A Short-Term Prediction Model of PM$_{2.5}$ Concentration Based on Deep Learning and Mode Decomposition Methods
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Abstract: Based on a set of deep learning and mode decomposition methods, a short-term prediction model for PM$_{2.5}$ concentration for Beijing city is established in this paper. An ensemble empirical mode decomposition (EEMD) algorithm is first used to decompose the original PM$_{2.5}$ timeseries to several high- to low-frequency intrinsic mode functions (IMFs). Each IMF component is then trained and predicted by a combination of three neural networks: back propagation network (BP), long short-term memory network (LSTM), and a hybrid network of a convolutional neural network (CNN) + LSTM. The results showed that both BP and LSTM are able to fit the low-frequency IMFs very well, and the total prediction errors of the summation of all IMFs are remarkably reduced from 21 g/m$^3$ in the single BP model to 4.8 g/m$^3$ in the EEMD + BP model. Spatial information from 143 stations surrounding Beijing city is extracted by CNN, which is then used to train the CNN + LSTM. It is found that, under extreme weather conditions of PM$_{2.5}$ <35 g/m$^3$ and PM$_{2.5}$ >150 g/m$^3$, the prediction errors of the CNN + LSTM model are improved by ~30% compared to the single LSTM model. However, the prediction of the very high-frequency IMF mode (IMF-1) remains a challenge for all neural networks, which might be due to microphysical turbulences and chaotic processes that cannot be resolved by the above-mentioned neural networks based on variable–variable relationship.

Keywords: PM$_{2.5}$; neural network; machine learning; mode decomposition

1. Introduction

Particulate matter in the air with aerodynamic diameters $<$2.5 µm (PM$_{2.5}$) not only threaten the quality of local atmospheric environments, but also the long-term regional and global climate [1–6]. The dynamics of the ultrafine particles, such as corrosion and weathering of materials, might impact human health, especially in megacities [7–11]. From previous studies, PM$_{2.5}$ concentrations can be estimated by two traditional approaches, deterministic and statistical methods [12–20]. The former is based on the theory of atmospheric dynamics, applying physical and chemical processes of atmospheric pollutants to establish a numerical model for prediction. Its accuracy depends on how accurate the sources of pollution, the real-time emissions and the description of the physical and chemical processes [21,22]. In contrast, the statistical method establishes the prediction models using a large number of existing historical data, based on statistical methods, such as linear regression analysis and nonlinear machine learning. Generally, statistical models are more efficient for discovering the relationship between pollutants and potential predictors, yet lack explicit description of physical mechanisms [23–29].

In recent years, machine learning methods have brought new tools to the prediction of PM$_{2.5}$ concentration, e.g., neural networks. Sun et al. (2013) optimized a hidden Markov...
model (HMM), which significantly reduced the false alarm rate of PM$_{2.5}$ concentration in Northern California [30]. Zhang et al. (2015) used a neural network to predict PM$_{2.5}$ concentration through the observations of O$_3$, CO, PM$_{10}$ and other air pollutants [25]. They found that the accuracy of the neural network model is better than multivariate regression models. A deep autoencoder (DA) and a long short-term memory (LSTM) model was used to predict PM$_{10}$ and PM$_{2.5}$, and both DA and LSTM models performed well [14].

Due to the complexity of the PM$_{2.5}$ variability, hybrid models with multiple neural networks have been proposed recently, which usually perform better than a single model. Xu et al. (2018) introduced a GM-ARMA hybrid model to forecast short-term PM$_{2.5}$ conditions [31]. Compared to the single GM or ARMA model, the GM-ARMA model achieved a better fitting. Huang et al. (2018) constructed a hybrid model of one-dimensional convolution and LSTM [9]. They used the PM$_{2.5}$ concentration, accumulated wind speeds and precipitation as predictors, and obtained a better prediction skill than the single LSTM model. Shi et al. (2018) combined a random forest neural network and a back-propagation (BP) neural network [21]. Zhang et al. (2020) used a CPSO-BP neural network [24]. They adopted the Chaos Particle Swarm Optimization (CPSO) algorithm to update the initial weights and thresholds of the BP neural network. Most of these studies showed that the prediction of a hybrid model is better than a single model.

One of the challenges for PM$_{2.5}$ prediction is that the forecasting errors tend to increase during heavily polluted days, which is a common problem for machine learning methods. As is known, during heavily polluted days the PM$_{2.5}$ concentrations can be influenced by multi-scale processes from hourly to annual variability, such as weather conditions, pollution sources and emissions, which presents a tough challenge for machine learning. We know that a single machine learning model can perform very well for single-frequency time sequences but is not good at learning multi-frequency sequences. In this paper, an innovative idea to solve this problem is proposed: a multi-frequency sequence of the target time series can be decomposed into a set of intrinsic mode functions (IMF). For each IMF, we can use different machine learning methods to obtain the maximal learning efficiency and, therefore, the best forecast skill. Following this protocol, we first decomposed the PM$_{2.5}$ sequence into several IMFs with low- to high-frequencies, using ensemble empirical mode decomposition (EEMD). Then, we constructed a hybrid machine learning model with multiple neural networks, and each neural network was trained individually for each IMF. By doing so, we are able to see how efficient the individual neural network component is at learning and predicting the IMFs, the sum of which stands for the original PM$_{2.5}$ sequence.

2. Data and Methods

2.1. The Source of Data

The PM$_{2.5}$ data used in this paper are from China National Environmental Monitoring Center https://quotsoft.net/air/ (accessed on 20 July 2021). The PM$_{2.5}$ concentration timeseries of Beijing city is obtained by an average of 12 stations, from 1 January 2014 to 17 November 2018. In addition, the data of 143 stations in North China ($105^\circ$ E–$125^\circ$ E, $32^\circ$ N–$43^\circ$ N) were used in Section 3.3. The meteorological data are from http://rp5.ru (accessed on 20 July 2021), including air temperatures, dew-point temperatures, sea-level pressure, and winds.

2.2. Ensemble Empirical Mode Decomposition (EEMD)

Ensemble empirical mode decomposition (EEMD) was first proposed by Wu and Huang [32]. It decomposes a timeseries of complex signals into a finite number of intrinsic mode functions (IMF). In this paper, the EEMD algorithm was used to decompose the original PM$_{2.5}$ sequence into 9 IMF components from high to low frequencies. Compared to the original PM$_{2.5}$ sequence, each IMF component contains less variability which can be trained and predicted by each neural network component. The detailed information of EEMD and its decomposition algorithm can be found in Appendix A.
2.3. BP Neural Network

Back propagation (BP) algorithm is a supervised learning neural network, composed of one input layer, one or more hidden layers and one output layer. BP is able to produce the best fit between the input and output variables, based on back propagation of errors between truth and expected outputs from the neural network. In this study, BP neural network was used to fit the relationship between PM$_{2.5}$ concentration and meteorological variables. The detailed algorithm of BP can be found in Appendix B.

2.4. CNN-LSTM Neural Network

Convolutional neural network (CNN) is capable of extracting the spatial features of an element with its surrounding units by applying a convolutional algorithm within a certain coverage area. Long short-term memory (LSTM) is a recurrent neural network, that is able to link the present PM$_{2.5}$ to the past information of itself. Compared to the BP algorithm, LSTM does not need meteorological data to predict future PM$_{2.5}$ concentrations, but depends on the long-term correlation of the PM$_{2.5}$ sequences, which have been extensively studied by Varotsos et al. [33] for typical megacities. In this study, with the aim to explore the spatial features and the autocorrelation of the PM$_{2.5}$ timeseries, a hybrid algorithm of CNN-LSTM was used to design the prediction model for IMFs from EEMD. By doing so, the timeseries of PM$_{2.5}$ in a certain area was regarded as a 3D image, which enables CNN to capture the spatial information. Then, the extracted information from CNN was transformed into a vector in time, used by LSTM prediction. The detailed algorithm of CNN and LSTM can be found in Appendix C.

2.5. Experimental Design

PM$_{2.5}$ concentrations are associated with meteorological conditions, such as winds, temperatures, humidity, etc., and the BP neural network provides an efficient tool to fit the nonlinear PM$_{2.5}$ concentrations and the meteorological variables. On the other hand, the PM$_{2.5}$ timeseries is temporally autocorrelated and spatially correlated, especially for those low-frequency IMFs. Therefore, in this paper we designed a set of sensitivity experiments consisting of different combinations of the EEMD, BP, CNN and LSTM algorithms. Table 1 shows the experimental design. Exp. 1 applies the BP to the original PM$_{2.5}$ directly. In Exp. 2, the original PM$_{2.5}$ was first decomposed by EEMD into IMFs, each of which was fit by individual BP. Summation of all IMF prediction is regarded as the output (d_PM$_{2.5}$). Exp. 3 applies LSTM to the original PM$_{2.5}$ without using meteorological variables and Exp. 4 uses a hybrid CNN+LSTM model. Note that Exp. 3 and 4 apply 6 hr PM$_{2.5}$, rather than daily PM$_{2.5}$, to explore the capability of LSTM in dealing with high-frequency timeseries.

Table 1. Experimental design.

| Experiment | Model          | Input               | Output            |
|------------|----------------|---------------------|-------------------|
| 1          | BP             | M + d_PM$_{2.5}$    | d_PM$_{2.5}$      |
| 2          | EEMD+BP        | M + d_PM$_{2.5}$    | d_PM$_{2.5}$      |
| 3          | LSTM           | 6 h_PM$_{2.5}$      | d_PM$_{2.5}$      |
| 4          | CNN+LSTM       | 6 h_PM$_{2.5}$      | d_PM$_{2.5}$      |

Note: M = meteorological variables, d_PM$_{2.5}$ = daily PM$_{2.5}$ concentrations, 6 h_PM$_{2.5}$ = PM$_{2.5}$ concentrations at every 6 h.

3. Results

3.1. PM$_{2.5}$ Time-Decomposition by EEMD

Figure 1 shows the 9 IMFs decomposed from the original PM$_{2.5}$ sequence. According to their frequencies, the IMF-1,2 stand for daily to weekly variability in a time scale of 4.9 to 9.9 days, the IMF-3,4 for monthly variability (18.1 to 39.4 days), the IMF-5,6 for intra-seasonal to seasonal variability, the IMF-7,8 for annual cycles, and the IMF-9 (r) is the trend. Since the IMF-1 is obtained by subtracting IMFs 2 to 9 from the original timeseries, so that the summation of all IMFs is exactly equal to the original one; therefore, the summation of
the predictions of all IMFs can be treated as the prediction for the original timeseries. One can imagine that the BP neural network can be competent for those low-frequency IMFs but will be challenged by the high-frequency IMFs. To optimize the prediction efficiency, the BP neural network is trained individually by each IMF, and thus, the network parameters and weights are different for each IMF. This is the key point that makes a mixed BP prediction model better than a single model applied directly to the original PM$_{2.5}$ timeseries, which contains full time-scale variability.

**Figure 1.** PM$_{2.5}$ original sequence and decomposed IMFs. IMFs 1–8 are the eight intrinsic modal functions, corresponding to high to low frequencies. Among them, the IMF-1,2 stand for daily to weekly variability in a time scale of 4.9 to 9.9 days, the IMF-3,4 for monthly variability (18.1 to 39.4 days), the IMF-5,6 for intra-seasonal to seasonal variability, the IMF-7,8 for annual cycles, and the IMF-9 (r) is the trend.

### 3.2. PM$_{2.5}$ Spatial Analysis by EOF

In order to demonstrate spatial features of the PM$_{2.5}$ concentration in Beijing city and the 143 stations in Northern China, an EOF analysis is applied. Due to scattering distribution of the stations, the data were interpolated to a gridded map with a resolution of $0.75^\circ \times 0.75^\circ$. Figure 2 shows the first and second modes of EOFs and PCs. The first EOF shows a PM$_{2.5}$ concentration core in Hebei province to the southwest of Beijing city, accounting for 50.2% of total variance. According to the PC1 sequence, this PM$_{2.5}$ core shows a reasonable annual cycle, reaching its maximum in winter seasons. EOF2 shows a south-to-north dipole mode, accounting for 9% of total variance. This contrasting pattern becomes prominent in winter seasons, when the overall PM$_{2.5}$ concentration of the area is high.
Figure 2. The EOF analysis of PM$_{2.5}$ concentration in Northern China. The left column depicts the first and second modes of EOF, and the right column depicts the corresponding PC sequences.

Figure 3 shows the time-lag correlation coefficients of Beijing and the surrounding 143 stations. The first, second and third rows show, respectively, the spatial distribution of correlation coefficient of PM$_{2.5}$ concentrations between Beijing and the surrounding areas with a 6, 12 and 24 h time lag. The left to right panels stand for low, medium and high PM$_{2.5}$ concentration scenarios. For low-concentration scenarios, we see that the PM$_{2.5}$ of Beijing is transferred from the northwest area (1st column). It indicates that the low concentration of Beijing PM$_{2.5}$ is advected by the north wind [28]. In contrast, for the high-concentration scenario in winter seasons, the PM$_{2.5}$ of Beijing outbreaks locally within Hebei province (third column).

Figure 3. The time-lagged correlation coefficient map between PM$_{2.5}$ in Beijing and other areas in North China. The first, second and third columns, respectively, show the spatial distribution of time-lag correlation coefficient of PM$_{2.5}$ concentration in Beijing when the daily mean value is low, medium and high. From top to bottom, they show the correlation between Beijing and the surrounding areas in the first 6, 12 and 24 h, respectively. The black dot area indicates that the correlation has passed the 99% significance test, which was calculated by t-test and p-value.
3.3. Experimental Analyses

To assess the performance of the neural networks, we adopted the following calculations for errors and correlation coefficients: mean absolute error (MAE), root mean square error (RMSE), index of agreement (IA), determination coefficient ($R^2$) and mean absolute percentage error (MAPE), which are defined as follows:

$$\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |O_i - P_i|$$

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (O_i - P_i)^2}$$

$$\text{IA} = 1 - \frac{\sum_{i=1}^{N} (O_i - P_i)^2}{\sum_{i=1}^{N} (|O_i - \overline{O}| + |P_i - \overline{P}|)^2}$$

$$R^2 = \left( 1 - \frac{\sum_{i=1}^{N} \left( \frac{O_i - \overline{O}}{\sigma_O} \right) \left( \frac{P_i - \overline{P}}{\sigma_P} \right)^2}{N - 1} \right)$$

$$\text{MAPE} = \text{median}\left( \frac{|O_i - P_i|}{P_i} \right)$$

where $N$ is the number of samples. $O$ and $P$ represent the observed and predicted values. Overbar and $\sigma$ represent the average and the standard deviation of corresponding variables.

In all experiments, the PM$_{2.5}$ sequence between 19 May 2014 and 31 December 2016 was used for training (90%) and testing (10%). The sequence from 1 January 2017 to 31 December 2017 was used for prediction. Figure 4 shows the wavelet spectrum of the original PM$_{2.5}$ sequence, the differences of wavelet spectrum between the original sequence and the ones trained from Exp. 1 by the BP algorithm and Exp. 2 by the EEMD+BP algorithm. Comparing Figure 4b and Figure 4c, we see that, when BP is applied directly to the original sequence (Exp. 1, Figure 4b), the errors are reduced all over the spectrum, with maximum errors between 64 to 128 days. However, if applying an EEMD decomposition before BP fitting (Exp. 2, Figure 4c), the errors can be further reduced, especially in the time period of 8 to 64 days. It indicates that individual BP training can produce an optimized fit for each IMF, especially for medium to low-frequency sequences. However, if the BP training is applied to the original sequence, although it still produces the best fit in principal, the fitting errors span the entire frequency spectrum.

Figure 5 shows the comparison of observed and predicted values for high-frequency modes (IMFs 1 and 2) and low-frequency modes (IMFs 3 to 8). For high-frequency modes, the MAE is reduced from 27.6 in Exp. 1 to 24.8 in Exp. 2. In contrast, the MAE is reduced from 21.0 to 4.8 for the low-frequency modes. Note that the $R^2$ of the Exp. 2 reaches 0.99 (Figure 5d), indicating that the individually trained BP network works perfectly for the low-frequency IMFs. However, we also see that the BP algorithm faces the same challenge in dealing with high-frequency IMFs for both Exp. 1 and 2. This is understandable, as the IMF-1 includes stochastic processes that cannot be trained by a neural network based on a variable–variable relationship.

As shown in the EOF maps in Figure 3, the PM$_{2.5}$ variability in Beijing can be affected by the surrounding area, implying that spatial information would be helpful for improving the Beijing PM$_{2.5}$ prediction. In Exp. 3, a LSTM network was applied directly to the original PM$_{2.5}$ sequence. In contrast to the BP algorithm, LSTM is able to train the PM$_{2.5}$ sequence without additional meteorological variables, as it tests the autocorrelation of the sequence itself. In Exp. 4, a CNN algorithm was used to gather the spatial information, that was then transferred to the LSTM for prediction. This is to test how spatial information can help the prediction of PM$_{2.5}$ in Beijing.
Figure 4. (a) The wavelet spectrum of the original PM$_{2.5}$ sequence. (b) The differences of wavelet spectrum between the original sequence and the ones trained from Exp. 1 by the BP algorithm, and (c) Exp. 2 by the EEMD+BP algorithm.

Figure 6 compares the MAEs for all experiments in five pollution levels. Comparing Exp. 1 and 2 (BP vs. EEMD-BP), the EEMD-BP network is better than the BP network for all pollution levels. This is expected, as each EEMD-decomposed IMF was trained individually by a BP network, and the low-frequency modes are perfectly fitted and predicted (Figure 5). Comparing Exp. 1 and 3 (BP vs. LSTM), we see that LSTM is worse than BP for the low-concentration level (PM$_{2.5}$ < 35), but performs better than BP for medium to high levels (PM$_{2.5}$ > 35). This implies that for high-concentration PM$_{2.5}$ sequences, its autocorrelation is stronger than its correlation with external meteorological conditions. Comparing Exp. 3 and 4 (LSTM vs. CNN-LSTM), the CNN-LSTM is better than the LSTM only in the very low (PM$_{2.5}$ < 35) and very high (PM$_{2.5}$ > 150) concentration conditions. Generally speaking, under the condition of PM$_{2.5}$ < 115, the MAEs of four neural networks are in about the same level (~20), while under the condition of PM$_{2.5}$ > 115, the hybrid models of EEMD-BP and CNN-LSTM perform better than the single BP and LSTM models.
Figure 5. Comparison of observed and predicted values for high-frequency modes (IMFs 1 and 2) and low-frequency modes (IMFs 3 to 8) with different models. (a) MAE and correlation coefficient for high-frequency modes (IMFs 1 and 2) for test 1; (b) MAE and correlation coefficient for high-frequency modes (IMFs 1 and 2) for test 2; (c) MAE and correlation coefficient for low-frequency modes (IMFs 3 to 8) for test 1; (d) MAE and correlation coefficient for low-frequency modes (IMFs 3 to 8) for test 2.

Figure 6. MAE of different models under different pollution levels.

4. Summary and Discussion

In this study, a short-term PM$_{2.5}$ concentration prediction model is established based on four deep learning neural networks (namely, EEMD, BP, CNN and LSTM). The EEMD algorithm is designed to decompose the original PM$_{2.5}$ timeseries to high- to low-frequency IMFs. Each IMF component, along with meteorological variables, is trained and predicted by three other neural networks. The summation of all IMF prediction can be treated as the prediction for the original PM$_{2.5}$ concentration. To assess the model effectiveness, we designed four sensitivity experiments and compared their MAEs in five pollution levels. It is found that the performance of a hybrid model is generally better than a single model, which is consistent with most previous studies.
To reduce the prediction errors, previous studies have investigated different combinations of neural networks to improve the structure of the prediction model [9,21,24,32]. However, the prediction of the PM$_{2.5}$ concentration in heavily polluted seasons still remains a challenge. Different from all previous studies, we assumed that a PM$_{2.5}$ timeseries in winter seasons contains full timescale variability due to complexity of weather conditions, pollution sources and emissions, which makes it really challenging for any neural network to be trained based on a limited data set. Therefore, in this study the EEMD algorithm is first used to decompose the original PM$_{2.5}$ sequence to several IMFs from high to low frequencies. Each IMF component is trained and predicted by an individual neural network. The results showed that both BP and LSTM are able to fit very well the low-frequency IMFs. Although high-frequency IMF components remain a challenge due to some chaotic processes, the total prediction errors of the summation of all IMFs are remarkably reduced.

The PM$_{2.5}$ concentration is obviously related to the surrounding area, notably Hebei province. To investigate the impact of spatial information on the PM$_{2.5}$ prediction in Beijing city, 143 stations in Northern China were used to construct a CNN-LSTM hybrid model. The results showed that, under extreme conditions of PM$_{2.5} < 35$ and PM$_{2.5} > 150$, the CNN-LSTM outperforms the single LSTM by ~30%. This implies that a PM$_{2.5}$ timeseries has its own temporal and spatial variability. A well-designed hybrid model on the PM$_{2.5}$ intrinsic modes and characteristics can improve its prediction skills. Regarding the very high-frequency component (IMF-1), we found that its spectrum is very similar to white noise, which might be due to microphysical processes, such as turbulence and chaotic processes, that cannot be learned by a simple neural network model. This may provide us with a new topic for future research.
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Appendix A. Ensemble Empirical Mode Decomposition (EEMD)

Ensemble empirical mode decomposition (EEMD) was first presented in 2009 by Wu and Huang (2009) based on empirical mode decomposition (EMD), which was proposed in 1998 by Huang et al. EEMD is effective in extracting signals of different scales from data and can solve mode mixing well. By adding white noise, it can adaptively decompose the signal into a series of intrinsic mode functions (IMF) ranging from high to low frequency. Moreover, it should be noted that due to the uniform distribution of the white noise spectrum, the average value of the white noise is zero. That is why the added noise will be offset after multiple averaging, and the integration mean value can be taken as the final result. The specific steps are as follows:

1. Add a group of white noise $\omega(t)$ to the original signal $x(t)$ to get a new signal sequence $X(t)$:

$$X(t) = x(t) + \omega(t)$$
2. Decompose $X(t)$ to obtain a set of imf$_j(t)$ components:

$$X(t) = \sum_{j=1}^{n-1} \text{imf}_j(t) + r(t)$$

where imf$_j(t)$ represents the $j_{th}$ IMF component (the same below), $r(t)$ represents the trend term.

3. Repeat step (1) (2) (m) times, add different white noise each time, and get a new set of IMF component:

$$X_i(t) = \sum_{j=1}^{n-1} \text{imf}_{ji}(t) + r_i(t)$$

4. Take the mean value of each IMF components as the final result:

$$\text{imf}_n(t) = \frac{1}{m} \sum_{i=1}^{m} \text{imf}_{ni}(t)$$

$$r(t) = \frac{1}{m} \sum_{i=1}^{m} r_i(t)$$

In this paper, the EEMD algorithm is used to decompose the original PM$_{2.5}$ time series to obtain eight IMFs and a trend term. The amplitude of the white noise added to the original sequence is 0.2 (i.e., 0.2 times the standard deviation of the original sequence), and the number of sets is 200 (i.e., 200 repetitions in the calculation process, taking the mean value). In addition, considering that the model training should not contain future information, EEMD is made for each training set and the whole data set.

**Appendix B. Back Propagation Neural Network (BP)**

This feed-forward neural network based on the error back propagation algorithm is a supervised learning neural network. The core idea of the BP algorithm is to divide the learning process into two stages, the forward transmission of signal and the back transmission of error. It mainly uses the mean square error and gradient descent method to modify the network connection weight in order to achieve the minimum sum of error squares. The forward propagation formula is as follows:

$$Y = f(\sum_{i=1}^{n} w_i X_i + b)$$

where $f$ is the activation function, $X$ is the input data, $w_i$ is the connection weight, $b$ is the bias term, and $n$ is the number of input data (neurons in the front layer).

1. In the incentive transmission, the input layer transmits the received normalized input variables to the hidden layer. Then, the hidden layer neurons process the received data by weighted summation, and then substitute them into the activation function to transmit the activated value to the output layer. The output layer obtains the final result after weighted summation and activation again. We define that the input layer, the hidden layer and the output layer as follows, respectively:

Input layer : $X_i = x_i$

Hidden layer : $A_j = f(\sum_{i=1}^{n} w_{ij} X_i + b_j)$

Output layer : $O_k = g(\sum_{j=1}^{m} w_{kj} A_j + b_k)$
where $w$ is the connection weight, $b$ is the offset, $f$ is the activation function, the common activation functions are sigmoid, tanh, Relu, etc., and $g$ is the linear transfer function.

2. During the weight updating phase, in order to minimize the value of error function, the gradient descent algorithm is used to gradually modify the connection weight and offset value of output layer and hidden layer:

**Output layer**

$$d = (Y_k - O_k)g'(w_{kj})$$

$$w_{kjnew} = w_{kj} + \eta_1 dA_j$$

**Hidden layer**

$$h = \sum_{k=0}^{s} dw_{kj}f'(w_{ji})$$

$$w_{jinew} = w_{ji} + \eta_2 hx_i$$

where $d$ and $h$ represent the gradient term of corresponding layer neurons, and $\eta_1$ and $\eta_2$ represent the learning rate. Offsets updating is similar to weights updating.

3. Specific parameters of the BP neural network:

In this paper, the ReLU nonlinear function is used in the hidden layer and purelin linear function is used in the output layer. Linear fitting model is selected to predict trend term in EEMD decomposition results. RMSProp and Adam are selected as optimization functions. Other hyperparameters are mostly set by default.

### Appendix C. CNN-LSTM Neural Network

Long short-term memory (LSTM), a kind of recurrent neural network, can learn this time feature very well through connecting the information of the last moment to the current learning process. Convolutional neural network (CNN) is a type of feed-forward neural network, including the input layer, convolutional layer, activation function, pooling layer and full connection layer. Its artificial neurons can respond to a part of the surrounding units in the coverage area to extract local features. The process is shown in the figure. In order to describe the process of convolution operation more clearly, we number the read-in data elements. $X_{i,j}$ represents the elements of row $i$, column $j$. $W_{m,n}$ represents the weight of row $m$, column $n$. $W_b$ represents the offset term of filter. $f$ represents the activation function. We use this formula to extract the characteristics of time series:

$$a_{i,j} = f\left(\sum_{m=0}^{2} \sum_{n=0}^{2} W_{m,n} X_{i+m,j+n} + W_b\right)$$

![Figure A1. Structure of neural network.](image_url)

The model structure and specific parameters are shown below.

1. **Convolution layer**: the convolution kernel size is $3 \times 3$, the number of convolution kernels in the first layer of 3D Convolution (Conv3D) is 100, the number of conver-
olution kernels in the second layer of Conv3D is 50, and the number of convolution kernels in the third layer of Conv3D is 5.

2. Pool layer: the pool area size of the first layer Max pooling is $3 \times 3 \times 3$, and the pool area size of the second layer is $2 \times 2 \times 3$.

3. LSTM layer: the number of neurons in the first layer of LSTM is 100, and that in the second layer is 50.

4. FC layer: the number of neurons is 50.

5. Activation function: sigmoid function.

6. RMSProp is selected as the optimizer, the initial learning rate is 0.001, the number of iterations is 64, and the batch size is 32.

Figure A2. LSTM network structure.

As shown in the Figure A2, $x_t$ represents the input data at the current time, $y_{t-1}$ stands for the output data at the previous time, C represents the cell state of the stored information flow, and $\sigma$ represents the function $\sigma(x) = \frac{1}{1 + e^{-x}}$, which outputs the result of 0–1, and here represents the amount of information allowed to pass. For each moment, the input data at this time and the output data at the previous time $\{x_t; y_{t-1}\}$ constitute the total input, which together with the final cell state at the previous time determines the current learning results.

Figure A3. CNN-LSTM hybrid model structure.
Batch normalization (BN) can accelerate the convergence of the model. The Max Pooling layer extracts the maximum value of the fixed area to represent the information of the area through downsampling, so as to reduce the data dimension and calculation consumption.
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