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A comprehensive systems approach is a prerequisite for the development of sustainability policy strategies. Quantitative models are frequently proposed as useful building blocks in this regard. We examine the value of such models in a case study on regional sustainability carried out in cooperation with the administration of the Dutch province of Limburg. With the participation of an interdisciplinary group of civil servants, we developed an influence diagram representing the region and compared this to the coverage of quantitative models used in provincial strategic planning. The significant discrepancies between the two types of system representation lead to a more diligent interpretation of results, help to improve the models, and set challenges for future model use in regional sustainability planning. This article provides policy makers with practical advice on strategic planning and encourages scientists to improve the models by developing new techniques for the integration of quantitative and qualitative analyses.
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Introduction

Regional administrations aiming for sustainability face complex issues resulting from interactions, feedbacks, and trade-offs among various aspects of sustainability, as well as from dynamic structural change. The normative character of sustainability further enhances this systemic complexity—individual and social preferences differ and evolve over time. The difficulties of trying to manage, control, or manipulate such complex systems, even with the best of intentions, have been well documented (see, e.g., Forrester, 1971a; Sterman, 1994; Meadows, 1999; Sterman & Booth Sweeney, 2002; Dörner, 2003). It is widely agreed that addressing these characteristics requires a comprehensive systems approach (see, e.g., Schellnhuber & Wenzel, 1998; Ehrenfeld, 2005).

The exact definition of a systems approach is as elusive as that of sustainability, but researchers propose quantitative models as at least one building block of such an approach (Rotmans, 1998; Robinson, 2004). However, there are significant discrepancies between the ambitions and the practical reality of such models. According to van der Sluijs (1997), the ambition is to model the complete so-called causal chain, including all the feedbacks within this chain. The causal chain starts with socio-economic drivers leading to economic activity and other practices, leading to emissions and other pressure on the environment, leading to environmental changes, leading to physical impacts on societies and ecosystems, leading to socio-economic impacts, eventually returning to cause changes in the socio-economic drivers.

Other ambitions include the transparency of models; their capability to explore uncertainties, trend breaks, and discontinuities; their potential to foster deliberation; and their relevance to decision makers. We are currently far from meeting these objectives. In an overview of challenges for Integrated Environmental Assessment, Toth (2003) reflects on models referring to sustainability. He concludes that, despite significant progress in recent years, the available models are not suited for addressing the complex problems on current policy agendas. Progress on this front will require innovative integration techniques.

We come to a similar conclusion after assessing 13 European and global integrated scenario models, including a set of integrated models regarding sustainability (Greeuw et al. 2000). In particular, the evaluated models do not fulfill the objectives of horizontal and vertical integration and policy relevance. Horizontal integration refers to the amalgamation of different aspects of a model’s domain. Issues of assimilation between the environmental, economic, and sociocultural domains, as well as integration within each of these domains, are important in this respect.
Vertical integration refers to the incorporation of different stages of cause-effect chains in the sense of the pressure-state-response cycle (OECD, 1993). Greeuw et al. (2000) also identify a significant neglect of sustainability’s sociocultural domain. The indicators chosen to represent this domain are largely demographic or economic, and only marginally correlated to the underlying system. The assessment further reveals a trade-off between horizontal and vertical integration. While the sociocultural domain is not explored in satisfying depth, the economic domain seems to privilege depth over breadth.

A case study commissioned by the administration of the Dutch province of Limburg allowed us to study in detail the discrepancies between ambition and reality in models for public strategic planning and regional sustainability. The next section introduces the project. We subsequently describe the methods and result of drafting a conceptual integrated system representation of the province in a participatory process. This qualitative approach is followed by an inventory of quantitative forecasting models used by the provincial administration to support its strategic planning. The differences between the relationships covered in the conceptual representation and in the structure of the forecasting models are analyzed. In the concluding section, we offer some practical advice on how to better use existing models and on how to bridge their discrepancies.

**Project Overview**

In regional strategic planning, forecasting and exploratory studies are crucial. Integrated and forward-looking research supports the planning process by structuring relevant discussions and by facilitating the development of robust strategies. In the Netherlands, legal mandates require that these studies be conducted at regular intervals for some sectors. The Dutch province of Limburg was the first of the country’s twelve provinces to combine its sector plans into a single, integrated strategic plan: the Provinciaal Omgevingsplan Limburg, or POL (Provincie Limburg, 2001). To better harmonize the underlying forecasting models, the provincial government commissioned a year-long participatory project.

For purposes of this article, two of the four project phases are of particular interest. One phase was devoted to the participatory drafting of an influence diagram representing the dynamics of regional development in the province. The other phase was predicated upon an inventory and evaluation of the quantitative indicators and forecasting models used by the provincial administration for strategic planning. Six senior civil servants with different backgrounds formed the core group for the participatory process. Especially early in this process, additional members joined this group to provide specific practical expertise, to increase internal transparency, and to satisfy general interest. During the year, the group worked with our team during 17 workshop sessions of approximately three hours each.¹

**Influence Diagram**

To facilitate horizontal integration in the administration and among the different forecasting models, we dedicated the first phase of the project to the participatory development of a conceptual integrated system representation of the province. The purpose of this process was to strengthen mutual understanding, to sharpen awareness for the interdependencies between different characteristics and regional developments, and to structure the available information and knowledge in an integrated manner.

We drafted the conceptual integrated system using the SCENE approach (Grosskurth & Rotmans, 2005). The acronym SCENE stands for the three domains of sustainability: Social, Environmental, and Economic. This approach was developed to foster a better understanding of sustainability’s underlying dynamics and of related issues. SCENE is based on the participative and qualitative representation of stocks and flows in the format of an influence diagram. The three domains of sustainability provide the fundamental structure for SCENE. Stocks describe core elements of a system that change relatively slowly. In contrast to the system-dynamic notion given to the terms “stock” and “flow,” SCENE stocks can be generic titles such as “lifestyle” or “economic vitality.” Moreover, these titles can be interpreted multidimensionally. In the SCENE approach, we generally take four dimensions of a stock into account: quantity, quality, function, and spatial dimension. This methodology breaks with the legacy of system-dynamic modeling where only one dimension of a stock—mostly quantity—is generally taken into account. Flows are relationships between stocks. Flows can represent material flows, information flows, or other relations that follow a cause-effect line. The resultant description of the system is a conceptual model of the real world. During the past five years, we have drafted such models by applying the SCENE approach at national, provincial, and urban levels. Figure 1 is a schematic representation of the “naked” SCENE model.

With SCENE, the “sustainability triangle” is transformed from a concept for the structuring of sets

---

¹ Full documentation of the project, the influence diagram, a detailed explanation of each stock and flow, as well as the full inventory of models, is contained in the project documentation and available from the author (in Dutch).
Drafting the influence diagram for the POL project was a two step process: 1) selecting and describing the stocks that comprehensively represent the province of Limburg and 2) mapping the influences between these stocks. The participants were advised to develop the diagram of the province in the present and to try not to anticipate possible future changes. The concept of sustainability was implicit in the process as the balanced development of the economic, sociocultural, and environmental domains.

During the first several sessions, the group proposed a set of issues and topics. In an interactive and iterative process of screening, revising, reformulating, and restructuring, this initial list was brought together into a set of 18 stocks that implicitly comprised all indicators regularly monitored by the administration. The stocks were compatible with other documents published by the Province, but covered a wider range. The structure and wording of the stocks corresponded to the administration’s internal organization and communication habits.

The 18 stocks (and their labels) are: population (Popu), consumption (Cons), social structure (Soci), public amenities (Amnt), housing (Hous), security (Secu), space (Spac), air (Air), groundwater (G-wat), surface water (S-wat), soil (Soil), nature (Natu), entrepreneurship (Entr), production (Prod), knowledge and innovation (Know), work (Work), mobility (Mobi), and infrastructure (Infr). For each stock, the group formulated an abstract with a description of the stock, its characteristics, and its scope. For example, the characteristics of the stock “knowledge and innovation” include knowledge institutions, public and private research and development, applications of knowledge and innovation, as well as the spatial distribution of these factors.

The set was also screened for comprehensiveness based on Vester’s (2002) system criteria. Vester is author of the Sensitivity Model Prof. Vester®, a computerized planning and mediation tool for complex systems. The software has frequently been applied in urban and regional planning where stakeholders describe their region as a system. These system representations form the basis for subsequent simulation and intervention steps. To check their comprehensiveness, Vester derived a set of criteria based on his experience and system understanding and meant to guarantee the balanced representation of all relevant aspects of the system. These system criteria require at least the implicit inclusion of seven specific areas of life (e.g., economy, population, and infrastructure), three physical categories (material, energy, and information), four dynamic categories (e.g., flow or time dynamic), and four system-relational categories (that open the system to outside influence or can be influenced from within). The 18 stocks selected satisfied the areas of life and the physical categories of Vester’s criteria. The dynamic and system-relational categories were not satisfied at this stage as they can only be met after the relationships among the stocks have been represented.

To draft these relationships, the participants individually filled in an empty matrix with the 18 stocks as row and column titles. Each cell represented a potential unidirectional flow from one stock to another (though not to itself), resulting in 306 possible flows. Working independently, the participants marked the cells where they perceived a direct influence. They then added a strength estimate (weak, medium, or strong) and a short description of the influence they had in mind. We then combined the individual matrices into a single document, checked the results with experts and, in instances of doubt or dissent, presented it to the group. Among themselves, the participants noted their agreements, discussed and clarified their disagreements, and identified uncertainties. We added comments from the expert scan. These remarks were mostly concerned with additional information about previously identified relationships, thus enriching the group’s discussions. In total, 95 flows were selected and documented—15 strong, 46 medium, and 34 weak. For example, both participants and experts agreed that the stocks “population,” “public amenities,” and “entrepreneurship” all influence the stock “knowledge and innovation.” This latter stock, in turn, influences “entrepreneurship,” “population” (both are bidirectional relationships), and “production.” Figure 2 shows the complete influence diagram (without the flow strength). The stocks are coded by color and shape to...
make clear the distinction between stocks in the various domains: sociocultural (red circle), environmental (green box), and economic (blue diamond).

Figure 2 The conceptual SCENE model for the Province of Limburg.

Model Inventory
To compare the completed SCENE model with the coverage of the available quantitative models, we conducted an extensive inventory and represented the underlying structures in the same format as in the previous section. In total, we identified 13 quantitative models that the administration had previously used for strategic planning:

- The local research institute ETIL contributed separate models on three issues: population, labor markets, and housing. These models translate national forecasts on these issues down to the regional level using a shift-share approach (ETIL, 2000).
- The PRIMOS model produces forecasts on overall population size, number of households, and housing requirements. The acronym stands for Prognose-, Informatie-, en Monitoring Systeem (Prognosis, Information, and Monitoring System) (ABFresearch, 2006a).
- The RDP model (a Dutch acronym for Spatial Demographic Forecasting model—Regionaal Demografisch Prognosemodel) produces region-specific population projections based on national estimates and is quite similar to the ETIL models, though the underlying assumptions differ (ABFresearch, 2006b).
- The InterProvinciaal woningBehoefte-model (IPB—Interprovincial Housing Needs Model) is a highly simplified shift-share module that produces population forecasts on the community level (ABFresearch, 2006c).
- The RAIL (Regionale Arbeidsmarkt Informatie Limburg—Regional Labor Market Information Limburg) model produces a regional sector-specific forecast on Labor Market supply and demand (Teunis, 1996).
- The COMBI (een COMBInatie van modellen—a COMBInation of models) model forecasts regional migration patterns for the country as a whole based on population, labor market, housing, and higher education modules (Heida & Poulus, 1993).
- The Dutch Central Planning Bureau (CPB) produces a set of three quantitative scenarios with respect to environmental quality, mobility, space, and energy. These scenarios are documented in CPB (1996).
- The OGM model (Overdraagbaar Groeimodel—Transposable Growth Model) forecasts developments in regional mobility (4cast, 2006).
- The MIOW-PROV model forecasts the socioeconomic consequences of environmental regulation. The acronym stands for Marktsituatie, Internationale concurrentie, Omvang en Weerstandsvermogen PROVinciaal milieu-economisch model—Market Position, International Competition, Volume, and Resilience Provincial Environmental-Economic Model (Woerd et al. 1997).
- PROVEST (PROgnosemodel VESTigingslocations—Forecasting Model on Locations of Commercial Settlements) forecasts the physical space required for the development of business and industry in a shift-share manner (BCI, 1998).
- The LeefOmgevings Verkenner (LOV—Environment Explorer) is a geographic information system (GIS)-based model for exploring changes in land-use patterns. The evolving maps cover a large set of land-use types, and so include social aspects such as housing, environmental aspects such as open landscape, and economic aspects such as infrastructure (Engelen et al. 2003).

Overall, four models had a demographic focus, five had a socio-economic orientation, two pertained to the labor market, and two concentrated on land use. Some of these tools were simple shift-share models that translated national extrapolations down to the regional level, while others were sophisticated stand-alone constructions based on statistical regression, general equilibrium, or GIS approaches. Approximately half were developed specifically for the region and the other half are nationally run models that are disaggregated and optimized over all Dutch provinces. These two model types often cover similar topics.
Due to divergent assumptions, regional and national models are often at odds in their projections. The differences are a consequence of statistical estimation biases to which outliers in panel-data sets are subject. For example, labor is highly mobile between most Dutch provinces when one location has vacancies in employment and another has unemployment. However, this mobility does not extend to the peripheral provinces, including Limburg. As Limburg historically had many vacancies unfilled, the national forecasts assumed high immigration into the region and thus projected a higher population than region-specific models that neglected this relationship. In the past, the lower population forecasts have turned out to be the better estimates for Limburg.

As many of the evaluated models are either run at the national level or shared among the provinces, it is safe to assume that the set is representative for other provinces in the Netherlands. Members of the Limburg administration, who frequently took part in interprovincial meetings on monitoring and strategic planning, supported this view. At smaller-scale levels, the coverage of the models seems to get even thinner; at higher-scale levels, the coverage is slightly improved as more general and global models become relevant.

We translated each model into an influence diagram using the stocks described in the previous section. To accomplish this, we screened the available primary and secondary model documentation and conducted extensive interviews with the model developers and/or owners where documentation was insufficient. We accepted a flow as being covered by a model when its framework incorporated any aspect of the flow (either exogenously or endogenously). For example, the flow from “knowledge and innovation” to “entrepreneurship” is represented in the relevant models as an exogenous constant by which productivity increases each year. This facet of the model would obviously be insufficient to explore the effects of changes in the education system and it certainly does not answer potential questions of public officials about increasing entrepreneurship through stimulating knowledge and innovation. More generally, the description provided in the conceptual influence diagram is much richer than in the models themselves.

Figure 3 combines the separate influence diagrams for each model into a single overview. Quantitative models used for strategic planning cover 30 of the 95 flows in the conceptual influence diagram. It is important that these modeled flows are not necessarily comprehensively addressed and the different models are not at all compatible in their underlying assumptions or the methods used to make the ultimate calculations. The models are certainly not calibrated for use within a single system of models. This fragmentation of coverage is lost in the illustration above.

The stocks “social structure” and “groundwater” are not covered at all. A third of the remaining stocks are only connected to the system via a single remaining flow. Some flows are covered by several models, most of which concern population and labor-market dynamics. We did not detect a single flow covered in any of the models that group participants had not previously identified. Well-covered stocks include the extent and condition of “housing,” the effects (but not the causes) of changes in the “population,” the economic effects of “entrepreneurship,” changes in land use (“space”), and the situation regarding “mobility.” Other economic—and most social and environmental—stocks are not covered at all or, at best, their treatment is highly superficial. A more favorable picture emerges when the weights of the flows are taken into account. There is coverage of 12 (out of 15) strong flows, 16 (out of 46) medium flows, and only two (out of 34) weak flows.

Discrepancies

It is immediately obvious that the loss of information moving from qualitative to quantitative analysis is dramatic. Figure 4 shows the 65 flows that are not covered in the models, but that were identified during the project’s first phase. It shows the discrepancy between the ambition of van der Sluij’s ideal model (1997) and the reality of models that typically inform public strategic planning.

The discrepancies below the surface of Figure 4 are likely even more significant. While the models covered well the dynamics between the stocks labeled “population,” “housing,” “entrepreneurship,” and “mobility,” the majority of other flows were reduced to exogenous parameters. This observation...
implies that the dynamics of the system rely fully either on a statistical analysis of the past or on a rough estimate of parameter value. In many cases, the exact parameter values were not documented. Inaccessible parameters mean that flows are putatively covered, but not documented in an accessible way. Because of this lack of transparency, even simple scenario studies cannot be executed in an informed manner. The richness of the qualitative influence diagram is almost completely lost.

Not surprisingly, there is a clear relationship between the ease with which a stock can be quantified and its inclusion in the models. We were able to deduce this straightforward relationship from the inventory of provincial indicators. On the one hand, “security” and “social structure” are lost from the inventory and from the models. Their core characteristics are “soft” and notoriously difficult to quantify. “Population,” on the other hand, is a stock with very high data availability and, as such, is prevalent in the models.

We also witnessed a clear relationship between the coverage of different stocks and the modeling methods used to forecast them. More dynamic modeling techniques, such as general equilibrium of system dynamics, allow for scenario-type, longer-term explorations and often provide insights into counterintuitive developments (Forrester, 1971b). Integrated models of causal chains, as described above, require such dynamic techniques (Gilbert & Troitzsch, 1999). Parameter-based shift-share modules largely ignore these connections, give little insight into possible surprises, and only very rarely produce counterintuitive insights.

In our case, “population,” “housing,” “work,” “entrepreneurship,” and, to some extent, “mobility” were modeled dynamically and included a large number of feedbacks and interactions. General equilibrium modeling is the method of choice for the more sophisticated of these models. “Consumption” and “production,” two stocks related to lifestyles and type of economic activity, are mostly covered as parameters in shift-share modules (e.g., translating economic activity into environmental impacts by assuming emissions per unit of production based on statistical analysis). All other stocks are covered in the form of calculated results of these simple shift-share procedures. This pattern is illustrated in Figure 5. A better integration of models would require coverage of a larger number of aspects using dynamic modeling techniques.
volatility, and discussion, modelers focus on easy-to-measure and relatively stable flows. Yet, in E. F. Schumacher’s classic phrasing (1977), “one restriction entails another. We attain objectivity, but we fail to attain knowledge of the object as a whole.”

**Practical Advice on Better Use of the Models**

Based on our analysis of the conceptual SCENE model and the corresponding model inventory, we formulated three recommendations for the provincial administration on how to better use its available models and how to efficiently improve the overall set.

First, a better understanding of the structure of the models is imperative for better use of their results. Our primary advice was to require disclosure of the parameter values whenever a model was commissioned. This small amount of extra insight would enable public officials to place a particular model in its proper context and to improve interpretation of its output in terms of validity and robustness. Also, simple scenario exercises that introduced different change rates—or even discontinuities—into the development of the parameters over time would create opportunities for transparency. Different futures can thus be explored in a rule-of-thumb manner. The results could also illustrate narrative scenarios of various futures.

Second, extension of the individual models would be an inefficient way to improve the integrated dynamics of the whole set. Harmonization of the underlying assumptions (and thus the possibility to vary them with full intention) would be a much more important step.

Finally, a fully functional integrated model with a sufficient level of detail is indeed possible. A model of this kind would, however, require considerable resources to implement while its comparability with the model runs of other provinces would be lost.

**Bridging the Discrepancies**

The first step in bridging the discrepancies between qualitative and quantitative analyses of complex systems must be a better understanding of the potential and the limits of both approaches.

Quantitative models have often been critically appraised. Godet (1983) criticized dependency on inaccurate data, coupled with unstable models and the explanation of the future in terms of the past, as an inherent property of statistical models. In response, he called for a global, qualitative approach.

The ensuing two decades have seen no fundamental progress in this respect. “Mathematical modelling is only possible if one is willing to except important parts of the problem and to limit an originally comprehensive understanding of the problem to the computable part of the problem” (Weimer-Jehle, 2006). Also, uncertainties are notoriously difficult to represent in quantitative studies that suggest precision and objectivity (Jaeger et al. 1998; 2001). Modeling results have little value once deprived of their underlying assumptions and context.

However, we found that the insights gained by provincial administration officials during the project helped them to make more appropriate use of the model results. An understanding of which factors were accounted for in the different studies, as well as an appreciation of the implications of different methods, helped the participants to use model results as arguments rather than indisputable facts. This experience confirms observations in similar projects. In reflecting on the ULYSSES project on urban lifestyles and sustainability, De Marchi et al. (1998) describe indications of mutual learning where the participatory processes included a somewhat odd “Mr. Computer.” The perception of the computer as a group member indicates the experience of mutual learning among human participants, the computer (model) and the modelers. Siebenhüner & Barth (2005) evaluate three major integrated assessment projects that embedded models in their participatory approaches: the ULYSSES project described above, the COOL project (focused on long-term climate options), and the VISIONS project (focused on developing integrated visions for a sustainable Europe). Even though these processes were mainly concerned with learning from models rather than about models, the authors indicate that some models “served as a trigger for debates about the implied uncertainties.”

A qualitative influence matrix also has limited value as a stand-alone product. Experiments on learning about dynamic systems have shown quite impressively that people have great difficulties conceptually learning about dynamic behavior, even under the most favorable circumstances (Sterman, 1994; Booth Sweeney & Sterman, 2001; Sterman & Booth Sweeney, 2002). Thus, the analytical power of quantitative models is currently the only technique available to structurally explore complex long-term dynamics (though not all modeling techniques are suited for this).

However, even without an exact understanding of the dynamics, mapping the province in the form of an influence diagram facilitated horizontal integration in organizational decision making. Civil servants from different provincial departments are now more likely to contact colleagues from other administrative units when their decisions might generate ripple effects and their mutual comprehension has improved. Vester (2002) provides anecdotal evidence of similar effects for a series of case studies: a working group on systems thinking set up in Bad Aibling (which
continued to be active after his intervention), an altered structure for a regional planning group in Frankfurt, more integrated project perceptions at NERIS (Netzwerk in der Risiko-Sensitivitätsanalyse—Network in Risk and Sensitivity Analysis). Unfortunately, empirical studies on the effects of participation, the drafting of system diagrams, and the implications of learning about factual information—including model structures—are few and far between and quality criteria for participatory processes are disputed and generally hard to test (van de Kerkhof, 2004).

The direct path towards more comprehensive coverage in the sense of the cause-effect cycle described above would be to extend existing models to capture a larger number of dynamics. Such an effort would shift some stocks in Figure 4 from the right side to the left side, from impact and parameter status toward becoming integrated elements of the dynamic model. However, in many cases this would be mere window dressing as these models have been developed with a more focused target in mind. Toth (2003) warns modelers that they “should not extend their tools far beyond their original objectives because this might jeopardize the internal consistency and integrity of the [model].” Every flow added to a model exponentially multiplies the number of indirect influences and feedback cycles. This increase in complexity limits the dynamics that can be modeled without losing an overall understanding of the system’s behavior.

Many model extensions would also require more data. The most far-reaching project in this respect is probably the Sustainability Geoscope that attempts to be an observation instrument for the anthropocene, the era in which natural and human dimensions of the earth system have become inseparable (see http://www.sustainability-geoscope.net). But it remains to be seen whether these additional data are actually useful for modeling purposes when there are breaks in the trends and the meaning of indicators changes. Bossel (1999) illustrates this effectively when he observes:

As systems change and develop in a changing environment, individual indicators may lose their relevance and may have to be replaced by others that are more relevant under current conditions. Where once coal consumption per capita may have been a useful indicator of living standard, the number of computer chips in use per person may be a better indicator at another time.

Time-series analysis obviously becomes problematic under such circumstances.

The most ambitious option is to develop better ways to integrate qualitative and quantitative analyses. Such methods would combine some of the rigor of quantitative analysis with some of the richness of qualitative analysis. Numerous scholars have been calling for years for the development of such tools and some notable progress to that end is now being made (Rotmans, 1998; Kates et al. 2001; Toth, 2003; Robinson, 2004). A good example is the Georgia Basin project described in Tansey et al. (2002). The research team applied user-friendly model-based tools in participatory processes, triggering the participants to test the consistency of their narratives of a desirable future, to explore their choices and the consequences that followed, and to experience the resultant trade-offs. In addition to combining quantitative and qualitative exploratory methods, the exercise incorporated a strong element of learning.

Conclusion

We have observed a significant loss of information, combined with a gain in analytical possibilities, when moving from qualitative analysis to quantitative modeling. We have presented some indications that this result is transferable to other regions and other scale levels. Whether the loss of information outweighs the gain in analytical possibilities must be determined for each case individually. We have the choice between knowing a little of the whole or a whole lot of a little. Combining both approaches will remain a challenge for the future. Experiments to resolve these problems are being conducted. Models are increasingly open to “soft” factors, while qualitative scientists are strengthening the analytical aspect of their methods. It remains to be seen how fast the field will progress from clumsy first steps to a brisk walk. To advance along this path, current modeling tools appear unsuitable. A change is needed in the research paradigms of both modelers and qualitative scientists. Neither methodological approach can be expected to meet the other party on its own terms. Policymakers are caught between the two as numbers provide them with authority and suggest objectivity while narratives and the simplification of complex issues down to strong statements are the daily bread of politics.
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