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Abstract

Performing simple household tasks based on language directives is very natural to humans, yet it remains an open challenge for AI agents. The ‘interactive instruction following’ task attempts to make progress towards building agents that jointly navigate, interact, and reason in the environment at every step. To address the multifaceted problem, we propose a model that factorizes the task into interactive perception and action policy streams with enhanced components and name it as MOCA, a Modular Object-Centric Approach. We empirically validate that MOCA outperforms prior arts by significant margins on the ALFRED benchmark with improved generalization.

1. Introduction

The prospect of having a robotic assistant that can carry out daily chores based on language directives is a distant dream that has eluded the research community for decades. On recent progress in computer vision, natural language processing and embodiment, several benchmarks have been developed to encourage research on various components of such instruction following agents including navigation [2, 8, 6, 23], object interaction [41, 31], and interactive reasoning [11, 15] in visually rich 3D environments [22, 5, 30]. However, to move towards building realistic assistants, the agent should possess all these abilities. Taking a step forward, we address the more holistic task of interactive instruction following [15, 41, 34, 31] which requires an agent to navigate through an environment, interact with objects, and complete long-horizon tasks, following natural language instructions with egocentric vision.

To accomplish a goal in the interactive instruction following task, the agent should infer a sequence of actions and object interactions. While action prediction requires global semantic cues, object localisation needs a pixel-level understanding of the environment, making them semantically different tasks. In addition, in neuroscience literature [14], there is a human visual cortex model that has two pathways; the ventral stream (involved with object perception) and the dorsal stream (involved with action control). Inspired by them, we present a Modular Object-Centric Approach (MOCA) to factorize interactive perception and action policy in separate streams in a unified end-to-end framework for building an interactive instruction following agent. Specifically, our agent has the action policy module (APM) which is responsible for sequential action prediction and the dorsal stream (involved with action control). Inspired by them, we present a Modular Object-Centric Approach (MOCA) to factorize interactive perception and action policy in separate streams in a unified end-to-end framework for building an interactive instruction following agent. Specifically, our agent has the action policy module (APM) which is responsible for sequential action prediction and the dorsal stream (involved with action control). Inspired by them, we present a Modular Object-Centric Approach (MOCA) to factorize interactive perception and action policy in separate streams in a unified end-to-end framework for building an interactive instruction following agent. Specifically, our agent has the action policy module (APM) which is responsible for sequential action prediction and the interactive perception module (IPM) that localises the objects to interact with.

Figure 1 shows that our two-stream model is more beneficial than the single-stream one. The heat-maps indicate where a stream focuses on in the given visual observation. While a single stream exploits the same features for pixel-level and global understanding and thus fails to interact with the object, our factorized approach handles perception and policy separately and interacts successfully.

In the IPM, we propose to reason about object classes
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for better localisation and name it object-centric localisation (OCL). We further improve the localising ability in time by using the spatial relationship amongst the objects that are interacted with over consecutive time steps. For better grounding of visual features with textual instructions, we propose to use dynamic filters [20, 24] for its effectiveness of cross-modal embedding. We also show that these components are more effective when employed in a model that factorizes perception and policy.

We train our agent using imitation learning, specifically behavior cloning. When a trained agent’s path is blocked by immovable objects like walls, tables, kitchen counters, etc. at inference, however, it is likely to fail to escape such obstacles since the ground truth contains only perfect expert trajectories that finish the task without any errors. To avoid such errors, we further propose an obstruction evasion mechanism in APM. Finally, we adopt data augmentation to address the sample insufficiency of imitation learning.

We empirically validate our proposed method on the recently proposed ALFRED benchmark [34] and observe that it significantly outperforms prior works in the literature by large margins in all evaluation metrics.

We summarize our contributions as follows:

- We propose to factorize perception and policy for embodied interactive instruction following tasks.
- We also present an object-centric localisation and an obstruction evasion mechanism for the task.
- We show that this agent outperforms prior arts by large margins in all metrics.
- We present qualitative and quantitative analysis to demonstrate our method’s effectiveness.

2. Related Work

Embodied Instruction Following. Vision and language navigation tasks require an agent to reach a goal by following natural or templated language instructions in a simulated environment through visual observations [2, 6, 8, 29]. [2] proposed the Vision-and-Language Navigation (VLN) task on the Room2Room (R2R) benchmark where an agent navigates on a fixed underlying navigation graph based on natural language instructions. Substantial improvements [40, 13, 28, 21, 25, 24] have been achieved on this benchmark by various proposals such as progress monitoring [27], augmenting trajectories [13] and environment dropout [37]. Vision and Language Navigation in Continuous Environments (VLN-CE) [23] lifts the assumption of known navigation-graph and perfect agent localisation from R2R [2]. Recently, [35] presented ALFWorld which contains TextWorld [10] based environments corresponding to the ones in [34] that allows agents to learn in an abstract space before transfer to actual embodied environments.

Interactive Instruction Following is a much complex paradigm that combines the navigation aspect of tasks like VLN with the interactive abilities of a manipulation agent [3]. The recently introduced ALFRED [34] benchmark serves as a suitable testbed for this task. It requires an agent to navigate via egocentric visual observations and also interact with objects by producing a pixel-wise mask to complete a task in an embodied environment. Shridhar et al. [34] proposed a single-stream Seq-to-Seq model with progress monitoring [27] for this task. Even though similar models perform well on VLN [2, 27], it fails to generalize to unseen environments in interactive instruction following task indicating its difficulty and need of extensive investigation to develop a well-performing agent. [33] present a planner-based geometry-aware approach for the task. However they split the training data itself to create train, validation and test folds, and do not have any open source code or splits, due to which we omit them in comparison. Recently, Nguyen et al. [32] presented an approach wherein they relax the egocentric vision constraint of the task by collecting multiple views per time step, essentially making it similar to panoramic views in VLN [2]. They process these visual features via hierarchical attention with the instructions. Here, we propose to factorize the task into perception and policy to effectively learn an agent for this task. Note that we do not relax any constraint set of the original ALFRED benchmark and still outperform prior arts [34, 32].

Two-stream Architectures. [36, 4, 12, 38] have shown the success of multi-stream architectures for capturing different features from given inputs. Inspired by these, we also propose a two-stream architecture. Contrary to these works, we do not combine the streams to produce a single output but perform two semantically different tasks i.e. Interactive Perception and Action Policy. Recently [19, 7] decouple learning embodied tasks into two parts. Firstly, a perfect perception policy is trained using gridworlds [19] or giving direct access to the environment’s state [7]. This is followed by, training the agent on a visually realistic environment to see by imitating the perfect perception policy.

Visual Grounding. Previous visual grounding methods leverage a pre-trained segmentation model [16, 42, 18, 17, 39, 9] to generate a set of candidate regions and then predict the best candidate proposal corresponding to the language query. However, these works have been used for localising a single object in one image with a given language description. We extend this to the embodied domain and localise multiple objects in a continuous stream of visual observations given a set of instructions. We propose to split the object localisation into two stages; object class prediction and mask generation (Sec. 3.2.2) and leverage a pre-trained instance segmentation model [16]. This is in contrast with [34] which upsamples a vision-language-action embedding via deconvolution layers to produce a class-agnostic mask. As we show in subsequent sections,
this results in poorly localised masks.

Previous works [34] have used concatenation for combining vision and language embeddings. However, this fails to fully capture the cross-modal correspondence. [24] produces dynamic convolution filters that are applied to panoramic visual features to produce action outputs for VLN on R2R benchmark. Motivated by their work, we use dynamic filters for grounding language features with egocentric visual features for interactive instruction following.

3. Approach

An interactive instruction following agent performs a sequence of navigational steps and object interactions based on egocentric visual observations it receives from the environment. These actions and interactions are based on natural language instructions that the agent must follow to accomplish the task.

We approach this by factorizing the model into two streams, i.e., interactive perception and action policy, and train the entire architecture in an end-to-end fashion. Figure 2 presents a detailed overview of MOCA.

3.1. Factorizing Perception and Policy

Action prediction requires global scene-level understanding of the visual observation to abstract it to a resulting action. On the other hand, for object interaction, the agent needs to focus on both scene-level and object-specific features to achieve precise localisation [36, 26, 4].

Given the contrasting nature of the two tasks, MOCA has separate streams for action prediction and object localisation. The two streams are the Interactive Perception Module (IPM) and Action Policy Module (APM). Subscripts $a$ and $m$ in following equations indicate whether a component belongs to APM or IPM, respectively. APM is responsible for sequential action prediction. It takes in the instructions to exploit the detailed action-oriented information. IPM localises the pixel-wise mask whenever the agent needs to interact with an object in case of manipulation actions. IPM tries to focus more on object-centric information in the instructions for localisation and interaction. Both IPM and APM receive the egocentric visual observation features at every time step.

3.2. Interactive Perception Module (IPM)

The ability to interact with objects in the environment is key to interactive instruction following, since accomplishing each task requires multiple interactions. The interactive perception module (IPM) facilitates this by predicting a pixel-wise mask to localise the object to interact with.

First, the language encoder in IPM encodes the language instructions and generates attended language features. For grounding the visual features to the language features, we use language guided dynamic filters for generating the attended visual features (Sec. 3.2.1). Then, to temporally align the correct object with their corresponding interaction actions amongst the ones present in the language input, we use previous action embedding along with the visual and language input. For example, in the statement, *Wash the spatula, put it in the first drawer*, for which we have two object classes, namely *spatula* and *sink* that the agent needs to interact with. But this has to be done in a particular order. If the action is *PUTOBJECT*, the agent needs to predict the sink’s mask whereas if it is *PICKOBJECT*, it needs to predict...
the spatula’s mask. As shown in Figure 2, the hidden state \( h_{t,m} \) of the class decoder, LSTM\(_m\), is updated with three different inputs concatenated as:

\[
h_{t,m} = \text{LSTM}_m([\hat{v}_{t,m}; \hat{x}_{t,m}; a_{t-1}])
\]

where \([;]\) denotes concatenation. \( \hat{x}_{t,m} \) and \( \hat{v}_{t,m} \) are the attended language and visual features, respectively. Finally, the class decoder’s current hidden state \( h_{t,m} \) is then used to predict the mask \( m_t \). This is done by invoking the object-centric localisation (Sec. 3.2.2), which helps the agent to accurately localise the object of interest.

### 3.2.1 Language Guided Dynamic Filters

Visual grounding helps the agent to exploit the relationships between language and visual features. This reduces the agent’s dependence on any particular modality while encountering unseen scenarios.

It is a common practice to concatenate flattened visual and language features \([18, 34, 17]\). However, it might not perfectly capture the relationship between visual and textual embeddings, leading to poor performance of interactive instruction following agents [34].

Dynamic filters are conditioned on language features making them more adaptive towards varying inputs. This is in contrast with traditional convolutions which have fixed weights after training and fail to adapt to diverse instructions. Hence, we propose to use dynamic filters for the interactive instruction following task.

Particularly, we use a filter generator network comprising of fully connected layers to generate dynamic filters which attempt to capture various aspects of the language from the attended language features. Specifically, the filter generator network, \( f_{DF} \), takes the language features, \( x \), as input and produces \( N_{DF} \) dynamic filters. These filters convolve with the visual features, \( v_t \), to output multiple joint embeddings, \( \hat{v}_t = DF(v_t, x) \), as:

\[
\hat{v}_{t,i} = f_{DF,i}(x), \quad i \in [1, N_{DF}],
\]

\[
\hat{v}_{t,i} = v_t \ast w_i,
\]

\[
\hat{v}_t = [\hat{v}_{1,t}; \ldots; \hat{v}_{N_{DF},t}],
\]

where \( N_{DF} \), \( \ast \) and \([;]\) denote the number of dynamic filters, convolution and concatenation operation respectively. We empirically investigate the benefit of using language-guided dynamic filters in Sec. 4.2.

### 3.2.2 Object-Centric Localisation

The IPM performs object interaction by predicting a pixel-wise interaction mask of the object of interest. We bifurcate the task of mask prediction: target class prediction and instance association. This bifurcation enables us to leverage the quality of pre-trained instance segmentation models while also ensuring accurate localisation. We refer to this mechanism as ‘object-centric localisation (OCL).’ We empirically validate the OCL in Sec. 4.2 and 4.3.

**Target Class Prediction.** As the first step of OCL, we take an object-centric viewpoint to interaction by explicitly encoding the ability to reason about object categories in our agent. To achieve this, MOCA first predicts the target object class, \( c_t \), that it intends to interact with at the current time step \( t \). Specifically, \( FC_m \) takes as input the hidden state, \( h_{t,m} \), of the class decoder and outputs the target object class, \( c_t \), at time step, \( t \), as shown in Equation 3. The predicted class is then used to acquire the set of instance masks corresponding to the predicted class from the mask generator.

\[
c_t = \arg\max_k FC_m(h_{t,m}), \quad k \in [1, N_{class}],
\]

where \( FC_m(\cdot) \) is a fully connected layer and \( N_{class} \) denotes the number of the classes of a target object. The target object prediction network is trained as a part of the IPM with the cross-entropy loss with ground-truth object classes.

**Instance Association.** At inference, given the predicted object class, we now need to choose the correct mask instance of the desired object. We use a pre-trained mask generator to obtain the instance masks and confidence scores. A straightforward solution is to pick the highest confidence instance as it gives the best quality mask of that object. This works well when the agent interacts with the object for the first time. However, when it interacts with the same object over an interval, it is more important to remember the object the agent has interacted with, since its appearance might vary drastically due to multiple interactions. Thus, the sole confidence based prediction may result in failed interactions as it lacks memory.

To address all the scenarios, we propose a two-way criterion to select the best instance mask, i.e., ‘confidence based’ and ‘association based.’ Specifically, the agent predicts the current time step’s interaction mask \( m_t = m_{\hat{i},c_t} \) with the center coordinate, \( d^*_t = d_{\hat{i},c_t} \), where \( \hat{i} \) is obtained as:

\[
\hat{i} = \begin{cases} 
\arg\max_i s_{i,c_t}, & \text{if } c_t \neq c_{t-1}, \\
\arg\min_i ||d_{i,c_t} - d^*_{t-1}||_2, & \text{if } c_t = c_{t-1},
\end{cases}
\]

where \( c_t \) is the predicted target object class and \( d_{i,c_t} \) the center of a mask instance, \( m_{i,c_t} \), of the predicted class.

Figure 3 illustrates an example, wherein the agent is trying to open a drawer and put a knife in it, the same drawer is interacted with over multiple time steps. Table 4 in Sec. 4.2 shows ablation study of our instance association scheme.
Goal Statement: Put a cleaned knife in a drawer.

![Confidence-based](image1)
![Association-based](image2)

Figure 3: Qualitative Illustration of Instance Association (IA). The masks of the drawers are colored with their confidences. ✓ denotes the object interacted with at that time step. × denotes the object replaced by IA. Using the single-fold confidence-based approach could make the agent interact with different drawers since the closed drawer has higher confidence. IA helps the agent to interact with the same drawer and place the knife.

3.3. Action Policy Module (APM)

The Action Policy Module (APM), depicted by the lower block in Figure 2, is responsible for predicting the action sequence. It takes visual features and instructions as input. The attended language features are generated by the language encoder in APM. Same as IPM, we employ language guided dynamic filters for generating attended visual features (Sec. 3.2.1). Although we use a similar architecture for IPM, the information captured by dynamic filters is different from that of APM due to difference in language encodings used for both. The action decoder then takes attended visual and language features, along with the previous action embedding to output the action decoder hidden state, \( h_{t,a} \). Finally, a fully connected layer is used to predict the next action, \( a_t \) as follows:

\[
\begin{align*}
 u_a &= \{\hat{v}_{t,a}; \hat{x}_{t,a}; a_{t-1}\}, \\
 h_{t,a} &= \text{LSTM}_a(u_a) \\
 a_t &= \operatorname{argmax}_{k} (\text{FC}_a([u_a; h_{t,a}]), \ k \in [1, N_{\text{action}}])
\end{align*}
\]

(5)

where \( \hat{v}_{t,a}, \hat{x}_{t,a} \) and \( a_{t-1} \) denote attended visual features, attended language features, and previous action embedding, respectively. \( \text{FC}_a \), takes as input \( \hat{v}_{t,a}, \hat{x}_{t,a}, a_{t-1}, \) and \( h_{t,a} \) and predicts the next action, \( a_t \). Note \( N_{\text{action}} \) denotes the number of actions. We keep the same action space as [34].

The objective function of the APM is the cross entropy with the action taken by expert for the visual observation at each time step as ground-truth.

Obstruction Evasion. The agent learns to not encounter any obstacles during training based on the expert ground truth actions. However, during inference, there are various situations when the agent gets stranded around immovable objects. To address such unanticipated situations, we propose an ‘obstruction evasion’ mechanism in the APM to avoid obstacles at inference time.

While navigating in the environment, at every time step, the agent computes the distance between visual features at the current time step, \( v_t \), and the previous time step, \( v_{t-1} \) with a tolerance hyper-parameter \( \epsilon \) as following:

\[
d(v_{t-1}, v_t) < \epsilon,
\]

(6)

where \( d(v_{t-1}, v_t) = ||v_{t-1} - v_t||^2_2 \). When this equation holds, the agent removes the action that causes the obstruction from the action space so that it can escape:

\[
a_t = \operatorname{argmax}_k \text{FC}_a([u_a; h_{t,a}]), \ k \in [1, N_{\text{action}}] - \{k'\}
\]

(7)

where \( k' \) is the index of \( a_{t-1} \). \( u_a \) and \( \text{FC}_a \) are same as Equation 5. We empirically investigate its effect in Sec. 4.2.

4. Experiments

We present quantitative comparisons and show that we outperform prior works [34, 32] with large margins. We also perform extensive ablation studies and additional analyses over the empirical significance of various components of MOCA and discuss qualitative examples to highlight the importance of our design choices.

Dataset. For training and evaluating on the interactive instruction following task, we use the recently proposed ALFRED benchmark that runs in A12-THOR [22]. The scenes in ALFRED are divided into ‘train’, ‘validation’ and ‘test’ sets. To evaluate the generalization ability, the validation and test scenes are split into two sections; seen and unseen folds. Scenes in the seen folds of validation and test data are subsets of those in the train fold. Scenes in the unseen validation and test folds are distinct from the train fold and
from each other. The dataset provides both high-level goal statement and low-level step-by-step instructions. We provide the detailed description of the ALFRED benchmark and our implementation details in the supplementary.

Evaluation Metrics. We follow the evaluation metrics proposed in [34], i.e., Success Rate, denoted by Task, and Goal Condition Success Rate, denoted by Goal-Cond. Additionally, to measure the efficiency of an agent, the above metrics are penalized by the length of the path to compute a path-length-weighted (PLW) score for each metric [1]. For more details on evaluation metrics, kindly refer [34].

4.1. Quantitative Analysis

We first conduct quantitative analysis of the performance on task success rate (Task) and goal-condition success rate (Goal-Cond) and summarise the results in Table 1 with previous methods. As shown in the figure, MOCA shows significant improvement over the prior arts [34, 32] on all metrics. The higher success rate in the unseen scenes indicates its ability to generalize in novel environments. We achieve an improvement of 14.42% and 3.20% in Seen and Unseen Task SR over Nguyen et al. [32] that won ALFRED challenge in ECCV 2020. Note that Nguyen et al. [32] is a challenge entry, they neither report validation set results nor have a code release, hence the comparison was omitted.

MOCA outperforms them in both Seen and Unseen ‘Goal-Condition’ metrics and gives an improvement of 12.52% and 3.39%, respectively. The superior performance of MOCA on both overall task success rate and goal condition indicates its understanding of short-term sub-tasks, as well as long-horizon full tasks. [34] lacks long term task completion ability as indicated by its poor performance on Task Success Rate. As indicated in the parenthesis in Table 1, MOCA provides better Path Length Weighted results for all the metrics which shows the efficiency of our agent. We would also like to acknowledge that in the ALFRED public leaderboard\(^1\), the highest entry is at 9.42 un-

---

\(^1\)https://leaderboard.allenai.org/alfred/submissions/public

### Table 1: Task and Goal-Condition Success Rate

| Model                          | 
|-------------------------------|
| Shridhar et al. [34]          | 3.70 (2.10) 10.00 (7.00) 0.00 (0.00) 6.90 (5.10) |
| Nguyen et al. [32]             | N/A N/A N/A N/A |
| MOCA (Ours)                   | 25.85 (18.95) 34.92 (26.44) 5.36 (3.19) 16.18 (10.44) |

### Input Ablations

| Model            | Seen Task | Goal-Cond | Unseen Task | Goal-Cond |
|------------------|-----------|-----------|-------------|-----------|
| No Language      | 2.00 (1.59) 10.85 (5.69) 0.00 (0.00) 4.11 (1.60) | 0.59 (0.29) 6.37 (4.24) 0.20 (0.03) 6.82 (3.43) |
| No Vision        | 0.12 (0.05) 6.16 (5.11) 0.00 (0.00) 7.26 (6.41) | 0.07 (0.03) 4.31 (3.34) 0.20 (0.07) 6.92 (4.72) |
| Goal-Only        | 3.90 (2.59) 11.43 (8.65) 0.49 (0.12) 8.40 (4.66) | 3.59 (2.39) 10.03 (7.47) 1.11 (0.40) 8.70 (4.96) |
| Instructions-Only| 5.98 (4.52) 14.56 (11.16) 0.49 (0.27) 7.97 (5.09) |

| Human            | -         | -         | -           | -         |

**Table 1:** Task and Goal-Condition Success Rate. For each metric, the corresponding path weighted metrics are given in (parentheses). The highest values per fold and metric are shown in blue. ‘N/A’ denotes ‘not available’ as the scores are not reported in the leaderboard.

4.2. Ablation Study

**Input Ablations.** We ablate the inputs to our model in Table 1 to investigate the vision and language bias of MOCA. When the agent is only given visual inputs (No Language) i.e. zeroing out language input, we observe that it’s able to perform some tasks in the seen environments by memorising familiar visual sequences, but fails to generalize in the unseen environment.

*No Vision* setting is able to finish some goal conditions by following navigation instructions, but the lack of visual input handicaps the interaction ability of the agent, hence it drastically fails in both seen and unseen folds.

*Goal-Only* setting highlights the ability of MOCA to utilise the goal-statement better as compared to Shridhar et al. [34]. Since our Action Policy Module (APM) does not utilise the goal-statement as it lacks action-specific information, the action prediction ability of this setting is equivalent to the No-Language setting. However, since the goal-statement is used in the Interactive Perception Module (IPM), it allows the agent to perform accurate object interactions and hence achieves much better performance than No-Language. This result is a direct benefit of the perception and policy factorization discussed in Sec. 3.1.

*Instruction-Only* ablation in Table 1 indicates the performance when the agent does not receive the goal-statement. The instructions drastically improve the action prediction ability over the Goal-Only setting as the APM can now leverage the detailed action information. However, the IPM is deprived of its language input which depletes the target-class prediction ability (Sec. 3.2.2) of object-centric localisation. This results in many failed interactions and thus it performs worse than our full model and Goal-Only setting.

It is also worth noting that for input ablations, the agent is deprived of the dynamic filters for either APM or IPM,
We only present the task success rate due to space con-
straints. We present the full table in supplementary. # (a)
represents our full model. We begin by showing that fac-
torization is important for models both with (# (a) vs. (b))
and without (# (c) vs. (d)) data augmentation. For this ab-
lation, we take the concatenation of goal and instructions
as the language input and perform action and mask predic-
tion from a single stream similar to [34] while keeping other
modules the same. Note that the presence of (√) in 'FPP'
column indicates whether the model is two-stream (√)
or single-stream (no √). We also find that data augmentation
is important (# (a) vs. (c)) in training a better and more
generalizable agent for the task.

Next, we ablate over the language guided dynamic filters
(Sec. 3.2.1). Removing them leads to a decrease in both
seen and unseen metrics (# (c) vs. (e)). This drop can be at-
tributed to the lack of cross-modal correspondence between
visual and language inputs. We also show that dynamic fil-
ters are less effective (# (g) vs. (h)) without factorization.
This solidifies our understanding that a two-stream archi-
tecture is better-suited for interactive instruction following.

Finally, we ablate over object-centric localisation (OCL)
(Sec. 3.2.2). We observe that the performance drastically
drops (# (g) vs. (g)) on both seen and unseen folds due to
poor localisation, highlighting the effectiveness of our
object-centric design. Note that the large drop also indicates
the importance of object localisation, and hence interaction
in the task. Additionally, we also show that OCL is more ef-
fective with factorization (# (e) vs. (f)), further highlight-
ing the importance of factorization for our agent’s superior
performance. For this ablation, to remove OCL, we directly
upsample the joint vision-language-action embedding using
dehconvolution layers to predict the mask similar to [34].

Table 4 ablates obstruction evasion from Sec. 3.3. The
performance drop indicates that it helps the agent to avoid
obstacles effectively. We also ablate over the Instance-
Association (IA) presented in Sec. 3.2.2. For this setting,
instead of picking the mask instance for the predicted tar-
get class using IAT, we pick a random instance of that class.
This setting achieves almost half the performance of MOCA
which implies that merely predicting the right object class
is not enough, the correct instance must be selected.

4.3. Qualitative Analysis

Factorizing Perception and Policy. We present a quali-
tative example of the benefit of factorizing perception and

Table 2: Stream Input Ablations for Interactive Perception
Module (IPM) and Action Policy Module (APM). For each met-
ric, we report the corresponding path weighted scores in paren-
theses. Each “G” and “T” denotes a goal statement and step-by-step
instructions and “G, T” the concatenation of them.

| Input | Val-Seen | Val-Unseen |
|-------|----------|------------|
| IPM   | APM      | Task | Goal-Cond. | Task | Goal-Cond. |
| G     | I        | 25.85 (18.95) | 34.92 (26.44) | 5.36 (3.19) | 16.18 (10.44) |
| G, I  |          | 29.76 (22.33) | 39.40 (30.58) | 5.97 (3.52) | 18.25 (11.78) |
| G     | G, I     | 28.05 (20.96) | 35.89 (28.24) | 5.36 (3.21) | 17.26 (10.56) |
| G, I  |          | 26.34 (18.20) | 34.28 (25.68) | 5.36 (2.72) | 16.23 (9.28)  |

Table 3: Ablation Study for Each Component of the Proposed
Model. FPP denotes factorizing perception and policy. OCL de-
notes object-centric Localisation. DF denotes language-guided
dynamic filters. DA denotes data augmentation. For each met-
ric, we report task success rates with corresponding path weighted
scores in parentheses. The absence of checkmark denotes that the
 corresponding component is removed.

| #   | FPP | OCL | DF | DA | Val-Seen Task | Val-Unseen Task |
|-----|-----|-----|----|----|---------------|-----------------|
| (a) | ✓   | ✓   | ✓  | ✓  | 25.85 (18.95) | 5.36 (3.19)     |
| (b) | ✓   | ✓   | ✓  | ✓  | 22.32 (16.17) | 4.51 (2.59)     |
| (c) | ✓   | ✓   | ✓  | ✓  | 15.85 (10.02) | 2.92 (1.35)     |
| (d) | ✓   | ✓   | ✓  | ✓  | 12.56 (7.05)  | 2.68 (1.32)     |
| (e) | ✓   | ✓   | ✓  | ✓  | 14.63 (9.80)  | 2.19 (1.23)     |
| (f) | ✓   | ✓   | ✓  | ✓  | 11.71 (5.42)  | 1.83 (0.82)     |
| (g) | ✓   | ✓   | ✓  | ✓  | 3.90 (2.40)   | 0.50 (0.30)     |
| (h) | ✓   | ✓   | ✓  | ✓  | 3.30 (1.70)   | 0.40 (0.20)     |

Model Ablations. To investigate the significance of each
component with empirical studies, we perform a series of
ablations on MOCA and summarize the results in Table 7.
We only present the task success rate due to space con-

Stream Input Ablations. As mentioned before, we use
the goal statement as the input to IPM and instructions
for the APM for our experiments. However, we perform an
empirical study to show that our framework is not sensitive
to this particular choice and can generalize beyond it. We
investigate the language inputs with different goal and in-
struction combinations in Table 2.

We replace the input to APM and/or IPM by a concate-
nation of goal and instructions similar to [34] and report the
task success rate on the resulting combinations. As shown
in Table 2, we do not observe any performance degra-
dation, which indicates that our approach is not sensitive
to the choice of language inputs. Note that it is possible to op-
timize the choice of language inputs for minor performance
 gains, but we keep the current combination for the ease
of analysis. Moreover, our goal is to contribute a general
framework for interactive instruction following task which
is agnostic to language instruction type, that can generalize
beyond ALFRED [34].

Table 4: Ablation for Instance Association and Obstruction
Evasion. Both the components are ablated on the validation set.
policy. In Figure 5a, for the single stream model i.e., without factorization, the language attention focuses on the objects mentioned in the goal statement, such as apple on all three shown time steps, even though it is not relevant to the current action ignoring all other action-specific information in the instructions.

However, when perception and policy are factorized and we use a two-stream model, it can effectively encode the representations for both interactive perception and policy. Therefore, the attention mechanism focuses on the correct words for both navigation and interactive actions. Figure 5b qualitatively illustrates this result. For example, at $t = 20$ MOCA attends over turn right when it predicts rotateRight. At $t = 26$ when our agent intends to slice the apple, it attends over cut. Note that the only difference between the models is factorization of perception and policy.

Object-Centric Localisation. We also conduct qualitative analysis of the object localisation ability (Sec. 3.2.2) of MOCA. Object-Centric Localisation (OCL) allows our method to reason about object classes (Sec. 3.2.2) which ensures interaction with the correct object. This is in contrast with [34] that upsamples a linear embedding via a deconvolution network and predicts class-agnostic masks, thereby not preserving any information about object category. In Figure 6a, for Ours w/o OCL setting, we replace OCL by deconvolution layers similar to [34]. Since it lacks the ability to reason about object class, it predicts inaccurate masks even though the objects are fully observable.

In contrast, in Figure 6b, our full method successfully predicts what objects it intends to interact with (i.e., the cellphone). Identifying the correct objects enables it to predict an accurately localised mask with the mask generator’s help. We present further qualitative example videos of MOCA’s task completion ability in the supplementary.

5. Conclusion

We explore the problem of interactive instruction following. To address this compositional task, we propose a model that factorizes the task into interactive perception and action policy. We also propose improved components for object localisation and obstacle avoidance. Our method provides a framework that can be adopted by future works on ALFRED and beyond. Our approach outperforms all prior arts by significant margins with superior generalization. We present extensive analysis and insights that can benefit the general paradigm of instruction following.
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Appendix

Note: All orange characters indicate the index of the main paper.

A. ALFRED Benchmark Details

We provide the detailed description of the ALFRED benchmark here. Each expert ground-truth trajectory consists of a set of egocentric visual observation and ground-truth action pairs with corresponding natural language descriptions. We denote each trajectory by a tuple of \(\{(I_t, a_t)\}_{t=1}^T, S\} \) where each \(I_t\) and \(a_t\) denotes the egocentric observation and the ground-truth action at the time step, \(t\). \(T\) is the length of a trajectory and \(S\) is the natural language description. The natural language description, \(S\), is composed of a goal statement, \(S_{goal}\), and step-by-step instructions, \(S_{instr}\). The goal statement describes the overall task the agent must complete. The step-by-step instructions provide detailed descriptions on how the agent can accomplish the task. For more information, please refer to [33].

Based on the egocentric observations and the language descriptions, the agent predicts an action and a mask for each time step. The action space is comprised of 5 navigation actions: MOVEAHEAD, ROTATERIGHT, ROTATELEFT, ROTATERIGHT, LOOKUP, and LOOKDOWN, and 7 interaction actions: PICKUP, PUT, OPEN, CLOSE, TOGGLEON, TOGGLEOF, and SLICE along with the STOP action to terminate an episode. In case of interaction actions, the agent must localize objects of interest.

B. Implementation Details

The egocentric visual observations are resized to 224 \(\times\) 224. For the visual encoder, we use a pre-trained ResNet-18 [18]. For the experimental results and analysis in subsequent sections, we use the goal statement as input for the IPM and step-by-step instructions for the APM, otherwise stated (Sec. 4.2).

| Task-Type         | Shridhar et al. [33] Seen | Unseen | MOCA Seen | Unseen |
|-------------------|---------------------------|--------|-----------|--------|
| Pick & Place      | 7.0                       | 0.0    | 29.6      | 6.0    |
| Cool & Place      | 4.0                       | 0.0    | 32.5      | 2.8    |
| Stack & Place     | 0.9                       | 0.0    | 6.1       | 6.4    |
| Heat & Place      | 1.9                       | 0.0    | 31.8      | 5.1    |
| Clean & Place     | 1.8                       | 0.0    | 30.4      | 10.6   |
| Examine           | 9.6                       | 0.0    | 31.9      | 4.6    |
| Pick Two & Place  | 0.8                       | 0.0    | 19.4      | 1.2    |
| Average           | 3.7                       | 0.0    | 26.0      | 5.2    |

Table 5: Success rates across 7 task types in ALFRED. All values are in percentage. The agent is evaluated on the Validation set. Highest values per fold are indicated in blue.

C. Task Type and Subgoal Ablations

Tasks in ALFRED [33] are divided into 7 high-level categories. Table 5 shows the performance of our factorized agent on each task type. On short-horizon tasks such as Pick & Place and Examine, Shridhar et al. [33] which is a single-branch model succeeds in some trajectories in seen environments, but has near zero unseen success rates. However, our agent outperforms them in both seen and unseen scenes by large margins. Stack & Place and Pick Two & Place are the two most complex and the long tasks in ALFRED. Our agent achieves 6.1% and 19.4% seen success rates as compared to 0.9% and 0.8% of Shridhar et al. It also achieves improved success rates in unseen scenes whereas Shridhar et al. show zero unseen success rates.

Following [33], we also examine the performance of our agent on individual subgoals. For the subgoal analysis, we

| Subgoal        | Shridhar et al. [33] Seen | Unseen | MOCA Seen | Unseen |
|----------------|---------------------------|--------|-----------|--------|
| Goto           | 51                        | 22     | 54        | 32     |
| Pickup         | 32                        | 21     | 53        | 44     |
| Put            | 81                        | 46     | 62        | 39     |
| Cool           | 88                        | 92     | 87        | 38     |
| Heat           | 85                        | 89     | 84        | 86     |
| Clean          | 81                        | 57     | 79        | 71     |
| Slice          | 25                        | 12     | 51        | 55     |
| Toggle         | 100                       | 32     | 93        | 11     |
| Average        | 68                        | 46     | 70        | 47     |

Table 6: Subgoal success rate. The highest values per fold and task are shown in blue. Note all values correspond to Path-Length-Weighted success rate metric.

The model is trained end-to-end using Adam for 30 epochs with an initial learning rate of \(10^{-3}\) with a batch size of 16. We also use a dropout of 0.2 for visual features and LSTM decoder hidden states. We adopt data augmentation for the egocentric observations, \(\{I_t\}_{t=1}^T\), to address the sample insufficiency of imitation learning in each trajectory. Specifically, we exploit two augmentation methods; color swapping and AutoAugment [10].

Color swapping randomizes the order of the RGB channels of each frame, which yields 6 combinations in total. We randomly pick 3 of them, including the original. AutoAugment randomizes each frame with predefined image operations such as rotation, shearing, and auto-contrast. We specifically adopt the augmentation policy found for ImageNet. For the details of the policy, please refer to [10].

Each augmentation method generates two perturbed trajectories for each trajectory in training our agent. This results in one original trajectory with four augmented ones (i.e., five training trajectories in total).
use the expert trajectory to move the agent to the starting time step of the respective subgoal. Then, the agent starts inference based on the current observations. Table 6 shows the agent’s performance on individual subgoals.

The Goto subgoal is indicative of the navigation ability of an agent. Even though navigation in visually complex and unseen environments is more challenging, our model achieves 32% as opposed to 22% of Shridhar et al. Although the gap between average subgoal performance of Shridhar et al. and our agent is relatively small, our agent drastically outperforms it on full task completion as shown in Table 1 of the main paper. This indicates our agent’s ability to succeed on overall task completion and not limiting itself to memorizing short term subgoals only.

D. Model Component Ablation

We provide more results about Table 3 of the main paper including goal-condition metrics for Model Ablations of our agent in Table 7. We investigate the significance of each component in detail. The analysis can be found in Model Ablations in Section 4.2 in the main paper.

E. Additional Qualitative Examples

We present qualitative examples (both successes and failures) of our factorized agent and contrast it with the single-branch model by Shridhar et al. in the accompanied videos. Each frame in the videos shows the goal statement and step-by-step instructions. The step-by-step instruction that the agent tries to accomplish at the current time step is highlighted in yellow. When our agent performs interaction, the predicted target class of the object at that time step is shown on the top-left corner of the egocentric frame. Note that we do not show object class for Shridhar et al. since they produce class-agnostic masks.

In success_1.mp4, while the method by Shridhar et al. fails to navigate to right object (yellow spray bottles), our agent successfully navigates and places both of them on top of the toilet, thereby satisfying the goal statement. It implies that our Action Policy Module (APM) is able to predict accurate action sequences based on vision and language inputs.

For success_2.mp4, both our agent and the prior work navigate correctly to the right locations at various stages of the task. However, when the instruction asks to pick up the lettuce, our agent correctly localises and picks up the correct object. The Interactive Perception Module (IPM) of our agent which enables it to reason about object classes helps it to predict the mask of the correct object (lettuce). On the contrary, the prior work picks up a cup which was not mentioned in the instruction at all, thereby failing on the tasks even though it performs all the other actions accurately. This can be attributed to its class-agnostic nature of interaction mask prediction.

Similarly in success_3.mp4, while the method by Shridhar et al. fails to pick up the knife, due to an inaccurately localised mask under limited visibility and picks up the spatula instead, our agent correctly picks up the knife and successfully accomplishes the task.

success_4.mp4 demonstrates the ability of our agent to perform the tasks in a more efficient manner. Even though the prior work successfully navigates to the cup, it takes a lot of unnecessary navigation actions which harm the path-length-weighted score considerably. In addition, after picking up the cup, it fails to navigate further and ends up being stuck at a desk and therefore fails. If our agent would have faced a similar scenario, our ‘Obstruction Evasion’ module would have helped the agent to evade it. On the other hand, our agent navigates to the correct objects of interest (the cup, the refrigerator, and a counter) in a more efficient path. It also performs accurate interactions and therefore accomplishes the given task.

For the fail.mp4 video, the prior work tries to interact with an irrelevant object (cloth), instead of the tissue box and fails at completing the task. Similarly, our agent also tries to interact with the wrong target object (soap bottle) as

| Components | Val-Seen | Val-Unseen |
|------------|----------|------------|
| #          | FPP  | OCL  | DF  | DA  | Task  | Goal-Cond. | Task  | Goal-Cond. |
| (a)        | ✓    | ✓    | ✓   | ✓   | 25.85 (18.95) | 34.92 (26.44) | 5.36 (3.19) | 16.18 (10.44) |
| (b)        | ✓    | ✓    | ✓   | ✓   | 22.32 (16.17) | 30.82 (23.84) | 4.51 (2.59) | 16.65 (10.75) |
| (c)        | ✓    | ✓    | ✓   |    | 15.85 (10.02) | 23.19 (15.78) | 2.92 (1.35) | 12.78 (6.84)  |
| (d)        | ✓    | ✓    | ✓   |    | 12.56 (7.05)  | 21.29 (13.33) | 2.68 (1.32) | 13.49 (7.63)  |
| (e)        | ✓    | ✓    | ✓   |    | 14.63 (9.80)  | 25.56 (18.32) | 2.19 (1.23) | 10.76 (7.36)  |
| (f)        | ✓    | ✓    | ✓   |    | 11.71 (5.42)  | 20.06 (11.21) | 1.83 (0.82) | 11.04 (6.23)  |
| (g)        | ✓    | ✓    | ✓   |    | 3.90 (2.40)   | 11.00 (7.20)  | 0.50 (0.30) | 7.80 (4.40)   |
| (h)        | ✓    | ✓    | ✓   |    | 3.30 (1.70)   | 10.20 (6.10)  | 0.40 (0.20) | 8.00 (4.00)   |

Table 7: Ablation Study for Each Component of MOCA. FPP denotes factorized perception and policy. OCL denotes object-centric localisation. DF denotes language-guided dynamic filters. DA denotes data augmentation. For each metric, we report task success rates with corresponding path weighted scores in parentheses. The absence of checkmark denotes that the corresponding component is removed.
it fails to navigate to the right position to observe that object, making it invisible. This navigational failure misleads the IPM to perceive the soap bottle as a tissue box and therefore tries to place an unintended object on top of the toilet and fails at the task.