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ABSTRACT

We report the detection of variable UV absorption lines in NGC 4395, based on UV observations with the HST STIS carried out in 2004 April and July as part of a reverberation-mapping campaign. Low-ionization lines of O i, N i, Si i, C i, and Fe i are present in the low-state spectra (2004 April) at a velocity $v_{\text{shift}} = -250$ km s$^{-1}$ (system $A_1$), and additional high-ionization lines of C iv and N v appear in the high-state spectra (2004 July) at $v_{\text{shift}} = -840$ km s$^{-1}$ (system $B_1$). The absence of absorption from the low metastable levels of Si ii implies a density $\lesssim 10^2$ cm$^{-3}$ for system $A_1$, indicating a location outside the narrow line region (NLR). System $A_1$ is peculiar as only N v absorption is clearly detected. A high N v/C iv absorption ratio is expected for a high-metallicity absorber, but this is excluded here as the metallicity of the host galaxy and of the nuclear gas is significantly subsolar.

1. INTRODUCTION

The Sd III–IV dwarf galaxy NGC 4395 harbors a Seyfert 1 nucleus with $L_{\text{bol}} \sim 10^{40}$ erg s$^{-1}$, by far the lowest luminosity type 1 active galactic nucleus (AGN; Filippenko & Sargent 1989; Filippenko et al. 1993; Filippenko & Ho 2003). A recent reverberation-mapping campaign yielded a black hole mass of $M_\bullet = (3.6 \pm 1.1) \times 10^8 M_\odot$ (Peterson et al. 2005), among the lowest values measured in AGN. Thus, NGC 4395 offers the opportunity to explore AGN at the lowest end of the mass and luminosity scales. In particular, recent studies of its emission line properties provide interesting constraints on the nature of the broad-line region (BLR; Laor 2005 and references therein). In this paper we study the UV absorption lines in this object, and their time variability, as revealed in the reverberation-mapping campaign spectra.

About $\sim 50\%$ of Seyfert 1 galaxies show outflows of ionized gas from their nuclei (Crenshaw et al. 1999), which is manifested by intrinsic UV and X-ray absorption lines that are blueshifted with respect to the systemic velocities of the galaxies. At luminosities higher than those of Seyferts, a significant fraction of quasars (25%–60%) shows intrinsic absorption in the UV (Ganguly et al. 2001; Laor & Brandt 2002; Vestergaard 2003; Ganguly & Brotherton 2008) and in the X-ray (George et al. 2000). The lowest luminosity and lowest black hole mass object where absorption was detected until now is NGC 4051, which has $L_{\text{bol}} = 2.7 \times 10^{41}$ erg s$^{-1}$ (Ogle et al. 2004) and $M_\bullet \sim 1.9 \times 10^5 M_\odot$ (Peterson et al. 2004). It is a well-studied object with reported short-term continuum flux variability in the X-ray, UV, and optical bands (e.g., McHardy et al. 2004, Uttley et al. 2000, and Shemmer et al. 2003, respectively). Intrinsic absorption systems were detected in the X-ray and UV spectra of NGC 4051 (Kaspi et al. 2004, and references therein).

Earlier UV spectroscopy of NGC 4395 with the Hubble Space Telescope (HST) FOI (Kraemer et al. 1999) and at a higher spectrograph resolution (but lower signal-to-noise ratio; S/N) with the HST STIS echelle (Crenshaw et al. 2004) revealed absorption from ionized gas in the line of sight to the nucleus in two systems. One has an outflow velocity of $v = -770$ km s$^{-1}$ (at rest frame), detected only in C iv, and the second has an outflow velocity of $v = -114$ km s$^{-1}$, detected in C iv, Si iv, and at lower ionization states in Mg ii, O i, and C ii. The first system is attributed to an ionized outflowing wind, while the second is attributed to absorption by the interstellar medium (ISM) of NGC 4395; however, these conclusions were not robust due to the low S/N of the STIS echelle spectra.

The large variability of NGC 4395 in the X-ray, UV, and optical bands (Lira et al. 1999; Moran et al. 1999, 2005; Iwasawa et al. 2000; Shih et al. 2003; Vaughan et al. 2005; Peterson et al. 2005; O’Neill et al. 2006; Desroches et al. 2006) provides an opportunity to distinguish between absorption by foreground gas far from the nucleus, which is likely to be nonvariable, and absorption by gas intrinsic to the nucleus, which may be variable. The nature of the variability can provide constraints on the geometry and physical properties of the absorber.

We adopt a modification of the commonly used absorption-line measurement techniques (see a review by Crenshaw et al. 2003, § 2 there) to measure the absorption-line properties, i.e., the ion column density, the covering factor, and the intrinsic line width. The adopted technique should allow a more realistic estimate of the possible range of the absorption-line properties. We generate a grid of synthetic profiles per an absorption line based on atomic physics only, thus avoiding the theoretical biases commonly introduced by deducing the ionic column densities based on an assumed photoionization model (e.g., Laor et al. 1997). The acceptable range of the absorption-line properties is
then defined by the range of the synthetic absorption-line profiles that produce an “acceptable” reconstruction of the observed spectrum, which is produced by dividing the observed spectrum by the synthetic spectrum. This allows a more realistic estimate of the possible uncertainties than estimating the observed absorption-line profile using a fit of the unabsorbed spectrum that is based on an interpolated spectral shape. Only after estimating the observationally acceptable range of the absorption-line properties we search for the possible photoionization model solutions.

In this paper, we describe the results of an effort to confirm the presence of intrinsic UV absorption toward the nucleus of NGC 4395 and determine its properties. The study is based on HST STIS spectra obtained as part of a reverberation-mapping program on NGC 4395, which revealed large continuum variability (by a factor of 4–7), as well as large changes in the absorption spectrum. The observations and data processing are outlined in § 2. The absorption-line measurement process is outlined in § 3, and the photoionization models used to estimate the absorber properties are described in § 4. A discussion of the origin of the absorber and its properties, and a comparison to earlier studies are presented in § 5. Our conclusions are summarized in § 6.

2. UV OBSERVATIONS

2.1. Data Acquisition and Processing

A complete description of the observations and data reduction is provided in Peterson et al. (2005), and is briefly reviewed here. NGC 4395 was observed with the HST Space Telescope Imaging Spectrograph (STIS) using the FUV MAMA detector with the G140L grating, which covers the spectral range 1150–1700 Å at 0.5831 Å pixel⁻¹ and a velocity resolution of ~150–250 km s⁻¹ FWHM. Three sessions of observations took place: the first session, visit 1, began on 2004 April 10; the second session, visit 2, began on 2004 April 11; and a later third session, visit 3, began on 2004 July 3 (all dates are UT dates). Each visit is composed of five orbits. The flux density uncertainties are derived using the standard deviation of the flux density in the (presumably featureless) 1340–1360 Å continuum window, scaled to other wavelengths assuming photon statistics.

The photometric accuracy of the observation during visit 1 was degraded as a result of a slow drift of the target in the aperture (Peterson et al. 2005), which did not allow to use these spectra for reverberation mappings. These spectra are still useful for our purpose of studying the absorption-line profiles, as an accurate photometry is not required. However, the drift also resulted in a shift of the spectra along the wavelength scale, which we had to correct for. The following procedure was executed to align in wavelength scale the spectra of the five orbits composing visit 1. Each spectrum was cross-correlated with the first orbit spectrum using a wavelength shift (Δλ) as a free parameter, where we searched for the wavelength shift which gives the maximum cross-correlation, i.e., max_{Δλ}(∫f_i(t)j_i(λ+Δλ)λdλ), where f_i is the flux of the i-th orbit spectrum, t = 2–5. Since the continuum does not contribute to the cross-correlation signal, we integrated only over wavelength regions containing the strong emission features of Lyα λ1215.67, C iv λ1549.05, and He ii λ1640.42. The resulting shifts for orbits 2, 3, 4, and 5 were 0.56, 0.88, 1.36, and 1.95 pixels, respectively. The five orbits were then co-added to form the mean spectrum of visit 1, and the shift of the mean spectrum was derived by cross-correlating it with the mean spectrum of visit 2, yielding a wavelength shift of Δλ = −0.89 pixels (−0.52 Å).

A visual inspection suggested that the absorption features did not vary during the span of the 5 orbits, for each of the visits. To investigate this quantitatively we calculated the χ² between all orbits and orbit 3, for each of the visits. The spectrum of each orbit was first normalized locally in the ±1500 km s⁻¹ range of each absorption-line feature (listed in § 2.2) by dividing the local spectrum by the total flux at that range. Each orbit was then compared to orbit 3 by calculating the χ² of the prominent absorption feature, using the locally normalized spectra, and then summing over the individual values of χ². We used the C ii, N i, O i, and Si ii absorption lines for all visits, with the addition of N v in visit 3. This procedure yielded χ² values in the range of (112–195)∕130 for visit 1, (135–210)∕130 for visit 2, and (183–270)∕170 for visit 3. The χ²∕dof values are thus generally not well above 1, and since they are most likely affected by some small systematic noise, in addition to the pure statistical noise, we conclude that there is no strong evidence for variability of the absorption-line profiles on an orbit timescale. We then co-added the spectra of the individual five orbits for each visit, to form the average spectrum of each visit, which we analyze below. Finally, a redshift of z = 0.00106 was used to transform the observed wavelength scale to the rest frame of NGC 4395, based on 21 cm H i line measurements (Haynes et al. 1998; Springob et al. 2005). The spectra were corrected for Galactic extinction using E(B − V) = 0.017 mag from Schlegel et al. (1998; as listed in the NASA/IPAC Extragalactic Database) and the reddening law of Seaton (1979).

2.2. Comparison between the Three Visits

Figure 1 (panels [a1, a2]) presents the average spectra of the three visits. NGC 4395 was in a low-flux state during visits 1 and 2, which we denote by “low 1” and “low 2,” and in a high-flux state during visit 3, which we denote by “high.” The rest-frame positions of various absorption lines are marked above the spectra. A possible C i + Si i absorption blend at 1560 Å is observed only in the low-state spectra, but as we discuss below this feature may be not real. A question mark in the low states near 1524 Å marks an additional possible absorption feature. The wavelength range 1207.7–1221.7 Å was significantly contaminated by the geocoronal Lyα emission, which increased the count rate per pixel by a factor of 20 in the raw image data. Although the HST pipeline reduction is designed to subtract the background geocoronal line contribution, the corrected spectrum fails to show the damped Galactic Lyα absorption line, which must be very prominent. This indicates that the geocoronal contamination was too strong to correct for accurately, and we therefore exclude the 1207.7–1221.7 Å region, marked by the gray area in Figure 1, from further analysis. The region above ~1650 Å was also excluded from the analysis because of the poor continuum S/N of the low-state spectra. Panels (b1, b2) of Figure 1 present the low 2∕low 1 flux ratio. Broad features are present near the major emission lines, indicating differences in the variability levels of the lines and the continuum. However, no clear features are present in the ratio plot near the absorption features, indicating that the absorption profiles are not significantly variable on a 1 day timescale (the only exception is the C i + Si i absorption blend, which is not clearly present in the low 1 state). We therefore co-added the low 1 and low 2 spectra, which we denote as the “low” state spectrum, and in panels (c1, c2) we show the high∕low flux density ratio. Again, prominent features are generally not present near the low-ionization absorption lines of C ii, N i, O i, and Si ii, suggesting that they are not variable. A very prominent feature is present
near the high-ionization N $\text{v}$ line, where the absorption is strong in the high state, and is absent in the low state. Note also the large overall continuum increase in the high state, from a factor of $/C_{24}$4 near 1700 to $/C_{24}$7 near 1150. Panels (d1, d2) show the flux difference between the high and low states. All absorption lines are clearly seen, indicating that the added flux in the high state went through both the low- and high-ionization ions. Figures 2 and 3 present a close-up of the low- and high-ionization absorption features, respectively. A prominent absorption feature at $v_{\text{shift}} = -250$ km s$^{-1}$ can be discerned for most of the emission features in Figures 2 and 3, which we denote as systems A$_l$ and A$_h$ for the low- and high-ionization absorbers, respectively. An absorption feature at $v_{\text{shift}} = -840$ km s$^{-1}$ is seen in the high state in C $\text{iv}$, which we denote as system B. The measured absorption equivalent width (EW) values are presented in Table 1 (under CF = 1, where CF is the covering factor), and are typically at a level of 1 Å or lower.

3. ABSORPTION-LINE PROFILE RECONSTRUCTION

We present below a brief review of the technique we use to measure the UV absorption profile, the motivation to use it, and the physical mechanisms incorporated by this technique.

3.1. Physical Broadening Mechanisms

First, we discuss the mechanisms that control the shape of an absorption-line profile as a function of the radial velocity. This shape is set by a convolution of the natural Lorentzian line profile with the thermal velocity distribution, which yields the V oigt profile, $/C_{9}$$(\nu)$ (e.g., Rybicki & Lightman 1979, eq. [10.77] there). This profile is then convolved with the bulk radial-velocity distribution of the absorbing ionic column, $N_{\text{ion}}$. We write $N_{\text{ion}}(\nu) = N_{\text{ion}}f_{\text{ion}}(\nu)$, where $N_{\text{ion}}$ is the total ionic column density of the gas and $f_{\text{ion}}(\nu)$ is the normalized distribution of the ionic column density, i.e., $\int_{-\infty}^{\infty} f_{\text{ion}}(\nu)d\nu = 1$. Since the absorption profiles we measure here are generally unresolved, we parameterize $f_{\text{ion}}(\omega)$ as a Gaussian. The convolution of the bulk radial velocity distribution and the thermal one leads to a Gaussian velocity distribution, $f(\nu) \sim e^{-\nu^2/(2b^2)}$, with $b^2 = b_{\text{thermal}}^2 + b_{\text{bulk}}^2$. A third mechanism that controls the shape of the absorption-line profile is the fraction of the illuminating source covered by the absorbing gas at a given radial velocity, CF(\nu).

In a curve-of-growth analysis the implied $N_{\text{ion}}$ for a given absorption EW is a function of $b$. The minimum possible value, $b = b_{\text{thermal}} \leq 10$ km s$^{-1}$, obtained for $b_{\text{bulk}} = 0$ km s$^{-1}$, leads to an upper limit on $N_{\text{ion}}$. The other extreme, $b = b_{\text{bulk}} \gg b_{\text{thermal}}$. 

Fig. 1.—Mean HST STIS spectrum of the two low states and the high state of NGC 4395, corrected for Galactic extinction [panels (a1, a2)]. The ratio between the two low-states spectra [panels (b1, b2)], the ratio between the high-state spectrum and the mean low-state spectrum [panels (c1, c2)] and the difference between the high- and mean low-state spectra [panels (d1, d2)]. The gray area indicates the wavelength range of 1207.7–1221.7 Å, which is significantly affected by the geocoronal Ly$\alpha$ emission and not included in the current analysis. The lines in panels (a) indicate the expected wavelength of absorption systems A$_l$ and A$_h$ (short line) and B (long line), relative to the rest frame of NGC 4395 (see text). The question mark indicates an additional possible absorption system. Note the strong N $\text{v}$ absorption, but very weak C $\text{iv}$ absorption in the high state, and the disappearance of the N $\text{v}$ absorption in the low states.
leads to a lower limit on \( N_{\text{ion}} \). In the first case the intrinsic absorption is generally highly saturated, while in the second it is gener-
ally optically thin.

We use a FORTRAN77 subroutine \texttt{humlik} (Wells 1999) to calculate the Voigt function. The normalized intrinsic absorption profile that includes the effects of the line-of-sight CF and optical depth \( \tau \) equals

\[
\frac{f_{\text{abs}}(v)}{f_{\text{abs}}(v)/C_0} = \frac{1}{C_{0}CF(v)/C_{138} + CF(v)/C_{0}/C_{28}(v)}.
\]

Thus, to model a given intrinsic absorption-line profile one should find four independent parameters: \( N_{\text{ion}} \), \( b \), \( CF(v) \) (at each velocity segment \( v \)), and \( \delta_{\text{shift}} \), the overall velocity shift of the absorption system relative to the systemic redshift of the object.

### 3.2. Instrumental Broadening

The absorption profiles we detect in NGC 4395 generally appear to be unresolved, or possibly marginally resolved. Here we make some simulations to better understand how the \textit{HST} STIS instrumental resolution affects lines that are marginally resolved. The FWHM of the \textit{HST} STIS line-spread function (LSF) is \(\sim 150-200 \text{ km s}^{-1} \), and one expects that broader lines will not be signifi-
cantly distorted by the LSF. However, the STIS LSF has a strong narrow core and broad shallow wings, which affect the intrinsic profiles in a nontrivial way.

To get the final predicted absorption-line profile, one needs to convolve the predicted absorption profile given by equation (1) with the LSF, i.e.,

\[
f_{\text{abs}}(v) = f_{\text{abs}}(v) * \text{LSF}(v).
\]

In Figure 4 we show simulations of \( f_{\text{abs}}(v) \) (right panels) for a range of input \( f_{\text{abs}}(v) \) (left panels). All simulations are with a \( b \) parameter of 50 km s\(^{-1}\). In the top panels we explore the effect of \( N_{\text{ion}} \), ranging from optically thin \( (N_{\text{ion}} = 10^{13} \text{ cm}^{-2}) \) to highly saturated \( (N_{\text{ion}} = 10^{20} \text{ cm}^{-2}) \) lines, with \( CF = 1 \) in all cases. In the bottom panels we explore the effect of the CF, for \( CF = 0.1-1 \), for mildly saturated \( (N_{\text{ion}} = 10^{15} \text{ cm}^{-2}) \) and highly saturated \( (N_{\text{ion}} = 10^{20} \text{ cm}^{-2}) \) lines. The atomic parameters used for the synthetic absorption line are \( \delta_{\text{ion}} = 1200 \text{ Å} \), \( \Gamma = 2.5 \times 10^8 \text{ s}^{-1} \), and \( f_{\text{os}} = 1 \), where \( \Gamma \) is the spontaneous radiative transition probability, and \( f_{\text{os}} \) is the oscillator strength. The chosen values are typical for the UV absorption lines analyzed in this paper. The STIS LSFs are plotted in Fig. 4a, as tabulated at the NASA/STScI \textit{HST} STIS database.

The top panels of Figure 4 demonstrate that saturated lines will generally appear unsaturated, even when \( f_{\text{abs}}(v) \) is significantly broader than \( \text{LSF}(v) \). For example, the \( N_{\text{ion}} = 10^{19} \text{ cm}^{-2} \) case, where \( \tau > 1 \) within 200 km s\(^{-1} \) of the line center in \( f_{\text{abs}}(v) \) (Fig. 4b), appears as a \( \tau < 1 \), FWHM = 1000 km s\(^{-1} \) absorption profile in \( f_{\text{obs}}(v) \) (Fig. 4b). This strong distortion results from the

\[\text{Fig. 1—Continued} \]

\[\text{Fig. 1} \]
The velocity shift of the low 1 and low 2 states. Note the general similarity between the absorption-line profiles of the low 1 and low 2 spectra are shifted by a factor indicated in each panel. The spectra were normalized by the mean flux in the neighborhood of the line center. The velocity shift of ~250 km s\(^{-1}\) of the absorption system \(A_1\) is indicated by a dashed line. The low 1 and low 2 spectra are shifted by a factor indicated in each panel. Note the general similarity between the absorption-line profiles of the low 1 and low 2 states.

Fig. 2.—Absorption-line profiles for the low-ionization species. The rest wavelength used to set the velocity scale is indicated in each panel. The spectra were normalized by the mean flux in the ±5000 km s\(^{-1}\) neighborhood of the line center. The velocity shift of ~250 km s\(^{-1}\) of the absorption system \(A_1\) is indicated by a dashed line. The low 1 and low 2 spectra are shifted by a factor indicated in each panel. Note the general similarity between the absorption-line profiles of the low 1 and low 2 states.

extended broad wings of the LSF, which bring in unabsorbed continuum flux to the highly saturated line core. Even the highly saturated absorption at \(N_{\text{ion}} = 10^{20}\) cm\(^{-2}\) (Fig. 4a), where the intrinsic FWHM = 1000 km s\(^{-1}\) (5 times the LSF), appears unsaturated following a convolution with the LSF (Fig. 4b). The bottom panels of Figure 4 show cases where the intrinsic profiles appear unsaturated due to partial coverage. Comparison of Figures 4b and 4d shows that it is practically impossible to differentiate a range of \(N_{\text{ion}}\) at a given CF from a range of CF at a given \(N_{\text{ion}}\).

Below we therefore adopt two extreme approaches for modeling the absorption-line profiles.

1. **Assume** \(b_{\text{bulk}} = 0\), \(b_{\text{thermal}} = 10\) km s\(^{-1}\), which corresponds to cold gas with \(T = 10^4\) K producing the minimal possible velocity dispersion. This assumption leads to the highest possible \(N_{\text{ion}}\), where the absorption is dominated by the Lorentzian wings. We cannot measure the value of \(b\) because it is well below the spectral resolution.

2. **Assume** absorbing gas that has the maximum possible \(b_{\text{bulk}}\) consistent with the observed absorption-line profiles. This assumption allows an optically thin absorber, and leads to the lowest possible \(N_{\text{ion}}\).

Since the observed absorption-line profiles are dominated by the instrumental LSF, we cannot resolve any velocity dependence of CF(v), and we therefore use a velocity-independent CF while reconstructing the spectra. Although much higher resolution spectra (~10 km s\(^{-1}\)) obtained with the STIS echelle are presented by Crenshaw et al. (2004), the low S/N of these spectra does not allow significant constraints on the absorption width.

### 3.3. The Reconstruction Technique

The common technique for measuring \(f_{\text{obs}}(v)\) is by interpolating the unabsorbed spectrum between the two nearest unabsorbed points, where \(f_{\text{obs}}(v)\) is then calculated by dividing the measured absorbed spectrum by the fitted unabsorbed spectrum. This method may be rather uncertain when the absorption occurs in regions affected by emission lines, as the unabsorbed spectrum is difficult to estimate due to the possible presence of emission features whose shape is not well constrained. To avoid the possible significant systematic errors in \(f_{\text{obs}}(v)\), we adopt a reverse approach of spectral “reconstruction.” We calculate \(f_{\text{obs}}(v)\) based on a certain model for the absorber, divide the observed spectrum by \(f_{\text{obs}}(v)\), and get the reconstructed unabsorbed spectrum. The parameter models are deemed acceptable if the reconstructed spectrum appears “acceptable.”

This method is formally not more accurate than the standard approach, where \(f_{\text{obs}}(v)\) is directly measured; however, it should allow a larger range of reconstructed spectral shapes, and thus a more realistic estimate of the possible uncertainty in the fit parameters. It should be noted that the adopted approach also allows to estimate the true range of \(N_{\text{ion}}\) without introducing a theoretical bias, because \(f_{\text{obs}}(v)\) is produced using atomic physics only, without assuming a specific photoionization model or particular elemental abundances.

Since the absorption-line features appear to be generally unresolved, we attempt only to constrain the range of possible values.
for \( N_{\text{ion}} \) and CF. We assume a set of CF and \( b \), and then reconstruct the observed absorption-line profiles by varying \( N_{\text{ion}} \) only (the algorithms are described below). The assumed sets of CF and \( b \) are:

1. CF = 1: constrain the column density for a full coverage absorber.

   1. Measure the lower limit of \( N_{\text{ion}} \) assuming \( b > 100 \text{ km s}^{-1} \); we iterate over different values of \( b \), while reconstructing simultaneously the most prominent absorption lines in our spectra: Si ii \( \lambda 1260.42 \), Si ii \( \lambda 1526.71 \), and C ii \( \lambda 1334.53 \), using the same column density for both Si ii lines. A \( b \) parameter of 180 km s\(^{-1}\) produces a featureless corrected spectrum for the above absorption lines for both the low and high states. A larger value of \( b \) produces absorption-line profiles which are broader than those observed. This value of \( b \) is also adopted for the weaker absorption features and for the high-ionization species absorber.

   2. Measure the upper limit of \( N_{\text{ion}} \) using \( b = 10 \text{ km s}^{-1} \).

   II. CF < 1: constrain the column density for the lowest possible CF.

   1. Measure the lower limit of \( N_{\text{ion}} \) using \( b > 100 \text{ km s}^{-1} \); as above, \( b = 180 \text{ km s}^{-1} \) produces featureless corrected spectra for the prominent absorption lines.

### TABLE 1

| Ion  | \( \lambda_{\text{ion}} \) (1) | State\(^d\) | \( N_{\text{ion}} \) (4) | EW (5) | \( N_{\text{ion}} \) (6) | EW (7) | CF \( = 1 \) | EW (9) |
|------|----------------|------------|----------------|------|----------------|------|------------|------|
| C i' | 1560.31        | Low        | 6.0E14        | 0.85 | 2.0E19        | 0.84 | 8.5E14     | 0.83 |
|      |                | High       | <5.0E13       | <0.09| <5.0E13       | <0.07| <5.0E13    | <0.06|
| C ii | 1334.53        | Low        | 8.0E14        | 1.13 | 1.5E19        | 1.18 | 1.1E15     | 1.04 |
|      |                | High       | 1.4E15        | 1.58 | 3.5E19        | 1.79 | 2.5E15     | 1.53 |
| Si i | 1199.97        | ...        | 9.0E14        | 1.56 | 1.5E19        | 1.78 | 2.0E15     | 1.56 |
|      | 1302.17        | ...        | 2.0E15        | 1.05 | 3.5E19        | 1.23 | 3.5E15     | 1.11 |
| Si ii| 1562.00        | Low        | 2.0E13        | 0.16 | 1.0E15        | 0.24 | 3.0E13     | 0.17 |
|      |                | High       | <1.0E13       | <0.07| <1.0E13       | <0.07| <1.0E13    | <0.06|
| Si iii| 1190.42       | ...        | 3.0E14        | 0.74 | 1.0E18        | 0.56 | 7.0E14     | 0.98 |
|      | 1193.29        | ...        | 3.0E14        | 1.20 | 1.0E18        | 1.49 | 7.0E14     | 1.35 |
|      | 1260.42        | ...        | 3.0E14        | 1.84 | 1.0E18        | 2.24 | 7.0E14     | 1.77 |
|      | 1304.37        | ...        | 3.0E14        | 0.57 | 1.0E18        | 0.52 | 7.0E14     | 0.82 |
|      | 1526.71        | ...        | 3.0E14        | 1.08 | 1.0E18        | 0.90 | 7.0E14     | 1.38 |
| Fe ii| 1608.45        | ...        | 8.0E14        | 0.91 | 6.0E18        | 0.73 | 1.3E15     | 0.98 |

| Ion  | \( \lambda_{\text{ion}} \) (1) | State\(^d\) | \( N_{\text{ion}} \) (4) | EW (5) | \( N_{\text{ion}} \) (6) | EW (7) | CF \( = 0.75^a \) | EW (9) |
|------|----------------|------------|----------------|------|----------------|------|------------|------|
| C iv | 1548.19        | ...        | <5.0E13       | <0.19| <1.0E15       | <0.22| <5.0E13    | <0.15|
|      | 1550.77        | ...        | <5.0E13       | <0.10| <1.0E14       | <0.10| <5.0E13    | <0.08|
| N v  | 1238.82        | Low        | <5.0E13       | <0.10| <1.0E14       | <0.10| <5.0E13    | <0.07|
|      |                | High       | 1.4E15        | 1.57 | 1.8E19        | 1.46 | 2.5E15     | 1.48 |
|      | 1242.80        | Low        | <5.0E13       | <0.05| <1.0E14       | <0.07| <5.0E13    | <0.04|
|      |                | High       | 1.4E15        | 1.05 | 1.8E19        | 1.04 | 2.5E15     | 1.11 |
| Si iv| 1393.76        | ...        | <2.0E13       | <0.17| <5.0E14       | <0.20| <2.0E13    | <0.13|
|      | 1402.77        | ...        | <2.0E13       | <0.09| <5.0E14       | <0.19| <2.0E13    | <0.07|

- The lowest acceptable value of CF. Using \( b = 180 \text{ km s}^{-1} \). A lower limit of \( N_{\text{ion}} \). No upper limit could be measured while assuming partial covering (see text).
- Using \( b = 180 \text{ km s}^{-1} \).
- Using \( b = 10 \text{ km s}^{-1} \).
- The flux state of NGC 4395: low: visit 1 and visit 2 mean spectrum; high: visit 3 mean spectrum; (blank): the tabulated measurements are consistent for both flux states.
- The discrepancy between the measurements for the two flux states is probably an artifact of the spectra acquisition by the HST STIS (see § 5.1.1).
we describe the reconstruction procedure for the different possible absorber locations.

3.4.1. Absorber Located outside the NLR

The reconstruction procedure for a foreground absorber is as follows.

1. Choose a specific set of $b$ and CF.
2. Assume $N_{\text{ion}}$ and use it for all absorption lines of that ion for a given absorption system.
3. Calculate $\tau$ using $\tau(v) = N_{\text{ion}} \sqrt{(v_c/v_o)} f_{\text{obs}} \Psi(v) / \Delta \nu_D$, where $c$ and $m_e$ are the charge and mass of electron, $c$ is the speed of light, and $\Delta \nu_D = \nu_{\text{ion}} b/c$ is the line width ($\nu_{\text{ion}} = c/\lambda_{\text{ion}}$). The calculation is made using a velocity scale, and is transformed to a wavelength scale.
4. Transfer the wavelength scale of $\tau(\lambda)$ to the rest frame of the relevant component by adding $\lambda_{\text{shift}} = \lambda_{\text{ion}} \nu_{\text{shift}} / c$ to $\lambda$, i.e., $\lambda \rightarrow \lambda + \lambda_{\text{shift}}$.
5. Calculate the EW of the absorption line using $\tau(\lambda)$ from step (3), and CF from step (1).
6. If there is another absorption line or absorption system within a range of $\sim 20$ Å (approximately twice the maximal LSF of the NLR), repeat steps (1)–(6). Calculate $\tau_{\text{tot}}(\lambda)$, the total optical depth, by summing over all individual $\tau(\lambda)$ from step (3), $\tau_{\text{tot}}(\lambda) = \sum \tau_{\text{ion}}(\lambda)$.
7. Calculate $f_{\text{abs}}(\lambda)$ using $\tau_{\text{tot}}(\lambda)$ from step (6), and CF from step (1). Note that CF is the same for all absorption features.
8. Calculate $f_{\text{abs}}(\lambda)$ by convolving $f_{\text{abs}}(\lambda)$ from step (7) with the LSF. For $\lambda \leq 1350$ Å we use the LSF provided at 1200 Å, and for $\lambda > 1350$ Å we use LSF provided at 1500 Å.
9. Iterate over steps (1)–(8) until the corrected spectrum is either featureless or has plausible emission feature (e.g., narrow-line emission).

The reconstructed spectra and the modeled absorption profiles are presented in Figure 5. The measured $N_{\text{ion}}$ and EW are tabulated in Table 1. It should be noted that although the C iv absorption feature attributed to system A is only loosely constrained for the high state, it is very unlikely that the real $N_{\text{ion}}$ values are an order of magnitude larger than those tabulated. Such columns produce very strong C iv in the reconstructed spectrum, which is not detected in other emission lines [e.g., Si iv; see Fig. 1, panel (a1)].

3.4.2. Absorber Located between the NLR and BLR or inside the BLR

Since the NLR is not absorbed, we need to estimate the contribution of the NLR to the observed emission lines. Crenshaw et al. (2004) clearly detected narrow C iv emission having FWHM of $\sim 100$ km s$^{-1}$ (see Fig. 2, there). These narrow components are not resolved in the lower resolution STIS spectra, and we therefore have to get an indirect estimate of the NLR emission component. A FWHM of $\sim 100$ km s$^{-1}$ indicates that the lines are produced at a significantly larger distance from the center, compared with the BLR, and would therefore vary on a significantly longer timescale. Below we derive the NLR emission spectrum based on the assumption that it did not vary between the low and high states. If the absorber is located inside the BLR, then only the continuum is absorbed. Since the continuum is a featureless power law, it is simple to estimate its shape at any state.
The specific procedure for the spectral reconstruction is detailed below.

1. Obtain a continuum plus BLR emission spectrum. This is done by subtracting the low-state spectrum from the high-state spectrum (e.g., Fig. 1, panels [d]), thus subtracting out the NLR line emission, which we assume does not vary between the low and high states.

2. Obtain the net continuum emission. This is done by fitting a local power-law continuum, $F_{\text{cont}}$, between 1150 and 1280 Å for the Nv doublet and 1500 and 1595 Å for the C iv doublet, where the continuum level is set by the averaged flux in region within ±5 Å range of the bounding wavelengths.

3. Correct for absorption. We use a procedure similar to that described in § 3.4.1. For absorption of the continuum only, correct the observed flux, $F_{\text{obs}}(\lambda)$, using the calculated $f_{\text{obs}}(\lambda)$ (see
step [8] in § 3.4.1 in the following manner: \( F_{\text{obs}}^\text{corr}(\lambda) = F_{\text{obs}}(\lambda) + (1 - F_{\text{obs}}^\text{corr})F_{\text{cont}} \). The same parameters are used for both absorption systems \( A_k \) and \( B \). The lowest possible CF for system \( A_k \) is constrained using the N Iv feature. The C Iv feature is used to constrain the CF for system B. When different CFs are adopted for the two absorption systems, a multiplication of the two individual intrinsic absorption profiles, associated with the two systems, is used to calculate the total intrinsic absorption profile, i.e., \( f_{\text{abs}}^\text{tot}(\lambda) = \{ (1 - \text{CF}_A) + \text{CF}_A \exp[-\tau^B_{\text{av}}(\lambda)] \} \{ (1 - \text{CF}_B) + \text{CF}_B \exp[-\tau^B_{\text{av}}(\lambda)] \} \), where CF_A and CF_B are the adopted CFs for systems \( A_k \) and \( B \), respectively.

4. Obtain the NLR emission. We produce a synthetic narrow C Iv and N Iv doublets based on the He II narrow line. First, estimate the width of the narrow-line emission by measuring the He II \( \lambda 1640.46 \) profile in the low state. The measured intrinsic FWHM of He II is 400 km s\(^{-1}\), and it is possibly unresolved. Allow a wavelength shift of the synthetic doublet relative to the rest frame of the object (the doublet is shifted by \(-140 \) and \( 0 \) km s\(^{-1}\) for N Iv and C Iv, respectively, in the current analysis). The flux of the doublet is a free parameter, while the ratio between the two lines is governed by the ratio of their \( g_f \) parameters (adopted from Morton 1991), where \( g \) is the statistical weight of the lower level.

5. Vary the absolute flux of the N Iv or C Iv He-like doublet and subtract it from the low spectrum. Correct the resulting spectrum for absorption using the absorption profile measured in step (3). When an absorption of continuum only is assumed, first fit a local power-law continuum as prescribed in step (2). Iterate over this step until the reconstructed spectrum is featureless or has an expected emission feature.

The values of \( N_{\text{ion}} \) and CF for CF < 1 are measured by repeating steps (1)–(3) and adopting the narrow-emission doublets found for CF = 1. The \( N_{\text{ion}} \) values measured for CF < 1 (see Tables 2 and 3) are lower limits. They can be as much as \( \sim 3 \) times higher, and still produce a reasonable absorption-line profile reconstruction. The lowest possible CF assuming that the absorber is located outside the BLR are 0.7 and 0.5 for systems \( A_k \) and \( B \), respectively. The lowest possible CF assuming that the absorber is located between the BLR and the continuum source are 0.8 and 0.5 for systems \( A_k \) and \( B \), respectively. Those values are constrained using N Iv only, because the C Iv absorption feature cannot be reconstructed while assuming absorption of the continuum only (see below). The C Iv absorption feature attributed to system \( A_k \) is loosely constrained for all values of CF, as found above for the case of a foreground absorbing screen. The strong C Iv narrow-line emission contributes to the difficulty of constraining the C Iv absorption-line profile measurements.

Figures 6 and 7 present the reconstructed N Iv and C Iv features in the high–low state, which represents the net continuum plus BLR emission, and in the low spectra, assuming a fixed absorption-line profile for both states. The unabsorbed narrow-line emission has a total EW of 8.5 and 75 Å for the N Iv and C Iv doublets, respectively. The left panels in Figure 6 present the case where both the continuum and the broad-line emission are corrected for absorption, and the right panels present the case where only the continuum is corrected for absorption. The C Iv features cannot be reconstructed assuming that only the continuum is absorbed, as the continuum is so weak that even a complete absorption of it cannot explain the observed depth of the absorption features. Even when the synthetic profile is saturated, only a fraction of the observed C Iv absorption is reconstructed, due to the small contribution of the continuum to the total emission in this wavelength range (Fig. 7). Thus, we present in Figure 7 only the reconstructed C Iv feature assuming an absorber located outside
### TABLE 3

The Estimated $N_{\text{ion}}$ and EW for the High State, for an Absorber between the BLR and the Continuum Source

| Ion | $\lambda_{\text{ion}}$ | $N_{\text{ion}}$ | EW | $N_{\text{ion}}$ | EW | $N_{\text{ion}}$ | EW |
|-----|----------------|------------------|----|------------------|----|------------------|----|
|     |                | Lower limit$^b$ |     | Upper limit$^e$ |    | CF < 1$^a$       |    |
| C iv | 1238.82        | 1.1E16           | 2.73 | 9.5E19           | 3.32 | 2.0E16           | 2.37 |
| C iv | 1242.80        | 1.1E16           | 2.42 | 9.5E19           | 2.36 | 2.0E16           | 2.16 |
| N v  | 1238.82        | Cannot be reconstructed |  | 9.5E19           | 3.32 | 2.0E16           | 2.37 |
| N v  | 1242.80        | Cannot be reconstructed |  | 9.5E19           | 2.36 | 2.0E16           | 2.16 |

**Notes.**—The quantities are estimated from the high–low spectrum i.e., high-state spectrum with subtracted NLR emission.

- a The lowest acceptable value of CF. Using $b = 180$ km s$^{-1}$. A lower limit of $N_{\text{ion}}$ No upper limit could be measured while assuming partial covering. The $N_{\text{ion}}$ values can be modified by a factor of $\sim 3$ without altering the reconstructed spectrum significantly. CF $= 0.8$ for System A, and CF $= 0.5$ for System B.

- b Using $b = 180$ km s$^{-1}$.

- c Using $b = 10$ km s$^{-1}$.

---

**Fig. 6.**—Reconstruction of the N v feature assuming an absorber located between the BLR and the NLR (left), or between the BLR and the continuum source (right). A constant-profile absorber is assumed for the low-state spectrum reconstruction. An optically thin gas with CF $= 1$ is assumed for both systems A and B. Top: Difference spectrum between the high and low states and its reconstruction are presented (thin and thick lines, respectively), when in (d) the estimated continuum is also presented (dot-dashed line). Middle: Modeled intrinsic absorption-line profiles (thin line) and absorption-line profiles after a convolution with the instrumental LSF (thick line). Bottom: Low spectrum (thin lines), estimated N v He ii-like narrow emission (dotted lines; shifted upwards for presentation purposes), their difference (i.e., the intrinsic BLR plus continuum spectrum; thin lines) and the reconstruction of the intrinsic BLR plus continuum spectrum (thick lines) are presented. In (f) the estimated continuum is also presented (dot-dashed line). Note that the intrinsic BLR spectrum is reconstructed using the same absorption-line profiles measured for the high–low spectrum.
there may be a weak absorption in the ~1400 Å blend of Si iv and O iv] emission (Fig. 3), we did not try to measure it, as some of the apparent absorption features could be an artifact of the complex emission nature of this blend. We have tried to reconstruct the blend with a synthetic He-like profile Si iv doublet and O iv] quintet, using the measured FWHM of He ii, but the reconstruction failed, implying that the profiles of the individual features are probably not He-like.

4. MODELING OF THE ABSORBING GAS

We use the photoionization code Cloudy, version 06.02b (Ferland et al. 1998) to derive the physical properties of the absorbers, i.e., hydrogen column density $N_H$, the electron density $n_e$, and the ionizing flux (through the ionization parameter $U$), or equivalently the distance $R$ of the absorber from the ionizing source, which reproduce $N_{ion}$ measured above from the spectral reconstruction. The assumed spectral energy distribution (SED) for the high and low states, are presented in Tables 4 and 5. Note that the SED during the low state is harder than during the high state. The mean ionizing photon energy ($h\nu$) is 6.8 Ry for the high-state SED, and 35.3 Ry for the low-state SED, where the spectrum is very hard. Finally, we assume solar abundance throughout the analysis, as expected for objects found at the low end of $M_*$(Hamann et al. 2007, and references therein), although Kraemer et al. (1999) deduce subsolar abundances for NGC 4395. The exclusion of the Ly$\alpha$ wavelength region from the analysis (see § 2.2),

| Energy Range (eV) | $\alpha$ | References |
|------------------|----------|-------------|
| 1–2............... | 0.85     | Laor (2006) |
| 2–6.............. | 0.90     | $^b$         |
| 6–10.6.......... | 0.94     | This paper$^c$ |
| 10.6–1 $\times$10$^3$ | 1.19     | Iwasawa et al. (2000) and this paper$^d$ |
| (1–40) $\times$10$^3$ | 0.72     | Iwasawa et al. (2000) |

Note.—A cutoff is assumed above 40 keV.

$^a$ The slope is calculated using the flux at 1 keV reported by Moran et al. (1999, Fig. 4 there). Note that Moran et al. report only the measured luminosity. We transfer it to flux units using the ratio between the luminosities at 1 keV reported by Moran et al. and Iwasawa et al. (2000), multiplied by the flux at 1 keV reported in the latter study.

Fig. 7.—Same as in Fig. 6 for the C iv feature only, assuming an absorber located between the BLR and the NLR. A constant-profile absorber is assumed for the low-state spectrum reconstruction. The estimated continua are plotted in (a) and (c). A reconstruction with an absorber between the BLR and the continuum source is not possible as the continuum level is too low to produce the observed absorption depth.

3.4.3. Results

Table 1 presents the measured $N_{ion}$ and EW for systems $A_h$, $A_b$, and $B$ during the low and high states for different sets of CF and $b$, for an absorber outside the NLR. Column (1) lists the ion. Column (2) lists the laboratory wavelength of the absorption line. Column (3) lists the flux state, high or low, or both if no state is listed. Columns (4), (6), and (8) list $N_{ion}$ for the following three sets of CF and $b$ values: $CF = 1$, $b = 180$ km s$^{-1}$; $CF = 1$, $b = 10$ km s$^{-1}$; and $CF = 0.75$, $b = 180$ km s$^{-1}$. The first two sets correspond to the lower and upper limits on the columns, and the third set demonstrates the effect of a reduced CF. Columns (5), (7), and (9) list the absorption EW for these three sets (the possible presence of an additional absorption system is discussed in § 5.1.4). Tables 2 and 3 are identical to Table 1, but with either an unabsorbed NLR (Table 2) or continuum absorption only (Table 3). Note that the absorption EW refers to the absorbed component only, and not to the absorption EW of the observed feature, which is diluted by the unabsorbed NLR emission (Table 2), or unabsorbed NLR plus BLR (Table 3). Although

| Energy Range (eV) | $\alpha$ | References |
|------------------|----------|-------------|
| 1–7.3............ | 2.26     | Desroches et al. (2006) and this paper$^b$ |
| 7.3–10.6.......... | 2.36     | This paper |
| 10.6–1 $\times$10$^3$ | 1.37     | Moran et al. (1999) and this paper$^e$ |
| (1–40) $\times$10$^3$ | $-0.39$ | Moran et al. (2005) |

Note.—A cutoff is assumed above 40 keV.

$^b$ The slope is calculated using the flux at 1 keV reported by Moran et al. (1999, Fig. 4 there). Note that Moran et al. report only the measured luminosity. We transfer it to flux units using the ratio between the luminosities at 1 keV reported by Moran et al. and Iwasawa et al. (2000), multiplied by the flux at 1 keV reported in the latter study.
prevents a direct constraint on the gas metallicity using the hydrogen to metals column ratio.

The calculations are made for a grid of models with \(-4 \leq \log U \leq 1\) for the low state and \(-3 \leq \log U \leq 1\) for the high state (in steps of 0.5 in \(\log U\)), \(5 \leq \log n_e \leq 13\) (in steps of 1), and \(18 \leq \log \Sigma \leq 24\) (in steps of 1). The grid is then interpolated for each ionic column using a spline approximation in steps of 0.2, 0.5, and 0.5 dex for \(U, n_e\), and \(\Sigma\), respectively. It should be noted that \(N_{\text{ion}}\) is mostly set by \(U\) and \(\Sigma\), and is only weakly dependent on \(n_e\). The absorber parameters are determined by the following procedure.

1. Find the possible range of \(U\) from the spectral reconstruction technique, for a specific absorption line for a given absorber location and \(C\), as described in § 3. We adopt an uncertainty of 10% on the measured \(U\) range.

2. Assume \(b\) and calculate the curve of growth for the given absorption line.

3. Find the range of \(N_{\text{ion}}\) which reproduces the \(U\) range found in step (1) using the curve of growth from step (2). If only an upper limit on \(U\) is available, find the corresponding upper limit on \(N_{\text{ion}}\).

4. If more than one absorption line is attributed to a given ion, repeat steps (1)–(3) for all lines. Average the independent determinations of the upper and lower limits on \(N_{\text{ion}}\).

5. Repeat steps (2)–(4) for different values of \(b\). We iterate from 10 to 200 km s\(^{-1}\) in steps of 0.1 dex.

6. Repeat steps (1)–(5) for all of the potentially significant expected absorption lines, and the observed absorption lines from a particular absorption system.

Finally, the sets of parameters \((U\) and \(\Sigma)\) and the range of \(n_e\) values which simultaneously reproduce \(N_{\text{ion}}\) of the different ions are estimated for each value of \(b\) for the high and low states. This procedure is not performed for the low-ionization species absorber, because as we show below (§ 5.1.1) this absorber is probably not intrinsic to the NGC 4395 nucleus.

The distance of the absorber from the ionizing source in the low and high states is determined as follows. By definition \(U \equiv n_e/\Sigma\), where the ionizing photon density is given by \(n_e = L_{\text{ion}}/(4\pi R^2 c \langle h\nu \rangle)\), where \(L_{\text{ion}}\) is the ionizing luminosity and \(R\) is the distance from the ionizing source; thus, \(R = L_{\text{ion}}/(4\pi \Sigma c \langle h\nu \rangle U_{\text{ion}})^{1/2}\).

As described above, \(\langle h\nu \rangle\) equals 35.3 and 6.8 Ry for the low and high state, respectively. Using Cloudy we also find the relation between the ionizing luminosity and the UV luminosity at 1350 Å, \(L_{1350} = n_{1350} \approx 19.8\) and 5.5 for the low- and high-state SED, respectively. Finally, we adopt a distance \(D = 4.3\) Mpc (Thim et al., 2004), which gives \(n_{1350} = 2.5\) and \(9.2 \times 10^{38}\) ergs s\(^{-1}\) for the low and high states. We transfer the sets of \(U, \Sigma\), and \(n_e\) found above for the high and low states into sets of \(R, \Sigma\), and \(n_e\), as all these quantities describe the absorber independently of the ionizing continuum.

We then search for matching sets of \(R, n_e,\) and \(\Sigma\) in the high- and low-state solutions, with \(R\) values which agree within 30%, for either a foreground absorber or an absorber inside the NLR. If such set of parameters is found, we deduce that there might be a nonvariable absorption system located at a distance \(R\), having the estimated \(n_e\) and \(\Sigma\). If no set is found assuming a foreground absorber, then this assumed location for a nonvariable absorption system can be ruled out.

The assumption of a constant absorption line profile in the low and high states is oversimplified, as the large change in ionizing flux is likely to change the ionization state of the absorber. In order to remove the phenomenological constraint of a constant absorption-line profile, the following procedure is used. We adopt \(N_{\text{ion}}\) measured for the high—low spectrum using the procedure described in § 3.4.2. We then estimate the \(R, n_e,\) and \(\Sigma\) as described above, while using the SED of the high state. These parameters are assumed to hold in the low state, and are used to calculate \(U\) for this state, which is then used together with \(n_e\) and \(\Sigma\) to estimate \(N_{\text{ion}}\) in this state. Finally, we check whether the estimated \(N_{\text{ion}}\) can successfully reconstruct the low-state spectrum, while altering the narrow-line emission flux. The success of the reconstruction is determined by eye. It should be noted that we do not try to refine the measured \(N_{\text{ion}}\) and the estimated physical parameters, including the \(b\) parameter, by searching for the “best” reconstruction of the low-state spectrum, due to the rather limited S/N and the broad LSF of the instrument. We rather just check the consistency of the adopted solutions. Sets of \(R, n_e,\) and \(\Sigma\) which produce a successful reconstruction, assuming either variable or nonvariable absorption-line profile, indicate a constant absorber inside the NLR. As described below, this is the most plausible location for the observed high-ionization absorbers (systems \(A_h\) and \(B\)).

5. ORIGIN OF THE ABSORPTION SYSTEMS

The main question that should be answered is whether the absorption originates close to the nucleus of NGC 4395 or whether it is an unrelated foreground system. Since \(n_e\) in absorption studies is generally poorly constrained, the distance may be uncertain by a few orders of magnitude (e.g., Crenshaw et al., 2003). However, here we use the absence of absorption from metastable levels of Si ii to show that system \(A_h\) must occur outside of the NLR of NGC 4395, most likely in the ISM of the host galaxy or possibly in the Milky Way. Further, based on the large amplitude of the continuum variability, and the observed change in the \(N\) and high-state SED profiles, we show that the high-ionization absorber (systems \(A_h\) and \(B\)) must occur inside the NLR, and most likely outside the BLR of NGC 4395. In §§ 5.1 and 5.2 below we describe the constraints as a function of the assumed location, for each of the absorption systems, and in § 5.3 we compare our results to earlier studies.

5.1. Absorbers outside the NLR

5.1.1. System \(A_h\) — Nuclear or Foreground?

System \(A_h\) \((v_{\text{shift}} = -250\) km s\(^{-1}\)) of the low-ionization lines, is seen prominently in C \(\text{ii}, \text{N}_1, \text{O}_1, \text{Si}\), and Fe ii ions during both flux states and in C i and Si i ions during the low state. Most of the absorption lines do not vary between the low and high states. The exceptions are the C i \(\lambda 1560.31 + \text{Si}\) and \(\lambda 1562.00\) absorption blend and C ii \(\lambda 1334.53\) absorption line, which are the only two low-ionization absorption features that appear to vary between the low and high states. Although the C i \(\lambda 1560.31 + \text{Si}\) and \(\lambda 1562.00\) blend appears significant, its width in the low state is below the spectral resolution (Fig. 2), and it is thus most likely an artifact. The C ii \(\lambda 1334.53\) absorption in the low state is consistent with the absorption in the high state, and we suspect that the weaker absorption in the low state may be affected by artifacts as well. The absorption profiles of the prominent low-ionization species, C ii, N i, O i, can be reconstructed using the same parameters for both the low- and high-state spectra, consistent with no variability of the low-ionization species absorber.

The basic question is whether the low-ionization system \(A_h\) lines are intrinsic to the NGC 4395 nucleus or whether they can be attributed to the Galactic ISM or the ISM of NGC 4395. The velocity shift of \(-250\) km s\(^{-1}\) is quite close to \(v_{\text{shift}} \approx -320\) km s\(^{-1}\), the redshift of NGC 4395. We first check whether \(N_{\text{ion}}\) measured here are consistent with the expected Galactic ISM values.
Murphy et al. (1996) report a column density of \( N_H = 14.3 \times 10^{18} \text{ cm}^{-2} \) toward NGC 4395 based on measurements of the 21 cm H i line. Using the solar abundances from Morton (1991, their Table 1) the expected upper limits on the C ii and Si ii \( N_{\text{ion}} \) are 5.2 \( \times 10^{16} \) and 5.1 \( \times 10^{15} \) cm\(^{-2}\), respectively. The \( N_{\text{ion}} \) of C ii and Si ii measured for system A\(_2\) assuming optically thin gas (\( b = 180 \text{ km s}^{-1} \)), are below those upper limits. We note in passing that Savage et al. (2000) do not detect Galactic C i and Si i absorption lines in their HST quasar absorption line project. This points against an ISM origin for these lines, and suggests they are either formed in a different region, or are possibly an instrumental artifact.

The strongest constraint on the location of system A\(_2\) comes from the absence of absorption lines attributed to metastable levels, in particular the Si ii \( \lambda \lambda 1264.74,1265.02 \) doublet. These absorption lines are produced by an electron in the excited \( ^3P_{3/2} \) level, 287.24 cm\(^{-1}\) above the ground level, to an upper level which is split into two sublevels, \(^1D_{5/2}\) and \(^3D_{3/2}\). Adopting \( \Gamma = 2.17 \times 10^{-4} \text{ s}^{-1} \) and a collision strength of 5.7 for the \( ^3P_{3/2} \) level (Pradhan & Peng 1995), we get a critical density of \( \sim 1.8 \times 10^{13} \text{ cm}^{-3} \). Thus, the absence of the Si ii absorption lines implies that the density of the absorbing gas is significantly lower than \( \sim 1.8 \times 10^{13} \text{ cm}^{-3} \). The likely value of \( U \) is below \( 10^{-3} \), otherwise Si is ionized beyond Si ii. These limits on \( n_e \) and \( U \) place the absorber at a distance larger than the “OUTER” NLR component, identified by Kraemer et al. (1999) in NGC 4395. A plausible location for the A\(_2\) absorber is the ISM of NGC 4395 or that of the Galaxy. Crenshaw et al. (2004) resolve two low-ionization absorption components, one of which they attribute to the Galactic ISM and the other to the ISM of the host. The velocity-shift difference between those two components is \( \sim 300 \text{ km s}^{-1} \), which is below the current spectral resolution. Thus, system A\(_2\) may be a blend of absorption arising in two distinct absorption systems found in the ISM of the Galaxy and of the host.

5.1.2. Are Systems A\(_1\) and A\(_3\) Connected?

System A\(_{3\text{L}}\) \((v_{\text{shift}} = -250 \text{ km s}^{-1})\) is seen prominently in the N v doublet during the high state, and is not seen in the Si iv ions during both flux states. The system A\(_3\) absorption seen in N v at the high state must be attributed to a distinct absorption system (i.e., other than system A\(_2\)) for the following reason. Unlike the low-ionization lines, the N v absorption is not detected in the low state, ruling out a foreground screen with a fixed absorption profile. Could the absorber have fixed properties, but variable ionization, such that N is ionized to N v in the three month between the low to high state, explaining the appearance of the N v absorption in the high state? The H ionsizing photon flux in the location where \( U < 10^{-2} \) and \( n_e < 10^3 \text{ cm}^{-3} \) is \( 2 \times 10^5 \text{ cm}^{-2} \). Only photons above 5.7 Ry can photoionize N iv to N v, reducing the above flux by a factor of about 5.7. The absorption cross section of N iv at the ionization threshold is \( 10^{-18} \text{ cm}^{-2} \) (e.g., Osterbrock 1989), leading to an ionization timescale of \( \tau \sim (5 \times 10^9 \cdot 10^{-18})^{-1} \text{ s} \), i.e., \( >6 \text{ yr} \). Thus, N iv could not have been photoionized to N v in three months at the location of the low-ionization absorber. As we show below, the N v system A\(_3\) absorption must arise between the BLR and NLR of NGC 4395.

5.1.3. System B

System B \((v_{\text{shift}} = -840 \text{ km s}^{-1})\) is seen prominently in the C iv doublet during the high state. It also appears to be present in

\[ N_{\text{ion}} \approx 10^{14} \text{ cm}^{-2} \]

the N v doublet during the high state, but it is blended with the stronger system A\(_3\) doublet absorption. It is not seen in lower-ionization ions, including Si iv. As argued above (§ 5.1.2) for the system A\(_3\) absorption in N v, the absence of C iv absorption in the low state rules out a foreground origin of system B. As we show below, a plausible location is between the BLR and NLR, as for system A\(_3\).

5.1.4. An Additional System?

An apparently significant dip appears at \(~1530–1540 \text{ Å}\) in the low-state spectrum (noted by a question mark in Fig. 1). We can rule out that this dip is produced by the excited Si ii \( \lambda \lambda 1533.43 \) since other excited absorption lines, in particular Si ii \( \lambda \lambda 1264.77,1265.00 \), are not detected in the low-state spectrum. Alternatively, this may be a \( \tau_{\text{shift}} \approx -300 \text{ km s}^{-1} \) absorption system of C iv \( \lambda 1548.19 \); however, this identification is questionable as there is no clear feature at the expected position of C iv \( \lambda 1550.77 \). Also, none of the other ions show a feature at this \( \tau_{\text{shift}} \). We suspect that this dip is an instrumental artifact which mostly affected the low 2 spectrum (Fig. 1), as this spectrum also shows apparent emission features at \(~1530\) and 1540 Å, which are not present in the low 1 spectrum.

5.2. Absorbers inside the NLR

As described in § 3.4.2, the N v and C iv absorption features can be reconstructed in both the low and high states assuming a fixed-profile absorber inside the NLR and outside the BLR (see Table 2 for the measured \( N_{\text{ion}} \)). The assumption of a fixed-profile absorber was made for the sake of simplicity, as the dilution of the absorption by the strong NLR emission in the low state does not allow a strong constraint on the low state absorption profile. Photoionization modeling indicates that the large change in the ionizing continuum between the low and high states results in significant changes in the absorbing ionic columns, as well as the absorption profiles, even when the absorber properties, \( R, n_e, \) and \( \Sigma \) remain fixed. Can the low- and high-state spectra be reconstructed using a fixed properties absorber with variable ionization?

A consistent solution for a fixed absorber is found for an absorber located between the NLR and the BLR using CF = 0.7 and 1 for systems A\(_3\) and B, respectively. The values of \( \Sigma \) and \( U \) which allow an acceptable reconstruction of the spectrum are \( 3 \times 10^{20} \text{ cm}^{-2} \) and 0.2 for system A\(_3\), and \( 10^{19} \text{ cm}^{-2} \) and 0.02 for system B \((U < 5 \text{ times lower during the low state})\). These values correspond to \( R \sim 10^{-6} \) to \( 10^{-2} \) and \( 10^{-5} \) to \( 10^{-1} \text{ pc} \) for systems A\(_3\) and B, respectively, for the range of \( n_e \sim 10^{-5} \) to \( 10^{-2} \text{ cm}^{-3} \) covered by our photoionization simulation grid. The range of \( n_e \) values could be much larger, making \( R \) essentially unconstrained purely based on photoionization modeling. As we show in this work, rather tight constraints on \( R \) can be achieved through the spectral reconstruction technique.

The absorber of both systems is optically thin, having \( b \sim 100–200 \text{ km s}^{-1} \). The estimated \( N_{\text{ion}} \) values at the low state for N v, C iv, and Si iv are \( 1.0 \times 10^{16}, 2.0 \times 10^{16}, \) and \( 3.2 \times 10^{14} \text{ cm}^{-2} \), respectively, for system A\(_3\); \( 4.0 \times 10^{13}, 6.3 \times 10^{14}, \) and \( 1.0 \times 10^{14} \text{ cm}^{-2} \) for system B. The predicted Si iv column density introduces a small emission feature in the reconstructed spectrum, which is consistent with noise (i.e., \( \text{EW} \leq 0.2 \text{ Å} \)). The best-fit EW values for the N v and C iv narrow-line emission remain 8.5
and 75 Å, respectively. The adopted EW for the C iv doublet is unusually high for AGN (e.g., Baskin & Laor 2005, and references therein). It may be a by-product of the large and rapid continuum variability in NGC 4395, which may produce an extended dust-free zone outside the BLR (Laor 2004, § 3 there).

The adopted values of Σ and U imply a detectable intrinsic absorption by the O vi λ1031.93, 1037.62 doublet. The estimated O vi N_{ion} is approximately 4 × 10^{16} cm^{-2} for system A, at both flux states (corresponding to an EW ~ 2 Å for O vi λ1031.93), and 7 × 10^{14} and 3 × 10^{13} cm^{-2} for system B at the high and low states, respectively (EW ~ 0.7 and <0.01 Å, respectively). However, Crenshaw et al. (2004) do not detect O vi absorption in a Far Ultraviolet Spectroscopic Explorer (FUSE) spectrum of NGC 4395, with an upper limit of ~0.3 Å for O vi λ1031.93, well below the values expected for system A. However, a close examination of the FUSE spectrum (Crenshaw et al. 2004) reveals no significant broad emission components for the O vi doublet. This suggests that the object was in a low state, where the spectrum is dominated by NLR emission which dilutes the absorption features and makes them unobservable, as seen for N v at the low state. We note in addition that the observed emission flux ratio of the O vi doublet is 3 : 1, rather than the maximum ratio of 2 : 1 allowed by atomic physics. There is also an apparent absorption feature near O vi λ1037.62, but no corresponding feature near O vi λ1031.93, indicating that this is not due to O vi. Both effects suggest the presence of various systematic effects, either due to calibration or to contamination by significant stellar emission within the relatively large FUSE aperture, as suggested by Crenshaw et al. (2004). Furthermore, Crenshaw et al. also predict a detectable O vi absorption from the warm X-ray absorber (§ 5.3 there), which is not observed, possibly due to the reasons noted above.

Other combinations of Σ and U which yield larger N_{ion} for N v and C iv, do not allow an acceptable reconstruction of the low-state spectrum. Larger values of Σ, for the same U, result in a partially ionized region in the absorber, which produces stronger than observed absorption for Si ii and C ii, in particular in the low state. Adopting b ~ 10 km s^{-1}, and thus the upper limit of the N_{ion} values, requires Σ ≥ 10^{24} cm^{-2} in order to produce large enough columns of C and N. This large value of Σ, which is untypical for gas found between the BLR and the NLR, also produces a prominent absorption by Si iv and C iv (~1 and 3 Å, respectively) that is not observed here. Adopting CF = 1 for system A, produces a prominent emission feature in the N v reconstruction in the low state, which cannot be fitted with a narrow-line emission. Adopting CF = 0.5 for system B leads to N_{ion}, which cannot be reconstructed using the photoionization models. The N and C atoms in the above adopted fixed-absorber solution are mostly ionized beyond N v and C iv in system A, in the high state. A lower ionization solution, where N v and C iv have not reached their maximal columns, can be ruled out as it would contain detectable column of low-ionization species, which are not observed. An ionization state where N v and C iv have their maximal column can also be ruled out, because it would produce detectable Si iv absorption during the high state.

The system B absorber is less well constrained, but similar considerations can rule out Σ larger than a few times 10^{19} cm^{-2}. It should be noted that unlike system A, the N v and C iv columns for system B during the high state are closer to the maximal values. Constraints on the absorber metallicity and distance are discussed below in §§ 5.2.1 and 5.2.2.

5.2.1. Constraints on the Absorber Metallicity

The absorber parameters were deduced assuming solar abundances for the sake of simplicity. However, there are indications that the host galaxy metallicity (e.g., Roy et al. 1996) and the metallicity of the NLR are also subsolar (Kraemer et al. 1999). At subsolar metallicity the N/C abundance ratio is expected to scale as the metallicity (Hamann & Ferland 1999, § 6.4 there and references therein). We find that a N/C abundance ratio down to ~0.8 times solar (i.e., 0.6 solar N/H) can still allow an acceptable fit to the observed absorption. Kraemer et al. (1999) fit the emission lines of the NLR and BLR with a lower N/C abundance ratio of 0.4 solar, while assuming C/H and N/H abundance ratios of 1/2 and 1/6 solar, respectively. Such a low ratio cannot be clearly excluded by our modeling of the N v and C iv absorption; however, it implies a Si iv column density of 10^{15} cm^{-2} for system A in the low state, and an absorption EW of ~2.5 Å (for Si iv λ1393.76), which is clearly not observed (the upper limit is 0.2 Å). Despite this discrepancy we cannot take the absence of Si iv absorption as a robust evidence against the subsolar metallicity as adopted by Kraemer et al. (1999), because Si may be heavily depleted into grains outside the BLR (e.g., Netzer & Laor 1993).

The C/O ratio of 1/2 adopted by Kraemer et al. (1999) is larger than predicted based on O iii λ1663/C iii λ1909 line ratio using equation (2) of Netzer (1997). Using the dereddened line ratios from Kraemer et al. (1999, Table 1 there), equation (2) from Netzer, and assuming T = 15,000 K, one finds that C/O ≈ 0.16. Because Kraemer et al. scaled all the elements heavier than He relative to O, the C/H abundance ratio should be 5.4 × 10^{-5}. Thus, the N/C abundance ratio should be 0.4, which is similar to the solar abundance ratio (0.3). Using the revised subsolar abundances, one yields an Σ value that is larger by a factor of ~6 and similar values of U and CF, as expected. However, Si iv remains overpredicted in the low state, because of overabundance of Si relative to C and N by a factor of 6 relative to solar metallicity. It should be noted that the deduction of the location of the absorbers, i.e., between the BLR and the NLR, is not effected by the assumed absorber metallicity.

5.2.2. Constrains on the Absorber Distance

The distance of the absorbing systems can be constrained by the consistency requirement that the thickness of the absorber d ~ Σ/n_e is smaller than the distance, i.e., d/R ≪ 1. This condition is fulfilled within the whole grid of photoionization models considered here (§ 4). The ionization timescale at R < 0.1 pc is <10 days, which is shorter than the ~100 days between the two observations, and thus our assumption of photoionization equilibriums is valid. Peterson et al. (2005) measured R_{BLR} ~ 4 × 10^{-3} pc for the C iv emitting region in a reverberation study of NGC 4395, and Kraemer et al. (1999) estimated that “INNER” NLR, where most of the narrow C iv is produced, is located at 2.3 × 10^{-2} pc. This allows us to narrow down the range of values for R from almost unconstrained (or 10^{-4} to 10^{-2} pc for our photoionization grid), to 4 × 10^{-3} to 2.3 × 10^{-2} pc implied by the spectral reconstruction technique, which gives R_{BLR} < R < R_{NLR}.

The mass-loss rate through the outflowing systems can be estimated using \( M_{\text{out}} = 4πR^2Σ_{\text{infl}} m_p C_g \), where \( m_p \) is the proton mass and \( C_g \) is a global CF (e.g., Crenshaw et al. 2003, § 3.2.4 there). This yields \( M_{\text{out}} = 3 \times 10^{-2} \rightarrow 1.7 \times 10^{-6} M_\odot \) yr^{-1} for system A, and ~10 times lower for system B, assuming \( C_g = 1 \). The bolometric luminosity of NGC 4395 is about 10^{40} erg s^{-1},

\footnote{For a given Σ, Si iv, N v, and C iv reach their maximal column at similar values of U (especially Si iv and C iv).}

\footnote{The predicted scaling with metallicity Z of C/H, Si/H, and N/H is Z, Z^2, and Z^3, respectively.}
which implies an accretion rate of $\dot{M}_\text{in} = 2 \times 10^{-6} M_\odot \text{yr}^{-1}$, assuming a 10% efficiency. Thus, the requirement that $\dot{M}_\text{in} \sim \dot{M}_\text{out}$ also implies an absorber that is located between the BLR and the NLR.

5.3. Comparison with Earlier Studies

In a recent study, Crenshaw et al. (2004) used high-resolution UV spectra to investigate the UV absorption in NGC 4395, which was at a flux similar to the low state. They report the detection of three absorption components, 1, 2, and G. Component G is attributed to the Galaxy. Component 2 is shifted by $\sim 300$ km s$^{-1}$ with respect to the Galaxy, and is attributed to the ISM of the host galaxy. The velocity separation between components G and 2 is below our spectral resolution, and both components will be blended in our spectra. The weighted mean velocity shift of components 2 and G is $\sim 220$ km s$^{-1}$ based on the C iv $\lambda 1334.53$ absorption line (relative to the rest frame used here).

They shift velocity is consistent with our adopted value for systems A$_h$ and A$_b$ ($\sim 250$ km s$^{-1}$). Crenshaw et al. report the detection of components 2 and G in C ii, O i, C iv, and Si iv. The EWs measured for C iv and O i in the current analysis are consistent with Crenshaw et al. measurements within the uncertainties, where we sum over their EW measurements for components 2 and G. The absorption by C iv and Si iv detected by Crenshaw et al. can be attributed to the high-ionization absorber (system A$_h$). These absorption features are narrow ($\sim 100$ km s$^{-1}$) and are thus detectable in the high-resolution UV spectra, despite the strong NLR contribution at the low state, which does not dilute the absorption as it does in our lower resolution spectra. The EW of 0.59 Å predicted here for C iv $\lambda 1548.20$ in the low state is consistent with Crenshaw et al. measurement of 0.77 Å (for components G + 2), although all the C iv absorption in our model is attributed to the intrinsic absorption system. The estimated Si iv EW in the current study, 0.2 Å for Si iv $\lambda 1393.76$, is much smaller than measured by Crenshaw et al., 1.2 plus 0.4 Å for components G and 2, respectively. Most of the discrepancy is caused by component G, which has a negative flux in a significant part of its absorption trough (see Fig. 2 there), undermining the accuracy of the measured EW. Crenshaw et al. attribute component 2 to the ISM of the host galaxy, which is consistent with the interpretation adopted here for the low-ionization species absorber (system A$_b$).

Component 1 was detected by Crenshaw et al. (2004) in C iv $\lambda 1548.20$ at $v_{\text{shift}} = -730$ km s$^{-1}$ (relative to the rest frame used here), and this component is consistent with our system B. The C iv $\lambda 1548.20$ absorption EW estimated by Crenshaw et al. is larger than the predicted value by the current study (0.8 vs. $\sim 0.2$ Å), but it is probably within the uncertainty given the low S/N of the high resolution spectra. To summarize, the present results for the low state are mostly consistent with the work of Crenshaw et al. (2004).

Several X-ray studies of NGC 4395 find an intrinsic X-ray absorber. Iwasawa et al. (2000) estimate $\Sigma = (2-10) \times 10^{22}$ cm$^{-2}$ for a warm absorber and $\sim (2-5) \times 10^{21}$ cm$^{-2}$ for a cold absorber, based on ASCA observations. Shih et al. (2003) and Moran et al. (2005) deduce similar values based on ASCA and Chandra observations, respectively. Thus, $\Sigma \sim 3 \times 10^{20}$ cm$^{-2}$ measured for system A$_h$ is inconsistent with the suggested cold X-ray absorber (system B has an even smaller value of $\Sigma$). As mentioned above, larger values of $\Sigma$ for systems A$_h$ and B can be ruled out, because they predict additional absorption by low-ionization species, which is not detected here. Crenshaw et al. (2004) also fail to detect in FUSE spectra the H i and O vi absorption predicted by photoionization models for the X-ray absorber from Shih et al. (2003), although their conclusion is inconclusive. It should be mentioned in passing that Moran et al. (1999) estimate $\Sigma \sim 2 \times 10^{20}$ cm$^{-2}$ for an X-ray absorber based on a low-count ROSAT observation. They attribute this absorber to the Galaxy, based on a similarity of the Galactic $\Sigma$. Based on the current study, one can also place the X-ray absorber observed by them in the absorption system A$_h$. The warm $\Sigma \sim (2-10) \times 10^{22}$ cm$^{-2}$ absorber is most likely undetectable in the UV as N and C are too highly ionized.

It is interesting to note that the value of $\Sigma = 3 \times 10^{20}$ cm$^{-2}$ obtained here for system A$_h$ is close to the value for the broad-line emitting gas, $\Sigma \sim 7 \times 10^{20}$ cm$^{-2}$, deduced by Kraemer et al. (1999). Adopting $R_{\text{BLR}} \sim 4 \times 10^{22}$ pc from Peterson et al. (2005) for system A$_h$, yields $n_e \sim (1-10) \times 10^{10}$ cm$^{-3}$, which is also consistent with the Kraemer et al. deduced density for the BLR ($3 \times 10^{25}$ cm$^{-3}$). The column density estimated by Kraemer et al. (1999) for the NLR, $\Sigma_{\text{NLR}} \sim 10^{21}$ cm$^{-2}$ is significantly larger than our estimates for systems A$_h$ and B. Thus, system A$_h$ may be very close to the BLR, and it could be produced by BLR gas that happens to cross our line of sight to the nucleus.

The current study is one of only a few that place a geometrical constraint on the location of a UV absorber without direct knowledge of its exact distance from the nucleus based on $n_e$ (e.g., Kraemer et al., 2001), or knowledge on its location based on CF considerations (e.g., Gabel et al. 2005a). Gabel et al. (2005b) reach the conclusion that the absorber in NGC 3783 is located interior to the NLR by comparing the observed emission features in the high- and low-state spectra. Arav et al. (2002) reach a similar conclusion for NGC 5548 by modeling the continuum, BLR, and NLR emission and comparing it with the observed emission. Arav et al. (1999) place the absorber in PG 1603+3002 interior to the BLR using similar considerations. A portion of the absorbing gas detected in NGC 4151 is placed outside the “intermediate” line region by Kraemer et al. (2006) based on decomposition of the C iv profile. It should be noted that we do not assume or constrain the location of the absorber prior to carrying out the reconstruction procedure (i.e., measurement of the absorption), but rather allow for all possible locations, which are then scrutinized using atomic physics and photoionization considerations. This procedure also does not rely on a decomposition of emission features, which is often not well constrained. The main shortcoming of our approach is that it cannot be used in single-epoch studies (unlike the decomposition methods).

6. CONCLUSIONS

We report the detection of variable UV absorption lines toward the nucleus of the least luminous Seyfert 1 galaxy, NGC 4395, based on observations with HST/STIS that were carried out as part of a reverberation-mapping program (Peterson et al. 2005). Two sets of observations were obtained $\sim 3$ months apart. NGC 4395 was in a low state during the first set of observations, and in a high state in the second set, where the continuum flux increased by factors of $4-7$. Low-ionization lines of O i, N i, Si ii, C ii, and Fe ii, are present in the low state (2004 April) at a velocity $v_{\text{shift}} = -250$ km s$^{-1}$ (system A$_h$), and additional high-ionization lines of C iv and N v appear in the high state (2004 July) at $v_{\text{shift}} = -250$ km s$^{-1}$ (system A$_h$) and at $v_{\text{shift}} = -840$ km s$^{-1}$ (system B). In order to measure the absorption-line properties we use a spectrum reconstruction technique, which does not assume an unabsorbed spectral shape a priori. Finally, we use photoionization models in order to constrain the physical location of the absorber and its parameters.

---

8 Note that Crenshaw et al. (2004) use $z_1 = 0.0012$, which is offset by $\sim 40$ km s$^{-1}$ relative to the rest frame used in this study.
We reach the following conclusions.

1. The system A$_h$ N v absorption EW in the high state is $\geq 10$ times larger than the C iv absorption EW. Photoionization models indicate that such a high ratio can be obtained only if the N/C abundance ratio is significantly above solar. However, the metallicity of the host galaxy, the NLR, and the BLR are all significantly subsolar, which strongly argues against absorption by a high-metallicity system.

2. The disappearance of the N v absorption in the low state cannot be explained by a drop in the ionization state of a foreground absorbing gas, as the expected absorption by lower-ionization species, in particular Si iv, does not show up. It is also unlikely that N v could be photoionized to N v in the 3 months between the low and high states. This excludes a photoionized foreground absorber regardless of metallicity.

3. The high N/C absorption EW ratio and the disappearance of the N v absorption in the low state can both be explained by a fixed density and column-density absorber located between the BLR and the NLR. The apparent disappearance of the N v absorption in the low-state results from the large drop in the absorbed continuum and BLR emission, and from the strong dilution by the NLR emission that fills up the N v absorption troughs.

4. An absorber located inside the BLR is ruled out, as absorption of the continuum only cannot produce a deep enough feature for the two absorption systems seen in C iv.

5. The favored values of $\Sigma \sim 3 \times 10^{20}$ cm$^{-2}$ and $U \sim 0.2$ for system A$_h$ are similar to those deduced by Kraemer et al. (1999) for the BLR emitting gas, suggesting that this system may be produced by an outer BLR gas along the line of sight.

6. The UV absorption systems are probably not related to the X-ray absorbers, which require column densities $1 \sim 3$ mag larger than those estimated here (e.g., Iwasawa et al. 2000).

7. The low-ionization species absorber (i.e., system A$_l$) does not vary between the two flux states. It also does not show absorption by metastable level, in particular in the Si ii $\lambda\lambda 1264.74, 1265.02$ lines. This implies that the density of the absorbing gas is lower than $\sim 1.8 \times 10^{20}$ cm$^{-3}$, and it must thus be located outside the NLR of NGC 4395, or possibly in the ISM of the host or in the Galactic ISM (or both; see Crenshaw et al. 2004).

Apparent changes in the absorption strength are commonly interpreted as changes in the absorbing medium (e.g., “moving clouds”). However, as we have shown here, such changes may also result from changes in the illumination pattern behind a fixed absorber. If the absorber lies behind some radiation sources (the NLR here), and in front of others (the BLR plus continuum here), then large changes in the relative strength of the absorbed versus unabsorbed sources can produce large changes in the absorption features, even when the absorber is not variable. The study of the UV absorption line variability in objects showing large continuum variations can thus provide new constraints on the location of the absorber, and thus break the large degeneracy in the absorber distance determination based on single-epoch spectra. A simple prediction of our fixed absorber model is that the strength of the absorption features should be strongly correlated with luminosity, whereas in the “moving clouds” model no such correlation is expected.
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