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Abstract—This article presents a novel approach to incorporate visual cues from video-data from a wide-angle stereo camera system mounted at an urban intersection into the forecast of cyclist trajectories. We extract features from image and optical flow (OF) sequences using 3D convolutional neural networks (3D-ConvNet) and combine them with features extracted from the cyclist’s past trajectory to forecast future cyclist positions. By the use of additional information, we are able to improve positional accuracy by about 7.5% for our test dataset and by up to 22% for specific motion types compared to a method solely based on past trajectories. Furthermore, we compare the use of image sequences to the use of OF sequences as additional information, showing that OF alone leads to significant improvements in positional accuracy. By training and testing our methods using a real-world dataset recorded at a heavily frequented public intersection and evaluating the methods’ runtimes, we demonstrate the applicability in real traffic scenarios. Our code and parts of our dataset are made publicly available.

I. INTRODUCTION

A. Motivation

In future traffic, vehicles will become more and more automated. In this scenario, automated vehicles will share the road with non-automated vehicles and vulnerable road users (VRU) such as pedestrians and cyclists. Therefore, every automated vehicle must be aware of its surroundings at all times to ensure safe interaction with other traffic participants. Automated vehicles not only have to know the current positions of other traffic participants but anticipate their movements to plan a safe trajectory. Especially the trajectories of VRU are hard to anticipate since they can change their direction quickly and are not limited to roads. Additionally, they are prone to occlusion by other road users or structures on the roadside and, therefore, hard to track by a single vehicle’s sensors in complex traffic scenarios. Sensors mounted at the roadside can be used to resolve this problem. Infrastructural sensors are less susceptible to occlusions and can deliver higher positional accuracy compared to vehicle sensors.

To anticipate the future behavior of VRU, methods that use the past VRU trajectories extracted from image data have been proposed. While these methods effectively reduce the original images’ input dimensions, visual cues that can help to generate more reliable forecasts, like gaze direction, are lost. In this article, we propose a method to incorporate video information from a wide-angle stereo camera system to improve forecasts of VRU, showing that the additional information can lead to significant improvements in positional accuracy. Our method is trained and tested for cyclists, but can also be applied to pedestrians. The focus of this article is on the incorporation of multi-view video information into the forecast process. Therefore, we do not consider additional information like interaction between different road users or environmental information like maps in our proposed method or in our baseline method.

B. Related Work

Over the past years, the field of VRU trajectory forecast has become more active. Most of the proposed methods use information about the past position to forecast future positions. Goldhammer et al. extract polynomial coefficients from trajectories as input for a neural network to forecast future pedestrian trajectories [1]. The method is adapted to cyclists in [2]. Compared to physical models, the neural network produces forecasts with larger positional accuracies. To improve forecast accuracies, additional information can be added to the past trajectory. Alahi et al. propose a long short-term memory (LSTM) combined with a social pooling to add additional information about interactions with other pedestrians [3]. Their method outperforms an LSTM, which uses solely past positions as input. Pool et al. use cyclists’ past trajectory and add additional information about the road topology to mix specialized filters to forecast the future cyclist trajectory [4]. The authors are able to improve forecast accuracy by up to 20% on sharp turns compared to a single model approach. Instead of a pedestrian’s single past trajectory, Quintero et al. use the past trajectories of eleven body joints to provide additional information about movement and body language [5]. The joint trajectories are used in combination with balanced Gaussian process dynamical models (GPDM) to detect basic movements and forecast trajectories of pedestrians. Kress et al. use joint trajectories in combination with gated recurrent units (GRU) to forecast VRU trajectories [6]. Using the additional information from body joints, they are able to forecast more accurate positions with shorter observation periods than a solely trajectory-based method. Keller and Gavrila compare the use of features derived from dense optical flow (OF) in combination with GPDM and hierarchical trajectory matching to two solely trajectory-based methods [7]. The methods based on OF improve the forecast errors by 10-50 cm at time horizons of 0-0.77 s. Sagedian et al. incorporate physical and social
constraints into their forecast of pedestrian trajectories [8]. They pass features extracted from a single scene image using a convolutional neural network (CNN) and hidden states of LSTM for multiple agents to an attention module. Their model outperforms baseline models like LSTM or social LSTM from [3].

Aside from intention detection in traffic scenarios, video-based human action recognition has become an active research area in recent years, with the emergence of several network architectures that can be applied to the field of VRU intention detection. In [9], Carreira and Zisserman present a novel approach to video-based action recognition and compare it to the most commonly used architectures. The authors propose a two-stream approach with two 3D-ConvNets with inception architecture using an image sequence and an OF sequence as input data. The network, referred to as I3D (Inflated 3D), outperforms the other architectures on the Kinetics human action detection video dataset [10] and achieves 98.0% accuracy on the UCF101 Human Action Classes dataset [11]. The I3D architecture is extended to cyclist action in [12] and is used as a feature extractor in this article for cyclist trajectory forecasts. While we chose I3D due to its great performance regarding cyclist action recognition, the feature extractor used in the method is interchangeable.

C. Main Contributions and Outline of this Paper

The main contribution of this article is a method to incorporate multi-view video information from cameras mounted at a research intersection into the trajectory forecast of cyclists. By adding information from video sequences, we aim to incorporate different features, like body language or gestures into our forecast. The use of a wide-angle stereo camera system allows us to extract features of the cyclists from different view angles and resolve occlusions. We are able to improve the positional accuracy of forecasts by about 10% compared to a baseline model using positional information only. For specific motion types, we are able to reduce the forecast error by up to 22%. Our method is trained and tested using a dataset recorded at a public intersection showing its real-world application. Evaluation of runtimes shows that our method can be incorporated into a real-time system. The dataset and code used to train and test our final method are made publicly available [13][14].

The article’s remainder is structured as follows: In Sec. 2, we describe the intersection, where the dataset is created, and the dataset itself. Sec. 3 describes the architectures of the baseline model and the video-based network, followed by the evaluation method we use. In Sec. 4, the results of both methods are visualized and compared, followed by a conclusion and a short outlook in Sec. 5.

II. TEST SITE AND DATASET

In this section, we describe the test site where the dataset used for trajectory forecast is created, and provide a description of the dataset itself. Except for the ground truth data, the dataset is the same as the dataset used in [12].
by a factor $f_b$ to create a region of interest (ROI) to account for the cyclist movements from previous time steps (Fig. 2 left, blue box). The ROI created at time $t$ is used to extract the sequence of camera images over the last second. Instead of using all images to create the sequence, only the ones from time steps $\{t-0.00 \text{s}, t-0.02 \text{s}, t-0.04 \text{s}, t-0.06 \text{s}, t-0.08 \text{s}, t-0.20 \text{s}, t-0.40 \text{s}, t-0.60 \text{s}, t-0.80 \text{s}, t-1.00 \text{s}\}$ are used. We use the five most recent images ($t-0.00 \text{s}$ to $t-0.08 \text{s}$). Since older images become less relevant for the current movement, we chose larger gaps between the oldest five images ($t-0.20 \text{s}$ to $t-1.00 \text{s}$) to reduce our input data.

The length of the input horizon of 1 s is chosen based on previous investigations. We found that while larger input horizons lead to smaller forecast errors, the differences are not significant. An input horizon of 1 s has also proven to work well for pedestrian action recognition [1]. The extracted images are resized to $192 \times 192$ px and stacked to a three-dimensional array resulting in an image sequence $I_{1/2}(u,v,t)$ with dimensions $192 \times 192 \times 10$ px, the third dimension being the temporal dimension. This size is chosen because it corresponds to approximately the size of an ROI in the region where most cyclists occur.

The OF sequence is created from the image sequence using the pre-trained OF network from [18]. For each of the nine consecutive image pairs in $I_{1/2}(u,v,t)$, an OF image with two channels (OF in $u$ and $v$ direction) is created and stacked along the channel axis resulting in an optical flow sequence $O_{1/2}(u,v,t)$ with dimension $192 \times 192 \times 18$ px.

The trajectories are created by tracking the head position of the cyclist in each camera image. To ensure that the correct cyclist in every scene is tracked, this process is performed semi-automatically and corrected manually if needed. Occlusions of a cyclist in camera images are handled by tracking the position using a Kalman Filter with a constant velocity model. The 3D head position in world coordinates $\vec{p}_t = [x_t, y_t, z_t]$ for every time step $t$ is calculated using triangulation. As network input, we use the trajectory of the past second in ego coordinates, which we achieve by transformation in a way that the origin of the coordinate system is the head position of the cyclist at the current time and the $y$ axis parallel to the cyclist’s longitudinal movement direction. The OF sequences and trajectories are made publicly available [13]. Due to German privacy laws, we are not permitted to publish image sequences.

### III. Method

This section describes our overall method. Sec. III-A shows our baseline method, which uses GRU to forecast trajectories based on solely past positions. In Sec. III-B we describe how we incorporate video information into the forecast. The evaluation method is described in Sec. III-C.

#### A. Baseline Method

We use a GRU, which uses solely positional information as input data, as a baseline method to compare against our proposed algorithm. In preliminary tests, we compared the use of MLP, LSTM, and GRU against each other, where the smallest positional errors were achieved by GRU. Fig. 3 depicts the architecture of our baseline model. The positions of the last second are fed to GRU cells. The number of hidden GRU cell layers and hidden output states are part of a hyperparameter optimization. The GRU cell’s output in the final layer is passed to an MLP architecture with linear output. The number of hidden layers and neurons of the MLP are also part of the hyperparameter optimization. As loss function, we use

$$L_t(\hat{\epsilon}_g + \hat{\epsilon}_t) = 1 \left| \frac{1}{|H|} \sum_{h \in H} \left( (\hat{\epsilon}_g + \hat{\epsilon}_t)^2 + (\hat{\epsilon}_g + \hat{\epsilon}_t)^2 \right) \right|$$

with the ground truth and forecasted trajectory $\hat{\epsilon}_g$ and $\hat{\epsilon}_t$ in ego coordinates and the set of all forecasted time horizons $H = \{0.02s, 0.04s, ..., 2.5s\}$. Through division by $h$, we achieve a normalization of the quadratic forecast error to its individual forecast horizon. The model is implemented in TensorFlow [19] and trained using the adaptive moment estimation (Adam) optimizer.

#### B. Video-Based Trajectory Forecast

To incorporate video information into our trajectory forecast process, we implement the 3D architecture from [9] to extract features from our image and OF sequences. We extended the architecture to the wide-angle stereo camera system described in Sec. II. The extracted video features are fused with features extracted from the input trajectory using a feature union. Our architecture, which we call MSNet (motion sequence), is depicted in Fig. 4 with one Two-Stream 3D-ConvNet per camera (Fig. 4a-d) using the

![Fig. 2. Exemplary image and OF sequence of cyclist detected on image of camera 1, with generated ROI marked in blue.](image-url)

![Fig. 3. Architecture of the GRU baseline network.](image-url)
Fig. 4. Motion sequence network architecture.

The architecture of the 3D-ConvNets is depicted in Fig. 5.

The top figure shows the overall architecture, and the bottom figure shows a detailed description of the I3D inception modules. Compared to the original implementation [9], we used similar strides in pooling and convolution layers. However, the authors used 64 RGB and 64 OF images with a resolution of 224×224 px in an input sequence, covering a temporal window of 2.56 s. In contrast, we only use ten grayscale frames in the input image sequence and nine two-channel OF frames with a resolution of 192×192 px, covering a temporal window of 1 s.

To train the network, we use the same loss as for the baseline network (Eq. 1) in combination with the Adam optimizer. The weights of the 3D-ConvNets are shared between the networks of the image sequences (Fig. 4a/b) and OF sequences (Fig. 4c/d) of cameras 1 and 2, since these networks have similar inputs and need to extract similar features. The network was implemented using TensorFlow [19].

C. Evaluation Methods

We evaluate the benefit of incorporating video information into the forecast by comparing the baseline method’s positional error with MS-Net’s positional error. We first calculate the average Euclidean errors (AEE) for every forecast horizon \( h \in H \) by

\[
AEE_h = \frac{1}{N_s} \sum_{i=1}^{N_s} \| \vec{e}_{\text{gt}}(i,h) - \hat{\vec{e}}(i,h) \|_2
\]

with the number of samples \( N_s \) and \( \vec{e}_{\text{gt}}(i,h) \) and \( \hat{\vec{e}}(i,h) \) as ground truth and forecasted positions of the \( i \)-th sample at forecast horizon \( h \). Using Eq. 2 we get the average distance between forecasted and ground truth position for every forecast horizon, which we combine into the average specific AEE (ASAEE) from [1]. Eq. 3 shows how the ASAEE is calculated.

\[
ASAEE = \frac{1}{|H|} \sum_{h \in H} \frac{AEE_h}{h},
\]

We receive a single score consisting of the average AEE normalized according to their respective forecast horizon, which we use to compare our methods’ overall performances.

In addition to using all video input sources combined, we investigate the use of image and optical flow sequences separately. We call the models MS\(_I\), MS\(_{OF}\), and MS\(_{I;OF}\), where the index describes which inputs (I image sequences, OF optical flow sequences) are used in addition to the trajectory. Models where only image or OF sequences from camera 1 or 2 are used are referred to as MS\(_{I;1}\), MS\(_{I;2}\), MS\(_{OF;1}\), and MS\(_{OF;2}\). For the best models, we also create the results for different movement types, to evaluate if there are certain scenarios where incorporation of video information is especially useful. We identify the motion states wait, start, stop, move straight, turn left, and turn right. Due to traffic lights, about half of our samples are wait samples.

Since wait forecasts show much lower forecast errors than the other motion states, we also create the results for all samples except wait (denoted by wait).

To evaluate whether any differences between the methods’ results are significant or merely exist due to chance, we perform a statistical test. Therefore, we divide our dataset into sub-datasets, which we achieve by grouping all samples of one VRU to a subset. We create the ASAEE for every respective image sequence \( I_{1/2}(u,v,t) \) and OF sequence \( O_{1/2}(u,v,t) \) as input. We pass the trajectory of the past second \( \vec{T}_1 \) to an MLP architecture (Fig. 4). The outputs of the Two-Stream 3D-ConvNets and the MLP are concatenated and passed to an MLP architecture with linear output, which outputs the trajectory forecast (Fig. 4f).
subset and every model and determine ranks for every subset. The ranks are used to perform the Friedman-test to determine whether significant differences in the ranks exist [20]. If the differences prove significant, we perform the Nemenyi-test to determine which of the models show significant differences [21].

IV. EXPERIMENTAL RESULTS

A. Training the networks

Baseline: In the first step, we perform a hyperparameter search for the GRU model. The network parameters we optimize are the number of hidden cells, the size of the hidden state of the GRU cells, and the number of hidden layers and neurons of the MLP. Additionally, we train the network using different batch sizes and learning rates. All possible combinations are trained and evaluated using the training and validation set. The model with the smallest validation error is used to create the test results. Table II shows the parameters we investigated and the best configuration. The number of hidden states per layer are represented as vectors, where the elements represent the number of hidden states in consecutive layers.

MS-Net: Since the MS-Net training takes considerably longer (about two weeks vs. about 2 hours for the GRU), we did not perform an extensive parameter sweep. For each best model regarding their input source (MS\_I, MS\_OF, MS\_I:OF, and GRU), we create the results for all VRU subsets to perform statistical tests. We also evaluate the models regarding specific motion types as described in Sec. III-C. Fig 6 and Table III show the overall AEE over the forecasted horizons and the mean ASAEE values of the subset split by VRU. Fig. 7 shows the results of the Nemenyi-Test for all motion types based on the VRU specific ASAEE, where models connected by a black line do not show significant differences. The model with OF sequences as additional information generates the lowest mean ASAEE, followed by the model with the combination of image and OF sequences. The model with image sequences produces lower ASAEE compared to the baseline model. However, the test shows no significant difference between MS\_I and GRU. MS\_OF shows significantly lower ASAEE compared to MS\_I:OF. As for the results of different movements, MS\_I:OF only performs significantly worse than MS\_OF for waiting samples. For the rest of the movement types, there is no significant difference. Aside from turn right and move straight, there is no significant difference between the performance of MS\_I and GRU. One reason for the OF sequences to

| Modellname | J1 | J2 | OF1 | OF2 | T | ASAEE/(m/s) |
|------------|----|----|-----|-----|---|-------------|
| GRU        | x  |     |     |     | x | 0.211       |
| MS\_I:1    | x  |     |     |     | x | 0.209       |
| MS\_I:2    | x  |     |     |     | x | 0.212       |
| MS\_OF:1   | x  | x  |     |     | x | 0.198       |
| MS\_OF:2   | x  | x  |     |     | x | 0.197       |
| MS\_I      | x  | x  |     |     | x | 0.196       |
| MS\_OF     | x  | x  | x   |     | x | 0.189       |
| MS\_I:OF   | x  | x  | x   |     | x | 0.194       |

| Table II | GRU hyperparameter sweep. The combination with the best score is marked in blue. |
|----------|--------------------------------------------------------------------------------|
| GRU layers | [50], [50,50], [100], [100,100]. |
| MLP layers | [10,10], [100,100], [100,100,100], [1000,1000]. |
| Batch size | 1000, 5000, 10000. |
| learning rate | 5 \cdot 10^{-4}, 10^{-5}, 10^{-6}. |

| Table III | Mean ASAEE values of VRU sets of all models for different motion types. |
|-----------|----------------------------------------------------------------------------|
| GRU       | All | wait | wait | straight | start | stop | left | right |
| MS\_I     | 0.290 | 0.395 | 0.110 | 0.414 | 0.383 | 0.292 | 0.436 | 0.478 |
| MS\_OF    | 0.271 | 0.377 | 0.117 | 0.378 | 0.372 | 0.384 | 0.424 | 0.179 |
| MS\_I:OF  | 0.292 | 0.342 | 0.109 | 0.391 | 0.333 | 0.297 | 0.357 | 0.400 |
| MS\_I:OF  | 0.268 | 0.337 | 0.113 | 0.367 | 0.347 | 0.310 | 0.378 | 0.408 |
lead to better performance than image sequences might be because they already encode the magnitude and direction of the cyclists’ motions, which is arguably an important feature to forecast movements. If we look at the motion state \textit{wait}, where almost no cyclist movements occur, we see no significant improvement by MS\textsubscript{OF} compared to GRU. Another reason might be that the image sequences contain a lot of information that is not considered useful for the task, like background objects.

When we look at the different motion types, we see that the most considerable improvements are achieved for the motion states \textit{turn left}, \textit{turn right}, and \textit{move straight}. By looking at the samples with the most considerable improvements compared to the baseline models, we find that, in the case of turns, the baseline model often forecasts a straight movement at the beginning of a turn, while the MS-Net forecasts a turn much closer to the real trajectory. In the case of \textit{move straight}, the baseline model often forecasts a turn due to lateral oscillation in the past cyclist trajectory. If we look at the video sequences of these cases, we can see that the cyclists start turning their head early into the direction they will turn to before noticeable bends in the cyclists’ past trajectories occur. In some cases, the cyclists stop pedaling before turning. Fig. 8 shows three examples of forecasts by MS\textsubscript{OF} and GRU compared to the ground truth. Another motion type where we see a large improvement by adding video information is \textit{start}. While the baseline model often over or underestimates the distance the cyclist will travel, MS-Net achieve much more accurate starting forecasts.

To assess whether we can use our developed methods in a real-time system, we measure the different methods’ runtimes. The runtime of the baseline method is below 1 ms. The runtimes of MS\textsubscript{I}, MS\textsubscript{OF}, and MS\textsubscript{I,OF} are measured at 10 ms, 13 ms, and 20 ms, using an NVIDIA Titan V GPU. With further optimization and current hardware developments, we are confident that our method can be implemented into a real-time system.
V. Conclusions and Future Work

In this article, we presented an approach to incorporate video information of a wide-angle stereo camera system at an urban intersection into the forecast of cyclist trajectories. By combining the sequences from the two cameras, we were able to resolve occlusions and extract more appropriate features for the forecast of certain movement types by utilizing different view angles. Our evaluations showed that especially the use of OF sequences leads to a significant improvement regarding forecast errors. The overall forecast error was reduced by 7.5%. The most considerable improvements were achieved for the motion states turn left, turn right, and move straight, with the largest gain of 22% for turn left. We attribute the improvements to the MS-Net being able to identify early movement indicators like turning of the head towards the movement direction. Our runtime evaluations show that our method can be implemented into a real-time system. Compared to the OF based approach, the model using image sequences generated no significant improvements in most cases. We attribute this to the large amount of information within the image sequences. Therefore, in our future work, we plan to incorporate attention mechanisms into our approach to reduce the information to relevant parts of the sequence. Since the goal of this article was to demonstrate the gain of incorporating multi-view image information into the forecast process, we chose rather simplistic forecast methods. In our future work, we plan to combine our approach with more sophisticated methods that incorporate social and physical constraints [8]. Furthermore, we will compare our method to models based on body joints, especially whether our approach can reduce the needed input length [6]. We also plan to extend our approach from a deterministic forecast to a probabilistic forecast, to evaluate whether our approach can create more reliable forecasts than an approach solely based on trajectories [22].
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