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Abstract: Individual investment decision-making theory revolves around the logical choices an investor is expected to make to achieve the maximum return on investments. The investor life cycle theory is often used as a guideline to determine how investors will invest based on their predicted life cycle phase. However, the question remains whether lifecycle investing is still relevant today. The main purpose of the paper is to analyse how demographic factors influence investment product selection for South African banking clients using Big Data. The analysis found that the investment patterns of South African investors strongly contradict the foundational literature of the investor life cycle. South African investors are skewed more towards low-risk investment options like cash, across all age ranges, only investing in higher-risk instruments much later than what the investor life cycle theory suggests. Female investors are especially risk-averse, however, the effect becomes less prominent as income level rises. The risk-averse investment style seen in the findings for all South African investors can be explained by the slow economic growth experienced in South Africa, with investors having less disposable income to invest.
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PUBLIC INTEREST STATEMENT

Banks have large volumes of data on their clients with which they can perform extensive analytics. Big Data can be used to change investment behaviour and is a pivotal part of any marketing campaign, aiming to promote healthy financial decision-making habits. Banks can no longer rely on traditional banking solutions only, and with the world as interconnected as it currently is, the moral obligation exists to change their clients’ behaviour for the better. By improving the well-being of their clients, banks can play an important role in ensuring their clients can retire comfortably, which will also result in improved economic activity and increased profits.
1. Introduction
Matthews and Thompson (2005) found that the line between commercial banking and investment banking has become unclear, as numerous commercial banks offer investment banking solutions and some investment banks have extended loans and other forms of credit. The key to success for banks in the South African investment industry is to fully understand the unique investment needs of their clients (Seetharaman et al., 2017). An important factor to remember is that investor needs change over time. A product that was suitable for specific investment needs at a certain point in time might not be what is needed right now (Jagongo & Mutswenje, 2014). Banks group investors into different risk profiles based on the investors’ willingness to tolerate risk. Risk tolerance can be defined as the amount of -volatility an investor is willing to tolerate with the anticipation of greater returns, individual investment objectives and investment considerations (Harlow & Brown, 1990).

The traditional banking industry focussed on safekeeping funds and extending credit (Goddard & Wilson, 2016). This has been a very lucrative endeavour with interest rates on credit products being higher than interest on the funds kept on behalf of their clients. With the changing technology and modern clients becoming accustomed to quick and easy solutions, more clients would like to see all their financial assets and obligations on one single platform (Saleem & Rasheed, 2011). This is causing a shift towards banks launching their unique investment products and solutions. Banks also have a moral obligation to provide clients with products they need instead of only pushing the most profitable option like extending credit (Mostert & Lotz, 2010). South Africans are over-indebted and studies have estimated that a large portion of the population will not have enough savings at retirement age (Nogantshi, 2015). South African over-indebtedness highlights the importance for banks to understand the needs of their clients and promote relevant investment opportunities.

Research conducted by Hofacker et al. (2016) found that Big Data can provide insight into each different stage of the investor decision-making process. According to Lee (2017), Big Data is the availability and interpretation of large quantities of data by using technological advances. The concept has had profound implications on the ability of firms analyse their clients’ behaviour and utilise the data to improve everyday operations and marketing. Banks have large volumes of client data at their disposal which can be used to gain client insights. The data can be used to model client investment portfolios to gain a view of the overall bank’s investor behaviours and the differences between clients of different demographics and income levels (Kitchens et al., 2018). This allows the bank to promote investment products suitable for their investments based on their predicted stage on the investor life cycle. Data and analytics have become so sophisticated that banks can see when their clients have funds flowing to competing firms. With this information, banks can determine which products the competing firms have that could be attracting their clients and lure them by providing similar products, with the added benefit that all their products would be available on a single platform (Hao, 2000). The use of historic data to visualize trends and make assumptions on how clients will react is a vital part to determine how clients will react in the future. The use of Big Data and sophisticated statistical analysis tools allow for more accurate predictions (EY (Ernst & Young), 2014).

Mostert and Lotz (2010) emphasise that changing technological environment, had a profound impact on the method every institution operates. Banks have access to large volumes of client- and financial data. To retain a competitive advantage, it is essential to have the best technology to process and derive value from the data (Berger, 2003). Banking clients have grown accustomed to convenient solutions with the prominence of online banking and other digital solutions have increased exponentially. As a result, banks are relying more heavily on automated systems that allow clients to transact in real-time (Ziady, 2017). As clients have more control over when and how they transact, they tend to gravitate toward the bank that offers the most efficient and convenient solutions (Achmed, 2011). An example of this is the “selfie” feature First National Bank launched in 2018, where potential new clients can open an account by simply taking a selfie on their banking app (Mavundza, 2018).
Another development in the banking environment where South African banks need to increase their focus is within the realm of artificial intelligence (AI) and machine learning (Figure 1). AI is already present in everyday banking, with complex algorithms predicting which products to market to specific clients, early fraud detection analytics and chatbots that can free up client services teams to respond to more complex queries already being widely utilised (Daks, 2018). From an investment side, banks are also investigating the possibility of using digital advisory services, where the investor completes a questionnaire online. An algorithm will then process the data and provide the investor with a full range of portfolio constructs, based on their unique needs and risk profile (Rodionov, 2017).

![Figure 1. Stages of Big Data analysis (Source: EY (Ernst & Young), 2014).](image)

Acquiring new clients should always be an enormous drive for banks, however, more focus should be placed on retaining existing clients. Since the introduction of mass marketing strategies, based on readily available client information, banks have managed to sell massive amounts of products. Clients that previously would have been unaware of products available suddenly had an abundance of choices. This led to an increase client numbers, with the drawback that banks started losing the personal touch (Achmed, 2011). Linking back to the importance of Big Data, banks can get a better understanding of the types of clients they are dealing with and personalise communications sent to these clients (Kitchens et al., 2018).

Research conducted by Ernst & Young (EY (Ernst & Young), 2010) found that clients look at the best product for their needs and not necessarily using one individual banking institution. This trend seems to be less prevalent with clients with more than one product at one bank, which suggests that loyalty towards a bank increases with the number of products held at the institution. With more products at one bank, it is also more difficult to move all of them to a competing bank, which increases client retention. This highlights the importance of offering investment products, even if they are less profitable than traditional credit products (Chen & Popovich, 2003). By analysing the amount being invested based on demographic factors like age, gender, race, and income level by using Big Data it is possible to determine which groups are saving enough, and which groups are not (Kitchens et al., 2018). Marketing campaigns can thus focus on promoting investment opportunities to individuals who are not saving enough and be personalised based on the findings. The use of historic data to visualise trends and make assumptions on how clients will react is a vital part to determine how clients will react in the future.
2. Literature review
There are several factors a bank needs to take into consideration when profiling investors into different risk categories. The main driving forces for individual investment needs come from demographic and socioeconomic influences. Banks generally have enough customer information from account opening to determine in which risk category a customer would fall based on prior studies focussing on how demographics like age, sex and race influence risk-taking behaviours (Sulaiman, 2012). This is not the only information a bank will need to accurately profile their investment customers, as every individual would have their specific investment considerations and goals. Several constraints need to be considered when choosing the perfect asset mix (Figure 2). Each investor perceives risk differently and can handle different levels of risk given the expected return (Barclays Plc, 2018).

![Figure 2. Risk vs. return per asset class.](source: Compiled from Travers (2004))

Different levels of sophistication exist under investors. Some investors monitor the market and use complicated Technical or Fundamental Analysis techniques to identify and exploit profit-making opportunities. The average individual will, however, choose investments based on limited information and allow them to move up and down with market forces with the hope of making future profits. The base of their assumption is fundamental analysis as they would consider investments that are perceived to be performing well but no further research will be done (Kumar et al., 2015). Understanding what type of investor a bank is dealing with will assist in selecting the correct investment products (Barclays Plc, 2018).

The investor life cycle theory can be defined as the behaviour of investors given their investment horizon. The theory’s main assumption is that investors will behave differently in different stages of their lives and that the amount of time an investment is expected to be kept influences the amount of risk an investor takes. According to Brown and Reilly (2012), the theory comprises out of four different life stages, being accumulation, consolidation, spending, and gifting. Bodie and Treuillard (2007) found that target-date funds, also known as life-cycle funds have the potential of earning greater returns when compared to some of the investment choices made by uninform fund participants that lack investment knowledge. This highlights the importance of the life-cycle as this simplifies the concept of investing to the average person.
The importance of determining the willingness and ability of investors to take on risk is an essential component in the financial and investment planning process for investment banks (Larkin et al., 2013). The influence of an individual's risk tolerance and the association it has with the amount individuals are willing to risk when investing can have a tremendous contribution to how banks aim their investment products at their clients (Kellerman, 2019). The process of establishing how much money an individual is willing to risk when investing is not an easy or straight forward process but rather entails the vigorous multidimensional evaluation of the number of predisposing factors that can influence this decision (Grable & Joo, 2004; Trone et al., 1996).

Each individual will have a different level of risk willing to take on which will vary across the investor life cycle concerning investment goals and objectives (Old Mutual, 2014). The current investor life cycle focuses mainly on the current age group of the investors and their risk tolerance levels based on limited demographics and assumptions. It is believed that investors in their twenties have different investment needs than that of investors in their forties, while several factors like race, gender, affluence, family size, and more could affect what an investor's actual needs are (Bodie, 2015). Sung and Hanna (1996) highlight from previous research that demographic factors such as education levels, race, employment status, gender, other income and age can influence financial risk tolerance. Previous researchers such as Wang and Hanna (1997) found that there is a relationship between age and risk tolerance; whereas, Grable and Lytton (1998) found that the two most influential variables on risk tolerance are age and gender. Grable and Lytton continued with research in the field of financial risk tolerance and found that other factors such as marital status, education level, financial knowledge, income level, occupation and economic expectations also have an impact on the level of risk investors are willing to tolerate. In contradiction to the previous findings, Grable and Joo (2000) emphasise in their research that gender, marital status and age are not considered important influences.

Income and wealth according to Massol and Molines (2015) are considered to be interconnected components which have a positive relationship with risk tolerance. It is concluded by a study of Kannadhasan (2015) that individuals tend to save some portion of their income with the aim of increased wealth. It is believed that individuals with higher income levels will be able to meet financial obligations due to having sufficient resources (O'Neil, 1996). In the study of Irwin (1993) confirmed that individuals with stable and predictable income tend to be more risk-tolerant than individuals with unstable and unpredictable income. These results were confirmed in the South African context by Van Schalkwyk (2012); Mbalane (2015); Dickason (2017); Van den Bergh (2018); Ferreira and Dickason-Koekemoer (2018). The accumulation phase is one of the most important stages as investors can make use of a longer investment horizon as it can be expected that they still have time to recover investment amounts lost in risky investments (Brown & Reilly, 2012). The potential earnings on the smallest investment amounts in risky high return assets over the long investment period have the potential of generating massive returns when considering the effects of compounding interest (Mpfu et al., 2010).

Irwin (1993) states that young people are more risk-tolerant than older people. It is believed that older people have time constraints to recover from financial losses due to making inaccurate investment decisions (Grable, 1997). Therefore, young people are willing to take on more financial risk as they have more time to recover from financial losses experienced due to inaccurate investment decisions (Dickason & Ferreira, 2018; Gibson et al., 2013; Grable & Roszkowski, 2008). Coco et al. (2005) found supporting evidence for the investor life cycle which shows that investors tend to move away from riskier investments like equities as they age. The researchers developed a quantitative model to determine how an investor with uncertain labour income would react. The investor has the choice to invest in either a risky, or a riskless asset, and from the results, labour income which represents an implicit risk-free asset becomes less important as the investor aged. The investor adjusts by investing more in the risk-free asset (Coco et al., 2005). Another study supporting the notions of the investor life
cycle was conducted by Schooling and Worden (1999) who confirmed that investors base their investment decisions on individual time-horizons and the amount of risk they are willing to tolerate. In contrary to the above, researchers such as Botwinick (1966), Vroom and Pahl (1971), Baker and Haslem (1974), Okun and DiVesta (1976), Morin and Suarez (1983), Hawley and Fuji (1993), Wang and Hanna (1997), Grable (2000), and Van de Venter et al. (2012) found in their research that older investors are willing to tolerate more risk. Findings from a study conducted by Gomes and Michaelides (2005) investigated the low numbers of stock investments in America. The findings suggest that contrary to the theory, not all younger investors had the majority of their portfolios invested in equities. Households that are risk-averse and the elasticity of intertemporal substitution (EIS) is low, do not accumulate enough wealth to enter the equities market during the accumulation phase and only young investors that can overcome the entry barrier would invest in equities (Gomes & Michaelides, 2005).

No universal agreement is established as to whether gender, as a demographic factor, influences the level of risk an individual is willing to tolerate. Research done by Higbee and Lafferty (1972), Blume (1978), Coet and McDermott (1979), Rubin and Paul (1979), and Yip (2000) indicates that gender is an important influential factor of risk tolerance. Slovak (1960), Roszkowski et al. (1993), Hawley and Fuji (1993), Sung and Hanna (1996), Sharma (2006), Rahmawati et al. (2015), Van den Bergh (2018), Dickason and Ferreira (2019), and Lawrenson (2020) all reached a consensus that females take fewer risks than males, thus males are more risk-tolerant than females. Prior studies on gender such as Dickason et al. (2017) found that there are significant differences between how males and females perceive investment. As a result, it was found that male participants are more confident when it comes to investment when compared to female investors. Results from a study conducted by Bayyurt et al. (2013) found that males are more likely to invest in risky investment options compared to females who gravitate towards less risky alternatives.

Cultural differences in terms of values, tastes and preferences can affect risk tolerance levels. The general norm is that White people are willing to tolerate more risk than non-Whites (Sung & Hanna, 1996). This norm is based on the accessibility White people have to banks and financial institutions and they are more future-oriented and have more investment opportunities than non-White people. White people, therefore, will portray an attitude of confidence in decision-making skills and their abilities to analyse (MacCrimmon & Wehrung, 1986; Zhong & Xiao, 1995). In South Africa, a study was conducted between risk tolerance and race. Metherell (2011) found, based on research done, that a significant difference exists between the White and Indian population groups. However, Van Schalkwyk (2012) concludes in his study that African people tend to take higher risks than White people do, thus making African people are more risk-tolerant. These results were once again confirmed by Dickason and Ferreira (2018b).

A study conducted by Bodie et al. (2007) advised that the purpose of the investor life cycle theory should not be to make the investment decision for an individual, but rather to assist with a structure that can be followed by an investor or advisor. Bodie and Treussard (2007) further concluded that life cycle funds, structured around the concepts of the life cycle theory, provide investors with limited investment knowledge with a simpler alternative to conventional investing. The portfolio will be diversified based on the theoretical life cycle phase the investor is in (Bodie & Treussard, 2007). Therefore, the objective of this research paper was to analyse the product choice of investors per the risk level considering the investor lifecycle. This research aims to test the general notions of the investor lifecycle and whether it holds firm in the South African banking context.

3. Methodology
The study made use of secondary data provided by a bank that agreed to participate in the study. The bank’s investor data are stored on a relational database and were extracted using a domain-specific data extraction language namely Structured Query Language (SQL). Demographic data like
age, race and gender are directly supplied to the bank on account opening by the investors. The bank also keeps a record of the value and types of investment each investor holds and funds flowing through the accounts that the researcher used to determine income levels. The researcher used secondary data as the data reflect actual investment types and values held by the investors of the bank. This eliminates the risk of investors misrepresenting the investments they hold and demographic information when conducting surveys and other primary data collection methods (Kothari, 2004). The sample data serves as a snapshot of the investors’ profiles as from the 31st of July 2018. The quantitative research approach and positivism paradigm was selected as the analysis comprised actual numeric and demographic data obtained from the bank.

The population for this study was selected based on convenience as a reputable universal bank in South Africa was chosen based on their willingness to participate. The sample was obtained randomly from the bank’s population to ensure the chosen investors share similar characteristics to the entire population of the bank. The sample was made up of 19 911 investors (n = 19 911). The calculated sample size was determined by the bank to be 20 000 and the stratified random sampling technique was applied. The population data were divided into different strata to ensure the distribution percentages of age, race, gender and income level reflect the distribution per stratum seen in the entire population.

A big part of scientific research is hypothesis testing. By testing a hypothesis, the researcher can determine if the data used or collected support the claim or hypothesis (Kumar Sahu et al., 2015). Myatt (2007) mentions two concepts that need to be defined by the researcher before a hypothesis can be tested, namely the null hypothesis (H0) and alternative hypothesis (Ha). The null hypothesis (H0) usually constitutes the opposite claim to what the researcher is trying to prove. If the researcher is trying to prove that there is a correlation, the null hypothesis would be that there is no correlation between the variables (Myatt, 2007). The alternative hypothesis (Ha) represents the idea the researcher attempts to prove, or the concept that needs to be tested (Lind et al., 2006). A third concept that needs to be understood in order to choose which hypothesis to conclude and which one to reject is the level of significance. The most popular and accepted significance levels are 1 percent, 5 percent and 10 percent (Woodbury, 2002). The significance level represents the level of uncertainty the researcher is willing to take if the wrong hypothesis is accepted (Lind et al., 2006). The following hypotheses were formulated to achieve the primary objective:

Null hypothesis (H0): The demographic factors have no significant impact on investment product selection.

Alternative hypothesis (H1): The demographic factors have a significant impact on investment product selection.

4. Statistical analysis
Linear and multiple regression analysis were used to determine if there is a relationship between the different demographic factors used in the analysis set to a confidence level of 95 percent. Linear regression attempts to model the relationship between a dependent variable and an independent variable on a straight line (Woodbury, 2002). Apart from being useful to explain relationships between dependent and independent variables, linear regression is often used in research to predict and forecast the effects changes in the independent variable has on the dependent variable (Gujarati & Porter, 2010). Salvatore and Reagle (2002) provide the linear regression formula as:

\[ Y_i = \beta_0 + \beta_1 X_1 + \epsilon_i \]  

(4.1)
Where \( Y_i \) represents the dependent variable. \( \beta_0 \) represents the intercept of the sample dependent variable while \( \beta_1 \) is the sample scope coefficient. The symbol \( X_1 \) represents the independent variable and \( \epsilon_i \) is the error term. When conducting a regression analysis, there are a number of outputs received from the statistics tool used. One of the most useful measures is the R-square of the model that measures the goodness of fit. It provides the percentage of variance that can be explained by the model (Gujarati & Porter, 2010). The researcher used linear regression on four different occasions with age as the independent variable and total investment value, cash value, equities value and unit trust value as the dependent variables. The null hypothesis was formulated as:

\[
H_0 : \beta_1 = 0
\]  

(4.2)

If the null hypothesis is concluded it indicates that there is no linear relationship between the dependent and independent variables. The alternative hypothesis was formulated as:

\[
H_a : \beta_1 \neq 0
\]  

(4.3)

If the alternative hypothesis is concluded it indicates that there is a linear relationship between the dependent and independent variables.

Multiple regression is based on the same underlying principles as linear regression. The difference is that there is now more than one independent variable that is used to determine which of the variables have an impact on the dependent variable (Lind et al., 2006). By using elimination techniques, the variables that do not have an impact can be excluded and the only factor influencing the predictive capabilities of the model is included. Variables can be significant on their own, or a combination of variables that are not necessarily significant on their own are significant when used together (Keith, 2015). Kothari (2004) gives the basic formula for multiple regression shown as:

\[
Y_i = \beta_0 + \beta_1X_1 + \beta_2X_2 + \ldots + \beta_nX_n + \epsilon_i
\]  

(4.4)

Where \( Y_i \) represents the dependent variable. \( \beta_0 \) represents the intercept of the sample dependent variable while \( \beta_n \) is the sample scope coefficient for the \( n \)th observation. \( X_n \) represents the independent variable for the \( n \)th observation and \( \epsilon_i \) is the error term (Kothari, 2004). Gujarati and Porter (2010) found that unlike a linear regression where the R-square is used to explain how predictive the model is, the adjusted R-square measure is more accurate for multiple regression analysis. Multiple regression was used in the study to establish which of the demographics including age, race, gender and income level are predictive in nature. The model was processed four different times with the aforementioned demographics as independent variables and total investment value, cash value, equities value and unit trust value as the dependent variables. The null hypothesis was formulated as:

\[
H_0 : \beta_{n-q+1} = \beta_{n-q+2} = \ldots = \beta_n = 0
\]  

(4.5)

Where \( q \) represents the exclusion restrictions on the model. If the null hypothesis is concluded it indicates that there is no linear relationship between the dependent and independent variables. The alternative hypothesis was formulated as:

\[
H_a : H_0 \text{ is not true}
\]  

(4.6)

If the alternative hypothesis is concluded it indicates that there is a linear relationship between the dependent and independent variables.
4.1. Empirical results
It is essential to understand the behaviour of South African investors to formulate theories on how to market investment products. Therefore, this section analyses the relationship between different demographic factors, the amount being invested, as well as the product types being invested in. The first step in the process was to use descriptive statistics to gain insights into how the total investment amount is distributed among the different products.

From Table 1, the mean investment amount for the total invested amount is 55 826.70, while the median is only 2 224.90. This is an indication that more investors invest smaller amounts compared to high investment amounts. This is also evident when analysing the skewness of 13.71, which indicates that the distribution is positively skewed to the right. The high kurtosis of 260.66 results in a leptokurtic distribution shape as a normal distribution has a kurtosis of 3. The high variance of 71 115 500 000.00 and a standard deviation of 266 674.86 indicates that the investment amounts fluctuate quite dramatically from the mean value of 55 826.70 (Gujarati & Porter, 2010). Similar patterns emerge when analysing individual products. With all three products, the mean invested amounts are much higher than the median, however, the effects are less prevalent with unit trusts. For all three products, the distribution is positively skewed to the right with high kurtosis indicating leptokurtic distribution shapes. Variance and standard deviation are high, especially with unit trusts, indicating the values fluctuate dramatically from the mean value (Gujarati & Porter, 2010). The section below place focuses on how each demographic factor influences the total investment amount. The demographic factors include age, gender, race and income level. The first demographic factor analysed was the age of the investors.

| Statistical measure | Cash amount | Equities amount | Unit trusts amount | Total investment amount |
|---------------------|-------------|-----------------|--------------------|------------------------|
| Mean                | 48 801.13   | 106 415.50      | 332 501.10         | 55 826.70              |
| Median              | 2 044.18    | 5 058.50        | 115 560.20         | 2 224.90               |
| Variance            | 52 402 100 000 | 267 644 000 000 | 491 697 000 000   | 71 115 500 000         |
| Standard deviation  | 228 914.95  | 517 342.90      | 701 210.75         | 266 674.86             |
| Skewness            | 14.56       | 9.04            | 5.22               | 13.71                  |
| Kurtosis            | 309.26      | 97.30           | 32.63              | 260.66                 |
| Minimum             | 0.01        | 3.18            | 504.75             | 0.01                   |
| Maximum             | 7 289 199.86| 7 205 594.93    | 5 482 868.45       | 7 289 199.86           |

The researcher found that the amounts invested in cash are much higher than the other two product types being investigated. From Figure 3 a logarithmic scale was used to illustrate the trends and smooth out the large difference between cash investments and the other two products. The popularity of equities in the mid-age ranges can be seen, as well as an increase in the popularity of unit trusts among older investors. The results are similar to that of Gomes and Michaelides (2005) who found low participation in the equities market among young investors. This is in contradiction to the theory of the investor life cycle and the findings of Coco et al. (2005), Grable and Roszkowski (2008), Gibson et al. (2013), and Dickason and Ferreira (2018a), who found investors move away from riskier investments as they age. Linear regression was conducted three times with the independent variable set as age and the dependent variable changed to cash value, equities value and unit trust value.
The results were statistically significant for cash, equities, and unit trusts at a confidence level of 95 percent. Cash had the highest R-square of 0.0319, followed by equities with 0.0022. Unit trusts had the lowest R-square of 0.0019. Table 2 shows the parameter estimates that can be used to predict the amount invested per product based on age. The second demographic factor analysed was gender.

| Dependent variable | Parameter   | DF | Estimate | Standard error | t-value | Pr > |t| |
|--------------------|-------------|----|----------|----------------|---------|------|---|
| Cash               | Intercept   | 1  | -75,516  | 5035.71        | -15     | <.0001|
|                    | Age         | 1  | 2842.502 | 111.0144       | 25.6    | <.0001|
| Equities           | Intercept   | 1  | -11,938  | 2837.194       | -4.21   | <.0001|
|                    | Age         | 1  | 415.2035 | 62.54716       | 6.64    | <.0001|
| Unit trusts        | Intercept   | 1  | -6737.55 | 1630.131       | -4.13   | <.0001|
|                    | Age         | 1  | 222.5489 | 35.93693       | 6.19    | <.0001|

5. Influence of gender on investment product choice

Figure 4 illustrates the average amount invested per gender. Males invest slightly higher average amounts when compared to females. The differences are small, however, indicating that even though more females invest in cash and unit trusts, male investors that also invest in these products invest similar amounts. This supports the findings of Slovic (1966), Roszkowski et al. (1993), Hawley and Fuji (1993), Sung and Hanna (1996), Sharma (2006), Rahmawati et al. (2015), Van den Bergh (2018), Dickason and Ferreira (2019), and Lawrenson (2020) that female investors invest in less risky investment products. Female investors are also less likely to invest in equities, however, the females that do invest in equities invest similar amounts to their male counterparts. After establishing the influence of age and gender on investments, the researcher focussed on the influence of race on investment product choice.

From Table 3, the majority of investors from each race group are invested in cash, with African and Coloured investors 91 percent invested in cash. The lowest amount invested in cash is White investors with 79 percent invested in cash. Indian and other races have 85 and 82 percent invested
Figure 4. Average amount invested per product by each gender.

Table 3. Cross-tabulation of race and investment products

| Race   | Cash investors | Equity investors | Unit trust investors |
|--------|----------------|------------------|---------------------|
|        | Investors Value | Investors Value | Investors Value     |
| African| 12,588 309 411 189 | 278 4 253 196   | 106 27 388 432     |
| Coloured| 1124 55 233 612 | 76 2 651 261 | 11 2 985 441 |
| Indian | 1061 107 562 947 | 131 16 736 156 | 10 2 259 897 |
| Other  | 130 12 581 024   | 15 2 694 806   | 0 0                  |
| White  | 4278 451 265 682 | 615 92 317 865 | 44 24 223 920 |
| Total  | 19,181 936 054 455 | 1115 118 653 284 | 171 56 857 690 |

in cash respectively. African investors have only 1 percent invested in equities and 8 percent in unit trusts. The number of African investors is much higher in equities than unit trusts, suggesting that lower amounts are being invested in equities when compared to unit trusts. Coloured investors are 4 percent invested in equities and 5 percent in unit trusts. The pattern resembles that of African investors with higher average amounts in unit trusts when compared to equities. Indian investors have 13 percent invested in equities and only 2 percent in unit trusts. Other races have 18 percent invested in equities with no unit trust investments. White investors have 16 percent invested in equities and 4 percent in unit trusts. The results support the findings from Gutter and Fontes (2006) that White investors are more likely to hold risky investment products. The final demographic factor analysed was the income level of the investors. These results can be due to the arguments of MacCrimmon and Wehrung (1986) as well as Zhong and Xiao (1995) that White individuals portray an attitude of confidence in decision-making skills and their abilities to analyse markets. However, these results are contrary to previous studies done in the private investment sector where Van Schalkwyk (2012) and Dickason and Ferreira (2018b), who found that African people tend to take higher risks than White people do, thus making African people are more risk-tolerant. These results were once again confirmed by

Figure 5 illustrates the percentage distribution of the different investor products per income level. The figure clearly illustrates that there is a big difference between the product choices of investors in different income levels. The results show low-income investors gravitate more towards cash investments, with wealthier investors starting to move more towards equities. This suggests that there is
a strong correlation between the income level of an investor and the types of investment products they prefer. The results support that of researchers like Gutter and These results were confirmed in the South African context by Carroll (2000), Gutter and Fontes (2006), Van Schalkwyk (2012), and Mabalane (2015); Van den Bergh (2018), who found that wealthier investors are more likely to invest in higher-risk investment products when compared to lower-income investors. To further establish the link between the different investment products and the demographics used in the study, the researcher conducted multiple regression analysis with the investment products as the dependent variables and the demographics as the independent variables. By establishing whether there is a linear relationship between demographic factors and the total amount being invested and the investment amount per product, a predictive model can be built that attempts to identify if there is a relationship between these factors and the amount being invested. The first multiple regression model used the total investment amount as the dependent variable and investor age, race, gender, and income level as independent variables (Table 4 - 6). A backwards elimination technique was used to disregard factors that were not statistically significant.

The cash model had eleven steps before the most suitable combinations were selected. The model was statistically significant at a 95 percent confidence level and had an adjusted R-square of 0.0825. The adjusted R-square indicates that 8.25 percent of the amount being invested in cash can be predicted based on the available demographics. The results confirm that race on its own has a significant impact on the cash investment amount. Other significant factors include the combination of age*race, gender*income, and age*gender*income. Analysing each parameter individually shows similar results to that of the total investment amount. The model selected White investors as the base parameter with a degree of freedom equal to zero. The model indicated that there is a high significance between the cash investment amount for White investors when compared to African, Coloured, and Indian investors. The “Other” race group is not statistically significant. The combination of age and race also had high significance across all five race categories. With the combination of gender and income level, the model selected wealthy males as the base with degrees of freedom equal to zero. Female investors with low-, medium-, and high-income levels, as well as wealthy, show statistical significance. Male investors with low- and medium-income levels also show high statistical significance, while male investors with high-income level are not statistically significant. The final parameter combined age, race and income level with wealthy males chosen as the base with degrees of freedom equal to zero. The combination of gender with age for all income levels was statistically significant.
Table 4. Parameter results for cash investment amount

| Parameter     | DF  | Estimate     | Std error  | t-value | Pr > |t| |
|---------------|-----|--------------|------------|---------|------|---|
| Intercept     | 1   | −323,698     | 42,539     | −7.61   | <.0001 | |
| African       | 1   | 70,811       | 11,907     | 5.95    | <.0001 | |
| Coloured      | 1   | 77,857       | 22,500     | 3.46    | 0.0005 | |
| Indian        | 1   | 78,188       | 21,480     | 3.64    | 0.0003 | |
| Other         | 1   | −83,929      | 50,400     | −1.67   | 0.0959 | |
| White         | 0   | 0            |            |         |       |   |
| Age * African | 1   | 8726.1123    | 923.370424 | 9.45    | <.0001 | |
| Age * Coloured| 1   | 8944.91451   | 1006.741368| 8.89    | <.0001 | |
| Age * Indian  | 1   | 9944.90044   | 989.803526 | 10.05   | <.0001 | |
| Age * Other   | 1   | 13,616       | 1405.069649| 9.69    | <.0001 | |
| Age * White   | 1   | 11,275       | 907.378062 | 12.43   | <.0001 | |
| Female * High income | 1 | 205,516 | 53,260 | 3.86 | 0.0001 | |
| Female * Low income | 1 | 242,463 | 43,222 | 5.61 | <.0001 | |
| Female * Medium income | 1 | 218,471 | 45,315 | 4.82 | <.0001 | |
| Female * Wealthy | 1 | −190,107 | 66,649 | −2.85 | 0.0043 | |
| Male * High income | 1 | 90,156 | 49,093 | 1.84 | 0.0663 | |
| Male * Low income | 1 | 235,778 | 43,425 | 5.43 | <.0001 | |
| Male * Medium income | 1 | 104,921 | 45,141 | 2.32 | 0.0201 | |
| Male * Wealthy | 0 | 0 | | | | |
| Age * Female * High income | 1 | −6746.00865 | 1168.579664 | −5.77 | <.0001 | |
| Age * Female * Low income | 1 | −7955.8814 | 923.556209 | −8.61 | <.0001 | |
| Age * Female * Medium income | 1 | −7085.32258 | 971.759925 | −7.29 | <.0001 | |
| Age * Female * Wealthy | 1 | 5113.40345 | 1427.399352 | 3.58 | 0.0003 | |
| Age * Male * High income | 1 | −3678.24652 | 1065.073102 | −3.45 | 0.0006 | |
| Age * Male * Low income | 1 | −7919.29848 | 930.142013 | −8.51 | <.0001 | |
| Age * Male * Medium income | 1 | −4243.81734 | 967.150239 | −4.39 | <.0001 | |
| Age * Male * Wealthy | 0 | 0 | | | | |

Table 6. Parameter results for unit trust investment amount

| Parameter     | DF  | Estimate     | Std error   | t-value | Pr > |t| |
|---------------|-----|--------------|-------------|---------|------|---|
| Intercept     | 1   | −6737.548706 | 1630.130929 | −4.13   | <.0001 | |
| Age           | 1   | 222.548871   | 35.936929   | 6.19    | <.0001 | |

The equities model conducted thirteen steps before the most relevant demographic factors and combinations were selected. The model is statistically significant at a confidence level of 95 percent and the adjusted R-square is 0.0203. This indicates that 2.03 percent of the investment amounts in equities can be explained by the model. The model highlights that demographics like race and gender do not have statistical significance and that equity investments are more dependent on the income level of the investor and the combination of age and income level. The model selected wealthy investors as the base parameter with zero degrees of freedom. Low income showed high statistical significance, with
Table 5. Parameter results for equities investment amount

| Parameter            | DF | Estimate | Std error | t Value | Pr > |t|
|----------------------|----|----------|-----------|---------|------|---|
| Intercept            | 1  | -60,502  | 18,721    | -3.23   | 0.0012 |
| High income          | 1  | -11,834  | 21,899    | -0.54   | 0.5889 |
| Low income           | 1  | 58,362   | 19,009    | 3.07    | 0.0021 |
| Medium income        | 1  | 34,393   | 19,823    | 1.73    | 0.0828 |
| Wealthy              | 0  | 0        | 0         |         |       |
| Age * High income    | 1  | 2034.8   | 258.2258  | 7.88    | <.0001|
| Age * Low income     | 1  | 74.411   | 72.54956  | 1.03    | 0.3051 |
| Age * Medium income  | 1  | 769.85   | 143.0681  | 5.38    | <.0001|
| Age * Wealthy        | 1  | 3189.9   | 400.5744  | 7.96    | <.0001|

medium- and high income showing no statistical significance. The combination of age and income level indicated that all income levels showed statistical significance, with the exception of low income, which showed no statistical significance.

To establish if there were any statistically significant demographic factors to consider, the unit trust model conducted fourteen steps. The resulting model is statistically significant at a 95 percent confidence level, however, the adjusted R-square is extremely low at 0.0019. This indicates that the model only accurately predicts 0.19 percent of the value an investor is expected to invest in a unit trust. The only statistically significant parameter is the age of the investor. The null hypothesis for this study is thus rejected at a confidence level of 95 percent as the demographic factors have a significant impact on the products chosen by the investors. From the analysis conducted thus far, it is clear that the majority of South African investors are more likely to invest in investments that are regarded to be safe. Equity investments are more popular among affluent investors between 40 and 60 years of age. In order to gain more insight as to the level of risk South African investors take per phase on the investor life cycle, the researcher grouped the age bands as laid out by Brown and Reilly (2012).

Table 7 gives an outline of the percentage each phase on the life cycle invests based on risk level. The analysis shows that contrary to the theory, South African investors in the accumulation phase invest primarily in low risk investment products. The phase also has the lowest investment percentage invested in both medium and high risk products. The consolidation phase shows an increase in both medium and high risk investments and is also the phase with the highest amount invested in high risk products. In this phase investors should move away from risky products and invest more in medium and low risk products, however, this is not entirely the case.

Table 7. Percentage invested per life cycle phase

| Phase in investor life cycle | Low risk products | Medium risk products | High risk products |
|-----------------------------|-------------------|----------------------|-------------------|
| Accumulation                | 92%               | 1%                   | 7%                |
| Consolidation               | 83%               | 4%                   | 13%               |
| Spending/Gifting            | 84%               | 6%                   | 10%               |

Source: Author compilation
The final phase shows investors once again moving away from high risk products. However, this phase does have the highest percentage invested in medium risk products compared to the previous phases. The theory is that investors in the accumulation phase should invest more in high risk investments as the expected investment horizon is much longer. This is, however, not the case, with the bulk of these investors holding low risk investments. High risk investments increase in this phase as investors age towards the consolidation phase. Medium risk investments are seen with investors under the age of 21, however, it decreases to close to zero and slowly starts to increase towards the consolidation phase. The consolidation phase is theorised to be where an investor starts moving more towards medium risk investments as the overall investment horizon is shorter.

The curve initially moves more towards lower risk investments, however, the trend reverses after the age of 40, with investors moving more towards higher risk investments (Figure 6). High risk investments reach the highest percentage with investors between the age of 51 and 55. Medium risk investments increase gradually in this phase reaching its second highest percentage on the life cycle at the age level between 56 and 60. Portfolios are more diversified in this phase when compared to the other two phases. The final phase shows a shift back towards low risk investments with low risk reaching a high of 94 percent for the age range 71 to 75. Medium risk investments also become slightly more popular with these investments reaching its highest level at the age level 66 to 70. After the age of 75, the investors again move away from low risk investments and more towards high risk investments, once again reaching its highest point of 20 percent for investors over the age of 80. The results of this study are therefore contrary to the existing theory of the investor lifecycle.

![Figure 6. Product risk level according to the investor life cycle.](image)

6. Conclusion
The individual investment decision is a complex matter, as numerous factors, ranging from demographic and socioeconomic influence to personal preferences, will ultimately shape the perfect portfolio of investments for every individual. Banks use a number of strategies to determine the risk categories of their clients, to provide them with the most effective investment products to suit individual needs. To determine the risk profile of an investor, banks will need to determine the investor consideration by analysing available demographic information and administering questionnaires where the investor can provide more insight into what they are trying to
achieve with the investment. Through these questionnaires, it is also possible to determine the investor’s goals as well as what can be achieved by analysing the financial standings of an investor. Banks can also use the information to determine certain constraints which can impact which investments will be included in the investor’s portfolio. Another characteristic of an investor that needs to be taken into account is the amount of risk that can be tolerated. As no two investors are the same, the best way to measure risk tolerance is from the investor’s own opinions on risk. This highlights the importance of using properly researched questionnaires when building investor portfolios.

To find the best combination of risky assets, banks and financial advisors need a thorough understanding of the investment instruments available and their unique characteristics. The main asset classes that were discussed are cash and other marketable securities, bonds, equities, real estate and alternative investments. These instruments each have unique risks and return characteristics which can be linked to the needs of the investor. Cash and other marketable securities are low risk investments with low returns. Bonds are slightly riskier, however, they can generate higher returns while still considered relatively safe investments. Equities are risky investments that require market research and a keen understanding of how they need to be traded. Real estate is seen as a good investment with promising returns, however, its biggest drawback is the difficulty in buying and selling of the asset. Alternative investments are specialised instruments that do not fall into any of the previous categories. These instruments are generally very complex and carry the highest risk, however, they also have the potential of generating the biggest returns. Allocating the most effective percentages of these assets into a portfolio is the most important part of the portfolio’s construction. Diversification has been proven to reduce the amount of risk in a portfolio without reducing the expected return. By measuring the risk and return of these assets and then measuring how correlated they are with each other, it is possible to determine what percentages of each asset would provide the perfect mix of assets for the individual investor’s unique needs. Several models have been developed which can be used to measure the performance of a portfolio and to find the required mix of risky and riskless assets.

Individuals do not think about investing in the same way. The investor life cycle theory proposes that an investor will go through 4 distinct phases in their lifetime. The initial accumulation phase is where the investor is starting to accumulate their wealth. As there is a long-expected investment horizon, the investor can invest in riskier assets as they have time to recoup any possible losses. At a later stage, the investor will enter the consolidation phase where they have a shorter investment horizon and would rather seek to preserve the value of their investments for retirement. When the time to retire approaches an investor will enter the spending phase, where they will mostly seek out the safest investments as they are no longer accumulating new wealth and rather surviving off existing investments. The final stage is the gifting phase, where investors no longer require a large amount of wealth they accumulated and they start sharing the wealth with family or donating to charity. Investor behaviour is unpredictable, as there are a large number of factors influencing the returns an investment can generate. What makes this even more unpredictable is the fact that individuals do not always make rational decisions. This contradicts the theories laid out by the investor life cycle, as these irrational investors might not behave in the way they should, given their theoretical life cycle stage. Regardless of this, there has been a wealth of research done regarding the validity of the life cycle theory, with the majority supporting the theory. The theory should be used as a guideline for financial advisors to provide investors with the most suitable investments for their unique needs.

The analysis confirmed that each demographic factor played a role in the overall amount being invested. Moreover, investors in the consolidation phase of the investor life cycle held more equity investments, while unit trusts were most popular among older investors. Cash
investments were popular for all age groups, which indicates that the majority of South Africans prefer safe investment options. The distributions for gender was found to be similar for male and female investors, however, by running a multiple regression analysis, the researcher determined that gender in combination with the other demographic factors, was a predictive variable. There were also differences in the types of products male and female investors preferred, with male investors showing a higher likelihood to invest in equities. The investment product analysis revealed that as income levels rose, the probability of an investor investing in equities increased, with the highest proportion of equity investments found in the wealthy investor segment. Unit trust investments were low across all income levels, however, there was also a slight increase in the value being invested with wealthier investors. The results indicate that lower-income investors prefer safe investment options, while wealthier investors can afford to take more risks. Banks have the means and abilities to gain insights from the vast amounts of data available on their clients. Using these insights, banks can model investor behaviour and promote healthy investment habits. By combining the theory of the investor life cycle, with the data available, banks can improve the returns their clients are expecting and improve client retention. By overlaying all the other data available that could not be supplied for the study due to ethical considerations, even more, accurate predictive models can be built. Banks can include data like regions, education level, marital status, number of dependents, rewards programme levels and a range of other factors that could potentially be indicative of investment needs.
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