The Optical Signatures of Stochastic Processes in Many-Body Exciton Scattering
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Abstract
We review our recent quantum stochastic model for spectroscopic lineshapes in the presence of a co-evolving and non-stationary background population of excitations. Starting from a field theory description for interacting bosonic excitons, we derive a reduced model whereby optical excitons are coupled to an incoherent background via scattering as mediated by their screened Coulomb coupling. The Heisenberg equations of motion for the optical excitons are then driven by an auxiliary stochastic population variable, which we take to be the solution of an Ornstein–Uhlenbeck process. Here we discuss an overview of the theoretical techniques we have developed as applied to predicting coherent non-linear spectroscopic signals. We show how direct (Coulomb) and exchange coupling to the bath give rise to distinct spectral signatures and discuss mathematical limits on inverting spectral signatures to extract the background density of states.
1. INTRODUCTION

It is well recognized that many-body phenomena have a profound effect on the linear and non-linear optical lineshapes of semiconductors with reduced dimensionality, in which Coulomb correlations can be particularly strong due to decreased screening and quantum confinement effects. One such effect is biexciton formation, in which Coulomb binding of two electron-hole pairs results in new two-electron, two-hole quasiparticles (1–11). Another important process that is highly relevant in exciton quantum dynamics is excitation induced dephasing (EID) (12–28), primarily investigated in two-dimensional (2D) systems such as III-V quantum wells (13, 18–20, 22–24), single-layer transition-metal dichalogenides (25, 26), quantum dot photocells (28), and two-dimensional metal-halide perovskite derivatives (27). This can be described as the incoherent Coulomb elastic scattering between multiple excitons or between excitons and an electron-hole plasma generated with the excitation optical field. The scattering process gives rise to faster dephasing dynamics compared to the low-density pure-dephasing limit, and may be the dominant dephasing pathway at sufficiently high densities. In many systems, especially those with strong exciton-phonon coupling, the background excitations are transient and co-evolve with optical modes of the system and consequently a strictly incoherent kinetic description such as this mesoscopic approach or a kinetic Markovian Boltzmann-like scattering theory (15) cannot describe coherence dynamics. EID can be effectively rationalized from a mesoscopic perspective by means of the optical Bloch equations, which capture the effect of many-body exciton scattering on both population and coherence dynamics derived from coherent spectroscopy of semiconductors (20, 21).

Recent advances towards a more microscopic perspective has been presented by Katsch et al., in which excitonic Heisenberg equations of motion are used to describe linear excitation line broadening in two-dimensional transition-metal dichalogenides (29). Their results indicate exciton-exciton scattering from a dark background as a dominant mechanism in the power-dependent broadening EID and sideband formation. Similar theoretical modelling on this class of materials and their van der Waals bilayers have yielded insight into the role of effective mass asymmetry on EID processes (30). These modelling works highlight the need for microscopic approaches to understand nonlinear quantum dynamics of complex 2D semiconductors, but the computational expense could become considerable if other many-body details such as polaronic effects are to be included (31). As an alternative general approach, we recently developed an analytical theory of dephasing in the same vein as Anderson-Kubo lineshape theory (32, 33), but that includes transient EID and Coulomb screening effects, would be valuable to extract microscopic detail on screened exciton-exciton scattering from time-dependent non-linear coherent ultrafast spectroscopy, via direct and unambiguous measurement of the homogeneous excitation linewidth (34, 35).

Here we present an overview of our work that employs a quantum stochastic approach, derived from a first-principles many-body theory of interacting excitons, to develop a mostly analytical model that describes linear and nonlinear spectral lineshapes that result from exciton-exciton scattering processes, and, importantly, their dependence on population time due to the evolution of a non-stationary/non-equilibrium excitation background (see Fig. 1(a)). Our approach is similar in spirit to the celebrated Anderson-Kubo theory (32, 33) and reduces to that in the limit of a stationary background population at sufficiently long times (36). The model captures a microscopic picture of EID by integrating over the interactions of excitons produced via a well-defined coherent pathway (Fig. 10 below). The background excitons that do not have a well-defined phase relationship induced by the optical field and can be treated as a non-stationary source of quantum noise. In doing so, we can directly insert the spectral density of the bath into non-linear spectral response functions and obtain fully analytical expressions for the coherent exciton lineshapes.

We implement the model to investigate the evolution of the two-dimensional coherent excitation
lineshape in a polycrystalline thin film of a prototypical two-dimensional single-layer metal-halide perovskite derivative, phenylethylammonium lead iodide [(PEA)$_2$PbI$_4$] (see Fig. 1(c) for the crystal structure). We have selected this material as a model system because of its well-defined exciton lineshape that we have modeled quantitatively within a Wannier-Mott framework (37) and because it displays strong many-body phenomena — strongly bound biexcitons at room temperature (38), and robust EID effects (27). Furthermore, we have concluded that the primary excitations are exciton polarons (31,39) — quasiparticles with Coulomb correlations that are renormalized by lattice dynamics via polaronic effects; both electron-hole and photocarrier-lattice correlations are ingredients of the system Hamiltonian such that the lattice dressing constitutes an integral component of its eigenstates and eigenvalues. This renders the system in a highly dynamically disordered state such that lattice screening effects play an important role in shaping the linewidth (27) and in dictating nonadiabatic dynamics (40). We measure the dephasing dynamics via the homogeneous linewidth extracted by means of two-dimensional coherent excitation spectroscopy (34, 35). In our measurements, excitons generated coherently by a sequence of time-ordered and phase-matched femtosecond pulses scatter from incoherent background excitons and thereby undergo EID, which is perceived via changes of the homogeneous linewidth. We find that EID affects the complex lineshape by mixing absorptive and dispersive features in the real and imaginary spectral components; the real component of the two-dimensional coherent spectrum initially displays a dispersive lineshape that evolves into an absorptive over the timescale in which EID couplings persist, and the imaginary component evolves in the converse fashion. Furthermore, we find that the homogeneous contribution to the spectral linewidth narrows with population time, indicating a dynamic slowing down of the dephasing rate as the EID correlations active at early time dissipate. We find that the dynamic line narrowing phenomenon is reproduced by our stochastic scattering theory, which allows us to explore the effect of dynamic Coulomb screening on EID quantum dynamics.

Figure 1
(a) Schematic representation of optical absorption of excitons and exciton-exciton scattering with a background population, where the dispersion relation is in the exciton representation and $\vec{k} = \vec{k}_e + \vec{k}_h$ is the exciton wavevector. (b) Time evolution of population $N(t)/N_{eq}$ from an initial nonstationary state produced by exciton injection. Individual trajectories are represented by blue dots. Asymptotically, the function reaches a stationary state that yields the Anderson-Kubo limit. (c) Crystal structure of (PEA)$_2$PbI$_4$ with schematic representation of exciton-exciton elastic scattering interactions. Reproduced with permission from ref. 41. Copyright 2020 American Institute of Physics.
2. NONLINEAR SPECTROSCOPIC SIGNATURES OF EID

Two-dimensional coherent electronic spectroscopies are very powerful techniques to identify and quantify many-body effects in semiconductors, and have been instrumental in the study EID of excitons in 2D materials. Much of the early work was carried out by the group of Cundiff on semiconductor nanostructures, but here we focus on our recent work a Ruddlesden-Popper metal halide, namely on (PEA)$_2$PbI$_4$, (PEA = phenylethylamine), which is a 2D analogue of a lead-iodide perovskite structure (see Fig. 1(c)). We highlight the peculiar signatures of EID on the 2D exciton complex lineshape, the effect of exciton density on the homogeneous linewidth, and finally on the time evolution of the spectral lineshape.

We start this review by considering the complex 2D coherent excitation spectrum of (PEA)$_2$PbI$_4$ to quantify the consequences of EID in the nonlinear lineshape. The linear absorption spectrum (Fig. 2(a)) reveals a family of exciton polarons with binding-energy offsets of ~40 meV.

![Figure 2](image)

**Figure 2**
(a) Linear absorption spectrum of (PEA)$_2$PbI$_4$ at 5 K. Real part of the corresponding rephasing (b) and non-rephasing (c) spectra at a population time of $\tau_p = 0$ fs and at 5 K. The bar to the right of the figure displays the vertical false color scale in arbitrary units. Reproduced with permission from ref. 41. Copyright 2020 American Institute of Physics.
we label the dominant excitons as $X_A$ and $X_B$, and a shoulder at the blue edge of $X_A$ as $X_A'$. Shown in Figs. 2(b) and 2(c) are the real parts of two different coherent excitation pathways; the time-ordering of the three optical pulses in the experiment and phase-matching conditions define the specific excitation pathways, based on which rephasing [Fig. 2(b)] and non-rephasing [Fig. 2(c)] spectra are obtained (43). In the rephasing experiment, the pulse sequence is such that the phase evolution of the polarization after the first pulse and the third pulse are of opposite sign, while in the non-rephasing experiment, they are of the same sign (see equation 52 and Fig. 10). Both measurements shown in Fig. 2 are taken at a population waiting time $\tau_p = 0$ fs and an excitation fluence of $40$ nJ/cm$^2$, which corresponds to an exciton density in which we have identified effects of elastic exciton-exciton scattering (27). Corresponding diagonal spectral features at the energies of $X_A$, $X_A'$ and $X_B$ (indicated by the magenta vertical dotted-lines in Fig. 2) are observed, both in rephasing and non-rephasing spectra. Apart from these diagonal peaks, we observe an off-diagonal excited-state absorption feature (opposite phase with respect to the diagonal features) corresponding to a correlation between the absorption energy of $X_A$ and emission energy $\sim 2.3$ eV, which has no corresponding diagonal signal. We have assigned this cross-peak to a biexciton resonance (38).

Rephasing vs. Nonrephasing:
Photon momentum conservation requires the output signal wave vector, $\mathbf{k}_s$, be the sum of the input wave vectors. These can be understood by inspection of Fig. 10 (c.f. (44)).

Rephasing:
$\mathbf{k}_s = -\mathbf{k}_1 + \mathbf{k}_2 + \mathbf{k}_3$
Non-rephasing:
$\mathbf{k}_s = \mathbf{k}_1 - \mathbf{k}_2 + \mathbf{k}_3$

$\tau_p$: Time between pulses 2 and 3 in which system is in a density-matrix population state: $|n\rangle\langle n|$.

Figure 3
Fluence dependence of the exciton dephasing rates. Dephasing parameters $\gamma$ of $X_A$, $X_A'$ and $X_B$ are obtained from the simultaneous fitting of diagonal and anti-diagonal cuts of the norm of the zero-time rephasing spectrum, plotted as a function of excitation fluence. Squares represent the experimental linewidths and lines are the best fit to the model described in the main text. Error bars on the data are contained within the markers. The sample temperature was maintained at 5 K. Reproduced with permission from ref. 27. Copyright 2019 American Physical Society.

From the norm of the rephasing spectrum at zero time [not shown in Fig. 2 but shown below in Fig. (3(i))], one can extract the homogeneous and inhomogeneous linewidths via a global analysis of the diagonal and the anti-diagonal lineshape (34, 35). To assess the contribution of many-body

\[ \gamma_0 = (2.04 \pm 0.03) \text{ meV} \]
\[ \delta_\omega = (6.58 \pm 0.04) \text{ meV} \]
\[ \Delta = (4.3 \pm 0.1) \times 10^{-12} \text{ meV} \]

\[ \gamma_0 = (2.75 \pm 0.04) \text{ meV} \]
\[ \delta_\omega = (5.97 \pm 0.08) \text{ meV} \]
\[ \Delta = (8.6 \pm 0.1) \times 10^{-12} \text{ meV} \]

\[ \gamma_0 = (2.16 \pm 0.03) \text{ meV} \]
\[ \delta_\omega = (6.52 \pm 0.04) \text{ meV} \]
\[ \Delta = (2.7 \pm 0.1) \times 10^{-12} \text{ meV} \]
interactions on the dephasing dynamics of the different excitons, we acquired 2D coherent excitation spectra for a wide range of excitation fluences and sample temperatures (the raw data is presented in Ref. 27). The monotonic rise of $\gamma$ with the excitation fluence at 5 K is shown in Fig. 3. Such a dependence on exciton density $n$ is a consequence of broadening induced by exciton-exciton elastic scattering mediated by long-range Coulomb interactions:

$$\gamma_{\text{EID}}(n) = \gamma_0 + \Delta \cdot n.$$  

Here, $\gamma_0$ is the density-independent dephasing rate and $\Delta$ is the exciton-exciton interaction parameter (25, 34, 35). Excitons in Ruddlesden-Popper metal halides are confined to one of the inorganic quantum wells and are electronically isolated from the others due to the large inter-layer distance (38) (\(\sim 8\) Å) imposed between them by the long organic cations. However, the sample itself, 40-nm thick, is composed of tens of these quantum wells, leading to a highly anisotropic exciton-exciton interaction. To quantify EID effects, we report the exciton-exciton interaction parameter, $\Delta$, in units of energy per area. The associated fits and the fit parameters are displayed in Fig. 3(a), (b) and (c). While $\gamma_0$ is approximately 2 meV with modest variation across the three probed excitonic transitions, $\Delta$ varies more substantially. It is $2.7 \times 10^{-12}$ meV cm$^2$ for $X_\beta$, increases to $4.3 \times 10^{-12}$ meV cm$^2$ for $X_\alpha$, and to $8.6 \times 10^{-12}$ meV cm$^2$ for $X_\delta$. Furthermore, for all excitons, $\gamma$ is consistently smaller with linearly polarized excitation than with circularly polarized pulses (27). Moreover, except for exciton $X_\delta$, it is independent on the helicity of the exciting pulses within our experimental uncertainty (27). When exciting the sample with linearly polarized pulses, excitons can scatter on both left and right circularly polarized excitons. However, they can only scatter with excitons of the same polarization when excited with circularly polarized pulses due to conservation of angular momentum (45).

It is not straightforward to compare these values with those of other materials due to the ambiguities over the relevant values of the permittivity function and thus the Bohr radii. However, given the two-dimensional nature of the exciton and comparable exciton binding energies, monolayers of transition metal-dichalcogenides (TMDCs) provide a realistic benchmark. Intriguingly, previous 2D coherent excitation measurements on unencapsulated WSe$_2$ (25) and encapsulated MoSe$_2$ (26) revealed $\Delta = 2.7 \times 10^{-12}$ meV cm$^2$ and $4 \times 10^{-13}$ meV cm$^2$, respectively, three and two orders of magnitude higher than the value obtained here for (PEA)$_2$PbI$_4$. This and the linearity of the dephasing rates over a wide range of excitation densities (45) highlights the substantial screening of the exciton-exciton interactions in these Ruddlesden-Popper metal halides. This is especially surprising given the high exciton binding energy (38), another characteristic that (PEA)$_2$PbI$_4$ shares with TMDC monolayers (46, 47).

We now return to the complex zero-time spectral lineshape displayed in Fig. 2. Upon close inspection, we notice that the real part of the spectrum displays dispersive shape, i.e. derivative shape about the peak energy, both for diagonal and off-diagonal resonances, in both the rephasing and non-rephasing spectrum. Note the sign-flip for the off-diagonal feature, which is consistent with its assignment to the excited state absorption to the biexcitonic state (38). Similarly, the imaginary part of the spectra (not shown in Fig. 2 but shown in Fig. 3) display an absorptive lineshape. We have demonstrated that such dispersive lineshapes are a consequence of many-body correlations (41), consistent with the analysis of similar measurements in semiconductor quantum wells (22). These lineshapes are unexpected in the absence of many-body correlations; the real part of the spectrum should be absorptive while the imaginary part dispersive. The spectra in Fig. 2 therefore reveal phase mixing due to many-body Coulomb correlations responsible for EID. In fact, Fig. 3 indicates that the EID dominates the non-linear response in the employed pump fluence range.

The evolution of the rephasing lineshape shown in Fig. 2(b) with population waiting time $\tau_p$ is displayed in Fig. 4. The top row displays the real part of the spectrum at different values of $\tau_p$, the
Figure 4

(a)–(d): Real parts of experimentally measured rephasing spectra at population times $\tau_p$ indicated at the top of each panel, measured at 5 K. (e)–(h): Corresponding imaginary parts of the spectrum. (i)–(l): The norm (absolute value) of the optical response. All spectra components are plotted in the same relative vertical color scale to facilitate comparison of the time-dependent signal. Reproduced with permission from ref. 41. Copyright 2020 American Institute of Physics.

middle row the imaginary component, and the bottom row the norm (absolute value) of the complex spectrum. We observe that the phase scrambling phenomenon displayed in the $\tau_p = 0$ fs spectrum [Fig. 4(b)] dissipates within $\tau_p \leq 240$ fs: the real component of the spectrum evolves from an initially dispersive [Fig. 4(a)] to absorptive [Fig. 4(d)] lineshape, while that of the imaginary part evolves from absorptive [Fig. 4(e)] to dispersive [Fig. 4(h)] character. We note that although the evolution of the real and imaginary components of the complex lineshape is substantial over this ultrafast time window, the population decay of the diagonal features for $X_A$ and $X_B$ is weak, observed via the modest evolution of the total intensity in Fig. 4(i)–(l). The decay of the $X_A$ diagonal peak and the biexciton cross peak appears more substantial.

We also highlight the reduction in the total linewidth of the each diagonal exciton resonance in the absolute value of the response shown in Fig. 4(i)–(l) with population time. Inspection of these spectra reveal dynamic narrowing of $X_A$ and $X_B$, primarily along the anti-diagonal spectral axis. It is more difficult to visually ascertain the linewidth evolution of $X_A'$ and the biexciton cross peak given the non-negligible decay over this time period.

To quantify the measured dynamic line narrowing, we display in Fig. 5 the homogeneous linewidth as extracted as in reference 27 as a function of population time $\tau_p$. By this analysis, Fig. 5 shows that
Homogenous linewidths obtained from the lineshape analysis of the absolute value of the rephasing spectra (see reference [27]) plotted as a function of the population time for (a) $X_A$, (b) $X_A'$, and (c) $X_B$ exciton lines shown in Fig. 2(a). Reproduced with permission from ref. [41]. Copyright 2020 American Institute of Physics.

The linewidth of $X_A$ reduces most drastically, but that of $X_B$ also reduces over a typical time window, while $X_A'$ displays no line narrowing. We note that in reference [27] and in Fig. 3 we reported that $X_A$ has a stronger density dependence of EID than $X_B$, which is consistent with the observation derived from Figs. 5(a) and 5(c). We have found $X_B$ to be more strongly displaced along phonon coordinates involving octahedral twist in the plane of the inorganic layer, and out of plane scissoring of the Pb—I—Pb apex. The stronger exciton-phonon coupling implies that $X_B$ is more susceptible to dynamic screening than $X_A$, which is consistent with the data in Fig. 5 and Fig. 3. Finally, we point out that the asymptotic value of the homogeneous linewidth for $X_A$, $X_A'$, and $X_B$ tends towards the low-exciton-density linewidths that we reported in reference [27].

The linewidth of $X_A'$ remains relatively constant over the probed population time. While this might initially suggest that this resonance is immune to EID effects, we note that the real part of the rephasing spectrum associated to this particular transition exhibits a dispersive lineshape at all population times, consistent with the initial lineshapes of $X_A$ and $X_B$. This indicates the clear presence of EID effects, as also confirmed by the density dependent linewidth previously published in Ref. [27]. The trend shown in Fig. 5(b), on the other hand, suggests that the inter-exciton scattering does not evolve with the population time, at least within the probed time range. Inspection of the the lineshape, however, suggests that the dispersive shape of the real part is preserved at all population times, suggesting $X_A'$ is subjected to EID over a much longer period of time than the other two resonances. Following the arguments developed by the theoretical work described below in the review, this implies the presence of a background exciton population that contributes to the scattering of $X_A'$ and whose stochastic evolution is that of the background of the other two resonances. This reiterates our assignment of the multiple resonances within the spectral structure to excitonic states of distinct character and possibly specific origin [31].

The early-time complex lineshape indicative of EID many-body correlations, shown in Figs. 2 and
Figure 6
Linear absorption, excitation pulse spectrum (a) and experimental real spectra for the rephasing (b) and nonrephasing (c) pulse sequences. Reproduced with permission from Ref. 22.

have been observed previously in GaAs quantum wells (22). Fig. 6 displays the real part of the zero-population-time rephasing and non-rephasing spectra at excitation densities in which the signature of many-body interaction is clearly observed, and we identify a dispersive lineshape akin to that observed in Fig. 2 for (PEA)₂PbI₄. In contrast, Fig. 7 displays typical 2D spectra for a conjugated polymeric J-aggregate material (H₂TPPS) taken in solution at room temperature. In this case, exciton/exciton interaction is essentially non-existent and the resulting 2D spectral maps show absorptive line-shapes in both the rephasing and non-rephasing signals. This latter case is well-described using current theoretical treatments of non-linear spectroscopy assuming that the line-shape results from stationary fluctuations about an average transition frequency.

We point out that inorganic and hybrid inorganic-organic semiconductors, such as GaAs quantum wells and (PEA)₂PbI₄ discussed in this section, Coulomb exciton-exciton interactions are strong and EID effects are evident in the 2D coherent spectral lineshape. Organic semiconductors display a contrasting situation, exemplified by measurements of 2D coherent spectra in molecular J aggregates (Fig. 7) (48). In this work, many-body excitonic effects are identified and analyzed, but the distinct lineshape effects in Figs. 2, 4, and 6 are not observed. This points to the highly localized nature of excitons in organic systems, where interactions with local vibration are dominant.

In the next section, we present an overview of our recent work in developing spectroscopic models in which the energy gaps evolve in concert with a bath of background excitations that are both non-equilibrium and non-stationary as the result of being incoherently pumped by a series of laser pulses. Here, we develop the theory starting from a microscopic/many-body description of a system of excitons interacting via long-range Coulomb interactions and coupled to a dissipative environment. The theory is developed by deriving stochastic Langevin equations for the excitons and then using these derive spectral responses in the mean-field limit. The resulting model reduces to the well-known Anderson-Kubo model in the limit that the excitonic dynamics are stationary. The model provides a microscopic origin for the EID and EIS effects in semiconductor systems. As part of our review, we work through many of the technical details of the theory and our use of stochastic calculus to derive...
Figure 7
(a) Examples of experimental (upper line) and simulated (lower line) 2D maps obtained in the rephasing (R), non-rephasing (NR), and double-quantum (2Q) configurations for H2TPPS aggregates in solution at room temperature. The R and NR maps report the real part of the signal at $t_2 = 0$ fs. The 2Q maps refer to $t_1 = 0$. All of the maps are normalized to their maximum. The energies of relevant states and the coordinates where the traces shown in panels d–f are extracted are also pinpointed in the maps. Reproduced from Ref.[48]

analytical expressions for the spectral responses.
3. NONLINEAR COHERENT SPECTROSCOPY OF NONSTATIONARY SYSTEMS

3.1. Optical Bloch Equations

The many-body exciton scattering signatures in the 2D coherent lineshape, reported in Fig. 6 for GaAs quantum wells, were rationalized by numerical simulation based on modified optical Bloch equations (OBE) (22). For a two-level system that includes both excitation-induced dephasing (EID) and excitation-induced shift (EIS) effects, the off-diagonal term of the density matrix, $\rho_{12}$, follows the following equation of motion:

$$
\dot{\rho}_{12} = - \left[ (\gamma_0 + \gamma' N \rho_{22}) - i (\omega_0 + \omega' N \rho_{22}) \right] \rho_{12} + i \frac{\mu_{12}}{\hbar} \cdot \vec{E}(t) (\rho_{22} - \rho_{11}) 
+ i \frac{\bar{\mu}_{12}}{\hbar} \cdot \vec{E}(t) (\rho_{22} - \rho_{11}),
$$

where $\gamma_0$ is the natural dephasing rate, $\rho_{11}$ and $\rho_{22}$ are the ground and excited state populations connected by coherence term $\rho_{12}$, $N$ is the number density of chromophores and $\gamma'$ and $\omega'$ characterize the collision rate and collective interactions within the excited state population. The last term corresponds to the driving field of the laser and dipole coupling between the ground and excited states. As the OBE system evolves, the total dephasing rate, $(\gamma_0 + \gamma' N \rho_{22}(t))$, and the phase oscillation frequency, $(\omega_0 + \omega' N \rho_{22}(t))$, both depend upon the fraction of chromophores in the excited state at time $t$.

Figure 8

Calculated real spectra for the rephasing sequence. (a) is based on a simple V system without any many-body interactions, while excitation-induced dephasing is included in (b). Reproduced with permission from Ref. 22.

Fig. 8 shows the predicted four-wave mixing signals for a two-level system with and without the term attributed to the EID component. While the simple OBE approach does capture the narrowing, shift, and asymmetry of the lineshape, it fails to capture the phase scrambling that is clearly observed in the experimental signals in Fig. 6. The OBE real signals are clearly absorptive, rather than dispersive.

However, the decomposition of a 2D spectrum into its real and imaginary parts depends on the techniques applied e.g., through the comparison to an independent spectrally resolved differential transmission measurement. In other words, the feature of dispersive lineshape may be hidden in the imaginary part of the spectrum. On the other hand, from the Green’s function approach, the EID and EIS are attributed respectively to the real and imaginary parts of the exciton self-energy renormalization. Therefore, the term of $\omega' + i\gamma'$ in Eq. (2) cannot be treated separately in a quantum mechanical theory. As we will illustrate later in our model, including the many-body interaction in the Hamiltonian.
leads to the excitation-induced dephasing and frequency shift effect in the spectral signals simultaneously.

What is then desired is an approach that incorporates the many-body dynamics of a dark, non-optical population that co-evolves with the optical signals. In this section, we accomplish this via the use of a stochastic line-shape approach, taken in the limit that the non-optical population contributes non-equilibrium and non-stationary contributions to the fluctuations of the optical energy gap.

### 3.2. Stochastic Many-body Processes

Our model is initiated by assuming that at $t = 0$ a non-stationary population of background excitations is created by a broad-band laser excitation. This physical picture is sketched in Fig. 1. In the current work, excitation occurs with a sequence of phase-matched and time-ordered femtosecond pulses used to measure a coherent nonlinear excitation spectrum, and the excitons produced and measured via a well defined coherent pathway (see Fig. 10 for the relevant ones in this work) are assumed to scatter elastically with their incoherent counterparts — excitons that are produced by the pulse sequence but have no phase relationship to those that produce signal in our experiments. The initial background population can be characterized by an average population $N_0$ and variance $\sigma^2 N_0$ both of which depend upon the excitation pulse as well as the density of states of the material. Optical excitations at $k = 0$ evolve in concert with a non-stationary ($k \neq 0$) background of excitations in which the interaction determined by a screened Coulomb potential giving rise to a noisy driving term that effectively modulates the exciton energy gap.

Here we consider the case where we have an ensemble of bosonic excitons described by a Hamiltonian written in second-quantized form as

$$H = \sum_k \hbar \omega_k a_k^\dagger a_k + \frac{1}{2} \sum_{kk'q} V_{k-k+q} a_{k+q}^\dagger a_{k-q} a_k a_k' a_{k'}.$$  \[3.\]

where $V = L^3$ is the unit volume and $V_q$

$$V_q = \frac{1}{(2\pi)^3} \int V(\mathbf{r}) e^{-i\mathbf{q}\cdot\mathbf{r}} d\mathbf{r}$$

is the Fourier component of the many-body interaction potential. We now collect the $k \neq 0$ terms by keeping those interacting with $k = 0$ excitons and involving no more than two $k \neq 0$ states.

$$H = \hbar \omega a_0^\dagger a_0 + \sum_{q \neq 0} \hbar \omega_q a_q^\dagger a_q + V_0 \frac{1}{2} a_0^\dagger a_0 a_0^\dagger a_0^\dagger + a_0^\dagger a_0 \left( V_0 \sum_{q \neq 0} (a_q^\dagger a_q) \right)$$

and focus only the $k = 0$ term

$$\frac{H}{\hbar} = \alpha a_0^\dagger a_0 + \Omega \hat{A}^\dagger \hat{A}$$

$$+ \frac{\hbar}{2} \left( a_0^\dagger a_0^\dagger a_0 a_0 + 4a_0^\dagger a_0 \hat{N} + a_0^\dagger a_0 \hat{A}^\dagger \hat{A} + a_0 a_0 \hat{A}^\dagger \hat{A}^\dagger \right)$$

where the $\hat{A}$, $\hat{A}^\dagger$, and $\hat{N}$ operators are collective bath operators defined by inspection of Eq. $5$ and $6$ is the exciton-exciton interaction, which we obtain from the s-wave scattering length $a$ and reduced...
mass \( \mu \) within the Born approximation \[ 49 \]

\[ \gamma_1 = \frac{4\pi \hbar a}{\mu}. \]

This assumption does not rely upon the specific form of the exciton-exciton interaction, only that it be of finite range. In the current context, this interaction will be due to Coulomb-mediated exciton-exciton scattering that gives rise to EID \[ 27 \]. However, it is possible that each distinct exciton within the family of the 2D perovskite system considered here \[ 31 \] have a distinct and unique value of \( \gamma_1 \), as we reported in ref. \[ 27 \] where we demonstrated distinct Coulomb screening of different exciton polaron. For purposes of our theoretical model, we assume that the system has a single exciton species that is susceptible to many-body scattering and therefore EID mediated via \( \gamma_1 \).

3.3. Exciton scattering contributions in the mean-field (Hartree) limit and quantum Langevin equations.

The term involving \( \hat{N} \) introduces mean-field between the \( k = 0 \) excitons and the net population of the \( k \neq 0 \) excitons. This term introduces energy fluctuation simply due to scattering of the \( k \neq 0 \) population from the \( k = 0 \) population. The other two terms give rise to fluctuations/dissipation due to exciton pair creation/annihilation. For the moment, we shall neglect these terms, but will return to discussing them in a later section.

We now assume that the collective operators for the background (dark) excitons

\[ \gamma_1 \hat{A}^\dagger \hat{A} = \sum_{q \neq 0} (V_0 + V_q) a_q^\dagger a_q \]

are coupled to an ensemble of otherwise unspecified bath oscillators \( b_i / b_i^\dagger \) as described by an auxiliary Hamiltonian of the form:

\[ H_{aux} = \hbar \Omega \left( \hat{A}^\dagger \hat{A} + \frac{1}{2} \right) + \sum_i \hbar \omega_i \left( \hat{b}_i^\dagger \hat{b}_i + \frac{1}{2} \right) \]

\[ + \sum_i \left( g_i \hat{A}^\dagger \hat{b}_i + g_i^* \hat{A} \hat{b}_i^\dagger \right). \]

For convenience we rotate the operators in the Heisenberg representation (denoted by subscript H) according to their respective frequency

\[ \hat{A}(t) = \hat{A}_H(t) e^{-i\Omega t} \]

\[ \hat{b}_i(t) = \hat{b}_{i, H}(t) e^{-i\omega_i t} \]

so that \( \hat{A} \) and \( \hat{b}_i \) evolve only under the influence of the interaction. Then we have the Heisenberg equation of motion for the rotated exciton operator

\[ \frac{d}{dt} \hat{A}(t) = -i \int_0^{t-t_0} d\tau \kappa(\tau) \hat{A}(t-\tau) + \hat{F}(t). \]

where

\[ \kappa(\tau) = \frac{1}{\hbar^2} \sum_i |g_i|^2 e^{i(\Omega - \omega_i)\tau} \]

\[ \hat{F}(t) = -i \sum_i (\hat{b}_i(t_0) e^{i(\Omega - \omega_i)t} + \hat{b}_i^\dagger(t_0) e^{-i(\Omega - \omega_i)t}). \]
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Considering that bath oscillator frequencies $\omega_i$ cover a wide range and $|g_i|^2$ may vary slowly with $\omega$, the oscillating exponentials in $\kappa(\tau)$ interfere destructively for $\tau > 0$ and $\kappa(\tau)$ becomes negligible when $\tau \gg \tau_c$, where $\tau_c$ is the correlation time of the bath. In addition, the time scale (damping time) of the excitons is often much greater than $\tau_c$, so that one may replace $\hat{A}(t-\tau)$ by $\hat{A}(t)$ from the integral. Eq. (11) can be rewritten as

$$\frac{d}{dt} \hat{A}(t) = - \left( \frac{\Gamma}{2} + i\Delta \right) \hat{A}(t) + \hat{F}(t),$$

in which

$$\Gamma = \frac{2\pi}{\hbar^2} \sum_i |g_i|^2 \delta(\Omega - \omega_i),$$

$$\Delta = \mathcal{D} \sum_i \frac{|g_i|^2}{\hbar^2} \delta(\Omega - \omega_i)$$

describe the spontaneous emission rate and the spontaneous radiative shift of the system operator, respectively.

The bath operator $\hat{F}(t)$ has the following properties

$$\langle \hat{F}(t) \rangle = \text{Tr} [\sigma_A \sigma_B \hat{F}(t)] = 0,$$

$$\langle \hat{F}(t') \hat{F}(t) \rangle = \langle \hat{F}^\dagger(t') \hat{F}^\dagger(t) \rangle = 0,$$

$$\langle \hat{F}^\dagger(t') \hat{F}(t) \rangle = \sum_i \frac{1}{\hbar^2} |g_i|^2 \langle n_i \rangle e^{i(\Omega - \omega_i)(t-t')},$$

$$\langle \hat{F}(t') \hat{F}^\dagger(t) \rangle = \sum_i \frac{1}{\hbar^2} |g_i|^2 \langle n_i \rangle (\langle n_i \rangle + 1) e^{i(\Omega - \omega_i)(t-t')}.$$  

where $n_i = b_i^\dagger n_i b_i$. Therefore $\hat{F}(t)$ can be considered as a Langevin force fluctuating around its zero average value, and Eq. (14) is a Langevin equation. The diffusion coefficients are defined as

$$2D_N = \int_{-\infty}^{+\infty} d\tau \langle \hat{F}^\dagger(t-\tau) \hat{F}(t) \rangle$$

$$2D_A = \int_{-\infty}^{+\infty} d\tau \langle \hat{F}(t') \hat{F}^\dagger(t-\tau) \rangle,$$

with subscripts $N$ and $A$ denote for the normal and anti-normal order of $\hat{F}^\dagger$ and $\hat{F}$. Furthermore,

$$2D_N = \Gamma' = \Gamma \langle n(\Omega) \rangle$$

$$2D_A = \Gamma'' + \Gamma = \Gamma (1 + \langle n(\Omega) \rangle),$$

where $\langle n(\Omega) \rangle$ is the average number of quanta of the bath modes having the same frequency $\Omega$ as the system.

In the mean-field Hamiltonian Eq. (6), the background exciton population operator $\hat{N}(t) = \hat{A}^\dagger(t) \hat{A}(t)$ is of our interest. Using Eq. (14) we deduce the Heisenberg equation of motion

$$\frac{d}{dt} \left[ \hat{A}^\dagger(t) \hat{A}(t) \right] = - [\Gamma + i(\Delta - \Delta^*)] \hat{A}^\dagger(t) \hat{A}(t) + \hat{F}^\dagger(t) \hat{A}(t) + \hat{A}^\dagger(t) \hat{F}(t).$$

Integrating the differential equation Eq. (14) from $t_0$ to $t'$

$$\hat{A}(t') = \hat{A}(t_0) e^{-i(\Gamma/2 + i\Delta)(t'-t_0)} + \int_{t_0}^{t'} dt'' \hat{F}(t'') e^{-i(\Gamma/2 + i\Delta)(t''-t_0)}.$$
Let $\tau = t - t''$, hence we have

$$\langle \hat{F}^\dagger(t) \hat{A}(t) \rangle + \langle \hat{A}^\dagger(t) \hat{F}(t) \rangle = \int_{-(t-b)}^{+(t-b)} d\tau \langle \hat{F}^\dagger(t - \tau) \hat{F}(t) \rangle = 2D_N. \tag{30}$$

The background exciton population operator $\hat{N}(t) = \hat{A}^\dagger(t) \hat{A}(t)$ satisfies

$$\frac{d}{dt} \langle \hat{A}^\dagger(t) \hat{A}(t) \rangle = \left( \frac{d}{dt} [\hat{A}^\dagger(t)] \hat{A}(t) + \hat{A}^\dagger(t) \frac{d}{dt} [\hat{A}(t)] \right)$$

$$= -\Gamma \langle \hat{A}^\dagger(t) \hat{A}(t) \rangle + \langle \hat{F}^\dagger(t) \hat{A}(t) \rangle + \langle \hat{A}^\dagger(t) \hat{F}(t) \rangle$$

$$= -\Gamma \langle \hat{A}^\dagger(t) \hat{A}(t) \rangle + 2D_N. \tag{31}$$

The nonzero average value of $\langle \hat{F}^\dagger(t) \hat{A}(t) + \hat{A}^\dagger(t) \hat{F}(t) \rangle$ prevents us from treating it as a Langevin force. However, the equation of motion Eq. (31) can still be described by a generalized Ornstein-Uhlenbeck equation with a drift $2D_N/\Gamma$

$$d\hat{N}(t) = -\Gamma \left( \hat{N}(t) - \frac{2D_N}{\Gamma} \right) dt + \sigma dW(t), \tag{32}$$

where $dW(t)$ represents a Wiener process. Because the background population operator $\hat{N}(t)$ and $k = 0$ exciton operator $\hat{a}_0^\dagger \hat{a}_0$ evolves independently, hereafter we treat $\hat{N}(t) = \text{Tr} \{ \hat{N}(t) \}$ as a function rather than an operator. The formal solution is

$$N(t) = N(0) e^{-\Gamma t} + \frac{2D_N}{\Gamma} \left( 1 - e^{-\Gamma t} \right) + \sigma \int_0^t e^{-\Gamma (t-s)} dW_s. \tag{33}$$

The covariance function does not depend on the drift,

$$\text{Cov}[N(s), N(t)] = \sigma^2 \left( e^{-\Gamma |t-s|} + \frac{\sigma^2}{2\Gamma} \left[ e^{-\Gamma |t-s|} - e^{-\Gamma |t+s|} \right] \right).$$

However, the average value of the stationary state no longer vanishes but is determined by the drift

$$\langle N(t) \rangle_{st} = \lim_{t \to \infty} \left[ N(0) e^{-\Gamma t} + \frac{2D_N}{\Gamma} \left( 1 - e^{-\Gamma t} \right) \right] = \frac{2D_N}{\Gamma}. \tag{34}$$

The drift term can also be approximated by $2D_N/\Gamma = \langle n(\Omega) \rangle$, where $\langle n(\Omega) \rangle$ is the average number of quanta of the bath modes having the same frequency $\Omega$ as the system. This indicates the equilibria between the system and the bath.
We can write the damping velocity as an operation denoted by $\mathcal{D}(\hat{A}(t))$

$$\mathcal{D}(\hat{A}(t)) = -\left(\frac{\Gamma}{2} + i\Delta\right)\hat{A}(t)$$ 35.

$$\mathcal{D}(\hat{A}^\dagger(t)) = -\left(\frac{\Gamma}{2} - i\Delta\right)\hat{A}^\dagger(t)$$ 36.

$$\mathcal{D}\left(\hat{A}^\dagger(t)\hat{A}(t)\right) = -\Gamma\hat{A}^\dagger(t)\hat{A}(t) + \Gamma'.$$ 37.

Then we have

$$2D_N = \left\langle \mathcal{D}(\hat{A}^\dagger)\mathcal{D}(\hat{A})\right\rangle - \left\langle \mathcal{D}(\hat{A})\mathcal{D}(\hat{A})\right\rangle = \Gamma' = \Gamma(n(\Omega)),$$ 38.

which can be considered as a generalization of the Einstein relation $(D = MK_qT\gamma)$ between the diffusion coefficient $D$ and the decay rate $\Gamma$.

Similarly, the diffusion coefficient $D_A$ is related to $\hat{A}(t)\hat{A}^\dagger(t)$ by

$$\frac{d}{dt} \left\langle \hat{A}(t)\hat{A}^\dagger(t) \right\rangle = -\Gamma \left\langle \hat{A}(t)\hat{A}^\dagger(t) \right\rangle + 2D_A.$$ 39.

Since $\left\langle [\hat{A}(t),\hat{A}^\dagger(t)] \right\rangle = 1$, we conclude

$$D_A - D_N = \frac{\Gamma}{2}.$$ 40.

Note that $D_N$ and $D_A$ are originated from the non-Hamiltonian part of the damping/relaxation. The radiative shift term of $\Delta$ can be absorbed into an effective Hamiltonian thus it is not included in the equations of motion for $\hat{A}^\dagger(t)\hat{A}(t)$ and $\hat{A}(t)\hat{A}^\dagger(t)$.

For a stationary background population, i.e. $\langle N(t) \rangle = 0$ the covariance evolves according to

$$\langle N(t)N(s) \rangle = \langle N(t-s)N(0) \rangle = \frac{\sigma^2}{2\Gamma} \exp(-\Gamma|t-s|).$$

In this limit, our model reduces to the Anderson-Kubo model in which the frequency fluctuates about a stationary average according to an Ornstein-Uhlenbeck process. In this case, the population relaxation time in our model is equivalent to the correlation time in Anderson-Kubo and this gives the rate at which the environment relaxes back to its stationary average given a small push. Moreover, the fluctuation amplitude, $\Delta\sigma^2$, in Anderson-Kubo is equivalent to $\sigma^2/2\Gamma$ in our model. As we shall show, what appears at first to be a simple modification to the dynamics of a system has significant implications in terms of the non-linear spectral response of the system.

At time $t = 0$, we push the background population significantly away from the steady-state distribution to an initial value of $\langle N(0) \rangle = N_0$, the population evolves as

$$N(t) = N(0)e^{-\Gamma t} + \sigma \int_0^t e^{-\Gamma(t-s)}dW(s).$$ 41.

and

$$\langle N(t) \rangle = e^{-\Gamma t}N_0,$$ 42.

where $N_0$ is the mean number of background excitations present at time $t = 0$.

In principle, there will be a distribution about this mean characterized by a variance $\sigma^2 N_0$. As a result, we break reversibility and the time symmetry of the correlation functions. Mathematically, this means that $\langle N(t)N(s) \rangle \neq \langle N(t-s)N(0) \rangle$ since the choice of initial time is no longer arbitrary.
In Ref. 41, 50 we used Itô calculus to evaluate these correlation functions. From a practical point of view, the Itô calculus is a tool for manipulating stochastic processes that are closely related to Brownian motion and Itô’s lemma allows us to easily perform noise-averaged interactions. For the model at hand, the covariance of \( N(s) \) and \( N(t) \) is given by

\[
\text{Cov}[N(s), N(t)] = \langle (N(s) - \langle N(s) \rangle)(N(t) - \langle N(t) \rangle) \rangle = \sigma^2 N_0 e^{-\Gamma|t-s|} + \sigma^2 N_0 e^{-\Gamma(t+s)} ,
\]

with \( \sigma^2 N_0 \) being the variance of \( N(0) \). Similarly, the variance

\[
\text{Var}[N(t)] = \left( \sigma^2 N_0 - \frac{\sigma^2}{2T} \right) e^{-2\Gamma T} + \frac{\sigma^2}{2T}
\]

also depends upon the initial fluctuation in the background population. Mathematically, the Fourier transform of the kernel of the integral in Eq. 41 provides the spectral density of the noisy process. In fact, a trivial modification of the approach would be to replace the kernel in Eq. 41 with another kernel reflecting a more complex spectral density. The resulting expressions for the responses will be more complex indeed. However, Itô’s lemma provides a tractable route for computing the necessary response functions.

3.4. Predictions from the stochastic model

Having established the mathematical model, let us briefly recapitulate some of its features. First, we started by assuming that the background population dynamics give rise to a stochastic process \( N(t) \) that enters into the Heisenberg equations of motion for the system operators. In particular, we assumed that \( N(t) \) corresponds to an overdamped Brownian oscillator and that at time \( t = 0 \) there is a non-stationary population of background excitations. These two mathematical assumptions can be relaxed to some extent if one has a more detailed description of the spectral density of the background process and the initial background population. Secondly, we assume that averages over exponential terms can be evaluated using the cumulant expansion. What then follows are the mathematical consequences as expressed in terms of the spectral responses of the model.

3.4.1. Linear response. The linear response for optical excitation is given by

\[
S^{(1)}(t) = \frac{i}{\hbar} \langle \hat{\mu}(t) | \hat{\mu}(0), \rho(-\infty) \rangle ,
\]

where \( \hat{\mu}(t) = \mu(\hat{a}^\dagger_0(t) + \hat{a}_0(t)) \) is the excitonic transition dipole operator and \( \rho(-\infty) \) is the initial density matrix. The absorption spectrum is obtained by Fourier transformation.

Averaging over the fluctuations generates terms involving cumulants of the background noise, which result in terms such as

\[
\langle \exp \left[ 2\gamma \int_0^t N(\tau) d\tau \right] \rangle \approx e^{2\gamma \gamma_1(t) - 2\gamma \gamma_2(t)} ,
\]

where \( \langle \cdots \rangle \) denotes averaging over noise. Note that the exciton interaction strength is \( 2\gamma_1 \) in Eq. 6. Here, the first cumulant \( g_1(t) \) gives rise to a characteristic frequency shift as the background population decays:

\[
g_1(t) = \int_0^t \langle N(\tau) \rangle d\tau = \frac{N_0}{\Gamma} \left( 1 - e^{-\Gamma T} \right) ,
\]
The linear response function with (a) increasing background population density $N_0$, and (b) different relaxation rate $\Gamma$, from the homogeneous limit of $\Gamma = 50$ meV to the inhomogeneous limit of $\Gamma = 2$ meV. (From Ref.50)

and

$$g_2(t,t') = \int_0^t \int_0^\tau \text{Cov} \left[ N(\tau), N(\tau') \right] d\tau' d\tau =$$

$$\frac{\sigma^2}{2\Gamma^3} \left[ 2\Gamma \min(t,t') + 2e^{-\Gamma t} + 2e^{-\Gamma t'} - e^{-\Gamma|t-t'|} - e^{-\Gamma(t+t')} - 2 \right] + \frac{\sigma^2 N_0}{\Gamma^2} \left[ e^{-\Gamma(t+t')} - e^{-\Gamma t} - e^{-\Gamma t'} + 1 \right].$$

When the two time limits are the same, this reduces to

$$g_2(t) = \int_0^t \int_0^\tau \text{Cov} \left[ N(\tau), N(\tau') \right] d\tau' d\tau' =$$

$$= \frac{\sigma^2}{2\Gamma^3} \left( 2\Gamma t + 4e^{-\Gamma t} - e^{-2\Gamma t} - 3 \right) + \frac{\sigma^2 N_0}{\Gamma^2} \left( 1 - e^{-\Gamma t} \right) ^2.$$

In Fig. 9 we highlight some of the key physical effects that can appear in the linear absorption spectra based upon our model. These effects are consistent with experimental observations and theoretical models of 2D semiconductors and transition metal dichalcogenides (27, 29, 38). Fig. 9(a) displays the effect of a non-stationary background on the linear absorption spectrum of a system. The notable feature is the tail that extends to higher absorption energies. The character of this tail depends most strongly upon the initial choice of $N_0$ and is attributable to the $g_1(t)$ term in our response function which is the time-integral over the evolving background population. This term, as it appears in Eq. 45, produces an evolving frequency shift reflecting the dynamical relaxation of the background. In the $S^{(1)}$ response, the background evolution is manifest as a tail extending out to the blue.

### Spectral effects that can be attributed to the non-stationary evolution.

1. **Blocking**: Increasing the initial background exciton density suppresses the peak absorption intensity.
2. **Biexciton formation**: The peak is split by $\gamma_1/2$ corresponding biexciton interactions (38).
3. **(1D) Energy shift**: The peak position shifts to the blue with increasing background population due to increased Coulombic interactions.
4. (1D) Broadening: The spectrum acquires a long tail extending to the blue due to the dynamical evolution of the background.

5. (2D) Phase scrambling: appears in the 2D coherent spectroscopy as an asymmetry along the absorption axis and as phase scrambling in the rephasing and non-rephasing signals.

6. (2D) Excitation-induced shift: systematic shift of peak position that evolves as the background population decays.

7. (2D) Excitation-induced dephasing: Transient narrowing along the off-diagonal due to decreasing rate of exciton/exciton scattering.

Fig. 9(b) shows how the linear spectra is affected by the background relaxation rate $\gamma$ for fixed values of $N_0 = 4$. In the case of fast background relaxation ($\Gamma = 50 \text{meV}$) the exciton and bi-exciton splitting is clearly resolved and the lineshapes are Lorentzian about each peak. Decreasing the relaxation rate $\Gamma$ produces a systematic shift towards the blue due to the mean-field interaction between the exciton and the background population. This shift saturates when the peak is fully shifted by $2V_0 N_0$ and the spectral peak acquires a Gaussian form reflecting mean $N_0$ and variance $\Sigma_0^2$ of the initial background. In this slow-relaxation limit, the “bright” state is simply swamped and suppressed by the background excitation.

3.4.2. Two-dimensional coherent spectroscopy. In Ref.[41] we discussed the linear response of our model and its relation to the Anderson-Kubo model. Here we shall focus solely on the higher-order responses that reveal the dynamic evolution of the two-dimensional coherent excitation line-shape. The third-order response involves phase-matched interactions of the system with a sequence of three laser pulses:

$$S^{(3)}(\tau_3, \tau_2, \tau_1) = \left( \frac{i}{\hbar} \right)^3 \langle \mu(\tau_3), [\mu(\tau_2), [\mu(\tau_1), [\mu(0), \rho(-\infty)]\rangle \rangle .$$

The expressions for these can be evaluated using the standard rules for double-sided Feynman diagrams (Fig. 10, c.f. Ref. [44]) representing various optical paths that for a given pathway take the form

$$R_a(\tau_1, \tau_2, \tau_3) = \left( \frac{i}{\hbar} \right)^3 \mu^4(n_0 + 1)^2 \exp \left[ i(\omega_0 + n_0 \gamma_l) \sum_{j=1}^{3} (\pm) j \tau_j \right] \exp \left[ i2\gamma_l \sum_{j=1}^{3} (\pm) j \int_0^{\tau_j} N(s) ds \right]$$

$$= \left( \frac{i}{\hbar} \right)^3 \mu^4(n_0 + 1)^2 \exp \left[ i(\omega_0 + n_0 \gamma_l) \sum_{j=1}^{3} (\pm) j \tau_j \right]$$

$$\times \exp \left[ i2\gamma_l \sum_{j=1}^{3} (\pm) j g_1(\tau_j) \right] \exp \left[ -2\gamma_l^2 \sum_{j=1}^{3} (\pm) j g_2(\tau_j) \tau_j \right] .$$

The sign function $(\pm)$ takes “+” and “−” depending upon whether or not the time-step involves an excitation or de-excitation of the system. The prefactor $(n_0 + 1)^2$ is for the pathways involving only single excitation manifold (distinguished by subscript a), it is $(n_0 + 1)(n_0 + 2)$ when double excitation (subscript b) is involved. Fig. 10 shows the most relevant diagrams for the rephasing and non-rephasing optical response.

It is important to notice that the the exciton-exciton interaction term $\gamma_1$, and hence the screening due to exciton-lattice interactions, appears in three distinct places in the third-order responses. First,
as a frequency shift due to self-interactions between the bright excitons. Second, as a frequency shift due to interactions of bright excitons with the evolving background population density. Third, as the leading contribution to the lineshape. In addition, the third term involving $g_2(t)$ carries the influence of the initial conditions (via $\sigma_{\mu_0}$). The effect of many-body exciton-exciton scattering thus leads to time-evolving EID processes. Given these observations, we expect that the homogeneous linewidth will evolve with population time, dictated by the evolution of $g_2(t)$.

Figs. 11 and 12 correspond to the rephasing and non-rephasing behavior of theoretical model as parametrized to approximate the excitons in the 2D metal-halide perovskite system studied in the experimental investigations, which we shall describe later in this section. The parameters used to produce these spectra are given in Table 1. The two pairs of gray dashed lines correspond to the bare exciton energy at $\hbar \omega_0 = 2.35$ eV and the dressed exciton energy at $\hbar \omega_0 + \gamma_1 = 2.36$ eV. Fig. 11 gives the rephasing (a,b) and non-rephasing (c,d) spectra computed at $\tau_p = 0$. Two features highlighted above are immediately striking in the modelled 2D spectra. Both the asymmetry of the signals as well as the lineshape inversion of the real and imaginary spectral components can be traced specifically to terms within the response functions in Eq. 52 that depend upon the transient background relaxation and exciton self-interactions.

Both the phasing and asymmetry evolve with increasing population time as shown in Fig. 12a-l. Importantly, the rephasing signal evolves being dispersive at $\tau_p = 0$ to absorptive at longer times. The non-rephasing signal [Fig. 12e-h]] has complementary behavior, evolving from absorptive to dispersive. Figs. 12i-l give the absolute value of the total response as it evolves over $\tau_p$. The peak is displaced from the diagonal and its position as well as the linewidth evolves over $\tau_p$.

In Fig. 12 we extract the contour corresponding to the half-maximum intensity at various indicated $\tau_p$ population times. Superimposed over each contour is one of the principal axes of the contour scaled.
Figure 11
Theoretical real and imaginary spectra, respectively, of rephasing [(a), (b)] and nonrephasing [(c), (d)] phase matching and at population waiting time $\tau_p = 0$ fs. The vertical false color scale indicated to the right if the figure is in arbitrary units.

Figure 12
(a)–(d): Real parts of theoretical rephasing spectra at population times $\tau_p$ indicated at the top of each panel. (e)–(h): Corresponding imaginary parts of the spectrum. (i)–(l): The norm (absolute value) of the optical response. Exciton 2D coherent lineshape contour at half-maximum intensity as a function of population waiting time derived from the theoretical rephasing absolute spectral evolution in Fig. 12. The center of mass and one of the principle axes are shown for each contour.

According to its magnitude. The central points are the geometric centers of contours. This analysis clearly shows that the peak systematically narrows, rotates, and distorts as the exciton co-evolves with the background population. Moreover, the center peak shifts by about 10 meV towards the red in both absorption and emission spectral dimensions as Coulombic interactions with the evolving background are diminished. (10).

Within the stochastic-model the frequency peak evolution is due to the first cumulant $g_1(\pm \tau_1, \pm \tau_2, \pm \tau_3)$ which introduced a phase-shift that depends the background population evolution.
as well as the background displacements following each interaction with the laser field. The early-time blue shift as well as more rapid dephasing arise from many-body effects contained within \( g_1 \). As the background population decays, the scattering effects are diminished. We note that in equation 52 if we set \( g_1 = 0 \) the coherent response functions reduce to a stationary background, and the frequency peak evolution does not occur.

### Table 1 Parameters used in the theoretical model to produce Figs. 11 and 12

| Description                        | Symbol | Value       |
|-----------------------------------|--------|-------------|
| bare exciton energy               | \( \hbar \omega_0 \) | 2.35 eV     |
| noise variance                    | \( \sigma^2 \) | 0.0025 fs\(^{-1} \) |
| relaxation rate                   | \( \Gamma \) | 0.01 fs\(^{-1} \) |
| exciton/exciton interaction      | \( \gamma \) | 10 meV      |
| avg. init. background density     | \( N_0 \) | 2 per unit volume |
| init. background variance        | \( \sigma_{N_0} \) | 0.35 per unit volume |

We assume here that the initial background excitation is broad compared to its fluctuations about a stationary state and choose parameters to best represent the experimental conditions of an ultrafast experiment with \( \sim 20 \) fs pulses.

**3.5. Exciton/polaron formation dynamics due to exchange interactions**

In deriving this model, we also assumed that an additional term corresponding to pair creation/annihilation could be dropped from consideration. That term takes the form

\[
H_{\text{pair}} = \sum_{q \neq 0} \gamma_q (a_0^\dagger a_q^\dagger a_{-q} + a_q^\dagger a_{-q}^\dagger a_0) \tag{53}
\]

and corresponds to the Boson exchange interaction whereby momentum is transferred within the background population \((q \neq 0)\) as the result of interaction with the optical \((q = 0)\) exciton. However, such exchange terms may give important and interesting contributions to the spectral lineshape, especially in systems in which excitons are formed near the Fermi energy. In such systems, the exciton becomes dressed by virtual electron/hole fluctuations about the Fermi sea producing spectral shifts and broadening of the spectral lineshape. Such states are best described as exciton/polarons whose wave function consists of the bare exciton/hole excitation dressed by electron/hole fluctuations.

Ordinarily, as in the Bogoliubov treatment of Bose-Einstein condensates (51), one makes the semi-classical approximation that the condensate population can be taken as macroscopic and as a result, one can replace the \( a_0 \) and \( a_0^\dagger \) operators with c-number \( \sqrt{N_0} \). In our case, we shall continue to treat the background within the semiclassical limit and replace \( a_q \) and \( a_q^\dagger \) with \( \sqrt{N_q} \) and write the coupling

\[
\gamma(t) = \sum_{q \neq 0} N_q \gamma_q \approx \gamma_{\text{pair}} N(t) \tag{54}
\]

where \( \gamma_{\text{pair}} \) is the exchange coupling constant and \( N(t) \) the net background population at time \( t \).

To pursue the effect of the exciton/polaron formation, we start with the basic form of the Hamiltonian

\[
H = \hbar \omega_0 (\hat{a}^\dagger \hat{a} + 1/2) + \hbar \gamma(t) (\hat{a}^\dagger \hat{a}^\dagger + \hat{a} \hat{a})/2 \tag{55}
\]

where \( \gamma(t) \) is the coupling which we take to be an unspecified stochastic process. One can bring \( H \) into a diagonal form by unitary transformation

\[
\hat{H} = e^{-S} \hat{H} e^S = \hbar \omega_0 (\hat{a}^\dagger \hat{a} + 1/2) \tag{56}
\]
with
\[ \tilde{\omega}_0(t) = \sqrt{\omega_0^2 - \gamma(t)^2}. \]

However, since \( \gamma(t) \) is a stochastic process, we need to use the Itô identity to properly derive the underlying SDE for the renormalized harmonic frequency, \( \tilde{\omega}_0(t) \), in order to compute correlation functions.

In the regime of weak pair-excitation interaction, \( \gamma/\omega_0 \ll 1 \), the eigen-frequency can be approximated as
\[ \tilde{\omega}_0(t) = \omega_0 \sqrt{1 - (\gamma/\omega_0)^2} \approx \omega_0 \left(1 - z(t)/2\right), \]
where \( z(t) = \gamma(t)^2/\omega_0^2 \). Therefore, \( \sqrt{z} \) represents the coupling strength of the pair-excitation relative to the excitation frequency. For the moment, we leave the stochastic variable unspecified and find the linear response function
\[ S(1)(t) = \frac{i}{\hbar} \langle [\hat{\mu}(t), \hat{\mu}(0)] \rho(-\infty) \rangle \]
\[ = \frac{i}{\hbar} \mu^2 \left[ \left\langle \left\{ \hat{a}^\dagger(t), \hat{a}_0 \right\} \rho(-\infty) - c.c. \right \rangle \right] \]
\[ = 2 \mu^2 \frac{\hbar}{\gamma} \left\langle \exp(i\omega_0 t) \exp \left[ -i\omega_0 \int_0^t z(\tau) d\tau \right] \right \rangle \]
\[ = 2 \mu^2 \frac{\hbar}{\gamma} \left\langle \exp(i\omega_0 t) \exp \left[ \sum_{n=1}^{\infty} \frac{-i\omega_0/2}{n!} \left\langle \left( \int_0^t z(\tau) d\tau \right)^n \right \rangle \right] \right \rangle \]
in the form of cumulant expansion, where \( \langle x^n \rangle_c \) denotes the \( n \)-th cumulant. According to the theorem of Marcinkiewicz, the cumulant generating function is a polynomial of degree no greater than two to maintain the positive definiteness of the probability distribution function. Therefore, we truncate the cumulant expansion to the second order and write the spectral line-shape functions \( g_1(t) \) and \( g_2(t) \) from the first cumulant and second cumulants,
\[ g_1(t) = \int_0^t \langle z(\tau) \rangle d\tau \]
and
\[ g_2(t) = \int_0^t \int_0^t \langle z(\tau), z(\tau') \rangle d\tau d\tau', \]
respectively.

We now make the simplifying assumption that \( \gamma(t) \) satisfies the Ornstein-Uhlenbeck process, corresponding to vacuum fluctuations about bare exciton state.
\[ d\gamma = -\theta \gamma dt + \sigma dW_t. \]
We should emphasize that this is not properly in the regime of quantum fluctuations since we have not enforced the bosonic commutation relation within the background in making the semi-classical ansatz.

This is clearly an avenue for future exploration. Applying the Itô identity, we arrive at a SDE for the exciton frequency,
\[ dz_t = 2\theta \left( \frac{\sigma^2}{2\theta \omega_0^2} - z_t \right) \, dt + \frac{2\sigma}{\omega_0} \sqrt{z_t} \, dW_t, \]
in which the relaxation rate is $2\theta$, and the drift term $\sigma^2/2\theta\omega_0^2$ corresponds to the mean value of the stationary state. The formal solution, analogous to $\gamma(t)$ as the solution of the Ornstein-Uhlenbeck SDE, is

$$
\zeta(t)^{1/2} = [\zeta(0)]^{1/2} e^{-\theta t} + \frac{\sigma}{\omega_0} \int_0^t e^{-\theta(t-s)} dW_s
$$

Using Itô isometry we find the mean value

$$
\langle \zeta(t) \rangle = z_0 e^{-2\theta t} + \frac{\sigma^2}{2\theta\omega_0^2} \left( 1 - e^{-2\theta t} \right),
$$

and the correlation function

$$
\langle \zeta(t), \zeta(s) \rangle = \sigma_0^2 e^{-2\theta|t+s|} + \frac{\sigma^4}{2\theta^2\omega_0^4} \left[ e^{-\theta|t-s|} - e^{-\theta|t+s|} \right]^2 + \frac{2\sigma^2}{\theta\omega_0^2} z_0 e^{-\theta|t+s|} \left[ e^{-\theta|t-s|} - e^{-\theta|t+s|} \right],
$$

which can be used to construct the $g_1$ and $g_2$ cumulants. Here the initial distribution of $\zeta$ is determined by the mean $z_0 = \langle \zeta(0) \rangle$, and the variance $\sigma_0^2 = \langle (\zeta(0) - z_0)^2 \rangle$.

$$
g_1(t) = \int_0^t \langle \zeta(\tau) \rangle d\tau
\quad = \frac{\sigma^2 t}{2\theta\omega_0^2} + \frac{1}{2\theta} \left( z_0 - \frac{\sigma^2}{2\theta\omega_0^2} \right) \left( 1 - e^{-2\theta t} \right),
$$

The first cumulant of the model produces a red shift that more complex than the counterpart in the simpler model where interactions between paired-excitations are neglected. The initial frequency shift $z_0\omega_0/2$ agrees with the Anderson-Kubo theory, but converges to $\sigma^2/4\theta\omega_0$ rather than decaying to zero. The first term then can be considered as a correction term that accounts for the interaction of exchange terms and leads to a constant red shift of $\sigma^2/4\theta\omega_0$.

**Implications from the exciton/exciton exchange term**

1. The model produces the lineshape function given by the Anderson-Kubo model in the stationary limit, albeit with twice the coherence time;
2. The model captures the formation of exciton/polarons as the steady-state/long-time limit and gives an exciton/polaron reorganization energy of $\sigma^2/4\theta\omega_0$ that reflects the coupling and spectral density of the background.

The second cumulant, $g_2(t)$, evaluates to

$$
g_2(t) = \int_t^\infty \int_0^t \langle \zeta(\tau), \zeta(\tau') \rangle d\tau d\tau'
\quad = \frac{\sigma_0^2}{4\theta^2} \left( 1 - e^{-2\theta t} \right)^2 + \frac{\sigma^4}{8\theta^4\omega_0^4} \left( e^{-4\theta t} + 8\theta t e^{-2\theta t} + 4e^{-2\theta t} + 4\theta t - 5 \right)
\quad + \frac{\sigma^2}{2\theta^2\omega_0^2} z_0 \left( 1 - 4\theta t e^{-2\theta t} - e^{-4\theta t} \right)
$$
If we compare this to the spectral function derived above
\[ g_{2}^{\text{EID}}(t) = \frac{\sigma_{c}^{2}}{\gamma_{c}^{2}} \left( 1 - e^{-\theta t} \right)^2 + \frac{\sigma_{c}^{2} \theta^{2}}{2\theta^2} \left( 2\theta t + 4e^{-\theta t} - e^{-2\theta t} - 3 \right). \]

the first term is recovered; however, the present model provides a more sophisticated description of the dependency on the initial average \( z_0 \). In the limiting case of stationary state where \( \sigma_{c}^{2} = \sigma_{c}^{2}/2\theta \), the second cumulant in the present model turns into
\[ g_{2}(t) = \frac{\sigma_{c}^{4}}{4\theta^2 \omega_{0}^4} \left( e^{-2\theta t} + 2\theta t - 1 \right) + \frac{\sigma_{c}^{2} \theta^{2}}{\theta^3 \omega_{0}^4} \left( e^{2\theta t} - 2\theta t - 1 \right)e^{-2\theta t}, \]
in which the first term reproduces the Anderson-Kubo lineshape but with half correlation time \( \tau_{c} = (2\theta)^{-1} \) compared to that of the Anderson-Kubo theory \( \theta^{-1} \). Furthermore, the second term gives the line broadening due to the initial average of the background exciton population, \( \gamma_{c}^{2} \), which only results in a frequency shift in our previous model.

### 3.5.1. Effect on 2D spectroscopy

The inhomogeneous and homogeneous contributions to the line-shape can be separated using 2D coherent spectroscopic methods. (35, 42, 43, 54, 55) In most molecular applications of 2D spectroscopy, the evolving background plays little to no role in the spectral dynamics. However, evolving background does affect the spectral lineshape by mixing absorptive and dispersive features in the real and imaginary spectral components. Generally speaking, systems lacking background dynamics exhibit absorptive line-shapes and dispersive lineshapes are a consequence of many-body correlations (41), consistent with the analysis of similar measurements in semiconductor quantum wells (22). Furthermore it is useful to compare the model presented here, which pertains to the exciton/exciton exchange coupling, versus our previous model which did not include this term and only considered the direct (Hartree) interaction. For this, we compute the third-order response \( S^{(3)} \) from Eq. 50 under the impulsive/rotating-wave approximation. One easily finds the responses for the various Liouville-space pathways take the form
\[ R_{0}(\tau_3, \tau_2, \tau_1) = \left( \frac{i}{\hbar} \right)^3 \mu^4 \left\langle \exp \left[ i \sum_{j=1}^{3} (\pm) j \int_{0}^{\tau_1} \tilde{w}_{0}(\tau)d\tau \right] \right\rangle \]
where the angular brackets denote averaging over the stochastic noise term and the \( (\pm) \) corresponds to whether or not the time-step involves an excitation (+) or de-excitation (-) of the system. The
time-ordering of the three optical pulses in the experiment and phase-matching conditions define the specific excitation pathways, based on which photonic echo \((k_3 = -k_1 + k_2 + k_3)\) and virtual echo \((k_3 = +k_1 - k_2 + k_3)\) signals can be obtained by heterodyne detection (the fourth pulse) \(^{43}\). Equivalently, in the experiments using co-linear phase-modulated pulses, rephasing \([-\phi_{13} - \phi_{21}]\) and non-rephasing \([-\phi_{13} + \phi_{21}]\) signals can be measured. In the rephasing experiment, the pulse sequence is such that the phase evolution of the polarization after the first pulse and the third pulse are of opposite sign, while in the non-rephasing experiment, they are of the same sign. Eq.\((72)\) can be evaluated by cumulant expansion and the full expressions are given in the Appendix. Since the \(\theta\) sign, while in the non-rephasing experiment, they are of the same sign. Eq.\((72)\) can be evaluated by cumulant expansion and the full expressions are given in the Appendix. Since the \(\phi_0(\tau)\) corresponds to a non-stationary process, both the lineshape functions \(g_1\) and \(g_2\) contribute to the output signal.

Fig. \(14\) presents the 2D rephasing and non-rephasing spectra corresponding to a single quantum pulse sequence, which is a clear indication of the EID. The center of the peak deviates from the bare exciton energy \(\hbar\omega_0 = 2.35\) eV (black dashed lines) due to the coupling between exciton pairs. Both the absorption and emission energies shift to red because \(\omega_0(\tau)\) characterizes by the rate \(\gamma_0\). For deterministic initial condition, \(\omega_0(\tau)\) in the linear spectrum in the short time limit, \(2\theta\) in the linear spectrum in the short time limit, \(2\theta\) is determined by the initial average of the stochastic process \(z(t)\).

### 3.5.2. Comparison to the Anderson-Kubo model and our previous excitation-induced dephasing (EID) theory

The well-known Anderson-Kubo theory describes the line shape broadening with regard to the stationary state of a random variable (usually the frequency fluctuation, \(z\)) here) characterized by an Ornstein-Uhlenbeck process. The expansion of the linear optical response function leads to the first cumulant \(g_1^{AK}(t) = \beta t\), in which \(\beta\) is the drift term, i.e., the long-term mean value, and the second cumulant

\[ g_2^{AK}(t) = \frac{\sigma_\phi^2}{2\theta^3} \left( e^{-\theta t} + \theta t - 1 \right). \]

In the short time limit \(\theta t \ll 1\), the first cumulant in Eq. \((68)\) turns to \(g_1(t) \approx z_0\), which has the same linear form as \(g_1^{AK}(t)\). It also agrees with our previous model in Section. \(3.4.1\) Eq. \((47)\) \((41)\) \((50)\)

\[ g_1^{EID}(t) = \frac{z_0}{2\theta} \left( 1 - e^{-2\theta t} \right) \approx z_0. \]

It is worth noting that the relaxation rate here is \(2\theta\) instead of \(\theta\), because \(\gamma(t)^2\) is the stochastic process of interest rather than \(\gamma(t)\) characterized by the rate \(\theta\). For deterministic initial condition, \(z_0 = \gamma_0 / \omega_0^2\).

The first cumulant \(g_1(t)\) results in a red shift of \(z_0\omega_0/2\) in the linear spectrum in the short time limit, which is determined by the initial average of the stochastic process \(z(t)\).
When the initial fluctuation of $\gamma(t)$ obeys the same Ornstein-Uhlenbeck process, we conclude $\sigma_z^2 = \sigma^2 / 2\theta$ from the stationary state corresponding to the long-time limit where Eq. 66 turns into $\text{Var}[\gamma(t)] = \sigma^2 / 2\theta$. Considering Eq. 73a, we recast Eq. 68 into
\[
g_1(t) = \frac{\sigma^2}{2\theta \omega_0^2 t} + \frac{\gamma_0^2}{2\theta \omega_0^2} \left(1 - e^{-2\theta t}\right),
\]
in which the second term looks similar to the $g_{\text{DD}}^0(t)$ function in Eq. 75. However, $z_0 = \gamma_0^2 / \omega_0^2$ is true only for the deterministic initial condition, which is not the case in the above equation. Eq. 75 given in our previous model leads to a time-dependent red shift that eventually vanishes after sufficiently long time. The first term then can be considered as a correction term that accounts for the interaction of paired-excitation and leads to a constant red shift of $\sigma^2 / 4\theta \omega_0$.

Therefore, the first cumulant of the present model produces the red shift similar to but more complex than the counterpart in our previous model, where interactions between paired-excitations are neglected. The initial frequency shift $z_0\omega_0/2$ agrees with the Anderson-Kubo theory, but converges to $\sigma^2 / 4\theta \omega_0$ rather than decaying to zero as in the previous model.

Regarding the second cumulant, $g_2(t)$, Compared the result from the previous model Eq. 49 to Eq. 62, the second term is recovered; however, the present model provides a more sophisticated description of the dependency on the initial average $z_0$.

In the limiting case of stationary state where $\sigma_z^2 = \sigma^2 / 2\theta$, the second cumulant in the present model turns into
\[
g_2(t) = \frac{\sigma^4}{4\theta^4 \omega_0^4} \left( e^{-2\theta t} + 2\theta t - 1 \right) + \frac{\sigma^2 \gamma_0^2}{\theta^2 \omega_0^2} \left( e^{2\theta t} - 2\theta t - 1 \right) e^{-2\theta t},
\]
in which the first term reproduces the Anderson-Kubo lineshape but with half correlation time $\tau_r = (2\theta)^{-1}$ compared to that of the Anderson-Kubo theory $\theta^{-1}$. Furthermore, the second term gives the line broadening due to the initial average of the background exciton population, $\gamma_0^2$, which only results in a frequency shift in our previous model.
4. Perspective

Stochastic models have a long and important history in the field of chemical physics since they allow one to incorporate a trajectory-based viewpoint directly into the dynamics. The Anderson/Kubo model was an early attempt at providing a physical rationalization of how frequency fluctuations contribute to the absorption and emission lineshapes of molecules in contact with a thermal environment. The models have been continuously improved upon over the years, notably including more detailed descriptions of the bath and the actual coupling mechanisms between the system and the environment that lead to the frequency fluctuations. As we have repeatedly pointed out, such approaches assume that the environment is in a stationary (e.g. thermal) state at time \( t = 0 \) and does not interact with any external stimulus over the course of the dynamics of the system. We argue here, that in many cases one can not ignore the fact that the broad-band excitation pulses used in contemporary ultrafast experiments can create a background gas of excitons that can interact with an optical bright state—leading to fluency-dependent dynamics that can be manifest in terms of spectral shifts and tails even in linear absorption spectra. We conclude that these details can be further revealed through 2D coherent spectroscopy, especially when paired with a theoretical approach that accounts for the non-stationary evolution of the background.

Here we have reviewed our approach based upon a stochastic many-body treatment of the background and have provided a number of principal results and some technical details of our theoretical models. Throughout, we have used the Itô stochastic calculus approach when integrating over stochastic variables. This mathematical method provides us with a powerful avenue for obtaining analytical expressions for the various cumulants and correlation functions needed to compute the spectral responses. Fortunately, the current release of Mathematica (\( \nu > 10 \)) has a powerful stochastic calculus module that can be harnessed to evaluate both formally and numerically the cumulants and correlation functions for simple and complex transformed processes.

Open questions

We conclude this review by posing a number of open questions that we are currently addressing:

1. Our current model assumes a mean-field/semiclassical treatment. Can this be extended to include correlations between the optical and non-optical degrees of freedom?
2. How does one include multiple bands or a more accurate description of the dark-state density of states?
3. Can a similar model be developed for fermionic degrees of freedom allowing separate treatment of electron and hole degrees of freedom?
4. Can the spectral response be “inverted” to reveal an underlying stochastic model for the background spectral density?
5. While the EID and EIS effects appear to be largely present in semiconductor systems and quantum dots, can similar effects be observed in molecular-based systems?
6. In ionic semiconductors such as the Ruddlesden-Popper metal halides described in this review, how do the EID quantum dynamics reflect the polaronic nature of excitons? What is the effect of metal, halide, and organic cation substitution on the homogeneous linewidth?
7. Can this approach be used to model the effects of dark-states present in microcavity polaronic systems?
8. Can the model be extended towards the strongly quantum limit to model interacting quantum photons?
With regards to this last open question, we recently have demonstrated how frequency correlations between emitters can be detected using quantum photons. In particular, we show that pairs of photons, originating in a common Fock-state, can become entangled via interactions with quantum emitters that are correlated only through their interaction with a mutual environment. Our analysis indicates that the cross-correlation can be detected by observing the change in the entanglement entropy of scattered bi-photon states. This latter example is probably best taken as a thought experiment since an experimental realization of this will certainly be non-trivial due to contemporary difficulties in preparing and detecting high-quality bi-photon states at a sufficient flux to produce sufficient output signal. However, the theoretical results are highly tantalizing and we look forward to future developments along these lines.
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