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The energy sustainability of blockchains, whose consensus protocol rests on the Proof-of-Work, nourishes a heated debate. The underlying issue lies in a highly energy-consuming process, defined as mining, required to validate crypto-asset transactions. Mining is the process of solving a cryptographic puzzle, incentivized by the possibility of gaining a reward. The higher the number of users performing mining, i.e. miners, the higher the overall electricity consumption of a blockchain. For that reason, mining constitutes a negative environmental externality. Here, we study whether miners’ interests can meet the collective need to curb energy consumption. To this end, we introduce the Crypto-Asset Game, namely a model based on the framework of Evolutionary Game Theory devised for studying the dynamics of a population whose agents can play as crypto-asset users or as miners. The proposed model, studied via numerical simulations, reveals a rich spectrum of possible steady states. Interestingly, by setting the miners’ reward in the function of the population size, agents reach a strategy profile that optimizes global energy consumption. To conclude, can a Proof-of-Work-based blockchain become energetically sustainable? Our results suggest that blockchain protocol parameters could have a relevant role in the global energy consumption of this technology.
1. Introduction

The Blockchain [1,2] is a distributed ledger able to manage transactions of digital tokens, constituting a form of digital money, without relying on financial institutions serving as trusted third parties. The underlying mechanisms of this technology exploit cryptographic protocols, so we refer to digital tokens as crypto-assets. Although all implemented protocols have a role in the functioning of a blockchain, the fundamental one is the Nakamoto consensus protocol. The latter uses the Proof-of-Work (PoW), i.e. a cryptographic proof that relies on solving a crypto-puzzle for validating transactions and offering solid protection from attacks, such as double-spending [3]. More in detail, particular users defined as miners collect crypto-asset transactions not yet recorded in the Blockchain in data structures called blocks. The miners’ goal is to attach their blocks to the head of the Blockchain. To this end, miners have to show a PoW that can be obtained by performing a process called mining. The first miner to complete the PoW receives a reward, in the form of crypto-asset, which constitutes an economic incentive. Mining is a competition based on finding a random number (called nonce) whose value depends on the block at the head of the Blockchain and transactions contained in the newly generated block. Also, mining resembles a lottery, requiring miners to use substantial computational resources to succeed. Then, getting high success probabilities equal high energy consumption in a mining competition, as winning depends on the number of used resources. The whole mechanism entails that each new block attached to the chain forms a ‘computational shield’ preserving transactions recorded in the previously mined blocks. In summary, miners are fundamental for blockchains based on the PoW. On the other hand, the energy consumption of PoW blockchains constitutes a non-trivial issue [4,5]. The latter directly impacts the miners’ electricity bill and, indirectly, the whole society since a fraction of energy is wasted on validating transactions. Even if there are other consensus mechanisms, for instance, the Proof-of-Stake [6,7] and the Proof-of-Authority [8,9], the PoW is currently the most used [10]. Therefore, energy consumption is at the core of a heated debate around the societal impact of blockchains—see for instance [11–13]. The relevance of the debate motivates this investigation. On one side, we observe miners that compete to get high profits and allow Blockchain to work. On the other, we see a waste of electric energy. Can the need to curb energy consumption meet the individual interests of miners? Stimulated by this question, we study the above-described scenario as a social dilemma. To this end, using the framework of Evolutionary Game Theory [14–24] we propose a stochastic evolutionary game named Crypto-Asset Game (CAG). The proposed game has two strategies, i.e. mining and using crypto-assets. On varying the game conditions, e.g. the miners’ reward, we analyse the evolution of the strategy distribution occurring in an agent population playing CAG. In particular, the evolutionary dynamics of CAG entail agents changing their strategy depending on the accumulated payoff via a stochastic process, usually defined as a strategy revision phase. Hence, a crypto-asset user (or just user hereinafter) can become a miner and vice-versa at no cost. Rational agents take decisions (i.e. select a strategy) to maximize a profit. We aim to study whether a population of rational agents can reach a strategy profile that minimizes global energy consumption. Finally, let us report that game-based approaches, devised for studying various aspects of blockchains, have been previously proposed, as in [25–30]. The remainder of the paper is organized as follows: §2 introduces the CAG. Section 3 presents results of numerical simulations. Then, §4 highlights the main finding and, finally, §5 discusses future developments.

2. The Crypto-Asset Game

The CAG represents the essential dynamics of a simplified economic system composed of two kinds of agents, i.e. miners and crypto-asset owners that produce and consume crypto-assets, respectively. More in detail, miners produce crypto-assets through their mining activity, while crypto-asset owners consume crypto-assets by executing transactions [31]. For the sake of brevity, from now on, we refer to crypto-asset owners as users. Accordingly, CAG is a two-strategy game
whose agents can choose between mining \((m)\) and using crypto-assets \((u)\). Both strategies are associated with a payoff. The miner payoff includes a reward and an energy cost, while the user payoff includes a gain and a contribution they have to pay. The users’ gain represents benefits related to using a blockchain, while their contribution represents various costs associated with this technology, as later described. In addition, the overall energy consumption of the blockchain affects the users’ payoff as their gain gets multiplied by the miners’ density. Following the above prescriptions, the payoff structure of CAG reads

\[
\begin{align*}
\pi_u &= \frac{1}{\rho_u} \left( \frac{N_u}{5} - c_u \right) \\
\pi_m &= (R) - C
\end{align*}
\]

and

\[
\rho_m = \frac{N_m}{\text{total amount of miners}}
\]

whose parameters have the following meaning. Namely, \(\rho_m\) is the density of miners, \(N_u\) is the number of users locally involved in a game iteration (later detailed), \(c_u\) is the contribution paid by users for participating in the blockchain system, \(R\) is the miners’ reward and, finally, \(C\) is the electricity cost of mining. The miners’ reward is taken as \((R) = R/N_m\), with \(N_m\) the total number of miners in the population. This choice is motivated considering that an equal amount of resources in a lottery-like competition (i.e. the mining competition) entails that, on average, a miner gets a reward \(R\) divided by the total amount of miners. Even if the number of miners is related to the amount of energy wasted in a lottery-like competition, PoW-based blockchains cannot work without them. Hence, the presence of miners is mandatory for our economic system, which gets investigated considering a list of assumptions. Firstly, we assume miners cannot take any profit if there are no crypto-asset transactions (i.e. if there are no users), although real blockchains also allow for mining empty blocks. That assumption, combined with the need to have at least one miner in the population, leads to constraining agents’ payoff to zero when \(\rho_m = 0\) and \(\rho_u = 0\) (i.e. density of users). Then, we assume miners have the same computational resources, and users can switch to the mining strategy at no cost. Lastly, \(C\) and \(c_u\) are considered constants albeit, in real scenarios, costs and contributions could vary depending on various internal and external factors. Let us now briefly clarify the meaning of the contribution \(c_u\). To this end, we may refer to the Public Goods Game (PGG) [32], whose payoff structure is similar to that of CAG. In the PGG, there are two strategies, namely cooperation and defection. Cooperators make a contribution typically of unitary value, while defectors contribute nothing. CAG does not include cooperators or defectors, yet the contribution \(c_u\) resembles the coin paid by cooperators in the PGG, although it might have a fractional value (see also [33]). In this context, \(c_u\) represents the adoption costs of new technology and the consequences of using it, e.g. waiting for the validation of transactions. Now, observing that the ratio between costs and benefits of new technology affects the related diffusion in a population [34], we highlight the relevance of \(c_u\) for studying blockchain dynamics. Finally, for the sake of simplicity, we assume the electrical cost \(C\) is denominated using the crypto asset of the game, whose market value is constant. Once we have clarified the meaning of parameters and values constituting the game payoff, we describe how the agent population evolves. The evolution process is the same as that usually considered in other evolutionary games, such as the PGG. In particular, a population arranged over a networked structure at the beginning is equally divided between users and miners. A networked structure entails that agents have a limited number of neighbours and, among them, the number of users corresponds to \(N_u\). After each game iteration, agents undergo a strategy revision phase defined by an updating rule. The latter, in this work, is realized via a Fermi-like distribution [32]. Namely, considering two agents, say \(x\) and \(y\), the latter imposes its strategy \(s^y\) on the former with a probability that hinges on the difference in their payoff, i.e. \(\pi_y\) and \(\pi_x\). Accordingly, the transition probability reads

\[
P(s^x \leftarrow s^y) = \frac{1}{1 - e^{-1/(K)(\pi_y - \pi_x)}}
\]

with \(K\) temperature (or noise) of the system. Then, once an agent \(x\) undergoes the strategy revision, the agent \(y\) is randomly selected among its nearest neighbours. In modelling real scenarios, the temperature of the system is used for representing human factors, for instance,
the degree of rationality in individuals or the uncertainty in economic agents when they take decisions. Here, the higher the temperature, the higher the probability a strategy revision occurs randomly. Likewise, the lower the temperature, the higher the strategy revision results from a rational choice. At high temperatures, i.e. with a lot of noise, the strategy revision phase becomes a coin flip. The strategy revision phase occurs at each game iteration once agents have played CAG in all groups of belonging. For clarity, considering a population arranged over a bi-dimensional square lattice with periodic boundary conditions, each agent belongs to five different groups identified as follows. Then, considering the xth agent, its first group is identified considering that agent with its four direct neighbours. The other four groups are defined considering the xth agent being part of a group whose central agent is one of its neighbours, so the xth agent occupies a side position. In doing so, agents play the game in five different groups collecting the related payoff, whose total amount is compared with that received by miners via equation (2.2).

Finally, there are three possible outcomes, two representing full-order (i.e. full of users and full of miners) and one representing co-existence of strategies. Assuming a payoff equal to zero when \( \rho_m = 0 \) or \( \rho_u = 0 \) leads to oscillatory dynamics, e.g. in the case of no miners (i.e. \( \rho_m = 0 \)), the strategy revision phase becomes a coin flip and, on average, half of the population turns the strategy to mining at the next iteration. Hence, the two full-order configurations cannot constitute equilibria of the strategy distribution. Therefore, our analysis focuses on the emergence of oscillatory behaviours and assessing the phases of strategy co-existence resulting from game dynamics under different conditions.

3. Results

In this section, we study the CAG considering populations of different size \( N \), from \( 10^2 \) to \( 10^4 \) agents, distributed over a regular square lattice with periodic boundary conditions. Results are averaged over 100 \( \times N \) attempts, and performed considering a user contribution equal to \( c_u = 0.1 \) and \( K = 0.5 \) if not stated otherwise. The first analysis relates the value of the reward \( R \) with the density of miners. Figure 1 presents outcomes for a population of size 100 obtained at different reward values \( R \). Interestingly, we find that rewards smaller than \( R = 3100 \) in a population with \( 10^3 \) agents lead to steady states characterized by an oscillatory behaviour. More in detail, as shown in figure 1, a low reward entails that almost half of the population continuously changes strategy over time, albeit the average behaviour suggests a configuration more stable with only a few miners. Then, increasing the reward \( R \) up to 3150 for the same population, after an initial phase characterized by several oscillations like in the previous case, the agents reach a steady state with a very low density of miners. Higher values of \( R \) lead to higher densities of miners till reaching a unitary miners density for \( R = 48000 \). As soon as \( R > 50000 \), an oscillatory behaviour, conceptually similar to the one observed at very low \( R \) values, emerges. In the last case, almost the whole population oscillates between a miners density equal to 1 and about 0.6. Such analysis is then repeated on varying the size of the population and allows us to identify threshold values in the range of the reward \( R \) for each specific case. In figure 2, we show the threshold values of reward, we name critical rewards, on varying the population size. The linear relationship between these two variables, i.e. the critical reward \( \bar{R} \) and the population size \( N \), detected by the least-squares method reads \( \bar{R} = 0.3 N + 33 \). According to the model, CAG has several parameters that can be investigated to assess their effect on the agent population, with particular interest for the density of miners. Starting with the temperature \( K \), we consider a population with 2500 agents, to analyse the outcomes at different degrees of rationality. Such analysis is performed with special attention to two ranges, the first one for \( K \in [0, 1] \) and the second for \( K \in [1, 50] \). Previous investigations on dilemma games, such as the Prisoners’ dilemma and the PGG, reported that for the range of low temperatures the density of cooperators increases as the temperature increases from 0 to 0.5 and then the beneficial effect of the temperature on supporting cooperation reduces [35]. Then, as reported in [32], by increasing the temperature the dynamics of an evolutionary game resembles that of the voter model [36]. Namely, too high temperatures entail agents change strategies by a process equivalent to a coin flip. In this case, we cannot map cooperation to the
Figure 1. Density of miners over time on varying the miners’ reward $R$ as indicated on the top of each plot. Each simulation trial lasts $N \times 100$ time steps. Red line indicates the average density value, while a few single trials are reported by black lines. From left to right, results obtained with the following rewards: $R = 1600$, $R = 3150$, $R = 48000$, $R = 60 000$. (Online version in colour.)

Figure 2. Scaling of the critical reward on varying the population size $N$. The red dashed line highlights the linear relationship between the two variables, i.e. $\hat{R}$ and $N$. (Online version in colour.)

use of a token and defection to mining, because as described before, PoW-based blockchains need miners, while populations are perfectly healthy without defectors. The result of this analysis is shown in figure 3.

We find that for temperatures between 0 and 1 the behaviour is similar to that we observe in social dilemma games. Notably, increasing the temperature in that range, the density of miners reaches a small peak with around $K = 0.75$. Then, as the temperature goes towards high values, the density of miners increases until 0.5, i.e. as expected, as soon as agents reduce their rationality, the game resembles a voter model, and both strategies survive in the population almost with the same density (i.e. 0.5). Let us highlight that the non-monotonic behaviour of the curve in figure 3 is not too surprising. Namely, at $K = 1$, the temperature does not affect the game dynamics, whereas, for values of $K$ greater (and smaller) than 1, the temperature has a role that is reflected in the outcome (i.e. the density of miners). In social dilemmas, such as the Prisoner’s dilemma, the temperature can support the emergence of cooperators. Similarly, here, the density of miners is affected by $K$. Hence, by using conditions that support a low density of miners, any value of $K$ different
Figure 3. Density of miners at the steady state (i.e. after $100 \times N$) on varying the temperature $K$ in a population composed of $N = 2500$ agents, playing with a reward $R = 900$. The standard error of the mean is very small on all samples, remaining hidden inside the circles on the curve.

Figure 4. Average $\langle \pi \rangle$ over time, obtained by users (blue) and miners (purple line) on varying the reward $R$ in a population with $N = 10^4$ agents. (Online version in colour.)

from 1 affects such a steady state that represents a minimum in the curve. The agents’ payoff is a relevant component of a game. Then, as shown in figure 4, we study the average payoff of both strategies by varying the reward in a population with $N = 10^4$ agents. Results indicate that miners can reach the highest payoff, on average, as the reward is slightly higher than the critical value for that population size—see the second plot from the left-hand side in figure 4. Then, increasing the reward, the emerging configurations lead both strategies to become poorly convenient. That justifies the behaviour we observed analysing the density of miners on varying the reward $R$. When only very few miners survive, miners and users receive the highest possible payoff they can reach, and the population benefits from a virtuous (in terms of energy consumption) steady state. We conclude the section studying how the user contribution $c_u$ affects the miners density—see figure 5. As reported, a too low user contribution entails the density of miners is not optimal as too many miners survive in the population. That result is neither trivial nor expected, and it resembles the behaviour we observe for too small rewards $R$, i.e. smaller than a critical value $\hat{R}$ (for each population size). Finally, as the $c_u$ gets close to 1, the density of miners slightly increases. In summary, a user contribution ranging from 0.1 to 0.75 supports optimized strategy distributions.

4. Discussion

Energy sustainability is a critical issue of PoW-based blockchains and feeds a heated debate. This class of blockchains requires computational resources for verifying transactions, which might lead
to high energy consumption. In an economic system composed of rational agents, the energy sustainability of a PoW blockchain can be treated as a social dilemma. In the proposed model, miners and crypto-asset users interact by playing a game and getting a payoff, depending on their strategy. The miners’ payoff includes a reward whose market value \([37–39]\) can make mining highly profitable. Thus, the resulting dilemma on one end of the scale has the individual interest of miners and, on the other, the collective interest in curbing electricity consumption. The global energy consumption of a blockchain is linked to the nature of the mining competition. Namely, the higher the number of resources used for mining, the higher the average reward miners get over time. Increasing the computational power entails paying higher electricity costs. Yet, as in lotteries, whose chances of success increase by buying more tickets, chances of success in the mining competition increase by using more computational resources. Sadly, although miners pay their electricity bills, such a competition wastes a fraction of energy. The overall scenario, characterized by the above-described dilemma, can be studied by the framework of Evolutionary Game Theory. Therefore, motivated by all these observations, we propose a two-strategy game called the CAG. The complexity of an economic system leads us to make several assumptions in the proposed model. For instance, miners and users can change strategy at no cost, all miners have the same computational resources, the price of electricity is constant, and the value of the crypto-asset in the market does not change. In summary, CAG simplifies real scenarios. Notwithstanding, we deem CAG captures the essential dilemmatic aspects affecting rational individuals using blockchains. The results of our model, obtained via numerical simulations, show a rich spectrum of possible steady states that the agent population can reach. More specifically, depending on the game parameters, the agent population can converge toward steady states characterized by a small number of miners or toward oscillatory behaviours characterized by a fraction of agents continuously switching between the two strategies. Such an oscillatory behaviour agrees with previous studies related to energy aspects of PoW blockchains \([40]\). We recall that the parameters of CAG represent the protocol parameters of PoW blockchains. Finding steady-state configurations corresponding to optimal strategy distributions, i.e. with a limited number of miners in the population, suggests that the protocol parameters may have a relevant role in blockchain sustainability. Among such parameters, the miners’ reward is probably the most important. More specifically, results indicate that rewards too low and too high are detrimental to blockchain energy sustainability, as the density of miners is relatively high in both cases. Remarkably, we identify a range of values that rewards can take to ensure the evolution of a population towards a virtuous strategy distribution. Such a range of values depends on the population size. The smaller the population size, the smaller the value a reward can take for being

![Figure 5. Miners density on varying the user contribution \(c_u\) in a population with \(N = 2500\) agents. Error bars report the standard error of the mean for each sample.](image-url)
beneficial (for the society itself). In real blockchains, the miners’ reward reduces over time [2], so the mining activity gets preserved by other mechanisms, such as the transaction fees that users can add (voluntarily) to their transactions. To conclude, we observe that the definition of a range of beneficial rewards appears, in terms of sustainability, in agreement with real-world blockchain dynamics. Notably, as more users adopt and use a crypto-asset, the miners’ reward gets adapted according to various factors, such as those mentioned before. That does not entail rewards change to comply with environmental needs; however, the miners’ reward and the community size in a real blockchain do not seem uncorrelated parameters.

5. Conclusion

In summary, we deem that the proposed model captures fundamental aspects of PoW blockchains. Notwithstanding, several model features constitute relevant elements for future research. Just to cite a few, elements deserving further attention relate to the introduction of switching costs for representing the efforts required for mining [41], the volatility of the crypto-asset value in the market [42], and other mechanisms, such as the halving of the miners’ reward. Also, the electricity cost of mining, which we introduced via the parameter C in equation (2.1), represents a critical element of the game. While it is not easy to provide a robust estimate of the effect of C on the game dynamics, it is reasonable to assume that the higher its value, the smaller the density of miners. The value of C could reflect both energy prices and other variable costs (such as labour, use of equipment, etc.), as well as a policy intervention such as carbon (environmental) tax [4]. Due to the particular relevance of these aspects, we aim to focus on this parameter in future works. Eventually, in light of the structure of transaction networks [31,43–45] we observe in various cryptocurrencies, the interaction topology of the proposed model deserves additional investigations. Studying whether network structures [46], such as scale-free networks and small-world networks, can affect the strategy profile of a population playing the Crypto-Asset Game, as observed in social dilemmas [47–50] would be useful for two main reasons. The first reason relates to aspects of the game, such as how the dynamics get affected by the presence of hubs (i.e. highly connected nodes). The second reason relates to the possibility of studying the game by interaction topologies more similar to those observed in real scenarios. Also, albeit the CAG has some similarities with games such as the Public Goods Game, we have no elements to forecast its behaviour in heterogeneous networks. Here, users and miners need each other, while in a typical social dilemma, the optimal scenario is characterized by the complete prevalence of a strategy. Hence, this aspect of the model needs detailed analyses. Let us conclude by remarking that the optimal steady states reached by agents in some game conditions suggest that protocol designers may have a relevant role in the energetic impact of PoW-based blockchains. In particular, the miners’ rewards could be designed to promote virtuous user behaviours, making, in the long run, this technology sustainable and environmentally friendly.
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