Leveraging Type Descriptions for Zero-shot Named Entity Recognition and Classification

Rami Aly¹, Andreas Vlachos¹, Ryan McDonald²

¹Computer Laboratory, University of Cambridge, U.K.
²ASAPP

{rami.aly|andreas.vlachos}@cl.cam.ac.uk, ryanmcd@asapp.com

Abstract

A common issue in real-world applications of named entity recognition and classification (NERC) is the absence of annotated data for target entity classes during training. Zero-shot learning approaches address this issue by learning models that can transfer information from observed classes in the training data to unseen classes. This paper presents the first approach for zero-shot NERC, introducing a novel architecture that leverages the fact that textual descriptions for many entity classes occur naturally. Our architecture addresses the zero-shot NERC specific challenge that the not-an-entity class is not well defined, since different entity classes are considered in training and testing. For evaluation, we adapt two datasets, OntoNotes and MedMentions, emulating the difficulty of real-world zero-shot learning by testing models on the rarest entity classes. Our proposed approach outperforms baselines adapted from machine reading comprehension and zero-shot text classification. Furthermore, we assess the effect of different class descriptions for this task.

1 Introduction

Named entity recognition and classification (NERC) is the task of identifying spans of text corresponding to named entities and classifying these spans from a set of pre-defined entity classes. A prevalent issue for many real-world applications is that annotated data does not readily exist. This motivates the focus on the zero-shot setting (Xian et al., 2018; Wang et al., 2019), where annotated data is not available for the classes of interest. Instead, information available from observed classes must be transferred to unseen target classes.

Recently zero-shot approaches making use of textual representations to represent entity classes were explored for entity linking (EL) (Logeswaran et al., 2019; Wu et al., 2020) and named entity typing (NET) (Obeidat et al., 2019), which are similar to the NERC subtask of named entity classification (NEC). However, no previous work has addressed the task of zero-shot NERC, which additionally requires the detection of which tokens make up an entity in addition to its type, i.e. Named Entity Recognition (NER).

This paper is the first to study zero-shot NERC, by leveraging entity type descriptions. The task is illustrated in Figure 1. During testing, the input is a sentence and a set of target entity classes, each accompanied by its description, and the goal is to recognize and classify entities in these target classes. Descriptions contain crucial information for the task. Given as input “Shantou Harbour, a natural river seaport, opens to the South China Sea.” and a class Facility in Figure 1, using a description “Names of human-made structures: infrastructure (streets, bridges), [...]” a connection between Facility and Shantou Harbour can be made without having seen an annotated example in training. While using descriptions enables us to predict entity classes unseen in training, NERC poses the additional challenge of modelling the negative class (non-entity tokens) as its definition includes different entity classes and tokens in training and testing. It is possible that words observed as non-entities during training belong to one of the test classes, as seen in Figure 1: both Huaqiao Park, in training, and Shantou Harbour, during testing, are entities of the class Facility, however, Huaqiao Park is labelled as a non-entity in the former.

Based on this insight we propose several architectures for NERC based on cross-attention between the sentence and the entity type descriptions using transformers (Vaswani et al., 2017) combined with pre-training (Devlin et al., 2019). We
explore modelling the negative class by (i) using a description for the negative class, (ii) modelling the negative class directly, (iii) modelling the negative class using the representations generated for the classes corresponding to types.

For evaluation we introduce zero-shot adaptations to two real-world NERC datasets with distinct properties: the OntoNotes (Pradhan et al., 2013) as well as the highly domain-specific MedMentions dataset (Mohan and Li, 2019). The adaptations adhere to recommendations to zero-shot evaluation (Xian et al., 2018) by evaluating models on the rarest classes while ensuring that all class sets are disjoint. Our best model achieves a macro F1 of 0.45 on OntoNotes-ZS and 0.38 on MedMentions-ZS, outperforming a state-of-the-art MRC model for NERC (Li et al., 2020; Sun et al., 2020) and an adapted zero-shot text classification model (Yin et al., 2019). An analysis on the classification and recognition task in isolation highlights the importance of the description choice, finding that annotation guidelines result in higher scores than the class name itself or Wikipedia passages.

2 Zero-shot NERC

In NERC, given a sentence $s = w_1, ..., w_n$ of length $n$ and a description $d_c$ for each class $c \in C^{ts}$ in the test set, we predict a sequence of labels $\hat{y} \in (C^{ts})^n$, with $n$ being the length of the sentence. We model the task as multiclass classification, which despite ignoring the sequential structure of the output, it has been found to be competitive (Lample et al., 2016; Rei, 2017). Thus, we predict the correct class for each token $w$ at position $t$: $\arg \max_{c \in C^{ts}} F(s, w_t, d_c)$, using a suitable function $F$ modelling the semantic affinity between $w_t$ and $d_c$ in the context of $s$. The parameters of $F$ need to be learned without annotated data for $C^{ts}$, but with annotated data and descriptions for the training $C^{tr}$ classes.

To model $F$ we focus on the use of cross-attention (Humeau et al., 2019; Wolf et al., 2019b) in the form of a transformer encoder (Vaswani et al., 2017). For each type description $d_c$, the cross-attention encoder (X-ENC) generates a vector representation $v_{t,c} \in \mathbb{R}^h$ for a token $w_t$ in the sentence $s$:

$$v_{1,c}, ..., v_{n,c} = X-ENC(s, d_c).$$

The vector $v_{t,c}$ of each token is then linearly transformed

$$o_{t,c} = v_{t,c} \cdot w^T + b,$$

with $v_{t,c} \in \mathbb{R}^h$ and $o_{t,c} \in \mathbb{R}$. The value $o_{t,c}$ indicates how likely is that token $w_t$ belongs to entity class $c$.

In order to be able to recognize entities in addition to classifying them, the scores for each token $o_{t,c}; ..., o_{t,c_k}$ are concatenated with a score for belonging to the negative class $o_{t,neg}$, corresponding to not belonging to any of the types considered:

$$o_t = (o_{t,c}; ..., o_{t,c_k}; o_{t,neg})$$

with $o_t \in \mathbb{R}^{k+1}$. Obtaining a good estimate for this score is a key challenge in performing zero-shot recognition.

Figure 1: Zero-shot named entity recognition and classification.
shot NERC and we discuss it in the next section. We then select the class with the highest score probability after applying a softmax operation:

\[
\tilde{y}_t = \arg \max_{c \in C^t} F(s, w_t, d_c) \\
= \arg \max_{c \in C^t} \frac{o_{t,c}}{\sum_{c' \in C^t} o_{t,c'}}.
\]  

We label this model **Sequential Multiclass Cross-attention Model** (SMXM). Referring to the initial example, cross-attention enables *Shantou Harbour* to attend to *infrastructure* in the type description of the class *Facility*, generating a representation for this token based on the type description in the context of the sentence.

**Cross-attention Encoder** The cross-attention model is based on the pre-trained transformer encoder BERT (Devlin et al., 2019) which allows the model to capture surface-level information as well as semantic aspects between all words of the input (Jawahar et al., 2019). For X-ENC the input tuple as semantic aspects between all words of the input model is based on the pre-trained transformer encoder.

The cross-attention, each token is represented for the negative class in the context of the sentence without taking any description into account:

\[
v_{1,neg}, \ldots, v_{n,neg} = ENC(s),
\]

with ENC being a standard transformer encoder (Vaswani et al., 2017). Similar to the description-based approach, \(v_{t,neg}\) is linearly transformed to \(o_{t,neg}\) using a separate vector \(w_{neg}\) (c.f. Eq. 5).

**Class-aware encoding** Description-based and independent encodings do not model the fact that not every entity labelled as a non-entity during training is a non-entity during testing in zero-shot NERC. Instead, we propose to model the negative class by combining the representations generated for the other classes, as generated by the cross-attention encoder (Eq. 1): \(v_{t,0}, \ldots, v_{t,c_k}\). Each vector is then linearly transformed, using \(w_{neg-cl}\) and then concatenated to a feature map \(m\). We then apply a max-pooling operation over this feature set and take the maximum value:

\[
o_{t,neg-cl} = \max\{m\}.
\]  

Finally, we compute \(o_{t,neg}\) by linearly combining the representation from the independent encoding and \(o_{t,neg-cl}\).

**2.2 Training**

To prevent the cross-attention encoder from overfitting on the few class descriptions, we use a regularizer in the form of entity masking, inspired by the masked language modelling objective used in BERT, to train the model on the training classes \(C^t\). During training with a probability \(p\) (tuned as a hyperparameter) the entire entity that is to be classified is masked in the input to the model. This regularization avoids lexical memorization and encourages the model to learn entity context to class description affinities, while still learning to incorporate aspects of the entity itself (e.g. capitalization, shape, morphology) and relating them to the type description. A cross-attention model for tasks such as EL is much less likely to overfit since each entity is associated with a unique description and there is a much larger number of them than entity classes. Due to the label imbalance caused by the
negative class, we use class weights \( q_c \) incorporated to the cross-entropy loss:

\[
\sum_{i=1}^{c} q_c \cdot p(y_{t,i}) \cdot \log(p(\hat{y}_{t,i})) .
\]  

While the factor \( q \) is kept to 1 for all non-negative classes, for the negative class \( q \) is set using the underlying training dataset distributions using the ratio \( \frac{\text{# entities}}{\text{# non-entity words}} \) and further tuned within that range as a hyperparameter.

### 3 Evaluation setup

#### 3.1 Datasets for Zero-Shot NERC

We present adaptations to OntoNotes (Pradhan et al., 2013) and MedMentions (Mohan and Li, 2019) for zero-shot NERC evaluation. OntoNotes is a common benchmark dataset for NERC systems while the more recent MedMentions dataset consists of domain-specific biomedical data. The annotations in the latter are based on the Unified Medical Language System (UMLS) ontology (Bodenreider, 2004) and do not only include proper named entities but also concepts. For instance, in the passage “modeling nurse-patients”, modeling is annotated with the concept Research Activity, thus rendering it more challenging.

The adaptations follow recommendations for zero-shot evaluation by Xian et al. (2018): (i) Zero-shot methods should be evaluated on the rarer classes, as in real-world scenarios annotated data is likely to be available for the more common ones, (ii) Evaluation metrics should focus on per-class averaged scores to account for the imbalance in terms of samples per class, thus we evaluate our models with the macro-averaged \( F_1 \) metric, (iii) Hyperparameters have to be tuned on a development set of classes disjoint from both the training and test set, (iv) Pre-trained neural networks used for zero-shot learning can be trained on arbitrary amount of data as long as the training data does not contain samples of the test set.

To create the zero-shot versions of both OntoNotes and MedMentions abiding by rule (i) we measure the frequencies of their respective entity types and keep the four and eleven most frequent ones in OntoNotes and MedMentions, respectively, for training. The remaining ones are split between development and test set by sorting them by frequency and then assigning them alternating between the two sets. To create the zero-shot splits we use the default data splits and remove all annotations of classes that are not associated with the respective split.

Quantitative statistics of OntoNotes-ZS and MedMentions-ZS are shown in Table 1. In addition to ensuring that we evaluate on the rarer
classes, we also wanted to ensure the classes considered are not trivial to recognize. For example, the class PERCENT in OntoNotes is only assigned to percentages, whose surface form follow regular patterns, while WORK OF ART or PRODUCT are more difficult to recognize. Based on the annotation guidelines of Ontonotes, seven classes were identified to be trivial to recognize (c.f. denoted with † in Table 2). To verify this, a simple rule-based system developed for these classes achieved between 0.60 and 0.89 micro F1, only slightly worse than the fully supervised state-of-the-art NERC model of (Li et al., 2020) (see supplementary material). These classes were excluded from our experiments. We did not identify such trivial classes in MedMentions.

3.2 Entity type descriptions

| Source            | Avg. #tokens | Longest desc. | Shortest desc. |
|-------------------|--------------|---------------|----------------|
| GL                | 57           | 129           | 4              |
| WN                | 58           | 164           | 13             |
| Wiki              | 81           | 160           | 19             |
| SN                | 34           | 102           | 11             |
| MT                | 67           | 116           | 14             |
| Wiki              | 142          | 221           | 17             |

Table 3: Quantitative characteristics for different entity type description sources. Statistics measured in tokens and calculated over all classes.

A basic description is to simply use the class name itself. In addition, we consider three readily available type description sources for each dataset. The options for OntoNotes are:

Annotation guidelines [GL] They have been used to annotated the dataset. These descriptions are highly informative containing precise definitions accompanied by examples, as they should help a human perform the task.

WordNet [WN] Secondly, descriptions of the lexical database WordNet are employed using it’s synsets feature.

Wikipedia [Wiki] The first one to three sentences of the most related article to a class.

For MedMentions, we use the aforementioned Wikipedia descriptions, as well as:

UMLS Semantic Network [SN] Since the MedMentions dataset is based on the UMLS ontology we explore the short descriptions provided by the UMLS Semantic Network Browser.

UMLS Metathesaurus [MT] The Metathesaurus browser is a search engine that aggregates information of different biomedical sources. For entity type not found in it, semantically similar or subordinate classes are used, e.g. Biomedical Research for Biomedical Occupation or Discipline. Quantitative characteristics of the description types are shown in table 3.

To obtain negative type descriptions, three manually selected sentences from the training set are used that are free of any named entities. We also explored alternating between multiple negative descriptions that we had compiled, however, results were generally worse.

4 Experiments

4.1 Implementation details

All models are implemented using PyTorch (Paszke et al., 2017) and the huggingface implementation (Wolf et al., 2019a) of BERT, using the case-sensitive version of BERT-Large unless otherwise stated. The results reported are the averages of two runs.

All I- or B- prefixes to a label were removed for simplicity. Therefore, each entity class is defined by a single label. This simplification results in ambiguity for the NERC task in the case of two consecutive named-entities of the same class, however it reduces the model parameters by half while affecting 5.8% of the entities across the validation and test splits of both datasets (c.f. row # consecutive entities of same class in Table 1). Sentences without any annotations were also excluded.

The pre-training data of BERT has been compared to the development and test splits of both datasets to ensure that it has not been pre-trained on testing data (rule (iv) of Xian et al. (2018))

The hyperparameters for each model were mainly optimized on the validation split of the OntoNotes dataset considering only the non-trivial classes, and then used for the experiments with the MedMentions-ZS dataset. Only the learning rate was tuned for MedMentions-ZS separately. The best model according to development macro-averaged F1 during training was tested in all experiments on both datasets. Further details

https://uts.nlm.nih.gov/semanticnetwork

3https://uts.nlm.nih.gov/uts/umls

The dataset has been compared only to the latest Wikipedia dump as the book corpus is not hosted anymore.
4.2 Baseline models

While a simple TF-idf similarity baseline that measures the overlap between the sentence and entity description by computing the cosine similarity shown to be a good baseline for zero-shot entity linking (Logeswaran et al., 2019), $F_1$ scores on NERC were consistently below 0.04 on both datasets. Similar observation applies to similarity scores based on word2vec embeddings (Mikolov et al., 2013) as used in (Yin et al., 2019), highlighting the difficulty of this task. Our baselines thus focus on current state-of-the-art models in both NERC and related zero-shot tasks.

**Binary Entailment Model (BEM)** is an NERC adjusted model of the state-of-the-art approach for zero-shot text classification (Yin et al., 2019). They employ BERT, fine-tuned on an entailment dataset, to classify whether a class description (*The text is about X*) is entailed by the text. To adapt this model to NERC, we modify the description to *The word is of type X* with $X$ being the entity class name, and classify each word instead of the entire sentence. Since their model generates a binary output for each class, the negative prediction for all classes predicts the negative class. By treating each sentence-description pair independently, the relationship between classes as well as the complexity of the negative class in zero-shot evaluation is ignored. We fine-tune BERT-Large on MNLI (Williams et al., 2018), as it performed best in the experiments of (Yin et al., 2019), before training BEM on the zero-shot datasets using adjusted class weights, which has been crucial for successful training of the model; not using it resulted in degenerated solutions in preliminary experiments. The proposed entity masking objective is not suitable for BEM’s binary classification approach as it would simply learns to predict the masked token to be an entity during training.

**MRC** for NERC is an approach by Li et al. (2020) who construct queries for entity classes and transform NERC to a machine reading comprehension task for fully supervised flat and nested NERC. Their model generates a span by predicting start and end indices for each entity as well as a matching score for each possible start-end index. Predictions for each entity type are made independently, similar to BEM. Their model showed promising results for the transfer learning experiment when training on the CoNLL03 dataset and testing on OntoNotes, with the latter consisting of a superset of CoNLL03 entity classes, yet it was not tested on completely distinct training and test labels, i.e. zero-shot learning. However, results for our zero-shot task were too low to be considered. We hypothesise two causes: i) In our zero-shot setup the dataset is heavily imbalanced, as most token spans are not entities (typically one to three out of $n^2$ in a sentence of length $n$) ii) an incorrect prediction in either the start index, end index, or matching score results in an overall incorrect span, and the accuracy for each of these is unlikely to be high in the zero shot setup. Thus, we simplified the model by excluding the matching matrix, and we use the start and end index with greedy closest-matching to compute the entity span, similar to (Sun et al., 2020). MRC also has been trained using adjusted class weights.

### 4.3 Results

NERC Results for both datasets are shown in Table 4, for both token and span-level $F_1$. We only report results on the best performing entity description which is the same across all models, i.e. annotation guidelines and Metathesaurus descriptions for OntoNotes-ZS and
MedMentions-ZS, respectively; we discuss the impact of description choice in the next section. Shown SMXM results use class-aware encoding of the negative class since it performed better than the other approaches considered (c.f. section 4.4). Statistical significance was determined using the two-tailed Monte Carlo permutation test with 5000 repetitions with \( p < 0.05 \).

Our proposed model, SMXM, performs significantly better than all models on both datasets, with a token-level score of 0.45 on and 0.38 for OntoNotes-ZS and MedMentions-ZS, respectively. Comparing SMXM with SMXM\textsubscript{base}, trained on the smaller BERT-Base (335M vs 109M parameters) highlights the value of larger scale pretraining for domain-specific applications. Scores decrease on both datasets when using the smaller model, with a substantial decrease on MedMentions-ZS to only 0.30. Despite its smaller size, SMXM with Bert-Base remains competitive to both BEM and MRC which use BERT-Large. The BEM baseline achieves significantly better token-level scores than MRC for NERC on the development split of OntoNotes-ZS and on both splits of MedMentions. While the MRC for NERC model achieves poor token-level results, its span-level scores are more comparable to BEM and SMXM, even significantly outperforming BEM on the MedMentions-ZS development split despite a much lower token-level score. MRC for NERC has the smallest delta between the token and span-level score out of all models, yet overall scores remained low due to the difficulty of inferring the correct start and end index based only on the description in a zero-shot setup and generalizing to new, unseen types, e.g. determining whether the article the belongs to an entity or not (the is part of DATE but generally not of PRODUCT).

**Per-class scores** Scores for each class using SMXM are shown in Table 5. For OntoNotes, scores are comparable across the different classes, with WORK OF ART performing worse than the others. In contrast, for MedMentions some classes are recognized and classified with comparably high accuracy, such as Bacterium, while Body Substance and Body System score very low. A possible explanation is the similarity (in semantics and/or description) between these classes and classes used for training. For instance, some example entities in Body System’s description are also found in Anatomical Structure (e.g. cardiovascular system). This would further explain the very high recall but low precision, as entities belonging to the training classes are (erroneously) identified as entities of these test classes.

| Class               | precision | recall | f1-score |
|---------------------|-----------|--------|----------|
| FAC                 | 0.35      | 0.75   | 0.48     |
| LOC                 | 0.39      | 0.82   | 0.53     |
| WORK OF ART         | 0.38      | 0.35   | 0.36     |
| Bacterium           | 0.55      | 0.79   | 0.66     |
| Body Substance      | 0.09      | 0.58   | 0.17     |
| Body System         | 0.08      | 0.87   | 0.16     |
| Food                | 0.33      | 0.68   | 0.47     |
| Prof. or Occ. Group | 0.31      | 0.65   | 0.44     |

Table 5: Class-based token-level macro-F\textsubscript{1} scores of SMXM on the test set of OntoNotes-ZS (top) and MedMentions-ZS (bottom).

### 4.4 Discussion

**Analysis of entity descriptions** Results on the development set using SMXM with the different entity descriptions introduced in section 3.2 are shown in Table 6. Annotation guideline descriptions perform significantly better than all other descriptions on OntoNotes-ZS. Metathesaurus descriptions work best on MedMentions-ZS, with Semantic Network descriptions performing only slightly worse. Using the class name is a surprisingly strong baseline description, performing comparably to WordNet descriptions on OntoNotes-ZS and even better than Wikipedia on MedMentions-ZS. While Wikipedia works well on general types, it performs poorly on the domain-specific types of MedMentions-ZS.

| Model | OntoNotes-ZS | MedMentions-ZS |
|-------|--------------|----------------|
|       | Token | Span | Token | Span |
| Class name | 0.25 | 0.18 | 0.28 | 0.18 |
| Wiki    | 0.32 | 0.21 | 0.27 | 0.19 |
| WN/SN   | 0.26 | 0.20 | 0.29 | 0.21 |
| GL/MT   | **0.35** | **0.23** | **0.31** | **0.22** |

Table 6: Averaged macro F\textsubscript{1} of NERC on the dev sets for SMXM with different type descriptions.

Analysing the scores, we identified three properties of descriptions with negative effect on performance: vagueness, noise, and negation. Most UMLS based type descriptions are abstract or underspecified, and require either substantial background information or expert knowledge to be
useful; for instance, \textit{Eukaryote} in SN description (“\textit{One of the three domains of life, also called Eukarya. These are organisms whose cells are enclosed in membranes and possess a nucleus}.”). Furthermore, many descriptions contain noise or unrelated information (e.g. those obtained by Wikipedia). Finally, classes defined by negations or cross-references to other classes result in worse performance, as negated sentences add less information about the class in question. Cross-references cannot be processed by any of the models, as they cannot directly link parts of a class’ description to another. Exploring this semi-structured knowledge is interesting future work.

On the other hand, we found that explicit examples (e.g. “\textit{infrastructure (streets, bridges)}”) and mentions of syntactic and morphological cues (e.g. “\textit{These are usually surrounded by quotation marks in the article [...]}”) make the annotation guidelines perform particularly well.

To validate this qualitative analysis, we modified each dataset’s best performing description with the aim to make one worse and one better. First, we worsen the annotation guidelines by removing all explicit mentions of entities and syntactic cues. The token-based macro-$F_1$ for NERC when using SMXM decreased by 0.05 when explicit examples are removed. Secondly, to improve the Metathesaurus descriptions we removed negations, made them less abstract, and added explicit examples.

The modifications on the UMLS descriptions improve the scores by around 0.03 on the development set. We used the modified Metathesaurus descriptions for all models in result table 4 and table 7. Only around forty minutes have been invested to modify the UMLS annotations without expertise in the biomedical domain, likely leaving much room for improvements.

Non-entity class modelling We separately analysed how well the different approaches model the negative class. Results on the development set are reported in Table 7. The token-level score of SMXM$_{ca}$ with the class-aware encoding of the negative class outperforms both the independent encoding SMXM$_{ind}$, as well as the negative class description based encoding SMXM$_{desc}$ approach significantly on the NERC task, confirming the motivation of this approach.

**Alternative Class Splits** While switching classes between the development and test split resulted in overall similar results (tested on three different splits for MedMentions), reducing the number of training classes and redistributing them on the dev and test splits led to a substantial decrease in performance. Results for the extreme case where the number of training classes for MedMentions-ZS has been reduced to the four most frequent ones (with the dev and test sets having eight and nine classes, respectively) are shown in Table 8. As seen, SMXM still performs the best, however, only with a score of 0.14.

| Model | OntoNotes-ZS | MedMentions-ZS |
|-------|--------------|----------------|
|       | Token        | Span           | Token        | Span           |
| SMXM$_{desc}$ | 0.24          | 0.18           | 0.29          | 0.19           |
| SMXM$_{ind}$  | 0.28          | 0.19           | 0.30          | 0.21           |
| SMXM$_{ca}$   | **0.35**      | **0.23**       | **0.33**      | **0.23**       |

Table 7: Macro-averaged $F_1$ of NERC on the dev set of OntoNotes-ZS and MedMentions-ZS for different approaches to modelling the negative class.

| Model | Dev | Test |
|-------|-----|------|
|       | Token | Span | Token | Span |
| BEM   | 0.10  | 0.06  | 0.10  | 0.07  |
| MRC   | 0.07  | 0.08  | 0.06  | 0.05  |
| SMXM  | **0.13** | **0.09** | **0.14** | **0.09** |

Table 8: Macro-averaged $F_1$ of NERC on the modified class splits with only four training classes and nine test classes on MedMentions-ZS.

**Complexity** The complexity of our model’s and baselines’ encoding step in terms of classes is $O(C)$, with $C$ being the number of test classes (including the negative class). This is an increase in complexity over $O(1)$ in the traditional scenario, however, during training the gradients are accumulated across the inputs, leading to faster convergence. With varying description lengths for different sources (c.f. table 3), the input sequence length is another important factor to consider regarding the model’s efficiency, leading to an overall complexity of $O(CN^2)$, with $N$ being the length of the input sequence. In our experiments, the runtime with SMXM$_{base}$ was the shortest, followed by BEM (due to the entailment descriptions being much shorter), SMXM, and last MRC.
Figure 2: Learning behavior analysis of SMXM and SMXM w/o entity masking on OntoNotes-ZS dev.

Entity Masking Finally, we study the impact of entity masking in Figure 2. First, we plot the validation F1 score during training for SMXM and SMXM w/o entity masking using guideline annotations. Second, the training loss of the same models in terms of cross-entropy (i.e. Eq. 8). The top plot shows that SMXM’s F1 score converges more slowly but to a higher value than SMXM’s highest value w/o masking by 0.03 points. The model’s validation F1 w/o entity masking decreases in later iterations, indicating overfitting. We confirmed this by observing a higher validation loss when no masking is used. Interestingly, as seen in the loss plot (bottom), the training loss is much lower when using entity masking. This is likely due to entity masking providing additional implicit supervision to the model: masked tokens cannot be the non-entity class. For these masked tokens the model can focus on the entity classification in isolation which appears to help the model extract more useful supervision signal, as indicated by the higher validation F1 achieved. When trained with masking, SMXM’s training loss closely follows the trend of the validation F1, indicating good transfer learning from the model’s training objective to the zero-shot evaluation.

5 Related Work

State-of-the-art approaches to NERC include the bidirectional LSTM-CRF (Lample et al., 2016), and more recently models based on the pre-trained transformer architectures, e.g. BERT (Devlin et al., 2019). These methods are unsuitable for zero-shot learning, with exception to the explored baselines in this paper (Li et al., 2020; Sun et al., 2020). Apart from NERC, manually defined class descriptions have also been explored for relation classification (Obamuyide and Vlachos, 2018) who pose the task as one of textual entailment. Obeidat et al. (2019) use descriptions for zero-shot NET, however, similar to a previous attempt by Ma et al. (2016), they use the underlying hierarchy to only include unseen classes in the leaves of the hierarchy to reduce the relevant unseen classes to only two or three.

The only work on zero-shot word sequence labelling (Rei and Søgaard, 2018) explores the transfer from labels on a sentence level objective (e.g. sentiment analysis) to a token or phrase-based annotation, similar to Täckström and McDonald (2011). Guerini et al. (2018) label their approach zero-shot named entity recognition, however, they focus on recognizing unseen entities not entity classes. Finally, Fritzler et al. (2019) focused on few-shot NERC using prototypical networks (Snell et al., 2017). They tested their model in the zero-shot setting, but concluded that their approach is not suitable for zero-shot learning as the results on OntoNotes were too low.

6 Conclusions & Future work

This paper explored the task of zero-shot NERC with entity type descriptions to transfer knowledge from observed to unseen classes. We addressed the zero-shot NERC specific challenge that the not-an-entity class is not well defined by proposing a multiclass architecture that uses class-aware encoding to model the negative class. The models were evaluated based on zero-shot adaptations of the OntoNotes and MedMentions dataset. The results show that the proposed model outperforms strong baselines and further indicate that high-quality entity descriptions (i.e. annotation guidelines) are an effective way to transfer knowledge from observed to unseen classes. Future work will aim to incorporate the dependencies between the labels predicted.
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6.1 Details on the Evaluation setup

Several slightly different versions of the OntoNotes dataset have been used in papers. Our OntoNotes version aligns with the ones used in (Li et al., 2017; Ghaddar and Langlais, 2018; Chiu and Nichols, 2016).

| Class          | Rule                                                                 |
|---------------|----------------------------------------------------------------------|
| PERCENT       | Any token that is % and its preceding number, as well as the preceding adverb such as 'about', 'around', or 'approximately'. |
| MONEY         | Any token [dollars, euro, yuan, pound, ...] or its symbolic representation and preceding numbers, incl. [hundred(s)], thousand(s), 'million(s)', 'billion(s)'. |
| ORDINAL       | Any word that is either 'first', 'second', or 'third', or compound of 'th' and a number. |
| LANGUAGE      | Frequent languages (English, German,...) and if preceded by [in, into, speak, write, talk, listen, ...] |
| TIME          | 'a.m', 'p.m', 'morning', 'evening', 'night', 'minute(s)', 'hour(s)' etc. and any preceding or consecutive numerical and relevant adverb/preposition. |
| QUANTITY      | One of ca. 20 SI units (incl. its abbreviation) and preceding number and relevant adverb/preposition. |
| CARDINAL      | CARDINAL is only marked if it is a numerical and not a year nor ORDINAL, MONEY, PERCENTAGE, nor QUANTITY. |

Table 9: Rule-based approach on non-challenging classes of OntoNotes-ZS.

6.2 Details on the Experimental Setup

Experiments were run on a Quadro RTX 8000. The parameter vectors/matrices $w$ and $w_{neg}$ have been randomly initialized from a uniform distribution $U(-\sqrt{b}, \sqrt{b})$ with $b = \frac{1}{\text{in-features}}$.

The models use the Adam optimizer (Kingma and Ba, 2015) with decoupled weight decay, called AdamW (Loshchilov and Hutter, 2019). Recommendations of related literature have been taken into account when selecting the hyperparameters and search space (Devlin et al., 2019; Sanh et al., 2020; Popel and Bojar, 2018). The tuned hyperparameters are the batch size, learning rate $lr$, weight decay $ld$, linear dropout $dr$, entity masking probability $p$ and warmup steps $wr$. All models use $ld = 0$, $dr = 0.5$, and $wr = 0$ as they have not been very sensitive regarding these parameters. For the learning rate, the rates $lr_{BEM} = 4e^{-6}$, $lr_{MRC} = 4e^{-6}$, $lr_{SMXM} = 4e^{-6}$, were used. For MedMentions, SMXM uses $lr_{SMXM} = 7e^{-6}$. Interestingly, these optimal learning rates are lower than recommended in the original paper (between $2e^{-5}$ and $5e^{-5}$) (Devlin et al., 2019). The batch size was set to 20 for BEM and MRC. For SMXM we use a batch size of 8 for OntoNotes-ZS, which was the largest batch size that fitted into the GPU since SMXM accumulates the gradients when fed as input for X-ENC. For MedMentions-ZS, we had to further reduce the batch size to 5. The masking probability $p$ was set to 0.7 for SMXM. A model was trained for a maximum of 3 epochs. For MedMentions the class weight $q$ for the negative class is set to 0.1 and for OntoNotes to 0.01.

The maximum sequence length to input to BERT was restricted to 300, with a maximum of 150 tokens for the description itself. Due to the restrictions to GPU memory, we used a sequence length of 200 when training SMXM on MedMentions-ZS, with 100 tokens being the maximum length of a type description.

For training, all models further use i) an early-stop scheduler to stop the training after no improvement on the validation $F_1$ score was detected for three consecutive steps, ii) a scheduler that reduces the learning rate linearly over the number of trained steps until it reaches zero with the last training step, similarly to the one described in (Devlin et al., 2019). The Bert entailment model used for BEM was trained on MNLI with the default hyperparameters used in (Devlin et al., 2019): $lr = 2e^{-5}$, epochs= 3, and we used a batch size of $100$.

Span-level scores are computed using the Seqeval library.\(^4\)

6.2.1 Details on the baselines

We explored the model of Li et al. (2020) by both re-implementing their paper and also by using our zero-shot dataset on their publicly available repository\(^5\). Several parameter settings were explored, with additional sanity checks. Training was stopped after ten epochs. Yet, in both attempts the macro $F_1$ for the best model stayed only barely above zero on OntoNotes-ZS. Regarding the mentioned causes for the low zero-shot NERC

\(^4\)Exploration range: $[1e^{-7},5e^{-5}]$

\(^5\)Exploration range: $[7, 25]$

\(^6\)Exploration range: $[5, 8]$

\(^7\)Exploration range: $[0.3, 0.7]$

\(^8\)https://pypi.org/project/seqeval/

\(^9\)https://github.com/ShannonAI/mrc-for-flat-nested-ner
scores of MRC for NERC, we have additionally noticed that in a fully supervised setting class-level scores when using the aforementioned repository are very high for very frequently observed classes, but comparably low for rare classes, indicating that substantial supervision is required to perform well, as the model is very sensitive to prediction errors as argued in the paper.

6.2.2 Example Type descriptions

| Class   | Description                                                                                                                                 |
|---------|---------------------------------------------------------------------------------------------------------------------------------------------|
| FAC     | Names of man-made structures: infrastructure (streets, bridges), buildings, monuments, etc. belong to this type. Buildings that are referred to using the name of the company or organization that uses them should be marked as FAC when they refer to the physical structure of the building itself, usually in a locative way: "I’m reporting live from right outside [Massachusetts General Hospital]" |
| LOC     | Names of geographical locations other than GPEs. These include mountain ranges, coasts, borders, planets, geo-coordinates, bodies of water. Also included in this category are named regions such as the Middle East, areas, neighborhoods, continents and regions of continents. Do NOT mark deictics or other non-proper nouns: herea, there, everywhere, etc. |
| WORK OF ART | Titles of books, songs, television programs and other creations. Also includes awards. These are usually surrounded by quotation marks in the article (though the quotations are not included in the annotation). Newspaper headlines should only be marked if they are referential. In other words the headline of the article being annotated should not be marked but if in the body of the text here is a reference to an article, then it is markable as a work of art. |
| LAW     | Any document that has been made into a law, including named treaties and sections and chapters of named legal documents. |
| EVENT   | Named hurricanes, battles, wars, sports events, attacks. Metonymic mentions (marked with a ∼) of the date or location of an event, or of the organization(s) involved, are included. |

Table 10: Snippet of OntoNotes NERC annotation guidelines. All rights of these descriptions belong to (Pradhan et al., 2013) and Ratheon BBN Technologies.