A Folded Concave Penalty Regularized Subspace Clustering Method to Integrate Affinity and Clustering
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Most sparse or low-rank-based subspace clustering methods divide the processes of getting the affinity matrix and the final clustering result into two independent steps. We propose to integrate the affinity matrix and the data labels into a minimization model. Thus, they can interact and promote each other and finally improve clustering performance. Furthermore, the block diagonal structure of the representation matrix is most preferred for subspace clustering. We define a folded concave penalty (FCP) based norm to approximate rank function and apply it to the combination of label matrix and representation vector. This FCP-based regularization term can enforce the block diagonal structure of the representation matrix effectively. We minimize the difference of $l_1$ norm and $l_2$ norm of the label vector to make it have only one nonzero element since one data only belong to one subspace. The index of that nonzero element is associated with the subspace from which the data come and can be determined by a variant of graph Laplacian regularization. We conduct experiments on several popular datasets. The results show our method has better clustering results than several state-of-the-art methods.

1. Introduction

In machine learning and data mining, clustering is one of the most important topics in unsupervised learning. Given a set of data points, clustering is to partition these points into several groups, with each of which called a cluster, such that data points in the same group have higher similarities than those in different groups. In the past decades, an enormous number of clustering algorithms have been proposed, such as K-means and its variants [1, 2], spectral clustering [3], nonnegative matrix factorization (NMF) [4], and subspace clustering [5]. In this paper, we focus on the methods of subspace clustering.

Contemporary is the era of high-dimensional data explosion. However, there is redundancy information included in those high-dimensional data so that their intrinsic dimension is often much smaller. In many computer vision and machine learning problems, one often assumes that the data are drawn from a union of multiple low-dimensional linear subspaces. Thus, subspace clustering of such data has been studied extensively. Nowadays, many works proposed the assumption of linear subspace may not always be true for many real high-dimensional data. The proposed data may be better modeled by nonlinear manifolds [6–8]. The common strategy employed in these works is to use the logarithm mapping projecting data onto the tangent space at each data point which is a linear space, so that all the strategies applicable to linear space can be used. These methods finally still need to establish a model in linear space. Therefore, research of modeling methods in linear space is still essential. The existing methods for subspace clustering can be roughly divided into four groups: statistical learning-based methods, factorization-based methods, algebra-based
methods, and sparsity-based methods (e.g., Sparse Subspace Clustering (SSC) [9] and Low-Rank Representation (LRR)) [10]. In this paper, we focus on the fourth group.

In recent years, a lot of methods basing on deep learning [11] have been proposed. These methods obtained extremely competitive results in many fields on image and computer vision. A discussion hot point in computational imaging is if it is time to discard the classic methods and fully replace them with deep learning-based methods. On the one hand, a prerequisite for deep learning-based methods is a huge number of samples. However, there exist some situations where no data or only a small number of data can be obtained. In this case, the knowledge-based modeling methods are more suitable. On the other hand, classic methods have a clear structure and theoretical guarantee. They are based on the knowledge of the problem we are trying to solve rather than seeking for best performance by intuitively choosing architectures or trial and error. To the best of our knowledge, most of the existing learning-based clustering methods only learn some autoencoder features [12]. The final clustering is still obtained by applying k-means or SSC. Another challenge for deep learning is that a clustering model trained from some datasets may not be effective for other sets, but classic methods have better generalization ability.

Let \( \mathbf{X} = \{ \mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_n \} \in \mathbb{R}^{m \times n} (m < n) \) be a collection of \( m \)-dimensional data drawn from the union of linear subspaces \( \{ \mathbf{S}_j \}_{j=1}^c \). Each \( \mathbf{S}_j \) includes \( n_j \) data of \( \mathbf{X} \). The task of subspace clustering is to cluster the data in \( \mathbf{X} \) according to those independent subspaces. For each \( j \in \{1, 2, \ldots, n\} \), consider the data \( \mathbf{x}_j \) as a linear combination of all data in \( \mathbf{X} \), i.e., \( \mathbf{x}_j = \mathbf{Zx}_j \), here \( \mathbf{z}_j = (Z_{kj})_{k=1}^n \) is called a representation vector, we assume \( Z_{j,j} = 0 \) to avoid the trivial solution. Suppose \( \mathbf{x}_j \in \mathbf{S}_i (i \in \{1, 2, \ldots, c\}) \), then only the coefficients associated with the data from \( \mathbf{S}_i \) are not zero, and the others are all zero. Assuming \( A_j = \{ k: Z_{kj} \neq 0 \} \), we want to find the solution to the following problem:

\[
\arg\min_{\mathbf{Z}_{ij} \in \mathbb{R}^{m \times n}} \left\| \mathbf{x}_j - \mathbf{Zx}_j \right\|_2^2, \quad (j = 1, 2, \ldots, n). \tag{1}
\]

which means to find the oracle solution [9].

According to the above statement, there must be at least one matrix \( \mathbf{Z} = (Z_{ij})_{n \times n} \in \mathbb{R}^{m \times n} \) satisfying

\[
\mathbf{X} = \mathbf{ZX}, \quad \text{s.t.} \ Z_{jj} = 0 (j = 1, 2, \ldots, n). \tag{2}
\]

Equation (2) actually has an infinite amount of solutions. Any solution is called a representation matrix. When handling 2D data, with each data being a matrix, [13] shows the strategy of converting all data to vectors severely damages inherent structural information and correlations of the original data. They proposed to learn a 2D projection matrix such that the most expressive structural information is retained in the spanned subspace. In our work, we still consider the vectorized data for simplicity since our method is also suitable for the projected vectorized data, and it is not within the scope of this paper to discuss how to deal with 2D data.

A good representation matrix should have the properties of sparsity between subspaces and density within a subspace, which means each query data \( \mathbf{x}_j \) is represented by a small number of subspaces, and once one subspace is selected, it is in favor of using more data from the same subspace. The work of [14] introduced a family of new regression models and estimated a representation model while accounting for discriminativeness between clusters. Here we achieve this property of the representation matrix by forcing it to have block diagonal structure since the block diagonal structure of \( \mathbf{Z} \) directly induces a segmentation of the data (each block corresponds to a cluster). Reference [15] stated that under the ideal conditions, i.e., the data are noiseless and the subspaces are independent (i.e., none of the subspaces can be represented by other subspaces), as long as the regularizer for \( \mathbf{Z} \) satisfies the EBD (Enforced Block Diagonal) conditions, and the optimal representation matrix is block diagonal. However, as \( \mathbf{X} \) contains noise, which is inevitable in any application, \( \mathbf{Z} \) may not be a strict block diagonal matrix. Therefore, it is difficult to decide how large the representation coefficient between two data should be to group them into the same subspace. Usually, many previous subspace clustering methods are to find a matrix \( \mathbf{Z} \) firstly; then using \((|\mathbf{Z}| + |\mathbf{Z}'|)/2\) as an affinity matrix, the spectral clustering such as normalized cuts can be applied to get the subspace clustering result, just as the classic SSC and LRR and many other variants thereafter have done. All these methods divide the solution of the representation matrix and the final clustering result into two independent steps. We propose to integrate the affinity matrix and the data labels into a model to make them interact and promote each other and finally improve the clustering performance.

Furthermore, in terms of the penalty for representation matrix \( \mathbf{Z} \), most methods based on SSC and LRR seek \( \mathbf{Z} \) with the most sparse or lowest rank constraint. In fact, for subspace clustering, it is more important for \( \mathbf{Z} \) to have block diagonal structure than to be the most sparse or lowest rank matrix. We give a low-rank-based regularization term to enforce the block diagonal structure of \( \mathbf{Z} \) directly. This regularization term is applied to a combination of the semisupervised label matrix and representation vector \( \mathbf{z}_j \) other than \( \mathbf{Z} \). Note that the rank function of a matrix is the \( l_0 \)-norm of the singular value vector and solving such a \( l_0 \) minimization problem is usually difficult or even NP-hard. The standard approach is to replace the rank function with the convex nuclear norm [16, 17]. It has been proved that under certain incoherence assumptions on the singular values of the matrix, solving the convex nuclear norm regularized problem leads to a near-optimal low-rank solution [18]. On the other hand, it is pointed out that the nuclear norm is not accurate for rank approximation. Recent works develop various more accurate approximations to the rank function, such as the log-determinant rank approximation [19, 20], which significantly improves the learning performance. In addition, the nuclear norm of a matrix is the \( l_1 \)-norm of the singular
values vectors. Fan and Li pointed out that $l_1$-norm penalty overpenalizes large entries of vectors; therefore, nuclear norm overpenalizes large singular values. Moreover, they proposed three criteria for good penalty functions [21]: unbiasedness, sparsity, and continuity at the origin. The $l_1$-norm satisfies both sparsity and continuity, but it is biased.

Recently, nonconvex penalties have drawn more and more attention to sparse learning problems because people believe that one of the possible solutions of nonconvex penalization problem could overcome the drawbacks of the unique solution of convex penalization problem. As a common practice, the $l_1$-norm can be replaced by the $l_q$-norm with $0 < q < 1$ if a more sparse solution is expected to be obtained [22, 23]. However, no theoretical guarantee with $l_q$-norm is made for reducing the modeling bias of $l_1$-norm. Based on those three properties proposed by Fan and Li, they proposed a new penalty function called the smoothly clipped absolute deviation penalty (SCAD) [21]. Recently, Zhang proved that a so-called min-max concave plus (MCP) penalty [24] also possesses three properties and achieves better performance than SCAD. Both SCAD and MCP are nonconvex and nearly unbiased. Extensive experiments [21, 24–30] have demonstrated the superiority of SCAD and MCP over the $l_1$-norm penalty. Furthermore, folded concave penalty (FCP) methods, including SCAD and MCP, have been shown to have strong oracle property for high-dimensional sparse estimation. As described above, we do expect to get the oracle solution of problem (1).

In this paper, a FCP regularized subspace clustering model is presented as follows:

$$\begin{align*}
\min_{g, (j, k) \in S, Z} & \left\{ \frac{1}{2} \|X - XZ\|_F^2 + \alpha \sum_{j \in P} \left( \|g_j\|_1 - \|g_j\|_2 \right) + \beta \sum_{i \in P} \|g_i - g_j\|_2^2 \left( |Z_{ij}| + |Z_{ji}| \right) + \gamma \sum_{j \in P} \|G\text{Diag}(Z_j)\|_{F_{\text{max}}} \right\},
\end{align*}$$

(3)

We define a subspace dependent label matrix $G = [g_1, g_2, \ldots, g_n] \in R^{m \times n}$, where $g_j = (g_{ij_1}, g_{ij_2}, \ldots, g_{ij_n})^T \in R^q$ ($j = 1, 2, \ldots, n$) is a label vector for data $x_j$; here, $c$ is the number of subspaces and $n$ is the number of data. Since we do not know $c$, the dimension of $g_j$ only needs to be set larger than $c$ and at most equals to $\min(m, n)$. Here, we still use $c$ to denote the dimension of $g_j$. In our work, we mainly discuss the semisupervised case; i.e., some data already have labels and the others do not. Index set for all data and the labeled data are denoted as $P$ and $S$ separately; then $P\setminus S$ represents index set for the unlabeled data. For every $j \in S$, we assume $g_{ij} = 1$ when $x_j$ is in ith class, while $g_{ij} = 0$ otherwise. The label vectors for $j \in P\setminus S$ need to be solved, and the other of the all unknown labels is defined as $\Delta = \{g|g = (g_k)_{k \in \mathbb{Z}}, g_k \geq 0, \sum_{k=1}^{n} g_k = 1\}$. Encouraged by the good properties of the FCP penalty, we give FCP-based norm $\|g\|_F$ to approximate rank function. The last term of our model (3) is to obtain rank minimization for matrix multiplication $G\text{Diag}(z_j)$. $\alpha$, $\beta$, and $\gamma$ are parameters used to balance roles of the three regularization terms. It is obvious that the larger the parameter, the more important the corresponding term in the minimization problem.

We give three regularization terms. The first one is minimizing the difference of $l_1$ norm and $l_2$ norm of the label vector $g_j$ to make it have only one nonzero element. The clustering result for each data is induced by the index of that nonzero element. The second one is a variant of the graph Laplace regularization, which captures the nonlinear structures of the data. This term makes sure the data from the same subspace have the same label as much as possible. Therefore, the nonzero element of each label vector can properly correspond to the subspace from which the data is drawn. We apply a low-rank constraint to the combination of the label matrix and representation vector, as indicated in the third regularizer, to enforce $Z$ to better satisfy block diagonal structure. In our work, the clustering result, namely the label for each data, is directly solved from the model rather than using spectral clustering methods. The labels and the representation matrix are contained in two regularization terms. The first part of the third term of (3) makes the nonzero element of each label vector accurately correspond to the subspace from which each query data comes if the representation matrix $Z$ has the block diagonal structure. Vice versa, if each label has only one nonzero element which is associated with the accurate subspace, the second part of the third term and the fourth term make $Z$ better meet the block diagonal structure. Therefore, the labels and the representation matrix interact and promote each other during the whole computing process.

The problem can be solved by using the Alternating Direction Method of Multiplier (ADMM) framework. The resulting nonconvex FCP minimization problem can be solved by the Linear Local Approximation (LLA) method [23], which solves the problem by minimizing a surrogate function that upper bounds the objective functional. The surrogate function is constructed by linearizing the penalty function. LLA guarantees to decrease the objective function value in each iteration. Due to the nonconvex of the FCP
problem, there are usually multiple local solutions, and the oracle property is established only for one of the local solutions. Breheny and Huang [25] have shown that with a Lasso-based initialization, LLA can avoid local maxima and saddle points, and with a high probability, an oracle solution can be obtained by using one-step LLA. In addition, once the oracle estimator is obtained, the LLA algorithm converges; namely, it produces the same estimator in the next iteration. We use the result of singular value thresholding as the initialization, which corresponds to the Lasso-based solution when applying to the nuclear norm minimization problem.

Some notations used in this work are defined as follows. For a matrix $X$, $X^{T}$ is a diagonal matrix with diagonal entries being $x_{ii}$, and $X^{\top}$ denotes the transpose of $X$. Diag(X) describes the diagonal matrix with diagonal components being $X_{ii}$, diag(X) is a vector with entries $X_{ii}$. $\sigma_{i}(X)$ is the $i$th singular value of $X$. $|X|$ represents the element-wise absolute value of $X$. $X^{T}$ denotes the transpose of $X$. $X_{i}$ is the $i$th row of $X$, and $X_{j}$ is the $j$th column of $X$. tr(X) is the trace of the square matrix $X$. I and 0 denote the identity matrix and the zero matrix. $X \geq 0$ means all entries of $X$ are nonnegative.

2. The Proposed Model

2.1. The Low-Rank Model Integrating Affinity and Clustering

We set $G = [g_{1}, g_{2}, \ldots, g_{n}] \in R^{m \times n}$ as the submatrix of $G$ composed of the label vectors for all the data from subspace $S$. The ideal $g_{i}$ is the elements in $i$th row are all one, and those in the other rows are all zero. With the expression $x_{j} = Xz_{j}$ ($j = 1, 2, \ldots, n$) and the ideal structure of $G$, we can automatically seek the block diagonal structure of $Z$ by minimizing the rank of matrix multiplication $G_{Diag}(z_{j})$ (refer to [31, 32] for the detailed interpretation). This sparsity between subspaces and density within a subspace implied by the block diagonal structure is preferred to the aim of subspace segmentation. So, we first give a minimization model as below. Here for every $j \in P \backslash S$, we set $I_{j} = \{i | g_{ij} \neq 0, i = 1, 2, \ldots, c\}$, and $\#I_{j}$ denotes the number of elements in $I_{j}$.

$$\min_{g_{i} \in (P \backslash S) \cap \Delta_{+},Z} \left\{ \frac{1}{2} \|X - XZ\|_{F}^{2} + \gamma \sum_{j \in P} \text{rank}(G_{Diag}(z_{j})) \right\}$$

subject to $\text{For every } j \in P \backslash S, \#I_{j} = 1$ and $I_{j}$ corresponds to the subspace the data $x_{j}$ is from.

It is rational for the label vector $g_{ij}$ to have only one nonzero element since, in real application; one data only belongs to one subspace. For example, it is impossible for one face image belonging to two persons. Since $g_{ij}$ has only one nonzero element if and only if $\|g_{i}\|_{1} - \|g_{j}\|_{2} = 0$. Under the constraint of $g_{j} \in (P \backslash S) \cap \Delta_{+}$, its unique nonzero element has a value of one. For the simplicity of computing, we relax $\|g_{i}\|_{1} - \|g_{j}\|_{2} = 0$ as enabling the difference of $l_{1}$ norm and $l_{2}$ norm of $g_{j}$ to achieve minimization and use as a regularized constraint. The problem becomes

$$\min_{g_{i} \in (P \backslash S) \cap \Delta_{+},Z} \left\{ \frac{1}{2} \|X - XZ\|_{F}^{2} + \alpha \sum_{j \in P \backslash S} \left( \|g_{i}\|_{1} - \|g_{j}\|_{2} \right) + \gamma \sum_{j \in P} \text{rank}(G_{Diag}(z_{j})) \right\}$$

subject to $\text{for every } j \in P \backslash S, I_{j}$ corresponds to the subspace the data $x_{j}$ is from.
Now the problem is how to make sure the nonzero element of $g_i$ properly associate with the subspace the query data come. To do this, we use the following term:

$$
\frac{\beta}{2} \sum_{i \in P \setminus S \text{ or } j \in P \setminus S} \| g_i - g_j \|_2^2 \left( |Z_{ij}| + |Z_{ji}| \right) + \frac{1}{2} \sum_{i \in S \setminus S} \sum_{j \in S} \| g_i - g_j \|_2^2 \left( |Z_{ij}| + |Z_{ji}| \right).
$$

(6)

(3) If both $x_i$ and $x_j$ have labels, which means $g_i$ and $g_j$ do not need to be solved, we only do not know the representation coefficient. If $x_i$ and $x_j$ are in the same subspace, namely, $\| g_i - g_j \|_2^2 = 0$, $|Z_{ij}|$ and $|Z_{ji}|$ should be large. If $x_i$ and $x_j$ are not in the same subspace, i.e., $\| g_i - g_j \|_2^2 = 2$, $|Z_{ij}|$ and $|Z_{ji}|$ had better be zero. To this end, we use the second part of (6). Here the parameter $p$ needs to be taken a large value.

Using all the data $x_i (j = 1, 2, \ldots, n)$ as nodes, $x_i$, and $x_j$, have a connection between them as $|Z_{ij}| + |Z_{ji}|$ is large enough, and no connection as $|Z_{ij}| + |Z_{ji}|$ is small; then we obtain a graph of all data. Since for each data, the most similar data must come from the same subspace with it, each node must have a connection with at least one node in the same subspace. When there is at least one labeled data in each subspace, the label can be propagated from the labeled node to unlabeled nodes through formula (6). Therefore, the connected nodes can share the same label. This can be simply illustrated by Figure 1, in which there are only two classes and two labeled data (one for each subspace).

So far, we obtain the complete low-rank-based semi-supervised subspace clustering model

$$
\min_{g_i (j \in P \setminus S) \in \Delta, Z} \left\{ \frac{1}{2} \| X - XZ \|_F^2 + \alpha \left( \sum_{j \in P \setminus S} \| g_i \|_1 - \| g_j \|_1 \right) + \frac{\beta}{2} \sum_{i \in P \setminus S \text{ or } j \in P \setminus S} \| g_i - g_j \|_2^2 \left( |Z_{ij}| + |Z_{ji}| \right) \right\}.
$$

(7)

The minimization problem (7) is difficult to solve due to the combined nature of rank function. The standard approach is to replace rank function with the nuclear norm. Considering the fact that matrix nuclear norm is prone to overpenalize large singular values and thus usually leads to a biased estimation and the advantages of FCP over $l_1$ norm described in lots of works, we will utilize the FCP of singular value vector of a matrix to approximate rank function; thus, the model (7) is transformed into our model (3) presented in the introduction section, where matrix norm $\| \cdot \|_{P_{\lambda, a}}$ is defined as follows:

$$
\| \|_{P_{\lambda, a}} = \sum_{k=1}^c P_{\lambda, a}(\sigma_k(I)).
$$

(8)

$\sigma_k(I)$ is the $k$th singular value of matrix $I \in \mathbb{R}^{m \times n}$ with $c \leq n$. We choose the function $P_{\lambda, a}(-)$ as $p_{P_{\lambda, a}}^M(-)$ or $p_{P_{\lambda, a}}^S(-)$ defined as following separately. MCP is of the following form:
The matrix FCP norm defined in (8) satisfies the following properties.

**Proposition 1.** For $a \in (1, \infty)$(MCP) or $a \in (2, \infty)$(SCAD), then

\[
P_{\lambda,a}^{\text{MCP}}(t) = \begin{cases} 
\frac{a\lambda^2}{2} & \text{if } |t| \geq a\lambda \\
\lambda|t| - \frac{t^2}{2a} & \text{otherwise}
\end{cases}, \quad (a > 1). 
\]

SCAD is of the following form:

\[
P_{\lambda,a}^{\text{SCAD}}(t) = \begin{cases} 
\lambda|t| & |t| \leq \lambda \\
\frac{a\lambda|t| - 0.5(|t|^2 + \lambda^2)}{a-1} & \lambda < |t| < a\lambda, \quad (a > 2). \\
\frac{\lambda^2(a+1)}{2} & |t| \geq a\lambda
\end{cases}
\]

(9)

Property (1) is obvious. The second property can be easily verified since both SCAD and MCP penalty functions are upper bounded by Lasso penalty function and tend to Lasso penalty function as $a \to \infty$. The third property is true due to the fact that singular values are not changed from $I$ to $UV$ whenever $U$ and $V$ are orthonormal. The fourth property holds because of the concavity of the FCP penalty function. It is worth noting that the matrix FCP is not a real norm since it does not satisfy the triangle inequality of a norm.

**3. Optimization**

To solve problem (3), the original problem is converted to the following equivalent problem:

\[
\frac{1}{2} \sum_{i=1}^{n} \left( \|x_i - \mu_k\|^2 + \lambda \sum_{j=1}^{n} |x_{ij}| \right) + \sum_{k=1}^{K} \gamma_k \rho_k(\lambda) 
\]

Figure 1: Semisupervised subspace clustering.
The solution to problem (11) is difficult to achieve directly. We adopt the Augmented Lagrangian Multiplier (ALM) scheme to derive the following unconstrained optimization problem:

\[
\begin{aligned}
\min_{g_j, (j \in P \setminus S) \times \Delta}, \\ z, Q, y_j, (j \in P \setminus S), \\ I_j, (j \in P)
\end{aligned}
\left\{ \begin{array}{l}
\frac{1}{2} \|X - XZ\|_F^2 + \alpha \sum_{j \in P \setminus S} \left( \|y_j\|_1 - \|g_j\|_2 \right) \\
+ \beta \sum_{i \in P \setminus S \text{ or } j \in P \setminus S} \|g_i - g_j\|_2^2 \left( |Q_{ij}| + |Q_{ji}| \right) \\
+ \frac{1}{2} \sum_{i \in S} \sum_{j \in S} \|g_i - g_j\|_2^2 \left( |Q_{ij}| + |Q_{ji}| \right) \\
+ \gamma \sum_{j \in P} \|J_j\|_{P \setminus P_i} \\
+ \sum_{j \in P} \text{tr} \left( Y_j^T (\text{Diag}(z_j) - I_j) \right) + \text{tr} \left( F^T (Z - Q) \right) \\
+ \sum_{j \in P \setminus S} \text{tr} \left( Y_j^T (y_j - g_j) \right) + \frac{\mu}{2} \sum_{j \in P} \left\| \text{Diag}(z_j) - I_j \right\|_F^2 \\
+ \frac{\mu}{2} \left\| Z - Q \right\|_F^2 + \frac{\mu}{2} \sum_{j \in P \setminus S} \|y_j - g_j\|_2^2
\end{array} \right\},
\right.
\tag{12}
\]

where \( Y_j \in \mathbb{R}^{m \times (j \in P)} \), \( F \in \mathbb{R}^{m \times m} \), \( u_j \in \mathbb{R}^c \), \((j \in P \setminus S) \) are Lagrangian multipliers and \( \mu > 0 \) is the penalty parameter. Instead of optimizing all arguments simultaneously, as \( g_j (j \in P \setminus S) \), \( Z \), \( Q \), \( y_j (j \in P \setminus S) \), \( I_j (j \in P) \) are separable, we solve them individually and iteratively for \( k = 0, 1, 2, \ldots \).
(1) By fixing \(g^k_j (j \in P \setminus S), Q^k_j, y^k_j (j \in P \setminus S), I^k_j (j \in P)\), we optimize every column \(z_j (j \in P)\) of \(Z^k\) by the following subproblem:

\[
z_{j}^{k+1} = \arg \min_{z_j} \left\{ \frac{1}{2} \| x_j - Xz_j \|_2^2 + \text{tr}\left( (Y^k_j)^T G^k \text{Diag}(z_j) \right) + (f^k_j)^T z_j \right\},
\]

(13)

where \(f^k_j\) is \(j\)th column of \(F^k\) and \(q^k_j\) is \(j\)th column of \(Q^k\). Then the solution can be achieved via solving a linear system as follows:

\[
\begin{align*}
&\left( X^T X + \mu^k \text{Diag}\left( (G^k)^T G^k \right) + \mu^k I \right) z_{j}^{k+1} \\
&= X^T x_j + \text{diag}\left( \mu^k (j_j^k)^T - (Y^k_j)^T \right) G^k + \mu^k q^k_j - f^k_j.
\end{align*}
\]

(14)

(2) By fixing \(Z^{k+1}, Q^k, y^k_j (j \in P \setminus S), I^k_j (j \in P)\), we optimize every \(g^k_j (j \in P \setminus S)\) by the following subproblem:

\[
g_{j}^{k+1} = \arg \min_{g_j (j \in P \setminus S) \in \Delta} \left\{ -\alpha \sum_{j \in P \setminus S} \| g_j \|_2^2 + \frac{\beta}{2} \sum_{j \in P \setminus S \setminus P \setminus S} \| g_j - g_j \|_2^2 \left( |Q_j| + |Q_j| \right) + \sum_{i \in P \setminus S} \text{tr}\left( (Y^k_i)^T G \text{Diag}(z^{k+1}) \right) \right\}.
\]

(15)

The above problem can be solved using the following equation:

\[
g_{j}^{k+1} = \frac{2\beta \sum_{i \in P \setminus S} \left( |Q_j^k| + |Q_j^k| \right) g_{j}^{k} + \sum_{i \in P} \left( \mu^k Y_{ij}^k - y_{ij}^k \right) Z_{ij}^{k+1} + y_{ij}^k + \mu^k y_{ij}^k}{2\beta \sum_{i \in P \setminus S} \left( |Q_j^k| + |Q_j^k| \right) + \mu^k \sum_{i \in P \setminus S} \left( Z_{ij}^{k+1} \right)^2 + \mu^k - \alpha \left( \| g_j \|_2^2 \right)}.
\]

(16)

Here, \(I_{ij}^k\) and \(Y_{ij}^k\) represent \(j\)th column of matrix \(I^k\) and \(Y^k\) separately. \(Z_{ij}^{k+1}\) is the \(j\)th element of vector \(z_j\). \(g_{j}^{k+1}\) is then projected onto the set \(\Delta, = \{ g \mid g = (g_k)_{k=1}^{k}, g_k \geq 0, \sum_{k=1}^{k} g_k = 1 \}\) by the algorithm presented by [33].

(3) For \(i \in P \setminus S\) or \(j \in P \setminus S\), the optimized \(Q_{ij}^{k+1}\) can be obtained using a weighted soft-thresholding algorithm

\[
\frac{\beta}{2\mu^k} \| g_{j}^{k+1} - g_{j}^{k} \|_2^2 + \frac{1}{2} \left( Q_{ij} - \left( \frac{Z_{ij}^{k+1} + \frac{f_{ij}^k}{\mu^k}}{2} \right) \right)^2.
\]

(17)

(4) To update \(y_{j} (j \in P \setminus S)\), the following subproblem is solved:

\[
y_{j}^{k+1} = \arg \min_{y_j} \frac{\alpha}{\mu} \| y_j \|_1 + \frac{1}{2} \| y_j - \left( g_{j}^{k+1} - \frac{u_{j}^k}{\mu^k} \right) \|_2^2.
\]

(19)

Problem (18) can be solved by the soft-thresholding operator.

(5) To update \(I_{j} (j \in P)\), the following subproblem is solved:

\[
\frac{1}{2\mu^k} \| g_{j}^{k+1} - g_{j}^{k} \|_2^2 + \frac{1}{2} \left( Q_{ij} - \left( Z_{ij}^{k+1} + \frac{f_{ij}^k}{\mu^k} \right) \right)^2.
\]
\[ J^{k+1}_j = \arg \min_{J_j} \frac{1}{\mu} \|J_j\|_F^2 + \frac{1}{2} \|J_j - \left( G^{k+1} \text{Diag}(z^{k+1}) + \frac{Y^k}{\mu_\zeta} \right) \|_F^2, \]

which can be solved through LLA by using the result of singular value thresholding as the initial value for \( J_j \).

The Lagrangian multipliers are updated as follows:

\[ Y^{k+1}_j = Y^k_j + \mu (G^{k+1} \text{Diag}(z^{k+1}) - J^{k+1}_j), \quad j \in P, \]

\[ F^{k+1} = F^k + \mu (Z^{k+1}_j - Q^{k+1}), \]

\[ u^{k+1}_j = u^k_j + \mu(y^{k+1}_j - g^{k+1}_j), \quad j \in P \setminus S. \]

Steps (14)–(23) are repeated until the convergence conditions are attained. In this algorithm, the penalty parameter \( \mu_k \) starts with \( \mu_0 = 10^{-5} \), then \( \mu^{k+1} = \max(\rho \mu^k, 10^9) \) in each iteration step with \( \rho = 1.1 \).

4. Experiments

To evaluate the performance of our proposed method, we conduct experiments on five benchmark datasets: the face image dataset Extended Yale B [34] and ORL [35], the object image dataset COIL20 [36], the handwriting number and letter image dataset MNIST [37], and handwriting number image dataset Extended Yale B [38] and ORL [39], the object image dataset Alphadigits. We directly cite some results from primarily the same subject. Higher values of these metrics indicate better clustering quality. More details of the last two metrics can be found in [45]. The best results are shown in bold font. Experiments verify that there is no obvious difference between MCP and SCAD when they are applied to our model, so we do not list them separately. In all of our experiments, we use the intensity feature of each image and stretch it to a column of the data matrix \( X \).

4.3. Parameter Selection. The parameters for all the methods are adjusted to obtain the best clustering results. Our method involves six parameters \( a, \lambda, \alpha, \beta, \gamma, \) and \( p \). Among these parameters, \( a \) and \( \lambda \) are associated with the FCP penalty functions. In our experiments, \( a = 5 \) and \( \lambda = 1 \) can obtain the best results. \( \alpha, \beta, \) and \( \gamma \) are used to balance the roles of three regularization terms. The best choice for \( \alpha \) is \( 12.5735 \pm 0.0115 \), for \( \beta \) is \( 100 \pm 0.8 \), and for \( \gamma \) is \( 7.005 \times 10^{-3} \pm 2.5 \times 10^{-3} \). Parameter \( p \) needs to be set large enough to penalize the large representation coefficients when two labeled data have different labels. We fix \( p = 20 \) which can achieve the best results for all the following experimental settings.

4.4. Initialization and Stopping Criterion. All the variables \( Z, Q, g_j (j \in P \setminus S), y_j (j \in P \setminus S) \) and Lagrange multipliers \( Y_j (j \in P), F, u_j (j \in P \setminus S) \) are initialized with all elements being zero. \( Y_j (j \in P) \) is initialized to \( G^0 \text{Diag}(z^0) \) where \( G^0 \) consists of the known labels and initial unknown labels \( g^0_j (j \in P \setminus S) \). We use three errors \( \sum_{j \in P} \|G \text{Diag}(z^0) - J_j \|_F, \|Z - Q\|_F, \sum_{j \in P \setminus S} \|y_j - g_j\|_1 \) all less than \( 10^{-6} \) as the stopping criterion of iterations.

4.5. Performances. The average CA, NMI, and purity of all the methods on the two face image datasets; i.e., Extended Yale B and ORL, are reported in Tables 1 and 2 separately. For the database Extended Yale B, we use \( n \in [5, 10] \) random choices of subjects for each time. For each subject, we randomly select \( t \) images of which \( m \) images are prelabeled in our method. Then the average CA, NMI, and purity are reported. We compute the clustering accuracy as follows:

\[ \text{clustering accuracy} = \frac{\text{number of correctly clustered data}}{n (t - m)}. \]
Table 1: Performance on Extended Yale B.

| Methods | SSC | LRR | LRSC | KSSC | SSC-OMP | EDSC | S^{2}C | SSRSC | TLRR | KTRR | Our method |
|---------|-----|-----|------|------|----------|------|--------|-------|------|------|------------|
| CA (%)  |     |     |      |      |          |      |        |       |      |      |            |
| n = 5   |     |     |      |      |          |      |        |       |      |      |            |
| t = 10  | 79.3| 77.8| 71.2 | 78.2 | 79.2     | 81.3 | 80.5   | 77.4  | 71.3 | 81.8 | m = 2 82.5 |
| t = 20  | 82.7| 80.4| 74.8 | 80.8 | 81.2     | 83.6 | 82.9   | 78.6  | 73.2 | 83.8 | m = 4 84.2 |
| t = 30  | 85.7| 84.7| 78.2 | 84.5 | 85.9     | 86.3 | 85.4   | 81.3  | 76.8 | 87.0 | m = 5 87.8 |
| n = 10  |     |     |      |      |          |      |        |       |      |      |            |
| t = 10  | 76.9| 66.5| 61.2 | 72.8 | 74.6     | 79.0 | 78.5   | 75.0  | 69.7 | 79.5 | m = 2 80.2 |
| t = 20  | 78.3| 67.9| 63.3 | 75.3 | 75.4     | 81.8 | 80.6   | 76.1  | 71.3 | 81.4 | m = 4 82.3 |
| t = 30  | 82.4| 70.3| 65.1 | 77.4 | 80.7     | 84.7 | 73.4   | 79.6  | 74.3 | 84.5 | m = 6 84.9 |

NMI

| n = 5   |     |     |      |      |          |      |        |       |      |      |            |
| t = 10  | 0.3998| 0.5351| 0.4195| 0.3749| 0.4034  | 0.5845| 0.5290 | 0.4671| 0.4023| 0.6018| m = 2 0.6122|
| t = 20  | 0.4272| 0.5543| 0.4433| 0.4034| 0.4213  | 0.6229| 0.5439 | 0.4734| 0.4194| 0.6326| m = 4 0.6433|
| t = 30  | 0.4483| 0.5834| 0.4584| 0.4323| 0.4549  | 0.6434| 0.5745 | 0.5032| 0.4483| 0.6693| m = 5 0.6853|

Purity

| n = 5   |     |     |      |      |          |      |        |       |      |      |            |
| t = 10  | 0.4837| 0.5511| 0.5333| 0.4783| 0.4855  | 0.5584| 0.5531 | 0.5321| 0.4199| 0.6242| m = 2 0.6329|
| t = 20  | 0.5048| 0.5738| 0.5754| 0.4893| 0.5034  | 0.5745| 0.5633 | 0.5583| 0.4284| 0.6383| m = 4 0.6508|
| t = 30  | 0.5438| 0.6182| 0.6137| 0.5032| 0.5138  | 0.6056| 0.5844 | 0.5822| 0.4409| 0.6594| m = 6 0.6683|

Table 2: Performance on ORL.

| Methods | SSC | LRR | LRSC | KSSC | SSC-OMP | EDSC | S^{2}C | SSRSC | TLRR | KTRR | Our method |
|---------|-----|-----|------|------|----------|------|--------|-------|------|------|------------|
| CA (%)  |     |     |      |      |          |      |        |       |      |      |            |
| n = 10  |     |     |      |      |          |      |        |       |      |      |            |
| t = 10  | 77.6| 74.9| 68.5 | 76.2 | 78.4     | 82.9 | 81.2   | 78.2  | 76.8 | 87.5 | m = 2 88.3 |
| t = 20  | 78.5| 73.8| 67.3 | 75.6 | 77.5     | 81.6 | 81.6   | 79.1  | 75.4 | 89.0 | m = 2 89.3 |
| t = 30  | 79.1| 73.8| 65.4 | 73.0 | 74.7     | 79.1 | 82.8   | 79.9  | 74.7 | 90.4 | m = 2 90.8 |

NMI

| n = 10  |     |     |      |      |          |      |        |       |      |      |            |
| t = 10  | 0.7711| 0.8376| 0.7239| 0.7434| 0.7676  | 0.8239| 0.8410 | 0.8118| 0.7965| 0.8428| m = 2 0.8656|
| t = 20  | 0.8271| 0.8197| 0.7094| 0.7832| 0.8156  | 0.8053| 0.8408 | 0.8313| 0.7889| 0.8804| m = 2 0.9056|
| t = 30  | 0.8355| 0.8372| 0.7323| 0.8184| 0.8382  | 0.8338| 0.8663 | 0.8359| 0.7726| 0.9038| m = 2 0.9210|

Purity

| n = 10  |     |     |      |      |          |      |        |       |      |      |            |
| t = 10  | 0.7520| 0.7860| 0.7364| 0.7455| 0.7564  | 0.7993| 0.8100 | 0.8020| 0.7913| 0.8330| m = 2 0.8450|
| t = 20  | 0.7610| 0.7620| 0.7049| 0.7385| 0.7563  | 0.7564| 0.7785 | 0.7700| 0.7311| 0.8355| m = 2 0.8444|
| t = 30  | 0.7483| 0.7640| 0.6687| 0.7448| 0.7411  | 0.7563| 0.7937 | 0.7610| 0.6773| 0.8500| m = 2 0.8665|

randomly select $t$ images, where $t \in \{10, 20, 30\}$, among which $m$ images are prelabeled in our method. For ORL, we randomly choose $n \in \{10, 20, 30\}$ persons. Each individual has 10 images. With only a small portion of data being prelabeled, our method can achieve comparative results with the most state-of-the-art methods.

The previous experiment targets face clustering. To show the generality of our algorithm, we also evaluate it on the COIL20 object image dataset. The results are reported in
Table 3: Performance on COIL20.

| Methods | SSC | LRR | LRSC | KSSC | SSC-OMP | EDSC | S^3C | SSRSC | TLRR | KTRR | Our method |
|---------|-----|-----|------|------|---------|------|------|-------|------|------|-------------|
|         |     |     |      |      |         |      |      |       |      |      |             |
| n = 10  |     |     |      |      |         |      |      |       |      |      |             |
| t = 10  | 76.9| 70.8| 70.6 | 70.9 | 61.6    | 76.6 | 75.4 | 73.2  | 71.8 | 76.9 | \( m = 2 \) | 77.3 |
| t = 20  | 77.6| 66.0| 65.4 | 71.4 | 62.5    | 78.0 | 77.8 | 74.6  | 71.7 | 78.5 | \( m = 4 \) | 79.4 |
| t = 30  | 80.4| 70.2| 70.4 | 74.9 | 64.5    | 80.1 | 79.5 | 76.3  | 72.1 | 80.4 | \( m = 5 \) | 81.6 |

NMI

| t = 10  | 0.5223 | 0.4778 | 0.4743 | 0.4832 | 0.4244 | 0.5203 | 0.5137 | 0.4893 | 0.4622 | 0.5365 | \( m = 2 \) | 0.5483 |
| t = 20  | 0.5332 | 0.4223 | 0.4532 | 0.5087 | 0.4238 | 0.5591 | 0.5329 | 0.5128 | 0.4723 | 0.5732 | \( m = 4 \) | 0.5832 |
| t = 30  | 0.5538 | 0.4765 | 0.4808 | 0.5248 | 0.4391 | 0.5624 | 0.5593 | 0.5328 | 0.4933 | 0.6030 | \( m = 5 \) | 0.6037 |

Purity

| t = 10  | 0.4639 | 0.4334 | 0.4103 | 0.4283 | 0.4083 | 0.4729 | 0.4855 | 0.4734 | 0.4492 | 0.4932 | \( m = 2 \) | 0.5039 |
| t = 20  | 0.4896 | 0.4034 | 0.4093 | 0.4768 | 0.4186 | 0.4833 | 0.4916 | 0.4845 | 0.4692 | 0.5243 | \( m = 4 \) | 0.5302 |
| t = 30  | 0.5007 | 0.4340 | 0.4237 | 0.4876 | 0.4297 | 0.5029 | 0.5184 | 0.5045 | 0.4704 | 0.5508 | \( m = 5 \) | 0.5638 |

Table 4: Performance on MNIST.

| Methods | SSC | LRR | LRSC | KSSC | SSC-OMP | EDSC | S^3C | SSRSC | TLRR | KTRR | Our method |
|---------|-----|-----|------|------|---------|------|------|-------|------|------|-------------|
|         |     |     |      |      |         |      |      |       |      |      |             |
| n = 10  |     |     |      |      |         |      |      |       |      |      |             |
| t = 30  | 78.05| 64.7| 63.1 | 74.4 | 73.5    | 78.7 | 76.7 | 70.6  | 68.4 | 80.8 | \( m = 5 \) | 81.8 |
| t = 40  | 84.4 | 67.0| 65.3 | 79.8 | 79.6    | 84.8 | 82.7 | 68.4  | 81.4 | 84.9 | \( m = 7 \) | 85.9 |
| t = 50  | 86.8 | 70.3| 68.0 | 82.8 | 84.8    | 88.4 | 83.2 | 74.5  | 88.8 |     |             |

NMI

| t = 30  | 0.7284 | 0.6148 | 0.6094 | 0.7034 | 0.7056 | 0.7493 | 0.4333 | 0.7302 | 0.6183 | 0.7500 | \( m = 5 \) | 0.7508 |
| t = 40  | 0.7603 | 0.6394 | 0.6339 | 0.7544 | 0.7306 | 0.7684 | 0.4354 | 0.7495 | 0.6443 | 0.7745 | \( m = 7 \) | 0.7865 |
| t = 50  | 0.7734 | 0.6549 | 0.6407 | 0.7596 | 0.7385 | 0.7693 | 0.4426 | 0.7528 | 0.6487 | 0.7946 | \( m = 8 \) | 0.7905 |

Purity

| t = 30  | 0.7339 | 0.6594 | 0.6283 | 0.7084 | 0.6948 | 0.7648 | 0.5245 | 0.7257 | 0.6384 | 0.7747 | \( m = 5 \) | 0.7806 |
| t = 40  | 0.7644 | 0.6645 | 0.6366 | 0.7585 | 0.7058 | 0.7743 | 0.5343 | 0.7504 | 0.6748 | 0.7947 | \( m = 7 \) | 0.8019 |
| t = 50  | 0.7796 | 0.6765 | 0.6444 | 0.7658 | 0.7399 | 0.8085 | 0.3574 | 0.7635 | 0.6737 | 0.8095 | \( m = 8 \) | 0.8145 |

Table 5: Performance on Alphadigit.

| Methods | SSC | LRR | LRSC | KSSC | SSC-OMP | EDSC | S^3C | SSRSC | TLRR | KTRR | Our method |
|---------|-----|-----|------|------|---------|------|------|-------|------|------|-------------|
|         |     |     |      |      |         |      |      |       |      |      |             |
| n = 5   |     |     |      |      |         |      |      |       |      |      |             |
| t = 39  | 80.7 | 79.5 | 77.3 | 80.5 | 81.2    | 81.3 | 60.8 | 82.6  | 70.4 | 84.1 | \( m = 6 \) | 84.7 |
| n = 10  | 79.5 | 77.4 | 75.1 | 78.4 | 79.5    | 79.2 | 58.4 | 79.5  | 69.8 | 81.8 | \( m = 6 \) | 82.6 |

NMI

| t = 39  | 0.6519 | 0.6567 | 0.5842 | 0.6432 | 0.6578 | 0.6684 | 0.2810 | 0.6467 | 0.4980 | 0.6959 | \( m = 6 \) | 0.7121 |
| n = 10  | 0.5525 | 0.6521 | 0.5546 | 0.6194 | 0.6323 | 0.6328 | 0.2497 | 0.5864 | 0.4981 | 0.6650 | \( m = 6 \) | 0.6790 |

Purity

| t = 39  | 0.5675 | 0.5674 | 0.7054 | 0.6682 | 0.6738 | 0.7036 | 0.3841 | 0.6638 | 0.5619 | 0.7277 | \( m = 6 \) | 0.7329 |
| n = 10  | 0.5056 | 0.5612 | 0.6476 | 0.6396 | 0.6543 | 0.6782 | 0.2504 | 0.5258 | 0.5451 | 0.6305 | \( m = 6 \) | 0.6406 |

Table 3. In contrast with the previous human face datasets, in which faces are well aligned and have similar structures, the object images from COIL20 are more diverse, and even samples from the same object differ from each other due to the change of viewing angle. This makes this dataset challenging for subspace clustering techniques. Experimental results are listed in Table 3. For each of the chosen 10 subjects, we randomly select \( t \in \{10, 20, 30\} \) images, of which
each subject, we use all the images, among which $n$ images are prelabeled for our method. For our methods, we randomly choose $t$ images for each digit 0–9, where $t \in \{30, 40, 50\}$, and then apply all the methods to cluster the images. For our methods, $m \in \{5, 7, 8\}$ images are prelabeled for our method. k"he CA, NMI, and cluster the images. For our methods, $m \in \{5, 7, 8\}$ images are prelabeled for our method. k"his work was supported by the National Natural Science Foundation of China (no. 61772389), Natural Science Basic Research Program of Shaanxi Province, China (2020 JM-569, 2021 JM-440, and 2020 JQ-817), Science and Technology Plan of Shaanxi Province (2020 GY-066), Principal Fund Program of Xi’an Technological University (XAGDXXJ17027), Science and Technology Plan of Weiyang District, Xi’an, Shaanxi Province (201925), and Key Research and Development Program of Shaanxi (2021 GY-137).

5. Conclusion

We propose a novel nonconvex formulation for the subspace segmentation problem. In our work, the labels of all data are directly solved from the model rather than using spectral clustering algorithms. We give two regularization constraints about the label vectors. One is to force the label vector only to have one nonzero element by minimizing the difference of $l_1$ norm and $l_2$ norm. Another is to make sure data from the same subspace have the same label as much as possible so that the index of that nonzero element of each label vector can indicate the subspace from which the data come. Due to many advantages of FCP over $l_1$ norm, we present an FCP-based low-rank approximation norm and apply it to the combination of semisupervised label matrix and representation vector. This term can enforce the representation matrix better meeting block diagonal structure. The labels and the representation matrix are contained in two regularization terms. Therefore, they can interact and promote each other during the computing process. We give a solving algorithm based on ADMM, LLA, weighted singular value thresholding, weighted soft thresholding, and so on.

In the future, we will continue conducting research on estimation or learning methods for the parameters in our proposed model because we have to tune those parameters in order to achieve better results. It is possibly better to integrate the classical knowledge-based approaches into the deep learning architecture, making the algorithm enjoy both the flexibility of the deep learning-based methods and the clear structure of the classical approaches.
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