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Abstract. We show that Morley’s theorem on the number of countable models of a countable first-order theory becomes an undecidable statement when extended to second-order logic. More generally, we calculate the number of equivalence classes of equivalence relations obtained by countable intersections of projective sets in several models of set theory. Our methods include random and Cohen forcing, Woodin cardinals and Inner Model Theory.

1. Introduction

Vaught’s Conjecture, which asserts that a countable first-order theory must have either at most countably many or exactly \(2^{\aleph_0}\) many non-isomorphic countable models, is one of the most important problems in Model Theory. While the question itself is model-theoretic, it is known to have deep connections to both Descriptive Set Theory and Topological Dynamics. Since Vaught’s original paper [49], Vaught’s Conjecture has been verified for a number of classes of theories, such as theories of trees [40], \(\omega\)-stable theories [38], o-minimal theories [29], and varieties (in the sense of universal algebra) [16], among others.

A strong positive result about Vaught’s Conjecture that applies to all first-order theories is a result of the late Michael Morley [30], which states that the number of isomorphism classes of countable models of a countable first-order theory is always either at most \(\aleph_1\) or exactly \(2^{\aleph_0}\). In this form Morley’s Theorem requires no proof at all if we are in a universe of set theory where the continuum hypothesis holds. However, not long after Morley’s paper appeared it was noticed that this result can be improved. Under a standard identification between countable models and...
elements of $2^\omega$ (described in Section 2 below), we have the following strengthening of Morley’s result:

**Theorem** (Absolute Morley Theorem). Let $T$ be a first-order theory (or, more generally, a sentence of $L_{\omega_1,\omega}$) in a countable signature. Then either $T$ has at most $\aleph_1$ isomorphism classes of countable models, or there is a perfect set of non-isomorphic countable models of $T$.

The previous theorem does not appear in Morley’s paper, but the ideas are there for its proof. The theorem immediately follows from an important Descriptive Set Theory result by Burgess [5, Corollary 2]:

**Theorem** (Burgess). Let $E$ be a $\Sigma_1^1$ equivalence relation on $\mathbb{R}$. If there is no perfect set of pairwise inequivalent reals, then there are at most $\aleph_1$ equivalence classes.

The intersection of Descriptive Set Theory and Model Theory has become a widely studied topic, to such extent that there are versions of Vaught’s Conjecture that completely fall in the domain of Descriptive Set Theory, as they concern equivalence relations more general than isomorphism between countable models (see [11]). The main idea behind the connection between these two disciplines is that countable models of a second-order theory can be coded as reals, usually as elements of $2^\omega$. It is then easy to prove that the isomorphism relation (which can be formulated as the existence of a certain function) is a $\Sigma_1^1$ equivalence relation. Finally, the proof of the Absolute Morley Theorem follows from the fact proved by Morley [30] that the set of countable models of a theory in a countable fragment of $L_{\omega_1,\omega}$ is Borel.

In this paper we concern ourselves with logics that are stronger than first-order logic, especially second-order logic and fragments thereof. Vaught’s Conjecture is false for second-order logic if the continuum hypothesis fails; one easy counterexample is that one can express in second-order logic that a linear order is a well-order, and hence there is a second-order theory whose countable models are (up to isomorphism) exactly the countable ordinals. In this paper we investigate versions of the Absolute Morley Theorem for second-order logic. Our main results are the following:

**Theorem A.** Force over $L$ by first adding $\aleph_2$ Cohen reals and then adding $\aleph_3$ random reals. In the resulting universe of set theory, there is a second-order theory $T$ in a countable signature such that the number of non-isomorphic countable models of $T$ is exactly $\aleph_2$, while $2^{\aleph_0} = \aleph_3$.

**Theorem B.** Beginning with a supercompact cardinal, carry out the standard forcing iteration for producing a model of the Proper Forcing Axiom. In the resulting universe of set theory, if $T$ is a second-order theory in a countable signature, then either $T$ has at most $\aleph_1$ isomorphism classes of countable models, or there is a perfect set of non-isomorphic models of $T$.

These two results together show that, modulo the consistency of the existence of a supercompact cardinal, the extension of the absolute version of Morley’s Theorem from first-order logic to second-order logic is undecidable.

A proof of Theorem A is implicit in results of Foreman and Magidor [10], and in fact produces a similar conclusion not just for isomorphism classes of countable...
models of a second-order theory, but in fact for any equivalence relation in $L(\mathbb{R})$. This suggests the possibility of reducing the large cardinal strength below a supercompact cardinal for obtaining our desired result. Moreover, the full strength of second-order logic is significantly more than is needed for expressing most theories of interest in mathematics. We therefore also wish to consider the required large cardinal strength for fragments of second-order logic with a prescribed maximum quantifier complexity (such as existential second-order logic). We obtain the following:

**Theorem C.** If there are infinitely many Woodin cardinals, then there is a model of set theory in which the Absolute Morley Theorem holds for second-order theories in countable signatures.

Although we believe our use of large cardinals is necessary, we don’t have a proof of this.

**Problem 1.** Prove that large cardinals are necessary to prove the consistency of the conclusion of Theorem C.

The remainder of the paper is structured as follows. In Section 2 we briefly review the syntax and semantics of second-order logic, and also the method by which countable structures can be encoded as elements of $2^\omega$. We also consider the descriptive complexity of the set of models of a second-order theory. Next, in Section 3 we prove Theorem A and in Section 4 we sketch a proof of a weaker version of Theorem B. In Section 5 we develop finer results concerning the consistency of the Absolute Morley Theorem for fragments of second-order logic. In Section 6 we investigate Absolute Morley for certain game and partially ordered quantifiers. In Section 7 we prove Theorems B and C.

**Acknowledgements.** We are grateful to Professor Magidor for explaining the proof of Theorem 4.1 to the fourth author. We are also very grateful to the referee for a very careful reading and for catching several errors and suggesting many improvements.

2. Preliminaries

2.1. Coding countable structures as reals. All of the logics we will consider make use of the same notion of structures as is used in first-order logic. For simplicity we will consider only relational structures. Structures with function and constant symbols can be easily incorporated into this framework by coding the functions and constants as relations. Thus, for us, a signature consists of a collection of relation symbols, each with a specified arity. If $S$ is a signature, then the $S$-structures are defined exactly as in first-order logic.

To use tools from Descriptive Set Theory we need to code countable structures as elements of a Polish space. The method for doing so is standard (see for example [11, Section 11.3]), but we review it here for the convenience of the reader.
Let $S = \{R_i\}_{i \in I}$ be a signature, where each $R_i$ is a relation symbol of arity $n_i$, and $I$ is countable. Suppose that $M$ is a countable $S$-structure. Up to isomorphism, we may assume that the underlying set of $M$ is $\omega$. For each $i \in I$ the interpretation $R^M_i$ of $R_i$ is a subset of $\omega^{n_i}$, and so we identify $R_i$ with an element of $2^{\omega^{n_i}}$. As the structure $M$ is completely determined by the interpretations of each of the relation symbols, we may identify $M$ with an element of $\prod_{i \in I} 2^{\omega^{n_i}}$. This identification provides a bijective map from the collection of $S$-structures with universe $\omega$ to $\prod_{i \in I} 2^{\omega^{n_i}}$. We thus view the Cantor space $\prod_{i \in I} 2^{\omega^{n_i}}$ as being the space of countable $S$-structures, and define $\text{Mod}_S = \prod_{i \in I} 2^{\omega^{n_i}}$.

If $\sigma$ is a sentence of some logic (such as first-order logic, second-order logic, $L_{\omega_1, \omega}$, or, more generally a model-theoretic logic as defined in [12, Definition 1.1.1]), we define $\text{Mod}_S(\sigma) = \{M \in \text{Mod}_S : M \models \sigma\}$ (if $S$ is clear from context we may omit it). In the case where $\sigma$ is a sentence of $L_{\omega_1, \omega}$, the set $\text{Mod}_S(\sigma)$ is a Borel subset of $\text{Mod}_S$, and moreover every isomorphism-invariant Borel subset of $\text{Mod}_S$ is of the form $\text{Mod}_S(\sigma)$ for some $L_{\omega_1, \omega}$ sentence $\sigma$ [11, Theorem 11.3.6].

We are now prepared to define the main equivalence relations we study in this paper.

**Definition 2.1.** Let $S$ be a countable signature, and let $T$ be an $S$-theory of some logic. The equivalence relation of isomorphism of models of $T$ is the equivalence relation $\cong_T$ on $\text{Mod}_S$ defined by declaring that $M \cong_T N$ if and only if either neither of the two structures is a model of $T$, or $M \cong T N$. For a single sentence $\sigma$, we write $\cong_\sigma$ instead of $\cong_{\{\sigma\}}$.

The equivalence classes of $\cong_T$ are thus one class for each isomorphism class of models of $T$, together with one additional class containing all elements of $\text{Mod}_S \setminus \text{Mod}_S(T)$. We are only interested in the classes corresponding to isomorphism types of models of $T$; the following lemma (which we often use without explicit mention) allows us to move from a perfect set of $\cong_T$-inequivalent structures to a perfect set of non-isomorphic models of $T$. Recall that a set of reals $A$ has the perfect set property if either $A$ is countable or $A$ includes a non-empty perfect set.

**Lemma 2.2.** Let $X$ be a Polish space, and let $A \subseteq X$ be a non-empty perfect set. For every $x \in X$, $A \setminus \{x\}$ includes a non-empty perfect set.

**Proof.** Perfect sets are closed; in a Polish space they are therefore $G_\delta$. Therefore the set $A \setminus \{x\}$ is a Borel set in $X$. Since Borel sets have the perfect set property and $A \setminus \{x\}$ is uncountable, $A \setminus \{x\}$ includes a non-empty perfect set. \qed

The following proposition follows immediately from the definition of $\cong_T$, and will be key for us later.

**Proposition 2.3.** Let $S$ be a countable signature, and let $T$ be an $S$-theory of some logic. The descriptive set-theoretic complexity of the equivalence relation $\cong_T$ is at most the minimum projective pointclass that includes both $\Sigma^1_1$ and the complexity of the complement of $\text{Mod}_S(T)$. 

We end this section with a standard definition that will be used many times in what follows.

**Definition 2.4.** An equivalence relation $E$ on a Polish space $X$ is thin if there is no perfect set of pairwise $E$-inequivalent elements of $X$.

In particular, many of the results we are interested in are about counting the number of equivalence classes of $\cong_T$ in cases where that relation is thin.

2.2. **Second-order logic.** The logics we study in this paper are all closely related to second-order logic, so we include a review of that logic here. The reader familiar with the “full” semantics of second-order logic can safely skip this section, while the reader interested in learning more about second-order logic should consult [47] or [48].

On the syntactic side the definitions closely follow the corresponding recursive definitions for first-order logic, but with additional clauses describing the use of second-order variables. Indeed, the first significant difference from first-order logic is that our formulas will allow several kinds of variables, specifically:

- Variables to represent individual elements of structures. (These are the first-order variables).
- For each $n$, variables to represent sets of $n$-tuples of elements. (These are the $n$-ary relation variables).

The atomic second-order $S$-formulas are defined recursively:

- If $x$ and $x'$ are first-order variables, then $x = x'$ is an atomic $S$-formula.
- If $x_1, \ldots, x_n$ are first-order variables, and $R$ is an $n$-ary relation symbol in $S$, then $R(x_1, \ldots, x_n)$ is an atomic $S$-formula.
- If $x_1, \ldots, x_n$ are first-order variables, and $U$ is an $n$-ary relation variable, then $U(x_1, \ldots, x_n)$ is an atomic $S$-formula.

The second-order $S$-formulas are defined recursively:

- Atomic second-order $S$-formulas are second-order $S$-formulas.
- The second-order $S$-formulas are closed under conjunction, disjunction, and negation.
- If $\phi$ is an $S$-formula and $x$ is a first-order variable then $(\exists x)\phi$ and $(\forall x)\phi$ are second-order $S$-formulas.
- If $\phi$ is an $S$-formula and $U$ is a relation variable then $(\exists U)\phi$ and $(\forall U)\phi$ are second-order $S$-formulas.

In cases where it helps with clarity, we sometimes indicate that a quantifier is a second-order quantifier by adding a superscript 1; thus the notation $\exists^1$ is sometimes used for emphasis when we are using existential quantification over a second-order variable. Analogously, $\forall^1$ is used to denote a second-order universal quantifier.

Finally, we come to the second-order satisfaction relation. We use this relation with the full semantics. These semantics are defined as for first-order logic, with
the following additions. Suppose that $\phi(P)$ is a second-order $S$-formula, where $P$ is a relation variable ($\phi$ may have other variables that are not displayed).

- If $P$ is an $n$-ary relation variable and $A \subseteq M^n$, then $M \models \phi(A)$ if and only if $(M, A) \models \phi$, where $(M, A)$ is the expanded structure obtained by interpreting $P$ as $A$.
- $M \models (\exists P)\phi(P)$ if and only if there is some $A \subseteq M^n$ such that $M \models \phi(A)$.

The definition for the second-order universal quantifier is similar.

While we will not be directly dealing with the meta-mathematical properties of second-order logic in this paper, we emphasize to the reader that second-order model theory is significantly different from first-order model theory. In particular, both the compactness and Löwenheim-Skolem theorems fail for second-order logic.

In Section 5 we will need to consider restricted classes of second-order formulas. For that purpose the following fact (see [47, Section 4]) is very useful:

**Fact 2.5.** Every second-order formula is equivalent to a second-order formula in prenex normal form; that is, to a formula where all quantifiers appear at the beginning of the formula, and all second-order quantifiers precede all first-order quantifiers.

In light of this fact, when discussing second-order formulas in general we will assume they are already written in prenex normal form. To avoid overlap of terminology, we will say that a second-order formula is $\forall_n$ if it is equivalent to a prenex formula that begins with a second-order universal quantifier and has a total of $n$ blocks of quantifiers, and likewise a formula is $\exists_n$ if it is equivalent to a prenex formula that begins with a second-order existential quantifier and has a total of $n$ blocks of quantifiers. We refer to a second-order theory as a $\forall_n$ theory if it has an axiomatization using sentences that are at most $\forall_n$, and likewise for $\exists_n$ theories.

### 2.3. Descriptive complexity of second-order theories

Morley’s proof of his result in [30] relies heavily on the fact that $\text{Mod}_S(\sigma)$ is Borel when $\sigma$ is an $L_{\omega_1,\omega}$ sentence. In the context of a sentence of second-order logic the sets $\text{Mod}_S(\sigma)$ are no longer necessarily Borel. Instead, the models of a single second-order sentence will form a projective set, with the complexity of the set being determined by the quantifier complexity of the sentence.

**Lemma 2.6.** Let $S$ be a countable signature, and let $\sigma$ be a second-order $S$-sentence. Then $\text{Mod}_S(\sigma)$ is projective. More specifically, if $\sigma$ is a $\forall_n$ formula then $\text{Mod}_S(\sigma)$ is a $\Pi^1_n$ set, and if $\sigma$ is an $\exists_n$ formula then $\text{Mod}_S(\sigma)$ is a $\Sigma^1_n$ set.

**Proof.** The proof is by induction on the complexity of $\sigma$. It is well-known (see e.g. [11, Lemma 11.3.3]) that if $\sigma$ is first-order then $\text{Mod}_S(\sigma)$ is Borel. Conjunctions correspond to intersections and negations to complements, so the case of interest is the second-order existential quantifier.

Suppose that $M$ is an $S$-structure, and $X$ is a second-order variable, and that $M \models (\exists X)\phi(X)$. Then there is an $S \cup \{X\}$-structure $M'$ such that $M' \models \phi$ and
its reduct to $S$ is $\mathcal{M}$, i.e. $\mathcal{M}' \upharpoonright S = \mathcal{M}$. It is easily verified that the projection $f : \text{Mod}_{S \cup \{X\}} \to \text{Mod}_S$ given by $f(\mathcal{M}) = \mathcal{M} \upharpoonright S$ is continuous. We have:

$$\text{Mod}_S(\exists X \varphi) = \{ \mathcal{M} \in \text{Mod}_S : M \models (\exists X)\varphi(X) \}$$

$$= \{ \mathcal{M} \in \text{Mod}_S : (\exists \mathcal{N} \in \text{Mod}_{S \cup \{X\}}) \mathcal{N} \models \varphi(X) \text{ and } \mathcal{N} \upharpoonright S = \mathcal{M} \}$$

$$= \{ \mathcal{M} \in \text{Mod}_S : (\exists \mathcal{N} \in \text{Mod}_{S \cup \{X\}}(\varphi)) f(\mathcal{N}) = \mathcal{M} \}$$

$$= f[\text{Mod}_{S \cup \{X\}}(\varphi)]$$

Thus the second-order existential quantifier corresponds to projection, completing the proof. \hfill \Box

If $T$ is a second-order theory in a countable signature, then $T$ consists of at most countably many second-order sentences, say $T = \{ \sigma_n : n < \omega \}$, and then $\text{Mod}_S(T) = \bigcap_{n < \omega} \text{Mod}_S(\sigma_n)$. It is easy to see that the relation of isomorphism of countable structures is a $\Sigma^1_1$ relation on $\text{Mod}_S$. Combining these observations with Lemma 2.6 and the fact that the projective classes $\Pi^1_n$ and $\Sigma^1_n$ are closed under finite union (see [22 Proposition 37.1]) we obtain the following result for second-order theories:

**Proposition 2.7.** If $T$ is a second-order theory of bounded quantifier complexity, then $\equiv_T$ is a projective equivalence relation. More specifically, for $n > 1$, if $T$ is a $\forall_n$ theory then $\equiv_T$ is a $\Sigma^1_n$ relation, and if $T$ is an $\exists_n$ theory then $\equiv_T$ is a $\Pi^1_n$ relation. If $T$ is an existential second-order sentence (i.e. $\exists_1$), then $\equiv_T$ is $\Delta^1_2$.

If we wish to consider second-order theories of unbounded quantifier complexity then it is useful to introduce the following definition that generalizes the projective hierarchy:

**Definition 2.8.** The collection of $\sigma$-projective sets is the smallest $\sigma$-algebra containing the open subsets (of $\mathbb{R}$) and closed under projections.

**Lemma 2.9.** Let $S$ be a countable signature, and let $T$ be a second-order $S$-theory. Then $\text{Mod}_S(T)$ is $\sigma$-projective; it is in fact a countable intersection of projective sets.

**Proof.** $\text{Mod}_S(T) = \bigcap_{\sigma \in T} \text{Mod}_S(\sigma)$, so this follows directly from Lemma 2.6 \hfill \Box

### 3. Morley’s Theorem fails consistently for second-order logic

Our strategy for showing the consistent failure of Morley’s Theorem for second-order logic is to force over $L$ to add $\aleph_2$ Cohen reals, and then force over the resulting model to add $\aleph_3$ random reals. After that forcing, we have $2^{\aleph_2} = \aleph_3$. In this final model $L[G][H]$ of set theory there are exactly $\aleph_2$ Cohen reals over $L$ (random reals don’t add Cohen reals: [2 Section 7.2]), which will enable us to construct a second-order sentence with exactly $\aleph_2$ isomorphism classes of countable models.

**Lemma 3.1.** Let $S = \{+, \cdot, <, 0, 1, R \}$, where $R$ is a unary relation symbol. Suppose that $A \subseteq 2^{\omega}$ and $A$ is $\Sigma^1_n$ (respectively, $\Pi^1_n$) for some $n \geq 2$. Then there is an $\exists_n$ (respectively, $\forall_n$) $S$-sentence such that every model of $\sigma$ is isomorphic to $(\omega, +, \cdot, <, 0, 1, R)$ for some $R \in A$, and moreover $(\omega, +, \cdot, <, 0, 1, R) \cong$
(ω,+,·,<,0,1,R') if and only if R = R'. In particular, the number of isomorphism classes of models of σ is |A|.

Proof. We give the proof for Σ₁ⁿ; the proof for Π₁ⁿ is similar.

Let PA_{II} be second-order Peano arithmetic, which can be expressed as a ∀₁ sentence of S \ {R}. It is well-known that PA_{II} is categorical, and (up to isomorphism) the only S \ {R} structure satisfying PA_{II} is (ω,+,·,<,0,1). Since A is Σ₁ⁿ, there is an ∃ₙ formula φ(X), in one second-order variable X, such that for every a ∈ 2^ω, a ∈ A if and only if (ω,+,·,<,0,1) | |= φ(a) (see [32, 8B.15]; the second-order arithmetic there is described using Henkin semantics, but for the purposes of this argument the difference is only notational).

Let σ be PA_{II} ∧ φ(R); σ is θ because PA_{II} is ∀₁ and φ is θ with n ≥ 2. As noted above, every model of σ is isomorphic to one of the form (ω,+,·,<,0,1,R) for some R ∈ A. Finally, (ω,<) has no non-trivial automorphisms, so the only possible isomorphism from (ω,+,·,<,0,1,R) to (ω,+,·,<,0,1,R') is the identity map. □

Theorem 3.2. It is consistent with ZFC that there exists a second-order sentence with exactly ℵ₂ non-isomorphic countable models while the continuum is ℵ₃.

Proof. Force over L to add ℵ₂ Cohen reals, and then force over the resulting model to add ℵ₃ random reals. Let C be the set of reals in this model that are Cohen over L. Since adding random reals does not add reals that are Cohen over L (see [2, Section 7.2]), we have |C| = ℵ₂, while 2^{ℵ₀} = ℵ₃. It is a folklore result that C is Π₁ⁿ. See, for instance, [12], which gives an explicit ∀₂ definition of C based on the fact that the set of reals in L is Σ₁ⁿ (for which see [32, 8F.7]), and hence shows that C is Π₁ⁿ by [32, 8B.15]. Thus Lemma 3.1 provides a ∀₂ sentence with exactly ℵ₂ models (all of which are countable). □

Our original Cohen-random proof of Theorem 3.2 was fatally flawed. We thank the referee for spotting this and suggesting a proof along the lines we have done above.

4. Morley’s Theorem is consistently true for second-order logic

In this section we sketch that, modulo a supercompact cardinal, the extension of Morley’s result to second-order logic is consistently true. This completes the proof of the undecidability of the second-order version of Morley’s Theorem. We will obtain finer results, with smaller large cardinals, in later sections. In fact, the consistency of the Absolute Morley Theorem follows directly from the following result of Foreman and Magidor.

Theorem 4.1 [10]. If it is consistent that there is a supercompact cardinal, then it is consistent that ¬CH and every equivalence relation on ℜ that is in L(ℜ) has ≤ ℵ₁ or a perfect set of inequivalent elements. In particular, this holds for σ-projective equivalence relations.
Foreman and Magidor do not specifically state Theorem 4.1 in [10], but it is implicit in their work. In this section we will sketch a proof of the \( \sigma \)-projective version of Theorem 4.1. Since our intended audience includes model theorists who may not be familiar with large cardinals or inner models of set theory, we will need to briefly explicate “supercompact”, “\( L(\mathbb{R}) \)” , and other notions. But first, for the set theorist reader, we should mention that with the development of Inner Model Theory since [10], it is now clear that the supercompact cardinal above may be reduced to the assumption that there is a proper class of Woodin cardinals (defined in Section 7), or even a sequence of infinitely many Woodin cardinals with a measurable cardinal above all of them. We will consider and prove various extensions and improvements of Theorem 4.1 in Section 7 below.

In Section 2 we showed that when \( \sigma \) is a second-order sentence, \( \text{Mod}(\sigma) \) is projective; it is not generally Borel. If \( T \) is a second-order theory, then \( \text{Mod}(T) \) is the countable intersection of projective sets, but these projective sets may have unbounded complexity, so \( \text{Mod}(T) \) is \( \sigma \)-projective but may not be projective. Since some results from the literature are set in the broader context of sets in \( L(\mathbb{R}) \), we remind the reader of that setting.

**Definition 4.2.** \( L(\mathbb{R}) \), the collection of all sets constructible from \( \mathbb{R} \), is the smallest inner model of \( V \) containing \( \mathbb{R} \) as a member. It is defined in analogy to \( L \) and \( L[\mathbb{R}] \) by:

\[
L_0(\mathbb{R}) = \text{Trc}(\mathbb{R}) \quad \text{the transitive closure of } \mathbb{R} \\
L_{\alpha+1}(\mathbb{R}) = Dc f(L_\alpha(\mathbb{R})) \\
L_\delta(\mathbb{R}) = \bigcup_{\alpha < \delta} L_\alpha(\mathbb{R}) \text{ for limit } \delta > 0 \\
L(\mathbb{R}) = \bigcup_{\alpha \in \text{ON}} L_\alpha(\mathbb{R})
\]

We are actually interested in \( L(\mathbb{R}) \cap P(\mathbb{R}) \), but will usually just write \( L(\mathbb{R}) \). Notice that each element \( C \) of \( L(\mathbb{R}) \) can be defined by a formula of the language of set theory with a real and finitely many ordinals as parameters. We speak of the real together with the ordinals as a “code” of \( C \). We will speak more about coding later. In particular, by coding, we can easily see that \( \sigma \)-projective sets are in \( L(\mathbb{R}) \).

In fact,

**Proposition 4.3 [1, Proposition 3.8].** The collection of \( \sigma \)-projective sets of reals is precisely \( L_{\omega_1}(\mathbb{R}) \cap P(\mathbb{R}) \).

Weaker large cardinal hypotheses suffice for our \( \sigma \)-projective purposes, as we shall see in Sections 5 and 7. These are sufficient for our applications to second-order logic. We do not know of any interesting logics that lead us beyond the \( \sigma \)-projective sets toward \( L(\mathbb{R}) \), but any logic we can define by using a formula of set theory with finitely many real and ordinal parameters is fair game. The model of set theory that Foreman and Magidor use is actually one familiar to set theorists. It is the usual model for the Proper Forcing Axiom.

**Definition 4.4.** A poset \( P \) is proper if and only if for all uncountable cardinals \( \kappa \) and all stationary \( S \subseteq [\kappa]^{\aleph_0} \), \( 1 \not\models P \models \text{“} S \text{ is stationary} \text{“} \).

**Definition 4.5.** A cardinal \( \kappa \) is supercompact if for every cardinal \( \lambda \geq \kappa \) there exists an elementary embedding \( j_\lambda \) of \( V \) into an inner model \( M \) (i.e. a proper class
model of ZFC included in \( V \) with critical point \( \kappa \) (least ordinal \( j_\lambda \) moves) and \( \lambda < j_\lambda(\kappa) \), such that \( M^\lambda \) is included in \( M \).

The Proper Forcing Axiom (PFA) is like \( \text{MA}_{\aleph_1} \), but instead of meeting \( \aleph_1 \) dense sets for countable chain condition partial orders, one does this for the wider class of proper partial orders. The usual model for PFA is obtained by iterating proper posets of size less than a supercompact cardinal \( \kappa \) via countable support iteration \( \kappa \) many times, and then using a reflection argument to argue that all collections of \( \aleph_1 \) dense sets in any proper partial order have been dealt with. For details, see e.g. [18]. It is known that PFA implies \( 2^{\aleph_0} = \aleph_2 \) ([50, Theorem 1.8]; see also [51]).

We will briefly sketch the ideas of the Foreman-Magidor proof in the special case we are interested in, namely \( \sigma \)-projective equivalence relations. A detailed analysis of the proof will appear in Section 7 where we find weaker hypotheses that still enable us to compute the possible numbers of equivalence classes. The idea of the Foreman-Magidor proof is to note that a code for such a set involving a real plus finitely many countable ordinals appears at some initial stage of the iteration; if such an equivalence relation is thin – i.e., does not have perfectly many equivalence classes – then they show that the interpretation of the code when the code appears is also thin (“downwards generic absoluteness”), and that the rest of the proper forcing adds no new equivalence classes to thin equivalence relations (“upwards generic absoluteness”). When the code appears at some initial stage, we may without loss of generality assume CH holds at that stage, since it holds cofinally often in the iteration. At that stage then, its interpretation has no more than \( \aleph_1 \) equivalence classes. By upwards generic absoluteness, its interpretation at the final stage, which is just the equivalence relation we started with, then has no more than \( \aleph_1 \) equivalence classes. It is convenient that we can refer to a well-known model of set theory, but the Foreman-Magidor proof does not actually use most of the properties of that model. It is actually sufficient to alternately blow up the continuum, properly, e.g. with Cohen reals, and then countably closedly collapse it down to \( \aleph_1 \), in a countable support iteration. For further discussion, see Section 7.

In Section 7 with the benefit of research after [10], we will prove results sharper than Theorem 4.1. We need to talk about codes. Think for example of the pair \( \langle m, n \rangle \) as the real \( 2^{m+1} \times 3^{n+1} \). This real can be thought of as coding the open interval \( (m, n) \), which of course has different extensions in different models. \( \sigma \)-projective sets are coded by a real, just as Borel sets are. The reader is probably familiar with the idea of coding a Borel set: one first lists the pairs of rational numbers in some recursive way, then countable sequences of such pairs to code open sets, then countable sequences of these, as well as countable intersections of complements of these, then continue recursively to list countable sequences of what has gone before, etc. For a careful exposition of coding, see [23]. Sets in \( L(\mathbb{R}) \) are coded by a real plus finitely many ordinals. This makes things more complicated, since those ordinals may be bigger than the large cardinal that we are collapsing to \( \aleph_2 = 2^{\aleph_0} \). Since we don’t currently have any examples of interesting equivalence relations that are in \( L(\mathbb{R}) \) but are not definable from a real, here we have just sketched the Foreman-Magidor proof for equivalence relations that are in \( L(\mathbb{R}) \) and definable from a real plus finitely many countable ordinals, i.e. the \( \sigma \)-projective equivalence relations. We will prove – indeed improve – their theorem in Section 7.
5. Finer Analysis: Descriptive Set Theory

In the previous section we noted that from large cardinals we can obtain the consistency of the Absolute Morley Theorem for second-order logic. In this section we start examining how weakenings of the $L(\mathbb{R})$ results of Foreman-Magidor [10] can be achieved via weaker assumptions. We achieve this by cobbling together results from the literature. In Section 7 we employ the machinery of Inner Model Theory to achieve more precise conclusions.

Most of this section concerns Descriptive Set Theory, and as such when we discuss issues of definability we mean “definable” in the sense used in Descriptive Set Theory. In particular, typical definability notions we consider are “Borel”, “analytic”, “projective”, or being in $L(\mathbb{R})$.

Morley and Burgess use that projections of Borel sets are analytic. To extend their results to second-order logic we can use that countable intersections of projective sets are $\sigma$-projective. Morley quotes the classical theorem of Descriptive Set Theory that analytic sets have the perfect set property; we want to make similar assertions for $\sigma$-projective sets. However such assertions are no longer theorems of ZFC: Gödel showed that under $V = L$, there is an uncountable co-analytic ($\Pi_1^1$) set which does not include a perfect set. See e.g. [19, Theorem 13.12] for a proof. Co-analytic sets do, however, have cardinality $\leq \aleph_1$ or $2^{\aleph_0}$.

One way of extending the perfect set property to more complicated sets of reals is via large cardinals, which imply restrictions of the Axiom of Determinacy to various classes of definable sets of reals, which in turn imply that if such sets are uncountable, they include perfect sets. We refer the reader to Section 27 of [19] for an introduction to determinacy and the formal definitions of games and winning strategies. In the standard Descriptive Set Theory abuse of notation, we think of $\mathbb{R}$ or $[0,1]$ as $\omega^\omega$. This is harmless since the descriptive structures of these spaces are the same; that is, these spaces, as well as the Cantor space, are Borel-isomorphic.

**Definition 5.1.** Let $C$ be a collection of subsets of $\mathbb{R}$ (we are interested in $C$’s which are composed of sets which are “definable” in some sense). $\text{AD}_C$ is the assertion that given any $C \in C$, in any game where players alternately pick natural numbers, with Player I trying to get the resulting infinite sequence to be in $C$ and Player II trying to prevent that, one of the players has a winning strategy. Projective determinacy ($\text{PD}$) is the assertion $\text{AD}_\mathcal{P}$ where $\mathcal{P}$ is the collection of all projective sets. For specific levels of the projective hierarchy, instead of e.g. $\text{AD}_{\Sigma^1_{17}}$, it is common to write $\text{Det}(\Sigma^1_{17})$.

Letting $\mathcal{B}$ stand for the collection of all Borel sets, $\text{AD}_\mathcal{B}$ is a theorem of ZFC (22, see also [22 Section 20]): AD for progressively larger definable classes follows from progressively larger cardinals. $L(\mathbb{R})$ cannot satisfy the Axiom of Choice if we suppose that it satisfies the Axiom of Determinacy, but there is much to be said for assuming $\text{AD}_{L(\mathbb{R})}$ within a ZFC environment, since it follows from large cardinals and imposes a pleasant regularity on the sets of reals constructible from $\mathbb{R}$. See [19 Section 32]. For example,

**Theorem 5.2.** If there is a supercompact cardinal, then $\text{AD}_{L(\mathbb{R})}$ holds.
The hypothesis of Theorem 5.2 has by now been considerably weakened, replacing the supercompact cardinal with a measurable cardinal above infinitely many Woodin cardinals [28, Corollary to Main Theorem and Woodin Theorem]. The definition of a Woodin cardinal can be found in Section 7. For details, see e.g. [34]. This hypothesis is considerably weaker than the existence of a supercompact cardinal. For sufficiently closed classes $C$, AD$_C$ implies every uncountable member of $C$ includes a perfect set [6, Theorem 4.1].

We want to build a model of set theory in which the isomorphism relation for countable models of a second-order theory has either at most $\aleph_1$ classes or has a perfect set of non-isomorphic models. We don’t know of any results that deal specifically with this question, but there is a long line of research extending Silver [39] which counts the number of equivalence classes of a definable equivalence relation among sets of reals.

5.1. Thin equivalence relations. A great deal is known about equivalence relations on Polish spaces that do, or do not, have a perfect set of pairwise inequivalent elements. Here we remind the reader of some of the standard terminology and some relevant results from the literature. We also prove that Morley’s Theorem extends to sentences of universal second-order logic.

Although results about determinacy and the perfect set property are motivating, there is no link between a projective class having the perfect set property and whether an equivalence relation of that complexity has perfectly many equivalence classes. In fact, $\Sigma^1_2$ has the perfect set property because each $\Sigma^1_2$ set is the union of $\aleph_1$ Borel sets (a classical result), but it is undecidable, modulo large cardinals, whether or not a $\Sigma^1_2$ equivalence relation must have $\leq \aleph_1$ or perfectly many equivalence classes.

Recall from Section 2 that an equivalence relation $E$ on a Polish space $X$ is thin if there is no perfect set of pairwise $E$-inequivalent elements of $X$. The theorem of Burgess [4] mentioned in the introduction can thus be stated as follows:

**Theorem 5.3** (Burgess). A $\Sigma^1_1$ thin equivalence relation on a Polish space $X$ has at most $\aleph_1$ equivalence classes.

As an immediate consequence, we obtain the following generalization of Morley’s result.

**Corollary 5.4.** Let $S$ be a countable signature, and let $\sigma$ be a universal second-order $S$ sentence (that is, a sentence for which the second-order quantifiers in the prenex form of $\sigma$ are all universal). Either there is a perfect set of non-isomorphic models of $\sigma$, or there are at most $\aleph_1$ non-isomorphic models of $\sigma$.

**Proof.** By Proposition 2.7 the relation $\cong_{\sigma}$ is $\Sigma^1_1$, and hence Burgess’ theorem applies. \qed

Schlicht’s Example 5.7 below establishes limits to what we can prove in ZFC plus large cardinals about the number of equivalence classes of thin projective equivalence relations. We shall see below, however, that large cardinals do enable us to
extend ZFC results, since they imply some determinacy. See e.g. Theorem 5.10 and Corollary 5.11. Of course generic extensions of large cardinal models give us even more power: viz. [10].

Example 5.5. Let $S = \{<\}$, and let $\sigma$ be the second-order sentence expressing that $<$ is a well-order. That is, $\sigma$ is the conjunction of the (first-order) axioms for being a linear order with the second-order statement

$$(\forall^1 A) \left( (\exists x) \ A(x) \rightarrow (\exists x) \ (A(x) \wedge (\forall y)(A(y) \rightarrow x \leq y)) \right).$$

Up to isomorphism, the countable models of $\sigma$ are exactly the countable ordinals, so $\sigma$ has $\aleph_1$ pairwise non-isomorphic models, regardless of the size of the continuum. This example shows that Vaught’s Conjecture is consistently false (and hence undecidable, since it is true assuming the continuum hypothesis) for second-order logic, and even for single sentences of universal second-order logic.

For this example, $\sigma$ is a universal second-order statement, so $\equiv_\sigma$ is $\Sigma^1_1$ by Proposition 2.7. This example shows that Silver’s Dichotomy for $\Pi^1_1$ equivalence relations (see [11, Theorem 5.3.5]) does not extend to $\Sigma^1_1$ relations. Since isomorphism of countable structures is already $\Sigma^1_1$ even without restricting to models of a specific sentence, we see that there is little hope for directly applying Silver’s Dichotomy to make progress on Vaught’s conjecture, even for first-order theories.

The situation for existential second-order sentences is no better than it is for universal sentences, as shown by the next example, which is due to Kunen (see [40, 1.4.3]).

Example 5.6. Let $S = \{<\}$, and let $\sigma$ be the second-order sentence obtained by taking the conjunction of the (first-order) axioms for $<$ being a linear order with the second-order statement expressing that for any two elements $a$ and $b$ there is an automorphism of $<$ sending $a$ to $b$. Kunen shows that every model of $\sigma$ is of the form $Z^\alpha$ or $Z^\alpha \cdot \eta$ for some countable ordinal $\alpha$, where $Z = \{0\}$, the product order is lexicographic, and $\eta$ is the ordertype of $\mathbb{Q}$. In particular, $\sigma$ has exactly $\aleph_1$ countable models (and Steel [40] also points out that $\sigma$ does not have a perfect set of non-isomorphic countable models).

For this example, $\sigma$ is an existential second-order statement, so $\equiv_\sigma$ is $\Delta^1_2$ by Proposition 2.7.

The third example we wish to consider is due to Schlicht [37]. Some background is required before we can state the example. Recall that a prewellordering on a set $X$ is a relation $\leq$ on $X$ which is reflexive, transitive, connected (i.e. for any $x, y \in X$, $x \leq y$ or $y \leq x$), and every nonempty subset of $X$ has a least element. There is a natural equivalence relation associated with a prewellorder: $x \sim y$ if and only if $x \leq y$ and $y \leq x$. It is interesting to note that, as pointed out in [37, Remark 5.25], Projective Determinacy ($PD$) and the Axiom of Dependent Choice ($DC$) together imply that every thin projective equivalence relation is induced by a projective prewellordering.

For $n \geq 1$, the $n$th projective ordinal $\delta^1_n$ is the supremum of lengths of $\Delta^1_n$ prewellorders. The statement that “$x^#$ exists” is equivalent to there being a non-trivial elementary embedding from $L[x]$ to $L[x]$ - see e.g. [10, Section 9]. If there
is a measurable cardinal, or even just a cardinal $\kappa$ such that $\kappa \rightarrow (\omega^2)^2$, then $x^\#$ exists for every real $x$. PD + DC also implies this conclusion; indeed, over $ZF + DC$, analytic determinacy is equivalent to the existence of $x^\#$ for every real $x$ - see [13] Theorem 33.19. PD is consistent with AC and follows from the existence of infinitely many Woodin cardinals [28, Corollary to Main Theorem].

We are now ready to describe Schlicht’s example. For more details, see [37, Example 4.18].

**Example 5.7.** Assume $x^\#$ exists for every real $x$. Let $\langle \iota^x_\alpha : \alpha \in ORD \rangle$ enumerate the $x$-indiscernibles and define $u^x_2 = \iota^x_{\omega_1 + 1}$. The prewellorder defined by

$$x \leq y \iff u^x_2 \leq u^y_2$$

is $\Delta^1_3$ and has length $\delta^1_2$. On the other hand, Kunen-Martin (unpublished, but see [32, 2G.2]) proved from $ZF + DC$ that $\delta^1_2 = \aleph_1$, while assuming $ZF + DC$, Martin proved that $\delta^1_2 \leq \aleph_2$ (see these results in [21, p.162]). But, also assuming $ZF + DC + PD$, Kechris and Moschovakis proved $\delta^1_2 < \delta^1_3$ (the results of Martin and Kechris-Moschovakis are found in [21, Theorem 9.1]). Thus, assuming $ZF + DC + PD$, we get a thin $\Delta^1_3$ equivalence relation with exactly $\aleph_2$ equivalence classes.

This example shows that the result of Foreman and Magidor (used in Section 4) in the usual PFA model does not hold in ZFC plus a sufficiently large cardinal. Indeed, suppose for example that we have a supercompact cardinal. Add $\aleph_3$ Cohen reals. The supercompact is still supercompact so PD holds and we have sharps, so Schlicht’s $\Delta^1_3$ example exists, and has $\aleph_2$ equivalence classes, and is thin because $\aleph_2 < \aleph_3 = 2^{\aleph_0}$.

It is unclear if Schlicht’s equivalence relation is of the form $\cong_T$ for a second-order theory $T$, so we can still ask:

**Problem 2.** Prove that a supercompact cardinal does not imply (with $2^{\aleph_0} > \aleph_2$) Absolute Morley for second-order theories.

In between Burgess’ dichotomy for $\Sigma^1_1$ equivalence relations and Schlicht’s $\Delta^1_3$ example, one might wonder about $\Sigma^1_2$ equivalence relations, especially in view of the Shoenfield Absoluteness Theorem. The following result of Harrington-Sami is encouraging:

**Lemma 5.8 [14] Theorem 5.** Assume PD. Thin $\Sigma^1_2$ equivalence relations are $\Delta^1_2$.

However, Schlicht’s analysis of the number of classes of projective equivalence relations specializes in the $\Sigma^1_2$ case to yield:

**Theorem 5.9.** In ZFC there is no upper bound below $2^{\aleph_0}$ for the number of equivalence classes of thin $\Sigma^1_2$ equivalence relations.

**Proof.** Given a set $A$ of reals, consider the trivial equivalence relation $E(A)$ on $\mathbb{R}$ defined by:

$$x \sim y \text{ if and only if } x = y \text{ or } x \notin A \text{ or } y \notin A.$$
Then $E(A)$ has $|A| + 1$ equivalence classes. If $A$ is $\Pi^1_2$, then $E(A)$ is $\Sigma^1_2$. Now, in the proof of Theorem 5.2, rather than adding $\aleph_2$ Cohen reals and $\aleph_3$ random reals, we could have added $\kappa$ many Cohen reals and $\kappa^+$ many random reals, for any regular $\kappa$, to get $2^{\aleph_0}$ to be $\kappa^+$ while there is a thin $\Sigma^1_2$ equivalence relation with $\kappa$ many equivalence classes.

\[\square\]

Theorem 5.9 is actually a special case of Schlicht’s Lemma 4.17 in [37], but that is not so easy to see, since his statement and proof involve Woodin cardinals, determinacy, and premice. He uses Harrington forcing from [13] instead of random forcing.

Thus, even for the relatively simple case of $\Sigma^1_2$ we must either assume large cardinals or, as in the Foreman-Magidor theorem, consider generic extensions of the universe in order to get a Burgess-type result. What we can get from known results is:

**Theorem 5.10.** Assume PD. Then thin $\Sigma^1_2$ equivalence relations have at most $\aleph_1$ equivalence classes.

**Proof.** Harrington-Shelah [13] Corollary 3 showed the conclusion for $\Pi^1_2$, assuming there was a Cohen real over $L$. They then applied Lemma 5.8 getting $\Sigma^1_2$ thin equivalence relations are $\Pi^1_2$. But PD - indeed Det($\Pi^1_2$) - implies there is a Cohen real over $L$ because it implies $\aleph_1^L = (2^{\aleph_0})^L$ is countable, so there are only countably many dense sets to meet. See more on Harrington-Shelah in Sections 5.2 and 6.1.

We do not know if Theorem 5.10 is already known. Kechris [20, proof of Theorem 3.2] proved the conclusion from ZFC + AD$_{L(R)}$. Either way, from Theorem 5.2 we have:

**Corollary 5.11.** If there is a supercompact cardinal, then thin $\Sigma^1_2$ equivalence relations have at most $\aleph_1$ equivalence classes.

**Remark 5.12.** Theorem 5.10 and Corollary 5.11 do not contradict Theorem 5.2 in a universe in which PD holds, our Cohen plus random forcing over $L$ only creates an equivalence relation with $\aleph_1^L$, i.e. countably many, equivalence classes.

**Remark 5.13.** There is another interesting way of looking at Theorem 5.9. Harrington [13] Theorem B] proved:

**Lemma 5.14.** There is a model of ZFC in which:

1. $2^{\aleph_0}$ can be as large as one likes,
2. Martin’s Axiom holds,
3. Every set of reals of size less than $2^{\aleph_0}$ is $\Pi^1_2$.

In Harrington’s model, for each $\kappa < 2^{\aleph_0}$, there are thin $\Sigma^1_2$ equivalence relations with $\kappa$-many equivalence classes. Again, this does not contradict Theorem 5.10 because Harrington’s model is constructed as a cardinal-preserving extension of a model in which $\aleph_1 = \aleph_1^L$, which contradicts PD.
5.2. $\aleph_1$-Suslin and Co-$\aleph_1$-Suslin Equivalence Relations. In Foreman-Magidor \cite{10} and other works involving determinacy, $\kappa$-Suslin sets and their complements play a role. They also appear in the study of thin equivalence relations.

Definition 5.15 \cite[p. 148]{15}.

(a) $T$ is a tree on the set $Y$ if: $T \subseteq Y^{<\omega}$, and $(\eta \in T, \tau \subseteq \eta) \implies \tau \in T$.

(b) For $T$ a tree on $Y$, $[T] := \{ f : \omega \rightarrow Y, (\forall n) (f|_n \in T) \}$.

(c) For $T$ a tree on $\kappa \times X$, let $p[T] := \{ g : g : \omega \rightarrow X, \text{ and for some } h : \omega \rightarrow \kappa, \langle h, g \rangle \in [T] \}$.

(d) A binary relation $R$ on $\omega^\omega$ is $\kappa$-Suslin (via $T$) if: $T$ is a tree on $\kappa \times (\omega^2)$ and $R = p[T]$; (R is co-$\kappa$-Suslin if: $\overline{R}$ is $\kappa$-Suslin (where $\overline{R}$ = complement of $R$)).

The following theorem follows easily from results in \cite{15}.

Theorem 5.16. MA$_{\omega_1}$ implies thin co-$\aleph_1$-Suslin equivalence relations on $\mathbb{R}$ have $\leq \aleph_1$ equivalence classes.

Proof. Since the tree $T$ for the complement of the co-$\aleph_1$-Suslin equivalence relation $E$ has cardinality $\aleph_1$, it follows that $L[T] \models \text{CH}$, so $|2^\omega|^{L[T]} = \aleph_1$, which MA$_{\omega_1}$ implies is $< 2^{\aleph_0}$. Then MA$_{\omega_1}$ easily implies there is a real Cohen-generic over $L[T]$.

That, according to \cite{15}, implies $E$ remains an equivalence relation after a Cohen real is adjoined to $L[T]$. We now need another result from \cite{15}:

Lemma 5.17 (\cite[Theorem 1]{15}). Suppose $E$ is a thin co-$\kappa$-Suslin relation via $T$, i.e. $T$ is the tree for the complement of $E$. Assume $E$ is an equivalence relation after adding a Cohen real to $L[T]$. Then $E$ has at most $\kappa$ equivalence classes. \hfill $\Box$

There is a connection between (co)-$\kappa$-Suslin and our previous discussion of $\Sigma^1_2$ and $\Pi^1_2$. First we quote:

Lemma 5.18 \cite[Paragraph 1.2 and Theorem 3.5]{26}. A relation $R$ is $\aleph_1$-Suslin if and only if it is the union of $\aleph_1$ Borel sets.

The relationship between $\aleph_1$-Suslin and $\Sigma^1_2$ is quite interesting. It is a classical result that

Lemma 5.19. Every $\Sigma^1_2$ set is the union of $\aleph_1$ Borel sets, i.e. is $\aleph_1$-Suslin.

Thus $\Pi^1_2$ sets are co-$\aleph_1$-Suslin, so we have

Corollary 5.20. MA$_{\omega_1}$ implies thin $\Pi^1_2$ equivalence relations have $\leq \aleph_1$ equivalence classes.

\footnote{The first proof of this in \cite{15} has a gap, but the second is OK.}
Corollary 5.21. MA$_{\omega_1}$ implies an existential second-order theory has either a perfect set of pairwise non-isomorphic countable models or has $\leq \aleph_1$ of them.

On the other hand, Martin and Solovay [27, p. 166] prove:

Lemma 5.22. Assume MA$_{\omega_1}$. There is a $t \subseteq \omega$ such that $\omega_1 = \omega^L[t]$ if and only if the union of $\aleph_1$ Borel sets is $\Sigma^1_2$.

Interestingly, their use of almost disjoint coding to make an $\aleph_1$-Suslin set $\Sigma^1_2$ is also found in Harrington [13], which Schlicht used instead of random forcing to prove Theorem 5.9.

Problem 3. Is it consistent that CH fails but that thin $\aleph_1$-Suslin equivalence relations have $\leq \aleph_1$ equivalence classes?

One is tempted to apply Theorem 5.10 plus Lemma 5.22 but their hypotheses are not mutually consistent.

6. Other logics

In this section we consider the applicability of our results to logics other than second-order logic.

6.1. Game quantifiers. Moschovakis [31,32] and others, e.g. [47], have considered well-ordered quantifier strings of length $\omega$. The question of the number of equivalence classes for theories involving these fits in nicely with topics we have been discussing. In particular, we have the closed and open game quantifiers discussed in [31]:

Definition 6.1. The expression

$$(\forall x_0 \exists y_0 \forall x_1 \exists y_1 \ldots) \bigwedge_{n<\omega} \varphi_n(x_0, y_0, \ldots, x_n, y_n)$$

is a closed game quantifier sentence of length $\omega$. The truth value of this game expression in a model $\mathcal{M}$ is equivalent to the existence of a winning strategy for Player II in the following game:

$$
\begin{array}{c|cccc}
I & a_0 & a_1 & \ldots \\
II & b_0 & b_1 & \ldots \\
\end{array}
$$

Here $a_0, b_0, a_1, b_1, \ldots$ are elements of $\mathcal{M}$ and $b_0, b_1, \ldots$ are chosen such that

$\mathcal{M} \models \varphi_0(a_0, b_0),$

$\mathcal{M} \models \varphi_1(a_0, b_0, a_1, b_1),$

etc. (otherwise Player II loses).

The open game quantifier interchanges the universal and existential quantifiers and exchanges the infinite conjunction for an infinite disjunction. Thus, the negation of
a closed game quantifier sentence is an open game quantifier sentence. Explicitly, an open game quantifier sentence of length $\omega$ has the following form:

$$(\exists x_0 \forall y_0 \exists x_1 \forall y_1 \ldots) \bigvee_{n<\omega} \varphi_n(x_0, y_0, \ldots, x_n, y_n).$$

The truth value of an open game quantifier sentence in a model $\mathcal{M}$ is equivalent to the existence of at least one play of the game in which Player I wins; equivalently, Player II does not have a winning strategy. Note that, unless there are enough determinacy assumptions, this does not necessarily imply that Player I does have a winning strategy.

**Definition 6.2** [32]. A pointclass $\Gamma$ is a collection of sets such that each element of $\Gamma$ is a subset of some finite product $X$ of Polish spaces. A pointclass is adequate if it contains all recursive pointsets and is closed under recursive substitution, $\land$, $\lor$, and bounded existential and universal quantification. For simplicity, all our pointclasses are closed under Polish continuous preimages.

For example, each level $\Sigma^1_n$ or $\Pi^1_n$, $n < \omega$, of the projective hierarchy is adequate.

Now we introduce the game operator $\mathcal{D}$ following Moschovakis. The reader is referred to [32] for a thorough exposition on the subject.

**Definition 6.3.** (1) Given a set $P \subseteq X \times \omega^\omega$, we define the set $\mathcal{D}P$ as follows:

$$x \in \mathcal{D}P \iff \text{Player I wins the game } \{ \alpha : P(x, \alpha) \}, \text{ i.e. the game with parameter } x \text{ where Player I plays each } \alpha(2n) \text{ and Player II plays each } \alpha(2n+1), \text{ and Player I wins if and only if } P(x, \alpha).$$

(2) Given a pointclass $\Gamma$, we define $\mathcal{D}\Gamma = \{ \mathcal{D}P : P \subseteq X \times \omega^\omega \land P \in \Gamma \}$.

The following theorem relates the game operator $\mathcal{D}$ and the open game quantifier:

**Theorem 6.4.** Given a language, fix a theory $T$ and a sequence of formulas $\langle \varphi_n : n < \omega \rangle$ for which there is an adequate pointclass $\Gamma$ such that for any $\mathcal{M} \in \text{Mod}(T)$ and $a_1, a_2, \ldots \in \mathcal{M}$,

$$\text{Mod}(T \land \bigvee_{n<\omega} \varphi_n(a_1, \ldots, a_{2n})) \in \Gamma$$

(as a set of reals coding the respective models). Then the formula $\psi$ defined by applying an open game quantifier to the sequence $\langle \varphi_n : n < \omega \rangle$ satisfies

$$\text{Mod}(\psi) \in \mathcal{D}\Gamma.$$ 

**Proof.** For simplicity, we assume that our models are enumerated and that their elements are exactly the elements of $\omega$. Define $P$ to be the following set:

$$\{(\mathcal{M}, \alpha) \in \text{Mod}(T) \times \omega^\omega : \mathcal{M} \models T \land (\exists n)(0 < n < \omega) \mathcal{M} \models \varphi_n(\alpha(0), \alpha(1), \ldots, \alpha(2n - 1))\}.$$ 

Notice that for a fixed model $\mathcal{M}$ of $T$, the projection $\{ \alpha : (\mathcal{M}, \alpha) \in P \}$ corresponds to the set of plays which result in Player I winning the game corresponding to $\psi$. Thus $\mathcal{D}P$ is the set of models for which Player I wins the game and so $\mathcal{D}P = \text{Mod}(\psi)$. 


Finally, notice that \((\mathcal{M}, \alpha) \in P\) if and only if
\[
\mathcal{M} \models T \land \bigvee_{n<\omega} \varphi_n(\alpha(0), \alpha(1), ..., \alpha(2n-1))
\]
That is \((\mathcal{M}, \alpha) \in P\) if and only if \(\mathcal{M} \in \text{Mod}(T \land \bigvee_{n<\omega} \varphi_n(\alpha(0), ..., \alpha(2n-1)))\).

Thus \(\text{Mod}(\psi) = \exists P \in \exists \Gamma\). \(\square\)

**Corollary 6.5.** Let \(\langle \varphi_n : n < \omega \rangle\) be a sequence of second-order formulas of uniformly bounded complexity, i.e. there is an \(m < \omega\) such that every \(\varphi_n\) has complexity at most \(\Sigma^1_m\). If \(\psi\) is the formula obtained by applying an open game quantifier to \(\langle \varphi_n : n < \omega \rangle\), then \(\text{Mod}(\psi)\) has complexity at most \(\exists \Sigma^1_m\).

We need the following notation from [32]:

**Definition 6.6.** Suppose \(\Gamma\) is a pointclass and \(P \in \Gamma\), \(P \subseteq \mathcal{X} \times \omega^\omega\). We denote by \(\exists^1 P\) the set \(\{x \in \mathcal{X} : (\exists^1 y) P(x, y)\}\) where “\(\exists^1 y\)” is short for “\(\exists^1 y \in \omega^\omega\)”. We define the pointclass \(\exists^1 \Gamma\) to be \(\{\exists^1 P : P \in \Gamma\}\). The definitions of \(\forall^1 P\) and \(\forall^1 \Gamma\) are analogous.

Using the notation in the previous definition, we can use the expression \(\exists^1 \Gamma \subseteq \Gamma\) to denote that \(\Gamma\) is closed under second-order existential quantification, e.g. \(\exists^1 \Sigma^1_2 \subseteq \Sigma^1_2\).

Under further assumptions, classes of the form \(\exists \Sigma^1_m\) are well understood. Moschovakis [32] proves:

**Lemma 6.7** [32, Theorem 6D.2(vi)]. Suppose \(\Gamma\) is an adequate pointclass and \(\text{Det}(\Gamma)\) holds. If \(\exists^1 \Gamma \subseteq \Gamma\), then \(\exists \Gamma = \forall^1 \Gamma\).

With further work, the following result is obtained:

**Lemma 6.8** [32]. If PD holds, then
\[
\exists \Sigma^0_1 = \Pi^1_1, \ \exists \Pi^1_1 = \Sigma^1_2, \ \exists \Sigma^1_2 = \Pi^1_3, \ldots
\]

Thus, assuming PD, the open and closed game quantifiers do not lead us out of the projective sets. Moreover, since the class of \(\sigma\)-projective sets is an adequate pointclass that is closed under second-order existential and universal quantifications by definition, we have:

**Corollary 6.9.** If \(\sigma\)-projective determinacy holds, then \(\exists A\) is \(\sigma\)-projective for any \(\sigma\)-projective \(A\).

In particular, we can also obtain a ZFC result on isomorphism relations since Borel determinacy holds in ZFC:

**Corollary 6.10.** If a sentence \(\sigma\) consists of an open game quantifier followed by a sequence of \(L_{\omega_1, \omega}\) formulas, then \(\text{Mod}(\sigma)\) is \(\Pi^1_1\), so the associated equivalence relation is \(\Sigma^1_1\). Thus if the relation \(\equiv_\sigma\) is thin, there are \(\leq \aleph_1\) equivalence classes.
Proof. In this situation Mod($\sigma$) is obtained by applying $\mathcal{C}$ to a Borel set, and hence is $\Pi_1^1$; it follows that $\cong_\sigma$ is $\Sigma_1^1$ by Lemma 2.6. The result on the number of equivalence classes then follows by Burgess’ dichotomy theorem (Theorem 5.3). □

Corollary 6.11. In the usual model for PFA, if $\mathcal{L}$ is the closure of second-order logic under open and closed game quantifiers and $\sigma$ is an $\mathcal{L}$-sentence, then the associated isomorphism relation $\cong_\sigma$ has either a perfect set of pairwise non-isomorphic elements or $\leq \aleph_1$ of them.

Proof. The relation $\cong_\sigma$ is in $L(\mathbb{R})$, indeed it is $\sigma$-projective, so the result follows from Foreman-Magidor (Theorem 4.1). □

We can actually do better than this. See Theorem 7.1 below to see that we can get the conclusion of Corollary 6.11 from a model which only assumes that there are infinitely many Woodin cardinals with a measurable cardinal above.

For one application of the closed game quantifier to a first-order formula, we get that the complexity of the equivalence relation is $\Delta^1_2$, assuming Det($\Pi^1_1$). We can now prove:

Theorem 6.12. If Det($\Pi^1_1$) then for a thin equivalence relation defined by a sequence of $\mathcal{L}_{\omega_1, \omega}$ formulas preceded by a closed game quantifier, the number of equivalence classes is $\leq \aleph_1$.

Proof. By [19, 11.5, 27.13], Det($\Pi^1_1$) implies $\aleph_1^{L[a]}$ is countable for all reals $a$. By [15] that implies $\Pi^1_2$ thin equivalence relations have $\leq \aleph_1$ equivalence classes. □

It is known that Det($\Pi^1_1$) follows from the existence of a measurable cardinal. This fact is commonly attributed to Martin [24], though it does not appear explicitly in that paper. For the connection between Det($\Pi^1_1$), measurable cardinals, and the results of [24], see [18, Exercises 33.11, 33.12].

6.2. Partially Ordered Quantifiers. Partially ordered (first-order) quantifiers were introduced by Henkin [17], who noted that the usual first-order logic could not adequately express a situation in which for all $x$ there exists a $y$, and for all $z$ there is a $w$ such that $R(x, y, z, w)$, but the $y$ does not depend on $z$ and the $w$ does not depend on $x$. Since then, a number of authors have investigated such quantifiers and even infinitary versions of them [51], [8], [45], etc. A comprehensive treatment was given in A. K. Swett’s doctoral dissertation [45]. Swett assumed the partial order was well-founded. He gave an example to show that the semantics could be ill-defined if one dropped that assumption. It was shown by Walkoe [51] and Enderton [8, p. 166] that sentences with finite partially ordered quantifiers are equivalent to existential second-order sentences, and hence by Corollary 5.21 we obtain:

Theorem 6.13. Assuming $MA_{\omega_1}$, thin equivalence relations in first-order logic augmented with finite partially ordered quantifiers have $\leq \aleph_1$ equivalence classes.
Corollary 6.14. Assuming $\text{MA}_{\omega_1}$, a countable theory in first-order logic augmented with finite partially ordered quantifiers has either a perfect set of pairwise non-isomorphic countable models or else has $\leq \aleph_1$ of them.

We have not investigated the infinite partially ordered cases, except for the open and closed game quantifiers.

7. Equivalence relations given by countable intersections of projective sets

The set of reals coding the countable models of a second-order sentence can be arbitrarily high in the projective hierarchy. The set of reals coding the countable models of a second-order theory can thus be the intersection of countably many projective sets, and these projective sets may have unbounded projective complexity. In order to extend our work to include second-order theories we therefore need information about the set of equivalence classes of an equivalence relation that is given by a countable intersection of projective sets. In this section we obtain results along these lines. For this section we temporarily set aside our intended applications in second-order logic and focus only on the results we need in Descriptive Set Theory. As such, we use the terminology of Descriptive Set Theory throughout; the only appearance of second-order logic in this section is at the very end, in Theorem 7.12. In particular, we emphasize that in this section “definable” is meant in the sense of Descriptive Set Theory.

At this point we should warn the reader that for this section not only do we assume familiarity with a substantial amount of Set Theory as we have implicitly so far but towards the end of the section we also assume some knowledge of Inner Model Theory. For the set-theoretic background, i.e., up to and including the proof of Theorem 7.2 modulo Lemmas 7.4 and 7.7 standard textbooks such as [19, 18, 36, 23] suffice. For the rest of this section we suppose familiarity with the basics of Inner Model Theory as for example covered in the first five sections of [44].

Foreman and Magidor [10] used a supercompact cardinal to produce a model of $\neg \text{CH}$ in which every equivalence relation in $L(\mathbb{R})$ on the power set of $\mathbb{R}$ has $\leq \aleph_1$ or a perfect set of inequivalent elements. Their model is the standard model for PFA but they could have instead used the forcing we apply in the proof of Theorem 7.2. By results of Woodin, they could have reduced the large cardinal hypothesis in their result from a supercompact cardinal to a proper class of Woodin cardinals or even to infinitely many Woodin cardinals with a measurable cardinal above them all. There are two main consequences of supercompactness that Foreman-Magidor used in their proof. First, they used (their Fact 1.1) that sets in $L(\mathbb{R})$ are weakly homogeneously Suslin at the supercompact cardinal (see for example [36] Problem 13.3 or [19] Section 32 for the definition of $\kappa$-weakly homogeneously Suslin). Second, they used (their Theorem 1.2) generic absoluteness of $L(\mathbb{R})$ for forcings below the supercompact cardinal. See also the explanatory remarks after Theorem 1.2. For both of these applications, supercompactness is not necessary. Suppose $\kappa$ is an inaccessible cardinal and above $\kappa$ there are infinitely many Woodin cardinals with a measurable cardinal above them all. Then the Foreman-Magidor
result follows using the forcing we use in the proof of Theorem 7.2 (or by the forcing they used) by appealing to the following results of Woodin. First, generic absoluteness of $L(\mathbb{R})$ for forcings of size $\leq \kappa$ holds by [52, Theorem 2.31], see Theorem 6.1 and Remark 6.6 in [43] for a proof. Second, every set of reals in $L(\mathbb{R})$ is $\kappa$-weakly homogeneously Suslin by [52, Theorem 2.13].

To emphasize, we state:

**Theorem 7.1.** Suppose that there is an infinite sequence of Woodin cardinals with a measurable cardinal above all of them. Then it is consistent that $\neg \text{CH}$ and every equivalence relation on $\mathbb{R}$ that is in $L(\mathbb{R})$ has $\leq \aleph_1$ or a perfect set of inequivalent elements. In particular, this holds for $\sigma$-projective equivalence relations.

For our application to variants of Morley’s Theorem, we are interested in equivalence relations that are much simpler than arbitrary equivalence relations in $L(\mathbb{R})$. If we focus on equivalence relations given by countable intersections of projective sets we can reduce the large cardinal hypothesis to infinitely many Woodin cardinals (and even below, see the discussion below and Theorem 7.11). This leads to a significantly lower large cardinal hypothesis as the mice we consider do not have inner models with infinitely many Woodin cardinals. Defining mice is beyond the scope of this paper but we refer the interested reader to [36] or [44].

**Theorem 7.2.** Suppose there are infinitely many Woodin cardinals. Then there is a model of $\neg \text{CH}$ in which every equivalence relation on the power set of $\mathbb{R}$ that is obtained as a countable intersection of projective sets has $\leq \aleph_1$ or a perfect set of inequivalent elements.

We recall the definition of Woodin cardinals for the reader’s convenience. In contrast to other large cardinal notions such as measurable cardinals or supercompact cardinals, Woodin cardinals are not critical points of strong elementary embeddings. They are limits of such critical points in the following sense.

**Definition 7.3.**

1. Let $\kappa < \delta$ be ordinals and $A \subseteq V\delta$. Then $\kappa$ is called $A$-reflecting in $\delta$ if and only if for all $\eta < \delta$ there is an elementary embedding $i: V \rightarrow M$ with critical point $\kappa$ such that $i(\kappa) > \eta$ and $i(A) \cap V_\eta = A \cap V_\eta$.

2. A cardinal $\delta$ is a Woodin cardinal if and only if for all $A \subseteq \delta$ there is some $\kappa < \delta$ that is $A$-reflecting in $\delta$.

**Remark.** Note that the hypothesis of Theorem 7.2 is not optimal. We will state a sharper theorem below but decided to start with this version as the statement of Theorem 7.2 does not require any knowledge of Inner Model Theory.

The proof of Theorem 7.2 uses the two following inner model theoretic lemmas that we prove below. Again, the large cardinal hypothesis in the statement of the lemmas is not optimal and we will improve it before proving the lemmas. We need one more definition before we can state the lemmas.

Recall that projective sets of reals can be defined in second-order arithmetic with parameters by $\Sigma_n$ and $\Pi_n$ formulas, see for example [19, Section 12, The Definability
Lemma 7.4. Let $M$ be a model of ZFC with a sequence of Woodin cardinals $(\delta_i : i < \omega)$. Let $P$ be a partial order in $M$ with $|P| < \delta_0$ and let $g$ be $P$-generic over $M$. Then for every $\Pi_\omega$-formula $\varphi(v)$ and every $x \in (\omega^\omega)^M$, 

$$ (A^2(z))^M \models \varphi(x) \text{ if and only if } (A^2(x))^M[g] \models \varphi(x). $$

It is known that assuming large cardinals weaker than the existence of infinitely many Woodin cardinals (more precisely only the existence of certain inner models with finitely many Woodin cardinals) countable intersections of projective sets are determined, see for example [1]. It is not hard to obtain, from large cardinals, that they are $<\eta$-universally Baire for some ordinal $\eta$, as for example defined in [18] Definition 32.21 or [36] Definition 8.6. We recall the definition here.

Definition 7.5. Let $(S,T)$ be trees on $\omega \times \kappa$ for some ordinal $\kappa$ and let $\eta$ be an ordinal. We say $(S,T)$ is $\eta$-absolutely complementing if and only if

$$ p[S] = \omega \setminus p[T] $$

in every $\Col(\omega, \eta)$-generic extension of $V$.

Definition 7.6 (Feng-Magidor-Woodin, [9]). Let $A$ be a set of reals.

1. We say $A$ is $<\eta$-universally Baire ($<\eta$-uB) if for every ordinal $\nu < \eta$, there are $\nu$-absolutely complementing trees $(S,T)$ with $p[S] = A$.
2. We say $A$ is universally Baire (uB) if it is $<\eta$-universally Baire for every ordinal $\eta$.

Lemma 7.7. Let $M$ be a model of ZFC with a sequence of Woodin cardinals $(\delta_i : i < \omega)$. Then all countable intersections of projective sets in $M$ are $<\delta_0$-universally Baire.

We now prove Theorem 7.2 modulo Lemmas 7.4 and 7.7 before we state the versions of these lemmas from weaker hypotheses.
Proof of Theorem 7.2. Let $M$ be a model of ZFC with a sequence of Woodin cardinals $(\delta_i : i < \omega)$ and let $\kappa$ be the least inaccessible cardinal in $M$. In particular, $\kappa < \delta_0$. We consider a generic extension $M[G]$ of $M$ via the following forcing: Consider the countable support iteration $P_\kappa$ of length $\kappa$ of the following partial orders

$$\{\mathcal{Q}_\alpha : \alpha < \kappa\}.$$  

At an even stage $\alpha < \kappa$ that is not a limit stage, let $\mathcal{Q}_\alpha$ be the usual countably closed collapse of the continuum (of the current stage of the iteration) to $\omega_1$. At limit stages $\alpha < \kappa$, let $\mathcal{Q}_\alpha$ be the trivial forcing. At an odd stage $\beta < \kappa$ let $\mathcal{Q}_\beta$ add $\beta$ Cohen reals. Note that each individual forcing $\mathcal{Q}_\alpha$ and hence the whole iteration $P_\kappa$ is proper and in particular preserves $\aleph_1$. The final model $M[G]$ satisfies

$$2^{\aleph_0} = \aleph_2$$

but CH holds at cofinally many initial segments $M[G \upharpoonright \alpha]$ of the iteration. Here $G \upharpoonright \alpha$ denotes the canonical restriction of the generic $G$ to the initial segment $\mathcal{Q}_\alpha$ up to $\alpha$ of the iteration.

We claim that in $M[G]$ every equivalence relation on the power set of $\mathbb{R}$ obtained by a countable intersection of projective sets has $\leq \aleph_1$ or a perfect set of inequivalent elements. Let $E$ be an equivalence relation on the power set of $\mathbb{R}$ obtained by a countable intersection of projective sets and suppose $E$ is thin, i.e., it does not have a perfect set of inequivalent elements. We will argue that it has $\leq \aleph_1$ equivalence classes. Let $\varphi$ be a $\Pi_1^\alpha$-formula defining $E$ in $M[G]$, i.e.,

$$E = \{(x, y) \in \mathbb{R}^{M[G]} : (A^2(x, y))^{M[G]} \models \varphi(x, y)\}.$$  

Let $M[G \upharpoonright \alpha]$ be an initial segment of the iteration such that CH holds in $M[G \upharpoonright \alpha]$. Let $E_\alpha$ be the equivalence relation defined by

$$E_\alpha = \{(x, y) \in \mathbb{R}^{M[G \upharpoonright \alpha]} : (A^2(x, y))^{M[G \upharpoonright \alpha]} \models \varphi(x, y)\}.$$  

Then, by CH in $M[G \upharpoonright \alpha]$, $E_\alpha$ has at most $\aleph_1$ equivalence classes in $M[G \upharpoonright \alpha]$. As the size of the forcing $P_\alpha$ is small, $M[G \upharpoonright \alpha]$ still has the sequence of Woodin cardinals $(\delta_i : i < \omega)$. So by Lemma 7.4 any pair of reals that is inequivalent under $E_\alpha$ is also $E$-inequivalent as $E$ is the equivalence relation given by $\varphi$. The following claim finishes the proof of Theorem 7.2 (modulo Lemmas 7.4 and 7.7).

Claim 1. Every real added by the forcing iteration from $M[G \upharpoonright \alpha]$ to $M[G]$ is $E$-equivalent to a real in $M[G \upharpoonright \alpha]$. In particular, $E$ also has at most $\aleph_1$ equivalence classes in $M[G]$.

Proof. As in the previous claim, $M[G \upharpoonright \alpha]$ still has the sequence of Woodin cardinals $(\delta_i : i < \omega)$. So by Lemma 7.7, $E_\alpha$ is $< \delta_0$-universally Baire. This allows us to canonically extend $E_\alpha$ to equivalence relations in generic extensions for partial orders of size $< \delta_0$. Here the canonical extension of $E_\alpha$ to $M[G]$ is $E$.

Note that universal Baireness is all that is used of the hypothesis that the equivalence relation is weakly homogeneously Suslin in the proof of [10, Theorem 3.4]. Hence, we can apply this theorem to $E_\alpha$ and obtain that since $E_\alpha$ does not have a perfect set of inequivalent reals in $M[G]$, no real added by the forcing iteration from $M[G \upharpoonright \alpha]$ to $M[G]$ is $E$-equivalent to a real in $M[G \upharpoonright \alpha]$. $\square$
Now we turn to the proofs of Lemmas 7.4 and 7.7. We in fact prove sharper versions of them that use a weaker hypothesis. Recall that the set of all countable models of a second-order $S$-theory for a countable signature $S$ is a countable intersection of projective sets. This is the case we are interested in here.

Before we can state the strengthenings of Lemmas 7.4 and 7.7 we need the following definition that introduces the large cardinal hypothesis we want to work from. Note that here we pass from large cardinals to inner models with large cardinals – a central theme in Inner Model Theory.

**Definition 7.8.** We say $M$ is a *ladder premouse above* $\eta$ if and only if $M$ is a proper class fine structural premouse, as for example in [44], with cardinals $\eta < \delta_0 < \delta_1 < \ldots$ such that

1. $\eta$ is the second inaccessible cardinal in $M$,
2. for each $n < \omega$, $M_n^\# (\langle M, \delta_n \rangle) \models \text{"\ }\delta_n \text{ is Woodin}"$, and
3. for each $n < \omega$, $M_n^\# (\langle M, \delta_n \rangle) \subseteq M$.

Here $M_n^\# (\langle M, \delta_n \rangle)$ denotes the least $\omega_1$-iterable premouse constructed above $\langle M, \delta_n \rangle$ that is not $n$-small above $\delta_n$, see for example [44] p. 1660], [42], or the introduction of [33] for the definition and some properties of this model. It is beyond the scope of this paper to formally introduce $M_n^\# (\langle M, \delta_n \rangle)$ but we would like to mention that the premouse $M_n^\# (\langle M, \delta_n \rangle)$ is a model that has $n$ Woodin cardinals above $\delta_n$. Nevertheless these Woodin cardinals will not remain Woodin in the full model $M$. So the minimal ladder premouse (if it exists) does not have Woodin cardinals. It has inner models with $n$ Woodin cardinals for every natural number $n$ but it does not have an inner model with infinitely many Woodin cardinals. This in particular explains why the *consistency strength* of the existence of a ladder mouse is below the existence of a model with infinitely many Woodin cardinals as assumed in Theorem 7.2 even though there is no canonical large cardinal hypothesis below the existence of infinitely many Woodin cardinals that implies the existence of a ladder mouse. Note that the existence of a ladder premouse follows from the hypothesis of Theorem 7.2 i.e., in a model $M$ of ZFC with a sequence of Woodin cardinals $(\delta_i : i < \omega)$, by the techniques in [41].

**Remark.** A similar notion of ladder premouse figures prominently in the computation of the sets of reals of initial segments of $L(\mathbb{R})$ as the sets of reals of mice, see for example [35] or the discussion in [46, Section 8.4].

Now we can state Lemmas 7.4 and 7.7 in terms of ladder premice. Note that if $M$ is a ladder mouse above $\eta$, then the reals $\omega^M$ of $M$ are clearly all contained in $M|\eta$, the model up to level $\eta$.

---

---

Note that [44] p. 1660] only mentions $\omega_1 + 1$-iterable models of the form $M_n^\# (X)$ for some $X$ but [42] and the introduction of [33] deal more carefully with weaker concepts of iterability.
Lemma 7.9. Let $M$ be a ladder premouse above $\eta$ for some ordinal $\eta$. Let $\mathbb{P}$ be a partial order in $M$ with $|\mathbb{P}| < \eta$ and let $g$ be $\mathbb{P}$-generic over $M$. Then for every $\Pi_\omega$ formula $\varphi(v)$ and every $x \in ({}^\omega\omega)^M$,

$$(\mathcal{A}^2(x))^M \models \varphi(x) \text{ if and only if } (\mathcal{A}^2(x))^{M[g]} \models \varphi(x).$$

Lemma 7.10. Let $M$ be a ladder premouse above $\eta$ for some ordinal $\eta$ witnessed by cardinals $\delta_0 < \delta_1 < \ldots$. Then all sets in $M$ that are obtained as a countable intersection of projective sets are $<\eta$-universally Baire.

For the proofs of Lemmas 7.9 and 7.10 we require that the reader is familiar with the basics of Inner Model Theory as for example covered in the first five sections of [4].

Proof of Lemma 7.9. Let $M$ be a ladder premouse above $\eta$ for some ordinal $\eta$. Then $M$ is clearly closed under the operations $z \mapsto M_k^\#(z)$ for all reals $z$ and natural numbers $n$. As the size of the forcing $\mathbb{P}$ is below $\eta$, it is easy to see that any $\mathbb{P}$-generic extension $M[G]$ of $M$ is also closed under the operations $z \mapsto M_k^\#(z)$ for all reals $z$ and natural numbers $n$. Therefore, the following claim finishes the proof of Lemma 7.9.

Claim 1. Let $\varphi$ be a $\Sigma_\omega$ formula, say $\varphi = \bigvee_{k<\omega} \psi_k$, and let $N$ be any model that is closed under the operations $z \mapsto M_k^\#(z)$ for all reals $z$ and natural numbers $n$. Then for every $x \in ({}^\omega\omega)^N \cap ({}^\omega\omega)^V$,

$$(\mathcal{A}^2(x))^N \models \varphi(x) \text{ if and only if } (\mathcal{A}^2(x))^V \models \varphi(x).$$

Proof. We start with the right-to-left implication. Let $x \in ({}^\omega\omega)^N \cap ({}^\omega\omega)^V$ and suppose

$$(\mathcal{A}^2(x))^V \models \varphi(x).$$

That means $(\mathcal{A}^2(x))^V \models \psi_k(x)$ for some $k < \omega$. Suppose for notational simplicity that $\psi_k$ is a $\Sigma_k$ formula. Then, by correctness of $M_k^\#$, the inner model $M_k^\#(x)$, $$(\mathcal{A}^2(x))^{M_k^\#(x)} \models \psi_k(x).$$

By our assumption, $N$ is closed under the operation $z \mapsto M_k^\#(z)$ for all reals $z \in ({}^\omega\omega)^N$. In particular, $(M_k^\#(x))^N = (M_k^\#(x))^V$ and $(\mathcal{A}^2(x))^{(M_k^\#(x))^N} \models \psi_k(x)$. Therefore, by correctness of $(M_k^\#(x))^N$ in $N$,

$$(\mathcal{A}^2(x))^N \models \psi_k(x).$$

Hence, $(\mathcal{A}^2(x))^N \models \varphi(x)$, as desired. The left-to-right implication follows by the same argument. □

Proof of Lemma 7.10. Let $A = \bigcap_{k<\omega} A_k$ be a countable intersection of projective sets $A_k$, $k < \omega$. Suppose for notational simplicity that each $A_k$ is a $\Sigma_k$ set. Then by the usual argument for universal Baireness (or for obtaining homogeneously Suslin sets) from Woodin cardinals, see for example [39] Problem 13.4,

$$M_k^\#(M[\delta_k]) \models A_k \text{ is } <\delta_k\text{-universally Baire.}$$

\footnote{This result is due to Woodin, see for example [39] Lemma 1.17 for the precise statement and a proof.}
In particular, $A_k$ is $<\eta$-universally Baire in $\mathcal{M}^\#(M|\delta_k)$. Let $\nu < \eta$ and let $(S^\nu_k, T^\nu_k)$ be a pair of $\nu$-absolutely complementing trees with $p[S^\nu_k] = A_k$ in $\mathcal{M}^\#(M|\delta_k)$ and in $M$ for each $k < \omega$. By combining the trees $(S^\nu_k, T^\nu_k)$ we can easily obtain a pair of $\nu$-absolutely complementing trees $(S^\nu, T^\nu)$ in $M$ with $p[S] = A$. Therefore, $A$ is $<\eta$-universally Baire in $M$. □

The proof of Theorem 7.2 did not use any large cardinal hypothesis beyond an inaccessible cardinal except for the applications of Lemmas 7.4 and 7.7. So by exchanging these with Lemmas 7.9 and 7.10 we obtain the following theorem.

**Theorem 7.11.** Let $M$ be a ladder premouse above $\eta$ for some ordinal $\eta$. Then there is a model of $\neg \text{CH}$ in which every equivalence relation on the power set of $\mathbb{R}$ that is obtained as a countable intersection of projective sets has $\leq \aleph_1$ or a perfect set of inequivalent elements.

Finally, we apply the results of this section to second-order logic again.

**Theorem 7.12.** If there are infinitely many Woodin cardinals (or there exists a ladder premouse above some $\eta$), then there is a model of set theory in which the Absolute Morley Theorem holds for second-order theories in countable signatures.

**Proof.** If $T$ is a second-order theory in a countable signature then the relation $\cong_T$ is obtained as an intersection of countably many projective sets, so this follows from Theorem 7.2 (or Theorem 7.11). □
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