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Abstract—High-quality datasets are of paramount importance for the operation and planning of wind farms. However, the datasets collected by the supervisory control and data acquisition (SCADA) system may contain missing data due to various factors such as sensor failure and communication congestion. In this paper, a data-driven approach is proposed to fill the missing data of wind farms based on a context encoder (CE), which consists of an encoder, a decoder, and a discriminator. Through deep convolutional neural networks, the proposed method is able to automatically explore the complex nonlinear characteristics of the datasets that are difficult to modeled explicitly. The proposed method can not only fully use the surrounding context information by the reconstructed loss, but also make filling data look real by the adversarial loss. In addition, the correlation among multiple missing attributes is taken into account by adjusting the format of input data. The simulation results show that CE performs better than traditional methods such as auto-encoder, K-means, k-nearest neighbor, back propagation neural network, cubic interpolation, and conditional generative adversarial network for different missing data scales.

Index Terms—Data-driven, missing data imputation, wind farm, deep learning, context encoder.

NOMENCLATURE

\( \sigma_i^c() \) Activation function of the \( i^{th} \) convolutional layer
\( \sigma_i^d() \) Activation function of the \( i^{th} \) dense layer
\( \sigma_i^{\text{tran}}() \) Activation function of the \( i^{th} \) transposed convolutional layer
\( \lambda \) Weights between reconstructed loss and adversarial loss

\( B_{\text{con}}^i \) Bias vector of the \( i^{th} \) convolutional layer
\( B_{\text{dense}}^i \) Bias vector of the \( i^{th} \) dense layer
\( B_{\text{tran}}^i \) Bias vector of the \( i^{th} \) transposed convolutional layer
\( D() \) Output of discriminator
\( E_X \) Expectation of sample \( X \)
\( F() \) Generated sample
\( L_{\text{adv}} \) Adversarial loss
\( L_{\text{rec}} \) Reconstructed loss
\( M \) A binary mask
\( \text{MAE}_1 \) Mean absolute error
\( \text{MAE}_2 \) The maximum absolute error
\( n \) Number of missing sample points in test set
\( R \) The maximum pooling area
\( \text{RMSE} \) Root mean square error
\( W_{\text{con}}^i \) Weight of the \( i^{th} \) convolutional layer
\( W_{\text{dense}}^i \) Weight of the \( i^{th} \) dense layer
\( W_{\text{tran}}^i \) Weight of the \( i^{th} \) transposed convolutional layer
\( X \) Complete samples of wind farms
\( X_{\text{con}}^i \) Input feature of the \( i^{th} \) convolutional layer
\( X_{\text{dense}}^i \) Input feature of the \( i^{th} \) dense layer
\( X_{\text{tran}}^i \) Input feature of the \( i^{th} \) transposed convolutional layers
\( Y_{\text{con}}^i \) Output feature of the \( i^{th} \) convolutional layer
\( Y_{\text{dense}}^i \) Output feature of the \( i^{th} \) dense layer
\( y_i \) The \( i^{th} \) element of real data
\( y_i' \) The \( i^{th} \) element of filled data through a model
\( Y_{\text{pool}}^i \) Output feature of the \( i^{th} \) maximum pooling layers
\( Y_{\text{tran}}^i \) Output feature of the \( i^{th} \) transposed convolutional layer

I. INTRODUCTION

The volatility and intermittence of the output power of wind farms pose challenges to the operation and planning of the power system [1]. In order to ensure the safety and stability of the power system, it is necessary to accurately predict the output power of the wind farm using historical data collected through the supervisory control and data acquisition.
sition (SCADA) system. However, those collected data may be incomplete, since the SCADA system is often interfered with by various factors, such as sensor failure, cyber-attack, and communication congestion [2]. Therefore, the missing data imputation of wind farms is of great significance for wind power forecasting.

The traditional methods for missing data imputation of wind farms can be summarized into four categories: interpolation-based methods, regression-based methods, similarity-based methods, and parameter-estimation-based methods. The first category mainly includes the linear interpolation, spline interpolation, and Cubic interpolation [3]. These kinds of methods fill the missing data by constructing polynomials whose parameters are obtained by using the information around the missing position. High accuracy can be achieved when the scale of missing data is very small, but they ignore the correlation among multiple attributes in the filling process, which restricts the application scope of these methods [4]. The second category mainly includes recurrent neural networks (RNNs), random forest, and back propagation (BP) neural networks [5], [6]. For example, the long short-term memory network is utilized as a predictor to fill the missing wind power data, which shows better performance than traditional RNNs in [7]. To deal with the problem of filling the large-scale missing wind power data, the improved random forest is proposed to combine the matrix combination, linear interpolation, and matrix transposition [8]. The simulation results show that the improved random forest is applicable to fill wind power data in various missing forms. Compared with interpolation-based methods, regression-based methods make full use of the correlation among attributes, resulting in higher accuracy and wider application scope. The third category mainly includes the mean substitution method, k-nearest neighbor (KNN), and K-means [9]. Specifically, the mean substitution method uses the mean value of the existing incomplete attributes to fill all the missing data. This method is simple and widely used, but it limits the diversity and volatility of attributes, resulting in low accuracy [10]. KNN uses the mean value of the nearest k samples to fill the missing data, while K-means uses the cluster center to fill the missing attributes for samples with missing data in the cluster [11]. Similar to the interpolation-based methods, the similarity-based methods also ignore the correlation among multiple attributes, which limit the accuracy of these algorithms [12]. The fourth category mainly includes point estimation and interval estimation [13], [14]. This kind of method uses the existing data to fill in missing attributes through the maximum likelihood estimation. For example, the expectation-maximization algorithm uses missing data as variables to participate in the process of parameter estimation, alternately updating missing data and parameters to be estimated in an iterative manner, so as to achieve the goal of missing data imputation [15]. However, the accuracy is greatly affected by the form of the probability distribution function assumed artificially [16].

As a branch of artificial intelligence, deep learning has shown outstanding performance in many fields such as representation learning, image classification, and natural language processing [17], [18], which has brought new opportunities for the development of missing data imputation of wind farms. The existing methods for missing data imputation of wind farms mainly include the de-noising automatic encoder (AE) and the conditional generative adversarial networks (CGANs). Specifically, AE corrupts the input data and requires the decoder to minimize the damage, so as to learn a semantically meaningful representation of samples [19]. However, its corruption process is typically low and localized, which does not need to undo much semantic information. The disadvantages of CGAN such as exploding gradients and vanishing gradients in the training process still exist in [20]-[22], which leads to low accuracy of filling data.

The context encoder (CE) is a new deep neural network for missing data imputation developed from AE. Compared with AE, CE shows a much deeper semantic understanding of the scenario, and a stronger ability to represent high-dimensional features over large spatial extents [23], leading to its wide applications in various fields. For example, a long short-term CE is proposed to fill missing air pollution data in [24]. While in [25], CE is designed to mine spatial features and capture high-level information for 2-dimensional image segmentation. The simulation results show that CE achieves the state-of-art performance with superior accuracy. To restore missing medium gaps of audio, CE including convolutional and fully connected layers is proposed to capture the context information of missing samples in [26]. The successful applications of CE in the image and audio fields prove that it can learn complex objective laws through unsupervised training. Theoretically, CE can not only use deep convolutional layers with strong learning ability to effectively mine the complex nonlinear correlation among the multiple attributes of wind farms, but also use the reconstructed loss and adversarial loss to represent the spatial-temporal relationship between missing parts and complete samples, so as to greatly improve the accuracy of missing data imputation for wind farms. However, the existing network structures of CE are designed for computer vision, which is not suitable for the 1-dimensional data of wind farms [27]. Therefore, it requires to design a structure of CE with strong feature extraction ability and high filling accuracy according to the characteristics of data from wind farms.

This paper aims to design a CE to improve the accuracy of missing data imputation for wind farms. The performance of the proposed method is tested by a real-world dataset. The key contributions of this paper are as follows.

1) A new data-driven, model-free, and scalable method is proposed for missing data imputation of wind farms. By employing the encoder-decoder-discriminator pipeline that consists of deep convolutional networks, it can fully explore the dynamic nonlinear correlations among the multiple attributes of wind farms that are difficult to be modeled explicitly, such as the temporal correlation and dynamic changes of wind power sequences.

2) This paper innovatively applies CE to missing data imputation of wind farms. To generate a plausible hypothesis for the missing data of wind farms, both a reconstructed loss and an adversarial loss are designed as the loss function for CE. Specifically, the reconstructed loss is responsible for exploring the overall information of the missing data and co-
The convolutional neural network (CNN) is a feed-forward neural network with a convolutional operation. Its emergence has greatly promoted the development of artificial intelligence. Because of its powerful feature extraction capabilities, CNN has been widely used in various fields such as fault diagnosis, object detection, speech recognition, and semantic segmentation [28]. Therefore, CNN is chosen to build the encoder, decoder, and discriminator.

The encoder consists of several Conv layers and MaxPool layers as seen in Fig. 1. Specifically, the key operation of the Conv layer is to perform a convolutional operation on the output features of the previous layer, and then add a bias vector as the input features to the next layer. Its mathematical formula is expressed as:

$$Y_{\text{con}} = \sigma_{\text{con}}(X_{\text{con}} \ast W_{\text{con}} + B_{\text{con}})$$  \hspace{1cm} (1)$$

where $\ast$ is the operation of convolution. Note that the output feature of a Conv layer is used as the input feature to the following MaxPool layer in the encoder.

As shown in Fig. 2, the MaxPool layer reduces the dimensionality of the data output of the Conv layers to obtain a low-dimensional feature representation of the incomplete sample. Its mathematical formula is expressed as:

$$Y_{\text{pool}} = \max_{j,k \in R} \left( X'_{i,j,k} \right)$$  \hspace{1cm} (2)$$

Fig. 1. Framework of CE for missing data imputation.

Fig. 2. Visualization of MaxPool layer.

Note that the output feature of a MaxPool layer is used as the input feature to the next Conv layer in the encoder.

The decoder consists of the fully transposed Conv layers as shown in Fig. 1 to obtain the same dimensionality as the original input data. Specifically, the key operation of the transposed Conv layer is to perform a transposed Conv operation on the output features of the previous layer and then add a bias vector as the input features of the next layer. Note that the first input to the transposed convolutional layer is the one from the last MaxPool layer. Its mathematical formula is expressed as:
\[ Y_{\text{ran}}^{i} = \sigma_{\text{ran}} \left( X_{\text{ran}}^{i} \cdot W_{\text{ran}} + B_{\text{ran}}^{i} \right) \]  

(3)

where \( \cdot \) is the operation of the transposed convolution.

The discriminator consists of several convolutional layers, a flatten layer, and a dense layer as shown in Fig. 1. Specifically, the flatten layer is considered as a bridge between the last convolutional layer and the dense layer, and it reshapes the multi-dimensional features into a 1-dimensional vector without changing the amplitude of the data. In other words, the function of the flatten layer is to change the shape of the data. The output of the dense layer is 0 or 1, which is used to determine whether the input data is a reconstructed sample or a real sample. Note that the input feature of the dense layer is the output data of the flatten layer in the discriminator. The mathematical formula of the dense layer is expressed as:

\[ Y_{\text{dense}}^{i} = \sigma_{\text{dense}} \left( X_{\text{dense}}^{i} \cdot W_{\text{dense}}^{i} + B_{\text{dense}}^{i} \right) \]  

(4)

**B. Loss Function**

To generate a plausible hypothesis for the missing data of wind farms, both the reconstructed loss and the adversarial loss are designed as the loss function for CE. Specifically, the reconstructed loss is responsible for exploring the overall information of the missing data and coherence with regard to its surrounding context. The mathematical formula of the reconstructed loss \( L_{\text{rec}} \) is:

\[ L_{\text{rec}} = \| M \odot \left( X - F \left( (1-M) \odot X \right) \right) \|_{2} \]  

(5)

where the binary mask \( M \) corresponds to the missing position with a value of 1 wherever the data is dropped and 0 for input data; and \( \odot \) is the Hadamard product operation.

In addition, the adversarial loss makes filling parts look real, and has the effect of choosing a specific mode from the probability distribution [29]. The mathematical formula of the adversarial loss \( L_{\text{adv}} \) is:

\[ L_{\text{adv}} = \max E_{X} \left( \log D(X) + \log \left( 1 - D \left( F \left( (1-M) \odot X \right) \right) \right) \right) \]  

(6)

This equation is improved from the loss function of the CGAN.

Ultimately, the overall loss function \( L \) for missing data imputation of wind farms can be defined as:

\[ L = \lambda L_{\text{rec}} + (1-\lambda) L_{\text{adv}} \]  

(7)

where the weight \( \lambda \) is in the range of 0 to 1.

**C. Missing Types**

Different missing formats may have different effects on the validity of research conclusions. According to the factors leading to missing data, the types of missing forms can be summarized into the following three categories: complete random missing forms, non-random missing forms, and random missing forms [30]. Normally, the formats of missing data caused by human error or sensor failure are considered as the first category. For example, the operator may inadvertently omit certain values when inputting data. Due to cyber-attack or communication congestion, the SCADA system may generate continuous missing data in a period, which is a special case of non-random missing forms. Random missing forms mean that the probability of missing data is only related to non-missing variables, not related to missing variables. For example, men are more willing to announce their weight than women, so the lack of weight attributes is often related to gender. In general, the main factors leading to missing data of wind farms include sensor failures, cyber-attacks, and communication congestion. Therefore, the missing data forms of wind farms mainly belong to the two categories shown in Fig. 3.

---

**Fig. 3.** Missing data forms of wind farms. (a) Continuous missing forms. (b) Complete random missing forms.

**III. PROCESS OF MISSING DATA IMPUTATION USING CE**

The process of missing data imputation for wind farms using CE is shown in Fig. 4, and the detailed steps are as follows.

---

**Fig. 4.** Process of missing data imputation using CE.

1) Load and normalize data: in addition to wind power, the data of wind farms also include environmental attributes such as wind direction, wind speed, air temperature, and density. There is a strong correlation among these attributes, and using them as input data helps improve the accuracy of missing data imputation. Before the data are fed to CE, it is nec-
necessary to normalize the samples of the wind farm; otherwise, the loss function may not converge. This paper uses the minimum-maximum normalization method to convert the input data into the range of 0 to 1.

2) Reshape and divide data: to meet the format requirements of convolutional layers and account for the correlation among multiple attributes, the time series of multiple attributes from wind farms are transformed into a feature matrix with the same number of columns and rows by the method in [31]. Moreover, 80% of the samples are randomly selected to train the CE, and 10% of the samples are randomly selected as the validation set. The remaining samples are used as the test set to evaluate the performance of the trained CE.

3) Initialize parameters and train CE: before starting to train CE, it is necessary to initialize the network structure and parameters such as the number of iterations, the number of middle layers, and the weights of loss functions. Then, the BP algorithm consisting of the forward incentive propagation and backward weight update is utilized to train CE. Specifically, the input matrices are processed by the encoder and decoder pipeline. The filling data output by the decoder and real data are used to calculate the reconstructed loss and adversarial loss. Next, the chain rule is utilized to transfer errors from the output layer to the middle layer. The weights of each layer are updated by the gradient descent algorithms. If the number of iterations is reached, the iteration will be stopped and the result will be output.

4) Evaluate performance of CE: after training CE, the test set will be used to evaluate the performance of the model. To fully measure the variation in the errors in a set of imputation, the mean absolute error $MAE_1$, root mean square error $RMSE$, and the maximum absolute error $MAE_2$ are selected to evaluate the performance:

$$MAE_1 = \text{mean} \mid y_i' - y_i \mid \quad i = 1, 2, \ldots, n$$

$$RMSE = \sqrt{\frac{\sum_{i=1}^{n} (y_i' - y_i)^2}{n}}$$

$$MAE_2 = \max \mid y_i' - y_i \mid \quad i = 1, 2, \ldots, n$$

IV. CASE STUDY

A. Dataset and Model Details

To fully test the performance of various models for missing data imputation of wind farms, a real-world dataset collected from [32] is used for simulation and analysis. In this dataset, the statistical attributes include wind power, wind direction at 100 m, wind speed at 100 m, air temperature at 2 m, surface air pressure, and density at hub height. These attributes are recorded every half an hour from January 1, 2011 to December 31, 2012. 80% of the data is randomly selected as the training set, 10% as the validation set, and the rest as the test set.

The programs of CE for missing data imputation of wind farms are implemented in Spyder 3.2.8 with Keras 2.2.4 and Tensorflow 1.12.0 library. The programming language is Python. The parameters of the computer are: Intel(R) Core(TM) i5-10210U, the processor is @1.60 GHz and 2.11 GHz with 8 GB of memory.

In order to make CE have high performance for missing data imputation of wind farms, the control variable method in [33] is employed to find the suitable structures and parameters of CE, as shown in Fig. 5.

### Fig. 5. Structure and parameters of CE. (a) Encoder-decoder. (b) Discriminator.

Specifically, each attribute includes 48 sampling points per day. In addition, the 12 sampling points at the end of the previous day are also used as input data for each attribute to capture the surrounding context information of missing parts. Therefore, the size of each attribute is 1×60. In other words, the original input data are a vector of 1×360 scales. A zero element is added to the end of the input data, which causes it to become a vector of 1×361 scales. In this case, the input data can be converted into a matrix of 19×19
scales by the method proposed in [31], so as to be fed to the encoder-decoder pipeline and the discriminator. For the encoder, it includes two convolutional layers and two maximum pooling layers, and their activation functions are rectified linear unit (ReLU) functions. For the decoder, it includes four transposed convolutional layers whose activation functions are ReLU functions. For the discriminator, it includes three convolutional layers, a flatten layer, and a dense layer. The activation functions of convolutional layers are leaky rectified linear unit (LeakyReLU) functions and the activation function of the dense layer is a sigmoid function. The batch normalizations are applied to the discriminator so as to alleviate over-fitting. The number of iterations is 1000, and the optimizer is the Adam algorithm. $\lambda$ is set to be 0.999.

Previous works show that the types of missing data in wind farms include complete random missing forms and continuous missing forms [8]. In order to verify the effectiveness of the proposed method, Section IV-B discusses the impact of key parameters, and the Section IV-C discusses the performance of different methods for the data in complete random missing forms. Furthermore, the correlation between the filling accuracy and the missing data scale in complete random missing forms is analyzed in Section IV-D, and the performance of CE for continuous missing forms is presented in Section IV-E.

B. Discussions on Impact of Key Parameters

In order to observe the training stability and convergence of CE, Fig. 6 shows how the loss function decays as the number of iterations increases.

![Fig. 6. Training process of CE.](image)

The loss function of CE decreases rapidly with the increase of iteration times. When the number of iterations is more than 1000, its loss function tends to be a constant, indicating that CE has converged. Compared with existing methods such as CGAN, the training process of CE is relatively stable, and there is no gradient vanishing problem that makes the loss function difficult to converge.

To explore the number of middle layers in encoder, decoder, and discriminator, the number of middle layers is gradually increased, and $MAE$, and $RMSE$ of the test set in different middle layers are counted, as shown in Fig. 7.

Obviously, $MAE$ and $RMSE$ first become smaller and then larger with the increase of the number of middle layers in the encoder, decoder, and discriminator, which shows that the number of middle layers cannot be too small or too large. The appropriate number of middle layers for the encoder and decoder is between 2 and 4, and the appropriate number of intermediate layers for the discriminator is between 1 and 4.

![Fig. 7. MAE, and RMSE of test set under different middle layers. (a) MAE, (b) RMSE.](image)

In order to analyze the influence of the weight $\lambda$ on the performance of CE, the size of $\lambda$ is gradually increased, and the $MAE$, and $RMSE$ of the test set are calculated, as shown in Fig. 8.

![Fig. 8. MAE, and RMSE of test set.](image)

When $\lambda$ is less than 0.9, the performance of CE improves with the increase of $\lambda$. Furthermore, if $\lambda$ is larger than 0.9, $MAE$, and $RMSE$ decrease first and then increase with the increase of $\lambda$. The optimal size of $\lambda$ is 0.999 for this dataset.

In order to find the appropriate batch size of the CE, the batch size is gradually increased, and $MAE$ and $RMSE$ of the test set in different batch sizes are counted, as shown in Table I.

| Batch size | $MAE$ (p.u.) | $RMSE$ (p.u.) | Batch size | $MAE$ (p.u.) | $RMSE$ (p.u.) |
|------------|--------------|---------------|------------|--------------|---------------|
| 8          | 0.036        | 0.070         | 32         | 0.039        | 0.080         |
| 16         | 0.035        | 0.068         | 64         | 0.037        | 0.075         |
| 32         | 0.039        | 0.080         | 128        | 0.045        | 0.089         |
| 257        | 0.047        | 0.093         | 257        | 0.047        | 0.093         |

As the batch size increases, $MAE$ and $RMSE$ of the CE first decrease and then increase. When the batch size is 16, the $MAE$ and $RMSE$ are the smallest, which indicates that the performance of missing data imputation is the best. In general, a too large batch size leads to poor generalization, and the model with a too small batch size has difficulties in converging to the global optimal solution. Sixteen is a good starting point for batch size, and larger or smaller values may be fine for some datasets.

After initializing the above parameters, a gradient descent
method is employed to optimize the loss function of the CE. Normally, the popular gradient descent methods include Adamax, Adam, Nadam, RMSprop, Adadelta, SGD, and Adagrad, which are used as black boxes in deep learning libraries (e.g., Keras and Tensorflow). To show how to choose an appropriate optimizer for the CE in missing data imputation of wind farms, the above-mentioned optimizers are set up and simulated, and then MAE and RMSE of the test set are calculated, as shown in Table II.

### TABLE II

| Optimizer   | MAE (p.u.) | RMSE (p.u.) | Optimizer   | MAE (p.u.) | RMSE (p.u.) |
|-------------|------------|-------------|-------------|------------|-------------|
| Adadelta    | 0.191      | 0.223       | Nadam       | 0.036      | 0.069       |
| Adagrad     | 0.152      | 0.181       | RMSprop     | 0.039      | 0.072       |
| Adam        | 0.035      | 0.068       | SGD         | 0.154      | 0.180       |
| Adamax      | 0.037      | 0.071       |             |            |             |

Obviously, the CE has good performance when Adamax, Nadam, RMSprop, and Adam are used as optimizers. Specifically, the MAE and RMSE of the Adam algorithm are slightly smaller than those of the first three algorithms, which indicates that the Adam algorithm is the most suitable optimizer for the CE in missing data imputation of wind farms. Furthermore, the RMSE values of the SGD, Adadelta, and Adagrad algorithms are all larger than 0.18, which shows that they are not suitable for missing data imputation based on the CE.

### C. Comparison of Different Methods for Data in Complete Random Missing Forms

To illustrate the effectiveness of the CE, the existing methods such as the Cubic interpolation, BP, KNN, K-means, CGAN, and AE are used as benchmarks. The proportion of missing data in each sample is 5% and the missing data belong to the complete random missing forms. The controlled variable method in [33] is used to find the best parameters and structure of these methods as follows.

1) For Cubic interpolation, the function interp1 from MATLAB 2018a is used to obtain the missing data of the wind farm.
2) For BP, the middle layers consist of three dense layers, and the numbers of neurons are 10, 15, and 5, respectively. The maximum number of epochs is 200. The learning rate is 0.1, and the performance goal is 0.00004. The neural fitting toolbox from MATLAB 2018a is used to obtain the missing data of the wind farm.
3) For KNN and K-means, the size of K is adjusted adaptively according to the error of the training set.
4) For AE, its structure is consistent with the encoder-decoder pipeline of the CE, and its loss function is a reconstructed loss. The maximum number of epochs is 500. Other parameters are the same as those of the CE.
5) For CGAN, its framework and loss function can be found in [34]. Besides, the generator is similar to the encoder-decoder pipeline of the CE, and the discriminator is as that of the CE.

The above-mentioned various algorithms are repeatedly tested and the average filling errors of the test set are presented in Table III and Fig. 9, which visualizes the median, interquartile ranges with the box plot, and analyzes the full probability distribution of filling errors with the violin plot.

### TABLE III

| Method            | MAE (p.u.) | RMSE (p.u.) | MAE (p.u.) |
|-------------------|------------|-------------|------------|
| AE                | 0.030      | 0.082       | 0.801      |
| CE                | 0.035      | 0.068       | 0.567      |
| K-means           | 0.204      | 0.275       | 0.975      |
| BP                | 0.048      | 0.100       | 0.879      |
| KNN               | 0.075      | 0.135       | 1.011      |
| Cubic interpolation| 0.018     | 0.077       | 0.995      |
| CGAN              | 0.053      | 0.097       | 0.590      |

Fig. 9. Absolute errors of different methods.

The following conclusions can be drawn from Fig. 9 and Table III.

1) Although the principles of KNN and K-means are simple and easy to be applied, their absolute error is very large. For example, the upper quartile of KNN is greater than 0.18, and the upper quartile of K-means is larger than 0.5, while the upper quartile of CE is less than 0.1. In addition, the maximum absolute errors of KNN and K-means are also far larger than that of CE.

2) The CE has the similar upper quartile, median, and lower quartile with AE, BP, and CGAN, which are slightly inferior to those of Cubic interpolation. Moreover, the maximum absolute error of CE is much smaller than AE, BP, and Cubic interpolation. Specifically, the maximum absolute errors of CE, AE, BP, and Cubic interpolation are 0.567, 0.801, 0.879, and 0.995, respectively.

3) Most of the structures of CE and AE are the same, but CE has one more discriminator and adversarial loss function.
than AE. Comparing the absolute errors of CGAN, AE, and CE, it is found that the discriminator and adversarial loss are helpful to reduce the maximum absolute error of the model. In addition, the $MAE_c$, $RMSE_c$, and $MAE_e$ of CE are smaller than those of CGAN, which shows that the framework and loss function of CE are more suitable for missing data imputation of wind farms than CGAN.

The analysis of variance is a popular statistical method, which is often used to test the significance of mean differences between two groups. Moreover, the analysis of variance is employed to analyze differences between the results obtained by CE and other methods. The probability values ($p$-values) between CE and other methods are shown in Table IV.

| Method         | $p$-value |
|----------------|-----------|
| KNN            | $3 \times 10^{-14}$ |
| $K$-means      | $1 \times 10^{-13}$ |
| AE             | 0.162     |
| BP             | $4 \times 10^{-5}$ |
| Cubic interpolation | $4 \times 10^{-7}$ |
| CGAN           | $2 \times 10^{-4}$ |

The following conclusions can be drawn from Table IV.

1) The small $p$-values of KNN, $K$-means, BP, CGAN, and Cubic interpolation indicate that the mean differences between CE and other methods are significant, which is consistent with the simulation results in Table III.

2) Although the mean differences between CE and AE are not significant, the maximum absolute error of CE is much smaller than that of AE, as can be seen from Fig. 9.

In order to visually compare the differences of various algorithms, a sample from the test set is randomly selected and visualized as shown in Fig. 10.

The following conclusions can be drawn from Fig. 10.

1) For the attributes with small changes (e.g., wind speed, wind direction, air temperature, surface air pressure, and density), the performances of KNN and $K$-means are significantly inferior to those of other algorithms, since the similarity-based methods ignore the temporal correlation of attributes, while the AE, CE, BP, CGAN, and Cubic interpolation make good use of the surrounding context of the missing data, resulting in high accuracy.

2) For the attributes with large changes (e.g., wind power), Cubic interpolation no longer shows slightly better performance than CE. For example, there is a large peak in wind power at 10 p.m. as shown in Fig. 10(f). In this case, the accuracy of Cubic interpolation that only fills in missing data based on surrounding context information is very limited, since there may be a great difference in the information between the previous time and later time due to the strong fluctuation of wind power curves. Relatively, CE not only takes into account the overall information of the wind power curve, but also considers the correlation among multiple factors, which lead to higher accuracy of missing data imputation than those of other algorithms for fast ramps.

In addition to filling accuracy, the cost-effectiveness of the proposed method should be further discussed. Therefore, Table V shows the running time of each method.

![Fig. 10. Visualization of each attribute in one day. (a) Wind direction. (b) Wind speed. (c) Air temperature. (d) Surface air pressure. (e) Density at hub height. (f) Wind power.](image-url)
1) Different from the interpolation-based methods and similarity-based methods, the deep neural network-based methods need to train the model in advance. Hence, the pre-training time of the BP, AE, CE, and CGAN is larger than 0, while the pre-training time of the KNN, K-means, and Cubic interpolation is equal to 0. Although these deep neural networks need to be pre-trained, the pre-training time is less than 4 min, which is acceptable.

2) Furthermore, the real-time calculation of the BP is longer than those of other methods, since it needs to employ the model more frequently to predict missing values in the sample. Except for the BP, the real-time calculations of other deep neural networks are slightly less than those of KNN, K-means, and Cubic interpolation.

### D. Correlation Between Filling Accuracy and Missing Data Scale

To explore the correlation between the missing data scale and the filling accuracy, the proportion of complete random missing data scale in each sample is set to be 10%, 20%, 30%, 40%, and 50%, respectively. The starting position of missing data is random. Then, the various algorithms are repeatedly tested and the filling errors of the test set are shown in Table VI and Fig. 11.

The following conclusions can be drawn from Table VI and Fig. 11.

1) For different missing rates, $MAE_i$, $RMSE$, and $MAE_2$ of the CE are always smaller than those of the K-means, KNN, CGAN, and BP, which shows that CE has higher filling accuracy. Specifically, $MAE_1$ of CE is always smaller than 0.045, $RMSE$ of CE is always smaller than 0.085, and $MAE_2$ of CE is always smaller than 0.652.

2) $MAE_1$ evaluates the mean magnitude of the filling errors without considering their direction. In addition, it is a linear index where all the individual errors are weighted equally in the average. Relatively, $RMSE$ makes larger errors with higher weights, which means that $RMSE$ is more useful if larger errors are particularly undesirable. Specifically, $MAE_1$ of AE and Cubic interpolation is slightly smaller than that of CE, but their $RMSE$ is greater than that of CE, which indicates that the maximum filling errors of AE and Cubic interpolation are much larger than that of CE. In other words, CE controls the maximum filling error better than AE and Cubic interpolation.

3) As the missing rate increases, $MAE_2$ of the Cubic interpolation increases rapidly, indicating that it is very sensitive to the scales of missing data and is only suitable for the dataset of wind farms with a small amount of missing data. In contrast, $MAE_2$ of other methods slowly increases with the enlargement of the missing data scale, which demonstrates that they are also suitable for datasets with high missing rates.
Fig. 11. Visualization of absolute error for each attribute. (a) AE. (b) CE. (c) K-means. (d) BP. (e) KNN. (f) Cubic interpolation. (g) CGAN.
2) Similar to the simulation results of data in complete random missing form, the filling accuracy of various algorithms decreases with the increase of the missing rate. Cubic interpolation is also very sensitive to the missing rate of continuous missing data. \( MAE_2 \) of Cubic interpolation is far larger than the existing maximum value of various attributes, which makes Cubic interpolation not suitable for filling continuous missing data for wind farms. For example, when the missing rate is 50\%, \( MAE_2 \) of Cubic interpolation is 259.131 p.u., which is unacceptable.

3) In most cases, \( MAE_e \), \( RMSE \), and \( MAE_2 \) of CE are smaller than those of other algorithms for high missing rates, which indicate that CE is more suitable for filling continuous missing data with a high missing rate than other algorithms. In addition to CE, the AE, CGAN, and BP perform slightly worse than CE, because they can also consider multiple factors, temporal correlation, and surrounding context information as well as CE.

### TABLE VII

| Methods         | \( MAE_1 \) (p.u.) | \( RMSE \) (p.u.) | \( MAE_2 \) (p.u.) | \( RMSE \) (p.u.) | \( MAE_1 \) (p.u.) | \( RMSE \) (p.u.) | \( MAE_2 \) (p.u.) | \( RMSE \) (p.u.) | \( MAE_1 \) (p.u.) | \( RMSE \) (p.u.) | \( MAE_2 \) (p.u.) |
|-----------------|---------------------|-------------------|-------------------|-------------------|---------------------|-------------------|-------------------|-------------------|---------------------|-------------------|-------------------|
| AE              | 0.082               | 0.120             | 0.766             | 0.096             | 0.141               | 0.867             | 0.097             | 0.142             | 0.971               | 0.103             | 0.147             | 0.847             | 0.105             | 0.149             | 0.987             |
| CE              | 0.053               | 0.099             | 0.593             | 0.063             | 0.124               | 0.611             | 0.065             | 0.133             | 0.633               | 0.098             | 0.164             | 0.659             | 0.075             | 0.144             | 0.651             |
| K-means         | 0.187               | 0.265             | 0.951             | 0.186             | 0.262               | 0.962             | 0.193             | 0.264             | 0.948               | 0.220             | 0.288             | 0.978             | 0.195             | 0.265             | 0.968             |
| BP              | 0.048               | 0.109             | 0.911             | 0.074             | 0.142               | 0.957             | 0.097             | 0.169             | 0.898               | 0.072             | 0.135             | 0.921             | 0.094             | 0.161             | 0.978             |
| KNN             | 0.084               | 0.136             | 0.976             | 0.083             | 0.145               | 1.137             | 0.102             | 0.173             | 1.313               | 0.095             | 0.162             | 1.366             | 0.103             | 0.174             | 1.182             |
| Cubic interpolation | 0.038             | 0.235             | 8.765             | 0.087             | 0.641               | 21.247            | 0.166             | 1.329             | 39.582              | 0.180             | 2.339             | 112.330           | 1.322             | 9.257             | 259.131           |
| CGAN            | 0.064               | 0.106             | 0.646             | 0.070             | 0.130               | 0.692             | 0.071             | 0.113             | 0.715               | 0.103             | 0.143             | 0.738             | 0.089             | 0.148             | 0.727             |

In order to visually compare the performance of various algorithms for continuous missing data of the wind farm, Fig. 12 visualizes a sample selected from the test set where the missing rate is 10%.

The following conclusions can be drawn from Fig. 12.

1) Since KNN and K-means do not consider the context information around the missing data, their filling accuracies are also very poor for the continuous missing data of wind farms. When the position of missing data is at the head or tail of the time series, the filling accuracy of Cubic interpolation will be unacceptable. In addition, it is also difficult to capture the hallmark characteristics (e.g., fast ramps) of the time series, while CE, AE, CGAN, and BP have certain adaptability to these rapid changes. For example, the air temperature in Fig. 12(c) has a large valley between 5 a.m. and 10 a.m., which is captured by CE, AE, CGAN, and BP.

2) As shown in Fig. 12(b) and (f), the filling error of Cubic interpolation will become very large if the missing values are at the beginning and end of the sample. In contrast, CE can adapt to the situation of missing values in different positions, and always keep a low filling error.

### V. DISCUSSION

The objective of this paper is to propose a data-driven method to fill missing data of wind farms via the CE. Moreover, the effectiveness of the proposed CE has been tested on a real-world dataset from the renewable energy lab of the United States. The simulation results show that the CE achieves state-of-art performance with superior accuracy for miss data imputation of attributes with large changes (e.g., large peaks, large valleys, and fast ramps). However, the CE has similar upper quartile, median, and lower quartile with AE, CGAN, and BP for the attributes with small changes (e.g., wind speed, wind direction, air temperature, surface air pressure, and density), which are slightly inferior to those of Cubic interpolation. Furthermore, the CE and Cubic interpolation may be integrated to a hybrid model to achieve the highest filling accuracy for both attributes with large changes and attributes with small changes in wind farms.

Besides, the application of the CE is not limited to missing data imputation of wind farms. For example, GCN may also be suitable for scenario generations of renewable energy sources and power loads of distribution networks by fine-tuning the structures and parameters of the model.

### VI. CONCLUSION

Missing data imputation of wind farms is of great significance for wind power forecasting. In order to improve the accuracy of missing data imputation for wind farms, a new data-driven, model-free, and scalable method is proposed in this paper. Through the simulation and analysis on a real-world dataset, the following conclusions are obtained.

1) The number of iterations, the choices of optimizer and batch size, the number of middle layers, and the weights of adversarial loss and reconstructed loss have a great influence on the performance of missing data imputation. Specifically, the training process of CE is relatively stable, and there is no gradient vanishing problem in CE. The appropriate numbers of middle layers for the encoder, decoder, and discriminator range from 2 to 4. The Adam algorithm is more suitable to be the optimizer of CE than other algorithms. As the batch size increases, the filling error of the CE first decreases and then increases. When the batch size is 16, the accuracy is the largest. The larger \( \lambda \) is, the smaller the filling accuracy will be. When \( \lambda \) is equal to 0.999, CE has an outstanding performance.
2) The performances of KNN and $K$-means are significantly inferior to those of other algorithms, since the similarity-based methods ignore the temporal correlation of attributes, while the AE, CE, BP, CGAN, and Cubic interpolation make good use of the surrounding context of the missing data, resulting in high accuracy. In addition, Cubic interpolation is very sensitive to the missing rate, which means that its maximum absolute error will be very large for datasets with large-scale missing values. Relatively, $MAE$, $RMSE$, and $MAE_{\text{CE}}$ of CE are smaller than those of other algorithms for high missing rate, which indicates that CE is significantly more suitable for filling continuous data with a high missing rate than other algorithms.

3) Interpolation-based methods and similarity-based methods have difficulties in capturing the hallmark characteristics (e.g., large peaks, large valleys, and fast ramps) of the time series, while CE has certain adaptability to these rapid changes. Most of the structures of CE and AE are the same, but CE shows a better performance than that of AE, which indicates that the discriminator and adversarial loss are significantly helpful to reduce the maximum absolute error of the model.

4) Although the CE needs to be pre-trained, the pre-training time is about 71.25 s, which is acceptable. Furthermore, the real-time calculations of CE are slightly less than those of KNN, $K$-means, and Cubic interpolation.
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