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Abstract—Classification tasks usually assume that all possible classes are present during the training phase. This is restrictive if the algorithm is used over a long time and possibly encounters samples from unknown classes. The recently introduced extreme value machine, a classifier motivated by extreme value theory, addresses this problem and achieves competitive performance in specific cases. We show that this algorithm can fail when the geometries of known and unknown classes differ. To overcome this problem, we propose two new algorithms relying on approximations from extreme value theory. We show the effectiveness of our classifiers in simulations and on the LETTER and MNIST data sets.
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1 INTRODUCTION

Modern classifiers achieve human or super-human performance in a variety of tasks [1], including speech [2] and image recognition [3], but they are typically not able to discriminate between “known” and “unknown” classes and may give high confidence predictions for unrecognizable objects [4]. Here and throughout, we call a known class a class for which we have examples during the training phase, whereas an unknown class is a class for which we have no examples during that phase. The ability to distinguish between these two cases is important if there is the possibility that new classes arise in the future or if there have not been any examples of some classes in the training set due to their rarity. Recognizing unknown objects is the central goal of novelty and outlier detection. While detection algorithms can perform well in this task, they are usually not efficient to update when new training data arise and this is a serious limitation for an algorithm that is continuously used over a long time, also referred to as life-long learning. The best way to address the problem posed by life-long learning is to build algorithms that have efficient updating mechanisms and hence support incremental learning, i.e., the ability to learn from the arrival of new training data. Algorithms of this type can however be computationally expensive, or rely only on heuristic principles, and they usually perform only closed set classification and do not recognize unknown objects.

The task of distinguishing between known and unknown classes in an incremental way is called open set classification or open world recognition [5] and it is the natural combination of novelty detection and life-long learning. We underline that in this context standard hyper parameter optimization procedures such as cross validation are usually not available, since in the training set there are only known objects. For this reason, an algorithm designed for open set recognition should involve as few hyper parameters as possible.

The principle goals in the context of open set classification are to build an algorithm that

• is capable to distinguish between known and unknown objects;
• supports incremental learning, i.e., an algorithm that is fast to update with the arrival of new training observations or classes;
• does not rely on too many hyper parameters whose optimization is difficult.

The problem of distinguishing known and unknown objects is strongly related to the problem of estimating the support of the distribution of the known examples [6]. One direct way to perform open set recognition is to model the probability of an object of being from a known class [7] given its features. We follow the same route for the two algorithms that we propose.

The extreme value machine (EVM) introduced in [8] is an algorithm that uses extreme value theory (EVT) to attack these problems. In the last few years, EVT has become an important tool in multivariate statistics and machine learning. This is due to the fact that the extreme features, rather than the average ones, are the most important for discriminating between different objects [9]. The EVM strongly relies on the geometry expressed by the known classes and hence can fail to distinguish between known and unknown objects when this geometry conveys misleading information about the unknown classes. For this reason, we propose two alternative approaches that use EVT without using the geometry expressed by the known classes. We call them the GPD classifier (GPDC) and GEV classifier (GEVC), according to the respective approximations from EVT that they rely on.

This paper is organized as follows. In Section 2 we summarize the previous work in this context. Section 3 states some fundamental results from EVT that will be useful in the definition of the GEVC and GPDC. In Section 4 we describe the EVM and we explain the main limitations of this approach. In Section 5 and 6 we describe the GPDC and GEVC and we theoretically justify their main properties. Finally, in Section 7 we evaluate and compare the perfor-
mance of these open set classification algorithms on both simulated and real data.

2 Related Work

Novelty detection [10] is a well established field that shares similar though not identical goals with outlier detection [11]. While the latter is focused on discovering which examples of the training data are not in agreement with the process that has generated the bulk of them, in novelty detection we suppose to have observations from a number of known classes and for a new sample we would like to determine whether it belongs to one of those existing classes or a new one. In this sense, novelty detection is more naturally related to classification. Machine learning techniques have been applied successfully to both tasks, improving considerably their performance [12]–[14].

EVT has been recognized in the last years as a powerful tool to increase the performance of classification and, more generally, machine learning techniques with particular interest to computer vision and visual recognition [9]. The main reason for this success is the fact that the tails of the distribution of distances between training observations can be modeled effectively using the asymptotic theory provided by EVT [15]. One example of this can be found in [16] where the well-known RANSAC algorithm is improved using EVT.

For incremental learning where the challenge is to build an algorithm that can be easily updated with the arrival of new training data, a simple approach is to use the k-nearest neighbor classifier [17], a route that it is also followed to some extent by the GPDC and the GEVC. Another method that has the desired requirement to be naturally adapted to new data is the nearest class mean classifier [18], which represents each class as a prototype vector that is the mean of all the examples for that class seen so far. More complex methods are based on machine learning approaches such as support vector machines [19], neural networks [20] or random forests [21] and are in general computationally more demanding.

Finally, we note that the formulation of GPDC is partially related with the estimation of the right end point of a univariate distribution. As we will argue in the following, in the GPDC this problem takes a simpler form than in the general problem of upper end point estimation in extreme value statistics [22].

3 Extreme Value Theory

EVT is used whenever we are not primarily interested in the bulk of the distribution of a random variable, but rather in the behavior of the tails of that random variable. Even though we deal with multivariate classification problems, our methods will only require tools from univariate EVT. This has the advantage that less assumptions are needed and that the methods are therefore more robust and widely applicable. The two most important theorems for our exposition are given below.

Theorem 1 (Fisher–Tippett–Gnedenko theorem [23]). Let \( X_1, X_2, \ldots \) be a sequence of i.i.d. samples from the distribution function \( F \). Let \( M_n = \max(X_1, \ldots, X_n) \). If there exist sequences \( a_n \in \mathbb{R}, b_n > 0 \) such that

\[
    P \left( \frac{M_n - a_n}{b_n} \leq z \right) \to G(z), \quad n \to \infty,
\]

then if \( G \) is a non-degenerate distribution function it belongs to the class of generalized extreme value (GEV) distributions with

\[
    G(z) = \exp \left[ - \left( 1 + \xi \left( \frac{z - \mu}{\sigma} \right) \right)^{-1/\xi} \right]
\]

defined on \( \{ z \in \mathbb{R} : 1 + \xi \left( \frac{z - \mu}{\sigma} \right) > 0 \} \), where \( \xi, \mu, \sigma \in \mathbb{R} \) and \( \sigma > 0 \) are the shape, location and scale parameters, respectively.

This theorem can be formulated also threshold exceedances.

Theorem 2 ([23]). Assume that Theorem 1 holds. Then, as \( u \) tends to the upper endpoint of \( X \), the distribution function of \( X - u \), conditional on \( X > u \), is approximately

\[
    H(y) = 1 - \left( 1 + \frac{\xi y}{\sigma} \right)^{-1/\xi}
\]

defined on \( \{ y > 0 : 1 + \frac{\xi y}{\sigma} > 0 \} \), where

\[
    \bar{\sigma} = \sigma + \xi(u - \mu).
\]

The distribution \( H \) is called the generalized Pareto distribution (GPD).

If we are interested in computing the distribution of the maximum of a large number of independent copies given a random variable, the first theorem suggests to fit a GEV distribution to various such maxima taken over blocks of the same lengths. On the other hand, if we are interested to model the right tail of a distribution, then the second theorem suggests to fit a GPD to all values above a high threshold of a sequence of independent replications of a random variable with this distribution. The two approaches are asymptotically equivalent and the parameters in the two distributions are deterministically linked. The following lemma will be useful to describe our algorithms.

Lemma 1 ([23]). Assume that Theorem 1 holds with \( \xi < 0 \) and let the upper endpoint of \( F \) be denoted by \( b^* \). Then,

\[
    P \left( \frac{M_n - a_n}{b_n} \leq z \right) \to W(z), \quad n \to \infty,
\]

where

\[
    W(z) = \begin{cases} 
        \exp \left\{ - \left( \frac{b^* - z}{\bar{\sigma}} \right)^\alpha \right\}, & \text{if } z < b^*, \\
        1, & \text{if } z \geq b^*,
\end{cases}
\]

where \( \alpha = -1/\xi > 0 \). The distribution \( W \) belongs to the reversed Weibull family and it is a special case of the GEV distribution.

Moreover, we have the representation \( b^* = u - \bar{\sigma}/\xi \) in terms of the parameters in Theorem 2.
4. The Extreme Value Machine

In this section we describe briefly the extreme value machine introduced in [8] and underline its possible limitations. The idea of the EVM is to approximate the distribution of the margin distance of each point in each class using EVT. A new point is then classified as known if it is inside the margin of some point in the training set with high probability.

Denote the training data by \( x_i \in \mathbb{R}^p \), each of them labeled as a class \( y_i \in \{ C_1, \ldots, C_J \} \), \( i = 1, \ldots, n \). Here and throughout, \( p \in \mathbb{N} \) is the dimension of the predictor space and \( J \in \mathbb{N} \) the number of different classes in the training set. Further suppose that we have a new, unlabeled point \( x_0 \) that we would like to mark as known or unknown. In other words, our goal is to decide if \( x_0 \) comes from the distribution of the training data or not. We introduce the concept of margin distance of a point \( x_i \) as half of the minimum distance between \( x_i \) and all the points belonging to a different class in the training data set. More formally, the margin distance of \( x_i \) is

\[
M_j^{(i)} = \min_{j: y_j \neq y_i} D_j^{(i)} = \min_{j: y_j \neq y_i} \frac{|x_i - x_j|}{2}.
\]

The idea is to model the lower tail of the distribution of \( M^{(i)} \) by using the \( D_j^{(i)} \) as the input data. An equivalent problem, to which we can apply EVT, is to retrieve the upper tail of the distribution of \( M^{(i)} = \max_{j: y_j \neq y_i} -D_j^{(i)} \). To this end, the authors propose to use the Fisher–Tippett–Gnedenko theorem (cf., Theorem 1) to fit a GEV distribution to the distribution of the training data or not. We introduce the margin distance of each point in each class using EVT.

Denote the training data by \( \{ x_i \} \) the authors propose to use the Fisher–Tippett–Gnedenko theorem (cf., Theorem 1) to fit a GEV distribution to the minimum distance between \( x_i \) and all the points of the latter class will have a large margin distance.

4.1 Limitation of the EVM

As before, we assume to have training data \( x_i \in \mathbb{R}^p \), \( i = 1, \ldots, n \), with class labels \( y_i \in \{ C_1, \ldots, C_J \} \). In total we have \( J \) known classes and we assume that each class is described by a density function \( f_{C_j} \) defined on \( \mathbb{R}^p \), hardly verifiable on observed data. Second, estimating the upper tail of \( M^{(i)} \) based on the \( k \) largest observed \( -D_j^{(i)} \) for each \( x_i \) should rely on Theorem 2 instead of Theorem 1 since this amounts to a threshold exceedance approach with a GPD as limiting distribution.

A further limitation of the EVM is related to the choice of the threshold \( \delta \) in (2). This threshold controls the open set classification error and a bigger \( \delta \) implies a higher probability to label a new object as unknown. In a statistical setting this type of thresholds are chosen by fixing the type I error, in this case, the probability to classify a known object as unknown. Unfortunately, for the EVM algorithm there is no clear connection between \( \delta \) and the type I error and thus it is no clear how to properly choose the \( \delta \) parameter.

The most important drawback of the EVM is that it gives a non-justified premium to known classes far from all the others. In fact, if there are a lot of classes relatively close to each other and one other class far from them, then all the points of the latter class will have a large margin distance. For this reason, if we observe a new point from an unknown class located closer to this far away class than the other known classes, we always classify the new point as belonging to the far away class. The main issue here is that we cannot use the geometry given by the known classes to do open set classification because it does not convey any information regarding the unknown ones. Knowing that class \( A \) is very far from class \( B \), does not necessarily imply that a new object \( x_0 \) is known only because the distance between it and the closest point in class \( A \) is much smaller than the distances between classes \( A \) and \( B \). It might simply be that the new class is closer to class \( A \) than class \( B \). The EVM is implicitly assuming that the geometry showed by the known classes reflects also the behavior of the unknowns, a strong assumption that is again hard to verify. We will illustrate this problem in a simulation study in Section 5.

5. The GPD Classifier

5.1 General setting

In this section we propose an algorithm for open set classification that uses the principles of EVT and that does not rely on the geometry of the training set. This algorithm, which we call the GPDC, considers the distances between the new point that we want to mark as known or unknown, and the points composing the training data set. For simplicity, and since we are primarily interested in open set classification, all the known classes are seen as one big class. If there is high confidence that the lower endpoint of the distribution of these distances is zero, then the process that has generated the training data set can also have generated the new point, and we thus mark the new point as known; otherwise we mark it as unknown.

To formally describe the algorithm, we first show some basic results that will help in understanding the GPDC. As before, we assume to have training data \( x_i \in \mathbb{R}^p \), \( i = 1, \ldots, n \), with class labels \( y_i \in \{ C_1, \ldots, C_J \} \). In total we have \( J \) known classes and we assume that each class is described by a density function \( f_{C_j} \) defined on \( \mathbb{R}^p \),
value of the function \( f \), we are interested in the lower tail of the distribution space, whereas in this case there is a positive probability that the distance between \( f \) and \( x \) be approximated by a GPD distribution \( \hat{\gamma} \).

Moreover, the upper end point of \( D \) is equal to zero if and only if there is no \( \delta > 0 \) such that \( \Pr(B_\delta(x_0)) = 0 \). Only in this case there is a positive probability that \( x_0 \) comes from the process that has generated the training data, i.e., that it is a known point.

Note that \( f \) is, in general, a density on a multivariate space, whereas \( \Pr(-D > \cdot) \) is a simply univariate survival function. We can therefore model the right tail of \( -D \) using EVT. The following results make this more explicit.

**Theorem 5.** Let \( r^* \) be the upper end point of \( -D \) and suppose that \( r^* < 0 \). Choose the threshold \( u \) to be the order statistic \( R_{(n-k)} \), and assume that \( k = k(n) \to \infty \) and \( k(n)/n \to 0 \), as \( n \to \infty \). Then the statistic in (6) converges in probability

\[
\xi_n \overset{p}{\to} -1/p,
\]

where \( p \in \mathbb{N} \) is the dimension of the predictor space.

So far we have supposed that the upper end point of \( -D \) is zero. Under this null hypothesis, i.e., that the new point is known, the above theorem shows that the statistic \( \xi \) is approximately the negative reciprocal of the predictor space dimension. In fact, since the Hill estimator is asymptotically normal under a second order condition, we could even derive asymptotic confidence intervals. The assumption on \( k(n) \) is common in extreme value statistics to ensure the right trade-off between bias and variance of a tail estimator.

Under the alternative, namely that the new point \( x_0 \) is unknown, we can encounter two situations. First, if the support of the new class is overlapping with the support of the known classes \( \Pr(f) \), then \( -D \) might have upper endpoint zero if \( x_0 \) falls into \( \Pr(f) \). Second, if the supports are not overlapping or \( x_0 \notin \Pr(f) \), then the upper endpoint of \( -D \) is strictly smaller than zero. In this second case, the statistic \( \xi \) can be shown to converge to zero.

**Theorem 6.** Let \( r^* \) be the upper end point of \( -D \) and suppose that \( r^* < 0 \). Choose the threshold \( u \) to be the order statistic \( R_{(n-k)} \), and assume that \( k = k(n) \to \infty \) and \( k(n)/n \to 0 \), as \( n \to \infty \). Then the statistic in (6) converges almost surely to zero, that is, \( \xi_n \overset{a.s.}{\to} 0 \).

We can use this fact to do a first test and mark a new point \( x_0 \) for which \( p_{\xi_n} \) is significantly larger than \(-1\) as an unknown point. In this way we have excluded all the points that have no possibility to belong to one of the classes of the training set. If, on the other hand, \( p_{\xi_n} \) is close to \(-1\), then there is the possibility that it was generated from one of the known classes. Obviously, we have to exclude points that have positive, but very small probability of being knowns.

We therefore compute the size of the ball around \( x_0 \) that contains a fixed amount \( \gamma \) of mass of \( f \). More precisely, we let \( q_\gamma \) be the \((1-\gamma)\) quantile of \(-D\) for some small \( \gamma \) which we can compute as \( q_\gamma = H^{-1}(1-\gamma/k) \), where \( H \) is the fitted GPD distribution in Theorem 5. Then \( \Pr(B_{-q_\gamma}(x_0)) = 1 - \gamma \), and the smaller \( -q_\gamma \) the higher the training density \( f(x_0) \) around \( x_0 \). Thus, if \( -q_\gamma \) obtained for the new point \( x_0 \) is significantly larger than the corresponding quantity for a generic point in the training set, then we mark \( x_0 \) as unknown since the density \( f(x_0) \) around \( x_0 \) is too small. Otherwise we mark it as known. The probability \( \gamma \) should be chosen small enough to have a good approximation of the density by \( \Pr(B_{-q_\gamma}(x_0)) \approx f(x_0)\Pr(B_{-q_\gamma}(x_0)) \), but at the same time large enough to obtain a reliable estimate of \( p_{\xi_n} \). We choose \( \gamma = 1/n \) since this is sufficiently small.
and $\hat{H}^{-1}(1 - 1/k)$ is usually a very good approximation of the true quantile.

### 5.3 The GPDC algorithm

Using the results on the asymptotic behavior of the statistic $\hat{\xi}_n$, we propose the following algorithm to classify a new point $x_0$.

1. Compute the negated distances $-D_1, \ldots, -D_n$ between $x_0$ and each point in the training set.
2. Estimate $\xi_n$ using only the biggest $k$ negated distances $R(n), \ldots, R(n + 1 - k)$.
3. Perform the hypothesis test
   
   \begin{align*}
   & H_0: p\hat{\xi}_n = -1 \\
   & H_1: p\hat{\xi}_n > -1. 
   \end{align*}

If $p\hat{\xi}_n$ is bigger than a given threshold $s > -1$, mark $x_0$ as possibly known and go to the next point, otherwise mark it as unknown and exit the algorithm.

4. Compute a high quantile of $-D$ by $q_{\gamma} = \hat{H}^{-1}(1 - 1/k)$ of the estimated GPD $\hat{H}$ for $\gamma = 1/n$.
5. If the radius $-q_{\gamma}$ is bigger than a given threshold $t > 0$ mark $x_0$ as unknown, otherwise mark it as known.

Some of the steps require further explanation. The number of upper order statistics $k$ in the second step that is used to obtain $\xi_n$ corresponds to the classical bias-variance trade-off of the Hill estimator. There are widely used diagnostics plots that help to determine the best $k$. Fortunately, the outcome of our GPDC algorithm does not strongly dependent on the choice of $k$, as soon as it is chosen small enough and of the order $k = k_0 = o(n)$, as suggested by Theorem [5].

Step 3) and step 5) require the choice of the thresholds $s$ and $t$ to perform the hypothesis tests. It is common to fix the type I error to some probability $\alpha$ such as 5%, and then to compute the threshold that realizes this error. To this end we require the distribution of the test statistic under the null hypothesis. Instead of relying on asymptotic results, we propose to execute the algorithm using all the points in the training set as unknown one after the other in a jackknife fashion and to obtain in this way each time $\hat{\xi}_{(i)}$ and $-q_{\gamma(i)}$, $i = 1, \ldots, n$. We then jointly set the threshold $s$ and $t$ to suitable empirical quantiles of $\hat{\xi}_{(1)} \ldots, \hat{\xi}_{(n)}$ and $-q_{\gamma(1)}, \ldots, -q_{\gamma(n)}$, respectively, such that we mark exactly $\alpha\%$ of the training data as unknown. Note that this requires to compute $O(k \log n)$ distances, roughly the same as in the training phase of the EVM. We can do this procedure at the beginning of the life of the algorithm and repeat it once in a while if new training data arise.

We emphasize that, contrary to what is stated in the EVM paper [8], one should be careful to choose hyper parameters based on cross validation by randomly splitting the classes in the training set in knowns and unknowns. This can be misleading since known classes convey no information on the unknowns.

Finally, it is important to underline that this algorithm relies on the asymptotic approximation by a GPD and hence it is asymptotically exact as the number of training samples tends to infinity. Moreover, it is completely kernel free and its implementation is very efficient using fast nearest-neighbor searching [24]. In fact, during the evaluation of a new point $x_0$ we have to compute only $O(k \log n)$ distances, whereas with the EVM we have to compute $O(n)$ distances. We stress also that the algorithm supports incremental learning since it does not require any training procedure once the thresholds for the hypothesis tests are fixed. If the interest is not only in open set classification our algorithm can be completed with an incremental classifier that performs standard classification only on the points marked as knowns.

### 6 The GEV Classifier

The GPDC in the previous section was based on the approximation of threshold exceedances by the GPD distribution according to Theorem 2. In this section we propose another algorithm to do open set classification without relying on the geometry of the observed data. It is based on the approximation by the GEV distribution given in Theorem 1 and we thus refer to it as the GEVC.

For simplicity, as before, all known classes are collapsed into one big class and we denote the training data with $x_i$, $i = 1, \ldots, n$, and with $f$ the probability density describing the distribution of the training data. For each $i = 1, \ldots, n$, we compute the distance between the training point $x_i$ and the nearest training point to it, i.e.,

$$D_i = \min_{j \neq i} |x_i - x_j|.$$ 

This phase, using fast neighbor search, requires to compute only $O(n \log n)$ distances. Note that the quantities $$D_i = \max_{j \neq i} |x_i - x_j|$$

are bounded above by zero. Using this fact and using Lemma 1 we can fit a reversed Weibull distribution to $-D_1, \ldots, -D_n$, estimating in this way the distribution of $-D$, i.e., the distribution of the maximum of the negated distances between a known point and all the remaining points in the training set. Denote this estimated reversed Weibull distribution by $W$.

When a new point $x_0$ arises and we want to mark it as known or unknown we consider the statistic

$$d_0 = \max_{i} |x_i - x_0|,$$

in order to perform the following hypothesis test:

\begin{align*}
H_0 &: x_0 \text{ is known} \\
H_1 &: x_0 \text{ is unknown.}
\end{align*}

Note that this operation requires to compute only $O(\log n)$ distances. Under the null hypothesis, $-d_0$ is approximately a sample of the distribution $-D$. Thus we expect the quantity

$$P(-D < -d_0)$$

to be not too small, whereas under the alternative hypothesis this is not guaranteed. We can then fix a level $\alpha > 0$ for the type I error to determine if the new point $x_0$ is known or unknown. Given the estimated distribution $W$ that approximates $-D$, we reject the null hypothesis if $W(-d_0) < \alpha$. In this case, the smallest distance of the
new point to a training sample is too large, and we therefore mark it as unknown. Otherwise it is marked as known. Note that, also with the GEVC, the threshold \( \alpha \) permits to control directly the type I error. Moreover, the GEVC has no hyper parameters and it is fast to update when we add new data to the training set, since revising \( -D_i^{\text{min}} \) requires only to compute the minimum distance between \( x_i \) and the added points.

7 Experimental Evaluation

In this section we compare the EVM introduced in [8] with our GPDC and the GEVC on simulated and real data. For completeness, when using real data, we compare the methods also with the One-Class SVM [6], a state of the art method for novelty detection. For this last technique, we use radial kernels and we select its hyper parameters for each experiment using part of the data as validation set, including both known and unknown objects, following what is proposed in the original paper. This approach is possible only in an experimental setting, since in real open world recognition we do not have any access to the unknown objects during the training phase.

We begin our experimental evaluation with a toy example that shows how the EVM may perform poorly when the geometry given by the training data set conveys misleading information about the unknown classes. The training set has 600 observations and it is composed of three classes, each one of them is sampled from a different bivariate normal distribution, i.e., the dimension of the predictor space is \( p = 2 \). The test data set has 800 observations and it is composed of examples from these three classes plus another unknown class, sampled from another bivariate normal distribution. Both the train and the test data are shown in the right panel of Figure 1. The unknown objects are well separated from the known ones.

We apply the EVM, the GPDC and the GEVC to this data set and to solve the problem given by the fact that the probability threshold of the EVM is not interpretable as those of the GPDC and the GEVC we choose to evaluate the performance of the different algorithms using the obtained area under the ROC Curve (AUC) [25] that does not require to fix a threshold. For both the EVM and the GPDC we use \( k = 20 \), but the results are stable for different values of \( k \). The EVM performs poorly in this rather simple scenario and has an AUC of 0.853. This is due to the fact that the unknown class is relatively close to the known class at the bottom compared to the other known classes, even if it is perfectly separated from it. Conversely, the GPDC and the GEVC do not suffer of this type of issues since they do not rely on the distances between the known classes to infer about the unknown ones, and their results in this toy example are close to perfect for both algorithms, with AUC of 0.997 and 0.999, respectively. To show the effectiveness of the GPDC to determine whether new examples are in the support of the training distribution, we report the estimated \( \hat{\xi}_n \) of the test in point 3) of the algorithm in Section 5.3 for both known and unknown new data. The left panel of Figure 1 shows for this dataset that the \( \hat{\xi}_n \) estimates for known data are, as expected by Theorem 4, close to \(-1/2\). On the other hand, the estimates corresponding to unknown data are much closer to 0, as it is suggested by Theorem 5. The first test based of the GPDC algorithm thus already has a good power to filter out the unknown classes for this data set. We note that, strictly speaking, the supports of all classes are overlapping, but for this finite number of data they are effectively separated so that the test works well.

7.1 OLETTER protocol

In order to evaluate the open set classification performance of the GPDC and the GEVC for real data we compare the two techniques with the EVM and the One-Class SVM using the OLETTER protocol proposed in [8]. This protocol is based on the LETTER data set [26] that contains a total of 20000 observations of 26 different classes corresponding to handwritten letters. The predictor space is composed of \( p = 16 \) features that have been extracted from the handwritten letters. The training set has 15000 observations. The protocol consists in randomly selecting 15 classes that are considered as known during training and adding unknown classes by incrementally including subsets of the remaining
We consider a further protocol, called OMNIST protocol, to compare algorithms designed for open set classification. This protocol is based on the MNIST dataset [25] that contains a total of 75000 observations of handwritten numbers, for a total of 10 classes. The features for each observation are the gray scale intensities of the raw 28 × 28 pixels that describe the handwritten number in a digital image. We reduce the dimensionality of this dataset using the popular t-SNE algorithm [29] to extract \( p = 2 \) features.

The protocol consists in randomly selecting three classes to consider as known during training and adding unknown classes by incrementally including subsets of the remaining seven classes during testing. We thus achieve a maximum of 70\% of unknown classes during testing. This process is repeated 20 times as before. Also here we use AUC as evaluation metric. For both the EVM and the GPDC we consider five different values of \( k \) corresponding to the most extreme 0.0025\%, 0.01\%, 0.025\%, 0.05\% and 0.1\% of the used distances, respectively. These are common choices in extreme value applications and we plot the best curve for each method.

The results for the GPDC, the GEVC and the One-Class SVM are shown in the right panel of Figure 2. The performance of the GPDC, the GEVC and the One-Class SVM with radial kernel are comparable. We underline again this result since it is particularly favorable to both the GPDC and the GEVC that are reaching the same performance as a state of the art kernel based method like the One-Class SVM. These new methods are kernel free and the GPDC has only one hyper parameter that can be chosen based on EVT, whereas the GEVC has no hyper parameters at all.

On the contrary, the EVM performs considerably worse than the other methods and its AUC, which is shown in the supplementary material, ranges between 0.75 and 0.9. The reason might be that, similarly as in the toy example above, the geometry of the known classes contains misleading information about the unknowns. In this case the EVM uses only three known classes and the distances between them to infer about the other seven and this is not informative enough, explaining also the wider confidence intervals.

8 CONCLUSION

We present two new kernel free algorithms that perform open set classification using extreme value theory. These algorithms, called the GPDC and the GEVC, are fast to update with the arrival of new data and they are easy to adapt to an incremental framework. Moreover, they do not use the geometry of the known classes to infer about the unknowns and are thus able to overcome certain restrictions of previously proposed methods. Their performances are therefore good even when the unknown test data are close to a known class relatively to the other knowns. To show this fact and the effectiveness of the new GPDC and the GEVC, we compare them to the EVM, another kernel free technique that uses EVT for open set classification, and the
more classical kernel based One-Class SVM, a state of the art technique for novelty detection. The results of our methods on a simulated toy example and the two real LETTER and MNIST data sets are competitive. A major strength is that they perform well in very different situations. This good performance in general tasks is probably due to the fact that our methods rely on well-established statistical methods and asymptotically motivated approximations from univariate extreme value theory that apply under very mild conditions. We also underline that both the GPDC and the GEVC are computationally faster than the EVM during the evaluation phase.

The GPDC and the GEVC might be further improved by suitable representations of the data, for example using convolutional neural networks to extract features when working with images. Furthermore, to be fully incremental, they need to be capable to store only a subset of the training data. This may be achieved developing a suitable sampling technique that reduces the dimensionality of the training dataset without affecting the asymptotic correctness of the algorithms. Finally, another improvement of the GPDC could be to incorporate an automatic procedure to choose k, making it completely free of hyper parameters as the GEVC. This may be achieved starting from known techniques for automatic threshold selection for the GPD distributions [30].
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APPENDIX A
PROOFS OF THE THEOREMS

Theorem 3. Denote the distances between $x_0$ and the points in the training set with $D_1, \ldots, D_n$ and assume that $x_0$ is from a known class, that is, the upper end point of $-D$ is zero. Suppose the conditions of Theorem 2 hold, then distribution of $R_i - u$, where $R_i = -D_i$ above a high threshold $u < 0$ (close to 0) can be approximated by a GPD distribution $H$ with log-likelihood

$$
\log L(R_1, \ldots, R_n; \xi) \propto -k \log \xi - \frac{1}{\xi} \sum_{i=1}^{k} \log \left( \frac{R_{i+1}-u}{u} \right),
$$

where $R_{(n)} \geq R_{(n-1)} \cdots \geq R_{(1)}$ are the order statistics of the $R_i$ and $k$ is the number of exceedances above $u$.

The maximum likelihood estimator of $\xi$ is then

$$
\hat{\xi}_n = \frac{1}{k} \sum_{i=1}^{k} \log \left( \frac{R_{i+1}-u}{u} \right).
$$

Proof. Obviously, if $x_0$ comes from one of the classes composing the training set, the upper end point of $-D$ is zero since the minimum possible distance between $x_0$ and a point generated from $f$ is zero. We can use Theorem 2 to approximate the exceedances of $R_1, \ldots, R_n$ over a high threshold $u$ using a GPD. The log-likelihood of the exceedances is

$$
\log L(R_1, \ldots, R_n; \xi) \propto -k \log \sigma - \left(1 + \frac{1}{\xi}\right) \sum_{i=1}^{k} \log \left(1 + \frac{\xi(R_{i+1} - u)}{\sigma}\right).
$$

Using Lemma 1 and the fact that the upper endpoint of $-D$ is zero, we have that $u - \sigma/\xi = 0$ and thus $\sigma = u\xi$. Plugging in, we obtain the simplified likelihood in $\mathbb{R}^p$ up to additive constants, parametrized only by $\xi$. The MLE of $\xi$ is then

$$
\hat{\xi}_n = \arg\max_{\xi} \log L(R_1, \ldots, R_n, \xi)
$$

$$
= \arg\max_{\xi} -k \log \frac{\sigma}{\xi} - \sum_{i=1}^{k} \log \left( \frac{R_{i+1}-u}{u} \right)
$$

$$
= \frac{1}{k} \sum_{i=1}^{k} \log \left( \frac{R_{i+1}-u}{u} \right).
$$

Theorem 4. Assume the same conditions as in Theorem 3. Choose the threshold $u$ to be the order statistic $R_{(n-k)}$, and assume that $k = k(n) \rightarrow \infty$ and $k(n)/n \rightarrow 0$, as $n \rightarrow \infty$. Then the statistic in (6) converges in probability

$$
\hat{\xi}_n \overset{P}{\rightarrow} -1/p,
$$

where $p \in \mathbb{N}$ is the dimension of the predictor space.

Proof. We first note that the survival function of $-D$ behaves at zero as

$$
P(-D > -\delta) = P\{B_\delta(x_0)\}
$$

$$
= \int_{B_\delta(x_0)} f(x) \, dx
$$

$$
\approx f(x_0) V\{B_\delta(x_0)\}
$$

$$
= f(x_0) \frac{\pi^{p/2}}{\Gamma(p/2 + 1)} \delta^p,
$$

where $V\{B_\delta(x_0)\}$ is the volume of the ball $B_\delta(x_0)$ in $\mathbb{R}^p$, and the approximation holds as $\delta \rightarrow 0$. Consequently, the distribution of $-D$ is in the max-domain of attraction of a GEV distribution with shape parameter $\xi = -1/p$. This implies that $1/D$ has a regularly varying survival function

$$
P(1/D > x) = \ell(x)x^{-p},
$$

for some slowly varying function $\ell$ at infinity. The upper tail of $1/D$ is thus in the max-domain of attraction of a GEV distribution with shape parameter $\xi = 1/p > 0$. Rewriting the statistic $\xi$ using $u = R_{(n-k)}$ gives

$$
\hat{\xi}_n = -\frac{1}{k} \sum_{i=1}^{k} \log \left( \frac{-1/R_{(n-i)}}{-1/R_{(k-n)}} \right),
$$

and we recognize the classical Hill estimator applied to the sequence of independent copies $-1/R_1, \ldots, -1/R_n$ of $1/D$.

The consistency of the Hill estimator (cf., Theorem 3.2.2 in [11]) yields the desired result.

Theorem 5. Let $r^*$ be the upper endpoint of $-D$ and suppose that $r^* < 0$. Choose the threshold $u$ to be the order statistic $R_{(n-k)}$, and assume that $k = k(n) \rightarrow \infty$ and $k(n)/n \rightarrow 0$, as $n \rightarrow \infty$. Then the statistics in (6) converges almost surely to zero, that is, $\hat{\xi}_n \overset{a.s.}{\rightarrow} 0$.

Proof. We note that

$$
0 \leq -\hat{\xi}_n = \frac{1}{k} \sum_{i=1}^{k} \left\{ \log(-R_{(n-k)}) - \log(-R_{(n-i)}) \right\}
$$

$$
\leq \log(-R_{(n-k)}) - \log(-r^*).
$$

Since $-R_{(n-k)} \rightarrow -r^*$ almost surely as $n \rightarrow \infty$, this proves the assertion.
Appendix B
Additional Results

Figure 3: Result for the OLETTER protocol for the One-Class SVM (blue line) with one standard deviation confidence intervals (dotted lines).

Figure 4: Result for the OMNIST protocol the EVM (green line) with one standard deviation confidence intervals (dotted lines).
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