Analysis and Hermite Spectral Approximation of Diffusive-Viscous Wave Equations in Unbounded Domains Arising in Geophysics

Dan Ling¹ · Zhiping Mao²

Received: 12 November 2022 / Revised: 7 March 2023 / Accepted: 7 March 2023 / Published online: 28 March 2023 © The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2023

Abstract
The diffusive-viscous wave equation (DVWE) is widely used in seismic exploration since it can explain frequency-dependent seismic reflections in a reservoir with hydrocarbons. Most of the existing numerical approximations for the DVWE are based on domain truncation with ad hoc boundary conditions. However, this would generate artificial reflections as well as truncation errors. To this end, we directly consider the DVWE in unbounded domains. We first show the existence, uniqueness, and regularity of the solution of the DVWE. We then develop a Hermite spectral Galerkin scheme and derive the corresponding error estimate showing that the Hermite spectral Galerkin approximation delivers a spectral rate of convergence provided sufficiently smooth solutions. Several numerical experiments with constant and discontinuous coefficients are provided to verify the theoretical result and to demonstrate the effectiveness of the proposed method. In particular, We verify the error estimate for both smooth and non-smooth source terms and initial conditions. In view of the error estimate and the regularity result, we show the sharpness of the convergence rate in terms of the regularity of the source term. We also show that the artificial reflection does not occur by using the present method.
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1 Introduction

The numerical simulation of wave propagation in media with solid and fluid layers plays an important role in seismic exploration data analysis. It has been found that seismic reflections are frequency-dependent [3, 4, 8]. And, the frequency-dependent reflections from a fluid-saturated porous medium is relatively complex. For instance, it has been shown from both laboratory analysis and field data that for the fluid-saturated layer, the resulting reflections have a higher amplitude and delayed travel-time at low-frequencies when compared with the reflections from a gas-saturated layer [15]. However, this important phenomenon cannot be well described by the Biot’s theory [1, 2, 9]. Moreover, the acoustic and elastic theories are unable to effectively characterize the subsurface in fluid-saturated rocks [15]. Therefore, to develop more accurate theoretical models and make a wider application in practical seismic exploration, a Diffusive-Viscous Wave Equation (DVWE) was proposed in [15] by adding a diffusive dissipation term and a viscous term to the scalar wave equation to study the connection between fluid saturation and frequency dependence of reflections and to characterize the attenuation property of the seismic wave in a fluid-saturated medium.

Recently, researchers from both scientific and industrial communities have paid much attention to the study on DVWEs. By means of the Biot’s theory, Quintal et al. [21] proposed an interlayer-flow model, which was approximated by using a finite difference scheme, to study the reflections in the low-frequency range providing a physical basis to the diffusive-viscous theory as well as explaining the spectral anomalies observed at low frequencies in thinly layered reservoirs. To simulate the frequency-dependent seismic response of turbidite reservoirs, a seismic data-driven geological model was first applied to produce physical parameter sections, which were then used to numerically synthesize the frequency-dependent seismic response of turbidite reservoirs by simulating the DVWEs [6]. Zhao et al. proposed finite difference methods to simulate wave-fields of DVWEs in [28, 30] and applied the reflectivity method for the numerical modeling of DVWEs in layered medium in [29], the analysis of the von Neumann stability criteria and the numerical dispersion were given in [28]. A finite volume method was developed in [20] to simulate the seismic wave propagation in a fluid-saturated medium driven by the DVWE. Recently, Ling et al. proposed the local discontinuous Galerkin method and analyzed the error estimates for the DVWEs with variable coefficients in [16]. More work can be found in [13, 14, 31] and references therein.

However, most existing works only focus on the numerical schemes and the corresponding results of the stability and error estimates, there is few theoretical work concerning the existence and uniqueness of the solution for DVWEs. Most recently, we noticed an important work provided by Han et al. in [12], in which the well-posedness and stability of DVWEs were established in bounded domains, this provided a theoretical foundation to develop numerical methods. However, no regularity result is discussed in the work. In addition, as mentioned in [5], another main aspect for DVWEs is the non-reflection boundary conditions. All aforementioned numerical simulations were performed in bounded domains, which may generate artificial reflections due to the truncation of the model. To resolve this issue, a non-split perfectly matched layer boundary condition was proposed for the DVWE to absorb the artificial reflections [31] (see also [17, 22, 27]). However, the resulted problem is more complex in terms of computer implementation and it is computationally more expensive.

The aim of this work is to consider the DVWE without the truncation of the domain, i.e., we consider the DVWE directly in unbounded domains, and then establish the existence and uniqueness of the weak solution. We also discuss the regularity of the solutions in terms of the initial conditions and the source term. Furthermore, we develop an efficient Hermite
spectral Galerkin scheme to approximate the solution of the DVWE. To this end, we consider in this work the following DVWE

$$\partial_t^2 u + \alpha \partial_t u - \partial_t \text{div}(\beta \nabla u) - \text{div}(\gamma^2 \nabla u) = f, \quad x \in \mathbb{R}^d, \quad t > 0$$

subjecting to following initial conditions

$$u(x, 0) = u_0(x), \quad \partial_t u(x, 0) = w_0(x),$$

where $d$ is the dimension in space, $u = u(x, t)$ is the wave field, $\alpha = \alpha(x)$ and $\beta = \beta(x)$ are the diffusive and viscous attenuation parameters respectively, $\gamma = \gamma(x)$ is the wave propagation speed in the non-dispersive medium, $f = f(x, t)$ is the source. In this paper, we consider the cases of $d = 1, 2$ and if not specified, assume that

$$\begin{align*}
\alpha(x) &\in L^\infty(\Omega), \quad 0 < \alpha_1 \leq \alpha(x) \leq \alpha_2, \\
\beta(x) &\in L^\infty(\Omega), \quad 0 < \beta_1 \leq \beta(x) \leq \beta_2, \\
\gamma(x) &\in L^\infty(\Omega), \quad 0 < \gamma_1 \leq \gamma(x) \leq \gamma_2.
\end{align*}$$

We apply the Hermite spectral method since it has two main advantages:

- The first advantage is that the Hermite spectral method is a natural choice to deal with unbounded domain problems, see [11, 18, 19, 25, 26].
- The second one is the Hermite spectral method enjoys high accuracy provided that the solution is smooth enough.

We also derive the error estimate for the Hermite spectral Galerkin approximation showing that it delivers a spectral rate of convergence provided sufficiently smooth solution. To the best of our knowledge, this is the first attempt that DVWEs are analyzed and solved in the unbounded domains.

The remainder of this paper is organized as follows. In Sect. 2, we provide some preliminaries about Hermite orthogonal polynomials and functions and the corresponding approximation results. In Sect. 3, we give the weak form and the Hermite spectral Galerkin approximation for the problem (1), and establish the existence and uniqueness of the weak solutions and discuss the regularity of the solution. We derive the error estimates in Sect. 4. In Sect. 5, we present several numerical examples to demonstrate the convergence and effectiveness of the presented Hermite spectral Galerkin methods. Finally, we give some concluding remarks in Sect. 6.

### 2 Preliminary

In this section, we first introduce the Hermite orthogonal functions and the corresponding approximation results.

Let $x = (x_1, \ldots, x_d)$ denote the multi-variable in $\Omega := \mathbb{R}^d$. For any function $u(x) \in L^2(\Omega)$, we denote its Fourier transform as $\hat{u}(\xi)$. $|\xi|_1, |\xi|_2$ and $|\xi|_\infty$ stand for the $l^1, l^2$ and $l^\infty$ norm of $\xi$ in $\mathbb{R}^d$, respectively. Let $\omega(x) > 0 (x \in \Omega)$ be a weight function, we denote $L^2_{\omega}(\Omega)$ the usual weighted Hilbert space with the inner product and norm defined by

$$(u, v)_{\Omega, \omega} = \int_\Omega u(x)v(x)\omega(x) \, dx, \quad \|u\|_{\Omega, \omega} = (u, u)^{\frac{1}{2}}_{\Omega, \omega}, \quad \forall u, v \in L^2_{\omega}(\Omega).$$

When $\omega = 1$, we will drop $\omega$ from the above notations. The Plancherel Theorem states that

$$\|u\|_{\Omega} = \|\hat{u}\|_{\Omega}.$$
We denote by $H^\mu(\Omega)$ (with $\mu \geq 0$) the usual Hilbert spaces with semi-norm

$$|u|_{\mu, \Omega} = \|\xi_2^\mu \hat{u}\|_\Omega$$

and norm

$$\|u\|_{\mu, \Omega} = \left(\|u\|_\Omega^2 + |u|_{\mu, \Omega}^2\right)^{1/2} = \left(\|\hat{u}\|_{\Omega}^2 + \|\xi_2^\mu \hat{u}\|_\Omega^2\right)^{1/2}.$$

Let $c$ be a generic positive constant independent of any functions and of any discretization parameters. We use the expression $A \lesssim B$ (respectively $A \gtrsim B$) to mean that $A \leq cB$ (respectively $A \geq cB$), and use the expression $A \equiv B$ to mean that $A \lesssim B \lesssim A$. We will also drop $\Omega$ or $\mathbb{R}^d$ from the notations if no confusion arises.

We first introduce the orthonormal Hermite polynomials $\{H_n(x)\}$ in $\mathbb{R}$, which are defined by the three-term recurrence relation:

$$H_n+1(x) = x\sqrt{\frac{2}{n+1}}H_n(x) - \sqrt{\frac{n}{n+1}}H_{n-1}(x), \quad n \geq 1,$$

$$H_0(x) = \pi^{-1/4}, \quad H_1(x) = \sqrt{2}\pi^{-1/4}x.$$ 

They are mutually orthogonal with respect to the weight function $\omega(x) = e^{-x^2}$, i.e.,

$$\int_{-\infty}^{\infty} H_m(x) H_n(x) \omega(x) dx = \delta_{mn}, \quad (4)$$

and it satisfies that

$$H'_n(x) = \sqrt{2n}H_{n-1}(x), \quad n \geq 1.$$ 

Denote $P_N(x)$ the space of the polynomials of degree at most $N$, and we have

$$P_N(x) = \text{span}\{H_0(x), H_1(x), \ldots, H_N(x)\}.$$

Let $P^d_N$ be the $d$ dimension tensor of $P_N$. We define the orthogonal projection $\Pi_N : L^2_\omega(\mathbb{R}^d) \to P^d_N$,

$$\int_{\mathbb{R}^d} (\Pi_N u - u) v_N \omega(x) dx = 0, \quad \forall v_N \in P^d_N, \quad (5)$$

where $\omega(x) = \prod_{j=1}^d \omega(x_j)$.

Let us introduce the Hermite orthogonal functions

$$\phi_j(x) = e^{-x^2/2}H_j(x), \quad j = 0, 1, \ldots,$$

which form an orthogonal basis in $L^2(\mathbb{R})$, i.e.,

$$\int_{-\infty}^{\infty} \phi_m(x) \phi_n(x) dx = \delta_{mn}$$

according to (4). Let

$$\mathcal{P}_N(x) = \left\{e^{-x^2/2}v \mid v \in P_N(x)\right\} = \text{span}\{\phi_0(x), \phi_1(x), \ldots, \phi_N(x)\},$$

and denote $V_N$ the $d$ dimension tensor product of $\mathcal{P}_N$. We next consider approximations by multivariate Hermite functions. Note that for any $u \in L^2(\mathbb{R}^d)$, we have $u \omega^{-1/2} \in L^2_\omega(\mathbb{R}^d)$.

Define

$$\hat{\Pi}_N u := \omega^{1/2} \Pi_N (u \omega^{-1/2}) \in V_N. \quad (6)$$
Then for $u \in L^2(\mathbb{R}^d)$, we derive immediately from (5) that
\[
\int_{\mathbb{R}^d} \left( \hat{\mathbf{n}}_N u - u \right) v_N d\mathbf{x} = 0, \quad \forall v_N \in V_N.
\]

We introduce the operator $\hat{\partial}_{x_j} = \partial_{x_j} + x_j$, which satisfies
\[
\omega^{-1/2} (x_j) \hat{\partial}_{x_j} u (x_j) = \partial_{x_j} \left[ \omega^{-1/2} (x_j) u (x_j) \right],
\]
and denote $\hat{\partial}_x := \prod_{j=1}^d \hat{\partial}_{x_j}$, $\hat{\partial}^k_x := \prod_{j=1}^d \hat{\partial}^{k_j}_{x_j}$. Furthermore, we define the following weighted Sobolev space
\[
\hat{B}^m (\mathbb{R}^d) := \left\{ u : \hat{\partial}^k_x u \in L^2(\mathbb{R}^d), 0 \leq |k|_1 \leq m \right\}, \quad \forall m \in \mathbb{N},
\]
equipped with the norm and semi-norm
\[
\|u\|_{\hat{B}^m(\mathbb{R}^d)} = \left( \sum_{0 \leq |k|_1 \leq m} \|\hat{\partial}^k_x u\|^2 \right)^{1/2}, \quad |u|_{\hat{B}^m(\mathbb{R}^d)} = \left( \sum_{j=1}^d \|\hat{\partial}^m_{x_j} u\|^2 \right)^{1/2}.
\]

We present below the approximation result for the errors measured in the usual Hilbert space [19].

**Theorem 1** For any $u \in \hat{B}^m (\mathbb{R}^d)$ with $m \geq 1$, we have
\[
\|\hat{\mathbf{n}}_N u - u\|_{H^\mu(\mathbb{R}^d)} \lesssim N(\mu - m)/2 |u|_{\hat{B}^m(\mathbb{R}^d)}, \quad 0 \leq \mu \leq m.
\]  

## 3 Well-Posedness and Regularity

The existence and uniqueness of the solution of the DVWE in a bounded domain with mixed boundary conditions are given in [12]. However, there is no result regarding the well-posedness of the diffusive-viscous wave equation in the unbounded domain. In this section we would like to show the existence and uniqueness of the weak solution in the unbounded domain. Moreover, we also discuss the regularity of the solution in terms of the initial conditions and the source term $f$.

### 3.1 Existence and Uniqueness of the Weak Solution

We first show the existence and uniqueness of the solution of the DVWE. Here We use more or less the standard arguments in [7, Section 7.2].

Let $H^1(\mathbb{R}^d)$ be the usual Sobolev space. By using the integration by parts, we have the weak form of the problem (1): For a.e. $t \in (0, T)$, find $u(t), \partial_t u(t) \in H^1(\mathbb{R}^d)$, $\partial^2_t u(t) \in H^{-1}(\mathbb{R}^d)$, such that
\[
A(u, v) = (f, v), \quad \forall v \in H^1(\mathbb{R}^d)
\]  

with $u(x, 0) = u_0(x), \partial_t u(x, 0) = w_0(x)$, where $H^{-1}(\mathbb{R}^d)$ is the dual space of $H^1(\mathbb{R}^d)$, and
\[
A(u, v) := (\partial^2_t u, v) + (\alpha \partial_t u, v) + (\beta \partial_t \nabla u, \nabla v) + (\gamma^2 \nabla u, \nabla v).
\]  
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The Hermite spectral Galerkin approximation to (8) is to find $u_N(t), \partial_t u_N(t) \in V_N$, such that

$$A(u_N, v) = (f, v), \quad \forall v \in V_N$$

with $u_N(x, 0) = \tilde{\Pi}_N u_0, \partial_t u_N(x, 0) = \tilde{\Pi}_N w_0$, where $\tilde{\Pi}_N$ is the $L^2$-projection defined in (6).

By using the standard arguments for ordinary differential equations (see [23, Theorem 25.3]), we have that the Galerkin approximation (10) admits a unique solution. Before we prove the well-posedness of the continuous problem (8), we begin by establishing two results on the continuous dependence of the Hermite spectral Galerkin approximation, which will be used to study the well-posedness of the weak problem (8).

**Theorem 2** Assume $u_0 \in H^1(\mathbb{R}^d), w_0 \in L^2(\mathbb{R}^d), f \in L^2(0, T; H^{-1}(\mathbb{R}^d))$, then $u_N(t)$ satisfies the following two estimates:

$$
\|\partial_t u_N\|_{L^\infty(0, T; L^2(\mathbb{R}^d))} + \|\partial_t u_N\|_{L^2(0, T; H^1(\mathbb{R}^d))} + \|u_N\|_{L^\infty(0, T; H^1(\mathbb{R}^d))} \\
\leq \tilde{C}(u_0, w_0, f),
$$

(11)

$$
\|\partial^2_t u_N\|_{L^2(0, T; H^{-1}(\mathbb{R}^d))} \leq \tilde{\tilde{C}}(u_0, w_0, f),
$$

(12)

where $\tilde{C}$ and $\tilde{\tilde{C}}$ are two constants depending on $\|f\|_{L^2(0, T; H^{-1}(\mathbb{R}^d))}$ and $\|u_0\|_{H^1(\mathbb{R}^d)}$, $\|w_0\|_{L^2(\mathbb{R}^d)}$, but independent of $t$ and $N$.

**Proof** By taking $v = \partial_t u_N(t)$ in (10) and using the Cauchy-Schwarz and Young inequalities, we have for any $\varepsilon > 0$,

$$
\frac{1}{2} \frac{d}{dt} \left( \|\partial_t u_N\|^2_{L^2(\mathbb{R}^d)} + \|\nabla u_N\|^2_{L^2(\mathbb{R}^d)} + \|\alpha^{1/2}\partial_t u_N\|^2_{L^2(\mathbb{R}^d)} + \|\beta^{1/2}\nabla(\partial_t u_N)\|^2_{L^2(\mathbb{R}^d)} \right) \leq \varepsilon \|\partial_t u_N\|^2_{H^1(\mathbb{R}^d)} + \frac{1}{4\varepsilon} \|f\|^2_{H^{-1}(\mathbb{R}^d)}.
$$

Let $\varepsilon = \min\{\alpha, \beta\}/2$, we obtain from the first two conditions in (3) that

$$
\frac{d}{dt} \left( \|\partial_t u_N\|^2_{L^2(\mathbb{R}^d)} + \|\nabla u_N\|^2_{L^2(\mathbb{R}^d)} + C(\alpha, \beta, \varepsilon) \|\partial_t u_N\|^2_{H^1(\mathbb{R}^d)} \right) \leq \frac{1}{4\varepsilon} \|f\|^2_{H^{-1}(\mathbb{R}^d)},
$$

where $C(\alpha, \beta, \varepsilon)$ is a positive constant independent of $N$ and $t$. Integrating the above inequality from 0 to $t$, we have

$$
\|\partial_t u_N(t)\|^2_{L^2(\mathbb{R}^d)} + \|\nabla u_N(t)\|^2_{L^2(\mathbb{R}^d)} + C(\alpha, \beta, \varepsilon) \int_0^t \|\partial_t u_N(\tau)\|^2_{H^1(\mathbb{R}^d)} d\tau \leq \|u_0\|^2_{L^2(\mathbb{R}^d)} + \|\nabla u_0\|^2_{H^1(\mathbb{R}^d)} + \frac{1}{4\varepsilon} \|f\|^2_{L^2(0, T; H^{-1}(\mathbb{R}^d))}.
$$

Here we use the estimate

$$
\|\tilde{\Pi}_N u_0\|_{H^1(\mathbb{R}^d)} \leq \|u_0\|_{H^1(\mathbb{R}^d)}, \quad \|\tilde{\Pi}_N w_0\|_{L^2(\mathbb{R}^d)} \leq \|w_0\|_{L^2(\mathbb{R}^d)}.
$$

Therefore, in view of the third condition in (3), we have

$$
\|\partial_t u_N\|_{L^\infty(0, T; L^2(\mathbb{R}^d))} + \|\nabla u_N\|_{L^\infty(0, T; L^2(\mathbb{R}^d))} + \|\partial_t u_N\|_{L^2(0, T; H^1(\mathbb{R}^d))} \leq C_1(u_0, w_0, f),
$$

(13)

where $C_1(u_0, w_0, f)$ is a constant depending on $\|f\|_{L^2(0, T; H^{-1}(\mathbb{R}^d))}$, $\|u_0\|_{H^1(\mathbb{R}^d)}$, and $\|w_0\|_{L^2(\mathbb{R}^d)}$.
Here we do not have the Poincaré inequality for the space direction, so we need to further give the estimate for \( \|u_N\|_{L^\infty(0,T;L^2(\mathbb{R}^d))} \). By taking \( v = u_N(t) \) in (10) and using the Cauchy-Schwartz and Young inequalities, we have

\[
\frac{1}{2} \frac{d}{dt} \left( \|\alpha^{1/2} u_N\|_{L^2(\mathbb{R}^d)}^2 + \|\beta^{1/2} \nabla u_N\|_{L^2(\mathbb{R}^d)}^2 \right) + \|y \nabla u_N\|_{L^2(\mathbb{R}^d)}^2 = (f - \partial_t^2 u_N, u_N) \leq \|f\|_{H^{-1}(\mathbb{R}^d)} \|u_N\|_{H^1(\mathbb{R}^d)} - (\partial_t^2 u_N, u_N) \leq \frac{1}{2} \left( \|u_N\|_{H^1(\mathbb{R}^d)}^2 + \|f\|_{H^{-1}(\mathbb{R}^d)}^2 \right) - (\partial_t^2 u_N, u_N).
\]

Integrating the above inequality from 0 to \( t \) and using integral by parts with respect to \( \tau \) for \( \int_0^t (\partial_t^2 u_N(\tau), u_N(\tau)) d\tau \), we have

\[
\|\alpha^{1/2} u_N(t)\|_{L^2(\mathbb{R}^d)}^2 + \|\beta^{1/2} \nabla u_N(t)\|_{L^2(\mathbb{R}^d)}^2 + 2 \int_0^t \|y \nabla u_N(\tau)\|_{L^2(\mathbb{R}^d)}^2 d\tau \\
\leq \|u_N(t)\|_{L^2(0,T;H^1(\mathbb{R}^d))}^2 + \|f\|_{L^2(0,T;H^{-1}(\mathbb{R}^d))}^2 + 2 \|\partial_t u_N(t)\|_{L^2(0,T;L^2(\mathbb{R}^d))}^2 \\
+ 2 \int_\Omega (u_0 w_0 - u_N(t) \partial_t u_N(t)) dx \\
\leq \|u_N(t)\|_{L^2(0,T;H^1(\mathbb{R}^d))}^2 + \|f\|_{L^2(0,T;H^{-1}(\mathbb{R}^d))}^2 + 2 \|\partial_t u_N(t)\|_{L^2(0,T;L^2(\mathbb{R}^d))}^2 \\
+ 2 \|u_0\|_{L^2(\mathbb{R}^d)} \|w_0\|_{L^2(\mathbb{R}^d)} + \epsilon \|u_N(t)\|_{L^2(\mathbb{R}^d)}^2 + \frac{1}{\epsilon} \|\partial_t u_N(t)\|_{L^2(\mathbb{R}^d)}^2,
\]

where the Cauchy-Schwarz and Young inequalities are used for the last inequality. Let \( \epsilon = \min(\alpha)/2 \), then the following estimate

\[
\|u_N\|_{L^\infty(0,T;L^2(\mathbb{R}^d))} + \|\nabla u_N\|_{L^\infty(0,T;L^2(\mathbb{R}^d))} + \|\nabla u_N\|_{L^2(0,T;L^2(\mathbb{R}^d))} \\
\leq C_2(u_0, w_0, f)
\]

follows based on the estimate (13), where \( C_2(u_0, w_0, f) \) is a constant depending on \( \|f\|_{L^2(0,T;H^{-1}(\mathbb{R}^d))} \) and \( \|u_0\|_{H^1(\mathbb{R}^d)} \), \( \|w_0\|_{L^2(\mathbb{R}^d)} \). Therefore, the estimate (11) follows from (13) and (14). Furthermore, we have from (10) that

\[
\|\partial_t^2 u_N(t)\|_{H^{-1}(\mathbb{R}^d)} \\
\leq \|\alpha^{1/2} \partial_t u_N\|_{H^{-1}(\mathbb{R}^d)} + \|\beta^{1/2} \partial_t \nabla u_N\|_{H^{-1}(\mathbb{R}^d)} + \|y \nabla u_N\|_{L^2(\mathbb{R}^d)} + \|f\|_{H^{-1}(\mathbb{R}^d)} \\
\leq A_{1/2} \|\partial_t u_N\|_{L^2(\mathbb{R}^d)} + \|\beta^{1/2} \partial_t \nabla u_N\|_{L^2(\mathbb{R}^d)} + \|y \nabla u_N\|_{L^2(\mathbb{R}^d)} + \|f\|_{H^{-1}(\mathbb{R}^d)}.
\]

Then the estimate (12) holds by integrating the above equation from 0 to \( t \) and using the estimate (11).

We are now able to show the existence and uniqueness of the continuous problem (8). We use more or less the standard compactness arguments similar as that used in [12] based on the properties of the Hermite spectral Galerkin approximation.

We state the main result of this section concerning the well-posedness of the weak problem (8) as follows:

**Theorem 3** Assume \( u_0 \in H^1(\mathbb{R}^d) \), \( w_0 \in L^2(\mathbb{R}^d) \), \( f \in L^2(0,T;H^{-1}(\mathbb{R}^d)) \), then the weak problem (8) admits a unique solution \( u \in L^\infty(0,T;H^1(\mathbb{R}^d)) \) and \( \partial_t u \in L^\infty(0,T;L^2(\mathbb{R}^d)) \cap L^2(0,T;H^1(\mathbb{R}^d)) \), \( \partial_t^2 u \in L^2(0,T;H^{-1}(\mathbb{R}^d)) \) satisfying

\[
\]
\[ \| \partial_t u \|_{L^\infty(0,T; L^2(\mathbb{R}^d))} + \| \partial_t u \|_{L^2(0,T; H^1(\mathbb{R}^d))} + \| u \|_{L^\infty(0,T; H^1(\mathbb{R}^d))} \leq C(u_0, w_0, f). \] (15)

**Proof** We first show the existence of the weak problem (8). We have from Theorem 2 that there exists a sequence of functions \{u_N : N \in \mathbb{N}\} with \( u_N \in L^\infty(0, T; H^1(\mathbb{R}^d)) \) and \( \partial_t u_N \in L^\infty(0, T; L^2(\mathbb{R}^d)) \cap L^2(0, T; H^1(\mathbb{R}^d)) \), and \( \partial^2_t u_N \in L^2(0, T; H^{-1}(\mathbb{R}^d)) \) for all \( T \geq 0 \), satisfying (10)-(12) for each \( N \geq 1 \), and

\[ u_N(0) = \hat{u}_N u_0, \quad \partial_t u_N(0) = \hat{u}_N w_0. \]

By virtue of estimates (11) and (12) and thanks to Theorem 3 of Appendix D.4 in [7], we have that there exists a function \( u \in L^\infty(0, T; H^1(\mathbb{R}^d)) \), and \( \partial_t u \in L^\infty(0, T; L^2(\mathbb{R}^d)) \cap L^2(0, T; H^1(\mathbb{R}^d)) \), and \( \partial^2_t u \in L^2(0, T; H^{-1}(\mathbb{R}^d)) \) such that

\[ u_N \rightharpoonup^* u \text{ in } L^\infty(0, T; H^1(\mathbb{R}^d)), \]

\[ u_N \rightharpoonup u \text{ in } L^2(0, T; H^1(\mathbb{R}^d)), \]

\[ \partial_t u_N \rightharpoonup^* \partial_t u \text{ in } L^\infty(0, T; L^2(\mathbb{R}^d)), \]

\[ \partial_t u_N \rightharpoonup \partial_t u \text{ in } L^2(0, T; H^1(\mathbb{R}^d)), \]

\[ \partial^2_t u_N \rightharpoonup^* \partial^2_t u \text{ in } L^2(0, T; H^{-1}(\mathbb{R}^d)) \]

for all \( T \geq 0 \) as \( N \to \infty \).

Let \( v(x) \in H^1(\mathbb{R}^d) \) and \( \eta(t) \in C([0, T]) \), we take \( \hat{u}_N v \) as the test function in (10) and multiply both sides of the resulting identity by \( \eta(t) \) and integrate over \( t \in [0, T] \) to get

\[ \int_0^T \left( \partial^2_t u_N(t), \eta(t) \hat{u}_N v \right) dt + \int_0^T \left( \beta \partial_t \nabla u_N(t), \eta(t) \nabla \hat{u}_N v \right) dt + \int_0^T \left( \alpha \partial_t u_N(t), \eta(t) \hat{u}_N v \right) dt + \int_0^T \left( \gamma^2 \nabla u_N(t), \eta(t) \nabla \hat{u}_N v \right) dt = \int_0^T \left( f, \eta(t) \hat{u}_N v \right) dt. \] (21)

By taking the limit \( N \to \infty \) and applying the convergence results (16)–(20), we obtain

\[ \int_0^T \left( \partial^2_t u(t), \eta(t) \hat{u}_N v \right) dt \to \int_0^T \left( \partial^2_t u(t), \eta(t) \hat{u}_N v \right) dt, \]

\[ \int_0^T \left( \alpha \partial_t u(t), \eta(t) \hat{u}_N v \right) dt \to \int_0^T \left( \alpha \partial_t u(t), \eta(t) \hat{u}_N v \right) dt, \]

\[ \int_0^T \left( \beta \partial_t \nabla u(t), \eta(t) \nabla \hat{u}_N v \right) dt \to \int_0^T \left( \beta \partial_t \nabla u(t), \eta(t) \nabla \hat{u}_N v \right) dt, \]

\[ \int_0^T \left( \gamma^2 \nabla u(t), \eta(t) \nabla \hat{u}_N v \right) dt \to \int_0^T \left( \gamma^2 \nabla u(t), \eta(t) \nabla \hat{u}_N v \right) dt, \]

and

\[ \int_0^T \left( f, \eta(t) \hat{u}_N v \right) dt \to \int_0^T \left( f, \eta(t) \hat{u}_N v \right) dt. \]
Consequently, we get by letting \( N \to \infty \) in (21) that
\[
\int_0^T (\partial_t^2 u(t), \eta(t)v) \, dt + \int_0^T (\alpha \partial_t u(t), \eta(t)v) \, dt + \int_0^T (\beta \partial_t \nabla u(t), \eta(t) \nabla v) \, dt \\
+ \int_0^T (\gamma^2 \nabla u(t), \eta(t) \nabla v) \, dt = \int_0^T (f, \eta(t)v) \, dt, \quad \forall v \in H^1(\mathbb{R}^d).
\]
(22)

Since \( \eta(t) \in C([0, T]) \) is arbitrary, we deduce that \( u(t) \) satisfies (8) for all \( T > 0 \).

We now show that \( u(0) = u_0 \) and \( \partial_t u(0) = w_0 \) to complete the proof of the existence of the weak solution of (8). It follows from (17) and (19) that
\[
u(0) = \lim_{N \to \infty} \hat{N}_N u_0 = u_0.
\]

Note that \( \partial_t u(t) \in L^2(0, T; H^1(\mathbb{R}^d)) \) and \( \partial_t^2 u(t) \in L^2(0, T; H^{-1}(\mathbb{R}^d)) \), then we have
\[
\| \partial_t u(t) \|^2_{L^2(\mathbb{R}^d)} = 2 \int_0^T (\partial_t^2 u(t), \partial_t u(t)) \, dt + \| \partial_t u(0) \|^2_{L^2(\mathbb{R}^d)},
\]
which implies that \( \partial_t u(t) \in C([0, T]; L^2(\mathbb{R}^d)) \). Therefore, by replacing \( \eta(t) \) with \( \eta_T(t) = 1 - t/T \) and integrating by parts against \( t \) for the first term of (22), we obtain
\[
\int_0^T \frac{1}{T} (\partial_t u(t), v) \, dt + \int_0^T (\alpha \partial_t u(t), \eta_T(t)v) \, dt + \int_0^T (\beta \partial_t \nabla u(t), \eta_T(t) \nabla v) \, dt \\
+ \int_0^T (\gamma^2 \nabla u(t), \eta_T(t) \nabla v) \, dt = \int_0^T (f, \eta_T(t)v) \, dt + (\partial_t u(0), v).
\]
(23)

Then, by applying the same argument for (21) with \( \partial_t u_N(t) = \hat{N}_N w_0 \), we obtain
\[
\int_0^T \frac{1}{T} (\partial_t u_N(t), \hat{N}_N v) \, dt + \int_0^T (\alpha \partial_t u_N(t), \eta_T(t)\hat{N}_N v) \, dt \\
+ \int_0^T (\gamma^2 \nabla u_N(t), \eta_T(t)\hat{N}_N v) \, dt = \int_0^T (f, \eta_T(t)\hat{N}_N v) \, dt + (\hat{N}_N w_0, \hat{N}_N v).
\]

Taking \( N \to \infty \) gives
\[
\int_0^T \frac{1}{T} (\partial_t u(t), v) \, dt + \int_0^T (\alpha \partial_t u(t), \eta_T(t)v) \, dt + \int_0^T (\beta \partial_t \nabla u(t), \eta_T(t) \nabla v) \, dt \\
+ \int_0^T (\gamma^2 \nabla u(t), \eta_T(t) \nabla v) \, dt = \int_0^T (f, \eta_T(t)v) \, dt + (w_0, v).
\]

Comparing the above equation with (23), we have \( \partial_t u(0) = w_0 \). The estimate (15) follows by letting \( N \to \infty \) in (11).

We now show the uniqueness of the weak solution. Let \( u \) and \( \tilde{u} \) be two solutions of the weak problem (8) with \( u(0) = \tilde{u}(0) = u_0 \) and \( \partial_t u(0) = \partial_t \tilde{u}(0) = w_0 \). Denote \( e = u - \tilde{u} \). Then for a.e. \( t \in (0, T) \), \( e \) satisfies
\[
(\partial_t^2 e(t), v) + (\alpha \partial_t e(t), v) + (\beta \partial_t \nabla e(t), \nabla v) + (\gamma^2 \nabla e(t), \nabla v) = 0, \quad \forall v \in H^1(\mathbb{R}^d)
\]
with \( e(0) = \partial_t e(0) = 0 \). Taking \( v = \partial_t e(t) \) in the above equation, we obtain
\[
\frac{1}{2} \frac{d}{dt} \left( \| \partial_t e(t) \|_{L^2(\mathbb{R}^d)}^2 + \| \gamma \nabla e(t) \|_{L^2(\mathbb{R}^d)}^2 \right) + \| \alpha^{\frac{1}{2}} \partial_t e(t) \|_{L^2(\mathbb{R}^d)}^2 + \| \beta^{\frac{1}{2}} \partial_t \nabla e(t) \|_{L^2(\mathbb{R}^d)}^2 = 0.
\]
This yields
\[
\frac{1}{2} \frac{d}{dt} \left( \| \partial_t e(t) \|_{L^2(\mathbb{R}^d)}^2 + \| \gamma \nabla e(t) \|_{L^2(\mathbb{R}^d)}^2 \right) \leq 0.
\]
Integrating the above equation from 0 to \( t \), and noting that \( e(0) = \partial_t e(0) = 0 \), we have
\[
\| \partial_t e(t) \|_{L^2(\mathbb{R}^d)}^2 + \| \gamma \nabla e(t) \|_{L^2(\mathbb{R}^d)}^2 \leq 0.
\]
Hence, \( \partial_t e(t) = 0 \). Using the initial condition \( e(0) = 0 \) again, we have \( e(t) = 0 \) for all \( t \in [0, T] \), i.e., the weak problem (8) has a unique solution.

**Remark 1** By using the same argument for the uniqueness, we can readily show the stability of the solution in terms of the initial conditions \( u_0, w_0 \) and the source term \( f \).

### 3.2 Regularity

We now discuss how the regularity of the solution of the DVWE depends on the initial conditions and the source term \( f \) with sufficiently smooth coefficients \( \alpha, \beta, \gamma \). We point out here that we would not discuss how the regularity of the solution depends on the coefficients \( \alpha, \beta, \gamma \) in this work, we leave this to interested readers.

Let \( \tilde{u}_N := \partial_t u_N \), and \( v = w_0, \tilde{w}_0 = \tilde{u}_0^1 + \tilde{u}_0^2 \) with \( \tilde{u}_0^1 = f(\cdot, 0) - \div(\gamma^2 \nabla u_0), \tilde{u}_0^2 = \alpha w_0 - \div(\beta \nabla w_0) \), then we have

\[ A(\tilde{u}_N, v) = (f, v), \quad \forall v \in V_N \quad (24) \]

with \( \tilde{u}_N(x, 0) = \tilde{\Phi}_N \tilde{u}_0, \quad \partial_t \tilde{u}_N(x, 0) = \tilde{\Phi}_N \tilde{w}_0 \). By using the similar arguments in the last section, we obtain the following energy estimate:

\[
\| \partial_t \tilde{u}_N \|_{L^\infty(0, T; L^2(\mathbb{R}^d))} + \| \partial_t \tilde{u}_N \|_{L^2(0, T; H^1(\mathbb{R}^d))} + \| \tilde{u}_N \|_{L^\infty(0, T; H^1(\mathbb{R}^d))} \leq C \left( \| f_i \|_{L^2(0, T; H^{-1}(\mathbb{R}^d))} + \| \tilde{u}_0 \|_{H^1(\mathbb{R}^d)} + \| \tilde{u}_0^1 \|_{L^2(\mathbb{R}^d)} + \| \tilde{u}_0^2 \|_{L^2(\mathbb{R}^d)} \right)
\]

This gives
\[
\| \partial_t^2 u_N \|_{L^\infty(0, T; L^2(\mathbb{R}^d))} + \| \partial_t^2 u_N \|_{L^2(0, T; H^1(\mathbb{R}^d))} + \| \partial_t u_N \|_{L^\infty(0, T; H^1(\mathbb{R}^d))} \leq C \left( \| f_i \|_{L^2(0, T; H^{-1}(\mathbb{R}^d))} + \| f(\cdot, 0) \|_{L^2(\mathbb{R}^d)} + \| u_0 \|_{H^2(\mathbb{R}^d)} + \| w_0 \|_{H^2(\mathbb{R}^d)} \right). \quad (25)
\]
Take \( v = -\Delta u_N \) in (10), we obtain
\[
\frac{1}{2} \frac{d}{dt} \left( \| \beta^{1/2} \Delta u_N \|_{L^2(\mathbb{R}^d)}^2 + \| \alpha^{1/2} \nabla u_N \|_{L^2(\mathbb{R}^d)}^2 \right) + \| \gamma \Delta u_N \|_{L^2(\mathbb{R}^d)}^2 = (f - \partial_t^2 u_N, -\Delta u_N) \leq \frac{1}{4\gamma^2} \| f - \partial_t^2 u_N \|_{L^2(\mathbb{R}^d)}^2 + \| \gamma \Delta u_N \|_{L^2(\mathbb{R}^d)}^2.
\]
Integrating the above equation from 0 to \( t \) and using the estimate (25), we obtain
\[
\| \Delta u_N \|_{L^2(\mathbb{R}^d)}^2 + \| \nabla u_N \|_{L^2(\mathbb{R}^d)}^2
\]
\[ \leq C \left( \| f \|_{L^1(0,T;L^2(\mathbb{R}^d))}^2 + \| u_0 \|_{H^2(\mathbb{R}^d)}^2 + \| w_0 \|_{H^2(\mathbb{R}^d)}^2 \right). \]

By letting \( N \to \infty \), we obtain from the above estimate and (25) that
\[ \| \partial_t^2 u \|_{L^\infty(0,T;L^2(\mathbb{R}^d))} + \| \partial_t u \|_{L^\infty(0,T;H^1(\mathbb{R}^d))} + \| u \|_{L^\infty(0,T;H^2(\mathbb{R}^d))} \]
\[ + \| \partial_t^2 u \|_{L^2(0,T;H^1(\mathbb{R}^d))} \]
\[ \leq C \left( \| f \|_{H^1(0,T;L^2(\mathbb{R}^d))}^2 + \| u_0 \|_{H^2(\mathbb{R}^d)} + \| w_0 \|_{H^2(\mathbb{R}^d)} \right). \]

(26)

We next show the higher regularity result and for the sake of simplicity, assume that \( \alpha, \beta, \gamma \) are constants. In particular, we have the following result:

**Theorem 4** Assume \( \alpha, \beta, \gamma \) are constants, let \( u \) be the solution of (8), if \( u_0 \in H^{k+2}(\mathbb{R}^d) \), \( w_0 \in H^{k+2}(\mathbb{R}^d) \), \( f \in H^1(0,T;H^k(\mathbb{R}^d)) \), \( k \geq 0 \), then
\[ \| \partial_t^2 u \|_{L^2(0,T;H^k(\mathbb{R}^d))} + \| \partial_t u \|_{L^2(0,T;H^{k+1}(\mathbb{R}^d))} + \| u \|_{L^2(0,T;H^{k+2}(\mathbb{R}^d))} \]
\[ + \| \partial_t^2 u \|_{L^2(0,T;H^{k+1}(\mathbb{R}^d))} + \| \partial_t u \|_{L^2(0,T;H^{k+2}(\mathbb{R}^d))} \]
\[ \leq C \left( \| f \|_{H^1(0,T;H^k(\mathbb{R}^d))} + \| u_0 \|_{H^{k+2}(\mathbb{R}^d)} + \| w_0 \|_{H^{k+2}(\mathbb{R}^d)} \right). \]

(27)

**Proof** Taking \( v = (-1)^k \partial_t \nabla^{2k} \tilde{u}_N \), \( k \geq 1 \) in (24), we obtain
\[ \frac{1}{2} \frac{d}{dt} \left( \| \partial_t \nabla^{k} \tilde{u}_N \|_{L^2(\mathbb{R}^d)}^2 \right) + \| \nabla^{k+1} \tilde{u}_N \|_{L^2(\mathbb{R}^d)}^2 \]
\[ + \beta \| \partial_t \nabla^{k+1} \tilde{u}_N \|_{L^2(\mathbb{R}^d)}^2 \]
\[ = (f_t, \partial_t \nabla^{k+1} u_N) \leq C(\beta) \| f_t \|_{H^{k-1}(\mathbb{R}^d)}^2 + \frac{\beta}{2} \| \partial_t \nabla^{k+1} u_N \|_{L^2(\mathbb{R}^d)}^2. \]

Integrating the above equation from 0 to \( T \), we have
\[ \| \partial_t \nabla^{k} \tilde{u}_N \|_{L^\infty(0,T;L^2(\mathbb{R}^d))}^2 + \| \nabla^{k+1} \tilde{u}_N \|_{L^\infty(0,T;L^2(\mathbb{R}^d))}^2 \]
\[ + \gamma \| \nabla^{k+1} \tilde{u}_N \|_{L^2(0,T;L^2(\mathbb{R}^d))}^2 \]
\[ + 2\alpha \| \partial_t \nabla^{k} \tilde{u}_N \|_{L^2(0,T;L^2(\mathbb{R}^d))}^2 + \beta \| \partial_t \nabla^{k+1} \tilde{u}_N \|_{L^2(0,T;L^2(\mathbb{R}^d))}^2 \]
\[ \leq C \left( \| f_t \|_{L^2(0,T;H^{k-1}(\mathbb{R}^d))}^2 + \| \nabla^{k+1} \tilde{u}_0 \|_{L^2(\mathbb{R}^d)}^2 + \| \nabla^{k} \tilde{w}_0 \|_{L^2(\mathbb{R}^d)}^2 \right), \]

which leads to
\[ \| \partial_t^2 \nabla^{k} u_N \|_{L^\infty(0,T;L^2(\mathbb{R}^d))}^2 + \| \partial_t \nabla^{k+1} u_N \|_{L^\infty(0,T;L^2(\mathbb{R}^d))}^2 \]
\[ + \| \partial_t^2 \nabla^{k+1} u_N \|_{L^2(0,T;L^2(\mathbb{R}^d))}^2 \]
\[ \leq C \left( \| f_t \|_{L^2(0,T;H^{k-1}(\mathbb{R}^d))}^2 + \| f(\cdot,0) \|_{H^k(\mathbb{R}^d)}^2 + \| \nabla^{k+2} u_0 \|_{L^2(\mathbb{R}^d)}^2 \right) \]
\[ + \| \nabla^{k+2} u_0 \|_{L^2(\mathbb{R}^d)}^2. \]

(28)

Using the same argument for \( \tilde{u}_N \) to \( u_N \), we obtain the following estimate
\[ \| \partial_t \nabla^{k} u_N \|_{L^\infty(0,T;L^2(\mathbb{R}^d))}^2 + \| \nabla^{k+1} u_N \|_{L^\infty(0,T;L^2(\mathbb{R}^d))}^2 \]
\[ + \| \partial_t \nabla^{k+1} u_N \|_{L^2(0,T;L^2(\mathbb{R}^d))}^2 \]
\[ \leq C \left( \| f \|_{L^2(0,T;H^{k-1}(\mathbb{R}^d))}^2 + \| \nabla^{k+1} u_0 \|_{L^2(\mathbb{R}^d)}^2 + \| \nabla^{k} w_0 \|_{L^2(\mathbb{R}^d)}^2 \right). \]

(29)
We put the above two estimates together as follow:
\[
\| \partial_t^2 u_N \|_{L^\infty(0,T; H^k(\mathbb{R}^d))} + \| \partial_t u_N \|_{L^\infty(0,T; H^{k+1}(\mathbb{R}^d))} + \| u_N \|_{L^\infty(0,T; H^{k+2}(\mathbb{R}^d))} \\
+ \| \partial_t^2 u_N \|_{L^2(0,T; H^{k+1}(\mathbb{R}^d))} + \| \partial_t u_N \|_{L^2(0,T; H^{k+2}(\mathbb{R}^d))} \\
\leq C \left( \| f \|_{H^1(0,T; H^k(\mathbb{R}^d))} + \| u_0 \|_{H^{k+2}(\mathbb{R}^d)} + \| u_0 \|_{H^{k+2}(\mathbb{R}^d)} \right).
\]
Then the estimate (27) follows by letting \( N \to \infty \).

**4 Error Estimates**

We show in this section the convergence of the Hermite spectral Galerkin approximation.

Let us denote the errors as follows:
\[
e_N = u - u_N = \xi_N + \eta_N, \quad \xi_N = \tilde{N} u - u_N, \quad \eta_N = u - \tilde{N} u.
\]
We have the following error estimate for the Hermite spectral Galerkin approximation.

**Theorem 5** Let \( u \) and \( u_N \) be the solutions of the weak problem (8) and the Hermite spectral Galerkin problem (10), respectively. Assume \( u_0 \in \hat{B}_\mu (\mathbb{R}^d), \ w_0 \in \hat{B}_\nu (\mathbb{R}^d), \ u(t) \in L^2 \left( 0, T; \hat{B}_\xi (\mathbb{R}^d) \right), \partial_t u(t) \in L^2 \left( 0, T; \hat{B}_{\dot{\mu}} (\mathbb{R}^d) \right), \) \( \frac{1}{2} \partial_t^2 u(t) \in L^2 \left( 0, T; \hat{B}_{\dot{\mu}} (\mathbb{R}^d) \right), \) \( \frac{1}{2} \partial_t^2 u(t) \in L^2 \left( 0, T; \hat{B}_{\dot{\mu}} (\mathbb{R}^d) \right) \) \( t \geq 0, q, s > 1, p, \mu, \nu, \tau > 0, \) then there holds the following error estimate:
\[
\| \partial_t e_N \| + \| e_N \|_{H^1(\mathbb{R}^d)} \leq N^{-\frac{q}{2}} | \partial_t^2 u(N^\frac{1}{2}) |_{L^2(0,T; \hat{B}_p (\mathbb{R}^d))} + N^{-\frac{1}{2q}} | \partial_t u(N^\frac{1}{2}) |_{L^2(0,T; \hat{B}_q (\mathbb{R}^d))} \\
+ N^{-\frac{1}{2}} | \partial_t u(N^\frac{1}{2}) |_{L^\infty(0,T; \hat{B}_\xi (\mathbb{R}^d))} + N^\frac{1}{2q} | u(N^\frac{1}{2}) |_{L^2(0,T; \hat{B}_\xi (\mathbb{R}^d))} \\
+ N^{\frac{1}{2}} | u(N^\frac{1}{2}) |_{L^\infty(0,T; \hat{B}_\xi (\mathbb{R}^d))} + N^{-\frac{s}{2}} | u_0(N^\frac{1}{2}) |_{\hat{B}_s (\mathbb{R}^d)} + N^{-\frac{q}{2}} | u_0(N^\frac{1}{2}) |_{\hat{B}_s (\mathbb{R}^d)}
\]
for all \( t > 0. \) Here and below \( \| \cdot \| \) denotes for the standard \( L^2 \) norm.

**Proof** We derive from (8) and (10) that
\[
A(u - u_N, v) = 0, \quad \forall v \in V_N,
\]
where \( A(\cdot, \cdot) \) is defined in (9). Consequently, we have
\[
A(\xi_N, v) = -A(\eta_N, v), \quad \forall v \in V_N.
\]
By taking \( v = \partial_t \xi_N \) in (31), we get
\[
A(\xi_N, \partial_t \xi_N) = \frac{1}{2} \frac{d}{dt} \| \partial_t \xi_N \|^2 + \| \alpha^{\frac{1}{2}} \partial_t \xi_N \|^2 + \| \beta^{\frac{1}{2}} \partial_t \nabla \xi_N \|^2 + \frac{1}{2} \frac{d}{dt} \| \nabla \xi_N \|^2,
\]
where \( \alpha = \alpha_Q, \beta = \beta_Q, \) and \( Q = 0, \) respectively.
Therefore, the following estimate follows by using the Gronwall’s inequality, we obtain

\[
A(\eta, \partial_t \xi) = (\partial_t^2 \eta, \partial_t \xi) + (\alpha \partial_t \eta, \partial_t \xi) + (\beta \partial_t \nabla \eta, \partial_t \nabla \xi)
+ (\gamma \nabla \eta, \partial_t \nabla \xi) \\
\leq \epsilon_1 \|\partial_t \xi\|^2 + C(\epsilon_1)\|\partial_t^2 \eta\|^2 + \epsilon_2 \|\partial_t \xi\|^2 + C(\epsilon_2)\|\partial_t \eta\|^2 \\
+ \epsilon_3 \|\partial_t \nabla \xi\|^2 + C(\epsilon_3)\|\partial_t \nabla \eta\|^2 \\
+ \epsilon_4 \|\partial_t \nabla \xi\|^2 + C(\epsilon_4)\|\nabla \eta\|^2. 
\]  

(33)

Set \( \epsilon_1 + \epsilon_2 = \alpha, \ \epsilon_3 + \epsilon_4 = \beta \), then by combining the above two equations, and using estimate (7), we obtain

\[
\frac{d}{dt}(\|\partial_t \xi\|^2 + \|\nabla \xi\|^2) \leq C(\|\partial_t^2 \eta\|^2 + \|\partial_t \eta\|^2 + \|\partial_t \nabla \eta\|^2 + \|\nabla \eta\|^2) \\
\leq C(N^{-p}\|\partial_t^2 u\|_{B_p(\mathbb{R}^d)}^2 + N^{1-q}\|\partial_t u\|_{B_q(\mathbb{R}^d)}^2 + N^{1-r}\|u\|_{B_{r}(\mathbb{R}^d)}^2),
\]

where \( C \) is a constant independent of \( N \). Integrating the above equation from 0 to \( t \), we obtain

\[
\|\partial_t \xi\|^2 + \|\nabla \xi\|^2 \leq N^{-p}\|\partial_t^2 u\|_{L^2(0,T; B_p(\mathbb{R}^d))}^2 + N^{1-q}\|\partial_t u\|_{L^2(0,T; B_q(\mathbb{R}^d))}^2 \\
+ N^{1-r}\|u\|_{L^2(0,T; B_r(\mathbb{R}^d))}^2 + N^{-\mu}\|u_0\|_{B_p(\mathbb{R}^d)}^2 + N^{-\nu}\|w_0\|_{B_r(\mathbb{R}^d)}^2.
\]

Therefore, the following estimate

\[
\|\partial_t e_N\|^2 + \|\nabla e_N\|^2 \leq N^{-p}\|\partial_t^2 u\|_{L^2(0,T; B_p(\mathbb{R}^d))}^2 + N^{1-q}\|\partial_t u\|_{L^2(0,T; B_q(\mathbb{R}^d))}^2 \\
+ N^{1-r}\|u\|_{L^2(0,T; B_r(\mathbb{R}^d))}^2 + N^{-\mu}\|u_0\|_{B_p(\mathbb{R}^d)}^2 + N^{-\nu}\|w_0\|_{B_r(\mathbb{R}^d)}^2 \\
+ N^{-\gamma}\|\partial_t u\|_{L^\infty(0,T; B_r(\mathbb{R}^d))}^2 + N^{1-s}\|u\|_{L^\infty(0,T; B_r(\mathbb{R}^d))}^2.
\]

(34)

follows by using the triangle inequality and the projection property. To obtain the estimate (30), we are left to estimate \( \|e_N(t)\| \). Note that

\[
\frac{d}{dt}\|e_N(t)\|^2 \leq 2\|e_N(t)\|\|\partial_t e_N(t)\| \leq \|e_N(t)\|^2 + \|\partial_t e_N(t)\|^2.
\]

Then using the Gronwall’s inequality, we obtain

\[
\|e_N(t)\| \leq C\|\partial_t e_N(t)\|.
\]

Consequently, the estimate (30) follows by the estimate (34).

**Remark 2** If a function \( v \) decays sufficiently fast at infinity, then \( \|v\|_{H^k(\mathbb{R}^d)} \approx \|v\|_{B_k(\mathbb{R}^d)}, \ k \geq 0 \). Therefore, if \( u, \partial_t u, \partial_t^2 u \) decay sufficiently fast at infinity, \( \alpha, \beta, \gamma \) are sufficiently smooth, and \( f \in H^1(0,T; H^k(\mathbb{R}^d)), u_0 \in H^{k+2}(\mathbb{R}^d), w_0 \in H^{k+2}(\mathbb{R}^d) \), in view of the estimates (27), we observe that the estimate (30) is reduced as

\[
\|\partial_t e_N\| + \|e_N\|_{H^1(\mathbb{R}^d)} \leq N^{-\frac{k+1}{2}} \left( \|f\|_{H^1(0,T; H^k(\mathbb{R}^d))} + \|u_0\|_{H^{k+2}(\mathbb{R}^d)} + \|w_0\|_{H^{k+2}(\mathbb{R}^d)} \right).
\]

(35)
5 Implementation and Numerical Examples

In this section, we shall briefly give the implementation details, and then present several numerical examples to demonstrate the proposed algorithm.

5.1 Implementation

Now let us give the details of the implementation. We first consider the space discretization. Let

$$\Phi_j(x) = \prod_{k=1}^{d} \phi_{jk}(x_k), \quad j_k = 0, 1, \ldots, N,$$

where $j = (j_1, \ldots, j_d)$ and $N$ is the number of modes used for each direction. Here we use the same number of modes in each direction for the sake of simplicity. Let $N_b = (N + 1)^d$, and $j = 1, \ldots, N_b$ go over the indexes of $j$. Then $\{\Phi_j(x)\}_{j=1}^{N_b}$ form a set of basis functions for $V_N$. We expand the numerical approximation $u_N$ as

$$u_N(x, t) = \sum_{j=1}^{N_b} \hat{u}_j(t) \Phi_j(x).$$  \hfill (36)

By setting $v = \Phi_i(x)$ ($i = 1, \ldots, N_b$) and using the formulation (36), we can rewrite (10) into the following linear system

$$M \frac{d^2}{dt^2} \hat{U}(t) + M_\alpha \frac{d}{dt} \hat{U}(t) + S_\beta \frac{d}{dt} \hat{U}(t) + S_\gamma \hat{U}(t) = F(t),$$  \hfill (37)

where the mass matrix $M$ and weighted mass matrix $M_\alpha$ are given by

$$M_{ij} = (\Phi_j, \Phi_i), \quad M_{\alpha,ij} = (\alpha \Phi_j, \Phi_i),$$

and the weighted stiffness matrices $S_\beta$ and $S_\gamma$ are given by

$$S_{\beta,ij} = (\beta \nabla \Phi_j, \nabla \Phi_i), \quad S_{\gamma,ij} = (\gamma^2 \nabla \Phi_j, \nabla \Phi_i),$$

and

$$F(t) = [(f, \Phi_1), \ldots, (f, \Phi_{N_b})]^T, \quad \hat{U}(t) = [\hat{u}_1(t), \ldots, \hat{u}_{N_b}(t)]^T.$$

For the computation of the mass and stiff matrices, the explicit forms can be found in [24, Section 7.2] if $\alpha, \beta, \gamma$ are all constants. Otherwise, if $\alpha, \beta, \gamma$ are variable coefficients, to obtain the matrices $M_\alpha$, $S_\beta$ and $S_\gamma$, we use the Gauss-Hermite quadrature. The $n$-point Gauss-Hermite rule in $\mathbb{R}$ reads as

$$\int_{\mathbb{R}} e^{-x^2} f(x) dx \approx \sum_{k=1}^{n} \omega_k f(x_k),$$

where $x_k, \omega_k$ ($k = 1, 2, \ldots, n$) are the Hermite Gauss quadrature points and weights, respectively, see [24, Section 7.2.2].

Now we introduce the time discretization for solving the resulting linear system (37). To get a globally high-order accurate scheme in time, here we would like to employ the third-stage strong stability preserving (SSP) Runge–Kutta (RK) method (see [10]) for the ordinary
differential system (37). To this end, an auxiliary variable \( \widehat{V}(t) \) is first introduced for (37) to get the following first-order system:
\[
\begin{align*}
\frac{d}{dt} \widehat{U}(t) &= \widehat{V}(t), \\
\frac{d}{dt} \widehat{V}(t) &= A \widehat{U}(t) + B \widehat{V}(t) + \widehat{F}(t),
\end{align*}
\]
where \( A = -M^{-1}S\gamma, \) \( B = -M^{-1}(M\alpha + S\beta) \) and \( \widehat{F} = M^{-1}F. \)

Assume that the time interval is discretized as: \( t_{n+1} = t_n + \Delta t_n, \ n = 0, 1, 2, \cdots, \) where \( \Delta t_n \) is the time step size at \( t = t_n. \) Let \( u^n \) and \( v^n \) be the approximations to \( u(\cdot, t^n) \) and \( v(\cdot, t_n), \) then the third-stage SSP-RK method is used for the time discretization as follows:

Stage 1:
\[
\begin{align*}
\widehat{U}^{(1)} &= \widehat{U}^n + \Delta t_n \widehat{V}^n, \\
\widehat{V}^{(1)} &= \widehat{V}^n + \Delta t_n \left( A \widehat{U}^n + B \widehat{V}^n + \widehat{F}^n \right).
\end{align*}
\]

Stage 2:
\[
\begin{align*}
\widehat{U}^{(2)} &= \frac{3}{4} \widehat{U}^n + \frac{1}{4} \left( \widehat{U}^{(1)} + \Delta t_n \widehat{V}^{(1)} \right), \\
\widehat{V}^{(2)} &= \frac{3}{4} \widehat{V}^n + \frac{1}{4} \left( \widehat{V}^{(1)} + \Delta t_n \left( A \widehat{U}^{(1)} + B \widehat{V}^{(1)} + \widehat{F}^{(1)} \right) \right).
\end{align*}
\]

Stage 3:
\[
\begin{align*}
\widehat{U}^{n+1} &= \frac{1}{3} \widehat{U}^n + \frac{2}{3} \left( \widehat{U}^{(2)} + \Delta t_n \widehat{V}^{(2)} \right), \\
\widehat{V}^{n+1} &= \frac{1}{3} \widehat{V}^n + \frac{2}{3} \left( \widehat{V}^{(2)} + \Delta t_n \left( A \widehat{U}^{(2)} + B \widehat{V}^{(2)} + \widehat{F}^{(2)} \right) \right).
\end{align*}
\]

### 5.2 Numerical Examples

In the following, we present several numerical examples to test the accuracy of the Hermite spectral Galerkin method and to problem the behavior of the solutions to problem (1).

**Example 1** Accuracy tests with smooth initial conditions and source term in the one-dimensional case. We consider the 1D diffusive-viscous wave equation with \( \alpha = \beta = \gamma = 1 \) and different initial conditions and source functions:

(i) \( f = 0, \ u(x, 0) = e^{-x^2}, \ u_t(x, 0) = -e^{-x^2}. \)
(ii) \( f = e^{-x^2}[(1 - 4x^2) \sin t + (3 - 4x^2) \cos t], \ u(x, 0) = 0, \ u_t(x, 0) = e^{-x^2}. \)

The above two problems have exact solutions \( u(x, t) = e^{-x^2-t} \) and \( u(x, t) = e^{-x^2} \sin t \) respectively. We compute the numerical solutions with the spectral method and the third-stage SSP Runge–Kutta method (\( \Delta t_n = 10^{-4} \)) until the final time \( T = 1. \) The degree of the space approximation is \( N. \) The numerical errors are measured by two different norms (\( L^2 \) and \( L^\infty). \) We also show the errors in semi-log scale in Fig. 1 for the cases (i) and (ii). We observe that the expected exponential convergence rates are obtained.

**Example 2** Accuracy tests with smooth initial conditions and source term in the two-dimensional case. We compute the 2D diffusive-viscous wave equation with \( \alpha = \beta = \gamma = 1 \) and consider the following two cases:
Example 1: Convergence of the $L^2$ and $L^\infty$ errors for the solutions

\[(i)\] \[f = 0, \quad u(x, y, 0) = e^{-(x^2+y^2)}, \quad u_t(x, y, 0) = -e^{-(x^2+y^2)}.\]

\[(ii)\] \[f = e^{-(x^2+y^2)}[(3 - 4x^2 - 4y^2) \sin t + (5 - 4x^2 - 4y^2) \cos t], \quad u(x, y, 0) = 0, \quad u_t(x, y, 0) = e^{-(x^2+y^2)}.\]

For the above two problems, the exact solutions are given by $u(x, y, t) = e^{-(x^2+y^2)-t}$ and $u(x, y, t) = e^{-(x^2+y^2)} \sin t$, respectively. The degrees of the space approximation is $N \times N$. Set $\Delta t_n = 10^{-4}$, we compute the numerical approximations until $T = 0.5$. The errors are again measured by two different norms ($L^2$ and $L^\infty$). We also plot the convergence of the errors in semilog scale in Fig. 2 showing again that the spectral accuracy with respect to $N$ is obtained.

We next show the sharpness of the error estimate by considering an non-smooth function $f$.

**Example 3** Accuracy tests with non-smooth source term in the one-dimensional case. Here we consider the 1D problem with $\alpha = \beta = \gamma = 1$ and the initial conditions and source
Example 3: Convergence of the $H^1$ errors for the solutions

function are taken as:

$$u(x, 0) = u_t(x, 0) = 0, \quad f(x, t) = x^\mu e^{-x^2 \cos(t)}.$$  

For the above problem, we set $\mu = 1/3$ and $\mu = 4/3$, respectively. The expected convergence rates of $\|e\|_{H^1(\mathbb{R})}$ are almost $11/12$ and $17/12$, respectively, according to the estimate (35). The numerical simulation is implemented with the present Hermite spectral method and the third-stage SSP Runge–Kutta method ($\Delta t_n = 10^{-4}$) until the final time $T = 0.5$. Since we don’t have the exact solution, we take the numerical solutions obtained with $N = 500$ as the “reference solution” to compute the numerical errors and consequent the convergence rates. The result concerning the convergence of the $H^2$-error is shown in Fig. 3. We observe that the convergence rates are coincide with the theoretical results.

Example 4 Wave propagation within homogeneous medium. In this test, we present the problem describing the wave propagation with the homogeneous medium. For the diffusive-viscous wave Eq. (1), we set the parameters as $\alpha = 1, \beta = 0.01$ and $\gamma = 20$. A Ricker wavelet with dominant frequency of 15Hz located at $(x_0, y_0) = (10, 10)$ is used to generate the vibration. The source function is taken as follows

$$f(x, y, t) = g(x, y)h(t),$$  

where

$$g(x, y) = e^{-(x-x_0)^2+(y-y_0)^2}, \quad h(t) = [1 - 2 (\pi f_0(t - t_0))^2] e^{-(\pi f_0(t - t_0))^2}$$  

with the dominant frequency $f_0 = 15$ and the time delay $t_0 = 0.05$.

We use the present algorithm to numerically solve this model. The time step size is taken as $\Delta t = 10^{-4}$ and degrees of the space approximation is $N \times N$. We show the time evolution of the diffusive-viscous wave in Fig. 4. Observe that the wave propagates outward isotropically from the source center $(x_0, y_0)$. We further compare the cross sections of the numerical
Example 4: Contours of the numerical approximations at time $T = 0.005$, $0.1$, $0.3$, $0.5$ with $N = 200$ solutions at the line $y = x$ for $T = 0.005$, $0.1$, $0.3$, $0.5$ with $N = 100$ and $N = 200$ in Fig. 5 to verify the convergence of our numerical method. It can be seen that the one-dimensional profiles match very well. Moreover, we notice that the wave front has propagated out of the fixed domain $[0, 20]^2$ (here only for showing the solution) at the time $T = 0.5$. This means that we cannot obtain accurate solutions for a long time within a fixed bounded domain, e.g. $[0, 20]^2$, if homogeneous boundary conditions are used. Furthermore, we would like to remark here that in our computation we shift the computational domain to fit the physical domain since the Gauss-Hermite quadrature points are centered at $(0,0)$.

Example 5 Wave propagation within heterogeneous media. Now we consider the wave propagation within two different media. The parameters are set as

$$(\alpha, \beta, \gamma) = \begin{cases} (1.0, 0.02, 15.6), & \text{if } y \leq 16.5, \\ (2.5, 0.05, 20.4), & \text{if } y > 16.5. \end{cases}$$
Fig. 5 Comparison of the cross sections of the numerical solutions at $y = x$, at $T = 0.005, 0.1, 0.3, 0.5$. The results corresponding to red solid lines are obtained by using $N = 200$ while the results corresponding to blue dash-dotted lines with the circle symbol are obtained by using $N = 100$.

The source function is defined as that in (38) and (39) with $(x_0, y_0) = (15, 15)$, $f_0 = 20$ and $t_0 = 0.05$.

The time step size is again taken as $\Delta t = 10^{-4}$ and degrees of the space approximation is $N \times N$. We present the time evolution of the diffusive-viscous wave in Fig. 6. We observe that initially the wave propagates isotropically from the source center $(x_0, y_0)$ until it reaches the interface of these different two media (before $T = 0.15$). Then at a later time the wave fronts propagate at different speeds within these two media. We also present the cross sections of the numerical solutions at the line $x = 17$ for $T = 0.15, 0.4, 0.6, 0.8$ with $N = 150$ and $N = 300$ in Fig. 7 to verify the convergence of our numerical method. It can be seen that the one-dimensional profiles match very well. Again, it can be observed that the wave fronts have propagated out of the given domain $[0, 30]^2$ at the time $T = 0.8$. For this case, suitable boundary conditions must be applied when the problem is simulated in a bounded domain, otherwise truncation errors or boundary reflections may destroy the numerical solutions. However, this issue is resolved by using the proposed method since we directly simulate the model in natural unbounded domains. Noting that in this model, the center of the physical
domain is (15,15) which does not match the Gauss-Hermite quadrature points centered at (0,0), so we need to shift the computation domain to fit the quadrature rule in the simulation.

6 Concluding Remarks

Diffusive-viscous wave equations arising in geophysics are naturally developed in unbounded domains. A truncated domain is usually needed to numerically solve the diffusive-viscous wave equations. However, this introduces nonphysical reflections or truncation errors. To resolve this issue, we directly consider diffusive-viscous wave equations in unbounded domains in this paper. In particular, we analyzed the existence and uniqueness of the weak solution and show the regularity in terms of the initial conditions and the source term. We further developed a high accuracy Hermite spectral Galerkin scheme for diffusive-viscous wave equations, and then derived the error estimate for the Hermite spectral Galerkin method. We
Fig. 7 Example 5: Comparison of the cross sections of the numerical solutions with $x = 17$, at $T = 0.15, 0.4, 0.6, 0.8$. The results corresponding to red solid lines are obtained by using $N = 300$ while the results corresponding to blue dash-dotted lines with the circle symbol are obtained by using $N = 150$.

demonstrated the theoretical result and verified the sharpness of the error estimate using both smooth and non-smooth functions $f$. We further provided several numerical examples with constant as well as discontinuous coefficients to demonstrate the present algorithm showing that the present method can resolve the boundary truncation and artificial reflection issues.
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