Quasienergy description of the driven Jaynes-Cummings model
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We analyze the driven resonantly coupled Jaynes-Cummings model in terms of a quasienergy approach by switching to a frame rotating with the external modulation frequency and by using the dressed atom picture. A quasienergy surface in phase space emerges whose level spacing is governed by a rescaled effective Planck constant. Moreover, the well-known multiphoton transitions can be reinterpreted as resonant tunneling transitions from the local maximum of the quasienergy surface. Most importantly, the driving defines a quasienergy well which is nonperturbative in nature. The quantum mechanical quasienergy state localized at its bottom is squeezed. In the Purcell limited regime, the potential well is metastable and the effective local temperature close to its minimum is uniquely determined by the squeezing factor. The activation occurs in this case via dressed spin flip transitions rather than via quantum activation as in other driven nonlinear quantum systems such as the quantum Duffing oscillator. The local maximum is in general stable. However, in presence of resonant coherent or dissipative tunneling transitions the system can escape from it and a stationary state arises as a statistical mixture of quasienergy states being localized in the two basins of attraction. This gives rise to a resonant or an antiresonant nonlinear response of the cavity at multiphoton transitions. The model finds direct application in recent experiments with a driven superconducting circuit QED setup.
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I. INTRODUCTION

Damped nonlinear classical oscillators can display rather nontrivial features when they are modulated by an external time-dependent driving force. The simplest example is the classical Duffing oscillator, for which a quartic nonlinearity extends the harmonic potential such that the static potential still remains monostable. Adding a periodic modulation generates several dynamical stable states and the role of environmental fluctuating forces becomes particularly intriguing at the bifurcation points. Close to the fundamental resonance, the classical Duffing oscillator displays two stable states of large and small oscillation amplitudes. Environmental fluctuations can induce transitions between the two states and the scaling property of the probability of an activated escape from such a metastable state near the bifurcation point can be determined.

For the corresponding quantum Duffing oscillator, two inherently quantum mechanical effects can contribute to the escape from the metastable forced state over the effective quasienergy barrier. One mechanism is dynamical tunneling in the quasienergy surface, which leads at low temperatures to a sharp increase of the transition probabilities near the classical bifurcation point (determined in the quasiclassical approximation). In addition, quantum activation occurs which even at zero temperature leads to an effective diffusion over the quasienergy barrier induced by the environmental quantum fluctuations. At a first instance, this effect might appear somewhat counterintuitive, but one has to bear in mind that energy absorption in the environment can increase the system’s quasienergy, this quantity being defined in a rotating frame. It has been shown that the escape is always over the barrier (of activation type), provided that the broadening of the quasienergy levels, induced by the environment, exceeds the corresponding coherent tunneling rate. Other driven nonlinear quantum systems, such as the parametrically driven Duffing oscillator or modulated large-spin systems show quantum activated behavior as well. In this regime, there is a separation of time scales. After the fast intrawell relaxation processes have occurred, the system occupies a quasiclassical state, which is metastable. From this, it can escape by rare interwell transitions that eventually would lead to the other metastable state.

In the opposite limit, when tunneling transitions noticeably contribute, the separation of time scales is not well defined and a mixture of all quasienergy states forms the stationary state. This is the case when a resonant coherent excitation induces a population of a multiphoton quasienergy state, as shown for the Duffing oscillator. Since the quasienergy states oscillate with different phases with respect to the external modulation, a resonant or antiresonant response of the oscillator to the modulation may occur at a multiphoton transition. Which type arises, is determined by the dominant stationary population of the involved quasienergy state and thus depends also on the parameters of the environment. These lineshape properties around a multiphoton (anti)resonance are connected with a resonantly enhanced escape in form of resonant dynamical tunneling, which shows up as resonant tunneling peak in the switching rate. Enhanced peaks are associated with resonant line shapes, while reduced peaks go with an antiresonance.

Recently, we have shown that a dynamical bistabil-
ity also occurs in the setup of a driven linear resonator coupled to a quantum two-level system (driven circuit quantum electrodynamics (QED) set-up). The system is conveniently modeled by the Jaynes-Cummings (JC) model, which is extended by a driving term. The static Jaynes-Cummings model was originally studied to describe the interaction of a two-level atom and a single quantized electromagnetic field mode and has an inherent nonlinearity since the splitting of the vacuum Rabi resonance depends on the number \( N \) of photons in the resonator as \( \sqrt{N+1} \). Already its undriven dynamics has many interesting facets, including Rabi oscillations, collapses and revivals of quantum states, quantum squeezing, quantum entanglement, \( \text{Schrödinger cat} \) and Fock states, and photon antibunching. It also finds applications beyond quantum optical set-ups, namely in nanocircuit architectures, such as Cooper pair boxes, superconducting flux qubits, Josephson junctions, and semiconductor quantum dots. In particular, the latter setups allow to explore the regime of strong qubit-resonator coupling as the resonator is typically formed by a nanoscale on-chip transmission line. In addition, strong driving allows to access the regime of nonlinear response.

These experiments based on quantum state engineering with superconducting circuits were accompanied by progress in theory, based on the adoption of the undriven JC model to the particular experimental situations. In addition, the model has been extended by an additional time-dependent modulation term, mimicking the effect of rf fields applied either to the qubit or to the oscillator part. The more general case of \( N \) two-level atoms strongly coupled to a driven optical cavity has been considered in Ref. 24 for the case of weak driving fields and non-classical features in the photon correlation function have been identified.

The driven Jaynes-Cummings model has recently found an experimental realization in form of a superconducting transmon qubit device. The transmitted heterodyne signal has been used as a measure of the amplitude of the stationary oscillations of the oscillator position. It has allowed to study for the first time the supersplitting of each vacuum Rabi peak which reflects transitions between the groundstate and the first/the second excited state of the undriven Jaynes-Cummings spectrum. Their energy difference is \( 2 \hbar g \), where \( g \) is the interaction strength of the qubit and the harmonic mode. In addition, for stronger driving, the excitation of discrete multiphoton transitions up to a photon number of \( N = 5 \) has been observed. The measurements have been analyzed by accurate numerical simulations. An effective two-level approach which involves the vacuum and the one-photon dressed state has been used to describe the vacuum Rabi splitting. Moreover, the characteristic \( \sqrt{N} \) spacing of the involved energy levels has been demonstrated. At resonance, the system is coherently excited to a \( N \)-photon state. The relaxation occurs via subsequent dissipative transitions, generating eventually a steady state which involves a mixture of many quantum states and which renders a two-level description inappropriate.

In this paper, we complement our brief account of Ref. 12 by a comprehensive theoretical analysis of the driven Jaynes-Cummings model in the deep quantum regime of few photons in the resonator. Motivated by the failure of perturbation theory for arbitrary small intensity of the driving, we carry on an alternative approach. The transformation to the frame rotating with the frequency of the external driving yields to a description in terms of quasienergy levels and states. Discrete multiphoton transitions arise at avoided quasienergy level crossings. Furthermore, we obtain the Hamiltonian in the dressed state basis in form of two quasienergy surfaces, one of which shows bistability. This description allows to interpret the multiphoton transitions as tunneling transitions in the bistable quasienergy surface. On the other hand, the region of the spectrum for which perturbation theory fails can be studied by means of a harmonic expansion of the quasienergy surface around its global minimum. As already mentioned in Ref. 12, the lowest quasienergy state is a quantum squeezed state with the squeezing parameter being a function of the ratio of qubit-oscillator coupling and driving strength. In turn, this state of lowest quasiennergy has sub-Poissonian statistics. To complete the picture, we present the analysis of the corresponding dissipative dynamics for the cases when both the qubit and the oscillator are damped. In presence of resonant multiphoton transitions, the interplay of tunneling and dissipation results in a stationary state which consists of a statistical mixture of several quasienergy states. Together with the levels involved in the respective multiphoton/tunneling transition, also the levels around the global minimum may have a large weight in the mixture. We show that the stationary occupation probability of the state with lowest quasienergy governs the lineshape of the nonlinear response yielding to resonant or antiresonant characteristics. As opposed to other anharmonic oscillators, the activation out of the global minimum is not dominantly triggered by quantum activation, but instead by dissipative spin-flips (i.e., transitions between the two quasienergy surfaces). For Purcell-limited devices and away from a multiphoton transition, this is the slowest dissipative process and the corresponding rate can be computed by diagonalizing the Liouville operator numerically. Finally, we discuss the generic features of damped driven nonlinear oscillators in the deep quantum regime.

II. COHERENT DYNAMICS IN THE STRONG COUPLING REGIME

We consider a state-of-the-art circuit or optical cavity QED set up in the strong coupling regime. The cavity is driven by an external periodically time-dependent field. We note that this naturally im-
plies the coupling to external modes which intrinsically renders the atom-cavity system an open quantum system. However, the strong coupling regime is characterized by an atom-cavity coupling which dominates over all dissipative processes. In this limit, intrinsically coherent phenomena play a crucial role and the dissipative processes can be considered as small perturbation. Hence, in order to lay the basis for the weakly damped, dissipative dynamics, we first focus on the coherent dynamics of the atom-cavity system. This paves the way to the full analysis of the open system which will be carried out in Section IV. Hence, at this stage it is not necessary to restrict oneself to a specific configuration, e.g., a one- vs. a two-sided cavity or an circuit vs. an optical cavity.

We model the cavity as a harmonic oscillator with frequency \( \omega_r \) which is characterized by the the ladder operators \( a \) and \( a^\dagger \) and which is coupled with strength \( g \) to a qubit, modeling an (artificial) atom with two only relevant quantum states, with equal resonant frequency. The qubit is described in terms of the Pauli operators \( \sigma_j=\sigma_x,\sigma_y,\sigma_z \) and the oscillator is modulated by a (classical) time-dependent field with frequency \( \omega_{ex} \) and field strength \( f \). The total Hamiltonian thus reads (\( \hbar=1 \))

\[
H = \omega_r \left( a^\dagger a + \frac{\sigma_z}{2} + \frac{1}{2} \right) + g \left( a^\dagger a \right) \sigma_x \\
+ f \left( a^\dagger a \right) \cos \omega_{ex} t.
\]

In the frame rotating with \( \omega_{ex} \) and for the detuning \( \delta \omega \equiv \omega_r - \omega_{ex}, \) \( g, f \ll \omega_r \), we perform a rotating-wave approximation (RWA) \(^{26} \) and obtain the Hamiltonian of the driven JC model as

\[
H = \delta \omega \left( a^\dagger a + \frac{1}{4} \sigma_+ \sigma_- \right) + \frac{g}{2} \left( a^\dagger \sigma_- + a \sigma_+ \right) + \frac{f}{2} \left( a^\dagger a \right),
\]

with \( \sigma_\pm = \sigma_x \pm i \sigma_y \). Formally, the undriven JC model has the quasienergies (\( n = 1, 2, \ldots \))

\[
\epsilon_0 = 0, \quad \epsilon_{n,\pm} = n \delta \omega \pm g \sqrt{n},
\]

which follow from diagonalization of the Hamiltonian in Eq. (2) for \( f = 0 \). The quasienergy states can be expressed in the product basis of oscillator eigenstates \( \{ |n \rangle \} \) and qubit eigenstates \( \{ |g \rangle, |e \rangle \} \) as

\[
|\phi_0 \rangle = |0, g \rangle, \quad |\phi_{n,-} \rangle = \frac{1}{\sqrt{2}}(|n-1, e \rangle - |n, g \rangle) \\
|\phi_{n,+} \rangle = \frac{1}{\sqrt{2}}(|n-1, e \rangle + |n, g \rangle).
\]

We will refer to the two latter as dressed n-photon or Fock states with two spin directions \( \pm \). The 0–photon quasienergy level crosses the \( N \)-photon level at

\[
\delta \omega = \pm g / \sqrt{N}
\]

(for spin \( \mp \) respectively). For \( f \neq 0 \), the crossings turn into avoided crossings. At such an anticrossing, the zero-photon state \( |\phi_0 \rangle \) and the \( N \)-photon dressed state \( |\phi_{N,\pm} \rangle \) display Rabi oscillations with the Rabi frequency \( \Omega_N \) given by the minimal splitting of the two quasienergy levels. These Rabi oscillations represent the \( N \)-photon transitions. In order to have well separated resonances, we consider here the strong coupling regime \( g \gg f \). There, one would naively expect that standard perturbation theory in the driving \( f \) (and its generalization to quasidegenerate levels at resonance) would yield a correct description of all the quasienergy states which are relevant in the low energy dissipative dynamics considered in Section IV. However, in the remainder of this section we will show that for \( \delta \omega \) of the order \( \sqrt{fg} \) standard perturbation theory with respect to \( f \) fails to describe the lowest quasienergy part of the spectrum. In Section IV we will show that in fact all the quasienergy states play an important role in the dissipative dynamics close to a multiphoton resonance in the stationary state.

A first illustration of the breakdown of perturbation theory can be obtained by numerically diagonalizing the Hamiltonian in Eq. (2). We use the Hilbert space spanned by the first 100 dressed Fock states for each spin orientation. The result for the quasienergy spectrum for \( g = 0.026 \omega_r \) and \( f = 0.004 \omega_r \) is shown in Fig. 1. We note that we focus on positive detuning \( \delta \omega > 0 \), since the opposite case trivially follows from \( \delta \omega \rightarrow -\delta \omega \) and \(|\phi_{n,\pm} \rangle \rightarrow \exp[-i \pi a^\dagger a] |\phi_{n,\pm} \rangle \) yielding \( H \rightarrow -H \). From Eq. (3) it is clear that a signature of the validity of standard perturbation theory in the driving amplitude \( f \) is a constant slope of the quasienergy levels \( \epsilon_{n,\pm} \) as a function of \( \delta \omega \). When the quasienergy splitting between two states is small, i.e., of the order of \( f \), the two levels are to be considered quasidegenerate and an avoided crossing might occur. We clearly observe these patterns almost everywhere in the spectrum, even for levels corresponding to a large photon number that would appear in the region of large quasienergies not shown in Fig. 1. The notable exception is the region of small quasienergy and small detuning. There, the slope of the levels with small quasienergies is not constant and no clear avoided level crossing appears. This clearly points to a breakdown of
perturbation theory in $f$ and it is easy to carry out a
heuristic argument for this feature as follows.

Let us consider $\varepsilon_{n-}$ as a continuous function of $n$,
which is zero for $n = 0$. It has a minimum $\varepsilon_{\text{min}} = -g^2/(2\delta \omega)$ at $n_{\text{min}} = g^2/(4\delta \omega^2)$ and vanishes again for $n = g^2/\delta \omega^2$. Moreover, $g^2/\delta \omega^2$ can be regarded as the
number of states in the quasienergy interval $\varepsilon_{\text{min}} < \varepsilon < 0$.
The average quasienergy spacing $\bar{\varepsilon}$ in this interval is thus
$
\epsilon_{\text{min}} \approx \sqrt{\frac{\delta \omega}{2}}.
$
Moreover it is clear that the levels tend to accumulate close to the minimum and that $\bar{\varepsilon}$ overestimates the local level spacing there. The matrix elements of the
driving term in this region are of the order $\sqrt{n_{\text{min}} f}$. We can conclude that the driving term is no longer a per-
turbation in the lowest energy part of the spectrum if
	\[ f \gg g. \]

This rough estimate is confirmed by the numerical data. In fact, for $f = 0.004 \omega_r$
and $g = 0.026 \omega_r$ as in Fig. 1 we find $\sqrt{f/g} \approx 0.01$, which

correspond approximately to the region where the slope of the levels in not constant.

III. QUASIENERGY LANDSCAPE AND
DYNAMICAL BISTABILITY

Motivated by the failure of ordinary perturbation the-
y, we next formulate a different perturbative approach.

For this, it is convenient to switch to the picture of
dressed qubit states, formally achieved by the unitary
transformation

$$ R = \exp \left[ \frac{-3\pi}{8\sqrt{a^+a + \sigma_+\sigma_-/4}} (a^+\sigma_- - a\sigma_+) \right]. \tag{6} $$

It maps the JC eigenstates Eq. 1 into product states

according to

$$ |0, g\rangle \rightarrow |0, g\rangle, \quad |\phi_{n-}\rangle \rightarrow |n, g\rangle, \quad |\phi_{n+}\rangle \rightarrow -|n - 1, g\rangle. $$

The purpose of this transformation is that the undriven
JC Hamiltonian becomes diagonal in the qubit Hibert
space and assumes the form

$$ \tilde{H} = |\delta \omega| \left( a^+a + \frac{1}{4}\sigma_+\sigma_- \right) + g\sigma_z \sqrt{a^+a + \frac{1}{4}\sigma_+\sigma_-}, \tag{7} $$

while the ladder operators remain unaffected to lowest
order in the photon number, i.e.,

$$ a = R^\dagger aR = a + O(n^{-1/2}). \tag{8} $$

The expression for $a$ follows by expanding the matrix elements

$$
\langle ng | a | mg \rangle = \langle ng | R^\dagger a R | mg \rangle = \langle \phi_{n-} | a | \phi_{m-} \rangle = f_+(n) \delta_{n+1,m-}, \nonumber
$$

$$
\langle ng | a^\dagger | me \rangle = \langle ng | R^\dagger a R | me \rangle = \langle \phi_{n-} | a^\dagger | \phi_{m+} \rangle = f_-(n) \delta_{n+1,m+}, \tag{9}
$$

with $f_\pm(n) = (\sqrt{n} \pm \sqrt{n+1})/2$. Note that $f_-(n)$ is
typically small, e.g., for $n = 1$ (it is the largest case),

$$ f_-(1) \approx -0.2 $$

and it approaches zero as $-1/(4\sqrt{n})$. On the other hand, $f_+(n) \sim \sqrt{n} + O(1/\sqrt{n})$. This also illustrates that only higher order terms depend on spin
flipping operators. Hence, it follows that both the driving
and the coupling to the bath induce spin flips, but
only as higher order processes.

Next, we introduce the rescaled rotating quadrature

$$ \mathcal{X} = \sqrt{\frac{\lambda}{2}} (a^\dagger + a), \quad \mathcal{P} = i \sqrt{\frac{\lambda}{2}} (a^\dagger - a), \tag{10} $$

with $\lambda = |\delta \omega|^2/g^2$. Note that the terms neglected in Eq. 6 are of higher order in $\lambda$. By plugging the ro-
tating quadrature into the transformed Hamiltonian Eq.
and neglecting all higher order terms, we obtain

$$ \tilde{H} \approx \delta \omega \lambda^{-1} Q(\mathcal{X}, \mathcal{P}) $$

with

$$ Q(\mathcal{X}, \mathcal{P}) = \sqrt{\frac{\lambda}{2}} (\mathcal{X}^2 + \mathcal{P}^2 + \sigma_z \sqrt{\mathcal{X}^2 + \mathcal{P}^2} + f \sqrt{2g}\mathcal{X}). \tag{11} $$

Eventually, rescaling the time by $\tau = 1/\delta \omega$, yields the effective Schrödinger equation

$$ i\lambda \frac{\partial \psi}{\partial \tau} \approx Q(\mathcal{X}, \mathcal{P}) \psi. \tag{12} $$

with the commutator $[\mathcal{X}, \mathcal{P}] = i\lambda$ (which follows from the definition in Eq. 11). Thus, we can interpret $\lambda$ as a reescalred effective Planck constant, $\mathcal{X}$ and $\mathcal{P}$ as canonicallly conjugated operators and $Q(\mathcal{X}, \mathcal{P})$ as two quasienergy surfaces in phase space for the two opposite
dressed spin orientations. They are visualized in Fig. 2.

The quasienergy surface for the dressed spin $g (\sigma_z = -1)$

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2}
\caption{3D plot of the quasienergy surfaces $Q(\mathcal{X}, \mathcal{P})$ for $\mathcal{P} > 0$ and $f/g = 0.154$ (Note that this yields an effective temperature of $T_{\text{eff}} = 0.65$, see text). The quasienergy surface for the dressed spin orientation $g (\sigma_z = -1)$ is bistable and is shown as a density plot as well. In the density plot, the oriented black solid line indicates the separatrix between the two domains of attraction.}
\end{figure}
has the overall shape of a Mexican hat. The drive induces a finite tilt of the surface, generating a saddle point at $P_{\text{sad}} = 0$ and $X_{\text{sad}} = (1 - f/g)/\sqrt{2}$ and a separatrix, shown in the density plot in Fig. 2 as the oriented black solid line. It divides the surface into three domains: i) a potential well around the quasienergy minimum at $P_{\text{min}} = 0$ and $X_{\text{min}} = -1 + f/g)/\sqrt{2}$, ii) an internal dome around the inner maximum at $X = 0$, $P = 0$ and, iii) an external surface. For quasienergies lying above the saddle point and below the maximum, there are orbits coexisting on the domains ii) and iii) and thereby define a dynamical bistability. The surface for the opposite dressed spin orientation $\sigma_z = +1$ is less interesting monotonous function and is shown in the 3D plot in Fig. 2.

When the motion is quantized, the (quasi-)energy levels become discrete. For small $\lambda$, we expect the dynamical behaviour to be semiclassical and we can associate each quasienergy level to an allowed orbit. In principle, a full WKB treatment is possible but it goes beyond the scope of this paper. In order to illustrate the semiclassical features of the driven Jaynes-Cummings model, we show the quasienergy levels (rescaled by $\lambda/\delta \omega$) as a function of $\lambda$ in Fig. 3. They are obtained by numerically diagonalizing the complete Jaynes-Cummings Hamiltonian.

We can associate the levels below the quasienergy saddle point $Q(X_{\text{sad}}, 0) = -(1 - f/g)^2/4$ (indicated in Fig. 3 as a green dotted line) to orbits localized in the quasipotential well. Notice that close to the minimum $Q(X_{\text{min}}, 0) = -(1 + f/g)^2/4$, the orbits are approximately equally spaced and they become denser while approaching the saddle point. In fact, semiclassically the level spacing is given by $\lambda \omega(q)$, where $\omega(q)$ is the classical orbit frequency for the (rescaled) quasienergy $q$. Close to the quasienergy minimum the potential is harmonic and $\omega(q)$ varies slowly while close to the saddle point, it tends quickly to zero.

For energies above the saddle point and below the maximum, we can associate the quasienergy levels with orbits in the internal dome and in the external surface. The orbit with vanishing quasienergy corresponds to an orbit close to the quasienergy maximum. For certain discrete values of $\lambda$, an orbit on the external surface might have vanishing quasienergy as well. Hence, we can interpret the multiphoton transitions, which occur at the resulting avoided level crossings, as tunneling transitions between two states in the internal dome and the external well, respectively. In the limit of $g \gg f$, we can read off the resonant tunneling condition from the perturbative result in Eq. (11), yielding the condition for $N$-photon transitions to be $\lambda = 1/N$. More tunneling transitions for negative quasienergy are indicated by the orange circle in Fig. 3.

Above the minimum no avoided level crossing is present, several exact crossings (not shown) appear instead. The corresponding orbits have opposite dressed spin and do not show level repulsion because the two quasienergy surfaces are effectively decoupled.

\begin{align}
\text{A. Quasienergy states at the well bottom}

\text{Next, we study the spectrum close to the bottom of the quasienergy well quantitatively. In fact, as it turns out, the states localized in this region play an important role in the stationary dissipative dynamics close to a multiphoton transition.}

\text{The most simple approach consists in expanding the quasienergy in Eq. (11) close to its minimum. In this region, the quasienergy surface is to lowest order harmonic and follows}

\begin{align}
Q(X, P) = Q(X_{\text{min}}, P_{\text{min}}) + \frac{1}{2m_{\text{eff}}} (P - P_{\text{min}})^2 + \frac{1}{2} m_{\text{eff}} \omega^* (X - X_{\text{min}})^2, \tag{13}
\end{align}

\text{with effective mass $m_{\text{eff}} = (f + g)/f$ and with frequency $\frac{1}{f} = \sqrt{f/(f + g)}$. When the zero point energy $\lambda \omega^*/2$ is much smaller than the quasienergy well depth $\Delta Q \equiv Q(X_{\text{sad}}, P_{\text{sad}}) - Q(X_{\text{min}}, P_{\text{min}}) = f/g$, only a few quasienergy states are localized in the well. The harmonic expansion yields the quasienergies}

\begin{align}
E_n = \delta \omega \lambda^{-1} \left[ Q(X_{\text{min}}, 0) + \lambda \omega^* \left( n + \frac{1}{2} \right) \right], \tag{14}
\end{align}

\text{which are determined up to $O(\lambda^2 \omega^2)$. They are shown in Fig. 3 as red dashed lines and they almost coincide with the exact results for small $\lambda$.}

\text{Up to leading order in $\lambda$, the corresponding wave functions are given by}

\begin{align}
|\psi_n^*\rangle = R^{-1} \frac{\hbar^{\text{min}}}{\sqrt{n!}} D(X_{\text{min}}) S(r^*) |0\rangle g. \tag{15}
\end{align}
They are obtained by applying to the vacuum: i) the squeezing operator \( S(r^*) = \exp [r^*(a^2 - a^d)]/2 \) with squeeze factor
\[
r^* = \frac{\ln[\text{max}(\omega^*)]}{2} = \frac{\ln[1 + g/f]}{4},
\]
ii) the translation \( D(\lambda_{\text{min}}) = \exp [iP \lambda_{\text{min}}/\lambda] \) to the minimum, iii) the creation operator \( b^\dagger = a^\dagger \cosh r + a \sinh r - e^{r} \lambda_{\text{min}}/\sqrt{2} \lambda, \) and iv) \( R^{-1} \) to return to the bare qubit picture. With this, one can compute the Fock-state representation \( |\text{Q}\rangle \) of the quasienergy states and all expectation values at leading order.

### B. Quantum squeezed state and sub-Poissonian statistics

Of particular interest is the state \( |\psi_0^*\rangle \) at the bottom of the quasienergy well. It is defined, when the zero point energy \( \omega_0/2 \) is smaller than the quasienergy depth \( \Delta Q = f/g, \) corresponding to the region \( \delta \omega < g \sqrt{f/g} \) (= 0.016 for the parameters used in Fig. [1]). Note that the analytical result for \( E_0 \) in Eq. (14) almost coincides with the exact one in this region. Most importantly, \( |\psi_0^*\rangle \) exists for any finite driving (providing that the detuning is small enough), and is clearly absent in the undriven case. In fact, for \( f = 0 \), the tilt of the quasienergy surface vanishes and no quasienergy well is developed. This illustrates further that simple perturbation theory fails for arbitrary small driving close to zero detuning and improves the estimate of the critical detuning below which it breaks down.

For weak but finite driving, the well is still very shallow in the momentum direction, allowing for large momentum fluctuations of a state confined in it. For increasing driving, the well becomes deeper and more symmetric. Hence, \( |\psi_0^*\rangle \) is amplitude squeezed and the squeezing decreases for increasing driving, as it can also be read off from Eqs. (15) and (16).

As a consequence, \( |\psi_0^*\rangle \) has also sub-Poissonian statistics and shows photon antibunching. This can be seen by computing its average photon number \( \bar{n}^* = \langle \psi_0^* | n |\psi_0^* \rangle \) and its variance \( (\Delta n^*)^2 = \langle \psi_0^* | (n - \bar{n}^*)^2 |\psi_0^* \rangle \) by means of Eq. (15). We find
\[
\bar{n}^* = \frac{\lambda_{\text{min}}^2}{2\lambda} = \frac{(f + g)^2}{4\delta \omega^2},
\]
and
\[
(\Delta n^*)^2 = e^{-2r^*} \bar{n}^* = e^{-2r^*} \frac{(f + g)^2}{4\delta \omega^2}.
\]
Thus, in the semiclassical limit \( \lambda \to 0 \), the 2-photon correlation function becomes
\[
g^{(2)}(0) \equiv 1 + \frac{(\Delta n^*)^2 - \bar{n}^*}{\bar{n}^*} < 1,
\]
Note that the above formulas can be regarded only as leading-order estimates, because they are of order \( 1/\lambda \) and other finite contributions are not taken into account.

Here, we did not include the Fock representation of the semiclassical states because it is rather cumbersome and scarcely illuminating for the purpose of this work. However, it is important to keep in mind that the semiclassical states are a superposition of dressed Fock states with a given dressed spin orientation and photon number \( n \) of the order of \( \bar{n} \), given in Eq. (17). For the discussion of the dissipative dynamics below, we remark that close to a \( N \)-photon transition, all the dressed Fock states that contribute significantly to the superposition correspond a photon number \( n < N \) with negative quasienergies, \( \varepsilon_{n+N} < 0 \).

Finally, we note that the Golden Rule estimate for the rate for coherent spin flip transitions yields zero, because no overlap between the quasienergy states localized in the well (which has negative quasienergy \( E_n < 0 \)) and that with opposite spin (which has positive quasienergy \( \varepsilon_{n+} > 0 \)) exists.

In this work we consider identical resonant frequencies for the qubit and the cavity. However close to the quasienergy minimum the effect of a finite detuning \( \delta = \omega_q - \omega_c \) of the resonant frequencies \( \omega_q \) and \( \omega_c \) for the qubit and the cavity might be negligible even if the circuit cavity QED is in the dispersive regime when few photons are present. The detuning \( \delta \) induces an additional term \( \delta^2/\lambda/(4g^2) \) inside the square root in Eq. (11). This further contribution is negligible close to the well bottom, if \( \delta^2/\lambda/g^2 \ll 2\lambda_{\text{min}}^2 = (1 + f/g)^2 \). Note that this condition can be fulfilled even if \( \delta \gg f, g \) as in Refs. [34, 35]. In this references, the state \( |\psi_0^*\rangle \) has been denoted as bright state.

### C. Dark state and multiphoton transitions

Another state playing a key role in the dissipative dynamics is the state obtained by starting in the JC ground-state \( |0, g\rangle \) and by adiabatically switching on the driving. This is the state with zero quasienergy and is shown as blue dotted-dashed line in Fig. 3. We denote it as \( |0(f)\rangle \). It is naturally favored by photon leaking, the most important dissipation channel in many set-ups. For weak driving, it has vanishing average photon number and therefore it is not accurately described by our semiclassical approach.

This state has been investigated in Ref. [36] for \( \delta \omega = 0 \). It is a squeezed state which tends to follow the driving by rotating its spin by the angle \( \theta \equiv \arcsin f/g \) around the \( \theta \) axis and squeezing its amplitude fluctuations with squeezing factor \( r_0 = -[\ln(1 - f^2/g^2)]/2g \). Note that, as opposed to \( r^* \) (the squeezing factor of \( |\psi^*\rangle \)), \( r_0 \) increases for increasing driving. In addition, it has super-Poissonian statistics and shows photon bunching.
In fact,
\[ \tilde{n}_0 \equiv \langle 0(f) | n | 0(f) \rangle_f = \sinh^2 r_0, \]
\[ (\Delta n_0)^2 \equiv \langle 0(f) | (n - \tilde{n}_0)^2 | 0(f) \rangle_f = 2 \cosh^2 r_0 \sinh^2 r_0 \]
and the 2-photon correlation function is
\[ g^{(2)}(0) \equiv 1 + \frac{(\Delta n)^2 - \tilde{n}}{\tilde{n}^2} > 1. \]

Since it is not possible to diagonalize analytically the driven JC Hamiltonian for \( \delta \omega = 0 \), a systematic perturbation theory in \( \delta \omega \) is not possible. Fortunately, for weak driving, we can rely on perturbation theory in the driving \( f \) to study this state. Away from a multiphoton transition, i.e., for \( \lambda \approx 1/N \), the corresponding multiphoton state is a superposition of \( |0(f)\rangle \) and a semiclassical state \( |N(f)\rangle \), which exists on the external part of the quasienergy surface. This state is obtained by starting from a dressed state \( |\phi_{N+}\rangle \) \((|\phi_{N-}\rangle\) for \( \delta \omega > 0 \)) and switching on adiabatically the driving. The states \( |0(f)\rangle \) and \( |N(f)\rangle \) display Rabi oscillations. The corresponding Rabi frequencies can be computed by means of Van Vleck perturbation theory as
\[ \Omega_1 = \frac{f}{\sqrt{2}}, \quad \Omega_2 = \sqrt{2} \frac{f^2}{g}, \quad \Omega_3 = \frac{3^{1/2} f^3}{24} g^2 \cdots \]

We do not give the general formula because it is rather cumbersome and scarcely illuminating. In fact, it is derived assuming that perturbation theory is valid everywhere in the spectrum, which is generally not true, not even for \( f \ll g \). Our approach does not allow a fully-fledged semiclassical calculation of the Rabi frequency. Nevertheless, one main advantage is that it describes very elegantly how the physical quantities are rescaled while the effective Planck constant changes. With this, we postulate that the Rabi frequency follows as
\[ \Omega_N \sim \exp[-S(f/g)/\lambda] = \exp[-NS(f/g)]. \]

with \( S(f/g) \) being an unknown function of \( f/g \) and \( \sim \) indicating logarithmic precision.

**IV. DISSIPATIVE DYNAMICS**

State-of-the-art nanocircuit QED set-ups\cite{15,16,18,25} are characterized by weak damping, implying large quality factors of the order of \( Q \sim 10^4 - 10^5 \) and qubit dephasing and relaxation times \( (T_1^* \text{ and } T_2) \) being large compared to the timescale \( T_\tau = 2\pi/\omega_r \), governing the system dynamics. For instance, for the transmon architecture reported in Ref.\cite{23} \( T_{1,2} \sim 1 \text{ms} \) and \( T_r \sim 1 \text{ns} \). For optical cavities, quality factors of \( Q \sim 10^{10} \) are possible\cite{29}. When decoherence and dissipation are induced by electromagnetic environmental fluctuations with a smooth spectral density and when all the time scales governing the different dissipative processes exceed typical bath-intrinsic correlation times, a Markovian dynamics is expected. The simplest Markovian master equation (MME) for the reduced density operator \( \rho(t) \) of the qubit-plus-oscillator system is of Lindblad form and incorporates oscillator relaxation, qubit dephasing and qubit relaxation. Its standard form is given by \( \dot{\rho} = \mathcal{L}[\rho] \), with the Liouvillian
\[ \mathcal{L}[\rho] \equiv -i[H, \rho] + \kappa D[\sigma^-/2] + \frac{\gamma_\omega}{2} D[\sigma_z], \]

where \( D[O] \) is the Lindblad damping superoperator \( D[O] \equiv ([O_\rho, O_\rho^\dagger] + [O_\rho^\dagger, O_\rho])/2 \). The three damping terms describe: i) the photon leaking out of the oscillator at rate \( \kappa \), ii) intrinsic qubit relaxation at rate \( \gamma_\omega \), and iii) pure qubit dephasing at rate \( \gamma_\phi \). This phenomenological master equation follows by modelling the environment as three independent harmonic baths, each held at thermal equilibrium at the same temperature \( T_\gamma \), provided that \( \hbar \kappa, \hbar \gamma_\omega, \hbar \gamma_\phi \ll k_B T, \hbar \omega_r \). In Eq. (26), we have implicitly assumed a one-sided cavity with a single input and a single output port, yielding a single dissipative channel for the cavity. For a detailed description of a nanocircuit and an optical set-up implementing this model, we refer the reader to Ref.\cite{23} and Ref.\cite{29}, respectively.

Moreover, one has to assume \( k_B T \ll \hbar \omega_r \). This condition together with the ordinary assumptions for the RWA \( (\delta \omega, g, f \ll \omega_r) \) implies that the environment acts as a perfect energy sink. However, quasienergy and not energy is the good quantum number for driven systems. Since the quasienergy is defined in a rotating frame, energy emission in a static frame (energy leaking into the environment) can appear as quasienergy absorption in the rotating frame. This leads to counterintuitive effects, such as the Unruh effect for a constantly accelerated relativistic system\cite{37} and quantum activation for the quantum Duffing oscillator\cite{38}. In the following, we will illustrate how our approach in terms of the quasienergy surface provides an intuitive physical insight into the dissipative dynamics even when many different quantum states are involved.

**A. Potential well escape: quantum activation vs. spin flips**

Away from any multiphoton transition and for \( g \gg f \), \( |0(f)\rangle \) is characterized by a vanishing average photon number. If the system acts as an energy sink, this state has an infinitely large lifetime because a photon cannot be emitted neither from the system nor from the environment. Hence, \( |0(f)\rangle \) will be dominantly populated in the
stationary state. Conversely, at a multiphoton resonance, the system can escape from the 0–photon state |0(f)⟩ via resonant tunneling to the dressed N–photon state |N(f)⟩. Subsequent relaxation causes the energy to leak out from the system via transitions to states with lower quasienergies. This leads to the occupation of all the quasienergy states with negative quasienergies. In fact, these states are a superposition of dressed Fock states with photon number n < N, as detailed in the previous section. Hence, when δω < g√f/g, energy leaking leads to the occupation of those quasienergy states which are localized in the quasienergy well.

From the basin of attraction of the quasienergy minimum, the system can escape either i) by climbing up the quasienergy well by quantum activation, or ii) by means of a spin flip transition. In fact, only one of the two dressed spin states is confined. Hence, after a spin flip transition the system can quickly decay to the dark state. The rate Γα for quantum activation is suppressed exponentially with the number Nω of states in the quasienergy well, following Γα ∝ κe−cNω. Note that the constant κ depends on the precise shape of the quasienergy surface, but not on the rescaled Planck constant λ, whereas Nω obviously depends on λ (which governs the level spacing) according to Nω ∝ 1/λ. Hence, spin flip transitions are the dominant escape channel when λ is small.

The stationary state is a statistical mixture of all those quasienergy states with negative quasienergy, if the overall rate of escape from the quasipotential well is of the same order as the rate of escape from the state |0(f)⟩. The latter is discussed in the next subsection.

B. Coherent vs. incoherent resonant dynamical tunneling

Driving may also induce resonant transitions between the qubit dressed states. To be more precise, we have to distinguish between the regimes of (A) coherent and (B) incoherent resonant dynamical tunneling. The borderline between these two regimes is determined by the ratio $\Omega_N/\Gamma_N$, where $\Omega_N$ is the Rabi frequency of the $N$–photon transition and $\Gamma_N$ is the inverse lifetime of the dressed $N$–photon state. The latter is of the order of the maximum of $N\kappa, \gamma_1, \gamma_\phi$.

(A) Coherent resonant dynamical tunneling is characterized by the decay rate of the dressed $N$–photon state being smaller than the Rabi frequency, $\Gamma_N < \Omega_N$. Then, the system coherently tunnels back and forth with the Rabi frequency $\Omega_N$ several times before it significantly relaxes with decay rate $\Gamma_N/2$. All the subsequent dissipative transitions occur on a time scale similar to $\Gamma_N$. Therefore, the stationary solution will be a statistical mixture of all the states with negative quasienergies. This is qualitatively different from the situation away from resonance where only the 0–photon state is significantly populated.

(B) Incoherent resonant dynamical tunneling occurs when the decay rate of the $N$–photon dressed state exceeds the Rabi frequency, $\Gamma_N > \Omega_N$. Then, the quasienergy level broadening is larger than the coherent splitting of the two quasienergy levels. The dressed $N$–photon state strongly fluctuates on a quasienergy range $\Gamma_N$ and with it the quasienergy difference to the 0–photon state. Tunneling occurs only for those splittings which do not exceed the Rabi frequency $\Omega_N$. This occurs with probability $\Omega_N/\Gamma_N$. When the two levels are quasi-degenerate, a tunneling event then happens with probability $\Omega_N$. For incoherent resonant dynamical tunneling, the total tunneling probability is just the product of the two. Hence, the system can escape from the 0–photon state |0⟩ with a small total rate $\Omega_N^2/\Gamma_N$. In the incoherent regime, again two situations can arise:

(B1) When no state is localized in the quasienergy well (which roughly occurs for $\delta\omega > g\sqrt{f/g}$, see above), i.e., when perturbation theory in the driving $f$ is valid, the lifetimes of all the states visited during the relaxation transition are of the same order, namely of the order of $\Gamma_N^{-1}$. This is given by the maximum of $\kappa^{-1}, \gamma_1^{-1}, \gamma_\phi^{-1}$. This, however, is in any case much smaller than the lifetime of the 0-photon state, given by $\Gamma_N/\Omega_N^2$ (remember that $\Gamma_N$ is suppressed exponentially with $N$). Thus, the 0-photon state is maximally populated.

(B2) In the second case, when several states are trapped in the quasienergy well (which occurs for $\delta\omega < g\sqrt{f/g}$), i.e., when the semiclassical description is necessary, the rate for quantum activation $\Gamma_a$ is exponentially small and can be of the order of $\Omega_N^2/\Gamma_N$. If also the spin flip rate is small, the state at the well bottom can become metastable. In this case, it is therefore possible that an overall small rate of incoherent resonant dynamical tunneling leads to a dramatic change in the stationary distribution as compared to the situation away from resonance, resembling the situation of coherent resonant dynamical tunneling. Note that, this will be the case only for the first few resonances. In fact the resonant escape from the dark state is suppressed exponentially with $N$, which is not the case for the spin flip escape from the bright state.

V. NONLINEAR RESPONSE IN THE STRONG COUPLING REGIME

Having discussed all required ingredients, we can next turn to the nonlinear response of the driven JC model, which can be characterized by the steady-state expectation value of the intracavity field operator related to

$$\langle a \rangle = \text{tr}(pa) = A e^{i\varphi} = \sum_{\alpha\beta} q_{\alpha\beta} a^\dagger a^\beta \alpha .$$

The indices $\alpha, \beta$ refer to the basis of eigenstates of the driven JC Hamiltonian in Eq. (2). In a one-sided cavity, its modulus $A$ is related to the transmitted amplitude
$A_{tv} \propto A$ and intensity $I_{tv} \propto A^2$ of the input signal in a heterodyne measurement set-up.

These quantities are directly accessible in the experiment. In the rotating frame, $\langle a \rangle < 0$ corresponds to an oscillation out of phase ($\varphi = \pi$) with respect to the drive, while the in-phase oscillation ($\varphi = 0$) is associated to $\langle a \rangle > 0$. Note that $\delta \omega \rightarrow -\delta \omega$ and $a_{\alpha\beta} \rightarrow a_{\beta\alpha}^\dagger$, since the unitary transformation $\exp[-i\omega t a] \rightarrow L^\dagger L$. Moreover, $a_{\beta\alpha} \rightarrow -a_{\alpha\beta}$ and all matrix elements are real.

We can conclude that the nonlinear response for $\delta \omega < 0$ follows trivially from the one for $\delta \omega > 0$ according to $\langle a \rangle \rightarrow -\langle a \rangle^*$, i.e., $A \rightarrow A$ and $\varphi \rightarrow \pi - \varphi$. In addition, due to the RWA, the master equation can be written in terms of the ratios $f/g, \kappa/g, \gamma\beta/g$ and $\lambda$ only. Thus, also $\langle a \rangle$ depends only on these quantities.

A straightforward numerical solution of the stationary limit $\dot{\rho}(t) = 0$ allows to numerically calculate the modulus $A$ as a function of the external modulation frequency $\omega_{ex}$. The result for experimentally realistic parameters is shown in Fig. 4. For weak modulation, two large fundamental (anti)resonances appear symmetrically with respect to $\omega_{ex} = \omega_r$, which mark the supersplitting of the vacuum Rabi resonance (in Fig. 4a, we show only the regime of $\omega_{ex} < \omega_r$). These largest resonances (which are in fact antiresonances) are associated to the 1-photon transitions. They can be described by an effective two-level model involving the 0- and the 1-photon state only. At resonance, both states are equally populated and oscillate with opposite phase. This overall yields zero response exactly at resonance. Slightly away from resonance, one of the two states is slightly more populated and a finite response arises. Further away from the resonance, the response again approaches zero as discussed above (see below for a quantitative evaluation). Hence, overall, the lineshape of an antiresonance arises. The 1-photon transitions are special situations since only two quasiequilibrium states are involved and no contributions of other quasiequilibrium states with smaller photon numbers exist. Increasing the modulation strength, further resonances and antiresonances appear, see Fig. 4(b) and c). The antiresonances turn into resonances when the driving is further increased.

In order to illustrate the underlying mechanism, we show another example of the modulus $A$ (Fig. 5a) and the phase $\varphi$ (Fig. 5b) of the oscillator response, together with the associated quasienergy spectrum (Fig. 5c) and the occupation probability $P^\ast$ of the state $|\psi_0\rangle$ with lowest quasienergy (Fig. 5d). For the solid lines in Fig. 5 we have chosen the same parameters as in the fits of Ref. 25. As it turns out, in this experiment, the qubit pure dephasing is negligible ($\gamma_{\phi} = 0$). We have also plotted (dashed lines) the case of pure Purcell dissipation (no intrinsic qubit relaxation $\gamma_\phi = 0$, only finite resonator damping).

First of all, we confirm that the resonances and antiresonances occur in correspondence with the avoided crossings in the spectrum. As already discussed in the previous section, in absence of resonant tunneling, i.e., away from any resonance, the occupation probability of the 0-photon state is close to one (under the conditions discussed above), i.e., $\rho_{00} \approx 1$. Then, from Eq. (21) follows that $\langle a \rangle \approx \rho_{00} = \langle 0(f) 0(0(f)) \rangle$, which is shown as red dashed line in Fig. 5a). The first antiresonance occurs for $\omega_{ex} = \omega_r - g$ and has already been discussed above. Figs. 5(b) also shows the $2-, 3-, 4-$photon resonances and the $5-, 6-$photon antiresonances. The overall phase of the stationary oscillations changes in presence of a resonance (Figs. 5b)), which points to a significant population of a state oscillating out of phase. In fact, the occupation probability $P^\ast$ of the state $|\psi_0\rangle$ with lowest quasienergy displays peaks at such resonant frequencies, see Fig. 5d).
This phenomenon is consistent with the picture of the dissipative dynamics drawn in the previous section. At a multiphoton resonance, in presence of coherent resonant dynamical tunneling or when the rate of incoherent resonant dynamical tunneling is of the order of the rate for an escape from the quasienergy well, a sizeable occupation probability of the states confined in the quasipotential well results. Those quasienergy states oscillate out of phase and with a large amplitude, yielding peaks in the nonlinear response and an overall out-of-phase response characteristics. In the opposite limit of incoherent resonant dynamical tunneling and when no deep quasienergy well exists (i.e., in the perturbative regime) or when the escape rate is smaller than the incoherent tunneling rate, the 0-photon state is again dominantly populated and a small but finite occupation probability of at least one state oscillating out of phase leads to a reduction of the resonant nonlinear response and thus to a dip in the line-shape, but does not necessarily change the phase. We note that the underlying mechanism is exactly the same as for the multiphoton transitions in the quantum Duffing oscillator.

VI. PURCELL-LIMITED SET UPS

The comparison of the solid and dashed lines in Figs. 3b, d) shows that a weak intrinsic coupling of the qubit to the environment does not change the underlying physics qualitatively. In particular, transmon qubits are Purcell-limited in the resonant regime. It is therefore interesting to consider the special case of pure Purcell dissipation $\gamma_1 = \gamma_0 = 0$. In this limit, the dissipative dynamics is governed by the simplified Liouville operator

$$\mathcal{L}[\rho] = -i[H,\rho] + \frac{\kappa}{2}(a\rho a^\dagger + [a,\rho a^\dagger]).$$

(28)

We distinguish between two different regimes: i) when only few photons are exchanged and no state is localized in the quasienergy well, a perturbative analysis (in the driving) is in order. ii) In the opposite case, our physical picture in terms of quasienergy surfaces is necessary to discuss the dissipative dynamics.

A. Small photon number: perturbative regime

When no state is localized in the quasienergy well and away from any multiphoton resonance, the quasienergy levels match the unperturbed result of Eq. (3) and the corresponding states can be identified with the dressed states $|\phi_n\rangle$.

Close to the $N$–photon resonance, two scenarios are possible, as discussed above: (A) coherent resonant dynamical tunneling (i.e., when the lifetime $\Gamma_N$ of the $N$–photon state $|\phi_{N+}\rangle$ is much smaller than the Rabi frequency $\Omega_N$), and, (B) incoherent resonant dynamical tunneling (i.e., when $\Gamma_N \gg \Omega_N$).

When the dynamical tunneling is coherent ($\Gamma_N \ll \Omega_N$), the system tunnels many times between the states $|\phi_0\rangle$ and $|\phi_{N-1}\rangle$ with period $2\pi/\Omega_N$ before it substantially decays to $|\phi_{N-1}\rangle$. The rate of this decay can be obtained in secular approximation as $\Gamma_N/2 = \kappa(N-1)/2$. Subsequent decays from $|\phi_{N-1}\rangle$ to $|\phi_{N-1}\rangle$ occur along the ladder $N-1 \rightarrow N-2 \rightarrow \ldots \rightarrow 1 \rightarrow 0$ with decay rates $D_{n-1,n-1} = (\sqrt{n} + \sqrt{n-1})^2/4$ for $n \neq 1$ and $D_{1,0} = \kappa/2$. Hence, the rate from the 1-photon to the 0-photon state is smallest. Note that the probability of a decay to a state with opposite dressed spin is small, i.e., $D_{n-1,n+1}/D_{n-1,n+1} \approx 1/[16n(n-1/2)]$. Thus, in this scenario, the occupation probability of $\rho_{11}$ is the largest. It can be computed (once the spin-flips are neglected) by straightforwardly solving the master equation, which yields

$$\rho_{11} = \left(1 + f_{1}^2(N) + \sum_{n=2}^{N-1} f_{n}^2(n) \right)^{-1},$$

(29)

where $f_{n}$ is defined below Eq. (30). Therefore, the contribution $\rho_{11} a_{11}$ with

$$a_{11} = \frac{f}{2(\varepsilon_1 - \varepsilon_2)} \cdot \frac{3 + 2\sqrt{2}}{4} + \frac{f}{4(\varepsilon_1 - \varepsilon_0)} \cdot \frac{3 - 2\sqrt{2}}{4}$$

(30)

is the largest in Eq. (27). For all multiphoton transitions with photon number $N < 6$, $\varepsilon_1 < \varepsilon_2$, $\varepsilon_0$, resulting in the contribution $\rho_{11} a_{11} < 0$ and thus in an overall stationary oscillation which is out of phase with the modulation.

In the example considered in Fig. 6 (with $f = 0.057g$, $\kappa = 0.0009g$, and $g = 0.007\omega_r$), this scenario is realized close to the 2–photon transition. The ratio between the 2–photon Rabi frequency $\Omega_2 = \sqrt{2}f^2/g$ and the lifetime of the 2–photon dressed state $\Gamma_2 = 3/2\kappa$ is $\Omega_2/\Gamma_2 = (2\sqrt{2}/3)f^2/(\kappa g)$. The tunneling is coherent. As expected, the overall behavior changes from an in-phase oscillation with amplitude $|a_{00}|$ (red dashed line in Fig. 6) to a larger out-of-phase oscillation of the order of $|a_{11}|$ (blue dotted line). Moreover, the occupation probability $\rho_{11}$ displays a peak (Fig. 6d), whose height is close to the approximate value computed in Eq. (27). It is represented as a blue star in Fig. 6d).

In the opposite limit of incoherent resonant dynamical tunneling ($\Gamma_N \gg \Omega_N$), the population of $|\phi_0\rangle$ is $\sim 1$, because relaxation to the 0–photon state is more efficient than any escape from there via tunneling. Dissipation then completely washes out the resonance, and the response is identical to that away from resonance and thus is in phase with the drive.

In the intermediate regime when $\Gamma_N \approx \Omega_N$, a small population $\rho_{11}$ emerges, contributing $\rho_{11} a_{11}$ with $a_{11} < 0$ given in Eq. (30), which is negative for $N < 6$ (in the perturbative regime). This also leads to a reduced response with an antiresonance. This scenario is realized close to the 3–photon transition in Fig. 6. In this case, the Rabi frequency is $\Omega_3 = (3^2/2^3)f^3/g^2$ and $\Gamma_3 = (5/2)\kappa$, so that $\Omega_3/\Gamma_3 = 0.24$. 


When several photons are contained in the resonator, a picture in terms of the dissipative semiclassical dynamics emerges. As will be shown below, a separation of relaxation time scales exists, which separates fast intrawell from slow interwell relaxation. We first focus on the intrawell dynamics. Close to the minimum, the wave functions are given by Eq. (15). We can compute the corresponding dissipative transition rates by plugging them into Eq. (28). In this limit, dissipative transitions occur only between nearest neighbors, with the rates \( D_{n-1,n} = \kappa_n \cosh^2 r \) and \( D_{n,n-1} = \kappa n \sinh^2 r \). Here, the detailed balance condition is fulfilled. Hence, when the system is initially in a state with a large photon number \( n \), it falls with large probability into the basin of attraction of the quasienergy minimum. This process constitutes intrawell relaxation. When furthermore damping is smaller than the intrawell level spacing, i.e., \( \kappa \ll g \omega^* \) (see Eq. (14)), detailed balance is retained and determines an effective Boltzmann distribution

\[
P^*_n = P^* e^{-n\beta_{\text{eff}}},
\]

with the effective inverse temperature \( \beta_{\text{eff}} = 2 \ln \coth r^* \) being defined in terms of the squeezing parameter \( r^* \). We emphasize that this link between effective temperature and squeezing can be generalized to any driven quantum system with a smooth quasienergy surface and coupled linearly to a bath (e.g., the linearly and the parametrically driven Duffing oscillator) and to a bath (e.g., the linearly and the parametrically driven Duffing oscillator).

On the large time scale, the system can escape from the basin of attraction of the quasienergy minimum with a small forward rate \( k_+ \). Overall there are two mechanism contributing to the escape: i) The system can climb up the quasienergy well by quantum activation. As already discussed in Section 14, the corresponding rate \( \Gamma_0 \) is suppressed exponentially, following \( \Gamma_0 \propto \kappa e^{-c/\lambda} \). Moreover, ii) the bath induces spin-flip transitions with rate \( \Gamma_1 \) even in absence of an intrinsic spin-bath coupling. This is a consequence of the dressing of the spin. From Eqs. (1) and (28), it follows that \( \Gamma_1 \propto \lambda \). Therefore, this mechanism is dominant for small \( \lambda \) and the rate \( k_+ \) vanishes according to \( k_+ \propto \lambda \). In real set-ups, a lower bound to \( k_+ \) is given by the small intrinsic couplings \( \gamma_1 \) and \( \gamma_0 \) of the spin to the bath.

Once the system has left the basin of attraction of the bright state \( |\psi^*_0\rangle \), it quickly decays to the dark state \( |0(f)\rangle \). From there, it can escape with a backward rate \( k_- \) on a large time scale. The stationary populations of the intrawell states, which oscillate out of phase, and the 0–photon state, which oscillates in phase with the modulation, are determined by the ratio \( k_-/k_+ \). Away from any resonance, photon leaking favors the 0–photon (dark) state and thus, the corresponding interwell relaxation is fast, i.e., \( k_+ \gg k_- \). Close to a resonance for \( \lambda = 1/N \) (N integer), if the driving is resonant or the incoherent resonant tunneling rate \( k_- = \Omega^2 R^2 / \Gamma N \) is of the same order of \( k_+ \), the response is qualitatively modified and the resonant-antiresonant transition is now governed by the ratio \( k_-/k_+ \).

Next, we complete our discussion with numerical results for a concrete example. In Fig. 7 we plot (a) the overall oscillation amplitude, (b) the overall phase, (c) the rescaled quasienergy spectrum, and (d) the occupation probabilities of the first three states \( |\psi^*_n\rangle \) \( (n = 0,1,2) \) at the well bottom as a function of the effective Planck...
constant $\lambda$. For $\lambda \approx 1/N$ ($N = 2, 3, 4, 5$), we observe a resonant out-of-phase response (see Figs. 7a and b), whereas for $\lambda \approx 1/6$, an antiresonance appears which is in phase with the modulation signal. For the same values of $\lambda$, the occupation probabilities of the states in the well display peaks, see Fig. 7d). The heights of the respective peaks are suppressed exponentially with $N$. According to the detailed balance condition in Eq. (31), the ratio of the probabilities for nearby states close to the bottom of the well is $\exp(-\beta_d)$. In fact, in logarithmic scale, the individual curves of the probabilities tends to be equidistant. The theoretical value for the gap between the curves is shown by the black double arrow, indicating that the agreement with Eq. (31) is also quantitative.

In order to underpin the drawn picture by more quantitative results, it is is helpful to consider the eigenvalues of the Liouville operator. For this, we start deep in the semiclassical regime, i.e., with small detuning. Here, a clear separation of time scales for the dissipative dynamics on the bistable quasienergy surface occurs. Well-defined energy wells with a large quasienergy barrier in between exist for small detuning and allow for a clear description in terms of a single relaxation rate (see also Ref. 39 for a comprehensive review). In this regime, we find a single eigenvalue $\Gamma$ which consists of the sum of $k_-$ and $k_+$, is real and much smaller than the real parts of all the other eigenvalues. This is shown in Fig. 8 as black solid line. In order to emphasize the role of bath induced spin-flips, we have also computed the smallest eigenvalue $\Gamma$ of the Liouvillean after removing those transition by hand from the master equation, see red dashed line in Fig. 8. For increasing $\lambda$, i.e., when $\lambda \gtrsim 0.25$, we enter a regime, where the separation of time scales is not so clearly expressed and $\Gamma$ becomes comparable to the real parts of the next three eigenvalues. The latter correspond to relaxation (one real eigenvalue) and to decoherence (a complex conjugated pair of eigenvalues), involving the pair of states $|\phi_{1+}\rangle$ and $|\phi_{0}\rangle$. We do not show them in the figure, but instead show the perturbatively determined values $\kappa/2$ (relaxation) and $\kappa/4$ (decoherence) out of resonance as dotted horizontal lines. The peaks in the total rate $\Gamma$ are due to resonant dynamical tunneling for $k_+$, as discussed in Section V. Due to the logarithmic scale, peaks in $\Gamma$ are only visible when $k_+$ is of the order or larger than the background value given by $k_-$.  

VII. CONNECTION TO OTHER MODELS

The analysis presented here can in general be extended to any driven nonlinear oscillator coupled bilinearly to a thermal bath. For example, the Duffing oscillator is characterized by two classical stable solutions with opposite oscillation phase. In the quantum regime, two quantum squeezed states correspond to them. For weak driving, the small-oscillation solution can be identified with the $0-$ photon quantum state. At low thermal energies, it is dominantly populated away from any resonance due to photons leaking into the bath. Thus, it can be regarded as stable in absence of any multiphoton transitions. However, this stable quasienergy state is associated to a relative quasienergy maximum, which is in direct contrast to the case of a static bistable potential. There, the lowest energy state is always the minimum of the true potential. At a multiphoton resonance, the zero-photon quasienergy state is no longer stable since excitations to a $N-$ photon state occur. Hence, it becomes metastable and generates a (anti-)resonance of the stationary oscillation. This behavior of the quantum Duffing oscillator has been already predicted\cite{9–11}, but the link to the semiclassical picture\cite{5,6} has not been drawn. Thus, the generic behavior of a driven damped nonlinear quantum oscillator includes dynamically generated metastable states from which the system cannot escape via thermal diffusion, quantum activation or dynamical tunneling. In the regime of many photons in the resonator, the escape rate of dynamical tunneling processes can be obtained in a classical description, while in the regime of only few photons (deep quantum regime), the escape can occur via resonant dynamical tunneling, leading to resonant multiphoton transitions. Depending on the ratio of the Rabi frequency and the lifetime of the multiphoton state, the resonant dynamical tunneling can be coherent (for large quality factors) or incoherent (for small quality factors). Depending on the phase of the associated multiphoton transitions, a resonant or an antiresonant nonlinear response may arise. Such a situation is also expected in a Josephson bifurcation amplifier\cite{40} operated in the deep quantum regime (note that all related experimental setups realized so far operate in the classical regime).

VIII. CONCLUSIONS

In conclusion, inspired by recent experiments, we have shown that a driven circuit QED setup can acquire a dynamical bistability. The relevant model to describe
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\includegraphics[width=\textwidth]{figure8}
\caption{Solid line: Smallest eigenvalue of the Lindblad master equation. Dashed red line: the same without dissipative spin flips. Dashed-dotted orange line: decay rate for $|\psi^\ast\rangle \rightarrow |\phi_{i+}\rangle$. Dotted lines correspond to $\kappa/2$ and $\kappa/4$.}
\end{figure}
this is the driven dissipative Jaynes-Cummings model for which we have analyzed its nonlinear response properties. We have shown that a quasienergy surface can be derived in a rotating frame picture which clearly shows two metastable basins of attraction. This picture is also convenient for studying the semiclassical limit. We have predicted the existence of a metastable quantum squeezed state in the semiclassical limit and have discussed a connection between effective local temperature at the bottom of the quasienergy well and the squeezing parameter. We have analyzed the escape mechanisms from the metastable states and found resonant dynamical tunneling, both in an incoherent and a coherent version. Our analysis adds another example to the series of nonlinear driven dissipative quantum systems with surprising and counterintuitive, but generic features. The thorough experimental investigation of these intrinsic quantum effects is an interesting prospect.
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