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Abstract: Interoperability plays an important role in Industry 4.0. Interoperability in the engineering process allows the automation of the engineering phase, reducing the human effort involved and the associated engineering costs. It improves the quality of the engineering process and its overall efficiency. Nevertheless, the diversity of available standards, devices, and systems leads to great levels of heterogeneity and makes it difficult to achieve the aforementioned interoperability. As the lack of interoperability increases, a generic solution to the problem is increasingly demanded by the industry. This paper approaches the interoperability problem from a service interface perspective. A novel approach is presented to address service interface heterogeneity. The proposed solution is based on service interface translation, which is achieved via the generation of service interfaces. A new system, the consumer interface generator system, has been designed and implemented to generate interface instances to solve the interoperability mismatches between service consumers and providers at runtime. In this paper, the autonomous consumer interface generation process, the system architecture, and the generated interface instance are described. The proposed approach has been validated through practical experimentation, including the implementation of a system prototype and a testbed.
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1. Introduction

The emergence of the Fourth Industrial Revolution, Industry 4.0, represents a major paradigm shift for manufacturing industry scenarios. Industry 4.0 focuses on the digitization and integration of all physical processes across the entire organization [1]. Decentralized manufacturing, far from the previous centrally controlled automation, enables smart factories to effectively handle growing complexities and increase production efficiency.

The Industrial Internet of Things (IIoT) and cyber-physical systems (CPSs) are attempts to make Industry 4.0 scalable, robust, flexible, and secure. The IIoT covers all aspects of networked intelligent manufacturing systems, including a wide range of application domains and user requirements. Nevertheless, to fully obtain the potential of these technologies, interoperability between heterogeneous systems is an essential requirement.

The diversity of available robots, IIoT devices and systems leads to great levels of heterogeneity and makes integration difficult. In addition, each solution provides its own IoT infrastructure, devices, APIs, and data formats, leading to interoperability issues. Interoperability can be understood as the seamless connection and communication of heterogeneous systems and software components. The lack of interoperability between platforms, systems, and applications is a serious problem that prevents the adoption and deployment of Industry 4.0. and translates into significant engineering costs.

Reducing the engineering time dedicated to the integration and connection of heterogeneous systems is thus a key task to increase productivity and efficiency. This task is even more important in regard to the integration of legacy systems and the collaboration between vertical domains.
Interoperability problems are particularly relevant for systems of systems (SoS). A SoS can be defined as a collection of independent systems and their interrelationships gathered together to obtain an emergent behavior greater than the sum of its individual parts [2]. Technology diversity in SoS is an indicator of innovation and added value. The associated fragmentation, in contrast, represents an obstacle for the IoT and SoS technologies to be adopted and has a negative impact on the market's solidity.

The evolution of globally connected markets indicates the need to reduce the level of isolation of different silos, increase the amount of shared information, and adopt SoS solutions that can seamlessly work together. Manyika et al. [3] estimated that 40% of the potential benefits of IoT and SoS solutions can be obtained with interoperability between systems, highlighting interoperability as a key SoS technology enabler.

As the lack of interoperability increases, a generic solution to the problem is increasingly demanded. The interoperability issues that industry faces have multiple causes. This paper approaches the problem from a service interface perspective. The presented solution relies on the assumption that the heterogeneity in the interfaces acts as a barrier during the integration of heterogeneous systems and legacy technologies; thus, service interfaces enable communication between systems. The aim of this study was to find a solution for the service interface translation between heterogeneous systems.

Automatic service interface translation across protocols, information models, and standards needs to be addressed to fulfill industry demands, such as flexible reconfigurations of production systems and optimizations across different models, standards, and legacy systems.

From the above, it can be observed that addressing service interface interoperability via interface translation will potentially benefit industries. The major contributions of this article are as follows:
1. A novel approach to address service interface heterogeneity, which is one of the causes of interoperability issues in industrial scenarios.
2. The proposed solution makes use of the autonomous generation of service interfaces to solve the mismatches between consumers and providers in runtime.
3. The approach consequently reduces engineering costs and the time associated with interoperability problems.
4. The system was validated with practical experimentation, including a prototype and testbed implementation.

The rest of this article is organized as follows. Section 2 discusses the related work. Sections 3 and 4 present the proposed approach and performance evaluation, respectively. Section 5 presents the final discussion. Finally, Section 6 concludes this article.

2. Related Work

Currently, interoperability mismatches are solved by developers who are forced to implement the appropriate interface manually. Hand-coded solutions require large amounts of time and effort, increasing costs. In addition, they can not ensure exhaustive results. There may be remaining mismatches after a solution’s application, for example, due to omission of mapping or lack of runtime interoperability. To solve this interoperability problem to any scale and promote the adoption of the IIoT, it is necessary to find an autonomous solution capable of closing the mismatch gap without human intervention. Autonomous information translation is thus a necessity, but no automated industrial solutions exist for this problem.

Academic efforts have been made to structure the enterprise interoperability concepts and issues. An example of this is the Framework for Enterprise Interoperability (FEI) [4]. The framework has three dimensions (1) interoperability concerns at different enterprise levels (business, process, service, and data), (2) interoperability barriers (conceptual and organizational), and (3) interoperability approaches to overcome the barriers (integrated, unified, and federated).
Academia and industry are experimenting with different approaches, including those presented as follows. Despite these efforts, no clear preferable approach can be identified based on current research results.

2.1. Semantic Platforms and Ontologies

Semantic compatibility between heterogeneous systems is seen as an effective approach to addressing interoperability issues. This is intended to provide a uniform and agnostic representation of service entities and their relationships, which can be achieved via a common data model to semantically describe entities. In addition to the use of existing technologies from the semantic web (OWL, OWL-S, SPARQL), promising new approaches can be found in the literature. Bhardwaj et al. [5] proposed a semantic interoperability architecture for smart spaces that details an ontology model and interoperability interactions between smart objects.

Due to the heterogeneity of the data produced by IoT, several ontologies have been created to address interoperability issues among sensor data. Some well-known examples are the semantic sensor network (SSN) ontology [6] and the sensor, observation, sample, and actuator (SOSA) ontology [7]. A wide number of ontologies have been developed in recent years; however, ontologies ultimately simply move the interoperability mismatch to a higher level. Applications with different ontologies cannot understand each other.

Other approaches include the use of ontology alignment to avoid the need for a common ontology [8]. These approaches include mediation engines that use semantics to support relationships among services [9]. Such approaches are required to be fully consistent and maintained over time to provide a mechanism that truly relates concepts and vocabularies from different ontologies. Unfortunately, according to Ganzha et al. [10], these alignment tools are no longer maintained after 1 or 2 years. Moreover, the use of ontologies implies confidence in the interpretation of semantic meaning. Automated ontology alignment still provides unsatisfactory results: only 40% accuracy is obtained for multilanguage matching and even lower values (approximately 20%) for complex matching, according to the studies of Algergawy et al. [11].

2.2. Web of Things (WoT)

The World Wide Web Consortium (W3C) has developed the Web of Things (WoT) [12]. The WoT’s major goal is to improve the interoperability and usability of the IoT. The proposed architecture consists of rich metadata that describe the interaction models and information exposed by applications, enabling IoT applications to share common semantics. The WoT architecture may play a key role in the future of IoT applications; however, it also has several limitations. WoT relies on semantic interpretation. Semantic interpretation can be a barrier to communication exchange since IoT devices need generic contextual knowledge to fully interpret the information from other devices, according to Novo et al. [13]. Some automatic solutions have been proposed to reduce this problem based on ontology matching [14]. Nevertheless, these solutions are unable to faithfully understand the environment in terms of related high-level information [11].

2.3. Middleware and Mediators

In an attempt to overcome interoperability problems, new middleware frameworks and mediators have been proposed. In [15], an automated synthesis of mediators for middleware-layer protocol interoperability in the IoT was presented. The interoperability between heterogeneous middleware protocols is challenging due to the difference in semantics and technology diversity. This approach relies on the identification of common abstract interaction types according to the interaction paradigms and their modeling into a DeX API and a connector model. Another powerful example is the GeoNis framework for interoperability [16,17], which is focused on electric power supply companies and acts as a core component of the interaction of distributed entities. Middleware is often applied to overcome mismatches in terms of computational devices, communication networks, and
operating systems. This approach is usually tailored to specific technologies and scenarios that lack scalability and flexibility.

2.4. Machine Learning and Artificial Intelligence

During the last decade, a new research stream inspired by human cognition has gained popularity. New approaches based on machine learning and artificial intelligence provide a promising future that can affect different fields, including interoperability challenges. Examples of the application of these technologies to the stated problem can be found in the literature. The work presented in [18] includes predictive machine learning algorithms and unsupervised self-evolving AI algorithms to address interoperability in the IoT environment. Nilsson et al. [19] proposed the basics of a novelty semantic translator based on machine learning. This approach is considered for many as the future tool to address interoperability problems. Machine learning is used as a main approach for the aforementioned examples but also can be included as a support mechanism to complement other approaches. This last option will be considered for future implementations of the interface translation. Currently, the major limitations of this approach are the low maturity level and the low accuracy, which are difficulties for its adoption in industrial scenarios.

2.5. Proposed Approach. Translators

The work presented by Derhamy et al. [20] opened a new viewpoint where the information interoperability between two systems can be addressed by means of translators. Their translator was focused exclusively on dynamic application protocol translation. In addition to protocol translators, semantic translators have been proposed to solve specific semantic interoperability issues. De et al. [21] presented a translation approach to translate automotive interface description models from Franca to AUTOSAR frameworks.

To fully close the mismatch gap between two systems, a complete service interface translation is needed. All the aspects defined in the service contract, both functional and nonfunctional requirements, have to be considered and addressed to overcome interoperability mismatches. Integration platforms have to provide mechanisms for dynamic and instant information translation across protocols, encodings, standards, ontologies, and semantics used by individual embedded systems.

This paper proposes an approach to address interoperability between service oriented architecture-based heterogeneous systems. It is based on the autonomous generation of a suitable consumer interface that allows the consumption of the provided service despite mismatches between the systems. The proposed approach not only provides autonomous generation but also a deployment mechanism to permit a complete service interface translation. The approach is presented in detail in the following sections.

3. Service Interface Translation

The work presented in this paper makes use of the Service oriented architecture (SOA) approach by generating service interfaces to increase the interoperability in heterogeneous SOA environments. SOA is a well-known and adopted architectural style based on the use of services as the main mean to exchange information [22]. It has been proposed to provide syntactic interoperability and interoperability across heterogeneous systems [23]. It is built on top of the network layer; hence, processed information and data are easily managed through services [24]. SOA has been selected as a reference architecture for this work due to its principles, such as encapsulation, composition, reuse, loose coupling, late binding, and maintainability. The proposed service interface translation has been designed following the aforementioned SOA principles. For this paper, microservices are considered a specialization of SOA [25]. Therefore, the presented approach may be also adopted in this variant or other SOA variants.

In SOA environments, systems communicate through services. Successful service communication is critical to achieving system interoperability. A mismatch can occur at different service levels: application protocol, encoding, semantics, and notation.
The first step to solve service interoperability issues is to define and identify the service mismatches. Service metadata are defined in the service contract; consequently, an accurate definition of the service contract is crucial for the identification of mismatches. The information defined in the service contract is required not only for the identification of mismatches but also for the autonomous generation of interface code.

3.1. Methodology

This work is framed into experimental computer science and engineering (ECSE) research, which can be broadly defined as “the building of, or the experimentation with or on, nontrivial hardware or software systems” [26]. Based on a top-down strategy, the research process has been divided into sub-problems, which have been individually characterized and addressed to achieve an overall solution. The sub-problems addressed in this paper are (1) identification of requirements; (2) payload translation design; (3) definition and analysis of the consumer interface generation system and the interface instance; (4) problem definition and generalization of the runtime deployment.

3.2. Interface Generation Requirements

This paper proposes a novel approach based on autonomous runtime consumer interface generation. The presented approach translates information exchanges between systems with heterogeneous interfaces. The approach is defined based on the following requirements: (1) autonomous, (2) runtime, and (3) service contract-based.

- **Autonomous.** To reduce the engineering effort, the generation needs to be autonomous. The generation must be performed without human intervention.
- **Runtime.** The interoperability problems that occur during operation time require more effort and cost to be resolved. The solution to interoperability mismatches at runtime allows the connection of heterogeneous systems to open new possibilities, including the integration of vertical domains without increasing the engineering cost.
- **Service contract-based.** The service contract is a key piece of the generation since the service metadata that compound the service contract is necessary for a complete generation and translation. The final objective is to provide a reliable lossless service interface translation.

3.3. Proposed Solution

In order to solve the interoperability issues at the service level, a new methodology has been designed. The proposed solution is based on the aforementioned requirements. The interface mismatch between two systems can be solved via the generation of an interface translator instance. The new interface bridges both interfaces, providing a secure and successful path for data exchange.

The generated instance (translator) has an interface capable of understanding the data from the consumer. When the provider response is received, it is translated and sent to the consumer. The translation algorithms are based on the service contract information of both systems.

The use of this intermediate translation instance allows seamless communication. Details about the translation, the generator system, and the generated interfaces are provided in the following sections.

3.4. Payload Translation Process

The payload translation is one of the key aspects of the interface translation. Payloads are defined as the actual information or message exchanged via services. Even though tools and libraries to translate specific aspects of the payload can be found (e.g., Jackson Project), the difficulty increases when different aspects are considered at the same time. In order to find a generic solution to the aforementioned problem, the translation uses as an input the service contract description metadata. The service contract can be described via interface description languages. It provides a common ground for a variety of heterogeneous
technologies at the same time that describes all functional and non-functional aspects in detail [27].

The current payload translation includes four parts: (1) the encoding translation, (2) mapping of semantic terms, (3) payload structure and mapping, and (4) casting of data types. The encoding conversion can be performed using libraries to address encoding-to-encoding translation. Nevertheless, the number of libraries to use grows faster than the number of encodings. To address this issue, the proposed translation utilizes Java objects as an intermediate format. The generator thus generates Java classes to map the different elements for both payloads. This approach also allows for capturing complex payload structures with nested objects.

The mapping of the semantic terms and data types is performed at the same time. The generator uses the metadata defined in the interface description of both systems to match the key values of both payloads. Once the payload elements are matched, there is a conversion of the data type of each element according to the payload descriptions. To obtain an accurate translation, metadata about the payload elements are crucial. The definition of the metadata in the interface description document and the algorithm is currently in development. The initial implementation includes the use of the terms “variation” and “unit” for physical magnitudes. Each element in the payload description includes name, datatype, variation, and unit. The variation attribute is a generic term used to define the key value. An example is shown in Figure 1.

![Figure 1. Payload element description.](image)

3.5. Consumer Interface Generation System

The system in charge of code generation is the consumer interface generation system, an SOA-based software system that bridges service exchanges between non-interoperable systems. The system has been implemented in the frame of the Eclipse Arrowhead Framework [28]. The Eclipse Arrowhead is an open-source framework designed to provide automation capabilities for SoS, such as real-time, security, safety, and engineering of automation functionalities. The framework established the local cloud concept to meet the aforementioned automation system requirements.

The generator generates and dynamically instantiates the code for the interface that serves as an adaptor between the consumer and provider. The input to the generator consists of the service contract descriptions of both the consumer and provider systems. The output of the generator is executable code designed to communicate with the core systems of the local cloud and to enable consumption of the service offered by the provider.

The purpose of this system is as follows:
- Solve interoperability problems at the service interface level between heterogeneous systems.
- Generate new autonomous and runtime consumer interface codes.
- Translate service interfaces.

Figure 2 represents the interaction between the consumer interface generator and other Arrowhead core systems. The generator communicates with the authorization system, the service and system registry and the orchestrator. The service provider and consumer are able to achieve successful communication via the new interface generated by the generator.

3.6. Generated Interface Instance

The generator or system responds to the orchestration system request and generates a new instance based on both service contracts (from the provider and the consumer). The new instance is formed in three parts, explained as follows. Figure 3 shows a block description of the generated interface.
Figure 2. An example of an Arrowhead local cloud where consumer interface generation systems are used to generate a new interface between a service provider and a service consumer.

Figure 3. Block description of the internal parts of the dynamically generated interface.

- **Consumer Interpreter—Provider.** The new interface provides a service to the consumer using the metadata from the consumer service contract to match the interface of the system. The service is not public to any other system to avoid scalability and security problems; in other words, the service is local to the consumer device and is not registered in the service registry.

- **Core Code Adapter—Translator.** The core part of the interface is the service interface translator. It focuses on several aspects of the service interface of both systems, providing the code necessary to bridge them and transform the payloads.

- **Provider Interpreter—Consumer.** To complete the service interaction, a consumer piece of software is included in the instance, and it can be considered a client to some architectures. It consumes the service from the provider system using the translated message and sends back the response.

The service instance behaves like a black box between both systems. The service consumer initiates the consumption of the service via the generated interface without knowing of its existence. The instance is in charge of the translation between the system interfaces and proceeds with the consumption of the service using the correct service contract information. The provider answers the request normally, and finally, the interface translates and transmits the response back to the consumer.

### 3.7. System Architecture

The Interface Generator communicates with the other systems via services. One service is provided (*GenerateInterface*), and three services are consumed (*GetInterfaceDescription*, *SecurityConfiguration* and *ServiceRegistry*) to achieve code generation.
• **GenerateInterface.** This service is the trigger for code generation. It is consumed by the orchestration system. The orchestration system posts a request providing the service identifiers of the requesting consumer and the selected provider. This information is used by the consumer interface generator system to request the interface descriptions of both systems for the service to be delivered.

• **GetInterfaceDescription.** The interface generator consumes this service from the interface description database to request the interface descriptions. The preliminary location of the interface description database is the system registry. The system sends a get request using the system name.

• **SecurityConfiguration.** The security configuration for the new interface is requested via the SecurityConfiguration service, which the authorization system must provide.

• **ServiceRegistry.** This service is consumed to ensure that the interface generator system becomes accessible to other systems.

3.8. Runtime Consumer Interface Deployment

The last step to achieve an overall interoperability solution is the injection of the generated code into the consumer device. This step involves several challenges. In contrast to previous steps, the deployment of the code in an external device implies considering, among others, the hardware limitations and the security of the device. The most significant aspects are outlined in Table 1.

**Table 1.** Significant aspects of interface deployment.

| Aspect      | Definition                                                                                                                                 |
|-------------|-------------------------------------------------------------------------------------------------------------------------------------------|
| Hardware    | Hardware characteristics and constraints must be considered at the time of injecting and executing the autonomously generated code. The generator system requires access to the Device Registry and the information about the device type, computational power, memory and operating system. |
| Security    | Devices can include a variety of security measures to prevent threats and malware. These security measures must be considered, and the privileges or access policies have to be updated in order to inject and execute the code without introducing new vulnerabilities. |
| Generality  | The heterogeneity of the devices needs to be considered. The deployment mechanism must be adaptable to the different device types and architectures. Devices may be from different vendors; consequently, they do not share a previous dedicated middleware installation to inject the code. |

The autonomous updating of software is not a new concept. From smart devices to industrial equipment, new versions of the software have to be updated periodically. This situation has led to the investigation of autonomous and decentralized approaches to address the deployment of the new code. For example, Hu et al. [29] proposed a new approach based on blockchain to autonomously and securely update the firmware of IoT systems.

Nevertheless, software deployment solutions are designed for a specific device or system and rely on proprietary technologies. Devices are designed with the capabilities and tools to receive software updates. In contrast, in industrial scenarios, due to the heterogeneity in the devices and the variety of vendors, devices do not share a common technology that can be used for code deployment. Finding a generic solution for all types of devices can be seen as an impossible task. To facilitate deployment, two steps are suggested.
3.8.1. Identification of Hardware Requirements

The first step is the identification of the device type, which should include the computational power, memory, hardware type, security mechanism and operating system. This information can be used to determine whether the generation is feasible. Resource-constrained devices, for example, are less likely to execute new code unless they are adapted to their constraints. The device characteristics can also be used to determine if the performance will be sufficient to fulfill time constraints and execution requirements.

3.8.2. Execution of the Adequate Solution

Once the device requirements are analyzed and the injection of the code is considered feasible, the best solution for that specific device must be determined and executed. Different partial solutions can be considered for the generator system to cover the most common cases. To select and execute adequate solutions, access privileges and permissions must be considered and granted, which may cause security vulnerabilities. Therefore, the injection of the code has to be designed and implemented thoughtfully.

With regard to the work presented in this paper, the deployment and injection of code have not been completely analyzed, and consequently, a final approach has not been adopted. The attainment of a generic solution that can be used in different platforms is part of future research. Nevertheless, to take measures and evaluate the concept, a partial and temporal solution was implemented. Consumer devices are considered to have sufficient computational power to support Java and execute JAR files. To simplify the process, only two options have been considered: (1) the use of devices with UNIX-based operating systems or Microsoft Windows and (2) the use of devices that allow the use of Docker containers. Assuming complete trust in the system, permissions can be obtained, and the use of shell injection can be exploited for this purpose.

4. Performance Evaluation

The performance of the proposed architecture was evaluated in an experimental setting.

4.1. Use Case Scenario

A simple use case scenario was selected to test and evaluate the proposed service interface translation. The scenario comprised a weather station that acted as a provider of various services, a service consumer, mandatory Arrowhead core systems [30], and the consumer interface generator system. The weather station included six sensors: indoor and outdoor temperature, humidity, pressure, solar radiation, and wind speed sensors. To retrieve data from each sensor, several services were provided.

All systems were Arrowhead framework compliant. The systems ran within the frame of a unique local cloud. All interactions between systems were thus intracloud operations. Figure 4 describes the local cloud scenario.

The scenario was designed to illustrate the interface generator system’s behavior and performance. Therefore, interoperability mismatches were introduced between the service consumer and provider. Consumer and provider service contracts differ in various aspects. Interoperability mismatches prevent successful communication, making service consumption impossible without the use of the generator.

The indoor temperature service was the service selected for the test and experiments. Table 2 describes the differences between the service consumer and provider for the indoor temperature service.
Figure 4. A case scenario that included the Davis Vantage Pro2 weather station, the weather station provider and consumer, the mandatory Arrowhead core system, and the consumer interface generator.

Table 2. Interface characteristics.

| Characteristic            | Service Provider | Service Consumer |
|---------------------------|-------------------|------------------|
| Protocol                  | CoAP              | HTTP             |
| Encoding                  | JSON              | XML or CBOR      |
| Semantic                  | SenML             | Customized       |
| Temperature Data Type     | Float             | Integer          |

Mismatches in the data model and payload are of great relevance, and semantic interoperability is a major barrier in the current technological paradigm [31]. Consequently, the consumer and provider payloads for the indoor temperature service differ in different aspects to show the potential of the proposed solution. As shown in Figures 5 and 6, mismatches introduced between the two payloads can be found in the structure of the message, the encoding, the semantics used in the key values, and the data types. The payload described in Figure 5 makes use of JSON and SenML. The temperature service message includes the name (n), value (v), unit (u), and time (t). Figure 6 payload, on the other hand, includes XML and a natural language to describe the name, localization, and value.

```json
{"n" : "indoortemperature",
 "v" : 23.3333,
 "u" : "Celsius",
 "t" : 22651124 }
```

Figure 5. Example of the payload sent by the service provider.

```xml
<RequestDTO_CO>
 <name> TemperatureService </name>
 <localization> Sweden </localization>
 <value>
   <temp> 23 </temp>
   <unit> Celsius </unit>
 </value>
</RequestDTO_CO>
```

Figure 6. Example of the payload expected by the consumer.
4.2. Testbed Implementation

Experimentation was conducted through a testbed. Davis Vantage Pro2 was the weather station device selected for the tests. The weather station was connected to a Raspberry Pi (Raspberry Pi 4 Model B) acting as a service provider in the Arrowhead local cloud. The connection between the Davis Vantage Pro2 and the Raspberry Pi was established via serial communication. The service consumer was executed in another Raspberry Pi. Finally, the local cloud mandatory core systems and the interface generator system operated on a laptop. The specifications of devices used in the testbed are shown in Table 3. All systems were connected via a local WLAN network.

| Specifications | Provider & Consumer (Raspberry Pi) | Core Systems & Interface Generator (Laptop) |
|----------------|------------------------------------|------------------------------------------|
| Memory         | 4 GB                               | 16 GB                                    |
| Processor      | Quad core Cortex-A72 (ARM v8) 64-bit SoC @ 1.5 GHz | Intel(R) Core (TM) i7-7500U CPU @ 2.70 GHz |
| OS             | Raspbian                           | Windows 10                               |
| Disk           | 16 GB                              | 413 GB                                   |

The application systems (provider and consumer) were implemented in Java Spring (available: [https://github.com/CristinaPaniagua/WeatherStation_Scenario](https://github.com/CristinaPaniagua/WeatherStation_Scenario), accessed on 6 December 2021) following the Arrowhead framework general recommendations. The consumer interface generator was also implemented as a Java Spring project (available: [https://github.com/CristinaPaniagua/InterfaceTranslation-velocity](https://github.com/CristinaPaniagua/InterfaceTranslation-velocity), accessed on 6 December 2021) and acts as a support system in the local cloud. The generator is still a work-in-progress project, and the code is susceptible to change.

4.3. Metrics

The evaluation of the scenario was performed using the most representative times and sizes of the generated code. Figure 7 shows the sequence diagram of the interaction between the service consumer and provider making use of the consumer interface generator. The generation was triggered by the orchestration system. The consumer requested the provider endpoint to consume its service despite the interoperability mismatches between them. After the interface was generated, the consumer was able to communicate with the provider via the newly generated interface. The generation process was only necessary once. The blue diamonds in the figure indicate when the samples were taken. In Table 4, a comprehensive summary of the selected metrics is presented.

| Notation | Meaning                                | Calculations |
|----------|----------------------------------------|--------------|
| $T_G$    | Time taken to generate the interface   | $t_b - t_d$  |
| $T_B$    | Time taken to compile and build the interface project | $t_c - t_b$  |
| $T_I$    | Time taken to perform the service translation by the generated interface instance | $t_f - t_g$  |
| $T_S$    | Total time taken to consume the service | $t_g - t_d$  |
4.4. Results

In Table 5, it can be observed that the execution time for the code generation and building of the executables lies within a feasible range and is suitable for IoT scenarios. On average, the process of generation, starting when the orchestrator calls the generator system and ending when the JAR files are successfully built, takes less than 50 ms.

![UML Sequence diagram](image)

**Figure 7.** UML Sequence diagram for service consumption using the consumer interface generator.

Table 5. Experimental Results.

| Metric | Averaged Time [ms] | Standard Deviation | Range (Max, Min) [ms] |
|--------|--------------------|--------------------|-----------------------|
| $T_G$  | 25.72              | 6.33               | (64, 28.87)           |
| $T_B$  | 17.28              | 1.13               | (24.1, 15.78)         |
| $T_I$  | 64.64              | 15.06              | (151, 34)             |
| $T_S$  | 101.84             | 16.46              | (193, 53)             |

The sizes of the generated code are presented in Table 6. The values are dependant on the scenario. Nevertheless, complementary studies have shown that the size does not vary significantly.

Table 6. Sizes of the generated code.

| Notation | Meaning                                      | Result    |
|----------|----------------------------------------------|-----------|
| $S_G$    | Size of the generated interface code         | 24 KB     |
| $S_I$    | Size of the interface JAR (Including dependencies) | 11.9 MB   |

In the case of the use of the generated interface instance, the service consumption time for the presented scenario increases notably. The average time for consumption is approximately 100 ms, and it is possible to achieve 50 ms as a minimum value. The time employed by the interface to retrieve the information from the provider and translate the payloads is approximately 60 ms. Since the average consumption time between the interface and the provider is 33 ms, it is possible to infer that the payload translation takes place within 30 ms on average.

To compare with a reference point, a CoAP Client was implemented to directly consume the data from the provider. The CoAP client interface is a perfect match for the
provider interface. Figure 8 shows a stacked graph of the translation timing in comparison with the direct consumption. Except for a few outliers, there was little variability in the consumption of the service using the interface translation. The CoAP library used to communicate with the provider and the network seems to have been responsible for much of the variability. The direct consumption of the service is also affected by this situation, as shown in the graph.

Figure 8. Comparison between the time required to consume the service in the proposed scenario ($T_S$), which includes the use of interface ($T_I$), and the time required to consume the service making a direct request ($T_{DR}$) using a CoAP interface without any interoperability mismatch.

The times presented in this paper are dependent on the network and device characteristics; consequently, they should be considered a proof of concept to demonstrate the validity of the approach and not as strict results. There is room for improvement and optimization, which may more likely result in lower times.

5. Discussion

Experimental results demonstrate that the presented approach is capable of solving interoperability issues at the service interface level. The autonomous generation of new interface instances was performed successfully in the presented scenario.

Despite that the interface translation allows two systems with several interoperability mismatches (protocol, encoding, semantics, payload structure, and datatype) to successfully interchange data, there are also limitations and challenges that need to be overcome. One of the major challenges associated with this approach is the variations in the application interfaces (syntax, data formats, and semantics). The translation of data models and semantics presents an important barrier that needs to be addressed. The approach has been tested for a limited set of payloads. Future experiments need to cover a wider range of data models and consider the introduction of machine learning algorithms and semantic annotations, e.g., reinforcement learning.

Security implications need to be further analyzed. The current implementation of the consumer interface generator system is secured via the HTTPS protocol. The system includes two working modes, secure and insecure. If the system is started in secure mode, X.509 identity Arrowhead compliant certificates are used for authentication and authorization. The system is considered a trusted peer in the Arrowhead local cloud and follows the security policies stated in the framework [32]. The insecure mode is exclusively used for development.

The translation also implies a time delay. One hundred milliseconds are necessary to consume the service against 40 ms for the direct consumption of the service, a little more than double. We consider that the proposed approach can be used in systems that do not need request-response times of less than 100 ms, regardless of the delay introduced by the
interface instance. Regarding the generation process, it increases the orchestration times by approximately 50 ms. The increase in time is assumable since the orchestration process takes place only once when the consumer system requests the provider endpoint. Once the communication is established, the consumer system uses the same provider endpoint each time that wants to consume the service.

An important clarification is that the service consumption times cannot be compared directly since the consumer does not count with the appropriate interface. Both systems cannot communicate without providing a new interface. The use of interface translation at runtime solves the interoperability misalignment. These problems would require stopping the operation and spending time and resources in the implementation of the code. Usually, the implementation of an interface by hand implies several minutes to hours. The use of the consumer interface generator reduces that time to hundreds of milliseconds and at runtime. Consequently, the generator may potentially decrease the engineering costs associated with interoperability.

Moreover, future work will involve the improvement of the proposed approach, including the design of a wider and robust injection strategy, and the testing of the prototype in industrial scenarios.

This approach can mean a major improvement in comparison with other solutions, such as semantic platforms, WoT, and middleware. These approaches do not try to find a generic solution to the problem, but provide a specific solution that is only useful for a limited period of time and for certain technology.

6. Conclusions

The number of connected devices and systems has increased in an attempt to achieve the Industry 4.0 benefits estimated by analysts. This situation has led to an increase in heterogeneity and a lack of interoperability.

Traditionally, the interoperability problems related to service interfaces are solved manually. Developers spend large amounts of time and effort implementing interfaces that solve these issues. A generic and automated solution is thus needed. This paper proposed a new approach to address service interoperability issues at the interface level based on autonomous code generation. New interface instances are generated to act as a bridge between heterogeneous systems. The instances translate the interfaces based on the service metadata included in the service contracts.

This approach allows solving interoperability mismatches at runtime without any human intervention, consequently reducing the engineering costs and time. The performance of the proposed architecture has been validated through a practical implementation. A prototype of the consumer interface system, the system in charge of the generation, has been tested in a use case scenario. The results showed the potential of the approach. The approach may be used in conjunction with other technologies to provide a generic solution to the interface interoperability problems. However, to obtain the maximum benefits of the approach, limitations such as security considerations, semantic accurate definition, and semantic translation need to be overcome.
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