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Abstract: The paper presents a new method for modelling the warming up process of a water system with elements regulating the flow in a stochastic manner. The paper presents the basic equations describing the work of typical elements which the water installation is composed of. In the proposed method, a new computational algorithm was used in the form of an iterative procedure enabling the use of boundary conditions that can be stochastically modified during the warming-up process. A typical situation, when such a modification is processed, is the regulation of the medium flow through two-way or three-way valves or applying additional heat source. Moreover, the presented method does not require the transformation of the differential equations, describing the operation of individual elements, into a linear form, which significantly facilitates analytical work and makes it more flexible. The example of analysis of the operation of water installation used for controlling temperature of the process gases in a chemical installation shows the functionality and flexibility of the method. The adopted calculation schematics enable changing the direction of the heat flow while the heat exchanger is in operation. Additionally, the sequence of calculation processed in modules describing operation of installation elements is elective (there is no situation that output parameters from one element are used as input parameters for other element in the same calculation step).
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1. Introduction

The problems of dynamics of heating and cooling process in elements of heat and mass transfer matter practically in district heating, [1,2], cooling and air-conditioning systems [3–6], electronics, chemical systems [7,8] and in devices where unsteady heat transfer is a standard operating mode, e.g., Stirling engines [9,10]. In terms of the correct functioning of the above-mentioned installations [11], it is important to ensure the effective cooperation of the heat and mass transport elements with the regulating elements [12–15]. The quality of cooperation can be determined by numerical simulation, using efficient models and a flexible interface [16–19] enabling the correct implementation of the installation into the computing environment, as well as definition of boundary and initial conditions [20,21].

In commonly used methods of modelling water installation warming-up processes, it is expected that modelled energy system is described by a certain number of equations concerning the laws of conservation: mass, energy and momentum with simultaneously defined boundary conditions. The set of differential equations obtained from the analysis is usually non-linear and should be reduced to linear form so that it is possible to use standard numerical methods to solve them [22].

In detail, two methods are employed for solving the problem described above: one is an algebraic approach and the other one is differential [22]. Models derived using the
algebraic approach assume that either the system operates at steady-state or the transient response does not significantly impact the outcome of the analysis [23,24]. The model is then used simultaneously for optimization of the construction and parameters of operation, e.g., rate of flow or temperatures in the system [25]. Differential approach for modelling of water installation warming-up process can grasp the dynamic response of the system, but it requires numerical solution of the problem described by nonlinear differential equations. In this approach, the temperatures are considered as searched variables in the analyzed points of the system [26].

Another approach is the application of heat transmission matrices describing the linear relation between the temperature and the power of the two sides of a heat-transmitting component [27,28].

An analysis of heat transfer process dynamics with the application of an equivalent electric circuit model has also been applied [29].

Modelled heat exchange systems can be divided into control elements related to other heat transport mechanisms, e.g., in a proton exchange membrane fuel cell, the first control element is an anode and a cathode, while the second control element is the liquid in the cooling channels [22]. Heat accumulation can then be considered independently in these two control elements. For the simulation of the warming-up or cooling process of such systems, the average temperature of the fluid in the exchanger channels is taken into account, its rate of change is defined by the rate of stored energy [30]. The average fluid temperature is calculated on the basis of the inlet and outlet temperature of the analyzed device [22,31]. The heat flux received in the membrane heat exchanger, also under dynamic conditions, is calculated using lumped parameters based on the average wall temperature, average fluid temperature and the total heat exchange surface [9,22]. This approach facilitates the calculations but makes it impossible to take into account the nonlinear distribution of wall and fluid temperature inside the heat exchanger. This approach, in the case of proton exchange membrane fuel cell modelling, micro-combined heat and power system, made it possible to map the temperatures in the analyzed points having a maximum root mean square error of 2.38 °C over an operating range of approximately 30–60 °C.

When calculating the warming-up or cooling-down process of the heat accumulator, it is also assumed that the analyzed area can be divided into several control spaces, however, this division is going in the horizontal direction, due to the stratification of the deposit temperature which follows the direction of change in the density of the deposit. The lowest density and the highest temperature is on the top of the heat accumulator [22]. Then, the analysis of the temperature change process is also carried out for the lumped parameters, assuming that one control volume has the same temperature. The calculations take into account both the process of heat accumulation in a single control volume, as well as the heat exchange between the walls and adjacent control volumes [22,32]. Hot water tanks are also considered as constant temperature heat sources [33].

In the case of elements joining or dividing heat fluxes, it is assumed that these elements are well insulated and heat losses can be neglected. On the other hand, the fluid temperature and mass flow rate at the outlet are calculated on the basis of the first law of energy balance and the conservation of mass [22,34].

The propagation of water in pipes can be modelled by considering the inlet and outlet of a pipe and calculating the output based on the propagation delay [35,36].

The paper presents a new method for modelling the warming-up process of a water system with elements regulating the flow in a stochastic manner. The paper presents the basic equations describing the work of typical elements which the water installation is composed of. The installation is used to control the temperature of chemical reactors which can be used in petrochemical processes like methanol synthesis and synthetic gas production [37]. In commonly used methods, the modelling of the warming-up process of such systems is performed by solving the conservation equations describing the operation of individual elements of the installation, with clearly defined boundary conditions. In the
proposed method, a new computational algorithm was used in the form of an iterative procedure, enabling the use of boundary conditions that can be stochastically modified during the warming-up process. A typical situation, when such a modification is processed, is the regulation of the medium flow through two-way or three-way valves or applying an additional heat source, e.g., a heat storage tank. Moreover, the presented method does not require the transformation of the differential equations describing the operation of individual elements into a linear form, which significantly facilitates analytical work and makes it more flexible. The paper presents an example of modelling the warming-up process of a water installation controlling the operation of chemical reactors typically used in industry.

2. Modelling the Operation of Water System Elements

2.1. Heat Exchanger

One of the key elements of temperature control in chemical installations is gas–liquid cooling or heating medium. In the considered approach, the heat exchanger is defined as a system delivering heat to the water from the gas or delivering the heat in opposite direction (it is not necessary to define the direction of heat flow), with the possibility of heat accumulation in the water and the membrane separating gas from water. Due to the relatively low heat capacity of the gas in such a heat exchanger as compared with the heat capacity of the membrane and water, the share of gas in the heat storage process has been neglected [38]. A schematic drawing of a heat exchanger with a heat accumulator in the membrane and the cooling medium has been shown in Figure 1.

![Schematic drawing of a heat exchanger with a heat accumulator in the membrane and the cooling medium.](image)

Figure 1. Schematic drawing of a heat exchanger with a heat accumulator in the membrane and the cooling medium.

For the system shown in Figure 1, the following equation describing the energy balance can be assumed, neglecting the losses to the environment:

\[ Q_{in} + Q_{UA} = Q_{out} + Q_{acc} \]  

(1)

where \( Q_{in} \) is heat flux delivered by the cooling medium, \( Q_{UA} \) is heat flux transferred between heating and cooling medium, \( Q_{out} \) is the heat flux discharged by the cooling medium and \( Q_{acc} \) is the heat flux delivered to the heat accumulating elements.

\[ Q_{in} = \dot{m}_c \cdot c_c \cdot t_{c1} \]  

(2)

where \( \dot{m}_c \) is mass flow rate of the cooling medium in the heat exchanger, \( c_c \) is specific heat of the cooling medium, \( t_{c1} \) is inlet temperature of the cooling medium.

\[ Q_{UA} = U \cdot A \cdot \Delta t_{in} \]  

(3)

where \( U \) is the overall heat transfer coefficient, \( A \) is heat transfer surface, \( \Delta t_{in} \)–logarithmic temperature difference.

\[ Q_{out} = \dot{m}_c \cdot c_c \cdot t_{c2} \]  

(4)
where $t_{c2}$ is outlet temperature of the cooling medium.

$$Q_{acc} = (m_c c_c + m_m c_m) \cdot (\Delta t_{av} / \Delta \tau)$$

(5)

where $m_c$ is the mass of the coolant in the heat exchanger, $m_m$ is the mass of the heat-conducting membrane in the heat exchanger, $c_m$ is the specific heat of the heat-conducting membrane in the heat exchanger, $\Delta t_{av}$ is an increase in the average temperature of the cooling medium over time $\Delta \tau$, and $\Delta \tau$ is the time step of calculations.

$$\Delta t_{ln} = \Delta t_{I} - \Delta t_{II}$$

(6)

$$\Delta t_{ln} = \Delta t_{I}$$  for  $\Delta t_{I} = \Delta t_{II}$

(7)

$$\Delta t_{ln} = \Delta t_{II}$$  for  $\Delta t_{I} \cdot \Delta t_{II} < 0$

(8)

where $t_{h1}$ is inlet temperature of the heating medium, and $t_{h2}$ is the outlet temperature of the heating medium.

It was assumed that the change in the average temperature of heat-accumulating elements over time $\Delta \tau$ can be determined on the basis of the average temperature of the cooling medium between the inlet and the outlet of the heat exchanger. It was assumed that the temperature values of the heat-conducting membrane and the cooling medium are the same due to the large difference in the specific heat of the cooling and heating medium (water–gas) on the other side of the heat-conducting membrane:

$$\Delta t_{av} = t_{avend} - t_{avini}$$

(9)

where $t_{avini}$ is the average temperature of the cooling medium in the heat exchanger during the previous calculation step, and $t_{avend}$ is the average temperature of the cooling medium in the heat exchanger in the current calculation step.

$$t_{avini} = t_{c1} (k - 1) + t_{c2} (k - 1)$$

(10)

$$t_{avend} = t_{c1} (k) + t_{c2} (k)$$

(11)

By the discretization of the process of the operation of the installation, the current time of the process can be replaced by calculation steps $(k)$:

$$\tau(k) - \tau(k - 1) = \Delta \tau$$  for  $k > 1$

(12)

The average temperature of the cooling medium in the heat exchanger in the previous (ini) and current (end) calculation steps can then be defined as follows:

$$t_{avini} = t_{c1} (k - 1) + t_{c2} (k - 1)$$

(13)

$$t_{avend} = t_{c1} (k) + t_{c2} (k)$$

(14)

At the same time, the condition that the heat flux transferred between heating and cooling medium must be equal to the heat flux change in the heating medium must be met:

$$Q_{UA} = \Delta Q_h$$

(15)
\[ \Delta Q_h = \dot{m}_h \cdot c_h \cdot (t_{h1} - t_{h2}) \] (16)

where \( \dot{m}_h \) is the mass flow rate of the heating medium, \( t_{h1} \) is the inlet temperature of the heating medium, and \( t_{h2} \) is the outlet temperature of the heating medium.

Solving the above set of equations is analytically difficult due to their non-linear nature. Therefore, in this paper a new method of problem solving, based on an iterative procedure, has been proposed. The layout of the heat exchanger module has been presented in Figure 2.

Figure 2. Layout of the heat exchanger module.

### 2.2. Three-Way Equal Joint

In a three-way equal joint, it is possible to mix two fluids of different temperatures or to separate a fluid into two streams of the same temperature. In the considered case, the first of the mentioned variants will be analyzed. In Figure 3, a schematic of a three-way equal joint used to combine two streams of fluids of different temperatures has been shown.
For this system, neglecting the heat losses to the surroundings, the energy balance can be presented as an equation:

\[ Q_{R1} + Q_{R2} = Q_{R3} \]  

(17)

where \( Q_{Ri} \) is the heat flux in a pipeline \( i \).

\[ Q_{R1} = \dot{m}_{R1} \cdot c_c \cdot t_{R1}^{in} \]  

(18)

\[ Q_{R2} = \dot{m}_{R2} \cdot c_c \cdot t_{R2}^{in} \]  

(19)

\( \dot{m}_{Ri} \) is the mass flow rate in a pipeline \( i \), \( c_c \) is the specific heat of the cooling medium, and \( t_{Ri}^{in} \) is the inlet fluid temperature \( i \).

\[ Q_{R3} = \dot{m}_{R3} \cdot c_c \cdot t_{R3}^{out} \]  

(20)

where \( t_{Ri}^{out} \) is the outlet fluid temperature \( i \).

\[ \dot{m}_{R3} = \dot{m}_{R1} + \dot{m}_{R2} \]  

(21)

where \( \dot{m}_{Ri} \) is the mass flow rate in a pipeline \( i \).

Using energy balance, it is possible to calculate the outlet temperature in a three-way equal joint:

\[ t_{R3}^{out} = \frac{1}{\dot{m}_{R1} + \dot{m}_{R2}} \left( \dot{m}_{R1} \cdot t_{R1}^{in} + \dot{m}_{R2} \cdot t_{R2}^{in} \right) \]  

(22)

2.3. Controlled Two-Way Valve

A controlled two-way valve is used to regulate the pressure and flow rate through the pipeline. Any throttling element, e.g., nozzle, filter, can also be computationally treated in this way. The scheme of the controlled two-way valve is shown in Figure 4.

![Figure 4. Schematic drawing of a controlled two-way valve.](image)

In the model of the controlled two-way valve, the temperature on the inlet and outlet of the element is assumed to be the same, but the flow rate can be calculated according to the following equation:

\[ \dot{m}_{R1} = f_{2V} \cdot \dot{m}_{R1}^{max} \]  

(23)

where \( f_{2V} \) is a fraction of mass flow rate through the two-way valve to the maximum mass flow rate for that valve, \( \dot{m}_{R1}^{max} \) is maximum mass flow rate in pipeline.

2.4. Controlled Three-Way Valve

In a controlled three-way valve, it is possible, similarly to the three-way equal joint, to combine two fluid streams or to separate them (Figure 5). Below, the analysis of a variant
related to combining two fluid streams of different temperatures with the controller which can smoothly adjust the share of mass flow of fluids from the input pipelines has been presented. On the basis of the energy balance for this system, it is possible to calculate the temperature of the fluid in the outlet pipeline, while the mass flow rate of the fluid in one of the pipelines can be defined on the basis of the proportion set by the controller:

\[ t_{R3}^{out} = f_{3V} \cdot t_{R1}^{in} + (1 - f_{3V}) \cdot t_{R2}^{in} \] (24)

and

\[ f_{3V} = \frac{\dot{m}_{R1}}{\dot{m}_{R1} + \dot{m}_{R2}} \] (25)

where \( f_{3V} \) is the fraction of mass flow rate in the first (inlet) pipeline to the mass flow rate in the outlet pipeline of a three-way valve.

![Figure 5. Schematic drawing of a controlled three-way valve to combine two streams of fluids of different temperatures.](image)

**2.5. Pipeline**

The section of the pipeline delivering fluid to the fittings has a volume that directly affects the delay in heat transport between the nodes of the system, e.g., between the heating element and the cooler (Figure 6). If the heat losses to the surroundings are neglected, it can be assumed that the impulse of the temperature change reaches from the beginning to the end of the pipeline in the following time:

\[ \tau_R = \frac{\rho_c V_R}{\dot{m}_R} \] (26)

where \( \tau_R \) is a temperature impulse delay time in the pipeline, \( \rho_c \) is the average density of the cooling medium in the pipeline, \( V_R \) is the volume of the analyzed pipeline, and \( \dot{m}_R \) is the mass flow rate of the cooling medium in the pipeline.

![Figure 6. Schematic drawing of a pipeline section.](image)

However, the temperature impulse delay time can be calculated as the number of calculation steps that will elapse between the triggering of the impulse at the entrance to the pipeline and the impulse reaching the outlet from the pipeline:

\[ k_R = \text{round} \left( \frac{\tau_R}{\Delta T} \right) \] (27)

The outlet temperature can be then calculated using the following relation:

\[ t_{R}^{\text{out}}(k) = t_{R}^{\text{out}}(0) \quad \text{for } k \leq k_R \] (28)

\[ t_{R}^{\text{out}}(k) = t_{R}^{\text{in}}(k - k_R) \quad \text{for } k > k_R \] (29)
Or
\[ t_{R_{\text{out}}}^{(k)} = t_{R_{\text{in}}}^{(k)} \left( k - \text{round} \left( \frac{a_c V_R}{m_R / \Delta \tau} \right) \right) \quad k > k_R \]

where \( t_{R_{\text{in}}}^{(k)} \) is the inlet temperature of a cooling medium entering the pipeline for calculation step \( (k) \), \( t_{R_{\text{out}}}^{(k)} \) is the outlet temperature of a cooling medium leaving the pipeline for calculation step \( (k) \), and \( t_{R_{\text{out}}}^{(0)} \) is the initial outlet temperature of a cooling medium leaving the pipeline.

3. Modular Model for Computing Operation of a Water Installation with Elements Regulating the Flow

Each element of the installation is represented by one module, which incorporates iterative procedure for solving equations describing the operation of the considered element. Calculations are processed independently in each module. The algorithm presented below enables the usage of boundary conditions that can be stochastically modified during the warming-up process. It is assumed that stochasticity of the control process results from the superior role of the controller. A layout of the modular model for computing operations of water installation with elements regulating the flow has been shown in Figure 7. In the demonstrated method, it was assumed that calculations have been conducted sequentially, for a selected process time (calculation steps), separated from each other by a constant time step \( \Delta \tau \). The results of calculations from previous calculation step are used as initial conditions for the next calculation step. Calculations for subsequent elements of the installation such as: heat exchangers, joints, controlled valves and pipelines are lead periodically for each calculation step (indicated process time) in relevant modules. Because of the application of elements causing a response delay in the form of pipeline sections between connected elements of installation, the sequence of calculations processed in modules describing the operation of installation elements is elective (there is no situation that output parameters from one element are used as input parameters for the other element in the same calculation step).

The original element of the method is application of elements controlled in a stochastic manner, which can receive a control signal, based on any strategy, also modified during the installation operation; it does not affect the order of calculations and does not require modification of the calculation algorithm. In the proposed calculation method, in the module describing the operation of the heat exchanger, an original solution was also used to calculate the temperatures of the fluids outgoing the heat exchanger through the use of two conditional loops. The first loop controls the condition that the amount of energy received by the metal membrane is equal to the amount of energy given by the hot fluid, this condition is described by Equation (15). The second loop, the external one, is used to control the condition that the amount of energy balance within the heat exchanger is maintained (1), also taking into account the processes of energy accumulation. Such a two-stage control of the conditions of maintaining energy balances in the exchanger enables the use of equations in its original form, e.g., the logarithmic temperature difference (6), and the result of the procedure operation is to determine the values of two variables in parallel, in this case the temperatures of fluids leaving the heat exchanger. This is a significant simplification in relation to the commonly used iterative methods, where there is one loop enabling the determination of one variable. Moreover, it was assumed that the mass of the exchanger metal membrane and the fluid in the heat exchanger have the same temperatures due to the large difference in the heat capacity of the fluids on both sides of the heat-conducting membrane. In the applications considered below, one fluid is a water and the other one is a process gas, the heat capacity ratio in this case is reaching 1000. The adopted calculation schematics enable calculations to be made both for the heat flow from the heating fluid to the cooling fluid, as well as in the opposite direction. It is also possible to change the direction of the heat flow while the heat exchanger is in operation. It is possible due to using conditional definition of the temperature difference in the heat exchanger (6). Depending on the temperatures of the fluid at the inlet and outlet, the
definition of the temperature difference adopts proper notation to avoid mathematically forbidden actions, e.g., division by zero.

4. Analysis of the Warming up Process of the Water System

In Figure 8, a schematic of the water installation used for cooling or heating the process gases of a chemical installation has been shown. The installation consists of four heat exchangers for heating or cooling the process gases (W1–W4), a cooler (C1), a water pump, four adjustable three-way valves, an expansion tank and 16 selected pipeline
sections (R1–R16). In exchangers W1–W3, heat is delivered by the process gases, while in the heat exchanger W4 the process gas is heated. The operation of the cooler (C1) has not been analyzed; this element has a thermal performance twice the maximum demand and, in combination with the control system, transfers any excess heat to the surroundings. Table 1 describes the parameters of the installation and the initial conditions.

![Figure 8. Schematic drawing of the water installation used for controlling the temperature of the process gases in the chemical installation.](image)

Table 1. Parameters of the analyzed installation and the initial conditions (constant).

| Parameter | Unit | W1   | W2   | W3   | W4   |
|-----------|------|------|------|------|------|
| $m_c$     | kg/s | 0.16 | 1.33 | 0.14 | 0.05 |
| $c_c$     | J/(kg·K) | 4200 | 4200 | 4200 | 4200 |
| $t_{c1}$  | °C   | 20   | 20   | 20   | 20   |
| $t_{c2}$  | °C   | 20   | 20   | 20   | 20   |
| $m_c$ (const) | kg | 3.74 | 30.6 | 3.32 | 1.12 |
| UA (const) | W/K | 73   | 405  | 30   | 40   |
| $m_m$ [kg] (const) | kg | 2.45 | 20.1 | 2.18 | 0.73 |
| $c_m$ (const) | J/(kg·K) | 478  | 478  | 478  | 478  |
| $m_h$     | kg/s | 0.035 | 5.12 | 0.020 | 0.020 |
| $c_h$ (const) | J/(kg·K) | 1298 | 2200 | 1977 | 1665 |
| $t_{h1}$ (const) | °C | 300  | 255  | 400  | 30   |
| $t_{h2}$  | °C   | 20   | 20   | 20   | 20   |

In the analysis, it has been assumed that the temperatures of the process gases at the inlet to the heat exchangers are constant, also during the start-up of the installation. On the other hand, the water temperature in the system, during start-up, is the same in all points of the installation. Taking into account the volumes of pipelines and heat exchangers, the warming-up of the system does not have a uniform course. Impulse of water temperature change is reaching the end of the pipeline with delay depending on length of the pipeline and the mass flow rate. This effect can be observed in pipelines R7 and R15 (Figure 9), the presented temperatures refer to the parameters at the outlet. Figure 9 shows the moment...
when the controller decides to activate the cooler C1 and pass a part of the water stream from the pipeline R10 through the cooler, and some through the bypass, in such a share that the temperature at the outlet from the pipeline R15 is 110 °C. This temperature is then maintained by the controller until the end of the analyzed operation of the installation.

Figure 9. Outlet temperature of pipeline R7 and R15.

Figures 10–12 show the warming-up process of the heat exchangers W1–W3, calculated with the use of the algorithm described in Figure 7. The heat exchanger warming-up process takes about 200 s. After its completion, the water temperature at the outlet has a constant temperature, also the process’ gas maintains a constant temperature. The process of warming-up of the heat exchanger W4 has been shown in Figure 13. In this device, the inflowing water is used to warm-up the process gas.

Figure 10. Warming up process of the heat exchanger W1.
Figure 11. Warming up process of the heat exchanger W2.

Figure 12. Warming up process of the heat exchanger W3.

Figure 13. Warming up process of the heat exchanger W4.
In the initial warming-up phase, the water has a lower temperature than the process gas, so that the heat flows in the opposite direction as initially designed. The application of the calculation algorithm presented in Figure 2 enables such a two-way heat flow analysis.

The analysis shows that the system is working stably and maintains the assumed temperature of the process gas after the warming-up process is completed (Figures 9–13). The ratio of the heat capacity of the heat exchanger (metal membrane and water included) to the heat flux delivered is crucial for the warming-up time. On the basis of the presented results, it can be seen that the heat exchanger W4 (Figure 13), supplied with a relatively small heat flux, is warming-up the slowest, and in order to shorten this time, the heat flux should be increased or the heat exchanger mass should be reduced. The ratio of the water velocity in the pipeline to the water mass in the pipeline has a noticeable effect on the course of the heat exchanger warming-up process. This factor introduces a significant delay in the warming-up process, which can be clearly observed in the initial phase of the system operation in Figure 13. The delay resulting from the flow of water supplying the heat exchanger W4 is in this case as much as 26 s.

The verification of the results presented in Figures 9–13 was carried out with the use of analytical methods. In the first stage, the model was verified for the steady state, and then for the warming-up state. For the system shown in Figure 8, calculations were made for the steady state using the energy conservation equations for heat exchangers W1–W4: (1)–(6), (15), (16), and the boundary conditions were formulated on the basis of the results presented in Figures 9–13 for the last operating point (500 s). In Table 2, a comparison of water temperatures at the outlet of heat exchangers W1–W4, for the steady state, have been shown.

**Table 2. Water outlet temperature comparison for steady state.**

| Heat Exchanger | W1 | W3 | W2 | W4 |
|----------------|----|----|----|----|
| Numerical model | 120.1 °C | 120.3 °C | 120.0 °C | 110.4 °C |
| Verification method | 120.1 °C | 120.3 °C | 120.1 °C | 110.4 °C |

For the model verification purposes during the warming-up, the system shown in Figure 8 has been reduced to one equivalent heat exchanger composed of one cumulated metal mass (25.46 kg), while the water mass in the equivalent heat exchanger is the sum of the water masses in all heat exchangers and pipelines (48.80 kg). The heat flux supplied to the equivalent heat exchanger is the average value of the sum of heat fluxes supplied in individual heat exchangers (96.96 kW). Table 3 shows a comparison of the warming-up time of the W1–W4 heat exchangers calculated with the use of the numerical model shown in Figure 7 and with the use of an equivalent heat exchanger (verification system).

**Table 3. Comparison of the warming-up time of heat exchangers W1-W4 calculated with the use of a numerical model and an equivalent heat exchanger (verification system).**

| Heat Exchanger | W1 | W3 | W2 | W4 | Equivalent (Verification) |
|----------------|----|----|----|----|----------------------------|
| Warming-up time | 226 s | 220 s | 224 s | 258 s | 214 s |

Based on the obtained results, it can be concluded that the presented model with high accuracy reflects the operating conditions of the system in the steady state and during the warming-up process, the shorter warming-up time obtained during the verification results from the use of the constant value of the heat flux, which is calculated as the arithmetic mean for the initial and the final state. In practice, the heat flux present in the initial phase of the warming-up process is going down very quickly. This happens because of rapid reduction of the logarithmic temperature difference. That causes the real average heat flux
for the warming-up process is lower than that adopted during the verification, and the real warming-up time is longer.

The above analysis was carried out for an iterative time step amounting to 1 s. Figure 14 shows the effect of iterative time step on the water temperature leaving the heat exchanger W4. However, in all analyzed cases, the convergence control is performed with the use of the condition that the left and right side of the energy balance in the heat exchanger (1) cannot differ from each other by more than 0.1 J.

![Figure 14. Effect of iterative time step on the water temperature leaving the heat exchanger W4.](image)

The presented data show that an iterative time step of 1 second or less practically does not affect the calculated value of the water temperature leaving the heat exchanger W4. On the other hand, for the iterative time step of 2 s and more, this effect becomes visible, and the difference in the calculated value of the water temperature leaving the heat exchanger W4 slightly exceeds 0.2 °C. Due to the very short calculation time achieved on a standard personal computer (less than 1 s), it was concluded there is no need to use a smaller iterative time step than one second.

5. Conclusions

The paper presents a new method for modelling the warming-up process of a water system with elements regulating the flow in a stochastic manner. The controller is responsible for the stochastic way of regulating the fluid flow through the system elements. The controller makes decisions based on the expected process gases temperatures. In addition, the controller may take into account the chemical process control algorithm (expected heating or cooling rate) or the adopted technological restrictions in the form of permissible extreme temperatures or pressures.

The main advantage of the proposed method is the modular construction of the model. Additional installation modules can be added and subtracted from the model in a very easy way, it is possible due to application of the iterative calculation method. The results from the previous calculation step are the initial conditions for the next calculation step. Calculations can be carried out parallel (independently) in all modules. Moreover, the presented method does not require the transformation of the differential equations describing the operation of individual elements into a linear form, which significantly facilitates the analytical work and makes it more flexible. For example, when calculating the temperatures of the cooled and heated medium at the outflow of the heat exchanger, the equations describing operation of the element have been left in its original form in the algorithm.

The paper presents calculation algorithms for the basic elements of the water system, such as heat exchangers, three-way controlled valves, two-way controlled valves (throt-
tling elements), joints and pipeline sections. The example of the analysis of operation of water installation used for controlling temperature of the process gases in the chemical installation shows the functionality and flexibility of the method. The obtained results make it possible to assess the correctness of operation of the control system governing process gases temperatures, from the moment the cooling water reaches the temperature of 110 °C. The proposed model of the installation enables also assessing the correctness of operation of the control system in the event of simulated disturbances in the course of chemical processes, e.g., changes in the mass flow rate of the process gas or its temperature.
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**Abbreviation**

| Index | Description |
|-------|-------------|
| A     | heat transfer surface [m²], |
| $c_c$ | specific heat of the cooling medium [J/(kg·K)], |
| $c_h$ | specific heat of heating medium [J/(kg·K)], |
| $c_m$ | specific heat of the heat-conducting membrane in the heat exchanger [J/(kg·K)], |
| $f_2V$ | fraction of mass flow rate through the two-way valve to the maximum mass flow rate for that valve [-], |
| $f_3V$ | fraction of mass flow rate in the first (inlet) pipeline to the mass flow rate in the outlet pipeline of a three-way valve [-] |
| $k$   | number of step calculation [-], |
| $k_R$ | number of calculation steps that will elapse between the triggering of the impulse at the entrance to the pipeline and the impulse reaching the outlet from the pipeline [-], |
| $m_c$ | mass of the cooling medium in the heat exchanger [kg], |
| $m_m$ | mass of the heat-conducting membrane in the heat exchanger [kg], |
| $m_c$ | mass flow rate of the cooling medium [kg/s] |
| $m_h$ | mass flow rate of the heating medium [kg/s] |
| $m_{gi}^{max}$ | maximum mass flow rate in pipeline „i” [kg/s], |
| $t_{av\text{end}}$ | average temperature of the cooling medium in the heat exchanger during the current calculation step [s], |
| $t_{av\text{ini}}$ | average temperature of the cooling medium in the heat exchanger during the previous calculation step [s], |
| $t_{c1}$ | inlet temperature of cooling medium [K], |
| $t_{c2}$ | outlet temperature of cooling medium [K], |
| $t_{h1}$ | inlet temperature of heating medium [K], |
| $t_{h2}$ | outlet temperature of heating medium [K], |
| $t_{Ri}^{in}$ | inlet temperature in pipeline „i” [K] |
| $t_{Ri}^{in}(k)$ | inlet temperature of a cooling medium entering the pipeline for calculation step (k) [K] |
| $t_{Ri}^{out}$ | outlet temperature in pipeline „i” [K] |
Outlet temperature of a cooling medium leaving the pipeline for calculation step (k) \( T_{R_{out}}(k) \)

Initial outlet temperature of a cooling medium leaving the pipeline \( T_{R_{out}}(0) \)

Heat flux delivered to the heat accumulating elements \( Q_{in} \)

Heat flux delivered with the cooling medium \( Q_{acc} \)

Heat flux discharged by the cooling medium \( Q_{out} \)

Heat flux transferred between heating and cooling medium \( Q_{Ri} \)

Heat flux transferred between heating and cooling medium \( Q_{LIA} \)

Overall heat transfer coefficient \( U \)

Volume of the analyzed pipeline \( V_R \)

Greek symbols

\( \Delta Q_h \) heat flux change in the heating medium

\( \Delta \varphi \) increase in the average temperature of the cooling medium over time \( \Delta \tau \) [K/s]

\( \Delta t_{ln} \) logarithmic temperature difference [K]

\( \Delta t \) time step of calculations [s]

\( \varphi \) average density of the cooling medium in the pipeline [kg/m³]

\( t_R \) temperature impulse delay time in pipeline [s]

Subscripts

\( ini \) previous calculation step

\( end \) current calculation step
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