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Abstract Steady two-dimensional turbulent free-surface flow in a channel with a slightly uneven bottom is considered. The shape of the unevenness of the bottom can be in the form of a bump or a ramp of very small height. The slope of the channel bottom is assumed to be small, and the bottom roughness is assumed to be constant. Asymptotic expansions for very large Reynolds numbers and Froude numbers close to the critical value \( Fr = 1 \), respectively, are performed. The relative order of magnitude of two small parameters, i.e. the bottom slope and \( (Fr - 1) \), is defined such that no turbulence modelling is required. The result is a steady-state version of an extended Korteweg–de Vries equation for the surface elevation. Other flow quantities, such as pressure, flow velocity components, and bottom shear stress, are expressed in terms of the surface elevation. An exact solution describing stationary solitary waves of the classical shape is obtained for a bottom of a particular shape. For more general shapes of ramps and bumps, stationary solitary waves of the classical shape are also obtained as a first approximation in the limit of small, but nonzero, dissipation. With the exception of an eigensolution for a ramp, an outer region has to be introduced. The outer solution describes a ‘tail’ that is attached to the stationary solitary wave. In addition to the solutions of the solitary-wave type, solutions of smaller amplitudes are obtained both numerically and analytically. Experiments in a water channel confirm the existence of both types of stationary single waves.

1 Introduction

Gravity driven, plane (2D) free-surface flow of an incompressible liquid over a bottom containing an obstacle is a fundamental problem of hydraulics; cf. [12,14]. The classical approach is a one-dimensional flow approximation, based on the assumption of a hydrostatic pressure distribution. However, that is insufficient for many applications; cf. the monograph [11] on non-hydrostatic free-surface flows. In particular, the one-dimensional flow approximation together with the assumption of a hydrostatic pressure distribution leads to equations that...
become singular as the critical Froude number 1 is approached. We shall further discuss the point in Sect. 4 in the context of an extended KdV equation. Furthermore, no upstream influence of the obstacle is predicted by the classical approach, which is in contrast to observations on near-critical flows, including the experiments to be presented in this paper.

With the exception of the stability analysis given in Appendix D, the present analysis concerns steady flow. The same is true for the following discussion of the pertinent literature, leaving propagating waves mainly unnoticed.

For inviscid flow, a conventional approach is to solve the equations of potential flow or the Euler equations, subject to boundary conditions at the bottom and at the free surface. A comprehensive survey on both classical work and more recent research is given in [11], Ch. 3. As examples that are of some relevance to the present work, we mention the following ones. Forbes and Schwartz [20] considered a semi-circular obstacle, analysed linearized equations, and, in addition, provided numerical solutions of the nonlinear problem. Numerical solutions for a semi-circular obstacle were also investigated by Vanden-Broeck [67], and a non-uniqueness was found, with one solution corresponding to a perturbation of the uniform stream, the other one to a perturbation of a solitary wave. Numerical solutions for a triangular obstacle were given by Dias and Vanden-Broeck [16]. Rapid changes in the channel bottom give rise to particular problems, of course. An example is a step in the channel bottom; see [2].

Under certain assumptions, the full equations of motion of inviscid flow can be reduced to the Korteweg–de Vries (KdV) equation for the free surface, or to various modifications and extensions of that famous equation, cf. the monographs [51, 63] as well as the survey articles [15, 26, 29]. In their work mentioned already above, Binder et al. [2] solved the full nonlinear problem numerically, and, in addition, provided solutions of a forced KdV equation for the weakly nonlinear problem. The semi-circular obstacle found again particular interest, see [17], a non-uniqueness was observed, with two symmetric solitary waves as solutions, and a solution with a cnoidal wave downstream for upstream supercritical flow was found. Nonlinear wave trains (resembling unsteady undular bores) upstream and downstream of a locally steady surface elevation over the obstacle were obtained in [27, 28]. The interesting phenomenon of “shelves” was described in [39], whereas steady or oscillatory “tails”, attached to solitary waves, were predicted in [37] for higher-order KdV equations. Non-uniqueness was observed in [1, 22], while the stability of the solutions was investigated in [4, 5, 13], among others. Finally, it might be of interest to mention that coupled KdV equations describing resonant flow over an uneven bottom have also been studied [44]. Concerning the effects of viscosity it may be mentioned that weakly dissipative free-surface flows using the classical potential-flow approach, based on linearized Navier–Stokes equations, were investigated in [18, 19]. Remarkably, non-local viscous terms in the boundary condition at the bottom were found in [19].

Turbulent flow, which is the rule rather than the exception in open-channel hydraulics, is, of course, associated with dissipation. A variety of dissipation models can be found in the literature; cf. [11], Ch. 5, for a survey that gives also many important details. Several authors applied the so-called Chezy model to account for bottom friction, i.e. the wall shear stress is assumed to be proportional to the mean-velocity square; cf. [45, 46]. In the present context, it ought to be mentioned that Grillhofer [24] added a friction term of the Chezy type to the basic equations for plane steady inviscid flow, expanded the equations for Froude numbers close to 1 and obtained an extended KdV equation for the surface elevation with a linear dissipation term. Note, however, that linear terms in extended KdV equations to describe bottom friction and dissipation are sometimes attributed to the “Rayleigh model of dissipation”, cf. [55]. In view of results to be presented in the present work, it may be of interest that the possible appearance of tails in case of small, but non-vanishing dissipation was discussed in [56]. It ought to be mentioned, however, that other dissipation models have been proposed as alternatives, e.g. in [6–10]. The model offered in [8] also accounts for the effects of streamline curvature.

There is, of course, always the possibility to solve the full equations of motion for turbulent flow. Presently available commercial codes, e.g. FLUENT or FLOW-3D, allow the computation of turbulent shear flows with free surfaces based on the Reynolds-averaged Navier–Stokes equations with various turbulence models. However, finding the solution of a particular problem is not always an easy task when the Froude number is close to the critical value 1 and the flow to be described contains both supercritical and subcritical regions; see [32]. To cope with those difficulties, an iteration method based on an asymptotic analysis of near-critical turbulent free-surface flow was proposed in [61] and applied to the undular-jump problem. Another example of a successful solution of the Reynolds-averaged Navier–Stokes equations for undular jumps was recently given in [58], using the volume of fluid method. It is remarkable that a one-dimensional flow model based on the depth-averaged Navier–Stokes equations with Reynolds stress terms can give results that are comparable with the solutions of the two-dimensional flow problem, see [11], Section 5.3.5.
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Fig. 1 Steady turbulent near-critical open-channel flow over a slightly uneven bottom, e.g. a ramp (schematic)

At a higher level of computational effort, large-eddy simulation (e.g. [31]) and even direct numerical simulations (e.g. [30,40,50]) of turbulent free-surface flows are also available. From the view of the present work, the DNS data due to [30,40] will be of importance as they provide justification for the assumption of vanishing Reynolds shear stress at the free surface, cf. below.

The aim of the present work is to obtain asymptotic solutions for near-critical turbulent open-channel flow over bumps and ramps without applying turbulence models. An extended KdV equation, containing a linear dissipation term and a forcing term, was obtained in [60] for a channel bottom with a region of enlarged roughness, providing the possibility to predict, apparently for the first time, stationary solitary waves in turbulent open-channel flow. In the present work, the analysis due to [60] is modified to account for an uneven bottom, e.g. for bumps or ramps, while keeping the bottom roughness constant. The main result of the analysis is an equation for the averaged surface height as a function of the longitudinal coordinate, but other flow quantities of interest are expressed in terms of the surface elevation.

For the previous case of a plane bottom with a region of enlarged roughness, the stationary solitary waves were observed in laboratory experiments and reasonable agreement between predictions and measurements was found [62]. Those favourable comparisons made it appear feasible to verify the theoretical predictions by experiments also for bumps. However, the experiments led to surprising observations that will be described in Sect. 7 below.

2 Reference quantities and non-dimensional parameters

Steady two-dimensional turbulent open-channel flow is considered (Fig. 1). Apart from small perturbations of characteristic length \( l \) and elevation \( b \), which varies in longitudinal direction, the channel bottom is plane with small constant slope \( \alpha \). The order of magnitude of \( b \) will be fixed in course of the analysis. For now, it suffices to assume that \( b \) is much smaller than the depth of the liquid in the channel. A Cartesian coordinate system is chosen such that the \( x \)-axis is in the bottom plane, while the \( y \)-axis points upwards. The flow velocity components in the \( x,y \) coordinate system are \( u \) and \( v \), respectively. Ensemble-averaged quantities will be denoted by an overbar; e.g. \( \bar{h} \) stands for the ensemble-averaged surface height. Since steady flow is considered, the ensemble-averaged quantities are in accord with time-averaged ones. Primes will indicate fluctuations around the average.

It is assumed that the flow would be fully developed\(^1\) if the bottom were exactly plane. For bumps or ramps, this implies that the flow is indeed fully developed far upstream and far downstream. Note that in case of a ramp the surface elevation is slightly larger far downstream than far upstream, cf. Fig. 1. However, the difference will turn out to be small of higher order in the asymptotic analysis.

For introducing non-dimensional variables, the fully developed flow over a plane bottom with slope \( \alpha \) is chosen as a reference state, which is denoted by the subscript \( r \). Thus, the averaged surface height of the fully developed flow far upstream, \( \bar{h}_r \), serves as reference length, and the \( y \)-coordinate will be referred to it. The \( x \)-coordinate, however, will be contracted with a small parameter \( \delta \), which is chosen in a way that is appropriate for describing solitary waves of small amplitudes. From [60], it is known that a suitable choice is

\(^1\) In the present paper, “fully developed flow” is defined in the way that is common in the literature on fluid mechanics, i.e. as a flow of uniform water depth with distributions of velocity, pressure and Reynolds stresses, respectively, being invariant with respect to the streamwise coordinate \( x \). Thus, it implies mechanical equilibrium. In hydraulics, a different definition of “fully developed” is sometimes used.
\[ \delta = 3 \sqrt{\varepsilon}, \]  

(1)

where the non-dimensional parameter \( \varepsilon \) characterizes the amplitude of the wave, while the coefficient 3 has been introduced in the interest of simplifying the coefficients of the final equations. A definition of \( \varepsilon \) in terms of the Froude number will be given below, cf. (17). The non-dimensional Cartesian coordinates \( X, Y \) and the non-dimensional bottom elevation \( B \) are then defined as follows:

\[ X = \delta x / \bar{h}_r, \quad Y = y / \bar{h}_r; \quad B = b / \bar{h}_r. \]  

(2)

For the purpose of serving as reference velocity, the volumetric mean velocity \( \bar{u}_r \) is introduced, i.e. \( \bar{u}_r = \bar{V} / \bar{h}_r \), where \( \bar{V} \) denotes the volume flow rate per unit width of the channel. This choice of the reference velocity is of importance for keeping the analysis free of turbulence modelling, see [25]. Based on that reference velocity, the Froude number is defined as

\[ Fr = \bar{u}_r / \sqrt{gh_r} = \bar{V} / \sqrt{gh_r^3}, \]  

(3)

where \( g \) is the acceleration of gravity.

Concerning further dimensionless quantities, the pressure \( \bar{p} \) is referred to the averaged hydrostatic pressure at the bottom of the channel in the fully developed flow, i.e. \( g \rho \bar{h}_r \), with \( \rho \) denoting the constant density of the fluid. The Reynolds stresses are referred to the averaged bottom shear stress in the fully developed flow, which may be written as \( \rho \bar{u}_{tr}^2 \), where \( \bar{u}_{tr} \) is the reference friction velocity. Since the wall shear balances the tangential component of the gravity force in fully developed flow, \( \bar{u}_{tr} \) is given by

\[ \bar{u}_{tr} = \sqrt{ga \bar{h}_r}. \]  

(4)

As the bottom slope, \( \alpha \) is assumed to be very small, cf. above, \( \sin \alpha \) was replaced by \( \alpha \) in Eq. (4).

Using the reference quantities defined above, non-dimensional variables are introduced as follows:

\[ \bar{H} = \bar{h} / \bar{h}_r, \quad \bar{U} = \bar{u} / \bar{u}_r, \quad \bar{V} = \delta^{-1} \bar{v} / \bar{u}_r \ , \quad \bar{P} = \bar{p} / g \rho \bar{h}_r; \]  

\[ \bar{U}'^2 = u'^2 / u_{tr}^2, \quad \bar{U}'\bar{V}' = \bar{u}'\bar{v}' / u_{tr}^2, \quad \bar{V}'^2 = v'^2 / u_{tr}^2. \]  

(5a)

(5b)

The effects of surface tension will be neglected. Concerning viscosity effects, very large Reynolds numbers will be considered. Following common practice in the asymptotic analysis of turbulent flow, the Reynolds number is defined in terms of the reference friction velocity, i.e.

\[ Re_{\tau} = u_{\tau} \bar{h}_r / \nu = (g \alpha)^{1/2} \bar{h}_r^{3/2} \nu^{-1}. \]  

(6)

where \( \nu \) is the kinematic viscosity of the liquid.

3 Governing equations for large Reynolds numbers

For very large Reynolds numbers, the flow field is composed of two layers, i.e. the defect layer and the thin viscous wall layer at the bottom. Concerning the latter, a universal solution is known to exist for steady flow, cf. [21], or [59]. Thus, it is sufficient to consider only the defect layer in what follows.

3.1 Equations of motion

In terms of the present non-dimensional variables, the continuity equation for the mean flow reads

\[ \bar{U}_X + \bar{V}_Y = 0. \]  

(7)

Here, and in what follows, derivatives are indicated by subscripts, whenever it is convenient.

Since viscous stresses are negligible in the defect layer, the momentum equations for the mean flow become

\[ Fr^2 (\bar{U} \bar{U}_X + \bar{V} \bar{U}_Y) = -\bar{P}_X + \alpha / \delta - (\alpha / \delta) \left[ \delta (\bar{U}'^2)_X + (\bar{U}'\bar{V}')_Y \right]; \]  

(8a)

\[ \delta^2 Fr^2 (\bar{U} \bar{V}_X + \bar{V} \bar{V}_Y) = -\bar{P}_Y - 1 - \alpha \left[ \delta (\bar{U}'\bar{V}')_X + (\bar{V}'^2)_Y \right]. \]  

(8b)

Here, and in what follows, \( \sin \alpha \) and \( \cos \alpha \) are replaced by \( \alpha \) and 1, respectively.
3.2 Boundary and matching conditions

With regard to the boundary condition at the bottom, it is assumed that the thickness of the viscous wall layer is much smaller than the maximum bottom elevation, \( b_{\text{max}} \), i.e.

\[
\frac{\nu}{u_\tau} \ll b_{\text{max}} \quad \text{or} \quad B_{\text{max}} \gg 1.
\]

(9)

For a given bottom elevation, Eq. (9) is a condition for the Reynolds number, which will be specified more precisely as soon as the order of magnitude of \( B_{\text{max}} \) has been fixed, see Sect. 4 below. If Eq. (9) is satisfied, the thin viscous wall layer will be attached to the bottom elevation. Otherwise, the bottom elevation would be submerged partially, or even totally, in the viscous wall layer, requiring a special treatment; cf. [38,66].

With the viscous wall layer attached to the bottom elevation, the appropriate boundary condition for the defect layer is the classical tangential-flow condition, i.e.

\[
\frac{\bar{V}}{\bar{U}} = B_X \quad \text{on} \quad Y = B_X;
\]

(10)

see also [38].

In order to match the defect-layer solution to the wall-layer solution, the logarithmic overlap law is applied, following [59], p. 536. The following expression for the non-dimensional surface velocity is obtained:

\[
\bar{U}(X, \bar{H}) = \sqrt{\alpha} Fr^{-1} U_\tau \left\{ (1/\kappa) \ln \left[ Re_\tau U_\tau (\bar{H} - B) \right] + C^+ + \bar{C}(X) \right\},
\]

(11)

where \( U_\tau \) and \( \bar{C}(X) \) are defined by the relations

\[
U_\tau^2 = - \left. \bar{U}^{\prime \prime} \right|_{Y \to B},
\]

(12)

and

\[
\bar{C}(X) = \int_{B}^{\bar{H}} \left( \frac{Fr}{\sqrt{\alpha} U_\tau} \frac{\partial \bar{U}}{\partial Y} - \frac{1}{\kappa Y} \right) dY,
\]

(13)

respectively. Furthermore, \( \kappa \) is v. Kármán’s constant, while the value of \( C^+ \) depends on the non-dimensional roughness, \( k_s^+ \), with

\[
k_s^+ = k_s u_\tau / v = \sqrt{\alpha \rho \gamma \kappa k_s U_\tau / \nu},
\]

(14)

where \( k_s \) is the sand roughness height, see [59, pp. 528–530]. In the present analysis, the sand roughness is assumed to be constant over the bottom. Thus, \( C^+ \) is also constant. Neither the value of \( C^+ \) nor the value of v. Kármán’s constant matter for what follows.

It should be noted that (11) does not imply the assumption of a logarithmic, or any other particular, velocity profile across the defect layer. (11) is just a result of applying the matching condition to the defect layer, which is characterized by very small perturbations of the volumetric mean velocity.

Although it is not of relevance to the further analysis, it may be of interest to note that \( U_\tau \) is exactly equal to the non-dimensional friction velocity only in case of a plane bottom, i.e. \( B(X) \equiv 0 \); otherwise, \( U_\tau \) differs slightly from the local non-dimensional friction velocity, i.e. by a higher-order term in the asymptotic expansion presented in Sect. 4.

Since there is a wall-pressure gradient at the bottom due to the \( X \)-dependence of the water depth, it is in order to check whether the logarithmic overlap law is applicable. An appropriate analysis is given in “Appendix A”.

At the free surface, kinematic and dynamic boundary conditions have to be satisfied. The kinematic boundary condition is prescribed in the conventional form, i.e.

\[
\bar{V}(X, \bar{H}) = \bar{U}(X, \bar{H}) \bar{H}_X(X),
\]

(15)

which may be interpreted as a definition of the ensemble-averaged surface.

With respect to the dynamic boundary conditions, we also follow the conventional approach, see [57]. Since surface tension is neglected and viscous stresses are negligibly small in the defect layer, only the Reynolds
stresses have to be taken into account. Thus, the required continuity of the total stresses at the free surface leads to the following dynamic boundary conditions with respect to the $X$- and $Y$-directions, respectively:

\[
\begin{align*}
\left[ P(X, H) + \alpha U'^2(X, H) \right] \sin \vartheta + \alpha U'V'(X, H) \cos \vartheta &= 0, \\
\left[ P(X, H) + \alpha V'^2(X, H) \right] \cos \vartheta - \alpha U'V'(X, H) \sin \vartheta &= 0,
\end{align*}
\]  

(16a)  

(16b)

where $\vartheta$ is the inclination angle of the ensemble-averaged free surface with respect to the horizontal, i.e. $\tan \vartheta = \delta H_X$.

The application of “conventional” boundary conditions at the free surface rests on the assumption of vanishing Reynolds shear stress at the free surface. This assumption has been subject to some discussion; see [60] and the references given there. It may well be that the apparently unsettled question of zero versus nonzero Reynolds shear stress at the free surface is associated with problems concerning the ensemble-averaged kinematic boundary condition at free surfaces, as noted in [63] cf. also [43]. Furthermore, recent investigations [42] show a three-dimensional character of the turbulent flow at free surfaces; however, implications with regard to boundary conditions for the bulk flow seem to be uncertain at present. For the present analysis, it may be seen as reassuring that the application of the conventional boundary conditions (16a) and (16b) in previous work has led to reasonable agreement with measurements of surface elevation as well as shear stress distribution for both undular jumps [25,35,36,61] and stationary solitary waves [62].

4 Asymptotic expansion for near-critical flow

Since solitary waves with small amplitudes move in an inviscid quiescent fluid with a velocity that corresponds to a slightly supercritical Froude number, it is natural to expand the governing equations in terms of a small parameter $\varepsilon$ that is defined by the relation

\[ Fr = 1 + \frac{3}{2} \varepsilon \quad (0 < \varepsilon \ll 1). \]  

(17)

Here, and in what follows, coefficients like $3/2$ are introduced in order to obtain the results in a convenient form.

In general, the small parameter $\varepsilon$ is independent of the slope $\alpha$ that has been introduced above as a small parameter. However, it was shown in earlier work [25,60] that the analysis can be kept free of turbulence modelling if $\alpha$ and $\varepsilon^2$ are assumed to be of the same order of magnitude. The basic idea is to fix the relative size of the two small parameters $\varepsilon$ and $\alpha$ such that, on the one hand, the leading terms due to turbulence, though small, are retained in the analysis, while, on the other hand, the magnitude of the Reynolds stresses is sufficiently small to keep the analysis free of turbulence modellling. Thus, following [25,60], the coupling parameter $A$ is introduced with the relation

\[ A = \alpha / \varepsilon^2 = O(1). \]  

(18)

Note that the fully developed flow with small bottom slope $\alpha$ requires a particular, very large value of the Reynolds number. Thus, (18) can also be seen as a coupling condition for the nearly critical Froude number and the large Reynolds number.

A further important assumption concerns the height of the bottom elevation (e.g. a bump or a ramp). It is chosen such that the terms due to the bottom elevation will become of the same order of magnitude as the terms due to dissipation. This is accomplished by introducing the parameter $\beta$ with the definition

\[ \beta = \frac{1}{4} A \varepsilon^{-3/2} \]  

(19)

and assuming that the non-dimensional bump or ramp height defined in (2) is of the order of magnitude $B = O(\beta \varepsilon^2) = O(\varepsilon^{5/2})$. Thus, the non-dimensional height of the bottom elevation is written in the following form:

\[ B = 3 \beta \varepsilon^2 \psi(X), \quad \psi = O(1). \]  

(20)

For the further analysis it is of interest that the order of magnitude of $B$ according to (20) allows an analysis that remains free of turbulence modelling. It should also be noted that substituting (20) and (19) into Eq. (9) gives $\alpha \sqrt{\varepsilon} Re_t \gg 1$ as the condition for sufficiently thin viscous wall layers at the uneven bottom.
That condition, or an equivalent one, has to be observed when experimental verification of the theoretical predictions is sought; cf. Sect. 7.

For bumps, the bottom elevation vanishes far upstream and far downstream. In case of ramps, the bottom elevation vanishes only far upstream, whereas it attains a nonzero constant value far downstream. This leads to the following conditions for ψ:

\[ \psi \to 0 \text{ as } X \to -\infty ; \]
\[ \psi \to \psi_{\infty} = \text{const. as } X \to +\infty , \]  
(21a)

with ψ∞ = 0 for a bump, and ψ∞ ≥ 0 for a ramp.

The dependent variables are now expanded in terms of powers of ε as follows:

\[ \bar{H}(X) = 1 + \varepsilon H_1(X) + \varepsilon^2 H_2(X) + o(\varepsilon^2) , \]  
(22)

and analogous expansions for the velocity components, the pressure and the Reynolds stresses. The expansions are then introduced into the governing equations given in the preceding section. The procedure is a bit cumbersome and not always straightforward, as the averaged Navier–Stokes equations remain incomplete without a closure model. The details of the analysis, which follows the analogous analysis for a plane bottom with a region of enlarged bottom roughness [60], can be found in “Appendix B”. For here it may suffice to mention that the main difference between the present asymptotic expansion and the previous one stems from the boundary condition (10) together with (20), which, of course, has no equivalent in case of a plane bottom. Eventually, the following first-order results are obtained:

\[ \bar{U}(X, Y) = 1 + \varepsilon \left[ -H_1(X, Y) + \sqrt{\alpha} \Delta U(Y) \right] + \cdots , \]  
(23)

\[ \bar{V}(X, Y) = \varepsilon Y H_{1X} + \cdots , \]  
(24)

\[ \bar{P}(X, Y) = 1 - Y + \varepsilon H_1(X) + \cdots , \]  
(25)

\[ \bar{U} \bar{V}'(X, 0) = -1 + 2\varepsilon H_1(X) + \cdots , \]  
(26)

\[ \bar{U} \bar{V}'(X, 1) = -\varepsilon H_1(X) + \cdots , \]  
(27)

where \( H_1 \) has to satisfy the ordinary differential equation

\[ H_{1XXX} + (H_1 - 1) H_{1X} = \beta (H_1 - \psi_X) . \]  
(28)

The term \( \Delta U(Y) \) appearing in (23) is the non-dimensional “velocity defect”, which is defined such that the local value of \( \bar{U} \) in the fully developed flow far upstream differs from its volumetric mean, i.e. 1, by the amount \( \sqrt{\alpha} \Delta U \). This quantity can be considered as known from experiments, e.g. [52], but, in the present analysis, it does not affect any other variable except \( \bar{U} \). Note that the distribution of the first-order perturbation of the Reynolds shear stress over the channel cross section cannot be obtained in the framework of the present analysis; only the values at the bottom (\( Y = 0 \)) and at the undisturbed surface level (\( Y = 1 \)) can be determined with (26) and (27), respectively.

According to Eqs. (23) to (27), all first-order perturbation quantities are expressed in terms of the first-order surface elevation, \( \bar{H}_1(X) \). The latter is to be determined by solving (28), which can be recognized as a steady-state version of an extended KdV equation. The extension consists of two parts, i.e. the linear term \( \beta \bar{H}_1 \), which characterizes dissipation, and the “forcing” term \(-\beta \psi_X \), which is a given function of \( X \), making the equation an inhomogeneous one. If the term \( \beta \bar{H}_1 \) is dropped, (28) describes inviscid flow. As already anticipated above, \( \Delta U \) does not appear in (28), so that knowledge of the velocity defect is not required.

For later use it will be of interest to observe that replacing \( \psi_X \) in (28) by \( \Gamma \) leads to the extended KdV equation derived previously for a plane bottom with a roughness that varies along the bottom [60,62]. However, the formal similarity between the results should not obscure the fact that the forcing terms differ in origin. \( \Gamma \) results from an expansion of the logarithmic overlap law (11) with \( C^+(X) \) according to the roughness as a function of \( X \), whereas \( \psi_X \) follows from expanding the boundary condition (10) with (20) for the shape and height of the bump or ramp.

It may be worth mentioning that dropping the term \( H_{1XXX} \) in (28) leads to an equation that is equivalent to the one-dimensional flow approximation of classical hydraulics [24].\(^2\) Obviously, the remaining equation

\(^2\) If the equations of one-dimensional flow are expanded for \( \varepsilon \to 0 \), a coefficient 5/3 is obtained for \( H_1 \) in the equation corresponding to (28). This is due to the fact that the velocity defect is missing in the one-dimensional flow approximation.
is singular as the surface elevation tends to the critical value \( H_1 = 1 \). This shows the inability of the one-dimensional flow approximation of classical hydraulics to describe the near-critical flow considered in the present paper.

Since we consider flows that are fully developed both far upstream and far downstream, the solutions of (28) have to satisfy the boundary conditions

\[ H_1 \to 0 \quad \text{as} \quad X \to \pm \infty. \quad (29) \]

The boundary condition of vanishing surface elevation as \( X \to +\infty \) is trivial for a bump, as the bottom elevation vanishes far downstream in this case. For a ramp, however, there remains a nonzero free-surface elevation that is of the order of the bottom elevation as the fully developed flow far downstream is attained. With the bottom elevation being as small as defined by (20), the free-surface elevation far downstream is small of higher order and does not affect the first-order boundary condition (29).

Integrating (28) from \(-\infty\) to \(+\infty\) and accounting for the boundary conditions (29), the following integral relation is obtained:

\[ \int_{-\infty}^{+\infty} H_1 dX = \psi_\infty. \quad (30) \]

Equation (30) represents the conservation of momentum for steady flow, see “Appendix C”.

By integrating (28) after multiplication with \( H_1 \) and accounting again for the boundary conditions (29), one obtains another integral relation that reads as follows:

\[ \int_{-\infty}^{+\infty} H_1 (H_1 - \psi_X) dX = 0. \quad (31) \]

If the bottom is uneven only in a region of finite length (in terms of the contracted coordinate \( X \)), the solutions of (28) subject to the boundary condition (29) decay exponentially, i.e. \( H_1 \sim \exp(kX) \), as \( X \to \pm \infty \). Since (28) is of third order, \( k \) has to satisfy a cubic equation that reads

\[ k (k^2 - 1) = \beta. \quad (32) \]

As at least two real roots of (32) are required for describing a solution that decays both upstream and downstream, a necessary condition for the existence of such a solution of (28) is \( \beta \leq 2/3\sqrt{3} \approx 0.385 \), i.e. dissipation must not be too strong. For \( \beta < 2/3\sqrt{3} \) the cubic equation (32) has two negative real roots, \( k_1 < k_2 < 0 \), and one positive real root, \( k_3 > 0 \). For very small values of \( \beta \), (32) has the roots \( k_1 = -1 + O(\beta) \); \( k_2 = -\beta + O(\beta^3) \); \( k_3 = 1 + O(\beta) \). Thus there are two types of solutions that differ from each other with respect to the decay downstream, i.e. as \( X \to \infty \). One type of solution is characterized by a strong decay according to the root \( k_1 \), the other one by a weaker decay according to \( k_2 \). Examples will be given below.

5 Analytical solutions

5.1 The stationary solitary wave as an exact solution

For a ramp of the shape

\[ \psi(X) = 6[1 + \tanh(X/2)], \quad (33) \]

an exact solution of (28) with boundary conditions (29) is

\[ H_1 = 3 \sech^2(X/2), \quad (34) \]

i.e. the classical solitary-wave solution of inviscid flow, see Fig. 2. The term in parenthesis on the right-hand side of (28) is identically zero in this particular case. Thus, the solution (34) has the remarkable property of being valid for any value of the dissipation parameter \( \beta \). In case of inviscid flow, i.e. \( \beta = 0 \), the right-hand side of (28) would vanish and the position of the stationary solitary wave would remain undetermined. In other words, it is the dissipation that fixes the position of the stationary solitary wave relative to the position of the ramp.
Note that, in the present formulation, \( H_1 \) represents the elevation of the free surface with respect to the channel bottom including the bottom elevation due to the bump or the ramp, whereas the solitary wave in inviscid flow would require a plane bottom. However, as the height of the bump or ramp is assumed to be much smaller than the surface elevation, cf. (20), the distinction is not of relevance in the present case.

5.2 Solutions for small dissipation parameters

The dissipation parameter \( \beta \) is quite small in many practical applications as well as in pertinent laboratory experiments. For instance, comparisons with measurements were made for stationary undular jumps with \( \beta = 0.086 \ldots 0.225 \) [64], \( \beta = 0.0563 \) [36], \( \beta = 0.00764 \) and \( \beta = 0.086 \) [35], among others, and for a stationary solitary wave with \( \beta = 0.127 \) [62]. Thus it appears appropriate to investigate the behaviour of the solutions for \( \beta \ll 1 \).

5.2.1 Solutions of the first kind (solitary-wave type): general relations

In the limit \( \beta \rightarrow 0 \), the first-order non-trivial solution of (28) with boundary conditions (29) is

\[
H_1^{(0)} = 3 \text{ sech}^2[(X - X_m^{(0)})/2],
\]

where \( X_m^{(0)} \) is the \( X \)-value of the maximum of \( H_1^{(0)} \), i.e. it fixes the position of the maximum surface elevation in first order. The parameter \( X_m^{(0)} \) depends on the shape of the bump or ramp and can be determined from the integral relation (31). However, before that is done, it is advisable to check whether the integral relation (30) is satisfied. If the first-order solution (35) is inserted into the integral relation (30), one obtains \( \psi_\infty = 12 \). Thus, (35) is a uniformly valid solution of the extended KdV equation (28) with the homogeneous boundary conditions (29) only in case of ramps with the non-dimensional height \( \psi_\infty = 12 \). This value plays the role of an eigenvalue to the problem.

For bumps, as well as for ramps with \( \psi_\infty \neq 12 \), the integral relation (30) requires that a long, but shallow, tail is added to the solitary-wave solution (35). Then, (35) serves as a leading-order inner solution. An asymptotic analysis for \( \beta \ll 1 \), analogous to the case of a plane bottom with a region of enlarged roughness considered in [62, Appendix II], gives the following leading-order solution for the tail (outer solution) in terms of the outer coordinate \( \beta X > 0 \):

\[
H_1 = \beta (\psi_\infty - 12) \exp(-\beta X); \quad (X > 0).
\]

According to (36), the shape of the bump or ramp does not affect the tail. The tail depends, in leading order, only on the non-dimensional bottom elevation \( \psi_\infty \) far downstream, which is zero for a bump and nonzero for a ramp. If \( \psi_\infty > 12 \), the surface elevation is positive in the whole stationary wave, including the tail. If \( \psi_\infty < 12 \), the tail is a shallow trough. For \( \psi_\infty = 12 \) the tail vanishes, which is in accord with the eigensolution given above.

If the dissipation term \( \beta H_1 \) is dropped in the extended KdV equation (28), the integral condition (30) is trivially satisfied, in first order, by the classical solitary-wave solution (35) in case of a bump of any shape, whereas it cannot be satisfied in case of a ramp. In the former case, the integral condition (31) gives \( X_m^{(0)} = 0 \) for a symmetric bump, i.e. the wave crest is exactly above the top of the bump in this particular case of inviscid
flow. However, it should be noted that the solution for the inviscid case may not exist, though the solution of the full equation, i.e. including the dissipation term, does. A well-known related problem is the undular jump, which cannot be described as an inviscid flow, no matter how weak dissipation may be [25].

5.2.2 Solution of the first kind (solitary-wave type) for a plane ramp

An example that may be of practical interest is a plane ramp, i.e. a ramp with constant gradient $\psi_X = \psi_\infty/L$ in the region $0 < X < L$. Note that the geometric height and length, respectively, of the ramp are $b_\infty = \psi_\infty \bar{h} \alpha \sqrt{\varepsilon}$ and $l = L \bar{h} / 3 \sqrt{\varepsilon}$. The gradient of the ramp is $b_\infty/l = 3 \psi_\infty \alpha \varepsilon / L$, which is as small as $\varepsilon^3$.

The integral relation (31) then gives the following expression for the position of the crest of the solitary wave:

$$X_m^{(0)} = L/2 \pm \mbox{arcosh}[(\psi_\infty / 2L) \sinh(L/2) - \cosh(L/2)],$$

(37)

which is analogous to equation (5) of [48] for the problem of a plane bottom with enlarged constant roughness in the region $0 < X < L$. A graph of (37) is shown in Fig. 3a. Real values of $X_m^{(0)}$ are obtained from (37) if, and only if, $\psi_\infty / L \geq 2 \coth(L/4)$.

Equation (38) defines a minimum non-dimensional height $\psi_\infty$ for a given non-dimensional length $L$ of the ramp, or, vice versa, a maximum length for a given height.

If $\psi_\infty = 12$, which leads, in first order, to the stationary solitary wave without a tail, Eqs. (37) and (38) reduce to

$$X_m^{(0)} = L/2 \pm \mbox{arcosh}[(6/L) \sinh(L/2) - \cosh(L/2)]$$

(39)

and

$$L/6 \leq \tanh(L/4),$$

(40)

respectively. Formally the same result was obtained for a plane channel bottom with enlarged constant roughness in a region of length $L$ [62]. It was shown there in Appendix I that only the solution with the lower sign in (39) corresponds to a stable stationary wave. By analogy, it can be assumed that the same is true for (37). According to (40) stationary solitary waves without a tail exist for plane ramps only if the ramp length does not exceed a maximum value $L_{\text{max}}$, which is given by $L_{\text{max}} \approx 5.151$ in first order.

For constructing a uniformly valid solution including the non-vanishing tail according to (36) the second-order inner solution is required. In general, the second-order analysis will be rather cumbersome. However, in the special case of a plane ramp, the results can be taken from [47], where the mathematically equivalent problem of a plane bottom with a region of constant enlarged roughness is considered. The parameter $I_L$ with the eigenvalue $\lambda$ of [47] corresponds to $\psi_\infty / L$ in the present problem. This gives the following second-order eigenvalue for the ramp height:

$$\psi_\infty = 12 \left[1 + \beta \sqrt{9 + (L/2)^2 - 3L \coth(L/2)} \right].$$

(41)

Fig. 3 The position of the crest of stationary solitary waves, $X_m^{(0)}$, according to (37) and (42), respectively. a Plane ramp with height $\psi_\infty$ and length $L$. First-order eigenvalue $\psi_\infty = 12$. b Bump with isosceles triangular cross section of height $\psi(0)$ and half-length $L$. 
The second-order eigenvalue may be of importance for predicting the parameters for experiments with good accuracy. Since neither the second-order inner solution nor the uniformly valid solution will be used in what follows, we refrain from reproducing the rather lengthy results here, and refer to [47].

5.2.3 Solution of the first kind (solitary-wave type) for a bump with triangular cross section

Another case of interest is a bump with a cross section of the shape of an isosceles triangle in the region \(-L < X < +L\). The piecewise constant gradient of the bump, \(\psi_X\), is then related to the non-dimensional height of the bump, \(\psi(0)\), by the equation \(\psi_X = \pm \psi(0)/L\), with the upper and lower signs for \(-L < X < 0\) and \(0 < X < +L\), respectively. The geometric height of the top of the bump is \(h_t = \psi(0)\bar{h}_t\alpha\sqrt{\varepsilon}\), while the geometric length of the bump is \(l = 2L\bar{h}_t/3\sqrt{\varepsilon}\). A similar bump was investigated in [16] based on potential-flow theory. Triangular bumps are also relatively easy to produce for the purpose of laboratory experiments; cf. below.

For turbulent flow, the integral relation (31) gives the following implicit relation for the position of the wave crest, \(X_m^{(0)}\):

\[
\tanh \frac{X_m^{(0)} + L}{2} + \tanh \frac{X_m^{(0)} - L}{2} - 2 \tanh \frac{X_m^{(0)}}{2} = \frac{4L}{\psi(0)}. \tag{42}
\]

It follows from (42) that a minimum height of the bump is required for the stationary solitary wave to exist, i.e.

\[
\psi(0) \geq \psi(0)_{\text{min}} = \frac{L(1 + 2 \cosh L + \sqrt{5 + 4 \cosh L})}{(\cosh L - 1)\sqrt{1 - 4/(3 + \sqrt{5 + 4 \cosh L})}}. \tag{43}
\]

Provided \(\psi(0) > \psi(0)_{\text{min}}\), (42) has two real solutions for \(X_m^{(0)}\), cf. Fig. 3b. It is shown in Appendix D that the solution with the larger value of \(X_m^{(0)}\) is unstable with respect to a small perturbation of the position, associated with a small perturbation of the amplitude. For the solution with the smaller value of \(X_m^{(0)}\), the same analysis, which is based on the theory of slowly varying solitary waves [63], predicts stability. However, the experiments that will be described below indicate that the realization of the “stable” solution of the solitary-wave type is not an easy task and may even be impossible.

5.2.4 Solutions of the second kind

The solitary-wave solution (35) is associated with a surface elevation of the order of \(\varepsilon\). However, (35) is not the only non-trivial solution of the extended KdV equation (28) with boundary conditions (29). The previously investigated case of a plane bottom with a region of enlarged roughness may serve as a guidance. Instigated by numerical solutions of the unsteady, transient flow problem [34], it was shown [47] that there are also solutions of (28), (29) with the leading term being of the order of \(\beta\), i.e. describing free-surface elevations of the order of \(\beta\varepsilon = O(\varepsilon^{3/2})\). Those solutions describe waves that will be addressed as “stationary single waves of the second kind” in what follows. They are characterized, among others, by remaining supercritical in the whole flow field if \(\beta \ll 1\).

Since the problem of a plane bottom with constant enlarged bottom roughness in a region of non-dimensional length \(L\) is mathematically equivalent to the problem of a plane ramp as defined in Sect. 5.2.2, first paragraph, the uniformly valid solution given in [47] may be re-written in terms of the present variables as follows:

\[
H_1 = \begin{cases} 
\beta \psi_{\infty} L^{-1} H^\text{in}(X) & \text{for } X \leq 0; \\
\beta \psi_{\infty} L^{-1} [H^\text{in}(X) + L e^{-\beta X} - L] & \text{for } X \geq 0.
\end{cases} \tag{44}
\]

with

\[
H^\text{in}(X) = \begin{cases} 
(1 - e^{-L}) e^X/2 & \text{for } X \leq 0; \\
-e^{-L} e^X/2 + e^{-X}/2 + X & \text{for } 0 \leq X \leq L; \\
(1 - e^{-L}) e^{-X}/2 + L & \text{for } X \geq L.
\end{cases} \tag{45}
\]

The superscript \(^\text{in}\) indicates that it concerns the contribution of the inner solution.
It is remarkable that the solutions of the second kind for a ramp, in contrast to the solutions of the first kind (solitary-wave type), exist only for non-vanishing dissipation, display weak downstream decay, and the height of the tail is of the same order of magnitude as the main part of the stationary wave.

For a bump, the behaviour of the solution of the second kind differs considerably from that given above for a ramp. According to [49], the inner solution displays strong decay and, therefore, is a uniformly valid solution of first order. To find a uniformly valid solution that comprises the shallow tail would require to determine the second-order inner solution and match it with the outer solution. However, the extended KdV equation (28) was derived by an expansion for small values of $\varepsilon$, and it seems doubtful whether it is still valid for terms being as small as the second-order terms in the inner expansion. Thus, we refrain from providing a uniformly valid solution of the second order and rather use numerical solutions for the comparison with experimental data.

6 Method of numerical solution

Even for simple geometries of the ramp or the bump, e.g. a plane ramp or a bump with an isosceles triangular cross section, the problem is governed by three independent parameters, i.e. the non-dimensional length $L$, the non-dimensional height $\psi_\infty$ or $\psi(0)$, and the dissipation parameter $\beta$. In the lack of a general theory, it would require an enormous computational effort to determine the regime of existence of solutions in the 3D parameter space. That was beyond the scope of the present work. However, numerical solutions have been obtained, if possible, for the purpose of comparisons with analytical solutions and experimental data, respectively.

Though the steady-state version (28) of the extended KdV equation is an ordinary differential equation that can be solved with standard methods, the solution requires some consideration. First of all, a shooting method cannot be applied, as one of the solutions of the homogeneous equation increases exponentially as $X$ tends to infinity. Thus the two-point boundary-value problem has to be solved. Secondly, the possible appearance of very long, but very shallow, tails makes it advisable to choose the computational domain and the mesh size with care.

The size of the computational domain was chosen sufficiently large to comprise the expected exponential decay of the solution upstream and downstream, respectively, according to (32). The solutions are subject to strong upstream decay according to the root $k_3$ of (32). Since the wave crest is expected to be upstream of the bump in the cases to be considered, cf. Fig.3b, the upstream boundary of the domain was chosen to be at $X_{\text{left}} = -20$. In contrast, the downstream decay will be weak, as predicted by (36). Thus, the downstream extension of the domain ought to depend on the dissipation parameter $\beta$. In order to constrain the error, $X_{\text{right}}$ is determined from the condition $\beta X_{\text{right}} = 8$, e.g. $X_{\text{right}} = 80$ for $\beta = 0.1$ as a typical value of the dissipation parameter. The boundary conditions (29) are then implemented as $H_1 = 0$ at $X_{\text{left}}$ and $X_{\text{right}}$, respectively. This approximation introduces errors of the order of $10^{-8}$ in $H_1$.

A second-order difference scheme for non-uniform grids was used to discretize the terms in (28). The grid point density near the ends of the computational domain was allowed to die out for the cases where a large domain is required. The derivatives $H_{1X}$ and $H_{1XXX}$ were discretized by a central 3-point stencil and a central 5-point stencil, respectively [3]. Equivalent one-sided second-order schemes were used at the domain boundaries. The finite difference formulas are given in Appendix E.

For the present cases, $\beta$ values of the order of 0.1 are sufficiently large to allow the use of an equidistant distribution of grid points. The numerical solutions given below as examples were obtained with 12,000 uniformly distributed grid points. The computation was repeated with 6000 grid points in order to check whether the resolution was sufficient. The comparison of the computations with 12,000 and 6000 grid points, respectively, showed a difference of the order of $10^{-6}$ in the height of the wave crest.

The sparse nonlinear system of equations was solved with the Newton method. The Jacobian matrix was computed analytically. The solution for weak dissipation was used as an initial guess, if available, see Appendix F for details. The linear systems were solved with the LinearSolve command in Mathematica. The maximum value of the residuals after the Newton iterations was below $10^{-8}$ in all cases.

In order to confirm that the solver gives correct results, a comparison with analytical results [47] is given in Fig.4. Four cases of ramps are shown. The ramps have different non-dimensional heights, whereas the non-dimensional length and the dissipation parameter, respectively, are the same in all cases. The relative error of the uniformly valid asymptotic solution is of the order of $\beta$. The comparisons show reasonable agreement even for the rather large value $\beta = 0.1$. For considerably smaller values of $\beta$, the numerical and analytical solutions become indistinguishable from each other.
Fig. 4 Solutions of the first kind for plane ramps of different non-dimensional heights $\psi_\infty$ and equal non-dimensional lengths $L$, with $L = 2$. Dissipation parameter $\beta = 0.1$. Numerical solutions of (28) with boundary conditions (29), in comparison to uniformly valid solutions [47].

7 Experiments

To perform experiments with the aim of verifying the theoretical results, a facility was available at Nihon University, Tokyo; see [23, 53, 54] for technical details. The channel width and length are 0.8 m and 15 m, respectively. A typical value of the volume flow rate per unit channel width is $\dot{V} \sim 0.1 \text{ m}^2/\text{s}$. With a channel width of 0.8 m and a water depth of approximately 0.1 m in the fully developed flow far upstream of the bump, the hydraulic diameter becomes $d_h \sim 0.3$ m, leading to Reynolds numbers $Re$, based on the hydraulic diameter, between 200,000 and 400,000. However, when the Reynolds number is determined for a particular experiment, it has to be taken into account that the viscosity of the water depends on the room temperature in the laboratory, which is subject to seasonal variations, among others.

In order to allow the application of bumps without ruining the facility, the channel bottom was covered with steel plates of 0.796 m width. Six steel plates were plane. Each had a thickness of 5 mm and a length of 1 m. An additional steel plate, containing a bump with constant cross section in lateral direction, was placed behind the third plate. The additional plate had the length of the bump; cf. Fig. 5. The shape of the bump cross section was an isosceles triangle. Observations for steep-slope channels [53] as well as estimates based on theoretical investigations on non-developed in-flow [33, 35] indicate that placing three plane steel plates upstream of the plate containing the bump is sufficient to guarantee fully developed flow upstream of the wave, while the remaining three plane plates were placed downstream of the bump plate in order to simulate a plane bottom of large extent. The first steel plate was located 5 m downstream of the upstream end of the channel. The flow dropped over a head tank with 1.2 m height at the upstream end of the open channel. As the channel was sloped until the required steep slope, the supercritical flow was formed without using a sluice gate. The flow was a developing flow upstream of the location of the first steel plate. Along the three steel plates upstream of the bump, the flow underwent a transition from gradually varying flow to uniform flow with a depth of about 9.08 cm for $Fr = 1.08$. By measuring the water depth it was confirmed that the flow depth was constant upstream of the bump, indicating that the flow was indeed fully developed.

Results for two bumps will be presented below. One bump had a half-length of 195 mm and a height of 1.5 mm, the respective values of the second bump were 135 mm and 3.0 mm. For technical reasons it was not possible to use bumps with heights considerably smaller than 1.5 mm. The larger height of 3.0 mm was then chosen for the purpose of observing possible effects of the bump height. That resulted in non-dimensional bump heights $\psi(0)$ of 23.3 and 46.7, respectively. Unfortunately, those values are rather large, whereas they are assumed to be of the order of 1 in the asymptotic analysis.

Concerning ramps, it was not possible at the time being to perform experiments to a sufficient extent and with sufficient accuracy. Future work may be devoted to that problem.

Based on the values given in [59], Table 17.1, the roughness of seamless steel plates can be estimated to be between 0.05 and 0.1 mm. To smooth the surface, it was covered with an oil film. Thus, the surface can be considered as hydraulically smooth. Knowledge of the hydraulic roughness makes the planning of the experiments easier, but it is of no relevance for the comparison with the analysis, provided the flow is fully developed far upstream of the stationary wave. This is accomplished by arranging the steel plates as described.
Fig. 5 Part of the test section. Light grey: plane steel plates. Dark grey: bump

Fig. 6 Water depth above bottom (including bump) as measured at different lateral distances $z$ from the centreline of the channel. Bump with isosceles triangular cross section, bump half-length $135$ mm, height $3.0$ mm, bump crest at $x = 3.425$ m; $h_r = 9.10$ cm, $V = 9.23 \times 10^{-2}$ m$^2$/s, $Re = 400,000$, $Fr = 1.08$, $\alpha = 3.06 \times 10^{-3}$

above, and by adjusting the channel slope $\alpha$ according to the upstream flow parameters. Then, the channel slope becomes of the order of $\alpha \sim 3 \times 10^{-3}$.

The water surface elevation was measured with a point gauge with $\pm 0.1$ mm reading. The uncertainty of the measurement is about $\pm 1$ mm. Apart from the turbulent fluctuations, the water surface was found to be practically steady, i.e. in accord with the assumption of steady mean flow. Video 1, which is available online, lends support to that observation. The video shows the water flow over a bump of isosceles triangular cross section with half-length $135$ mm and height $3.0$ mm; the bottom slope is $1/327$, while the Froude number and the Reynolds number (based on hydraulic diameter) are $Fr = 1.08$ and $Re = 400,000$, respectively.

In order to check whether the surface elevation is also in accord with the assumption of two-dimensional flow, the surface elevation at different lateral positions was measured; see Fig. 6 for a typical result. It appears that the secondary flow, which is certainly present [57], has little effect on the surface elevation. Nevertheless, in order to minimize possible sidewall and secondary-flow effects on the measurements, laterally averaged values are used for the comparison with theoretical results.

Another assumption requiring justification concerns the viscous wall layer at the bottom. According to Sect. 3.2, first paragraph, the thickness of the viscous wall layer is assumed to be much smaller than the height of the bump. Using (4) for the friction velocity, the thickness of the viscous wall layer is estimated to be of the order of $\nu/\sqrt{gh_w}$. In the experiments, the room temperature in the laboratory varied between 10 and 27.3 °C. Accordingly, the kinematic viscosity of the water varied between $1.31 \times 10^{-6}$ and $0.754 \times 10^{-6}$ m$^2$/s. This gives a thickness of the viscous wall layer of about $24$ µm and $14$ µm, respectively. In view of those values, the bump heights of $1.5$ mm and $3$ mm, respectively, are well above the required minimum.

Comparisons of measured surface elevations with the theoretical predictions according to the present analysis are given below. The values of the dissipation parameter $\beta$ were determined from (19) with the bottom slope $\alpha$ as measured at the facility for the particular experiment. The results to be shown have been selected from several experiments with the aim of verifying the existence of two stationary wave types.
the predictions appear reasonable. The deviations of the measured values of the surface elevation from estimates for both theory and experiment, the deviations of the measured values of the surface elevation from

The experiments were performed in the well-established way [23,53,54], i.e. by adjusting the channel slope and the discharge in order to settle the required Froude number and the required supercritical flow depth. When the water surface profile was recorded transversely and longitudinally under steady flow conditions, which took about 5 min, a surprising observation was made. In contrast to what has been observed for a plane bottom with a region of enlarged roughness [62], the stationary surface elevation over the bump did not come close to the predicted solitary wave. The stationary single wave was rather of the type of the solutions of the second kind; see Fig. 7 for a typical example. Figure 7 shows that the position and the maximum height of the observed stationary wave are in good agreement with the predictions, whereas the width of the observed wave is somewhat larger, and the tail is a bit less pronounced, than according to the numerical solution of the second kind. However, the deviations are within the approximate error bounds, cf. the estimates given below. Far downstream of the stationary wave, after the flow had already reached a region of nearly undisturbed water depth, another stationary surface elevation was observed, as the measured value near \( X = 10 \) indicates. The latter surface elevation was apparently caused by a very small step in the bottom near the sidewall. Regrettably, it was not possible to remove that unevenness of the bottom in course of the experiments, but, as the flow is supercritical, an effect on the single wave quite far upstream of the unevenness can be ruled out.

In course of attempts to realize the stationary wave of the first kind (solitary-wave type), the following start-up process was discovered. A point gauge was inserted into the water down to the bottom and kept there for some time, e.g. 40–60 s. As a consequence, the wave resembling the solution of the second kind moved upstream of the bump, while the amplitude of the wave became larger. After the movement of the wave, the wave formation was stable when the point gauge was removed from the water. Figure 8 shows the results of measurements for a stationary wave of the solitary-wave type that was obtained in that way.

It is thought that those observations clearly indicate the existence of two types of stationary single waves, as theoretically predicted. Note that tails are visible in all results of measurements as given in Figs. 6, 7 and 8. With regard to quantitative comparisons of experimental data and theoretical results, the following error estimates can be made. The derivation of the extended KdV equation is based on an asymptotic expansion for Froude numbers close to 1 and large Reynolds numbers. Thus, the relative errors of the extended KdV equation are of the order of \( \varepsilon \) and \( 1/\ln \text{Re}_x \), respectively. With \( \varepsilon \approx 0.05 \) according to (17) and \( 1/\ln \text{Re}_x \approx 0.12 \) according to (6), the error of the solutions of the extended KdV equation could be expected to be of the order of 10%. However, a particular problem is the bump with the rather large height of 3.0 mm. According to the asymptotic expansion described in Sect. 4, the forcing term in the extended KdV equation (28) gives rise to a relative error of the order of \( \varepsilon \beta \psi(0) \). With the values given in the caption to Fig. 8 one obtains \( \varepsilon \beta \psi(0) \approx 0.20 \), i.e. an error of about 20%. Regarding the experimental data, the error in the water surface elevation measured with the point gauge is about \( \Delta h \sim 1 \text{ mm} \), as already mentioned above. Using Eqs. (5a), (22) and (17), the error can be expressed in terms of the perturbation of the surface elevation as \( \Delta H_1 \approx 3\Delta h/2(Fr - 1)h_x \). With the parameters given in the captions to the Figs. 7 and 8, one obtains \( \Delta H_1 \approx 0.2 \). Accounting for the error estimates for both theory and experiment, the deviations of the measured values of the surface elevation from the predictions appear reasonable.
Fig. 8 Non-dimensional surface elevation \( H_1 \) as a function of the non-dimensional longitudinal coordinate \( X \) for a bump with isosceles triangular cross section. The non-dimensional surface elevation at the critical state is \( H_1 = 1 \). \( Fr = 1.08 \), \( \alpha = 3.06 \times 10^{-3} \), \( \beta = 0.083 \), \( L = 1.03 \), \( \psi(0) = 46.7 \). Experiments: bump half-length 135 mm, height 3.0 mm; \( h_r = 9.10 \text{ cm}, \ V = 9.23 \times 10^{-2} \text{ m}^2/\text{s}, Re = 400,000 \) (based on hydraulic diameter). Solid line: numerical solitary-wave type solution of (28) with boundary conditions (29). Dashed line: classical solitary-wave solution (35) with \( X^{\infty}_0 \) from (42), stable position. Dashed-dotted line: Bump profile. Crosses: Results of measurements at steady state after start-up with applying point gauge.

With regard to the numerical solutions it may be worth mentioning that it was not possible to find a numerical solution for the stationary wave of the second kind in case of the larger bump height, i.e. with the parameters as given in the caption to Fig. 8. Besides, in this case the numerical solution of the solitary-wave type exhibits a hump and differs considerably from the first-order analytical solution (35), i.e. the classical solitary wave, which is shown for the purpose of comparison in Fig. 8. Those peculiarities seem to indicate limits of applicability of the asymptotic expansions that form the basis of the present analysis, in particular with respect to the height of bumps.

If the predictions shown in Fig. 8 had been known a priori, a better spatial resolution of the experimental data could have been obtained locally at, and near, the predicted hump or other particular features of the numerical solutions. However, the numerical results were not available prior to conducting the experiments. As the results are very sensitive to the parameters, i.e. \((Fr - 1)\), bottom slope and reference surface height, it was not possible to adjust all parameters in a particular experiment to a parameter set prescribed according to a numerical solution. Instead, the experiments were performed with parameters as close to the desired values as possible, and afterwards the numerical solutions were obtained with the data sets of the experiments for the purpose of comparison.

Finally, it might be worth mentioning that flow separation was not observed in any of the experiments with bumps. Obviously, the inclination angle of the bump flanks is too small to give rise to noticeable separation.

8 Conclusions

The present paper concerns turbulent open-channel flow over bumps or ramps of very small height. In the main theoretical part, a double asymptotic expansion was performed. Firstly, an asymptotic expansion for very large Reynolds numbers or, equivalently, very small slopes \( \alpha \) of the channel bottom, could take advantage of splitting the flow field into two regions, i.e. the universal viscous wall layer at the bottom and the defect layer. For the latter, matching conditions with respect to the wall layer and boundary conditions at the free surface had to be satisfied. The novel feature in that approach is the treatment of the boundary conditions at the bumps or ramps. Secondly, in order to describe near-critical free-surface flow, the Froude number was written as \( Fr = 1 + (3/2)\varepsilon \), and an asymptotic expansion was performed with \( \varepsilon \) as a small parameter. Though the governing equations of the defect layer and the dynamic boundary conditions at the free surface contain Reynolds stresses, turbulence modelling could be avoided by a proper choice of the relative orders of magnitude of \( \alpha, \varepsilon \) and the non-dimensional height of the bump or ramp, \( B \).

The results indicate that a very small unevenness in the channel bottom produces much larger surface elevations in steady near-critical turbulent open-channel flow. Shape and position of the surface elevation are governed by the steady-state version of an extended KdV equation. The extension consists of two parts: one is a linear term due to dissipation, which is known from previous investigations; the other one is a new forcing term that describes the effect of the unevenness in the bottom. For a ramp of a particular shape, the shape
of the stationary surface elevation is found to be that of the classical solitary wave of inviscid flow over a plane bottom. The same solution is obtained in the limit of vanishing dissipation parameters for ramps and bumps of any shape. However, depending on the shape and size of the ramp or the bump, the position of the stationary solitary wave varies. With the exception of a ramp with a non-dimensional height of a particular value (eigenvalue), a long, shallow tail is attached to the solitary wave. For finite values of the dissipation parameter, stationary single waves resembling solitary waves with tails were obtained by numerical solutions of the extended KdV equation (28) with boundary conditions (29).

In addition to the waves of the type of solitary waves, stationary single waves of a second kind were obtained as solutions of the extended KdV equation. Their amplitudes are considerably smaller than those of the solitary-wave type. All solutions of the second kind display a long tail.

The asymptotic analysis gives results that are exact in the limit of infinite Reynolds number $Re$, Froude number $Fr$ approaching the critical value 1 and non-dimensional bump or ramp height $B$ approaching zero. In experiments, however, one deals with finite values of $Re$ (or $\alpha$), $\epsilon = (2/3)(Fr - 1)$, and $B$. That limits the accuracy of the theoretical results for the purpose of comparison with measurements. The accuracy of the measurements, on the other hand, is also rather limited, as the water surface elevation is relatively small. However, there can be no doubt that the experiments prove the existence of two fundamentally different steady states. In particular, it appears to be the first time that a solution of the second kind of an extended KdV equation has been observed in an experiment. Position and maximum surface elevation of the stationary wave of the second kind were predicted with good accuracy, without applying empirical constants. For the stationary waves of the first kind, i.e. those resembling stationary solitary waves, the agreement between experimental data and theoretical predictions is less good, but still within the estimated error bounds.

Two steady states are not uncommon in fluid mechanics. Examples that are close to the present one have already been mentioned in the introduction in the discussion of inviscid-flow solutions. Often, different start-up processes lead to different steady states. In the present case, it is the insertion of the point gauge that causes a start-up process that differs from that without an initial disturbance. In Appendix D, single waves of the solitary-wave type, varying slowly with time, are considered for the case of flow over a bump. That allows interesting, though limited, conclusions regarding stability of the stationary single waves of the first kind. Investigations on the stability of the stationary single waves of the second kind were beyond the scope of the present work. Clearly, the stability of the stationary single waves described in the present paper deserves further investigations.

In the theoretical part of the paper, equations were derived that relate the most important flow quantities, such as velocity components, pressure and shear stress at the bottom, to the free-surface elevation, which is to be determined as a solution of the steady-state version of the extended KdV equation. Measuring other flow quantities in addition to the surface elevation, though desirable, was not possible with the facility available for the present experiments. It may be noted, however, that the Reynolds shear stress distribution at the location of the first crest of an undular jump was measured by Lennon and Hill [41]. A comparison with solutions of (28) and $\psi_X \equiv 0$ showed reasonable agreement [35]. In view of the similarity between the first wave of an undular jump and the solitary wave, this may be considered as lending further support to the present analysis.

Concerning future work, experiments with ramps are desirable. Preliminary investigations led to promising results, but they are still incomplete. Thus it was decided to refrain from including them in the present paper. It will also be of interest to compare the analytical results with numerical solutions of the full equations of motion with modelled Reynolds stresses, e.g. by applying the iteration method described in [61]. Work in that direction is in progress.

Acknowledgements Open access funding provided by TU Wien (TUW). The authors are indebted to Prof. Oscar Castro-Orgaz for his encouragement to include variations in bottom shape into the asymptotic analysis of turbulent free-surface flow. Dr. Richard Jurisits’ yet unpublished numerical solutions of the extended KdV equation helped the authors to cope with numerical problems and find the solutions of the second kind. Dr. Christoph Buchner, Dr. Richard Jurisits, Dr. Bernhard Scheichl and a reviewer provided useful references. The reviewers’ comments led to various improvements of the presentation, including the supply of additional information in three appendices. Mr. Dominik Murschenhofer prepared the Latex file. Finally, financial support by Androsch International Management Consulting GmbH is gratefully acknowledged.

Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.
A Justification of using the logarithmic law of the wall

According to the generalized law of the wall [59], p. 547, a non-dimensional coupling parameter \( K \) characterizes the effect of the pressure gradient on the law of the wall. For \( K \to 0 \), the generalized law of the wall reduces to the logarithmic law. In the present notation, \( K \) is defined as

\[
K = \left( \frac{u_s}{u_\tau} \right)^3, \quad \text{with} \quad u_s^3 = \frac{(v/\rho) d\bar{p}(x,0)}{dx}. \quad (46)
\]

Introducing non-dimensional variables according to (2), (5a) and (6) gives

\[
K = \frac{\delta}{\alpha Re \tau} \bar{P}_X(X,0). \quad (47)
\]

Substituting for \( \delta \) and expanding \( \bar{P} \) according to (1) and (25), respectively, and introducing \( \beta \) with (19), one obtains

\[
K = \left( \frac{1}{\beta Re \tau} \right) H_{1X}. \quad (48)
\]

For the parameters of the experiment, \( K \)-values of the order of \( 10^{-3} \) are obtained, justifying the application of the logarithmic law.

B Derivation of the extended KdV equation (28)

The following derivation of the extended KdV equation (28) follows [60], accounting for different boundary conditions at the bottom due to the presence of bumps or ramps.

The dependent variables are expanded in terms of powers of \( \epsilon \) as shown in (22) for the non-dimensional surface elevation as an example. To keep the analysis free of turbulence modelling, several important points have to be observed. First, the volumetric mean velocity of the fully developed flow far upstream is taken as the reference velocity, as already noted in Sect. 2. Secondly, the surface height of the fully developed flow, i.e. the reference height \( \bar{h}_r \), ought to be known for given values of bottom slope, \( \alpha \), and volume flow rate, \( \bar{V} \). This implies that the friction coefficient of the channel, \( c_{fr} \), is known, as the force balance gives \( \bar{h}_r = (c_{fr} \bar{V}^2/2g\alpha)^{1/3} \). Thirdly, the non-dimensional “velocity defect” \( \Delta U = \Delta U(Y) \) is introduced such that the local value of \( \bar{U} \) in the fully developed flow far upstream differs from its volumetric mean, i.e. \( 1 \), by the amount \( \sqrt{\alpha \Delta U} \); cf. the comments below (28). In addition, the perturbation of the defect velocity profile, which leads to a perturbation of \( \bar{C} \) as defined by (13), will appear only in terms of higher order than presently considered. For that, it is of importance to apply the logarithmic “law of the wall” (“overlap law”) in a suitable form, such as (11). On that basis, the asymptotic analysis can be performed as follows.

With the basic state given by the simple relations

\[
H_0 = 1, \quad U_0 = 1, \quad V_0 = 0, \quad P_0 = 1 - Y, \quad (\bar{U}'\bar{V}')_0 = Y - 1, \quad (49)
\]

the expansion of the continuity equation (7) leads to \( U_{1X} + V_{1Y} = 0 \), which can be integrated to obtain

\[
V_1 = - \int_{0}^{Y} U_{1X} dY, \quad (50)
\]

where the expanded boundary condition at the bottom, Eq. (10), has already been satisfied.

Before expanding the momentum equations (8a) and (8b) for small values of \( \epsilon \), the small parameters \( \delta \) and \( \alpha \) are expressed in terms of \( \epsilon \) according to (1) and (18), respectively. Expanding then (8b) gives \( P_{1Y} \equiv 0 \), i.e.

\[
P_1 = P_1(X). \quad (51)
\]

Then expanding (8a), one obtains \( U_{1X} = -P_{1X} \). This can also be integrated. The free function of integration is determined from relations characterizing the fully developed flow far upstream, i.e. \( P_1 \equiv 0 \), \( U_1 = \sqrt{A \Delta U(Y)} \) as \( X \to -\infty \). \( \Delta U(Y) \) is the non-dimensional velocity defect, which is introduced as described above. Therewith one obtains the relation

\[
U_1(X, Y) = -P_1(X) + \sqrt{A \Delta U(Y)}. \quad (52)
\]
Next, the following relations follow from the dynamic boundary conditions (16b) and (16a), in this order:

\[ P_1(X) = H_1(X) ; \quad (U'V')_1(X, 1) = -H_1(X) . \]  

(53)

(54)

Taking (52) and (53) into account, the integration in (50) can be performed, with the result

\[ V_1 = Y H_{1X} . \]  

(55)

Finally, the logarithmic law (11) is expanded together with (13). Concerning the expansion of the latter equation it suffices to formally write \( \mathcal{C}(X) = \mathcal{C}_r + \varepsilon \mathcal{C}_1(X) \), where \( \mathcal{C}_r \) denotes the value of \( \mathcal{C} \) in the reference state, i.e. for the fully developed flow. Using (6) and (12), one obtains the following relation:

\[
1 + \varepsilon U_1(X, 1) + \cdots = \frac{\sqrt{\alpha}}{Fr} \left( \frac{1}{\kappa} \ln \frac{g\alpha h^3}{\nu} + C^+ + \mathcal{C}_r \right) + \varepsilon \frac{\sqrt{\alpha}}{Fr} \left[ -\frac{1}{2} (U'V')_1(X, 0) \left( \frac{1}{\kappa} \ln \frac{g\alpha h^3}{\nu} + C^+ + \mathcal{C}_r + \frac{1}{\kappa} \right) + \frac{H_1}{\kappa} + \mathcal{C}_1 \right] + \cdots .
\]  

(56)

Far upstream, the velocity perturbation is given by the velocity defect of the fully developed flow, and the perturbation of the Reynolds shear stress vanishes, i.e.

\[
X \to -\infty : \quad U_1 = \sqrt{\mathcal{A}} \Delta U(Y) ; \quad (U'V')_1 \equiv 0 ; \quad \mathcal{C}_1 = 0 .
\]  

(57)

Comparing (57) with (56) shows that the logarithmic terms in the latter equation may be substituted according to the relation

\[
\frac{\sqrt{\alpha}}{Fr} \left( \frac{1}{\kappa} \ln \frac{g\alpha h^3}{\nu} + C^+ + \mathcal{C}_r \right) = 1 + \varepsilon \sqrt{\mathcal{A}} \Delta U(1) ,
\]  

(58)

to obtain

\[
(U'V')_1(X, 0) = 2H_1(X) ,
\]  

(59)

where \( Fr \) has been replaced by 1 in leading order, and \( \sqrt{\mathcal{A}} \Delta U(1) \) has been eliminated with the help of (52) and (53). Note that \( Y = 0 \) refers to the channel bottom in terms of defect-layer coordinates, i.e. \(-((U'V')_1(X, 0)\) is equal to the first-order perturbation of the bottom shear stress.

With (52)–(55) and (59), the results of the expansion up to first order are complete. Obviously, either \( H_1(X) \) or \( P_1(X) \) remain free in the framework of the first-order equations. Thus, the second-order equations have to be inspected for solvability.

Expanding, first, the momentum equation (8b) up to second order, making use of the first-order results given above, integrating with respect to \( Y \) and determining a free function of integration from the dynamic boundary condition (16b) at second order, gives

\[
P_2 - H_2 = \frac{9}{2} H_{1XX}(1 - Y^2) - A(V^2)_0 ,
\]  

(60)

where the last term on the right-hand side of the equation is a function of \( Y \) only. Secondly, the momentum equation (8a) is also expanded up to second order, retaining the term of the order \( \beta \varepsilon^2 \), with \( \beta \) defined in (19), to obtain

\[
U_{2X} + P_{2X} = -U_1 U_{1X} - V_1 U_{1Y} - 3U_{1X} - \beta (U'V')_{1Y} .
\]  

(61)

\( U_{2X} \) may be replaced by \(-V_{2Y} \) according to the expanded version of the continuity equation (7), and, furthermore, \( P_2 \) may be eliminated using (60). The equation hence obtained can then be integrated with respect to \( Y \), accounting for the boundary condition at the bottom, Eq. (10). Introducing, once more, the first-order results and observing that, by definition,

\[
\int_0^1 \Delta Udy = 0, \quad \int_0^1 Y(\Delta U)_ydy = \Delta U(1) ,
\]  

(62)
one obtains the following relation:

\[ V_2(X, 1) - H_{2X} = 3H_{1XX} - [3 - H_1 - \sqrt{A}\Delta U(1)]H_{1X} - 3\beta[H_1 + \psi_X]. \tag{63} \]

On the other hand, the second-order kinematic boundary condition, which follows from (15) upon expanding, gives

\[ V_2(X, 1) - H_{2X} = -[2H_1 - \sqrt{A}\Delta U(1)]H_{1X}. \tag{64} \]

Equations (63) and (64) are compatible if \( H_1 \) satisfies the equation

\[ H_{1XX} + (H_1 - 1)H_{1X} = \beta(H_1 - \psi_X), \tag{65} \]

i.e. (28). Note that \( \Delta U(1) \) has cancelled, so that knowledge of the velocity defect is not required.

### C Conservation of momentum flow

As the steady flow far upstream (\( X \to -\infty \)), as well as far downstream (\( X \to +\infty \)), is assumed to be fully developed, the momentum flow rate far upstream is the same as far downstream, and the forces acting on the total volume of fluid must balance. The hydrostatic pressures far upstream and far downstream balance each other. Thus, the forces that remain to be taken into account in the over-all force balance are the \( X \)-component of the gravity force acting on the liquid, the force due to the pressure acting on the bump or ramp, and the bottom friction force. Since fully developed flow is characterized by an equilibrium of forces, only the forces in excess to those acting in the fully developed flow have to be considered. This gives the following force balance:

\[
g\alpha \bar{h}_r \int_{-\infty}^{+\infty} (\bar{H} - 1) \, dX - g\delta \bar{h}_r \int_{-\infty}^{+\infty} \bar{P}(X, B) \, dX - u_{tr}^2 \int_{-\infty}^{+\infty} (U_r^2 - 1) \, dX = 0. \tag{66} \]

The coefficients in front of the first and the third integral cancel according to (4). Substituting for \( \delta, B \) and \( U_r^2 \) according to (1), (20) and (12), respectively, and introducing the expansions (22) to (26) gives, to the first order,

\[
\int_{-\infty}^{+\infty} (H_1 - \psi_X) \, dX = 0. \tag{67} \]

With the integral boundaries (21a,b) for \( \psi \), one finally obtains the integral relation (30).

### D Slowly varying solitary wave in turbulent free-surface flow over a bump

For turbulent free-surface flows with ensemble-averaged quantities depending on time \( t \), the analysis of Sects. 3 and 4 can easily be extended to obtain the following extended KdV equation:

\[ H_{1T} - H_{1XXX} - (H_1 - 1)H_{1X} + \beta H_1 = \beta \psi_X, \tag{68} \]

where \( T \) is the non-dimensional time variable, which is defined by the equation

\[ T = (9/2)\varepsilon^{3/2} \left( \frac{\dot{V}}{\bar{h}_r^2} \right) t. \tag{69} \]

Applying a method due to [63], pp. 294–296, to the bump with isosceles triangular cross section defined in Sect. 5.2.3, one obtains the following expression for the slowly changing surface elevation:

\[ H_1(X, T) = 3(1 - V) \sech^2[(X - X_0 - VT)\sqrt{1 - V}/2], \tag{70} \]

with the evolution equation

\[
\frac{3}{\beta} \frac{dV}{dT} = 4(1 - V) - \psi_X \left\{ \tanh \left[ \frac{(X_0 + L + VT)\sqrt{1 - V}}{2} \right] + \tanh \left[ \frac{(X_0 - L + VT)\sqrt{1 - V}}{2} \right] - 2 \tanh \left[ \frac{(X_0 + VT)\sqrt{1 - V}}{2} \right] \right\}. \tag{71} \]
for the slowly varying wave speed $V(T)$. When evaluating the integrals that lead to the right-hand side of (71), only the solitary-wave solution (35) was taken into account, whereas the contribution of the tail according to (36) turns out to be of the order of $\beta$, i.e. negligible. According to (70), the maximum free-surface elevation (“amplitude” of the solitary wave) is equal to $3(1 - V)$. It is located at $X_m = X_0 + VT$, i.e. at each moment the wave moves as if $V$ were constant, with $X = X_0$ being the locus of the maximum surface elevation at time $T = 0$.

For small perturbations of the stationary solitary wave, the evolution equation (71) can be linearized and then integrated to give

$$V = V(0) \exp[\beta(K_1 T + K_2 T^2)],$$

with the constants

$$K_1 = -\frac{4}{3} + \psi_X \left[ (X_m^{(0)} + L) \operatorname{sech}^2 \left( \frac{X_m^{(0)} + L}{2} \right) \right. \left. + (X_m^{(0)} - L) \operatorname{sech}^2 \left( \frac{X_m^{(0)} - L}{2} \right) - 2X_m^{(0)} \operatorname{sech}^2 \left( \frac{X_m^{(0)}}{2} \right) \right];$$

$$K_2 = -\psi_X \left[ \operatorname{sech}^2 \left( \frac{X_m^{(0)} + L}{2} \right) + \operatorname{sech}^2 \left( \frac{X_m^{(0)} - L}{2} \right) - 2 \operatorname{sech}^2 \left( \frac{X_m^{(0)}}{2} \right) \right],$$

where $X_m^{(0)}$ is given by the solutions of (42). Figures 9 and 10 show $K_1$ and $K_2$, respectively, as functions of $X_m^{(0)}$ with $L$ as parameter. Note that the zeros of $K_2$ are at the same values of $X_m^{(0)}$ as the minima of $\psi(0)$ according to (43), see Fig. 3b. Since $K_2$ characterizes the development of the perturbations for $T \gg 1$ as long as the perturbations remain small, the following conclusions can be drawn. Provided $\psi(0) \geq \psi(0)_{\min}$ for a fixed parameter $L$, (42) has two solutions for $X_m^{(0)}$, see Fig. 3b. For the larger value of $X_m^{(0)}$, (74) gives $K_2 > 0$, as shown in Fig. 10, i.e. the wave speed grows beyond bounds with increasing time $T$, indicating that the stationary solitary wave is unstable. For the smaller value of $X_m^{(0)}$, in contrast, one obtains $K_2 < 0$, i.e. the wave speed decays and the perturbed solitary wave returns to the stationary position. In the limiting case $\psi(0) = \psi(0)_{\min}$, $K_2$ vanishes, but $K_1$ remains positive, indicating instability with respect to small perturbations, cf. (72). Furthermore, a comparison of Figs. 9 with 10 shows that there is a regime of values of $X_m^{(0)}$ where $K_1 > 0$ and $K_2 < 0$; this implies that the perturbation initially grows as if the solution were unstable, but eventually the perturbation decays, stabilizing the solution.

As already noted in [63], the present method for predicting slowly varying solitary waves neglects possible oscillatory waves of small amplitudes and, furthermore, does not allow for creation and destruction of solitary waves. Thus, the results should be checked by numerical solutions. For the case of a plane bottom with a region of constant enlarged roughness, which is mathematically equivalent to a plane ramp, comparisons with numerical solutions are already available [34]. Among others, it was shown in [34] that the unstable solitary wave approaches a new solution, i.e. the solution of the second kind in the present nomenclature, for very large non-dimensional times. Similar investigations for bumps are certainly desirable.

E Finite difference formulas

The following finite difference schemes are used in the numerical solver described in Sect. 6. A set of $n$ grid points with nodes at the positions $X_i$ and non-uniform spacing $\Delta_i = X_{i+1} - X_i$ is defined. The expression $H_i$ represents $H_1$ at the grid point with index $i$. $H'_{i}$ and $H''_{i}$, as given below, are the finite difference approximations for $H_{1X}$ and $H_{1XX}$, respectively, at the point with index $i$. The difference formulas for the derivatives are second order accurate in space.

E.1 First derivative

At the domain boundary point $i = 1$, a right-biased 3-point stencil is used

$$H'_i = -\frac{2 \Delta_i + \Delta_{i+1}}{\Delta_i (\Delta_i + \Delta_{i+1})} H_i + \frac{\Delta_i + \Delta_{i+1}}{\Delta_i \Delta_{i+1}} H_{i+1} - \frac{\Delta_i}{\Delta_{i+1} (\Delta_i + \Delta_{i+1})} H_{i+2}. $$
Fig. 9 The constant $K_1$ as a function of $X_m^{(0)}$ for various values of the non-dimensional half-length of the bump, $L$.

Fig. 10 The constant $K_2$ as a function of $X_m^{(0)}$ for various values of the non-dimensional half-length of the bump, $L$. For fixed $L$, $K_2$ vanishes at the value of $X_m^{(0)}$ that is associated with the minimum of $\psi(0)$.

For the interior points $i = [2, n-1]$, a central stencil is used, cf. [3]

$$H_i' = -\frac{\Delta_i}{\Delta_{i-1} (\Delta_{i-1} + \Delta_i)} H_{i-1} + \frac{\Delta_i - \Delta_{i-1}}{\Delta_{i-1} \Delta_i} H_i + \frac{\Delta_{i-1}}{\Delta_i (\Delta_{i-1} + \Delta_i)} H_{i+1}.$$ 

The stencil used at the right domain boundary point $i = n$ is left-biased accordingly.

E.2 Third derivative

At the left boundary point $i = 1$, a right-biased 5-point stencil is used

$$H_i''' = -\frac{6 (4 \Delta_i + 3 \Delta_{i+1} + 2 \Delta_{i+2} + \Delta_{i+3})}{\Delta_i (\Delta_i + \Delta_{i+1}) (\Delta_i + \Delta_{i+1} + \Delta_{i+2}) (\Delta_i + \Delta_{i+1} + \Delta_{i+2} + \Delta_{i+3})} H_i$$

$$+ \frac{\Delta_i \Delta_{i+1} (\Delta_{i+1} + \Delta_{i+2}) (\Delta_{i+1} + \Delta_{i+2} + \Delta_{i+3})}{6 (3 \Delta_i + 3 \Delta_{i+1} + 2 \Delta_{i+2} + \Delta_{i+3})} H_{i+1}$$

$$- \frac{\Delta_{i+1} (\Delta_i + \Delta_{i+1}) \Delta_{i+2} (\Delta_{i+2} + \Delta_{i+3})}{6 (3 \Delta_i + 2 \Delta_{i+1} + \Delta_{i+2} + \Delta_{i+3})} H_{i+2}$$

$$+ \frac{\Delta_{i+2} (\Delta_{i+1} + \Delta_{i+2}) (\Delta_i + \Delta_{i+1} + \Delta_{i+2} \Delta_{i+3})}{6 (3 \Delta_i + 2 \Delta_{i+1} + \Delta_{i+2})} H_{i+3}$$

$$- \frac{\Delta_{i+3} (\Delta_{i+2} + \Delta_{i+3}) (\Delta_{i+1} + \Delta_{i+2} + \Delta_{i+3}) (\Delta_i + \Delta_{i+1} + \Delta_{i+2} + \Delta_{i+3})}{6 (3 \Delta_i + 2 \Delta_{i+1} + \Delta_{i+2})} H_{i+4}.$$
For the point next to the left domain boundary \( i = 2 \)

\[
H_i''' = -\frac{6 \left( 3 \Delta_i + 2 \Delta_{i-1} + \Delta_{i+1} \right)}{\Delta_i \left( \Delta_i - 2 \Delta_i + 2 \Delta_{i-1} - \Delta_{i-1} \right) \left( \Delta_i + 2 \Delta_i + \Delta_{i+1} \right)} H_{i-1} \\
+ \frac{6 \left( -\Delta_{i-1} + 3 \Delta_i + 2 \Delta_{i+1} + \Delta_{i+2} \right)}{\Delta_{i-1} \Delta_i \left( \Delta_{i+1} + 2 \Delta_i + \Delta_{i+1} \right) \left( \Delta_i + 2 \Delta_i + \Delta_{i+1} \right)} H_i \\
+ \frac{6 \left( \Delta_i - 2 \Delta_i + 2 \Delta_{i+1} - 2 \Delta_{i+2} \right)}{\Delta_i \left( \Delta_i - 2 \Delta_i + 2 \Delta_{i+1} - 2 \Delta_{i+2} \right) H_{i+1-1}} \\
- \frac{6 \left( \Delta_i - 2 \Delta_i + 2 \Delta_{i+1} - 2 \Delta_{i+2} \right)}{\Delta_{i+1} \left( \Delta_{i+1} + 2 \Delta_i + \Delta_{i+1} \right) \left( \Delta_i + 2 \Delta_i + \Delta_{i+1} \right) \Delta_{i+2} H_{i+2}} \\
+ \frac{6 \left( \Delta_i - 2 \Delta_i - \Delta_{i+1} - \Delta_{i+2} \right)}{\Delta_{i+1} \left( \Delta_{i+1} + 2 \Delta_i + \Delta_{i+1} \right) \left( \Delta_i + 2 \Delta_i + \Delta_{i+1} \right)} H_{i+3}
\]

For the interior points \( i = [3, n - 2] \), a central 5-point stencil is used, cf. [3]

\[
H_i''' = \frac{6 \left( \Delta_i - 2 \Delta_i - \Delta_{i+1} \right)}{\Delta_{i-2} \left( \Delta_{i-2} + \Delta_{i-1} \right) \left( \Delta_{i-2} + \Delta_{i-1} + \Delta_i \right) \left( \Delta_{i-2} + \Delta_{i-1} + \Delta_i + \Delta_{i+1} \right) \Delta_{i+2} H_{i-2}} \\
- \frac{6 \left( \Delta_{i-2} + \Delta_{i-1} - 2 \Delta_{i-1} + \Delta_{i+1} \right)}{\Delta_{i-2} \Delta_{i-1} \left( \Delta_{i-1} + 2 \Delta_i + \Delta_{i+1} \right) \left( \Delta_{i-1} + 2 \Delta_i + \Delta_{i+1} + \Delta_{i+2} \right) \Delta_{i+2} H_{i-1}} \\
+ \frac{6 \left( \Delta_i - 2 \Delta_i + 2 \Delta_{i+1} - 2 \Delta_{i+2} \right)}{\Delta_i \left( \Delta_i + 2 \Delta_i + \Delta_{i+1} \right) H_i} \left( \Delta_i + 2 \Delta_i + \Delta_{i+1} \right) \left( \Delta_i + 2 \Delta_i + \Delta_{i+1} + \Delta_{i+2} \right) \Delta_{i+2} H_{i+1}} \\
- \frac{6 \left( \Delta_i - 2 \Delta_i + 2 \Delta_{i+1} - 2 \Delta_{i+2} \right)}{\Delta_i \left( \Delta_{i+1} + 2 \Delta_i + \Delta_{i+1} \right) \left( \Delta_i + 2 \Delta_i + \Delta_{i+1} \right) \left( \Delta_i + 2 \Delta_i + \Delta_{i+1} + \Delta_{i+2} \right) \Delta_{i+2} H_{i+2}}
\]

Accordingly, left-biased stencils are used for \( i = n - 1 \) and \( i = n \).

### F Initial guess for the Newton iteration

In the numerical solver described in Sect. 6, the following initial guesses are used to start the Newton loop.

For the numerical solutions in Fig. 4, the uniformly valid solutions from [47], as shown in the figure, are used as initial guesses. For the bump in Fig. 7, a uniformly valid analytical solution of the first kind is not available yet. Instead, we selected

\[
H_1 = 12 \left( \frac{1}{\exp(X - X_m^{(0)})} + 2 + \frac{1}{\exp(X_m^{(0)} - X)} + \beta (\psi_{\infty} - 12) \exp(-\beta X/12) \right)^{-1}
\]

as initial guess for the solutions of the first kind. For very weak dissipation, i.e. \( \beta \to 0 \), this expression coincides with the first-order inner solution Eq. (35), valid for \( X = O(1) \), as well as with the outer solution Eq. (36) for \( \beta X = O(1) \). For bumps, \( \psi_{\infty} = 0 \). We chose \( X_m^{(0)} = -2 \) and \( X_m^{(0)} = -1 \) for the stable and unstable solitary wave, respectively. For the solution of the second kind, the first-order inner solution according to [49], Eq. (6), was used as the initial guess. For the result in Fig. 8, the displayed classical solitary-wave solution was used.

### References

1. Binder, B.J., Blyth, M.G., Balasuriya, S.: Non-uniqueness of steady free-surface flow at critical Froude number. EPL 105(4), 44003 (2014). https://doi.org/10.1209/0295-5075/105/44003
2. Binder, B.J., Dias, F., Vanden-Broeck, J.M.: Influence of rapid changes in a channel bottom on free-surface flows. IMA J. Appl. Math. 73, 254–273 (2008). https://doi.org/10.1093/imamat/hxm049
3. Bowen, M.K., Smith, R.: Derivative formulae and errors for non-uniformly spaced points. Proc. R. Soc. Lond. Ser. A 461(2059), 1975–1997 (2005). https://doi.org/10.1098/rspa.2004.1430
4. Camassa, R., Wu, Y.T.: Stability of forced steady solitary waves. Philos. Trans. R. Soc. Lond. A 337(1648), 429–466 (1991). https://doi.org/10.1098/rsta.1991.0133. http://rsta.royalsocietypublishing.org/content/337/1648/429

5. Camassa, R., Wu, Y.T.: Stability of some stationary solutions for the forced KdV equation. Physica D 51(1–3), 295–307 (1991). https://doi.org/10.1016/0167-2789(90)90240-A http://www.sciencedirect.com/science/article/pii/0167278990240A

6. Cantero-Chinchilla, F.N., Castro-Orgaz, O., Khan, A.A.: Depth-integrated nonhydrostatic free-surface flow modelling using weighted-averaged equations. Int. J. Numer. Methods Fluids 87, 27–50 (2018). https://doi.org/10.1002/fld.4481

7. Castro-Orgaz, O.: Weakly undular hydraulic jump: effects of friction. J. Hydr. Res. 48(4), 453–465 (2010). https://doi.org/10.1080/00221686.2010.491646

8. Castro-Orgaz, O., Chanson, H.: Near-critical free-surface flows: real fluid flow modelling. Environ. Fluid Mech 11(5), 499–516 (2011).

9. Castro-Orgaz, O., Hager, W.H.: Observations on undular hydraulic jump in movable bed. J. Hydr. Res. 49(5), 689–692 (2011)

10. Castro-Orgaz, O., Hager, W.H., Dey, S.: Depth-averaged model for undular hydraulic jump. J. Hydr. Res. 53(3), 351–363 (2015)

11. Castro-Orgaz, O., Hager, W.H.: Non-hydrostatic Free Surface Flows. Advances in Geophysical and Environmental Mechanics and Mathematics. Springer, Berlin (2017). https://doi.org/10.1007/978-3-319-47971-2

12. Chanson, H.: The Hydraulics of Open Channel Flow: An Introduction, 2nd edn. Elsevier, Butterworth-Heinemann, Oxford (2004). http://www.ebook.de/de/product/2867163/hubert_the_university_of_queensland_australia_chanson_hydraulics_of_open_channel_flow.html

13. Chardard, F., Dias, F., Nguyen, H.Y., Vanden-Broeck, J.M.: Stability of some stationary solutions to the forced KdV equation with one or two bumps. J. Eng. Math. 70(1–3), 175–189 (2011). https://doi.org/10.1007/s10665-010-9424-6

14. Chow, V.T.: Open-Channel Hydraulics. McGraw-Hill, New York (1959).

15. Christov, C.I., Veldare, M.: Dissipative solitons. Physica D 86(2), 323–347 (1995). https://doi.org/10.1016/0167-2789(95)00111-G http://www.sciencedirect.com/science/article/pii/016727899500111G

16. Dias, F., Vanden-Broeck, J.M.: Open channel flows with submerged obstructions. J. Fluid Mech. 206, 155–170 (1989). https://doi.org/10.1017/S0022112089002260. https://www.cambridge.org/core/article/div-class-title-open-channel-flows-with-submerged-obstructions-div/D141BB1CFA3C476168345279041C219

17. Dias, F., Vanden-Broeck, J.M.: Generalised critical free-surface flows. J. Eng. Math. 42(3), 291–301 (2002). https://doi.org/10.1023/A:1016111415763

18. Dutykh, D.: Viscous potential free-surface flows and wave long wave modelling. Eur. J. Mech. B Fluids 28(3), 430–443 (2009)

19. Dutykh, D., Dias, F.: Viscous potential free-surface flows in a fluid layer of finite depth. C. R. Acad. Sci. Paris Ser. I 345(2), 113–118 (2007)

20. Forbes, K.L., Schwartz, L.W.: Free-surface flow over a semicircular obstruction. J. Fluid Mech. 114, 299–314 (1982). https://doi.org/10.1017/S0022112082000160. https://www.cambridge.org/core/article/div-class-title-free-surface-flow-over-a-semicircular-obstruction-div/B64B4833893C39057B2E1479E872FBEA

21. Gersten, K.: Turbulent boundary layers I: fundamentals. In: Kluwick, A. (ed.) Recent Advances in Boundary Layer Theory, CISM Courses and Lectures, vol. 390, pp. 107–144. Springer, Wien (1998). https://doi.org/10.1007/978-3-7091-2518-2_5

22. Gong, L., Shen, S.S.: Multiple supercritical solitary wave solutions of the stationary forced Korteweg–de Vries equation and their stability. SIAM J. Appl. Math. 54(5), 1268–1290 (1994)

23. Gotoh, H., Yasuda, Y., Ohtsu, I.: Effect of channel slope on flow characteristics of undular hydraulic jumps. In: Brebbia, C.A., et al. (eds.) River Basin Management III, vol. 83, pp. 33–42. WIT Press, Southampton (2005)

24. Grillihofer, W.: Der wellige Wassersprung in einer turbulenten Kanalströmung mit freier Oberfläche. Dissertation. Technische Universität Wien, Vienna (2002)

25. Grillihofer, W., Schneider, W.: The undular hydraulic jump in turbulent open channel flow at large Reynolds numbers. Phys. Fluids 15(3), 730–735 (2003)

26. Grimshaw, R.: Exponential asymptotics and generalized solitary waves. In: Steinrück H. (ed.) Asymptotic Methods in Fluid Mechanics: Survey and Recent Advances, CISM Courses and Lectures, vol. 523, pp. 71–120. Springer, Wien, New York (2010).

27. Grimshaw, R.: Transcritical flow past an obstacle. ANZIAM J. 52(1), 2–26 (2010)

28. Grimshaw, R., Zhang, D.H., Chow, K.W.: Generation of solitary waves by transcritical flow over a step. J. Fluid Mech. 587, 235–254 (2007). https://doi.org/10.1017/S0022112007007355

29. Hager, W.H., Castro-Orgaz, O.: Transcritical flow in open channel hydraulics: from Böss to De Marchi. J. Hydr. Eng. 142(1), 02515003 (2016). https://doi.org/10.1061/(ASCE)HY.1943-7900.0001091

30. Handler, R.A., Swean Jr., T.F., Leighton, R.I., Swearingen, J.D.: Length scales and the energy balance for turbulence near a free surface. J.A.A. I.S.A. (eds.) River Basin Management III, vol. 83, pp. 193–206 (1993)

31. Hassanzadeh, R., Sahin, B., Ozgoren, M.: Large eddy simulation of free-surface effects on the wake structures downstream of a spherical body. Ocean Eng. 54, 213–222 (2012)

32. Höss, C., Kullmann, L.: A numerical study on the free-surface flow channel flow over a bottom obstacle. In: Conference on Modelling Fluid Flow (CMFF’06). The 13th International Conference on Fluid Flow Technologies, pp. 500–506. Budapest, Hungary (2006)

33. Jurisits, R.: Wellige Wassersprüngen bei nicht voll ausgebildeter turbulenter Zuströmung. Dissertation, Technische Universität Wien, Vienna (2012)

34. Jurisits, R.: Transient numerical solutions of an extended Korteweg–de Vries equation describing solitary waves in open-channel flow. Period. Polyt. Mech. Eng. 61(1), 55–59 (2017)

35. Jurisits, R., Schneider, W.: Undular hydraulic jumps arising in non-developed turbulent flows. Acta Mech. 223(8), 1723–1738 (2012). https://doi.org/10.1007/s00707-012-0666-4

36. Jurisits, R., Schneider, W., Bae, Y.S.: A multiple-scales solution of the undular hydraulic jump problem. Proc. Appl. Math. Mech. (PAMM) 7(1), 4120.007–4120.008 (2007). https://doi.org/10.1002/pamm.200700755

37. Kichenassamy, S., Olver, P.J.: Existence and nonexistence of solitary wave solutions to higher-order model evolution equations. SIAM J. Math. Anal. 25(5), 1141–1166 (1992)
38. Klukw, A.: Interacting laminar and turbulent boundary layers. In: Klukw A. (ed.) Recent Advances in Boundary Layer Theory, CISM Courses and Lectures, vol. 390, pp. 231–330. Springer, Wien (1998)

39. Knickerbocker, C.J., Newell, A.C.: Shelves and the Korteweg–de Vries equation. J. Fluid Mech. 98, 803–818 (1980). https://doi.org/10.1017/S0022112080000407

40. Komori, S., Nagaosa, R., Murakami, Y., Chiba, S., Ishii, K., Kunifuha, K.: Direct numerical simulation of three-dimensional open-channel flow with zero-shear gas-liquid interface. Phys. Fluids A 5(1), 115–125 (1993)

41. Lennon, J.M., Hill, D.F.: Particle image velocity measurements of undular and hydraulic jumps. J. Hydr. Eng. 132(12), 1283–1294 (2006). https://doi.org/10.1061/(ASCE)0733-9429(2006)132:12(1283)

42. Lovece, C., Zonta, F., Soldati, A.: Upscale energy transfer and flow topology in free-surface turbulence. Phys. Rev. E 91, 033010 (2015). https://doi.org/10.1103/PhysRevE.91.033010

43. Madsen, P.A., Svendsen, I.A.: On the form of the integrated conservation equations for waves in the surf zone. Prog. Rep. 48, 31–39 (1979). (Institute of Hydrodynamics and Hydraulic Engineering, Technical University of Denmark)

44. Marchant, T.R.: Coupled Korteweg–de Vries equations describing, to high-order, resonant flow of a fluid over topography. Phys. Fluids 11(7), 1797–1804 (1999). https://doi.org/10.1063/1.870044

45. Miles, J.W.: Solitary wave evolution over a gradual slope with turbulent friction. J. Phys. Oceanogr. 13(3), 551–553 (1983). https://doi.org/10.1175/1520-0485(1983)013<0551:SWEAOG>2.0.CO;2

46. Miles, J.W.: Wave evolution over a gradual slope with turbulent friction. J. Fluid Mech. 133, 207–216 (1983). https://doi.org/10.1017/S002211208000108X

47. Müllner, M.: Solutions of an extended KdV equation describing single stationary waves with strong or weak downstream decay in turbulent open-channel flow. ZAMM Z. Angew. Math. Mech 98(1), 7–30 (2018). https://doi.org/10.1002/zamm.201700040

48. Müllner, M., Schneider, W.: Asymptotic solutions of an extended Korteweg–de Vries equation describing solitary waves with weak or strong downstream decay in turbulent open-channel flow. Proc. Appl. Math. Mech. (PAMM) 15(1), 491–492 (2015). https://doi.org/10.1002/pamm.201510236

49. Müllner, M., Schneider, W.: Stationary single waves in turbulent open-channel flow. Proc. Appl. Math. Mech. (PAMM) 17, 683–684 (2017). https://doi.org/10.1002/pamm.201701310

50. Narayan, C., Lakehal, D., Botlo, L., Soldati, A.: Mechanisms of particle deposition in a fully developed turbulent open channel flow. Phys. Fluids 15(3), 763–775 (2003)

51. Newell, A.C.: Solitons in Mathematics and Physics. No. 48 in CBMS-NSF Regional Conference Series in Applied Mathematics, Society for Industrial and Applied Mathematics, Philadelphia (1985). http://gen.lib.rus.ec/book/index.php?md5=cb8b76e22856ecf29045c928ee4541e12

52. Nezu, I., Rodi, W.: Open-channel flow measurements with a laser Doppler anemometer. J. Hydr. Eng. 112(5), 335–355 (1986). https://doi.org/10.1061/(ASCE)0733-9429(1986)112:5(335)

53. Ohtsu, I., Yasuda, Y., Gotoh, H.: Hydraulic condition for undular-jump formations. J. Hydr. Res. 39(2), 203–209 (2001)

54. Ohtsu, I., Yasuda, Y., Gotoh, H.: Flow conditions of undular hydraulic jumps in horizontal rectangular channels. J. Hydr. Eng. 129(12), 948–955 (2003)

55. Pelinovsky, E.N., Stepanyants, Y., Talipova, T.: Nonlinear dispersion model of sea waves in the coastal zone. J. Korean Soc. Coast. Ocean Eng. 5(4), 307–317 (1993)

56. Rednikov, A.Y., Velarde, M.G., Ryazantsev, Y.S., Nepomnyashchy, A.A., Kuridymov, V.N.: Cnoidal wave trains and solitary waves in a dissipation-modified Korteweg-de Vries equation. Acta Appl. Math. 70(1–3), 457–475 (1995)

57. Rodi, W.: Turbulence Models and their Application in Hydraulics, 3rd edn. Balkema, Rotterdam (1993)

58. Rostami, F., Yazdi, S.R.S., Said, M.A.M., Shahrokhi, M.: Numerical simulation of undular jumps on graveded bed using volume of fluid method. Water Sci. Technol. 66(5), 909–917 (2012)

59. Sienkne, J., Schneider, W., Grillhofer, W.: A multiple scales analysis of the undular hydraulic jump in turbulent open channel flow. Fluid Dyn. Res. 33(1–2), 41–55 (2003). https://doi.org/10.1016/S0169-5983(03)00041-8. http://www.sciencedirect.com/science/article/pii/S0169598303000418

60. Schneider, W., Yasuda, Y.: Stationary solitary waves in turbulent open-channel flow: analysis and experimental verification. J. Hydr. Eng. 142(1), 04015-035 (2015). https://doi.org/10.1061/(ASCE)HY.1943-7900.0001056. http://dx.doi.org/10.1061/(ASCE)HY.1943-7900.0001056

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.