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Abstract. The paper addresses an optimal control problem for a perturbed sweeping process of the rate-independent hysteresis type described by a controlled “play-and stop” operator with separately controlled perturbations. This problem can be reduced to dynamic optimization of a state-constrained unbounded differential inclusion with highly irregular data that cannot be treated by means of known results in optimal control theory for differential inclusions. We develop the method of discrete approximations, which allows us to adequately replace the original optimal control problem by a sequence of well-posed finite-dimensional optimization problems whose optimal solutions strongly converge to that of the controlled perturbed sweeping process. To solve the discretized control systems, we derive effective necessary optimality conditions by using second-order generalized differential tools of variational analysis that explicitly calculated in terms of the given problem data.
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1 Introduction and Problem Formulation

In this paper we deal with a version of the sweeping process introduced by Jean-Jacques Moreau in the 1970s (see his comprehensive for that time lecture notes [23] with the references to the original publications) in the following form of the dissipative differential inclusion:

\[-\dot{x}(t) \in N(x(t); C(t)) \quad \text{a.e.} \quad t \in [0, T], \quad x(0) := x_0 \in C(0) \subset H,\]

(1.1)

where \(C(t)\) is a continuously moving convex set, and where the normal cone operator to a convex subset \(C \subset H\) of a Hilbert space is given by

\[N(x; C) := \{v \in H \mid \langle v, y - x \rangle \leq 0, \quad y \in C \} \quad \text{if} \quad x \in C \quad \text{and} \quad N(x; C) := \emptyset \quad \text{if} \quad x \notin C.\]

(1.2)

The latter construction allows us to equivalently describe (1.1) as an evolution variational inequality [5, 15], or as a differential variational inequality in the terminology of [24, 29]. The original motivations for the introduction and study of the sweeping process come from applications to mechanical systems mostly related to friction and elastoplasticity, while further developments apply also to various problems of hysteresis, ferromagnetism, electric circuits, phase transitions, economics, etc.; see, e.g., [2, 5, 14, 15, 18, 28, 29] and the extensive bibliographies therein.

It has been realized in the sweeping process theory [10, 16] that the Cauchy problem (1.1) admits a unique solution under mild assumptions on the given moving set \(C(t)\). This excludes considering any optimization problem for (1.1) and thus strictly distinguishes the sweeping process from the conventional optimal control theory for differential inclusions \(\dot{x}(t) \in F(x(t))\). The latter theory supposes the existence of numerous solutions to the Cauchy problem and then studies minimization of some cost functionals over them; see, e.g., [22, 31] with further references and discussions.

There are three approaches in the literature to introduce control actions in the sweeping process frameworks and then to conduct optimization with respect to these controls and the corresponding sweeping trajectories. The first approach considers controls in additive perturbations on the right-hand side of (1.1) without changing the moving set \(C(t)\). The results obtained in this direction mostly concern existence theorems and relaxation procedures while not optimality conditions; see [12] and the recent papers [2, 6] with the references therein. We also place into this category the main results of [25, 26] that establish the existence of optimal controls for rate-independent evolutions via some direct methods
involving finite-difference approximations. The second approach developed in [4] for \( H = \mathbb{R}^n \) and then partly extended in [1] introduces controls in an ordinary differential equation associated with the sweeping process over a given set \( C(t) \subset \mathbb{R}^n \). The obtained results provide necessary optimality conditions for the continuous-time problem in [4] and for the approximating finite-difference systems in [1].

The third approach to optimal control of the sweeping process, which is implemented in this paper, employs a control parametrization directly in the sweeping set \( C(t) \) making it dependent on control actions. It has been initiated in [8] for the case of a controlled hyperplane \( C(t) \) in \( \mathbb{R}^n \) and then strongly developed in the very recent paper [9] for the case of moving controlled polyhedra

\[
C(t) := \{ x \in \mathbb{R}^n \mid \langle u_i(t), x \rangle \leq b_i(t), \ i = 1, \ldots, m \}, \quad (1.3)
\]

where the control functions \( u_i(t) \) and \( b_i(t) \) are absolutely continuous on the fixed time interval \([0, T]\). Necessary optimality conditions for such optimal control problems of a new type are derived in [8, 9] by using discrete approximations and appropriate generalized differential tools of variational analysis in the lines of [20, 21, 22]. Note that the discrete approximation approach to optimization of bounded differential inclusions \( \dot{x} \in F(x) \) developed in [20, 22] essentially relies on the Lipschitz continuity of \( F \), which fails in the case of (1.1) with controlled sweeping sets as in (1.3) and thus requires serious modifications.

This paper concerns a new class of optimal control problems for the perturbed sweeping process

\[
\dot{x}(t) \in N(x(t); C(t)) + f(x(t), a(t)) \quad \text{a.e. } t \in [0, T], \quad x(0) := x_0 \in C(0), \quad (1.4)
\]

with one part of controls \( a: [0, T] \to \mathbb{R}^d \) acting in the perturbation mapping \( f: \mathbb{R}^n \times \mathbb{R}^d \to \mathbb{R}^n \) and the other part of controls \( u: [0, T] \to \mathbb{R}^n \) acting in the moving set

\[
C(t) := C + u(t) \quad \text{with} \quad C := \{ x \in \mathbb{R}^n \mid \langle x_i^*, x \rangle \leq 0 \quad \text{for all} \ i = 1, \ldots, m \}, \quad (1.5)
\]

where \( x_i^* \) are fixed vectors from \( \mathbb{R}^n \), and where the final time \( T > 0 \) is also fixed. The minimizing cost functional is given in the generalized Bolza form

\[
\text{minimize } J[x, u, a] := \varphi(x(T)) + \int_0^T \ell(t, x(t), u(t), a(t), \dot{x}(t), \ddot{x}(t), a(t)) \, dt \quad (1.6)
\]

with the proper terminal extended-real-valued cost function \( \varphi: \mathbb{R}^n \to \overline{\mathbb{R}} := (-\infty, \infty] \) and the running cost function \( \ell: [0, T] \times \mathbb{R}^{n+a+2d} \to \overline{\mathbb{R}} \). Fixed \( r > 0 \), we impose the additional constraint on the \( u \)-controls:

\[
\| u(t) \| = r \quad \text{for all} \ t \in [0, T] \quad (1.7)
\]

required by applications. Note that the controlled moving set in (1.5) can be written in the polyhedral form \( C(t) = \{ x \in \mathbb{R}^n \mid \langle x_i^*, x \rangle \leq -a_i(t), \ i = 1, \ldots, m \} \) for \( u(t) = (u_1(t), \ldots, u_m(t)) \), which shows that (1.5) reduces to (1.3) with controls acting only on the right-hand sides of the polyhedral inequalities. However, this reduction does not allow us to apply the results of [9] to our problem, even in the absence of perturbations, since there are no constraints on the controls \( b_i(t) := -u_i(t) \) in [9], while the imposed control constraint (1.7) cannot be ignored in our setting.

Besides the constraint issue, a major ingredient that distinguishes the novel framework in (1.4), (1.5) from the one in (1.1), (1.3) is the presence of controls in perturbations together with those in the moving sweeping set. This makes the new model challenging from the viewpoint of variational analysis and important for various applications. The primary application we have in mind is the crowd motion model (see, e.g., [17]), which corresponds to (1.4) with controls only in perturbations and whose simplified optimal control version is solved in our adjacent paper [7] based on the obtained optimality conditions.

From a different viewpoint, the given description (1.5) of the moving set in (1.4) for each fixed function \( u(\cdot) \) relates to the so-called play-and-stop operator; see [14, 15, 28] and the references therein. As discussed in [28], such operators constitute basic elements of the mathematical theory of rate independent hysteresis processes including, in particular, the celebrated Preisach model in ferromagnetism.

Yet another essential difference between the frameworks of [9] and of the current paper, even in the absence of controlled perturbations, is the choice of classes of feasible controls. The most natural class in
the setting of [9] is the collection of controls \( u(t) \) absolutely continuous on \([0, T]\), which generate absolutely continuous trajectories \( x(t) \) of (1.3) under appropriate qualification conditions; cf. [9] for more details. In the setting (1.4), (1.5) of this paper by feasible controls \( u(\cdot) \) and \( a(\cdot) \) we understand functions that belong to the Sobolev spaces \( W^{1,2}([0, T]; \mathbb{R}^n) \) and \( W^{1,2}([0, T]; \mathbb{R}^n) \), respectively. It follows from the powerful well-posedness result of [12] that such a control pair generates a unique trajectory \( x(\cdot) \in W^{1,2}([0, T]; \mathbb{R}^n) \) of the sweeping inclusion (1.4). Having this in mind, we formulate the sweeping optimal control problem to construct well-posed discrete approximations in such a way that every mixed constraints in (1.7),(1.8) essentially complicates the discrete approximation procedure. We aim solutions, which can be treated as via the problem data allow us to obtain effective necessary optimality conditions (resp. optimal) solutions to finite-difference control systems. Employing then appropriate first-order and parametric modification (P), the setting (1.4), (1.5) of this paper by feasible controls \( u \) and \( a \) on \([0, T] \) and the corresponding \( W^{1,2} \)-trajectories \( x(\cdot) \) of (1.4) with \( C(t) \) from (1.5) subject to the control equality constraint (1.7). Observe that, besides (1.7), there are implicit mixed (i.e., state-control) inequality constraints in \( (P) \) given by

\[
\langle x_i^*, x(t) - u(t) \rangle \leq 0 \quad \text{for all} \quad t \in [0, T] \quad \text{and} \quad i = 1, \ldots, m, \tag{1.8}
\]

which follow from (1.4) and (1.5) due to the second part of the normal cone definition (1.2).

The main goal of this paper is to study the formulated optimal control problem \((P)\) and its slight parametric modification \((P^\tau)\) defined below by using the method of discrete approximations in the vein of [20, 22] and its significant elaboration for the case of unperturbed non-Lipschitzian differential inclusions developed in [9]. The presence of controlled perturbations in (1.4) together with the control and mixed constraints in (1.7),(1.8) essentially complicates the discrete approximation procedure. We aim to construct well-posed discrete approximations in such a way that every feasible (resp. locally optimal) solution to \((P^\tau)\) with \( \tau \geq 0 \) and \((P^0) = (P)\), can be strongly approximated in \( W^{1,2}([0, T]; \mathbb{R}^n) \) by feasible (resp. optimal) solutions to finite-difference control systems. Employing then appropriate first-order and second-order generalized differential constructions of variational analysis and explicitly calculating them via the problem data allow us to obtain effective necessary optimality conditions for discrete optimal solutions, which can be treated as suboptimality (almost optimality) conditions for the original sweeping control problem. Deriving exact optimality conditions for the continuous-time sweeping process in \((P^\tau)\) is a subject of [7]. Note that the finite-difference problems constructed in this paper provide more precise approximations of feasible and optimal solutions of \((P^\tau)\) in comparison with the corresponding settings of [9] and lead us in this way to new conditions for optimality in both discrete and continuous frameworks.

The rest of the paper is organized as follows. Section 2 lists basic assumptions and preliminaries from the sweeping process theory used below. In Section 3 we justify the existence of optimal solutions to \((P^\tau)\) as \( \tau \geq 0 \) and discuss its relaxation stability. This section also contains the definition of intermediate local minimizers and their relaxed modification studied in the paper.

In Section 4 we develop a constructive finite-difference procedure to strongly in \( W^{1,2}([0, T]; \mathbb{R}^n) \) approximate any feasible control \((u(t), a(t))\) and the corresponding trajectory \( x(t) \) of (1.4) by feasible solutions to discrete approximation systems that are piecewise linearly extended to \([0, T]\). The next Section 5 establishes the strong \( W^{1,2} \)-approximation of the local optimal solution to \((P^\tau)\) by extended optimal solutions to its discrete counterparts constructed therein. This makes a bridge between optimization of the continuous-time and discrete-time sweeping control systems while justifying in this way an effective usage of discrete approximations to solve the original sweeping control problem.

After reviewing in Section 6 the generalized differential tools of variational analysis used in the paper and their calculations via the given data of \((P^\tau)\), we derive in Section 7 necessary optimality conditions for the constructed discrete approximations. Section 8 presents a numerical example of using these conditions to find optimal solutions. Finally, in Section 9 we discuss the possibility to employ the obtained results in the limiting procedure to derive nondegenerate necessary optimality conditions for a given local minimizer in \((P^\tau)\) with their subsequent applications to the crowd motion model.

The notation of this paper is standard in variational analysis and optimal control; see, e.g., [21, 27, 31]. Recall that the symbol \( B(x, \varepsilon) \) denotes the closed ball of the space in question centered at \( x \) with radius \( \varepsilon > 0 \) while \( \mathcal{N} \) signifies the collection of all natural numbers \( \{1, 2, \ldots\} \).

## 2 Standing Assumptions and Preliminaries

Throughout the paper we impose the following standing assumptions on the initial data of the optimal control problem \((P)\) in (1.4)–(1.8):
(H1) The mapping $f : \mathbb{R}^n \times \mathbb{R}^d \to \mathbb{R}^n$ is continuous on $\mathbb{R}^n \times \mathbb{R}^d$ and locally Lipschitz continuous in the first argument, i.e., for every $\varepsilon > 0$ there is a constant $K > 0$ such that
\[
\|f(x,a) - f(y,a)\| \leq K \|x - y\| \quad \text{whenever} \quad (x,y) \in B(0,\varepsilon) \times B(0,\varepsilon), \quad a \in \mathbb{R}^d.
\] (2.1)
Furthermore, there is a constant $M > 0$ ensuring the growth condition
\[
\|f(x,a)\| \leq M(1 + \|x\|) \quad \text{for any} \quad x \in \bigcup_{t \in [0,T]} C(t), \quad a \in \mathbb{R}^d.
\] (2.2)

(H2) The terminal cost function $\varphi : \mathbb{R}^n \to \mathbb{R}$ and the running cost function $\ell : [0,T] \times \mathbb{R}^{4n + 2d} \to \mathbb{R}$ in (1.6) are lower semicontinuous (l.s.c.) while $\varepsilon > 0$ there is a constant $K > 0$ such that
\[
\|f(x,a) - f(y,a)\| \leq K \|x - y\| \quad \text{whenever} \quad (x,y) \in B(0,\varepsilon) \times B(0,\varepsilon), \quad a \in \mathbb{R}^d.
\] (2.1)
Furthermore, there is a constant $M > 0$ ensuring the growth condition
\[
\|f(x,a)\| \leq M(1 + \|x\|) \quad \text{for any} \quad x \in \bigcup_{t \in [0,T]} C(t), \quad a \in \mathbb{R}^d.
\] (2.2)

Now we are ready to formulate the powerful well-posedness result for the sweeping process under consideration that reduces to [12, Theorem 1].

Proposition 2.1 (well-posedness of the controlled sweeping process). Under the assumptions in (H1), let $u(\cdot) \in W^{1,2}([0,T]; \mathbb{R}^n)$ and $a(\cdot) \in W^{1,2}([0,T]; \mathbb{R}^d)$, and let $M > 0$ be taken from (2.2) Then the perturbed sweeping inclusion (1.4) with $C(t)$ from (1.5) admits the unique solution $x(\cdot) \in W^{1,2}([0,T]; \mathbb{R}^n)$ generated by $(u(\cdot),a(\cdot))$ and satisfying the estimates
\[
\|x(t)\| \leq l := \|x_0\| + e^{2MT} \left(2MT(1 + \|x_0\|) + \int_0^T \|\dot{u}(s)\|ds\right) \quad \text{for all} \quad t \in [0,T],
\]
\[
\|\dot{x}(t)\| \leq 2(1 + l)M + \|\dot{u}(t)\| \quad \text{a.e.} \quad t \in [0,T].
\]

Proof. To deduce this result from [12, Theorem 1], with taking into account the solution estimates therein, it remains to verify that $C(t)$ in (1.5) generated by the chosen $W^{1,2}$-control $u(\cdot)$ varies in an absolutely continuous way [12], i.e., there is an absolutely continuous function $v : [0,T] \to \mathbb{R}$ such that
\[
|\text{dist}(y;C(t)) - \text{dist}(y;C(s))| \leq |v(t) - v(s)| \quad \text{for all} \quad t, s \in [0,T]
\] (2.3)
with $\text{dist}(x;\Omega)$ standing for the distance from $x \in \mathbb{R}^n$ to the closed set $\Omega \subset \mathbb{R}^n$ and with the function
\[
v(t) := \int_0^t \|\dot{u}(s)\|ds, \quad 0 \leq t \leq T,
\]
in our case. To verify (2.3), pick any $y \in \mathbb{R}^n$ and $c \in C$ and then easily get the estimates
\[
\text{dist}(y;C(t)) = \text{dist}(y;u(t) + C) \leq \|y - u(t) - c\| \leq \|y - u(s) - c\| + \|u(t) - u(s)\|,
\]
which imply in turn by the definition of the distance function that
\[
\text{dist}(y;C(t)) \leq \inf_{c \in C} \|y - u(s) - c\| + \|u(t) - u(s)\| = \text{dist}(y;C(s)) + \|u(t) - u(s)\|.
\]
Using this and then changing the positions of $t$ and $s$ give us the resulting inequality
\[
|\text{dist}(y;C(t)) - \text{dist}(y;C(s))| \leq \|u(t) - u(s)\| \quad \text{for all} \quad t, s \in [0,T].
\]
This finally yields (2.3) by observing that
\[
|d(y;C(t)) - d(y;C(s))| \leq \|u(t) - u(s)\| = \left\|\int_s^t \dot{u}(\theta)d\theta\right\| \leq \int_s^t \|\dot{u}(\theta)\|d\theta = \int_s^t \dot{v}(\theta)d\theta = |v(t) - v(s)|
\]
and thus completes the proof of the proposition. □
3 Discrete Approximations of Feasible Solutions

In this section we construct a sequence of discrete approximations of the sweeping differential inclusion in (1.4), (1.5) with the constraints in (1.7) and (1.8), but without appealing to the minimizing functional (1.6). The main result of this section is justifying the strong $W^{1,2}$-approximation of any feasible control and the corresponding sweeping trajectory by their finite-difference counterparts, which are piecewise linearly extended to the continuous-time interval $[0,T]$.

First we reduce (1.4) to a more conventional form of differential inclusions. Introduce the new variable $z := (x,u,a) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^d$ and define the set-valued mapping $F : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^d \rightrightarrows \mathbb{R}^n$ by

$$F(z) = F(x,u,a) := N(x-u;C) + f(x,a). \quad (3.1)$$

Consider the collection of active constraint indices of polyhedron (1.5) at $\bar{x} \in C$ given by

$$I(\bar{x}) := \{ i \in \{1,\ldots,m\} \mid \langle x_i^*, \bar{x} \rangle = 0 \}, \quad (3.2)$$

it is not difficult to observe (see, e.g., [13, Proposition 3.1]) the explicit representation

$$F(z) = \left\{ \sum_{i \in I(x-u)} \lambda_i x_i^* \mid \lambda_i \geq 0 \right\} + f(x,a) \quad (3.3)$$

of (3.1) via the active index set (3.2) at $x-u \in C$. Then we can rewrite (1.4) in the following equivalent form with respect to the variable $z = (x,u,a)$:

$$-\dot{z}(t) \in F(z(t)) \times \mathbb{R}^n \times \mathbb{R}^d \quad \text{a.e.} \quad t \in [0,T] \quad (3.4)$$

with the initial condition $z(0) = (x_0,u(0),a(0))$ satisfying $x_0-u(0) \in C$, i.e., such that $\langle x_i^*, x_0-u(0) \rangle \leq 0$ for all $i = 1, \ldots, m$. Proposition 2.1 allows us to have solutions of the differential inclusion (3.4) in the class of $W^{1,2}$-functions $z(t) = (x(t), u(t), a(t))$ on $[0,T]$.

Note that, although the resulting system (3.4) is written in the conventional form of the theory of differential inclusions, it does not satisfy usual assumptions therein. Indeed, the right-hand side of (3.4) is intrinsically unbounded in all its components, including the first (perturbed normal cone) one in which is highly non-Lipschitzian. Furthermore, the constrained system under consideration contains the intrinsic inequality state constraints (1.8) together with the equality one (1.7) on the whole time interval $[0,T]$.

Having in mind further applications including those developed in [7], it makes sense to consider a parametric version of the equality constraint in (1.7) with a small parameter $\tau \geq 0$ while replacing (1.7) by

$$\left\{ \begin{array}{ll} \|u(t)\| = r & \text{for all } t \in [\tau, T-\tau], \\ r-\tau \leq \|u(t)\| \leq r+\tau & \text{for all } t \in [0,\tau) \cup (T-\tau, T], \end{array} \right. \quad (3.5)$$

which reduces to (1.7) when $\tau = 0$. Fix any $\tau \in [0, \min\{r, T\}], k \in \mathbb{N}$ and denote by $j_\tau(k) := [k\tau/T]$ the smallest index $j$ such that $t_j^\tau \geq \tau$ and by $j^\tau(k) := [k(T-\tau)/T] - 1$ the largest $j$ with $t_j^\tau \leq T-\tau$.

The next theorem on the strong discrete approximation of feasible sweeping solutions is a counterpart of [9, Theorem 3.1] for the perturbed sweeping process in (1.4), (1.5) constrained by (1.8), (3.5) with additional quantitative estimates expressed via the system data. The reader can see that both the formulation and proof in the new setting are significantly more involved in comparison with [9]. Observe also the novel approximation conclusion (3.9), which holds also in the setting of [9] while being missed therein. This conclusion will allow us to construct a more precise discrete approximation of a local minimizer in Theorem 5.2, which is crucial to derive a new transversality condition for the original continuous-time sweeping control problem $(P^*)$ in [7].

**Theorem 3.1** ($W^{1,2}$-strong discrete approximation of feasible sweeping solutions). Under the validity of (H1), let the triple $\bar{z}(\cdot) = (\bar{x}(\cdot), \bar{u}(\cdot), \bar{a}(\cdot))$ be a given feasible solution to the constrained sweeping
system from (1.4), (1.5), and (3.5) with a fixed parameter \( \tau \in [0, \min\{r,T\}] \), and let the constant \( K \) be taken from (2.1). Define the discrete partitions of \([0,\tau]\) by

\[
\Delta_k := \{0 = t_0^k < t_1^k < \ldots < t_{k+1}^k\} \quad \text{with} \quad h_k := t_{j+1}^k - t_j^k \downarrow 0 \quad \text{as} \quad k \to \infty
\]

and suppose that \( \bar{z}(\cdot) \) has the following properties at the mesh points (while observing that all these properties hold if \( \bar{z}(\cdot) \in W^{2,\infty}[0,T] \)): it satisfies (3.4) at \( t_j^k \) as \( j = 0, \ldots, k - 1 \) for all \( k \in \mathbb{N} \) (with the right-side derivative at \( t_0^k = 0 \)), we have

\[
\sum_{j=0}^{k-1} (t_{j+1}^k - t_j^k) \left\| \frac{\bar{x}(t_{j+1}^k) - \bar{x}(t_j^k)}{t_{j+1}^k - t_j^k} - \dot{x}(t_j^k) \right\|^2 \to 0 \quad \text{as} \quad k \to \infty,
\]

and there is a constant \( \mu > 0 \) independent of \( k \) such that

\[
\sum_{j=0}^{k-1} \left\| \frac{\bar{x}(t_{j+1}^k) - \bar{x}(t_j^k)}{t_{j+1}^k - t_j^k} - \dot{x}(t_j^k) \right\| \leq \mu, \quad \left\| \bar{u}(t_j^k) - \bar{u}(0) \right\| \leq \mu,
\]

Then there exist a sequence \( \{x^k(t) = x^k(t_j^k) \} \) as \( k \to \infty \) for which \( (x^k(0), u^k(0), a^k(0)) = (x_0, \bar{u}(0), \bar{a}(0)) \)

\[
\frac{x^k(t_j^k) - x^k(t_j^k)}{h_k} \to \dot{x}(0) \quad \text{as} \quad k \to \infty,
\]

and the functions \( x^k(\cdot) \) converge to \( \bar{z}(\cdot) \) in the norm topology of \( W^{1,2}[0,T] \), i.e.,

\[
z^k(t) \to \bar{z}(t) \quad \text{uniformly on} \quad [0,T] \quad \text{and} \quad \int_0^T \|z^k(t) - \bar{z}(t)\|^2 dt \to 0 \quad \text{as} \quad k \to \infty.
\]

Furthermore, for every \( k \in \mathbb{N} \) we have the estimates

\[
\var(u^k; [0,T]) \leq \bar{\mu} \quad \text{and} \quad \left\| \frac{u^k(t_j^k) - u^k(t_j^k)}{h_k} \right\| \leq \bar{\mu} \quad \text{with} \quad \bar{\mu} := \max\{3\mu(1 + 4K)e^K, 4\mu(e^K + 1)\},
\]

where the symbol “\( \var \)” stands for the total variation of the function in question.

**Proof.** Let \( y^k(\cdot) := (y_1^k(\cdot), y_2^k(\cdot), y_3^k(\cdot)) \) be piecewise linear on \([0,T]\) and such that

\[
(y_1^k(t_j^k), y_2^k(t_j^k), y_3^k(t_j^k)) := (\bar{x}(t_j^k), \bar{u}(t_j^k), \bar{a}(t_j^k)), \quad j = 0, \ldots, k.
\]

Define next \( w^k(t) := (w_1^k(t), w_2^k(t), w_3^k(t)) : = y^k(\cdot) \) as piecewise constant and right continuous function on \([0,T]\) via the derivatives at non-mesh points and deduce from (3.10) that \( \var(w_2^k; [0,T]) \leq \mu \) for every \( k \in \mathbb{N} \). It follows from the definition of \( w^k(\cdot) \) that

\[
w_1^k(0) = \frac{\bar{x}(t_1^k) - \bar{x}(t_0^k)}{h_k} \to \dot{x}(0) \quad \text{as} \quad k \to \infty
\]

due to the existence of the right derivative of \( \dot{x}(0) \) by the imposed assumption on the validity of (3.4) at the mesh points. Furthermore, we get from (1.8) that

\[
\langle x^*_i, y_1^k(t_j^k) - y_2^k(t_j^k) \rangle = \langle x^*_i, \bar{x}(t_j^k) - \bar{u}(t_j^k) \rangle \leq 0
\]
on the mesh $\Delta_k$ for all $j = 1, \ldots, k - 1$ and $i = 1, \ldots, m$. The constructions made ensure that

$$y^k(\cdot) \to \tilde{z}(\cdot) \text{ uniformly on } [0, T] \text{ and } u^k(\cdot) \to \tilde{z}(\cdot) \text{ in norm of } L^2([0, T]; \mathbb{R}^{2n+d}).$$

Denote $a^k(t) := y^k_0(t)$ for all $t \in [0, T]$, fix $k \in \mathcal{N}$, and use for simplicity the notation $t_j := t^k_j$ as $j = 1, \ldots, k$. To construct the claimed trajectories $x^k(t)$ of (3.11), we proceed by induction and suppose that the value of $x^k(t)$ is known. Define now the vectors

$$u^k(t_j) := x^k(t_j) - y^k_0(t_j) + y^k_2(t_j) = x^k(t_j) - \bar{x}(t) + \bar{u}(t), \quad j = 0, \ldots, k,$$

and assume without loss of generality that $\|u^k(t_j)\| = r$ for $j = j^*(k), \ldots, j^*(k)$, which clearly yields

$$x^k(t_j) - u^k(t_j) = \bar{x}(t_j) - \bar{u}(t_j) \quad \text{for } j = 0, \ldots, k.$$  \hspace{1cm} (3.16)

Since the sets $F(z)$ in (3.1) are closed and convex, we select the unique projection

$$v^k_j := \Pi(-w^k_j; F(x^k(t_j), a^k(t_j), a^k(t_j))), \quad j = 0, \ldots, k,$$

and deduce from (3.15) that $v^k_j \to \tilde{x}(0)$ as $k \to \infty$. Defining next $x^k(t) := x^k(t_j) - (t - t_j)v^k_j$ for all $t \in [t_j, t_{j+1}]$ and $j = 0, \ldots, k$ shows that the inclusions in (3.11) are fulfilled and condition (3.9) holds. Furthermore, we deduce from (3.3) and (3.16) that

$$F(x^k(t), u^k(t), a^k(t)) = F(\bar{x}(t), \bar{u}(t), \bar{a}(t)) + f(x^k(t), \bar{a}(t)) - f(\bar{x}(t), \bar{a}(t))$$  \hspace{1cm} (3.18)

at the mesh points. To verify that the triples $(x^k(t), u^k(t), a^k(t))$, $k \in \mathcal{N}$, constructed above satisfy all the conclusions of the theorem, let us first show that

$$\varepsilon_k := \|x^k(t_j) - \bar{x}(t_j)\| \leq \max \{h_k\mu(1 + h_kK), 2h_k\mu e^K\} = 2h_k\mu e^K \text{ for all } j = 0, \ldots, k.$$  \hspace{1cm} (3.19)

Indeed, picking any $t \in [t_j, t_{j+1}]$ for $j = 0, \ldots, k - 1$, we have the representation

$$x^k(t - y^k_0(t)) = x^k(t_j) - \bar{x}(t_j) + (t - t_j)(-v^k_j - w^k_j),$$

which implies in turn the estimate

$$\|x^k(t) - y^k_1(t)\| \leq \|x^k(t_j) - \bar{x}(t_j)\| + (t_{j+1} - t_j)\|v^k_j - w^k_j\|

= \|x^k(t_j) - \bar{x}(t_j)\| + (t_{j+1} - t_j)\| - \frac{(t_{j+1} - t_j)^2}{t_{j+1} - t_j} - \frac{(t - t_j)^2}{t - t_j} \|\bar{u}(t)\|.$$  \hspace{1cm} (3.20)

Then it follows from (3.18) that

$$\|x^k(t) - y^k_1(t)\| \leq \|x^k(t_j) - \bar{x}(t_j)\| + h_k\|f(x^k(t_j), \bar{a}(t_j)) - f(\bar{x}(t_j), \bar{a}(t_j))\| + h_k\| \bar{u}(t)\|.$$  \hspace{1cm} (3.21)

Using the Lipschitz continuity of $f$ with respect to $x$ imposed in (2.1) gives us

$$\|x^k(t) - y^k_1(t)\| \leq (1 + h_kK)\|x^k(t_j) - \bar{x}(t_j)\| + h_k\| \bar{u}(t)\|.$$  \hspace{1cm} (3.22)

and thus, by taking the first condition in (3.8) into account, we arrive at the inequalities

$$\begin{align*}
\|x^k(t_1) - \bar{x}(t_0)\| \leq h_k\| \bar{u}(t_0)\|,
\|x^k(t_2) - \bar{x}(t_1)\| \leq (1 + h_kK)\|x^k(t_1) - \bar{x}(t_1)\| + h_k\| \bar{u}(t_1)\|.
\end{align*}$$  \hspace{1cm} (3.23)

$$\begin{align*}
\|x^k(t_2) - \bar{x}(t_0)\| &\leq h_k\| \bar{u}(t_0)\| + h_k\| \bar{u}(t_1)\| + h_k^2K\mu.
\end{align*}$$  \hspace{1cm} (3.24)
Now we proceed by induction to verify that
\[
\|x^k(t_j) - \bar{x}(t_j)\| \leq h_k \sum_{i=0}^{j-1} \left\| \frac{\bar{x}(t_{i+1}) - \bar{x}(t_i)}{t_{i+1} - t_i} - \hat{x}(t_i) \right\| + h_k^2 K \mu \sum_{i=0}^{j-3} (1 + h_k K)^i + (1 + h_k K)^{j-1} h_k \mu \tag{3.22}
\]
for \(j = 3, \ldots, k\). Starting with \(j = 3\), observe from (3.8), (3.20), and (3.21) that
\[
\|x^k(t_3) - \bar{x}(t_3)\| \leq (1 + h_k K) \|x^k(t_2) - \bar{x}(t_2)\| + h_k \left\| \frac{\bar{x}(t_3) - \bar{x}(t_2)}{t_3 - t_2} - \hat{x}(t_2) \right\|
\]
\[
\leq (1 + h_k K) \left( h_k \sum_{i=0}^{2} \left\| \frac{\bar{x}(t_{i+1}) - \bar{x}(t_i)}{t_{i+1} - t_i} - \hat{x}(t_i) \right\| + h_k^2 K \mu \right) + h_k \left\| \frac{\bar{x}(t_3) - \bar{x}(t_2)}{t_3 - t_2} - \hat{x}(t_2) \right\|
\]
\[
= h_k \sum_{i=0}^{2} \left\| \frac{\bar{x}(t_{i+1}) - \bar{x}(t_i)}{t_{i+1} - t_i} - \hat{x}(t_i) \right\| + h_k^2 K \mu \sum_{i=0}^{1} \left\| \frac{\bar{x}(t_{i+1}) - \bar{x}(t_i)}{t_{i+1} - t_i} - \hat{x}(t_i) \right\| + (1 + h_k K) h_k^2 K \mu
\]
\[
\leq h_k \sum_{i=0}^{2} \left\| \frac{\bar{x}(t_{i+1}) - \bar{x}(t_i)}{t_{i+1} - t_i} - \hat{x}(t_i) \right\| + h_k^2 K \mu + (1 + h_k K)^2 h_k \mu,
\]
which justifies the validity of (3.22) at \(j = 3\). Suppose next that (3.22) holds for \(t_j\) as \(j \geq 3\) and show that it is also satisfied for \(t_{j+1}\). Indeed, employing (3.8) and (3.20) tells us that
\[
\|x^k(t_{j+1}) - \bar{x}(t_{j+1})\| = \|x^k(t_{j+1}) - y_1^k(t_{j+1})\|
\]
\[
\leq (1 + h_k K) \|x^k(t_j) - \bar{x}(t_j)\| + h_k \left\| \frac{\bar{x}(t_{j+1}) - \bar{x}(t_j)}{t_{j+1} - t_j} - \hat{x}(t_j) \right\|
\]
\[
\leq (1 + h_k K) \left( h_k \sum_{i=0}^{j-1} \left\| \frac{\bar{x}(t_{i+1}) - \bar{x}(t_i)}{t_{i+1} - t_i} - \hat{x}(t_i) \right\| + h_k^2 K \mu \right) + h_k \left\| \frac{\bar{x}(t_{j+1}) - \bar{x}(t_j)}{t_{j+1} - t_j} - \hat{x}(t_j) \right\|
\]
\[
+ h_k^2 K \mu \sum_{i=0}^{j-3} (1 + h_k K)^i + (1 + h_k K)^{j-1} h_k \mu + h_k \left\| \frac{\bar{x}(t_{j+1}) - \bar{x}(t_j)}{t_{j+1} - t_j} - \hat{x}(t_j) \right\|
\]
\[
\leq h_k \sum_{i=0}^{j} \left\| \frac{\bar{x}(t_{i+1}) - \bar{x}(t_i)}{t_{i+1} - t_i} - \hat{x}(t_i) \right\| + h_k^2 K \mu + h_k^2 K \mu \sum_{i=0}^{j-2} (1 + h_k K)^i + (1 + h_k K)^j h_k \mu
\]
\[
= h_k \sum_{i=0}^{j} \left\| \frac{\bar{x}(t_{i+1}) - \bar{x}(t_i)}{t_{i+1} - t_i} - \hat{x}(t_i) \right\| + h_k^2 K \mu + \sum_{i=0}^{j-2} (1 + h_k K)^i + (1 + h_k K)^j h_k \mu,
\]
which shows that estimate (3.22) holds for \(t_{j+1}\), and thus it is justified for all \(j = 3, \ldots, k\). Now picking any \(j \in \{3, \ldots, k\}\) and using the first inequality in (3.8), we get
\[
\|x^k(t_j) - \bar{x}(t_j)\| \leq h_k \mu + h_k \mu |(1 + h_k K)^{j-2} - 1| + (1 + h_k K)^j h_k \mu
\]
\[
\leq 2h_k \mu (1 + h_k K)^k = 2h_k \mu \left(1 + \frac{K}{k}\right) \leq 2h_k \mu e^K.
\]
Combining it with (3.21), we arrive at (3.19). This readily implies that \(1 - \tau - \varepsilon_k \leq \|u^k(t_j)\| \leq 1 + \tau + \varepsilon_k\) for \(j \leq j_r(k) - 1\) and \(j \geq j^*(k) + 1\), i.e., the relationships in (3.10) are satisfied with \(\varepsilon_k\) defined in (3.19). Furthermore, it follows from (3.19) and (3.20) that
\[
\|x^k(t) - y_1^k(t)\| \leq (1 + h_k K) 2h_k \mu e^K + h_k \left\| \frac{\bar{x}(t_{j+1}) - \bar{x}(t_j)}{t_{j+1} - t_j} - \hat{x}(t_j) \right\|
\]
\[
\leq 2h_k \mu e^K (1 + h_k K) + h_k \mu \text{ for } t \in [t_j, t_{j+1}] \text{ and } j = 0, \ldots, k - 1.
\]
Next we consider relationships for the $u$-component of $z^k(\cdot)$. The first and third conditions in (3.8) yield
\[
\sum_{j=0}^{k-2} \left\| \frac{u^k(t_{j+2}) - u^k(t_{j+1})}{t_{j+2} - t_{j+1}} - \frac{u^k(t_{j+1}) - u^k(t_j)}{t_{j+1} - t_j} \right\| \\
\leq \sum_{j=0}^{k-2} \left\| \frac{\bar{u}(t_{j+2}) - \bar{u}(t_{j+1})}{t_{j+2} - t_{j+1}} - \frac{\bar{u}(t_{j+1}) - \bar{u}(t_j)}{t_{j+1} - t_j} \right\| + 2 \sum_{j=0}^{k-1} \left\| \frac{x^k(t_{j+1}) - x^k(t_j)}{t_{j+1} - t_j} - \bar{x}(t_{j+1}) - \bar{x}(t_j) \right\| \\
\leq \mu + 2 \sum_{j=0}^{k-1} \left\| -v_j^k - \bar{x}(t_{j+1}) - \bar{x}(t_j) \right\| = \mu + 2 \sum_{j=0}^{k-1} \left\| -v_j^k - w_{1j}^k \right\| = \mu + 2 \sum_{j=0}^{k-1} \text{dist} \left( -\frac{\bar{x}(t_{j+1}) - \bar{x}(t_j)}{t_{j+1} - t_j}; F(z_j^k) \right) \\
\leq 3\mu + 2K2h_k\mu e^K = 3\mu + 4K\mu e^K \leq \bar{\mu} = \max \{3\mu + 4K\mu e^K, 4\mu e^K + \mu \},
\]
which justifies the first estimate in (3.13). To verify the second estimate therein, we deduce from (3.16), (3.19), and the second inequality in (3.8) that
\[
\left\| \frac{u^k(t_1) - u^k(t_0)}{t_1 - t_0} \right\| \leq \left\| \frac{u^k(t_1) - \bar{u}(t_1)}{t_1 - t_0} \right\| + \left\| \frac{u^k(t_0) - \bar{u}(t_0)}{t_1 - t_0} \right\| + \left\| \frac{\bar{u}(t_1) - \bar{u}(t_0)}{t_1 - t_0} \right\| \\
\leq \left\| \frac{x^k(t_1) - \bar{x}(t_1)}{t_1 - t_0} \right\| + \left\| \frac{x^k(t_0) - \bar{x}(t_0)}{t_1 - t_0} \right\| + \mu \leq 4\mu e^K + \mu \leq \bar{\mu},
\]
which readily gives us the claimed result in (3.13).

It remains to justify the $W^{1,2}$-convergence of $z_j^k(t)$ to $\bar{z}(t)$ in (3.12). Using (3.16) for $j = 0$ with $x_j^k(t_0) = x_0$, the construction of $\bar{a}^k(t)$, and the Newton-Leibniz formula, it suffices to show that the sequence of $(\bar{z}_j^k(t), \bar{u}_j^k(t))$ converges to $(\bar{z}(t), \bar{u}(t))$ strongly in $L^2[0,T]$. To this end we have
\[
\int_0^T \left\| \bar{z}_j^k(t) - w_j^k(t) \right\|^2 dt = \sum_{j=0}^{k-1} (t_{j+1} - t_j) \left\| -v_j^k - w_{1j}^k \right\|^2 = \sum_{j=0}^{k-1} h_k \text{dist}^2 \left( -\frac{\bar{x}(t_{j+1}) - \bar{x}(t_j)}{t_{j+1} - t_j}; F(z_j^k) \right) \\
\leq \sum_{j=0}^{k-1} h_k \left( K \left\| x_j^k(t_j) - \bar{x}(t_j) \right\| + \left\| \bar{x}(t_{j+1}) - \bar{x}(t_j) \right\| - \bar{\dot{x}}(t_j) \right)^2 \\
\leq 2 \sum_{j=0}^{k-1} h_k K^2 \left\| x_j^k(t_j) - \bar{x}(t_j) \right\|^2 + 2 \sum_{j=0}^{k-1} h_k \left\| \bar{x}(t_{j+1}) - \bar{x}(t_j) \right\| - \bar{\dot{x}}(t_j) \right)^2 \\
\leq 2 \sum_{j=0}^{k-1} h_k K^2 (2h_k \mu e^K)^2 + 2 \sum_{j=0}^{k-1} h_k \left\| \bar{x}(t_{j+1}) - \bar{x}(t_j) \right\| - \bar{\dot{x}}(t_j) \right)^2 \\
\leq 8K^2 h_k^2 \mu^2 e^{2K} + 2 \sum_{j=0}^{k-1} h_k \left\| \bar{x}(t_{j+1}) - \bar{x}(t_j) \right\| - \bar{\dot{x}}(t_j) \right|^2 \to 0
\]
as $k \to \infty$ due to (3.7), (3.14), and the definition of $w^k(t)$. It follows furthermore that

$$
\int_0^T \left\| \dot{u}^k(t) - w^k_s(t) \right\|^2 dt = \int_0^T \left\| \frac{u^k(t_{j+1}) - u^k(t_j)}{h_k} - \frac{\tilde{u}(t_{j+1}) - \tilde{u}(t_j)}{h_k} \right\|^2 dt
$$

$$
= \int_0^T \left\| \frac{x^k(t_{j+1}) - \bar{x}(t_{j+1})}{h_k} - \frac{x^k(t_j) - \bar{x}(t_j)}{h_k} \right\|^2 dt
$$

$$
= \int_0^T \left\| \frac{x^k(t_{j+1}) - x^k(t_j)}{h_k} - \frac{\bar{x}(t_{j+1}) - \bar{x}(t_j)}{h_k} \right\|^2 dt
$$

$$
= \int_0^T \left\| \dot{x}^k(t) - w^k(t) \right\|^2 dt \to 0 \text{ as } k \to \infty
$$

due to the above convergence of $\{\dot{x}^k(\cdot)\}$. This verifies (3.12) and completes the proof of the theorem. □

4 Existence of Optimal Sweeping Solutions and Relaxation

In this section, we start studying optimal solutions to the original sweeping control problem ($P$). By taking into account the discussion above and further applications, our main attention is paid to the parametric family of problems ($P^\tau$) as $\tau \geq 0$ with ($P^0$) = ($P$), which are different from ($P$) only in that the control constraint (1.7) is replaced by those in (3.5). First we establish the following existence theorem of optimal solutions ($P^\tau$) in the the class of $W^{1,2}[0,T]$ functions.

**Theorem 4.1 (existence of sweeping optimal solutions).** Given $r > 0$ and $T > 0$, consider the optimal control problem ($P^\tau$) for any fixed $\tau \in [0,\bar{\tau}]$ as $\bar{r} := \min\{r, T\}$ in the equivalent form of the differential inclusion (3.4) over all the $W^{1,2}[0,T]$ triples $z(\cdot) = (x(\cdot), u(\cdot), a(\cdot))$. In addition to the assumptions in (H1) and (H2), suppose that along some minimizing sequence of $z^k(\cdot) = (x^k(\cdot), u^k(\cdot), a^k(\cdot))$, $k \in \mathbb{N}$, we have that $\{\dot{a}^k(\cdot)\}$ is bounded in $L^2([0,T];\mathbb{R}^d)$ while $\{a^k(\cdot)\}$ is bounded in $W^{1,2}([0,T];\mathbb{R}^d)$ and that the running cost $\ell$ in (1.6) is convex with respect to the velocity variables $(\dot{x}, \dot{u}, \dot{a})$. Then each sweeping control problem ($P^\tau$) admits an optimal solution.

**Proof.** Fix any $\tau \in [0,\bar{\tau}]$ and deduce from Proposition 2.1 that the set of feasible solutions to ($P^\tau$) is nonempty. It follows from the assumption imposed on $\{(u^k(\cdot),a^k(\cdot))\}$ by basic functional analysis that the sequence $\{(u^k(\cdot),a^k(\cdot))\}$ is weakly compact in $L^2([0,T];\mathbb{R}^{n_1})$. Thus there are functions $\vartheta^k(\cdot) \in L^2([0,T];\mathbb{R}^n)$ and $\vartheta^a(\cdot) \in L^2([0,T];\mathbb{R}^{d})$ such that $\dot{a}^k(\cdot) \to \vartheta^a(\cdot)$ and $\dot{a}^k(\cdot) \to \vartheta^a(\cdot)$ along some subsequence $k \to \infty$ weakly in $L^2([0,T];\mathbb{R}^n)$ and $L^2([0,T];\mathbb{R}^{d})$, respectively. By taking into account that $\|u^k(0)\| = r$ by (3.5) and that the sequence $\{a^k(0)\}$ is bounded, we can assume without loss of generality that $u^k(0) \to u_0$ and $a^k(0) \to a_0$ as $k \to \infty$ for some $u_0 \in \mathbb{R}^n$ and $a_0 \in \mathbb{R}^d$. Defining now the absolutely continuous functions $\bar{u} : [0,T] \to \mathbb{R}^n$ and $\bar{a} : [0,T] \to \mathbb{R}^d$ by

$$
\bar{u}(t) := u_0 + \int_0^t \vartheta^u(s) ds \text{ and } \bar{a}(t) := a_0 + \int_0^t \vartheta^a(s) ds,
$$

we see that $(u^k(\cdot),a^k(\cdot)) \to (\bar{u}(\cdot),\bar{a}(\cdot))$ in the norm of $W^{1,2}([0,T];\mathbb{R}^{n_1})$. This implies that $(\bar{u}(\cdot),\bar{a}(\cdot)) \in W^{1,2}([0,T];\mathbb{R}^{n_1})$ and that $\bar{u}(\cdot)$ satisfies the constraints in (3.5). Furthermore, it follows from Proposition 2.1 that the trajectories $\bar{x}(\cdot)$ of (3.4) uniquely generated by $(u^k(\cdot),a^k(\cdot))$ are uniformly bounded in $W^{1,2}([0,T];\mathbb{R}^n)$, and hence a subsequence of them converges to some $\bar{x}(\cdot) \in W^{1,2}([0,T];\mathbb{R}^n)$.

Let us show that the limiting triple $\bar{z}(\cdot)$ satisfies (3.4) with $F(z)$ defined in (3.1) and that

$$
J[\bar{x}, \bar{u}, \bar{a}] \leq \liminf_{k \to \infty} J[x^k, u^k, a^k]
$$

for the cost functional (1.6). To proceed, we apply the Mazur weak closure theorem to the sequence $\{\dot{z}^k(\cdot)\}$, which tells us that the sequence of convex combination of $\dot{z}^k(\cdot)$ converges to $\dot{z}(\cdot)$ weakly in
perturbations. In general, relaxation stability in sweeping optimal control is an open question. Theorem 4.2 for differential inclusions satisfying the modified one-sided Lipschitz property, which however is never the case for the sweeping process. A more subtle result of this type is obtained in [11, Theorem 4.1] for differential inclusions with Lipschitzian right-hand sides in state variables (see [30]), which is never the case for the sweeping process. A more subtle result of this type is obtained in [11, Theorem 4.2] for differential inclusions satisfying the modified one-sided Lipschitz property, which however is also restrictive in applications to sweeping control. The relaxation stability result that directly concerns sweeping control problems is given in [12, Theorem 2] while it deals only with the case of controlled perturbations. In general, relaxation stability in sweeping optimal control is an open question.

Our current study here and its continuation in [7] concern local optimal solutions to (P\(^r\)) involving a local version of relaxation stability. Following [20], we say that \(\bar{z}(\cdot)\) is a relaxed intermediate local minimizer (r.i.l.m) for (P\(^r\)) if it is feasible to this problem with \(J[\bar{z}] = \hat{J}[\bar{z}]\) and if there are numbers \(\alpha \geq 0\) and \(\epsilon > 0\) such that \(J[\bar{z}] \leq J[\bar{z}]\) for any feasible solution \(z(\cdot)\) to (P\(^r\)) satisfying

\[
\|z(t) - \bar{z}(t)\| < \epsilon \quad \text{for all} \quad t \in [0, T] \quad \text{and} \quad \alpha \int_0^T \|\dot{z}(t) - \dot{\bar{z}}(t)\|^2 dt < \epsilon.
\]

This notion distinguishes local minimizers that lie between classical weak and strong minima in continuous-time variational problems and can be strictly different from both of them even in fully convex settings; see [22] for discussions, examples, and references. It is clear that from the viewpoint of deriving necessary optimality conditions we can confine ourselves to the case of \(\alpha = 1\).

5 Discrete Approximations of Local Optimal Solutions

In this section we construct a sequence of well-posed discrete approximations of each problem (P\(^r\)) as \(0 \leq \tau \leq \bar{\tau}\) with \(\bar{\tau} = \min\{r, T\}\) and then employ this method to the study of relaxed intermediate local minimizers for this problem. Given any r.i.l.m. \(\bar{z} = (\bar{x}(\cdot), \bar{u}(\cdot), \bar{a}(\cdot))\) for (P\(^r\)) and the discrete mesh \(\Delta_k\)
from (3.6), for every \( k \in \mathbb{N} \) define the discrete sweeping control problem \((P^*_k)\) as follows: minimize

\[
J_k[z^k] := \varphi(x^k_{j}) + h_k \sum_{j=0}^{k-1} \ell \left( t^k_j, x^k_{j}, u^k_{j}, a^k_{j}, \frac{x^k_{j+1} - x^k_{j}}{h_k}, \frac{u^k_{j+1} - u^k_{j}}{h_k}, \frac{a^k_{j+1} - a^k_{j}}{h_k} \right) + \left\| \frac{x^k_{1} - x^k_{0}}{h_k} - \hat{x}(0) \right\|^2 \\
+ \sum_{j=0}^{k-1} \int_{t^k_j}^{t^k_{j+1}} \left( \left\| \frac{x^k_{j+1} - x^k_{j}}{h_{00}} - \hat{x}(t) \right\|^2 + \left\| \frac{u^k_{j+1} - u^k_{j}}{h_k} - \hat{u}(t) \right\|^2 + \left\| \frac{a^k_{j+1} - a^k_{j}}{h_k} - \hat{a}(t) \right\|^2 \right) dt
\]

(5.1)

\[
\text{dist}^2 \left( \left\| \frac{u^k_{j} - u^0_{k}}{h_k} \right\| : (-\infty, \bar{\mu}) \right) + \text{dist}^2 \left( \sum_{j=0}^{k-2} \left\| \frac{u^k_{j+2} - 2u^k_{j+1} + u^k_{j}}{h_k} \right\| : (-\infty, \bar{\mu}) \right)
\]

(5.2)

over elements \( z^k := (x^k_0, x^k_1, \ldots, x^k_k, u^k_0, u^k_1, \ldots, u^k_{k-1}, a^k_0, a^k_1, \ldots, a^k_{k-1}) \) satisfying the constraints

\[
x^k_{j+1} \in x^k_{j} - h_k F(x^k_{j}, u^k_{j}, a^k_{j}) \quad \text{for} \quad j = 0, \ldots, k - 1 \text{ with } (x^k_0, u^k_0, a^k_0) = (x_0, \bar{u}(0), \bar{a}(0)),
\]

(5.3)

\[
\langle x^k_{j}, x^k_{j} - u^k_{j} \rangle \leq 0 \quad \text{for} \quad i = 1, \ldots, m,
\]

\[
\|u^k_{j}\| = r \quad \text{for} \quad j = j_r(k), \ldots, j^*(k); \quad r - \tau - \varepsilon_k \leq u^k_{j} \leq r + \tau + \varepsilon_k \quad \text{for} \quad j \leq j_r(k) - 1 \text{ and } j \geq j^*(k) + 1,
\]

(5.5)

where \( \epsilon > 0 \) is taken from definition (4.4) with \( \alpha = 1 \) while \( \varepsilon_k \) and \( \bar{\mu} \) are taken from Theorem 3.1.

Let us first show that each problem \((P^*_k)\) admits an optimal solution for all large \( k \in \mathbb{N} \); this issue is unavoidable in employing the method of discrete approximations to study local minimizers for \((P^*_k)\).

**Proposition 5.1 (existence of optimal solutions to discrete approximations).** Suppose that (H1) holds and that (H2) is also satisfied around the given local minimizer \( \bar{z}(-) \) for \((P^*_k)\). Then each problem \((P^*_k)\) admits an optimal solution provided that \( k \in \mathbb{N} \) is sufficiently large.

**Proof.** Theorem 3.1 tells us that the set of feasible solutions to \((P^*_k)\) is nonempty for all large \( k \in \mathbb{N} \). Moreover, the constraints in (5.4)–(5.6) ensure that this set is bounded. To justify the claimed existence of optimal solutions to \((P^*_k)\) by the Weierstrass existence theorem, it remains to verify that this set is closed.

To proceed, take a sequence \( z^{\nu}(-) = z^{\nu} := (x^{\nu}_0, \ldots, x^{\nu}_k, u^{\nu}_0, \ldots, u^{\nu}_{k-1}, a^{\nu}_0, \ldots, a^{\nu}_{k-1}) \) of feasible solutions for \((P^*_k)\) converging to some \( z(-) = z := (x_0, \ldots, x_k, u_0, \ldots, u_{k-1}, a_0, \ldots, a_k) \) as \( \nu \rightarrow \infty \) and show that \( z \) is feasible to \((P^*_k)\) as well. Observe that \( \langle x^{\nu}_i, x_j - u_j \rangle = \lim_{\nu \to \infty} \langle x^{\nu}_i, x^{\nu}_j - u^{\nu}_j \rangle \leq 0 \) for all \( i = 1, \ldots, m \), and \( j = 0, \ldots, k-1 \), and so \( x_j - u_j \in C \) for all \( j = 0, \ldots, k-1 \). Picking now \( i \in \{1, \ldots, m\} \setminus I(x_j - u_j) \), we have \( \langle x^\nu_i, x_j - u_j \rangle < 0 \), which yields \( \langle x^\nu_i, x^\nu_j - u^\nu_j \rangle < 0 \) for \( \nu \) sufficiently large. Then it follows that \( i \in \{1, \ldots, m\} \setminus I(x^\nu_j - u^\nu_j) \) and hence \( I(x^\nu_j - u^\nu_j) \subset I(x_j - u_j) \) for \( \nu \in \mathbb{N} \) sufficiently large. By taking (3.1) and (3.3) into account, we get the equalities

\[
x^{\nu}_{j+1} - x^{\nu}_{j} = -h_k \left( \sum_{i \in I(x_j - u_j)} \lambda^{\nu}_{ji} x^{
u}_i + f(x^{\nu}_j, a^{\nu}_j) \right) = -h_k \left( \sum_{i \in I(x_j - u_j)} \lambda^{\nu}_{ji} x^{
u}_i + f(x^{\nu}_j, a^{\nu}_j) \right),
\]

where \( \lambda^{\nu}_{ji} := 0 \) if \( i \in I(x_j - u_j) \setminus I(x^\nu_j - u^\nu_j) \). This shows therefore that

\[
\frac{x^{\nu}_{j+1} - x^{\nu}_{j}}{-h_k} - f(x^{\nu}_j, a^{\nu}_j) = \sum_{i \in I(x_j - u_j)} \lambda^{\nu}_{ji} x^{
u}_i \in N(x_j - u_j; C).
\]
Passing there to the limit as \( \nu \to \infty \) and using the closedness of \( N(x_j - u_j; C) \) give us

\[
\frac{x_{j+1} - x_j}{-h_k} - f(x_j, a_j) \in N(x_j - u_j; C),
\]

which ensures that \( x_{j+1} \in x_j - h_k F(x_j, u_j, a_j) \) and thus completes the proof of the proposition.

The next theorem is a key result of the method of discrete approximations in sweeping optimal control. It shows that optimal solutions to \((P^r)\) and \((P^r_k)\) are so closely related that solving the continuous-time control problem \((P^r)\) for small \( \tau \geq 0 \) can be practically replaced by solving its finite-dimensional discrete counterparts \((P^r_k)\) when \( k \) is sufficiently large. Moreover, it justifies the possibility to derive necessary optimality conditions for local minimizers of \((P^r)\) by passing to the limit from those in \((P^r_k)\) as \( k \to \infty \).

**Theorem 5.2 (strong discrete approximation of intermediate local minimizers).** Let \( \tilde{z}(\cdot) = (\tilde{x}(\cdot), \tilde{u}(\cdot), \tilde{a}(\cdot)) \) be a r.i.l.m. for problem \((P^r)\), where \( \tau \in [0, \bar{\tau}] \) with \( \bar{\tau} = \min\{r, T\} \). In addition to the assumptions in Theorem 3.1 and Proposition 5.1 imposed on \( \tilde{z}(\cdot) \), suppose that both terminal and running costs in (1.6) are continuous at \( x(T) \) and at \((t, \tilde{z}(t), \tilde{z}(t))\) for a.e. \( t \in [0, T) \), respectively, and that \( \ell(\cdot, z, \tilde{z}) \) is uniformly majorized by a summable function near the given local minimizer. Then any sequence of piecewise linearly extended to \([0, T]\) optimal solutions \( \tilde{z}^k(\cdot) = (\tilde{x}^k(\cdot), \tilde{u}^k(\cdot), \tilde{a}^k(\cdot)) \) of \((P^r_k)\) converges to \( \tilde{z}(\cdot) \) in the norm topology of \( W^{1,2}([0, T]; \mathbb{R}^{2n+d}) \) with

\[
\frac{\tilde{x}_k^0 - \tilde{x}_0}{h_k} \rightarrow \dot{x}(0) \text{ as } k \to \infty
\]

and the validity of the estimates

\[
\left\| \frac{\tilde{a}_k^0 - \tilde{a}_0}{h_k} \right\| \leq \bar{\mu}, \quad \limsup_{k \to \infty} \sum_{j=0}^{k-2} \left\| \frac{\tilde{a}_{j+2}^k - 2\tilde{a}_{j+1}^k + \tilde{a}_j^k}{h_k} \right\| \leq \bar{\mu},
\]

where the number \( \bar{\mu} \) is calculated in (3.13).

**Proof.** Fix a sequence of optimal solutions \( \tilde{z}^k(\cdot) \) to \((P^r_k)\), which exists by Proposition 5.1. It is easy to see that all the statements of the theorem are implied by the equality

\[
\lim_{k \to \infty} \int_0^T \left( \left\| \dot{x}(t) - \tilde{x}^k(t) \right\|^2 + \left\| \dot{u}(t) - \tilde{u}^k(t) \right\|^2 + \left\| \dot{a}(t) - \tilde{a}^k(t) \right\|^2 \right) dt + \left\| \frac{\tilde{x}^k - \tilde{x}_0}{h_k} - \dot{x}(0) \right\|^2 + \text{dist}^2 \left( \left\| \frac{\tilde{a}_k^0 - \tilde{a}_0}{h_k} \right\| ; (-\infty, \bar{\mu}) \right) + \text{dist}^2 \left( \sum_{j=0}^{k-2} \left\| \frac{\tilde{a}_{j+2}^k - 2\tilde{a}_{j+1}^k + \tilde{a}_j^k}{h_k} \right\| ; (-\infty, \bar{\mu}) \right) = 0.
\]

To justify (5.10), suppose that it does not hold, i.e., there is a subsequence of natural numbers (without relabeling) along which the limit in (5.10) equals to some \( c > 0 \). By the weak compactness of the unit ball in \( L^2([0, T]; \mathbb{R}^{2n+d}) \) we can find a triple \((v(\cdot), w(\cdot), q(\cdot)) \in L^2([0, T]; \mathbb{R}^{2n+d}) \) and yet another subsequence of \( \{z^k(\cdot)\} \) again without relabeling–such that

\[
(\tilde{x}^k, \tilde{u}^k, \tilde{a}^k) \to (v(\cdot), w(\cdot), q(\cdot)) \text{ weakly in } L^2([0, T]; \mathbb{R}^{2n+d}).
\]

Define now the absolutely continuous function \( \tilde{z}(\cdot) := (\tilde{x}(\cdot), \tilde{u}(\cdot), \tilde{a}(\cdot)) : [0, T] \to \mathbb{R}^{2n+d} \) by

\[
\tilde{z}(t) := (x_0, \tilde{u}(0), \tilde{a}(0)) + \int_0^t (v(s), w(s), q(s)) ds, \quad t \in [0, T],
\]

which gives us \( \tilde{z}(t) = (v(t), w(t), q(t)) \) a.e. on \([0, T]\) and implies that \( \tilde{z}^k(\cdot) \to \tilde{z}(\cdot) = (\tilde{x}(\cdot), \tilde{u}(\cdot), \tilde{a}(\cdot)) \) weakly in \( L^2([0, T]; \mathbb{R}^{2n+d}) \) and therefore \( \tilde{z}^k(\cdot) \to \tilde{z}(\cdot) \in W^{1,2}([0, T]; \mathbb{R}^{2n+d}) \) in the \( W^{1,2} \)-norm topology. Furthermore, it follows from the Mazur weak closure theorem that there is a sequence of convex combinations of \( \tilde{z}^k(\cdot) \) that converges to \( \tilde{z}(\cdot) \) strongly in \( L^2([0, T]; \mathbb{R}^{2n+d}) \) and thus almost everywhere on \([0, T]\) along a
subsequence. It is clear that the limiting \( u \)-component \( \tilde{u}(\cdot) \) obeys the constraints in (3.5). Let us verify that \( \tilde{z}(\cdot) \) satisfies the differential inclusion (1.4), where the moving set \( C(t) \) is generated by \( \tilde{u}(\cdot) \) in (1.5).

To proceed, observe first that \( \tilde{x}(t) - \tilde{u}(t) = \lim_{k \to \infty} (\tilde{x}^k(t) - \tilde{u}^k(t)) \in C \) by the closedness of the polyhedron \( C \). It follows from the above that there are a function \( \nu : I \to \mathbb{N} \) and a sequence of real numbers \( \{\alpha(k)_j | j = k, \ldots, \nu(k)\} \) such that

\[
\alpha(k)_j \geq 0, \quad \sum_{j=k}^{\nu(k)} \alpha(k)_j = 1, \quad \text{and} \quad \sum_{j=k}^{\nu(k)} \alpha(k)_j \dot{z}^j(t) \rightarrow \dot{\tilde{z}}(t) \quad \text{a.e.} \quad t \in [0, T]
\]
as \( k \to \infty \). Then by the closedness and convexity of the normal cone we have the relationships

\[
-\dot{\tilde{z}}(t) - f(\tilde{x}(t), \tilde{u}(t)) = \lim_{k \to \infty} \left( -\sum_{j=k}^{\nu(k)} \alpha(k)_j \dot{\tilde{z}}^j(t) - \sum_{j=k}^{\nu(k)} \alpha(k)_j f(\tilde{x}^j(t), \tilde{u}^j(t)) \right)
\]

\[
= \lim_{k \to \infty} \sum_{i \in I(\tilde{z}(t) - \tilde{u}(t))} \left( \sum_{j=k}^{\nu(k)} \alpha(k)_j \lambda^i_j \right) x_i^* \in N(\tilde{x}(t) - \tilde{u}(t); C) \quad \text{a.e.} \quad t \in [0, T],
\]

where \( I(\cdot) \) is taken from (3.2), and where \( \lambda^i_j = 0 \) if \( i \in I(\tilde{z}(t) - \tilde{u}(t)) \setminus I(x^i(t) - u^i(t)) \) for \( j = k, \ldots, \nu(k) \) and all large \( k \in \mathbb{N} \). It shows by (3.3) that \( \tilde{z}(\cdot) \) satisfies (3.4) and hence the constraints in (1.8).

Consider further the integral functional

\[
\mathcal{I}[y] := \int_0^T \|y(t) - \dot{\tilde{z}}(t)\|^2 dt
\]
is l.s.c. in the weak topology of \( L^2([0, T]; \mathbb{R}^{2n+d}) \) due to the convexity of the integrand in \( y \). Hence

\[
\mathcal{I}(\tilde{z}) = \int_0^T \|\tilde{z}(t) - \dot{\tilde{z}}(t)\|^2 dt \leq \liminf_{k \to \infty} \sum_{j=0}^{k-1} \int_{\tau_j}^{\tau_{j+1}} \left\| \frac{\tilde{x}^k_{j+1} - \tilde{x}^k_j}{h_k} - \dot{\tilde{z}}(t) \right\|^2 dt
\]

by the construction of \( \tilde{z}(\cdot) \). Passing to the limit in (5.5) and (5.6) as \( k \to \infty \) and using (5.11), we get

\[
\|\tilde{z}(t) - \dot{\tilde{z}}(t)\| \leq \epsilon/2 \quad \text{on} \quad [0, T] \quad \text{and} \quad \int_0^T \|\dot{\tilde{z}}(t) - \dot{\tilde{z}}(t)\|^2 dt \leq \epsilon/2.
\]

This means that \( \tilde{z}(\cdot) \) belongs to the given neighborhood of \( \tilde{z}(\cdot) \) in \( W^{1,2}([0, T]; \mathbb{R}^{2n+d}) \). Furthermore, the definition of \( \ell_F \) in (4.3) and its convexity in the velocity variables yield

\[
\int_0^T \ell_F(t, \tilde{x}(t), \tilde{u}(t), \tilde{u}(t), \dot{\tilde{x}}(t), \dot{\tilde{u}}(t)) dt \leq \liminf_{k \to \infty} \int_0^T \ell \left( \tilde{x}_j^k, \tilde{x}_{j+1}^k - \tilde{x}_j^k, \tilde{u}_j^k, \tilde{u}_{j+1}^k - \tilde{u}_j^k \right).
\]

Thus the passage to the limit in the cost functional of \( (P^k_F) \) and the assumption on \( c > 0 \) in the negation of (5.10) together with (H2) bring us to the relationships

\[
\tilde{J}[\tilde{z}] + c = \varphi(\tilde{x}(T)) + \int_0^T \ell_F(t, \tilde{x}(t), \tilde{u}(t), \tilde{u}(t), \dot{\tilde{x}}(t), \dot{\tilde{u}}(t), \dot{\tilde{u}}(t)) dt + c \leq \liminf_{k \to \infty} J_k[\tilde{z}^k]. \quad (5.12)
\]

Applying now Theorem 3.1 to the r.i.l.m. \( \tilde{z}(\cdot) \) gives us a sequence \( \{\tilde{z}^k(\cdot)\} \) of feasible solutions to \( (P^k_F) \) whose extensions to the whole interval \([0, T]\) strongly approximate \( \tilde{z}(\cdot) \) in the \( W^{1,2} \) topology with the additional convergence in (3.9). Since \( \tilde{z}^k(\cdot) \) is an optimal solution to \( (P^k_F) \), we have

\[
J_k[\tilde{z}^k] \leq J_k[\tilde{z}^k] \quad \text{for each} \quad k \in \mathbb{N}. \quad (5.13)
\]
It follows from the structure of the cost functionals in \((P_k^α)\), the strong \(W^{1,2}\)-convergence of \(z^k(\cdot) \to \bar{z}(\cdot)\) together with (3.9) in Theorem 3.1, and the continuity assumptions on \(\varphi\) and \(\ell\) imposed in this theorem that \(J_k[z^k] \to J[\bar{z}]\) as \(k \to \infty\). Then passing to the limit in (5.13) gives us

\[
\limsup_{k \to \infty} J_k[z^k] \leq J[\bar{z}]. \tag{5.14}
\]

Combining finally (5.12) and (5.14) with \(c > 0\) and the definition of r.i.l.m., we get

\[
\hat{J}[\bar{z}] + c \leq J[\bar{z}] = \hat{J}[\bar{z}], \quad \text{and so} \quad \hat{J}[\bar{z}] < J[\bar{z}],
\]

which clearly contradicts the fact that \(\bar{z}(\cdot)\) is a r.i.l.m. for problem \((P^*)\). This justifies the validity of (5.10) and thus completes the proof of the theorem. \(\square\)

6 Generalized Differentiation and Calculations

After establishing close connections between optimal solutions to the original and discretized sweeping control problems, our further goal is to derive effective necessary optimality conditions to each problem \((P_k^α)\) defined in (5.1)–(5.7). Looking at this problem, we can see that it is\textit{ intrinsically nonsmooth}, even if both terminal and running costs are assumed to be differentiable, which is not the case here. The main reason for this is the unavoidable presence of the geometric constraints (5.2) with \(F\) given by (3.1) whose increasing number comes from the discretization of the sweeping differential inclusion (1.4). We can deal with such problems by using the robust generalized differential constructions, which are basic in variational analysis and its applications; see, e.g., the books [3, 21, 27] and the references therein. Here we first recall their definitions with a brief overview of the needed properties and then deduce from [13] major coderivative calculations for the mapping \(F\) in (3.1) via the initial data of the sweeping process. This together with available calculus rules of generalized differentiation plays a crucial role in deriving verifiable necessary optimality conditions for the sweeping control problems under consideration.

Given a set-valued mapping/multifunction \(G : \mathbb{R}^n \rightrightarrows \mathbb{R}^m\), denote by

\[
\text{Lim sup}_{x \to \bar{x}} G(x) := \{ y \in \mathbb{R}^m \mid \exists \text{ sequences } x_k \to \bar{x}, y_k \to y \text{ such that } y_k \in G(x_k), \ k \in \mathbb{N} \} \tag{6.1}
\]

the (Kuratowski-Painlevé) \textit{outer limit} of \(G\) at \(\bar{x}\) with \(G(\bar{x}) \neq \emptyset\). Considering now a set \(\Omega \subset \mathbb{R}^n\) locally closed around \(\bar{x} \in \Omega\), the (Mordukhovich basic/limiting) \textit{normal cone} to \(\Omega\) at \(\bar{x}\) is defined by

\[
N(\bar{x}; \Omega) := N_{\Omega(\bar{x})} := \text{Lim sup}_{x \to \bar{x}} \{ \text{cone } [x - \Pi(x; \Omega)] \} \tag{6.2}
\]

via the outer limit (6.1), where \(\Pi(x; \Omega)\) stands for the Euclidean projection of \(x\) onto \(\Omega\). When \(\Omega\) is convex, (6.2) reduces to the normal cone of convex analysis, but it is often nonconvex in nonconvex settings. The crucial feature of (6.2) and the associated subdifferential and coderivative constructions for functions and multifunctions (see below) is \textit{full calculus} based on variational and extremal principles.

For a set-valued mapping \(F : \mathbb{R}^n \rightrightarrows \mathbb{R}^m\) with its graph

\[
\text{gph } F := \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^m \mid y \in F(x)\}
\]

locally closed around \((\bar{x}, \bar{y})\), the \textit{coderivative} of \(F\) at \((\bar{x}, \bar{y})\) generated by (6.2) is defined by

\[
D^* F(\bar{x}, \bar{y})(u) := \{ v \in \mathbb{R}^n \mid (v, -u) \in N((\bar{x}, \bar{y}); \text{gph } F)\}, \ u \in \mathbb{R}^m. \tag{6.3}
\]

When \(F : \mathbb{R}^n \to \mathbb{R}^m\) is single-valued and continuously differentiable \((C^1)\) around \(\bar{x}\), we have

\[
D^* F(\bar{x})(u) = \{ \nabla F(\bar{x})^* u \} \quad \text{for all } \ u \in \mathbb{R}^m
\]

via the adjoint/transposed Jacobian matrix \(\nabla F(\bar{x})^*\), where \(\bar{y} = F(\bar{x})\) is omitted.

Given an extended-real-valued l.s.c. function \(\varphi : \mathbb{R}^n \to \mathbb{R}\) with its domain and epigraph

\[
\text{dom } \varphi := \{ x \in \mathbb{R}^n \mid \varphi(x) < \infty \} \quad \text{and} \quad \text{epi } \varphi := \{(x, \alpha) \in \mathbb{R}^{n+1} \mid \alpha \geq \varphi(x)\},
\]
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the (first-order) subdifferential of \( \varphi \) at \( \bar{x} \in \text{dom} \, \varphi \) is generated geometrically by (6.2) as 
\[
\partial \varphi(\bar{x}) := \{ v \in \mathbb{R}^n \mid (v, -1) \in N((\bar{x}, \varphi(\bar{x})); \text{epi} \, \varphi) \}
\]
while admitting various equivalent analytic representations that can be found, e.g., in the books [21, 27].

Our main emphasis here is on evaluating the coderivative of the set-valued mapping \( F \) from (3.1) entirely via the given data of the perturbed sweeping process. Note that the partial normal cone structure of the mapping \( F \) reveals the second-order subdifferential nature of the aforementioned construction in the sense of [19]. For simplicity in further applications, suppose below that the perturbation function \( f \) is smooth while observing that the available calculus rules allow us to consider Lipschitzian perturbations.

Having in mind representation (3.4) of the mapping \( F \) in terms of the generating vectors \( x_i^* \) of the convex polyhedron (1.5) with the active constraint indices \( I \) the sense of [19], consider the following subsets:
\[
I_0(y) := \{ i \in I(\bar{x}) \mid \langle x_i^*, y \rangle = 0 \} \quad \text{and} \quad I_>(y) := \{ i \in I(\bar{x}) \mid \langle x_i^*, y \rangle > 0 \}, \quad y \in \mathbb{R}^n. \tag{6.4}
\]

The next theorem provides an effective upper estimate of the coderivative of \( F \) with ensuring the equality therein under an additional assumption on \( x_i^* \).

**Theorem 6.1 (calculating the coderivative of the sweeping control mapping).** Given \( F \) in (3.1) with \( C \) from (1.5), assume that \( f \) is smooth and denote \( G(x) := N(x; C) \). Then for any \((x, u, a) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^d \) and \( w \in G(x - u) \) we have the coderivative upper estimate
\[
D^* F(x, u, a, w)(y) \subset \left\{ z^* \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^d \mid z^* = \left( \nabla_x f(x, a)^* y + \sum_{i \in I_0(y) \cup I_>(y)} \gamma_i x_i^*, \right. \right.
\]
\[
\left. \left. - \sum_{i \in I_0(y) \cup I_>(y)} \gamma_i x_i^* , \nabla_a f(x, a)^* y \right) \right\}, \quad y \in \text{dom} \, D^* G(x - u, w - f(x, a)), \tag{6.5}
\]
where \( I_0(y) \) and \( I_>(y) \) are defined in (6.4) with \( \bar{x} = x - u \), and where \( \gamma_i \in \mathbb{R} \) for \( i \in I_0(y) \) while \( \gamma_i \geq 0 \) for \( i \in I_>(y) \). Furthermore, (6.5) holds as an equality provided that the generating vectors \( \{ x_i^* \mid i \in I(x - u) \} \) of the polyhedron \( C \) are linearly independent.

**Proof.** Picking any \( y \in \text{dom} \, D^* G(x - u, w - f(x, a)) \) and \( z^* \in D^* F(x, u, a, X)(y) \) and then denoting \( \bar{G}(x, u, a) := G(x - u) \) and \( \bar{f}(x, u, a) := f(x, a) \), we deduce from [22, Theorem 1.62] that 
\[
z^* \in \nabla \bar{f}(x, u, a)^* y + D^* \bar{G}(x - u, w - f(x, a))(y).
\]
Observe then the obvious representation
\[
\bar{G}(x, u, a) = G \circ g(x, u, a) \quad \text{with} \quad g(x, u, a) := x - u,
\]
where the latter mapping has the surjective derivative. It follows from [22, Theorem 1.66] that 
\[
z^* \in \nabla \bar{f}(x, u, a)^* y + \nabla g(x, u, a)^* D^* G(x - u, w - f(x, a))(y). \tag{6.6}
\]
Employing now in (6.6) the coderivative estimate for the normal cone mapping \( G \) obtained in [13, Theorem 4.5] with the exact coderivative calculation given in [13, Theorem 4.6] under the linear independence of the generating vectors \( x_i^* \) and also taking into account the structure of the mapping \( \bar{f} \) in (6.6), we arrive at (6.5) and the equality therein under the aforementioned assumption.

\[ \square \]

## 7 Necessary Optimality Conditions

In this section we derive necessary conditions for optimal solutions to each discrete approximation problems \((P_k^\tau)\) with \( k \in \mathbb{N} \) and \( 0 \leq \tau \leq \overline{\tau} = \min \{ \tau, T \} \). As shown in Theorem 5.2, for large \( k \in \mathbb{N} \) and any fixed \( \tau \in [0, \overline{\tau}] \) the constructed optimal solutions \( \bar{z}^k(\cdot) \) to \((P_k^\tau)\) are practically undistinguished (in the \( W^{1,2} \) norm) from the optimal solution \( \bar{z}(\cdot) \) to the continuous-time sweeping control problem \((P^\tau)\), and so
Theorem 7.1 (Euler-Lagrange conditions for discrete approximations). Fixing any \( \tau \in [0, T] \) and \( k \in \mathbb{N} \), consider an optimal solution \( \hat{z}^k = (x_0, \bar{x}_1^k, \ldots, \bar{x}_k, \bar{a}_0^k, \ldots, \bar{a}_k, \bar{a}_{k+1}, \ldots, \bar{a}_{k+}^k) \) to problem \((P^*_k)\). Then there exist dual elements \( \lambda^k = (\alpha^k, \ldots, \alpha_m^k) \in \mathbb{R}^m \), \( \xi^k = (\tilde{\xi}_0^k, \ldots, \tilde{\xi}_k) \in \mathbb{R}^{k+1} \), and \( p_j^k = (p_j^k, p_m^k, p_n^k) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^d \) as \( j = 0, \ldots, k \), satisfying the conditions

\[
\lambda^k + |\alpha^k| + |\xi^k| + \sum_{j=0}^{k-1} |p_j^k| + |p_0^k| + |p_0^k| = 0, \quad (7.1)
\]

\[
\alpha_i^k (x_i^k, \bar{u}_k^k) = 0, \quad i = 1, \ldots, m, \quad (7.2)
\]

\[
\xi_j^k (\nu - ||\bar{a}_j^k||) \leq 0 \quad \text{for all} \quad \nu \in [r - \tau - \varepsilon_k, r + \tau + \varepsilon_k] \quad \text{whenever} \quad j = 0, \ldots, j^\tau(k) - 1 \quad \text{and} \quad j = j^\tau(k) + 1, \ldots, k, \quad (7.3)
\]

\[
-p_j^k \in \lambda^k \partial \varphi(\hat{z}^k) + \sum_{i=1}^m \alpha_i^k p_i^k u_i^k = \sum_{i=1}^m \alpha_i^k x_i^k - 2\xi_j^k \bar{u}_j^k, \quad p_j^k = 0, \quad (7.4)
\]

\[
\frac{(p_j^{k+1} - p_j^k)}{h_k} - \lambda^k w_j^{k+1} - \xi_j^k (p_j^{k+1} - p_j^k), \quad j = 0, \ldots, k - 1, \quad (7.5)
\]

\[
\frac{(p_j^{k+1} - p_j^k)}{h_k} - \lambda^k u_j^{k+1} - \lambda^k w_j^{k+1} - \xi_j^k (p_j^{k+1} - p_j^k), \quad j = 0, \ldots, k - 1, \quad (7.6)
\]

\[
(w_j^k, w_j^{k+1}, v_j^k, v_j^{k+1}, a_j^k, a_j^{k+1}) \in \partial \ell \left( \frac{z_j^k - y_j^k}{h_k} \right), \quad j = 0, \ldots, k - 1, \quad (7.7)
\]

where the sequence of \( \varepsilon \downarrow 0 \) as \( k \to \infty \) is taken from (3.19), where

\[
\lambda_j^k = \begin{cases} \frac{x_j^k - x_j^0}{h_k} & \text{if} \quad j = 0, \ldots, j^\tau(k) - 1 \quad \text{or} \quad j = j^\tau(k) + 1, \ldots, k, \\ 0 & \text{otherwise}, \end{cases} \quad (7.8)
\]

and where the vector triples \( (\theta_j^k, \theta_j^{k+1}, \theta_j^{k+2}) \) for each \( j = 0, \ldots, k - 1 \) are defined by

\[
(\theta_j^k, \theta_j^{k+1}, \theta_j^{k+2}) := 2 \int_{t_j}^{t_{j+1}} \left( \frac{x_j^{k+1} - x_j^k}{h_k} - \hat{x}(t), \frac{u_j^{k+1} - u_j^k}{h_k} - \hat{u}(t), \frac{a_j^{k+1} - a_j^k}{h_k} - \hat{a}(t) \right) dt. \quad (7.9)
\]

Proof. Let \( y := (x_0, \ldots, x_k, u_0, \ldots, u_k, a_0, \ldots, a_k, X_0, \ldots, X_k, U_0, \ldots, U_k, A_0, \ldots, A_{k-1}) \), where the starting point \( x_0 \) is fixed but the other variables depend on \( k \) while we omit the upper index “\( k \)” for simplicity. Given \( \epsilon > 0 \) in \((P^*_k)\), define the problem of mathematical programming (MP) by:

minimize \( \varphi_0[y] := \varphi(x_k) + h_k \sum_{j=0}^{k-1} \ell(x_j, u_j, a_j, X_j, U_j, A_j) + \sum_{j=0}^{k-1} \int_{t_j}^{t_{j+1}} \|X_j, U_j, A_j - \hat{x}(t)\|^2 dt 
\]

\[
+ \left\| \frac{x_k^k - x_k^0}{h_k} - \hat{x}(0) \right\|^2 + \text{dist}^2 \left( \frac{x_k^k - x_k^0}{h_k}, (-\infty, \bar{\mu}) \right) + \text{dist}^2 \left( \sum_{j=0}^{k-2} \|U_j - U_j\| : (-\infty, \bar{\mu}) \right)
\]
subject to finitely many equality, inequality, and geometric constraints

\[
\begin{align*}
    b^g_j(y) &:= x_{j+1} - x_j - h_k X_j = 0 \quad \text{for } j = 0, \ldots, k - 1, \\
    b^u_j(y) &:= u_{j+1} - u_j - h_k U_j = 0 \quad \text{for } j = 0, \ldots, k - 1, \\
    b^a_j(y) &:= a_{j+1} - a_j - h_k A_j = 0 \quad \text{for } j = 0, \ldots, k - 1, \\
    g_i(y) &:= (x_i^k, x_k - u_k) \leq 0 \quad \text{for } i = 1, \ldots, m, \\
    d_j(y) &:= \|u_j\|^2 - r^2 = 0 \quad \text{for } j = j_r(k), \ldots, j^r(k), \\
    y \in \Omega_j &:= \{y \mid r - \epsilon_k \leq \|u_j\| \leq r + \epsilon_k\} \quad \text{for } j = 0, \ldots, j_r(k) - 1 \quad \text{and } j = j^r(k) + 1, \ldots, k, \\
    \phi_j(y) &:= \|(x_j, u_j, a_j) - \bar{z}(t_j)\| - \epsilon/2 \leq 0 \quad \text{for } j = 0, \ldots, k, \\
    \phi_{k+1}(y) &:= \sum_{j=0}^{k-1} \int_{t_j}^{t_{j+1}} \left(\|(X_j, U_j, A_j) - \bar{z}(t)\|^2\right) dt - \frac{\epsilon}{2} \leq 0, \\
    \phi_{k+2}(y) &:= \sum_{j=0}^{k-2} \|U_{j+1} - U_j\| \leq \bar{\mu} + 1, \\
    \phi_{k+3}(y) &:= \|u_1 - u_0\| \leq (\bar{\mu} + 1)(t^k_1 - t^k_0), \\
    y \in \Xi_j &:= \{y \mid X_j \in \text{gph}(F,x_j, u_j, a_j)\} \quad \text{for } j = 0, \ldots, k - 1, \\
    y \in \Xi_k &:= \{y \mid x_0 \text{ is fixed, } (u_0, a_0) = (\bar{u}(0), \bar{a}(0))\},
\end{align*}
\]

where the number \(\bar{\mu}\) is calculated in (3.13). It follows directly from the construction above that problem (MP) is equivalent to \((P^*_k)\) for any fixed \(k \in \mathbb{N}\) and \(\tau \in [0, \tau]\).

Necessary optimality conditions for problem (MP) in terms of the generalized differential tools of Section 6 can be deduced from [22, Theorem 5.24]. We specify them for the optimal solution \(\bar{y} = (\bar{x}, \bar{z})\) to (MP), where \(\bar{z} := (\bar{x}_0, \ldots, \bar{x}_k, \bar{u}_0, \ldots, \bar{u}_k, \bar{a}_0, \ldots, \bar{a}_k)\) is generated by the optimal solution \(\bar{z}^k\) to \((P^*_k)\) while \(\bar{Z} := (\bar{X}_0, \ldots, \bar{X}_{k-1}, \bar{U}_0, \ldots, \bar{U}_{k-1}, \bar{A}_0, \ldots, \bar{A}_{k-1})\) signifies the discrete “velocity” determined by the constraints \(b_j(\bar{y}) = 0\). It follows from Theorem 5.2 that all the inequality constraints in (MP) relating to functions \(\phi_j\) as \(j = 0, \ldots, k + 2\) are inactive for large \(k\), and so the corresponding multipliers do not appear in the optimality conditions. Thus we find \(\lambda \geq 0, \alpha = (\alpha_1, \ldots, \alpha_m) \in \mathbb{R}_+^m, \xi = (\xi_0, \xi_k) \in \mathbb{R}^{k+1}, p_j = (p^g_j, p^u_j, p^a_j) \in \mathbb{R}^{n + d}\) as \(j = 0, \ldots, k\), and

\[
y_j^* = (x^*_{0j}, \ldots, x^*_{kj}, u^*_{0j}, \ldots, u^*_{kj}, a^*_{0j}, \ldots, a^*_{kj}, X^*_{0j}, \ldots, X^*_{(k-1)j}, U^*_{0j}, \ldots, U^*_{(k-1)j}, A^*_{0j}, \ldots, A^*_{(k-1)j})
\]

for \(j = 0, \ldots, k\), which are not zero simultaneously while satisfying (7.3) and the conditions

\[
y_j^* \in \begin{cases} 
N(\bar{y}; \Xi_j) + N(\bar{y}; \Omega_j) & \text{if } j \in \{0, \ldots, j_r(k) - 1\} \cup \{j^r(k) + 1, \ldots, k\}, \\
N(\bar{y}; \Xi_j) & \text{if } j \in \{j_r(k), \ldots, j^r(k)\},
\end{cases}
\]

\[
- y_0^* - \ldots - y_k^* \in \lambda \partial \varphi_0(\bar{y}) + \sum_{i=1}^{m} \alpha_i \nabla g_i(\bar{y}) + \sum_{j=j_r(k)}^{j^r(k)} \xi_j \nabla d_j(\bar{y}) + \sum_{j=0}^{k-1} \nabla b_j(\bar{y})^* p_{j+1},
\]

\[
\alpha_i g_i(\bar{y}) = 0 \quad \text{for } i = 1, \ldots, m.
\]

Note that the first line in (7.10) comes from applying the normal cone intersection formula from [21, Corollary 3.5] to \(\bar{y} \in \Omega_j \cap \Xi_j\) for \(j \in \{0, \ldots, j_r(k) - 1\} \cup \{j^r(k) + 1, \ldots, k\}\), where the qualification condition imposed therein can be easily verified. It follows from the structure of the sets \(\Omega_j\) and \(\Xi_j\) that (7.3) holds while the inclusions in (7.10) are equivalent to

\[
\begin{cases}
(x^*_{jj}, u^*_{jj}, a^*_{jj}, -X^*_{jj}) \in N \left( \left( \bar{x}^k_j, \bar{u}^k_j, \bar{a}^k_j, \frac{\bar{x}^k_{j+1} - \bar{x}^k_j}{-h_k} \right); \text{gph } F \right), \ j \in \{j_r(k), \ldots, j^r(k)\}, \\
(x^*_{jj}, u^*_{jj} - \psi^u_{jj}, a^*_{jj}, -X^*_{jj}) \in N \left( \left( \bar{x}^k_j, \bar{u}^k_j, \bar{a}^k_j, \frac{\bar{x}^k_{j+1} - \bar{x}^k_j}{-h_k} \right); \text{gph } F \right), \ j \notin \{j_r(k), \ldots, j^r(k)\}
\end{cases}
\]

(7.13)
with every other component of $y^*_k$ equal to zero, where $\psi^*_j \in N(\bar{u}_j, h^{-1}([r - \tau - \varepsilon_k, r + \tau + \varepsilon_k]))$ and $h(u) := \|u\|^2$. It then follows from [21, Theorem 1.17] that
\[
N(\bar{u}_j, h^{-1}([r - \tau - \varepsilon_k, r + \tau + \varepsilon_k])) = 2\bar{u}_j N([r - \tau - \varepsilon_k, r + \tau + \varepsilon_k]).
\]
Hence $\psi^*_j = 2\xi_j \bar{u}_j$, where $\xi_j$ satisfies (7.3) and $j \notin \{j_r(k), \ldots, j^*_r(k)\}$. Similarly we conclude that the triple $(x^*_k(0), u^*_k(0), a^*_k(0))$ determined by the normal cone to $\Xi_k$ is the only potential nonzero component of $y^*_k$. This shows that
\[
-y_0^* - y_1^* - \ldots - y_k^* = (-x^*_{00} - x^*_{01} - x^*_{11} - \ldots - x^*_{k-1,k-1}, 0, -u^*_{00} - u^*_{01} - u^*_{11} - \ldots - u^*_{k-1,k-1}, 0, -a^*_{00} - a^*_{01} - a^*_{11} - \ldots - a^*_{k-1,k-1}, 0, -X^*_{00} - X^*_{01} - X^*_{11} - \ldots - X^*_{k-1,k-1}, 0, \ldots, 0).
\]

Next we calculate the three sums on the right-hand side of (7.11). It is easy to see that
\[
\left( \sum_{i=1}^{m} \alpha_i \nabla g_i(\bar{y}) \right)_{(x_k, u_k, a_k)} = \left( \sum_{i=1}^{m} \alpha_i x_i^*, - \sum_{i=1}^{m} \alpha_i x_i^*, 0 \right),
\]
\[
\left( \sum_{j=j_r(k)}^{j^*_r(k)} \xi_j \nabla d_j(\bar{y}) \right)_{u_j} = 2\xi_j \bar{u}_j \text{ for } j = 0, \ldots, k \text{ with } \xi_j = 0 \text{ if } j \notin \{j_r(k), \ldots, j^*_r(k)\};
\]
\[
\left( \sum_{j=0}^{k-1} (\nabla f_j(\bar{y}))^* p_{j+1} \right)_{(x_j, u_j, a_j)} = \left\{ \begin{array}{ll}
-p_1 & \text{if } j = 0, \\
p_j - p_{j+1} & \text{if } j = 1, \ldots, k-1, \\
p_k & \text{if } j = k,
\end{array} \right.
\]
\[
\left( \sum_{j=0}^{k-1} (\nabla f_j(\bar{y}))^* p_{j+1} \right)_{(x, u, A)} = -h_k p = (-h_k p_1^x, \ldots, -h_k p_k^x, -h_k p_1^u, \ldots, -h_k p_k^u, -h_k p_1^v, \ldots, -h_k p_k^v).
\]

Furthermore, the subdifferential sum rule from [21, Theorem 2.13] gives us the inclusion
\[
\partial \varphi_0(\bar{y}) \subset \partial \varphi(\bar{x}_k) + 2 \left( \frac{x^*_{k0} - x^*_{k1}}{h_k} - \bar{x}_k(0) \right) + h_k \sum_{j=0}^{k-1} \partial \ell(\bar{x}_j, \bar{u}_j, \bar{a}_j, \bar{X}_j, \bar{U}_j, \bar{A}_j) + \sum_{j=0}^{k-1} \nabla \rho_j(\bar{y}) + \partial \sigma(\bar{y}),
\]
where the functions $\rho(\cdot)$ and $\sigma(\cdot)$ are defined by
\[
\rho_j(\bar{y}) := \int_j^{j+1} \left\| (X_j, U_j, A_j) - \tilde{z}(t) \right\|^2 dt \quad \text{and}
\]
\[
\sigma(\bar{y}) := \text{dist}^2 \left( \frac{u_k^0 - u_k^0}{h_k}, (\Xi_k) \right) + \text{dist}^2 \left( \sum_{j=0}^{k-2} \|U_{j+1} - U_j\|, (\Xi_k) \right).
\]
Note that the function $\psi(x) := \text{dist}^2(x; (\Xi_k))$ is obviously differentiable with $\nabla \psi(x) = 0$ for all $x \in \bar{u}_k$. Combining this with second estimate in (5.9) yields $\partial \sigma(\bar{y}) = \{0\}$. Observe also that the nonzero part of $\nabla \rho_j(\bar{y})$ is calculated by $\nabla_{X_j, U_j, A_j} \rho(\bar{y}) = (\theta_j^x, \theta_j^u, \theta_j^v)$, where the latter triple is defined in (7.9). Hence the set $\lambda \partial \varphi_0(\bar{y})$ in (7.11) is represented as the collection of
\[
\lambda(h_k w^x_k, h_k u^u_k + \chi^k, \ldots, h_k w^x_{k-1}, 0, h_k w^u_{k-1}, 0, h_k w^u_{k-1}, 0, h_k w^a_{k-1}, 0, \theta^x_0 + h_k v^x_0, \ldots, \theta^x_{k-1} + h_k v^x_{k-1}, \theta^u_0 + h_k v^u_0, \ldots, \theta^u_{k-1} + h_k v^u_{k-1}, \theta^a_0 + h_k v^a_0, \ldots, \theta^a_{k-1} + h_k v^a_{k-1})
\]
where $\theta^k \in \partial \varphi(\bar{x}_k)$, $\chi^k$ is defined in (7.8), and the components of $(w^x, u^u, v^x, v^u, v^a)$ satisfy (7.7). This together with (7.14) and the above gradient formulas shows that (7.11) amounts to the relationships
\[
-x^*_{00} - x^*_{01} = \lambda h_k w^x_0 - p^x_1,
\]
\[-x_{jj}^* = \lambda h_k w_j^x + \chi_j^k + p_j^x - p_{j+1}^x \] for \( j = 1, \ldots, k - 1 \) with \( \chi_j = 0 \) if \( j \neq 1 \), \( (7.16) \)

\[ 0 = \lambda \theta^k + \sum_{i=1}^{m} \alpha_i x_i^* + p_k^a, \]

\[ (7.17) \]

\[-u_{0k} - a_{00} = \lambda h_k w_{0u} + 2\xi_0 \bar{u}_0 - p_1^u, \]

\[ (7.18) \]

\[-u_{jj}^x = \lambda h_k w_{j u} + 2\xi_j \bar{u}_j + p_j^u - p_{j+1}^u, \]

\[ (7.19) \]

\[ 0 = -\sum_{i=1}^{k} \alpha_i x_i^* + p_k^a + 2\xi_k \bar{u}_k, \]

\[ (7.20) \]

\[-a_{0k} - a_{00} = \lambda h_k w_{0u}^a - p_1^a, \]

\[ (7.21) \]

\[-a_{jj} = \lambda h_k w_{j u}^a + p_j^a - p_{j+1}^a \] for \( j = 1, \ldots, k - 1, \)

\[ (7.22) \]

\[-X_{jj}^* = \lambda (h_k v_j^x + \theta_j^x) - h_k p_{j+1}^x \] for \( j = 0, \ldots, k - 1, \)

\[ (7.23) \]

\[ 0 = \lambda (h_k v_j^u + \theta_j^u) - h_k p_{j+1}^u \] for \( j = 0, \ldots, k - 1, \)

\[ (7.24) \]

\[ 0 = \lambda (h_k v_{j+1}^u + \theta_{j+1}^u) - h_k p_{j+1}^u \] for \( j = 0, \ldots, k - 1. \)

\[ (7.25) \]

\[ (7.26) \]

Now we are ready to justify all the conditions claimed in the theorem. Observe first that (7.12) clearly yields (7.2). Next we extend the vector \( p \) by a zero component by putting \( p_0 := (x_{0k}^*, u_{00}^a, a_{00}^a). \) Then the conditions in (7.4) follow from (7.17), (7.20), and (7.23). Furthermore, the conditions in (7.5) follow from (7.25) and (7.26). Using the relationships

\[ p_{j+1}^{p_j} - \frac{p_j^x}{h_k} - \lambda w_j^x - \chi_j^k = \frac{x_{jj}^*}{h_k}, \quad p_{j+1}^{p_j} - \frac{p_j^u}{h_k} - \lambda w_j^u = \frac{u_{jj}^*}{h_k} + 2\xi_j \bar{u}_j, \]

\[ p_{j+1}^{p_j} - \frac{p_j^a}{h_k} - \lambda w_j^a = \frac{a_{jj}^*}{h_k}, \quad p_{j+1}^{p_j} - \frac{1}{h_k} \lambda \theta_{jx} - \lambda v_j^{x^k} = \frac{X_{jj}^*}{h_k}, \]

which hold due to (7.16), (7.19), (7.22), and (7.24), and then substituting them into the left-hand side of (7.13), we arrive at (7.6) for all \( j = 0, \ldots, k - 1. \) To verify the nontriviality condition (7.1), suppose by contradiction that \( \lambda = 0, \alpha = 0, \xi = 0, p_0^a = 0, p_0^u = 0, \) and \( p_j^a = 0 \) for \( j = 0, \ldots, k - 1. \) Then (7.17) yields that \( p_j^x = 0 \) and thus \( p_j^a = 0 \) for all \( j = 0, \ldots, k. \) Observe further that \( x_{0k}^* = p_0^a = 0, \) and so the conditions in (7.15), (7.16), and (7.24) imply that \( x_{jj}^* = 0 \) and \( X_{jj}^* = 0 \) for \( j = 0, \ldots, k - 1. \) The validity of (7.25) and (7.26) ensures that \( p_j^x = 0 \) and \( p_j^a = 0 \) for \( j = 1, \ldots, k, \) which in turn show by (7.18), (7.19), (7.21), and (7.22) that \( u_{jj}^* = 0 \) and \( a_{jj}^* = 0 \) for \( j = 0, \ldots, k - 1. \) As mentioned above, all the components of \( y_j^* \) different from \( (x_{jj}^*, u_{jj}^*, a_{jj}^*, X_{jj}^*) \) are zero for \( j = 0, \ldots, k - 1. \) Hence we have \( y_j^* = 0 \) for \( j = 0, \ldots, k - 1 \) and similarly \( y_k^* = 0 \) since the only potential nonzero component of this vector is \( x_{0k}^* = p_0^a = 0. \) We get therefore that \( y_j^* = 0 \) for all \( j = 0, \ldots, k, \) which violates the nontriviality condition for \((MP)\) and thus completes the proof of the theorem.

\[\square\]

The final result of this section employs the effective coderivative calculations for the sweeping control mapping taken from Theorem 6.1 that allows us to obtain necessary optimality conditions in \((P_k^*)\) expressed entirely via the given problem data and the minimizer under consideration under the additional assumption on the smoothness of \( f, \) which is imposed for simplicity. Furthermore, we derive an enhanced nontriviality relation in the case of linear independence of the generating vectors \( x_i^* \) for the underlying convex polyhedron \( C \) from (1.5).

**Theorem 7.2 (optimality conditions for discretized sweeping inclusions via their initial data).** Let \( \hat{z} = (\hat{x}^k, \hat{u}^k, \hat{a}^k) \) be an optimal solution to problem \((P_k^*)\) in the general framework of Theorem 7.1 with \( F \) given by (3.3) via the active constraint indices \( I(\cdot) \) in (3.2) and locally smooth perturbation function \( f, \) let the active index subsets \( I_0(\cdot) \) and \( I_\rho(\cdot) \) be taken from (6.4), and let the triples \((\theta_j^k, \theta_j^u, \theta_j^a)\) be defined
in (7.9). Then there exist dual elements \((\lambda^k, \xi^k, p^k)\) as in Theorem 7.1 together with vectors \(\eta_j^k \in \mathbb{R}^m_+\) as \(j = 0, \ldots, k\) and \(\gamma_j^k \in \mathbb{R}^m\) as \(j = 0, \ldots, k - 1\) satisfying (7.3), the nontriviality condition

\[
\lambda^k + \|\xi^k\| + \|\lambda^k\| + \sum_{\jmath = 0}^{k-1} \|p^k_{\jmath+1}\| + \|p^k_0\| \neq 0,
\]

(7.27)

the primal-dual dynamic equations for all \(j = 0, \ldots, k - 1\) with \(\gamma_j^k\) defined in (7.8):

\[
\frac{x_{k+1}^j - x_j^k}{h_k} - f(x_j^k, \bar{a}_j^k) = \sum_{i \in I^k(\bar{x}_j^k - \bar{u}_j)} \eta^k_i x_i^k,
\]

(7.28)

\[
\frac{p^k_{j+1} - p^k_j}{h_k} - \lambda^k w^j - \xi^k_j = \nabla_x f(x_j^k, \bar{a}_j^k)^* (\lambda^k (v^k_j + h_k^{-1}g^k_j) - p^k_{j+1}) + \sum_{i \in I^k_0} (\gamma^k_i x_i^k).
\]

(7.29)

\[
\frac{p^k_{j+1} - p^k_j}{h_k} - \lambda^k w^k - \xi^k_j = \nabla_x f(x_j^k, \bar{a}_j^k)^* (\lambda^k (v^k_j + h_k^{-1}g^k_j) - p^k_{j+1}) + \sum_{i \in I^k_0} (\gamma^k_i x_i^k).
\]

(7.30)

such that the following implications hold:

\[
\left[ x_i^k, x_j^k - x_k^j < 0 \right] \implies \eta^k_i = 0,
\]

(7.33)

\[
\left\{ \begin{array}{l}
\forall i \in I^k_0 (-p^k_{j+1} + \lambda^k (h_k^{-1}g^k_j + v^k_j)) \implies \gamma^k_i \in \mathbb{R}, \\
\forall i \in I^k_0 (-p^k_{j+1} + \lambda^k (h_k^{-1}g^k_j + v^k_j)) \implies \gamma^k_i \geq 0,
\end{array} \right.
\]

(7.34)

\[
\left[ i \notin I^k_0 (-p^k_{j+1} + \lambda^k (h_k^{-1}g^k_j + v^k_j)) \cup I^k_0 (-p^k_{j+1} + \lambda^k (h_k^{-1}g^k_j + v^k_j)) \right] \implies \gamma^k_i = 0
\]

for \(j = 0, \ldots, k - 1\) and \(i = 1, \ldots, m\). Furthermore, we have the constraint conditions (7.3) together with

\[
\left[ x_i^k, x_j^k - x_k^j < 0 \right] \implies \gamma^k_i \text{ for } j = 0, \ldots, k - 1 \text{ and } i = 1, \ldots, m,
\]

(7.35)

\[
\left[ x_i^k, x_j^k - x_k^j < 0 \right] \implies \eta^k_i = 0 \text{ for } i = 1, \ldots, m.
\]

(7.36)

Finally, the linear independence of the vectors \(\{x_i^k | i \in I(\bar{x}_j - \bar{u}_j^k)\}\) in (1.5) ensures the implication

\[
\eta^k_i > 0 \implies \left[ x_i^k, -p^k_{j+1} + \lambda^k (h_k^{-1}g^k_j + v^k_j) \right] = 0
\]

(7.37)

and the validity of the enhanced nontriviality condition

\[
\lambda^k + \|\xi^k\| + \|p^k_0\| + \|p^k_0\| \neq 0.
\]

(7.38)

**Proof.** The coderivative definition (6.3) allows us to equivalently rewrite the discrete Euler-Lagrange inclusion (7.6) in the coderivative form

\[
\left( \frac{p^k_{j+1} - p^k_j}{h_k} - \lambda^k w^j - \xi^k_j, \frac{p^k_{j+1} - p^k_j}{h_k} - \lambda^k w^j - \frac{2}{h_k} \epsilon^k_i x_i^k, \frac{p^k_{j+1} - p^k_j}{h_k} - \lambda^k w^j \right) \in D^* F\left( \bar{x}_j^k, \bar{a}_j^k, \frac{p^k_{j+1} - p^k_j}{h_k} \right) (\lambda^k (h_k^{-1}g^k_j + v^k_j) - p^k_{j+1}), \ j = 0, \ldots, k - 1.
\]

(7.39)
Taking into account that \( \frac{\bar{x}_{j+1}^k - \bar{x}^k_j}{-h_k} \in f (\bar{x}^k_j, \bar{a}^k_j) \) \( \in G (\bar{x}^k_j - \bar{u}^k_j) \) for \( j = 0, \ldots, k - 1 \) with \( G(x) = N(x; C) \), we find by (7.39) vectors \( \eta^k_j \in \mathbb{R}^m_+ \) for \( j = 0, \ldots, k - 1 \) such that conditions (7.28) and (7.33) hold. Using now the coderivative inclusion (6.5) from Theorem 6.1 with \( x := \bar{x}^k_j \), \( u := \bar{a}^k_j \), \( a := \bar{a}^k_j \), \( w := \frac{\bar{x}_{j+1}^k - \bar{x}^k_j}{-h_k} \), and \( y := \lambda^k (h_k^{-1} \theta^k_j + v^k_j) - p^k_j \) shows \( \gamma^k_j \in \mathbb{R}^m \) and the relationships

\[
\left( \frac{p^k_{j+1} - p^k_j}{h_k} - \lambda^k \frac{w^k_j}{h_k} - p^k_{j+1} - \lambda^k \frac{p^k_{j+1}}{h_k} - \lambda^k \frac{w^k_j}{h_k} - 2 \right) = \left( \nabla_x f (\bar{x}^k_j, \bar{a}^k_j)^* (\lambda^k (v^k_j + h_k^{-1} \theta^k_j) - p^k_{j+1}) \right).
\]

are satisfied for all \( j = 0, \ldots, k - 1 \) and thus ensure the validity of all the conditions in (7.29), (7.30), (7.31), (7.34), and (7.35). Defining now \( \eta^k_k := \alpha_k \) via \( \alpha_k \) from the statement of Theorem 7.1 yields \( \eta^k_j \in \mathbb{R}^m_+ \) for \( j = 0, \ldots, k \) and allows us to deduce the nontriviality condition (7.27) from that in (7.1) and the transversality conditions in (7.32) from those in (7.4) and (7.5). Implication (7.36) is a direct consequence of (7.2) and the definition of \( \eta^k_k \).

Assume finally that the generating vectors \( \{ x_i^* \mid i \in I (\bar{x}^k_j - \bar{u}^k_j) \} \) of the convex polyhedron \( C \) are linearly independent. It is not hard to observe that the inclusion

\[
\lambda^k (h_k^{-1} \theta^k_j + v^k_j) - p^k_{j+1} \in \text{dom} D^* G \left( \bar{x}^k_j - \bar{u}^k_j, \frac{\bar{x}_{j+1}^k - \bar{x}^k_j}{-h_k} - f (\bar{x}^k_j, \bar{a}^k_j) \right),
\]

which follows from (7.39), in this case yields (7.37). It remains to verify the enhanced nontriviality condition (7.38) under the imposed linear independence. Suppose on the contrary that \( \lambda^k = 0, \theta^k = 0, p^k_0 = 0, \) and \( p^k_0 = 0. \) Then \( p^k_0 = 0, p^k_0 = 0 \) for \( j = 0, \ldots, k \) by (7.5). Furthermore, it follows from the second condition in (7.32) with \( p^k_0 = 0 \) that \( \sum_{i=1}^m \gamma^k_{j+1} x_i^* = 0. \) This implies by definition (3.2) of the active constraint indices and the imposed linear independence of \( x_i^* \) over this index set that \( \gamma^k_k = 0 \), and so \( p^k_0 = 0 \) by the first condition in (7.32). On the other hand, we get from (7.30) that

\[
\sum_{i \in I_0 (p^k_{j+1} + \lambda (h_k^{-1} \theta^k_j + v^k_j))} \gamma^k_{j+1} x_i^* = 0.
\]

Combining this with (7.29) and \( p^k_0 = 0 \) shows that \( p^k_j = 0 \) for all \( j = 0, \ldots, k - 1. \) This clearly implies that (7.27) is violated and hence justifies the validity of (7.38).

\section{8 Numerical Example}

In this section we present a numerical example, which illustrates the scheme of applying the obtained necessary optimality conditions to solve sweeping control problems via their discrete approximations.

**Example 8.1 (calculating optimal controls).** Consider the original optimal control problem (\( P \)) for the sweeping process with \( n = m = d = r = T = 1, x_0 = 0, x_1 = 1 \) and following functional data:

\[
\varphi (x) := \frac{(x - 1)^2}{2}, \quad \ell (t, x, u, a, \dot{x}, \dot{u}) := \frac{1}{2} a^2, \quad f (x, a) := a.
\]

Since the \( u \)-component is not involved in the optimization of (8.1), we can put \( u (t) \equiv 1 \) and do not distinguish problems (\( P \)) and (\( P^* \)). Furthermore, we suppose without lost of generality that \( a (\cdot) \) is
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uniformly bounded and observe that all the assumptions of Theorem 4.1 and other results of this paper are satisfied for (8.1). Thus this problem admits an optimal solution, and we do not need either global or local relaxation therein. The sweeping dynamics in (P) can be written as

$$-\dot{x}(t) \in N(x(t); C(t)) + f(a(t)) \text{ a.e. } t \in [0, 1],$$

with

$$C(t) := \{ x \in \mathbb{R} | x \leq 0 \} + 1 \text{ for all } t \in [0, 1].$$

To start applying necessary optimality conditions of Theorem 7.2 for the discrete approximations of (P), suppose further that \( \bar{x}(t) \in \text{int}(C + \bar{u}(t)) \) for any \( t \in [0, 1] \). This shows that \( (x^1_1, \bar{x}^k - \bar{u}^k) < 0 \), and thus \( \eta^k_j = 0 \) for all \( j = 0, \ldots, k \). Employing now Theorem 7.2 gives us the following relationships:

1. \( w^k_j = (0, 0, \bar{a}^k_j) \) and \( v^k_j = (0, 0, 0) \) for \( j = 0, \ldots, k - 1 \);
2. \( \bar{x}^k_{j+1} - \bar{x}^k_j = -h_k\bar{a}^k_j \) for \( j = 0, \ldots, k - 1 \);
3. \( \frac{p^k_{j+1} - p^k_j}{h_k} = \chi^k_j \) for \( j = 0, \ldots, k - 1 \), where \( \chi^k_j \) is defined in (7.8);
4. \( \frac{p^k_{j+1} - p^k_j}{h_k} - \frac{2}{h_k} \xi^k_j = 0 \) for \( j = 0, \ldots, k - 1 \);
5. \( \frac{p^k_{j+1} - p^k_j}{h_k} - \lambda^k \theta^k_j = \frac{\lambda^k \theta^k_j}{h_k} - p^k_{j+1} \) for \( j = 0, \ldots, k - 1 \);
6. \( \xi^k_j = 0 \) for \( j = 0, \ldots, j_r(k) - 1 \) and \( j = j_r(k) + 1, \ldots, k \);
7. \( -p^k_k = \lambda^k(\bar{x}^k_k - 1) \);
8. \( p^k_k = p^k_k = 0 \);
9. \( \lambda^k + \| \xi^k \| + |p^k_k| + |p^k_k| \neq 0 \);
10. \( \frac{p^k_{j+1}}{h_k} = \frac{\lambda^k \theta^k_j}{h_k} \) and \( \frac{p^k_{j+1}}{h_k} = \frac{\lambda^k \theta^k_j}{h_k} \) for \( j = 0, \ldots, k - 1 \);
11. \( \theta^k_j = 2[\bar{x}^k_{j+1} - \bar{x}^k_j - \bar{x}(t_j+1) - \bar{x}(t_j)] = 2[-h_k\bar{a}^k_j - (\bar{x}(t_j+1) - \bar{x}(t_j))] \) for \( j = 0, \ldots, k - 1 \);
12. \( \theta^k_j = 2[\bar{a}^k_{j+1} - \bar{a}^k_j - (\bar{a}(t_j+1) - \bar{a}(t_j))] = 0 \), for \( j = 0, \ldots, k - 1 \);
13. \( \theta^k_{j+1} = 2[\bar{a}^k_{j+1} - \bar{a}^k_j] - (\bar{a}(t_j+1) - \bar{a}(t_j)) \) for \( j = 0, \ldots, k - 1 \).

It follows from the relationships (3) and (7) above that

$$p^k_j = \begin{cases} -\lambda^k(\bar{x}^k_j - 1) & \text{for all } j = 1, \ldots, k, \\ -\lambda^k(\bar{x}^k_j - 1) - h_k\chi^k_j & \text{for } j = 0. \end{cases}$$

Employing now (2) tells us that

$$\bar{x}^k_{j+1} = -h_k(\bar{a}^k_0 + \ldots + \bar{a}^k_j) \text{ for } j = 0, \ldots, k - 1.$$  

Furthermore, from (5) we have that

$$\frac{p^k_{j+1} - p^k_0}{h_k} = \lambda^k(\bar{a}^k_0 + \ldots + \bar{a}^k_j) + \lambda^k \theta^k_j + \ldots + \lambda^k \theta^k_j - (p^k_1 + \ldots + p^k_{j+1}), \text{ for } j = 0, \ldots, k - 1.$$
Combining this with (11) brings us to
\[
\frac{p_{j+1}^k - p_0^k}{h_k} = \lambda^k (\bar{a}_0^k + \ldots + \bar{a}_j^k) + \lambda^k \frac{2[-h_k(\bar{a}_0^k + \ldots + \bar{a}_j^k) - (\alpha_1 + \ldots + \alpha_{j+1})]}{h_k} + (j + 1)\lambda^k (\bar{x}_k^j - 1)
\]
\[
= \lambda^k (\bar{a}_0^k + \ldots + \bar{a}_j^k) - \frac{2\lambda^k}{h_k} (\alpha_1 + \ldots + \alpha_{j+1}) + (j + 1)\lambda^k [-h_k(\bar{a}_0^k + \ldots + \bar{a}_{k-1}^k) - 1],
\]
where \(\alpha_j := \bar{x}(t_j) - \bar{x}(t_{j-1})\) for \(j = 1, \ldots, k\). Setting \(j := k - 1\) and using \(p_k^0 = 0\) give us
\[
p_{k}^0 = \lambda^k + 2\lambda^k (\alpha_1 + \ldots + \alpha_k).
\] (8.3)

Thus we arrive at the explicit expression for the adjoint arc as \(j = 0, \ldots, k - 1\):
\[
p_{j+1}^k = \lambda^k [1 - (j + 1)h_k] + 2\lambda^k (\alpha_{j+2} + \ldots + \alpha_k) + \lambda^k h_k [(\bar{a}_0^k + \ldots + \bar{a}_j^k) - (j + 1)h_k(\bar{a}_0^k + \ldots + \bar{a}_{k-1}^k)].
\]

From the latter expression we get the representation
\[
\frac{2\lambda^k}{h_k} (\bar{a}_{j+1}^k - \bar{a}_j^k) = \frac{2\lambda^k}{h_k} \beta_{j+1} + \lambda^k [1 - (j + 1)h_k] + 2\lambda^k (\alpha_{j+2} + \ldots + \alpha_k) + \lambda^k h_k [S_j - (j + 1)h_k S_{k-1}],
\]
where \(\beta_j := \bar{a}(t_j) - \bar{a}(t_{j-1})\) for \(j = 1, \ldots, k\) and \(S_j := \bar{a}_0^0 + \ldots + \bar{a}_j^k\) for \(j = 0, \ldots, k\).

Let us show that \(\lambda^k \neq 0\). Supposing on the contrary that \(\lambda^k = 0\) gives us by (4), (6), (10), and (8.3) that \(\xi_k = 0, p_0^k = 0, \) and \(p_k^0 = 0\), which contradicts the nontriviality condition (9). Thus \(\lambda^k \neq 0\) and
\[
\begin{aligned}
S_{j+1} &= \left(1 + \frac{h_k^2}{2}\right) S_j - h_k^2 (j + 1) S_{k-1} + \beta_{j+1} + \frac{h_k [1 - (j + 1)h_k]}{2} + h_k (\alpha_{j+2} + \ldots + \alpha_k), \ j = 0, \ldots, k - 1, \\
S_0 &= \bar{a}_0^k = \bar{a}(0).
\end{aligned}
\]

Using these equations, we can solve \(S_j\) explicitly and so completely calculate \(\bar{a}_j^k = S_{j+1} - S_j\) and \(\bar{x}_j^k\).

9 Concluding Remarks

The main results of this paper prove the strong \(W^{1,2}\)-approximation of local optimal solutions to continuous-time sweeping control problems of the hysteresis type by optimal solutions of their well-posed discrete approximations and then establish necessary optimality conditions for discrete optimal solutions entirely via the initial data of the perturbed sweeping process under consideration. The obtained results justify the possibility of solving a new class of highly involved optimal control problems by using finite-dimensional approximations. A challenging issue remains on deriving necessary optimality conditions for local solutions to continuous-time sweeping control problems of this class by passing to the limit from those obtained here for their finite-difference counterparts. Besides their own theoretical interest, explicit necessary optimality conditions for continuous-time sweeping systems may be convenient for calculating optimal solutions. We pursue these goals (in both theory and applications) in our on-going research.
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