A Multi-Stage Approach Combining Feature Selection with Machine Learning Techniques for Higher Prediction Reliability and Accuracy in Cervical Cancer Diagnosis
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Abstract: Cervical cancer is the fourth most prevalent cancer in women which has claimed 3,41,831 lives and accounted for 6,04,127 new cases in 2020 worldwide. To reduce such a vast mortality rate, early detection of the disease is essential. A fast, accurate, and interpretable machine learning model is a research subject. Fewer features reduce the computational effort and improve interpretation. A 3-Stage Hybrid feature selection approach and a Stacked Classification model are evaluated on the cervical cancer dataset obtained from the UCI Machine Learning Repository with 35 features and one outcome variable. Stage-1 uses a Genetic Algorithm and Logistic Regression Architecture for Feature Selection and selects twelve features well correlated with the class but not among themselves. Stage-2 utilizes the same Genetic Algorithm and Logistic Regression Architecture for Feature Selection to select five features. In Stage-3, Logistic Regression (LR), Naïve Bayes (NB), Support Vector Machine (SVM), Extra Trees (ET), Random Forest (RF), and Gradient Boosting (GDB) are used with the five features to identify patients with or without cancer. Data splitting, several metrics, and statistical tests are used, along with 10-fold cross validation, to do a comparative analysis. LR, NB, SVM, ET, RF, and GDB demonstrate improvement across performance measures by reducing the number of features to five. In the 66-34 split, all five machine learning methods except NB recorded 97% accuracy with 5 features. Also, the Stacked model produced higher than 96% accuracy with five features in 66-34 and 80-20 splits, and in 10-fold cross validation. Various performance aggregators have shown improved results with reduced features when compared to previous studies. Finally, with approximately 100% performance in classification results, the suggested ensemble model showed its promise. The output results were compared to those of other studies on the same dataset, and the proposed classifiers were found to be the most effective across all performance dimensions.

Index Terms: Cervical Cancer, Feature Selection, Genetic Algorithm (GA), Logistic Regression (LR), Gradient Boosting (GDB).
1. Introduction

Cancer is the second leading cause of death globally, accounting for an estimated 9,958,133 deaths with new cases amounting to 19,292,789 in 2020 [1]. Health systems in low- and middle-income countries are least equipped to cope with the cancer burden, so much so, in 2017, only 26% of developing countries informed having screening services available for the populace compared to 90% of developed countries having treatment services. The anticipated cancer frequencies will reach up to 22 million in 2030 [2,3]. In India, new cancer incidence in 2020 is 6.9% (1,324,413 cases) of the world tally. Women are more likely to be diagnosed with cancer than men amongst the Indian population [4]. Cervical cancer is one type of gynecological cancer that reports the fourth highest cancer incidence (6.5%) and mortality (7.7%) in women globally [1]. Flouting world trend, cervical cancer in India stands second in terms of incidence (18.3%) and mortality (18.7%) out of total female patients suffering from different cancers like breast, ovary, esophagus, lung, oral, stomach, etc.

Cervical cancer is a malicious tumor that occurs in the cells lining the cervix (opening of the uterus to the vagina or, birth canal) due to abnormal cell growth and reproduction without controlled cell division and cell death. Early-stage symptoms of cervical cancer include increased vaginal discharge and postmenopausal bleeding. As cervical cancer progresses, severe symptoms like lasting pelvic pain, loss of appetite, weight loss, fatigue, swelling in legs, blockage of the urinary bladder, kidney failure, etc. may arise. Cervical cancer is mainly of two types, squamous cell carcinoma, and adenocarcinoma [5]. A staging system for cervical and other cancers of the female reproductive organs (staging from I to IVb) is provided by the International Federation of Gynecology and Obstetrics (FIGO) [6]. Cervical cancer takes 15 to 20 years in women with usual immune systems to advance from precancerous lesion (cervical intraepithelial neoplasia - CIN) in normal cells to invasive malignancy.

Lion’s share of cervical cancer cases (99%) is associated with the infection of human papillomavirus (HPV), a widespread virus transmitted through sexual intercourse. Globally, 70–80% of cervical cancers are attributed to HPV (mainly genotypes HPV-16 and HPV-18) and in India, HPV prevalence is 88–97% among women with cervical cancer. Within a few months after getting infected with HPV, it heals spontaneously, and about 90% of patients prevent cervical cancer progression by early detection and treatment of precancerous lesions within 2 years. HPV is a class of viruses that typically infect the reproductive tract of sexually active men and women [7]. The body’s immune system which is resistant to HPV tends to inhibit this infected women’s virus attack, but for a trifling fraction of women, the virus has a long-life cycle before cells on the cervical surface become cancer cells [7].

It remains imprecise whether the stated risk factors are stand-alone or, whether they are subjected to act as cofactors to HPV infection for the inception of cervical cancer [8-15]. The equivocal relationship between patients’ risk factors and multifaceted screenings requiring prominent pathological and medical expertise can lead to delayed and prolong treatment processes in a country like India, thus causing increased fatalities. In the era of high-performance computing and artificial intelligence, screening tests can be automated by data mining and machine learning systems to comprehend patterns in clinical datasets for examining the risk factors of cervical cancer. Efficacy of classification, clustering, and prediction through various optimization, statistical and probabilistic techniques is essential for data-driven clinical diagnosis. Identifying women with a higher risk of developing cervical carcinoma will help to avail themselves of preferential cancer screening and medical treatment straight away. Testing and early diagnosis of cancer contribute to a reduction in the peril of perishing cancer sufferers.

In this study, several machine learning algorithms are instigated to stouten the diagnostic period and streamline the assessment process for physicians. This paper addresses the critical questions – (1) What are the crucial features that explain the cause and effect of cervical cancer? and (2) Which data mining tool yields higher accuracy.

The authors propose a hybrid feature selection and stacked generalization model (HFSSGM) approach to sequentially determining the significant features, predict using different proven data mining methods and simulate with different train-test partitions as depicted in Fig. 1. The features are determined using Genetic algorithm (GA) and Logistic Regression (LR) and the dataset is revised keeping the significant features. The Genetic algorithm and Logistic Regression are applied to the revised dataset and further refined. The iteration continues till the accuracy of prediction using LR increases. The final dataset with fewer features is then split to create the train-test sets and subject to well-proven data mining techniques (DMTs), namely, Logistic Regression (LR), Naïve Bayes (NB), Support Vector Machine (SVM), Extra Trees (ET), Random Forest (RF), Gradient Boosting (GDB). The step is repeated with a different train-test ratio and prediction using the DMTs. This iteration continues till the accuracy, specificity, sensitivity, and test result improve.

Furthermore, the proposed classifier has been compared to RF, NB, SVM with radial basis function kernel, ET, and GDB, which are all state-of-the-art machine-learning classifiers. Different performance metrics were used to test the classifiers, including accuracy, sensitivity, specificity, receiver operating characteristic, the area under the curve, and statistical tests like kappa statistics. To test the credibility of the classification models in handling unbalanced data, this study used various splits of training and testing data, including 50%–50%, 66%–34%, 80%–20%, and 10-fold cross-validation. The architecture for the proposed classifier for cervical cancer prediction has been depicted in Fig. 2 below.
2. Relevant Literature

The cervix, the uterus, the vagina, and the ovaries make up the female reproductive system. The opening of the uterus from the vagina where cervical cancer progresses is the cervix [16]. A major source of cervical cancer is the sexually transmitted human papilloma virus (HPV) [7,17-19,82-85]. In low- and middle-income nations, the occurrence of cervical cancer is copious [20]. An important activity for cervical cancer is screening. The best screening procedure is the one that is least incursive, easy to achieve, appropriate to the patient, inexpensive, and efficient in diagnosing the disease progression at an early incursive point where it is uncomplicated to treat the disease. There are four diagnostic procedures, Cervical Cytology also known as Pap Smear Test, Biopsy, Schiller, and Hinslemann [21] and exhibited in Table 1.

Researchers have extensively utilized machine learning (ML) methods to predict diseases [28,29]. However, the
attempts have been skewed towards time to compute, and accuracy of prediction. Studies show a high accuracy of
prognostication of breast cancer using ML methods. However, the researchers have not completed the analysis by
validating the results and give an account of the incompleteness of the studies done so far. So, the question remains –
can the accuracy levels be further improved meeting the desired performance levels?
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**Table 1. Cervical Cancer Screening Stratagem**

| Screening Methods | Description |
|-------------------|-------------|
| Hinselmann        | Hinselmann uses colposcopy examination by applying 5% acetic acid solution on the cervix tissues. A human expert can then classify the precancerous lesions in the cervical region from the change of appearance of cervix tissues. |
| Schiller          | Schiller’s method uses colposcopy examination with Lugol iodine that helps in identifying lesions that may be overlooked in the examination with acetic acid. Normal cervical regions become black or, mahogany brown stained while cervical polyps do not tinge with iodine [22,23]. |
| Cytology          | Cytology screening involves conventional and liquid-based cell examinations. Conventional cytology includes manual smearing and staining [24,25]. In liquid-based cytology, the cellular components from the cervix are submerged in a liquid [26]. |
| Biopsy            | A cervical biopsy of cells from the cervix can stipulate any abnormality, precancerous conditions or, cancer in the cervical region, unlike cytology and colposcopy screenings [27]. |
The database of diseases has many data items, starting from demographic to diagnostic test results to habits and similar. Researchers [30, 31] substantiated that prediction improves with the choice of the right features. As information and storage technology are making exponential progress, data sets are now omnipresent in pattern analysis, data processing, and machine learning (ML) systems, with a vast range of variables or, features. Therefore, there is a necessity for choosing a subset of many features that best suits the task. ML and training require a broad range of features that might take time to explore. Thus, FS marks the beginning of an ML analysis, followed by prediction using classifiers. There are numerous methods to select features, and these methods have shown varied outcomes when applied to different datasets. These results do not show the best method to use. Hence, researchers either apply one or, some of them or, all to carry out feature selections. These differences in results hint at the nature of the dataset. Thus, the question is how to determine a way to make dataset centric feature selection (FS) rather than the method-based FS?

The classifiers evolved, and researchers eliminated the shortcomings of incomplete, incorrect, and non-standardized data, and binomial versus multi-domain attributes. A decision tree (DT), a supervised classifier, takes care of these issues as it predicts the dependent variable [32]. Outliers do not affect the outcomes of the decision trees as the classification is constructed on the proportion of samples with split ranges and not on absolute values. This approach needs no linearity in the correlation between the dependent attributes and the independent attributes. However, this method does not yield the desired accuracy for a large database. Bayes theorem, on comparatively small and simple datasets, is regarded as one of the most conventional classification techniques attributable to its simplicity, robustness, and prediction accuracy. The NB classifier’s performance against large datasets and datasets with complex attribute dependencies is poor [33]. Support Vector Machine (SVM) model takes care of this issue [34,35] but does not show good results when large datasets contain noise. It needs combining with other ML techniques [36]. The concept of a combination of methods introduced the ensemble classifiers. Random forest (RF) gained importance as an ensemble classifier and demonstrated consistent results for different datasets [37,38]. In the process of evaluating these classifiers, authors [39] observe that DT produced equivalent or, better results than RF. This situation led to the use of all popular classifiers and compared the results. In the process, some ML techniques such as logistic regression (LR) continued to be applied over broad types of variables. This method is easy to interpret as it gives the linear combination variables that predict the occurrence (or, otherwise) of the disease. However, LR’s problem is its propensity to generate over-fitted models [40]. So, the point to ponder is – which is the most preferred method?

In this paper, the authors proposed a multistage Genetic Algorithm (GA) feature selection approach, which in Stage-1 achieved an approximate solution with low computational effort. In Stage-2, once again utilizes GA to evaluate the features. The GA’s computational effort in Stage-2 is reduced due to the reduced feature sub-space in Stage-1. In Stage-3, several state-of-the-art machine learning classifiers and an ensemble Random Forest algorithm are used in the reduced feature sub-space to identify patients with or, without cancer. Various train-test split and 10-fold cross-validations of the dataset as training and testing are used. The experimental results, which compare predictions with – (1) all features, (2) the feature subset obtained in Stage-1, and (3) the feature subset obtained in Stage-2 demonstrate the propositioned hybrid feature selection method’s efficiency and effectiveness. It reveals an enhancement in performance when compared with previous works.

3. Choice of Data Mining Models

This paper compares data-mining models, namely, LR, NB, SVM, ET, RF, and GDB for analysis of the reason for cervical cancer and accurate prediction of the disease. The step-by-step HFSSGSM algorithmic procedure represented in Fig.3 is explained below.

| Step 1: (Dataset Acquisition) All records from the cervical cancer dataset are collected and read. |
| Step 2: (Classify cancer and no-cancer without feature selection) Classification algorithms, namely LR, NB, SVM, RF, ET, and GDB are used to measure the classification accuracy of the cancer patients. |
| Step 3: (Selection of relevant features) GA with LR is applied to get the relevant features. |
| Step 4: (Classify cancer and no-cancer) Classification of optimal feature subset using algorithms such as LR, NB, SVM, RF, ET, and GDB and accuracy measured. |
| Step 5: (Selection of more relevant features) GA with LR is applied once again to get more relevant features. |
| Step 6: (Classify cancer and no-cancer) Classification of optimal feature subset using algorithms such as LR, NB, SVM, RF, ET, and GDB and accuracy measured. |
| Step 7: (Validation) The classifiers are trained using the validation set. A train-test partitioning and 10-fold cross-validation technique are used for testing purposes. |
| Step 8: (Performance parameter computation) Computation of various correctness parameters -accuracy, sensitivity, specificity, precision, f1-score, ROC-AUC, and Kappa score. |
The goal of the feature selection is to find combinations of features that produce the most predictive model for cervical cancer early diagnosis and progression. A GA is used to select one or more sets of features, and LR algorithm is employed to build a prediction model. Fig. 3 shows the algorithmic system that combined GA and LR to predict cervical cancer status. The output features from GA are used as input for LR and the resultant different variable sets are used by the GA again to optimize and identify the best set of features. Earlier in the study of heart disease, an analogous method is used [41,42]. The following sections discuss the criteria for the choice of the DMTs.

Fig.3. Genetic Algorithm and Logistic Regression Architecture for Feature Selection

3.1. Logistic Regression (LR)

LR is named after the logistic equation, the function applied at the core of the system. The logistic method, also recognized as the sigmoid function, was created by statisticians to explain the ecological features of population growth increase exponentially and optimize environmental performance. It’s mainly an S-shaped curve that can obtain any number with a real value and map it to a value between 0 and 1, but on no account at those limits. A predictor or, collection of predictors of a dichotomous dependent variable, such as the presence of cancer in patients, the patient who survived or, died, or, the patient who reacted or, did not make recovery from treatment, is evaluated by Logistic Regression. Independent variables are interval, ratio level (or continuous), nominal or, ordinal (ranked) type data [43]. This can then be generalized to forecast the use of several predictors on a collection of dependent variables [44]. Each of the actions of self-care is a dichotomous variable; with either ‘yes’ or, ‘no’ responses (no answer reveals ‘missing’ data). Models are constructed using logistic regression from the statistics that better describe the relationships.

3.2. Naïve Bayes (NB)

Naïve Bayes Classifier is a simple type of Bayesian network classifier based on the application of the Bayes Theorem, with a strong presumption of the nonalignment of the attributes. Due to its plainness, stability, and good data set performance, the Naïve Bayes (NB) is treated as the most common classification type. NB is not doing so well for data sets where complicated attribute dependencies are present. For large data sets, the NB classification does not produce accurate results [45].

3.3. Support Vector Machine (SVM)

SVMs are one type of efficient ML technique with a high generalization capacity in practice. They are a group of margin classification models suggested by Vapnik and his group at AT&T Bell Laboratories in the 1990s [46]. In contrast to the methods of statistical learning based on practical risk minimization, the objective of SVM is to minimalize structural risk, which explains a strong ability to avoid over-fitting [47]. In the SVM model, a decision hyperplane is used for a separation gap that divides the maximum boundary between two classes. Compared to traditional ML approaches, SVMs have been utilized in many fields for their widespread generalization abilities. In particular, as a data-driven prediction technique, in recent years, SVM models have drawn the most attention to the diagnosis of diseases, such as diagnosis of cerebral palsy gait, detection of gastric lymph nodes, and diagnosis of prostate cancer [48-51].
3.4. Random Forest (RF)

RF is a well-known supervised classification method used in various classification fields. It is an ensemble learning technique [52] that operates on the concept of using a collection of weak learners to prepare a strong learner. RF uses the Classification and Regression Tree (CART) techniques [37] to create a mixture of multiple decision trees based on the bootstrap aggregation (bagging) technique [53]. The CART methodology correctly classified the dependent and independent variables and creates a relationship between them. In RF, each tree randomly chooses a subset of the dataset to build an independent decision tree. RF splits the selected random subset from the root node to the child node repeatedly until each tree reaches the leaf node without pruning. Each tree independently classifies the features and the target variable and votes for the final tree class. Depending on the margin of the votes cast, RF decides the final overall classification.

3.5. Extra Trees

The ‘Extra Trees’ Classifier (ETC), better discerned as the ‘Extremely Randomized Trees’ Classifier, is a random forest variant. Unlike a random forest, the whole sample is used at each step and the decision boundary is selected arbitrarily rather than the optimum. In real-life instances, the output is comparable to the regular, random forest, often a little better [54,55]. In specific, it is a set of decision trees and is compatible with other decision tree algorithms, such as bootstrap aggregation (bagging) and RF. The ET algorithm works by generating a huge number of un-pruned decision trees from the training dataset. In the event of regression, forecasts are made by combining the forecast of decision trees or, by using the majority vote in the case of classification.

3.6. Gradient Boosting (GDB)

GDB is a machine learning methodology for classification and regression techniques. In the form of an ensemble of weak classifiers, this generates a predictive model. There are two approaches to increase the accuracy of the classification techniques, either by the application of feature engineering or, by directly implementing boosting algorithms. The GDB algorithm was originally proposed by Friedman [56], and was widely applied in a range of clinical implementations [57-59]. GDB is a supervised and non-parametric machine learning algorithm. It approximates undefined functional mapping to subsequent output variables from input explanatory variables.

GDB requires three components – (a) The loss feature that needs to be optimized, (b) A weak learner for making predictions, (c) An additive model to abate the loss functions by adding weak learners.

GDB is a greedy algorithm that will easily overfit a training dataset. It may benefit from methods of regularization that penalize several portions of the algorithm and typically increase algorithm efficiency by reducing overfitting [60,61].

4. Performance Metrics

Performance assessment of the proposed work is accomplished using the following measures. Confusion Matrix is utilized to assess the performance of a learning model. Four terms, related to the confusion matrix are applied to establish the performance matrices. The number of cervical cancer patients classified as cancer patients is True Positive (TP), False Positive (FP) is the number of non-cancer patients classified as cervical cancer patients. True Negative (TN) is the number of patients that are classified as non-cancer patients without cervical cancer. False-negative (FN) is the number of patients classified as cancer patients without cervical cancer [62].

Accuracy: It is the ratio between numbers of correctly predicted instances to the total number of instances.

\[
\text{ACCURACY} = \frac{\text{TP} + \text{TN}}{\text{TP} + \text{FP} + \text{FN} + \text{TN}}
\] (1)

Precision: It evaluates the ratio of individuals predicted to be cancer patients and the total number of cancer patients.

\[
\text{PRECISION} = \frac{\text{TP}}{\text{TP} + \text{FP}}
\] (2)

Recall/Sensitivity: It measures the proportion of individuals with cervical cancer and individuals predicted by an algorithm to be cancer patients.

\[
\text{RECALL} = \frac{\text{TP}}{\text{TP} + \text{FN}}
\] (3)
Specificity: It evaluates the proportion of individuals without cervical cancer and individuals predicted by an algorithm to be non-cancer patients.

\[
\text{SPECIFICITY} = \frac{\text{TN}}{\text{TN} + \text{FP}}
\]  

(4)

F1 Score: It is the harmonic mean between precision and recall/sensitivity.

\[
\text{F1SCORE} = \frac{2(\text{PRECISION} \times \text{RECALL})}{\text{PRECISION} + \text{RECALL}}
\]  

(5)

AUC-ROC Curve: AUC-ROC or, AUROC (Area Under the Receiver Operating Characteristics) is a probability curve denoting the ability of a model to differentiate between classes in the case of binary classification. ROC indicates an exchange between True Positive Rate (TPR) and False Positive Rate (FPR). AUC signifies degree or, a measure of separability where the value closer to 1 means an algorithm effectively classifies patients with and without cancer.

\[
\text{TPR} = \frac{\text{TP}}{\text{TP} + \text{FN}}
\]  

(6)

\[
\text{FPR} = \frac{\text{FP}}{\text{FP} + \text{TN}}
\]  

(7)

Kappa Statistics: A chance-corrected method for evaluating agreement (rather than association) between raters is Cohen’s kappa () statistic [63]. Kappa is defined as follows:

\[
K_{\text{STAT}} = \frac{\text{A}_{\text{OBS}} - \text{A}_{\text{EXP}}}{\text{N} - \text{A}_{\text{EXP}}}
\]  

(8)

Where, \text{A}_{\text{EXP}} is the number of agreements predicted by chance, \text{N} is the total number of observations, and \text{A}_{\text{OBS}} is the number of agreements observed between raters.

5. Dataset Description

The dataset of cervical cancer risk factors obtained from the UCI Machine Learning Repository is used for this research [26] and is exhibited in Table 2 below. The dataset, composed of demographics, custom, and medical records of 858 patients, with 32 attributes/features, and four target groups (Hinselmann, Schiller, Cytology and Biopsy), was collected at “Hospital Universitario de Caracas” in Caracas, Venezuela [26]. This analysis incorporates Hinselmann, Schiller and Cytology as attributes leaving Biopsy as the target class variable. The rationale behind this is that those variables are the result of tests conducted to establish the presence of abnormal cells. They are utilized as factors to the outcome of a biopsy result and the incidence of cervical cancer. However, the lack of values in the dataset signifies answers to a few questions were not attained due to concerns about the privacy of several patients [64]. The missing values of attributes are replaced by their mean values and normalized to remove data redundancy.

Table 2 presents all the features existing in the cervical cancer dataset and the data types of those features. Some patients decided not to answer some of the subjects based on their privacy concerns. The attributes represented by integer and boolean (0 or, 1) are regarded as data types. The missing values for integer type have been filled with the Boolean sample mean values.
6. Results and Discussion

The following research questions are addressed in this research article: Which Data Mining Technique (DMT) is best for predicting diseases such as cervical cancer? and Which DMT framework can assist in meeting the three criteria—consistency, sensitivity, and specificity? To achieve the highest levels of consistency, sensitivity, and specificity, the author considers the most popular approaches and investigates their ensemble. Previous authors have focused solely on reducing variables to improve prediction. However, this method results in a loss of data. Thus, the author establishes a framework in this paper that proposes the use of data mining approaches, the measurement of consistency using kappa statistics, and the improvement of specificity and sensitivity parameters using an ensemble learning approach. As a result, the framework presented in this paper contributes to humanity's well-being by allowing for better disease prediction.

A 3-Stage Hybrid feature selection approach and a Stacked Classification model are evaluated on the cervical cancer dataset obtained from the UCI Machine Learning Repository with 35 features and one outcome variable as shown in Table 2. Stage-1 uses a Genetic Algorithm and Logistic Regression Architecture for Feature Selection and
selects twelve features well correlated with the class but not among themselves as depicted in Table 3. Stage-2 utilizes the same Genetic Algorithm and Logistic Regression Architecture for feature selection to select five features as shown in Table 4.

Table 3. Cervical Cancer Dataset with 12 Features and 1 Target Variable

| Attributes                                                                 |
|---------------------------------------------------------------------------|
| Sexually Transmitted Disease (STD), STDs (number), STDs: condylomatosis,  |
| STDs: syphilis, STDs: genital herpes, STDs: AIDS, STDs: HPV, STDs: Time    |
| since first diagnosis, Dx: Cancer, Dx: Cervical Intraepithelial Neoplasia   |
| (CIN), Dx: Human Papillomavirus (HPV), Schiller, Biopsy                   |

Table 4. Cervical Cancer Dataset with 5 Features and 1 Target Variable

| Attributes                                                                 |
|---------------------------------------------------------------------------|
| STDs: syphilis, Dx: Cancer, Dx: Cervical Intraepithelial Neoplasia (CIN),  |
| Dx: Human Papillomavirus (HPV), Schiller, Biopsy                           |

As exhibited in Table 5, different machine learning classifiers have yielded varying degrees of accuracy. 5 classifiers, namely LR, SVM, ET, RF, and GDB performed exceptionally well with an accuracy of over 93% for a distinct number of features, i.e., 35, 12, and 5. NB classifier quantified accuracy in ascending order with lowest using 35 features and highest using 5 features. This leads to highly optimistic results and does not reflect the actual predictive performance of the model. The exclusion of redundant variables ensured improvement in the classification accuracy of cervical cancer patients, but overall predicted accuracy might exhibit a shrinking effect. In this context, accuracy is not the ideal metric for assessing predictive performance, and other metrics like specificity, sensitivity, precision, f1-score, and kappa value are taken into consideration.

Table 6, 7, 8, and 9 depict the performance analysis for specificity, sensitivity, precision, and f1-score respectively. ET, RF, and GDB attained specificity of 97% with 5 features utilizing 10-fold cross validation. RF with 35 features presented a significant specificity value rise from 13% in 50-50 data split to 99% in 10-fold cross validation. All
classifiers except NB showed superior sensitivity and f1-score for every combination of the number of features and training-testing data split. Sensitivity and f1-score increased gradually with the lessening of the number of features in the case of NB. All classifiers presented satisfactory precision rates ranging from 93% to 97% and with five features, the precision values were relatively indistinguishable.

Table 7. Comparison of Sensitivity with 35, 12 and 5 Features

| Train – Test Split | Number of Features | LR  | NB  | SVM | ET  | RF  | GDB |
|--------------------|--------------------|-----|-----|-----|-----|-----|-----|
| 50-50              | 35                 | 0.99| 0.93| 0.96| 0.94| 0.95| 0.96|
|                    | 12                 | 0.94| 0.92| 0.95| 0.95| 0.96| 0.96|
|                    | 5                  | 0.93| 0.94| 0.97| 0.97| 0.97| 0.97|
| 66-34              | 35                 | 0.99| 0.87| 0.96| 0.94| 0.95| 0.96|
|                    | 12                 | 0.93| 0.93| 0.96| 0.97| 0.97| 0.97|
|                    | 5                  | 0.93| 0.95| 0.97| 0.97| 0.97| 0.97|
| 80-20              | 35                 | 0.99| 0.82| 0.96| 0.94| 0.95| 0.96|
|                    | 12                 | 0.96| 0.95| 0.96| 0.96| 0.96| 0.96|
|                    | 5                  | 0.96| 0.94| 0.96| 0.96| 0.96| 0.96|
| 10-fold Cross Validation | 35            | 0.95| 0.80| 0.96| 0.94| 0.95| 0.96|
|                     | 12                | 0.96| 0.83| 0.96| 0.96| 0.96| 0.96|
|                     | 5                 | 0.96| 0.94| 0.96| 0.96| 0.96| 0.96|

Table 8. Comparison of Precision with 35, 12 and 5 Features

| Train – Test Split | Number of Features | LR  | NB  | SVM | ET  | RF  | GDB |
|--------------------|--------------------|-----|-----|-----|-----|-----|-----|
| 50-50              | 35                 | 0.94| 0.93| 0.96| 0.94| 0.95| 0.96|
|                    | 12                 | 0.94| 0.96| 0.95| 0.95| 0.96| 0.96|
|                    | 5                  | 0.93| 0.96| 0.97| 0.97| 0.97| 0.97|
| 66-34              | 35                 | 0.96| 0.87| 0.96| 0.94| 0.95| 0.96|
|                    | 12                 | 0.93| 0.96| 0.97| 0.97| 0.97| 0.97|
|                    | 5                  | 0.93| 0.96| 0.97| 0.97| 0.97| 0.97|
| 80-20              | 35                 | 0.95| 0.85| 0.96| 0.94| 0.95| 0.96|
|                    | 12                 | 0.96| 0.95| 0.97| 0.97| 0.97| 0.97|
|                    | 5                  | 0.97| 0.96| 0.97| 0.97| 0.97| 0.97|
| 10-fold Cross Validation | 35            | 0.96| 0.83| 0.88| 0.96| 0.95| 0.96|
|                     | 12                | 0.97| 0.95| 0.96| 0.97| 0.97| 0.97|
|                     | 5                 | 0.97| 0.97| 0.97| 0.97| 0.97| 0.97|

Table 9. Comparison of f1-score with 35, 12 and 5 Features

| Train – Test Split | Number of Features | LR  | NB  | SVM | ET  | RF  | GDB |
|--------------------|--------------------|-----|-----|-----|-----|-----|-----|
| 50-50              | 35                 | 0.94| 0.88| 0.96| 0.94| 0.92| 0.95|
|                    | 12                 | 0.93| 0.95| 0.96| 0.95| 0.96| 0.96|
|                    | 5                  | 0.92| 0.96| 0.96| 0.96| 0.96| 0.96|
| 66-34              | 35                 | 0.96| 0.93| 0.96| 0.94| 0.97| 0.97|
|                    | 12                 | 0.93| 0.95| 0.97| 0.97| 0.97| 0.97|
|                    | 5                  | 0.97| 0.95| 0.97| 0.97| 0.97| 0.97|
| 80-20              | 35                 | 0.95| 0.87| 0.95| 0.94| 0.95| 0.96|
|                    | 12                 | 0.96| 0.91| 0.96| 0.96| 0.96| 0.96|
|                    | 5                  | 0.96| 0.94| 0.96| 0.96| 0.96| 0.96|
| 10-fold Cross Validation | 35            | 0.95| 0.95| 0.90| 0.95| 0.95| 0.96|
|                     | 12                | 0.96| 0.89| 0.96| 0.97| 0.96| 0.96|
|                     | 5                 | 0.97| 0.95| 0.97| 0.97| 0.97| 0.97|

The composite metric, ROC-AUC score given in Table 10, is used for comparing the performance of several classifiers and has provided clarity than accuracy, sensitivity, and specificity [65]. Kappa statistic gives the agreement rate between the expected and predicted outcome where values ranging from (1.0), (0.81-0.99), (0.61-0.80), (0.41-0.60), (0.21-0.40), (0.1-0.20) to (0) represent perfect, near-perfect, substantial, moderate, fair, slight and close to chance agreements respectively. All classifiers with five features and 10-fold cross validation confirmed the good agreement in terms of kappa value as exhibited in Table 11. Overall, GDB provided the best accuracy, precision, and specificity with five features, followed by ET, RF, and LR. The reduction in feature subspaces from 35 to 5, through feature selection, improved the performance of all classifiers as demonstrated in Table 12. Kappa statistic, precision, and specificity
values for all the six classifiers increased. Though, the AUC score of ET, RF, and GDB with 10-fold cross validation decreased for diminution in the number of features.

**Table 10. Comparison of AUC Value with 35, 12 and 5 Features**

| Train – Test Split | Number of Features | LR  | NB  | SVM | ET  | RF  | GDB |
|-------------------|-------------------|-----|-----|-----|-----|-----|-----|
| 50-50             | 35                | 0.68| 0.78| 0.82| 0.74| 0.57| 0.77|
|                   | 12                | 0.63| 0.91| 0.84| 0.84| 0.89| 0.85|
|                   | 5                 | 0.58| 0.91| 0.90| 0.90| 0.90| 0.90|
| 66-34             | 35                | 0.75| 0.45| 0.82| 0.80| 0.66| 0.88|
|                   | 12                | 0.61| 0.91| 0.93| 0.93| 0.88| 0.90|
|                   | 5                 | 0.93| 0.92| 0.93| 0.93| 0.93| 0.93|
| 80-20             | 35                | 0.81| 0.86| 0.89| 0.74| 0.76| 0.85|
|                   | 12                | 0.89| 0.90| 0.93| 0.94| 0.89| 0.94|
|                   | 5                 | 0.94| 0.92| 0.93| 0.94| 0.94| 0.94|
| 10-fold Cross Validation | 35      | 0.95| 0.89| 0.84| 0.93| 0.93| 0.93|
|                   | 12                | 0.93| 0.89| 0.94| 0.89| 0.90| 0.89|
|                   | 5                 | 0.94| 0.91| 0.90| 0.89| 0.89| 0.89|

**Table 11. Comparison of Kappa Statistic with 35, 12 and 5 Features**

| Train – Test Split | Number of Features | LR  | NB  | SVM | ET  | RF  | GDB |
|-------------------|-------------------|-----|-----|-----|-----|-----|-----|
| 50-50             | 35                | 0.48| 0.34| 0.65| 0.54| 0.22| 0.61|
|                   | 12                | 0.39| 0.67| 0.65| 0.65| 0.72| 0.67|
|                   | 5                 | 0.26| 0.65| 0.73| 0.74| 0.74| 0.74|
| 66-34             | 35                | 0.60| -0.02| 0.64| 0.63| 0.44| 0.72|
|                   | 12                | 0.31| 0.57| 0.74| 0.76| 0.70| 0.73|
|                   | 5                 | 0.76| 0.65| 0.74| 0.76| 0.76| 0.76|
| 80-20             | 35                | 0.61| 0.33| 0.64| 0.49| 0.54| 0.61|
|                   | 12                | 0.67| 0.48| 0.69| 0.72| 0.67| 0.72|
|                   | 5                 | 0.72| 0.59| 0.69| 0.72| 0.72| 0.72|
| 10-fold Cross Validation | 35      | 0.60| 0.12| 0.00| 0.58| 0.51| 0.65|
|                   | 12                | 0.71| 0.45| 0.66| 0.72| 0.70| 0.71|
|                   | 5                 | 0.74| 0.65| 0.73| 0.74| 0.73| 0.74|

6.1. Effect of Feature Reduction

The reduction in feature subspace from 35 to 5, through feature selection, improves the performance of all classifiers. The Kappa values of all the six methods increase. The precision and specificity values of all methods are non-decreasing. The AUC values of ET, RF, and GDB have decreased for 10-fold cross validation. The improvement in performance due to feature reduction is provided in Table 12.

**Table 12. Improvement in Performance due to Feature Reduction from 35 to 5**

| Performance Metrics | 35 Features | 12 Features | 5 Features |
|---------------------|-------------|-------------|------------|
|                     | ML Techniques | Maximum Score | ML Techniques | Maximum Score | ML Techniques | Maximum Score |
| Accuracy            | GDB         | 0.97        | SVM, ET, GDB | 0.97                | LR, SVM, ET, RF, GDB | 0.97         |
| Sensitivity         | RF          | 1           | LR           | 1                 | LR, NB, SVM, ET, RF, GDB | 0.97         |
| Precision           | GDB         | 0.97        | SVM, ET, RF, GDB, LR | 0.97 | LR, NB, SVM, ET, RF, GDB | 0.97 |
| Specificity         | RF          | 0.99        | ET, RF, GDB  | 0.97 | ET, RF, GDB | 0.97 |
| f1-score            | GDB         | 0.97        | SVM, ET, GDB | 0.97 | LR, SVM, ET, RF, GDB | 0.97 |
| AUC                 | LR          | 0.95        | SVM, ET, GDB | 0.94 | LR, ET, RF, GDB | 0.94 |
| Kappa               | GDB         | 0.72        | ET           | 0.76 | LR, ET, RF, GDB | 0.76 |

6.2. Comparison of Results with Previous Research Works

Table 13 compares our proposed HFSSGM model with other research works on the same dataset. The LR model accomplishes a slightly better outcome than other models in terms of sensitivity, but the additional features make it harder to interpret. HFSSGM outperforms the ensemble model of Ahishakiye et al. [66] with 5 features in terms of accuracy by 8%. Another ensemble methodology by Lu et al. [67] performs poorly against HFSSGM in the metrics of accuracy, sensitivity, precision, and f1-score. The proposed model bests accuracy level when compared to the same of
Nasution, Sitompul & Ramli [68] and Priya & Karthikeyan [69]. The accuracy, sensitivity, and specificity of HFSSGM are way better than those of Singh [70].

Table 13. Comparison of Performance with Previous Studies

| Reference | Risk Factors Used | Machine Learning Technique | Accuracy (%) | Other Results |
|-----------|-------------------|----------------------------|--------------|---------------|
| [66]      | 5                 | Ensemble of {KNN, CART, NB, SVM} with Voting Classifier | 87.21        | Sensitivity – 100, Specificity – 95.03, Precision – 95.27, F-measure – 97.58 |
| [77]      | 6                 | DT                         | 97.52        |               |
| [67]      | 14                | Ensemble of {LR, DT, SVM, MLP, KNN} | 83.16        | Recall – 28.35, Precision – 51.73, F1 score – 32.80 |
| [68]      | 12                | PCA + C4.5 DT              | 90.70        | Particularity – 100, Precision – 100 |
| [78]      | 14                | RF                         | 100          | AUC – 0.91    |
| [69]      | 10                | RF                         | 92.63        |               |
| [79]      | 4.6               | Binary Firefly Algorithm (BFA) + RF | 97.36        |               |
| [70]      | 7                 | SVM – Linear               | 65.47        | Sensitivity – 55.56, Specificity – 66.15, |
| [80]      | 15                | Chicken Swarm Optimization (CSO) + KNN | 97.82        |               |
| Present Work | 12               | LR, NB, SVM, ET, RF, GDB (Values are given for GDB method.) | 96           | Sensitivity – 96, Specificity – 97, f1-score – 96, Precision – 97, Kappa – 0.71, AUC – 89 |
| Present Work | 5                 | LR, NB, SVM, ET, RF, GDB (Values are given for LR method.) | 96           | Sensitivity – 96, Specificity – 95, f1-score – 97, Precision – 97, Kappa – 0.74, AUC – 94 |

A comprehensive comparison is also tabulated in Table 14 where HFSSGM is judged with previous studies considering Biopsy as the lone target variable. HFSSGM’s accuracy and specificity levels surpass or, are at par with the same metrics of Wu & Zhou [71], Sagala [72], and Sharma [73]. Both Abdoh, Rizka & Maghraby [74] and Geetha et al. [75] used SMOTE-RF-RFE and SMOTE-RF-PCA algorithms for identifying risk factors. The proposed model outperforms their estimations in terms of accuracy and sensitivity. HFSSGM delivers better accuracy than Yang [76], both working with 5 features.

Cancer prediction by HFSSGM with reduced features of five has resulted in slightly lesser accuracy than some learning models presented by [78] using 14 features, [80] handling 15 features, and [81] operating on 10 features. In Table 15, the results of feature selection using GA and LR are compared with the feature extraction results of existing studies. From 3-Stage Hybrid feature selection, 35 attributes originally present in the cervical cancer dataset are reduced to a selection of 12 feature set and further trimmed down to a set of 5 best features.

Acquired set of 12 features includes ‘Sexually Transmitted Disease (STD)’, ‘STDs (number)’, ‘STDs: condylomata’, ‘STDs: syphilis’, ‘STDs: genital herpes’, ‘STDs: AIDS’, ‘STDs: HPV’, ‘STDs: Time since first diagnosis’, ‘Dx: Cancer’, ‘Dx: Cervical Intraepithelial Neoplasia (CIN)’, ‘Dx: Human Papillomavirus (HPV)’, and ‘Schiller’. The final set of 5 foremost features consists of ‘STDs: syphilis’, ‘Dx: Cancer’, ‘Dx: Cervical Intraepithelial
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Neoplasia (CIN), ‘Dx: Human Papillomavirus (HPV), ‘Schiller’. A thorough analysis of selected features determined from pertinent studies confirms the role of some prevalent risk factors as the main activators of cervical cancer. The significant factors are ‘age of first sexual intercourse’ [66,68-70,73,78], ‘age of patient’ [66,68-70,73,78], ‘duration of hormonal contraceptive usage in years’ [68,70,72,73,78,81], ‘number of sexual partners’ [66,68-70,78], ‘number of pregnancies’ [68-70,72,78], ‘duration of smoking in years’ [68,69,78,81], and ‘number of contracted STDs’ [66,68,70,81]. Other substantial risk factors are ‘number of packets of smoking substance in a year’ [68,70,73], ‘usage of hormonal contraceptives’ [66,68,69], ‘duration of IUD usage’ [66,68,72], and ‘number of diagnosis with STDs’ [69,78,81].

Interestingly, the foremost 5 features in this study are not present in the above-mentioned risk factors. These 5 features are taken into consideration independently with different combinations of risk elements by some existing analyses. This novel set of risk factors includes ‘presence of syphilis (STD)’ [73], diagnosis of ‘Dx: cancer’ [78,81], presence of ‘Dx: Cervical Intraepithelial Neoplasia (CIN)’ [81], diagnosis of ‘Dx: Human Papillomavirus (HPV)’ [78,81], and the result of ‘Schiller’ test [78]. Based on the evaluation of performance measures of HFSSGM, it is evident that the recommended set of risk attributes is a recent addition to the prevailing collection of high-risk factors.

### Table 14. Comparison of Performance for Biopsy as Target Variable

| Reference | ML Technique | Risk Factors | Accuracy (%) | Sensitivity (%) | Specificity (%) |
|-----------|--------------|--------------|--------------|----------------|-----------------|
| [71]      | SVM-RFE      | 6            | 92.39        | 100            | 87.32           |
|           |              | 18           | 94.03        | 100            | 90.05           |
|           | SVM-PCA      | 8            | 93.45        | 100            | 89.09           |
|           |              | 11           | 94.03        | 100            | 90.05           |
| [74]      | SMOTE-RF-RFE | 6            | 95.23        | 94.94          | 95.52           |
|           |              | 18           | 95.87        | 94.42          | 97.26           |
|           | SMOTE-RF-PCA | 8            | 95.55        | 93.77          | 97.26           |
|           |              | 11           | 95.74        | 94.16          | 97.76           |
| [75]      | SMOTE-RF-RFE | 6            | 93.35        | 94.00          | 99.52           |
|           |              | 18           | 95.99        | 93.66          | 99.86           |
|           | SMOTE-RF-PCA | 8            | 96.06        | 92.84          | 99.10           |
|           |              | 11           | 95.96        | 96.51          | 100             |
| [72]      | CFS + NB     | 4            | 96.24        | 100            | 92.50           |
|           | CFS + KNN    |              | 96.24        | 100            | 92.50           |
|           | CFS + SVM    |              | 93.24        | 100            | 89.45           |
| [73]      | SVM-RBF + IGAAB | 7      | 94.45        | 97.10          | 92.40           |
|           | SVM Linear + IGAAB | 7  | 94.33        | 96.70          | 95.20           |
|           | DT + IGAAB   | 7            | 95.97        | 98.90          | 93.50           |
| [76]      | MLP          | 5            | 96.2         |                |                 |
|           | RF           |              | 88.7         |                |                 |
| [81]      | DBSCAN + SMOTETomek + RF | 10    | 96.71        | 97.41          | 96.04           |
|           | DBSCAN + SMOTE+ RF |          | 97.01        | 98.04          | 95.94           |
|           | iForest + SMOTETomek + RF |      | 98.19        | 98.92          | 98.91           |
|           | iForest + SMOTE + RF |          | 98.93        | 98.94          | 98.13           |

### Table 15. Comparison of Selected Features from Existing Literature

| Reference | Selected Features/Risk Factors |
|-----------|--------------------------------|
| Proposed Feature Selection using GA & LR | F18, F29, F30, F31, F34 |
| [72]      | F3, F4, F9, F11               |
| [66]      | F1, F2, F3, F8, F11, F13      |
| [70]      | F1, F2, F3, F4, F7, F9, F13   |
| [73]      | F1, F3, F7, F9, F10, F18, F27 |
| [69]      | F1, F2, F3, F4, F5, F6, F8, F10, F12, F26 |
| [81]      | F6, F9, F13, F20, F23, F26, F29, F30, F31, F32 |
| [68]      | F1, F2, F3, F4, F6, F7, F8, F9, F11, F13, F27, F28 |
| [78]      | F1, F2, F3, F4, F6, F9, F26, F29, F31, F32, F33, F34, F35, F36 |
7. Conclusion

Varied supervised learning techniques showed different results in terms of accuracy, sensitivity, and specificity. The significance of the features also changed with the methods, making treatment of serious diseases, such as cervical cancer, suffer either due to incomplete testing or, over examination or, misinterpretation due to the test parameters asynchronous values. This paper established an algorithm to search for the right features without impacting the precision levels. The large dataset was mined using GA-based iterations with a probabilistic prediction of the disease (using Logistic Regression - LR), thus recommending the set of features that enhanced the accuracy. Like any statistical method, LR results are also biased as the apparent error rates may underestimate the true value as the model tends to concentrate near the observed points that fit most. Thus, these points may wrongly illustrate an optimistic picture of the model’s true precision. The reduced data set suggested from the first stage of iteration was subjected to the second round to overcome this issue. The features reduced more than half this time as well, and the accuracy remained unchanged. Proven data mining techniques employed on the second (reduced) dataset led to the highest accuracy level compared to the previous studies.

This paper pioneers a multi-stage-multi-step iterative approach for the correct diagnosis of cervical cancer and can be extended to diagnose any disease. The stages and steps are carefully chosen based on literature, their limitations, and their usefulness. However, being an iterative approach, the time-bound stopping criteria may yield local optima unless the accuracy is found to be close to cent percent. In such cases, the algorithm needs to be fine-tuned with different train-test splits.

The important features of the proposed ensemble model include its ability to determine the best possible ratio on the training dataset versus the testing dataset. The proposed model simultaneously finding the optimum combination of both sets based on the defined ratio as well as its experimentation to find an accurate rule using the ensemble method. When compared to its foundation learner and other independent learners specified in the literature, test results show that the proposed ensemble learning classification model is effective in improving performance metrics and classification accuracy. Some of the potential implications of the current research work and the proposed classifier are listed below.

1. Detection of cervical cancer is frequently accompanied by several routine medical tests performed in laboratories in the presence of experts or doctors or during hospital admission. However, this is usually a very expensive and time-consuming procedure. To predict disease with greater accuracy this proposed model uses some features extracted from regular lifestyles and a few medical test reports from laboratories in text or number format.

2. This proposed model is intended for medical service providers or doctors to provide accurate classification of cervical cancer based on fewer precise and explanatory test data from patients. As a result, the primary consumer (i.e., medical practitioners or doctors) can predict cervical cancer more quickly and accurately (including in cases of clinical assumption) and efficiently indicate the disease's risk level with the help of this model. This proposed model can be used as an electronic doctor, which means that the disease can be diagnosed even if medical practitioners are not present. As a result, it has the potential to save lives while also significantly reducing medical costs.
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