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Abstract—In linear wireless networked control systems whose control is based on the system state’s noisy and delayed observations, an accurate functional relationship is derived between the estimation error and the observations’ freshness and precision. The proposed functional relationship is then applied to formulate and solve the problem of scheduling among different wireless links from multiple noisy sensors, where a sliding window algorithm is further proposed. The algorithm’s simulation results show significant performance gain over existing policies, even in scenarios that require high freshness or precision of observations.

Index Terms—WNCSs, noisy observations, Age of Information

I. INTRODUCTION

Networked Control Systems (NCSs) are vital in industrial automation and the Internet of Things with applications ranging from the chemical industry and autonomous driving to smart cities and smart grids [1], [2]. With increasing demands of mobility and flexibilities, more and more connections in NCSs need to be replaced by wireless links, forming Wireless Networked Control Systems (WNCSs) [3]. However, data transmission through wireless links cannot be as reliable and timely as wired links since only part of the links can transmit successfully due to the limited resource and the unexpected time-varying fading channel [4]. Thus radio resource scheduling is needed to ensure control performance.

Proper scheduling design calls for the evaluation of non-ideal communication’s impact on the performance. [5] has considered maximum delay as a criterion and researched the relationship between delay and control stability. Moreover, the maximum allowable transmission interval has been proposed to explain how the sampling rate affects stability in [6].

Stability is only one primary target of a control system. More efforts are needed to approach higher control accuracy. However, it is hard to establish a functional relation between communication performance and control accuracy. In WNCSs, state estimation is important as the control decision might only be made based on imperfect observations of the system state. Therefore, the state estimation error has been taken as an indirect optimization target in [7], [8], and [9], where the relationship between the estimation error and the Age of information [10] at the controller has been studied. However, in [7], [8], [11]–[14], only the impact of delay and packet dropouts is discussed. Meanwhile, noisy observations with no time delay in WNCSs are studied in [15]. Methods used in these works are not enough for noisy and delayed observations as decisions need to be made among fresh observations with low precision and stale observations with high precision.

Mamduhi and Champaṭi [16] considered noisy and delayed observations in WNCSs. However, only some heuristic scheduling policies are proposed without the evaluation function of noisy and delayed observations, which can further help optimize the control performance. The functional impact of both the delay process and noise variance process on the state estimation error in WNCSs is important but complex, and therefore mainly considered in the scalar state case at present. Singh and Kamath [17] provided the pioneering work on the functional impact in scalar WNCSs with multiple sensors, which is very helpful for scheduling design in WNCSs.

However, the relationship in [17] between estimation error and delay is underestimated since the correlation between the estimation error and the historical process noise is ignored. A more accurate evaluation of the estimation error is needed.

In this letter, we will still focus on scalar WNCSs with multiple sensors and find a more direct and accurate interface between control performance and communication performance. The interface will take delay and observation noise into account and reflect control performance. The main contributions of this letter include:

- An accurate functional relationship has been established between the communication performance process (delay and variance of updated observation noise) and the time-average estimation squared error as well as the control cost for multi-sensor scalar WNCSs with noisy observations. The main difference between the proposed function and the function in [17] is discussed.
- A sliding window algorithm is proposed to schedule multiple sensors by using the proposed function for a compromise between complexity and performance.

II. SYSTEM MODEL

In this paper, we focus on the WNCSs shown in Fig. 1. It is assumed that time has been discretized into time slots $t$ with the same length. The system consists of a plant, multiple nonideal sensors with different precisions and a controller. In every time slot $t$, the controller receives a delayed noisy observation of the system state from the wireless channel.
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Fig. 1. System Model

- Parameters
- Sensors’ actions
- Scheduling decision
- Cross-layer Scheduler
- Nonideal Sensors
- Controller
- Wireless channel
- Plant
- Estimator
- $R_0$
- $T_0$
- $T_1$
- $T_2$
- $T_3$
- $T_4$
- $T_5$
- $T_6$
- $T_7$
- $T_8$
- $T_9$
- $T_{10}$
- $t_0$
- $a_0$
A. System dynamic
The system dynamic is considered as a scalar Gauss Markov process with control input which evolves as: 
\[ x(t+1) = ax(t) + bu(t) + w(t) \]  
(1)
where \( x(t) \in \mathbb{R}, u(t) \in \mathbb{R} \) represent the system state and control input, respectively. Constant scalars \( a, b \in \mathbb{R} \) describe the system and input coefficient, respectively. The process noise \( w(t) \) is a zero-mean Gaussian noise with variance \( \sigma_w^2 \), which is i.i.d. across time.

B. Controller and Estimator
The controller uses the real-time estimates \( \hat{x}(t) \) to produce a control input \( u(t) \). Without loss of generality, we adopt a linear control strategy as follows:
\[ u(t) = L\hat{x}(t) \]  
(2)
where \( L \) is the feedback control gain.

Delayed Kalman filter is usually applied for state estimation with delayed and imperfect observations [1]. Assuming that at time slot \( t \) the received observation \( y(t) = x(t - \tau(t)) + v(t - \tau(t)) \) has the time delay \( \tau(t) \) and the zero-mean Gaussian noise \( v(t - \tau(t)) \) with variance \( \sigma_v(t) \), the estimation therefore can be updated as follows:
\[ \hat{x}(t) = \hat{x}^- + k(t)(a\hat{x}^-(t) - \hat{x}^+(t)) \]  
(3)
where \( k(t) \) is the estimation gain, \( \hat{x}^-(t) = a\hat{x}(t-1)+bu(t-1) \) is the one step prediction of the state and \( \hat{x}^+(t) \) is the \( \tau(t) \) steps state compensation. When \( \tau(t) = 0, \hat{x}^+(t) = \hat{x}^-(t) \) and when \( \tau(t) > 0, \hat{x}^+(t) = a\hat{x}(t-1) - \sum_{l=1}^{\tau(t)-1} a^lbu(t-1-l) \).

C. Nonideal sensors
Due to unpredictable error and interruptions, a set of sensors \( \mathcal{M} = \{1, ..., M\} \) are assumed to take probabilistic noisy observations \( y_m(t) \) of the system state \( x(t) \) with probability \( p_m \) to ensure the control performance.
\[ y_m(t) = x(G_m(t)) + v_m(G_m(t)) \]  
(4)
where \( G_m(t) \) is the generation time of the latest observation produced by the sensor \( m \in \mathcal{M} \) at slot \( t \) and the observation noise \( v_m(t) \) is a zero-mean Gaussian noise with variance \( \sigma_{v,m}^2 \), which is i.i.d. across time and different sensors. The observe probability is assumed to be time-invariant for simplification.

D. Communication model
Sensors send state observations, in the form of packets, to the controller over a shared wireless channel. The wireless channel is assumed to be error-free but bandwidth-limited, i.e. one packet per time slot. The transmission delay from the scheduled sensor’s side to the controller is denoted as \( t_d \), which is assumed to be fixed for simplification. The transmission activity is controlled by a scheduler that makes the transmission scheduling decisions \( d(t) \in \mathcal{M} \) from all sensors with information of the system parameters \( a, b, \sigma_p^2, \sigma_{a,m}^2 \) and sensors’ action (sense or not) at each slot. Note that the scheduler does not need instantaneous information of the system state. Instead, only the traffic information and the static system parameters are needed.

Then, the age of the controller’s received observation \( y(t) \) is defined as:
\[ \tau(t) = t - G_d(t-t_d) - (t-t_d) \]  
(5)
where \( d(t-t_d) \) is the sensor number corresponding to the state observation received by the controller in the current time slot \( t \). Therefore the noise variance of the received observation at slot \( t \) in the controller has \( \sigma_e^2(t) = \sigma_{d}^2(d(t-t_d)) \). The age of observations mainly comes from irregular observing, untimely scheduling and the transmission delay.

III. STATE ESTIMATION ERROR ANALYSIS

As the controller’s estimation error determines control performance, it is important to derive the functional relationship between estimation error and the processes of delay and precision of the received state observation at the controller.

This section provides a general theorem on the functional relationship and shows the difference from that in [17]. Note that the analysis in this section does not rely on the assumption about the sensor model and communication model. To evaluate estimation performance, the time-average squared error of state estimation [19] is defined as follows:
\[ J_E(T) = \frac{\sum_{t=0}^{T-1} E[d^2(t)\big| y(t)\big]}{T} \]  
(6)

where \( \tau_i = \{\tau(0), \tau(1), ..., \tau(t)\} \) and \( \sigma_e^2 = \{\sigma_{e}^2(0), \sigma_{e}^2(1), ..., \sigma_{e}^2(T)\} \) are defined to represent the age process and observation noise variance process of received observations from time slot 0 to time slot \( t \), respectively. The following functional expression is derived to evaluate the impact of these processes on the time-average squared error of state estimation.

Theorem 1. In a discrete-time control system as described in [1], where the controller makes linear control [2] based on the state estimation, which is estimated by the Kalman filter [3] with the received delayed and noisy observation, the time-average squared estimation error (6) has the form as follows:
\[ J_E(T) = J_E(\tau, \sigma_e^2) \]  
(7)
\[ = \frac{1}{T} \sum_{t=0}^{T-1} \sum_{q=t}^{T-1} \prod_{n=1}^{q-t} \left[ a^2(1-k(t+n)) \right] f(t, \sigma_e^2, \tau_i) \]
where \( f(t, \sigma_e^2, \tau_i) \) is the core function affected by the nonideal observation and transmission as:
\[ f(t, \sigma_e^2, \tau_i) = C_p(t, \tau(t)) + C_s(t, \tau(t), \sigma_e^2(t)) + C_c(t, \tau_i) \]
\[ C_p(t, \tau(t)) = \sigma_p^2 + \sum_{l=1}^{\tau(t)-1} a^2k(t)a^2(l)\sigma_p^2 \]
\[ C_s(t, \tau(t), \sigma_e^2(t)) = k^2(t)a^2\tau(t)\sigma_e^2(t) \]
\[ C_c(t, \tau_i) = 2 \sum_{l=2}^{\tau(t)-1} a^2\prod_{j=0}^{l-2} \left[ a(1-k(t+j)) \right] \sigma_p^2 + \]
\[ + 2 \sum_{n=1}^{\tau(t)-n+1} \prod_{j=0}^{n-1} a(1-k(t+j)) \]
\[ \sum_{l=1}^{\min(\tau(t)-n, \tau(t)-n-1)} a^2l+n\sigma_p^2 \]  
(8)
Proof. From Equations (1) and (3), the estimation error $e(t)$ evolves as follows:

\[
e(t) = a(1 - k(t))e(t - 1) - k(t)a\tau(t)v(t - \tau(t)) + [w(t - 1) + k(t) \sum_{l=1}^{\tau(t) - 1} a^lw(t - l - 1)]
\]

(9)

Therefore, the estimation variance at time slot $t$ is given by:

\[
\mathbb{E}\{e^2(t)\} = a^2(1 - k(t))^2\mathbb{E}\{e^2(t - 1)\} + k^2(t)a^{2\tau(t)}\sigma_p^2(t) + (a_p^2 + \sum_{l=1}^{\tau(t) - 1} a^lw(t - l - 1))
\]

\[+ 2E \left[ a(1 - k(t))e(t - 1)k(t) \sum_{l=1}^{\tau(t) - 1} a^lw(t - l - 1) \right]
\]

(10)

where the last term indicates that the estimation error $e(t - 1)$ is correlated with the historical process noise. Knowing that the process and observation noise are independent across time, we have from Equation (9) that:

\[
\mathbb{E}\{e(t - 1) \sum_{l=1}^{\tau(t) - 1} a^lw(t - l - 1)\}
\]

\[= \mathbb{E}[(a(1 - k(t - 1))e(t - 2) + w(t - 2) + k(t - 1) \sum_{l=1}^{\tau(t) - 1} a^lw(t - l - 2))]a[w(t - 2) + \sum_{l=1}^{\tau(t) - 2} a^lw(t - l - 2)]\])
\]

\[= \mathbb{E}[a(1 - k(t - 1))e(t - 2) \sum_{l=1}^{\tau(t) - 1} a^lw(t - l - 1)] + a\sigma_p^2 + k(t - 1)
\]

(11)

It can be observed that $e(t - 1)$ is correlated with $w(t - 2)$ and $\sum_{l=1}^{\tau(t) - 1} a^lw(t - l - 2)$. Therefore if the correlation is ignored, the estimation error will be underestimated.

By iteratively substituting Equation (11) into (7) and calculating the sum of the series, the proof is complete. □

The meanings of each term are as follows.

$C_p(t, \tau(t))$ represents the effect brought by the process noise. $C_p(t, \tau(t))$ increases as the variance of the process noise $\sigma_p^2$ and the sensor’s age $\tau$ increase.

$C_s(t, \tau(t), \sigma_o^2(t))$ represents the effect brought by the observation noise and is mainly determined by the variance of the observation noise $\sigma_o^2(t)$ and age $\tau$.

$C_e(t, \tau)$ represents the correlation between the historical process noise and the estimation error of the last slot $e(t - 1)$. $f(t, \sigma_o^2(t), \tau) = \frac{f(t, \sigma_o^2(t), \tau)}{\sigma_o^2(t)}$ is linear with the variance of process noise $\sigma_p^2$ and observation noise $\sigma_o^2(t)$. The age contributes to the performance function in the form of an exponential power with base $a$. The observation therefore needs both freshness and precision to obtain better performance. The theorem provides a numerical evaluation criterion of delayed and noisy observations, which can guide communication design in WNCs.

The following corollary can be derived directly under a special case where $k(t) = k$ and $|a(1 - k)| < 1$ for the convergence of the estimation process.

**Corollary 1.** In WNCs as described in Theorem 1 if the estimation gain $k$ is a constant and follows $|a(1 - k)| < 1$, then the infinite horizon time-average squared estimation error has the form as follows:

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\{e^2(t)\} = \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\{e^2(t)\} = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\{e^2(t)\} = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\{e^2(t)\}
\]

(13)

where $f(\sigma_o^2(t), t, \tau)$ is the core function affected by the nonideal observation and transmission as:

$C_p(\tau(t)) = C_p(\tau(t)) + C_s(\tau(t), \sigma_o^2(t)) + C_e(t, \tau)$


t\[C_p(\tau(t)) = \frac{k^2a^2(\tau(t)-\tau)^2}{a^2+1} + \sigma_p^2
\]

$C_s(\tau(t), \sigma_o^2(t)) = k^2a^2(\tau(t))$ and $C_e(t, \tau) = \frac{2[(a(1 - k)^2(1 - k)])k^2\sigma_p^2}{a^2(1 - k) - 1} + \frac{2\sum_{n=1}^{\tau(t)-2} a^2(1 - k)^n}{a^2(1 - k) - 1} - a^2
\]

(14)

Note that the functional relationship in [17] only contains $C_p(\tau(t))$ and $C_s(\tau(t), \sigma_o^2(t))$ in Corollary 1.

**IV. SCHEDULING PROBLEM FORMULATION**

To minimize Linear Quadratic Gaussian (LQG) cost [19], the scheduling problem can be formulated as:

\[
\min_{\pi} J(\pi) := \mathbb{E}_\pi \left( \lim_{T \to \infty} \frac{1}{T} \mathbb{E} \left[ \sum_{t=1}^{T} x^2(t)Q + u^2(t)R \right] \right)
\]

s.t. $d(t) \in \mathcal{M}, \forall t > 0$

(15)

where $Q \geq 0$ and $R > 0$ represent the state and control input weights respectively. The expectation is taken with respect to the randomness of the process and observation noises as well as the generic scheduling policy $\pi$.

According to theorem 1 in [18], the optimal control gain $L$ can be designed separately from the scheduling policy $\pi$ and is a certainty equivalent strategy [19] as follows:

\[
L = -(Q + b^2P)^{-1}bPa
\]

(16)

where $P$ is the solution to Discrete Algebraic Recurrence equation (DARE) [19]. Using the certainty equivalence property of [16] in [19], we can rewrite the LQG control cost $J$ as follows:

\[
J = c_0 + \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \left[ L^2(Q + b^2P) \right] \mathbb{E} \left[ e^2(t) \right]
\]

(17)
where $c_0 = \mathbb{E}\{x^2(0)P\}+\sigma_0^2P$ is the initial condition by taking expectation on the randomness of the process noise. Since $c_0$ and $L^2(Q + b^2P)$ in (17) are irrelevant with the scheduling policy $\pi$, the original problem (15) can be reduced to the following form according to Theorem 1:

$$
\min_{\pi} J_E(\pi) = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{n=0}^{N-1} \mathbb{E}\{q-t\}a^2(1-k(t+n))^2 \}
$$

s.t. $d(t) \in \mathcal{M}, \forall t > 0$

(18)

V. Near-optimal policy design

The scheduling problem, though as simplified as (18), is still difficult to be solved as a Markov Decision Process directly similar to (15), since the function $f$ is non-linear function of age, and there is coupling among the state estimation and process noise from different time slots. Thus we try to provide an asymptotically optimal scheduling algorithm instead.

Given the age process $\tau_t$ of received observations, the age of all sensors $\Delta = \{C_{m}(t) + \tau_t\}_{m=1}^{M}$ and estimation gain $k(t)$ at slot $t$, the following $N$ step myopic problem is used to approximate the optimal policy by substituting $N$ into $T$:

$$
\min_{\pi} J(\pi, t) := \frac{1}{N} \sum_{n=0}^{N-1} \mathbb{E}\{q-n\}a^2(1-k(t+n+l))^2 \}
$$

s.t. $d(t) \in \mathcal{M}, \forall t > 0$

(19)

Instead of directly tackling the original problem (18), we obtain an approximate solution by solving the dynamic programming (19) with a sliding window at each time slot. When $N$ approaches infinity, problem (19) is equal to problem (18), meaning that the solution is asymptotically optimal. While when $N = 1$, the solution to problem (19) is the greedy policy.

Consider the age of all sensors $\Delta$ as the state of the dynamic programming problem (19). The main idea of the solution uses the Bellman equation (16) to make backward inductions from time slot $t + N - 1$ to time slot $t$.

$$
V(n, \Delta, \pi_{t+n}) = \min_{d(n)} \sum_{\Delta'} P_r(\Delta'|\Delta, d(n))\{V(n+1, \Delta', \pi_{t+n+1}) + \sum_{l=1}^{N} \prod_{n=1}^{q-n} a^2(1-k(t+n+l))^2 \}
$$

where $V(n, \Delta, \pi_{t+n})$ is the value function of state $\Delta$ with age process $\pi_{t+n}$, and $P_r(\Delta'|\Delta, d(n))$ is the transition probability from state $\Delta$ to state $\Delta'$ under the action $d(n)$.

We present Algorithm 1 to solve problem (19). Rewards summed over multiple time steps are used to overcome the problem of shortsighted scheduling. The Algorithm 1 is a trade-off between the LQG optimality and the complexity.

VI. Numerical Results

In this section, we evaluate the function in theorem 1 and the performance of Algorithm 1 through simulations.

Algorithm 1 A Sliding Window Iteration Scheme

**Input:** The current age for all sensors and age process of received observations, $\Delta$ and $\pi_t$; the set of system parameters, $\mathbb{I}_s = \{a, \{k(t)\}, \sigma_{a,1}^2, \sigma_{a,2}^2, \ldots, \sigma_{a,M}^2\}$;

**Output:** the chosen sensor in the current time slot $t$, $d(t)$;

1. for $t \geq 0$ do
2. solve the $N$ step value iteration by (20),
3. choose the sensor which gets the minimal value function $V(t, \Delta, \pi_t)$ as $d(t)$ and return $d(t)$
4. end for

A. Estimation Error Evaluation Accuracy

We consider WNCs with delayed noisy observations updated at the controller in each slot and compare the evaluation accuracy of the estimation error with different process noise variance $\{0.01, 0.02, 0.05\}$ and different delays of observations. Fig. 2(a) shows the squared estimation error evaluation normalized by the result from Theorem 1. The parameters are set that $\sigma_a^2(t) = 0.05, a = 1.3, b = 1, k = 0.5, T = 10000$. It can be seen that the squared estimation error calculated by our function and Monte-Carlo simulation results match perfectly well and that calculating using the method proposed in (17) is an underestimated version (compared with simulation results), and the deviation increases with larger noise variance and delay because $C_{e}(t, \pi_t)$ increases rapidly with $\tau(t)$ and $a$.

B. Performance of Scheduling

There are four sensors that share the ideal channel with one packet per time slot bandwidth limit are considered. We set that $a = 1.3, b = 1, Q = 1, R = 1, \sigma_p^2 = 0.1, t_d = 1$. The control strategy can be calculated as $L = -0.8879$ by using (16). We assume sensor $m = 1$ keeps observing the system state with probability $p_1 = 1$ and all the other sensors share the same observation probability $p$ for simplicity. The total simulation time slot is set as $T = 10000$ and the initial state is set as $x(0) = 1$. The following comparison policies are used:

1. **Average age-minimal policy** (average-minimal policy) (20):
   - The scheduler chooses the sensor with the highest precision among the sensors with the smallest age to transmit.

2. **Average observation noise variance-minimal policy** (variance-minimal policy):
   - The scheduler chooses the sensor with the highest precision among all available sensors.

3. **Random policy**:
   - The scheduler chooses randomly.

To achieve better control performance, all policies will not transmit observations that have already been transmitted.

Fig. 2(b) shows the LQG cost of different policies with respect to the observation noise’s variance $\sigma_a^2$. The noise variance of the other three sensors are set as $0.02, 0.05, 0.2$ and the observation probability is set as $p = 0.4$. It can be seen that the performance deteriorates with the increased noise variance, and our proposed policy has great performance advantages compared with the other policies. When the observation noise’s variance is small, the variance-minimal policy is better than the age-minimal policy. However, when the observation noise’s variance exceeds a certain value,
the age-minimal policy is better. It is because the variance-minimal policy mainly considers the effect of high precision observations, while age-minimal policy focuses on the latency and chooses more low precision observations. Our proposed algorithm has taken into account the effect of both.

C. Impact of Window Size

Fig. 2(c) shows the LQG cost of our proposed sliding window policy for different window sizes with respect to the observation probability $p$. The observation noise variances are set as $0.8, 0.02, 0.05, 0.2$. The red solid line represents the LQG cost with window size $N = 4$, and the black double dash lines represent the performance ratios of window sizes $N = 1, 2, 3$ to the window size $N = 4$. As the observation probability increases, the performance gradually improves due to the increase of available observations. In addition, performance improves as the window size $N$ increases. Yet, the improvement is not significant at low observation probability due to limited selections of observations, and gradually decreases with the window size. A small window size can already provide good control performance with low complexity.

VII. CONCLUSION

We have obtained a direct evaluation function of the estimation error for WNCSSs with noisy and delayed observations. A near optimal scheduling policy is proposed to solve the transmission scheduling problem with low complexity and high LQG performance. Simulation results indicated that the proposed policy can significantly outperform the existing policies. The application of the proposed evaluation method to complicated communication systems, such as packet dropouts and power constraints, will be left for future work. Besides, the generalization to vector-form systems is also of future interest.
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