NISQ: Error Correction, Mitigation, and Noise Simulation
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Error-correcting codes were invented to correct errors on noisy communication channels. Quantum error correction (QEC), however, may have a wider range of uses, including information transmission, quantum simulation/computation, and fault-tolerance. These invite us to rethink QEC, in particular, about the role that quantum physics plays in terms of encoding and decoding. The fact that many quantum algorithms, especially near-term hybrid quantum-classical algorithms, only use limited types of local measurements on quantum states, leads to various new techniques called Quantum Error Mitigation (QEM). This work addresses the differences and connections between QEC and QEM, by examining different application scenarios. We demonstrate that QEM protocols, which aim to recover the output density matrix, from a quantum circuit do not always preserve important quantum resources, such as entanglement with another party. We then discuss the implications of noise invertibility on the task of error mitigation, and give an explicit construction called quasi-inverse for non-invertible noise, which is trace preserving while the Moore-Penrose pseudoinverse may not be. We also study the consequences of erroneously characterizing the noise channels, and derive conditions when a QEM protocol can reduce the noise.

I. INTRODUCTION

The field of quantum information processing has entered an era featuring noisy, intermediate-scale quantum (NISQ) devices. Despite some recent demonstrations of computational advantages compared to classical computers [1,2], NISQ devices still face significant challenges before eventually becoming practically useful. In particular, noise in NISQ processors can spoil the computation process and possibly lead to incorrect final results.

Conventionally, the main tool for protecting the processor from noise has been quantum error correction (QEC). QEC protocols are designed to allow a user to detect, and eventually correct, errors that happen during a quantum computation. While many approaches for QEC have been developed, few have been tested on real quantum processors due to the significant requirements on the hardware. First, QEC generally encodes quantum information into a much larger Hilbert space, which requires the hardware size to be large as well. Second, quantum operations (gates) on a processor must below a certain threshold value for QEC to successfully reduce the effective error, instead of introducing more errors. Meeting both requirements is generally difficult on most state-of-the-art devices available today.

Recently, the field of quantum error mitigation (QEM) emerged with the goal of decreasing the effective noise level, while circumventing these two obstacles, on near term devices. The general consideration is that, if one has some knowledge about the noise processes happening in a particular hardware, then one should be able to utilize that knowledge to reduce (part of) the effect of that noise. Importantly, it is more desirable to have protocols that does not require (or requires very little) additional hardware overhead in order to improve the computation accuracy. Numerous protocols have been developed during the past few years [3–7] that fall into this category.

The parallel development of both fields naturally leads to the question: under what circumstances should one apply QEC over QEM, and vice versa? The current experimental apparatus favors QEM due to limitations on hardware quality. However, there exists deeper distinctness between the two that restricts the use of QEM under some experimental goals.

In this work, we first examine the relation between QEC and QEM from a high-level perspective. In Section II, we give examples from classical and quantum communication, demonstrating the different usage scenes of QEC and QEM. We argue that the invertibility of noise limits the performance of optimal QEM protocols, and propose a construction called quasi-inverse in case of non-invertible noise. We prove that compared to a conventional choice of pseudoinverse, the Moore-Penrose pseudoinverse, the quasi-inverse has the advantage of being trace preserving, which is advantageous in running computer simulations. In Section III, we study the effects due to imperfect characterizations of noise channels, and give a sufficient condition for when an optimal QEM can improve the expectation value of any observable.
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II. THE CASE OF COMMUNICATION

A. Classical communication

We start by considering a communication task, and for simplicity, we start from the classical setting. Here, a sender Alice would like to transmit a \( k \)-bit string to Bob. An example of the string would look like:

\[
s = 11010101000100110101010011...
\]  

(1)

Alice and Bob share a classical communication channel \( C \) which is subject to noise. She does so by sending the text through \( C \) only once. Suppose that there are 40% of 0’s and 60% of 1’s in the text string. For simplicity, assume that the noise is described by a binary symmetric noise channel with strength \( p \), denoted as \( \text{BSC}_p \) (note that we’ll reserve script letters for quantum channels). This channel preserves the sent bit with probability \( 1-p \), and flips it (symmetrically from 0 to 1 and from 1 to 0) with probability \( p \).

Classical error correcting codes have been developed to fight this noise. An illustrative figure is given in Fig. 1.

The simplest example is the 3-bit repetition code: it is defined by the encoding

\[
0 \rightarrow 000, \ 1 \rightarrow 111,
\]  

(2)
i.e., each bit is repeatedly encoded 3 times. The number of uses of the channel has now increased 3 times to \( 3k \). The decoding is done by performing a majority vote on the received bits, so that at the receiving end, Bob again obtains a bit string of length \( k \). Assuming that \( \text{BSC}_p \) acts independently on each bit, the probability of error is reduced from \( p \) to \( 3p^2(1-p) = O(p^2) \) by this code.

It has long been recognized that the key ingredient that enables classical error correction is trading fidelity with redundancy. This concept has been transferred to quantum error correcting codes (QECCs), where a direct mimicking of classical codes is forbidden due to the no-cloning principle. The complexity of quantum noise has also posed a great challenge to building quantum codes. Nonetheless, many QECCs have been developed that fight against different kinds of noise. Beyond communication, QECCs have also found applications in fields like quantum computation, quantum simulation, and fault-tolerance. We will discuss further about QECCs in Section IIIB.

Next, consider another seemingly “natural” way of reducing the effect of noise. We start by writing down a matrix representation of the noise,

\[
\text{BSC}_p \rightarrow \begin{pmatrix} 1-p & p \\ p & 1-p \end{pmatrix} := N_{\text{BSC}_p}
\]  

(3)

where both the input and output basis are ordered as \( \{0,1\} \). The action of \( N_{\text{BSC}_p} \) is through matrix multiplication, so that if Alice sends a bit 0, it becomes at the output end

\[
N_{\text{BSC}_p}(1) = \begin{pmatrix} 1-p \\ p \end{pmatrix},
\]  

(4)

so that Bob gets 0 with probability \( 1-p \) and 1 with probability \( p \).

Note that since classical noise is governed by laws of classical physics, in principle an almighty Bob can learn exactly whether a noise process has occurred or not during the transmission. If this is the case, then the uncertainty in our probabilistic error model disappears, and he can perfectly recover the input message. But in reality, Bob does not have such information, and Eq. (3) represents his complete knowledge about the noise. Suppose that in addition, Bob knows the value of \( p < 1/2 \). What is then the best that Bob can do in attempt to reduce the noise effects? If Bob receives a bit 1, then he only knows that Alice more likely sent a 1 than a 0, so the best deterministic procedure is simply to keep the bit. Applying this argument to all received bits, we see that the best that Bob can do is to simply keep all received bits intact.

There is, however, another possibility for Bob to use his knowledge about \( p \). If \( k \) is sufficiently large, then Bob can fully recover the 40% - 60% distribution of Alice’s input. Specifically, he applies the inverse map of \( N_{\text{BSC}_p} \) on his received distribution, resulting in

\[
N_{\text{BSC}_p}^{-1} N_{\text{BSC}_p} v_A = v_A,
\]  

(5)

where \( v_A = (0.4, 0.6)^T \) is Alice’s input distribution. However, Bob cannot further use this restored distribution to recover Alice’s message. The best he can do is to use the restored distribution to randomly generate a new \( k \)-bit string, during which Alice’s message is completely destroyed. This procedure is analogous to QEM under the classical communication setting, so we will call it classical error mitigation (CEM). In particular, CEM does not increase the channel capacity, defined by

\[
C = \max_{p(x)} I(X : Y)
\]  

(6)

where \( X \) and \( Y \) are random variables denoting the input and output, respectively, \( I(X : Y) \) is the mutual information between \( X \) and \( Y \), and the maximum is over all probability distributions of the input, \( p(x) \). This is a direct consequence of the data processing inequality.
B. Quantum Communication

The problem of preserving information becomes much more interesting and complicated for quantum communication. For example, many different definitions for a “quantum” channel capacity can be proposed based on different considerations [8]. Below, we consider two situations in order to contrast QEC and QEM.

1. When to use both QEC and QEM

First, consider the situation in Fig. 2a where Alice prepares $k$ copies of the input state $\rho_n$, and send it to Bob using a noisy quantum channel $\mathcal{N}$. This involves $k$ uses of the quantum channel. How can Alice an Bob reduce the effect of the noise $\mathcal{N}$?

Earliest development of QECCs have initiated by considering exactly this model [9]. QECCs works by using a certain encoding scheme, which is a completely positive and trace preserving (CPTP) map $\mathcal{E} : C_{2^n} \rightarrow C_{2^n}$ (where $n > k$), and then decode at Bob’s end using another CPTP map $\mathcal{R} : C_{2^n} \rightarrow C_{2^n}$. Here $C_{2^n}$ denotes the complex Euclidean space with dimension $2^n$. This involves $n$ uses of the quantum channel which increases the redundancy. It has been shown that doing so may protect the system against certain types of noise.

Let’s contrast this with QEM. In QEM, we again assume that Bob has some knowledge about the noise $\mathcal{N}$; in order not to constrain Bob’s power, we further assume that Bob knows the exact form of $\mathcal{N}$. Upon receiving $k$ copies of $\rho_{out}$, Bob first makes some measurements to reconstruct $\rho_{out}$ (e.g., by using quantum state tomography), then applies the inverse channel $\mathcal{N}^{-1}$ (assumed exists for now) to recover $\rho_n$.

One should now recognize the similarity between QEM and CEM for reconstructing the input distribution. Indeed, a density matrix is probabilistic description of outcomes of any possible measurement on a quantum system. The only difference is perhaps that quantum noise is more complex in nature. In this scenario, it is sufficient for Bob to reconstruct $\rho_n$ as a mathematical object in order to eliminate the effect of $\mathcal{N}$, since this determines the outcome of any measurement Bob can possibly make on the system. Thus, QEM can be useful in this case.

We can further materialize this view by considering an example using current QEM protocols, such as the quasiprobability decomposition method [3]. The goal here is strictly weaker than the one above; namely, we would like to recover the expectation value $\text{Tr}[O\rho_{in}]$ for some observable $O$. It is weaker because we are now only concerned with some particular measurements corresponding to $A$. The protocol assumes that a set of imperfect gates $\tilde{G}_i$, which forms a spanning set of all 1-qubit gates, is available. In particular, the ideal channel (which is identity in this case) can be decomposed into a quasiprobability distribution (a probability distribution with $+$ or $-$ signs) of all $\tilde{G}_i$’s. Upon receiving the state, Bob performs gates from $\{\tilde{G}_i\}$ according to the underlying probability distribution, measure the observable $O$, and updates the measurement outcome with the $+$ or $-$ sign. This effectively recovers $\text{Tr}[O\rho_{in}]$. We can clearly see in this example that error mitigation is helpful if our goal is to restore the outcome of some measurements, i.e., some classical “shadows” of the quantum system.

2. When to use QEC only

Next, consider the situation where not only its classical image $\rho$, but also the quantum object itself, is of interest. For example, this is the case when entanglement is being used as a resource by two spatially separated users Alice and Bob to achieve some tasks. Consider Fig. 3 where a central source would like to distribute $k$ copies of maximally entangled Bell pairs

$$\Phi^+ = (|00\rangle_{AB} + |11\rangle_{AB})/\sqrt{2} \quad \text{(7)}$$

to Alice and Bob. The quantum channel to Bob is noisy and is described by a channel $\mathcal{N}$. Again, assume for now that $\mathcal{N}$ is invertible.
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First, the channel to Alice is noiseless, so Alice alone has no knowledge on $\mathcal{N}$. This implies that allowing a 1-way communication channel from Alice and Bob cannot improve the fidelity of Bob’s channel. So any possible operation must be performed on Bob’s side only. A “natural” QEM protocol Bob can apply is then to first measure his qubit using the $k$ copies, obtain $\rho_B$, then apply the inverse channel $\mathcal{N}^{-1}$. This is shown in Fig. 3b. The recovered state then represents all of Bob’s knowledge of his qubit, since from this he can calculate the probability of any measurement outcome that he can make.

The only problem with the above protocol is that it is obviously useless. In particular, all entanglement between Alice and Bob has been destroyed due to the measurement. In fact, analogous to the classical case where Bob recovers Alice’s input distribution and generate a random $k$-bit string, here Bob knows in advance that he will ideally get a maximally mixed state $I/2$; so the above protocol is simply equivalent to Bob generating $(I/2)^k$ locally, and discarding all qubits received from the Source!

The “correct” way of reducing the effect of $\mathcal{N}$ is by using a family of procedures called entanglement purification protocols (EPPs) [10]. This is shown in Fig. 3c. In EPP, Alice and Bob needs to start from $n > k$ copies of the noisy Bell state, and obtain $k$ pairs at the end which are closer to the pure state $\Phi^+$. We omit the details of different possible procedures here, but emphasize that only local operations and classical communications (LOCC) are used in all variants of EPP. Here again, we see that redundancy is necessary in this task, similar to classical EC in preserving classical information.

The above analysis shows that EPP protocols can protect entanglement against noise. But what is perhaps more profound is that a class of EPP protocols called one-way EPP (1-EPP) also permits the creation of a QECC [10]. This is enabled by quantum teleportation: the one-way constraint creates time-separated EPR pairs like $\Phi^+$, allowing a quantum object in an arbitrary state $|\xi\rangle$ to be teleported forward in time. This effectively creates a faithful transportation of quantum information from Alice to Bob, despite the presence of noise from the source of Bell pairs. This type of QECC is particularly relevant in distributed quantum computing, where quantum information needs to be transported among spatially separated locations. In this case the local density matrices, although representing the full knowledge by each individual location, do not cover the whole picture; so using QEM to recover the ideal local density matrices will not be useful.

The above example shows a deep distinction between QEM, which is only capable of restoring the classical image of a quantum system, and QEC, which is capable of restoring the quantum system itself, along with all possible non-classical resources that the quantum system possesses. It is instructive to compare the above with the classical counterpart, namely, that when one needs to preserve classical information (see Section II A). There, we have also argued that EC is helpful for such a task, while EM is not. Indeed, it has long been recognized that entanglement share a similar role to that of classical information [10]. So the task of preserving entanglement may also be viewed as a quantum analog of preserving classical information, which can only be achieved by using QEC. Furthermore, recall in Section III B II we argued that recovering density matrices in QEM is analogous to recovering classical distributions in CEM. These completes our comparisons between EM and EC, which are summarized in Table I.

| | Classical | Quantum |
|---|---|---|
| EC | Classical information | Entanglement |
| EM | Classical distribution | Density matrices |

TABLE I: Comparison between EC and EM under the classical and quantum settings. The table inputs list what the two protocols is capable of restoring, under both settings.

C. Invertible Noise

Finally, before moving on to discuss QEM in quantum computation, in this section we will address how the nature of the noise will determine the “upper limit” of any QEM protocol. Again we start our discussion from classical communication. Consider again the BSC$_p$ noise model. The matrix representation of the noise in Eq. 3 is only a probabilistic description of the underlying physical processes, which can be either nothing (identity) or a bit-flip. The classical bit-flip channel, denoted $F$, acts as follows:

$$F(0) = 1, \quad F(1) = 0.$$  (8)

We see that $F$ is invertible since it is a bijection: i.e., there is a one-to-one correspondence between its inputs and outputs. Moreover, $F^{-1} = F$. If one has the full knowledge of an invertible noise map in a particular transmission (not the probabilistic one as in Eq. (3)), then the noise can in principle be eliminated without redundancy. In the BSC language: if Bob knows that a bit flip happened during a transmission, then he can flip it back to eliminate the noise.

Consider another common classical error model called the binary erasure channel with probability $p$, denoted as BEC$_p$. In this model both 0 and 1 are transmitted with probability $1 - p$, and erased with probability $p$ (Bob knows when a bit is erased). The underlying physical process in this example is an erasure channel, denoted as $E$: it has the effect

$$E(0) = e, \quad E(1) = e.$$  (9)

where $e$ denotes the state of being erased. Since both 0 and 1 correspond to the same output $e$, $E$ is not a bijection and thus non-invertible. In other words, even if
Bob knows that an erasure has occurred, he cannot infer what Alice intended to send. Therefore, such errors cannot be corrected without using degeneracy. Importantly, the 3-bit repetition code introduced in Eq. (2) can protect against the erasure error.

Now we consider the quantum case. A quantum noise process is, on the physical level, described by a CPTP map \( \mathcal{N} \). Just as classical noise, quantum noise can also be either invertible or non-invertible. The invertibility of a quantum noise map can be deduced from its matrix representation, as shown in Theorem 1. There are three distinct possibilities. The first is that \( \mathcal{N} \) is invertible, and \( \mathcal{N}^{-1} \) is CPTP. For an invertible \( \mathcal{N} \), the inverse \( \mathcal{N}^{-1} \) is unique, and is Hermitian preserving (HP) and trace preserving (TP) \(^\text{11}\). If the dimensions of input and output space are the same, the channel has a CPTP inverse iff the channel is an unitary channel \(^\text{12}\) \(^\text{13}\).

It is particularly instructive to re-examine the case in Fig. 6 under this assumption on \( \mathcal{N} \). Since \( \mathcal{N}^{-1} \) is unitary, Bob can in principle implement it on his qubit, which would fully restore the Bell pair \( \left| \Phi^+ \right> \) between him and Alice. This, in fact, also correspond to a QECC, with a trivial encoding map \( \mathcal{E} = I \) and a recovery map \( \mathcal{R} = \mathcal{N}^{-1} \) (see Fig. 2b). Thus, no redundancy is needed in principle to recover this noise. However, note that Bob’s recovery operation is local, which cannot increase the amount of entanglement by any valid measure according to the fundamental postulate of entanglement theory \(^\text{14}\). Since the state after recovery is maximally entangled, the one prior to recovery must be maximally entangled as well, meaning that this (local unitary) noise model does not decrease the entanglement between Alice and Bob. Thus, this noise model is rather trivial from the point of preserving entanglement.

The second possibility is that \( \mathcal{N} \) is invertible, but \( \mathcal{N}^{-1} \) is not CPTP. A condition for when this will happen is later given in Proposition 1. Many experimentally relevant noise models, such as the phase damping channel and the depolarizing channel, fall under this category. Since \( \mathcal{N}^{-1} \) is not a physically realizable operation, it cannot be experimentally implemented on the target system, so our above method to restore quantum information without redundancy fails. Using QEM procedures, one can still recover the classical information in principle, by first extracting the classical information through measurements, and numerically apply the inverse map \( \mathcal{N}^{-1} \). But the process of measurement will inevitably disturb the system being measured, and destroy any entanglement it possibly has with other systems. So in this case, the best possible QEM is capable of restoring the classical information, but not entanglement.

To describe the inverse maps, it is useful to first define a matrix representation for quantum states and maps. In this work we denote the space of linear operators mapping Hilbert space \( H_A \) to \( H_B \) as \( L(H_A, H_B) \), or \( L(H_A) \) in short if \( H_A = H_B \). Let \( T(H_A, H_B) \) be the space of linear maps from \( L(H_A) \) to \( L(H_B) \). Let \( e_i \) be the standard basis of \( H_i \) with a 1 at position \( i \) and 0 elsewhere.

Let \( E_{a,b} \) be the standard basis of \( L(H_A, H_B) \) with a 1 at position \( (a, b) \) and 0 elsewhere.

**Definition 1.** (Vectorization of linear operators.) The vec mapping \( \mathbf{vec} \) : \( L(H_A, H_B) \rightarrow H_B \otimes H_A \) is the unique mapping that satisfies \( \mathbf{vec}(E_{a,b}) = e_b \otimes e_a \).

Next we define representations for quantum maps.

**Definition 2.** (Choi representation.) The Choi representation of a map \( \mathcal{M} \in T(H_A, H_B) \) is defined by \( C(\mathcal{M}) = \sum_{a,b} \mathcal{M}(E_{a,b}) \otimes E_{a,b} \).

**Definition 3.** (Natural representation.) The natural (or equivalently, superoperator) representation of a map \( \mathcal{M} \in T(H_A, H_B) \) is defined by the unique linear operator \( \mathbf{v}(\mathcal{M}) \in L(H_A \otimes H_A, H_B \otimes H_B) \) that satisfies \( \mathbf{v}(\mathcal{M})\mathbf{v}(A) = \mathbf{v}(\mathcal{M}(A)) \) for all \( A \in L(H_A) \).

In the natural representation of quantum channels, the channel \( \mathcal{N} \) acting on a quantum state \( \rho \) can be written as the superoperator \( \mathbf{v}(\mathcal{N}) \) multiply the vector representation \( \mathbf{v}(\rho) \) of the quantum state \( \rho \) \(^\text{15}\). The vector representation \( \mathbf{v}(\rho) \) of \( \rho \) inherits its ordering from the superoperator, hence we abuse the notation \( \mathbf{v}(\cdot) \) for vector representations of quantum states and observables (it often written as the double ket \( \left< \right| \rho \left| \right> \) in other literature).

The following theorem directly comes from representation theory of linear maps.

**Theorem 1.** The quantum channel \( \mathcal{N} \) is invertible iff \( \mathbf{v}(\mathcal{N}) \) is an invertible matrix.

Here is an example that the inverse \( \mathcal{N}^{-1} \) of a CPTP map \( \mathcal{N} \) is non-CP.

**Example 1.** Let the Choi representation of a quantum channel \( \mathcal{N} \) be

\[
C(\mathcal{N}) = \begin{pmatrix}
\frac{3}{4} & 0 & \frac{1}{2} & \frac{1}{2} \\
0 & 0 & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{pmatrix}.
\]

The superoperator is

\[
\mathbf{v}(\mathcal{N}) = \begin{pmatrix}
\frac{3}{4} & \frac{1}{2} & \frac{1}{2} & 0 \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
0 & \frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{pmatrix}.
\]

Therefore, the inverse of \( \mathbf{v}(\mathcal{N}) \) is

\[
\mathbf{v}(\mathcal{N}^{-1}) = \begin{pmatrix}
\frac{3}{4} & \frac{1}{2} & \frac{1}{2} & 0 \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
0 & \frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{pmatrix}.
\]

Its Choi representation is

\[
C(\mathcal{N}^{-1}) = \begin{pmatrix}
\frac{3}{4} & 0 & \frac{1}{2} & \frac{1}{2} \\
0 & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{pmatrix}.
\]
The Choi representation $C(N^{-1})$ has negative eigenvalues. Therefore, $N^{-1}$ is a HPTP map, but not CP.

D. Non-invertible Noise

The third possibility is that $N$ is non-invertible. Under this noise, even the classical information cannot be completely recovered without using redundancy in principle. However, the information can be partly restored.

It is known that the superoperator $v(N^{-1})$ of the inverse channel $N^{-1}$ equals to the inverse $v(N)^{-1}$ of the superoperator $v(N)$. However, if the channel $N$ is not invertible, the generalized inverse of $v(N)$ is not unique.

The question of how to construct the inverse-like channel for a non-invertible channel naturally arises.

A commonly used generalized inverse is the Moore-Penrose inverse $\text{MP}$. Later, we will show that the Moore-Penrose inverse of a CPTP map may not be TP anymore. A qubit channel example is shown in Example 2. When the generalized inverse $N^g$ is not TP, the state came out of $N^g$ is not trace 1, which causes failure on metrics like fidelity.

Here we provide a construction of inverse-like channel $N^+$. Let the dimension of input and output space be $d$.

Take the Jordan decomposition of the superoperator of $N$,

$$
v(N) = Q \cdot J \cdot Q^{-1} \tag{10}
$$

where $J$ is the Jordan normal form, $Q$ is a invertible matrix contains the generalized eigenvectors of $v(N)$. If $v(N)$ is diagonalizable, the Jordan normal form $J = \text{diag}(\lambda_1, \cdots, \lambda_d)$ is the diagonal matrix contains eigenvalues $\lambda_i$ of $v(N)$.

We take the inverse-like channel $N^+$ to be

$$
v(N^+) = Q \cdot J^* \cdot Q^{-1} \tag{11}
$$

If $v(N)$ is diagonalizable, $J^*$ is the diagonal matrix that leaves the 0's in $J$ untouched and take the reciprocal of the rest elements in $J$. If $v(N)$ is defective, we can construct each Jordan block in the following way: a $k$ by $k$ Jordan block $J_{\lambda_i}$ of $\lambda_i$ ($\lambda_i \neq 0$) in $J$ is

$$
J_{\lambda_i} = \begin{pmatrix}
\lambda_i & 1 \\
& \lambda_i & \ddots \\
& & \ddots & 1 \\
& & & \lambda_i
\end{pmatrix},
$$

let the corresponding block $J'_{\lambda_i}$ in $J'$ be the inverse of $J_{\lambda_i}$

$$
J'_{\lambda_i} := J_{\lambda_i}^{-1} = \begin{pmatrix}
\frac{1}{\lambda_i} & -\frac{1}{\lambda_i^2} & \cdots & (-1)^{k+1} \frac{1}{\lambda_i^k} \\
\frac{1}{\lambda_i} & \frac{1}{\lambda_i} & \cdots & (-1)^{k} \frac{1}{\lambda_i^{k-1}} \\
& \frac{1}{\lambda_i} & \cdots & \frac{1}{\lambda_i} \\
& & \ddots & \ddots
\end{pmatrix}.
$$

For a $k$ by $k$ Jordan block of diagonal zero ($\lambda_i = 0$), which is the nilpotent matrix $N$, we can set the corresponding block in $J'$ as a zero matrix $0_k$. Since $N$ is not invertible, letting the block be $0_k$ will have the same result as setting it as $N^{k-1}$. There is a certain freedom in the choice of this block.

Note that, for invertible channels, $N^+$ described above provides the inverse $N^{-1}$ of the channel ($N^+ = N^{-1}$). For non-invertible channels, this construction Eq. (11) does not satisfy the condition of generalized inverse ($N \circ N^+ \circ N \neq N$ when the dimension of the nilpotent Jordan block is greater than one), and we will call $N^+$ the quasi-inverse.

The resulting composed map $v(N)v(N^+) = QJ'\cdot Q^{-1}$, where $J'$ is a diagonal matrix, only containing 0's and 1's on its main diagonal. When the noise channel $N$ already contains 0's and 1's in its spectrum, the quasi-inverse is itself, and does not recover more information. In fact, any generalized inverse would not improve the outcome in this case.

The following proposition tells us another condition for a quantum channel to have a non-CP (quasi-) inverse.

**Proposition 1.** If a non-zero eigenvalue $\lambda_i$ of a quantum channel $N$ has modulus less than 1 ($|\lambda| < 1$), then the inverse (or quasi-inverse) channel $N^+$ is not complete positive.

**Proof.** $N$ is a CPTP map, therefore its spectral radius is one [15], i.e. $|J_{ii}| \leq 1$ for any main diagonal element $J_{ii}$ in $J$. Since $N$ has eigenvalues less than 1, there exists $|J_{jj}| < 1$ for some $j \in \{1, \cdots, d^2\}$. As defined above, $|J'_{jj}| > 1$, i.e. the spectral radius of $N^+$ is greater than one. Therefore, $N^+$ is not complete positive. \qed

Note that the spectrum of a quantum channel can be defined independently from its representations. In this section, we mainly work with superoperators (natural representation), but the Proposition 1 still holds in other representations (e.g. the Pauli representation).

Superoperators are powerful when calculating channel compositions and their actions on quantum states. Unlike the Choi representation, the natural representation does not directly show a lot of critical properties of quantum channels, like CP, TP, and HP. However, we found that the eigen structure of the superoperator is essential for its property. Lemma 1 and Lemma 2 provide an insight of why Moore-Penrose inverse is not TP in certain cases. And then, in Theorem 2, we prove that the quasi-inverse for a TP map is also TP.

Denote the trace operation in the vector representation $v(A)$ of $d$ by $d$ matrix $A$ as $\text{sTr} [\cdot]$, where $\text{sTr} [v(A)] = \text{Tr}(A)$.

**Lemma 1.** If a linear map $N : M_d \rightarrow M_d$ is trace preserving, the eigenvectors $v$ and generalized eigenvectors $v^g$ of eigenvalue $\lambda \neq 1$ of the superoperator $v(N)$ is trace zero, i.e. $sTr[v] = sTr[v^g] = 0$. 


Proof. For an eigenvector $v$ of $\mathbf{v}(N)$, we have $\mathbf{v}(N)v = \lambda v$. Since $N$ is trace preserving, $\text{sTr}[v] = \text{sTr}[\lambda v]$. And the eigenvalue $\lambda \neq 1$, we have $\text{sTr}[v] = 0$.

For a $k$ by $k$ Jordan block of eigenvalue $\lambda^g$, where $k > 1$, denote the first generalized eigenvector as $v^{g_1}$, we have

$$[\mathbf{v}(N) - \lambda^g \mathbf{I}]v^{g_1} = v, \quad (12)$$

where $v$ is the eigenvector corresponding to $\lambda^g$. Taking the trace on both sizes, $\text{sTr}([\mathbf{v}(N) - \lambda^g \mathbf{I}]v^{g_1}] = \text{sTr}[v]$, the left hand side is $\text{sTr}[[v^{g_1} - \lambda^g v^{g_1}] = (1 - \lambda^g)\text{sTr}[v^{g_1}]$, and the right hand side is zero from the argument above. Since $\lambda^g \neq 1$, $\text{sTr}[v^{g_1}] = 0$. By deduction, all $v^{g_i}$ are trace zero for $i \in \{1, \ldots, k - 1\}$. \qed

**Lemma 2.** For a trace persevering linear map $N : M_k \rightarrow M_k$, if there is a $k$ by $k$ ($k > 1$) defective Jordan Block of eigenvalue $\lambda = 1$ in $\mathbf{v}(N)$, the eigenvector $v$ and first $k - 2$ generalized eigenvector $v^{g_i}$ has to be trace zero, i.e. $\text{sTr}[v] = \text{sTr}[v^{g_i}] = 0$ for $i \in \{1, \ldots, k - 2\}$.

Proof. Assume that $\text{sTr}[v] \neq 0$. The first generalized eigenvector $v^g$ satisfy that $[\mathbf{v}(N) - \mathbf{I}]v^g = v$. Taking trace on both size, the left hand side equals to, and the right hand side does not equal to zero. It is a contradiction. The same argument holds for the rest of generalized eigenvectors except the last one. \qed

From Lemma 1 and Lemma 2, we know that all eigenvectors $v_\lambda$ for $\lambda \neq 1$ of a TP map has to be traceless. When $\lambda = 1$, if its algebraic multiplicity equals to its geometry multiplicity, $\text{sTr}[\mathbf{v}(N)v_\lambda] = \text{sTr}[v_\lambda]$ (i.e. the trace of $v_\lambda$ will not be changed under the action of $\mathbf{v}(N)$); if the algebraic multiplicity does not equal to the geometry multiplicity, the eigenvectors and generalized eigenvectors is traceless except for the last generalized eigenvector. This tells us that the eigen structure of the superoperator $\mathbf{v}(N)$ is crucial for $N$ to be TP. The way that we construct the quasi-inverse $N^+$ largely preserves the eigen structure, while the Moore-Penrose inverse $N^p$ focuses more on the singular value structure. It hints that $N^+$ should be TP and $N^p$ may not.

**Theorem 2.** The quasi-inverse $N^+$ of a trace preserving map $N$ is also trace preserving.

To prove that $N^+$ is trace preserving, we need to prove

$$\text{sTr}[\mathbf{v}(N^+)v_\lambda] = \text{sTr}[v_\lambda],$$

for every eigenvector and generalized eigenvectors $v_\lambda$ of $\mathbf{v}(N)$ in $Q$. From the construction of $N^+$, we almost get trace preserving for free. The proof can be found in Appendix A. Moreover, it is easy to see from the proof that the composed map $N^+ \circ N$ is also trace preserving.

**Example 2.** Here we give an example where the Moore-Penrose inverse $N^p$ of a CPTP map is not TP, but our constructed quasi-inverse $N^+$ is TP. Consider a noise channel $N$ whose Choi representation is given by

$$C(N) = \frac{1}{20} \begin{pmatrix} 8 & 0 & 1 & 6 \\ 0 & 12 & 2 & -1 \\ 1 & 2 & 8 & 0 \\ 6 & -1 & 0 & 12 \end{pmatrix},$$

then its superoperator is

$$\mathbf{v}(N) = \frac{1}{20} \begin{pmatrix} 8 & 1 & 1 & 8 \\ 0 & 6 & 2 & 0 \\ 0 & 2 & 6 & 0 \\ 12 & -1 & -1 & 12 \end{pmatrix}.$$ 

$$J = \text{diag}(0, 1, \frac{2}{5}, \frac{1}{5}), \text{ and } J' = \text{diag}(0, 1, \frac{5}{2}, 5).$$

The superoperator of quasi-inverse $N^+$ is

$$\mathbf{v}(N^+) = \frac{1}{20} \begin{pmatrix} \frac{2}{5} & \frac{2}{5} & \frac{5}{5} & \frac{2}{5} \\ 0 & \frac{2}{5} & \frac{2}{5} & \frac{2}{5} \\ 0 & -\frac{2}{5} & \frac{2}{5} & \frac{2}{5} \\ \frac{5}{2} & \frac{5}{2} & \frac{5}{2} & \frac{5}{2} \end{pmatrix}.$$ 

The Choi representation of $N^+$ is

$$C(N^+) = \frac{1}{20} \begin{pmatrix} 5 & 0 & 10 & 15 \\ 0 & \frac{2}{5} & -\frac{2}{5} & -\frac{2}{5} \\ \frac{2}{5} & \frac{2}{5} & \frac{2}{5} & \frac{2}{5} \\ 0 & -\frac{2}{5} & \frac{2}{5} & \frac{2}{5} \end{pmatrix}.$$ 

The Choi representation has negative eigenvalues. Therefore, the channel $N^+$ is trace preserving, Hermitian preserving, but not complete positive.

The Moore-Penrose inverse of $\mathbf{v}(N)$ is

$$\mathbf{v}(N^p) = \frac{1}{20} \begin{pmatrix} 115 & 10 & 10 & 505 \\ 294 & 9260 & 147 & 882 \end{pmatrix},$$

and its Choi representation is

$$C(N^p) = \frac{1}{20} \begin{pmatrix} 115 & 50 & 10 & 3245 \\ 115 & 9260 & 147 & 882 \end{pmatrix}.$$ 

which is Hermitian preserving but not trace preserving.

Fig. 4 shows the impact of different recovery channels. For this particular channel $N$, the quasi-inverse perfectly recovers the expectation value for Pauli operator $X$.

The composition of a singular channel and its quasi-inverse, $N^{re} := N^+ \circ N$, has a kernel dimension at least one. The effect of the composed channel $N^{re}$ on transmitted quantum states is analyzed in Appendix B.
First, we will consider different methods of implementing physical gates, but still require that noise not be ideal and can introduce more errors. In practice the gates $U_i$ are implemented imperfectly. Making the standard Markovian assumption on the noise, each imperfect $U_i$ can be decomposed as $N_iU_i$, where each $N_i$ is a CPTP map and can be distinct for different $i$. We thus have

$$\rho_{\text{out}} = N_n \circ U_n \circ \cdots \circ N_1 \circ U_1(\rho_{\text{in}})$$

(13)

where $\rho_{\text{in}}$ is the input quantum state, $\rho_{\text{out}}$ is the quantum state came out of the noisy circuits, $U_i$ are the desired operations, and $N_i$ are the noise corresponding to gate $U_i$.

To perform QEM, one first tries to learn (part or all of) the noise models, then recover the ideal gates through either physical or numerical means. Thus, if we wish to analyze the performance of the best possible QEM strategy, we may assume that all $N_i$’s are known exactly. And in reality, these $N_i$’s are obtained from experiments either during the calibration stage or as part of the QEM process, which necessarily involves inaccuracies when being reconstructed. Denote the noise models we received from experiments $\tilde{N}_i$, which are approximations of $N_i$. Let $\tilde{N}_i^{-1}$ denote the inverse of $\tilde{N}_i$. In this section we will consider channels with the same input and output dimensions.

First, consider the case where $\tilde{N}_i^{-1}$ exists and is CPTP for all $i$. Recall that this is true iff $\tilde{N}_i$ is a unitary channel. Then in principle one can insert an additional gate implementing $\tilde{N}_i^{-1}$ after each $U_i$ to fully invert the noise effect [11]. In reality, the experimentally obtained noise models are $\tilde{N}_i$. Thus, the output from this method will be

$$\rho_{\text{EM}} = \tilde{N}_n^{-1} \circ \tilde{N}_n \circ U_n \circ \cdots \circ \tilde{N}_1^{-1} \circ \tilde{N}_1 \circ U_1(\rho_{\text{in}}).$$

(14)

Naturally, there are two main sources of additional error. First, the experimentally learned noise model $\tilde{N}_i$ does not always equal $N_i$, so $\tilde{N}_i \circ N_i$ does not necessarily equal to the identity. Second, even if $N_i$ can be learned ideally, physically implementing $\tilde{N}_i^{-1}$ will also not be ideal and can introduce more errors.

Next, consider the case where $\tilde{N}_i^{-1}$ exists but is not CPTP. In this case it is impossible to physically restore the ideal output state. However, we can still perform the inverse numerically to recover the density matrix of the output state. The error mitigated output density matrix is given by

$$\rho_{\text{EM}} = \mathcal{E}_{\text{EM}}^{-1}(\rho_{\text{out}}) = \tilde{N}_n^{-1} \circ \tilde{N}_n \circ \cdots \circ \tilde{N}_1^{-1} \circ \tilde{N}_1 \circ U_1(\rho_{\text{in}}).$$

(15)

where

$$\tilde{N}_i^{-1} = U_n \circ \cdots \circ U_{i+1} \circ \tilde{N}_i^{-1} \circ U_{i+1} \circ \cdots \circ U_i.$$

(16)

For example, a depth-3 circuit can be numerically inverted by

$$\rho_{\text{EM}} = \tilde{N}_3^{-1} \circ \tilde{N}_2^{-1} \circ \tilde{N}_3^{-1}(\rho_{\text{out}}) = U_3 \circ U_2 \circ \tilde{N}_1^{-1} \circ U_3 \circ \tilde{N}_2^{-1} \circ U_3 \circ \tilde{N}_3^{-1}(\rho_{\text{out}}).$$

(17)

The numerical inverse method does not involve implementing physical gates, but still require that noise processes are accurately characterized. Many current

FIG. 4: The expectation values of the Pauli $X$ operator, $\text{Tr}(\rho X)$, of 50 randomly generated quantum states. The $x$-axis is a dummy label for tested states. The quasi-inverse channel $N^+$ perfectly recover the expectation values (green triangles) while the Moore-Penrose inverse $N^p$ sometimes worsen the results (blue dots).
numerical QEM protocols can be categorized as trying to obtain the exact noise-inverted output, meaning that their optimal performance is upper bounded by Eq. (17).

For example, the quasi-probability sampling method [8] directly attempts to implement the ideal gates through imperfect ones numerically; and learning-based QEM attempts to implicitly learn the noise models and invert them through regression [19].

In general, we can expand Eq. (15) to get
\[
\rho_{\text{EM}} = \mathcal{E}_{\text{EM}}^{-1}(\rho_{\text{out}}) = [U_n \circ \cdots \circ U_2] \circ \{N_1^{-1} \circ \cdots \circ N_{n-1}^{-1} \circ U_{n-1}^\dagger \circ N_n^{-1} \circ U_n^\dagger \}
\]
\[
= U_{n-1} \circ (U_1^\dagger N_1^{-1})_{1\cdots n}(\rho_{\text{out}})
\]
(18)

where we defined
\[
U_{n-1} := U_n \circ \cdots \circ U_1
\]

and
\[
(U_1^\dagger N_1^{-1})_{1\cdots n} := U_1^\dagger \circ N_1^{-1} \circ \cdots \circ U_n^\dagger \circ N_n^{-1}.
\]
(19)

Here \(U_{n-1}\) is the ideal circuit sequence, and \((U_1^\dagger N_1^{-1})_{1\cdots n}\) is the channel that maps \(\rho_{\text{out}}\) back to \(\rho_{in}\). The composition of such channels first maps the experimental output state \(\rho_{\text{out}}\) back to the input state \(\rho_{in}\), then perform the ideal operations \(U_{n-1}\); this is illustrated by the blue arrows in Fig. 5.

A naive numerical implementation of the channel inverse requires simulating the quantum circuit \(U_{n-1}\), which is naturally expensive. Generally speaking, the computational complexity for computing Eq. (18) is even higher than classically simulating the ideal circuit. This is in addition to the cost of characterizing noise channels. Therefore, directly computing such an inverse channel is not efficient for the purpose of mitigating error, thus not very useful in practice. However, theoretically, comparing the error mitigated results with classically simulated ones can unfold how precise our knowledge about the device noise is. Moreover, the result from this “optimal method” upper bounds the performance of any error mitigation protocol.

Finally, we mention briefly that when only an approximate version of the ideal output is wanted, one may apply an effective channel method where only one effective recover map \(N_{\text{eff}}^{-1}\) is applied (either physically or numerically) at the end, i.e.,
\[
\rho_{\text{EM}} = N_{\text{eff}}^{-1}(\rho_{\text{out}}).
\]
(20)

The effective recover map \(N_{\text{eff}}^{-1}\) is one with tunable parameters. Normally, this method involves first estimating the parameters in \(N_{\text{eff}}\) (the effective noise channel) according to experimental data, then calculating and applying \(N_{\text{eff}}^{-1}\) to new experimental data to mitigate errors. Methods that fall into this category include decoherence compensation in NMR experiments, and depolarizing-model-based EM [23]. Recent work also considered continuous inversion through the Petz recovery map [21].

\section{B. Imperfect Characterization of Noise Channels}

We now study the effects of imperfectly characterized noise channels on the performance of QEM. It is generally acknowledged that characterizing noise models in a quantum system is highly resource demanding [22]. In many current error mitigation protocols, the noise channel is assumed to be particular models [23], such as a depolarizing channel \(D\). It is then natural to ask the question of how incorrectly characterized noise channels \(\{\mathcal{N}_i\}\) would affect the mitigation outcome. As mentioned before, we will assume all \(\{\mathcal{N}_i\}\)’s to be invertible in this subsection.

As shown in Fig. 5 while the ideal circuits and the experimental operations are CPTP maps, the channels \((U_1^\dagger N_1^{-1})_{n\cdots 1}\) and \((U_1^\dagger N_1^{-1})_{n\cdots 1}\) (defined in Eq. (19)) are not necessarily CPTP anymore. The difference \(N_i - \mathcal{N}_i\) between the estimations \(\mathcal{N}_i\) and the actual channels \(N_i\) upper bounds the result of EM, independent of how the inverses are achieved. And it only affects the difference between \((U_1^\dagger N_1^{-1})_{n\cdots 1}\) and \((U_1^\dagger N_1^{-1})_{n\cdots 1}\).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig5.png}
\caption{The schematic diagram of maps. The blue arrows indicate the channel \(\mathcal{E}_{\text{EM-ideal}}^{-1} := U_{n-1} \circ (U_1^\dagger N_1^{-1})_{1\cdots n}\) for ideal error mitigation, and the red arrows indicate the channel \(\mathcal{E}_{\text{EM}}^{-1} = U_{n-1} \circ (U_1^\dagger \mathcal{N}_1^{-1})_{1\cdots n}\) for actual error mitigation. The error between actual noise channels \(\mathcal{N}_i\) and estimations \(\mathcal{N}_i\) cause the difference between \((U_1^\dagger N_1^{-1})_{1\cdots n}\) and \((U_1^\dagger N_1^{-1})_{1\cdots n}\), which leads to a deviation in the mitigated result.}
\end{figure}

From the perspective of output states, the goal of EM is to bring the output states closer to the ideal. In terms of state fidelity, this is to ensure that
\[
F(\rho_{\text{EM}}; \rho_{\text{ideal}}) > F(\rho_{\text{EM}}; \rho_{\text{out}}),
\]
(21)

where \(F(\rho_1, \rho_2) := \text{tr}\left(\sqrt{\sqrt{\rho_1} \rho_2 \sqrt{\rho_1}}\right)\) is the fidelity between \(\rho_1\) and \(\rho_2\).

If the actual noise channels \(\{\mathcal{N}_i\}\) are invertible and the noise characterization is perfect \((\mathcal{N}_i = \mathcal{N}_i)\), theoretically the errors can be perfectly mitigated, with Eq. (21) naturally satisfied. Realistically, \(\mathcal{N}_i \neq \mathcal{N}_i\), which opens the gap between ideal output states \(\rho_{\text{out}}\) and error mit-
igated state $\rho^{\text{EM}}$. We would like to know how much will the imperfections in characterizing $\mathcal{N}$ worsen the fidelity. Let $\Delta N_i := \hat{N}_i - N_i$ and $\Delta N^{-1}_i := N^{-1}_i - \hat{N}^{-1}_i$. Note that $\Delta N_i \Delta N^{-1}_i + \Delta N^{-1}_i \Delta N_i = 0$, therefore $\Delta N_i$ and $\Delta N^{-1}_i$ are related to each other. We mainly use $\Delta N^{-1}_i$ in later discussion.

Fig. 5 shows that the errors $\{\Delta N^{-1}_i\}$ only affect $(\mathcal{U}^{\dagger} \mathcal{N}^{-1})_{1\cdots n}$ and $(\mathcal{U}^{\dagger} \mathcal{N})_{1\cdots n}$ in the EM inverse channels $\mathcal{E}_{\text{EM-ideal}}$ and $\mathcal{E}_{\text{EM}}$ respectively. The difference between $\rho_{\text{EM}}$ and $\rho_{\text{out}}^{\text{ideal}}$ is

$$\rho_{\text{EM}} - \rho_{\text{out}}^{\text{ideal}} = \mathcal{E}_{\text{EM}}(\rho_{\text{out}}) - \mathcal{U}_{1\cdots n}(\rho_{\text{in}}) = \mathcal{U}_{n-1} \circ \left[ (\mathcal{U}^{\dagger} \mathcal{N}^{-1})_{1\cdots n} - (\mathcal{U}^{\dagger} \mathcal{N})_{1\cdots n} \right] (\rho_{\text{out}}).$$

(22)

In the middle bracket in Eq. (22), the errors $\{\Delta N^{-1}_i\}$ scramble in the layers of unitaries $\mathcal{U}^{\dagger}_i$. Let $\Delta N := (\mathcal{U}^{\dagger} \mathcal{N})_{1\cdots n} - (\mathcal{U}^{\dagger} \mathcal{N}^{-1})_{1\cdots n}$, Eq. (22) becomes $\rho_{\text{EM}} - \rho_{\text{out}}^{\text{ideal}} = \mathcal{U}_{1\cdots n} \circ \Delta N(\rho_{\text{out}}^{\text{exp}})$. Take the first order estimation $\Delta N^{(1)}$ of $\Delta N$, where each term in $\Delta N^{(1)}$ only contain one of $\Delta N^{-1}_i$ (see Eq. (C2) in Appendix C for the explicit expression). The first order error between states is $\Delta \rho_{\text{EM}} := \mathcal{U}_{1\cdots n} \circ \Delta N^{(1)}(\rho_{\text{out}}^{\text{exp}})$. We then define $F(\rho_{\text{EM}}, \rho_{\text{EM}}^{\text{ideal}}, \rho_{\text{out}}^{\text{ideal}})$ to be the first order estimation $F^{(1)}(\rho_{\text{EM}}, \rho_{\text{out}}^{\text{ideal}})$ of the state fidelity $F(\rho_{\text{EM}}, \rho_{\text{out}}^{\text{ideal}})$. The following proposition gives a bound on this quantity.

**Proposition 2.** The first order estimation of fidelity between $\rho_{\text{EM}}$ and $\rho_{\text{out}}^{\text{ideal}}$ is

$$\left( 1 - \frac{1}{2} \sqrt{\text{d}C_{\text{exp}}} \| v(\Delta N^{(1)}) \| \right)^2 \leq F^{(1)}(\rho_{\text{EM}}, \rho_{\text{out}}^{\text{ideal}}) \leq \left( 1 - \frac{1}{4} \mathcal{U}_i \| v(\Delta N^{(1)}) v(\rho_{\text{out}}^{\text{exp}}) \| \right)^2,$$

(24)

where $C_{\text{exp}} := \| v(\mathcal{U}_{n-1}) \| \cdot \| v(\rho_{\text{out}}^{\text{exp}}) \|$ is an experiment-related constant, and $\mathcal{U}_i := \inf_{\| x \| = 1} \| v(\mathcal{U}_{n-1} x) \|$ is the lower Lipschitz constant of the ideal operations $\mathcal{U}_{n-1}$. The norm $\cdot \| \cdot $ is 2-norm for vectors and is the induced matrix norm for matrices.

We can see that $F^{(1)}(\rho_{\text{EM}}, \rho_{\text{out}}^{\text{ideal}})$ is bounded by $\Delta N^{(1)}$ and other experimental constants. Therefore, by bounding the errors $\{\Delta N^{-1}_i\}$ in channel estimation, one can constrain the fidelity by using Eq. (24). In fact, this result can be understood easily from the left side of Fig. 5. Details can be found in Appendix C.

If the task realized by the given circuit only concerns the expectation value of a set of observables $\{A_i\}$, then the goal of QEM can be simplified as recovering the ideal expectation value, $\text{Tr}(\rho_{\text{out}}^{\text{ideal}} A_i)$. As shown in Fig. 5, one would wish the error mitigated result to lie within the green area. Since we cannot perfectly characterize the noise models $N_i$, we would like to know the condition which guarantees that $\text{Tr}(\rho_{\text{EM}} A)$ lands in the green zone. We show in Appendix D that the following is a sufficient condition for such a goal.

**Proposition 3.** If the following condition Eq. (25) is satisfied, EM is guaranteed to improve the expectation value of any observable $A$ for any circuit $\mathcal{U}_{n-1}$.

$$\| v(\Delta N) \| \leq l_{\text{ideal-exp}},$$

(25)

where $l_{\text{ideal-exp}} := \inf_{\| x \| = 1} \| v(\mathcal{U}^{\dagger} \mathcal{N}^{(1)}_{1\cdots n} - \mathcal{U}^{\dagger}_{1\cdots n} x) \|$ is the lower Lipschitz constant of $v(\mathcal{U}^{\dagger} \mathcal{N}^{(1)}_{1\cdots n} - \mathcal{U}^{\dagger}_{1\cdots n})$.

In the above result, the channels $(\mathcal{U}^{\dagger} \mathcal{N}^{(1)}_{1\cdots n}$ and $\mathcal{U}^{\dagger}_{1\cdots n})$ maps $\rho_{\text{out}}^{\text{exp}}$ and $\rho_{\text{out}}^{\text{ideal}}$ back to $\rho_{\text{in}}$ respectively. This condition Eq. (25), in general, is asking that the $\Delta N$ (Eq. (23)) to be smaller than $(\mathcal{U}^{\dagger} \mathcal{N}^{(1)}_{1\cdots n} - \mathcal{U}^{\dagger}_{1\cdots n})$. It is straightforward to observe from the brackets in Fig. 5. Since this proposition is for any observables and any circuit, it will also work for quantum state fidelity.

Note that Eq. (25) is a stringent requirement. If $v(\mathcal{U}^{\dagger} \mathcal{N}^{(1)}_{1\cdots n} - \mathcal{U}^{\dagger}_{1\cdots n})$ has a nontrivial null space, then it will focus the noise channel estimation $\hat{N}_i$ to be perfect, i.e. $\hat{N}_i = N_i$ for all $i \in \{1, \cdots , n\}$. We do not introduce extra assumptions on circuits and noises while deriving this sufficient condition. Knowing more information about the circuit and noises can loosen the requirement.

Normally, certain noise models are assumed while identifying device noise. The assumptions made on noise models lead to savings in parameters and resources in characterization. However, the distance between the actually noise $N$ in the system and the model assumed cannot be arbitrarily close. It opens a gap between the ideal outcomes and error mitigated outcomes of the given circuit. In particular, if the error model is overly simplified, it can cause problems on EM performance.

We consider a simple example of a depth-1, single qubit quantum channel, where the actual noise $N$ is a Pauli Channel. Suppose one believes that the noise in the system is mainly depolarizing, and tries to use the depolarizing channel $D$ to approximate the actual noise. Af-
ter fitting the parameters in $D$, the (quasi-) inverse $D^+$ of the estimated $D$ is used to recover information (i.e. $D^+ \circ \mathcal{N}(\rho)$).

The Karus representation of $\mathcal{N}$ and $D$ are $\mathcal{N} : \{\sqrt{p_1}I, \sqrt{p_2}X, \sqrt{p_3}Y, \sqrt{(1 - p_1 - p_2 - p_3)}Z\}$ and $D : \{\sqrt{1 - \frac{3\lambda}{4}}I, \sqrt{\frac{1}{2}X}, \sqrt{\frac{1}{2}Y}, \sqrt{\frac{1}{2}Z}\}$. For a given set of $\{p_1, p_2, p_3\}$, the optimal $\lambda$ to minimize $\|\mathcal{N} - D\|_1$ varies according to different representations and different choices of norm $\| \cdot \|_1$. The symmetry on the parameters in $D$ makes it impossible to perfectly capture the noise $\mathcal{N}$ for $p_i$’s that do not have such a symmetry.

Note that, the two vectors, $\vec{n} := (\sqrt{p_1}, \sqrt{p_2}, \sqrt{p_3}, \sqrt{(1 - p_1 - p_2 - p_3)})$ and $\vec{d} := (\sqrt{1 - \frac{3\lambda}{4}}, \sqrt{\frac{1}{2}}, \sqrt{\frac{1}{2}}, \sqrt{\frac{1}{2}})$, are also representations for $\mathcal{N}$ and $D$ respectively. Since $\vec{n}$ and $\vec{d}$ are normalized, minimizing the distance between $\mathcal{N}$ and $D$ is equivalent to maximizing $\vec{n} \cdot \vec{d}$, i.e.

$$\max_{\lambda \in [0, 1]} \left\{ \sqrt{p_1(1 - \frac{3\lambda}{4})} + \sqrt{p_2 + p_3 + \sqrt{(1 - p_1 - p_2 - p_3)}(\frac{\lambda}{4})} \right\}.$$

When $p_1 = \frac{1}{2}$ and $p_2 = p_3 = 0$, a channel will have a phase flip error with probability $\frac{1}{2}$ and will stay unchanged with probability $\frac{1}{2}$, corresponding to an optimal $\lambda_{\max}$ value of $\frac{1}{3}$. This $\lambda_{\max}$ bounds the distance between $\mathcal{N}$ and $D$ from above for this metric. Assume one fits the parameter $\lambda$ from experiments, and obtains the estimation that $\lambda = \frac{1}{3}$, the channel $\{\sqrt{3}I, \sqrt{\frac{1}{4}X}, \sqrt{\frac{1}{4}Y}, \sqrt{\frac{1}{4}Z\}}$ will be believed to be $\mathcal{N}$. Then $\mathcal{N}^{-1} = D^{-1}$ will be used to perform error mitigation. In Fig. 7 we can see that the actual channel $\mathcal{N}$ in fact preserves the expectation value of $Z$. Because of the incorrect assumptions on noise model, the mitigated results are actually worse (see the blue triangles in Fig. 7). Also note that, since $D^{-1}$ is non-CP, the outputs $D^{-1} \circ \mathcal{N}(\rho)$ are not valid quantum states anymore. In this case the fidelity function is not bounded below 1, thus is no longer a valid metric. We give further details in Appendix B.

While the above is a rather extreme example of channel mismatching, the message in this example is alerting. The gap between our knowledge of the noise and the actual noise in devices should also be considered while mitigating errors. Although we can lower bound the fidelity of the error mitigated state $\rho_{\text{REM}}$ and $\rho_{\text{outideal}}$ from Proposition 2, mitigating errors to improve the results still implies a competition between the experiment accuracy and the noise characterization (Proposition 3 and Fig. 5). In order to improve experimental readout from EM protocols, the increasing accuracy of the experiments demands better knowledge of device noise, which will translate into expensive procedures and sampling costs on noise char-

**IV. CONCLUSION**

In this paper, we discussed the different scenarios for using error mitigation and error correction. While error mitigation has demonstrated its use for most near-term quantum algorithms, it may destroy quantum resources like entanglement under some other scenarios, such as distributed quantum computation. It is thus an interesting open question to further study and classify the use cases of QEM protocols. We also show that the nature of noise processes limits the optimal performance of QEM, and analyzed three distinct cases where the noise is invertible and CPTP, invertible but not CPTP, and non-invertible. The first case is where both classical and quantum information is preserved; the second is where classical information can be perfectly restored but part of the quantum information is lost; and the third is when both classical and quantum information will be lost.

We next focused on the case of non-invertible noise. For non-invertible noise channels, at least part of the information carried in the quantum states $\rho$ will be inevitably erased, and its generalized inverse is not unique. In this case, we constructed an inverse-like channel, called quasi-inverse, to restore the information. We proved that the quasi-inverse is always trace preserving while the Moore-Penrose inverse may not. This has important implications for computing upper bounds on the performance of QEM protocols. Many previous works concern the CPTP inverses of quantum channels, mainly due to the fact that only CPTP maps can be physically implemented. However, any HPTP maps can be written as the linear combination of CPTP maps, thus opening the probability of physically implementing CPTP components by parts and then post-processing results from each branch together. Moreover, a widely considered recovery map, called the Petz recovery channel, is specified

![FIG. 7: Expectation value of $Z$ for 50 randomly generated states. The $x$-axis is the dummy label for these tested states.](image)
to a particular state. An HPTP channel that is opti-
mally recovering over all input states for a non-invertible
channel is rarely considered in previous literature. Our
results in Section II D provide a new point of view of
channel is more expensive than classically simulating the
ideal result. It limits the power of numerically imple-
menting such a inverse. We also need to be cautious
when implementing a non-CP inverse. If the device noise
is perfectly captured, the non-CP inverse would not cause
trouble. However, the gap between $\{N_i\}$ and $\{\tilde{N}_i\}$ may
lead to non-physical numerical outcomes. In this case,
commonly used metrics (such as fidelity) fail.
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Appendix A: The quasi-inverse of a TP map is also TP

Here we provide the proof for Theorem 2.

Proof. Let the Jordan block of eigenvalue λ in J be $J_\lambda$, where $J$ is defined in Eq. (10).

The inverse of a $k$ by $k$ Jordan block $J_\lambda$ (λ ≠ 0) of $v(N)$ is

$$J_\lambda^{-1} = (\lambda I + N)^{-1} = \lambda^{-1}(I - \lambda^{-1}N + \cdots \lambda^{-(k-1)}N^{(k-1)})$$

$$= \lambda^{-1} \left( \sum_{i=0}^{k-1} (-\lambda^{-1}N)^i \right) =: J'_\lambda$$

where $N$ is the $k$ by $k$ nilpotent matrix, $\lambda$ is the eigenvalue.

By the construction (Eq. (11)), we have

$$v(N^+Q = QJ'),$$

(A1)

where $Q$ contains the eigenvectors and generalized eigenvectors of $v(N)$. For the particular block that we concern, the corresponding eigenvector and generalized eigenvector is

$$Q = (\cdots \; v^{g_0} \; v^{g_1} \; \cdots \; v^{g_k-1} \; \cdots)$$

Let $e_i$, $i \in \{0, \cdots, k-1\}$ be the standard basis vectors for this block. Acting $e_j$ on both sides of Eq. (A1), the left hand side is

$$v(N^+Qe_j = v(N^+v^{g_j})$$

and the right hand side is

$$QJ'e_j = Q\lambda^{-1} \left( \sum_{i=0}^{k-1} (-\lambda)^i N^i e_j \right).$$

It is easy to show that $N^i e_j = e_{j-i}$ for $j \geq i$, and $N^i e_j = 0 \cdot e_j$ for $j < i$. Therefore

$$QJ'e_j = Q\lambda^{-1} \left( \sum_{i=0}^{j} (-\lambda)^i e_{j-i} \right) = \lambda^{-1} \left( \sum_{i=0}^{j} (-\lambda)^i v^{g_{j-i}} \right).$$

Thus

$$v(N^+v^{g_j}) = \lambda^{-1} \left( \sum_{i=0}^{j} (-\lambda)^i v^{g_{j-i}} \right).$$

(A2)

For $\lambda$ not equals to 1 and 0, taking trace on both sides of Eq. (A2),

$$sTr \left[ v(N^+v^{g_j}) \right] = sTr \left[ \lambda^{-1} \left( \sum_{i=0}^{j} (-\lambda)^i v^{g_{j-i}} \right) \right].$$
From Lemma 1, we know that \( s\text{Tr} [v^{g_j}] = 0 \), so the right hand side is also 0. That is, \( s\text{Tr} [v(N^+)v^{g_j}] = s\text{Tr} [v^{g_j}] \) holds for every \( j \in \{0, \cdots, k-1\} \).

When \( \lambda = 1 \), according to Lemma 2, we have the same results except for \( j = k - 1 \). Now we check \( j = k - 1 \) case for \( \lambda = 1 \),

\[
v(N^+)v^{g_{k-1}} = \left( \sum_{i=0}^{k-1} (-1)^i v^{g_{k-1-i}} \right).
\]

Taking trace on both sides,

\[
s\text{Tr} [v(N^+)v^{g_{k-1}}] = s\text{Tr} \left[ \left( \sum_{i=0}^{k-1} (-1)^i v^{g_{k-1-i}} \right) \right]
\]

From Lemma 2 we know that all the eigenvector and generalized eigenvectors have trace zero except for the \((k-1)\)th one. We have

\[
s\text{Tr} [v(N^+)v^{g_{k-1}}] = s\text{Tr} [v^{g_{k-1}}]
\]

Finally, when \( \lambda = 0 \), \( J'_\lambda = 0 \), where 0\(_k\) is the \( k \) by \( k \) zero matrix. Thus, \( v(N^+)v^{g_j} = 0 \cdot e_j \). From Lemma 1 the trace of both sides are zero.

Now we have proved that the trace of all columns (eigenvectors and generalized eigenvectors) in \( Q \) are unchanged under the action of \( v(N^+) \).

Since \( Q \) is invertible, any \( v(\rho) \) can be expended by columns \( v^\lambda_j \) in \( Q \). And we have

\[
s\text{Tr} \left[ v(N^+) (\sum_{ij} a_{ij} v^\lambda_j) \right] = s\text{Tr} \left[ \sum_{ij} a_{ij} v(N^+) (v^\lambda_j) \right] = s\text{Tr} \left[ \sum_{ij} a_{ij} v^\lambda_j \right].
\]

Hence, \( N^+ \) is trace preserving.

**Appendix B: Survived States**

![Graphs showing fidelity results](image)

**FIG. 8:** (a) Non-recovered and recovered fidelities for \( \rho_\theta \) where \( \rho_\theta = \frac{1}{2} \left( \begin{array}{cc} 1 & e^{i\theta} \\ e^{-i\theta} & 1 \end{array} \right) \); (b) results for 50 randomly generated states: the green horizontal line is the average fidelity for states that recovered by the quasi-inverse channel \( N^+ \); the blue line and red line are for using Moore-Penrose inverse \( N^P \) and not applying recovery respectively.
For the composition of a non-invertible channel and it quasi-inverse defined in Eq. (11), \( \mathbf{v}(\mathcal{N}^+)\mathbf{v}(\mathcal{N}) \), the kernel dimension is at least one. For such a channel, part of the information inevitably leaks out of the systems.

Consider the case that the dimension of the kernel is one. Denote the vector in the kernel as \( \tilde{k} \). A density matrix \( \rho \) which does not effect by such channel \( \mathbf{v}(\mathcal{N}^+)\mathbf{v}(\mathcal{N}) \) satisfies

\[
[\mathbf{v}(\mathcal{N}^+)\mathbf{v}(\mathcal{N})] \mathbf{v}(\rho) = \mathbf{v}(\rho),
\]

i.e. \( \mathbf{v}(\rho) \cdot \tilde{k} = 0 \).

In Example 2, \( \tilde{k} = [\frac{\sqrt{2}}{2}, 0, 0, -\frac{\sqrt{2}}{2}] \). The quantum states that have a chance to perfectly survive this composed channel are

\[
\rho = \begin{bmatrix}
\frac{1}{2} & b+ic \\
\frac{1}{2} & b-ic
\end{bmatrix}.
\]

It is the disc of \( \text{tr}(\rho Z) = 0 \) in Bloch Sphere. Now we can see the effect of the composed channel in Example 2. Any 1-qubit state \( \rho \) can be decomposed to two parts \( \rho = \lambda_1 \rho_{xy} + \lambda_2 \rho_z \). The channel erases \( \rho_z \) and left \( \rho_{xy} \) untouched.

Let \( F_+(\rho) := F_2(\mathcal{N}^+ \circ \mathcal{N})(\rho), \) \( F_+\mathbf{v}(\rho) := F_2(\mathcal{N}^+ \circ \mathcal{N})(\rho, \mathbf{v}) \) and \( F_{\text{out}}(\rho) := F_2[\mathcal{N}(\rho), \rho] \), where \( F(\rho_1, \rho_2) = \text{tr}(\sqrt{\rho_1 \rho_2 \sqrt{\rho_1}}) \) is the fidelity between \( \rho_1 \) and \( \rho_2 \). In Fig. 3a, we can see that the Moore-Penrose inverse channel \( \mathcal{N}_p^+ \) does not always preserve \( \rho_\theta \), while the quasi-inverse \( \mathcal{N}_p \) perfectly recovered such states. Fig. 8b shows imperfect knowledge about noise channels on fidelity. In this example, the quasi-inverse channel \( \mathcal{N}_p^+ \) does not decrease the fidelity \( (F_+ \geq F_{\text{out}}) \), and the Moore-Penrose inverse \( \mathcal{N}_p^+ \) sometimes make recovered states even further away from the original states (Fig. 1a partly explained the reason). Although, in certain cases, \( \mathcal{N}_p^+ \) has better performance than \( \mathcal{N}_p \), the average fidelity \( F_+ \) is greater than \( F_p \).

**Appendix C: The effect of imperfect knowledge about noise channels on fidelity**

From the main text, we know that

\[
\rho_{\text{EM}} = \mathcal{U}_{n-1} \circ (\mathcal{U}^\dagger \mathcal{N}^{-1})_{1\ldots n}(\rho_{\text{out}}^{\text{exp}}),
\]

\[
\rho_{\text{ideal}}^{\text{out}} = \mathcal{U}_{n-1} \circ (\mathcal{U}^\dagger \mathcal{N}^{-1})_{1\ldots n}(\rho_{\text{out}}^{\text{exp}}),
\]

where \( \mathcal{U}_{n-1} := \mathcal{U}_n \circ \cdots \circ \mathcal{U}_1 \) is the ideal set of circuits. (See Fig. 5)

Imperfect knowledge about \( \mathcal{N}_i \) leads to imperfect inverse \( \mathcal{N}^{-1}_i \). Let \( \mathcal{N}^{-1}_i = \mathcal{N}^{-1}_i + \Delta \mathcal{N}_i^{-1} \), where \( \mathcal{N}^{-1}_i \) is the perfect inverse of \( \mathcal{N}_i \).

Let \( \Delta \rho_{\text{EM}} := \rho_{\text{EM}} - \rho_{\text{ideal}}^{\text{out}} \), then

\[
\Delta \rho_{\text{EM}} = \mathcal{U}_{n-1} \circ \left[(\mathcal{U}^\dagger \mathcal{N}^{-1})_{1\ldots n} - (\mathcal{U}^\dagger \mathcal{N}^{-1})_{1\ldots n}\right](\rho_{\text{out}}^{\text{exp}}) = \mathcal{U}_{n-1} \circ \Delta \mathcal{N}(\rho_{\text{out}}^{\text{exp}}). \tag{C1}
\]

If we only consider the first order approximation \( \Delta \mathcal{N}^{(1)} \) of \( \Delta \mathcal{N} \), the first order correction term \( \Delta \rho_{\text{EM}}^{(1)} \) would be

\[
\Delta \rho_{\text{EM}}^{(1)} = \mathcal{U}_{n-1} \circ \Delta \mathcal{N}^{(1)} \circ \mathcal{U}_{\text{exp}}(\rho_{\text{in}}) \quad \tag{C2}
\]

\[
= \mathcal{U}_{n-1} \circ \left( \sum_{i=1}^{n} \mathcal{U}_i^\dagger \circ \mathcal{N}^{-1}_i \cdots \mathcal{U}_i^\dagger \circ \Delta \mathcal{N}^{-1}_i \cdots \mathcal{U}_i^\dagger \circ \mathcal{N}^{-1}_i \right) \circ \mathcal{U}_{\text{exp}}(\rho_{\text{in}}), \tag{C3}
\]

where \( \mathcal{U}_{\text{exp}} := \mathcal{N}_n \circ \mathcal{U}_n \circ \cdots \circ \mathcal{N}_1 \circ \mathcal{U}_1 \) is the actual experimental operator.

Then \( \rho_{\text{EM}} \approx \rho_{\text{ideal}}^{\text{out}} + \Delta \rho_{\text{EM}}^{(1)} \). The fidelity between \( \rho_{\text{EM}} \) and \( \rho_{\text{ideal}}^{\text{out}} \) is approximately

\[
F(\rho_{\text{EM}}, \rho_{\text{ideal}}^{\text{out}}) \approx F(1)(\rho_{\text{EM}}, \rho_{\text{ideal}}^{\text{out}}) := F(\rho_{\text{ideal}}^{\text{out}} + \Delta \rho_{\text{EM}}^{(1)}, \rho_{\text{ideal}}^{\text{out}}) = \| \rho_{\text{ideal}}^{\text{out}} + \Delta \rho_{\text{EM}}^{(1)} \|_{\text{tr}},
\]

it is the first order approximation of \( F(\rho_{\text{EM}}, \rho_{\text{ideal}}^{\text{out}}) \).

By the Fuchs–van de Graaf inequalities,

\[
[1 - D(\Delta \rho_{\text{EM}}^{(1)})]^2 \leq F(1)(\rho_{\text{EM}}, \rho_{\text{ideal}}^{\text{out}}) \leq 1 - D^2(\Delta \rho_{\text{EM}}^{(1)}), \tag{C4}
\]
where \( D(\cdot) := \frac{1}{2} \| \cdot \|_1 \) is the trace distance, and \( \| \cdot \|_F \) is the trace norm. It is also known that \( \| A \|_F \leq \| A \|_{tr} \leq \sqrt{\| A \| F} \), where \( \| A \|_F \) is the Frobenius norm which equals to \( \| v(A) \|_F \). The norm \( \| \cdot \| \) is the 2-norm.

\[
\| \Delta \rho_{EM}^{(i)} \|_F = \| v(\Delta \rho_{EM}^{(i)}) \| = \| v(U_{n-1}) v(\Delta N^{(i)}) v(\rho_{in}) \| = \| v(U_{n-1}) v(\Delta N^{(i)}) v(\rho_{out}) \|
\]

\[
l_U \cdot \| v(\Delta N^{(i)}) v(\rho_{out}) \| \leq \| \Delta \rho_{EM}^{(i)} \|_F \leq \| v(U_{n-1}) \| \cdot \| v(\Delta N^{(i)}) \| \cdot \| v(\rho_{out}) \|
\]

(\ref{eq:bound})

where \( l_U := \inf_{\| x \|=1} \| v(U_{n-1}) x \| \) is the lower Lipschitz constant of the superoperator of the ideal circuits. Notice that, on the right hand of Eq. \( (C5) \), \( \| v(U_{n-1}) \| \) and \( \| v(\rho_{out}) \| \) are known for a given experiment. Denote \( \| v(U_{n-1}) \| \cdot \| v(\rho_{out}) \| \) as \( C_{exp} \). From Eq. \( (C4) \), we know the fidelity between the mitigated state and the ideal state is bounded

\[
\left( 1 - \frac{1}{2} \sqrt{\| C_{exp} \| v(\Delta N^{(i)}) \|^2} \right)^2 \leq F^{(i)}(\rho_{EM}, \rho_{out}^{ideal}) \leq 1 - \frac{1}{4} \left( l_U \cdot \| v(\Delta N^{(i)}) v(\rho_{out}) \| \right)^2.
\]

In addition, the norm of \( v(\Delta N^{(i)}) \) satisfies that

\[
\| v(\Delta N^{(i)}) \| \leq \prod_{k=1}^{n} \| v(U_i^k) \| \cdot \sum_{i=1}^{n} \| v(\Delta N_i^{-1}) \| \cdot \prod_{j \in \{1, \ldots, n\} \setminus \{i\}} \| v(\tilde{N}_j^{-1}) \|,
\]

(\ref{eq:norm})

where \( U_i^k \) and \( \tilde{N}_j^{-1} \) are known for a given EM tasks. The error on each inverse \( \Delta N_i^{-1} \) can be exposed at the lower bound of the fidelity. And by counting the sampling cost of getting \( \Delta N^{-1} \), one can bound the sampling fidelity from the sampling cost.

**Appendix D: A sufficient condition on improving expectation values**

The goal of error mitigation on the expectation value of an observables \( A \) is

\[
\| \text{Tr}(\rho_{EM} A) - \text{Tr}(\rho_{out}^{ideal} A) \| \leq \| \text{Tr}(\rho_{out} A) - \text{Tr}(\rho_{out}^{exp} A) \|.
\]

(\ref{eq:d1})

The left hand side of Eq. \( (D1) \) is

\[
|\text{Tr}[(\rho_{EM} - \rho_{out}^{ideal}) A]| = |\text{Tr}(\Delta \rho_{EM} A)| = |\text{Tr}(U_{n-1} \circ \Delta N(\rho_{out}^{exp}) \cdot A)| = \left| \left< v(U_{n-1}) v(A^\dagger), v(\Delta N) v(\rho_{out}^{exp}) \right> \right|.
\]

(\ref{eq:d2})

The right hand side of Eq. \( (D1) \) equals to

\[
|\text{Tr}[\rho_{out}^{ideal} - \rho_{out}^{exp} A]| = |\text{Tr}[U_{n-1} \circ (U^1 N^{-1})_{1 \ldots n} - I](\rho_{out}^{exp}) \cdot A)| = |\text{Tr}[U_{n-1} \circ [(U^1 N^{-1})_{1 \ldots n} - U^1_{1 \ldots n}](\rho_{out}^{exp}) \cdot A]| = \left| \left< v(U_{n-1}) v(A^\dagger), v((U^1 N^{-1})_{1 \ldots n} - U^1_{1 \ldots n}) v(\rho_{out}^{exp}) \right> \right|.
\]

(\ref{eq:d3})

It is difficult to draw conclusions directly from Eq. \( (D2) \) and Eq. \( (D3) \) since \( v(\Delta N) \) and \( v(U^1 N^{-1}_{1 \ldots n} - U^1_{1 \ldots n}) \) can be arbitrary. However,

\[
\left| \left< v(U_{n-1}) v(A^\dagger), v(\Delta N) v(\rho_{out}^{exp}) \right> \right| \leq \left| v(U_{n-1}) v(A^\dagger) \right| \| v(\rho_{out}^{exp}) \| \| v(\Delta N) \|,
\]

\[
\left| \left< v(U_{n-1}) v(A^\dagger), v(U^1 N^{-1}_{1 \ldots n} - U^1_{1 \ldots n}) v(\rho_{out}^{exp}) \right> \right| \geq \left| v(U_{n-1}) v(A^\dagger) \right| \| v(\rho_{out}^{exp}) \| \inf_{\| x \|=1} \left| v((U^1 N^{-1}_{1 \ldots n} - U^1_{1 \ldots n}) x) \right|.
\]

Therefore, if

\[
\| v(\Delta N) \| \leq \inf_{\| x \|=1} \left| v((U^1 N^{-1}_{1 \ldots n} - U^1_{1 \ldots n}) x) \right|,
\]

Eq. \( (D1) \) is guaranteed. That means the EM process will improve the expectation value for any observable \( A \) and any desired circuit \( U_{n-1} \) when the above is satisfied. It is a harsh requirement. If \( v((U^1 N^{-1}_{1 \ldots n} - U^1_{1 \ldots n}) \) has a nontrivial null space, than it will focus the noise channel estimation \( \tilde{N}_i \) to be perfect, i.e. \( \tilde{N}_i = N_i \) for \( \forall i \in \{1, \ldots, n\} \).
Appendix E: Examples of oversimplified noise channels

The Karus representation of $\mathcal{N}$ and $\mathcal{D}$ are

$$\mathcal{N} : \left\{ \sqrt{p_1}I, \sqrt{p_2}X, \sqrt{p_3}Y, \sqrt{(1-p_1-p_2-p_3)}Z \right\} ;$$

$$\mathcal{D} : \left\{ \sqrt{1-\frac{3\lambda}{4}}I, \sqrt{\frac{\lambda}{4}}X, \sqrt{\frac{\lambda}{4}}Y, \sqrt{\frac{\lambda}{4}}Z \right\} .$$

For a given set of $\{p_1, p_2, p_3\}$, what is the optimal $\lambda$ to minimize $\|\mathcal{N} - \mathcal{D}\|$ of a chosen norm $\|\cdot\|$? One approach is that we can write down a matrix representation of $\mathcal{N}$ and $\mathcal{D}$, then solve $\lambda$ by minimizing $\|\mathcal{N} - \mathcal{D}\|$ (use a particular norm $\|\cdot\|$). For different representations and different norms, the optimization outcome could be different. The optimal $\lambda$ will bound the distance $\|\mathcal{N} - \mathcal{D}\|$ from below for any possible experimental implementation for this particular norm $\|\cdot\|$.

As mentioned in the main text, the two vectors, $\vec{n} := (\sqrt{p_1}, \sqrt{p_2}, \sqrt{p_3}, \sqrt{(1-p_1-p_2-p_3)})$ and $\vec{d} := \left(\sqrt{1-\frac{3\lambda}{4}}, \sqrt{\frac{\lambda}{4}}, \sqrt{\frac{\lambda}{4}}, \sqrt{\frac{\lambda}{4}}\right)$, are also representations for $\mathcal{N}$ and $\mathcal{D}$ respectively. Since $\vec{n}$ and $\vec{d}$ are normalized, minimizing the distance between $\mathcal{N}$ and $\mathcal{D}$ is equivalent to maximizing $\vec{n} \cdot \vec{d}$, i.e.

$$\max_{\lambda \in [0,1]} \left\{ \sqrt{p_1(1-\frac{3\lambda}{4})} + \sqrt{\frac{p_2 + \sqrt{p_3 + (1-p_1-p_2-p_3)^2}p_1}{4}} \right\} .$$

This can be solved by taking the derivative of the expression, and setting it to be zero. The result is

$$\lambda_{\text{max}} = \frac{\left[ \sqrt{p_2} + \sqrt{p_3} + \sqrt{(1-p_1-p_2-p_3)^2}p_1 \right]}{\frac{9}{4}p_1^2 + \frac{3}{4}p_1(\sqrt{p_2} + \sqrt{p_3} + \sqrt{(1-p_1-p_2-p_3)^2})^2} = 0 \quad \text{or} \quad \lambda = 1, \quad \text{or} \quad \lambda = 0. \quad (E1)$$

The superoperators of $\mathcal{N}$ and $\mathcal{D}$ are

$$\mathbf{v}(\mathcal{N}) = p_1 \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} + p_2 \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix} + p_3 \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \\ 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix} + (1-p_1-p_2-p_3) \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix},$$

$$\mathbf{v}(\mathcal{D}) = \left(1-\frac{3\lambda}{4}\right) \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} + \frac{\lambda}{4} \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix} + \frac{\lambda}{4} \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \\ 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix} + \frac{\lambda}{4} \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} .$$

Even with the optimal $\lambda$ in Eq. (E1), when $p_2, p_3$ and $1-p_2-p_3$ are not equal to each other, the distance between $\mathcal{N}$ and $\mathcal{D}$ is not zero.

The following are two examples of different $\{p_i\}$ sets.

1. When $p_1 = p_3 = 0$ and $p_2 = 1$, the optimal $\lambda_{\text{max}}$ is 1. Therefore

$$\mathbf{v}(\mathcal{N}) = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}, \quad \mathbf{v}(\mathcal{D}) = \begin{pmatrix} 1 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 \end{pmatrix} .$$

In this case, the estimated $\mathcal{D}$ is not a invertible channel while $\mathcal{N}$ is invertible. The inverse $\mathcal{D}$ will definitely worsen the outcomes.
(a) Expectation values of Pauli $Y$ for 50 randomly generated states.

(b) Fidelities of 50 randomly generated states.

**FIG. 9:** The $x$-axis is a dummy label for the tested states. Because the channel $D^{-1} \circ \mathcal{N}$ is not physical (not CP), the output $D^{-1} \circ \mathcal{N}(\rho)$ are not eligible quantum states. In this case the fidelity is no longer a good metric for distinguishing two “states”.

2. When $p_1 = \frac{1}{2}$ and $p_2 = p_3 = 0$, according to Eq. (E1), $\lambda_{\text{max}} = \frac{1}{3}$.

$$v(\mathcal{N}) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad v(D) = \frac{1}{6} \begin{pmatrix} 5 & 0 & 0 & 1 \\ 0 & 4 & 0 & 0 \\ 0 & 0 & 4 & 0 \\ 1 & 0 & 0 & 5 \end{pmatrix}$$

The inverse of $D$ is

$$v(D^{-1}) = \frac{1}{4} \begin{pmatrix} 5 & 0 & 0 & -1 \\ 0 & 6 & 0 & 0 \\ 0 & 0 & 6 & 0 \\ -1 & 0 & 0 & 5 \end{pmatrix}.$$  

Therefore,

$$v(\mathcal{N}^{\text{re}}) := v(D^{-1})v(\mathcal{N}) = \frac{1}{4} \begin{pmatrix} 5 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 5 \end{pmatrix}.$$  

This resulting channel $\mathcal{N}^{\text{re}}$ has eigenvalues \{\frac{3}{2}, 1, 0, 0\}, which will worsen the outcome. In Fig. 9 we tested 50 randomly generated quantum state $\rho$ for this example. Fig. 7 shows the expectation value of Pauli $Y$ for these 50 states. The information of the expectation value $\text{Tr}(Y\rho)$ is erased by the noise channel $\mathcal{N}$ cannot be helped by $D^{-1}$. For $\text{Tr}(Z\rho)$ in Fig. 7 the channel $D^{-1}$ has made the outcome worse. Fig. 9b shows the fidelities $F(\mathcal{N}(\rho), \rho)$ and $F(\mathcal{N}^{\text{re}}(\rho), \rho)$. Since $D^{-1}$ is non-CP, the outputs $D^{-1} \circ \mathcal{N}(\rho)$ are not valid quantum states anymore. The fidelity function does not always smaller than 1, thus is no longer a good metric. This explains why the recovery $D^{-1}$ does not improve any expectation value but seems to have higher fidelities.