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Abstract

This work proposes a model-reduction approach for the material point method on nonlinear manifolds. The technique approximates the \textit{kinematics} by approximating the deformation map in a manner that restricts deformation trajectories to reside on a low-dimensional manifold expressed from the extrinsic view via a parameterization function. By explicitly approximating the deformation map and its spatial-temporal gradients, the deformation gradient and the velocity can be computed simply by differentiating the associated parameterization function. Unlike classical model reduction techniques that build a subspace for a finite number of degrees of freedom, the proposed method approximates the entire deformation map with infinite degrees of freedom. Therefore, the technique supports resolution changes in the reduced simulation, attaining the challenging task of zero-shot super-resolution by generating material points unseen in the training data. The ability to generate material points also allows for adaptive quadrature rules for stress update. A family of projection methods is devised to generate \textit{dynamics}, i.e., at every time step, the methods perform three steps: (1) generate quadratures in the full space from the reduced space, (2) compute position and velocity updates in the full space, and (3) perform a least-squares projection of the updated position and velocity onto the low-dimensional manifold and its tangent space. Computational speedup is achieved via hyper-reduction, i.e., only a subset of the original material points are needed for dynamics update. Large-scale numerical examples with millions of material points illustrate the method’s ability to gain an order-of-magnitude computational-cost saving—indeed \textit{real-time simulations} in some cases—with negligible errors.
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Highlights

\begin{itemize}
  \item A novel model-reduction technique for MPM is proposed
  \item Kinematics are approximated by learning the deformation map and its gradients
  \item The approximated deformation map supports super-resolution and adaptive quadratures
  \item Dynamics are generated from projections onto the approximated deformation map
  \item An order-of-magnitude speedup from the standard MPM is achieved
\end{itemize}

1. Introduction

Physics simulation plays a pivotal role in modern-day science and engineering with vast applications in physics, chemistry, material science, civil engineering, visual effects, virtual reality, etc. In virtually all
these applications, one finds a dilemma between accuracy and speed. To attain the desirable precision, a fine spatiotemporal resolution has to be adopted, leading to a higher computational cost. Yet, this computational burden would render the simulations inadequate for time-critical applications where real-time and even faster than real-time performance is required.

To address this dilemma, model reduction techniques have been developed to generate a low-dimensional, low-complexity computational model of the original expensive high-dimensional model. These reduced-order models are faster to compute while retaining a high accuracy. They have been successfully employed to solve real-world problems in many fields, such as motor-generator design, batch chromatography, aerodynamics, structural dynamics, computer graphics, and robotics.

This work proposes a novel model reduction method for the Material Point Method (MPM), a widely adopted continuum mechanics simulation framework. To the extent of our knowledge, this is the first time a model reduction technique has been developed for MPM.

MPM was introduced by Sulsky et al. as an extension of the Particle-In-Cell (PIC) method for solid mechanics. It is a hybrid Eulerian–Lagrangian discretization method widely employed in solid, fluid, and multiphase simulations. Due to its dual Eulerian and Lagrangian representations, MPM offers several advantages over the Finite Element Method: large deformation, fracture, as well as automatic contact and collision. Due to its dual representations of the material and the transfer between the two representations, MPM's dual representations may make it incredibly computationally costly. Recent advances in sparse data structure, compiler optimization, and multi-GPU have made phenomenal progress in alleviating the computational cost of MPM, leading to practical applications such as robot control and topology optimization. Yet, real-time, millions of particles MPM simulation on a single desktop remains a daunting challenge. We propose to address this challenge with model reduction techniques.

Model reduction for physics simulations dates back to Sirovich, who applied Principal Component Analysis (PCA) to turbulence simulations and coined the term Proper Orthogonal Decomposition (POD). Model reduction typically amounts to two stages: an offline stage and an online stage. In the offline stage, also known as the training stage, many expensive high-fidelity simulations are performed at different parameter instances within the parameter space from which the user intends to obtain simulation results. From the data of these expensive simulations, one can construct a low-dimensional subspace, also known as the generalized coordinates, that captures the principal modes of the original physical system. Afterward, during the inexpensive online stage, the user no longer needs to compute every single degree of freedom of the high-fidelity model. Instead, one can rapidly evolve the simulation state, i.e., the subspace, on which the model conducts time integration, allowing us to naturally define the initial conditions. ROM also facilitates physical interpretation because it maintains the notion of “system state,” i.e., the subspace, on which the model conducts time integration, allowing us to naturally define physical quantities such as subspace velocity via differentiating the subspace temporally. Recently, there have been rising interests in using graph neural networks to model physical systems and have gained increasing attention. In particular for advection-dominated problems, nonlinear manifolds, often constructed with deep neural networks, have been shown to outperform their linear counterparts significantly. Applicable to both linear and nonlinear manifolds, hyper-reduction techniques have been developed to solve the governing physical equations on a tiny subset of the original computation mesh to ensure computation efficiency.

Compared to non-physics-based, purely data-driven surrogate models, the reduced-order models (ROMs) derived from model reduction respect physics laws, including the enforcement of proper boundary conditions. ROM also facilitates physical interpretation because it maintains the notion of “system state,” i.e., the subspace, on which the model conducts time integration, allowing us to naturally define physical quantities such as subspace velocity via differentiating the subspace temporally. Recently, there have been rising interests in using graph neural networks to model physical systems and have gained increasing attention. In particular for advection-dominated problems, nonlinear manifolds, often constructed with deep neural networks, have been shown to outperform their linear counterparts significantly. Applicable to both linear and nonlinear manifolds, hyper-reduction techniques have been developed to solve the governing physical equations on a tiny subset of the original computation mesh to ensure computation efficiency.
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Compared to non-physics-based, purely data-driven surrogate models, the reduced-order models (ROMs) derived from model reduction respect physics laws, including the enforcement of proper boundary conditions. ROM also facilitates physical interpretation because it maintains the notion of “system state,” i.e., the subspace, on which the model conducts time integration, allowing us to naturally define physical quantities such as subspace velocity via differentiating the subspace temporally. Recently, there have been rising interests in using graph neural networks to model physical systems and have gained increasing attention. In particular for advection-dominated problems, nonlinear manifolds, often constructed with deep neural networks, have been shown to outperform their linear counterparts significantly. Applicable to both linear and nonlinear manifolds, hyper-reduction techniques have been developed to solve the governing physical equations on a tiny subset of the original computation mesh to ensure computation efficiency.
Prior work on model reduction techniques for MPM is scarce if it exists at all. Literature on model reduction methods for other flavors of PIC methods is also limited. Nicolini et al. [77] applied POD to the PIC-based solver of the Maxwell-Vlasov equations. Wiewel et al. [109] used Convolutional Neural Networks (CNNs) to reduce the dimension of the Eulerian grid data of the FLuid Implicit Particle (FLIP) method and used a Long Short Term Memory (LSTM) networks to evolve the subspace.

To develop a model reduction framework for MPM, we first notice that while MPM possesses two representations of the underlying continuum, the Lagrangian representation is the core representation. In contrast, the Eulerian representation merely serves as a “computation scratchpad” for stress calculations. Thus, we focus on reducing the dimensions of the Lagrangian degrees of freedom.

To compute a subspace for the Lagrangian degrees of freedom, we propose a novel nonlinear kinematic approximation (Figure 1b) of the deformation map, the critical quantity in forming continuum mechanics’ governing equations.

![Figure 1: Our approach vs. the classical approach. In classical model reduction techniques, a mapping from the generalized coordinates $\tilde{x}$ is often trained to infer the deformed positions $x^p$ of a finite number $n^p$ of particles concatenated into a column vector. By contrast, our approach builds a manifold-parameterization function that maps $\tilde{x}$ and an arbitrary undeformed position $X$ to its deformed position $x$. Consequently, we can represent an infinite number of particle positions, i.e., the entire deformation map, using the finite-dimensional generalized coordinates $\tilde{x}$.](image)

Traditional model reduction approaches [5] learn a mapping from the generalized coordinates to the positions of a finite set of particles (Figure 1a). Consequently, the network is tied to a specific, pre-defined spatial discretization, preventing the network from querying any point outside the finite set. The network structure has to be modified for different resolutions and discretizations. By contrast, the proposed model reduction approach is mesh-independent by construction since it learns a mapping between the generalized coordinates to an infinite set of material points, i.e., the entire deformation space (Figure 1b). Consequently, the kinematics of arbitrary material points can be recovered from the subspace. This mesh-independence feature enables direct super-resolution of the proposed ROM.

After the subspace is constructed, we can generate temporal dynamics by projecting a subset of the original material point kinematics onto the manifold-parameterization function. Thanks to the kinematic approximation of the entire deformation space instead of a finite set of material points, we can complete stress evaluation of the material points in an adaptive quadrature manner. Therefore, we bypass the need to track each material point, which serves as quadrature points in the original MPM formulation, thereby obtaining massive dimension reduction.

Section 2 is devoted to recapping the necessary ingredients of MPM before we dive into the proposed model reduction in later sections.

2. Full-order model

This section describes the full-order model by first stating the continuous problem statement in §2.1 and later discretizing it using MPM in §2.2.
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2.1. Continuous problem formulation

For a time window \( T := [t_0, t_T] \subseteq \mathbb{R} \) and for an instance of problem parameters \( \mu \in \mathcal{D} \subseteq \mathbb{R}^d \), we aim to compute the deformation of a nonlinear elastic body occupying—in its undeformed state—a domain \( \Omega_{\text{ref}} \subseteq \mathbb{R}^d \), \( d \in \{2, 3\} \). We define the deformation map \( \phi : \Omega_{\text{ref}} \times T \times \mathcal{D} \rightarrow \mathbb{R}^d \), as the mapping from any point on the undeformed domain \( \Omega_{\text{ref}} \) to the corresponding point on the deformed domain \( \Omega(t, \mu) \) at a given time instance \( t \in T \) and parameter instance \( \mu \in \mathcal{D} \) such that

\[
\phi(t_0, t, \mu) : \mathbf{X} \mapsto \mathbf{x}(t, \mu)
\]

\[
: \Omega_{\text{ref}} \rightarrow \Omega(t, \mu) \subseteq \mathbb{R}^d.
\]

In what follows, we omit explicit dependence of variables on problem parameters \( \mu \in \mathcal{D} \) for simplicity of exposition.

To enforce Dirichlet boundary conditions, we restrict the deformation map \( \phi \) to reside in the space of admissible trajectories \( \mathcal{S} \) such that \( \phi \in \mathcal{S} \), where

\[
\mathcal{S} := \{ \psi : \Omega_{\text{ref}} \times T \rightarrow \mathbb{R}^d | \psi(\mathbf{X}, t) = \mathbf{\phi}(\mathbf{X}, t), \forall \mathbf{X} \in \partial D_{\text{ref}}(t), \forall t \in T; \psi(\mathbf{X}, 0) = \mathbf{X} \text{ and } \psi(\mathbf{X}, 0) = \mathbf{V}(\mathbf{X}), \forall \mathbf{X} \in \Omega_{\text{ref}} \}.
\]

Here, \( (\cdot) \) denotes differentiation with respect to time for a fixed position on the reference domain \( \mathbf{X} \in \Omega_{\text{ref}} \), also known as the material time derivative, \( \partial D_{\text{ref}}(t) \subseteq \partial \Omega_{\text{ref}} \) denotes the portion of the reference-domain boundary \( \partial \Omega_{\text{ref}} \) with prescribed Dirichlet boundary conditions at time instance \( t \in T \), \( \mathbf{\phi}(\cdot, t) : \partial D_{\text{ref}}(t) \rightarrow \mathbb{R}^d \) denotes the prescribed boundary displacements at time instance \( t \in T \), and \( \mathbf{V} : \Omega_{\text{ref}} \rightarrow \mathbb{R}^d \) denotes the prescribed initial velocity.

The continuous-problem formulation for the balance of momentum in an Eulerian frame of reference is: find the deformation map \( \phi \in \mathcal{S} \) such that for all \( t \in T \),

\[
\rho \ddot{\mathbf{v}} = \nabla_{\mathbf{X}} \cdot \mathbf{\sigma} + \mathbf{b}, \forall \mathbf{X} \in \Omega(t),
\]

\[
\mathbf{b} = \mathbf{\bar{I}}, \forall \mathbf{X} \in \partial N_{\Omega}(t).
\]

Here, \( \mathbf{v} : (\mathbf{x}, t) \mapsto \dot{\mathbf{\phi}}(\mathbf{\phi}^{-1}(\mathbf{x}, t); t) \) denotes the Eulerian velocity with \( \mathbf{v} : \Omega \times T \rightarrow \mathbb{R}^d; \mathbf{\sigma} \) denotes the Cauchy stress tensor; assuming hyperelasticity, the Cauchy stress tensor is strictly a function of the deformation gradient, i.e., \( \mathbf{\sigma} \equiv \mathbf{\sigma}(\mathbf{F}) \) with \( \mathbf{F} : (\mathbf{X}, t) \mapsto \nabla \mathbf{\phi}(\mathbf{X}, t); \mathbf{b} : \Omega \rightarrow \mathbb{R}^d \) denotes body forces; \( \rho : \Omega \rightarrow \mathbb{R}_+ \) denotes the material density; and \( \mathbf{\bar{I}} : \partial N_{\Omega} \rightarrow \mathbb{R}^d \) denotes the prescribed tractions. Here, \( \partial \Omega_{\text{ref}} \) denotes the boundary of the domain and \( \partial N_{\Omega} \) and \( \partial D_{\text{ref}} \) denote the portion of the boundary \( \partial \Omega \) with prescribed Neumann and Dirichlet boundary conditions, respectively, such that \( \partial \Omega = \partial N_{\Omega} \cup \partial D_{\text{ref}} \) and \( \partial N_{\Omega} \cap \partial D_{\text{ref}} = \emptyset \).

Assuming sufficient regularity, an equivalent weak formulation of the above problem statement is: find the deformation map \( \phi \in \mathcal{S} \) such that

\[
\int_{\Omega} \rho \ddot{\mathbf{v}} \cdot \mathbf{\eta} dV = \int_{\Omega} (\mathbf{b} \cdot \mathbf{\eta} - \mathbf{\sigma} : \nabla \mathbf{\eta}) dV + \int_{\partial \Omega_{\text{ref}}} \mathbf{\bar{I}} \cdot \mathbf{\eta} ds, \forall \mathbf{\eta} \in \mathcal{T}_t \mathcal{S}, \forall t \in T,
\]

where \( \mathcal{T}_t \mathcal{S} \) denotes the space of admissible test functions at time \( t \) defined as

\[
\mathcal{T}_t \mathcal{S} := \{ \mathbf{\zeta} : \Omega \rightarrow \mathbb{R}^d | \mathbf{\zeta}(\mathbf{x}) = 0, \forall \mathbf{x} \in \partial D_{\text{ref}}(t) \}.
\]

The above can be recast in mass-integral form using \( dm = \rho dV \) as

\[
\int_{\Omega} \dot{\mathbf{v}} \cdot \mathbf{\eta} dm = \int_{\Omega} \frac{\mathbf{J}}{\rho_0} (\mathbf{b} \cdot \mathbf{\eta} - \mathbf{\sigma} : \nabla \mathbf{\eta}) dm + \int_{\partial \Omega_{\text{ref}}} \mathbf{\bar{I}} \cdot \mathbf{\eta} ds, \forall \mathbf{\eta} \in \mathcal{T}_t \mathcal{S}, \forall t \in T,
\]

where \( \mathbf{J} := \det(\mathbf{F}) \) and \( \rho_0 := \rho(\mathbf{x}, 0) \).

2.2. MPM discretization

Equation (7) is the starting point for applying the MPM discretization. The two major ingredients of MPM are:
1. The discretization of the domain by a collection of \( n_p \) material points with masses \( m_p \), \( p = 1, \ldots, n_p \) and reference-configuration positions \( X_p \in \Omega_{\text{ref}}, \ p = 1, \ldots, n_p \). These material points serve as quadrature points and allow for an approximation of the mass domain integrals appearing in Eq. (7) by
\[
\int_{\Omega} (\bullet) \, dm \approx \sum_{p=1}^{n_p} (\bullet) m_p. \tag{8}
\]

2. The approximation of the velocity \( v \), at a fixed time instance, by \( v_h \in S^h_t \) with \( S^h_t = \{ v_h \in S_t | v_h = \sum_{n_b} v_i N_i(x) \} \) and \( S_t := \{ \zeta : \Omega \to \mathbb{R}^d | \zeta(x) = \dot{\phi}(X, t), \forall x \in \partial D \Omega(t) \} \), as well as of the test function \( \eta \) by \( \eta_h \in T^h_t S \) with \( T^h_t S = \{ \eta_h \in T^h_t S | \eta_h = \sum_{n_b} \eta_i N_i(x) \} \). Here, \( N_i : \Omega \to \mathbb{R}, i = 1, \ldots, n_b \) denote basis functions constructed on an Eulerian-domain discretization, i.e., the background grid.

For simplicity of exposition and without loss of generality, we assume \( t = 0 \) in the sequel.

Under mass lumping, the left-hand side of Eq. (9) is approximated as
\[
\sum_{p=1}^{n_p} \sum_{j} \dot{v}_j N_j N_i \big|_{x^p} m^p = \sum_{p=1}^{n_p} \frac{1}{\rho_0} [J (bN_i - \sigma(F) \nabla N_i)] \big|_{x^p} m^p + \int_{\partial D \Omega} \ddot{N}_i, \ i = 1, \ldots, n_b. \tag{9}
\]

For simplicity of exposition and without loss of generality, we assume \( \ddot{I} = 0 \) in the sequel.

Under mass lumping, the left-hand side of Eq. (9) is approximated as
\[
\sum_{p=1}^{n_p} \sum_{j} \dot{v}_j N_j N_i \big|_{x^p} m^p = \sum_{p=1}^{n_p} \sum_{j} (N_j N_i) \big|_{x^p} m^p \dot{v}_j = \sum_{j} M_{ij} \dot{v}_j \approx m_i \ddot{v}_i, \ i = 1, \ldots, n_b, \tag{10}
\]
where \( M_{ij} := (\sum_{p=1}^{n_p} N_j N_i) \big|_{x^p} m^p \) and \( m_i = \sum_{j}^{n_b} M_{ij} \).

Given the spatial discretization (9)–(10), we introduce a time discretization \( t_n, n = 0, \ldots, n_t \) with \( T \equiv [t_0, t_{n_t}] \) and \( \Delta t_n := t_n - t_{n-1}, n = 1, \ldots, n_t, \) where a subscript \( n \) denotes a quantity defined at time step \( n \). We now have enough ingredients to devise an explicit time-integration scheme; Algorithm 1 reports the resulting algorithm. We note that the deformation gradient update is derived from the expression
\[
\dot{F} = \nabla x v F,
\]
which yields a time-discretized update as $F_{n+1} = (1 + \nabla_x v_n \Delta t_n) F_n$.

**Algorithm 1: MPM Algorithm**

**Input:** Deformation gradient $F_n^p$, velocity $v_n^p$, and position $x_n^p$ for each material point $p = 1, \ldots, n^p$ at time instance $t_n$

**Output:** Deformation gradient $F_{n+1}^p$, velocity $v_{n+1}^p$, and position $x_{n+1}^p$, $p = 1, \ldots, n^p$ at time instance $t_{n+1}$

1. Transfer Lagrangian kinematics to the Eulerian grid by performing a ‘particle to grid’ transfer:

   Compute for $i = 1, \ldots, n^b$
   \[
   m_{i,n} = \sum_{p=1}^{n^p} N_i(x_n^p) m_p^p \\
   m_{i,n} v_{i,n} = \sum_{p=1}^{n^p} N_i(x_n^p) m_p^p v_p^p \\
   f_{i,n}^\sigma = -\sum_{p=1}^{n^p} \frac{J(F_n^p)}{\rho_0} \sigma(F_n^p) \nabla_N N_i(x_n^p) m_p^p \\
   f_{i,n}^e = \sum_{p=1}^{n^p} \frac{J(F_n^p)}{\rho_0} b(x_n^p) N_i(x_n^p) m_p^p
   \]

2. Solve Eulerian governing equations by computing for $i = 1, \ldots, n^b$

   \[
   \dot{v}_{i,n+1} = \frac{1}{m_{i,n}} (f_{i,n}^\sigma + f_{i,n}^e) \\
   \Delta v_{i,n+1} = \dot{v}_{i,n+1} \Delta t_n \\
   v_{i,n+1} = v_{i,n} + \Delta v_{i,n+1}
   \]

3. Update the Lagrangian velocity and deformation gradient by performing a ‘grid to particle’ transfer: Compute for $p = 1, \ldots, n^p$

   \[
   v_{n+1}^p = \sum_{i} N_i(x_n^p) v_{i,n+1} \\
   F_{n+1}^p = (1 + \sum_{i} v_{i,n+1} \otimes \nabla_N N_i(x_n^p) \Delta t_n) F_n^p
   \]

4. Update Lagrangian positions for $p = 1, \ldots, n^p$

   \[
   x_{n+1}^p = x_n^p + \Delta t v_{n+1}^p
   \]

Although we assume a PIC-style ‘particle to grid’ transfer, other transfer schemes can also be used \[55, 34\].

3. Reduced-order model

We now introduce a strategy for projection-based model reduction that relies on constructing a nonlinear approximation to the deformation map and a family of projection strategies.

3.1. Kinematics: low-dimensional manifold

In analogy to constructing low-dimensional nonlinear manifolds for finite-dimensional dynamical system state spaces \[52\], one can construct a nonlinear manifold that restricts any element of the reference domain $\Omega_{\text{ref}}$ to evolve on a low-dimensional manifold. We first denote the approximated deformation
Further, Eq. (14) implies that the velocity of the approximate solution can be calculated as differentiating the parameterization function \( g \) to match the prescribed ones during the reduced-order simulation.

\[
\hat{\phi}(X; t, \mu) = g(X; \hat{x}(t, \mu)), \quad \forall X \in \Omega_{\text{ref}}, \; \forall t \in T, \; \mu \in D.
\]

Eq. (14) implies that the deformation gradient of the approximate solution can be calculated from differentiating the parameterization function \( g \) as

\[
\hat{F} : (X, t, \mu) \mapsto \nabla \hat{\phi}(X; t, \mu) \equiv \nabla g(X; \hat{x}(t, \mu))
\]

Further, Eq. (14) implies that the velocity of the approximate solution can be calculated as

\[
\hat{v}(X; t, \mu) = \frac{\partial g}{\partial \mu}(X; \hat{x}(t, \mu))\hat{x}(t, \mu), \quad \forall X \in \Omega_{\text{ref}}, \; \forall t \in T, \; \mu \in D.
\]

where \( \hat{x}(t, \mu) = \frac{\partial \phi}{\partial \mu}(t, \mu) \) denotes the generalized velocity.

Remark (Recover kinematics of any material point). We emphasize that—because this approach approximates the entire deformation map—given the value of the generalized coordinate \( \hat{x}(t, \mu) \), the displacement, the deformation gradient, and the velocity for any element of the reference domain \( X \in \Omega_{\text{ref}} \) can be computed via Eqs. (14), (15), and (16), respectively. Consequently, our approach supports straightforward adaptive quadratures refinement as well as super-resolution.
3.2. Dynamics

We time-step the generalized coordinate dynamics in three steps (Figure 2): gathering necessary full-space quadrature point information (Section 3.2.1), evolution in the full space (Section 3.2.2), and projection onto the reduced space (Section 3.2.3).

Note that only a subset of the material points are necessary to uniquely determine the generalized coordinate updates since $\hat{d} \ll n_p$ where $\hat{d}$ is the dimension of $\hat{x}$. Therefore, we can compute the dynamics on only a subset of the material points, thereby reducing the computation cost.

Algorithm 2 presents the complete reduced-order dynamics algorithm. The goal is to time-step the generalized coordinate from which the full coordinates can be computed as needed, e.g., for rendering purposes.

**Algorithm 2: Reduced-order dynamics**

**Input:** Generalized velocity $\hat{v}_n$, generalized coordinate $\hat{x}_n$.

**Output:** Generalized velocity $\hat{v}_{n+1}$, generalized coordinate $\hat{x}_{n+1}$.

1. Obtain full-space quadrature point kinematics via either Algorithm 3 or Algorithm 4.
2. Evolve the full space dynamics to get $v_{n+1}^{trial}$ and $x_{n+1}^{trial}$ where $p \in \mathcal{M}$ using Algorithm 5.
3. Project $v_{n+1}^{trial}$ and $x_{n+1}^{trial}$ onto the reduced space via either Algorithm 6 or Algorithm 7.

3.2.1. Obtain full-space quadrature point kinematics

Suppose we want to compute the dynamics of a set of sample material points comprising a subset of the original $n_p$ material points. We denote these by a discrete set $\mathcal{M} \subseteq \{1, \ldots, n_p\}$. We defer the discussion on the choice of these material points to Section 3.3.

To evolve the dynamics of these material points, quadrature points are necessary for conducting the ‘particle to grid’ and the ‘grid to particle’ operations as it is in the original MPM algorithm. We propose two techniques for choosing the quadrature points necessary for stress update.
3.2.1.1. Quadrature points via Lagrangian material points.

In the first approach, we adopt an approach most similar to the original MPM algorithm where we use the neighboring material points as quadratures (Figure 3 left). Formally, we consider the neighbors of the sample material points \( N \subseteq \{1, \ldots, n^p\} \), defined as the set of material points that influence the dynamics of the sample material points on the Eulerian grid for all \( t \in T \) and \( \mu \in D \); note that \( \mathcal{M} \cap N = \emptyset \).

Algorithm 3 provides the algorithm identifying these quadrature points as well as obtaining their kinematic information from the approximated deformation map.

**Algorithm 3:** Lagrangian quadrature kinematics (via tracking material points)

**Input:** Generalized velocity \( \hat{v}_n \), generalized coordinate \( \hat{x}_n \).

**Output:** Quadrature point set \( \mathcal{P} \) and quadrature points information \( m^q, v^q, x^q, F^q \) for \( q \in \mathcal{P} \)

1. Compute the position \( x^q_p \) for each sample material point \( p \in \mathcal{M} \) at time instance \( t_n \) by evaluating (14) for \( X = X^p, p \in \mathcal{M} \) and \( t = t_n \).
2. Identify the grid nodes \( I \subseteq \{1, \ldots, n^b\} \) needed to compute dynamics for the sample material points, i.e., \( I = \{i \mid N_i(x^q_p) \neq 0 \text{ for any } p \in \mathcal{M}\} \).
3. Identify the neighbor material points set \( \mathcal{N} \) where for all \( p \in \mathcal{N} \) there exists \( i \in I \) such that \( N_i(g(X^p; \hat{x}_n)) \neq 0 \).
4. Compute the deformation gradient \( F^q_p \) and the velocity \( v^q_p \) for each sample and neighbor material point at time instance \( t_n \) by evaluating (15) and (16) for \( X = X^p, p \in \mathcal{M} \cup \mathcal{N} \), and \( t = t_n \).
5. Set the quadrature point set to be \( \mathcal{P} = \mathcal{M} \cup \mathcal{N} \).

3.2.1.2. Quadrature points via Eulerian finite elements.

While the previous approach can incur an operation count independent of the original number of material points \( n^p \) and Eulerian basis functions \( n^b \), it requires computing (and tracking) the set of neighboring material points. In the worst case, tracking would result in computation on the order of \( O(n^p) \).

This section presents an alternative that does not require the tracking of every material point. Recall in MPM, each material point (Equation (8)) serves two purposes: (1) a Lagrangian tracker of the shape of the material; (2) a quadrature for stress update Equation (9). While the sample material points \( p \in \mathcal{M} \) alone can serve as Lagrangian trackers, any stress update would involve the neighboring material points as quadratures. To avoid the costly tracking of these neighboring material points, we generate Eulerian quadratures instead (Figure 3 right). These quadratures discretize the space instead of the material. \( l \) quadrature points are generated per dimension and per background grid cell. Therefore, for each quadrature point, we have its current position \( x^q \) and its volume \( V^q = \frac{1}{l} V^c \). \( V^c \) is the volume of the grid cell. In practice, we choose \( l = 2 \).

To compute the Eulerian quadrature point’s undeformed position, we can invert the approximated deformation by solving for \( X^q \), such that \( g(X^q; \hat{x}) = x^q \). Other kinematic quantities can then be computed using Equation (15) and Equation (16). The mass \( m^q \) of each quadrature point can be computed as \( m^q = \frac{\rho_0}{J^n} V^q \).
With these Eulerian quadrature points, instead of Equation (9), we can discretize the weak form (7) as

\[ \sum_{q=1}^{n^q} \left( \sum_{j} \mathbf{\dot{v}}_j N_j(x_q) \right) m^q = \sum_{q=1}^{n^q} \frac{1}{\rho_0} \left| J(x_q) \right| \mathbf{f}_q m^q + \int_{\partial\Omega} \mathbf{t} \mathbf{N}_i, \quad i = 1, \ldots, n^b. \]  

(20)

where \( n^q \) is the number of the Eulerian quadrature points.

Algorithm 4 presents the associated algorithm. In contrast to the first approach, this approach does not require tracking any neighboring material points. Instead, leveraging the invertibility of the deformation map, we can generate quadrature points necessary for updating the dynamics on the related grid nodes \( I \) only. Consequently, the approach can incur an operation count independent of the original number of material points \( n^p \) and Eulerian basis functions \( n^b \) without any additional tracking.

Algorithm 4: Eulerian quadrature kinematics

\begin{itemize}
\item **Input:** Generalized velocity \( \mathbf{\dot{v}}_n \), generalized coordinate \( \mathbf{\dot{x}}_n \).
\item **Output:** Quadrature point set \( \mathcal{P} \) and quadrature points information \( m^q, v^q, x^q, F^q \) for \( q \in \mathcal{P} \).
\item 1 Compute the position \( x^q_p \) for each sample material point \( p \in \mathcal{M} \) at time instance \( t_n \) by evaluating (14) for \( X = x^q_p, p \in \mathcal{M} \) and \( t = t_n \).
\item 2 Identify the grid nodes \( I = \{ i | N_i(x^q_p) \neq 0 \text{ for any } p \in \mathcal{M} \} \) needed to compute dynamics for the sample material points, i.e., \( I_g = \{ \phi | \phi(x^q_p) \neq 0 \text{ for any } p \in \mathcal{M} \} \).
\item 3 Define a quadrature rule comprising quadrature points and their volumes \( x^q \in \Omega, v^q \in \mathbb{R}^+, q \in \mathcal{O} = \{ 1, \ldots, n^q \} \), used to assemble the governing equations at the sample nodes \( I \).
\item Compute the undeformed positions of the quadrature points \( X^q \) by solving \( g(X^q ; \mathbf{\dot{x}}_n) = x^q \).
\item 4 Compute the deformation gradient \( F^q \) and the velocity \( v^q \) for each quadrature point at time instance \( t_n \) by evaluating (15) and (16) for \( X = X^q \) and \( t = t_n \).
\item 5 Compute the mass \( m^q \) for each quadrature point, \( m^q = \frac{\rho_0}{\mathcal{V}} \mathcal{V}^q \) where \( \mathcal{V}^q = \text{det}(F^q) \) is the determinant of the deformation gradient.
\item 6 Set the quadrature point set to be \( \mathcal{P} = \mathcal{O} \).
\end{itemize}

**Remark.** In addition to reducing the computational cost, the ability to generate arbitrary quadratures also enables adaptive refinement, which can be instrumental when the Jacobian \( J \) of the deformation gradient gets very large, and the fixed material point approach runs into under-integration problems.

3.2.2. Evolution on the full space

This section aims to compute the trial positions for the material points belonging to the subset \( p \in \mathcal{M} \) at \( t^{n+1} \). We deem these positions trial because they do not necessarily live on the low-dimensional manifold. Algorithm 5 presents the MPM-style stress update that works for both the Lagrangian quadratures and the Eulerian quadratures. Note that, compared with the original MPM algorithm (Algorithm 1), the stress update presented here no longer needs to evolve the deformation gradient explicitly. The deformation gradient is readily available from the spatial gradient of the approximated deformation.
**Algorithm 5: MPM-style full space dynamics**

**Input:** Quadrature points information $m^q$, $v^q$, $x^q$, $F^q_n$ for $q \in P$

**Output:** Full velocities $v^p_{n+1}^{trial}$ and full coordinates $x^p_{n+1}^{trial}$ for $p \in M$.

1. Perform the ‘particle to grid’ transfer by computing for $i \in I$

   
   \[
   m_{i,n} = \sum_{q \in P} N_i(x^q_n)m^q
   \]

   \[
   m_{i,n}v_{i,n} = \sum_{q \in P} N_i(x^q_n)m^qv^q_n
   \]

   \[
   f^\sigma_{i,n} = -\sum_{q \in P} \frac{J(F^q_n)}{\rho_0} \sigma(F^q_n)\nabla_x N_i(x^q_n)m^q
   \]

   \[
   f^e_{i,n} = \sum_{q \in P} \frac{J(F^q_n)}{\rho_0} b(x^q_n)N_i(x^q_n)m^q.
   \]

2. Perform the update step by computing for $i \in I$

   \[
   \dot{v}_i = \frac{1}{m_i}(f^\sigma_{i,n} + f^e_{i,n})
   \]

   \[
   \Delta v_i = v_i \Delta t
   \]

   \[
   v_{i,n+1} = v_{i,n} + \Delta v_i.
   \]

3. Perform the ‘grid to particle’ transfer by computing for $p \in M$

   \[
   v^p_{n+1}^{trial} = \sum_{i \in I} N_i(x^p_n)v_{i,n+1}
   \]

4. Update Lagrangian positions for $p \in M$

   \[
   x^p_{n+1}^{trial} = x^p_n + \Delta t v^p_{n+1}^{trial}
   \]

### 3.2.3. Project onto the reduced space

This section proposes two approaches to project the newly computed material point information onto the low-dimensional manifold and thereby effectively update the generalized coordinate.

Algorithm 6 presents the complete nonlinear projection algorithm where a least-square type of projection in the $l_2$-norm is conducted both on velocities and positions.

**Algorithm 6: Project the full space velocities and positions onto the reduced space**

**Input:** Full velocities $v^p_{n+1}^{trial}$ and full coordinates $x^p_{n+1}^{trial}$ for $p \in M$.

**Output:** Generalized velocity $\tilde{v}_{n+1}$ and generalized coordinate $\tilde{x}_{n+1}$.

1. $\tilde{v}_{n+1}$ and $\tilde{x}_{n+1}$, which should satisfy the minimization problem

   \[
   \tilde{v}_{n+1} \in \arg \min_{\tilde{v} \in \mathbb{R}^d} \sum_{p \in M} \| \frac{\partial g}{\partial x}(X^p; \tilde{x})\tilde{v} - v^p_{n+1}^{trial} \|^2_2. \tag{21}
   \]

   \[
   \tilde{x}_{n+1} \in \arg \min_{\tilde{x} \in \mathbb{R}^d} \sum_{p \in M} \| g(X^p; \tilde{x}) - x^p_{n+1}^{trial} \|^2_2. \tag{22}
   \]

   Since the discretization of the Jacobian term, $\frac{\partial g}{\partial x}$, is explicit, Equation (21) is a linear least square problem which can be resolved in the closed-form. In contrast, Equation (22) is a nonlinear least-square problem. We solve it using the Gauss-Newton method [78] with backtracking line search. We use a simple linear interpolation of the previous generalized coordinates as the initial guess, $\tilde{x}^{guess} = 2\tilde{x}_n - \tilde{x}(t_{n-1})$, and the solver typically converges in 2-3 iterations.
To reduce computational costs, we can linearize the nonlinear solve as follows. See detailed derivation in Appendix A.

Algorithm 7: Project the full space velocities and positions onto the reduced space

**Input:** Full coordinates $v_{n+1}^{\text{trial}}$ for $p \in \mathcal{M}$ and generalized coordinate $\hat{x}_n$.

**Output:** Generalized velocity $\hat{v}_{n+1}$ and generalized coordinate $\hat{x}_{n+1}$.

1. $\hat{x}_{n+1} = \hat{x}_n + \Delta t \hat{v}_{n+1}$, where $\hat{v}_{n+1}$ satisfies the minimization problem

$$\hat{v}_{n+1} \in \arg \min_{\hat{v} \in \mathbb{R}^d} \sum_{p \in \mathcal{M}} \left\| \frac{\partial g}{\partial \hat{x}}(X^p; \hat{x}_n) \hat{v} - v_{n+1}^{\text{trial}} \right\|_2^2.$$  

3.3. Hyper-reduction

The key to obtaining a practical speedup is choosing the sample material point set $\mathcal{M}$, whose dynamics are computed at every time step and used to update the generalized coordinate. If $\mathcal{M}$ is chosen to be all the original material points, i.e., no hyper-reduction, the reduced method offers no speedup. Since the dimension of the generalized coordinate is significantly smaller than the number of original material points, $\hat{d} << n^p$, if we choose $|\mathcal{M}| = n^p$, we will be solving an overdetermined system during projection (Algorithm 6 and 7). Therefore, we can, in fact, choose $|\mathcal{M}| << n^p$ while still obtaining a reasonable estimate of the optimal $\hat{x}$ and $\hat{v}$.

While more advanced methods for choosing $\mathcal{M}$ exist, we adopt a straightforward stochastic sampling scheme for its simplicity. Before starting the simulation, the size of the sample material point set is chosen to be $|\mathcal{M}|$. $\mathcal{M}$ is constructed by randomly sampling $|\mathcal{M}|$ points from the $n^p$ material points. We also re-sample at every time step to ensure good coverage of the entire domain. If kinematic boundaries exist, special attention is given to them by ensuring that some of the material points from these boundaries are included in $\mathcal{M}$. In practice, we sample at least five material points from each kinematic boundary. Figure 4 displays an example of the sample set $\mathcal{M}$.

![Figure 4: The sample material points $\mathcal{M}$ is shown on the right. Note that both the top and the bottom kinematic boundaries are sampled.](image-url)
4. Manifold-parameterization construction

\[
\tilde{x}(t_n, \mu) = \begin{pmatrix} x^1 \\ \vdots \\ x^n_p \end{pmatrix}
\]

Encoder function \(e\)

Manifold parameterization function \(g\)

\[
g(\tilde{x}, \tilde{t}_n, \mu) \approx x^p
\]

\[
\frac{\partial g}{\partial X}(\tilde{x}, \tilde{t}_n, \mu) \approx F^p
\]

\[
\frac{\partial g}{\partial \tilde{x}} X^p, \tilde{t}_n, \mu) \approx v^p
\]

Figure 5: The manifold parameterization function \(g\) is constructed via a neural network. With a continuously differentiable activation function, we also obtain the approximated deformation gradient and the approximated velocity. An encoder network \(e\) is used for generating \(\hat{x}\) from the simulation snapshot.

While in principle, the manifold-parameterization function \(g : \Omega_{\text{ref}} \times \mathbb{R}^d \rightarrow \mathbb{R}^d\) can be constructed in various ways, we will employ a fully-connected deep-learning architecture (i.e., a multilayer perceptron) for this purpose (Figure 5). We adopt ELU as the activation function for its continuous differentiability. The input to \(g\) is the undeformed position of a material point \(X^p\) and \(\tilde{x}\), which is shared among all material points at time \(t_n\) and has a dimension of \(\tilde{d}\). The output of \(g\) is the approximated deformed position of the material point. Thanks to the network’s continuous differentiability, we also obtain the approximated deformation gradient and approximated velocity. Our goal is to train the network such that these approximated quantities match the actual quantities, i.e., \(x^p\), \(F^p\), and \(v^p\). The detailed network structure of \(g\) is listed in Table 1.
Encoder network $e$

| Layer | Kernel size | Stride size |
|-------|-------------|-------------|
| 1     | 6           | 2           |
| $\cdots$ | 6           | 2           |
| $n_{conv}$ | 6           | 2           |

Fully-connected layers

| Layer | Input dimension | Output dimension |
|-------|-----------------|------------------|
| $n_{conv} + 1$ | $d_{conv}$ | 32 |
| $n_{conv} + 2$ | 32 | $\hat{d}$ |

Manifold-parameterization function $g$

| Layer | Input dimension | Output dimension |
|-------|-----------------|------------------|
| 1     | $d + \hat{d}$  | 30               |
| 2     | 30              | 30               |
| 3     | 30              | 30               |
| 4     | 30              | 30               |
| 5     | 30              | $\hat{d}$       |

Table 1: For the manifold-parameterization function $g$, we adopt a lightweight network by using 5 fully connected hidden layers, each with a size of 30, where $d \in \{2, 3\}$ and $\hat{d}$ is the dimension of the generalized coordinate. For the encoder function $e$, since the concatenated input vector can be arbitrarily large depending on the size of the simulations, we avoid extensive usages of fully connected layers. Instead, several 1D convolution layers with a kernel size of 6 and a stride size of 2 are used to reduce the dimension of the input vector down to $d_{conv}$, which is as low as possible but no smaller than 32. After that, a fully connected layer transforms the previous layer into a vector of size 32 and then another fully connected layer transforms the previous layer into a vector of the size $\hat{d}$, the dimension of the generalized coordinate.

4.1. Encoder

To train the manifold-parameterization function $g$, we also need to define the value of $\hat{x}$ at each time step $t_n$ for each parameter instance $\mu$. We do so implicitly by introducing an encoder network $e$. $\bar{\mathbf{x}}(t_n, \mu)$ is the input to $e$, which is defined by concatenating the deformed positions of all the material points. Such an input encourages the injectivity of $g$ with respect to $\hat{x}$ since there exists a unique $\hat{x}$ that corresponds to a simulation state, as defined by all the positions of the material points. This input is particularly suitable for history-independent problems, e.g., elasticity. For history-dependent problems, history-dependent variables can also be concatenated to the input to the encoder function to define a simulation state uniquely. In addition, the encoder structure also encourages a spatially and temporally coherent representation of the simulation state where nearby $\hat{x}$s correspond to nearby simulation states \[10\]. The detailed network structure of $e$ is listed in Table 1.

Remark. One can also define $\hat{x}$ without using the encoder network. For example, $\hat{x}$ can be defined explicitly by either manual choice or directly exposing $\hat{x}$ to the training scheme as a training variable along with the network weights. In practice, we found these approaches challenging to scale to large-scale problems as the number of $\hat{x}$s scales linearly with the number of simulation snapshots used for training. Furthermore, it is inconvenient to enforce injectivity as well as spatial and temporal coherence with these techniques.
4.2. Loss function

Let $\theta_\theta^*$ and $\theta_e^*$ be the weights of network $g$ and $e$. $\theta_\theta^*$ and $\theta_e^*$ are computed as the (approximate) solution to the minimization problem

$$
\min_{\theta_\theta, \theta_e} \sum_{n=0, \cdots, n^t, \mu \in D_{\text{train}}} (\| g_{\theta_\theta}(X^p; \hat{x}(t_n, \mu)) - \phi(X^p; t_n, \mu) \|^2_2 + \lambda_F \| \nabla g_{\theta_\theta}(X^p; \hat{x}(t_n, \mu)) - \nabla \phi(X^p; t_n, \mu) \|^2_F + \lambda_v \| \frac{\partial g_{\theta_\theta}}{\partial \hat{x}}(X^p; \hat{x}(t_n, \mu)) \frac{\hat{x}(t_{n+1}, \mu) - \hat{x}(t_n, \mu)}{\Delta t} - \phi(X^p; t_n, \mu) \|^2_2)
$$

(24)

where $\hat{x}(t_n, \mu) = e_\theta(\bar{x}(t_n, \mu))$, $n^t$ is the number of time steps, $n^p$ is the number of the material points, $D_{\text{train}} \subseteq D$ is the parameter instances for training, at which the full-order model has been solved and solutions are available, and $\lambda_F, \lambda_v \in \mathbb{R}_+$ denote penalty parameters for the deformation gradient and velocity, respectively.

Deformation gradient penalty $\lambda_F$ is necessary for the network to accurately describe the spatial gradients (Equation (15)), which is essential for both Lagrangian quadratures (Algorithm 3) and Eulerian quadratures (Algorithm 4). Velocity penalty $\lambda_v$ is necessary so that the full space velocity is well represented through the tangent space of the manifold (Equation (16)). Additional penalties could be introduced for higher-order derivatives.

Note that the $\frac{\hat{x}(t_{n+1}, \mu) - \hat{x}(t_n, \mu)}{\Delta t}$ term is a finite difference approximation of the generalized velocity $\dot{\hat{v}}$. Such an approximation effectively guarantees the validity of the linearized projection (Appendix A).

The rest of the training details are listed in Appendix B.

5. Numerical experiments

We demonstrate the robustness of the proposed reduced-order approach on several large-deformation nonlinear elasticity problems. The particular constitutive law we adopt is the fixed corotated hyperelastic energy by Stomakhin et al. [28]. In principle, any hyperelastic model would work with the proposed approach with no modification necessary. The baseline, full-order model is directly computed through the open-source explicit MPM implementation by Wang et al. [105]. Both the full-order model and the reduced-order runs 12 threads on a 2.30GHz Intel Xeon E5-2686 v4 CPU. In addition, the neural network portion of the reduced-order pipeline is implemented using the LibTorch library [29] and runs on a single NVIDIA Tesla V100 GPU.

All errors reported are the accumulative position errors of the test simulations for validation purposes that are not exposed during training. This error is defined as the L2 relative error:

$$
\left( \frac{\sum_{n=0, \cdots, n^t, \mu \in D_{\text{test}}} \| g_{\theta_\theta}(X^p; \hat{x}(t_n, \mu)) - \phi(X^p; t_n, \mu) \|^2_2}{\sum_{n=0, \cdots, n^t, \mu \in D_{\text{test}}} \| \phi(X^p; t_n, \mu) \|^2_2} \right)^{\frac{1}{2}}
$$

where we sum the relative errors over all material points, over all time steps, and over all simulation instances of the testing dataset. This error is zero when the reduced-order model, i.e., the approximated deformation map $g_{\theta_\theta}$, agrees exactly with the full-order model, i.e., the deformation map $\phi$.

### Table 2: Material properties and discretization parameters

| Experiment | Geometry | Young’s modulus | Poisson’s ratio | # of particles | Grid cell width | Particles per cell per dimension | Time step | Time steps | % of training | % of testing |
|------------|----------|-----------------|----------------|----------------|----------------|-------------------------------|----------|------------|-------------|-------------|
| Section 8.1| Cylinder | 12500 Pa        | 0.3            | 1368           | 0.04 cm        | 2                             | $\frac{1}{16}$ s | 30         | 24          | 6           |
| Section 8.2| Cylinder | 12500 Pa        | 0.3            | 1757           | 0.04 cm        | 2                             | $\frac{1}{16}$ s | 30         | 29          | 7           |
| Section 8.3| Cylinder | 12500 Pa        | 0.3            | 1368           | 0.04 cm        | 2                             | $\frac{1}{16}$ s | 432        | 12          | 24          |
| Section 8.4| Tower    | 80000 Pa        | 0.2            | 1176           | 0.48 cm        | 3                             | $\frac{1}{16}$ s | 80         | 16          | 4           |

Material points are initially positioned through the Poisson disk sampling approach [15] by sampling a fixed number of particles per grid cell per dimension [59]. The time step size is computed from the stability analysis based on the speed of the elastic wave and the element characteristic length scale [39].
5.1. Gravity

We conduct the numerical experiment on an elastic cylinder with a radius of 1 cm and a height of 4 cm. Its material and numerical properties are listed in Table 2. The elastic cylinder is attached to a vertical wall on one side and deforms under the influence of gravity (Figure 6). We generate training and testing data by sampling 30 evenly spaced numbers over \( g \in [1, 10] \) m/s\(^2\), where \( g \) is the magnitude of the gravitational force. For each \( g \), we run a simulation of 30 time steps. Therefore, a total of 930 simulation snapshots are generated, including the initial conditions. We then randomly split the dataset of 30 simulations into an offline training dataset of 24 simulations and an online testing dataset of 6 simulations.

5.1.1. The effect of gradient penalties

![Figure 7: The effect of gradient penalties during training. The temporal penalty term \( \lambda_v \) improves the accuracy of the linear projection schemes (c and d) but not the nonlinear projection schemes (a and b). The spatial penalty term \( \lambda_F \) improves both projection schemes. The Lagrangian (a and c) and the Eulerian (b and d) quadrature approaches yield similar results.](image)

In Figure 7, we study the influence of offline training parameters on the accuracy of the online reduced-order simulation. The \( \lambda_F \) term that trains the spatial gradient varies between zero and nonzero; The \( \lambda_v \) term that trains the temporal gradient also varies in the same manner. The dimension of the generalized coordinate is fixed to be 7, though similar trends are observed with other generalized coordinate dimensions. After training, we conduct reduced-order simulations using the four different combinations proposed in Section 3.2 and Algorithm 2. To isolate the source of error, we do not conduct hyper-reduction here.

Training with a positive \( \lambda_v \) significantly improves the accuracy of the linear projection technique of Algorithm 7 (Figure 7c and d). In contrast, the nonlinear projection scheme of Algorithm 6 (Figure 7c and d) is less sensitive to the choice of \( \lambda_v \). Such observations hold for both the Lagrangian quadratures
and the Eulerian quadratures. This numerical result aligns well with the theoretical analysis of linearization (Section 4). Furthermore, training with a positive $\lambda_F$ augments all four algorithm combinations (Figure 7 a, b, c, and d) due to a better deformation gradient approximation.

### 5.1.2. The effect of the generalized coordinate dimension

![Diagram showing the effect of the generalized coordinate dimension on position error.](image)

Figure 8: Increasing the dimension of the generalized coordinate improves the accuracy due to larger learning capacities.

Figure 8 demonstrates the effect of the generalized coordinate dimension $\hat{d}$, which is a key hyperparameter of the network structure (Section 4). We train networks with different generalized coordinate dimensions while fixing $\lambda_v$ to be 0.01 and $\lambda_F$ to be 100. Afterward, the trained networks are tested for reduced-order simulations. In order to isolate the source of error, hyper-reduction is not applied. Figure 8 shows that the four different algorithm combinations from Algorithm 2 demonstrate the same trend: increasing the generalized coordinate dimension improves the simulation accuracy because the network has a larger learning capacity.
5.1.3. The effect of hyper-reduction

Figure 9: The effectiveness of hyper-reduction is evidenced by the fact that using 10 projection points yields less than 1% error, and using just 100 points yields the same accuracy as no hyper-reduction, where all 1,368 material points are used for projection.

Figure 9 shows the projection point number’s influence on the accuracy of the reduced-order simulations. After the offline training with a setup of $\lambda_c = 0.01$, $\lambda_F = 100$, $\hat{d} = 4$, we conduct online, reduced-order simulations with various numbers of points for projection. Notably, with just 10 points for projection, all four quadrature and projection combinations yield an error of less than 1%. In addition, using just 100 points delivers the same level of accuracy as no hyper-reduction, i.e., all 1,368 points’ dynamics are computed (Section 3.2.2) and used for projection onto the generalized coordinates (Section 3.2.3).

5.1.4. Hyperparameter summary

To summarize all the offline and online hyperparameter options, we plot all the choices together (Figure 10). Section 5.1.1, Section 5.1.2, and Section 5.1.3 each presents a “slice” of the hyperparameter study in Figure 10 in order to articulate the effect of a particular parameter.
Figure 10: Hyperparameter summary. Training with positive spatial and temporal gradient penalties yields the optimal result. The size of the generalized coordinate size should be larger than one in order to attain the best accuracy. At least 10 sample points should be used to guarantee projection accuracy.

As shown in Figure 10, independent of quadrature and projection combinations, training with $\hat{d} = 1$ always yields a worse result, e.g., (100, 0.01, 1) vs. (100, 0.01, 4), (100, 0.01, 1) vs. (100, 0.01, 7). Therefore, the default training strategy should use $\hat{d} > 1$. Unlike the nonlinear projection scheme (Figure 10a and b), the linear projection scheme (Figure 10c and d) also consistently yields better result when training with a positive temporal gradient penalty $\lambda_v > 0$, e.g., (0, 0.0, 4) vs. (0, 0.01, 4), (0, 0.0, 7) vs. (0, 0.01, 7). Therefore, the default training strategy should use a positive temporal gradient penalty, especially when using linear projection. The spatial gradient penalty also improves simulation accuracy, as discussed in Section 5.1.1. Therefore, the default training strategy should also include the spatial gradient penalty term, though its significance is lesser than the other terms (Figure 10). With the training strategy mentioned earlier, all four reduced-order schemes achieve less than 1% error with just 10-100 sample points for projection. To obtain meaningful results, projection with just one point should be avoided as it can cause an error over 100%.

Since this section focuses on small-scale experiments that serve to support an extensive parameter study; as such, the opportunity for wall-time speedup of the reduced-order method over the full-order method is diminished; experiments in Section 5.4 will report wall-time speedups for higher-dimension problems.
5.2. Torsion and tension

We apply tension and torsion to an elastic, rectangular cuboid (Figure 11). The dimensions of the cuboid are 1 cm, 1 cm, and 4 cm. Its material and discretization properties are listed in Table 2. We generate simulation data by varying the translational velocity \( v \in [0, 0.6] \) m/s and the rotational velocity \( \omega \in [0, 2] \) rad/s. A total number of 36 simulations are generated via full factorial sampling of the translation and the rotational velocities with 6 evenly spaced samples in each dimension. Each simulation consists of 30 time steps. Therefore, a total of 1,116 simulation snapshots, including the initial conditions, are generated. Afterward, we randomly assign 29 simulations for training and 7 for testing.

| Scheme                      | \# of points for projection (50) | \# of points for projection (all) |
|-----------------------------|----------------------------------|----------------------------------|
| Lagrangian quad + nonlinear proj | 0.28%                           | 0.22%                           |
| Lagrangian quad + linear proj      | 0.39%                           | 0.29%                           |
| Eulerian quad + nonlinear proj    | 0.33%                           | 0.24%                           |
| Eulerian quad + linear proj       | 0.34%                           | 0.27%                           |

Table 3: Torsion and tension: errors of the reduced-order simulations on the testing dataset.

An approximated deformation map network is trained with \( \lambda_F = 100, \lambda_v = 0.01, \hat{d} = 7 \) (c.f., Section 5.1.4). We then conduct reduced-order simulations using this network. Table 3 reports the testing errors of the reduced-order simulations using different quadrature and projection combinations with and without hyper-reduction, demonstrating the effectiveness of the reduced-order simulation in modeling tension and torsion.
### 5.2.1. Zero-shot super-resolution

![Image](image_url)

Figure 12: The approximated deformation map is trained with low-resolution simulations (b). We can then run high-resolution, reduced-order simulations (c) that agree well with high-resolution, full-order simulations (d). The low-resolution simulation has 1,757 material points (Table 2). The high-resolution simulation increases the spatial resolution by 2 times in each dimension and has 13,900 material points in its initial setup. The Poisson disk sampling approach (Table 2) employed for generating initial material points has a random nature. None of the high-resolution material points shares identical initial positions with the low-resolution material points. In (a), we construct a super-resolution baseline by using the “tracer particle technique” [96, 34], where we advect the high-resolution material points using the velocity field computed from the low-resolution simulation. In comparison, our reduced high-resolution simulation has a higher accuracy than the baseline, both visually and quantitatively, measured by the position error from the high-resolution simulation ground truth.

| Scheme | Position error |
|--------|----------------|
| Lagrangian quad + nonlinear proj | 0.49% |
| Lagrangian quad + linear proj | 0.48% |
| Eulerian quad + nonlinear proj | 0.47% |
| Eulerian quad + linear proj | 0.46% |
| Baseline | 2.04% |

Table 4: Zero-shot super-resolution: errors of the reduced-order simulations on the high-resolution, torsion and tension testing dataset. To isolate the source of error, no hyper-reduction is conducted.

An advantage of training the deformation map instead of a finite number of material points is that we can easily adjust the resolution of the reduced-order simulation. We can infer the dynamics of an infinite number of material points so long as they belong to the reference domain. Consequently, even though the deformation map is trained on low-resolution simulations (Figure 12b), we can run high-resolution reduced-order simulations (Figure 12c) by using a finer MPM grid. Since the high-resolution simulation is never exposed to the training process, zero-shot super-resolution is achieved [67]. We construct a super-resolution baseline by advecting high-resolution material points on the velocity field from the low-resolution simulation (a). Both simulations are compared with the high-resolution ground truth (Figure 12d). Table 4 lists the errors of the super-resolution simulations of all the reduced-order schemes and the baseline, across the entire testing dataset. All reduced-order methods outperform the super-resolution baseline.
5.3. Poke-and-recover

Figure 13: The material is poked at the top by different forces, resulting in different deformed states. The material then recovers to its initial state because of elasticity.

Poking is a frequent use case of the elasticity simulation where a force is applied in a particular direction at a small portion of the material and is released after a short period. The material then recovers to its undeformed state due to elasticity.

The elastic cylinder from Section 5.1 is poked at the top (Figure 13). The poking force is characterized by the spherical coordinate, where \( f(\rho, \theta, \phi) = (r \sin \phi \cos \theta, r \sin \phi \sin \theta, r \cos \phi) \). The corresponding poking location, at which the force is applied, is \((-r \cos \theta, -r \sin \theta, h)\), where \( r \) and \( h \) are the radius and the height of the cylinder, respectively. \( r \) is chosen such that the poking point moves at a constant speed of 4.8 cm/s. \( \phi \) is fixed to be \( \frac{11}{12} \pi \). The poking force is applied for 0.25 s before it is released. After the force is released, the cylinder recovers to its initial state due to elasticity. We generate simulation data by varying \( \theta \in [0, 2\pi) \), the direction at which the poking force is applied. In particular, \( \theta \) is evenly sampled between \( \theta \in [0, 2\pi) \) with an interval of \( \frac{\pi}{18} \) and a total of 36 simulations are generated. We use 12 of these 36 simulations for training. The \( \theta \) of these 12 simulations is evenly spaced with an interval of \( \frac{\pi}{7} \). The rest 24 simulations are used for testing. The goal of this training and testing split is gauging online reduced-order simulations’ ability to poke at an arbitrary \( \theta \). Each simulation consists of 432 time steps. Therefore, a total of 15,588 simulation snapshots, including the initial conditions, are used for training and testing.

| Scheme                        | # of points for projection (50) | # of points for projection (all) |
|-------------------------------|---------------------------------|----------------------------------|
| Lagrangian quad + nonlinear proj | 1.47%                          | 1.07%                            |
| Lagrangian quad + linear proj  | 1.47%                          | 1.04%                            |
| Eulerian quad + nonlinear proj | 1.67%                          | 1.41%                            |
| Eulerian quad + linear proj    | 1.55%                          | 1.37%                            |

Table 5: Poke-and-recover: errors of the reduced-order simulations on the testing dataset.

We first conduct offline training with \( \lambda_F = 100, \lambda_v = 0.01, \hat{d} = 6 \) (c.f., Section 5.1.4) and then runs online reduced-order simulations. Table 5 reports the testing errors of the reduced-order simulations using different quadrature and projection combinations with and without hyper-reduction, demonstrating the effectiveness of the reduced-order simulation in modeling the poke-and-recover problem.

5.3.1. Reduced-space trajectory
Figure 14 plots the trajectory of the generalized coordinate $\hat{x}$ of a reduced poke-and-recover simulation. Since $\hat{x}$ is high-dimensional in general, we visualize $\hat{x}$ by projecting it onto a 2D plane spanned by its first two principal components.

Under the influence of the poking force, the material takes up a deformed state in the full space $\mathbf{x}$; after the force is removed, the material then returns to its undeformed state. It is also desirable to maintain such a “return” property in the reduced space $\hat{x}$, where $\hat{x}$ returns to its initial value. In general, one state in the full space can correspond to multiple generalized coordinates, i.e., the approximate deformation map is not necessarily injective with respect to $\hat{x}$. Using the encoder training scheme in Section 4.1 that encourages injectivity, we can maintain the “return” property in the reduced space. As shown in Figure 14, the generalized coordinate $\hat{x}$ returns to the origin, which maps to the undeformed state in the full space.

5.3.2. Continual manipulation

One advantage of maintaining the “return” property is that even though the training data consists of simulations poking only once, we can actually run reduced-order simulations that poke repetitively. After each poke-and-recover sequence, the generalized coordinate $\hat{x}$ returns to its starting value, ready to be poked again in an arbitrary direction.

Therefore, we run a reduced-order simulation consisting of ten consecutive poke-and-recover sequences, where the poking direction is chosen each time randomly. This simulation has 4320 time steps or 30 s in total. Table 6 reports its error in comparison with the full-order simulation. All quadrature and projection combinations produce good agreements with and without hyper-reduction. Note that no full-order simulation of 30 s is included in the training data. All training simulations are 3 s.

| Scheme                  | # of points for projection (50) | # of points for projection (all) |
|-------------------------|---------------------------------|----------------------------------|
| Lagrangian quad + nonlinear proj | 1.72%                          | 1.45%                            |
| Lagrangian quad + linear proj | 1.82%                          | 1.41%                            |
| Eulerian quad + nonlinear proj | 1.88%                          | 1.81%                            |
| Eulerian quad + linear proj | 1.96%                          | 1.74%                            |

Table 6: Continual poking and recovering: errors of the reduced-order simulations.
5.4. Application

To demonstrate the efficiency of the reduced-order simulation in comparison to the full-order simulation, we conduct large-scale experiments with a complex tower geometry (Figure 15). The material and numerical properties of the object are listed in Table 2.

Both the top and the bottom of the object experiences Dirichlet boundary conditions. The top is kinematically moved under a fixed velocity while the bottom stays still. The fixed velocity is parameterized by a spherical coordinate, \( \mathbf{v} = (r, \theta, \phi) = (r \cos \phi \cos \theta, r \cos \phi \sin \theta, r \sin \phi) \), where \( r \in [0.6, 0.8) \), \( \theta \in [0, \frac{\pi}{2}) \), and \( \phi \in [-\frac{\pi}{3}, -\frac{\pi}{12}) \). We investigate the reduced-order approach’s accuracy and efficiency in modeling this parametrized setting. Training data is generated by running 16 simulations with different \((r, \theta, \phi)\) triplets sampled using the Latin hypercube method [97]. Another 4 simulations are sampled using the same approach for testing purposes.

Figure 15: An object with complicated geometry undergoes elastic deformation (visualized with mesh, c.f. Figure 4 for raw material point data). Each row records a different configuration in the testing dataset (i.e., unseen during training). Each column corresponds to a different time during the simulation. The leftmost column is the beginning of the simulation, while the rightmost column is the end of the simulation. In each snapshot, the white tower on the left is the full-order simulation while the yellow tower on the right is the reduced-order simulation. The full-order model and the reduced-order model match overall in all configurations and at all times. However, the reduced model lacks secondary wrinkles that are present in the full-order model. More complex network architecture can be explored in order to capture these secondary features.
Figure 16: Position error vs. wall time. Each data point corresponds to a particular reduced-order setup (quadrature choices, projection types, and the number of points for projection). Wall time is the average computational cost for every physical second of simulation. A real-time simulation requires the wall clock time to be 1 (green line). The red line indicates the wall clock time of the original simulation. Setups using Eulerian quadratures and linear projection with fewer than 50 projection points (blue cross and orange cross) reach the real-time criteria and are over 20 times faster than the full-order model while maintaining decent accuracy.

An approximated deformation map network is trained with $\lambda_F = 100, \lambda_v = 0.01, \hat{d} = 6$ (c.f., Section 5.1.4). Afterward, we conduct systematic tests over the different reduced-order approaches and different numbers of material points for projection (Figure 16). All setups using the Eulerian quadratures (pentagon and cross) offer a significant speedup over the full-order model while maintaining a decent accuracy. By contrast, due to their need to track every material point, Lagrangian quadrature approaches (circle and square) do not offer a reduction in computation complexity and do not offer speedup over the full-order model. While linear projection methods (square and cross) generally have a slightly higher error than nonlinear projection methods (circle and pentagon), they are also computationally faster. Across all methods, the fewer projection points, the faster the simulation and the higher the error. In particular, the reduced-order simulations employing Eulerian quadratures and linear projection with fewer than 50 projection points (blue cross and orange cross) attain real-time performances. They are over 20 times faster than the baseline full-order model. Figure 16 displays all four testing simulations using the Eulerian quadratures and linear projection with 50 projection points (orange cross). Visually, the reduced-order simulations agree well with the full-order simulations while missing some secondary wrinkle deformations. Further research can be conducted on increasing the complexity of the network to capture these secondary deformations.

Remark. Instead of computing the dynamics of over 3 million material points, we only need to compute the dynamics of no more than 50 points (over 600,000 times reduction). However, the speedup number we observe is reduced to 20X. This discrepancy can be understood by the nonlocal nature of MPM where a neighborhood of quadrature points are required for computing the dynamics of even just one material point. Consequently, in order to update the dynamics of 50 points, over 20,000 quadrature points are involved in the particle to grid transfer.

Remark. We adopt a random sampling approach for choosing hyper-reduction projection points (Section 3.3). While such a method is easy to implement, it does not guarantee optimality in errors and computation costs. Future work should be conducted to select the optimal set of hyper-reduction points to minimize the position error and the computation cost.

6. Conclusion and future work

In this work, we present the first attempt at model reduction of MPM. We train a deep neural network to approximate the “deformation map” kinematics in continuum mechanics. We then utilize this trained
network to drive the MPM simulation via optimal-projection-based dynamics, ensuring the simulated trajectory remains on the low-dimensional manifold associated with the deformation-map approximation. We demonstrate that this approach can drastically reduce the dimension of the MPM hyperelasticity and offers an order-of-magnitude wall-time speedup.

In the future, we would like to extend our work to support other phenomena, such as plasticity, fracture, contact, and collision. This work focuses on the spatial model reduction of MPM. Future work should also consider a reduction in the temporal domain in order to take a larger time step size. Since the stress evaluation is completed on the CPU while the neural network evaluation is completed on the GPU, expensive CPU-GPU transfer is conducted at each time step size. Future work might investigate a full GPU implementation to avoid the costly transfer. Even though the proposed model reduction framework is designed for MPM, the proposed manifold parameterization function is, in fact, discretization independent. Therefore, we would like to go beyond MPM and explore its ability in model reduction of other continuum mechanics discretizations, such as the finite element method (FEM) and Smoothed-Particle Hydrodynamics (SPH). For the same reason, we would also like to explore the manifold parameterization function’s ability to learn from simulation data with adaptive refinement.
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A. Projection linearization

Plugging $\hat{x}_{n+1} = \hat{x}_n + \Delta t_n \hat{v}_n + \tilde{v}_n$ into Equation (22), we have

$$\hat{v}_{n+1} \in \arg \min_{\tilde{v} \in \mathbb{R}^d} \sum_{p \in M} \| g(X^p; \hat{x}_n + \Delta t_n \hat{v}) - x_{n+1}^{trial} \|^2_2. \quad (A.1)$$
Using Taylor’s theorem, we have

\[
g(X; \dot{x}_n + \Delta t_n \dot{v}) - x_{n+1}^{trial} \approx g(X; \dot{x}_n) + \Delta t_n \frac{\partial g}{\partial x}(X; \dot{x}_n) \dot{v} - x_{n+1}^{trial}
\]

\[
= g(X; \dot{x}_n) + \Delta t_n \frac{\partial g}{\partial x}(X; \dot{x}_n) \dot{v} - (x_n^p + \Delta t_n v_{n+1}^{trial})
\]

\[
= \Delta t_n \frac{\partial g}{\partial x}(X; \dot{x}_n) \dot{v} - \Delta t_n v_{n+1}^{trial}
\]

Under this linearization, Equation (A.1) becomes Equation (23). Consequently, the effectiveness of linear projection depends on the accuracy of such a linearization.

**B. Training details**

We implemented the network in PyTorch [79] and trained the network with the ADAM optimizer with an adaptive learning rate, decreasing from $1e^{-3}$ to $1e^{-6}$. We initialize the neural network’s weights using the Xavier initialization [40]. Standard feature-scaling is conducted for the input and the output of the network to ease the training process. Min-max normalization is performed for the reference positions, while standardization is conducted for the network’s output to have zero mean and unit variance.