A Method for Dehazing Images Obtained from Low Altitudes during High-Pressure Fronts
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Abstract: Unmanned aerial vehicles (UAVs) equipped with compact digital cameras and multi-spectral sensors are used in remote sensing applications and environmental studies. Recently, due to the reduction of costs of these types of system, the increase in their reliability, and the possibility of image acquisition with very high spatial resolution, low altitudes imaging is used in many qualitative and quantitative analyses in remote sensing. Also, there has been an enormous development in the processing of images obtained with UAV platforms. Until now, research on UAV imaging has focused mainly on aspects of geometric and partially radiometric correction. And consideration of the effects of low atmosphere and haze on images has so far been neglected due to the low operating altitudes of UAVs. However, it proved to be the case that the path of sunlight passing through various layers of the low atmosphere causes refraction and causes incorrect registration of reflection by the imaging sensor. Images obtained from low altitudes may be degraded due to the scattering process caused by fog and weather conditions. These negative atmospheric factors cause a reduction in contrast and colour reproduction in the image, thereby reducing its radiometric quality. This paper presents a method of dehazing images acquired with UAV platforms. As part of the research, a methodology for imagery acquisition from a low altitude was introduced, and methods of atmospheric calibration based on the atmosphere scattering model were presented. Moreover, a modified dehazing model using Wiener’s adaptive filter was presented. The accuracy assessment of the proposed dehazing method was made using qualitative indices such as structural similarity (SSIM), peak signal to noise ratio (PSNR), root mean square error (RMSE), Correlation Coefficient, Universal Image Quality Index (Q index) and Entropy. The experimental results showed that using the proposed dehazing method allowed the removal of the negative impact of haze and improved image quality, based on the PSNR index, even by an average of 34% compared to other similar methods. The obtained results show that our approach allows processing of the images to remove the negative impact of the low atmosphere. Thanks to this technique, it is possible to obtain a dehazing effect on images acquired at high humidity and radiation fog. The results from this study can provide better quality images for remote sensing analysis.
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1. Introduction

The intensive development of low altitude imaging using unmanned aerial vehicles (UAVs) allows performing many remote sensing analyses for small areas. The accurate radiometric correction of images obtained with UAVs platforms is nowadays an essential challenge both for remote sensing and digital image processing. Modern in situ measurements for the needs of quantitative and qualitative analyses in remote sensing are expensive and inefficient.
The remote sensing applications of images obtained from UAV platforms are already widely known due to high spatial and temporal resolution of imagery data [1]. However, very often, these images are acquired in adverse weather conditions (e.g., in high haze and humidity). Also, the highest amount of water vapour in the atmosphere is at the Earth’s surface, and decreases with altitude. For example, at the height of 1500 m, the average concentration of water vapour is 50% lower than at the Earth’s surface, and at the height of 5000 m, the content is already ten times lower [2,3]. Under such conditions, radiation passing through the atmosphere is absorbed and dispersed by suspensions of small water molecules. Images obtained in such conditions are characterised by much lower radiometric quality. Therefore, dehazing of images acquired from low altitudes under unfavourable weather conditions is quite a difficult task and at the same time an important research issue, because the quality of pictures deteriorated by fog is also influenced by ground features and haze components [4].

In the last few decades, radiometric correction methods, including the effect of atmospheric scattering, have been developed mainly in the field of satellite imagery. One such method was developed by Chavez [5,6] based on Simple Dark Pixel Subtraction (DOS). This model takes into account the shift of histograms in individual channels depending on the image acquisition angle. This is due to diffused light from outside the sensor that reaches the sensor, even if the reflectance coefficient from the ground is zero. The Modified Chavez method was also used to correct the atmospheric impact, in which the $\lambda \cdot \kappa$ for the atmospherically scattered radiance principle was proposed. The value of the coefficient $\kappa$ ranged from 0.5 for a haze to 4.0 for a clear Rayleigh-type atmosphere. Since the shift of the blue band is most affected by the atmosphere, it can be expected that the values determined for this channel would be the most accurate. The calculated value of the calibrated shift allows the determination of the value of $\kappa$. The higher the offset on the pixel DN values, the foggier the atmosphere. In addition, the $\kappa$ index rule will also depend on the flight altitude [6]. For images obtained from low altitudes, the useful height range will usually be 50–300 m.

Until now, the impact of low atmosphere on images obtained from UAVs has not been analysed from a broad perspective. Atmospheric correction of images obtained from low altitudes was omitted due to the low flight height. However, in some cases, when the amount of aerosols or haze is high, the use of appropriate correction becomes essential. Then for radiometric correction in situ measurements [7] Zarco-Tejada et al. (2013) or a physical model based on the dispersion of Huang et al. (2016) [8] are used. When considering the scattering of electromagnetic radiation, atmospheric effects depend on the altitude of the flight and the characteristics of the test area. The influence of the atmosphere is caused by gas scattering and absorption. The types of scattering are as follows: Rayleigh scattering (when the particles are smaller than the wavelength) and non-selective scattering (when the particles are larger than the wavelength of the electromagnetic spectrum) [9]. In addition, radiometric correction of sensors mounted on UAVs should take into account the impact of the so-called low atmosphere on the brightness distribution in the image. Until now, atmospheric correction for images obtained from low altitudes has not always been implemented due to the lack of necessary meteorological measurements or the neglect of the influence of the atmosphere or fog. However, the omission of atmospheric correction may distort the results of comprehensive quantitative analyses. The application of atmospheric correction and dehazing allow the elimination of some of the adverse effects of the atmosphere and improves the results of the studies [10–12].

For satellite imagery correction, the model based on the transformation from the luminance at the upper atmosphere layer to the luminance on the Earth’s surface (this process is quite often omitted for aerial photographs, while for UAV images it has not been done so far). In this correction technique, the state of the atmosphere, including the content of gases, aerosols and dust, which are the source of absorption and dispersion occurring in the atmosphere, should be accurately determined. The radiation transfer can be modelled using appropriate software, based on the given parameters (Radiative Transfer Codes (RTC)) in the function of their influence on the atmosphere [13]. Measurement of atmospheric transmission on the exact day of imagery data acquisition is technically feasible but expensive and time-consuming, therefore this method is rarely used. In the case of image data acquired from low
altitudes, the economic and time-consuming aspect of data acquisition can be neglected. Due to these aspects, in the case of satellite imagery, a series of simplified methods of atmospheric correction has been developed. The availability of various methods allows choosing the right one for each data set and its subsequent post-processing.

Currently, atmospheric correction methods do not guarantee repeatability of results, and the lack of in situ measurement makes it impossible to estimate the error of performed operations. The complexity of the stages described above means that radiometric (atmospheric) correction is often neglected in the process of pre-processing of satellite or aerial images.

In addition, it can be stated that the omission of radiometric correction of satellite, aerial or UAV imagery can lead to inaccurate or even erroneous analysis results. Additionally, as mentioned in previous research works [14–16], omitting the atmospheric correction stage very often leads to:

a. Errors in quantitative analyses (e.g., determination of albedo value, surface temperature and vegetation indices);

b. Difficulties in comparing multi-temporal data series;

c. Challenges in comparing radiometric in situ measurements with values from satellite, aerial or low-altitudes imagery;

d. Problems in comparative analyses of spectral signatures in time and/or space;

e. A decrease in the accuracy of multispectral imagery classification [17].

Therefore, based on the abovementioned factors, atmospheric correction and dehazing of remote sensing images from low altitudes, influenced by fog, is an important and actual research topic.

1.1. Related Works

In the early 90s, the Atmosphere Removal Algorithm (ATREM) was developed to perform radiometric correction of multispectral satellite data. Since then, several packages for atmospheric correction of multi-and hyperspectral data, i.e., High-accuracy Atmospheric Correction for Hyperspectral Data (HATCH) [18,19] and a series of Atmospheric and Topographic Correction (ATCOR) codes, especially the ATCOR-4 version, which is used in the atmospheric correction of small and wide FOV sensors. In addition, a version of this atmospheric correction model uses a database containing the results of radiation transfer calculation based on the MODTRAN-5 radiation transfer model. In this model, additional techniques of correcting adjacency effects and bi-direction reflectance distribution function (BRDF) have been implemented to reduce the effects of fog and to remove low cirrus cloud [20–22].

The high share of humidity during the image acquisition from low altitudes causes a negative phenomenon of fogging in images and, consequently, a reduction in their radiometric quality. The classical atmospheric correction methods described above are mainly used in the processing of multispectral and hyperspectral satellite images. However, the main challenge in the aspect of atmospheric correction of images obtained from low altitudes, is to eliminate the negative impact of haze on the radiometric quality of images.

Similar to the classic atmospheric correction, haze correction methods can be divided into two categories: (a) methods based on statistical data and digital image processing, and (b) correction methods based on physical models associated with information about the state of the atmosphere at the time of image acquisition. Regardless of the cause of image degradation, the use of appropriate image processing methods will improve its quality. For images degraded by fog, including in the algorithm, the improvement of the physical model allows proper correction results. In addition, based on the physical model, the effect of removing fog from the image does not cause information loss.

One of the first methods of image correction included the histogram shift of individual bands [5], or the search for dark objects based on a haze thickness map (HTM) [23]. In turn, another algorithm proposed by Zhang et al. [24] a haze optimised transformation (HOT) included removal of the haze area based on the analysis of the space features in the visible spectrum. Unfortunately, this method
does not apply to light surfaces. Homomorphic filtration [25,26], and the Retinex theory [27] or wavelet transformation [28] were also used to remove haze from the image. A new approach known as the dark channel prior has been proposed by He et al. [29]. This algorithm divides the image into hazy regions and haze-free regions. In a different approach, to generate the transmission map, bilateral and denoising filtering were used by Xie et al. [30]. In turn, Park et al. [31] used the edge smoothing filter and performed multi-scale tone manipulation to conduct the dark channel prior. Tan [32] proposed a method that uses the dependency between contrast and haze, i.e., a fog-free image has higher contrast than a hazy image. He took into account the maximisation of the local input contrast of the hazy image, which partially removed the haze but at the same time introduced artefacts. Yeh et al. [33] proposed a fast dehazing algorithm by analysing haze density based on bright and dark channel priors. Fattal [34] proposed a method that determines the average transmission by estimating the scene albedo. In addition to these methods, as part of the single-image dehazing approach, significant results have also been obtained by Berman’s et al. [35], and Tarel and Hautiere [36], where the main problem of these methods is the long processing time. In turn, Oakley et al., [37] used a physical model and estimated parameters of the degradation model based on a statistical model in order to remove haze from the image.

1.2. Research Purpose

This article presents the method for dehazing images obtained from a low altitude. The proposed method takes into account the effects of humidity and the level of data acquisition. Dehazing images obtained with UAVs should be the primary process before proper remote sensing analyses, especially in cases where such data as e.g., reflection coefficients need to be obtained. The effectiveness of the proposed method of image processing has been verified based on two independent test data sets. The research aimed to develop the method for dehazing images from a low altitude, taking into account the impact of air humidity and flight height. As part of the study, an approach taking into account the effect of the haze effect and geometry of illumination has been proposed. Our dehazing method is based on the modified Dark Channel Prior algorithm and Wiener adaptive filter. The article presents the methodology for UAV image dehazing, showing the results of the proposed radiometric correction and an accuracy analysis based on reference image data.

The paper is structured as follows: In Section 2, the test data are introduced. In Section 3, the research method is explained. Section 4 presents the experimental results. In Section 5, the results are discussed. Finally, Section 6 provides a summary of this work.

2. Materials

2.1. Test Area

The correction method was designed based on a series of data obtained in the lakeland village of Mieruniszki (54°10′7.15″ N; 22°34′12.18″ E; ASL (Altitude Above Sea Level) 193 m on 13 September 2018. This area is located at the northern end of Poland. It is characterised by high latitude, so the angle of sunlight is lower, the day is shorter and photos acquired in the morning and evening may have worse radiometric quality than photos obtained at the same time, under the same conditions for higher latitudes. The proper selection of test data to assess the correctness of the proposed method was particularly important. The first test set was also acquired in the Mieruniszki area on 22 November 2018. The second set of data was recorded in the mountain village of Kościelisko (49°17′32.63″ N; 19°52′26.28″ E; ASL 941 m) in southern Poland (Figure 1) on 26 September 2018. Kościelisko is located in the south of Poland, and its latitude is about 5° lower. Both regions have their own microclimate. In the Polish mountains during the climatic autumn, strong winds often blow. The most significant impact on the climate is polar air coming from the west, which brings warming and an increase in cloud cover and precipitation on the northern slopes of the mountains during winter. In summer, it causes cooling and an increase in cloud cover. In turn, Mieruniszki is located in the Polish cold
pole, where the air temperature is generally lower than in the southern parts of the country. Winds from westerly directions prevail, there are also winds from the south-east. The most windless days fall between July and September. The local microclimate and current atmospheric fronts create the synoptic situation of the region.

Test areas were covered with low grassy vegetation. The occurring buildings in both cases were characterised by a low degree of urbanisation. There are single-family houses, road and technical infrastructure; there are single trees, bushes, grassy vegetation predominates. The test raids in the research areas were carried out on 13 and 26 September and 22 November 2018. In the area of Central and Eastern Europe, it is a period of climatic autumn.

2.2. Data Acquisition

Imagery data in the RGB range were obtained using the DJI Phantom 4 Pro platform (DJI, Shenzhen, China). It is equipped with four electric motors. The platform is equipped with high-resolution digital camera imaging in the visible spectral range. The platform navigation system uses Global Positioning System/Global Navigation Satellite System (GPS/GLONASS) and an optical positioning system as well as two Inertial Measurement Unit (IMU) systems. It is controlled by using an RC controller operating at a frequency of 2.4 GHz. A 1-inch 20-megapixel Complementary Metal-Oxide Semiconductor (CMOS) sensor with a mechanical shutter was installed on the gimbal stabilised in three axes. The focal length of the lens was 24 mm (full-frame). The data were stored in a 24-bit JPG format. Camera sensitivity was set at ISO200 for all images with aperture 4.0 and shutter times ranging between 1/25–1/800. All images were georeferenced with the on-board GPS. Image data were acquired at different flight heights, i.e., in the range from 50 to 300 m (Figure 2.). During the experiment, a total of 646 images with a similar texture (i.e., flat, moderately urbanised areas, arable fields, meadows) were taken.

The meteorological data used to develop parameters for assessing the radiometric quality of images were obtained using the AGAT 20 ground-level measurement station and the SR 10 system for probing the atmosphere. The SR10 system designed for areological measurements allows measuring physical parameters of the atmosphere-air temperature, dew point temperature, humidity, pressure, wind speed and direction, from Earth level to a height of about 30 km, with a measurement frequency of 1 Hz.

The system consists of the SR10 receiver, M10 radiosondes (Figure 3), ground control kit for radiosonde calibration based on GNSS (12 channels) initialisation. In addition, the system includes an omnidirectional antenna (400MHz), GPS antenna (400MHz) and a tripod. The operating range of the SR10 system is min. 350 km. The receiver works in the 400–406 MHz range.
2.3. Meteorological Conditions

2.3.1. The Synoptic Situation in the Mieruniszki Test Area

On 13 September 2018, the area of Mieruniszki was under a low-activity cold front associated with a barometric low from northern Scandinavia (Figure 4). A maritime polar air mass flowed over the region from the west, with the velocity of 50–40 km/h and with the stable equilibrium that changed to conditionally unstable as the day passed [38].

At the time of the flights in Mieruniszki, between the hours of 04:00 UTC and 12:00 UTC, the sky coverage was at 8–5/8 Ci, Ac, As, Cu, Sc with the lowest cloud bases at the height of 400–600 m, rising after 07:00 UTC to 600–1000 m. Prevailing wind direction: 250–270°, wind speed: 2–4 kt. Near the end of the considered time interval there were light rain showers. Prevailing visibility was above 10 km, with fog only in the small hours of the morning, limiting the visibility to 6 km. During the flights, the maximum temperature was 15–17 °C. The 0 °C isotherm was located at 3000–2700 m. The humidity ranged from 61.7% to 98.0%.

On 22 November 2018, the area of Mieruniszki was in the high-pressure field associated with the barometric high from Kaliningrad (Figure 5). A continental polar air mass flowed over the region from the southwest, with the velocity of 30–20 km/h and with stable equilibrium [38].

During the flights in Mieruniszki, between the hours of 06:00 UTC and 12:00 UTC, the sky coverage was at 6–8/8 with the lowest cloud bases at the height of 300–450 or 600 m. The wind was moderate and changeable (prevalently north-easterly). The prevailing visibility was above 10 km. During the flights, the maximum temperature was −3 °C. The 0 °C isotherm was located at 0 m. Within the range of the clouds, there was light to moderate ice. Various inversions, which had developed after the sunset on the previous evening and during the night, lasted throughout the day, which prevented any

Figure 2. An example of imagery data set obtained from different altitudes, from 50 m to 300 m: (a) 50 m (b) 75 m (c) 100 m (d) 125 m (e) 150 m (f) 175 m (g) 200 m (h) 225 m (i) 250 m (j) 275 m (k) 300 m in the morning, with air humidity of 61.2%.

Figure 3. Radiosonde M10.
changes in the size and height of cloud bases, as well as any increases in temperature. The humidity ranged from 52.2% to 75.2% [38].

Figure 4. Europe synoptic map, 13 September 2018 at 12:00 UTC (based on Reference [39]).

Figure 5. Europe synoptic map 22 November 2018 at 12.00 UTC (based on Reference [39]).
2.3.2. The Synoptic Situation in the Kościelisko Test Area

On 26 September 2018, the area of Kościelisko was in the stationary high-pressure field coming in from southern Europe (Figure 6). A maritime polar air mass flowed over the area from the northwest, at the velocity of 50–45 km/h and with a stable equilibrium.

![Europe synoptic map 26 September 2018 at 12:00 UTC. (based on Reference [39]).](image)

During the flights in Kościelisko between the hours of 07:00 UTC and 17:00 UTC, the sky coverage was at 2–4/8 Ci, Cs, Ac, with lowest cloud bases at the height of 2400–3000 m, with periodic changes to 2–4/8 Cu, Sc, cloud bases at 1800–2400 m. The wind was moderate and changeable, visibility over 10 km. The maximum temperature was 11–13 °C. The 0 °C isotherm was located at 3000–3400 m. The humidity ranged from 40.5% to 83.0% [38].

3. Methodology

This chapter presents the methods for dehazing images obtained from low altitudes. A block diagram of the overall method workflow is shown in Figure 7.
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The following sections present the processing stages (mentioned in the workflow) in detail.

3.1. Dark Image Prior

In the first processing step, Dark Channel Prior (DCP) developed by He et al. [38] was used. Before processing, the intensity value is determined for each image band. The DCP assumes that some fragments of non-fogged images contain at least a few pixels with a low DN value in at least one channel. Based on this, it can be assumed that the dark channel for an excellent radiometric quality image (not covered by haze) tends to 0. Therefore, for each input image, the dark channel could be described by the Equation [29]:

$$ I_{dark}(x,y) = \min_{c \in \{R,G,B\}} \left( \min_{z \in \Omega(x,y)} I_c(z) \right) $$

where: $I_c$ is the image band; $\Omega(x)$ represents a local patch centred at pixel; minimum operator: $\min_{c \in \{R,G,B\}}$ performed on each pixel of the image; minimum filter $\min_{y \in \Omega(x)}$. The minimum number of operators may vary.

3.2. Calculate the Atmospheric Scattering Light

In image processing, the atmosphere dispersion model for adverse weather conditions will have the following form [36]:

$$ I(x, y) = I_\infty \rho(x, y) e^{-\beta_d(x,y)} + I_\infty (1 - e^{-\beta_d(x,y)}) $$

The first expression models direct attenuation of the atmosphere, while the second one models the dispersion of light in the air. $I$ determines the intensity of image haze, $x$, $y$ determines the position on the 2D plane: $I_\infty$ defines the light in the atmosphere, which is treated as a global constant and

![Block diagram of the overall method workflow.](figure7.png)
independent of the pixel location. \( \rho \) is the reflection coefficient of the object in the image. \( \beta \) is the atmospheric attenuation coefficient, and \( d \) is the distance between the object in the image and the observer, which can be different in each position. It is assumed that \( \beta \) in Equation (2) is constant for different wavelengths of the electromagnetic spectrum. This assumption is correct for the case when the particles of the atmosphere are larger (water vapour particles) compared to the wavelength of light. In addition, the \( \beta \) value is constant for each part of the image. Transmission \( t \) can be expressed as \( t(x, y) = e^{-\beta d(x,y)} \). In turn, atmospheric light can be written as \( A = I_\infty \). The simplified Equation (2) will be:

\[
I(x, y) = J(x, y)t(x, y) + A(1 - t(x, y)) \tag{3}
\]

where: \( J(x) \) is not a hazy image, \( t \) is the transmission, and \( A \) is atmospheric light.

Below (Figure 8) is the optical model of the atmosphere diffusion based on the Lambert reflection model, which is similar to other such models [39].

![Atmospheric scattering model](image)

**Figure 8.** Atmospheric scattering model in a humidity atmosphere for an image acquired by an unmanned aerial vehicles (UAV) platform.

The model implemented in our methodology is a linear combination of direct radiation transmission and light scattering on water vapour particles in the atmosphere. Direct transmission is the result of the propagation of light in the environment, taking into account the reflectance of objects and attenuation by water vapour particles. Additionally, to preserve the background texture, median filtration with 3 × 3 kernel size was applied [40].

The atmospheric light estimation-\( A \) will consist of selecting the points with the highest DN considered as the intensity of atmospheric light \( A \) from the group of pixels. According to the research conducted by He [29], 0.1% of the brightest pixels in the dark channel were selected, and the brightest pixels in the original input image \( I \) as an estimate of the intensity of atmospheric light.

### 3.3. Estimating Transmission Map

In the next stage, the atmospheric light \( A \) determined in the previous step was used to determine the transmission map. In addition, it was assumed that the value of the intensity factor correlates with meteorological measurements of the SR10 system. The value of the \( \Omega \) coefficient was directly proportional to the humidity intensity during the imagery acquisition and ranged from 0.40 to 0.98. To speed up the calculations, the resolution of the input images has been reduced by half, and the patch size was 15 × 15 pixels. To determine the transmission map, the approach proposed by [29] was used:

1. In the first step, Equation (3) was normalised using atmospheric light \( A \). After this operation, the Equation is:

\[
\frac{I(x, y)}{A^c} = \frac{J(x, y)}{A^c} t(x, y) + 1 - t(x, y) \tag{4}
\]

...
In this way, it is possible to normalise each R, G, B band of the image independently.

b. According to the adopted assumption that \( t(x, y) \) is a constant \( \tilde{t}(x, y) \) in a local patch (block) and the \( A^c \) value is known, the dark channel can be determined by using the \( \min \) operator [29]:

\[
\min_{z \in \Omega(x, y)} \left( \min_c \frac{I^c(x, y)}{A^c} (z) \right) = \tilde{t}(x, y) \left( \min_{z \in \Omega(x, y)} \left( \min_c \frac{I^c(x, y)}{A^c} (z) \right) + 1 - \tilde{t}(x, y) \right)
\] (5)

\[ c. \] In the next step, it is assumed that for the dehazed image (dark channel) \( J^c \to 0 \), and \( A^c \) value is always positive.

d. Based on the above, the transmission value \( \tilde{t}(x, y) \) for the block (patch) can be determined from the formula:

\[
\tilde{t}(x, y) = 1 - \min_{z \in \Omega(x, y)} \left( \min_c \frac{I^c(x, y)}{A^c} (z) \right)
\] (6)

Whereas the average transmission value is calculated for the whole image.

After the determination of the scattering atmospheric light and transmission map step, the scene radiance was determined based on the Equation:

\[
J(x, y) = \frac{I(x, y) - A^c}{\max\{\tilde{t}(x, y), t_0\}} + A^c
\] (7)

According to the results [29] the component \( J(x, y) \) might be close to zero when the transmission value \( t \) is also close to zero. As mentioned previously, the proposed methodology \( t(x) \) will be in the range: \( t(x) \in [0, 1] \).

3.4. Denoising Images

In the next step, in order to reduce the restored image blur and remove noise, an adaptive Wiener filter for the red image channel was used, which uses the statistical estimation of noise parameters for the local neighbourhood of each image point. Filtration was carried out according to the following steps [40]:

a. In the first step, the filter kernel size was set empirically to \( 3 \times 3 \) pixels. The average value and variance were determined for the environment of each pixel of the image according to the following formulas:

\[
\mu = \frac{1}{NM} \sum_{n_1, n_2 \in \eta} a(n_1, n_2)
\] (8)

\[
\sigma^2 = \frac{1}{NM} \sum_{n_1, n_2 \in \eta} a^2(n_1, n_2) - \mu^2
\] (9)

where \( n_1, n_2 \in \eta \) is \( N \times M \) elemental proximity to each point (pixel) of the image.

b. In the second step, the square of noise variance \( v^2 \) is determined for the identified noise waveforms or, in the absence of data, the square of mean-variance from all local neighbourhoods of pixels for the filtered channel (image) is calculated;

c. In the third step, a new pixel value is determined from the relationship:

\[
b(n_1, n_2) = \mu + \frac{\sigma^2 - v^2}{\sigma^2} (a(n_1, n_2) - \mu)
\] (10)

where \( v^2 \) is the average of all local estimated variances [41,42].

Wiener adaptive filter was implemented for the red image band after determining the transmission map. Only the red band was subjected to filtration since the images obtained at high humidity
or underexposed have more significant light scattering on larger particles (water vapour particles) (precipitation) from the wavelength (Mie dispersion). After filtering, the red band was combined with the rest of the image.

4. Results and Quality Assessment

In our experiment, the proposed method was implemented by MATLAB R2019a on a PC with Windows 7. Hardware configuration: 2.8 GHz Intel i7 Quad, 8 GB RAM and GeForce graphic card with CUDA technology. Imagery data were obtained at different humidity levels and haze, and during a different time of day with different lighting conditions, during autumn in Central and Eastern Europe (please see Section 2). In total, 646 images were processed.

In addition, a comparative analysis of our method with some of the most popular methods of dehazing images, such as those by: [29], Berman’s et al. [35] and Tarel and Hautiere [36] was conducted. All these methods have also been implemented in the MATLAB environment. For reliable analysis results, the processing parameters for the above techniques are consistent with: [29,35,36]. Table 1 shows the per-image computation time of each algorithm.

Table 1. Comparison of the average per-image computation time (second).

|                | Our Method | He’s et al. | Berman’s et al. | Tarel and Hautiere’s |
|----------------|------------|------------|-----------------|----------------------|
| Time [s]       | 2.43       | 2.36       | 1.75            | 2.45                 |

Where He’s et al. is method from [29], Berman’s et al. is method from [35], Tarel and Hautiere’s is method from [36].

Based on Table 1, it can be observed that the shortest processing time was achieved for the Berman’s et al. method and it was 1.75 s, while the longest for the Tarel and Hautiere’s method and it was 2.45 s. It is worth noting, however, that the processing times for individual images are strictly dependent on the number of stages of data processing in a particular algorithm and on the computer’s hardware configuration.

4.1. Quality Assessment

To quantify the quality of images subjected to dehazing operations, commonly used quality assessment indices were used. These indices are based on examining the similarity between the original image before correction and the image after correction. Qualitative indices used in the research presented were calculated for 646 images, and include: root mean square error (RMSE), signal to noise ratio (SNR), peak signal to noise ratio (PSNR), structural similarity (SSIM), which according to [43] assesses the ability to preserve structural information for imagery dehazing methods. Also included is the correlation coefficient (CC), which measures the similarity between two images and the Entropy value original and the Entropy value after dehazing. Entropy determines the complexity of the image texture—the more details visible in the texture, the greater the value this feature takes, the entropy is in the range [0, 8]. The Universal Image Quality Index (Q index) proposed by [43] was also included in the quality assessment. It takes values from 0 to 1. The higher its value, the better the image quality.

4.1.1. Visual Analysis

In Figure 9, sample images from the test data set are shown. The visual analysis of these photos shows the results of subsequent processing methods.
Based on the visual analysis (Figures 10–12), it can be observed that the application of our method has effectively removed the negative impact of air humidity (haze) on the radiometric quality of images obtained from low altitudes while improving the sharpness of images and their noise reduction.
Figure 11. Selected test image acquired at 125 m: (a) Before dehazing, (b) our method, (c) He’s et al. [29] method, (d) Berman’s et al. [35] method and (e) Tarel and Hautiere, 2009 [36].

Application of the basic He’s et al. method an achieved satisfactory results; however, the images are blurred or noisy in some areas. Moreover, it can be stated that the use of the last two (Berman’s et al. [35] method and Tarel and Hautiere [36]) methods for dehazing introduced colour supersaturation, which may cause the halo effect in images. In addition, in our approach, the use of Wiener filter allowed to remove the blur effect, caused by data acquisition in low light conditions caused by haze.
Application of Berman’s et al. method [35] causes images to seem unnaturally overexposed, and the contrast increases too much. An unnatural reproduction of the colour of the water surface and its reflection can be seen on the photographed water reservoir (Figure 10).

Whereas, based on the analysis of examples of images processed using the Tarel and Hautiere method, [36], it can be seen that these images have been excessively enhanced (Figures 10 and 11). In addition, in this method (Figure 9), very dense fog during the data acquisition caused the negative effect of even more haze after data processing, i.e., the image was even more degraded. That method cannot cope with very dense fog in the image. As shown in Figure 9, method [36] is unable to process a very hazy image. That is because the algorithm incorrectly recognises whether the observed white belongs to the haze or to an object in the scene. As shown above, this algorithm will be unreliable for low altitudes images obtained under dense fog conditions.

Unlike other dehazing methods, our method allows the removal of most of the haze from images and enhances the details of the image, correctly reproduces colours, eliminates excessive gain and possible blur of the image.

4.1.2. Quality Metrics Assessment

PSNR Assessment

Figure 13 shows the results of comparative analysis for our method and other methods to the PSNR parameter.
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**Figure 13.** Values of peak signal to noise ratio (PSNR) for the test data set (September–November 2018).

Images obtained under good weather conditions are sharp and have a low noise level, which is confirmed by positive and high PSNR values (Table 2). On the other hand, images acquired in impoverished conditions are vague, hazy and noisy, which reflects low index values and negative values.

| PSNR     | Our Method | He’s et al. | Berman’s et al. | Tarel and Hautiere’s |
|----------|------------|-------------|-----------------|----------------------|
| Mean     | 26.44      | 23.58       | 17.40           | 21.38                |
| Std      | 7.41       | 7.24        | 2.60            | 4.39                 |
| Min      | 12.62      | 8.55        | 9.64            | 10.80                |
| Max      | 44.03      | 45.01       | 24.28           | 33.55                |

Where He’s et al. is method from [29], Berman’s et al. is method from [35], Tarel and Hautiere’s is method from [36].

As known, the higher the PSNR value, the better the image quality. For a sample of 646 images in most cases, the PSNR value for our method is higher than the others. For our approach, the average
value was 26.44 [dB]. For He’s et al., the average was 23.57 [dB], for Berman’s et al. method the average was only 17.40 [dB], and for Tarel and Hautiere’s method 21.38 [dB]. Our approach allowed obtaining on average 34% higher values of the PSNR compared to Berman’s et al. method. Whereas, in comparison to the primary method of [29], the results improved by an average of 11%.

Table 2 shows the distribution of PSNR values for reference images obtained from three different flight levels in the early morning, morning and afternoon (test data set of 646 images). The best results are shown in green.

The average values of the PSNR for reference images are from 17.40 to 26.44 [dB], with a standard deviation from 2.60 to 7.41. Maximum values do not exceed 45.01. The minimum value of the ratio is 8.55, and it is the value for the image with the lowest quality in Method [29].

RSME Assessment

In the literature, many different approaches to assessing image quality can be found. There is no universal procedure. To assess the image quality after data dehazing the mean error values can be used, i.e., RMSE (Root Mean Square Error) [355]. The relative RMSE measure is used to avoid large absolute deviations for large values of the DN.

For images from the test data set (Figure 14) for the proposed method, the average RMSE value was equal to 11.4% with a maximum value of 40.5% for one image only. Similarly, for He’s approach, the average RMSE value did not exceed 20% and was equal to 16.1%. In the case of Berman’s et al. method, the average RMSE was 24.5%. For Harel and Tautiere’s method it was 16.7%.
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**Figure 14.** Values of root mean square error (RMSE) for the test data set (September–November 2018).

Table 3 shows the distribution of RMSE index values for reference images obtained from three different flight levels in the early morning, morning and afternoon (test data set of 646 images). The best results are shown in green.

| RMSE [%] | Our Method | He’s et al. | Berman’s et al. | Tarel and Hautiere’s |
|----------|------------|-------------|-----------------|---------------------|
| Mean     | 11.4       | 16.1        | 24.5            | 16.7                |
| Std      | 8.7        | 14.0        | 7.7             | 8.1                 |
| Min      | 1.1        | 1.1         | 10.6            | 3.6                 |
| Max      | 40.5       | 64.7        | 57.1            | 50.0                |

Where He’s et al. is method from [29], Berman’s et al. is method from [35], Tarel and Hautiere’s is method from [36].

Standard deviation values for all considered methods are in the range from 7.7 (Berman’s et al. method) to 8.7% (our approach). Maximum values do not exceed 64.7% (He’s method). The minimum
value is 1.1 (Our method and He’s method). The average values of the determined RMSE (Table 3) for test data sets, only for our approach, do not exceed the value of 12% in all spectral bands. This means that the proposed method of images dehazing is highly satisfactory. In addition, it does not degrade its informational content. Additionally, for our approach, obtaining the lowest RMSE value indicates good spectral consistency, i.e., DN value correspondence. Unfortunately, in the case of Berman’s et al. method, the most significant information degradation of images was observed. The differences in the obtained RMSE values for individual test images result from the flight height (from 50 m to 300 m). This is also since as the altitude increases, the atmosphere model changes and the conditions of radiation scattering change. In addition, different humidity at the time of data acquisition and the varied texture of the image should be considered.

SSIM Assessment

Next, the structural similarity index (SSIM) was applied. This index takes into account three types of image distortion: image luminance, contrast, and structure. For the purposes of the experiment the values 0.01 and 0.03 were adopted for C1 and C2, respectively, and the dynamic range of the image was in the range of 0–255. SSIM is characterised by contrast, brightness and structural similarity of an image. It takes values from 0 to 1. The closer the value is to 1, the better the image quality. The chart below (Figure 15) shows the calculated SSIM values for all test images using specific processing methods. The best results are shown in green.
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**Figure 15.** Values of structural similarity index (SSIM) for the test data set (September–November 2018).

Based on the chart analysis, it can be seen that the highest SSIM values were obtained for our method and classical He’s method. While the lowest index values were obtained for Berman’s et al. method. The average SSIM value for the proposed method was 0.890, for He’s method 0.843, while the lowest average value was obtained for Berman’s et al. approach and it was 0.564.

Table 4 shows that our approach outperforms the other methods. The best results are shown in green.

**Table 4.** Distribution of SSIM values for test images (September–November 2018).

| SSIM | Our Method | He’s et al. | Berman’s et al. | Tarel and Hautiere’s |
|------|------------|------------|----------------|---------------------|
| mean | 0.890      | 0.843      | 0.564          | 0.746               |
| std  | 0.071      | 0.122      | 0.160          | 0.084               |
| min  | 0.385      | 0.409      | 0.042          | 0.419               |
| max  | 0.986      | 0.987      | 0.874          | 0.905               |

Where He’s et al. is method from [29], Berman’s et al. is method from [35], Tarel and Hautiere’s is method from [36].
Standard deviation values for the considered methods are in the range from 0.071 (our approach) to 0.122 (He’s et al.) [29]. The maximum value obtained was 0.987 (He’s method) [29]. The minimum value is 0.042 (Berman’s et al. method) [35]. Unfortunately, in the case of Berman’s et al. method, the greatest information degradation of images was observed at the expense of their dehazing. Based on the above, it can be concluded that our method obtains the highest SSIM for images from low altitudes in comparison to other existing methods. Therefore, the proposed method balances colours after processing operations but also improves the radiometric quality of images degraded by the adverse effects of the low atmosphere.

Universal Quality Index Assessment

The Q Index was also used in qualitative analyses. This is an image quality evaluation parameter of the full-reference type [43,44]. It takes values from 0 to 1. The closer the value is to 1, the better the image quality. This index was developed to assess image distortion as a combination of three factors: correlation loss, radiometry distortion and contrast distortion. It includes several different statistical parameters characterising the data set—brightness values of pixels in a given image band, and the average value of this index, according to its authors, allows for global assessment of image quality [43]. The following chart (Figure 16) shows the calculated Q index values for all test images using individual processing methods.
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**Figure 16.** Values of Universal Image Quality Index (Q Index) for the test data set (September–November 2018).

Table 5 shows that our approach outperforms the other methods. The best results are shown in green.

| Q Index | Our Method | He’s et al. | Berman’s et al. | Tarel and Hautiere’s |
|---------|------------|------------|----------------|---------------------|
| mean    | 0.881      | 0.828      | 0.546          | 0.642               |
| std     | 0.081      | 0.167      | 0.192          | 0.128               |
| min     | 0.533      | 0.275      | 0.019          | 0.265               |
| max     | 0.991      | 0.990      | 0.850          | 0.896               |

Where He’s et al. is method from [29]. Berman’s et al. is method from [35]. Tarel and Hautiere’s is method from [36].

Standard deviation values for the considered methods are in the range of 0.071 (our method) to 0.122 (Berman’s et al. approach) [35]. The maximum value obtained was 0.987 (He’s method) [29]. The minimum value is 0.042 (Berman’s et al. method) [35]. In addition, as the results of the previous index
(SSIM) analysis have already shown, in the case of Berman’s et al. method, the most considerable information degradation of images was observed at the expense of their dehazing. Analysing the obtained Q index statistical values for individual methods, it can be stated that our method noticeably improved image quality degraded by the negative impact of haze.

Correlation Assessment

To conduct the comparative analysis, the Correlation Coefficient (CC) between hazy images and dehazed images was also calculated. The CC value depends on the relationship between the covariance of the respective channels of both images and the spread of the pixel values around the mean value in each band of both pictures (standard deviation). That means that for data that retain ideally the same spectral values, i.e., pixel values, the correlation coefficient should be 1. The closer to CC is 0, the less the correlated data are, and therefore the similarity is low [45,46]. The graph below (Figure 17) shows the calculated Cross-Correlation values for all test images using specific processing methods. The best results are shown in green.
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**Figure 17.** Values of Correlation Coefficient for the test data set (September–November 2018).

Table 6 presents the values of the correlation coefficient between hazy images and dehazed images. The best results are shown in green.

| Cross-Correlation | Our Method | He’s et al. | Berman’s et al. | Tarel and Hautiere’s |
|-------------------|------------|-------------|-----------------|---------------------|
| mean              | 0.930      | 0.933       | 0.932           | 0.751               |
| std               | 0.058      | 0.047       | 0.051           | 0.160               |
| min               | 0.711      | 0.678       | 0.660           | 0.112               |
| max               | 0.997      | 0.998       | 0.995           | 0.984               |

Where He’s et al. is method from [29], Berman’s et al. is method from [35], Tarel and Hautiere’s is method from [36].

In relation to the correlation values, the average values for the first three methods are about 0.93. After radiometric correction, correlation values are close to 1; it means that the global image statistics have not changed, while the absolute radiometric quality of the image radiometric has improved. Only when processing using the Harel and Tautiere’s method, the average correlation was 0.751, and also for this method the lowest correlation coefficient value was obtained, it was only 0.112, which means quite a significant degradation of the spectral information in the image. In turn, the results for our methods are very similar to [29].
Entropy Compare Analysis

The last verification factor for image quality assessment was determining the entropy value (Figure 18) for images before and after processing. As mentioned before, the more details are visible in the texture, the higher value this feature has, the entropy is in the range [0, 8].

![Figure 18. Entropy values before and after dehazing for individual methods (September–November 2018).](image)

The average Entropy value for the original test images was 6.11. As a result of the implementation of our approach, the average entropy value increased to 6.51, i.e., by 7%. That indicates an improvement in the quality of images, especially concerning increasing the information capacity of the texture. While, for He’s et al. the average value was 6.43, for Berman’s et al. 6.49, while for Tarel’s and Hautiere’s the highest value was obtained for all methods—6.56. If the analyses on previous qualitative indices were not carried out, it could be erroneously concluded that the last method is the best, which in global terms of quality assessment, assessing only increasing the detail of the texture is not objective. In turn, in all cases, the implementation of specific methods allowed the noticeable increase of the amount of information visible in the image texture.

A Statistical Significance Test of Results

Wilcoxon’s signed-rank test was used to determine the statistical significance of the results [47]. Such approach allowed to determine if the differences between the compared methods are really significant. For this work, the $p$-value was used to indicate the equality of the two comparison methods—Our method with other tested methods, at a $p = 0.05$ level significance. The test verifies the hypothesis: $H_0$: there are no differences between measurements; $H_1$: there are statistically significant differences between the measurements.

Table 7 presents the tests for each pair of two methods, ours and another tested method. The presented results show that the method we proposed significantly differs from the others in the field of dehazing images. The smallest differences occurred between our method, and He’s et al. Method; $p$-value is equal to <0.0001 and 0.048 for CC and RMSE, respectively. Also, $z$-score generally have the lowest values for all compared pairs. Based on the statistical significance test, the relatively highest convergence of results is associated with similar processing steps proposed by He et al. [29]. In turn, the most significant differences are between our method and Tarel and Hautiere’s method, where $p$-values are very low, and $z$-score (except for PSNR) are lower than −5. Nevertheless, all $z$-score values for each pair present differences in methods and emphasise the real significance of our approach. The exception is $p$-value equal to 0.379 for CC for comparison of Our method with Berman’s et al. That shows that for this case there is no basis for rejecting the $H_0$ hypothesis and in some cases differences in the results for these two methods may be insignificant. However, in all other cases, $p$-values are lower than 0.05, so the differences between the compared methods are really significant.
Table 7. Wilcoxon test results for our and other tested methods.

|                | Our Method with He’s et al. | Our Method with Berman’s et al. | Our Method with Tarel and Hautiere’s |
|----------------|-----------------------------|---------------------------------|--------------------------------------|
| PSNR           | p-value 0.032               | <0.0001                         | 0.033                                |
|                | z-score −2.134              | −3.509                          | −2.133                               |
| RMSE           | p-value 0.048               | <0.0001                         | <0.0001                              |
|                | z-score −1.974              | −4.132                          | −5.719                               |
| SSIM           | p-value 0.039               | <0.0001                         | <0.0001                              |
|                | z-score −2.056              | −6.153                          | −6.155                               |
| Q              | p-value 0.028               | <0.0001                         | <0.0001                              |
|                | z-score −2.987              | −6.144                          | −6.1539                              |
| CC             | p-value <0.0001             | 0.379                           | <0.0001                              |
|                | z-score −4.508              | −0.878                          | −6.144                               |

Where He’s et al. is method from [29], Berman’s et al. is method from [35], Tarel and Hautiere’s is method from [36].

5. Discussion

In this paper, a novel method of dehazing images obtained from low altitude was proposed. Unlike most existing solutions, we address this problem for images obtained from low altitudes, taking into account the low atmosphere influence. The algorithms used so far were dedicated to satellite imagery or high-altitude aerial imagery. On the other hand, other methods of dehazing images commonly used in digital image processing degraded the image information content, as demonstrated by the analysis of qualitative indices values. Our correction method is based on the Dark Channel Prior model, which was proposed by [29]. Our solution allows for the removal of haze from images obtained from low altitudes. As proven, based on the proposed data set, our method is useful for images acquired at the height from 50 to 300m with relative humidity (fog) in the range from 40% to 99%. The experiments performed confirmed the impact of air humidity (in particular radiation mists) on the quality of images obtained from low altitudes. In addition, our method allows for the removal of the adverse effects of noise and blur of the image while maintaining its detail thanks to the use of an adaptive Wiener filter. Image colours and contrast remain realistic and physically correct, which, unfortunately, is not provided by popular dehazing methods, such as the Tarel and Hautiere method considered in analyses, [36].

The obtained test results prove the universality of the presented approach for different heights and different lighting conditions and air humidity. The presented research shows the validity of processing images to remove the negative impact of haze. The experiments performed also indicate a new direction of research to develop new models of radiometric correction of images, which will be dedicated only to images obtained from UAVs.

The proposed correction method will reduce radiometric differences in the images contained in the block due to the influence of haze (fog) and the negative impact of air humidity.

In relation to the comparative analyses, our method successfully removed the haze from the image in the vast majority of cases. Regarding the original method proposed by [29], the results for the PSNR index improved by an average of 11%. In turn, in the case of comparative analysis to the Tarel and Hautiere’s method [36] from some images, the haze has been adequately removed, while others have been degraded, making them useless in the context of further analyses. It can be stated that our method and [29] gave the best results in removing haze, while colours and pixel values were preserved. Analysing the values of individual qualitative indices, it can be clearly seen that our method works best, taking into account both qualitative and quantitative assessment and excellent visual quality of the images. Concerning one of the more essential indicator, PSNR (Table 2), for our method, the average value of this index was 26.44 [dB], while the worst result was obtained for Berman’s et al. and it was 52% worse than the proposed solution. Similar results were obtained as a result of research
carried out by [48]. In their work, the authors proposed an image dehazing method based on feature learning. For the preformed method, PSNR values for test data ranged from 16.90 [dB] to 21.93 [dB].

When analysing the RMSE results [%] our method also gave the best results, the average RMSE error value was only 11.4%. However, once again, while verifying the processing results with this index, Berman’s et al. method [35] proved to be the least effective, the average value was RSME 24.5%. The results of this indicator mean that the processing method used degrades the information content of the image.

Also, analysis of the results from Table 4 confirms the effectiveness of the proposed method, where the average value of the SSIM index for our approach was 0.890, and the worst average value was obtained for Berman’s et al. method [35], and it was 0.564.

As demonstrated in the calculated correlation values for our method, the average correlation value is 0.930 (Table 6). On this basis, it can be concluded that the global statistics of images have not changed, and only its absolute radiometric quality has been improved. The proposed strategy showed better results compared to similar methods. An improvement of even a few percent is significant because it will bring the spectral properties of objects in the image closer, as well as improving the interpretation properties of such images.

In turn, by performing visual analysis based on the example of Figure 10b it can be observed that sometimes water reservoirs after dehazing become too dark because too much atmospheric light is removed from them; DN values are too low. On the transmission map they are marked as very dense haze and algorithms based on dark channel prior try to remove them. That subtracts an incorrect value in these regions and makes the image on which the water was photographed too dark. One solution to this problem may be to mask these areas and not apply the algorithm on them.

The limitation of the proposed method, as well as other similar algorithms based on the statistical values of the image, is that it may not work on some specific examples of images, e.g., obtained in very bad weather conditions. When a strong fog obscures only part of the object photographed in the image, the use of the algorithm will distort colour reproduction in the image, and as a consequence degrade the spectral quality of the image. The use of radiometric correction that includes the impact of the low atmosphere is crucial to ensure the accuracy of subsequent analyses related to remote sensing from low altitudes; therefore, it is recommended to use calibration panels with a known reflection coefficient to verify data calibration and estimate the radiometric error in each processed image.

Furthermore, the limitation of the proposed method does not take into account geophysical variables such as soil moisture. In order to overcome this limitation, future research will focus on modifying the proposed solution by taking into account several factors, i.e., land cover, water quality, soil moisture and also season.

6. Conclusions

The paper presents the results of research on methods of dehazing images acquired from low altitudes. To remove the haze caused by the negative influence of the low atmosphere on images obtained from UAVs, the Dark Channel Prior algorithm along with the Wiener adaptive filter, were applied. The parameters used in our method have been determined empirically. Our approach is dedicated to images obtained from a low altitude, especially for the most commonly used heights in UAV remote sensing, i.e., from 50 to 300 m. We evaluated the effectiveness of the proposed method using many qualitative indicators. The results of our experiments confirmed the effectiveness of our methods in comparison with several other popular methods used for dehazing images. In addition, thanks to test imagery data sets obtained at different heights and under different atmospheric conditions, we have demonstrated the range of effectiveness of our methods, which is extremely important in improving the quality of images obtained in various conditions.

In our future research work we would adapt our methodology to data acquired with high spatial resolution sensors. Moreover, further research would be focused on the improvement of presented solutions, primarily of automatic parameters preselection for different acquisition heights and water
vapour content. Additionally, we plan to add more case studies with a more specific focus on different geophysical variables.
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