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1. Introduction

In many physical situations particle transport through continuous media is described by transport equations which are typically derived from general physical principles as, for instance, the conservation of energy and momentum [1]. Classical cases are provided by the transport of neutron in a reactor or the photon transport in a highly scattering medium [2]. In their most general form transport equations (whose one of the first and most paradigmatic example is the Boltzmann equation) are nonlinear integro-differential equations often with an incompletely known scattering kernel [1,2]. It is therefore very difficult, not to say impossible, to attain exact analytical solutions of the problem and even obtaining numerical solutions is not an easy task. Moreover, numerical solutions might not reproduce, or even detect, important qualitative characteristics of the transport process [2].

These difficulties have traditionally lead to the search of simpler and easier way to handle approximations. One of the most universal approximation is modeling the transport process by diffusion processes. Such approximation greatly simplifies the description of the transport process because in the absence of any field driving the particle the usually complicated transport equation is reduced to the much simpler diffusion equation:

\[ \frac{\partial p}{\partial t} = D \nabla^2 p, \]  

here \( p(r,t) \) is the probability density function (PDF) of the diffusing particle to be at \( r \) at time \( t \) and \( D \) is the diffusion coefficient.

Diffusion processes have two major characteristics: (i) the mean square deviation grows linearly with time,

\[ \langle (\Delta r(t))^2 \rangle = Dt, \]  

where \( \Delta r(t) = r(t) - \langle r(t) \rangle \); (ii) the PDF is Gaussian. Indeed, the solution to Equation (1) assuming the particle is initially at the origin, \( p(r,0) = \delta(r) \), is

\[ p(r,t) = \frac{1}{(4\pi D t)^{3/2}} e^{-r^2/4Dt}. \]
Despite its simplicity and the wide range of applications in countless areas of physical sciences, the diffusion approximation has, however, several limitations. We will here point out two of them. First, diffusion processes present an infinite velocity of propagation. This can be easily seen from Equation (3) where it is shown that the solution $p(r, t) > 0$ never vanishes for any finite time and distances $r = \lvert r \rvert$. There is, nonetheless, a nonzero probability (albeit small) of finding the diffusive particle, at any instant of time, arbitrarily far away from the initial position. In consequence diffusion models allow for arbitrary velocities, even larger than the speed of light in vacuum. This is contrary to the principles of relativity and certainly unsatisfactory from a conceptual point of view [3].

On the other hand, diffusion processes are also unable to account for ballistic motion and are rather useless in describing of early-time effects when ballistic motion may be important as well as near interfaces and in thin samples. This is certainly the case when modeling transport phenomena for which thermalization due to random collisions takes a finite time and the flux of ballistic particles might not be negligible, all of it resulting in anisotropic scattering along the forward direction. A particular but significant case is that of the photon migration through turbid media in which diffusion models are unable to account for ballistic photons and are inaccurate near boundaries [2,4–6]. A similar situation may arise in transport across membranes [7].

Telegraphic processes are a generalized form of diffusion processes in these two aspects. Thus (i) they allow for a finite velocity of propagation and (ii) they are nearly deterministic (i.e., ballistic) at short times while they are diffusive at long times when random collisions have been able to thermalize the motion. As a first approximation, the transport equation for telegraphic processes is the telegrapher’s equation (TE):

$$\frac{\partial^2 p}{\partial t^2} + \frac{1}{\tau} \frac{\partial p}{\partial t} = v^2 \nabla^2 p,$$

where $\tau > 0$ is a characteristic time, and $v > 0$ is a characteristic speed. From a mathematical point of view, this is a hyperbolic equation which, as $\tau \rightarrow \infty$ with $v$ fixed, becomes the wave equation,

$$\frac{\partial^2 p}{\partial t^2} = v^2 \nabla^2 p,$$

while as $\tau \rightarrow 0$ and $v \rightarrow \infty$ such that $v^2 \tau \rightarrow D$ is finite it reduces to the diffusion Equation (1). The telegrapher’s equation thus possesses wave and diffusion features describing “diffusion with finite propagation velocity” but also “wave motion with damping” [8]. Moreover, the limits to diffusion and wave equations are also achieved as time progresses. We can thus easily see by scaling time with $\tau$ that initially as $t \rightarrow 0$ (i.e., $t \ll \tau$), TE approaches to the wave equation while asymptotically as $t \rightarrow \infty$ ($t \gg \tau$) moves toward the diffusion equation. As a consequence [2,8]

$$\langle |\Delta r(t)|^2 \rangle \sim t^2, \quad (t \rightarrow 0) \quad \text{and} \quad \langle |\Delta r(t)|^2 \rangle \sim t, \quad (t \rightarrow \infty),$$

which heightens the duality of the TE and shows the transition from ballistic motion to diffusive motion as time progresses.

The TE appeared in the nineteenth century in the works of Kelvin and Heaviside related to the analysis of transmission of electromagnetic waves in telegraphic wires. In this context, the three dimensional telegrapher’s equation can be derived by combining Maxwell’s equations for homogeneous media [2,8]. TE can also be phenomenologically derived from thermodynamics by using Cattaneo’s equation, a nonlocal generalization of Fick’s law accounting for non instantaneous diffusions [9–11], and also from random walk theory where the one-dimensional TE is the master equation of the persistent random walk [12–15].

From a mesoscopic point of view (somewhere between the microscopic view of random walk models and the macroscopic approach of thermodynamics) telegraphic processes are closely related to Brownian motion. As was studied some years ago in Ref. [16], the telegrapher’s equation, like the diffusion equation, can also be derived from...
the Chapman-Kolmogorov equation, which is the master equation for Markovian processes [17]. It is worth noticing that such a derivation is obtained by retaining quadratic terms in the time expansion of the Chapman-Kolmogorov equation which sets a characteristic time scale and a characteristic velocity. The Markovian character of the process is assured for times greater than the characteristic time while a possible non-Markovian character for smaller times s still an unsettled question [16].

In the context of transport theory, the three-dimensional TE is the so-called \( P_1 \) approximation to the full transport equation for which the basic assumption is that the change in the direction of motion due to a single scattering event is small \([1,2,18,19]\). In a more recent approach \([20]\) a three-dimensional TE model is obtained by a modification of the continuity equation for the probability current. The model is, however, limited to a discrete number of transport directions, which restricts possible applications. Other approaches suppose phenomenological generalizations, where a three dimensional TE is postulated for uniform isotropic media by assuming the same form as the one-dimensional TE, but with numerical corrections in the coefficients which guarantee correct ballistic \((t \to 0)\) and diffusive \((t \to \infty)\) behaviors in three dimensions \([4-6]\). The more fundamental and less phenomenological way of describing telegraphic processes is, however, based on random walk models since they try to reproduce the microscopic mechanism of transport.

Random walk models for describing telegraphic processes are modifications of the ordinary random walk because the latter, for long times and large distances (i.e., the so-called “fluid limit” \([21]\)) leads to the diffusion equation but not to the telegrapher’s equation \([2,8,22]\). However, and contrary to one dimension where the TE is readily obtained from the persistent random walk on the line \([2,12,14]\), in higher dimensions obtaining the TE from microscopic models encounters serious difficulties. The main reason lies in the difficulty of generalizing persistence in dimensions greater than one \([23-29]\).

We have recently solved this problem by obtaining the three-dimensional TE \([30]\) and the two-dimensional TE \([31]\) from random walk models (as we had done previously for the one-dimensional case \([32]\)). These models consist of a continuous version of two and three dimensional random walks with a continuum of states \([33]\). I will here review and enlarge these works.

For more than two decades, the so-called “anomalous transport” and “anomalous diffusion” have been the object of intense research with countless applications in many areas of physics, chemistry and natural and socio-economic sciences. There is an immense literature on the subject with many complete reports. As a necessarily short sample we may cite from early reviews in \([34-39]\) to more recent reports \([40-42]\) among many others. It is also worthwhile mentioning a less technical but excellent introduction \([43]\). The concept first appeared from the theory of random processes, specifically within continuous time random walks, a powerful technique developed by Montroll and Weiss more than 50 years ago \([22,44,45]\) (see a recent and updated review in Ref. \([46]\)) and it was first applied to diffusion of charge carriers in organic semiconductors by Scher and Montroll in the 1970’s \([47,48]\).

Anomalous transport arises in motion through extremely disordered systems such as random media and fractal structures \([49]\) and its most distinctive characteristic is that the mean square deviation follows the asymptotic law \([35,36,50]\)

\[
\langle (\Delta r(t))^2 \rangle \sim t^\alpha, \tag{6}
\]

\((t \to \infty)\), where \(\alpha > 0\) is any positive real number. When \(0 < \alpha < 1\) the transport regime is subdiffusive, \(\alpha = 1\) corresponds to diffusive transport while \(\alpha > 1\) describes superdiffusion. Within the diffusive approximation and in the force-free case, the anomalous transport process is described by a fractional diffusion equation,

\[
\frac{\partial^\alpha p}{\partial t^\alpha} = D \nabla^{2\gamma} p \tag{7}
\]
\((0 < \alpha \leq 1, 0 < \gamma \leq 1)\), \(\partial^\alpha / \partial t^\alpha\) is the fractional Caputo derivative and \(\nabla^{2\gamma}\) is the Riesz–Feller fractional Laplacian (see Section 5.2 for a definition of these operators). In the case of particles diffusing under the influence of an external field of force, Equation (7) is replaced by a fractional Fokker–Plank equation \([36,38]\).

The mathematical properties of the solutions to the fractional diffusion Equation (7) have been thoroughly studied and very clearly exposed by Mainardi, Gorenflo and collaborators \([51–53]\). One of these properties is the scaling relation \([21,35,53]\)

\[
p(r, t) = t^{-\alpha/2\gamma} f\left(\frac{r}{t^{\alpha/2\gamma}}\right),
\]

resulting in the mean square displacement \([21]\):

\[
\langle r^2(t) \rangle = Mt^{\alpha/\gamma}.
\]

When \(\gamma = 1\) but \(\alpha\) is not an integer we have the “time-fractional diffusion”; the case \(0 < \alpha < 1\) corresponding to subdiffusion while \(\alpha > 1\) to superdiffusion. When \(\alpha = 1\) but \(\gamma\) is not integer, the fractional diffusion Equation (7) describes a Levy process, this case is always associated with superdiffusion and it is termed “space-fractional diffusion” \([21,38]\).

As mentioned above, the original motivation for the fractional transport was devised from the continuous time random walk formalism \([47,48]\). As a result, the derivations of the fractional diffusion equation are mostly based on this formalism, although alternative approaches exist based on master equations or (fractional) Chapman–Kolmogorov expansions \([36]\).

The fractional Equation (7) ignores changes in the dynamics of the diffusing particle as time increases. These changes account for ballistic motion and anisotropic scattering (among others) that are relevant in a number of experimental settings \([54]\). The TE explains some of these characteristics of transport which imply the transition form ballistic to diffusive motion asymptotically in time.

In a recent work \([32]\) we have presented a derivation of the fractional telegrapher’s equation (FTE) in one dimension based on a fractional generalization of the persistent random walk on the line. The continuous multistate model mentioned above allows for a fractional treatment which finally leads to fractional TEs in higher dimensions \([30,31]\).

In this paper we review all these questions and present some new results. The paper is organized as follows. In Section 2 we present the continuous multistate random walk in three dimensions, which in homogeneous and isotropic cases, allows us to derive the three-dimensional telegrapher’s equation (Section 3). In Section 4 we adapt the model to two dimensions and derive the corresponding telegrapher’s equation. The rest of the paper is devoted to the fractional generalization of these matters. In Section 5 we set the general model for fractional telegraphic transport and obtain the space-time fractional telegrapher’s equation in two and three dimensions along with the exact expression for the characteristic function. In Section 6 we study in detail the time-fractional telegrapher’s equation, analyze its solution for any dimensionality, and obtain asymptotic results for the probability distribution and the moments of the distance travelled. Concluding remarks are presented in Section 7.

2. Continuous Multistate Random Walk in Three Dimensions

We review the microscopic model introduced in Ref. \([30]\) for the transport of particles in continuous media. The model is based on a generalization of multistate random walks and assumes a continuum in the number of states \([33]\). In the traditional formulation of multistate random walks (see \([15]\) for a recent review on multistate walks on the line) the walker can be in a discrete (but not necessarily finite) number of internal states. The transition between states is determined by a transition matrix with random Markovian elements. In order to model particle transport we will generalize the multistate random walk in two key features: (i) we assume that the walker (i.e., the particle) moves in three dimensions, and (ii) the model has internal states defined on a continuous set of values.
2.1. General Setting

Suppose a particle moving in the three dimensional space along a straight line determined by the bidimensional quantity $\boldsymbol{\Omega} = (\theta, \varphi)$, where $\theta$ is the polar angle and $\varphi$ is the azimuthal angle. The particular direction along which the particle is moving constitutes the “internal state” and since all possible direction form a continuous and denumerable set, the motion of the particle is thus described by a continuous multistate random walk.

At random instants of time the particle shifts direction and, hence, the duration of the motion along a given direction $\boldsymbol{\Omega}$ (which is called a sojourn) is a random variable determined by a PDF denoted by $\psi(t|\boldsymbol{\Omega})$. The cumulative distribution

$$
\Psi(t|\boldsymbol{\Omega}) = \int_t^{\infty} \psi(t'|\boldsymbol{\Omega})dt',
$$

(10)

gives the probability that the duration of a given sojourn is greater than $t$.

Let us denote by $h(r, t|\boldsymbol{\Omega})$ the joint PDF for the displacement in a single sojourn along direction $\boldsymbol{\Omega}$ to be equal to $r$ and the sojourn duration to equal $t$. Let us also define $H(r, t|\boldsymbol{\Omega})$ as the probability density for the displacement to be $r$ when the duration is greater than $t$. Note that the duration PDF $\psi(t|\boldsymbol{\Omega})$ is the time marginal density of $h(r, t|\boldsymbol{\Omega})$,

$$
\int_{\mathbb{R}^3} h(r, t|\boldsymbol{\Omega})d^3r = \psi(t|\boldsymbol{\Omega}),
$$

(11)

while $\Psi(t|\boldsymbol{\Omega})$ is the marginal probability arising from $H(r, t|\boldsymbol{\Omega})$,

$$
\int_{\mathbb{R}^3} H(r, t|\boldsymbol{\Omega})d^3r = \Psi(t|\boldsymbol{\Omega}).
$$

(12)

At the end of a given sojourn, the particle moving along direction $\boldsymbol{\Omega}'$ switches to direction $\boldsymbol{\Omega}$. We denote by $\beta(\boldsymbol{\Omega}|\boldsymbol{\Omega}')$ the PDF of this transition $\boldsymbol{\Omega}' \rightarrow \boldsymbol{\Omega}$ (note that $\beta(\boldsymbol{\Omega}|\boldsymbol{\Omega}')$ is the “scattering kernel” of the transport problem). In other words, the probability that a single scattering changes the direction of the particle from $\boldsymbol{\Omega}'$ to a direction falling somewhere inside the angular region $(\boldsymbol{\Omega}, \boldsymbol{\Omega} + d\Omega)$ is given by

$$
\text{Prob}\{\Omega' \rightarrow (\Omega, \Omega + d\Omega)\} = \beta(\Omega|\Omega')d^2\Omega,
$$

(13)

where $d\Omega = (d\theta, d\varphi)$ and

$$
d^2\Omega = \sin \theta d\theta d\varphi
$$

(14)

is the surface element on the sphere of unit radius.

Note that in this model there is a nonvanishing probability of traveling along the same direction and in those cases where this probability is greater than 1/2 the particle tends to persist in moving along the same direction. In this way the model can be seen as a higher dimensional generalization of the persistent random walk on the line [22].

Let us denote by $p(r, \Omega, t)$ the joint PDF for the walker to be at $r$ at time $t$ while moving in direction $\Omega$. Our final objective is, however, to know the density $p(r, t)$ for the random walker to be at $r$ at time $t$ regardless the direction. The latter is the marginal density of the former,

$$
p(r, t) = \int p(r, \Omega, t)d^2\Omega.
$$

(15)

In order to evaluate $p(r, \Omega, t)$ we define the auxiliary density $p(r, \Omega, t)$ as

$$
p(r, \Omega, t)d^3r dt = \text{Prob}\{\text{a sojourn in direction } \Omega \text{ ends in the region } (r, r + dr) \text{ at } (t, t + dt)\}.
$$

This joint density describes the state of the process at the scattering points where the direction of the particle changes. Thus, if a scattering event happens at time $t$, it must either be the first one (assuming the initial one occurred at $t = 0$) or else an earlier change of
direction $\Omega' \to \Omega$ [governed by $\beta(\Omega|\Omega')$] happened at any earlier time $t' < t$ with the random walker at some position $r'$. It is not difficult to convince oneself that this renewal argument leads to the following integral equation for the auxiliary density:

$$p(r, \Omega, t) = \beta(\Omega) h(r, t|\Omega) + \int_0^t dt' \int_{\mathbb{R}^3} h(r - r', t - t'|\Omega) \rho(r', \Omega', t') d^3r',$$

(16)

where $\beta(\Omega)$ is the probability that the process starts moving in direction $\Omega$.

In terms of the auxiliary density $\rho(r, \Omega, t)$, the PDF $p(r, \Omega, t)$ for the walker to be at $r$ at time $t$ while moving in direction $\Omega$ is

$$p(r, \Omega, t) = \beta(\Omega) H(r, \Omega, t) + \int_0^t dt' \int_{\mathbb{R}^3} H(r - r', t - t'|\Omega) \rho(r', \Omega', t') d^3r'.$$

(17)

The reasoning behind this equation is similar to the one given for obtaining Equation (16). Indeed, the displacement of the walker is either within the first sojourn, this given by $\beta H$, or else an earlier change of direction occurred at time $t' < t$ while the walker was at position $r'$ and the time interval to the next scattering exceeded $t - t'$.

We thus see that in the most general case the solution to the problem, that is to say, obtaining the PDF $p(r, t)$ (cf. Equation (15)) is given by first solving the integral Equation (16) for the auxiliary function $\rho$ and afterwards substituting this solution into Equation (17) and the result into Equation (15). In the most general case, for arbitrary forms of $\beta(\Omega), h(r, t|\Omega)$ and $H(r, t|\Omega)$, obtaining analytical expressions is out of reach, and one has to resort to numerical work.

2.2. Independent Scattering

In order to proceed further we assume that after each scattering the direction is randomized independently of the previous direction of the particle leading to the scattering kernel:

$$\beta(\Omega|\Omega') = \beta(\Omega).$$

(18)

The scattering process is thus an independent random process in the change of direction. In the context of fluctuations in laser fields this model corresponds to the so-called Burshtein model [55,56].

When the scattering kernel has the form given by (18), Equations (16) and (17) reduce to

$$\rho(r, \Omega, t) = \beta(\Omega) \left[ h(r, t|\Omega) + \int_0^t dt' \int_{\mathbb{R}^3} h(r - r', t - t'|\Omega) d^3r' \int \rho(r', t'|\Omega') d^2\Omega' \right],$$

(19)

and

$$p(r, \Omega, t) = \beta(\Omega) \left[ H(r, t|\Omega) + \int_0^t dt' \int_{\mathbb{R}^3} H(r - r', t - t'|\Omega) d^3r' \int \rho(r', t'|\Omega') d^2\Omega' \right].$$

(20)

Integrating Equations (19) and (20) with respect to all possible directions $\Omega$, defining the direction-free densities (cf. Equation (15))

$$p(r, t) = \int p(r, \Omega, t) d^2\Omega, \quad \rho(r, t) = \int \rho(r, \Omega, t) d^2\Omega,$$

(21)

and the averages

$$h(r, t) = \int \beta(\Omega) h(r, \Omega, t) d^2\Omega, \quad H(r, t) = \int \beta(\Omega) H(r, \Omega, t) d^2\Omega,$$

(22)
we get a simpler integral equation for \( \rho(r, t) \):

\[
\rho(r, t) = h(r, t) + \int_0^t dt' \int_{\mathbb{R}^3} h(r - r', t - t') \rho(r', t') d^3 r',
\]

and the PDF \( p(r, t) \) will be given by

\[
p(r, t) = H(r, t) + \int_0^t dt' \int_{\mathbb{R}^3} H(r - r', t - t') \rho(r', t') d^3 r'.
\]

The problem can now be solved in Fourier–Laplace space. Thus, defining the joint Fourier and Laplace transform,

\[
\hat{\rho}(\omega, s) = \int_0^\infty e^{-st} dt \int_{\mathbb{R}^3} e^{i\omega \cdot r} \rho(r, t) d^3 r,
\]

the integral Equation (23) turns into a simple algebraic equation for \( \hat{\rho} \) whose solution can be readily obtained and reads

\[
\hat{\rho}(\omega, s) = \frac{\hat{h}(\omega, s)}{1 - \hat{h}(\omega, s)}.
\]

On the other hand, by transforming Equation (24) we get

\[
\hat{p}(\omega, s) = \hat{H}(\omega, s) \left[ 1 + \hat{\rho}(\omega, s) \right],
\]

which after substituting for (25) yields

\[
\hat{\rho}(\omega, s) = \frac{\hat{H}(\omega, s)}{1 - \hat{h}(\omega, s)},
\]

The form of Equation (26) can be considered a generalization of the Montroll–Weiss equation [44,45] for higher dimensional continuous time random walks with independent directions.

2.3. The Isotropic and Uniform Random Walk

Equation (26) furnishes the formal solution to the transport problem for independent scattering in Fourier–Laplace space and it is valid for any form of the conditional densities \( h(r, t | \Omega) \) and \( H(r, t | \Omega) \) which describe the displacement inside a given sojourn in direction \( \Omega \). In other words, Equation (26) applies to any kind of motion inside a given sojourn and to any distribution of sojourn times. In order to proceed further and solve the problem in a specific way by obtaining the explicit expression for \( p(r, t) \) in real time and space, we first assume that the particle moves in an isotropic medium so that the pausing time density and its cumulative probability are independent of the direction,

\[
\psi(t | \Omega) = \psi(t), \quad \Psi(t | \Omega) = \Psi(t).
\]

We next assume that inside any sojourn the motion is uniform with a constant speed \( c \) so that after each sojourn the velocity of the particle takes a different direction but with the same modulus and, hence, the kinetic energy is conserved. Despite its simplicity, the model describes the motion of noninteracting particles—such as, for instance, photons—undergoing elastic dispersion with fixed centers randomly distributed. The assumption of uniform motion leads to conclude that the conditional densities for the displacement inside a given sojourn have the form

\[
h(r, t | \Omega) = \delta(r - ct u) \psi(t), \quad H(r, t | \Omega) = \delta(r - ct u) \Psi(t),
\]

where \( \delta \) is the Dirac delta function.
where \( \mathbf{u} \) is the unit vector pointing in direction \( \mathbf{\Omega} = (\theta, \varphi) \), that is
\[
\mathbf{u} = (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta).
\] (28)

The Fourier transforms of these densities read
\[
\tilde{h}(\omega, t|\mathbf{\Omega}) = \psi(t)e^{i(\omega \cdot \mathbf{u})ct},
\]
\[
\tilde{H}(\omega, t|\mathbf{\Omega}) = \Psi(t)e^{i(\omega \cdot \mathbf{u})ct}.
\] (29)

In addition to the assumption that after each collision the new direction of the particle is randomized independently of the previous direction (cf. Equation (18)), we also suppose complete isotropy in the sense that all outgoing directions are equally likely. For the three dimensional motion this implies
\[
\beta(\mathbf{\Omega}|\mathbf{\Omega}') = \beta(\mathbf{\Omega}) = \frac{1}{4\pi}.
\] (30)

The characteristic function of the displacement inside any sojourn independent of the direction is given by the average
\[
\tilde{h}(\omega, t) = \int \tilde{h}(\omega, t|\mathbf{\Omega})\beta(\mathbf{\Omega})d^2\Omega.
\]
In the isotropic case and for uniform motion (cf. Equations (14), (29) and (30)) we have
\[
\tilde{h}(\omega, t) = \frac{1}{4\pi} \psi(t) \int e^{i(\omega \cdot \mathbf{u})ct}d^2\Omega.
\]
That is,
\[
\tilde{h}(\omega, t) = \frac{1}{2} \psi(t) \int_{0}^{\pi} e^{i\omega |\mathbf{u}| ct} \sin \theta d\theta,
\]
which after integrating yields
\[
\tilde{h}(\omega, t) = \psi(t) \frac{\sin |\omega| ct}{|\omega| ct}.
\] (31)

Analogously
\[
\tilde{H}(\omega, t) = \Psi(t) \frac{\sin |\omega| ct}{|\omega| ct}.
\] (32)

In order to obtain the Fourier–Laplace transform of the PDF of the particle to be at position \( \mathbf{r} \) at time \( t \) by means of Equation (26), we have to specify the form of the pausing time density \( \psi(t) \). One of the most natural and universal assumptions consists in taking the random instants of time at which the scattering process occurs to be a Poissonian set of events which implies that time intervals inside any sojourn are exponentially distributed [57]. Thus
\[
\psi(t) = \lambda e^{-\lambda t} \Rightarrow \Psi(t) = e^{-\lambda t},
\]
where \( \lambda^{-1} \) is the average time interval between two consecutive scattering events (i.e., the mean sojourn duration). We have
\[
\tilde{h}(\omega, t) = \lambda e^{-\lambda t} \frac{\sin |\omega| ct}{|\omega| ct}, \quad \tilde{H}(\omega, t) = \frac{1}{\lambda} \tilde{h}(\omega, t).
\]

We next take the Laplace transform of these expressions. Recalling that [58]
\[
\mathcal{L}\left\{ \frac{\sin |\omega|ct}{t} \right\} = \arctan\left(\frac{|\omega|c}{s}\right),
\]
and the property \( \mathcal{L}\{e^{-\lambda t}f(t)\} = \hat{f}(\lambda + s) \), we get
\[
\hat{h}(\omega, s) = \frac{\lambda}{|\omega| c} \arctan\left( \frac{|\omega| c}{\lambda + s} \right)
\]  
(33)
and
\[
\hat{H}(\omega, s) = \frac{1}{|\omega| c} \arctan\left( \frac{|\omega| c}{\lambda + s} \right).
\]  
(34)
Substituting Equations (33) and (34) into Equation (26) we finally get
\[
\hat{\beta}(\omega, s) = \frac{\arctan[|\omega| c / (\lambda + s)]}{|\omega| c - \lambda \arctan[|\omega| c / (\lambda + s)]},
\]  
(35)
which constitutes the exact solution of the homogeneous and isotropic model and the starting point for deriving the three dimensional telegrapher’s equation as we will see next. It is worth mentioning that a similar expression was obtained some years ago by Claes and Van den Broeck [59] in the context of modeling the end-to-end distance of polymer chains, although they used a different approach.

3. Telegrapher’s Equation

The homogeneous and isotropic random walk reviewed is a microscopic model of particle transport. We can construct the TE from this model by coarse graining the dynamics to the fluid limit approximation.

3.1. Fluid Limit Approximation

The fluid limit approximation consists in rewriting the model for large times and distances [21,51]. Because of Tauberian theorems [60,61], large times and distances, \( t \to \infty \) and \( |r| \to \infty \), correspond to small Laplace and Fourier variables, \( s \to 0 \) and \( |\omega| \to 0 \). Note that to achieve such a limit, i.e., to get an approximate expression for the transformed PDF \( \hat{\beta}(\omega, s) \) for small values of \( s \) and \( |\omega| \), we have two different and equivalent ways of proceeding. We can thus proceed either through the direct expansion of \( \hat{\beta} \) given by Equation (35) or else through the expansions of \( \hat{h} \) and \( \hat{H} \) (cf. Equations (33) and (34)) as \( s \to 0 \) and \( |\omega| \to 0 \) and their subsequent substitution in Equation (26). Obviously both procedures yield the same result but, albeit longer, we follow the second approach since it turns to be instrumental for the fractional generalization of the random walk.

We thus start off with Equation (33) and first perform the long-distance limit \((|\omega| \to 0)\) and postpone for a moment the long-time limit \((s \to 0)\). As \( |\omega| \to 0 \) we have the following expansion
\[
\arctan\left( \frac{|\omega| c}{\lambda + s} \right) = \frac{|\omega| c}{\lambda + s} - \frac{1}{3} \left( \frac{|\omega| c}{\lambda + s} \right)^3 + O(|\omega|^5)
\]  
(36)
From Equations (33), (34) and (36) we write
\[
\hat{h}(\omega, s) = \frac{\lambda}{(\lambda + s)^3} \left( (\lambda + s)^2 - \frac{1}{3} |\omega|^2 c^2 + O(|\omega|^4) \right),
\]  
(37)
and
\[
\hat{H}(\omega, s) = \frac{1}{(\lambda + s)^3} \left( (\lambda + s)^2 - \frac{1}{3} |\omega|^2 c^2 + O(|\omega|^4) \right).
\]  
(38)
Hence
\[
1 - \hat{h}(\omega, s) = 1 - \frac{\lambda}{(\lambda + s)^3} \left[ (\lambda + s)^2 - \frac{1}{3} |\omega|^2 c^2 + O(|\omega|^4) \right]
\]
\[
= \frac{1}{(\lambda + s)^3} \left[ (\lambda + s)^3 - \lambda (\lambda + s)^2 + \frac{\lambda}{3} |\omega|^2 c^2 + O(|\omega|^4) \right]
\]
\[
= \frac{1}{(\lambda + s)^3} \left[ s(\lambda + s)^2 + \frac{\lambda}{3} |\omega|^2 c^2 + O(|\omega|^4) \right],
\]
and as \( s \to 0 \), we may write
\[
1 - \hat{h}(\omega, s) = \frac{1}{(\lambda + s)^3} \left[ s(\lambda^2 + 2\lambda s) + \frac{\lambda}{3} |\omega|^2 c^2 + O(s^3, |\omega|^4) \right]. \tag{39}
\]
Substituting Equations (38) and (39) into Equation (26) yields
\[
\hat{p}(\omega, s) = \frac{(\lambda + s)^2 - (c|\omega|)^2/3 + O(|\omega|^4)}{s(\lambda^2 + 2\lambda s) + \lambda(c|\omega|)^2/3 + O(s^3, |\omega|^4)}. \tag{40}
\]
In order to ensure the stability of Equation (40) under Fourier-Laplace inversion [and hence, for the existence of a valid approximation for \( p(r, t) \)], it is necessary that the powers of \( s \) and \( |\omega| \) which appear in the numerator of Equation (40) be less than the corresponding powers of the denominator [60]. We, therefore, write
\[
\hat{p}(\omega, s) = \frac{\lambda^2 + 2\lambda s + O(s^2, |\omega|^2)}{s(\lambda^2 + 2\lambda s) + \lambda(c|\omega|)^2/3 + O(s^3, |\omega|^4)},
\]
that is,
\[
\hat{p}(\omega, s) = \frac{\lambda/2 + s + O(s^2, |\omega|^2)}{s(\lambda/2 + s) + c^2|\omega|^2/6 + O(s^3, |\omega|^4)},
\]
and take as a fluid limit approximation of the PDF the expression
\[
\hat{p}(\omega, s) = \frac{s + \lambda/2}{s(s + \lambda/2) + c^2|\omega|^2/6}. \tag{41}
\]

3.2. The Three-Dimensional Telegrapher’s Equation

Equation (41) is the starting point for deriving the two-dimensional TE. We next obtain the associated partial differential equation for \( p(r, t) \) whose solution, in Fourier–Laplace space and with appropriate initial conditions, is precisely given by Equation (41). To this end we multiply both sides of Equation (41) by the denominator and rewrite the result as
\[
s^2 \hat{p}(\omega, s) - s + \frac{\lambda}{2} [s \hat{p}(\omega, s) - 1] = -\frac{c^2}{6} |\omega|^2 \hat{p}(\omega, s).
\]

We now proceed to Fourier inversion. Taking into account
\[
\mathcal{F}^{-1} \{ |\omega|^2 \hat{p}(\omega, s) \} = -\nabla^2 \hat{p}(r, s), \quad \mathcal{F}^{-1} \{ 1 \} = \delta(r),
\]
the Fourier inversion yields
\[
s^2 \hat{p}(r, s) - s \delta(r) + \frac{\lambda}{2} [s \hat{p}(r, s) - \delta(r)] = \frac{c^2}{6} \nabla^2 \hat{p}(r, s).
\]

Let us next address Laplace inversion. With the standard initial conditions [62]
\[
p(r, 0) = \delta(r), \quad \left. \frac{\partial p(r, t)}{\partial t} \right|_{t=0} = 0, \tag{42}
\]
and the Laplace inversion formulas [58]

\[
\mathcal{L}^{-1}\left\{s^2\hat{p}(r,s) - s\delta(r)\right\} = \frac{\partial^2 p(r,t)}{\partial t^2},
\]

\[
\mathcal{L}^{-1}\left\{s\hat{p}(r,s) - \delta(r)\right\} = \frac{\partial p(r,t)}{\partial t},
\]

we find that \(p(r,t)\) satisfies the three-dimensional TE

\[
\frac{\partial^2 p}{\partial t^2} + \frac{1}{\tau} \frac{\partial p}{\partial t} = \sigma^2 \nabla^2 p,
\]

(43)

with

\[
\tau = 1/(2\lambda) \quad \text{and} \quad \nu = c/\sqrt{\lambda},
\]

(44)
as characteristic time and velocity respectively.

TE (43) enjoys both wave and diffusion characteristics. This duality becomes even more apparent as time progresses. Thus, as \(t \to 0\) Equation (43) reduces to the wave equation while as \(t \to \infty\) it goes to the diffusion equation. Indeed, scaling time with \(\tau\) one can easily see that [15,30]

\[
\frac{\partial^2 p}{\partial t^2} \approx \nu^2 \nabla^2 p \quad (t \to 0), \quad \frac{\partial p}{\partial t} \approx \nu \nabla^2 p \quad (t \to \infty)
\]

\((D = \nu^2 \tau)\) which leads to

\[
\langle |r(t)|^2 \rangle \sim t^2 \quad (t \to 0), \quad \langle |r(t)|^2 \rangle \sim t \quad (t \to \infty),
\]

showing the transition from ballistic motion to diffusive motion as time increases.

4. The Two Dimensional Case

Up to this point we have developed the telegraphic approximation to transport in three dimensions. We will now briefly report on how to treat the problem in lower dimensions.

In one dimension the standard derivation of the TE is based on the persistent random walk on the line [14]. In this model there is only one possible direction and the walker has two possible states since it can move either to the left or to the right with equal probability which is the isotropic case for the one dimensional motion. We do not present the details for the one-dimensional case here, but instead refer the interested reader to Ref. [15] for a recent and rather complete report. Note that the TE obtained is

\[
\frac{\partial^2 p}{\partial t^2} + \frac{1}{\tau} \frac{\partial p}{\partial t} = \sigma^2 \frac{\partial^2 p}{\partial x^2},
\]

(45)

where in this case \(v = c\) coincides with the velocity of the moving particle and, as in three dimensions, \(\tau = (2\lambda)^{-1}\) (recall that \(\lambda^{-1}\) is the mean sojourn time when switching times are Poissonian).

4.1. General Model

The two-dimensional case has been recently developed in Ref. [31]. This microscopic model for transport in planar media has many similarities (but some particular differences) with the three dimensional model presented above. Let us note that now the direction of the particle is not given by the solid angle \(\Omega = (\theta, \varphi)\) but by the planar angle \(\varphi\). Therefore, the equations for the continuous multistate random walk in two dimensions will be the same as those in three dimensions (cf. Section 2) with the replacements

\[
\Omega \rightarrow \varphi, \quad \int d^2\Omega \rightarrow \int_0^{2\pi} d\varphi, \quad \int_{\mathbb{R}^3} d^3r \rightarrow \int_{\mathbb{R}^2} d^2r.
\]

(46)
Thus, in the most general case the bidimensional model will be described by Equations (16) and (17) with these replacements in which the change of direction is governed by the transition density

$$\beta(q'|q) = \text{Prob}\{ q' \rightarrow q + dq \},$$

with similar definitions as those of the three dimensional walk for the densities \(\psi(t|q), \Psi(t|q), h(r,t|q)\) and \(H(r,t|q)\) (cf. Section 2.1).

For the case of independent scattering (Section 2.2)

$$\beta(q'|q) = \beta(q).$$

As in three dimensions, we can now also define direction-free densities by means of Equations (21) and (22) through replacements (46). Finally, the Fourier–Laplace transform of the PDF,

$$\hat{\beta}(\omega,s) = \frac{\hat{H}(\omega,s)}{1 - \hat{h}(\omega,s)},$$

is explicitly given by the generalization of Montroll–Weiss Equation (26),

$$\hat{\beta}(\omega,s) = \int_0^{2\pi} \beta(q) \hat{h}(\omega,s|q) d\varphi,$$

and a similar expression for \(\hat{H}(\omega,s)\).

4.2. The Isotropic and Uniform Case

In an isotropic medium (cf. Section 2.3) the pausing time densities are independent of the direction taken by the particle, \(\psi(t|q) = \psi(t)\) and \(\Psi(t|q) = \Psi(t)\), and for uniform motion we have [cf. Equations (27)–(29)]

$$h(r,t|q) = \delta(r - ctu)\psi(t), \quad H(r,t|q) = \delta(r - ctu)\Psi(t),$$

and the Fourier transforms are

$$\hat{h}(\omega,t|q) = \psi(t)e^{i\omega \cdot u}ct, \quad \hat{H}(\omega,t|q) = \Psi(t)e^{i\omega \cdot u}ct,$$

where \(u\) is the unit vector pointing in direction \(q\),

$$u = (\cos q, \sin q).$$

Assuming that all directions are equally likely (i.e., complete isotropy), we have

$$\beta(q) = \frac{1}{2\pi}$$

and

$$\hat{h}(\omega,t) = \frac{1}{2\pi} \int_0^{2\pi} b(q) \hat{h}(\omega,t|q) d\varphi = \frac{\psi(t)}{2\pi} \int_0^{2\pi} e^{i\omega |u|}ct \cos(\varphi) d\varphi = \frac{\psi(t)}{2\pi} \int_0^{2\pi} \cos(\varphi) d\varphi.$$
From the integral representation of the Bessel function $J_0(z)$ [63],

$$
J_0(ct|\omega|) = \frac{1}{\pi} \int_0^{\pi} \cos(ct|\omega| \cos \varphi) d\varphi,
$$

we get

$$
\tilde{h}(\omega, t) = \psi(t) J_0(ct|\omega|),
$$

and analogously

$$
\tilde{h}(\omega, t) = \Psi(t) J_0(ct|\omega|).
$$

For exponentially distributed sojourn intervals $\psi(t) = \lambda e^{-\lambda t}$ and $\Psi(t) = e^{-\lambda t}$, we write

$$
\tilde{h}(\omega, t) = \lambda e^{-\lambda t} J_0(ct|\omega|), \quad \tilde{H}(\omega, t) = \frac{1}{\lambda} \tilde{h}(\omega, t).
$$

Using the Laplace transformation formula [58]

$$
\mathcal{L}\{ J_0(ct|\omega|) \} = \frac{1}{\sqrt{s^2 + c^2t^2|\omega|^2}},
$$

and the standard property

$$
\mathcal{L}\{ e^{-\lambda t} f(t) \} = \hat{f}(\lambda + s),
$$

we get

$$
\hat{h}(\omega, s) = \frac{\lambda}{(\lambda + s)^2 + c^2|\omega|^2}
$$

and $\hat{h}(\omega, s) = \hat{h}(\omega, s) / \lambda$. Finally, from the Montroll–Weiss Equation (47) we obtain the exact solution to the homogeneous and isotropic random walk on the plane,

$$
\hat{\tilde{p}}(\omega, s) = \frac{1}{\sqrt{(\lambda + s)^2 + c^2|\omega|^2} - \lambda}.
$$

Notice the completely different form for the exact PDF of the planar model compared to that of the three dimensional case given by Equation (55).

4.3. Fluid Limit Approximation and Telegrapher’s Equation

As we have done in the three dimensional transport, in order to get the two-dimensional equation we first make the fluid limit approximation of the planar model, that is, the long-distance and long-time limits of the exact PDF (53). By mimicking the steps done in Section 3.1 to obtain the fluid limit approximation in the three dimensional case, we can easily see that in two dimensions we obtain the same result but with the replacement

$$
c^2/6 \longrightarrow c^2/4.
$$

Thus, the approximation for the PDF reads (cf. Equation (41))

$$
\hat{\tilde{p}}(\omega, s) = \frac{s + \lambda/2}{s(s + \lambda/2) + c^2|\omega|^2/4},
$$

and similar expressions for the quantities $\hat{\tilde{h}}$ and $\hat{\tilde{H}}$. Assuming the initial conditions given in Equation (42), inverting Equation (55) and following the same procedure as in the three dimensional case we finally obtain the two-dimensional TE,

$$
\frac{\partial^2 p}{\partial t^2} + \frac{1}{\tau} \frac{\partial p}{\partial t} = \sigma^2 \nabla^2 p,
$$
where as in three dimensions \( \tau = (2\lambda)^{-1} \) but now
\[
v = c/2.
\]

Before proceeding further and explaining the fractional generalizations of telegraphic transport, let us point the significant issue of boundary conditions which are instrumental in first-passage, escape and survival problems. The question is far from being simple specially for telegraphic processes and in one and higher dimensions it has, to my knowledge, not being settled yet. In the transport of particles the problem of survival is closely related to the question of when the particle is absorbed (and, hence, disappears) if it reaches a certain critical region of boundary \( S_c \). For diffusion processes, absorption at \( S_c \) corresponds to \( p(r, t|\mathbf{r}_0) = 0 \) when \( r \in S_c \) (or \( p(r, t|\mathbf{r}_0) = 0 \) when \( \mathbf{r}_0 \in S_c \)). That is, if the particle reaches \( S_c \) (or starts at \( S_c \)) disappears. For telegraphic processes (and in the context of particle transport, at least for one-dimensional processes) the situation is more complex because of the property of persistence inherent in the telegrapher’s equation [14]. In this context persistence, which is analogous to the physical property of momentum, makes necessary, in deriving boundary conditions for absorption, to take into account the direction in which the particle is traveling. For if the particle starts at \( S_c \), or at time \( t \) reaches \( S_c \), will disappear (that is, it will be absorbed) only if the direction of the velocity is the appropriate one, otherwise the particle will escape.

For one dimensional processes we studied this situation some years ago [64,65] and refer the interested reader to these works for more information. In higher dimensions the situation may be even more involved. There are, however, problems which are not related to the escape out of some region (which implies absorption at the boundary of the region) but only on the first arrival to some region \( S_c \). It can be shown that in these cases the boundary condition is \( p(r, t|\mathbf{r}_0) = 0 \) (if \( r \in S_c \) or \( \mathbf{r}_0 \in S_c \)), regardless the direction of the velocity at this particular location (see [66] for a problem of this sort in one dimension).

### 5. Fractional Transport

Likewise the one dimensional case, the two and three dimensional telegraphic transport processes described above are ordinary (i.e., non-fractional) processes in the sense that for small time \((t \ll \tau)\) they behave like an ordinary wave front while for long times \((t \gg \tau)\) they act like an ordinary diffusion processes,
\[
\langle |r(t)|^2 \rangle \sim t^2 \quad (t \to 0), \quad \langle |r(t)|^2 \rangle \sim t \quad (t \to \infty).
\]

However, in transport through highly disordered systems as, for instance, random media or fractal structures, ordinary diffusion becomes anomalous, that is
\[
\langle |r(t)|^2 \rangle \sim t^\alpha,
\]
where \( \alpha \) is any positive real number. Two questions arise: (i) How does this circumstance affect telegraphic transport? and (ii) what is the fractional TE ruling such kind of processes? In one dimension we addressed these questions by setting a fractional version of the persistent random walk on the line [32]. In higher dimensions we followed this path and generalized the continuous and isotropic walks described in previous sections [30,31]. Let us review these findings.

#### 5.1. The Fractional Isotropic Walk

We will first work on the three dimensional case and obtain a fractional version of the homogenous and isotropic random walk in the fluid limit approximation. To this end we generalize the expressions of \( \hat{h}(\omega, s) \) and \( \hat{H}(\omega, s) \)—given in Section 3.1 in the fluid limit approximation—to include fractional behavior.
Let us start with Equation (39) which when \( s \to 0 \) yields

\[
1 - \hat{h}(\omega, s) = \frac{1}{(\lambda + s)^3} \left[ \lambda^2 s + 2\lambda s + \frac{\lambda}{3} |\omega|^2 c^2 + O(s^3, |\omega|^4) \right],
\]

we further approximate the denominator by \((\lambda + s)^3 = \lambda^3 + O(s)\), so that

\[
1 - \hat{h}(\omega, s) \simeq \frac{s}{\lambda} + 2 \left( \frac{s}{2\lambda} \right)^2 + \frac{1}{3\lambda^2} |\omega|^2 c^2 \cdots .
\]

We thus take as a fluid limit approximation for the sojourn density \( \hat{h} \) the expression

\[
\hat{h}(\omega, s) \simeq 1 - \frac{s}{\lambda} - 2 \left( \frac{s}{\lambda} \right)^2 - \frac{1}{3\lambda^2} |\omega|^2 c^2 \cdots .
\]

We next obtain an appropriate fluid limit approximation for the sojourn probability \( \hat{H} \). Thus starting from Equation (34) and following the same approximation scheme we get

\[
\hat{H}(\omega, s) = \frac{1}{(\lambda + s)^3} \left[ (\lambda + s)^2 - \frac{1}{3} |\omega|^2 c^2 + O(|\omega|^4) \right]
\]

\[
\approx \frac{1}{\lambda^3} \left( \lambda^2 + 2\lambda s \right) \cdots ,
\]

That is,

\[
\hat{H}(\omega, s) = \frac{1}{\lambda} \left( 1 + \frac{2s}{\lambda} \right) \cdots .
\]

Let us incidentally note that substituting Equations (57) and (58) into Montroll–Weiss Equation (26) yields the fluid limit solution (41) for the PDF \( \hat{h}(\omega, s) \) which has been the starting point of the derivation of the TE.

We are now ready to construct a fractional generalization of the three-dimensional isotropic random walk. Thus, and looking at Equation (57), we propose the following expansion for the sojourn density in the fluid limit:

\[
\hat{h}(\omega, s) = 1 - (Ts)^\alpha - 2(Ts)^{2\alpha} - \frac{1}{3} (L|\omega|)^{2\gamma} \cdots .
\]

\((s, |\omega| \to 0)\), where \( 0 < \alpha \leq 1, 0 < \gamma \leq 1 \) and \( T > 0 \) and \( L > 0 \) are arbitrary parameters, \( T \) defines a characteristic time and \( L \) a characteristic length.

In addition to the fractional approximation for \( \hat{h}(\omega, s) \) we also assume a fractional expansion for the function \( \hat{H}(\omega, s) \) consistent with Equation (59). To this end, we return to Section 2 and average Equations (11) and (12) over all directions \( \Omega \), with the result (in Laplace space)

\[
\int_{\mathbb{R}^3} \hat{h}(\mathbf{r}, s) d^3 \mathbf{r} = \hat{\Phi}(s), \quad \int_{\mathbb{R}^3} \hat{H}(\mathbf{r}, s) d^3 \mathbf{r} = \hat{\Phi}(s),
\]

where the sojourn PDF’s independent of direction are

\[
\hat{h}(\mathbf{r}, s) = \int \hat{h}(\mathbf{r}, s|\Omega) \beta(\Omega) d^2 \Omega, \quad \hat{\Phi}(s) = \int \hat{\Phi}(s|\Omega) \beta(\Omega) d^2 \Omega,
\]

and similar expressions for \( \hat{H}(\mathbf{r}, s) \) and \( \hat{\Phi}(s) \). Note that in terms of the Fourier transform we may write

\[
\hat{h}(\omega = 0, s) = \hat{\Phi}(s), \quad \text{and} \quad \hat{H}(\omega = 0, s) = \hat{\Phi}(s).
\]
However, Laplace transforming Equation (10) we see that \( \hat{\Psi}(s) = \frac{1 - \hat{\psi}(s)}{s} \), consequently,
\[
\hat{H}(\omega = 0, s) = \frac{1}{s} [1 - \hat{h}(\omega = 0, s)].
\]
Inserting Equation (59) into this expression yields
\[
\hat{H}(\omega = 0, s) = T^a s^{a-1} + 2T^{2a} s^{2a-1},
\]
which leads us to conjecture the following fluid limit approximation:
\[
\hat{H}(\omega, s) \simeq T^a s^{a-1} + 2T^{2a} s^{2a-1} \ldots
\]
\((s \to 0, |\omega| \to 0)\). Let us stress that this is simply a conjecture because the approximation given by Equation (61) might have depended on \(|\omega|\) as well [32].

Substituting Equations (59) and (61) into Montroll–Weiss Equation (26) and reorganizing terms yields
\[
\hat{\beta}(\omega, s) = \frac{2T^{2a} s^{a-1} [s^a + 1/2T^a]}{2T^{2a} [s^a + s^a/2T^a + |\omega|^2 |L^2 \gamma / 6T^a|]'},
\]
that is,
\[
\hat{\beta}(\omega, s) = \frac{s^a - 1(s^a + 1/\tau)}{s^a + s^a/\tau + v^2 |\omega|^2 \gamma'},
\]
where
\[
\tau = 2T^a, \quad v = \frac{1}{\sqrt{6}} (L^\gamma / T^a),
\]
\((0 < \alpha \leq 1, 0 < \gamma \leq 1)\). The parameters \(\tau\) and \(v\) can be considered as a fractional time and a fractional characteristic velocity, respectively.

5.2. Fractional Telegrapher’s Equation in Three Dimensions

To derive the fractional telegrapher’s equation (FTE) in three dimensions for the fractional isotropic model we first need to introduce some mathematical formalism concerning fractional derivatives.

The Caputo fractional derivative of order \(\beta > 0\) of a function \(\phi(t)\) is defined by the functional [21,52,53,67,68]
\[
\frac{\partial^\beta \phi(t)}{\partial t^\beta} = \begin{cases} 
\frac{1}{\Gamma(n-\beta)} \int_0^t \frac{\phi^{(n)}(t') dt'}{(t-t')^{1+\beta-n}}, & n-1 < \beta < n, \\
\phi^{(n)}(t), & \beta = n,
\end{cases}
\]
\((n = 1, 2, 3, \ldots)\). Using this definition we can readily obtain the Laplace transform of the Caputo derivative. Indeed, Laplace transforming Equation (64) and using the convolution theorem we obtain
\[
\mathcal{L}\left\{ \frac{\partial^\beta \phi(t)}{\partial t^\beta} \right\} = \frac{1}{\Gamma(n-\beta)} \mathcal{L}\left\{ \phi^{(n)}(t) \right\} \mathcal{L}\left\{ t^{n-\beta-1} \right\},
\]
where \(\mathcal{L}\{\cdot\}\) stands for the Laplace transform. With the explicit forms [58]
\[
\mathcal{L}\left\{ \phi^{(n)}(t) \right\} = s^n \phi(s) - \sum_{k=0}^{n-1} s^{n-1-k} \phi^{(k)}(0),
\]
and
\[
\mathcal{L}\left\{ t^{n-\beta-1} \right\} = \Gamma(n-\beta) s^{\beta-n},
\]
the Laplace transform of the Caputo derivative is found to be
\[ \mathcal{L}\left\{ \frac{\partial^{\beta} \phi(t)}{\partial t^{\beta}} \right\} = s^{\beta} \hat{\phi}(s) - s^{\beta-1} \phi(0) - \sum_{k=1}^{n-1} s^{\beta-1-k} \phi^{(k)}(0). \] (65)

The second kind of fractional operator we need is the Riesz–Feller fractional Laplacian of order \( \beta \) (0 < \( \beta \) ≤ 2) of a function \( g(x) \) vanishing at \( x \to \pm \infty \). There are several equivalent ways to define it [68], although one of the simplest and most operative definitions is obtained using Fourier analysis. We thus define [21]:
\[ \nabla^{\beta} \hat{g}(\mathbf{r}) = \mathcal{F}^{-1}\left\{ -|\omega|^{\beta} \hat{g}(\omega) \right\}, \] (66)

(0 < \( \beta \) ≤ 2), where \( \mathcal{F}^{-1}\{\cdot\} \) stands for the inverse Fourier transform, and
\[ \hat{g}(\omega) = \int_{\mathbb{R}^3} e^{i\omega \cdot \mathbf{r}} g(\mathbf{r}) d^3 \mathbf{r}, \]
is the direct transform.

We are now ready to derive the three-dimensional FTE. We begin with Equation (62) which we rewrite as
\[ \left( 2a + \frac{1}{a} s^a + v^2 |\omega|^2 \right) \hat{\beta}(\omega, s) = s^{2a-1} + \frac{1}{a} s^{a-1}. \]
Taking into account the definition of the Riesz–Feller Laplacian, Equation (66), and recalling that \( \mathcal{F}^{-1}\{1\} = \delta(\mathbf{r}) \), the Fourier inversion yields
\[ \left( 2a + \frac{1}{a} s^a - v^2 \nabla^2 \right) \hat{\beta}(\mathbf{r}, s) = \left( s^{2a-1} + \frac{1}{a} s^{a-1} \right) \delta(\mathbf{r}), \]
and, after reorganizing terms, we have
\[ s^{2a} \hat{\beta}(\mathbf{r}, s) - s^{2a-1} \delta(\mathbf{r}) + \frac{1}{a} \left[ s^a \hat{\beta}(\mathbf{r}, s) - s^{a-1} \delta(\mathbf{r}) \right] = v^2 \nabla^2 s^{2a} \hat{\beta}. \] (67)

In order to Laplace invert this equation, and thus obtaining an equation for \( p(\mathbf{r}, t) \), we first evaluate the Laplace transforms of the fractional derivatives \( \partial^a p / \partial^a p \) and \( \partial^{2a} p / \partial^{2a} p \) using Equation (65). We must distinguish the cases \( \beta = a \) and \( \beta = 2a \).

(i) Set \( \beta = a \) in Equation (65). Since 0 < \( a \) ≤ 1, we see that \( n = 1 \). Hence
\[ \mathcal{L}\left\{ \frac{\partial^a p(\mathbf{r}, t)}{\partial t^a} \right\} = s^a \hat{\beta}(\mathbf{r}, s) - s^{a-1} p(\mathbf{r}, 0). \] However, \( p(\mathbf{r}, 0) = \delta(\mathbf{r}) \) (cf. Equation (42)). Therefore
\[ \frac{\partial^a p(\mathbf{r}, t)}{\partial t^a} = \mathcal{L}^{-1}\left\{ s^a \hat{\beta}(\mathbf{r}, s) - s^{a-1} \delta(\mathbf{r}) \right\}. \] (68)

(ii) When \( \beta = 2a \) (0 < \( a \) ≤ 1) we need to distinguish the cases (a) 0 < \( a \) ≤ 1/2 and (b) 1/2 < \( a \) ≤ 1. For case (a) we have 0 < 2\( a \) ≤ 1, which reproduces the conditions leading to Equation (68), That is,
\[ \mathcal{L}\left\{ \frac{\partial^{2a} p(\mathbf{r}, t)}{\partial t^{2a}} \right\} = s^{2a} \hat{\beta}(\mathbf{r}, s) - s^{2a-1} \delta(\mathbf{r}). \]
In case (b) we have 1 < 2\( a \) ≤ 2 and from Equation (65) with \( n = 2 \) we write
\[ \mathcal{L}\left\{ \frac{\partial^{2a} p(\mathbf{r}, t)}{\partial t^{2a}} \right\} = s^{2a} \hat{\beta}(\mathbf{r}, s) - s^{2a-1} \delta(\mathbf{r}) - s^{2(a-1)} \frac{\partial p(\mathbf{r}, t)}{\partial t} \bigg|_{t=0}. \]
Since $\partial p / \partial t|_{t=0} = 0$ (cf. Equation (42)) we see that this case coincides with case (a) above. Therefore,
\[ \frac{\partial^{2a} p}{\partial t^{2a}} = \mathcal{L}^{-1} \left\{ s^{2a} \hat{\rho}(r, s) - s^{2a-1} \delta(r) \right\}. \] (69)

$(0 < a \leq 1)$. Returning to Equation (67) and taking the inverse transform we find
\[ \mathcal{L}^{-1} \left\{ s^{2a} \hat{\rho}(r, s) - s^{2a-1} \delta(r) \right\} + 2\lambda \mathcal{L}^{-1} \left\{ s^a \hat{\rho}(r, s) - s^{a-1} \delta(r) \right\} = v^2 \nabla^{2\gamma} p. \]

Using Equations (68) and (69), we readily obtain
\[ \frac{\partial^{2a} p}{\partial t^{2a}} + \frac{1}{\tau} \frac{\partial^{a} p}{\partial t^{a}} = v^2 \nabla^{2\gamma} p, \] (70)

which is the fractional telegrapher’s equation in three dimensions where $\tau$ is the fractional time and $v$ the fractional velocity (cf. Equation (63)).

As is well known, and as we have remarked in previous sections, the ordinary TE enjoys both wave and diffusion characteristics. We now extend this duality to the fractional TE. To this end we take the limit $\tau \to 0$ in Equation (70) and also letting $v \to \infty$ such that $\tau v^2 \to D$ finite. This results in the fractional diffusion equation (cf. Equation (7))
\[ \frac{\partial^{a} p}{\partial t^{a}} = D \nabla^{2\gamma} p. \] (71)

Let us see that for any values of $\tau$ and $v$ the fractional diffusion equation is also the asymptotic (in time) limit of the fractional TE (recall that a similar situation occurs with the ordinary TE). Indeed, by passing to the limit $s \to 0$ in the fluid-limit expression of the PDF (cf. Equation (62)) the small $s$ approximation for $\hat{\rho}(\omega, s)$ is readily found to be
\[ \hat{\rho}(\omega, s) \simeq \frac{s^{a-1}}{s^a + (\tau v^2)|\omega|^{2\gamma}}, \]

which after Fourier-Laplace inversion yields Equation (71) with $D = \tau v^2$. Therefore, by virtue of Tauberian theorems the fractional diffusion Equation (71) is the long-time approximation of the fractional TE.

The fractional TE also contains the fractional wave equation as a special case. Thus letting $\tau \to \infty$ with $v$ finite in Equation (70) we get
\[ \frac{\partial^{2a} p}{\partial t^{2a}} = v^2 \nabla^{2\gamma} p. \] (72)

Note that when $a = 1/2$ and $\gamma = 1$ this equation reduces to the ordinary diffusion equation. In this regard Mainardi’s terminology “fractional diffusion-wave equation” [52] is more precise than “fractional wave equation”. Let us finally observe that the fractional diffusion-wave equation is the small-time limit of the fractional TE. Indeed, the limit $s \to \infty$ in Equation (62) yields
\[ \hat{\rho}(\omega, s) \simeq \frac{s^{2a-1}}{s^{2a} + v^2 |\omega|^{2\gamma}}, \]

and the Fourier–Laplace inversion results in Equation (72). Again, due to Tauberian theorems we see that the fractional diffusion-wave equation is the short-time limit of the fractional TE.

We thus see from the preceding discussion that the fractional TE embraces two different dynamics. One of them, at small times, representing fractional wavelike behavior, and another one which at long times enhances fractional diffusion-like behavior. This constitutes the fractional generalization of the dual character between waves and diffusions showed by the ordinary TE.
5.3. Lower Dimensional Cases

We next address lower dimensional problems and will see that in one and two dimensions the fractional TE has formally the same form than in three dimensions.

5.3.1. One Dimension

As we know the one-dimensional fractional case is based on the fractional generalization of the continuous-time persistent random walk on the line which is a discrete two-state model and whose derivation from the continuous multistate model described above, although similar in many aspects, it is not straightforward. We will here state just the main result and refer the interested reader to [32] or the review [15] for details. Thus, the one-dimensional fractional TE has formally the same appearance that the three-dimensional Equation (70)

\[
\frac{\partial^{2\alpha} p}{\partial t^{2\alpha}} + \frac{1}{\tau} \frac{\partial^\gamma p}{\partial x^\gamma} = \nu, \quad \frac{\partial^\gamma p}{\partial x^\gamma},
\]

(73)

where the Caputo derivatives with respect to time are equal to those of the three-dimensional Equation (70) and

\[
\frac{\partial^\gamma p}{\partial x^\gamma} = \mathcal{F}^{-1}\left\{ -|\omega|^{2\gamma} \hat{p}(\omega, t) \right\},
\]

is the Riesz–Feller fractional derivative (cf. Equation (66)), where

\[
\hat{p}(\omega, t) = \int_{-\infty}^{\infty} e^{i\omega x} p(x, t) dx,
\]

is the Fourier transform of the one-dimensional PDF \( p(x, t) \) and \( \mathcal{F}^{-1}\{ \cdot \} \) is the inverse transform.

As the reader can easily check, the solution of Equation (73) with the standard initial conditions:

\[
p(x, 0) = \delta(x), \quad \left. \frac{\partial p(x, t)}{\partial t} \right|_{t=0} = 0,
\]

in Fourier–Laplace space reads

\[
\hat{p}(\omega, s) = \frac{s^{\alpha-1}(s^\alpha + 1/\tau)}{s^{2\alpha} + s^\alpha / \tau + \nu^2 |\omega|^{2\gamma}},
\]

(74)

which is the one-dimensional version of Equation (62).

5.3.2. Two Dimensions

As we have discussed in Section 4.3 most expressions of the two-dimensional case are the same than in three dimensions after the replacement \( c^2 / 6 \to c^2 / 4 \) (cf. Equation (54)). Thus, for instance, the sojourn densities \( \hat{h} \) and \( \hat{H} \)—which in three dimensions and in the fluid limit approximations are given by Equations (57) and (58)—now read

\[
\hat{h}(\omega, s) \simeq 1 - \frac{s}{\lambda} - 2\left( \frac{s}{\lambda} \right)^2 - \frac{1}{2\lambda^2} |\omega|^2 c^2 \cdots, \quad \hat{H}(\omega, s) = \frac{1}{\lambda} \left( 1 + \frac{2s}{\lambda} \right) \cdots
\]

(75)

\((s \to 0, |\omega| \to 0)\) which mimicking the discussion of Section 5.1 leads to the following fractional generalization of these functions [see Equations (59) and (61)]

\[
\hat{h}(\omega, s) = 1 - (Ts)^\alpha - 2(Ts)^{2\alpha} - \frac{1}{2}(L|\omega|)^2 c^2 \cdots, \quad \hat{H}(\omega, s) \simeq T^\alpha s^{\alpha-1} + 2T^{2\alpha} s^{2\alpha-1} \cdots
\]

(76)

Substituting Equation (76) into Montroll–Weiss Equation (26) and reorganizing terms yields

\[
\hat{p}(\omega, s) = \frac{s^{\alpha-1}(s^\alpha + 1/\tau)}{s^{2\alpha} + s^\alpha / \tau + \nu^2 |\omega|^{2\gamma}},
\]

(77)
where
\[ \tau = 2T^a, \quad v = \frac{1}{\sqrt{2}} \left( \frac{L^\gamma}{T^a} \right). \]  

Equation (77) gives the transformed PDF of the fractional two-dimensional isotropic random walk in the fluid limit approximation. Let us note that this expression has the same form as that of the three-dimensional case (cf. Equation (62)) with the same time parameter \( \tau \) but a different velocity parameter \( v \) (cf. Equation (63)). Therefore, following exactly the same procedure detailed in the previous section we find the two-dimensional TE
\[
\frac{\partial^{2a} p}{\partial t^{2a}} + \frac{1}{\tau} \frac{\partial^a p}{\partial t^a} = v^2 \nabla^{2\gamma} p, 
\]
which has the same form as the fractional TE (70) of the three dimensional case and with the same limiting behavior regarding fractional diffusion and wave-like performances.

### 5.4. Characteristic Function

Solving the fractional telegrapher’s equation and thus obtaining the exact analytical form of the PDF \( p(r, t) \) seems to be out of reach for any dimension. It is, however, possible to obtain regardless dimensionality, a close and exact expression of the characteristic function \( \tilde{\rho}(\omega, t) \) (i.e., the Fourier transform of the PDF \( p(r, t) \)) of the space-time fractional telegrapher’s Equation (70). To this end we will perform the Laplace inversion of the joint Fourier–Laplace \( \tilde{\rho}(\omega, s) \). Since this function has formally the same form in one, two and three dimensions (cf. Equations (74), (77) and (62) respectively) the differences between them only arise when Fourier inverting and the characteristic function will be formally the same in all cases. This similarity also shows that the time structure of any average will be the same regardless the number of spatial dimension (we will see this fact explicitly in our discussion on the moments of time-fractional processes to be discussed in the next section).

We start off with Equation (77). Let us first note that taking into account the factorization
\[ s^{2a} + s^a / \tau + v^2 |\omega|^{2\gamma} = \left[ s^a + \frac{1}{2\tau} - \eta(\omega) \right] \left[ s^a + \frac{1}{2\tau} + \eta(\omega) \right], \]
where
\[ \eta(\omega) = \sqrt{1/4\tau^2 - v^2|\omega|^{2\gamma}}, \]
Equation (77) can be written as
\[
\tilde{\rho}(\omega, s) = \frac{s^{a-1}}{2\eta(\omega)} \left[ \frac{1/2\tau + \eta(\omega)}{s^a + 1/2\tau + \eta(\omega)} - \frac{1/2\tau - \eta(\omega)}{s^a + 1/2\tau - \eta(\omega)} \right]. \]

Further manipulations yield
\[ \frac{s^{a-1}}{s^a + 1/2\tau \pm \eta(\omega)} = \frac{s^{-1}}{1 + [1/2\tau \pm \eta(\omega)]s^{-a}} = \sum_{n=0}^{\infty} (-1)^n [1/2\tau \pm \eta(\omega)]^n s^{-1-na}. \]

We next proceed to Laplace inversion. Since [58]
\[ L^{-1} \{ s^{-1-na} \} = \frac{t^{na}}{\Gamma(1+na)}, \]
we have
\[ L^{-1} \left\{ \frac{s^{a-1}}{s^a + 1/2\tau \pm \eta(\omega)} \right\} = \sum_{n=0}^{\infty} (-1)^n \frac{[1/2\tau \pm \eta(\omega)]^n}{\Gamma(1+na)} = E_a \left( -[1/2\tau \pm \eta(\omega)]^a \right), \]
where $E_{\alpha}(\cdot)$ is the Mittag–Leffler function [69]
\[ E_{\alpha}(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(1+n\alpha)}. \] (82)

For $\alpha$ not an integer, the Mittag–Leffler function $E_{\alpha}(z)$ can be regarded as a kind of "fractional generalization" of the exponential function. Indeed when $\alpha = 1$ and since $\Gamma(1+n) = n!$ we immediately see from Equation (82) that $E_{1}(z) = e^{z}$.

Taking the inverse Laplace transform of Equation (81) and using the above intermediate results we finally obtain the characteristic function of the space-time fractional transport process
\[ \hat{p}(\omega, t) = \frac{1}{2\eta(\omega)} \left\{ \left[ 1+\frac{1}{2\tau} + \eta(\omega) \right] E_{\alpha}(-[1/2\tau - \eta(\omega)]t^\alpha) \right. \]
\[ \left. - \left[ 1/2\tau - \eta(\omega) \right] E_{\alpha}(-[1/2\tau + \eta(\omega)]t^\alpha) \right\}, \] (83)
which we recall is valid for any dimension of the underlying space.

In the wave-like limit when $v$ is finite but $\tau \to \infty$ the fractional TE (70) reduces to the fractional wave-diffusion Equation (72). In this case (cf. Equation (80))
\[ \eta(\omega) = iv|\omega|^\gamma, \]
and the characteristic function reads
\[ \hat{p}(\omega, t) = \frac{1}{2} \left[ E_{\alpha}(-iv|\omega|^\gamma t^\alpha) + E_{\alpha}(iv|\omega|^\gamma t^\alpha) \right], \] (84)
a solution already obtained by Mainardi for the wave-diffusion equation [52].

In the diffusion-like limit $\tau \to 0$ and $v \to \infty$ such that $2\tau v^2 = D$ (finite) and from Equation (80) we see that
\[ 2\tau \eta(\omega) = \sqrt{1-4\tau^2v^2|\omega|^{2\gamma}} \to 1, \]
and
\[ \frac{1}{2\tau} \mp \eta(\omega) = \frac{1}{2\tau} \left( 1 \mp \sqrt{1-2\tau D|\omega|^{2\gamma}} \right) = \frac{D|\omega|^{2\gamma}}{1 \pm \sqrt{1-2\tau D|\omega|^{2\gamma}}} \to D|\omega|^{2\gamma}. \]

From Equation (83) we get
\[ \hat{p}(\omega, t) = E_{\alpha}(-D^\alpha|\omega|^{2\gamma}), \] (85)
a well known result which corresponds to a Levy density with fractional time [36,38]. When $\alpha = 1$ this result reduces to the ordinary Levy distribution with zero mean,
\[ \hat{p}(\omega, t) = e^{-D|\omega|^{2\gamma}}. \] (86)

6. Time-Fractional Telegraphic Transport

In the last section we have developed the fractional telegraphic transport in its most general form assuming that both time and space are fractional. This leads, as the master equation of the process, to the space-time fractional telegrapher’s equation which is formally the same in one, two and three dimensions. We have also seen that in both cases the general space-time fractional TE reduces to the space-time fractional wave equation at short times and to the space-time fractional diffusion equation at long times. This dual character is even more manifest for the time-fractional equation when the spatial exponent $\gamma = 1$ and only time is fractional. For fractional diffusion this particular case has been extensively studied in the literature and has many applications [35–37,39,41–43].
In any dimension the time-fractional TE is

\[
\frac{\partial^{2\alpha} p}{\partial t^{2\alpha}} + \frac{1}{\tau} \frac{\partial^{\alpha} p}{\partial t^{\alpha}} = v^2 \nabla^2 p
\]  

(87)

(0 < \alpha \leq 1), where \( \nabla^2 \) is either the two or the three dimensional Laplacian and in one dimension is the second spacial derivative.

For the time-fractional TE we can obtain more analytical results than for the space-time TE. Results that turn out to be very useful because they clearly mark the similarities and dissimilarities between telegraphic transport processes in different dimensions. For one dimension we had already obtained in [32] some of the results presented here but not in higher dimensions. We now fill this gap in which the analogies and differences among different dimensions are clearly manifested.

Our starting point is again the Fourier–Laplace solution of the fractional TE (cf. Equations (62), (74) or (77) with \( \gamma = 1 \))

\[
\hat{\phi}(\omega, s) = \frac{s^{\alpha-1}(s^\alpha + 1/\tau)}{s^{2\alpha} + s^\alpha / \tau + v^2 |\omega|^2}.
\]  

(88)

The basic idea is the following: since time is now the only fractional variable but not space, it is possible to Fourier invert \( \hat{\phi}(\omega, s) \) and obtain a closed expression for the Laplace transform \( \hat{\phi}(r, s) \) which compels us to treat different dimensions separately. Once we get the expression for \( \hat{\phi}(r, s) \), the use of Tauberian theorems will allow us to obtain asymptotic expressions of the PDF \( p(r, t) \) at long and short times. Even though the one dimensional problem was fully addressed in [32], we present here all three dimensions and compare each result.

**6.1. Laplace Transform of the PDF**

Let us proceed to Fourier invert the expression (88) for \( \hat{\phi}(\omega, s) \). To this end we need to treat each dimension separately.

**6.1.1. One Dimension**

Recall that in one dimension the expression (88) of the transformed density \( \hat{\phi} \) remains valid although in this case |\( \omega | \) is not the modulus of a vector but the absolute value of a single variable. By virtue of the symmetry of \( \hat{\phi} \) with respect to \( \omega \), the Fourier inversion will be given by

\[
\hat{\phi}(x, s) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\omega x} \hat{\phi}(\omega, s) d\omega = \frac{1}{\pi} \int_{0}^{\infty} \hat{\phi}(\omega, s) \cos \omega x d\omega.
\]

Substituting for Equation (88) yields

\[
\hat{\phi}(x, s) = \frac{1}{\pi s} \left( s^{2\alpha} + s^\alpha / \tau \right) \int_{0}^{\infty} \frac{\cos \omega x}{s^{2\alpha} + s^\alpha / \tau + v^2 |\omega|^2} d\omega,
\]

and recalling the integral [70]

\[
\int_{0}^{\infty} \frac{\cos \omega x}{a^2 + b^2 |\omega|^2} d\omega = \frac{1}{2ab} \exp\left\{-\frac{|x|}{v} \sqrt{a^2 + s^\alpha / \tau} \right\},
\]

we get

\[
\hat{\phi}(x, s) = \frac{1}{2\pi s} \sqrt{s^{2\alpha} + s^\alpha / \tau} \exp\left\{-\frac{|x|}{v} \sqrt{s^{2\alpha} + s^\alpha / \tau} \right\}.
\]  

(89)

For \( \alpha = 1 \) the fractional TE (87) reduces to the the ordinary TE and in this one-dimensional case the Laplace transform (89) can be inverted yielding the exact PDF \( p(x, t) \) in terms of modified Bessel functions. We refer the interested reader to [32] for more details. For the fractional case when \( \alpha \neq 1 \), the exact analytical inversion of Equation (89) seems to
be out of reach. However, as we will see below, we can obtain approximate solutions for large values of time.

6.1.2. Two Dimensions

In this case the Fourier inversion formula yields for the PDF in two dimensions

\[
\hat{p}(r, s) = \frac{1}{(2\pi)^2} \int_{\mathbb{R}^2} e^{-i\omega \cdot \hat{r}} \hat{p}(\omega, s) d^2 \omega = \frac{1}{(2\pi)^2} \int_0^{2\pi} \int_0^\infty e^{-i\omega r \cos \varphi} \hat{p}(\omega, s) r d\omega d\varphi
\]

\[
= \frac{1}{(2\pi)^2} \int_0^\infty \omega \hat{p}(\omega, s) d\omega \int_0^{2\pi} e^{-i\omega r \cos \varphi} d\varphi,
\]

where \( \omega = |\omega| \) and we have taken into account that \( \hat{p}(\omega, s) \) depends only on the modulus \( |\omega| = \omega \) [see Equation (88)].

From the integral representation of the Bessel function of zero order [63],

\[
f_0(\omega r) = \frac{1}{2\pi} \int_0^{2\pi} e^{-i\omega r \cos \varphi} d\varphi,
\]

we write

\[
\hat{p}(r, s) = \frac{1}{2\pi} \int_0^\infty \omega f_0(\omega r) \hat{p}(\omega, s) d\omega.
\]

Substituting for (88) we have

\[
\hat{p}(x, s) = \frac{1}{2\pi s^8} (s^{2x} + s^4 / \tau) \int_0^\infty \frac{\omega f_0(\omega r)}{s^{2x} + s^4 / \tau + \nu^2 \omega^2} d\omega,
\]

and taking into account the integral [70]

\[
\int_0^\infty \frac{\omega f_0(a\omega)}{b^2 + \omega^2} d\omega = K_0(ab),
\]

\((a > 0, \text{Re } b > 0)\), where \( K_0(\cdot) \) is a modified Bessel function, we finally obtain

\[
\hat{p}(r, s) = \frac{1}{2\pi s^2 r^3} (s^{2x} + s^4 / \tau) K_0\left( r \sqrt{s^{2x} + s^4 / \tau} \right). \quad (90)
\]

6.1.3. Three Dimensions

Bearing in mind that \( \hat{p}(\omega, s) \) depends only on the modulus \( |\omega| = \omega \) (cf. Equation (88)), the Fourier inversion of \( \hat{p} \) is

\[
\hat{p}(r, s) = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} e^{-i\omega \cdot \hat{r}} \hat{p}(\omega, s) d^3 \omega
\]

\[
= \frac{1}{(2\pi)^3} \int_0^\infty \int_0^{2\pi} \int_0^\pi e^{-i\omega r \cos \theta} \hat{p}(\omega, s) \omega^2 \sin \theta d\omega d\theta d\varphi
\]

\[
= \frac{1}{(2\pi)^2} \int_0^\infty \omega^2 \hat{p}(\omega, s) d\omega \int_0^{2\pi} e^{-i\omega r \cos \theta} \sin \theta d\theta.
\]

Since

\[
\int_0^{2\pi} e^{-i\omega r \cos \theta} \sin \theta d\theta = \frac{2}{\omega r} \sin \omega r,
\]

we have

\[
\hat{p}(r, s) = \frac{1}{2\pi^2 r^3} \int_0^\infty \omega \sin \omega r \hat{p}(\omega, s) d\omega.
\]

Substituting for Equation (88) yields

\[
\hat{p}(x, s) = \frac{1}{2\pi^2 s^3} (s^{2x} + s^4 / \tau) \int_0^\infty \frac{\omega \sin \omega r}{s^{2x} + s^4 / \tau + \nu^2 \omega^2} d\omega,
\]
and taking into account the integral \[ \int_0^\infty \frac{\omega \sin \alpha \omega}{b^2 + \omega^2} d\omega = \frac{\pi}{2} e^{-ab}, \]
\((a \geq 0, \Re b > 0)\), we obtain
\[
\hat{p}(r,s) = \frac{1}{4\pi v^2 s} \left( s^{2\alpha} + s^\alpha / \tau \right) \exp \left\{ -\frac{r}{s} \sqrt{s^{2\alpha} + s^\alpha / \tau} \right\}, \tag{91}
\]
which is the exact PDF in three dimensions. Notice the different form taken by \(\hat{p}(r,s)\) in one, two and three dimensions (cf. Equations (89), (90) and (91), respectively).

Let us also observe that, like in the general space-time fractional cases, for the time-fractional case \((\alpha \neq 1, \gamma = 1)\) the expressions for \(\hat{p}\) given by Equations (89), (90) and (91) are very difficult, not to say impossible, to invert analytically. Thus, obtaining the exact analytical form of the PDF \(p(r,t)\) in real time seems to be beyond reach. We can, however, obtain approximate solutions, valid for large values of time, using Tauberian theorems which relate the small \(s\) behavior of \(\hat{p}(r,s)\) with the large \(t\) behavior of \(p(r,t)\) \([61,71]\).

### 6.2. Long-Time Asymptotic Expressions

For the asymptotic analysis we rely on Tauberian theorems which allow us to infer the behavior of \(p(r,t)\) for long times out of the expression for \(\hat{p}(r,s)\) for small values of the Laplace variable \(s\) \([61,71]\). We work again each dimension separately.

#### 6.2.1. One Dimension

We briefly summarize only the main results in one dimension and refer the reader to \([32]\) for details. For long times such that \(t \gg \tau^{1/\alpha}\) we have shown that \([32]\)
\[
p(x,t) \simeq t^{-\alpha/2} M_{a/2} \left( \frac{|x| t^{-\alpha/2}}{2v \sqrt{\tau}} \right), \quad (t \gg \tau^{1/\alpha}), \tag{92}
\]
where \(M_{a/2}(\cdot)\) is the Mainardi function defined by the power series \([52,72]\)
\[
M_\beta(z) = \sum_{n=0}^{\infty} \frac{(-1)^n z^n}{n! \Gamma(-\beta n + 1 - \beta)}. \tag{93}
\]

The function \(M_\beta(z)\) is an entire function for \(0 < \beta < 1\) \([52]\) being a special case of the Wright function \([69,72]\) (see below) which is, in turn, closely related to Fox function frequently used in the anomalous diffusion literature \([36]\). We incidentally note that after the replacement \(v \sqrt{\tau} \rightarrow D\), the asymptotic expression (92) becomes the exact solution to the time fractional diffusion equation (cf. Equation (71) with \(\gamma = 1\), solution obtained by Mainardi some years ago \([52]\).

From Equation (93) we see that \(M_{a/2}(z) \rightarrow 1/\Gamma(1 - a/2)\) as \(z \rightarrow 0\) and Equation (92) yields the asymptotic power law
\[
p(x,t) \sim t^{-\alpha/2}, \quad (t \rightarrow \infty). \tag{94}
\]

#### 6.2.2. Two Dimensions

Noticing that as \(s \rightarrow 0\) (specifically, if \(s \ll \tau^{-1/\alpha}\)
\[
s^{2\alpha} + s^\alpha / \tau = (s^\alpha / \tau) (\tau s^\alpha + 1) \simeq s^\alpha / \tau, \tag{95}
\]
we write for the two dimensional density (90)
\[
\hat{p}(r,s) \simeq \frac{s^{\alpha - 1}}{2 \pi v^2 \tau} K_0 \left( \frac{rs^{\alpha/2}}{v \sqrt{\tau}} \right), \quad (s \ll \tau^{-1/\alpha}). \tag{96}
\]
On the other hand [63]

\[ K_0(z) = -[\gamma + \ln(z/2)]I_0(z) + 2 \sum_{n=1}^{\infty} \frac{1}{n} I_{2n}(z), \]

\((\gamma = 0.5772 \cdots\) is the Euler constant and \(I_v(z)\) are modified Bessel functions), but [63]

\[ I_v(z) = \sum_{n=0}^{\infty} \frac{(z/2)^{v+2n}}{\Gamma(v+n+1)} = O(z^v) \quad (z \to 0), \]

thus

\[ K_0(z) = -[\gamma + \ln(z/2)] + O(z^2 \ln z). \quad (97) \]

Hence

\[ K_0 \left( \frac{r s^{a/2}}{v \sqrt{\tau}} \right) = -[\gamma + \ln \left( \frac{r}{2v \sqrt{\tau}} \right)] - \frac{a}{2} \ln s + O(s^a \ln s), \]

which substituting into Equation (96) yields the approximate expressions valid for small values of \(s\) (i.e., when \(s \ll \tau^{-1/a}\))

\[ \hat{p}(r, s) \simeq -\frac{1}{2\pi v^2 \tau} \left\{ \left[ \gamma + \ln \left( \frac{r}{2v \sqrt{\tau}} \right) \right] \frac{1}{s^{1-a}} + \frac{a}{2} \frac{t^{-a}}{s^{2-a}} \ln s \right\}. \quad (98) \]

We next proceed to Laplace inverting this small \(s\) expression for \(\hat{p}(r, s)\) which by virtue of Tauberian theorems will provide an approximate expression of \(p(r, t)\) suitable for long times. Taking into account the Laplace inversion formulae [32,58]

\[ \mathcal{L} \left\{ \frac{1}{s^\beta} \right\} = t^{\beta-1} \frac{\Gamma(\beta)}{\Gamma(\beta)} \quad \text{and} \quad \mathcal{L} \left\{ \frac{\ln s}{s^\beta} \right\} = t^{\beta-1} \frac{\psi(\beta) - \ln t}{\Gamma(\beta)} \]

[\(\beta > 0\) and \(\psi(z) = \Gamma'(z)/\Gamma(z)\)] we have

\[ p(r, t) \simeq -\frac{1}{2\pi v^2 \tau} \left\{ \left[ \gamma + \ln \left( \frac{r}{2v \sqrt{\tau}} \right) \right] \frac{t^{-a}}{\Gamma(1-a)} + \frac{a}{2} \frac{t^{-a}}{\Gamma(1-a)} \left[ \psi(1-a) - \ln t \right] \right\} \]

\[ = \frac{1}{2\pi v^2 \tau} \frac{t^{-a}}{\Gamma(1-a)} \left[ \frac{a}{2} \ln t - \ln \left( \frac{r}{2v \sqrt{\tau}} \right) \right] - \gamma - \psi(1-a) \]

\[ = \frac{1}{2\pi v^2 \tau} \frac{t^{-a}}{\Gamma(1-a)} \left[ \ln \left( \frac{2v t^{a/2} \sqrt{\tau}}{r} \right) - \gamma - \psi(1-a) \right], \]

and neglecting constant terms we finally get

\[ p(r, t) \simeq \frac{1}{2\pi v^2 \tau} \frac{t^{-a}}{\Gamma(1-a)} \ln \left( \frac{2vt^{a/2} \sqrt{\tau}}{r} \right), \quad (99) \]

\((t \gg \tau^{1/a}).\) Therefore, in two dimensions the PDF of the time fractional TE obeys the asymptotic logarithmic power law

\[ p(x, t) \sim t^{-a} \ln t \quad (t \to \infty). \quad (100) \]

6.2.3. Three Dimensions

In three dimensions the starting point of our asymptotic analysis is Equation (91) which using the small \(s\) approximation given in Equation (95) yields

\[ \hat{p}(r, s) \simeq \frac{g^{a-1}}{4\pi v^2 \tau} e^{-rs^{a/2} / v \sqrt{\tau}} \quad (s \ll \tau^{-1/a}), \quad (101) \]
and expanding the exponential we write
\[
\hat{p}(r,s) \simeq \frac{s^{\alpha-1}}{4\pi r^2 \tau} \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{-r}{\sqrt{\tau}} \right)^n s^{-1+(1+n/2)\alpha} \quad (s \ll \tau^{-1/\alpha}).
\]

Recall again that because of Tauberian theorems the inversion of this expression for \(\hat{p}(r,s)\), valid for small values of \(s\), will provide an asymptotic expression for \(p(r,t)\) suitable for large values of \(t\). Thus, taking into account the Laplace inversion formula \([32,52]\)

\[
\mathcal{L}^{-1}\{s^\delta\} = \frac{t^{-\delta}}{\Gamma(-\delta)}
\]

(where \(\delta \neq 0\) and not a positive integer) we obtain for \(t \gg \tau^{1/\alpha}\)

\[
p(r,t) \simeq \frac{1}{4\pi r^2 \tau} \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{-r}{\sqrt{\tau}} \right)^n \frac{t^{-(1+n/2)\alpha}}{\Gamma[1-(1+n/2)\alpha]},
\]

that is

\[
p(r,t) \simeq \frac{t^{-\alpha}}{4\pi r^2 \tau} \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{-r}{\sqrt{\tau}} \right)^n \frac{1}{\Gamma[1-(1+n/2)\alpha]} \left( \frac{-\tau^{\alpha/2}}{\sqrt{\tau}} \right)^n, \quad (t \gg \tau^{1/\alpha}). \tag{103}
\]

This asymptotic expression for \(p(r,t)\) can be written in a more compact form by using the Wright function defined by \([69,72]\)

\[
W_{\lambda,\mu}(z) = \sum_{n=0}^{\infty} \frac{z^n}{n! \Gamma(\mu + \lambda n)}, \tag{104}
\]

(\(\lambda > -1\) and \(\mu\) and \(z\) arbitrary complex numbers). It is an entire function originally proposed by Wright in the 1930’s for the asymptotic theory of partitions \([69]\). When \(\lambda = 1\) the Wright function can be written in terms of the Bessel function of order \(\mu - 1\) \([69,72]\). Moreover, Mainardi function \(M_\beta(z)\) defined in Equation (93) is a particular case of the Wright function. Indeed,

\[
M_\beta(z) = W_{-\beta,1-\beta}(-z).
\]

From Eqs. (103) and (104) we see that the asymptotic PDF for the three dimensional case can be written as

\[
p(r,t) \simeq \frac{t^{-\alpha}}{4\pi r^2 \tau} W_{\alpha/2,1-\alpha} \left( \frac{-\tau^{\alpha/2}}{\sqrt{\tau}} \right), \quad (t \gg \tau^{1/\alpha}). \tag{105}
\]

Finally, from Equation (104) we see that \(W_{\lambda,\mu}(z) \to 1/\Gamma(\mu)\) as \(z \to 0\) and Equation (105) yields the asymptotic power law

\[
p(r,t) \sim t^{-\alpha}, \quad (t \to \infty). \tag{106}
\]

6.3. Moments of the Effective Distance Travelled

One of the magnitudes of greatest interest in transport problems is the distance covered by the particle from the starting point. The evaluation of the actual distance is very involved due to the random turnarounds of the trajectory. We will take as an estimate of it the effective distance travelled (taking into account that the transport processes starts at the origin of the coordinate system) which is the quantity \(|x(t)|\) in one dimension, and \(|r(t)| = r(t)\) in two and three dimensions. We will thus work each dimension separately, although, as stated in Section 5.4, moments are essentially the same for each dimension.

Let us note that for space-time fractional processes, the moments of the distance travelled may be infinite (as in the case of the Levy processes). However, for time-fractional
processes these moments are finite and we can get analytical expressions for them using the forms of the PDF obtained above. Moments also make explicit the dual character of the fractional telegraphic transport between fractional wave transport and fractional diffusion transport which generalizes the same duality presented by the ordinary TE.

6.3.1. One Dimension

Moments are defined by

\[ \langle |x(t)|^n \rangle = \int_{-\infty}^{\infty} |x|^n p(x, t), \quad (n = 1, 2, \ldots), \]

and recalling that \( p(x, t) \) is an even function of \( x \), the Laplace transform can be written as

\[ \mathcal{L}\{ \langle |x(t)|^n \rangle \} = 2 \int_0^{\infty} x^n \hat{p}(x, s) dx. \]

Substituting for Equation (89) yields

\[ \mathcal{L}\{ \langle |x(t)|^n \rangle \} = \frac{\sqrt{\beta(s)}}{vs} \int_0^{\infty} x^n e^{-x\sqrt{\beta(s)/v}} dx = \frac{v^n}{s[\beta(s)]^{n/2}} \int_0^{\infty} z^n e^{-z s} dz = \frac{v^n n!}{s[\beta(s)]^{n/2}}, \]

where \( \beta(s) = s^{2\alpha} + s^\alpha / \tau \). Hence

\[ \mathcal{L}\{ \langle |x(t)|^n \rangle \} = \frac{n!v^n}{s(s^{2\alpha} + s^\alpha / \tau)^{n/2}}, \quad (n = 1, 2, \ldots). \] (107)

Recall that when \( \tau \rightarrow \infty \) we recover the fractional wave equation. In this case from Equation (107) we have the “wave limit”

\[ \mathcal{L}\{ \langle |x(t)|^n \rangle \} \sim \frac{n!v^n}{s^{1+n\alpha}} (s \rightarrow \infty) \implies \langle |x(t)|^n \rangle \sim \frac{n!v^n}{(1+n\alpha)} t^{n\alpha}. \] (108)

On the other hand when \( \tau \rightarrow 0 \) but \( v \rightarrow \infty \) such that \( v^2 \tau = D \) (finite) we recover the fractional diffusion equation and have the “diffusion limit”

\[ \mathcal{L}\{ \langle |x(t)|^n \rangle \} \sim \frac{n!D^{n/2}}{s^{1+n\alpha/2}} (s \rightarrow \infty) \implies \langle |x(t)|^n \rangle \sim \frac{n!D^{n/2}}{(1+n\alpha/2)} t^{n\alpha/2}. \] (109)

Let us also recall that the wave limit is the one we recover from TE as \( t \rightarrow 0 \), whereas the diffusion limit corresponds to the long time limit. Indeed, taking into account that

\[ (s^{2\alpha} + s^\alpha / \tau)^{n/2} \simeq s^{n\alpha} \quad (s \rightarrow \infty) \quad \text{and} \quad (s^{2\alpha} + s^\alpha / \tau)^{n/2} \simeq (s^\alpha / \tau)^n \quad (s \rightarrow 0) \]

and bearing in mind Tauberian theorems, we see from Equation (107)

\[ \mathcal{L}\{ \langle |x(t)|^n \rangle \} \sim \frac{n!v^n}{s^{1+n\alpha}} (s \rightarrow \infty) \implies \langle |x(t)|^n \rangle \sim \frac{n!v^n}{(1+n\alpha)} t^{n\alpha} \quad (t \rightarrow 0), \]

and

\[ \mathcal{L}\{ \langle |x(t)|^n \rangle \} \sim \frac{n!(v\sqrt{\tau})^n}{s^{1+n\alpha/2}} (s \rightarrow 0) \implies \langle |x(t)|^n \rangle \sim \frac{n!(v\sqrt{\tau})^n}{(1+n\alpha/2)} t^{n\alpha/2} \quad (t \rightarrow \infty). \] (111)

6.3.2. Two Dimensions

We now have

\[ \mathcal{L}\{ \langle |\mathbf{r}(t)|^n \rangle \} = \int_{\mathbb{R}^2} |\mathbf{r}|^n \hat{p}(\mathbf{r}, s) d^2 \mathbf{r} = \int_0^\infty \int_0^{2\pi} |\mathbf{r}|^n \hat{p}(\mathbf{r}, s) r dr d\varphi, \]
that is,
\[
\mathcal{L}\{\langle r^n(t) \rangle\} = 2\pi \int_0^\infty r^{n+1} \hat{p}(r,s) dr.
\]
Substituting for Equation (90) and a simple change of variables yields
\[
\mathcal{L}\{\langle r^n(t) \rangle\} = \frac{v^n}{s(2\alpha + s^a/\tau)^{n/2}} \int_0^\infty z^{n+1} K_0(z) dz,
\]
but [70]
\[
\int_0^\infty z^{n+1} K_0(z) dz = 2^n \Gamma^2(1 + n/2),
\]
so that
\[
\mathcal{L}\{\langle r^n(t) \rangle\} = \frac{2^n \Gamma^2(1 + n/2)v^n}{s(2\alpha + s^a/\tau)^{n/2}}, \quad (n = 1, 2, \ldots). \quad (112)
\]
Observe that this two-dimensional expression is equal to the one-dimensional moment (107) except for a mere numerical factor and, therefore, all two-dimensional expressions can be recovered from the one dimensional ones under the replacement \(n! \rightarrow 2^n \Gamma^2(1 + n/2)\). Thus, in particular, we see from Equations (110) and (111) that
\[
\langle r^n(t) \rangle \sim t^{n/2} \quad (t \to 0) \quad \text{and} \quad \langle r^n(t) \rangle \sim t^{n/2} \quad (t \to \infty). \quad (113)
\]
### 6.3.3. Three Dimensions

In the three dimensional case we have
\[
\mathcal{L}\{\langle |r(t)|^n \rangle\} = \int_{\mathbb{R}^3} |r|^n \hat{p}(r,s) d^3r = \int_0^\infty \int_0^\pi \int_0^{2\pi} |r|^n \hat{p}(r,s) r^2 \sin \theta dr d\theta d\varphi,
\]
that is,
\[
\mathcal{L}\{\langle r^n(t) \rangle\} = 4\pi \int_0^\infty r^{n+2} \hat{p}(r,s) dr.
\]
Substituting for Equation (91) and elementary integration yields
\[
\mathcal{L}\{\langle r^n(t) \rangle\} = \frac{(n + 1)!v^n}{s(2\alpha + s^a/\tau)^{n/2}}, \quad (n = 1, 2, \ldots), \quad (114)
\]
which has the same structure as the one and two dimensional cases (cf. Equations (107) and (112)) and, as a consequence, the asymptotic expressions for moments will also be given by Equation (113).

### 7. Concluding Remarks

We have reviewed the main aspects of telegraphic transport processes which account for “diffusion with finite velocity” [8] and whose master equation is the telegrapher’s equation instead of the diffusion equation. The main part of this report is a comprehensive account of our previous works [30–32], on the derivation, out of random walks models, of the telegrapher’s equation (ordinary as well as fractional) in one, two and three dimensions.

We have mostly focussed on two and three dimensions because, for one hand, early attempts to derive higher dimensional TE’s from random walk models had been fruitless and, on the other hand, higher dimensional models are usually more relevant for transport problems than any one-dimensional model. We thus present models that are two and three dimensional generalizations of the persistent random walk on the line. The models are based on multistate random walks with a continuous number of states representing the different directions the particle can take. We set the general integral equations for the probability density function of the particle evolution on the plane or in the space. When at every point all possible directions are independent and do not depend on the orientation and position (isotropy and homogeneity), the general equations can be exactly solved in Fourier-Laplace space. The isotropic and homogeneous models are suitable
for addressing the transport of particles experiencing elastic collisions with fixed centers randomly distributed such as photons moving in turbid media [2].

These continuous models constitute a microscopic description for transport in which we statistically count the (elastic) collisions of the particles. If we zoom out this microscopic description by implementing the fluid-limit approximation of large times and distances—and, thus, going to a mesoscopic description of the process—we end up with the telegrapher’s equation as the master equation of the transport processes.

We have also generalized the telegrapher’s equation to account for anomalous transport in several dimensions. To this end the isotropic and homogeneous random walk has been extended to allow for fractional behavior both in time and space variables. The dual character of the ordinary TE between wave and diffusion behaviors is also manifest in the space-time fractional TE where at small times this equation reduces to the fractional diffusion-wave equation while at long times it does to the anomalous diffusion equation.

The two different dynamics governing the fractional transport—one of them, ruling transport at small times, is given by fractional wave behavior, while at large time the dynamics is dictated by fractional diffusion behavior—are even more apparent for the time-fractional transport when only the time variable is fractional. In this case all moments of the distance to the initial position (the effective distance travelled by the particle) exist and have an analytical expression in terms of their Laplace transforms. For small and large times these moments are approximated by

\[
\langle r^n(t) \rangle \sim t^{\alpha n} \quad (t \to 0), \quad \langle r^n(t) \rangle \sim t^{\alpha n/2} \quad (t \to \infty),
\]

\((n = 1, 2, \ldots)\). When \(0 < \alpha < 1/2\) there is a transition from two different subdiffusive regimes, while if \(1/2 < \alpha < 1\) the transition is from superdiffusion at small times to subdiffusion at large times. This fact generalizes the passage from ballistic motion to normal diffusion shown by the ordinary telegrapher’s equation.

The exact solution for the characteristic function \(\tilde{p}(\omega, t)\) of the fractional transport has also been obtained regardless the dimensionality of the process, and approximate expressions for wave and diffusion regimes are attained as well. These variety of expressions have been explored by Mainardi and collaborators [32,53,67,72] on solutions for fractional diffusion and fractional wave-diffusion equations (see also Mainardi’s recent and useful survey appeared in this special issue [73]). Additionally, Orsingher and collaborators [74–78] have proposed several kinds of solutions to the fractional TE and explored their properties.

For the time-fractional transport we have been able to go one step further and obtain the exact form of the Laplace transform \(\tilde{p}(r, s)\) in one, two and three dimensions. From these expressions it is possible to get analytical forms of the PDF \(p(r, t)\) valid for sufficiently long times which, in one and three dimensions are written in terms of Wright functions (cf. Equations (92) and (103)), while in two dimensions by a logarithmic function (cf. Equation (99)). From these expressions we have obtained, as \(t \to \infty\), the asymptotic power laws

\[
p(x, t) \sim t^{-\alpha/2}, \quad (one \; dimension); \quad p(x, t) \sim t^{-\alpha}, \quad (three \; dimensions);
\]

and the logarithmic power law

\[
p(x, t) \sim t^{-\alpha} \ln t, \quad (two \; dimensions).
\]

Let us finish by recalling that a substantial part of this paper is a review of previous works but a significant part is, to my knowledge, new. This is the case of the higher dimensional extension of the characteristic function for the space-time fractional TE (cf. Section 5.4), as well as the whole Section 6 on higher dimensional time-fractional telegraphic processes.

**Funding:** This research received no external funding.

**Institutional Review Board Statement:** Not applicable.
Informed Consent Statement: Not applicable.

Acknowledgments: JM acknowledges partial financial supports from MINECO under Contract No. FIS2016-78904-C3-2-P and from AGAUR under Contract No. 2017SGR1064.

Conflicts of Interest: The author declares no conflict of interest.

References
1. Duderstadt, J.J.; Martin, W.R. *Transport Theory; J. Wiley: New York, NY, USA, 1979.*
2. Weiss, G.H. Some applications of the persistent random walks and the telegrapher’s equation. *Phys. A* 2020, 311, 381–410.
3. Shlesinger, M.; Klafter, J.; Zumofen, G. Lévy flights: chaotic, turbulent and relativistic. *Fractals* 1995, 3, 491.
4. Durian, D.J.; Rudnick, J. Photon migration at short times and distances and in cases of strong absorption. *J. Opt. Soc. Am. A* 1997, 14, 235.
5. Lemieux, P.A.; Vera, M.U.; Durian, D.J. Diffusing-light spectroscopy beyond the diffusion limit: the role of ballistic transport and anisotropic scattering. *Phys. Rev. E* 1998, 57, 4498.
6. Durian, D.J.; Rudnick, J. Spatially resolved backscattering: implementation of extrapolation boundary condition and exponential source. *J. Opt. Soc. Am. A* 1999, 16, 837.
7. Wang, J.; Diamini, D.S.; Mishra, S.J.; Pendergast, M.T.M.; Wong, M.C.Y.; Mamba, B.B.; Freger, V.; Verliefde, A.R.D.; Hoek, E.M.V. A critical review of transport through osmotic membranes. *J. Membr. Sci.* 2014, 454, 516–537.
8. Masoliver, J.; Weiss, G.H. Finite-velocity diffusion. *Eur. J. Phys.* 1996, 17, 190.
9. Joseph, D.D.; Preziosi, L. Heat waves. *Rev. Mod. Phys.* 1989, 61, 41.
10. Jou, D.; Casas-Vázquez, J; Lebon, G. *Extended Irreversible Thermodynamics*, 4th ed.; Springer: Berlin, Germany, 2010.
11. Méndez, V.; Campos, D.; Horsthemke, W. Growth and dispersal with inertia: hyperbolic reaction-transport systems. *Phys. Rev. E* 2014, 90, 042114.
12. Goldstein, S. On diffusion by discontinuous movements and on the telegraph equation. *Q. J. Mech. Appl. Math.* 1951, 4, 129.
13. Kac, M. A stochastic model related to the telegrapher’s equation. *Rocky Mt. J. Math.* 1974, 4, 497.
14. Masoliver, J.; Lindenberg, K.; Weiss, G.H. A continuous time generalization of the persistent random walk. *Phys. A* 1989, 182, 891.
15. Masoliver, J.; Lindenberg, K. Continuous-time persistent random walk: a review and some generalizations. *Eur. Phys. J. B* 2017, 90, 107.
16. Olivares-Robles, M.A.; García-Colín, L.S. Mesoscopic derivation of hyperbolic transport equations. *Phys. Rev. E* 1994, 50, 2451.
17. Masoliver, J. *Random Processes: First-Passage and Escape; World Scientific: Singapore, Singapore, 2018.*
18. Ishimaru, A.J. Diffusion of light in turbid material. *Appl. Opt.* 1989, 28, 2210.
19. Heizler, S.I. Asymptotic telegrapher’s equation (P_{1}) approximation for the transport equation. *Nucl. Sci. Eng.* 2010, 166, 17.
20. Plyukhin, A.V. Stochastic processes leading to wave equations in dimensions higher than one. *Phys. Rev. E* 2010, 81, 021113.
21. Balescu, R. V-Langevin equations, continuous-time persistent random walks and fractional diffusion. *Chaos Solitons Fractals* 2007, 34, 62.
22. Weiss, G.H. *Aspects and Applications of the Random Walk; North-Holland: Amsterdam, The Netherlands, 1994.*
23. Masoliver, J.; Porrà, J.M.; Weiss, G.H. The continuum limit of a two-dimensional persistent random walk. *Phys. A* 1992, 182, 593.
24. Porrà, J.M.; Masoliver, J.; Weiss, G.H. A diffusion model incorporating anisotropic properties. *Phys. A* 1995, 218, 229.
25. Boguñá, M.; Porrà, J.M.; Masoliver, J. Generalization of the persistent random walk to dimensions greater than one. *Phys. Rev. E* 1998, 58, 6992.
26. Godoy, S.; García-Colín, L.S. Nonvalidity of the telegrapher’s diffusion equation in two and three dimensions for crystalline solids. *Phys. Rev. E* 1997, 55, 2127.
27. Kolesnik, A.D.; Orsingher, E. A planar random motion with an infinite number of directions controlled by the damped wave equation. *J. Appl. Prob.* 2005, 42, 1168.
28. Orsingher, E.; De Gregorio, A. Random flights in higher spaces. *J. Theor. Prob.* 2007, 20, 769.
29. Kolesnik, A; Pinsky, M.A. Isotropic random motion at finite speed with K-Erlang distributed direction alternatives. *J. Stat. Phys.* 2011, 142, 828.
30. Masoliver, J. Three dimensional telegrapher’s equation and its fractional generalization. *Phys. Rev. E* 2017, 96, 022101.
31. Masoliver, J.; Lindenberg, K. Two-dimensional telegraphic processes and their fractional generalization. *Phys. Rev. E* 2020, 101, 012137.
32. Masoliver, J. Fractional telegrapher’s equation from fractional persistent random walks. *Phys. Rev. E* 2016, 93, 052107.
33. Masoliver, J. Mean first-passage time for non-Markovian continuous noise. *Phys. Rev A* 1992, 45, 2256.
34. S. Havlin, S.; Ben-Avraham, D. Diffusion in disordered media, *Adv. Phys.* 1987, 69, 695.
35. Bouchaud, J.P.; Georges, A. Anomalous diffusion behavior on disordered media: statistical mechanics, models and physical applications. *Phys. Rep.* 1990, 195, 127.
36. Metzler, R.; Klafter, J. The random walk guide to anomalous diffusion: a fractional dynamics approach. *Phys. Rep.* 2000, 339, 1–77.
37. West, B.J.; Bologna, M.; Grigolini, P. *Physics of Fractal Operators; Springer: Berlin, Germany, 2003.*
38. Metzler, R.; Klafter, J. The restaurant at the end of the random walk: recent developments in the description of anomalous transport by fractional dynamics. *J. Phys. A* 2004, 37, R161–R208.
39. Balescu, R. Aspects of Anomalous Transport in Plasmas; Taylor & Francis: London, UK, 2005.
40. Eliazar, I.I.; Shlesinger, M.F. Fractional motions. Phys. Rep. 2013, 527, 101–129.
41. West, B.J. Fractional view of complexity: a tutorial. Rev. Mod. Phys. 2014, 86, 1169–1184.
42. West, B.J. Fractional Calculus View of Complexity: Tomorrow’s Science; CRC Press: Boca Raton, FL, USA, 2016.
43. Klafter, J.; Sokolov, I. Anomalous diffusion spreads its wings. Phys. World 2005, 18, 29.
44. Montroll, E.W.; Weiss, G.H. Random walks on lattices II. J. Math. Phys. 1965, 6, 167-181.
45. Montroll, E.W.; Shlesinger, M.F. The wonderful world of random walks. In Studies in Statistical Mechanics; Lebowitz, J.L., Montroll, E.W., Eds.; North-Holland: Amsterdam, The Netherlands, 1984; Volume 11.
46. Kutner, R.; Masoliver, J. The continuous-time random walk still trendy: fifty-year history, state of the art and outlook. Eur. Phys. J. B 2017, 90, 50.
47. Scher, H.; Montroll, E.W. Random walks on lattices IV. J. Stat. Phys. 1973, 9, 101.
48. Scher, H.; Montroll, E.W. Anomalous transit-time dispersion in amorphous solids. Phys. Rev. B 1975, 12, 2455.
49. ben-Avraham, D.; Havlin, S. Diffusion and Reactions in Fractals and Disordered Systems; Cambridge University Press: Cambridge, UK, 2000.
50. Castiglione, P.; Mazzino, A.; Muratore-Ginanneschi, P.; Vulpiani, A. On strong anomalous diffusion. Phys. D 1999, 134, 75.
51. Gorenflo, R.; Mainardi, F. Continuous-time random walk and parametric subordination in fractional diffusion. Chaos Solitons Fractals 2007, 34, 87.
52. Mainardi, F. The fundamental solution for the fractional diffusion-wave equation. Appl. Math. Lett. 1996, 9, 23.
53. Mainardi, F.; Luchko, Y.; Pagnini, G. The fundamental solution of the space-time fractional diffusion equation. Fract. Calc. Appl. Anal. 2001, 4, 153.
54. Rebenshtok, A.; Denisov, S.; Hänggi, P.; Barkai, E. Infinite densities for Lévy walks. Phys. Rev. E 2014, 90, 062135.
55. Burshtein, I.; Zharikov, A.A.; Temkin, S.I. Response of a two-level system to a random modulation of the resonance with an arbitrary strong external field. J. Phys. B 1988, 21, 1907.
56. Kolman, A.G.; Zabel, R.; Levine, A.M.; Prior, Y. Non-Markovian stochastic jump processes I. Input field analysis. Phys. Rev. A 1990, 41, 6434.
57. Kingman, J.F.C. Poisson Processes; Oxford University Press: Oxford, UK, 2002.
58. Roberts, G.E.; Kaufman, H. Table of Laplace Transforms; W. B. Saunders: Philadelphia, PA, USA, 1966.
59. Claes, I.; Van den Broeck, C. Random walks with persistence. J. Stat. Phys. 1987, 49, 383.
60. Feller, W. An Introduction to Probability Theory and its Applications; J. Wiley: New York, NY, USA, 1971; Volume II.
61. Pitt, H.R. Tauberian Theorems; Oxford University Press: Oxford, UK, 1958.
62. Masoliver, J.; Porrà, J.M.; Weiss, G.H. Solution to the telegrapher’s equation in the presence of reflecting and partly reflecting boundaries. Phys. Rev. E 1993, 48, 939.
63. Magnus, W.; Oberhettinger, F.; Soni, R.P. Formulas and Theorems for the Special Functions of Mathematical Physics; Springer: Berlin, Germany, 1966.
64. Weiss, G.H. First passage times for correlated random walks and some generalizations. J. Stat. Phys. 1984, 37, 325.
65. Masoliver, J.; Weiss, G.H. First passage times for generalized telegrapher’s equation. Phys. A 1992, 183, 537.
66. Masoliver, J. Telegraphic processes with stochastic resetting. Phys. Rev. E 2019, 99, 012121.
67. Gorenflo, R.; Mainardi, F. Fractional calculus. In Fractals and Fractional Calculus in Continuum Mechanics; Carpinteri, A., Mainardi, F., Eds.; Springer: Berlin, Germany, 1997.
68. Podlubny, I. Fractional Differential Equations; Academic Press: San Diego, CA, USA, 1999.
69. Erdelyi, A.; Magnus, W.; Oberhettinger, F.; Tricomi, F. G. Higher Transcendental Functions; McGraw-Hill: New York, NY, USA, 1953; Volume 3.
70. Gradshteyn, I.S.; Ryzhik, I.M. Table of Integrals, Series and Products, 7th ed.; Elsevier: Amsterdam, The Netherlands, 2007.
71. Handelsman, R.A.; Lew, J.S. Asymptotic expansions of the Laplace convolutions for large argument and fat tail densities for certain sums of random variables. SIAM J. Math. Anal. 1974, 5, 425–451.
72. Mainardi, F.; Pagnini, G. The role of Fox-Wright functions in fractional sub-diffusion of distributed order. J. Comp. Appl. Math. 2007, 207, 24.
73. Mainardi, F. Why the Mittag-Leffler function can be considered the queen function of the fractional calculus? Entropy 2020, 22, 1359.
74. Orsingher, E.; Zhao, X. The space-fractional telegraph equation and the related fractional telegraph process. Chin. Ann. Math. 2003, B24, 1.
75. Orsingher, E.; Beghin, L. Time-fractional telegraph equation and telegraph processes with Brownian time. Probab. Theory Relat. Fields 2004, 128, 141.
76. D’Ovidio, M.; Orsingher, E.; Toaldo, B. Time changed processes governed by space-time fractional telegraph equations. Stoch. Anal. Appl. 2014, 32, 1009.
77. Orsingher, E.; Toaldo, B. Space-time fractional equations and the related stable processes at random time. J. Theor. Probab. 2017, 30, 1–26.
78. Lafracte, F.; Orsingher, E. On the fractional wave equation. Mathematics 2020, 8, 874.