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Abstract: Modern refrigerators are equipped with fan-supplied evaporators often tailor-made to mitigate the impacts of frost accretion, not only in terms of frost blocking, which depletes the cooling capacity and therefore the refrigerator coefficient of performance (COP), but also to allow optimal defrosting, thereby avoiding the undesired consequences of condensate retention and additional thermal loads. Evaporator design for frosting conditions can be done either empirically through trial-and-error approaches or using simulation models suitable to predict the distribution of the frost mass along the finned coil. Albeit the former is mandatory for robustness verification prior to product approval, it has been advocated that the latter speeds up the design process and reduces the costs of the engineering undertaking. Therefore, this article is aimed at summarizing the required foundations for the design of efficient evaporators and defrosting systems with minimized performance impacts due to frosting. The thermodynamics, and the heat and mass transfer principles involved in the frost nucleation, growth, and densification phenomena are presented. The thermophysical properties of frost, such as density and thermal conductivity, are discussed, and their relationship with refrigeration operating conditions are established. A first-principles model is presented to predict the growth of the frost layer on the evaporator surface as a function of geometric and operating conditions. The relation between the microscopic properties of frost and their macroscopic effects on the evaporator thermohydraulic performance is established and confirmed with experimental evidence. Furthermore, different defrost strategies are compared, and the concept of optimal defrost is formulated. Finally, the results are used to analyze the efficiency of the defrost operation based on the net cooling capacity of the refrigeration system for different duty cycles and evaporator geometries.

Keywords: frost; defrost; heat exchanger; refrigeration; appliance

1. Introduction

Frost is likely to build up whenever moist air flows over a chilled surface whose temperature is sub-zero and below the local dewpoint of the air stream. Such a combination of psychrometric conditions and a cold substrate give rise to frosted media that can be observed in different engineering applications, spanning from agriculture to aerospace devices. A niche of particular interest lies in the evaporators of household and commercial refrigerating appliances, where the performance is dramatically affected by frost accretion, which not only imposes an additional thermal resistance to the heat flux but also diminishes the air flow passage, thus decreasing the air flow rate for a fixed pumping power. Either way, the evaporator heat duty (also known as the cooling capacity) is depleted over time, thereby demanding longer compressor cycles (and therefore more energy input) to accomplish the same refrigerating effect [1].
According to recent data from the International Institute of Refrigeration [2], refrigeration, air conditioning, and heat pump systems consume about 17% of the electric energy produced worldwide, with the residential sector responsible for nearly half of it. Such a large figure is due to a combination of factors, such as the enormous number of refrigerators in operation (around 1.5 billion), the relatively low efficiency of the refrigeration cycle (approximately 20% of that of a Carnot refrigerator), and also operating issues such as door openings and, consequently, evaporator frosting [3]. To mitigate evaporator frosting issues, periodic defrosting operations are carried out using the so-called defrost systems. In most applications, the defrost system employs electric heaters for melting the ice, albeit alternative strategies such as hot-gas and reverse cycles, and fan delays can also be adopted. For doing so, the appliance must be switched off for a certain period of time, while the defrosting process takes place not only consuming energy but also increasing the cabinet thermal loads that shall be later removed by the cooling system, thus increasing even more the energy penalty. For instance, in the case of an electric heater, just a small part (roughly 20%) of the power supplied to the defrost system is actually used to melt the ice [4].

Moreover, the nature of the phenomena related to evaporator frosting and defrosting in refrigerating appliances, such as conjugated heat and mass transfer with phase-change on and within porous media of complex geometries, may turn the optimal design of heat exchangers for frosting conditions into a burdensome task if no proper prediction tools are made available. Moreover, in addition to the needs of the refrigeration industry, the beauty of the physics involved in frost nucleation, growth, and densification is also compelling, motivating researchers around the world to endeavor into this field. Figure 1, for instance, shows that the number of research papers with terms related to “frost” or “defrost” and “heat exchanger” or “evaporator” has grown exponentially over the past 20 years, revealing a steadily-increasing interest in frost formation.

![Figure 1. The number of research papers with terms related to “frost” or “defrost,” and “heat exchanger” or “evaporator” published in engineering journals for the last two decades (www.sciencedirect.com, 23 January 2021).](image)

The literature is well-served in review papers concerning the fundamentals of evaporator frosting, not only in terms of first-principles models for frost growth and densification, but mostly related to the thermophysical properties of mature frosts, such as density and thermal conductivity, and their dependence on the surface characteristics [5,6]. Rather than putting forward another critical review of the open literature, the present communication
summarizes the key fundamental aspects of frost formation that the cooling engineer must be acquainted with for designing new evaporators and better defrost systems. The paper starts with the very first principles of frost build-up, spanning from the nucleation process to the growth and densification of a mature frost layer. Later, simulation models and optimization techniques for designing evaporators working under frosting and defrosting conditions are also explored.

2. Frost Fundamentals

2.1. Background

Ice is water in the solid-state. As shown in Figure 2, depending on the thermodynamic condition (temperature and pressure), fifteen different forms of ice can be observed [7]. On the other hand, frost is a porous medium comprised of ice crystals and moist air formed due to a very particular set of surface and psychrometric conditions. As depicted in Figure 3, when moist air flows over a chilled surface, either condensation or freezing may occur. If the surface temperature is below the dewpoint of the moist air and above the water freezing point, moisture condensation may occur. However, if the surface temperature is below the dewpoint and below the freezing point, the water vapor may condense and freeze. Nevertheless, if both the surface temperature and the dewpoint are below the freezing point, vapor desublimation into solid may take place. The latter is the most likely condition for the accretion of a frost layer, being attained at the solid-vapor boundary below the triple point, as illustrated in Figure 2.

Figure 2. Phase diagram of water as a function of temperature and pressure.
The phase diagram depicts only the lowest-energy state boundaries between solid, liquid, and vapor phases, notwithstanding the non-equilibrium in each phase transition, which can be represented by the band of metastability illustrated in Figure 4. In this case, the nucleation process is only triggered when the embryo is cooled down past a certain energy barrier, defining a fixed amount of supercooling required for the onset of the phase change. In the psychrometric chart illustrated in Figure 4, one can see the existence of a metastable state characterized by a certain degree of supercooling ($\Delta T_{\text{sup}}$) in a vapor supersaturation that corresponds to the absolute humidity potential that drives the mass transfer process ($\Delta \omega_{\text{sup}}$, also named supersaturation degree). In a nutshell, the nucleation can be represented by three distinct psychrometric processes [8], two of them occurring simultaneously: first, water vapor is cooled down in the boundary layer (A→A'), then heat and mass transfer take place, cooling down the water vapor in air (A'→B) and dehumidifying the air stream as the phase change goes on (B→C). The overall amount of energy to be removed is a combination of sensible heat ($c_p \Delta T_{\text{sup}}$) and latent counterparts ($l_v \Delta \omega_{\text{sup}}$), where $c_p$ and $l_v$ are respectively the specific heat of moist air and the latent heat of desublimation [8]. In order to quantify the amount of supercooling/supersaturation required for the onset of phase transition, classic nucleation theory shall be invoked.
2.2. Crystal Nucleation

Nucleation is initiated when the amount of energy removed from an embryo, i.e., a cluster of water molecules, is high enough to surpass a certain energy barrier related to the supercooled/supersaturated metastable states of Figure 4. Nucleation is called homogeneous when the phase change occurs with no contact with solid boundaries, or heterogeneous when there is an interface between the vapor and a substrate (a typical condition of refrigerator evaporators), as shown in Figure 5. A hemispherical shape of radius \( r \) is considered as the cluster tends towards a state of minimum energy, seeking the smallest surface area for a given volume. On the one hand, energy must be removed to promote the phase change of the volume (which follows the \( r^3 \) scale) while, on the other hand, energy is required to form a new interface. In Figure 5, \( A_{se} \) and \( \gamma_{se} \) represent the surrounding-embryo interface area and the embryo surface energy, respectively, whereas \( \gamma_{ew} \) and \( \gamma_{sw} \) stand for the surface energies at the embryo-wall and surrounding-wall interfaces, respectively, and \( A_{ew} \) is the embryo-wall interface area. An energy balance at the embryo surface provides the net energy barrier required to form a new interface, yielding \( \gamma_{se} A_{se} - (\gamma_{sw} - \gamma_{ew}) A_{ew} \) (which follows the \( r^2 \) scale). Therefore, an optimum embryo size (i.e., radius) must exist that minimizes the energy barrier. Piucco et al. \[8\] expressed the minimum energy barrier for the onset of nucleation as a function of the supersaturation degree and surface static contact angle, \( \theta = \cos^{-1}(\gamma_{sw} - \gamma_{ew})/\gamma_{se} \), yielding,

\[
\Delta G_{\text{min}} = \frac{4\pi}{3} \rho_i R M \ln \left( \frac{\omega_{sat,e}}{\omega_s} \right) \frac{\gamma_{se}^3}{(1 - \cos \theta)^2 (2 + \cos \theta)}
\]

where \( \omega_s \) and \( \omega_{sat,e} \) are the humidity ratio of the surrounding air and that of the saturated air at the embryo temperature \( T_e \), respectively, \( \rho_i \) is the density of ice, and \( M \) and \( R \) are the molar mass and the gas constant for water, respectively. It should be noted that albeit Equation (1) was derived for heterogeneous nucleation on smooth surfaces, the energy barrier for homogeneous nucleation can be retrieved by setting \( \theta = 180^\circ \) in Equation (1).

An inspection of Equation (1) also concludes that it is much easier to initiate heterogeneous nucleation than homogeneous nucleation, as evidenced by \( \Delta G_{\text{het}} < \Delta G_{\text{hom}} \).  

![Figure 5. Schematic representation of embryo growth during heterogeneous nucleation on a hydrophilic surface.](image)

Becker and Doring \[9\] proposed that the minimum energy barrier holds an exponential relationship with the so-called embryo formation rate for heterogeneous nucleation, \( I \), which is a probability function, so that \( \Delta G_{\text{min}} \approx -k T_e \ln(I/I_0) \), where \( I_0 = 10^{25} \) embryo/cm\(^2\)s is a kinetic constant of desublimation, and \( k = 1.381 \times 10^{-23} \) J K\(^{-1}\) is the Boltzmann constant \[10\]. With \( I = 2.2 \) embryo/cm\(^2\)s, observed experimentally by Volmer and Flood \[11\] as the critical embryo formation rate for homogeneous nucleation, the Becker–Doring theory can be used together with Equation (1) to come out with the threshold for the onset of nucleation expressed in terms of the supercooling degree as a function of the contact angle, as illustrated in Figure 6. Due to the stochastic nature of the process, reflected in the Becker–Doring formulation, the curve in Figure 6 divides the domain into two regions, with the upper one indicating the conditions when frost is most likely to occur.
and the lower region indicating the opposite. Moreover, one can notice in Figure 6 that the energy barrier for frosting on super-hydrophilic surfaces ($\theta \rightarrow 0^\circ$) is quite low, requiring virtually no supercooling for the onset of nucleation. On the other hand, the highest supercooling is observed for superhydrophobic surfaces ($\theta \rightarrow 180^\circ$), although a plateau around $\Delta T_{sup} \approx 22$ K is observed for $\theta > 135^\circ$ [12]. This high initial energy barrier can lead to a delay in the onset of frosting on superhydrophobic surfaces by as much as one hour [13–15]. In practical terms, this barrier to frosting is even more attenuated in the case of non-smooth surfaces typical of refrigeration applications, as the surface roughness is likely to favor the onset of nucleation due to the reduction on the interface area, i.e., less energy required to form a new interface [8,16].

![Figure 6](image_url)  
**Figure 6.** Minimum supercooling degree for the onset of nucleation on a smooth surface as a function of the contact angle.

### 2.3. Frost Build-Up

The frost formation over a flat surface can be divided into several steps [17], as schematized in Figure 7. After the nucleation (1), the embryo starts growing (2). During this stage, the surface wettability can influence the size and shape of the growing embryo. Its surface area and temperature increase as it grows, requiring a higher amount of energy withdrawal to keep growing. When such amount becomes higher than the amount required for new nucleation, the primary embryo stops growing, and a secondary one emerges at a new site on the surface of the original embryo (3). Once again, the new embryo grows (4) so that successive embryo nucleation and crystal growth cycles (5, 6) go on until a mature layer of frost is formed (7). Stages (3) to (6) are called the early crystal growth period and are characterized by the morphology of the ice crystals.
Nakaya [18] discovered that ice crystals grow in distinct shapes (morphologies) depending on the psychrometric conditions, especially on the temperature and supersaturation of the air stream [19]. The pioneering observations from Nakaya [18], and subsequently from Kobayashi [20–22] and Magono and Lee [23], led to frost morphology maps like that illustrated in Figure 8, which shows the crystal shapes that grow as a function of surface temperature (that sets whether ice crystals will grow into plates or columns) and water vapor supersaturation (which determines the complexity of the structures).

According to the theory proposed by Kuroda and Lacmann [24], the variations observed in the growth patterns of ice crystals may be explained by a quasi-liquid layer on the surface of the crystals. Such a layer has properties like water in the liquid phase, as it contains atoms with greater mobility than those inside the crystal. The theory considers a strong effect of the temperature of the surroundings on the properties and thickness of the quasi-liquid layer on the basal and prism facets of the crystal, favoring the growth of the crystal in preferential directions, according to the psychrometric conditions of the environment. Later, the growth rate of the different faces of ice crystals was measured experimentally by Libbrecht and Yu [25] and showed good agreement with the quasi-liquid layer theory.

As shown in Figure 7, one can notice that from stage (7) on, a mature layer of frost keeps growing and densifying due to simultaneous heat and mass transfer phenomena on
and within the porous medium. This is illustrated in Figure 9. In general, the thickness of a growing frost layer follows the square root of time rule, as shown in Figure 10, due to the diffusive nature of the heat and mass transport inside the frost layer [26].

![Figure 9](image_url) Schematic of the growth and densification of a frosted medium.

![Figure 10](image_url) Snapshots of the frost formation process as a function of time for an airstream velocity of 0.7 m/s, air temperature of 16 °C, relative humidity of 50%, and a plate temperature of −18 °C [8].

Several distinct frost formation models have been proposed in the last fifty years, each with its strengths and drawbacks, as summarized in Table 1. O’Neal [27], for instance, noticed that the frost accretion could be modeled as two simultaneous processes, namely growth and densification, that increase the thickness and the density of the frost layer. In the following decades, several studies advanced his approach. Nevertheless, despite the known significance and relevance of a supersaturated air-frost interface in the frost nucleation and growth process [28], the air-frost interface condition had been treated as saturated until recent times.

| Author                  | Year | Origin     | Porous Medium | Geometry       | Density       | Thermal Conductivity | Air-Frost Interface |
|-------------------------|------|------------|---------------|----------------|---------------|----------------------|---------------------|
| Brian et al. [29]       | 1969 | USA        | No            | Flat plate     | Their own     | Various              | Saturated           |
| Schneider [30]          | 1978 | Germany    | No            | Flat plate     | Their own     | Their own            | Saturated           |
| O’Neal [27]             | 1982 | USA        | Yes           | Channel        | Prescribed    | Sanders [31]         | Saturated           |
| Sami and Duong [32]     | 1988 | Canada     | Yes           | Flat plate     | -             | Yongko and Sepsy [33]| Saturated           |
| Sherif et al. [34]      | 1993 | USA        | Yes           | Flat plate     | Hayashi et al. [35]| Various          | Saturated           |
| Tao et al. [36]         | 1993 | Canada     | No            | Flat plate     | Prescribed    | Their own            | Saturated           |
| Yonko and Sepsy [33]    |      |            |               |                |               |                      |                     |
| Sherif et al. [36]      | 1993 | USA        | Yes           | Flat plate     | Prescribed    | Auracher [38]        | Saturated           |
| Tao et al. [36]         | 1993 | Canada     | No            | Flat plate     | -             | Their own            | Saturated           |
| Yonko and Sepsy [33]    |      |            |               |                |               |                      |                     |
| Ismael and Salinas [40] | 1999 | Brazil     | Yes           | Channel        | Mao et al. [41]| Yongko and Sepsy [33]| Saturated           |
| Lüer and Beer [42]      | 2000 | Germany    | Yes           | Channel        | Various       | Auracher [38]        | Saturated           |
| Cheng and Cheng [43]    | 2001 | China      | No            | Flat plate     | Hayashi et al. [35]| Brian et al. [29]| Saturated           |
| Yang and Lee [44]       | 2004 | S. Korea   | No            | Flat plate     | Their own     | Their own            | Saturated           |
| Na and Webb [45]        | 2004 | USA        | Yes           | Flat plate     | Prescribed    | Sanders [31]         | Supersaturated       |
| Lee and Ro [46]         | 2005 | S. Korea   | Yes           | Flat plate     | Prescribed    | Auracher [38]        | Saturated           |
| Hermes et al. [17]      | 2009 | Brazil     | Yes           | Flat plate     | Their own     | Lee et al. [39]      | Saturated           |
Table 1. Cont.

| Author         | Year | Origin     | Porous Medium | Geometry | Density | Thermal Conductivity | Air-Frost Interface |
|----------------|------|------------|---------------|----------|---------|----------------------|---------------------|
| Cai et al. [14] | 2011 | USA        | Yes           | Flat plate | Their own | Their own           | Saturated           |
| Kandula [47]   | 2011 | USA        | Yes           | Flat plate | His own  | His own             | Saturated           |
| Hermes [48]    | 2012 | Brazil     | Yes           | Flat plate | His own  | His own             | Saturated           |
| Loyola et al. [49] | 2014 | Brazil     | Yes           | Channel   | Nascimento et al. [50] | Hermes [48] | Supersaturated      |
| El Cheikh and Jacobi [51] | 2014 | USA        | Yes           | Flat plate | Prescribed | O'Neal and Tree [52] | Supersaturated      |
| Hermes et al. [53] | 2018 | USA/Brazil | No            | Flat plate | Sommers et al. [54] | -                   | Saturated           |

In general, frost formation models have been formulated based upon the following key assumptions [17]: (i) quasi-steady-state regime, (ii) one-dimensional diffusion within the frost layer, (iii) uniform frost thickness, (iv) constant properties, and (v) Lewis analogy. Hence, a mass balance on the frost layer of Figure 9 yields,

\[ m_f = \frac{d}{dt} \int_0^{x_f} \rho(x)dx \]  

where \( m_f \) is the vapor mass flux going into the frosted medium, and \( x_f \) is the frost layer thickness. Defining the space-averaged frost density, Equation (2) can be written in terms of two mass fluxes as follows:

\[ m_f = \rho f dxf + x_f \frac{dp_f}{dt} \]  

where the first term of the right-hand side stands for the frost growth rate, whereas the second term is responsible for the densification as water vapor diffuses inside the frost layer, changing phase into ice crystals within the porous medium, thereby reducing the frost layer porosity, \( \varepsilon = (\rho_f - \rho_i)/ (\rho_a - \rho_i) \). In general, Equation (3) can be easily integrated using an explicit, forward Euler approach to come out with the time evolution of the frost thickness, \( x_f \).

Additionally, the mass flux can be expressed in terms of the convective mass transfer coefficient, \( h_m \), such that \( m_f = h_m (\omega_a - \omega_s) \), which can be related to the heat transfer coefficient, \( h \), using the so-called Lewis analogy, \( \frac{Nu}{Pr^{1/3}} = \frac{Sh}{Sc^{1/3}} \) [55], where \( Nu \), \( Sh \), \( Pr \), and \( Sc \) are the Nusselt, Sherwood, Prandtl and Schmidt numbers, respectively. Therefore, the mass transfer coefficient can be expressed by \( h_m = h/(\gamma_p Le^{2/3}) \), where the Lewis number, \( Le = Sc/Pr = \alpha/D \), may be obtained either from empirical correlations [39,56] or assumed to be unity [32,43,47].

Solution of the overall mass balance requires information about the thermodynamic properties at the air-frost interface. For doing so, Lee et al. [39] suggested the following first-order reaction model for the mass diffusion in the frost layer,

\[ D_f \frac{d^2 \omega}{dx^2} = \lambda \omega \]  

where \( D_f = D\varepsilon/\delta \) is the effective diffusivity of the water vapor in air, \( \delta \) is the tortuosity of the frosted medium, and \( \lambda \) is the desublimation coefficient obtained from the solution of Equation (4) subjected the following boundary conditions: \( \omega(x = 0) = \omega_{w0}, (d\omega/dx)_{x=0} = 0 \) and \( \omega(x = x_f) = \omega_s \), yielding \( Ha = x_f (\lambda D_f)^{1/2} = \cosh^{-1}(\omega_s/\omega_{w0}) \), where \( Ha \) is the Hatta number, representing the ratio between the time scale of diffusion and desublimation. Albeit a saturation boundary condition was used in this approach, more sophisticated models rely on supersaturated boundary conditions at the air-frost interface [49,51,56].

Similarly, an energy balance is invoked to come out with the temperature distribution along the frost layer,

\[ k_f \frac{d^2 T}{dx^2} = -\rho a i\omega \lambda \omega \]
where \( k_f \) is the effective thermal conductivity of the porous medium. Considering a prescribed temperature condition at the surface, \( T(x = 0) = T_w \), and the heat flux continuity at the frost surface, \( k_f \left( \frac{dT}{dx} \right)_{x = xf} = q = m_f i_{iw} \), where \( q = h(T_a - T_w) \) is the sensible heat flux to the frost surface, and the temperature of the frost surface can be expressed as \( T_w = T_{iw} + \left( q + m_f i_{iw} \right) / k_f + \rho_a \omega_{iw} \left[ 1 - \cosh(Ha) \right] i_{iw} D_f / k_f 
\)

2.4. Thermophysical Properties

The model closure relies on empirical information for calculating the thermophysical properties of frost, namely the density and the thermal conductivity. Some key correlations for the latter were summarized by Negrelli and Hermes [57]. They also proposed a dimensionless semi-empirical model for the thermal conductivity as a function of the porosity of the frosted medium, as follows:

\[
\frac{k_f}{k_i} = a \left( \frac{k_d}{k_i} \right)^{b} \tag{6}
\]

where the coefficients of Equation (6) were fitted to the experimental data according to the frost morphology: needles and sheaths \((-10 < T_w < -4^\circ C, a = 1.576, b = 0.797)\), plates and dendrites \((-19 < T_w < -10^\circ C, a = 1.594, b = 0.761)\), and sheaths \((-30 < T_w < -19^\circ C, a = 1.035, b = 0.797)\). Equation (6) is valid for wall surface temperatures ranging from \(-30 \) to \(-4^\circ C\), and frost porosities spanning from \( \varepsilon = 0.50 \) to 0.95. In a follow-up study, Negrelli et al. [58] advanced a simulation model for predicting the thermal conductivity of frost for various operational conditions and, therefore, distinct frost morphologies. The frost growth was modeled using fractal theory, particularly the diffusion-limited aggregation approach, which forms heterogeneous porous media that emulate the morphology of the frost layer, as depicted in Figure 11. A comparison between the different images in Figure 11 shows that the model can simultaneously reproduce both the growth and densification of the frost layer. The effective thermal conductivity of frost was calculated from an inverse solution of the heat diffusion problem using a finite-volume method, agreeing with the experimental data from [59] to within \( \pm 15\% \). More recently, Hosseini et al. [60] adopted a genetic programming approach to put forward semi-empirical correlations for the thermal conductivity based on dimensionless parameters such as the frost porosity and the Reynolds, modified Jakob and Fourier numbers.

Similarly, some key correlations for the frost density were summarized by Hermes et al. [61], spanning the literature from the pioneering work of Hayashi [35], who introduced an exponential relation between the frost density and the frost surface temperature. Hermes et al. [61] proposed a semi-empirical model based on the empirical observation that the porosity of the frost layer follows the square-root of time rule for mature frost media, yielding:

\[
\frac{\rho_f}{\rho_i} = 0.0024 \Lambda^{3/2} \sqrt{t} \tag{7}
\]

where \( t \) is the time and \( \Lambda = c_p (T_{dew} - T_w)(\omega_a - \omega_{sat,iw}) i_{iw} \) is a modified Jakob number. Curiously, since both the frost density and thickness obey the square root of time rule, one can expect the accumulated frost mass to behave linearly with time as seen from Equations (2) and (3), namely \( M \sim x_f \rho_f \sim \sqrt{t} \sim t \). Later, Equation (7) was updated by Sommers et al. [54]. They introduced a “surface wettability multiplier,” \( 0.986(4.5\text{In}0.05)(0.80/\theta)^{0.61} \) to correct \( \rho_i \) in Equation (7) for predicting the density of frost layers formed on surfaces with static contact angles (\( \theta \)) ranging from 45\(^\circ\) (hydrophilic) to 160\(^\circ\) (hydrophobic), relative humidities (\( \theta \)) ranging from 0.4 to 0.8, and surface temperatures ranging from \(-13 \) to \(-5^\circ C\). Sommers et al. [54] also observed that, after 2 h, the hydrophilic and hydrophobic surfaces led to frost densities about 20\% higher and 10\% lower respectively than the baseline.
Remarkably, surface wettability has gained recent attention in the realm of refrigeration due to its impact on the macroscopic properties of frosted media [62]. Coated surfaces are generally used to mitigate frost formation on the evaporator surface and aid in the drainage of condensate off the heat transfer surface and away from pinning sites. Studies on the effect of surface wettability on the phase change process have grown considerably over the last decade. However, most of them have been aimed at condensing and solidifying water droplets instead of desublimation. Most of the studies investigated water vapor desublimation on pre-treated surfaces with distinct contact angles, from hydrophilic to hydrophobic [63–68]. Generally, the researchers have reported that the hydrophobic surface delayed the onset of frost formation while the hydrophilic one presented a thinner and denser frost thickness. Albeit treated surfaces seem to be the new trend in frost research, it is important to emphasize that its use must be carefully considered since the impacts on the system performance can be adverse. Although hydrophobic surfaces may appear, at first, to be beneficial to evaporator performance, the delay of frost accretion on the fins may negatively impact the airflow system depending on the application. High humidity levels inside household refrigerators compartments, for instance, may cause frost formation on undesirable areas, such as inner liners or even air ducts. Hydrophobic surfaces may also lead to condensate bridging in compact heat exchangers and possibly even more...
frequent defrosting of the coil depending on the criteria used for initiating the defrost cycle (i.e., pressure drop, surface sensor contact, etc.) since the frost layer tends to be slightly thicker. On the other hand, hydrophilic evaporator surfaces are typically more desirable as they favor high-density frost layers \cite{54}, which tends to mitigate the thermal conduction resistance since the thermal conductivity of ice (1.9–2.0 W m\(^{-1}\) K\(^{-1}\)) is considerably higher than air (0.023–0.026 W m\(^{-1}\) K\(^{-1}\)) \cite{69}.

Nonetheless, the longevity of the surface coating is a concern. Hydrophilic surfaces tend to also be quite reactive and can often lose their properties quickly over the product lifetime. Thus, using a surface coating (hydrophilic vs. hydrophobic vs. baseline) should be carefully chosen and based on the specific application and geometry. More recent and encouraging efforts in this area have focused on patterned (or hybrid) wettability \cite{70–73} and wettability gradients \cite{74–76} for the passive manipulation and/or removal of droplets. Such approaches thus allow the favorable aspects of both types of surface wettability modification to be more fully realized. For example, surface tension gradients could be used to spontaneously draw water droplets away from potential pinning sites on the coil (i.e., collars, louvers, slits, etc.), and patterned wettability could be used to help remove water more fully (or more strategically) from the evaporator during defrosting. Moreover, in some cases, these newer techniques have relied on surface roughness or topographic modifications, which are likely to be more robust than chemical coatings.

3. Evaporator Frosting

Recent investigations on the performance of evaporators subjected to frosting conditions have focused on advancing first principles simulation models aiming not only at the frost accretion phenomena but also new features such as multidimensional frost distribution over the coil, fan-evaporator aerodynamic coupling, innovative frost mitigation and restraining techniques, and performance enhancement techniques such as vortex generation \cite{77,78}. The thermal-hydraulic performance depletion of heat exchangers under frosting conditions was firstly reported by Stoecker \cite{79}, who investigated the heat transfer degradation and airside pressure drop augmentation in industrial evaporators. After a long while, many studies on evaporator frosting popped up in the open literature, spanning distinct aims and approaches as summarized in Table 2. Remarkably, most works were aimed at the frost accumulation on evaporators for medium and large-capacity refrigeration systems. At the same time, just a few focused on small-capacity household and light-commercial appliances. The majority investigated evaporator frosting with the aid of a wind-tunnel calorimeter, where the inlet psychrometric conditions and the air flow rate are held constant during the test. Therefore, the non-linear coupling between the rising pressure drop observed in frosted evaporators and the fan-supplied air flow rate, which is a key factor for the cooling capacity reduction, was not captured. Only a few tried to tackle this issue, such as Da Silva et al. \cite{80}. They designed and constructed a closed-loop wind tunnel facility for evaporators for light commercial applications. The air flow rate was controlled by a computer-driven variable-speed centrifugal fan that could emulate any desirable fan characteristic curve from a real application.

Additionally, in most applications, the evaporators are subjected to non-uniform frost formation from one row to another. Thicker frost layers tend to form in the first rows, whereas thinner frost layers build up in the last rows. When it comes to evaporators for commercial applications, the typical uniform psychrometric and air velocity profiles at the face area yield a homogeneous frost distribution at each transversal plane. Thus, despite changing along the airflow direction, the frost mass is likely to be evenly distributed at each tube row. However, the same cannot be said for some domestic appliances, where the air temperature, humidity, and flow rate may not be uniform at the evaporator inlet. An extreme situation, for example, is found in combined household refrigerating appliances where the evaporator is usually subjected to a warm and humid air stream from the fresh-food compartment and a cold and dry air stream from the frozen-food compartment. In addition,
different from commercial-type evaporators, the fin density of domestic evaporators is typically not uniform. Instead, it increases from the first row to the last, thereby requiring a multidimensional model to predict the non-homogeneous frost distribution over the coil.

Table 2. Selected works on frost accretion over heat exchanger surfaces.

| Author                        | Year | Origin   | Technology | Approach     | Fan |
|-------------------------------|------|----------|------------|--------------|-----|
| Stoecker [79]                 | 1957 | USA      | Tube-fin   | Experimental | No  |
| Kondepudi and O’Neil [81]     | 1987 | USA      | Tube-fin   | Numerical (lumped) | No  |
| Rite and Crawford [82]        | 1991 | USA      | Tube-fin   | Experimental | No  |
| Ogawa et al. [83]             | 1993 | Japan    | No-frost   | Experimental | No  |
| Bejan et al. [1]              | 1994 | USA      | No-frost   | Theoretical  | No  |
| Carlson et al. [84]           | 2001 | USA      | Microchannel | Experimental | No  |
| Jhee et al. [85]              | 2002 | S. Korea | Tube-fin   | Experimental | No  |
| Inan et al. [86]              | 2002 | Turkey   | Tube-fin   | Experimental | Yes |
| Deng et al. [87]              | 2003 | China    | Tube-fin   | Experimental | No  |
| Chen et al. [88]              | 2003 | Canada   | Heat sink  | Numerical (lumped) | Yes |
| Seker et al. [89]             | 2004 | Turkey   | No-frost   | Numerical (lumped) | No  |
| Liu et al. [90]               | 2005 | China    | Tube-fin   | Numerical (distributed) | No  |
| Tso et al. [91]               | 2006 | Singapore | Tube-fin   | Numerical (distributed) | No  |
| Xia et al. [92]               | 2006 | USA      | Microchannel | Numerical (lumped) | No  |
| Aljuwayhel [93]               | 2006 | USA      | Industrial | Numerical (distributed) | Yes |
| Yang et al. [94]              | 2006 | S. Korea | Tube-fin   | Numerical (distributed) | No  |
| Özkan and Ožil [85]           | 2006 | Turkey   | Tube-fin   | Experimental | Yes |
| Ngonda and Sheer [96]         | 2007 | S. Africa | Tube-fin   | Numerical (distributed) | No  |
| Albert et al. [97]            | 2008 | Switzerland | Tube-fin   | Numerical (distributed) | No  |
| Huang et al. [98]             | 2008 | Taiwan   | Tube-fin   | CFD          | Yes |
| Zhang and Hrnjak [99]         | 2009 | USA      | Tube-fin   | Experimental | No  |
| Lenic et al. [100]            | 2009 | Croatia  | Tube-fin   | Numerical (distributed) | No  |
| Moallem et al. [101]          | 2010 | USA      | Microchannel | Experimental | No  |
| Knabben et al. [102]          | 2011 | Brazil   | Tube-fin   | Numerical (distributed) | Yes |
| Da Silva et al. [80]          | 2011 | Brazil   | Tube-fin   | Experimental | Yes |
| Da Silva et al. [103]         | 2011 | Brazil   | Tube-fin   | Numerical (distributed) | Yes |
| Wu et al. [104]               | 2011 | China    | Microchannel | Experimental | No  |
| Jopollo et al. [105]          | 2012 | Italy    | Tube-fin   | Experimental | No  |
| Kim et al. [106]              | 2013 | S. Korea | Tube-fin   | Experimental | No  |
| Ribeiro and Hermes [107]      | 2014 | Brazil   | Tube-fin   | Numerical (lumped) | Yes |
| Borges et al. [3]             | 2015 | Brazil   | Tube-fin   | Numerical (distributed) | Yes |
| Da Silva et al. [108]         | 2017 | Brazil   | Tube-fin   | Numerical (distributed) | Yes |
| Timmermann et al. [109]       | 2018 | Brazil   | Peripheral | Numerical (distributed) | Yes |

Figure 12 shows a sequence of snapshots taken at different time steps using a purpose-built testing facility that allows the determination of the instantaneous pressure drop and cooling capacity, and a visual inspection of the frost distribution over a 10-row coil [102]. One can see in Figure 12a that the frost is most likely to accumulate on the central part of the evaporator, according to a parabolic pattern, which is due to the air return from the fresh food located in the central part, while the slots returning air from the frozen-food compartment are located on the sides. Interestingly, it was also observed that the frost mass at the fifth row is as high as that of the first row, as depicted in Figure 12b. In this case, the lower humidity gradient downstream of the coil is compensated by its higher fin density, which leads to a larger surface area for frost formation. This sort of frost mapping obtained either by visual inspection or simulation models, can provide key insights into optimally distributing the electric defrost heater power over the evaporator surface.
Therefore, the frost formation theory for flat surfaces, as presented in the previous section, can be readily applied to fin-and-tube heat exchangers by dividing the domain into non-overlapping control volumes where the frost growth and densification model described previously (see Equations (2)–(7)) is applied. When doing so, local boundary conditions are given by air stream temperature, and humidity ratio are obtained respectively from the following one-dimensional mass and energy balances [102,103]:

\[
\frac{dT_a}{dA} = \frac{h\eta}{\rho V c_p} (T_f - T_a)
\]

\[
\frac{d\omega_a}{dA} = \frac{h\eta}{\rho V c_p L e^{2/3}} (\omega_{sat,f} - \omega_a)
\]

where \(A\) is the coil surface area in the control volume, \(h\) is the convective heat transfer coefficient, \(\eta\) is the evaporator surface effectiveness, \(\rho\) is the density of moist air, \(V\) is the volumetric air flow rate, \(c_p\) is the specific heat of the moist air, \(T_f\) is the frost surface temperature, and \(T_a\) and \(\omega_a\) are the temperature and humidity ratio of the air stream, respectively. One-way solutions of Equations (8) and (9) are often obtained using an explicit, forward Euler discretization. Knabben et al. [102] adopted a similar formulation together with a two-dimensional evaporator discretization to predict the frost mass distribution over tube-fin coils associated with domestic household refrigerators (see Figure 12). More recently, computational fluid dynamic (CFD) techniques have been employed to predict the multidimensional frost distribution [110], albeit often demanding prohibitively expensive computational efforts due to the geometric complexity.

Alternatively, Da Silva et al. [103] proposed a first principles simulation model to predict the thermal-hydraulic performance of light commercial-type fin-and-tube evaporators under frosting conditions accounting for the non-linear effect induced by the combination of frost growth and the fan supplied air flow rate. They confirmed that progressive flow blockage caused by frost thickness rules the cooling capacity degradation process compared to the reduction in the effective thermal conductivity caused by the frost layer. In a follow-up work [108], the effects of the frost morphology on the thermal-hydraulic performance of fan-supplied evaporators were also assessed. Figure 13a depicts a visual comparison of the frost morphologies obtained with distinct evaporator surface temperatures. Regarding the morphological aspect of the frost medium, it should be noted that needle-shaped structures were observed when the evaporator was kept at \(-10\) °C, whereas granular and compact ice crystals were found for \(-3\) °C. Although subtle, these distinct structural characteristics of the frost layer have a strong impact on the performance of the evaporator. For instance, Figure 13b shows that the same amount of frost causes different
air flow obstructions revealed by pressure drop measurements across the evaporator. As can be seen, a pronounced airside pressure drops were always observed when the evaporator temperature was $-10^\circ\text{C}$ as compared to $-5^\circ\text{C}$, which is largely due to the lower frost density related to the former.

Figure 13. Visualizations of distinct frost layer morphologies (a), and their effect on the airside pressure drop (b) [80].

4. Optimal Defrosting

In modern refrigeration systems, air-supplied evaporators are designed to be robust to frost blockage of the air passageway either by choosing a proper defrost strategy (e.g., defrost technology, power, positioning) or managing an optimal defrost cycle (i.e., the time between defrost operations) [4]. Generally, defrosting methods are defined as passive or active. Passive methods use surface characteristics to delay or minimize the frost accretion over the evaporator surface, while the latter requires some additional power input. Among the active methods, electric resistive heaters embedded in the evaporator, and hot gas bypass and reverse cycles are the most common defrosting techniques used nowadays. Many other technologies such as mechanical and ultrasonic vibration [111] are also considered for specific applications [112]. Besides that, some systems still use the so-called “cycle defrosting,” where the refrigeration system is turned off, and the frost melts naturally or is re-sublimated by forced convection imposed by a fan delay. After that, the system is turned back on and returns to its original working condition. Simplicity and low cost seem to be the key advantages of such a method.

The hot gas defrost cycle diverts refrigerant from the compressor discharge directly into the evaporator. It is usually called “hot gas bypass” because the superheated refrigerant from the compressor discharge bypasses the condenser and the expansion device through a solenoid valve directly to the evaporator inlet. Generally speaking, as the heat exchanger coil is warmed up from the inside, the defrost efficiency of such technology is likely to quite high when compared to an ordinary electric heater. However, the net impact upon the refrigeration system performance, including not only thermal load increase but also refrigerant mass migration, cannot be neglected. The reverse cycle method is in turn usually adopted in air source heat pump units (ASHP), where a four-way valve reverses the refrigeration cycle so that the evaporator becomes the condenser and the enthalpy that would have been used to heat the indoor environment is used to melt the frost. As for the hot gas method, the defrost efficiency is likely to be higher than that of electric heaters. One of the disadvantages of such an approach, besides requiring extra valves, is that the thermal comfort of the indoor space may be adversely affected [113].

The defrosting technique most commonly used in domestic applications is the electric resistive heater, especially due to its low cost, fast response, easier control, and flexibility in terms of positioning, power magnitude, and power distribution. Basically, there are three distinct types of electrical heaters: (i) aluminum tube (distributed), (ii) glass tube,
and (iii) sheathed metal tube (a.k.a. calrod). The aluminum distributed heaters are widely used in low to medium capacity refrigeration systems. It is a conductive-dominant process since the heating element is usually placed directly in direct contact with the outer edge of the evaporator fins. It provides a fairly uniform heat distribution along the evaporator and tends not to increase the coil temperature disproportionately. However, it intrinsically increases the airstside pressure drop of the evaporator, may present corrosion problems [114], and its installation and manufacturing are not always straightforward. Instead of distributing the heater along the evaporator, both sheathed metal tubes (calrod) and glass tube heaters are generally installed at the evaporator entrance, also leading to a negative impact on the airstside pressure drop. They both follow a radiative-convective-dominant process, where working temperatures may reach over 300 °C. For this reason, both are not recommended for use with flammable working fluids such as hydrocarbons. Additionally, such heaters might overheat surrounding plastic and polystyrene parts if the heat flux exceeds a certain limit. The glass tube may also require a protective cover to avoid the shattering of the glass when hit by melted water droplets.

The literature is full of investigations regarding defrosting techniques for evaporators of commercial applications [115–119]. Stoecker [115], for instance, carried out one of the earliest pioneering studies on hot gas defrosting, suggesting several useful recommendations for bypass circuit design. Niederer [116] reported that the typical defrost efficiency of the electrical heater technique is approximately 15 to 25%. Cho et al. [117] directly compared two defrosting methods (i.e., hot gas and on-off cycle). They reported that the hot gas method provided lower fluctuations of the temperature of the refrigerated compartments. Dong et al. [113] conducted a theoretical and experimental study to investigate the reverse cycle defrost process efficiency in a heat pump, reporting that the defrost efficiency increases around 60% when the fan is kept on during the process, but with an adverse impact on the refrigerated compartment temperature.

Recently, Da Silva and Hermes [4] assessed the performance of fan-supplied tube-fin evaporators using a mathematical model comprised of a frost formation and defrosting sub-models based on a previous model from Zakrzewski [120]. The cooling cycle efficiency was evaluated as the ratio of the effective amount of heat removed by the evaporator \( E_{Q} - E_{L} \), as depicted in Figure 14a) to the quantity of heat taken in by the clean evaporator \( E_{0} \). Therefore, the cooling cycle efficiency \( \eta_{Q} \) can be expressed as a function of the accumulated mass of frost \( M_{f} \), the sensible \( Q_{\text{sens}} \) and latent \( Q_{\text{lat}} \) heat transfer rates in the evaporator, as follows:

\[
\eta_{Q} = \frac{\int_{0}^{t_{\text{on}}} \left( Q_{\text{sens}} + Q_{\text{lat}} \right) dt - M_{f} i_{\text{sl}} \left( \frac{1}{\eta_{d}} - 1 \right)}{Q_{0} (t_{\text{on}} + t_{d})} \tag{10}
\]

where \( i_{\text{sl}} \) is the latent heat of solidification, \( Q_{0} \) is the clean (initial) evaporator total cooling capacity, \( t_{\text{on}} \) is the compressor runtime between two defrost operations, and \( t_{d} = M_{f} i_{\text{sl}} / \eta_{d} W_{d} \) is the defrost operation time, where \( W_{d} \) the power dissipated by the heater and \( \eta_{d} \) is the defrost efficiency. This approach allows quantifying the amount of energy released by the defrost system that is not used to melt the frost layer, thus representing a penalty in the thermal loads. Figure 14b shows the cooling cycle efficiency as a function of runtime ratio, \( t_{\text{on}} / (t_{\text{on}} + t_{d}) \), for distinct working conditions and fin densities, where optimal runtime ratios can be observed. Moreover, it was noticed that a higher evaporating temperature causes a significant increase in the optimum runtime, which increases the cooling cycle efficiency.
Despite the abundance of literature on commercial and industrial evaporator defrosting, the situation is reversed when it comes to household applications. Some remarkable studies, however, include those by Kim et al. [114] and Bansal et al. [121] for calrod heaters, Knabben et al. [102] and Özkan et al. [122] for distributed aluminum heaters, Melo et al. [123] and Knabben and Melo [124] for distinct technologies, and Malik et al. [125]. Kim et al. [114] conducted a comparative analysis of distinct defrost calrod heaters applied to a side-by-side refrigerator. They investigated the effects of the power capacity, shape, and location of the electrical heaters, reporting a slightly better performance for customized heaters when compared to the traditional ones. In turn, Bansal et al. [121] investigated the performance of a calrod heater used in a vertical freezer. They reported an average defrost efficiency of 32% obtained from a mathematical model based on thermal resistances.

Regarding the performance of aluminum distributed heaters in household appliances, Knabben et al. [102] proposed an in situ study of frosting and defrosting processes in a tube-fin 10-row evaporator using experimental tests and a two-dimensional simulation model, the latter having been previously described. The results show that a significant increase in the defrost efficiency would be reached if the process were carried out by the simultaneous action of two different heaters, with nominal capacities of 175 W and 60 W for the first six rows and the last four rows, respectively. Besides that, it was reported that the gradual reduction in heater power during the defrost process increased efficiency by 118%. Similarly, Ozkan et al. [122] experimentally studied the defrosting process in a two-compartment refrigerator with a distributed aluminum heater. Like Knabben et al. [102], they claimed that the ideal defrosting process should be carried out by using different heaters for each evaporator region.

Later, Melo et al. [123] investigated the performance of defrost systems applied to household refrigerators using a purpose-built testing apparatus comprised of a calorimeter, a refrigerated cabinet, and a humidifying system. This approach allowed for an experimental comparison between different defrost systems, maintaining strict control of operating conditions. They evaluated three distinct types of electrical heaters (distributed, calrod, and glass tube) and three actuation modes (integral power, power steps, and pulsating power, as shown in Figure 15) at the same frosting conditions over the evaporator. Table 3 shows the defrost efficiencies related to each defrost system configuration. As can be seen, similar defrost efficiencies were observed for all technologies assessed at the same operating modes, over a range between 27.5% and 48%. Despite the highest efficiency reached by the glass tube at step power mode (48%), Melo et al. [123] stated that the calrod
heater seemed to be the most appropriate technology for general use due to its efficiency, low cost, and easy installation.

![Figure 15. Different actuation modes for defrosting by means of electric heaters [124].](image)

**Table 3.** Defrost efficiencies comparative (data from Melo et al. [123]).

| Test | Heater Type | Mode   | Defrost Time [min] | Defrost Power [W] | Defrost Efficiency [%] |
|------|-------------|--------|--------------------|-------------------|------------------------|
| 1    | Distributed | Integral| 19.6               | 160               | 31.1 ± 2.0             |
| 2    | Distributed | Integral| 15.2               | 160               | 38.6 ± 2.6             |
| 3    | Calrod      | Integral| 11.9               | 300               | 27.5 ± 1.8             |
| 4    | Calrod      | Integral| 19.3               | 160               | 34.0 ± 2.0             |
| 5    | Glass tube  | Integral| 16.8               | 160               | 36.0 ± 2.0             |
| 6    | Distributed | Steps  | 28.5               | 160 to 20         | 45.7 ± 2.6             |
| 7    | Calrod      | Steps  | 22.3               | 160 to 20         | 43.4 ± 2.8             |
| 8    | Glass tube  | Steps  | 21.9               | 160 to 20         | 48.0 ± 2.9             |
| 9    | Distributed | Pulsating| 22.9              | 160 to 0          | 39.9 ± 2.3             |
| 10   | Calrod      | Pulsating| 23.2              | 160 to 0          | 42.7 ± 2.4             |
| 11   | Glass tube  | Pulsating| 22.6              | 160 to 0          | 39.8 ± 2.4             |

Despite the considerable number of configurations, the study by Melo et al. [123] only conducted defrosting efficiency tests at the component level. In a complementary investigation, Knabben and Melo [124] evaluated a frost-free refrigerator energy consumption using different combinations of heater technologies and control strategies. This work considered two types of heaters (calrod and distributed) and two power modes (integral and steps). In the integral mode, the power was kept constant at 160 W and the defrosting period of 17.0 min and 19.3 min for the distributed and calrod heaters, respectively. On the other hand, in the steps mode, the power was gradually reduced from 160 W to 20 W, and the defrosting period was set to 28.5 min and 22.3 min for the distributed and calrod heaters, respectively. The calrod heater combined with the steps mode provided the best results, showing 2.6% and 1.7% reductions in the energy consumption and defrost plus recovery time consumption fraction, respectively. Moreover, an energy saving of 4.3% was observed when the combination “calrod heater/integral mode” was replaced by “distributed heater/steps mode.”

According to Knabben and Melo [124], the performance of the calrod heater was lower than that of the distributed heater at the system level. When comparing both technologies operating in the integral mode, the temperature increasing inside the compartments due to defrosting was higher with the calrod heater, first because the calrod heater reaches much higher temperatures than those of the distributed heater, and second because of its design and location regarding the evaporator.
In summary, considering the current challenges of designing low-energy appliances, a defrost strategy must be carefully selected to remove the frost layer from the evaporator as efficiently as possible. To this end, defrosting techniques should be considered in various forms, including passive, active, and system strategies. The defrost strategy is relevant and should be designed to minimize the defrost period and the total power unwarrantedly expended into the refrigeration cabinet, for example, by optimally distributing the heat along the evaporator coil, detecting the frost layer growth appropriately, or identifying the optimum time to trigger and end the defrost process.

5. Final Remarks

This paper presented the fundamentals and applications of refrigeration systems operations under frosting conditions. The first section showed details of the frost layer nucleation, growth, and densification phenomena. The fundamentals of thermodynamics were then used to quantify the Gibbs-free energy barrier, which must be overcome to trigger the frost nucleation process. Moreover, a frost formation model was described, being able to predict the frost growth process as a function of the surface and psychrometric operating conditions. The key aspects related to the frost thermophysical properties were discussed and the impact that evaporator surface treatments may have on the growth of the frost layer. In its turn, the refrigeration application section showed how the frost formation gradually degrades the evaporator operation and how the fundamentals previously presented can be used to design more efficient evaporators.

Finally, the main aspects related to the defrost operation were presented. A mathematical model regarding the defrost operation was described and used to evaluate the optimal defrost time based on component characteristics and the operating conditions of the refrigeration system. Experimental results, carried out at both the component and system level, were compared using different defrost strategies and highlighted some possibilities to reduce the power consumption of the refrigeration system. In summary, the knowledge gathered in this study has several practical implications to assist the designer in developing cutting-edge technologies for new evaporators, fans, defrost systems, and control strategies.

Although significant advances have been achieved, studies are still needed to discover ways to mitigate the negative effects of frost growth on the surfaces of evaporators. From the industrial application perspective, perhaps most of the attention should be given to the defrost process and the optimization of the evaporator geometry. With respect to the former, electric heaters and different methods such as hot gas bypass and ultrasonic vibration should be investigated deeper. More intelligent frost detection algorithms are a must to optimize the time between defrosting operations. Smart defrosting logics are also important so that the process is interrupted at the proper instant of time. Considering electric heaters, variable power is an interesting option as well. With respect to the evaporator itself, alternative evaporator/fin designs are still a challenge. The use of variable fin spacing along the airflow direction is surely a good way to avoid premature evaporator clogging.
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