The efficiency of varying parameters when optimizing reinforced concrete structures
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Abstract. The actual issue is considered related to the purpose of the type of variable parameters, their number and grouping of structural elements in the optimization of reinforced concrete structures. The genetic search algorithm is used to solve the problem of minimizing the cost of frame systems. The rate of convergence of the iterative procedure is taken as one of the criteria for the significance of the parameter when varying. The comparison of optimization results for a reinforced concrete beam and a frame is given. A conclusion is made about the expediency of varying parameters of different types and their ranking is performed from the standpoint of the goal function sensitivity to parameter changing.

1 Introduction

One of the effective methods to find rational solutions for reinforced concrete structures are algorithms [1-5]. They allow to think of variable parameters as discrete sets of values. In addition, for real civil structures, the number of variable parameters necessary to obtain a rational solution can be very large. Various tools are under development to address these issues in research methods. These are, for example, the use of penalty functions [6, 7], strategies for filtering construction variants with irrational values of the target criterion [8], the technology of adaptive self-grouping members [9], the use of regulated genetic operators [10-12], etc. All of these approaches, to one degree or another, overcome the problem of deterioration of convergence for particular optimization problems. However, the question of the application of a specific method of research algorithms for the optimization of reinforced concrete structures seems difficult due to the large calculating capacity of the problems to be solved. There is a need to develop some simplified estimation method that can predict which parameters need to be changed in a given problem, how many of those parameters should be in order for us to get the greatest effect of optimization while ensuring an acceptable amount calculation. Moreover, for the problems of large computing capacity, it is important to choose these types and the number of parameters for which it is possible to obtain a rational solution. This problem, despite the growth in computing capacities of computers, still prevents the use of genetic algorithms and other optimization methods to solve the problems of finding rational solutions for reinforced concrete structures.

In this article, is proposed a ranking of the parameters according to their contribution to the improvement of the objective function, which will make it possible to advance in the
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solving of the optimization problem for high calculation capacity tasks. A calculation scheme from [13] is used as the basic algorithm. When seeking a solution, genetic mutation operators [14, 15] without the use of adaptive properties, the crossover operator [16] with a cut point and the selection operator based on the roulette wheel [17-20] are used. To keep the best solutions, the principles of elitism are used [21, 22].

2 Optimization problem solution method

When optimizing a frame structures, one of the important tasks is to determine the types of variable parameters that most significantly affect reducing the cost of the structure when finding a solution. When optimizing systems with a large number of variable parameters, the question of choosing the types of parameters is decisive for the possibility of obtaining a solution. Let’s consider the following types of settings:

- concrete class;
- reinforcement steel grade;
- dimensions of the structural element cross-section;
- the area of the working rebars section.

The number of variable parameters is also influenced by the number of unifying groups of structural elements; this number does not change in the process of finding a solution. Reinforced concrete structures shown in Fig. 1.

![Fig. 1. Structures under study: two-span beam (a), planar frame (b)](image)

As the criterion that determines that the solution will not improve during the iterative process, we take the number of iterations in which there have been no changes in the base of the best design structures:

\[ N = \frac{n!}{\sqrt{m!}} \]

where \( m \) is the average from discrete sets the number of the variable parameter values, \( n \) – is the number of variable parameter.

3 Optimal designing results

Let us consider changes in the cost of a structure using examples of optimization of a beam system with discrete sets containing four classes of concrete, 4 grades of reinforcement, 4 or 7 groups of unification and 5 possible combinations of section sizes with reinforcement schemes. In figures 2, 3 the designations are introduced: \( 1 \) – is the number of iterations...
required to obtain a rational solution; $C_I$ — is a cost of the best design option at the current iteration of the genetic algorithm; $\Delta C = C_{I-1} - C_I$ — is the difference between the costs at the previous and current iterations.

Fig. 2. Influence of the variable parameter type on the relative decrease in the cost of the beam (designation of colors and types of lines is shown in Fig. 3)

Fig. 3. Influence of the variable parameter type on the relative reduction in the cost of the frame

Horizontal sections of lines on the charts mean that the cost of the best option has not changed, but the set of the best solutions has changed. The slopes in the graphs are a linear approximation of the stepwise changes in cost value. Let us explain the results obtained. Each graph illustrates the effect on the cost of a variable parameter with the other parameters unchanged.
When varying the class of concrete, the cost changed by about 3%, while changes occurred at the initial stage of research, an increase in unification groups did not lead to significant changes in the results. The change in reinforcement grades during optimization had the same qualitative effect on the evolution of the cost, which was 4%.

At the same time, an increase in unification groups, as well as for one class of concrete, led to a proportional decrease in cost. The variation in the dimensions of the structural elements cross-section has a significant effect on the modification of the value of the goal function. At the same time, for four unification groups it was 6%, and for 7 groups it was already 14%. In this case, a decrease in value was observed of 30% of the total number of iterations. The cross section of the working reinforcement has the greatest impact on the cost. So, with 4 groups of unification of structural elements, the cost has changed by 8%, and with 7 - by 14%. This decrease was observed practically over the entire search for a solution. Taking into account the basis, qualitatively similar results were obtained.

Depending on the degree of the various parameters influence on the changes of the objective function, it is possible to classify these parameters according to their importance (Table 1).

**Table 1.** Ranking of variable parameters

| Type of the parameter | \( \Delta C / C_i, \% \) | \( \bar{I} / I, \% \)* | Target rank (higher is better) |
|-----------------------|----------------|----------------|-------------------------------|
| beam                  | frame         | beam          | frame                        |
| Concrete class        | 3             | 4             | 20                           | 50             | 1                           |
| Rebars steel grade    | 4             | 6             | 20                           | 50             | 2                           |
| Dimensions of cross-section | 14         | 22            | 30                           | 50             | 3                           |
| the area of the working rebars section | 14 | 28            | 90                           | 100            | 4                           |

* \( \bar{I} \) – the number of iterations up to which there was an improvement in the goal criterion

The question under consideration is no less important when solving multicriteria optimization problems. For each of the target criteria, it is necessary to determine the influence of the type of variable parameters on compliance with the constraints for a variant of a constructive solution. The degree of this influence can be used to predict the value of the constraint violation penalty for a given optimization criterion. In fig. 4, for a reinforced concrete beam, the influence of restrictions on strength, crack opening width and stiffness is taken into account. Obviously, the greatest impact on stress violation is exerted by varying the structural element section sizes and section areas of the working rebars.

### 4 Discussion

Until now, when solving optimization problems based on genetic algorithms, the ranking of parameters by their influence on the change of the objective function was not taken into account. This could lead to a significant increase in the quantity of calculations due to the insufficiently fast convergence of the iterative process. For problems of significant calculation capacity, which correspond to real structural systems of reinforced concrete buildings, it is difficult and sometimes even impossible to obtain optimal solutions without taking into account the rank of the variable parameters. Therefore, it is advisable to develop the classification methodology proposed for other building structures of metal, stone and other materials. The issues of studying the effectiveness of varying and ranking parameters for optimization taking into account special influences [23, 24] remain unexplored.
5 Conclusion

Studies have shown that the most important from the point of view on cost reduction effectiveness is the variation in the dimensions of the sections and work rebars areas. The results illustrate that the variation of the concrete class significantly and sharply affects the deflection and strength of the structure, therefore, their change can lead to an improvement of the design solution only at the initial stages of research and with a small number of classes. For problems with a large number of variable parameters, for a faster approach to the region of feasible solutions, it is advisable not to introduce these parameters as variables. The effect on the limitations of the rebars area variation and the dimensions of the section is smoother; therefore, it is advisable to introduce a greater number of values of the variable parameters to improve the stability of the convergence and to overcome the local extrema.

The authors express their gratitude to the organizing committee of the conference and reviewers for the opportunity to publish the research results.
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