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We study the evolution of cosmological domain walls in models with asymmetric potentials. Our research goes beyond the standard case of spontaneous breaking of an approximate symmetry. When the symmetry is explicitly broken the potential exhibits nearly degenerate minima which can lead to creation of a metastable network of domain walls. The time after which the network will decay depends on the difference of values of the potential in minima, its asymmetry around the maximum separating minima and the bias of the initial distribution of the field. Effect of asymmetry around the maximum separating minima is novel one that we study with a new type of potential. Using numerical lattice simulations we determine relative importance of these factors on decay time of networks for generic potentials. We find that even very small departures from the symmetric initial distribution case lead to rapid decay of the domain wall network. As a result creation of a long lasting network capable of producing observable gravitational wave signals is much more difficult than previously thought. On the other hand details of the shape of the potential turn out to be much less important than was expected and the evolution of network from symmetric distribution is controlled by the difference of values of the potential in the minima.

I. INTRODUCTION

Domain walls are topological defects1 which could be formed in the early Universe at boundaries of regions, called domains, in which certain field \( \phi \) takes different vacuum expectation values. Usually domain walls are associated with spontaneous breaking of a discrete symmetry. In this case domains are patches of the Universe occupied by the field strength corresponding to different minima of the potential and domain walls are transition regions at which field strength smoothly interpolate between these minima.

Domain walls are usually considered to form during cosmological evolution from primordial fluctuations generated by some random process in the early Universe for example from quantum fluctuations during inflationary era. Domain walls form when fluctuations at the characteristic scale, corresponding to width of domain walls, cross the horizon. Percolation theory predicts that domain walls produced by a stochastic process can form networks of twofold topologies:

- separated bubbles of one vacuum submerged in the background of the another one,
- infinite domain walls stretching through the whole Universe,

depending on the initial contributions of the vacua [1–8]. During further evolution domains are stretched by the expansion of the Universe, thus both the surface and the curvature radius of domain walls grow. On the other hand, if a domain is too small and the gain of the energy contained in the enclosing wall from shrinking it overcomes the expansion, the domain will collapse.

Evolution of domain walls in the simplest case of degenerate minima and symmetric initial distribution leads to the so called scaling regime. This type of evolution is marked by simple scaling of average quantities such as surface area or averaged energy of domain walls per Hubble horizon. In the scaling regime number of domain walls in the horizon stays nearly constant, while average domain size and curvature radius are of order of Hubble horizon [9]. Maintaining the scaling requires domain walls to frequently interact with each other, changing their configuration or collapsing into closed walls, to reduce their energy. The effective equation of state of a network of cosmological domain walls is generically predicted with barotropic parameters \(-2/3 < w_{DW} < -1/3\) [10, 11]. The energy density of the network of stable domain walls decreases (with the expansion) slower than the energy density of both: the radiation and the dust, so long lived domain walls tend to dominate the energy density of the Universe. Moreover the effective average pressure generated by the network is negative, thus it acts as Dark Energy. However, Dark Energy with such equation of state is ruled out by the present experimental data [12–16]. Moreover, domain walls which pose a significant fraction of the total energy density of the Universe at recombination would produce unacceptably large fluctuations of the Cosmic Microwave Background Radiation (CMBR).

However, if minima of the potential are not degenerate, pressure coming from difference of vacuum energy in different domains will act on domain walls and ren-
der them unstable\textsuperscript{2}. As a result they will annihilate on a time scale which depends on the fraction of space occupied by the field strength corresponding to the global minimum of the potential, the width of the initial distribution of the field, the bias between the minima and the steepness of the potential on both sides of the local maximum separating the minima. While the effects of the bias in initial distribution and in the minima have been extensively studied (see [1–8, 17]) the other two factors, haven’t been discussed in the literature.

To study those we implement new type of potential that extends the analysis done before. The introduced family of potentials allow for independent parametric control of all four factors in our numerical simulations. In this work we study the impact of these factors on decay time. We discuss experimental prospects for detection through gravitational waves (GWs) signals produced upon domain walls annihilation. We find a hierarchy of strength of the dependence of the lifetime of the network on the parameters of interest. Every non-negligible departure from the exactly symmetric initial distribution case leads to rapid decay of the domain wall network, thus confirming the previous analytical and numerical studies [1–8, 18]. On the other hand the asymmetry of the potential around maximum which has not been studied in the past turn out to introduce negligible effect on the stability of networks. Due to the described hierarchy compensating the influence of one of the factors by the another requires severe fine-tuning. As a result, formation of a long lasting network capable of producing an observable GW signal seems to be much more difficult than previously thought.

\section{Models of Interest}

Domain walls in models with symmetric or nearly symmetric potentials were a main object of studies in the past. The evolution of these defects in models with asymmetric potentials is much less known although such models are frequently considered in modern cosmology. Asymmetric potentials with number of non-equivalent minima appear in many cosmological models at various energy scales. Let us present just a few examples of such models.

\textsuperscript{2} A model with potential with non-degenerate minima does not provide a solution of the equation of motion in Minkowski background which is a soliton and can be interpreted as a domain wall. However, when the minima are nearly degenerate one can expect existence of a solution which is slowly varying in time and similar to domain wall. Some authors distinguish these two cases and call the later solution a domain wall like structure. We are considering cosmological evolution in non-trivial time dependent Friedman-Robertson-Walker background and we will use name domain walls in both cases.

\subsection{Radiatively generated minima}

Even when tree level potential of the model has one minimum, radiative quantum corrections can result in formation of a second minimum. This is exactly the case of the Standard Model (SM), where quantum corrections (mainly due to interaction with top quark) force running quartic coupling constant of the Higgs field to acquire negative values for renormalization scale of the order of $10^{10}$ GeV. This leads to formation of the local maximum of the effective potential for the field strength of the order of zero of the running coupling (the position of the maximum is gauge dependent) and second deeper minimum at superplanckian field strengths. The dynamics of domain walls driven by this highly asymmetric potential was studied in details in [19–21]. It is worth stressing that even though Higgs field breaks the symmetry, it is a gauge symmetry, thus all the minima of the effective potential connected by the symmetry transformation are physically equivalent. However, the radiative corrections leads to formation of a second physically non-equivalent family of minima. In this case families of minima are not connected by any symmetry transformation and nothing forces them to be degenerate or the potential to be symmetric in between of them. Studying Higgs domain walls we have found that their dynamics differ from previously investigated models. This observation motivated us to a more detailed investigation of the influence of the asymmetry of the potential on the evolution of domain walls whose result we present in this manuscript.

\subsection{Run-away potentials}

Run-away potentials frequently appear in models of dynamical supersymmetry breaking and play an important role in modern attempts to non-perturbative supersymmetry breaking and moduli stabilization. The local minima in such potentials are separated by a barrier from otherwise monotonically decreasing yet bounded from below potential. It has been pointed out by Dine [22] that spatial inhomogeneities may help to stabilize the moduli at shallow but finite minima. The dynamics of domain wall like structures in the model with the runaway potential of the form

\begin{equation}
V_{run-away}(\phi) = \frac{1}{2\phi} \left( A(2\phi + N_1)e^{-\phi/N_1} - B(2\phi + N_2)e^{-\phi/N_2} \right),
\end{equation}

expected in a wide class of supersymmetry breaking models based on gaugino condensation was investigated in [6]. The shape of this potential for the choice of parameters $A, B, N_1$ and $N_2$ used in [6] is presented in the Fig 1. It has been found that in this scenario evolution of the network of inhomogeneities is very similar to a better known case of symmetric potentials. However, dependence on parameters of this model was not studied due
to limited available computational resources. Thus, it cannot be determined if this is a generic feature of this class of models.

FIG. 1: Shape of the potential used in [6] for simulating the dynamics of domain walls in models with run-away potentials.

C. Models of out-of-equilibrium phase transitions

In a first-order phase transition a metastable vacuum with expectation value of the field strength equal to a local minimum of a potential is separated from the so called true vacuum corresponding to the global minimum of the potential by a potential barrier. Initially the field is assumed to be trapped in false vacuum, due to its earlier evolution. Thus, time depended potentials are considered, usually realized by temperature dependence. In the early Universe, when the temperature was high, thermal corrections to the effective potential modified it in such a way that it had only one minimum. The field strength evolved toward this high temperature minimum. During evolution of the Universe, when the temperature was decreasing, second minimum was formed. If the potential barrier developed before the second minimum became the global one, the field was trapped in metastable vacuum, due to inability of classically traversing the barrier. As a result the unstable vacuum decays through nucleation of bubbles, corresponding to the field trapped in the false vacuum quantum mechanically tunneling through the barrier [23–25].

After nucleation, bubbles grow until they collide, eventually converting the whole Hubble volume into the new phase. During collision phase of the transition when many bubbles collided with each other, an intermediate state similar to a network of cosmological domain walls is formed. The main difference between this state and the network formed from superhorizon fluctuations is that boundaries of domains keep large velocities generated during expansion of domains before collisions.

D. Axion monodromy models

Axions have a periodic potential conventionally parameterized as cosine-type:

\[ V_{\text{axion}}(\phi) = \Lambda^4 \left[ 1 - \cos \left( \frac{\phi}{f} \right) \right], \]

where \( f \) is the decay constant and \( \Lambda \) is the scale of non-perturbative effects that generate the potential. Such a form of periodic potentials is derived in dilute instanton gas approximation. The dynamically generated potential breaks shift symmetry of axion (a pseudo Nambu-Goldstone boson of spontaneously broken global symmetry) to its discrete \( \mathbb{Z} \) subgroup acting as \( \mathbb{Z} \ni n : \phi \mapsto \phi + 2\pi fn \). Due to this symmetry the axion field strength is bounded to \( 0 \leq \phi < 2\pi f \). In the presence of a monodromy the potential contains additional terms which explicitly break remaining discrete symmetry and enlarge field strength range. The monodromy term is usually chosen as a monomial, frequently as the quadratic term \( \frac{1}{2} m^2 \phi^2 \), less often as the linear \( g \phi \). Let us concentrate on the former choice which give the potential in the form:

\[ V_{\text{monodromy}}(\phi) = m^2 \phi^2 + \Lambda^4 \left[ 1 - \cos \left( \frac{\phi}{f} \right) \right]. \]

For the proper choice of values of parameters of the model, the potential consist of quadratic potential decorated with wiggles coming from the periodic term as can be seen in the figure 2. The potential develops a family of local minima separated by asymmetric potential barriers whose number depends on the relative strength of both terms quantified by the fraction \( \frac{\Lambda^2}{mf} \).

FIG. 2: Shape of axion monodromy type potentials given by eq. (2) for various value of the fraction \( \frac{\Lambda^2}{mf} \).

Axion like particles can play important role in cosmology (for a review see e.g.[26]). If produced in appropriate abundance, they are good candidates for cold dark matter [22, 27–29]. Moreover, axion potentials with monodromy are considered as suitable for inflationary models.
(also models with non-minimal couplings [30]). Presence of local minima which drift slowly rolling inflaton to ultra slow-roll regime leading to enhancement of primordial scalar fluctuations was proposed as a origin of primordial black holes [31–34]. The production of gravitational waves emitted when inflaton field traverse features of axion monodromy potential was studied in [35–37]. Moreover, possibility of population of global minimum of monodromy type potentials and neighbouring local ones during reheating due to oscillations of inflaton was discussed in [38].

On the other hand, the latter choice with the linear symmetry breaking term leads to the potential in the form:

\[
V_{\text{relaxion}}(\phi) = g\phi + \Lambda^4 \left[1 - \cos \left(\frac{\phi}{f}\right)\right].
\]

(3)

Potentials of this type play a crucial role in cosmological relaxation models proposed in order to solve hierarchy problem of the Standard Model Higgs boson mass [39–42]. In this scenario the dimensionfull coupling \(g\) is assumed to depend on the Higgs field strength. Then, the wiggles produced by the periodic term stop the slowly rolling field \(\phi\) (called relaxion) at the point which generates proper Higgs boson vacuum expectation value. The original idea based on QCD axion was broadly extended and modified recently [43–47].

Topological defects were studied with various methods in the past. The Nambu-Goto effective action was first used in case of cosmic strings [48] and later generalized to domain walls [49, 50]. In this approach topological defects are treated as very thin, thus effects of finite thickness of these structures are neglected. This assumption is satisfied the better the larger are structures and distances between them compared to their thickness. Thus, this method is useful in investigation of the late evolution of networks of topological defects when they are diluted and stretched by the expansion of the Universe.

From the Nambu-Goto action the velocity-dependent one scale (VOS) can be derived [18, 49, 51–53] under the assumption that only one scale is present in the problem i.e. the curvature radius, distances between defects and Hubble radius are of the same order. It is a semi-analytical model which needs to be calibrated by numerical methods. It correctly reproduces the scaling regime in which the number of defects in each Hubble radius stays nearly constant and the time at which it ends i.e. decay of the network for models with (nearly) symmetric potentials. Obviously, this semi-analytical method is not able to properly model subtle effects caused by the shape of the potential.

Due to non-linear character of topological defects, the most reliable methods of investigating their dynamics are lattice simulations. In these simulations the equation of motion of field forming defects is numerically integrated by the finite difference method. Majority of lattice numerical simulations of the dynamics of domain walls performed in the past [3, 5, 6, 52, 54–58] were based on simple potentials known in analytical form. Most attention was given to domain walls in the case of spontaneous breaking of global discrete symmetries. In this scenario, minima of the potential of the model are degenerated. When the symmetry is weakly, explicitly broken the symmetric minima are nearly degenerated. Up to our knowledge, in all previous studies one symmetry breaking term was introduced into the potential whose coupling constant controlled both degeneracy on minima and a shape of the potential in between them or an asymmetric potential motivated by certain model was studied. In order to understand what really determine the fate of network of domain walls — it is a degeneracy of the minima or the shape of the potential around the top of the barrier or rather both — we go beyond these simple models in our studies.

During the process of the decay of domain walls the energy of the field is transferred to other degrees of freedom, and a part of it will be carried by gravitational waves (GWs). The recent observation of GWs at the LIGO and the Virgo experiments [59] promoted spectrum of GWs to one of the most promising cosmological observable for many models. GWs can in principle probe domain walls in the early Universe. Moreover, GWs produced from networks of domain walls could partially polarise CMBR, marking it with a distinctive pattern. We try to estimate a spectrum of GWs produced during the decay of domain walls using semi-analytical approximations introduced in previous studies [58, 60].

The paper is organized as follows. In section III we introduce the analytic form of potentials which we used to model asymmetry of potentials through out the paper. The method we use to estimate the width of domain walls is presented in subsection III A. Set of asymmetric potentials that we used in our numerical simulations is given in subsection III B. Section IV is dedicated to estimation of the lifetime of networks of domain walls. We discuss the dependence of the lifetime on initial conditions: the average value of the field strength and its standard deviation at the initialization and on scale of asymmetry of the potential of the model. Dependence of duration of scaling regime on parameters of the model and initial conditions is studied in section V. We discusses possible influence of asymmetry of the potential on the spectrum of GWs emitted from the network in section VI. We conclude in section VII. In appendix A we discuss the origin of quantity called width of domain walls in the case of simple, toy model in which analytic expression is known. In appendix B we present the parameters of the potential and initial conditions for the field that we have used in our simulations.

III. MODEL OF ASYMMETRIC POTENTIALS

In the past, mainly spontaneous breaking of \(Z_2\) symmetry in a simple model defined by the Lagrangian density

\[
\end{equation}

of the form:
\[
\mathcal{L} = \frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi - V_{Z_2} := \frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi - V_0 \left( \frac{\phi^2}{\phi_0^2} - 1 \right)^2. \tag{4}
\]
was studied in lattice simulations. $Z_2$ symmetry guarantees that minima of the potential $V_{Z_2}$ are degenerated and the potential is symmetric around the local maximum ($\phi = 0$).

In order to avoid experimental constraints the explicit symmetry breaking is usually considered. In the past studies the symmetry breaking term was added to the potential:
\[
V_{EB}(\phi) = V_{Z_2}(\phi) + \epsilon V_0 \phi. \tag{5}
\]
to destabilize domain walls. $\epsilon$ is a parameter that determines the strength of explicit symmetry breaking. It was found [6] that if the $Z_2$ is explicitly broken, domain walls interpolating between minima of the potential are unstable and they annihilate on a time scale which depends on the fraction of the space occupied by the field strength corresponding to the global minimum of the potential, the bias between minima (i.e. the difference between values of the potential at minima) and the value of the derivative on both sides of the local maximum separating the minima. However, the relation between influence of the last and the others factors was not determined so far. The model given by the eq. (5) is unsuitable for such studies. Both the difference of values of the potential at the minima and the asymmetry of the potential around its local maximum are controlled by the value of one parameter $\epsilon$ and cannot be changed independently.

The aim of this paper is to overcome limitations of the simple model (5) and prepare the set of potentials convenient for further studies in lattice simulations. From the point of view of lattice simulations it is convenient to define the potential of the model by its derivative which is directly used in simulations. The equation of motion for the symmetry breaking field with the canonical kinetic term and general potential $V$ is of the form:
\[
\frac{\partial^2 \phi}{\partial \eta^2} + \frac{2}{a} \left( \frac{da}{d\eta} \right) \frac{\partial \phi}{\partial \eta} - \Delta \phi + a^2 \frac{\partial^2 V}{\partial \phi^2} = 0, \tag{6}
\]
assuming the Friedman-Robertson-Walker metric background:
\[
g = dt^2 - a^2(t) \delta_{ij} dx^i dx^j = a^2(\eta) \left( d\eta^2 - \delta_{ij} dx^i dx^j \right). \tag{7}
\]
where Latin indices correspond to spatial coordinates, $t$ is cosmic time and $\eta$ denotes conformal time (such that $d\eta = \frac{1}{a(t)} dt$). The equation (6) which depends on the derivative of the potential $\frac{dV}{d\phi}$ is solved in lattice simulations using the finite difference scheme. Moreover, the position of the local extrema of the potential are easier to determine from its derivative.

Thus, we decided to give the potential by passing its derivative. We assumed the derivative in the form:
\[
\frac{\partial V_{AS}}{\partial \phi}(\phi) := V_0(\phi-a)(\phi-b)(\phi-c) \left( \epsilon^2(\phi - d)^2 + 1 \right), \tag{8}
\]
where $a$, $b$, $c$ determine positions of the extrema of the potential and parameters $\epsilon$, $d$ controls the shape of the potential. Then, the potential $V_{AS}$ takes the complicated form:
\[
V_{AS}(\phi) = \frac{V_0}{60} \phi \left( -60abc \left( d^2 \epsilon^2 + 1 \right) + 15\epsilon^3 \left( 2d^2(a + b + c) + ab + ac + bc + d^2 \right) + 1 \right) - 20\epsilon^2 \left( 2d^2(a + b + c) + 2d(a(b + c) + bc) + abc \right) + a + b + c + 30\phi \left( 2d^2(ad(b + c) + 2abc + bcd) + ab + ac + bc \right) - 12\epsilon^2 \phi^4(a + b + c + 2d) + 10\epsilon^2 \phi^5. \tag{9}
\]
We quantitatively estimate the asymmetry of the potential around the local maximum as a value of the third derivative of the potential:
\[
\frac{\partial^3 V_{AS}}{\partial \phi^3}(\phi) = 2V_0 \left( \epsilon^2(a - \phi)(\phi - b)(c + 2d - 3\phi) \right) + (-a - b + 2\phi) \left( \epsilon^2(d - \phi)(2c + d - 3\phi) + 1 \right) + (\phi - c) \left( \epsilon^2(d - \phi)^2 + 1 \right). \tag{10}
\]
at the maximum.

Our aim is to find a family of potentials of the form (9) with given difference of values at minima $V_{AS}(b) - V_{AS}(a)$ (where we assume without loss of generality that $b$ and $a$ are minima of the potential and $c$ is its local maximum) and the value of the third derivative at the maximum $\frac{\partial^3 V_{AS}}{\partial \phi^3}(c)$. However, these conditions are not sufficient to perform simulations whose results will reveal dependence of the dynamics of domain walls on the asymmetry of the potential. Above those, the same energy scale for all cases given by the width of the walls which we will define in the next section III A is needed to compare the results.

### A. The width of domain walls

The estimation of the physical width of domain walls is critical for numerical simulations of their dynamics. The width must be at least a few times larger than the lattice spacing (i.e. the physical distance between neighbouring points) used in the simulation in order to assure sufficient accuracy to model profiles of walls. On the other hand, if we choose the lattice spacing too small (walls will spread over too many lattice points) only few walls will fit into the finite lattice. If only small number of walls will be present on the lattice, then dynamics of the network of domain walls will be reproduced poorly in the simulation. Many authors [3, 6, 52, 54–58] used simulations with the physical width of walls varying from 2 to 100 lattice spacing.

We estimate the width of domain walls using the approach presented in the appendix A based on the first integral of the equation of motion. Firstly, we calculate the value $\phi_2$ of the field which gives the same value of the
potential as the value $\phi_{\text{min}}$ taken by the field in the local minimum and bigger than the local maximum. Next, we use integral expression (analog of the eq. (A7)):

$$\Sigma(\varphi_1, \varphi_2) := \int_{\varphi_1}^{\varphi_2} \frac{V_{AS}(\varphi) d\varphi}{\sqrt{2(V_{AS}(\varphi) - V_{AS}(\phi_{\text{min}}))}},$$

(11)

to compute tension (surface energy density) of walls $\sigma_{\text{wall}} := \Sigma(\phi_{\text{min}}, \phi_2)$. Then, we use generalization of eq. (A6) for calculation of distance in the physical space in the direction perpendicular to the wall:

$$X(\varphi_2) - X(\varphi_1) = \int_{\varphi_1}^{\varphi_2} \frac{d\varphi}{\sqrt{2(V_{AS}(\varphi) - V_{AS}(\phi_{\text{min}}))}}.$$

(12)

Finally, the width of walls is given as $w := X(\tilde{\varphi}_2) - X(\tilde{\varphi}_1)$ for the pair of field strengths $\tilde{\varphi}_1$ and $\tilde{\varphi}_2$ such that $V_{AS}(\tilde{\varphi}_1) = V_{AS}(\tilde{\varphi}_2)$ and

$$\frac{\Sigma(\tilde{\varphi}_1, \tilde{\varphi}_2)}{\Sigma(\phi_{\text{min}}, \phi_2)} \approx 97\%.$$

(13)

Thus, the width of walls is a characteristic length of the distance in the direction perpendicular to the wall at which majority of potential energy density is stored. Basing on the results of [6] we chose the value of the width of domain walls to be $w = 5$.

### B. Family of asymmetric potentials

Our aim is to prepare a family of potentials with given difference of the values at minima $\delta V$, the value of the third derivative at local minimum $d\delta V$ and the constant width equal to 5. In order to resolve this problem we need to solve the following set of equations:

$$\delta V = V_{AS}(b) - V_{AS}(a),$$

$$d\delta V = \frac{\partial\delta V}{\partial \phi^3}(c),$$

$$5 = w,$$

(14)

were the width is calculated numerically using the algorithm presented in subsection III A.

However, presented set of equation (14) is not fully determined due to certain symmetries. First of all, the potential has translational symmetry in $\phi$ value which we fix by assuming that the local maximum lies at the value $c = 0$. Secondly the field strength may be rescaled $\phi \rightarrow \alpha \phi$. This rescaling combined with $V_0 \rightarrow \alpha^{-4}V_0$ and $c \rightarrow \alpha^{-1}e$ lef ts form of the set of equations unchanged. In order to get rid of this symmetry we take the one minimum to be at $a = -1$. Finally, the dynamics of domain walls will stay unchanged if we add a constant value to the potential, as far as one neglects back-reaction from gravity. Thus, we assume that $V_{AS}(0) = 0$. In addition we set $e = 1$. With these assumptions the considered equations take simplified form:

$$\delta V = \frac{V_0}{60}(b + 1)^3 (5(b - 1)d^2 + 2(4 - 3b)d$$

$$+ b (2b - 3) + 8 - 6d - 7),$$

$$d\delta V = 2V_0 (-b (d - 1)^2 + d^2 + 1),$$

(15)

By dividing the first equation by the second, one obtains the equation that is independent of $V_0$, connects $b$ and $d$ and can be solved in favor of $d$. Moreover it can be easily shown that the width scales as $w \propto V_0^{-1/2}$ with $V_0$. Finally, one need to solve numerically two equations from which one is given by the complicated numerical algorithm. Examples of potentials obtained in our procedure are plotted in figures 3 and 4. The figure 3 presents solutions with various differences of values of potentials in their minima and with third derivative vanishing at the local maximum. The figure 4 shows solutions for $\delta V = 0.0625$ and various values of the third derivative.

![Fig. 3: Shape of potentials obtained as solutions to the problem (15) for various values of $\delta V$ and $d\delta V = 0$.](image)

![Fig. 4: Shape of potentials obtained as solutions to the problem (15) for various values of $d\delta V$ and $\delta V = 0.0625$.](image)
lations are presented in appendix B. Our final results are presented in the table containing numerically obtained solutions for $b$, $d$ and $V_0$ for various values of $d3V$ and $\delta V$.

IV. INFLUENCE OF ASYMMETRY OF A POTENTIAL ON DECAY TIME OF THE NETWORK

Cosmological domain walls are subject to many experimental constraints. Generally, the energy density of a network of domain walls is predicted to decreases slower than the energy density of both: the radiation and the dust, so long lived domain walls would dominate the Universe. The equation of state of the network of domain walls is restricted to $-2/3 < w_{DW} < -1/3$, which is ruled out by the present data for a single component Dark Energy. Domain walls which lived long enough to be present during the recombination would produce unacceptably large fluctuations of CMBR. This results in the Zel’dovich bound on the characteristic scale of physics producing domain walls present during recombination of the order of $< 1$ MeV [61, 62].

We concentrated on the evolution of domain walls during radiation domination era which are less constrained experimentally. In our numerical simulation based on PRS algorithm [54] we assumed that

$$a(\eta) = \frac{\eta}{\eta_{\text{start}}},$$

(16)

according to the fact that scale factor $a$ scales as $a \propto \eta$ with conformal time $\eta$ during radiation domination.

On the basis of discussion in [3] we assumed that an initial distribution of the field strength is given by the Gaussian probability distribution

$$P(\phi) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(\phi-\theta)^2}{2\sigma^2}}.$$  

(17)

We studied the evolution of networks of domain walls initialized with different values of $\theta$ and $\sigma$ in order to accommodate variety of processes leading to formation of walls. According to [6] the final state and length of decay time of networks of domain walls depend on the fraction of the space occupied by the field strength corresponding to the basin of attraction of the global minimum of the potential, the bias between minima (i.e. the difference between values of the potential at minima) and the value of the derivative on both sides of the local maximum separating the minima.

Our simulations were started with three initial conditions:

- initial conformal time $\eta_{\text{start}}$,
- initial mean value of the field strength $\theta$,
- initial standard deviation $\sigma$.

Initial conformal time $\eta_{\text{start}}$ is determined by the time at which domain walls are formed in the early Universe. However, the initial time of the simulation must be earlier, in order to smooth out the initial numerical fluctuations by the field evolution. The time of the formation of a network of domain walls can be determined from the evolution of statistical quantities calculated in the simulation. Our simulations were run with the initial conformal time equal to $\eta_{\text{start}} = c \ell$ where $\ell$ is the lattice spacing.

Initial conditions cannot be deduced from the dynamics of domain walls by itself and must be derived from a model of the evolution of the early Universe (for example an inflationary model). Hence, our results can also be thought as a constraint on the space of models of the early Universe.

For each set of initialization conditions we run five simulation on the lattice of the size of $512^3$ if decay time of the network is longer than $256 \ c \ell$ and only one simulation on the lattice of the size of $512^3$ and four on smaller lattice of the size $256^3$ otherwise. This choice is motivated by the fact that conservatively the dynamic range of lattice simulations with periodic boundary conditions is bounded and conformal time need to be smaller than size of the lattice (multiplied by the speed of the light). On the other hand we cannot guarantee that decay times longer than $512$ are reliably computed and networks will not decay later than observed in simulations. Fortunately, only a very small fraction of simulated cases are touched by this issue. Described five runs were the base for analysis of statistical fluctuations of results obtained from simulations which proofed that their are highly consistent.

In the figure 5 we presented length of decay time of networks as a function of parameters $\delta V$ and $d3V$ for unbiased initial distributions with four different values of the standard deviation $\sigma = 1$, $\sigma = 0.25$, $\sigma = 0.125$ and $\sigma = 0.0625$. Blue regions in these plots were extrapolated from simulations in which evolution of networks ended in the basin of the attraction of the global minimum of the potential and red ones from networks decaying to the local minimum. It can be deduced from plots of 5 that the main factor determining lifetime of networks is the difference of values of the potential in its minima. Much smaller effect, however still recognizable, is associated with asymmetry of potential around the local maximum parameterized in this case by $d3V$.

For wide initial distributions ($\sigma = 1$) networks tend to decay to global minimum of the potential and only networks in models with $\delta V = 0$ decayed into unstable vacuum. These observations are in agreement with naive expectation that for wide distributions evolution of the network will probe the shape of the potential at large distance, especially around minima more efficiently, thus the shape in neighborhood of the maximum will not took much effect. Decay times are slightly longer for positive $d3V$, thus for models in which potential is steeper on the side of the local minimum. This is again consistent with naive prediction that steepness of the potential around
FIG. 5: Dependence of the decay time $\eta_{\text{dec}} - \eta_{\text{start}}$ on $\delta V$ and $d3V$ for initialization distribution with $\theta = 0$, $\sigma = 1$ (top left), $\sigma = 0.25$ (top right), $\sigma = 0.125$ (bottom left) and $\sigma = 0.0625$ (bottom right).

the maximum opposite in the direction to the evolution of the network may slow down the process of the decay. With decreasing width of the initial distribution this effect increases. Moreover, the range of parameter $\delta V$ for which networks decay to the unstable vacuum increases.

Plots from figures 6 and 7 illustrate influence of bias
in the initial distribution. The estimated decay time of networks in function of degeneracy of minima $\delta V$ of a potential and the mean value $\theta$ of the field at the initialization is plotted in the figure 6 for two values of the standard deviation of the initialization distribution $\sigma = 1$ and $\sigma = 0.0625$. It turns out that the shift of initial mean value of the field strength from the position of the local maximum of the potential determines the fate of the network. Even small initial bias toward unstable vacuum makes the network decay into this minimum. Moreover, for both wide and narrow initial distributions the effect is nearly insensitive to values of both $\delta V$ and $d3V$ if the network decay into unstable vacuum, thus details of the shape of the potential do not influence the evolution of the network. On the other hand, if bias is in the direction toward the global minimum of the potential and the initial distribution had large standard deviation $\sigma$, only potentials with nearly degenerate minima lead to long living networks. For initial distributions with small standard deviations this effect is much smaller and decay time of networks depends mainly on the initial value of the field strength $\theta$. Finally, narrow distributions lead to formation of long living networks only when they are very weakly biased.

The figure 7 shows dependence of the decay conformal time on the scale of asymmetry of the potential $d3V$ and the bias of initial distributions $\theta$ for large $\sigma = 1$ and small $\sigma = 0.0625$ standard deviations. For both cases the final state of the evolution is determined by the mean value of the field $\theta$ at the initialization time. Lifetimes of networks are in both cases nearly independent of asymmetry of the potential with only slight increase for nearly symmetric potentials. Formation of long living networks is possible only with small bias of the initial field strength distribution.

Strong dependence on the bias we find is consistent with our earlier studies [19–21] of the dynamics of domain walls of the Higgs field. We could easily produce networks of domain walls decaying into electroweak vacuum using biased initial distributions even though this vacuum is strongly disfavoured by both difference of values of the effective potential and asymmetry of it around the local maximum. We have shown that only a small dominance of lattice sites belonging to the basin of attraction of the electroweak vacuum is needed for ending decay of the network in this vacuum for distributions centered around symmetry preserving field strength equal to 0.

Finally, in the figure 8 we have plotted the extrapolated dependence of the decay time on the level of degeneracy $\delta V$ of the minima and the standard deviation $\sigma$ of the symmetric initial distribution of field strengths for potentials symmetric and highly asymmetric around maximum. Main effect of asymmetry in this case is formation of networks of domain walls that decay into unstable vacuum for models with nearly degenerate minima. As mentioned previously dependence of the decay time of
networks decaying into global minimum of the potential on difference of its values at minima \( \delta V \) is much stronger than on the asymmetry of the potential around the maximum described by \( d3V \), thus both plots in Fig 8 present similar values. Furthermore, plots in Fig 8 show that the influence of \( \delta V \) on the stability of networks is stronger for initial distributions with large standard deviations \( \sigma \).

V. DURATION OF SCALING REGIME

In order to deeper understand the issue of metastability of simulated networks we studied appearance of so called scaling regime. Period of simple scaling of average quantities such as surface area or averaged energy of domain walls per Hubble horizon was recognized as an attractor of the evolution of stable networks of topological defects many years ago. In the scaling regime number of domain walls in Hubble horizon stays nearly constant, sizes of domain and average curvature radius of domain walls are of order of Hubble horizon \([9]\). In order to maintain these scaling properties domain walls frequently interact with each other, changing their configuration or collapsing into closed walls, to reduce their energy.

It has been found \([1-8, 18]\) that if network of domain walls is unstable due to non-degeneracy of minima of the potential, the evolution in scaling regime ends when the tension of walls no longer compensate pressure produced by the difference of the potential energy density in different vacua on opposite sides of walls and domains of unstable vacuum (the one with vacuum expectation value of the field corresponding to the minima of the potential which is not the global one) collapse, leading to rapid decay of the network. Thus, it is expected that the longer the network will follow the scaling regime the longer it will live.

The velocity depended one scale model (VOS) derived from Nambu-Goto action has a scaling solution representing this regime for both domain walls and cosmic strings. For former VOS describes a time evolution of average length scale \( L \) which is defined as:

\[
L := \frac{\sigma_{wall}}{\rho_{wall}},
\]

where \( \sigma_{wall} \) is a surface energy density (tension) of domain walls and \( \rho_{wall} \) is energy density of walls average over patch of the Universe containing many of them. The second variable in this model is the average velocity norm of walls \( v \). Equations of the VOS model take the form:

\[
\frac{dL}{dt} = (1 + 3v^2)H + F(v)
\]

\[
\frac{dv}{dt} = (1 - v^2) \left( \frac{k(v)}{L} - 3Hv \right),
\]

where \( H \) is value of the Hubble parameter and \( k(v) \) is
an effective parameter measuring influence of the Gauss curvature of domain walls on their evolution. Another effective parameter $F(v)$ was introduced in order to account the energy lost of the network. Both $k(v)$ and $F(v)$ as an effective parameters need to be tuned by other methods (mainly numerical simulations). Independently of forms of $k(v)$ and $F(v)$, the set of equations (19) has a simple scaling solution

$$L = ct, \quad v = \text{const},$$

for the scale factor with power law dependence on time $a \propto t^\lambda$.

According to (20), the average energy density of domain walls $\rho_{\text{wall}}$ during the scaling regime evolve as

$$\rho_{\text{wall}} \propto \frac{\sigma_{\text{wall}}}{t}.$$

Direct calculation of $\rho_{\text{wall}}$ in numerical simulations is complicated, because it requires integration in direction perpendicular to the surface of wall. When domain walls are large comparing to their width, their energy is approximately proportional to their surface area $S_{\text{wall}}$ as:

$$\rho_{\text{wall}} \approx \frac{\sigma_{\text{wall}} S_{\text{wall}}}{H^{-3}}.$$

Furthermore, in numerical lattice simulation in order to estimate $S_{\text{wall}}$ one compute the comoving area of walls averaged over lattice volume:

$$\frac{A}{V} = \frac{a(t) S_{\text{wall}}}{H^{-3}} \propto \frac{a(t)}{t}.$$

We calculated $A$ according to algorithm presented in [54].

Finally, in radiation domination epoch $A$ scales as $A \propto t^{-\frac{3}{2}} \propto \eta^{-1}$. Many numerical studies basing on lattice simulations confirmed appearance of such scaling in the evolution of domain walls [6, 50, 52–56, 63, 64]. Moreover, using numerical simulations performed for simple models with degenerated minima of the potential authors of [58] estimated proportionality coefficient

$$\frac{A}{V} = A \eta^{-1},$$

to be of the order of $A \approx 0.8 \pm 0.1$.

In order to capture this effect we perform a linear regression and find the longest period such that the evolution followed

$$\log \left( A \right) = -\nu \log \eta + \log A$$

where $\nu$ and $\log A$ were the fitted parameters. In our numerical procedure we dynamically estimated the beginning and the end of the scaling regime. We accepted
the period for which the score $R^2$ of linear regression is bigger than 0.8 with $R^2$ given by:

\[ R^2 = \left(1 - \frac{\sum_i (y_i - \hat{y}_i)^2}{\sum_i (y_i - \bar{y})^2}\right), \tag{26} \]

where $y_i$ is the value computed in simulations, $\hat{y}_i$ is the predicted value and $\bar{y} = \sum_i y_i$.

Plot on the left panel of the figure 9 shows the best obtained fit ($R^2$ closest to 1) and the one on the right panel the worst fit that we accepted. The visual inspection of these plots reveals that the main contribution to our quality measure $R^2$ come from edges of the fitted period. In our procedure the end of scaling regime is effectively determined by the deviation from linear relationship of eq. (25) saturating our bound on $R^2$. On the other hand, we do not want to restrict $R^2$ to be too close to 1, because we believe that early period when oscillations of surface area appear (as visible in the figure 9) should be included as a part of the scaling regime.

Obtained fitted exponent $\nu$ of scaling behavior ranges from $\nu = 0.81$ up to $\nu = 1.0$. The highest obtained value of $\nu$ is in good agreement with predictions of semi-analytical VOS model while the lowest one correspond to the network decaying a bit slower than one expects from thin walls approximation. However, many authors [2, 54, 55] have noted that numerical simulations performed in the past predict $\nu$ to be lower than 1 and even as low as $\nu = 0.6$ mentioned in [55]. Scaling parameter $A$ obtained by this procedure ranges from 0.08 up to 0.34. These values are smaller than the one calculated previously by authors of [58]. The probable cause of discrepancy is asymmetry of the potential in our simulations which destabilize domain walls in contrast to stable domain walls in model with the symmetric potential studied in [58]. The duration of the period to which we fitted scaling law from eq. (25) ranges from 8.5 $w$ up to 29.7 $w$ in units of the width of walls $w$.

Described procedure performed on the data gathered from lattice simulations revealed that only networks formed from unbiased or weakly biased initial distributions enter scaling regime. Moreover, only small values of $\delta V$ parameter are allowed, thus the approximated degeneracy of minima is needed to observe scaling behavior of the network. We have not observed networks evolving in scaling regime in models with difference of values of the potential in minima larger than $\delta V = 0.0625$. Moreover, we have found that networks formed from narrow initial distributions enter scaling regime easier with smaller fluctuations of the conformal surface area. In case of wide distributions with standard deviation $\sigma = 1$ oscillations were so large that we were not able to reliably determine period of the scaling regime.

\section{VI. GRAVITATIONAL WAVES EMITTED FROM DOMAIN WALLS}

After the recent discovery of gravitational waves in collaborating LIGO and Virgo [59] experiments the direct detection of primordial gravitational waves emitted from cosmological sources is widely discussed. Gravitational waves are a new unique source of information about the early Universe. After emission they interact very weakly with other constituents of the Universe and simply continue to propagate till present time. Thus, they still carry direct information about processes which produced them.

Topological defects are one of the possible sources of GWs. During the decay of the network, energy density stored in defects is transferred to other degrees of freedom including GWs. In order to determine if GWs produced by domain walls can be observed in current or future detectors one needs to estimate their strength and frequencies. In case of possible detection its distinct form signal produced by other sources will relay on our knowledge of the shape of the spectrum.

However, direct calculation of the spectrum of gravitational waves in lattice simulations encounters many complications. The algorithm of PRS [54] cannot be used, because the modification of the equation of motion disturbs the dynamics of the short wavelength fluctuations. For the unmodified eom the width of domain walls decreases as $\propto a^{-2}$. This effect significantly restricts the dynamical range of the simulation. Moreover, as noted in [58], the algorithm presented there which is widely used produces a spectrum that diverges as $k^4$ for random initialization of the field strength. Insufficient number of small wavevectors fitting into finite lattice is another problem. Our experience shows that currently available methods are not precise enough to fully track subtle effect of asymmetry of the potential on the shape of the spectrum of GWs.

Thus, in this paper we limit our research to estimation of influence of asymmetry of the potential on the peak frequency and the amplitude of the spectrum of GWs basing on the semi-analytical approximation. We postpone direct calculation of the spectrum for future work. With that said, we expect that the complete spectra could carry interesting information on the main reason for the rapid decay of the network. Features of the potential have been shown to influence the GW spectra produced by bubble collisions in first order phase transitions [65] which is a related system. In fact, the GW spectra we show here are identical to the ones produced with the envelope approximation [66] first envisaged as an approximate description of bubble collisions taking place in a first order phase transition.

We are interested in the spectrum of GWs’ energy density $\rho_{GW}$ per unit logarithmic frequency interval as a fraction of the critical density $\rho_c$:

\[ \Omega_{GW}(\eta) := \frac{1}{\rho_c(\eta)} \frac{d\rho_{GW}}{d\log |k|}(\eta, k). \tag{27} \]
During scaling regime domain walls’ averaged energy density decreases with expansion slower than energy density of the radiation, especially gravitational waves. Thus, one expects that the peak of the spectrum of the waves emitted from domain walls will be located at the frequency corresponding to the Hubble scale around the time of the decay of the network [58]. For nearly degenerate minima one can estimate the energy density of GWs at the peak using semi-analytic expression [58, 60]:

$$\Omega_{GW}(\eta_{dec})|_{\text{peak}} = \frac{\tilde{\epsilon}_{GW}A^2\sigma_{\text{wall}}^2}{24\pi H_{\text{dec}}^2M_{Pl}^4},$$  \quad (28)

where $\tilde{\epsilon}_{GW}$ is the efficiency parameter determined in numerical simulations of $\lambda\phi^4$ model [60] to be equal to $\tilde{\epsilon}_{GW} \approx 0.7$. In our computations we assume that $\tilde{\epsilon}_{GW}$ in considered models does not differ much from the value computed previous and should be of order $O(1)$.

Tension $\sigma_{\text{wall}}$ (energy density per unit surface area) of domain walls for considered models calculated according to algorithm presented in the subsection III A manifests weak dependence on parameters $\delta V$ and $d\beta V$ of our family of potentials. For models in question $\sigma_{\text{wall}}$ changes slightly, ranging from 51.0 $w^{-3}$ up to 102.3 $w^{-3}$.

Peak amplitude given by (28) corresponds to the value at the time when the network decays. Red-shifting the value up to today we find [67]

$$\Omega_{GW}(\eta_0) = \left(\frac{a(\eta_{dec})}{a(\eta_0)}\right)^4 \left(\frac{H(\eta_{dec})}{H(\eta_0)}\right)^4 \Omega_{GW}(\eta_{dec})$$

$$= 1.67 \times 10^{-5} h^{-2} \left(\frac{100}{g_*(\eta_{dec})}\right)^{\frac{1}{2}} \Omega_{GW}(\eta_{dec}).$$  \quad (29)

Using this to rewrite (28) the amplitude of the peak of the GW spectrum measured today can be estimated as:

$$\Omega_{GW}(\eta_0)|_{\text{peak}} = 4.6 \times 10^{-81} A^2 \left(\frac{\text{GeV}}{H_{\text{dec}}}\right)^2$$

$$\times \frac{\sigma_{\text{wall}}}{(\text{GeV}^3)} h^{-2} \left(\frac{100}{g_*(\eta_{dec})}\right)^{\frac{1}{2}}.$$  \quad (30)

In addition, we have to calculate present day frequency of the peak. The wavelength $\lambda(\eta)$ of the GW with the comoving wave vector $k$ at the conformal time $\eta$ satisfies:

$$k a(\eta)^{-1} \lambda(\eta) = 2\pi.$$  \quad (31)

Equating $\frac{d\lambda}{d\eta}$ from eq. (31) for the time of the decay $\eta_{dec}$ and the present time $\eta_0$ we estimated the red-shift of the wave frequency to be equal to:

$$f_0|_{\text{peak}} = \frac{a(\eta_{dec})}{a(\eta_0)} H_{\text{dec}} = 1.63 \times 10^2 \left(\frac{H_{\text{dec}}}{\text{GeV}}\right)^{\frac{1}{2}} \text{Hz},$$  \quad (32)

where we assume that wavelength of the peak is equal to Hubble radius $\lambda_{dec} = H_{\text{dec}}^{-1}$. We performed our simulations assuming that the evolution of domain walls took
place during radiation domination era, thus the lowest value of $H_{\text{dec}}$ for which our numerical results are reliable corresponds to matter-radiation equality $H_{EQ}$ which gives the lower bound on the frequency of the peak to be of the order of $f_0|_{\text{peak}} \gtrsim 10^{-16}$ Hz.

Finally, it is convenient to express both eqs. (30) and (32) in terms of the lifetime of the network $\eta_{\text{dec}}$ and the width of domain walls $w$:

$$\Omega_{GW}(\eta_0)|_{\text{peak}} = \frac{0.29 \times 10^{-77}}{A^2} \times \left(\frac{\eta_{\text{dec}}}{H_0}\right)^4 \left(\frac{\sigma_{\text{wall}}}{w^{-3}}\right)^2 \left(\frac{\text{GeV}^{-1}}{w}\right)^4,$$

$$f_0|_{\text{peak}} = 3.3 \times 10^1 \left(\frac{w}{\eta_{\text{dec}}}\right)^{\frac{1}{2}} \left(\frac{\text{GeV}}{w}\right) \text{Hz},$$

where we have assumed the scale factor dependence on conformal time given by the eq. (16) with $\eta_{\text{start}} = c l = 0.04 w$, as in our lattice simulations. Thus, we see that both the peak frequency and amplitude decrease as the width of domain walls increases. On the other hand, with increasing lifetime of the network the amplitude of the peak increases and the frequency decreases.

We have estimated overall factors present in eqs. (33) and (31) basing on values of $\Delta$, $\eta_{\text{dec}}$ obtained in simulations in which networks entered scaling regime and previously computed $\sigma_{\text{wall}}$. The maximal value of the prefactor in eq. (33) obtained in this way is equal to:

$$\Omega_{GW}^{\text{max}}(\eta_0)|_{\text{peak}} = 0.1 \times 10^{-66} \left(\frac{1}{\text{GeV}}\right)^4,$$

$$f_0^{\text{max}}|_{\text{peak}} = 0.7 \left(\frac{1}{\text{GeV}}\right)^{\frac{1}{2}} \text{Hz},$$

where the frequency of the peak for this network is denoted as $f_0^{\text{max}}$. On the other hand, the minimal prefactor computed from data from simulations is equal to:

$$\Omega_{GW}^{\text{min}}(\eta_0)|_{\text{peak}} = 0.6 \times 10^{-68} \left(\frac{1}{\text{GeV}}\right)^4,$$

$$f_0^{\text{min}}|_{\text{peak}} = 1.3 \left(\frac{1}{\text{GeV}}\right)^{\frac{1}{2}} \text{Hz}.$$

These predictions for the peak amplitude and its peak frequency are shown in the figure 10 together with sensitivities of current and proposed detectors of GWs. The main difference between our results and the typical assumption of a scaling network comes from the impact of the short lifetime $\eta_{\text{dec}}$ in eq. (34). It is common in the literature to assume the network decays just before dominating the expansion which gives the largest possible abundance and much lower peak frequency. In our results we can see instead that only a very energetic network is capable of producing a strong signal. This very energetic network, however, has to be created at an appropriately high energy scale and the corresponding peak frequency is also very high.

Detection of GWs emitted from domain walls in models with asymmetric potentials is a daunting task. Frequencies below 1 kHz in which interferometer based detectors are sensitive corresponds to domain walls with energy below $10^6$ GeV which produce an extremely weak signal. Stronger signal can come from domain walls at a much higher energy scale for example the GUT scale $\sim 10^{15}$ GeV. However, then the signal is characterized by much higher peak frequency around 1 MHz–1 GHz. Even though, certain mechanisms for detection GWs at very high frequencies were proposed \cite{68}, their predicted reach in terms of abundance is still above the current lower bounds coming from CMB and BBN observations making detection of GWs produced by domain walls extremely difficult.

VII. CONCLUSIONS

In this paper we investigated dependence of stability of cosmological domain wall networks on the shape of the potential and the initial probability distribution of the field strength. Our main aim was to determine how the following four factors influence the evolution of the networks:

- difference of values of the potential at minima,
- asymmetry of potential around local maximum separating minima,
- width of the initial distribution of the field strength,
- bias (shift with respect to position of the local maximum) of the initial distribution.

We identified relative importance of these factors on lifetime of the networks. Effects of some of these factors were studied in the past \cite{5, 7, 80}, however broad analysis was performed for the first time. Moreover, the shape of the potential around local maximum was mentioned as a factor that can influence the stability of the network \cite{6}, but this hypothesis was not verified till now.

In order to study the influence of the shape of the potential on the dynamics of the network we extended the typically used toy quartic potential. We constructed a family of potentials whose shape around the potential barrier and the level of degeneracy of minima can be set independently. We parameterized these features as the value of the third derivative at the local maximum separating minima denoted as $d3V$ and the difference of values of the potential at minima denoted as $\delta V$. The width of walls which determines the energy scale of the problem is constant in this family, thus the evolution of
FIG. 10: The blue band shows hypothetical peak amplitudes of GWs emitted from cosmological domain walls as a function of the peak frequency $f$. The width of the band comes from the possible range on the prefactor controlling the amplitude of the signal (See Eq. 35 and Eq. 37). The shape of the spectra peaking in the allowed region is indicated by the dashed blue lines. These should be compared to predicted sensitivities of currently operating and planned detectors LIGO [69–71], LISA [72, 73], AEDGE [74], AION-1km [75], ET [76, 77] as well as upper bound induced by the CMB/BBN [78, 79].

networks for all the potentials in the family can be directly compared.

We studied the evolution of networks of domain walls in models given by potentials from the constructed family using lattice simulations based on the constant width PRS algorithm. After preforming thousands of simulations we were able to determine how the above mentioned factors influence the evolution of the networks. Results of our simulations allowed us to estimate the relative importance of these factors.

We found that the final state of the decay of the network is determined by the bias of the initial probability distribution. Even though, other factors can shorten or enlarge the life-time of the network, the excess of lattice points belonging to one of basins of attraction of minima of the potential drive the evolution of domain walls into corresponding vacuum.

When the initial distribution is symmetric with respect to the position of the local maximum, the fate of the network is determined mainly by the difference of values of the potential in the minima. We observed decay into vacuum corresponding to the minimum with higher value of the potential, only for potentials with nearly degenerated minima. As one may expect, asymmetry of the potential around local maximum which pushed the evolution of these networks toward unstable vacuum has stronger effect for narrower, more condensed around the local maximum, initial distributions. On the other hand, when minima of the potential are nearly degenerate, asymmetry around its local maximum toward higher energy minimum may stabilize networks decaying into this vacuum for weakly biased initial distributions.

Even though, bias of initial distribution, difference of values of the potential at minima and asymmetry of potential around local maximum are listed together in the literature as factors affecting stability of networks, they are not equally important. Our numerical simulations prove that a hierarchy of strength of influence produced by these factors does exist. In the past the importance of the asymmetry of initial distribution was recognized. However, the strength of its influence on the stability of domain walls in comparison to the difference of the values of potential in minima was underestimated, since nearly symmetric potentials were considered in early studies. We have shown that initial bias can trigger decay into local minimum of the potential, even when it is highly disfavored by the shape of the potential. Moreover, the details of the shape turned out to affect stability of networks weaker that expected and it is the energy difference between the minima that determines the leading effect.

In order to better understand the issue of the metastability of networks of domain walls we extended our studies by searching for signs of so called scaling regime which was recognized as an attractor solution of the evolution of network of topological defects early in the history of studies of these objects [81]. It is characterized by the simple scaling of averaged statistical variables such as volume average of the surface area of domain walls with respect to expansion of the Universe. During this regime domain walls interact frequently with each other preserving the scaling behavior, leaving nearly constant number of walls in each Hubble horizon. Long living networks are
expected to enter this regime. Metastable networks may stay in it for a very long time, till they rapidly, completely decay.

Our numerical procedure for finding the simple power-law scaling of the conformal surface area of walls in function of the conformal time has revealed that only a small fraction of simulated networks entered the scaling regime. We have found that the bias of the initial probability distribution of the field strength prevents scaling. Moreover, only models with potentials with nearly degenerated minima allow the evolution of network in the scaling regime.

We have computed the exponent $\nu$ of the power law describing the evolution of networks in the scaling regime. For performed simulations it ranges from $\nu = 0.8$ up to $\nu = 1$. Obtained values are consistent with those mentioned in the literature [2, 5, 54, 55]. Moreover, we have determined the scaling parameter $A$ describing scaling of the averaged domain walls’ energy density. From data gathered in our simulations we estimated $A$ to be in the range $0.08 - 0.34$. These values are smaller, than the one obtained by the authors of [58]. The possible source of discrepancy is the instability of domain walls in models studied in this paper. In [58] stable domain walls in model with exactly symmetric potentials and initial distributions were simulated.

Using semi-analytical expressions for amplitude and location of the peak in the spectrum of gravitational waves (GWs) emitted from domain walls we have estimated these quantities using $A$ computed from data gathered in our numerical simulations. We have found that domain walls in models with asymmetric potentials would produce extremely weak signals at frequencies below $1\mathrm{kHz}$, which is an upper bound on the sensitivity of current and planned interferometer detectors.

It is well known that in order to produce signal observable in currently running detectors domain walls have to be metastable with long decay time of the order $\gtrsim 10^6 - 10^7\text{a}$ in the units of walls’ width $w$ [58]. As we have shown asymmetry of the potential destabilizes the networks of domain walls, thus such long lifetime is excluded when asymmetry of the potential is not fine-tuned to be extremely small.

Producing long living networks of domain walls may seem not too problematic because symmetry of the potential can be naturally protected by symmetry of the model. However, it was realised in the past [2, 6, 55, 80] (and we have confirmed this observation) that the bias of the initial distribution of the field strength toward one of minima of the potential destabilizes the network. Forcing the initial distribution of the field to be centered at the local maximum separating the minima is far less obvious and depends on the processes responsible for fluctuations of the field.

For example, it is well known that inflation produces superhorizon fluctuations which are nearly Gaussian. However, the mean value of the distribution is not affected by the process and is determined by the preinflationary evolution of the field. Thus, producing the metastable network of domain walls living long enough to produce GWs signal in sensitivity range for interferometer detectors can be much more unnatural than is commonly believed.

On the other hand, even short living networks can produce a GWs signal with appreciable abundance if their energy scale is high enough (or in other words width $w$ small enough). However, then the frequency of the peak of the spectrum is $10^7\text{Hz}$ or more, well above the sensitivity range of current and planned detectors making detection of GWs produced by domain walls at very high frequencies also a very difficult prospect.
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**Appendix A: Analytical solution of domain wall profile and its width**

In this appendix we will describe our general setup in a simple model (4). The com derived from (4) in the Minkowski gravitational background takes the form:

$$\frac{\partial^2 \phi}{\partial t^2} - \Delta \phi = - \frac{\partial V}{\partial \phi} = 4V_0 \left( \phi^2 - \frac{1}{\phi_0^2} \right) \frac{\phi}{\phi_0^2}. \quad (A1)$$

We are interested in a time independent solution (soliton solution). We will consider planar walls i.e. solutions with the translational symmetry in two space dimensions. Assuming $\phi(t, x, y, z) = \varphi(x)$, our Lagrangian density (4) simplifies to

$$\mathcal{L} = - \frac{1}{2} \varphi'^2 - V(\varphi) = - \frac{1}{2} \varphi'^2 - V_0 \left( \frac{\varphi^2}{\phi_0^2} - 1 \right)^2, \quad (A2)$$

where prime is a derivative with respect to $x$. This Lagrangian density has the translational symmetry in $x$ and the corresponding conservation law. The associated conserved quantity is

$$E = \frac{1}{2} \varphi'^2 - V(\varphi) = \frac{1}{2} \varphi'^2 - V_0 \left( \frac{\varphi^2}{\phi_0^2} - 1 \right)^2. \quad (A3)$$

Using conservation of $E$ we get first-order differential
equation:

\[
\varphi' = \pm \sqrt{2(E+V(\varphi))} \\
= \pm \sqrt{2 \left( E + V_0 \left( \frac{\varphi^2}{\phi_0^2} - 1 \right)^2 \right)}, \quad (A4)
\]

which can be easily integrated,

\[
x(\varphi_2) - x(\varphi_1) = \pm \int_{\varphi_1}^{\varphi_2} \frac{d\varphi}{\sqrt{2(E+V(\varphi))}} \\
= \pm \int_{\varphi_1}^{\varphi_2} \frac{d\varphi}{\sqrt{2 \left( E + V_0 \left( \frac{x_1^2}{\phi_0^2} - 1 \right)^2 \right)}}, \quad (A5)
\]

for appropriate values of \(\phi_1\) and \(\phi_2\). Choosing \(x_1 = \phi_1 = 0\) we get our soliton solution

\[
\varphi(x) = \phi_0 \tanh \left( \frac{\sqrt{2V_0}}{\phi_0} x \right) = \phi_0 \tanh \left( \frac{\pi x}{w_0} \right), \quad (A6)
\]

where \(w_0 = \frac{\pi \phi_0}{\sqrt{2V_0}}\) is a width of the wall. We can also calculate surface potential energy, using

\[
\sigma(x_1, x_2) := \int_{x_1}^{x_2} V(\varphi(x)) dx \\
= \int_{\varphi(x_1)}^{\varphi(x_2)} \frac{V(\varphi) d\varphi}{\sqrt{2(E+V(\varphi))}}. \quad (A7)
\]

Most of the energy of the wall is concentrated at distances of the order of \(w_0\) from the center of the wall,

\[
\frac{\sigma(-\frac{w_0}{2}, \frac{w_0}{2})}{\sigma(-\infty, \infty)} \approx 97\%. \quad (A8)
\]

This justifies the estimation of the domain wall thickness by the quantity \(w_0\).

**Appendix B: Parameters of model of asymmetric potentials**

Table I contains parameters \(b, d\) and \(V_0\) of potentials of the form given by the eq. (9) determined as a solution of the set of eqs. (15). Potentials with parameters specified by the table I were used in our lattice simulations in order to model generic asymmetric potentials.
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