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Abstract. In this paper, we study infinite dimensional stochastic systems having both unbounded control and observation operators. First of all, using a semigroup approach, we give another take of the well-posedness of such systems treated in [SIAM J. Control Optim., 53 (2015), pp. 3457–3482]. Second, we propose a new variation of constants formula for mild solutions of perturbed abstract stochastic Cauchy problems using the concept of Yosida extensions of admissible operators. Third, we prove the well-posedness of perturbed boundary control systems. Fourth, we apply this result to a general class of stochastic systems with delays in state, control and observation parts. Finally, we study admissible observation operators and exact observability for semilinear stochastic systems.
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1. Introduction. In this paper we are concerned with the study of abstract stochastic systems having unbounded control and observation operators. It seems that the work [18] is one of the first papers dealing with the existence and regularity of mild solutions of boundary control stochastic systems. A generalization of the concept of well-posed linear system to stochastic systems has recently been obtained in [34]. More recently, the well-posedness of boundary controlled and observed stochastic Port-Hamiltonian systems has been investigated in [29] using an approach somewhat similar to that of [34]. All of these references consider a distributed noise. Another way to control a system is to consider a noise at the boundary conditions. These types of systems have been considered in e.g. [5], [11], [17]. For works dealing with controllability and observability of infinite dimensional stochastic systems using Carleman estimate we refer to [32], [33] and [35]. In terms of facts, stochastic systems with bounded control and observation operators are well investigated in the literature, see e.g. [8], [9], [14], [15], [36] and the references therein. Particularly, in [14], [15] the noise is governed by fractional Brownian motions. We note that the problem of ergodic control was recently studied in [1]. We also refer to [2], [3], [4] for a study of infinite dimensional stochastic systems using the concept of invariant measures.

In this paper, we combine stochastic analysis with the well-established class of deterministic regular linear systems to study the well-posedness and observability of stochastic systems with unbounded control and observation operators. Using a functional analytic approach, we first propose another take to the approach introduced in [34]. Furthermore, we propose a new variation of constants formula for the mild solutions of perturbed stochastic abstract Cauchy problems using the concept of Yosida extensions of admissible observation operators. The obtained results are applied to the well-posedness of stochastic linear systems with distributed delays in state, control and observation parts. We also study admissible observation operators for semilinear stochastic systems. In order to clearly state our results, we introduce some notations. Hereafter $H, U$ and $Y$ are Hilbert spaces, $(\Omega, \mathcal{F}, F, P)$ is a filtered probability space with a natural filtration $F = (\mathcal{F}_t)_{t \geq 0}$ which is generated by the standard one-
dimensional Brownian motion \( (W(t))_{t \geq 0} \). For \( t < 0 \), \( \mathcal{F}_t \) is taken to be \( \mathcal{F}_0 \). We consider \( A : D(A) \subset H \to H \) is a generator of a \( C_0 \)-semigroup \( T := (T(t))_{t \geq 0} \) on \( H \), and denote by \( H_{-1} \) is the completion of \( H \) with respect to the norm \( \|x\| = \|R(\lambda, A)x\| \) for some (hence all) \( \lambda \in \rho(A) \) and \( x \in H \).

We are concerned with the well-posedness and control properties of the following abstract input/output stochastic system

\[
\begin{cases}
    dX(t) = (AX(t) + Bu(t))dt + \mathcal{M}(X(t))dW(t), & t > 0, \quad X(0) = \xi, \\
    Y(t) = CX(t), & t > 0.
\end{cases}
\]

where, \( B \in \mathcal{L}(U, H_{-1}) \) is a control operator, \( C \in \mathcal{L}(D(A), H) \) is an observation operator and \( \mathcal{M} \in \mathcal{L}(H) \). The initial process \( \xi \in L^2_{\mathfrak{F}_0}(\Omega, H) \) and the control function \( u \in L^2(0, +\infty; U) \) (see the definition of this space below).

In the absence of the noise (i.e. the deterministic case), the system (1.1) is well studied, see e.g. [10], [38], [39], [40], [41] and the references therein. The unbound-ness of the operators \( B \) and \( C \) leads to the notion of admissibility in order to have continuous dependence of \( L^2 \)-controls or continuous dependence of \( L^2 \)-observations on states, see [40]. For \( L^2 \)-well-posed linear systems one has in addition continuous dependence of \( L^2 \)-observation on \( L^2 \)-controls, see [39]. On the other hand, Weiss [41] introduced an importance subclass of infinite-dimensional well-posed linear systems called regular linear systems for which one can study feedback theory and feedback stabilization.

In the presence of the noise, the well-posedness of the system (1.1) was recently studied in [34], where the main objective was to extend the concept of well-posed linear system to the stochastic system (1.1). In fact, the author defined a concept of admissibility for the unbounded operators \( B \) and \( C \) similar to the deterministic systems. He also proved that the mild solution to the system (1.1) is also a weak solution to (1.1), which is important if one want to apply Itô formula.

In order to summarize the results of the present paper, we introduce the following notation. For any sub-\( \sigma \)-algebra \( \mathcal{N} \) of \( \mathcal{F} \), denote by \( L^2_{\mathcal{N}}(\Omega, H) \) the set of all \( \mathcal{N} \)-measurable (\( H \)-valued) random variables \( \xi : \Omega \to H \) such that \( \mathbb{E}\|\xi\|^2 < \infty \). On the other hand, if \( \mathcal{X} \) is a Hilbert space and \( \tau \in (0, \infty] \) a real number, we denote

\[
L^2_{\mathcal{F}}(0, \tau; \mathcal{X}) := \left\{ \xi : [0, \tau] \times \Omega \to \mathcal{X} : \xi \text{ is } \mathcal{F} \text{- adapted and } \int_0^\tau \mathbb{E}\|\xi(t)\|^2_{\mathcal{X}} < \infty \right\}
\]

and the space of mild solutions for stochastic equations

\[
\mathcal{C}_{\mathcal{F}}(0, \tau; L^2_{\mathcal{F}}(\Omega, \mathcal{X})) := \left\{ \xi : [0, \tau] \times \Omega \to \mathcal{X} : \xi \text{ is } \mathcal{F} \text{- adapted and } t \mapsto (\mathbb{E}\|\xi(t)\|^2_{\mathcal{X}})^{\frac{1}{2}} \text{ is continuous} \right\}.
\]

For any \( \alpha > 0 \) and \( \xi \in L^2_{\mathcal{F}}(0, \alpha; H) \), we denote

\[
(T \circ \xi)(t) := \int_0^t T(t - s)\xi(s)dW(s), \quad t \in [0, \alpha].
\]

In Section 2, on the one hand, we recall the concept of regular linear systems in Weiss sense [41]. On the other hand, by assuming that \( B \) is an admissible control operator in deterministic sense and reformulating the stochastic differential equation in (1.1) to an abstract stochastic Cauchy problem on a product space, we given a new
proof to the existence of a unique mild solution \( X(\cdot) \in \mathcal{C}_F(0, +\infty; L^2(\Omega, H)) \) to the system (1.1), see Theorem 2.7. Furthermore, if we assume that \((A, B, C)\) is a regular system in the deterministic sense and if we denote by \(C_A\) the Yosida extension of \(C\) for \(A\), then the mild solution \(X(\cdot)\) of the stochastic system (1.1) satisfies \(X(t) \in D(C_A)\) for a.e. \(t > 0\), \(\mathbb{P}\)-a.s., and

\[
\|C_AX(\cdot)\|_{L^{2}_2(0,\alpha;H)} \leq \kappa \left( \|\xi\|_{L^{2}_2(0,\alpha;H)} + \|u\|_{L^{2}_2(0,\alpha;U)} \right)
\]

for any \(\alpha > 0\), \(\xi \in L^{2}_2(0,\alpha;H)\) and \(u \in L^{2}_2(0,\alpha;U)\), where \(\kappa := \kappa(\alpha) > 0\) is a constant, see Theorem 2.15. The key of the proof of this theorem is the following results on the stochastic convolution: if \(C\) is an admissible observation operator for \(A\) (in the deterministic sense) and \(\zeta \in L^{2}_2(0,\alpha;H)\), then \((T \circ \zeta)(t) \in D(C_A)\) for a.e. \(t \geq 0\), \(\mathbb{P}\)-a.s., and

\[
\mathbb{E} \int_0^\alpha \|C_AT \circ \zeta\|(t)\|^2_H dt \leq \gamma^2 \mathbb{E} \int_0^\alpha \|\zeta(s)\|^2_H ds
\]

for some constant \(\gamma := \gamma(\alpha) > 0\) independent of \(\zeta\), see Proposition 2.13. We mention that we cannot permute the sign integral with the operator \(C\) (or \(C_A\)) because in systems theory \(C\) is neither closed nor closeable.

In Section 3, we first prove that for an admissible observation operator \(\mathcal{P} \in \mathcal{L}(D(A), H)\) for \(A\), the following perturbed stochastic Cauchy problem

\[
(1.3) \quad dX(t) = (A + \mathcal{P})X(t)dt + \mathcal{M}(X(t))dW(t), \quad t > 0, \quad X(0) = \xi,
\]

has a unique mild solution if \(\mathcal{P} \in \mathcal{L}(D(A), H)\) such \(X(t) \in D(\mathcal{P}_A)\) for a.e. \(t > 0\), \(\mathbb{P}\)-a.s., and

\[
X(t) = T(t)\xi + \int_0^t T(t-s)\mathcal{P}_AX(s)ds + \int_0^t T(t-s)\mathcal{M}(X(t))dW(s)
\]

for any \(t \geq 0\) and \(\xi \in L^{2}_2(\Omega, H)\), where \(\mathcal{P}_A\) is the Yosida extension of \(\mathcal{P}\) for \(A\), see Theorem 3.6. With the help of this formula we prove the well-posedness of the perturbed boundary control stochastic problem defined by (3.11). This result extend the result in [34] because the latter uses bounded perturbations of the generator.

In Section 4, we prove that a general class of delay systems (see the system (4.1)) is well-posed. This extends the results obtained in [23] which deals with deterministic delay systems.

In Section 5, using the inequality (1.2), we prove the well-posedness and exact observability of the semilinear stochastic system

\[
(1.4) \quad \begin{cases}
    dX(t) = (AX(t) + G(X(t)))dt + F(X(t))dW(t), & X(0) = \xi, \quad t \geq 0, \\
    Y(t) = CX(t), & t \geq 0.
\end{cases}
\]

where \(G\) and \(F\) are nonlinear applications from \(H\) to \(H\) satisfying suitable (globally) Lipschitz conditions. These results extend those obtained in [7] for semilinear deterministic systems.

2. Well-posedness of input-output stochastic linear systems. The object of this section is to introduce a semigroup approach to the well-posedness of the stochastic linear system (1.1). Before doing so, we first give a concise background on the well established theory of regular linear systems in the Weiss sense [41], [42]. In the
1. Regular linear systems. An operator $B \in \mathcal{L}(U, X_{-1})$ is called an admissible control operator for $A$, if there exists a real $\tau > 0$ such that
\begin{equation}
\Phi_{\tau}u := \int_{0}^{\tau} T_{-1}(t-s)Bu(s)ds \in H
\end{equation}
for any $u \in L^2([0, +\infty), U)$. By the closed graph theorem, the admissibility of $B$ for $A$ implies that $\Phi_{\tau} : L^2([0, +\infty), U) \to H$ is a linear bounded for any $t \geq 0$, see [40, Chap. 4].

We say that the system $(A, B)$ is $\tau$-exactly controllable $(\tau > 0)$ is $B$ is an admissible control operator for $A$ and range($\Phi_{\tau}$) = $H$.

An operator $C \in \mathcal{L}(D(A), \mathcal{Y})$ is called an admissible observation operator for $A$, if for some (hence all) $\alpha > 0$, there exists a constant $\gamma := \gamma(\alpha) > 0$ such that
\begin{equation}
\int_{0}^{\alpha} \|CT(t)x\|_{\mathcal{Y}}^2 dt \leq \gamma^2 \|x\|^2, \quad \forall x \in D(A).
\end{equation}
The admissibility of $C$ for $A$ implies that the map $\Psi : D(A) \to L^2([0, \alpha], \mathcal{Y})$ defined by $(\Psi x)(t) = CT(t)x$ has a bounded extension to $H$. This map is called the extended output map associated with $A$ and $C$. In this case, it is shown in [40, Chap. 4] that for any $x \in H$, $T(t)x \in D(C_{\lambda})$ for a.e. $t > 0$, and $\Psi x = C_{\lambda}T(t)x$ a.e. on $(0, +\infty)$. Note that if $C$ is admissible for $A$, then we can replace $C$ by $C_{\lambda}$ and the inequality (2.3) holds for any $x \in H$.

The proof of the following result follows immediately from [22, Proposition 3.3].

**PROPOSITION 2.1.** Assume that $C \in \mathcal{L}(D(A), \mathcal{Y})$ is an admissible observation operator for $A$. For any $\alpha > 0$ there exists a constant $\gamma := \gamma(\alpha) > 0$ such that for any $\zeta \in L^2_{\mathbb{P}}(0, \alpha; H)$,
\begin{equation}
\int_{0}^{\alpha} \|T(t-s)\zeta(s)ds \in D(C_{\lambda}), \quad \text{for a.e. } t \geq 0, \text{ } \mathbb{P} - \text{a.s. and,}
\end{equation}
\begin{equation}
\mathbb{E} \int_{0}^{\alpha} \left\|C_{\lambda} \int_{0}^{t} T(t-s)\zeta(s)ds \right\|_{\mathcal{Y}}^2 dt \leq \alpha \gamma^2 \mathbb{E} \int_{0}^{\alpha} \|\zeta(s)\|_{H}^2 ds.
\end{equation}

Assume now that $B \in \mathcal{L}(U, H_{-1}), C \in \mathcal{L}(D(A), \mathcal{Y})$ and consider the deterministic input-output linear system
\begin{equation}
(A, B, C) \begin{cases}
\dot{x}(t) = Ax(t) + Bu(t), & t > 0, x(0) = x_0, \\
y(t) = Cx(t), & t > 0.
\end{cases}
\end{equation}
Remark that if $B$ is admissible for $A$, then the system $(A,B,C)$ has a unique mild solution $x(\cdot) \in C([0, +\infty), H)$ such that $x(t) = T(t)x_0 + \Phi_t u$ for any $t \geq 0$, $x_0 \in H$ and $u \in L^2([0, +\infty), U)$. The main question is how to deal with the output function $t \mapsto y(t)$. In systems theory, we require $y(\cdot)$ to be an $L^2$-function in order to investigate the feedback theory, the stabilization and the linear quadratic problem of a linear system. As $C$ is only acting on $D(A)$ and $x(t) \in H$ for admissible control operators, then the expression "$C X(t)$" is not well-defined even if the observation operator $C$ is admissible for $A$. The main reason for this obstacle is that the term "$C \Phi_t u$" is not well-defined. This leads to the concept of well-posed linear systems developed first by Salamon [38] and latter by Staffans [39], and Weiss [41]. In order to define this notion, we denote $(S, u)(t) = u(t + \tau)$ for $t, \tau \geq 0$ and $u \in L^2([0, +\infty), V)$ for $V = U, Y$ (for simplicity we use the same notation).

**Definition 2.2.** Let $B \in \mathcal{L}(U, H_{-1})$, $C \in \mathcal{L}(D(A), Y)$. The system $(A, B, C)$ is well-posed on $X, U, Y$ if $B$ is an admissible control operator for $A$, $C$ is an admissible observation operator for $A$, and there exists a linear bounded operator $\mathcal{F} : L^2([0, \alpha], U) \to L^2([0, \alpha], \mathcal{Y})$ for $\alpha > 0$ with

$$S, \mathcal{F} u = \Psi \Phi_{\tau \xi}[0, \tau] + \mathcal{F} S, u, \quad \tau > 0, \quad u \in L^2_{\text{loc}}([0, +\infty), U),$$

such that the output function is extended to a function of the form

$$y = \Psi x_0 + \mathcal{F} u \quad \text{a.e. on} \ (0, +\infty)$$

for any $x_0 \in H$ and $u \in L^2_{\text{loc}}([0, +\infty), U)$.

An important subclass of well-posed system is introduced in [41] and defined as:

**Definition 2.3.** A well-posed triple $(A, B, C)$ is called regular (with feedthrough zero) if the following limit

$$\lim_{\tau \to 0^+} \frac{1}{\tau} \int_0^\tau (\mathcal{F}(1_{R^+}(\cdot)v))(s)ds = 0$$

exists for a constant control $v \in U$.

The following result gives a representation of the output functions of regular linear systems, where the proof can be found in [41].

**Theorem 2.4.** Assume that the triple $(A, B, C)$ is regular. Then $\Phi_t u \in D(C_A)$ and $(\mathcal{F} u)(t) = C_A \Phi_t u$ for almost every $t \geq 0$, and $u \in L^2_{\text{loc}}([0, +\infty), U)$. In particular, the state and the output functions of the system $(A, B, C)$ satisfy $x(t; x_0, u) \in D(C_A)$ and $y(t; x_0, u) = C_A x(t)$ for any $x_0 \in H$, $u \in L^2_{\text{loc}}([0, +\infty), U)$ and almost every $t > 0$.

**Remark 2.5.** According to [42], in the Hilbert setting, the regularity of the triple $(A, B, C)$ is equivalent to $\text{Range}(R(\lambda, A_{-1})B) \subset D(C_A)$ for some (hence all) $\lambda \in \rho(A)$. In this case, the transfer function of the system $(A, B, C)$ is defined by $\mathcal{G}(\lambda) = C_A R(\lambda, A_{-1})B$ for $\lambda \in \rho(A)$, and satisfies $\mathcal{G}(\lambda) \to 0$ as $\lambda \to +\infty$.

**2.2. A semigroup approach to the well-posed stochastic linear systems.**

The well-posedness of the stochastic system (1.1) is already considered in [34]. Here in this article, we give another take on well-posedness using a semigroup approach and Yosida extensions. We adopt the following definition (see also [34, Definition 1.1]).

**Definition 2.6.** A process $X(\cdot)$ is said to be a mild solution of the stochastic linear system (1.1) if
1. \( X(t) \in H, \ P \) almost surely, 
2. \( X(\cdot) \in C_\mathcal{F}(0, +\infty; L^2(\Omega, H)) \), 
3. for any \( t \geq 0 \) and \( \xi \in L^2(\Omega, H) \),

\[(2.4) \quad X(t) = T(t)\xi + \int_0^t T_1(t-s)Bu(s)s + \int_0^t T(t-s)\mathcal{M}(X(s))dW(s).\]

In the sequel, we need the following maps: for any \( t \geq 0 \),

\[(2.5) \quad \tilde{\Phi}_t : L^2_0(0, +\infty; U) \to L^2_0(\Omega, H), \quad \tilde{\Phi}_t u := \int_0^t T_1(t-s)Bu(s)dW(s).\]

It is clear that if the operator \( B \) is admissible for \( A \),

\[(2.6) \quad \tilde{\Phi}_t \in \mathcal{L}(L^2_0(0, +\infty; U), L^2_0(\Omega, H)), \quad \forall t \geq 0.\]

The first main result of this section is the following:

**THEOREM 2.7.** Assume that \( B \) is an admissible control operator for \( A \). For every \( \xi \in L^2_{\mathcal{F}_0}(\Omega, H) \) and \( u \in L^2(0, +\infty; U) \), there exists a unique mild solution \( X(\cdot; \xi, u) \in C_\mathcal{F}(0, +\infty; L^2(\Omega, H)) \) of the stochastic system (1.1) satisfying

\[(2.7) \quad X(t; \xi, u) = T(t)\xi + \int_0^t T(t-s)\mathcal{M}(X(s, \xi, u))dW(s) + \tilde{\Phi}_t^W u, \quad t \geq 0,\]

where

\[(2.8) \quad \tilde{\Phi}_t^W u = \tilde{\Phi}_t u + \int_0^t T(t-s)\mathcal{M}(\tilde{\Phi}_s^W u)dW(s), \quad \text{and} \]

\[\tilde{\Phi}_t^W \in \mathcal{L}(L^2_0(0, +\infty; U), L^2_0(\Omega, H)), \quad t \geq 0.\]

**Proof.** Let \( t_0 > 0 \) be arbitrary and define the following spaces

\[\mathfrak{X} := H \times L^2([0, +\infty), U).\]

Consider the matrix operator

\[(2.9) \quad \mathfrak{A} := \begin{pmatrix} A_{-1} & B\delta_0 \\ 0 & \frac{d}{dx} \end{pmatrix}, \quad D(\mathfrak{A}) := \left\{ \left( \begin{array}{c} x \\ g \end{array} \right) \in H \times W^{1,2}([0, +\infty), U) : A_{-1}x + Bg(0) \in H \right\}.\]

Clearly, \( (\mathfrak{A}, D(\mathfrak{A})) \) generates a \( C_0 \)-semigroup \( \Xi := (\Xi(t))_{t \geq 0} \) on \( \mathfrak{X} \) such that

\[(2.10) \quad \Xi(t) = \begin{pmatrix} T(t) & \Xi(t) \\ 0 & S_U(t) \end{pmatrix}, \quad t \geq 0,\]

where

\[\Xi(t)u := \int_0^t T_1(t-s)B\delta_0S_U(t)uds, \quad t \geq 0.\]

Here \( (S_U(t))_{t \geq 0} \) is the right shift semigroup on \( L^2([0, +\infty), U) \). Introducing the state

\[\rho(t) = \begin{pmatrix} X(t) \\ S_U(t)u \end{pmatrix}, \quad t \geq 0.\]
The problem (1.1) becomes
\begin{equation}
\begin{cases}
\frac{d\rho(t)}{dt} = \mathfrak{A}\rho(t)dt + \mathcal{B}(\rho(t))dW(t), & t > 0, \\
\rho(0) = \left(\xi_0\right),
\end{cases}
\end{equation}
where \(\mathcal{B}(\rho(t)) = (\mathcal{M}(X(t)))\). It is well-known (see e.g. [13, Chap.5]) that the system (2.11) has a unique mild solution \(\rho \in \mathcal{C}_F(0, +\infty; L^2(\Omega, \mathcal{X}))\). Thus the first projection of \(\rho(t)\) satisfies \(X(\cdot) \in \mathcal{C}_F(0, +\infty; L^2(\Omega, H))\) and (2.4). This proves the first part of the theorem. Now select \(\Phi^W_t = X(t, 0, u)\) for \(t \geq 0\) and \(u \in L^2(0, +\infty; U)\). Thus by taking \(\xi = 0\) in the equation (2.4), we obtain the first equation in (2.8). On the other hand, let \(\tau > 0\) be arbitrary, \(\delta > \omega_0(A)\) and \(M \geq 1\) such that \(\|T(t)\| \leq Me^{\delta t}\) for any \(t \geq 0\). Let \(t \in [0, \tau]\) and \(u \in L^2(0, \tau; U)\). Using (2.6) and Itô’s isometry, we estimate
\[
E\|\Phi^W_t u\|_H^2 \leq 2c\|u\|_{L^2(0, \tau; U)}^2 + 2E\left\|\int_0^t T(t-s)\mathcal{M}(\Phi^W_t u)\,dW(s)\right\|_H^2
\]
\[
\leq 2c\|u\|_{L^2(0, \tau; U)}^2 + 2(M\|\mathcal{M}\|)^2e^{2\delta t}\tau \int_0^t E\|\Phi^W_t u\|_H^2\,ds,
\]
for a constant \(c := c(\tau) > 0\). Now by applying Gronwall’s inequality and exploiting the continuity of trajectories, we have
\begin{equation}
E\|\Phi^W_t u\|_H^2 \leq \tilde{c}\|u\|_{L^2(0, \tau; U)}^2,
\end{equation}
for a constant \(\tilde{c} := \tilde{c}(\tau) > 0\). Let us now prove the linearity of each \(\Phi^W_t\). In fact, from the first part of the proof, for each \(u \in L^2(0, +\infty; U)\), the process \(X^u(t) = \Phi^W_t u\) is the unique mild solution of the following stochastic equation
\begin{equation}
\begin{gathered}
\frac{dX^u(t)}{dt} = (A X^u(t) + Bu(t)) + \mathcal{M}(X^u(t))dW(t), \quad X^u(0) = 0, \quad t \geq 0.
\end{gathered}
\end{equation}
Let \(u_1, u_2 \in L^2(0, +\infty; U)\), and \(\lambda \in \mathbb{C}\). By uniqueness of the solution of (2.13), it suffices to show that \(X^{u_1+\lambda u_2} = X^{u_1} + X^{u_2}\). This can also reduced to prove that \(X^{\lambda u_2} = \lambda X^{u_2}\). In fact, as each \(\Phi_t\) is linear, by the expression of \(\Phi^W_t\) in (2.8), Itô’s Isometry and Fubini’s Theorem, we obtain
\[
E\|X^{\lambda u_2}(t) - \lambda X^{u_2}(t)\|_H^2 = E\left\|\int_0^t T(t-s)\mathcal{M}(X^{\lambda u_2}(s) - \lambda X^{u_2}(s))\,dW(s)\right\|^2
\]
\[
\leq (M\|\mathcal{M}\|)^2e^{2\delta t}\tau \int_0^t E\|X^{\lambda u_2}(s) - \lambda X^{u_2}(s)\|_H^2\,ds.
\]
Using Gronwall’s inequality, we obtain
\[
X^{\lambda u}(t) = \lambda X^u(t), \quad t \geq 0.
\]
Moreover, the formula in (2.7) follows once we remark that
\[
X(t, \xi, u) = X(t, \xi, 0) + X(t, 0, u),
\]
where
\begin{equation}
X(t, \xi, 0) = T(t)\xi + \int_0^t T(t-s)\mathcal{M}(X(s, \xi, 0))dW(s),
\end{equation}
for \(t \in [0, \tau]\) and \(\xi \in L^2(0, \tau; U)\). This ends the proof. \(\square\)
Remark 2.8. The existence and uniqueness of the mild solution of the system (1.1) is proved in [34, Theorem 2.1] using a direct approach and also a fixed point theorem. On the other hand, a detailed study of the existence and regularity of mild solution of the system (1.1) in the parabolic case is given in [18]. In the present paper, we used a completely different approach based on the transformation of the control system (1.1) into a standard stochastic Cauchy problem using the Lax-Phillips semigroup (2.10). Furthermore, we rewritten the mild solution $X(\cdot, \xi, u)$ as $X(t, \xi, u) = Z(t, \xi) + \Phi^W_{t} u$, where $Z(t, \xi) = X(t, \xi, 0)$ is the unique solution of the stochastic Cauchy problem
\[ dZ(t) = AZ(t)dt + \mathcal{M}(Z(t))dW(t), \quad t > 0, \quad Z(0) = \xi. \]

Definition 2.9. Assume that the control operator $B$ is admissible for $A$ and let $\tau > 0$. The system (1.1) is called $\tau$-exactly controllable (or exactly controllable on $[0, \tau]$) if for any $\xi \in L^2_{\mathcal{F}_\tau}(\Omega, H)$ and $\zeta \in L^2_{\mathcal{F}_\tau}(\Omega, H)$, there exists a control $u \in L^2(0, \tau; U)$ such that the corresponding solution $\tilde{X}(\cdot)$ satisfies $X(\tau) = \zeta$.

Remark 2.10. According to the equation (2.8), to prove the $\tau$-exact controllability of the system (1.1) it suffices to show that
\[ \text{Range}(\Phi^W_{\tau}) = L^2_{\mathcal{F}_\tau}(\Omega, H). \]
In fact, if $\zeta \in L^2_{\mathcal{F}_\tau}(\Omega, H)$, then we also have
\[ \ell := \zeta - T(\tau)\xi - \int_0^\tau T(\tau - s)\mathcal{M}(X(s, \xi, 0))dW(s) \in L^2_{\mathcal{F}_\tau}(\Omega, H). \]
Now if the condition (2.15) holds, then there exists $u \in L^2(0, \tau; U)$ such that $\Phi^W_{\tau} u = \ell$. This means that $X(\tau; \xi, u) = \zeta$.

Remark 2.11. (i) It is shown in [36, Theorem 3.2] that a stochastic system with bounded control operator is exactly controllable on $[0, \tau]$ if and only if the corresponding deterministic system is exactly controllable in $[s, \tau]$ for any $s \in [0, \tau)$. However, when the control operators are unbounded it is not clear how to extend the approach used in [36].

(ii) Let the assumptions of Theorem 2.7 be satisfied. Moreover, we assume that the map $\Phi_{\tau} : L^2_{\mathcal{F}_\tau}(0, \tau, U) \to L^2_{\mathcal{F}_\tau}(\Omega, H)$ is surjective. Now for $\zeta \in L^2_{\mathcal{F}_\tau}(\Omega, H)$ we define
\[ g := \zeta - \int_0^\tau T(\tau - s)\mathcal{M}(\zeta)dW(s) \in L^2_{\mathcal{F}_\tau}(\Omega, H). \]
Then there exists $u \in L^2(0, \tau; U)$ such that $\tilde{\Phi}_{\tau} u = g$. Thus
\[ \Phi^W_{\tau} u - \zeta = \int_0^\tau T(\tau - s)\mathcal{M}(\Phi^W_{\tau} u - \zeta)dW(s). \]
Using Itô’s isometry and Gronwall’s inequality, we deduce $E\|\Phi^W_{\tau} u - \zeta\|_H^2 = 0$. This implies that $\Phi^W_{\tau} u = \zeta$. By remark 2.10, the system (1.1) is $\tau$-exactly controllable.

(iii) The exact controllability of the parabolic and hyperbolic stochastic equations has recently been studied in [35]. The authors offered examples of the lack of exact controllability that can arise. On the other hand, the authors proved the exact controllability of stochastic transport equations and some typical parabolic equations.

In the rest of this section we focus on the properties of the output process $Y(\cdot)$ of the system (1.1). By analogy to the deterministic well-posed systems, we adopt the following definition.
Definition 2.12. We say that the stochastic system (1.1) is well-posed if there exists an extension \( \tilde{C} : D(\tilde{C}) \subset H \to \mathcal{Y} \) of the operator \( C \) such that for any \( \xi \in L^2_{\mathcal{F}_0}(\Omega, H) \) and \( u \in L^2_0(0, \alpha; U) \) \((\alpha > 0)\), the mild solution satisfies \( X(t; \xi, u) \in D(\tilde{C}) \) for almost every \( t > 0 \) and \( \mathbb{P} \)-a.s. and

\[
\| \tilde{C}X(\cdot) \|_{L^2_0(0, \alpha; \mathcal{Y})} \leq c \left( \| \xi \|_{L^2_{\mathcal{F}_0}(\Omega, H)} + \| u \|_{L^2_0(0, \alpha; U)} \right)
\]

where \( c := c_\alpha > 0 \) is a constant.

To investigate the well-posedness of the system (1.1), we first prove the following results on stochastic convolution.

Proposition 2.13. Assume that \( C \) is an admissible observation operator for \( A \). For any \( \alpha > 0 \) and \( \zeta \in L^2_0(0, \alpha; H) \), we have

\[
(\mathcal{T} \circ \zeta)(t) := \int_0^t T(t-s)\zeta(s)dW(s) \in D(C_A), \quad \text{a.e. } t \geq 0, \quad \mathbb{P} \text{-a.s. }, \quad \text{and,}
\]

\[
\mathbb{E} \int_0^\alpha \| C_A(\mathcal{T} \circ \zeta)(t) \|_{\mathcal{Y}}^2 dt \leq \gamma^2 \mathbb{E} \int_0^\alpha \| \zeta(s) \|_H^2 ds
\]

for some constant \( \gamma := \gamma(\alpha) > 0 \) independent of \( \zeta \).

Proof. Assume that \( C \) is admissible for \( A \) and denote by \( \gamma > 0 \) the associated admissibility constant. Let \( \lambda \in \rho(A) \) and define the bounded operator \( \mathcal{C}_\lambda := C\lambda R(\lambda, A) \).

Let \( \alpha > 0 \) and \( \zeta \in L^2_0(0, \alpha; H) \). Using Itô’s isometry, Fubini’s Theorem, a change of variables and the admissibility of \( C \) for \( A \), we obtain

\[
\mathbb{E} \int_0^\alpha \left\| \mathcal{C}_\lambda \int_0^t T(t-s)\zeta(s)dW(s) \right\|_{\mathcal{Y}}^2 dt = \int_0^\alpha \mathbb{E} \left\| \int_0^t \mathcal{C}_\lambda T(t-s)\zeta(s)dW(s) \right\|_{\mathcal{Y}}^2 dt
\]

\[
= \int_0^\alpha \mathbb{E} \int_0^t \| CT(t-s)\lambda R(\lambda, A)\zeta(s) \|_{\mathcal{Y}}^2 ds dt
\]

\[
\leq \mathbb{E} \int_0^\alpha \int_0^t \| CT(t-s)\lambda R(\lambda, A)\zeta(s) \|_{\mathcal{Y}}^2 ds dt ds
\]

\[
\leq \mathbb{E} \int_0^\alpha \int_0^\alpha \| CT(\tau)\lambda R(\lambda, A)\zeta(s) \|_{\mathcal{Y}}^2 d\tau ds
\]

\[
\leq \gamma^2 \mathbb{E} \int_0^\alpha \| \lambda R(\lambda, A)\zeta(s) \|_H^2 ds.
\]

Then for \( n, m \in \mathbb{N} \) such that \( n, m > \omega_0(A) \), we have

\[
\mathbb{E} \int_0^\alpha \left\| \left( \mathcal{C}_n - \mathcal{C}_m \right)(\mathcal{T} \circ f)(t) \right\|_{\mathcal{Y}}^2 dt \leq \gamma^2 \mathbb{E} \int_0^\alpha \left\| (nR(n, A) - mR(m, A))\zeta(s) \right\|_H^2 ds.
\]

This shows that \( \left( \mathcal{C}_n(\mathcal{T} \circ \zeta) \right)_{n \in \mathbb{N}} \) is a Cauchy sequence on \( L^2_0(0, \alpha; \mathcal{Y}) \). So we can extract a subsequence \( \left( \mathcal{C}_{n_k}(\mathcal{T} \circ \zeta)(t) \right)_{k \in \mathbb{N}} \) which converges for a.e. \( t \in [0, \alpha] \) and \( \mathbb{P} \)-a.s.

Thus \( \left( \mathcal{T} \circ \zeta)(t) \right) \in D(C_A) \) for a.e. \( t \in [0, \alpha] \) and \( \mathbb{P} \)-a.s. The rest of the proof follows immediately from the first inequality above.

Remark 2.14. We assume that the semigroup \( \mathbb{T} \) is analytic on \( H \) and define the operator \( M = (-A)^{\theta} \) for some \( \theta \in (0, \frac{1}{2}) \). We denote by \( C \) the restriction of \( M \) to
\(D(A)\). Using the analyticity of the semigroup we have \(\|CT(t)\| \leq \frac{M}{t}\) for \(t > 0\). This implies that \(C : D(A) \to X\) is an admissible observation operator for \(A\). On the other hand, by using the same arguments as in \([6, \text{Example 4}]\), one can see that the Yosida extension of \(C\) for \(A\) coincides with the operator \((-A)^\theta\). Thus for analytic semigroup Proposition 2.13 holds also if we replace \(C_A\) by \((-A)^\theta\) for any \(\theta \in (0, \frac{1}{2})\). Moreover, if \(T\) is a contractive analytic semigroup of type less than \(\frac{1}{\theta}\), one can use Le Merdy [31] to include the critical case \(\theta = \frac{1}{2}\) in the discussion above. These kind of results are already available in stochastic analysis for parabolic evolution equations, see e.g. [13, Chap.4, Section 14.2], [18]. Here we have only offered a different proof for this particular case. However, in Proposition 2.13, the semigroup \(T\) is general and the operator \(C\) is neither closed nor closeable (same things for the Yosida extension \(C_A\)).

The second main result of this section is the following:

**Theorem 2.15.** Assume that the system \((A, B, C)\) is regular on \(X, U, \mathcal{W}\). Let \(C_A\) be the Yosida extension of \(C\) for \(A\) and \(\alpha > 0\) be arbitrary. Then the mild solution of the system (1.1) satisfies \(X(t; \xi, u) \in D(C_A)\) for almost every \(t > 0\) and \(\mathbb{P}\) a.s. and

\[
\|C_A X(\cdot)\|_{L^2(0, \alpha; \mathcal{W})} \leq c \left( \|\xi\|_{L^2_0(\Omega, \mathcal{H})} + \|u\|_{L^2(0, \alpha; U)} \right)
\]

where \(c := c_\alpha > 0\) is a constant. In particular the system (1.1) is well-posed.

**Proof.** Let \(\alpha > 0\) be arbitrary, \(u \in L^2_0(0, \alpha; U)\) and \(\xi \in L^2_0(\Omega, \mathcal{H})\). According to Theorem 2.7, the mild solution of the stochastic system (1.1) exists, unique and it satisfies

\[
X(t; \xi, u) = X(t; \xi, 0) + \Phi^W_t u, \quad t \geq 0,
\]

where \(\Phi^W_t u\) and \(X(t; \xi, 0)\) are given by (2.8) and (2.14), respectively. By using Itô’s Isometry and Gronwall’s inequality, one can see that for \(t \in [0, \alpha]\),

\[
\mathbb{E}\|X(t; \xi, 0)\|^2 \leq c_1 \|\xi\|^2_{L^2_0(\Omega, \mathcal{H})}
\]

for a constant \(c_1 := c_1(\alpha) > 0\). As \(C\) is admissible for \(A\), by Subsection 2.1 and Proposition 2.13 we have \(X(t; \xi, 0) \in D(C_A)\) for a.e. \(t \geq 0\) and \(\mathbb{P}\) a.s. Moreover, by using Proposition 2.13 and the inequality (2.16), we obtain

\[
\mathbb{E}\|C_A X(t; \xi, 0)\|^2_{\mathcal{W}} dt \leq c_2 \|\xi\|^2_{L^2_0(\Omega, \mathcal{H})}
\]

for a constant \(c_2 := c_2(\alpha) > 0\). In addition, as the system \((A, B, C)\) is regular, we have

\[
\int_0^\alpha \|C_A \int_0^t T_{-1}(t-s)Bu(s, \omega)ds\|_{\mathcal{W}}^2 \, dt \leq \kappa_1 \int_0^\alpha \|u(s, \omega)\|^2 ds, \quad \mathbb{P} \text{- a.s.},
\]

for a constant \(\kappa_1 := \kappa_1(\alpha) > 0\) independent of \(\omega\). Thus

\[
\mathbb{E}\int_0^\alpha \left\| C_A \int_0^t T_{-1}(t-s)Bu(s, \omega)ds \right\|^2_{\mathcal{W}} \, dt \leq \kappa_1 \|u\|^2_{L^2_0(0, \alpha; U)}.
\]

Moreover, Proposition 2.13 and the inequality (2.12), we have

\[
\int_0^t T(t-s, \mathcal{M}) (\Phi^W_s u) \, dW(s) \in D(C_A), \ a.e. t \geq 0, \ \mathbb{P} \text{- a.s., and,}
\]

\[
\mathbb{E}\int_0^\tau \left\| C_A \int_0^t T(t-s, \mathcal{M}) (\Phi^W_s u) \, dW(s) \right\|^2_{\mathcal{W}} \, dt \leq \kappa_2 \|u\|^2_{L^2_0(0, \alpha; U)}
\]
for a constant $\kappa_2 := \gamma(\alpha)\hat{\gamma}(\alpha)\|A\| > 0$. Hence by combining (2.18) and (2.19), we obtain $\Phi^W_t u \in D(C_\Lambda)$ for almost every $t \geq 0$ and

\begin{equation}
\int_0^\alpha \mathbb{E}\|C_\Lambda \Phi^W_t u\|_{L_\beta}^2 dt \leq c_2^2 \|u\|_{L_\beta}^2(t,0;\Omega,\mathcal{U})
\end{equation}

for a constant $c_2 := c_2(\alpha) > 0$. Finally, the result immediately follows from (2.17) and (2.20).

**Example 2.16.** Let $\mathcal{O} \subset \mathbb{R}^n$ ($n \geq 2$) be an open bounded region with $C^2$-boundary $\partial \mathcal{O} = \overline{\Omega}_0 \cup \overline{\Omega}_1$, where $\Omega_0$ and $\Omega_1$ are disjoint parts of the boundary relatively open in $\partial \mathcal{O}$ and $\text{int}(\Omega_0) \neq \emptyset$. Consider the following stochastic Schrödinger equation with partial Dirichlet control and collocated observation

\begin{equation}
\begin{cases}
\frac{dX(t,x)}{dt} = i\Delta X(t,x)dt + q(x)X(t,x)dW(t), & t > 0, \ x \in \mathcal{O}, \\
X(0,x) = \xi(x), & x \in \mathcal{O}, \\
X(t,x) = 0, & t \geq 0, \ x \in \Omega_1, \\
Y(t,x) = i\frac{\partial(\Delta^{-1}X)}{\partial \nu}, & t \geq 0, \ x \in \Omega_0,
\end{cases}
\end{equation}

where $\nu$ is the unit normal of $\partial \mathcal{O}$ pointing towards the exterior of $\mathcal{O}$, and $q \in L^\infty(\mathcal{O})$. Let $H = \mathcal{L}^{-1}(\partial \mathcal{O})$ (the dual space of the Sobolev space $\mathcal{H}_0^1(\partial \mathcal{O})$ with respect to the pivot space $L^2(\partial \mathcal{O})$) and $U = L^2(\Omega_0)$. According to [21, Theorem 1.2], the deterministic system associated with (2.21) is regular. Thus, by Theorem 2.15, the stochastic system (2.21) is well-posed.

3. Admissibility to perturbed abstract stochastic linear systems. The main purpose of this section is to introduce a new variation of constants formula to the solutions of the perturbed abstract stochastic linear systems (1.3). Moreover, we prove a result on the well-posedness of perturbed boundary stochastic linear systems

**3.1. A new variation of constants formula for perturbed abstract stochastic linear systems.** Let consider the operator

\begin{equation}
\mathcal{A} = A + \mathcal{P}, \quad D(\mathcal{A}) = D(A).
\end{equation}

In this section, we denote by $\mathcal{P}_\Lambda$ the Yosida extension of $\mathcal{P}$ for $A$. The following result is summarized from [22, Theorem 2.1] and [24].

**Theorem 3.1.** Assume that $\mathcal{P} \in \mathcal{L}(D(A),H)$ is an admissible observation operator for $A$, then the operator $(\mathcal{A}, D(\mathcal{A}))$ generates a $C_0$-semigroup $\mathcal{T} := (\mathcal{T}(t))_{t \geq 0}$ on $H$ satisfying $\mathcal{T}(t)x \in D(\mathcal{P}_\Lambda)$ for a.e. $t > 0$ and all $x \in H$. Moreover,

\begin{equation}
\int_0^\alpha \|\mathcal{P}_\Lambda \mathcal{T}(\sigma)x\|^2 d\sigma \leq \tilde{\gamma}^2 \|x\|^2,
\end{equation}

for any $t \geq 0$ and $x \in H$, where $\alpha > 0$ and $\tilde{\gamma} := \hat{\gamma}(\alpha) > 0$ are constants.

**Remark 3.2.** The estimation in (3.2) says that $\mathcal{P}$ is an admissible observation operator for $\mathcal{A}$. More generally, it is shown in [24] that the conditions if in addition $C \in \mathcal{L}(D(A),Y)$ is an admissible observation operator for $A$, then $C$ is also admissible
for $\mathcal{A}$. Moreover, if $C_A$ and $\tilde{C}_A$ denote the Yosida extensions of $C$ for $A$ and $\mathcal{A}$, respectively, then $C_A \equiv \tilde{C}_A$ on $D(C_A) \cap D(\mathcal{P}_A)$. In particular, $\mathcal{P}_A \equiv \tilde{\mathcal{P}}_A$, where $\tilde{\mathcal{P}}_A$ denotes the Yosida extension of $\mathcal{P}$ for $\mathcal{A}$.

Now we have the following result.

**Proposition 3.3.** Assume that $\mathcal{P} \in \mathcal{L}(D(A), H)$ is an admissible observation operator for $A$, and let $\tilde{T}$ the $C_0$-semigroup on $H$ generated by $\mathcal{A}$. Then the stochastic abstract Cauchy problem (1.3) has a unique mild solution $X(\cdot) \in C^2(0, +\infty; L^2(\Omega, H))$ satisfying

\[
X(t) = \tilde{T}(t)\xi + \int_0^t \tilde{T}(t-s)\mathcal{M}(X(s))dW(s), \quad t \geq 0,
\]

(3.3)

\[
X(t) \in D(\mathcal{P}_A), \text{ a.e. } t \geq 0, \quad \mathbb{P} - \text{a.s.,} \quad \mathbb{E} \int_0^\infty \|\mathcal{P}_A X(t)\|^2 dt \leq c^2 \mathbb{E}\|\xi\|^2
\]

for constants $\alpha > 0$ and $c = c(\alpha) > 0$.

**Proof.** The existence of the mild solution that satisfies the variation of constants formula in (3.3) follows immediately from Theorem 3.1, while the estimation in (3.3) is obtained by combining Proposition 2.13 with Remark 3.2.

In the sequel we are interested in rewriting the mild solution obtained in Proposition 3.3 using only the initial semigroup $\tilde{T}$ and the Yosida extension of $\mathcal{P}$ for $A$. To this end, we need the following technical results.

**Lemma 3.4.** Assume that $\mathcal{P}$ is an admissible observation operator for $A$ and let $X(\cdot)$ be the process given in (3.3). For any $n > \omega_0(\mathcal{A})$, we set $\mathcal{M}_n = nR(n, \mathcal{A}); \mathcal{M}$ and define

\[
X^n(t) = \tilde{T}(t)\xi + \int_0^t \tilde{T}(t-s)\mathcal{M}_n(X^n(s))dW(s), \quad t \geq 0.
\]

(3.4)

For any $\alpha > 0$, $X^n(\cdot)$ converges to $X(\cdot)$ in $C^2(0, \alpha; L^2(\Omega, H))$ as $n \to +\infty$. Moreover, for any $n > \omega_0(\mathcal{A})$, we have $X^n(t) \in D(\mathcal{P}_A)$ for a.e. $t \geq 0$, $\mathbb{P}$-a.s., and

\[
\lim_{n \to +\infty} \|\mathcal{P}_A X^n(\cdot) - \mathcal{P}_A X(\cdot)\|_{L^2_0(\omega_0; H)} = 0.
\]

(3.5)

**Proof.** The fact that $X^n(\cdot)$ converges to $X(\cdot)$ in $C^2(0, \alpha; L^2(\Omega, H))$ as $n \to +\infty$ follows in the same way as in [20, Theorem 3.4]. Given $\alpha > 0$, let us first prove that

\[
\lim_{n \to +\infty} \mathbb{E} \int_0^\alpha \|\mathcal{M}_n(X^n(s)) - \mathcal{M}(X(s))\|^2 ds = 0.
\]

(3.6)

To this end, let $n > \omega_0(\mathcal{A})$ arbitrary sufficiently large and $M' \in \mathbb{R}^+$ such that $\|nR(n, A)\| \leq M'$. We have

\[
\mathbb{E} \int_0^\alpha \|\mathcal{M}_n(X^n(s)) - \mathcal{M}(X(s))\|^2 ds
\]

\[
\leq \int_0^\alpha \mathbb{E} \|\mathcal{M}_n(X^n(s) - X(s))\|^2 ds + \int_0^\alpha \mathbb{E} \|\mathcal{M}_n(X(s)) - \mathcal{M}(X(s))\|^2 ds
\]

\[
\leq M' \mathbb{E} \int_0^\alpha \|X^n(s) - X(s)\|^2 ds + \int_0^\alpha \mathbb{E} \|\mathcal{M}_n(X(s)) - \mathcal{M}(X(s))\|^2 ds.
\]
On the other hand, we have $\mathcal{M}_n(X(s)) \to \mathcal{M}(X(s))$ as $n \to +\infty$ and $\| \mathcal{M}_n(X(s)) \| \leq M \| \mathcal{M}(X(s)) \|$ for any $s \in [0, \alpha]$ and $\mathbb{P}$-a.s. Now (3.6) follows from the first assertion in the proof and the Dominated convergence theorem in $L^2$-spaces. Now let $\mathcal{P}_\Lambda$ be the Yosida extension of $\mathcal{P}$ for $\mathcal{A}$. By Remark 3.2, we have $\mathcal{P}_\Lambda = \mathcal{P}_\Lambda$. Now by using Proposition 2.13, $X^n(t) \in D(\mathcal{P}_\Lambda)$ for a.e. $t \geq 0$, $\mathbb{P}$-a.s. and

$$
E \int_0^\alpha \| \mathcal{P}_\Lambda X^n(t) - \mathcal{P}_\Lambda X(t) \|^2 dt 
\leq \gamma^2 \mathbb{E} \int_0^\alpha \| \mathcal{M}_n(X^n(s)) - \mathcal{M}(X(s)) \|^2 ds.
$$

for a constant $\gamma := \gamma(\alpha) > 0$ independent of $n$. Thus (3.5) follows by (3.6).

The following gives another expression to the process $X^n(\cdot)$.

**Lemma 3.5.** Assume that $\mathcal{P}$ is an admissible observation operator for $\mathcal{A}$ and let $(X^n(\cdot))_{n > \omega(\alpha)}$ the process given by (3.4). For any $\xi \in L^2_{\mathcal{P}_\Lambda}(\Omega; H)$, we have

$$
X^n(t) = T(t)\xi + \int_0^t T(t-s)\mathcal{P}_\Lambda X^n(s)ds + \int_0^t T(t-s)\mathcal{M}_n(X^n(s))dW(s)
$$

for any $t \geq 0$ and $\mathbb{P}$-a.s.

**Proof.** By using (3.2), we have

$$
X^n(t) = T(t)\xi + \int_0^t T(t-s)\mathcal{M}_n(X^n(s))dW(s) + \int_0^t T(t-s)\mathcal{P}_\Lambda \mathcal{A}(s)\mathcal{M}_n(X^n(s))ds
$$

(3.9)

$$
+ \int_0^t \int_0^{t-s} T(t-s-\tau)\mathcal{P}_\Lambda \mathcal{A}(\tau)\mathcal{M}_n(X^n(s))d\tau dW(s).
$$

By a change of variables and Fubini’s stochastic theorem,

$$
\int_0^t \int_0^{t-s} T(t-s-\tau)\mathcal{P}_\Lambda \mathcal{A}(\tau)\mathcal{M}_n(X^n(s))d\tau dW(s)
$$

$$
= \int_0^t \int_0^{t-s} T(t-s-\tau)\mathcal{P}_\Lambda R_n(n, \mathcal{A})\mathcal{A}(\tau)\mathcal{M}(X^n(s))d\tau dW(s)
$$

$$
= \int_0^t \int_0^{t-s} T(t-\sigma)\mathcal{P}_\Lambda R_n(n, \mathcal{A})\mathcal{A}(\sigma)\mathcal{M}(X^n(s))d\sigma dW(s)
$$

$$
= \int_0^t \int_0^{t-\sigma} T(t-\sigma)\mathcal{P}_\Lambda R_n(n, \mathcal{A})\int_0^\sigma \mathcal{A}(s)\mathcal{M}(X^n(s))dW(s)ds
$$

$$
= \int_0^t \int_0^{t-s} T(t-\sigma)\mathcal{P}_\Lambda R_n(n, \mathcal{A})\int_0^\sigma \mathcal{A}(s)\mathcal{M}(X^n(s))dW(s)ds
$$

$$
= \int_0^t \int_0^{t-\sigma} T(t-\sigma)\mathcal{P}_\Lambda R_n(n, \mathcal{A})\int_0^\sigma \mathcal{A}(s)\mathcal{M}(X^n(s))dW(s)ds.
$$

Now replacing this expression in (3.8) and using (3.2), the formula (3.7) follows.  

Theorem 3.6. Assume that $\mathcal{P}$ is an admissible observation operator for $A$ and let $X : [0, +\infty) \times \Omega \to H$ be the process given in (3.3). For any $\xi \in L^{2}_{\mathcal{F}_{0}}(\Omega, H)$,

\begin{equation}
X(t) = T(t)\xi + \int_{0}^{t} T(t-s)\mathcal{P}_{A}X(s)ds + \int_{0}^{t} T(t-s)\mathcal{M}(X(s))dW(s)
\end{equation}

for any $t \geq 0$ and $\mathbb{P}$-a.s.

Proof. Let $X(\cdot)$ and $X^{n}(\cdot)$, $n > \omega_{0}(A)$, be the processes given by (3.4) and (3.3), respectively. Let $\alpha > 0$ be arbitrary and $\xi \in L^{2}_{\mathcal{F}_{0}}(\Omega; H)$. According to Proposition 3.3, the following process

\[Z(t) := T(t)\xi + \int_{0}^{t} T(t-s)\mathcal{P}_{A}X(s)ds + \int_{0}^{t} T(t-s)\mathcal{M}(X(s))dW(s),\]

for $t \geq 0$, $\mathbb{P}$-a.s., is well defined. Let $\delta > \omega_{0}(A)$ and $M \geq 1$ such that $\|T(t)\| \leq Me^{\delta t}$ for any $t \geq 0$. By using the same arguments as in the proof of Lemma 3.5, Hölder's inequality and Itô's isometry, we obtain

\[
\mathbb{E}\|X^{n}(t) - Z(t)\|^2 
\leq c(\alpha) \left( \mathbb{E} \int_{0}^{\alpha} \| \mathcal{P}_{A}X^{n}(s) - \mathcal{P}_{A}X(s)\|^2 ds + \mathbb{E} \int_{0}^{\alpha} \| \mathcal{M}(X^{n}(s)) - \mathcal{M}(X(s))\|^2 ds \right)
\]

for any $t \in [0, \alpha]$, where $c(\alpha) = 2Me^{2|\delta|\alpha}$ is a constant. According to (3.5) and (3.6),

\[
\lim_{n \to +\infty} \mathbb{E}\|X^{n}(t) - Z(t)\|^2 = 0
\]

Thus, by Lemma 3.4, we obtain $X(t) = Z(t)$ for any $t \in [0, \alpha]$ and $\mathbb{P}$-a.s. As $\alpha$ is arbitrary we have $X(\cdot) = Z(\cdot)$ on $[0, +\infty)$, $\mathbb{P}$-a.s. This ends the proof. \(\Box\)

3.2. Perturbed stochastic system with boundary control and point observation. Assume that there exists a Hilbert space $\mathcal{Z}$ such that $\mathcal{Z} \subset H$ with continuous and dense embedding. Let $\sigma : \mathcal{Z} \to U$ and $M : \mathcal{Z} \to \mathcal{Y}$ be linear operators such that $\sigma$ is surjective and $M$ not necessary closed. In addition consider a closed "maximal" operator $A_{m} : \mathcal{Z} \to H$ and $K : \mathcal{Z} \to H$ be a linear operator (not necessary closed). We consider the perturbed stochastic system with boundary control and point observation defined by

\[
\begin{cases}
    dX(t) = ((A_{m} + K)X(t))dt + \mathcal{M}(X(t))dW(t), & t > 0, \quad X(0) = \xi, \\
    \sigma X(t) = u(t), & t \geq 0, \\
    Y(t) = MX(t), & t \geq 0.
\end{cases}
\]

We assume that $A = (A_{m})_{D(A)}$, where $D(A) = \ker \sigma$ is the generator of a $C_{0}$-semigroup $T = (T(t))_{t \geq 0}$ on $H$. Without loss of generality, we assume that $0 \in \rho(A)$. Let $D \in \mathcal{L}(U, H)$ be the Dirichlet operator associated with $\sigma$ and $A_{m}$, which is the inverse of the resection of $\sigma$ to $\ker(A_{m})$ (see e.g. [19]). We define the following operators $B = (-A_{-1})D \in \mathcal{L}(U, H_{-1})$, $\mathcal{P} = K_{D(A)} \in \mathcal{L}(D(A), H)$, and $C := M_{D(A)} \in \mathcal{L}(D(A), \mathcal{Y})$. Moreover, we denote by $\mathcal{P}_{A}$ and $C_{A}$ the Yosida extensions of $\mathcal{P}$ and $C$ for $A$, respectively.

The following result shows the well-posedness of the system (3.11).
THEOREM 3.7. Assume that the systems $(A, B, S)$ and $(A, B, C)$ are regular. Then the system (3.11) has a unique mild solution $X(\cdot) \in C_p(0, +\infty; L^2(\Omega, H))$ such that $X(t) \in D(S_A) \cap D(C_A)$ for a.e. $t > 0$ and

$$
\|C_AX(\cdot)\|_{L^2(0, \alpha; \mathcal{F})} \leq c \left( \|\xi\|_{L^2(0, \alpha; H)} + \|u\|_{L^2(0, \alpha; U)} \right)
$$

for any $\xi \in L^2_{\mathcal{F}_0}(\Omega, H)$ and $u \in L^2(0, \alpha; U)$, where $c := c(\alpha) > 0$ is a constant.

PROOF. According to [19], we have $\mathcal{S} = D(A) \oplus \ker(A_m)$. This implies that $A_m$ coincides with $A_{-1} + B\sigma$ on $\mathcal{S}$. Thus the stochastic equation in (3.11) takes the following form

$$
dX(t) = [(A + K)X(t) + Bu(t)]dt + \mathcal{H}(X(t))dW(t), \quad t > 0, \quad X(0) = \xi.
$$

Let $\mathcal{S}$ be the generator of the semigroup $(\mathcal{T}(t))_{t \geq 0}$ as in Theorem 3.1. According to [28], the fact that system $(A, B, S)$ is regular implies that $B$ is an admissible control operator for $\mathcal{S}$. Thus the equation (3.13) has a unique mild solution $X(\cdot) \in C_p(0, +\infty; L^2(\Omega, H))$ satisfying

$$
X(t) = \mathcal{T}(t)\xi + \int_0^t \mathcal{T}_1(t-s)Bu(s)ds + \int_0^t \mathcal{T}(t-s)\mathcal{H}(X(s))dW(s)
$$

for any $t \geq 0$ and $u \in L^2_{\mathcal{F}}(0, +\infty; U)$. According to [28], the systems $(\mathcal{S}, B, \mathcal{S})$ and $(\mathcal{S}, B, C)$ are regular. Thus by combining Remark 3.2 and Theorem 2.15, we have $X(t) \in D(S_A) \cap D(C_A)$ for a.e. $t > 0$ and the estimation (3.12) holds. Hence the system (3.11) is well-posed.

EXAMPLE 3.8. Let $\partial$, $\Gamma_0$ and $\Gamma_1$ as in Example 2.16 and let $k : \Omega \times \partial \Omega \to \mathbb{R}$ be a continuous function. Consider the following Schrödinger stochastic input-output system with non-local integral term:

$$
\begin{align*}
\frac{dX(t, x)}{dt} &= \left(i\Delta X(t, x) + i \int_{\Gamma_1} k(x, y)X(t, y)dy\right)dt + q(x)X(t, x)dW(t), \quad t > 0, \quad x \in \partial, \\
X(0, x) &= \xi(x), \quad x \in \partial, \\
X(t, x) &= 0, \quad t \geq 0, \quad x \in \Gamma_0, \\
\frac{\partial}{\partial \nu}X(t, x) &= u(t, x), \quad t \geq 0, \quad x \in \Gamma_1, \\
Y(t, x) &= iX(t, x), \quad t \geq 0, \quad x \in \Gamma_1,
\end{align*}
$$

where $\nu$ is the unit normal of $\partial \Omega$ pointing towards the exterior of $\Omega$, and $q \in L^\infty(\partial)$. In order to reformulate the system (3.14) as the abstract system (3.11), we use the following notation: Let the state space $H = L^2(\Omega)$, the intermediate space $\mathcal{S} = H^2(\partial)$, and the control space $U = L^2(\partial \Omega)$. In addition, we consider

$$
A = i\Delta, \quad D(A) = \left\{ g \in \mathcal{S} : g|_{\Gamma_0} = \frac{\partial g}{\partial \nu}|_{\Gamma_1} = 0 \right\}.
$$

This operator is skew-adjoint and generates an unitary group $\mathcal{T}$ on $H$. We consider the operators $\mathcal{H} : H \to H$, $G : \mathcal{S} \to U$ and $M : \mathcal{S} \to U$ defined by

$$
\mathcal{H}h = q(\cdot)h, \quad Gg = \begin{cases} g, & \text{on } \Gamma_0, \\ \frac{\partial g}{\partial \nu}, & \text{on } \Gamma_1, \end{cases}, \quad M = \begin{cases} 0, & \text{on } \Gamma_0, \\ ig, & \text{on } \Gamma_1.
$$
On the other hand, we define an operator $K : \mathcal{X} \to H$ by

$$K := LM \quad \text{with} \quad (Lg)(x) = \int_{\partial \sigma} k(x, y)g(y)dy.$$ 

Let $D \in \mathcal{L}(U, H)$ be the Dirichlet operator associated with the system (3.14). This is

$$h = Dv \iff \Delta h = 0, \quad h|_{\Gamma_0} = 0, \quad \frac{\partial h}{\partial \nu}|_{\Gamma_1} = v.$$ 

We set $A = \Delta$ with domain $D(A) = D(A)$. Then $A$ is a generator of a $C_0$-semigroup on $H$. We denote by $A_{-1}$ its extension to $H_{-1}$, which is a generator on $H_{-1}$. We denote by $B = -iA_{-1}D$, $C = M_{D(A)}$ and $\mathcal{P} := K_{D(A)}L_C$. A routine calculus as in [30] and [21], shows that the system $(A, B, C)$ is regular, and hence the system $(A, B, \mathcal{P})$ is also regular. Now Theorem 3.7 implies that the stochastic system (3.14) is well-posed.

The following result gives an expression of the mild solution of the system (3.11) using the semigroup $T$.

**Proposition 3.9.** Assume that the systems $(A, B, \mathcal{P})$ and $(A, B, C)$ are regular and let $X(\cdot)$ be the mild solution of the boundary stochastic system (3.11). Then

$$X(t) = T(t)\xi + \int_0^t T(t - s)\mathcal{P}X(s)ds + \int_0^t T_{-1}(t - s)Bu(s)ds$$

$$\quad + \int_0^t T(t - s)\mathcal{M}(X(s))dW(s)$$

(3.15)

for any $t \geq 0, \xi \in L^2(\Omega, H)$ and $u \in L^2(0, +\infty; U)$.

**Proof.** We proceed by approximation. Let $(\mathfrak{A}, D(\mathfrak{A}))$ be the operator defined in (2.9). Remark that if $(\xi) \in D(\mathfrak{A})$, in particular we have $A_{-1} + Bg(0) = A_{-1}(x - Dg(0)) \in H$. Thus $x - Dg(0) \in D(A) \subset \mathcal{X}$, and then $x \in \mathcal{X}$. Define

$$K := \begin{pmatrix} K & 0 \\ 0 & 0 \end{pmatrix} : D(\mathfrak{A}) \to \mathcal{X}, \quad \varrho(t) = \begin{pmatrix} x(t) \\ s(t) \end{pmatrix}.$$ 

As in the proof of Theorem 2.7, the equation (3.13) is reformulated as the following perturbed stochastic evolution equation on $\mathfrak{X}$,

$$dg(t) = [(\mathfrak{A} + K)\varrho(t)]dt + \mathcal{P}(\varrho(t))dW(t), \quad t > 0, \quad \varrho(0) = (\xi).$$

(3.16)

Next we prove that $K$ is an admissible observation operator for $\mathfrak{A}$. In fact, by taking $(\xi) \in D(\mathfrak{A})$ and using (2.10), we obtain

$$\int_0^t \|K\mathfrak{X}(t)(\xi)\|^2_{\mathcal{X}}dt = \int_0^t \|K(T(t)x + \Phi_1g)\|^2_{\mathfrak{X}}dt$$

(3.17)

where $(\Phi_t)_{t \geq 0}$ is the family of control maps associated with $A$ and $B$ (see (2.2)). According to [26, Lemma 3.6], the operator $K$ coincides with $\mathcal{P}_\Lambda$ on $\mathcal{X}$. By assumption $(A, B, P)$ is regular, so $T(t)x \in D(\mathcal{P}_\Lambda)$ and $\Phi_1g \in D(\mathcal{P}_\Lambda)$ for a.e. $t > 0$, and

$$\int_0^t \|\mathcal{P}_\Lambda T(t)x\|^2_{\mathfrak{X}} \leq c_1\|x\|^2 \quad \text{and} \quad \int_0^t \|\mathcal{P}_\Lambda g\|^2_{\mathfrak{X}} \leq c_2\|g\|^2_{L^2([0,t_0], U)}.$$
for some constants \( c_1 := c_1(t_0) > 0 \) and \( c_2 := c_2(t_0) > 0 \). Thus by (3.17), \( \mathcal{K} \) is an admissible observation operator for \( X \). Let \( \mathcal{K}_A \) be the Yosida extension of \( \mathcal{K} \) for \( X \). In view of Theorem 3.6, the problem (3.16) has a unique mild solution \( q(t) \in D(\mathcal{K}_A) \) for a.e. \( t \in (0, \infty) \), which satisfies

\[
q(t) = \mathcal{T}(t)(\xi) + \int_0^t \mathcal{T}(t-s)\mathcal{K}_A q(s)ds + \int_0^t \mathcal{T}(t-s)\mathcal{B}(q(s))dW(s)
\]

for any \( t \geq 0 \), \( \xi \in L^2_{\mathcal{F}_0}(\Omega, H) \) and \( u \in L^2_0(0, +\infty; U) \). Denote by \( C^\infty_0(0, +\infty; L^2(\Omega, U)) \) the space of functions in \( C_0(0, +\infty; L^2(\Omega, U)) \) with compact support. First, we assume that \( u \in C^\infty_0(0, +\infty; L^2(\Omega, U)) \). From the first part of proof we have \( q(t) \in D(\mathcal{P}_A) \times C^\infty_0(0, +\infty; L^2(\Omega, U)) \). Now for \( \lambda > 0 \) sufficiently large, we have

\[
K\mathcal{L}R(\lambda, \mathcal{A})q(t) = \left( \mathcal{P}\lambda R(\lambda, A)X(t) + \lambda \mathcal{G}(\lambda)\hat{u}(\lambda) \right)
\]

where \( \mathcal{G}(\lambda) = KR(\lambda, A^{-1})B \) is the transfer function of the system \( (A, B, P) \) and \( \hat{u} \) is the Laplace transform of \( t \mapsto u(t) \) \( F \)-a.s. We know that \( \mathcal{G}(\lambda) \rightarrow 0 \) as \( \lambda \rightarrow +\infty \).

Moreover, using the fact that \( u \) has a compact support, clearly we have \( \lambda \hat{u}(\lambda) \rightarrow 0 \).

By letting \( \lambda \rightarrow +\infty \) in (3.19), we obtain

\[
K\mathcal{L}q(t) = \left( \mathcal{P}_A X(t) \right)
\]

for a.e. \( t > 0 \) and \( F \)-a.s. Thus, by combining (3.18) and (3.19), the formula (3.15) holds for any \( u \in C^\infty_0(0, +\infty; L^2(\Omega, U)) \). Now for \( u \in L^2_0(0, +\infty; U) \), there exists a sequence \( (u_n)_n \subset C^\infty_0(0, +\infty; L^2(\Omega, U)) \) such that

\[
\lim_{n \rightarrow +\infty} \| u_n - u \|_{L^2_0(0, +\infty; U)} = 0.
\]

Let \( X(.; \xi, u) \) and \( X^n(.; \xi, u_n) \) be the solutions of (3.11) corresponding to the input functions \( u \) and \( u_n \), respectively. By using the equation (3.16) and the fact that \((\mathcal{A} + \mathcal{K}, D(\mathcal{A})) \) is a generator of a strongly continuous semigroup on \( X \), one can see that for any \( \alpha > 0 \), and \( t \geq 0 \),

\[
\mathbb{E}\| q_n(t, \xi, u_n) - q(t, \xi, u) \|^2 \leq c(\alpha)\| u_n - u \|_{L^2_0(0, +\infty; U)}.
\]

This implies that \( \mathbb{E}\| X^n(t) - X(t) \|^2 \) goes to zero at infinity. Observe that \( X^n(.; \xi, u_n) \) satisfies the equation (3.15). Now by selecting

\[
X(t) = T(t)\xi + \int_0^t T(t-s)\mathcal{P}_A X(s)ds + \int_0^t T_{-1}(t-s)Bu(s)ds + \int_0^t T(t-s)\mathcal{M}(X(s))dW(s)
\]

and using a similar argument as in Theorem 3.6, we obtain \( \mathbb{E}\| X^n(t) - X(t) \|^2 \rightarrow 0 \) as \( t \rightarrow +\infty \). Thus \( X(t) = X(t) \) for any \( t \in [0, \alpha] \) and \( F \)-a.s. This ends the proof. \( \square \)
4. Application to stochastic systems with state, input and output delays. Consider the stochastic delay system

\[
\begin{align*}
\text{(4.1)} & \quad dX(t) = \left( A + \int_{-r}^{0} d\mu(\theta)X(t + \theta) + \int_{-r}^{0} d\eta(\theta)u(t + \theta) \right) dt + Y(X(t))dW(t), \quad t \geq 0, \\
X(0) &= \xi, \quad X(\theta) = \varphi, \quad u(\theta) = \psi(\theta), \quad \theta \in [-r, 0], \\
Y(t) &= \int_{-r}^{0} d\vartheta(\theta)X(t + \theta) + \int_{-r}^{0} d\varpi(\theta)u(t + \theta),
\end{align*}
\]

where \( A : D(A) \subset H \to H \) is a generator of a strongly continuous semigroup \( T = (T(t))_{t \geq 0} \) on \( H \), the operator \( Y \in \mathcal{L}(H) \), the family \( W(t) \) as in the previous sections, \( r > 0 \) is a real number, \( \mu : [-r, 0] \to \mathcal{L}(H) \), \( \eta : [-r, 0] \to \mathcal{L}(H) \), \( \vartheta : [-r, 0] \to \mathcal{L}(U) \), and \( \varpi : [-r, 0] \to \mathcal{L}(U) \), are functions of bounded variations with total variations \( |\mu|, |\eta|, |\vartheta|, \) and \( |\varpi| \), respectively. The initial conditions \( \xi \in L_{F,\eta}^{2}(\Omega, H) \), \( \varphi \in L_{F,\eta}^{2}(\Omega, L^{2}([-r, 0], H)) \), and \( \varphi \in L_{F,\eta}^{2}(\Omega, L^{2}([-r, 0], U)) \) and the segment processes \( X_{t} : [-r, 0] \to H \) and \( u_{t} : [-r, 0] \to U \) \((t \geq 0)\) are defined by

\[
X_{t}(\theta) = \begin{cases} 
X(t + \theta), & -t \leq \theta \leq 0, \\
\varphi(t + \theta), & -r \leq \theta < -t,
\end{cases} \quad u_{t}(\theta) = \begin{cases} 
u(t + \theta), & -t \leq \theta \leq 0, \\
\psi(t + \theta), & -r \leq \theta < -t.
\end{cases}
\]

In order to reformulate the stochastic delay system (4.1) as a free-delay system, we introduce the product spaces

\[
\mathcal{H} := H \times L^{2}([-r, 0], H), \quad \|X_{1}\|_{\mathcal{H}} := \|X\|_{H} + \|\phi_{1}\|_{L^{2}([-r, 0], H)}, \\
\mathcal{X} := \mathcal{H} \times L^{2}([-r, 0], U), \quad \|X_{2}\|_{\mathcal{X}} := \|(\frac{\bar{\varphi}}{\phi_{1}})\|_{\mathcal{H}} + \|\phi_{2}\|_{L^{2}([-r, 0], U)}.
\]

Consider the following Riemann-Stieltjes integrals

\[
R^{\mu}\phi_{1} = \int_{-r}^{0} d\mu(\theta)\phi_{1}(t + \theta), \quad R^{\eta}\phi_{1} = \int_{-r}^{0} d\eta(\theta)\phi_{1}(t + \theta), \quad \phi_{1} \in W^{1,2}([-r, 0], H),
\]

\[
R^{\vartheta}\phi_{2} = \int_{-r}^{0} d\vartheta(\theta)\phi_{2}(t + \theta), \quad R^{\varpi}\phi_{2} = \int_{-r}^{0} d\varpi(\theta)\phi_{2}(t + \theta), \quad \phi_{2} \in W^{1,2}([-r, 0], U).
\]

It is known (see e.g. [22]) that the following operator

\[
\mathcal{A} := \begin{pmatrix} A & 0 \\ 0 & \frac{d}{d\sigma} \end{pmatrix}, \quad D(\mathcal{A}) = \{ (\frac{\bar{\varphi}}{\phi_{1}}) \in D(\mathcal{A}) \times W^{1,2}([-r, 0], H) : \phi_{1}(0) = x \}
\]

generates a \( C_{0} \)-semigroup \( T = (T(t))_{t \geq 0} \) on \( \mathcal{H} \). We also need the following operators

\[
\mathcal{A}_{\mu} := \begin{pmatrix} A & 0 \\ 0 & \frac{d}{d\mu} \end{pmatrix}, \quad \mathcal{K} := \begin{pmatrix} 0 & R^{\mu} \\ 0 & 0 \end{pmatrix}
\]

with domain \( D(\mathcal{A}_{\mu}) := D(\mathcal{A}) \times W^{1,2}([-r, 0], U) \). In addition, we denote

\[
\mathcal{G} \left( \frac{\bar{\varphi}}{\phi_{1}} \right) := \phi_{2}(0), \quad \mathcal{M} \left( \frac{\bar{\varphi}}{\phi_{1}} \right) := R^{\mu}\phi_{1} + R^{\varpi}\phi_{2}, \quad \left( \frac{\bar{\varphi}}{\phi_{1}} \right) \in D(\mathcal{A}_{\mu})
\]

\[
\mathcal{M} \left( \frac{\bar{\varphi}}{\phi_{1}} \right) = \begin{pmatrix} \mathcal{T}(x) \\ 0 \end{pmatrix},
\]

where \( \mathcal{T}(x) = \mathcal{M} \left( \frac{\bar{\varphi}}{\phi_{1}} \right) \).
By introducing the new state

\[Z(t) := \begin{pmatrix} X(t) \\ Y(t) \end{pmatrix}, \quad t > 0, \quad Z(0) := Z^0 = \begin{pmatrix} \xi \\ \psi \end{pmatrix},\]

the delay system (4.1) is transformed to the following free-delay system

\[
\begin{aligned}
&dZ(t) = (A_m + \mathcal{K}) Z(t)dt + \mathcal{M}(Z(t))dW(t), \quad t > 0, \quad Z(0) = Z^0, \\
&\mathcal{G}Z(t) = u(t), \\
&Y(t) = \mathcal{M}Z(t), \\
& t \geq 0.
\end{aligned}
\]

(4.2)

This reformulation allows us to introduce the following definition.

**Definition 4.1.** The stochastic system (4.1) is well-posed if the system (4.2) is so.

To state the main result of this section, we denote by \(Q^H\) and \(Q^U\), the generators of the left shift semigroups \(S^H\) and \(S^U\) on \(L^2([-r,0], H)\) and \(L^2([-r,0], U)\) defined by

\[S^H(t) \phi_1 = \mathbb{1}_{\{t+ \leq 0\}} \phi_1 (t + \cdot), \quad S^U(t) \phi_2 = \mathbb{1}_{\{t+ \leq 0\}} \phi_2 (t + \cdot)\]

for \(t \geq 0, \phi_1 \in L^2([-r,0], H)\) and \(\phi_2 \in L^2([-r,0], U)\).

**Theorem 4.2.** The stochastic delay system (4.1) is well-posed. Moreover, for \(\xi \in L^2_{\mathcal{F}_0}(\Omega, H), \varphi \in L^2_{\mathcal{F}_0}(\Omega, L^2([-r,0], H)), \psi \in L^2_{\mathcal{F}_0}(\Omega, L^2([-r,0], U))\), and any \(\alpha > 0\), there is a constant \(c := c(\alpha) > 0\) such that for any \(U \in L^2_2(0, \alpha; U)\)

\[
\begin{aligned}
&\|R^0_{\lambda} X_0 + R^\varphi_{\lambda} u_0\|_{L^2_2(0,\alpha; U)} \\
&\leq c \left( \|\xi\|_{L^2_{\mathcal{F}_0}(\Omega, H)} + \|\varphi\|_{L^2_{\mathcal{F}_0}(\Omega, L^2([-r,0], H))} + \|\psi\|_{L^2_{\mathcal{F}_0}(\Omega, L^2([-r,0], U))} + \|u\|_{L^2_2(0,\alpha; U)} \right),
\end{aligned}
\]

where \(R^0_{\lambda}\) and \(R^\varphi_{\lambda}\) are the Yosida extensions of \(R^0\) and \(R^\varphi\) for \(Q^H\) and \(Q^U\), respectively.

**Proof.** It suffices to prove that the system (4.2) is well-posed. To this end, we will apply Theorem 3.7. In fact, the diagonal operator

\[\mathfrak{A} := A_m, \quad D(\mathfrak{A}) = D(A) \times D(Q^U),\]

generates a strongly continuous semigroup \(\mathcal{S} := (\mathcal{S}(t))_{t \geq 0}\) on \(X\). On the other hand, the operator \(\mathcal{G}\) is surjective. As for \(\lambda \in \rho(\mathfrak{A}) = \rho(A)\), \(\ker(\lambda - A_m) = \{0_H\} \times \{v \mapsto e^{\lambda} v : v \in U\}\), one can easily see that the control operator associated with the system (4.2) is

\[\mathfrak{B} = \begin{pmatrix} 0 \\ 0 \end{pmatrix},\]

where \(b^U = (\lambda - Q^U_\lambda 1)e_\lambda\). As \(b^U\) is an admissible control operator for \(Q^U\) (see [25]), then \(\mathfrak{B}\) is an admissible control operator for \(\mathfrak{A}\). By using [22, Lemma 6.2], one can see that \(\mathfrak{S} := \mathcal{K}_{|D(\mathfrak{A})}\) and \(\mathfrak{C} := \mathcal{M}_{|D(\mathfrak{A})}\) are admissible observation operators for \(\mathfrak{A}\). On the other hand, according to [25, Theorem 3], the systems \((Q^U, b^U, R^\varphi)\) and \((Q^H, b^H, R^0)\) are regular. Now a similar argument as in [23, 27] shows that the systems \((\mathfrak{A}, \mathfrak{B}, \mathfrak{S})\) and \((\mathfrak{A}, \mathfrak{B}, \mathfrak{C})\) are regular. Thus by Theorem 3.7, the stochastic system (4.2) is well-posed and

\[
\|\mathfrak{C}_\lambda Z(\cdot)\|_{L^2_2(0,\alpha; U)} \leq c \left( \left\| \begin{pmatrix} \xi \\ \psi \end{pmatrix} \right\|_{L^2_{\mathcal{F}_0}(\Omega, X)} + \|u\|_{L^2_2(0,\alpha; U)} \right).
\]

(4.3)
for $\alpha > 0$ and a constant $c := c(\alpha) > 0$, where $\mathcal{C}_\Lambda$ is the Yosida extension of $\mathcal{C}$ for $\mathfrak{A}$. By [23], we have

$$
\Sigma := H \times \{D(R^\alpha_\Lambda) \cap D(D^\alpha_\Lambda)] \cap [D(R^\alpha_\Lambda) \cap D(D_\Lambda)] \subset D(\mathcal{C}_\Lambda),
$$

$$
\mathcal{C}_\Lambda = (0 \ R^\alpha_\Lambda \ R_\Lambda^\alpha) \text{ on } \Sigma.
$$

Using standard arguments as in [23], we have $Z(t) \in \Sigma$ for a.e. $t \geq 0$ and $\mathbb{P}$-a.s. Thus the rest of the proof follows from (4.3). \hfill \Box

### 5. Observability of the stochastic semilinear system with unbounded observation operators.

In this section, we introduce the concepts of admissibility and observability for semilinear stochastic systems. In fact we consider the system (1.4), where $C \in \mathcal{L}(D(A), \mathcal{Y})$ and applications $G, F : H \to H$ satisfying

$$
\|G(x) - G(y)\| + \|F(x) - F(y)\| \leq L\|x - y\|, \quad \forall x, y \in H,
$$

$$
\|G(x)\|^2 + \|F(x)\|^2 \leq \beta(1 + \|x\|^2), \quad \forall x \in H.
$$

for constants $L > 0$ and $\beta > 0$. It is well-known, see e.g. [12], that the condition (5.1) implies the existence of a unique mild solution $X(\cdot) \in \mathcal{C}_\mathcal{F}(0, +\infty; \mathcal{L}^2(\Omega, H))$ of the system (1.4) satisfying

$$
X(t) = T(t)\xi + \int_0^t T(t-s)G(X(s))ds + \int_0^t T(t-s)F(X(s))dW(s)
$$

for any $t \geq 0$ and $\xi \in \mathcal{L}^2_{\mathcal{F}_0}(\Omega, H)$.

**Definition 5.1.** Let the condition (5.1) be satisfied. We say that the semilinear stochastic system (1.4) is well-posed if there exists an extension $\hat{C} : D(\hat{C}) \subset H \to \mathcal{Y}$ of the operator $C$ such that $X(t; \xi) \in D(\hat{C})$ for a.e. $t > 0$ and $\mathbb{P}$-a.s and all $\xi \in \mathcal{L}^2_{\mathcal{F}_0}(\Omega, H)$, and for any $\alpha > 0$, there exists a constant $c := c_\alpha$ such that for all $\xi_1, \xi_2 \in \mathcal{L}^2_{\mathcal{F}_0}(\Omega, H)$,

$$
\mathbb{E} \int_0^\alpha \|\hat{C}(X(t; \xi_1) - X(t; \xi_2))\|_{\mathcal{Y}}^2 dt \leq c^2\mathbb{E}\|\xi_1 - \xi_2\|^2.
$$

The following result gives the well-posedness of the system (1.4).

**Theorem 5.2.** Let the condition (5.1) be satisfied and assume that $C$ is an admissible observation operator for $\mathfrak{A}$. The following assertions hold.

(i) The mild solution of the system (1.4) satisfies $X(t, \xi) \in D(C_\Lambda)$ for a.e. $t > 0$, $\mathbb{P}$-a.s and all $\xi \in \mathcal{L}^2_{\mathcal{F}_0}(\Omega, H)$.

(ii) For any $\alpha > 0$, there exists a constant $\delta := \delta(\alpha) > 0$ such that for any $\xi_1, \xi_2 \in \mathcal{L}^2_{\mathcal{F}_0}(\Omega, H)$, we have

$$
\|C_\Lambda X(\cdot, \xi_1) - C_\Lambda X(\cdot, \xi_2)\|_{\mathcal{L}^2(0, t; \mathcal{Y})} \leq \delta\|\xi_1 - \xi_2\|_{\mathcal{L}^2_{\mathcal{F}_0}(\Omega, H)}.
$$

In particular, the system (1.4) is well-posed.

**Proof.** The assertion (i) follows by combining Proposition 2.1 and Proposition 2.13. Let us now prove the assertion (ii). Let $\xi_1, \xi_2 \in \mathcal{L}^2_{\mathcal{F}_0}(\Omega, H)$ and $\alpha > 0$. By using (5.2) and Gronwall’s inequality, we have

$$
\mathbb{E}\|X(t, \xi_1) - X(t, \xi_2)\|^2_H \leq v_\alpha \mathbb{E}\|\xi_1 - \xi_2\|^2_H, \quad t \in [0, \alpha].
$$
Let \( \Psi \) be the extended output map associated with the admissibility of \( C \) for \( A \). By using Proposition 2.1, Proposition 2.13 and the condition (5.1), we obtain

\[
\mathbb{E} \int_0^\alpha \|C_A(X(t, \xi_1) - X(t, \xi_2))\|_Y^2 dt \leq 3\mathbb{E} \int_0^\alpha \|\Psi(\xi_1 - \xi_2)(t)\|_Y^2 dt \\
+ 3\mathbb{E} \int_0^\alpha \left\|C_A \int_0^t T(t-s)(G(X(s, \xi_1)) - G(X(s, \xi_2)))ds\right\|_Y^2 dt \\
+ 3\mathbb{E} \int_0^\alpha \left\|C_A \int_0^t T(t-s)(F(X(s, \xi_1)) - F(X(s, \xi_2)))dW(s)\right\|_Y^2 dt \\
\leq 3\gamma^2\mathbb{E}\|\xi_1 - \xi_2\|_H^2 + 3\gamma^2\alpha\mathbb{E} \int_0^\alpha \|G(X(s, \xi_1)) - G(X(s, \xi_2))\|_H^2 ds \\
+ 3\gamma^2\mathbb{E} \int_0^\alpha \|F(X(s, \xi_1)) - F(X(s, \xi_2))\|_H^2 ds \\
\leq \delta^2\mathbb{E}\|\xi_1 - \xi_2\|_H^2
\]

for a constant \( \delta := \frac{\gamma^2 \sqrt{3(1 + 16\alpha)} L^2(\alpha^2 + 1)}{2} \), where \( L \) is the Lipschitz condition given in (5.1), and \( \gamma \) is the admissibility constant associated with the operators \( C \) and \( A \).

The following concept of observability is well known for deterministic linear systems.

**Definition 5.3.** Let \( C \in \mathcal{L}(D(A), Y) \) be an admissible observation operator for \( A \) and let \( \Psi \) be the associated extended output map. For \( \tau > 0 \), we say that \((C, A)\) is \( \tau \)-exactly observable if there exists a constant \( \gamma_\tau > 0 \) such that for any \( x \in X \), we have

\[
\int_0^\tau \|\Psi(x)(t)\|_Y^2 dt \geq \gamma_\tau^2 \|x\|_H^2.
\]

By analogy to the exact observability of linear systems, we introduce the following definition for semilinear stochastic systems.

**Definition 5.4.** Let the condition (5.1) be satisfied and assume that \( C \) is an admissible observation operator for \( A \). For some \( \tau > 0 \), we say that the system (1.4) is \( \tau \)-exactly observable if there exists a constant \( \kappa_\tau > 0 \) such that for any \( \xi_1, \xi_2 \in L^2_{\mathbb{P}}(\Omega, H) \),

\[
\|C_A X(\cdot; \xi_1) - C_A X(\cdot; \xi_2)\|_{L^2_{\mathbb{P}}(\Omega, Y)} \geq \kappa_\tau \|\xi_1 - \xi_2\|_{L^2_{\mathbb{P}}(\Omega, H)}.
\]

Now we can state the main result of this section.

**Theorem 5.5.** Let the condition (5.1) be satisfied and assume that the pair \((C, A)\) is \( \tau \)-exactly observable for some \( \tau > 0 \). Then there exists a constant \( \Theta_\tau > 0 \) such that the stochastic semilinear system (1.4) is \( \tau \)-exactly observable whenever the Lipschitz constant \( L < \Theta_\tau \).

**Proof.** Let \( \xi_1, \xi_2 \in L^2_{\mathbb{P}}(\Omega, H) \). By assumption, there exists \( \delta_\tau > 0 \) such that

\[
\mathbb{E} \int_0^\tau \|\Psi(\xi_1 - \xi_2)(t)\|_Y^2 dt \geq \delta_\tau^2 \mathbb{E}\|\xi_1 - \xi_2\|_H^2.
\]

On the other hand, we write the mild solution (5.2) as

\[
X(t; \xi) = T(t)\xi + \mathbb{K}_t(X(\cdot; \xi))
\]
Let \( \xi, \eta \in L^2_{\mathcal{F}_0}(\Omega, H) \). As in the proof of Theorem 5.2, Proposition 2.1, Proposition 2.13 and the estimate (5.3), we obtain

\[
\mathbb{E} \int_0^\tau \|C\lambda (\mathcal{K}_t(X(; \xi)) - \mathcal{K}_s(X(; \xi)))\|_\mathcal{F}^2 \, dt \leq a_2^2L^2\mathbb{E}\|\xi - \eta\|_H^2,
\]

for a constant \( a_2^2 := 2\gamma^2v_\tau(\tau^2 + \tau) \). Moreover, we have

\[
\mathbb{E} \int_0^\tau \|C\lambda X(t, \xi) - C\lambda X(t, \eta)\|_\mathcal{F}^2 \, dt \geq \mathbb{E} \int_0^\tau \|C\lambda T(t)(\xi_1 - \xi_2)\|_\mathcal{F}^2 \, dt
\]

\[
- \mathbb{E} \int_0^\tau \|C\lambda (\mathcal{K}_t(X(; \xi)) - \mathcal{K}_s(X(; \xi)))\|_\mathcal{F}^2 \, dt
\]

\[
\geq (\delta_\tau^2 - a_2^2L^2) \mathbb{E}\|\xi_1 - \xi_2\|_H^2
\]

\[
:= h(L)\mathbb{E}\|\xi_1 - \xi_2\|_H^2,
\]

where \( h(L) = \delta_\tau^2 - a_2^2L^2 \). The function \( h \) is continuous from \( \mathbb{R}^+ \) to \((-\infty, \delta_\tau^2]\) and strictly decreasing, hence it is bijective. Then there exists a unique \( \Theta_\tau > 0 \) such that \( h(\Theta_\tau) = 0 \). Hence \( h(L) > 0 \) whenever \( L < \Theta_\tau \). Thus the system (1.4) is \( \tau \)-observable whenever \( L < \Theta_\tau \). \( \blacksquare \)

**Example 5.6.** Let \( \partial = (0, \pi) \times (0, \pi) \), \( \Gamma \) be a open nonempty set of \( \partial \partial \), \( q(x) \) some polynomial with impair degree, and \( \eta_1, \eta_2 \in (0, +\infty) \). We consider the semi-linear Dirichlet boundary observation Schrödinger system

\[
(5.4)
\begin{align*}
\dot{X}(t, x) &= \left(-i\Delta X(t, x) + \eta_1(X(t, x))^3\right) \, dt \\
X(0, x) &= \xi(x), \\
\frac{\partial}{\partial \nu} X(t, x) &= 0, \\
Y(t, x) &= X(t, x) \\
&= \eta q(x) dW(t, x), \quad x \in \partial, \ t \geq 0, \\
&\in \partial \partial, \ t \geq 0, \\
&\in \Gamma, \ t \geq 0.
\end{align*}
\]

Define the state space \( H = L^2(\partial) \) and the control space \( U = L^2(\Gamma) \). Moreover, we consider the following operators

\[
A\psi = -i\Delta \psi, \quad D(A) = \left\{ \psi \in H^2(\partial) : \frac{\partial}{\partial \nu} \psi = 0 \right\}
\]

\[
C\psi = \psi|_\Gamma, \quad \psi \in D(A)
\]

\[
G(\psi)(x) = \eta_1(\psi(x))^3, \quad F(\psi)(x) = \eta q(\psi(x)), \quad x \in \partial, \ \psi \in H.
\]

Thus the system (5.4) takes the form of the abstract form (1.4). On the other hand, it is well-known that the operator \( A \) is skew-adjoint and generates a strongly continuous semigroup \( T := (T(t))_{t \geq 0} \) on \( H \). Moreover, according to [37, Proposition 3.2], there exists \( \tau > 0 \) such that \( (C, A) \) is \( \tau \)-exactly observable. In addition, the applications \( G, F : H \rightarrow H \) satisfy the condition (5.1). Now according to Theorem 5.5, the system (5.4) is \( \tau \)-exactly observable whenever \( \eta = \max(\eta_1, \eta_2) \) is small enough.
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