No Ward-Takahashi identity violation for Abelian tensorial group field theories with a closure constraint
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Abstract

This paper aims at investigating the nonperturbative functional renormalization group for tensorial group field theories with nontrivial kinetic action and closure constraint. We consider the quartic melonic just-renormalizable $[U(1)]^6$ model and show that due to this closure constraint the first order Ward-Takahashi identity takes the trivial form as for the models with propagators proportional to identity. We then construct the new version of the effective vertex expansion applicable to this class of models, which in particular allows to close the hierarchical structure of the flow equations in the melonic sector. As a consequence, there are no additional constraints on the flow equations, and then we can focus on the existence of physical Wilson-Fisher fixed-points solutions in the symmetric phase.
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1 Introduction

The quantum theory of gravitation or simply quantum gravity (QG), aiming to provide a unification between general relativity and quantum physics, is probably one of the major challenges of the century. Such a program is motivated as much by pure intellectual satisfaction as by the existence of real contact points, where quantum effects can no longer be neglected in the description of gravitational effects. This is notably the case where gravitational effects are strong enough, in the vicinity of black holes or similar compact astrophysical objects where the effects of gravity are strong, such as neutron stars, or below the Planck scale in the early universe (see \cite{1-3} and references therein). Note that there isn’t just one path to quantum gravity right now and a host of approaches compete with each other, or mutually enrich each other. Currently, the most active approach in terms of the number of researchers is string theory (the list of the references is so long and we consider just \cite{4}). However, other approaches have emerged from the ideas of quantification of gravity, the most dominant being the loop quantum gravity (LQG) \cite{5-6}. Group field theory (GFT) is one of the most popular syntheses of the canonical approach proposed by LQG. Historically it has been proposed as a field theoretical framework able to reproduce
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spinfoams amplitudes; without ambiguity on their relative weights, and thus suitable to discuss arbitrary large sums of such a spinfoam aiming to define a continuum limit \[7\]-\[10\]. It has also been shown that the GFT formalism corresponds to a second unification of the standard LQG \[11\]-\[12\]. In general, it was essential that having a formalism of field theory, and all the associated mathematical ingredients (for instance the renormalization) was great progress concerning the previous approaches, in particular in the perspective of describing a continuous limit. The underlying hope is to find a fundamental quantum theory that well describes the microscopic states of space-time; which are assumed to behave collectively following the Einstein equation of gravitation to some limit. Several steps have been taken in this direction, notably in the description of the primordial universe, and for the calculation of the entropy of an isolated horizon, \[13\].

In the absence of experiments, the best we may expect is a class of theories, all of which converge toward general relativity on a large scale. The most important tool to discuss universality about some scaling is probably the renormalization group (RG). The RG program for the quantum gravity model can be useful to explore the physical content of the theories, beyond the limits of exact methods. Such a program however has the advantage to be helpful: If (i) RG equations are easy to compute. (ii) If the approximations used to solve the flow equations are reliable. Therefore, before investigating the RG, the first ingredient we have chosen to do is to develop robust and reliable methods, allowing us to explore a large domain of the specific phase spaces of the theoretical models. This paper, like the ones cited on the same subject, aims to investigate such a methodology.

Tensorial group field theories (GFTs) are a recent proposal to tackle the issue of universality. They provide an example of mutual enrichment, as they combine ideas arising from random tensors and GFTs. In particular, they assume the idea that a special kind of invariance is required to make the theory power-countable. The existence of such a power counting in turn is the basic ingredient to define a renormalization group flow, suitable to describe large scale physics and phase transitions \[14\]-\[52\]. This special kind of invariance is called \textit{tensoriality} in the literature \[16\]-\[25\], and refers to the invariance of interactions for some continuous internal symmetry group. Moreover, it has been proved that endow GFTs from such an invariance, discard singular contributions in the corresponding spinfoams amplitudes \[53\]-\[60\]. The existence of phase transitions is at the heart of the commonly accepted scenario called ‘geometrogenesis’, corresponding to the condensation of an arbitrarily large number of microscopic degrees of freedom, as for quantum fluids, expected to behave as a (semi-) classical space-time \[35\]-\[52\]. Thus, investigations using renormalization group (RG) techniques, besides the mathematical requirement to have a well-defined theory at the microscopic scale (Bogoljubow-Parasjuk-Hepp-Zimmermann BPHZ theorems), aims to describe such condensation phenomena or to say if such a transition exists and on what parameters of the model are existence depends.

In the last decade, renormalization for TGFTs has been largely investigated; and has follows two complementary trajectories. Purely mathematical investigations through BPHZ theorems and constructive expansions \[26\]-\[34\] aiming to endow the framework with a solid mathematical background, and numerical investigations using the Wetterich non-perturbative RG formalism \[35\]-\[52\]. Note that the last one does not only concern TGFT, but other discrete gravity approaches like matrix and tensor models have been investigated using non-perturbative techniques \[61\]-\[84\] and references therein. The existence of Wilson-Fisher fixed points reminiscent of a second-order phase transition was a universal feature of all the most likely investigated models. Such a ‘super’ universality seemed to
be a basic feature of the specific non-locality used to define TGFT’s interactions, but on the other hand, did not provide any additional information likely to reduce the number of possible candidates [39]-[44]; beyond, for example, properties like asymptotic freedom, which also seemed an almost universal characteristic [36]-[39]. However, in a series of papers [45]-[52] see also [81]-[82], it has been shown that the current methodology used to solve the renormalization group equations could be improved in two ways. First, summing the most relevant sectors from the melonic one following a novel strategy called effective vertex expansion (EVE) [46]. Second, taking into account Ward-Takahashi (WT) identities in the construction of the approximate solution of the RG equation. The EVE provides a non-trivial way to close the infinite hierarchy of RG equations, and it has been proved that it extends maximally the landscape in the vicinity of the Gaussian fixed point in contrast with the crude truncation method. Taking into account the constraint coming from the WT identities it has been proved that all the non-Gaussian fixed points violate this constraint and no fixed points are expected at all (particularly for the quartic model [45]). From now the existence of a physical fixed point must require taking into account the natural constraints of the model given with the WT identities. In our previous investigation, we considered only models without Gauss closure constraint and we have already suspected that this closure constraint could make the Ward constraint obsolete, that is to say without effect on the Wetterich flow equations. In this manuscript we intend to respond to this assertion i.e. we investigate the compatibility with WT identities and the FRG solutions for $U(1)$-models and provide the argument in favor of this Gauss constraint for emergent quantum gravity models. Let us recall two essential points. First, the closure constraint is an additional symmetry constraint that is necessary, for instance, to interpret the Feynman amplitudes of the tensor model as the amplitudes of a discretized simplicial manifold issued from topological BF theories [85]-[86]. Also will help for the emergence of a well-defined metric on the space after possible phase transition. Second, once again, due to the closure constraint the usual version of the EVE as proposed in [45] need to be improved (the notion of the skeleton will be replaced by the topological skeleton) and we focus on the phase symmetry expansion.

The paper is organized as follows: In section (2) we provide a useful ingredient concerning the TGFTs formalism, the definitions which will be important throughout the manuscript. We also give a brief introduction on the FRG using the Wetterich formalism. In section (3) we study the FRG for our model. First, we establish the WT identities with new derivative techniques due to the appearance of the delta function in the propagator. We show that these identities are equivalent to the symmetric phase condition. The new version of the EVE is also given allows closing the hierarchical structure of the flow equations in the melonic sector. We also investigate the numerical solution of these flow equations and compare these with the one obtained with the usual truncation method. Section (4) is devoted to the conclusion and remarks. We give some appendices to elucidate the detailed computations using throughout the manuscript.

2 Technical preliminaries

The GFTs are statistical field theories on the group manifolds rather than standard quantum field theories on euclidean space. For the quantum gravity, the standard choices are $SU(2)$, $SL(2, \mathbb{R})$, $SL(2, \mathbb{C})$, $SO(4)$ or $SO(3, 1)$, depending if we work in 3 or 4-dimensional gravity, in euclidean or minkowskian signature. We expect however that the universal
features about RG flow depends essentially on dimensions and compactness of the group
manifolds, and weakly on the Lie algebra structure. In the UV regime, where our investiga-
tions work, one expects moreover that compactness is an irrelevant parameter, and the
essential ingredient is only the dimension of the Lie group, i.e. the number of Lie genera-
tors. Therefore, the behavior of the RG flow will be essentially the same for G = SU(2) and
G = (U(1))³, replacing the non-Abelian group SU(2) by 3 copies of the compact Abelian
group (U(1))³. For instance, the characteristics of the power counting are expected to be
the same, which can be established rigorously, see [26]-[34]. Then, the renormalization
properties can be proved rigorously, and in this paper, we will essentially focus on a just-
renormalizable abelian GFT based on the group U(1). However, some investigations will
also be carried out for non-abelian versions. We provide a short presentation of the (ten-
sorial) GFT formalism in this section. We especially recall all the elementary definitions
and statements useful for the rest of the paper, and we conclude with a presentation of the
(FRG) formalism.

2.1 Tensorial group field theory formalism
We consider a complex field \( \varphi, \bar{\varphi} \) over \( d \)-copies of a compact Lie group G,
\[
\varphi, \bar{\varphi} : G^d \rightarrow \mathbb{C}.
\] (1)
The configurations of the complex field \( \varphi \) are assumed to be randomly distributed, and the
generating functional:
\[
Z[J, \bar{J}] := \int [d\varphi][d\bar{\varphi}] \exp \left( -S[\varphi, \bar{\varphi}] + \int dg \bar{J}(g)\varphi(g) \right)\).
\] (2)
where \( J, \bar{J} : G^d \rightarrow \mathbb{C} \) are complex source fields; \( g := (g_1, \cdots, g_d) \in G^d \), and \( dg := \prod_{i=1}^{d} dg_i \),
'dg' being the standard normalized Haar measure on the group manifold G (\( \int dg = 1 \)).
In the quantum gravity context, the field \( \varphi \) is endowed with a discrete \((d-1)\)-simplex
interpretation; and perturbative expansions are expect to reproduce spin-foam amplitudes,
labeled with 2-complex graphs dual to \( d \)-dimensional cellular decomposition. Because such
a cellular decomposition is made of a set of glued \( d \)-simplices, action \( S \) must have to encode:
- How to glue \((d-1)\)-simplices to build \( d \) simplices,
- How to glue \( d \)-simplices.
These two requirements ensure that interactions in \( S \) cannot be local in the usual sense.
However, it has been showed that among the different prescriptions that we can imagine,
there is one that looks better than the others called tensorial invariance, especially in
gard to properly construct a RG program. To briefly review it, note that there is a
natural symmetry acting on the components \( \varphi(g) \) of the complex field. At the classical
level, for \( \varphi \in L^2(G^d) \), it corresponds to unitary transformations \( U : L^2(G^\otimes d) \rightarrow L^2(G^\otimes d) \),
acting independently on each group argument of fields:
\[
U[\varphi](g) := \int dg' \left[ \prod_{i=1}^{d} U^{(i)}(g_i, g'_i) \right] \varphi(g').
\] (3)
A tensorial interaction \( \mathcal{V}[\varphi, \bar{\varphi}] \) is invariant under such a transformation,
\[
\mathcal{V}[U[\varphi], U[\bar{\varphi}]] = \mathcal{V}[\varphi, \bar{\varphi}] \]. (4)
Moreover, any suitable interaction is assumed to admit an expansion in power of fields, so that $V[\varphi, \bar{\varphi}]$ can be viewed as a sum of monomials. Tensorial invariance requires that each term of the expansion must have the same number of fields $\varphi$ and $\bar{\varphi}$, say for instance $n$. To be unitary invariant, interaction has to be such that group arguments are contracted pairwise between fields $\varphi$ and $\bar{\varphi}$ with Dirac delta $\delta(g_i(g_i)^{-1})$, the notation $\bar{g}_i$ referring to group arguments of the conjugate field $\bar{\varphi}$. As an example:

$$V^{(4)}_{\text{melol}}[\varphi, \bar{\varphi}] = \int d\mathbf{g} d\mathbf{g}' \varphi(g_1, g_2, g_3) \bar{\varphi}(g_1, g_2, g_3) \varphi(g_1', g_2', g_3') \bar{\varphi}(g_1', g_2, g_3).$$

(5)

Tensorial interactions can be conveniently pictured as $d$-colored bipartite regular graphs as follow:

1. We associate black and white nodes to the fields $\varphi$ and $\bar{\varphi}$ respectively,
2. We hook $d$ colored open edges to each node, materializing the $d$ arguments $g_1, \ldots, g_d$,
3. We hook the colored edges pairwise between black and white nodes accordingly to their colors.

Figure 1 provides some examples for $d = 3$. This tensorial invariance requirement defines our choice of the theory space. Note that a tensorial invariant can be connected or not following what its corresponding graph is. The second graph on Figure 1 provides an example of a disconnected graph, and we have the following definition:

**Definition 1.** We call bubbles the connected tensorial invariants, whose corresponding graphs are made of a single connected component.

This definition is especially important in regard to renormalization, because it allows to define a locality prescription [42]-[52]:

**Definition 2.** For GFTs, connected bubbles are said to be locals. In the same way any functional $V[\varphi, \bar{\varphi}]$ which expands in terms of bubbles is said to be a local functional.

If the action $S$ expands only in terms of tensorial invariant, the corresponding GFT is simply tensorial. For renormalization investigations, however, it is suitable to break the global unitary invariance at the kinetic level, and we choose for the kinetic action:

$$S_{\text{kin}}[\phi, \bar{\phi}] = \int_{G^d} d\mathbf{g} \bar{\varphi}(\mathbf{g}) \left(-\Delta_{\mathbf{g}} + m^2\right) \varphi(\mathbf{g}),$$

(6)

where $\Delta_{\mathbf{g}}$ is the Laplace-Beltrami operator over the group manifold $G^d$. Except the kinetic contribution, all the remaining interactions (involving more than two fields) will taken to
be unitary invariant. In the next section we provide some basics about Feynman graphs, power counting and renormalization. As we will recall, the most divergent sector say melonic is built from a special class of Feynman graphs called melons. These melons in turns have to made only with melonic bubbles. We have the following definition:

**Definition 3.** Any melonic bubble \( b_\ell \) of valence \( \ell \) may be deduced from the elementary melon \( b_1 \):

\[
b_1 := \begin{array}{c}
\includegraphics[width=1cm]{melon}
\end{array},
\]

replacing successively \( \ell - 1 \) colored edges as follows, defining the \((d - 1)\)-dipole insertion operator \( \mathcal{R}_i \):

\[
\begin{array}{c}
\includegraphics[width=1.5cm]{dipole}
\end{array} .
\]

In formula: \( b_\ell := \left( \prod_{\alpha=1}^{\ell-1} \mathcal{R}_i \right) b_1 \).

The first and third bubbles on Figure 1 are melons. For our nonperturbative investigations, we especially focus on a sub-sector of the melons, said non-branching:

**Definition 4.** A non branching melonic bubble of valence \( \ell \), \( b_\ell^{(i)} \) is labeled with a single index \( i \in [1, 6] \), and defined such that:

\[
b_\ell^{(i)} := (\mathcal{R}_i)^{\ell-1} b_1 .
\]

Figure 2 provides the generic structure of melonic non-branching bubbles.

Finally, we focus in this paper on GFT endowed with a specific gauge invariance called closure constraint or Gauss constraint. As we mention in the introduction, this constraint comes from LQG, and is expressed as

\[
\phi(g_1, \cdots, g_d) = \phi(g_1 h, \cdots, g_d h), \quad \forall h \in G^d .
\]

This condition has to be included in the definition of the partition function (2), but we may carefully introduce this because the propagator corresponding to the kinetic action (6) is not invertible from projection into the gauge-invariant fields subspace. A common way to solve this difficulty is to define the (gauge-invariant) bare propagator \( C(g, g') \) as:

\[
C(g, g') = \left( \hat{P} + \frac{1}{\Delta_g + m^2} \right) (g, g') ,
\]

where the projector \( P \) is defined as:

\[
\hat{P}(g, g') := \int dh \prod_{i=1}^{d} \delta(g_i h g_i^{-1}) ,
\]
which becomes important in the definition of the Feynman amplitude from Wick theorem. It is formally equivalent to write the partition function \( Z \) as:

\[
Z[J, \bar{J}] = e^{\int d^g g^* C(g, g') \frac{\delta}{\delta \phi(g)} \exp \left( -S_{\text{int}}[\phi, \bar{\phi}] + \int d g J(g) \phi(g) + \int d g \bar{\phi}(g) J(g) \right) \bigg|_{\phi = \bar{\phi} = 0},
\]

where \( S_{\text{int}} \) contain only monomials of valence higher than 2. This relation may be simply obtained and for more detail see [34]. Now we provide the notion of Feynman graphs and the power counting of our model.

### 2.2 Feynman diagrams and power counting

The partition function \( Z \) as well as correlations functions expand perturbatively in power series involving Feynman amplitudes \( A_G \) generally are divergent. The Feynman graphs \( G \) indexing the amplitudes of the perturbation theory are 2-simplexes, i.e. a set of vertices, edges and faces: \( G := (V, L \cup L_{\text{ext}}, F \cup F_{\text{ext}}) \). We denote as \( V, L, L_{\text{ext}}, F \) and \( F_{\text{ext}} \) respectively the number of vertices, internal edges, external edges, internal faces and external faces. Note that we attribute the color zero for the propagator edges. Moreover, the edges and faces are of two types, internals and externals, the last ones being labeled with an index \text{“ext”}. We recall that the faces are defined as follow:

**Definition 5.** A face is a maximal bi-colored subset of edges, including necessarily the color zero attributing to the Wick contractions. The set builds a cycle, which can be closed or open, respectively for closed and open faces. The set of zero-colored edges along the cycle define the boundary \( \partial f \) of the face \( f \), and its length is equal to the number of internal zero colored edges along with it.

We moreover recall that the set of nodes hooked with an external edge are said external nodes, and the vertices hooked to them are external vertices. Figure (3) provides an example of a Feynman diagram, where propagators are materialized with dotted edges. A specificity of tensorial group field theory is that they are power countable. The most divergent diagrams define the melonic sector, and melonic diagrams can be defined recursively as for melonic bubbles (definition 3), including edges of color zero in the recursion. They moreover satisfy the following lemma:

**Lemma 1.** Let \( G \) be a melonic 1PI \( 2N \)-points diagram with more than one vertex. The external black and white nodes allows to build \( N(d - 1) \)-dipoles. There are moreover \( N \) external faces of the same color, whose boundaries connect to pairwise external nodes of different external \( (d - 1) \)-dipoles.

A proof of this lemma is given in Appendix A for the quartic melonic model. Before move on the power counting and specify the relevant models for this paper, we add two important definitions, the sum of two bubbles and the boundary of a Feynman graph:

**Definition 6.** Let \( b_2^{(i)} \) and \( b_2^{(j)} \) two bubbles. Let \( n \in b_2^{(i)} \) and \( \bar{n} \in b_2^{(j)} \) two white and black nodes and \( e \) a dotted edge joining together with these two nodes. The connected sum \( b_2^{(i)} *_{\bar{n} n} b_2^{(j)} \) is defined as the bubble obtained from the two following successive moves:

1. Deleting the edge \( e \)
2. Connecting together the colored edges hooked to \( n \) and \( \bar{n} \) following their respective colors
Definition 7. Let $G$ be a connected Feynman graph with amputated of its external edges. Let $\partial n$ the set of external nodes (i.e. nodes hooked to external edges), $F' = \{ f' \}$ the set of external faces and $\partial f'$ the boundary of $f'$. The boundary graph $\partial G$ of $G$ is the $d$-colored bipartite regular graph build as follows:

1. set $(n, \bar{n}) \in \partial n$ two boundary nodes respectively black and white.
2. set $\partial_{n\bar{n}} F' \subset \partial F'$ the subset of boundaries having the couple $(n, \bar{n})$ as boundaries.
3. For each path $\partial f' \in \partial_{n\bar{n}} F'$ we create an edge of color $c(f')$ between $n$ and $\bar{n}$.
4. and so one for each pair $(n, \bar{n}) \in \partial n$.

Divergences can occur and require renormalization to well define the theory. For a compact Lie group, the divergent degree $\omega(G)$ for the graph $G$ is uniformly bounded by the power counting $[42]-[52]$.

Theorem 1. The Abelian power counting $\omega(G)$ for the graph $G$ is given by:

$$\omega(G) = -2L(G) + D(F(G) - R(G)),$$

(14)

where $D$ is the dimension of the group $G$, and $R$ the rank of the adjacency matrix $\epsilon_{ef}$, such that $\epsilon_{ef} = \pm 1$ for $e \in \partial f$ and 0 otherwise; the sign depending on the relative orientation of the face $f$.

Note that the rank $R$ comes from the Gauss constraint, which improves the power counting for an unconstrained model. We have the following theorem (see $[31]$ for more detail).

Theorem 2. The Abelian quartic melonic model with closure constraint in dimension $d = 6$ is just renormalizable.

The model we consider in this note is the $\varphi^4$ model in dimension $d = 6$ i.e. defined in the 6-copy of the group $U(1)$. Then the field can be decomposed along the Fourier modes $\{ e^{i \sum_{j=1}^d p_j \theta_j} \}$, for $\theta_j \in [0, 2\pi]$ and $p_j \in \mathbb{Z}$:

$$\varphi(g) = \sum_{p \in \mathbb{Z}^d} T_p e^{i p \cdot \theta}, \quad \bar{\varphi}(g) = \sum_{p \in \mathbb{Z}^d} \bar{T}_p e^{-i p \cdot \theta},$$

(15)

\footnote{Because the graph of a complex model is orientable, we can fix the sign to be 1 everywhere.}
where \( p = (p_1, \cdots, p_d) \), \( \theta = (\theta_1, \cdots, \theta_d) \) and \( p \cdot \theta := \sum_j p_j \theta_j \). It is suitable to work with Fourier components \( T_p \) (resp. \( \bar{T}_p \)) rather than original fields \( \varphi \) (resp. \( \bar{\varphi} \)). Under these considerations, the bare propagator reads as a diagonal matrix \( C(p, p') = \delta_{pp'} C(p) \), with

\[
C(p) = \frac{\delta \left( \sum_j p_j \right)}{Z_{-\infty} p^2 + Z_2 m_0^2},
\]
the delta ensuring closure constraint; and the interaction part of the action being:

\[
S_{\text{int}}[T, \bar{T}] = Z_4 \lambda_4 \sum_{i=1}^{6}.
\]

In these equations, \( Z_{-\infty} \), \( Z_2 \), and \( Z_4 \) denote respectively the wave function, mass and couplings counter-terms. The renormalizability theorem states that there exists a (not unique) choice of such a counter-terms which cancel all the high-momenta divergences arising in the perturbative expansion, up to a suitable regularization of large momenta sums. Note also that the index “\( -\infty \)” refers to the fact that the finite part of the counter-terms is fixed in the deep infrared limit through some renormalization conditions and we provide this explicitly in section 3. Besides this theorem provides no indications on the behavior of the RG flow and the underlying effective physics. This is why we move on to the nonperturbative technique as the Wetterich formalism.

### 2.3 Functional renormalization group for TGFTs

The renormalization group flow describes evolution of couplings through the effective action when UV degrees of freedom are integrated out. The FRG formalism is the most powerful tool to address nonperturbative issues. The formalism is aiming to construct a smooth interpolation, depending on a unique scale parameter \( k \), between a microscopic action in the deep UV (\( k = \Lambda \)) to an effective action \( \Gamma \) in the deep IR (\( k = 0 \)). For a just-renormalizable models, the microscopic scale \( \Lambda \) becomes irrelevant, and may be removed in the continuum limit \( \Lambda \to \infty \). For \( k \in ]0, \Lambda[ \), between boundaries, we deal with an effective object \( \Gamma_k \), which is nothing but the effective action at scale \( k \) for the integrated-out degrees of freedom. It is defined as a slightly modified Legendre transform:

\[
\Gamma_k[M, \bar{M}] + R_k[M, \bar{M}] = \sum_p \bar{J}_p M_p + \sum_p \bar{M}_p J_p - W_k[J, \bar{J}],
\]

where we introduced:

- \( W_k[J, \bar{J}] \) as the free energy of the integrated degrees of freedom; formally given by the logarithm of the partition function:

\[
Z_{k}[J, \bar{J}] = e^{-S_{\text{int}}[T, \bar{T}] - R_k[T, \bar{T}]} \sum_p \frac{\partial}{\partial T_p} C_p \left. \right|_{T=\bar{T}=0} \exp \left( -S_{\text{int}}[T, \bar{T}] - R_k[T, \bar{T}] + \sum_p \bar{J}_p T_p + \sum_p \bar{T}_p J_p \right)\bigg|_{T=\bar{T}=0}.
\]

- The classical fields \( M \) and \( \bar{M} \) are themselves tensor fields, defined as:

\[
M_p := \frac{\partial W_k}{\partial J_p}, \quad \bar{M}_p := \frac{\partial W_k}{\partial J_p}.
\]
The $R_k$-term in the definition (18) adds like a scale dependent mass, which decouple the low energy modes ($p^2 < k^2$) from long distance physics whereas large energy modes remains less massive. Physically, the regulator ensures that the following boundary conditions hold:

$$\Gamma_{k>\Lambda} \to S, \quad \Gamma_{k=0} = \Gamma.$$  

(21)

Explicitly, $R_k$ is given in the Fourier modes as:

$$R_k[T, \bar{T}] := \sum_p \bar{T}_p r_k(p^2) T_p.$$  

(22)

The function $r_k(p^2)$ being positive defined, and having to satisfy some requirement in regard to the boundary conditions (21), among them:

1. $\lim_{k \to \Lambda} r_k(p^2) \gg 1$,
2. $\lim_{k \to 0} r_k(p^2) = 0$,
3. $r_k(p^2 > k^2) \simeq 0$.

Because of the definition (18), the effective 2-point function $G_k$ have to be related with the second derivative of the classical action $\Gamma_k^{(2)} := \partial_M \partial_{\bar{M}} \Gamma_k$ as:

$$G_k(p, p') := \left( \Gamma_k^{(2)} + r_k \right)^{-1}(p, p').$$  

(23)

The effective average action moves through the theory space with the running scale $k$, and its evolution obeys the exact flow equations known as Wetterich-Morris equation [92]-[99]:

$$\dot{\Gamma}_k = \sum_{p \in \mathbb{Z}^d} \dot{r}_k(p^2) \left( \Gamma_k^{(2)} + r_k \right)^{-1}(p, p'),$$  

(24)

where the dot designates the derivative with respect to the normal coordinate along with the flow: $s := \ln k/\Lambda$. Despite its apparent simplicity, equation (24) works in an infinite-dimensional functional space and is hard to solve even for simple models. We generally use approximations for any nonperturbative information about the RG flow. Note that the Abelian model that we consider has been already studied in [43], using the crude truncations methods, which consist to imposes $\Gamma_k^{(2n)} = 0$ for $n$ large enough. The conclusion in the large $k$ regime was the existence of a non-perturbative Wilson-Fisher fixed point, reminiscent of a second-order phase transition scenario. In this paper, we construct a new version of the EVE applicable to the model defined with the closure constraint. Note that the EVE technique is developed through a recent series of papers [45]-[52], allowing to truncate ‘smoothly’ in the theory space around the marginal sector; and to capture the full melonic sector through a closing technique. This will be the topic of the Section 3 below.

To close this section, let us add a remark about the notion of scaling dimension. It is well known in standard quantum field theories (QFTs), that dimensions of the interactions are closely related to their power-counting renormalizability. The interactions with positive or vanishing (momentum) dimensions are renormalizable, while the ones with negative dimensions are non-renormalizable. For GFTs, however, there are no references scale a priori in the classical action (17), and the sums over $\mathbb{Z}^d$ are dimensionless. There are
two ways to introduce a dimension in the QFT framework and recover the standard classification following the dimension of the couplings. The first one is to make contact with physical quantities. In particular, for non-Abelian models over SU(2), the spectrum of the Laplacian is as well the spectrum of the area operator of the LQG, providing it with a dimension 2. The second strategy is to define the dimension from the behavior of the renormalization group flow itself. Indeed, for a just-renormalizable model, one expects the existence of a leading logarithm behavior to each order of the perturbative expansion. Thus, because they scale as $\Lambda^0$ with respect to some UV cut-off $\Lambda$, we attribute to them a scaling dimension zero. Next, it can be checked that any leading order $N$-points function made only with 4-points melonic bubbles have to scale as $\Lambda^{-\omega}$ (see [34] for more detail), with

$$\omega = 4 - N$$  \hspace{1cm} (25)

This, for instance, defines the scaling dimension of the mass term, the corresponding quantum corrections coming from $N = 2$ diagrams, the dimension of $m^2$ must be 2. Moreover, all the couplings involving more than 4 fields have a negative dimension, which is in agreement with our interpretation about a just-renormalizable theory (for an extended discussion, the reader may consult [46]).

3 Melonic RG solution

The difficulty to solve the RG equation (24) can be recognized from the observation that; taking successive derivatives with respect to $M$ and $\bar{M}$; we can obtain the flow equations for $\Gamma_k^{(n)}$ in terms of $\Gamma_k^{(n+2)}$, $\Gamma_k^{(n)}$ and so on. Then, the solution of the flow equation (24) requires in principle to solve an infinite hierarchy; with an infinite number of initial conditions. Then some approximations are required to extract any nonperturbative information on the true behavior of the RG flow. An approximate solution can be constructed by projection into a suitable subspace. Generally, this subspace is spanned with a finite number of couplings; and focus on a finite number of interactions, and thus to impose $\Gamma_k^{(n)} = 0$ for $n$ large enough. The originality of the EVE approach is to truncate around a sector, without cutting on $n$; but spanned with relevant and marginal couplings only. Moreover in this approach, effective vertices are no longer cut around zero momenta, and the full momentum dependence is kept. Using this non-trivial breakthrough, the singularity line arising from the computation of the anomalous dimension within a crude truncation disappears. The price to pay is that our investigations have to focus on the intermediate regime $\Lambda \gg k \gg 1$ called UV domain; far from UV regime to ensure the large $N$-limit; but far enough from the deep UV so that we have left the transient regime on which the flow is well parameterized by the relevant and marginal interactions through the large river effect [103]. There are two additional internal approximations with our method. First, we focus on the symmetric phase, defined as the region of the full phase space where an expansion around vanishing classical fields $M = \bar{M} = 0$ holds. This simplification, in particular, ensures the following property for the effective 2-point function (23):

**Property 1.** In the symmetric phase, all the odd effective vertex functions, having not the same number of derivatives with respect to $M$ and $\bar{M}$ vanish. Moreover, the effective 2-point function $G_k(p, p')$ is diagonal:

$$G_k(p, p') := G_k(p)\delta_{pp'}.$$  \hspace{1cm} (26)
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See [46–47] for more details. The previous statement ensures in particular that $\Gamma_k^{(n)}=0$ for $n=2p+1$. Moreover, note that because of the closure constraint, we must have $G_k(p) \propto \delta(\sum_i p_i)$. In general, for effective vertex $\Gamma_k^{(2n)}$ we must have:

**Property 2.** In the symmetric phase, all the effective vertices $\Gamma_k^{(2n)}(p_1, \cdots, p_{2n})$ are such that $\sum_{i=1}^{d} p_{\ell i} = 0 \forall \ell \in [1, 2n]$.

This property comes straightforwardly from the observation that each Wick contraction with the propagator $\langle \rangle$ project “on the right and the left”. Hence, because external fields are necessarily contracted with a propagator, their arguments are de facto constraint to have a vanishing sum $[38]$.

The second approximation is that we work on the non-branching sector defined in $[4]$. This can be justified from the observation that all the effective vertices can be labeled with a bubble corresponding to the pattern of contractions of external momenta. It corresponds to the boundary graph in the sense of definition $[2.2]$ of any Feynman graph contributing to the perturbative expansion of such an effective vertex. In the melonic sector, all the boundaries are melonic bubbles following the definition $[3]$. Moreover, it can be checked recursively that, starting with effective vertices indexed with non-branching melonic bubbles, we can not generate leading order one-loop contributions outside of the non-branching subspace (our explicit computations in this section supporting this argument). Up to these approximations, EVE method aims to close the infinite hierarchy arising from the exact RG flow equation $[24]$ using the recursive definition of melons. In the functional space, these take the form of non-trivial relations between effective vertices, all of them $\Gamma_k^{(2n)}$ for $n > 2$ being expressed in terms of $\Gamma_k^{(4)}$ and $\Gamma_k^{(2)}$ only, closing the hierarchy in around the marginal interaction without sharp restriction on the momentum dependence of vertices and their number. Only the initial conditions are imposed, the flow being initialized as close as possible to the renormalizable sector. Now let us defined the symmetry invariance of our model through the WT identities.

### 3.1 Ward-Takahashi identities

In this section, we derive the WT identities for our model defined in the relation $[2]$. As we explained above (see section $[2.1]$), due to the gauge-invariant condition (the closure constraint) the ordinary method to derive these identities $[87–91]$ see also $[93–96]$, need to be revisited with great care. Our starting point is to rewrite the equivalent relations of $[4]$ in the dual space $\mathbb{Z}^D$ and work with the Fourier components $T_p$ and $\tilde{T}_p$ as:

\[
T'_p = [UT]_{p_1, \cdots, p_d} = \sum_{q} \left[ \prod_{i=1}^{d} U_{i,p,q_i} \right] T_{q_1, \ldots, q_d} \tag{27}
\]

\[
\tilde{T}'_p = [TU]_{p_1, \cdots, p_d} = \sum_{q} \left[ \prod_{i=1}^{d} \tilde{U}_{i,p,q_i} \right] \tilde{T}_{q_1, \ldots, q_d} \tag{28}
\]

where $q = (q_1, \ldots, q_d)$. For tensorial group field theory, the interaction terms in the action are built such that it remains invariant under the unitary symmetry i.e. $[US_{int}] = S_{int}$. This is not the case for the kinetic term, due to the nontrivial propagator $[5]$. We have the

---

$\text{Note that in the case of trivial propagator the kinetic action is invariant only in the initial condition on the flow i.e. in the UV regime. This invariance is broken due to the appearance of the regulator.}$
following statement: Instead of considering the global transformation on all the indices of the tensor, we can just work with a particular index $i$ and the final result will be, such that the variation of the action becomes:

$$\delta^{(i)} S = \sum_{i=1}^{d} \delta^{(i)} S,$$

(29)

where $\delta^{(i)} S$ is the variation of the action under the global transformation $U(N) \otimes U(N) \cdots \otimes U(N) := U(N)^{\otimes d}$ and $\delta^{(i)} S$ is the variation of the action under $U(N)$ transformation acting on the index $i$ of the tensor. To be more precise, note that this property is satisfied only if we consider the infinitesimally first order $U(N)$ transformation. Remark that by considering the $m$ order Taylor expansion of $U_{i,p,p_i}$ we can generalize the relation (29) as

$$\delta^{(i)} S = \sum_{i_1 \neq i_2 \neq \cdots \neq i_m = 1}^{d} \delta^{(i_1, \cdots, i_m)} S,$$

(30)

The starting point to derive the Ward identities is to provide the variation of the partition function under this unitary transformation. Because the inverse of the propagator is not well defined, we use the following identity

$$Z_k[J, \bar{J}] = e^{\sum_{p} \frac{\partial}{\partial \mathcal{S}(p)} \mathcal{S}(p) - \sum_{i \neq 1}^{J} \mathcal{S}(p) \mathcal{S}(p')} e^{-S_{int}[T,T] - R_k[T,T] + T \cdot J + \bar{J} \cdot T} |_{T=T=0},$$

(31)

where $\bar{T} \cdot J + \bar{J} \cdot T = \sum_{p} (\bar{T}_p J_p + \bar{J}_p T_p)$ . We shall focus on the first index $i = 1$ and we denote by $U_1$ the transformation acting on the fields $T$ and $(\bar{T}, resp.)$. From the previous relations, we get the partial derivative with respect to tensor components transformation laws given by:

$$\frac{\partial}{\partial T_p} = \sum_{p_i} U_{p_i}^{-1} \frac{\partial}{\partial T_{p_i} \mathcal{S}}, \quad \frac{\partial}{\partial \bar{T}_{p_i}} = \sum_{p_i} \bar{U}_{p_i}^{-1} \frac{\partial}{\partial \bar{T}_{p_i} \mathcal{S}},$$

(32)

where we define $\mathcal{S} = (0, p_2, \ldots, p_d)$. The $U_1$ infinitesimal transformation can be written as:

$$U_{1,p_1p'_1} \simeq \delta_{p_1p'_1} + \epsilon_1 \delta_{p_1p'_1} + O(\epsilon_1^2), \quad \bar{U}_{1,p_1p'_1} \simeq \delta_{p_1p'_1} + \epsilon_1 \delta_{p_1p'_1} + O(\epsilon_1^2),$$

(33)

where $\epsilon$ is infinitesimal anti-hermitian operator corresponding to the generator of unitary group element $U_1$, then, $\epsilon_1^* = -\epsilon_1$. Acting $U_1$ on the first tensor index, allow us get the following transformations:

$$\frac{\partial}{\partial T} \mathcal{C} \frac{\partial}{\partial T} = \frac{\partial}{\partial T} \mathcal{C} \frac{\partial}{\partial T} + \sum_{p,p' \neq 1} \delta_{p,p'} \left[ \frac{\partial}{\partial T} \mathcal{C}(p) - \mathcal{C}(p') \right] \frac{\partial}{\partial \bar{T}_{p'}} \epsilon_1 \delta_{p_1p'_1},$$

(34)

$$R_k \rightarrow R_k + \sum_{p,p' \neq 1} \prod_{j \neq 1} \delta_{p_jp'_j} T_{p'} \left[ r_k(p^2) - r_k(p'^2) \right] \bar{T}_{p} \epsilon_1 \delta_{p_1p'_1},$$

(35)

$$F \rightarrow F + \sum_{p,p' \neq 1} \prod_{j \neq 1} \delta_{p_jp'_j} \left[ J_{p} T_{p'} - \bar{T}_{p} J_{p'} \right] \epsilon_1 \delta_{p_1p'_1},$$

(36)

where we adopt the following notations:

$$\sum_{p} \frac{\partial}{\partial T_p} \mathcal{C}(p) \frac{\partial}{\partial T} = \frac{\partial}{\partial T} \mathcal{C} \frac{\partial}{\partial T}, \quad F = \bar{T} \cdot J + \bar{J} \cdot T, \quad R_k[T,T] = R_k.$$

(37)
Now the total variation of the partition function under $U$ transformations in the first order of the parameter $\epsilon$ becomes

$$
\delta Z_k = \sum_{i=1}^{d} \exp \left( \frac{\partial}{\partial T} C \frac{\partial}{\partial T} \right) \left\{ \sum_{p, p'} \prod_{j \neq i} \delta_{p, p'} \left[ \frac{\partial}{\partial T} \Delta C(p, p') \frac{\partial}{\partial T'} + \bar{T}_p'(r_k(p^2) - r_k(p'^2)) \bar{T}_p \right] 
\left( \bar{J}_p T_{p'} - \bar{T}_p J_{p'} \right) \right\} \epsilon_{i, p, p'} e^{-S_{int} - R_k + F} \bigg|_{T=T=0} = 0
$$

(38)

where $\Delta C(p, p') = C(p) - C(p')$. The identity given in (38) is independent to the generator $\epsilon$ of the $U(N)$ transformation and therefore is independent for all indices $i = 1, 2, \cdots d$. Then by setting $i = 1$ we get the following relation:

$$
\exp \left( \frac{\partial}{\partial T} C \frac{\partial}{\partial T} \right) \sum_{p, p'} \prod_{j \neq 1} \delta_{p, p'} \left[ T_{p'} J_p - \bar{T}_p J_{p'} \right] e^{-S_{int} - R_k + F} \bigg|_{T=T'=0} = 0.
$$

(39)

Note that in the previous relation we have deleted the quantities $\frac{\partial}{\partial T'} \Delta C(p, p') \frac{\partial}{\partial T'}$ and $\bar{T}_p'(r_k(p^2) - r_k(p'^2)) \bar{T}_p$ because of the closure constraint. Then (39) can be simply re-expressed as follows:

$$
\sum \prod_{p, p'_j \neq 1} \delta_{pp'} \left[ \bar{J}_p \exp \left( \frac{\partial}{\partial T} C \frac{\partial}{\partial T} - S_{int} - R_k + F \right) T_{p'} 
\right. 
\left. - J_{p'} \exp \left( \frac{\partial}{\partial T} C \frac{\partial}{\partial T} - S_{int} - R_k + F \right) \bar{T}_p \right] \bigg|_{T=T'=0} = 0.
$$

(40)

Finally after few algebraic computation, in terms of the generator of the connected Green function $W_k$ we get the relation:

$$
\sum \prod_{p, p'_j \neq 1} \delta_{pp'} \left[ \bar{J}_p \frac{\partial}{\partial J_{p'}} - J_{p'} \frac{\partial}{\partial J_p} \right] e^{W_k} = 0,
$$

(41)

and the following result holds:

**Theorem 3.** The first order WT identities of the model defined by (2) are given by the following relation

$$
\mathcal{I}_i = \sum_{p, p'_j \neq i} \delta_{p, p'} \left[ J_{p'} M_{p} - M_{p} J_{p'} \right] = 0,
$$

(42)

where $M_{p'} = \frac{\partial W_k}{\partial J_{p'}}$, $\bar{M}_p = \frac{\partial W_k}{\partial \bar{J}_p}$ are the mean fields.

Let us remark that the above identity given in the relation (42) is irrelevant in our analysis i.e., this identity is trivial and can not contribute as a new constraint in the Wetterich flow equation. To be more precise, computing the first-order derivative with respect to $J$ and $\bar{J}$ of (42) leads to

$$
G_k(p, p') = G_k(p) \delta_{pp'},
$$

(43)

which corresponds to the symmetric phase condition. Now let us investigate the same computation by taking into account the second order expansion of the $U(N)$ transformation.
as:

\[ U_{i,p,p'} \simeq \delta_{p,p'} + \epsilon_{i,p,p'} + \frac{1}{2} \sum_{q} \epsilon_{i,p,q} \epsilon_{i,q,p'} + O(\epsilon^3), \quad (44) \]

\[ \bar{U}_{i,p,p'} \simeq \delta_{p,p'} + \epsilon_{i,p,p'} + \frac{1}{2} \sum_{q} \epsilon_{i,p,q} \epsilon_{i,q,p'} + O(\epsilon^3). \quad (45) \]

The full variation of the action becomes \( \delta^{(i,j)} S = \sum_{i \neq j}^d \delta(i,j) S \). Then, by setting \( (i, j) = (1, 2) \), the variation of the partition function may be written as

\[ \delta Z_k = 0 \Leftrightarrow \mathcal{I}_1 \epsilon_1 + \mathcal{I}_2 \epsilon_2 + \mathcal{I}_{11} \epsilon_1 \epsilon_2 + \mathcal{I}_{22} \epsilon_1 \epsilon_2 = 0, \quad (46) \]

where the first order WT identity given in (42) is well satisfied and corresponds to \( \mathcal{I}_1 = 0 \) and \( \mathcal{I}_2 = 0 \). By taking into account only the second order terms on \( \epsilon \), we obtain new identities that we denote by second order WT identities, i.e. \( \mathcal{I}_{12} = 0, \mathcal{I}_{11} = 0, \mathcal{I}_{22} = 0 \), where

\[ \mathcal{I}_{12} = \sum_{p_{\perp \perp} = p_{\perp \perp}} \sum_{q_{\perp \perp} = q_{\perp \perp}} \delta_{p_{\perp \perp} p'_{\perp \perp}} \delta_{q_{\perp \perp} q'_{\perp \perp}} \left( \bar{J}_p \bar{J}_q G_k^{(0,2)}(q'; p') + M_p M_q \bar{J}_p \bar{J}_q - \bar{J}_p \bar{J}_q G_k^{(1,1)}(q'; p') \right) \]

\[ - \bar{J}_p \bar{J}_q M_p M_{p'} - J_p J_q G_k^{(1,1)}(p; q') - M_p M_q J_p J_q + J_p J_q G_k^{(2,0)}(p; q) + J_p J_q M_p M_q \]

\[ + \sum_{p_{\perp \perp} = p_{\perp \perp}} \delta_{p_{\perp \perp} p'_{\perp \perp}} (\bar{J}_p M_{p'} + M_p J_{p'}) \delta_{p_{\perp \perp} p'_{\perp \perp}} \delta_{p_{\perp \perp} p'_{\perp \perp}} \quad (47) \]

\[ \mathcal{I}_{11} = \sum_{p_{\perp \perp} = p_{\perp \perp}} \sum_{q_{\perp \perp} = q_{\perp \perp}} \delta_{p_{\perp \perp} p'_{\perp \perp}} \delta_{q_{\perp \perp} q'_{\perp \perp}} \left( \bar{J}_p \bar{J}_q G_k^{(0,2)}(q'; p') + M_p M_q \bar{J}_p \bar{J}_q - \bar{J}_p \bar{J}_q G_k^{(1,1)}(q'; p') \right) \]

\[ - \bar{J}_p \bar{J}_q M_q M_{p'} - J_p J_q G_k^{(1,1)}(p; q') - M_p M_q J_p J_q + J_p J_q G_k^{(2,0)}(p; q) + J_p J_q M_p M_q \]

\[ + \sum_{p_{\perp \perp} = p_{\perp \perp}} \delta_{p_{\perp \perp} p'_{\perp \perp}} (\bar{J}_p M_{p'} + M_p J_{p'}) \delta_{p_{\perp \perp} q_{\perp \perp}} \delta_{p_{\perp \perp} q'_{\perp \perp}} \quad (48) \]

\[ \mathcal{I}_{22} = \sum_{p_{\perp \perp} = p_{\perp \perp}} \sum_{q_{\perp \perp} = q_{\perp \perp}} \delta_{p_{\perp \perp} p'_{\perp \perp}} \delta_{q_{\perp \perp} q'_{\perp \perp}} \left( \bar{J}_p \bar{J}_q G_k^{(0,2)}(q'; p') + M_p M_q \bar{J}_p \bar{J}_q - \bar{J}_p \bar{J}_q G_k^{(1,1)}(q'; p') \right) \]

\[ - \bar{J}_p \bar{J}_q M_q M_{p'} - J_p J_q G_k^{(1,1)}(p; q') - M_p M_q J_p J_q + J_p J_q G_k^{(2,0)}(p; q) + J_p J_q M_p M_q \]

\[ + \sum_{p_{\perp \perp} = p_{\perp \perp}} \delta_{p_{\perp \perp} p'_{\perp \perp}} (\bar{J}_p M_{p'} + M_p J_{p'}) \delta_{p_{\perp \perp} q_{\perp \perp}} \delta_{p_{\perp \perp} q'_{\perp \perp}} \quad (49) \]

where \( p_{\perp \perp} = (0, p_2, ..., p_d), \ p_{\perp 2} = (p_1, 0, p_3, ..., p_d), \ p_{\perp \perp} = (0, 0, p_3, ..., p_d) \).

**Proposition 1.** The second order terms of the variation of the partition function do not provide an additional constraint on the correlation function i.e. \( \mathcal{I}_{ij}, i = 1, 2 \) vanish identically.

**Proof.** Before giving the proof of the proposition let us remark that this result is central for our investigation due to the fact that an additional constraint may allow being not compatible with the Wetterich flow equation. Recall that:

\[ M = \frac{\partial W}{\partial J} \quad \text{and} \quad \bar{M} = \frac{\partial W}{\partial \bar{J}} \Rightarrow M' := \frac{\partial M}{\partial J} = \frac{\partial \bar{M}}{\partial \bar{J}} =: \bar{M}' . \quad (50) \]
Let us consider the first order WT identity given by the relation \([3]\). The partial derivative of this identity with respect to \(J\) in the first time, and with respect to \(J\) in the second time are respectively

\[
\frac{\partial T_i}{\partial J_q} = \sum_{p_\perp, p_\perp'} \delta_{p_\perp, p_\perp'} \left( \tilde{J}_p \frac{\partial M_{p'}}{\partial J_q} - \frac{\partial \tilde{M}_p}{\partial J_q} J_{p'} - M_p \delta_{p'q} \right)
\]

\[
= \sum_{p_\perp, p_\perp'} \delta_{p_\perp, p_\perp'} \left( \frac{\partial^2 W_k}{\partial J_q \partial J_{p'}} - \frac{\partial^2 W_k}{\partial J_q \partial J_p} J_{p'} - \tilde{M}_p \delta_{p'q} \right) = 0 \tag{51}
\]

Multiplying this relation by \(J_{q'}\) and using the fact that \(\frac{\partial^2 W_k}{\partial J_q \partial J_{p'}} = G_k^{(1,1)} (q, p')\), \(\frac{\partial^2 W_k}{\partial J_q \partial J_{p'}} = G_k^{(2,0)} (p, q)\), we get:

\[
\sum_{p_\perp, p_\perp'} \delta_{p_\perp, p_\perp'} \left( G_k^{(2,0)} (p, q) J_{q} J_{p'} - G_k^{(1,1)} (q, p') J_{q'} J_p \right) = - \sum_{p_\perp, p_\perp'} \delta_{p_\perp, p_\perp'} \delta_{p'q} J_{q'} \tilde{M}_p \tag{52}
\]

and

\[
\frac{\partial T_i}{\partial J_{q'}} = \sum_{p_\perp, p_\perp'} \delta_{p_\perp, p_\perp'} \left( \delta_{q'p} M_{p'} + \tilde{J}_p \frac{\partial M_{p'}}{\partial J_{q'}} - \frac{\partial \tilde{M}_p}{\partial J_{q'}} J_{p'} \right)
\]

\[
= \sum_{p_\perp, p_\perp'} \delta_{p_\perp, p_\perp'} \left( \delta_{q'p} M_{p'} + \tilde{J}_p \frac{\partial^2 W_k}{\partial J_{q'} \partial J_{p'}} - \frac{\partial^2 W_k}{\partial J_{q'} \partial J_p} J_{p'} \right) \tag{53}
\]

Multiplying this relation by \(\tilde{J}_q\) and using the fact that \(\frac{\partial^2 W_k}{\partial J_{q'} \partial \tilde{J}_{p'}} = G_k^{(0,2)} (p', q')\), \(\frac{\partial^2 W_k}{\partial J_{q'} \partial \tilde{J}_{p'}} = G_k^{(1,1)} (p, q)\) we get:

\[
\sum_{p_\perp, p_\perp'} \delta_{p_\perp, p_\perp'} \left( G_k^{(0,2)} (p', q') \tilde{J}_p \tilde{J}_q - G_k^{(1,1)} (p, q') J_{p'} \tilde{J}_q \right) = - \sum_{p_\perp, p_\perp'} \delta_{p_\perp, p_\perp'} \delta_{q'p} \tilde{J}_q M_{p'} \tag{54}
\]

Now summing the expressions \([52]\) and \([54]\), setting \(i = 1\) and by adding the sum \(\sum_{q_{1,2}, q_{1,2}'} \delta_{q_{1,2} q_{1,2}'}\) we get:

\[
\sum_{p_\perp, p_\perp', q_{1,2}, q_{1,2}'} \delta_{p_\perp, p_\perp'} \delta_{q_{1,2} q_{1,2}'} \left( \tilde{J}_p \tilde{J}_q G_k^{(0,2)} (q'; p') - \tilde{J}_p J_q G_k^{(1,1)} (q; p') - J_p \tilde{J}_q G_k^{(1,1)} (p; q') \right) + J_p \tilde{J}_q G_k^{(2,0)} (p; q) = - \sum_{p_\perp, p_\perp', q_{1,2}, q_{1,2}'} \delta_{p_\perp, p_\perp'} \delta_{q_{1,2} q_{1,2}'} \left( \delta_{p'q} J_{q'} \tilde{M}_p + \delta_{q'p} \tilde{J}_q M_{p'} \right) \tag{55}
\]

The right hand side of the above relation may be simplified by computing the sum of the delta function which is written as

\[
- \sum_{p_\perp, p_\perp'} \delta_{p_\perp, p_\perp'} \left( \tilde{J}_p M_{p'} + \tilde{M}_p J_{p'} \right) \delta_{p'q} \delta_{p'q} \tag{56}
\]

Finally by using the first order WT identities \(I_i = 0\), we can simply deduce that

\[
\sum_{p_\perp, p_\perp', q_{1,2}, q_{1,2}'} \delta_{p_\perp, p_\perp'} \delta_{q_{1,2} q_{1,2}'} \left( M_{p'} M_{q'} \tilde{J}_p \tilde{J}_q - \tilde{J}_p J_{q'} \tilde{M}_p M_{p'} \right)
\]

\[
- \tilde{M}_p M_{q'} J_{p'} \tilde{J}_q + J_{p'} J_{q'} \tilde{M}_p M_{q'} \right) = 0. \tag{57}
\]
Therefore $\mathcal{I}_{12} = 0$, which shows that no additional information may be obtained by the second order WT identities. Note that the same conclusion holds by considering $\mathcal{I}_{11}$ and $\mathcal{I}_{22}$. To be more precise, let us remark that for $\mathcal{I}_{11}$ the same computation holds up to expression (54). Now summing the expressions (52) and (54), setting $i = 1$ and by adding the sum $\sum_{q_{1,z} q_{1,z}'} \delta_{q_{1,z} q_{1,z}'}$, we get $\mathcal{I}_{11} = 0$. For $\mathcal{I}_{22}$ the same computation holds up to expression (54). Now summing the expressions (52) and (54), setting $i = 2$ and by adding the sum $\sum_{q_{2,z} q_{2,z}'} \delta_{q_{2,z} q_{2,z}'}$, we get $\mathcal{I}_{22} = 0$, which ends the proof of the proposition.

Remark that, due to the proposition 1, the higher order WT-identities are the product of $\mathcal{I}_{i}$ and $\mathcal{I}_{k\ell}$ and therefore vanish identically. Finally, no WT-identity violation appears for the TGFT models with a closure constraint. In the next section, we derive the flow equations using the improved version of the EVE and provide the numerical analysis and the existence of Wilson-Fisher fixed point.

### 3.2 Closing hierarchy in the non-branching sector

Now let us focus on the melonic non-branching sector, defined in section 2.1 definition 4 and on the symmetric phase. In such a sector of the theory space, the effective vertex functions $\Gamma_k^\pi$ are even ($n = 2p$), and decompose as a sum of functions indexed with a single color $i \in [1, 6]$,

$$\Gamma_k^{(2n)}(\{p_\ell\}) = \sum_{i=1}^{d=6} \Gamma_k^{(b_n^{(i)})}(\{p_\ell\}) ,$$

(58)

where $b_n^{(i)}$ denote the non-branching bubble corresponding to the boundary graphs which leads to the Feynman amplitude involves in the perturbation theory. The non-branching components $\Gamma_k^{(b_n^{(i)})}$ have been extensively discussed in [45]-[52]; and we only provide the main statement in this section. The boundary graph index dictates the ways as the external momenta are identified. It materializes a product of Kronecker deltas, each colored edge in the equations (59) and (60) correspond to the bubble $b_n^{(i)}$ and then is associated to one of these deltas, following the definition of section 2.1. For our purpose, we essentially need to the 4 and 6-point bubbles, which reads explicitly:

$$\equiv \delta_{p_1 p_4} \delta_{p_2 p_3} \prod_{j \neq i} \delta_{p_{1,j} p_{2,j}} \delta_{p_{3,j} p_{4,j}} ,$$

(59)

$$\equiv \delta_{p_1 p_6} \delta_{p_2 p_5} \delta_{p_4 p_5} \prod_{j \neq i} \delta_{p_{1,j} p_{2,j}} \delta_{p_{4,j} p_{5,j}} \delta_{p_{3,j} p_{6,j}} .$$

(60)

From these observations, the partial effective vertex functions $\Gamma_k^{(b_n^{(i)})}$ for a given melonic bubble $b_n^{(i)}$ reads as:

$$\Gamma_k^{(b_n^{(i)})}(\{p_\ell\}) =: \text{Sym} \left( \pi_k^{(b_n^{(i)})}(\{p_\ell\}) \times \prod_{j = 1}^{n-1} \right) ,$$

(61)
such that the symbol Sym denotes the permutation of the external momenta. As an example:

$$\text{Sym} \left( \begin{array}{c} p_1 \\ p_2 \\ p_3 \\ p_4 \\ p_5 \\ p_6 \end{array} \right) = 2 \left( \begin{array}{c} p_3 \\ p_4 \\ p_5 \\ p_6 \end{array} + \begin{array}{c} p_4 \\ p_5 \\ p_6 \\ p_3 \end{array} \right),$$

(62)

the factor 2 in front of the definition arising from the fact that permuting both the black and white nodes do not change the global configuration. The functions $\pi_k^{(n)} : \mathbb{Z}^n \rightarrow \mathbb{R}$ in equation (61) depend only on the $i$-th components of the external momenta. Note that with this respect the gauge invariance imply a strong simplification. Indeed, let us consider a pair $(p_\ell, p_{\ell+1})$ of external momenta associated respectively with a black and a white node which allows to build a $(d-1)$-dipole. Because of the gauge invariance, the external momenta have to satisfy the closure constraints \[ \sum_j p_{ij} = \sum_j p_{i\ell+1} = 0. \] Due to the $d-1$ Kronecker delta between the two nodes, all the components with $j = i$ are identified: $p_{ij} = p_{i\ell+1}$, $\forall \ j \neq i$, and finally $p_i = p_{\ell+1}$. Because two $(d-1)$-dipoles are linked with a single Kronecker delta for a non-branching interaction, then all the components $p_{\ell,i}$ have to be the same, for each black or white node along the ring. The functions $\pi_k^{(n)}$ depends on a single $i$-colored momenta $\pi_k^{(n)} : \mathbb{Z} \rightarrow \mathbb{R}$ and the other colors being constraint to be equals. This is a very strong simplification compared to the unconstrained case, see [16]. Finally:

$$\Gamma_k^{(b_i)}(\{p_\ell\}) \big|_{\text{on-shell}} =: \pi_k^{(b_i)}(p_{1i}) \left( \prod_{\ell \neq i} \delta_{p_{1i}, p_{1\ell}} \right) \times \text{Sym} \left( \begin{array}{c} p_1 \\ p_2 \\ p_3 \\ p_4 \\ p_5 \\ p_6 \end{array} \right).$$

(63)

The zero-momenta values of the effective vertex functions are related with the effective couplings constant at scale $k$. We thus define:

$$\Gamma_k^{(2)}(0) =: m^2(k), \quad \Gamma_k^{(b_i)}(\{0\}) =: (2!)^2 \lambda_4(k).$$

(64)

In the non-branching sector moreover, strong relations between vertex functions exists due to the recursive definition of melonic diagrams at the perturbation level. Assuming that the structure of these equations can be analytically continued in the non-perturbative level, the following proposition holds:

**Proposition 2.** For the just-renormalizable quartic melonic model in rank-6, the melonic non-branching functions $\pi_k^{(m)}$, for $m = 2, 3$ satisfy the following relations:

$$\pi_k^{(b_2)}(p) = \frac{Z_4 \lambda_4}{1 + 2Z_4 \lambda_4 A_{2k}(p)},$$

(65)

and:

$$\pi_k^{(b_3)}(p) = 16(\pi_k^{(b_2)}(p))^3 A_{3k}(p)$$

(66)

where:

$$A_{nk}(p) := \sum_{q \in \mathbb{Z}^d} \theta_\Lambda(q^2) \delta_{pq} G_k^n(q^2),$$

(67)

for some cut-off function $\theta_\Lambda(q^2)$. Note that $\Lambda$ refers to the initial UV scale of the RG flow introduced in section [2,3].
To simplify the proof, we use standard intermediate field formalism. This representation maps ordinary Feynman diagrams $G$ to $\Theta(G)$, explicit construction of the map $\Theta$ being recalled in the Appendix A. We call it $\Theta$-representation. Some steps of the derivations are identical to the one for the rank-5 model without closure constraint investigated in [43], and we focus essentially on the specificity of the model, especially in regard to the gauge invariance. Even to come on the proof, we recall some relevant definitions and properties of the $\Theta$-representation.

**Definition 8.** Let $\Theta(G)$ be a Feynman graph in the $\Theta$-representation. The length of any path $C = (u \cdots v)$ linking two-loop vertices $u$ and $v$ is equals to the number of edges building the path.

**Definition 9.** Let $T \equiv \Theta(G)$ a tree in the $\Theta$-representation, and $\{\ell_1, \cdots, \ell_n\} \subset T$ be a subset of $n$ leafs. We call $n$-skeleton the minimal length path linking the $n$-leafs.

**Definition 10.** The topological $n$-skeleton is obtained from the $n$-skeleton by uncoloring all the edges and replacing all the chains made of 2-valent loop vertices by a single uncolored solid edge.

**Definition 11.** We call external leaf, a leaf whose tadpole dotted edge is opened.

Figure 4 provides an illustration of the concept of $n$-skeleton and topological $n$-skeleton. As recalled in Appendix A Theorem 4, the melonic diagrams are trees in the $\Theta$-representation, and Lemma 1 can be rephrased as:

**Lemma 2.** Let $G$ be a melonic diagram with $2N$ external edges. Its $\Theta$-representation corresponds to a tree with $N$ external leafs, linking by a monocolored $N$-skeleton.

As for lemma 1 the proof follows the derivation of theorem 4 given in Appendix A.

**Proof of Proposition 2.** Let us consider a typical 1PI Feynman graph contributing to the perturbative expansion to the non-branching melonic vertex function $\pi_k^{(b^{(i)})}(p)$. From Lemma 3.2 the $\Theta$-representation of this diagram is a tree with two external leafs linked with a 2-skeleton $S_i^{(2)}$ of color $i$, with length $[S_i^{(2)}]$. Such a typical tree is pictured in
Figure 5: A typical tree in the $\Theta$-representation. The red arrows denote the boundaries of the 2 external monocolored faces. The 2-skeleton, corresponds to the fat red path $S_i \equiv (\ell_1vw\ell_2)$, of length $[S_i] = 3$.

Along the loop vertices building the skeleton, some connected components can be hooked, like $\mathcal{P}_1$ and $\mathcal{P}_2$ on Figure 5. At each corner, all these insertions can be formally resumed from the observation that each insertion is nothing but a piece of the perturbative expansion of the 1PI 2-point function (self-energy) $\Sigma$. The structure of these local insertions is pictured in Figure 6. Along the corner, the loop is nothing but $C\Sigma^{(1)}C\Sigma^{(3)}C$, where $\Sigma^{(k)}$ denotes the $k$ order term of the self-energy and $C$ the free propagator. Summing over all these terms allowed insertions lead to the formal sum: $C + C\Sigma C + C\Sigma C\Sigma C + \cdots$, which is the standard Dyson equation for the quantum 2-point function

$$G = C + C\Sigma G.$$  \hfill (68)

As a result, keeping the length $[S_i^{(2)}] = n$ fixed, the sum over all allowed insertions is formally equivalent to the skeleton (without insertion), replacing everywhere the free propagator $C$ by $G$. We denote as $\pi_{nk}^{(k_2^{(i)})}$ this formal sum. In that way, the exact $\pi_{nk}^{(k_2^{(i)})}$ looks like a sum over the length $n$ of the 2-skeleton:

$$\pi_{k}^{(k_2^{(i)})}(p) = \sum_{n=1}^{\infty} \pi_{nk}^{(k_2^{(i)})}(p).$$  \hfill (69)

The length 1 contribution does not depends on $p$, and can be easily computed from standard perturbation theory, and we get:

$$\pi_{1k}^{(k_2^{(i)})} = Z_4^4 \lambda_4.$$

In the same way, $\pi_{2k}^{(k_2^{(i)})}$ can be computed from perturbation theory, by replacing at the end of the calculation, $C$ by $G$. We get:

$$\pi_{2k}^{(k_2^{(i)})} = -2Z_4^2 \lambda_4^2 A_{2k}(p),$$

For $\pi_{nk}^{(k_2^{(i)})}$, a direct inspection show that it must take the form:

$$\pi_{nk}^{(k_2^{(i)})} = \alpha_n (-1)^{n+1} (Z_4^n \lambda_4^n (A_{2k}(p)))^{n-1},$$

where $\alpha_n$ is a purely numerical factor counting the number of configurations, and can be easily computed from perturbation theory, up to the replacement $C \rightarrow G$ at the end of the calculation. We have a factor $1/n!$ arising from the exponential, which is cancelled by the
permutation of the identical \( n \) vertices, say \( n! \). Finally, there are two allowed configurations for each of them, leading to \( 2^n \). The permutation of external edges being given by the factor 4 in (72), we have \( \alpha_n = 2^{n-1} \), and the formal sums of \( \pi^{(b^{(i)})}_{nk} \)'s leads to:

\[
\pi_k^{(b^{(i)})}(p) = \frac{Z_4 \lambda_4}{1 + 2Z_4 \lambda_4 A_{2k}(p)}.
\] (73)

Now, let us consider the 6-point kernel \( \pi_k^{(b^{(i)})}(p) \). From lemma 3.2, for each Feynman graphs involved in its perturbative expansion, it must exists a 3-skeleton of color \( i \), building a three-armed path between the ending leaves \( \ell_1, \ell_2, \ell_3 \). Moreover, a direct inspection show that all the graphs must have the same topological 3-skeleton, pictured on Figure 7. Each arm is nothing but a 2-skeleton, and the corresponding component on the full diagram can be identified with a contribution to the perturbative expansion of \( \pi_k^{(b^{(i)})}(p) \), such that each arms can be formally resumed as an effective vertex \( \pi_k^{(b^{(i)})}(p) \), all of them hooked to the central loop of length three, where the three arms are hooked. As for the other vertices, each corners of this effective vertex can be formally resumed as an effective propagator \( G \), and we arrive to the conclusion that:

\[
\pi_k^{(b^{(i)})}(p) = 8\beta(\pi_k^{(b^{(i)})}(p))^3 A_{3k}(p).
\] (74)

The remaining numerical factor \( \beta \) can be computed from perturbation theory, replacing \( C \) by \( G \) at the end of the calculation; and it is easy to check that \( \beta = 2 \). For a detailed derivation, see [51].

\[\square\]

This proposition allows to close the infinite hierarchical system of equations obtained by expanding equation (24) in terms of vertex functions. If we choose the renormalization conditions for mass and quartic coupling such that:

\[
\Gamma_k^{(2)}(p^2) = m_r^2 + p^2 + \mathcal{O}(p^2), \quad \pi_{k=0}^{(b^{(i)})}(0) = 4\lambda_4,
\] (75)

we have the following corollary
Corollary 1. Defining the quartic coupling and mass renormalization according to \([75]\), we have formally:

\[
Z_4 := \frac{1}{1 - 2\lambda_4 A_{20}(p = 0)}.
\] (76)

We assume to work at first order in the derivative expansion for \(\Gamma_k^{(2)}(p^2)\),

\[
\Gamma_k^{(2)}(p^2) = m^2(k) + Z(k)p^2 \iff \frac{\partial}{\partial p^2}\Gamma_k^{(2)}(p^2) = Z(k),
\] (77)

i.e. we truncate around the marginal contributions with respect to the power-counting.

We define the anomalous dimension \(\eta\) as:

\[
\eta(k) := k \frac{d}{dk} \ln(Z(k)),
\] (78)

and we choose to work with the standard Litim’s regulator \([100]-[101]\):

\[
r_k(p^2) := Z(k)(k^2 - p^2)\theta(k^2 - p^2).
\] (79)

Note that such a definition makes sense only if the boundary conditions for \(k = 0\) and \(k = \Lambda\) hold. In particular, \(\lim_{k \to \Lambda} r_k \sim \Lambda^r\) for \(r > 0\). Let us consider a fixed point \(p\), with anomalous dimension \(\eta_p\). In that case \(r_k = \Lambda^{2+\eta_p}\), and we have the physical bounds:

\[
\eta_p > -2.
\] (80)

We may derive the flow equations in the non-branching melonic sector, assuming the truncation \([77]\) for the 2-point function. From proposition 2 the hierarchy closes in the relevant sector spanned by the dimensionless couplings:

\[
\bar{m}^2 := k^{-2} Z^{-1} m^2, \quad \bar{\lambda}_4 :=: Z^{-2} \lambda_4.
\] (81)

Taking the second derivative with respect to \(M_p\) and \(\bar{M}_p\), we get:

\[
k \frac{d}{dk} \Gamma_k^{(2)}(p^2) = - \sum_q k \frac{dr_k}{dk} (q^2) \Gamma_k^{(4)}(p, p, q, q) G_k^2(q^2),
\] (82)

where we introduced the notation

\[
\dot{X} := k \frac{d}{dk} X.
\] (83)

22
It is suitable to use a graphical representation to materialize the different contributions involved in this equation. In that way we assume that \( \Gamma_{(2n)}^{(2n)} \) decomposes as a sum indexed with bubbles \( b \):

\[
\Gamma_{(2n)}^{(2n)} = \sum_{b} \Gamma_{(2n),b}^{(2n)} .
\] (84)

The bubble \( b \) labelling the component \( \Gamma_{(2n),b}^{(2n)} \) being nothing but the boundary graph of the Feynman graphs involved in the perturbative expansion of \( \Gamma_{(2n)}^{(2n)} \). In that way, the relevant contribution for \( \dot{\Gamma}_{(2)}^{(2)} \) reads as:

\[
\dot{\Gamma}_{(2)}^{(2)}(p^2) = -\sum_{i=1}^{d} \left( p_i^2 \right) .
\] (85)

Also, we get for the 4-point vertex function \( \Gamma_{k}^{(b)(2)} \):

\[
\dot{\Gamma}_{k}^{(b)(2)}(p_1, p_2, p_3, p_4) = -\sum_{i=1}^{d} \left( p_i^2 \right) .
\] (86)

where the grey squares and discs materialize respectively the propagators \( \dot{r}_k G_{k}^2 \) and the two point function \( G_{k} \):

\[
\dot{r}_k(p^2) G_{k}^2(p^2) \equiv - - \quad \text{grey square} - - \quad \dot{r}_k(p^2) G_{k}(p^2) \equiv - - \quad \text{grey disc} - - .
\] (87)

From the truncation setting \( p = 0 \) in the equation (85), we get the flow equation for the mass:

\[
\dot{m}^2(k) = -\frac{2d\lambda_4(k)Z(k)}{(Z(k)k^2 + m^2)^2} \sum_{q \in \mathbb{Z}^d} \theta(k^2 - q^2) \delta \left( \sum_{i=1}^{d-1} q_i \right) \left[ \eta(k)(k^2 - q^2) + 2k^2 \right] .
\] (88)

Then we focus on the flow equations in the UV sector (\( \Lambda \gg k \gg 1 \)) then it is suitable to replace the sums with integrals. The integration domain corresponds to the intersection between the \((d-1)\)-ball of radius \( k \) and the hyperplane of equation \( \sum_{i=1}^{d-1} q_i = 0 \). Now let us define:

\[
S_n(p^2) := \int d^{d-1} q \left( p^2 + q^2 \right)^n \theta(k^2 - p^2 - q^2) \delta \left( p + \sum_{i=1}^{d-1} q_i \right) .
\] (89)

We can straightforwardly compute this integral as the intersection between \( p + \sum_{i=1}^{d-1} q_i = 0 \) and the \((d-1)\)-ball of radius \( \sqrt{k^2 - p^2} \). We get after a calculation:

\[
S_n(p^2) = \frac{\Omega_{d-2}}{\sqrt{d-1}} \left( k^2 - \frac{d}{d-1} p^2 \right)^{\frac{d-2}{2}} \sum_{k=1}^{n} \left( \frac{n}{k} \right) \left( \frac{d}{d-1} p^2 \right)^{n-k} \frac{1}{2k+d-2} \left( k^2 - \frac{d}{d-1} p^2 \right)^k ,
\] (90)
Then we define the dimensionless quantity as we assume its validity again. Explicitly the sum reads:

\[
S_0(p^2) = \frac{\Omega_{d-2}}{\sqrt{d-1}} \left( k^2 - \frac{d}{d-1} p^2 \right)^{\frac{d-2}{2}},
\]

and

\[
S_1(p^2) = \frac{\Omega_{d-2}}{\sqrt{d-1}} \left( k^2 - \frac{d}{d-1} p^2 \right)^{\frac{d-2}{2}} \left[ \frac{d}{d-1} p^2 + \frac{d-2}{d} \left( k^2 - \frac{d}{d-1} p^2 \right) \right].
\]

Finally:

\[
\dot{m}^2(k) = -\frac{\Omega_{d-2}k^d}{\sqrt{d-1}} \frac{4d\lambda_4(k)Z(k)}{(Z(k)k^2 + m^2)^2} \left( 1 + \frac{\eta(k)}{d} \right).
\]

Setting \(d = 6\), and using dimensionless couplings \(\dot{m}^2\) and \(\dot{\lambda}_4\) defining in \((81)\) rather than \(m^2\) and \(\lambda_4\), we get \((\Omega_4 = \pi^2/2)\):

\[
\beta_{m^2} = -(2 + \eta)\dot{m}^2 - \frac{\pi^2}{\sqrt{5}} \frac{12\dot{\lambda}_4(k)}{(1 + \dot{m}^2)^2} \left( 1 + \frac{\eta(k)}{6} \right),
\]

where we introduced the notation \(\beta_X := k \frac{d}{dk} X\). In the same way, setting: \(p_1 = p_2 = p_3 = p_4 = 0\), from equation \((64)\) and proposition \(2\) we get straightforwardly:

\[
4\dot{\lambda}_4 = -24 \frac{\Omega_{d-2}k^d}{\sqrt{d-1}} \frac{\pi_k^{(b_1^{(i)})}(0)Z(k)}{(Z(k)k^2 + m^2)^2} \left( 1 + \frac{\eta(k)}{d} \right) + 8\lambda_4^2 \frac{\Omega_{d-2}k^d}{\sqrt{d-1}} \frac{1 + \frac{\eta}{d}}{(Zk^2 + m^2)^3},
\]

which is expressed in terms of the dimensionless parameters as:

\[
\beta_{\lambda_4} = -2\eta\dot{\lambda}_4 - \frac{6\Omega_{d-2}}{\sqrt{d-1}} \frac{\pi_k^{(b_1^{(i)})}(0)}{(1 + \dot{m}^2)^2} \left( 1 + \eta \right) + 8\dot{\lambda}_4 \frac{\Omega_{d-2}}{\sqrt{d-1}} \frac{1 + \frac{\eta}{d}}{(1 + \dot{m}^2)^3}.
\]

To compute \(\pi_k^{(b_1^{(i)})}\) we need to estimate the sum \(A_{3k}(0)\). This sum is not constrained in the windows of momenta allowed by the regulator \(\hat{r}_k\). In our previous investigation we showed that the integrals which are superficially convergent can be computed using the same approximations as used to compute flow integrals, and checked consistency with WT identities \([46]\). Here, we have no Ward identities to support such an approximation, but we assume its validity again. Explicitly the sum reads:

\[
A_{3k}(0) = \sum_{\eta \in \mathbb{Z}^5} \delta \left( \sum_i q_i \right) \left[ \frac{\theta_k(q^2)}{(Zk^2 + m^2)^3} + \frac{\theta_\lambda(q^2) - \theta_k(q^2)}{(Zp^2 + m^2)^3} \right].
\]

We define the dimensionless quantity as \(\tilde{A}_{3k}\) as:

\[
\tilde{A}_{3k}(0) = Z^3k^{-2} A_{3k}(0),
\]

and we get:

\[
\tilde{A}_{3k}(0) = \frac{\pi^2}{2\sqrt{5}} \frac{1}{1 + \dot{m}^2} \left[ \frac{1}{(1 + \dot{m}^2)^2} + \left( 1 + \frac{1}{1 + \dot{m}^2} \right) \right].
\]

Then

\[
\pi_k^{(b_1^{(i)})}(0) = 16(\lambda_4)^3Z^3k^{-2}\tilde{A}_{3k}(0).
\]
Therefore $\beta_4$ reads as:

$$
\beta_4 = -2\eta\bar{\lambda}_4 + \frac{4\pi^2\bar{\lambda}_4^2}{\sqrt{5}} \frac{1 + \frac{\eta}{4}}{(1 + \bar{m}^2)^3} \left[ 1 - \frac{12\pi^2\bar{\lambda}_4}{\sqrt{5}} \left( \frac{1}{(1 + \bar{m}^2)^2} + \left( 1 + \frac{1}{1 + \bar{m}^2} \right) \right) \right].
$$

(101)

The remaining investigation is the computation of the anomalous dimension $\eta$. An explicit expression can be derived from the flow equation (85). Because of the definition (77), taking derivative with respect to $p_1^2$ and setting $p = 0$, we get:

$$
\dot{Z} = -\frac{4Z\Omega_4 k^6}{\sqrt{5}} \frac{1 + \frac{\eta}{6}}{(Zk^2 + m^2)^2} \frac{d\pi_{k^2}^{(1)}}{dp_1^2} \bigg|_{p_1 = 0} - \frac{2\lambda_4}{(Zk^2 + m^2)^2} \left[ \eta(k^2S_0'(0) - S_1'(0)) + 2k^2S_0'(0) \right].
$$

(102)

The derivatives of $S_1$ and $S_0$ are:

$$
S_0'(0) = -\frac{6\pi^2}{5\sqrt{5}}k^2, \quad S_1'(0) = -\frac{3\pi^2}{5\sqrt{5}}k^4,
$$

(103)

and:

$$
\eta(k^2S_0'(0) - S_1'(0)) + 2k^2S_0'(0) = -k^4 \eta \frac{3\pi^2}{5\sqrt{5}} - k^4 \frac{12\pi^2}{5\sqrt{5}}.
$$

(104)

The term involving a derivative of the vertex in (102) comes from the EVE, which takes into account the full momentum dependence of the effective vertices. From proposition 2, we get:

$$
\frac{d\pi_{k^2}^{(1)}}{dp_1^2} \bigg|_{p_1 = 0} = -2\lambda_4^2(k) \frac{d}{dp_1^2} A_{2k}(p_1 = 0).
$$

(105)

We then compute this derivative to obtain a tractable expression for the anomalous dimension. Because the derivative is a superficially convergent quantity, we use of the same approximation as for $A_{4k}$, using ansatz (77). Once again, for the models without closure constraint, this approximation is controlled by the WT identities [46]. We expect that the same approximation makes sense here, in regard to the convergence of the integral. We get explicitly:

$$
\frac{d}{dp_1^2} A_{2k}(p_1 = 0) = \frac{1}{\sqrt{5}} \frac{\pi^2}{k^2} \frac{1}{1 + \bar{m}^2} \left( 1 + \frac{1}{1 + \bar{m}^2} \right).
$$

(106)

Solving (102) for $\eta$, we thus obtain:

$$
\eta = \frac{24\pi^2\bar{\lambda}_4}{5\sqrt{5} \left( 1 + \bar{m}^2 \right) \left( 1 + \bar{m}^2 + \frac{6\pi^2\bar{\lambda}_4}{5\sqrt{5}}(1 + \bar{m}^2)^2 + \frac{\pi^4\bar{\lambda}_4^2}{15}(2 + \bar{m}^2) \right)}.
$$

(107)

### 3.3 Fixed point solutions

The autonomous system given by equations (94), (101) and (107) can be solved numerically. In addition to the Gaussian fixed point (GFP) we find three real fixed points:

$$
FP_1 := \{ \bar{m}^2 \approx 0.30, \bar{\lambda}_4 \approx 0.34 \},
$$

(108)

$$
FP_2 = \{ \bar{m}^2 \approx -0.16, \bar{\lambda}_4 \approx -0.25 \},
$$

(109)
\[ FP3 = \{ \bar{m}^2 \approx 0.32, \bar{\lambda}_4 \approx -0.02 \} . \]  

However, none of these fixed points are physically relevant. Indeed, the anomalous dimensions of the two first ones are respectively \( \eta_1 \approx -5.4 \) and \( \eta_2 \approx -5.8 \), under the physical bound (80). The third fixed point \( \text{FP3} \) has anomalous dimension \( \eta_3 \approx -0.25 \), but the coupling constant is negative, and therefore has the wrong sign with respect to the stability requirement. We therefore arrive at different conclusions from [38]. The authors of the paper argued for the existence of a non-Gaussian fixed point of the Wilson-Fisher type in the UV regime, reminiscent of a second order phase transition. The EVE on the other hand shows that this fixed point must be an artifact of the truncation. In the next section we will confirm this conclusion by considering larger truncations than the one of these authors, showing clearly the instability of the fixed point solution.

Despite the disappearance of the non-perturbative fixed point, the theory is asymptotically free, and around the Gaussian fixed point we get:

\[ \beta_{\lambda_4} = -\frac{28\pi^2\bar{\lambda}_4^2}{5\sqrt{5}} . \]  

Note that there is moreover a strong improvement using EVE method with respect to the results given in [38], which used ordinary vertex expansion, without taking into account the momentum dependence of the vertex. From this method, the anomalous dimension exhibits a singularity above the singularity \( \bar{m}^2 = -1 \), while it is moved below using EVE. Moreover, the fixed point \( \text{FP2} \) was localised above \( \bar{m}^2 = -1 \) but below the anomalous dimension singularity. Using EVE, we show that this fixed point is pushed below the singularity \( \bar{m}^2 = -1 \), and disconnected from the Gaussian region.

### 3.4 Convergence of the vertex expansion

In this section we investigate the convergence of the ordinary vertex expansion in the subregion of the full theory space spanned with non-branching melons. We denote as \( \lambda_{2n} \) the coupling associated to the non-branched melon with \( n \) black nodes (\( \lambda_2 \equiv m^2 \)). In [42] the authors showed that the corresponding \( \beta \)-functions can be recursively defined, and:

\[ \beta_{\lambda_{2n}} = (2n-4-n\eta)\bar{\lambda}_{2n} + \frac{\pi^2}{\sqrt{5}} \left( 1 + \frac{\eta}{6} \right) \sum_{k=1}^{n} (-1)^k \frac{1}{(1+\bar{m}^2)^{k+1}} \sum_{\{n_{2q}\} \in D_{k,p}} \frac{k!}{n_{2q}!!} \prod_{q \geq 2} (q\bar{\lambda}_{2q})^{n_{2q}} . \]  

In that sum, the set \( D_{k,p} \) denotes the set of integer solutions for the two constraints:

\[ \sum_{q>1} q n_{2q} = k , \quad \sum_{q>1} q n_{2q} = p + k . \]  

We provide the results up to order \( \phi^{12} \) in the truncation. The resulting equations can be investigated numerically, and we obtain many fixed point solutions. First of all, up to order 4, we get two non-reliable fixed point solutions reminiscent of \( \text{FP2} \) and \( \text{FP3} \), having a large and negative anomalous dimension \( \eta \lesssim -7 \). A fixed point having the same characteristics as the fixed point discovered in [38], say \( \text{FP0} \) is also recovered to all orders, excepts notably for \( \phi^8 \) truncation, where no reliable fixed point is found. Note that such instability was noticed in [42]-[44]. The results about this fixed point are summarized...
in Table 1, where we indicate the values of the anomalous dimension, of the relevant coupling and the relevant direction toward IR scales. Note moreover that, except for the discontinuity for octic truncation, the remaining critical exponents do not vary too, two of them becoming complex from order $\phi^{10}$ on. Finally, another fixed point appears up to order $\phi^{10}$, which has two relevant directions toward IR scales. The corresponding anomalous dimension is of order 1. However, due to its disappearance for lower truncation, it is difficult to see it other than as an anomaly linked to the truncation.

| Truncation order | 4  | 6  | 8  | 10 | 12 |
|------------------|----|----|----|----|----|
| $\eta$           | 0.67 | 1.10 | ⌀ | 0.60 | 0.60 |
| $\theta_1$       | 0.90 | 1.01 | ⌀ | 1.95 | 1.98 |
| $u_2$            | -0.60 | -0.82 | ⌀ | -0.55 | -0.55 |
| $u_4$           | 0.004 | 0.0012 | ⌀ | 0.004 | 0.005 |

Table 1: The characteristics of the fixed point FP0 in the melonic non-branching sector up to order $\phi^{12}$ in the truncation. $\theta_1$ denotes the critical exponent corresponding to the single relevant direction toward IR scales.

Note that, it is possible to study the dependence of the regulator in Table (1), as a continuation of our recent results [81]-[82]. This requires an analysis of the effect of closure constraint, but also the definition and the choice of optimal regulators adopted for such a model. This can be the purpose of a future investigation.

4 Discussion and conclusion

In this paper, we investigated a non-perturbative solution of the exact RG equation for a rank-6 TGFT with a closure constraint. We focused on the symmetric phase, and along a subsector of the full theory space, spanned with non-branching melons. Using the non-trivial relations between effective vertices which holds along the RG trajectories and corresponding to the just-renormalizable model, we may be able to close the hierarchical RG flow equations around quartic interactions, keeping the full momenta dependence of effective vertices through an improved version of the EVE. This non-trivial improvement for standard vertex expansion has two relevant consequences: (i) The announced fixed-point solution in [38] disappears. (ii) The anomalous dimension is non-singular in the region $\bar{m}^2 > -1$.

The particular aspect of this work comes from a novelty of the method used to derive the flow equation. Indeed, local truncations, by ignoring momentum dependence of effective vertices, we exhibits a singularity line [38] above the singularity $\bar{m}^2 = -1$. In that sense, EVE provides a maximal extension of the explored region, bounded from below with the singularity $\bar{m}^2 = -1$, which may be physically interpreted as a consequence of the zero-field expansion (symmetric phase). Moreover, while standard vertex expansion provides similar results at low orders, higher-order contributions deviate significantly or are pathological (as was the case for the octic truncation). As we had pointed out in the conclusion of our previous analysis [45], no WT identity violation is expected, as it was the case for models without closure constraint, and this becomes an important indication in favor of geometrical inputs arising from canonical quantum gravity for discrete quantum gravity models like GFTs.
Acknowledgments

The authors are grateful to the referee for his useful comments and remarks that allowed to improve the paper.

Appendix

A Leading order, just-renormalizability and canonical dimension

In this section we introduce the standard intermediate field formalism and investigate some basics properties of the leading order (melonic) sector. The intermediate field representation is introduced as a “trick" coming from basics properties of the Gaussian integration, which allows breaking a quartic interaction as a three-body interaction for two fields; the archetypal example of such a strategy being provided by the $W$ and $Z$ bosons of the weak nuclear interactions. However, to simplify the presentation, we introduce the intermediate field decomposition as a one-to-one correspondence between Feynman graphs, following [104]-[105] and references therein. Let us consider a vacuum graph $G$. For the quartic model that we consider, such a graph looks like a connected set of quartic melonic interactions, whose black and white nodes are linked with some closed dotted edges. The intermediate field correspondence work is as follow: To each closed-loop build as a closed cycle of dotted edges, we associate a vertex, whose valence (i.e. the number of corners) equals the length of the loop (i.e. the number of dotted edges building it). We call them loop vertices. The original vertices are of six different types, each of them being labeled with a color $i \in \{1, \cdots , 6\}$. Each of these vertices is mapped as a colored link, of the same color as the label $i$ for the original vertex. The procedure may be materialized with a map $\Theta : G \rightarrow \Theta(G)$, where the figure 8 illustrates the construction on some explicit examples. We shall use the $\Theta$-representation or intermediate field representation to sketch the proof of the following statement:

Theorem 4. The 1PI leading order vacuum graphs are trees in the intermediate field representation. In the original representation, these trees are called melonic diagrams. Moreover, the perturbative expansion of the model is power counting just renormalizable.

Proof. As a preliminary observation, let us note that from construction, the colored propagators $c_i$ associated with colored edges of type $i$ in the $\Theta$-representation does not depend on the color $i$, and looks like a matrix sharing a pair of indices $c_i \equiv \{(c_i)_{p,p'}\}$. However, due to the closure constraint, $(c_i)_{p,p'}$ must be diagonal $(c_i)_{p,p'} = a_i(p_i)\delta_{p,p'}$. This can be checked as follows. Figure 9 show the structure of a node in the $\Theta$-representation. Because of the closure constraint, the momenta $p$ and $p'$ have to satisfy $\sum_i p_i = 0$ and $\sum_i p'_i = 0$. Moreover, because the $d-1$ colored edges between black and white nodes are Kronecker deltas, they impose $p_j = p'_j; \forall j \neq i$; implying $p_i = p'_i$. Therefore we shall prove the Theorem 4 by recurrence. Let us consider the following Lemma:

Lemma 3. For any Feynman graph $G$ in the original representation, with $L$ internal (dotted) edges, $F$ closed faces and $V$ vertices, the divergent degree $\omega(G)$ is given by:

$$\omega(G) = -2L(G) + (F(G) - R(G)),$$

(114)
where \( R(\mathcal{G}) \) denotes the rank of the incidence matrix \( \epsilon_{ef} \), whose entries are equal to 1 if \( e \in \partial f \) or 0 otherwise.\(^6\)

The proof can be found in [34] using multi-scale decomposition.

Let us prove the first assertion of the theorem from a recursion on the number \( \ell \) of edges in the \( \Theta \)-representation. For \( \ell = 1 \), there are two diagrams:

\[
\begin{array}{c}
\text{(115)}
\end{array}
\]

For the first one, \( F = 11, L = 2 \) and \( R = 2 \), thus \( \omega = -4 + (11 - 2) = 5 \). For the second one \( F = 7, L = 2 \) and \( R = 2 \), thus \( \omega = 1 \); and the theorem holds. Now, let us consider a tree \( T_n \) in the \( \Theta \)-representation, having \( \ell = n \). It has the following structure:

\[
\begin{array}{c}
\text{(116)}
\end{array}
\]

From such a tree, four elementary moves are allowing to construct a \( \Theta \)-graph with \( \ell = n+1 \) from this one, all illustrated on Figure 10. The move \( a \) creates two corners and at least one face, and \( \delta R = 0 \), leading to \( \delta \omega = -3 \). For \( b \), we create a single face, increasing in the same time the rank by one, and \( \omega = -4 \). Finally, for \( c \) and \( d \), which preserves the

\(^6\)In principle, for \( e \in \partial f, \epsilon_{ef} = \pm 1 \), depending on the relative orientation of \( e \) and \( f \). For the bipartite model that we consider however, relative orientation can be fixed unambiguously, such that \( \epsilon_{ef} = \pm 1 \).
In the Θ⁻¹-(original) representation, these trees is said to be melonic diagrams.

Let us prove the second part of the theorem i.e. the power-counting renormalizability. To start, let us note that the leading order non-vacuum graph can be obtained from leading order vacuum graphs by deleting some internal (dotted) edges optimally. This method allows obtaining the structure of 1PI leading order graphs. Let us consider a 1PI vacuum diagram \( G = \Theta^{-1}(T) \). From the structure of the graph, it is clear that the deleted dotted edges have to be a tadpole, to keep the 1PI structure. Deleting one such tadpole discard one dotted edge, \( d = 6 \) faces, and the rank decreases to 1. As a consequence, the power counting decreases by \( \delta \omega = -3 \), and the leading order 1PI 2-point function has divergent degree \( \omega = 2 \). Deleting another edge, we construct a 4-point diagram. For the same reason, the resulting diagram will be 1PI if and only if the deleted edge is a tadpole. Moreover, the deletion will be optimal if the deleted tadpole is along the boundary of an opened face. In that way we lost one internal edge, \( d - 1 = 5 \) faces and the rank decreases by one. The variation of the divergent degree is therefore: \( \delta \omega = 2 - (5 - 1) = -2 \), and the leading order 1PI 4-point amplitudes have divergent degree \( \omega = 0 \). Recursively, we prove the lemma \[ \text{[1]} \]. To check the power-counting just renormalizability, let us note that contracting the dotted edges (following the procedure of definition \[ 2.2 \]) along a spanning tree (in the Θ⁻¹ representation) does not change the number of faces and the rank \( R \), but increases by \( 2(V - 1) \) the divergent degree \( \tilde{\omega} = \omega + 2(V - 1) \). The resulting graph has divergent degree \( \tilde{\omega} = \omega + 2(V - 1) \); but is build as a single big vertex contracted with \( L - V + 1 \) edges. These edges can then be contracted optimally. From lemma \[ 1 \], we know that the contraction will be optimal if the contracted dotted edge is along the boundary of the mono-colored external faces running through the diagram. We can consider successive \( (d - 1) \)-dipole contractions as follows. We recall that a \( k \)-dipole is made with two black and white nodes (in the original representation), wished together with one dotted edge and \( k \) colored edges. In the intermediate field representation, and for a vacuum diagram, we can proceed both on the tree and \( d - 1 \) dipole contraction as follow. Let us consider a leaf hooked to a loop vertex.
Contracting the leaf, we discard \((d - 1)\)-faces (or \(d\) if it is the first one that we delete), 1 dotted edge, and the rank \(R\) decreases by 1. We may assume that only leafs are hooked to \(b\), except for one colored edge. Using the same procedure for all these leafs, we get an effective loop of length \(p\), and we can select \(p - 1\) edges along the spanning tree. Deleting them, we get a tadpole, and we can repeat the same procedure, leading to \(F - R = (d - 2)(L - V + 1) + 1\), the +1 coming from the first contraction, which deletes \(d\) faces. For a non-vacuum graph with 2\(N\) external edges, creating them cost \(d - 1\) faces per deleted tadpole, except for the first one, which cost \(d\) faces, therefore: \(F - R = (d - 2)(L - V + 1)\). Using the topological relation \(2L = 4V - N_{\text{ext}}\) holding for a quartic model, where \(N_{\text{ext}}\) denotes the number of external edges, we get (see also equation (25)):

\[
\omega = -4V + N_{\text{ext}} + 2(4V - N_{\text{ext}}/2 - 2V + 2) = 4 - N_{\text{ext}}.
\]

Which proves power counting just-renormalizability of the quartic melonic model.

□

To conclude this appendix, let us briefly discuss the scaling dimension problem. In the standard field theory context, a canonical notion of dimension is inherited from the background space. For a background independent field theory as GFT however, there is no such a canonical notion of dimension a priori. There are at this stage two ways to introduce a dimension in that context. The first way is to fix the dimension from physical considerations, from the contacts between GFT and the theory having connections with space-time like LQG. Another, the more abstract way is to fix the dimension from the power-counting itself. From the previous power counting, we know that leading order 4-point diagrams have to scale as \(\ln(\Lambda)\) with respect to some UV cut off \(\Lambda\), and it is tempting to attribute a dimension 0 for the quartic melonic coupling. In general, radiative corrections behaves like \(\Lambda^n\); and we define the canonical dimension as the optimal \(n\), i.e., following the behavior of the leading order quantum corrections.

**Definition 13.** Let \(B\) be a bubble having \(2n\) black and white nodes. Let \(\mathcal{A}(B) := \{\mathcal{A}_B\}\) the set of 2-point graphs obtained from \(B\). The canonical dimension \(d_B\) of \(B\) is then defined as:

\[
d_B := 2 - \max_{\mathcal{A} \in \mathcal{A}(B)} \omega(\mathcal{A}_B).
\]
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