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Abstract. Numerical evaluations have definitively shown that, for deep learning optimizers such as stochastic gradient descent, momentum, and adaptive methods, the number of steps needed to train a deep neural network halves for each doubling of the batch size and that there is a region of diminishing returns beyond the critical batch size. In this paper, we determine the actual critical batch size by using the global minimizer of the stochastic first-order oracle (SFO) complexity of the optimizer. To prove the existence of the actual critical batch size, we set the lower and upper bounds of the SFO complexity and prove that there exist critical batch sizes in the sense of minimizing the lower and upper bounds. This proof implies that, if the SFO complexity fits the lower and upper bounds, then the existence of these critical batch sizes demonstrates the existence of the actual critical batch size. We also discuss the conditions needed for the SFO complexity to fit the lower and upper bounds and provide numerical results that support our theoretical results.

1. Introduction

1.1. Background. Adaptive methods are powerful deep learning optimizers used to find the model parameters of deep neural networks that minimize the expected risk and empirical risk loss functions [2, Section 4]. Specific adaptive methods are, for example, adaptive gradient (AdaGrad) [5], root mean square propagation (RMSProp) [26], adaptive moment estimation (Adam) [11], and adaptive mean square gradient (AMSGrad) [19] (Table 2 in [22] lists the main deep learning optimizers).

Deep learning optimizers have been widely studied from the viewpoints of both theory and practice. While the convergence and convergence rate of deep learning optimizers have been theoretically studied for convex optimization [11, 13, 15, 19, 31], theoretical investigation of deep learning optimizers for nonconvex optimization is needed so that such optimizers can be put into practical use in deep learning [1, 27, 28].

The convergence of adaptive methods has been studied for nonconvex optimization [4, 7, 10, 30], and the convergence of stochastic gradient descent (SGD) methods has been studied for nonconvex optimization [3, 8, 12, 21]. Chen et al. showed that generalized Adam, which includes the heavy-ball method, AdaGrad, RMSProp, AMSGrad, and AdaGrad with first-order momentum (AdaFom), has an $O(\log K/\sqrt{K})$ convergence rate when a decaying learning rate ($\alpha_k = 1/\sqrt{k}$) is used [4]. AdaBelief (which adapts the step size in accordance with the belief in the observed gradients)
using $\alpha_k = 1/\sqrt{k}$ has an $O(\log K/\sqrt{K})$ convergence rate [30]. A method that unifies adaptive methods such as AMSGrad and AdaBelief has been shown to have a convergence rate of $O(1/\sqrt{K})$ when $\alpha_k = 1/\sqrt{k}$ [10], which improves on the results of [1][30].

There have been several practical studies of deep learning optimizers. Shallue et al. [23] studied how increasing the batch size affects the performances of SGD, SGD with momentum [18][20], and Nesterov momentum [17][25]. Zhang et al. [29] studied the relationship between batch size and performance for Adam and K-FAC (Kronecker-factored approximate curvature [14]). In both studies, it was numerically shown that increasing the batch size tends to decrease the number of steps needed for training deep neural networks, but with diminishing returns. Moreover, it was shown that SGD with momentum and Nesterov momentum can exploit larger batches than SGD [23] and that K-FAC and Adam can exploit larger batches than SGD with momentum [29]. Thus, it has been shown that momentum and adaptive methods can greatly reduce the number of steps needed for training deep neural networks [23 Figure 4], [29 Figure 5]. Smith et al. [24] numerically showed that using enormous batches leads to reductions in the number of parameter updates and model training time.

1.2. Motivation. As described in Section 1.1 there have been theoretical studies of the relationship between the learning rate and convergence of deep learning optimizers. Furthermore, as also described in Section 1.1 the practical performance of a deep learning optimizer strongly depends on the batch size. Our goal in this paper is to clarify theoretically the relationship between batch size and the performance of deep learning optimizers. We focus on the relationship between the batch size and the number of steps needed for nonconvex optimization of several adaptive methods.

To explicitly show our contribution, we characterize the diminishing returns reported in [23][29] by using the stochastic first-order oracle (SFO) complexities of
deep learning optimizers. We define the SFO complexity of a deep learning optimizer as $Kb$ on the basis of the number of steps $K$ needed for training the deep neural network and on the batch size $b$ used in the optimizer. Let $b^*$ be a critical batch size such that there are diminishing returns for all batch sizes beyond $b^*$, as asserted in [23,29]. Thanks to the numerical evaluations in [23,29], we know that there is a positive number $C$ such that

$$Kb \approx 2^C \text{ for } b \leq b^* \text{ and } Kb \geq 2^C \text{ for } b \geq b^*, \tag{1.1}$$

where $K$ and $b$ are defined for $i, j \in \mathbb{N}$ by $K = 2^i$ and $b = 2^j$. For example, Figure 5(a) in [23] shows $C \approx 16$ and $b^* \approx 2^8$ for the momentum method used to train a convolutional neural network on the MNIST dataset. This implies that, while SFO complexity $Kb$ initially is not almost changed (i.e., $K$ halves for each doubling of $b$), $Kb$ is minimized at critical batch size $b^*$, and there are diminishing returns once the batch size exceeds $b^*$. Therefore, we can see that there are diminishing returns beyond the critical batch size $b^*$ that minimizes SFO complexity.

1.3. Goal. The goal of this paper is to develop a theory demonstrating the existence of critical batch sizes, which was shown numerically by Shallue et al. and Zhang et al. [23,29].

To reach this goal, we first examine the relationship between the number of steps $K$ needed for nonconvex optimization (Section 2) and the batch size $b$ used for each adaptive method. We show that, under certain assumptions, the lower bound $\underline{K}$ and the upper bound $\overline{K}$ of $K$ are rational functions of batch size $b$; i.e., $\underline{K}$ and $\overline{K}$ have the following forms (see Section 3 for details):

$$\frac{Ab}{\{\epsilon^2 - (C + D)\}b - B} =: \underline{K}(b) \leq K \leq \overline{K}(b) := \frac{Eb}{(\delta\epsilon^2 + G)b - F}, \tag{1.2}$$

where $A, B, C, D, E, F$, and $G$ are positive constants depending on the parameters (e.g., constant learning rate $\alpha$ and momentum coefficient $\beta$) used in each adaptive method, and $\epsilon, \delta > 0$ are the precisions for nonconvex optimization. $\underline{K}$ and $\overline{K}$ defined by (1.2) are monotone decreasing and convex for batch size $b$. Accordingly, $\underline{K}$ and $\overline{K}$ decrease with an increase in batch size $b$. For minimizing the empirical average loss function for the given number of samples $n$ (see (2.2)), $\underline{K}$ and $\overline{K}$ are minimized at $b = n$. We can see that there are asymptotic values $\underline{K}^* = A/\{\epsilon^2 - (C + D)\}$ and $\overline{K}^* = E/(\delta\epsilon^2 + G)$ of $\underline{K}$ and $\overline{K}$.

Figure 1 visualizes the relationship between $\underline{K}(b)$ and $\overline{K}(b)$. The number of steps $K$ needed for nonconvex optimization is inversely proportional to a batch size smaller than the critical batch size $b^*$, and there are diminishing returns beyond the critical batch size $b^*$, as shown by the numerical results of Shallue et al. and Zhang et al. [23,29]. Moreover, the critical batch size $b^*$ minimizes SFO complexity $Kb$, as seen in (1.1). We thus define the critical batch size by using the global minimizer of SFO complexity $K(b)b$. 
From the forms of $K(b)$ and $\overline{K}(b)$ in (1.2), we have the forms of $K(b)b$ and $\overline{K}(b)b$:

\begin{equation}
\frac{Ab^2}{\{\epsilon^2 - (C + D)\}b - B} = K(b)b \leq Kb
\leq \overline{K}(b)b = \frac{Eb^2}{(\delta \epsilon^2 + G)b - F}.
\end{equation}

We can show that $K(b)b$ and $\overline{K}(b)b$ are convex; i.e., there are global minimizers, denoted by $b_*$ and $b^*$, of $K(b)b$ and $\overline{K}(b)b$, as seen in Figure 2 (see Section 3 for details). Therefore, we can regard batch sizes $b_*$ and $b^*$ as the critical batch sizes in the sense of minimizing $K(b)b$ and $\overline{K}(b)b$ defined by (1.3). Suppose that $K(b)b$ and $\overline{K}(b)b$ defined by (1.3) approximate the actual SFO complexity $Kb$; i.e.,

\begin{align*}
\frac{2B}{\epsilon^2 - (C + D)} &= b_* \approx b^* = \frac{2F}{\delta \epsilon^2 + G} \quad \text{and} \\
\frac{4AB}{\{\epsilon^2 - (C + D)\}^2} &= K(b_*)b_* \approx K(b^*)b^* = \frac{4EF}{(\delta \epsilon^2 + G)^2},
\end{align*}

which implies that

\begin{equation}
(M_1 \alpha + M_2)(M_3 \alpha - M_4) \approx M_i \alpha
\end{equation}

where $M_i (i = 1, 2, 3, 4, 5)$ are positive constants that do not depend on a constant learning rate $\alpha$ (see Section 3 for details). Hence, if precisions $\epsilon$ and $\delta$ are small, using a sufficiently small learning rate $\alpha$ could be used to approximate $K(b)b$ (Indeed, small learning rates were practically used by Shallue et al. [23]). Then, the demonstration of the existence of critical batch sizes $b_*$ and $b^*$ leads to the existence of the actual critical batch $b^* \approx b_* \approx b^*$.

2. Nonconvex Optimization and Deep Learning Optimizers

2.1. Nonconvex optimization. Let $\mathbb{R}^d$ be a $d$-dimensional Euclidean space with inner product $\langle x, y \rangle := x^\top y$ inducing norm $\|x\|$, and let $\mathbb{N}$ be the set of nonnegative integers. Let $\mathbb{S}_{++}^d$ be the set of $d \times d$ symmetric positive-definite matrices, and let $\mathbb{D}^d$ be the set of $d \times d$ diagonal matrices: $\mathbb{D}^d = \{M \in \mathbb{R}^{d \times d}; M = \text{diag}(x_i), \ x_i \in \mathbb{R} (i \in \mathbb{I} := \{1, 2, \ldots, d\})\}$.

The mathematical model used here is based on that of Shallue et al. [23]. Given a parameter $\theta$ in a set $\mathcal{S} \subset \mathbb{R}^d$ and given a data point $z$ in a data domain $Z$, a machine learning model provides a prediction for which the quality is estimated using a differentiable nonconvex loss function $\ell(\theta; z)$. We minimize the expected loss defined for all $\theta \in \mathcal{S}$ by using

\begin{equation}
L(\theta) = \mathbb{E}_{z \sim \mathcal{D}}[\ell(\theta; z)] = \mathbb{E}[\ell(\xi)],
\end{equation}

where $\mathcal{D}$ is the probability distribution over $Z$, $\xi$ denotes a random variable with distribution function $P$, and $\mathbb{E}[:]$ denotes the expectation taken with respect to $\xi$. A
particularly interesting example of (2.1) is the empirical average loss defined for all \( \theta \in S \):

\[
L(\theta; S) = \frac{1}{n} \sum_{i \in [n]} \ell(\theta; z_i) = \frac{1}{n} \sum_{i \in [n]} \ell_i(\theta),
\]

where \( S = (z_1, z_2, \ldots, z_n) \) denotes the training set, \( \ell_i(\cdot) := \ell(\cdot; z_i) \) denotes the loss function corresponding to the \( i \)-th training data instance \( z_i \), and \([n] := \{1, 2, \ldots, n\}\). Our main objective is to find a local minimizer of \( L \) over \( S \), i.e., a point \( \theta^* \in S \) that belongs to the set

\[
\text{VI}(S, \nabla L) := \left\{ \theta^* \in S : (\theta^* - \theta)^\top \nabla L(\theta^*) \leq 0 \ (\theta \in S) \right\},
\]

where \( \nabla L : \mathbb{R}^d \to \mathbb{R}^d \) denotes the gradient of \( L \). The inequality \( (\theta^* - \theta)^\top \nabla L(\theta^*) \leq 0 \) is called the variational inequality of \( \nabla L \) over \( S \) \([6]\).

2.2. Deep learning optimizers. We assume that there exists SFO such that, for a given \( \theta \in S \), it returns a stochastic gradient \( G_\xi(\theta) \) of the function \( L \) defined by (2.1), where a random variable \( \xi \) is supported on \( \Xi \) and does not depend on \( \theta \). Throughout this paper, we assume three standard conditions:

(S1) \( L : \mathbb{R}^d \to \mathbb{R} \) defined by (2.1) is continuously differentiable.

(S2) Let \( (\theta_k)_{k \in \mathbb{N}} \subset S \) be the sequence generated by a deep learning optimizer. For each iteration \( k \),

\[
\mathbb{E}_{\xi_k} [G_{\xi_k}(\theta_k)] = \nabla L(\theta_k),
\]

where \( \xi_0, \xi_1, \ldots \) are independent samples, and the random variable \( \xi_k \) is independent of \( (\theta_l)_{l=0}^k \). There exists a nonnegative constant \( \sigma^2 \) such that

\[
\mathbb{E}_{\xi_k} \left[ \|G_{\xi_k}(\theta_k) - \nabla L(\theta_k)\|^2 \right] \leq \sigma^2.
\]

(S3) For each iteration \( k \), the deep learning optimizer samples a batch \( B_k \) of size \( b \) and estimates the full gradient \( \nabla L \) as

\[
\nabla L_{B_k}(\theta_k) := \frac{1}{b} \sum_{i \in [b]} G_{\xi_{k,i}}(\theta_k),
\]

where \( \xi_{k,i} \) is the random variable generated by the \( i \)-th sampling in the \( k \)-th iteration.

In the case where \( L \) is defined by (2.2), we have that, for each \( k \), \( B_k \subset [n] \) and

\[
\nabla L_{B_k}(\theta_k) = \frac{1}{b} \sum_{i \in B_k} \nabla \ell_i(\theta_k).
\]
We consider the following algorithm (Algorithm 1), which is a unified algorithm for most deep learning optimizers including Momentum [18], AMSGrad [19], AMSBound [13], Adam [11], and AdaBelief [30], which are listed in Table 1.

**Algorithm 1 Deep learning optimizer**

Require: $\alpha \in (0, +\infty)$, $\beta \in [0, 1)$, $\gamma \in [0, 1)$

1: $k \leftarrow 0$, $\theta_0 \in \mathcal{S}$, $m_0 := 0$, $H_0 \in \mathbb{S}_{++}^{d} \cap \mathbb{D}^d$
2: loop
3: $m_k := \beta m_{k-1} + (1 - \beta) \nabla L_B_k(\theta_k)$
4: $\hat{m}_k := (1 - \gamma^{k+1})^{-1} m_k$
5: $H_k \in \mathbb{S}_{++}^{d} \cap \mathbb{D}^d$ (see Table 1 for examples of $H_k$)
6: Find $d_k \in \mathbb{R}^d$ that solves $H_k d = -\hat{m}_k$
7: $\theta_{k+1} := \theta_k + \alpha d_k$
8: $k \leftarrow k + 1$
9: end loop

Let $\xi_k = (\xi_{k,1}, \xi_{k,2}, \ldots, \xi_{k,d})$ be the random samplings in the $k$-th iteration, and let $\xi_{[k]} = (\xi_0, \xi_1, \ldots, \xi_k)$ be the history of process $\xi_0, \xi_1, \ldots$ to time step $k$. The adaptive methods listed in Table 1 all satisfy the following conditions:

(A1) $H_k := \text{diag}(h_{k,i})$ depends on $\xi_{[k]}$, and $h_{k+1,i} \geq h_{k,i}$ for all $k \in \mathbb{N}$ and all $i \in [d]$;

(A2) For all $i \in [d]$, a positive number $H_i$ exists such that $\sup_{k \in \mathbb{N}} \mathbb{E}[h_{k,i}] \leq H_i$.

We define $H := \max_{i \in [d]} H_i$. The optimizers in Table 1 obviously satisfy (A1). Previously reported results [4, p.29], [10, p.18], and [10] show that ($H_k$)$_{k \in \mathbb{N}}$ in Table 1 satisfies (A2). For example, AMSGrad (resp. Adam) satisfies (A2) with $H = \sqrt{M}$ (resp. $H = \sqrt{M/(1 - \zeta)}$), where $M := \sup_{k \in \mathbb{N}} \|\nabla L_B_k(\theta_k) \nabla L_B_k(\theta_k)\| < +\infty$.

The theoretical performance metric used to approximate a local minimizer in $\text{VI}(\mathcal{S}, \nabla L)$ (see (2.3)) is an $\epsilon$-approximation of the sequence $(\theta_k)$ generated by Algorithm 1 in the sense of the mean value of $(\theta_k - \theta)^\top \nabla L(\theta_k)$ $(k \in [K])$; that is,

$$
\delta^2 \leq V(K, \theta) := \frac{1}{K} \sum_{k \in [K]} \mathbb{E} \left[ (\theta_k - \theta)^\top \nabla L(\theta_k) \right] 
\leq \epsilon^2,
$$

where $\epsilon > 0$ and $\delta \in (0, 1]$ are precisions and $\theta \in \mathcal{S}$. It would be sufficient to consider that the right-hand side of (2.6), $V(K, \theta) \leq \epsilon^2$, approximates a local minimizer of $L$. Since consideration of $V(K, \theta) \leq \epsilon^2$ leads to the lower bound of $K$ satisfying $V(K, \theta) \leq \epsilon^2$, we also consider $\delta^2 \leq V(K, \theta)$, which leads to the upper bound of $K$.

---

1We define $x \circ x$ for $x := (x_i)_{i=1}^d \in \mathbb{R}^d$ by $x \circ x := (x_i^2)_{i=1}^d \in \mathbb{R}^d$. $C(i, l, u) : \mathbb{R} \to \mathbb{R}$ in AMSBound $(l, u \in \mathbb{R}$ with $l \leq u$ are given) is defined for all $x \in \mathbb{R}$ by

$$
C(i, l, u) := \begin{cases} 
    l & \text{if } x < l, \\
    x & \text{if } l \leq x \leq u, \\
    u & \text{if } x > u.
\end{cases}
$$
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Table 1. Examples of $H_k \in S^d_+ \cap D^d$ (step 5) in Algorithm $1$ ($\eta, \zeta \in [0, 1)$)

| Method           | $H_k$                                                                 |
|------------------|----------------------------------------------------------------------|
| SGD $(\beta = \gamma = 0)$ | $H_k$ is the identity matrix.                                          |
| Momentum $(\gamma = 0)$     | $H_k$ is the identity matrix.                                          |
| AMSGrad $(\gamma = 0)$      | $p_k = \nabla L_{B_k}(\theta_k) \odot \nabla L_{B_k}(\theta_k)$        |
| AMSBound $(\gamma = 0)$     | $v_k = \eta v_{k-1} + (1 - \eta) p_k$                                 |
| Adam $(\gamma = 0)$         | $v_k = \eta v_{k-1} + (1 - \eta) p_k$                                 |
| AdaBelief $(\gamma = 0)$    | $p_k = \nabla L_{B_k}(\theta_k) - m_k$                                |

3. Main Results

Let us suppose that (S1), (S2) $(\bar{\gamma}, \zeta := 1 - \gamma, \bar{\gamma}_k := 1 - \gamma^{k+1})$, and (S3) hold. Then, Algorithm $1$ satisfies the following equation (see Lemma $A.2$ for details). For all $\theta \in S$ and all $K \geq 1$, $V(K, \theta)$

$$V(K, \theta) = \frac{1}{2\alpha_\beta K} \sum_{k=1}^{K} \gamma_k \left\{ \mathbb{E} \left[ \| \theta_k - \theta \|^2_{H_k} \right] - \mathbb{E} \left[ \| \theta_{k+1} - \theta \|^2_{H_k} \right] \right\}$$

$$+ \frac{\alpha}{2\beta K} \sum_{k=1}^{K} \gamma_k \mathbb{E} \left[ \| d_k \|^2_{H_k} \right] + \frac{\beta}{\beta K} \sum_{k=1}^{K} \mathbb{E} \left[ (\theta - \theta_k)^\top m_{k-1} \right],$$

where $\tilde{\beta} := 1 - \beta$, $\tilde{\gamma}_k := 1 - \gamma^{k+1}$, and $\| x \|^2_S := x^\top S x$ ($S \in S_+^d$, $x \in \mathbb{R}^d$).
3.1. Lower bound of $K$. We provide the lower bound of $K$ satisfying $V(K, \theta) \leq \epsilon^2$ under the following conditions:

(L1) There exists a positive number $P$ such that $E[\|\nabla L(\theta_k)\|^2] \leq P^2$, where $\theta_k = (\theta_{k,i})$ is the sequence generated by Algorithm 1.

(L2) For all $\theta = (\theta_i) \in S$, there exists a positive number $\text{Dist}(\theta)$ such that $\max_{i \in [d]} \sup \{ (\theta_{k,i} - \theta_i)^2 : k \in \mathbb{N} \} \leq \text{Dist}(\theta)$.

Condition (L1) was used in previous studies [4, A2] and [30, Theorem 2.2] to analyze deep learning optimizers for nonconvex optimization. Here, we use (L1) to provide the upper bounds of $E[\|d_k\|_{H_k}^2]$ and $E[\|m_k\|^2]$ (see Lemma A.3 for details); i.e.,

$$E[\|m_k\|^2] \leq \frac{\sigma^2 b^{-1} + P^2}{\tilde{\gamma} h_0^*},$$

where (S2)(2.5) and (A1) are assumed, $\tilde{\gamma} := 1 - \gamma$, and $h_0^* := \min_{i \in [d]} h_{0,i}$. This formulation implies that $A_K$ in (3.1) is bounded above (see Theorems A.1 and 3.1 for details).

Condition (L2) is assumed for both convex and nonconvex optimization, e.g., [16, p.1574], [11, Theorem 4.1], [19, p.2], [13, Theorem 4], and [30, Theorem 2.1]. Here, we use (L2) and (A2) to provide the upper bounds of $\Gamma_K$ and $B_K$ in (3.1) (see Theorem A.1 for details); i.e.,

$$\Gamma_K \leq d \text{Dist}(\theta) H \quad \text{and} \quad B_K \leq \sqrt{d \text{Dist}(\theta)(\sigma^2 + P^2)} K,$$

where (S2)(2.5) and (L1) are assumed and $H := \max_{i \in [d]} H_i$. Therefore, we have the following theorem (see the Appendix for detailed proof):

**Theorem 3.1.** Suppose that (S1)–(S3), (A1)–(A2), and (L1)–(L2) hold. Then, Algorithm 1 satisfies that, for all $\theta \in S$ and all $K \geq 1$,

$$V(K, \theta) \leq \frac{A}{K} + \frac{B}{b} + C + D,$$

where $\tilde{\beta} := 1 - \beta$, $\tilde{\gamma} := 1 - \gamma$, and $h_0^* := \min_{i \in [d]} h_{0,i}$,

$$A = A(\alpha, \beta, \theta, d, H) = \frac{d \text{Dist}(\theta) H}{2 \alpha \tilde{\beta}},$$

$$B = B(\alpha, \beta, \gamma, \sigma^2, h_0^*) = \frac{\sigma^2 \alpha}{2 \tilde{\beta} \gamma h_0^*},$$

$$C = C(\alpha, \beta, \gamma, P^2, h_0^*) = \frac{P^2 \alpha}{2 \tilde{\beta} \gamma h_0^*},$$

$$D = D(\beta, \theta, d, \sigma^2, P^2) = \frac{\sqrt{d \text{Dist}(\theta)(\sigma^2 + P^2)} \beta}{\tilde{\beta}}.$$

Moreover, the lower bound $K_\epsilon$ of the number of steps $K_\epsilon$ satisfying $V(K, \theta) \leq \epsilon^2$ for Algorithm 1 is such that, for all $b > B/\{\epsilon^2 - (C + D)\} \geq 0$,

$$K_\epsilon(b) := \frac{Ab}{\{\epsilon^2 - (C + D)\} b - B} \leq K_\epsilon.$$
The lower bound $K_*$ is monotone decreasing and convex:

$$K_* := \frac{A}{\varepsilon^2 - (C + D)} < K_*(b)$$

for all $b > B/\{\varepsilon^2 - (C + D)\}$.

The minimization of $K_*(b)b$ is as follows (The proof of Theorem 3.2 is given in the Appendix):

**Theorem 3.2.** Suppose that the assumptions in Theorem 3.1 hold and consider Algorithm 1. Then, there exists $b = 2B/\{\varepsilon^2 - (C + D)\}$

such that $b_*$ minimizes the convex function $K_*(b)$; i.e., for all $b > B/\{\varepsilon^2 - (C + D)\}$,

$$\frac{4AB}{\{\varepsilon^2 - (C + D)\}^2} = K_*(b_*)b_* \leq K_*(b)b$$

$$= \frac{Ab^2}{\{\varepsilon^2 - (C + D)\}b - B}.

**3.2. Upper bound of $K$.** We provide the upper bound of $K$ satisfying $\delta\varepsilon^2 \leq V(K, \theta)$ under the following conditions:

(U1) There exists $c_1 \in [0, 1]$ such that $E[\|d_k\|_{H_k}^2] \geq c_1\sigma^2/b$.

(U2) There exist $\theta^* \in \text{VI}(S, \nabla L)$ and $c_2 \geq 0$ such that $E[(\theta^* - \theta_k)^\top m_{k-1}] \geq -c_2(\sigma^2/b + P^2)$.

(U3) For $\theta^* \in \text{VI}(S, \nabla L)$, there exists a positive number $X(\theta^*)$ such that, for all $k \geq 1$, $\tilde{\gamma}[E[\|\theta_1 - \theta^*\|_{H_1}^2] - E[\|\theta_k+1 - \theta^*\|_{H_{k+1}}^2]) \geq X(\theta^*)$, where $\tilde{\gamma} := 1 - \gamma$.

We consider the case where $H_k$ is the identity matrix needed to justify (U1). The definition of $m_k := \beta m_{k-1} + (1 - \beta)\nabla L_{B_k}(\theta_k)$ implies that $m_k$ depends on $\nabla L_{B_k}(\theta_k)$. Here, we assume the following condition, which is stronger than (S2)(2.5): there exists $c_1 \in [0, 1]$ such that

$$c_1\sigma^2 \leq E_{x_k} \left[\|G_{\xi_k}(\theta_k) - \nabla L(\theta_k)\|^2\right] \leq \sigma^2.$$ (3.3)

Then, (S2)(2.4) and (3.3) ensure that

$$E \left[\|\nabla L_{B_k}(\theta_k)\|^2|\theta_k\right] \geq E \left[\|\nabla L_{B_k}(\theta_k) - \nabla L(\theta_k)\|^2|\theta_k\right] \geq \frac{c_1\sigma^2}{b}.$$

From $\tilde{\gamma}_k = 1 - \gamma^{k+1} \leq 1$, we have that $\|d_k\|^2 = \tilde{\gamma}_k^{-2}\|m_k\|^2 \geq \|m_k\|^2$ ($k \in \mathbb{N}$). Accordingly, the lower bound of $\|d_k\|^2$ depends on $c_1\sigma^2/b$.

Algorithm 1 for nonconvex optimization satisfies that there exist positive numbers $C_1$ and $C_2$ such that, for all $\theta \in S$,

$$\liminf_{k \to +\infty} E \left[\left(\theta_k - \theta\right)^\top \nabla L(\theta_k)\right] \leq C_1\alpha + C_2\beta,$$ (3.4)

$$V(K, \theta) \leq \mathcal{O}\left(\frac{1}{K}\right) + C_1\alpha + C_2\beta.$$
The sequence \((\theta_k)_{k \in \mathbb{N}}\) generated by Algorithm 1 can thus approximate a local minimizer \(\theta^* \in \text{VI}(S, \nabla L)\). Meanwhile, we have that
\[
(\theta^* - \theta_k)^\top m_{k-1} \leq \frac{1}{2} \left\{ \|\theta^* - \theta_k\|^2 + \|m_{k-1}\|^2 - \|\theta^* - \theta_k - m_{k-1}\|^2 \right\} 
\leq -\frac{1}{2} \|\theta^* - \theta_k - m_{k-1}\|^2.
\]
Accordingly, for a sufficiently large \(k\), the lower bound of \((\theta^* - \theta_k)^\top m_{k-1}\) depends on \(-\mathbb{E}[\|m_{k-1}\|^2] \geq -\left(\sigma^2/b + P^2\right)\), where (S2)(2.5) and (L1) are assumed (see (3.2)). Hence, we assume (U2) for Algorithm 1.

Condition (U3) implies that \(\mathbb{E}[\|\theta_{k+1} - \theta^*\|_{\hat{H}_k}^2] < \mathbb{E}[\|\theta_1 - \theta^*\|_{\hat{H}_1}^2] < +\infty\), which is stronger than (L2), and that \(\theta_{k+1}\) approximates more appropriately \(\theta^*\) than \(\theta_1\).

Theorem 3.3: Suppose that (S1)–(S3), (A1), (L1), and (U1)–(U3) hold. Then, Algorithm 1 satisfies that, for all \(K \geq 1\),
\[
V(K, \theta^*) \geq \frac{E}{K} + \frac{F}{b} - G,
\]
where \(\tilde{\beta} := 1 - \beta\), \(\tilde{\gamma} := 1 - \gamma\),
\[
E = E(\alpha, \beta, \theta^*) = \frac{X(\theta^*)}{2\alpha \tilde{\beta}},
\]
\[
F = F(\alpha, \beta, \gamma, \sigma^2, c_1, c_2) = \frac{\sigma^2 (c_1 \alpha \tilde{\gamma} - 2c_2 \beta)}{2 \tilde{\beta}},
\]
\[
G = G(\beta, c_2, P^2) = \frac{c_2 \beta P^2}{\tilde{\beta}}.
\]

Moreover, the upper bound \(\overline{K}_{\epsilon, \delta}\) of the number of steps \(K_{\epsilon, \delta}\) satisfying \(\epsilon \delta^2 \leq V(K, \theta^*)\) for Algorithm 1 is such that, for all \(b > F/(\delta \epsilon^2 + G) \geq 0\),
\[
\overline{K}_{\epsilon, \delta}(b) := \frac{Eb}{(\delta \epsilon^2 + G) b - F} \geq K_{\epsilon, \delta}.
\]

The upper bound \(\overline{K}_{\epsilon, \delta}\) is monotone decreasing and convex:
\[
\overline{K}_{\epsilon, \delta}^+ := \frac{E}{\delta \epsilon^2 + G} < \overline{K}_{\epsilon, \delta}(b)
\]
for all \(b > F/(\delta \epsilon^2 + G)\).

The minimization of \(\overline{K}_{\epsilon, \delta}(b)b\) is as follows (The proof of Theorem 3.4 is given in the Appendix):

Theorem 3.4: Suppose that the assumptions in Theorem 3.3 hold and consider Algorithm 1. Then, there exists
\[
b^* := \frac{2F}{\delta \epsilon^2 + G}
\]
such that $b^*$ minimizes a convex function $K_{\epsilon, \delta}(b); \ i.e., \ for \ all \ b > F/(\delta \epsilon^2 + G)$,

$$\frac{4EF}{(\delta \epsilon^2 + G)^2} = K_{\epsilon, \delta}(b^*) \leq K_{\epsilon, \delta}(b) = \frac{Eb^2}{(\delta \epsilon^2 + G)b - F}.$$
| Batch Size | Time (s) | Accuracy (%) |
|------------|----------|--------------|
| $2^2$      | 7978.90  | 96.49        |
| $2^3$      | 3837.72  | 96.79        |
| $2^4$      | 2520.82  | 96.51        |
| $2^5$      | 1458.70  | 96.72        |
| $2^6$      | 887.01   | 96.70        |
| $2^7$      | 678.66   | 96.94        |
| $2^8$      | 625.10   | 96.94        |
| $2^9$      | 866.65   | 98.34        |

Table 4. Elapsed time and training accuracy of Adam when $L(\theta_K) \leq 10^{-1}$ for training ResNet-20 on CIFAR-10

| Batch Size | Time (s) | Accuracy (%) |
|------------|----------|--------------|
| $2^2$      | 10601.78 | 96.46        |
| $2^3$      | 4405.73  | 96.38        |
| $2^4$      | 2410.28  | 96.65        |
| $2^5$      | 1314.01  | 96.53        |
| $2^6$      | 617.14   | 96.43        |
| $2^7$      | 487.75   | 96.68        |
| $2^8$      | 281.74   | 96.58        |
| $2^9$      | 225.03   | 96.72        |

Table 5. Elapsed time and training accuracy of Adam when $L(\theta_K) \leq 10^{-1}$ for training ResNet-20 on CIFAR-10

| Batch Size | Time (s) | Accuracy (%) |
|------------|----------|--------------|
| $2^{10}$   | 197.78   | 96.74        |
| $2^{11}$   | 195.40   | 97.21        |
| $2^{12}$   | 233.70   | 97.54        |
| $2^{13}$   | 349.81   | 97.75        |
| $2^{14}$   | 691.04   | 97.51        |
| $2^{15}$   | 644.19   | 99.05        |
| $2^{16}$   | 1148.68  | 99.03        |

3.3. Discussion. To guarantee that $K_\epsilon(b)b$ in Theorem 3.2 and $K_{\epsilon,\delta}(b)b$ in Theorem 3.4 fit the actual SFO complexity $Kb$, we need to satisfy (1.4); that is,

$$\left(\frac{C+D}{M_1+M_2}\right)F + BG \approx (F - \delta B)\epsilon^2 \text{ and }$$

$$\left(\frac{(C+D)\sqrt{EF} + G\sqrt{AB}}{M_1+M_2}\right) \approx (\sqrt{EF} - \delta \sqrt{AB})\epsilon^2.$$  

Hence, if precisions $\epsilon$ and $\delta$ are small, then using a sufficiently small learning rate $\alpha$ could be used to approximate $K(b)b$. Indeed, small learning rates such as $10^{-2}$ and $10^{-3}$ have been practically used in previous numerical validations \cite{23}. The demonstration of the existence of $b_*$ and $b^*$ leads to the existence of the actual critical batch size $b^* \approx b_* \approx b^*$.

4. Numerical Examples

We evaluated the performances of SGD, Momentum, and Adam with different batch sizes for training ResNet-20 on the CIFAR-10 dataset with $n = 50000$. The metrics were the number of steps $K$ and the SFO complexity $Kb$ satisfying $L(\theta_K) \leq 10^{-1}$, where $\theta_K$ is generated for each of SGD, Momentum, and Adam using batch size $b$. The stopping condition was 200 epochs. The experimental environment consisted of two Intel(R) Xeon(R) Gold 6148 2.4-GHz CPUs with 20 cores each, a
16-GB NVIDIA Tesla V100 900-Gbps GPU, and the Red Hat Enterprise Linux 7.6 OS. The code was written in Python 3.8.2 using the NumPy 1.17.3 and PyTorch 1.3.0 packages. A constant learning rate \( (\alpha = 10^{-3}) \) was commonly used. SGD used the identity matrix \( \mathbf{H}_k \) and \( \beta = \gamma = 0 \), and Momentum used the identity matrix \( \mathbf{H}_k \), \( \beta = 0.9 \), and \( \gamma = 0 \). Adam used \( \mathbf{H}_k \) defined by Table 1, \( \beta = \gamma = 0.9 \), and \( \eta = \zeta = 0.999^{[11]} \).

Figure 3 shows the number of steps for SGD, Momentum, and Adam versus the batch size. For SGD and Momentum, the number of steps \( K \) needed for \( L(\theta_K) \leq 10^{-1} \) initially decreased. However, SGD with \( b \geq 2^8 \) and Momentum with \( b \geq 2^{10} \) did not satisfy \( L(\theta_K) \leq 10^{-1} \) before the stopping condition was reached. Adam had an initial period of perfect scaling (indicated by dashed line) such that the number of steps \( K \) needed for \( L(\theta_K) \leq 10^{-1} \) was inversely proportional to batch size \( b \), and critical batch size \( b^* = 2^{11} \) such that \( K \) was not inversely proportional to the batch size beyond \( b^* \); i.e., there were diminishing returns.

Figure 4 plots the SFO complexities for SGD, Momentum, and Adam versus the batch size. For SGD, SFO complexity was minimum at \( b = 2^2 \); for Momentum, it was minimum at \( b = 2^3 \). For Adam, SFO complexity was minimum at the critical batch size \( b^* = 2^{11} \). In particular, we determined that the SFO complexity of Adam with \( b = 2^{10} \) was about 1404928, that of Adam with \( b^* = 2^{11} \) was about 1382400, and that of Adam with \( b = 2^{12} \) was about 1650688.

Tables 2, 3, 4, and 5 show the elapsed time and the training accuracy for SGD, Momentum, and Adam when \( L(\theta_K) \leq 10^{-1} \) was achieved. Table 2 shows that the elapsed time for SGD decreased with an increase in batch size. Table 3 shows that the elapsed time for Momentum monotonically decreased for \( b \leq 2^8 \) and increased for \( b = 2^9 \) compared with that for \( b = 2^8 \). This is because the SFO complexity for Momentum for \( b = 2^9 \) was substantially higher than that for \( b = 2^8 \), as shown in Figure 4. Tables 4 and 5 show that the elapsed time for Adam monotonically decreased for \( b \leq 2^{11} \) and that the elapsed time for critical batch size \( b^* = 2^{11} \) was the shortest. The elapsed time for \( b \geq 2^{12} \) increased with the SFO complexity, as shown in Figure 4.

We also investigated the behaviors of SGD, Momentum, and Adam for a decaying learning rate \( (\alpha_k = 10^{-3}/\sqrt{k}) \) and a decaying learning rate \( (\alpha_k \text{ defined by } \alpha_k = 10^{-2} - 10^{-2}(1 - \alpha)kT^{-1} \text{ for } k \leq T \text{ or } \alpha_k = 10^{-2}\alpha \text{ for } k > T) \), where the decay factor was \( \alpha = 10^{-3} \) and the number of training steps was \( T = 10^4 \) (\( \alpha \) and \( T \) were set on the basis of the results of a previous study). None of the optimizers achieved \( L(\theta_K) \leq 10^{-1} \) before the stopping condition (200 epochs) was reached.

5. Conclusion

We have clarified the lower and upper bounds of the number of steps needed for nonconvex optimization of adaptive methods and have shown that there exist critical batch sizes \( b_* \) and \( b^* \) in the sense of minimizing the lower and upper bounds of the stochastic first-order oracle (SFO) complexities of adaptive methods. Previous numerical evaluations showed that the actual critical batch size \( b^* \) minimizes SFO complexity. Hence, if the lower and upper bounds of the SFO complexity fit the actual SFO complexity, then the existence of \( b_* \) and \( b^* \) guarantee the existence of the actual critical batch size \( b^* \). We also demonstrated that it would be sufficient
to use small learning rates for an adaptive method to satisfy that the lower and upper bounds of SFO complexity fit the actual SFO complexity. Furthermore, we provided numerical examples supporting our theoretical results. They showed that Adam with a frequently used small learning rate ($10^{-3}$) had a critical batch size that minimizes SFO complexity.
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APPENDIX A. APPENDIX

Unless stated otherwise, all relationships between random variables are supported to hold almost surely. Let $S \in \mathbb{S}^d_+$. The $S$-inner product of $\mathbb{R}^d$ is defined for all $x, y \in \mathbb{R}^d$ by $\langle x, y \rangle_S := \langle x, Sy \rangle = x^T(Sy)$, and the $S$-norm is defined by $\|x\|_S := \sqrt{\langle x, Sx \rangle}$.

A.1. Lemmas and Theorems.

Lemma A.1. Suppose that (S1), (S2),(2.4), and (S3) hold. Then, Algorithm 1 satisfies the following: for all $k \in \mathbb{N}$ and all $\theta \in \mathcal{S}$,

$$
\mathbb{E} \left[ \| \theta_{k+1} - \theta \|_{H_k}^2 \right] = \mathbb{E} \left[ \| \theta_k - \theta \|_{H_k}^2 \right] + \alpha^2 \mathbb{E} \left[ \| d_k \|_{H_k}^2 \right] \\
+ 2\alpha \left\{ \frac{\beta}{\gamma_k} \mathbb{E} \left[ (\theta - \theta_k)^T m_{k-1} \right] + \frac{\beta}{\gamma_k} \mathbb{E} \left[ (\theta - \theta_k)^T \nabla L(\theta_k) \right] \right\},
$$

$\mathbb{E}$ denotes the expectation.
where \( \tilde{\beta} := 1 - \beta \) and \( \tilde{\gamma}_k := 1 - \gamma^{k+1} \).

Proof. Let \( \theta \in S \) and \( k \in \mathbb{N} \). The definition of \( \theta_{k+1} \) implies that
\[
\|\theta_{k+1} - \theta\|_{H_k}^2 = \|\theta_k - \theta\|_{H_k}^2 + 2\alpha(\theta_k - \theta, d_k)_{H_k} + \alpha^2\|d_k\|_{H_k}^2.
\]
Moreover, the definitions of \( d_k, m_k \), and \( \tilde{m}_k \) ensure that
\[
(\theta_k - \theta, d_k)_{H_k} = \frac{1}{\tilde{\gamma}_k}(\theta - \theta_k)^\top m_k = \frac{\beta}{\tilde{\gamma}_k}(\theta - \theta_k)^\top m_{k-1} + \frac{\tilde{\beta}}{\tilde{\gamma}_k}(\theta - \theta_k)^\top \nabla L_{B_k}(\theta_k).
\]
Hence,
\[
\|\theta_{k+1} - \theta\|_{H_k}^2 = \|\theta_k - \theta\|_{H_k}^2 + \alpha^2\|d_k\|_{H_k}^2
\]
\[
+ 2\alpha \left\{ \frac{\beta}{\tilde{\gamma}_k}(\theta - \theta_k)^\top m_{k-1} + \frac{\tilde{\beta}}{\tilde{\gamma}_k}(\theta - \theta_k)^\top \nabla L_{B_k}(\theta_k) \right\}.
\]
(A.1)

Conditions (2.4) and (S3) guarantee that
\[
E \left[ E \left[ (\theta - \theta_k)^\top \nabla L_{B_k}(\theta_k) \mid \theta_k \right] \right] = E \left[ (\theta - \theta_k)^\top E \left[ \nabla L_{B_k}(\theta_k) \mid \theta_k \right] \right]
\]
\[
= E \left[ (\theta - \theta_k)^\top \nabla L(\theta_k) \right].
\]

Therefore, the lemma follows by taking the expectation with respect to \( \xi_k \) on both sides of (A.1). This completes the proof. \( \square \)

Lemma A.1 leads to the following:

Lemma A.2. Suppose that the assumptions in Lemma A.1 hold and consider Algorithm 1. Let \( V_k(\theta) := E[(\theta_k - \theta)^\top \nabla L(\theta_k)] \) for all \( \theta \in S \) and all \( k \in \mathbb{N} \). Then, for all \( \theta \in S \) and all \( K \geq 1 \),
\[
\sum_{k=1}^{K} V_k(\theta) = \frac{1}{2\alpha\beta} \sum_{k=1}^{K} \tilde{\gamma}_k \left\{ E \left[ \|\theta_k - \theta\|_{H_k}^2 \right] - E \left[ \|\theta_{k+1} - \theta\|_{H_k}^2 \right] \right\}
\]
\[
+ \frac{\alpha}{2\beta} \sum_{k=1}^{K} \tilde{\gamma}_k E \left[ \|d_k\|_{H_k}^2 \right] + \frac{\beta}{\beta} \sum_{k=1}^{K} E \left[ (\theta - \theta_k)^\top m_{k-1} \right].
\]
(A.2)

Proof. Let \( \theta \in S \). Lemma A.1 guarantees that, for all \( k \in \mathbb{N} \),
\[
\frac{2\alpha\beta}{\tilde{\gamma}_k} V_k(\theta) = E \left[ \|\theta_k - \theta\|_{H_k}^2 \right] - E \left[ \|\theta_{k+1} - \theta\|_{H_k}^2 \right] + \alpha^2 E \left[ \|d_k\|_{H_k}^2 \right]
\]
\[
+ \frac{2\alpha}{\tilde{\gamma}_k} E \left[ (\theta - \theta_k)^\top m_{k-1} \right].
\]
Hence, we have that
\[
V_k(\theta) = \frac{\tilde{\gamma}_k}{2\alpha\beta} \left\{ E \left[ \|\theta_k - \theta\|_{H_k}^2 \right] - E \left[ \|\theta_{k+1} - \theta\|_{H_k}^2 \right] \right\}
\]
\[
+ \frac{\alpha}{2\beta} E \left[ \|d_k\|_{H_k}^2 \right] + \frac{\beta}{\beta} E \left[ (\theta - \theta_k)^\top m_{k-1} \right].
\]
Summing the above inequality from $k = 1$ to $K \geq 1$ implies the assertion in Lemma A.2. This completes the proof.

**Lemma A.3.** Algorithm 1 satisfies that, under (S2) (2.4), (2.5), and (L1), for all $k \in \mathbb{N},$

$$\mathbb{E} \left[ \left\| m_k \right\|^2 \right] \leq \frac{\sigma^2}{b} + P^2.$$

Under (A1) and (L1), for all $k \in \mathbb{N},$

$$\mathbb{E} \left[ \left\| d_k \right\| \right] \leq \frac{1}{(1 - \gamma)^2 h_0^*} \left( \frac{\sigma^2}{b} + P^2 \right),$$

where $h_0^* := \min_{i \in [d]} h_{0,i}$.

**Proof.** Let $k \in \mathbb{N}.$ From (S2) (2.4), we have that

$$\mathbb{E} \left[ \left\| \nabla L_{B_k}(\theta_k) \right\|^2 | \theta_k \right] = \mathbb{E} \left[ \left\| \nabla L_{B_k}(\theta_k) - \nabla L(\theta_k) + \nabla L(\theta_k) \right\|^2 | \theta_k \right]$$

$$= \mathbb{E} \left[ \left\| \nabla L_{B_k}(\theta_k) - \nabla L(\theta_k) \right\|^2 \right] + \mathbb{E} \left[ \left\| \nabla L(\theta_k) \right\|^2 \theta_k \right]$$

$$+ 2 \mathbb{E} \left[ \left( \nabla L_{B_k}(\theta_k) - \nabla L(\theta_k) \right) \nabla L(\theta_k) \right]$$

$$= \mathbb{E} \left[ \left\| \nabla L_{B_k}(\theta_k) - \nabla L(\theta_k) \right\|^2 \theta_k \right] + \mathbb{E} \left[ \left\| \nabla L(\theta_k) \right\|^2 \right],$$

which, together with (S2) (2.5) and (L1), implies that

(A.3) \[ \mathbb{E} \left[ \left\| \nabla L_{B_k}(\theta_k) \right\|^2 \right] \leq \frac{\sigma^2}{b} + P^2. \]

The convexity of $\| \cdot \|_2^2$, together with the definition of $m_k$ and (A.3), guarantees that, for all $k \in \mathbb{N},$

$$\mathbb{E} \left[ \left\| m_k \right\|^2 \right] \leq \beta \mathbb{E} \left[ \left\| m_k-1 \right\|^2 \right] + (1 - \beta) \mathbb{E} \left[ \left\| \nabla L_{B_k}(\theta_k) \right\|^2 \right]$$

$$\leq \beta \mathbb{E} \left[ \left\| m_k-1 \right\|^2 \right] + (1 - \beta) \left( \frac{\sigma^2}{b} + P^2 \right).$$

Induction thus ensures that, for all $k \in \mathbb{N},$

(A.4) \[ \mathbb{E} \left[ \left\| m_k \right\|^2 \right] \leq \max \left\{ \left\| m_{k-1} \right\|^2, \frac{\sigma^2}{b} + P^2 \right\} = \frac{\sigma^2}{b} + P^2, \]

where $m_{-1} = \mathbf{0}.$ For $k \in \mathbb{N},$ $H_k \in S_+^d$ guarantees the existence of a unique matrix $\overline{H}_k \in S_{++}^d$ such that $H_k = \overline{H}_k \Theta_k$ [\textit{Theorem 7.2.6}]. We have that, for all $x \in \mathbb{R}^d,$

$$\| x \|^2_{H_k} = \| \overline{H}_k x \|^2.$$ Accordingly, the definitions of $d_k$ and $m_k$ imply that, for all $k \in \mathbb{N},$

$$\mathbb{E} \left[ \left\| d_k \right\| \right] \leq \frac{1}{\gamma_k} \mathbb{E} \left[ \left\| \overline{H}_k^{-1} m_k \right\|^2 \right] \leq \frac{1}{(1 - \gamma)^2} \mathbb{E} \left[ \left\| \overline{H}_k^{-1} m_k \right\|^2 \right],$$

where

$$\left\| \overline{H}_k^{-1} \right\| = \left\| \text{diag} \left( \frac{1}{h_{k,i}} \right) \right\| = \max_{i \in [d]} h_{k,i}^{-\frac{1}{2}}.$$
and \( \tilde{\gamma}_k := 1 - \gamma^{k+1} \geq 1 - \gamma \). Moreover, (A1) ensures that, for all \( k \in \mathbb{N} \), 
\[ h_{k,i} \geq h_{0,i} \geq h_0^* := \min_{i \in [d]} h_{0,i}. \]

Hence, (A.4) implies that, for all \( k \in \mathbb{N} \), 
\[ E[\|d_k\|_{H_k}^2] \leq \frac{1}{(1 - \gamma)^2 h_0^*} \left( \frac{\sigma^2}{b} + P^2 \right), \]
completing the proof. \( \square \)

We are now in the position to prove the following theorems.

**Theorem A.1.** Suppose that (S1)–(S3), (A1)–(A2), and (L1)–(L2) hold and consider Algorithm \( \mathcal{A} \). Then, for all \( \theta \in \mathcal{S} \) and all \( K \geq 1 \),
\[ V(K, \theta) \leq \frac{d \operatorname{Dist}(\theta) H}{2 \alpha \beta K} + \frac{\alpha}{2 \beta^2 \gamma^2 h_0^*} \left( \frac{\sigma^2}{b} + P^2 \right) + \frac{\beta \sqrt{d \operatorname{Dist}(\theta)}}{\sqrt{\beta}} \sqrt{\frac{\sigma^2}{b} + P^2}, \]
where \( \tilde{\gamma} := 1 - \gamma \), \( \operatorname{Dist}(\theta) \) and \( H_i \) are defined as in (L2) and (A2), and \( H := \max_{i \in [d]} H_i \).

**Proof.** Let \( \theta \in \mathcal{S} \). From the definition of \( \Gamma_K \) in Lemma A.2, we have that
\[ \Gamma_K = \tilde{\gamma}_1 E \left[ \| \theta_1 - \theta \|_{H_1}^2 \right] + \sum_{k=2}^{K} \left\{ \tilde{\gamma}_k E \left[ \| \theta_k - \theta \|_{H_k}^2 \right] - \tilde{\gamma}_{k-1} E \left[ \| \theta_k - \theta \|_{H_{k-1}}^2 \right] \right\} \]
(A.5)
\[ - \tilde{\gamma}_K E \left[ \| \theta_{K+1} - \theta \|_{H_K}^2 \right]. \]

Since \( H_k \in \mathbb{R}_+^d \) exists such that \( H_k = h_k^2 \), we have \( \| x \|_{H_k}^2 = \| H_k x \|^2 \) for all \( x \in \mathbb{R}^d \). Accordingly, we have
\[ \hat{\Gamma}_K = E \left[ \sum_{k=2}^{K} \left\{ \tilde{\gamma}_k \| H_k (\theta_k - \theta) \|^2 - \tilde{\gamma}_{k-1} \| H_{k-1} (\theta_k - \theta) \|^2 \right\} \right]. \]

From \( H_k = \text{diag}(\sqrt{h_{k,i}}) \), we have that, for all \( x = (x_i)_{i=1}^d \in \mathbb{R}^d \), \( \| H_k x \|^2 = \sum_{i=1}^d h_{k,i} x_i^2 \). Hence, for all \( K \geq 2 \),
(A.6) \[ \hat{\Gamma}_K = E \left[ \sum_{k=2}^{K} \sum_{i=1}^{d} (\tilde{\gamma}_k h_{k,i} - \tilde{\gamma}_{k-1} h_{k-1,i}) (\theta_k - \theta_i)^2 \right]. \]

From (A1), we have that, for all \( k \geq 1 \) and all \( i \in [d] \),
\[ \tilde{\gamma}_k h_{k,i} - \tilde{\gamma}_{k-1} h_{k-1,i} \geq 0. \]

Moreover, from (L2), \( \max_{i \in [d]} \sup_{\theta_k} (\theta_k - \theta_i)^2 \leq \operatorname{Dist}(\theta) \). Accordingly, for all \( K \geq 2 \),
\[ \hat{\Gamma}_K \leq \operatorname{Dist}(\theta) E \left[ \sum_{k=2}^{K} \sum_{i=1}^{d} (\tilde{\gamma}_k h_{k,i} - \tilde{\gamma}_{k-1} h_{k-1,i}) \right] = \operatorname{Dist}(\theta) E \left[ \sum_{i=1}^{d} (\tilde{\gamma}_K h_{K,i} - \gamma_1 h_{1,i}) \right]. \]
Therefore, (A.5), \( \tilde{\gamma}_1 \mathbb{E}[\|\theta_1 - \theta\|_H^2] \leq \text{Dist}(\theta) \tilde{\gamma}_1 \mathbb{E}[\sum_{i=1}^{d} h_{1,i}] \), and (A2) imply, for all \( K \geq 1 \),
\[
\Gamma_K \leq \tilde{\gamma}_1 \text{Dist}(\theta) \mathbb{E} \left[ \sum_{i=1}^{d} h_{1,i} \right] + \text{Dist}(\theta) \mathbb{E} \left[ \sum_{i=1}^{d} (\tilde{\gamma}_K h_{K,i} - \tilde{\gamma}_1 h_{1,i}) \right] = \tilde{\gamma}_K \text{Dist}(\theta) \mathbb{E} \left[ \sum_{i=1}^{d} h_{K,i} \right] \leq \tilde{\gamma}_K \text{Dist}(\theta) \sum_{i=1}^{d} H_i \leq \tilde{\gamma}_K \text{Dist}(\theta) dH,
\]
where \( H = \max_{i \in [d]} H_i \). From \( \tilde{\gamma}_K = 1 - \gamma_K^{K+1} \leq 1 \), we have that
\[
\frac{1}{2\alpha \beta} A_K \leq \frac{d \text{Dist}(\theta) H}{2\alpha \beta},
\]
Lemma A.3 implies that, for all \( K \geq 1 \),
\[
A_K := \sum_{k=1}^{K} \tilde{\gamma}_k \mathbb{E} \left[ \|d_k\|_{H_k}^2 \right] \leq \sum_{k=1}^{K} \frac{\tilde{\gamma}_k}{(1 - \gamma)^2 h_0^*} \left( \frac{\sigma^2 b}{b} + P^2 \right),
\]
which, together with \( \tilde{\gamma}_k \leq 1 \), implies that
\[
\frac{\alpha}{2\beta} A_K \leq \frac{\alpha K}{2\beta(1 - \gamma)^2 h_0^*} \left( \frac{\sigma^2 b}{b} + P^2 \right).
\]
Lemma A.3 and Jensen’s inequality ensure that, for all \( k \in \mathbb{N} \),
\[
\mathbb{E} \left[ \|m_k\| \right] \leq \sqrt{\frac{\sigma^2 b}{b} + P^2}.
\]
The Cauchy-Schwarz inequality and (L2) guarantee that, for all \( K \geq 1 \),
\[
\frac{\beta}{\beta} B_K := \frac{\beta}{\beta} \sum_{k=1}^{K} \mathbb{E} \left[ (\theta - \theta_k) \mathbb{E} [m_{k-1}] \right] \leq \frac{\beta}{\beta} \sqrt{d \text{Dist}(\theta)} \sum_{k=1}^{K} \mathbb{E} \left[ \|m_{k-1}\| \right] \leq \frac{\beta}{\beta} \sqrt{d \text{Dist}(\theta)} K \sqrt{\frac{\sigma^2 b}{b} + P^2}.
\]
Therefore, (A.2), (A.7), (A.8), and (A.9) lead to the assertion in Theorem A.1. This completes the proof.

**Theorem A.2.** Suppose that (S1)–(S3), (A1), (L1), and (U1)–(U3) hold and consider Algorithm 1. Then, for all \( K \geq 1 \),
\[
V(K, \theta^*) \geq \frac{X(\theta^*)}{2\alpha \beta K} + \frac{\sigma^2 (c_1 \alpha \tilde{\gamma} - 2c_2 \beta)}{2\beta b} - \frac{c_2 \beta P^2}{\beta},
\]
where \( X(\theta^*) \), \( c_1 \), and \( c_2 \) are defined by (U1)–(U3), and \( \sigma^2 \) is defined by (S2)(2.5).
Proof. Condition (A1), together with (A.5) and (A.6), implies that $\tilde{\Gamma}_K \geq 0$ for all $K \geq 1$. Hence, from (A.5) and $1 \geq \tilde{\gamma}_k \geq \tilde{\gamma}_{k-1}$ ($k \geq 1$),

$$\Gamma_K \geq \tilde{\gamma}_1 \mathbb{E} \left[ \| \theta_1 - \theta^* \|_{H_1}^2 \right] - \tilde{\gamma}_K \mathbb{E} \left[ \| \theta_{K+1} - \theta^* \|_{H_K}^2 \right] \geq (1 - \gamma) \mathbb{E} \left[ \| \theta_1 - \theta^* \|_{H_1}^2 \right] - \mathbb{E} \left[ \| \theta_{K+1} - \theta^* \|_{H_K}^2 \right],$$

which, together with (U3), implies that, for all $K \geq 1$,

$$\Gamma_K \geq \tilde{\gamma}_1 \mathbb{E} \left[ \| \theta_1 - \theta^* \|_{H_1}^2 \right] - \tilde{\gamma}_K \mathbb{E} \left[ \| \theta_{K+1} - \theta^* \|_{H_K}^2 \right] \geq (1 - \gamma) \mathbb{E} \left[ \| \theta_1 - \theta^* \|_{H_1}^2 \right] - \mathbb{E} \left[ \| \theta_{K+1} - \theta^* \|_{H_K}^2 \right],$$

hence, from (A.5) and $1 \geq \tilde{\gamma}_k \geq \tilde{\gamma}_{k-1}$ ($k \geq 1$),

which, together with (U3), implies that, for all $K \geq 1$,

Moreover, (U1) and (U2) imply that, for all $K \geq 1$,

$$A_K = \sum_{k=1}^K \tilde{\gamma}_k \mathbb{E} \left[ \| d_k \|_{H_k}^2 \right] \geq \frac{c_1 \tilde{\gamma} \sigma^2}{b} K$$

and

$$B_K = \sum_{k=1}^K \mathbb{E} \left[ (\theta^* - \theta_k)^\top m_{k-1} \right] \geq -c_2 \left( \frac{\sigma^2}{b} + P^2 \right) K.$$}

Accordingly, Lemma A.2 leads to the assertion in Theorem A.2. This completes the proof. \hfill \Box

A.2. Proof of Theorem 3.1

Proof. Theorem A.1 guarantees that, for all $\theta \in \mathcal{S}$ and all $K \geq 1$,

$$V(K, \theta) \leq \frac{d \text{Dist}(\theta) H}{2\alpha \beta K} + \frac{\sigma^2 \alpha}{2 \tilde{\gamma} \gamma h_0^*} \frac{1}{b} + \frac{P^2 \alpha}{2 \tilde{\gamma} \gamma h_0^*} \frac{1}{b} + \frac{\sqrt{d \text{Dist}(\theta) (\sigma^2 + P^2) \beta}}{D(\beta, \theta, d, \sigma^2, P^2)},$$

If the right-hand side of the above inequality is less than or equal to $\epsilon^2$, then we have that

$$\frac{A}{K} + \frac{B}{b} + C + D \leq \epsilon^2,$$

which implies that

$$K(b) := \frac{Ab}{\{ \epsilon^2 - (C + D) \} b - B} \leq K,$$

where $b > B/\{ \epsilon^2 - (C + D) \} \geq 0$. We have that, for $b > B/\{ \epsilon^2 - (C + D) \}$,

$$K^* := \frac{A}{\epsilon^2 - (C + D)} < K(b),$$

$$\frac{dK(b)}{db} = \frac{-AB}{\{ \epsilon^2 - (C + D) \} b - B} \leq 0,$$

$$\frac{d^2K(b)}{db^2} = \frac{2AB \{ \epsilon^2 - (C + D) \}}{\{ \epsilon^2 - (C + D) \} b - B} \geq 0.$$

Hence, $K$ is monotone decreasing and convex for $b > B/\{ \epsilon^2 - (C + D) \}$. This completes the proof. \hfill \Box
A.3. Proof of Theorem 3.2

Proof. We have that, for \( b > B/(\epsilon^2 - (C + D)) \),

\[
K(b) = \frac{Ab^2}{(\epsilon^2 - (C + D))b - B}.
\]

Hence,

\[
\frac{dK(b)}{db} = \frac{Ab[(\epsilon^2 - (C + D))b - 2B]}{[(\epsilon^2 - (C + D))b - B]^2},
\]

\[
\frac{d^2K(b)}{db^2} = \frac{2AB^2}{[(\epsilon^2 - (C + D))b - B]^3} \geq 0,
\]

which implies that \( K(b) \) is convex for \( b > B/(\epsilon^2 - (C + D)) \) and

\[
\frac{dK(b)}{db} = \begin{cases} < 0 & \text{if } b < b^*, \\ = 0 & \text{if } b = b^* = \frac{2B}{\epsilon^2 - (C + D)}, \\ > 0 & \text{if } b > b^*. \end{cases}
\]

The point \( b^* \) attains the minimum value \( K(b^*) \) of \( K(b) \). This completes the proof. \( \square \)

A.4. Proof of Theorem 3.3

Proof. Theorem A.2 guarantees that, for all \( K \geq 1 \),

\[
V(K, \theta^*) \geq \frac{X(\theta^*)}{2\alpha^2 \beta} + \frac{\sigma^2(c_1 \alpha \gamma - 2c_2 \beta)}{2\beta^3} b - \frac{c_2 \beta P^2}{G(\beta, c_2, P^2)}.
\]

If the right-hand side of the above inequality is more than or equal to \( \delta \epsilon^2 \), then we have that

\[
\frac{E}{K} + \frac{F}{b} - G \geq \delta \epsilon^2,
\]

which implies that

\[
\bar{K} := \frac{Eb}{(\delta \epsilon^2 + G)b - F} \geq K,
\]

where \( b > F/(\delta \epsilon^2 + G) \geq 0 \). We have that, for \( b > F/(\delta \epsilon^2 + G) \),

\[
K^* := \frac{E}{\delta \epsilon^2 + G} < \bar{K}(b),
\]

\[
\frac{d\bar{K}(b)}{db} = \frac{-EF}{[(\delta \epsilon^2 + G)b - F]^2} \leq 0,
\]

\[
\frac{d^2\bar{K}(b)}{db^2} = \frac{2EF(\delta \epsilon^2 + G)}{[(\delta \epsilon^2 + G)b - F]^3} \geq 0.
\]

Hence, \( \bar{K} \) is monotone decreasing and convex for \( b > F/(\delta \epsilon^2 + G) \). This completes the proof. \( \square \)
A.5. Proof of Theorem 3.4

Proof. We have that, for \( b > F/(\delta^2 + G) \),

\[
\overline{K}(b)b = \frac{Eb^2}{(\delta^2 + G)b - F}.
\]

Hence,

\[
\frac{d\overline{K}(b)b}{db} = \frac{Eb\{(\delta^2 + G)b - 2F\}}{((\delta^2 + G)b - F)^2},
\]

\[
\frac{d^2\overline{K}(b)b}{db^2} = \frac{2EF^2}{((\delta^2 + G)b - F)^3} \geq 0,
\]

which implies that \( \overline{K}(b)b \) is convex for \( b > F/(\delta^2 + G) \) and

\[
\frac{d\overline{K}(b)b}{db} = \begin{cases} 
< 0 & \text{if } b < b^*, \\
= 0 & \text{if } b = b^* = \frac{2F}{\delta^2 + G}, \\
> 0 & \text{if } b > b^*.
\end{cases}
\]

The point \( b^* \) attains the minimum value \( \overline{K}(b^*)b^* \) of \( \overline{K}(b)b \). This completes the proof. □