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Figure 1: A screenshot of the Opal system, which helps users create news illustrations using a text-to-image generative AI model. The system here has generated a gallery of images for an article on “climate change”. The participant is guided through the generation process with a structured pipeline of suggestions based off of GPT-3 generated keywords, tones, and styles.

ABSTRACT

Advances in multimodal AI have presented people with powerful ways to create images from text. Recent work has shown that text-to-image generations are able to represent a broad range of subjects and artistic styles. However, finding the right visual language for text prompts is difficult. In this paper, we address this challenge with Opal, a system that produces text-to-image generations for news illustration. Given an article, Opal guides users through a structured search for visual concepts and provides a pipeline allowing users to generate illustrations based on an article’s tone, keywords, and related artistic styles. Our evaluation shows that Opal efficiently generates diverse sets of news illustrations, visual assets, and concept ideas. Users with Opal generated two times more usable results than users without. We discuss how structured exploration can help users better understand the capabilities of human AI co-creative systems.
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• Applied computing → Media arts; • Human-centered computing → Interactive systems and tools; • Computing methodologies → Natural language processing; Computer vision tasks.
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1 INTRODUCTION

Text-to-image generative frameworks allow users to generate images based on text. These frameworks utilize deep learning models that have been pre-trained on large magnitudes of data, allowing users the freedom to experiment with a near infinite number of visual concepts. However, while we can compose any number of visual concepts in text and language, it is not guaranteed that any prompt passed through a text-to-image AI will produce a quality outcome, and what models are capable of generating is opaque to the user.

Recent empirical work in [34] has shown that structured prompts such as ‘[SUBJECT] in the style of [STYLE]’ can produce consistent results across a wide variety of subjects and styles. Furthermore, styles with very salient visual characteristics (such as a specific artist’s name) can help guide users towards high quality aesthetic outcomes. However, these models still perform variably depending on the style and subject matter. One core usability problem with these frameworks is that understanding what combinations of subjects and styles the model is capable of generating is often a random, trial and error process. When the generations fail, they often result in generations with distorted, uncanny, and unnatural compositions. Because these systems are also stochastic, we explore the challenge of translating text into images in a systematic, structured, and efficient way.

An area that would greatly benefit text-to-image models is news illustration. News illustration refers to the practice of creating visuals that accompany news and journalism feature pieces. News illustrations often capture facets of the article such as the emotion, levity, and subject matter with visual metaphors and conceptual illustrations. News illustrators often work under the breakneck pace of a news cycle and the pressure for news to be presented in a timely, relevant, and eye-catching manner. They often have to come out fast and be created rapidly after the article is written—or even concurrently.

To help news illustrators efficiently create illustrations, we present Opal, a system that guides users through a structured search for visual concepts beginning with article text. We organize and streamline prompt ideation for text-to-image generation by providing three pipelines that allow users to engage with the article in all its facets: its emotional tone, its subject matter, and its goal illustration style. At each stage of the pipeline, we employ techniques and leverage advancements from natural language processing such as semantic search and methods of prompt engineering GPT-3 to query it as a knowledge base and association network. We present the following set of contributions:

- Opal, a system that guides users through a structured search for visual concepts
- Automatic techniques of structured prompt engineering to help translate text into images
- Annotation studies demonstrating that suggestions prompted from large language models can retrieve keywords, tones, styles, and associated visual concepts, while approaching human benchmarks with significantly less effort.

- User studies demonstrating the efficacy of this structured prompt engineering within a system. Users with Opal were two times more efficient at generation and generated two times more usable results than users without.

We end by discussing how large language models can structure exploration with text-to-image AI, how such technologies can augment rather than replace the process of illustrators, and how users can systematically experiment to understand generative AI capabilities.

2 RELATED WORK

Generative models have evolved greatly over the past decade in tandem with machine learning. Neural style transfer approaches were some of the early and popular seminal approaches. They applied style attributes from a source image to target images.[24] Building on top of this work in the generative adversarial networks (GAN) space, StyleGAN and StyleGAN2 showed that deep learning models could learn from and stochastically vary style attributes within classes of images such as faces. [30] SPADE was another technique that allowed stylistic variation over high quality images, while keeping the semantic information within those images intact. Within a demonstration of SPADE, users could control style in a continuous dimension—for example, turning a cool cloudy blue ocean horizon into a fiery red sunrise at sea. [38] These works affirm that style has long been a popular method of steering and interacting with generative AI tools. One rationale for why stylization is so compelling as a core functionality for generative systems could be that subject and style have been empirically found within cognitive science literature to be separately processed modes of information. [6, 18, 31]

While style is one vector of interest, a north star goal for human AI co-creation systems has always been declarative generation, the ability to semantically control generative outputs. This goal has been approached in a number of domains from images to music to 3D shapes. [2, 5, 12, 33] For example, within the domain of music, Cococo gave users the ability to control at a local level how happy, sad, or surprising a measure of music was—allowing users to declaratively edit music based on emotion with their concept of “semantic sliders”.

Language, however, presents one of the highest forms of control as it is understandable by nature. Studies have looked at how language models can be embedded into creativity support systems. [9] studied how novelists could interact with language models to write fiction and explore the trade-offs between autocomplete and user control. Both [10] and [27] investigated how computational models could connect abstract concepts and symbols to implement metaphor generation. Sparks [28] studied how scientists could integrate suggestions from GPT2 in a technical writing process, finding patterns of interaction in the way writers translated AI-generated technical suggestions into short-form science communication.

2.1 Prompt Engineering in NLP

The rise of language transformer models [8] and their success in few-shot learning has led to a new form of interaction with AI
models known as prompt engineering. Prompt engineering refers to the formal search for prompts that can condition the model to produce more relevant and high quality outcomes. [7, 45] At present, it is currently unknown how prompt engineering compares to fine-tuning and which is better. A similar open research question is whether or not automatically discovered continuous prompts [23] or discrete prompts are better for prompt engineering. [32] While automatically tuned prompts have shown modestly better performance on certain benchmarks [32], discrete manually crafted prompts are advantageous in that they are human readable and can draw from existing traditions of work. For example, in the system Sparks [28], the prompt engineering that helped extract ideas from GPT-2 for their system was crafted based on narrative and expository theory. This allowed the prompts to additionally be integrated into the system as structured guidance and ideation for their writing support tool. Going beyond single prompts, [51] and Promptchainer [50] demonstrated how complex tasks can be decomposed and supported by workflows of chained prompts. [29] was one of the first to show the utility of prompts embedded within systems by helping industry professionals conduct prompt-based prototyping of machine learning.

Aside from the GPT family, BERT has also been a longstanding model for the AI community to study and utilize. [20] BERT’s masked language modeling objective has often been employed in the past for model completion—in essence creating something to the effect of a templated prompt. Within [25], BERT was utilized as a part of the text-to-image pipeline. By having BERT produce shape analogies by responding to a masked template, they demonstrated how the commonsense and world knowledge within large pretrained models could be utilized within systems. Likewise in our system, we use GPT-3 by querying it as a knowledge base for keywords, tones, icons, and style knowledge. However, we approach GPT-3 from a prompt engineering perspective and provide a number of prompting solutions that connect text and image together on dimensions beyond just shape.

2.2 Multimodality

Our system adds to a long tradition of work within multimodal authoring tools. [11] and Wordseye [14] were systems that connected language to 3D space, allowing users to use text prompts to generate 3D scenes. [12] allowed users to define 3D shapes based on adjectives and emotive cues, parameterizing creature shapes by qualities like “cute” or “dangerous”. As tools moved away from statistical-based techniques to GANs, a number of text-to-image architectures [39, 40, 52, 53] were proposed. However, many of these architectures were class-conditional, meaning they were constrained to the single-class datasets they were trained upon.

Recently, multimodal systems have found renewed momentum from machine learning advancements in multimodal representation learning. CLIP, one of the latest advancements, demonstrated that images and text pairs can be contrastively learned and optimized such that the image and text embeddings can share a multimodal embedding space. [41] Many of the earliest open-source text-to-image generative frameworks to gain traction used CLIP in a discriminator-like fashion, using it in conjunction with a host of generative models from BigGAN to VQGAN. [4, 16, 17, 22] Newer methods such as diffusion models have also increased output quality. [15, 19, 36, 37] DALL-E 2 [42] showed by conditioning on a CLIP text prior, generating CLIP image representations, and decoding those representations either autoregressively or with diffusion, DALL-E 2 could create a text-to-image generator with novel functionalities like image remixing, inpainting, and interpolation. Other state-of-the-art text-to-image architectures have come out in rapid succession. Make-a-Scene offers users control in the form of semantic layout sketches.[1] Imagen [46] and PARTI [54] both provide state of the art text-to-image generation capabilities while also introducing comprehensive benchmarks to evaluate architectures on key aspects of visual language such as compositionality, cardinality, spatial relations, etc. DALL-Eval found that text-to-image generators still manifest social and gender biases. [13]

To our knowledge, no text-to-image system with a focus on a specific design task like news illustration exists yet. The closest work in terms of prior systems to ours include: 1) Chatpainter [47], which generated images through dialogue with a chatbot, 2) Keep Drawing It [21], which generated images based on iterative linguistic feedback, and 3) Stolen Elephant, a multimodal authoring tool that leveraged text, image, and aural prompts to help inspire creative writing [49].

3 FORMATIVE STUDY

In order to understand how a text-to-image model could best augment a news illustrator’s process, we conducted a co-design process with three news illustrators on a weekly basis over the course of two months. We recruited these illustrators by connecting with a local newspaper that all three worked for. These news illustrators had experiences spanning both staff illustrator and illustration editor positions. All had extensive backgrounds in art (over five years of art practice).

Week to week, we had illustrators generate sets of text-to-image generations using VQGAN+CLIP [17] for chosen news articles. These generations explored prompts structured in the template “SUBJECT in the style of [STYLE]”. By parameterizing the prompts in this way, we systematically searched for qualities of the successful prompts that represented the articles well. These text-to-image generations were then discussed as a group for their holistic aesthetic qualities and whether or not they were able to express the intended subject and styles of the prompts. During this process, we asked the illustrators to compare and contrast this AI approach with their usual process.

3.1 Findings

3.1.1 Traditional News Illustration Process. We first learned how news illustrators traditionally crafted illustrations. All the illustrators confirmed that they are generally given partial information from work-in-progress article drafts to start with: chunks of article text, keywords, working article titles, and high-level description. More often than not, news illustrators do not get well-formed, complete articles to work off of. One of the news illustrators said that they often received text from early paragraphs or later paragraphs of their assigned articles. They rarely received titles, because those generally tended to be come up with last.


3.1.2 Understanding How News Illustrations Combine Subjects and Styles. Early on, we found that text-to-image models were not nuanced enough to simply take in a news headline and output a high-quality cover image. Text prompts had to contain more visual language, which was why part of our process was to let illustrators explore prompts grounded in concrete, highly visual subject and style information.

We learned that illustrators were approaching style differently when they used text-to-image AI. Traditionally, illustrators tended to stick with their own style by virtue of their expertise. However, illustrators explored more broadly across styles when they produced text-to-image generations. As a group, we gradually found that certain styles worked better than others for news. These styles tended to connect with the subject on two dimensions: on concrete subject matter like keywords and global characteristics like author tone. For example, "glitch art" was a style of art that worked well for articles with subjects related to computers, Internet, and the digital age—connecting on keywords. On the other hand, we found that certain artistic styles were more effective at conveying an emotion more globally across the composition—connecting on tone. For example, "action painting" as an art style created a sense of dynamic movement, positive energy, and excitement that paired well with news articles describing family fights during Thanksgiving dinners, which we can see in the generation of "food fight in the style of action painting" in Figure 2. On the other hand, other styles such as Impressionism captured abstract qualities such as happiness, wonder, and tranquility. However, we also learned that prompting text-to-image models with words that were too abstract made it difficult for the model to find purchase in a recognizable subject. To remedy this, we often looked for symbols to represent abstract concepts; for example, we expanded "happiness" to "sun", "beachballs", and "emojis". We used this approach particularly for tone words that tended to be more abstract.

Illustrators liked to attempt styles that often accompanied news articles such as "vector art". However, generating in the "vector art" style tended to produce generations that were hit or miss. Sometimes, they successfully produced thick cartoonish, flat illustrations, but often, they produced blank images when the AI failed to optimize towards the text prompt. Based off of experimentation with the illustrators, we curated a list of styles commonly seen in journalism and pared it down for ones that VQGAN+CLIP could replicate. These styles included cartoon, vector art, street photography, pencil drawing, flat illustration, and so on. We additionally curated a list of styles that happened to perform well in terms of aesthetic quality from VQGAN+CLIP, which built off of previous research that analyzed the stylistic knowledge spanned by VQGAN+CLIP [34]. In total, we created a list of 125 styles.

3.2 Generation Usability for News Illustrations

Throughout the process of analyzing generations, we searched for design patterns that could structure the process of creating high-quality generations. We realized that often times the generations did not necessarily need to be taken as is. Sometimes they were fantastic standalone, but often their artifacts and flaws could be easily edited away. Generations could be collaged, drawn over, and post-processed in a number of ways as a visual asset. Illustrators commented that they could work around unclear subjects by using generations as backgrounds and editing in subjects from real images, or taking the compositions of generations as ideas. The learnings from these co-design sessions helped us learn about news illustration and justify design choices that were later implemented in Opal.
3.3 System Design

In our formative co-design study, we learned that news illustrators received text as their prompts. They would first conceptually explore the text and find related phrases and concepts to visually capture the article. Building off of this, we focused on text prompts as the beginning point of exploration and developed simple prompt engineering methods to retrieve keyword, tone, icon, and style suggestions.

3.3.1 Motivating our choice of GPT-3. We chose GPT-3 compared to other NLP models because it has been proven to do a variety of NLP tasks (summarization, keywords, ideation, translation, synonyms) with no explicit task-specific training. GPT-3 can perform all those abilities at once, making it a versatile tool to help people with real world tasks. Having seen an Internet-scale amount of data and developed capabilities for zero-shot learning, it can find related words easily and with good accuracy. We used the ‘Davinci’ model of GPT-3, with 256 tokens returned and 3 for the “best of” hyperparameter; Davinci is the largest and most capable model.

3.3.2 Keyword and Tone Suggestion. To generate keyword suggestions for some [ARTICLE TEXT], we prompted GPT-3 with the following instruction prompt, “Here are ten keywords for: [ARTICLE TEXT]”, and parsed the output. Likewise, we extracted tones from the text using the following prompt for GPT-3: “Here are ten emotions for: [ARTICLE TEXT]”.

3.3.3 Icon Suggestions for Keywords and Tones. We prompted GPT-3 using a prompt template: “Here are 10 icons related to: [KEYWORD / TONE]”. We chose to look for “icons”, as they exist as abstractions in between the word and image space. This prompt allowed us to utilize GPT-3 as a knowledge base to provide associative knowledge. From these explorations, we were able to collect diverse sets of subjects from an unbounded number of options that would have been otherwise unavailable if we used dataset approaches such as Small World of Words.

3.3.4 Style Suggestion. Given a user query, we recommended styles based on how well that query matched sentences within a dataset of style information. This dataset was collected from GPT-3; we
scraped GPT-3 as if it were a knowledge base for artistic styles using the following prompt: “What are some of the defining characteristics of [STYLE] as an art style?” We conducted this scrape using the “best-of” parameter set at 3 and with the maximum number of tokens set to 256. For example, for “gothic art”, GPT-3 returned that “some common characteristics of Gothic art are intricate designs, often featuring pointed arches; tall, thin spires; and large stained glass windows. Gothic art is often associated with the Gothic architecture, which is characterized by its pointed arches, ribbed vaults, and flying buttresses.” We conducted this scrape for all 125 styles from the styles list developed during co-design.

These sentences were saved as results to search over using Sentence-BERT’s [44] approach for asymmetric semantic search. For example, upon inputting a query such as “dark and moody”, users were presented with results such as “gothic art”, “baroque”, “black and white photography”, “photo negative” based on semantic similarity of “dark and moody” to sentences of these styles that GPT-3 had scraped.

3.3.5 Text-to-Image Generation. For text-to-image generation, we used the checkpoint and configuration of VQGAN+CLIP that was pretrained on Imagenet with a codebook size of 16384 [37]. Each prompted image was generated to be 256x256 pixels and iterated on for 100 steps on either a local NVIDIA GeForce RTX 3080 GPU or a remote Tesla V100 GPU.

3.3.6 User Interface. Opal, seen in Figure 3 is an interface composed of two components: Oeuvre and Palette. An oeuvre is by definition “the works of a painter, composer, or author regarded collectively”. The oeuvre provides users with a birds-eye view of all the generations they have created, and the generations stream in real time as they are generated. The Palette provides users with a pipeline of tools to help create a news illustration. The user begins with the Article Area, which asks the user to input article text, which could be short one-line descriptions or long-form text.

Upon submitting article text, ten keywords would populate the Keyword Area, summarizing the article. Ten tones would likewise populate the Tone Area. Keywords and tones could be expanded one by one for visual icons relevant to the selected word. They were both retrieved by the icon suggestion prompt method. Users could generate by selecting keywords, tones, and icons they wanted to try and hitting ‘Generate’. These selections were automatically generated with three variations of the prompts, to show users variety. These variations spanned different default styles: ‘{SELECTED WORD} in the style of a {photo / collage / painting }’. We chose these styles because they expressed a range of fidelity and realism in their visual hallmarks.

The next area was the Style Explorer, shown in the middle of Figure 3. Users could enter phrases about a style they wanted, after which a semantic search would retrieve relevant styles. Rationales were displayed alongside the retrieved styles to explain why the style was returned. (These rationales were the sentences scraped from GPT-3.)

The Style Explorer also came with a set of five default styles: “abstract art”, “vector art”, “documentary photography”, “collage”, and “sketch”. These were styles that performed well with news illustrators during the formative study. The Style Explorer also automatically would try to match subjects to styles. When subjects were selected in the Style Explorer Area, these subjects were queried against the style dataset for relevant styles. At the end of the structured exploration stages, users were also given a PROMPT area to put in custom prompts of their own. In a baseline version of Opal, this area and the article area were the only features given to users.

The system was implemented in Python and Flask as well as HTML/CSS Javascript and Ajax. The text-to-image framework used was originally written by [37] and Katherine Crowson and refactored by the authors. [15, 37]

4 STUDY 1: EXPLORING GPT-3 AS A SOURCE OF SUGGESTIONS

Opal automatically generates keywords, tones, and icons by prompting GPT-3. In this study, we validate our use of GPT-3 by benchmarking its results against a human standard for the tasks we included in Opal. Specifically, we address the research questions below:

- **RQ1.** Does GPT-3 perform as well as humans in extracting keywords and tones from article text and finding visual icons related to keywords and tones?
- **RQ2.** Can GPT-3 reduce the mental demand of completing these tasks?
- **RQ3.** Which of the two ways of prompting GPT-3 for artistic style recommendations performs better: direct search of styles or indirect search over style datasets?

4.1 Methodology

We conducted annotation studies to answer the research questions above. To prepare the data used in the study, we randomly selected five news articles – three from the New York Times’ “The Year in Illustration 2021” and two from local newspaper compilations. We extracted the title, first paragraph, and last paragraph of each article. The concatenation of these elements constituted a rough summary of the article.

4.1.1 Keywords: Task Methodology. We prompted GPT-3 with “Give me 10 keywords associated with: [rough summary]” to get 10 keywords for the article. A human was given the same rough summary and asked to also come up with 10 keywords. Two annotators rated GPT-3-generated and human-generated keywords in randomized order: “On a scale of 1-5, how relevant is the keyword to the article?” From five articles, 100 keywords were annotated. The rubric and example keywords are shown in Figure 4.

4.1.2 Tones: Task Methodology. Similar to the Keywords methodology, we prompted GPT-3 with “Give me 10 emotions associated with: [rough summary]” to get 10 tones. A human was given the same rough summary and asked to come up with 10 tones. Two annotators rated GPT-generated and human-generated tones in randomized order: “On a scale of 1-5, how relevant is the tone to the article?” From five articles, 100 tones were generated. The rubric and example tones are shown in Figure 5.

4.1.3 Generating Icons from Keywords. Next, we used keyword data from the Keyword task to seed the generation of icon words. For each article, one annotator selected three of the most relevant
GPT-3-generated keywords. We then prompted GPT-3: “Give me 10 icons associated with [keyword]”. We asked a human to also come up with 10 icons for those three keywords. (We chose to expand just three of the ten keywords into icons since the focus of this task was on the icon words.) Two annotators rated GPT-3-generated and human-generated icons in randomized order: “On a scale of 1-5, how relevant is the icon to the keyword?” The rubric and example icons are shown in Figure 6. From five articles, thirteen keywords were expanded into 260 icons. (Two keywords were eliminated due to duplication.)

4.1.4 Generating Icons from Tone. We used tone data from the Tone task to seed the generation of icon words. For each article, one annotator selected three of the most relevant GPT-3-generated tones. We prompted GPT-3: “Give me 10 icons associated with [tone]”. We asked a human to also come up with 10 icons for each of those tones. Two annotators rated the GPT-3-generated and human-generated icons in randomized order: “On a scale of 1-5, how relevant is the icon to the tone?” The rubric and example data are shown in Figure 7. From five articles, fourteen tones were expanded to 280 icons. (One tone was eliminated due to duplication.)

4.1.5 Styles: Methodology. We prompted GPT-3 to generate styles in two ways. In the first way, direct search, we directly prompted GPT-3 with: “Give me 5 visual artistic styles associated with [selected keyword / tone]”. In the second way, indirect search, we used the 125 art styles found during co-design and prompted GPT-3 with: “Give me visual hallmarks of [style]”. The generated sentences then became a corpus of GPT-3 responses that we could indirectly search by using semantic search with the selected keyword or tone. Five keywords and five tones from the previous GPT-3 generated keywords and tones were selected. We chose to compare these two methods of style search, because we found that GPT-3 sometimes defaulted to answering with the same set of styles when we employed direct search. Two annotators with art backgrounds rated the styles: “On a scale of 1-5, how well can the artistic style express the [keyword / tone]?”. The rubric and example style data are shown in Figure 8. After each task in the aforementioned methodologies, we asked participants to answer a NASA Task Load Index questionnaire.

4.1.6 Recruitment of Participants. Participants for the keyword, tone, and icon methodologies were college graduates recruited through word-of-mouth. Each of those task methodologies involved three participants: one participant to generate the human benchmark, and two participants to annotate the human-generated and GPT-3-generated words. For the last experiment on styles, which required more art background, we recruited college students in art and art history programs through word-of-mouth. All participants were compensated for $20 per hour for however long the task and survey took.

4.2 Results

4.2.1 Keywords. For keyword ratings, we found moderate agreement between annotators (weighted Cohen’s kappa = 0.48). The mean rating of human-generated keywords was 4.15, and the mean rating of GPT-3 generated keywords was 3.58, as reported in Table 1. With a Mann-Whitney U test, we found that the this difference was significant (p-value = 0.008). For human generated keywords, 77% were rated highly (4 or higher). For GPT-3 generated keywords, 56% were rated highly. Although people are clearly better at extracting keywords for an article, GPT-3 still produces many relevant results.
Figure 6: Examples of human-generated icons and GPT3-generated icons from selected keyword 'COVID-19', as well how these icons were rated by annotators. The rubric quantified how relevant generated icons were to the article text.

| Rubric | Human Generated | GPT3 Generated |
|--------|-----------------|----------------|
| 1: not relevant at all | | |
| 2: slightly relevant | Grocery delivery, Mask mandate protestors, hospitals, healthcare workers | |
| 3: moderately relevant | Isolation, fatigue, shortness of breath | |
| 4: mostly relevant | People spending time alone | Handwashing, social distancing, coughing, sneezing, fever |
| 5: completely relevant | Masks, viruses, quarantine hotels, vaccines, Fauci | Face mask, Quarantine |

Figure 7: Examples of human-generated icons and GPT3-generated icons from selected tone 'hopeful', as well how these icons were rated by annotators. The rubric quantified how relevant generated icons were to the article text.

| Rubric | Human Generated | GPT3 Generated |
|--------|-----------------|----------------|
| 1: not relevant at all | | |
| 2: slightly relevant | Antidepressants, rehab | A ladybug, a dragonfly, a butterfly |
| 3: moderately relevant | Vaccines, someone traveling, roses, got out of a depressing relationship | Smiley face, a sun, a rainbow |
| 4: mostly relevant | Someone finally sees their significant others after weeks of isolation, negative Covid test, college graduate, first-gen student | |
| 5: completely relevant | | |

4.2.2 Tones. For tone ratings of two annotators, we report fair agreement (weighted Cohen’s Kappa= 0.28). With a Mann-Whitney U test, we found that the mean rating of human-generated tones (3.18) was significantly higher than that of GPT-3-generated tones (2.43) (to a p-value = 0.005). For human generated tones, 49% were rated highly. For GPT-3 generated tones, 23% were rated highly. People are better at generating tones for article, but GPT-3 still produces decent results.

4.2.3 Generating Icons from Keywords. For the ratings of icons from keywords, we report slight agreement (weighted Cohen’s Kappa=0.13). With a Mann-Whitney U test, we found that the mean rating of human-generated icons (4.03) was significantly higher than that of GPT-3-generated icons (3.52) (to a p-value < 0.001). For human generated icons, 71% were rated highly. For GPT-3-generated icons, 53% were rated highly. Again, although people are better at generating icons from keywords, but GPT-3 still produces a majority of highly relevant results.

4.2.4 Generating Icons from Tones. For the ratings of icons from tones, We report moderate agreement (weighted Cohen’s Kappa=0.33). With a Mann-Whitney U test, we found that the mean rating of human generated icons (3.84) was significantly higher than that of GPT-3-generated icons (2.98) (to a p-value < 0.001). For human generated icons, 65% were rated highly. For GPT-3-generated icons, 37% were rated highly. Again, people are better at coming up with relevant icons from tones, but GPT-3 still produces a good fraction of highly rated results. The results from all the tasks are summarized in Table 1 and Figure 9.

4.2.5 NASA Task Load Index. On average, it took the participant 25.8 minutes to complete a set of tasks for one article, and the average NASA-TLX scores are shown in Figure 10. The TLX scores and the time spent on these tasks indicated high levels of mental demand, effort and frustration.

4.2.6 Generating Styles from Keywords. For ratings of styles relevant to keywords, we report fair agreement (weighted Cohen’s Kappa = 0.28). With a Mann-Whitney U test, we found that the mean rating of direct search for styles was significantly higher than
Table 1: Mean Ratings by Tasks

|                  | Human | GPT-3 |
|------------------|-------|-------|
| Keyword          | 4.15  | 3.58  |
| Tones            | 3.18  | 2.43  |
| Icons generated from keywords | 4.03  | 3.52  |
| Icons generated from tones       | 3.84  | 2.98  |

* P<=0.05, ** P<=0.01, ***P<=0.001

Mean ratings of how relevant sets of keywords, tones, icons generated from keywords, and icons generated from tones were to the original article.

Figure 9: Mean ratings of keyword, tones and icons generated by GPT-3 and human.

Table 2: Mean Ratings by Search Method

|                  | Direct search | Indirect search |
|------------------|---------------|-----------------|
| Art styles from keywords | 3.18**       | 2.78**          |
| Art styles from tones         | 3.41**       | 2.95**          |

* P<=0.05, ** P<=0.01, ***P<=0.001

Mean ratings of how relevant sets of styles generated from direct and indirect search were to the original article.

Figure 11: Mean ratings of art styles recommended by GPT-3 using the direct search method and the indirect search method.

Figure 10: Boxplots describing NASA-TLX scores which range from 1 to 7. Higher scores mean that there was worse performance or that more cognitive demand was incurred.

the mean rating of indirect search over the style dataset (p-value = 0.009). For direct search, 39% were rated highly. For indirect search, 24% were rated highly.

4.2.7 Generating Styles from Tones. For ratings of styles relevant to tones, we report slight (weighted Cohen’s Kappa=0.1) agreement. With a Mann-Whitney U test, we found that the mean rating of styles from direct search was significantly higher than the mean rating of styles from indirect search (p-value < 0.001). For direct search, 48% were rated highly. For indirect search, 27% were rated highly. The results are summarized in Table 2 and Figure 11.

4.3 Conclusion

From the annotation results, we see that GPT-3 is definitely not as good as humans at performing the keyword, tone, and icon generation tasks. However, we argue that GPT-3 can be very effective at reducing time and mental stress from our NASA-TLX results. GPT-3 can complete the same tasks a human can do in 25 minutes in under a few seconds, eliminating unnecessary mental demand, effort, and frustration. Furthermore, we found that the percentage of highly rated GPT-3 generated results was high enough to provide usable suggestions for people. Therefore, GPT-3’s competent performance on these tasks and the high mental effort that would be required by humans to generate keywords, tones, and icons validates how useful GPT-3 can be in a text-to-image system.

For the style recommendations, we found that both methods of search had room for improvement. Although direct search was
rated higher overall, direct search failed more often than indirect search at recommending styles. For example, direct search often returned random results that were not necessarily visual art styles. For example, some of the GPT-3 responses included: “social distancing art”, “coronavirus art”, “affordable art”, “prog rock”, “baroque pop” etc. Some of these were made-up art styles and others were not visual art styles but music genres. Direct search also failed to come up with consistently different recommendations. For instance, the five most frequent styles recommended by direct search were: cubism, surrealism, expressionism, abstract expressionism and neo-expressionism, which together accounted for 33% of all recommendations. In contrast, the five most frequent results for indirect search only accounted for 17% of all recommendations. This led us to implement indirect search in Opal. With indirect search, by collecting datasets of stylistic knowledge from GPT-3 to search over, we could arrive at sets of style recommendations that have more variety and no chance of being made up.

5 STUDY 2: USER EVALUATION

Study 1 demonstrated the validity of using GPT-3 to suggest keywords, tones, icons, and styles. Next, we wanted to understand if these techniques could structure a text-to-image system and help people achieve more usable generations for news illustration. We integrated this approach in Opal and formally investigated the following research questions for the system:

- **RQ1** Does Opal help users arrive at more usable generations compared to our baseline?
- **RQ2** Does Opal help users arrive at a set of generations with lower cognitive load than our baseline?
- **RQ3** Does Opal help users arrive at a set of generations with greater creative expression than our baseline?
- **RQ4** To what extent can Opal help users create generations of usable quality as is, as visual assets, or as ideas?

5.1 Methodology

5.1.1 Participants. We recruited user study participants by emailing design organizations at our institution and going through word-of-mouth within our co-designers’ networks of design professionals. We found twelve participants, all of whom were screened to have preprofessional or professional backgrounds across the following disciplines: news illustration, fine art, user interface design, architecture, and interactive media arts. All participants performed art or design tasks as part of their job at least once a week. This study was approved by the relevant IRB.

5.1.2 Task. Participants were given a task to illustrate two articles. One article was about the problem of overcrowding in national parks. Another was about healing in the time of COVID-19. These articles were chosen randomly from 62 illustrated articles listed in the New York Times “2021 The Year in Illustration” [3].

5.1.3 Procedure. We conducted a within-subjects experiments and created an ablated version of our system to use as a baseline. The ablated baseline presented the user with fields for article title and text and a simple text box for prompts. While minimal, this text-only interaction is primarily how many users report interacting with text-to-image systems in online communities [43], so it constituted our baseline. For each participant, the system automatically generated an image for the article title. Our baseline is depicted in Figure 12.

Our experiment took place online through screenshared video chat. Participants were introduced to the task and given a tour of the interface. They then generated illustrations for the two articles in two rounds and were told for which round to use Opal and which round to use the baseline. To mitigate for learning effects, we counterbalanced our conditions, giving half of the participants Opal for the first round and half of the participants the baseline for the second round. We additionally counterbalanced the order of the articles we presented.

Users spent approximately 25 minutes with the system and the baseline each. They then spent 15 minutes post-study in a semi-structured interview. We had all users talk through the images they had generated. First, we had them eliminate generations deemed unusable. Then, we had participants talk through the remaining set of usable generations and categorize them based on if they would use them 1) as is, 2) as a visual asset that could be used with editing, or 3) as an idea.

Often, participants found it difficult to bin generations into one category. For example, participants could find a image potentially usable both as is or as an idea. In situations like these, we rounded up to the higher degree of usability for analysis. Participants then filled out a questionnaire including NASA-TLX workload questions as well as Likert scale questions for creativity support measurement adapted from [2], [48], and [35]. After the study, users were also given the option to be compensated for 10-15 minutes spent post-processing their visual assets, to complete the thoughts they shared during user studies. The study took about 1.5 hours and participants were compensated $40 USD.

5.2 Results

5.2.1 RQ1: Does Opal help users arrive at a larger sets of usable generations? We found that Opal significantly increased the number of generations participants generated compared to our baseline. Across 12 participants, participants using Opal generated an average of 43 images while participants using the baseline generated an average of 16. Using a paired t-test, we found that
this difference was significant. Opal increased the number of generations created by over two times ($p < 0.01$). In Figure 13 we can see this pictorially in the gray bars; the number of generations increased across all twelve participants.

We further found that Opal significantly improved the number of usable generations compared to our baseline. With Opal, users found an average of 17 usable generations, while with the baseline, users found an average of 6 usable generations. Using a paired t-test, we again found that Opal these improvements in usable generations were significant to ($p<0.01$), meaning that Opal increased the number of usable generations by two times. In Figure 13 we can see this pictorially in the green bars; the number of usable generations improved across all twelve participants. **Given these results, we conclude that Opal does allow users to arrive at a larger set of usable generations within the same amount of time.**

5.2.2 **RQ2: Does Opal help users with cognitive load?** We found that Opal was rated highly in terms of performance. On average, Opal was given a 5.45 out of 7 in terms of performance (a NASA-TLX measure), with half the participants giving Opal above a 6 out of 7 in terms of performance. In testing for statistical significance using paired t-tests, we found that across the NASA-TLX measures, the differences between the averages of Opal and baseline on performance, temporal demand, mental demand, effort, and frustration were insignificant. However in studying Figure 14, we can see more nuances in the distributions for each measure. We see that the median performance for Opal compared to the baseline is higher. In terms of mental demand, we also see a very wide spread in the mental demand measure for Opal, captured in the boxplot as a high interquartile range and in the standard deviation $= 1.9$. For participants, Opal performed near neutrally in terms of frustration (mean=4.36) and effort (mean=4), which was lower than the frustration (mean=4.81) and effort (mean=4.90) scores for the baseline. **From these results, we cannot conclude that Opal has lower cognitive load than the baseline.**

5.2.3 **RQ3: Does Opal help users arrive at a set of generations with greater creative support?** We analyzed the creativity support measures and found through paired t-tests that Opal was significantly better at helping users in terms of exploration ($\alpha=0.05$) compared to the baseline system. Ten of twelve of the users rated *Exploration* highly at around 6 or 7, which is also illustrated in the boxplot for exploration in Figure 15. In the other measures (control, ability to create novel generations, enjoyment, ease, and completeness) we found no significant difference between Opal and the baseline. **From these results, we conclude that Opal does increase creativity support, but only in the dimension of exploration.**
which helped potential designs. Users of significant measures: load indicated that any of baseline terms there were incurred. We did not find significant difference between Opal and the baseline in terms of any dimension.

Figure 14: Boxplots describing NASA-TLX subjective workload measures which range from 1 to 7. Higher scores mean that there was better performance or that less cognitive demand was incurred. We did not find significant difference between Opal and the baseline in terms of any dimension.

Figure 15: Boxplots describing creativity support measures which ranged from 1 to 7 (disagree to agree). Higher scores indicated agreement that the system fulfilled them in these measures: user control, user ability to create novel things, enjoyment, ability to create at least one design, ease of use, ability to explore, and exploration completeness. We found significant difference (α = 0.05) in terms of exploration. Opal helped users better explore the space of potential designs.

5.2.4 RQ4: To what extent can Opal help users create generations of usable quality: as is, as visual assets, or as ideas? Participants tended to only choose a few generations that they would take for use as is, if any at all. However, participants tended to regard these generations more positively as visual assets or ideas. For Opal, 10 of 12 participants were able to come up with at least one generation they could use as a visual asset. In the baseline, only 7 participants were able to come up with at least one generation for a visual asset. Illustrations made by participants who engaged with the generations as visual assets are displayed in Figure 17. For example, one participant created an artist edit to show overcrowding in national parks by creating a visual blend of a generation prompt “visitor numbers in the style of painting” and ‘crowds in a national park in the style of collage’. By masking and overlaying the generations as visual assets, the artifacts of each image were compensated for by the other. Lastly, in terms of ideas, for Opal, 11 were able to come up with at least one generation that gave them an idea. For the baseline, 10 participants came up with at least one generation they would use as an idea.

As users pared their galleries into sets of usable generations, we observed reasons why participants would find some generations not usable. Aside from the obviously blank generations the AI would occasionally return (when the AI model failed to optimize towards the text prompt), participants noted that artifacts in the generations, distortions in animal or people figures, and uncanny compositions made them find a generation unusable.

5.2.5 General Qualitative Findings. We found that participants were able to produce so many generations with Opal because when presented with suggestions, they were willing to try more. P7 stated that in Opal they wanted to give each angle of exploration “a fair shot”, whereas with the baseline, the less feedback the baseline gave them, the less willing they were to try. When P7 used the baseline, they generated four images and stopped, finding the first two generations unusable and the others only lukewarm as concepts. When P7 used Opal, they considered keywords such as “Sierra Nevada”, “Conservation”, “national parks”, and “an animal in the wild” and then drilled down into icons that could visualize national parks, which ranged from detailed subjects (“a person with their hand in their air”, “an animal in the wild”) to named entities (“Acadia National Park”). They found inspiration in a generation of “an animal in the wild in the style of painting” and found a generation of “an animal in the wild in the style of collage” usable as is. This willingness to try extended to other features as well like the STYLE EXPLORER. Participants enjoyed trying diverse styles such as conte crayon drawing, decollage, or double exposure photography — even if they had no exposure to them prior.

Participants unanimously reported that keywords were helpful for anchoring their exploration. However, participants noted that sometimes tones could be less helpful, because the stage could take them in divergent directions from the ones they had just arrived at with keywords. For example, for P4, after having generated concrete images such as “trees”, “a picture of a campground”, and “a megaphone”, they noted they were being pulled out of that line of focus to generate “serenity”, “wonder”, and other tone-related icons.
Participants also reported that the amount of choices returned when tones and keywords were expanded into icons could at times be overwhelming, repetitive, or overspecific. To quote P9, "Keywords give me generic images. I like how these [icons] start to get more specific, more rich conceptually. Some of these were a little bit too predictable, like a broken heart or a wilted flower, I feel like you see these images a lot.

Another theme of note is that Opal encouraged reaction over intention for some participants. P1 commented, "I'm reacting more to what it’s generating than me proactively putting in things. It’s nice for generating ideas, it’s good for cherry picking. Here [Opal] spits out so many, I can just do this forever until I get that one ideal one. The other one [baseline] took a lot more effort in terms of generating an image." Similarly, P6 acknowledged that they were more interested in the outcome than the prompts driving the process. "I wish it just did everything for me. I really don’t care if I chose the right keyword, but I wanted the right outcome." In contrast, P10 highlighted that the baseline allowed them to "have control of what I am searching. I can come up with keywords on my own, which gives me more time to think about what I want to see more intentionally."

Some participants mentioned that the way they viewed the generations was influenced by the amount of effort they put in. P1 commented that because the baseline took deliberate search on their part for a prompt, they felt less likely to edit the images and more likely to take them as is. P12 similarly mentioned that the text-to-image AI seemed to be giving them "solutions" and that they did not feel like they would significantly modify the images because "it would interrupt the aesthetic of the generation."

We note that when participants were presented with the baseline first, they tended to experiment with the prompts to build a concept of what the system could or could not do, even if the experimentation was tangential to their goal news graphic. Experimentation was highly individual and curiosity-based. P12 wanted to understand if the system could handle abstraction—"I tried economics, conservation… abstract ideas to see if the AI could generate anything that could be used stylistically more than just subject matter. P6 attempted different linguistic arrangements within the prompt, at first trying to convey photographic qualities (i.e. "close up of a hiker in the style of photography"). and then different prepositions (an elk centered in front of a mountain the style of", and additionally plurality (i.e. "two hikers"). P5 replaced the word "a person" with "woman", wondering if the model would respond better if the subject was gendered. From experimentation, participants would make assumptions about model capabilities. Some (P1, P2, P3) became more reluctant to try subjects that were nonhuman, figurative, and
Figure 17: Multiple examples of edits different participants made quickly (<10-15 minutes) to illustrate the concepts of how they would use generations as visual assets. Each rounded rectangle shows an illustration or set of illustrations edited by a participant.

animal things. Others (P11, P12) presumed after just a few generations that the model might be better at scenic images or “high texture ones” that possess an “uncontrolled” quality often seen in nature.

The three news illustrators within our participant group were also receptive to Opal. Two of the news illustrators in their thinkaloud process mentioned that even if they had a concept in mind at the start that they were not able to directly input into a text box, they were able to work with the generations and build on top of their mental image nonetheless. For example, P11, an editorial illustrator for a community newspaper said that they had a mental image from the start of a glowing heart. They began putting in prompts related to “glowing hearts”, and eventually converged on some concepts. “I got more clarity on what the background could look like, because to do with nature, and this gave me a color palette, some texture, some more concrete ways to represent that. So then from here I could not only use these images but find ones that are similar to it and look up fields that look similar to that one to use in that image.”

News illustrators P11 and P8 both mentioned that one of the greatest advantages to text-to-image systems is less copyright concerns. P8 mentioned that as opposed to browsing the internet for inspiration and worrying about copyright infringement (i.e. accidentally taking inspiration from other people’s illustrations), they could freely use the generations from Opal in any way. Both referred to Opal as a great resource for generating reference photos that could be traced over.

Overall, participants enjoyed the tailored, cumulative, and yet explorative nature of Opal. P12 in particular enjoyed Opal, saying “I think it was like a pipeline. You start with an idea and you develop it more. The other one [baseline] felt like going to ground zero each time. It didn’t feel like the ideas were building on each other that much. You were still in the same zone, you were still dealing with the same thing, it was changing but it didn’t seem like it was accumulating as much.”

6 DISCUSSION
We center our discussion around the following generalizations from our results: 1) Generating more images gives users better outcomes and helps them better understand AI capabilities 2) Multiple general-purpose AI models can integrate into one workflow 3) Generative AI should augment rather than replace designers.
6.1 Generating more images gives users better outcomes and helps them understand AI capabilities

One of our main quantitative findings was that Opal users found over twice the number of usable outcomes than users without it. This is consistent with findings from ideation literature stating that “more is better” when it comes to ideas. Generating more allows users to extensively explore the space of design solutions and better understand that they have the freedom to experiment with a near infinite number of visual concepts. We encourage this in Opal by enabling users to efficiently generate by embedding “default settings” within our system such as a prompt format ("subject in the style of") and default styles (photo, painting, collage)—helping them efficiently reach better outcomes.

Additionally, when users see more generations, they are also given more visible evidence of what a generative AI is capable of. This helps users craft a mental model of the AI. Gero et al. [26] found that it is important for users during interaction with AI to develop mental concepts of what range of knowledge an AI can display. We note that when users were first introduced to the baseline during our user study, they often experimented with prompts, just to get a quick impression of what the model could and could not do, even if those prompts were tangential to their goal illustration. Because state-of-the-art models are so large, we expect that users will need to continuously refine their mental model of what these AI are capable of after months of use. This is evident in the communities evolving on social media that explore AI and share the design patterns they have discovered. Thus, encouraging exploration not only helps users achieve better outcomes on their current work but also improves their work over time as users become more knowledgeable.

When users pick from a large gallery of options, they also get greater agency in the form of choice. It is difficult to control a text-to-image generation outcome, because prompts will always underspecify the image and leave large parts of the composition, details, and colors up to the AI. With something as novel and stochastic as text-to-image generation, it is potentially better to allow users to choose rather than to control. It is comparable to taking a gardener’s approach as opposed to an architect’s approach. Gardeners seed but do not control the outcome; likewise in Opal, users curated from a garden of results that they could prune and branch off from. Architects blueprint the final generation and define constraints, but the fulfillment of constraints is still hard to guarantee from AI systems. Allowing the user to be a gardener rather than the architect could be the right approach for artists, who do not have to play tug-of-war with the model and always get the final say on what is visually desirable. Future systems should consider what dimensions are best to prune on.

In future systems where AI generations are even faster to produce, users can greatly benefit from seeing even more generations so long as they are not burdened by the creation or curation of those options. Our results measuring cognitive load illustrate an important trade-off: if users are presented with too many prompt suggestions without the ability to control for how generic or specific they are, the add added to their cognitive load and induce choice paralysis. Reducing cognitive load could be as simple as controlling the number of suggestions returned or as complex as crafting the prompt engineering to be more contextual and user dependent. The most important thing is to prevent users from seeing large amounts of random or unsatisfying results. Overall, generating more gives users better outcomes when they are exploring and understanding generative capabilities.

6.2 Multiple general-purpose AI models can integrate into one workflow

In Opal, we created a workflow that composed a language generation model (GPT-3) with a multimodal image generation model (VQGAN+CLIP). These are both large pretrained models that have different computational sensibilities. While text-to-image models can reach a near infinite number of visual concepts through text, users can find it taxing to come up with the right visual language on their own. Having a language generation model to complement the text-to-image model in Opal helped because language generation models are capable of returning any number of diverse linguistic trajectories at once. As we found in Study 1, it is remarkably challenging and taxing for a human to come up with a large, diverse set of associations. Even though GPT-3 could not beat out the human benchmark in terms of performance, what GPT-3 can do is significantly mitigate human effort by suggesting concepts.

Having access to many different possibilities helped mitigate the odds of a user running into a poor quality text-to-image generation. The magnitude of possible text-to-image generations was contended well with the magnitude of possible language model generations—the strengths of the language model addressed a problem of the image generation model, and the image model extended the capabilities of the language generation model into the image domain.

In composing GPT-3 with VQGAN+CLIP, we were able to take article text, expand it into networks of concepts, and translate those concepts into prompts of rich visual language. When multiple models are integrated together into one workflow, they must be able to find common conceptual spaces such that the output of one can easily be transformed into the input of another. In Opal, this conceptual space was visual language: concrete subjects and styles that were salient with color and artistic techniques. Other examples of conceptual spaces could be the multimodal spaces between language and 3D shape or emotion and music.

6.3 Generative AI should augment rather than replace designers

We found in our user study that news illustrators were receptive to Opal and could greatly benefit from the computational assistance of text-to-image AI. Participants were able to find strong use cases in their generations, taking them for use as is, treating them as design material / reference images, or simply inspiration. Additionally, participants touched upon some of the advantages text-to-image models had over traditional tools like Google Images or Pinterest. As opposed to browsing the internet for inspiration, where one could run into potential concerns of copyright infringement or accidentally draw too much inspiration from others illustrations, our participants felt they could freely use the generations from Opal in any way. Text-to-image systems also have the advantage that
they can generate images into galleries infinitely but in a curated and mostly controlled manner. For example, with Google Images or Pinterest, users are often overwhelmingly returned with millions of tangential results, whereas text-to-image systems can return more intentional sets. A valid concern with any text-to-image model is that it is sufficiently strong at generating high-fidelity images, artists and designers will be replaced. However, we found that artistic knowledge was still necessary at every point of the process, from knowing the right artistic concepts and vocabulary to compose a prompt to having the editorial eye to select usable generations. Text-to-image AI is insufficient alone; in co-design, we tried generating images directly from news headlines, but they almost always produced results of poor quality and relevance. Having artists not only in the loop but driving the process with their insight into what constitutes strong visual language is essential.

Lastly, these models draw from old traditions of art and design, so researchers and practitioners should focus on how they can innovate text-to-image generations as a new format of art rather than a medium that regurgitates the past. For all these reasons, the focus of generative AI deployment should be to augment rather than to replace human creative expertise.

7 LIMITATIONS AND FUTURE WORK

One limitation of our work was that we supported the news illustration process with a novel technology that departed from the usual process in a very significant way. Four participants reported that this process was an inversion of what certain parts of their illustration or design process were like. While we did structure Opal through co-design with news illustrators, involving a focus on keywords and visual concept exploration, our user interface and steering controls for the AI generation were primarily text-based. Many participants mentioned that image creation has fundamentally been about interacting with the image through direct manipulation, establishing composition spatially as opposed to through language. Therefore, a limitation within our system was that we did not give users the ability to work more off of images and other processes they may have been more traditionally used to. While we had tried to implement ways of letting users pass in image prompts, which is possible with these technologies [37], we found that image prompts added another layer of stochasticity that would have compounded the lack of user control a user could feel.

Additionally, we could have refined our system to be more specific to different forms of news, such as sports, lifestyle, or political news illustration. Furthermore, we acknowledge that fine-tuning on certain classes of images could have improved the coherence of images in those classes. We leave domain specificity and other features relevant to fine-tuning to future work.

8 CONCLUSION

Text-to-image models give users the ability to prompt AI for images using visual language. We explore applications of this novel technology for news illustration with Opal, a system that guides users through a structured search for visual concepts and provides pipelines allowing users to illustrate based on an article’s tone, keywords, and intended illustration style. Our evaluation shows that Opal efficiently generates diverse sets of editorial illustrations, graphic assets, and concept ideas. Users with Opal were two times more efficient at generation and generated two times more usable results than users without. We conclude on a discussion of how structured and rapid exploration can help users better understand the capabilities of human AI co-creative systems.
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