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Abstract
This study is the first work on a transductive transfer learning approach for low-resource neural machine translation applied to the Algerian Arabic dialect. The transductive approach is based on a fine-tuning transfer learning strategy that transfers knowledge from the parent model to the child model. This strategy helps to solve the learning problem using limited parallel corpora. We tested the approach on a sequence-to-sequence model with and without the Attention mechanism. We first trained the models on a parallel multi-dialects Arabic corpus and then switch them to a low-resource of the Algerian dialect. Transductive transfer learning raises the BLEU score for the Seq2Seq model from 0.3 to more than 34, and for the Attentional-Seq2Seq model from less than 17 to more than 35. The obtained results prove the validity of this approach.
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1 Introduction
A strong demand for international communication in many sectors and forms fuels the field of machine translation research. Any application that matches a source sentence $X_i$ with a target sentence $Y_i$ is considered a machine translation system [1]. This matching is a complex process that deals with semantics, syntax, morphology and other grammatical complexities [2,3]. Recently, Neural Machine Translation (NMT) has emerged as a common technology as it has achieved maximum performance on several parallel corpora of multiple languages. The sequence-to-sequence network proposed in [4] is a popular neural machine translation model. It is composed of two sequences: the encoder and the decoder.

While the encoder encodes the input words into a vector of numbers, the decoder decodes the vector into another set of words. Both the encoder and the decoder are based on the well-known LSTM layer. This layer was successfully applied to solve several types of problems [5–9], but from our point of view, LSTM is more advantageous for translation problems, especially with the introduction of the attention mechanism [10]. That is why the application of LSTM has extended to the dialects translation.

A dialect is the written form of a spoken language based on a deviation from one or more standards languages according to a specific geographic area [11–13]. The dialect has great flexibility that allows anyone to write his message as he wishes. That explains its rapid spread in many communities. The Arab community is not an exception; like many other languages, Arabic is in the state of diglossia with about 22 dialects. The Arabic dialect has gained popularity that its automatic translation is now a necessity.

Most researches on Arabic dialect translation are based on rule-based machine translation [14–19] and statistical machine translation [3,20–24]. Probably due to the severe lack of data, there is little work on Arabic dialects neural machine translation, from our state of the art research, we found only four works. Two works applied a learning process via an RNN model, and two works focused on transfer learning to deal with data lack problem.
Guellil et al. [25] start by transliterating all Arabizi writing forms in Arabic forms. Then, they apply the RNN encoder-decoder model to translate the transliterated texts into modern standard Arabic (MSA). Slim et al. [26] translate Algerian dialect comments collected from the social media Facebook using an RNN encoder-decoder. Their work is a part of a study on the propagation of COVID-19 misinformation and its impact on Algerian society. These two works obtain a small BLEU Score value due to the low size of the used database. To overcome this problem, [2,27] introduce the transfer learning paradigm. Baniata et al. [2] propose a multitask transfer learning (MTL) model. The proposed model focuses on sharing one decoder for all tasks and using separate encoders for each source language. The proposed MTL model can leverage the useful information contained in multiple related tasks. In addition, the proposed MTL model can learn to generate the sentence in the correct order of the target language and make the translation clearer and smoother. Farhan et al. [27] adopt an unsupervised transfer learning approach based on common words in both standard Arabic language and Arabic dialect. They project words from both corpora into the same hyper-dimensional space, and they formulate an objective function to find a translation matrix to maps from one hyper-dimensional space to another. They apply this unsupervised approach to two models: Google NMT (GNMT) model and the Dialectal to Standard Language Translation (D2SLT) model. An inductive transfer learning strategy is adopted in [2], an unsupervised transfer learning strategy is adopted in [27], and in this work, we propose a transductive transfer learning strategy to overcome the data lack problem in Arabic dialect translation. The transductive transfer learning strategy has yielded very good results in the translation of formal languages. This work is the first one to test this paradigm on Arabic dialectal languages.

The rest of this paper is organized as follows: Section 2 details the proposed method by presenting the available Arabic dialect corpora, the used NMT model, the adopted transductive transfer learning strategy and the followed translation process. Section 3 presents and discusses the results obtained. Section 4 concludes the paper.

2 Methodology

Arabic dialects share many difficulties with modern standard Arabic (MSA). They are part of the Semitic languages whose derived morphology is complicated. In addition, Arabic dialects do not have a standard form of writing and are not restricted by any rules of grammar and morphology, making them difficult to translate. Another problem with Arabic dialect translation is its diversity even within the same country. In Algeria, for example, each region has its own dialect. This diversity is not supported by resources and corpora that are very rare and limited [28]. For that reason, the big problem encountered in the Arabic dialects machine translation is the availability of learning data, especially in the case of NMT where the quality of translation deteriorates if the data volume is limited. Therefore, to deal with each dialect, it is necessary to generate its corpus from zero. This is a costly task and may introduce redundancies, especially for the Arabic dialect. The ideal is to give an NMT model trained on a large corpus that covers all Arabic dialects the ability to translate a very specific dialect using a limited corpus of data. This is the goal of this work.

2.1 Dataset

The Algerian dialect is available only in MADAR and PADIC corpora. MADAR (Multi Arabic Dialect Applications and Resources) [29] contains 25 Arabic dialects (Beirut, Cairo, Doha, Rabat, Tunis, Aleppo, Alexandria, Amman, Aswan, Baghdad, Basra, Bengazi, Damascus, Fes, Jeddah, Jerusalem, Khartoum, Muscat, Riyadh, Salt, Sanaa, Sfax, Tripoli) with 2K sentences in each dialect. Therefore, the total MADAR size is 50K sentences. PADIC (A Parallel Arabic Dialect Corpus) [3] contains five dialects (two from Algeria, one from Tunisia, one from Syria, and one from Palestine) with 6400 parallel sentences by dialect.

2.2 NMT Model

We use the transductive transfer learning strategy with two NMT models:

- **Seq2Seq**: is a sequence-to-sequence learning model proposed in [4]. An embedding layer is the input of the model. Word embedding provides a dense representation of words and their relative meanings for the perfect presentation of data. The encoder and decoder are LSTM architecture. SoftMax is the last and output layer of the network. Figure 1 presents the LSTM architecture where:
  - $x_t$ is the input.
  - $h_t$ and $c_t$, respectively, hidden state and cell memory at time $(t-1)$.
  - $h_t$ and $c_t$, respectively, hidden state and cell memory at time $(t)$.
- **Attentional-Seq2Seq**: is an attentional sequence-to-sequence learning model proposed by [10]. The difference between the two models is the introduction of the attentional mechanism (Fig. 1). The attentional mechanism enhances neural machine translation (NMT) by concentrating selectively on parts of the source sentence during translation. The mathematical formulation of the attention unit based Luong score function [10] is:
where \( t^s \) is the transpose of the decoder output state \( s \) at time \((t-1)\).

**2.3 Transductive Transfer Learning Strategy**

The most common problem with Arabic dialects NMT is the severe lack of data. We propose a transductive transfer learning solution to this problem. First, we define the notion of domain and task as presented in [30]:

- **Domain** \( D = \{X, P(X)\} \) where the first component is the feature space \( X = \{x_1, x_2, \ldots, x_n\} \) and the second component is the marginal distribution of probability \( P(X) \).
- **Task** \( T = \{Y, f(.)\} \) where the first component is the label space \( Y \) and the second component is an objective predictive function \( f(.) \approx P(y/x) \) with \( x \in X \) and \( y \in Y \).

For a source \( S = (D_{Source}, T_{Source}) \) and a target \( T = (D_{Target}, T_{Target}) \), the transfer learning objective is to improve the learning of the target predictive function \( f_{Target}(.) \) using the knowledge in \( S \), where \( D_{Source} \neq D_{Target} \), or \( T_{Source} \neq T_{Target} \).

In the transductive transfer learning, \( T_{Source} = T_{Target} \), but \( D_{Source} \neq D_{Target} \) according to two different situations:

1. The feature spaces between the source and target domains are different, \( X_{Source} \neq X_{Target} \).
2. The marginal probability distributions between the source and target domains are different \( P(X_{Source}) \neq P(X_{Target}) \).

In our problem, the source is MADAR (25-Arabic dialect-MSA) and the target is PADIC (the Algerian dialect-MSA). In ADD-to-MSA translation, we have contain few available labeled data in the target domain PADIC and many available labeled data are contained in the source domain MADAR.

In the transductive transfer learning setting, to solve this problem we need to learn an optimal model for the target domain by minimizing the expected risk:

\[
\theta = \arg\min_\theta \sum_{i=1}^n P_T S (X) P(X_S) l(x_{Si}, x_{Si}, \theta)
\]  

with:

\[
P_T S (X) = \frac{P(X_T)}{P(X_S)}
\]

Where:

- \( n \) is the size of the training data,
- \( l(x_{Si}, x_{Si}) \) is a loss function that depends on the parameter \( \theta \).
We can solve the transductive transfer learning problems by estimate $P_T^S(X)$ [31] proposed an algorithm known as Kullback–Leibler Importance Estimation Procedure (KLIEP) to estimate $P_T^S(X)$ based on the minimization of the Kullback-Leibler divergence. KLIEP can be integrated with cross-validation to perform model selection automatically in two steps:

1. Estimating the weights of the source domain data.
2. Training models on the reweighted data.

2.4 Translation

The machine translation quality achieved by the NMT models is excellent for high-resource language pairs such as English–German and French–English. This is why recent research studies on machine translation have focused on improving the system’s efficiency for low-resource pairs as occurs with the Algerian dialect.

Because of the Algerian Arabic dialect data poverty, we applied transductive transfer learning to improve its neural machine translation. As shown in Fig. 2, our proposed method consists of two main steps:

1. Learning step: the Seq2Seq model and the Attentional-Seq2Seq model are trained using 25 Arabic dialects of the MADAR dataset.
2. Transfer learning step: using transfer learning the Seq2Seq model and the Attentional-Seq2Seq model are retrained using Algerian Arabic dialects of the PADIC dataset.

Using the large parallel corpus MADAR, we construct the parent model. Next, we generate a child model by retraining the parent model on the smaller parallel corpus of a low-dialect Algerian, PADIC. The child model inherits the knowledge from the parent model by reusing its parameters.

3 Results and Discussion

3.1 Experiments

Seq2Seq model and the Attentional-Seq2Seq model are implemented and trained using TensorFlow and Keras. In order accuracy metric, sparse categorical cross-entropy loss, and rmsprop optimizer are used in each experiment. We train the two models with 50 epochs in learning and transfer learning steps and with a selected batch of size 512 sequences for each iteration. All sequences within a lot must be padded to the longest sequence in that batch during training. From PADIC, we randomly take more than 10K sentences for training and 2729 sentences for testing. From MADAR, we use 40K sentences for training and 10 K for testing.

3.2 Results

The results of the Algerian translation into MSA are shown in Table 1. We note that:

- Seq2Seq completely failed, and it did not succeed in any translation. Even worse, it gave a very different translation compared to the content of the source sentence. The introduction of transfer learning remarkably improved the performance of the model. The Seq2seq child model successfully translates seven sentences among ten. This shows a significant boost in the efficiency of this model.
- Attentional-Seq2Seq successfully translated four sentences (1, 4, 8, and 9). It completely failed for two sentences (6, 10). For the remaining sentences (2, 3, 5, and 7), Attentional-Seq2Seq translation performance varies from good to worse. The introduction of transfer learning allowed a significant improvement in the attentional-Seq2Seq performance. From ten sentences, only three have an incorrect translation.

A second evaluation using the BLEU score [32] confirms the effectiveness of the transductive transfer learning approach. The BLEU score is a metric for evaluating a generated sentence by the translation model to an original sentence. If $c$ is the length of the candidate translation, $r$ is the effective reference corpus length, and $p_i$ is the i-gram precision on a multi-sentence test set, the BLEU score is defined by:

\[
\text{BLUE} = \text{BP} * e^{\sum_i w_i \log p_i} \\
\text{BP} = \begin{cases} 
1 & \text{if } c > r \\
\frac{e^{1-r/c}}{c} & \text{if } c \leq r 
\end{cases} \\
p_i = \frac{\sum_{C \in \text{candidates}} \sum_{i\text{-gram} \in C} \text{count}_{\text{clip}}(i - \text{gram})}{\sum_{C' \in \text{candidates}} \sum_{i\text{-gram} \in C'} \text{count}_{\text{clip}}(i - \text{gram}')} 
\]

where $w_i$ are the weights assigned to the $i$-gram precision, and $\text{count}_{\text{clip}}(i - \text{gram})$ is the number of occurrences of the $i$-gram in the clip.

Fig. 2  Learning and transfer learning steps
Table 1 Examples of Algerian dialect translation

| Sentences in the text | English translation |
|----------------------|--------------------|
| "I want a day off."  | "Je veux une journée de congés." |
| "What time is it?"    | "Quelle heure est-il?" |
| "How are you?"        | "Comment allez-vous?" |

Table 2 The BLEU score of the Seq2Seq and attentional-Seq2Seq models before and after transfer learning

|                      | Seq2Seq | Attentional seq2seq |
|----------------------|---------|----------------------|
| Before transfer learning | 10.24   | 10.56                |
| After transfer learning | 12.34   | 12.67                |

The transductive transfer learning strategy proposed in this paper consists of transferring knowledge from a parent model previously trained on a large campus to a child model by retraining it on a target dataset of a limited size. In other words, an inheritance of knowledge is possible through the use of a large dataset. To overcome this problem, several solutions are possible; one of these is to apply transfer learning.

3.3 Discussion

Translation using NMT methods involves the use of a large dataset. This is not always possible. In some situations, we have to deal with a small corpus as for the Algerian dialect. To overcome this problem, several solutions are possible; one of these is to apply transfer learning.

With or without transfer learning: The first intuitive question is: “Does transfer learning increase the performance of a translation system?” Tables 1 and 2 give a clear answer to this question. In Table 1, we notice that the number of sentences correctly translated by the seq2seq and attention-seq2seq models with transductive transfer learning is significantly more compared to the number of sentences translated by the same models without transfer learning. On the other hand, the BLEU score values in Table 2 of the seq2seq and attention-seq2seq models with transductive transfer learning are higher than the BLEU score values for both models without transfer learning. Therefore, transductive transfer learning improves the efficiency of the NMT model with or without the attention.
Table 3  Comparative of the BLEU score result of our system and other works

| Model                                      | Source dataset Name | Size | Target dataset Composed of                      | Size   | BLEU score |
|--------------------------------------------|---------------------|------|-------------------------------------------------|--------|------------|
| Multitask learning (MTL) model [2]         | MSA-ENG             | 10.185 | Maroccan, Algerian, and Tunisian                 | 17.736 | 30.00      |
| Unsupervised Attentional seq2seq [27]      | Saudi-MSA           | 143.518 | Jordanian                                       | 142.305 | 32.14      |
| Transductive Attentional-seq2seq (proposed) | MADAR-MSA           | 52.000 | Algerian                                        |        | 12.800     | 35.87      |

- Transductive transfer learning and the attention mechanism: the second question that comes to mind is: “What effect has transductive transfer learning on a model with or without attention?”. If we consider Table 2, we can see a gap between the BLEU Score values of a model before and after transductive transfer learning. However, this gap is wider for the Seq2Seq model compared to the Attention-seq2seq model. For the Seq2Seq model, the gap is equivalent to 34, while for a-seq2seq it does not exceed 20. More interestingly, the BLEU score of the model without attention is close to the BLEU score of the model with attention in the case of transductive transfer learning.

- Transductive transfer learning and sentence length: Another important question is: “Does transductive transfer learning effect long sentence translation performance?”

Table 1 and Fig. 3 do not reject the assumption of a positive impact of the transductive transfer learning on the
performance of a translation model on long sentences. With transductive transfer learning, Seq2Seq models can translate sentences longer than 25 words. In Fig. 2, the graph of the child seq2seq model, and the graphs of the parent and the child attentional seq2seq models, gradually rise to a peak and then fall down showing a degradation in the performance of the translation models. The peak differs from model to model. For the parent seq2seq model, the peak is 20 words (Fig. 2a), and for the parent and child attentional seq2seq models, the peak is 25 words (Fig. 2b).

- Transductive transfer learning and state-of-the-art transfer learning strategies: The last question is: “transductive transfer learning is it the best transfer learning strategy?” Table 3 gives a comparison of the obtained results with some state-of-the-art works. Because the three approaches use different databases, an explicit comparison of their BLEU scores is impossible. However, since the size of the used databases has a direct impact on the NMT approach performance, an implicit comparison of the BLEU score based on the size of the used database is conceivable. Table 3 shows the small difference between the BLEU scores of the three approaches which is equal to 30 points for the MTL approach, 32.14 points for the unsupervised approach and 35.85 points for the transductive approach. The performance of the proposed transductive approach is compared to the respective performances of the MTL and unsupervised approaches based on the source base size and the target base size. The transductive approach provides the best BLEU score for a target base of no more than 13,000 sentences and a source base of 52,000 sentences. The MTL approach uses a target base of 17,736 sentences, which is slightly larger than the one used by the transductive approach. However, the MTL approach requires a source base that is five times smaller than that used by the transductive approach to achieve a five-point lower BLEU score. The unsupervised approach is ranked third because it requires a target base of 142,305 sentences, which is eleven times the size of the target base of the transductive approach, and a source base twice as large as the one used by the transductive approach.

4 Conclusion

The Arabic dialect is commonly used for communication. Unlike the formal language, it is not bound by orthography or grammatical rules, which explains its popularity. Arabic dialect translation is more difficult than the formal Arabic language. Deep Learning is a relatively new machine translation method. In contrast to conventional machine translation, neural machine translation is a better alternative for more accurate translation and better efficiency.

For the Algerian dialect, PADIC is one of the largest datasets. However, it is insufficient for neural machine translation learning. For this reason, we applied transductive transfer learning to overcome this problem. The transductive transfer learning approach shifts knowledge from a parent model to a child model by fetching the values of its parameters. The transductive transfer learning strategy improves the translation performance of the NMT model.

Extending the application of the transductive approach to other dialects to consolidate the validity of this approach is a short-term perspective. Focusing on a hierarchical transfer learning strategy is a medium-term perspective of this work.
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