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Abstract—Evaluating safety performance in a resource-efficient way is crucial for the development of autonomous systems. Simulation of parameterized scenarios is a popular testing strategy but parameter sweeps can be prohibitively expensive. To address this, we propose HIDDEN GEMS: a sample-efficient method for discovering the boundary between compliant and non-compliant behavior via active learning. Given a parameterized scenario, one or more compliance metrics, and a simulation oracle, HIDDEN GEMS maps the compliant and non-compliant domains of the scenario. The methodology enables critical test case identification, comparative analysis of different versions of the system under test, as well as verification of design objectives. We evaluate HIDDEN GEMS on a scenario with a jaywalker crossing in front of an autonomous vehicle and obtain compliance boundary estimates for collision, lane keep, and acceleration metrics individually and in combination, with 6 times fewer simulations than a parameter sweep. We also show how HIDDEN GEMS can be used to detect and rectify a failure mode for an unprotected turn with 86% fewer simulations.

I. INTRODUCTION

Continuous safety assessment of the capabilities of safety-critical autonomous systems is a key part of their development process. Some autonomous systems, such as autonomous vehicles (AVs), operate in complex uncertain environments and their behavior needs to generalize across novel circumstances. This necessitates careful analysis of their performance.

No system can perform in all possible situations, so deployment is usually limited to an Operational Design Domain (ODD): a specification of the conditions under which the system is required to operate safely. Furthermore, the system performance can be specified by one or more desired behaviors (rules) each associated with a compliance metric that measures to what extent the system exhibits the desired behavior. Compliance metrics can be either binary (safe/unsafe) or continuous (degree of compliance).

The system developer then aims to produce a system that has safe behavior throughout the ODD for the given set of rules. This often is a resource and time-consuming iterative process. To assess the current state of the system under test and to inform the future development one needs to know in which parts of the ODD the system is currently compliant and where it needs further improvements.

The boundary between compliant and non-compliant behavior is therefore invaluable for the development process. Such boundaries are usually in sensitive regions of the ODD where small perturbations tend to change the system’s discrete state variables, resulting in large behavior differences. Therefore, compliance boundaries provide valuable feedback by:

• highlighting critical test cases for further root-cause analysis and fault identification;
• demonstrating compliance by showing that the compliance domain fully contains the ODD;
• tracking the performance change across the development process by means of compliance boundary shifts.

Evaluating regions of unsafe behavior and their boundaries cannot be safely performed on the physical system. Therefore, system developers rely on an array of proxy methods. For autonomous robots, that is usually scenario-based simulation testing and validation [1]. In particular, a developer could have a library of concrete scenarios that correspond to points in the ODD against which they can evaluate the current state of the system. Yet, testing single ODD points can lead to missing potential safety issues in their neighborhood.

Alternatively, one could partition the ODD into sets called logical scenarios each containing similar concrete scenarios. A logical scenario can be considered as a parameterized scenario with its concrete scenarios being indexed by a small number of parameters. This results in an approximate embedding of the ODD onto a finite-dimensional parameter space. Simulating the system on a grid of parameter values estimates its behavior across the logical scenario. Such parameter sweeps can provide useful information but are often prohibitively expensive: a scenario with 4 parameters, 33 levels for each, taking 1 second per simulation would require almost two weeks of computation. Most of the points on that grid are also typically non-informative as they lie far from the compliance boundary. They are either too easy to handle by the system or completely “unsavable”.

The pace of autonomous system development depends on the lag time from feature introduction to the identification of bugs and limitations. Reducing the number of simulations needed can thus speed up the development process and reduce the associated costs and the environmental impact. Consequently, there is a need for sample-efficient methods for discovering compliance boundaries in logical scenarios.

To address the challenge of finding compliance boundaries of a logical scenario in a sample-efficient manner, we propose the HIDDEN GEMS framework. Given a logical scenario with its set of parameters, a set of rules and corresponding compliance metrics, and an oracle, HIDDEN GEMS sequentially selects the most informative concrete scenarios to query the oracle with. These parameter values constitute the “hidden gems” of the parameter space: the ones that cost just as much to compute but are far more informative than the other sampling locations. This constitutes an active learning problem [2]. The scenario queried is the one maximally
reducing the ambiguity (a notion of uncertainty) of the boundary for a single metric, for the combined compliance of two or more metrics, or for the identification of the most critical metric violation. HIDDENGEMS then provides the user with an estimate of the compliance boundary and a set of concrete scenarios lying on both the compliant and non-compliant sides of the boundary. The boundary estimate can then be used to evaluate which parts of the ODD meet the design objectives or for comparative analysis with other versions of the system. Moreover, further investigation of the provided critical cases can guide the developer to identify the root-cause of the non-compliance.

The main contributions of this paper are:
- a general sample-efficient method for critical test case identification and compliance boundary estimation of logical scenarios with binary and continuous metrics;
- concrete implementations of HIDDENGEMS using both existing and novel active learning algorithms;
- extensions of HIDDENGEMS to combinations of violation metrics as well as importance hierarchies of them.

II. PRIOR WORK

Previous work finds examples of non-compliant behavior, without explicitly estimating the non-compliant region or its boundary. Deep reinforcement learning techniques based on adaptive stress testing have been used to search for actor policies with a high likelihood for an event of interest [3]. Importance sampling can obtain concrete scenarios resulting in accidents by utilizing statistical data on the likelihood of specific traffic situations [4]. However, AVs typically perform well under typical situations but it is edge cases that are truly challenging. To address this, Klück et al. and Beglerovic et al. propose genetic algorithms to explore the parameter space for concrete scenarios with low safety metric values [5], [6]. Once such a scenario has been found, a local fuzzer can explore its neighborhood for other scenarios with non-compliant behavior [7]. Bayesian optimization techniques have also been used [8]. These methods find instances of non-compliant behavior but do not focus on the compliance boundary. In contrast, this paper, similarly to [9], [10], hones in on the scenarios located near the boundary. Whereas [9] employs covering arrays and simulated annealing and [10] requires a non-trivial meta-model, we use Gaussian processes and SVMs which come with theoretical guarantees on their performance, something particularly relevant for safety analysis.

The above methods target a single compliance measure, most frequently a collision metric. Still, real-world systems need to comply with a number of legal requirements, good practices, and mission and comfort requirements which often cannot be satisfied simultaneously. For instance, even if an AV has no admissible course of action, it still has to select which inadmissible action to take. Handling both probabilistic and vague requirements during the design stage can be done via probabilistic model checking and fuzzy logic [11]. The Rulebooks framework provides a more comprehensive hierarchical setting permitting partial rule violations [12], [13]. Rule violations are managed via a hierarchy of rules and violation metrics. Violations of lower-priority rules (e.g. drive smoothly for AVs, maximize production output for industrial robots) are then preferred to violations of high-priority rules (e.g. prevent impact with other road users or objects, meet minimum manufacturing quality requirements).

III. PROBLEM STATEMENT

Given a logical scenario with $d$ parameters, its domain $D \subset \mathbb{R}^d$ is the parameters indexing its concrete scenarios. We further require a finite subset of the domain $C \subset D$, called query candidates. $C$ would often be a discrete grid of points in $D$ but other settings are also possible.

The behavior specification of the autonomous system is represented as a finite set of rules $R$, Each rule has an associated violation metric. A binary violation metric is an unknown function $m : D \rightarrow \mathbb{B}$ inducing a partition of $D$ into a compliant subset $D_m^C = \{ p \in D \mid m(p) = 1 \}$ and a non-compliant subset $D_m^N = \{ p \in D \mid m(p) = 0 \}$. Examples of binary violation metrics for AVs are non-collision with other road actors, stopping at a stop sign, and reaching the mission goal. Similarly, a continuous violation metric is an unknown function $m' : D \rightarrow \mathbb{R}$ and a threshold $t_m'$ inducing a compliant subset $D_m'^C = \{ p \in D \mid m'(p) \leq t_m' \}$ and a non-compliant subset $D_m'^N = \{ p \in D \mid m'(p) > t_m' \}$. Some continuous metrics are excess velocity (thresholded against the speed limit) and excess acceleration (against a maximum comfort value). A continuous metric can be transformed into a binary one, though this prevents the learner from steering away from regions with violation values far from $t_m'$. Setting $m(p) = 1$ and $m'(p) > t_m'$ to be the non-compliant values is arbitrary. We denote the violation metrics for the scenario as $M = M_B \cup M_R$, with $M_B \subset \mathbb{B}^D$ and $M_R \subset \mathbb{R}^D$ respectively being the sets of binary and continuous metrics. We will assume there exists a bijection between $R$ and $M$ mapping each rule to its corresponding metric.

The objective of HIDDENGEMS is to select points in $C$ that are close to the boundary between $D_m^C$ and $D_m^N$ for a given metric $m$ by evaluating only a subset of them. Evaluating a concrete scenario $p \in D$ amounts to querying an oracle for the metric values $m(p)$ for all $m \in M$. Driving simulators interfacing with the system under study can act as the oracle for AVs, while industrial robots simulators could be used for problems in manufacturing.

Depending on the objective and whether $R$ is endowed with additional structure, we consider several modes of operation.

- **Single rule:** When $|R| = 1$ there is only one metric $m$, either binary or continuous, and we are interested in the boundary between $D_m^C$ and $D_m^N$.
- **Collection of rules:** If $|R| > 1$ and we are interested in the compliance of the system relative to each separate rule. Hence we want to estimate the boundaries between $D_m^C$ and $D_m^N$ for all $m \in M$.
- **Combination of rules:** If $|R| > 1$ and we are interested in total compliance, i.e. the boundary between $D_{m_{tot}}^C$ and $D_{m_{tot}}^N$, where

$$m_{tot}(p) = \bigwedge_{m \in M} \triangle(m(p)), \quad (1)$$
with $\triangle$ being the compliance verification function

$$\triangle(m(p)) = \begin{cases} m(p) & \text{if } m \in M_B, \\ m(p) \leq t_m & \text{if } m \in M_R. \end{cases}$$

We obtain values for all metrics in $M$ when evaluating a concrete scenario and can estimate all $|M|$ individual boundaries, be it with lower precision. A high-quality estimate is obtained only for the total boundary.

- **Hierarchy of rules**: Often some rules are more important than others, as discussed in Section II. Hence, given a total order $<$ over the rules $R$, we are interested in estimating the highest priority rule violated for every scenario in $D$. This can be represented as the boundaries where $m_c$ switches values:

$$m_c : D \rightarrow M \cup \{\top\}$$

$$p \mapsto \begin{cases} m & \text{if } \exists m, \text{s.t. } \neg \triangle (m(p)) \text{ and } \\ \not\exists m' > m, \text{s.t. } \neg \triangle (m'(p)), \end{cases}$$

(2)

with $\top$ the case when all rules are satisfied. We can also consider a partial order $\leq$ over $R$ if for each equivalence class of rules induced by $=$ we take their combination (Equation (1)) as a single level in the hierarchy.

### IV. The HIDDENGEMS Framework

At iteration $i$, HIDDENGEMS picks $p \in C \setminus X_i$ maximizing an ambiguity function for the compliance metric. $X_i$ are the previously selected points. The definition of ambiguity is determined by the choice of active learning algorithm. Sections IV-A and IV-B describe the ambiguity functions for existing and novel active learning algorithms for continuous and binary metrics. While these work well in practice, HIDDENGEMS can use any other active learning algorithm.

Once $p$ is selected, the corresponding concrete scenario is processed by an oracle (e.g. a simulation tool) which provides the value $m(p)$ of every compliance metric $m \in M$. HIDDENGEMS then updates its estimates of the response surface for each metric and picks a new point to simulate. We assume a negligible cost of metric evaluation and response surface estimation compared to the cost of simulation.

When considering multiple rules, HIDDENGEMS takes turns picking the highest ambiguity point for each of them. The exploration is further guided by controlling which query candidate points we consider. This depends on whether the overall objective is to evaluate the collection, combination, or hierarchy of the rules, discussed in Sections IV-C to IV-E.

The HIDDENGEMS framework is general, i.e. it is agnostic of the learning algorithm choice. Hence, one can modify the framework to fit their specific needs via the boundary and exploration selection functions $\xi^b_i, \xi^c_i$ in Algorithms 1 and 2.

#### A. Single rule with a continuous metric

We first address the compliance boundary of a single rule with a continuous associated metric $m_c$. This is equivalent to finding the level set of $m_c$ at the threshold $t_{m_c}$. Gaussian Processes (GPs) feature flexible response surface estimation and principled uncertainty quantification. For this reason, GPs are used for active learning of level sets [14], [15], [16].

A Gaussian Process is a collection of random variables, any finite subset of which is distributed as a multivariate Gaussian [17]. At every point $x$, the GP defines a mean $\mu(x)$ and variance $\sigma^2(x)$ of the values of the sampled functions at $x$. The smoothness of the sampled functions (and their mean) is governed by the kernel choice $k(x, x')$. Popular choices are the radial-basis function (RBF) and the Matérn kernel. Assuming a zero-mean prior, $N$ sampled locations $X = [x_1, \ldots, x_N]^T$, measurements $Y = [y_1, \ldots, y_N]^T$, and a kernel $k$, the posterior mean and variance are:

$$\mu(x) = \bar{k}(x)^T (K + \sigma^2 I)^{-1} Y$$

$$\sigma^2(x) = \bar{k}(x)^T (K + \sigma^2 I)^{-1} \bar{k}(x),$$

(3)

with $\bar{k}(x) = [k(x_1, x), \ldots, k(x_N, x)]^T$ and $K_{i,j} = k(x_i, x_j)$. The complexity of fitting a GP is $O(N^3)$, but in practice it is negligible compared to the simulation time.

One popular approach to level set estimation is the eponymous LSE algorithm [14]. Given an accuracy parameter $\epsilon \in \mathbb{R}_{>0}$ and a confidence parameter $\delta \in (0, 1)$, LSE maintains confidence regions for all points in $C$ and updates them as more points are sampled. Points with confidence regions lying entirely above $t_{m_c} - \epsilon$ are labeled as higher than the threshold and those with confidence regions lying entirely below $t_{m_c} + \epsilon$ are labeled as lower. The rest are considered yet unknown. At iteration $i$, the next sample location is the unknown location with the highest ambiguity $a_i^{LSE}(p) = \min \{ \max (J_i(p)) - t_{m_c}, t_{m_c} - \min (J_i(p)) \}$, where

$$J_i(p) = \bigcap_{i' = 1, \ldots, i} \left[ \mu_{i'}(p) \pm \sqrt{\beta(i') \sigma_{i'}(p)} \right],$$

(4)

is the intersection of the confidence intervals at $p$ for all previous iterations, including $i$. The posterior $\mu_{i'}$ and $\sigma_{i'}$ are obtained by conditioning on the first $i'$ samples and the interval half-size is $\beta(i) = 2 \log((\mathcal{C}|\mathbb{R}^2|/6\delta))$. The algorithm terminates when there are no unknown points in $C$ left. It is formally described in Algorithm 1 with $\xi_i^b = \xi_i^c = a_i^{LSE}, T = \text{GP}$. Note that LSE’s objective is to minimize the error in the space of the range of $m_c$ rather than the error in locating the boundary (the domain space of $m_e$).

Hence, we propose a new algorithm, *Gaussian Processes Regression with Boundary Exploration and Space-Filling (GPR-BE-SF)*, with an explicit exploration-exploitation trade-off. The exploration mode selects the most space-filling point, the maximizer of $a_i^{SF}(p) = \min_{x \in X_i} \|p - x\|$. The exploitation mode of GPR-BE-SF refines the current boundary estimate by sampling a point close to it, that is, the minimizer of $a_i^{BE}(p) = \min_{p \in \mathbb{R}^d \setminus \text{range of } m_e}$.

The chosen mode depends on how far we are in the exploration process: early on we favor exploration in order to find all non-compliant regions and to obtain a rough boundary estimate, while later we focus on refining this estimate. To control the trade-off between the two modes, at iteration $i$ we sample on the border with probability

$$\tau(i) = \tanh(2i/N),$$

where $N$ is the total number of iterations allocated. Other functions with horizontal asymptotes 0 and 1
Algorithm 1: Single metric boundary detection
input : Candidates C, initial points I ′⊂C, method T, iterations N, boundary and exploration selection functions \( \xi^b, \xi^e \), metric evaluation interface m
output: Sample locations XN and values YN

1. for \( i \leftarrow 1 \) to \(|I|\) do \( x_i \leftarrow I_i \), \( y_i \leftarrow m(x_i) \);
2. for \( i \leftarrow |I| + 1 \) to \( N \) do
   3. \( X_i \leftarrow \{x_1, \ldots, x_{i-1}\} \), \( Y_i \leftarrow \{y_1, \ldots, y_{i-1}\} \);
   4. switch T do
      5. case GP do
         6. \( \text{Get } \mu_i, \sigma_i^2 \) by fitting a GP with \( X_i, Y_i \); // Eq. 3
      7. case SVM do
         8. \( \text{Get } w_i \) by fitting an SVM with \( X_i, Y_i \); // Eq. 5
      9. end
   10. end
11. \( \tau \leftarrow \tan(2i/N) \); sample \( \tau \sim U[0,1] \);
12. if \( \tau < \tau \) then
13. \( x_i \leftarrow \arg \max_p \inC |\xi^b(p), y_i \leftarrow m(x_i) \);
14. else
15. \( x_i \leftarrow \arg \max_p \inC |\xi^e(p), y_i \leftarrow m(x_i) \);
16. end
17. end
18. \( X_N \leftarrow \{x_1, \ldots, x_N\}, Y_N \leftarrow \{y_1, \ldots, y_N\} \);

Algorithm 2: Multi-metric boundary detection
input : Candidates C, initial points I ′⊂C, algorithm A, iterations N, selection functions \( \xi^{b,m}, \xi^{e,m} \) and methods \( T^m \) for all metric evaluation interfaces m ∈M
output: Sample locations XN and values YN \( m \in M \)

1. for \( i \leftarrow 1 \) to \(|I|\) do \( x_i \leftarrow I_i \), \( y^{m}_i \leftarrow m(x_i), \forall m \in M \);
2. for \( i \leftarrow |I| + 1 \) to \( N \) do
   3. \( X_i \leftarrow \{x_1, \ldots, x_{i-1}\} \), \( Y_i \leftarrow \{y^{m}_1, \ldots, y^{m}_{i-1}\}, \forall m \in M \);
   4. for \( m \in M \) do
      5. \( \text{Fit } X_i, Y_i \text{ with } T_m, \xi^{b,m}_i, \xi^{e,m}_i \); // Alg. 1, lines 4 to 10
   6. end
   7. \( \bar{m} \leftarrow M[1+(i \mod |M|)] \); // for a fixed sequence on M
   8. switch A do
      9. case M-TT do \( Q_t \leftarrow C_t / X_t \);
      10. case M-C do \( Q_t \leftarrow (C_t / X_t) \cap \bigcap_{m \in M} D_{m,t}^{C} \);
      11. case M-H do \( Q_t \leftarrow (C_t / X_t) \cap \bigcap_{m \in M} D_{m',t}^{C} \);
      12. end
   13. \( \tau \leftarrow \tan(2i/N) \); sample \( \tau \sim U[0,1] \);
   14. if \( \tau < \tau \) then
   15. \( x_i \leftarrow \arg \max_p \inQ_t |\xi^{b, \bar{m}}(p) \);
   16. else
   17. \( x_i \leftarrow \arg \max_p \inQ_t |\xi^{e, \bar{m}}(p) \);
   18. end
   19. \( y^{m}_i \leftarrow m(x_i), \forall m \in M \);
   20. end
   21. \( X_N \leftarrow \{x_1, \ldots, x_N\}, Y^{m}_N \leftarrow \{y^{m}_1, \ldots, y^{m}_N\}, \forall m \in M \);

respectively at 0 and N can be used in place of tanh. A small set of points I ′⊂C, usually a sparse grid, are simulated to initialize the first posterior. The full procedure is presented in Algorithm 1, with \( \xi^{b}_i = -\alpha^{BE}_i, \xi^{e}_i = \alpha^{SF}_i \), T = GP.

Note that \( \alpha^{SF} \) does not utilize the uncertainty information offered by the GP posterior. Hence, it might unnecessarily sample in vast regions which are far from \( \tau_m \), with high probability. Therefore, we propose a modification of the algorithm, GPR-BE-LSE, inspired by LSE. Keeping everything else the same, we only change the exploration objective from \( \alpha^{SF}_i \) to \( \alpha^{LSE}_i \) (Equation (4)). GPR-BE-LSE corresponds to Algorithm 1 with \( \xi^{b}_i = -\alpha^{BE}_i, \xi^{e}_i = \alpha^{LSE}_i \), and T = GP.

B. Single rule with a binary metric

Next, we address the case of a single rule with a binary compliance metric \( m_b \). A number of active learning algorithms for binary response functions have been proposed [2]. We outline three algorithms: two based on Support Vector Machines (SVMs) and one based on GPs.

An SVM is solving for the best separating hyperplane between two classes of samples or their embeddings via a kernel \( k \) satisfying Mercer’s condition [18]. The best separation is achieved by maximizing the distance from the boundary to the samples closest to it. Soft-margin SVMs relax this condition by allowing misclassification of some samples as a trade-off between the quality of the fit and the smoothness of the resulting boundary [18]. Formally, a soft-margin SVM is defined as

\[
\min_{w, \xi} \frac{1}{2} w^T w + C \sum_{i=1}^{N} \xi_i, \\
\text{subject to } y_i (w^T \phi(x_i)) \geq 1 - \xi_i, \xi_i \geq 0, i = 1, \ldots, N,
\]

with \( w \) being the normal to the hyperplane in the embedding space, \( \phi \) a vector of slack variables, \( y_i \in \{-1, +1\} \) the label for the sample \( x_i \), \( C \) a regularization parameter for the smoothness-mislabeling trade-off, and \( \phi \) an implicitly defined embedding function that must exist due to Mercer’s theorem.

The simplest SVM-based active learning would be to pick the closest previously unsampled point to the current boundary estimate \( \bar{w}_i \), that is, the minimizer of the decision function \( \alpha^{DF}_i (p) = w_i^T \phi(p) \). Intuitively, this results in refining the boundary estimate and is also supported by theory, as it approximates choosing the point that halves the volume of the space of hyperplanes that fit the data [19], [20]. We will refer to this procedure as SVM-DF. In this case, there is no additional explicit exploration, hence SVM-DF corresponds to Algorithm 1 with \( \xi^{b}_i = -\alpha^{DF}_i, \xi^{e}_i = \alpha^{SF}_i \), T = SVM. Alternatively, we can combine sampling the decision function minimizer together with the space-filling explorer, which we would call SVM-DF-SF. This corresponds to Algorithm 1 with \( \xi^{b}_i = -\alpha^{DF}_i, \xi^{e}_i = \alpha^{SF}_i \), T = SVM.

We can use Gaussian Processes Classification (GPC) in a similar way. GPC is a probabilistic classification algorithm that uses a latent GP mapped to probabilities with, e.g., the logistic function \( f(x) = (1 + e^{-x})^{-1}, \) resulting in probability \( \pi(p) \) of a point \( p \) being from the positive class. Hence the border at iteration \( i \) is the 0.5 level set of \( \pi_i \), or equivalently, the 0 level set of \( \mu_i \) [17]. We will call this procedure GPC- P-SF. Concretely, that is Algorithm 1 with \( \xi^{b}_i = -\alpha^{P}_i, \xi^{e}_i = \alpha^{SF}_i \), T = GP, where \( \alpha^{P}_i (p) = \text{abs}(\mu_i(p) - 0) \).

C. Collection of rules

So far we have handled the case for finding the compliance boundary for a single rule. However, in practice, an
autonomous system often needs to comply with a collection of rules \( R \). A single-metric procedure as proposed in Sections IV-A and IV-B can be independently applied for each rule, though that would require \(|R|\) times the number of samples. Instead, samples chosen for the exploration of one of the metrics can be used to update the estimates for the other metrics as well. Hence, we employ a turn-taking algorithm called M-TT. Given a set of metrics \( \mathcal{M} \), M-TT iterates which learner it queries for the next location but evaluates the metrics for all rules and updates the estimates for all learners. This holds even if the individual learners are different and is described in Algorithm 2 with \( A = M-TT \).

\subsection{Combination of rules}

Often one prefers higher-accuracy estimates for the boundary of all rules being compliant instead of the compliance domain of individual rules. This amounts to the boundary for the binary-valued metric \( m_{\text{tot}} \) as in Equation (1). Naïvely, \( m_{\text{tot}} \) is like any other binary metric and the algorithms proposed in Section IV-B can be used. However, in this way we throw away information from the continuous metrics \( \mathcal{M}_R \) which could otherwise steer the sampling away from regions with metric values far from their thresholds. Instead, we propose M-C: an algorithm using M-TT as a base but restricting exploitation to points in \( \cap_{m \in \mathcal{M}} D_{0.1}^m \), the current estimate of the compliant domain for \( m_{\text{tot}} \) (Algorithm 2 with \( A = M-C \)). Note that we still pick space-filling points in the non-compliant regions, preventing an initial bad estimate from irreversibly biasing the exploration. We can also still obtain boundary estimates for all metrics, be it of lower resolution.

\subsection{Hierarchy of rules}

Finally, we consider being presented with an order \(<\) over the rules and the question of which is the highest violated rule for a given scenario. In particular, we are interested in the boundaries where \( m_\prec \) (Equation (2)) changes values. Again, a naïve approach would be applying M-TT and then computing the value of \( m_\prec \) for all sampled locations. However, that results in unnecessary sampling around low-priority boundaries known to be non-compliant to a higher-priority rule. Hence, we propose M-H, an algorithm that restricts the boundary detection of lower-priority metrics only to the intersection of the current estimates for the compliant domains for the higher-priority rules. This is Algorithm 2 with \( A = M-C \). Similar to M-C, we still pick space-filling points and also obtain estimates for all metrics as a byproduct.

\section{Experiments}

In this section, we provide examples of how the HIDDEN GEMS framework can be applied in the development process of safety-critical systems, such as AVs. The results are for illustration purposes only and were performed with a simplified planner and simulator, thus are not indicative of the performance of vehicles deployed on public roads.

We will first consider a jaywalker scenario. The ego vehicle (whose performance we are studying) is driving on the left lane of a right-hand traffic carriageway with four traffic lanes, two in each direction. A jaywalker appears in front of the ego and crosses the road. We parameterize the longitudinal headway (\( p_1 \in [0m, 60m] \)) and the lateral progress (\( p_2 \in [0m, 10m] \)) of the jaywalker at the moment of first detection (Figure 1a). Hence, the domain of the logical scenario is \( D = [0m, 60m] \times [0m, 10m] \). The jaywalker crosses the track of the ego at \( p_2 = 6.24m \). This scenario is representative of actual challenging conditions witnessed by AVs [21].

We are interested in three metrics, in order of importance:

1) Primary safety rule metric \( m_{\text{col}} \in \mathbb{B}_D \): avoid collision with the pedestrian. Violated if the minimum distance between the bounding boxes of the ego and the pedestrian is less than 15cm (buffer reflecting uncertainties).

2) Traffic rule metric \( m_{\text{lane}} \in \mathbb{B}_D \): do not leave the current lane. Violated if the bounding box of the ego is 25cm or more outside its own lane.

3) Comfort rule metric \( m_{\text{acc}} \in \mathbb{R}_D \): drive comfortably for the passenger. Violated if the absolute acceleration of the ego exceeds \( t_{\text{acc}} = 1.5m/s^2 \) (passengers start experiencing discomfort around this value [22]).

We also consider a binary version \( m_{\text{bac}} \) of \( m_{\text{acc}} \) that we define as \( m_{\text{bac}}(p) = (m_{\text{acc}}(p) \leq t_{\text{bac}}) \).

The query candidates \( C \) are a \( 33 \times 33 \) grid over \( p_1 \) and \( p_2 \), with a \( 6 \times 6 \) initialization grid \( L \). The coordinates of the points are normalized to the [0, 1] range. As ground truth, we evaluate the three metrics on all 1089 candidate points.

The ground truth values for the three metrics are in Figure 2. When the jaywalker appears close to the ego and depending on their lateral location, the ego might not have enough time to react so a collision occurs. For lateral starting positions far left or right of the ego, the jaywalker passes either before or after the ego, averting a collision. The plots for \( m_{\text{lane}} \) and \( m_{\text{acc}} \) show that the ego successfully avoids collision by decelerating rapidly, changing lanes, or both. If the jaywalker appears far away and in front of the ego or to the left, they have crossed the road by the time the ego crosses their path so no action beyond mildly decelerating is required.

To measure the quality of the boundary detection, we use Balanced Accuracy Score on Border: Balanced Accuracy Score computed only over the points lying on the compliance border for the ground truth. A point \( p \) is considered to be on the border for metric \( m \) if for some \( p' \) in its \( 3 \times 3 \) neighborhood it holds that \( \Delta(m(p)) \neq \Delta(m(p')) \).
A. Compliance boundary detection for individual rules

Figure 3 compares the three algorithms proposed in Section IV-A on the \( m_{\text{acc}} \) metric for length scales 0.1 and 0.2 and with both the RBF kernel and the Matérn kernel (smoothness parameter 2.5) for a maximum of 300 iterations. For this task, GPR-BE-SF and GPR-BE-LSE both outperform LSE across the choices for length scale and kernel. The Matérn kernel appears to be performing slightly better than RBF, though this could be specific to the scenario. Both GPR-BE-SF and GPR-BE-LSE achieve about 90% correct classification on the boundary by just sampling a quarter of the points. This is already a significant reduction in the time and resources needed for simulation. In practice, however, terminating only after about 170 iterations provides sufficiently refined boundaries for development purposes, which is a reduction of the computational cost of about 6.4 times (see an example in Figure 6).

It appears that perfect quality is approached as the number of samples nears 1089, the total number of candidate points. However, as the algorithm and its hyperparameters induce a family of models with specific smoothness properties, perfect boundary reconstruction will not be possible if the true response is not from this family. Hence, hyperparameter selection should be performed using domain knowledge.

Figure 4 compares the three binary metric algorithms from Section IV-B on \( m_{\text{acc}} \). For the SVM-based algorithms, \( C' \) was set to 10. Unlike the continuous case, all binary algorithms exhibit similar performance. GPC-P-SF scores slightly lower than the SVM-based algorithms but the difference is negligible. For the binary case, we too can achieve about 80% balanced accuracy score on the border by sampling less than a quarter of the candidate points. The performance of the binary case appears to be slightly lower than the one for the continuous case, signaling that using metrics with continuous values, when available, is beneficial.

B. Compliance boundary detection for multiple rules

Sections IV-C to IV-E introduced the M-CT, M-C, and M-H algorithms, respectively for the collection, combination and hierarchy settings. Figure 5 shows how the three algorithms result in different sections of the compliance boundaries of \( m_{\text{col}}, m_{\text{lane}}, \) and \( m_{\text{acc}} \) being explored, as desired. The learner for \( m_{\text{col}} \) is GPC-P-SF with the Matérn kernel, for \( m_{\text{lane}} \) is the SVM-DF-SF with RBF, and for \( m_{\text{acc}} \) is GPR-BE-LSE with Matérn, all with length scale 0.2 and ran for 300 iterations.

Comparing the sampling locations selected by M-C and M-TT, we observe that M-C samples more on the non-overlapping boundaries and less on parts of the boundaries in the non-compliant domains of other rules. For example, the part of the boundary of \( m_{\text{col}} \) that is in \( D_N^{m_{\text{acc}}} \) is not as extensively explored as by M-TT. The same holds for the segment of \( m_{\text{lane}} \)'s boundary that falls in \( D_N^{m_{\text{acc}}} \). Hence, M-C indeed prioritizes the border of \( m_{\text{acc}} \) which is precisely the boundary of the union of the three non-compliant regions.

Similarly, comparison with M-TT shows that M-H sampled extensively the border of the highest-importance metric \( m_{\text{col}} \), followed by the one for \( m_{\text{lane}} \). This is evident from the...
increased sampling in the overlapping region of the boundaries of $m_{\text{col}}$ and $m_{\text{lane}}$ with $D_{\text{max}}^{N}$ and the reduced sampling in the region of the boundary of $m_{\text{acc}}$ that intersects the non-compliant domains of the other two metrics.

C. Compliance boundary detection as a development tool

We present a further example from our practice. We studied the behavior of the simplified planner for a turn in an unsignalled intersection, which is considered a difficult AV behavior to master. The scenario in question is set in left-hand traffic where the ego attempts an unprotected right turn. As it enters the intersection, the ego detects an oncoming vehicle (agent) and must decide whether to yield or to attempt to clear the intersection before the agent. We parameterize the distance of the agent to the intersection at the moment of first detection ($p_1 \in [0\text{m}, 60\text{m}]$) as well as the agent’s constant speed ($p_2 \in [5\text{m/s}, 12\text{m/s}]$), see Figure 1b. If the vehicle is far away or is moving slowly, the ego can clear the intersection before it. Similarly, if it appears very close or is very fast, it will clear the intersection before the ego intersects its path. In all other cases, the ego would have to brake and yield.

We ran an exploration of the collision metric $m_{\text{col}}$ with GPC-P-SF (Matérn, 0.2, 150 iterations) and obtained the points on the boundary estimate plotted in Figure 7a. Surprisingly, the current state of the system handled vehicles appearing very close and moving with high velocities but failed for much simpler cases. To understand this behavior, we performed a closer inspection of nearby scenario pairs lying on different sides of the border. For example, the tracks of the marked pair of concrete scenarios are shown in Figure 8. In the compliant case, the ego stops at the appropriate location and yields to the agent, as required. In the non-compliant case, with the agent starting just two meters further away, the behavior is drastically different: the ego slows down but does not stop, which results in it being hit by the agent. A close inspection of the two marked scenarios determined the cause of this behavior to be an inappropriate choice of the parameters governing the intersection navigation behavior:
the maximum time until the agent enters the intersection for which the ego yields was set too low. Increasing this parameter from 4 to 10 seconds, and running HIDDENGEMS once again to verify the effect of the changes demonstrated a much improved compliant domain (Figure 7b).

The area of the non-compliant region in Figure 7b is very small relative to the total area. If only a single or a handful of pre-determined concrete scenarios were employed, likely none of them would have been in the non-compliant region, incorrectly indicating safe behavior for this logical scenario. On the other hand, a parameter sweep over the same 33 × 33 grid, would require more than 7 times the number of scenario evaluations, almost all of which would be very easy to handle and far from the compliance boundary. Hence, HIDDENGEMS brings the best from both worlds: successfully detecting the non-compliant region without performing unnecessary sampling.

VI. DISCUSSION AND CONCLUSIONS

The experiments in Section V demonstrated that HIDDENGEMS discovers the compliance boundaries for rules with binary and continuous violation metrics, as well as combinations of them, with fewer simulations relative to a parameter sweep. The insight provided by HIDDENGEMS can be indispensable for the development process. For instance, pairs of scenarios exemplifying current issues present invaluable context for performing root cause analysis and rectification. HIDDENGEMS can also be leveraged as a systems engineering tool to monitor the development progress towards satisfaction of complex requirements, namely, by tracking the evolution of \( D^C_{\text{max}} \) or \( D^C_{\text{max,}} \). Through tracking the evolution of the whole domain \( D \) rather than one or few single points in it, it provides an advantage to the traditional scenario library testing strategy.

While HIDDENGEMS was developed with the challenges of developing AVs in mind, the technique is applicable to any autonomous system that can be tested in simulation. The use-case is not limited to safety evaluation in simulation and can be also applied to experimental setups (e.g. materials design, \textit{in vitro} studies) where any combination of parameters can be physically tested in a safe manner. Even though the examples considered here were restricted to two dimensions, the same techniques can be employed in higher dimensions as well. The single metric algorithms in Sections IV-A and IV-B can also be replaced with other active learning algorithms, as HIDDENGEMS is agnostic of the specific algorithm choice.

Other extensions of HIDDENGEMS are left as future work. A hyperparameter-tuning procedure is needed for all algorithms presented in the current work. Presenting the results to a developer for logical scenarios with more than three parameters is also an open question. Similarly, employing HIDDENGEMS in a continuous integration pipeline requires automatic determination if a new feature constitutes improvement, regression, or neither. Further research in incorporating batch sampling algorithms can provide speedup via parallel simulation execution. Finally, statistical guarantees on the performance of the boundary detection algorithms can strengthen the confidence in HIDDENGEMS’s capabilities.
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