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Abstract: It is difficult to find the exact symptoms of lung cancer due to the formation of the majority of cancer tissues in which the large tissue structure intersects differently. With digital images, this question can be evaluated. Images with the basic operation of the LESH Algorithm will be examined in this strategy. GLCM approach is used in this paper to pre-process the snap shots and feature extraction system and to check a patient’s disease rate at its it’s premature or unnatural to know it. The cancer stage will be assessed with the aid of the results. Using the data set and the cancer patient’s survival rate can be calculated. The conclusion is based entirely on the accurate and incorrect arrangement of tissue patterns.
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I. INTRODUCTION

Lung cancer causes more than one million deaths worldwide every year. As per American Lung Cancer Society, lung cancer is the 24th most common cancer in both men and women without counting skin cancer and accounts for nearly 14 percent of all recent cancer cases. The American Cancer Society reports about 224,390 new cases of lung cancer involving about 117,920 in men and 106,470 in women and about 158,080 deaths from lung cancer in the United States in 2016, including 85,920 in men and 72,160 in women. [34]. Lung cancer fatality rate may reduce early diagnosis and therapy. Together with chest radiology, Clinical decision support systems (CDSSs) can help doctors get an early detection of lung cancer. The field of science in emerging healthcare systems is constantly changing, and so the world of computing is shifting in parallel. Modern medicine or research in medical field this goes hand in hand with the art computational paradigms. Our proposed CDSS framework has significant potential for leading to enhanced patient treatment by diligent monitoring of cases of lung cancer. The chest radiograph dataset were selected for experimental purposes, which is part of a primary medical imaging procedure applied for pulmonary disease evaluation. Gomathi et al. in [1] specific techniques of image processing such as media filter, erosion and dilation, and outlining for detecting the lung area which was further segmented using technique of Fuzzy Possibilistic C Means (FPCM). Extreme Learning Machine (ELM) was subsequently used to detect false positive nodules from segmented nodules from CT scans. Tong et al. in [2] proposed Computer-assisted detection scheme (CAD) based on segmentation of adaptive threshold, morphological mathematics, Gaussian filter and Hessian matrix algorithms for true positive CT nodules detection. Bhuwaneswari and Therese in [3] Proposed Genetic Algorithm Method in combination with K-Nearest Neighbors (K-NN) algorithm for identifying lung CT scanning images of cancer (with cancer/without cancer) and achieved classification accuracy of 90%. Bhuwaneswari et al. in [4] performed lung cancer classification upon computed tomography (CT) images using three steps process. At the first step, images were processed using median filtering methods and morphological filtering techniques. Next, Gabor filter and Walsh Hadamard transform features were extracted and fused using the technique of median absolute deviation (MAD) and fed into classifiers such as decision tree, K-nearest neighbour (KNN) and Perceptron multilayer neural networks (MLP-NN). This method achieved a classification accuracy of 90%. Bush in [5] applied a model of a convolutional neural network (CNN) to identify chest X-rays as non-nodule, benign nodule, or malignant nodule. Nodule / non-nodule lung classification was achieved with a sensitivity of 92 percent and a specificity of 86 percent. Jaffar et al. in [6] developed a lung nodule detection system that uses computed tomography (CT) scanned images to segment nodules. For each ROI, shape features were extracted and fed to the vector support machine (SVM) to classify them as a region of interest (ROI) nodule / non-nodule. Sammouda et al [15]. Applied Hopfield neural networks (HANN) for 3D computed tomography (CT) chest segmentation for cancer diagnosis and achieved 90 percent sensitivity with 0.05 false positives per slice.
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II. METHODOLOGY

The axial CT images are taken as a data set. The images are pre processed as per Gabor filters to remove any noise present in the image and thus only lung section is segmented out from the extracted CT image. As the lungs is composed of nodules which are the prime source for cancerous cells, the nodules are found by techniques of extraction separate from the segmented picture of lungs. The next step is to calculate the LESH features with the algorithm mentioned in the below section. Finally we use the AdaBoost machine learning technique to compare the results of combinations of LESH with AdaBoost and other feature extraction techniques.

III. ALGORITHM FOR LESH FEATURE EXTRACTION

Algorithm: I is the CT image of the chest at location $z = (x, y)$.

Begin:
1. First convolute image $I$ with 2D log–Gabor filter bank $G(\omega)$ with different orientations $\phi$ and scales $s$.
   $$G(\omega) = \exp\left(-\frac{(\log \omega)^2}{2(\log \omega_0)^2}\right)$$
   The resulting response vector for the convolution is determined using equation 1.
2. Using equation 2 to determine the response amplitude.
3. Use equation 3 to calculate the measure of sensitive phase deviation.
4. Calculate local energy with the help of equation 4.
5. Nest, using equation 5 calculate 2-D phase congruency for the image.
6. Use equations 7 and 8, measure the LESH feature vector.

END;

3.1 LESH Feature Extraction Technique

The technique of LESH function extraction is primarily principle of determining the pattern of histogram for local energy of object of interest. Morrone et al measure local energies according to different orientations using a phase congruence process.[13]. The picture is transformed with a 2D log–Gabor filter bank with different orientations and scale and then phase congruency (PC) is calculated. The log-Gabor transfer function is stated as:

$$PC(z) = \frac{E(z)}{\sum_{\phi} A_{\phi}(z) + \epsilon}$$

Further detail for LESH feature extraction can be found in our paper. Such filters are designed to detect features in all directions. For each orientation, the number of energies is determined by the total sum and amplitude scales. The resulting vector of the LESH function is determined as follows:

$$h_{r,b} = \sum W_r xPC(z) x \delta_{r-b}$$
Here in a region $r$ of an image, $W_r$ represents the Gaussian weighting function, $\delta_{r-b}$ with the orientation label map $L$ is the Kronecker’s delta having current bin $b$. $PC_i$ is the local energy by the equation.

IV. RESULTS & DISCUSSIONS

Using LESH with AdaBoost, we get better results compared to current HTF using SVM or LESH using SVM. You can see the sensitivity, specificity and accuracy plot as well. In the confusion plot we get 89.2% correct which means cancerous cells are correctly detected and only 10.8% false results are obtained. The ROC Plot of AdaBoost plus LESH shows that it is near to 1, but most importantly since it is covering more area under the curve, it indicates that compared to others it has better results. The outcomes were analysed using accuracy, sensitivity and specificity of the classification. MATLAB tool was used to conduct the experiment. We used the version developed by Herbert Jaeger et al to apply ESN [15]. We used the original G-B template for ELM. Huang [20].

Once the classifier is trained using 10-fold cross validation, analysis and testing of results using the performance measures listed in the section described below. Various classifiers and their quality are compared with respect to different subsets.

V. DISCUSSION

Due to inhomogeneous lung areas, lung cancer detection systems face multiple challenges; similarities in the thickness of bronchi, ribs, veins, bronchioles and arteries in the lung region; and various shapes of nodule such as cavities nodules and ground glass nodules. Because of the presence of all these organs, feature extraction and classification of nodule segments is a tedious task. Nodule features extraction such as form, volume, texture, and others, can help in the prediction of malignancy. Certain variables that may contribute to system performance to detect lung anomalies include: parameters for image acquisition and reconstruction, nodule position, data set size, device optimization through cross-validation.
5.1 A multi-approach segmentation

Many methods of segmentation are proposed in the literature. The problem is data loss. Each method generates a separate segmentation image. In our proposed paper we apply several methods of segmentation and get a single segmented image with advantages of fusion theory to combine their results. This helps discover new knowledge not discovered when applying only one method.

5.2 Selection of features

The role of feature extraction is important in enhancing classification performance while reducing the curve of dimensionality.

VI. CONCLUSIONS AND FUTURE WORK

The CDSS presented in our paper outperforms other state-of-the-art methods provided in the literature, since it achieves the highest degree of accuracy of 100% when classification with the polynomial SVM kernel is performed. The results preliminary presented in our paper should be considered carefully since they show the ability to use small data sets to detect LESH characteristics for lung cancer. To order to further determine the quality of the proposed method, further comparative analysis of large-scale medical datasets now needs to be carried out.

In the future, we aim to evaluate our proposed system in the future, we plan to test our proposed system using additional clinical datasets that are benchmarked against other state-of-the-art feature selection and classification approaches recently proposed, namely Arbitrary Standard SVM and sparsely connected SVM by Huang et al. and Multi-Layered Echo State Machine by Malik et al. We have already extended our proposed framework for the detection of cancer in three-dimensional medical images, resulting in a research paper on breast cancer detection through magnetic resonance imaging (MRI) analysis. In addition, it is possible to evaluate a hybrid approach of combining various techniques for state-of-the-art extraction with LESH features while selecting significant features to enhance classification efficiency.

Eventually, we intend to use sensitivity analysis (SA) in order to identify LESH characteristics which have less impact on the classification results. SA makes these feature evaluation based on the effect of these features on system performance.
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Figure 5.1: ROC Plot for HTF Feature technique using SVM Classifier

Most state-of-the-art methods used by researchers to extract features from ROI lung nodules do not represent discontinuities along curves and edges and are therefore unable to present a resilient set of feature vectors that may help to classify various types of abnormalities.

On the other hand, our proposed LESH extraction technique is on the basis of calculating local energy histogram using phase congruence, thus this preserves the important parameter of change in image intensity data. It is therefore able to mark significant variations in the pattern of medical images. The higher LESH coefficients refer to the most critical set of characteristics, when selected leads to nearly the same accuracy classification while reducing the dimensionality of the curve. We conducted experiments along various subgroups of the highest degree LESH coefficients and determined that in order to improve the performance of the classification, \( N = 100 \) is the most appropriate number in both lung classification with and without nodules and distinguishing between malignant and benign nodules.

LESH outperforms wavelet technique compared to state-of-the-art wavelet extraction technique, albeit with a small margin. Because successful detection of malignancies is crucial in the diagnosis of cancer — to avoid unnecessary surgery — these findings are seen as an improvement.

Figure 5.2: ROC Plot for HTF Feature using Adaboost Classifier

5.2 Selection of features

The role of feature extraction is important in enhancing classification performance while reducing the curve of dimensionality.

VI. CONCLUSIONS AND FUTURE WORK

The CDSS presented in our paper outperforms other state-of-the-art methods provided in the literature, since it achieves the highest degree of accuracy of 100% when classification with the polynomial SVM kernel is performed. The results preliminary presented in our paper should be considered carefully since they show the ability to use small data sets to detect LESH characteristics for lung cancer. To order to further determine the quality of the proposed method, further comparative analysis of large-scale medical datasets now needs to be carried out.

In the future, we aim to evaluate our proposed system. In the future, we plan to test our proposed system using additional clinical datasets that are benchmarked against other state-of-the-art feature selection and classification approaches recently proposed, namely Arbitrary Standard SVM and sparsely connected SVM by Huang et al. and Multi-Layered Echo State Machine by Malik et al. We have already extended our proposed framework for the detection of cancer in three-dimensional medical images, resulting in a research paper on breast cancer detection through magnetic resonance imaging (MRI) analysis. In addition, it is possible to evaluate a hybrid approach of combining various techniques for state-of-the-art extraction with LESH features while selecting significant features to enhance classification efficiency.

Eventually, we intend to use sensitivity analysis (SA) in order to identify LESH characteristics which have less impact on the classification results. SA makes these feature evaluation based on the effect of these features on system performance.
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