CONTROLLABILITY RESULTS FOR CASCADE SYSTEMS OF \( m \) COUPLED \( N \)-DIMENSIONAL STOKES AND NAVIER-STOKES SYSTEMS BY \( N-1 \) SCALAR CONTROLS*,**
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Abstract. In this paper we deal with the controllability properties of a system of \( m \) coupled Stokes systems or \( m \) coupled Navier-Stokes systems. We show the null-controllability of such systems in the case where the coupling is in a cascade form and when the control acts only on one of the systems. Moreover, we impose that this control has a vanishing component so that we control a \( m \times N \) state (corresponding to the velocities of the fluids) by \( N-1 \) distributed scalar controls. The proof of the controllability of the coupled Stokes systems is based on a Carleman estimate for the adjoint system. The local null-controllability of the coupled Navier-Stokes systems is then obtained by means of the source term method and a Banach fixed point.
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1. Introduction

Controllability issues related to a single parabolic equation or to a single Stokes or Navier-Stokes system have been intensively studied in the last fifty years giving rise to interesting techniques, new challenges and open problems. See some seminal results [12, 16, 26] for the heat equation and [8, 14, 23] for the Navier-Stokes system. The literature is vast and it is difficult to mention all the intensive studies about this subject. However, it is only in the last fifteen years that the challenging issue of controlling coupled parabolic systems has attracted the interest of the control community. This kind of systems appears mathematically in optimal control theory as a characterization of the optimal control (with one equation coupled to its adjoint) but also appears, for example, in the study of chemical reactions (see e.g. [7, 11]), and in a wide variety of mathematical biology and physical situations (see e.g. [22]). In the case of scalar (heat) coupled equations an important number of challenging problems has been solved (see [1] for a survey of results until 2011) and sometimes the results have been surprising [2–4]. In the case of coupled Stokes or Navier-Stokes systems, to our knowledge, only some cases of two coupled systems have been treated [5, 6, 19, 28]. Here our aim is to generalize results for a \( m \) scalar
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cascade system \cite{17} to a $m$ $N$-dimensional Stokes or Navier-Stokes cascade system but including an extra deal: to eliminate one component on the $N$-dimensional control.

Let us be more specific: we consider a bounded domain $\Omega$ of $\mathbb{R}^N$ ($N = 2, 3$) whose boundary $\partial \Omega$ is regular enough. Let $T > 0$ and let $\omega \subset \Omega$ be a (arbitrary small) nonempty open subset which will usually be referred as the control domain. We will use the notation $Q = \Omega \times (0, T)$ and $\Sigma = \partial \Omega \times (0, T)$.

In this article, we are interested in the null controllability of a coupled system of $m$ Stokes or Navier-Stokes systems, with $m \geq 2$:

\[
\begin{cases}
\partial_t y^{(i)} - \nu_i \Delta y^{(i)} + \varepsilon \left( y^{(i)} \cdot \nabla \right) y^{(i)} + \nabla p^{(i)} = \sum_{j=1}^{m} (B_{i,j} \cdot \nabla) y^{(j)} + \sum_{j=1}^{m} A_{i,j} y^{(j)} + D_i v 1_{\omega} & \text{in } Q, \quad (1 \leq i \leq m) \\
\nabla \cdot y^{(i)} = 0 & \text{in } Q, \quad (1 \leq i \leq m) \\
y^{(i)} = 0 & \text{on } \Sigma, \quad (1 \leq i \leq m) \\
y^{(i)}(\cdot, 0) = y_0^{(i)} & \text{in } \Omega, \quad (1 \leq i \leq m)
\end{cases}
\]

with $\varepsilon = 0$ for Stokes systems and $\varepsilon = 1$ for Navier-Stokes systems, where $A_{i,j} \in \mathcal{M}_N(\mathbb{R})$, $B_{i,j} \in \mathbb{R}^N$ and where $D_i \in \mathcal{M}_{N,r}(\mathbb{R})$ for some $r \in \mathbb{N}^*$. We have denoted by $1_{\omega}$ the characteristic function of $\omega$. The constants $\nu_i > 0$ are the viscosities of the fluids.

We can write the above systems in a more compact way as

\[
\begin{cases}
\partial_t y - \nu \Delta y + \nabla p = (B \cdot \nabla) y + Ay + D v 1_{\omega} & \text{in } Q, \\
\nabla \cdot y = 0 & \text{in } Q, \\
y = 0 & \text{on } \Sigma, \\
y(\cdot, 0) = y_0 & \text{in } \Omega
\end{cases}
\]

(1.1)

or

\[
\begin{cases}
\partial_t y - \nu \Delta y + (y \cdot \nabla) y + \nabla p = (B \cdot \nabla) y + Ay + D v 1_{\omega} & \text{in } Q, \\
\nabla \cdot y = 0 & \text{in } Q, \\
y = 0 & \text{on } \Sigma, \\
y(\cdot, 0) = y_0 & \text{in } \Omega
\end{cases}
\]

(1.2)

where we set

\[
y = (y^{(i)})_{1 \leq i \leq m}, \quad \nu \Delta y = (\nu_i \Delta y^{(i)})_{1 \leq i \leq m}, \quad (y \cdot \nabla) y = ((y^{(i)} \cdot \nabla) y^{(i)})_{1 \leq i \leq m}, \quad \nabla p = (\nabla p^{(i)})_{1 \leq i \leq m},
\]

\[
\nabla \cdot y = (\nabla \cdot y^{(i)})_{1 \leq i \leq m}, \quad y_0 = (y_0^{(i)})_{1 \leq i \leq m}
\]

and

\[
(B \cdot \nabla) y = (\sum_{j=1}^{m} (B_{i,j} \cdot \nabla) y^{(j)})_{1 \leq i \leq m}, \quad Ay = (\sum_{j=1}^{m} A_{i,j} y^{(j)})_{1 \leq i \leq m}, \quad D v = (D_i v)_{1 \leq i \leq m}.
\]
In this work, we will focus in the particular case where the partitioned matrix $A$ has the form

$$
A = \begin{pmatrix}
A_{1,1} & A_{1,2} & A_{1,3} & \ldots & A_{1,m} \\
A_{2,1} & A_{2,2} & A_{2,3} & \ldots & A_{2,m} \\
0 & A_{3,2} & A_{3,3} & \ldots & A_{3,m} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & A_{m,m-1} & A_{m,m}
\end{pmatrix},
$$

with all the blocks under the diagonal non zero for the matrix $A$ and such that all its blocks are scalar matrices. More precisely, our hypotheses on $A$ and $B$ are

$$
A_{i,j} = a_{i,j}I_N, \quad a_{i,i-1} \neq 0 \quad (2 \leq i \leq m), \quad a_{i,j} = 0 \quad \text{if} \quad i \geq j + 2, \quad (1.4)
$$

$$
B_{i,j} = 0 \quad \text{if} \quad i \geq j + 1. \quad (1.5)
$$

We also control (1.1) or (1.2) by acting only on one of the Stokes or of the Navier-Stokes systems, for instance the first one, and with $N - 1$ scalar controls on this system. Thus, without loss of generality, we assume

$$
r = N - 1, \quad D_j = 0 \quad (j \geq 2), \quad D_1 = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \quad (\text{if} \quad N = 2) \quad \text{or} \quad D_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \end{pmatrix} \quad (\text{if} \quad N = 3). \quad (1.6)
$$

The above choice of the matrix $A$ corresponds to a particular coupling considered in the context of the null-controllability of systems of $m$ linear heat equations, see [17] and our aim is to extend this result in the case of coupled Stokes or Navier-Stokes systems.

In order to state our main results, we recall some standard functional spaces associated with the Stokes system:

$$
H = \left\{ y \in L^2(\Omega)^N : \nabla \cdot y = 0 \text{ in } \Omega, \quad y \cdot n = 0 \text{ on } \partial \Omega \right\}, \quad (1.7)
$$

$$
V = \left\{ y \in H^1_0(\Omega)^N : \nabla \cdot y = 0 \text{ in } \Omega \right\}, \quad (1.8)
$$

and

$$
\mathcal{H} := H^m, \quad \mathcal{V} := V^m. \quad (1.9)
$$

Our main result is the following theorem.

**Theorem 1.1.** Assume (1.4)–(1.6). Then, for any $T > 0$ and for any $y_0 \in \mathcal{H}$, there exists a control $v \in L^2(0,T;L^2(\omega)^{N-1})$ such that the corresponding solution $y = (y^{(1)}, \ldots, y^{(m)})$ to (1.1) satisfies

$$
y(\cdot,T) = 0 \quad \text{in } \Omega.
$$

**Remark 1.2.** As a consequence, we deduce that we can control the system (1.1) of $N \times m$ scalar equations with $N - 1$ scalar controls.

From Theorem 1.1 and a general method to deal with the controllability of nonlinear parabolic systems, we deduce the local null controllability of the system (1.2):
Theorem 1.3. Assume (1.4)–(1.6). Then, for any $T > 0$, there exists $\delta > 0$ such that, for any $y_0 \in V$ satisfying
$$
\|y_0\|_V \leq \delta,
$$
there exists a control $v \in L^2(0, T; L^2(\omega)^{N-1})$ such that the corresponding solution $y = (y^{(1)}, \ldots, y^{(m)})$ to (1.2) satisfies
$$
y(\cdot, T) = 0 \quad \text{in } \Omega.
$$

In order to prove Theorem 1.1, we introduce the adjoint system of (1.1):
$$
\begin{cases}
-\partial_t \varphi - \Delta \varphi + (B^* \cdot \nabla) \varphi - A^* \varphi + \nabla \pi = 0 & \text{in } Q, \\
\nabla \cdot \varphi = 0 & \text{in } Q, \\
\varphi = 0 & \text{on } \Sigma, \\
\varphi(\cdot, T) = \varphi_T & \text{in } \Omega,
\end{cases}
$$
(1.10)
or in its expanded form:
$$
\begin{cases}
-\partial_t \varphi^{(i)} - \Delta \varphi^{(i)} + \nabla \pi^{(i)} + \sum_{j=1}^{i} \left( (B_{j,i} \cdot \nabla) \varphi^{(j)} - A_{j,i} \varphi^{(j)} \right) = A_{i+1,i} \varphi^{(i+1)} & \text{in } Q, \quad (1 \leq i \leq m-1) \\
-\partial_t \varphi^{(m)} - \Delta \varphi^{(m)} + \nabla \pi^{(m)} + \sum_{j=1}^{m} \left( (B_{j,m} \cdot \nabla) \varphi^{(j)} - A_{j,m} \varphi^{(j)} \right) = 0 & \text{in } Q, \\
\nabla \cdot \varphi^{(i)} = 0 & \text{in } Q, \quad (1 \leq i \leq m) \\
\varphi^{(i)} = 0 & \text{on } \Sigma, \quad (1 \leq i \leq m) \\
\varphi^{(i)}(\cdot, T) = \varphi_T^{(i)} & \text{in } \Omega, \quad (1 \leq i \leq m)
\end{cases}
$$
(1.11)
with $\varphi_T^{(i)} \in H$ $(1 \leq i \leq m)$ and we also denote by $\varphi_j^{(i)}$, $j = 1, \ldots, N$ the coordinates of $\varphi^{(i)}$. Note that by setting
$$
\varphi^{(m+1)} \equiv 0, \quad A_{m+1,i} = 0 \quad (1 \leq i \leq m),
$$
we can write the first above equations as
$$
-\partial_t \varphi^{(i)} - \Delta \varphi^{(i)} + \nabla \pi^{(i)} + \sum_{j=1}^{i} \left( (B_{j,i} \cdot \nabla) \varphi^{(j)} - A_{j,i} \varphi^{(j)} \right) = A_{i+1,i} \varphi^{(i+1)} \quad \text{in } Q, \quad (1 \leq i \leq m).
$$
(1.12)
Following a standard duality argument (see, for instance, [33], Thm. 11.2.1, p. 357), Theorem 1.1 will be obtained as a consequence of the following observability inequality:
$$
\sum_{i=1}^{m} \int_{\Omega} \left| \varphi^{(i)}(x, 0) \right|^2 \, dx \leq C(T) \sum_{j=1}^{N-1} \int_{\omega \times (0, T)} \left| \varphi_j^{(1)} \right|^2 \, dx \, dt.
$$
(1.13)
for some $C$ depending on $T$, $\Omega$ and $\omega$.

This observability inequality is a consequence of the Carleman inequality obtained in Theorem 3.1. Such a method based on (global) Carleman inequalities for the controllability of parabolic equations was introduced in [16]. Such inequalities have been used by many authors to deal with Stokes of Navier-Stokes systems (for instance, [24] or [14]). The case of controls with some vanishing components was considered in [6, 9, 15]. An
important work related to this subject is [10] where the authors obtain the local null controllability of the Navier-Stokes system in dimension 3 with a control having two vanishing components. In that case, the method is based on a different linearization and on a different approach based on results of Gromov. We follow here the method introduced in [9]. As a first step, one can get rid of the pressure by applying a differential operator on (1.12) (or on components of (1.12)) such as curl or \( \Delta \). This leads to a system of coupled heat equations but without prescribed boundary conditions. Using results such as [13] or [25], one can obtain a Carleman estimate with boundary terms that can be absorbed by some standard arguments.

Let us point out that here we consider the operator \( \nabla^2 \Delta \) to get rid of the pressure. In the case of Navier slip boundary conditions, the authors of [18, 21] only consider the operator \( \nabla \Delta \). Due to the coupling between the Stokes systems, it was more convenient to use the operator \( \nabla^2 \Delta \). Another important remark is that to recover the observability on the components that are not observed, one has to use the divergence-free condition on \( \varphi^{(i)} \) and the Dirichlet boundary conditions. Unhappily in this process, one loses part of the weights on these components, as it can be seen in the definition of the weights in Theorem 3.1 (see (3.1)).

The last part of the proof of (1.13) consists in estimating the local terms associated with \( \varphi^{(i)}_{j}, i > 1 \) and this is done by using (1.4). It is important to notice that in the proof of the Carleman estimate of Theorem 3.1, we consider the case where the adjoint system (1.10) has no right-hand side. Due to the method of proof, with the use of the operator \( \nabla^2 \Delta \), this would impose restrictions on the regularity of the source term, see for instance [6] where the authors consider the coupling between two Stokes systems and where one of the source needs to be \( H^1 \) in space. Nevertheless, using the general method introduced in [27], we can use (1.13) for the adjoint system without source terms to deal with the controllability of the Navier-Stokes systems (1.2).

This paper is organized as follows. In Section 2, we introduce the weights for our Carleman estimates and we recall some results, in particular some Carleman estimates for other systems. Section 3 corresponds to the statement and to the proof of the Carleman estimate for (1.11). Finally, in Section 4, we use this estimate to prove Theorem 1.1 and Theorem 1.3.

2. Preliminaries

In the whole article, we use the notation \( C \) for a generic positive constant that depends on \( \Omega, \omega \). We can assume to simplify that \( T \in (0, 1) \) and that will allow us to avoid some dependence on \( T \) for some constants. We also assume that \( \nu_i = 1 \) for \( i = 1, \ldots, m \) since these constants do not play any role in the analysis. Finally we only write the proof in the case \( N = 2 \), the case \( N = 3 \) can be done similarly.

2.1. Definition of the weights and first Carleman estimates

To write our Carleman inequalities, we introduce standard weights and functions. First, we consider a nonempty domain \( \omega_0 \) such that \( \overline{\omega_0} \subset \omega \). Then, using [16] (see also [33], Thm. 9.4.3, p. 299), there exists \( \eta^0 \in C^2(\Omega) \) satisfying

\[
\eta^0 > 0 \text{ in } \Omega, \quad \eta^0 = 0 \text{ on } \partial \Omega, \quad \max_{\Omega} \eta^0 = 1, \quad \nabla \eta^0 \neq 0 \text{ in } \overline{\Omega \setminus \omega_0}.
\]

Then, we define the following functions:

\[
\alpha(x, t) = \frac{\exp \{ \lambda(2\ell + 2) \} - \exp \{ \lambda(2\ell + \eta^0(x)) \}}{t^\ell(T - t)^\ell}, \quad \xi(x, t) = \frac{\exp \{ \lambda(2\ell + \eta^0(x)) \}}{t^\ell(T - t)^\ell}, \quad \xi^*(t) = \min_{x \in \Omega} \xi(x, t) = \frac{\exp \{ 2\lambda \ell \}}{t^\ell(T - t)^\ell}, \quad \alpha^*(t) = \max_{x \in \Omega} \alpha(x, t) = \frac{\exp \{ \lambda(2\ell + 2) \} - \exp \{ 2\lambda \ell \}}{t^\ell(T - t)^\ell},
\]

(2.1)

where \( \ell \geq 11, \lambda > 1 \).
Note that we have the following useful relations: there exists $C > 0$ depending on $\Omega$ such that

$$|\partial_t \alpha| + |\partial_t \xi| \leq C T^{1+1/\ell}, \quad (2.3)$$

$$| (\alpha^*)' + |(\xi^*)' | \leq C T (\xi^*)^{1+1/\ell}, \quad |(\alpha^*)'' + |(\xi^*)'' | \leq C T^2 (\xi^*)^{1+2/\ell}, \quad |(\alpha^*)''' + |(\xi^*)''' | \leq C T^3 (\xi^*)^{1+3/\ell}, \quad (2.4)$$

$$\xi^* > \left(\frac{2}{T}\right)^{2\ell}, \quad (2.5)$$

$$|\nabla \alpha| = |\nabla \xi| \leq C \lambda \xi, \quad |\Delta \alpha| = |\Delta \xi| \leq C \lambda^2 \xi. \quad (2.6)$$

Weights of the kind (2.1) were first considered in [16]. In its present form, these weights have already been used in [20] in order to obtain Carleman estimates for the controllability of strongly coupled parabolic equations and later in [19] for the existence of insensitizing controls for Stokes systems.

Now, we recall some standard results. The first one is a Carleman estimate for the gradient operator, it is stated and proved in [9]:

**Lemma 2.1.** Let $r \in \mathbb{R}$. There exists $C > 0$ depending only on $r, \Omega$ and $\omega_0$ such that, for every $T > 0$, $\lambda \geq C$, $s \geq C T^{2\ell}$ and every $u \in L^2(0, T; H^1(\Omega))$,

$$\int_Q e^{-2sa} s^{r+2} \xi^{r+2} |u|^2 \, dx \, dt \leq C \left( \int_Q e^{-2sa} s^{r} |\nabla u|^2 \, dx \, dt + \int_{\omega_0 \times (0, T)} e^{-2sa} s^{r+2} \xi^{r+2} |u|^2 \, dx \, dt \right).$$

The second result is a Carleman estimate for the Laplace operator, it is stated and proved in [9]:

**Lemma 2.2.** Let $r \in \mathbb{R}$. There exists $C > 0$ depending only on $r, \Omega$ and $\omega_0$ such that, for every $T > 0$, $\lambda \geq C$, $s \geq C (T^\ell + T^{2\ell})$ and every $u \in L^2(0, T; H^2(\Omega) \cap H_0^1(\Omega))$,

$$\int_Q e^{-2sa} s^{r+3} \xi^{r+3} |u|^2 \, dx \, dt + \int_Q e^{-2sa} s^{r+1} \xi^{r+1} |\nabla u|^2 \, dx \, dt \leq C \left( \int_Q e^{-2sa} s^{r} |\Delta u|^2 \, dx \, dt + \int_{\omega_0 \times (0, T)} e^{-2sa} s^{r+3} \xi^{r+3} |u|^2 \, dx \, dt \right).$$

The third result is a Carleman estimate for the heat equation with non-homogeneous Neumann boundary conditions. It is proved in [13]:

**Lemma 2.3.** There exists a constant $C > 0$ such that for any $\lambda \geq C$, $s \geq C (T^\ell + T^{2\ell})$, $f \in L^2(Q)$ and $u \in L^2 \left(0, T; H^1(\Omega)\right) \cap H^1 \left(0, T; H^{-1}(\Omega)\right)$

satisfying

$$\partial_t u - \Delta u = f \quad \text{in } Q,$$

we have
\[ \int_Q e^{-2s\alpha} \left( s^{-1} |\nabla u|^2 + s\xi |u|^2 \right) \, dx \, dt \leq C \left( \int_{\omega_1 \times (0,T)} e^{-2s\alpha} s\xi |u|^2 \, dx \, dt + \int_{\Sigma} s^{-1} (\xi^*)^{-1} e^{-2s\alpha} \left| \frac{\partial u}{\partial n} \right|^2 \, d\gamma \, dt + \int_Q e^{-2s\alpha} s^{-2} \xi^{-2} |f|^2 \, dx \, dt \right). \]

2.2. Regularity results for the Stokes systems

We recall that \( H, V, \mathcal{H} \) and \( \mathcal{V} \) are defined by \( (1.7), (1.8) \) and \( (1.9) \). We denote by \( P_0 : L^2(\Omega)^N \to H \) the Leray projector and we consider the projection \( P \) defined by:

\[ P : \left[ L^2(\Omega)^N \right]^m \to \mathcal{H}, \quad y = (y^{(1)}, \ldots, y^{(m)}) \mapsto (P_0 y^{(1)}, \ldots, P_0 y^{(m)}). \]

We also consider the unbounded operators in \( \mathcal{H} \) defined by

\[ D(A_0) := D(A_1) := D(A) := \left[ H^2(\Omega)^N \cap V \right]^m, \quad (2.7) \]

\[ A_0 y := -P \Delta y, \quad A_1 y := -P \left[ (B \cdot \nabla) y + Ay \right], \quad A := A_0 + A_1. \quad (2.8) \]

It is well-known (see, for instance, [30], Thm. 2.1.1, pp. 128–129) that \( A_0 \) is self-adjoint and positive and one can check that

\[ D(A^*) = \left[ H^2(\Omega)^N \cap V \right]^m, \quad A^* = A_0 + A_1^*, \quad (2.9) \]

where

\[ A_1^* \varphi := P \left[ (B^* \cdot \nabla) \varphi - A^* \varphi \right], \]

with the notation

\[ (A^*)_{i,j} := A_{j,i}^T \in \mathcal{M}_N(\mathbb{R}), \quad (B^*)_{i,j} := B_{j,i} \in \mathbb{R}^N. \]

Here we have used the notation \( \cdot^T \) for the transpose of a matrix in \( \mathcal{M}_N(\mathbb{R}) \). One can check that

\[ \left\| A_0^{1/2} \varphi \right\|_{\mathcal{H}} = \left\| \nabla \varphi \right\|_{L^2(\Omega)^{N^2m}} , \quad \mathcal{V} = D \left( A_0^{1/2} \right), \quad \| A_1^* \varphi \|_{\mathcal{H}} \leq C \left\| A_0^{1/2} \varphi \right\|_{\mathcal{H}} \]

for some constant \( C \). In particular, one deduces (see, for instance, [29], Thm. 2.1, p. 80) that \( -A \) is the infinitesimal generator of an analytic semigroup on \( \mathcal{H} \). Applying the elliptic regularity of the Stokes system (see, for instance [32], Prop. 2.2, p. 33), we have also that

\[ \mathcal{D} \left( (A^*)^2 \right) \subset H^4(\Omega)^N, \quad \mathcal{D} \left( (A^*)^3 \right) \subset H^6(\Omega)^N. \]

With the above notation, we can write the adjoint system \( (1.10) \) as

\[ \begin{cases} -\varphi' + A^* \varphi = 0 & \text{in } (0,T), \\ \varphi(T) = \varphi_T. \end{cases} \quad (2.10) \]

If \( \varphi_T \in \mathcal{H} \), then we have \( \varphi \in C^0([0,T]; \mathcal{H}) \), but we can use the parabolic property of the above system to deduce more regularity on \( \varphi \):
Lemma 2.4. Assume $T_0 > 0$ and $T \in (0, T_0)$. Assume also $A_{i,j} \in \mathcal{M}_N(\mathbb{R})$, $B_{i,j} \in \mathbb{R}^N$, $(i, j \in \{1, \ldots, m\})$. Let us consider $\theta_0, \theta_1, \theta_2, \theta_3 \in C^3([0, T])$ and a constant $c > 0$ such that
\[
\theta_i(T) = 0 \quad (i \in \{0, \ldots, 3\}), \quad |\theta''_0| + |\theta'_0| + |\theta'_1| < c |\theta_0|, \quad |\theta''_1| + |\theta'_1| < c |\theta_1|, \quad |\theta''_2| < c |\theta_2|.
\] (2.11)

Then,
\[
\theta_1 \varphi \in H^1(0, T; \mathcal{H}) \cap L^2(0, T; \mathcal{D}(A^*))
\] (2.12)
\[
\theta_2 \varphi \in H^2(0, T; \mathcal{H}) \cap H^1(0, T; \mathcal{D}(A^*)) \cap L^2(0, T; \mathcal{D}((A^*)^2)),
\] (2.13)
\[
\theta_3 \varphi \in H^3(0, T; \mathcal{H}) \cap H^2(0, T; \mathcal{D}(A^*)) \cap H^1(0, T; \mathcal{D}((A^*)^3)) \cap L^2(0, T; \mathcal{D}((A^*)^3)),
\] (2.14)

with
\[
\|\theta_1 \varphi\|_{H^1(0, T; \mathcal{H})} + \|\theta_1 \varphi\|_{L^2(0, T; \mathcal{D}(A^*))} \leq C \|\theta_0 \varphi\|_{L^2(0, T; \mathcal{H})},
\] (2.15)
\[
\|\theta_2 \varphi\|_{H^2(0, T; \mathcal{H})} + \|\theta_2 \varphi\|_{H^1(0, T; \mathcal{D}(A^*))} + \|\theta_2 \varphi\|_{L^2(0, T; \mathcal{D}((A^*)^2))} \leq C \|\theta_0 \varphi\|_{L^2(0, T; \mathcal{H})},
\] (2.16)
\[
\|\theta_3 \varphi\|_{H^3(0, T; \mathcal{H})} + \|\theta_3 \varphi\|_{H^2(0, T; \mathcal{D}(A^*))} + \|\theta_3 \varphi\|_{H^1(0, T; \mathcal{D}((A^*)^2))} + \|\theta_3 \varphi\|_{L^2(0, T; \mathcal{D}((A^*)^3))} \leq C \|\theta_0 \varphi\|_{L^2(0, T; \mathcal{H})}.
\] (2.17)

Proof. From (2.10), we deduce that for $i = 1, 2, 3$
\[
\begin{cases}
- (\theta_i \varphi)' + A^* (\theta_i \varphi) = -\theta_i \varphi & \text{in } (0, T), \\
(\theta_i \varphi)(T) = 0
\end{cases}
\] (2.18)

Since $-A^*$ is the infinitesimal generator of an analytic semigroup, we deduce from (2.18) for $i = 1$, (2.12) with (2.15). These relations and (2.11) yield
\[
\|\theta_2 \varphi\|_{H^1(0, T; \mathcal{H})} + \|\theta'_2 \varphi\|_{L^2(0, T; \mathcal{D}(A^*))} \leq C \|\theta_0 \varphi\|_{L^2(0, T; \mathcal{H})}, \quad (\theta'_2 \varphi)(T) = 0,
\] (2.19)

Consider now (2.18) with $i = 2$: by taking the derivative with respect to $t$ and by applying the operator $A^*$, and by using again that $-A^*$ is the infinitesimal generator of an analytic semigroup, we deduce
\[
\|\theta_2 \varphi\|_{H^2(0, T; \mathcal{H})} + \|\theta_2 \varphi\|_{L^2(0, T; \mathcal{D}(A^*))} \leq C \left( \|\theta'_2 \varphi\|_{L^2(0, T; \mathcal{D}(A^*))} + \|\theta''_2 \varphi\|_{H^1(0, T; \mathcal{H})} \right).
\] (2.20)

Combining the above relation with (2.19) and (2.11) implies (2.13) and (2.16).

These relations and (2.11) yield
\[
\|\theta_3 \varphi\|_{H^2(0, T; \mathcal{H})} + \|\theta'_3 \varphi\|_{H^1(0, T; \mathcal{D}(A^*))} + \|\theta''_3 \varphi\|_{L^2(0, T; \mathcal{D}((A^*)^2))} \leq C \|\theta_0 \varphi\|_{L^2(0, T; \mathcal{H})}, \quad (\theta'_3 \varphi)(T) = (\theta''_3 \varphi)'(T) = 0.
\] (2.21)

Finally, taking $i = 3$ in (2.18) and applying the operators $\partial^2_t$, $A^* \partial_t$ and $(A^*)^2$, we deduce
Combining the above relation with (2.11) and (2.21) implies (2.14) with (2.17).

\[ \|\theta_3\varphi''\|_{L^2(0,T;\mathcal{H})} + \|\theta_3\varphi'\|_{L^2(0,T;D(A^*)')} + \|\theta_3\varphi\|_{L^2(0,T;D(A^*))} \leq C \left( \|\theta_4\varphi\|_{H^2(0,T;\mathcal{H})} + \|\theta_3\varphi\|_{H^1(0,T;D(A^*))} + \|\theta_3\varphi\|_{L^2(0,T;D(A^*)')} \right). \]  

(2.22)

Combining the above relation with (2.11) and (2.21) implies (2.14) with (2.17).

3. The Carleman estimate for the adjoint system

As before, we denote by \( C \) various positive constants which depend only on \( \Omega \) and \( \omega \) (they depend also in general on the choice of \( \eta^0 \) and \( \omega_0 \) but one can consider that \( \eta^0 \) as well as \( \omega_0 \) depend \( \Omega \) and \( \omega \)). Without any lack of generality, we treat the case of dimension \( N = 2 \). The same proof can be performed in the general case.

Our aim is to estimate the following quantity associated with the solutions of the system (1.11):

\[ I(s,\varphi) := \int \int e^{-2s|\xi|} \left( (s\xi)^{-1} \left| \nabla^3 \Delta \varphi_1^i \right|^2 + s\xi \left| \nabla^2 \Delta \varphi_1^i \right|^2 + (s\xi)^3 \left| \nabla \Delta \varphi_1^i \right|^2 + (s\xi)^5 \left| \varphi_1^i \right|^2 \right) dx dt \]

\[ + \int \int e^{-2s_\alpha} (s\xi)^5 \left| \varphi_1^i \right|^2 dx dt. \]  

(3.1)

Thus, our main result states as follows:

**Theorem 3.1.** There exists \( C > 0 \) depending on the geometry such that for any \( s \geq C(T^\ell + T^2) \), and for any \( \varphi_T \in \mathcal{H} \), the solution \( \varphi = (\varphi^{(1)}, \ldots, \varphi^{(m)}) \) of (1.11) satisfies

\[ \sum_{i=1}^m I(s,\varphi^{(i)}) \leq C \int \int_{\varphi \times (0,T)} e^{-2s_\alpha} s^{2\alpha+3} - 6\xi s^{2\alpha+3} - 6 \left| \varphi_1^{(i)} \right|^2 dx dt. \]  

(3.2)

In order to prove the above proposition, we first start by estimating each \( I(s,\varphi^{(i)}) \) (\( i = 1, \ldots, m \)) independently.

**Proposition 3.2.** Let \( \tilde{\Omega} \subset \Omega \) be a nonempty open set such that \( \omega_0 \Subset \tilde{\Omega} \). Then, there exists a constant \( C \) such that for any \( s \geq C(T^\ell + T^2) \), and for any \( \varphi_T \in \mathcal{H} \), the solution \( \varphi \) of (1.11) satisfies

\[ I(s,\varphi^{(i)}) \leq C \left( \int \int_{\tilde{\Omega} \times (0,T)} e^{-2s_\alpha} (s\xi)^5 \left| \Delta \varphi_1^{(i)} \right|^2 dx dt + \sum_{j=1}^m \int \int_{\tilde{\Omega} \times (0,T)} e^{-2s_\alpha} (s\xi)^{-2} \left( \left| \nabla^3 \Delta \varphi_1^{(j)} \right|^2 + \left| \nabla \Delta \varphi_1^{(j)} \right|^2 \right) dx dt \right) \]

\[ + \frac{1}{2} \sum_{j=1}^m \int \int_{\tilde{\Omega} \times (0,T)} e^{-2s_\alpha} (s\xi)^5 \left| \varphi^{(j)} \right|^2 dx dt \]  

(1 \leq i \leq m). \]  

(3.3)

**Proof of Proposition 3.2.** First taking the divergence of (1.12), we remark that

\[ \Delta \pi^{(i)} = 0 \quad \text{in} \quad Q \quad (1 \leq i \leq m). \]

Thus, following the method introduced in [6], we apply the operator \( \nabla^2 \Delta \) to the first components of (1.12), and we deduce

\[ -\partial_t \nabla^2 \Delta \varphi_1^{(i)} - \Delta \nabla^2 \Delta \varphi_1^{(i)} = -\sum_{j=1}^i B_{j,i} \cdot \nabla \left( \nabla^2 \Delta \varphi_1^{(j)} \right) + \sum_{j=1}^{i+1} a_{j,i} \nabla^2 \Delta \varphi_1^{(j)} \quad (1 \leq i \leq m). \]  

(3.4)
Applying Lemma 2.3 to the above equations, we deduce that for \( \lambda \geq \lambda_1 \) and for \( s \geq s_1(T^f + T^{2f}) \),

\[
\iint_Q e^{-2s\alpha} \left( s^{-1} \xi^{-1} \left| \nabla^3 \Delta \varphi^{(i)}_1 \right|^2 + s\xi \left| \nabla^2 \Delta \varphi^{(i)}_1 \right|^2 \right) \, dx \, dt \\
\leq C \left( \iint_{\omega_0 \times (0,T)} e^{-2s\alpha} s\xi \left| \nabla^2 \Delta \varphi^{(i)}_1 \right|^2 \, dx \, dt + \iint_{\Sigma} s^{-1} (\xi^*)^{-1} e^{-2s\alpha} \left| \frac{\partial \nabla^2 \Delta \varphi^{(i)}_1}{\partial n} \right|^2 \, d\gamma \, dt \right) \\
+ \sum_{j=1}^i \int_Q e^{-2s\alpha} s^{-2} \xi^{-2} \left| \nabla^3 \Delta \varphi^{(j)}_1 \right|^2 \, dx \, dt + \sum_{j=1}^{i+1} \int_Q e^{-2s\alpha} s^{-2} \xi^{-2} \left| \nabla^2 \Delta \varphi^{(j)}_1 \right|^2 \, dx \, dt \right). \tag{3.5}
\]

The rest of the proof is divided into several steps:

- In Step 1, we complete the left-hand side of (3.5) with weighted integrals of \( \varphi^{(i)} \) in \( Q \), and adding some local terms in the right-hand side.
- In Step 2, we obtain an upper bound of the boundary terms.
- Finally, in Step 3, we estimate the local terms that do not appear in (3.3).

**Step 1.** We apply Lemma 2.1 with \( u = \nabla \Delta \varphi^{(i)}_1 \) and \( r = 1 \): for any \( s \geq C(T^f + T^{2f}) \), and \( \lambda \geq C \),

\[
\iint_Q e^{-2s\alpha} s^3 \xi^3 \left| \nabla \Delta \varphi^{(i)}_1 \right|^2 \, dx \, dt \leq C \left( \iint_Q e^{-2s\alpha} s \xi \left| \nabla^2 \Delta \varphi^{(i)}_1 \right|^2 \, dx \, dt + \iint_{\omega_0 \times (0,T)} e^{-2s\alpha} s^3 \xi^3 \left| \nabla \Delta \varphi^{(i)}_1 \right|^2 \, dx \, dt \right). \tag{3.6}
\]

Then, we apply Lemma 2.1 with \( u = \Delta \varphi^{(i)}_1 \) and \( r = 3 \): for any \( s \geq C(T^f + T^{2f}) \), and \( \lambda \geq C \),

\[
\iint_Q e^{-2s\alpha} s^5 \xi^5 \left| \Delta \varphi^{(i)}_1 \right|^2 \, dx \, dt \leq C \left( \iint_Q e^{-2s\alpha} s^3 \xi^3 \left| \nabla \Delta \varphi^{(i)}_1 \right|^2 \, dx \, dt + \iint_{\omega_0 \times (0,T)} e^{-2s\alpha} s^5 \xi^5 \left| \Delta \varphi^{(i)}_1 \right|^2 \, dx \, dt \right). \tag{3.7}
\]

Now, using the divergence condition of \( \varphi^{(i)} \), we have

\[
\left| \partial_2 \varphi^{(i)}_2 \right| = \left| \partial_1 \varphi^{(i)}_1 \right| \leq \left| \nabla \varphi^{(i)}_1 \right|.
\]

Then using the Poincaré inequality and the ellipticity of the Laplace operator with Dirichlet boundary conditions, we deduce the existence of a constant \( C \) depending on \( \Omega \) such that

\[
\int_{\Omega} \left| \varphi^{(i)}_1 \right|^2 \, dx \leq C \int_{\Omega} \left| \Delta \varphi^{(i)}_1 \right|^2 \, dx.
\]

Combining the above relation with (3.5), (3.6) and (3.7), we deduce that \( I(s, \varphi^{(i)}) \) defined by (3.1) satisfies

\[
I(s, \varphi^{(i)}) \leq C \left( \iint_{\omega_0 \times (0,T)} e^{-2s\alpha} \left( s\xi \left| \nabla^2 \Delta \varphi^{(i)}_1 \right|^2 + s^3 \xi^3 \left| \nabla \Delta \varphi^{(i)}_1 \right|^2 + s^5 \xi^5 \left| \Delta \varphi^{(i)}_1 \right|^2 \right) \, dx \, dt \right) \\
+ \sum_{j=1}^i \int_Q e^{-2s\alpha} s^{-2} \xi^{-2} \left| \nabla^3 \Delta \varphi^{(j)}_1 \right|^2 \, dx \, dt + \sum_{j=1}^{i+1} \int_Q e^{-2s\alpha} s^{-2} \xi^{-2} \left| \nabla^2 \Delta \varphi^{(j)}_1 \right|^2 \, dx \, dt
\]
Now using trace inequalities and interpolation inequality, we deduce

\[ + \iint_{\Sigma} s^{-1} (\xi^*)^{-1} e^{-2sa^*} \left| \frac{\partial \Delta \varphi_1^{(i)}}{\partial n} \right|^2 \, d\gamma \, dt. \]  

(3.8)

**Step 2.** In this step, we get rid of the boundary terms in the right-hand side of (3.8). In order to do this, we apply Lemma 2.4; using (2.4), we can check that for \( s \geq T^4 \), then

\[ \theta_0 := (s\xi^*)^{\frac{3}{2}} e^{-sa^*}, \quad \theta_1(t) := (s\xi^*)^{\frac{3}{2} - \frac{s}{3}} e^{-sa^*}, \quad \theta_2(t) := (s\xi^*)^{\frac{1}{2} - \frac{s}{3}} e^{-sa^*}, \quad \theta_3(t) := (s\xi^*)^{-\frac{1}{2} - \frac{s}{3}} e^{-sa^*} \]

satisfy (2.11). We deduce (2.12), (2.13) and (2.14) with

\[ \| \theta_1 \varphi \|_{H^1(0,T; L^2(\Omega)^2)} + \| \theta_1 \varphi \|_{L^2(0,T; H^2(\Omega)^2)} + \| \theta_2 \varphi \|_{H^1(0,T; H^2(\Omega)^2)} + \| \theta_2 \varphi \|_{L^2(0,T; H^4(\Omega)^2)} \]

(3.9)

Now using trace inequalities and interpolation inequality, we deduce

\[
\left| \iint_{\Sigma} s^{-1} (\xi^*)^{-1} e^{-2sa^*} \left| \frac{\partial \Delta \varphi_1^{(i)}}{\partial n} \right|^2 \, d\gamma \, dt \right|
\leq C \int_0^T (s\xi^*)^{-1} e^{-2sa^*} \left( \| \varphi^{(i)} \|_{H^4(\Omega)^2} \right) dt
\leq C \int_0^T \left( (s\xi^*)^{-1 + \frac{s}{2}} \| \theta_2 \varphi^{(i)} \|_{H^4(\Omega)^2} + (s\xi^*)^{-\frac{s}{2} - \frac{s}{3}} \| \theta_2 \varphi^{(i)} \|_{H^4(\Omega)^2} \right) dt \quad (3.10)
\]

Using that \( \ell \geq 11 \) and (2.5), we have for any \( C > 0 \) and \( s \geq CT^{2\ell} \),

\[
(s\xi^*)^{-1 + \frac{s}{2}} \leq (C4^\ell)^{-1 + \frac{s}{2}}, \quad (s\xi^*)^{-\frac{s}{2} - \frac{s}{3}} \leq (C4^\ell)^{-\frac{s}{2} + \frac{s}{3}}.
\]

Taking \( C > 0 \) large enough in the above relations, and putting together (3.8), (3.9) and (3.10), we deduce at this step the existence of \( C > 0 \) such that for \( s \geq C(T^4 + T^{2\ell}) \),

\[
\text{I}(s, \varphi^{(i)}) \leq C \left( \iint_{\omega \times (0,T)} e^{-2sa} \left( s\xi \left| \nabla^2 \Delta \varphi_1^{(i)} \right|^2 + (s\xi)^3 \left| \nabla \Delta \varphi_1^{(i)} \right|^2 + (s\xi)^5 \left| \Delta \varphi_1^{(i)} \right|^2 \right) \, dx \, dt \right)
+ \sum_{j=1}^m \left( \iint_{\partial Q} e^{-2sa} \left( \left| \nabla^3 \Delta \varphi_1^{(j)} \right|^2 + \left| \nabla^2 \Delta \varphi_1^{(j)} \right|^2 \right) \, dx \, dt \right)
+ \frac{1}{4} \sum_{j=1}^m \iint_{\partial Q} e^{-2sa} (s\xi^*)^5 \left| \varphi^{(j)} \right|^2 \, dx \, dt. \quad (3.11)
\]

**Step 3.** To estimate the local terms, we proceed in a standard way: we consider \( \omega_1 \) an open subset satisfying \( \omega_0 \subset \omega_1 \subset \tilde{\omega} \) and

\[ \eta_1 \in C^2_0(\omega_1), \quad \eta_1 \equiv 1 \text{ in } \omega_0, \quad \eta_1 \geq 0. \]

Then, an integration by parts gives
Proof of Theorem 3.1. Summing (3.3) for \( i = 1, \ldots, m \), and taking \( s \geq C(T^\ell + T^{2\ell}) \), for a constant \( C \) large enough, we deduce that

\[
\sum_{i=1}^{m} I(s, \varphi^{(i)}) \leq C \sum_{i=1}^{m} \iint_{\mathcal{O} \times (0,T)} e^{-2sa} s^5 \xi^5 |\Delta \varphi^{(i)}| \, dx \, dt.
\]  

(3.13)
In order to get rid of the local terms in the right-hand side (except the term corresponding to \(i = 1\)), we introduce a sequence of open sets \(O_i, \ (0 \leq i \leq m)\) such that

\[
\hat{\omega} =: O_0 \Subset O_1 \Subset \ldots \Subset O_i \Subset \ldots \Subset O_m \Subset \omega
\]

and functions

\[
\zeta_i \in C^2_c(O_i) \quad \text{such that} \quad \zeta_i \equiv 1 \text{ in } O_{i-1}, \quad \zeta_i \geq 0 \quad (1 \leq i \leq m).
\]

Then, we consider the equation \(m - 1\) of (1.12) and we apply the Laplace operator on the first component of this equation:

\[
- \partial_t \Delta \varphi_1^{(m-1)} - \Delta^2 \varphi_1^{(m-1)} + \sum_{j=1}^{m-1} B_{j,m-1} \cdot \nabla \Delta \varphi_1^{(j)} - \sum_{j=1}^{m-1} a_{j,m-1} \Delta \varphi_1^{(j)} = a_{m,m-1} \Delta \varphi_1^{(m)}
\]

Then, using the above equation, we deduce

\[
\iint_{\hat{\omega} \times (0,T)} e^{-2s\alpha s^5 \xi^5} |\Delta \varphi_1^{(m)}|^2 \, dx \, dt \leq \iint_{O_1 \times (0,T)} \zeta_1 e^{-2s\alpha s^5 \xi^5} |\Delta \varphi_1^{(m)}|^2 \, dx \, dt = \sum_{k=1}^{4} J_k
\]

with

\[
J_1 := - \frac{1}{a_{m,m-1}} \iint_{O_1 \times (0,T)} \zeta_1 e^{-2s\alpha s^5 \xi^5} \left( \Delta \varphi_1^{(m)} \right) \left( \partial_t \Delta \varphi_1^{(m-1)} \right) \, dx \, dt,
\]

\[
J_2 := - \frac{1}{a_{m,m-1}} \iint_{O_1 \times (0,T)} \zeta_1 e^{-2s\alpha s^5 \xi^5} \left( \Delta \varphi_1^{(m)} \right) \left( \Delta^2 \varphi_1^{(m-1)} \right) \, dx \, dt,
\]

\[
J_3 := \frac{1}{a_{m,m-1}} \iint_{O_1 \times (0,T)} \zeta_1 e^{-2s\alpha s^5 \xi^5} \left( \Delta \varphi_1^{(m)} \right) \left( \sum_{j=1}^{m-1} B_{j,m-1} \cdot \nabla \Delta \varphi_1^{(j)} \right) \, dx \, dt,
\]

\[
J_4 := - \frac{1}{a_{m,m-1}} \iint_{O_1 \times (0,T)} \zeta_1 e^{-2s\alpha s^5 \xi^5} \left( \Delta \varphi_1^{(m)} \right) \left( \sum_{j=1}^{m-1} a_{j,m-1} \Delta \varphi_1^{(j)} \right) \, dx \, dt.
\]

Let us start by estimating the term \(J_1\). Integrating by parts and using

\[
\zeta_1 \partial_t \Delta \varphi_1^{(m)} = - \zeta_1 \Delta^2 \varphi_1^{(m)} + \zeta_1 \sum_{j=1}^{m} B_{j,m} \cdot \nabla \Delta \varphi_1^{(j)} - \zeta_1 \sum_{j=1}^{m} a_{j,m} \Delta \varphi_1^{(j)},
\]

we obtain

\[
J_1 = \sum_{k=1}^{4} J_{1,k}
\]
with

\[ J_{1,1} := \frac{1}{a_{m,m-1}} \int_{O_1 \times (0,T)} \zeta_1 \partial_t \left( e^{-2s \xi^5} \right) \Delta \phi_1^{(m)} \Delta \phi_1^{(m-1)} \, dx \, dt, \tag{3.21} \]

\[ J_{1,2} := \frac{-1}{a_{m,m-1}} \int_{O_1 \times (0,T)} \zeta_1 e^{-2s \xi^5} \Delta^2 \phi_1^{(m)} \Delta \phi_1^{(m-1)} \, dx \, dt, \tag{3.22} \]

\[ J_{1,3} := \frac{1}{a_{m,m-1}} \int_{O_1 \times (0,T)} \zeta_1 e^{-2s \xi^5} \left( \sum_{j=1}^m B_{j,m} \cdot \nabla \Delta \phi_1^{(j)} \right) \Delta \phi_1^{(m-1)} \, dx \, dt, \tag{3.23} \]

\[ J_{1,4} := \frac{1}{a_{m,m-1}} \int_{O_1 \times (0,T)} \zeta_1 e^{-2s \xi^5} \left( \sum_{j=1}^m a_{j,m} \Delta \phi_1^{(j)} \right) \Delta \phi_1^{(m-1)} \, dx \, dt. \tag{3.24} \]

Using the estimate (2.3) and Young's inequality, we deduce the existence of \( C \) such that for any \( s \geq C(T^\ell + T^{2\ell}) \), and for any \( \varepsilon > 0 \),

\[ |J_{1,1}| \leq \varepsilon \int_Q e^{-2s \xi^5} \left| \Delta \phi_1^{(m)} \right|^2 \, dx \, dt + \frac{C}{\varepsilon} \int_{O_1 \times (0,T)} e^{-2s \xi^7} \left| \Delta \phi_1^{(m-1)} \right|^2 \, dx \, dt, \tag{3.25} \]

\[ |J_{1,2}| \leq \varepsilon \int_Q e^{-2s \xi^5} \left| \Delta^2 \phi_1^{(m)} \right|^2 \, dx \, dt + \frac{C}{\varepsilon} \int_{O_1 \times (0,T)} e^{-2s \xi^7} \left| \Delta \phi_1^{(m-1)} \right|^2 \, dx \, dt, \tag{3.26} \]

\[ |J_{1,3}| \leq \varepsilon \sum_{j=1}^m \int_Q e^{-2s \xi^5} \left| \nabla \Delta \phi_1^{(j)} \right|^2 \, dx \, dt + \frac{C}{\varepsilon} \int_{O_1 \times (0,T)} e^{-2s \xi^7} \left| \Delta \phi_1^{(m-1)} \right|^2 \, dx \, dt, \tag{3.27} \]

and

\[ |J_{1,4}| \leq \varepsilon \sum_{j=1}^m \int_Q e^{-2s \xi^5} \left| \Delta \phi_1^{(j)} \right|^2 \, dx \, dt + \frac{C}{\varepsilon} \int_{O_1 \times (0,T)} e^{-2s \xi^7} \left| \Delta \phi_1^{(m-1)} \right|^2 \, dx \, dt. \tag{3.28} \]

Combining (3.25), (3.26), (3.27) and (3.28) we obtain

\[ |J_1| \leq \varepsilon \sum_{j=1}^m I(s, \phi^{(j)}) + \frac{C}{\varepsilon} \int_{O_1 \times (0,T)} e^{-2s \xi^7} \left| \Delta \phi_1^{(m-1)} \right|^2 \, dx \, dt. \tag{3.29} \]

To estimate \( J_2 \), note that by integrating by parts, we find

\[
\int_{O_1 \times (0,T)} \zeta_1 e^{-2s \xi^5} \left( \Delta \phi_1^{(m)} \right) \left( \Delta^2 \phi_1^{(m-1)} \right) \, dx \, dt = \int_{O_1 \times (0,T)} \Delta \left( \zeta_1 e^{-2s \xi^5} \right) \Delta \phi_1^{(m)} \Delta \phi_1^{(m-1)} \, dx \, dt
\]
Using (2.6) and Young’s inequality, we deduce the existence of $C$ such that for any $s \geq C(T^\ell + T^{2\ell})$, and for any $\varepsilon > 0$,

$$
\left| \int_{\Omega_1 \times (0,T)} \Delta (\zeta_1 e^{-2sa}s^5 \Delta \varphi_1^{(m)} \Delta \varphi_1^{(m-1)} ) \, dx \, dt \right| \\
\leq \varepsilon \int_{\Omega_1 \times (0,T)} e^{-2sa}s^5 \left| \Delta \varphi_1^{(m)} \right|^2 \, dx \, dt + \frac{C}{\varepsilon} \int_{\Omega_1 \times (0,T)} e^{-2sa}s^9 \left| \Delta \varphi_1^{(m-1)} \right|^2 \, dx \, dt. \quad (3.31)
$$

Again, using (2.6) and Young’s inequality, we deduce the existence of $C$ such that for any $s \geq C(T^\ell + T^{2\ell})$, and for any $\varepsilon > 0$,

$$
\left| \int_{\Omega_1 \times (0,T)} 2\nabla \left( \zeta_1 e^{-2sa}s^5 \right) \cdot \nabla \Delta \varphi_1^{(m)} \Delta \varphi_1^{(m-1)} \, dx \, dt \right| \\
\leq \varepsilon \int_{\Omega_1 \times (0,T)} e^{-2sa}s^3 \left| \nabla \Delta \varphi_1^{(m)} \right|^2 \, dx \, dt + \frac{C}{\varepsilon} \int_{\Omega_1 \times (0,T)} e^{-2sa}s^9 \left| \Delta \varphi_1^{(m-1)} \right|^2 \, dx \, dt. \quad (3.32)
$$

Combining (3.26), (3.31) and (3.32) we get

$$
|J_2| \leq \varepsilon I(s, \varphi^{(m)}) + \frac{C}{\varepsilon} \int_{\Omega_1 \times (0,T)} e^{-2sa}s^9 \left| \Delta \varphi_1^{(m-1)} \right|^2 \, dx \, dt. \quad (3.33)
$$

We proceed similarly for $J_3$ (see (3.18)), and after an integration by parts, we deduce the existence of $C$ such that for any $s \geq C(T^\ell + T^{2\ell})$, and for any $\varepsilon > 0$,

$$
|J_3| = \left| \sum_{m=1}^{m-1} \int_{\Omega_1 \times (0,T)} \left[ \nabla \left( \zeta_1 e^{-2sa}s^5 \Delta \varphi_1^{(m)} \right) + \left( \zeta_1 e^{-2sa}s^5 \nabla \Delta \varphi_1^{(m)} \right) \Delta \varphi_1^{(j)} \right] \, dx \, dt \right| \\
\leq \varepsilon \int_{\Omega_1 \times (0,T)} e^{-2sa}s^3 \left| \nabla \Delta \varphi_1^{(m)} \right|^2 + s^5 \left| \Delta \varphi_1^{(m)} \right|^2 \, dx \, dt + \frac{C}{\varepsilon} \int_{\Omega_1 \times (0,T)} e^{-2sa}s^9 \left| \Delta \varphi_1^{(j)} \right|^2 \, dx \, dt. \quad (3.34)
$$

Finally, for $J_4$ (see (3.19)), using Young’s inequality, we deduce the existence of $C$ such that for any $s \geq C(T^\ell + T^{2\ell})$, and for any $\varepsilon > 0$,

$$
|J_4| \leq \varepsilon \int_{\Omega_1 \times (0,T)} e^{-2sa}s^5 \left| \Delta \varphi_1^{(m)} \right|^2 \, dx \, dt + \frac{C}{\varepsilon} \sum_{j=1}^{m-1} \int_{\Omega_1 \times (0,T)} e^{-2sa}s^5 \left| \Delta \varphi_1^{(j)} \right|^2 \, dx \, dt, \quad (3.35)
$$

for every $s \geq C(T^\ell + T^{2\ell})$, and any $\varepsilon > 0$.

The combination of (3.15) with (3.29), (3.33), (3.34) and (3.35) yields the existence of a constant $C$ such that for any $s \geq C(T^\ell + T^{2\ell})$, and for any $\varepsilon > 0$. 

\[
\int\int_{\tilde{\omega} \times (0,T)} e^{-2s^{\alpha} s^{5} \xi^{5}} \left| \Delta \varphi^{(m)}_{1} \right|^{2} \, dx \, dt \leq \frac{m}{\varepsilon} \sum_{j=1}^{m} I(s, \varphi^{(j)}) \\
+ \frac{C}{\varepsilon} \int\int_{O_{1} \times (0,T)} e^{-2s^{\alpha}} \left( s^{5} \xi^{9} \left| \Delta \varphi^{(m-1)}_{1} \right|^{2} + \sum_{j=1}^{m-2} s^{7} \xi^{7} \left| \Delta \varphi^{(j)}_{1} \right|^{2} \right) \, dx \, dt \\
\leq \varepsilon \sum_{j=1}^{m} I(s, \varphi^{(j)}) + \frac{C}{\varepsilon} \sum_{j=1}^{m-1} \int\int_{O_{1} \times (0,T)} e^{-2s^{\alpha} s^{9} \xi^{9}} \left| \Delta \varphi^{(j)}_{1} \right|^{2} \, dx \, dt.
\]

Analogously it can be proved that for \( \Delta \varphi^{(m-1)}_{1} \), there exists a constant \( C \) such that for any \( s \geq C(T^{\ell} + T^{2\ell}) \), and for any \( \varepsilon > 0 \),

\[
\int\int_{O_{1} \times (0,T)} e^{-2s^{\alpha} s^{9} \xi^{9}} \left| \Delta \varphi^{(m-1)}_{1} \right|^{2} \, dx \, dt \leq \varepsilon \sum_{j=1}^{m} I(s, \varphi^{(j)}) + \frac{C}{\varepsilon} \sum_{j=1}^{m-2} \int\int_{O_{2} \times (0,T)} e^{-2s^{\alpha} s^{17} \xi^{17}} \left| \Delta \varphi^{(j)}_{1} \right|^{2} \, dx \, dt.
\]

Iterating the argument, we can estimate all the local terms and we deduce from (3.13) that

\[
\sum_{i=1}^{m} I(s, \varphi^{(i)}) \leq C \int\int_{O_{m} \times (0,T)} e^{-2s^{\alpha} s^{2(m+1)}+1} \xi^{2(m+1)+1} \left| \Delta \varphi^{(1)}_{1} \right|^{2} \, dx \, dt. \tag{3.36}
\]

Finally, we estimate the above local term in terms of \( \varphi^{(1)}_{1} \). In order to do this, we consider \( \tilde{\omega} \) an open subset satisfying \( O_{m} \Subset \tilde{\omega} \Subset \omega \) and

\[
\tilde{\zeta} \in C_{c}^{2}(\tilde{\omega}) \quad \text{such that} \quad \tilde{\zeta} \equiv 1 \text{ in } O_{m}, \quad \tilde{\zeta} \geq 0.
\]

Then by integrating by parts, we obtain

\[
\int\int_{O_{m} \times (0,T)} e^{-2s^{\alpha} s^{2(m+1)}+1} \xi^{2(m+1)+1} \left| \Delta \varphi^{(1)}_{1} \right|^{2} \, dx \, dt \leq \int\int_{\tilde{\omega} \times (0,T)} \tilde{\zeta} e^{-2s^{\alpha} s^{2(m+1)}+1} \xi^{2(m+1)+1} \left| \Delta \varphi^{(1)}_{1} \right|^{2} \, dx \, dt \\
= - \int\int_{\tilde{\omega} \times (0,T)} \nabla \left( \tilde{\zeta} e^{-2s^{\alpha} s^{2(m+1)}+1} \xi^{2(m+1)+1} \right) \Delta \varphi^{(1)}_{1} \cdot \nabla \varphi^{(1)}_{1} \, dx \, dt \\
- \int\int_{\tilde{\omega} \times (0,T)} \tilde{\zeta} e^{-2s^{\alpha} s^{2(m+1)}+1} \xi^{2(m+1)+1} \Delta \nabla \varphi^{(1)}_{1} \cdot \nabla \varphi^{(1)}_{1} \, dx \, dt.
\]

Considering (2.6), and using Young’s inequality, we deduce the existence of \( C \) such that for any \( s \geq C(T^{\ell} + T^{2\ell}) \), and for any \( \varepsilon > 0 \),

\[
\int\int_{O_{m} \times (0,T)} e^{-2s^{\alpha} s^{2(m+1)}+1} \xi^{2(m+1)+1} \left| \Delta \varphi^{(1)}_{1} \right|^{2} \, dx \, dt \leq \varepsilon \int\int_{Q} e^{-2s^{\alpha} s^{5} \xi^{5}} \left| \Delta \varphi^{(1)}_{1} \right|^{2} \, dx \, dt \\
+ \frac{C}{\varepsilon} \int\int_{\tilde{\omega} \times (0,T)} e^{-2s^{\alpha} s^{2(m+2)-1} \xi^{2(m+2)-1}} \left| \nabla \varphi^{(1)}_{1} \right|^{2} \, dx \, dt. \tag{3.37}
\]

Then, we consider

\[
\zeta \in C_{c}^{2}(\omega) \quad \text{such that} \quad \zeta \equiv 1 \text{ in } \tilde{\omega}, \quad \zeta \geq 0
\]
and we integrate by parts:
\[
\int_\Omega \int_{(0,T)} e^{-2s\alpha} s^{2(m+2)-1} \xi^{2(m+2)-1} \left| \nabla \varphi_1^{(1)} \right|^2 \, dx \, dt \leq \int_\Omega \int_{(0,T)} \zeta e^{-2s\alpha} s^{2(m+2)-1} \xi^{2(m+2)-1} \left| \nabla \varphi_1^{(1)} \right|^2 \, dx \, dt
\]
\[
= - \int_\Omega \int_{(0,T)} \nabla \left( \zeta e^{-2s\alpha} s^{2(m+2)-1} \xi^{2(m+2)-1} \right) \cdot \nabla \varphi_1^{(1)} \varphi_1^{(1)} \, dx \, dt
\]
\[
- \int_\Omega \int_{(0,T)} \zeta e^{-2s\alpha} s^{2(m+2)-1} \xi^{2(m+2)-1} \Delta \varphi_1^{(1)} \varphi_1^{(1)} \, dx \, dt.
\]

Considering (2.6), and using Young’s inequality, we deduce the existence of \( C \) such that for any \( s \geq C(T^6 + T^{2\ell}) \), and for any \( \varepsilon > 0 \),
\[
\int_\Omega \int_{(0,T)} e^{-2s\alpha} s^{2(m+2)-1} \xi^{2(m+2)-1} \left| \nabla \varphi_1^{(1)} \right|^2 \, dx \, dt \leq \varepsilon \int_\Omega \int_{(0,T)} e^{-2s\alpha} \left( s^6 \xi^6 \left| \nabla \varphi_1^{(1)} \right|^2 + s^5 \xi^5 \left| \Delta \varphi_1^{(1)} \right|^2 \right) \, dx \, dt
\]
\[
+ \frac{C}{\varepsilon} \int_\Omega \int_{(0,T)} e^{-2s\alpha} s^{2(m+3)-6} \xi^{2(m+3)-6} \left| \varphi_1^{(1)} \right|^2 \, dx \, dt. \tag{3.38}
\]

Gathering (3.36), (3.37) and the above estimate implies that for any \( \varepsilon > 0 \), there exists a constant \( C > 0 \) such that
\[
\sum_{i=1}^m I(s, \varphi^{(i)}) \leq \varepsilon \int_\Omega \int_{(0,T)} e^{-2s\alpha} \left( s^6 \xi^6 \left| \nabla \varphi_1^{(1)} \right|^2 + s^5 \xi^5 \left| \Delta \varphi_1^{(1)} \right|^2 \right) \, dx \, dt
\]
\[
+ \frac{C}{\varepsilon} \int_\Omega \int_{(0,T)} e^{-2s\alpha} s^{2(m+3)-6} \xi^{2(m+3)-6} \left| \varphi_1^{(1)} \right|^2 \, dx \, dt. \tag{3.39}
\]

On the other hand, applying Lemma 2.2, we deduce that
\[
\int_\Omega \int_{(0,T)} e^{-2s\alpha} s^8 \xi^8 \left| \varphi_1^{(1)} \right|^2 \, dx \, dt \leq C \int_\Omega \int_{(0,T)} e^{-2s\alpha} s^5 \xi^5 \left| \Delta \varphi_1^{(1)} \right|^2 \, dx \, dt + \int_\Omega \int_{(0,T)} e^{-2s\alpha} s^8 \xi^8 \left| \varphi_1^{(1)} \right|^2 \, dx \, dt.
\]

Combining the above estimate with (3.39) and with the definition (3.1) of \( I \), we deduce that
\[
\sum_{i=1}^m I(s, \varphi^{(i)}) \leq \varepsilon I(s, \varphi^{(1)}) + \frac{C}{\varepsilon} \int_\Omega \int_{(0,T)} e^{-2s\alpha} s^{2(m+3)-6} \xi^{2(m+3)-6} \left| \varphi_1^{(1)} \right|^2 \, dx \, dt
\]

and this yields the conclusion of Theorem 3.1.

\[\square\]

4. PROOF OF THE MAIN RESULTS

4.1. Final state observability

In this section, we use Theorem 3.1 in order to prove the final state observability of the adjoint system (1.11).
Lemma 4.1. Assume $T \in (0,1)$ and $\omega$ is non empty open set of $\Omega$. Then, there exists $C > 0$ and $\ell \geq 11$ such that for any $\varphi_0 \in \mathcal{H}$, the solution $\varphi$ of (1.11) satisfies

$$\sum_{i=1}^{m} \int_{\Omega} \left| \varphi^{(i)}(x,0) \right|^2 \, dx \leq C e^{\frac{T}{2}} \int_{\omega \times (0,T)} \left| \varphi_1^{(1)} \right|^2 \, dx \, dt.$$  \hfill (4.1)

Proof. First, we consider an energy estimate of the adjoint system (1.11). Multiplying each equation (1.12) by $\varphi^{(i)}$ and integrating by parts, we deduce

$$- \frac{1}{2} \frac{d}{dt} \sum_{i=1}^{m} \int_{\Omega} \left| \varphi^{(i)} \right|^2 \, dx + \sum_{i=1}^{m} \int_{\Omega} \left| \nabla \varphi^{(i)} \right|^2 \, dx = \sum_{i,j=1}^{m} \int_{\Omega} \left( A_{j,i} \varphi^{(j)} \cdot \varphi^{(i)} + \left[ (B_{j,i} \cdot \nabla) \varphi^{(i)} \right] \cdot \varphi^{(j)} \right) \, dx.$$ 

Thus, using the Grönwall lemma, there exists $C > 0$ such that

$$t \mapsto e^{Ct} \sum_{i=1}^{m} \int_{\Omega} \left| \varphi^{(i)}(x,t) \right|^2 \, dx$$

is nondecreasing. In particular, for some constant $C > 0$,

$$\sum_{i=1}^{m} \int_{\Omega} \left| \varphi^{(i)}(x,0) \right|^2 \, dx \leq \frac{2}{T} e^{CT} \sum_{i=1}^{m} \int_{T/4}^{3T/4} \int_{\Omega} \left| \varphi^{(i)}(x,t) \right|^2 \, dx \, dt.$$  \hfill (4.2)

On the other hand, from (3.2) and (3.1), we deduce that

$$\sum_{i=1}^{m} \int_{\omega} e^{-2s_\alpha^* (s_\xi^*)^5} \left| \varphi^{(i)} \right|^2 \, dx \, dt \leq C \int_{\omega \times (0,T)} e^{-2\alpha^* (s\xi)^2} \sum_{i=1}^{m} \left| \varphi^{(i)} \right|^2 \, dx \, dt.$$  \hfill (4.3)

Using that for $t \in [T/4,3T/4],

$$\frac{3T^2}{16} \leq t(T-t) \leq \frac{T^2}{4},$$

we deduce, from (2.2), the existence of two constants $C_1, C_2 > 0$ such that for $t \in [T/4,3T/4],

$$\alpha^*(t) \leq C_1 \frac{T}{T^2}, \quad \xi^*(t) \geq C_2 \frac{T}{T^2}$$

and consequently, for some constant $C_3 > 0,

$$e^{-2s_\alpha^* (s_\xi^*)^5} \geq e^{-C_3}.$$  \hfill (4.4)

Similarly, from (2.1), there exist two constants $c_1, c_2 > 0$ such that for $(x,t) \in \Omega \times [0,T],

$$\alpha(x,t) \geq \frac{c_1}{t^\ell(T-t)^\ell}, \quad \xi(x,t) \leq \frac{c_2}{t^\ell(T-t)^\ell}.$$
and consequently, for some constant $c_3 > 0$,

$$
e^{-2sa} (s\xi)^{2m+3-6} \leq e^{-2s\frac{c_1}{T'(T-t)}} \left( s \frac{c_2}{T'(T-t)} \right)^{2m+3-6} \leq c_3. \quad (4.5)$$

Combining (4.2), (4.3), (4.4) and (4.5), we deduce that for some constant $C$,

$$
\sum_{i=1}^{m} \int_{\Omega} \left| \varphi^{(i)}(x,0) \right|^2 \, dx \leq \frac{C}{T} e^{C(T+1+\frac{1}{T})} \int_{\omega \times (0,T)} \left| \varphi^{(1)}_1 \right|^2 \, dx \, dt.
$$

This implies (4.1).

\[\square\]

### 4.2. Proof of Theorem 1.1

We use the functional framework introduced in Section 2.2. We recall that $H$ and $V$ are defined by (1.7) and (1.8), that $P_0 : L^2(\Omega)^N \to H$ is the Leray projector. We define the control operator $B \in L^2(U, H)$ by

$$
U := L^2(\omega)^{N-1}, \quad Bv = B(v_1, \ldots, v_{N-1}) := (P_0((v_1, \ldots, v_{N-1}, 0) 1_{\omega}), 0, \ldots, 0). \quad (4.6)
$$

With the above definition and the definition (2.7)–(2.8) of $A$, we can write (1.1) as

$$
\begin{cases}
y' + Ay = Bv, \\
y(0) = y_0.
\end{cases} \quad (4.7)
$$

As it is well-known (see, for instance, [33], p. 357), system (4.7) is null-controllable in time $T > 0$ if and only if there exists $K(T) > 0$ such that

$$
\left\| e^{-tA^*} \varphi_0 \right\|_H^2 \leq K(T)^2 \int_0^T \left\| B^* e^{-tA^*} \varphi_0 \right\|_H^2 \, dt \quad (\varphi_0 \in H). \quad (4.8)
$$

Since $A^*$ is given by (2.9) and since

$$
B^* \varphi = \left( \left( \varphi_1^{(1)} \right)_{|_{\omega}}, \ldots, \left( \varphi_{N-1}^{(1)} \right)_{|_{\omega}} \right),
$$

we deduce Theorem 1.1 from Lemma 4.1.

### 4.3. Proof of Theorem 1.3

In order to prove Theorem 1.3, we recall a method introduced in [27, 31] to deal with the controllability of nonlinear parabolic systems. We consider $H$ and $U$ two Hilbert spaces, $-A : D(A) \to H$ the infinitesimal generator of an analytic semigroup $\left( e^{-tA} \right)_{t \geq 0}$ and $B \in L(U, H)$ a control operator such that (4.8) holds with $K : (0, \infty) \to (0, \infty)$ continuous and non increasing. Let us consider $T > 0$ and suppose there exist $\rho_0, \rho_1, \rho \in C^0([0, T], \mathbb{R}^+)$, non increasing, positive in $[0, T)$ such that $\rho_0(T) = \rho_1(T) = \rho(T) = 0$ and such that, for some constant $q > 1$,

$$
\rho_0(t) := \rho_1(q^2(t - T) + T) K((q - 1)(T - t)) \quad \left( t \in \left[ T \left( 1 - \frac{1}{q^2} \right), T \right] \right), \quad (4.9)
$$

and consequently, for some constant $c_3 > 0$,
\[ \rho_0 \leq C \rho, \quad \rho_1 \leq C \rho, \quad |\rho'| \rho_0 \leq C \rho^2 \quad (t \in [0, T]). \tag{4.10} \]

for some constant \( C > 0 \). We denote by \( L^2_{\rho_1}(0, T; \mathcal{H}) \) the space

\[ L^2_{\rho_1}(0, T; \mathcal{H}) := \left\{ f \in L^2(0, T; \mathcal{H}) : \frac{f}{\rho_1} \in L^2(0, T; \mathcal{H}) \right\} \]

and we define similarly \( L^2_{\rho_0}(0, T; U) \).

Then we can consider the control problem

\[
\begin{cases}
  y' + Ay = Bv + f, \\
  y(0) = y_0.
\end{cases}
\tag{4.11}
\]

We have the following result (see [27]):

**Theorem 4.2.** With the above assumptions, there exists a bounded operator

\[ \mathcal{E}_T \in \mathcal{L}\left( \mathcal{D}\left( A^{1/2} \right) \times L^2_{\rho_1}(0, T; \mathcal{H}), L^2_{\rho_0}(0, T; U) \right) \]

such that for any \( y_0 \in \mathcal{D}\left( A^{1/2} \right) \) and for any \( f \in L^2_{\rho_1}(0, T; \mathcal{H}) \), the solution \( y \) of (4.11) with \( u = \mathcal{E}_T(y_0, f) \) satisfies

\[ \frac{y}{\rho} \in L^2(0, T; \mathcal{D}(A)) \cap C^0\left( [0, T]; \mathcal{D}\left( A^{1/2} \right) \right) \cap H^1(0, T; \mathcal{H}). \]

Moreover there exists a constant \( C \) such that

\[ \left\| \frac{y}{\rho} \right\|_{L^2(0, T; \mathcal{D}(A)) \cap C^0\left( [0, T]; \mathcal{D}(A^{1/2}) \right) \cap H^1(0, T; \mathcal{H})} \leq C \left( \|y_0\|_{\mathcal{D}(A^{1/2})} + \|f\|_{L^2_{\rho_1}(0, T; \mathcal{H})} \right). \]

**Remark 4.3.** Note that in [27], \( A \) is assumed to be self-adjoint positive but the result can be extended to the case where \( -A \) is the generator of an analytic semigroup. Indeed, the hypothesis used in the proof is the maximal regularity of (4.11) for \( v = 0 \).

**Remark 4.4.** Since \( \rho(T) = 0 \), the above result implies in particular that \( y(T) = 0 \), that is the null-controllability of (4.11).

In the previous section, we have defined for our problem the spaces \( \mathcal{H}, \mathcal{U}, A \) and \( B \), see (1.9), (2.8) and (4.6). We have shown in Section 2.2 that \( -A \) is the generator of an analytic semigroup. Finally, applying Lemma 4.1, we deduce that (4.8) holds with

\[ K(T) = C_K e^{C_K T}, \]

for some constant \( C_K > 0 \).

Let us consider

\[ q \in \left( 1, 2^{1/2} \right). \]
and let us set

\[ \rho_0(t) := C_Ke^{-\frac{C_1}{(t-\tau)^{\gamma}}}, \quad \rho_1(t) := e^{-\frac{C_1}{(t-\tau)^{\gamma}}}, \quad \rho(t) := e^{-\frac{C_1}{(t-\tau)^{\gamma}}}. \]

with \( C_0, C_1, C_* \) some positive constants such that

\[ C_0 := \frac{C_1}{q^2\tau} - \frac{C_K}{(q-1)^\ell} > \frac{C_1}{2}, \quad \frac{C_1}{2} < C_* < C_0 < C_1. \]

Then we can check that (4.9) and (4.10) hold and we have moreover that

\[ \rho^2 \leq \rho_1. \]

Consequently, we deduce from Theorem 4.2 a controllability result on the system

\[
\begin{cases}
\partial_t y^{(1)} - \Delta y^{(1)} + \nabla p^{(1)} = \sum_{j=1}^{m} (B_{1,j} \cdot \nabla) y^{(j)} + \sum_{j=1}^{m} A_{1,j} y^{(j)} + \psi y_1 + f^{(1)} & \text{in } Q, \\
\partial_t y^{(i)} - \Delta y^{(i)} + \nabla p^{(i)} = \sum_{j=i}^{m} (B_{i,j} \cdot \nabla) y^{(j)} + \sum_{j=i-1}^{m} A_{i,j} y^{(j)} + f^{(i)} & \text{in } Q, \quad (2 \leq i \leq m) \\
\nabla \cdot y^{(i)} = 0 & \text{in } Q, \quad (1 \leq i \leq m) \\
y^{(i)} = 0 & \text{on } \Sigma, \quad (1 \leq i \leq m) \\
y^{(i)}(\cdot, 0) = y_0^{(i)} & \text{in } \Omega. \quad (1 \leq i \leq m)
\end{cases}
\]

More precisely, there exists

\[ \mathcal{E}_T \in \mathcal{L} \left( \mathcal{V} \times L^2_{\rho_1}(0,T; [L^2(\Omega)^N]^m), L^2_{\rho_0}(0,T; L^2(\omega)) \right) \]

such that for any \( y_0 \in \mathcal{V} \) and for any \( f = (f^{(1)}, \ldots, f^{(m)}) \in L^2_{\rho_1}(0,T; [L^2(\Omega)^N]^m) \), the solution \( y \) of (4.13) with the control \( v = \mathcal{E}_T(y_0, f) \) satisfies

\[ \frac{y}{\rho} \in L^2(0,T; \left[ H^2(\Omega)^N \right]^m) \cap C^0 \left( [0,T]; \left[ H^1(\Omega)^N \right]^m \right) \cap H^1(0,T; \mathcal{H}). \]

Moreover we have the following estimate

\[ \left\| \frac{y}{\rho} \right\|_{L^2(0,T; \left[ H^2(\Omega)^N \right]^m) \cap C^0([0,T]; \left[ H^1(\Omega)^N \right]^m) \cap H^1(0,T; \mathcal{H})} \leq C \left( \|y_0\|_\mathcal{V} + \|f\|_{L^2_{\rho_1}(0,T; [L^2(\Omega)^N]^m)} \right). \]

We are now in a position to prove Theorem 1.3:

**Proof of Theorem 1.3.** First we notice that \( y \) is solution of (1.2) if it is a solution of (4.13) with

\[ f = \left( -(y^{(1)} \cdot \nabla)y^{(1)}, \ldots, -(y^{(m)} \cdot \nabla)y^{(m)} \right). \]

Thus, we consider the mapping

\[ N_T : f \in B_R \mapsto (-(y^{(1)} \cdot \nabla)y^{(1)}, \ldots, -(y^{(m)} \cdot \nabla)y^{(m)}), \]
where
\[ B_R := \left\{ f \in L^2_{\rho_1}(0,T; [L^2(\Omega)^N]^m) : \left\| \frac{f}{\rho_1} \right\|_{L^2(0,T;[L^2(\Omega)^N]^m)} \leq R \right\} \]

where \( R > 0 \) is such that
\[ \|y_0\|_{\mathcal{V}} \leq R. \]

We are going to show that for \( R \) small enough (and thus \( \|y_0\|_{\mathcal{V}} \) small enough), \( \mathcal{N}_T(B_R) \subset B_R \) and that \( (\mathcal{N}_T)_{\mid B_R} \) is a strict contraction. Using the Banach fixed point theorem we deduce the existence of a fixed point of \( \mathcal{N}_T \). The corresponding solution \( y \) of (4.13) is a solution of (1.2) and from (4.14), we deduce that \( y(\cdot, T) = 0 \).

It thus remains to prove that for \( R \) small enough, \( \mathcal{N}_T(B_R) \subset B_R \) and that \( (\mathcal{N}_T)_{\mid B_R} \) is a strict contraction. In order to do this, we first note that, using (4.12), Sobolev’s embeddings and Hölder’s inequalities, we have
\[ \int_0^T \int_{\Omega} \frac{v \cdot \nabla w}{\rho_1} \, dx \, dt \leq C \left( \left\| \frac{v}{\rho} \right\|_{L^\infty(0,T;L^6(\Omega)^N)} \right)^2 \left\| \nabla w \right\|_{L^2(0,T;L^6(\Omega)^N)}^2 \leq C \left\| \frac{v}{\rho} \right\|^2_{L^\infty(0,T;L^6(\Omega)^N)} \left\| \nabla w \right\|^2_{L^2(0,T;L^6(\Omega)^N)} \] (4.16)

Using this relation and (4.15), we deduce that
\[ \left\| \mathcal{N}_T(f) \right\|_{L^2(0,T;[L^2(\Omega)^N]^m)} \leq C \left( \left\| y_0 \right\|_{\mathcal{V}} + \left\| f \right\|_{L^2_{\rho_1}(0,T;[L^2(\Omega)^N]^m)} \right)^2 \leq 4CR^2 \leq R, \]
for \( R \) small enough. For such \( R \), we have \( \mathcal{N}_T(B_R) \subset B_R \).

Now, let us consider \( \tilde{f}, \hat{f} \in B_R \) and let us write \( f = \tilde{f} - \hat{f} \). We consider the solution \( \tilde{y} \) (resp. \( \hat{y} \)) the solution of (4.13) associated with the control \( \tilde{v} = \mathcal{E}_T(y_0, \tilde{f}) \) (resp. \( \hat{v} = \mathcal{E}_T(y_0, \hat{f}) \)). Then, \( y := \tilde{y} - \hat{y} \) is the solution of (4.13) associated with the control \( v := \mathcal{E}_T(0, f) \) and thus
\[ \left\| \frac{y}{\rho} \right\|_{L^2(0,T;[H^2(\Omega)^N]^m) \cap C^0(0,T;[H^1(\Omega)^N]^m) \cap H^1(0,T;\mathcal{H})} \leq C \left\| f \right\|_{L^2_{\rho_1}(0,T;[L^2(\Omega)^N]^m)}. \]

Using this and (4.16), we obtain
\[ \left\| \frac{\mathcal{N}_T(\tilde{f}) - \mathcal{N}_T(\hat{f})}{\rho_1} \right\|_{L^2(0,T;[L^2(\Omega)^N]^m)} \leq \left\| \left( \frac{\tilde{y}}{\rho} \right) \cdot \nabla \left( \frac{\hat{y}}{\rho} \right) \right\|_{L^2(0,T;[L^2(\Omega)^N]^m)} + \left\| \left( \frac{\hat{y}}{\rho} \right) \cdot \nabla \left( \frac{\tilde{y}}{\rho} \right) \right\|_{L^2(0,T;[L^2(\Omega)^N]^m)} \leq CR \left\| f \right\|_{L^2_{\rho_1}(0,T;[L^2(\Omega)^N]^m)}. \]

Thus for \( R \) small enough, \( (\mathcal{N}_T)_{\mid B_R} \) is a strict contraction and this ends the proof of Theorem 1.3.

\[ \square \]
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