The phase diagram and the structure of CDW state in high magnetic field in quasi-1D materials: mean-field approach
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We develop the mean-field theory of a charge-density wave (CDW) state in magnetic field and study the properties of this state below the transition temperature. We show that the CDW state with shifted wave vector in high magnetic field (CDW$_x$ phase) has at least double harmonic modulation on the most part of the phase diagram. In the perfect nesting case the single harmonic CDW state with shifted wave vector exists only in a very narrow region near the tricritical point where the fluctuations are very strong. We show that the transition from CDW$_0$ to CDW$_x$ state below the critical temperature is accompanied by a jump of the CDW order parameter and of the wave vector rather than by their continuous increase. This implies a first order transition between these CDW states and explains the strong hysteresis accompanying this transition in many experiments. We examine how the phase diagram changes in the case of imperfect nesting.
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I. INTRODUCTION

The properties of metals with a charge-density-wave (CDW) ground state attract great attention since the fifties (see, e.g., monographs [1,2]). In quasi-1D metals, the Fermi surface (FS) consists of two slightly warped sheets separated by $2k_F$ and roughly possesses the nesting property that leads to the Peierls instability and favors the formation of the charge- or spin-density-wave (SDW) state at low temperature.

The mean-field description is known to be unable to describe strictly 1D conductors, where the non-perturbative methods and exactly solvable models are of great importance. However, in most materials manifesting CDW or SDW phenomena the nonzero value of the electron transfer integral between conducting chains and the 3D character of the electron-electron interactions and lattice elasticity reduce the deviations from the mean-field solution and also make most of the methods and exactly solvable models developed for strictly 1D case inapplicable. The effect of fluctuations in Q1D metals and their influence on the mean-field description of the Peierls transition in these metals has been considered in a number of papers (see, e.g. [5,6] and references therein). It was shown that the interchain dispersion of electrons strongly damps the fluctuation and validate the mean-field description. In Q1D organic metals, at which our present study is mainly aimed, the free electron dispersion near the Fermi level is, approximately, given by

$$\varepsilon_{\sigma}(k) = \hbar v_F (k_x - k_F) - t_\perp (k_\perp) - \sigma H, \quad (1)$$

where $v_F$ and $k_F$ are the Fermi velocity and Fermi momentum in the chain ($x$) direction, $H \equiv \mu_B B$ is the Zeeman energy, $\mu_B$ is the Bohr magneton and $B$ is the external magnetic field. The perpendicular-to-chain term, $t_\perp (k_\perp)$, is much greater than the energy scale of the CDW(SDW) transition temperature, $T_{c0}$. Only the ”imperfect nesting” part, $t'_{\perp}$, of $t_\perp (k_\perp)$ is of the order of $T_{c0}$ (see Eqs. (2), (3)). Hence, the criterion for the mean-field theory to be applicable, $^{5,6}$ $t_\perp \gg T_{c0}$, is reliably satisfied in most Q1D organic metals.

The mean-field description of the CDW properties is, in many aspects, very similar to the BCS theory. The pairing of two electrons in superconductors is replaced in CDW by the pairing of an electron with the hole on the opposite sheet of the Fermi surface. The charge and spin coupling constants in CDW (see interaction Hamiltonian (5)) are analogous to coupling constants in spin-singlet and spin-triplet channels in superconductivity. The CDW phase with shifted nesting vector is similar to the non-uniform superconducting phase (LOFF phase). However, there are several important differences between these two many-particle effects. The first difference is that the formation of a gap in the electron spectrum in CDW leads to an insulating rather than superconducting state. This happens due to the pinning of the CDW condensate by crystal imperfections. Hence, the CDW state does not reveal a superfluid current. Other differences appear, e.g., in the excitation spectrum. In particular, the lowest energy excitations in magnetic field or at imperfect nesting are not always the electron pairs as in BCS theory but may be the ”soliton kinks”.

The theoretical investigation of the CDW/SDW properties at a mean-field level comprises two main branches. The first focuses on the transition line from the metallic states to CDW/SDW state using susceptibility calculations. This allows to include many additional factors into the theoretical model, such as different free electron dispersion relations, spin and orbital effects of the external magnetic field, applied pressure etc. It helped to discover and to explain many beautiful effects such as the field-induced spin- and charge-density waves (FISDW).
the increase of the transition temperature due to the one-dimensionization of the electron spectrum in high magnetic field,18,23 the CDW state with shifted nesting vector19,24 etc. However, all these results cannot be continued below the transition temperature since they are based on the electron susceptibility calculations using metallic-state electron Green’s functions. In particular, the calculation of [24] predicts an appearance of the CDW phase with shifted wave vector as the magnetic field exceeds some critical value. This calculation gives the metal-CDW transition line, $T_c(H)$, and the dependence of the optimal shift $q_0(H)$ of CDW wave vector on magnetic field at this transition line. However, this calculation does not extend below the transition temperature, and, hence, cannot be used to describe the properties and the phase diagram inside the CDW phase. For example, it neither describes the structure of the CDW phase below $T_c(H)$ nor gives the CDW-CDW transition line $H_{CDW}(T)$ or the kind of this transition. The mean-field study of CDW in Ref. [22] is applicable only in weak field when the CDW wave vector does not shift from its zero-field value.

The second branch of investigation involves the soliton physics. It appeared first to describe the ground state of polyacetylene10,11 and then developed into a rather large activity (see Refs. [15,16] for a review). In particular, the soliton structure and the energy spectrum of CDW state in external magnetic field were considered17. However, all these results were only derived at zero temperature and perfect nesting and are not applicable at temperatures of the order of transition temperature, $T \sim T_c$. The finite-temperature phase transition to soliton phase has been considered in Ref. [14]. However, that phase diagram refers to zero field and finite shift of the chemical potential from the value $\mu_0$ corresponding to the commensurate CDW.14 The analysis of the CDW phase diagram in magnetic field has been performed in the case of perfect nesting and at the electron density close to half-filling.25 However, this approach is also unable to describe the incommensurate case far from half-filling. In particular, it suggests the one-harmonic modulation of charge density, which is usually unstable in high magnetic field (see below).

Further theoretical description of the CDW state in magnetic field became important last years because of the intensive experimental study of the CDW state in strongly anisotropic organic metals.26–36

In the present paper we study the CDW phase diagram and the properties of the CDW state at finite temperature below the transition point in the mean-field approximation. This study links the results of susceptibility calculations and the results from the soliton approach. We take into account the spin effect of the external magnetic field and consider the CDW phase with shifted nesting vector. The “antinesting” term in the electron dispersion is also taken into account. We show that the CDW state with shifted wave vector, proposed in Ref. [24], has double harmonic modulation almost everywhere in the phase diagram (see Fig. 3,5). At perfect nesting, $t'_0 = 0$, the single harmonic CDW state exists only in a very narrow region near the tricritical point. We show that the transition from CDW to CDW state below the critical temperature is accompanied by a jump of the CDW wave vector rather than by its continuous increase. This implies a first order transition between the CDW states and explains the strong hysteresis observed at the kink transition.28,29,32,34

Besides the Zeeman splitting, external magnetic field affects the orbital electron motion. First, an external magnetic field perpendicular to conducting layers leads to one-dimensionization of the electron spectrum in quasi-1D metals23 that improves the nesting property of the Fermi surface. Second, due to the strong scattering by the nesting vector, electrons in quasi-1D metal in magnetic field may form close orbits in momentum space.19 These orbital effects increase the CDW or SDW transition temperature and may lead to the field-induced spin-density waves18 (for a review, see [7]). A similar effect for the charge density waves was also proposed21. The interplay between spin and orbital effects of the magnetic field is quite interesting. It leads, for example, to a series of phase transitions between the CDW states with quantized nesting vector.32

In our present study we disregard the orbital effects of magnetic field. This limitation, however, is not very restrictive. If the magnetic field is parallel to the conducting layers, it produces only the Zeeman splitting and no orbital effect. The orbital quantization effects are, usually, more subtle than the spin effect. As an illustration, the quantized nesting phases can be observed only at very low temperature because the effects of nesting quantization are strongly damped at $\hbar \omega_c = \epsilon H / m c \ll 2 \pi T, 2 \pi \hbar / t, \Delta$. This damping is somewhat similar to that of the magnetic quantum oscillations. The one-dimensionization of electron spectrum in magnetic field can be effectively taken into account in the present study by introducing the magnetic field dependence of the imperfect nesting transfer integral, $t'(H)$, in the electron dispersion relation (2). A situation which is mathematically equivalent to the Zeeman splitting of magnetic field without its orbital effect arises when there are two slightly different Q1D chain system in the same compound with coupling between the chains of different type. The quantities $U_c + U_s$ and $U_c - U_s$ play the role of the electron coupling constant inside the chains and between the chains of different type, respectively. Such a system occurs in many compounds as TTF-type organic metals (see, e.g., the discussion on page 196 in [16]). Two slightly different types of chains occur also in α-(Per)$_2$M(mnt)$_2$.35–37 In the systems with molecular chains of two types, however, the difference between optimal CDW wave vectors on different chains is fixed by the molecular structure and does not vary as in the case of external magnetic field which gradually separates the Fermi surfaces with two different spin components.
II. THE MODEL AND THE MEAN-FIELD THEORY OF CDW IN MAGNETIC FIELD.

1. The model

We consider a quasi-1D metal with dispersion (1) and $t_{\perp}(k_{\perp})$ given by the tight-binding model:

$$t_{\perp}(k_{\perp}) = -2t_b \cos(k_y b) - 2t'_b \cos(2k_y b) - 2t_c \cos(k_z c_z),$$

(2)

where $b$ and $c_z$ are the lattice constants in $y$- and $z$-directions respectively. The dispersion along the $z$-axis is assumed to be much weaker than the dispersion along $y$-direction. Therefore, we omit the second harmonic $\propto \cos(2k_z c_z)$ in the dispersion relation (2). Since the terms $2t_c \cos(k_z c_z)$ and $2t_b \cos(k_y b)$ do not violate the perfect nesting condition

$$\varepsilon(p + Q) = -\varepsilon(p),$$

(3)

they do not influence the physics discussed below unless the nesting vector become shifted in $y$-$z$ plane. We do not consider such a shift in the present study.

The electron Hamiltonian is

$$\hat{H} = \hat{H}_0 + \hat{H}_{\text{int}},$$

with the free-electron part

$$\hat{H}_0 = \sum_{k\sigma} \varepsilon_{\sigma}(k) \hat{a}_{\sigma}^\dagger(k) \hat{a}_{\sigma}(k)$$

(4)

and the interaction part

$$\hat{H}_{\text{int}} = \frac{1}{2} \sum_{kk'Q\sigma\sigma'} V_{\sigma\sigma'}(Q) \hat{a}_{\sigma}^\dagger(k + Q) \hat{a}_{\sigma}(k) \times \hat{a}_{\sigma'}(k' - Q) \hat{a}_{\sigma'}(k').$$

(5)

This Hamiltonian does not include the orbital effect of magnetic field on quasi-1D electron spectrum which may be important in the case of substantially imperfect nesting and strong magnetic field perpendicular to the easy-conducting plane (see introduction). Later on we will be interested mainly in the interaction at the wave vector $Q$ close to the so-called nesting vector $Q_0$, which is usually chosen as

$$Q_0 = (\pm 2k_F, \pi/b, \pi/c).$$

(6)

The deviations $Q - Q_0$ that will be considered below are of the order of $\max\{|\hat{H}, t'_F\}/\hbar v_F \ll k_F$, so that for such small deviations the interaction function

$$V_{\sigma\sigma'}(Q) = V_{\sigma\sigma'}(Q = Q_0) = U_c - U_s \sigma \sigma'$$

(7)

The coupling constants $U_c$ and $U_s$ are the same as in Ref. [24]. Subscripts $c$ and $s$ distinguish charge and spin coupling constants. The Hamiltonian (5) can be obtained from the extended Hubbard model when the $e-e$ scattering by the momenta close to the nesting wave vector $Q_0$ is only taken in to account.

2. Mean field approach

First, we note that the terms with $Q = 0$ in (5) only renormalizes the chemical potential and will not be omitted in subsequent calculations (all sums over $Q$ do not include $Q = 0$). We introduce the thermodynamic Green’s function

$$g_{\sigma}(k' + Q, k; \tau - \tau') = \langle T_{\tau} \{ a^\dagger_{\sigma}(k', \tau') a_{\sigma}(k, \tau) \} \rangle,$$

(8)

where the operators are taken in the Heisenberg representation, and the average

$$D_{Q\sigma} = \sum_k g_{\sigma}(k - Q, k, -0) - \delta(Q, 0)n_\sigma.$$  

(9)

After defining

$$\Delta_{Q\sigma} = \sum_{\sigma'}(U_c - U_s \sigma \sigma') D_{Q\sigma'},$$

(10)

one obtains in the mean-field approximation

$$\hat{H}_{\text{int}} = \sum_{Qk\sigma} a_{\sigma}^\dagger(k + Q) a_{\sigma}(k) \Delta_{Q\sigma} - \frac{1}{2} \sum_{Q\sigma} D_{-Q\sigma} \Delta_{Q\sigma}.$$  

(11)

Hermicity of the Hamiltonian requires $\Delta_{-Q\sigma} = \Delta_{Q\sigma}$. It is now straightforward to write down the equations of motion which in the frequency representation take the form

$$[i\omega - \varepsilon_{\sigma}(k)] g_{\sigma}(k', k, \omega) - \sum_Q \Delta_{Q\sigma} g_{\sigma}(k', k - Q, \omega) = \delta(k', k).$$

(12)

3. The Cosine Phase

Now we consider the solution with $\Delta_{k\sigma} \neq 0$ only for $k = \pm Q$, where $Q = 2k_F e_x + (\pi/b)e_y + q$ with $|q| \ll k_F$. If we neglect the scattering into the states with $|k_x| \gtrsim 2k_F$, the equations (12) decouple: for $k_x > 0$ one has

$$\begin{pmatrix}
  i\omega - \varepsilon_{\sigma}(k) & -\Delta_{Q\sigma} \\
  -\Delta_{-Q\sigma} & i\omega - \varepsilon_{\sigma}(k - Q)
\end{pmatrix}\hat{G} = \hat{I},$$

(13)

where

$$\hat{G} \equiv \begin{pmatrix}
  g_{\sigma}(k, k, \omega) & g_{\sigma}(k - Q, k, \omega) \\
  g_{\sigma}(k, k - Q, \omega) & g_{\sigma}(k - Q, k - Q, \omega)
\end{pmatrix}$$

(14)

and $\hat{I}$ is the $2 \times 2$ identity matrix. The equation for $k_x < 0$ may be obtained via a substitution $Q \rightarrow -Q$. Introducing the notations

$$\varepsilon^\pm_{\sigma}(k', k) = \frac{\varepsilon_{\sigma}(k') \pm \varepsilon_{\sigma}(k)}{2}$$

(15)

and using $\Delta_{Q\sigma} \Delta_{-Q\sigma} = |\Delta_{Q\sigma}|^2$ from (13) one has...
where the branch of the square root with positive real part is implied, the angular brackets stand for the averaging over all values of \( k_y \), and we introduced the standard notation

\[
\nu = - U_s / U_c \tag{23}
\]

for the coupling ratio and

\[
\nu_F = \frac{L_s}{\pi \hbar v_F} \tag{24}
\]

for the density of states on the Fermi level per one spin component.

Expansion to the third order in \( \Delta Q_{\sigma} \) yields

\[
\Delta Q_{\sigma} = \sum_{\sigma} \frac{1 + \nu \sigma'}{2} \left( K^{(1)}_{\sigma} - |\Delta Q_{\sigma}|^2 K^{(3)c}_{\sigma} \right) \Delta Q_{\sigma} \tag{25}
\]

(the superscript “c” stands for “cosine”) with

\[
K^{(1)}_{\sigma} = \frac{\pi \nu_F |U_c| T}{2} \sum_{\omega} \frac{\text{sign} \omega}{\omega + i \varepsilon^+(\sigma, k, k - Q)} k_y, \tag{26}
\]

\[
K^{(3)c}_{\sigma} = \frac{\pi \nu_F |U_c| T}{2} \sum_{\omega} \frac{\text{sign} \omega}{\omega + i \varepsilon^+(\sigma, k, k - Q)^2} k_y. \tag{27}
\]

The second-order transition line corresponds to

\[
\det \begin{pmatrix} \frac{1 + \nu}{2} K^{(1)}_+ - 1 & \frac{1 - \nu}{2} K^{(1)}_- \\ \frac{1 - \nu}{2} K^{(1)}_+ & \frac{1 + \nu}{2} K^{(1)}_- - 1 \end{pmatrix} = 0. \tag{28}
\]

The left hand side of this equation is a function of \( \nu, T, H \) and \( q \). The normal to CDW phase transition occurs at
some optimal value of \(q\) which corresponds to the minimum of the free energy of the CDW state, that at the transition point is equivalent to the maximum of \(T_c\) or to the minimum of l.h.s. of Eq. (28).

Unrestricted summation over \(k_x\) introduced divergence into the summation over \(\omega\) in \(K^{(1)}_\sigma\), which may be renormalized by introducing the zero-field and zero-\(t_b\) transition temperature \(T_{c0}\). To obtain a closed expression for the latter, we note that for \(H = 0\) one has \(K^{(1)}_+ = K^{(1)}_-\), and the matrix in (28) has eigenvalues \(K^{(1)}_- - 1\) and \(\nu K^{(1)}_+ - 1\). Therefore, at \(H = 0\) \(K^{(1)}_+(T = T_{c0}(t'_b), H = 0) = 1\). From (26) at \(t'_b = 0\) after imposing a cutoff at \(\omega \sim E_F\) one obtains \(K^{(1)} = \nu F|U_c|\ln(2\gamma E_F/\pi T)\), and

\[
T_{c0} = \frac{2\gamma E_F}{\pi} \exp \left(-\frac{1}{\nu F|U_c|}\right),
\]

in agreement with Ref. [39] and with the usual BCS expression. We may now write

\[
K^{(1)}_\sigma + 1 + \nu F|U_c| \ln \frac{T_{c0}}{T} + \pi T \sum_\omega \left( \frac{\nu}{\omega + i\varepsilon_\sigma^c(k, k - Q)} - \frac{\nu}{\omega} \right).
\]

The kernels \(K^{(1)}_\sigma\) and \(K^{(3)}_\sigma\) can be further simplified in terms of the digamma function \(\psi(x) = \frac{d}{dx} \ln \Gamma(x)\):

\[
K^{(1)}_\sigma + 1 + \nu F|U_c| \left( \ln \frac{T_{c0}}{T} + \psi \left( \frac{1}{2} \right) - \left( \Re \psi \left( \frac{1}{2} + \frac{i\varepsilon_\sigma^c(k, k - Q)}{2\pi T} \right) \right) \right)_{k_y},
\]

\[
K^{(3)}_\sigma = -\frac{\nu F|U_c|}{16\pi^2 T^2} \left( \Re \psi'' \left( \frac{1}{2} + \frac{i\varepsilon_\sigma^c(k, k - Q)}{2\pi T} \right) \right)_{k_y}.
\]

To actually find the fields \(\Delta Q_\sigma\) just below the transition point to the leading order, one has to make the substitution \(K^{(1)}_\sigma \rightarrow K^{(1)}_\sigma - |\Delta Q_\sigma|^2 K^{(3)}_\sigma\) in (28). The ratio \(\Delta Q_- : \Delta Q_+\) is real and at the transition point is the column ratio in (28)

\[
\Delta Q_- : \Delta Q_+ = \left( 1 + \nu K^{(1)}_+ - \nu K^{(1)}_- \right) = \left( \nu - \frac{1}{2} K^{(1)}_+ \right) : \left( \frac{1}{2} K^{(1)}_- \right).
\]

Introducing the (real) ratio \(\alpha = |\Delta Q_-|^2 : |\Delta Q_+|^2\) we get

\[
|\Delta Q_\sigma|^2 = \frac{\alpha^{(1-\sigma)/2}}{K^{(3)}_+(\nu K^{(1)}_+ - \nu K^{(1)}_-) + \alpha K^{(3)}_-(\nu K^{(1)}_+ - \nu K^{(1)}_-)}.
\]

The superscript "c" stands for the cosine phase. The CDW cosine phase with \(q_x \neq 0\) was analyzed at the transition line by means of the susceptibility calculation and called the CDW_{\sigma} phase, while the phase with \(q_x = 0\) was called CDW_0.

\section{The Double Cosine Phase}

Now we consider the solution with \(\Delta k_\sigma \neq 0\) for \(k = \pm Q_0 \pm q\), where \(Q_0 = 2k_F e_x + (\pi/b)e_y\) and \(q \ll k_F\). Strictly speaking, there exist no self-consistent solutions with only four harmonics present or all others damped by a factor of \(\Delta Q_\sigma/E_F\). However, the modulations given above have equal second-order transition temperatures, and immediately below the transition point other harmonics are damped by a factor of \(\Delta Q_\sigma/T\) or \(\Delta Q_\sigma/H\).

To obtain the leading-order expressions for the fields \(\Delta Q_\sigma\) in the vicinity of the transition line, we rewrite the equations (12) in the "matrix" form

\[ GG^{-1}_0 - GF = I, \]

where

\[ G(k', k) = g_\sigma(k', k), \quad G_0(k', k) = \frac{\delta(k', k)}{i\omega - \varepsilon_\sigma(k')}, \]

\[ F(k', k) = \sum_Q \Delta Q_\sigma \delta(k', k - Q). \]

The solution is

\[ G = G_0 + G_0 FG_0 + G_0 FG_0 FG_0 + \ldots \]

Omitting the contribution from the virtual states with the momentum \(|k_z| \gtrsim 2k_F\), we obtain the consistency equation to the third order in \(\Delta Q_\sigma\):
\[
\Delta q_{0+q,\sigma} = T \sum_{k_{0,\sigma}} (U_{c} - U_{s} \sigma) \left[ \frac{\Delta q_{0+q,\sigma}}{(i \omega - \varepsilon_{\sigma}(k)) (i \omega - \varepsilon_{\sigma}(k - Q_{0} - q))} \right]
+ \frac{\Delta q_{0+q,\sigma} |\Delta q_{0+q,\sigma}|^2}{(i \omega - \varepsilon_{\sigma}(k)) (i \omega - \varepsilon_{\sigma}(k - Q_{0} - q))} 
+ \frac{\Delta q_{0-\sigma} |\Delta q_{0-\sigma}|^2}{(i \omega - \varepsilon_{\sigma}(k)) (i \omega - \varepsilon_{\sigma}(k - Q_{0} - q))} 
+ \frac{\Delta q_{0+q,\sigma} |\Delta q_{0+q,\sigma}|^2}{(i \omega - \varepsilon_{\sigma}(k)) (i \omega - \varepsilon_{\sigma}(k - Q_{0} + q))} \right].
\]

The equation for the other two harmonics may be obtained via a substitution \( q \rightarrow -q \). Performing the integration over \( k_{x} \), we arrive at

\[
\Delta q_{0+q,\sigma} = \sum_{\sigma} \frac{1 + \nu \sigma}{2} \left( K^{(1)}_{\sigma} - |\Delta q_{0+q,\sigma}|^2 K^{(3)c}_{\sigma} - |\Delta q_{0-\sigma,\sigma}|^2 K^{(3)d}_{\sigma} \right) \Delta q_{0+q,\sigma}
\]

The function \( K^{(3)d}_{\sigma} \) does not depend on \( \sigma \) and in what follows we omit this subscript.

At only a longitudinal shift of the CDW wave vector \((q_{y} = 0)\) the \( k_{y}\)-dependence of \( \varepsilon^{+}_{\sigma}(k, k - Q) \) is symmetric, and the functions \( K^{(1)}_{\sigma}, K^{(3)c}_{\sigma}, \) and \( K^{(3)d}_{\sigma} \) (being dependent only on the shift wave vector \( q_{x} \)) possess the symmetry:

\[
K^{(1)}_{\sigma}(q_{x}) = K^{(1)}_{\sigma}(-q_{x}),
K^{(3)c}_{\sigma}(q_{x}) = K^{(3)c}_{\sigma}(-q_{x}),
K^{(3)d}_{\sigma}(-q_{x}) = K^{(3)d}_{\sigma}(q_{x}).
\]

This symmetry follows directly from Eqs. (31), (32) and (40) and the properties of digamma function: \( \text{Re } \psi^{(n)}(a + i b) = \text{Re } \psi^{(n)}(a - i b), \) \( \text{Im } \psi^{(n)}(a + i b) = -\text{Im } \psi^{(n)}(a - i b) \). This symmetry is not a consequence of the expansion in powers of \( \Delta_{x} \); the consistency equation (22) also does not change under the transformation \( q_{x} \rightarrow -q_{x}, \sigma \rightarrow -\sigma \).

The ratio \( |\Delta q_{0+q,\sigma}|^2 : |\Delta q_{0-q,\sigma}|^2 \) near the transition point is still given by (33) accounting for the property (41). Hence, \( |\Delta q_{0-q,\sigma}|^2 : |\Delta q_{0+q,\sigma}|^2 = |\Delta q_{0-q,\sigma}|^2 : |\Delta q_{0+q,\sigma}|^2 = \alpha \). As in derivation of (34) one may rewrite the system of equations (39) on \( \Delta \) as two equations (28) with replacement \( K^{(1)}_{\sigma}(Q_{0} \pm q_{x}) \rightarrow K^{(1)}_{\pm} - |\Delta q_{0 \pm q_{x},\sigma}|^2 K^{(3)c}_{\pm} - |\Delta q_{0 \pm q_{x},\sigma}|^2 K^{(3)d}_{\sigma} \).

Defining the ratio \( \beta \equiv |\Delta q_{0-q,\sigma}|^2 : |\Delta q_{0+q,\sigma}|^2 \) we can extend the derivation of (34) to get

\[
|\Delta q_{0+q,\sigma}|^2 = \frac{(\nu K^{(1)}_{+} K^{(1)}_{-} - \nu^{+1}_{+} (K^{(1)}_{+} + K^{(1)}_{-}) + 1)}{(K^{(3)c}_{+} + \alpha \beta K^{(3)d}_{+}) (\nu K^{(1)}_{-} - \nu^{+1}_{-} 2) + (\alpha K^{(3)c}_{-} + \beta K^{(3)d}_{-}) (\nu K^{(1)}_{-} - \nu^{+1}_{-} 2)},
\]

and from the \( Q_{0} - q \) part of (39)

\[
|\Delta q_{0-q,\sigma}|^2 = \frac{\beta (\nu K^{(1)}_{+} K^{(1)}_{-} - \nu^{+1}_{+} (K^{(1)}_{+} + K^{(1)}_{-}) + 1)}{(\beta K^{(3)c}_{+} + \alpha K^{(3)d}_{+}) (\nu K^{(1)}_{-} - \nu^{+1}_{-} 2) + (\alpha \beta K^{(3)c}_{-} + K^{(3)d}_{-}) (\nu K^{(1)}_{-} - \nu^{+1}_{-} 2)}.
\]
Dividing (43) by (44) we obtain a linear equation on $\beta$:

$$
\frac{\left(\beta K^{(3)c}_+ + \alpha K^{(3)d}_+\right)}{\left(K^{(3)c}_+ + \alpha \beta K^{(3)d}_+\right)} \left(\nu K^{(1)}_+ - \frac{\nu + 1}{2}\right) + \frac{\left(\alpha K^{(3)c}_- + K^{(3)d}_+\right)}{\left(\alpha K^{(3)c}_- + \beta K^{(3)d}_+\right)} \left(\nu K^{(1)}_+ - \frac{\nu + 1}{2}\right) = 1,
$$

(45)

which gives $\beta = 1$. The values $\beta = 0$ or $\beta = \infty$ in (43) and (44) correspond to cosine phase. Hence, in the double cosine phase the symmetry (42) is not broken, while the transition to cosine phase breaks this symmetry.

5. Free energy of cosine and double-cosine phases

One can easily write down the expressions for the free energies of cosine and double-cosine phases valid to the second order in the energy gap $|\Delta_q|$.

From (11) we have for the free energy

$$
F_{CDW} - F_n = \frac{1}{2} \sum_{Q_\sigma} D_{-Q_\sigma} \Delta Q_\sigma.
$$

(46)

To the second order in $\Delta Q_\sigma$ this rewrites as

$$
F_{CDW} - F_n = -\frac{\pi \nu F T}{4} \sum_{Q_\sigma} \left\langle \Delta Q_\sigma \Delta - Q_\sigma \text{sign} \omega \right| \omega + i \varepsilon^+_{\sigma}(k, k - Q) \rangle_{k_y}
$$

$$
= \frac{1}{4|U_c|} \sum_{Q_\sigma} K^{(1)}_{\sigma} \Delta Q_\sigma^2.
$$

(47)

The phase with the most negative r.h.s of (46) wins; positive values correspond to first-order transitions. From Eq. (47) using Eq. (41) we have

$$
F_c - F_n = -\frac{K^{(1)}_{\sigma} + \alpha K^{(1)}_{-\sigma}}{2|U_c|} |\Delta Q_{0+q_{k,\sigma}}|^2
$$

(48)

and

$$
F_{2c} - F_n = -\frac{K^{(1)}_{\sigma} + \alpha K^{(1)}_{-\sigma}}{|U_c|} |\Delta Q_{0+q_{k,\sigma}}|^2.
$$

(49)

The quantity $K^{(1)}_{\sigma} + \alpha K^{(1)}_{-\sigma}$ depends on $q$ but is always positive near the metal-CDW transition line $T_c(H)$ where this transition is of the second kind.

Since $CDW_c$ and $CDW_{2c}$ phases have the same transition temperature, the only way to determine which phase takes place is to compare their free energies, that near the transition line $T_c(H)$ are given by the formulas (48) and (49). The double cosine phase wins if the ratio

$$
r_F = \frac{F_{2c} - F_n}{F_c - F_n} > 1,
$$

(50)

where the values of the functions $F_{2c}(T, H, q)$ and $F_c(T, H, q)$ must be taken at the optimal value of the wave vector $q$, that should be found by minimization of these free energy functions at each point of $T, H$ phase diagram and for each of the two phases ($CDW_c$ and $CDW_{2c}$) separately.

Below the transition temperature the optimal shift vectors $q$ could be different for the cosine and double cosine phases (they minimize different free energy functions $F_c$ and $F_{2c}$). However, at the transition temperature $T_c(H)$ the $CDW_c$ and $CDW_{2c}$ phases have the same optimal value of $q$ which is determined by the minimum of the left-hand side of Eq. (28). Hence, on the transition line $T_c(H)$ Eq. (50) simplifies to

$$
r_F = \frac{2|\Delta Q_{0+q_{k,\sigma}}|^2}{|\Delta Q_{0+q_{k,\sigma}}|^2} > 1,
$$

(51)

or after substitution of (34) and (43)

$$
r_F = \frac{2 \left[ K^{(3)c}_+ \left(\nu K^{(1)}_+ - \frac{\nu + 1}{2}\right) + \alpha K^{(3)c}_- \left(\nu K^{(1)}_+ - \frac{\nu + 1}{2}\right)\right]}{\left(K^{(3)c}_+ + \alpha K^{(3)d}_+\right) \left(\nu K^{(1)}_+ - \frac{\nu + 1}{2}\right) + \left(\alpha K^{(3)c}_- + \beta K^{(3)d}_+\right) \left(\nu K^{(1)}_+ - \frac{\nu + 1}{2}\right)} > 1.
$$

(52)

III. THE PHASE DIAGRAM

In this section we only consider the longitudinal modulation ($q_y = 0$) of the CDW wave vector. The CDW phase with $q_y \neq 0$ (CDW$_y$ phase) may appear for certain dispersion functions $t_{\perp}(\mathbf{k}_{\perp})$. However, for the tight-
binding model (2) the CDW\_x phase is not expected to take place near the transition temperature. Near the critical pressure (when \( t'_b \approx t''_b \) and the SDW-metal phase transition takes place) in zero field the SDW\_x phase was predicted using the susceptibility calculation from the normal state.\(^{40}\) However, this phase was predicted only near \( T = 0. \) Moreover, the absolute instability line calculated in [40] does not give the actual transition line at low temperature since this transition takes place as the first-order phase transition.

To be more sure that we can disregard appearance of the CDW\_x phase in our consideration near the transition temperature we performed the calculation of the optimal shift vector \( q \) at the transition line \( T_c(H) \) in a large range of parameters. We swept the following three-dimensional range of parameters: \(-0.3 \leq \nu \leq 0.9, 0 \leq t'_b/t''_b < 1 \) and \( 0 \leq \mu_B H \leq 2T_{c0} \) and have not found that the shift of \( Q_y \) leads to higher \( T_c \) anywhere inside this range.

This does not contradict the prediction of the CDW\_x\(^{24}\), since according to this paper the CDW\_x phase appears at \( \nu < 0 \) essentially due to the orbital effect of the magnetic field (see Fig. 7d of Ref. \([24]\)). Below we will only consider the range \( 0 \leq \nu < 1 \) which is close to the experimental situation in organic metals and disregard the appearance of CDW\_x phase.

1. Transition line \( T_c(H) \) and the normal-CDW\_0-CDW\_x tricritical point

The normal-to-CDW phase transition line is given by Eq. (28) irrespective of to which CDW phase this transition occurs. The shift of the wave vector \( q_x \) which enters Eq. (28) corresponds to the maximum value of \( T_c \) at given magnetic field \( H \). The behavior of \( T_c(H) \) and \( q_x(H) \) at the transition temperature has been analyzed in Ref. \([24]\). Diagonalization of the \( M_3, M_4 \) part of the susceptibility matrix (6) in Ref. \([24]\) corresponds to the diagonalization of the matrix in Eq. (28). On the transition line one of the eigenvalues of these matrices is zero. In the case of perfect Nesting equation (28) gives the same result for \( T_c(H) \) as Eq. (17) of Ref. \([24]\) (see fig. 7(a) of \([24]\)).

For \( q_x = 0 \) (CDW\_0 phase) \( K^{(1)}_+ = K^{(1)} \) and Eq. (28) simplifies to \( K^{(1)}_+ = 1 \), that gives for the transition temperature \( T_c = T_c(H) \) the well-known equation

\[
\ln \left( \frac{T_c(H, t'_b)}{T_{c0}} \right) = \psi \left( \frac{1}{2} \right) - \left\langle \text{Re} \left( \frac{1}{2} - \frac{i\varepsilon^+_0(k, k - Q_0)}{2\pi T_c} \right) \right\rangle_{k_y},
\]

where

\[
\varepsilon^+_0(k, k - Q_0) = -2t'_b \cos(2k_y b) - \sigma H.
\]

In the Eq. (53) one can take either of the values \( \sigma = \pm 1 \) since this equation does not depend on the sign of \( \sigma \). The transition line \( T_c(H) \) from normal to CDW\_0 phase does not depend on the value of \( \nu \).

The tricritical point (where the CDW\_0 and CDW\_x phases have the same transition temperature) is given by equation \( \partial^2 D(\nu, T, H, q_x) / \partial q_x^2 = 0 \), where \( D(\nu, T, H, q_x) \) is the left-hand side of Eq. (28). At this point \( q_x = 0 \), \( \Rightarrow K^{(1)}_+ = K^{(1)} = 1 \) and \( \partial^n K^{(1)}_+ / \partial q_x^n = (-1)^n \partial^n K^{(1)} / \partial q_x^n \), and the equation for the tricritical point becomes

\[
\frac{\partial^2 K^{(1)}}{(\partial q_x)^2} = \frac{2\nu}{1 - \nu} \left( \frac{\partial K^{(1)}}{\partial q_x} \right)^2.
\]

Substituting (31) and (32) this equation rewrites as

\[
- \left\langle \text{Re} \psi'' \left( \frac{1}{2} - \frac{i\varepsilon^+_0(k, k - Q_0)}{2\pi T_c} \right) \right\rangle_{k_y} = \eta \left\langle \text{Im} \psi' \left( \frac{1}{2} - \frac{i\varepsilon^+_0(k, k - Q_0)}{2\pi T_c} \right) \right\rangle_{k_y}^2,
\]

where

\[
\eta = 2\nu \nu_F |U_c|/(1 - \nu).
\]

Together with Eq. (53) this equation allows to find the tricritical point.

2. \( T_c(H) \) transition line at perfect nesting

The case of perfect nesting \( (t'_b = 0) \) is equivalent to the strictly 1D case in many mathematical aspects. However, the 3D nature of the compound (its energy spectrum, e-e interaction and lattice elasticity) preserves, and the mean-field approach still works. The analysis in this subsection (at \( t'_b = 0 \)) is simple and performed analytically. It helps to understand some qualitative features of the CDW phase diagram in magnetic field.

At perfect nesting and purely longitudinal modulation of CDW \( (q_y = 0) \) the expressions for \( K^{(1)}_+ \), \( K^{(3)d} \) and \( K^{(3)e}_0 \) simplify to
At the digamma function, Re $\psi$ goes to $-\infty$ in the limit $H/\pi T \to -\infty$ since it corresponds to the CDW instability for only one spin component and to $-2\sigma H$ for the other. Using the limit expansion of the digamma function, Re $\psi(1/2 + ix) = \ln x + O(1/x)$, $x \to \infty$, from (58) we have at $H/\pi T_c(H) \gg 1$
\begin{equation}
K^{(3)c}_{\sigma 0} = - \frac{\nu_F|U_c|}{16\pi^2 T^2} \text{Re} \psi'' \left( \frac{1}{2} + \frac{i h_\sigma}{2\pi T} \right), \tag{60}
\end{equation}

where
\begin{equation}
h_\sigma = \frac{\hbar v_F q_x}{2} - \sigma H. \tag{61}
\end{equation}

At $q_x = 0$, Eq. (59) even more simplifies:
\begin{equation}
K^{(3)d}_{00} = - \frac{\nu_F|U_c|}{8\pi^2 T^2} \text{Re} \psi'' \left( \frac{1}{2} - \frac{i H}{2\pi T} \right) = 2K^{(3)c}_{\sigma 00}. \tag{62}
\end{equation}

One can now derive a simple formula for the transition line $T_c(H)$ in the high field limit $H \gg T_c(H)$. As $H \to \infty$, $h_\sigma$ in (61) goes to zero for one spin component and to $-2\sigma H$ for the other. Using the limit expansion of the digamma function, Re $\psi(1/2 + ix) = \ln x + O(1/x)$, $x \to \infty$, from (58) we have at $H/\pi T_c(H) \gg 1$
\begin{equation}
K^+_c \approx 1 + \nu_F |U_c| \ln(T_{c0}/T)
K^-_c \approx 1 + \nu_F |U_c| \ln(\pi T_{c0}/4\gamma H). \tag{63}
\end{equation}

Equation (28) rewrites as
\begin{equation}
K^+_c = \frac{(1 + \nu)K^+_c}{2\nu} - \frac{1}{2}, \tag{64}
\end{equation}

that in the limit $H/\pi T_c(H) \gg 1$ becomes
\begin{equation}
\ln(T_{c0}/T) = - \frac{\ln(4\gamma H/\pi T_{c0})}{\eta \ln(4\gamma H/\pi T_{c0}) + 1}. \tag{65}
\end{equation}

At $\eta \ln(4\gamma H/\pi T_{c0}) \gg 1$ this simplifies to
\begin{equation}
T_c(H \to \infty) = T_{c0} \exp(-1/\eta). \tag{66}
\end{equation}

In the intermediate interval $\pi T_c(H) \ll 4\gamma H \ll \pi T_{c0} \exp(1/\eta)$ we get
\begin{equation}
T_c(H) \approx \pi T_{c0}^2/(4\gamma H). \tag{67}
\end{equation}

Hence, at perfect nesting in the limit $H \to \infty$ the transition temperature tends to a finite value which is natural since it corresponds to the CDW instability for only one spin component.

However, the behavior of $T_c(H)$ given by formulas (64), (65) and (66) strongly changes at finite "antinesting" term $t'_b$ (see below).

3... Metal-CDW transition lines and tricritical points at finite $t'_b$

Using the Eq. (28) and Eq. (56) we calculated the transition lines $T_c(H)$ and the tricritical points at different values of $t'_b$ and $\nu$. The results are shown in Fig. 1. From this figure we see that the transition line $T_c(H)$ depends strongly on the both parameters $t'_b$ and $\nu$, and one cannot determine the value of $t'_b$ from the $T_c(H)$ transition line if one does not know the value of $\nu$. Hence, to determine experimentally what values take $t'_b$ and $\nu$ in a particular compound, one has to perform two independent tests. For example, one can study the pressure dependence of the $T_c(H)$ lines at two different tilt angles of magnetic field: the first measurement when the magnetic field is parallel to the conducting $x$-$y$ plane and the formulas derived above in neglect of orbital effects are valid, the second measurement in the very strong magnetic field perpendicular to the conducting $x$-$y$ plane, when the orbital effects are so strong that the one-dimensionization of the electron dispersion takes place and the formulas for perfect nesting (see sec. 3.2) become approximately valid. One can also determine the value of $t'_b$ independently from the transport measurement and then compare it to the critical value of $t'_b = \Delta_0/2 \approx 0.88 T_{c0}$ at which the CDW state is damped without magnetic field.

There is one interesting common feature on all diagrams in Figs. 1. At each value of $\nu$ there is a critical value of $t'_b < t'_b^*$ above which the CDW$_x$ phase disappears, i.e. as magnetic field increases the transition from CDW$_0$ to metal state instead of the CDW$_x$ phase takes place up to the lowest temperature. This critical value of $t'_b^*$ may shift due to the "one-dimensionization" effect of magnetic field.

We have also checked if the region of cosine phase increases considerably after finite "antinesting" term is taken into account. The results of this study at the transition line are given in Fig. 2. These results indicate that the region of cosine phase does not increase considerably at finite $t'_b$ for the tight-binding dispersion.

4... Cosine and double-cosine phases at perfect nesting

To determine which of the two phases (CDW$_c$ or CDW$_{2c}$) wins we have to compare their free energies given in section 2.5.

On the transition line this reduces to the evaluation of the ratio (52). At the tricritical point (when $q_x = 0$) this...
b\right) at different values of $t'_b$. The solid and dot lines denote $H_{c1}(\nu)$ and $H_{c2}(\nu)$ at perfect nesting ($t'_b = 0$) while the dash and dash-dot lines denote $H_{c2}(\nu)$ and $H_{c1}(\nu)$ at finite value of the "anticrossing" term ($t'_b = 0.5T_{c0}$). The cosine phase exists in the areas between $H_{c1}(\nu)$ and $H_{c2}(\nu)$ lines at the same value of $t'_b$.

ratio can be easily evaluated using Eq. (62):

$$r_{F_{\text{triple}}} = 2/3 < 1.$$  (67)

Hence, near the tricritical point the cosine phase wins.

In the limit of high field ($H \gg T_c$) one has $\nu F_{\text{triple}} \rightarrow 2H$ and $h_\sigma \rightarrow (1 - \sigma)H$. In this limit $K^{(3)c}_+ \approx -\nu F_{\text{triple}} / 16\pi^2 T^2 \Re \eta_{\nu'}/(1/2) \gg K^{(3)c}_-, K^{(3)d}$, and from (52) we get

$$r_F \rightarrow 2 \text{ at } H/T_c \rightarrow \infty.$$  (68)

Hence, at high magnetic field the double cosine phase wins. These two simple estimates suggest that the cosine and double-cosine phases both appear on the phase diagram.

The boundary between CDW and CDW phases on the transition line $T_c(H)$ is given by the equation $r_F(T, H, \nu) = 1$, which rewrites as

$$\left( K^{(3)c}_+ - \alpha K^{(3)d} \right) \left( \nu K^{(1)} - \nu + 1 \right) = 0,$$

$$\left( K^{(3)d} - \alpha K^{(3)c}_- \right) \left( \nu K^{(1)} - \nu + 1 \right) = 0.$$

This equation is valid also for nonzero $t'_b$ and together with Eq. (28) allows to determine the second tricritical point ($H_{c2}(\nu), T_c(H_{c2})$) where the normal, CDW, and CDW phases meet.

In Fig. 2 we plot two triple-point values $H_{c1}(\nu)$ and $H_{c2}(\nu)$ of magnetic field which are given by equations...
(56) and (69) correspondingly (together with Eq. (28)) at two different values of $t'_0 = 0$ and $t'_0 = 0.5 T_{c0}$. $H_{c2}(\nu)$ and $H_{c2}(\nu)$ determine the tricritical points Normal-CDW$_0$-CDW$_c$ and Normal-CDW$_c$-CDW$_{2c}$. From this figure we see that the range of the cosine phase is very narrow (the difference $H_{c2} - H_{c1}$ does not exceed 5% of $H_{c1}$) and strongly depends on $\nu$.

At perfect nesting two tricritical points $H_{c1}$ and $H_{c2}$ coincide at $\nu = 0$. At this "double-triple" point the denominator in formulas (34) and (43) is zero. This means, that one should expand up to the higher orders in $|\Delta|^2$ than fourth and that at this point the critical fluctuations are very strong.

From Fig. 2 we see that (i) on the phase diagram of CDW in magnetic field there are at least 3 different CDW states: CDW$_0$, CDW$_c$ and CDW$_{2c}$, (ii) at the transition line $T_c(H)$ the region of the CDW$_c$ phase is quite narrow for various values of $t'_0$ and is usually sandwiched between the CDW$_0$ and CDW$_{2c}$ phases as the magnetic field increases.

To analyze how this picture evolves below the transition line $T_c(H)$ we performed a numerical calculation of the free energies of CDW$_c$ and CDW$_{2c}$ phases using formulas (48),(49),(43),(34). These formulas are valid if $\Delta \ll \pi T, H$, that covers a narrow region below $T_c(H)$.

The computation performed in the case of perfect nesting shows that the region of the CDW$_c$ phase becomes even more narrow as the temperature decreases and disappears at $T \approx 0.95 T_c(H)$ (see Fig. 3). Hence, the cosine phase at perfect nesting exists only in a very small region of the phase diagram where it is strongly smeared by the critical fluctuations.

The similar phase diagram appears in surface superconductors in parallel magnetic field. The cosine and double-cosine CDW phases correspond to the helical and cosine (stripe) superconducting phases respectively, and the total CDW$_x$ phase corresponds to the non-uniform superconducting LOFF state. However, our situation differs from that in Ref. [41], where the Rashba term in the electron dispersion relation plays an important role in obtaining the phase diagram similar to that on Fig. 3. The number of harmonics and coupling constant in our case is twice larger than that in Ref. [41]. However, the analogy between CDW and surface superconductors in magnetic field is rather deep (see the discussion section).

On the transition line CDW$_c$-CDW$_{2c}$ the energy gaps and the optimal shifts $q_c$ of the CDW wave vectors of these two phases become substantially different as the temperature decreases below $T_c$ (see Figs. 4). This means that the transition from CDW$_c$ to CDW$_{2c}$ is of the first order. The transition line between CDW$_0$ and CDW$_{2c}$ is also of the first order, and the CDW$_c$ nesting vector differs from $Q_0 = 2k_F$ already on the transition line (see Fig. 4). This fact explains the huge hysteresis in magnetization and magnetoresistance observed in $\alpha$-(BEDT-TTF)$_2$K$_x$(SCN)$_{1-x}$ at the kink transition. The first-order phase transition driven by magnetic field is usually accompanied by hysteresis. The jump of the nesting vector on the CDW$_0$-CDW$_{2c}$ transition line itself leads to huge hysteresis. The CDW and its wave vector are pinned by the impurities and crystal imperfections.

As magnetic field increases through the kink transition point $H = H_c(T)$, the jump of the CDW wave vector forces the CDW condensate to move. Due to the pinning
this motion is hysteretic since at each time moment the CDW condensate finds some local minimum of the impurity potential. The larger jump of the CDW wave vector at the kink transition the greater the hysteresis is. This jump decreases with increasing temperature and comes to zero on the transition line \( T_c(H) \). The hysteresis shows a similar temperature dependence. The hysteresis reduces with heating also due to the thermal activation processes which reduce the pinning.

### IV. DISCUSSION

The electron charge and spin densities and the lattice distortion differ considerably in the cosine CDW and double-cosine CDW\(_2c\) phases that can help to distinguish these two states experimentally. In the double-cosine phase the charge modulation is the sum of two cosine distortions that leads to the beats of the charge density wave:

\[
\rho_c^2(x) = \nu_F(\Delta_+ + \Delta_-)\{ \cos[(Q_0 + q_x)x + \phi_1] \\
+ \cos[(Q_0 - q_x)x + \phi_2]\}
\]

\[
= 2\nu_F(\Delta_+ + \Delta_-) \cos(Q_0x + (\phi_1 + \phi_2)/2) \\
\times \cos[q_xx + (\phi_1 - \phi_2)/2]. \quad (70)
\]

The phase shifts \( \phi_1 \) and \( \phi_2 \) may depend on coordinate because of the pinning of CDW by impurities. Usually, \( \Delta_+(Q) \) and \( \Delta_-(Q) \) in CDW\(_2c\), state differ substantially, and the charge density wave in magnetic field is accompanied by a spin density wave. The spin-density modulation in the double-cosine phase is given by

\[
\rho_s^2(x) = \nu_F(\Delta_+ - \Delta_-)\{ \cos[(Q_0 + q_x)x + \phi_1] \\
- \cos[(Q_0 - q_x)x + \phi_2]\}
\]

\[
= -2\nu_F(\Delta_+ - \Delta_-) \sin[Q_0x + (\phi_1 + \phi_2)/2] \\
\times \sin[q_xx + (\phi_1 - \phi_2)/2]. \quad (71)
\]

In the cosine phase both charge and spin densities have one-cosine modulations,

\[
\rho_c^1(x) = \nu_F(\Delta_+ + \Delta_-) \cos[(Q_0 + q_x)x + \phi_1]
\]

\[
\rho_s^1(x) = \nu_F(\Delta_+ - \Delta_-) \cos[(Q_0 + q_x)x + \phi_1]. \quad (72)
\]

Thus, the charge modulations in the cosine and double-cosine phases can be experimentally distinguished by X-ray or Raman scattering, and the spin modulation can be detected by muon or neutron scattering experiments.

The energy spectrum in the cosine and double-cosine phases also differ strongly. In the cosine phase the energy spectrum (19) is asymmetric with respect to the spin components since the energy gaps \( \Delta_s \) differ for two spin components \( \sigma \). This means that under external electric field the spin current is produced in addition to the charge current since the charge is transferred by electrons with predominately one spin component. The degree of current polarization depends on the shift of CDW wave vector, and, hence, can be controlled by the external magnetic field. This property of the cosine phase may find applications in spintronics. The double-cosine phase is symmetric in spin components, and its energy spectrum has at least two gaps for each spin component. The symmetry (42) preserves in the double-cosine phase while in the cosine phase it is spontaneously broken. Thus, the one-cosine and double-cosine CDW states differ substantially in their thermodynamic, transport and optical properties.

At low temperature \( T \ll T_c \) the expansion in (37) is not applicable and the additional harmonics \( Q + (2n + 1)q_x \) with integer \( n \) appear in the double-cosine solution of the consistency equation. These harmonics make the charge modulation in the CDW\(_2c\) phase at low temperature essentially nonsinusoidal in space and, possibly, containing soliton walls. At low temperature the quasi-particles differs substantially from the pair excitations with activation energy \( 2\Delta \) suggested by the simple mean-field description. Even at finite inter-chain electron dispersion the variational methods using the soliton solutions of the consistency equations show\(^{16} \) that the lowest-energy excitations do not resemble the one-electron-type quasi-particles but involve many electrons and are accompanied by a "soliton" kinks in the coordinate dependence of the order-parameter \( \Delta_s(x) \). These excitations in the incommensurate CDW have spin 1/2, zero charge and the energy \( 2\Delta/\pi \) for a 1D chain without magnetic field. In external magnetic field their activation may become energetically favorable at \( H > 2\Delta_0/\pi \)\(^{17} \) that corresponds to the phase-transition from CDW\(_0\) to the CDW\(_2\) phase. Unfortunately, there is no a complete solution of this problem at nonzero temperature at present time. The calculation at the electron density close to half-filling\(^ {25} \) does not describe properly the incommensurate case far from the half-filling. In particular, it considers only the one-cosine modulation of the charge density. As we have seen, it is usually energetically less favorable than the double-cosine phase in high magnetic field. Therefore, we do not present an exact phase diagram in the whole temperature and magnetic field range.

Qualitatively, for the tight-binding dispersion one may expect the following picture. The cosine phase does not appear on the phase diagram besides the small region near the tricritical point as shown on Fig. 3. One can easily show that in the case of perfect nesting at \( T \to 0 \) the cosine phase is always unstable toward the formation of the double-cosine modulation. However, an observation of the cosine phase would be very interesting because of its spin asymmetry in thermodynamic and transport properties. For this reason some further calculation of the phase diagram for various electron dispersion relations would be interesting. The transition from CDW\(_0\) to CDW\(_2\) phase at low temperature comes about as the appearance of soliton kinks (or soliton walls).\(^ {17} \) The soliton phase described in Ref. \[17\] has two forbidden bands (energy gaps) which makes it similar to the double-cosine phase. With increase of magnetic field the density of kinks increases, and the order parameter comes continuously to the sinusoidal modulation close to that in the double-cosine phase. At perfect nesting the
CDW$_0$-CDW$_{2c}$ boundary may be obtained qualitatively at arbitrary temperature as a smooth link between Fig. 3 and the point $H_c = 2\Delta_0/\pi \approx 1.12T_{c0}$ at $T = 0$.

In the case of non-uniform LOFF state the susceptibility calculation in metal phase only gives the length of the optimal wave vector $|q_{opt}|$ of the order-parameter modulation. To determine the most energetically favorable combination of $q$ : $|q| = |q_{opt}|$ one has to consider the third-order terms in $\Delta$ in the consistency equation. To determine which phase, CDW$_c$ or CDW$_{2c}$, wins we performed the similar procedure. Our procedure takes into account some peculiarities of the CDW state such as the influence of the "antinesting" harmonic in the electron dispersion.

We have already mentioned the resemblance of the phase diagram obtained for CDW (Fig. 3) with that of layered superconductors with Rashba term. The CDW$_0$-CDW$_{2c}$ transition at low temperature also has many common features with the transition from uniform superconducting state to LOFF state in layered superconductors. In that case at the first critical field $H_{c1}$ the formation of a single soliton kink also becomes energetically favorable, and the functional shape of this soliton is well approximated by $\Delta(x) = \Delta_0 \tanh(x/x_0)$ both in CDW$_{2c}$ and LOFF states at low temperature. However, there are some important differences between these two systems. In the case of superconductivity the phase transition to the LOFF state was predicted to be of the second kind, and the concentration of soliton walls increases gradually from zero with the increase of the magnetic field. In Ref. [17] the first-order phase transition was predicted between the uniform CDW and soliton phases. Our calculation also suggests the first-order transition between CDW$_0$ and CDW$_{2c}$ phases. The first-order phase transition from metal to the LOFF phase was predicted by both the mean-field and renormalization-group studies. The renormalization-group analysis suggests that the enhanced fluctuations of the LOFF state, associated with additional broken symmetries, are important to make this transition of the first order. We do not consider the effect of fluctuations. According to the criterion in Refs. [5, 6] the effects of fluctuations must not destroy the mean-field solution in organic metals where the interlayer transfer integral $t_b$ is, usually, much larger than $T_{c0}$. The transition from the normal state to the CDW$_0$ phase observed on experiments seems also to be of the second order. Further analysis of the CDW$_0$-CDW$_{2c}$ phase diagram in the case of imperfect nesting at other dispersion relation can give more accurate description and even new qualitative features.

Our results are aimed to help to analyze the rather complicated phase diagram of CDW state in high magnetic field observed in a number of organic metals, such as $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ (see also a discussion in [38]), (Per)$_2$M(mnt)$_2$ (M being Au, Pt, Cu) etc, where the transition from CDW$_0$ to high-field CDW$_x$ phase is within the experimentally achievable magnetic fields. The above investigation may also be applied to analyze the phase diagram in nonorganic compounds with CDW ground state (the attainable magnetic field in pulsed magnets is already comparable to the transition temperatures in some of these compounds). An accurate quantitative description and comparison with the experimental observations in Refs. [26–36] may require the substitution of a more realistic electron dispersion relation for each compound in the formulas derived above. With the two-harmonic tight-binding dispersion our study already explains several qualitative features of the CDW state in high magnetic field. First, we show that the transition from CDW$_0$ to CDW$_x$ state is of the first kind and is accompanied by the substantial jumps of the energy gap in electron spectrum and of the nesting vector that results in strong hysteresis. This fact being observed in many experiments on $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ has not received a theoretical substantiation before. Second, we propose and prove the appearance of double-cosine CDW above the kink field which is consistent with the low temperature soliton solution. Third, we describe some properties of the cosine and double-cosine phases.

To summarize, we have developed a mean-field theory of the CDW state in magnetic field which takes into account imperfect nesting and the shift of the CDW wave vector. This allows a detailed study of the CDW properties and the phase diagram in high magnetic field below the transition temperature. Our analysis gives the link between the previous theoretical results based on the susceptibility calculation and the soliton solutions at zero temperature. Although our study of the CDW$_{2c}$ state is only applicable close to the transition line $T_c(H)$ where the ratio $\Delta_c/T_c$ can be considered as a small parameter, even an investigation in this region allows
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to make some important conclusions about the structure of CDW at high magnetic field. We have shown that the CDW state at high magnetic field has predominantly a double-cosine modulation with wave vectors $Q_n = Q_0 \pm q_n$. At perfect nesting the one-cosine CDW with shifted wave vector exists (according to the mean-field calculations) only in a very narrow region near the tricritical point (see Fig. 3 and Fig. 5). The finite second (“antinesting”) harmonic in the electron dispersion (2) does not change this picture considerably. However, more specific dispersions or other perturbations may substantially change the phase diagram. We also suggest an interesting peculiarity of the cosine phase — its spin asymmetry that allows to make a controllable spin current.
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