Quantum Adiabatic Doping with Incommensurate Optical Lattices
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Quantum simulations of Fermi-Hubbard models have been attracting considerable efforts in the optical lattice research, with the ultracold anti-ferromagnetic atomic phase reached at half filling in recent years. An unresolved issue is to dope the system while maintaining the low thermal entropy. Here we propose to achieve the low temperature phase of the doped Fermi-Hubbard model using incommensurate optical lattices through adiabatic quantum evolution. In this theoretical proposal, we find that one major problem about the adiabatic doping is atomic localization in the incommensurate lattice, potentially causing exponential slowing down of the adiabatic procedure. We study both one- and two-dimensional incommensurate optical lattices, and find that the localization prevents efficient adiabatic doping in the strong lattice regime for both cases. With density matrix renormalization group calculation, we further show that the slowing down problem in one dimension can be circumvented by considering interaction induced many-body delocalization, which is experimentally feasible using Feshbach resonance techniques. This protocol is expected to be efficient as well in two dimensions where the localization phenomenon is less stable.

Introduction.— Quantum simulation with ultracold atoms confined in optical lattices has attracted tremendous efforts in the last decade [1]. One ultimate goal is to study quantum many-body physics at low temperature [2–7] whose simulation on classical computers is subjected to unreachable computational complexity. In particular, quantum simulation of the low-temperature phase diagram of the Fermi-Hubbard model [3, 8] is of great experimental interest, as it would help understand the strongly correlated physics of direct relevance to making high-temperature superconductors [9]. Owing to the high controllability of the microscopic degrees of freedom in the optical lattice emulator, the question of how the strongly correlated physics emerges can be addressed in an unarguable manner.

In theory, it is now well-known that Fermi-Hubbard like models could support various exotic quantum phases even in the weakly interacting regime. The combination of Fermi-Hubbard model with synthetic gauge fields leads to quantum Hall like topological states [10–13]; its extension to multi-orbital setting gives rise to rich Fermi-surface nesting effects causing plentiful spontaneous symmetry breaking orders [7, 14, 15]; its incorporation of long range interactions supports unconventional density waves [16]. These theoretical results obtained at weak interaction indicate the strongly interacting regime which is beyond classical simulation capability may contain even more fascinating physics [17]. To study such exotic physics demands the experimental optical lattices to enter the extremely low temperature, or more precisely the low entropy regime.

In the last few years, spectacular progress has been made in optical lattice Fermi-Hubbard emulator—the low-temperature antiferromagnetic phase at half filling has been reached [18–20] with quantum microscope techniques [21–31]. With the experimental developments, Fermi surface nesting related many-body effects now become accessible. However, reaching the low entropy region of the doped Fermi-Hubbard model, in order to emulate strongly correlated electronic quantum physics such as the d-wave superconductivity, is experimentally challenging.

In this letter, we propose to use incommensurate optical lattices for quantum adiabatic doping. Preparing an initial band insulator state in a periodic optical lattice, the quantum state is adiabatically converted into another lattice having a different period. For a rational filling factor, adiabatic quantum simulation of the Fermi-Hubbard model can be achieved by considering a commensurate superlattice [34, 35]. To achieve a generic filling in the final optical lattice, the superposed lattice in the intermediate adiabatic process is necessarily incommensurate. We study both one- and two-dimensional incommensurate optical lattices, and find that a localization problem occurs when the lattice potential is strong. This problem leads to an exponentially small energy gap, and consequently prevents efficient adiabatic doping for both cases. With density matrix renormalization group calculation,
we further show that the slowing down problem in one dimension can be circumvented by considering interaction induced many-body delocalization, which is experimentally feasible using Feshbach resonance techniques. This protocol is expected to be efficient as well in two dimensions where the localization phenomenon is less stable.

Quantum adiabatic doping.—A Fermi-Hubbard optical lattice emulator contains a two-component confined Fermi gas described by the Hamiltonian

$$H = \int d^d x \psi_\uparrow^\dagger \left( -\frac{\hbar^2 \nabla^2}{2M} + V(x) - \mu \right) \psi_\uparrow + g \psi_\uparrow^\dagger \psi_\downarrow^\dagger \psi_\uparrow \psi_\downarrow,$$

(1)

with $M$ the atomic mass, $\mu$ the chemical potential, $V(x)$ the confining optical lattice, and $g$ the interaction strength between the two components. In this work, we focus on one- and two-dimensional cases, with $d = 1$, and 2, respectively. For simplicity, we have neglected harmonic trap potential in the calculation. In experiments, the trap potential should be compensated to keep evaporative cooling in the lattice [36, 37]. The initial state we consider is a band insulator in a periodic lattice

$$V_I(x) = V \sum_\alpha \cos(2\pi x_\alpha / \lambda),$$

(2)

with $x_\alpha = x$ for a one-dimensional lattice, and $\alpha$ labelling the two orthogonal directions for the two-dimensional case. A relevant energy unit is the single-photon recoil energy $E_R = \frac{\pi \hbar^2}{2 M \Delta x}$. With an optical lattice, a band insulator with low thermal entropy is experimentally accessible [38] for the energy gap of the band insulator ground state can be made as large as tens of kHz [5]. We then adiabatically convert the system into another lattice having a different period,

$$V_F(x) = V' \sum_\alpha \cos(2\pi x_\alpha / \lambda'),$$

(3)

with a lattice constant $\lambda' = v \lambda$ (see Fig. 1(a) for an illustration). During the adiabatic evolution, the lattice potential is time-dependent,

$$V(x,t) = [1 - s(t/T)] V_I(x) + s(t/T) V_F(x),$$

(4)

with $s(t/T) = t/T$ a standard form of schedule as in the quantum adiabatic algorithm study [39]. Here $T$ is the total adiabatic time. The filling factor (the averaged particle number per degree of freedom) of the final lattice is $v'^d$, assuming that the time of the adiabatic evolution is much shorter than the atom-loss timescale. Choosing different lattice constant ratio between the initial and final lattices, an arbitrary filling factor can be achieved. The particle and hole doping are achieved by setting $v'^d$ greater and smaller than $1/2$, respectively.

Quantum adiabatic evolution of non-interacting fermions.—To demonstrate whether this quantum adiabatic doping works and estimate the required adiabatic time, we first investigate non-interacting fermions in one dimension (see Supplementary Material for the method). In solving the adiabatic evolution (see Eq. (4)), the tight-binding approximation is not applicable considering the intermediate time region. We thus have to take into account the continuous degrees of freedom of the lattice. In our calculation, the space coordinate is discretized as $x \rightarrow j \times a$, with $a$ the grid spacing. A periodic boundary condition is adopted to minimize finite-size effects.
Without loss of generality, we set \( \nu \) to be the golden ratio \( \left( \sqrt{5} - 1 \right)/2 \). In the finite size calculation with \( N \) number of periods \( \lambda_1 \), \( \nu \) is approximated using Fibonacci sequence \( \{F_n\} \), as \( \nu \approx F_{n-1}/F_n \), and \( L = F_{n-1} \). The resultant lattice model is

\[
H = \sum_j \left\{ -t \left[ c_j^\dagger c_{j+1} + H.c. \right] + V \left[ c_j^\dagger + c_j \sigma + U n_j n_{j+1} \right] \right\},
\]

(5)

with \( t = \frac{\hbar^2}{2Ma^2} \), \( V_j = V(ja) \), and \( U = g/a \). The interaction term \( U \) is 0 for free fermions. In the numerical calculation, we divide each period of the original lattice potential evenly into 20 grids. We expect the physics presented below to be generic against different choices of irrational filling or boundary conditions (Supplementary Materials).

The results are shown in Fig. 1. The wave function overlap between the final state of the adiabatic evolution \(|\Psi_{\text{final}}\rangle\) and the ground state of the final Hamiltonian \(|\Psi_g\rangle\) is defined as

\[
\text{Overlap} = \frac{|\langle \Psi_g | \Psi_{\text{final}} \rangle|}{\langle \Psi_g | \Psi_g \rangle},
\]

(6)

with the result shown in Fig. 1(b). Fig. 1(c) shows how the excitation energy in the final state as compared to the ground state. It is evident that the adiabatic quantum evolution is efficient in preparing the final ground state when the lattice is not too deep, say \( V'/E_R = 1,2,4 \). For a deep lattice, e.g. with \( V'/E_R = 16 \), the adiabatic evolution is found to be no longer efficient—the final state wave function overlap is approximately 0 and the excitation energy is significant. In Fig. 1(d), we show the inverse participation ratio, which is finite (vanishing) in the localized (extended) phase [32, 33]. The ‘dashed’ lines in this plot correspond to the parameter-path of the adiabatic evolution. We find that the path enters into the localized regime for the inefficient adiabatic evolution at deeper lattice depths. This shows that the breakdown of the adiabatic preparation corresponds to the atom localization in the intermediate dynamics. In presence of localization, the level repulsion or the avoided crossing disappears due to the emergent local integrals of motion [40–43], and the minimal energy gap between the ground and first excited states becomes exponentially small. The localization thus causes the breakdown of the proposed adiabatic doping process. Also worth mentioning here is that the localization problem cannot be resolved by upgrading the linear ramp function \( t/T \) in Eq. (4) to nonlinear ones.

We further consider the two-dimensional case, which is also of great experimental interest [18–20]. In Fig. 2, we show the results of wave function overlap and excitation energy following the quantum adiabatic procedure using a two-dimensional incommensurate optical lattice (see Supplementary Material for the method). We still choose \( \nu \) to be the golden ratio, so the eventual filling of the two dimensional lattice is \( \nu^2 = \left( \sqrt{5} - 1 \right)^2/4 \). Like in the one-dimensional case, for a lattice not too deep, say with \( V/E_R \leq 2 \), the final state wave function overlap is close to 1 and the excitation energy is tiny with a reasonable choice of adiabatic time, and the adiabatic doping is thus efficient. With a deeper lattice, the doping process becomes less efficient and eventually fails to prepare the doped ground state due to localization (see IPR in Supplementary Material). The localization problem is thus generic to the protocol of quantum adiabatic doping with incommensurate lattices, regardless of the dimensionality.

Atomic interaction comes to rescue the adiabatic doping.— To rescue the adiabatic doping against localization, one can perform Hamiltonian path optimization through the standard quantum control methods such as GRAPE [44–46], CRAB [47, 48], or Krotov algorithms [49, 50], which is expected to be helpful for experimental implementation of the quantum adiabatic doping. But the problem with that approach is that it is not generally applicable and may require optimization case-by-case for different lattice depths.

A generic approach to solve the localization slowing down problem is offered by the theoretical study...
of many-body localization—interaction effects tend to generically destabilize localization [51–55]. We thus introduce an auxiliary Hamiltonian beyond the standard adiabatic quantum computing algorithm. It has been shown in the context of quantum algorithms that this approach could lead to exponential speedup [56–58]. The auxiliary Hamiltonian we apply here to optical lattice system is the atomic interaction $H_{Au} = g(t) \int d^d x \psi_\uparrow \psi_\downarrow \psi_\downarrow \psi_\uparrow$. The time sequence we consider in this work is shown in the inset of Fig. 3. We first prepare a noninteracting band insulator in the initial lattice. Then we turn on the interaction via Feshbach resonance techniques, perform the adiabatic lattice conversion, and then switch off the interaction. The interaction strength during the adiabatic lattice conversion has to be large enough to disable the localization. For experiments targeting doped Fermi Hubbard model ground state with a particular interaction, one can eventually adiabatically tune the final interaction to that strength. We remark here that this work here is to show interaction effects could enable efficient adiabatic doping, rather than to optimize the time sequence.

**Accelerating the one-dimensional adiabatic doping.**—To explicitly demonstrate the feasibility of the adiabatic doping with interaction, we simulate the quantum dynamics of the one dimensional case with density matrix renormalization group (DMRG). Our DMRG program is developed according to the method in Ref. [59] using matrix product states. For numerical implementation convenience, we choose an open boundary condition in the DMRG calculation. Fig. 3 shows the simulated results with $V/E_R = V'/E_R = 8$, corresponding to one parameter choice in Fig. 1 where localization occurs in absence of interaction. In the DMRG calculation, each period of the lattice potential is still divided into 20 pieces as in the noninteracting case, but the number of periods simulated is reduced to $L = 13$, due to expensive numerical cost. The dynamics is calculated using the second-order Trotterization with 26000 evolution steps for the adiabatic time of $T = 200 \hbar/E_R$. We choose the bond dimension to be 150, for which the results of final state wave function overlap and excitation energy have converged (see Supplementary Material). In the regime where localization causes the breakdown of the adiabatic doping procedure, we find that interactions could help significantly enhance the final state wave function overlap and reduce the excitation energy. The performance of the adiabatic procedure can be further improved by increasing the time of adiabatic evolution. After the many-body localization in the adiabatic procedure is suppressed, the required adiabatic time to reach certain level of excitation energy is expected to scale polynomially with the system size for the many-body level repulsion of a thermal quantum system.

**Discussion of the two-dimensional case.**—For the two-dimensional case, although we could not afford to carry out the calculation due to the computational challenge—this challenge is the precise reason why quantum simulation of Fermi-Hubbard model is needed, we anticipate the interaction also solves the localization problem in two dimensions. In the study of many-body localization [51], it is expected that the localization phenomenon is less stable in higher dimensions according to the thermal bubble argument [55, 60–62]. The protocol of adiabatic doping combined with auxiliary interaction is thus expected to hold as well for a two-dimensional lattice.

**Experimental timescales.**—Commonly used atoms to simulate Fermi-Hubbard model in optical lattice experi-
ments are $^{40}$K and $^6$Li. Considering these atoms confined in an optical lattice formed by laser beams of wavelength 1064 nm, the recoil energies are $E_R = h \approx 2 \pi \times 4$ kHz and $2 \pi \times 29$ kHz, respectively. The required adiabatic time for the excitation energy per atom to drop down to one percent of single-particle tunneling is within 10ms according to our calculation.

**Conclusion.**—To conclude, in quantum simulations of Fermi-Hubbard model with optical lattices, the adiabatic doping can be achieved by using incommensurate lattices. For noninteracting fermions, the localization problem makes the adiabatic doping inefficient in both one- and two-dimensional lattices in the strong potential region. As a generic recipe to solve this localization problem, we show that this problem can be solved in a generic manner by introducing strong atomic interactions through Feshbach resonance techniques, for interaction mediated atomic scattering causes many-body delocalization. This is confirmed by DMRG calculation for the one-dimensional system and is expected to hold for the two-dimensional case as well. These theoretical results may improve optical lattice quantum simulations of Fermi-Hubbard models in the doped regime of great importance to modeling high temperature superconductors or strongly correlated electrons in general.
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S-1. NUMERICAL METHOD TO SIMULATE A MANY-BODY STATE OF FREE FERMIONS

In this section, the details of our method in simulating non-interacting fermions are provided. The method is described by assuming a lattice Hamiltonian, with no loss of generality, because the Hamiltonian in continuum can be mapped to a lattice Hamiltonian through discretization—the problem of our interest here has no fermion doubling issue.

Considering a lattice model, with its degrees of freedom described by creation/annihilation operators \( (c_x, c_x^\dagger) \)—the subscript \( x \) is the lattice-site index. For non-interacting fermions, the Hamiltonian takes a form of

\[
H(t) = K + V(t),
\]

where \( K = \sum_{x \neq x'} \mathcal{K}_{xx'} c_x^\dagger c_{x'} \) represents the time independent kinetic tunnelling, and \( V(t) = \sum_x \mathcal{V}_{xx'}(t) c_x^\dagger c_{x'} \) the time dependent potential. The matrix \( \mathcal{V} \) is diagonal. The time-evolving many-body state is described as

\[
|\Psi(t)\rangle = \psi_x^+(t) \psi_x^0(t) \ldots \psi_{N}^{0}(t)|0\rangle,
\]

where \( N \) is the total particle number of fermions, and the operators \( \psi_{1,2,\ldots,N} \) are related to lattice operators by

\[
\psi_j^+ = \sum_x U_{xj}(t) c_x^\dagger.
\]

The \( U \) matrix contains the single-particle wave function of each occupied orbital. From the many-body schrödinger equation, \( i\hbar \partial_t |\Psi(t)\rangle = H(t)|\Psi(t)\rangle \), the \( U \) matrix satisfies the single-particle schrödinger equation,

\[
i\hbar \partial_t U_{xj}(t) = \sum_{x'} \left[ \mathcal{K}_{xx'} + \mathcal{V}_{xx'}(t) \right] U_{x'j}(t).
\]

In simulating the dynamics, we solve the time-dependent problem numerically by second-order Trotterization,

\[
U(t + \delta t) = e^{-i \mathcal{K} \delta t / 2} e^{-i \mathcal{V} (t + \delta t / 2) \delta t} e^{-i \mathcal{K} \delta t / 2} U(t) + O(\delta t^3).
\]

Note that the matrix \( \mathcal{V} \) is diagonal, so the multiplication of \( e^{-i \mathcal{V} \delta t} \) on a vector can be implemented as multiplication of each element by a phase, which is numerically very efficient. The matrix \( \mathcal{K} \) is non-diagonal, but can be diagonalized by a Fourier transformation. Then the multiplication of \( e^{-i \mathcal{K} \delta t} \) can be efficiently carried out by using Fast-Fourier-Transformation. Regarding the initial condition, at time \( t = 0 \), the initial state in our adiabatic doping procedure is the instantaneous ground state of the Hamiltonian at time \( t = 0 \).

The energy of the dynamical state is defined with respect to the instantaneous Hamiltonian, which can be calculated according to

\[
E(t) = \sum_{j=1}^{N} \sum_{x \neq x'} \left[ \mathcal{K}_{xx'} + \mathcal{V}_{xx'}(t) \right] U_{xj}(t) U_{x'j}(t).
\]

The excitation energy of the adiabatic procedure is defined to be energy of the final state subtracted by the ground state energy of the final Hamiltonian. We also calculate the wave function overlap between the final state of the dynamical evolution and the ground state of the final Hamiltonian, defined as

\[
\text{Overlap} = |\langle \Psi_g | \Psi(t = T) \rangle|.
\]

With the wave function of the occupied orbitals for \( |\Psi_g\rangle \) stored as \( U_{xj}(g) \), the wave function overlap reads as

\[
\text{Overlap} = |\text{Det}[U_{xj}^g|U_{xj}^g]]|.
\]
FIG. S1. The time evolution of density profile in quantum adiabatic doping of the 1d lattice. In the delocalized case \((V = 1E_R)\), the density profile follows the instantaneous ground state of the system. In the localized case \((V = 8E_R)\), it has a large memory retention of the initial state. The total adiabatic time is set to be \(1000\bar{h}/E_R\) in this plot.

S-2. EVOLUTION OF DENSITY PROFILE IN THE QUANTUM ADIABATIC DOPING

In our simulation of free fermions in the quantum adiabatic doping, besides the final state fidelity and excitation energy, we also calculate the evolution of the density profile. The results are shown in Fig. S1. When the lattice is shallow \((V = E_R)\), the density profile follows the instantaneous ground state evolution, and the confined atoms slowly migrate from original lattice sites to the final lattice sites, and eventually becomes evenly distributed in the final lattice. In
FIG. S2. The resultant wave function overlap in the quantum adiabatic doping procedure with the open boundary condition. In this plot, the parameter used is the same as in Fig. 1(b) in main text. The only difference here is we use an open boundary condition. By comparison, it is evident that the qualitative feature of the fidelity remains the same as in Fig. 1 where a periodic boundary condition is used, despite of their quantitative difference due to finite size effects.

FIG. S3. The resultant wave function overlap in the quantum adiabatic doping procedure with a filling factor of $\nu = 1/\sqrt{2}$. In this plot, the parameter used is the same as in Fig. 1(b). The only difference here is we choose a filling factor of $\nu = 1/\sqrt{2}$. The results shown here is qualitatively similar to Fig. 1(b), where the filling factor is $(\sqrt{5} - 1)/2$. This figure uses the same legend as given in Fig. S2.
FIG. S4. The inverse participation ratio for the 2d lattice. The color in this plot index the inverse participation ratio (IPR). The ‘dashed’ lines correspond to the adiabatic Hamiltonian path used in Fig. 2 (main text). As compared to the 1d case, the dark region which corresponds to the delocalized phase becomes smaller. The finite-size artifact of the 2d case is larger than the 1d case in Fig.1(d) (main text), because the linear size we simulate in 2d is much smaller than 1d.

contrast, for a strong lattice \((V = 8E_R)\), the quantum tunneling from the original sites to the final sites is not efficient enough to make an even density profile when the adiabatic doping finishes.

**S-3. ROBUSTNESS AGAINST DIFFERENT DOPING FRACTION AND BOUNDARY CONDITIONS**

In optical lattice experiments, we typically do not have periodic boundary condition as used for the results of free fermions in the main text. To confirm our proposing quantum adiabatic doping is adaptable, we check its robustness against the choice of boundary conditions. From the results shown in Fig. S2, it is evident that for free fermions the quantum adiabatic doping remains efficient when the lattice is shallow, and becomes inefficient in a strong lattice. The behavior of the fidelity is qualitatively the same as the case of periodic boundary condition as shown in Fig. 1 (see main text). We thus expect the physics presented in this work to be largely independent of the choice of boundary conditions.

To confirm the quantum adiabatic doping works for generic fillings, we provide the results for the filling factor \(\nu = \sqrt{2}\), which can be asymptotically approached by using the Pell’s number sequence. Despite the quantitative difference form the the choice of golden ratio, the generic feature—the efficiency (breakdown) at weak (strong) lattice—remains (see Fig. S3). We expect the physics in our quantum adiabatic doping to be generic for different filing factors.

**S-4. INVERSE PARTICIPATION RATIO FOR THE 2D LATTICE**

Here we provide results of inverse participation ratio of the 2d lattice in the quantum adiabatic doping procedure (see Fig. S4). It is evident that the breakdown of the quantum adiabatic doping for the 2d case at strong lattice is also due to localization physics as in the 1d case. We thus expect the interaction restores the efficiency of the quantum adiabatic doping in two dimensions. In the study of many-body localization [51], it is expected that the localization phenomenon is less stable in higher dimensions according to the thermal bubble argument [55, 60–62].
FIG. S5. The convergence of the results of wave function overlap (Eq. (S6)) and excitation energy in DMRG simulation. Here we choose the lattice depths $V = V' = 8 E_R$ (see Eq. (2,3) in the main text), the adiabatic time $T = 200 \hbar / E_R$, and 26000 evolution Trotter-steps. (a), the wave function overlap as a function of bond dimension $D$ with different interaction strengths. The relative error of the results between $D = 120$ and $D = 150$ is within 0.1%. (b), the excitation energy (per particle) as a function of $D$. The relative error for the results between $D = 120$ and $D = 150$ is within 2.5%. In (b), $N$ is the total particle number, and $J$ is the single-particle tunneling amplitude in the final lattice. Both the wave function overlap and the excitation energy have converged at large bond dimension. (c,d), the comparison of DMRG results (red ‘solid’ curve) with exact simulation (‘dashed’ line) for free fermions. We find quantitative agreement between the converged DMRG results and exact ones.

S-5. DETAILS OF DENSITY-MATRIX-REormalization-Group Simulation

In this section, we provide the details of simulating interacting fermions with the density-matrix-renormalization-group (DMRG) method. In the adiabatic evolution, we represent the dynamical state with a matrix product state of a finite bond dimension $D$, and use the standard two-site procedure in simulating the quantum dynamics [59]. The initial state
of the adiabatic evolution is the band-insulator ground state of the initial lattice for the adiabatic evolution, which is also represented by a matrix-product state in the calculation. To obtain the wave function overlap (see Eq. (S6)) and excitation energy of the final quantum state at the end of the adiabatic evolution, the ground state of the final Hamiltonian is also calculated by the DMRG method. The excitation energy is defined to be energy of the final state of the evolution subtracted by the ground state energy of the final Hamiltonian. The results of wave function overlap and excitation energy are shown in Fig. S5. We see convergence of these results with the bond dimension $D$ increased from 60 upto 150. The relative error in excitation energy comparing $D = 120$ and $D = 150$ is within 2.5% and for the wave function overlap it is within 0.1%. We also benchmark our DMRG simulation using the free fermion model with the exact results from the method described in the last section. With the bond dimension $D$ increased to 150, we find quantitative agreement between the DMRG and the exact results (see Fig. S5(c,d)), which justifies the correctness of the converged DMRG results.