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ABSTRACT. In 1963 Grünbaum introduced a following variation of the Banach-Mazur distance for arbitrary convex bodies $K, L \subset \mathbb{R}^n$: 
$$d_G(K, L) = \inf\{|r| : K' \subset L' \subset rK'\}$$
with the infimum taken over all non-degenerate affine images $K'$ and $L'$ of $K$ and $L$ respectively. In 2004 Gordon, Litvak, Meyer and Pajor proved that the maximal possible distance is equal to $n$, confirming the conjecture of Grünbaum. In 2011 Jiménez and Naszódi asked if the equality $d_G(K, L) = n$ implies that $K$ or $L$ is a simplex and they proved it under the additional assumption that one of the bodies is smooth or strictly convex. The aim of the paper is to give a stability result for a smooth case of the theorem of Jiménez and Naszódi. We prove that for each smooth convex body $L$ there exists $\varepsilon_0(L) > 0$ such that if $d_G(K, L) \geq (1 - \varepsilon)n$ for some $0 \leq \varepsilon \leq \varepsilon_0(L)$, then $d_G(K, S_n) \leq 1 + 40n^2r(\varepsilon)$, where $S_n$ is the simplex in $\mathbb{R}^n$ and $r(\varepsilon)$ is a specific function of $\varepsilon$ depending on the modulus of the convexity of the polar body of $L$. As a consequence we obtain that for arbitrary convex bodies $K, L \subset \mathbb{R}^n$ their Banach-Mazur distance is less than $n^2 - 2^{-22}n^{-7}$.

1. Introduction

Let $n \geq 2$ be an integer. We say that a set $K \subset \mathbb{R}^n$ is a convex body if it is compact, convex and with non-empty interior. A convex body $K$ will be called centrally-symmetric (or just symmetric) if it has the center of symmetry. By $\partial K$ we shall denote the boundary of a convex body $K$. For $z \in \mathbb{R}^n$ let $K_z = K - z$ be a shift of $K$. If $0 \in \text{int} K$, then we define the polar body $K^\circ$ of $K$, as
$$K^\circ = \{x \in \mathbb{R}^n : \langle x, y \rangle \leq 1 \text{ for every } y \in K\},$$
where $\langle \cdot, \cdot \rangle$ is the usual scalar product in $\mathbb{R}^n$.

If $K$ is a convex body such that $0 \in \text{int} K$, then we shall denote by $|| \cdot ||_K$ the gauge function (or the Minkowski functional) of $K$, that is
$$||x||_K = \inf\{t > 0 : x \in tK\}.$$ 
If $K$ is symmetric with respect to the origin, then $||x||_K$ is a norm in $\mathbb{R}^n$. On the other hand, the unit ball of an arbitrary norm in $\mathbb{R}^n$ is a convex body that is symmetric with respect to the origin. For an arbitrary convex body $K$ such that $0 \in \text{int} K$, the gauge function of $K$ possess almost the same properties as the norm: it is non-negative, definite, homogeneous for positive scalars and satisfies the triangle inequality. However, in general the equality $||x||_K = ||-x||_K$ does not have to be true. In the following paper we shall use general gauge functions extensively and it is important to keep that fact in mind. Moreover, it is clear that $||x||_K \leq 1$ if and only if $x \in K$ and $||x||_K = 1$ if and only if $x \in \partial K$.

A convex body $K \subset \mathbb{R}^n$ is called strictly convex if the boundary of $K$ contains no non-degenerate line segment. $K$ is called smooth if it has a unique supporting hyperplane.
at each boundary point. Well-known result states that if $0 \in \text{int} \, K$, then $K$ is smooth if and only if $K^o$ is strictly convex and vice versa.

We are ready now to introduce the reader to the central point of the paper, that is to measuring the distance between convex bodies. The Banach-Mazur distance is a well-established notion of the geometry of Banach spaces. It was originally introduced by Banach as a multiplicative distance between normed spaces of the same dimension, but its definition is naturally extended to provide a distance between not necessarily symmetric convex bodies of the same dimension. If $X$ and $Y$ are normed spaces of the same dimension, the Banach-Mazur distance between $X$ and $Y$ is defined as

$$d(X, Y) = \inf ||T|| \cdot ||T^{-1}||,$$

with the infimum taken over all invertible operators $T: X \to Y$. For two (not necessarily symmetric) convex bodies $K, L \subset \mathbb{R}^n$, it is defined as

$$d(K, L) = \inf \{ r : K + u \subset T(L + v) \subset r(K + u) \},$$

with the infimum taken over all invertible operators $T: \mathbb{R}^n \to \mathbb{R}^n$ and $u, v \in \mathbb{R}^n$. It is not hard to check that both definitions agree on the symmetric convex bodies. It means that the distance between two normed spaces is equal to the distance of their unit balls.

The Banach–Mazur distance provides the natural framework for a comparison of the geometry of two convex bodies. It has numerous important applications in the fields of convex geometry, discrete geometry and local theory of Banach spaces. Banach-Mazur distance has already been extensively studied by several authors and many remarkable results were obtained. See [21] for a monograph in large part devoted to a detailed study of the Banach-Mazur distance from the viewpoint of functional analysis. Probably the most famous result concerning the distance between convex bodies is

**Theorem 1** (John). Let $K \subset \mathbb{R}^n$ be a convex body. If $E$ is a minimal volume ellipsoid containing $K$ and $c$ is center of $E$ then $c + \frac{1}{n}(E - c) \subset K$. If $K$ is centrally symmetric convex body then the constant $\frac{1}{n}$ can be replaced with $\frac{1}{\sqrt{n}}$.

It turns out that the minimal volume ellipsoid containing $K$ is always unique. If $B_2^n$ is the Euclidean ball in $\mathbb{R}^n$, then it follows directly from the theorem of John that $d(K, B_2^n) \leq n$ for an arbitrary convex body $K \subset \mathbb{R}^n$ and $d(K, B_2^n) \leq \sqrt{n}$ for any centrally symmetric convex body $K \subset \mathbb{R}^n$. Thus, by the triangle inequality, the maximal possible Banach-Mazur distance between two convex bodies in $\mathbb{R}^n$ is bounded by $n^2$ and $n$ in the general and centrally-symmetric case respectively. Estimating the maximal possible Banach-Mazur distance more precisely than that turns out to be a very challenging problem. By a highly ingenious random construction of convex bodies (that led to a breakthrough in other open problems of asymptotic convex geometry) Gluskin in [3] was able to show that the bound for symmetric convex bodies is asymptotically optimal: there exists a constant $c > 0$ such that for every integer $n \geq 1$ there are centrally symmetric convex bodies $K_n, L_n \subset \mathbb{R}^n$ such that $d(K_n, L_n) \geq cn$. In non-symmetric setting Rudelson in [16] was able to improve the asymptotic order of the upper bound, proving that there are positive constants $C$ and $\alpha$ such that for every $n \geq 1$ and arbitrary convex bodies $K, L \subset \mathbb{R}^n$ the inequality

$$d(K, L) \leq Cn^{\frac{3}{4}}(\log n)^{\alpha} \tag{1.1}$$

is true. The best lower bound that is currently known for the asymmetric case is also linear.

In the non-asymptotic setting our state of knowledge about Banach-Mazur distance is in much more preliminary stage. The only single case for which the maximal possible Banach-Mazur was exactly determined is the symmetric planar case. Stromquist in [20] has established that the maximal distance between symmetric convex bodies on the
plane is equal to $\frac{3}{2}$ and it is achieved by the square and the regular hexagon. Lassak in [12] has provided a short proof of the inequality $d(K, L) \leq 3$ for arbitrary convex bodies $K, L \subset \mathbb{R}^2$. Besides that, nothing else is known about non-asymptotic bounds on the maximal Banach-Mazur distance.

Major contribution was made by Gordon, Litvak, Meyer and Pajor in [4], who were able to extend the idea of John to the other convex bodies introducing the notion of John’s decomposition in general case (which will be recalled in the next section). As already said, there are some major difficulties in estimating precisely the maximal possible distance between two symmetric convex bodies or two arbitrary convex bodies. Perhaps surprisingly it turns out that it is possible to determine exactly the maximal possible distance between two symmetric convex bodies or two arbitrary convex bodies. We introduce a variation of the usual Banach-Mazur distance called the Grünbaum distance and defined as

$$d_G(K, L) = \inf \{|r| : K + u \subset T(L + v) \subset r(K + u)\},$$

where $K, L \subset \mathbb{R}^n$ are arbitrary convex bodies and the infimum is taken over all invertible operators $T : \mathbb{R}^n \to \mathbb{R}^n$ and $u, v \in \mathbb{R}^n$. Thus, instead of sandwiching the affine copy of $L$ between two positive homothets of $K$, we may use also the negative homothets as well. Clearly $d_G(K, L) = d(K, L)$ if $K$ or $L$ is centrally-symmetric. Grünbaum introduced this distance in [7] and conjectured that the maximal possible distance is equal to $n$. It was confirmed more than 40 years later by Gordon, Litvak, Meyer and Pajor, who gave a short proof based heavily on their decomposition theorem.

**Theorem 2** (Gordon, Litvak, Meyer, Pajor [4]). Let $K, L \subset \mathbb{R}^n$ be arbitrary convex bodies. Then $d_G(K, L) \leq n$. Moreover, the equality is achieved by the simplex and an arbitrary symmetric convex body.

Natural question arises: is it true that if $d_G(K, L) = n$, then $K$ or $L$ is the simplex? This is the conjecture of Jiménez and Naszódi stated in [9]. These authors have carefully followed all estimates in the proof of Theorem 2 and have established a set of conditions that has to be satisfied in the case of equality $d_G(K, L) = n$. Based on them they proved:

**Theorem 3** (Jiménez and Naszódi [9]). Let $K \subset \mathbb{R}^n$ be an arbitrary convex body and let $L \subset \mathbb{R}^n$ be a convex body that is smooth or strictly convex. If the equality $d_G(K, L) = n$ holds, then $K$ is the simplex.

Theorem 3 is a broad generalization of a result of Leichtweiss who proved it for $L = B_2^n$ in [13] (it was also rediscovered later by Palmon in [15]).

Aim of this paper is to take this line of research one step further. A lot of attention in the field of convex geometry is devoted to the stability of extremal properties of convex bodies. When some convex body is known to have some kind of an extremal property, the question of stability naturally arises. The simplex happens to be the extremal body for many properties and there are many stability results for the simplex known. See [1], [2], [3], [6], [11], [18], [19] for some examples of stability results and [17] for discussion on this topic. As Theorem 3 also characterizes the simplex by an extremal property, it is natural to ask about the stability version. This question was already raised by Schneider in [17] for the case $L = B_2^n$.

Main result of the paper is a stability version of Theorem 3 in the smooth setting. Quality of the estimate depends on the quality of smoothness of a convex body $L$, which is expressed through modulus of convexity of the polar body of $L$. For a not necessarily symmetric convex body $L$ such that $0 \in \text{int} L$, we define its modulus of convexity as a function $\delta_L : [0, 1] \to [0, \infty)$ given by

$$\delta_L(t) = \inf \left\{ 1 - \frac{\|x + y\|}{2} : x, y \in L, \|x - y\|_L \geq t \right\}.$$
Note that in contrast to the symmetric case – in which 0 is supposed to be the center of symmetry – there is no obvious choice for the origin and different shifts of the body $L$ will in general produce different moduli of convexity. In our result the choice of the origin (and in consequence the modulus of convexity of the polar body) is to certain degree free. In Section 3 we shall investigate how the moduli of convexity of the body and of its polar behaves under taking shifts. Let us state our main result. By $S_n$ we denote the regular simplex in $\mathbb{R}^n$.

**Theorem 4.** Let $L \subset \mathbb{R}^n$ be a smooth convex body such that $0 \in \text{int } L$ and $L \subset \cdot-nL$. Let $K \subset \mathbb{R}^n$ be an arbitrary convex body. There exists $\epsilon_0(L) > 0$ such that if $0 < \epsilon \leq \epsilon_0(L)$ and $d_G(K, L) \geq (1-\epsilon)n$, then

$$d(K, S_n) \leq 1 + 40n^3 r,$$

where $0 \leq r = r(\epsilon) < 1$ satisfies

1. $r \cdot \delta_{L^o} \left( \frac{r}{40n^3} \right) \geq 4n^2 \epsilon$ for a general smooth convex body $L$. Moreover, in this case we can take $\epsilon_0(L) = \frac{\delta_{L^o} \left( \frac{1}{1400n^3} \right)}{480n^3}$.
2. $r \cdot \delta_{L^o} \left( \frac{r}{80n^3} \right) \geq 4n \epsilon$ for a smooth convex body $L$ that is additionally centrally symmetric. Moreover, in this case we can take $\epsilon_0(L) = \frac{\delta_{L^o} \left( \frac{1}{80n^3} \right)}{480n^3}$.
3. $r = (16 \epsilon)^\frac{1}{2}$ for $L$ being an ellipsoid. Moreover, in this case we can take $\epsilon_0(L) = \frac{1}{128000n^3}$.

We remark that the smoothness of $L$ is equivalent to the fact that $\delta_{L^o}(t) > 0$ for $t > 0$. The number $r$ is therefore well-defined in each case. Furthermore, the condition $L \subset -nL$ is restriction only on the way that the $L$ is shifted and not on the $L$ itself. Indeed, let us recall that a parameter

$$s(L) = \inf \{ r > 0 : (L - z) \subset r(-L - z) \text{ for some } L \in K \}$$

is called the asymmetry constant of $L$ and it is known that for each convex body

$$1 \leq s(L) \leq n. \quad (1.2)$$

Moreover, it is clear that the equality $s(L) = 1$ holds if and only if $L$ is symmetric and it is known that the equality $s(L) = n$ implies that $L$ is a simplex. See [7] for more details. Thus, each convex body can be placed in such a way that $0 \in \text{int } L$ and $L \subset -nL$.

We can see that Theorem 2 provides actually a series of stability results with the quality of the estimate depending on the convex body $L$. It is thus tempting to apply it for some specific convex body $L$ for which the modulus of convexity of the polar body is determined, besides the case $L = B_2^n$ that is already considered in the Theorem 2. We do so in the following corollary. By $B_2^n$ we shall denote the unit ball of the $\ell_2$ norm in $\mathbb{R}^n$ for $1 < p < \infty$, that is

$$B_2^n = \{ x \in \mathbb{R}^n : |x_1|^p + |x_2|^p + \ldots + |x_n|^p \leq 1 \}.$$

**Corollary 5.** If $2 \leq p < \infty$ and a convex body $K$ satisfies $d(K, B_2^n) \geq (1-\epsilon)n$ for $\epsilon \leq \left( \frac{2}{15} (p-1)n^{14} \right)^{-1}$, then

$$d(K, S_n) \leq 1 + 320(p-1)^\frac{1}{4} n^{\frac{14}{2}} \epsilon^{\frac{1}{2}}.$$

If $1 < p \leq 2$ and a convex body $K$ satisfies $d(K, B_2^n) > (1-\epsilon)n$ for $\epsilon \leq \left( \frac{p}{p-1} \cdot \frac{1}{2(p-1)} \cdot n \cdot \frac{11p-5}{2(p-1)} \right)^{-1}$, then

$$d(K, S_n) \leq 1 + 160 \cdot n^{\frac{3}{2} + \frac{1}{2(p-1)}} \cdot \left( \frac{p}{p-1} \right)^{\frac{1}{2}} \cdot \left( 2(p-1) \right)^{\frac{1}{2} - \frac{1}{2(p-1)}} \frac{1}{\epsilon^{\frac{1}{2}} \cdot \frac{1}{2(p-1)}}.$$
Another immediate consequence of Theorem 4 is the improvement of the upper bound of \( n^2 \) on the maximal distance between a pair of arbitrary convex bodies.

**Corollary 6.** Let \( K, L \) be convex bodies in \( \mathbb{R}^n \). Then \( d(K, L) < n^2 - 2^{-2^2}n^{-7} \).

Obviously the order of our estimate is significantly worse than of the asymptotic upper bound \( \text{1.1} \) established by Rudelson. However, as far as we know, it is currently the only known upper bound for the maximal possible Banach-Mazur distance in each specific dimension \( n \geq 3 \) better than \( n^2 \).

The paper is organized as follows. In Section 2 we recall the *John’s position* of convex bodies that is the starting point of the proof of Theorem 4. In Section 3 we study how the moduli of convexity of a given convex body and its polar body are altered by a translation. Proofs of our main results are given in Section 4. In the last section of the paper we provide some final remarks.

## 2. JOHN’S POSITION OF CONVEX BODIES

For convex bodies \( K, L \subset \mathbb{R}^n \), we say that \( K \) is in a *position of maximal volume* in \( L \) if \( K \subset L \) and for all affine images \( K' \) of \( K \) contained in \( L \) we have \( \text{vol}(K') \leq \text{vol}(K) \). A standard trick used for upper bounding the Banach-Mazur distance between two convex bodies, applied already by many authors, is to consider a position of maximal volume. Such an extremal assumption often allows to obtain some useful properties which can be used to upper-bound the distance between bodies. Result of Gordon, Litvak, Meyer and Pajor gives us precise conditions on so-called *contact points* when we consider the position of maximal volume. If \( K, L \subset \mathbb{R}^n \) are convex bodies we say that \( K \) is in *John’s position* in \( L \) if \( K \subset L \) and

\[
\begin{align*}
  x &= \sum_{i=1}^{m} a_i(x, u_i)v_i \quad \text{for every } x \in \mathbb{R}^n, \\
  0 &= \sum_{i=1}^{m} a_iu_i = \sum_{i=1}^{m} a_iv_i,
\end{align*}
\]

for some integer \( m > 0 \), \( \{u_i : 1 \leq i \leq m\} \subset \partial K \cap \partial L \), \( \{v_i : 1 \leq i \leq m\} \subset \partial K^0 \cap \partial L^0 \) and positive \( a_i \)’s. It is easy to see that these conditions imply that \( a_1 + a_2 + \ldots + a_m = n \).

These two positions of convex bodies are related by the following result.

**Theorem 7** (Gordon, Litvak, Meyer, Pajor [4]). If \( K, L \subset \mathbb{R}^n \) are convex bodies such that \( K \) is in a position of maximal volume in \( L \) and \( 0 \in \text{int } L \), then there exists \( z \in \frac{m}{n+1}K \) such that \( K - z \) is in John’s position in \( L - z \) with \( m \leq n^2 + n \).

## 3. MEASURING THE CONVEXITY AND SMOOTHNESS WITH RESPECT TO DIFFERENT CENTERS

Note that in Theorem 7 it is in general necessary to perform a shift of convex bodies to place them in the John’s position. Thus, in order to have control over how the smoothness of \( L \) is measured, we need to know how the moduli \( \delta_{L^z}(t) \) and \( \delta_{(L^z)^c}(t) \) are related for a translation vector \( z \in \text{int } L \). We start by showing how to relate the moduli \( \delta_L(t) \) and \( \delta_{L^z}(t) \). We will not use the following lemma later, but it is a natural starting point for our investigation.

**Lemma 8.** Let \( L \subset \mathbb{R}^n \) be a convex body such that \( 0 \in \text{int } L \) and \( L \subset -rL \) for some \( r \geq 1 \). Let \( z \in (1 - C)L \) for some \( 0 < C \leq 1 \). Then

\[
\delta_{L^z}(t) \geq \frac{\delta_L(Ct)}{1 + (1 - C)r},
\]

for every \( 0 \leq t \leq 1 \).
Proof. Assume that \( \|x\|_{L_t}, \|y\|_{L_t} \leq 1 \) and \( \|x - y\|_{L_t} \geq t \) for some \( 0 \leq t \leq 1 \). By the definition of the gauge function it is clear that
\[
\|x\|_{L_t} = \inf \{ t > 0 : \|x + tz\|_L \leq t \} \tag{3.1}
\]
and in consequence equivalently we can write \( \|x + z\|_L, \|y + z\|_L \leq 1 \) and \( \|x - y + tz\|_L \geq t \).
Observe that from the triangle inequality and the given condition \( \|z\|_L \leq 1 - C \) it follows that
\[
\|x - y\|_L + t(1 - C) \geq \|x - y\|_L + t\|z\|_L \geq \|x - y + tz\|_L \geq t
\]
and in consequence
\[
\|x - y\|_L \geq Ct.
\]
If we denote \( \tilde{x} = x + z \) and \( \tilde{y} = y + z \), then \( \|\tilde{x}\|_L, \|\tilde{y}\|_L \leq 1 \) and \( \|\tilde{x} - \tilde{y}\|_L \geq Ct \). From the definition of the modulus of convexity we have that
\[
\|x + y + 2z\|_L = \|\tilde{x} + \tilde{y}\|_L \leq 2 - 2\delta_L(Ct).
\]
Let us take
\[
a = \frac{2\delta_L(Ct)}{1 + (1 - C)r}.
\]
Then
\[
\|x + y + 2z\|_L \geq \|x + y + (2 - a)z\|_L - a\|z\|_L \geq \|x + y + (2 - a)z\|_L - ar\|z\|_L
\geq \|x + y + (2 - a)z\|_L - (1 - C)ra
\]
so that
\[
\|x + y + (2 - a)z\|_L \leq 2 - (2\delta_L(Ct) - (1 - C)ra) = 2 - a,
\]
by the definition of \( a \). It means that
\[
\|x + y\|_{L_t} \leq 2 - a = 2 - \frac{2\delta_L(Ct)}{1 + (1 - C)r}
\]
and the conclusion follows. \( \square \)

Remark 9. As explained in the previous section, in general the best possible \( r \) is \( s(L) \) – the asymmetry constant of \( L \). If \( L \) is centrally symmetric with respect to 0, then of course we can take \( r = 1 \).

Note that in general \( (L_z)^o \) is not a translation of \( L^o \), which raises the level of complexity. A lower bound on \( \delta_{(L_z)^o}(t) \) provided in the next lemma can be therefore expected to be somewhat weaker than previously.

Lemma 10. Let \( L \subset \mathbb{R}^n \) be a convex body such that \( 0 \in \text{int } L \) and \( L \subset -rL \) for some \( r \geq 1 \). Let \( z \in (1 - C)L \) for some \( 0 < C \leq 1 \). Then
\[
\delta_{(L_z)^o}(t) \geq \frac{\delta_{L^o} \left( \frac{C^2 t}{1 - C + r} \right)}{(1 - C)r + 1},
\]
for every \( 0 \leq t \leq 1 \).

Proof. Suppose that \( \|f\|(L_z)^o, \|g\|(L_z)^o \leq 1 \) and \( \|f - g\|(L_z)^o \geq t \) for some \( 0 \leq t \leq 1 \). By the definition of a polar body we have that
\[
\sup_{x \in L} \langle x - z, f \rangle = \sup_{x \in L_z} \langle x, f \rangle = \|f\|(L_z)^o \leq 1,
\]
so that \( \langle x, f \rangle \leq 1 + \langle f, z \rangle \) for every \( x \in L \). By taking \( x = 0 \) we see that \( 1 + \langle f, z \rangle \geq 0 \). Moreover
\[
\|f\|_{L^o} \leq 1 + \langle f, z \rangle = A. \tag{3.2}
\]
Similarly
\[
\|g\|_{L^o} \leq 1 + \langle g, z \rangle = B. \tag{3.3}
\]
Note that
\[ \langle z, f \rangle \leq ||f||_{L^0} \cdot ||z||_L \leq (1 + \langle f, z \rangle) \cdot (1 - C) \]
and hence
\[ 1 - \frac{1}{\langle z, f \rangle + 1} = \frac{\langle z, f \rangle}{\langle z, f \rangle + 1} \leq 1 - C. \]
It follows that \( A = \langle f, z \rangle + 1 \leq \frac{1}{C} \). Furthermore
\[ ||-z||_L \leq r ||z||_L \leq (1 - C)r \]
and therefore
\[ \frac{1 - A}{r(1 - C)} = \left\langle \frac{-z}{r(1 - C)}, f \right\rangle \leq ||f||_{L^0} \leq A, \]
by inequality (3.2). This yields an estimate \( A \geq \frac{1}{(1 - C)r + 1} \). In the same way we prove the similar inequalities for \( B \) and in consequence
\[ \frac{1}{(1 - C)r + 1} \leq A, B \leq \frac{1}{C}. \] (3.4)

From condition \( ||f - g||_{(L^2)^0} \geq t \) it follows that for some \( u \in L \) we have
\[ \langle u - z, f - g \rangle \geq t. \] (3.5)
so that
\[ \langle u, f - g \rangle \geq t + A - B. \]
Let \( x = \langle u, f \rangle \) and \( y = \langle u, g \rangle \). Then \( y \leq x - t + B - A \). We can thus estimate
\[ Bx - Ay \geq Bx - A(x - t + B - A) = (A - B)(A - x) + At. \] (3.6)

We shall prove that functionals \( \frac{f}{A} \) and \( \frac{g}{B} \) are separated in the norm \( || \cdot ||_{L^0} \), that is
\[ \max \left\{ \left| \left| \frac{f}{A} - \frac{g}{B} \right| \right|_{L^0}, \left| \left| \frac{g}{B} - \frac{f}{A} \right| \right|_{L^0} \right\} \geq \frac{C^2t}{1 - C + r}. \] (3.7)
Suppose first that \( A \geq B \). Then since \( x = \langle u, f \rangle \leq ||f||_{L^0} \leq A \) (by condition (3.2)) and \( B \leq \frac{1}{C} \) (by condition (3.4)), it follows that
\[ (A - B)(A - x) + At \geq At \geq ABCt, \]
which combined with inequality (3.6) yields
\[ \left\langle u, \frac{f}{A} - \frac{g}{B} \right\rangle = \frac{x}{A} - \frac{y}{B} \geq Ct, \]
and this gives us
\[ \left| \left| \frac{f}{A} - \frac{g}{B} \right| \right|_{L^0} \geq Ct \geq \frac{C^2t}{1 - C + r}. \]

Now let us suppose that \( B > A \). Note that it is sufficient to prove that
\[ ||g - f||_{(L^2)^0} \geq \frac{Ct}{1 - C + r}, \]
as then an analogous argument will yield the inequality
\[ \left| \left| \frac{g}{B} - \frac{f}{A} \right| \right|_{L^0} \geq \frac{C^2t}{1 - C + r}. \]

In this purpose, observe that by inequality (3.5) we have
\[ \langle z - u, g - f \rangle \geq t. \]
Moreover, if we take \( s = \frac{1-C+r}{C} \) then
\[
\|(1+s)z - u\|_L \leq (1-C)(1+s) + r = s,
\]
so that \( \|z-u\|_{L^*} \leq s \) by the relation (3.1). Thus
\[
\|g-f\|_{(L^*)_o} \geq \frac{t}{\|z-u\|_{L^*}} \geq \frac{Ct}{1-C+r}
\]
and the inequality (3.7) is proved.

Directly from the definition of the modulus of convexity for \( L^o \) it now follows that
\[
\left\| \frac{f}{2A} + \frac{g}{2B} \right\|_{L^o} \leq 1 - \frac{C^2}{1-C+r},
\]
which means that for every \( x \in L \) the inequality
\[
\langle x, \frac{f}{2A} + \frac{g}{2B} \rangle \leq 1 - \frac{C^2}{1+C+r}
\]
holds.

From now on the roles of \( f \) and \( g \) will be symmetric and therefore without losing the generality we can assume that \( B \geq A \). In particular \( \frac{A}{A+B} \leq 1 \) and \( \frac{B-A}{A+B} \geq 0 \). In consequence, combining the inequality above with an estimate \( \|g\|_{L^o} \leq B \) it follows that for every \( x \in L \) we have
\[
\langle x, f + g \rangle \leq A+B - 2A\delta_{L^o} \left( \frac{C^2}{1-C+r} \right)
\]
and finally
\[
\langle x - z, f + g \rangle \leq 2 - 2A\delta_{L^o} \left( \frac{C^2}{1-C+r} \right) \leq 2 - \frac{2\delta_{L^o} \left( \frac{C^2}{1-C+r} \right)}{(1-C)r+1}
\]
by the lower bound of (3.4). It follows that
\[
\|f+g\|_{(L^o)_o} \leq 2 - \frac{2\delta_{L^o} \left( \frac{C^2}{1-C+r} \right)}{(1-C)r+1}
\]
and the proof is finished.

\[ \square \]

In the proof of Theorem 4 we will use the following two immediate corollaries.

**Corollary 11.** Let \( L \subset \mathbb{R}^n \) be a convex body such that \( 0 \in \text{int} \ L \) and \( L \subset -nL \). Let \( z \in \frac{n}{n+1}L \). Then
\[
\delta_{(L^<_o)}(t) \geq \frac{\delta_{L^o} \left( \frac{1}{4n} \right)}{2n},
\]
for every \( 0 \leq t \leq 1 \).

**Corollary 12.** Let \( L \subset \mathbb{R}^n \) be a centrally symmetric convex body with respect to the origin. Let \( z \in \frac{n}{n+1}L \). Then
\[
\delta_{(L^<_o)}(t) \geq \frac{\delta_{L^o} \left( \frac{1}{2n^2} \right)}{2},
\]
for every \( 0 \leq t \leq 1 \).
4. Proofs of the main results

In this section we prove our main results. We start by recalling well-known properties of the moduli of convexity of $l_p^n$ spaces.

**Lemma 13.** Let $1 < p < \infty$. Then the modulus of convexity of the convex body $B_p^o$ satisfies

1. $\delta_{B_p^o}(t) \geq \frac{p - 1}{8} t^2$ for every $t \in [0, 1]$ if $p \leq 2$,
2. $\delta_{B_p^o}(t) \geq \frac{1}{4} \left( \frac{2}{p} \right)^p$ for every $t \in [0, 1]$ if $p \geq 2$.

**Proof.** Part (1) was established in [14]. Part (2) follows easily from the closed formula:

$$\delta_{B_p^o}(t) = 1 - \left( 1 - \left( \frac{2}{p} \right)^p \right)^{2t}$$

for $p \geq 2$ (derived for example in [8]) and the elementary calculus.

We are ready to prove Theorem 4.

**Proof of Theorem 4.** Suppose that $\varepsilon \leq \varepsilon_0(L)$ as in the conditions of the theorem. Because of the definition of $\varepsilon_0(L)$ in every case we can assume that

$$r \leq \frac{1}{20n^3}. \quad (4.1)$$

By applying a suitable affine transformation we can suppose that $K \subset L$ is in a position of maximum volume. By Theorem 7 there exists $z \in \frac{n}{n+1} K$ such that $K_z \subset L_z$ is in John’s position. Then the proof of Theorem 2 shows that $K_z \subset L_z \subset -nK_z$ (see [4]). To simplify the notation we shall write $K, L$ instead of $K_z, L_z$ and $\delta(t)$ instead of $\delta(L_z)(t)$. We will keep the notation for the original modulus of convexity of the body $L^o$ (before the shift), that is $\delta(L^o)(t)$. In the case (3), that is for $L$ being ellipsoid, concentricity of the ellipsoids in the Theorem 1 of John allows us to assume that $z = 0$.

Let us define

$$\varepsilon_1 \begin{cases} \frac{\delta_{L^o}(\frac{|x|}{2n})}{2n} & \text{for } L \text{ arbitrary}, \\ \frac{\delta_{L^o}(\frac{|x|}{2n})}{2} & \text{for } L \text{ centrally symmetric}, \\ \frac{|x|^2}{2} & \text{for } L = B_p^o. \end{cases}$$

In each case we have $\varepsilon_1 > \varepsilon$ by the definition of $r$. The proof will be conducted simultaneously for all possibilities (1), (2), (3). Consider a set $X$ defined as

$$X = \{ x \in \mathbb{R}^n : ||x||_L = 1, ||x||_K \geq (1 - \varepsilon_1)n \}$$

Clearly the set $X$ is non-empty, as otherwise $d_G(K, L) \leq (1 - \varepsilon_1)n < (1 - \varepsilon)n$. Let $x \in X$ be its arbitrary element. Denote $M = \max_{i=1,2,...,m}(x, v_i)$. Then, by using the properties of John’s decomposition listed in Section 2 we have

$$(1 - \varepsilon_1)n \leq ||-x||_K = \left| \sum_{i=1}^m a_i (M - \langle x, v_i \rangle u_i) \right|_K \leq \sum_{i=1}^m a_i (M - \langle x, v_i \rangle) = nM.$$

It follows that $1 - \varepsilon_1 \leq M \leq 1$. Thus

$$\langle x, v_i \rangle \geq 1 - \varepsilon_1 \text{ for some } 1 \leq i \leq m. \quad (4.2)$$

Let

$$F = \{ f \in \partial L^o : f(x) = 1 \text{ for some } x \in X \}.$$

We claim that there exists $f_0 \in \text{conv } F$ such that $||f_0||_{L^o} \leq r$. Assume the contrary. Then there exists $v \in \partial L$ such that $\langle f, v \rangle > r$ for every $f \in F$. We will prove that for $t > 0$ defined as

$$t = \frac{\varepsilon}{(1 - \varepsilon)n r}$$
we have the following:

\[
\text{if } ||x||_K = 1, \text{ then } ||x + tv||_L > \frac{1}{(1 - \varepsilon)n}. \tag{4.3}
\]

In fact, for all \(x \in \partial(-K)\) we have \(||x||_L \geq \frac{1}{n}\). Suppose that \(x \in \partial(-K)\) and \(||x||_L \geq \frac{1}{(1 - \varepsilon)n}\). Then, by the assumptions of the theorem, we have \(r \varepsilon \geq 2n\varepsilon\) in cases (1) and (2). Hence in these possibilities we get

\[
t = \frac{\varepsilon}{(1 - \varepsilon)nr} \leq \frac{\varepsilon_1}{2(1 - \varepsilon)n^2} \leq \frac{\varepsilon_1 - \varepsilon}{(1 - \varepsilon)(1 - \varepsilon_1)n^2}.
\]

Note that \(L \subset -nK \subset -nL\) and therefore \(||-v||_L \leq n\). Thus

\[
||x + tv||_L \geq ||x||_L - t|| - v||_L > \frac{1}{(1 - \varepsilon_1)n} - \frac{\varepsilon_1 - \varepsilon}{(1 - \varepsilon)(1 - \varepsilon_1)n} = \frac{1}{(1 - \varepsilon)n}.
\]

Now let us assume that \(x \in \partial(-K)\) and \(||x||_L < \frac{1}{(1 - \varepsilon)n}\). Then \(\hat{x} = \frac{x}{||x||_L} \in X\). Let \(f \in F\) be a supporting functional for \(\hat{x}\). Then

\[
||x + tv||_L \geq \langle x + tv, f \rangle > ||x||_L + tr \geq \frac{1}{n} + tr = \frac{1}{n} + \frac{\varepsilon}{(1 - \varepsilon)n} = \frac{1}{(1 - \varepsilon)n},
\]

and hence the implication (4.3) is established.

From implication (4.3) it follows that every boundary point of the convex body

\[K' = -(1 - \varepsilon)nK + (1 - \varepsilon)ntv\]

lies strictly outside of \(L\). Moreover, the intersection \(K' \cap L\) is non-empty - clearly \((1 - \varepsilon)ntv \in K'\) but also \((1 - \varepsilon)ntv \in L\) as \(v \in L\) and \(t < \frac{1}{(1 - \varepsilon)n}\). We conclude that \(L \subset \text{int} K'\). But this is a contradiction, since the inclusions

\[K \subset L \subset \text{int} K' = \text{int}(-(1 - \varepsilon)nK + (1 - \varepsilon)ntv)\]

imply that \(d_G(K, L) < (1 - \varepsilon)n\), which contradicts the assumptions of the theorem. Thus, for some \(f_0 \in F\) we have \(||f_0||_{L^0} \leq r\).

By the Carathéodory’s Theorem we can write \(f_0 = \sum_{i=1}^{M} \gamma_i f_i\), where \(f_i \in F\), \(\gamma_i > 0\) for \(1 \leq i \leq M\), \(\sum_{i=1}^{M} \gamma_i = 1\) and \(M \leq n + 1\). Our next goal is to prove the equality \(M = n + 1\), but we will also obtain some other useful properties in the process. For \(1 \leq i \leq M\) let \(x_i \in X\) be such that \(f_i(x_i) = 1\). By property (1.2), for every \(1 \leq i \leq M\) we can find \(1 \leq j(i) \leq m\) such that \(\langle x_i, v_{j(i)} \rangle \geq 1 - \varepsilon_1\).

Note that possibly we could have \(j(i) = j(k)\) for some \(i \neq k\). Let \(w_i \in K^0\) be such that \(\langle -x_i, w_i \rangle \geq (1 - \varepsilon_1)n\). Since \(-\frac{w_i}{n} \in L^o\) we have that

\[
2 - 2\delta \left( \left\| v_{j(i)} + \frac{w_i}{n} \right\|_{L^0} \right) \geq \left\| v_{j(i)} - \frac{w_i}{n} \right\|_{L^0} \geq \left\| x_i, v_{j(i)} - \frac{w_i}{n} \right\| \geq 2 - 2\varepsilon_1.
\]

In the case of \(L\) arbitrary from Corollary (1) we get

\[
\delta \left( \left\| v_{j(i)} + \frac{w_i}{n} \right\|_{L^0} \right) \leq \varepsilon_1 = \frac{\delta_{L^0} (\frac{r||v||}{2n})}{2n} \leq \delta(r).
\]

For \(L\) centrally-symmetric, from Corollary (2) it follows that

\[
\delta \left( \left\| v_{j(i)} + \frac{w_i}{n} \right\|_{L^0} \right) \leq \varepsilon_1 = \frac{\delta_{L^0} (\frac{r||v||}{2n})}{2n} \leq \delta(r).
\]
Finally for $L$ being an ellipsoid, Lemma 13 yields
\[
\delta \left( \left\| v_j(i) + \frac{w_i}{n} \right\|_L^r \right) \leq \varepsilon_1 = \frac{r^2}{8} \leq \delta B_2(r) = \delta(r).
\]

Therefore, since the modulus of convexity is clearly monotonic, in each situation we have
\[
\left\| v_j(i) + \frac{w_i}{n} \right\|_L^r \leq r.
\]

Actually, by the definition of the modulus of convexity it is also true that
\[
2 - 2\delta \left( \left\| -v_j(i) - \frac{w_i}{n} \right\|_L^r \right) \geq \left\| v_j(i) - \frac{w_i}{n} \right\|_L^r
\]
and for this reason
\[
\max \left\{ \left\| v_j(i) + \frac{w_i}{n} \right\|_L^r, \left\| -v_j(i) - \frac{w_i}{n} \right\|_L^r \right\} \leq r. \tag{4.5}
\]

It is straightforward to obtain by essentially the same argument the inequality
\[
\max \left\{ \left\| v_j(i) - f_i \right\|_L^r, \left\| f_i - v_j(i) \right\|_L^r \right\} \leq r. \tag{4.6}
\]

Let $z_0 = \sum_{i=1}^M \gamma_i v_j(i)$. From the triangle inequality and relation (4.6) it easily follows that $\|z_0\|_L^r \leq 2r$. Note that by inequality (4.5) for any $1 \leq i, k \leq M$ we have
\[
\langle u_j(k), v_j(i) \rangle = \langle u_j(k), -\frac{w_j(i)}{n} \rangle + \langle u_j(k), v_j(i) + \frac{w_j(i)}{n} \rangle \geq -\frac{1}{n} - r. \tag{4.7}
\]

Hence for a fixed $1 \leq k \leq M$
\[
2r \geq \langle u_j(k), \sum_{i=1}^m \gamma_i v_j(i) \rangle \geq \gamma_k - \frac{1 - \gamma_k}{n} - (1 - \gamma_k)r. \tag{4.8}
\]

Summing this over all $1 \leq k \leq M$, we get
\[
(3m - 1)r \geq 1 - \frac{M - 1}{n},
\]
which is equivalent to
\[
M \geq n + 1 + nr \frac{1}{1 + 3nr}.
\]

As $r < \frac{1}{3nr + n}$ by the estimate (4.1) it can be now checked by hand that
\[
\frac{n + 1 + nr}{1 + 3nr} > n
\]
and the equality $M = n + 1$ follows.

Inequality (4.7) provides a lower bound of the scalar product $\langle u_j(k), v_j(i) \rangle$ for $k \neq i$. For the latter part of the proof we need also an upper bound of this quantity. We claim that for $1 \leq k, i \leq n + 1, k \neq i$ we have
\[
\langle u_j(k), v_j(i) \rangle < -\frac{1}{n} + 10n^2 r \tag{4.9}
\]
Indeed, from the inequality (4.8) it follows directly that
\[
\gamma_k \leq \frac{1 + 3nr}{n + 1 + nr}
\]
for $1 \leq k \leq n$. Thus
\[
\gamma_k = 1 - \sum_{i \neq k} \gamma_i \geq 1 - \frac{n + 3n^2 r}{n + 1 + nr} = \frac{1 + nr - 3n^2 r}{n + 1 + nr}.
\]
In this way we have proved that
\[
\frac{1 + nr - 3n^2 r}{n + 1 + nr} \leq \gamma_k \leq \frac{1 + 3nr}{n + 1 + nr},
\] (4.10)
for \(1 \leq k \leq n + 1\). Now, from the fact that \(||z_0||_{L^c} \leq 2r\) and inequalities 4.17, 4.10, we conclude that
\[
2r \geq \sum_{j=1}^{n+1} v_j(i) = \gamma_i \langle u_j(k), v_j(i) \rangle + \gamma_k + \sum_{l \neq i, l \neq i} \gamma_l \langle u_j(k), v_j(l) \rangle
\]
\[
\geq \gamma_i \langle u_j(k), v_j(i) \rangle + \gamma_k + \sum_{l \neq i, l \neq i} \gamma_l \left( \frac{1}{n + r} \right)
\]
\[
\geq \gamma_i \langle u_j(k), v_j(i) \rangle + \sum_{l \neq i, l \neq i} \gamma_l \left( \frac{1 + nr - 3n^2 r}{n + 1 + nr} \right)
\]
\[
= \gamma_i \langle u_j(k), v_j(i) \rangle + \sum_{l \neq i, l \neq i} \gamma_l \left( \frac{1 + 4nr - 3n^2 r - 3n^3 r - 3n^2 r^2 - 3n^3 r^2}{n^2 + n + n^2 r} \right)
\]
Hence
\[
\langle u_j(k), v_j(i) \rangle \leq \frac{-1 - 2nr + 5n^2 r + 3n^3 r - n^2 r^2 + 3n^3 r^2}{n^2 + n + n^2 r}.
\]

By the estimate 4.11 it is clear that the numerator of the fraction above is negative and thus
\[
\langle u_j(k), v_j(i) \rangle \leq \frac{-1 - 2nr + 5n^2 r + 3n^3 r - n^2 r^2 + 3n^3 r^2}{n^2 + n + n^2 r}
\]
\[
= \frac{-1 - 2nr + 5n^2 r + 3n^3 r - n^2 r^2 + 3n^3 r^2}{n^2 + n + n^2 r}
\]

It follows from a direct computation that
\[
\frac{-1 - 2nr + 5n^2 r + 3n^3 r - n^2 r^2 + 3n^3 r^2}{n^2 + n + n^2 r} < - \frac{1}{n} + 10n^2 r
\]
and inequality 4.9 is proved.

We are ready to move to the last part of the reasoning. Note that from the inequality 4.9 it clearly follows that \(j(i) \neq j(k)\) for \(i \neq k\) as \(-\frac{1}{n} + 10n^2 r < 1\). Let \(S = \text{conv}\{u_j(1), u_j(2), \ldots, u_j(n+1)\}\). Our aim is to show that the simplex \(S\) is close in the Banach-Mazur distance to \(K\). Since \(S \subset K\), it is enough to prove that \(K \subset (1 + 40n^3 r)S\). Let \(C = \text{conv}\{v_j(1), v_j(2), \ldots, v_j(n+1)\}\). The polar body \((C_{z_0})^0\) with respect to \(z_0 \in \text{int} C\) is also a simplex (note that \(z_0\) is in the interior of \(C\) by conditions 4.10). We start by showing that
\[
-nK \subset (1 + 3nr)(C_{z_0})^0.
\] (4.11)
Let \(x \in K\). Then, by inequality 4.15 and condition \(||z_0||_{L^c} \leq 2r\) for any \(1 \leq i \leq n + 1\), we have
\[
\langle -nx, v_j(i) - z_0 \rangle = \langle -nx, -\frac{w_j(i)}{n} \rangle + \langle -nx, v_j(i) + \frac{w_j(i)}{n} \rangle + \langle nx, z_0 \rangle
\]
\[
= \langle x, w_j(i) \rangle + n \langle x, -v_j(i) - \frac{w_j(i)}{n} \rangle + n \langle x, z_0 \rangle \leq 1 + 3nr.
\]
This proves inclusion 4.11.

Now we claim that
\[
(C_{z_0})^0 \subset -\beta nS,
\] (4.12)
for $\beta = 1 + 30n^3r$. To prove this inclusion we begin by showing that for every $1 \leq i, k \leq n + 1, i \neq k$ we have

$$\langle -\beta nu_{j(i)}, v_{j(k)} - z_0 \rangle > 1 \quad (4.13)$$

In fact, since $K \subset -nK$ it is clear that $\| -u_{j(i)}\|_K \leq n$ and in consequence $\langle u_{j(i)}, z_0 \rangle \geq -2nr$. Thus, combining inequalities (4.10) and (4.11) we get

$$\langle -\beta nu_{j(i)}, v_{j(k)} - z_0 \rangle = -\beta n \langle u_{j(i)}, v_{j(k)} \rangle + \beta n \langle u_{j(i)}, z_0 \rangle$$

$$> -\beta n \left(-\frac{1}{n} + 10n^2r \right) \geq \beta (1 - 12n^3r) = (1 + 30n^3r)(1 - 12n^3r) \geq 1$$

Inequality (4.13) is everything we actually need to prove inclusion (4.12). First we conclude that all facets of the simplex $-\beta nS$ are outside of $(C_n)_0$. Indeed, by the definition of the polar body

$$(C_n)_0 = \{ x \in \mathbb{R}^n : \langle x, v_{j(i)} - z_0 \rangle \leq 1 \text{ for } 1 \leq i \leq n + 1 \}.$$

If we consider the facet $\text{conv}\{-\beta nu_{j(1)}, -\beta nu_{j(2)}, \ldots, -\beta nu_{j(n)}\}$ of $-\beta nS$, then by inequality (4.13) an arbitrary vertex $u_{j(i)}$ with $1 \leq i \leq n$ satisfies $\langle -\beta nu_{j(i)}, v_{j(i)}(n+1) - z_0 \rangle > 1$. By taking the convex hull it follows that the whole facet lies outside of $(C_n)_0$. By the same argument all remaining facets are also outside of $(C_n)_0$. Therefore it is now sufficient to observe that $0$ is a common point of both simplices. Clearly $0 \in (C_n)_0$. Suppose that $0 \notin -\beta nS$. Then there exists a vector $v \in \mathbb{R}^n$ such that $\langle -\beta nu_{j(i)}, v \rangle < 0$ for every $1 \leq i \leq n + 1$. But since

$$0 \in \text{int conv}\{v_{j(1)} - z_0, v_{j(2)} - z_0, \ldots, v_{j(n+1)} - z_0\}$$

we can write $v$ as a linear combination with non-negative coefficients of some $n$ of the vectors $v_{j(1)} - z_0, v_{j(2)} - z_0, \ldots, v_{j(n+1)} - z_0$. Without losing the generality let us assume that $v = \sum_{i=1}^{n} c_i(v_i - z_0)$ for some $c_i \geq 0$. Then by inequality (4.13) we have $\langle -\beta nu_{j(n+1)}, v \rangle \geq 0$. This is a contradiction which proves inclusion (4.12).

Finally, using inclusions (4.11) and (4.12) we get

$$K \subset -\frac{1 + 3nr}{n} (C_n)_0 \subset \beta(1 + 3nr)S = (1 + 30n^3r)(1 + 3nr)S \subset (1 + 40n^3r)S$$

and the conclusion follows.

Corollary 5 is an immediate consequence of part (2) of Theorem 4 combined with Lemma 13.

Proof of Corollary 5. It is well-known that if $1 < p < \infty$, then $(B_p^n)_0 = B_q^n$ for $q = \frac{p}{p - 1}$. For $p \geq 2$ from Lemma 13 we conclude that $\varepsilon_0(L) \geq (2^{18}(p - 1)n^{14})^{-\frac{1}{3}}$ and that $r = 8(p - 1)^{\frac{1}{3}}n^{\frac{5}{3}} \varepsilon_0^{\frac{1}{3}}$ satisfies conditions of the part (2) of Theorem 4. For $1 \leq p \leq 2$, again using Lemma 13, we can easily check that $\varepsilon_0(L) \geq \left( \frac{p}{p - 1} \cdot 2 \cdot \frac{15p - 7}{p - 1} \cdot \frac{n^{11p - 5}}{p^{11p - 5}} \right)^{-\frac{1}{3}}$. Moreover, $r = 40 \cdot n^{\frac{1}{3}} \cdot \frac{1}{(18p - 1)} \cdot \left( \frac{1}{p} \right)^{\frac{1}{3}} \cdot \frac{1}{n^{\frac{5}{3}} \varepsilon_0^{\frac{1}{3}}} \cdot \frac{1}{n^{\frac{5}{3}} \varepsilon_0^{\frac{1}{3}}} \cdot \left( \frac{1}{n^{\frac{5}{3}} \varepsilon_0^{\frac{1}{3}}} \right)$ satisfies conditions of Theorem 4. The result follows.

The improvement of the upper bound of $n^2$ on the maximal Banach-Mazur distance is an application of part (3) of Theorem 4.

Proof of Corollary 6. Let $\varepsilon = 2^{-22}n^{-9}$. Suppose on the contrary that $d(K, L) \geq (1 - \varepsilon)n^2$. Since $d(K, B_2^n) \leq n$ and $d(L, B_2^n) \leq n$ we have $d(K, B_2^n) \geq (1 - \varepsilon)n$ and $d(L, B_2^n) \geq (1 - \varepsilon)n$. Since $\varepsilon \leq \varepsilon_0(B_2^n)$ by part (3) of Theorem 4 yields

$$d(K, S_n) \leq 1 + 40n^3(16\varepsilon)^\frac{1}{3} = 1 + \frac{5}{8}.$$
Similarly \(d(L, S_n) \leq 1 + \frac{5}{8}\). Thus
\[
d(K, L) \leq d(K, S_n) \cdot d(L, S_n) \leq \left(1 + \frac{5}{8}\right)^2 < 3 < (1 - \varepsilon)n^2,
\]
which contradicts the assumption and the proof is finished. \(\square\)

5. Concluding remarks

Theorem 8 of Jiménez and Naszódi holds for each smooth or strictly convex body \(L\). We were able to provide a stability version of their result only for the smooth case. It is natural to conjecture that it should be possible to establish a similar stability result also for the strictly convex case, in which the quality of the estimate would be expressed through the modulus of convexity of \(L\). Note that in Lemma 8 we have already presented how to relate \(\delta_L(t)\) with \(\delta_{L_n}(t)\), where \(z\) is a translation vector that is in general necessary in Theorem 7.

It would be also interesting to know if the order of the estimation is optimal, at least in the case \(L = B^n_2\). Note that for each symmetric convex body \(L\) there exists a convex body \(K\) such that \(d(K, L) \geq (1 - \varepsilon)n\) and \(d(K, S_n) \geq 1 + \varepsilon\). Indeed, let \(K\) be any convex body such \(s(K) = (1 - \varepsilon)n\) (the asymmetry constant of a convex body was defined in the first section of the paper). It is easy to see that for each pair of convex bodies \((A, B)\) we have \(d(A, B) \geq \frac{d(A)}{s(B)}\). Thus \(d(K, L) \geq \frac{s(K)}{s(L)} = (1 - \varepsilon)n\) and also \(d(K, S_n) \geq \frac{s(S_n)}{s(K)} = \frac{1}{1 - \varepsilon} \geq 1 + \varepsilon\). Improvement in the order of estimate would lead to a better numerical upper bound on the maximal possible Banach-Mazur distance as in Corollary 6.
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