COROLLA: AN EFFICIENT MULTI-MODALITY FUSION FRAMEWORK WITH SUPERVISED CONTRASTIVE LEARNING FOR GLAUCOMA GRADING
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ABSTRACT

Glaucoma is one of the ophthalmic diseases that may cause blindness, for which early detection and treatment are very important. Fundus images and optical coherence tomography (OCT) images are both widely-used modalities in diagnosing glaucoma. However, existing glaucoma grading approaches mainly utilize a single modality, ignoring the complementary information between fundus and OCT. In this paper, we propose an efficient multi-modality supervised contrastive learning framework, named COROLLA, for glaucoma grading. Through layer segmentation as well as thickness calculation and projection, retinal thickness maps are extracted from the original OCT volumes and used as a replacing modality, resulting in more efficient calculations with less memory usage. Given the high structure and distribution similarities across medical image samples, we employ supervised contrastive learning to increase our models’ discriminative power with better convergence. Moreover, feature-level fusion of paired fundus image and thickness map is conducted for enhanced diagnosis accuracy. On the GAMMA dataset, our COROLLA framework achieves overwhelming glaucoma grading performance compared to state-of-the-art methods.
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1. INTRODUCTION

Glaucoma is one of the ophthalmic diseases that cause damages to the optic nerve, resulting in potential vision loss [1]. Glaucoma is considered as the second leading cause of blindness globally. Retinal fundus image is an inexpensive and readily available modality for eye examination. Optical coherence tomography (OCT) is a new 3D imaging technique for human tissues, especially for eye. There have been researches employing either fundus images [2, 3] or OCT images [4, 5] for diagnosing glaucoma. However, there is no such research jointly making use of both the two modalities.

Multi-modality is very common in medical imaging, under the assumption that they can provide complementary information for a specific task of interest [6]. Multi-modality fusion is a popular research topic in medical imaging, including input-level fusion, feature-level fusion, and decision-level fusion [7]. Typically, a combination of multiple modalities provides more accurate results than each single modality [6].

Self-supervised contrastive learning has flourished in recent years, leading to state-of-the-art (SOTA) performance in unsupervised training of deep image models. Self-supervised contrastive learning methods pull together positive samples and an anchor while push apart negative samples from the anchor in an embedding space. However, since there are high structure and distribution similarities across medical image samples (as shown in Fig. 1), anchors from different classes are similar, which may make self-supervised contrastive learning fail. Later, [8] extends self-supervised batch contrastive to the fully-supervised setting, named as supervised contrastive learning. Supervised contrastive learning leverages label information, and thus can naturally address the aforementioned anchor similarity issue.

In such context, we propose an efficient multi-modality fusion framework with supervised contrastive learning for glaucoma grading, named as COROLLA. The contributions
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of our proposed COROLLA are three-fold: (1) Based on clinical prior knowledge, we project and compress OCT images into thickness maps which require less GPU-memory consumption and perform better in glaucoma grading. (2) COROLLA takes advantages of supervised contrastive learning and performs outstandingly in glaucoma grading. (3) Multi-modality feature-level fusion is employed in COROLLA to enhance the grading performance, and the feasibility and effectiveness of COROLLA have been established through extensive experiments. The source codes are available at https://github.com/Davidczy/SupCon_GAMMA.

2. METHODS

2.1. Retinal thickness map generation

OCT can characterize tissue thickness and distance provided by the interface reflection of different tissues. However, in deep learning methods, utilizing raw OCT volumes would consume a lot of memory and time. Resizing can effectively reduce the consumption of computing resources, but resized images may lose a lot of critical image information. Therefore, a compressed representation with clinical prior is needed to more efficiently make use of OCT volumes.

We use the software OCTExplorer [9] to transform OCT volumes to thickness maps (Fig. 2), which involves the following steps:
1. Reconstruct the OCT volume with 256 slices.
2. Identify non-intersecting surfaces between different layers. Voxels between adjacent surfaces belong to the same layer.
3. Define a cost function related to different surfaces.
4. Flatten the 3D OCT volume to provide a more consistent shape for a segmentation purpose.
5. Minimize the cost function to identify feasible solutions of the flattened surfaces.
6. Calculate thickness between different layers.
7. Map thickness to RGB by turbo [10] colormap.

8. Project the nerve fiber layer and fanglion cell layer to a common plane.
9. Overlay the projected image onto the RGB thickness image to obtain the final thickness map.
In terms of size, the resized thickness map is $512 \times 512$ while the raw OCT volume is $256 \times 512 \times 992$. It is obvious that such volume-to-thickness projection can significantly reduce the GPU-memory consumption. In later experiments, we will also show that the thickness map is more discriminative than the raw OCT volume for glaucoma grading.

2.2. COROLLA: An efficient classification framework

As shown in Fig. 3, our COROLLA is a two-stage framework. In stage one, we separately extract features from the retinal fundus image branch and the thickness map branch with encoders of the same structure. Later, we train both encoders through supervised comparative learning [8] to make the features more discriminative, which is beneficial for the subsequent classification task.

In stage two, we again extract features from the aforementioned two branches pretrained in stage one. The outputs of the two branches are features of the fundus images and the OCT images, annotated as $f_{\text{fundus}}$ and $f_{\text{thick}}$. We concatenate the features together to be our finally-acquired feature set $f_F$. We then feed $f_F$ into the classification layer to predict the glaucoma grade.
2.2.1. Supervised contrastive learning

The supervised contrastive loss is developed from the self-supervised contrastive loss. Given a set of $n$ samples, denoted as $A$, anchor $x_i$ is the $i^{th}$ member in $A$. Anchor $x_i$’s positive sample, which is an augmentation from $x_i$, is denoted as $z_i$. The self-supervised contrastive learning loss is

$$L^se = \sum_{i \in I} L_i^se = -\sum_{i \in I} \log \frac{\exp(z_i \cdot z_j(i)/\tau)}{\sum_{a \in A(i)} \exp(z_i \cdot z_a/\tau)}, \tag{1}$$

where $\cdot$ denotes the inner dot product, $\tau \in \mathbb{R}^+$ is a scalar temperature parameter, $A(i) = A \backslash \{x_i\}$.

For supervised contrast learning, the contrastive loss in Eq. 1 needs to be modified, taking the following form [8]

$$L^{sup} = \sum_{i \in I} L_i^{sup} = \sum_{i \in I} \frac{-1}{|P(k)|} \sum_{p \in P(k)} \log \frac{\exp(z_i \cdot z_{j(i)}/\tau)}{\sum_{a \in A(i)} \exp(z_i \cdot z_a/\tau)}, \tag{2}$$

where $P(k)$ is the set of indices in class $k$, and $|P(k)|$ is its cardinality. We use $L^{sup}$ in stage one to leverage label information, attending to achieve better convergence.

2.2.2. Multi-modality fusion

After supervised contrastive learning, the fundus image branch and the thickness map branch will generate two sets of discriminative features. It is worth pointing out that these feature representations contain complementary information as well as label information. Hence, under such circumstances, feature fusion can maximize the advantages of the two sets of features. So we concatenate the features together and feed them into a subsequent fully-connected layer.

3. EXPERIMENTS AND RESULTS

3.1. Dataset

The GAMMA dataset consists of 100 paired fundus images and OCT images with three-level glaucoma grading (50 “None”, 26 “Early”, and 24 “Mid-Advanced”) labeled by ophthalmologists. Each OCT volume contains 256 2D slices from the B channel. Five-fold cross-validation experiments are conducted.

3.2. Implementation

The entire pipeline is implemented by PyTorch on a workstation equipped with NVIDIA RTX TITAN GPUs.

In the training phase of stage one, we use OCTExplorer to transform OCT images into thickness maps. Afterwards, we resize each fundus image and each thickness map to $1024 \times 1024$ and $384 \times 384$. The feature extractor in each branch is ResNet50 pretrained on ImageNet. We use two fully-connected layers with ReLU to generate a 128-D tensor used for the loss $L^{sup}$. We set the batch size to be 8 and use Adam as our optimizer with an initial learning rate of 1e-3 and cosine decay. The network is trained for 10 more epochs after convergence. We fix the temperature $\tau$ in $L^{sup}$ as 0.05.

For the augmentation method used to generate positive samples, we use a combination of random color jitter, random grayscaling, random center cropping and random horizontal flipping in the fundus image branch as well as a combination of random center cropping and random horizontal flipping in the thickness map branch.

In the training phase of stage two, we use the model pretrained in stage one. We remove the final fully-connected layers in both branches. Then, we perform feature-level fusion by concatenating the two set of features from the two branches. Afterwards, we feed the concatenated features to a fully-connected layer, with an input size of 4096 and an output size of 3. In this process, we again resize each fundus image and each thickness map to $1024 \times 1024$ and $384 \times 384$. We set the batch size to be 8 and use Adam as our optimizer with an initial learning rate of 2e-3. We adopt 1000 more epochs after convergence. We use cross entropy to be our loss $L^se$.

3.3. Evaluation

We employ two quantitative evaluation metrics, namely accuracy (Acc) and Cohen’s kappa coefficient (Kappa) [11]. Given the distribution of our samples in each category is uneven, we use Kappa since it accommodates well evaluations with unbalanced datasets.

3.4. Ablation Experiments and Results

In Table 1, we conduct two sets of experiments under two settings. Specifically, in the first setting, we separately feed fundus images, thickness maps, and both of them into COROLLA without supervised contrastive learning. In the

| Fundus | Thickness | SCL | Acc | Kappa |
|--------|-----------|-----|-----|-------|
| ✓      | ✓         | 0.830 | 0.728 |
| ✓      | ✓         | 0.690 | 0.634 |
| ✓      | ✓         | 0.840 | 0.741 |
| ✓      | ✓         | 0.880 | 0.806 |
| ✓      | ✓         | 0.770 | 0.635 |
| ✓      | ✓         | 0.900 | 0.855 |
second setting, we use supervised contrastive learning to train each branch first, and then repeat the same procedure as in the first setting. The quantitative results demonstrate that both feature fusion and supervised contrastive learning can improve the glaucoma grading performance.

In Table 2, we compare the performance and efficiency between OCT volume and thickness map. To be specific, we compare three different combinations: thickness map with 2D-ResNet, OCT image with 2D-ResNet and OCT image with 3D-ResNet. In OCT image with 2D-ResNet, we feed an OCT volume into ResNet as a 256-channel 2D image. Compared with the original OCT image, we find that the thickness map not only occupies less time and GPU-memory consumption, but also yields a better classification result.

In Table 3, we compare our COROLLA with SOTA glaucoma grading methods. Gabriel et al. [5] and Cheng et al. [14] evaluate their proposed models on other glaucoma datasets with more than 1000 samples. Parashar et al. [12] employs a two-stage model to grade glaucoma on the HRF [13] dataset. Our proposed COROLLA is much better than all three compared methods, in terms of both accuracy and Kappa. However, please note the comparisons may not be fair enough since these four sets of results are reported based on different datasets. The GAMMA dataset is recently released, and thus there are no reported results on GAMMA that we can compare with.

### Table 2. Quantitative comparisons of using the original OCT image and the thickness map for glaucoma grading, in terms of Kappa, parameters and training time.

| Modality + Model       | Kappa | Param  | Time (s) |
|------------------------|-------|--------|----------|
| OCT + 2D-ResNet        | 0.606 | 23.5M  | 20,280   |
| OCT + 3D-ResNet        | 0.652 | 46.9M  | 60,685   |
| Thickness + 2D-ResNet  | 0.743 | 23.5M  | 6,935    |

### Table 3. Comparisons between COROLLA and SOTA methods on glaucoma grading.

| Methods                  | Dataset | Acc  | Kappa |
|--------------------------|---------|------|-------|
| Gabriel et al. [5]       | private | 0.818| 0.719 |
| Parashar et al. [12]     | HRF [13]| 0.863| -     |
| Cheng et al. [14]        | private | 0.798| 0.641 |
| COROLLA GAMMA            |         | 0.900| 0.855 |
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