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Abstract—Maintaining a robust communication network plays an important role in the success of a multi-robot team jointly performing an optimization task. A key characteristic of a robust multi-robot system is the ability to repair the communication topology in the case of robot failure. In this paper, we focus on the Fast Biconnectivity Restoration (FBR) problem, which aims to repair a connected network to make it biconnected as fast as possible, where a biconnected network is a communication topology that cannot be disconnected by removing one node. We develop a Quadratically Constrained Program (QCP) formulation of the FBR problem, which provides a way to optimally solve the problem. We also propose an approximation algorithm for the FBR problem based on graph theory. By conducting empirical studies, we demonstrate that our proposed approximation algorithm performs close to the optimal while significantly outperforming the existing solutions.

I. INTRODUCTION

There is a growing trend in assigning a team of robots to perform coverage, exploration, patrolling, and similar cooperative optimization tasks. Compared to a single robot, a multi-robot system can extend the range of executable tasks, enhance task performance, and naturally provide redundancy for the system. Communication plays a key role in the successful deployment of a multi-robot system. To improve task performance, it is important to maintain communication among the robots by forming a connected network. However, maintaining a connected communication network is not adequate for multi-robot systems, because robots may fail, e.g., experience sensor or actuator malfunction, or undergo adversarial attack.

The existing works on ensuring robustness of multi-robot systems mostly focus on maintaining a $k$-connected network topology [1], [2]. A $k$-connected network is a graph that remains connected if fewer than $k$ vertices are removed. Such systems cannot recover from a failure of $k$ or more nodes. To remedy this, a large conservative value of $k$ can be used. However, a large $k$ greatly reduces robot maneuverability, which hinders the performance of the optimization task.

To address the above limitation, let us consider a generic system outlined as follows. The system operates in two modes, working mode and repair mode. In working mode, the robots perform the optimization task while always maintaining a biconnected (i.e., $k$-connected with $k = 2$) topology. By using $k = 2$, the system ensures high robot maneuverability and also guarantees connectedness in the case of failure of one robot. If some robots fail and the topology is no longer biconnected (but still a connected one), the system enters repair mode. Note that a biconnected network may still be connected after a failure of multiple robots. In repair mode, all the robots stop performing the optimization task and move to new positions such that biconnectivity is restored as fast as possible. When biconnectivity is achieved, the system reenters working mode. We call this Dual Mode (DM) framework.

In this paper, we solve the problem faced by the robots during the repair mode. The input to this problem is a set of robot positions that form a connected (but not biconnected) network. The goal is to find new positions of the robots which form a biconnected topology while minimizing the maximum distance between the previous and new positions of the robots. We call this problem the Fast Biconnectivity Restoration (FBR) problem. Several variants of the FBR problem have been well-studied in literature [3]–[6].

We develop a Quadratically Constrained Program (QCP) formulation of the FBR problem, which is based on the idea of multi-commodity network flow [7]. The QCP formulation enables us to solve the FBR problem optimally using a QCP solver. However, the QCP formulation can be used to solve only small instances of the FBR problem due to high computational overhead. We call the QCP formulation-based optimal algorithm the OPT algorithm.

We also propose an approximation algorithm to solve the FBR problem which requires less computational time than the OPT algorithm. The approximation algorithm solves the FBR problem by dividing it into two phases. In the first phase, we find a set of edges that, if augmented to the input network, make the network biconnected, such
that the maximum cost of the edges is minimized. Here the cost of an edge is related to the distance between the two corresponding robots. We call this Graph Topology Optimization (GTO) problem. In the second phase, we move the robots in such a way that the topology obtained from the first phase is realized, and the maximum distance traveled by a robot is minimized. We call this Movement Minimization (MM) problem. One intuitive example of the GTO and MM problems is given in Figure 1.

We solve the GTO problem by extending the work on the classic graph augmentation problem [8], [9] by Khuller et al. [10] by considering the maximum edge cost rather than the sum of all costs. We call the resulting algorithm the Edge Augmentation (EA) algorithm. To solve the MM problem, we propose the Sequential Cascaded Relocation (SCR) algorithm, which uses a Breadth First Search (BFS) based idea called cascaded relocation introduced in [4]. We also propose a QCP formulation of the MM problem, which can be used to solve the MM problem optimally. These two solutions of the MM problem yield two algorithms to solve the FBR problem.

We conduct extensive experimentation to evaluate the performance of our proposed algorithms. The empirical results show that our algorithms significantly outperform existing algorithms [3], [4] in terms of optimizing the FBR objective, and the running time of EA-SCR is comparable to [3], [4].

In summary, we make the following contributions:

- To the best of the authors’ knowledge, we develop the first QCP formulation of the FBR problem which can be used to solve the FBR problem optimally.
- We propose approximation algorithms, EA-SCR and EA-OPT, for the FBR problem which outperform the state-of-the-art solutions.
- We conduct experiments to compare the performance of our proposed algorithms with the existing solutions.

II. RELATED WORK

In a broader sense, this work is related to the connectivity maintenance problem in networked multi-robot systems. A large portion of research in this field uses algebraic graph theory to maintain the connectivity of the robotic network [11]–[13]. Sabattini et al. [14], [15] consider both connectivity maintenance and the robustness to failures of the network by introducing extra terms into the control laws. However, they cannot guarantee the connectivity of the network after losing one robot and no repair method is provided after failures, which is the focus of our work.

One candidate approach to ensure connectivity after losing some robots is to always maintain a $k$-connected topology [1], [2], [16]. In this approach, a larger $k$ means higher robustness to failures. However, these methods have no way of recovering from failures of $k$ or more robots, as they only focus on connectivity maintenance. Furthermore, a higher $k$ may limit the movement of the robots since it will force the robots to stay closer to each other. Recent work [17] considers the recovery plan for ground-and-air robotic networks but confines their discussion to simple topologies (i.e., a chain in their paper). By contrast, we consider the scenario in which all robots are moving, which implies a complex network structure. We try to maintain a 2-connected network and the emphasis of this paper is on how to repair the network once a robot fails. Other related works along this line [18], [19] emphasize more on the control system structure rather than how to recover.

There are some works from the wireless communication community that addresses failure recovery. The works most closely related to the FBR problem are conducted by Basu et al. [3] and Abbasi et al. [4]. In both works, the authors propose algorithms to make a connected network biconnected but optimize a different objective function. In [3], the objective is to minimize the sum of the movements of all the robots. In [4], only a subset of the robots participate in repairing the network, and the goal is to minimize the sum of movement distances of robots involved in the repair process while our objective is to minimize the maximum movement among all the robots. Moreover, as pointed out in [20], algorithms proposed in [4] may return a solution that is not biconnected in some cases. By contrast, our algorithm can guarantee biconnectivity after restoration. Similar to [4], algorithms proposed in [5] can build a biconnected graph from a disconnected graph under some topological assumption, which enforces constraints between the number of robots as well as robots’ initial configurations and the geometry of the environment. Lee et al. [6] consider the same objective as us, but it is assumed that additional robots can be used to facilitate the transition to a biconnected topology.

Our work is also closely related to [21] and [22]. In [21], authors consider a more general problem on augmenting the network to be $k$-connected. In [21], the objective is to minimize the sum of the deviations from a prescribed controller, which doesn’t necessarily imply that the maximum movement will be minimized. The algorithm in [21] minimizes the number of edges to be augmented while our method minimizes the weight of the costliest edge to be augmented. Ghedini et al. [22] increase the resilience of network by iteratively improving upon a self-defined vulnerability metric. Their method is evaluated through experiments and it is not guaranteed that the final network is biconnected. Also, the maximum movement of robots is not considered in [22].

III. PROBLEM FORMULATION

First, we introduce some graph-theoretic concepts. A graph $G$ is a tuple $(V_G, E_G)$, where $V_G$ and $E_G$ are the set of vertices and edges of $G$ respectively. A graph $G$ is connected, if there exists a path between each pair of vertices in $G$. A graph $G$ is biconnected, if for each $v \in V_G$, the graph $G - v$ is connected. Here, $G - v$ is the graph obtained by removing from $G$ the vertex $v$ and all edges incident on $v$. A graph $G$ is barely connected, if $G$ is connected, but not biconnected.

We assume that $n$ robots are operating in an unobstructed 2D or 3D environment. Let $R = \{r_1, \ldots, r_n\}$ be the set of all robots. We denote the position of the robot $r_i$ by $x_i$, where $x_i$ is a 2D or 3D point. $X$ denotes the set of positions of the robots, $X = \{x_1, x_2, \ldots, x_n\}$. Communication graph at
positions $X$ is specified using proximity graph, i.e., a robot corresponds to a vertex $i \in V$ and $(i, j) \in E$ if $\|x_i - x_j\| \leq h$, where $h$ is the communication radius. With slight abuse of notation, we use $G(X)$ to denote the communication graph induced by $X$. Robots have single-integrator dynamics and operate at maximum speeds. Therefore, the time that it takes to transit between two points is equivalent to the corresponding distance. In the rest of this paper, we will use the maximum moving distance to denote the maximum transition time. It should be noted that we abstract away collision avoidance from the formulation due to the fact that the communication radius of robots is usually much larger than the size of robots [23], [24] and they need to augment the network to be 2-connected only when they are already quite far from each other. In such cases, the influence of behavior controllers for collision avoidance can be ignored.

**Problem 1** (Fast Biconnectivity Restoration (FBR)). Given current positions of robots $X_0 = \{x_1, \ldots, x_n\}$, which induces a connected graph $G(X_0)$ w.r.t. communication radius $h$, find new positions of robots $X^* = \{x'_1, \ldots, x'_n\}$ such that $X^*$ induces a 2-connected graph and the maximum moving distance among all the robots is minimized. Mathematically, we are given a QCP-based formulation, which can be used to find the optimal solution to Problem 1. The key idea behind the QCP formulation is based on multi-commodity network flow [7]. We make use of the fact that if a graph is biconnected, there exist at least two vertex-disjoint paths between each pair of vertices. We use the following variables in the QCP formulation.

- Binary variable $e_{i,j}$, where $1 \leq i, j \leq n$, indicates if there exists an edge between robots $x'_{i}$ and $x'_{j}$ in the communication graph of $X^*$ with respect to communication radius $h$, i.e., if $x'_{i}$ and $x'_{j}$ are within distance $h$ of each other.
- Binary variable $z_{s,d,i,j}$, where $1 \leq s, d, i, j \leq n$, $s \neq d$, indicates if the edge between robots $r_s$ and $r_j$ is included in a vertex-disjoint path from source robot $r_s$ to destination robot $r_d$.
- $x'_{i}$, where $1 \leq i \leq n$, represents a tuple of real-valued variables $(x, y, \text{and optionally } z$ coordinates), which indicates the new position of the $i^{th}$ robot.
- Real valued variable $z^*$ is used to find the maximum movement of the robots.

The QCP formulation is presented below. We use the objective function and the set of constraints in Equation (4) to minimize the maximum movement of the robots. Constraints [7] ensure that if a pair of robots are within the communication radius of each other, the corresponding edge variable is set to 1, and vice versa. Here, $M$ is a large positive constant. Note that, we manually set $e_{i,i} = 0$, for $1 \leq i \leq n$, to indicate that there are no self edges. Constraints (8) ensure that only valid edges (i.e., edges between robots within each other’s communication radius) are used to form source-destination paths. Constraints [7] are used to maintain flow conservation. In other words, for each source-destination pair, the outgoing flow should be 2 greater than the incoming flow for the source vertex, the outgoing flow should be 2 less than the incoming flow for the destination vertex, and incoming and outgoing flow should be equal for all the other vertices. Constraints (8) ensure vertex-disjointedness, i.e., for each source-destination pair, an internal node is included in at most one path.

\[
\begin{align*}
\min \quad & z^* \\
\text{s.t.} \quad & \|x'_{i} - x'_{i}\| \leq z^* \quad \forall \ 1 \leq i \leq n \\
& -Me_{i,j} \leq \|x'_{i} - x'_{j}\|^2 - h^2 \leq M(1-e_{i,j}) \quad \forall \ 1 \leq i \neq j \leq n \\
& z_{s,d,i,j} \leq e_{i,j} \\
& \forall \ 1 \leq s, d, i, j \leq n, \text{ such that, } s \neq d, \\
& \sum_{1 \leq j \leq n} z_{s,d,i,j} - \sum_{1 \leq j \neq i \leq n} z_{s,d,j,i} = \begin{cases} 
2, \text{ if } i = s \\
-2, \text{ if } i = d \\
0, \text{ otherwise} 
\end{cases} \\
& \forall \ 1 \leq s, d, i \leq n, \text{ such that, } i \neq s, i \neq d, s \neq d, \\
& \sum_{1 \leq j \leq n} z_{s,d,i,j} \leq 1
\end{align*}
\]

Note that, the QCP formulation has $O(n^4)$ binary variables. Hence it can be used to solve only very small instances of the FBR problem. To this end, in the following sections, we present algorithms that find approximate solutions to the FBR problem with less computational overhead.

IV. HEURISTIC ALGORITHMS

We solve the FBR problem in a centralized way by dividing it into two sub-problems, namely, the Graph Topology Optimization problem, and the Movement Minimization problem. We define the subproblems as follows.

**Problem 2** (Graph Topology Optimization). We are given a set of robot positions $X$, and the communication radius $h$, such that $G(X)$ is barely connected. The GTO problem aims to determine a set of edges $E_a \subseteq E_{G(X)} \cup E_{G(X)}$, such that the graph $(V_{G(X)}, E_{G(X)} \cup E_{G(X)})$ is biconnected and the weight of the most costly edge in $E_a$ is minimized, where $K(X)$ is a fully connected weighted graph induced by $X$ w.r.t. $h$. The weight of an edge between robots $r_i$ and $r_j$ in $K(X)$ is denoted by $w(i, j)$, where $w(i, j) = \max(||x_i - x_j|| - h, 0)$.

Here, $A \setminus B$ denotes the set of elements in $A$ that are not in $B$. We call $E_a$ the Augmentation Set, because augmenting $E_a$ to $G(X)$ makes $G(X)$ biconnected. The weight of an edge in $K(X)$ is a measure of the time required to connect the edge. Also, the edges in $G(X)$ have a weight of 0 in $K(X)$. Note that, the GTO problem aims to find the edges that need to be augmented to make $G(X)$ biconnected. The MM problem is to determine how the robots should move minimally to realize those edges.
Problem 3 (Movement Minimization). Given a set of positions $X$ of $n$ robots, the communication radius $h$, and the augmentation set $E_a$, where $E_a \cap E_{G(X)} = \emptyset$, the goal of the MM problem is to find new positions $X^* = \{x_1^*, x_2^*, \ldots, x_n^*\}$ of the robots such that $E_a \cup E_{G(X)} \subseteq E_{G(X^*)}$ and the maximum movement of the robots is minimized. Mathematically,

$$\min \max_{1 \leq i \leq n} \|x_i^* - x_i\|$$

s.t. $\|x_i^* - x_j\| \leq h, \ \forall (i, j) \in E_a \cup E_{G(X)}$.

In other words, the MM problem aims to move the robots in such a way that the existing edges of $G(X)$ are retained, and additionally, each pair of robots in $E_a$ comes within the communication radius of each other, while the maximum movement of the robots is minimized.

V. GRAPH TOPOLOGY OPTIMIZATION

In this section, we present the Edge Augmentation (EA) algorithm (Section V-B) after a brief overview of block-cut trees (Section V-A)

A. Block-Cut Tree

The Block-Cut Tree (BC-Tree) of a connected graph contains two types of vertices, namely, cut vertices and blocks, which we define as follows. A cut vertex of a connected graph $G$ is a vertex that, if removed, renders $G$ disconnected. A block of a connected graph $G$ is a maximal connected subgraph of $G$ that has no cut vertex. It should be noted that a biconnected graph itself is one block.

Now we describe the construction of the BC-Tree of a connected graph $G$ according to [25]. We denote the set of blocks and cut vertices of $G$ by $B$ and $C$ respectively. Let $V(b)$ denote the set of vertices of block $b$. A BC-Tree of $G$ is a tree whose vertex $v$ is either a block $b \in B$ or a cut vertex $c \in C$. Edges only exist between different types of vertices. An edge exists between $b \in B$ and $c \in C$ if and only if $c \in V(b)$, i.e., $b$ includes $c$. An illustrative example of a BC-Tree is given in Figure 2.

![Figure 2](image-url)

Fig. 2. (a) Dotted ovals show the blocks. (b) The corresponding BC-Tree. Hollow squares and circles show blocks and cut vertices respectively.

B. Edge Augmentation Algorithm

We propose the EA algorithm (Algorithm 1) to solve the GTO problem. The algorithm is inspired by [10] but the key difference is that [10] concerns the sum of the costs of the edges, while we care about the maximum cost of the edges. The EA algorithm takes as input a set of robot positions $X$ and the communication radius $h$. We assume that the $G(X)$ is barely connected. The objective of the EA algorithm is to select a set of edges, $E_a$, which are not present in $G(X)$ and augmentation of which makes $G(X)$ biconnected, such that the maximum weight of the edges of $E_a$ is minimized.

**Algorithm 1: Edge Augmentation**

1. function $EA(X, h)$
2. Input:
   - The set of robot positions, $X$
   - The communication radius, $h$
3. Output: Augmentation set, $E_a$
4. $T \leftarrow$ ConstructBCTree($G(X)$)
5. $E_a, E_c \leftarrow \emptyset, E_{K(X)} \setminus E_{G(X)}$
6. Superimpose all edges in $E_a$ on $T$. Discard the self-loops. Keep only the cheapest edge between two nodes in $T$.
7. Initialize a directed null graph $G_D = (V_T, \emptyset)$
8. Choose an arbitrary leaf of $T$ as root $r_l$, and direct all the edges of $T$ towards $r_l$. The resulting directed tree is still denoted by $T = (V_T, E_T)$.
9. Add all edges in $E_T$ to $G_D$ and set their cost to 0.
10. For each superimposed edge, generate the image edges according to Routine 2(c) of Algorithm Find Vertex Aug. in [10] and add them to $G_D$.
11. Find an MBSA $G_M$ of $G_D$ rooted at $r_l$. Identify edges $E$ of $G_M$ that are not in $T$, and add to $E_a$ the corresponding edges in $E_c$ that generated $E$.
12. Return $E_a$.

In the EA algorithm, first, we construct the BC-Tree, $T$, of $G(X)$ (Line 2) and initialize the set of candidate edges, $E_c$, as the set of all the edges that are not in $G(X)$ (Line 3). Next, we superimpose all the candidate edges on $T$ (Line 4). Superimposing an edge $(i, j) \in E_c$ on $T$ involves finding the corresponding vertices of robot $r_i$ and $r_j$ on $T$ and adding an edge with cost $w(i, j)$ between the corresponding vertices. Next, we make $T$ directed towards an arbitrary leaf node $r_l$ (Line 6), and add all the directed edges of $T$ to a directed graph $G_D$ (Line 7). We generate images of the edges superimposed on $T$ using Routine 2(c) of Algorithm Find Vertex Aug. in [10] and add the image edges to $G_D$ (Line 8). Next, we construct the Minimum Bottleneck Spanning Arborescence (MBSA) $G_M$ of $G_D$ rooted at $r_l$. The MBSA is a directed spanning tree where the most expensive edge is as cheap as possible. We identify the edges in $G_M$ that are not in $T$ and add the corresponding candidate edges to $E_a$ (Line 9). The EA algorithm differs from [10] only in Line 9, where we compute an MBSA instead of a directed MST.

**Theorem 1.** The augmentation set returned by Algorithm 1 biconnects $G(X)$.

The proof of Theorem 1 is similar to Lemma 4.6 in [10] and is omitted here for brevity. Note that the number of edges in the augmentation set is not necessarily minimum since the objective in this work is related to only the edge cost.
VI. MOVEMENT MINIMIZATION

The MM problem aims to move the robots to new positions such that the edges returned by the EA algorithm are realized. The input to the MM problem is the set of robot positions \( X \), \( h \), and the augmentation set \( E_a \) which contains edges that are not in \( G(X) \). The MM problem aims to move the robots such that the existing edges of \( G(X) \) are retained, and each pair of robots in \( E_a \) becomes directly connected, while the maximum movement of the robots is minimized. We propose two algorithms for the MM problem as follows.

A. Sequential Cascaded Relocation Algorithm

We propose the Sequential Cascaded Relocation (SCR) algorithm which is based on the idea of cascaded relocation introduced by Abbasi et al. [4]. First, we describe the process of cascaded relocation as proposed in [4]. A cascaded relocation refers to moving one vertex of a graph to a new location while retaining the existing edges of the graph. Note that, moving only one vertex may disconnect the existing edges of \( G(X) \). To remedy this, a Breadth-First Search (BFS) like approach is employed in [4] so that existing edges in \( G(X) \) are retained. Let \( r \) be the vertex that is to be relocated. We consider the neighbors of \( r \) in increasing order of graph distance from \( r \). First, we relocate \( r \) to the desired position. At iteration \( d \), we consider all the \( d \)-hop neighbors of \( r \) in \( G(X) \). If a neighbor disconnects from its parent due to the relocation of the parent, we move the neighbor minimally towards the parent such that the disconnected edge is reestablished. Thus each relocation may result in a cascade of relocations so that the existing edges of the communication graph are retained.

Now we describe the SCR algorithm, where we augment the edges in \( E_a \) to the communication graph by performing a sequence of cascaded relocations. In the SCR algorithm, for each edge \((i, j) \in E_a\), we make two cascaded relocations. First, we move the robot \( r_i \) towards \( r_j \) by a distance of \( \frac{1}{2} \| w(i,j) \|. \) Next, we move robot \( r_j \) towards \( r_i \) minimally such that \( r_i \) and \( r_j \) are within distance \( h \) of each other. Each pair of relocations establishes one edge of \( E_a \).

B. QCP-based Formulation for MM

We propose a QCP formulation of the MM problem to solve the problem optimally. The QCP of the MM problem is presented below. Here, the variables \( x_i^* \) and \( z^* \) serve the same purpose as the QCP formulation in Section III.

\[
\begin{align*}
\text{min} & \quad z^* \\
\text{s.t.} & \quad \| x_i^* - x_i \|^2 \leq z^* \quad \forall 1 \leq i \leq n \\
& \quad \| x_i^* - x_j^* \|^2 \leq h^2 \quad \forall (i, j) \in E_a \cup E_{G(X)}
\end{align*}
\]

VII. EXPERIMENTS

A. Experimental Setup

**Evaluation Metric:** We use two metrics to empirically evaluate our proposed algorithms: minmax distance and running time. The objective of the FBR problem is to minimize the maximum distance between the previous and new positions of the robots. We call this objective the minmax distance.

**Compared Algorithms:** We empirically compare the performance of three algorithms proposed in this paper (OPT, EA-SCR, EA-OPT) and two existing algorithms (BT [3], CR [4]). OPT is described in Section VI. EA-SCR is described in Section VI-B and VI-A. EA-OPT is described in Section VI-B and VI-B. We use a commercial QCP solver, Gurobi [26], to solve the QCPs in OPT and EA-OPT.

The algorithm presented in [3] is based on BC-Tree. In each iteration of this algorithm, the block of the BC-Tree with the maximum number of vertices is selected as the root node. Next, each leaf block of the BC-Tree rooted at the root node is translated towards its parent node such that the leaf block merges with the parent block. The BC-Tree is reconstructed after the translation. This process is repeated until there is one block in the BC-Tree, i.e., the graph is biconnected. We call this Block Translation (BT) algorithm.

In the case of the algorithm presented in [4], the input is a connected graph that results from the removal of a vertex from a biconnected graph, and the position of the removed vertex. The goal of this algorithm is to move a minimum number of nodes to make the graph biconnected. In this algorithm, the block of the BC-Tree rooted at the root node is translated towards its parent node such that the leaf block merges with the parent block. The BC-Tree is reconstructed after the translation. This process is repeated until there is one block in the BC-Tree, i.e., the graph is biconnected. We call this algorithm Cascaded Relocation (CR) algorithm.

**Dataset:** We construct a synthetic dataset as follows. First, we generate random 2D points representing the position of the robots. Next, we construct the communication graph of the generated points using \( h = 1m \). If the communication graph is biconnected, we remove one point and reconstruct the communication graph. If the new graph is not biconnected, we add the set of points to our dataset. Thus, we ensure our dataset contains only barely connected graphs.

**Platform:** The algorithms are implemented using C++. The experiments are conducted on a core-i7 2GHz PC with 8GB RAM, running Microsoft Windows 10.

B. A Qualitative Example

In this section, we explain with an example how our proposed algorithms achieve a lower minmax distance than the existing solutions using the example shown in Figure 3(a).

In the case of our proposed EA-SCR and EA-OPT algorithms as shown in Figure 3(b), during the first phase, the edge between vertices 10 and 11 is added to the augmentation set. In the second phase, vertices 10 and 11 move minimally towards each other until an edge between them is established.
In the case of BT algorithm as shown in Figure 3(c), in the first iteration, block \( b_1 \) is selected as the root block, and leaf block \( b_2 \) is moved to the left to merge with its parent block \( b_0 \). In the next iteration, the merged block becomes the root, and hence \( b_1 \) is moved downwards to form a biconnected graph. Thus, in BT algorithm, block \( b_2 \) moves unnecessarily to the left, which increases the minmax distance.

In the case of CR algorithm, as shown in Figure 3(d), vertex 6 is selected as the BN node, and it is moved towards the deleted node 12. Note that, vertex 6 needs to move significantly downwards to establish an edge with vertex 1, which results in a high minmax distance.

C. Empirical Results

Comparison with OPT: In this experiment, we compare the minmax distance and running time of the discussed algorithms. As the OPT algorithm can be used to solve only small instances of the FBR problem, we use 8 robots in this experiment. The experimental results in Figure 4 show that the OPT algorithm requires significantly higher running time than the other algorithms (because of the use of the QCP solver). In terms of minmax distance, our proposed algorithms (EA-SCR and EA-OPT) perform close to the OPT algorithm and significantly better than the existing algorithms (CR and BT). The standard deviation is shown using the shades.

Comparison of Running Time: To compare the running time of the proposed algorithms, we use the same setup as the previous experiment. The experimental results in Figure 6 show that the EA-OPT algorithm requires the highest running time (because of the use of the QCP solver) and the other three algorithms require similar computational time. EA-SCR presents the best trade-off between minmax distance and running time. It achieves minmax distance that is comparable to OPT and EA-OPT, and much better than CR and BT. The running time of EA-SCR is comparable to CR and BT, and significantly better than OPT and EA-OPT.

VIII. Case Study: Persistent Monitoring

In this section, we demonstrate the applicability of our proposed algorithms in the context of a practical multi-robot optimization problem, i.e., the Persistent Monitoring (PM) problem. In a typical setup of the PM problem as in [27]–[29], multiple robots monitor an occluded grid-based environment. Each grid-cell in the environment has a latency value in the range \([0, l_{\text{max}}]\), which depends on the last time the cell was visible from some robot. The latency value of a cell is 0 if it is visible from some robot in the current time step. Otherwise, the latency value increases linearly at each time step, until it reaches \( l_{\text{max}} \). The PM problem is to select one trajectory for each robot from a set of

![Fig. 3. (a) A barely connected graph created by removing vertex 12 from a biconnected graph. Dotted ovals show the blocks. (b), (c), and (d) show the outputs of the EA-SCR, BT, and CR algorithms respectively. The corresponding minmax distances are 0.1m, 0.3m, and 0.71m respectively.](image-url)
candidate trajectories, such that, the sum of the latency values is minimized.

In this experiment, we simulate a \(32m \times 32m\) environment discretized into \(160 \times 160\) cells each of size \(0.2m \times 0.2m\). There are 60 obstacles, each with a height of \(2.5m\), which occupy approximately 15\% of the environment. A team of UAVs equipped with downward-facing cameras flying at a fixed height of \(5m\) is performing the PM task. The communication radius, \(h\), is \(10m\). The visibility footprint of a UAV camera on the ground is a circle with a radius of \(3m\). Each UAV has 4 candidate trajectories, (forward, backward, left, and right). The UAVs move at a speed of \(0.2m\) per time-step. \(l_{max}\) is set to 100 and the latency of non-visible cells are set to increase by 1 unit per time-step.

![Fig. 7. Blue circles and red boxes represent UAVs and obstacles respectively. Shades between green and black represent latency of the cells, where green and black stands for 0 and \(l_{max}\) respectively. (a) 3D perspective view. (b) Top down view. UAV \(r_0\) is about to fail. (c) Failure of \(r_0\) makes the topology barely connected. UAVs \(r_1\) and \(r_2\) move towards each other. (d) Biconnectivity is restored.](image)

The UAVs perform the PM task according to the DM framework introduced in Section \[\text{I}\]. The UAVs continuously broadcast their locations throughout the network. Therefore, as long as the communication graph is connected, each UAV has complete knowledge of the PM task state, i.e., locations of all other UAVs, and latency values of all the cells.

At each time-step during the working mode, each UAV individually computes a joint motion plan of the team for one time-step that greedily optimizes the PM objective. Note that, as the UAVs have complete knowledge of the PM task state, all the UAVs will come up with the same plan. If the joint motion plan does not break biconnectivity, the UAVs execute the planned motion. Otherwise, all the UAVs move in a common direction, which guarantees that biconnectivity will not be lost. Although there exists other ways to maintain biconnectivity during working mode, we use this simplistic approach for brevity and clarity of presentation.

The system enters repair mode if one UAV fails and the failure makes the network barely connected. Then each UAV individually runs the FBR routine to determine where to move to restore biconnectivity. During repair mode, a UAV moves \(0.2m\) per time-step until it reaches the destination. An alternative to each UAV computing the joint motion plan and the FBR routine by itself is that a leader robot does the computation and communicates the findings to the other UAVs. Some snapshots of the system in operation are shown in Figure 7. The system is visualized using OpenGL.

![Fig. 8. Comparison of minmax distance in persistent monitoring task.](image)

In the first experiment, we assume that at each time-step during the working mode, a UAV fails independently with a probability of 0.001, but the UAVs do not fail during the repair mode. The team initially consists of 16 UAVs. We run the simulation until the number of UAVs drops to 8. We call each such simulation an episode. The experimental results presented in Figure 8 show the average minmax distance over 100 episodes. We observe that the performance of the algorithms is consistent with the findings of Section \[\text{VII}\].

In the next experiment, we assume that each UAV fails independently with a probability of 0.001 at each time-step regardless of whether the system is in working mode or repair mode. We call the event when a UAV fails during the repair mode and thereafter makes the network disconnected a disconnection. We call an episode a success if the UAV team size reaches 8 without disconnection starting from an initial size of 16. If an episode does not succeed, we call the time-step number when the disconnection occurs the disconnection time. We simulate 100 episodes and report the number of successes and the average disconnection time of unsuccessful episodes in Table 1. The results show that our proposed algorithms outperform the existing ones both in maximizing success count and average disconnection time.

![http://raaslab.org/vids/rabban2021fbr.mp4](image)

| Algorithm | EA-OPT | EA-SCR | CR | BT |
|-----------|--------|--------|----|----|
| Success Count (out of 100) | 48 | 47 | 35 | 42 |
| Disconnection Time (timesteps) | 387 | 315 | 213 | 309 |
IX. Conclusion

In this work, we have proposed algorithms for the FBR problem which has outperformed the existing algorithms. We have also developed a QCP formulation to solve the FBR problem optimally. We have demonstrated the effectiveness of our proposed solution by conducting empirical studies.

In the future, we intend to prove the approximability of the performance of EA-SCR algorithm. We also plan to work on the FBR variant where the environment contains obstacles. One possible way to deal with obstacles is to discretize the environment and solve a discrete version of FBR. Another direction is to devise the distribute counterpart of the proposed algorithm.
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