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Abstract

The aim of this paper is to provide an algorithm for the computation of support and confidence of the association rules on interval-valued fuzzy sets. Each element of the interval-valued fuzzy set has a membership degree defined as an interval. In other words, the membership intervals may be interpreted as partial knowledge when the precise value is not known. The computations of the support and the confidence are discussed with respect to the three most common triangular norms (minimum, product and Łukasiewicz), which act as conjunction in support and confidence definitions.

1. Introduction

The main objective of this paper is to continue the development of generalized association rules with missing values, which are a tool for the explanatory analysis of large data sets. In [1], we introduced a generalized algorithm for the association analysis of natural data with undefined values.

Association rules were first introduced by Hájek et al. in the late 1960s [2] through their formulation of the General Unary Hypotheses Automaton (GUHA) method [3] for processing binary or categorical data. Agrawal [4] reinvoked this approach independently in 1993. An analysis of natural data based on linguistic summaries was developed by Yager in 1982 [5] and later by Kacprzyk [6] and, in many aspects, is similar to association analysis. An extension of association rules for fuzzy data was also developed in 2009 by Ralbovský [7]. An interpretation of data using expressions of natural language, namely using the generalized intermediate quantifiers “Almost all, Most, Many,” was proposed in [8].

In real-world applications, it is very common for data being analyzed to sometimes be missing. There may be many reasons for data unavailability. Some reasons are discussed in [9]. If an analytical method cannot work with missing data, records with missing values are often removed. Another common practice is to impute some reasonable values in the empty cells, if the missingness is not dependent on the unobserved or missing value itself [10]. Imputation is performed by substituting the missing values with averages or by applying a more sophisticated approach, such as machine learning techniques [11].

On the other hand, some analytical methods allow for the direct processing of missing values. For instance, an extension of the GUHA method allowing the search for association rules on binary and categorical data with missing values was introduced in [3]. The popular C4.5 algorithm [12] for decision trees can also manage missing values via distribution-based imputation.

The problem of missing values has also been studied from the mathematical logic’s point of view. Fundamental grounds were laid by Kleene, Bochvar, Sobociński and others by establishing three-valued logics, which were also studied by Łukasiewicz [13] in 1920. An overview can be found in [14]. Generalized approaches were introduced in [15], [16] and [17]. A three-valued logic modeling borderline or unknown values is presented in [18]. A deeper interpretation of the third-truth value (possible, undefined, half-true, inconsistent) can be found in [19].

The missingness of a value is a special case of partial knowledge. Other values may be measured imprecisely, which can be described by an interval of possible values. From that perspective, a completely missing value can be characterized with an interval that is identical to the whole domain of the attribute.

Recently, computations with intervals have become popular. For instance, Grzegorzewski [20] introduces the measures of dispersion for interval data, Billard and Diday [21] focuses on regression analysis for interval-valued data and Lima Neto and De Carvalho [22] develops a nonlinear interval-valued regression.

The aim of this paper is to generalize the concept of association rules for interval-valued fuzzy sets as introduced in [23]. The fuzzy set generalizes a classical mathematical set by allowing a partial
membership of an element. Each element of the universe is assigned a degree of membership to a given fuzzy set. Interval-valued fuzzy sets further generalize this concept by using intervals of membership degrees. These intervals may be interpreted as partial information where the exact membership degree is not known. Interval-valued fuzzy sets were studied in [24] and [25].

This paper enables the search for association rules on fuzzy data that have missing information. As the fuzziness captures the degree of an object possessing some property, the lack of information in data or imprecision in membership degree assignment may be modeled using the intervals of these membership degrees.

Concretely, this paper focuses on the algorithm for fast computing of the most common quality measures of an association rule: the support and confidence. The support measures the number of records in the database that satisfy both antecedent $A$ and consequent $C$ of the association rule $A \rightarrow C$. The confidence is a measure defined as a generalization of conditional probability: it is the fraction of records satisfying consequent $C$ in a set of records that fulfill antecedent $A$. The “and” connective is in a fuzzy association analysis modeled with a triangular norm (t-norm). The presented algorithms are designed for the three most commonly used t-norms: Gödel (minimum), Goguen (product) and Łukasiewicz t-norm.

**Example 1.** Consider a dataset with concentrations of potassium and water pH measured in order to prove their influence on the grow of water plants. $U$ is the set of experiments conducted. The initial three numeric columns (pH, potassium, grow rate) can be transformed into several fuzzy sets such as “acidic pH,” “neutral pH,” “basic pH,” “low potassium,” “medium potassium,” “high potassium,” etc. From that, the association rules searching algorithm may find the rule “acidic pH” $\otimes$ “medium potassium” $\rightarrow$ “high grow rate”.

If the original numeric values were all measured precisely, then also membership degrees to the fuzzy sets would be precise and we obtain a precise confidence of that rule. On the other hand, if some measures were missing or if the measuring tool was imprecise, we might be given intervals of possible values instead of precise numbers, which may lead into intervals of possible membership degrees and also into imprecise confidence.

The rest of the paper is organized as follows: Section 2 recalls basic definitions from interval-valued fuzzy set theory. Section 3 introduces the reader into association rules and Section 4 generalizes association rules for interval-valued fuzzy sets. Section 5 concludes the paper.

### 2. PRELIMINARIES

The main goal of this section is to introduce a mathematical background that will be used for fuzzy association rules.

#### 2.1. Interval-Valued Fuzzy Sets

A fuzzy set [26] is defined as a mapping from a universe of discourse $U$ to a real interval $[0, 1]$, i.e. $F : U \rightarrow [0, 1]$. Unlike crisp sets, where an object fully belongs or does not belong to a set, fuzzy sets enable an object $u \in U$ to belong partially to the set $F$ in a degree $F(u)$. A fuzzy set $X$ is a subset of a fuzzy set $Y$, $X \subseteq Y$, if $X(u) \leq Y(u)$, for all $u \in U$. A size of a fuzzy set $X$ is $|X| = \sum_{u \in U} X(u)$.

Triangular norms (t-norms) are binary operations $\otimes : [0, 1] \times [0, 1] \rightarrow [0, 1]$, which fulfill the following axioms for each $x, y, z \in [0, 1]$:

- **T1** commutativity: $x \otimes y = y \otimes x$;
- **T2** associativity: $x \otimes (y \otimes z) = (x \otimes y) \otimes z$;
- **T3** monotonicity: $x \otimes y \leq x \otimes z$ whenever $y \leq z$;
- **T4** boundary condition: $1 \otimes x = x$.

T-norms have been mainly studied by Klement et al. [27] and later elaborated by many others. The most common examples of t-norms are

1. Gödel (minimum) t-norm: $\min\{x, y\}$,
2. Goguen (product) t-norm: $x \cdot y$,
3. Łukasiewicz t-norm: $\max\{0, x + y - 1\}$.

**Convention.** In the sequel, we will work with closed intervals $[x_1, x_2] \subseteq [0, 1]$. By $I$ we will denote the set of all closed intervals on $[0, 1]$, i.e., $I = \{(x_1, x_2) \mid x_1, x_2 \subseteq [0, 1]\}$. For $X = [x_1, x_2]$, the lower and upper bound will be respectively denoted with $[X]$, and $X$, i.e., $[X] = x_1$ and $[X] = x_2$.

An interval-valued fuzzy set $F$ on the universe $U$ is a mapping $F : U \rightarrow I$ assigning an interval from $I$ to any element from the universe $U$.

First of all, we start with a definition of the ordering $\leq I$ on $I$. Let $X, Y \in I$ then $X \leq I Y$ iff $X \cup I Y = Y$ (equivalently $X \cap I Y = X$), where

$$X \cup I Y = \left[\max\{X, [Y]\}, \max\{\{X\}, \{Y\}\}\right],$$

$$X \cap I Y = \left[\min\{X, [Y]\}, \min\{\{X\}, \{Y\}\}\right].$$

We continue with definitions of basic operations on $I$. We generalize this approach to interval fuzzy logic in definitions below which were introduced in [24,25].

A $t$-norm on $I$ is a binary operation $\otimes : I \times I \rightarrow I$, which satisfies the following axioms for each $X, Y, Z \in I$:

- (T1$_I$) commutativity: $X \otimes I Y = Y \otimes I X$;
- (T2$_I$) associativity: $X \otimes I (Y \otimes I Z) = (X \otimes I Y) \otimes I Z$;
- (T3$_I$) monotonicity: $X \otimes I Y \leq I X \otimes I Z$ whenever $Y \leq I Z$;
- (T4$_I$) boundary condition: $[1, 1] \otimes I X = X$.

**Theorem 1. (Representability [28])** Let $\otimes : [0, 1] \times [0, 1] \rightarrow [0, 1]$ be a t-norm. For $X, Y \in I$, we put

$$X \otimes I Y = \left[[X], [Y] \otimes I Y\right].$$

Then $\otimes$ is a t-norm on $I$.

**Proof.** Let $\otimes$ be a t-norm, hence $\otimes$ is commutative. Then obviously

$$X \otimes I Y = \left[[X], [Y], [X], [Y] \otimes I Y\right] =$$

$$= \left[[Y], [X], [Y], [X] \otimes I X\right] = Y \otimes I X,$$
so we see that $\otimes_f$ is commutative too. We can prove the associativity (T 2) and the boundary condition (T 4) in the similar way.

To prove the monotonicity (T 3), let us consider arbitrary $Y, Z \in I$ such that $Y \subseteq I$. By definition, $Y \cap I = Z$, which means that $\max\{\mathcal{Y}, \mathcal{Z}\} = \mathcal{Z}$ and $\max\{\mathcal{Y}, \mathcal{Z}\} = \mathcal{Z}$, i.e., $\mathcal{Y} \subseteq \mathcal{Z}$ and $\mathcal{Y} \subseteq \mathcal{Z}$. Since $\otimes$ is monotone, we can see that for any $X \in I$, $[X \otimes \mathcal{Y}] \subseteq [X \otimes \mathcal{Z}]$ and $[X \otimes \mathcal{Y}] \subseteq [X \otimes \mathcal{Z}]$, which is equivalent to $X \otimes Y \subseteq X \otimes Z$, which means that $X \otimes Z \subseteq X \otimes Z$, from which we can see the monotonicity of $\otimes_f$.

Convention. Whenever we will need to perform an operation between an element $a \in [0, 1]$ and an interval $X \in I$ (e.g., $a \otimes I X$) then we can promote the element $a$ to the interval $[a, a]$ so we can use the operation defined for intervals.

2.2. [Noninterval] Fuzzy Association Rules

Let $O = \{o_1, o_2, ..., o_n\}$, $n > 0$, be a finite set of abstract elements called objects and $A = \{a_1, a_2, ..., a_m\}$, $m > 0$, be a finite set of attributes. Within the association rules framework, a dataset $D$ is a mapping that assigns to each object $o \in O$ and attribute $a \in A$ a truth degree $D(a, o) \in [0, 1]$, which represents the intensity of assignment of attribute $a$ to object $o$. We also define
divide{(X, o) = \bigotimes_{a \in X} D(a, o)}
for each subset $X \subseteq A$ and a fixed t-norm $\otimes$.

Association rule is a formula $A \rightarrow C$, where $A \subseteq A$ is an antecedent and $C \subseteq A$ is a consequent. It is natural to assume $A \cap C = \emptyset$ and also $|C| = 1$.

As each combination of attributes in antecedent and consequent form a well-formed association rules, an important problem is to identify rules that are relevant to the given dataset $D$. So far, there exist a large number of measures of rule relevance. An overview can be found in [29]. Perhaps the most essential association rule quality measures are support and confidence, which may be defined as follows:

Let $A \rightarrow C$ be an association rule and $D$ be a dataset. Then
divide{\supp(A \rightarrow C) = \sum_{o \in O} D(A, o) \otimes D(C, o),
\conf(A \rightarrow C) = \frac{\sum_{o \in O} D(A, o) \otimes D(C, o)}{\sum_{o \in O} D(A, o)}.
}$

Example 2. Consider a dataset $D$ in Table 1. Here $O = \{o_1, ..., o_3\}$ are table rows and $A = \{a_1, ..., a_3\}$ are table columns. The numeric values in the table represent membership degrees $D(a, o)$, for $a \in A$ and $o \in O$. Let $A = \{a_1, a_2\}$ and let $\otimes$ be a Gödel (minimum) t-norm. Then $D(a_1, o_1) = \min[0.9, 1.0] = 0.9$, $D(a_2, o_2) = 0$, $D(a_3, o_3) = 0.8$ etc. Let $C = \{a_3\}$. The association rule $A \rightarrow C$, i.e., $\{a_1, a_2\} \rightarrow \{a_3\}$, has the following support and confidence:

\supp(A \rightarrow C) = 0.9 + 0 + 0.8 + 0 + 0 + 0 = 1.7,
\conf(A \rightarrow C) = 1.7/(0.9 + 0 + 0.8 + 0.1 + 0) \approx 0.94.

The mining process of the association rules starts with the generation of all association rules with antecedents of length one. Support measures are computed for all of the generated rules, and the generated rules, which exceed the user-defined minimum support threshold, serve as a basis for the longer rules. The process is based on the fact that the support is nonincreasing with respect to the extension of antecedents by the new attributes. The monotonicity of the support is often the basis for efficient association rules in mining algorithms. Rules that satisfy the minimum support condition are then subjected to a confidence evaluation. A rule with both support and confidence above the user-defined thresholds is considered interesting and it is included in the results. Details of the algorithm may be found in [30].

3. ASSOCIATION RULES ON INTERVAL-VALUED FUZZY SETS

In order to extend the association rules framework for data containing interval-valued membership degrees, one has to switch the range of membership degrees from $[0, 1]$ to $I$. In other words, dataset $D$ becomes a mapping such that $D(a, o) \in I$ for each $a \in A$ and each $o \in O$. Similarly to (1), we define
divide{D(X, o) = D(x_1, o) \otimes_D D(x_2, o) \otimes_I \cdots \otimes_D D(x_n, o),
}$
for $X = \{x_1, x_2, ..., x_n\} \subseteq A$ and a fixed t-norm $\otimes_D$ on $I$.

For interval-valued membership degrees, the support and confidence of an association rule cannot be computed directly as in (2). Note that the interval membership degrees represent a partial knowledge—the exact membership degree is only known to be from the given interval. Therefore, the rule’s support and confidence must also be represented as an interval. Although the evaluation of support is quite straightforward, the computation of the lower and upper bounds for confidence is an optimization problem that involves finding the exact values of the membership degrees such that the resulting confidence is minimal or maximal. To formalize this problem mathematically, we introduce the notion of a possible world as follows.

Definition 1. Let $D$ be a dataset that assigns an interval of truth values to each pair $(a, o)$ of attribute $a \in A$ and object $o \in O$, i.e., $D(a, o) \in I$. A possible world of the dataset $D$ is a mapping $w_D : A \times O \rightarrow [0, 1]$ such that $w(a, o) = D(a, o)$ for each $a \in A$, $o \in O$. A class of all such mappings $w_D$ will be denoted by $W_D$.

Convention. For the sake of simplicity, we omit the subscript $D$ in $w_D$ and $W_D$, if $D$ is evident from the context. Moreover, we put $w(a, o) = \otimes_{a \in A} w(a, o)$, for any $A \subseteq A$.

Example 3. Table 2 shows a dataset $D$ with interval-valued fuzzy membership degrees, from which we can see, e.g., $D(a_1, o_3) =$
In the following subsections, we generalize the quality measures valued data. We also propose efficient algorithms for their computation.

We first need to define the interval-valued support of \( w \). Let \( w \) be an interval-valued dataset from Table 2. Another possible world is, e.g., \( w = [0.5, 0.9] \). As one can see, Table 1 may be viewed as a possible world of the interval-valued data. We also propose efficient algorithms for their computation and prove their correctness.

### 3.1. The Support

In this section, a generalization of an association rule’s support for interval-valued data is provided. A subsequent theorem gives a hint for a rather straightforward way of computation.

**Definition 2.** Let \( D \) be a dataset, let us have a rule \( A \rightarrow C \) and let \( \otimes \) be a t-norm. Then the support of \( A \rightarrow C \) on a possible world \( w \in W \) is

\[
\text{supp}_{\otimes}^{A \rightarrow C}(w) = \sum_{o \in \Theta} w(A, o) \otimes w(C, o).
\]

The interval-valued support of \( A \rightarrow C \) in the dataset \( D \) is

\[
\text{supp}_{\otimes}(A \rightarrow C) = [\text{supp}_1, \text{supp}_2],
\]

with such maximal \( \text{supp}_1 \) and minimal \( \text{supp}_2 \) that

\[
\forall w \in W : \text{supp}_1 \leq \text{supp}_{\otimes}^{A \rightarrow C}(w) \leq \text{supp}_2.
\]

For simplicity, we omit the superscript and write only \( \text{supp}_{\otimes}(w) \) because the rule \( A \rightarrow C \) is fixed throughout the paper. Obviously, \( \text{supp}_{\otimes}(w) \in [0, \Theta] \).

As stated in the subsequent theorem, finding the boundaries \( \text{supp}_1 \) and \( \text{supp}_2 \) is quite straightforward.

**Theorem 2.** Let us have a rule \( A \rightarrow C \) and let \( D \) be a (interval-valued) dataset. Let \( w_1, w_2 \in W \) such that for each \( o \in \Theta \),

\[
w_1(A, o) = |D(A, o)|, w_1(C, o) = |D(C, o)|,
\]

\[
w_2(A, o) = |D(A, o)|, w_2(C, o) = |D(C, o)|.
\]

Then for any t-norm \( \otimes \), \( \text{supp}_{\otimes}(A \rightarrow C) = [\text{supp}_1, \text{supp}_2] \), where \( \text{supp}_1 = \text{supp}_{\otimes}(w_1) \) and \( \text{supp}_2 = \text{supp}_{\otimes}(w_2) \).

**Proof.** The proof evidently follows from the monotonicity of the t-norm \( \otimes \).

Example 4. Let \( \otimes \) be Gödel min t-norm. Accordingly to Theorem 2, the support of rule \( \{a_1, a_2\} \rightarrow \{a_3\} \) in Table 2 can be obtained by evaluating the support of two possible worlds: \( w_1 \) of lower bounds and \( w_2 \) of upper bounds.

\[
\text{supp}_{\otimes}(A \rightarrow C) \geq \text{supp}_{\otimes}((A \cup \{a\}) \rightarrow C).
\]

**Theorem 3.** Let \( A \rightarrow C \) be a rule, \( A, C \subseteq A \), let \( a \in A \) be an attribute, \( a \not\in A \cup C \), and let \( D \) be a dataset. Then for arbitrary t-norm \( \otimes \),

\[
\text{supp}_{\otimes}(A \rightarrow C) \geq \text{supp}_{\otimes}((A \cup \{a\}) \rightarrow C).
\]

**Proof.** Note that accordingly to Theorem 2,

\[
\text{supp}_{\otimes}(A \rightarrow C) = \sum_{o \in \Theta} [D(A, o)] \otimes [D(C, o)],
\]

\[
\text{supp}_{\otimes}((A \cup \{a\}) \rightarrow C) = \sum_{o \in \Theta} [D(A, o)] \otimes [D(C, o)].
\]

(Antilogous equations hold for upper bounds of the support.) Since \( \otimes \) is monotone, we can immediately see that inequality (3) holds.

Theorem 3 says that with extension of rule’s antecedent by a new attribute, the rule’s support is not increasing. As discussed in Section 2.2, such property of the support is important for association rules searching algorithms. Theorem 3 allows us to use, e.g., the Agrawal’s Apriori algorithm [30] to search also for association rules on interval-valued data by constraining the support with user-defined minSupp threshold, e.g., as follows:

\[
\text{supp}_{\otimes}(A \rightarrow C) \geq \text{minSupp};
\]

\[
\text{supp}_{\otimes}(A \rightarrow C) \geq \text{minSupp} \text{ or}
\]

\[
\frac{1}{2} \left( [\text{supp}_{\otimes}(A \rightarrow C)] + [\text{supp}_{\otimes}(A \rightarrow C)] \right) \geq \text{minSupp}.
\]

### 3.2. The Confidence

The objective of this section is to provide an algorithm computing the association rule’s confidence in the interval-valued data. The problem is analyzed from the perspective of possible worlds (see Definition 1).

First, the setting of \( w(C, o) \in D(C, o) \) that yields the minimum or maximum confidence is discussed. After that, the setting of \( w(A, o) \in D(A, o) \) is analyzed separately with respect to the Gödel (minimum), Goguen (product) and Łukasiewicz t-norms, and the potential solutions from the interval \( D(A, o) \) are identified. It is shown, that for each \( o \in \Theta \), at most two \( w(A, o) \) suspicious points exist that need to be examined in the search for the extreme confidence. (The combination of those points is called the suspicious world). After that, an efficient algorithm (Algorithm 1) is presented that solves the optimization sub-problem, which is later used to find the extreme confidence (minimum or maximum) based on the suspicious points (Algorithms 2, 3 and 4).
Lemma 11. The input arguments $D$, $H$ are assumed to be real numbers, $H \neq 0$ and input arguments $g$ and $h$ are assumed to be vectors of length $n$, $g = (g_1, ..., g_n)$, $h = (h_1, ..., h_n)$, $h_i \neq 0$.

Algorithm 1: An algorithm for searching for $F(I_{\text{min}})$, as introduced in Lemma 11. The input arguments $G$, $H$ are assumed to be real numbers, $H \neq 0$ and input arguments $g$ and $h$ are assumed to be vectors of length $n, g = (g_1, ..., g_n)$, $h = (h_1, ..., h_n), h_i \neq 0$.

```plaintext
function (FracMinim) $(G, H, g, h)$
    heap ← new empty min-heap
    for all $i \in \{1, ..., n\}$ do
        push $h_i$ into heap
    end for
    while heap is not empty do
        pop a minimal element $a \geq b$ from heap
        if $a < G$ then
            $b ← h \vee G + a$
            $H ← H + b$
        else
            break the while loop
        end if
    end while
    return $G$
end function
```

Algorithm 2: The computation of $\text{conf}_\ominus(A \rightarrow C)$ on the dataset $D$

```plaintext
function (Confidence) $\ominus(D, A, C)$
    $G, G', H ← 0$
    $g, g', h ←$ new empty vector
    for all $o \in \mathcal{O}$ do
        $al ← [D(A, o)], ah ← [D(A, o)]$
        $cl ← [D(C, o)], ch ← [D(C, o)]$
        $G ← G + al \cdot cl$
        $G' ← G' + al \cdot ch$
        $H ← H + al$
        if $al \neq ah$ then
            append $(ah \cdot cl - al \cdot cl)$ to $g$
            append $(ah \cdot ch - al \cdot ch)$ to $g'$
            append $(ah - al)$ to $h$
        end if
    end for
    $lo ← \text{FracMinim} (G, H, g, h)$
    $hi ← \text{FracMinim} (-G', H, -g', h)$
    return $[lo, hi]$
end function
```

Definition 3. Let $D$ be a dataset, let us have a rule $A \rightarrow C$ and let $w \in W$ such that $w(A, o) \neq 0$ for some $o \in \mathcal{O}$. Let $\ominus$ be a t-norm. Then the confidence of $A \rightarrow C$ in a possible world $w$ is

$$
\text{conf}_\ominus(A \rightarrow C)(w) = \frac{\sum_{o \in \mathcal{O}} w(A, o) \ominus w(C, o)}{\sum_{o \in \mathcal{O}} w(A, o)}. 
$$

(4)

The interval-valued confidence of $A \rightarrow C$ in the dataset $D$ is

$$
\text{conf}_{\ominus}(A \rightarrow C) = [\text{conf}_1, \text{conf}_2],
$$

with such maximal $\text{conf}_1$ and minimal $\text{conf}_2$ that

$$
\forall w \in W : \text{conf}_1 \leq \text{conf}_\ominus(A \rightarrow C)(w) \leq \text{conf}_2.
$$

Example 5. Let $D$ be a dataset as in Table 2 and $\ominus$ be Goguen product t-norm. Let $A = \{a_1, a_2\}$ and $C = \{c_1\}$. Let us define three possible worlds, $w_1, w_2, w_3$ by taking the lower bounds for $C$ and lower bound for $A$ ($w_1$), upper bound for $A$ ($w_2$) and purposely mixed bounds for $A$ ($w_3$). Please see Table 3 and compare it with Table 2. However, neither a selection of lower bounds as in $w_1$ nor upper bounds as in $w_2$ yield in a minimum confidence of a rule $A \rightarrow C$ possible to obtain from $D$. The minimum confidence is reached for the world $w_3$: $\text{conf}_\ominus(A \rightarrow C)(w_1) \approx 0.86$, $\text{conf}_\ominus(A \rightarrow C)(w_2) \approx 0.74$, $\text{conf}_\ominus(A \rightarrow C)(w_3) \approx 0.67$.

As can be seen from the example, finding boundaries $\text{conf}_1$ and $\text{conf}_2$ of the confidence of the association rule $A \rightarrow C$ is not as straightforward as for the support. It is an optimization problem, which is equivalent to finding global extremes (minima and maxima) of function (4), i.e., to finding such worlds that yield minimal (resp. maximal) possible confidence.

Worlds $w \in W$ with optimal values of $w(C, o)$ can be obtained accordingly to the following lemma.

Lemma 4. Let $A \rightarrow C$ be a rule, $D$ be a dataset, $W_1, W_2 \subseteq W$ such that

$$
W_1 = \{w \mid w(C, o) = [D(C, o)], \forall o \in \mathcal{O}\},
$$

$$
W_2 = \{w \mid w(C, o) = [D(C, o)], \forall o \in \mathcal{O}\}
$$


Three possible worlds for dataset $D$ in Table 2. $w_1$ takes lower bounds for $A$, $w_2$ takes upper bounds for $A$, and $w_3$ is mixed so that it yields the minimum confidence of rule $A \rightarrow C$ that can be obtained from $D$.

|   | $w_1$  | $w_2$  | $w_3$  |
|---|--------|--------|--------|
| $A$ | $C$    | $A$    | $C$    |
| $d_1$ | 0.9    | 0.8    | 1.0    |
| $d_2$ | 0.0    | 0.1    | 0.35   |
| $d_3$ | 0.4    | 1.0    | 0.9    |
| $d_4$ | 0.0    | 0.0    | 0.09   |
| $d_5$ | 0.0    | 0.2    | 0.0    |

Proof. The proof evidently follows from the monotonicity of the t-norm.

Lemma 5 provides a general framework for finding the points suspicious of extremum for arbitrary t-norm $\otimes$. Below we examine suspicious points for the most commonly used t-norms: Goguen product ($\otimes$), Gödel minimum (min) and Łukasiewicz ($\otimes$).

Lemma 6. (Suspicious worlds related to product t-norm) Let $A \rightarrow C$ be a rule and $D$ be a dataset. Let

$$P = \{w \in W \mid \forall o \in \mathcal{O} : w(A, o) \in \{[D(A, o)], [D(A, o)]\}\}.$$ 

Then there exist $w_1, w_2 \in P$ such that

$$\text{conf}_D(A \rightarrow C) = \text{conf}_D(w_1) \quad \text{and} \quad \text{conf}_D(A \rightarrow C) = \text{conf}_D(w_2).$$

Proof. For $w \in W, \text{conf}_D(w)$ can be viewed as a function $f$ in (5). If we put $t_i(x_i) = x_i \otimes w(C, o_i)$, where $w(C, o_i)$ is fixed accordingly to Lemma 4, we obtain from equation (6) of Lemma 5 the following equality:

$$\frac{df}{dx_j}(x_j) = w(C, o_j) \quad \text{and} \quad \text{Conf}_D(A \rightarrow C) = \sum_{i=1}^n t_i(x_i).$$
Since ∩ is simply the product, the equation above can be further simplified to
\[ w(C, o_j) \sum_{i=1}^{n} x_i = \sum_{i=1}^{n} x_i \cdot w(C, o_i), \quad (9) \]
\[ w(C, o_j)x_j + w(C, o_j) \sum_{i \neq j} x_i = x_j \cdot w(C, o_j) \]
\[ + \sum_{i \neq j} x_i \cdot w(C, o_i), \]
\[ w(C, o_j) = \frac{\sum_{i=1}^{n} x_i \cdot w(C, o_i)}{\sum_{i=1}^{n} x_i}. \]

So, the partial derivative \( \frac{\partial y}{\partial x_j} \) is equal to zero for all \( x_j \in D(A, o_j) \) if (9) holds. In other words, the local extreme either does not exist (if (9) is not fulfilled) or the extreme is at any point \( x_j \in D(A, o_j) \) (if (9) holds). It means that the function is monotonic with respect to \( x_j \). In each case, the global extreme of \( \text{conf}(w) \) is thus reached if \( w(A, o_j) \) is equal to either lower or upper bound of the interval \( D(A, o_j) \), i.e., \( [D(A, o_j)] \) or \( [D(C, o_j)] \).

**Example 6.** Consider data from Example 3 and Table 2. Naturally, there exists an infinite number of possible worlds that are represented by that interval-valued data. However, if we are searching for worlds with minimum or maximum confidence of the rule \( A \rightarrow C \), \( A = \{a_1, a_2\} \), \( C = \{a_3\} \), and product t-norm is used for computations, there exists, accordingly to Lemmas 4 and 6, a finite set \( P \) of possible worlds, which contains both extreme worlds. Any combination of values of suspicious points from Table 4 is a possible world from the set \( P \). As can be seen, \(|P| = 64\).  

**Definition 4.** **(Closest element)** A function closest : \( I \times [0, 1] \rightarrow [0, 1] \) is defined as
\[ \text{closest}(X, y) = \begin{cases} [X], & \text{if } [X] < y, \\ [X], & \text{if } [X] = y, \\ y, & \text{otherwise,} \end{cases} \]
for \( X \in I \) and \( y \in [0, 1] \).

In other words, closest(\( X, y \)) finds an element from interval \( X \) that is the closest to \( y \).

**Table 4** Sets of suspicious points for rule \( A \rightarrow C \) from Example 3, if the product t-norm is being used.

|        | Lower conf. | Upper conf. |
|--------|-------------|-------------|
|        | \( A \)     | \( C \)     | \( A \)     | \( C \)     |
| \( o_1 \) | \( [0.9, 1.0] \) | \( [0.8] \) | \( [0.9, 1.0] \) | \( [0.9] \) |
| \( o_2 \) | \( [0.0, 0.35] \) | \( [0.1] \) | \( [0.0, 0.35] \) | \( [0.1] \) |
| \( o_3 \) | \( [0.4, 0.9] \) | \( [1.0] \) | \( [0.4, 0.9] \) | \( [1.0] \) |
| \( o_4 \) | \( [0.0, 0.09] \) | \( [0.0] \) | \( [0.0, 0.09] \) | \( [0.0] \) |
| \( o_5 \) | \( [0.0] \) | \( [0.2] \) | \( [0.0] \) | \( [1.0] \) |

**Lemma 7.** **(Suspicious worlds related to minimum t-norm)** Let \( A \rightarrow C \) be a rule and \( D \) be a dataset. Let
\[ M = \{ w \mid \forall o \in O : w(A, o) \in \alpha_o \}, \]
where
\[ \alpha_o = \begin{cases} \{ [D(A, o)] \}, & \text{if } [D(A, o)] \leq [D(C, o)], \\ \{ [D(A, o)] \}, & \text{if } [D(A, o)] \geq [D(C, o)], \\ \{ [D(A, o)] \}, & \text{otherwise.} \end{cases} \]
Then there exists \( w_1 \in M \) such that \( \text{conf}_{\min}(A \rightarrow C) = \text{conf}_{\min}(w_1) \).

Let \( w_2 \in W \) such that
\[ w_2(A, o) = \text{closest}(D(A, o), [D(C, o)]). \]
Then \( \text{conf}_{\min}(A \rightarrow C) = \text{conf}_{\min}(w_2) \).

**Proof.** For confidence based on minimum t-norm, we can continue similarly as in previous Lemma 6. In this case, we put \( t_j(x_j) = \min(x_j, w(C, o_j)) \), for \( w(C, o_j) \) again fixed accordingly to Lemma 4. From (6) of Lemma 5 we obtain
\[ \frac{dt_j}{dx_j}(x_j) = \frac{\sum_{i=1}^{n} \min(x_i, w(C, o_j))}{\sum_{i=1}^{n} x_i}, \quad \forall j \in \{1, \ldots, |O|\}. \]

The derivative of \( \min(x_j, w(C, o_j)) \) does not exist for \( x_j = w(C, o_j) \). The derivative equals 1 for \( x_j < w(C, o_j) \), and 0 for \( x_j > w(C, o_j) \).

We can deduce from inequalities (7) and (8) that the confidence is increasing with respect to \( x_j \) for \( x_j \leq w(C, o_j) \) and decreasing with respect to \( x_j \) for \( x_j \geq w(C, o_j) \). From that, we can deduce the following values for \( w(A, o) \):

- if \( [D(A, o)] \leq [D(C, o)] \), the confidence is increasing on the whole \( D(A, o) \) interval. Therefore, \( [D(A, o)] \) is the point of global minimum;
- if \( [D(A, o)] \geq [D(C, o)] \), the confidence is decreasing on the whole \( D(A, o) \) interval. Therefore, \( [D(A, o)] \) is the point of global minimum;
- otherwise, the global minimum is reached either for \( [D(A, o)] \) or \( [D(C, o)] \).

Similarly,

- if \( [D(A, o)] \leq [D(C, o)] \), the confidence is increasing on the whole \( D(A, o) \) interval. Therefore, \( [D(A, o)] \) is the point of global maximum;
- if \( [D(A, o)] \geq [D(C, o)] \), the confidence is decreasing on the whole \( D(A, o) \) interval. Therefore, \( [D(A, o)] \) is the point of global maximum;
- otherwise, the global maximum is reached for \( [D(C, o)] \).

**Example 7.** Consider data from Example 3 and Table 2 and minimum t-norm. Accordingly, there are only two possible worlds that are candidates for a lower bound of the confidence of rule \( A \rightarrow C \). The upper bound of the confidence is given by the world \( w_2 \) – see Table 5.
Lemma 8. (Suspicous worlds related to Łukasiewicz t-norm) Let $A \rightarrow C$ and $D$ be a dataset. Let $w_1 \in W$ such that

$$w_1(A, o) = \text{closest}(D(A, o), 1 - [D(C, o)]).$$

Then $\text{conf}_{\omega_1}(A \rightarrow C) = \text{conf}_{\omega_1}(w_1)$. Let

$$L = \{w \mid \forall o \in \Omega : w(A, o) \in \alpha_o\},$$

where

$$\alpha_o = \begin{cases} 
[D(A, o)], & \text{if } [D(A, o)] \leq 1 - [D(C, o)], \\
[D(A, o)], & \text{if } [D(A, o)] \geq 1 - [D(C, o)], \\
\{D(A, o), [D(A, o)]\}, & \text{otherwise}.
\end{cases}$$

Then there exists $w_2 \in L$ such that $\text{conf}_{\omega_1}(A \rightarrow C) = \text{conf}_{\omega_1}(w_2)$.

Proof. By setting $w(C, o_j)$ fixed accordingly to Lemma 4 and by putting $t_j(x_j) = x_j \otimes w(C, o_j) = \text{max}(0, x_j + w(C, o_j) - 1)$, we obtain from (6) of Lemma 5, for all $j \in \{1, \ldots, |\Omega|\}:

$$\frac{d}{dx_j}(x_j) = \frac{\text{max}(0, x_j + w(C, o_j) - 1)}{\sum_{i=1}^{n} \text{max}(0, x_i + w(C, o_i) - 1)} - x_j.$$}

The derivative of $\text{max}(0, x_j + w(C, o_j) - 1)$ does not exist for $x_j = 1 - w(C, o_j)$. The derivative equals 0 (for $x_j < 1 - w(C, o_j)$), and 1 (for $x_j > 1 - w(C, o_j)$).

We can deduce from inequalities (7) and (8) that the confidence is decreasing with respect to $x_j$ for $x_j \leq 1 - w(C, o_j)$ and increasing with respect to $x_j$ for $x_j \geq 1 - w(C, o_j)$. From that, we can deduce the following values for $w(A, o)$:

- if $[D(A, o)] \leq 1 - [D(C, o)]$, the confidence is decreasing on the whole $D(A, o)$ interval. Therefore, $[D(A, o)]$ is the point of global minimum;
- if $[D(A, o)] \geq 1 - [D(C, o)]$, the confidence is increasing on the whole $D(A, o)$ interval. Therefore, $[D(A, o)]$ is the point of global minimum;
- otherwise, the global minimum is reached for $1 - [D(C, o)]$.

Similarly,

- if $[D(A, o)] \leq 1 - [D(C, o)]$, the confidence is decreasing on the whole $D(A, o)$ interval. Therefore, $[D(A, o)]$ is the point of global maximum;
- otherwise, the global maximum is reached for $1 - [D(C, o)]$.

Example 8. Consider data from Example 3 and Table 2 and minimum t-norm. Accordingly to Lemmas 4 and 8, there exists a single possible world that is a candidate for a lower, and a different single possible world that is a candidate for the upper bound of the confidence of rule $A \rightarrow C$ – see Table 6.

Lemmas 6–8 identify the points that are suspected to be global extremes for each object $o \in \Omega$. Recall that for each examined t-norm, there are at most two suspicious alternative values that could be extreme for each $o \in \Omega = \{o_1, \ldots, o_5\}$. The core of the problem of finding the global extremes lies in selecting the correct value from these alternatives. The subsequent lemma transforms the problem to search for a set of indices $I = \{1, \ldots, n\}$, for which the objects $o_i$ pick the greatest suspicious value.

Lemma 9. Let $\Omega = \{o_1, \ldots, o_n, \ldots, o_n\}$ be a set of objects, $n' \leq n$. Then $\lceil D(A, o) \rceil$, $\lfloor D(A, o) \rfloor$, $\mathcal{C}$ be a t-norm, $A \rightarrow C$ be a rule and $D$ be a dataset. Let us have a set $R$ of possible worlds,

$$R = \{w \mid \forall o_i \in \Omega : w(A, o_i) \in \alpha_i \land w(C, o_i) = c_i\},$$

where

$$\alpha_i = \begin{cases} \{a'_i, a''_i\} & \text{for } i \in \{1, \ldots, n'\}, \\
\{a'_i\} & \text{for } i \in \{n' + 1, \ldots, n\},
\end{cases}$$

and $\min[\text{conf}_{\omega}(w) | w \in R] = F(I_{\min})$, \max[\text{conf}_{\omega}(w) | w \in R] = F(I_{\max})$, where

$$F(I) = \frac{G + \sum_{i=1}^{n} \mathcal{G}_i}{H + \sum_{i=1}^{n} \mathcal{H}_i}, \quad I \subseteq \{1, \ldots, n'\}.$$}

and where

$$G = \sum_{i=1}^{n} a'_i \otimes c_i,$$

$$H = \sum_{i=1}^{n} a'_i,$$

$$\mathcal{G}_i = a''_i \otimes c_i - a'_i \otimes c_i,$$

$$\mathcal{H}_i = a''_i - a'_i.$$}

Table 5 | Sets of suspicious points for rule $A \rightarrow C$ from Example 3, if the minimum t-norm is being used.

| $M$ | $w_2$ |
|-----|-----|
| $A$ | $C$ | $A$ | $C$ |
| $o_1$ | [1.0] | [0.8] | [0.9] | [0.9] |
| $o_2$ | [0.0, 0.35] | [0.1] | [0.1] | [0.1] |
| $o_3$ | [0.4] | [1.0] | [0.9] | [1.0] |
| $o_4$ | [0.09] | [0.0] | [0.0] | [0.0] |
| $o_5$ | [0.0] | [0.2] | [0.0] | [1.0] |

Table 6 | Sets of suspicious points for rule $A \rightarrow C$ from Example 3, if the Łukasiewicz t-norm is being used.

| $w_1$ | $L$ |
|-------|-----|
| $A$ | $C$ | $A$ | $C$ |
| $o_1$ | [0.09] | [0.8] | [1.0] | [0.9] |
| $o_2$ | [0.35] | [0.1] | [0.0] | [0.1] |
| $o_3$ | [0.4] | [1.0] | [0.9] | [1.0] |
| $o_4$ | [0.09] | [0.0] | [0.0] | [0.0] |
| $o_5$ | [0.0] | [0.2] | [0.0] | [1.0] |
and $I_{\min}, I_{\max} \subseteq \{1, \ldots, n^\prime\}$ such that for all $I \subseteq \{1, \ldots, n^\prime\}$,
\[
F(I_{\min}) \leq F(I) \leq F(I_{\max}).
\]

**Proof.** Let $w \in R$ and let $I = \{i \mid w(A, o_i) = a''\}$. Then
\[
\text{conf}_{w}(w) = \frac{\sum_{o_i \in I} w(A, o_i) \otimes w(C, o_i)}{\sum_{o_i \in I} w(A, o_i)}
= \frac{\sum_{i \in I} a'' \otimes c_j + \sum_{i \in I} a'' \otimes c_j}{\sum_{i \in I} a'' \otimes c_j + \sum_{i \in I} a'' \otimes c_j}
= \frac{\sum_{i=1}^{n} a'' \otimes c_j + \sum_{i \in I} (a'' \otimes c_j - a'' \otimes c_j)}{H + \sum_{i \in I} h_i}
= \frac{G + \sum_{i \in I} g_i}{H + \sum_{i \in I} h_i} = F(I).
\]

**Lemma 10.** Let $G, H, g, h \in \mathbb{R}, H > 0$. If $\frac{G}{H} \leq \frac{g}{h}$ then $\frac{G}{H} \leq \frac{g}{h}$. By substituting that $G$ into $G+\frac{G}{H}h$ we obtain
\[
\frac{G}{H} \leq \frac{G+g}{H+h} \leq \frac{G+g}{H+h},
\]
which yields $\frac{G}{H} \leq \frac{G+g}{H+h}$. The second inequality can be proven analogously.

**Lemma 11.** Let $G, H, h \in \mathbb{R}, H > 0$, let $g_i, h_i \in \mathbb{R}, h_i > 0$, for all $i \in \{1, \ldots, n\}$, and let
\[
F(I) = \frac{G + \sum_{i \in I} g_i}{H + \sum_{i \in I} h_i}, \quad I \subseteq \{1, \ldots, n\}. \tag{11}
\]
Moreover, let $I_{\min}, I_{\max} \subseteq \{1, \ldots, n\}$ such that for all $I \subseteq \{1, \ldots, n\}$,
\[
F(I_{\min}) \leq F(I) \leq F(I_{\max}). \tag{12}
\]
Then $\frac{G}{H} \leq F(I_{\min})$ implies $j \in I_{\min}$ and $\frac{G}{H} \geq F(I_{\max})$ implies $j \notin I_{\min}$. Similarly, $\frac{G}{H} > F(I_{\min})$ implies $j \in I_{\max}$ and $\frac{G}{H} \geq F(I_{\max})$ implies $j \notin I_{\max}$.

**Proof.** Let us prove only the first implication, i.e., $\frac{G}{H} \leq F(I_{\min})$ implies $j \in I_{\min}$. (The other implications can be proven analogously.) Assume to the contrary that $\frac{G}{H} \leq F(I_{\min})$ and $j \notin I_{\min}$. Let $G' = G + \sum_{i \in I_{\min}} g_i$ and $H' = H + \sum_{i \in I_{\min}} h_i$. Then $F(I_{\min}) = \frac{G'}{H'} > \frac{G}{H}$. According to Lemma 10, it is evident that
\[
F(I_{\min}) = \frac{G'}{H'} \geq \frac{G' + g_j}{H' + h_j} = F(I_{\min} \cup \{j\}),
\]
which yields that $F(I_{\min})$ is not minimal, which is a contradiction.

Next, we present the FracMINIM algorithm that searches for $F(I_{\min})$ (see Algorithm 1). The algorithm uses the so-called minimum heap (min-heap), which is a data structure that allows us to effectively obtain the smallest element of the set of stored values. The algorithm first puts all $\frac{G}{H}$ into the heap and then iteratively pops the elements in ascending order from the smallest. Such approach is functionally equivalent to iterating through the collection of values sorted in ascending order by $\frac{g}{h}$. The benefit of using the heap instead of a sorted collection is that a heap has a better time complexity as the elements that are never popped from the heap never need to be fully ordered.

**Lemma 12.** Let $G, H \in \mathbb{R}, H > 0$, let $g, h$ be vectors of real numbers, i.e., $g = (g_1, \ldots, g_n)$, $h = (h_1, \ldots, h_n)$, where $g_i, h_i \in \mathbb{R}$, $h_i > 0$ for all $i \in \{1, \ldots, n\}$. Then the call FracMINIM $(G, H, g, h)$, as defined in Algorithm 1, returns $F(I_{\min})$ as in (12).

**Proof.** We are going to prove this lemma inductively by proving a simultaneous validity of the following statements:

(a) if $\frac{G}{H} \geq \frac{g}{h}$ for all $i \in \{1, \ldots, n\}$ then FracMINIM $(G, H, g, h) = F(I_{\min})$; and

(b) let $j \in \{1, \ldots, n\}$ such that $\frac{G}{H} \leq \frac{g}{h}$ for all $i \in \{1, \ldots, n\}$; if $\frac{G}{H} \leq \frac{g}{h}$ then FracMINIM $(G, H, g, h) = (G', H', g', h')$ where $G' = G + g_j$, $H' = H + h_j$, $g' = (g_1, \ldots, g_j-1, g_j+1, \ldots, g_n)$, $h' = (h_1, \ldots, h_j-1, h_j+1, \ldots, h_n)$.

Ad (a): Let $\frac{G}{H} \geq \frac{g}{h}$ for all $i \in \{1, \ldots, n\}$, possibly also $n$ may be equal to 0, then obviously the Algorithm 1 returns $\frac{G}{H}$. A proof is needed that $\frac{G}{H}$ is the correct value for $F(I_{\min})$. Assume to the contrary that $F(I_{\min}) < \frac{G}{H}$. Then from the definition of $F(I)$ in (11) obviously follows that $I_{\min} \neq \emptyset$. On the other hand, it follows from assumptions $\frac{G}{H} \geq \frac{g}{h}$ and from Lemma 11 that $i \notin I_{\min}$ for all $i \in \{1, \ldots, n\}$, which is in contradiction with $I_{\min} \neq \emptyset$.

Ad (b): Without loss of generality, let us assume the vectors $g$ and $h$ to be indexed according to the ascending order of values $\frac{G}{H}$, i.e., $\frac{G}{h_1} \leq \frac{G}{h_2} \leq \cdots \leq \frac{G}{h_n}$. Now, let $j \in \{1, \ldots, n\}$ such that $\frac{G}{H} \leq \frac{G_j}{h_j}$ for all $i \in \{1, \ldots, n\}$ and let $k = \left\lfloor \frac{i - \frac{G_j}{h_j}}{\frac{G_j}{h_j}} \right\rfloor$, i.e., $k$ is the number of equally smallest fractions. If $k = 1$ then obviously also $j = 1$ and calls FracMINIM $(G, H, g, h)$ and FracMINIM $(G', H', g', h')$ return evidently the same result. If $k > 1$ then $j \in \{1, \ldots, k\}$ and it is clear that the call FracMINIM $(G, H, g, h)$ will process at least all first $k$ elements from the vectors $g$ and $h$, i.e., after $k$ steps of the “while” loop, the variables $G$ and $H$ become incremented by $\sum_{i=1}^{k} g_i$ and $\sum_{i=1}^{k} h_i$, respectively. This is due the fact that $\frac{G}{H} \geq \frac{G_k}{H_k}$ implies accordingly to Lemma 10 that $\frac{G}{H} < \frac{G+k}{H+k}$. Hence, the “if” condition inside of the “while” loop remains true for all first $k$ fractions in the heap. Then obviously, the call FracMINIM $(G', H', g', h')$ will surely process all first $k - 1$ fractions and thus increment $G'$ and $H'$ by $\sum_{i=1}^{k-1} g'_{i} = \sum_{i=1}^{k-1} g_i$ and $\sum_{i=1}^{k-1} h'_{i} = \sum_{i=1}^{k-1} h_i$. 


respectively. This proves \textsc{FracMinim} \((G, H, g, h) = \textsc{FracMinim} \((G', H', g', h')\).

**Corollary 13.** Let \(G, H \in \mathbb{R}, H > 0\), let \(g = (g_1, \ldots, g_n)\), \(h = (h_1, \ldots, h_n)\), where \(g_i, h_i \in \mathbb{R}, h_i > 0\), for all \(i \in \{1, \ldots, n\}\). Then the call of the function \textsc{FracMinim} \((-G, H, -g, h)\), as defined in Algorithm 1, returns \(-F(I_{\text{max}})\) for \(F(I)\) as in (11) and \(l_{\text{max}}\) as in (12).

**Proof.** The call of \textsc{FracMinim} \((-G, H, -g, h)\) searches for \(F'(I'_{\text{min}})\), where

\[
F(I) = \frac{-G + \sum_{i \in \mathcal{I}} g_i}{H + \sum_{i \in \mathcal{I}} h_i} = \frac{-G + \sum_{i \in \mathcal{I}} g_i}{H + \sum_{i \in \mathcal{I}} h_i} = -F(I),
\]

for \(F(I)\) as in (11) and where for all \(I \subseteq \{1, \ldots, n\}\)
\[
F'(I'_{\text{min}}) \leq F'(I) = -F(I) \leq F'(I'_{\text{max}}).
\]

Hence, \(-F'(I'_{\text{min}})\) is the highest bound of \(F(I)\), and therefore, \(-F'(I'_{\text{min}}) = F(I_{\text{max}})\).

**Theorem 14.** Let \(D\) be a dataset and \(A \rightarrow C\) be an association rule. Then the call of function \textsc{Confidence} \(\circ (D, A, C)\), as defined in Algorithm 2, returns \(\text{conf}_\circ (A \rightarrow C)\).

**Proof.** Algorithm 2 prepares arguments for calls of \textsc{FracMinim}. Namely, variables \(G, G', H\) and vectors \(g, g', h\) are initialized as follows (where \(\mathcal{O} = \{o_1, \ldots, o_n\}\)):

\[
G = \sum_{i=1}^{n} [D(A, o_i)] \cdot [D(C, o_i)],
\]

\[
G' = \sum_{i=1}^{n} [D(A, o_i)] \cdot [D(C, o_i)],
\]

\[
H = \sum_{i=1}^{n} [D(A, o_i)],
\]

\[
g = \left(g_i\right)_{i=1, g_i \neq 0} \quad \text{where} \quad g_i = [D(A, o_i)] \cdot [D(C, o_i)]
\]

\[
g' = \left(g'_i\right)_{i=1, g'_i \neq 0} \quad \text{where} \quad g'_i = [D(A, o_i)] \cdot [D(C, o_i)]
\]

\[
h = (h_i)_{i=1, h_i \neq 0} \quad \text{where} \quad h_i = [D(A, o_i)]
\]

\[
- [D(A, o_i)]
\]

Let \(n' = |g| = |g'| = |h|\). Note that \(n' \leq n\) because the vectors do not contain zero elements, which correspond to objects \(o_i\) such that \(D(A, o_i)\) is a single-element interval.

First of all, let us prove that the algorithm computes the correct lower bound \(l_{\text{old}}\) of the confidence. According to Lemma 4, the lower bound is obtained for \(w(C, o) = [D(C, o)]\) (for each \(o \in \mathcal{O}\)).

Regarding \(w(A, o)\), the lower bound of the confidence is obtained for \(w(A, o) \in \{[D(A, o)], [D(A, o)]\}\) (for each \(o \in \mathcal{O}\)), which follows from Lemma 6. The whole problem of finding the lower bound thus consists in finding the proper combination of \(w(A, o)\) for all \(o\).

In other words, we have a set of possible worlds
\[
R = \{w \mid \forall o_i \in \mathcal{O} : w(A, o_i) \in \{[D(A, o)], [D(A, o)]\} \land w(C, o_i) = [D(C, o_i)]\},
\]

from which we have to select the one that yields in the minimum confidence. According to Lemma 9, finding a minimum confidence among worlds \(w \in R\) is equivalent to finding \(F(I_{\text{min}})\), where

\[
F(I) = \frac{G + \sum_{i \in \mathcal{O}} g_i}{H + \sum_{i \in \mathcal{O}} h_i}, \quad I \subseteq \{1, \ldots, n\},
\]

with \(G, H\) from (13), (15) and \(g = (g_i), h = (h_i)\) from (16), (18). The minimum confidence is obtained by calling \textsc{FracMinim} \((-G, H, g, h)\), as proven in Lemma 12.

Similarly, finding the upper bound of the confidence is equivalent to finding \(F(I_{\text{max}})\), where

\[
F'(I) = \frac{G' + \sum_{i \in \mathcal{O}} g'_i}{H + \sum_{i \in \mathcal{O}} h_i}, \quad I \subseteq \{1, \ldots, n\},
\]

with \(G', H\) from (14), (15) and \(g = (g_i), h = (h_i)\) from (17), (18). According to Corollary 13, the maximum confidence is obtained by calling the function \textsc{FracMinim} \((-G', H, -g', h')\).
It is now easy to see that \( G, H, g, h \) are equivalent to \( G, H, g, h \) from Lemma 9 with \( \alpha', \alpha'' \), set as in Lemma 7. This all together with Lemma 11 and Lemma 12 leads to the fact that the call of \( \text{FracMinim} \) indeed returns the lower bound of the confidence.

The correctness of upper bound \( hi \) easily follows from \( 10 \) in Lemma 7.

**Theorem 16.** Let \( D \) be a dataset and \( A \rightarrow C \) be an association rule. Then the call of function \( \text{Confidence} \) \( \sigma_e(D, A, C) \), as defined in Algorithm 4, returns \( \text{Confidence} \) \( \sigma_e(A \rightarrow C) \).\]

**Proof.** The proof is very analogous to proofs of Theorems 14 and 15. It follows from Lemmas 4, 8, 9 and Corollary 13.

**Theorem 17.** The time complexity of \( \text{FracMinim} \), \( \text{Confidence} \) \( \sigma_e \), \( \text{Confidence} \) \( \min \) and \( \text{Confidence} \) \( \sigma_o \) is in \( O(n \log n) \), for \( n = |D| \).

**Proof.** First of all, let us focus on the time complexity of \( \text{FracMinim} \). It is known that pushing an element into the heap as well as popping the minimal element from the heap is in \( O(\log n) \). \( \text{FracMinim} \) does this step \( n \) times, which results in \( O(n \log n) \). After that, the elements are removed from the heap sequentially, which is again in \( O(n \log n) \). Hence, the whole \( \text{FracMinim} \) is in \( O(n \log n) \).

Regarding Algorithms 2–4, the initialization steps can be executed with time complexity in \( O(n) \). The calls of \( \text{FracMinim} \) afterwards are in \( O(n \log n) \), hence, whole algorithms are in \( O(n \log n) \) too.

### 4. EXPERIMENT

In this section, a practical experiment is conducted to show the efficiency of the algorithm with real settings. As many other papers have addressed the usefulness of the association analysis, we limit ourselves only to the computation of the confidence, which is the main topic of this paper.

To evaluate the performance, we randomly generated (from the uniform distribution) four vectors of equal size, which represent the lower and upper bounds of antecedent \( A \) and consequent \( C \). Three algorithms were then executed to compute \( A \rightarrow C \)'s confidence based on the Gödel, Goguen and Łukasiewicz t-norm. Since we are not aware of any other algorithm for the computation of the confidence on interval data, we have compared it to the algorithm that computes the confidence on noninterval data which simply involves the calculation of the equation \( 2 \). Naturally, the noninterval algorithm is much faster because it has a linear time complexity, \( O(n) \). The results can be found in Table 7.

As can be seen, the algorithm for Gödel t-norm is about 32 times slower than noninterval computation, the Łukasiewicz variant 43 times, and the confidence based on Goguen t-norm is computed in average 319 times slower than the noninterval variant. However, we are very satisfied with the results as the computation of interval-valued confidence, which is much more complicated than the noninterval variant, still costs less than a second for both Gödel and Łukasiewicz t-norm even for data having more than 13 millions of records with each record being interval-valued, which will often not be the case in real applications.

The single-threaded experiment was performed at Intel(R) Core(TM) i5-3570 CPU at 3.40GHz.

### Table 7 | Experimental running times (in milliseconds) of computations of confidence based on Gödel t-norm (G), Goguen product t-norm (P) and Łukasiewicz t-norm (L). A noninterval confidence computation (non-int) is also provided for comparison.

| Data Size | Non-int | G     | P     | L     |
|-----------|---------|-------|-------|-------|
| 400       | 0.00    | 0.07  | 0.19  | 0.03  |
| 800       | 0.00    | 0.05  | 0.35  | 0.07  |
| 1600      | 0.00    | 0.09  | 0.70  | 0.12  |
| 3200      | 0.01    | 0.18  | 1.49  | 0.24  |
| 6400      | 0.01    | 0.35  | 2.93  | 0.48  |
| 12800     | 0.01    | 0.37  | 3.21  | 0.53  |
| 25600     | 0.02    | 0.71  | 6.93  | 1.02  |
| 51200     | 0.12    | 1.52  | 14.83 | 2.24  |
| 102400    | 0.09    | 2.84  | 29.60 | 4.31  |
| 204800    | 0.21    | 5.74  | 65.66 | 9.13  |
| 409600    | 0.63    | 12.12 | 144.46| 18.59 |
| 819200    | 1.39    | 25.11 | 322.94| 38.27 |
| 1638400   | 2.17    | 52.72 | 850.75| 81.70 |
| 3276800   | 4.44    | 108.16| 1769.73| 167.95|
| 6553600   | 8.60    | 226.69| 4073.44| 365.52|
| 13107200 | 17.43   | 482.65| 9182.41| 795.08|

### 5. CONCLUSION

In this paper, efficient algorithms were presented that allow computation of the support and confidence of an association rule from interval-valued fuzzy data. Interval values may be used to model a partial knowledge, i.e., values that are unknown or measured with a limited precision. The proposed algorithms compute the minimal and maximal possible support and confidence based on the assumption that the nonprecise data are independent. It is shown that the computation of the confidence on interval-valued data is more complex than the computation for noninterval data. The time complexity of the interval-valued confidence is in \( O(n \log n) \). For contrast, the time complexity of noninterval data confidence is in
$O(n)$. However, the most time-consuming part of the association analysis is the search for rules with sufficiently high support, whose complexity remains unchanged (as discussed in Theorem 3).

The computation of minimal and maximal confidence is an optimization problem that depends on the applied t-norm. The algorithms presented here allow computation with the Gödel (minimum) t-norm, Goguen (product) t-norm and Łukasiewicz t-norm. However, several results are applicable to an arbitrary t-norm: see Lemmas 4 and 5. Moreover, the developed algorithms are directly applicable to a t-norm that is proven to be connected to at most two suspicious values (see Lemma 5) per data row. Investigation of other t-norms or families of t-norms is left for future work.
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