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Abstract

Binge drinking is associated with disease and death, and developing tools to identify risky drinkers could mitigate its damage. Brain processes underlies risky drinking, so we examined whether neural and psychosocial markers could identify binge drinkers. Reward is the most widely studied neural process in addiction, but processes such as emotion, social cognition, and self-regulation are also involved. Here we examined whether neural processes apart from reward contribute to predicting risky drinking behaviors. From the Human Connectome Project, we identified 177 young adults who binged weekly and 309 non-bingers. We divided the sample into a training and a testing set and used machine-learning algorithms to classify participants based on psychosocial, neural or both (neuropsychosocial) data. We also developed separate models for each of seven fMRI tasks used in the study. An ensemble model developed in the training dataset was then applied to the testing dataset. Model performance was assessed by the area under the receiver operating characteristic curve (AUC) and differences between models were assessed using DeLong’s test. The three models performed better than chance in the test sample with the neuropsychosocial (AUC = 0.86) and psychosocial (AUC = 0.84) performing better than the neural model (AUC = 0.64). Two fMRI-based models predicted binge drinking status better than chance, corresponding to the social and language tasks. Models developed with psychosocial and neural variables could contribute as diagnostic tools to help classify risky drinkers. Since social and language fMRI tasks performed best among the neural discriminators (including those from gambling and emotion tasks), it suggests the involvement of a broader range of brain processes than those traditionally associated with binge drinking in young adults.
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Introduction

In the United States there are an estimated 88,000 deaths annually associated with alcohol and in Canada alcohol accounts for more emergency room visits than heart attacks. A consistent predictor of future alcohol use disorder (AUD) is early alcohol use, and especially early-onset binge drinking. Further, young adults at greater risk for AUD are more likely to reach binge-level intoxication when alcohol is freely available. Identifying individuals at high risk for alcohol problems, such as regular binge drinkers, remains an important goal. Theory and empirical evidence suggest that altered brain function and structure might underlie alcohol use problems, indicating that neural markers may help identify risky drinkers. Despite theoretical support for brain-based markers of risky drinking, using them to develop robust predictive tools for substance use outcomes has been challenging, likely due to the small effect size of most biological variables and the small sample sizes used in most neuroimaging studies. Further, many studies examine a small range of variables, which increases the likelihood that relevant variables are overlooked. It therefore remains unclear what aspects of behavior as well as neural function and structure best predict risky drinking, and how well these measures characterize risky drinking relative to well-known risk factors like age of first alcohol use. An important step toward identifying predictive markers is to identify neural and psychosocial correlates of problematic alcohol use in current risky drinkers.

Numerous psychosocial risk factors of AUD have been identified, including family history of substance use disorders, personal history of psychopathology such as anxiety or antisocial behavior and personality traits such as impulsivity. Among adolescents, a large prospective study reported that romantic and sexual experiences, early alcohol use, smoking cigarettes, and breaking rules were associated with binge drinking. Poor emotion processing and dependence on other people to cope with stress also predict problematic substance use. These psychosocial risk factors can serve as a benchmark with which to compare neural markers.

Several neuroimaging studies have compared differences in brain structure and function between risky drinkers and healthy adults. For example, relative to healthy men, alcohol-dependent men showed less differentiation between reward-associated and neutral cues in the ventral striatum. Greater levels of activation in the ventral striatum and ventromedial prefrontal cortex during risk-taking tasks were shown to predict onset of binge drinking. There is also evidence that amygdala activation during emotion processing may be a predictive marker of AUD, particularly in combination with ventral striatal activation during a reward task; individuals with low response to reward but high response to threat had greater risk. This study examined two neurocognitive domains, but most fMRI studies examine only one, making it challenging to determine how domains compare at
differentiating healthy and risky drinkers. While imaging studies have examined neural activation during tasks examining risk-taking, reward, emotion, and alcohol cues, other neurocognitive domains remain largely unexplored.

Here we examine a large, high quality dataset with fMRI data from seven tasks, neuroanatomical structural data, and a wide range of psychosocial measures. We examined whether neural variables would contribute predictive accuracy beyond well-validated psychosocial variables. We also examined which fMRI tasks elicited brain activation patterns that best demarcate risky drinkers. The fMRI tasks spanned seven domains, including emotion processing, working memory, motor, social, gambling, relational, and language. Based on evidence that binge drinkers show differences in neural processing of reward and emotion, we hypothesized that the data from the gambling and emotion tasks would perform best. We further hypothesized that neural variables would improve model performance relative to psychosocial variables alone.

**Material & Methods**

**Participants**

We searched the Human Connectome Project database and identified 177 young adults (range: 22–35 years old) who reported binge drinking at least once a week for the previous year (128 males, 72.3%). Binge drinking was defined as 4 or more drinks for females, or 5 or more drinks for males on a single day. Three-hundred-thirty-six individuals reported no binge drinking in the past year, but of these, 27 met criteria for lifetime history of either alcohol abuse or dependence and were excluded, leaving 309 non-binge drinkers (101 males, 32.7%, see Table 1). The Human Connectome Project recruited twins, and approximately half of the selected sample for this study were monozygotic or dizygotic twins. Participants provided written informed consent and all procedures were approved by the Washington University Institutional Review Board (IRB # 201204036; Title: ‘Mapping the Human Connectome: Structure, Function and Heritability’).

**Psychosocial Measures**

A battery of questionnaires and behavioral tasks were collected, including psychiatric history, substance use history, personality, cognition, emotion and social function, and health and demographic measures (for complete details, visit https://www.humanconnectome.org/study/hcp-young-adult/document/1200-subjects-data-release). A list of all 238 variables used in this study is available in the Supplemental Materials.

**Psychiatric History**: Self-reported function, including positive and negative affect, stress, anxiety, and social support, was assessed with the Achenbach Adult Self-Report (ASR) for Ages 18–59. Participants were also assessed for depressive episodes, conduct problems, and depressive symptoms using the semi-structured assessment for the genetic of alcoholism (SSAGA). Psychiatric history assessed lifetime history of a diagnosis.

**Substance Use History**: Participants completed 7-day retrospective reports for alcohol and tobacco use. The SSAGA was used to assess age of first alcohol use, age of first
cannabis use, nicotine dependence, years smoked, difficulty quitting nicotine, lifetime illicit substance uses (i.e. cocaine, opioids, sedatives, stimulants), and lifetime cannabis uses.

**Emotion Recognition and Well-being:** Emotion recognition was assessed with the Penn Emotion Recognition Test\(^\text{30, 31}\), where participants saw 40 faces and were asked whether the face’s emotion was happy, sad, angry, scared, or if it expressed no feeling. Emotional state was assessed with the NIH Toolbox for the Assessment of Neurological and Behavioral Function (NIH Toolbox; [www.nihtoolbox.org]\(^\text{32}\)) and included questionnaires for negative affect, positive affect, life satisfaction, meaning and purpose, friendship, social support, stress, and self-efficacy.

**Personality:** Participants completed the 60-item Neuroticism/Extroversion/Openness Five Factor Inventory (NEO-FFI)\(^\text{33}\).

**Cognitive Performance:** For future planning, a delay discounting task was administered to determine how rapidly a person devalues money to be received in the future relative to money available immediately\(^\text{31}\). Values of $200 and $40,000 were assessed. For sustained attention, the Short Penn Continuous Performance Test was administered, where participants saw a series of arrangements of lines and were asked to press a button when the lines formed either a number or a letter\(^\text{30, 31}\). Verbal episodic memory was assessed using Form A of the Penn Word Memory Test, which presents participants with 20 words that they are asked to remember\(^\text{30, 31}\); participants subsequently see 40 words, including the initial 20, they are asked if they have seen the words previously. Fluid intelligence was assessed with Form A of an abbreviated version of the Raven’s Progressive Matrices\(^\text{31, 34}\). Spatial orientation was assessed using the Variable Short Penn Line Orientation Test\(^\text{30, 31}\) that showed participants two lines with different orientations and asked to rotate one line so that it became parallel with the other. The NIH Toolbox\(^\text{32}\) was also used to assess episodic memory, cognitive flexibility, inhibition, vocabulary, processing speed, working memory, and reading.

**Health and demographics:** Health measurements included weight, height, body mass index, blood pressure, endocrine problems, and percentage of blood volume from red blood cells, and sleep quality as assessed by the Pittsburg Sleep Quality Index\(^\text{35}\). Demographics measures included age, race, ethnicity, handedness, income, employment status, education, and relationship status.

**Family History of Psychiatric and Neurologic Disorders:** Participants indicated if their mother or father had a history of psychosis, depression, bipolar disorder, anxiety, drug or alcohol problems, Alzheimer’s disease, Parkinson’s disease, or Tourette’s syndrome. Each outcome was recorded as a binary variable (yes or no). If no history was present in the mother and father, binary variables indicated this for each parent.

**fMRI tasks**

The Human Connectome Project chose tasks to cover as many cognitive processes possible in a relatively short amount of time to maximize scientific value while minimizing participant burden\(^\text{36}\). Tasks were chosen that targeted well-characterized neural systems
and elicited reliable patterns of activation over time in individuals, and that had consistently detectable activation patterns in most participants. Each participant in the dataset for this study had usable data for each of the seven tasks.

**Working Memory:** Participants saw blocks of trials that consisted of pictures of places, tools, faces and body parts (non-mutilated parts of bodies with no “nudity”). Within each run, the four different stimulus types were presented in separate blocks. Also, within each run, half of the blocks use a 2-back working memory task and half use a 0-back working memory task (as a working memory comparison). The contrast of interest was 2-back > 0-back.

**Gambling**: Participants played a card guessing game to win or lose money. Participants were told that a mystery card could be from 1 to 9. They were asked to indicate if they thought the card was higher or lower than 5 by pressing one of two buttons. Participants then saw the card and either: 1) a green up arrow with “$1” for reward trials, 2) a red down arrow with “$0.50” for loss trials; or 3) the number “5” and a double-headed arrow for neutral trials. Trials were predetermined to be reward, loss, or neutral trials, and the program generated the card’s number after the participant pressed the button to be congruent with their choice. The contrast of interest was reward > punishment.

**Motor**: Participants saw cues that asked them to either tap their left or right fingers, or squeeze their left or right toes, or move their tongue to map motor areas. Each block of a movement type lasted 12 seconds (10 movements). The contrast of interest was movement > baseline.

**Language**: The task consisted of blocks of a story task and a math task. During the story blocks, participants heard stories adapted from Aesop’s fables, followed by a 2-alternative forced choice question that asks participants about the topic of the story. The contrast of interest was story > math.

**Social Cognition (Theory of Mind):** Participants saw short video clips of shapes (e.g. circles) that either interacted socially or moved randomly on the screen. After each clip, participants judged whether the objects interacted or moved randomly. An interaction was defined such that it appeared as if the shapes were considering each other’s feelings and thoughts. The contrast of interest was social > random.

**Relational Matching-to-Sample:** The stimuli were 6 different shapes (e.g. hexagon) filled with 1 of 6 different textures (e.g. polka dots). In the relational processing condition, participants saw a pair of objects on the top and bottom of the screen. Each pair differed on either shape or texture. Participants had to determine if shape or texture differed across the top pair and then decide if the bottom pair differed along the same dimension (e.g., if the top pair differs in shape, does the bottom pair also differ in shape?). In a control matching condition, participants saw two objects at the top of the screen and one at the bottom, and in the middle of the screen either the word “shape” or “texture”. They had to decide whether the left or right of the top objects matched the bottom object on the specified dimension.
Subject responded by pressing one of two buttons. The contrast of interest was relational match.

**Emotion Processing**: Participants saw two faces presented on the top of the screen and a face on the bottom. They pressed a button to indicate if the bottom face expressed the same emotion as the left or right face on top of the screen. The faces had either angry, fearful, or neutral expressions. The contrast of interest was angry/fearful faces > neutral faces.

**Imaging and preprocessing of fMRI data**

Imaging data were acquired on a 3T Siemens “Connectome Skyra” scanner. For parameters, see reference or supplemental material. Preprocessing was conducted as part of the HCP “minimally preprocessed” dataset with the FMRIB software library; for details see reference or supplemental material.

**General Linear Model of fMRI task data**

The design of the general linear model is described in detail elsewhere and in the supplement. For each task, we parcellated each individual’s contrast file by taking the average contrast value of all surface vertices within each of 360 cortical regions in an HCP atlas and, for subcortical regions, the average value of all voxels within 19 regions in the Gordon atlas, for a total of 379 parcels.

**Structural MRI data**

Structural MRI data were processed using FreeSurfer software and metrics of cortical thickness were included from each brain region in the Glasser atlas.

**Group Differences in Neuropsychosocial Variables**

To assess how the groups differed for the 238 psychosocial and 3016 neural variables included in the models, we used Cohen’s $d$ to estimate effect size. For the psychosocial variables, an effect size greater than 0.23 corresponded to a $p$-value less than 0.05 for a two-sample t-test when performing false-discovery rate correction. For the neural variables, we controlled family-wise error to correct for multiple comparisons using nonparametric permutation testing with FSL’s PALM software. This analysis was to provide insight into what features contribute to classification and what differences may exist between groups.

**Machine Learning Analysis**

The goal of this analysis was to determine how well binge drinkers could be identified using a neuropsychosocial dataset (all variables), a psychosocial dataset (only non-brain variables), and a neural dataset (only brain variables). We also wanted to determine which fMRI task best predicted binge drinking, so datasets from each task were used to generate separate models.

A schematic of the analytic approach is provided in Figure 1 and code is available in the Supplement. We imputed missing values using a proximity matrix implemented with the randomForest package in R software, version 3.6.2. The first step was to create a training set (75% of the sample) and a testing set (25% of the sample) of participants using the
caret package (topepo.github.io/caret/index.html;51) in R. This resulted in a training sample containing 133 binge drinkers and 252 non-binge drinkers. The testing sample containing 44 binge drinkers and 77 non-binge drinkers.

Second, we used the caretEnsemble package to classify individuals in the training sample as binge or non-binge drinkers. We tested three widely used algorithms designed for problems where the number of variables exceeds the number of participants: radial support vector machine52, elastic net53, and random forest54. We used 10-fold cross-validation and tested multiple parameters for each algorithm using a grid search for optimal performance. Ten-fold cross validation was repeated twenty times to reduce variability and increase reliability of models55. For elastic net, we optimized the parameters alpha and lambda. For random forest, we optimized the number of features to be sampled per node56. For radial support vector machine, we optimized the cost parameter57. Additional details on models are reported in Supplemental Materials.

Third, we generated an ensemble machine learning model by creating a general linear model from the three algorithms at their optimal performance level (for details, see Supplement). The linear model was generated with 10-fold cross validation repeated 20 times. We measured model performance by the area under the curve (AUC) for a receiver operating characteristic plot, thus considering both sensitivity and specificity. An importance score was calculated for each variable during this step (for details, see Supplement).

Fourth, we applied the ensemble model to the testing sample. The model assigned each participant in the testing class a probability that the participant was a binge drinker.

Fifth, we performed receiver operating characteristic analysis using the pROC package in R. The independent variable was the probability assigned to each participant. The dependent variable was a participant’s status as either a binge or a non-binge drinker. The 95% confidence interval was estimated using the DeLong method58, using bootstrapping of random subgroups of the total sample with 100 iterations. Since an area under the curve of 0.5 for ROC analysis represents chance performance, we defined significance as when the lower bound of the 95% confidence interval was greater than 0.5. Comparison of ROC curves was conducted using the DeLong method58. We calculated Brier scores using R package s2dverification. We also calculated overall accuracy (i.e. proportion of participants who were classified correctly), sensitivity, and specificity using the probability of greater than 0.5 from the ensemble prediction.

We also wanted to control for some noteworthy group discrepancies in proportion of males and differences in marijuana use, so we identified 117 binge drinkers without a history of cannabis dependence and fewer than 100 lifetime uses of cannabis. We identified 117 non binge drinkers who were matched to the 117 binge drinkers on age, sex, education, socioeconomic status, and body mass index (see Supplemental materials).

To address the potential bias that twins may introduce to classification schemes, we examined performance of the neuropsychosocial data among twins only (N=250) and among unrelated participants only (N=233), with the assumption that if both models performed similarly that it would indicate that the influence of twins is negligible. To examine
correlation among variables and its potential influence on model performance, we generated factor scores for several domains and generated a correlation plot (see Supplement).

**Results**

**Group differences**

The largest group differences were for age at first alcohol use, lifetime marijuana uses, and rule-breaking behavior \((d > 0.5, p < 0.05)\); binge drinkers started drinking at a younger age, consumed more marijuana, and engaged in more rule-breaking (Figure 2). Binge drinkers were also more likely to be male (Table 1), reported higher availability of friends and greater extraversion \((d > 0.46, p < 0.05)\). The neural variables with the largest effect sizes were widely distributed around the brain (Figure 2), but none of these were significant after correcting for multiple comparisons.

**Models from the neuropsychosocial, psychosocial, and neural datasets**

To test whether neural data could improve predictions of binge-drinking relative to psychosocial models, we constructed models for neural data, psychosocial data, and neuropsychosocial data (Table 2). The results for the three algorithms and the ensemble model in the training set are presented in the Supplement. In the test set, the neuropsychosocial model had the best performance \((AUC = 0.86, 95\% CI: 0.79, 0.93)\), with accuracy of 0.80, sensitivity of 0.70, and specificity of 0.86. The psychosocial model \((AUC = 0.84, 95\% CI: 0.76, 0.91)\) performed similarly \((z = 0.76, p = 0.446)\), with accuracy of 0.79, sensitivity of 0.80, and specificity of 0.79. Both the neuropsychosocial \((z = 4.42, p < 0.001)\) and the psychosocial \((z = 3.08, p = 0.002)\) models performed significantly better than the neural model (Figure 3), but the neural model was significantly better than chance \((AUC = 0.64, 95\% CI: 0.54, 0.74)\). The neural model had accuracy of 0.64 and specificity of 0.83, but sensitivity of 0.30, suggesting that the decline in accuracy was largely due to a decrease in sensitivity, with specificity largely unchanged. To control for group differences in age and proportion of males, we performed an analysis on subgroups of binge and non-binge drinkers, but found similar AUC (see Supplemental Materials), suggesting that the model performance we achieved was not simply due to group differences.

To examine the influence of substance use history, the neuropsychosocial and psychosocial models were examined without these variables. The difference in model performance was not significant \((p > 0.05)\), see Table 2 and Figure 3. To examine the influence of relatedness of participants, we examined all twins and all unrelated participants separately. The AUC of the ensemble model for twins \((0.88)\) did not differ \((p > 0.05)\) from the model for unrelated participants \((0.89)\), suggesting that including related participants did not substantially bias our models. Most domains of the neuropsychosocial model had relatively low correlations, suggesting that collinearity between fMRI variables does not account for the lack of improvement of the model of the neuropsychosocial model over the psychosocial model (see Supplement).
Models from the fMRI tasks

We tested the performance of data from seven fMRI tasks in the training sample. Four tasks produced models that performed no better than chance (the lower bound of the 95% confidence interval included 0.5), including relational matching-to-sample, gambling, emotion, and working memory tasks; these tasks were not considered further. The language, motor, and social tasks performed above chance in the training data, so ensemble models from these datasets were applied to the test set. The motor task model did not perform significantly better than chance (AUC = 0.58, 95% CI: 0.48, 0.69) but the language (AUC = 0.70, 95% CI: 0.60, 0.80) and social (AUC = 0.62, 95% CI: 0.52, 0.73) models outperformed chance. Delong’s test revealed no significant difference in the performance of the four models (Figure 4; p > 0.05). Accuracy of the three models was as high as 0.66 for the language task and as low as 0.63 for the motor task (Table 2), with all models having sensitivity below 0.33 but having specificity above 0.85.

Variable importance

Variable importance for the neuropsychosocial model indicated that cortical thickness in the parietal and frontal cortex contributed to model performance, in addition to marijuana use and relationship status (see Supplemental materials). The psychosocial model relied on smoking variables and rule breaking behavior. When substance history was excluded, friendship availability became one of the most important predictors.

Variable importance scores were calculated for the social, and language tasks (Figure 5 and Supplemental Materials). The most important regions for the language task included the left premotor cortex and the left anterior cingulate cortex. For the social task, the most important regions included the right pars opercularis and the left lateral occipital cortex. For each task, numerous brain regions contributed to classification accuracy, suggesting the need for models that consider regions from multiple brain networks.

Discussion

This study examined whether binge drinking status in young adults could be identified using neuropsychosocial data. The neural model performed better than chance, but contrary to our hypothesis the neural variables did not lead to significant improvements in classification relative to the psychosocial variables, which likely reflects the strong predictive value of the psychosocial variables. In particular, early age of first alcohol use has been noted by others as a strong predictor of binge drinking21. The results did not support our hypothesis that the gambling and emotion fMRI tasks would identify binge drinkers. Instead, we found that only the language and social tasks performed significantly better than chance, suggesting the relevance of neuronal networks related to language and social processing in the risk for AUD.

Machine learning performance was generally successful, and we replicated that the elastic net model produced the strongest results in predicting alcohol use, relative to SVM and random forest59. History variables, most prominently age at first drink, and rule-breaking behavior, showed the largest difference between the binge and non-binge drinkers in this
sample, and contributed most to successful classification. These differences in young adults parallel the importance of history in classifying binge drinking adolescents. While this study established variables that are correlates of risky drinking, it is likely that some of the variables precede the onset of risky drinking. Causal risk factors are variable markers that, if changed, alter the risk of developing risky drinking. Although age of first drink is a marker that precedes risky drinking, twin studies have suggested that delaying the age of first drink would not prevent risky drinking, and thus it is not a causal risk factor. Biological variables that are present prior to onset of heavy drinking, like genes and brain function, are more likely to be causal risk factors, such that altering them could decrease the likelihood of developing risky drinking patterns. Identifying neural functioning differences between binge drinkers and non-binge drinkers could offer novel targets for therapy and reduction of risky drinking.

Two of the seven fMRI tasks produced significant models, corresponding to the social and language tasks. Similarly the psychosocial data offered support for group differences in language and social function, as binge drinkers had poorer verbal episodic memory than non-binge drinkers. Previous studies have also found language-related impairments associated with problematic substance use. The differences in brain activity during the language task may relate to poorer performance on language tests. Similarly, differences in neural processing of social interactions between groups was corroborated by differences in self-reported friendship availability and extraversion. Social and language processing differences suggest that linguistic and socio-emotional factors could contribute to drinking behavior; for example, individuals from low relative to high socioeconomic backgrounds are more likely to binge drink and are also more likely to prefer communicating through text message instead of voice calls. Text preference may have clinical relevance, as text-message interventions that use realistic language are effective in reducing binge drinking among the socially disadvantaged. Future studies could implement methods that identify common sources of variation linking brain function with behavior (e.g., canonical correlation analysis) to provide a more comprehensive picture on how language and social processing are associated with risky drinking behavior. Though none of the neural variables for the fMRI task reached significance in distinguishing between groups, the five regions identified in the language fMRI task were lateralized and localized in frontal (e.g., anterior cingulate cortex) and parietal regions and the two regions for the social fMRI task were located in right superior and inferior temporal cortices. Some of these brain regions differ between controls and alcoholics. However, further work is needed to understand the neural correlates of social and language processing since they could serve as potential targets of interventions aimed at reducing risky drinking.

We failed to find an association between some traits with a well-established link to risky drinking. For example, a number of well-powered studies have found that low levels of conscientiousness is associated with higher levels of risky drinking in both adolescents and adults, but we did not observe that association in this study. Given the strength and consistency of this relationship in other studies, we were surprised by its absence here, which may reflect idiosyncrasies of the sample. Delay discounting, an index of choice impulsivity, has also been associated with risky alcohol use, but did not differ significantly between groups in the present study.
There are several limitations to this study. The study was cross-sectional, so it is unclear if any differences between binge and non-binge drinkers resulted from drinking or were present prior to drinking. A large proportion of the participants had a twin in the study, potentially biasing our results, but our evidence suggests that any potential bias was minimal. This study used a definition of binge drinking that did not include diagnosis of AUD, so these results may not generalize to individuals who have alcohol problems due to high levels of craving or negative consequences due to drinking. Further, it is possible that some non-binge drinker participants may have had periods of weekly binge drinking earlier in their lifetime, which would decrease the sensitivity to distinguish them from current binge drinkers. However, this is unlikely, since we excluded individuals with a lifetime history of alcohol abuse or dependence in our non-binge drinker sample (Table 1). Since there is likely overlap between weekly binge drinking and meeting criteria for abuse, excluding those with a lifetime history of AUD would also remove many with a history of weekly binge drinking. Additionally, the high model performance suggests that if there were prior binge drinkers in the comparison group, their presence did not prevent good classification. The imaging tasks were not chosen to assess substance-specific neural functions. Future studies that use alcohol-specific fMRI tasks, such as alcohol-cue reactivity paradigms, may find stronger evidence of neural differences between binge and non-binge drinkers. Despite the relatively large sample size, binge drinkers have substantial heterogeneity, so improving the accuracy of prediction models based on neuroimaging variables may require larger datasets. This sample was mostly male, so our models may be less applicable to females. However, we did examine all the results separately for males and females and did not observe any noteworthy differences in model performance across sex, but further testing is required to confirm this. Further, the racial and ethnic makeup of the two groups differed, and since we did not control for this in the analysis, it is possible that factors associated with race and ethnicity affected our results.

This study shows that psychosocial variables can classify risky drinkers with high accuracy, with an AUC approaching 0.9, which approximates the levels of a diagnostic test. While neural variables did not approach this high level of accuracy, they produced models that outperformed chance, suggesting that neuroimaging may be developed as a tool to characterize AUD diagnosis or to help clinicians make decisions about treatment courses for patients. Due to cost, MRI (or Positron Emission Tomography) are unlikely to become common in typical clinical settings, but the possibility of them providing clinically relevant information could nonetheless influence AUD treatment. By elucidating the neural basis of AUD, including the complexity and heterogeneity of the disorder, we may provide hope for individuals unresponsive to standard treatment, or we may identify new therapeutic targets.

**Supplementary Material**

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. Schematic of our analytic approach.

Data were comprised of fMRI data from seven tasks, neuroanatomical data, and a range of data assessing personality, cognition, history, and more. The sample was divided into a training and test sample. Models were generated in the training sample using random forest, radial support vector machine, and elastic net algorithms. Tenfold cross-validation was repeated 20 times and was optimized on model parameters to maximize area under the receiver operating characteristic curve. The best performing model from each algorithm was used to generate an ensemble model using general linear regression, and this was also repeated with tenfold cross-validation. The ensemble was applied to the test sample. The performance in the test sample was assessed by the area under the receiver operating characteristic curve.
Figure 2. Group differences.
Effect sizes (Cohen’s $d$) for the two sample $t$-tests comparing binge drinkers (n=177) with non-binge drinkers (n=309). Panel A presents psychosocial variables and panel B presents neural variables. Panel B is color-coded to highlight the brain lobes where differences exist. Positive values for $d$ indicate significantly higher values in the binge drinking group relative to controls. The dashed line represent $p$-value < 0.05 using false discovery rate correction for multiple comparisons.
Figure 3. Performance of Neuropsychosocial, Psychosocial, and Neural Models.
Panel A depicts the receiver operating characteristic plot for the ensemble models generated from each data source when applied to the test sample. Panel B depicts the area under the curve for the plots and the error bars represent the 95% confidence interval. Panel B also includes the psychosocial datasets that excluded substance use history to determine how much influence it had on model performance. The dashed line represents chance performance, so if the error bars do not contain the dashed line, they can be considered to perform better than chance with a probability of $p < 0.05$. 
Figure 4. Performance of Language, Motor, and Social fMRI models. Panel A depicts the receiver operating characteristic plot for the ensemble models generated from each data source when applied to the test sample. Panel B depicts the area under the curve for the plots and the error bars represent the 95% confidence interval. The dashed line represents chance performance, so if the error bars do not contain the dashed line, they can be considered to perform better than chance with a probability of $p < 0.05$. 
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Figure 5. Neural Contributions to Classification.
Variable importance scores were generated for the models of the social and language fMRI tasks. Each region received a score. Higher scores indicate greater importance in the model’s classification scheme. Brighter colors depict greater variable importance, with yellow being the most important. Panel A depicts scores from the social task and Panel B depicts scores from the language task. Approximately 10 regions per task contributed to classification, suggesting that neural models of risky drinking may need to incorporate complex models to characterize substance use problems accurately.
Table 1.

Sample characteristics

|                          | Binge N=177 | Non-Binge N=309 | $X^2$ |
|--------------------------|-------------|-----------------|-------|
| Male                     | 128, 72.3   | 101, 32.7       | 70.9  **|
| Monozygotic Twin         | 39, 22.0    | 96, 31.1        | 4.6   * |
| Dizygotic Twin           | 44, 24.9    | 71, 23.0        | 0.2   |
| White                    | 147, 83.1   | 214, 69.3       | 11.2  **|
| Black                    | 15, 8.5     | 61, 19.7        | 10.8  **|
| Hispanic                 | 13, 7.3     | 27, 8.7         | 0.3   |
| Alcohol Dependence       | 30, 16.9    | 0, 0            | ---   |
| Alcohol Abuse            | 62, 35.0    | 0, 0            | ---   |
| Age (years)              | 27.9 ± 3.4  | 29.4 ± 3.9      | 4.27  **|
| Body Mass Index          | 26.8 ± 4.1  | 26.1 ± 5.4      | 1.49  |
| Income (per year)        | $47k ± $20k | $51k ± $20k     | 1.01  |
| Education (Years)        | 14.6 ± 1.9  | 15.0 ± 1.8      | 2.31  * |
| Drinks over last 7 days  | 13.0 ± 11.1 | 1.5 ± 2.7       | 11.50 **|
| Tobacco uses over last 7 days | 18.3 ± 35.8 | 5.0 ± 18.9     | 13.35 **|

* denotes $p < 0.05$
** denotes $p < 0.001$
Table 2.
Comparison of Model Performance.

Model performance was assessed primarily with the area under the receiver operating characteristic curve, but brier score, accuracy, and sensitivity are also reported. Significance was defined as when the lower bound of the 95% confidence interval was above 0.50. For the fMRI tasks, we only examined performance in the tasks that performed better than chance in the training sample.

| Model                          | Area under ROC | 95% CI Lower | 95% CI upper | Brier Score | Accuracy | Sensitivity | Specificity |
|-------------------------------|----------------|--------------|--------------|-------------|----------|-------------|-------------|
| Neuropsychosocial             | 0.86           | 0.79         | 0.93         | 0.15        | 0.80     | 0.70        | 0.86        |
| Neuropsychosocial w/o Substance Hx | 0.85           | 0.79         | 0.92         | 0.15        | 0.77     | 0.74        | 0.78        |
| Psychosocial                  | 0.84           | 0.76         | 0.91         | 0.16        | 0.79     | 0.80        | 0.79        |
| Psychosocial w/o Substance Hx | 0.84           | 0.77         | 0.91         | 0.16        | 0.78     | 0.68        | 0.83        |
| Neural                        | 0.64           | 0.54         | 0.74         | 0.22        | 0.64     | 0.30        | 0.83        |

Neural domain comparisons

| Model | Area under ROC | 95% CI Lower | 95% CI upper | Brier Score | Accuracy | Sensitivity | Specificity |
|-------|----------------|--------------|--------------|-------------|----------|-------------|-------------|
| Language | 0.70           | 0.61         | 0.80         | 0.20        | 0.66     | 0.32        | 0.86        |
| Motor  | 0.58           | 0.48         | 0.69         | 0.23        | 0.63     | 0.09        | 0.94        |
| Social | 0.62           | 0.52         | 0.73         | 0.22        | 0.63     | 0.16        | 0.90        |