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ABSTRACT

At present, the field of homeland security faces many obstacles while determining abnormal or suspicious entities within the huge set of data. Several approaches have been adopted from social network analysis and data mining; however, it is challenging to identify the objective of abnormal instances within the huge complicated semantic graphs. The abnormal node is the one that takes an individual or abnormal semantic in the network. Hence, for defining this notion, a graph structure is implemented for generating the semantic profile of each node by numerous kinds of nodes and links that are associated to the node in a specific distance via edges. Once the graph structure is framed, the ternary list is formed on the basis of its adjacent nodes. The abnormalities in the nodes are detected by introducing a new optimization concept referred to as biogeography optimization with fitness sorted update (BO-FBU), which is the extended version of the standard biogeography optimization algorithm (BBO). The abnormal behavior in the network is identified by the similarities among the derived rule features. Further, the performance of the proposed model is compared to the other classical models in terms of certain performance measures. These techniques will be useful to detect digital crime and forensics.
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1. INTRODUCTION

In real-world applications, the social networks and the sensor networks are playing a crucial role from politics to healthcare and hence the computational analysis of graphs is a vital area of study (Wang et al., 2018) (Yao et al., 2016) (Lin & Chalupsky, 2008). The amount of graph data generated from diverse sources is in the exploration stage, it is a bit complex to analyze and understand the graph data. The ubiquitous presence of graphs includes social networks, citation networks, computer networks, biological networks, and the Web (Lhioui et al., 2017) (Etiawi & Awajan, 2020) (Sun et al., 2020) (Rehman Javed et al., 2020) (Numan et al., 2020). The rich information these days is proliferating in real-world graphs and hence the attributes associated with the characteristics and properties of the information are described as the vertices and edges of the graph. In the similarity graphs, several lexical matching techniques were offered to detect the similarity between the node pairs (Lampropoulos et al., 2020) (Bounhas et al., 2019) (Antonello et al., 2020) (Chen et al., 2018). Among them, the semantic similarity approaches are more attractive, such that it has gained the attention of the current researchers. “A semantic graph is a graph where nodes represent objects of different types (for
example, persons, papers, organizations, etc.) and links represent binary relationships between those objects (for example, friend, citation, etc.).” Semantic graphs (Lugowski et al., 2015) (Guesmi et al., 2016) with various types of associations are known as MRNs. Further, with an increase in the web-scale graphs and high-frequency sensor data in the MRNs, the anomaly detection is of great focus. Typically, anomaly detection refers to the problem of identifying patterns in data that do not conform to an expected behavior (Assi et al., 2019) (Zhao et al., 2018) (Ahmad et al., 2017). A node is said to be suspicious and abnormal if the corresponding network encompasses the unique or abnormal semantics (Javed et al., 2020) (Mittal et al., 2020). In order to realize the concept of abnormal node detection, a semantic profile is generated for each node by means of summarizing a graph structure surrounding it. This is based on the different types of links and nodes connected to the node within a certain distance (Vlietstra et al., 2017) (Vela et al., 2017). The abnormal nodes here are identified as the nodes with abnormal semantic profiles. In the traditional approaches, random walks and SNA were developed as unsupervised network algorithms for detecting the nodes with abnormal semantic profiles. The major drawback of this approach is, they do not consider the semantics of links. Till now, the contribution of the optimization algorithms in the field of Anomaly Detection in Semantic Graphs is in the budding stage (Mittal et al., 2020) (Javed et al., n.d.).

The major contribution of the current research is described below:

- A novel optimization algorithm referred to BO-FBU is introduced for optimizing the node pairs, thereby detecting the anomaly nodes.
- The proposed method is optimizing the solution using Semantic Graphs using Metaheuristic Algorithm that will be enhanced to detect cyber-attack (Iwendi et al., 2020) (Ch et al., 2020). It will provide an optimal solution for collecting digital evidence, through to detection and classification APT attack and Study of propagation behavior. (Gupta & Sheng, 2019)
- The proposed meta-heuristic approach doesn’t get stuck into local optimal point of search.
- This approach has better exploration and exploitation rate when compare with other meta-heuristic approaches which is used for anomaly detection.
- The overall evaluation shows that the presented work is 45.9%, 66.6%, 64%, 25.9% and 2.1% better than the existing models like WOA, BBO, DA, FW-DA and T-LAU, respectively

1.1. Organisation of Paper

The rest of this paper is organized as: Section II portrays about the literature works undergone under this subject. Section III portrays the overall architecture of proposed anomaly detection in the semantic graph. Section IV describes the abnormal node detection using the proposed optimization concept. Further, Section V discusses the acquired results and Section V concludes the current research work.

2. LITERATURE REVIEW

2.1. Related Works

In 2019, Zhang et al. (2019) have developed a TG model for annotating the web image, which encompassed subgraphs like region data graph, image data graph, and label graph. The authors have connected these sub-graphs with tripartite graph that were induced from the label assignments and the resultant of the image segmentation. In addition, they have performed vertex-to-vertex, region-to-label, image-to-region and image-to-label relevance with multilevel Random Walk and Restart algorithm onto TG graphs. In the unannotated regions of the image, the labels were predicted by means of adding the unlabeled images with a semi-supervised learning approach. The resultant of the presented work had exhibited good performance on image region annotation.

In 2014, Vidal et al. (2014) have developed a novel approach for semantic annotation in document enrichment filed with linked data. The relevant terms were connected to graph on ontology and
instance related to relevant terms are expanded to a depth limit that was defined in prior. Thus, the relevant term was fully connected to the graph. In the expansion process, they have neglected out the unrelated instances from the contextualized information contained in the document. They have evaluated the presented work in the e-Learning domain and have validated its efficiency.

In 2019, Albukhitan et al. (2019) have investigated the utilization of the word embeddings from deep learning algorithms for annotating the structure of Arabic words semantically. They have utilized the complicated morphological structure of the Arabic words to improve the semantic annotation performance. The proposed framework was evaluated with the group of domain ontology corresponding to the annotated document. The resultant had exhibited promising performance in terms of precision and recall.

In 2019, Cui et al. (2019) have developed a novel anomaly detection method on the basis of GGL matrix to make the spatiotemporal relationship corresponding to µPMU data visualized. The authors have segmented µPMU data into multiple segments. The CGL matrix was estimated with the Lagrangian function. The evaluation of the µPMU-based spatiotemporal was accomplished using the GGL matrix normalized diagonal elements.

In 2020, Cheng and Wang (2020) have developed a novel hyperspectral anomaly detection method on the basis of the GTVLRR model, which was the hybridization of graph regularization and TV regularization. This was developed with the intention of securing the spatial relationships and the geometrical structure of the hyperspectral images. They have conducted the experiments with the real and simulated hyperspectral data sets, and have shown the supremacy of the presented work over the extent anomaly detection methods.

In 2018, Qin et al. (2018) have developed a multi-target CNN with the intention of segmenting a variety of components in the train wheel system for detecting the faults in trains. Further, from the segmentation algorithm, the masks generated were assessed in an effective manner with the help of the semantic consistency matrix. Typically, this semantic consistency matrix had exhibited the spatial relationships existing in between the diverse train components with the quantitative measure.

In 2018, Sadreazami et al. (2018) have designed a novel distributed blind intrusion detection framework for anomaly detection in distributed sensor networks. They have realized the proposed model by means of constructing a graph signal on the basis of the placements as well as measurements of sensors. Further, on the basis of the hypothesis testing as well as log-likelihood ratio criterion, the intrusion detector was designed with Gaussian Markov random field distribution. They have validated the proposed intrusion detection scheme experimentally and have revealed its potential of detecting the measurement anomalies of the sensor over time.

In 2019, Farag et al. (2019) have developed a parallel outlier detection technique for detecting the outliers corresponding to the contextual anomalies in the sequential data. The authors have deployed the graph approach for detecting the contextual anomalies. The MST algorithm was deployed to find the MST of the graph. In addition, they have deployed a parallel threshold MST clustering technique to neglect out the inconsistent weights of edges from MST. The resultant of the presented work had exhibited accurate detection of the sequential data outliers even under the increasing count of processors.

The abnormal paired nodes are optimally selected using the improved Dragon Fly Algorithm (DA) based on the maximum mutual information. Since the weighting factors utilized in DA is based on fitness function, this algorithm is termed as Fitness Weighed Dragonfly Algorithm (FW-DA) proposed by Sravan Kumar Reddy et al (n.d.a). The effectiveness of this algorithm is substantiated by comparing it over the conventional models through various performance analyses. Another pioneer meta heuristic approach in detecting the anomaly detection is been proposed by Sravan Kumar Reddy et al. it aims to introduce a new idea of finding the abnormal or suspicious nodes, and this is done by modeling the graph structure using diverse nodes and links associated to the node in a particular distance through edges. Once the graph structure is framed, the ternary list formation is done, and the list of all nodes is based on the nearby list of neighborhood nodes. Subsequently, the logic is
induced in this work to detect the abnormal nodes via optimizing the node pairs. For this, a new hybrid algorithm termed as Threshold-based LA Update (T-LAU) that hybridizes the concepts of Lion Algorithm (LA) and Firefly (FF), respectively. (Kumar, n.d.b)

In 2016, Seyedali Mirjalili et al propose Whale Optimization Algorithm (WOA) based on the behavioral inspiration of the whale namely mimicking the hunting behavior of humpback whales (Mirjalili & Lewisa, 2016). It is been a population based meta heuristic approach so it guides in identifying the prey through better exploration and exploitation. A proper balance is been found between exploration and exploitation that guides in searching the promising areas. The major cons observed in WOA are slow convergence and low accuracy.

In 2012 Seyed Habib et al. proposed BBO algorithm for testing differet classical problems related to FJSP (flexible job shop scheduling Problem). In BBO the habitat is considered to be individual and it has habitat suitability index (HSI) which shows the degree of goodness. If HSI is low it shows a poor solution and vice versa. This BBO helps in solving this optimization problem through the presence of migration operators. This approach is been designed to portray the migration of the biological species based on the HSI value. The major cons of this approach it is found to have time complexity during the computation.

2.2. Extraction of the Liturature

The intelligent graph analysis methods are becoming more famous in the area of security. Table 1 describes the features and challenges of the semantic models discussed in the literature. In TG (Zhang et al., 2019), the highest degree of relevance is achieved even under the unlabeled regions. But, here the links in the nodes are not updated, while a new node arrives. In Graph-based semantic annotation (Vidal et al., 2014), the precision, as well as recall, is higher. This technique had no consideration on the context of the document while performing annotation. Further, the word embedding language model in (Albukhitan et al., 2019) is good in enhance annotation performance. But, here the time consumed for training is higher. Further, μPMUs (Cui et al., 2019) is good in detecting the anomalies in the temporal domain with a higher degree of accuracy. Yet, this technique is more prone to noise and hence fails in large-scale detection. The anomaly detection performance is significantly increased with GTVLRR (Cheng & Wang, 2020). Here, the hyperspectral anomaly was detected with high spectral correlations. Apart from these advantages, the computational cost and computational cost is higher. Moreover, multi-target CNN in (Qin, 2018) has a higher mean dice coefficient and hence can detect the possible defects in the system taken into consideration. The major drawbacks of this approach are its lower robustness to noise. The Distributed Graph-based Statistical Approach in (Sadreazami et al., 2018) provides the highest probability of detection for a given probability of false alarm. But, it is incapable of detecting sensor measurement anomalies over time. Moreover, MST in (Farag et al., 2019) has the potential of handling massive data even under the increase in the count of processors. This technique could be much better if the inconsistent weights of MST are neglected.

3. OVERALL ARCHITECTURE OF PROPOSED ANOMALY DETECTION IN THE SEMANTIC GRAPH

This section discusses about the proposed anomaly detection in the semantic graph and various steps involved in this methodology.

3.1. Steps Involved in Ternary-Oriented Anomaly Detection Mechanism

The steps involved in the abnormal node detection in the semantic graph are represented below:

Step 1: Initially, a semantic graph is constructed by considering each of the components as a node.
Step 2: In a similar graph, a ternary list is constructed to find the connectivity among the nodes.
Step 3: For ternary-oriented anomaly detection in semantic graphs, the nodes pairs are fed as input to the proposed optimization algorithm referred to BO-FBU, which is the extended version of BBO.

Step 4: Once, the abnormal nodes are detected, every pair on the gathered ternary list is updated using the proposed model.

Step 5: After updating, each pair is checked in terms of the objective function. If the objective function is satisfied, then the respective pair is chosen, if not move to the subsequent neighbour.

### 3.2. Semantic Graph Construction

The bibliography network encompassing seven nodes is exhibited in Figure 1. In the network, the nodes represent the biographer of papers, journals or organizations. The concerned work is published by means of combining a node with its adjacent node. This mechanism of merging two nodes is referred as co-authoring node or co-authoring pair. A node is said to be an abnormal node while two nodes combine with more or less than the limited count of nodes. As a novelty, the current research work pays attention in detecting these abnormal nodes (He et al., 2016) (Bhattacharya, Somayaji, Gadekallu et al, 2020).
Assumption: The nodes in the network are \( Q_i \), where \( i = 1, 2, 3, \ldots Q_B \). The notation \( Q_B \) is the count of nodes in the network. Here, seven nodes are taken into consideration, such that \( Q_B = 7 \).

Illustration: Figure 1 exhibits the diagrammatic representation of semantic graph. Here, seven nodes (the bibliographers) are utilized and they are numbered from \( Q_1 \) to \( Q_7 \). The Node \( Q_1 \) is connected to its adjacent nodes \( Q_2, Q_3, Q_4, Q_5 \) and \( Q_7 \). Further, \( Q_2 \) is connected with its neighbours \( Q_3, Q_4 \) and \( Q_5 \). The adjacent nodes of \( Q_3 \) are \( Q_5, Q_6 \) and \( Q_7 \), and \( Q_5 \) as well as \( Q_7 \) are the neighbours of \( Q_4 \). Moreover, \( Q_5, Q_6 \) and \( Q_7 \) are free (not connected).

Objective Function: The major objective of this research work is to detect the abnormal node in the semantic graph, thereby reducing \( B \). The objective function \( (Ob) \) of the current research work is expressed mathematically in Equation (1), in which \( B \) is computed using Equation (2).

\[
Ob = \min(B) \quad (1)
\]

\[
B = \frac{1}{P\left( Q_i \mid Q_j^{(j)} \right) \ast P\left( Q_i, Q_j^{(j)} \right) + \mu I} \quad (2)
\]

The mathematical formula for mutual information \( (\mu I) \) is shown in Equation (3)

\[
\mu I = P\left( Q_i, Q_j \right) \log \left( \frac{P\left( Q_i, Q_j \right)}{P\left( Q_i \right) P\left( Q_j \right)} \right) \quad (3)
\]
3.3. Ternary List Formation

In order to achieve the objective of abnormal node detection, a new contribution is deployed in the current research work, the ternary list formation. The connectivity established among the nodes is detected by the ternary list formation mechanism. The ternary list is typically formed by means of determining the neighbours of each node. The intersection between \( i^{th} \) node and \( j^{th} \) node is symbolized as \( T_{ji} \) and it is determined using Equation (4).

\[
T_{i}(j) = A_i \cap A_j
\]  

(4)

Here,

\( A_i \rightarrow \) Adjacent list of \( i^{th} \) node
\( A_j \rightarrow \) Adjacent list of \( j^{th} \) neighbour of \( i^{th} \) node

Once, the intersection \( T_{ji} \) is computed, the ternary list \( TL_{ij} \) is determined using Equation (5).

\[
TL_{ij}(k) = [Q_i Q_{j(i)} \{T_{l}(j)\}(k)]
\]  

(5)

**Lemma 1**: As per Equation (6), the count of rows of ternary list \( TL_{ij} \) needs to be equivalent to the count of intersection \( T_{ij} \).

The ternary nodes formed by combining the nodes are denoted as \( \Delta_i \) and it is expressed mathematically in Equation (6)

\[
\Delta_i = \sum_{j=1}^{A} |TL_{ij}|
\]  

(6)
The neighbouring list of node 1 $Q_1$ is $Q_2, Q_3, Q_4, Q_5$ and $Q_7$. In addition, $Q_3, Q_4$ and $Q_5$ are the neighbours of $Q_2$. The neighbouring list between $Q_1$ and $Q_2$ is $QL_{1}(2)$, and it is formed by taking their intersections between them \[i.e., \{Q_2, Q_3, Q_4, Q_5, Q_7\} \cap \{Q_3, Q_4, Q_5\}\]. Thus, the ternary list formed is denoted as $T_{i}(2) = \{Q_3, Q_4, Q_5\}$. The formulation of the ternary list is as per Equation (5). The formulated ternary node $TL_{1}(2)$ is shown in Equation (7).

$$TL_{1}(2) = \begin{bmatrix} Q_1, Q_2, Q_3 \\ Q_1, Q_2, Q_4 \\ Q_1, Q_2, Q_5 \end{bmatrix}$$ (7)

In addition, the interaction between $Q_1$ and $Q_3$ for ternary list formation is $T_{i}(3)$. It is formed by taking the intersections \[i.e., \{Q_2, Q_3, Q_4, Q_5, Q_7\} \cap \{Q_5, Q_6, Q_7\}\]. Thus, the ternary list between $Q_1$ and $Q_3$ is $T_{i}(3) = \{Q_5, Q_7\}$. The ternary list formed between $N_1$ and $N_3$ is shown in Equation (8).

$$TL_{1}(3) = \begin{bmatrix} Q_1, Q_3, Q_5 \\ Q_1, Q_3, Q_7 \end{bmatrix}$$ (8)

Similar to this, the ternary list between $Q_1$ and $Q_4$ is $T_{i}(4) = \{Q_5, Q_7\}$. This ternary list $TL_{1}(4)$ can be expressed as per Equation (9)

$$TL_{1}(4) = \begin{bmatrix} Q_1, Q_4, Q_5 \\ Q_1, Q_4, Q_7 \end{bmatrix}$$ (9)

Since, there exist no intersections between nodes $Q_1$ and $Q_5$, the ternary list $TL_{1}(5)$ is denoted as per Equation (10).

$$TL_{1}(5) = \Phi$$ (10)

Alike the above condition (i.e. between $Q_1$ and $Q_5$), there exists no interconnection between $Q_1$ and $Q_7$. It is expressed as per Equation (11)

$$TL_{1}(7) = \Phi$$ (11)

Thus, Equation (12) shows the model formed by the combination of $Q_1$ nodes.
The ternary list determination of the entire nodes that is on the basis of the adjacent nodes is defined as in Equation (13) and Equation (14), respectively.

\[
\Delta_1 = \begin{bmatrix} Q1, Q2, Q3 \\
Q1, Q2, Q5 \\
Q1, Q3, Q5 \\
Q1, Q3, Q7 \\
\end{bmatrix}
\]

\[
\Delta_2 = \begin{bmatrix} Q2 Q3, Q5 \\
Q2 Q4, Q5 \\
\end{bmatrix}
\]

\[
\Delta_3 = \Phi
\]

4. ABNORMAL NODE DETECTION USING PROPOSED OPTIMIZATION CONCEPT

This section discusses about detecting the abnormal behaviour of nodes with the help of the proposed optimising methodology

4.1. Solution Encoding

The abnormal nodes or abnormal co-authoring detection in the semantic graphs being the objective of current research is achieved with the aid of the proposed optimization concept. The input (solution) to the proposed optimization algorithm is the variables \( Q_i \) and \( Q_j^{(i)} \). Here, the length of the given solutions is user defined (any number of pairs). The probability of variables \( Q_i \) and \( Q_j^{(i)} \) is determined using Equation (15), Equation (16) and Equation (17), respectively.

\[
P(Q_i) = \frac{T_{Q_i}}{T_c}
\]

\[
P(Q_j^{(i)}) = \frac{T_{Q_j^{(i)}}}{T_c}
\]

\[
P(Q_i, Q_j^{(i)}) = \frac{T_{Q_i, Q_j^{(i)}}}{T_c}
\]
Here, $T_{Q_i}$ → count of occurrence in the ternary list

$T_c$ → Cardinality of ternary list

$T_{Q_{i,j}}$ → Count of joint appearance of $Q_i$ and $Q_j$ in ternary list.

The solution given to the algorithm is shown in Figure 2, where $Q$ denotes the number of pairs.

4.2. Proposed BO-FBU

BBO is one among the recent evolutionary algorithms that is evolved from the biogeography (or zoogeography) studies related to the biological organisms. The immigration, emigration, and mutation of different species are the main inspiration of the BBO algorithm. Since, the convergence of the standard BBO is lower, it is essential to have improvement over it. The optimization algorithms have undergone various improvements in terms of many factors. One among them is by introducing adaptive operators or adaptive functions (Rajakumar, 2013a) (Rajakumar, 2013b) (Swamy et al., 2013) (George & Rajakumar, 2013) (Rajakumar & George, 2012). The abnormal nodes or abnormal co-authoring detection in the semantic graphs is accomplished with the proposed BO-FBU model (He et al., 2016) (Bhattacharya, Somayaji, Gadekallu et al, 2020).

Mathematical model of proposed BBO: Initially, the population of the habitats is generated in a random manner. Every habitat exists in the $v$ - dimensional search space, in which $v$ is a count of variables required for the optimization process. The fitness of all the search agents (overall population) are evaluated and sorted in the increasing order. Then, the first best half fitness of search agents are updated on the basis of the random position using a new variable $update$. The $update$ variable encloses two random position referred as 1 and 2.

(i.e. $update = rand. Position(2,1)$).

**Case 1** of $update == 1$ → update the immigration, emigration and mutation rate of the search agent using Equation (18), Equation (19) and Equation (20), respectively. The immigration, emigration and mutation rate represented as $\beta_k$, $\chi_k$ and $mut_e$, respectively in order to exhibit both the exploratory and exploitative behavior of each and every individual species. The mathematical formula for $\beta_k$ and $\chi_k$ is expressed in Equation (18) and Equation (19), respectively. The maximum count of habitat, the current count of habitat, maximum immigration rate and the maximum emigration rate is depicted using the term $\hat{N}, v \ In$ and $E$, respectively.

\[
\beta_k = In \frac{1 - v}{\hat{N}} \tag{18}
\]
\[ E * v \]

The mathematical formula for mutation rate \( \hat{\mu} \) of a habitat is shown in Equation (20), in which the maximum count of the mutation is represented as \( \hat{M} \) and the mutation probability in \( v \)th habitat is indicated using the term \( \hat{p}_v \). The mathematical formula for \( \hat{p}_{\text{max}} \) is expressed in Equation (21).

\[
\hat{\mu} = \hat{M} \left(1 - \frac{\hat{p}_v}{\hat{p}_{\text{max}}} \right)
\]

\[
\hat{p}_{\text{max}} = \arg \max (\hat{p}_v), \; v = 1, 2, \ldots, \hat{N}
\]

**Case 2** If \( \text{update} == 2 \rightarrow \) update the position of the search gent using Equation (22).

\[
\text{Pos} = (\text{Pos} \times \text{rand}) + \text{Pos}_{\text{best}}
\]

Here, \( \text{Pos}_{\text{best}} \rightarrow \) best position of the search agent.

Further, the next half of the best solutions is updated using Equation (23).

\[
\text{Pos} = X_{\text{min}} + \left( (X_{\text{max}} - X_{\text{min}}) \times \text{rand} \left(1, \text{size} \left(X_{\text{min}}\right)\right) \right)
\]

Here, \( X_{\text{min}} \) and \( X_{\text{max}} \) are the minimum and the maximum solution bounds, respectively. The pseudo-code of the proposed model is shown in Algorithm 1. The flow chart of the proposed work is exhibited in Figure 3.

**4.3. Updating Procedure**

Each pair of the variables \( Q_i \) and \( Q_j \) in the collected ternary list is updated using the proposed model. Further, while updating the node \( Q_i \), the count of adjacent nodes of \( Q_i \) from the ternary list is verified. Then, it is updated with every twosome of its adjacent list.

**For illustration:** If \( Q1 \) node is updated, then its neighbours, viz. \( Q2, Q3, Q4, Q5 \) and \( Q7 \) are updated. Once the nodes are updated, every pair is verified in terms of minimized objective function (shown in Equation (1)). If the objective function is satisfied, then the concern pair is selected otherwise, leave out to the subsequently neighbour.

**5. RESULTS AND DISCUSSION**

This section discusses about the simulation parameters that has been considered for simulating the proposed and existing methods and the obtained results has been portrayed.
5.1. Simulation Procedure

The proposed ternary-oriented anomaly detection in semantic graphs with BO-FBU was implemented in MATLAB and the resultants acquired are noted. The evaluation is undergone with the datasets collected from https://snap.stanford.edu/data/ca-HepTh.html [Access Date: 2020-02-29]. With this collected datasets, the evaluation of the presented work (BO-FBU) was made, by comparing it over the extant model like WOA (Mirjalili & Lewis, 2016), BBO (Seyed Habib, 2012), DA (Mirjalili, 2016), FW-DA (Kumar, n.d.a) and T-LAU (Kumar, n.d.b) for five pairs namely, 5 pairs, 7 pairs, 10 pairs, 12 pairs, and 15 pairs of nodes. Here, the evaluation is made in terms of statistical measures and convergence analysis.

5.2. Convergence Analysis

The convergence of the presented work is compared over the existing works in order to exhibit the achievement of the objective function. The convergence analysis of 5 pairs, 7 pairs, 10 pairs, 12 pairs, and 15 pairs of nodes are evaluated by varying the in Figure 4. In Figure 4(a), the cost function of the presented work for 5 pairs is the lowest one, while compared to the other measures. The cost function here is below the range of 1000 in the overall iterations and it is 83.3%, 85.7%, 80%, 50% and 44.4% better than the traditional models like WOA, BBO, DA, FW-DA and T-LAU, respectively at 100th iteration. Moreover, from Figure 4(b), the cost function of the presented work is initially higher for 7 pairs, but still lower than the traditional approaches. This cost function tends to diminish over the increasing course of iterations and finally at 100th iteration, the presented work achieves the lowest value and it is 94.2%, 96%, 93.3%, 90% and 86.65 better than WOA, BBO, DA, FW-DA and T-LAU, respectively. On observing Figure 4(c), the convergence of 10 pairs is lower all throughout the iterations and hence archives the objective function. The convergence of 12 pairs of nodes is shown in Figure 4(d) and here the cost function of the presented work is initially higher between the ranges 0 to 60 iterations and then it tends to lessen and finally reaches the lowest value than the other models.

Algorithm 1. Pseudo code of Proposed model

| Initialize population of the search agent Pop |
| For i = 1 : Pop |
| If i Pop <= Pop / 2 |
| update = rand. Position (2,1) |
| If update == 1 |
| Update the immigration, emigration and mutation rate of the search agent using Equation (18), Equation (19) and Equation (20), respectively. |
| Else |
| Update the position of the search agent using Equation (21). |
| End if2 |
| Else |
| Update the position of the search agent using Equation (22). |
| End if1 |
| End for |
The convergence of 15 pairs of nodes is revealed in Figure 4(e), in which the lowest cost function is revealed at increasing iterations. Since the objective is being the minimization function, the cost function of the presented model is low in all the five cases (viz. 5 pairs, 7 pairs, 10 pairs, 12 pairs, and 15 pairs of nodes) and hence the presented work is said to be flexible for abnormal node detection.

### 5.3. Analysis on Performance Metrics

Typically, the anomaly detection in the semantic graph is based on certain quality measures, which are expressed mathematically in Equation (24) - Equation (29), respectively. The contribution of 1st and 2nd author is represented as \( Con - 1 \) and \( Con - 2 \), and their mathematical expression is shown in Equation (24) and Equation (25), respectively. The papers with author 1 and 2 are denoted as \( Pap - 1 \) and \( Pap - 2 \), respectively. In Equation (24), the co-authored by author 1, 2 is denoted as \( Co - 1,2 \). Further, \( TP \) denotes the total papers and number of (1,2) pairs is denoted as \( NP(1,2) \).
\[ Con - 1 = \frac{Pap - 1}{TP} \]  

(24)

\[ Con - 2 = \frac{Pap - 2}{TP} \]  

(25)

\[ Metric1 = \frac{Co - 1.2}{TP} \]  

(26)

\[ Metric2 = \frac{NP(1,2)}{Number \ of \ pairs} \]  

(27)

Figure 4. The convergence analysis of 5 pairs, 7 pairs, 10 pairs, 12 pairs, and 15 pairs of nodes are evaluated
The frequency of Co-author pair is denoted as $f$. In addition, $F_{Co-1}$, $F_{Co-No}$ and $F_{\text{proposed pair}}$ are the frequency of the Co-author 1, Co-author No and proposed pair, respectively.

$$f_i = \frac{F_{Co-i}}{F_{\text{proposed pair}}}$$

(28)

$$f_{No} = \frac{F_{Co-No}}{F_{\text{proposed pair}}}$$

The metric based evaluation of the presented and extant works for the considered 5 pairs, 7 pairs, 10 pairs, 12 pairs, and 15 pairs is exhibited in Table 2. On observing 5 pairs, the metric 3 (mean) of the presented work is the lowest (0.050533), which is 97%, 67.17%, 97.8%, 97.7% and 43.3% better than WOA, BBO, DA, FW-DA and T-LAU, respectively. In case of 10 pair of nodes, the metric 3 (mean) of the presented work is 0.069086, while the mean of WOA=1.2648, BBO= 0.25054, DA= 2.6945, FW-DA= 1.1548 and T-LAU= 0.075878.From this, the lowest metric 3 (mean) is observed by the presented work and hence proves to be significant in abnormal node detection. Alike this, for 15 pair of nodes, the metric 3 (mean) of presented work is 0.17288 (lowest) and it is 84.7%, 40.3%, 92.9%, 83.8% and 13.3% better than the extant models like WOA, BBO, DA, FW-DA and T-LAU, respectively.

5.4. Statistical Evaluation

As the meta-heuristic models are stochastic in nature, the algorithms are executed for 5 times to prove the effectiveness in the defined application by determining the best, worst, mean, median and standard deviation, respectively. The statistical analysis of 5 pairs, 7 pairs, 10 pairs, 12 pairs, and 15 pairs of nodes are tabulated in Table 3. The mean of the presented work for 7 pair of nodes is 1520.5, which is the lowest value, while compared to the existing models. The overall evaluation shows that the presented work is 45.9%, 66.6%, 64%, 25.9% and 2.1% better than the existing models like WOA, BBO, DA, FW-DA and T-LAU, respectively. Further, for 10 pair of nodes, the mean of the presented works is 1341.3, which is 69.1%, 81.05%, 78.2%, 58% and 27.75 better than the conventional models like WOA, BBO, DA, FW-DA and T-LAU, respectively. Thus, the improved performance of the presented work is confirmed from the attained outcomes.

6. CONCLUSION AND FUTURE WORK

This paper had implemented a graph structure for generating the semantic profile of each node by numerous kinds of nodes and links that associated to node in a specific distance via edges. After the framing of the graph structure, the ternary list was formed on the basis of its adjacent nodes. The abnormalities in the nodes were detected by introducing a new optimization concept referred as BO-FBU, which was the extended version of standard BBO. The abnormal behavior in the network
was identified by the similarities among the derived rule features. Further, the performance of the proposed model was compared over the other classical models in terms of certain performance measures like convergence as well. the cost function of the presented work for 5 pairs is the lowest one, while compared to the other measures. The cost function here is below the range of 1000 in the

| Metrics1 | WOA(Mirjalili & Lewisa, 2016) | BBO(Seyed Habib, 2012) | DA(Mirjalili, 2016) | FW-DA(Kumar, n.d.a) | T-LAU(Kumar, n.d.b) | BO-FBU |
|----------|--------------------------------|-------------------------|---------------------|--------------------|---------------------|--------|
| Metrics1 | 0.000729                       | 0.007897                | 0.001458            | 0.002248           | 0.018751            | 0.02361 |
| Metrics2 | 0.000139                       | 0.001501                | 0.000277            | 0.000427           | 0.003564            | 0.004487 |
| Metric3- Mean | 1.7047                      | 0.15397                | 2.3443              | 2.1996             | 0.089155            | 0.050533 |
| Metric3-std | 2.6709                        | 0.24124                | 3.673               | 3.4463             | 0.13969             | 0.079175 |

| Metrics1 | WOA(Mirjalili & Lewisa, 2016) | BBO(Seyed Habib, 2012) | DA(Mirjalili, 2016) | FW-DA(Kumar, n.d.a) | T-LAU(Kumar, n.d.b) | BO-FBU |
|----------|--------------------------------|-------------------------|---------------------|--------------------|---------------------|--------|
| Metrics1 | 0.000824                       | 0.005641                | 0.000304            | 0.001128           | 0.01241             | 0.025398 |
| Metrics2 | 0.000157                       | 0.001072                | 5.77E-05            | 0.000214           | 0.002359            | 0.004827 |
| Metric3- Mean | 1.2569                      | 0.23567                | 3.2994              | 1.0998             | 0.1262              | 0.054417 |
| Metric3-std | 1.9693                        | 0.36925                | 5.1695              | 1.7232             | 0.19773             | 0.08526  |

| Metrics1 | WOA(Mirjalili & Lewisa, 2016) | BBO(Seyed Habib, 2012) | DA(Mirjalili, 2016) | FW-DA(Kumar, n.d.a) | T-LAU(Kumar, n.d.b) | BO-FBU |
|----------|--------------------------------|-------------------------|---------------------|--------------------|---------------------|--------|
| Metrics1 | 0.00082                         | 0.006348                | 0.000516            | 0.001063           | 0.021677            | 0.022102 |
| Metrics2 | 0.000156                       | 0.001206                | 9.81E-05            | 0.000202           | 0.00412             | 0.0042   |
| Metric3- Mean | 1.2648                      | 0.25054                | 2.6945              | 1.1548             | 0.075878            | 0.069086 |
| Metric3-std | 1.9816                        | 0.39254                | 4.2217              | 1.8093             | 0.11889             | 0.10824  |

| Metrics1 | WOA(Mirjalili & Lewisa, 2016) | BBO(Seyed Habib, 2012) | DA(Mirjalili, 2016) | FW-DA(Kumar, n.d.a) | T-LAU(Kumar, n.d.b) | BO-FBU |
|----------|--------------------------------|-------------------------|---------------------|--------------------|---------------------|--------|
| Metrics1 | 0.000861                       | 0.006556                | 0.000557            | 0.002227           | 0.006362            | 0.006792 |
| Metrics2 | 0.000164                       | 0.001246                | 0.000106            | 0.000423           | 0.001209            | 0.001291 |
| Metric3- Mean | 1.987                        | 0.29869                | 2.4379              | 1.2831             | 0.19085             | 0.19597  |
| Metric3-std | 3.1133                        | 0.46799                | 3.8197              | 2.0103             | 0.29903             | 0.30705  |

| Metrics1 | WOA(Mirjalili & Lewisa, 2016) | BBO(Seyed Habib, 2012) | DA(Mirjalili, 2016) | FW-DA(Kumar, n.d.a) | T-LAU(Kumar, n.d.b) | BO-FBU |
|----------|--------------------------------|-------------------------|---------------------|--------------------|---------------------|--------|
| Metrics1 | 0.000891                       | 0.006014                | 0.001033            | 0.001681           | 0.00837             | 0.008869 |
| Metrics2 | 0.000169                       | 0.001143                | 0.000196            | 0.000319           | 0.001591            | 0.001686 |
| Metric3- Mean | 1.1365                      | 0.28991                | 2.4635              | 1.0705             | 0.15246             | 0.17288  |
| Metric3-std | 1.7806                        | 0.45423                | 3.8599              | 1.6772             | 0.23887             | 0.27088  |
Table 3. Statistical Analysis of Presented work Conventional models for Pair 5, PAir 7, Pair 10, Pair 10, Pair 12 and pair 15 nodes

| 5 pairs of nodes | 7 pairs of nodes | 10 pairs of nodes | 12 pairs of nodes | 15 pairs of nodes |
|------------------|------------------|------------------|------------------|------------------|
| Metrics          | WOA(Mirjalili & Lewisa, 2016) | BBO(Seyed Habib, 2012) | DA(Mirjalili, 2016) | FW-DA(Kumar, n.d.a) | T-LAU(Kumar, n.d.b) | BO-FBU |
| Best             | 113.26           | 2856.4           | 624.8            | 354.28           | 256.4            | 281.46 |
| Worst            | 2915.1           | 3225.5           | 2216             | 3353.1           | 842.01           | 1099.8 |
| Mean             | 1112.9           | 3016.1           | 1593.1           | 1112.7           | 503.86           | 508.55 |
| Median           | 908.75           | 2977.9           | 1879.5           | 504.5            | 448.16           | 371.04 |
| Standard Deviation | 1078.2          | 136.73           | 705.37           | 1274.7           | 256.27           | 336.61 |
| 7 pairs of nodes | WOA(Mirjalili & Lewisa, 2016) | BBO(Seyed Habib, 2012) | DA(Mirjalili, 2016) | FW-DA(Kumar, n.d.a) | T-LAU(Kumar, n.d.b) | BO-FBU |
| Best             | 1649.5           | 3913.6           | 2965.9           | 1611.9           | 1243.2           | 639.06 |
| Worst            | 4466.3           | 5258.5           | 5528.1           | 3131.8           | 1890.4           | 2276.5 |
| Mean             | 2810.7           | 4564.5           | 4226.4           | 2054.4           | 1554.5           | 1520.5 |
| Median           | 2331.5           | 4433.4           | 4624.3           | 1665.6           | 1529.6           | 1671.6 |
| Standard Deviation | 1115.6          | 547.48           | 1105.4           | 653.3            | 241.68           | 633.17 |
| 10 pairs of nodes | WOA(Mirjalili & Lewisa, 2016) | BBO(Seyed Habib, 2012) | DA(Mirjalili, 2016) | FW-DA(Kumar, n.d.a) | T-LAU(Kumar, n.d.b) | BO-FBU |
| Best             | 1766.8           | 6460.2           | 3338.5           | 1589.8           | 1354.3           | 981.01 |
| Worst            | 8587.3           | 7839.5           | 10148            | 7949.2           | 2605.4           | 1592.7 |
| Mean             | 4347.5           | 7081.5           | 6162.4           | 3199.6           | 1856.2           | 1341.3 |
| Median           | 2911.8           | 6902.7           | 5522.9           | 2109.6           | 1918.8           | 1343.7 |
| Standard Deviation | 3009.8          | 526.14           | 2513.7           | 2671.4           | 521              | 240.38 |
| 12 pairs of nodes | WOA(Mirjalili & Lewisa, 2016) | BBO(Seyed Habib, 2012) | DA(Mirjalili, 2016) | FW-DA(Kumar, n.d.a) | T-LAU(Kumar, n.d.b) | BO-FBU |
| Best             | 3171.3           | 8769.2           | 6490.3           | 3178.4           | 3328.5           | 2949.9 |
| Worst            | 6908.3           | 10365            | 8138.6           | 4932.2           | 5196             | 4648.4 |
| Mean             | 4983.1           | 9747.5           | 7510             | 4387.4           | 3905.2           | 3759.4 |
| Median           | 5339.7           | 10112            | 7692.7           | 4624.3           | 3705.2           | 3541.2 |
| Standard Deviation | 1412.3          | 664.75           | 629.66           | 701.99           | 744.92           | 683.51 |
| 15 pairs of nodes | WOA(Mirjalili & Lewisa, 2016) | BBO(Seyed Habib, 2012) | DA(Mirjalili, 2016) | FW-DA(Kumar, n.d.a) | T-LAU(Kumar, n.d.b) | BO-FBU |
| Best             | 8090.7           | 10036            | 12598            | 8023.4           | 5589.9           | 4268.8 |
| Worst            | 17611            | 12147            | 20746            | 18980            | 6962.7           | 5532.6 |
| Mean             | 12446            | 11348            | 16629            | 13444            | 6019.1           | 5045.1 |
| Median           | 11513            | 11301            | 15033            | 14178            | 5801.2           | 5028.1 |
| Standard Deviation | 4315.1          | 874.05           | 3725.8           | 4478.8           | 550.55           | 524.59 |
overall iterations and it is 83.3%, 85.7%, 80%, 50% and 44.4% better than the traditional models like WOA, BBO, DA, FW-DA and T-LAU, respectively at 100th iteration. As a part of the future work the proposed BO-FBU optimisation algorithm can be deployed in detecting the anomaly behaviour of vehicle users under different scenarios like urban and highway as it involves human lives at more care must be taken in identifying the anomaly behaviours of the vehicle users.
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Appendix

Table 4. Nomenclature

| Abbreviation | Description                                      |
|--------------|--------------------------------------------------|
| TG           | Tri-Relational Graph                             |
| GGL          | Generalized Graph Laplacian                      |
| PMU          | Phasor Measurement Unit                          |
| µPMU         | Distribution-Level Phasor Measurement Unit       |
| GTVLRR       | Graph And TV Regularized LRR                     |
| TV           | Total Variation                                  |
| MST          | Minimum Spanning Tree                            |
| FW-DA        | Fitness Weighed - Dragonfly Algorithm            |
| T-LAU        | Threshold Based LA Update                        |
| BBO          | Biogeography Optimization                        |
| WOA          | Whale Optimization Algorithm                     |
| BO-FBU       | Biogeography Optimization With Fitness Sorted Update |
| MRN          | Multi-Relational Networks                        |
| SNA          | Social Network Analysis                          |