Connecting real glasses to mean-field models
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We propose a novel model for a glass-forming liquid which allows to switch in a continuous manner from a standard three-dimensional liquid to a fully connected mean-field model. This is achieved by introducing \( k \) additional particle-particle interactions which thus augments the effective number of neighbors of each particle. Our computer simulations of this system show that the structure of the liquid does not change with the introduction of these pseudo neighbours and by means of analytical calculations, we determine the structural properties related to these additional neighbors. We show that the relaxation dynamics of the system slows down very quickly with increasing \( k \) and that the onset and the mode-coupling temperatures increase. The systems with high values of \( k \) follow the MCT power law behaviour for a larger temperature range compared to the ones with lower values of \( k \). The dynamic susceptibility indicates that the dynamic heterogeneity decreases with increasing \( k \) whereas the non-Gaussian parameter is independent of it. Thus we conclude that with the increase in the number of pseudo neighbours the system becomes more mean-field like. By comparing our results with previous studies on mean-field like system we come to the conclusion that the details of how the mean-field limit is approached are important since they can lead to different dynamical behavior in this limit.

I. INTRODUCTION:

The details of the relaxation dynamics of glassy system and the properties of the glass has been and continues to be in the focus of an intense research activity. These investigations are motivated by the fact that glasses are not only important for many daily and technological applications but are also an intellectual challenge for fundamental studies since so far there is no theoretical framework that is able to give a satisfactory description of the unusual properties of glassy systems and glasses. Although there are sophisticated mean-field theories, like the mode-coupling theory (MCT) of the glass transition, or the random first order transition theory, that are able to give in some cases a surprisingly good description of real glass former, these approaches still have many flaws since they fail to give a reliable description of many features of glass-forming systems opening thus the door to other approaches that attempt to describe glassy systems. Note that these theories are mean-field in nature, whereas the experiments and computer simulation studies are three or lower dimensional systems. Moreover, it has been found that MCT, although expected to be mean-field in nature, does not become exact even at high dimensions, a flaw which might, however, be related to the approximations used to describe the structure of the liquid in high dimensions. Thus it is important to understand how these theories are connected to real glass-forming systems and how the properties change as the mean-field character of the system is modified. To establish such a connection it is useful to study systems whereby varying a parameter one can go from \( d \) dimensional system to mean-field (MF) system. In the past various possibilities have been proposed to take this limit, see Ref. \cite{23} for an overview, but most of them do have some drawbacks that prevent to reach a solid understanding how three-dimensional (3d) and MF systems are related to each other.

One interesting model that allows approaching the MF limit in a continuous manner has been proposed by Mari and Kurchan (MK)\cite{23}. The MK-model is a hard-sphere system in which the interaction range between two particles \( i \) and \( j \) is a random variable with a variance that allows switching from a standard three-dimensional system to MF like system. For this model, it is found that with increasing interaction range the dynamic heterogeneity of the system becomes very different from the one of a normal liquid if the MF limit is approached in that, e.g., the radial distribution function becomes gas-like. Related to this is the fact that the three-point correlation functions vanish. As a consequence one looses the property that nearest neighbors can cage a tagged particle, a
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II. DETAILS OF SYSTEM AND SIMULATIONS

As mentioned in the Introduction, our system is given by N particles that interact with each other via a standard short-range potential. In addition, each particle interacts also with “pseudo neighbors”, i.e. particles that are not necessarily close in space. Hence the total interaction potential of the system is given by

\[ U_{\text{tot}}(r_1, ..., r_N) = \sum_{i=1}^{N} \sum_{j>i}^{N} u(r_{ij}) + \sum_{i=1}^{N} \sum_{j=1}^{k} u^{\text{pseudo}}(r_{ij}) \]

(1)

where \( r_{ij} \) is the distance between the particles, \( \sigma_{ij} \) is the effective diameter of the particle and \( \epsilon_{ij} \) is the interaction strength. We use \( \sigma_{AA} \) and \( \epsilon_{AA} \) as the unit of length and energy, setting the Boltzmann constant \( k_B = 1 \).

The values of the other parameters are given in Ref. 9, i.e. \( \sigma_{AB} = 0.8, \sigma_{BB} = 0.88, \epsilon_{AB} = 1.5 \), and \( \epsilon_{BB} = 0.5 \), a choice which makes this binary system to be a good glass-former. This potential is cut and shifted at \( \sigma = 0 \) and use the standard short-range potential. In addition, each particle interacts also with “pseudo neighbors”, i.e. particles that interact with each other via a standard short-range potential.

The interaction potential with the pseudo neighbors is modelled in terms of a modified LJ potential,

\[ u^{\text{pseudo}}(r_{ij}) = u(r_{ij} - L_{ij}) \]

(4)

\[ = 4 \epsilon_{ij} \left( \frac{\sigma_{ij}}{r_{ij} - L_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij} - L_{ij}} \right)^{6} \]

(5)

where \( L_{ij} \) is a random variable defined below. In our simulations we impose the restriction that any two particles interact either via \( u(r_{ij}) \) or via \( u^{\text{pseudo}}(r_{ij}) \). This condition determines how for a given configuration equilibrated with the potential \( u \) the pseudo neighbors and the values \( L_{ij} \) are chosen: Taking this configurations we select for each particle, \( i, k \) random numbers \( L_{ij} \) in the range \( r_c \leq L_{ij} \leq L_{\text{max}} \), where \( L_{\text{max}} \leq L_{\text{box}}/2 - r_c \), with \( L_{\text{box}} \) the size of the simulation box. (The distribution of these random variables will be denoted by \( \mathcal{P}(L_{ij}) \) and in the following, we will consider the case that the distribution is uniform.) Subsequently we choose \( k \) distinct particles \( j \) with \( r_{ij} > r_c \) and use the \( L_{ij} \) to fix permanently the interaction between the particles \( i \) and \( j \).
we show the three for the case of $6$. We have simulated four different systems with the number of pseudo neighbours, $k = 0, 4, 12, \text{ and } 28$.

III. RESULTS

A. Structure of the liquid

To start, we discuss the effect of the pseudo neighbours on the structure of the liquid. In Fig. 1 we show the three partial radial distribution function, $g_{\alpha\beta}(r)$ with $\alpha, \beta \in \{A, B\}$, for the $k = 0$ and the $k = 28$ systems. The temperature is $T = 0.9$, which for the $k = 0$ system is slightly above the onset temperature, see Ref. 9, while for the $k = 28$ system it corresponds to a state at which the system is already rather viscous (see below). The graph shows that the radial distribution functions for the two systems overlap perfectly well, i.e. the structure is independent of $k$ for this value of $k$. Thus this indicates that the interactions due to the pseudo neighbours do not affect the local structure of the system, one of the reasons for our choice of the interactions of the model.

To probe whether the structure of the liquid on a large scale is influenced by the introduction of the pseudo neighbors we have calculated the partial static structure factors and show them in Fig. 2 for the case of $k = 0$ and $k = 28$. Since the two sets of curves match each other perfectly well, we can conclude that also the large scale structure is not influenced by the additional neighbors.

B. Static properties of the pseudo neighbors

In this subsection, we characterize some of the structural properties of the pseudo neighbors with respect to a tagged particle.

To start, we first calculate the probability $P_L$ that a given pseudo neighbor $j$ interacts with the tagged particle $i$, where $L = L_{ij}$. Neglecting the indirect interactions (via the direct neighbors) between the tagged particle and the pseudo neighbor one can express $P_L$ as

$$P_L = \frac{\int_{V_{acc}} \text{d}r \, e^{-\beta u(r-L)} y(r)}{\int_{V_{acc}} \text{d}r \, e^{-\beta u(r-L)}}.$$ (6)

Here $\beta = 1/k_B T$, $V_{acc}$ is the volume accessible to the pseudo neighbor, and $y(r)$ is a step function that takes into account that the potential is cut off at $2.5\sigma_{\alpha\beta}$, i.e. $y(r) = 1$ if $L \leq r \leq L + 2.5\sigma_{\alpha\beta}$ and $y(r) = 0$ for all other values of $r$. The volume integrals in Eq. (6) can be decomposed into a spherical part that is contained inside the cubic box, and the rest. The latter volume is given by

$$\Delta V = L_{\text{box}}^3 - \frac{4}{3} \pi \left(\frac{L_{\text{box}}}{2}\right)^3$$ (7)

$$= L_{\text{box}}^3 \left(1 - \frac{\pi}{6}\right).$$ (8)
we show the temperature dependence of $P$, which allows to interchange the two integrals:

$$P_L = \frac{\int^{L+rc}_{L} dr \int^{r+rc}_{r} \rho \left( \frac{\rho}{\bar{\rho}} \right)^{\alpha} e^{-\beta u(r-L)} \rho dL}{\int^{L+rc}_{L} dr \int^{r+rc}_{r} \rho \left( \frac{\rho}{\bar{\rho}} \right)^{\alpha} e^{-\beta u(r-L)} + \Delta V} .$$  (9)

Note that in the above expression, $L = L_{ij}$ is fixed. Hence for a distribution of $L$, the probability of finding a pseudo neighbour within the interaction range of the tagged particle is given by

$$P = \int^{L}_{r_c} dL \int^{r+L}_{r} \left( \int^{L+rc}_{L} dr \int^{r+rc}_{r} \rho \left( \frac{\rho}{\bar{\rho}} \right)^{\alpha} e^{-\beta u(r-L)} \rho dL \right) \left( \frac{\rho}{\bar{\rho}} \right)^{\alpha} e^{-\beta u(r-l)} .$$  (10)

In the numerator we make the substitution $r' = r-L$ which allows to interchange the two integrals:

$$P = \int^{r}_{r_c} dr' \int^{L}_{r_c} dL \int^{r+L}_{r} \left( \int^{L+rc}_{L} dr \int^{r+rc}_{r} \rho \left( \frac{\rho}{\bar{\rho}} \right)^{\alpha} e^{-\beta u(r-L)} \rho dL \right) \left( \frac{\rho}{\bar{\rho}} \right)^{\alpha} e^{-\beta u(r-L)} + \Delta V .$$  (11)

We thus find that this probability is independent of $k$, a result that is reasonable since we have neglected any correlations between the pseudo neighbors. Also note that $P$ depends on the interaction potential via $u(r)$ and $r_c$. For a binary system, we can generalize this calculation to obtain the partial probabilities $P_{\alpha\beta}$ and then the total probability is given by

$$P = x_A^2 P_{AA} + 2x_Ax_B P_{AB} + x_B^2 P_{BB} ,$$  (12)

where $x_\alpha$ is the concentration of species $\alpha$. In the simulation, this probability can be obtained by calculating the number of pseudo neighbors that have a non-zero interaction with the tagged particle. In Fig. 3 we show the temperature dependence of $P$ as obtained from Eqs. (11) and (12) (solid line) and compare it to the corresponding quantity $k_c/k$ determined from the simulations (symbols). One recognizes that $k_c/k$ is as expected independent of $k$ and that the simulation data matches perfectly well the theoretical prediction given by Eqs. (11) and (12). Note that at the lowest temperatures at which we could equilibrate the systems for the different value of $k$ the probability is around 0.3, i.e. for the glassy dynamics we will discuss below only a relatively small part of the pseudo neighbors are actually interacting with the tagged particle. The inset of the figure shows that $P$ becomes 0.5 at around $T = 0.4$, a temperature at which already the $k = 0$ system is very viscous,32 and for $T \to 0$ the probability becomes 1, as expected.

To characterize the relative position of a pseudo-neighbor $j$ with respect to a tagged particle $i$ we can consider the corresponding radial distribution function

$$g_{\text{pseudo}}(r') = \frac{\rho_k}{4\pi r'^2} \sum_{i=1}^{N} k \sum_{j(i)} \left( \delta(r' - |r_i - r_j| + L_{ij}) \right) ,$$  (13)

where in the second sum the index runs over the pseudo neighbors of the tagged particle $i$ and $\rho_k$ is the average pseudo neighbour density.

$$\rho_k = \int^{L}_{r_c} \frac{k \rho \left( \frac{\rho}{\bar{\rho}} \right)^{\alpha} e^{-\beta u(r-L)} dL}{V - \frac{4\pi}{3} L^3} ,$$  (14)

where $V$ is the total volume of the system.

To calculate $g_{\text{pseudo}}(r)$ analytically we can make use of our result for $P$ given by Eqs. (11) and (12). The number
\( k_c \) of pseudo neighbours within the interaction range can be expressed in terms of \( g^{\text{pseudo}}(r') \) as

\[
k_c = \rho_k \int_0^{r_c} dr' g^{\text{pseudo}}(r') \int_{r_c}^{L_{\max}} dL \mathcal{P}(L) 4\pi (r' + L)^2.
\]

Since \( k_c \) can also be written as \( k_c = k \times P \) we get, using Eq. \((11)\) and Eq. \((15)\)

\[
g^{\text{pseudo}}(r') \rho_k \int_{r_c}^{L_{\max}} dL \mathcal{P}(L) 4\pi (r' + L)^2
\]

\[
= k \int_{r_c}^{L_{\max}} dL \mathcal{P}(L) \frac{(r' + L)^2 e^{-\beta u(r')}}{\int_{L_{\max}/2}^{L} dr r^2 e^{-\beta u(r-L)} + \Delta V}
\]

from which one obtains directly \( g^{\text{pseudo}}(r') \). Note that \( g^{\text{pseudo}}(r') \) is independent of \( k \), since \( \rho_k \) is directly proportional to \( k \), see Eq. \((14)\).

Fig. 3 shows the radial distribution function \( g^{\text{pseudo}}(r') \) from the simulations of three different values of \( k \) (symbols) and we recognize that, as predicted by Eq. \((10)\), the function is indeed independent of \( k \). We have also included the analytical result from Eq. \((16)\) and we see that the theory describes perfectly well the simulation data, thus demonstrating that the approximation that the structure of the pseudo neighbors can be obtained well by the bare interaction with the tagged particle is very accurate, at least for the \( k \) values considered in the present work. We also note that since one has the relation \( g^{\text{pseudo}}(r') = \exp(-\beta u(r')) \), which can be derived from Eq. \((16)\), the function \( g^{\text{pseudo}}(r') \) can also be obtained directly from the bare interaction potential \( u(r') \) as shown in Fig. 3.

Within the standard theory of liquids, the radial distribution function allows to obtain the potential energy \( \Delta V \). Due to the presence of the pseudo neighbors this is no longer possible, and thus the usual expression has to be modified as follows. (Note that in the following we give the expressions for a one-component system. For the binary system considered here, one will have to do the sum over the various partials.) Since the potential energy of the system has two contributions, one is the regular neighbour and the other the pseudo neighbour (see Eq. \((11)\)), the total potential energy \( U_{\text{tot}} \) is given by

\[
\frac{U_{\text{tot}}}{N} = \frac{\rho}{2} \int_0^{\infty} u(r)g(r)4\pi r^2 dr \\
+ \frac{\rho_k}{2} \int_0^{\infty} u(r)g^{\text{pseudo}}(r) \int_{r_c}^{L_{\max}} \mathcal{P}(L) 4\pi (r + L)^2 dL dr.
\]

At this stage it is useful to introduce an “effective radial distribution” function \( g^{\text{eff}}(r) \) by defining

\[
\rho_{\text{eff}} g^{\text{eff}}(r) = \rho g(r) + \rho_k g^{\text{pseudo}}(r) \int_{r_c}^{L_{\max}} \mathcal{P}(L) (r + L)^2 dL
\]

where the effective particle density is given by

\[
\rho_{\text{eff}} = \rho + \rho_k.
\]

Note that since \( \rho_k \) increases linearly with \( k \), for large \( k \) the density \( \rho_{\text{eff}} \) is dominated by \( \rho_k \) and hence in that limit \( g^{\text{eff}}(r) \) will be directly proportional to \( g^{\text{pseudo}}(r) \).

Using \( g^{\text{eff}}(r) \) we now can express the total potential energy of the system as a function of the radial distribution function \( g^{\text{eff}}(r) \):

\[
\frac{U_{\text{tot}}}{N} = \frac{\rho_{\text{eff}}}{2} \int_0^{\infty} u(r)g^{\text{eff}}(r)4\pi r^2 dr.
\]

In Fig. 3 we present \( g^{\text{eff}}(r) \) for the A-A correlation for different values of \( k \). Since the regular radial distribution function \( g(r) \) is independent of \( k \) (see Fig. 1) and \( g^{\text{pseudo}}(r) \) can be calculated analytically from Eq. \((16)\) it is possible to obtain \( g^{\text{eff}} \) for arbitrary values of \( k \). The graph shows that with increasing \( k \), the radial distribution function loses its characteristic structure with the multiple peaks and converges toward a distribution that has a single peak at \( r = 1 \). This result can be understood directly from Eq. \((15)\), since for large \( k \) the first term on the right-hand side vanishes (if divided by \( \rho_{\text{eff}} \)) while the second term is \( g^{\text{pseudo}}(r) \) multiplied by an \( r \)-dependent factor that is independent of \( k \). So we see that in the large \( k \) limit the effective radial distribution function develops a dominant sharp peak at a finite distance. With decreasing temperature, this peak increases since most of the pseudo neighbors will condensate at the optimal distance \( L_{ij} \). It is this growing peak that signals the increasing number of constraints in the system which induce the slowing down of the relaxation dynamics. This loss of structure of the radial distribution function is a typical signature of mean-field-like systems, such as the hard-sphere system of Ref. \[23\]. (However, unlike the results in the present study, in the hard-sphere system there is no peak at \( r = 1 \).)

### C. Relaxation dynamics

We now analyze how the presence of the pseudo neighbours affects the relaxation dynamics. To characterize this dynamics we consider the self part of the overlap function \( Q(t) \) and the mean squared displacement (MSD) of a tagged particle, \( \Delta r^2(t) \). The former observable is defined as

\[
Q(t) = \frac{1}{N} \sum_{i=1}^{N} \omega(|r_i(t) - r_i(0)|), \quad (21)
\]

where the function \( \omega(x) \) is 1 if \( 0 \leq x \leq a \) and \( \omega(x) = 0 \) otherwise. The parameter \( a \) is chosen to be 0.3, a value
we show the time dependence of over-""
FIG. 8: Double-logarithmic derivative of the MSD of the A particles as a function of time. (a) System for \(k = 0\). If temperature is decreased the derivative shows at low \(T\) a local minimum, indicating the presence of caging. (b) System for \(k = 12\). Qualitatively the same time dependence as in panel (a) but now at higher temperatures. (c) System for \(k = 28\). One sees that the curves show at intermediate times a plateau that is due to the caging caused by the pseudo neighbors. The arrows pointing upward [downward] in panels (a)-(c) indicate \(\tau_2\) [\(\tau_4\)], the location of the peak in the non-Gaussian parameter \(\alpha_2(t)\) [in the dynamic susceptibility \(\chi_4(t)\)]. (d) MSD of the A particles for different waiting times \(t_w\) (see legend). No waiting time dependence is noticeable.

At sufficiently long times the motion of the particles is expected to be diffusive, and hence the MSD should increase linearly in time. Fig. 7 shows that for the \(k = 0\) system, this is indeed the case and that this diffusion sets in once the MSD has reached a value around 1.0. Interestingly one observes for the \(k = 28\) system even at the longest times a sub-diffusive behavior, with an exponent that is around 0.8, and this even for values of the MSD that are on the order of 10. This behavior can be noticed better by calculating the slope of the MSD in the log-log presentation, see Fig. 8. For \(k = 0\), panel (a), we see that at short times the slope is 2.0, as expected for a ballistic motion. At high temperatures the slope crosses over to 1.0 at around \(t = 3\), i.e. the system becomes diffusive.
If $T$ is lowered, the slope starts to show a dip with a depth and width that increase rapidly with decreasing temperature. For long times we see, however, that the curves again attain the value of 1.0, i.e. the system is diffusive. Qualitatively the same behavior is found for $k = 4$ (not shown) and $k = 12$, panel (b). However, a closer inspection of the curve for $T = 2.0$ reveals that after the first dip in the slope, the curve does not rise immediately to the value 1.0 but shows instead a plateau at a height of around 0.9 in the time window $5 \leq t \leq 200$. The asymptotic value 1.0 is thus reached only at longer times, i.e. the MSD shows a sub-diffusive regime. Qualitatively the same behavior is found for $k = 28$, panel (c), but now the mentioned plateau at intermediate times becomes more visible since its height has decreased to 0.8, i.e. the deviation from the diffusive regime become more pronounced. We now clearly see that if the temperature is lowered the curves reach this second plateau at a later time, but its height is unchanged (see the curves for $T = 1.0$ and 0.82). Note that this plateau at long times is indeed a distinct dynamic regime and not just a brief transient during which the system approaches the diffusive limit. We also exclude the possibility that this new plateau is just an out-of-equilibrium phenomenon since, see panel (d), the MSD for different waiting times show no waiting time dependence. We interpret this new regime as a consequence of the interaction of the tagged particle with its pseudo neighbors. These interactions will vanish only if all the involved pairs have moved by a radial distance of around $r_c$, and, because of geometrical reasons (the volume of the spherical cap increases with $L_{ij}$) and the fact that $L_{ij} > r_c$, this takes certainly more time than cutting just the interactions between the tagged particle and its nearest neighbors, which explains the long time tail in the MSD. Note, however, that for sufficiently long times the MSD can be expected to become diffusive for all values of $k$, see, e.g., the curve for $T = 2.0$ in panel (c). This behaviour is thus similar to that observed earlier in systems where there are two length-scales. In order to distinguish in the following the two mentioned processes, we will refer to the one corresponding to the particles leaving their nearest neighbor cage as the “NN-$\alpha$-process”, while the dynamics in which the pseudo-neighbors leave the interaction range of the tagged particle will be referred to as the “PN-$\alpha$-process”. Note that although Fig. 8 clearly indicates that there are two processes, we will see in the following that not all observables reveal this in a direct manner. For example, the time dependence of $Q(t)$, presented in Fig. 9 does not indicate an obvious presence of two different $\alpha-$processes, although the pseudo-neighbors can be expected to affect not only the relaxation time but also the details of the correlator.

Since the onset temperature is an important point on the energy scale of the system, we now have a closer look at the $k$-dependence of $T_{\text{onset}}$. As mentioned above, this temperature can be identified from the first occurrence of a plateau in the MSD. Alternatively one can study the inherent structure energy, $E_{\text{IS}}$, which shows at $T_{\text{onset}}$ a marked change in its $T$-dependence. (We recall that $E_{\text{IS}}$ of a configuration is the potential energy evaluated at the local minimum of the energy reached from the configuration via the steepest descent procedure.) In Fig. 8a) we show $E_{\text{IS}}$ as a function of $T$, with the different curves corresponding to different values of $k$. From the graph, one recognizes that with increasing $k$ the energy decreases, an effect that is due to the presence of the pseudo neighbors which can lower the energy by occupying the well in the interaction potential. Less trivial is the fact that the temperature at which the curve starts to decrease rapidly, i.e. the onset temperature, increases with increasing $k$. Thus the increase of $T_{\text{onset}}$ with $k$ can be

![Fig. 10: (a) Arrhenius plot of the $\alpha$-relaxation time, $\tau$, and the relaxation time obtained from the MSD, $\tau_D$, for systems with different values of $k$. Open and full symbols are for $\tau$ and $\tau_D$, respectively. The lines are fits to $\tau$ with the Vogel-Fulcher-Tammann expression, Eq. (22). (b) Same data as in (a) but now as a function of the scaled temperature $T/T_o$, with $\tau(T_o) = 10^3$. (c) Temperature dependence of the ratio $\tau_D/\tau$ for different values of $k$. The arrows indicate $T_{\text{onset}}$.](image)
we list the values of $I_1$ beyond $10^6$. This definition is reasonable since we have seen in Fig. 3 that the parameter $K$ is significantly larger than $D$ for all value of $k$ considered. We recognize that the ratio starts to decrease quickly for temperatures that are below $T_{\text{onset}}$, i.e. once the systems start to show glassy dynamics. Since this decrease is very pronounced for $k > 0$, we conclude that the slowing down of the overall dynamics of the system is mainly governed by the NN-$\alpha$-process (which is strongly influenced by the presence of the pseudo neighbors).

These results show that the pseudo neighbors strongly influence the relaxation dynamics of a tagged particle in that the leaving of the cage formed by the nearest neighbors is strongly slowed down, as indicated by $\tau(T)$. In addition the pseudo neighbors also induce a new slow process, the PN-$\alpha$-process, which is related to the motion of the pseudo neighbors with respect to the tagged particle. However, this slow process does not depend very strongly on $T$ since there is no structural correlation between the pseudo neighbors of a given tagged particle (this in contrast to the nearest neighbors which are correlated because of the local steric hindrance). As a consequence this slow PN-$\alpha$ process is not the mechanism responsible for the slowing down of the overall dynamics of the system. The relevant mechanism for this is thus given by the NN-$\alpha$ process.

### D. MCT power law

Having presented our findings regarding the relaxation dynamics of the system we now probe whether this dynamics can be described by means of mode coupling theory. MCT predicts that close to the critical temperature $T_c$ of the theory the relaxation times show a power law divergence:

$$\tau(T) = \tau_{\text{MCT}}(T - T_c)^{-\gamma}$$

This trend is thus qualitatively similar to the observation of Ref. 29 in which it was found that increasing the dimensionality of a glass-former gives rise to a higher fragility.
TABLE I: The value of the characteristic temperatures and the kinetic fragility parameter for systems with different values of $k$. $T_{\text{onset}}$ is the onset temperature at which the inherent structure energy starts to deviate significantly from its high temperature value. $T_c$ is the MCT transition temperature. $T_0$ is the singular temperature of the Vogel-Fulcher-Tammann equation, Eq. (22). All characteristic temperatures increase with increasing $k$. Also included are the normalized differences between various temperatures. $K$ is the kinetic fragility defined in Eq. (22). $x(k)$ is the prefactor needed for the scaling plot shown in Fig. (11b).

| $k$ | $T_{\text{onset}}$ | $T_c$ | $T_0$ | $T_{\text{onset}}-T_c$ | $T_{\text{onset}}-T_0$ | $\tau_{\text{onset}}-\tau_T$ | $\tau_{\text{onset}}-\tau_0$ | $2\tau_{\text{onset}}-2\tau_T$ | $2\tau_{\text{onset}}-2\tau_0$ | $K$ | $x(k)$ |
|-----|-----------------|-------|-------|------------------------|-----------------------|---------------------------|---------------------------|-----------------------------|-----------------------------|-----|--------|
| 0   | 0.74 ± 0.04     | 0.43  | 0.283 | 0.72                   | 0.42                  | 1.61                      | 0.52                      | 0.184                       | 1.0                         |     |        |
| 4   | 0.83 ± 0.08     | 0.51  | 0.362 | 0.63                   | 0.38                  | 1.29                      | 0.41                      | 0.237                       | 1.55                        |     |        |
| 12  | 1.03 ± 0.07     | 0.62  | 0.465 | 0.66                   | 0.40                  | 1.22                      | 0.33                      | 0.286                       | 2.0                         |     |        |
| 28  | 1.28 ± 0.22     | 0.80  | 0.610 | 0.60                   | 0.38                  | 1.10                      | 0.31                      | 0.297                       | 2.1                         |     |        |

Using this functional form to fit the temperature dependence of the relaxation time we obtain $T_c(k)$ (values are given in Tab. 1). In Fig. (11a) we present a log-log plot of the relaxation time as a function of the normalized temperature $(T - T_c)/T_c$. One recognizes that for $k = 0$, the increase of $\tau$ with decreasing $T$ is described well by a power law (dashed line), in agreement with previous simulations. However, at the lowest $T$’s deviations are observed, and the increase in $\tau$ is weaker than the power law predicted by MCT. This deviation is usually attributed to the existence of “hopping processes”, i.e. a component in the relaxation dynamics that is not taken into account in the idealized version of the MCT. The two arrows in the plot delimit the $T$-range in which the power law gives a good description to the data.

For the system with $k = 28$ the temperature dependence of $\tau$ is qualitatively very similar to the one for the $k = 0$ system, if one plots the data as a function of the reduced temperature $(T - T_c)/T_c$. The highest temperature at which the data follows the power law (dashed line), marked by an arrow, is around $2T_c$, and very close to the corresponding reduced temperature for the $k = 0$ system. However, the lower (reduced) temperature at which $\tau$ starts to deviate from this power law, see arrow, is smaller for the $k = 28$ system than for the corresponding $T$ for the $k = 0$ system, showing that for the former system the mentioned hopping processes are less important, i.e., the system is more mean-field like. For the $k = 28$ system, this lower limit is about a factor of 3 smaller than the limit for $k = 0$; thus the $T$-range in which the idealized MCT can be expected to be reliable has increased significantly by the introduction of the pseudo neighbors. In Tab. 1 we have also included the value of $T_c$ and one recognizes that the critical temperature for $k = 28$ is about 90% higher than the one for $k = 0$, i.e. the $k$-dependence of $T_c$ is very similar to the one of $T_{\text{onset}}$.

According to the analytical calculations for the mean-field $p$-spin model, for which there is no activated dynamics, the onset temperature coincides with the MCT temperature which is also the temperature at which the dynamics diverge. (Note that this is only true in the thermodynamic limit while for finite systems one has very strong finite-size effects that completely wash out these transitions, see Ref. 44). For the GCM it was found that the relative distance between the three temperatures $T_{\text{onset}}$, $T_c$, and $T_0$, is much smaller than the one we find here for the $k = 0$ system. Thus the reduction of this relative distance with increasing $k$, given in Tab. 1 can also be taken as a signature of increasing mean-field like behaviour.

From Fig. (11a) we recognize that the relaxation times for the $k = 28$ system are shorter than the ones for the $k = 0$ system if compared at the same reduced temperature. In fact, as plotted in Fig. (11b) on an intermediate time scale the two data sets can be superimposed with high accuracy by applying a multiplicative factor $x(k)$ (see Tab. 1 for values). Thus we conclude that the main difference in the two data sets is the prefactor $\tau_{\text{MCT}}$ in Eq. (23). A decrease in $\tau_{\text{MCT}}$ implies a faster motion inside the cage, and this is in fact very reasonable since with increasing $k$ the tagged particle is interacting with more particles, thus making its effective cage stiffer. Another way to present this result is to plot the time scale $\tau \cdot x(k)$ as a function of $T_c/T$, see Fig. (11c). We find that this representation of the data gives rise to a collapse of the curves for the different values of $k$, demonstrating that the $T$-dependence is indeed very similar at intermediate temperatures. Hence we conclude that the introduction of the pseudo neighbors does not only increase the $\alpha$-relaxation time strongly but also increase somewhat the attempt frequency with which the particle tries to leave the cage.

E. Wave-vector Dependence of Relaxation Process

The relaxation time of glass-forming systems depends on the observable considered. Within MCT this dependence is, however, encoded in a prefactor $\tau_{\text{MCT}}$ in
We define the relaxation time $\tau(q)$ via $F_s(q,\tau(q))) = 1/e$ and thus can study its dependence on the length scale. In Fig. 12 we show the $q$-dependence of $\tau(q)$ for three values of $k$. Since one expects that at small wave-vectors $\tau(q)$ is proportional to $q^{-2}$, i.e., the hydrodynamic behavior, we plot directly $q^2 \tau(q)$. Panel (a) is for a fixed reduced temperature slightly below the onset temperature while panel (b) corresponds to a significantly supercooled state. In the context of Fig. 11(b) we have seen that, at a fixed reduced temperature, the relaxation time $\tau$, obtained from the decay of the overlap function, shows a weak dependence on $k$, leading to the introduction of the factor $x(k)$. In order to take into account this $k$-dependence we have multiplied also in Fig. 12 the relaxation times $\tau(q)$ with the same factor $x(k)$. The graphs shows that for $q \approx 6.5$, i.e. close to the peak of the static structure factor, the relaxation times for the different systems coincide perfectly, which demonstrates that for this wave-vector the overlap and $F_s(q, t)$ probe the same type of dynamics. For the other wave-vectors considered, the $\tau(q)$ curves for the different systems show a $q$-dependence that depends on $k$, but this dependence is relatively weak. Hence we conclude that the presence of the pseudo neighbors does not introduce a new length scale that influences the relaxation dynamics in a significant manner.

FIG. 11: (a) The relaxation time obtained from the overlap function as a function of the scaled temperature $(T - T_c)/T_c$ for the $k = 0$ and the $k = 28$ systems. (b) Same data as in (a) but now with $\tau$ multiplied with a scaling factor $x(k)$. (c) Same data as in (b) as a function of $T_c(k)/T$.

Eq. (23), while $T_c$ and the exponent $\gamma$ are expected to be independent of the observable. While for many glass-forming systems this is indeed the case, see e.g. Ref. 10, the present system has at least two relevant length scales, the nearest neighbor distance and the mean distance between the particles and their pseudo neighbors, and hence it is of interest whether the mention factorization works here as well. To probe this we consider the self intermediate scattering function $F_s(q, t)$, where $q$ is the wave-vector:

$$F_s(q, t) = \frac{1}{N} \sum_{j=1}^{N} \langle \exp[-i \mathbf{q} \cdot (\mathbf{r}_j(t) - \mathbf{r}_j(0))] \rangle. \quad (24)$$
F. Dynamic Heterogeneity

![Graph showing dynamic heterogeneity](image)

**FIG. 13:** (a) The time dependence of the non-Gaussian parameter, $\alpha_2$, at different temperatures for the $k = 28$ system. $\alpha_2(t)$ shows a double peak structure. (b) $\alpha_2(t)$ at fixed reduced temperature and different values of $k$. The peak at short times is independent of $k$ while the one at long times grows with increasing $k$.

One of the hallmarks of glassy dynamics is that time correlation functions are stretched in time. The reason for this non-Debye relaxation has been a long-standing puzzle with the contrasting views that each small domain of the sample shows the same stretched time dependence or, alternatively, that the stretching is related to dynamical heterogeneities. Experiments and simulations have shown that the homogeneous scenario is not compatible with the observations, i.e. glass-forming systems do have a significant amount of dynamical heterogeneities. In this final section, we therefore discuss the $k$-dependence of these DH and probe whether with increasing $k$ one does indeed find a decrease of these fluctuations, the behavior expected for a mean-field system.

One first step to probe the DH is to look at the so-called non-Gaussian parameter (NGP) $\alpha_2(t)$ which is define by

$$\alpha_2(t) = 3 \frac{\langle r^4(t) \rangle}{5 \langle r^2(t) \rangle^2} - 1 ,$$  \hspace{1cm} (25)

where $r(t)$ is the displacement of a tagged particle within a time $t$. Thus $\alpha_2(t)$ measures whether or not the distribution of the particle displacement is Gaussian.

In Fig.13(a) we plot the NGP for the $k = 28$ system. Interestingly one finds that at high temperatures $\alpha_2(t)$ has two peaks: A first one at $t$ around 0.6 and a second one at $t \approx 150$. The first time is close to the timescale at which the MSD crosses over from the ballistic regime to the diffusive one and thus corresponds to the start of the NN-$\alpha$-process, in agreement with earlier studies. The second peak has so far not been seen in the glass-forming systems considered before and is likely due to the breaking of the bonds with the pseudo neighbors, i.e. the PN-$\alpha$-relaxation. Note that the presence of this second peak is coherent with our findings for the MSD, see Fig. 13(c), for which we observed a plateau in the slope that, for $T = 2.0$, ended at around $t = 10^3$ and we had argued that this is due to the motion of the pseudo neighbors. If $T$ is lowered, the first peak in $\alpha_2(t)$ rises quickly and dominates the second peak, i.e. on overall the time dependence of the NGP becomes again quite similar to the one that has been observed in previous studies of glass-forming systems. The main difference is that in our case the second peak will make the decay of $\alpha_2(t)$ slow since at long times the dynamics will be influenced by the pseudo neighbors, which decorrelate only slowly (see the data for the MSD in Fig. 13).

The influence of the pseudo neighbors on $\alpha_2(t)$ is shown in Fig.13(b) where we plot this function for different values of $k$ but keeping $(T - T_c)/T_c$ constant. One sees that at short and intermediate times, i.e. around the peak, the curves are independent of $k$, which shows that the NN-$\alpha$-process is not affected by the presence of the pseudo-neighbors. Only at longer times, the curves for large $k$ are higher than the ones for small $k$, showing that the pseudo neighbors affect the NGP only at time scales that are beyond the time scale of the first maximum in the NGP. Since with decreasing temperature the peak corresponding to the NN-$\alpha$-relaxation grows quicker than the second peak we can conclude that the dominant feature in $\alpha_2(t)$ is due to the NN-$\alpha$-process, except if $k$ becomes much
we show regarding we plot power law with an exponent $\kappa$ in the although we did not investigate the origin of this change of the onset of the hopping processes mentioned above. Formed by its nearest neighbors. Dynamics in which the tagged particle leaves the cage independent of the number of pseudo neighbors, if measured or not the system is mean-field like. In other words, the statistics of the displacement of a tagged particle is independent of whether the particles will have already left their cage, thus giving end of the caging regime, i.e. the that it measures its deviation from a Gaussian non-Gaussian shape of the van Hove function and hence this tail that is responsible for the rise to a tail to the right of the main peak of the van Hove function. It is this tail that is directly related to the time scale of the self part of the van Hove function in to the shape of the self part of the van Hove function in test this possibility, we show in the same data as a function of the relaxation time $\tau$ multiplied by the same factor $x(k)$ that was used to obtain a master curve in Fig. 11(b). We recognize that this representation leads to a very nice collapse of the data onto a master curve which, for intermediate and long relaxation times, can be described well with a power law with an exponent close to 0.36 (see solid line in the figure). It is remarkable that the hopping processes discussed above, which lead to the bends in the different curves if the temperature approaches $T_c$, do not seem to affect the validity of the power law. At present, it is not clear up to which value of $\tau$ this power law will hold, in particular, whether it will be observed at temperatures below $T_c$. Future studies on this point will certainly be of interest to understand better the relaxation dynamics of glass-forming liquids.

In Fig. 14 we show $a_2^p$, the height of the peak in $a_2(t)$, as a function of the reduced temperature $(T - T_c)/T_c$. Surprisingly we find that this quantity is completely independent of $k$, i.e. the strength of the non-Gaussianity of the relaxation dynamics does not depend on whether or not the system is mean-field like. In other words, the statistics of the displacement of a tagged particle is independent of the number of pseudo neighbors, if measured at the same reduced temperature. This result reflects the fact that the first peak in $a_2(t)$ is dominated by the dynamics in which the tagged particle leaves the cage formed by its nearest neighbors.

Note that $a_2^p$ shows a bend at around $(T - T_c)/T_c \approx 0.1$. Although we did not investigate the origin of this change in the $T$-dependence, we expect it to be the signature of the onset of the hopping processes mentioned above. The bend indicates that these processes start to become prominent at around 10% above $T_c$, a value that seems to be coherent with the observation from Fig. 14 regarding the $T$-dependence of the relaxation times.

One might wonder whether the master curve in Fig. 14 is just due to the choice of the scaling factor of the temperatures, i.e. $T_c$. To test this possibility, we show in Fig. 15 the same data as a function of the relaxation time $\tau$ multiplied by the same factor $x(k)$ that was used to obtain a master curve in Fig. 11(b). We recognize that this representation leads to a very nice collapse of the data onto a master curve which, for intermediate and long relaxation times, can be described well with a power law with an exponent close to 0.36 (see solid line in the figure). It is remarkable that the hopping processes discussed above, which lead to the bends in the different curves if the temperature approaches $T_c$, do not seem to affect the validity of the power law. At present, it is not clear up to which value of $\tau$ this power law will hold, in particular, whether it will be observed at temperatures below $T_c$. Future studies on this point will certainly be of interest to understand better the relaxation dynamics of glass-forming liquids.

In Fig. 14 we plot $\tau_2$, the time at which $a_2(t)$ peaks, as a function of the $\alpha$-relaxation time $\tau$. Surprisingly we find that the two quantities show a simple relation with each other in the form of a power law with an exponent $\kappa = 0.70$ (solid line). This result can be rationalized within the framework of MCT as follows: $a_2(t)$ is related to the shape of the self part of the van Hove function in that it measures its deviation from a Gaussian. At the end of the caging regime, i.e. the $\beta$-relaxation, some of the particles will have already left their cage, thus giving rise to a tail to the right of the main peak of the van Hove function. It is this tail that is responsible for the non-Gaussian shape of the van Hove function and hence leads to an increase of $a_2(t)$. Thus it is reasonable to assume that $\tau_2$ is directly related to the time scale of the $\beta$-relaxation $\tau_\beta$. MCT predicts that the latter time scale

---

**FIG. 15:** The peak height of $a_2$ as a function of the $\alpha$-relaxation time $\tau$ multiplied by $x(k)$ for different values of $k$. Also included is a fit to the data with a power law.

**FIG. 16:** The time scale $\tau_2$ at which $a_2(t)$ peaks, as a function of the $\alpha$-relaxation time $\tau$. The solid line is a power law with an exponent $\kappa = 0.70$.

**FIG. 17:** $\tau_2 x(k)^{\kappa}$ as a function of the reduced temperature $(T - T_c)/T_c$. The solid line is a power law with exponent -1.54.
increases like

\[ \tau_\beta \propto (T - T_c)^{-1/(2a)} \quad . \]  

(26)

The \( \alpha \)-relaxation time \( \tau \) is instead predicted by MCT to increase like

\[ \tau \propto (T - T_c)^{-1/(2a) - 1/(2b)} = (T - T_c)^{-\gamma} \quad . \]

(27)

In Eqs. 26 and 27, the parameters \( a \) and \( b \) can in principle be calculated from the \( T \)-dependence of the static structure factor or, exploiting Eq. (27), determined from the \( T \)-dependence of the relaxation time.\(^{12,53} \) For the \( k = 0 \) system it has been found that \( a \) is around 0.324 and \( b \) is around 0.627.\(^{20,53,55} \) Combining these last two equations gives, under the assumption that \( \tau_2 \propto \tau_\beta \),

\[ \tau_2 \propto \tau_\beta \propto x^{b/(a+b)} \quad . \]  

(28)

Thus we find a power law dependence with an exponent of 0.66 (using the mentioned values of \( a \) and \( b \)), which is indeed very close to our exponent \( \kappa \) from the fit (0.7).

We mention here that the observed power law extends over the whole accessible range of \( \tau \), i.e. it also includes the temperature regime in which we expect hopping processes to be present. To the best of our knowledge this simple connection between \( \tau_2 \) and \( \tau \) has not been reported before. Since, however, we find it to hold for all values of \( k \), we expect it to be valid for other glass-forming systems as well and hence it will be of interest to check this in the future.

To get Eq. (28) we have made the assumption that \( \tau_2 \) is proportional to \( \tau_\beta \). As argued above, this hypothesis is reasonable since it can be expected that the non-Gaussian parameter peaks at a time at which a substantial number of particles start to leave their cage and MCT defines \( \tau_\beta \) as the time at which the correlator starts to drop below the plateau at intermediate times.\(^{32} \) Previous studies have therefore made the assumption that \( \tau_\beta \) can be determined from the minimum in the slope of the MSD.\(^{20} \) However, we argue that such an identification might be misleading: For the case of a system with Newtonian dynamics, the phonons that govern the short-time dynamics mask the critical decay of the time correlation functions thus also masking the correlation between the above-mentioned minimum and \( \tau_\beta \). (This effect is, however, absent if the system has a Brownian dynamics.)\(^{54} \) Therefore we think it is more appropriate to determine \( \tau_\beta \) from a quantity that is not directly influenced by these vibrational modes, such as the \( \alpha_2(t) \) considered here. In Fig. 8(a)-(c) we have also included for the various curves the times \( \tau_2 \) arrows pointing upward, and one sees that they do not correspond to the location of the minimum in the curves but that they are located at somewhat larger times, as expected because of the mentioned effect of the phonons. Although at present we do not have any solid proof why \( \tau_2 \) does indeed correspond to \( \tau_\beta \), our finding that the relation between \( \tau_2 \) and \( \tau \) given by Eq. (28) is obeyed by our data does speak in favour of this identification. More tests on this using a system with Brownian dynamics would certainly be useful to clarify this point further.

![Graph](image)

**FIG. 18:** (a) The time dependence of the dynamical susceptibility \( \chi_4(t) \) for different temperatures for the \( k = 28 \) system. \( \chi_4(t) \) increases with decreasing temperature. (b) Time dependence of \( \chi_4 \) at a fixed reduced temperature \( (T - T_c)/T_c \) for different values of \( k \).

Finally we show in Fig. 12 the time at which \( \alpha_2(t) \) peaks, \( \tau_2 \), as a function of \( (T - T_c)/T_c \). Since we have argued in the context of Fig. 11 that the \( k \)-dependence of \( \tau \) will include a factor \( x(k) \) that is related to the short time dynamics, and we also showed that \( \tau_2 \propto \tau \gamma \) (Fig. 12), we plot directly \( \tau_2 \cdot x(k)^\gamma \), with the values of \( x(k) \) obtained from Fig. 11 and \( \kappa \) from Fig. 10. We recognize that the data for the different values of \( k \) fall nicely on a master curve which follows a power law with an exponent around -1.54. Also this result can be understood within the framework of MCT since Eq. (20) predicts that the slope should be given by \(-1/(2a)\) which for \( a = 0.324 \) results in an exponent of \(-1.54 \), in excellent agreement with the data from the fit in Fig. 17.

Next we discuss the other parameter which is often related to the dynamic heterogeneity, the dynamic susceptibility. The fluctuations of the overlap function \( Q(t) \) are related to a dynamic susceptibility which indicates whether or not the system relaxes in a cooperative manner, i.e. shows dynamical heterogeneities.\(^{32,57,58} \) Thus one defines
\[ \chi_4(t) = \frac{1}{N}[(\langle Q^2(t) \rangle) - (\langle Q(t) \rangle)^2] \] (29)

as a measure to quantify this cooperativity. In Fig. 19(a) we show the time dependence of \( \chi_4 \) for the system with \( k = 28 \) at different temperatures. In agreement with earlier studies,\(^\text{20} \) we find that \( \chi_4 \) shows a marked peak the height of which increases with decreasing temperature and also its position shifts to larger times upon decreasing \( T \), i.e. the cooperativity becomes more pronounced and occurs at later times. In panel (b) of the figure we present \( \chi_4 \) for different values of \( k \) while keeping the normalized temperature \( (T - T_c)/T_c \) constant. The graph demonstrates that with increasing \( k \) the height of the peak decreases quickly, indicating that the system does indeed become more mean-field like, as expected, and in agreement with previous simulations of mean-field like models.\(^\text{12,20} \) This \( k \)-dependence is thus very different from the one seen for the height of the peak in \( \alpha_2 \), highlighting the difference between the two quantities, despite their (apparently) similar time dependence. We also note that with increasing \( k \) the location of the peak in \( \chi_4(t) \) shifts to shorter times, in qualitative agreement with the fact that, at fixed reduced temperature, the \( \alpha \)-relaxation time decreases somewhat, see Fig. 19(a).

To probe in more detail how the height of the peak in \( \chi_4(t) \), \( \chi_4^p \), depends on \( T \) and \( k \) we show in Fig. 20 this height as a function of the reduced temperature. We see immediately that this representation of the data does not give rise to a master curve. With increasing \( k \), the curves move downwards, a \( k \)-dependence that is in contrast to the one we found for \( \alpha_2 \) shown in Fig. 14 Thus we conclude that with increasing \( k \) the dynamical heterogeneities decrease, i.e. the system becomes more mean-field like. However, we point out that even in the mean-field limit these heterogeneities cannot be expected to vanish completely,\(^\text{31,38} \) which shows that this aspect of the dynamics is a delicate feature that is highly non-trivial.

From the figure, one can conclude that for reduced temperatures higher than around 0.1 the height of the peak shows a power law dependence on the reduced temperature and we find an exponent of -1.2 that is independent of \( k \), which implies that the dependence of \( \chi_4^p \) on the number of pseudo neighbors is encoded in the prefactor of the power law.

The presence of power laws in \( \chi_4^p \) can be rationalized by means of MCT. This theory predicts that the dynamical susceptibility in the \( NVT \) ensemble is given by

\[ \chi_4^{NVT}(t) = \chi_4^{NVE}(t) + \frac{T^2}{c_V} \left( \frac{dQ(t)}{dT} \right)^2, \] (30)

where \( c_V \) is the specific heat at constant volume,\(^\text{32,37,38} \) Evaluating this expression at \( t = \tau \), thus giving the height of the peak, \( \chi_4^p \), one finds that the first term on the right-hand side of the equation increases like \( (T - T_c)^{-1} \) while the second one is found to be proportional to \( (T - T_c)^{-2} \). Hence the power law with exponent -1.2 we find at intermediate and higher temperatures can be interpreted to be due to the power law from the first term, i.e. with an exponent -1.0, which is somewhat augmented by the presence of the second term, thus giving rise to a power law with an effective exponent smaller than -1. Thus if the mentioned hopping processes would be absent one would expect that at sufficiently low temperatures, the power law crosses over to one with an exponent -2. Whether this is indeed the case will have to be tested for systems in which one is able to suppress these hopping processes, a work that is left for the future.

![FIG. 19: Height of the peak in \( \chi_4(t) \) as a function of the reduced temperature for different values of \( k \). The dashed lines are power laws with exponent -1.2 and the solid line is a power law with an exponent -2.](image)

![FIG. 20: The height of the peak in \( \chi_4 \) as a function of \( \tau \cdot x(k) \) for different values of \( k \). The solid line is a power law fit to the data for \( k = 4 \). The two dashed lines are power laws with exponents that correspond to the theoretical upper and lower bounds from Eq. (30).](image)
\(\alpha\)-relaxation time \(\tau\). (Also here we use \(\tau \cdot x(t)\) as abscissa, in order to take into account the trivial \(k\) dependence of the relaxation time.) We see that the shape of the curves for the different \(k\) is basically independent of \(k\), but that the absolute value of \(\chi_4^p\) at fixed \(\tau \cdot x(k)\) decreases with increasing \(k\). (The same conclusion is reached if one uses just \(\tau\) as the abscissa.) Hence we confirm the conclusion from Fig. [133 (b)] that the heterogeneity of the system decreases with increasing \(k\). For small and intermediate values of \(\tau\), the data falls approximately on a straight line, and a power law fit gives an exponent 0.51 (solid line). Expressing the \(T\)-dependence on the right hand side of Eq. (30) as a function of \(\tau = (T - T_c)^{-\gamma}\), see Eq. (28), we obtain for the height of the peak

\[
\chi_4^p = A T^{1/\gamma} + B \tau^{2/\gamma},
\]

where \(A\) and \(B\) are expressions that have only a weak \(T\)-dependence. Using our value \(\gamma = 2.4\) gives for the exponent of the first and second term 0.42 and 0.83, respectively. These values are thus upper and lower bounds (included in Fig. [20] as well) and the exponent we extract from our data, 0.51, is thus not too far from the lower limit. So, although our data do not allow to make strong statements about the validity of Eq. (31), because of the lack of sufficiently large window in the dynamics, we can at least say that our findings are compatible with the theoretical prediction, in agreement with the results from Ref. [52].

![Figure 21](image)

**FIG. 21:** The location of the peak in \(\chi_4(t)\) as a function of the \(\alpha\)-relaxation time \(\tau\). The symbols are for different values of \(k\) and different \(T\), and the solid line is a power law with exponent 1.0. Inset: \(\tau_4\) as a function of \(\tau\) showing a power law connection between the two quantities. The straight line has a slope of 0.70.

Finally, we note that for large \(\tau\) we find clear deviations of our data from the predicted power law in that the growth of \(\chi_4^p\) is weaker than predicted. So in this regime, we can again invoke the argument that hopping processes decrease the cooperativity of the relaxation dynamics.

Fig. [133 (a)] shows that the location of the peak in \(\chi_4(t)\), \(\tau_4\), quickly moves to larger times if the temperature is lowered. To determine the connection between the \(\alpha\)-relaxation time \(\tau\) and the time scale \(\tau_4\) we plot in Fig. [21] \(\tau_4\) as a function of \(\tau\). Also included in the graph is the line \(\tau_4 = \tau\) (solid line) and one recognizes that all the data points fall on this line with high accuracy. Hence we can conclude that the time scale at which the system shows maximum cooperativity is on the time scale of the \(\alpha\)-process, which is in agreement with earlier results [52]. Also note that this conclusion is independent of \(k\), i.e. the strength of the mean-field character does not play a role for this result. This result demonstrates that the \(\alpha\)-relaxation process is tightly related to the presence of the dynamical heterogeneities and that hence it is useful to study the latter in order to understand the slowing down of the relaxation dynamics. Finally we mention that the direct proportionality of \(\tau_4\) to \(\tau\) and the power law connection between \(\tau_2\) and \(\tau\), see Fig. [16], implies that we have the simple connection \(\tau_2 \propto \tau_4^\kappa\), with an exponent \(\kappa\) given by \(b/(a + b)\), see Eq. (28). That this relation works indeed well is shown in the inset of Fig. [21]. Since the exponent \(\kappa\) is less than unity, we see that \(\tau_2\) is smaller than \(\tau_4\), as expected [60]. This can also be concluded from Fig. [5] where we have added in panels (a)–(c) the values of \(\tau_4\) (downward arrows), in that one recognizes that at low \(T\), these are indeed to the right of the arrows presenting \(\tau_2\). These graphs also show that, interestingly, the (logarithmic) slope of the MSD at \(t = \tau_4\) is independent of \(T\) but weakly dependent on \(k\).

**IV. SUMMARY AND CONCLUSION**

We have introduced a simple glass-forming system which allows to tune in a smooth manner its mean-field character. This is achieved by introducing additional \(k\) “pseudo neighbors” with which a particle can interact. These additional interactions are long-ranged and hence with increasing \(k\), each particle becomes increasingly connected with the rest of the system. However, since we also keep the original interaction between nearest-neighbor particles, our model has the advantage of maintaining a liquid-like structure even in the mean-field limit, i.e. the nearest neighbor distances are always of the order of the particle diameter, which is in contrast to other models that allow tuning their mean-field character [23].

We find that the structure of the system, as characterized by the radial distribution function or the static structure factor, remains unchanged with the addition of the pseudo neighbours, also this in contrast to previous models. Due to the way the model is set up, it is possible to analytically calculate all the static structural properties of the system from the knowledge of the \(k = 0\) system. This allows us to understand that the additional interactions give rise to an effective potential that increases with \(k\), thus influencing the relevant temperature scale of the system.

Due to the presence of the pseudo neighbors, the relaxation dynamics shows a very strong dependence on \(k\) in...
that the onset temperature as well as the critical temperature of mode-coupling theory increase with increasing \( k \). However, once the relaxation times are expressed in terms of the critical temperature of MCT one finds only a mild \( k \)-dependence, indicating that for this class of systems \( T_c \) is the most relevant parameter for the dynamics, at least in the \( T \)-range investigated here. We note that the range in temperature in which MCT seems to give a good description of the relaxation dynamics increases systematically with increasing \( k \), thus indicating that in the mean-field limit, the theory becomes exact. This is also confirmed by the observation that the dynamical heterogeneities, characterized by the dynamic susceptibility \( \chi_4(t) \), decrease with increasing \( k \).

It is often believed that the fragility of the glass-former is directly related to the presence of dynamical heterogeneities (or more precisely to the value of the stretching parameter \( \beta \) in the Kohlrausch-Williams-Watts function used to fit the time-correlation functions\[^{29-32} \]. Since we find that the fragility of the system increases with \( k \) while the dynamic heterogeneity decreases we conclude that there is no such (strict) connection between these two quantities, although we do not want to exclude the possibility that in practice there might be a certain correlation. This result is in qualitative agreement with the findings in earlier studies\[^{29,64} \]. Sengupta et al. have, e.g., reported that compared to a three-dimensional system, the corresponding four-dimensional system was less heterogeneous but more fragile\[^{29} \]. This is also corroborated by experimental data analyzed by Dyre, which indicate that there is no direct connection between fragility and heterogeneity\[^{64} \].

The possibility to tune the mean-field character of the system without changing the structure also allows elucidating the relation between the non-Gaussian parameter \( \alpha_2(t) \) and \( \chi_4(t) \). While previous studies have often considered both functions to be indicators for the dynamical heterogeneities, our analysis shows that this is not the case at all since their dependence on \( k \) is very different. Therefore our work clearly shows that these two observables convey information that is very different, a conclusion that is in line with previous results that showed that the peak in \( \alpha_2(t) \) has a temperature dependence which differs from the one of \( \chi_4^p \)\[^{22} \]. Furthermore, we also recall that for the MK-model, Ref. \[^{22} \] one finds that \( \chi_4^p \) decreases with increasing mean-field character of the system, i.e. the same behavior as we have found here, but that also the value of \( \alpha_2^p \) decreases, while in our case we find that \( \alpha_2^p \) is independent of \( k \). Also in the case of the Gaussian core model, it was found that it’s \( \alpha_2(t) \) peak is lower than the one for the Kob-Andersen model, whereas the \( \chi_4 \) peak is much higher\[^{25,26} \]. The authors of these papers justified this results by stating that \( \alpha_2 \) provides a measure of the degree of dynamic heterogeneity and thus its peak value should be lower for more mean-field like models and \( \chi_4 \) provides a measure of the size of the domains and systems which have larger domains should have higher value of \( \chi_4 \). Although this interpretation might apply to the Gaussian core model, it is not in agreement for the system studied here and hence not general. This suggests that further studies are required to understand the exact information provided by \( \chi_4 \) and \( \alpha_2 \) and if these two quantities are indeed related to each other.

Finally, we also note that the decrease of \( \chi_4^p \) with increasing \( k \) can be due to the fact that the fluctuations in the overlap function do indeed decrease, i.e. the relaxation dynamics of the system becomes more homogeneous, as expected for a mean-field-like system. However, since with increasing \( k \) the characteristic temperatures of the system also increase, the fluctuations should decrease. So for the moment, it is not clear which one of the two mechanisms is the main cause for the decrease of \( \chi_4^p \) that we observe in the present work.

In an earlier study involving different glass-formers evidence was given that the locally preferred structures (LPS) are connected to the dynamics only for systems which are not mean field like\[^{65} \]. The ability of the present model to continuously tune the mean-field behaviour makes it thus an ideal system to check the validity of this observation. Since we find that with increasing number of pseudo neighbours the LPS remains unchanged whereas the dynamics slows down, this suggests that with an increase in the mean field nature the correlation between the LPS and the dynamics decreases, a result that corroborates the earlier findings from Ref. \[^{65} \].

The range of \( k \) that we were able to access in the present simulation is relatively modest since for larger \( k \) the relaxation dynamics became too slow to equilibrate the system within a reasonable amount of computer time. It is, however, of interest to make an educated guess on what will happen if \( k \) is increased further. Our analytical results for the structure, Fig. \[^{5} \] shows that with increasing \( k \) the main peak in the effective radial distribution function becomes very high. In this limit one can thus expect that the contribution from the pseudo neighbors will start to dominate the one from the real nearest neighbors and hence will make the system mean-field like. However, from the graph we recognize that this increase becomes strong only once \( k \) is larger than \( O(10^2) \), i.e., a value that is at present somewhat beyond the reach of standard computer simulations. It can be expected, however, that in the near future improved algorithms will allow to deal with this bottleneck. In that case our approach will thus allow to make more stringent investigations on how the properties of a normal three dimensional glass-former can be connected to the corresponding system in the mean field limit.

This summary clearly indicates that the details how the mean-field limit is approached are important and future studies are needed to clarify this point. Finally, we note that the approach we propose here on how the mean-field character is tuned can be applied to any system. Hence it will be interesting to study whether other types of interaction potentials, such as the Coulomb potentials used to describe oxide glass-formers, will
give qualitatively the same behavior, or in other words, whether the approach to the mean-field limit depends on the nature of the local structure of the system.
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