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How does a smooth cosmic distance ladder emerge from observations made from a single location in a lumpy Universe? Distances to Type Ia supernovae in the Hubble flow are anchored on local distance measurements to sources that are very nearby. We described how this configuration could be built in a perturbed universe where lumpiness is described as small perturbations on top of a flat Friedmann-Lemaître Robertson-Walker spacetime. We show that there is a non-negligible modification (about 11%) to the background Friedmann-Lemaître Robertson-Walker area distance due to the presence of inhomogeneities in the immediate neighbourhood of an observer. We find that the modification is sourced by the electric part of the Weyl tensor indicating a tidal deformation of the local spacetime of the observer. We show in detail how it could impact the calibration of the Type Ia supernova absolute magnitude in the Hubble flow. We show that it could potentially resolve the Type Ia supernova absolute magnitude and Hubble tensions simultaneously without the need for early or late dark energy.

CONTENTS

I. Introduction 2

II. Area distance in a Universe with structures 3

II.1. General relativistic correction to the area distance on constant redshift surfaces 5
II.2. Local group Barycentric observer and affine parameter perturbations 5
II.3. Monopole of the area distance and full sky spherical harmonics decomposition 8
II.4. Imprints of tidal deformations on the area distance at low redshift 11

III. Cosmography in the presence of structures and consequences for Hubble rate 12

III.1. Low redshift limit of the area distance and the decoupled region 13
III.2. Supernova peak magnitude-redshift relation 14
III.3. Calibration of the SNIa using local distance anchors 16
III.4. The Supernova absolute magnitude tension 17
III.5. Standard ruler: Baryon acoustic oscillation 18

IV. Conclusion 19

Acknowledgement 20

Data Access Statement 20

A. Physical Position from perturbed background 21

B. Area distance from the null focusing equations 21

C. Spherical Harmonic decomposition of the key term 21

References 27

∗obinna.umeh@port.ac.uk

arXiv:2201.11089v3 [astro-ph.CO] 21 Jul 2022
I. INTRODUCTION

The observable patch of the universe from earth has structures of different sizes and shapes interacting gravitationally among themselves and with the observer [1,3]. The apparent luminosities from these sources are interpreted assuming exact cosmological principle, i.e. isotropic and homogeneous Friedmann-Lemaître Robertson-Walker (FLRW) model [3,4]. The symmetry of the FLRW spacetime does not allow such a local inhomogeneous distribution of structures as seen by an observer. Yet the standard model of cosmology assumes it [8,10]. The key justification for this was provided by Weinberg in 1976. Weinberg showed that the impact of gravitational deflection due to the inhomogeneities on the apparent luminosities of sources is the same on average to the universe where the inhomogeneities were spread out homogeneously through space [11]. The proof assumes the following: that the cosmological principle holds [12], that the time and position in the FLRW and the inhomogeneous spacetime are synchronised [13], that there is no strong gravitational lensing events or caustics as photons traverse over-densities along the line of sight [14,15] and that the redshift is a monotonic function on all scales even in the presence of structures.

Our target here is to explore in detail using the cosmological perturbation theory the assumption that the redshift is a monotonic function on all scales by calculating the monopole of the area distance on a constant redshift surface. This is very crucial because the local distance ladder is calibrated using distance measurement to nearby sources [9,10]. It is well-known that distance to those sources is not a simple function redshift [16,18]. Several works have studied the luminosity distance (distance modulus) in perturbation theory before [19–27], the result from these efforts show that the background FLRW spacetime is a good approximation of the area distance in the observed universe [28,29]. Independent studies based on general relativistic N-body simulation reached a similar conclusion [13,30,31]. However, these studies focused on the following redshift limit 0 ≤ z ≤ 1100 [13,28,30,32]. The focus on this redshift range was motivated by the fact that the SHoES collaboration and the Carnegie-Chicago Hubble Program (CCHP) truncated the sample of the peak magnitudes of the SNIa at z ≥ 0.02 [6,9]. On the surface, this appears to be sufficiently motivated but on closer examination, it becomes clear that the determination of the Hubble rate using the peak magnitudes of Type Ia supernova (SNIa) within this redshift range (0.023 ≤ z ≤ 0.5) relies crucially on the geometric distance measurement of a set of anchors that are very nearby [6,9]. Essentially, the calibrated absolute magnitude of the SNIa in the Hubble flow, could depend on the distance measurement to the anchors in the z ≤ 0.01 redshift range [33]. This is very important because the absolute magnitude of the SNIa in the Hubble flow is simply the geometric distance measured at 1Mpc. Such a dependence could manifest as a tension in absolute magnitude of the SNIa [33,36] if the anchors live in a local over-density with a non-trivial curvature.

To build a consistent cosmic distance ladder in a perturbed universe that captures the interplay between the geometric distance measurements to a set of anchors and the SNIa in (0.023 ≤ z ≤ 0.5) redshift range, we derive a very concise expression for the area distance that includes general relativistic corrections in a perturbed FLRW spacetime. The full general relativistic expression for the area distance within the cosmological perturbation theory is humongous, it covers more than a page when written down [19,21]. This usually involves perturbing the Sach’s equation for the area distance [19,21] or perturbing the Jacobi map [26,27] or using the light-cone formalism to decompose the Jacobi map [22,24]. The formalism we present here is much simpler and points straight to the key terms. Using this expression, we show that at very small redshifts (limit where the redshift goes to zero), the monopole of the distance-redshift relation is determined by the rate of shear deformations of the local spacetime. Distance to the nearby anchors is not given by the FLRW spacetime since the rate of shear deformation tensor vanishes in an FLRW spacetime. We show that for a consistently calibrated zero-point of the distance modulus, the SHoES and CCHP teams should infer the same Hubble rates and the Hubble rate inferred by both teams corresponds to global volume expansion. Finally, by fitting the Alcock-Paczynski parameters [37] based on the FLRW spacetime to corresponding perturbed expression, we show that the Hubble rate determined this way is sensitive to the local environment. The key result on area distance is given in equation (104) and the possible resolution of the supernova absolute magnitude tension is given in equation (104).

The rest of the paper is organised as follows: We give a very concise derivation of the area distance that isolates cleanly the effect of radial and tangential distortions of the source position in section [11]. We show how the tidal effects contribute to the monopole of the area distance at a very small redshift in sub-section [11.3]. We discuss the consequences of the tidal deformation in section [11]. In sub-section [11.2], we discuss the calibration of the SNIa peak magnitude using the TRGB and in sub-section [11.3.3] we discuss the calibration using cepheids. The discussion on the SNIa absolute magnitude tension is provided in sub-section [11.4]. In sub-section [11.5], we illustrate how the Alcock-Paczynski parameters might be interpreted given a perturbed expression for the area distance and the Hubble rate. We conclude in section [17]. The details of the derivation of the area distance in a perturbed universe are given in the Appendix [A].

Cosmology: We adopt the following values for the cosmological parameters of the standard model [8]: the dimensionless Hubble parameter, h = 0.674, baryon density parameter, \( \Omega_b = 0.0493 \), dark matter density parameter, \( \Omega_{cdm} = 0.264 \), matter density parameter, \( \Omega_m = \Omega_{cdm} + \Omega_b \), spectral index, \( n_s = 0.9608 \), and the amplitude of the primordial perturbation, \( A_s = 2.198 \times 10^{-9} \). The small English alphabets from a–e denotes the full spacetime indices,
where $i$ and $j$ denote the spatial indices.

II. AREA DISTANCE IN A UNIVERSE WITH STRUCTURES

Sources are detected at their image positions (apparent position), $x_i^o$, they are related to their physical position $x_a$ via a general coordinate transformation:

$$x_a^o(x') = x_j^o + \left(\frac{\partial x_a}{\partial x_j^o}\right)_i (x'^i - x_i^o) + O((x' - x_i)^2),$$

(1)

In the Geometric optics limit, we can describe light rays which carry distance information as affinely parameterised null geodesics $k^a\nabla_bk^a = 0$, where $k^a$ is the photon tangent vector to the null geodesic emanating from a source at position $x_a^o$ and converging at the observer at $x_a^o$. For points sources, $x_a^o$ and $x_a^o$ constitute a conjugate pair. Here, $\nabla$ is the spacetime covariant derivative and $k^a$ satisfies the Eikonal equation $k_a^b k^b = 0$. This photon trajectory traces a curve which is parameterised by the affine parameter $\lambda$ according

$$k^a = \frac{dx^a}{d\lambda}.$$  

(2)

Given a comoving observer with a time-like 4-velocity, $u^a$ ($u^a u_a = -1$), we decompose $k^a$ into parallel and orthogonal components with respect to $u^a$: $k^a = E(u^a \pm n^a)$, where $E$ is the photon energy, $E = -u_k k^a$ and $n^a$ is a space-like line of sight (LoS) direction vector ($n^a n_a = 1$). In this set-up, we consider a one-parameter family geodesics, among the one-parameter family, we choose a “central ray” as a “unique ray” and calculate deviation of the infinitesimally close nearby geodesics. In general the deviation is attributed to the effect of gravity [35]. The result we get at the end is independent of this choice since what is important is the difference [39, 40]. Treating $x_i^o(\lambda)$ as the trajectory of the central ray, we define a difference/connecting/deviation vector as the difference between the inferred apparent line of sight (LoS) direction vector ($n^a n_a = 1$). The screen space metric (the two space orthogonal to the geodesics) is denoted by $g_{ab}$ and $g^{ab}$ is the metric of the full spacetime. It is used to project the spacetime indices to the orthonormal tetrads indices on the screen space; $N_{ab} e_A^a e_B^b = \eta_{AB}$ and $e_A^a = N_{ab} e_B^b A$.

For the irreducible decomposition of the Jacobian, we follow the formalism introduced in [11, 12]. The computation of the area distance within this formalism requires only the screen space projected components of the Jacobian. To obtain this part, it is enough to decompose just the spatial component of the deviation vector $\xi^i$ with respect to $n^i$: $\xi^i = \xi_{\parallel} n^i + \xi_{\perp} n^i$, where $\xi_{\parallel}$ is the component parallel to $n^i$ and $\xi_{\perp} = e^A e_i A \xi_i$ is the angular or the screen space projected part. Similarly, the Jacobian can also be decomposed as

$$D_{ij} = n_i n_j D_{||} + 2n_i e^j_\parallel A D_{\perp A_1} + e_i A e_j B D_{\perp A B},$$

(4)

where $D_{\parallel j} = D_{ij} n^i n^j$, $D_{\perp A_1} = n^i e^j A_1 D_{ij}$ and $D_{\perp A_1 A_2} = e_i A_1 e^j A_2 D_{ij}$. $n^i \partial_i n^j = 0$ vanishes on the Minkowski spacetime (or on the conformal FLRW spacetime). The angular part of the Jacobian, $D_{\perp A B}$ may be decomposed further into irreducible parts:

$$D_{\perp A B} = e_i A e_j B D_{ij},$$

(5)

$$= e_i A e_j B \left[ \frac{1}{2} \hat{\theta} \xi_{\parallel} \delta_{ij} + \delta_{\perp A \perp j} \right],$$

(6)

$$= e^i A e^j B \left[ \frac{1}{2} \hat{\theta} \xi_{\parallel} \delta_{ij} + N_{ij} \kappa + \varepsilon_{ij} \omega + \gamma_{ij} \right] = \frac{1}{2} D\delta_{AB} + \gamma_{(AB)} + \varepsilon_{AB} \omega,$$

(7)

where $\varepsilon_{AB}$ is the Levi-Civita tensor on the screen space, we made use of the decomposition of $\xi_i$ with respect to $n^i$ in the second equality, $\hat{\theta}$ is the divergence of $n^i$ on the conformal FLRW spacetime and we introduced the following terms in the last equality

$$D_{\perp} = D_A A, \quad \gamma_{(AB)} = D_{\perp (AB)} - \frac{1}{2} N_{AB} D_{\perp C} C, \quad \omega = \frac{1}{2} \varepsilon_{AB} D_{\perp AB}.$$  

(8)
where $\mathcal{D}$ is the trace of $\mathcal{D}_{AB}$, it describes the isotropic distortion of the image of the source due to inhomogeneity. Its irreducible form is given by

$$\mathcal{D}_\perp = \partial_\perp \mathcal{A}_\perp^n \xi_{\parallel} - 2\kappa = \frac{2}{r} \xi_{\parallel} - 2\kappa,$$

(9)

where $\kappa$ is the weak gravitational lensing convergence, $\xi_{\parallel}$ is a general relativistic correction to the weak gravitational lensing convergence. The importance of this term $\xi_{\parallel}$ was first recognised in [14], where it was pointed out that it describes the effect of the radial lensing. It has a natural interpretation in redshift space where it describes the Doppler lensing effects, as we shall see the leading order part describes the parallax effect which usually exploited to estimate geometric distances to nearby sources. When we say parallax effect, we mean the displacements in the source position due to the relative motion of the observer with respect to the local overdensity. On the conformal FLRW background, $\theta$ is given by $\theta = \partial_\perp \mathcal{A}_\perp^n 2 = 2/r$. Similarly, $\partial_\perp [\mathcal{A}_\perp^n] = 0$ and $\partial_\perp \mathcal{A}_\perp^n = 0$ on the conformal FLRW background. Furthermore, $\gamma(AB)$ is the shear, it corresponds to the trace-free part of $\mathcal{D}_{AB}$, it describes the anisotropic stretching of initial circular image and $\omega$ is the twist, it corresponds to anti-symmetric part of $\mathcal{D}_{AB}$. These observables are defined in terms of the deviation vector:

$$\kappa = -\frac{1}{2} N^{AB} \nabla_\perp A \xi_{\parallel B} \quad \gamma_{AB} = \nabla_\perp (A \xi_{\parallel B}) \quad \omega = \epsilon^{ABC} \nabla_\perp [A \xi_{\parallel B}].$$

(10)

The area distance, $d_A$, is related to the area element of the screen space(area of the wave-front advancing towards from the past) according to $dA = \sqrt{N} d\Omega = d^2_A d\Omega$, where $N$ is the determinant of the induced physical metric on the screen space. It is related to the metric of the celestial sky, $\Omega_{AB}$, according to the general metric transformation law

$$N_{AB} = \frac{\partial x^C}{\partial x'^A} \frac{\partial x^D}{\partial x'^B} \Omega_{CD}.$$ 

(11)

The determinant of a product of matrices is equal to the product of the determinants of each matrix: $\det[N] = \det[\Omega] \det[J]^2$, therefore, we can use the Cayley–Hamilton theorem to evaluate the determinant of $\det[J]$ since $\det[\Omega] = 1$

$$\det[J] = \det[\tilde{J}] \left[ I + \tilde{J}^i + \frac{1}{2} \left( \tilde{J}^i \tilde{J}^j \tilde{J}^j \tilde{J}^i \right) + O(\epsilon^3) \right],$$

(12)

where $\det(\tilde{J}_{ij})$ is related to the area distance on the background spacetime according to $\tilde{d}_A^2 = \det(\tilde{J}_{ij})$ and $\epsilon$ is an infinitesimally small cosmological perturbation theory parameter. On the full spacetime $d_A^2 = \det(J_{ij})$ and taking the square root gives

$$d_A = \tilde{d}_A \left[ 1 + \frac{\xi_{\parallel}}{\tilde{d}_A} - \kappa - \frac{1}{4} \left( \gamma_{ij} \gamma^{ij} - \omega_{ij} \omega^{ij} \right) + O(\epsilon^3) \right].$$

(13)

An observer on Earth has a non-vanishing peculiar motion with respect to the cosmic rest frame. Most telescopes, automatically corrects for the the impact of the relative velocity between the Earth and the sun so that observables are given in the heliocentric frame [33]. Let’s denote the non-vanishing relative velocity between the heliocentric frame and the cosmic rest frame with $v_{\text{sun-\text{CRF}}}$ This contribution of the heliocentric relative velocity distorts the solid angle. The distortion of the solid angle due to $v_{\text{sun-\text{CRF}}}$ is usually implemented by boosting $d_A$ in equation (13) to the heliocentric frame which has a non-vanishing peculiar velocity. Let $\bar{u}^a$ denote the four-velocity of the observer in this frame. The relationship between $\bar{u}^a$ and $u^a$ is given by [44]

$$\bar{u}^a = \gamma(u^a + v_{\text{sun-\text{CRF}}}^a), \quad \text{where} \quad \gamma = \frac{1}{\sqrt{1 - v_{\text{sun-\text{CRF}}}^2}}, \quad v_{\text{sun-\text{CRF}}}^a u_a = 0,$$

(14)

The solid angles in both frames are related according to [16, 15]:

$$\frac{d\Omega}{d\tilde{\Omega}} = \left( \frac{E}{\tilde{E}} \right)^2 = \gamma^2 \left( 1 - n^a v_{\text{sun-\text{CRF}}} \right)^2,$$

(15)

where $E/\tilde{E} = \gamma(1 - n^a v_{\text{sun-\text{CRF}}}^a)$ [10]. Then the infinitesimal change in the area becomes $dA = \tilde{d}_A |d\Omega/d\tilde{\Omega}|d\tilde{\Omega}$, hence, the relationship between the area distance in both frames becomes

$$\tilde{d}_A = \frac{\tilde{E}}{E} d_A \approx \left[ 1 - n^i v_{\text{sun-\text{CRF}}} + n^i n^j v_{\text{sun-\text{CRF}}} v_{\text{sun-\text{CRF}}} + \frac{1}{2} v_{\text{sun-\text{CRF}}} v_{\text{sun-\text{CRF}}} \right] d_A.$$

(16)

As we shall describe in detail later and elsewhere using the Jacobi field formalism, this additional contribution to the area distance due to the heliocentric observer peculiar velocity are not describable within the cosmological perturbation
theory on an FLRW background without the addition of the higher multipoles of the peculiar velocity field. Please see [17] for details on this topic. More discussion on this is provided in sub-section II.2.

For consistency or sanity check, we can expand equation (19) up to linear order in velocity to find \( dA = dA(1 - n^i v^i_{\text{lin}} - n^i \xi_i/dA + \kappa_{\text{linear}}) \). This helps to see immediately that all the general relativistic corrections described in [19, 21, 45] at linear order are contained in \( n^iv_i + \xi_i/dA \). Our main focus here is to examine this term at second order. The impact of the observer peculiar velocity on the distance measurement was discussed in [18, 49].

II.1. General relativistic correction to the area distance on constant redshift surfaces

We work in Conformal Newtonian gauge on a flat FLRW background spacetime for simplicity:

\[
ds^2 = a^2 \left\{ -[1 + 2\Phi]dr^2 + [1 - 2\Psi] \delta_{ij} dx^i dx^j \right\},
\]

where \( \delta_{ij} \) is the metric of the spatial section of the Minkowski spacetime, \( \Phi \) and \( \Psi \) are the Newtonian and curvature potential respectively. In the limit of vanishing anisotropic tensor in General relativity, \( \Phi = \Psi \). The components of \( u^a \) perturbed up to second order in perturbation theory are given by

\[
w^0 = 1 - \Phi + \frac{3}{2} \Phi^2 - \frac{1}{2} \Phi^{(2)} + \frac{1}{2} \partial_i v^i v^j \delta_{ij} ,
\]

\[
w^i = \partial^i v + \frac{1}{2} \Phi^{(2)} + \frac{1}{2} \partial^i v^{(2)},
\]

where \( v^i \) is the peculiar velocity, \( \partial_i \) is the spatial derivative with respect to the background spacetime and \( v \) is the peculiar velocity potential. The metric perturbation in equation (17) remains valid except in the vicinity of a very strong gravitational field source such as a black hole [50]. In general, \( \Phi \) satisfies

\[
|\Phi| \ll 1, \quad |\Phi|^2 \ll \partial^i \partial^j \Phi \partial_i \Phi, \quad (\partial^i \Phi \partial_i \Phi)^2 \ll \partial^i \partial^j \Phi \partial_i \partial_j \Phi.
\]

where \( \partial^i \) is the derivative with respect to the conformal time. The last term could be large \( \partial^i \partial^j \Phi \propto \delta \rho / \rho \gg 1 \), where \( \delta \rho / \rho \) is the perturbation in the matter density. However, we do not encounter such terms on the past light-cone, rather we have a projected mass density field, \( \nabla x^i \Phi \), which is well-behaved due to the weak gravitational lensing geometric term that regulate its amplitude. Using equation (2), we calculate the perturbed position of the source \( x^i(\bar{\eta}, \bar{x}) = \bar{x}^i(\bar{\eta}) + \delta x^i(\bar{\eta}, \bar{x}) \), where \( \delta x^i \) denotes perturbation in the position, \( \bar{\eta} \) and \( \bar{x} \) are the background conformal time and position respectively. In the appendix [A] we show how to re-map the background conformal time and position in terms of the affine parameter \( \lambda \) associated with the null geodesics

\[
x_{\text{FLRW}}^i(\lambda_s, \hat{n}) \approx \bar{d}_A \left\{ n_i \frac{\delta x_i}{r_s} - \frac{1}{r_s} \Delta x^{(1)} \nabla_{\perp} \delta x^{(1)} \right\} + \frac{\delta x^{(1)}}{r_s} - \frac{1}{r_s} \Delta x^{(1)} \hat{n} \frac{\delta x_{\parallel}}{r_s} \nabla_{\perp} \delta x_{\parallel} - \frac{1}{r_s} \frac{1}{r_s} \hat{H} (\Delta \lambda - \Delta x_{\parallel} \hat{n} \nabla_{\perp} \delta \lambda) \} n^i \right\},
\]

where \( r_s \equiv (\lambda_s - \lambda_i) \) is the comoving distance and \( \bar{d}_A = \lambda_s / r_s \) is the area distance, \( \hat{H} \) is the conformal Hubble rate, \( \delta \lambda \) is the perturbation of the affine parameter and \( \Delta x_{\parallel} = \delta x_{\parallel} + \delta \lambda \). Using equation (21), we define the deviation vector within standard cosmology as

\[
\xi^i(\lambda_s, \hat{n}) = x_{\text{FLRW}}^i(\lambda_s, \hat{n}) - x_{\text{FLRW}}^i(\lambda_s) = \frac{n^i \xi^i(\lambda_s, \hat{n}) + \xi_{\parallel}^i(\lambda_s, \hat{n})}{d_A}.
\]

The orthogonal component or the deviation vector is given by

\[
\xi_{\parallel}^i(\lambda_s, \hat{n}) = \frac{\delta x_{\parallel}}{r_s} - \frac{1}{r_s} \Delta x_{\parallel} \nabla_{\perp} \delta x_{\parallel} \approx 2 \int_0^{r_s} \frac{(r - r_s)}{r_s} \nabla_{\perp} \Phi^{(i)} dr .
\]

Using this, we find that the gravitational lensing shear is given by

\[
\gamma_{ij}^{(1)}(z_s, \hat{n}) = \int_0^{r_s} \frac{(r - r_s)}{r_s} \nabla_{\perp} (\Phi^{(i)} + \Psi^{(i)}) dr .
\]

Note that in the low redshift limit, \( \xi_{\parallel} \) is the key term we focus on. Therefore, in order to understand it much better, we decompose it further into geometric deformation part \( \delta r_{\text{geo}} \) and the radial or line of sight deformation part \( \delta r_{\text{n}} \):

\[
\frac{n^i \xi_{\parallel}(\lambda_s, r \hat{n})}{d_A} = \frac{\delta r_{\text{geo}}(\lambda_s, r \hat{n})}{r} + \frac{\delta r_{\text{n}}(\lambda_s, r \hat{n})}{r} ,
\]

(25)
where \( \delta r_{\text{geo}} \) is related to the Wrinkle surface effect described in [29]. One can immediately isolate the terms that describe this effect from first three terms in the second line of equation (21)

\[
\frac{\delta r_{\text{geo}}(\lambda_s, r\hat{n})}{r} = \frac{\delta x_i}{r_s} - \frac{1}{r_s} \Delta x_i \partial_i \delta x || - \frac{1}{r_s} \delta x_i \nabla_i \delta x ||. \tag{26}
\]

The second term and third terms in equation (26) are due to Post-Born correction [23, 51–54]. Given the metric in equation (17), \( \delta r_{\text{geo}} \) is given by

\[
\frac{\delta r_{\text{geo}}}{r} = -\frac{2}{r_s} \int_0^{r_s} (\Phi + \Psi) \, dr + 4 \int_0^{r_s} \int_0^{r'} \, dr' \int_0^{r'} \, dr'' (r_s - r' \nabla_i \Phi(r'\hat{n}) \nabla_i \Phi(r''\hat{n})) + 4 \int_0^{r_s} (r_s - r) \nabla_i \Phi \int_0^{r_s} \int_0^{r} \, r \nabla_j \Phi \, dr. \tag{27}
\]

\( \delta r_{\text{eff}} \) describes the deformation of the photon trajectory by the inhomogeneities along the line of sight. One can pick out the terms that describe this effect from the last set of terms in the second line of equation (21)

\[
\frac{\delta r_{\text{eff}}(\lambda_s, r\hat{n})}{r} = -\left(1 - \frac{1}{r_s \hat{\mathcal{H}}_s}\right) \mathcal{H}_s \left(\delta \lambda - \Delta x_i \partial_i \delta \lambda - \delta x_i \nabla_j \delta \lambda \right). \tag{28}
\]

Earlier work by Ellis and Solomons describes this contribution as radial lensing effect [14]. As we shall see in the next section that in redshift space, it describes the parallax effect as earlier mentioned or more generally the Doppler lensing effect [55]. This effect manifests as a displacement in the position of the background source due to the fact that an observer is moving relative to a local over-density. This effect has been used exclusively used to obtain the distance to the very nearby sources [56]. From its relationship with the tangential gravitational lensing convergence, \( \kappa_S = -(\xi_\parallel/r - \kappa) \), it has opposite physical effect to \( \kappa \) [57].

### II.2. Local group Barycentric observer and affine parameter perturbations

Although the deviation vector is defined in terms of the affine parameter which is monotonic when initialised at the observer, it is not an observable. What is observable is the redshift of a source which is defined as a ratio of the photon energy at the source, \( E_s \), to the photon energy at the observer location, \( E_o \):

\[
(1 + z_{\text{obs}}) = \frac{E_s}{E_o}. \tag{29}
\]

At late time, gravitationally bound sources move relative to the cosmic rest frame. The peculiar motion contributes to the observed redshift of a source according to [16]

\[
(1 + z_{\text{obs}}) = (1 + \bar{z}) (1 + z_{\text{pec}}^o)(1 + z_{\text{pec}}^\text{SN}) , \tag{30}
\]

where \( \bar{z} \) is the redshift associated with the Hubble flow or the cosmological redshift(for the rest of the paper, we sometimes use \( z \) to denote the cosmological redshifts especially in figures), \( z_{\text{pec}}^o \) is the redshift associated with the motion of the heliocentric frame with respect to the cosmic rest frame and \( z_{\text{pec}}^\text{SN} \) is the redshift associated with the peculiar motion of the source’s frame with respect to the cosmic rest frame. In special relativity, \( z_{\text{pec}}^\text{SN} \) and \( z_{\text{pec}}^\text{helio} \) are related to the peculiar velocity \( v_i^X \) according to [17]

\[
(1 + z_{\text{pec}}^\text{SN}) = \sqrt{\frac{1 + v_i^X}{1 - v_i^X}} \quad \text{and} \quad (1 + z_{\text{pec}}^\text{helio}) = \frac{1}{\sqrt{1 - v_i^X^2}} \tag{31}
\]

where \( v_i^X = n_i v_i^X \) is line-of-sight direction component, \( v_i^X = v_i^X v_i^{X*} \) and \( v_i^{X*} = N_{ij} v_j^X \) is the transverse component. The relative velocity between the heliocentric frame and the cosmic rest frame receives contribution from several sources

\[
v_{\text{sun–CRF}} = v_{\text{sun–LSR}} + \nu_{\text{LSR–GSR}} + \nu_{\text{GSR–LG}} + \nu_{\text{LG–CRF}} , \tag{32}
\]

where \( v_{\text{sun–LSR}} \) is the motion of the sun relative to the nearby stars that define the dynamical Local Standard of Rest (LSR), \( \nu_{\text{LSR–GSR}} \) is the circular rotation of the LSR about the galactic center. \( \nu_{\text{GSR–LG}} \) is the motion of the Galactic Standard of Rest (GSR) or the Galactic Rest Frame (GRF) relative to the Local Group (LG) centroid and \( \nu_{\text{LG–CRF}} \) is the peculiar velocity of the LG with respect to the CRF. Each of these relative velocity contributions defines a unique
4-velocity according to equation (14). Each 4-velocity induces a unique coordinate system. Secondly, what we really want is $v_{\text{sun-CRF}}$, we can’t describe this within the cosmological perturbation theory on the expanding FLRW background (i.e equation (17)). We shall see in sub-section II.4 that equation (17) breaks down at about 1 Mpc. Therefore, we assume that the observer is located at the Barycenter of our local group and that the source is also positioned at the barycenter of its host halo or cluster. With these assumptions, we can re-write equation (30) as

$$
(1 + z_{\text{obs}}) \approx (1 + \bar{z}) \left(1 + \frac{\delta r_{\text{pec}}^{\text{SN, host}}}{\delta r_{\text{pec}}^{\text{SN, host}}}\right) \left(1 + \frac{\delta r_{\text{pec}}^{\text{host}}}{\delta r_{\text{pec}}^{\text{host}}}\right) = \frac{E_a}{E_o} = \frac{(-k_0 u^a)}{(-k_0 u^b)_o},
$$

where $z_{\text{pec}}^{\text{SN, host}}$ is the redshift associated with the motion of our local group and $z_{\text{pec}}^{\text{host}}$ is the redshift associated with the host halo of the SNIa. As we shall describe in detail in sub-section II.3 that provided we correct for the monopole and dipole associated with the barycentric observers, we can always boost the final result back into the Heliocentric frame where the observer lives. We shall describe how this is done in detail elsewhere because this paper is already technically complicated, we do not intend to make it even more complicated.

Moreover, it is important to point out that the cosmological analysis of the SNIa samples in the Hubble flow are done as function of the cosmological redshift and not in terms of the heliocentric redshift. That is the cosmological analysis are not done in terms of the observed redshift given in equation (33). Please see a more detailed discussion of this in [58]. The constraint on cosmological parameters would differ if the analysis is done in terms of $z_{\text{obs}}$, especially when only a sub-sample of the low-s SNIa is used. Hence it is important to express all the SNIa on the constant redshift surface. Details on how to obtain the cosmological redshifts from the observed redshift of sources for the Pantheon+ supernova samples were given in [17]. The recent cosmological analysis of the Pantheon+ supernova samples made use of this technique [59].

On the theory side, this is easy to define. For example, to express our result in terms of the cosmological redshift or to define the surface of constant redshift, we simply expand the full expression for the redshift in perturbation theory

$$\frac{1}{(1 + z_{\text{obs}})} = \frac{a(\lambda_s)}{a(\lambda_o)} \left[1 + (-H_0 \delta^{(1)} \lambda - \delta^{(2)} z) + \frac{1}{2} \left(-H_0 \delta^{(2)} \lambda - \delta^{(2)} z + 2(\delta^{(1)} z)^2 + 2H_0 \delta^{(1)} z \delta^{(1)} + \left(\frac{\partial H_0}{\partial \lambda_s} + H_0^2\right)(\delta^{(1)} \lambda)^2 + O(\epsilon^3)\right)\right].$$

Imposing that the redshift is entirely due to Hubble flow (cosmological redshift surface) implies that

$$\delta^{(1)} \lambda = -\frac{\delta^{(1)} z}{H},$$

$$\delta^{(2)} \lambda = -\frac{1}{H} \left[\delta^{(2)} z - (\delta^{(1)} z)^2 \left(1 + \frac{1}{H^2} \frac{dH_0}{d\lambda_s}\right)\right].$$

This immediately fixed the perturbation in the affine parameter. Plugging this back to equation (28), we obtain the leading order terms contributing to the radial lensing effect at the constant redshift surface

$$\frac{\delta r_{\text{pec}}}{r} \approx \left(1 - \frac{1}{r_s H_s}\right) \left[\frac{1}{H_s} (\partial_{||} v_s - \partial_{||} v_o) \frac{\partial_{||} r_{\text{pec}}}{\partial r_{\text{pec}}^{\text{host}}} + 2\nabla \frac{1}{r_s} \int_0^{r_s} (r - r_s) \nabla_{\bot} \Phi dr\right].$$

where we have focused on the leading order terms. The leading order approximation is determined by considering the number of spatial derivatives [60]. For example, at the linear order in perturbation theory, terms with two spatial derivatives (it could be angular, or radial derivative along the line of sight) of the gravitational potential or the velocity potential are dominant terms. These are terms which are traditionally classified as Newtonian terms. For example, matter density, Kaiser redshift space distortion term. Terms with one or zero spatial derivatives are sub-dominant and are classified as general relativistic terms. Under this scheme, the first term in equation (39) is classified as general relativistic term. Similarly, at the second-order in perturbation theory, the same scheme applies to the intrinsic second-order term. For the terms quadratic in the first-order terms, the Newtonian terms contain four spatial derivatives in total while the general relativistic term terms are those with less than four spatial derivatives. For example in equation (39), the leading order terms at second order are those with three partial derivatives of the gravitational potential or velocity potential along the line of sight or angular derivatives. This is the reason why we sometimes describe the terms in equation (39) as general relativistic effects.

Comparing equation (37) to equation (27), we observe that the geometric deformation terms are sub-dominant at low redshift, hence, the leading order contribution comes from the radial lensing effect or the parallax effect. Finally the leading order approximation we will be studying in the subsequent sub-section is

$$\frac{\xi_{\bot}(\bar{z}, \bar{n})}{dA} = \frac{\delta r_{\text{geo}}}{r} + \frac{\delta r_{\text{pec}}}{r} \approx \frac{\delta r_{\text{pec}}}{r},$$

$$\approx -\left(1 - \frac{1}{r_s H_s}\right) \left[\frac{1}{H_s} (\partial_{||} v_s - \partial_{||} v_o) \frac{\partial_{||} r_{\text{pec}}}{\partial r_{\text{pec}}^{\text{host}}} + 2\nabla \frac{1}{r_s} \int_0^{r_s} (r - r_s) \nabla_{\bot} \Phi dr\right].$$
The second and the third terms of equation (39) are what we study in detail in sub-section II.3

II.3. Monopole of the area distance and full sky spherical harmonics decomposition

Our interest is to calculate the monopole or the all sky average or direction average of the area distance

\[ \langle d_A(z, \hat{n}) \rangle_\Omega = \bar{d}_A(z) \left[ 1 + \frac{\langle \xi_\parallel / d_A \rangle_\Omega}{\Omega} + \frac{\langle \kappa \rangle_\Omega}{\Omega} - \frac{1}{4} \left( \langle \gamma_{ij} \gamma^{ij} \rangle_\Omega - \langle \omega_{ij} \omega^{ij} \rangle_\Omega \right) \right]. \]  

(40)

where \( \langle \cdots \rangle_\Omega \) denotes the monopole on a constant redshift (z) sphere

\[ \langle X(z) \rangle_\Omega = \int d\hat{n} X(z, \hat{n}). \]

(41)

The all sky average of the lensing convergence \( \langle \kappa \rangle_\Omega \) vanishes because \( \kappa \) is a total divergence of a 2-vector on the screen space \( \langle \kappa \rangle_\Omega = - \int d\Omega \nabla^B \xi_\perp \Omega = 0 \). The twist vanishes for purely scalar perturbation at leading order \( 6\Omega \), hence \( \langle \omega_{ij} \omega^{ij} \rangle_\Omega = 0 \) leaving

\[ \langle d_A(z, \hat{n}) \rangle_\Omega = \bar{d}_A(z) \left[ 1 + \frac{\langle \xi_\parallel \rangle_\Omega}{\langle \bar{d}_A \rangle_\Omega} - \frac{1}{4} \left( \langle \gamma_{ij} \gamma^{ij} \rangle_\Omega \right) \right]. \]

(42)

Note that \( \langle \xi_{ij}/\bar{d}_A \rangle_\Omega \neq 0 \), it is a general relativistic effect. We will show that in the low redshift limit \( \langle \xi_{ij}/\bar{d}_A \rangle_\Omega \) dominates: \( \langle d_A(z, \hat{n}) \rangle_\Omega \simeq \bar{d}_A(z) \left[ 1 + \langle \xi_\parallel / \bar{d}_A \rangle_\Omega \right] \) and its contribution is non-negative. At high redshift, equation (40) reduces to

\[ \langle d_A(z, \hat{n}) \rangle_\Omega \simeq \bar{d}_A(z) \left[ 1 - \frac{1}{4} \langle \gamma_{ij} \gamma^{ij} \rangle_\Omega \right] \simeq \bar{d}_A(z) \left[ 1 - \frac{1}{2} \langle \kappa \rangle_\Omega \right]. \]

(43)

where \( \langle \kappa \rangle_\Omega \approx \langle \gamma_{ij} \gamma^{ij} \rangle_\Omega / 2 \) on small scales. This is a well-known result [28, 29].

In order to evaluate the all sky average of the perturbation to the area distance given in equation (42), we split equation (39) (i.e \( \xi_\parallel / \bar{d}_A \)) further into two parts in order to improve clarity of presentation

\[ \langle \xi_\parallel / \bar{d}_A \rangle_\Omega = \left( \langle \xi_{ij} / \bar{d}_A \rangle_\Omega \right)_{\parallel, A} + \left( \langle \xi_{ij} / \bar{d}_A \rangle_\Omega \right)_{\parallel, B}, \]

(44)

where \( \langle \xi_{ij} / \bar{d}_A \rangle_\Omega \) and \( \langle \xi_{ij} / \bar{d}_A \rangle_\Omega \) are the monopole of the second and third terms in equation (39) respectively. Now let’s go through the full sky spherical harmonic expansion of each term in detail. Firstly, we separate the terms contributing to \( \langle \xi_{ij} / \bar{d}_A \rangle_\Omega \) into terms evaluated at the same source position from the term evaluated at both source and observer positions:

\[ \langle \xi_{ij} / \bar{d}_A \rangle_\Omega \approx - \left( 1 - \frac{1}{r_s \mathcal{H}_s} \right) \frac{1}{\mathcal{H}_s} \left( \langle \partial_{\parallel, v^{(1)}} \partial_r v^{(1)} \rangle_\Omega - \langle \partial_{\parallel, v^{(1)}} \partial_r v^{(1)} \rangle_\Omega \right). \]

(45)

The all sky average of the term evaluated at the same source position i.e \( \left( \partial_{\parallel, v^{(1)}} \partial_r v^{(1)} \right) \Omega \) is zero by symmetry. This implies that all the contribution to the monopole of the area distance from \( \langle \xi_{ij} / \bar{d}_A \rangle_\Omega \) is due to \( \langle \partial_{\parallel, v^{(1)}} \partial_r v^{(1)} \rangle_\Omega \):

\[ \langle \xi_\parallel / \bar{d}_A \rangle_\Omega = \left( 1 - \frac{1}{r_s \mathcal{H}_s} \right) \langle \partial_{\parallel, v^{(1)}} v^{(1)} \rangle_\Omega. \]

(46)

Note that this contribution is dependent on the observer peculiar velocity and becomes important at very low redshifts. That’s why we refer to as parallax effect. It can be used to determine not just Stellar distances and distances to nearby extra-galactic sources [62]. Expanding equation (46) in full sky spherical harmonics leads to

\[ \langle \xi_\parallel / \bar{d}_A \rangle_\Omega = \left( 1 - \frac{1}{r_s \mathcal{H}_s} \right) \int \frac{d^2 k}{2\pi^2} k P_m(k) j_{\ell}^m(k r_o) j_{\ell}^m(k r). \]

(47)

Please see Appendix C for details on how to perform the spherical harmonics decomposition. Ordinarily, equation (47) would have been the final result we are looking for but we have to remember that due to the restriction(barycentric observer approximation) or the cosmological perturbation theory constraint, i.e we positioned the observer at the barycenter of our local group. The \( \ell = 0 \) and \( \ell = 1 \) modes carry this information. Therefore, when we sum from...
and symmetric trace-free tensor, one can show that \( \ell = 0 \) to \( \ell = \infty \), we are calculating the monopole of the area distance that the local group barycentric observer will measure. In order to remove this obvious coordinate dependence of the final result, we adopt the strategy used in the analysis of the CMB temperature anisotropies [63].

The strategy adopted in the treatment of the CMB temperature anisotropies in the presence of large peculiar velocity contribution to the monopole and the dipole is to expand all the terms (i.e. equation (C3)) in full sky spherical harmonics and then sum from \( \ell = 2 \) to \( \ell = \infty \) [63] [64]. Using the correspondence between the spherical harmonics and symmetric trace-free tensor, one can show that \( \ell = 0 \) and \( \ell = 1 \) modes are coordinate dependent [64] [65]. We showed in Appendix C that the following correspondence holds at low redshift

\[
\left\langle \partial_i v_s^{(1)} \partial_j v_s^{(1)} \right\rangle_{\Omega} - \left\langle \partial_i v_s^{(1)} \partial_j v_s^{(1)} \right\rangle_{\Omega} \approx \left\langle \partial_i v_s^{(1)} \partial_j v_s^{(1)} \right\rangle_{\Omega}, \quad \text{with} \quad \ell_{\text{min}} = 2.
\]

We made use of this correspondence for computational efficiency. Using this strategy, we find that the full-sky spherical harmonics of decomposition of the rest of terms are

\[
\left\langle \frac{\xi_i}{d_A} \right\rangle^A_{\Omega} = -\left(1 - \frac{1}{r_s H_s} \right) H(z_s)(f(z_s)D(z_s))^2 \sum_{\ell=2}^{\ell_{\text{max}}} (2\ell + 1) \int \frac{dk}{2\pi^2} k_1 P_m(k_1) j_i^j(k_1 r_s) j_i^j(k_1 r_s),
\]

\[
\left\langle \frac{\xi_i}{d_A} \right\rangle^B_{\Omega} = -\left(1 - \frac{1}{r_s H_s} \right) \sum_{\ell=1}^{\ell_{\text{max}}} (2\ell + 1) \int \frac{dk}{2\pi^2} k_1 P_m(k_1) j_i^j(k_1 r_s) I_\ell(k_1 r_s),
\]

\[
\left\langle \gamma_{ij} \gamma_{ij} \right\rangle_{\Omega} = \frac{2}{\pi^2} \sum_{\ell=2}^{\ell_{\text{max}}} (2\ell + 1) \int \frac{dk}{2\pi^2} k_1 P_m(k_1) I_\ell(k_1 r_s) I_\ell(k_1 r_s),
\]

where \( D \) is the growth factor for the density perturbation and \( f \) is the growth rate, \( j_i(x) \) is the spherical Bessel function and \( j_i^j(x) \) and \( j_i^j(x) \) are first and second derivatives of the spherical Bessel function of order \( \ell \). \( P_m \) is the matter power spectrum, we compute \( P_m \) using the CAMB code [66], \( I_\ell \) is the integral along the line of sight

\[
I_\ell(k, r_s) = -\frac{3}{2} \Omega_{m0} H_0^2 \int_0^{r_s} \frac{dr}{r} \left( \frac{r - r_s}{r_s} (1 + z) D(z) j_i(k r) \right).
\]

Again equations (50) and (51) vanish in the plane-parallel limit when the observer dependent term is neglected. So it is important that a full-sky spherical harmonic decomposition is employed. At large \( \ell \), the three integrals in \( \left\langle \gamma_{ij} \gamma_{ij} \right\rangle_{\Omega} \) maybe reduced to one using the Limber approximation [67]:

\[
\frac{2}{\pi} \int k^2 dk f(k) j_i^j(k r) j_i^j(k r^\prime) = \frac{\delta(r - r^\prime)}{r^2} f \left( \frac{\ell + 1/2}{r} \right).
\]

Implementing these is equation (52) and performing the delta function integration leads to

\[
\left\langle \gamma_{ij} \right\rangle_{\Omega} \approx \frac{9 \Omega_{m0}^2}{4 \pi} \sum_{\ell=2}^{\ell_{\text{max}}} (2\ell + 1) \frac{(\ell_1 + 2)!}{(\ell_1 - 2)!} \left( \frac{H_0}{(\ell + 1/2)} \right)^4 \int_0^{r_s} \frac{dr}{r} \left[ \frac{D(z)(1 + z)(r - r_s)}{r_s} \right]^2 P_m(k),
\]

where the momentum dependence is substituted in terms of \( r \) using \( k = (\ell + 1/2)/r \). This is valid provided \( \ell > 10 \) [68]. The contribution of each of the terms given in equations (50) and (51) are shown in figure 1. We study how the coefficient \( (1 - 1/r(z_s) H(z_s)) \) boosts the contribution in the limit of zero redshift. In the limit \( z \to 0 \), \( (\xi_i/d_A)^A \to 1 \) indicating that the strong gravitational lensing effect must be included, hence, the single parameter perturbation theory discussion we have adopted becomes unreliable. We provide steps on what this means and how to handle it in sub-section II.4

We show the contribution of the weak gravitational lensing shear in figure 2. On the left panel, we show the contribution of the weak gravitational lensing shear from the first few multipole moments. We made use of equation (52) to calculate it, i.e without making the Limber approximation. While on the right panel, we use the Limber approximation (equation (55)) to calculate a few representative multipole moments. One key point to note from this is that the impact of cosmic structures may be neglected at high redshift and area distance based on the background FLRW could be used without worrying about any bias from the tangential lensing terms.

We show in figure 3 the fractional difference between the monopole of the area distance and the FLRW background limit: \( \Delta(z) = (\left\langle d_A(z, \hat{n}) \right\rangle_{\Omega} - \bar{d}_A(z)) / \bar{d}_A(z) \). At about \( z = 0.023 \), we find about 1% correction to the area distance.
FIG. 1. The top right and left panels show the monopole of the Post-Born radial distortion due to LoS peculiar velocity, i.e. \( \langle \xi / dA \rangle_A^A \) with and without the geometric boost factor, i.e \( (1 - 1/r(z_s)\mathcal{H}(z_s)) \) respectively. Similarly, the bottom right and left panels show the monopole of the Post-Born radial distortion due to gravitational deflection \( \langle \xi / dA \rangle_B^B \). The dark curve denotes the sum of the first few \( \ell \)'s. On the left panels, the curves appear to change signs around \( z = 0.001 \) and \( z = 0.01 \). We find this feature disappears as we increase \( \ell_{\text{max}} \).

FIG. 2. On the left panel, we show the first few large scale modes contributing to the monopole of the weak gravitational lensing shear contribution to the area distance. The sum of the first few \( \ell \)'s is denoted with a dark curve. On the right panel, we show the result of using the Limber approximation (equation (55)) to calculate the monopole of the weak gravitational lensing shear contribution. For a more accurate result at high redshift, one needs to sum up to \( \ell_{\text{max}} = 10^6 \) \cite{28}. We did not bother to do this since our focus is on very small redshifts.

from large scale structures. Although, we considered only the leading order terms in the limit \( z \to 0 \), we do not think that including the other terms we neglected will change significantly this conclusion. Thus, this shows that using the background FLRW space time to interpret the SNIa sample is valid. This is in agreement with related studies in this direction \cite{25, 69}. However, as \( z \to 0 \), i.e the regime where \( \langle \xi / dA \rangle_A^A \) dominates. We see from the top-left panel of figure 1 and also in figure 3 that the correction increases dramatically to about 100%. The part of the contribution to the radial lensing due to the gravitational deflection is sub-dominant and may be neglected in this limit as well. We checked that going to very high \( \ell \) does not change this conclusion. This makes including the contribution of \( \langle \xi / dA \rangle_A^A \) to the area distance in the distance likelihood code much simpler \cite{70}. Note that the computation of \( \langle \xi / dA \rangle_A^A \) involves only one momentum integral which can easily be optimised. Our crude implementation in Python takes less than a
FIG. 3. We show the monopole of the fluctuation in the area distance $\Delta(z)$ as a function of redshift for the key term that dominates at small redshift. The inset is a log-log plot of the monopole focussing on the $z \leq 0.023$ redshift range. For this plot we set $\ell_{\text{max}} = 100$.

II.4. Imprints of tidal deformations on the area distance at low redshift

On the right panel of figure 2, we show how the coefficient, i.e $(1 - 1/r(z_s)\mathcal{H}(z_s))$ boosts the contribution of the post-Born terms in the limit $z \to 0$. On its own, this term diverges in this limit $(1 - 1/r(z_s)\mathcal{H}(z_s)) \to -\infty$. (56)

The contribution of $\left< \frac{\partial}{\partial} v_s^{(1)} \partial^2 v_s^{(1)} / \mathcal{H} \right>$ (without the coefficient) to the monopole of the area distance is less than 0.1%. It is this coefficient that boosts the contribution to almost 100% in the limit $z \to 0$. So what is going on? Let’s examine the origin of this term first. From equation (44), in the limit $z \to 0$, the radial distortion is given by

$$\lim_{z \to 0} \left< \frac{\xi_i}{d_A} \right>_{\Omega} \approx \left< \frac{\xi_i}{d_A} \right>_{\Omega} \approx \frac{1}{r} \left< \frac{1}{H^2} (\partial_{\parallel} v_s - \partial_{\parallel} v_o) \partial_{\parallel} v_s^{(1)} \right>_{\Omega}. \quad (57)$$

The most important thing about this term is that it nonzero because the null geodesics converge at the observer position; $-\nabla_{\perp} k^i_1 = \partial_{\perp} n^i_0 = 2/r$. This is the where the coefficient $1/r$ which boosts the amplitude of the term contained in the angle brackets comes from. It determines the effective amplitude of the correction to the background area distance. Taking the zero redshift limit of equation (57) gives

$$\lim_{z \to 0} \left< \frac{\xi_i}{d_A} \right>_{\Omega} \approx \lim_{z \to 0} \frac{5f^2(z_s)D^2(z_s)}{r(z_s)} \sum_{\ell=2}^{\ell_{\text{max}}} (2\ell + 1) \int \frac{dk}{2\pi^2} [k_1 P_m(k_1)j_\ell^\prime(k_1 r_s)j_\ell^\prime(k_1 r_s)] \to 0. \quad (58)$$

The effective contribution from $\left< \frac{\xi_i}{d_A} \right>_{\Omega}$ is indeterminate. However, applying L’Hopital’s rule, we find that $\left< \frac{\xi_i}{d_A} \right>_{\Omega}$ is conditionally finite

$$\lim_{z \to 0} \left< \frac{\xi_i}{d_A} \right>_{\Omega} = 5f^2(0) \int \frac{dk}{2\pi^2} k^2 P_m(k)j_\ell^\prime(0)j_\ell^\prime(0) \approx \frac{4}{45} f^2(0) \sigma^2_R, \quad (59)$$

where we made use of $j_2^\prime(0) = 2/15$. $\sigma^2_R$ is the variance in dark matter density field

$$\sigma^2_R = \frac{1}{2\pi^2} \int_0^{k_{\text{UV}}} dk k^2 P_m(k) = \frac{1}{2\pi^2} \int_0^{\infty} dk (k W_{\text{Th}}(k R))^2 P_m(k). \quad (60)$$

In the second equality, we have introduced a top-hat window function, $W_{\text{Th}}$, in lieu of a UV dependent momentum integral. This means that $\left< \frac{\xi_i}{d_A} \right>_{\Omega}$ exists in the limit $z \to 0$, provided that the smoothing scale, $R$, is non-zero.
It is more informative to express equation (59) in the following form
\[
\lim_{z \to 0} \left( \frac{\xi_i}{d_A} \right) = \frac{4}{45} f^2(0) \sigma_R^2 = \frac{2}{15} \left( \frac{\sigma_{ij} \sigma_{ij}}{H_0^2} \right).
\]  
(61)

In the last equality, we have introduced the shear tensor, \( \sigma_{ij} \). It is related to the peculiar velocity \( v^i \) according to:
\[
\sigma_{ij} = \partial_i v_j - \delta^{ij} \partial_k v_k / 3.
\]
\( \sigma_{ij} \) is symmetric and trace-free. It describes the cumulative effect of the tidal field/environment from the initial seed time to today.

\[
\sigma_{ij}(\eta_0, x) \sim - \int_{\eta_{\text{ini}}}^{\eta_0} d\eta' E_{ij}(\eta', x'),
\]
where \( E_{ij} \) is the electric part of the Weyl tensor. \( E_{ij} \) describes how nearby geodesics tear apart from each other.

One key concern about the zero-redshift limit in equation (61) or the physical significance of the very low redshift features in figure 3 is that redshift becomes multi-valued when a light beam passes through a collapsing region. Some directions could be expanding while some will be collapsing. This kind of situation is usually associated with features in figure 3 makes sense only when the distance between the observer and the source is greater than the radius of the zero-velocity surface when measured with respect to an observer at \( r = 0 \) (see the right panel of figure 3). We define the radius of the zero-velocity surface as the comoving distance where the divergence of the 4-velocity vector of the observer geodesic vanishes
\[
R \geq \frac{c}{3H_0} \frac{d \ln \rho}{d \ln r},
\]
(63)
where \( c \) is the speed of light and \( \rho \) is the local matter density. It is possible to calculate equation (63) given some halo profiles with the outer profile given by the mean matter density. But there are observational constraints for our local group which falls within the following range \( R \approx (0.95 - 1.05) \text{Mpc} \). Therefore, the smoothing scale in equation (61) must not be less than \( R \). The features in figure 3 makes sense only when the distance between the observer and the source is greater than \( R \). Using the background FLRW distance redshift relation, this corresponds to about \( z_{\text{cut}} = 2.4 \times 10^{-4} \).

Finally, one of the key results we report here is that the area distance based on the background FLRW spacetime is insufficient to describe distances in a lumpy universe at a very low redshift:
\[
\langle d_A(z, \mathbf{n}) \rangle_\Omega = \bar{d}_A(z) \left[ 1 + \left( \frac{\xi_i}{d_A} \right)_\Omega \right] = \frac{d_{\text{H}}^0(z)}{(1 + z)} \int_{z_{\text{cut}}}^{z} \frac{dz'}{\sqrt{\Omega_m (1 + z')^3 + \Omega_\Lambda}},
\]
(64)
where \( \Omega_m \) is the matter energy density parameter, \( \Omega_\Lambda = 1 - \Omega_m \) is the energy density due to the cosmological constant and \( d_{\text{H}}^0 \) is the effective Hubble distance which captures the effect of the deformation to the observer spacetime
\[
d_{\text{H}}^0(z) = d_H \left[ 1 + \left( \frac{\xi_i}{d_A} \right) / \Omega, \right] = d_H + \frac{5d_H}{r(z)} (f(z)D(z))^2 \sum_{\ell=2}^{\ell_{\text{max}}} (2\ell + 1) \int \frac{dk_1}{2\pi^2} k_1 P_m(k_1) j_\ell(k_1 r(z)) j_\ell'(k_1 r(z)).
\]
Here \( d_H = c/H_0 \) is the global Hubble distance. The correction given in equation (64) is due to the the parallax effect, it dominates in the very low redshift region.

III. COSMOGRAPHY IN THE PRESENCE OF STRUCTURES AND CONSEQUENCES FOR HUBBLE RATE

From figure 3 and sub-section 11.14, it is clear that inhomogeneity impacts the measurement of the area distance at about the redshift of today. In this limit, the technique of cosmography is best suited for studying the area distance. It allows estimating the Hubble without making any assumptions about the matter content of the universe.
III.1. Low redshift limit of the area distance and the decoupled region

Cosmography involves expanding the area distance in Taylor series around $z = 0$. Since $d_A$ is differentiable around $z = 0$, it is straightforward to expand equation (13) in Taylor series around $z = 0$

$$d_A^T(z, \hat{n}) = d_A(0) + \frac{dd_A(z, \hat{n})}{dz} \bigg|_{z=0} z + \frac{1}{2} \frac{d^2d_A(z, \hat{n})}{dz^2} \bigg|_{z=0} z^2 + \mathcal{O}(z^3).$$

(66)

where $d_A^T$ denotes the area distance in the low redshift limit. On the background, $d_A(z, \hat{n}) \approx \bar{d}_A(z) = r/(1 + z)$, substituting in equation (66) gives

$$d_A^T(z) = \frac{z}{H_0} - \frac{1}{2} \frac{(3 + q_0)}{H_0} z^2 + \mathcal{O}(z^2),$$

(67)

where $d_A(0) = 0$, $H_0$ and $q_0$ are the Hubble and the deceleration parameter evaluated at $z = 0$ respectively. We made use of the FLRW spacetime expression for the comoving distance to introduce $H_0$ and $q_0$

$$\frac{dr}{dz} \bigg|_{z=0} = \frac{1}{H_0}, \quad \frac{d^2r}{dz^2} \bigg|_{z=0} = -\frac{H'(z)}{H^2} \bigg|_{z=0} = -q_0 + 1 \frac{H_0}{H_0}.$$

(68)

Putting equation (13) into equation (66) we find

$$d_A^T(z, \hat{n}) = \frac{1}{H_0} \left[ 1 - \frac{d\delta z}{dz} + (2 + q_0) \frac{\delta z}{z} \right] z + \frac{1}{2} \frac{d^2\delta z}{dz^2} \left( \bar{d}_A \bar{\gamma} \right) + 2 (2 + q_0) \frac{d\delta z}{dz} + (j_0 - 3q_0 - 5q_0 - 5) \delta z \right] z^2 + \mathcal{O}(z^3),$$

(69)

where we have introduced the jerk parameter through $H''(z)/H \bigg|_{z=0} = j_0 - q_0^2$ for completeness [88]. $\bar{d}_A \bar{\gamma}^{ij}$ and $\bar{d}_A \bar{\omega}^{ij}$ do not contribute at this order in redshift expansion when evaluated at the redshift of today. They will obviously contribute when evaluated at different redshift position as describe in [89]. We convert redshift derivative to radial derivative or derivative along the line of sight using Chain rule

$$\frac{d\delta z}{dz} \bigg|_{z=0} \approx \frac{\partial \delta z}{\partial r} \bigg|_{z=0} \frac{\partial r}{\partial z} \bigg|_{z=0} = \frac{1}{H_0} \frac{\partial \delta z}{\partial r} \bigg|_{z=0} ,$$

$$\frac{d\delta z}{dz^2} \bigg|_{z=0} = \left[ \frac{\partial^2 r}{\partial z^2} \frac{\partial \delta z}{\partial r} + \frac{\partial \delta z}{\partial r} \left( \frac{\partial r}{\partial z} \right)^2 \right] \bigg|_{z=0} = -\frac{(3 + q_0)}{H_0} \frac{\partial \delta z}{\partial r} \bigg|_{z=0} + \frac{1}{H_0^2} \frac{\partial^2 \delta z}{\partial r^2} \bigg|_{z=0} .$$

(70)

(71)

Putting all these together, the leading order corrections to perturbed expression for the area distance becomes

$$d_A^T(r, \hat{n}) \approx \frac{1}{H_0} \left[ 1 - \frac{1}{H_0} \frac{\partial \delta z}{\partial r} \bigg|_{0} + \frac{1}{2} \frac{H_0}{2} \right] z + \frac{1}{2} \frac{d^2 \bar{d}_A \bar{\gamma}}{dz^2} + (3q_0 + 5j_0 - 3q_0 - 5) z^2 + \mathcal{O}(z^3),$$

(72)

In conformal Newtonian gauge, the redshift perturbation and the lensing convergence are given by

$$\delta z(r, \hat{n}) \approx \partial_{||} v^{(s)} - \frac{1}{H_0} \partial_{||} v^{(s)} \partial_{||} v^{(s)} - \nabla^\perp j \partial_{||} v^{(s)} \int_0^r (r - r_s) \nabla^\perp (\Psi^{(1)} + \Psi^{(1)}) dr ,$$

$$r \kappa(r, \hat{n}) \approx -\frac{1}{2} \nabla O \int_0^r \int_0^r \nabla^i (\Psi^{(1)} + \Psi^{(1)}) dr dr .$$

(73)

(74)

Details on the derivation of these expressions are given in the Appendix [A]. Since we are truncating the Taylor series expansion at second order (see equation (66)), this implies that only terms with a maximum of two LoS integrals can contribute to equation (66)

$$\frac{\partial \delta z}{\partial r} \bigg|_{z=0} = \partial_{||} v^{(s)} - \frac{1}{H_0} \left( \partial_{||} v^{(s)} \partial_{||} v^{(s)} + \partial_{||} v^{(s)} \partial_{||} v^{(s)} \right) ,$$

$$\frac{\partial^2 \delta z}{\partial r^2} \bigg|_{z=0} = \partial_{||} v^{(s)} - \nabla^\perp j \partial_{||} v^{(s)} \nabla^\perp (\Psi^{(1)} + \Psi^{(1)})_o - \frac{1}{H_0} \left( 2 \partial_{||} v^{(s)} \partial_{||} v^{(s)} + \partial_{||} v^{(s)} \partial_{||} v^{(s)} + \partial_{||} v^{(s)} \partial_{||} v^{(s)} \right) ,$$

$$\frac{\partial^2 \bar{d}_A \bar{\gamma}}{\partial r^2} \bigg|_{z=0} = -\nabla^\perp \nabla^i (\Psi^{(1)} + \Psi^{(1)})_o .$$

(75)

(76)

(77)
It is important to understand how well the Taylor series expansion approximates the full expression for the area distance. On the background FLRW spacetime level, cosmography at second order in redshift is valid up to $z = 0.1$. When the inhomogeneities are added, the difference becomes

$$\langle d_A^T(z, \hat{n}) \rangle_\Omega - d_A^T(z) = \frac{z}{H_0} \left[ \lim_{z \to 0} \left( \frac{\xi_1}{d_A} \right)_\Omega - \frac{1}{2} (3q_0 + 5) \lim_{z \to 0} \left( \frac{\xi_1}{d_A} \right)_\Omega \right] + \mathcal{O}(z^2).$$  \hspace{1cm} (78)

Again, to arrive at this, we assumed that the initial density field is Gaussian, which implies that the expectation values of the following terms vanish

$$\left\langle \frac{\partial^2 \delta z}{\partial r^2} \right\rangle_\Omega = 0 = \left\langle \frac{\partial^2 (d_A \kappa)}{\partial r^2} \right\rangle_{z=0}. \hspace{1cm} (79)$$

Comparing equation (78) in this form to the full expression, i.e $\langle d_A(z, \hat{n}) \rangle_\Omega - d_A \approx d_A \left( \frac{\xi_1}{d_A} \right)_\Omega$, allows to focus precisely on the corrections since the convergence properties of the background is well known already. We show the result of computing equation (78) for different smoothing scales and comparing it to the full expression (equation (42)) in figure 4. It is immediately clear that we need higher-order redshift corrections to achieve convergence to a significant accuracy at about $z = 0.1$. This an indication that the cosmography approach is less reliable at high redshift when the effects of inhomogeneities is taken in consideration. It cannot be used for studying the expansion history of the universe. The full expression will be needed for the expansion history. However, it is valuable for constraining the Hubble rate provided the focal points in the neighbourhood of the observer are avoided, i.e set the smoothing scale at or above thee radius of the zero-velocity surface. The SNIa, for example, only the information contained in the intercept of the Hubble diagram is needed to determine the Hubble rate and not the entire history \[10\].

III.2. Supernova peak magnitude-redshift relation

The SNIa have a consistent peak luminosity that allows them to be used as standard candles to measure the distance to their host galaxies. The apparent magnitude of any source, $m$, is related to the observed flux density $F_{\text{dL}}$ in a given spectral filter according to

$$m = -2.5 \log_{10} |F_{\text{dL}}|, \hspace{1cm} (80)$$

FIG. 4. The left panel shows the difference between the cosmography for the area distance (equation (78)) at different smoothing scales and the full expression (equation (42)). The unit of the smoothing scale is in Mpc/h. On the right panel, we illustrate the geometry of the problem. The observer is at the barycentre of the host galaxy for simplicity. The observer uses distance measurements to nearby structures with some of them within our local group as anchors to calibrate SNIa in the Hubble flow. The model of distance within the galaxy $d_G^L$ and the local group, $d_{Lg}^L$, are not given by the background FLRW metric. We know this because in the neighbourhood of our local group, we showed that the electric part of the Weyl tensor is non-vanishing (see equation (61)). The distance within this region depends on the scalar invariant of the rate of shear deformation. The dashed circumference indicates the start of the zero-velocity surface (red shaded area). However, the distance in the Hubble flow $d_{H} - (d_G^L + d_{Lg}^L)$ can be determined using the FLRW metric.
Similarly, the absolute magnitude, $M$, of the source is defined as the apparent magnitude of the same source but measured at a distance $D_F$:

$$M = -2.5 \log_{10} [F_{D_F}], \quad (81)$$

where $F_{D_F}$ is called the reference flux or the zero-point of the filter [90]. The observed flux density is related to the luminosity distance according to

$$F_{d_L} = \left[ \frac{D_F}{d_L} \right]^2 F_{D_F}. \quad (82)$$

This is the well-known inverse square law for the source brightness. The distance modulus is defined as the difference between $m$ and $M$

$$m - M = -2.5 \log \left[ \frac{F_{d_L}}{F_{D_F}} \right] = 5 \log \left[ \frac{d_L}{D_F} \right] = 5 \log \left[ \frac{d_L}{\text{[pc]}} \right] - 5. \quad (83)$$

In the last equality, we set $D_F = 10$ pc for historical reason. In this case, it means that the absolute magnitude is the apparent magnitude of a source placed at a distance of 10 pc. In cosmology however, $D_F$ is set to $D_F = 1$ Mpc leading to

$$\mu(z, \hat{n}) = m(z, \hat{n}) - M = 5 \log \left[ \frac{d_L}{\text{[Mpc]}} \right] + 25, \quad (84)$$

where $d_L$ is in the units of Mpc. Again, this implies that absolute magnitude is the apparent magnitude of a source if it were to be measured at 1Mpc.

The Etherington reciprocity theorem which holds in any metric theory of gravity in geometric optics limit allows to obtain the luminosity distance from the area distance: $d_L = d_A(1+z)^2$:

$$d_L(z, \hat{n}) = \frac{dd_A(z, \hat{n})}{dz} \bigg|_{z=0} z \left[ 1 + 2 \left( \frac{d^2d_A(z, \hat{n})}{dz^2} - \frac{dd_A(z, \hat{n})}{dz} \right)^{-1} \bigg|_{z=0} + 4 \right] + \mathcal{O}(z^2). \quad (85)$$

We have factored out the coefficient of order one redshift expansion. Having the luminosity distance in this form is key to isolating the impact of the tidal field on the calibration of the SNIa using local distance anchors. Since we have already calculated the full expression for the area distance in equation (72), it is straightforward to obtain the luminosity distance on the FLRW background

$$\bar{d}_L(z) = \frac{z}{H_0} + \frac{1}{2} \left( \frac{1 - q_0}{H_0} \right) z^2 + \mathcal{O}(z^3). \quad (86)$$

And in the presence of perturbations it is given by

$$d_L(z, \hat{n}) = \frac{1}{H_0} \left[ 1 - \frac{1}{H} \frac{\partial \delta z}{\partial r} \right] z \left\{ 1 + 2 \left[ \frac{1}{H} \frac{(1 - q_0)}{H_0} + \frac{1}{H} \frac{\partial^2 \left( \bar{d}_A \right)}{\partial r^2} - \frac{1}{H^2} \frac{\partial^2 \delta z}{\partial r^2} + \frac{1}{H} \frac{\partial \delta z}{\partial r} \frac{\partial^2 \left( \bar{d}_A \right)}{\partial r^2} \right] \bigg|_{z=0} + \mathcal{O}(z)^2 \right\}. \quad (87)$$

The monopole of the distance modulus( equation (84) ) with $d_L$ given by the perturbed expression for the luminosity distance (i.e equation (87)) is given by

$$\langle \mu \rangle_\Omega = \langle m \rangle_\Omega - \langle M \rangle_\Omega = 25 + 5 \langle \log_{10} d_L \rangle_\Omega. \quad (88)$$

The key job here is to evaluate the monopole of the logarithm of $d_L$, i.e $\langle \log_{10} d_L \rangle_\Omega$. We start this process by takin the logarithm of $d_L$

$$\log_{10} [d_L(z, \hat{n})] = -\log_{10} H_0 + \log_{10} \left[ 1 - \frac{1}{H} \frac{\partial \delta z}{\partial r} \right]_{z=0} + \log_{10} \bar{d}_L(z, \hat{n}). \quad (89)$$

We have introduced the Hubble rate normalised luminosity distance

$$\hat{d}_L(z, \hat{n}) = cz \left\{ 1 + 2 \left[ \frac{1}{H} \frac{(1 - q_0)}{H_0} + \frac{1}{H} \frac{\partial^2 \left( \bar{d}_A \right)}{\partial r^2} - \frac{1}{H^2} \frac{\partial^2 \delta z}{\partial r^2} + \frac{1}{H} \frac{\partial \delta z}{\partial r} \frac{\partial^2 \left( \bar{d}_A \right)}{\partial r^2} \right] \bigg|_{z=0} + \mathcal{O}(z)^2 \right\}. \quad (90)$$

Now, we take the monopole of equation (89)

$$\langle \log_{10} [d_L(z, \hat{n})] \rangle_\Omega = -\log_{10} H_0 + \left\langle \log_{10} \left[ 1 - \frac{1}{H} \frac{\partial \delta z}{\partial r} \right]_{z=0} \right\rangle_\Omega + \langle \log_{10} \hat{d}_L(z, \hat{n}) \rangle_\Omega. \quad (91)$$
In the limit $\partial \delta z / (H_0 \partial r) \ll 1$, we can evaluate the monopole of the second term by expanding in Taylor series. This is equivalent to assuming that the contribution of the anisotropic part is very small when compared to the contribution of the monopole part. After a little algebra we find

$$\left\langle \log_{10} \left[ 1 - \frac{1}{H_0} \frac{\partial \delta z}{\partial r} \right] \right\rangle \approx \log_{10} \left[ 1 + \frac{1}{15} \left\langle \frac{\sigma_{ij} \sigma^{ij}}{H^2} \right\rangle_{z=0} \right].$$

(92)

In the second equality, we have made use of equation (61) to express the result in terms of the scalar invariant of the shear tensor. Within the limit of our perturbation theory approximation we find that the monopole of the Hubble rate normalised luminosity distance is given by

$$\left\langle \log_{10} \Phi_L (z, \hat{n}) \right\rangle = \log_{10} \left[ cz \left( 1 + \frac{1}{2} (1 - q_0) z + O(z^2) \right) \right].$$

(93)

In general, there could be corrections to the FLRW approximation especially at second order in redshift. We neglected terms such as $\partial v_s^{(i)} / \partial t$, $\partial \Phi^s / \partial t$ and $\partial v_s^{(i)} / \partial / \Phi_s$ which contributes at second order in redshift expansion (see equation (60)). These terms will come from the second order radial perturbation and sub-dominant post-Born corrections. Some more details about this and how it is derived may be found in [19, 21, 28]. We provide a general coordinate independent derivations of these equations in [77], see also [91, 92] for an alternative presentation. Putting all these back into equation (88) gives a smooth distance modulus

$$\langle \mu \rangle_\Omega (z, H_0, q_0) = \langle m \rangle_\Omega - \langle M \rangle_\Omega = 5 \log_{10} \left[ \frac{cz}{H_0} \left( 1 + \frac{1}{2} (1 - q_0) z + O(z^2) \right) \right] + 25,$$

(94)

where we have introduced a renormalised absolute magnitude $\langle M \rangle_\Omega$

$$\langle M \rangle_\Omega = \langle m \rangle_\Omega + 5 \log_{10} \left[ 1 + \frac{1}{15} \left\langle \frac{\sigma_{ij} \sigma^{ij}}{H^2} \right\rangle_{z=0} \right].$$

(95)

The scalar invariant of tidal deformation tensors has now been absorbed into the definition of the absolute magnitude. The right-hand side of equation (94) corresponds to the background FLRW model. The effects of the inhomogeneities on the area distance at very low redshift we described in sub-section II.3 or equation (64) impacts the calibration of the absolute magnitude. The difference between the renormalised absolute magnitude $\langle M \rangle_\Omega$ and the intrinsic absolute $\langle M \rangle_\Omega$ is given by

$$\langle M \rangle_\Omega - \langle M \rangle_\Omega = 5 \log_{10} \left[ 1 + \frac{1}{15} \left\langle \frac{\sigma_{ij} \sigma^{ij}}{H^2} \right\rangle_{z=0} \right] \approx \frac{2}{9 \log 10} \sigma^2 R \approx 0.12 \text{mag}. $$

(96)

To evaluate this difference, we set $R = D_F = 1$Mpc.

### III.3. Calibration of the SNIa using local distance anchors

SHoES collaboration’s estimates of $H_0$ relies mainly on the constraint on the intercept of the distance modulus [4]

$$a_b = -\frac{1}{5} \left( M_b + 25 - 5 \log_{10} H_0 \right),$$

(97)

where $M_b$ is called standardisable absolute luminosity for the SNIa. It is calibrated using the measurement of the distance modulus to cepheids that lives in the same galaxy host with at least one SNIa

$$M_b = m_{b, SNIIa} - \mu_{0, ceph},$$

(98)

where $m_{b, SNIIa}$ is the apparent magnitude of a nearby Supernova with cepheids within the same host as the cepheids and $\mu_{0, ceph}$ is an independent distance modulus to the cepheids. The SHoES collaboration uses parallax methods to estimate the distance to the Milky Way Cepheids [56]. From this distance, the absolute magnitude of cepheids is determined. The collaboration has since made use of different geometrical distance estimates such as the distance to the NGC 4258 obtained by modelling of the water masers in the nucleus of the galaxy orbit about its supermassive black hole [98] and the distance to the Large Magellanic Cloud obtained from the dynamics of the detached eclipsing binary systems [91] to calibrate $M_b$.

The Hubble rate is obtained from equation (97)

$$\log_{10} H_0 = \frac{M_b + 25 + 5 a_b}{5},$$

(99)
where \(a_b\) is found from fitting the intercept of the distance modulus of the SNIa which constrains \(M_b + 5a_b\)
\[
a_b = \log_{10} \left\{ cz \left[ 1 + \frac{1}{2} (1 - q_0) z \right] \right\} - 0.2M_b \approx \log_{10} cz - 0.2M_b .
\] (100)
Starting from equation (94) for a smoothed inhomogeneous model for the luminosity distance we find that the monopole of the intercept is given by
\[
\langle a_b \rangle_\Omega = -\frac{1}{5} \left[ \langle M \rangle_\Omega^R + 25 - 5 \log_{10} H_0 \right],
\] (101)
where \(\langle M \rangle_\Omega^R\) is given in equation (95). The Hubble rate and the intercept are the same as in equation (99) and (100) respectively with \(M_b\) replaced by \(\langle M \rangle_\Omega^R\).

The Carnegie-Chicago Hubble Program, CCHP, uses TRGB to calibrate local SNIa samples.
\[
M_i = m_i - \mu^\text{TRGB}_{0i},
\] (102)
where \(m_i\) is the apparent magnitude of the peak of the SNIa light curve from a given subsample that contains at least one TRBG, \(\mu^\text{TRGB}_{0i}\) is the true calibrator distance modulus. Once the SNIa absolute magnitude is calibrated using a subsample of the very nearby supernova according to equation (102), then magnitude-redshift relation based on the background FLRW spacetime is used for the rest of the samples \((0.03 \leq z \leq 0.4)\) to perform a likelihood inference for \(H_0\) using equation (94). CCHP sets \(q_0 = -0.53\) to determine the Hubble rate to be \(H_0 = 69.6 \pm 1.9 \text{ km/sec/Mpc}\).

### III.4. The Supernova absolute magnitude tension

The inverse distance ladder technique could be used to estimate the absolute magnitude of SNIa samples. It assumes the FLRW model for distances and uses the sound horizon scale at the surface of last scattering, \(r_\star\) as an anchor. The CMB constraint on \(r_\star\) is used to calibrate the SNIa samples [34, 35]. For the Pantheon SNIa peak magnitudes with Planck constraint on \(r_\star\), the absolute magnitude is found to be \(M^{\text{P18}} = -19.387 \pm 0.021\) mag [34, 35]. Using the parallax measurements of Milky Way Cepheids provided by the SHoES collaboration, [36] estimates the absolute magnitude of the Pantheon SNIa peak magnitudes and found \(M^{\text{E21}} = -19.214 \pm 0.037\) mag. The difference between \(M^{\text{P18}}\) and \(M^{\text{E21}}\) gives the so-called supernova absolute magnitude tension
\[
M^{\text{E21}} - M^{\text{P18}} = 0.173 \pm 0.04\ \text{mag}.
\] (103)
Given that the inverse distance ladder technique assumes a model which does not include the tidal term we describe

![FIG. 5. The difference between \(\langle M \rangle_\Omega^R\) the intrinsic absolute magnitude as function of the smoothing scale. The vertical grey area is about 5% constraint on the radius of the surface of the zero-velocity that separates our local group from the Hubble flow [84-86].](image)

here, we associate the absolute magnitude it determines with \(\langle M \rangle_\Omega\). The local cosmic distance ladder technique does not assume any spacetime model. It essentially ensures the consistency in the use of the distance modulus formula.
(µ = m – M), hence, we associate the absolute magnitude that arises from this process to ⟨M⟩ΦΩ. Therefore, for the Pantheon SNIa sample, we have

\[ M^{E21} - M^{P18} = ⟨M⟩ΦΩ - ⟨M⟩Ω = \frac{1}{3 \log 10} \left. \left( \frac{\sigma_{ij}\sigma_{ij}}{H^2} \right) \right|_{z=0} = \frac{2}{9 \log 10} f^2(0) \sigma_R^2. \]  

(104)

We show in figure 5 the difference between the absolute magnitudes calculated using equation (104). With the smoothing scale of \( R = D_F = 1.0 \)Mpc, we find about 0.12[mag] difference between the inverse distance ladder predication and the local measurements.

### III.5. Standard ruler: Baryon acoustic oscillation

Baryon acoustic oscillation (BAO) is sensitive to the Hubble rate and the area distance through the parallel and orthogonal distortions in the separation between galaxies \( α_∥ \) and \( α_⊥ \) respectively. \( α_∥ \) and \( α_⊥ \) are known as the Alcock-Paczynski parameters \[37\]. The connection between Alcock-Paczynski parameters and the Hubble rate/area distance depends on a model. Assuming exact cosmological principle, a set of possible models reduces to the FLRW models

\[ \tilde{α}_∥ = \frac{H_0^6}{H}, \quad \tilde{α}_⊥ = \frac{d_A}{d_A^6}. \]  

(105)

where \( H_0^6 \) and \( d_A^6 \) are the fiducial Hubble rate and area distance respectively. They are used to estimate the separation between galaxies before \( H \) and \( d_A \) are adjusted to obtain the best-fit to the observed data. The monopole of the two-point correlation function constrains \( \alpha = \alpha_{2/3} \) \( \alpha_{1/3} = D_V(z) = [zD_M(z)/H(z)]^{1/3} \) \[95, 96\], where \( D_M \) is the comoving distance. The quadrupole moment is most sensitive to the Alcock-Paczynski ratio \( \epsilon = \alpha_⊥/\alpha_∥ \) \[97\]. It is possible to generalise equation (105) beyond the exact cosmological principle limit to allow for stochastic inhomogeneities. In this case, the radial and orthogonal distance can be written as: \( r_∥ = \bar{r}_∥ + \delta r_∥ = \bar{r}_∥ + \delta z/H \) and \( r^A_∥ = \bar{r}^A_∥ + \delta r^A_∥ \), then the modified Alcock-Paczynski parameters become

\[ \alpha_∥ = \frac{\delta r_∥}{\partial r_∥^6} = \frac{\delta r_∥}{\partial z} \frac{\partial z}{\partial r_∥^6} \approx \frac{H^6}{H} \left[ 1 + \frac{1}{2} \frac{\partial \delta z}{\partial r} \frac{\partial z}{\delta r} + O(\delta z) \right], \]  

(106)

\[ \alpha_⊥ = \frac{\partial r^A_∥}{\partial \theta} \frac{\partial \theta}{\partial r^B_⊥^6} \approx \frac{d_A}{d_A^6}. \]  

(107)

We can take the direction average of equations (106) and (107) and set the result equal to equation (105)

\[ \langle \alpha_∥ \rangle_Ω = \bar{α}_∥ \quad \text{and} \quad \langle \alpha_⊥ \rangle_Ω = \bar{α}_⊥. \]  

(108)

Keeping the fiducial cosmology fixed in both equations (106) and (107) and equation (105) and evaluating the all sky average, we find the effective Hubble rate

\[ H^eff = H \left[ 1 - \frac{2}{15} \frac{\left( \sigma_{ij}\sigma_{ij} \right)}{H^2} \right] \]  

(109)

and the area distance is given in equation (64). By setting the all sky average of equations (106) and (107) to equation (105), we are asking what will be the inferred Hubble rate and the area distance to a source at a fixed redshift if the inhomogeneous universe described by the metric given in equation (17) is interpreted using the background FLRW background spacetime. The fractional change in the area distance has already been discussed in sub-section II.3 and the key results shown in figure 5; hence we focus on the fractional difference between the effective and the global Hubble rate:

\[ \frac{H^eff_0 - H_0}{H_0} = -\frac{4}{45} f^2(0) \sigma_R^2. \]  

(110)

We plot equation (110) in figure 6 as a function of the smoothing scale. Note that \( H_0 \) is the Hubble rate measured by the local distance ladder technique. We find about \((8 – 12)\% \) change to the Hubble rate when the tidal field is smoothed at the zero-velocity surface of our local group.
FIG. 6. We show the dependence of the fractional difference between the effective and global Hubble rates. Again the vertical grey area is a constraint on the radius of the zero-velocity surface that separates our local group from the Hubble flow [84–86]. The vertical axis is an absolute value of the difference.

IV. CONCLUSION

We showed how to derive a very concise expression for the area distance in a lumpy universe. This approach makes it easier and straightforward to analytically isolate and estimate the impact of the general relativistic corrections to the multipole moments of the area distance when compared to the perturbation of the full null focusing equation [19, 21]. To obtain this simplified viewpoint, we made use of the general coordinate transformation to derive a relationship between the source position and the image position. The relative difference between these positions can also be expressed in terms of the deviation vector when the image position is identified as the position of the central ray. We showed how to perform an irreducible decomposition of the Jacobian of the transformation with respect to the line of sight direction of the observer. This decomposition scheme follows the “Cosmic Ruler” decomposition approach introduced in [41]. The orthogonal component of the deviation vector leads to the traditional Weak gravitational lensing parameters while the contribution of radial component in the Jacobian projected onto the screen space leads to the radial lensing correction/effect that we studied further. On the surface of constant redshift, the radial component is sourced by the perturbation in the observed source redshift. On the constant redshift surface, the radial lensing effects is known as the Doppler lensing effects and we showed that the leading order part is the parallax effect. That is the displacement in the background source position due to the relative velocity of the observer. We showed how to evaluate the impact of the parallax effect on the monopole of the area distance and the distance modulus.

In order to calculate correctly the impact of the parallax effect on the monopole of the area distance, we needed a model of the heliocentric peculiar velocity. The heliocentric peculiar velocity cannot be calculated within our cosmological perturbation theory scheme [98]. Therefore, to maintain consistency, we positioned the observer at the barycenter of our local group, this allows us to use the techniques developed in the study of the CMB temperature anisotropies to perform a full sky spherical harmonic decomposition of the correction to the area distance. We discussed how to perform this calculation in greater detail in Appendix C. The benefit of this approach is that the contribution of the heliocentric peculiar velocity can easily be included by boosting to the heliocentric frame when the correct heliocentric peculiar velocity is determined. The impact of the heliocentric peculiar velocity on the luminosity distance was studied in [48].

Similarly, when calculating the area distance using the general coordinate transformation approach or using the focusing equation (Sachs equation or the geodesic deviation equation of the Jacobi equation) we are in principle assuming that the observer and the source are connected by a one-parameter family geodesics. This does not hold in our universe because there exists a conjugate point at the boundary of our local group [74, 99]. The focusing equation or the coordinate system induced by a one-parameter family of geodesics breaks down at a conjugate point [76]. Therefore to go beyond the conjugate point, another set of coordinate systems needs to be introduced. In order to avoid these complications, we analytically continued the monopole of the area distance as a function of the cosmological redshift beyond the conjugate point and then use a top-hat window function to smooth over divergent modes at the scale $R$. We showed that the smoothing scale $R$ is given by the radius of the zero-velocity surface. What this means
is that we can trust the perturbation theory prediction up the scale \( R \). Using the constraint on the cosmological parameters given by the Planck’s experiment [8], we showed that the contribution of the inhomogeneities to the background area distance (or the luminosity distance) at low redshift \( (z_{\text{cut}} \leq z \leq 0.001) \) could range from (4-12)%. Here the \( z_{\text{cut}} \) is determined by the radius of the zero-velocity surface (see equation (63) for details).

In addition, we studied the consequences of the modification to the monopole of the area distance in the low redshift limit on the cosmic distance ladder or the first rung of the distance ladder. We showed that the distance to nearby sources are impacted by the tidal deformation. The distance to the anchors used for the calibration of the absolute magnitude of the SNIa are located in the region where the impact of the tidal deformation cannot be neglected. Also, since distance is a two-point function, even sources far away in the Hubble flow are affected via the calibration of the absolute magnitude. We showed how the impact of the tidal deformation could bias the calibration of the SNIa absolute magnitude and we argue that it provides a natural explanation to the SNIa absolute magnitude tension. That is it explains the difference between the SNIa absolute magnitude determined using local distance anchors and the absolute magnitude obtained by inverse distance ladder with the proper length of the sound horizon at the last scattering surface as an anchor. Using the Alcock-Paczynski parameters as observables we showed that the inferred Hubble rate from the BAO measurement under-estimates the Hubble rate of an expanding universe by about (8-12)%. This is exactly the amount required to resolve the Hubble tension [100].

Finally, we neglected the impact of the heliocentric peculiar velocity on the luminosity distance or the apparent magnitude. It is important to note that including this coordinate dependent correction will not impact our result on the supernova absolute magnitude tension or the Hubble tension. We expect that the heliocentric peculiar velocity will impact the position of the intercept of the Hubble diagram. We shall study this in detail elsewhere.
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Appendix A: Physical Position from perturbed background

We derive the full expression for the source position by solving the photon geodesic equation

\[
\hat{k}^b \hat{\nabla}_b \hat{k}^a = 0. \tag{A1}
\]

Following Sachs and Wolfe [103], the conformal transformation \( \hat{g}_{ab} \rightarrow g_{ab} \) maps the null geodesic equation associated with the physical metric \( \hat{g}_{ab} \) (perturbed FLRW metric) to a null geodesic equation derived from a perturbed Minkowski metric \( g_{ab} \). Both metrics are related according to \( g_{ab} = a^{-2} \hat{g}_{ab} \). The contravariant photon 4-vector transforms as \( \hat{k}^b \rightarrow a^{-2} k^b \) while the covariant photon 4-vector transforms as \( \hat{k}_a \rightarrow k_a \). The affine parameters transform as \( d\hat{\lambda} \rightarrow d\lambda = a^{-2} d\hat{\lambda} \). A given time-like 4-velocity, \( \hat{u}^a \) on the physical spacetime, it transforms as \( \hat{u}^a = a^{-1} u^a \Rightarrow \hat{u}_a = au_a \). The photon energy transforms as \( \hat{E} = -\hat{u}_b \hat{k}^b = -a^{-1} u_b k^b = a^{-1} E \).

This implies that we can compute the photon energy on a perturbed Minkowski space-time and simply multiply the conformal factor to obtain the corresponding expression in the physical spacetime. Similarly, we can compute the source position using the perturbations of the Minkowski metric, then multiply by the scale factor to obtain the equivalent in an expanding spacetime. The solution to the geodesic equation on a perturbed Minkowski metric is
given by \[19\]
\[
\delta^{(1)} k^0 = -2(\Phi^{(1)} - \Phi^{(1)}_o) + 2 \int_{\lambda_o}^{\lambda_0} \Phi^{(1)} d\lambda, \\
\delta^{(1)} k_i = -2 \int_{\lambda_o}^{\lambda_0} \Phi^{(1)}_i d\lambda,  \\
\delta^{(1)} k^\perp = -2 \int_{\lambda_o}^{\lambda_0} \nabla^i \Phi^{(1)} d\lambda.
\]

At second order we considered only the dominant terms.
\[
\delta^{(2)} k^0 \approx -2\Phi^{(2)} + \int_{\lambda_o}^{\lambda_0} \left( \Phi^{(2)} + \Psi^{(2)} \right) d\lambda + 8 \int \frac{(\lambda_o - \lambda)}{(\lambda_o - \lambda')} \nabla^i \Phi^{(1)}(\lambda) \nabla^i \Phi^{(1)}(\lambda'), \\
\delta^{(2)} k_i \approx -\int_{\lambda_o}^{\lambda_0} \left( \Phi^{(2)} + \Psi^{(2)} \right) d\lambda + 8 \int \nabla^i \Phi^{(1)} \nabla^i \Phi^{(1)}(\lambda) - \int \frac{(\lambda_o - \lambda)}{(\lambda_o - \lambda')} \nabla^i \Phi^{(1)}(\lambda) \nabla^i \Phi^{(1)}(\lambda'), \\
\delta^{(2)} k^\perp \approx -\int_{\lambda_o}^{\lambda_0} \nabla^i \left( \Phi^{(2)} + \Psi^{(2)} \right) d\lambda + 2 \int_{\lambda_o}^{\lambda_0} \left[ \int_{\lambda_o}^{\lambda_0} \nabla^i \Phi^{(1)}(\lambda) \nabla^i \Phi^{(1)}(\lambda') d\lambda \right] d\lambda.
\]

The full expression is given in \[19\]. The perturbed photon trajectory is obtain by integrating equations (A5) and (A8)
\[
\delta^{(1)} \tilde{\eta}(\tilde{\eta}_s, \tilde{n}) = 2 \int_0^{r_s} (r_s - r) \Phi^{(1)} dr, \\
\delta^{(1)} x_i(\tilde{\eta}_s, \tilde{n}) \approx -2 \int_0^{r_s} \Phi^{(1)} dr, \\
\delta^{(1)} x^\perp_i(\tilde{\eta}_s, \tilde{n}) = \int_0^{r_s} (r - r_s) \nabla^i \Phi^{(1)} + \Psi^{(1)} dr,
\]
where we have defined \( r = \eta_o - \tilde{\eta} \). At second order, we need only the radial component
\[
\delta^{(2)} x_i(\lambda, \tilde{n}) = -\int_0^{r_s} \left( \Phi^{(2)} + \Psi^{(2)} \right) dr + 8 \int_0^{r_s} dr \int_0^{r_s} dr' \int_0^{r_s} dr'' (r_s - r') \nabla^i \Phi^{(1)}(r') \nabla^i \Phi^{(1)}(r'') \tilde{n}_i.
\]

Together, we find that the source position as function of the Minkowski background spacetime is given by
\[
x^i(\tilde{\eta}, \tilde{x}) = \tilde{x}^i(\tilde{\eta}) + \delta^{(1)} x^i(\tilde{\eta}, \tilde{x}) + \frac{1}{2} \delta^{(2)} x^i(\tilde{\eta}, \tilde{x}) + O(\epsilon^3),
\]
where \( \tilde{\eta} \) and \( \tilde{x}^i \) are the background conformal time and spatial coordinate position respectively. Up to this point, the perturbations live on the background spacetime, but, light rays travel on physical spacetime, not on the background spacetime. Firstly, we need to express equation (A13) in terms of the affine parameter of the full spacetime. On the background spacetime, we have
\[
\frac{d\tilde{\eta}}{d\lambda} = 1, \quad \frac{d\tilde{x}^i}{d\lambda} = -n^i.
\]
Again \( n^i \) is the LoS direction vector. Integrating these two equations from the observer to the source give: \( \tilde{x}^i = -n^i(\lambda_o - \lambda_s) = n^i r \) with \( r = (\lambda_o - \lambda_s) = (\eta_o - \tilde{\eta}_s) \). Given that \( \lambda = \lambda + \delta^{(1)} \lambda + \delta^{(2)} \lambda/2 \) we re-map \( \tilde{x}^i \) to the affine parameter associated with the perturbed Minkowski spacetime
\[
\tilde{x}^i(\tilde{\eta}) \rightarrow \tilde{x}^i(\lambda) - \delta^{(1)} \lambda \frac{dx^i}{d\lambda} \bigg|_s - \frac{1}{2} \left( \delta^{(1)} \lambda \right)^2 \frac{d^2 x^i}{d\lambda^2} \bigg|_s + \delta^{(2)} \lambda \frac{dx^i}{d\lambda} \bigg|_s + O(\epsilon^3).
\]

Since \( n^i \) is constant on the background, its acceleration vanishes \( d^2 x^i/d\lambda^2 \bigg|_s = 0 \), therefore
\[
\tilde{x}^i(\tilde{\eta}) \rightarrow r n^i + \delta^{(1)} \lambda n^i + \frac{1}{2} \delta^{(2)} \lambda n^i + O(\epsilon^3).
\]
This implies that the perturbed position given in equation (A13) may be written in terms of \( \lambda_s \) by replacing \( \bar{x}^i(\eta) \)
\[
x^i(\lambda, \hat{n}) = \bar{x}^i(\lambda) + \left[ \delta^{(1)} x^i + n_s^i \delta^{(2)} \lambda \right] + \frac{1}{2} \left[ \delta^{(2)} x^i + n_s^i \delta^{(2)} \lambda \right].
\] (A17)

Similarly, at first order, we re-map the conformal time and position
\[
\delta^{(1)} x^i(\eta, \bar{x}) \approx \delta^{(1)} x^i(\lambda, \hat{n}) - \Delta^{(1)} x_i(\eta, \bar{x}) \partial_\eta \delta^{(1)} x^i(\eta, \bar{x}) - \delta^{(1)} x^i(\eta, \bar{x}) \nabla_{\bar{x}} \delta^{(1)} x^i(\eta, \hat{n}),
\] (A18)
\[
\delta^{(1)} x^i(\eta, \bar{x}) \approx \delta^{(1)} x^i(\lambda, \hat{n}) - \Delta^{(1)} x_i(\bar{x}, \bar{x}) \partial_{\bar{x}} \delta^{(1)} x^i(\bar{x}, \bar{x}) - \delta^{(1)} x^i(\eta, \bar{x}) \nabla_{\bar{x}} \delta^{(1)} x^i(\eta, \hat{n}),
\] (A19)
\[
\delta^{(1)} x^i(\eta, \bar{x}) \approx \delta^{(1)} x^i(\lambda, \hat{n}) - \delta^{(1)} x^i(\eta, \hat{n}) \nabla_{\eta} \delta^{(1)} x^i(\eta, \hat{n}).
\] (A20)

Again, we focused on the dominant terms only. Substituting these terms in equation (A17) gives
\[
x^i(\lambda, \hat{n}) = \bar{x}^i(\lambda) + \left[ \delta^{(1)} x^i + n_s^i (\delta^{(1)} x^i + \delta^{(2)} \lambda) \right] + \frac{1}{2} \left[ \delta^{(2)} x^i + 2 \delta^{(1)} x^i \nabla_{\lambda} \delta^{(1)} x^i \right]
+ n_s^i \left( \delta^{(2)} x^i + 2 \Delta^{(1)} x_i (\partial_{\lambda} \delta^{(1)} x^i + \partial_{\eta} \delta^{(1)} x^i) - 2 \delta^{(2)} x^i (\nabla_{\lambda} \delta^{(1)} x^i + \nabla_{\eta} \delta^{(1)} \lambda) \right).
\] (A21)

where \( \Delta^{(1)} x^i = \delta^{(1)} x^i + \delta^{(1)} \lambda \). The corresponding position on the perturbed FLRW spacetime is given by \( x^i_{\text{FLRW}}(\lambda, \hat{n}) = a(\eta) x^i(\lambda, \hat{n}) \). Therefore, we need to re-map the conformal factor
\[
a(\eta) = a(\lambda_s) \left[ 1 - H_s \delta^{(1)} \lambda - \frac{1}{2} H_s^2 \left( \delta^{(1)} \lambda - 2 \Delta^{(1)} x_i \partial_\eta \delta^{(1)} x^i - 2 \delta^{(2)} x^i (\nabla_{\lambda} \delta^{(1)} x^i + \nabla_{\eta} \delta^{(1)} \lambda) \right) \right].
\] (A22)

Putting equation (A22) into \( x^i_{\text{FLRW}}(\lambda, \hat{n}) = a(\eta) x^i(\lambda, \hat{n}) \) and using equation (A21) we find
\[
x^i_{\text{FLRW}}(\lambda_s, \hat{n}) \approx a(\lambda_s) r_s \left\{ n_i^i \left[ \delta^{(1)} x^i + \frac{1}{r_s} \delta^{(2)} x^i \right] + \left[ \frac{1}{r_s^2} - \left( \frac{1}{1 - r s H_s} \right) H \delta^{(1)} \lambda \right] \right\}
\]
\[
+ \frac{1}{2} \left[ \frac{\delta^{(2)} x^i}{r_s} - \frac{2}{r_s} \Delta^{(1)} x_i \nabla_{\lambda} \delta^{(1)} x^i + \frac{\delta^{(2)} x^i}{r_s} - \frac{2}{r_s^2} \Delta^{(1)} x_i \partial_{\eta} \delta^{(1)} x^i \right]
\]
\[
- \frac{2}{r_s} \delta^{(1)} x^i \nabla_{\lambda} \delta^{(1)} \delta^{(1)} x^i - \frac{1}{r s H_s} \left[ \delta^{(2)} \lambda - 2 \Delta^{(1)} x_i \partial_{\eta} \delta^{(1)} x^i - 2 \delta^{(2)} x^i (\nabla_{\lambda} \delta^{(1)} x^i + \nabla_{\eta} \delta^{(1)} \lambda) \right] \right\}.
\] (A23)

At this point, we can define the deviation vector
\[
\xi^i(\lambda_s, \hat{n}) = \frac{x^i_{\text{FLRW}}(\lambda_s, \hat{n}) - \bar{x}^i_{\text{FLRW}}(\lambda_s)}{a(\lambda_s) r_s} = \frac{x^i_{\text{FLRW}}(\lambda_s, r \hat{n}) - \bar{x}^i_{\text{FLRW}}(\lambda_s)}{d A(\lambda)}
\] (A24)

We measure the redshift and angles and not the affine parameter. Therefore, we have to express the deviation vector in terms of the cosmological redshift. This implies that the contributions to the observed redshift due to Doppler effects, Sachs-Wolfe effect, integrated Sachs-Wolfe effects, etc are interpreted as displacements in the position of the source due to a local over-density. The distance to a source falling into a local over-density along the line of sight direction may appear shorter while sources moving away from the local over-density may appear stretched. The perturbation of the observed redshift is given by
\[
(1 + z_{\text{obs}}) = \frac{E_s}{E_o} = \frac{a(\eta_o)}{a(\eta_s)} \left[ 1 + \delta^{(1)} z + \frac{1}{2} \delta^{(2)} z \right].
\] (A25)

where \( \delta^{(1)} z \) and \( \delta^{(2)} z \) denotes the first and second order perturbations in redshift respectively. Using equation (A22), we write equation (A25) as
\[
\frac{1}{(1 + z_{\text{obs}})} - a(\lambda_s) \left[ 1 + (-H \delta^{(1)} \lambda - \delta^{(2)} z) \right]
\]
\[
+ \frac{1}{2} \left[ -H \delta^{(2)} \lambda - \delta^{(2)} z + 2 \delta^{(1)} z \right]^2 + 2H \delta^{(2)} z \delta^{(1)} \lambda + \left( \frac{d H}{d \lambda_s} + H^2 \right) \left( \delta^{(1)} \lambda \right)^2 \right] + O(\epsilon^3).
\] (A26)

Imposing that the redshift is entirely due to Hubble flow(constant redshift surface) implies that
\[
\delta^{(1)} \lambda = \frac{\delta^{(2)} \lambda}{H},
\] (A27)
\[
\delta^{(2)} \lambda = - \frac{1}{H} \left[ \delta^{(2)} z - (\delta^{(1)} z)^2 \left( 1 + \frac{1}{H^2} \frac{d H}{d \lambda_s} \right) \right].
\] (A28)
Putting equations equations (A27) and (A28) in equation (A23) gives
\[
\frac{\xi^{(1)}(z_s, r \hat{n})}{d_A} = \frac{\delta^{(1)} x}{r_s} + \left(1 - \frac{1}{r_s \mathcal{H}_s}\right) \delta^{(1)} z, \\
\frac{\xi^{(2)}(z_s, r \hat{n})}{d_A} = \frac{\delta^{(2)} x}{r_s} - \frac{2}{r_s} \delta^{(1)} x^i \nabla^i \delta^{(1)} x + \left(1 - \frac{1}{r_s \mathcal{H}_s}\right) \left(\delta^{(2)} z - 2 \frac{\mathcal{H}_s}{\mathcal{H}} \partial_0 \delta^{(1)} z - 2 \delta^{(1)} x^j \nabla^j \delta^{(1)} z\right). \tag{A29}
\]

The perturbed redshift in conformal Newtonian gauge is given by
\[
\delta z = (\partial_0 v_s - \partial_0 v_o) - \int_0^{r_s} (\Phi' + \Psi') \, dr. \tag{A31}
\]

Using equation (A31) we find that the line of sight component of the deviation vector is given by
\[
\frac{\xi^{(1)}(z_s, r \hat{n})}{a(z)r_s} = (\partial_0 v_s^{(1)} - \partial_0 v_o^{(1)}) \left(1 - \frac{1}{r_s \mathcal{H}_s}\right), \tag{A32}
\]
\[
\frac{\xi^{(2)}(z_s, r \hat{n})}{a(z)r_s} = \left[(\partial_0 v_s^{(2)} - \partial_0 v_o^{(2)}) - \frac{2}{\mathcal{H}_s} (\partial_0 v_s^{(1)} - \partial_0 v_o^{(1)}) \partial_0 \partial_0 v_s^{(1)}
- 2 \nabla^i \partial_0 \partial_0 v_s^{(1)} \int_0^{r_s} (r - r_s) \nabla^i (\Phi^{(1)} + \Psi^{(1)}) \, dr \right] \left(1 - \frac{1}{r_s \mathcal{H}_s}\right). \tag{A33}
\]

Note that we have expanded the peculiar velocity up to second order \(v = v^{(1)} + v^{(2)}/2\). The orthogonal component up to second order becomes
\[
\frac{\xi^i(z_s, r \hat{n})}{a(z)r_s} = \frac{\delta^{(1)} x^i}{r_s} + \frac{1}{2} \left[\frac{\delta^{(2)} x^i}{r_s} - \frac{2}{r_s} \Delta^{(1)} x^j \nabla^j \delta^{(1)} x^i\right], \tag{A34}
\]

where
\[
\delta^{(1)} x^i(z_s, r \hat{n}) = \int_0^{r_s} (r - r_s) \nabla^i (\Phi^{(1)} + \Psi^{(1)}) \, dr, \tag{A35}
\]

The weak gravitational lensing convergence at first order is given by
\[
\kappa^{(1)}(z_s, r \hat{n}) = -\frac{1}{2} \nabla \Omega \xi^i A = \frac{1}{2} \int_0^{r_s} \frac{r - r_s}{r_s} \nabla_\perp \left(\Phi^{(1)} + \Psi^{(1)}\right) \, dr, \tag{A36}
\]

where \(\nabla_\perp = \nabla^i \nabla^i\), we will not need the explicit form of \(\kappa^{(2)}\) for our calculation, hence no need to give it here. The twist vanishes \(\omega_{ij} = 0\) at linear order. The shear at first order is given by
\[
\gamma^{(1)}_{ij}(z_s, r \hat{n}) = \nabla_\perp (\Delta^{(1)} x^i j) = \int_0^{r_s} \frac{(r - r_s)}{r_s} \nabla_\perp \left(\Phi^{(1)} + \Psi^{(1)}\right) \, d\hat{r}. \tag{A37}
\]

**Appendix B: Area distance from the null focusing equations**

The focusing equation for the area distance is given by [19]
\[
\frac{d^2d_A}{d\lambda^2} = -\left[\frac{1}{2} R_{ab} k^a k^b + \Sigma_{ab} \Sigma^{ab}\right] d_A, \tag{B1}\]
where \(R_{ab}\) is the Ricci tensor, \(\Sigma_{ab}\) is the null shear associated with \(k^a\). Equation (B1) may be solved perturbatively with the following initial conditions
\[
\delta^n d_A \bigg|_{\lambda} = 0 \quad \text{and} \quad \frac{d\delta^n d_A}{d\lambda} \bigg|_{\lambda} = -\delta^n E_o, \tag{B2}
\]

where the perturbations in the photon energy at the observer location is given by
\[
\delta E_o = \Phi^{(1)}_o, \quad \delta^2 E_o = \Phi^{(2)}_o - \Phi^{(1)2}_o. \tag{B3}\]
Using these initial conditions, the solution to equation \( \text{B1} \) becomes

\[
\frac{\delta^{(1)} d_A}{d_A} = -\int_{\lambda_0}^{\lambda_o} d\lambda \frac{(\lambda_s - \lambda)(\lambda_o - \lambda)}{(\lambda_s - \lambda_s)} \nabla_\perp^2 \Phi^{(1)},
\]

\[
\frac{\delta^{(2)} d_A}{d_A} = -2 \int_{\lambda_0}^{\lambda_o} d\lambda \frac{(\lambda_s - \lambda)}{(\lambda_o - \lambda_s)} \nabla_\perp^2 \Phi^{(1)} \int_{\lambda_o}^{\lambda_s} d\lambda \frac{(\lambda - \lambda_s)(\lambda_o - \lambda)}{(\lambda_s - \lambda_s)} \nabla_\perp^2 \Phi^{(1)}(\lambda) - 8 \int_{\lambda_0}^{\lambda_o} d\lambda \frac{(\lambda_s - \lambda)(\lambda_o - \lambda)}{(\lambda_s - \lambda)} \int_{\lambda_o}^{\lambda_s} d\lambda \nabla_\perp \Phi^{(1)}(\lambda) \int_{\lambda_o}^{\lambda_s} d\lambda \frac{(\lambda - \lambda_s)^2}{(\lambda_s - \lambda_s)} \nabla_\perp^2 \Phi^{(1)}(\lambda) - 4 \int_{\lambda_0}^{\lambda_o} d\lambda \frac{(\lambda_s - \lambda)(\lambda_o - \lambda)}{(\lambda_s - \lambda)} \int_{\lambda_o}^{\lambda_s} d\lambda \nabla_\perp \Phi^{(1)}(\lambda) \int_{\lambda_o}^{\lambda_s} d\lambda \frac{(\lambda - \lambda_s)}{(\lambda_s - \lambda_s)} \nabla_\perp^2 \Phi^{(1)}(\lambda) - 4 \int_{\lambda_0}^{\lambda_o} d\lambda \frac{(\lambda_s - \lambda)(\lambda_o - \lambda)}{(\lambda_o - \lambda_s)} \int_{\lambda_o}^{\lambda_s} d\lambda \nabla_\perp \Phi^{(1)}(\lambda) \int_{\lambda_o}^{\lambda_s} d\lambda \frac{(\lambda - \lambda_s)}{(\lambda_o - \lambda_s)} \nabla_\perp^2 \Phi^{(1)}(\lambda),
\]

where we have focused on the dominant terms only. On the constant redshift surface, the area distance becomes

\[
d_A(z, \hat{n}) = \tilde{d}_A(z) \left\{ 1 + \left[ \frac{\delta^{(1)} d_A}{d_A} + \left( 1 - \frac{1}{H_s z} \right) \delta^{(1)} z \right] + \frac{1}{2} \left( \frac{\delta^{(2)} d_A}{d_A} + 2 \frac{\delta^{(1)} d_A}{d_A} \frac{\delta^{(1)}}{d_A} \left( 1 - \frac{1}{H_s z} \right) + \frac{(\delta^{(1)} z)^2}{H_s H_s / H_s^2 - 1} \right) \right\}.
\]

The leading order part is given by

\[
d_A(z, \hat{n}) \approx \tilde{d}_A(z) \left\{ 1 + \left( 1 - \frac{1}{H_s z} \right) \delta^{(1)} z + \frac{1}{2} \frac{\delta^{(2)} d_A}{d_A} + \frac{1}{2} \left( \delta^{(2)} z - 2 \delta^{(1)} x_{\parallel} \delta^{(1)} z - 2 \delta^{(1)} x_{\parallel} \nabla_\perp \delta^{(1)} \right) \left( 1 - \frac{1}{H_s z} \right) \right\}.
\]

### Appendix C: Spherical Harmonic decomposition of the key term

We use the Poisson equations to express the velocity potential in terms of the matter density contrast \( \delta_m \)

\[
v(k, \eta) = \frac{H}{k^2} f(\eta) \delta_m(k, \eta).
\]

The most important term in our analysis is

\[
\left\langle \frac{\xi_{\parallel}}{d_A} \right\rangle \approx -\left( 1 - \frac{1}{H_s z} \right) \left\langle \frac{1}{H_s} \left( \nabla_\parallel v^{(1)}_{s} - \nabla_\parallel v^{(1)} \right) \nabla_\parallel^2 v^{(1)}_s \right\rangle,
\]

\[
= -\left( 1 - \frac{1}{H_s z} \right) \left\langle \frac{1}{H_s} \left( \nabla_\parallel v^{(1)} \nabla_\parallel^2 v^{(1)}_s \right) - \nabla_\parallel^2 v^{(1)} \nabla_\parallel v^{(1)}_s \right\rangle.
\]

Expanding each of the terms in \( \left\langle \nabla_\parallel v^{(1)} \nabla_\parallel^2 v^{(1)}_s \right\rangle \) in Fourier space we find

\[
\left\langle \nabla_\parallel v^{(1)} \nabla_\parallel^2 v^{(1)}_s \right\rangle = -i \left( D(z) H(z) f(z) \right)^2 \int d\hat{n} \int \frac{d^3 k_1}{(2\pi)^3} \int \frac{d^3 k_2}{(2\pi)^3} \frac{1}{2} \left[ \frac{\mu_1^2}{k_1} + \frac{\mu_2^2}{k_2} \right] \delta \mu_{i \parallel} \phi_{2 \parallel} \delta_m(k_1) \delta_m(k_2),
\]

where \( \mu_i = \hat{k}_1 \cdot \hat{n} \) and \( i = 1, 2 \). We made use of equation \( \text{C1} \) to express the velocity field in terms of the density field. If we take the ensemble average of \( \left\langle \nabla_\parallel v^{(1)} \nabla_\parallel^2 v^{(1)}_s \right\rangle \) at this stage using

\[
\delta \mu_{i \parallel} (k_1) \delta \mu_{i \parallel} (k_2) = (2\pi)^3 P_m(k_1) \delta^{(1)} (k_1 + k_2)
\]

equation \( \text{C4} \) vanishes. We go beyond this to decompose \( e^{ik \cdot x} \) in a linear combination of spherical waves,

\[
e^{ik \cdot x} = 4\pi \sum_{\ell m} i^{\ell} j_\ell(kr) Y_{\ell m}(\hat{n}) Y_{\ell m}^*(\hat{k}).
\]
It allows to expand the angles in spherical harmonics are well
\[
iμe^{ikr} = n^i∂_te^{ikr} = 4π \sum_{ℓm} i^ℓ j_ℓ^*(kr)Y_{ℓm}(\hat{ⁿ})Y_{ℓm}(\hat{k}), \tag{C7}
\]
\[
−μ^2e^{ikr} = ∂_ℓ^2e^{ikr} = 4π \sum_{ℓm} i^ℓ j_ℓ^*(kr)Y_{ℓm}^*(\hat{ⁿ})Y_{ℓm}(\hat{k}). \tag{C8}
\]
Substituting this into equation \([C4]\) leads to
\[
\left\langle \partial_v s || v_s \right\rangle^2 = (4π)^2 (D(z)H(z)f(z))^2 \sum_{ℓm_1,ℓm_2} i^{(ℓ_1+ℓ_2)} \int d\hat{n} \int \frac{d^3k_1}{(2π)^3} \int \frac{d^3k_2}{(2π)^3} δ_m(k_1)δ_m(k_2) \tag{C9}
\]
\[\times \frac{1}{2} \left[ \frac{j_ℓ(k_1 r') j_ℓ(k_2 r')}{k_1} + \frac{j_ℓ(k_2 r') j_ℓ(k_1 r')}{k_2} \right] Y_{ℓm_1}^*(\hat{n})Y_{ℓm_2}^*(\hat{n})Y_{ℓ,m_1}(\hat{k}_1)Y_{ℓ,m_2}(\hat{k}_2). \]
At this point, we can take the ensemble average using equation \([C5]\)
\[
\left\langle \partial_v s || v_s \right\rangle^2 = (4π)^2 (D(z)H(z)f(z))^2 \sum_{ℓm_1,ℓm_2} i^{(ℓ_1+ℓ_2)} (-1)^ℓ \int d\hat{n} \int \frac{d^3k_1}{(2π)^3} P_m(k_1) \tag{C10}
\]
\[\times \left[ \frac{j_ℓ(k_1 r') j_ℓ(k_2 r')}{k_1} \right] Y_{ℓ,m_1}(\hat{n})Y_{ℓ,m_2}(\hat{n})Y_{ℓ,m_1}(\hat{k}_1)Y_{ℓ,m_2}(\hat{k}_2). \]
We have made use of the Parity symmetry of the spherical harmonics: \(Y_{ℓm}(−\hat{k}) = (-1)^ℓY_{ℓm}(\hat{k}).\) We can use the spherical harmonics addition rule to switch the position of the conjugation
\[
L_{ℓ}(\hat{n} \cdot \hat{k}_1) = \frac{4π}{(2ℓ+1)} \sum_{m_1=−ℓ}^ℓ Y_{ℓ,m_1}^*(\hat{n})Y_{ℓ,m_1}(\hat{k}_1) = \frac{4π}{(2ℓ+1)} \sum_{m_1=−ℓ}^ℓ Y_{ℓ,m_1}^*(\hat{n})Y_{ℓ,m_1}(\hat{k}_1), \tag{C11}
\]
where \(L_{ℓ}\) is the Legendre polynomial. This allows to perform the angular \(k\)-integral using the orthogonality condition
\[
\int dΩ_{k_1} Y_{ℓ,m_1}(\hat{k}_1)Y_{ℓ,m_1}^*(\hat{k}_1) = δ_{ℓ,ℓ_1}δ_{m_1,m_1}. \tag{C12}
\]
Then we can perform \(ℓ_2\) and \(m_2\) sums. Using the addition theorem, we sum over the remaining \(m_1\) using
\[
\sum_{m=−ℓ}^ℓ Y_{ℓ,m}^*(\hat{n})Y_{ℓ,m}(\hat{n}) = \frac{2ℓ+1}{4π} \tag{C13}
\]
leading to
\[
\left\langle \partial_v s || v_s \right\rangle^2 = (D(z)H(z)f(z))^2 \sum_{ℓ=0}^ℓ_{max} (2ℓ+1) \int \frac{dk}{2π^2} kP_m(k) j_ℓ^*(kr)j_ℓ^*(kr). \tag{C14}
\]
In the body of the paper, we dropped the overbar(ensemble average) to reduce clutter.

Similarly,
\[
\left\langle \partial_v s || v_s \right\rangle^2 = (D(z)H(z)f(z))(D(z_o)H(z_o)f(z_o)) \sum_{ℓ=0}^ℓ_{max} (2ℓ+1) \int \frac{dk}{2π^2} kP_m(k) j_ℓ^*(kr)j_ℓ^*(kr). \tag{C15}
\]
We use this correspondence for efficiency (see figure \([7]\))
\[
\left\langle \partial_v s || v_s \right\rangle^2 = \left\langle \partial_v s || v_s \right\rangle^2 - \left\langle \partial_v s || v_s \right\rangle^2 \approx \left\langle \partial_v s || v_s \right\rangle^2, \quad \text{with} \quad ℓ_{min} = 2. \tag{C16}
\]
\[
\left\langle \partial_v s || v_s \right\rangle^2 = (D(z)H(z)f(z))^2 \sum_{ℓ=2}^ℓ_{max} (2ℓ+1) \int \frac{dk}{2π^2} kP_m(k) j_ℓ^*(kr)j_ℓ^*(kr). \tag{C17}
\]
Using the following relationships for the derivatives of the spherical Bessel functions
\[
j_ℓ'(x) = −j_{ℓ+1} + \frac{x}{ℓ} j_ℓ(x) \quad \text{for} \quad ℓ = 0, 1, 2 \cdots \tag{C18}
\]
\[
j_ℓ''(x) = \frac{1}{ℓ^2} [(ℓ^2 − ℓ − x^2) j_ℓ(x) + 2xj_{ℓ+1}(x)], \quad \text{for} \quad ℓ = 0, 1, 2 \cdots \tag{C19}
\]
FIG. 7. We show the correspondence employed to calculate $\langle \xi / \bar{d}_A \rangle^A$ in the body of the paper. The definitions of the legend is given in equations (C20)-(C22). We summed from $\ell = 2$ to $\ell = 20$ for $Z_1$ and $Z_2$ establishing the approximation used in the body of the paper that $Z_1 = Z_2$ with the contribution of $\ell = 0$ and $\ell = 1$ removed. $Z_3$ gives the total contribution for an observer positioned in the barycenter of our local group.

We show the correspondence in equation (C16) in figure 7.

$$Z_1 = -\left(1 - \frac{1}{r_s \mathcal{H}_s}\right) \mathcal{H}(z_s)(f(z_s)D(z_s))^2 \sum_{\ell=2}^{\ell_{\text{max}}} (2\ell + 1) \int \frac{dk_1}{2\pi^2} k_1 P_m(k_1) j_\ell^s(k_1 r_s) j_{\ell}^s(k_1 r_s)$$

$$- (D(z) \mathcal{H}(z) f(z))(D(z_o) \mathcal{H}(z_o) f(z_o)) \sum_{\ell=2}^{\ell_{\text{max}}} (2\ell + 1) \int \frac{dk}{2\pi^2} k P_m(k) j_{\ell}^o(k r_o) j_{\ell}^o(k r_o),$$

$$Z_2 = -\left(1 - \frac{1}{r_s \mathcal{H}_s}\right) \mathcal{H}(z_s)(f(z_s)D(z_s))^2 \sum_{\ell=2}^{\ell_{\text{max}}} (2\ell + 1) \int \frac{dk_1}{2\pi^2} k_1 P_m(k_1) j_\ell^s(k_1 r_s) j_{\ell}^s(k_1 r_s),$$

$$Z_3 = \left(1 - \frac{1}{r_s \mathcal{H}_s}\right) (D(z) \mathcal{H}(z) f(z))(D(z_o) \mathcal{H}(z_o) f(z_o)) \sum_{\ell=0}^{\ell_{\text{max}}} (2\ell + 1) \int \frac{dk}{2\pi^2} k P_m(k) j_{\ell}^o(k r_o) j_{\ell}^o(k r_o).$$
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