Different scenarios of the transition to chaos in randomly connected neural networks were extensively studied over the last 30 years [1–7]. According to the prevailing assumption rooted in the central limit theorem, the total synaptic input current of each neuron can be modeled as a Gaussian random variable (Gaussian assumption). Here we argue that the Gaussian assumption cannot account for some of the experimentally observed features of neuronal circuits. We propose a novel, analytically tractable connectivity model with power-law distributed synaptic weights. When threshold neurons with biologically plausible many inputs are considered, our model, in contrast to the Gaussian counterpart, features a continuous transition to chaos and can reproduce biologically relevant low activity levels and associated scale-free avalanches, i.e., bursts of activity with power-law distributions of sizes and lifetimes.

Scale-free neuronal avalanches, commonly associated with criticality, have been observed in cortical networks in various settings, including cultured and acute slices from rat somatosensory cortex [8], eye-attached ex vivo preparation of turtle visual cortex [9], visual cortex in anesthetized rats [10], primary visual cortex in anesthetized monkeys [10], and premotor, motor, and somatosensory cortex in awake monkeys [11]. Criticality implies the existence of a continuous transition between two distinct collective phases. In the context of neuronal avalanches, most commonly studied transitions are between quiescent and active states [12, 13] or synchronous and asynchronous states [14]. In addition to providing a plausible generating mechanism for the neuronal avalanches, the existence of a continuous transition to chaos would have important functional implications, as it has been shown that computation is most efficient around the edge of chaos [13, 15–19]. However, the relation between neuronal avalanches and the edge of chaos is not well understood.

The continuous nature of the phase transition observed in conventional models of critically (either the edge of chaos or scale-free avalanches) is sensitive to theoretical assumptions that are not biologically grounded. Most works that study transition to chaos employ rate models with continuous non-threshold activation functions, often of a sigmoid-like shape. But real neurons spike only when driven by strong enough excitatory synaptic input above a threshold [20]. In contrast, works focusing on neuronal avalanches assume more biologically plausible single-neuron models, but rely on extremely sparse networks [15, 21]. However, many neurons in the vertebrate brain receive large number of inputs from other cells (∼ 10^3) [22]. We observed that the transition to chaos becomes discontinuous when densely connected threshold units are used in tandem with the Gaussian assumption (Fig. 4). This discontinuous character of the transition makes it hard for the network state to stay close to the edge of chaos or robustly generate scale-free avalanches.

To fix this issue, we draw on the experimental works reporting heavy-tailed distributions of synaptic weights in various areas of the brain [23–28]. Multiple theoretical mechanisms have been suggested to realize such distributions, e.g., modified spike-timing-dependent plasticity (STDP) rule [29] or STDP combined with homeostatic plasticity [30]. Notably, recent studies have suggested that experimentally observed
activity-independent intrinsic spine dynamics can straightforwardly explain the heavy-tailed distributions of synaptic weights \[31,35\].

Although extensively studied, the computational role of synaptic heavy tails is still not fully understood. A log-normal distribution is often assumed and the results are obtained by means of computer simulations \[27,36-39\]. However, in these models the effects of heavy tails are only visible through finite size effects because, as the number of incoming connections per neuron goes to infinity, i.e., in the thermodynamic limit, the model behavior becomes equivalent to that with Gaussian-distributed synapses due to the central limit theorem. This hinders theoretical analysis and limits our understanding. Therefore, a simple theoretical model that robustly predicts the effects of synaptic heavy tails is needed. We fill this gap by assuming random, power-law distributed synaptic weights.

Our aim is to inspect how the distribution of synaptic efficacies, modulated by the activation function, affects the transition to chaos and the associated avalanches. To this end, in our calculations we focus on the network effects and hence simplify the dynamics of individual neurons by considering the following discrete-time network dynamics

$$x_i(t+1) = \sum_{j=1}^{N} J_{ij} \phi(x_j(t)),$$  \hspace{1cm} (1)

where $\phi(x)$ is the activation function, assumed to be identical across the network, and $J$ is the connectivity matrix. The network is fully connected and the synaptic weights are independently drawn from the common Cauchy distribution

$$\rho(J_{ij}) = \frac{1}{\pi} \frac{g/N}{(g/N)^2 + J_{ij}^2},$$  \hspace{1cm} (2)

with the characteristic function

$$\Phi_J(k) = e^{-\gamma |k|},$$  \hspace{1cm} (3)

with $\gamma = \frac{g}{N}$. We refer to the model prescribed by (1) and (2) as the Cauchy network. Due to the generalized central limit theorem \[40\], in the thermodynamic limit of $N \to \infty$ results obtained for this model are applicable to networks with connections drawn independently from any symmetric distribution with $1/x^2$ tails that are scaled with the number of neurons
The randomness in the state of the network comes from two factors: random initial conditions and random weights. By averaging over both factors, the characteristic function of \( x_i(t+1) \) can be calculated as follows

\[
\langle e^{i k x_i(t+1)} \rangle = \exp \left( -g |k| N^{-1} \sum_{j=1}^{N} \phi(x_j(t)) \right) = \exp (-gm(t) |k|),
\]

where we have assumed that \( J_{ij} \) and \( \phi(x_j(t)) \) are independent, which is expected to hold in the thermodynamic limit. Clearly, with this assumption \( x_i(t) \) is a Cauchy random variable.

To proceed we assume self-averaging, i.e. the mean activity is assumed to behave the same way for each realization of the network. In the thermodynamic limit the mean activity can in this case be alternatively expressed as

\[
m(t) = \langle \phi(x_i(t)) \rangle_{J_i}.
\]

We plug (2) into (6) and arrive at the the evolution of the mean activity in a simple integral form

\[
m(t + 1) = \int_{-\infty}^{\infty} \mathcal{D}z \phi(gm(t)z),
\]

where \( \mathcal{D}z = \pi^{-1} dz/(1 + z^2) \) denotes that the integral is calculated with respect to the standard Cauchy measure. The steady-state mean activity can be obtained from (7) in a self-consistent manner.

We are now in the position to analyze the dependence of the dynamics of the Cauchy network on the activation function. For \( \phi(x) = x \), the integral on the right-hand side (RHS) of (7) diverges, suggesting that the network is unstable. Indeed, it is easy to understand why this is the case. For linear networks the dynamics is fully determined by the eigenvalues of the connectivity matrix \( J \). It is known that, in contrast to random matrices with Gaussian entries, a Cauchy random matrix features an unbounded support of the eigenvalues density, even in the limit of \( N \to \infty \) [41-43]. Thus, we can conclude that, regardless of the value of the \( g \), the dynamics of a Cauchy neural network is in this case divergent. For the same reason, any \( \phi(x) \) that is linear around \( x \approx 0 \) and grows sufficiently slow for large \( x \) leads to chaotic dynamics for any \( g \). However, in the biologically relevant regime neurons exhibit saturation and thresholding at, respectively, large and low values of total synaptic input. The corresponding Cauchy network generically exhibits two phases: quiescent and chaotic, and an associated transition between them [44].

To further simplify the calculations and to model the avalanches, in the following we focus our attention on the binary activation function

\[
\phi(x) = \begin{cases} 
1, & \text{for } x > \theta \\
0, & \text{for } x \leq \theta.
\end{cases}
\]

where \( \theta \) denotes the threshold. In this case the dynamical mean-field equation for \( m(t) \) simplifies to

\[
m(t + 1) = \frac{1}{\pi} \arctan (gm(t)g/\theta).
\]

The stability of the trivial fixed point in the binary case can be checked by expanding the RHS of (9) around \( m(t) = 0 \):

\[
m(t + 1) = \frac{g}{\pi \theta} m(t) + O(m(t)^2).
\]
The fixed point at $m(t) = 0$, corresponding to the quiescent phase, is unstable for $g > \pi \theta$. Since $\text{arctan}(x)/\pi$ is saturating and concave for all $x > 0$, another stable fixed point $m(t) = m^*$ close to 0 appears exactly when the trivial fixed point loses its stability ($m^* \approx \sqrt{3}(g/\theta)^{-3/2} \sqrt{\pi}/\theta - \pi$ near the transition point). Due to the quenched, asymmetric disorder of the connectivity matrix we can expect this fixed point to represent a chaotic attractor of the network [45], with a large sensitivity to small perturbations (i.e., the butterfly effect). Our computer simulations confirm this prediction (Fig. 2).

The transition from the quiescent to the chaotic phase (in the large $N$ limit) can be understood from the underlying structure of connections. Due to the power-law connectivity density, we can expect that only a small fraction of the connections contribute to the activity profile of the network. Indeed, as we show in the following, the transition to chaos is driven by the percolation transition of autocrat connections for which $J_{ij} > \theta$, i.e., an active pre-synaptic neuron will activate the post-synaptic neuron in the absence of other inputs. Around the critical point the mean activity of the network is infinitesimal and thus the higher order interaction events (e.g. two neurons activating another neuron) are negligible. In other words, to a good approximation, a neuron can only be activated by another single neuron through an autocrat connection, independently from other neurons. This suggests that the transition to chaos in the neural network model is related to the critical branching processes [46] (Fig. 1).

In the Cauchy case the probability that a given connection is an autocrat reads

$$\text{Prob}(J_{ij} > \theta) = \frac{1}{\pi} \text{arctan} \left( \frac{g}{N \theta} \right).$$  \hspace{1cm} (11)

For a given neuron, the number of outgoing (or incoming) autocrat connections is a binomial random variable with $N$ trials and the probability of success given by (11). In the limit of $N \to \infty$ it converges to the Poisson random variable with intensity

$$\lambda = \lim_{N \to \infty} \frac{N}{\pi} \text{arctan} \left( \frac{g}{N \theta} \right) = \frac{g}{\theta \pi}.$$

Now, let the initial state of the network be such that only a single neuron (seed) is active. The number of active neurons (descendants) in the next step is given by the Poisson distribution and the mean number of active neurons is given by (12). The theory of branching processes predicts that the population will eventually die out almost surely for $\lambda \leq 1$ and has a finite survival probability for $\lambda > 1$. At $\lambda = 1$ the process is critical and features scale-free avalanches. The critical point predicted by the branching process formulation of the network dynamics,

$$g^* = \pi \theta,$$

is the same as the mean-field critical point predicted by (9).

The mapping to the branching process explains many features of the Cauchy neural network around the critical point. Below the critical point the steady state is quiescent and a bit-flip perturbation corresponds to a single neuron (seed) being activated. The local expansion rate of such perturbation is given by $\lambda$. Above the critical point ($g > \pi \theta$), each bit-flip contributes in the same manner as a single seed and, additionally, interacts with other active neurons to activate and deactivate other descendants. Thus, in the vicinity of the transition point $\lambda$ gives a lower bound on the local expansion rate of a perturbation in the steady state, and for $\lambda > 1$ the network is expected to be chaotic in the thermodynamic limit. Moreover, the transition to chaos belongs to the mean-field directed percolation universality class [47]. The propagation of the corresponding avalanches is characterized by [44] power-law distributed sizes $S$

$$\text{Prob}(S > s) \sim s^{-1/2}$$

and power-law distributed lifetimes $T$

$$\text{Prob}(T > t) \sim t^{-1}.$$ \hspace{1cm} (14)

These theoretical predictions were corroborated by our computer simulations of the Cauchy network, as shown in Fig. 3.

For a comparison, we have also studied Gaussian networks of threshold units with a fixed number of connections per neuron $K$ [44]. While extremely sparsely connected Gaussian networks ($K \ll 12$) behave qualitatively similar to the Cauchy network, the transition to chaos becomes discontinuous in the biologically relevant regime of $K \gtrsim 13$. With a biologically realistic $K$ and finite $N$, the network activity jumps between two metastable states near the transition point, and cannot be robustly posed at the edge of chaos. Importantly, although our theoretical predictions were derived assuming simplistic threshold neural units, they translate directly to networks of more biologically plausible leaky integrate-and-fire (LIF) neurons. The difference of continuous and discontinuous transition is confirmed by the presence or absence of a hysteresis loop in more realistic networks of LIF neurons (Fig. 4). Hence, unlike the Gaussian networks with realistic $K$, Cauchy networks demonstrate critical phenomena and can reproduce experimentally observed scale-free avalanches at the critical point. Moreover, a large Cauchy network can exhibit arbitrarily low, self-sustained activity levels. In contrast, the lowest possible activity level that can be achieved by the Gaussian network with realistic $K$ is about 11% in the binary case and 40 Hz in the LIF case (Fig. 4).

Power-law distributions of synaptic weights feature many very weak (or even silent) synapses, that do not directly contribute to the computation. Even though this may seem wasteful, we think that such architectures are not only biologically plausible [48] but may be beneficial. One possibility is that even weak connections can activate a neuron once contextual input from another part of the brain increases the baseline membrane potential close to its spiking threshold. Such contextual input can also raise the spiking probability of nearby neurons so that synchronous activation of weak connections is more likely. Silent synapses have also been reported to play a role in unsupervised features extraction [49]. More generally, the optimal degree of sparsity depends on the role of a given brain structure and the type of employed plasticity [50]. Power-law distributed synaptic weights may in this context provide a weakly informative [51] sparsity prior, with
weak and silent synapses providing a pool of potential connections that can be recruited when and if needed, as observed in the brain during development [53][54].

Our results have implications in theoretical neuroscience and machine learning. We showed that a heavy-tailed distribution of synaptic weights facilitates computations at the edge of chaos in binary and spiking neural networks. In this regime, information transmission is mediated by a sparse sub-set of chaotic synapses. Such sparse effective connectivity has been previously shown to maximize information storage capacity in symmetric [55] and asymmetric [56][57] networks. Moreover, deep neural networks are more expressive [58, 59] and can only be efficiently trained via error backpropagation [60][61] around the edge of stability analogous to the edge of chaos. Further, biologically inspired neuromorphic chips can be energy efficient, if the activity is sparse. Neurons should be inactive in the absence of inputs (θ > 0) to achieve this. We can therefore expect that both feedforward [62] and recurrent [63] spiking neural networks should benefit from the sparse effective connectivity.

For clarity we chose to limit our presentation to the Cauchy distribution of J[i,j]. As we have shown, this case is, to some extent, analytically tractable. However, our results naturally extend to other power-law distributions, where the mapping to the critical branching process in the case of the binary activation function [8] is still valid. To see this let the synaptic efficacy density asymptotically behave like a power-law $ρ(J_{ij}) ∼ Cα^{−N−1}|J_{ij}|^{−α}$ [64]. We then have $\text{Prob}(J_{ij} > θ) = CN^{−1}(g(θ)α)^{−N}$, which holds for large enough $N$. The branching parameter can be calculated as in [12] and reads $λ = C(g(θ)α)^{−N}$. A continuous transition takes place at $λ = 1$ and its features are, as before, described by the directed percolation universality class. This family of power-law models is loosely related to spin-glass models with power-law interactions [65][67]. Note, however, that due to the symmetric interaction matrix, spin-glass models behave qualitatively differently than neural models with asymmetric connectivity [68].

We have analytically characterized features of the transition to chaos in the Cauchy networks. More advanced calculations [69] suggest that an infinite spectrum of order parameters is required to fully specify the phase. The appearance of infinite spectrum of order parameters suggests an intriguing possibility that more phase transitions occur as the control parameters are varied. Although our numerical experiments did not uncover any additional transitions, more research is needed to clarify the exact shape of the phase diagram of the Cauchy and other power-law networks.
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Methods

Simulations

Computer simulations of binary networks were performed using custom-written code in Julia and Python. The results for spiking neural networks were obtained with NEST Simulator [70]. Details of the simulations: Fig. 2. The averaging was performed over all $N = 10^4$ neurons (i.e., including the unper-
turbated network, $N + 1$ replicas were simulated) and over 50 realizations of $J$. At time $T = 0$ the unperturbed network was prepared in the (a) steady state by evolving it for 500 steps before introducing perturbations or (b) quiescent state. $g = \pi$. Fig. 3. Networks had size $N = 10^4$ and results were averaged over 10 independent realizations of $J$. $g = \pi$. Fig. 4. Both Gaussian and Cauchy networks were fully connected with $N = 10^4$. The injected current changed between $-400 \text{ pA}$ and $400 \text{ pA}$ in small increments every 5 ms. All neurons were of type iaf_psc_alpha, which denotes a leaky integrate-and-fire neuron with alpha-shaped postsynaptic currents. Default par-

eters of the model neuron were used, i.e.: resting potential $E_L = -70 \text{ mV}$, capacity of the membrane $C_m = 250 \text{ pF}$, mem-
brane time constant $\tau_m = 10$ ms, refractory period $\tau_{ref} = 2$ ms, spike threshold $V_{th} = -55$ mV, reset potential $V_{reset} = -70$ mV, rise time of the excitatory and inhibitory synaptic alpha function $\tau_{syn} = 2$ ms. Static synapses were used with the default delay of 1 ms, and weights were randomly drawn from symmetric (a) Gaussian distribution with $\sigma = 2.4 \times 10^3 / \sqrt{N}$ pA, and (b) Cauchy distribution with $\gamma = 1.92 \times 10^3 / N$ pA. Poisson noise was injected randomly into the network, activating each neuron approximately twice every second—without external input networks cannot recover from the quiescent state, since the model neurons are not spontaneously active.

Sub-sampling: For the sake of clarity and drawing efficiency, in the raster plots only 10% of spikes of 100 randomly chosen neurons were drawn. Activity histograms were created using all data.

**SUPPLEMENTARY INFORMATION**

### A. Avalanche statistics

The mapping to the branching process together with the general results known for critical branching processes provide the critical exponents [47, 71, 72]. Here, for completeness, we calculate two critical exponents in our specific case.

#### 1. Avalanche size distribution

The size of an avalanche is defined as the sum of a number of active neurons at each time step, from the beginning of the avalanche till its end. Let $S_m$ denote the size of an avalanche starting from $m$ seeds and $G_m(z)$ denote the corresponding generating function

$$
G_m(z) \equiv \langle z^{S_m} \rangle = \sum_{j=0}^{\infty} z^j \text{Prob}(S_m = j). \quad (16)
$$

Since the activity of network is assumed to be sparse, the avalanche that starts from $m$ seeds consists of $m$ independent avalanches starting from a single seed. Therefore we can write that $S_m = \sum_{i=1}^{m} S_1^{(i)}$, where $\{S_1^{(i)}\}$ is a set of i.i.d. random variables denoting sizes of single-seed generated avalanches. At the level of the generating functions, this assumption leads to a simple expression

$$
G_m(z) = \lfloor G_1(z) \rfloor^m. \quad (17)
$$

On the other hand, we know how a seed neuron propagates the activity through the network in a single step: it activates $m$ neurons with probability

$$
p_m = \frac{\lambda^m}{m!} e^{-\lambda}, \quad (18)
$$

where $\lambda$ is given by (12). This means that one seed generate an avalanche of size $1 + S_m$ with probability $p_m$, where 1 is from the first step (i.e., the seed) and $S_m$ is from the subsequent steps. Hence, the single-seed generating function can be calculated as follows

$$
G_1(z) = \sum_{m=0}^{\infty} p_m(z^{1+S_m}) = z \sum_{m=0}^{\infty} p_m G_m(z). \quad (19)
$$

We combine (19) with (17) and (18) and arrive at an implicit expression for the one-seed avalanche size generating function

$$
G_1(z) = z \left\{ p_0 e^{S_0} + \sum_{m=1}^{\infty} p_m \lfloor G_1(z) \rfloor^m \right\} = z \exp(\lambda G_1(z) - \lambda). \quad (20)
$$

Note that we used $S_0 = 0$ (no avalanche without a seed). In order to inspect the tail of the distribution of $S_1$ we introduce an auxiliary function $g(\epsilon) = 1 - G_1(1-\epsilon)$ and expand the RHS of (20) assuming that $\epsilon \ll 1$ and $g(\epsilon) \ll 1$ (valid for $\lambda \leq 1$):

$$
1 - g(\epsilon) = (1 - \epsilon) \left( 1 - \lambda g(\epsilon) + \frac{\lambda^2 g(\epsilon)^2}{2} + O(g(\epsilon)^3) \right), \quad (21)
$$

which to the lowest order can be rewritten as

$$
g(\epsilon) = \begin{cases} 
\frac{\epsilon^2}{1 - \lambda}, & \text{for } \lambda \neq 1 \\
\sqrt{2\epsilon}, & \text{for } \lambda = 1.
\end{cases} \quad (22)
$$
The small $\epsilon$ behavior of $g(\epsilon) \sim \epsilon^{1/2}$ in the $\lambda = 1$ case translates into the tail behavior of the avalanche size density as

$$\text{Prob}(S_1 = s) \sim s^{-3/2} \quad (23)$$

for large $s$.

2. Avalanche lifetime distribution

Let $T_m$ be the lifetime (number of steps with nonzero activity) of an avalanche that starts from $m$ seeds. By definition $T_0 = 0$ and $T_m \geq 1$ for $m > 0$. As before, we treat an avalanche from different seeds as independent, and thus the following identity linking the survival probabilities holds

$$Q_m(t) = 1 - \text{Prob}(T_m \leq t) = 1 - [\text{Prob}(T_1 \leq t)]^m = 1 - [1 - Q_1(t)]^m. \quad (24)$$

As in the case of the size distribution, we can unwrap the first step of the dynamics starting from a single seed, which gives

$$Q_1(t + 1) = \sum_{m=1}^{\infty} P_m Q_m(t) = 1 - \sum_{m=0}^{\infty} P_m [1 - Q_m(t)]. \quad (25)$$

We plug (24) and (18) into (25) and arrive at the following recursive relation

$$Q_1(t + 1) = 1 - \exp[-\lambda Q_1(t)]. \quad (26)$$

If $\lambda > 1$ there exists a non-zero fixed point corresponding to the non-zero probability of survival at $t \to \infty$. In contrast, the activity eventually dies out almost surely for $\lambda \leq 1$. Assuming $\lambda Q_1(t) \ll 1$ the recursive relation simplifies to

$$Q_1(t + 1) = \lambda Q_1(t) - \frac{\lambda^2}{2} Q_1(t)^2, \quad (27)$$

which predicts an exponential decay for $\lambda < 1$. At the critical point $\lambda = 1$ and the decay is a power law. In that case the recursion can be solved with an ansatz $Q_1(t) = C/t^\delta$, leading to $\delta = 1$, as expected.

B. Existence of the transition for neurons with a positive threshold

Let $\phi(x)$ be an activation function such that $\phi(x) = 0$ for $x$ below a positive threshold $\theta$, and $\phi(x) \approx C$ for sufficiently large $x$ (i.e. $x > m_1$). Without much loss of generality, we additionally assume that $\phi(x) \geq 0$ and $\int_{-\theta}^{\theta} \phi(x) dx < \infty$. The integral in the mean-field equation can be then decomposed as follows:

$$m(t + 1) = \frac{1}{\pi} \int_0^{\infty} \frac{dz}{1 + z^2} = \frac{1}{\pi} \int_{m_1}^{m_1} \frac{dz}{1 + z^2} + \frac{C}{\pi} \int_{m_1}^{\infty} \frac{dz}{1 + z^2} = \frac{m(t)g}{\pi} \int_{-\theta}^{\theta} dy \frac{\phi(y)}{y^2} + \frac{C}{\pi} \arctan \left( \frac{m(t)g}{m_1} \right). \quad (28)$$

We expand (28) around $m(t) = 0$:

$$m(t + 1) = \frac{m(t)g}{\pi} \left( \int_{-\theta}^{\theta} dy \frac{\phi(y)}{y^2} + \frac{C}{m_1} \right) + O(m(t)^3), \quad (29)$$

and conclude that the transition between quiescent and active state occurs at the critical point described by the equation

$$\frac{g}{\pi} \left( \int_{-\theta}^{\theta} dy \frac{\phi(y)}{y^2} + \frac{C}{m_1} \right) = 1. \quad (30)$$

Hence, this guarantees the existence of positive and finite critical $g^*$ that solves the above equation. It is possible to extend these results to activation functions $\phi(x)$ that are non-zero around $x = 0$ and are non-saturating—the transition exists if $\phi(x)$ is sufficiently superlinear around $x = 0$ and sublinear for large $|x|$. 
FIG. 5. Mean field $m(t) \mapsto m(t + 1)$ mapping for fully connected (dense) Gaussian and Cauchy networks and sparse Gaussian network with a fixed number of incoming connections per neuron $K$. For large values of $K$, the MF equation looks similar to the fully connected Gaussian case. In particular, we observe a discontinuous transition at $g \approx 2.5$. (note that this similarity only holds if $g$ is not too large, since for any finite $K$ there is a continuous transition at which the trivial fixed point loses its stability). For an intermediate sparsity ($2 < K \leq 12$), only a second order transition is observed and the dynamics looks qualitatively similar to the dense Cauchy case. For $K \leq 2$ no transition to chaos is observed and the trivial fixed point is always stable (results not shown).

C. Gaussian threshold network

1. Fully connected network

For general activation function it is convenient to describe the behavior of the Gaussian networks in terms of another order parameter, $q_0(t) = (1/N) \sum_i \langle \phi(x_i(t))^2 \rangle$. However, in the binary case analyzed here it is equivalent to $m(t)$. The corresponding dynamical mean-field equation reads

$$m(t + 1) = \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{\theta}{\sqrt{2}m(t)g} \right) \right].$$

(31)

Expanding the RHS of (31) around $m(t) = 0$ gives

$$m(t + 1) = \sqrt{\frac{m(t)g^2}{2\pi\theta^2}} \exp \left( -\frac{\theta^2}{2m(t)g^2} \right) \left( 1 + O(m(t)g^2) \right).$$

(32)

Due to the exponential factor $m(t + 1) < m(t)$ for small enough $m(t)$, which proves that the fixed point $m(t) = 0$ is locally stable under the evolution (31). Since the quiescent state is always stable, the transition to chaos, if present, must be discontinuous. This is confirmed by the graphical inspection of (31) (Fig. 5) and in computer simulations (Fig. 6).

The mapping to a branching process offers a simple way of understanding this result. The probability that a given synapse is
an autocrat reads

$$\text{Prob}(J_{ij} > \theta) = \frac{1}{2} \left( 1 - \text{erf} \left( -\sqrt{\frac{N}{2g}} \frac{\theta}{N} \right) \right)$$

In the thermodynamic limit the average number of autocrat connections per neuron can be calculated as before as

$$\lambda = \lim_{N \to \infty} P(J_{ij} > \theta),$$

which in our case leads to

$$\lambda = \lim_{N \to \infty} N g \sqrt{\frac{2}{\theta}} \exp \left( -\frac{N\theta^2}{2g^2} \right) \left( 1 + O(1/N^2) \right) = 0,$$

i.e. an activity starting from a single seed almost surely dies out.

2. Sparse network

Let each neuron receive exactly $K$ incoming connections, randomly chosen from the network, and let $J_{ij} \sim \mathcal{N}(0, g^2/K)$. If the mean activity of the network at time $t$ is $m(t)$, the probability that exactly $n$ incoming neurons are active is given by the binomial distribution

$$P(n; m(t)) = \binom{K}{n} m(t)^n (1 - m(t))^{K-n}.$$  

The membrane potential of a neuron $x$, conditioned on $n$ incoming connections being active, is a normal random variable with $\mu = 0$ and $\sigma^2 = ng^2/K$. The mean activity of the network in the next step is equal to the probability that the membrane potential
of any given neuron crosses the threshold, and so it reads

\[
m(t + 1) = 2^{-1} \sum_{n=1}^{K} \binom{K}{n} m(t)^n (1 - m(t))^{K-n} \left( 1 - \text{erf} \left( \frac{\sqrt{K}}{\sqrt{2ng}} \right) \right).
\] (36)

Our computer simulations corroborate the validity of (36), see Fig. 6. Note, additionally, that it is not difficult to show that (36) simplifies to the dense case (31) in the limit of \( K \to \infty \). Analogous calculations in the case of stochastic units were presented in [74], where the range of validity of the annealed approximation is also discussed.