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Abstract—Recent advances have presented several strategies to mitigate the computations of self-attention mechanism with high-resolution inputs. Many of these works consider decomposing the global self-attention procedure over image patches into regional and local feature extraction procedures that each incurs a smaller computational complexity. Despite good efficiency, these approaches seldom explore the holistic interactions among all patches, and are thus difficult to fully capture the global semantics. In this paper, we propose a novel Transformer architecture that elegantly exploits the global semantics for self-attention learning, namely Dual Vision Transformer (Dual-ViT). The new architecture incorporates a critical semantic pathway that can more efficiently compress token vectors into global semantics with reduced order of complexity. Such compressed global semantics then serve as useful prior information in learning finer local pixel level details, through another constructed pixel pathway. The semantic pathway and pixel pathway are integrated together and are jointly trained, spreading the enhanced self-attention information in parallel through both of the pathways. Dual-ViT is henceforth able to capitalize on global semantics to boost self-attention learning without compromising much computational complexity. We empirically demonstrate that Dual-ViT provides superior accuracy than SOTA Transformer architectures with comparable training complexity.

Index Terms—Image recognition, self-attention learning, vision transformer.

I. INTRODUCTION

RECENTLY, Transformer architectures [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11] have shown great success in revolutionizing deep learning applications, including both natural language processing and computer vision tasks. Nevertheless, as Transformers typically rely on dense self-attention computations, the training of such architectures are usually slow for high-resolution inputs. As Transformer technologies can often provide superior performance than its counterparts, this complexity issue gradually becomes a bottleneck constraining the progress of such powerful architecture.

Self-attention procedure forms the main burden in such complexity issue especially for high-resolution inputs, as each the representation of each token is updated by attending to all the tokens. The recent works then turn their focus on investigating the complexity issue by providing various alternative solutions over the standard global self-attention. Many consider combining self-attention with down-sampling to effectively replace the original standard global attention over all image patches. This way naturally enables the exploration of regional semantic information, which further boosts the learning/extraction of local finer features. Take for instance, PVT [12], [13] proposes linear spatial reduction attention (SRA) that reduces the spatial scale of keys and values with the down-sampling operations (e.g., average pooling or strided convolution), as shown in Fig. 1(a). Twins [14] (Fig. 1(b)) adds the additional locally-grouped self-attention layer before SRA to further enhance the representation via intra-region interaction. RegionViT [15] (Fig. 1(c)) decomposes the original attention through regional and local self-attentions. However, since the above methods heavily rely on the down-sampling of the feature maps into regions, the holistic interaction among all patches that depict global semantic information is inevitably ignored.

Among these various combination strategies, there has been little attempt to investigate the dependency between global semantics and finer pixel level features for self-attention learning. In this paper, we consider decomposing the training into global semantics and finer features attentions via the proposed Dual-ViT. The incentive is to extract global semantic information (i.e., parametric semantic queries) that can serve as rich prior information to assist finer local feature extraction in a new two-pathway design. Our unique decomposition and integration of both the global semantics and local features allow for effective reduction of the involved number of tokens in multi-head attention, thus saving the computational complexity in contrast to the standard global self-attention. Especially, as shown in Fig. 1(d), Dual-ViT consists of two special pathways respectively called “semantic pathway” and “pixel pathway”. The local pixel level feature extraction through the constructed “pixel pathway” is imposed by strong dependency on the compressed global prior out of the “semantic pathway”. Since gradients pass through both the semantic pathway and the pixel pathway, the Dual-ViT training procedure can henceforth efficiently both compensate the information loss on global feature compression, and simultaneously reduce the difficulty of finer local feature extraction. Both the former and latter procedure can in parallel significantly facilitate self-attention learning without compromising much computational cost, owing to smaller attention sizes and the imposed dependency between the two pathways.
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In summary, we have made the following contributions in this paper:

1) We propose a novel Transformer architecture called Dual Vision Transformer (Dual-ViT). As its name implies, Dual-ViT network includes two pathways that are tailored respectively to extract more holistic global view of semantic feature of the input, and another pixel pathway that focuses on the learning of finer local features.

2) Dual-ViT takes into account the dependency between the global semantics and local features along the two pathways, with the goal to ease the training with reduced token sizes and smaller attentions.

3) Dual-ViT achieves 85.7% top-1 accuracy on ImageNet with only 41.1% FLOPs and 37.8% parameters compared to VOLO-D4 [16]. In regard of object detection and instance segmentation, Dual-ViT also improves PVT [13] in term of mAP by more than 1.4% and 0.8% on COCO, with 47.3%/42.3% less parameters.

II. RELATED WORK

A. Convolutional Neural Networks Backbones

Convolutional Neural Networks (CNNs) have dominated the modeling of deep architectures in computer vision field in the last decade. Taking the inspiration from the breakthrough achieved with AlexNet [17] on ImageNet benchmark, a series of powerful CNN backbones have been established subsequently. For example, VGG [18] is one of the early attempts that increases the depth to strengthen network capability, and ResNets [19] further introduces skip connections into CNN block, enabling the training of very deep networks (152 layers). In addition to make the network deeper, multiple paths strategy is another direction for facilitating visual representation learning. In between, GoogLeNet [20] and InceptionNet [21] introduce the split-transform-merge strategy that integrates multiple kernel paths into a single CNN block. ResNetXt [22] goes beyond ResNet by designing a homogeneous and multi-branch architecture that increases accuracy while maintains the computational complexity. In contrast to InceptionNet that employs different kernel sizes in a CNN block, elastic [23] leverages different resolutions branches to learn the multi-scale representation. Res2Net [24] improves the multi-scale ability at a more granular level with the hierarchical residual-like connections. HRNet [25] maintains high resolution through the whole process and fuses multi-resolution representations repeatedly, yielding semantically strong representations in both high and low resolutions. SKNet [26] dynamically fuses the multiple paths with different kernel sizes via softmax attention mechanism. Recently, EfficientNet [27] designs a new scaling method that seeks a better balance between network width, depth, and resolution.

B. Vision Transformers

Sparked by the success of Transformer [5] in natural language processing field, numerous Transformer-based backbones start to emerge. Early attempts replace the convolutional layers with self-attention network in ResNet architecture [28], [29], [30], [31]. These techniques trigger interaction within a local window via self-attention, which achieve better performances while the FLOPs are reduced. Recently, Vision Transformer (ViT) [2] proposes a pure Transformer backbone that operates over the image patch sequences for image recognition. Unlike the conventional CNNs, ViT does not use any pooling layer and instead leverages a relatively lower spatial resolution for all layers. Such way is not suitable for pixel-level dense prediction tasks that require high-resolution outputs. PiT [32] remoulds ViT into a multi-scale version by using the common design principle in CNNs, i.e., starting from a large spatial size and then decreasing the spatial resolution gradually via pooling layers. However, PiT suffers from heavy computational cost of self-attention at earlier stages with high-resolution inputs. To tackle this issue, Swin [4] designs the shifted windowing scheme by restricting self-attention within local windows while allowing for cross-window connections. PVT [12], [13] reduces the spatial scale of keys and values with the down-sampling operations. Multiscale Vision Transformer [33] employs pooling kernels over query, keys and values for spatial reduction. Twins [14] combines locally-grouped self-attention and sub-sampled self-attention to exploit intra- and inter-regional interaction. RegionViT [15] presents regional-to-local attention to alleviate the overhead...
MHA introduces an optimal decomposition of self-attention using standard primitive operations, yielding a family of light-weight ViT backbones.

Our Dual-ViT is also a type of multi-scale ViT backbone. In comparison to existing multi-scale ViTs that heavily rely on local self-attention within a local window or down-sampling operations, Dual-ViT decomposes the modeling of self-attention into the learning of global semantics and finer features in two pathways. Both of semantic tokens and input feature are further integrated to spread the enhanced self-attention information in parallel. Such unique design of decomposition and integration not only effectively reduces the number of tokens in self-attention learning, but also imposes the interactions between the two pathways, leading to better accuracy and latency trade-off.

### III. Method

This section begins with a brief review of the conventional multi-head self-attention block adopted in existing ViTs, and analyzes how they scale down the self-attention computational cost. We next propose a new principled Transformer structure, namely Dual Vision Transformer (Dual-ViT). Our launching point is to upgrade typical Transformer structure with a particular two-pathway design and trigger the dependency between the global semantics and local features to enhance self-attention learning.

Specifically, Dual-ViT is composed of four stages where the resolutions of the feature maps in each stage shrink gradually as in [4]. In the first two stages with high-resolution inputs, Dual-ViT employs the new Dual blocks that consist of two pathways: (i) pixel pathway that captures fine-grained information by refining input feature at pixel level, and (ii) semantic pathway that abstracts high-level semantic tokens at global level. The semantic pathway is slightly deeper (with more operations) but contains fewer semantic tokens abstracted from pixels, and the pixel pathway treats these global semantics as prior to learn finer pixel level details. Such design conveniently encodes the dependency of finer information on holistic semantics, while maintains favorable computational cost over high-resolution inputs. The outputs of the two pathways are merged together and further fed into multi-head self-attention in the last two stages.

#### A. Conventional Transformer

Conventional Transformer architectures (e.g., [2], [35]) often rely on multi-head self-attention that captures long-range dependencies among inputs. Here we present a general formulation of multi-head self-attention (see Fig. 2(a)). Transformer block consists of a multi-head attention layer (MHA) and a feed-forward layer (FFN). Layer normalization (LN) is applied before each block. Technically, given the input feature $x_l \in \mathbb{R}^{n \times d}$ ($n = H \times W$; the number of tokens, $HW/d$: height/width/channel number), the $l$th conventional Transformer block operates as follows:

$$
x_l^{n} = LN(x_l),
$$
$$
x_l^{i} = MHA(x_l^{n}, x_l^{n}, x_l^{n}) + x_l^i,
$$
$$
MHA(q, k, v) = Concat(head_1, \ldots, head_h)W^O,
$$
$$
head_i = Attention(qW_i^Q, kW_i^K, vW_i^V),
$$
$$
Attention(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_h}} \right) V,
$$

where $Concat(\cdot)$ is the concatenation operation, $W_i^Q, W_i^K, W_i^V, W^O$ are weight matrices, and $d_h$ is the dimension of each head. According to the formulation in (1), the computation cost of MHA for input feature $x_l$ is $O(n^2d)$, which scales quadratically w.r.t. the number of tokens. As a result, such design will inevitably result in huge computation cost when processing high-resolution inputs. In order to alleviate such heavy computation cost of MHA, existing techniques [2], [16], [35] enlarge the patch size to produce fewer tokens, leading to lower-resolution feature maps. Nevertheless, it is not trivial to directly employ these backbones in dense prediction tasks (e.g., object detection and semantic segmentation) that require high-resolution feature maps. Other works [4], [14], [15] restrict the attention scope into a local window and thus can achieve only linear computational complexity with respect to the input resolution. However, the limited receptive field of local window adversely hinders the...
modeling of global dependencies, resulting in a sub-optimal solution. The advances [13],[33],[36] introduce spatial reduction attention by using the down-sampling operations (e.g., average pooling in [13] or pooling kernels in [33],[36]) over keys/values to reduce computation cost. But these pooling-based operations inevitably incur information loss and leave the holistic semantic information among all patches not fully exploited.

B. Dual Block

To mitigate the aforementioned issues, we design a principled self-attention block tailored to high-resolution inputs (i.e., at the first two stages), namely Dual block. This new design nicely introduces an additional pathway to boost self-attention learning with global semantic information. Fig. 2(b) depicts the architecture of Dual block in detail. Specifically, Dual block contains two pathways: pixel pathway and semantic pathway. The semantic pathway summarizes the input feature map into semantic tokens. After that, the pixel pathway takes these semantic tokens as rich prior in the form of keys/values, and performs multi-head attention to refine input feature map via cross-attention. In terms of complexity, since the semantic pathway contains much fewer tokens than that in pixel pathway, the computation cost is reduced to \( O(ndm + m^2d) \), where \( m \) is the number of semantic tokens.

Formally, given the input feature \( x_i \) of the \( l \)th Dual block, we augment with additional parametric semantic queries \( z_i \in \mathbb{R}^{m \times d} \). The semantic pathway first contextually encodes the semantic queries via self-attention, and then extracts the semantic tokens by exploiting the interaction between refined semantic queries and the input feature \( x_i \) via cross-attention, followed by a feed-forward layer. This operation performs as follows:

\[
\begin{align*}
x_i^n &= \text{LN}(x_i), \quad z_i^n = \text{LN}(z_i), \\
z_i' &= \text{MHA}(z_i^n, z_i^n, z_i^n) + z_i, \\
\tilde{z}_i &= \text{MHA}(\text{LN}(z_i'), x_i^n, x_i^n) + z_i, \\
z_{i+1} &= \text{FFN}(\text{LN}(\tilde{z}_i)) + \tilde{z}_i. 
\end{align*}
\]

The semantic tokens \( z_{i+1} \) are fed into the pixel pathway and serve as prior information of high-level semantics. Meanwhile, we treat the semantic tokens as the enhanced semantic queries and feed them into the semantic pathway of next Dual block.

The pixel pathway plays a similar role as conventional Transformer block, except that it additionally takes the semantic tokens derived from semantic pathway as prior to refine the input feature via cross-attention. More specifically, the pixel pathway treats the semantic tokens \( z_{i+1} \) as keys/values, and performs cross-attention as follows:

\[
\begin{align*}
x_i^n &= \text{LN}(x_i), \quad z_{i+1}^n = \text{LN}(z_{i+1}), \\
\tilde{x}_i' &= \text{MHA}(x_i^n, z_{i+1}^n, z_{i+1}^n) + x_i, \\
x_{i+1} &= \text{FFN}(\text{LN}(\tilde{x}_i')) + \tilde{x}_i. 
\end{align*}
\]

Considering that the gradients back propagate through both two pathways, Dual block is thus able to simultaneously compensate the information loss on global feature compression through pixel-to-semantic interaction, and reduce the difficulty of finer local feature extraction with the global prior via semantic-to-pixel interaction.

C. Merge Block

Recall that the dual blocks in the first two stages exploit the inter-interaction between two pathways, while leaving the intra-interaction among local tokens within pixel pathway un-exploited due to huge complexity for high-resolution inputs. To alleviate this issue, we present a simple yet effective design of self-attention block (namely Merge block) to perform self-attention over concatenated semantic and local tokens in the last two stages (with low-resolution inputs), thereby enabling the intra-interaction across local tokens. Fig. 2(c) depicts the architecture of Merge block. Specifically, we directly merge the output tokens from both pathways and feed them into multi-head self-attention layers. Owing to the fact that the tokens from the two pathways convey different information, two separate feed-forward layers are employed for each pathway in Merge block:

\[
\begin{align*}
y_i^n &= \text{LN}([x_i || z_i]), \\
x_i', z_i' &= \text{MHA}(y_i^n, y_i^n, y_i^n) + [x_i || z_i], \\
x_{i+1} &= \text{FFN}^\text{c}(\text{LN}(x_i')) + x_i', \\
z_{i+1} &= \text{FFN}^\text{c}(\text{LN}(z_i')) + z_i'.
\end{align*}
\]

where \([ || ] \) denotes the tensor concatenation. \( \text{FFN}^\text{c} \) and \( \text{FFN}^\text{s} \) are two different feed-forward layers. Finally, we employ global average pooling over the output tokens of two pathways to produce the final classification token.

D. Dual Vision Transformer

Our proposed Dual block and Merge block are essentially unified self-attention blocks. It is thus feasible to construct multi-scale ViT backbones by stacking these blocks. Following the basic configuration of existing multi-scale ViTs [4],[12], the complete Dual-ViT contains four stages. The first two stages are comprised of a stack of Dual blocks while the last two stages consist of Merge blocks. According to the design principle of CNN architectures, a patch embedding layer is employed to increase the channel dimension and meanwhile shrink the spatial resolution at the beginning of each stage. In this work, we present three variants of Dual-ViT in different model sizes, i.e., Dual-ViT-S (Small size), Dual-ViT-B (Base size), and Dual-ViT-L (Large size). Note that Dual ViT-S/B/L shares similar model size and computational complexity with Swin-T/S/B [4]. Table I details the architectures of all the three variants of Dual-ViT, where \( HD_i \), \( C_i \), and \( E^s/E^c \) is the head number, channel dimension, and the expansion ratio of feed-forward layer for the tokens derived from pixel/semantic pathway in stage \( i \).

E. Differences Between Our Dual-ViT and Previous Vision Transformers

In this section, we discuss the detailed differences between our Dual-ViT and the precedent relevant ViT backbones.
TABLE I
DETAILED ARCHITECTURE SPECIFICATIONS FOR THREE VARIANTS OF DUAL-VIT IN DIFFERENT MODEL SIZES, I.E., DUAL-VIT-S (SMALL SIZE), DUAL-VIT-B (BASE SIZE), AND DUAL-VIT-L (LARGE SIZE)

| Specification | Dual-VIT-S | Dual-VIT-B | Dual-VIT-L |
|---------------|-----------|-----------|-----------|
| Patch Embedding | $H D_1 = 2$ | $H D_1 = 2$ | $H D_1 = 3$ |
| RegionViT [15] | $C_1 = 64$ | $C_1 = 64$ | $C_1 = 96$ |
| $E^1_1 = 8$ | $E^1_1 = 8$ | $E^1_1 = 8$ |
| $E^1_1 = 4$ | $E^1_1 = 4$ | $E^1_1 = 4$ |

| Patch Embedding | $2 \times 2$ | $2 \times 2$ | $2 \times 2$ |
| Stage 2 ($\frac{H}{4} \times \frac{W}{4}$) | Dual Block | Dual Block | Dual Block |
| $H D_2 = 4$ | $H D_2 = 4$ | $H D_2 = 6$ |
| $C_2 = 128$ | $C_2 = 128$ | $C_2 = 192$ |
| $E^2_2 = 8$ | $E^2_2 = 8$ | $E^2_2 = 8$ |
| $E^2_2 = 4$ | $E^2_2 = 4$ | $E^2_2 = 4$ |

| Patch Embedding | $2 \times 2$ | $2 \times 2$ | $2 \times 2$ |
| Stage 3 ($\frac{H}{8} \times \frac{W}{8}$) | Merge Block | Merge Block | Merge Block |
| $H D_3 = 10$ | $H D_3 = 10$ | $H D_3 = 12$ |
| $C_3 = 320$ | $C_3 = 320$ | $C_3 = 384$ |
| $E^2_3 = 4$ | $E^2_3 = 4$ | $E^2_3 = 2$ |
| $E^2_3 = 2$ | $E^2_3 = 2$ | $E^2_3 = 2$ |

| Patch Embedding | $2 \times 2$ | $2 \times 2$ | $2 \times 2$ |
| Stage 4 ($\frac{H}{16} \times \frac{W}{16}$) | Merge Block | Merge Block | Merge Block |
| $H D_4 = 16$ | $H D_4 = 16$ | $H D_4 = 16$ |
| $C_4 = 448$ | $C_4 = 448$ | $C_4 = 512$ |
| $E^2_4 = 3$ | $E^2_4 = 3$ | $E^2_4 = 3$ |
| $E^2_4 = 2$ | $E^2_4 = 2$ | $E^2_4 = 2$ |

$H D_i$, $C_i$, and $E^i_1$ denote head number, channel dimension, and the expansion ratio of feed-forward layer for the tokens from pixel/semantic pathway in stage $i$, respectively.

RegionViT [15] designs the regional-to-local attention, which involves two kinds of tokens: the regional tokens with larger patch size and the local tokens with smaller patch size. RegionViT first performs regional self-attention over all regional tokens to learn global information. Then the local self-attention exchanges the information between each single regional token and its associated local tokens within a local window. Our Dual-ViT differs from this work in two aspects: First, the semantic tokens in Dual block are not constrained to be the uniform patches of equally size as in RegionViT, and thus are more flexible in encoding semantics; Second, the global semantic tokens act as holistic prior to compensate information loss in pixel pathway, whereas the regional tokens of RegionViT only interact with its associated local tokens within a local window.

Twins [14] is composed of two types of attention operations: local and sub-sampled self-attention. Specifically, Twins divides the input tokens into several groups and performs local self-attention over each group within each local sub-window. In order to enable interactions between different sub-windows, Twins utilizes sub-sampled self-attention by down-sampling the feature map into regional tokens which act as down-sampled keys and values as in [13]. The difference between Dual-ViT and Twins is that our semantic tokens are holistically summarized from the whole feature map, while Twins independently produces each regional token from a local sub-window.

CrossViT [37] contains two kinds of tokens with different patch sizes, which are fed into two Transformer encoders in two separate branches. Finally, CrossViT integrates the CLS token of each branch with the output patch tokens of another branch. In contrast, our Dual-ViT triggers the interaction between the tokens from the pixel and semantic pathways within each Dual block, rather than encoding each branch with separate transformer encoder as in CrossViT. Moreover, Dual-ViT exchanges the information between multiple global-level semantic tokens and finer pixel-level features throughout the whole process, while CrossViT only interacts the final output features with a single compressed CLS token, which may lack in the detailed semantics.

Non-Deep Networks [38] and Parallel ViT [39] designs CNN/ViT backbone with several parallel branches, respectively. Each branch in Non-deep Networks is fed with the feature map in different scales derived from the primary CNN branch. In each block of Parallel ViT, each branch is triggered with the same inputs as in typical Transformer block (i.e., the uniform patches of equally size). Instead, the inputs of semantic pathway in our Dual-ViT, i.e., the semantic tokens, are not constrained to be the uniform feature map/patches of equally size. The semantic tokens are holistically summarized from the whole feature map, thereby being more flexible in encoding semantics. Moreover, different from the independent feature encoding of each branch in Non-deep Networks and Parallel ViT, our proposed Dual-ViT frequently exchanges self-attention information between pixel and semantic pathways throughout the whole architecture.

IV. EXPERIMENTS
We verify the merit of our Dual-ViT via various empirical evidences on multiple vision tasks, e.g., image recognition, object detection, instance segmentation, and semantic segmentation. In particular, we first use the most common image recognition benchmark (ImageNet [40]) to train the proposed Dual-ViT from scratch. Next, the pre-trained Dual-ViT is fine-tuned over COCO [41] and ADE20K [42] for the downstream tasks of object detection, instance segmentation, and semantic segmentation, aiming to evaluate the generalization capability of the pre-trained Dual-ViT.

A. Datasets
ImageNet is a large-scale image recognition benchmark and contains 1.28 million training images plus 50 K validation images from 1,000 object categories. For dense prediction tasks,
of object detection and instance segmentation, we adopt the COCO dataset, which consists of \( \sim 118 \) K images (train2017) for training and 5 K images (val2017) for evaluation. ADE20 K is a common benchmark for semantic segmentation, and comprises 25 K images from 150 semantic categories. The 25 K images are divided into 20 K, 2 K, and 3 K in training, validation, and test sets, respectively.

### B. Experimental Settings of Each Vision Task

**Image Recognition** aims to classify each image into 1,000 object categories. In this task, we directly train our Dual-ViT on the training set of ImageNet, and the top-1 & top-5 accuracies on the validation set are reported for evaluation. During training, we optimize the whole architecture with AdamW optimizer \([43]\) (momentum: 0.9) on 8 V100 GPUs. Each image is resized at typical resolution \((224 \times 224)\). In addition, we adopt several common data augmentation strategies in state-of-the-art vision backbones \([16]\), e.g., CutOut \([44]\), RandAug \([45]\), and Token Labeling with MixToken \([46]\). The whole optimization spends 300 epochs with cosine decay learning rate scheduler \([47]\) and 10 epochs of linear warm-up. The batch size, learning rate and weight decay are set as 1,024, 0.00006 and 0.05, respectively. Each input image is cropped as \(512 \times 512\). Several common data augmentation operations, i.e., random photometric distortion, random horizontal flipping, and random re-scaling within ratio range \([0.5, 2.0]\) are adopted. All the hyperparameters and detection heads are set as in Swin \([4]\) for fair comparison.

**Object Detection** task targets for localizing and recognizing the instances of objects within an image. Here we adopt five common and state-of-the-art object detectors (i.e., RetinaNet \([48]\), Cascade Mask R-CNN \([49]\), ATSS \([50]\), GFL \([51]\), and Sparse RCNN \([52]\)) for this task. The CNN backbone in each object detector is directly replaced with our Dual-ViT. In particular, we first pre-train each vision backbone on ImageNet, and initialize all the newly included layers for object detection with Xavier \([53]\). Next, the whole detector architecture is trained on COCO train2017 set with the standard setting as in \([4]\). We evaluate the learnt detector on COCO val2017 set by reporting the Average Precision score \((AP)\) at different IoU thresholds and for three different object sizes (i.e., small \((AP_S)\), medium \((AP_M)\), large \((AP_L)\)). At the training stage, we set the batch size as 16, and leverage AdamW \([43]\) with 0.0001 initial learning rate and 0.05 weight decay. Each image is resized by maintaining the shorter side of each image is randomly resized within \([480, 800]\) and the longer side is limited within 1,333 pixels.

**Semantic Segmentation** aims to predict the semantic label of each pixel without instance-level discrimination. In the experiments, we adopt UPerNet \([55]\) as the basic architecture in this task and replace the CNN backbone with our pre-trained Dual-ViT. We train and evaluate UPerNet with the backbone of Dual-ViT on ADE20 K dataset. The evaluation metric is mean IoU \((mIoU)\) averaged over all classes. At the training stage, the whole architecture is trained on 8 GPUs for 160 K iterations via AdamW \([43]\) optimizer with linear learning rate decay scheduler and 1,500 iterations linear warmup. The batch size, initial learning rate and weight decay are set as 16, 0.00006 and 0.01, respectively. Each input image is cropped as \(512 \times 512\). Several common data augmentation operations, i.e., random photometric distortion, random horizontal flipping, and random re-scaling within ratio range \([0.5, 2.0]\) are adopted. All the hyperparameters and detection heads are set as in Swin \([4]\) for fair comparison.

### C. Ablation Study

We first study how each particular design in Dual-ViT influences the overall performances of our Dual-ViT for image recognition. Fig. 3 shows the detailed architectures of different ablated variants of Dual-ViT and their performances on ImageNet. We start from a basic four-stage ViT architecture (a), which employs typical Transformer Block (TB) that consists of MHA and FFN in each stage. Note that here we adopt Spatial-Reduction \([13]\) over keys and values in the first two stages to avoid huge computational/memory cost. Next, Variant (b) upgrades (a) by replacing the typical Transformer Block with our Dual Block in the first two stages, which models self-attention learning in two interactive pathways and thus boosts up performances. Variant (c) is the full version of Dual-ViT that further replaces the typical Transformer Block with Merge Block in the last two stages, and achieves the best performances.

In addition, we include three more degraded variants of our Dual Block in Variant (c) by removing (d) the self-attention layer or (e) the feed-forward layer in the semantic pathway, and (f) exchanging the order of self-attention and cross-attention layers in semantic pathway. The first observation when comparing Variant (d) and our complete Dual Block in Variant (c) is intuitive. The semantic pathway in Variant (d) solely triggers cross-attention learning between input feature and semantic tokens and ignores the inherent dependencies within semantic tokens, thereby performing worse than Variant (c). In the meanwhile, it is also apparent that when the commonly adopted feed-forward layer is removed in semantic pathway, Variant (e) results in clear performance drops. This confirms that feed-forward layer is a very practical choice to enhance the power of self-attention. One step further is to plug an additional self-attention layer after cross-attention layer in Variant (d). In this way, Variant (f) leads to performance boosts by additionally modeling dependencies among semantic tokens in semantic pathway. However, we notice that such order of self-attention and cross-attention layers in Variant (f) is inferior to Dual Block in Variant (c) that first employs self-attention.
among semantic tokens and then conducts cross-attention between input feature and semantic tokens. We speculate that the performance degradations of Variant (f) may be caused by the earlier cross-attention learning that ignores the inherently different peculiarity of input feature and semantic tokens. Instead, the design of earlier self-attention learning in our Dual Block of Variant (c) enables a specialized encoding process for semantic tokens that modulates them for better cross-attention learning.

D. Performance Comparisons With State-of-the-Art Vision Backbones

We compare Dual-ViT with various state-of-the-art vision backbones on ImageNet, COCO, and ADE20 K datasets for multiple vision tasks (image recognition, object detection, instance segmentation, and semantic segmentation). All runs can be briefly grouped into three segments according to the model size: Small, Base, Large. We also report the model parameters (Params) and GFLOPs to quantify computational cost.

Image Recognition: Table II summarizes the quantitative results of our Dual-ViT backbones under different sizes (Dual-ViT-S, Dual-ViT-B, Dual-ViT-L) on ImageNet and ImageNet V2 matched frequency test set [65] at typical resolution (224 × 224). It is also worthy to note that two superior ViTs (e.g., LV-ViT and VOLO) additionally use the advanced strategy of Token Labeling objective via MixToken [46]. Therefore, we first report the performances of Dual-ViT-S/B/L without Token Labeling objective, enabling fair comparisons against most vision backbones trained without the advanced strategy. In addition, we also implement an upgraded version of Dual-ViT in each model size (i.e., Dual-ViT-S/1/B/1/L/1) by leveraging Token Labeling objective to facilitate model learning.

In general, it is observed that our Dual-ViT backbones consistently achieve superior performances than state-of-the-art vision backbones across different model sizes. Remarkably, under Large size, the Top-1 accuracy of Dual-ViT-L is 84.8%, which leads to the absolute improvement of 0.8% against the best competitor SE-CoTNetD-152 (84.0%) without Token Labeling. Moreover, when equipped with Token Labeling, the Top-1 accuracy of Dual-ViT-L† manages to reach 85.7%, while only requiring 41.1% GFLOPs and 37.8% parameters against the superior ViT backbone (VOLO-D4). The results basically show the key merit of decomposing self-attention procedure into global semantics and finer feature extraction procedures in our Dual-ViT, leading to a better trade-off between computational cost and performance. Concretely, Vision Transformer backbones exhibit prominent performances than CNN backbones (ResNet and ResNeXt). Under the same Small size, CrossViT-15 goes beyond DeiT-S (single-branch ViT with fixed patch size) by utilizing two token branches with different patch sizes, leading to performance boosts. We also observe a clear performance gap between CrossViT-15 and RegionViT-S. The reason might be that compared to CrossViT-15 that only fuses the final outputs of two token branches, RegionViT-S triggers more interactions between regional tokens and local tokens throughout the whole architecture via regional-to-local attention. Finally, unlike the local self-attention in RegionViT-S that only mines dependency between single regional token and a subset of local tokens, our Dual-ViT-S holistically exploits the dependency between the global semantics and local features, leading to the best performances. Meanwhile, similar to the observations on ImageNet, our Dual-ViT-S, Dual-ViT-B, and Dual-ViT-L (without Token Labeling) still manage to outperform other backbones in all the three sizes on ImageNet-v2, which has a distinct validation set that makes it harder to overfit.

We further evaluate our Dual-ViT backbones at higher resolution (384 × 384) under different model sizes (i.e., Dual-ViT-S, Dual-ViT-B, Dual-ViT-L). Table III details the performances on ImageNet dataset. Note that we follow [16] and fine-tune the pre-trained vision backbones at higher resolution (384 × 384) with AdamW optimizer [43] on 8 V100 GPUs. The whole optimization process consists of 35 epochs with cosine decay

| Params GFLOPs | Top-1 | Top-5 |
|---------------|-------|-------|
| a 20.7M   | 4.3   | 83.1  |
| b 20.0M   | 4.6   | 83.6  |
| c 25.1M   | 5.4   | 84.1  |
| d 24.8M   | 5.4   | 83.9  |
| e 24.4M   | 5.4   | 83.8  |
| f 25.1M   | 5.4   | 84.0  |

Fig. 3. Ablation experiments by comparing different variants of Dual-ViT (small size): (a) is a basic four-stage ViT architecture which employs typical Transformer Block (TB) that consists of MHA and FFN in each stage. (b) replaces the typical Transformer Block with our Dual Block (DB) in the first two stages. (c) is the complete version of Dual-ViT that further replaces the typical Transformer Block with Merge Block (MB) in the last two stages. The next (d)-(f) depict three degraded variants of Dual Block in Variant (c): (d) and (e) removes the self-attention layer and feed-forward layer in the semantic pathway of Dual Block, respectively. (f) exchanges the order of self-attention layer and cross-attention layer in the semantic pathway of Dual Block (i.e., first performing cross-attention, and then employing self-attention).
TABLE II
COMPARISON RESULTS OF OUR DUAL-VIT WITH OTHER STATE-OF-THE-ART VISION BACKBONES ON IMAGENET FOR IMAGE RECOGNITION AT TYPICAL RESOLUTION (224 × 224)

| Network       | Param | GFLOP | Memory | Speed  | Top-1   | Top-5   | Top-3   | Top-1 | Top-5   | Top-3   | Top-1 | Top-5   | Top-3   |
|------------|------|------|--------|--------|--------|--------|--------|-------|--------|--------|-------|--------|--------|
| ResNet-50  | 25.5M | 3.1 | 2802  | 270° | 83.6 | 93.1 | -     | -     | -     | -     | -     | -     | -     |
| DeeT-T [4]  | 21.1M | 4.6 | 424  | 3433 | 79.9 | 95.0 | -     | -     | -     | -     | -     | -     | -     |
| Swin-T [4]  | 29.0M | 6.5 | 1368 | 1124 | 81.2 | 95.5 | -     | -     | -     | -     | -     | -     | -     |
| ConViT-S [56] | 27.5M | 5.4 | 67 | 1423 | 8.3 | 95.7 | -     | -     | -     | -     | -     | -     | -     |
| T2T-S [60]  | 23.8M | 5.2 | - | 81.5 | 95.7 | -     | -     | -     | -     | -     | -     | -     | -     |
| SE-CoTNetD-50 [31] | 23.1M | 4.1 | 5003 | 2687 | 81.6 | 95.8 | -     | -     | -     | -     | -     | -     | -     |
| T2T-ViT-14 [56] | 21.5M | 6.1 | 4085 | 1346 | 81.7 | 95.8 | -     | -     | -     | -     | -     | -     | -     |
| CaT-XS24 [59] | 26.5M | 5.4 | - | 81.8 | -     | -     | -     | -     | -     | -     | -     | -     | -     |
| PVTv2-B2 [13] | 25.4M | 4.0 | 1312 | 1296 | 82.0 | 95.6 | -     | -     | -     | -     | -     | -     | -     |
| CrossViT-15 [37] | 28.2M | 6.1 | 673 | 1332 | 82.3 | 96.0 | 71.2 | -     | -     | -     | -     | -     | -     |
| RegionViT-S [15] | 30.6M | 5.3 | 1192 | 1112 | 82.6 | 96.1 | -     | -     | -     | -     | -     | -     | -     |
| Dual-ViT [37] | 24.6M | 5.4 | 1388 | 1063 | 83.4 | 96.5 | 73.3 | -     | -     | -     | -     | -     | -     |
| Dual-ViT-S [37] | 25.1M | 5.4 | 1388 | 1063 | 84.1 | 96.8 | 73.9 | -     | -     | -     | -     | -     | -     |

We split all runs into 3 segments according to the model size (Small, Base, Large). 1 denotes the using of additional Token Labeling objective via MixToken [46]. In addition to the model parameter (Params) and GFLOPs, we also report Memory (MB) and Speed (images/second) for each run.

TABLE III
COMPARISON RESULTS OF OUR DUAL-VIT WITH OTHER STATE-OF-THE-ART VISION BACKBONES ON IMAGE NET FOR IMAGE RECOGNITION AT HIGHER RESOLUTION (384 × 384)

| Network       | Res | Params | GFLOPs | Top-1 | Top-5 | Network       | Res | Params | GFLOPs | Top-1 | Top-5 |
|------------|-----|--------|--------|-------|-------|------------|-----|--------|--------|-------|-------|
| CvT-13 [57] | 384 | 20.0M | 16.3 | 83.0 | 96.4 | CvT-21 [57] | 384 | 32.0M | 24.9 | 83.3 | 96.2 |
| T2T-ViT-14 [56] | 384 | 21.5M | 17.1 | 83.3 | 96.5 | CrossViT-18 [37] | 384 | 44.6M | 32.4 | 83.9 | 97.4 |
| CrossViT-15 [37] | 384 | 28.5M | 21.4 | 83.5 | -     | CaTT-S24 [59] | 384 | 46.9M | 32.2 | 85.1 | 97.4 |
| CaTT-XS24 [59] | 384 | 26.6M | 19.3 | 84.1 | 96.9 | VOLO-D1 [16] | 384 | 26.6M | 22.8 | 85.2 | 97.2 |
| Dual-ViT-S | 384 | 24.6M | 18.4 | 84.4 | 97.1 | Dual-ViT-B | 384 | 42.1M | 31.8 | 85.2 | 97.3 |
| Dual-ViT-S [59] | 384 | 25.1M | 18.4 | 85.2 | 97.3 | Dual-ViT-B | 384 | 42.6M | 31.9 | 86.0 | 97.6 |

We split all runs into 3 segments according to the model size (small, base, large). 1 denotes the using of additional token labeling objective via mixtoken [46].

learning rate scheduler [47] and 5 epochs of linear warm-up. The learning rate and weight decay are set as 8.0e-6 and 1.0e-8. Here we report the input resolution (Res), model parameters (Params) and GFLOPs to quantify computational cost. In general, it is clearly observed that our Dual-ViT backbones consistently achieve superior performances than state-of-the-art vision backbones at higher resolution with reduced computational cost across different model sizes. This again verifies the key advantage of our Dual-ViT that exploits dependency between global semantics and finer pixel level features via an efficient design of two interactive pathways, even under the setup of higher resolution.

Object Detection and Instance Segmentation: To further validate the effectiveness of Dual-ViT as a general vision backbone, we compare with state-of-the-art backbones when transferred to dense prediction downstream tasks of object detection and instance segmentation. Here we first adopt the basic model of RetinaNet and Mask R-CNN for each task, respectively. The performances on COCO are shown in Table IV. Our Dual-ViT-S and Dual-ViT-B apparently have achieved the best performances in terms of all metrics under each model size. In particular, for each downstream task, the computational cost of our Dual-ViT-S with less model parameters is slightly larger than the best competitor (e.g., PVTv2-B2 or Twins-SVT-S), while clear performance improvements are attained. Moreover, we follow [13] and involve four state-of-the-art object detectors in Table V to examine the generalizability of our pre-trained Dual-ViT in object detection downstream task. Generally speaking, we observe...
TABLE IV

| Backbone          | RetinaNet 1x [48] | Mask R-CNN 1x [54] |
|-------------------|-------------------|-------------------|
|                   | Params | GFLoses | AP  | AP 50 | AP 75 | AP 50 | AP 75 | AP 50 | AP 75 | AP 50 | AP 75 | AP 50 | AP 75 |
| ResNet50 [19]     | 37.7M  | 117     | 36.3 | 53.5  | 30.3  | 39.0  | 48.8  | 44.2M | 174    | 38.0  | 58.6  | 41.4  | 34.4  |
| Swin-T [4]        | 38.5M  | 118     | 41.5 | 62.1  | 47.2  | 44.9  | 71.7  | 37.3M  | 177    | 42.2  | 64.6  | 46.2  | 39.1  |
| Twins-SVT-S+ [14] | 34.3M  | 104     | 43.0 | 64.2  | 47.5  | 48.0  | 75.7  | 44.5M  | 174    | 43.0  | 67.0  | 47.3  | 40.3  |
| Region-ViT-S+ [15]| -       | -       | 43.9 | 65.5  | 47.3  | 47.5  | 75.9  | -       | -       | 44.2  | 67.3  | 48.0  | 46.1  |
| PVTv2-B2 [13]     | 35.1M  | 109     | 44.6 | 65.6  | 47.6  | 46.7  | 48.8  | 45.0M  | 153    | 45.3  | 67.1  | 49.6  | 41.2  |
| Dual-ViT-S        | 31.8M  | 134     | 45.6 | 66.7  | 48.8  | 43.0  | 59.8  | 41.5M  | 178    | 46.3  | 67.8  | 51.0  | 41.8  |
| Dual-ViT-S+       | 31.8M  | 134     | 46.2 | 67.4  | 49.9  | 30.6  | 49.0  | 41.9M  | 178    | 46.5  | 68.3  | 51.2  | 42.2  |

We split all runs into 2 segments according to the model size (Small and Base). \( d \) denotes the using of additional Token Labeling objective via MixToken [46]. The basic detector of RetinaNet is adopted for object detection and we report Average Precision (AP) across different IoU thresholds or different object sizes for evaluation. Mask R-CNN is employed as the basic model for instance segmentation, where both the bounding box and mask AP (\( \text{AP}_{bb} \) and \( \text{AP}_{ms} \)) are reported. GFLoses is calculated at the resolution of 800 \( \times \) 600 following [14].

TABLE V

| Backbone          | GFLoses | AP b 100 | AP b 50 | AP b 25 | AP s 100 | AP s 50 | AP s 25 |
|-------------------|---------|----------|---------|---------|----------|---------|---------|
| Cascade Mask R-CNN | 82.0M   | 637      | 46.3    | 64.3    | 50.5     | 49.7    | 43.4    |
| Swin-T [4]        | 85.6M   | 639      | 50.5    | 69.3    | 54.9     | 52.0    | 47.2    |
| PVTv2-B2 [13]     | 82.9M   | 632      | 51.1    | 69.8    | 55.3     | 53.8    | 49.6    |
| Dual-ViT-S        | 79.7M   | 657      | 52.6    | 71.3    | 57.2     | 54.9    | 50.8    |
| Dual-ViT-S+       | 79.7M   | 657      | 52.4    | 71.0    | 56.9     | 54.9    | 50.8    |
| ATSS              | 9.0M    | 98       | 44.5    | 63.0    | 48.3     | 46.0    | 42.8    |

Here we only include the baselines in small size, and evaluate them under four state-of-the-art object detectors (Cascade Mask R-CNN, ATSS, GFL, and Sparse RCNN). The bounding box AP (\( \text{AP}_{bb} \)) across different IoU thresholds are reported. \( d \) denotes the using of additional Token Labeling objective via MixToken [46]. GFLoses is calculated at the resolution of 800 \( \times \) 600 following [14].

TABLE VI

| Method     | Backbone   | Params | GFLoses | mIoU | Method     | Backbone   | Params | GFLoses | mIoU |
|------------|------------|--------|---------|------|------------|------------|--------|---------|------|
| UPerNet    | ResNet50 [19] | 66.5M  | 238     | 42.8 | UPerNet    | ResNet101 [19] | 85.5M | 257     | 44.9 |
| UPerNet    | DeiT-S [35] | -      | -       | 43.3 | UPerNet    | DeiT-B [35] | -      | -       | 47.8 |
| DeeplabV3  | ResNet50 [51] | -      | -       | 45.1 | DeeplabV3 [66] | -      | -       | 46.9 |
| Semantic FPN | PVTv2-B2 [13] | -      | -       | 45.2 | Semantic FPN [67] | PVTv2-B3 [13] | -      | -       | 47.3 |
| UPerNet    | Region-ViT-S+ [15] | -      | -       | 45.3 | UPerNet    | Region-ViT-B+ [15] | -      | -       | 47.5 |
| UPerNet    | Swin-T [4] | 59.9M  | 237     | 45.8 | UPerNet    | Swin-T [4] | 88.5M | 261     | 48.9 |
| UPerNet    | Twins-SVT-S [14] | 54.4M  | 228     | 47.1 | UPerNet    | Twins-SVT-B [14] | 81.3M | 261     | 49.5 |
| UPerNet    | Dual-ViT-S | 51.8M  | 250     | 49.0 | UPerNet    | Dual-ViT-B | 68.9M | 279     | 50.8 |
| UPerNet    | Dual-ViT-S+ | 51.8M  | 250     | 49.2 | UPerNet    | Dual-ViT-B+ | 68.9M | 279     | 51.7 |

Here we split all runs into 2 segments according to the model size (Small and Base). \( d \) denotes the using of additional Token Labeling objective via MixToken [46]. Note that existing works adopt different basic models (e.g., UPerNet, DeeplabV3, and Semantic FPN) for this task. Here we evaluate our Dual-ViT under the most common basic model of UPerNet. Mean IoU (mIoU) averaged over all classes is reported. GFLoses is calculated at the resolution of 512 \( \times \) 512 following [14].

similar behaviors of various vision backbones under the four state-of-the-art detectors as that in Table IV. In comparison to PVTv2-B2, Dual-ViT-S still maintains 1.5%/0.9%/1.0%/1.3% superiority in \( \text{AP}_{bb} \) under Cascade Mask R-CNN/ATSS/GFL/Sparse RCNN, proving the unique advantage of enhancing self-attention learning in parallel through coupled pixel and semantic pathways.

Semantic Segmentation: Table VI lists the performance comparisons on ADE20K for semantic segmentation downstream task. Similarly, under the same basic architecture of UPerNet,
Fig. 4. Model Parameters versus Accuracy Curve on ImageNet. † denotes the using of additional Token Labeling objective via MixToken [46].

Fig. 5. GFLOPs versus Accuracy Curve on ImageNet. † denotes the using of additional Token Labeling objective via MixToken [46].

Fig. 6. Inference Time versus Accuracy Curve on ImageNet. † denotes the using of additional Token Labeling objective via MixToken [46].

Fig. 7. Memory Size versus Accuracy Curve on ImageNet. † denotes the using of additional Token Labeling objective via MixToken [46].

Fig. 8. GFLOPs and Inference Time versus Performance Curve on COCO for object detection downstream task.

Fig. 9. GFLOPs and Inference Time versus Performance Curve on COCO for instance segmentation downstream task.

Fig. 10. GFLOPs and Inference Time versus Performance Curve on ADE20K for semantic segmentation downstream task.

Dual-ViT-S/Dual-ViT-B performs more than 1.9%/1.3% better than the best competitor Twins-SVT-S/Swin-S, respectively. Such phenomenon verifies that it is always beneficial to incorporate a critical semantic pathway in Multi-scale ViT architecture, that efficiently compresses token vectors into global semantics and meanwhile enhances self-attention learning with the interactions between two pathways.

E. Computational Cost, e.g., Model Parameters, GFLOPs, Inference Time, or Memory Size versus Performance

Here we first evaluate our Dual-ViT backbones with regard to model parameters (Params)/GFLOPs/Inference Time/Memory Size and top-1 accuracy for image recognition task. Figs. 4, 5, 6, and 7 depict the params-accuracy curve, GFLOPs-accuracy curve, inference time-accuracy curve, and memory size-accuracy curve for our Dual-ViT and the state-of-the-art vision backbones. For the first three figures, we can clearly observe that the curves of our Dual-ViT backbones are always over the ones of other vision backbones (without or with Token Labeling). That is, our Dual-ViT backbones seek better tradeoffs...
between model parameters/GFLOPs/inference time than existing vision backbones (e.g., MaxViT [68] and PVTv2 [13]). For the memory size-accuracy curve, when equipped with Token Labeling, our Dual-ViT† backbones achieve comparable memory size against VOLO. For the setting without Token Labeling, the curves of our Dual-ViT backbones are mostly over the ones of other vision backbones.

We next evaluate our Dual-ViT backbones with regard to GFLOPs/Inference Time and performance on the three downstream tasks. Figs. 8, 9, and 10 show the GFLOPs-performance curve and inference time-performance curve for our Dual-ViT and the state-of-the-art vision backbones for object detection, instance segmentation, and semantic segmentation tasks. We can clearly observe that the curves of Dual-ViT backbones are always over the ones of other vision backbones. The results confirm that Dual-ViT backbones also seek better computational cost-accuracy tradeoffs than existing vision backbones on downstream tasks.

F. Visualization Analysis

Finally, to better qualitatively examine the quality of learnt visual representation via our Dual-ViT, we visualize the saliency map produced by Score-CAM [69] for visual representations learnt by Dual-ViT-S, RegionViT-S, and PVTv2-B2 in Fig. 11. For each input image, the saliency map of learnt representation indicates the importance of each pixel in reflecting the class discrimination. As shown in this figure, it is intriguing to see that compared to RegionViT-S and PVTv2-B2, Dual-ViT-S captures more meaningful pixels in saliency map that benefit the recognition of target object. This again confirms that the capacity of learnt visual representation by our Dual-ViT are stronger.

V. CONCLUSION

In this work, we present Dual Vision Transformer (Dual-ViT), a new multi-scale ViT backbone which novelty models self-attention learning in two interactive pathways: the pixel pathway for learning finer pixel level details and the semantic pathway that extracts holistic global semantic information from inputs. The learnt semantic tokens from semantic pathway further serve as high-level semantic prior to facilitate the finer local feature extraction in pixel pathway. In this way, the enhanced self-attention information is spread in parallel along the two pathways, pursuing a better accuracy-latency trade-off. Extensive empirical results on various vision tasks demonstrate the superiority of Dual-ViT against state-of-the-art ViTs.

REFERENCES

[1] Y. Cao, J. Xu, S. Lin, F. Wei, and H. Hu, “Global context networks,” IEEE Trans. Pattern Anal. Mach. Intell., to be published, doi: 10.1109/TPAMI.2020.3047209.
[2] A. Dosovitskiy et al., “An image is worth 16x16 words: Transformers for image recognition at scale,” in Proc. Int. Conf. Learn. Representations, 2020.
[3] K. Han et al., “A survey on vision transformer,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 45, no. 1, pp. 87–110, Jan. 2023.
[4] Z. Liu et al., “Swin transformer: Hierarchical vision transformer using shifted windows,” in Proc. IEEE Int. Conf. Comput. Vis., 2021, pp. 9992–10002.
[5] A. Vaswani et al., “Attention is all you need,” in Proc. Int. Conf. Neural Inf. Process. Syst., 2017, pp. 5998–6008.

[6] J. Xiao, X. Fu, A. Liu, F. Wu, and Z.-J. Zha, “Image de-raining transformer,” IEEE Trans. Pattern Anal. Mach. Intell., to be published, doi:10.1109/TPAMI.2022.3183612.

[7] T. Yao, Y. Pan, Y. Li, C.-W. Ngo, and T. Mei, “Wave-ViT: Unifying wavelet and transformers for visual representation learning,” in Proc. Eur. Conf. Comput. Vis., 2022, pp. 328–345.

[8] Y. Pan, T. Yao, Y. Li, and T. Mei, “X-linear attention networks for image captioning,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2020, pp. 455–464.

[9] Y. Li, Y. Pan, T. Yao, and T. Mei, “Comprehending and ordering semantics for image captioning,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2022, pp. 17969–17978.

[10] F. Long, Z. Qiu, Y. Pan, T. Yao, J. Luo, and T. Mei, “Stand-alone inter-frame attention in video models,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2022, pp. 3182–3191.

[11] F. Long, Z. Qiu, Y. Pan, T. Yao, C.-W. Ngo, and T. Mei, “Dynamic temporal filtering in video models,” in Proc. Eur. Conf. Comput. Vis., 2022, pp. 475–492.

[12] W. Wang et al., “Pyramid vision transformer: A versatile backbone for dense prediction without convolutions,” in Proc. IEEE Int. Conf. Comput. Vis., 2021, pp. 548–558.

[13] W. Wang et al., “PVTv2: Improved baselines with pyramid vision transformer,” 2021, arXiv:2106.13797.

[14] X. Chu et al., “Twins: Revisiting the design of spatial attention in vision transformers,” in Proc. Int. Conf. Neural Inf. Process. Syst., 2021, pp. 9355–9366.

[15] C.-F. Chen, R. Panda, and Q. Fan, “RegionViT: Regional-to-local attention for vision transformers,” in Proc. Int. Conf. Learn. Representations, 2022.

[16] L. Yuan, Q. Hou, Z. Jiang, J. Feng, and S. Yan, “VOLO: Vision lookout for visual recognition,” 2021, arXiv:2106.13112.

[17] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classification with deep convolutional neural networks,” in Proc. Int. Conf. Neural Inf. Process. Syst., 2012, vol. 25, pp. 1097–1105.

[18] K. Simonyan and A. Zisserman, “Very deep convolutional networks for large-scale image recognition,” in Proc. Int. Conf. Learn. Representations, 2015.

[19] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2016, pp. 770–777.

[20] C. Szegedy et al., “Going deeper with convolutions,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2015, pp. 1–9.

[21] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna, “Rethinking the inception architecture for computer vision,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2016, pp. 2818–2826.

[22] S. Xie, R. Girshick, P. Dollár, Z. Tu, and K. He, “Aggregated residual transformations for deep neural networks,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2017, pp. 5987–5995.

[23] H. Wang, A. Kembhavi, A. Farhadi, A. L. Yuille, and M. Rastegari, “ELASTIC: Improving CNNs with dynamic scaling policies,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2020, pp. 248–255.

[24] K. Simonyan and A. Zisserman, “Very deep convolutional networks for large-scale image recognition,” in Proc. Int. Conf. Learn. Representations, 2015.

[25] Z. Zheng, L. Zheng, G. Kang, S. Li, and Y. Yang, “Random erasing data augmentation,” in Proc. AAAI Conf. Artif. Intell., 2020, pp. 13001–13008.

[26] E. D. Cubuk, B. Zoph, J. Shlens, and Q. V. Le, “Randaugment: Practical automated data augmentation with a reduced search space,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit. Workshops, 2020, pp. 3008–3017.

[27] Z.-H. Jiang et al., “All tokens matter: Token labeling for training better vision transformers,” in Proc. Int. Conf. Neural Inf. Process. Syst., 2021, pp. 18590–18602.

[28] I. Loshchilov and F. Hutter, “Decoupled weight decay regularization,” 2017, arXiv:1711.05101.

[29] T.-Y. Lin, P. Goyal, R. Girshick, K. He, and P. Dollár, “Focal loss for dense object detection,” in Proc. IEEE Int. Conf. Comput. Vis., 2017, pp. 2999–3007.

[30] Z. Cai and N. Vasconcelos, “Cascade R-CNN: Delving into high quality object detection,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2018, pp. 6154–6162.

[31] S. Zhang, C. Chi, Y. Yao, Z. Lei, and S. Z. Li, “Bringing the gap between anchor-based and anchor-free detection via adaptive training sample selection,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2020, pp. 9756–9765.

[32] X. Li et al., “Generalized focal loss: Learning qualified and distributed bounding boxes for dense object detection,” in Proc. Int. Conf. Neural Inf. Process. Syst., 2020, pp. 21002–21012.

[33] P. Sun et al., “Sparse R-CNN: End-to-end object detection with learnable proposals,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2021, pp. 14449–14458.

[34] X. Glorot and Y. Bengio, “Understanding the difficulty of training deep feedforward neural networks,” in Proc. 13th Int. Conf. Artif. Intell. Statist., 2010, pp. 249–256.

[35] K. He, G. Gkioxari, P. Dollar, and R. Girshick, “Mask R-CNN,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 42, no. 2, pp. 386–397, Feb. 2020.

[36] S. Zhang, C. Chi, Y. Yao, Z. Lei, and S. Z. Li, “Unified perceptual parsing for scene understanding,” in Proc. Eur. Conf. Comput. Vis., 2018, pp. 1633–1642.

[37] L. Yuan et al., “Tokens-to-token ViT: Training vision transformers from scratch on imageNet,” in Proc. IEEE Int. Conf. Comput. Vis., 2021, pp. 538–547.

[38] H. Wu et al., “CViT: Introducing convolutions to vision transformers,” in Proc. IEEE Int. Conf. Comput. Vis., 2021, pp. 22–31.

[39] S. Ascoli, H. Touvron, M. L. Leavitt, A. S. Morcos, G. Birolı, and L. Sagun, “ConViT: Improving vision transformers with soft convolutional objective biases,” in Proc. Int. Conf. Mach. Learn., 2021, pp. 2286–2296.

[40] H. Touvron, M. Cord, A. Sablayrolles, G. Synnaeve, and H. Jégou, “Going deeper with image transformers,” in Proc. IEEE Int. Conf. Comput. Vis., 2021, pp. 32–42.
Yu Wang received the PhD degree in computer science from the Department of Computer Science, University of Cambridge, U.K., in 2016. She is currently a researcher in Vision and Multimedia Lab with JD.com, Beijing, China. Before joining JD AI research. She then joined the Department of Pure Mathematics and Mathematical Statistics, University of Cambridge, U.K. as a postdoctoral researcher during year 2016-2018. Her research interests include deep generative models, unsupervised learning, self-supervised learning, sparse coding, Bayesian inference, sparse Bayesian learning, and feature generalization.

Xiao-Ping Zhang (Fellow, IEEE) received the BS and PhD degrees in electronic engineering from Tsinghua University, Beijing, China, in 1992 and 1996, respectively, and the MBA degree in finance, economics and entrepreneurship (with Hons.) from the University of Chicago Booth School of Business, Chicago, IL, USA. Since Fall 2000, he has been with the Department of Electrical, Computer and Biomedical Engineering, Ryerson University, Toronto, ON, Canada, where he is currently a professor and the Director of the Communication and Signal Processing Applications Laboratory. He was the Program Director of Graduate Studies. He is cross-appointed to the Finance Department, Ted Rogers School of Management, Ryerson University. In 2015 and 2017, he was a visiting scientist with the Research Laboratory of Electronics, Massachusetts Institute of Technology, Cambridge, MA, USA. He is a frequent consultant for biotech companies and investment firms. His research interests include sensor networks and IoT, machine learning, statistical signal processing, image and multimedia content analysis, and applications in Big Data, finance, and marketing. He is a Fellow of the Canadian Academy of Engineering, Fellow of the Engineering Institute of Canada, a registered Professional Engineer in Ontario, Canada, and a Member of Beta Gamma Sigma Honor Society. He is the General Co-Chair for the IEEE International Conference on Acoustics, Speech, and Signal Processing, 2021. He was the recipient of the 2020 Sarwan Sahota Ryerson Distinguished Scholar Award, the Ryerson University highest honor for scholarly, research and creative achievements. He is selected as IEEE Distinguished Lecturer by the IEEE Signal Processing Society for the term 2020 to 2021, and by the IEEE Circuits and Systems Society for the term 2021 to 2022.

Tao Mei (Fellow, IEEE) received the BE and PhD degrees from the University of Science and Technology of China, Hefei, China, in 2001 and 2006, respectively. He is the founder and CEO of HiDream.ai. Previously, He was a vice president of JD.COM and a senior research Manager of Microsoft Research. He has authored or co-authored more than 200 publications (with 12 best paper awards) in journals and conferences, 10 book chapters, and edited five books. He holds over 25 US and international patents. He is or has been an Editorial Board Member of IEEE Trans. on Image Processing, IEEE Trans. on Circuits and Systems for Video Technology, IEEE Trans. on Multimedia, ACM Trans. on Multimedia Computing, Communications, and Applications, Pattern Recognition, etc. He is the General Co-chair of IEEE ICME 2019, the Program Co-chair of ACM Multimedia 2018, IEEE ICME 2015 and IEEE MMSP 2015. He is a Fellow of IAPR (2016), a Distinguished Scientist of ACM (2016), and a Distinguished Industry Speaker of IEEE Signal Processing Society (2017).

Ting Yao (Senior Member, IEEE) is currently the CTO of HiDream.ai, a high-tech startup company focusing on generative intelligence for creativity. Previously, he was a Principal Researcher with JD AI Research in Beijing, China and a Researcher with Microsoft Research Asia in Beijing, China. Dr. Yao has co-authored more than 80 peer-reviewed papers in top-notch conferences/journals, with 12,000+ citations. He has developed one standard 3D Convolutional Neural Network, i.e., Pseudo-3D Residual Net, for video understanding, and his video-to-text dataset of MSR-VTT has been used by 400+ institutes worldwide. He serves as an associate editor of IEEE Transactions on Multimedia, Pattern Recognition Letters, and Multimedia Systems. His works have led to many awards, including 2015 ACM-SIGMM Outstanding Ph.D. Thesis Award, 2019 ACM-SIGMM Rising Star Award, 2019 IEEE-TMC Rising Star Award, 2022 IEEE ICME Multimedia Star Innovator Award, and the winning of 10+ championship in worldwide competitions.

Yehao Li received the PhD degree from Sun Yat-sen University (SYSU), Guangzhou, China, in 2019. He is currently a researcher in Vision and Multimedia Lab with JD.com, China. He was one of core designers of top-performing multimedia analytic systems in worldwide competitions such as COCO Image Captioning, ActivityNet Dense-Captioning Events in Videos Challenge 2017 and Visual Domain Adaptation Challenge 2018. His research interests include vision and language, large-scale visual search, and video understanding.

Yingwei Pan (Member, IEEE) received the PhD degree in electrical engineering from the University of Science and Technology of China, Beijing, China, in 2018. He is currently a researcher in Vision and Multimedia Lab with JD.com, Beijing, China. His research interests include vision and language, domain adaptation, and large-scale visual search. He was one of core designers of top-performing multimedia analytic systems in worldwide competitions such as COCO Image Captioning, Visual Domain Adaptation Challenge 2018, ActivityNet Dense-Captioning Events in Videos Challenge 2017, and MSR-Bing Image Retrieval Challenge 2014 and 2013.