Augmenting Density Matrix Renormalization Group with Disentanglers
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Density matrix renormalization group (DMRG) and its extensions in the form of matrix product states are arguably the choice for the study of one-dimensional quantum systems in the last three decades. However, due to the limited entanglement encoded in the wave-function ansatz, to maintain the accuracy of DMRG with the increase of the system size in the study of two-dimensional systems, exponentially increased resources are required, which limits the applicability of DMRG to only narrow systems. We introduce a new ansatz in which DMRG is augmented with disentanglers to encode area-law-like entanglement entropy (entanglement entropy supported in the new ansatz scales as $l$ for an $l \times l$ system). In the new method, the $O(D^4)$ low computational cost of DMRG is kept (with an overhead of $O(d^4)$ and $d$ the dimension of the physical degrees of freedom). We perform benchmark calculations with this approach on the two-dimensional transverse Ising and Heisenberg models. This new ansatz extends the power of DMRG in the study of two-dimensional quantum systems.
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The study of exotic phases and the phase transitions between them in strongly correlated quantum many-body systems is one of the largest challenges in condensed matter physics.\cite{1,2,3} The main difficulty stems from the exponential growth of the Hilbert space dimension with the system size, which means that brutal force approach can only handle very small systems. Analytic solution to quantum many-body systems is very rare.\cite{4,5,6,7,8} Thus, most studies of these systems rely on different types of numerical methods nowadays.\cite{9,10,11,12,13,14,15,16,17,18}

Density matrix renormalization group (DMRG)\cite{12,13,14,15,18} is the most successful numerical method for the study of one-dimensional (1D) quantum many-body systems in the past decades. However, it is known that the physics in two dimensions (2D) is richer.\cite{21-30} The direct application of DMRG to 2D systems is not as successful as the study of 1D cases. It was found that the required resource needs to increase exponentially with the system size in 2D if we want to maintain the accuracy.\cite{31}

It was realized later that the wave functions obtained by DMRG are actually matrix product states (MPSs),\cite{32} and the success of DMRG lies in the fact that the entanglement encoded in the wave-function satisfies the entropic area law of 1D quantum systems. Nevertheless, MPSs fail to capture the entropic area law for 2D systems which has to be remedied by exponentially large bond dimensions. To overcome this difficulty, MPSs were generalized to high dimensions in the perspective of tensor network states (TNSs).\cite{37,38} There is also effort to modify the MPS ansatz for 2D systems.\cite{39} In TNSs, the wave function of a quantum many-body system is represented as the contraction of connected tensors with polynomial parameters in contrast to the exponentially large Hilbert space. Different types of TNSs were proposed in the past, like projected entangled pair states (PEPSs),\cite{17,40,41,42,43} tree tensor network (TTN),\cite{45,46,47} multiscale entanglement renormalization ansatz (MERA),\cite{49,50,51,52} and projected entangled simplex states (PESSs).\cite{53} It can be easily proven that 2D PEPSs, MERA, and PESSs can capture the entropic area law for 2D quantum systems which makes them better wave-function ansatz for 2D systems. Progress in the understanding of exotic states in 2D has been made with these TNS-related methods before.\cite{40,55,56,57,58,59,60} but the high computational complexity hampers wide applications of them in research of 2D systems. The typical cost of PEPSs is $O(D^10)$,\cite{60} where $D$ is the bond dimension (we note that many attempts have been made to low the computation cost of PEPSs\cite{40,61,62,63} and $O(D^{16})$\cite{51} for MERA, which makes the calculation with large bond dimension infeasible and limit the power of these methods. For practical reason, because the parameters in DMRG and MPS-based approaches are easy to be optimized and the computational cost is low, they are still widely used in the study of 2D (ladder or cylindrical) systems by pushing the bond dimension to very large numbers, even though they cannot capture the entropic area law for 2D systems intrinsically.

In this work, we introduce a new MPS or DMRG based ansatz dubbed as fully augmented matrix product state (FAMPS) by generalizing the idea from augmented TTN (aTTN)\cite{45} and fully augmented TTN (FATTN)\cite{46} to MPS. The entanglement entropy encoded in both TTN and MPS are bounded by $\log D$, but MPS has a lower cost than TTN. In the FAMPS, the MPS is augmented with disentanglers to increase the entanglement encoded in the wave function. In the simplest scheme, where disentanglers are placed directly in the physical layer and span only two sites, it can be proved that the entanglement entropy captured in FAMPS scales as $ln D^2$ with $l$ the measure of the cut with which the system is divided into two parts and
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\( d \) is the dimension of local Hilbert space. Most importantly, the low, i.e., \( O(D^3) \) computational cost in DMRG is maintained in FAMPS.

**Fully Augmented Matrix Product States.** An MPS is defined as

\[
\langle \text{MPS} \rangle = \sum_{\{ \sigma_i \}} \text{Tr}(|A^{\sigma_1}A^{\sigma_2}A^{\sigma_3} \cdots A^{\sigma_n} \rangle |\sigma_1\sigma_2\sigma_3 \cdots \sigma_n \rangle),
\]

where \( A \) is a rank-3 tensor with one physical index \( \sigma_i \) (with dimension \( d \)) and two auxiliary indices (with dimension \( D \)). Disentanglers are unitary matrices which transform the physical degrees of freedom of two sites. They are common building blocks in TNSs which can reduce the local entanglement in the studied system. Following the strategy in Refs. [45,46], we can place an additional disentangler layer on the physical layer of the MPS to increase the entanglement in the wave-function as

\[
\langle \text{FAMPS} \rangle = D(u)\langle \text{MPS} \rangle,
\]

where \( D(u) = \prod u_m \) denotes the disentangler layer. Figure 1(c) shows the diagrammatic representation of the FAMPS, where we can find that the FAMPS is a more entangled wave function ansatz than the MPS.[71]

As discussed in Ref. [46], there are two criteria or constraints when placing disentanglers. The first one is that there should be no two disentanglers sharing the same physical site. The other is to place more disentanglers in places where the entanglement the ansatz wave-function can host is small. The first criterion ensures a comparable computational complexity with its predecessor (with a factor of \( d^4 \) at the worst case). The second criterion is to make the entanglement distribute as uniform as possible in the whole system. More specifically, we want to ensure the least entanglement in the wave function for all different cuts as large as possible.

The special structure of the FAMPS suggests that the optimization process of the FAMPS can be divided into two steps. First, the disentanglers can be optimized using the standard Evenbly–Vidal algorithm.[72] Second, the rest of the tensors can be directly optimized with the traditional MPS or DMRG optimization procedure by solving eigenvalue problems.[12] The optimization of disentanglers and MPS tensors are performed alternatively for many times until the energy is converged. The details can be found in the Supplementary Materials. As discussed in the Supplementary Materials, the \( O(D^3) \) cost of DMRG is kept in the FAMPS with an additional factor of \( d^4 \).

The arrangement of a 2D lattice to a 1D one in DMRG was extensively studied in the past.[48,73] In the DMRG calculation, different arrangements have small effect on the accuracy as will be shown below. However, the way a 2D lattice is arranged in a 1D one is crucial when augmenting the MPS with disentanglers, which determines the amount of entanglement the wave function can encode. In Fig. 1, we show three different ways to arrange the 2D lattice in a 1D one. The scheme in Fig. 1(a) is the most commonly used one in the literature. In this scheme, the entanglement is large if we cut the system horizontally, while only one bond is crossed if the system is cut vertically. This means that an MPS in the scheme of Fig. 1(a) can only encode an entanglement entropy \( S \leq \ln D \). To augment MPS with disentanglers based on the scheme in Fig. 1(a), we need to place all the disentanglers [the dashed rectangulars in Fig. 1(a)] horizontally according to the two criteria mentioned above. Because we can only place \( L/2 \) disentanglers horizontally in each column and the entanglement entropy contributed by each disentangler is maximally \( \ln d^2 \), the maximum entanglement entropy the FAMPS in Fig. 1(a) can encode scales as \( L \ln d^2 \).

![Fig. 1. Different schemes to arrange a 2D lattice into a 1D one in DMRG for periodic boundary conditions (PBCs).](image)

The disentanglers in the corresponding FAMPS are denoted as dashed rectangles. (a) The commonly adopted scheme for a 4×4 lattice. (b) A tree-type scheme for a 4×4 lattice (more details can be found in Ref. [46]). (c) A new scheme used in this work for 4×4 and 8×8 lattices and the corresponding one-dimensional representation of the 4×4 lattice where the dashed black lines indicate how disentanglers act on the MPS. The disentanglers at the edges denoted as dashed orange rectangles need to be rearranged for different boundary conditions. When augmented with disentanglers, the FAMPS encodes more entanglement in (b) and (c) than that in (a). See the main text for more discussion.

We have more efficient way to place the disentanglers. In Fig. 1(c), we introduce another scheme to arrange the 2D lattice in a 1D one. The entanglement in the MPS in Fig. 1(c) is more uniformly distributed than that in Fig. 1(a).[74] When augmented with disentanglers, the maximum entanglement entropy encoded in the FAMPS in Fig. 1(c) is \( L \ln d^2 \) which is twice the values in Fig. 1(a) and in the aTTN of Ref. [45]. Compared to Fig. 1(a), the number of crossed bonds with horizontal cut is reduced by a half, but even a small \( D = d^4 \) can support the \( L \ln d^2 \) entanglement entropy for these cuts. Actually Fig. 1(c) is not the only scheme to support the \( L \ln d^2 \) entanglement.
entropy, another example is shown in Fig. 1(b), which is analyzed in Ref. [46] based on TTN. By placing the disentanglers appropriately, the arrangement following the Hilbert curve[48] can also support the $L \ln d^2$ entanglement entropy. In this work, we mainly focus on the scheme in Fig. 1(c).

![Fig. 2. Relative error of the ground state energy for FAMPS and MPS of the transverse Ising model near the critical point ($\lambda = 3.05$) for an $8 \times 8$ lattice with PBC. The scheme in Fig. 1(c) is used. The reference energy is the quantum Monte Carlo (QMC) result calculated by the stochastic series expansion (SSE) method with inverse temperature $\beta = 240, [75,76]$ which is $-3.24163(1)$. Since our best energy of FAMPS, i.e., $-3.2416288$ (with $D = 500$), agrees with the reference energy within the error bar, the value of last point of FAMPS may be underestimated. We can find that the improvement of FAMPS over the MPS is about one order of magnitude.

Results on the Transverse Ising Model. We first test FAMPS in the two-dimensional transverse Ising model. The Hamiltonian of the transverse Ising model is

$$H_{\text{Ising}} = -\sum_{\langle i,j \rangle} \sigma^x_i \sigma^x_j - \lambda \sum_i \sigma^z_i,$$

where $\{\sigma^x_i, \sigma^z_i\}$ are Pauli matrices. In Fig. 2, we show the relative error of ground state energy from FAMPS and MPS simulations with $\lambda = 3.05$ (close to the critical point of the model). The scheme in Fig. 1(c) is used to map the 2D lattice into 1D. The system is with size $8 \times 8$ and with PBC. As shown in Fig. 2, we can find that the FAMPS is about one order of magnitude more accurate than the MPS, which is similar to the improvement of FATTN over TTN in Ref. [46].

Results on the Heisenberg Model. We also test the FAMPS on the 2D Heisenberg model whose ground state is more entangled than the transverse Ising model. The Hamiltonian of the Heisenberg model is

$$H_{\text{Heisenberg}} = \sum_{\langle i,j \rangle} S_i \cdot S_j,$$

where $S_i$ denotes the spin of site $i$. We consider only nearest neighboring interactions. Here, we take advantage of the $U(1)$ symmetry[77] in our simulation. We take the numerically exact Quantum Monte Carlo results[10,40] as references. First, we calculate the ground state energy for $8 \times 8$ lattice with periodic boundary conditions to test the FAMPS with different schemes to arrange the 2D lattice in 1D. Figure 3(a) shows the relative error of the ground state energy as a function of bond dimension. We can find that the energies from the MPS without the disentangler layer have little differences for the three schemes in Fig. 1. This result agrees with the study in Refs. [48,73], which showed that different arrangements can lead to increased numerical precision but not significant for 2D systems. However, when augmented with disentanglers, the FAMPS results in Fig. 3(a) show that the differences in accuracy are significant for different arrangement schemes. As is expected, the FAMPS in Fig. 1(c) is more accurate than that in Fig. 1(a) because the entanglement encoded in the wave-function ansatz in Fig. 1(c) is larger. For the Heisenberg model, the improvement in accuracy is about half an order of magnitude.

![Fig. 3. Relative error of the ground state energy for FAMPS and MPS of the Heisenberg model with PBC. The reference energies are the numerically exact QMC results. (a) We compare the results of different schemes in Fig. 1. Here (a), (b), and (c) in the legends denote the different schemes shown in Figs. 1(a), 1(b), and 1(c), respectively. We can see that the different schemes have little differences in DMRG energy. However, after augmented with disentanglers, the FAMPS in Fig. 1(c) gives lower energy than that in Fig. 1(a) as expected. (b) We compare the results of different lattice sizes using the scheme in Fig. 1(c). We can see that the FAMPS accuracy is maintained with the increase of lattice size while the MPS accuracy becomes worse as anticipated.

We then test FAMPS with larger sizes using the scheme in Fig. 1(c). In Fig. 3(b), we show the relative error of the ground state energy for lattice sizes $8 \times 8$, $10 \times 10$, and $12 \times 12$. The most important finding in these results is that the accuracy of FAMPS is maintained with the increase of lattice size, despite the accuracy of MPS decreases with the increase of lattice size as expected. This property
make FAMPS a promising method in the study of two-dimensional systems in the future. We also test FAMPS for the Heisenberg model with open boundary conditions. We find that there exists a critical bond dimension after which the energies calculated by FAMPS and MPS are identical in the $U(1)$ symmetry imposed calculation (see the plot in the Supplementary Materials). This problem is caused by the absence of free parameters of disentanglers. The disentangler for spin 1/2 degree of freedom $(d = 2)$ has one free parameter under $U(1)$ symmetry and no free parameter under $SU(2)$ symmetry. When the bond dimension exceeds the critical value, the state in $U(1)$ symmetry imposed MPS calculation nearly restores the $SU(2)$ symmetry. Thus, the extra disentangler layer has no effect, and FAMPS and MPS give the same results. The transverse Ising model has $Z(2)$ symmetry with two free parameters in the disentangler, which is the reason why there is no critical bond dimension in Fig. 2. The details of analyzing the number of free parameters in the disentanglers can be found in the Supplementary Materials.

In summary, we have proposed a new ansatz, FAMPS, by augmenting an MPS with disentanglers. The FAMPS can encode area-law-like entanglement entropy for two-dimensional quantum systems and at the same time keeps the low $O(D^3)$ computational cost [with an overhead of $O(d^4)$]. We carry out benchmark calculations of the FAMPS on the 2D transverse Ising model near critical point and the 2D Heisenberg model. The FAMPS provides a useful approach to extend the power of DMRG for the study of difficult 2D problems. [64] The FAMPS can be generalized to encode more entanglement by placing multiple layers of disentangles to the MPS. The linearly scaled entanglement encoded in the FAMPS can also benefit many other MPS based approaches, e.g., the simulation of time evolution or the dynamic properties. [81–83] The FAMPS is also applicable to any other lattices by rearranging the studied system in a one-dimensional way.
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