Abstract—Unsupervised/self-supervised representation learning in time series is critical since labeled samples are usually scarce in real-world scenarios. Existing approaches mainly leverage the contrastive learning framework, which automatically learns to understand the similar and dissimilar data pairs. Nevertheless, they are restricted to the prior knowledge of constructing pairs, cumbersome sampling policy, and unstable performances when encountering sampling bias. Also, few works have focused on effectively modeling across temporal-spectral relations to extend the capacity of representations. In this paper, we aim at learning representations for time series from a new perspective and propose Cross Reconstruction Transformer (CRT) to solve the aforementioned problems in a unified way. CRT achieves time series representation learning through a cross-domain dropping-reconstruction task. Specifically, we transform time series into the frequency domain and randomly drop certain parts in both time and frequency domains. Dropping can maximally preserve the global context compared to cropping and masking. Then a transformer architecture is utilized to adequately capture the cross-domain correlations between temporal and spectral information through reconstructing data in both domains, which is called Dropped Temporal-Spectral Modeling. To discriminate the representations in global latent space, we propose Instance Discrimination Constraint to reduce the mutual information between different time series and sharpen the decision boundaries. Additionally, we propose a specified curriculum learning strategy to optimize the CRT, which progressively increases the dropping ratio in the training process. We conduct extensive experiments to evaluate the effectiveness of the proposed method on multiple real-world datasets. Results show that CRT consistently achieves the best performance over existing methods by 2%–9%.
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I. INTRODUCTION

Time series analysis [1] is critical in a variety of real-world applications, such as transportation, medicine, finance, and industry. With the success of deep learning, various tasks in the field of time series analysis have achieved great performances, which includes time series classification [2], forecasting [3] and anomaly detection [4]. However, since labeled time series are usually difficult to acquire [5], [6], it is essential to study unsupervised/self-supervised representation learning for time series.

Existing works can be grouped into two categories: reconstruction based and contrast based methods. Reconstruction based methods [7], [8] focus on utilizing the long-term context information for the time series with an encoder-decoder architecture. TimeNet [9] presents a multi-layer RNN sequence-to-sequence autoencoder, while S2S-F-A [10] develops a multi-layer LSTM with an attention mechanism. With the success of transformer architectures [11]–[13], a recent work [14] proposes for the first time a transformer-based framework for unsupervised representation learning of multivariate time series. Contrast based methods [15], [16] are mainly to apply a segment-level sampling policy to conduct the contrastive learning. Contrastive Predictive Coding (CPC) [17] conducts representation learning by using powerful autoregressive models in latent space to make predictions in the future, relying on Noise-Contrastive Estimation [18] for the loss function in similar ways. Temporal and Contextual Contrasting (TS-TCC) [19] is an improved work of CPC and learns robust representations by a harder prediction task against perturbations introduced by different timestamps and augmentations.

We note that existing reconstruction and contrast based methods both have shortcomings: 1) they both fail to exploit the spectral information and neglect to utilize the temporal-spectral correlations in representation learning; 2) segment-level sampling policy used in contrastive learning may cause the sampling bias and it is unable to capture the long-term dependencies.

Fig. 1. Comparisons with previous self-supervised methods. “Encode” produces the representations of time series. Note that our CRT utilizes both temporal and spectral information, and captures long-term cross-domain dependencies.
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To solve these problems, we propose Cross Reconstruction Transformer (CRT) for self-supervised time series representation learning. A schematic comparisons are illustrated in Fig[1]. To adequately exploit the spectral information and temporal-spectral correlations, we introduce phase to store more spectral information, and propose the Dropped Temporal-Spectral Modeling. Specifically, we randomly drop certain parts of time series in time and frequency domains, and use the rest as the inputs. We note that dropping can maximally preserve the global context and the original pattern of the time series. Then we apply a transformer encoder to adequately model the cross-domain correlations and acquire expressive representations through reconstructing the original data (including dropped and undropped parts) in both domains. Besides, we devise Instance Discrimination Constraint to reduce the mutual information between different time series for discriminate the representations in global latent space. In addition, we propose a specified curriculum learning strategy to optimize the CRT, which progressively increases the dropping ratio in the pre-training process. We evaluate the representations learned by our proposed method on three datasets, and the results demonstrate that our CRT achieves the best performance in terms of effectiveness and robustness, with a performance gain of 2%~9%.

II. RELATED WORK

Researches on self-supervised representation learning on sequence data have been well-studied [20]–[23], but the representation learning for time series still needs to be promoted. Inspired by the well-studied self-supervised learning methods in computer vision and natural language processing areas [24]–[28], recent works mainly leverage the contrastive learning framework for time series representation learning. The researchers design different time slicing strategies to construct positive and negative pairs with the assumption that temporally similar fragments could be viewed as positive samples and remote fragments are treated as negative samples [29]. Unsupervised Scalable Representation Learning [15] introduces a novel unsupervised loss with time-based negative sampling to train a scalable encoder, shaped as a deep convolutional neural network with dilated convolutions [30]. Temporal Neighborhood Coding [16] introduces the concept of a temporal neighborhood with stationary properties as the distribution of similar windows in time. Nevertheless, these time-based methods are sometimes unreasonable for long time series and fail to capture the long-term dependencies. Besides, they will substantially deteriorate the performance when applied in downstream tasks containing periodic time series.

A recent work [14] firstly proposes a transformer-based reconstruction self-supervised task for time series data. This method masks part of original time series data by setting the values as zeros, and uses a linear layer to reconstruct the masked data. The results show that reconstructing the masked data can help extract dense vector representations of multivariate time series. However, masking original data can cause the gap between the pre-training stage and fine-tuning stage, because it changes the original distribution of time series significantly. In addition, all methods including contrastive learning methods neglect an important characteristic of time series data - the frequency domain.

III. CROSS RECONSTRUCTION TRANSFORMER

In this section, we will introduce our CRT method in detail. The framework is shown in Figure[2] our CRT is a transformer-based time-frequency domain cross reconstruction method. The goal of our method is to learn representations combining useful information of two domains.

We firstly pay attention to the drawbacks of existing self-supervised learning methods for time series data:

- The existing reconstruction methods for time series mask original data and reconstruct it. However, masking (set to zeros) can significantly change the original pattern of time series and bring many noises to the pre-training process that would deteriorate the performance. To tackle these problem, we propose a new way, dropping to process data in Section III-A

- Most of representation learning methods for time series neglect frequency domain, which is an complementary perspective to time domain of time series. In Section III-B we propose a novel way to better utilize the spectral information and model temporal-spectral correlations.

Combining the above two modules, we propose our Dropped Temporal-Spectral Modeling for time series in Section III-C In Section III-D we introduce an effective progressive training strategy to improve the stability and capacity of our CRT.

A. Dropping Rather Than Masking

Masking parts of data and reconstructing them is a common paradigm in self-supervised learning tasks especially for natural language processing [31]. Inspired by this, some works mask the original time series by setting the value of certain temporal segments to 0 and reconstructing these segments [14]. However, this may significantly change the original pattern of time series and bring many noises to the representation learning process. Besides, it may cause the gap between the pre-training stage and fine-tuning stage since it lead to the distribution shifts. As shown in Figure 3 masking significantly changes the shape of original time series. Different from images or text, shape is an important and unique pattern for time series [32]. Thus masking would bring noises into the pre-training stage and deteriorate the downstream performance.

In this work, we choose to drop some segments of the time series rather than masking them. Dropping discards the certain parts of input time series, and feeds the rest of the data into the model. The difference between masking and dropping is shown in Figure 5. In detail, we slice the input into patches with the same length, and randomly discard some patches. In this way, the model receives segments of real data without corrupted zeros portions. Thus the model can maximally preserve the global context and capture the intrinsic long-term dependencies.
**B. Involving Spectral Information**

When learning representations for time series, most of existing methods neglect to involve the spectral information of time series. Frequency domain provides another perspective to discover the patterns for time series data. The spectral perspective can provide several characteristics of the time series that are not acquirable in time domain. Consequently, we attempt to explicitly input both time and frequency domains into model to enable it to learn both temporal and spectral information.

The most common method to transform time series into frequency domain is the Fast Fourier Transform (FFT) [33], which is a rapid implementation of Discrete Fourier Transform (DFT):

\[
\mathcal{F}[k] = \sum_{n=0}^{N-1} t[n] \left( \cos \left( \frac{2\pi kn}{N} \right) - i \sin \left( \frac{2\pi kn}{N} \right) \right) \tag{1}
\]

where \( t \) is original time series data, \( N \) is the length of \( t \), \( i \) is called imaginary unit satisfying \( i^2 = -1 \), and \( \mathcal{F} \) is the frequency domain data. After FFT, the original time series is transformed into the frequency domain, and is converted to a sequence of complex numbers. However, these complex numbers cannot be used to train the neural networks directly. Most of the methods considering frequency domain attempt to store the spectral information using the magnitude of the complex numbers. For any complex number \( z = a + bi \), where \( a, b \) are arbitrary real numbers. The magnitude of \( z \) is:

\[
||z|| = \sqrt{a^2 + b^2} \tag{2}
\]

However, using only magnitude to restore the complex num-
Table I: Notations.

| Notation | Definition |
|----------|------------|
| t        | The original time series |
| m        | The magnitude of t |
| p        | The phase of t |
| x        | Concatenation of t, m and p |
| r        | Dropping ratio |
| x_i      | The i-th x in a batch of x |
| E_t      | The projection of \( x_i \) by convolutional neural networks |
| E_t\_T  | The projection of \( E_t \) by transformer |
| E_t\_M  | The [CLS] token for time domain |
| E_t\_F  | The projection of \( E_t \) by transformer |
| E_M\_F  | The [CLS] token for magnitude |
| E_P\_F  | The [CLS] token for phase |
| E_P      | The projection of \( E_P \) by transformer |

Projected feature would cause information loss. Because we can not restore \( z \) only using \(||z|||\).

To tackle this problem, we propose a novel way to better utilize the spectral information rather than simply using magnitude. We introduce phase \( \phi(z) = \arctan \frac{y}{x} \) which is another characteristic of frequency domain. With phase and magnitude, we can restore the full spectral information which is represented by the complex number \( z \) through

\[
\begin{align*}
    a &= |z| \times \sin(\phi(z)), \\
    b &= |z| \times \cos(\phi(z)), \\
    z &= a + bi
\end{align*}
\]

In addition to complementing magnitude, phase contains more information relative to the shape of time series. We compare the information contained by phase and magnitude through restoring original time series only using phase or magnitude. In detail, we calculate the phase and magnitude or a time series, and replace phase or magnitude with a constant vector. In both cases, we restore the complex vector following Equation III-B and conduct inverse FFT to transform complex vectors to time domain. As shown in Figure 4, we can see that the original time series is more similar to the restored time series with correct phase. This intuitively explains why we introduce phase rather than other characteristics of frequency domain.

C. Dropped Temporal-Spectral Modeling

In this section, we will introduce our Dropped Temporal-Spectral Modeling. For a given time series data \( t \), we firstly conduct FFT on it and convert \( t \) from the time domain to frequency domain. The obtained vector is a complex vector, of which we store both the magnitude and the phase as mentioned in Section III-B. Thus, the complex vector is transformed to two real vectors \( m \) (magnitude) and \( p \) (phase) with the same length. We then concatenate \( t \), \( m \), and \( p \) to get the input \( x = [t, m, p] \) of length \( L \).

For the input \( x \), we choose to drop parts of it as mentioned in Section III-A. Each of the sliced patches contains only \( r \times N \) \((r \in (0, 1))\) of data (time, magnitude, or phase). After that, we drop \( r \times N \) \((r \in (0, 1))\) of the given dropping ratio and \( N \) is the number of patches and use remained \((1 - r) \times N\) patches to reconstruct the dropped patches. For patches containing time information, we randomly drop them. Also, for patches containing frequency information (phase or magnitude), we drop the corresponding pair of patches (phase and magnitude of the same segments of complex vectors). As explained in Section III-A, dropping the patches can reduce the gap between the pre-training stage and fine-tuning stage because it does not change the shape of the original data.

Before the transformer encoder, we add three convolutional neural networks (CNNs) to extract local features for three types of patches respectively. We think CNN can help extract local features, and transformer can help model cross domain information using the local features. The patches of time, magnitude, and phase are projected to three types of embeddings respectively. Then we add a different learnable [CLS] token before each type of embeddings (\( E_t, E_m \) and \( E_p \)). The three types of embeddings are summed with their corresponding learnable domain-type embeddings and concatenated into a vector \( E \in \mathbb{R}^{(N+3) \times D} \), where \( D \) is the dimension of the embeddings. Before fed into the transformer, \( E \) is summed with the corresponding position embeddings.

We input the whole \( E \) into transformer encoder, and use the produced features to reconstruct original data (time, magnitude and phase). We hope that the learned representations can be used to reconstruct the original two domains’ data, so that the transformer encoder can automatically capture complementary information of two domains.

Formally, in a batch, there are \( B \) inputs \( x_i, i = 1, \ldots, B \). \( x_i \) is projected to \( E_i \in \mathbb{R}^{(N+3) \times D} \) by convolutional neural networks, and \( E_i \) is projected by Transformer to \( E'_i \in \mathbb{R}^{(N+3) \times D} \). We use \( E'_i = E'_t + E'_m + E'_p \) for down-stream tasks. We concatenate each \( E'_i \) with learnable tokens, and feed them into decoder to reconstruct the all patches. The reconstruction loss is:

\[
    \mathcal{L}_{Recon} = \frac{1}{L \times d} \sum_{i=1}^{L} \sum_{j=1}^{d} (x'[i][j] - x[i][j])^2
\]

where \( x' \) is the reconstructed input (including both dropped and undropped patches), and \( d \) is the dimension of \( x \).

When reconstructing the original data of two domains, we hope the latent representations contain more sample-specific information and less similar information to other samples. Hence, we propose a simple Instance Discrimination Constraint (IDC) module to remove redundancy and sharpen decision boundary. IDC maximizes the mutual information between the representations and original input, and simultaneously constrain the redundant information that other samples have in common. And we maximize the distance between \( E'_i \) and \( E_j \) where \( i \neq j \) in latent space, that is minimizing:

\[
    \mathcal{L}_{IDC} = \frac{1}{B^2} \sum_{i=1}^{B} \sum_{j=1}^{B} e^{sim(Proj_1(E'_i), Proj_2(E_j))}
\]

where \( sim \) is cosine similarity \( sim(x, y) = \frac{x \cdot y}{||x|| ||y||} \), and \( Proj_1, Proj_2 \) are two projection heads to project \( E'_i \) and \( E_j \) into the same latent space.
D. Model Optimization

Combining the reconstruction loss and IDC loss, our final loss is:

$$\mathcal{L} = \mathcal{L}_{\text{Recon}} + \beta \mathcal{L}_{\text{IDC}}$$

where $\beta$ is a hyper-parameter. By updating this loss, we hope the representations learned by the model contains as much sample-specific information as possible. Thus, the representations is both informative and discriminable.

However, it is difficult to reconstruct the dropped patches when $r$ is initially set as a large value. So we introduce Curriculum Learning (CL) [34], which is a strategy that trains the model from “easy” to “hard”. In detail, we set a relatively small dropping ratio $r$ at the beginning of pre-training stage, and increase $r$ as the self-supervised learning goes. Formally, we refer to the initial $r$ as $r_{\text{min}}$, final $r$ as $r_{\text{max}}$, and the number of epochs for increasing $r$ as $N_{\text{epoch}}$. Then the $r$ for each epoch $i$ is

$$r_i = \max(r_{\text{min}}, \min(r_{\text{max}}, \frac{i}{N_{\text{epoch}}}))$$

When the current epoch $i$ is smaller than $r_{\text{min}} \times N_{\text{epoch}}$, $r_i$ is equal to $r_{\text{min}}$. When $r_{\text{min}} \times N_{\text{epoch}} \leq i \leq r_{\text{max}} \times N_{\text{epoch}}$, $r_i$ is equal to $\frac{i}{N_{\text{epoch}}}$. Then, $r_i$ remains $r_{\text{max}}$ until the pre-training stage ends.

IV. EXPERIMENTS

A. Experimental Setup

1) Datasets: We conduct experiments on three publicly available time series datasets:

- **PTB-XL** [35], [36]. PTB-XL is an electrocardiogram (ECG) dataset with 21,837 12-lead ECGs of 10s, where 52% are male and 48% are female, ranging in age from 0 to 95. The sample rate is 500 Hz, and the length of each recording is 5,000. Our task is to classify time series into one of the five classes including normal ECG (NORM), conduction disturbance (CD), hypertrophy (HYP), myocardial infarction (MI), and ST/T change (STTC).

- **HAR** [37]. HAR is a human activity recognition dataset with 10,299 9-variable time series with a length of 128 from 30 individuals. The data are sampled from the accelerometer and gyroscope with a sampling rate of 50 Hz. Our task is to classify time series into one of the six classes including daily activity, including walking, walking upstairs, downstairs, standing, sitting, and lying down.

- **Sleep-EDF** [38], [39]. Sleep-EDF is built for sleep stage classification. We use data from 4 subjects in their normal daily life recorded by a modified cassette tape recorder. With the sampling rate of 100 Hz, We choose 3 channels: horizontal EOG, FpzCz, and PzOz EEG. Each recording is a 24-hour time series, and we cut them into 30-s segments with a length of 3,000. Our task is to classify time series into one of the eight classes including wake, sleep stage 1, sleep stage 2, sleep stage 3, sleep stage 4, rapid eye movement, movement, and unscored.

The overview of our adopted datasets is shown in Table II.

### Table II

| Dataset   | # of samples | # of channels | # of classes | Length |
|-----------|--------------|---------------|--------------|--------|
| PTB-XL    | 21,837       | 12            | 5            | 5000   |
| HAR       | 10,299       | 9             | 6            | 128    |
| Sleep-EDF | 22,636       | 3             | 8            | 3000   |

All three datasets are randomly split into three parts, training set (80%), validation set (10%), and test set (10%). In real-world scenarios, unlabeled data is much more common than labeled data. To better simulate this situation, we use the whole training set to pre-train, and randomly select 20% of the training set to fine-tune the pre-trained model.

2) Data processing: We use `fft` function in `numpy.fft` of Python library. For each channel of a time series, the original transformed sequence is a complex array with same length. Because of the symmetry of this sequence, we preserve the former half of this sequence, and store the magnitude and phase of this half sequence. After concatenating three sequences, the new sequence is with the double length of original time series. When we slice the sequence into patches, we make sure that each patch contains only one type of data (time, magnitude or phase). And we randomly drop patches in a probability of $P_i$ (as mentioned in Section II.D) in the i-th epoch during pre-training. The patch length and dropping hyper-parameters for each dataset is given in Table III.

### Table III

| Dataset   | patch size | $r_{\text{min}}$ | $r_{\text{max}}$ | $N_{\text{epoch}}$ |
|-----------|------------|------------------|------------------|-------------------|
| PTB-XL    | 20         | 0.3              | 0.6              | 200               |
| HAR       | 8          | 0.3              | 0.8              | 300               |
| Sleep-EDF | 20         | 0.3              | 0.85             | 300               |

3) Baselines: We compare our performances with following self-supervised learning approaches, including the ones designed for time series specifically as well as the ones for general data:

- **Contrastive Predictive Coding (CPC)** [17]: CPC is to learn representations by predicting the future data in the latent space through autoregressive models. It constructs a contrastive loss to preserve maximally the mutual information between data in the present time step and data in the future.

- **SimCLR** [28]: SimCLR is a contrastive learning method firstly designed for image data, and it constructs positive pairs and negative pairs by conducting different data augmentation methods. We replace the original encoder architecture with our encoder for a fair comparison. And we use the same augmentations as previous work [39] for time series. The same data with two data augmentation methods form positive pairs, and the other pairs are negative pairs. The self-supervised learning task is to maximize the similarity of positive pairs and minimize the similarity of negative pairs in latent space.

- **Temporal and Contextual Contrasting (TS-TCC)** [19]: TS-TCC is a self-supervised learning method for time
series data. Similar to SimCLR, it transforms the raw time series data into two views by using weak and strong augmentations. The task is a combination of a cross-view prediction task and a contrastive task. The contrastive learning task maximizes the similarity among different views of the same sample while minimizes similarity among views of different samples.

- **Temporal Neighborhood Coding (TNC)** [16]: TNC is also a contrastive learning method for time series data. It utilizes the stationary properties of time series data. Similar to SRL, TNC also constructs positive pairs using near segments, and constructs negative pairs using far segments.

- **Time Series Transformer (TST)** [14]: TST is a self-supervised learning method for time series data by reconstructing the masked parts of original time series data. Different from our method, it neglects the frequency domain and masks the original data by setting the value as 0, which causes a large gap between the pre-training and fine-tuning.

For fair comparisons, we implement these methods using public code with the same encoder architectures as the original work (except SimCLR which is with our encoder architecture). The representation dimensions are all set to 256, the same as ours. All experiments are conducted on a server with 503 GB of RAM and five NVIDIA GeForce RTX 3090ti GPUs.

4) **Experiment Settings:**

5) **Evaluations:** Linear probing is a popular method to evaluate the self-supervised learning method. However, it restricts the ability of deep learning since it can not pursue stronger and dataset-specific representations. Hence, we add a two-layer fully connected neural network as the classifier after the transformer encoder and fine-tune the whole model. The validation set is used to tune the hyper-parameters (such as beta in L, batch size and learning rate) in fine-tuning stage, and the model reaching the highest accuracy on the validation set is saved and evaluated on the test set.

In self-supervised learning stage, we randomly choose 5 seeds and get 5 pre-trained models. In fine-tuning stage, we also randomly use 5 seeds to fine-tune each of the 5 pre-trained models. Thus, we get 25 results per self-supervised learning method per dataset.

We use ROC-AUC, F1-Score and Accuracy to evaluate the methods. ROC-AUC is defined as the area under the Receiver Operator Characteristic curve (ROC curve), the x-axis and the y-axis. Regarding ROC curve, it is first computed based on the predicted probability and ground truth of each label directly without a predefined threshold, then defined as the curve of the true positive rate versus the false positive rate at various thresholds ranging from zero to one. Accuracy is calculated for each class, as the ratio of the number of correctly classified samples over the total number of samples. F1 score is the harmonic average of precision (the proportion of true positive cases among the predicted positive cases) and recall (the proportion of positive cases whose are correctly identified). As a multi-class classification task, we report averaged ROC-AUC values across all classes, averaged Accuracy values across all classes, and macro averaged F1 score. We report numbers in percentage values for better reading.

### TABLE IV

**Comparison between baseline methods and our method. The value before \( \pm \) is the mean value of multiple-time runs, and the value after \( \pm \) is the standard deviation.**

| Dataset    | Method   | ROC-AUC | F1-Score | Accuracy |
|------------|----------|---------|----------|-----------|
| PTB-XL     | CPC      | 87.42 ± 0.34 | 63.17 ± 1.19 | 85.75 ± 0.28 |
|            | SimCLR   | 84.50 ± 1.45 | 59.94 ± 2.49 | 84.17 ± 0.80 |
|            | TSTCC    | 87.25 ± 0.25 | 65.70 ± 0.71 | 84.66 ± 1.12 |
|            | TNC      | 86.90 ± 0.35 | 63.02 ± 1.13 | 85.35 ± 0.23 |
|            | TST      | 81.69 ± 0.39 | 59.36 ± 8.30 | 81.86 ± 1.80 |
|            | CRT      | 89.22 ± 0.07 | 68.43 ± 0.58 | 87.81 ± 0.29 |
| HAR        | CPC      | 94.83 ± 1.15 | 84.42 ± 2.13 | 83.86 ± 2.05 |
|            | SimCLR   | 96.53 ± 0.88 | 86.85 ± 2.26 | 86.15 ± 2.37 |
|            | TSTCC    | 97.46 ± 0.32 | 88.68 ± 1.43 | 87.95 ± 1.59 |
|            | TNC      | 94.45 ± 1.32 | 84.64 ± 1.96 | 84.01 ± 1.95 |
|            | TST      | 97.31 ± 0.39 | 86.17 ± 1.00 | 85.37 ± 1.01 |
|            | CRT      | 98.94 ± 0.22 | 90.51 ± 0.77 | 90.09 ± 0.75 |
| Sleep-EDF  | CPC      | 91.92 ± 1.62 | 39.74 ± 3.35 | 88.70 ± 1.35 |
|            | SimCLR   | 91.97 ± 3.22 | 41.78 ± 3.13 | 87.86 ± 1.77 |
|            | TSTCC    | 93.57 ± 1.83 | 39.09 ± 4.50 | 86.06 ± 3.19 |
|            | TNC      | 91.48 ± 3.51 | 37.89 ± 5.13 | 86.97 ± 3.48 |
|            | TST      | 93.31 ± 2.29 | 42.58 ± 2.48 | 88.83 ± 0.84 |
|            | CRT      | 94.74 ± 1.09 | 44.38 ± 1.14 | 90.12 ± 0.57 |

B. **Comparison Results**

We compare our CRT with baseline methods and show the results in Table IV. Our CRT outperforms all baselines in terms of ROC-AUC, F1-score and accuracy. We also observe that results of CRT have relatively small standard deviation, which implies a more stable performance on down-stream tasks. In addition, we notice that TST (another reconstruction-based self-supervised learning method) also obtains a relatively small standard deviation. The reason might be that reconstruction tasks do not require constructing negative and positive pairs, which is difficult and may cause instability. It indicates that reconstruction-based methods may provide a more stable way for self-supervised learning. One baseline named Scalable Representation Learning [15] is not included in our results, as it requires much longer running time and we failed to produce its results in several days.

C. **Analysis of Cross-Domain Reconstruction**

More ablation studies and comparison experiments are conducted to further verify the effectiveness of our method.

1) **Dropping is Better than Masking:** To verify that dropping can better alleviate the gap between pre-training and fine-tuning than masking, we compare the results on down-stream tasks under the two setups. From Figure 5, we see dropping always leads to better down-stream performances, except for the Sleep-EDF dataset, where dropping yields a slightly lower ROC-AUC but outperforms masking for other metrics. This is because zeros brought by masking may create wrong patterns for time series data, and dropping can tackle this problem. Our dropping can keep the shape of the original time series, and dropping can handle this problem. Our results of CRT have relatively small standard deviation, which indicates a more stable performance on down-stream tasks. In addition, we notice that TST (another reconstruction-based self-supervised learning method) also obtains a relatively small standard deviation, which implies a more stable performance on down-stream tasks. In addition, we notice that TST (another reconstruction-based self-supervised learning method) also obtains a relatively small standard deviation, which implies a more stable performance on down-stream tasks. In addition, we notice that TST (another reconstruction-based self-supervised learning method) also obtains a relatively small standard deviation, which implies a more stable performance on down-stream tasks.
the same experimental setups as our CRT. The results on three datasets with and without phase data are shown in Figure 6. We can see that adding phase can help improve the final performance in terms of three metrics. This supports our view that magnitude is not informative enough to represent the frequency domain, and phase can complement magnitude.

3) Cross-Domain is Better than Single-Domain: We compare our method with the trivial single-domain reconstruction tasks. After conducting time-domain and frequency-domain (phase and magnitude) reconstruction tasks respectively, we fine-tune the models using the corresponding domain’s data. As shown in Table VI, CRT performs best in terms of all 3 metrics. The ROC-AUCs of all 5 classes on PTB-XL datasets are shown in the left in Figure 7. We can see that cross-domain representations help improve performance on all classes. This is because some abnormalities of ECGs can be more easily observed from the perspective of frequency domain. The right figure of Figure 7 shows the performance on Sleep-EDF dataset under different training size. We give the results when 20%, 40%, 60% and 80% of training set is used for finetuning. The results show that combining two domains, our cross domain representations can yield higher accuracy under different ratios.

All results support our hypothesis that learning from two domains can yield more informative representations than from single domain. This is because some patterns of frequency domain can complement the temporal patterns. Also, the cross domain transformer encoder can fuse different types of features, and extract useful and complementary patterns from two domains.

In addition, we also notice that in all three datasets, using time domain yields better performance compared with using frequency domain. This may because the patterns of time domain are more direct for neural networks to discover, and the three classification tasks are strongly related to these patterns. However, adding frequency domain can supplement some patterns, leading to better performance.

| Dataset   | Method | ROC-AUC   | F1-Score | Accuracy |
|-----------|--------|-----------|----------|----------|
| PTB-XL    | Time   | 88.08 ± 0.25 | 67.45 ± 0.55 | 85.67 ± 0.59 |
|           | Freq   | 77.58 ± 0.43 | 47.86 ± 1.96 | 78.28 ± 0.91 |
|           | CRT    | **90.22 ± 0.07** | **68.43 ± 0.58** | **87.81 ± 0.29** |
| HAR       | Time   | 96.46 ± 0.13 | 87.62 ± 1.00 | 86.84 ± 1.07 |
|           | Freq   | 94.61 ± 0.14 | 76.96 ± 1.38 | 76.50 ± 1.44 |
|           | CRT    | **98.94 ± 0.22** | **90.51 ± 0.77** | **90.09 ± 0.75** |
| Sleep-EDF | Time   | 94.64 ± 0.55 | 40.13 ± 1.30 | 88.25 ± 0.59 |
|           | Freq   | 91.00 ± 0.76 | 38.07 ± 1.88 | 84.37 ± 1.33 |
|           | CRT    | **94.74 ± 1.09** | **44.38 ± 1.14** | **90.12 ± 0.57** |

| Dataset   | Method | ROC-AUC   | F1-Score | Accuracy |
|-----------|--------|-----------|----------|----------|
| PTB-XL    | T2F    | 84.14 ± 0.34 | 59.02 ± 2.04 | 83.58 ± 0.78 |
|           | F2T    | 83.72 ± 0.49 | 59.19 ± 1.95 | 83.42 ± 0.70 |
|           | CRT    | **89.22 ± 0.07** | **68.43 ± 0.58** | **87.81 ± 0.29** |
| HAR       | T2F    | 98.18 ± 0.58 | 89.23 ± 1.64 | 88.84 ± 1.70 |
|           | F2T    | 97.93 ± 0.83 | 88.90 ± 1.97 | 88.53 ± 1.98 |
|           | CRT    | **98.94 ± 0.22** | **90.51 ± 0.77** | **90.09 ± 0.75** |
| Sleep-EDF | T2F    | 94.36 ± 1.66 | 40.41 ± 3.65 | 89.09 ± 2.62 |
|           | F2T    | 92.88 ± 1.53 | 41.67 ± 1.93 | 89.46 ± 1.00 |
|           | CRT    | **94.74 ± 1.09** | **44.38 ± 1.14** | **90.12 ± 0.57** |
4) Exploring Cross-Domain Learning: We explore the cross-domain learning with two experiments:

- **Time-to-Frequency Reconstruction (T2F):** with only the time-domain part of \( \mathbf{E} \) fed into the transformer encoder, we use the encoded features to reconstruct the dropped original frequency-domain data (including phase and magnitude).

- **Frequency-to-Time Reconstruction (F2T):** contrary to T2F, we input the frequency-domain part of \( \mathbf{E} \) and reconstruct the dropped time-domain data.

In fine-tuning stage, the input is same as our CRT, to only evaluate the cross reconstruction tasks.

As shown in Table VI, our complete cross-domain solution outperforms the other two methods on three datasets. We also give the results of all 5 classes on PTB-XL dataset (Figure 9 left), and the accuracy on Sleep-EDF dataset under 4 training set ratios (Figure 9 right). From the left figure, we can see CRT outperforms others on all classes, especially on “MI” (11.6% higher than F2T and 4.7% higher than T2F). In the right figure, CRT also performs better, and T2F performs similarly to F2T.

Our CRT adopts transformer as part of our encoder to fuse the embeddings from different domains. The representations obtained from the transformer encoder contain information of both time domain and frequency domain, which benefits the reconstruction as well as the down-stream tasks. Compared with CRT, T2F and F2T only capture a single-direction relationship rather than the mutual relationship. It is intuitive that CRT can produce more semantic representations, and the experiment results well prove it.

5) CL and IDC Help Learning Cross-Domain Representations: We conduct another ablation study to verify the effectiveness of CL and IDC, and show the results in Figure 10 and Figure 11.

As we expect, these two modules facilitate learning cross-domain representations. CL helps the reconstruction tasks, and improves the performance on down-stream tasks. We think CL can help better reconstruct the original data, because it gives a progressively increasing dropping ratio rather a constant large dropping ratio. As a regularization, IDC minimizes the mutual information between different samples which helps transformer extracts more discriminable patterns. It is worth noting that IDC is not a contrastive loss, since it does not minimize distance of any pair of samples. It is only to minimize common information of all time series.

In Figure 8, we illustrate three reconstructed cases with the dropping ratio as 0.7. We can see that the model could almost reconstruct the trend of dropped inputs with such a high dropping ratio, especially for the ECG case from the PTB-XL dataset. The reason for the well-performed ECG reconstruction might be because that ECG is periodic and there are abundant similar patterns in the time series. Such amazing reconstruction performance also proves that our cross-domain representations are highly informative and sample-specific.

V. CONCLUSION

In this work, we propose Cross Reconstruction Transformer (CRT), a cross-domain reconstruction framework based on transformer for self-supervised representations learning of time series data. We note that the existing self-supervised learning methods neglect to utilize the spectral information and temporal-spectral correlations of time series. Moreover, existing “masking” based method for reconstruction tasks tend to significantly change the original pattern of time series, which would lead to the distribution shifts between pre-training and fine-tuning processes. To tackle these problems in a unified way, we propose our cross-domain reconstruction framework which outperforms existing methods on three widely-used datasets. In addition, we conduct various experiments to verify the effectiveness of each component of our framework. For future work, we would adapt our framework to the out-of-distribution scenarios and address more challenging problems.
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