Ideological and political education in colleges and universities is routinely burdened with the job of building morality and cultivating people, which is related to the cultivation of college students' ideals and beliefs, spiritual pursuits, and political literacy. Based on self-determination theory (SDT), this paper modeled different learning motivations in the early stage of ideological and political courses and analyzed the learning motivation of different student groups combining the Gaussian mixture model (GMM) and stacked autoencoder (SAE). Meanwhile, the study in this paper compared the participation characteristics of different learning motivation clusters, the differences between the ideological and political course performances of students with different learning motivations, and the potential link between learning motivation and learners' educational level. The experimental results show that students with extrinsic motivation will have better performance in the courses. The strength of extrinsic motivation is positively correlated with students' academic performance, and 70% of students with intrinsic motivation achieve excellent results. In addition, the χ² test result of the two courses selected is 6.442, which confirms the effectiveness of the clustering model proposed in this paper from the side and provides effective theoretical support for the implementation and reform of ideological and political education strategies.

1. Introduction

As information technology increasingly modernizes, tremendous changes have taken place in people's lives, and various fields such as politics, economy, and culture have all taken the express train of the information age to move forward. In recent years, with the gradual entry of information technology into the field of education, more and more education researchers have devoted themselves to the practical exploration of the deep integration of information technology and subject teaching [1]. The integration of information technology into the ideological and political teaching of colleges and universities will inevitably bring new opportunities and challenges to the education system [2].

At present, online education has become a hot issue and the optimization of online education service quality has gradually become common demand of social life. E-learning has gained enormous popularity due to the accessibility of various e-learning platforms such as Moodle, Blackboard, MOOC, and so on [3]. Learning management systems such as MOOC and Moodle are widely used in enterprises, universities, and educational institutions, which offer certain advantages to the teaching of modern education. Online education is a computer-based learning environment in which students can freely choose learning materials and control their own learning pace, and students' ongoing learning behavior will be recorded in log files without interrupting their learning process. Through in-depth analysis of log files, students' learning behaviors can be studied qualitatively, which can provide useful information for teachers to improve instructional design. Many studies have shown that online learning has a significant impact on students' autonomous learning and knowledge acquisition [4]. For example, Liu and Yuan found that students can only learn effectively when they are highly motivated in networking activities. Different learning motivations produce different learning outcomes [5]. Firat et al. used the IMeL questionnaire method to determine the level of intrinsic
motivation of open and distance education students [6, 7], and Dunn used the questionnaire method to classify learning motivation, which is used as an engagement indicator to predict students’ final performance at the same time [8, 9]. However, not every student can benefit from an online learning model even if they enroll in the same courses, as learning outcomes are greatly influenced by students’ self-regulated learning ability and motivation. In other words, learning motivation drives learning behavior, and learning behavior is an external manifestation of learning motivation and an important basis for evaluating the state of learning motivation. Differences in students’ learning motivations will directly differentiate learning strategies selected. So, a high interest may be required for students’ initial learning. With interest, students’ curiosity will be stimulated, and students’ motivation to learn will be enhanced. Different learning participants have different learning motivations and goals; the motivation may not be just to get better grades or certificates, it may be that they are interested in a particular chapter or forum, which will support them to communicate with more like-minded scholars. Therefore, it is urgent to better understand the inner relationship between students’ learning behavior, final performance, and learning motivation. To gain a more objective understanding of the relationship between learning motivation, engagement, and final performance, different learning motivations can be measured by analyzing online learning behavior data. Currently, online learning is often lacking in guiding students’ learning depth. Improving the depth of learning depends on the user experience on the online learning end of the learners and the reinforcement of learning motivation. However, it is not easy to evaluate students’ learning motivation and identify their differences in detail. In the traditional offline classroom environment, teachers can relatively easily grasp the specific situation of students’ learning motivation through face-to-face interaction, while in the online learning environment, teachers must obtain this information through the information recorded by the learning platform. In addition, students with different educational backgrounds are able to enroll in the same course according to their own will, which leads to a huge number of participants in a given course, so it is indispensable to develop a method that can automatically detect various motivation types from large datasets.

Although there have been some previous studies on learning motivation [10, 11], most of them are based on questionnaires, self-reports and interviews, and other data for analysis, and few use data collected from online learning platforms, which makes the analysis process very labor-intensive, and the final analysis results are too subjective. Even though there are some studies on online learning behavior, these studies are based on the analysis of students’ overall performance in the whole course semester, and the final research results cannot be fed back to the current course in time. According to the above problems, this paper attempts to process a large amount of information (demographic information and clickstream data) generated in the ideological and political education of colleges and universities through the method of machine learning (deep learning) and combines corresponding models and theories (self-determination theory, Gaussian mixture model, and deep coding automatic model) to clarify the relationship between learning motivation and external performance of students’ ideological and political education. At the same time, it also provides relevant constructive suggestions for the implementation and reform of ideological and political education strategies.

2. Models and Methods

2.1. Self-Determination Theory. Self-determination theory (SDT), one of the most comprehensive and empirically supported theories about motivation [12], describes the learning motivation in the online learning environment in detail. Deci and Ryan defined SDT as an experience-derived theory of human motivation and personality in social settings that distinguishes motivation from autonomy and control. Related studies have shown that SDT has made an important contribution to the determination of students’ motivation in an online environment [13].

2.2. The Basic Principle of Gaussian Mixture Model Algorithm

2.2.1. Related Concepts of Gaussian Mixture Model. The Gaussian mixture model (GMM) is a model composed of multiple Gaussian distributions, and the basic Gaussian mixture model adopts the method of linear superposition [14]. It assumes that the dataset consists of multiple Gaussian distributions, and the final stacking result is the distribution presented. Although in general, the same dataset may contain different types of distributions, considering that the model is represented by a mixture of multidimensional Gaussian probability models, it can still fit any type of probability distribution.

Supposing that a random variable \(X\) is a mixture of \(M\) Gaussian distribution models, the Gaussian mixture model can be represented as follows:

\[
P(x | \theta) = \sum_{m=1}^{M} \alpha_m \phi(x | \theta_m),
\]

where \(\alpha_m\) represents the weight of the \(m\)th Gaussian distribution in the Gaussian mixture model. This parameter is generally not given and satisfies the following formula:

\[
\sum_{m=1}^{M} \alpha_m = 1, \quad (\alpha_m \geq 0).
\]

Although it is generally impossible to know the components occupied by each Gaussian distribution in the mixture model, considering that the Gaussian mixture model is formed by the linear superposition of \(m\) Gaussian distributions, the sum of the weights of its constituent members is defined as 1. In formula (1), \(\phi(x | \theta_m)\) is the probability density function of the \(m\)th submodel in the mixture model, Gaussian density function is the most used function, and \(\theta_m\) can be represented by \(\theta_m = (\mu_m, \Sigma_m)\), so \(\phi(x | \theta_m)\) can be expressed by
\[ \phi(x | \theta_m) = \frac{1}{\sqrt{2\pi} \sigma_m^2} \exp \left\{ -\frac{(x - \mu_m)^2}{2\sigma_m^2} \right\}, \tag{3} \]

where \( \mu_m \) represents the mean of the \( m \)-th Gaussian distribution component and \( \sum m \) represents the covariance matrix of the \( m \)-th Gaussian distribution component.

Given that a Gaussian model can be determined by the probability density function and the parameter set \( \theta \), the parameter calculation of the hybrid model proposed in this paper uses the log-likelihood function of the maximization model to find the optimal sample parameters that make the cluster close to the actual distribution of the sample as far as possible, so as to obtain better performance clustering results. Equation (4) is a likelihood estimation function that calculates the key parameters of the sample dataset.

\[ L(\theta) = L(X_1, X_2, \cdots X_m; \theta) = \prod_{i=1}^{m} P(X_i, \theta). \tag{4} \]

where \( X_1, X_2, \cdots X_m \) represents the data samples of the model, \( P(x, \theta) \) represents the probability density function of the model, and \( \theta \) represents a vector consisting of one target parameter or multiple parameters to be estimated.

Considering the hidden variables in the sample set, the process of directly using the maximum likelihood estimation method to estimate the model parameters will be quite tedious, and the optimization process will be quite long [15]. Therefore, the implicit variables need to be represented first. After determining the hidden variables, the maximum value of the likelihood function is obtained and after taking the logarithm of formula (4), formula (5) is the result obtained.

\[ L^{(1)}(\theta) = \sum_{i=1}^{m} \log p(x_i, \theta) = \sum_{i=1}^{m} \log \sum_{z_i} p(x_i, z_i, \theta). \tag{5} \]

2.2.2. Expectation-Maximization Algorithm. The expectation-maximization (EM) algorithm was first proposed by Dempster et al. EM algorithms are widely used in many algorithms in machine learning [16, 17] such as the parameter estimation in the K mean, the support vector machine (SVM) [18], the GMM, the hidden Markov model (HMM) [19], and the subject generation model (latent Dirichlet allocation, LDA) [20]. The EM algorithm refers to the iterative solution of some target parameters using a strategy of great likelihood estimation in all datasets, including hidden variables. The iteration of the EM algorithm is mainly done by two steps: the expectation Step and the maximization Step. The expectation step of the expectation-maximization algorithm is to calculate the expectation of the model according to the hidden state of the model, compute the Gaussian distribution of the guessed hidden data, and then fix the model parameters and use the maximum likelihood estimation to calculate the complete data including the observed data and the hidden data in sequence, which will finally obtain the parameters of the Gaussian mixture model. By that analogy, M steps are performed. Then, through iterating E step and M step, that is, adjusting the model according to the parameters (E step) and then adjusting the parameters according to the model (M step), the E step and the M step are alternately performed until the parameters of the solved Gaussian mixture model do not change substantially. Meanwhile, the algorithm achieves convergence and obtains the optimal expectation of the Gaussian mixture model, the covariance matrix, and the weights of each Gaussian distribution. The expected value of the log-likelihood function of the mixed model can be described by the initial values of the model parameters that have been selected, and the specific definition is

\[ E_Q \left[ \log p(\theta | Y, Q) | \theta^{(i)}, Y \right] = \int \log [p(\theta | Y, Q)] p(Q | \theta^{(i)}, Y) dQ. \tag{6} \]

where \( Q \) represents the implicit data that cannot be observed and \( \theta^{(i)} \) represents the posterior standard deviation after the \( i \)th iteration. The conditional expectation probability of the joint distribution of the mixture model can be expressed by

\[ L(\theta, \theta_i) = \sum_{i=1}^{m} \log p(z_i | x_i, \theta_i) \log p(x_i, z_i | \theta). \tag{7} \]

The constraint of the maximum value of the log-likelihood function parameter under the conditional probability can be expressed by

\[ \theta^{i+1} = \arg \max \theta L(\theta, \theta_i). \tag{8} \]

Continue to iterate the above E step and M step and end the iteration when \( \theta^{(i)} \) and \( \theta^{(i+1)} \) are infinitely close.

2.3. Deep Autoencoding Model

2.3.1. Autoencoder. Autoencoder network belongs to a kind of neural network structure under unsupervised learning classification, which usually consists of three layers [21]. The ideal goal of an autoencoder network is to reproduce the original input data. Similar to the Seq2Seq model in natural language processing, an autoencoder network usually consists of two parts: an encoder and a decoder. Among them, the goal of the encoding network is to convert the relatively high-dimensional original input data into an encoding vector in a low-dimensional space, while the role of the decoding network is the opposite, which is to restore the low-dimensional vector to the data representation of the high-dimensional space [22].

The encoder consists of an encoding function \( f_\theta \), and for each input data \( x \), the encoding function can be expressed by

\[ h = f_\theta(x) = f_\theta(ax + b), \tag{9} \]

where \( h \) is an intermediate vector obtained after the input data \( x \) are encoded by the encoder in the hidden layer, which can also be called an encoding vector. In the same idea, the decoding network is composed of a decoding function \( g_\theta \), that is, the decoder, which remaps the intermediate vector \( h \) from the low-dimensional space to the high-dimensional space, as shown in the following formula:
\[ \bar{x} = g_{\theta'}(h) = g_{\theta'}(\omega'h + b'). \] (10)

As shown in formula (11), the parameters \( \theta \) and \( \theta' \) in the encoding stage and the decoding stage are obtained by continuously adjusting and updating to minimize the reconstruction error. The essential principle of the autoencoder is to minimize the reconstruction error \( L(x, \bar{x}) \) of the samples for \( M \) training sample data sets, which is often used to measure the difference between the input data \( x \) and the output data \( \bar{x} \). To sum up, the specific definition is shown in the following formula:

\[ \phi_{AB}(\theta, \theta') = \frac{1}{M} \sum_{m=1}^{M} L(x, g_{\theta'}(f_{\theta}(x^m))). \] (11)

Both the encoder and the decoder are implemented by nonlinear mapping, and their specific definition is shown in equations (12) and (13), where \( s_f \) represents the activation function of the encoding stage and \( s_g \) represents the activation function of the decoding stage. The parameter set of the encoder can be represented as \( \theta = [W, b] \), and the parameter set of the decoder can be represented as \( \theta' = [W^T, b] \), where \( b \) and \( d \) both represent bias vectors and \( W \) and \( W^T \) represent weight matrices.

\[ f_{\theta}(x) = s_f(Wx + b), \] (12)
\[ g_{\theta'}(x) = s_g(W^Tx + d), \] (13)
\[ L(x, \bar{x}) = \|x - \bar{x}\|^2. \] (14)

2.3.2. Deep Feature Learning. The deep learning network model is to input the original input data into a neural network with multiple hidden layers. After the nonlinear operation of multiple hidden layers in the middle, the final output of the hidden layer is the same as the input data through the deep network model. The deeper it learns, the deeper the features are abstracted [23]. However, some datasets do not have initial labels, and deep feature learning is divided into three categories based on whether the initial labels are involved in the entire network training process, namely, supervised feature learning, semi-supervised feature learning, and unsupervised feature learning. Among them, supervised feature learning can be called classification. Semi-supervised feature learning is between supervised feature learning and unsupervised feature learning, referring to the existence of labeled data and unlabeled data in the training data. Unsupervised feature learning is also called clustering [24].

2.4. Experimental Data

2.4.1. Data Selection. The datasets used in this study were collected and curated by researchers at the Open University and relevant content and materials for courses were delivered through a virtual learning environment (VLE). Hereby, we extracted two different courses A and B on ideological and political education from this platform for research.

2.4.2. Data Preprocessing. The original clickstream data of students collected from the Open University Learning Analysis Dataset (OULAD) were used as features for analysis. Since there are some redundant features in the original feature set, we removed these features, filled in the missing values, and analyzed certain features in sequence. Then, the existing features were summed and averaged to characterize the available learning into four categories: demographics, interaction behavior, registration information, and evaluation information. In terms of data selection, we selected two representative courses in the Open University in 2018 and 2019. The selected course presents more than 300 students with at least two lesson videos in the course and a large number of students in the course who failed their final grades. For all courses that meet these criteria, we have selected courses A and B, with a total of 846 students in the selected courses. Finally, we anonymized the data in accordance with the ethical and privacy requirements applied in the Open University.

3. Experimental Results and Analysis

3.1. Analysis of Different Learning Motivation Clusters and Learning Behavior Characteristics. This article used two courses, A and B, to examine the association between motivation, student engagement, and final performance. After preprocessing the data, a total of 744 students enrolled in these two courses, with 363 enrolling in course A and 381 enrolling in course B. In order to determine the motivation level of students as early as possible based on the interaction data and demographic information of the virtual learning environment, we used the interaction data before the first job submission. In Table 1, we calculated the distribution of final grades for students in both courses who did not submit their first assignment. According to Table 1, if a student does not submit their first assignment, the probability of failing the course is greater than 90% (withdrawing is also considered a failure), making first assignment submission an important factor in final grade prediction. However, considering that students' learning motivation is largely determined by their demographic information, simply submitting the first assignment is not sufficient to understand the different behavioral patterns of students for the purpose of predicting learning motivation, and their behavioral data and learning styles recorded in the online learning platform system shall prevail. To this end, we integrated and analyzed students' behavioral data, demographic information, assessment quiz information, and course registration information recorded by the virtual learning environment before submitting the first assignment, such as Homepage Clicks, Average Clicks, Forum Clicks, and so on. This article kept all the details of this information in the virtual learning environment. Table 2 shows the characteristics and associated descriptions used in this study.

This section examines the quantitative statistics of relevant features in each of the different learning motivation
classes and compares these feature values in the same group. This article described the level of participation of each variable in different categories by mean (Mean) as well as standard deviation (Std). Table 3 describes the differences in indicators of different characteristics of each group. As you can see from the table, Avg delay represents the level of procrastination of students in different motivation groups, and the results show that students in the IMFS and UMS groups are more likely to delay submitting assignments than the remaining two groups. The larger values for the standard deviation of the two groups of students (Std = 12.11 and Std = 10.37) indicate that the two groups of students are weak in time management and control of learning systems. Conversely, students in the IMPS and EMS groups have nearly the same standard deviations, which are (Std = 8.91 and Std = 8.23), indicating that students in the two groups always submit assignments at similar times or study at a fixed rate.

In the first job, the average scores for IMPS group, IMFS group, EMS group, and UMS group are Mean = {70.55, 65.72, 79.91, 71.87}, respectively. It can be found that students in the UMS group have a higher average score than students in the IMFS group, indicating that students in the UMS group work harder than students in the IMFS group from the beginning of the course to the submission of the first assignment, with higher grade point averages and higher assignment scores. However, it is also concluded that students in the UMS group are more likely to delay submitting assignments, and as course content becomes more complex, the interest in learning is more likely to be affected. For students in the EMS group, they scored the highest average on their first assignment and studied at a relatively stable pace during this time. These quantitative and other data analysis results are consistent with our previous analytical modeling of learning motivation.

3.2. Experimental Results and Analysis of Learning Motivation Clustering Model Based on GMM and SAE. In this section, we compared the relationship between the clustering results of learning motivation and students’ final grades to verify our clustering results, and the final clustering results of different learning motivations are shown in Figure 1. The relevant clustering results are usually hierarchical or partitioned, and partitioning makes it easier to show each cluster in a 2D plot rather than a dendrogram, so this paper used the partition method to display the final clustering results. These components are calculated based on the maximum possible variance of the variables used in order to show as many defects as possible in the data.

It can be seen from Figure 1 that the clustering results of the cluster scatter diagram of learning motivation and students’ final grades are roughly divided into three groups, and there may be a small amount of overlap between these clusters. Among them, the black clustering can be interpreted as a class of groups with extrinsic learning motivation. These students have strong learning goals and objectives, and most of them are rewarded or certified for high scores. In addition, the extrinsically motivated group is the largest group, and most participants in this group completed the course, with most of their final grades tending to be above 80 and very few students failing their course. This is consistent with the definition of extrinsic learning motivation as explained. In contrast, most of the students in the red clustering have less than 60 points in their academic performance, and the number is smaller than that of the black class. This may be due to the fact that some of this group of students do not have final grades, and the ultimate goal of them is not to get high grades or to get an award.
certificate, whereas they may be interested in a certain knowledge point or want to discuss and exchange with other scholars in the forum of the learning website. We call them intrinsically motivated students. The learning behavior of this group of students is often driven by intrinsic motivations such as emotion, interest, or temporary curiosity and is rarely affected by external motivations. Most of the students with cyan dots in the figure have no grades and no obvious distribution rules. We classify them as students with other motivations or no obvious motivations. This group of participants is less active on online learning platforms. Only a small number of students’ final results are counted, and the attrition rate is very high, which is the smallest group among the three groups.

### 3.3. Influence of Intra-Cluster Error Variance and Silhouette Coefficient on Model Performance

Since the learning features analyzed do not belong to the previously defined categories, this study used internal evaluation indicators to analyze the performance of the clustering model. In order to determine the optimal number of clusters for the clustering results, this section uses the error variance within the cluster and the silhouette coefficient to verify the reliability and validity of the clustering results, and the results are shown in Figure 2. The intra-cluster error variance (SSE) is used as the performance index [25]. The smaller the index value is, the higher the convergence degree of each cluster is. However, the value of intra-cluster error variance (SSE) is not as small as possible because there is an extreme case that all sample points are regarded as a cluster, in which the error variance within the cluster is 0, and the final classification effect is obviously not achieved. Therefore, it is necessary to seek a balance between the number of clusters and the variance of intra-cluster error variance (SSE). The elbow method solves this balance problem [26]. Assuming that there is an initial value $K$, we defined it as the largest possible number of clusters and then incremented the number of clusters from 1. In fact, the data have an underlying pattern, that is, there is a real optimal number of clusters, and when the number of clusters set by the model continues to approach this value, the intra-cluster error variance (SSE) will decrease rapidly. However, when the number of clusters set exceeds the actual optimal number of clusters, the rate of decrease of the intra-cluster error variance will become slow. By analyzing the changes in the value of the descending derivative, the final optimal cluster can be determined.

In general, the higher the average silhouette coefficient, the better the quality of the clusters. From the average silhouette coefficient in the above figure, the optimal number of clusters should be 2 clusters, and the value of the average silhouette coefficient is the highest at this time [27, 28]. However, according to the elbow rule, when $k = 2$, the correlation curve of the intra-cluster error variance (SEE) is not a rapidly decreasing trend. In other words, it is not an inflection point when $k = 2$. But when $k = 3$, the value of...
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Figure 3: The distribution of educational level in different learning motivation groups.

intra-cluster error variance (SEE) will drop sharply, which is an inflection point, and the value of the average profile coefficient is also relatively high at this time, only slightly lower than the value at $k = 2$. Therefore, when comprehensively analyzing the average silhouette coefficient and intra-cluster error variance, $k = 3$ is the best choice for the number of clusters. The final clustering results obtained in this paper are consistent with the type of motivation defined by SDT theory, which indirectly proves the rationality and interpretability of this method. The influence of intra-cluster error variance (SSE) and silhouette coefficient on the optimal number of clusters is shown in Figure 2.

3.4. The Correlation Experiment between Learning Motivation and Educational Level. Except for the above, this paper also analyzes the relationship between different educational levels and learning motivation. In this dataset, the educational attainment of the participants is broadly classified into 4 categories: “A level or equivalent,” “higher education (HE) qualification,” “below A level,” and “postgraduate qualification.” Figure 3 shows the distribution of students with different educational levels in different motivation groups. As can be seen from the graph, students with “A grade or equivalent” and “below A grade” educational levels make up about 70% of the student body. In the group of students with extrinsic motivation, the distribution of students of the four education levels is relatively even. In the group of students without obvious motivation (no motivation), students with “higher education (HE) qualification” and “postgraduate qualification” educational levels account for a small proportion of the total students, which is in line with the fact that most of the students with higher educational levels will have strong learning motivation or learning goals.

Table 4 illustrates the chi-square test for different educational levels for different motivation groups, and the $\chi^2$ statistic tests the difference between the expected and true distribution of different educational levels for different motivation groups. Based on this, we used a table to calculate the $P$ value, with $P < 0.05$ indicating that the null hypothesis is rejected, and there is a significant correlation between educational background and learning motivation. The parameter df refers to degrees of freedom, which represents the number of independent values that vary in the calculation. Because both course A and course B have 4 different educational levels and three different sets of motivations for learning, the degree of freedom is 6. According to Table 4, the $P$ values for both courses are greater than 0.05. Therefore, it is concluded that there is no significant relationship between educational attainment and learning motivation, accepting the null hypothesis.

### Table 4: Chi-squared test for comparing different educational levels with different motivation groups in courses A and B.

| Course | $\chi^2$ test | df  | $P$ value |
|--------|--------------|-----|-----------|
| A      | 6.442        | 6   | 0.371     |
| B      | 6.442        | 6   | 0.349     |

4. Conclusion

By understanding the motivation for learning, it can help the reform of the ideological and political education system and methods of colleges and universities, and also help the teachers to better understand the learning progress and situation of the learners, so as to timely prescribe the right medicine according to the specific problems and intelligently intervene in different learners. On the basis of SDT, this paper analyzed and modeled different learning motivations in the early stage of the course. Meanwhile, the study in this paper compared the engagement characteristics of different learning motivation clusters, studied the differences of course performance between student groups with different learning motivations and the potential link between learning motivation and learners’ educational attainment, and clarified the relationship between different student groups inside and outside the school and demographic information such as age distribution. The main conclusions are as follows:

1. The study proves that students’ learning behavior is an important indicator to identify students’ different learning motivations, and different learning motivations are significantly related to students’ final ideological and political performance. Most of the students with intrinsic learning motivation have higher ideological and political academic performance, and some students with unclear motivation also have high academic performance. This may be related to other learning data not recorded outside the online learning platform, which can be further analyzed in future studies.
(2) This paper proposes a deep clustering algorithm combining GMM and SAE based on the demographic information and clickstream data about learning behavior recorded in the Open University virtual learning environment. The optimal number of clusters is determined by two internal evaluation indexes of clustering experiments, that is, silhouette coefficient and intra-cluster error variance. The maximum value of the silhouette coefficient is 0.82, and the intra-cluster error variance is less than 1220 under the number of clusters from 2 to 14, with the minimum value of 198.

(3) The deep clustering model proposed in this paper is compared with the clustering models in other papers, and a comparative study is carried out from multiple perspectives. The results show that the model greatly improves the accuracy of clustering results through in-depth analysis of clickstream data, and the statistical test values of $\chi^2$ in A and B courses are both 6.442, and the $P$ values are only 0.371 and 0.349, respectively, which are greater than 0.05. The results further show that the model can more accurately analyze the learning motivation of different student groups and make up for the shortcomings in other clustering algorithms.
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