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Abstract

Deep learning achieves state-of-the-art performance in many tasks but exposes to the underlying vulnerability against adversarial examples. Across existing defense techniques, adversarial training with the projected gradient descent attack (adv.PGD) is considered as one of the most effective ways to achieve moderate adversarial robustness. However, adv.PGD requires too much training time since the projected gradient attack (PGD) takes multiple iterations to generate perturbations. On the other hand, adversarial training with the fast gradient sign method (adv.FGSM) takes much less training time since the fast gradient sign method (FGSM) takes one step to generate perturbations but fails to increase adversarial robustness. In this work, we extend adv.FGSM to make it achieve the adversarial robustness of adv.PGD. We demonstrate that the large curvature along FGSM perturbed direction leads to a large difference in performance of adversarial robustness between adv.FGSM and adv.PGD, and therefore propose combining adv.FGSM with a curvature regularization (adv.FGSMR) in order to bridge the performance gap between adv.FGSM and adv.PGD. The experiments show that adv.FGSMR has higher training efficiency than adv.PGD. In addition, it achieves comparable performance of adversarial robustness on MNIST dataset under white-box attack, and it achieves better performance than adv.PGD under white-box attack and effectively defends the transferable adversarial attack on CIFAR-10 dataset.

| Method          | adv.PGD | adv.FGSM |
|-----------------|---------|----------|
| PGD-l2          | 0.710   | 0.353    |
| PGD-inf         | 0.444   | 0.091    |
| Deepfool-l2(ρ_{adv}) | 0.178   | 0.022    |
| C&W(ρ_{adv})    | 0.129   | 0.016    |

Table 1: Comparison of robustness performance of robust models trained by adv.FGSM and adv.PGD respectively against various attacks. Experiments are based on CIFAR-10 test set and ResNet-18 model. For Deepfool-l2 and C&W-l2 attacks, ρ_{adv} is calculated using Eq. 8.

1. Introduction

Deep Neural Networks (DNNs) have shown great performance in multiple tasks, e.g. image classification [11, 7], object detection [5], semantic segmentation [15], and speech recognition [8]. However, these highly performed models show weakness on adversarial examples. Namely, carefully designed imperceptible perturbations on input can change the prediction drastically [24, 6]. This fragility prohibits DNNs to be widely applied especially in security-sensitive tasks such as autonomous cars, face recognition, and malware detection. Therefore, training a model resistant to adversarial attacks becomes increasingly important.

By now, plenty of ways have been proposed to generate adversarial examples, which can be categorized into black-box attack and white-box attack. White-box attack can access the complete knowledge of the target model including its parameters, architecture, training method and training data. The popular white-box attacks include FGSM [6], PGD [16], Deepfool [17], C&W [3], etc. Black-box attack generates adversarial examples without knowledge of the target model, e.g. ZOO [4], Transferable adversarial attack [14, 19], etc. Correspondingly, many methods have been proposed to improve model’s adversarial robustness against these attacks. Qiu et al. [21], Akhtar and Mian [1] separate these defense methods into three categories: (1) augmenting training data, e.g. adversarial training [16, 6]; (2) using extra tool to help model against adversarial attacks, e.g. PixelDefend [23]; and (3) modifying model to improve its robustness, e.g. Defensive Distillation [20], Regularization [18, 9].

Among these defense approaches, most have been reported failure on later proposed adversarial attacks except for adversarial training [2]. adv.PGD has been considered as one of the most effective ways to achieve moderate adver-
Adversarial robustness [26]. However, a major issue for adv.PGD is its expensive computational cost because PGD attack takes multi-step iterations to generate perturbations. The high computational cost makes this method hard to be applied on larger neural networks and datasets. On the other hand, adv.FGSM takes much less computational cost but shows no robustness improvement against adversarial attacks except for FGSM attack (Table 1). The behavior of strong defense on FGSM attack but weak defense on other attacks has also been reported in [16, 12]. We believe that it would be of great values if we can bridge robustness performance gap between adv.FGSM and adv.PGD. We further explore the reasons for the lack of adversarial robustness performance of adv.FGSM and determine that the large curvature along FGSM perturbed direction leads to a large difference in perturbed directions generated by FGSM and PGD attacks, which account for the difference in robustness performances between adv.FGSM and adv.PGD (Figure 1). To deal with this we propose a regularization term that makes FGSM perturbed direction close to PGD perturbed direction, and allows for adv.FGSM to reach comparable robustness performance as adv.PGD. Our experimental studies demonstrate that the proposed method achieves comparable results on MNIST dataset and better results on CIFAR-10 dataset compared with adv.PGD.

Our contributions are summarized as follows:

- We analyze the influence of the curvature along FGSM perturbed direction on the perturbations generated by FGSM and PGD attacks respectively. We show that the curvature along FGSM perturbed direction has a significant influence on the performance of adversarial robustness achieved by adv.FGSM.
- We develop a curvature regularization term for restraining the curvature along FGSM perturbed direction when training model with adv.FGSM, which is called as adv.FGSMR method. adv.FGSMR can effectively bridge the performance gap between adv.FGSM and adv.PGD.
- Extensive experiments show that adv.FGSMR achieves comparable performance on MNIST under white-box attack. Besides, it achieves better performance on CIFAR-10 under white-box attack and effectively defends the transferable adversarial attack as well. Experiments also show that adv.FGSMR achieves comparable convergence speed on perturbed-data accuracy during training process while requires only half of the time for training one epoch compared with adv.PGD.

The rest of this paper is organized as follows. Section 2 describes the preliminary knowledge. Section 3 presents the proposed method for bridging the performance gap between adv.FGSM and adv.PGD. Section 4 introduces evaluations in terms of training efficiency and adversarial robustness, and Section 5 discusses reasons for the better performance of our proposed adv.FGSMR on CIFAR-10 dataset than adv.PGD. Finally, Section 6 draws the conclusions of this study.

2. Preliminaries

2.1. Notation

We denote our deep neural network as \( f_\theta(x) \) where \( x \in \mathbb{R}^d \) is an instance of input data, and \( L(f_\theta(x), y) \) is the cross-entropy loss where \( y \) is the true label. \( \text{sgn} \) denotes the sign function. \( \nabla_x L(\cdot) \) denotes the gradient of \( L(\cdot) \) with respect to \( x \). \( S \) is the set constrained by \( l_\infty \) or \( l_2 \) ball. \( \epsilon \) is the allowed perturbation size. \( k \) is the total iterations for PGD attacks.

2.2. Adversarial Attacks

Recently, various powerful adversarial attacks have been proposed to change models’ prediction by adding small carefully designed perturbations. Several state-of-the-art methods (i.e. PGD [16], FGSM [6], Deepfool [17], CW [3]) will be used to test the performance of defense models in this paper, which will be briefly introduced as follows.

Fast Gradient Sign Method (FGSM) [6] obtains adversarial examples by the following equation:

\[
x^* = x + \epsilon \cdot \text{sgn}(\nabla_x L(f_\theta(x), y)).
\]

Projected Gradient Descent (PGD) [16] obtains adversarial examples by multi-step variant FGSM. With the initialization \( x^0 = x \), the perturbed data in \( t \)-th step \( x^t \) can be expressed as follows:

\[
x^t = \Pi_{x+S}(x^{t-1} + \alpha \cdot \text{sgn} (\nabla_x L(f_\theta(x^{t-1}), y))),
\]

where \( \Pi_{x+S} \) denotes projecting perturbations into the set \( S \) and \( \alpha \) is the step size. We denote PGD bounded with \( l_\infty \) as PGD-inf attack, and PGD bounded with \( l_2 \) as PGD-l2 attack.

Deepfool [17] computes adversarial perturbation of minimal norm for an given input in an iterative way. It finds the nearest decision boundary for generating perturbations by multiple linearization of the classifier.

C&W Attack [3] generates adversarial examples by optimizing the \( l_p \)-norm of distance of \( \delta \) with respect to the given input data \( x \), which can be described as:

\[
\min_{\delta} \|\delta\|_p + c \cdot L(x + \delta) \quad \text{s.t.} \quad x + \delta \in [0, 1]^n,
\]

where \( \delta \) is the optimized perturbation for input \( x \) and \( c \) is a constant.
Figure 1: The accuracy and average curvature curve for training ResNet-18 model on CIFAR-10 within 50 epochs. The subfigure (a) and (b) show the accuracy and average curvature curve of the model trained by adv:FGSM respectively; (c) and (d) show the accuracy and average curvature curve of the model trained by our proposed adv:FGSMR respectively. The curvature value is calculated using Eq. 6. Notice: A sudden decrease of perturbed accuracy under PGD-inf attack occurs with the sudden increase of the curvature value for adv:FGSM.

Black-box Attack. A popular kind of black-box attack utilizes cross-model transferability of adversarial samples [19, 14], which trains a local substitute model to generate adversarial examples and tests it on another model. In this work, we specifically carry out the transferable adversarial attack [14] as black-box attack evaluation.

2.3. Adversarial Training

Different from Vanilla training, adversarial training uses adversarial samples instead of clean samples to train model. Generally, the optimization function of adversarial training can be represented as follows [16]:

$$\min_\theta \rho(\theta), \rho(\theta) = \mathbb{E}_{(x,y) \sim D} [\max_{\delta \in S} L(f_\theta(x+\delta), y)].$$  \hspace{1cm} (4)

In this paper, we call it adv:PGD method when \(\max_{\delta \in S} L(f_\theta(x+\delta), y)\) is solved by PGD-inf attack. Similarly, we call it adv:FGSM method when \(\max_{\delta \in S} L(f_\theta(x+\delta), y)\) is solved by FGSM attack. It is easy to see that adv:PGD takes much more training time than adv:FGSM since PGD-inf attack takes multiple iterations while FGSM attack take only one iteration.

3. Methodology

In this section, we first give a fully analysis to explain why adv:FGSM can not achieve the performance of adversarial robustness with adv:PGD. Based on the analysis, we further extend adv:FGSM in order to achieve comparable performance with adv:PGD.

3.1. Analysis of Performance Gap between adv:FGSM and adv:PGD

Considering the only difference between adv:FGSM and adv:PGD is that the adversarial examples are generated by FGSM attack or PGD-inf attack. Thus we first mainly explore the perturbation difference generated by FGSM and PGD-inf respectively. From the definitions of PGD-inf and FGSM attacks in Section 2, we know PGD-inf attack is a multi-step variant of FGSM attack and it is apparent that PGD-inf attack can generate more accurate perturbation compared with FGSM attack. Figure 2 shows the simplified schematic of PGD-inf and FGSM attacks. It indicates that the difference of perturbed directions generated by them will be enlarged with the increasing of the curvature along FGSM perturbed direction. We believe that a large difference in perturbed directions will lead to the radical difference in adversarial robustness performance achieved by adv:FGSM and adv:PGD because the perturbed training dataset depends on these perturbed directions. This conjecture is supported by the experiment in Figure 3a. Therefore, we propose that as long as the curvature along FGSM perturbed direction is kept to be small during training process, adv:FGSM can achieve comparable performance with adv:PGD for the following reasons:

- The perturbed directions generated by FGSM and PGD-inf attacks will be approaching to be identical with the curvature along FGSM perturbed direction approaching to zero (Figure 2). As soon as the perturbed directions are the same, the perturbed training set will also be the same since the size of perturbation has the same constraint, and consequently the performance of adversarial robustness between adv:FGSM and adv:PGD should be the same.

- During adv:FGSM training process, the perturbed-data accuracy under PGD-inf attack stops increasing until the curvature along FGSM perturbed direction surges suddenly (Figure 3a). This provides evidence that the curvature along FGSM has a significant influence on the adversarial robustness performance of adv:FGSM.

- The curvature along FGSM perturbed direction is also kept to be small during adv:PGD training process (Figure 3b). It indicates that to restrain the growth of the curvature value is reasonable.
3.2. Proposed Method

Based on the descriptions in Section 3.1, we propose to use a curvature regularization for restraining the growth of the curvature value and making FGS M perturbed direction close to PGD-inf perturbed direction. Formally, Let $L_\theta(x)$ be the cross-entropy loss; $g = sgn(\nabla_x L_\theta(x))$ be the FGS M perturbed direction at data point $x$; $\delta = \epsilon g$ be the perturbation generated by FGS M attack. As what we want to restrain is the gradient variation along FGS M perturbed direction, namely, the second directional derivative, here we want to emphasize that the curvature value corresponds to the second directional derivative instead of the exact definition of curvature. According to the definition of the directional derivative, the second derivative along FGS M perturbed direction can be represented as:

$$\nabla^2_{x\delta} L_\theta(x) = \lim_{h \to 0} \frac{\nabla_x L_\theta(x + hg) - \nabla_x L_\theta(x)}{h^2}. \quad (5)$$

Following the paper [18], by using a finite difference approximation, we have $\nabla^2_{x\delta} L_\theta(x) \approx \frac{\nabla_x L_\theta(x+hg) - \nabla_x L_\theta(x)}{h^2}$. The denominator can be omitted since it is a constant. Therefore, we give the curvature regularization term as follows:

$$R_\theta = \|\nabla_x L_\theta(x + hg) - \nabla_x L_\theta(x)\|_2, \quad (6)$$

where $h$ is set to $\epsilon$. The form of Eq. 6 is similar to CURE method [18] but a difference is that the perturbation size here is fixed and the perturbed direction is generated by FGSM attack. The adversarial training optimization goal is to minimize the following expression:

$$\min_\theta L_\theta(x + \epsilon g) + \lambda R_\theta, \quad (7)$$

where $R_\theta$ is the curvature regularization defined in Eq. 6. $\lambda$ is the hyperparameter to control the strength of penalizing the curvature along FGSM perturbed direction.

4. Experiments

4.1. Experiments Setup

Datasets and network architectures All experiments are run on MNIST and CIFAR-10 datasets. MNIST [13] consists of 28x28 gray-scale images for handwritten digits with 60K training images and 10K test images. CIFAR-10 [10] consists of 32x32 color images that contain 10 different classes with 50K training images and 10K test images.

For MNIST dataset, we use a simple convolutional neural network with four convolution and two dense layers as our model architecture. For CIFAR-10 dataset, the Residual Networks-18/34/50 [7] and Wide Residual Networks-22 × 1/5/10 × 0 × 10 [27] are used as our model architecture. For comparison, robust models trained by $adv.PGD$ and $adv.FGSM$ respectively are evaluated as well. Please refer to the supplementary material for detailed training process.

Adversarial attacks In order to have a comprehensive evaluation for model’s robustness, state-of-the-art white-box attacks are employed here. In specific, $PGD$-$inf$, $PGD$-$l2$, $FGSM$, $C&W$-$l2$ and Deepfool-$l2$ are used for white-box attack. By default, the hyperparameter $k$ is set to 20 for $PGD$-$inf/l2$ in this paper. The accuracy on perturbed test set is used as adversarial robustness indicator, but for $C&W$-$l2$ and Deepfool-$l2$ attacks, as they can find the adversarial examples that change the model’s prediction for all inputs, we use the distance of the perturbed example to the clean example as the adversarial robustness evaluation indicator, refer to [17], the average distances is defined as follows:

$$\rho_{adv} = \frac{1}{|D|} \sum_{x \in D} \frac{\|x_{adv} - x\|_2}{\|x\|_2}, \quad (8)$$

where $x_{adv}$ is the adversarial example generated by the attack algorithm, and $D$ is the test set. $C&W$-$l2$ and Deepfool-$l2$ attack are carried out by public attack tool: foolbox [22] and parameters are set by default for these two attacks. Beyond white-box attack, the transferable adversarial attack [14] is employed on CIFAR-10 dataset as block-box attack evaluation.
4.2. Training Efficiency

We evaluate the training efficiency of adv.FGSMR and compare it with adv.PGD. The training efficiency is evaluated from two aspects: (1) how much time does it take for training one epoch; and (2) how fast can the adversarial robustness be improved during training process. For the first aspect, as adv.PGD method uses PGD-inf attack to generate perturbed examples, it takes \( k \) (commonly \( k \) is set to 20) times of forward and backward process where \( k \) is the total iterations for PGD-inf attack. But for adv.FGSMR, it takes 1 time of forward and backward process to generate perturbed examples plus 2 times of forward and backward process for the curvature regularization. Therefore, from the analysis above, adv.FGSMR saves \( (k - 3) \) times of forward and backward process. Table 2 shows the training time of 50 epochs for adv.PGD (\( k = 20 \)) and adv.FGSMR respectively, which indicates that adv.FGSMR takes half time of what adv.PGD (\( k = 20 \)) takes. For the second aspect, we record the perturbed-data accuracy under PGD-inf attack on CIFAR-10 test set with first 50 training epochs for adv.PGD and adv.FGSMR with \( \epsilon = 8.0/255 \) respectively. We repeat the training process 10 times and report the mean and standard deviation. The results (Figure 4) show that the perturbed-data accuracy of adv.FGSMR can be converged as fast as adv.PGD. Therefore, we conclude that adv.FGSMR has higher training efficiency since it takes less time for training one epoch and has comparable convergence speed upon the perturbed-data accuracy compared with adv.PGD.

4.3. Performance under White-box Attack

**Performance on MNIST Dataset** We evaluate the performance of our proposed adv.FGSMR on MNIST dataset. For comparison, the performance of adv.PGD, adv.FGSM and CURE [18] are shown. Robust models with \( \epsilon = 0.1 \) and \( \epsilon = 0.2 \) are trained by adv.PGD, adv.FGSM and adv.FGSMR respectively. Various state-of-the-art attacks are used for evaluating adversarial robustness including FGSM, PGD-l2, PGD-inf, Deepfool-l2 and C&W-l2 attacks. The hyperparameter \( \epsilon \) is set to 0.2, 2, 0.1 for FGSM, PGD-l2 and PGD-inf attacks respectively.

From Table 3, We can see that our method achieves higher perturbed-data accuracy than adv.PGD under FGSM, PGD-l2 and PGD-inf attacks. For Deepfool-l2 attack, the average distance \( \rho_{adv} \) values of our method are slightly smaller than that of adv.PGD. For C&W-l2 attack, our
method achieves slightly larger distance on robust model with $\epsilon = 0.2$ while achieves slightly smaller distance on robust model with $\epsilon = 0.1$. It is also worthy to note that our method achieves state-of-the-art accuracy on clean test set. In general, our method achieves comparable adversarial robustness performance compared with adv.PGD.

For adv.FGSM, it achieves better performance on FGSM attack but performs worse on the other four attacks, which is consistent with the results reported in [12]. Considering the curvature regularization is similar to CURE method [18], we also show the performance of CURE method that is proposed to improve robustness by decreasing the curvature of loss function. The results (Table 3) show that the performance achieved by CURE is obviously worse than the performance achieved by adv.PGD and adv.FGSM under all attacks.

### Performance on CIFAR-10 Dataset

We show the adversarial robustness performance of the proposed adv.FGSMR on CIFAR-10 dataset. For comparison, the adversarial robustness performance of adv.PGD and Vanilla train are also evaluated. For adv.FGSMR, we train three robustness models with $\epsilon = 8.0/255, 9.0/255, 10.0/255$ respectively. The same as on MNIST dataset, FGSM, PGD-l2, PGD-inf, Deepfool-l2 and C&W-l2 attacks are chosen for testing the adversarial robustness performance. The hyperparameter $\epsilon$ is set to $8.0/255$ for FGSM and PGD-inf attacks, and $60.0/255$ for PGD-l2 attack.

The results (Table 4) show that our method achieves higher perturbed-data accuracy than adv.train-PGD under FGSM, PGD-inf and PGD-l2 attacks, and the average distance $\rho_{adv}$ values are larger than that of adv.PGD under Deepfool-l2 and C&W-l2 attacks. The large average distance $\rho_{adv}$ values indicate that our method indeed enlarges the distance of input $x$ to its nearest boundary. For adv.FGSM, it achieves much higher accuracy on FGSM perturbed examples than on clean examples, which is claimed as label leaking problem in [12]. The average distance $\rho_{adv}$ also shows that the model trained by adv.FGSM nearly does not enlarge the distance of input $x$ to the nearest decision boundary.

We also observe that with increasing perturbation size $\epsilon$ from $8.0/255$ to $10.0/255$, the clean accuracy decreases gradually and the perturbed-data accuracy under PGD-inf attack increases gradually, which is consistent with the claim [25] that there is a trade-off between clean accuracy and adversarial robustness. However, it is interesting that the perturbed-data accuracy under FGSM and PGD-l2 attacks does not show an increasing trend. We argue the perturbed-data accuracy might depend more on clean accuracy since the FGSM and PGD-l2 attacks are weaker than PGD-inf attack.

#### Effect of network capacity

In order to explore the relation between network capacity and adversarial robustness improved by adv.FGSMR ($\epsilon = 8.0/255$), we evaluate the adversarial robustness performance on ResNet-18/34/50 and Wide ResNet-22×1/5/10×0×10 for different depths and widths respectively. Madry [16] concludes by experiments that increasing capacity of model can increase the model’s adversarial robustness. In our results (Table 5), the perturbed-data accuracy achieved by adv.FGSMR shows the same increasing tendency both with the increasing of the model’s width or depth, which is consistent with the claim of [16]. Besides, the perturbed-data accuracy achieved by our method is all higher than the perturbed-data accuracy achieved by adv.PGD, which further provides evidences that the proposed method achieves better performance on CIFAR-10 dataset. We also calculate the average curvature for the six models where the average curvature is calculated using Eq. 6. The results (Table 5) show the curvature values are smaller than the curvature values of adv.PGD, which indicates the curvature value can be effectively restrained by our proposed regularization.

### 4.4. Performance under Black-box Attack

In this section, we evaluate our proposed method based on transferable adversarial attack [14]. Following the transferable adversarial attack, three no-defense models and two robust models are trained for source model and six models trained by Vanilla train, adv.FGSMR ($\epsilon = 8.0/255$) and adv.PGD ($\epsilon = 8.0/255$) methods respectively are taken as target model. The adversarial examples under PGD-inf attack with ($\epsilon = 8.0/255$) are generated from source model to attack target model. The results (Table 6) show that models trained by adv.FGSMR achieve slightly higher perturbed-data accuracy than models trained by adv.PGD under transferable adversarial examples gen-

| Time (minutes) | ResNet-18 (adv.PGD) | ResNet-34 (adv.PGD) | ResNet-18 (Ours) | ResNet-34 (Ours) |
|---------------|---------------------|---------------------|------------------|------------------|
| Training time(50 Epoch) | 214 | 375 | 106 | 187 |

Table 2: Comparison of time spent on training 50 epochs with adv.PGD and adv.FGSMR respectively. This experiment is based on CIFAR-10 dataset.
In this paper, we first analyze the difference in FGSM and PGD-inf attacks and conclude that decreasing the curvature along FGSM perturbed direction can increase the similarity between the perturbed directions generated by PGD-inf and FGSM attacks. Therefore, we use an extra curvature regularization to restrain the growth of the curvature in order to make FGSM perturbed direction close to PGD-inf perturbed direction. In our expectation, adv.FGSMR can achieve the performance of adv.PGD, however, in our experiments, the model trained by adv.FGSMR achieves better adversarial robustness than the model trained by adv.PGD on CIFAR-10 dataset. In order to provide the possible explanations for this behavior, we analyze the differences between adv.FGSMR and adv.PGD.

Firstly, adv.FGSMR uses an extra regularization to control the curvature value while adv.PGD does not. We observe from Table 6 that the curvature value under adv.FGSMR is slightly smaller than the curvature value under adv.PGD. We think that the smaller curvature might account for the better performance of adv.FGSMR because it has been reported in [18] that decreasing the curvature can improve the upper bound of the distance of input $x$ to its nearest decision boundary, namely the adversarial robustness. We also observe that the adversarial robustness improved by only decreasing the curvature of loss function does not achieve the performance of adv.PGD [18], which indicates that methods based on adversarial training might be better in improving the lower bound of the adversarial robustness.

### 5. Discussion

In this paper, we first analyze the difference in FGSM and PGD-inf attacks and conclude that decreasing the curvature along FGSM perturbed direction can increase the similarity between the perturbed directions generated by PGD-inf and FGSM attacks. Therefore, we use an extra curvature regularization to restrain the growth of the curvature in order to make FGSM perturbed direction close to PGD-inf perturbed direction. In our expectation, adv.FGSMR can achieve the performance of adv.PGD, however, in our experiments, the model trained by adv.FGSMR achieves better adversarial robustness than the model trained by adv.PGD on CIFAR-10 dataset. In order to provide the possible explanations for this behavior, we analyze the differences between adv.FGSMR and adv.PGD.

Firstly, adv.FGSMR uses an extra regularization to control the curvature value while adv.PGD does not. We observe from Table 6 that the curvature value under adv.FGSMR is slightly smaller than the curvature value under adv.PGD. We think that the smaller curvature might account for the better performance of adv.FGSMR because it has been reported in [18] that decreasing the curvature can improve the upper bound of the distance of input $x$ to its nearest decision boundary, namely the adversarial robustness. We also observe that the adversarial robustness improved by only decreasing the curvature of loss function does not achieve the performance of adv.PGD [18], which indicates that methods based on adversarial training might be better in improving the lower bound of the adversarial robustness.
Table 5: Effect of network depth and width. The perturbed-data accuracy under PGD-inf and FGSM attacks are shown for robust models with different capacity. For network depth, ResNet-18/34/50 with increasing depth are reported. For network width, Wide ResNet-22×1/5/10×0×10 with increasing width are reported. As comparing, Robust models achieved by adv.PGD are tested too. Capacity denotes the number of trainable parameters in the model.

| Models          | Capacity (Million) | PGD-inf | FGSM | Average Curvature | PGD-inf | FGSM | Average Curvature |
|-----------------|--------------------|---------|------|-------------------|---------|------|-------------------|
| ResNet-18       | 11                 | 0.444   | 0.506| 0.487             | 0.458   | 0.51  | 0.324             |
| ResNet-34       | 21                 | 0.469   | 0.511| 0.442             | 0.475   | 0.525| 0.309             |
| ResNet-50       | 23                 | 0.448   | 0.512| 0.565             | 0.479   | 0.528| 0.338             |
| WResNet-22x1    | 0.27               | 0.383   | 0.407| 0.282             | 0.408   | 0.438| 0.245             |
| WResNet-22x5    | 6                  | 0.438   | 0.495| 0.502             | 0.462   | 0.495| 0.262             |
| WResNet-22x10   | 26                 | 0.440   | 0.498| 0.504             | 0.477   | 0.515| 0.319             |

Table 6: Against black-box attack. This table shows the perturbed-data accuracy under transferable adversarial attack. The rows denotes the three vanilla trained models and two robust models which are used for generating transferable adversarial examples on CIFAR-10 test set. The columns denotes models trained by Vanilla train, adv.FGSMR and adv.PGD respectively that are used for testing.

| Source model          | Target model | Vanilla train | adv.PGD | adv.FGSMR |
|-----------------------|--------------|---------------|---------|-----------|
|                       |              | ResNet-18     | ResNet-34 | ResNet-18 | ResNet-34 | ResNet-18 | ResNet-34 |
| Vanilla train(ResNet-18) | 0.00     | 0.040 | 0.736 | 0.759 | 0.771 | 0.764 |
| Vanilla train(ResNet-34) | 0.070    | 0.016 | 0.735 | 0.758 | 0.772 | 0.764 |
| Vanilla train(ResNet-50) | 0.071    | 0.084 | 0.747 | 0.760 | 0.774 | 0.766 |
| adv.PGD(ResNet-18)     | 0.792    | 0.787 | 0.444 | 0.584 | 0.606 | 0.614 |
| adv.PGD(ResNet-34)     | 0.738    | 0.741 | 0.554 | 0.469 | 0.577 | 0.582 |

6. Conclusion

In this paper, we bridge the performance gap between adv.FGSM and adv.PGD methods by adding a curvature regularization. Firstly, we explore the reasons why adv.FGSM can not achieve comparable performance with the adv.PGD. We show that the difference of perturbed directions generated by PGD-inf and FGSM attacks respectively will increase with the increasing of the curvature along FGSM perturbed direction. The large difference in perturbed directions finally leads to a large difference in performance on adversarial robustness. Based on this analysis, we propose that adding a curvature regularization to restrain the growth of curvature along FGSM perturbed direction when training model with adv.FGSM. We evaluate the proposed adv.FGSMR in terms of training efficiency and adversarial robustness. Experiments show that adv.FGSMR achieves comparable convergence speed on perturbed-data accuracy during training process but only takes half time for training one epoch compared with adv.PGD (k = 20). Experiments also show that, under white-box attack, the adv.FGSMR achieves comparable performance on MNIST dataset and achieves better performance on CIFAR-10 dataset than adv.PGD, under black-box attack, the adv.FGSMR can defend the transferable adversarial attack as effective as adv.PGD.
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