A Novel Machine Learning Approach to Disentangle Multitemperature Regions in Galaxy Clusters
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Abstract

The hot intracluster medium (ICM) surrounding the heart of galaxy clusters is a complex medium that comprises various emitting components. Although previous studies of nearby galaxy clusters, such as the Perseus, the Coma, or the Virgo cluster, have demonstrated the need for multiple thermal components when spectroscopically fitting the ICM’s X-ray emission, no systematic methodology for calculating the number of underlying components currently exists. In turn, underestimating or overestimating the number of components can cause systematic errors in the emission parameter estimations. In this paper, we present a novel approach to determining the number of components using an amalgam of machine learning techniques. Synthetic spectra containing a various number of underlying thermal components were created using well-established tools available from the Chandra X-ray Observatory. The dimensions of the training set was initially reduced using principal component analysis and then categorized based on the number of underlying components using a random forest classifier. Our trained and tested algorithm was subsequently applied to Chandra X-ray observations of the Perseus cluster. Our results demonstrate that machine learning techniques can efficiently and reliably estimate the number of underlying thermal components in the spectra of galaxy clusters, regardless of the thermal model (MEKAL versus APEC). We also confirm that the core of the Perseus cluster contains a mix of differing underlying thermal components. We emphasize that although this methodology was trained and applied on Chandra X-ray observations, it is readily portable to other current (e.g., XMM-Newton, eROSITA) and upcoming (e.g., Athena, Lynx, XRISM) X-ray telescopes. The code is publicly available at https://github.com/XtraAstronomy/Pumpkin.

Unified Astronomy Thesaurus concepts: Principal component analysis (1944); Random Forests (1935); Classification (1907); X-ray astronomy (1810); Galaxy clusters (584)

1. Introduction

Galaxy clusters are massive structures that contain hundreds to thousands of galaxies. These environments accommodate extremely large reservoirs of hot gas (~10^7 – 10^8 K) that constitute the intracluster medium (ICM; e.g., Sarazin 1986; Mushotzky 1998). Due to its elevated temperature, the ICM is a highly ionized plasma that emits primarily in the X-ray regime through the process of thermal bremsstrahlung (e.g., Markevitch & Vikhlinin 1997; Ettori & Fabian 1998; Sarazin et al. 1999; Markevitch et al. 1998). While bremsstrahlung—along with bound–free atomic transitions and the collisional excitation of hydrogen—accounts for the continuum emission, several other mechanisms contribute to the total spectra. Many prominent emission lines, such as the Fe Kα, silicon, and sulfur lines, are created through recombination and excitation mechanisms (e.g., see a review by Peterson & Fabian 2006). Together, the continuum and discrete line emissions create a spectrum rich in information that can be studied to better understand the properties of hot astrophysical plasmas.

The first X-ray observations of the ICM were taken 50 years ago of the Virgo, Perseus, and Coma clusters (Bradt et al. 1967; Gursky et al. 1971; Gursky 1973). Over the following 30 years, the study of extragalactic X-ray spectra was developed through the use of orbital X-ray satellites such as Uhuru (e.g., Sarazin 1986), the Einstein Observatory (e.g., Forman et al. 1978), EXOSAT (e.g., Giacconi et al. 1979), and RXTE (e.g., Bradt et al. 1993). Since the X-rays probe the hot plasma and are emitted primarily through thermal mechanisms, X-ray spectral analysis allows us to investigate the thermodynamic parameters of the ICM. Following the launch of the Chandra X-ray Observatory and XMM-Newton, our ability to map out thermodynamic properties improved dramatically due to the increased angular, spectral resolution and effective area (e.g., Schindler 1999; Wilman & Fabian 1999; Markevitch et al. 2000; Mazzotta et al. 2001; Forman et al. 2002a, 2002b; Vikhlinin et al. 2002). Recent surveys using these telescopes have revealed evolution in the temperature and pressure structure of galaxy clusters that hint at a change in the galactic environment over cosmological times while revealing a lack of evolution in the metallicity (e.g., Vikhlinin et al. 2002; Cavagnolo et al. 2008; McDonald et al. 2014; Bocquet et al. 2015). In addition to learning more about the cluster environment and its evolution, understanding the plasma’s thermodynamic properties allows us to put stronger constraints on cosmology such as the galactic velocity dispersion—cluster X-ray mass, X-ray Luminosity—X-ray mass, and σ_s–Ω_m (e.g., Allen et al. 2003; Allen et al. 2007; Rosati 1997; Homer et al. 1999; Tozzi & Norman 2001; Bocquet et al. 2015).

In order to access the parameters from the spectra (e.g., temperature, metallicity, pressure), researchers rely on fitting different thermal models that are dependent on the plasma’s thermodynamics (e.g., David et al. 1990; Markevitch & Vikhlinin 1997; Markevitch et al. 1999). While several models have been developed to represent the X-ray emission of galaxy clusters, there
are two predominant models in the literature: APEC (Smith et al. 2001) and MEKAL (Kaastra & Mewe 1993). The models primarily differ in their background database of atomic line transitions that is used during the fitting procedure. Despite their differences, it is agreed that both work well and yield similar goodness-of-fit values (e.g., Brickhouse et al. 2000; Fabian et al. 2006; Sanders et al. 2010). Additionally, recent observations have shown that different regions in a cluster may contain multiple components at different temperatures thus necessitating the use of several thermal models in the fitting procedure (e.g., Bourle 2000; Tamura et al. 2001; de Plaa et al. 2004; Kaastra et al. 2004; Rasia et al. 2008; Alovizari & Reiprich 2019).

However, no systematic technique exists to determine the number of underlying thermal components in a given emission region. The current methodology requires users to fit multiple thermal components and accept that with the best reduced fit (e.g., Churazov et al. 2003; Fabian et al. 2006; Sanders & Fabian 2007; Fabian et al. 2011; Zhuravleva et al. 2014). While the generally accepted method—fitting more components until the fit goodness estimator is significantly reduced—likely results in good estimates, the initial authors of the APEC model warn against using too many or too few components as doing so will skew the metallicity results; this is largely because the lower-temperature components will dominate the metallicity measurement since they are more line driven than the hotter components (Raymond & Smith 1977; Smith et al. 2001). Additionally, obtaining an incorrect temperature estimate due to an incorrect number of assumed underlying components leads to systematic errors in all subsequently calculated values such as the cooling time and pressure. Moreover, determining the appropriate number of underlying thermal components necessary to model the multiphase gas allows us to probe the underlying physics accurately (e.g., Kaastra et al. 2004; Sanders & Fabian 2007).

In this paper, we present a novel method for categorizing X-ray ICM emission through the use of two machine learning techniques: principal component analysis (PCA) and random forest classification. Using these techniques, we demonstrate they can be applied to emission spectra in order to classify the number of underlying thermal components. In Section 2, we describe the PCA method and the creation of synthetic X-ray emission spectra. The primary results of this method are reported in Section 3 in which we thoroughly test the algorithm on the synthetic spectra. A discussion of potential limitations of the algorithm are explored in Section 4. In Section 5, the methodology is applied to Chandra X-ray observations of the Perseus cluster. We discuss the implications of this methodology to the larger X-ray galaxy cluster community in Section 6. We also include a short discourse on the tutorials and software packages created so that others can adapt our techniques for their own needs in Section 7. Throughout this paper, we adopt a standard Λ CDM cosmology defined by $h_0 = 67$ km s$^{-1}$Mpc$^{-1}$ and $\Omega_M = 0.3$. We have made the code public at https://github.com/XtraAstronomy/Pumpkin.

2. Methodology and Data Reduction

2.1. Principal Component Analysis

PCA is a popular statistical data reduction technique that breaks down complicated relations among variables into their primary components (e.g., Wold et al. 1987; Bro & Smilde 2014; Shlens 2014; Jolliffe & Cadama 2016; Lever et al. 2017). More precisely, PCA is a rotation of the data to a new, orthonormal basis in which the first coordinate contains a projection of the data that maximizes the variance (the first principal component), the second contains the second greatest variance (the second principal component), and so on. This technique is akin to calculating the eigenvalues/states that are ubiquitous in other multivariate statistical techniques such as singular value decomposition (SVD) or canonical correlation analysis (CCA). PCA has been used extensively in the scientific literature to create lower-dimensional representations of data by projecting the initial data into a subset of the PCA components. These components account for the majority of the variance of the data and retain the structures of interest. It is a linear transformation that is often used as a preprocessing to facilitate data classification or analysis:

$$x_i = \mu + \sum_{j=1}^{N} a_{ij} y_j.$$  \hspace{1cm} (1)

Equation (1) governs the principal component analysis (see Appendix A for the mathematical details). Since our work focuses on emission spectra, we describe the variables in terms of spectra. $x_i$ represents a given spectrum, $\mu$ represents the data set’s mean spectrum, while each $a_{ij} y_j$ represents the eigenvalue and eigenvector (eigen-spectrum) of the decomposition (Yip et al. 2004). Most relevant to our work, several authors have applied PCA to both stellar and galactic spectra (e.g., Ronen et al. 1999; McGurk et al. 2010; Pace et al. 2019). These works have demonstrated the success of machine learning techniques in extracting emission parameters from spectra. Here, our goal is to do the same for X-ray spectra of galaxy clusters.

2.2. Decision Tree and Random Forest Classifier

In addition to PCA, we use the random forest classifier that builds upon the more fundamental decision tree model. These form a class of machine learning methods that are especially well suited to classification tasks. In classification problems, data are fed into an algorithm to produce an output of interest (the class the input data belongs to). The parameters of this algorithm are learned through a process called “training,” where the data for which the correct class is known are shown to the algorithm. During training, the values of these parameters are found by minimizing a distance, or “cost function,” between the output and the correct class.

We now discuss the training process in the specific case of the decision tree algorithm. Starting with the root data set, the algorithm must first decide how to split the root node into subnodes. Generally, we employ a greedy algorithm that recursively calculates the cost of a split associated with each attribute in the data set (e.g., Quinlan 1986; Tan et al. 2005; Barros et al. 2012). The algorithm then determines the split by taking the attribute split that best minimizes the cost function. There are several cost functions available; however, they all have the same goal to create homogeneous branches (branches that have similar features). We use the Gini cost function that reduces the standard deviation within a proposed subnode (Breiman et al. 1984). Left unchecked, this process will create unwieldy trees that overfit the data. In order to inhibit this behavior, we either set a minimum number of inputs to be placed in each leaf and/or define a maximum recursion depth. Additionally, we can prune the tree and discard nodes that have
minimal importance (e.g., Mingers 1989; Song & Lu 2015). Although decision trees are easy to implement and useful in classification problems, they can suffer due to issues in the tree’s variance or bias. One way to mitigate these effects is to build a random forest classifier.

Building upon the decision tree algorithm, a random forest classifier takes many individual decision trees and treats them as an ensemble. The guiding principal of the random forest classification is to create a large number of individual uncorrelated trees in order to make predictions. Classically, either a bagging—bootstrap aggregation—and/or a feature randomness algorithm are used to ensure the trees are relatively uncorrelated (e.g., Breiman 1996; Breiman 2001). For a detailed discussion of decision trees and random forest classifiers, we direct the reader to Biau (2012), Denil et al. (2014), and Fawagreh et al. (2014).

In order to properly analyze the spectra of galaxy clusters and determine the underlying physical conditions of the hot gas, it is important to calculate how many temperature components are present in a given spectrum. This problem naturally translates into a polymodal classification problem that has been explored in the scientific community using machine learning algorithms. Typical classification algorithms include support vector machines, neural networks, and the decision tree algorithm—by extension random forest algorithms—among others. Random forest classifiers have been used successfully in recent astronomy papers (e.g., Beitia-Antero et al. 2018; Zhang et al. 2019; Uzeirbegovic et al. 2020). Therefore, we opted to utilize the standard random forest algorithm implemented in SKLEARN.

Although the random forest algorithm is designed to handle a single input, we must adapt it since we will often have multiple spectra of the same region. This occurs when exposures are taken at different epochs—a technique commonly employed in observational astronomy. In order to apply a random forest classifier to several spectra at once, we apply the classifier to each spectrum individually. We then leverage the definition of the classifier and sum the probabilities over the ensemble. The final classification is the class with the highest summed probability. Since each spectrum’s classifier is independent, there is no notion of “simultaneous” adjustment. The author’s note that having a simultaneous random forest classifier (also known as a joint random forest classifier) could be preferable; the technique is currently under development (e.g., Petralia et al. 2016).

2.3. Synthetic Chandra Spectra

Since our ultimate goal is to devise a systematic method to determine the number of underlying temperature components in a given X-ray spectrum, we must train our algorithm with emission spectra that contain multiple temperature components. Since this value is unknown for real observations, we construct a well-rounded set of synthetic spectra with differing emission parameters. Moreover, we choose to create synthetic Chandra X-ray Observatory spectra because of the telescopes unparalleled spatial resolution that will allow us to probe smaller regions in which the number of temperature components may change. Additionally, Chandra’s spectral resolution provides an adequate number of emission features to train the algorithm. Although Chandra was chosen for this study, our application can be ported to other missions such as XMM-Newton and eventually Athena. Finally, several observations of nearby galaxy clusters with a complex temperature structure, such as M87, Perseus, and Coma, have been completed by Chandra.

Synthetic spectra were created using SHERPA’s FAKE_PHA tool. The tool requires the use of a chosen response matrix file (rmf) and ancillary response file (arf). The Chandra detectors have been steadily degrading each year, which has lead to a consistent change in the response matrix. Since the observations used later in this article (see Section 5) were taken during cycle 03, we use an rmf and arf file from the same epoch. Following a discussion with the Chandra X-ray Observatory Helpdesk (2020, private communications), we adopt the response matrices from one of the observations of the Perseus cluster explored in later sections: ObsID 3209. The rmf and arf files were created using the specextract tool. The region over which we calculated the response matrix is defined in Section 5. We note that, for the present moment, in order to extend this work to other epochs, the synthetic spectra must be reconstructed and thus the algorithms must be retrained. In a future paper, we will explore the variations of response matrices further.

We constructed temperature emission profiles with various numbers of underlying thermal components using an absorbed thermal-emission model taken from the XSPEC package: PHABS+APEC, PHABS*(APEC1+APEC2), PHABS*(APEC1+APEC2+APEC3), and PHABS*(APEC1+APEC2+APEC3+APEC4) where PHABS absorption represents galactic absorption. We use APEC v3.0.9 in order to model the thermal emission. We chose not to include more than four thermal components since most of the literature does not include more (e.g., Fabian et al. 2006; Sanders & Fabian 2007). We created 25,000 spectra for each number of underlying thermal components; thus, we have a total of 100,000 spectra. In order to avoid any potential bias in the ordering of the spectra, we randomly selected with replacement 100,000 spectra from our sample, meaning we potentially select the same spectrum more than once; this commonly used method is known as bootstrapping. Allowing 90% of our synthetic spectra to be placed in the training set, we used the remaining 10% for the test set. This division of data is standard in machine learning applications (e.g., Breiman 2001). We run a random grid cross-validation (RGCV) search on the training set to tune the random forest hyperparameters. At test time, the hyperparameters are static and set to the optimal results from the RGCV search.

The algorithm outline is as follows:

1. Construct synthetic spectra for single-, double-, triple-, and quadruple-temperature models.
2. Create covariance/projection matrices from PCA analysis on the training set.
3. Train the random forest algorithm using the principal components of our synthetic data to classify spectra by their number of underlying thermal components.
4. Project the test set into the principal component basis and verify the viability of the trained algorithm on the projected test set.

In order to verify that our algorithm works with real observations, we use Chandra observations of the Perseus cluster. Perseus was chosen since it is a massive, nearby cool-core galaxy cluster for which there exists vast literature on the X-ray emission (e.g., Fabian et al. 2003; Fabian et al. 2006; Sanders & Fabian 2007; Fabian et al. 2011). Although we chose the Perseus cluster, our methodology could be readily
tested on other nearby galaxy clusters such as Coma or Virgo. With a test cluster defined, we select emission parameters that coincide with the Perseus cluster. Unless otherwise noted, we adopted a column density $n_H = 0.14 \times 10^{22} \text{cm}^{-2}$ (Kalberla et al. 2005) and a redshift equal to 0.018, chosen to coincide with the Perseus cluster (e.g., Gudehus 1991; Hudson et al. 1997; Hicken et al. 2009). In order to demonstrate the feasibility of the algorithm for any nearby galaxy cluster, we also tested lower redshift values: 0.01 and 0.005. Equivalently, the chosen column density closely corresponds to that in the direction of the Perseus cluster (Kalberla et al. 2005). The temperature values were randomly sampled between 0.1 and 4.0 keV since the majority of nearby galaxy cluster thermal emission is within this range; the range contains both soft and hard emission lines that are critical in fitting procedures, and is well within the observing band of Chandra (e.g., Mushotzky 1984; Henriksen & Mushotzky 1985; Mohr et al. 1999; O’Dell et al. 2000; Fabian et al. 2003; Loewenstein 2003; Peterson & Fabian 2006; Böhringer & Werner 2010). No minimum temperature separation between components was imposed. The ramifications of this are explored in section Section 4.2. We also varied the metallicity between 0.2 and 1.0 $Z_\odot$—a standard range adopted for ICM (e.g., Allen & Fabian 1998; Mushotzky 1998; Peterson & Fabian 2006). We choose a target signal-to-noise value equal to 150 or approximately 22,000 counts. This value coincides with that used in studies of the Perseus cluster (e.g., Fabian et al. 2003; Fabian et al. 2006; Sanders & Fabian 2007). In order to demonstrate the robustness of the algorithm to lower signal-to-noise values, we also tested its performance on data with a signal-to-noise value of 50 (2500 counts) in Section 4.1.3.

2.4. Chandra Observations of the Perseus Cluster

The Perseus cluster has been observed for over 1.4 Ms with the Chandra X-ray Observatory. Although the majority of the observations focus on the cluster’s core (which is believed to contain multitemperature regions according to, for example, Sanders et al. 2010), we select ObsID 3209 (81.4 ks) and ObsID 4289 (90.4 ks). These two observations were selected for several reasons: they were taken at approximately the same time and each contain a significant number of counts. In both observations the front-illuminated ACIS-S2, ACIS-I1, and ACIS-I3 chips were activated. Starting with the level I event file provided by the Chandra X-ray Observatory (CXO) team, we followed a standard cleaning and reduction technique using CIAO V4.12, CALDB V4.9.0, and PYTHON V3.5.1. We first removed point sources detected by VTPDETECT from a background CCD (ACIS-I1) and then applied the LC_SIGMA_CLIP script with a 2σ threshold to removed time intervals exhibiting background flares. We proceeded to apply time-dependent and charge-transfer gain corrections, destreak, and process the data using the CHANDRA_REPRO tool with VFAINT=TRUE. An exposure-corrected, background-subtracted, merged image between 0.5 and 7.0 keV was created using the merge_obs tool. Spectroscopic fits using SHERPA V4.12.0 and XSPEC V12.10.1 are described in Section 5.

3. Results on the Synthetic Spectra

Before applying our methodology to real data, we tested it against synthetic data. These results lay the foundation of our future results.

![Figure 1](image)

**Figure 1.** The principal component analysis (PCA) effectively reduces a higher-dimensional problem into a linear combination of eigenvectors (eigenspectra) and a mean emission profile—see Equation (1). In this image, we visualize the mean emission spectra, as determined by the PCA, and the first five eigenspectra.

3.1. Principal Component Analysis

We apply the SKLEARN implementation of the PCA method as described in Section 2.1 to the 36,000 synthetic spectra that comprise our training set. Figure 1 shows the mean spectra and the eigenspectra of our training set. The eigenspectra are the principal components projected onto the original domain (they are the $\psi_j$ in Equation (1)). We note that the primary variations in all components are visible in the soft X-ray regime (0.5–2.0 keV). This trend is expected since we are primarily modeling the diffuse hot gas that emits mainly in this regime. The first two eigenspectra can be interpreted physically as follows. The first eigenspectra, component 1 in Figure 1, captures the difference in the ultrasoft (0.5–1.0 keV) and soft (1.0–2.0 keV) diffuse emission. The second eigenspectra, component 2 in Figure 1, captures the Fe-L/Ne and Mg emission lines. The remaining principal components do not have a clear physical interpretation. This is often an issue in principal component analysis (e.g., Jolliffe & Cadima 2016).

In order to determine how many principal components we need to include, we study the overall variance retained versus the number of principal components. We find that, in order to capture 99% of the variance in our synthetic data, 25 principal components are required. After 25 principal components, the variance plateaus. Hence, we adopt 25 as the optimal number of principal components.

Figure 2 visualizes the projection of our training set (36,000 spectra) onto the principal component basis (the $a_{ij}$ values in Equation (1)). The principal component vectors represent the eigenspectra that can be added linearly to reconstruct 99% of the variance in a given spectrum. We will use these components as the inputs for our random forest classifier since they capture the variance in the spectra in a lower-dimensional set compared to the unaltered spectra. The random forest classifier will be used to determine the number of underlying temperature components in a spectra given its principal components.

Although the data do not segregate themselves into different regions in each component, we can see that certain trends exist
for the different temperature bins that allow for easier classification in later stages of our methodology. For example, in Figure 2(a), spectra with four components follow a tight negative trend until component 1 is approximately 3 and then abruptly changes to a positive trend. Thus, if the first and second principal components of a spectrum do not lie on this trend, the spectra will not be classified as having four underlying thermal components.

3.2. Random Forest Classification

Once the projection matrix is calculated from the spectra in the training set, we apply it to obtain the 25 first principal components of every spectrum in the training set, and use those to train our random forest classifier.

After the training of our decision tree, we will be able to apply it to other spectra by using our precalculated projection matrix to reproject the new spectrum into the principal component basis and applying the pretrained random forest classification algorithm. We define training to be successful if we can achieve higher than 50% accuracy in our test set. We use confusion matrices to validate the results; confusion matrices are frequently used in the machine learning community to visualize the accuracy of the predictions against a validation set (Kohavi & Provost 1998). An optimal algorithm will have all the values along the diagonal—this indicates that the algorithm’s predictions match the ground truth values that are in our case the number of underlying spectral components.

Figure 3 demonstrates the efficacy of this model for estimating the number of thermal components in synthetic X-ray spectra since the matrix is mainly diagonal. A diagonal covariance matrix indicates that the method is properly categorizing the number of underlying thermal components. For example, the algorithm correctly predicts that a spectrum has three underlying components 95% of the time. The third row also indicates that the algorithm incorrectly predicts the three-component spectrum as having one component 4.6%, two components 0.1%, and four components 0.7% of the time. The figure also notes the weak points in the algorithm: primarily distinguishing between two and four thermal components. We repeated the same machine learning algorithm neglecting the PCA step (i.e., running our random forest directly on the spectra). A comparison of Figure 3 (PCA) and Figure 4 (no PCA) reveals the power of using principal component analysis to extract the crucial spectral features.

4. Discussion

4.1. Limitations

As with the development of any new method, it is important to understand its limitations. The following section explores many ways in which we attempted to “break” our algorithm and the resulting conclusions.

4.1.1. Application to More Components

In order to determine how the methodology handles regions with more than four underlying thermal components, we created 100 synthetic spectra with five thermal components: PHABS*(APEC1+APEC2+APEC3+APEC4+APEC5). We then applied our methodology to this set. As readily seen in Figure 5, the algorithm heavily favors a four-component model.

This indicates that the algorithm is able to accurately realize that there are at least four thermal components. As such, we recommend using a classification such as four component as a lower limit for the number of underlying thermal components. While beyond the scope of this paper, it would be worthwhile to explore an algorithm extending up to higher numbers of components. We strongly suggest users do not use the random forest trained as such to classify more than four components since the extrapolation abilities of such methods are limited.

Figure 2. Principal component analysis (PCA) comparison plots for 1000 randomly selected training spectra. The number of underlying thermal components are color-coded in the following fashion: single, double, triple, quadruple. (a) Component 1 vs. 2. (b) Component 1 vs. 3. (c) Component 1 vs. 4. (d) Component 2 vs. 3. (e) Component 2 vs. 4. (f) Component 3 vs. 4.
4.1.2. Model Dependence: APEC versus MEKAL

As noted, we created our synthetic spectra using the APEC model. However, the observational X-ray astronomy community still debates the advantages of the APEC model over its predecessor, the MEKAL model. In order to demonstrate that our methodology is thermal-model agnostic, we asked two questions: does the algorithm work as well for synthetic spectra built from the MEKAL model, and can the algorithm accurately classify MEKAL spectra if trained on an APEC model and vice versa? We once again created 10,000 synthetic spectra for single-, double-, triple-, and quadruple-temperature components (totaling 40,000 spectra), but this time using the MEKAL model: PHABS*MEKAL. We use the MEKAL model realization in the CIAO package. We then trained and tested our algorithm in an identical manner. Figure 6 demonstrates that the random forest performs equally well for the MEKAL model as for the APEC model. Additionally, we tested if an algorithm trained on data created using the APEC model could accurately categorize data created using the MEKAL model and vice versa. Unfortunately, under these conditions, our algorithm does slightly better than random choice. Thus, it is important that, for real observations, the APEC-trained and MEKAL-trained models return the same predictions since it is still debated whether the APEC or MEKAL model is more appropriate.

4.1.3. Signal-to-noise Constraints

Our initial set of synthetic spectra were created assuming a signal-to-noise ratio of 150. Here, we explore the dependence of our algorithm predictive powers on the signal to noise of the test spectra. Using our pretrained algorithm, we predicted the number of thermal-emission components in synthetic spectra with a signal-to-noise ratio of 50. A signal-to-noise value of 50 was chosen since it is a commonly chosen value in the literature because it ensures that the spectra will have enough data to constrain the thermodynamic parameters (e.g., Diehl & Statler 2006; Datta et al. 2014; Schenck et al. 2014). We can see from Figure 7 that the algorithm continues to perform well on lower signal-to-noise data than its initial training set. This is important because it allows us to use this technique on exposures that are shallower than that of the Perseus cluster.
As an example, if we have a spectra with two underlying components, we allow the strength of the first thermal component to be 30% and the strength of the second component to be 70%.

4.2. Minimal Separation between Thermal Components

As mentioned in Section 2.3, we imposed no minimum separation of the temperature of each component in spectra with multiple underlying thermal components. In order to assess whether or not this negatively affected our classifications, we studied the spectra that were misclassified by the random forest. If the lack of a minimum separation was responsible for the misclassifications, we would expect the mean separation in temperatures of the different components in the misclassified spectra to be small. When calculated, we find the mean temperature separation between components to be approximately 1.3 keV (with a variance of approximately 0.3 keV), which is consistent given the uniform distribution over the chosen range of temperatures (0.1–4.0 keV) used to construct the spectra. We conclude that misclassifications are not due to components having near-identical temperatures in the training set; therefore, the accuracy of the method would not benefit from imposing a minimum separation between thermal components. The well-classified data have approximately the same mean separation and mean variance in the separation. Moreover, the goal of this work is not to distinguish between minimally separated thermal components, but rather to determine the number of primary thermal components necessary to describe the emission.

4.3. Necessity and Meaning of Multiple Components

As outlined in Section 1, it is critical that the appropriate number of underlying thermal components is chosen so that the physics of the system can be understood. Although the X-ray spectra are undoubtedly a result of a continuum of thermal-emission components, there exist peaks in this distribution (e.g., Kaastra et al. 2004). When we apply procedures to search for multiphase gas, we are indeed searching for the temperature peaks in the distribution. In addition to the need to categorize the gas correctly in order to accurately describe the plasma’s physics, underestimating the number of underlying thermal components has implications for the efficacy of fits. In order to quantify these implications, we consider a plasma with two underlying components. We generate a mock Chandra spectrum assuming a signal-to-noise ratio of 150 that comprises two APEC models at redshift $z = 0$ with $Z_{\text{tur}} = 0.3M_\odot$ with temperatures set to 4 keV and 8 keV. We bin the data at 50 counts per bin. We attempt to fit a single APEC model to the mock spectra. The model finds a best-fit temperature of 5.3 keV. However, the fit statistic ($\chi^2 = 2.3$) and $q$-value ($q \sim 10^{-42}$) indicate that the fit is unacceptable. Thus, we are confident that a single thermal component does not adequately describe a spectrum with two underlying thermal components.

5. Perseus Cluster Observations

In Figure 8, we show the Chandra X-ray observations of the Perseus cluster used to test our machine learning approach. Our goal is to apply our techniques outlined in Section 2 and determine the number of thermal-emission components in a given region of the Perseus cluster. To do this, we first applied the weighted voronoi tessellation (WVT) algorithm to the reduced X-ray data described in Section 2.4. The bin map resulting from the WVT algorithm is routinely used to study the structure of ICM X-ray emission (e.g., Cappellari & Copin 2003; Diehl & Statler 2006). The WVT algorithm works by binning the merged image into self-similar signal-to-noise regions initially using a simple bin accretion algorithm. These regions are used as an initial guess for the true WVT algorithm that minimizes a scale length, defined a priori, so that the pixels are grouped into final, optimized bins. Thus, the final product is an image of binned pixels that indicate the underlying signal-to-noise structure. Setting the target signal-to-noise ratio of 150 (22,000 counts) results in 916 binned regions for the cluster core (see the magenta box in Figure 8).

Having completed the binning map, we proceeded to create a corresponding spectrum for each region using the CIAO tool SPECEXTRACT for each ObsID; additionally, we use a background region created from a blanksky file created with the BLANKSKY script.

Using the spectral files for each region, we applied our methodology as follows. We first employed our principal component analysis decomposition on each combined

---

5. As an example, if we have a spectra with two underlying components, we allow the strength of the first thermal component to be 30% and the strength of the second component to be 70%.

5. Our implementation of this technique can be found at https://github.com/crhea93/AstronomyTools under the WeightedVoronoiTessellations directory that contains further documentation and testing.
spectrum in order to project the spectrum to the PCA space. We then used our trained random forest classifier to predict the number of underlying thermal components in each region’s spectrum. This was done for both ObsIDs 3209 and 4289. We then selected the final classification as the output with the highest aggregate probability after combining the results of the two independent classifiers (see Section 2.2). The results can be seen in Figure 8. As suspected, the ICM in the Perseus cluster cannot be classified as a single-temperature plasma, rather our methodology has revealed that several thermal components are necessary to properly model it; this is congruent with studies using traditional methods (Fabian et al. 2006; Sanders & Fabian 2007; Fabian et al. 2011). Moreover, the algorithm reveals that the majority of the ICM has two underlying components. A map showing the confidence with which each region is assigned a number of underlying thermal components is shown in Appendix C.

Additionally we calculate temperature maps for the regions containing two underlying thermal components. Temperature maps were calculated following standard fitting procedures outlined by the Chandra X-ray Observatory (e.g., Fabian et al. 2006; Sanders et al. 2004). We use Sherpa v4.12.1 to simultaneously fit the spectra of regions defined by our WVT map for each observation with an absorbed thermal model (PHABS*APEC). Similar to the procedure in Section 2.3, we adopted a redshift of 0.0179 and column density, $n_H$, equal to $1.4 \times 10^{22} \text{cm}^{-2}$. We model the background X-ray emission with a soft X-ray Galactic component (APEC) with a temperature of 0.18 keV and metallicity $Z = 1$ and a hard cosmic X-ray component (BREMSS) with a temperature of $kT = 40$ keV. The data were binned at 50 counts. The temperature maps for each component are shown in Figure 9. Similar to the results show in Figure 12 of Sanders et al. (2004), we find that the two principal thermal components in the central regions of the cluster are characterized by a cooler ($\approx 2$ keV) and hotter ($\approx 4$ keV) gas.

While we do not explore in detail the thermodynamic properties of the Perseus cluster in this paper, we have demonstrated not only the applicability, but also the virtue and potency, of our methodology when adapted to real observations. We also note that we do not compare the number of underlying thermal components determined by our algorithm to spectrum in order to project the spectrum to the PCA space. We trained the algorithm twice: once with the APEC model and once with the MEKAL model. We report that both algorithms result in the same underlying temperature map.

---

**Figure 8.** Left: background-subtracted, exposure-corrected, and smoothed image of the core of the Perseus cluster. The emission shown is between 0.1 and 8 keV. Right: a weighted voronoi tessellation map of the Perseus cluster using a signal-to-noise value of 150. We have a total of 1271 bins. The bins are color-coded in order to reveal the number of underlying temperature components hidden in the spectra as classified by our random forest algorithm in the following manner: single, double, triple, and quadruple. The image clearly demonstrates the necessity of multiple components when modeling the hot plasma’s X-ray emission captured by Chandra.

**Figure 9.** Temperature maps of the Perseus cluster in regions designated as containing two or more underlying thermal components. The first component is shown on the left, while the second component is shown on the right. The figure demonstrates that the two temperature components are well separated. We only show regions for which the fits recovered acceptable reduced chi statistics ($0.8 < \chi^2 < 1.2$).
the number expected using the standard method since the standard method contains inherent issues.

6. Implications for the X-Ray Community

We emphasize that despite the fact that this article focuses on data obtained by the Chandra X-ray Observatory, this technique can be applied to other X-ray missions such as XMM-Newton, Athena, or XRISM. Moreover, this technique will allow for the fast and unbiased categorization of galaxy cluster spectra that will be important in upcoming X-ray survey missions such as eROSITA (e.g., Merloni et al. 2012). With the advent of X-ray telescopes that have a higher spectral resolution, such as the Athena Space X-ray Observatory (e.g., Barret et al. 2020), we can expect this classification methodology to perform even more accurately since there will be more emission features to use in the classification. However, a change in either the spectral resolution or instrument will require retraining the algorithm. Doing so will ensure that the algorithm is learning the proper response matrices and guiding spectral lines/ratios. We also note that, with the proper training set, this methodology can be applied to other astrophysical phenomenon that emit in the X-rays such as active galactic nuclei and supernovae remnants.

Although the algorithm performs well on test data and real observations, an additional complication arises when applying the algorithm to a different time epoch (i.e., a Chandra cycle other than cycle 03). As discussed, the CCD cameras have been degrading over time, thus the response matrices change from cycle to cycle. In a future paper, we will explore different techniques to design the machine learning methodology presented here as cycle-agnostic. In a separate follow-up paper, we will also explore the applicability of machine learning methods to the prediction of spectral emission parameters such as temperature and metallicity using Chandra X-ray spectra.

7. Conclusions

This paper has explored the efficacy of principal component analysis coupled with a random forest classifier for classifying the number of underlying thermal-emission components in the X-ray spectra of hot gas in galaxy clusters. The python code package, Pumpkin, created for this analysis is readily available on GitHub at https://github.com/XtraAstronomy/Pumpkin.

We have included several examples in the form of jupyter notebooks in order to facilitate the reproducibility of our results and to make our code more accessible to the community. To address potential issues regarding our training set (i.e., choice of redshift, column density, and temperature range), we have included a tutorial on creating synthetic spectra and training the random forest algorithm so that our methodology can be easily applied to galaxy clusters and groups at different epochs. We have also included a tutorial on applying the pretrained PCA and random forest algorithms directly to observations.

Our primary conclusions are as follows:

1. We report the success of our methodology in estimating the number of thermal components on both synthetic and real X-ray observations of galaxy clusters. A comparison with the literature revealed concurrent results in the case of the Perseus cluster.
2. We explored the effects of different temperature models, MEKAL and APEC, on the algorithm. There are no discernible effects dependent on the chosen model.

However, the algorithm does not reliably predict the number of underlying thermal components if trained on one temperature model then tested on the other.

3. We note that a slight decrease in signal-to-noise ratio (150–50) does not drastically affect the accuracy of the predictions.
4. The redshift and column density were uniformly sampled from a realistic range in order to demonstrate that the algorithm is not negatively affected by natural heterogeneity in the parameter space.
5. We confirm that the core of the Perseus cluster is best categorized by several thermal-emission components rather than by a single component.
6. We developed several tutorials for the use and adaptability of our algorithm.

The following paper in this series will focus on the feasibility of using machine learning to better understand the temperature parameter of X-ray spectra.
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Appendix A

Principal Component Analysis

We outline the standard PCA procedure following the seminal work by Murtagh & Heck (1987). Mathematically, PCA is an orthogonal transformation that transforms the data from a basis of variables in which the data are correlated, to a basis in which the data are linearly uncorrelated. Any new data can then be projected onto this new basis. Consider a set of $N$ spectra covering the same energy range where each spectrum is represented as an $M$-dimensional vector, $X$; thus, they generate a $M$-dimensional vector space, $S$. The first principal component, $X_0$, is defined to be in the direction of maximum variance in $S$. Subsequently, the $i$th component is in the direction of the $i$th highest variance in the perpendicular subspace spanned by the first $i-1$ principal components. There are a total of $M$ principal components. Defining $r_{ij}$ as the initial spectra measurements, where $i$ represents the spectrum’s number and $j$ represents the wavelength bin, we can develop the necessary equations:

$$X_0 = r_{ij} - \bar{r}_i$$  \hspace{1cm} (A1)

$$\bar{r}_i = \frac{1}{N} \sum_{j=1}^{N} r_{ij}$$  \hspace{1cm} (A2)

A covariance matrix, $C$, is constructed in the following fashion:

$$C_{jk} = \frac{1}{N} \sum_{i=1}^{N} \bar{X}_{ij} \bar{X}_{jk}$$  \hspace{1cm} (A3)
where \( 1 \leq j, k \leq M \). The first principal component is defined by the following form:

\[
C e_1 = \lambda_1 e_1
\]  

(A4)
in which \( e_1 \) and \( \lambda_1 \) represent the first (thus numerically largest) eigenvector–eigenvalue pair. In the context of ICM spectra, these components represent the parameters corresponding to the primary emission variables (temperature, column density, redshift, etc.) or some combination of them. In this work, eigenspectra are calculated using the `sklearn.decomposition.PCA` package that uses SVD to decompose the spectra into its principal components.

**Appendix B**

**Weighted Voronoi Tessellation Map of Perseus**

This section includes the WVT map of the Perseus cluster and a brief discussion on the signal-to-noise statistics. We see in Figure B1 that the WVT bins follow no particular structure as expected. Furthermore, the signal to noise of the bins follows a Gaussian distribution with a mean about the target signal-to-noise ratio.

![Figure B1](image)

*Figure B1.* Left: final bin mosaic of the Perseus cluster. The figure has 1271 separate bins. Each bin is randomly colored from a selection of 10 colors. The x- and y-axes are in physical coordinates. Right: normalized signal-to-noise plot for each bin in the WVT mosaic. We see that the signal to noise is tightly constrained around the target signal-to-noise value (150).
Appendix C
Component Significance Map

In this section, we provide the component significance map that shows the relative probabilities of containing x number of thermal components determined by the random forest classifier. We note that the strongest regions of confidence follow (see Figure C1) the thermal contour shown in Figure 9. The existence of this thermal contour has been explored thoroughly in several other papers (e.g., Sanders et al. 2004; Sanders et al. 2010; Fabian et al. 2011).

References
Allen, S. W., & Fabian, A. C. 1998, MNRAS, 297, L63
Allen, S. W., Rapetti, D. A., Schmidt, R. W., et al. 2007, MNRAS, 383, 879
Allen, S. W., Schmidt, R. W., Fabian, A. C., & Ebeling, H. 2003, MNRAS, 342, 287
Barret, D., Decourchelle, A., Fabian, A., et al. 2020, AN, 341, 224
Barros, R. C., Basgalupp, M. P., de Carvalho, A. C. P. L. F., & Freitas, A. A. 2012, ITSMC, 42, 291
Beitaia-Antero, L., Yáñez, J., & de Castro, A. I. G. 2018, ExA, 45, 379
Bocquet, S., Saro, A., Mohr, J. J., et al. 2015, ApJ, 799, 214
Biau, G. 2012, J. Mach. Learn. Res., 13, 1063
Biau, G. 2012, J. Mach. Learn. Res., 13, 1063
Bradt, H., Rothschild, R., & Swank, J. 1993, A&AS, 97, 355
Bradt, H., Mayer, W., Naranan, S., Rappaport, S., & Spada, G. 1967, ApJL, 150, L199
Bourringer, H., & Werner, N. 2010, A&ARv, 18, 127
Boute, D. A. 2000, ApJ, 539, 172
Bradt, H., Mayer, W., Naranan, S., Rappaport, S., & Spada, G. 1967, ApJL, 150, L199
Bradt, H., Rothschild, R., & Swank, J. 1993, A&AS, 97, 355
Breiman, L., Friedman, J., Olshen, R., & Stone, C. 1984, Classification and Regression Trees (Belmont, CA: Wadsworth)
Brogna, N., Smith, R., Raymond, J., & Liedahl, D. 2000, BAAS, 32, 1227
Bro, R., & Snidle, A. K. 2014, Anal. Methods, 6, 2812
Cappellari, M., & Copin, Y. 2003, MNRAS, 342, 345
Cavagnolo, K. W., Donahue, M., Voit, G. M., & Sun, M. 2008, ApJ, 683, 107
Churazov, E., Forman, W., Jones, C., & Bohringer, H. 2003, ApJ, 590, 225
Collaboration, T. A., Price-Whelan, A. M., Sipőcz, B. M., et al. 2018, AJ, 156, 123
Datta, A., Schenck, D. E., Burns, J. O., Skillman, S. W., & Hallman, E. J. 2014, ApJ, 793, 80
Diehl, S., & Statler, T. S. 2006, MNRAS, 368, 497
Dell, S. L., Bautz, M. W., Blackwell, W. C., Jr, et al. 2000, San Diego CA, USA, 99
Diehl, S., & Statler, T. S. 2006, MNRAS, 368, 497
Fawagreh, K., Gaber, M. M., & Elyan, E. 2014, Syst. Sci. Control Eng., 2, 602
Hicken, M., Wood-Vasey, W. M., Honscheid, S., et al. 2009, ApJ, 700, 1097
Hudson, M. J., Lucey, J. R., Smith, R. J., & Steel, J. 1997, MNRAS, 291, 488
Hunter, J. D. 2007, CSE, 9, 90
Joliffe, I. T., & Cadima, J. 2016, RSPTA, 374, 20150202
Kaastra, J. S., & Mewe, R. 1993, A&AS, 97, 443
Kaastra, J. S., Tamura, T., Peterson, J. R., et al. 2004, A&A, 413, 415
Kohavi, R., & Provost, F. 1998, Mach. Learn., 30, 127
Lever, J., Krzywinski, M., & Altman, N. 2017, NatMe, 14, 641
Loewenstein, M. 2003, arXiv:astro-ph/0310557
Lusis, E., & Reiprich, T. 2019, MNRAS, 483, 540
Mazumdar, M., Das, S., & Sinha, S. 2018, ApJ, 863, L17
Merloni, A., Predehl, P., Becker, W., et al. 2012, arXiv:1209.3114
Mingers, J. 1989, Mach. Learn., 4, 227
Mishra, R., & Modak, A. 2014, JMLR, 32, 665
Mohr, J. J., Mathiesen, B., & Evrard, A. 1999, ApJ, 512, 526
Morris, S. K., & Englander-FitzGibbon, S. 2009, ApJ, 706, 872
Murtagh, F., & Heck, A. 1987, A&AS, 131, 236
Narayan, R., & Yi, S. 1994, ApJ, 428, 817
O'Dell, S. L., Bautz, M. W., Blackwell, W. C., Jr, et al. 2000, San Diego CA, USA, 99
Pace, Z., Tremonti, C., Chen, Y., et al. 2019, ApJ, 883, 83
Petrilae, F., Song, W.-M., Tu, Z., & Wang, P. 2016, J. Proteome Res., 15, 743
Quinlan, J. R. 1986, Mach. Learn., 1, 81
Rasia, E., Mazzotta, P., Bourdin, H., et al. 2008, ApJ, 674, 728
Raymond, J. C., & Smith, B. W. 1977, ApJS, 35, 419
Rohila, S., & Tollerud, E. J. 2013, ApJ, 770, 127
Rosati, P., Della, C., Norman, C., & Giacconi, R. 1997, ApJL, 492, L21
Sanders, J. S., & Fabian, A. C. 2007, MNRAS, 381, 1381
Sanders, J. S., Fabian, A. C., Allen, S. W., & Schmidt, R. W. 2004, MNRAS, 349, 952
Sarazin, C. L., Koekemoer, A. M., Baum, S. A., et al. 1999, ApJ, 510, 90
Schanck, D. E., Datta, A., Burns, J. O., & Skillman, S. 2014, AJ, 148, 23
Schanck, D. E., Burns, J. O., Skillman, S. W., & Hallman, E. J. 2014, ApJ, 793, 80
Schenck, D. E., Burns, J. O., Skillman, S. W., & Hallman, E. J. 2014, ApJ, 793, 80
Van Rossum, G., & Drake, F. L. 2009, Python 3 Reference Manual (Scott’s Valley, CA: CreateSpace)
Vikhlinin, A., VanSpeybroeck, L., Markevitch, M., Forman, W. R., & Grego, L. 2002, ApJL, 578, L107
Virtanen, P., Gommers, R., Oliphant, T. E., et al. 2020, NatMe, 17, 261
Waskom, M., Botvinnik, O., O’Kane, D., et al. 2017, mwaskom/seaborn: v0.8.1 (September 2017), Zenodo, doi:10.5281/zenodo.883859
Wilman, R. J., & Fabian, A. C. 1999, MNRAS, 309, 862
Wold, S., Esbensen, K., & Geladi, P. 1987, Chemom. Intell. Lab. Syst., 2, 37
Yip, C. W., Connolly, A. J., Berk, D. E. V., et al. 2004, AJ, 128, 2603
Zhang, Y., Zhang, J., Jin, X., & Zhao, Y. 2019, arXiv:1906.08907
Zhuravleva, I., Churazov, E., Schekochihin, A. A., et al. 2014, Natur, 515, 85