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Abstract

In this article we study the problem of localization of eigenvalues for the non-homogeneous hierarchical Anderson model. More specifically, given the hierarchical Anderson model with spectral dimension $0 < d < 1$ with a random potential acting on the diagonal of non i.i.d. random variables, sufficient conditions on the disorder are provided in order to obtain the two main results: the weak convergence of the counting measure for almost all realization of the random potential and the weak convergence of the re-scaled eigenvalue counting measure to a Poisson point process. The technical part improves the already existing arguments of Kritchevski [13, 14], who studied the hierarchical model with a disorder acting on the diagonal, with independent and identically distributed random variables, by using the argument of Minami [15]. At the end of this article, we study an application example that allows us to understand some relations between the spectral dimension of the hierarchical Laplacian and the magnitude of the disorder.
I. INTRODUCTION

The Schrödinger’s discrete operator, also known as the Anderson’s model, can be described in the form

\[ H^\omega_k = H_0 + V^\omega \]  \hspace{1cm} (I.1)

where \( H_0 \) is a self-adjoint operator defined in an appropriate Hilbert space and \( V^\omega \) is a random operator acting on the diagonal, whose components are assumed independent and identically distributed. In particular, when \( H_0 \) is the discrete Laplacian on \( \mathbb{Z}^d \) with nearest neighbor interactions

\[ (H_0 \psi)(x) = \sum_{|y-x|=1} \psi(y) \]  \hspace{1cm} (I.2)

is called the Anderson tight binding model. Minami [15], showed for this model that the eigenvalues counting measure converges to a Poisson point process when a correct rescaling is applied. From a technical point of view, he used the technique of successive approximations of finite-range operators. This argument was subsequently used in different random models [1, 3, 10, 11] and it is considered as a ”standard argument” to prove the convergence to a Poisson point process. An important case, which mainly motivates the realization of this article, is the Hierarchical Anderson Model

\[ H_0 = \sum_{r=0}^{\infty} p_r E_r \]  \hspace{1cm} (I.3)

where \( p_0 = 0, \ p_r \geq 0 \ r \geq 1 \) is a sequence of non negative numbers satisfying \( \sum_{r \geq 0} p_r = 1 \) and \( E_r \) is a sequence of operators that we will define more precisely afterwards. Kritchevski [13, 14] studied the random model, where the potential is a sequence of independent random variables identically distributed. In particular, he proved the weak convergence of the counting measure of eigenvalues and the convergence to a Poisson point process for a suitable rescaled counting measure. Subsequently, Combes, Germinet & Klein [8] obtained generalized eigenvalue counting estimates.

In this article we prove the convergence to a Poisson point process for the Hierarchical Anderson Model with a random potential acting on the diagonal with independent but not necessarily identically distributed random variables. This is a generalization of the result previously given in [13]. In particular, we provide sufficient conditions that relate the spectral dimension of the hierarchical Laplacian and the magnitude of the randomness in order to obtain a limiting Poisson point process for the rescaled counting measure.

The article is organized as follows: in section II we present some preliminaries and an introductory example, in order to submit the main Hypothesis of this article. In section III we prove
the weak convergence of the spectral counting measure for almost all realization of the random potential; in section [IV] we prove the weak convergence to a Poisson point process for a convenient rescaled counting measure. Finally, in section [V] we study some examples, which are the original motivation for this article.

II. MODEL DESCRIPTION

The discrete hierarchical Laplacian is a well known self adjoint operator and can be defined as follows: given the countable set $\mathbb{X} = \{0, 1, 2, \cdots \}$ and $n \geq 2$, the hierarchical distance is defined as

$$d(x, y) = \min\{k \in \mathbb{N}_0 \mid q(x, n^k) = q(y, n^k)\} \quad (II.1)$$

where $q(x, n^k)$ denotes the quotient of the division of $x$ by $n^k$. The closed ball centered at point $x$ with radius $k$ is denoted by

$$B(x, k) = \{y \in \mathbb{X} \mid d(x, y) \leq k\}.$$

The fundamental property of the hierarchical distance is that two balls with the same radius are either disjoint or identical and that each ball $B(x, r + 1)$ is the disjoint union of $n$ balls of radius $r$.

In addition, we consider the Hilbert space $l^2(\mathbb{X})$ of complex valued functions $\phi : \mathbb{X} \rightarrow \mathbb{C}$ satisfying

$$\sum_{x \in \mathbb{X}} |\phi(x)|^2 < \infty, \quad (II.2)$$

the inner product on $l^2(\mathbb{X})$

$$(\phi, \varphi) := \sum_{x \in \mathbb{X}} \overline{\phi(x)} \varphi(x)$$

and the following family of operators: given $r \geq 0$, we define $E_r$ as

$$(E_r \phi)(x) := \frac{1}{|B(x, r)|} \sum_{y \in B(x, r)} \phi(y).$$

The operator $E_r$ is the orthogonal projection over the closed subspace $\mathcal{H}_r \subset l^2(\mathbb{X})$, where $\mathcal{H}_r$ is the finite dimensional subspace of $l^2(\mathbb{X})$ consisting of all those functions $\phi \in l^2(\mathbb{X})$ taking a constant value on $B(x, r)$. We give the formal definition of the Hierarchical Laplacian below.

**Definition II.1.** Given the sequence of operators $E_r$, $r \geq 0$ and a sequence of non-negative numbers $p_r$, $r \geq 0$ satisfying $p_0 = 0$ and $\sum_{r=1}^{\infty} p_r = 1$, the hierarchical Laplacian is defined as

$$\Delta := \sum_{r=0}^{\infty} p_r E_r. \quad (II.3)$$
It is a well known fact (see for instance \[13\], \[17\]) that the hierarchical Laplacian is a bounded self adjoint operator with a sequence of infinitely degenerated isolated eigenvalues

\[
\lambda_k := \sum_{s=0}^{k} p_s, \quad r \geq 0
\]

being \(\lambda_{\infty} = 1\) an accumulation point but not an eigenvalue. Connected to the spectrum, the spectral dimension is defined as

\[
\frac{2}{d} = -\frac{1}{\ln n} \lim_{k \to \infty} \frac{\ln(1 - \lambda_k)}{k}
\]

provided the limit exists. We introduce next our random operator: given the countable set \(X\), the hierarchical Laplacian \(\Delta\) acting on the space \(\ell^2(X)\) and a random potential \(V\) acting on the diagonal we set

\[
H^\omega = \Delta + V^\omega
\]

here the random operator \(V^\omega\) is defined as

\[
(V^\omega \psi)(x) = V(x)\psi(x) \quad \psi \in \ell^2(X).
\]

The random variables \(V(x)\), denoted by \(V_x\) in the following, are defined over a suitable probability space \((\Omega, \mathcal{F}, \mathbb{P})\) are assumed independent but not necessarily identically distributed.

We emphasize that in the particular case that \(V_x\) are i.i.d., we call it the Hierarchical Anderson Model, which was previously introduced in \[13\], \[14\], \[16\], \[17\]. In this article, we will suppose that the random variable \(V_x, x \in X\) are independent with a continuous, strictly positive and bounded density \(\rho_x\). It means that for any \(A \in \mathcal{B}(\mathbb{R})\).

\[
\mathbb{P}[V_x \in A] = \int_A \rho_x(v)dv
\]

where \(\rho_x(v) > 0\) for all \(v \in \mathbb{R}\). In addition we assume that the density is bounded, i.e.

\[
||\rho_x||_\infty = \sup_{v \in \mathbb{R}} |\rho_x(v)| < \infty
\]

We remark that given any realization of the random variables \(V_x, x \in X\) the operators \(V^\omega\) and \(H^\omega\) are both unbounded, self-adjoint with domain

\[
\mathcal{D} = \left\{ \psi \in \ell^2(X) \mid \sum_{x \in X} |\psi(x)|^2(1 + V_x^2) < \infty \right\}.
\]
A. The pure random case

As an illustrative example we study first the operator $H^\omega = V^\omega$, which means that only the random component of the operator is present. By restricting $V^\omega$ to the closed ball $B_k$ for some $k \geq 0$ fixed, we get directly that the set of isolated eigenvalues are $e_x^{\omega,k} = V_x$, $1 \leq x \leq |B_k|$. So, it seems natural to consider the eigenvalue counting measure

$$\mu_k^\omega = \frac{1}{A_k} \sum_{x=1}^{|B_k|} \delta(e_x^{\omega,k})$$

(II.11)

where $A_k$ is a set of non negative numbers satisfying $A_k \to \infty$ (we will specify more precisely this sequence later). We emphasize that $\mu_k^\omega$ is a random measure. By noticing that $E[\delta(e_x^{\omega,k})(I)] = p_x(I)$, where $p_x(I) = P[V_x \in I]$, we get that the expected counting measure is

$$E[\mu_k^\omega(I)] = \frac{1}{A_k} \sum_{x=1}^{|B_k|} p_x(I).$$

(II.12)

Similarly, we have $\text{Var}[\delta(e_x^{\omega,k})(I)] = p_x(I)(1 - p_x(I))$. Therefore, the variance of the counting measure can be calculated explicitly

$$\text{Var}[\mu_k^\omega(I)] = \frac{1}{A_k^2} \sum_{x=1}^{|B_k|} p_x(I)(1 - p_x(I)).$$

(II.13)

Now, from equations II.12 and II.13 it is not hard to check that given a fixed measurable set $I \in \mathcal{B}(\mathbb{R})$, the sequence of random variables $\delta(e_x^{\omega,k})(I)$ satisfies the Strong Law of Large Numbers if $\lim sup_{k \to \infty} \frac{1}{A_k} \sum_{x=1}^{|B_k|} p_x(I) < \infty$ (see for instance Theorem 7.5 of Sinai [12]). Therefore, the limit

$$\lim_{k \to \infty} \mu_k^\omega(I) = E[\mu_k^\omega(I)]$$

(II.14)

exists and its value is finite with probability one. Furthermore, if the following limit exists

$$\lim_{k \to \infty} \frac{1}{A_k} \sum_{x \in B_k} \rho_x(v) = F(v)$$

(II.15)

for some locally integrable function $F(v)$, we can deduce from the dominated convergence theorem that

$$\lim_{k \to \infty} E[\mu_k^\omega(I)] = \int_I F(v)dv$$

(II.16)

and by consequence $\lim_{k \to \infty} \mu_k^\omega(I) = \int_I F(v)dv$ with probability one. We remark that the considerations above allow us to prove the existence of a limit for the counting measure II.11 but it does not provide additional information about typical number of eigenvalues, for example in the interval
\[ e - \frac{1}{2A_k}, e + \frac{1}{2A_k}, e \in \mathbb{R}. \] In order to get more precise estimates, we take the following rescaled counting measure

\[
\xi_{k,e}^{\omega,e} = \sum_{x=1}^{|B_k|} \delta(A_k(e_{x,k}^\omega - e)). \tag{II.17}
\]

Similarly, we define

\[
\xi_{k,j}^{\omega} = \sum_{x \in B_{k,j}} \delta(A_k(e_{x,k}^\omega - e)) \tag{II.18}
\]

where \(\xi_{k,j}^{\omega}\) is the re-scaled eigenvalue counting measure of the operator \(V^{\omega}\) restricted to the subset

\[
B_{k,j} = \{jn^r - 1, jn^r, \cdots, (j+1)n^r - 1\}, \quad 2 \leq j \leq n^{k-r}. \tag{II.19}
\]

For \(j = 1\) we write

\[
B_{k,1} = B_{k-1} := \{0, 1, \cdots, n^{k-1} - 1\}. \tag{II.20}
\]

It is clear that \(\xi_k^{\omega} = \sum_{j=1}^{n^{k-r}} \xi_{k,j}^{\omega}\). Related to the re-scaled counting measure, we introduce the nested definition.

**Definition II.2.** We say that the sequence of non negative numbers \(a_x, x \in X\) satisfy the Hypothesis \((H)\) if there is a sub sequence \(r_k, k \geq 1\) such that

\[
\lim_{k \to \infty} \sup_{1 \leq j \leq n^{k-r_k}} \frac{A_{k,j}}{A_k} = 0 \tag{II.21}
\]

\[
\lim_{k \to \infty} \frac{1}{A_k^2} \sum_{j=1}^{n^{k-r_k}} A_{k,j}^2 = 0, \tag{II.22}
\]

where

\[
A_k = \sum_{x \in B_k} a_x \tag{II.23}
\]

\[
A_{k,j} = \sum_{x \in B_{k,j}} a_x. \tag{II.24}
\]

The above definition is directly connected with the Grigelionis Theorem, which is stated below.

**Theorem II.1.** (Grigelionis [8]) Let \(n_k, k \geq 1\) be a sequence of natural numbers, let for each \(k \geq 1\), \(\xi_{k,j}\) be independent point processes and let

\[
\xi_k^{\omega} = \sum_{j=1}^{n_k} \xi_{k,j}^{\omega}. \tag{II.25}
\]
Assume that there is a non-negative measure $\nu$ such that for all $I \subset \mathbb{R}$

$$\lim_{k \to \infty} \max_{1 \leq j \leq n_k} \mathbb{P}\{\xi_{k,j}^\omega(I) \geq 1\} = 0,$$  \hspace{1cm} (II.25)

$$\lim_{k \to \infty} \sum_{j=1}^{n_k} \mathbb{P}\{\xi_{k,j}^\omega(I) \geq 1\} = \nu(I),$$  \hspace{1cm} (II.26)

$$\lim_{k \to \infty} \sum_{j=1}^{n_k} \mathbb{P}\{\xi_{k,j}^\omega(I) \geq 2\} = 0,$$  \hspace{1cm} (II.27)

then $\xi_k^\omega$ converges to a Poisson point process with intensity $\nu$.

The following proposition establishes sufficient conditions for the convergence to a Poisson point process in terms of the Hypothesis (H).

**Proposition II.1.** Suppose that there is a sequence $a_x, x \in X$ satisfying the hypothesis (H) such that for all bounded measurable set $I \in B(\mathbb{R})$

$$E[\xi_{k,j}^\omega(I)] \leq \frac{A_{k,j}}{A_k},$$  \hspace{1cm} (II.28)

suppose also that for all $e \in \mathbb{R}$ the following regularity condition is fulfilled

$$\lim_{k \to \infty} \frac{1}{A_k} \sum_{x \in B_k} \rho_x(e) = F(e)$$  \hspace{1cm} (II.29)

then $\xi_k^\omega$ converges to a Poisson process with intensity $F(e)$.

**Proof.** We proceed by showing that the conditions of the Grigelionis Theorem II.1 are satisfied. First of all, to prove II.25 we use the Chebyshev inequality

$$\mathbb{P}\{\xi_{k,j}^\omega(I) \geq 1\} \leq E[\xi_{k,j}^\omega(I)] \leq \frac{A_{k,j}}{A_k} |I|,$$  \hspace{1cm} (II.30)

here $|I|$ is the Lebesgue measure of the bounded Borel set $I$. Therefore

$$0 \leq \lim_{k \to \infty} \max_{1 \leq j \leq n_k} \mathbb{P}\{\xi_{k,j}^\omega(I) \geq 1\} \leq |I| \lim_{k \to \infty} \max_{1 \leq j \leq n_k} \frac{A_{k,j}}{A_k} = 0.$$  \hspace{1cm} (II.31)

By using the same argument, we get

$$\lim_{k \to \infty} \sum_{j=1}^{n_k} \mathbb{P}\{\xi_{k,j}^\omega(I) \geq 1\} \leq \frac{1}{A_k} \sum_{j=1}^{n_k} A_{k,j} = 1.$$  \hspace{1cm} (II.32)

From the dominated convergence theorem and the regularity condition II.29 we can deduce that the limit is $F(e)|I|$. Finally, to prove II.27 we claim

$$E[\xi_{k,j}^\omega(I)^2] - E[\xi_{k,j}^\omega(I)] \leq E[\xi_{k,j}^\omega(I)]^2.$$  \hspace{1cm} (II.34)
Let us suppose that the claim is true. This implies

\[ \mathbb{P}\{\xi_{k,j}^\omega(I) \geq 2\} \leq \sum_{l \geq 2} \mathbb{P}\{\xi_{k,j}^\omega(I) = l\} \]  
(II.35)

\[ \leq \sum_{l \geq 2} l(l-1)\mathbb{P}\{\xi_{k,j}^\omega(I) = l\} \]  
(II.36)

\[ = E[\xi_{k,j}^\omega(I)^2] - E[\xi_{k,j}^\omega(I)] \]  
(II.37)

\[ \leq E[\xi_{k,j}^\omega(I)]^2 \]  
(II.38)

\[ \leq \left(\frac{A_{k,j}}{A_k} |I|\right)^2 \]  
(II.39)

and by consequence

\[ \lim_{k \to \infty} \sum_{j=1}^{n_k-r_k} \mathbb{P}\{\xi_{k,j}^\omega(I) \geq 2\} \leq |I|^2 \lim_{k \to \infty} \sum_{j=1}^{n_k-r_k} \frac{A_{k,j}^2}{A_k^2} = 0. \]  
(II.40)

It remains to prove II.34. We get from a direct computation

\[ E[\xi_{k,j}^\omega(I)^2] = E\left[\left( \sum_{x \in B_{k,j}} \delta(A_k(e_x^{\omega,k} - e))(I) \right)^2 \right] \]  
(II.41)

\[ = E\left[ \sum_{x \in B_{k,j}} \delta(A_k(e_x^{\omega,k} - e))(I) + \sum_{x \in B_{k,j}, y \in B_{k,j}, x \neq y} \delta(A_k(e_x^{\omega,k} - e))(I) \delta(A_k(e_y^{\omega,k} - e))(I) \right]. \]

The sequence of random variables \( e_x^{\omega,k}, e_y^{\omega,k}, x \neq y \) are independent, so

\[ E[\xi_{k,j}^\omega(I)^2] \leq E\left[ \sum_{x \in B_{k,j}} \delta(A_k(e_x^{\omega,k} - e))(I) \right] + E\left[ \left( \sum_{x \in B_{k,j}} \delta(A_k(e_x^{\omega,k} - e))(I) \right)^2 \right], \]

which is equivalent to II.34. Since our claim is true, the proof is finished. \( \square \)

The next Theorem states a sufficient condition to get the convergence to a Poisson point process in term of the densities of the random variables \( V_x^\omega \).

**Corollary II.1.** Suppose that the sequence \( ||\rho_x||_\infty \) defined in II.4 satisfies the Hypothesis \((H)\) and the regularity condition II.29 is fulfilled, then \( \xi_k^\omega \) converges to a Poisson point process with intensity \( F(e) \).

**Proof.** For all \( x \in B_{k,j} \) we have

\[ E[\delta(A_k(e_x^{\omega,k} - e))(I)] = \int_{e+\frac{1}{A_k}}^{e+\frac{1}{\rho_x}} \rho_x(v)dv \]  
(II.42)

\[ \leq \frac{||\rho_x||_\infty |I|}{A_k}. \]  
(II.43)
where $A_k = \sum_{x \in B_k} ||\rho_x||_{\infty}$. By taking the sum over $x \in B_{k,j}$ and emphasizing that $A_{k,j} = \sum_{x \in B_{k,j}} ||\rho_x||_{\infty}$ we get

$$E[\xi_{k,j}^\omega(I)] \leq \frac{A_{k,j}}{A_k} |I|,$$

(II.44)

the result is shown by using the same arguments as in the previous proposition.  

\[ \Box \]

III. WEAK CONVERGENCE OF THE SPECTRAL MEASURE

The main objective of this section and the following one is the analysis of the limit behavior of a prescribed sequence of random operators $H_k^\omega$ of finite range. To do this, in a similar way to the purely random model presented previously, we first study the weak convergence of the spectral measure. To do this, we recall first some useful definitions related to self-adjoint operators and results concerning weak convergence of probability measures.

A. Preliminaries

**Definition III.1.** Given $\omega \in \Omega$, the spectral measure of the operator $H^\omega$ at point $x_0$ is the unique probability measure $\mu_{x_0}$ such that for every $f \in C_0(\mathbb{R})$

$$\int f(u)\mu_{x_0}(u) = \langle \delta_{x_0}, f(H^\omega)\delta_{x_0} \rangle,$$

(III.1)

similarly, the expected spectral measure $\mu_{x_0}^{av}$ at $x_0$ is the unique probability measure such that for every $f \in C_0(\mathbb{R})$

$$\int f(u)d\mu_{x_0}^{av}(u) = E[\langle \delta_{x_0}, f(H^\omega)\delta_{x_0} \rangle].$$

We emphasize that the expected spectral measure $\mu_{x_0}^{av}$ depends on the point $x_0$, so its value is not constant. However, we can introduce an "averaged" spectral measure which is defined more precisely below.

**Definition III.2.** Given $f \in C_0(\mathbb{R})$ and $\omega \in \Omega$, the trace of the operator $f(H^\omega)$ in the volume $B_k$ is

$$\text{Tr}[\mathbb{1}_{B_k} f(H^\omega)] = \sum_{x \in B_k} \langle \delta_x, f(H^\omega)\delta_x \rangle,$$

(III.2)

similarly, we define the expected trace

$$E[\text{Tr}[\mathbb{1}_{B_k} f(H^\omega)]] = \sum_{x \in B_k} E[\langle \delta_x, f(H^\omega)\delta_x \rangle].$$

(III.3)
Definition III.3. The sequence of probability measures $\{P_k\}_{k \geq 1}$ converges weakly to $P$ if for each $f \in C_0(\mathbb{R})$ we have

$$\lim_{k \to \infty} \int f(v) dP_k(v) = \int f(v) dP(v).$$

(III.4)

Theorem III.1. The following statements are equivalent

i. The sequence of probability measures $\{P_k\}_{k \geq 1}$ converges weakly to $P$.

ii. For all $I \in B(\mathbb{R})$ we have

$$\lim_{k \to \infty} \int_I dP_k(v) = \int_I dP(v).$$

(III.5)

iii. For all $t \in \mathbb{R}$ we have

$$\lim_{k \to \infty} \int_\mathbb{R} e^{itv} dP_k(v) = \int_\mathbb{R} e^{itv} dP(v).$$

(III.6)

iv. For all $z \in \mathbb{C}^+$ we have

$$\lim_{k \to \infty} \int_\mathbb{R} \frac{1}{z-v} dP_k(v) = \int_\mathbb{R} \frac{1}{z-v} dP(v).$$

(III.7)

The equivalence of the different notions of convergence stated in Theorem III.1 is a widely used result (see for instance [4] for more details).

B. Main Theorems

Given the sequence of hierarchical balls $B_k(x_0,k), k \geq 0$, for $k \geq 1$ we take the sequence of random operators

$$H_\omega^k = \sum_{s=1}^k p_s E_s + V_\omega.$$  

(III.8)

Note that the sub-spaces

$$\ell^2(B_k) = \{ \psi \in \ell^2(\mathbb{X}) : \psi(x) = 0 \text{ for } x \in \mathbb{X}\setminus B_k \}$$

(III.9)

are invariant under $H_\omega^k$. In this case, the spectral counting measure is

$$\mu_\omega^k = \sum_{j=1}^{\frac{|B_k|}{2}} \delta(\omega_j^k)$$

(III.10)
where \( e_1^{\omega,k} < e_2^{\omega,k} < \cdots e_{|B_k|}^{\omega,k} \) are the eigenvalues of \( H_k^\omega \) restricted to the sub-space \( \ell^2(B_k) \), which are isolated since the random variables \( V_x^\omega \) have strictly positive density. On the other hand, the subspace \( \ell^2(B_k) \) is invariant under \( H_k^\omega \), so this random operator can be written as a sequence of independent copies of the operator

\[
\tilde{H}_B^\omega = \sum_{s=1}^k p_s E_s + V_{B_k}
\]  

(III.11)

where \( V_{B_k} \) is a diagonal matrix taking the value \( V_x \) if \( x \in B_k \) and zero otherwise. The following theorem establishes that the sequence of random \( H_k^\omega \) converges weakly to \( H^\omega \).

**Theorem III.2.** Suppose that for all \( t > 0 \) the density of the random variable \( V_x^\omega \) satisfies

\[
\sup_{s>0} \int \rho_x(v) \frac{t}{(v-s)^2 + t^2} dv \leq a_x
\]  

(III.12)

for some sequence \( a_x \) satisfying the Hypothesis (H) and the hierarchical Laplacian fulfils

\[
\lim_{k \to \infty} \frac{B_k}{A_k} (1 - \lambda_{r_k}) = 0,
\]  

(III.13)

then

\[
\lim_{k \to \infty} E \left[ \left( \frac{1}{A_k} (\text{Tr}[\mathbb{1}_B f(H^\omega)] - E[\text{Tr}[\mathbb{1}_B f(H^\omega)]] \right)^2 \right] = 0
\]  

(III.14)

**Proof.** In a similar way as [13], we will prove that for all \( z \in \mathbb{C}^+ \) the complex valued random variable

\[
D_{k,\omega}(z) = \int \frac{d\mu_k^\omega(v)}{v-z} - \int \frac{d\mu_k^\omega(v)}{v-z}
\]  

(III.15)

converges almost surely to zero. First of all, we write for \( r_k < k \)

\[
D_{k,\omega}(z) = D_{k,\omega}^{(1)}(z) + D_{k,\omega}^{(2)}(z) + D_{k,\omega}^{(3)}(z),
\]  

(III.16)

where

\[
D_{k,\omega}^{(1)}(z) = \frac{1}{A_k} \left\{ \text{Tr}[\mathbb{1}_B f_z(H^\omega_k)] - \text{Tr}[\mathbb{1}_B f_z(H^\omega_{r_k})] \right\}
\]  

(III.17)

\[
D_{k,\omega}^{(2)}(z) = \frac{1}{A_k} \left\{ \text{Tr}[\mathbb{1}_B f(H^\omega_k)] - E[\text{Tr}[\mathbb{1}_B f(H^\omega_k)]] \right\}
\]  

(III.18)

\[
D_{k,\omega}^{(3)}(z) = \frac{1}{A_k} \left\{ E[\text{Tr}[\mathbb{1}_B f_z(H^\omega_{r_k})]] - E[\text{Tr}[\mathbb{1}_B f_z(H^\omega_k)]] \right\}
\]  

(III.19)

here \( f_z(v) = (v-z)^{-1} \) and \( r_k, k \geq 1 \) is the same sub-sequence of the Hypothesis (H). In order to get upper bounds for \( D_{k,\omega}^{(1)}(z) \) and \( D_{k,\omega}^{(3)}(z) \), we use the resolvent formula

\[
(H^\omega_{s-1} - z)^{-1} - (H^\omega_s - z)^{-1} = p_s(H^\omega_{s-1} - z)^{-1} E_s(H^\omega_s - z)^{-1}.
\]  

(III.20)
Taking the sum over \( r_k < s \leq k \)
\[
(H^\omega_{r_k} - z)^{-1} - (H^\omega_k - z)^{-1} = - \sum_{s=r_k+1}^{k} p_s (H^\omega_{s-1} - z)^{-1} E_s (H^\omega_s - z)^{-1},
\]
thereby
\[
||(H^\omega_{r_k} - z)^{-1} - (H^\omega_k - z)^{-1}|| \leq \frac{1}{\Im(z)^2} \sum_{s=r_k+1}^{k} p_s.
\]

We emphasize that the previous inequality is obtained since for all \( s \geq 1 \)
\[
||H^\omega_s - z|| \leq \frac{1}{\Im(z)} |\Im(z)|^2 p_s.
\]

The equation (III.22) directly implies
\[
|D^{(1)}_{k,\omega}(z)| \leq \frac{1}{A_k} \sum_{x \in B_k} \sum_{s=r_k+1}^{k} \frac{1}{\Im(z)^2} p_s
\]
\[
= \frac{1}{\Im(z)^2} \left( \frac{|B_k|}{A_k} (1 - \lambda_{r_k}) \right).
\]

Using the same argument, it follows
\[
|D^{(3)}_{k,\omega}(z)| \leq \frac{1}{\Im(z)^2} \left( \frac{|B_k|}{A_k} (1 - \lambda_{r_k}) \right)
\]
and consequently
\[
\max\{|D^{(1)}_{k,\omega}(z)|, |D^{(3)}_{k,\omega}(z)|\} \leq \frac{1}{\Im(z)^2} \left( \frac{|B_k|}{A_k} (1 - \lambda_{r_k}) \right).
\]

We will get an estimate for \( E[(D^{(2)}_{k,\omega}(z))^2] \). First of all, we set
\[
U_x = \Im(\langle \delta_x, (H^\omega_{r_k} - z)^{-1} \delta_x \rangle - E[\langle \delta_x, (H^\omega_{r_k} - z)^{-1} \delta_x \rangle]).
\]

Since \( B_k \) is the union of \( n^{k-r_k} \) disjoint balls with volume \( |B_{r_k}| \), the random variable \( D^{(2)}_{k,\omega}(z) \) can be written as
\[
D^{(2)}_{k,\omega}(z) = \frac{1}{A_k} \sum_{j=1}^{n^{k-r_k}} W_{k,j}(z)
\]
where \( W_{k,j}(z), 1 \leq j \leq n^{k-r_k} \) is a collection of independent random variables defined as
\[
W_{k,j}(z) = \sum_{x \in B_{k,j}} U_x.
\]

From the independence of \( W_{k,j}(z) \) we have
\[
E[(D^{(2)}_{k,\omega}(z))^2] = \frac{1}{A_k^2} \sum_{j=1}^{n^{k-r_k}} E[W_{k,j}(z)^2].
\]
The following arguments are inspired i in the original proof for lemma 2 of Minami [15]. We observe first

\[ E[W_{k,j}(z)^2] = \sum_{x \in B_{k,j}} \sum_{y \in B_{k,j}} E[U_x U_y] \]

\[ = \sum_{x \in B_{k,j}} \sum_{y \in B_{k,j}} E \det \left( \begin{array}{cc} \text{Im} \langle \delta_x, (H_{r_k}^\omega - z)^{-1} \delta_x \rangle & \text{Im} \langle \delta_x, (H_{r_k}^{\omega^*} - z)^{-1} \delta_y \rangle \\ \text{Im} \langle \delta_y, (H_{r_k}^\omega - z)^{-1} \delta_x \rangle & \text{Im} \langle \delta_y, (H_{r_k}^{\omega^*} - z)^{-1} \delta_y \rangle \end{array} \right). \]

By calling \( G_{H_{r_k}^\omega}(x, y; z) = \langle \delta_x, (H_{r_k}^\omega - z)^{-1} \delta_y \rangle \) from the Krein’s formula we know that for \( z \in \mathbb{C}^+ \)

\[
\begin{pmatrix}
G_{H_{r_k}^\omega}(x, x; z) & G_{H_{r_k}^\omega}(x, y; z) \\
G_{H_{r_k}^\omega}(y, x; z) & G_{H_{r_k}^\omega}(y, y; z)
\end{pmatrix} = \left( \begin{pmatrix} V_x^\omega & 0 \\ 0 & V_y^\omega \end{pmatrix} + G_{H_{r_k}^\omega}(0, 0)(x, x; z) G_{H_{r_k}^\omega}(0, 0)(y, y; z) \right)^{-1},
\]

where \( H_{r_k}^\omega(0, 0) = H_{r_k}^\omega - V_x \delta_x - V_y \delta_y \) do not depend on \( V_x^\omega, V_y^\omega \). To simplify notation we write

\[ V(V_x^\omega, V_y^\omega) = \begin{pmatrix} V_x^\omega & 0 \\ 0 & V_y^\omega \end{pmatrix}, \quad \tilde{G}(z) = \begin{pmatrix} G_{H_{r_k}^\omega}(0, 0)(x, x; z) & G_{H_{r_k}^\omega}(0, 0)(x, y; z) \\
G_{H_{r_k}^\omega}(0, 0)(y, x; z) & G_{H_{r_k}^\omega}(0, 0)(y, y; z) \end{pmatrix}. \]

From a direct computation we deduce

\[ U_x U_y = \frac{\det \text{Im}(\tilde{G}(z))}{|\det \tilde{G}(z)|^2 |V(V_x^\omega, V_y^\omega) - \tilde{G}(z)^{-1}|^2}. \]

It is a well known fact that

\[ E[U_x U_y] = E[E[U_x U_y | \mathcal{F}_{x,y}]] \]

where \( \mathcal{F}_{x,y} \) is the sigma algebra generated by all the random variables excluding \( V_x, V_y \). By using equation (III.33) we can write

\[ E[U_x U_y | \mathcal{F}_{x,y}] = \frac{\det \text{Im}(\tilde{G}(z))}{|\det \tilde{G}(z)|^2} \int \int_{\mathbb{R}^2} \rho_x(u) \rho_y(v) \frac{\rho_z(u) \rho_y(v)}{|\det(V(u, v) - \tilde{G}(z)^{-1})|^2} dv du. \]

We claim that under assumption (III.12)

\[ E[U_x U_y | \mathcal{F}_{x,y}] \leq a_x a_y. \]

If the claim is true, we have \( E[W_{k,j}(z)^2] \leq A_{k,j}^2 \) and consequently

\[ E[(D_{k,\omega}^{(2)}(z))^2] \leq \frac{1}{A_k^2} \sum_{j=1}^{n_{k-r_k}} A_{k,j}^2. \]

To prove the claim, we first set

\[ \tilde{G}(z) = \begin{pmatrix} a_1 & b_1 \\ b_1 & c_1 \end{pmatrix} + i \begin{pmatrix} a_2 & b_2 \\ b_2 & c_2 \end{pmatrix}. \]
(here all the coefficients \(a_i, b_i, c_i\), \(i = 1, 2\) are real numbers). This notation allows us to write the integral at the right hand of (III.33) as

\[
I_{x,y} = \int_{\mathbb{R}} \frac{\rho_x(u)}{|u + ia_2|^2} \int_{\mathbb{R}} \frac{\rho_y(v)}{\left| v + \left( ic_2 - \frac{(b_1 + ib_2)^2}{u + ia_2} \right) \right|^2} dvdu. \tag{III.37}
\]

We use twice the assumption (III.12) to get

\[
I_{x,y} \leq a_y \int_{\mathbb{R}} \frac{\rho_x(u)}{|u + ia_2|^2} \frac{1}{\Im \left( ic_2 - \frac{(b_1 + ib_2)^2}{u + ia_2} \right)} du \tag{III.38}
\]

\[
= a_y \frac{1}{c_2} \int_{\mathbb{R}} \frac{\rho_x(u)}{\left( u - \frac{b_1 b_2}{c_2} \right)^2 + \frac{1}{c_2^2} \Delta (b_1^2 + b_2^2 + \Delta)} \tag{III.39}
\]

\[
\leq a_x a_y \frac{1}{\sqrt{\Delta (b_1^2 + b_2^2 + \Delta)}} \tag{III.40}
\]

\[
\leq \frac{a_x a_y}{\Delta}, \tag{III.41}
\]

where \(\Delta = |a_2 c_2 - b_2^2| > 0\). To obtain (III.34) we observe that \(\Delta \geq \frac{|\det \Im(\tilde{G}(z))|}{|\det G(z)|^2}\). Finally, from inequalities (III.23, III.25 and III.35) we get

\[
E[|D_{k,\omega}|^2] \leq \left( \frac{2}{|\Im(z)|^2} \frac{|B_k|}{A_k} (1 - \lambda_{r_k}) \right)^2 + \frac{1}{A_k^2} \sum_{j=1}^{n-k-r_k} A_{k,j}^2 \tag{III.42}
\]

concluding the desired result from assumptions (III.13 and II.22) of Hypothesis (H) and letting \(k \to \infty\).

The following theorem states that under some additional conditions, we also get the almost sure convergence.

**Theorem III.3.** Under assumptions of Theorem (III.2), if

\[
\sum_{k \geq 1} \frac{1}{A_k^2} \sum_{k=1}^{n-k-r_k} A_{k,j}^2 < \infty \tag{III.43}
\]

\[
\sum_{k \geq 1} \left( \frac{B_k}{A_k} (1 - \lambda_{r_k}) \right)^p < \infty \quad \text{for some } p > 1, \tag{III.44}
\]

then

\[
P \left[ \omega \in \Omega : \lim_{k \to \infty} \left| \frac{1}{A_k} (\Tr[\mathbb{1} B_k f(H^\omega)] - E[\Tr[\mathbb{1} B_k f(H^\omega)]] \right| = 0 \right] = 1.
\]

**Proof.** We will prove that for all \(\delta > 0\) the event

\[
\Omega_\delta = \{ \omega \in \Omega : \lim \sup |D_{k,\omega}| < \delta \} \tag{III.45}
\]
has probability one. From the obvious relation \( P[\Omega] = 1 - P[\Omega^c] \), we only have to show that \( P[\Omega^c] = 0 \), where

\[
\Omega^c = \{ \omega \in \Omega : \bigcap_{k \geq 1} \bigcup_{k \geq K} |D_{k,\omega}| \geq \delta \}.
\]  

(III.46)

It is a well known fact that

\[
P[\Omega^c] = \lim_{K \to \infty} P \left[ \bigcup_{k \geq K} |D_{k,\omega}| \geq \delta \right]
\]  

(III.47)

\[
\leq \lim_{K \to \infty} \sum_{k \geq K} P[|D_{k,\omega}| \geq \delta].
\]  

(III.48)

From the Chebyshev's inequality, we have for all \( \delta > 0 \)

\[
P \left[ \bigcup_{k \geq K} |D_{k,\omega}(z)| \geq \delta \right] \leq P \left[ \bigcup_{k \geq K} |D_{k,\omega}(z) + D_{k,\omega}(z)| \geq \frac{\delta}{2} \right] + P \left[ \bigcup_{k \geq K} |D_{k,\omega}(z)| \geq \frac{\delta}{2} \right]
\]  

\[
\leq \sum_{k \geq K} \frac{E[|D_{k,\omega}(z) + D_{k,\omega}(z)|^p]}{(\delta/2)^p} + \sum_{k \geq K} \frac{E[|D_{k,\omega}(z)|^2]}{(\delta/2)^2}
\]  

\[
\leq \frac{1}{(\delta/2)^{\min(2,p)}} \sum_{k \geq K} \left[ \frac{2}{|\text{Im}(z)|^2} \frac{|B_k|}{A_k} (1 - \lambda_{r_k})^p + \frac{1}{A_k^2} \sum_{j=1}^{\eta_{k-r_k}} A_{k,j}^2 \right].
\]

If assumption (III.44) is fulfilled, then \( \lim_{K \to \infty} \sum_{k \geq K} P[|D_{k,\omega}(z)| \geq \delta] = 0 \) and consequently \( P[\Omega^c] = 1 \). The proof concludes by taking the event \( \hat{\Omega} = \bigcap_{m \geq 1} \Omega_{1/m} \).

The last theorem of this section states that the spectral measurement is absolutely continuous with respect to the Lebesgue measure

**Theorem III.4.** Under the main assumptions of Theorem III.2, the expected spectral measure \( \mu^{av} \) is absolutely continuous respect to the Lebesgue measure, i.e. there is a density function \( \eta \) such that for all \( I \in \mathcal{B}(\mathbb{R}) \)

\[
\mu^{av}(I) = \int_I \eta(e)de
\]  

(III.49)

and moreover \( \|\eta\|_{\infty} < \infty \).

**Proof.** We have to prove that there is a density function \( \eta \) such that all \( f \in C_0(\mathbb{R}) \)

\[
\int_{\mathbb{R}} f(e)d\mu^{av}(e) = \lim_{k \to \infty} \frac{1}{A_k} \text{Tr}[B_k f(H^\omega)].
\]  

(III.50)

Since the limit exists, we only have to prove that the limiting measure is absolutely continuous, which is equivalent to prove that for all \( z \in \mathbb{C}^+ \)

\[
\frac{1}{\pi} \text{Im} \int \frac{\mu^{av}(dv)}{v - z} \leq 1
\]  

(III.51)
From the one-rank perturbation formula, we have for all \( x \in X \) and \( f(t) = (t - z)^{-1} \), \( z \in \mathbb{C}^+ \)

\[
\text{Im}(\delta_x, f(H^\omega)\delta_x) = \text{Im} \left( \frac{1}{V_x - \Sigma_0(z)} \right), \tag{III.52}
\]

where \( \Sigma_0(z) = \langle \delta_x, f(H^\omega_x)\delta_x \rangle \), \( H^\omega_x = H^\omega - V_x\delta_x \). By taking conditional expectation we get

\[
E \left[ \text{Im} \left( \frac{1}{V_x - \Sigma_0(z)} \right) \right] = E \left[ E \left[ \text{Im} \left( \frac{1}{V_x - \Sigma_0(z)} \right) | \mathcal{F}_x \right] \right] \tag{III.53}
\]

where \( \mathcal{F}_x \) is the sigma algebra generated by all the random variables excluding \( V^\omega_x \). From the assumption \( \text{III.12} \) we get

\[
E \left[ \text{Im} \left( \frac{1}{V_x - \Sigma_0(z)} \right) | \mathcal{F}_x \right] = \int_{\mathbb{R}} \frac{\text{Im} \Sigma_0(z)}{(u - \text{Re} \Sigma_0(z))^2 + \text{Im} \Sigma_0(z)^2} \rho_x(u) du \leq a_x. \tag{III.54}
\]

We take the sum over \( x \in B_k \) to obtain for all \( k \geq 1 \)

\[
\frac{1}{A_k} E[\text{Tr}[\mathbb{1}_{B_k} f(H^\omega)]] \leq 1, \tag{III.56}
\]

concluding the proof by letting \( k \to \infty \).

## IV. POISSON STATISTICS

**Theorem IV.1.** Suppose that density of the random variable \( V^\omega_x \) satisfies

\[
\sup_{s > 0} \int_{\mathbb{R}} \rho_x(v) \frac{t}{(v - s)^2 + t^2} dv \leq a_x \tag{IV.1}
\]

for some sequence \( a_x, x \in X \) satisfying the hypothesis \( (H) \) and the hierarchical Laplacian satisfies

\[
\lim_{k \to \infty} A_k |B_k|(1 - \lambda_{r_k}) = 0. \tag{IV.2}
\]

We also assume

\[
\lim_{\varepsilon \to 0^+} \text{Im} \int_{\mathbb{R}} \frac{1}{v - e - i\varepsilon} \eta(v) dv = \pi \eta(e), \tag{IV.3}
\]

where \( \eta \) is the density of the expected spectral measure \( V.2 \). If the above conditions are fulfilled, then the rescaled eigenvalue counting measure

\[
\xi_k^\omega = \sum_{i=1}^{\left|B_k\right|} \delta(A_k(e^{\omega,e} - e))
\]

converges to a Poisson point process with intensity \( \eta(e) \).
Proof. In the same way as \[13\] we first approximate the eigenvalue count process in a convenient way. Let us define

\[ \tilde{\xi}_{k,j} = \frac{1}{n_k - r_k} \sum_{j=1}^{n_k - r_k} \tilde{\xi}_{k,j} \quad (IV.4) \]

where \( \tilde{\xi}_{k,j} \) is the eigenvalue counting measure of the operator \( H^\omega \) restricted to the subspace \( \ell^2(B_{k,j}) \) (already defined in equation III.11). From the construction of the operator we know that \( \tilde{\xi}_{k,j} \) is independent of \( \tilde{\xi}_{k,j}' \) when \( j \neq j' \). As a first step of the proof, we state next that \( \xi_k \) and \( \tilde{\xi}_k \) are asymptotically equivalent in the weak sense.

**Proposition IV.1.** For all \( f \in L^1(\mathbb{R}) \) we have

\[ \lim_{k \to \infty} E \left[ \int_{\mathbb{R}} f d\xi_k - \int_{\mathbb{R}} f d\tilde{\xi}_k \right] = 0. \quad (IV.5) \]

**Proof.** From Theorem III.1 it suffices to show that the limit \( IV.5 \) applies for the family of functions on the form \( f_z(v) = \text{Im}(v - z)^{-1}, z \in \mathbb{C}^+ \). By setting \( z_k = \text{Re}(z) + \frac{\text{Im}(z)}{A_k} i \) we get

\[ \int_{\mathbb{R}} f_{z_k} d\xi_k - \int_{\mathbb{R}} f_{z_k} d\tilde{\xi}_k = \frac{1}{A_k} \sum_{x \in B_{k,j}} E[\text{Im}(\delta_x, (H^\omega_k - z_k)^{-1}\delta_x)] - E[\text{Im}(\delta_x, (H^\omega_{r_k} - z_k)^{-1}\delta_x)]. \quad (IV.6) \]

The resolvent formula (see equation III.22) allows us to write

\[ \| (H^\omega_k - z_k)^{-1} - (H^\omega_{r_k} - z_k)^{-1} \| \leq \frac{1}{|\text{Im}(z_k)|^2}(1 - \lambda_{r_k}) \quad (IV.7) \]

and therefore

\[ E \left[ \int_{\mathbb{R}} f_{z_k} d\xi_k - \int_{\mathbb{R}} f_{z_k} d\tilde{\xi}_k \right] \leq A_k B_k (1 - \lambda_{r_k}). \quad (IV.8) \]

We deduce the result from \( IV.2 \) and letting \( k \to \infty \). \( \square \)

We now return to the proof of the main result: from Proposition IV.1 and the Grigelionis Theorem we know that it is enough to prove

\[ \lim_{k \to \infty} \max_{1 \leq j \leq n_k - r_k} E[\tilde{\xi}_{k,j}(I)] = 0, \quad (IV.9) \]

\[ \lim_{k \to \infty} \sum_{j=1}^{n_k - r_k} \mathbb{P}\{\tilde{\xi}_{k,j}(I) \geq 2\} = 0 \quad (IV.10) \]

\[ \lim_{k \to \infty} \sum_{j=1}^{n_k - r_k} E[\tilde{\xi}_{k,j}(I)] = \eta(e). \quad (IV.11) \]
To prove these conditions, we first recall that for all bounded interval $I = \left[ s - \frac{t}{2}, s + \frac{t}{2} \right]$ and $x \in \mathbb{X}$ the next inequality is satisfied

$$\langle \delta_x, P_I(H_k^\omega) \delta_x \rangle \leq |t| \text{Im} \left( \delta_x, \frac{1}{H_k^\omega - s - it} \delta_x \right),$$  

(IV.12)

where $P_I(H_k^\omega) = I_I(H_k^\omega)$. In particular, for $I = \left[ e - \frac{|I|}{2A_k}, e + \frac{|I|}{2A_k} \right]$ we have

$$E[\zeta_{k,j}^\omega, \epsilon(I)] \leq \frac{|I|}{A_k} \sum_{x \in B_{k,j}} E[\text{Im} \langle \delta_x, (H_{rk}^\omega - z_k)^{-1} \delta_x \rangle]$$  

(IV.13)

$$\leq \frac{|I|}{A_k} \sum_{x \in B_{k,j}} a_x$$  

(IV.14)

$$= \frac{|I|}{A_k} A_{k,j},$$  

(IV.15)

therefore

$$\limsup_{k \to \infty} \max_{1 \leq j \leq n^{k-r_k}} E[\zeta_{k,j}^\omega, \epsilon(I)] \leq \lim_{k \to \infty} \max_{1 \leq j \leq n^{k-r_k}} \frac{A_{k,j}}{A_k} = 0.$$  

(IV.16)

To prove (IV.10) we set

$$W_{k,j}(z_k) = \sum_{k \in B_{k,j}} \text{Im} \langle \delta_x, (H_{rk}^\omega - z_k)^{-1} \delta_x \rangle,$$  

(IV.17)

here $z_k = e + \frac{|I|}{2A_k}$. From (IV.12) and the Chebyshev’s inequality we derive

$$\mathbb{P} \left[ \zeta_{k,j}^\omega(I) \geq 2 \right] \leq \mathbb{P} \left[ W_{k,j}(z_k) \geq 2 \right]$$  

(IV.18)

$$= \mathbb{P} \left[ W_{k,j}(z_k) - E[W_{k,j}(z_k)] \geq 2 - W_{k,j}(z_k) \right]$$  

(IV.19)

$$\leq \frac{E \left[ (W_{k,j}(z_k) - E[W_{k,j}(z_k)])^2 \right]}{(2 - E[W_{k,j}(z_k)])^2}.$$  

(IV.20)

For $k$ large enough we know that $E[W_{k,j}(z_k)] \leq |I| \frac{A_{k,j}}{A_k} \leq 1$, hence

$$\mathbb{P} \left[ \zeta_{k,j}^\omega(I) \geq 2 \right] \leq E \left[ (W_{k,j}(z_k) - E[W_{k,j}(z_k)])^2 \right]$$  

(IV.21)

$$\leq \left( |I| \frac{A_{k,j}}{A_k} \right)^2,$$  

(IV.22)

where the last inequality can be deduced from the identity

$$E \left[ (W_{k,j}(z_k) - E[W_{k,j}(z_k)])^2 \right] = \sum_{x \in B_{k,j}} \sum_{y \in B_{k,j}} E \det \left( \begin{array}{cc} \text{Im} \langle \delta_x, (H_{rk}^\omega - z_k)^{-1} \delta_x \rangle & \text{Im} \langle \delta_x, (H_{rk}^\omega - z_k)^{-1} \delta_y \rangle \\ \text{Im} \langle \delta_y, (H_{rk}^\omega - z_k)^{-1} \delta_x \rangle & \text{Im} \langle \delta_y, (H_{rk}^\omega - z_k)^{-1} \delta_y \rangle \end{array} \right)$$

and emphasizing that the same argument used to estimate $D_{k,\omega}^{(2)}$ follows. This yield to

$$\lim_{k \to \infty} \sum_{j=1}^{n^{k-r_k}} \mathbb{P} \left\{ \zeta_{k,j}^\omega(I) \geq 2 \right\} \leq |I|^2 \lim_{k \to \infty} \frac{1}{A_k^2} \sum_{j=1}^{n^{k-r_k}} A_{k,j}^2 = 0.$$  

(IV.23)
Finally, to prove [IV.11] we write
\[
\sum_{j=1}^{n^{k-r_k}} E[\text{Im}(e - z_k)^{-1} \xi_{k,j}(v)] = \frac{1}{A_k} \sum_{x \in B_k} E[\text{Im}(\delta_x, (H_{r_k}^\omega - z_k)^{-1} \delta_x)] - E[\text{Im}(\delta_x, (H^\omega - z_k)^{-1} \delta_x)] \\
+ \frac{1}{A_k} \sum_{x \in B_k} E[\text{Im}(\delta_x, (H^\omega - z_k)^{-1} \delta_x)]. \tag{IV.24}
\]

From the resolvent formula (see [III.22]) we get
\[
\left| \frac{1}{A_k} \sum_{x \in B_k} E[\text{Im}(\delta_x, (H_{r_k}^\omega - z_k)^{-1} \delta_x)] - E[\text{Im}(\delta_x, (H^\omega - z_k)^{-1} \delta_x)] \right| \leq A_k |B_k|(1 - \lambda_{r_k}), \tag{IV.25}
\]
whose limit is zero. Finally, the regularity condition [V.3] directly implies
\[
\lim_{k \to \infty} \frac{1}{A_k} \sum_{x \in B_k} E[\text{Im}(\delta_x, (H_{r_k}^\omega - z_k)^{-1} \delta_x)] = \pi \eta(e), \tag{IV.26}
\]
concluding the proof.

Concerning the main assumptions of this work, we write below some comments:

- If the sequence $||\rho_x||_\infty$ satisfy the hypothesis $(H)$, assumption [III.12] follows directly since for all $s \in \mathbb{R}$
\[
\int_\mathbb{R} \rho_x(v) \frac{1}{(v-s)^2 + t^2}dv \leq ||\rho_x||_\infty \int_\mathbb{R} \frac{t}{(v-s)^2 + t^2}dv \leq \pi ||\rho_x||_\infty. \tag{IV.27}
\]
\[
\leq \pi ||\rho_x||_\infty. \tag{IV.28}
\]
This is implicitly derived in the well known inequalities of [18] and [15], commonly used to prove localization of eigenvalues.

- The assumption on the hierarchical Laplacian [IV.2] is connected with the spectral dimension of the operator and can be interpreted as a competition between the deterministic and random components of the operator (the latter implicitly represented by the value $A_k$).

- The regularity condition in general is met when the random variables $V_x, x \in X$ are smooth enough (we have omitted more details about the regularity of the density since our main concern is the non-homogeneity of the random field).
V. THE HIERARCHICAL ANDERSON MODEL WITH NON I.I.D RANDOM POTENTIAL

We are particularly interested into the case

\[ C_1 (1 + |x|)^\gamma \leq \int_{\mathbb{R}} \rho_x(v) \frac{1}{(v - s)^2 + t^2} dv \leq C_2 (1 + |x|)^\gamma \]

where \( \gamma > -1 \) and \( 0 \leq C_1 \leq C_2 < \infty \). This example is important because has a connection with the study of spin systems with non homogeneous external random fields: in [5] [6] the two-dimensional Ising Model was considered, whereas in the most recent work [7] similar results for the one-dimensional Dyson Model can be founded. Concerning our example, the natural choice is the sequence

\[ A_{k,j} = (1 + \gamma) \sum_{x \in B_{k,j}} (1 + |x|)^\gamma \]

with the convention \( A_{k,1} = A_{k-1} \). We state next the two main Theorems related to this example.

**Theorem V.1.** For all \( 0 < d < \frac{1}{1+\gamma} \) we have

\[ P \left[ \lim_{k \to \infty} \frac{1}{A_k} \left( \text{Tr}[\mathbb{1}_{B_k} f(H^\omega)] - E[\text{Tr}[\mathbb{1}_{B_k} f(H^\omega)]] \right) = 0 \right] = 1. \]  

(V.1)

Moreover, there is a density \( \eta(e) \) such that for all \( f \in C_0(\mathbb{R}) \)

\[ \int_{\mathbb{R}} f(e) d\mu^{aw}(e) = \lim_{k \to \infty} \frac{1}{A_k} \text{Tr}[\mathbb{1}_{B_k} f(H^\omega)]. \]  

(V.2)

**Theorem V.2.** For all \( 0 < d < \frac{1}{1+\gamma} \), if the re-scaled counting measure \( \xi_k^\omega \) satisfies the regularity condition

\[ \lim_{\varepsilon \to 0^+} \text{Im} \int_{\mathbb{R}} \frac{1}{v - e - i\varepsilon} \eta(v) dv = \pi \eta(e), \]  

(V.3)

then \( \xi_k^\omega \) converges to a Poisson point process with intensity \( \eta(e) \).

**A. Proof of Theorem V.1**

The proof is based on checking that the assumptions of the main theorems stated in the previous sections are met. To do this, we first approximate these sums by integrals, obtaining for \( k \) large enough

\[ A_k = |B_k|^{1+\gamma} (1 + o_k(1)) \]  

(V.4)

\[ A_{k,1} = |B_{k,1}|^{1+\gamma} (1 + o_k(1)) \]  

(V.5)

\[ A_{k,j} = \sum_{x = 1 + jn^{k-r_k}} (1 + |x|)^\gamma = j^\gamma |B_{k,j}|^\gamma (1 + o_k(1)), \quad 2 \leq j \leq \frac{|B_k|}{|B_{k,j}|}. \]  

(V.6)
From equation \( \text{V.6} \) we have for \( k \) large enough and \( \gamma \neq -1/2 \)

\[
\sum_{j=1}^{n^{k-r_k}} A_{k,j}^2 = \left( |B_{k,j}|^{2+2\gamma} + |B_{k,j}|^{2\gamma} \sum_{j=2}^{n^{k-r_k}} j^{2\gamma} \right) (1 + o_k(1)) \tag{V.7}
\]

\[
\leq \left( |B_{k,j}|^{2+2\gamma} + \frac{1}{|1+2\gamma|} |B_{k,j}|^{2\gamma} \left( \frac{|B_k|}{|B_{k,j}|} \right)^{1+2\gamma} \right) (1 + o_k(1)). \tag{V.8}
\]

Similarly, we have for \( \gamma = -1/2 \)

\[
\sum_{j=1}^{n^{k-r_k}} A_{k,j}^2 \leq \left( |B_{k,j}|^{2+2\gamma} + |B_{k,j}|^{2\gamma} \ln \left( \frac{|B_k|}{|B_{k,j}|} \right) \right) (1 + o_k(1)). \tag{V.9}
\]

In the following we will omit the case \( \gamma = -\frac{1}{2} \) (nevertheless, we emphasize that the same arguments are valid). The next proposition that the sequence fulfills the Hypothesis \((H)\).

**Proposition V.1.** The sequence \( a_x = (1 + |x|)^\gamma \) satisfies the Hypothesis \((H)\) for all \( \gamma > -1 \) and moreover

\[
\sum_{k \geq 1} \frac{1}{A_k^2} \sum_{k=1}^{n^{k-r_k}} A_{k,j}^2 < \infty. \tag{V.10}
\]

**Proof.** We take the simplest choice: given \( \theta \in (0,1) \) fixed, we take \( r_k = \lfloor \theta k \rfloor \), \( \theta_k = \frac{\lfloor \theta k \rfloor}{k} \) (here the symbol \( \lfloor \ \rfloor \) denotes the entire part). This implies that \( \theta - \frac{1}{k} \leq \theta_k \leq \theta \) for all \( k \geq 1 \). In addition, for \( 1 \leq j \leq |B_k|^{1-\theta_k} \) we have \( |B_{k,j}| = |B_k|^\theta_k = |B_k|\theta (1 + o_k(1)) \). We will check below that the selected sequence satisfy the Hypothesis \((H)\).

**Proof of II.21** From the estimates \( \text{V.5} \) \( \text{V.6} \) we get

\[
\lim_{k \to \infty} \sup_{1 \leq j \leq n^{k-r_k}} \frac{A_{k,j}}{A_k} \leq \lim_{k \to \infty} \sup_{k \to \infty} \frac{|B_{k,j}|^{1+\gamma}|B_k|^{\gamma}}{|B_k|^{1+\gamma}} \leq \lim_{k \to \infty} |B_{k,j}|^{\max\left((\theta_k-1)(1+\gamma),-1\right)} \leq 0. \tag{V.11}
\]

The last inequality is valid since \((\theta_k - 1)(1 + \gamma) \leq (\theta - 1)(1 + \gamma) < 0\) for all \( k \geq 1 \).

**Proof of II.22** from equation \( \text{V.8} \) and recalling that \( |B_{k,j}| = |B_k|^\theta_k \), we get for \( \gamma \neq -1/2 \)

\[
\frac{1}{A_k^2} \sum_{j=1}^{n^{k-r_k}} A_{k,j}^2 = \frac{1}{A_k^2} \left( |B_{k,j}|^{2+2\gamma} + |B_{k,j}|^{2\gamma} \left( \frac{|B_k|}{|B_{k,j}|} \right)^{1+2\gamma} \right) (1 + o_k(1)) \tag{V.14}
\]

\[
= \frac{1}{|B_k|^{2+2\gamma}} \left( |B_k|^{(2+2\gamma)\theta_k} + |B_k|^{2\gamma\theta_k} \left( \frac{|B_k|}{|B_{k,j}|} \right)^{1+2\gamma} \right) (1 + o_k(1)) \tag{V.15}
\]

\[
= (|B_k|^{2(1+\gamma)(\theta_k-1)} + |B_k|^{-(\theta_k+1)}) (1 + o_k(1)), \tag{V.16}
\]

\[21\]
since \(0 < \lim_{k \to \infty} \theta_k < 1\), given \(\varepsilon > 0\) and \(k \geq k_0\) large enough, we have \(\theta(1 - \varepsilon) < \theta_k \leq \theta < 1\). By taking \(\theta^{*} = \min\{2(1 + \gamma)(1 - \theta), (\theta_k + 1 - \varepsilon)\} > 0\) we obtain
\[
\frac{1}{A_k^2} \sum_{j=1}^{n^{k-r_k}} A_{k,j}^2 \leq |B_k|^{-\theta^{*}}
\]
and consequently \(\lim_{k \to \infty} \frac{1}{A_k^2} \sum_{j=1}^{n^{k-r_k}} A_{k,j}^2 = 0\).

**Proof of V.10**: we only need to show that the tails of the sum are convergent. From equation V.17 we have for all \(k \geq K\)
\[
\sum_{j=1}^{n^{k-r_k}} A_{k,j}^2 \leq \sum_{k \geq K} |B_k|^{-\theta^{*}} (1 + o_k(1))
\]
\[
\leq \frac{|B_K|^{-\theta^{*}}}{1 - n^{-\theta^{*}}} (1 + o_k(1)) \quad \text{(V.19)}
\]
\[
< \infty \quad \text{(V.20)}
\]

The above proposition sufficient conditions in order that the hypothesis \((H)\) can be accomplished. The next proposition, states the connection between the spectral dimension of the Hierarchical Laplacian and the parameter \(\gamma\).

**Proposition V.2.** Let \(d\) be the spectral dimension of the hierarchical Laplacian. Then, for all \(0 < d < \frac{1}{1 + \frac{\gamma}{2}}\) we have
\[
\lim_{k \to \infty} A_k |B_k|(1 - \lambda_{r_k}) = 0, \quad \text{(V.21)}
\]
\[
\sum_{k \geq 1} \left( \frac{B_k}{A_k}(1 - \lambda_{r_k}) \right)^p < \infty \quad \text{for all } p > 1. \quad \text{(V.22)}
\]

**Proof.** In a similar way as the proof of proposition V.1 if \(0 < d < 1\) is the spectral dimension of the Laplacian, we fix \(\theta\) satisfying \((1 + \frac{\gamma}{2})d < \theta < 1\) and we also fix the sequence \(r_k = \lfloor \theta k \rfloor\). From the definition of \(d\) we know that \(\sum_{s=r_k+1}^{\infty} p_s = n^{-2\delta/k^2 + \varepsilon_k} = |B_k|^{-\frac{2\Phi}{d^2} - \frac{1}{d^2} + \varepsilon_k}\) for some sequence \(\varepsilon_k \to 0^+\), so
\[
A_k |B_k| \sum_{s=r_k+1}^{\infty} p_s = |B_k|^{2+\gamma} |B_k|^{-\frac{2\Phi}{d^2} + \varepsilon_k} (1 + o_k(1)) \quad \text{(V.23)}
\]
\[
\leq |B_k|^{2+\gamma - \frac{2\Phi}{d^2} + \frac{1}{d^2} - \frac{1}{d^2}} (1 + o_k(1)). \quad \text{(V.24)}
\]
Now, given \(\varepsilon_0 > 0\) we have for \(K\) large enough that \(|\varepsilon_k + \frac{1}{d^2}| \leq \varepsilon_0 |2 + \gamma - \frac{\Phi}{d^2}|\), then
\[
A_k |B_k| \sum_{s=r_k+1}^{\infty} p_s \leq |B_k|^{(1 - \varepsilon_0)(2 + \gamma - \frac{\Phi}{d^2})} \quad \text{(V.25)}
\]
and consequently the inequality \( V.21 \) is obtained by letting \( k \to \infty \) and recalling \( 2 + \gamma - \frac{2\theta}{\pi} < 0 \). To prove \( V.22 \) we use the same estimates to deduce

\[
\frac{|B_k|}{A_k} (1 - \lambda_{r_k}) \leq |B_k|^{-\gamma} |B_k|^{-\frac{2\theta}{\pi} + \epsilon_k} (1 + o_k(1)) 
\leq |B_k|^{-\gamma - \frac{2\theta}{\pi} + \epsilon_k + \frac{1}{K}} (1 + o_k(1)) 
\leq |B_k|^{-\gamma - \frac{2\theta}{\pi} + \epsilon_0 |2 + \gamma - \frac{6}{\pi}|} (1 + o_k(1)).
\]

By noticing that \( 2 + \gamma > -\gamma \) when \( \gamma > -1 \), we can write

\[
\frac{|B_k|}{A_k} \sum_{s=r_k+1}^{\infty} p_s \leq |B_k|^{(1 - \epsilon_0)(2 + \gamma - \frac{2\theta}{\pi})} (1 + o_k(1)).
\]

The above inequality allows us to conclude that for all \( p > 1 \) and \( K \) large enough

\[
\sum_{k \geq K} \left( \frac{|B_k|}{A_k} (1 - \lambda_{r_k}) \right)^p \leq (1 + o_k(1)) \sum_{k \geq K} |B_k|^{(1 - \epsilon_0)(2 + \gamma - \frac{2\theta}{\pi})p}
< \infty.
\]

We conclude the proof emphasizing that for \( \gamma = -\frac{1}{2} \) the same arguments are valid if we use \( V.9 \) instead of \( V.8 \)

\[ \square \]
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