Sequential recommendation (SR) learns users’ preferences by capturing the sequential patterns from users’ behaviors evolution. As discussed in many works, user–item interactions of SR generally present the intrinsic power-law distribution, which can be ascended to hierarchy-like structures. Previous methods usually handle such hierarchical information by making user–item sectionalization empirically under Euclidean space, which may cause distortion of user–item representation in real online scenarios. In this article, we propose a Poincaré-based heterogeneous graph neural network named Poincaré Heterogeneous Graph Neural Networks for Sequential Recommendation (PHGR) to model the sequential pattern information as well as hierarchical information contained in the data of SR scenarios simultaneously. Specifically, for the purpose of explicitly capturing the hierarchical information, we first construct a weighted user–item heterogeneous graph by aligning all the user–item interactions to improve the perception domain of each user from a global view. Then the output of the global representation would be used to complement the local directed item–item homogeneous graph convolution. By defining a novel hyperbolic inner product operator, the global and local graph representation learning are directly conducted in Poincaré ball instead of commonly used projection operation between Poincaré ball and Euclidean space, which could alleviate the cumulative error issue of general bidirectional translation process. Moreover, for the purpose of explicitly capturing the sequential dependency information, we design two types of temporal attention operations under Poincaré ball space. Empirical evaluations on datasets from the public and financial industry show that PHGR outperforms several comparison methods.
1 INTRODUCTION

Sequential recommendation (SR) has become a research hotspot in recent years due to its excellent performance in predicting users’ preferences by building models from users’ historical interaction data. The development of SR has made significant progress, from the early Markov-chain– (MC) based methods \cite{16, 33, 41} to Recurrent-Neural-Networks– (RNN) based methods \cite{9, 17, 22} to attention-based mechanism \cite{11, 18, 49} to Graph-Neural-Networks– (GNNs) based approaches, due to these methods’ remarkable ability to represent the coherence information contained in the structured interaction data \cite{44–46}. In this article, we focus on developing and improving GNNs-based approaches in SR scenarios.

As discussed in many works \cite{23, 25, 32, 41, 42}, user–item interactions of SR generally present the intrinsic power-law distribution, which means that a majority of users/items have very few interactions and a few users/items have a huge number of interactions. As a result, the degree coefficient of the graph data derived from user–item interactions also exhibits power-law distribution. Such a phenomenon can be approximated described as the “hierarchical” structure according to the degree coefficients slicing. Nodes with similar degree coefficients are at the same level. For example, in the first level, nodes have the highest degree coefficients (core members), while those in the last level have the lowest degree coefficients (marginal members). The number of nodes grows exponentially as the degree of nodes increases. In other words, the number of nodes grows exponentially with the increasing of distance from the hierarchy origin.

Various approaches have been introduced to capture the underlying hierarchical properties under Euclidean space, such as slicing the historical behaviors via long/short time periods or categorizing interacted items empirically. However, such Euclidean operations may cause distortion of user–item representation and unspectacular recommendation performance in real online scenarios \cite{2, 34}. As Gulcehre \cite{14} suggested, such hierarchical user–item interaction properties cannot be efficiently represented in Euclidean space but are capable of being exploited in hyperbolic space. As demonstrated in the previous papers \cite{19, 20}, the hierarchy-like geometry of power-law node degree distribution and hyperbolic spaces are intimately correlated. If nodes distribute approximately uniformly in a hidden hyperbolic space, then the number of nodes at distance $R$ from any reference point, e.g., hidden hierarchy origin denoted as the nodes with highest degree coefficients, grows exponentially with $R$. In other words, the manifold hyperbolic space has a larger capacity compared to Euclidean space given the same radius and thus more nodes could be contained and effectively represented. More generally, by the definition of the curvature, hyperbolic spaces with negative curvature expand faster than Euclidean spaces with zero curvature. Specifically, while Euclidean spaces expand polynomially, hyperbolic spaces expand exponentially. In the hyperbolic plane, for example, the length of the circle and the area of the disc of hyperbolic radius $R$ are

\[
I(R) = 2\pi \sinh R,
\]

\[
s(R) = 2\pi (\cosh R - 1).
\]

In summary, the hierarchy-like geometry of power-law node degree distribution needs an exponential amount of space for expanding, and hyperbolic geometry has it.
Recently, many researchers have tried to apply hyperbolic learning to recommendation systems [4, 21, 27, 35]. Motivated by these works, introducing hyperbolic representation along with graph learning to SR would be a promising approach by capturing the coherent and hierarchical information in the data simultaneously. However, this idea still faces two critical technical challenges.

First, the commonly used graph representation learning deriving from users’ historical behaviors becomes more difficult under hyperbolic space as coherent and hierarchical information should be seized simultaneously.

As one user’s preference may be inferred from similar users, many recent studies [24, 39, 43] have shown the significance of involving clustering users’ preference in GNNs-based SR methods, which means not only the target user’s historical behaviors are considered but also the related transition items from other users are incorporated. This type of incorporation should essentially be resolved under hyperbolic space, which brings higher computation complexity.

Second, computing the matching score of one user and corresponding items directly in hyperbolic space is a challenging task, as inner product operation under hyperbolic space still lacks a powerful mathematical foundation. The commonly used compromise solution is to carry out such matching computation under Euclidean space by involving two separate stages, which are projection stage and calculation stage. Specifically, hyperbolic vectors are first projected into Euclidean space, and then the matching calculation based on Euclidean inner product [18, 47] is conducted as follows:

$$\langle x, y \rangle = \frac{1}{2} (\|x\|^2 + \|y\|^2 - \|x - y\|^2).$$

However, the above two-stage approach would cause calculation error as distance $\|x - y\|^2$ in Equation (1) under Euclidean space deviates from the corresponding intrinsic geodesic distance under hyperbolic space. An intuitional example is shown in Figure 1, where $OA$ and $OB$ denote the embedding vectors in Poincaré ball and $O'A'$, $O'B'$ denote the corresponding projected vectors in Euclidean space.

The inner product result of $O'A'$ and $O'B'$ based on Equation (1) would be used to represent the hyperbolic inner product result of $OA$ and $OB$ approximatively. However, such operation is inexact as $\|OA\| = \|O'A'\|$ and $\|OB\| = \|O'B'\|$, while $\|A'B'\| \neq \|AB\|$. $\|A'B'\|$ and $\|AB\|$ represent Euclidean distance and hyperbolic geodesic distance, respectively. In other words, this two-stage operation cannot satisfy the geodesic distance relationship of two embedding vectors in hyperbolic space.
space. To solve this issue, Ivana et al. [1] introduced a new hyperbolic matching score function that absorbs squared norms $\|x\|^2$ and $\|y\|^2$ into learnable biases $b_x$ and $b_y$ and replaces the Euclidean distance $\|x - y\|$ with the Poincaré distance $d_{\mathbb{H}^n}(x, y)$. But as the biases $b_x$ and $b_y$ are unbounded, the learned biases may present uninterpretable results, e.g., $b_x < 0$ or $b_y < 0$, which deviates from the consistency of Euclidean inner product definition as $\|x\|^2$ and $\|y\|^2$ should be $[0, +\infty)$. Besides, given two hyperbolic vectors, such a hyperbolic inner product operation cannot give an interpretable indication of how these two hyperbolic embedding vectors match without conducting model training to learn the corresponding biases. Therefore, how to design a novel interpretable inner product operation under hyperbolic space without involving additional parameters becomes another practical challenge.

To address the aforementioned challenges, we propose a novel Poincaré Heterogeneous Graph Neural Networks for Sequential Recommendation (PHGR). PHGR is a principled SR framework that employs hyperbolic Poincaré ball to adequately exploit the coherent and hierarchical information contained in one user’s local and clustering global behaviors. Specifically, we first create a global heterogeneous graph based on all users’ preferences within the dataset to improve the perception domain of each user by embedding user–item representation into Poincaré ball to reserve their hierarchical and coherent properties. Then, the output of the global representation is used to enhance the representation learning of each users’ directed homogeneous local behavior graph in Poincaré ball. Third, we introduce a hyperbolic graph attention mechanism oriented for the global heterogeneous graph and local heterogeneous graph processes. Moreover, we define a novel hyperbolic inner product operation to reduce the cumulative error of general bidirectional transition process between Poincaré ball and Euclidean space. Overall, our major contributions can be summarized as follows:

- We propose a novel framework PHGR that adequately captures the hierarchical and coherent information contained in one user’s local and global behaviors under Poincaré ball space along with a newly designed hyperbolic graph attention mechanism for SR tasks. To the best of our knowledge, our method is the first to simultaneously extract hierarchical information from one user’s local and global reception field.
- We theoretically defined a novel inner product operation under Poincaré ball to reduce the cumulative error of general bidirectional translation process between Poincaré ball and Euclidean space.
- Extensive industrial and public experimental results indicate that our proposed PHGR significantly outperforms the state-of-the-art baselines.

2 RELATED WORK

In this section, we review existing studies on sequential recommender systems and hyperbolic representation learning, which are two fields related to our study. In this section, we summarize the related studies on sequential recommender system, which is a field related to our study.

2.1 Sequential Recommender Systems

The methods for SR can be roughly categorized into four categories. The original MC-based method exploits one user’s next preference based on his/her last behavior [16, 33, 41]. Then, RNN-based method is proposed to predict one user’s interests based on strict temporal behaviors [9, 17, 22]. On the basis of RNN-based method, the attention-based method is introduced to simulate unidirectional message transformation between consecutive elements within a sequence by several novel attention mechanisms [11, 18, 49]. However, the aforementioned three categories of methods cannot handle the intricate item transition relationships. To address this problem,
GNN-based methods are widely used to detect the implicit and explicit coherent information within the complicated user–item interactions. Some studies [44–46] utilize digraphs derived from historical behaviors to capture users’ coherent preference patterns. Beyond the above works, graph memory [26] and information lossless [7] mechanisms are introduced to further reduce the loss of information aggregation process. Aforementioned, the prior existing GNN-based SR methods do not consider long-standing hierarchical information contained in one user’s historical behaviors.

2.2 Poincaré Embedding in Hyperbolic Space

Recent investigations have revealed that the structure of most complicated data is highly non-Euclidean [2, 10]. Hyperbolic space is a strikingly fascinating concept that sparks a lot of research [34, 37]. The Poincaré model and the Lorentz model of the hyperbolic space have been widely used in a variety of practical applications due to its high representation ability [5, 6, 8, 13, 28, 30, 31, 36]. In Reference [30], the hierarchical representations of symbolic data were developed by embedding symbolic data in Poincaré ball. Then, the hyperbolic neural networks were proposed in Reference [13], which merges the formalism of MÃűbius gyrovector spaces with the Riemannian geometry of the Poincaré model of hyperbolic spaces. Afterwards, the Hyperbolic Graph Convolutional Network scheme was presented in Reference [6]. Its core idea is to combine the Lorentz model of the hyperbolic space with graph convolutional networks to learn graph representations. Also, the concept of hyperbolic space has been widely applied to the variational autoencoder [28, 31, 36]. In addition, hyperbolic knowledge graph embedding was developed in References [5, 8] to capture both logical and hierarchical patterns. The advantages and usefulness of hyperbolic space in learning hierarchical structures of complicated relational data have been demonstrated in these studies.

Many researchers attempt to use hyperbolic learning in recommender systems after noticing the potential of hyperbolic space in learning complicated relationships between item and user [4, 12, 21, 29, 40]. Chamberlain et al. [4] also pointed out that millions of users could benefit from the recommender system based on hyperbolic space. A non-Euclidean embedding model [12] was developed and applied to next-POI recommendation. Besides, the Hyperbolic Geometry Model for Top-K recommendation was given in Reference [29]. Hyperbolic Social Recommender, presented in Reference [21], uses hyperbolic geometry to improve performance of SR. As discussed in Reference [40], a novel graph neural network framework, namely HyperSoRec, combines hyperbolic learning with social recommendation to solve the social recommendation tasks. Note that, in hyperbolic space, there is no solid mathematical foundation to compute the inner product, and the aforementioned hyperbolic learning methods need to map their embedding from the hyperbolic space to the Euclidean space whenever they need to perform the inner production between embedding, which may cause a gap.

3 PRELIMINARIES

In this section, we first present the notations and problem formulation. Then, we describe two types of graphs related to the present PHGR. Last, we introduce basic knowledge about hyperbolic geometry.

3.1 Notations and Problem Formulation

In general, given a user behavior sequence, i.e., a chronological item clicking sequence of that user, an SR method tries to predict the top-K items, with which users will be most likely to interact later. In this article, the user set is denoted by $U$, and item set can be represented as $V$, where $|U| = n$ and $|V| = m$. For each user $u$, the behavior sequence is denoted as $S_u = [v_1, v_2, \ldots, v_c]$, where
Table 1. The Key Mathematical Notations Used in This Article

| Notation | Description |
|----------|-------------|
| $B^n$ | a Poincaré space of dimension $n$ |
| $\mathcal{M}$ | Riemannian manifold |
| $c$ | the curvature of Poincaré space |
| $T_xB^n$ | the tangent space at point $x$ with dimension $n$ |
| $x_u$ | a item embedding in the Euclid space |
| $U$ | all users in the training set |
| $V$ | the item set consisting of all candidate items |
| $S_u$ | a behavior sequence containing chronological items |
| $G_r = (V_r, E_r)$ | the local graph converted from user behavior sequence |
| $G_G = (V_G, E_G, R_G)$ | the global graph converted from all behavior sequence $S$ |
| $x^i_f$ | a item embedding in the Poincaré space |
| $L$ | the layer of graph neural network |
| $\omega$ | the magnitude of the auxiliary loss |

$c_u$ is the length of the sequence and $v_i$ is the item interact with user at time $i$. We show the main notations used in this work in Table 1.

3.2 Local and Global Graph Construction

By modeling sequential patterns over adjacent items in each user’s behavior sequence, the local graph aims to capture the local-level behavior coherent representation. For each user, behavior sequence $S = [v_1, v_2, ..., v_{c_u}]$ is converted into a corresponding local graph $G_L = (V_L, E_L)$, where $V_L \subset V$ and $E_L$ denotes the weighted directed edges set composed of $(e^l_{i,i+1})$. Indeed, $e^l_{i,i+1}$ represents the weighted directed edge between clicked item $v_i$ and $v_{i+1}$ at timestamps $i$ and $i + 1$, respectively. Since several items may appear in the sequence repeatedly, we assign each edge with a normalized weight, which is calculated as the occurrence of the edge divided by the out-degree of that edge’s start node.

Apart from the local graph construction, we also intend to capture correlated behavior information from a global view for each user. To achieve this, we construct a content associated user–item heterogeneous weighted graph [48] denoted as $G_G = (V_G, E_G)$ by allocating all the user–item interactions, where $V_G$ denotes the node set that contains user and item entities $V \cup U$. $E_G$ denotes the corresponding weighted edges set composed of $(e^q_{i,j})$, where $e^q_{i,j}$ represents the weighted edge between user and corresponding interactive item. Additionally, weight $e^q_{i,j}$ is defined as the number of items $i_j$, which interacted with the user $u_i$. The detailed processes of local and global graph construction are illustrated in Figure 2.

3.3 Hyperbolic Geometry of Poincaré Ball

The hyperbolic space $\mathbb{H}^n$ is an $n$-dimensional Riemannian manifold with constant negative curvature.

Formally, the Poincaré ball $(\mathbb{B}^n_c, g^E_u)$ with radius $1/\sqrt{c}$ is defined by

$$\mathbb{B}^n_c = \{ u \in \mathbb{R}^n : c\|u\|^2 < 1, c > 0 \}.$$  

The Riemannian metric tensor is given by

$$g^E_u = (\lambda^c_u)^2 g^E_u,$$

where $\lambda^c_u = \frac{2}{1-c\|u\|^2}$ is the conformal factor and $g^E_u = I_n$ denotes the Euclidean metric tensor.
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Let $\mathcal{T}_u$ denote the tangent space operator. For any $u, v \in \mathbb{B}_c^n \setminus \{0\}$, the exponential map $\exp^c : \mathcal{T}_u \mathbb{B}_c^n \rightarrow \mathbb{B}_c^n$ and the logarithmic map $\log^c : \mathbb{B}_c^n \rightarrow \mathcal{T}_u \mathbb{B}_c^n$ are defined as

$$\exp^c_u(x) = u \oplus_c \left( \tanh \left( \sqrt{c} \frac{\|x\| \lambda^c u}{2} \right) \frac{x}{\sqrt{c} \|x\|} \right),$$

(2)

$$\log^c_0(v) = 2 \sqrt{c} \frac{\tanh^{-1}(\sqrt{c} \|u \oplus_c v\|)}{1 + 2c(u, v) + c^2\|u\|^2\|v\|^2}.$$  

(3)

where $\oplus_c$ is the Möbius addition defined by

$$u \oplus_c v = \frac{(1 + 2c(u, v) + c\|v\|^2)u + (1 - c\|u\|)^2v}{1 + 2c(u, v) + c^2\|u\|^2\|v\|^2}.$$  

(4)

If $u = 0$, then Equations (2) and (3) have more appealing forms, i.e., for $x \in \mathcal{T}_0 \mathbb{B}_c^n \setminus \{0\}$, $v \in \mathbb{B}_c^n \setminus \{0\}$,

$$\exp^c_0(x) = \tanh \left( \sqrt{c} \|x\| \right) \frac{x}{\sqrt{c} \|x\|},$$

(5)

$$\log^c_0(v) = \tanh^{-1}(\sqrt{c} \|v\|) \frac{v}{\sqrt{c} \|v\|}.$$  

(6)

For any $u, v \in \mathbb{B}_c^n$, the distance is defined by

$$d_{\mathbb{B}_c^n}(u, v) = \frac{2}{\sqrt{c}} \tanh^{-1}(\sqrt{c} \|u \oplus_c v\|).$$

(7)

For applying the Poincaré ball to neural network layers, one additional definition needs to be introduced. For any matrix $A \in \mathbb{R}^{m \times n}$ and vector $x \in \mathbb{B}_c^n$, the Möbius matrix-vector multiplication $\otimes_c (\mathbb{B}_c^n \rightarrow \mathbb{B}_c^m)$ is introduced as

$$A \otimes_c u = \exp_0^c (A \log_0^c(u)),$$

(8)

where $0$ is the origin of $\mathbb{R}^n$.

4 METHODOLOGY

In this section, we present our proposed method PHGR as illustrated in Figure 3.
Fig. 3. The architecture of the PHGR framework. From left to right, all users’ historical sequential behaviors are allocated and transformed into a global heterogeneous graph. Besides, for each user, the corresponding local homogeneous graph is constructed by aligning his/her behavior sequence. Then the two graphs are both projected into Poincaré ball hyperbolic space and graph aggregation as well as attention operation are conducted. Finally, the predicted probability of the next item that the user most likely to click is obtained.

4.1 Proposed Inner Product Operation in Poincaré Ball

In this subsection, we mainly introduce a new hyperbolic matching score calculation approach, i.e., inner product calculation approach, to alleviate the approximation error caused by the commonly used two-stage method.

First, we recall the definition of inner product in Euclidean space. Let \( x, y \in \mathbb{R}^n \), the Euclidean inner product \( \langle x, y \rangle \) can be defined as follows:

\[
\langle x, y \rangle = \sum_{i=1}^{n} x_i y_i.
\]

Equivalently, Equation (9) can be written as

\[
\langle x, y \rangle = \|x\|\|y\| \cos \theta = d_{\mathbb{R}^n}(0, x)d_{\mathbb{R}^n}(0, y) \cos \theta,
\]

where \( \theta \) is the angle between \( x \) and \( y \).

\[
\langle x, y \rangle = \frac{1}{2}(|x|^2 + |y|^2 - |x - y|^2)
\]

\[
= \frac{1}{2} \left( d_{\mathbb{R}^n}^2(0, x) + d_{\mathbb{R}^n}^2(0, y) - d_{\mathbb{R}^n}^2(x, y) \right).
\]

For calculating inner product in Poincaré ball hyperbolic space, current works generally apply the two-stage approach, i.e., projection stage and the inner product calculation stage. Specifically, for any \( u, v \in \mathbb{P}_c^n \), the projected inner product \( P(u, v) \) is computed by

\[
P(u, v) = \langle \log_c^e(u), \log_c^e(v) \rangle
\]

or

\[
P(u, v) = d_{\mathbb{P}_c^n}(0, u)d_{\mathbb{P}_c^n}(0, v) \cos \beta,
\]

where \( \beta \) is the angle between \( u \) and \( v \) \cite{3}.

Referring to the definitions of inner product in Euclidean space (Equations (10) and (11)), we derive the following Theorem 4.1 by omitting the coefficient in Equation (7) and rewriting it as

\[
d_{\mathbb{P}_c^n}(x, y) = \frac{1}{\sqrt{e}} \tanh^{-1}(\sqrt{e}\|x \oplus_c y\|).
\]
**Theorem 4.1.** For any \( \mathbf{u}, \mathbf{v} \in \mathbb{B}^n \), we have
\[
P(\mathbf{u}, \mathbf{v}) = \langle \log_0^c(\mathbf{u}), \log_0^c(\mathbf{v}) \rangle = d_{\mathbb{B}}^c(\mathbf{0}, \mathbf{u})d_{\mathbb{B}}^c(\mathbf{0}, \mathbf{v}) \cos \beta,
\]
where \( \beta \) is the angle between \( \log_0^c(\mathbf{u}) \) and \( \log_0^c(\mathbf{v}) \). Based on Equation (14), the following equation could be easily derived:
\[
\| \log_0^c(\mathbf{u}) \| = d_{\mathbb{B}}^c(\mathbf{0}, \mathbf{u}),
\]
\[
\| \log_0^c(\mathbf{v}) \| = d_{\mathbb{B}}^c(\mathbf{0}, \mathbf{v}).
\]

Then, if we can further infer \( \cos \beta = \cos \beta' \), Equation (15) could be proved. Since the Poincaré ball is conformal to Euclidean space, the angle between two vectors \( \mathbf{u}, \mathbf{v} \) is given by

\[
\cos \beta' = \frac{\langle \log_0^c(\mathbf{u}), \log_0^c(\mathbf{v}) \rangle}{\| \log_0^c(\mathbf{u}) \| \| \log_0^c(\mathbf{v}) \|} = \frac{\langle \tanh^{-1}(\sqrt{c}\|\mathbf{u}\|)\frac{\mathbf{u}}{\sqrt{c}\|\mathbf{u}\|}, \tanh^{-1}(\sqrt{c}\|\mathbf{v}\|)\frac{\mathbf{v}}{\sqrt{c}\|\mathbf{v}\|} \rangle}{\| \tanh^{-1}(\sqrt{c}\|\mathbf{u}\|)\frac{\mathbf{u}}{\sqrt{c}\|\mathbf{u}\|} \| \| \tanh^{-1}(\sqrt{c}\|\mathbf{v}\|)\frac{\mathbf{v}}{\sqrt{c}\|\mathbf{v}\|} \|} = \frac{\langle \mathbf{u}, \mathbf{v} \rangle}{\| \mathbf{u} \| \| \mathbf{v} \|} = \cos \beta.
\]

Therefore, we can prove Equation (15).

For proving Equation (16), since
\[
P(\mathbf{u}, \mathbf{v}) = \frac{1}{2} \left( \| \log_0^c(\mathbf{u}) \|^2 + \| \log_0^c(\mathbf{v}) \|^2 - \| \log_0^c(\mathbf{u}) - \log_0^c(\mathbf{v}) \|^2 \right),
\]
based on Equations (18) and (19), we only need to prove that
\[
d_{\mathbb{B}}^c(\mathbf{u}, \mathbf{v}) = \| \log_0^c(\mathbf{u}) - \log_0^c(\mathbf{v}) \|.
\]

Let hyperbolic curvature \( c = 1 \) and \( \beta \) be the angle between vectors \( \mathbf{u} \) and \( \mathbf{v} \). Referring to Figure 1, the top of figure denotes the hyperbolic space and the bottom shows its projection to the origin in Euclidean space. Analogously, \( OA = \mathbf{u}, OB = \mathbf{v} \), then
\[
\| \log_0^c(\mathbf{u}) - \log_0^c(\mathbf{v}) \| = \| A'B' \|.
\]

Therefore, the inequality (22) can be rewritten as
\[
d_{\mathbb{B}}^c(A, B) \geq \| A'B' \|.
\]

Let \( r \) be the hyperbolic length of \( OA \):
\[
r = d_{\mathbb{B}}^c(O, A) = \| \log_0^c(\mathbf{u}) \| = \| O'A' \|.
\]

For \( O'A', O'B', A'B' \), they satisfy the trigonometric formulae in Euclidean space, i.e.,
\[
\frac{\| O'A' \|}{\sin \angle O'B'A'} = \frac{\| O'B' \|}{\sin \angle O' A'B'} = \frac{\| A'B' \|}{\sin \angle A'O'B'}
\]

where \( \| O'A' \|, \| O'B' \|, \| A'B' \| \) are the lengths of the sides of a triangle, and \( \angle O'B'A', \angle O'A'B', \) and \( \angle A'O'B' \) denote the corresponding opposite angles. Then we can get
\[
\| A'B' \| = \sin \beta \frac{\| O'A' \|}{\sin \angle O'B'A'} = \sin \beta \frac{r}{\sin \angle O'B'A'}.
\]

Analogously, \( OA, OB, \widehat{AB} \) satisfy the hyperbolic trigonometric formulae, i.e.,
\[
\frac{\sinh(d_{\mathbb{B}}^c(O, A))}{\sin \angle OBA} = \frac{\sinh(d_{\mathbb{B}}^c(O, B))}{\sin \angle OAB} = \frac{\sinh(d_{\mathbb{B}}^c(A, B))}{\sin \angle AOB},
\]
where $d_{\mathbb{B}^n}(O, A), d_{\mathbb{B}^n}(O, B),$ and $d_{\mathbb{B}^n}(A, B)$ represent the hyperbolic lengths of the sides of a triangle, and $\angle OBA, \angle OAB,$ and $\angle AOB$ are the corresponding opposite angles under hyperbolic space. Then we can infer that

$$\sinh(d_{\mathbb{B}^n}(A, B)) = \sin \beta \frac{\sinh(d_{\mathbb{B}^n}(O, A))}{\sin \angle OBA} = \sin \beta \frac{\sin r}{\sin \angle OBA}. \quad (29)$$

Based on the fact that $\sinh k$ is monotonically increasing when $k \in [0, +\infty)$ and $\sinh 0 = 0$, we can get

$$\sinh(\eta k) = \sinh(\eta k + (1 - \eta) \cdot 0) \leq \eta \sinh k + (1 - \eta) \sinh 0 = \eta \sinh k \quad (30)$$

if $0 \leq \eta \leq 1$. Since $0 \leq \angle OBA \leq \angle O'B'A' \leq \frac{\pi}{2}$, as

$$\frac{\sinh r}{\sin \angle OBA} \geq \frac{\sinh r}{\sin \angle O'B'A'}. \quad (31)$$

So, based on Equations (27) and (29), we can infer that

$$\sinh(d_{\mathbb{B}^n}(A, B)) = \sin(\beta) \frac{\sinh r}{\sin \angle OBA} \geq \sin(\beta) \frac{\sinh r}{\sin \angle O'B'A'} \geq \sinh \left( \frac{\sin \beta \frac{r}{\sin \angle O'B'A'}}{\sin \angle OBA} \right) = \sinh(||A'B'||). \quad (32)$$

Therefore, we can get $d_{\mathbb{B}^n}(A, B) \geq ||A'B'||$, which concludes the proof of inequality (24). \hfill \Box

Based on the above discussion, we propose a novel computation mechanism of the inner product in Poincaré ball space based on the geodesic distance. Indeed, the present new hyperbolic operator $D(u, v)$ computing the inner product in Poincaré ball is defined as follows:

$$D(u, v) = \frac{1}{2} \left( d_{\mathbb{B}^n}^2 (0, u) + d_{\mathbb{B}^n}^2 (0, v) - d_{\mathbb{B}^n}^2 (u, v) \right). \quad (33)$$

In the following part, we discuss the advantage of the newly proposed hyperbolic inner product in Equation (33) comparing with the commonly used projected hyperbolic inner product in Equation (13). Let us use an example to give an elaborate illustration. As shown in Figure 1, let $\angle AOB = \angle A_1OB_1 < \frac{\pi}{2}$ and $||OA||||OB|| < ||OA_1||||OB_1||$. Besides, we set $||OA|| = ||OB||$ and $||OA_1|| = ||OB_1||$ for calculation simplicity. By the definition of $P(u, v) = d_{\mathbb{B}^n}(0, u)d_{\mathbb{B}^n}(0, v) \cos \beta$, we can always conclude that $P(OA, OB) < P(OA_1, OB_1)$, which is in accord with the intuition in Euclidean space as $||OA|| < ||OA_1||$, and thus $< A_1, B_1 >$ is more similar, i.e., gets higher matching.
score, than that of $\langle A, B \rangle$. But when $A_1, B_1$ get quite far away from origin, e.g., close to Poincaré ball outer boundary, $\langle A_1, B_1 \rangle$ would be more dissimilar than that of $\langle A, B \rangle$ as the distance between $A_1$ and $B_1$ increases exponentially with radius under Poincaré hyperbolic space. By the definition of our proposed calculation method, we can prove that $D(OA_1, OB_1) < P(OA_1, OB_1)$ as Equation (16). Figure 4 shows the numerical difference of $D(u, v)$ and $P(u, v)$, in which we can see that $P(u, v)$ is always equal or greater than $D(u, v)$. The equality holds if and only if $\cos \beta = \pm 1$.

However, the magnitude relationship of $D(OA, OB)$ and $D(OA_1, OB_1)$ is not permanently changeless. The mathematical characteristic of the proposed hyperbolic inner product operation is shown in Figure 5. Specifically, based on Figure 5(a), we can infer that the variation tendency of the calculated hyperbolic inner product with the variation of angle $\beta$ and $\|u\|$ (we set $\|u\| = \|v\|$ for simplicity) is not monotonous. Indeed, the inner product $D(u, v)$ increase at the early stage and then decrease as the increasing of the $\|u\|$ under the condition of fixed angle $\beta$ as illustrated in Figure 5(b). For example, if we set $\|OA\| = 0.5$ and $\|OA_1\| = 0.6$, then $D(OA, OB) < D(OA_1, OB_1)$. But if we set $\|OA\| = 0.5$ and $\|OA_1\| = 0.98$, then $D(OA, OB) > D(OA_1, OB_1)$. Thus, such characteristics could alleviate the issue caused by the commonly used projected hyperbolic inner product as Equation (13). Moreover, the new inner product operation can make the training more stable, because it keeps $\|u\|$ from the boundary of Poincaré ball.

### 4.2 Graph Learning under Poincaré Ball Space

Before conducting global and local graph representation learning under hyperbolic space, we first project the user and item node within corresponding global and local graph into Poincaré ball. Specifically, users and items are initially embedded by sampling the Gaussian distribution in Euclidean space and then we project them to Poincaré ball using exponential map $\exp^c_0$. The projected user and item embeddings can be represented by

$$x^c_u = \exp^c_0(x_u).$$
\[ x_i^B = \exp_0^c(x_i), x_u, x_i \in \mathbb{R}^d, \]  
(35)  
where \( x_u, x_i \) denotes user and item initial embeddings in Euclidean space, respectively.

### 4.2.1 Poincaré Global-level Graph Attention Network

As illustrated in Figure 3, we impose a shared user–item heterogeneous graph by aligning all users and items from the provided dataset to directly encode low-order interactions from a global view and then complement the local homogeneous graph convolution. The reason is that the local item-related homogeneous graph cannot aggregate the direct correlations between user–item pairs.

Referring to the traditional graph aggregation operation under Euclidean space, we adopt a graph attention mechanism during the iterative information aggregating process between the target node and its corresponding neighbors under Poincaré ball space. Indeed, the attention weights for one target item node and its surrounding user neighbors can be formulated as follows:

\[ e_{iu}^G = \delta_{u \in \mathcal{N}^G(i)} \left( W_{iu} \log_0^c \left( x_i^B, G, l \right) \right) + b_{iu}, \]  
(36)

where \( W_{iu} \in \mathbb{R}^{2d} \) and \( b_{iu} \) are learnable parameters, \( \delta \) represents the softmax function, \( x_u^B, G, l \) and \( x_i^B, G, l \) denote the user embedding and item embedding obtained at \( l \)th global graph representation layer in Poincaré ball space, and \( x_i^B, G, 0 = x_i^B, \mathcal{N}^G(i) \) represents the neighbor set of node \( i \) within the global graph. Then the hyperbolic global-level item representations could be iteratively updated with these attention coefficients as follows:

\[ x_i^B, G, l+1 = \exp_0^c \left( \sum_{u \in \mathcal{N}^G(i)} e_{iu} \log_0^c \left( x_u^B, G, l \right) \right). \]  
(37)

After stacking multiple Poincaré graph attention layers to fully aggregate information from higher-order relationships, the hyperbolic item representation within the global user–item graph could be obtained as

\[ x_i^B, G = \exp_0^c \left( \sum_{l=0} e_{iu} \log_0^c \left( x_i^B, G, l \right) \right). \]  
(38)

where \( \alpha_l \) is the empirical parameters to control the magnitude of high-order connection information. The hyperbolic global-level user representations are updated in a similar way and not presented for simplicity.

### 4.2.2 Poincaré Local-level Graph Attention Network

As illustrated in Figure 2, for each user, his/her sequential historical behaviors are converted into a directed weighted graph to extract preference from a local view, as such information still explicitly under-explored by the global user–item heterogeneous graph. Referring to the framework shown in Figure 3, the outputs of the global user–item graph representation learning are used to enhance the local item–item graph modeling. The local graph attention convolution operations are similar to Section 4.2.1. Specifically, the attention weights between two neighbor items can be formulated as

\[ e_{ij}^L = \delta_{j \in \mathcal{N}^L(i)} \left( W_{ij} \log_0^c \left( x_i^B, L, l \right) \right) + b_{ij}, \]  
(39)

where \( W_{ij} \in \mathbb{R}^{2d} \) and \( b_{ij} \) are learnable parameters, \( x_i^B, L, l \) denotes the item embedding obtained at \( l \)th local graph layer in Poincaré ball space, \( \mathcal{N}^L(i) \) represents the neighbor node of \( i \) within local graph, and \( x_i^B, L, 0 = x_i^B, G \). Then the hyperbolic local-level item representations could be iteratively updated through

\[ x_i^B, L, l+1 = \exp_0^c \left( \sum_{j \in \mathcal{N}^L(i)} e_{ij}^L \log_0^c \left( x_j^B, L, l \right) \right). \]  
(40)
The out-of-Poincaré local graph attention network is

$$x^{\mathbb{B}, L}_{i} = \exp_0^C \left( \sum_{l=0}^{\hat{r}} (\zeta_l \ast \log \sigma \left( x^{\mathbb{B}, L}_{i} \right)) \right),$$

(41)

where $\zeta_l$ is empirical parameters to control the magnitude of different $l$th learned representations.

### 4.3 Temporal Attention Mechanism

After global and local graph convolution, the item representations $X^{\mathbb{B}, L} = [x_1^{\mathbb{B}, L}, x_2^{\mathbb{B}, L}, \ldots, x_n^{\mathbb{B}, L}]$ are obtained. For each user, to capture sequential patterns within his/her historical behaviors, we further conduct attention operation among the temporal behaviors, as such temporal information is explicitly under-explored by the global and local graph representation learning. Specifically, we conduct two attention operations, i.e., long-view temporal attention and short-view temporal attention, based on each user’s sequential interacted items as illustrated in Figure 3.

Following the commonly used attention mechanism [38] under Euclidean space, the hyperbolic self-attention operation among one user’s sequential interacted items are re-formalized as follows:

$$X^{\mathbb{B}, long} = \delta \left( \frac{(W_Q \log_0 \sigma (X^{\mathbb{B}, L})) (W_K \log_0 \sigma (X^{\mathbb{B}, L}))^\top}{\sqrt{d}} \right) (W_V \log_0 \sigma (X^{\mathbb{B}, L})).$$

(42)

where $W_Q, W_K, W_V \in \mathbb{R}^{d \times d}$ are learnable parameters. Then we can get the sequential patterns information from a long-view through

$$Z^{\mathbb{B}, long} = \exp_0^C \left( \frac{\sum_{i=1}^{n} x_{i}^{\mathbb{B}, LT}}{n} \right).$$

(43)

Besides, for one user, the next most likely behavior is often related to his/her nearest interests, and thus sequential patterns information from a short-term view is also crucial for predicting user preference. Specifically, the nearest item $n$ acts as query and historical interacted items $[1, 2, \ldots, n-1]$ act as keys as well as values. The attention weight between item $n$ and item $i$ is formulated as follows:

$$y_i = q^T \sigma \left( W_n \log_0 \sigma (x_{n}^{\mathbb{B}, L}) + W_i \log_0 \sigma (x_{i}^{\mathbb{B}, L}) \right),$$

(44)

where $W_n, W_i \in \mathbb{R}^{d \times d}$ and $q^T \in \mathbb{R}^d$ are learnable parameters. Then we can get the sequential patterns information from a short-view through

$$Z^{\mathbb{B}, short} = \exp_0^C \left( \sum_{i=1}^{n} (y_i \ast \log \sigma \left( x_{i}^{\mathbb{B}, L} \right)) \right).$$

(45)

### 4.4 Model Training and Prediction

As illustrated in Figure 3, through the graph representation learning and temporal attention operation under hyperbolic space, the final user representation could be obtained as follows:

$$x_u^{\mathbb{B}} = W \left[ \log_0 \sigma (x_n^{\mathbb{B}, L}) \parallel \log_0 \sigma (z^{\mathbb{B}, long}) \parallel \log_0 \sigma (z^{\mathbb{B}, short}) \right],$$

(46)

where $W \in \mathbb{R}^{d \times (3d \times d)}$ is a learnable parameter. The unified preference probability between user $u \in U$ and item $v_1 \in V$ is given as

$$\widetilde{y}_i = \delta \left( D \left( x_u^{\mathbb{B}}, x_{i}^{\mathbb{B}} \right) \right),$$

(47)

where $D(x_u^{\mathbb{B}}, x_{i}^{\mathbb{B}})$ follows Equation (33). Inspired by Reference [15], we incorporate main and auxiliary tasks to train our model. The loss of main task is cross-entropy $L_{ce}$, which has been widely
applied in SR task and can be defined by

\[ L_{ce} = -\sum_{i=1}^{m} (y_i \log(\hat{y}_i) + (1 - y_i) \log(1 - \hat{y}_i)); \]  

(48)

the loss of auxiliary task is the contrastive ranking loss \( L_{cr} \), which is given by

\[ L_{cr} = \sum_{i=1}^{m} \max((d_L(\hat{y}_i, y_P) - d_L(\hat{y}_i, y_N) + \xi, 0)); \]  

(49)

and the overall loss function can be defined as

\[ L_{total} = L_{ce} + \omega \ast L_{cr}; \]  

(50)

where \( \omega \) controls the magnitude of the auxiliary loss \( L_{cr} \).

5 EXPERIMENT

In this section, we first present the experimental settings including datasets, comparison methods, evaluation metrics, and parameter settings. Then, we conduct comprehensive experiments on three widely used real-world datasets and one newly collected industrial dataset to answer the following questions:

- Q1: How does PHGR perform in SR scenarios comparing with the state-of-the-art methods?
- Q2: How each component of PHGR contributes to the performance?
- Q3: How is the effectiveness and portability of the Poincaré ball module of PHGR?

5.1 Experimental Settings

5.1.1 Datasets Description. We provide a summary of the four representative real-world datasets of our experiments in Table 2. Specifically, the first three datasets are widely used Amazon datasets, each of which refers to a top-level category of products, including beauty (Beauty), pet supplies (Pet), and tools & home improvements (T&H), respectively. The MYbank dataset is a larger-scaled and more challenging dataset collected from Ant Group, which describes users’ interactions in financial products such as debit, trust, and accounting. The MYbank dataset does not contain any Personal Identifiable Information and is desensitized and encrypted. The dataset is only used for academic research—it does not represent any real business situation. Adequate data protection was carried out during the experiment to prevent the risk of data copy leakage, and the dataset was destroyed after the experiment.

For each dataset, we randomly choose 80%, 10%, and 10% of the sequences as training, validation, and testing datasets. We apply early stopping with patience of 10, which means we stop training if the loss does not decrease for 10 consecutive epochs. For each dataset, we group interactions by user unique IDs and then generate a chronological behaviors sequence for each user. The inactive users and unpopular items with fewer than three interactions are discarded.

5.1.2 Comparison Methods. We compare PHGR with the following SR methods:

- FPMC [33] is a classical Markov-chain-based method that considers the latest interaction.
- FOSSIL [16] is a classical Markov-chain-based method that captures personalized dynamics.
- GRU4Rec [17] is a representative RNN-based method that stacks multiple GRU layers for session-parallel mini-batch training.
- NARM [22] is a hybrid encoder with attention mechanism to model sequential behaviors.

\[ \text{http://jmcauley.ucsd.edu/data/amazon/}. \]
Table 2. Dataset Descriptions

| Dataset         | Beauty | Pet | TH | MYbank |
|-----------------|--------|-----|----|--------|
| #Users          | 109,725| 78,875|94,596| 691,701 |
| #Items          | 45,908 | 23,894| 40,688| 3,188  |
| #Avg.U/Item     | 5.22   | 5.00| 4.96| 8.38   |
| #Avg.I/User     | 12.48  | 16.50| 11.53| 1818.01 |
| #Density        | 0.011% | 0.025%| 0.010%| 0.263%  |
| #Actions        | 0.57M  | 0.47M| 0.39M| 5.79M   |

- **HGN** [25] is a hierarchical gating network integrated with the Bayesian personalized ranking for SR.
- **SASRec** [18] is an attention-based sequential method that utilizes few actions and considers long-range dependencies.
- **LightSANs** [11] is a low-rank decomposed self-attention network.
- **HME** [12] is a hyperbolic metric embedding method that exploits two bipartite graphs to learn the representations of users and POIs.
- **SRGNN** [44] is a graph-based method to learn item representations.
- **GC-SAN** [46] is an improved version of SRGNN to compute sequence-level embeddings.
- **LESSLR** [7] is a session-based method with GNN that utilizes auxiliary graph to generate item representation.

5.1.3 Evaluation Metrics. We employ three widely used metrics, i.e., HitRate($H$), NDCG($N$), and MAP($M$), to evaluate the performance of SR methods. Here, we choose $K$ to be 10 and 20 to show the different metrics for $H@K$, $N@K$, and $M@K$. For all the three metrics, higher values indicate better performance.

5.1.4 Parameter Settings. The hyperparameters of our proposed PHGR are tuned on the validation set by grid search. Specifically, the learning rate is tuned among $[10^{-4}, 10^{-3}]$, the embedding size $d$ is tuned from the range of $\{8, 16, 32, 64, 128\}$, and the number of aggregation layer $L$ is tuned among $[1, 5]$. We set batch-size $b$ to be 128, curvature $k$ to be 1, and the magnitude of the auxiliary loss $\omega$ is tuned among $[10^{-4}, 10^{0}]$. The hyperparameters of all comparison methods are set according to their original papers or found by grid research. In the following section, we will investigate the impact of key hyperparameters in greater depth.

5.2 Performance on SR (for Q1)

To answer Q1, we present the HitRate, NDCG, and MAP values in Table 3. The highest value under each metric is highlighted in bold and the second-highest value is underlined. Furthermore, to gain a deeper insight into PHGR’s characteristics, we present the distributions of user-item interactions on each of the datasets in Figure 6 and investigate how PHGR performs under various data distributions.

Analysis: From Table 3, we can observe that PHGR outperforms all the comparison methods with an average improvement of 5.83%. Specifically, compared with Markov chain-based methods, i.e., FPMC and FOSSIL, PHGR performs better probably, since it is capable of capturing the sequential dependencies among items in a sequence, which is crucial for exploiting dynamic user preference in SR scenarios. In addition, PHGR outperforms the RNN-based and transformer-based methods, i.e., GRU4Rec, NARM, SASRec, and LightSANs, because it can model multiple-way transitions between consecutive items and pays attention to the transitions among the contexts, which effectively learn user representations even though user behaviors are sparse. In comparison to the graph-based methods, i.e., SRGNN, GC-SAN, and LESLR, PHGR shows its superiority in capturing
### Table 3. Performance Illustration of All Comparison Methods on Four Datasets

| Dataset | Metric  | Proposed Methods | Improve(%) |
|---------|---------|------------------|------------|
|         |         |                  |            |
| Beauty  | H@10    | 4.69             | 5.03       |
|         | N@10    | 2.76             | 2.39       |
|         | M@10    | 2.16             | 1.50       |
|         | H@20    | 6.22             | 6.59       |
|         | N@20    | 3.14             | 3.35       |
|         | M@20    | 2.26             | 2.44       |
|         | H@10    | 4.65             | 5.46       |
|         | N@10    | 2.44             | 2.56       |
|         | M@10    | 1.76             | 1.66       |
|         | H@20    | 6.73             | 7.78       |
|         | N@20    | 2.96             | 3.16       |
|         | M@20    | 1.90             | 1.82       |
| TH      | H@10    | 3.72             | 3.39       |
|         | N@10    | 2.24             | 1.64       |
|         | M@10    | 1.79             | 1.10       |
|         | H@20    | 4.86             | 4.54       |
|         | N@20    | 2.53             | 1.95       |
|         | M@20    | 1.87             | 1.18       |
| MYbank  | H@10    | 51.35            | 42.40      |
|         | N@10    | 34.53            | 28.37      |
|         | M@10    | 29.32            | 24.03      |
|         | H@20    | 61.94            | 51.30      |
|         | N@20    | 37.22            | 30.62      |
|         | M@20    | 30.06            | 24.64      |

The heterogeneity and hierarchy information contained in the contrusted user–item and item–item graphs, which is equivalent to extract the coarse-to-fine transition patterns from various transition types, respectively. Furthermore, comparing with hyperbolic-based method, i.e., HME, the performance of PHGR still shows obvious improvement due to the carefully designed framework for SR scenarios, and the contribution of each module will be illustrated in Section 5.3. Besides, we provide a deeper analysis from the perspective of data structure. In Figure 6, the distribution of item interactions of four datasets is plotted, and all of them present a long-tailed shape, whose degrees between the most popular items and unpopular ones are quite large. This data structure is also called a hierarchy-like structure. Considering PHGR’s improvements on these types of datasets, it could be implied that PHGR is more adaptive in the sequential recommendation scenarios with hierarchical properties. Specifically, we also find an interesting phenomenon where the transformer-based methods (SASRec and LightSANs) perform poorly in the Beauty and TH datasets (even worse than the previous methods). As shown in Table 2, given the density of Beauty and TH datasets, e.g., 0.011% and 0.010%, they are relatively much smaller than the other datasets. Thus transformer-based models may cannot capture the multiplex transitions among quite sparse consecutive items.

### 5.3 Ablation Studies (for Q2)

To answer Q2, we conduct ablation experiments with seven simplified versions of PHGR: (1) **EHGR**: PHGR without the Poincaré ball module, i.e., the Poincaré ball module is replaced with the Euclidean space module; (2) **PHGR-w/o-IP**: PHGR without the Poincaré inner product module, i.e., the inner product cannot be performed on the Poincaré ball module and can only be performed after the elements are projected onto the Euclidean space; (3) **PHGR-w/o-G**: PHGR without the global-level graph attention network; (4) **PHGR-w/o-L**: PHGR without the local-level graph attention network; (5) **PHGR-w/o-Long**: PHGR without long-view temporal attention network; (6) **PHGR-w/o-short**: PHGR without short-view temporal attention work; and (7) **PHGR-w/o-L&S**: PHGR without both long and short temporal attention network. All the ablation results are presented in Table 4.

**EHGR**: EHGR is the version that PHGR replaces the Poincaré ball module with the Euclidean space module but it still contains the user–item heterogeneous graph representation learning to encode low-order interactions from a global view then complement the local homogeneous
Fig. 6. Clicking distributions of items in each of the datasets. The X axis presents the number of interactions associated with a user or item, and the Y axis shows the number of such users or items.

### Table 4. Performance of Ablation Studies on Four Datasets

| Dataset | Metric | PHGR | EHGR | PHGR-w/o-IP | PHGR-w/o-G | PHGR-w/o-L | PHGR-w/o-Long | PHGR-w/o-Short | PHGR-w/o-L&S |
|---------|--------|------|------|-------------|------------|-----------|---------------|---------------|-------------|
| Beauty  | H@10   | 6.62 | 6.15 | 6.49        | 6.56       | 6.50      | 6.35          | 5.87          | 5.33        |
|         | N@10   | 3.69 | 2.96 | 3.67        | 3.54       | 3.58      | 3.46          | 3.41          | 3.32        |
|         | M@10   | 2.87 | 1.98 | 2.82        | 2.61       | 2.68      | 2.66          | 2.58          | 2.46        |
|         | H@20   | 8.54 | 8.41 | 8.48        | 8.82       | 8.70      | 8.41          | 7.67          | 7.92        |
|         | N@20   | 4.19 | 3.54 | 4.17        | 4.11       | 4.14      | 3.98          | 3.87          | 3.60        |
|         | M@20   | 2.97 | 2.11 | 2.93        | 2.76       | 2.83      | 2.78          | 2.72          | 2.56        |
| Pet     | H@10   | 6.84 | 6.67 | 6.77        | 6.65       | 6.36      | 5.99          | 5.85          | 5.33        |
|         | N@10   | 3.77 | 3.68 | 3.74        | 3.52       | 3.54      | 3.42          | 3.34          | 3.32        |
|         | M@10   | 2.85 | 2.76 | 2.81        | 2.56       | 2.61      | 2.69          | 2.53          | 2.46        |
|         | H@20   | 9.49 | 9.26 | 9.34        | 9.3        | 8.82      | 8.39          | 8.35          | 8.12        |
|         | N@20   | 4.45 | 4.33 | 4.39        | 4.19       | 4.11      | 4.06          | 3.94          | 3.90        |
|         | M@20   | 3.04 | 2.94 | 2.99        | 2.75       | 2.76      | 2.68          | 2.69          | 2.66        |
| TH      | H@10   | 4.75 | 4.59 | 4.68        | 4.65       | 4.09      | 4.46          | 4.25          | 3.85        |
|         | N@10   | 2.58 | 2.56 | 2.58        | 2.46       | 2.26      | 2.40          | 2.31          | 2.25        |
|         | M@10   | 1.96 | 1.93 | 1.96        | 1.79       | 1.69      | 1.77          | 1.72          | 1.75        |
|         | H@20   | 6.35 | 6.04 | 6.23        | 6.23       | 5.51      | 5.99          | 5.65          | 5.06        |
|         | N@20   | 2.97 | 2.93 | 2.97        | 2.86       | 2.61      | 2.79          | 2.67          | 2.56        |
|         | M@20   | 2.19 | 2.03 | 2.16        | 1.9        | 1.78      | 1.87          | 1.81          | 1.84        |
| Mybank  | H@10   | 57.55| 56.86| 57.00       | 54.05      | 54.36     | 57.25         | 56.95         | 56.55       |
|         | N@10   | 38.49| 38.43| 38.50       | 36.65      | 36.99     | 38.13         | 37.76         | 37.73       |
|         | M@10   | 33.10| 32.71| 32.76       | 31.24      | 31.53     | 32.92         | 32.70         | 32.00       |
|         | H@20   | 67.86| 67.44| 67.64       | 64.67      | 65.27     | 67.16         | 67.14         | 66.59       |
|         | N@20   | 41.63| 41.10| 41.19       | 39.34      | 39.69     | 41.12         | 40.73         | 40.80       |
|         | M@20   | 34.12| 33.44| 33.49       | 31.98      | 32.27     | 33.87         | 33.55         | 33.50       |
item–item graph convolution. The reason of such design is that local item-related homogeneous graph cannot aggregate the direct correlations between user–item pairs for accurately obtaining user preference. Comparing PHGR with EHGR, we find that PHGR outperforms EHGR with an average improvement of 7.80% on all datasets. Without the Poincaré ball module, EHGR cannot fully guarantee the representation learning operation of hierarchy-like data structure, which leads to degradation of the performance.

**PHGR-w/o-IP:** Comparing PHGR with PHGR-w/o-IP, we find that PHGR outperforms PHGR-w/o-IP with an average improvement of 1.01% on all datasets. The performance drops greatly when removing the proposed inner product operation on most metrics, but slightly obvious in terms of the N@10. Without the Poincaré inner product module, PHGR-w/o-IP needs to project the embedding vectors from the Poincaré ball space to the Euclidean space when performing an inner product, which leads to the inaccuracies of the distance under the Poincaré metric. In other words, the novel designed inner product operation under Poincaré ball could reduce the cumulative error of general bidirectional projection process between Poincaré ball and Euclidean space and is quite appropriate for calculating hyperbolic inner product considering intrinsic geodesic distance.

**PHGR-w/o-G:** Comparing PHGR with PHGR-w/o-G and PHGR-w/o-L, we find that PHGR outperforms both ablation methods on all datasets, as shown in Table 4. A heterogeneous global graph consisting of users and items provides additional information to item–item graph representation learning through an implicit message passing, which complements the user preference from the view of global low-order user–item interactions. This additional information significantly contributes to the model performance, as the PHGR-w/o-G gets a poor evaluation. PHGR-w/o-L also behaves badly, since the item information is also inadequate.

**PHGR-w/o-L:** The local-level graph is sequence based and homogeneous, in which item representation is learned by aggregating neighbor information within a user’s clicking history. In conclusion, without global or local-level graph, PHGR is unable to capture the comprehensive user preferences, which could be enhanced from users’ direct clicking items or implicitly correlated ones. PHGR improves the model performance by simultaneously modeling both global and local users’ interesting.

**PHGR-w/o-Long:** Long-view temporal attention network is a re-formalized self-attention mechanism under the hyperbolic space. As observed in Table 4, without this attention network, performance drops compared to the PHGR. It could suggest that the long-view attention operation captures an enhanced context-based user preference by learning the item interactions within the whole clicking sequence, which contributes the next-item prediction.

**PHGR-w/o-Short:** Short-view temporal attention learns the item interactions focusing on the previous clicked item, and the idea is inspired by the fact that a user’s most likely behavior is generally closer to his/her nearest interests. We discover in Table 4 that the performance of PHGR-w/o-Short is even worse than the PHGR-w/o-Long with most metrics on all datasets. Short-view temporal attention captures users’ instant interests through utilizing the item information just before the next clicking, which greatly helps us understand users’ future behavior as the experiment result.

**PHGR-w/o-L&S:** From Table 4, we find that without both long and short attention networks, PHGR-w/o-L&S behaves the worst, even compared with other ablation models on most metrics and datasets. As discussed above, long and short attention networks provide context-based information and users’ instant interests, respectively, from item interactions learning in different temporal scale. These attention-based operation further explores the users’ preference under a implicitly weighted interactions learning beyond graph-based SR method, which significantly improves model performance as demonstrated.
5.4 Portability of PHGR’s Poincaré Ball Module (for Q3)

One of the main novelties of PHGR is that it is capable of capturing the items’ hierarchical property on the space spanned by the ball. As discussed above, the Poincaré ball module is portable, which means it can be applied to most SR methods. To further demonstrate the effectiveness and portability of the Poincaré ball module, we replace the Euclidean space module within the FPMC, GRU4Rec, SASRec, and SRGNN methods with the Poincaré ball module, i.e., the computations of all comparison methods are performed on the Poincaré ball. The results are presented in Figure 7, in which the methods with names followed by “-p” represents the remolded ones.

Analysis: The results between the original methods and the remodeled versions on different datasets are plotted in Figure 7. First, we can conclude that the Poincaré ball module is portable to various SR methods according to our experiments. Furthermore, we can discover the Poincaré ball module works well with these SR models, not only with proposed PHGR. As observed, the remodeled methods outperform their original versions with average improvements of 3.84%, 4.72%, 10.74%, and 1.73% on Beauty, Pet, T&H, and MYbank, respectively, which demonstrates the effectiveness of the metric operation under Poincaré ball space.

5.5 Parameter Sensitive

To further investigate the power of the Poincaré ball module and provide a more comprehensive understanding of proposed PHGR in parameter sensitivity, we evaluate the performances of PHGR and EHGR under different choices of three important parameters. The evaluated parameters are as follows: (1) the user and item embedding size $d$, which is essential as discussed in most sequential recommendation literature; (2) the number of the layers $L$ in the graph neural networks, which will result in over-smoothing or insufficient expressivity with improper values; and (3) the magnitude...
Fig. 8. The performance of PHGR and EHGR with different embedding size on four datasets.

Table 5. The Mean Performance and Its Standard Error of HitRate@10 on TH and Pet Datasets

| Method | Dataset | Embedding size | 8    | 16   | 32   | 64   |
|--------|---------|----------------|------|------|------|------|
|        |         | mean           | 6.25 | 6.56 | 6.49 | 6.68 |
|        |         | std            | 0.196| 0.194| 0.190| 0.172|
| EHGR   | TH      | mean           | 4.14 | 4.64 | 4.655| 4.60 |
|        |         | std            | 0.135| 0.128| 0.121| 0.10 |
|        | Pet     | mean           | 6.27 | 6.70 | 6.67 | 6.80 |
|        |         | std            | 0.185| 0.180| 0.157| 0.155|
| PHGR   | TH      | mean           | 4.17 | 4.63 | 4.61 | 4.66 |
|        |         | std            | 0.109| 0.105| 0.097| 0.086|

of the auxiliary loss $\omega$, which controls the contribution from the auxiliary learning to the ranking performance. The results are presented in Figures 8, 9, and 10.

**Analysis:** Figure 8 depicts the performance of PHGR and EHGR with respect to a set of the embedding size $d$ in $\{8, 16, 32, 64, 128\}$. We can make two conclusions from the plot. First, PHGR outperforms EHGR under all values of $d$, which again demonstrates PHGR’s superiority in SR scenarios. Second, the performance of both methods on all four datasets is insensitive to the settings of $d$ when $d$ is not larger than 64, but the performance behaves differently on various datasets when $d$ increases to 128. In particular, the performance of both methods increases on the denser MYBank and Pet datasets, whereas it decreases sharply on the sparser Beauty and T&H datasets. Such differences indicate that a larger $d$ is required for more expressive representation learning when the dataset is much informative and vise versa. During the experiments, PHGR and EHGR in TH and Pet did not change significantly with the varying of embedding sizes when the embedding size is not larger than 64, so we selected 100 different random seeds on these two datasets and recorded the mean and std values of the results over sets of experiments. The mean performance and the corresponding std of EHGR and PHGR methods upon embedding size from 8 to 64 are reported in Table 5.
As we can observe, the mean performance of HitRate@10 from the PHGR method is superior to that of EHGR for each embedding size on both the TH and Pet datasets. In addition, the standard error of the performance from PHGR is lower than EHGR, which indicates its relatively stability with the increase of the embedding size and implicitly suggests the advantage from the novel inner product operation.

In Figure 9, we report the performance of PHGR and EHGR with respect to a set of common settings $\{1, 2, 3, 4, 5\}$ of the layers $L$ in the graph neural network. On average, PHGR outperforms EHGR, and the performance fluctuation of PHGR under varying $L$ values is more moderate than that of EHGR, which demonstrates the effectiveness and robustness of PHGR. Moreover, the observation that the performance of PHGR is relatively stable with varying $L$ indicates the
powerful ability of PHGR in addressing the over-smoothing issue, which is a notorious problem in GNNs.

In Figure 10, we analyze the performance of PHGR and EHGR with a set of representative values \{0.0001, 0.001, 0.01, 0.1, 1\} of \(\omega\) to investigate the influence of the auxiliary loss, which contributes to the ranking outcome. On all datasets, it can be observed that small values of \(\omega\) consistently lead to a stable and better performance. However, as the \(\omega\) value increases, results on both model significantly decline probably due to the severe gradient conflict between two tasks. Therefore, to boost the best performance, it is important to make a tradeoff between the hit ratio and ranking tasks when choosing the value of \(\omega\).

5.6 Representation Analysis

The learning ability of the hierarchical structure in the data will affect the performance of the model, and the distance between the representation and the origin can reflect this type of structure. PHGR and EHGR are calculated in two different geometries, we using gyrovector space distance and tangent distance to calculate the distance from the target point to the origin.

First, we set up three boundaries in Euclidean space and Poincaré space and divide the representation into four regions according to their distance from the origin. For example, the item in region 1 is the closest to the origin, whereas the item in region 4 is the farthest from the origin. To intuitively reflect the different popularity of items in different regions, we count the interaction times of nodes in all regions on the four datasets. Then, we visualize the statistics in Figure 11.

As can be observed in Figure 11, the average number of interactions between items from region 1 to region 4 decreases, which suggests both approaches, EHGR and PHGR, are capable of modeling the hierarchical structure of sequence behavior. Furthermore, in all datasets, the
average number of item’s interactions with PHGR in region 1 is higher than that with EHGR, while the average number of interactions with EHGR in regions 3 and 4 is higher than that with PHGR. PHGR distinguishes items of different popularity better than EHGR, emphasizing that hyperbolic space is more suitable for embedding hierarchical data than Euclidean space.

5.7 Case Study of Poincaré Attention Illustration

To further understanding the Poincaré attention mechanism, we visualize the attention weight between user behaviors as shown in Figure 12, which reflects the different item influences within the same sequence on the two models (EHGR and PHGR). We randomly select three different behavior sequences of length 10($S_1$), 20($S_2$), and 30($S_3$), respectively, from the MYbank dataset (test set). For the heatmaps of sequences in the same group $S_i$, the above one is the attention weight between the related items and the next item user most likely to click predicted by EHGR, while the following one is the corresponding attention weight modeled by PHGR. According to the heatmap, user behaviors in the same sequence contribute differently to the recommendation result. In comparison to EHGR, PHGR’s attention weight is more distinguishable and obviously higher in many key behaviors. Particularly, PHGR will give higher scores with the increase of the scores provided by EHGR, which indicates that PHGR is more distinguishable on item importance. The case study result implies that hyperbolic space can effectively represent the hierarchical structure of data, the influence of each behavior among sequence is better measured.

5.8 Training Efficiency

To provide a detail efficiency evaluation, we analyze the time complexity according to the section Experimental Settings 5.1. All methods are tested on the same machine, which consists of a single NVIDIA Tesla V100 GPU with 32 GB memory and Intel Xeon Platinum 8163 CPU @2.50 GHz with 128G RAM. The performance of graph-based models (SRGNN, GC-SAN, LESSR) greatly improves in terms of adopting our proposed novel attention mechanism based on Poincare graph neural networks instead of involving GRU modules and without required additional computational costs. The number of parameters for SRGNN, GC-SAN, LESSR, and PHGR are similar, corresponding to 8.72M, 2.80M, 8.97M, and 8.78M, respectively. Specifically, although GC-SAN has fewer parameters, it requires more training time. As we record, the training efficiency is 438.5, 556, 451, and 461 min for SRGNN, GC-SAN, LESSR, and PHGR correspondingly. PHGR is with a average size and computational costs compared to most existed methods.

6 CONCLUSIONS

In this article, to model the sequential dependency and hierarchy-like structure contained in the data of SR scenarios simultaneously, we propose a Poincaré-based graph neural network named
PHGR. By defining a novel hyperbolic inner product operator, the global heterogeneous graph representation learning and local homogeneous graph representation learning are conducted in Poincaré ball space to capture the hierarchical information. Besides, two sequential attention operations in, e.g., long-view temporal attention and short-view temporal attention, are explicitly introduced to capture the sequential dependency information. Empirical experiments on three widely used and one real-world industrial datasets demonstrate the efficiency of PHGR and the extensibility of the proposed Poincaré operation module for other SOTA approaches in SR scenarios.
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