Detecting Urban Events by Considering Long Temporal Dependency of Sentiment Strength in Geotagged Social Media Data
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Abstract: The development of location-based services facilitates the use of location data for detecting urban events. Currently, most studies based on location data model the pattern of an urban dynamic and then extract the anomalies, which deviate significantly from the pattern as urban events. However, few studies have considered the long temporal dependency of sentiment strength in geotagged social media data. As a result, it is difficult to further improve the reliability of detection results. In this paper, we combined a sentiment analysis method and long short-term memory neural network to detect urban events with geotagged social media data. We first applied a dictionary-based method to evaluate the positive and negative sentiment strength. Based on long short-term memory neural networks, the long temporal dependency of sentiment strength in geotagged social media data was constructed. By considering the long temporal dependency, daily positive and negative sentiment strength are predicted. We extracted anomalies that deviated significantly from the prediction as urban events. For each event, event-related information was obtained by analyzing social media texts. Our results indicate that the proposed approach is a cost-effective way to detect urban events, such as festivals, COVID-19-related events and traffic jams. In addition, compared to existing methods, we found that accounting for a long temporal dependency of sentiment strength can significantly improve the reliability of event detection.
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1. Introduction

Urban events occur more frequently with the rapid development of a city. There are different types of urban events, such as local festivals, natural disasters, terrorist acts, or disease outbreaks [1,2]. Some events may cause inconvenience, or even worse, physical threats to the people in the city [3]. Urban event detection can provide detailed information regarding events for devising more effective response strategies. Therefore, detecting urban events is a major concern for intelligent governance and is of great significance for the sustainable development of cities and society [4,5], especially in the context of epidemic transmission.

The appearance of big location data (such as mobile phone location data, taxi trajectory data, and geotagged social media data) offers great new opportunities for detecting urban events [6–8]. In most event detection studies, urban events refer to anomalies that deviate significantly from the prediction [5,9]. The long-term location data are historic records and
can reflect peoples’ spatiotemporal behavior and attention. The volume of location data in a spatial area will follow temporal patterns, such as deterministic trend and periodicity, when no event happens [1]. As soon as some events come out within this spatial area, collective attention is attracted or the crowd gathered. These events will cause the explosive growth of location data. Compared with the volume of location data, analyzing the dynamic of positive and negative sentiment strength in social media data may increase the reliability of event detection [10]. For example, in the context of COVID-19 (Corona Virus Disease 2019) transmission, a confirmed case of COVID-19 is a local event and causes panic to the people who live close to this case. These people will express their sentiment on social media platforms, and then the negative sentiment in social media data will significantly increase. Therefore, the abnormal sentiment strength can be detected as possible urban events.

Numerous methods based on social media data exist for modeling patterns of urban dynamics and extracting urban events [11,12]. These methods include term-interestingness-based approaches, topic-modelling-based approaches and incremental-clustering-based approaches [13,14]. Previous studies have applied these methods to effectively detect several urban events such as crowd gatherings [9], the examination of traffic anomalies [15], and the detection of responses to natural disasters [5,16]. However, existing detection methods cannot capture the long temporal dependency of sentiment strength in location data, so it is difficult to further improve the reliability of detection results. Here, long temporal dependency refers to the relationship between sentiment strengths in different time steps that are far apart. Accounting for long temporal dependencies of positive and negative sentiment strength in geotagged social media data is very important for modeling urban dynamics and detecting urban events [17].

In this paper, we proposed an improved method for detecting urban events by combining a sentiment analysis method and the long short-term memory (LSTM) neural network, a special type of recurrent neural network (RNN). The positive and negative sentiment strength of social media users were evaluated by applying a dictionary-based method. Then, the study area was divided into regular grids. For each spatial grid, temporal sequences were extracted using statistics on the daily positive and negative sentiment strength in geotagged social media data. The sequences were inputted into LSTM to address the long temporal dependency between sentiment strength in different time steps [18]. Considering long temporal dependency, the daily positive and negative sentiment strengths in each grid were predicted, and the prediction results were treated as deterministic components. Finally, anomalies were extracted as urban events, and event-related information was obtained by exploring social media texts. In this case, we collected geotagged data from Sina Weibo, one of the largest social media platforms in China, for 31 months in Beijing to detect urban events. Our results demonstrate that the proposed approach is a cost-effective method for detecting urban events, such as festivals, colloquia and COVID-19-related events. In addition, we found that accounting for long temporal dependency can significantly improve the reliability of event detection compared with existing methods.

2. Background

2.1. Urban Events Detection Method

A variety of methods for detecting urban events from location data have been extensively discussed, such as spatiotemporal clustering, traditional RNN, the seasonal-trend decomposition procedure based on loess smoothing (STL), and the autoregressive integrated moving average model (ARIMA). Spatiotemporal clustering methods were developed from density-based clustering. These methods extract clusters of location data as spatiotemporal anomalies or urban events [9,19,20]. Tao and Thomas [9] proposed a new method for identifying clusters within a social media dataset in London across both space and time. Their results revealed that the significant spatiotemporal clusters were strongly related to urban events. Kong et al. [19] applied a spatiotemporal clustering algorithm for detecting urban events from geotagged Twitter data in Mexico. Based on the clustering
results, outbreaks of civil unrest could be located, and the spatial distribution patterns of these events could be captured. Spatiotemporal clustering methods can fuse the temporal attribution and the spatial attribution of location data in an effective way. However, these methods assume that the spatiotemporal distribution of location data is nearly uniform. Their detection results are not reliable when the location data is unevenly distributed.

STL and ARIMA, two traditional statistical models, are widely applied in studies of urban event detection [1,9,21]. STL is a nonparametric regression model which considers a time series as the sum of a trend component, a seasonal component, and a remainder [22]. Based on STL, Xi and Guo [1] decomposed time series for given locations into deterministic and residual components. They extracted events from residual components and mapped urban events at different temporal resolutions. ARIMA is a statistical analysis model which can predict future trends in time series data [23]. This model can adequately represent the underlying process that originally generated the time series [23]. Bianco et al. [21] estimated ARIMA model parameters by data fitting and then applied the estimation model to identify anomalies from long-term location data. Traditional statistical models have proven to be effective in detecting urban events in some cases. However, these models have some prior assumptions regarding input variables and are very sensitive to the missing and noisy data [24,25].

Traditional RNN is a class of powerful deep neural networks that use internal memory units with loops to manage spatiotemporal sequence data [26,27]. Traditional RNN is suitable for capturing the temporal and spatial evolution of location data and can detect spatiotemporal anomalies [28,29]. Hawkins et al. [29] applied RNN in different multivariate databases to measure the “outlyingness” of data records. Their studies demonstrated the effectiveness of RNN for outlier detection in some publicly available databases. Williams et al. [28] compared RNN with some traditional statistical models and revealed that RNN has a better performance in event detection. Traditional RNN exhibits a superior ability to process missing and noisy data [26]. However, owing to the vanishing gradient and exploding gradient problems, traditional RNN is not able to construct long temporal dependencies among location data.

Temporal dependency refers to the correlation between time step \( t \) and \( n \) historical time steps. Based on the correlation, the value in time step \( t \) can be predicted by using the values from historical time step \( t-n \) to time step \( t-1 \). The value of time lag \( n \) determines the type of temporal dependency. Based on previous studies, the traditional RNN with more than 5 time lags has proven to be difficult to train [18]. Therefore, the correlation between different time steps can be considered as the long temporal dependency when \( n \) is more than 5 [30]. The long temporal dependency can exist in many types of long time-series data, such as traffic speed data [30], trajectory data [31] and geotagged social media data [32].

To date, no existing method has considered how to capture the long temporal dependency of sentiment strength in big location data for improving the reliability of event detection. Our research addresses this problem and provides a practical solution.

2.2. Event Detection Studies Based on Social Media Data

With the development of mobile communication equipment, social media services have been widely used by urban residents. A large number of social media users can be considered as “social sensors” with the ability to generate social media data [14,33]. These data can reflect the complex relationship between users in the virtual space and the spatiotemporal behavior of users in the real space. Compared with other types of big location data, such as taxi trajectory data and mobile phone location data, geotagged social media data is more suitable for analyzing the dynamics, events, and spatiotemporal trends of the urban social landscape [32,34]. By predicting the deterministic trend of the volume of social media data, the abnormal volume that deviates significantly from the prediction can be identified as possible urban events. Social media texts can reflect event-related information. Based on the text analysis, we can obtain detailed information for each event and identify the types of events.
Nowadays, the methods of detecting events based on social media data can be broadly classified into three categories: term-interestingness-based approaches, topic-modelling-based approaches and incremental-clustering-based approaches [12]. Term-interestingness-based approaches rely on tracking the terms (from the social media data stream) likely to be related to an event. These approaches mainly include the methods taken to determine term interestingness, clustering techniques used to group the tweets related to an event and the techniques employed to rank the events that were detected by an event detection system [35]. Based on the term-interestingness-based approach, Li et al. [36] extracted continuous and non-overlapping words from each tweet. By using the frequency pattern of words related to events and a newsworthiness score, urban events can be detected. Marcus et al. [37] developed an event detection method that applied event-related keywords to track an event. Their method started logging tweets that match the user-specified keywords and detected spikes in tweet data as sub-events.

Topic-modelling-based approaches are dependent on the probabilistic topic models to detect urban events by identifying latent topics from the social media data stream [38]. The topic-modelling-based approaches generate a probability distribution over different topics to detect semantic structures as urban events by exploring the texts of social media data. The sophisticated model for inferring latent topics is the core of these approaches. Ritter et al. [39] constructed a structured representation of urban events extracted from social media data by applying an open-domain calendar for important events. Their study adopted a latent variable model to discover the types of hidden urban events [39]. You et al. [40] proposed the General and Event-related Aspects Model which was developed based on a hierarchical Bayesian model and Latent Dirichlet allocation. The proposed model can extract the time, locations and entities of urban events, effectively [40].

The incremental-clustering-based approaches mainly include the methods taken to determine the term weights to generate a tweet vector, methods applied along with the incremental clustering to group event-related tweets, and the techniques employed to rank events that were detected by an event detection system [41,42]. By using incremental-clustering-based approaches, Hasan et al. [43] detected urban events with two steps. They first captured a burst in the volume of social media data related to target events. Then, the social media data which discussed the same event were clustered [43]. Petrovic et al. [44] developed a First Story Detection (FSD) system based on an adapted variant of the locality sensitive hashing technique. This system provided a cost-effective way to identify the novelty of the social media data which can be considered as a newly created cluster. By exploring the texts of the cluster, the information of the significant events can be obtained.

In recent years, some studies focused on detecting events by analyzing the dynamic of sentiment strength in social media data [45–48]. Salas et al. [49] classified the texts of traffic-related tweets into positive, negative, or neutral. Based on the analysis of the spatiotemporal pattern of sentiment strength, they can identify traffic congestions. Zou et al. [50] proposed a new model which utilizes sentiment analysis for Chinese bursty event detection. Their study can detect bursty events with higher accuracy in a shorter time. Yu et al. [51] explored the daily sentiment distribution of news and public opinion on Weibo that refers to the keyword COVID-19. By analyzing the sentiment trend of Weibo, the events related to COVID-19 can be detected effectively. To date, no existing method has considered how to capture the long temporal dependency of sentiment strength in social media data. Therefore, it may be difficult to improve the reliability of detection results much further.

2.3. Sina Weibo

Sina Weibo is one of the largest social media platforms in China. As the “Chinese Twitter,” Sina Weibo is very popular among Chinese people, especially young people. By 31 March 2018, the active users of Sina Weibo reached 411 million monthly. The Sina Weibo platform allows users to update brief content called “microblogs” or “Weibos” in the form of short sentences, individual images, web page links, or video links. In
addition, the Sina Weibo platform also provides a set of application programming interfaces (APIs) to meet different demands for data collection from third parties. For example, the API “statuses/user_timeline” and the API “place/nearby_timeline” can be used to collect microblogs posted by specific users and microblogs within specific spatial areas, respectively. In this study, based on Sina Weibo APIs, we obtained geotagged Sina Weibo data and applied these data for urban event detection.

3. Study Area and Data

3.1. Study Area

Beijing is located in the eastern part of China and is the second-largest city in terms of area. In this study, we use Beijing as a case study and the study area covered the core area of Beijing, as shown in Figure 1. The longitude of the study area ranged from 116.331° to 116.448° and the latitude ranged from 39.866° to 39.956°. In Figure 1, Tiananmen Square, the Great Hall of the People and the Xinyi community were marked: (1) Tiananmen Square is the largest city square in the world and attracts a large number of tourists each year; (2) the Great Hall of the People is located in the western section of Tiananmen Square. It is the meeting place for the supreme state power organ of China, the National People’s Congress; (3) the Xinyi is a residential community and was built in 2008. In this study, the area containing Tiananmen Square and the Great Hall of the People is considered as the tourist area. The area containing the Xinyi district is considered as the residential area. To expand our data set, we also collected geotagged social media data in Wuhan, the largest city in the middle part of China. The spatial area where we collected data is shown in Figure 2.

Figure 1. The distribution of the study area.
3.2. Data Collection and Pre-Processing

In this study, we collected Sina Weibo data using APIs and then filtered out the noise. Based on the API named “place/nearby_timeline,” we obtained geotagged Sina Weibo data generated within the study area. This API is provided by Sina Weibo to collect data posted within given circles. The centers of the circles can be located anywhere and the radius can be set to any value less than 10 km. In this case, we set the radius as 1 km, and a set of circles were generated to cover the study area. Owing to overlapping regions between the circles, some data were collected and stored more than once. By removing duplicate data we collected 4,278,607 Sina Weibo microblogs posted between 1 July 2017 and 31 March 2020 in Beijing and 2,779,926 Sina Weibo microblogs posted between 1 January 2018 and 30 April 2020 in Wuhan. Geotagged social media data only account for 1% of all social media data [9]. Based on a previous study, geotagged social media data were strongly related to the changes in the real world around users [52].

Samples of geotagged Sina Weibo microblogs are shown in Table 1. Each microblog contains many attributes, some of which are as follows: (1) “ID” and “User_ID” refer to the identification of the microblog and user, respectively; (2) “Created_at” refers to the posting time of the microblog; (3) “Geo” indicates the latitude and longitude of the posting location; (4) “Source” refers to the name of the application or phone model used to post the microblogs.
Table 1. Sina Weibo data samples.

| ID | User_ID | User_Gender | Created_at | Text | Geo | POI_ID | POI_Title | Source |
|----|---------|-------------|------------|------|-----|--------|-----------|--------|
| XX | XX      | Male        | 11:06:53   | 28 August 2017 | 【助我赢取77.77元现金大奖。】骑ofo小黄车集齐5种七夕卡，赢77.77元现金大奖。（Help me win a prize of RMB 77.77.）Collect 5 kinds of cards by riding shared bikes.） | 116.447613; 39.951815 | Null | Null | PP时光机（PPP time machine） |
| XX | XX      | Male        | 22:23:14   | 22 September 2017 | 187音乐[音乐]承接大小录音棚，MIDI教室，工作室等等 - [Music] The company of 187 Music undertakes following businesses: recording studio, MIDI classroom, music studio and so on | 116.320648; 39.912772 | Null | Null | 未通过审核的应用（unapproved application） |
| XX | XX      | Female      | 19:23:19   | 24 December 2017 | 羽泉演唱会还有十分钟开始！！（There are 10 min before Quan Yu’s concert starts!!） | 116.441803; 39.932159 | XX | 北京工人体育馆（Beijing Worker Gymnasium） | Samsung Galaxy S8 |
| XX | XX      | Male        | 10:50:49   | 1 January 2018 | 在这里祝福大家2018年身体健康，万事如意！开心每一天！（Wish everyone good health and good luck in 2018! Happy every day！） | 116.397659; 39.906021 | XX | 天安门广场（Tiananmen Square） | HUAWEI Mate 8 |
| XX | XX      | Male        | 12:10:20   | 19 April 2018 | 后海附近马路着火了，堵车了，【慌】希望无人受伤。（There is a traffic jam caused by the fire on the road near Houhai. [Sad]. Hope no one gets hurt.） | 116.385483; 39.942132 | XX | 后海公园（Houhai Park） | iPhone 7 Plus |

Through data pre-processing, the noise in the Sina Weibo microblogs were filtered out. Here, the noise mainly refers to advertisements and microblogs from non-human sources, namely bots [53,54]. A large amount of noise is reposted microblogs (similar to retweets) [52]. As reposted microblogs cannot be attached to location information, geotagged Sina Weibo microblogs have much less noise as compared with microblogs without location information. Samples of noise in geotagged microblogs are represented in Table 1. By applying the pre-processing method proposed by Jiang et al. [52], we removed the microblogs with particular “sources”, such as “unapproved application,” and the microblogs with some particular symbols in their texts, such as “【】”. After filtering out the noise, 7,034,683 Sina Weibo microblogs were retained for further analysis.

4. Method

In this section, we provide a detailed discussion of our method for detecting urban events with geotagged social media data. The method framework is shown in Figure 3. First, the positive and negative sentiment strength of users were quantified by applying a dictionary-based method. Then, we divided the study area into regular grids. Samples were extracted from the temporal sequence of the sentiment strength in each grid. Third, training samples were inputted into the LSTM network to account for long temporal dependency. The dynamics of the positive and negative sentiment strength were predicted based on the long temporal dependency, and the prediction results were evaluated. Finally, by applying Z-score values, we identified the anomalies from the residual components between the observed and predicted values as urban events. Information related to each event was explored from Sina Weibo texts.
Figure 3. The method framework for detecting urban events with geotagged social media data.

4.1. Sentiment Strength Evaluation

Social media text is a reliable data source for evaluating users’ sentiment strength. The dictionary-based method is widely used to quantify the sentiment strength of texts in many research fields, such as event detection and tourist sentiment evaluation [45,50,55,56]. The results in existing studies have proved the effectiveness of the dictionary-based method. In this study, we applied a dictionary-based method proposed by Jiang et al. [57]. Their method constructed a new sentiment dictionary and then evaluated the sentiment strength by considering the influence of degree adverbs, negative adverbs, and adversative conjunctions in Chinese texts. Specifically, the new sentiment dictionary is built by expanding the Chinese dictionary named “HowNet”. The “HowNet” dictionary is one of the widely used Chinese sentiment dictionaries. In this dictionary, each sentiment word was labeled as positive or negative. The “HowNet” dictionary did not contain emoji and some words which were commonly used in social media texts. After manual identification, 204 new words and all emoji were added to the HowNet dictionary to construct a new sentiment dictionary. The constructed sentiment dictionary contained 6778 sentiment words and 98 sentiment emoji.

To consider the impacts of adverbs and conjunctions, Jiang et al. [57] constructed grammatical rules for degree adverbs, privative words, and adversative conjunctions that embody grammatical conventions for emphasizing or weakening sentiment strength. Based on the sentiment dictionary and grammatical rules, we can calculate the positive and negative sentiment strength in each social media text. The daily positive and negative sentiment strength is 5107.9 and 1262.0, respectively; this indicates that social media users tend to post positive sentiment in the texts.

4.2. Sample Extraction

The temporal sequences of the sentiment strength served as the basis of sample extraction. We first obtained temporal sequences for different spatial units. Regular grids are widely used in the studies of event detection [1,33]. In addition, the average size of the community in Beijing is near 1 km × 1 km [58]. Based on the characteristics of urban spatial structure, some previous studies have applied the spatial units with 1 km × 1 km to explore the urban problems in Beijing [59,60]. Therefore, 1 km × 1 km regular grids were used to divide the study area in Beijing into 100 units. The data in Wuhan is treated as a training sample to detect urban events in Beijing. To ensure the sample’s structure in Wuhan is the same as Beijing, 1 km × 1 km regular grids were also applied to divide Wuhan into 173 units.
For each unit, we obtained statistics on the daily positive and negative sentiment strength of geotagged social media data. Using the statistics, 200 temporal sequences in Beijing and 346 temporal sequences in Wuhan were obtained. Each sequence in Beijing includes 1005 consecutive time steps, and one unit of a time step was one day. The temporal sequence of positive and negative sentiment strength in grid $s$ can be represented as $\text{Pos}_s = [\text{pos}_s^1, \text{pos}_s^2, \ldots, \text{pos}_s^{1005}]$ and $\text{Neg}_s = [\text{neg}_s^1, \text{neg}_s^2, \ldots, \text{neg}_s^{1005}]$.

Training and testing samples were extracted from the sequences. In our study, by considering the long temporal dependency, the daily positive and negative sentiment strength at time step $t$ within grid $s$ ($\text{pos}_s^t$ and $\text{neg}_s^t$) was assumed to be decided by a sequence of daily sentiment strength with $g$ historical time steps; this sequence can be characterized as a vector $\text{Pos}_s^t = [\text{pos}_{s, t-g}^1, \text{pos}_{s, t-g+1}^1, \ldots, \text{pos}_{s, t-1}^1]$ and $\text{Neg}_s^t = [\text{neg}_{s, t-g}^1, \text{neg}_{s, t-g+1}^1, \ldots, \text{neg}_{s, t-1}^1]$. In this regard, determining the number of time lags or historical time steps, i.e., $g$, is an important step for sample extraction. Some previous studies have demonstrated that the daily volume of geotagged social media data follows a 7-day cycle [61,62]. Therefore, the cycle of sentiment strength in social media data may also be 7-day. In this study, the number of time lags was set as 7 (covering one historical cycle). After determining the number of time lags, each sample was extracted as a 1-dimensional vector with $7$ historical time steps. The sample size was calculated as follows:

\[
\text{Num} = \text{Num}_{\text{Beijing}} + \text{Num}_{\text{Wuhan}} = 390,044
\]

\[
\text{Num}_{\text{Beijing}} = (1005(\text{day}) - 7) \times 100 \times 2(\text{sentiment polarity})
\]

\[
\text{Num}_{\text{Wuhan}} = (1005(\text{day}) - 7) \times 173 \times 2(\text{sentiment polarity})
\]

The extracted samples were divided into a training set and a testing set. The samples extracted from the temporal sequences ranging from 1 July 2017 to 31 December 2019 in Beijing were treated as the training set. In addition, all samples extracted from the Wuhan data set were also treated as a training set. The size of the training samples was calculated as follows:

\[
\text{Num}_{\text{train}} = \text{Num}_{\text{Beijing}} + \text{Num}_{\text{Wuhan}} = 390,044
\]

\[
\text{Num}_{\text{Beijing}} = (549(\text{day}) - 7) \times 100 \times 2(\text{sentiment polarity})
\]

\[
\text{Num}_{\text{Wuhan}} = (821(\text{day}) - 7) \times 173 \times 2(\text{sentiment polarity})
\]

The rest of the samples were treated as the testing set. The size of the testing samples was as follows:

\[
\text{Num}_{\text{test}} = \text{Num} - \text{Num}_{\text{train}} = 91,200
\]

Based on testing samples, the prediction of social media data was from 1 January 2019 to 31 March 2020 in Beijing.

4.3. Modeling Long Temporal Dependency

Modeling long temporal dependency is very important for extracting the deterministic components of sentiment strength in geotagged social media data and identifying anomalies from massive data. Many previous studies have demonstrated that the LSTM approach can provide better results in capturing long temporal dependencies than most other machine learning methods [17,63–65]. Therefore, an LSTM architecture is used to capture the long temporal dependency between sentiment strengths at different time steps.

The LSTM architecture applied in our case is composed of one input layer, one hidden layer, and one output layer, as shown in Figure 4. The hidden layer is the core of the LSTM model and is also called the LSTM cell. The input of the LSTM cell is the positive or negative sentiment strength at time step $t$, $\text{pos}_t$ or $\text{neg}_t$, and the output is $h_t$. Three cell states are considered by the LSTM cell: the cell input state $C_t$, the cell output state $C_t$, and the previous cell output state $C_{t-1}$. In addition, an input gate, an output gate, and a forget gate are included in an LSTM cell. The gated structure of the cell enables the LSTM model
to construct long temporal dependencies. The input gate and output gate can be considered as the activation into the cell. The forget gates are used to set the bounds for the internal cell values when dealing with sequences [66,67]. As shown in Figure 4, the outputs of the input gate, output gate, and forget gate are denoted as \(i_t\), \(o_t\), and \(f_t\), respectively. These outputs, and the cell input state, are depicted as below:

\[
\begin{align*}
    f_t &= \sigma(W_{fx}x_t + U_{fh}h_{t-1} + b_f) \quad (8) \\
    i_t &= \sigma(W_{ix}x_t + U_{ih}h_{t-1} + b_i) \quad (9) \\
    o_t &= \sigma(W_{ox}x_t + U_{oh}h_{t-1} + b_o) \quad (10) \\
    \hat{C}_t &= \tanh(W_{cx}x_t + U_{ch}h_{t} + b_c) \quad (11)
\end{align*}
\]

Here, \(W_{fx}, W_{ix}, W_{ox}\), and \(W_{cx}\) represent the weight matrices connecting the input of the LSTM cell to the forget gate, input gate, output gate, and the cell input state, respectively. \(U_{fh}, U_{ih}, U_{oh}\), and \(U_{ch}\) are the weight matrices connecting the cell’s previous state to the three gates and the cell input state. Here, \(b_f, b_i, b_o\), and \(b_c\) refer to bias vectors. The gate activation function in the LSTM cell is denoted as \(\sigma\). Meanwhile, \(\tanh\) refers to a hyperbolic tangent function that can map values to the range of 0 to 1. Based on the obtained \(i_t, o_t, f_t, \) and \(\hat{C}_t\), the cell output state \(C_t\) and the cell output \(h_t\) can be calculated by the following equations:

\[
\begin{align*}
    C_t &= f_t*C_{t-1} + i_t*\hat{C}_t \quad (12) \\
    h_t &= o_t*\tanh(C_t) \quad (13)
\end{align*}
\]

For each input training sample or testing sample with \(n\) historical time steps, \(Pos^t = \left[\text{pos}^{t-6}, \text{pos}^{t-5}, \ldots, \text{pos}^{t-1}\right]\) or \(Neg^t = \left[\text{neg}^{t-6}, \text{neg}^{t-5}, \ldots, \text{neg}^{t-1}\right]\), the final output of LSTM model is a vector, \(Y^t = \left[h^{t-6}, h^{t-5}, \ldots, h^{t-1}\right]\). The last element of the output vector, \(h^{t-1}\), is the predicted value of the social media volume at the next time step \(t\), namely \(\text{pos}^t = h^{t-1}\) or \(\text{neg}^t = h^{t-1}\).

\[\text{Figure 4. Long short-term memory (LSTM) architecture.}\]

In this study, an LSTM model with three layers was built using Keras. Keras is an open-source machine learning framework written in Python and can provide technical support for fast experimentation with deep neural networks. Based on Keras, we initially added 10 hidden neurons to the hidden layer and set the activation function of the LSTM cell as a linear function. Then, the objective function of the model was set as the mean squared
error (MSE). The “RMSProp” optimizer was used to optimize the objective function. Last, to avoid the over-fitting problem, a dropout mechanism was applied to the LSTM. The core idea of a dropout mechanism is to drop units randomly from a neural network in the training process; this mechanism added the dropout rate \( q \) to the LSTM model. We set \( q \) as 0.5 following the previous study of Srivastava, Hinton, Krizhevsky, and Sutskever [66]. After building the LSTM model, the training samples were fed to the LSTM model to account for the long temporal dependency. The complexity of our method is calculated as \( O(n^2) \), \( n \) refers to the number of input samples.

4.4. Model Evaluation

Based on the modeled long temporal dependency, testing samples were inputted to the trained LSTM model to predict the daily positive and negative sentiment strength in social media data from 1 January 2019 to 30 March 2020. The prediction results were evaluated using the mean absolute percentage error (MAPE) and root mean square error (RMSE).

The MAPE is a simple and effective measurement of the accuracy of a prediction result. It uses a percentage to present the variance between predicted and observed values. MAPE is a relative error, and can be depicted as below:

\[
\text{MAPE} = \frac{100\%}{N} \sum_{i=1}^{N} \left| \frac{\hat{x}_i - x_i}{x_i} \right|
\]

In the above, \( \hat{x}_i \) and \( x_i \) are the predicted and observed values, respectively; and \( N \) is the number of predicted values. The RMSE is used to measure the average values of the squares of the errors. The RMSE is an absolute error and can be calculated by the following equation:

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{x}_i - x_i)^2}
\]

A lower value of RMSE or MAPE indicates a higher accuracy of the prediction result. The prediction result is treated as a deterministic or predictable component. Based on the deterministic component, the residual component, which is the divergence between observed and predicted values, can be extracted and can then be applied for event detection, as described in the next section.

4.5. Event Detection

Urban events were detected from the residual components and two methods were applied to extract them. Then, event-related information was obtained through text analysis. Based on the Tukey’s range test, the anomalies or urban events in the residual components refer to values outside the defined range [1]. The range can be defined as follows:

\[
[Q_1 - k(Q_3 - Q_1), Q_3 + k(Q_3 - Q_1)]
\]

Here, \( Q_1 \) and \( Q_3 \) are the lower and upper quartiles of the group, respectively; \( k \) is defined as a value from 1.5 to 3. To further quantify events accurately, a modified Z-score was calculated for each value in the residual component [67]. The Z-score can be depicted as follows:

\[
Z_i = 0.6745 \times \frac{(R_i - \mu)}{\text{MAD}}
\]

In the above, \( R_i \) is the \( i \)th value in the residual component; \( \mu \) is the median of the group; MAD is the median of the absolute deviation to the median.

After detecting urban events, the texts of geotagged social media data were explored to reveal event-related information. A Chinese word segmentation algorithm was applied for social media text analysis. Stop words or pointless words were removed. Previous studies applied word clouds to reflect event-related information [2,9]. Based on the experiences of
previous studies, we generated a word cloud for each detected event. By identifying the information in word clouds manually, the event type and event occasion can be recognized.

5. Results and Analysis
5.1. Analysis of Detection Results of LSTM

Based on the residual component of LSTM, we identified urban events and mapped them to reveal the spatial areas with high event frequencies. The spatial distribution of the positive and negative urban events occurring from 1 January 2019 to 30 March 2020 are shown in Figures 5 and 6. The distribution of positive events was similar to the negative events. The positive or negative event frequencies of most grids were lower than 30. This indicates that most spatial areas have relatively few events. The grids which contained more than 50 positive or negative events are mostly located in the central area of Beijing. These grids contain many landmarks, such as Tiananmen Square and the Great Hall of the People, and are important tourist areas. In this study, the grid which contains the Xinyi community, a residential area, is called Grid A.

![Figure 5. The spatial distribution of positive events.](image)
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To further extract event-related information, social media texts were explored. In this study of 5 positive events and 5 negative events, those with the top 5 Z-scores of positive and negative sentiment in Grid A were used as case studies. The Z-score values of positive and negative sentiment in this grid are shown in Figures 7 and 8, respectively. For each event, a corresponding word cloud is shown in Figures 9 and 10. Based on word clouds, the information regarding the positive and negative events can be summarized as follows:

1. **Event A** Labor Day.
2. **Event B** Nation Day.
3. **Event C** Christmas Day.
4. **Event D** New Year’s Eve.
5. **Event E** New Year’s Day.
6. **Event a** The traffic jam. As many people returned to Beijing on the last day of the Nation Day holiday, the traffic within Beijing significantly increased. The traffic jam in the road in Grid A prompted people to post negative sentiment on social media platforms.
7. **Event b** Wuhan lockdown. Due to the Epidemic of COVID-19, Wuhan city was put into lockdown. The event of the Wuhan lockdown also shocked the residents in Beijing. Most residents express their best wishes to Wuhan. For example, they posted “Wuhan, come on!” on social media platforms.
8. **Event c** Infected group. Some people who lived near Xinyi community were confirmed to be infected by COVID-19. This infected group caused panic within residents in Grid A.
9. Event d Confirmed cases of COVID-19 within the community. On 6 February 2020, a lady was confirmed to be infected by COVID-19. This lady returned to Beijing from Wuhan and is the first confirmed case within Xinyi community.

10. Event e The closed management of the community. Owing to the COVID-19 epidemic, the manager of Xinyi community started to close the community on 23 January 2020. All outsiders, including employees of express, were not allowed to enter the community.

From the detection results above, we found that our approach can accurately detect a collection of urban events, ranging from regional events such as festivals and the Wuhan lockdown, to local events such as infected groups and a traffic jam. Our approach was proven to be an effective method for detecting COVID-19-related events, such as the closed management of a community and confirmed cases of COVID-19 within a community. In
addition, the texts of social media data were proved to be a reliable data resource for extracting detailed event-related information.

5.2. Comparative Analysis of Detection Results

To explore the impact of considering long temporal dependency on event detection, the detection results of LSTM were compared with those of Elman NN and ARIMA. The time lag of the Elman NN was set as 7 days. The parameters in ARIMA were determined on the basis of autocorrelation functions (ACF) and partial autocorrelation functions (PACF). The 5 major positive and 5 major negative events detected by the ARIMA and Elman NN in Grid A are shown from Figures 11–14.

![Figure 11. The 5 major positive events detected by Elman NN in Grid A.](image1)

![Figure 12. The 5 major positive events detected by ARIMA in Grid A.](image2)

![Figure 13. The 5 major negative events detected by Elman NN in Grid A.](image3)

![Figure 14. The 5 major negative events detected by ARIMA in Grid A.](image4)

From Figures 11 and 12, we can find that the major positive events detected by Elman NN and ARIMA are the same as the LSTM, while there are significant differences between the detection results of negative events. Based on Figure 13, Elman NN cannot detect an
infected group (Event c) and the confirmed cases of COVID-19 within a community (Event d). In Figure 14, ARIMA cannot detect any local COVID-19-related events (Events c, d and e). In addition, the Events g, f and h detected by Elman NN and ARIMA could not be identified as an actual urban event based on text analysis.

Based on the comparative analysis of the detection results, we can find the events detected by LSTM were more reliable than those from ARIMA and Elman NN. The method based on LSTM has a stronger ability to detect negative events. This demonstrated that considering long temporal dependency of sentiment strength can significantly improve the reliability of event detection.

6. Conclusions

The development of location technology provides considerable opportunities for applying geotagged social media data to investigate urban-related issues. In this study, we presented an improved approach for using geotagged social media data to detect urban events. The results indicated that (1) our approach can detect urban events in a cost-effective way, (2) considering long temporal dependency of sentiment strength in social media data can significantly improve the reliability of event detection, (3) social media texts can be a reliable data resource for extracting event-related information. Based on our study, administrators can develop more effective strategies to monitor a city. For example, for spatial areas with high event frequencies, more surveillance equipment can be placed to monitor the dynamics of crowds attracted by events. Furthermore, our results can provide more useful information regarding the urban events to thereby optimize event responses from government departments, especially in the context of epidemic transmission.

Although our study suggests a promising method for detecting urban events, the detection result based on social media data does not contain the Spring Festival, the biggest urban event in China. This is because the number of social media users within the study area significantly decreased during the Spring Festival. The proportion of floating population in Beijing is more than 30%. During the Spring Festival, most of the floating population left Beijing and returned to their hometown. Owing to the decline of social media users, the Spring Festival cannot attract enough attention within the study area and is difficult to detect.

Our method combined sentiment analysis and LSTM to predict the dynamic of positive and negative sentiment strength in social media data. In some areas, such as tourist attractions, users were prone to sharing their sentiment on social media platforms; both the negative and positive sentiment strength kept to a high level. In our study, urban events refer to anomalies that deviate significantly from the prediction of sentiment strength. The proposed method can predict the high value of sentiment strength and capture the anomalies of urban events in these areas effectively.

The event detection research based on social media data can be broadly classified into two categories: targeted domain studies, and general domain studies [1,47]. In this study, we introduced a new method of detecting events in general domains. Compared with targeted-domain methods, our method may be suitable for detecting urban events in more domains or contexts. The proposed method in our study is data-driven. This method greatly depends on the availability of data and the fact that users decide to share posts about certain events. The quality of social media data can significantly influence the results of our method. First, our method cannot detect any events whose information was not posted by social media users. If users do not express their sentiment related to the target event on the social media platform, our method doesn’t have the ability to detect this target event. Second, users tend to post positive sentiments on social media platforms. This tendency can increase the statistical result regarding positive sentiment strength. Our method takes anomalies in the trend of sentiment strength as urban events. Therefore, our method may be more sensitive to the positive event and the reliability of the detection result of a negative event may be relatively low.
In future studies, we need to focus on the potential problems in practical applications of social media data and the proposed method. The following problems should be addressed:

1. **Data resource.** Our method depends on the amount and quality of shared information through social media. The majority of social media users were young people. In addition, users are more prone to post positive sentiment on social media platforms. Therefore, social media data does have some disadvantages in urban event detection. In future, more reliable data resources, such as videos and questionnaires, will be introduced to correct the bias of social media data.

2. **Data set size.** Although we combined the data in Beijing and Wuhan, the data set is not large enough for evaluating the scalability of our method. In the future, we will expand our data set by collecting more Chinese social media data and applying available and open-source data sets.

3. **Spatial units.** In our case, 1 km × 1 km regular grids were applied as spatial units to divide the study area and the daily positive and negative sentiment strengths in each grid were counted. Different units can generate different detection results. Our research team will pay more attention to the effect of the spatial scales and shapes of units on urban event detection, and then obtain the best-fit spatial units.

4. **The types of events.** Urban events can be divided into different types, such as festivals, traffic accidents and disease outbreaks. In this study, we mainly focused on the detection method based on geotagged social media data. The detected events were classified and named, manually. In future, we will develop an identification method for events.

5. **Sentiment strength evaluation.** The sentiment strength in social media data is related to the geographic area and application domain. In this study, we applied a dictionary-based method proposed by a previous study. Without considering the impact of geographic area and application domain, the evaluation accuracy of sentiment strength is relatively low. In future, we will focus on studying the method of quantifying the sentiment strength with high accuracy.
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