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Abstract

We continue the study of various nonlinear PDEs under the effect of a time–inhomogeneous and irregular modulation of the dispersive term. In this paper we consider the modulated versions of the 1d periodic or non-periodic Korteweg–de Vries (KdV) equation and of the modified KdV equation. For that we use a deterministic notion of ”irregularity” for the modulation and obtain local and global results similar to those valid without modulation. In some cases the irregularity of the modulation improves the well-posedness theory of the equations. Our approach is based on estimates for the regularising effect of the modulated dispersion on the non-linear term using the theory of controlled paths and estimates stemming from Young’s theory of integration.
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1 Introduction

In this paper we continue the study nonlinear PDEs of the form

\[
\frac{d}{dt} \varphi_t = A \varphi_t \frac{dw_t}{dt} + \mathcal{N}(\varphi_t), \quad t \geq 0
\] (1)

started in [7], where \( w : \mathbb{R}_+ \rightarrow \mathbb{R} \) is an arbitrary continuous function, \( A \) is an unbounded linear operator and \( \mathcal{N} \) some nonlinear function. When in [7] we have studied the case of NLS equation (ie : \( A = i\partial^2 \)) here we want to deal with the KdV equation by taking \( A \) the Airy operator \( \partial^3 \) and \( \mathcal{N}(u) \) is the non-linearity given by the usual KdV or modified KdV equation. More precisely we are interested to deal with the following cases:

1. (KdV) Korteweg-de Vries equation in \( \mathbb{T} \) or \( \mathbb{R} \), \( A = \partial^3 \), \( \mathcal{N}(\phi) = \partial \phi^2 \);
2. (mKdV) Modified Korteweg-de Vries equation in \( \mathbb{T} \), \( A = \partial^3 \), \( \mathcal{N}(\phi) = \partial(\phi^2 - 3|\phi|_{H^{\alpha}}^2)\phi \);

in all these cases the Banach space \( V \) will be taken as belonging to the scale of Sobolev spaces \( H^\alpha \), \( \alpha \in \mathbb{R} \) defined as the completion of smooth functions with respect to the norm

\[
|\phi|_\alpha = ||\phi||_{H^\alpha} = ||(\xi)^\alpha \hat{\phi}(\xi)||_{L^2(\mathbb{R}^n)}
\] (2)

where \( \hat{\phi} \) is the Fourier transform of \( \phi : \mathbb{R}^n \rightarrow \mathbb{C} \) and \( \langle \xi \rangle = (1 + |\xi|^2)^{1/2} \). Similar definition holds in the periodic case where \( \mathbb{R}^n \) is replaced by \( \mathbb{T}^n \) with \( \mathbb{T} = [0, 2\pi] \) with periodic boundary conditions. We
recall that global existence result are obtained in [7] for the NLS with cubic nonlinearity on the torus and on the real line.

Aside of specific applications we are motivated by the general problem of understanding the properties of PDEs in non-homogeneous environments. From the technical point of view the presence of the modulation seems to rule out classical techniques of Fourier analysis like Bourgain spaces in the case of KdV and thus different tools has to be developed in order to build a well-posedness theory for these equations, especially when initial conditions do not possess good space regularity. In this respect the Young integral technique we develop has similarities with the dual spaces of $p$-variation functions associated introduced in the work of Koch and Tataru [34].

Another of our motivations has been the study of the regularisation effect of a non-homogeneous time modulation in the spirit of the recent work of Flandoli, Priola and one of the authors [18] on the stochastic transport equation.

Eq. (1) is only formal since the derivative of $w$ does not exists in general. If $w$ is a Brownian motion then the differential equation can be understood via stochastic calculus. Interpreting the differential in Stratonovich sense seems the most natural choice in this context since it preserves the mild formulation of the equation (see below). De Bouard and Debussche [15] study the Nonlinear Schrödinger equation with Brownian modulation and they show that it describes the homogenization of the deterministic Nonlinear Schrödinger Equation with time dependent dispersion satisfying some ergodicity properties. In the more general situation the interpretation of eq. (1) as an Itô or Stratonovich SPDE is not possible and we prefer to describe solutions via a mild formulation. If we denote by $(e^{tA})_{t \in \mathbb{R}}$ the group of isometries of $V = H^\alpha$ generated by $A$, the mild solution of eq. (1) is formally given by

$$\varphi_t = U^w_t \varphi_0 + U^w_t \int_0^t (U^w_s)^{-1} \mathcal{N}(\varphi_s) ds$$

where $U^w_t = e^{Aw}$ is the operator obtained by a time-change of the linear evolution associated to $A$ using the function $w$. In this form the equation make sense for arbitrary continuous function $w$.

The aim of this paper is to analyse eq. (3) under the hypothesis on the “irregularity” of the perturbation $w$ introduced in [6,7]. In particular if $w$ is sufficiently irregular (in a precise sense to be specified below) then we will be able to show that the above nonlinear PDE can be solved in spaces which are comparable to those allowed by the unmodulated equation

$$\frac{d}{dt} \varphi_t = A \varphi_t + \mathcal{N}(\varphi_t), \quad t \geq 0$$

and that in some situations the combination of the irregularity of the perturbation and the non-linear interaction provides a strong regularizing effect on the equation.
Let us now be more specific about the kind of solutions we are looking for. Let \( \Pi_N : H^\alpha \rightarrow H^\alpha \) be the projector over Fourier modes \( |\xi| \leq N \): \( \Pi_N \hat{f}(\xi) = \hat{f}(\xi) \) where \( \hat{f} \) denotes the Fourier transform of \( f \in H^\alpha \) and let \( \mathcal{N}(\phi) = \Pi_N \mathcal{N}(\Pi_N \phi) \) be the Galerkin regularization of the non-linearity.

**Definition 1.1.** The function \( \phi \in C([0,T];V) \) is a local solution to (3) in \( V \) with initial condition \( \phi \in V \) if there exists \( T > 0 \) and such that

\[
\lim_{N \to \infty} \int_0^t (U_s^w)^{-1} \mathcal{N}(\phi_s) \, ds = Q_t(\phi)
\]

exists in \( V \) for any \( t \in [0,T] \) and the equality

\[
\phi_t = (U_t^w)[\phi + Q_t(\phi)]
\]

holds in \( V \) for any \( t \in [0,T] \). We say that the solution is global if \( T \) can be chosen arbitrary large.

Whenever the limit exists we write

\[
\lim_{N \to \infty} \int_0^t (U_s^w)^{-1} \mathcal{N}(\phi_s) \, ds = \int_0^t (U_s^w)^{-1} \mathcal{N}(\phi_s) \, ds.
\]

It should be noted that the quantity on the r.h.s. is not a usual integral but only a convenient notation for this limiting procedure. Indeed \( \mathcal{N}(\phi_s) \) will exist only as a space-time distribution and not as a continuous function with values in \( V \).

The next definition concerns the particular notion of "irregularity" of the perturbation that will be relevant in our analysis.

**Definition 1.2.** Let \( \rho > 0 \) and \( \gamma > 0 \). We say that a function \( w \in C([0,T];\mathbb{R}) \) is \((\rho,\gamma)\)-irregular if for any \( T > 0 \):

\[
\|\Phi^w\|_{\mathcal{F}^{\rho,\gamma}} = \sup_{a \in \mathbb{R}} \sup_{0 \leq s < t \leq T} \langle a \rangle^\rho \frac{|\Phi^w_{s,t}(a)|}{|s-t|^\gamma} < +\infty
\]

where \( \Phi^w_{s,t}(a) = \int_s^t e^{iau} \, du \). Moreover we say that \( w \) is \( \rho \)-irregular if there exists \( \gamma > 1/2 \) such that \( w \) is \((\rho,\gamma)\)-irregular.

As it is apparent from this definition the notion of irregularity that we need is related to the occupation measure of the function \( w \) (see for example the review of Geman and Horowitz on occupation densities for deterministic and random processes [20]), in particular to the decay of its Fourier transform at large wave-vectors as measured by the exponent \( \rho \). The time regularity of this Fourier transform, measured by the Hölder exponent \( \gamma \), will also play an important rôle.

Existence of (plenty of) perturbations \( w \) which are \( \rho \)-irregular is guaranteed by the following theorem, proved in [6].
Theorem 1.3. Let \((W_t)_{t \geq 0}\) be a fractional Brownian motion of Hurst index \(H \in (0, 1)\) then for any \(\rho < 1/2H\) there exist \(\gamma > 1/2\) so that with probability one the sample paths of \(W\) are \((\rho, \gamma)\)-irregular.

In particular there exists continuous paths which are \(\rho\)-irregular for arbitrarily large \(\rho\). Using well known properties of support of the law of the fractional Brownian motion it is also possible to show that there exists \(\rho\)-irregular trajectories which are arbitrarily close in the supremum norm to any smooth path. It would be interesting to study more deeply the irregularity of continuous paths “generically”.

As observed in [6,7], the irregularity of \(w\) allows to obtain regularizing effect in the ODE context and simplify the proof of the well-posedness for the NLS equation. In the present paper we show that irregular modulations induce strong regularization effects in the case of the KdV (and related) equation.

At this point it would be wise to see that the notion of \((\rho, \gamma)\) regularity is related to some notion of dimension studied in the geometric measure theory (see [2,43] for more detail about this subject). Now let us be more precise about that : If \(E\) is a set of the Euclidian space \(\mathbb{R}^d\) then the Fourier and Hausdorff dimension of \(E\) denoted respectively by \(\dim_F(E)\) and \(\dim_H(E)\) are defined by :

\[
\dim_F(E) = \sup \left\{ \alpha \in [0, d], \exists \mu \in \mathcal{M}(E), |\hat{\mu}(x)| \leq (1 + |x|)^{-\frac{\alpha}{2}} \right\}
\]

\[
\dim_H(E) = \sup \left\{ \alpha \in [0, d], \exists \mu \in \mathcal{M}(E), I_\alpha^\mu < \infty \right\}
\]

where \(\mathcal{M}(E)\) is the space of positive measure with support on \(E\) and \(I_\alpha^\mu\) is the \(\alpha\)-energy of a measure \(\mu\) which is defined by :

\[
I_\alpha^\mu = \int_{\mathbb{R}^d} \frac{\mu(dx)\mu(dy)}{|x-y|^\alpha}
\]

and it also well known that it have the following representation

\[
I_\alpha^\mu = c_{\alpha,d} \int_{\mathbb{R}^d} |x|^{\alpha-d} |\hat{\mu}(x)|^2 dx
\]

where \(c_{\alpha,d}\) is a some constant which depend only on \(\alpha\) and \(d\). Then is not difficult to convince oneself that the Fourier dimension is always less than the Hausdorff dimension (see [2]) and an easy fact implied by that is if we take a \((\rho, \gamma)\)-irregular function on \([0,T]\) \(w\) we see immediately by definition that :

\[
\min(d, 2\rho) \leq \dim_F(w([0,T])) \leq \dim_H(w([0,T]))
\]

moreover if we assume that \(w\) is \(\delta\)-Hölder function then is well known that we have \(\dim_H(w([0,T])) \leq \frac{1}{\delta}\) (see [2]) and then you get \(\min(d, 2\rho) \leq \frac{1}{\delta}\) which told us that our function can’t be too much regular
as a Hölder function. Now taking $W$ as a $H$-fractional Brownian motion then the last inequality and the theorem (1.3) allows to recover immediately the following equality:

$$\dim_H(W([0,T])) = \dim_F(W([0,T])) = \frac{1}{H}$$

for $Hd \geq 1$.

The notion of irregularity is not quite well understood at the moment and many open problems exist. For example we do not quite well understand what happens if we replace $w$ with a regularised version $w^\varepsilon$ or with a function which could depend on the solution itself. In this respect we conjecture that if $w$ is $(\rho,\gamma)$-irregular then for any smooth function $\varphi$ the perturbed path $w^\varphi = w + \varphi$ is still $(\rho,\gamma)$-irregular but we are only able to prove this in the specific situation where $w$ is a fractional Brownian motion and $\varphi$ is a deterministic perturbation, or more generally but with a loss of 1/2 in the $\rho$ irregularity of $w^\varphi$; both results (with precise statements) are obtained in [6]. In the case of a smooth $w$ we have the following straightforward result:

**Proposition 1.4.** Let $w : [0,T] \to \mathbb{R}$ a twice differentiable function such that $c_T = \inf_{t \in [0,T]} |w'_t| > 0$ for any $T > 0$ and $\frac{w''}{(w')^2} \in L^1_{\text{loc}}(0, +\infty)$ then $w$ is $(1-\gamma, \gamma)$ irregular for all $\gamma \in (0,1)$.

**Proof.** Integration by parts gives

$$ia\Phi^w_{st}(a) = \frac{e^{iaw_t} - e^{iaw_s}}{w'_t} + \int_s^t (e^{iaw_s} - e^{iaw_t}) \frac{w''}{(w'_s)^2} d\sigma$$

and the result follow immediately from the hypothesis. \hfill \Box

To deal with irregular modulations in the sense of Definition 1.2 we use the same technique as in [7] where we studied modulated NLS equations using some non linear Young integration combined with the idea of controlled path introduced by M. Gubinelli [21]. The same idea was used in different context and in particular in the work [23] where the periodic KdV equation in negative Sobolev spaces (and more general Fourier–Lebesgue spaces) was studied without relying on Bourgain spaces and the time-homogeneity of the equation.

Let us summarize the main contributions of this paper, all along which we are going to make the following basic assumption:

**Hypothesis 1.5.** The function $w$ is $(\rho,\gamma)$-irregular for some $\rho > 0$ and $\gamma > 1/2$.

Our first result is about the modulated Korteweg-de Vries (KdV) equation.
Theorem 1.6. For any $\rho > 3/4$ and $\alpha > -\rho$ the 1d periodic modulated KdV equation has a local solution in $H^\alpha(T)$. The solution is global if $\alpha \geq -3/2$ and $\alpha > -\rho/(3 - 2\gamma)$. Uniqueness holds in the space $\mathcal{D}_w(H^\alpha) \subseteq C(\mathbb{R}_+; H^\alpha(T))$ introduced in Def. 2.2 below. In the non-periodic setting the 1d modulated KdV equation has local solutions in $H^\alpha(\mathbb{R})$ for $\alpha > -\min(\rho, 3/4)$. The solution is global if $\alpha > -\min(\rho/(3 - 2\gamma), 3/4)$. Uniqueness holds in the same space $\mathcal{D}_w(H^\alpha)$.

This theorem shows that an irregular modulation provides a regularisation effect on the KdV equation. Indeed the unmodulated equation allows for a uniformly continuous flow only if $\alpha \geq -1/2$ in the periodic setting and only if $\alpha \geq -3/4$ in the non-periodic one [10]. Recall that exploiting the complete integrability of the unperturbed model it is possible to show existence of solutions up to $\alpha \geq -1$ [33].

As far as we know there are no existence results for $\alpha < -1$ for the unmodulated equation and since we obtain solutions with standard fixed point methods we have also the existence of continuous flow in situation were it is known to be false for the unmodulated equation.

Ours are the first results of regularization by noise in non-linear dispersive equations with rough initial conditions. It is known that noise can act as to worsen the behavior of the equation, for example blow-up in NLS with multiplicative noise [13, 14]. We have also this partial result for the modulated (mKdV) equation:

Theorem 1.7. Let $\rho > 1/2$ then the modulated mKdV equation on $\mathbb{T}$ has a unique local solution in $H^\alpha$ if $\alpha \geq 1/2$.

A key argument in the proof of all these results is the use of explicit computations allowed by the polynomial character of the non-linearity. These results are however limited to modulations irregular enough. Indeed, a bit surprisingly, in the modulated context the application of controlled path techniques is easier if the modulation is very irregular. This has allowed us not to have to deal with second order controlled expansions as has been necessary in [23]. An open problem is to fill the gap between regular and sufficiently irregular modulations.

We point out that all our techniques are deterministic and that they provide novel results even in the stochastic context, for example when $w$ is taken to be the sample path of a fractional Brownian motion. Even in the Brownian setting our results on KdV and mKdV are, to our knowledge, novel.

Plan. In Sect. 2 we illustrate the controlled path approach to solution to modulated semilinear PDEs. This approach relies on a non-linear generalisation of the Young integral [21, 36, 41] for which we provide a reminder in Sect. 3. In the same section we use the non-linear Young integral to define and solve Young-type differential equations. This will provide a general theory for the constructions and approximation of the controlled solutions. In Sect. 4 we verify that all our models satisfy the
hypothesis to apply the general theory we outlined in the previous section. In Sect. 5 we study global solutions in different $H^a$ spaces: above $L^2$ by seeking suitable preservation of regularity estimates and for KdV below $L^2$ by an adaptation of the $I$-method to our context.

Notations. If $V, W$ are two Hilbert spaces we let $\mathcal{L}_n(V, W)$ be the Banach space of bounded operators on $V^{\otimes n}$ (considered with the Hilbert tensor product) with values in $W$ and endowed with the operator norm and set $\mathcal{L}_n(V) = \mathcal{L}_n(V, V)$. We let $T > 0$ denote a fixed time and $C^\gamma V = C^\gamma([0, T], V)$ the space of $\gamma$-Hölder continuous functions form $[0, T]$ to $V$ endowed with the semi-norm

$$\|f\|_{C^\gamma V} = \sup_{0 \leq s < t \leq T} \frac{\|f(t) - f(s)\|_V}{|t - s|^\gamma}.$$

If $V$ is a Banach space then $\text{Lip}_M(V)$ will denote the Banach space of locally Lipschitz map on $V$ with polynomial growth of order $M \geq 0$, that is maps $f : V \to V$ such that

$$\|f\|_{\text{Lip}_M(V)} = \sup_{x, y \in V} \frac{\|f(x) - f(y)\|_V}{\|x - y\|_V (1 + \|x\|_V + \|y\|_V)^M} < +\infty.$$

2 Controlled paths

The approach we will use in proving Thms. 1.6 and 1.7 is based on ideas coming from the theory of controlled rough paths [21, 39] which have been already used in a variety of contexts:

1. alternative formulation of rough path theory with the related applications to stochastic differential equations and in general to differential equations driven by non-semimartingale noises [16, 25, 27];

2. approximate evolution of three dimensional vortex lines in incompressible fluids where the initial condition is a non-smooth curve [4, 5];

3. definition of controlled (or energy, or martingale) solutions for a class of SPDEs including the Kardar-Parisi-Zhang (KPZ) equations [24];

4. study of the stochastic Burgers equation (multi-dimensional target space and various kind of robust approximation results) [28, 39];

5. Hairer’s work on the well-posedness and uniqueness theory for the KPZ equation [29];

6. Hairer’s extension of the controlled rough path theory which allow to deal with very singular parabolic PDE like the $\Phi^4_3$ equation [30];
7. definition of paracontrolled distribution which is a reformulation of the controlled rough path theory in the setting of the microlocal analysis and solving the Parabolic anderson equation and Burgers equation on the two dimensional torus [22] and a well-posedness proof of the stochastic quantization of the $\Phi^4_3$ model [8].

Controlled paths are functions which “looks like” some given reference object. In the case of eq. (3) it looks quite clear that the solution should have the form $\varphi_t = U^w_t \psi_t$ for $\psi_t$ another continuous path in $V$ such that $\varphi_0 = \psi_0$. If we stipulate that $\psi$ has a nice time behavior then $\varphi$ is somehow ”following” the flow of a free solution of the linear equation, modulo a time-dependent slowly varying modulation. The space of controlled paths $D^w$ (to be defined below) in which we will set up the equation will then be given by functions $\varphi$ such that an H"older condition holds for $\psi_t = (U^w_t) - 1 \varphi_t$. Note that this space depends on the modulation and that different driving functions $w$ and $w'$ would give rise a priori to different spaces $D^w$ and $D^{w'}$ of controlled functions. This difference is somehow crucial and make the spaces of controlled paths to be more effective in the analysis of the non-linearities. Let us try to explain why. Assume that $\varphi$ is the simplest path controlled by $w$, that is the solution of the free evolution $\varphi_t = U^w_t \varphi$ for some fixed $\varphi \in V$ (i.e. not depending on time). In this case the non-linear term in eq. (3) takes the form

$$
\Phi_t = U_t \int_0^t (U^w_s)^{-1} N(U^w_s \varphi) \, ds = U_t X_t(\varphi)
$$

where $X_t : V \rightarrow V$ is the time-inhomogeneous map given by

$$
X_t(\varphi) = \int_0^t (U^w_s)^{-1} N(U^w_s \varphi) \, ds
$$

We will show that, in the specific settings we will consider, it is possible to actually prove the following regularity requirement:

**Hypothesis 2.1.** The map $X_{st} = X_t - X_s$ is almost surely a locally Lipshitz map on $V$ satisfying the H"older estimate

$$
\|X_{st}(\varphi) - X_{st}(\varphi')\|_V \lesssim |t - s|^\gamma (1 + \|\varphi\|_V + \|\varphi'\|_V) M \|\varphi - \varphi'\|_V
$$

for some $\gamma > 1/2$ and $M \geq 0$.

In this situation we see that $\Phi_t$ is a controlled path such that $\Psi_t = (U^w_t)^{-1} \Phi_t$ belongs at least to $C^{1/2}(V)$. If we want a space of controlled paths stable under the fixed point map

$$
\Gamma(\varphi)_t = U^w_t \varphi_0 + U^w_t \int_0^t (U^w_s)^{-1} N(\varphi_s) \, ds
$$
we have to require $t \mapsto (U^w_t)^{-1} \Gamma(\varphi)_t$ to be at most in $C^{1/2}(V)$ since otherwise even the first step of the Picard iterations will get us out of the space. These considerations suggest us a definition of controlled paths:

**Definition 2.2.** The space of paths $\mathcal{D}_w(V)$ controlled by $w$ is given by all the paths $\varphi$ in $C([0,T],V)$ such that $t \mapsto \varphi^w_t = (U^w_t)^{-1} \varphi_t$ belongs to $C^{1/2}(V)$.

At this point it is still not clear that the non-linear term is well defined for every controlled paths. Hypothesis 2.1 ensure that the non-linearity is well defined when the controlled path $\varphi$ is such that $\varphi^w$ is constant in time. To allow for more general controlled paths we consider a smooth (in space and time) path $f$: in this case the following computations can be easily justified in all the models we will consider:

$$
\int_0^t (U^w_s)^{-1} \mathcal{N}(U^w_s f_s) ds = \int_0^t \left[ \frac{d}{ds} X_s \right] (f_s) ds = \int_0^t X_{ds}(f_s),
$$

where the last integral in the r.h.s. should be interpreted as the limit of suitable Riemman sums:

$$
\int_0^t X_{ds}(f_s) := \lim_{|\Pi_{0,t}| \to 0} \sum_i X_{t_i t_{i+1}}(f_{t_i}).
$$

A key observation is that the map $f \mapsto \int_0^t X_{ds}(f_s)$ can be extended by continuity to all the functions $f \in C^{1/2}(V)$ using the theory of Young integrals, indeed note that $X$ is a path of Lipshitz maps with Hölder regularity $\gamma > 1/2$ and that this is enough to integrate functions of Hölder regularity $1/2$ since the sum of these two regularities exceed 1. Since the kind of Young integral we use is not standard we will provide proofs and estimates in a self-contained fashion below. This allows us to give a natural definition of the nonlinear term for all controlled paths $\varphi$, indeed it is now easy to prove the following claim:

**Lemma 2.3.** Let $\varphi \in \mathcal{D}_w$ and let $(\varphi_n)_{n \geq 0}$ a sequence of elements of $\varphi \in \mathcal{D}_w$ which are smooth and compactly supported in space and such that $\varphi_n \to \varphi$ in $\mathcal{D}_w$. Then

$$
\int_0^t (U^w_s)^{-1} \mathcal{N}(\varphi_n)_s ds \to \int_0^t X_{ds}(\varphi^w_s)
$$
in $V$ uniformly in $t$.

As it should be clear by now, the time-integral of the non-linearity (even if not the non-linearity itself) is a well defined space distribution for all controlled paths and it is explicitly given by a Young
integral involving the modulated operator $X$. We can then recast the mild equation (3) as a Young-type differential equation for controlled paths:

$$
\varphi^w_t = \varphi_0 + \int_0^t X_{ds}(\varphi^w_s).
$$

(6)

Any solution of this equation corresponds to a controlled path $\varphi_t = U^{w_t}\varphi^w_t$ which solves (3) where the r.h.s. should be understood according to Lemma 2.3.

The Young equation (6) can then be solved, at least locally in time and in a unique way, in $C^{1/2}(\mathbb{R}_+, V)$ by a standard fixed point argument. In some cases it is also possible to prove the existence of a conservation law which implies $\|\varphi_t\|_V = \|\varphi_0\|_V$ and obtain global solutions. Another byproduct of this approach is the existence of a Lipschitz flow map on $V$.

3 The nonlinear Young integral and Young equations

Young theory of integration is well known [19, 36, 37, 41]. Here we introduce a non-linear variant which is proved in [6] and not covered by the standard assumptions. For the sake of completeness we rewrite here the main estimates in our specific context. Extensive proofs can be found in [6, 7].

**Theorem 3.1** (Young). Let $f \in \mathcal{C}^\gamma\text{Lip}_M(V)$ and $g \in \mathcal{C}^\rho V$ with $\gamma + \rho > 1$ then the limit of Riemann sums

$$
I_t = \int_0^t f_{du}(g_u) = \lim_{\|\Pi\| \to 0} \sum_i f_{t_{i+1}}(g_{t_i}) - f_{t_i}(g_{t_i})
$$

exists in $V$ as the partition $\Pi$ of $[0, t]$ is refined, it is independent of the partition, and we have

$$
\|I_t - I_s - (f_t - f_s)(g_s)\|_V \leq (1 - 2^{1-\gamma-\rho})^{-1} \|f\|_{\mathcal{C}^\gamma\text{Lip}_M(V)} \|g\|_{\mathcal{C}^\rho V} (1 + \|g\|_{\mathcal{C}^0 V})^M |t - s|^{\gamma + \rho}.
$$

3.1 Existence and uniqueness of Young solutions

With the above estimates for the Young integral we can set up a standard fixed point procedure to prove existence of local solution and their uniqueness assuming suitable regularity of $X$. We assume that $X_t(0) = 0$ for simplicity. Define standard Picard’s iterations by

$$
\psi^{(n+1)}_t = \psi_0 + \int_0^t X_{ds}(\psi^{(n)}_s)
$$
with $\psi^{(0)}_t = \psi_0$. Now
\[
\left\| \int_0^t X_{ds}(\psi^{(n)}_s) - X_t(\psi_0) \right\|_V \lesssim T^{\gamma+1/2} \| X \| (1 + \| \psi^{(n)}_0 \|_{\mathcal{E}^{1/2}V})^M \| \psi^{(n)} \|_{\mathcal{E}^{1/2}V}
\]
\[
\lesssim T^{\gamma} \| X \| (1 + \| \psi_0 \|_V + T^{1/2} \| \psi^{(n)} \|_{\mathcal{E}^{1/2}V})^{M+1}
\]
and
\[
\| \psi^{(n+1)} \|_{\mathcal{E}^{1/2}V} \lesssim \| X \| T^{\gamma} (1 + \| \psi_0 \|_V + T^{1/2} \| \psi^{(n)} \|_{\mathcal{E}^{1/2}V})^{M+1}
\]
which means that for sufficiently small $T$ (depending only on $\| \psi_0 \|_V$) we can have $T^{1/2} \| \psi^{(n)} \|_{\mathcal{E}^{1/2}V} \leq 1$ for all $n \geq 0$. Moreover in this case
\[
\| \psi^{(n+2)} - \psi^{(n+1)} \|_{\mathcal{E}^{1/2}V} \lesssim \| \psi_0 \|_V \| X \| T^{\gamma-1/2} \| \psi^{(n+1)} - \psi^{(n)} \|_{\mathcal{E}^{1/2}V}
\]
which for $\| X \| T^{\gamma-1/2} \lesssim \| \psi_0 \|_V$. 1/2 implies that $(\psi^{(n)})_{n \geq 0}$ converges in $\mathcal{E}^{1/2}V$ to a limit $\psi$ which by continuity of the Young integral and of the operator $X$ satisfies
\[
\psi_t = \psi_0 + \int_0^t X_{ds}(\psi_s). \]

This solution exists at least until $t \leq T$ where $T$ depends only on the norm of $X$ and $\| \psi_0 \|_V$. Note that a posteriori $\psi$ belongs to $\mathcal{E}^{\gamma}V$ and not only to $\mathcal{E}^{1/2}V$. Uniqueness in $\mathcal{E}^{1/2}V$ is now obvious.

### 3.2 Regular equation

In this section we study the convergence of approximations given by a standard PDE to the solution of the Young equations. Consider the following regularized problem
\[
\begin{aligned}
&\partial_t \varphi_t = A \varphi_t \partial_t n_t + \Pi_L \mathcal{N}(\Pi_L \varphi_t), & t \geq 0 \\
&\varphi(0, x) = \Pi_L \phi(x) \in C^\infty(T)
\end{aligned}
\] (7)

with $n$ is a differentiable function, $\phi \in L^2(T)$, $A = \partial^3_x$ and $\mathcal{N}$ is the non linearity given in the previous section, of course this Cauchy problem is equivalent to the mild formulation
\[
\varphi_t = U^n_t \Pi_L \phi + \int_0^t U^n_t (U^n_s)^{-1} \Pi_L \mathcal{N}(\Pi_L \varphi_s) ds
\] (8)
or equivalently

$$\psi_t = \Pi_L \phi + \int_0^t (U^n_s)^{-1} \Pi_L \mathcal{N}(\Pi_L U^n_s \psi_s) ds$$

(9)

with $U^n_t = e^{At}$ and $\psi_t = (U^n_t)^{-1} \varphi_t$. In the rest of this section we take $A = \partial_x^2$ and $\mathcal{N}(\phi) = \partial_x \phi^2$ for the case of the Schrödinger equation we can adapt exactly the same argument. Now we can check easily that the modulated operator $X^{n,L}$ associated to the equation (9) is well defined and satisfy

$$\|X_{st}^{n,L}\|_{L^2(H_{\alpha_1},H_{\alpha_2})} \lesssim n,L \ |t-s|$$

for all $\alpha_1, \alpha_2 \in \mathbb{R}_+$, and then by a fixed point argument we obtain the existence of a unique Young local solution $\varphi^{n,L} \in C([0,T^*],L^2)$ such that $\psi_t^{n,L} = (U^n_t)^{-1} \varphi_t^{n,L} \in C([0,T^*],L^2)$ moreover we have that $\psi^{n,L} \in \cap_{\beta \geq 0} C^1([0,T^*],H^\beta)$ and then clearly

$$\partial_t \varphi_t = A \varphi_t \partial_t n_t + \Pi_L \mathcal{N}(\Pi_L \varphi_t)$$

in the weak sense. To obtain a global solution is sufficient to remark that for all $v \in L^2$

$$\langle v, X_{st}^{n,L}(v,v) \rangle = \int_s^t d\sigma \int_T dx U^n_\sigma v(x) \Pi_L \partial_x (U^n_\sigma v(x))^2$$

$$= - \int_s^t d\sigma \int_T dx \Pi_L (U^n v(x))^2 \partial_x (\Pi_L U^n v(x))^2 = 0$$

and then we obtain that

$$\|\psi_t^{n,L}\|_{L^2}^2 = \|\psi_s^{n,L}\|_{L^2}^2 + \|\psi_t^{n,L} - \psi_s^{n,L}\|_{L^2}^2 + \langle \psi_s^{n,L}, X_{st}^{n,L}(v,v) \rangle + R_{st}$$

$$= \|\psi_s^{n,L}\|_{L^2}^2 + \|\psi_t^{n,L} - \psi_s^{n,L}\|_{L^2}^2 + R_{st}$$

for all $s,t \in [0,T^*]$ with $|R_{st}| \lesssim |t-s|^2$, then we obtain that $\|\psi_t^{n,L}\|_{L^2}^2 - \|\psi_s^{n,L}\|_{L^2}^2 \lesssim |t-s|^2$ and this give us $\|\psi_t^{n,L}\| = \|\Pi_L \phi\|_{L^2}$. Using this conservation law we can extend our local solution to a global one. The mild eq. (9) has a meaning even when $n$ is only continuous function. Let $R > 0$, $T > 0$ and assume that $\sup_{\sigma \in [0,T]} |n_{\sigma}| \leq R$ then we obtain

$$\|\psi_t^{n,L}\|_{C^{1-\epsilon}([0,T],L^2)} \lesssim_L T^\epsilon \|X^{n,L}\|_{C^1([0,T],L^2)} \|\psi^{n,L}\|_{C^{1-\epsilon}([0,T],L^2)} + \|\Pi_L \phi\|_{L^2}$$

for all $T_1 < \min(1,T)$, using the fact that $\|X^{n,L}\|_{C^1([0,T],L^2)} \lesssim_L \sup_{\sigma \in [0,T]} |n_{\sigma}| \lesssim_L R$ and taking $T_1 = T_1(\|\Pi_L \phi\|_{L^2})$ small enough we can see that $\|\psi_t^{n,L}\|_{C^{1-\epsilon}([0,T],L^2)} \lesssim_L R$. Finally using the conservation
law and iterating these results gives us that \( ||ψ_{n1} - ψ_{n2}||_{L^2} \lesssim R \). By a similar argument we obtain easily \( ||ψ_{n1}||_{L^2} \leq R \) for all \( n_1, n_2 \in \mathbb{C} \) such that \( sup_{σ \in [0,T]} |n_σ^1 - n_σ^2| \) associated to the dispersion \( w \) and the modulated KdV equation then \( \leq ||R \) for \( i = 1, 2 \) where \( ψ^{n_1}, ψ^{n_2} \) are respectively the global solution of the eq. (9) associated to the dispersion \( n^1 \) and \( n^2 \). Now let \( w \) a regularization of the continuous \( ρ \)-irregular function \( w \) and assume that \( sup_{σ \in [0,T]} |w_σ^N - w_σ| \rightarrow N \rightarrow +∞ 0 \) for all \( T > 0 \). Then the solutions \( (\varphi^{N, L})_{N \in \mathbb{N}} \) of the regularized problem (7) with dispersion \( w^N \) converge in \( C([0, T], L^2) \) to \( \varphi^L \) which is the solution of the mild equation (8) with dispersion \( w \):

\[
\varphi^L = U^w L φ + \int_0^t (U_t^w)^{-1} Π_L, N (Π_L φ_σ) ds.
\] (10)

Finally we have

**Theorem 3.2.** Let \( ρ > 3/4 \), \( T > 0 \) and \( ψ^L \), \( φ \) respectively the solution of the mild eq. (10) on \([0, T]\) and the modulated KdV equation then

\[
||ψ^L - ψ||_{C^{1/2}(0, T], L^2)} \rightarrow L \rightarrow +∞ 0
\]

with \( ψ^L = (U_t^w)^{-1} ψ^L \) and \( ψ_t = (U_t^w)^{-1} ψ_t \)

**Proof.** Using the equation

\[
ψ_t^L = Π_L φ + \int_0^t X^L_{dφ}(ψ_σ)
\]

we obtain that

\[
||ψ^L||_{C^{1/2}(0, T_1], L^2)} \lesssim T_1^{-1/2} sup_L ||X^L||_{C^2([0, T], L^2)} (||ψ^L||_{C^{1/2}(0, T_1], L^2)} + ||φ||_{L^2})^2
\]

and then taking \( T_1 = T_1(||φ||_{L^2}) \) small enough we obtain that \( sup_L ||ψ^L||_{C^{1/2}(0, T_1], L^2)} \lesssim sup_L ||X^L||_{C^2([0, T], L^2)} \) using the conservation law we can proceed by induction to recover the interval \([0, T]\) and then \( sup_L ||ψ^L||_{C^{1/2}(0, T], L^2)} \) small enough we obtain that \( ||ψ^L - ψ||_{C^{1/2}(0, T], L^2)} \lesssim ||φ||_{L^2} ||X^L - X||_{C^{1/2}(0, T], L^2)} \) and then suffices to use the fact that \( ||X - X^L|| \rightarrow L \rightarrow +∞ 0 \) (proven in Lemma 4.2 below) to deduce the needed convergence.

\[\square\]
4 Regularity of $X$

Let $w$ a $\rho$-irregular path, the aim of this section is to provide the necessary pathwise estimates on the modulated operator $X^w$ in the various models.

**Definition 4.1.** We say that a $n$-linear operator $X$ on the Banach space $V$ belongs to $\mathcal{F}_{n,V}^w$ if

1. For all $T > 0$ we have
   \[ |X_{st}|_{L^n V} \leq C ||\Phi^w||_{\mathcal{F}_{p}^{p,\gamma}} |t-s|^{\gamma} \]
   for $s, t \in [0, T]$ and for some finite constant $C > 0$ which does not depend on $w$.

2. If we let $X_{s,t}^L(\varphi_1, \ldots, \varphi_n) = \Pi_L X_{s,t}(\Pi_L \varphi_1, \ldots, \Pi_L \varphi_n)$ then $X_L \to X$ in $C^{1/2}_T L^n V$.

Once appropriate bounds are obtained for the relevant $X$ operators, the Young theory of Section 3 gives a complete local well-posedness theory for the equation (including convergence of approximations and the Euler scheme). We will see in the next section how we can obtain a global solution for an initial data $\phi \in H^\alpha$ with $\alpha \geq 0$ using some smoothing estimates.

4.1 Periodic KdV

Here we will bound the modulated operator associated to the periodic KdV equation (ie: $A = \partial^3$ and $\mathcal{N}(\varphi) = \partial \varphi^2$) on $H^\alpha(T)$.

**Lemma 4.2.** Let $\alpha \geq -\rho$ and $\rho > 3/4$ then $X \in \mathcal{F}_{2,H^\alpha}$.

**Proof.** Let $\psi_1, \psi_2 \in H^\alpha$. The Fourier transform gives

\[ \hat{X}_{st}(\psi_1, \psi_2) = ik \sum_{k_1+k_2=k} \mathbb{I}_{kk_1 k_2 \neq 0} \Phi^{w}_{st}(kk_1 k_2) \hat{\psi}_1(k_1) \hat{\psi}_2(k_2). \]

From an application of Cauchy-Schwarz we obtain that

\[
\left| \sum_{k_1+k_2=k} \mathbb{I}_{kk_1 k_2 \neq 0} \Phi^{w}_{st}(kk_1 k_2) \hat{\psi}_1(k_1) \hat{\psi}_2(k_2) \right|^2 \leq \left( \sum_{k_1+k_2=k} \mathbb{I}_{kk_1 k_2 \neq 0} |k_2|^{-2\alpha} |\Phi^{w}_{st}(kk_1 k_2)|^2 |\hat{\psi}_1(k_1)|^2 \right) |\psi_1|^2 |\psi_2|^2 \\
\leq \left( \sup_{k_1, kk_1 k_2 \neq 0, k_1+k_2=k} \frac{|\Phi^{w}_{st}(kk_1 k_2)|^2}{|k_1|^{2\alpha} |k_2|^{2\alpha}} \right) |\psi_1|^2 |\psi_2|^2 \quad (11)
\]
where the supremum is taken over \( k_1 \). And we obtain

\[
|X_{st}|_{L^2}^2 \leq \left( \sum_k |k|^{2\alpha+2} \sup_{k_1:k_1,k_2 \neq 0,k_1+k_2 = k} \frac{|\Phi_{st}^w(kk_1k_2)|^2}{|k_1|^{2\alpha}|k_2|^{2\alpha}} \right)^{1/2}
\] (12)

The \( \rho \)-irregularity of \( w \) allows to estimate this bound by

\[
|X_{st}|_{L^2}^2 \leq C_{\rho,T} \left| |\Phi^w||\psi_{\rho,\gamma}|t-s|^2 \right| \sum_k |k|^{2\alpha+2-2\rho} \sup_{k_1:k_1,k_2 \neq 0,k_1+k_2 = k} \frac{1}{|k_1|^{2\alpha+2\rho}|k_2|^{2\alpha+2\rho}} \lesssim_{w,\rho,\gamma} |t-s|^2 \sum_k |k|^{2-4\rho} \sup_{k_1:k_1,k_2 \neq 0,k_1+k_2 = k} \left( \frac{|k|}{|k_1||k_2|} \right)^{2\alpha+2\rho}.
\]

Now if we remark that \( \frac{|k|}{|k_1||k_2|} \leq \frac{1}{|k_1|} + \frac{1}{|k_2|} \leq 2 \) and if we take \( \alpha \geq -\rho \) and \( \rho > 3/4 \) we obtain that

\[
\sum_k |k|^{2-4\rho} \sup_{k_1:k_1,k_2 \neq 0,k_1+k_2 = k} \left( \frac{|k|}{|k_1||k_2|} \right)^{2\alpha+2\rho} \leq 2^{2\alpha+2\rho} \sum_k \frac{1}{|k|^{2-4\rho}} < +\infty
\]

which gives the claimed regularity for \( X \). As far as the convergence of \( X^L \) is concerned we let \( \phi_1, \phi_2 \in L^2 \) and observe that

\[
\|X_{st}^L(\phi_1, \phi_2) - X_{st}(\phi_1, \phi_2)\|_2^2
\]

\[
= \sum_{|k| \leq L} |k|^2 \left| \sum_{k_1 + k_2 = k,k_1,k_2 \neq 0} (\mathbb{1}_{|k_1|,|k_2| \leq L} - 1) \hat{\phi}_1(k_1) \hat{\phi}_2(k_2) \Phi_{st}(kk_1k_2) \right|^2
\]

\[
+ \sum_{|k| \geq L} |k|^2 \left| \sum_{k_1 + k_2 = k,k_1,k_2 \neq 0} \hat{\phi}_1(k_1) \hat{\phi}_2(k_2) \Phi_{st}^w(kk_1k_2) \right|^2
\]

\[
\lesssim |\phi_1|^2 |\phi_2|^2 \left( \sum_k |k|^2 \sup_{|k_1| \geq L,k_1+k_2 = k} |\Phi_{st}(kk_1k_2)|^2 + \sum_{|k| \geq L} |k|^2 \sup_{k_1,k_1+k_2 = k} |\Phi_{st}(kk_1k_2)|^2 \right).
\]

Using this bound with the fact that \( w \) is \( \rho \)-irregular gives us

\[
\|X^L - X\|_{L^2([0,T],[L^2(L^2)])} \lesssim_{w,T} \sum_k |k|^{2-2\rho} \sup_{|k_1| \geq L,k_1+k_2 = k} |k_1|^{-2\rho} |k_2|^{-2\rho} + \sum_{|k| \geq L} |k|^{2-2\rho} \sup_{k_1} |k_1k_2|^{-2\rho}
\]
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for some \( \gamma > 1/2 \) and \( \rho > 4/3 \). Now the r.h.s of this inequality vanish when \( L \) goes to the infinity, in fact choosing \( \theta > 0 \) small enough we have

\[
\sum_k |k|^{2-2\rho} \sup_{|k_1| \geq L, k_1 + k_2 = k} |k_1|^{-2\rho} |k_2|^{-2\rho} \lesssim_{\theta, \rho} L^{-\theta} \sum_k |k|^{2-4\rho+\theta} \to L \to +\infty 0
\]

and

\[
\sum_{|k| \geq L} |k|^{2-2\rho} \sup_{k_1} |k_1 k_2|^{-2\rho} \lesssim_{\rho} \sum_{|k| \geq L} |k|^{2-4\rho} \to L \to +\infty 0
\]

and this finishes the proof.

Now we will give an improvement of the Lemma 4.2.

**Lemma 4.3.** Let \( \rho > 4/3 \), \( \alpha > -\rho \) and \( \beta < \alpha + 2\rho - 3/2 \) then there exists \( \gamma > 1/2 \) such that for all \( T > 0 \) the following inequality holds

\[
|X_{st}(\phi_1, \phi_2)|_{H^\beta} \leq C_{T, \alpha, \beta} \|\Phi_w\|_{W^{2,\gamma}} |t - s|^{\gamma} |\phi_1|_{H^\alpha} |\phi_2|_{H^\alpha}
\]

for all \( \phi_1, \phi_2 \in H^\alpha \) where \( C_{T, \alpha, \beta} < +\infty \).

**Proof.** Eq. (12) can be modified to give

\[
|X_{st}(\phi_1, \phi_2)|^2_{H^\beta} \leq |\phi_1|^2_{H^\alpha} |\phi_2|^2_{H^\alpha} \sum_k |k|^{2+2\beta} \sup_{k_1} \left( \frac{\|\Phi_w(3kk_1k_2)\|^2}{|k_1|^{\alpha} |k_2|^{\alpha}} \right)
\]

an

\[
\sum_k |k|^{2+2\beta} \sup_{k_1} \left( \frac{\|\Phi_w(3kk_1k_2)\|^2}{|k_1|^{\alpha} |k_2|^{\alpha}} \right) \leq |t - s|^{2\gamma} \sum_k |k|^{2+2\beta-2\rho} \sup_{k_1} |k_1 k_2|^{-2\alpha-2\rho} \lesssim_{\alpha, \beta} |t - s|^{2\gamma} \sum_k |k|^{2-4\rho+2\beta-2\alpha} < +\infty
\]

if \( \beta < \alpha + 2\rho - 3/2 \) which finishes the proof.
4.2 Periodic modified KdV

In the case of the periodic modified KdV equation we have $A = \partial^3$ and $\mathcal{A}(u) = \partial u(u^2 - ||u||_2^2)$ and the Fourier transform of the modulated operator $X$ reads

$$\hat{X}_{st}(\psi_1, \psi_2, \psi_3) = ik \sum_k \hat{\psi}_1(k_1) \hat{\psi}_2(k_2) \hat{\psi}_3(k_3) \Phi_{st}^w(2(k - k_2)(k - k_1)(k - k_3))$$

where the star under the sum mean that $k_1 + k_2 + k_3 = k, k_1 k_2 k_3 \neq 0$ and $k_2, k_3 \neq k$ and we have used the algebraic relation $k_3 - k_1 - k_2 = (k - k_1)(k - k_2)(k - k_3)$. By Cauchy-Schwarz

$$|X_{st}(\psi_1, \psi_2, \psi_3)|_{H^\alpha}^2 = \sum_k |k|^{2\alpha + 2} \left| \sum_\ast \hat{\psi}_1(k_1) \hat{\psi}_2(k_2) \hat{\psi}_3(k_3) \Phi_{st}^w(2(k - k_2)(k - k_3)(k - k_1)) \right|^2$$

$$\leq \sum_k |k|^{2\alpha + 2} \left( \sum_\ast |k_1 k_2 k_3|^{-2\alpha} |\Phi_{st}^w(2(k - k_2)(k - k_3)(k - k_1))| \right)^2$$

$$\times \left( \sum_\ast \left| \hat{\psi}_1(k_1) \right|^2 \left| \hat{\psi}_2(k_2) \right|^2 \left| \hat{\psi}_3(k_3) \right|^2 \right)$$

$$\leq (\sup_{k \neq 0} |k|^{2\alpha + 2} \sum_\ast |k_1 k_2 k_3|^{-2\alpha} |\Phi_{st}^w(2(k - k_2)(k - k_3)(k - k_1))|) \||\psi_1||_{H^\alpha} \||\psi_2||_{H^\alpha} \||\psi_3||_{H^\alpha}$$

from which we obtain that

$$|X_{st}|_{L^2, H^\alpha} \leq \sup_{k \neq 0} |k|^{2\alpha + 2} \sum_\ast |k_1 k_2 k_3|^{-2\alpha} |\Phi_{st}^w(2(k - k_2)(k - k_3)(k - k_1))|^2.$$

(13)

Now we will give a lemma which help us to bound our operator

**Lemma 4.4.** Let $\alpha \geq 1/2$ and $\rho > 1/2$ then we have

$$\sum_{l \neq 0, k} |l|^{-2\alpha} |l - k|^{-2\rho} \lesssim_{\epsilon, \rho, \alpha} |k|^{-\min(2\alpha, 2\rho - \epsilon)}$$

for all $\epsilon > 0$ small enough.

**Proof.** We begin by decomposing our sum in two region as follows:

$$\sum_{k_2 \neq 0, k} \frac{1}{|k_2|^{2\alpha} |k - k_2|^{2\rho}} = I_1 + I_2$$
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where

\[ I_1 = \sum_{k_2 \neq 0, k \mid k - k_2 \leq 2k_2} \frac{1}{|k_2|^{2\alpha}|k - k_2|^{2p}}, \quad I_2 = \sum_{k_2 \neq 0, k \mid k - k_2 \geq 2|k_2|} \frac{1}{|k_2|^{2\alpha}|k - k_2|^{2p}}. \]

Remark that if \(|k - k_2| \leq 2|k_2|\) then \(|k| \leq 3|k_2|\) then we have

\[ I_1 \lesssim \frac{1}{|k|^{2\alpha}} \sum_{k_2 \neq 0, k \mid k - k_2 \leq 2|k_2|} \frac{1}{|k - k_2|^{2p}} \lesssim \frac{1}{|k|^{2\alpha}} \sum_{k_2 \neq k} \frac{1}{|k - k_2|^{2p}} = \frac{1}{|k|^{2\alpha}} \sum_{k_2 \neq 0} \frac{1}{|k_2|^{2p}} < +\infty. \]

For the second term \(I_2\), we begin by noting that if \(|k - k_2| \geq 2|k_2|\) then \(|k| \lesssim |k - k_2|\) so

\[ I_2 \lesssim \frac{1}{|k|^{2p-\varepsilon}} \sum_{k_2 \neq 0, k \mid k - k_2 \geq 2|k_2|} \frac{1}{|k_2|^{2\alpha+\varepsilon}} < +\infty. \]

Now using the inequality (13) and the \((\rho, \gamma)\)-irregularity if \(w\) we have

\[ |X_{st}|_{\mathcal{F}^\alpha_H} \leq \sup_{k \neq 0} |k|^{2\alpha+2} \sum_{k_2} |k_1 k_2 k_3|^{-2\alpha}|\Phi_{s_1}^w(2(k - k_2)(k - k_3)(k - k_1))|^2 \]

\[ \leq C_{w,\rho} |t - s|^\gamma \sup_{k \neq 0} |k|^{2+2\alpha} \sum_{k_2} |k_1 k_2 k_3|^{-2\alpha} \frac{1}{|k - k_2|^{2\rho}|k - k_3|^{2\rho}|k - k_1|^{2\rho}} \]

where \(C_{w,\rho,T}\) is a finite constant.

**Lemma 4.5.** For all \(\alpha \geq 1/2\) and \(\rho > 1/2\) we have that

\[ I = \sup_{k \neq 0} |k|^{2+\alpha} \sum_{k_2, k_3 \neq 0, k} |k_1 k_2 k_3|^{-2\alpha} \frac{1}{|k - k_2|^{2\rho}|k - k_3|^{2\rho}|k - k_1|^{2\rho}} < +\infty \]

**Proof.** Now the inequality \(|k|^{2\alpha} = |k_1 + k_2 + k_3|^{2\alpha} \lesssim |k_1|^{2\alpha} + |k_2|^{2\alpha} + |k_3|^{2\alpha}\) gives

\[ I \lesssim \sup_{k} |k|^{2} \sum_{k_2, k_3 \neq 0, k} |k_2 k_3|^{-2\alpha} |k - k_2|^{-2\rho} |k - k_3|^{-2\rho} = \sup_{k} |k|^{2} \left( \sum_{k_2 \neq 0, k} |k|^{-2\alpha} |k - k_2|^{-2\rho} \right)^2 \]

Then using the Lemma 4.4 we conclude that \(I < +\infty\) when \(\alpha \geq 1/2\).

**Theorem 4.6.** Let \(\rho > 1/2\) then there exists \(\gamma > 1/2\) such that \(X \in \mathcal{C}^\gamma([0, T], H^\alpha)\) for all \(\alpha \geq 1/2\) and \(T > 0\). Moreover if \(\alpha > 1/2\) we have that \(X \in \mathcal{F}^\alpha_{3,H^\alpha}\).
4.3 KdV on $\mathbb{R}$

Here we treat the operator $X$ associated to the KdV equation on the non-periodic case. By a simple computation we see that the Fourier transform of $X$ is given by the convolution formula

$$\hat{X}_{st}(\psi_1, \psi_2)(x) = ix \int_{\mathbb{R}} \Phi_{st}(xy(x-y))\hat{\psi}_1(y)\hat{\psi}_2(x-y)dy$$

We begin by treating the case $\alpha \geq 0$. Cauchy-Schwarz inequality gives

$$||X_{st}||_{H^\alpha}^2 \leq \sup_{x \in \mathbb{R}} \langle x \rangle^{2\alpha} \int_{\mathbb{R}} |\Phi_{st}(xy(x-y))|^2 \frac{dy}{\langle y \rangle^{2\alpha}(1 + |xy(x-y)|)^{2\rho}}$$

and then we have to check that

$$I(\alpha) = \sup_{x \in \mathbb{R}} \langle x \rangle^{2\alpha} \int_{\mathbb{R}} \frac{dy}{\langle y \rangle^{2\alpha}(1 + |xy(x-y)|)^{2\rho}} < + \infty$$

with $\alpha \geq 0$. Using the fact that $\langle x \rangle^{2\alpha} \leq \langle y \rangle^{2\alpha} + \langle x-y \rangle^{2\alpha}$ we obtain $I(\alpha) \leq I(0)$ and then is sufficient to prove that $I(0)$ is finite. We will decompose this quantity as $I(0) = I^1 + I^2 + I^3 + I^4$ where

$$I^1 = \sup_{|x| \geq 1} |x|^2 \int_{\{|y| \leq 1/2; |y-x| \geq 1/2\}} \frac{dy}{(1 + |xy(x-y)|)^{2\rho}} \leq \sup_{|x| \geq 1} |x|^{2-4\rho} \int_{\{|z| \geq 1/2\}} |z|^{-2\rho} dz < + \infty$$

when $\rho > 1/2$.

$$I^2 = 2 \sup_{|x| \geq 1} |x|^2 \int_{|y| \leq 1/2} \frac{dy}{(1 + |xy(x-y)|)^{2\rho}} \leq \sup_{|x| \geq 1} |x|^2 \int_{|y| \leq 1/2} \frac{dy}{(1 + x^2|y|)^{2\rho}} \leq \int_{\mathbb{R}} (1 + |z|)^{-2\rho} dz < + \infty$$

$$I^3 = \sup_{|x| \leq 1} |x|^2 \int_{|y| \geq 2} \frac{dy}{(1 + |xy(x-y)|)^{2\rho}} \leq \sup_{|x| \leq 1} |x|^2 \int_{|y| \geq 2} \frac{dy}{(1 + x^2|y|)^{2\rho}} \leq \int_{\mathbb{R}} (1 + |z|^2)^{-2\rho} dz < + \infty$$

and then we have to check that

$$I^4 = \sup_{|x| \leq 1} |x|^2 \int_{|y| \leq 1/2} \frac{dy}{(1 + |xy(x-y)|)^{2\rho}} \leq \sup_{|x| \leq 1} |x|^2 \int_{|y| \leq 1/2} \frac{dy}{(1 + x^2|y|)^{2\rho}}$$
and finally the last term can easily bounded by

\[ I^4 = \sup_{|x| \leq 1} |x|^2 \int_{|y| \leq 2} (1 + |yx(x - y)|)^{-2\rho} \, dy \leq 4. \]

In the case \( \alpha < 0 \) we will bound our operators by

\[
||X_{st}||^2 \leq \int_{|x| \geq 1} |x|^2 \langle x \rangle^{2\alpha} \sup_{|y| \geq 1/2; |x-y| \geq 1/2} \frac{\Phi_w(x y(x - y))}{\langle y \rangle^{2\alpha} (x - y)^{2\alpha}} \, dx 
+ 2 \sup_{|x| \geq 1} \langle x \rangle^{2\alpha} \int_{|y| < 1/2} \frac{|\Phi_w(x y(x - y))|}{\langle y \rangle^{2\alpha} (x - y)^{2\alpha}} \, dy 
+ \sup_{|x| < 1} \langle x \rangle^{2\alpha} \int_\mathbb{R} \frac{|\Phi_w(x y(x - y))|}{\langle y \rangle^{2\alpha} (x - y)^{2\alpha}} \, dy = J_1 + J_2 + J_3
\]

The integral \( J_1 \) correspond to the high-high-high part and can by treated by similar argument used in the periodic setting in fact

\[
J_1 \lesssim_{\gamma,\alpha} ||\Phi_w||_{\mathcal{W}_{2,\gamma}^\alpha} |t-s|^\gamma \int_{|x| \geq 1} |x|^{2-4\rho} \left( \sup_{|y|,|x-y| \geq 1/2} \frac{|x|}{|x-y||y|} \right)^{2\alpha+2\rho} \, dx < +\infty
\]

when \( \rho > 3/4 \) and \( \alpha > -\rho \). For the term \( J_2 \) we remark that if \( |x| \geq 1 \) and \( |y| < 1/2 \) then \( |x-y| \sim |x| \) and

\[
J_2 \lesssim ||\Phi_w||_{\mathcal{W}_{2,\gamma}^\alpha} |t-s|^\gamma \sup_{|x| \geq 1} |x|^2 \int_{|y| \leq 1/2} \frac{dy}{(1 + |x^2y|)^{2\rho}} \lesssim \int_\mathbb{R} (1 + |z|)^{-2\rho} \, dz < +\infty.
\]

Now split \( J_3 = J_{31} + J_{32} \) with

\[
J_{31} = \sup_{|x| < 1} |x|^2 \langle x \rangle^{2\alpha} \int_{|y| < 2} \frac{|\Phi_w(x y(x - y))|}{\langle y \rangle^{2\alpha} (x - y)^{2\alpha}} \, dy \lesssim_{\alpha} |t-s|.
\]

If \( |x| < 1 \) and \( |y| \geq 2 \) then \( |x-y| \sim |y| \) and

\[
J_{32} \lesssim |t-s|^\gamma \sup_{|x| \leq 1} |x|^2 \int_{|y| \geq 2} \frac{dy}{(1 + |y^2|x|)^{4\rho} (y)^4} \lesssim \sup_{|x| \leq 1} |x|^{3/2+2\alpha} \int_\mathbb{R} |y|^{-4\alpha} (1 + |y|^2)^{2\rho} < +\infty
\]

when \( \alpha \in (-3/4, 0) \) and \( \alpha > -\rho \). These considerations results in the following regularity for \( X \):
Proposition 4.7. Let $\rho > 3/4$ then there exist $\gamma > 1/2$ such that $X \in \mathcal{C}([0,T],H^\alpha)$ for all $T > 0$ and $\alpha > -\min(3/4,\rho)$.

The restriction of the regularity at $-3/4$ is imposed by the low-high frequency term in the proof above. To bypass this difficulty we will consider distribution spaces given by the following definition.

Definition 4.8. We say that $f \in H^{\alpha,\beta}$ if $f \in S'(\mathbb{R})$ and $\int_{\mathbb{R}} |\theta_{\alpha,\beta}(x)|^2 |\hat{f}(x)|^2 \,dx < +\infty$ where $\theta_{\alpha,\beta}(x) = \frac{|x|^\alpha \beta}{(1+|x|)}$

Observe that $H^{\alpha_0} = H^{\alpha_0,0}$ is the homogenous Sobolev space. Now as in periodic case by simple computation we have that

$$\|X_{st}\|_{H^{\alpha,\beta}}^2 \leq \int_{\mathbb{R}} |x|^{2+2\alpha} \sup_{|y| \leq 1} \frac{\Phi^w_{st}(xy(x-y))^2}{|\theta_{\alpha,\beta}(y)|^2|\theta_{\alpha,\beta}(x-y)|^2} \,dx.$$

Now the problem with this bound is that the terms in r.h.s admit a singularity at the origin which not exist in the periodic case to bypass this difficulty we will give another bound of our operator in the region which poses a problem.

Lemma 4.9. There exist a universal constant $C$ such that the following inequality holds

$$\|X_{st}\|_{H^{\alpha,\beta}}^2 \leq C \left( \sup_{|x| \leq 1} |x|^2 |\theta_{\alpha,\beta}(x)|^2 \int_{|y| \leq 2} \frac{\Phi^w_{st}(xy(x-y))^2}{|\theta_{\alpha,\beta}(y)|^2|\theta_{\alpha,\beta}(x-y)|^2} \,dx \right. \right.$$  

$$\left. + \int_{|x| \leq 1} |x|^2 \theta_{\alpha,\beta}^2(x) \sup_{|y| \geq 2} \frac{\Phi^w_{st}(xy(x-y))^2}{|\theta_{\alpha,\beta}(y)|^2|\theta_{\alpha,\beta}(x-y)|^2} \,dx \right.$$  

$$\left. + \sup_{|x| \geq 1} |x|^2 \theta_{\alpha,\beta}^2(x) \int_{|y| \leq \frac{1}{4}} \frac{\Phi^w_{st}(xy(x-y))^2}{|\theta_{\alpha,\beta}(y)|^2|\theta_{\alpha,\beta}(x-y)|^2} \,dy \right.$$  

$$\left. + \sup_{|x| \geq 1} |x|^2 \theta_{\alpha,\beta}^2(x) \int_{\{|y| \geq \frac{1}{2} \wedge |y-x| \leq \frac{1}{2}\}} \frac{\Phi^w_{st}(xy(x-y))^2}{|\theta_{\alpha,\beta}(y)|^2|\theta_{\alpha,\beta}(x-y)|^2} \,dy \right.$$  

$$\left. + \int_{|x| \geq 1} |x|^2 \theta_{\alpha,\beta}^2(x) \sup_{\{|y| \geq \frac{1}{2} \wedge |y-x| \geq \frac{1}{2}\}} \frac{\Phi^w_{st}(xy(x-y))^2}{|\theta_{\alpha,\beta}(y)|^2|\theta_{\alpha,\beta}(x-y)|^2} \,dx \right).$$  

(14)
Proof. Let $\psi_1, \psi_2 \in \mathcal{H}_{\alpha,\beta}$ then by definition we have

$$|X_{st}(\psi_1, \psi_2)|^2_{\alpha,\beta} = \int_{\mathbb{R}} |x|^2 \hat{\theta}^2_{\alpha,\beta}(x) \int_{\mathbb{R}} \Phi_{st}^w(xy(x-y)) \psi_1(y) \psi_2(x-y) dy dx$$

$$= \int_{|x| \leq 1} |x|^2 \hat{\theta}^2_{\alpha,\beta}(x) \int_{\mathbb{R}} \Phi_{st}(xy(x-y)) \psi_1(y) \psi_2(x-y) dy dx$$

$$+ \int_{|x| \geq 1} |x|^2 \hat{\theta}^2_{\alpha,\beta}(x) \int_{\mathbb{R}} \Phi_{st}^w(xy(x-y)) \psi_1(y) \psi_2(x-y) dy dx$$

$$= I_1 + I_2$$

Now we begin by study the term $I_1$, then by Cauchy-Schwarz we have:

$$I_1 \leq 2 \left( \int_{|x| \leq 1} |x|^2 \hat{\theta}^2_{\alpha,\beta}(x) \right) \left( \int_{|y| \leq 2} \Phi_{st}^w(xy(x-y)) \psi_1(y) \psi_2(x-y) dy dx \right)^2$$

$$+ \int_{|x| \leq 1} |x|^2 \hat{\theta}^2_{\alpha,\beta}(x) \int_{|y| \geq 2} \Phi_{st}^w(xy(x-y)) \psi_1(y) \psi_2(x-y) dy dx$$

$$\leq 2 \left( \sup_{|x| \leq 1} |x|^2 \hat{\theta}^2_{\alpha,\beta}(x) \right)^2 \left( \int_{|y| \leq 2} \left| \Phi_{st}^w(xy(x-y)) \right|^2 \theta_{\alpha,\beta}(y)^2 \theta_{\alpha,\beta}(x-y)^2 dy \right)$$

$$+ \int_{|x| \leq 1} |x|^2 \hat{\theta}^2_{\alpha,\beta}(x) \left( \sup_{|y| \geq 2} \left| \Phi_{st}^w(xy(x-y)) \right|^2 \theta_{\alpha,\beta}(y)^2 \theta_{\alpha,\beta}(x-y)^2 \right) dx \psi_1^2 |\psi_2|^2_{\alpha,\beta}$$

By the same argument we can show that $I_2$ satisfy the following inequality:

$$I_2 \leq 3 \left( \sup_{|x| \geq 1} |x|^2 \hat{\theta}^2_{\alpha,\beta}(x) \right) \left( \int_{|y| \leq \frac{1}{2}} \left| \Phi_{st}^w(xy(x-y)) \right|^2 \theta_{\alpha,\beta}(y)^2 \theta_{\alpha,\beta}(x-y)^2 dy \right)$$

$$+ \sup_{|x| \geq 1} |x|^2 \hat{\theta}^2_{\alpha,\beta}(x) \int_{\{|y| \geq \frac{1}{2}, |y-x| \leq \frac{1}{2}\}} \left| \Phi_{st}^w(xy(x-y)) \right|^2 \theta_{\alpha,\beta}(y)^2 \theta_{\alpha,\beta}(x-y)^2 dy$$

$$+ \int_{|x| \geq 1} |x|^2 \hat{\theta}^2_{\alpha,\beta}(x) \sup_{\{|y| \geq \frac{1}{2}, |y-x| \geq \frac{1}{2}\}} \left| \Phi_{st}^w(xy(x-y)) \right|^2 \theta_{\alpha,\beta}(y)^2 \theta_{\alpha,\beta}(x-y)^2 dx$$

which finishes the proof.

Now to obtain the Young regularity we have to bound this five kernel

$$I^{hh}_{st} = \int_{|x| \geq 1} |x|^2 \hat{\theta}^2_{\alpha,\beta}(x) \sup_{\{|y| \geq \frac{1}{2}, |y-x| \geq \frac{1}{2}\}} \left| \Phi_{st}^w(xy(x-y)) \right|^2 \theta_{\alpha,\beta}(y)^2 \theta_{\alpha,\beta}(x-y)^2 dx$$
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\begin{align*}
I_{st}^{ll} &= \sup_{|x| \leq 1} |x|^2 \theta_{\alpha,\beta}(x) \int_{|y| \leq 2} \frac{\left| \Phi_{st}(xy(x-y)) \right|^2}{|\theta_{\alpha,\beta}(y)|^2 |\theta_{\alpha,\beta}(x-y)|^2} dx \\
I_{st}^{lh} &= \int_{|x| \leq 1} |x|^2 \theta_{\alpha,\beta}(x) \sup_{|y| \geq 2} \frac{\left| \Phi_{st}(xy(x-y)) \right|^2}{|\theta_{\alpha,\beta}(y)|^2 |\theta_{\alpha,\beta}(x-y)|^2} dx \\
I_{st}^{hl} &= \sup_{|x| \geq 1} |x|^2 \theta_{\alpha,\beta}(x) \int_{|y| \leq \frac{1}{2}} \frac{\left| \Phi_{st}(xy(x-y)) \right|^2}{|\theta_{\alpha,\beta}(y)|^2 |\theta_{\alpha,\beta}(x-y)|^2} dy \\
I_{st}^{hh} &= \sup_{|x| \geq 1} |x|^2 \theta_{\alpha,\beta}(x) \int_{\{ |y| \geq \frac{1}{2}, |y-x| \leq \frac{1}{2} \}} \frac{\left| \Phi_{st}(xy(x-y)) \right|^2}{|\theta_{\alpha,\beta}(y)|^2 |\theta_{\alpha,\beta}(x-y)|^2} dy
\end{align*}

We begin by the term which contain the high-high-high frequency interactions :

\begin{align*}
I_{st}^{hhh} &\lesssim |t-s| \gamma \int_{|x| \geq 1} |x|^{2\alpha+2-2\rho} \sup_{\{ |y| \geq 1/2, |y-x| \geq 1/2 \}} \frac{1}{|y(x-y)|^{2\alpha+2\rho}} dx \\
&\lesssim |t-s| \gamma \int_{|x| \geq 1} |x|^{2-4\rho} \sup_{\{ |y| \geq 1/2, |y-x| \geq 1/2 \}} \left( \frac{|x|}{|y(x-y)|} \right)^{2\alpha+2\rho} dx < +\infty
\end{align*}

if $\alpha > -1$ and $\rho > 3/4$ small enough. Now for the term which contain the low frequency we use the inequality $|\Phi_{st}(\alpha)| \leq |t-s|$ and then :

\begin{align*}
I_{st}^{ll} &\lesssim |t-s| \sup_{|x| \leq 1/2} |x|^{2(\alpha+\beta)+2} \int_{|y| \leq 2} \frac{1}{|y(x-y)|^{2\alpha+2\rho}} dy < +\infty
\end{align*}

if $-1 \leq \alpha + \beta < 1/2$. Now we will focus on the low-high frequency term, and we begin by remark that by interpolation we have that $|\Phi_{st}(\alpha)| \leq C \frac{1}{|y|^{\rho'}}$ for one $\gamma > 1/2$ and all $\rho' \in (0, \rho]$, then using this inequality we obtain that :

\begin{align*}
I_{st}^{lh} &\lesssim_{\alpha,\beta} |t-s| \gamma \int_{|x| \leq 1} |x|^{2(\alpha+\beta)+2-2\rho} \sup_{|y| \geq 2} \frac{1}{|y(x-y)|^{2\alpha+2\rho}} dx < +\infty
\end{align*}

when we can choose $\rho' \in (0, \rho) \cap (-\alpha, \alpha + \beta + 3/2)$ and this is possible if and only if $2\alpha + \beta > -3/2$, $\alpha > -\rho$ and $\alpha + \beta > -3/2$. Now it remains to study the two terms $I_{st}^{lh}$ and $I_{st}^{hl}$ but by symmetry these terms are essentially equivalent then it suffices to treat only one of them. Let us for example treat the term $I_{st}^{hl}$ then we begin by noting that if $|x| \geq 1$ and $|y| \leq 1/2$ then $|x| - 1/2 \leq |x-y| \leq |x| + 1/2$
using this fact we have:

\[
I_{s,t}^{lh} \lesssim |t - s|^\gamma \sup_{|x| \geq 1} |x|^{2\alpha + 2 - 2\rho'} \int_{|y| \leq 1/2} \frac{1}{|y|^{2\alpha + 2\beta + 2\rho'} |x - y|^{2\alpha + 2\rho'}} dy \\
\lesssim |t - s|^\gamma \sup_{|x| \geq 1} |x|^{2 - 4\rho'} \int_{|y| \leq 1/2} \frac{1}{|y|^{2\alpha + 2\beta + 2\rho'}} dy < +\infty
\]

when we choose \(\rho' \in (0, \rho) \cap (1/2, 1/2 - \alpha - \beta)\) and this is possible if and only if \(\alpha + \beta < 0\) Then we have the following lemma.

**Lemma 4.10.** Let \(\rho > 3/4\), \(\alpha > -\rho\) and \(-\alpha > \beta \geq 0\) with \(\beta + 2\alpha > -3/2\) then there exist \(\gamma^* > 1/2\) such that for all \(T > 0\) the following inequality holds

\[
|X_{s,t}|_{L^2_H^{\alpha,\beta}} \leq C(1 + \|\Phi_0\|_{W^{\rho,\gamma}}) |t - s|^{\gamma^*}
\]

for all \((s,t) \in [0,T]^2\) where \(C = C(T, \beta, \alpha) > 0\).

**Corollary 4.11.** Let \(\rho > 3/4\) and \(0 > \alpha > \max(-3/4, -\rho)\) then there exist \(\gamma > 1/2\) such that for all \(T > 0\) the following inequality holds:

\[
|X_{s,t}|_{L^2_H^{\alpha,0}} \leq C(1 + \|\Phi_0\|_{W^{\rho,\gamma}}) |t - s|^{\gamma}
\]

for all \((s,t) \in [0,T]\) where \(C = C(T, \alpha, \rho) > 0\).

**Proof.** The condition \(\alpha > -3/4\) ensures that it is possible to take \(\beta = 0\) in the Lemma 4.10 \(\square\)

5 **Global existence for the modulated KdV in Sobolev spaces with non-negative index**

In this section we will concentrate on the periodic modulated KdV equation on \(\mathbb{T}\) and \(\mathbb{R}\). We prove the existence of a global solution for an initial data \(\phi \in H^\alpha(\mathbb{T})\) for any \(\alpha \geq 0\) in spite of the fact that the modulation breaks all conservation law apart from that associated to the \(L^2\) norm.

Let us recall how we can establish the \(L^2\)-norm conservation in this case.

**Proposition 5.1.** Let \(u\) the local solution of the periodic modulated KdV equation with initial data \(\phi \in L^2(\mathbb{T})\) and \(v_t = (U_t^\rho)^{-1} u_t\) for \(t \in [0,T]\) where \(T = T(||\phi||_{L^2})\) is the life-time of the local solution then we have \(||v_t||_2 = ||\phi||_2\) for all \(t \in [0, T]\) and then we can extend the local solution into a global one.
4.3 Remark 5.3. The bound of the operator $\alpha > 0$ allows us to construct a local solution even when the initial data is in a negative Sobolev space ($\alpha > -\rho$). The method presented in this section gives the possibility to construct a global solution only in the case when we deal with initial data in a positive regularity space. In the next section we present an adaptation of the almost conservation law method developed in [11] which will allow to control global solutions in negative regularity spaces.

Proof. Let $\psi$ a smooth function then we have by integration by part formula

$$\langle \psi, X_{st}(\psi, \psi) \rangle_{L^2} = \int_s^t d\sigma \left( \int_{\mathbb{T}} \psi(U_{\sigma}^w)^{-1} \partial_x(U_{\sigma}^w \psi)^2 \right) = \int_s^t d\sigma \int_{\mathbb{T}} U_{\sigma}^w \psi \partial_x(U_{\sigma}^w \psi)^2$$

and then we have that

$$||v_t||^2_2 = ||v_s||^2_2 + \langle v_s, X_{st}(v_s, v_s) \rangle + ||v_t - v_s||^2_2 + R_{st} = ||v_s||^2_2 + ||v_t - v_s||^2_2 + R_{st}$$

where $|R_{st}| \lesssim |t - s|^{2\gamma}$ with $\gamma > 1/2$ and then we can see that $||v_t||^2_2 - ||v_s||^2_2 \lesssim |t - s|^{\gamma + 1/2}$ which give us our result.

Now using this proposition and the smoothing effect for $X$ we obtain the global existence for the equation in the Sobolev space with non negative index.

**Proposition 5.2.** Let $\alpha \geq 0$, $\phi \in H^\alpha$ and $T > 0$ then there exist a unique $v \in C^{1/2}([0, T], H^\alpha)$ such that $v_t = \phi + \int_0^t X_{\alpha}(v_s, v_s) d\sigma$ holds for all $t \in [0, T]$.

Proof. Let $\phi \in L^2$ then we using the local existence result we know that there exists $\kappa = \kappa(||\phi||_{L^2}) > 0$ and a unique $v \in C^{1/2}([0, \kappa], H^\alpha)$ solution of the Young equation associated to $X$ in $[0, \kappa]$. Moreover we have the conservation law $||v_t||_{L^2} = ||v_0||_{L^2}$ and this allow us to iterate our local result to obtain global a solution defined on $[0, T]$ for arbitrary $T > 0$. Now to extend this local we use the lemma 4.3 in fact let $\alpha > 0$ and $\phi \in H^\alpha$ then is obvious that $\phi \in L^2$ and using the Lemma 4.3 and the fact that $v$ satisfy the Young equation we have easily that

$$||v_t - v_s||_{H^{\beta}} \lesssim_T ||X||_{C^{1/2}([0, T], L^2)} |t - s|^\gamma (||v||_{C^{1/2}([0, T], L^2)} + ||\phi||_{L^2})^2$$

for all $0 < \beta < 2\rho - 3/2$ and then $v \in C^{1/2}([0, T], H^\beta)$. By iterating this result we see that $v \in C^{1/2}(H^\alpha, [0, T])$ and this finishes the proof.
5.1 KdV on $\mathbb{R}$

Here we go back to the KdV equation to prove the global existence of the modulated KdV equation in non-negative Sobolev space. Now we will decompose the modulated operator $X$ of the KdV equation in the following way

$$X = X^1 + 2X^2 + X^3 + X^4$$

where

$$\mathcal{F} X^1_{st}(\psi_1, \psi_2) = ix \mathbb{1}_{|x| \geq 1} \int_{|y|, |x-y| \geq 1/2} \hat{\psi}_1(y) \hat{\psi}_2(x-y) \Phi^w_{st}(xy(x-y)) dy$$

$$\mathcal{F} X^2_{st}(\psi_1, \psi_2) = ix \mathbb{1}_{|x| \geq 1} \int_{|y| < 1/2} \hat{\psi}_1(y) \hat{\psi}_2(x-y) \Phi^w_{st}(xy(x-y)) dy$$

$$\mathcal{F} X^3_{st}(\psi_1, \psi_2) = ix \mathbb{1}_{|x| < 1} \int_{|y| \geq 2} \hat{\psi}_1(y) \hat{\psi}_2(x-y) \Phi^w_{st}(xy(x-y)) dy$$

and

$$\mathcal{F} X^4_{st}(\psi_1, \psi_2) = ix \mathbb{1}_{|x| < 1} \int_{|y| < 2} \hat{\psi}_1(y) \hat{\psi}_2(x-y) \Phi^w_{st}(xy(x-y)) dy$$

As in the periodic case the operator $X^1$ have some smoothing effect more precisely

$$\|X^1_{st}(\psi_1, \psi_2)\|_{\alpha+\epsilon} \lesssim |t-s|^\gamma \|\phi_1\|_\alpha \|\phi_2\|_\alpha$$

for $\alpha, \epsilon > 0$ and $\epsilon > 0$ small enough moreover we have the following bound

$$\|X^2_{st}(\psi_1, \psi_2)\|_{\beta} \lesssim |t-s|^\gamma (\|\psi_1\|_\alpha \|\psi_2\|_\beta + \|\psi_1\|_\beta \|\psi_1\|_\alpha)$$

for all $\alpha, \beta \geq 0$. We will focus on the operator $X^2$. By a usual argument we have that

$$\|X^2_{st}(\psi_1, \psi_2)\|_{\alpha+\epsilon} \lesssim |t-s|^\gamma \|\psi_1\|_\alpha \|\psi_2\|_\alpha + \sup_{|x| \geq 1} |x|^2 \int_{|y| \leq 1/2} (1 + |yx|^2)^{-2\rho} < +\infty$$

when $\rho > 1/2$ then for all $\alpha, \epsilon > 0$ and $T > 0$ we have $X^2 \in C^\gamma([0, T], \mathcal{L}^2(\mathcal{H}^\alpha \times \mathcal{H}^{\alpha+\epsilon}, \mathcal{H}^{\alpha+\epsilon})).$ For the third operator $X^3$ we have the bound

$$\|X^3_{st}(\psi_1, \psi_2)\|_{\alpha+\epsilon} \lesssim |t-s|^\gamma \|\psi_1\|_\alpha \|\psi_2\|_\alpha \sup_{|x| < 1} |x|^2 \int_{|y| > 2} (1 + |yx|^2)^{-2\rho} < +\infty$$

for $\alpha, \epsilon > 0$ and then $X^3 \in C^\gamma([0, T], \mathcal{L}^2(\mathcal{H}^\alpha \times \mathcal{H}^\alpha, \mathcal{H}^{\alpha+\epsilon}))$ for all $T > 0$. Of course we have the same regularity for the operator $X^4$ and the global existence for the KdV by the arguments used in the periodic case.
6 Global existence for the modulated KdV equation in negative Sobolev spaces

In this section we prove the global existence for the KdV equation with rough initial condition \( \phi \in H^\alpha(T) \) with negative \( \alpha \). For the unmodulated equation with initial condition in negative Sobolev spaces [11] proves global existence using the so called “I-method”. In this section we try to adapt this technique to our context. To do so we have to study the rescaled Cauchy problem associated to the modulated equation and then give an almost conservation law for the rescaled local solution.

6.1 Rescaled equation

Here we study the rescaled solution of our equation we know in the deterministic case if \( u \) is a local solution of KdV equation on \([0,T]\) with initial data \( \phi \in H^\alpha(T) \) then the function defined by \( u^\lambda(t,x) = \lambda^{-2} u(\lambda^{-3} t, \lambda^{-1} x) \) is once again a solution of the KdV equation on \([0,\lambda^3 T]\) with initial data \( \phi^\lambda(x) = \lambda^{-2} \phi(\lambda^{-1} x) \) and vice versa. We proceed along the same lines in our setting. By a formal computation we see that if \( u \) is a local solution for the modulated KdV equation on the torus then the rescaled function satisfies the equation

\[
\frac{d}{dt} u^\lambda_t = \partial_x^3 u^\lambda_t \frac{dw^\lambda_t}{dt} + \partial_x(w^\lambda_t)^2
\]

with \( w^\lambda_t = \lambda^3 w_{\lambda^{-3} t} \) and \( u^\lambda(0,x) = \lambda^{-2} \phi(\lambda^{-1} x) \). We must also pay attention to the fact that space has changed because the new solution is a \( \lambda \)-periodic function and not a 1-periodic function. Let us introduce some definition and conventions that will be used later. We begin by define the Fourier transform of function on \( \mathbb{T}_\lambda = [0, \lambda] \) by

\[
\hat{f}(k) = \int_0^\lambda f(x) e^{-2i\pi k x} dx
\]

for \( k \in \mathbb{Z}/\lambda \) then the usual properties of the Fourier transform holds:

1. \( \int_0^\lambda |f(x)|^2 dx = \frac{1}{\lambda} \sum_{k \in \mathbb{Z}/\lambda} |\hat{f}(k)|^2 \)
2. \( f(x) = \frac{1}{\lambda} \sum_{k \in \mathbb{Z}/\lambda} \hat{f}(k) e^{2i\pi k x} \)
3. \( \mathcal{F}(fg)(k) = \frac{1}{\lambda} \sum_{k_1,k_2 \in \mathbb{Z}/\lambda, k_1 + k_2 = k} \hat{f}(k_1) \hat{g}(k_2) \)
and then we define the Sobolev space $H^\alpha(T_\lambda)$ by the set of the distribution $f \in \mathcal{S}'(T_\lambda)$ such that $\hat{f}(0) = 0$ and

$$||f||^2_{H^\alpha(0,\lambda)} = \frac{1}{\lambda} \sum_{k \in \mathbb{Z}/\lambda} |k|^{2\alpha} |\hat{f}(k)|^2 < +\infty.$$ 

Now we are able to study our rescaled Cauchy problem given by

$$\begin{cases}
\frac{d}{dt} u_\lambda^t = \partial_x^3 u_\lambda^t + \partial_x(u_\lambda^t)^2 dt \\
u(0,x)^\lambda = \psi(x) \in H^\alpha(0,\lambda)
\end{cases}$$

As usual we write this last equation as

$$v_\lambda^t = \psi + \int_0^t X_\lambda^s(v_\sigma, v_\sigma)$$

with $v_\lambda^t = (U_t^{w_\lambda})^{-1} u_\lambda^t$. Now to solve this last equation by the fixed point method we have to estimate the Hölder norm of the modulated operator $X_\lambda$ given by:

$$X_\lambda^s(\psi_1, \psi_2) = \int_s^t (U_{\sigma}^{w_\lambda})^{-1} \partial_x(U_{\sigma}^{w_\lambda} \psi_1 U_{\sigma}^{w_\lambda} \psi_2) d\sigma$$

for $\psi_1, \psi_2 \in H^\alpha(0,\lambda)$.

**Proposition 6.1.** Let $\alpha > -\rho$ and $\rho > 3/4$ then there exist $\gamma > 1/2$ such that for all $T > 0$ the following inequality holds.

$$||X_\lambda^s||_{L^2 H^\alpha(0,\lambda)} \leq C_T ||\Phi^w||_{\mathcal{W}_{\mu,T}^{\alpha+3/2-3\gamma}} ||t - s||^\gamma$$

for all $(s, t) \in [0, \lambda^3 T]$, with $C_T > 0$ is a finite positive constant.

**Proof.** Let $\psi_1, \psi_2 \in H^\alpha(0,\lambda)$ then by a simple computation we have that

$$|X_\lambda^s(\psi_1, \psi_2)|^2_{H^\alpha(0,\lambda)} = \lambda^{-3} \sum_{k \in \mathbb{Z}/\lambda} |k|^{2\alpha+2} \left| \sum_{k_1+k_2=k} \phi_1(k_1) \phi_2(k_2) \Phi_\lambda^s(k_1 k_2) \right|^2$$

with $\Phi_\lambda^s(a) = \int_s^t e^{iau_\lambda^s} d\sigma$ and then using Cauchy-Schwarz inequality we obtain

$$|X_\lambda^s(\psi_1, \psi_2)|^2_{H^\alpha(0,\lambda)} \leq \lambda^{-1} \sum_{k \in \mathbb{Z}/\lambda} |k|^{2\alpha+2} \sup_{k_1+k_2=k} \frac{||\Phi_\lambda^s(k_1 k_2)||^2}{|k_1|^{2\alpha} |k_2|^{2\alpha}} ||\psi_1||_{H^\alpha(0,\lambda)} ||\psi_2||_{H^\alpha(0,\lambda)}$$
Now using the \((\rho, \gamma)\) irregularity of \(w\) we can see that
\[
\left| \int_s^t e^{ik_1k_2w_s}\,d\sigma \right| = \lambda^3 \left| \int_{\lambda^{-3}s}^{\lambda^{-3}t} e^{i\lambda^3k_1k_2w_s}\,d\sigma \right| \leq C_{w,T} \lambda^{3-\gamma}(\gamma+\rho)|t-s|^{\gamma}|k_1k_2|^{-2\rho+\epsilon}
\]
and then we have
\[
|X_{sl}\lambda|^2_{L^2_H(0,\lambda)} \leq C_{w,T}^2 \lambda^{6-\gamma(\gamma+\rho)}|t-s|^{2\gamma} \sum_{k \in \mathbb{Z}/\lambda} |k|^{-2\cdot4\rho} \sup_k \left( \frac{|k|}{|k_1k_2|} \right)^{2\alpha+2\rho} \\
\leq C_{w,T}^2 \lambda^{3-6\gamma+2\alpha}|t-s|^{2\gamma} \sum_{k \in \mathbb{Z}^*} |k|^{-2\cdot4\rho} < +\infty
\]
and this finishes the proof. 

\[\square\]

**Corollary 6.2.** Let \(\lambda > 0\) then \(u\) is a local solution of the modulated KdV equation on the Torus with initial data \(\phi \in H^\alpha(T)\) and life time \(T > 0\) if and only if \(u^\lambda(t, x) = \lambda^{-2}u(\lambda^{-3}t, \lambda^{-1}x)\) is a local solution of the rescaled equation with initial data \(\phi^\lambda(x) = \lambda^{-2}\phi(\lambda^{-1}x)\) with life time \(\lambda^3T\).

**Proof.** Let \(u\) a solution of the modulated KdV equation on the Torus then by definition we have that \(v_t = U_t^{-1}u_t \in C^{1/2}([0,T],H^\alpha(T))\) and by a simple computation we have that \(v_t^\lambda = (U_t^\lambda)^{-1}u_t^\lambda \in C^{1/2}([0,\lambda^3T],H^\alpha(T\lambda))\). Now we have to check that the rescaled function \(u^\lambda(t, x) = \lambda^{-2}u(\lambda^{-3}, \lambda^{-1}x)\) satisfy the equation. But by a simple computation we have that \(\hat{v}^\lambda_t(k) = \frac{1}{\lambda}\hat{v}_{\lambda^{-3}t}(\lambda k)\) and
\[
\hat{X}_{\lambda}^\lambda(\psi_1, \psi_2)(k) = ik\lambda^{-1} \sum_{k_1+k_2=k; k_1, k_2 \in \mathbb{Z}/\lambda} \hat{\psi}_1(k_1) \hat{\psi}_2(k_2) \int_s^t e^{ik_1k_2\lambda^3w_{\lambda^{-3}s}}\,d\sigma \\
= ik\lambda^2 \sum_{l_1+l_2=\lambda k; l_1, l_2 \in \mathbb{Z}} \hat{\psi}_1\left(\frac{l_1}{\lambda}\right) \hat{\psi}_2\left(\frac{l_2}{\lambda}\right) \Phi_{\lambda^{-3}s, \lambda^{-3}t}(l_1l_2\lambda k) \\
= \lambda^{-1} \hat{X}_{\lambda}^\lambda(\psi_1(\lambda \cdot), \psi_2(\lambda \cdot))(\lambda k)
\]
for all \(k \in \mathbb{Z}/\lambda\) and all \(\psi_1, \psi_2 \in H^\alpha(0, \lambda)\). Let \(\lambda^3t \in [0, \lambda^3T]\) and \(\Pi = (t_i)_i\) a partition of the interval \([0, \lambda^3T]\) then of course \(\Pi^\lambda = (\lambda^{-3}t_i)\) is a dissection of \([0, t]\) and using the relation given above we can easily see that
\[
\hat{X}_{\lambda}^\lambda(t_{i+1}^\lambda, v^\lambda_{t_i}) = \lambda^{-1} \hat{X}_{\lambda^{-3}t_{i+1}, \lambda^{-3}t_i}(v_{\lambda^{-3}t_i}, v_{\lambda^{-3}t_{i+1}})(\lambda k)
\]
and using the fact that \(u\) is a solution of the 1-periodic equation we can easily see that
\[
v_t = \psi + \lim_{||\Pi^\lambda|| \to 0} \sum_{t_i} X_{\lambda^{-3}t_{i+1}, \lambda^{-3}t_i}(v_{\lambda^{-3}t_i}, v_{\lambda^{-3}t_{i+1}})
\]
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in $H^\alpha(\mathbb{T})$ and then

$$v^\lambda_t = \phi^\lambda + \lim_{|\lambda| \to 0} \sum_i X^\lambda_{t,t_i+1}(v^\lambda_{t_i}, v^\lambda_{t_i})$$

in $H^\alpha(0, \lambda)$ with $\phi^\lambda(x) = \lambda^{-2}\phi(\lambda^{-1} x)$ of course this give us our result by the convergence of Riemann sum to the Young integral.

6.2 Commutator estimates and almost conservation law

The previous section tell us if we want to construct a global solution to the 1-periodic KdV equation is sufficient to prove that for every $T > 0$ and a suitable $\lambda > 1$ we are able to construct a global solution to the rescaled equation. For that let us introduce the spatial Fourier multiplier operator $I$ which acts like the identity on the low frequencies and like a smoothing operator of order $|\alpha|$ on the high frequencies more precisely we choose a smooth function $m$ such that

$$m(\xi) = \begin{cases} 1, & |\xi| < 1 \\ |\xi|^\alpha, & |\xi| \geq 10 \end{cases}$$

and for $N \gg 1$ we define $I$ by $\mathcal{F}(\hat{I}\phi)(k) = m(\frac{k}{N})\hat{\phi}(k)$ for every $\phi \in H^\alpha(\mathbb{T})$. Now the so called $I$ method to proof the global solution is based on some estimation of the modified energy $||Iu||_{L^2}$. Let us begin by expand our modified energy

$$||Iv_t||_{L^2}^2 - ||Iv_s||_{L^2}^2 = \langle Iv_s, IX^\lambda_{st}(v_s, v_s) - X^\lambda_{st}(Iv_s, Iv_s) \rangle + R_{st}$$

with $R_{st} \lesssim |t-s|^{\gamma+1/2}$ then to control $R$ is sufficient to control the first order term of our expansion and for that we have the following commutator estimate. To simplify the notation let $m_N(k) = m(k/N)$.

**Proposition 6.3.** Let $\alpha \in (-\rho, 0)$, $\rho > 3/4$ there exist $\gamma > 1/2$ such that for all $T > 0$ the following inequality holds

$$||IX^\lambda_{st}(\psi_1, \psi_2) - X^\lambda_{st}(I\psi_1, I\psi_2)||_{L^2} \leq C_T ||\Phi^\lambda||_{W^\gamma_{2,\rho,T}} ||t-s||^{\gamma} N^{-\rho} \lambda^{-\rho+3/2-3\gamma} ||I\psi_1||_2 ||I\psi_2||_2$$

for all $s, t \in [0, \lambda^3 T]$, $\lambda > 0$ and $\psi_1, \psi_2 \in H^\alpha(0, \lambda)$, with $C_{w,T} > 0$ a finite constant.

**Proof.** By a simple computation we have

$$||IX^\lambda_{st}(\psi_1, \psi_2) - X^\lambda_{st}(I\psi_1, I\psi_2)||_{L^2}^2 = \frac{1}{\lambda^3} \sum_{k \in \mathbb{Z}/\lambda} |k|^2 \left| \sum_{k_1+k_2=k} \Phi^\lambda_{st}(kk_1k_2) \dot{\psi}_1(k_1) \dot{\psi}_2(k_2)(m_N(k) - m_N(k_1)m_N(k_2)) \right|^2.$$
Then we split \( \{k_1 + k_2 = k\} = \bigcup_{i=0,1,2,3} D_i \) with \( D_0 = \{k_1 + k_2 = k; |k_1| \leq N/2, |k_2| \leq N/2\}, D_1 = \{k_1 + k_2 = k; |k_1| \geq N/2, |k_2| \leq N/2, |k_2| \leq N/4\}, D_2 = \{k_1 + k_2 = k; |k_1| \geq N/2, |k_2| \leq N/2, |k_2| \geq N/2\} \) and \( D_3 = \{k_1 + k_2 = k; |k_1| \geq N/2, |k_2| \geq N/2\} \). Is not difficult to see that the region \( D_0 \) gives a zero contribution. Using the Cauchy-Schwarz inequality we can see that

\[
\lambda^{-3} \sum_{k \in \mathbb{Z}/\lambda} |k|^2 \left| \sum_{D_i} \Phi_{st}^\lambda(kk_1k_2) \hat{\psi}_1(k_1) \hat{\psi}_2(k_2) (m_N(k) - m_N(k_1)m_N(k_2)) \right|^2 \leq h_N^{\lambda,i} |I \hat{\psi}_1|^2 |I \hat{\psi}_2|^2
\]

with

\[
h_N^{\lambda,i} = \lambda^{-1} \sum_{|k| \leq N/4} |k|^2 \sup_{D_i} \frac{\Phi_{st}^\lambda(kk_1k_2)^2 |m_N(k) - m_N(k_1)m_N(k_2)|^2}{|m_N(k_1)|^2 |m_N(k_2)|^2}
\]

for \( i = 1, 3 \) and

\[
h_N^{\lambda,2} = \lambda^{-1} \sup_{|k| \geq N/4} |k|^2 \left| \sum_{D_2} \frac{\Phi_{st}^\lambda(kk_1k_2)^2 |m_N(k) - m_N(k_1)m_N(k_2)|^2}{|m_N(k_1)|^2 |m_N(k_2)|^2} \right|
\]

We begin by bounding the term \( h_N^{\lambda,2} \):

\[
h_N^{\lambda,2} \leq C_{w,T} |t - s|^{2\gamma_5 - 6(\gamma + \rho)} N^{2\alpha} \sup_{|k| \geq N/4} |k|^{2 - 2\rho} \sum_{D_2} \frac{|m_N(k) - m_N(k_1)|^2}{|k_1|^{2\alpha + 2\rho} |k_2|^{2\rho}},
\]

then by the mean value theorem we have \( |m_N(k) - m_N(k_1)| \lesssim |k_2|/N \) and if we interpolate this bound with the trivial bound \( |m_N(k) - m_N(k_1)| \lesssim 1 \) we obtain

\[
|m_N(k) - m_N(k_1)| \lesssim N^{-2\alpha(1-\theta) - 2\theta} |k|^{2\alpha(1-\theta)} |k_2|^{2\theta}.
\]

If \( \rho \in (3/4, 3/2) \) we can choose \( \theta = \rho - 1/2 - \epsilon \in [0, 1] \) for \( \epsilon > 0 \) small enough to obtain

\[
h_N^{\lambda,2} \lesssim C_{w,T} |t - s|^{2\gamma_5 - 6(\gamma + \rho)} N^{2\alpha \theta - 2\theta} \sup_{|k| \geq N/4} |k|^{2 - 4\rho - 2\alpha \theta} \sum_{D_2} (|k||k_1|^{-1})^{2\alpha + 2\rho} |k_2|^{-1 - \epsilon}
\]

\[
\lesssim C_{w,T} |t - s|^{2\gamma_5 N^{3-6\rho + \epsilon} \lambda^{6(\gamma + \rho) + \epsilon}}
\]

\[
\lesssim C_{w,T} |t - s|^{2\gamma_5 N^{-2\rho} \lambda^{-2\rho + 3 - 6\gamma}}.
\]

If \( \rho > 3/2 \) we use only the trivial bound to get

\[
h_N^{\lambda,2} \lesssim C_{w,T} |t - s|^{2\gamma_5 - 6(\gamma + \rho)} \sup_{|k| \geq N/4} |k|^{2 - 4\rho} \sum_{D_2} (|k||k_1|^{-1})^{2\alpha + 2\rho} |k_2|^{-2\rho}
\]

\[
\lesssim C_{w,T} |t - s|^{2\gamma_5 N^{2-4\rho} \lambda^{5-6\gamma - 4\rho}}
\]

\[
\lesssim C_{w,T} |t - s|^{\gamma N^{-2\rho} \lambda^{3-6\gamma - 2\rho}}.
\]
Now we will focus on the term \( h_N^{\lambda,1} \) in fact by a simple computation we can see that in this region we have \( |k_2| \in [N/4, N/2] \) and then

\[
\begin{align*}
    h_N^{\lambda,1} &\lesssim C_{w,T} |t - s|^7 \lambda^{\gamma - 6(\gamma + \rho)} \sum_{|k| \leq N/4} |k|^{2-4\rho} \sup_{D_1} |k|^{2\alpha + 2\rho} |k_1|^{-2\alpha - 2\rho} |k_2|^{-2\rho} \\
    &\lesssim C_{w,T} |t - s|^7 \lambda^{3\gamma - 6\rho} N^{-2\rho}.
\end{align*}
\]

It remains to bound \( h_N^{\lambda,3} \). We begin by noting that in this region we have \( |m_N(k) - m_N(k_1)m_N(k_2)|^2 \lesssim |m_N(k)|^2 + N^{-4\alpha}|k_1k_2|^{2\alpha} \) and then

\[
\begin{align*}
    h_N^{\lambda,3} &\lesssim C_{w,T} |t - s|^{2\gamma} \lambda^{5 - 6(\gamma + \rho)} (N^{4\alpha} \sum_k |k|^{2-4\rho - 2\alpha} |m_N(k)|^2 \sup_{D_3} |k|^{2\alpha + 2\rho} |k_1k_2|^{-2\alpha - 2\rho} \\
    &\quad + \sum_k |k|^{2-4\rho} \sup_{D_3} |k|^{2\rho} |k_1k_2|^{-2\rho}) \\
    &\lesssim C_{w,T} |t - s|^{2\gamma} \lambda^{5 - 6(\gamma + \rho)} N^{-2\rho} (\lambda^{4\rho - 2} + N^{2\alpha} \sum_k |k|^{2-4\rho - 2\alpha} |m_N(k)|^2)
\end{align*}
\]

Now it is not difficult to see that \( N^{2\alpha} \sum_k |k|^{2-4\rho - 2\alpha} |m_N(k)|^2 \lesssim \lambda^{4\rho - 2} \) and that we have

\[
    h_N^{\lambda,3} \lesssim C_{w,T} |t - s|^{2\gamma} \lambda^{3 - 6\gamma - 2\rho} N^{-2\rho}.
\]

This ends the proof. \( \square \)

The following Corollary can be used to prove a variant of the local existence result.

**Corollary 6.4.** Let \( \alpha \in (-\rho, 0) \), \( \rho > 3/4 \) then there exist \( \gamma > 1/2 \) such that for all \( T > 0 \) there exists a constant such that

\[
||\mathcal{K}^{\lambda}_t(\psi_1, \psi_2)||_{L^2} \lesssim_{w,T} |t - s|^7 \lambda^{3/2 - 3\gamma + \alpha} ||\psi_1||_2 ||\psi_2||_2
\]

for all \( s, t \in [0, \lambda^3 T] \) and \( \psi_1, \psi_2 \in H^\alpha(0, \lambda) \)

Let us define \( N_I(\psi) = ||\mathcal{K}^{\lambda}_t(\psi)||_{L^2} \) for all \( \psi \in H^\alpha(0, \lambda) \) of course \( H^\alpha(0, \lambda) \) equipped with the norm \( N_I \) is a Banach space. In this space we have the following local existence result.

**Proposition 6.5.** Let \( \psi \in H^\alpha(0, \lambda) \) then there exist a life time \( \kappa > 0 \) and a solution \( u \) of the rescaled problem such that \( Iv^{\lambda} \in C^{1/2}([0, \kappa], L^2) \) moreover we have that

\[
    \kappa \sim \min(5, ||\psi||^{-\theta})
\]
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for some $\theta > 0$ and we also have

$$
||Iv||_{\Phi^0(L^2)} + ||Iv||_{\Phi^{1/2}(L^2)} \lesssim ||I\psi||_{L^2}.
$$

\textbf{Proof.} Let $v \in C^{1/2}([0,\kappa], H^{\alpha})$, $0 < \kappa < 5$ then we introduce the norm $||v|| = ||Iv||_{C^{1/2}L^2} + ||Iv||_{C^0L^2}$ and we define the fixpoint map

$$
\Gamma_\kappa(v) = \psi + \int_0^t X^\lambda_{\sigma}(v_\sigma, v_\sigma),
$$

Of course $\Gamma_\kappa$ is well defined and if we let $B_C := \{v \in C^{1/2}([0,\kappa], H^{\alpha}); ||v|| \leq c||I\psi||_{L^2}\}$ then if $v \in B_C$ we have by a simple computation that

$$
||I\Gamma_\kappa(v)||_{C^{1/2}L^2} \lesssim C_W,\lambda^{-\kappa}\lambda^{\alpha+3/2-3\gamma}||I\psi||^{2}\kappa^{-1/2}
$$

and then for $\lambda > 1$, we have that

$$
||\Gamma_\kappa(v)|| \lesssim C_W,\kappa c^{2}||I\psi||^{2}\kappa^{-1/2}.
$$

Now is sufficient to take $\kappa^* \sim \min(5, ||I\psi||^{1/2-\gamma})$ small enough and then there exist $c > 1$ such that $||\Gamma(v)|| \leq c||I\psi||_{L^2}$. Now $\Gamma_\kappa$ is a contraction in $B_c$ in fact we have by a simple computation

$$
||\Gamma_\kappa(v^1) - \Gamma_\kappa(v^2)|| \lesssim c\kappa^{\gamma-1/2}||I\psi||_{L^2}||v^1 - v^2||
$$

and then if we take $\kappa \sim \min(5, ||I\psi||^{1/2-\gamma}) \leq \kappa^*$ small enough, $\Gamma_\kappa$ is then a strict contractions in $B_c$ and has a unique fixed point in this ball. The proof of the uniqueness is standard and we leave it to the reader. \qed

6.3 Global existence

We have now all the ingredients to prove the global existence result claimed in Theorem 1.6. To exhibit a global solution for 1-periodic Cauchy problem with initial data $\phi \in H^\alpha(\mathbb{T})$ it suffices to prove that for every $T > 0$ the rescaled equation admits a solution in $[0, \lambda^3T]$ with initial condition $\psi^\lambda(x) = \lambda^{-3}\phi(\lambda^{-1}x)$. We begin by noting that

$$
||I\psi^\lambda||_{L^2} \lesssim \lambda^{-\alpha-3/2}\lambda^{-\alpha}||\phi||_{H^\alpha(\mathbb{T})}
$$
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and then we choose $\lambda \sim |||\phi||| H^{3/2+\alpha}$ such that $|||Iv^\lambda|||_{L^2} = \epsilon_0 \ll 1$. Using the local result we know that there exists a solution $v^\lambda = v$ of the rescaled problem with lifetime $\kappa > 1$ now by a simple computation we have

$$|||Iv_1|||_{L^2} - |||Iv_s|||_{L^2} = \langle v_s; IX(v_s,v_s) - X(Iv_s,Iv_s) \rangle + R_{st}$$

where $|R_{st}| \lesssim |t-s|^{2\gamma}$ then for $\rho < 3/2$ and using this last equation, the Young estimation given in the Theorem 3.1 and commutator estimate of Proposition 6.3 we can see that

$$|||Iv_1||| \leq \epsilon_0^2 + N^{-\rho} \lambda^{-\rho+3/2-3\gamma}$$

then if we iterate our local result given by the Proposition 6.5 we can construct a solution with life time $\sim N^\rho \lambda^{\rho+3/2-3\gamma}$ and then we have to choose $N$ such that

$$\lambda^{\frac{3}{T}} \lesssim N^\rho \lambda^{-\rho+3/2+3\gamma}.$$ 

This is possible if $\alpha > -\frac{\rho}{3+2\gamma}$ and $N$ large enough.
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