Impurity-directed Transport within a Finite Disordered Lattice
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We consider a finite, disordered 1D quantum lattice with a side-attached impurity. We study theoretically the transport of a single electron from the impurity into the lattice, at zero temperature. The transport is dominated by Anderson localization and, in general, the electron motion has a random character due to the lattice disorder. However, we show that by adjusting the impurity energy the electron can attain quasi-periodic motions, oscillating between the impurity and a small region of the lattice. This region corresponds to the center of a localized state in the lattice with an energy matched by that of the impurity. By precisely tuning the impurity energy, the electron can be set to oscillate between the impurity and a region far from the impurity, even distances larger than the Anderson localization length. The electron oscillations result from the interference of hybridized states, which have some resemblance to Pendry’s necklace states [J. B. Pendry, J. Phys. C: Solid State Phys. 20, 733-742 (1987)]. The dependence of the electron motion on the impurity energy gives a potential mechanism for selectively routing an electron towards different regions of a 1D disordered lattice.

I. INTRODUCTION

Many researchers [1–9] have studied open (infinite) models of one-dimensional regular lattices, in which an impurity is introduced that allows for control over transport and closely related properties in the lattice. This has led us to consider the possibility that an impurity might be used to control transport even in disordered finite systems, with one question in mind: What type of transport would occur if the ordered lattice were replaced by a disordered one?

It is well-known that disorder in quantum systems produces Anderson localization [10]. There have been numerous theoretical and experimental studies on Anderson localization [11–15]. For example, on the theoretical side, it has been shown that in a one-dimensional lattice with random energies at each site, all the eigenstates of the Hamiltonian are localized [16–18]. Although this result indicates that there can be no electron conductance through an infinite one-dimensional disordered lattice, sharp resonances at the band center have been noted [19, 20]. Such resonances are required for electron transport. In fact, Pendry [21] has shown that it is possible to transmit an electron from one end of a disordered finite lattice to the other due to the presence of “necklace states” that serve as stepping-stones for the electron. Necklace states also exist in optical systems [22, 23]. These states form a sub-band that can induce resonant transport similar to the energy band of an ordered lattice. Resonances of finite disordered systems coupled to infinite reservoirs have been theoretically studied in [24, 25].

Extrapolating from these previous studies, here we consider finite disordered lattices (or quantum wires) with a side-attached impurity (“T-junction”). The impurity can be realized using a quantum dot, which constitutes a nano-control device. The properties of the dot can be altered through a gate potential allowing an experimentalist control over electron transport. Varying the gate potential on the dot can be used to probe the spectrum and localization properties of the lattice. As we will show, we can indeed use an impurity to direct transport within a disordered lattice. In our theoretical study we will consider the case of zero temperature. Therefore the transport we will discuss is different from variable-range hopping [26, 27], which occurs at non-zero temperature. We will discuss possible extension of our work to the case of nonzero temperature in section VIII. Note that our lattice is finite, but large enough so that boundary effects only play a minor role.

Experimentally, effective 1-D systems can be synthesized by a variety of techniques [28, 29], including lattice geometries that incorporate a side-attached quantum dot [30, 31]. Randomized site potentials in a finite lattice might be obtained, for example, by varying segment lengths (i.e., growth times) in GaAs/GaP superlattices assembled by laser-assisted catalytic growth [15, 29].
effective side-attached dot could then potentially be introduced by doping one such segment.

While as far as we are aware there have been no studies on disordered models of electron transport incorporating a side-attached impurity, at least one experimental realization of a system similar to ours has been reported in Ref. [32] using microwaves instead of electrons. The system in Ref. [32] consists of a waveguide with random blocks (analogous to our disordered lattice) and an airgap in the middle (analogous to our impurity site). The focus of Ref. [32] however is different from the focus of our present study, as we will discuss below. In another relevant work, boundary effects on localization properties have recently been studied in finite, weakly disordered optical waveguide arrays [34]. Moreover, Refs. [27, 33] have considered control of thermopower using a gate potential that shifts all the lattice energies at once.

We will consider the motion of the electron from the impurity to the lattice and back. The initial state is that in which the electron is completely localized in the side impurity. Hereafter this state will be referred to as the unperturbed impurity state; this state is an eigenstate of the unperturbed Hamiltonian, corresponding to the case where the impurity is decoupled from the lattice. The coupling will allow the electron to transfer between the impurity and the lattice.

We will treat the energy of the impurity as a tunable parameter. We will study how this parameter influences the transport of the electron from the impurity to the lattice, or vice versa.

Our main finding is that for certain impurity energies the electron can jump to small regions in the lattice; these regions are localization centers of Anderson-localized states whose energy is matched by the impurity energy. These, together with the impurity state, form hybridized states that are similar to the necklace states studied by Pendry. Interference between the hybridized states induces Rabi-like oscillations of the electron survival probability at the impurity. Hence, the electron alternates positions between the impurity and the localization centers of the lattice states hybridized with the impurity state.

The Rabi-like oscillations occur in the vicinity of avoided crossings in the energy spectrum of the system; these avoided crossings are induced by the interaction between the impurity and the lattice. The center of the avoided crossings signals the appearance of maximally hybridized states. Experimental observation of avoided crossings and hybridized states similar to ours was the main focus of Ref. [32] mentioned above. The new aspect of our study relative to Ref. [32] is the description of the time evolution of the electron associated with these avoided crossings and the possibility of tuning the impurity energy to predictably route electrons to different regions of the lattice. In addition, we will also point out that the range of electron transport can be larger than the localization length of the hybridized states, as long as the impurity energy is precisely tuned to match the center of the avoided crossing.

We will focus our attention on Rabi-like oscillations involving only two or three hybridized states. Oscillations involving many hybridized states produce an erratic pattern of motion, which is less suitable for controlled transport.

The paper is organized as follows: in sections II-VI, we introduce the model and analyze the electron transport between the impurity and the lattice for a specific realization of disorder. In section VII we consider ensemble averaging and in section VIII we discuss our results.

II. T-JUNCTION LATTICE

We consider a T-junction lattice, consisting of a disordered lattice (a finite one-dimensional chain of quantum wells with random energy levels) and a side impurity attached to one of the wells. The impurity is introduced as a nano-control device that will enable directed electron transport between the impurity and a lattice segment. We will focus on the motion of a single electron and will neglect Coulomb interactions altogether. We will model the lattice using a tight-binding Hamiltonian with uniform nearest-neighbor interactions, represented as a sum of lattice and impurity Hamiltonians, \( H = H_{\text{lattice}} + H_d \). The lattice Hamiltonian is written as

\[
H_{\text{lattice}} = \sum_{x=1}^{N} \epsilon_x |x\rangle \langle x| - \frac{b}{2} \sum_{x=1}^{N-1} (|x\rangle \langle x+1| + |x+1\rangle \langle x|)
\]  

The energies \( \epsilon_x \) are random energies uniformly distributed to introduce purely diagonal disorder. They describe unoccupied levels of the quantum wells that will roughly form an energy band. The width of the disorder \( W \) is represented by the range \( W = \epsilon_{\text{max}} - \epsilon_{\text{min}} \), where for

---

FIG. 1: T-Junction lattice with \( N \) lattice sites and impurity site \( d \). The lattice sites have disordered energies within the range \( W \) and a constant nearest neighbor interaction energy of \( b/2 \). The impurity has energy \( \epsilon_d \) and is attached to the lattice at site \( a \) through tunneling strength \( g \).
simplicity we will set $\epsilon_{\text{max}} = W$ and $\epsilon_{\text{min}} = 0$. Other parameters include the number of lattice sites $N$ and nearest-neighbor interaction strength $b/2$. Hereafter we will use $b$ as our energy unit. We also choose $W = b$ such that the disorder width is comparable to the nearest-neighbor interaction strength.

The impurity Hamiltonian is given by

$$H_d = \epsilon_d |d\rangle\langle d| - g (|a\rangle\langle d| + |d\rangle\langle a|)$$

(2)

The impurity is denoted as $d$ while the lattice attachment site is defined as site $a$, where $a \in \{1, N\}$; $\epsilon_d$ represents the energy of the impurity, which we treat as a tunable parameter. The impurity could be physically realized by using a quantum dot with a variable gate potential [30, 31] or by segment doping, although the impurity energy would be fixed for an individual lattice in the latter case. Tunneling strength between the impurity and the attachment site is given by $g$.

### A. Characteristics of uncoupled disordered lattice

To better understand the capability of the side impurity to direct transport within the lattice we first investigate the influence on the spectrum of the Hamiltonian as we vary the tunneling strength. We will begin by investigating the $g = 0$ case, when the lattice and impurity are uncoupled. For this case the Hamiltonian of the disconnected lattice can be diagonalized as

$$H_{\text{lattice}} = \sum_{m=1}^{N} E_m |\psi_m\rangle\langle \psi_m|.$$ 

(3)

The presence of disorder results in Anderson Localization (AL) in the lattice. To demonstrate the occurrence of state localization we numerically diagonalized a specific realization of the lattice Hamiltonian with random site-energies. Figure 2 shows one of the resulting localized states. In this section and in sections III-VI we will use this specific realization of the site energies to illustrate our results.

The degree of state localization can be determined by the second moment of probability density, the inverse participation number [35]

$$P^{-1} = \sum_x |\Psi(x)|^4,$$ 

(4)

where $\Psi(x) \equiv \langle x|\Psi\rangle$. Our numerical example produced states with a variety of localization characteristics. Figure 3 illustrates this variety by plotting state eigenvalues against their corresponding inverse participation number. The inverse participation number is fairly well approximated by the theoretical inverse localization length

$$\gamma(E_m) = \frac{W^2}{24[b^2 - (E_m - E_0)^2]}$$

(5)

derived in Ref. [11], where $E_0$ is the center of the random energies ($E_0 = 0.5$ here).

![Fig. 2: AL lattice state with $E_m = -0.64$ for the uncoupled lattice. The x axis is the location along the lattice, and the vertical axis is the amplitude of the state. The side bar gives the amplitude at the impurity, which in this case is zero. This state exhibits strong Anderson Localization and hence a large inverse participation number.](attachment:fig2.png)

**B. Coupled case**

Having described the eigenstates of the Hamiltonian for the $g = 0$ uncoupled case we analyze next the $g > 0$ case as a perturbation of the uncoupled system. This allows us to understand how the impurity modifies the spectral properties of the finite disordered lattice. In terms of the eigenstates of the Hamiltonian for the uncoupled lattice, the partially diagonalized Hamiltonian then takes the form

$$H = \sum_{m=1}^{N} E_m |\psi_m\rangle\langle \psi_m| + \epsilon_d |d\rangle\langle d|$$

$$- g \sum_{m=1}^{N} (V_m^* |\psi_m\rangle\langle d| + V_m |d\rangle\langle \psi_m|)$$

(6)

where $V_m = \langle a|\psi_m\rangle$ is the amplitude of the $m^{th}$ eigenstate at site $a$, which determines the strength of the interaction between each mode and the impurity. We remark that due to the completeness of the eigenstates $|\psi_m\rangle$ we have

$$\sum_{m=1}^{N} |V_m|^2 = 1.$$ 

(7)

Therefore, if a group of modes interacts strongly with the impurity, the other modes will interact weakly.

The eigenvalue equation for an eigenstate $|\phi_j\rangle$ with real eigenvalue $z_j$ is written as

$$H|\phi_j\rangle = z_j|\phi_j\rangle.$$

(8)
Hamiltonian. The corresponding eigenstates are given by

$$|\phi_j\rangle = |d\rangle \langle d| \phi_j\rangle - g \sum_{m=1}^{N} |\psi_m\rangle \frac{V_m^*}{z_j - E_m} \langle d| \phi_j\rangle$$ \hspace{1cm} (13)

where $\langle d| \phi_j\rangle$ is found from the normalization condition $\langle \phi_j| \phi_j\rangle = 1$, which gives

$$|\langle d| \phi_j\rangle|^2 = \left(1 + g^2 \sum_{m=1}^{N} \frac{|V_m|^2}{(z_j - E_m)^2}\right)^{-1}.$$ \hspace{1cm} (14)

This expresses the probability to find the electron at the impurity when it is in the state $|\phi_j\rangle$. By taking the derivative of Eq. (12) with respect to $\epsilon_d$ we can also write Eq. (14) as

$$|\langle d| \phi_j\rangle|^2 = \frac{\partial z_j}{\partial \epsilon_d}.$$ \hspace{1cm} (15)

It is worth pointing out that by setting $g = 0$ in Eq. (12), at first sight we just obtain the lone uncoupled eigenvalue $z_j = \epsilon_d$ for the uncoupled impurity state. But the other eigenvalues (associated with the chain) have non-trivial $g \to 0$ limits, which are not obvious from Eq. (12). We can see these limits more naturally with the following rearrangement, where we pull out a specific term corresponding to the $l^{th}$ uncoupled eigenvalue

$$z_l = E_l + \frac{g^2 |V_l|^2}{\eta_l(z_l)},$$ \hspace{1cm} (16)

where

$$\eta_l(z_l) \equiv z_l - \epsilon_d - \sum_{m \neq l} \frac{g^2 |V_m|^2}{z_l - E_m}.$$ \hspace{1cm} (17)

Note that this equation is a polynomial equation of degree $N+1$, similar to Eq. (12). The difference is that Eq. (16) formally reduces to the eigenvalue $E_l$ of the uncoupled lattice when $g \to 0$, whereas Eq. (12) reduces to the impurity eigenvalue in the same limit. The eigenstates corresponding to the eigenvalue in Eq. (16) are given by

$$|\phi_l\rangle = N_l \left[ |\psi_l\rangle - \frac{gV_l}{\eta_l(z_l)} \left( |d\rangle - \sum_{m \neq l} |\psi_m\rangle \frac{gV_m^*}{z_l - E_m}\right) \right],$$ \hspace{1cm} (18)

where

$$N_l \equiv \left[1 + \frac{g^2 |V_l|^2}{\eta_l^2(z_l)} \left(1 + \sum_{m \neq l} \frac{g^2 |V_m|^2}{(z_l - E_m)^2}\right)\right]^{-1/2}.$$ \hspace{1cm} (19)

is a normalization constant.
C. Perturbation due to the coupling \( g \)

Equations (12) and (16) demonstrate perturbation characteristics that are induced by a non-zero tunneling strength \( g \) between the lattice and the impurity; they also show the dependence of the eigenvalues on the energy value of the impurity, \( \epsilon_d \), which we will consider as a tunable parameter in the next section.

The effect of the impurity-lattice coupling is only significant in cases where

\[
\frac{|gV_m|}{(z_j - E_m)} \sim 1, \tag{20}
\]

in Eqs. (13) or (18), for at least one value of \( m \). If this condition is not met, the impurity state remains approximately isolated from the lattice (weakly hybridized). Likewise, lattice states do not become significantly altered by the impurity’s presence, so they are close to the unperturbed Anderson-localized states.

When Eq. (20) is satisfied for at least one value of \( m \), on the other hand, the impurity state in Eq. (13) will become strongly hybridized with the Anderson-localized (AL) state(s) \( |\psi_m\rangle \), retaining some of its isolated characteristics while taking on characteristics of those AL states; conversely, the AL states will become hybridized with the impurity state. Due to the lattice-impurity coupling, AL states with large \( V_m \) can even take on those localization characteristics; they do so using the impurity as an intermediary as indicated by the additional \( gV_m^* \) term in Eq. (18).

Strongly hybridized states that include both lattice sites and the impurity site are shown in Fig. 4. In this figure, we have used the same specific realization of disorder as in Fig. 3. We chose the attachment site \( a = 66 \) because at this site there appears a sharply localized state. We chose \( g = b/4 = 0.25 \) because we found that on average it led to the hybridization of just a few AL states for different values of \( \epsilon_d \), simplifying our analysis. For example, for \( \epsilon_d = -0.62 \) only 2 AL states are significantly hybridized with the impurity state. This is the value of \( \epsilon_d \) used in Fig. 4.

Hybridization of AL states is manifested by the existence of a nonzero amplitude at the impurity site, while hybridization of the impurity state is manifested by the existence of nonzero amplitudes on the lattice sites. Hybridized states will enable control over spectral properties of the lattice and thus control of transport of the electron between the lattice and the impurity.

III. AVOIDED CROSSINGS AND HYBRIDIZATION

We will show that the coupling between the impurity and the attachment site leads to the hybridization of the unperturbed impurity state with a set of unperturbed lattice states; the latter can be chosen by varying \( \epsilon_d \).

The resulting hybridized states are eigenstates of the full Hamiltonian.
To investigate how $\epsilon_d$ may select lattice states to become hybridized, we start by numerically computing eigenvalues for the complete Hamiltonian at different values of $\epsilon_d$. Figure 5 demonstrates the results using the previously mentioned parameter values and the specific set of random energies used in Fig. 3.

If the impurity were uncoupled to the lattice (i.e., if $g = 0$) then Figure 5 would show a set of $N$ horizontal lines, corresponding to the eigenvalues of the uncoupled lattice Hamiltonian; these eigenvalues are independent of $\epsilon_d$. Figure 5 would also show a diagonal line (indicated by the dashed line), corresponding to the eigenvalue $\epsilon_d$ of the uncoupled impurity state.

When $g \neq 0$, some of the uncoupled eigenvalues are noticeably perturbed; the perturbation is manifested in Figure 5 as avoided crossings, consisting of curved lines near the diagonal. Figure 6 shows some of the avoided crossings in more detail. As we will argue next, this perturbation of eigenvalues implies strong hybridization of the corresponding eigenstates.

Eq. (15) shows that for each perturbed eigenstate $|\phi_j\rangle$, the probability

$$p_j \equiv |\langle d|\phi_j\rangle|^2$$

(21)

to find the electron at the impurity state $|d\rangle$ is given by the slope of the curve of $z_j$ vs. $\epsilon_d$. Away from the (visible) avoided crossings in Figures 5 or 6, the horizontal lines have a slope near 0 and thus $p_j \approx 0$; they correspond to lattice states with negligible perturbation. Meanwhile, the diagonal lines have a slope near 1 and thus $p_j' \approx 1$; they correspond to the impurity state with a small perturbation.

As we approach an avoided crossing, following the curve associated with one of the lattice eigenvalues (nearly horizontal line) from the left, the slope $p_j$ of the curve increases, while the slope $p_j'$ (nearly diagonal line) decreases. This means that the probability to find the electron at the impurity shifts from the perturbed impurity state to the perturbed lattice state. At the middle point of the avoided crossing the slopes of the curves are approximately equal, thus $p_j \approx p_j'$. Moving to the right, away from the avoided crossing, the eigenstates switch curves and $p_j$ decreases while $p_j'$ increases. Therefore, the middle of the avoided crossing is a point of maximum sharing of probability at the impurity site; it is a point of maximum hybridization. We identify the degree of hybridization of the two states with the product $p_jp_j'$. In the next section, we will show that in the simplest case, maximum hybridization indeed occurs when the slopes are equal at the middle point of the avoided crossings.

Note that $\sum_j p_j = 1$. This means that if only one AL state $j$ is significantly hybridized with the impurity state, then at maximum hybridization we have $p_j = p_j' = 1/2$ and the maximum degree of hybridization is 1/4. If more than one AL state is hybridized, then we will have that $p_j < 1/2$ and $p_j' < 1/2$; the maximum degree of hybridization between any two states is then less than 1/4.

An example of this situation, with two significantly hybridized AL states, is seen in Figure 6. It occurs at the point indicated by the vertical dashed line. The hybridization
bridized states involved in the upper avoided crossing are maximally hybridized; these are the states shown in Figures 4a and 4b. Notice that the impurity site amplitude values are nearly equal, thus validating our previous statements. The lower avoided crossing in figure 6 overlaps with the upper avoided crossing and involves the hybridized state in Figure 4c. Notice that this state has a smaller amplitude at the impurity site, corresponding to a smaller slope of the bottom curve in Fig. 6.

While the attachment site and the width of disorder can alter the AL states available for perturbation, the impurity energy determines which available AL state(s) can hybridize with the impurity state due to the coupling $g$. For some values of the impurity energy $\tilde{\epsilon}$, the AL state that is most hybridized.

Assuming this is the case, in this section we show that $\tilde{\epsilon}$ is an effective way to control perturbation within the lattice. Because there are degrees of hybridization, as indicated by avoided crossings in Fig. 5, we find that $\epsilon_d$ can be used to tune maximum hybridization between AL state(s) and the impurity state.

IV. MAXIMUM HYBRIDIZATION

For some values of the impurity energy $\epsilon_d$ only one of the AL states (say the $m^{th}$ state) is significantly hybridized with the impurity state due to the coupling $g$. Assuming this is the case, in this section we show that

i) Maximum hybridization between the impurity state and the AL state occurs when $\epsilon_d = E_m$, to zeroth order in $g$.

ii) At maximum hybridization the difference (gap) between the impurity and AL eigenvalues across an avoided crossing is a minimum; this minimum value is given by $[2g|V_m]|$.

iii) At the point of maximum hybridization the slopes of the curves of the eigenvalues vs. $\epsilon_d$ are equal.

iv) Partial hybridization between the impurity state and the AL state occurs when $|\epsilon_d - E_m| \lesssim 2g|V_m|$.

In more general cases, several AL states can be hybridized simultaneously. For these cases the results presented here are only rough approximations, applicable to the AL state that is most hybridized.

To demonstrate (i-iv), we start by writing Eq. (12) as

$$z_j = \epsilon_d + \sum_{m' \neq m} \frac{g^2|V_{m'}|^2}{z_j - E_{m'}} + \frac{g^2|V_m|^2}{z_j - E_m}. \quad (22)$$

Defining

$$\tilde{\epsilon}_{d,m}(z_j) \equiv \epsilon_d + \sum_{m' \neq m} \frac{g^2|V_{m'}|^2}{z_j - E_{m'}}, \quad (23)$$

Eq. (22) is re-written as

$$z_j = \frac{1}{2} \left( \tilde{\epsilon}_{d,m}(z_j) + E_m \pm \sqrt{(\tilde{\epsilon}_{d,m}(z_j) - E_m)^2 + 4g^2|V_m|^2} \right). \quad (24)$$

Let us assume that $\tilde{\epsilon}_{d,m}(z_j)$ is approximately independent of $z_j$, and is approximately equal to $\epsilon_d$. This occurs if all the unperturbed AL states other than the $m^{th}$ state have an eigenvalue $E_{m'}$ sufficiently far from $z_j$, such that the summation in Eq. (23) is negligible. In this case we have (with the labeling $j = \pm$)

$$z_{\pm} = \frac{1}{2} (\epsilon_d + E_m \pm \sqrt{(\epsilon_d - E_m)^2 + 4g^2|V_m|^2}). \quad (25)$$

which gives a simplified description of the avoided crossings seen in Figs. 5 and 6. In the limit $g \to 0$ we can see that $z_+$ gives the impurity energy $\epsilon_d$ and $z_-$ gives the AL energy $E_m$. For $g \neq 0$ the two solutions correspond to the two perturbed states resulting from the hybridization of the unperturbed impurity state and the $m^{th}$ unperturbed AL state.

Maximum hybridization occurs when the product of the probabilities of the two hybridized states at the impurity site is maximum. From Eq. (15) this implies that

$$\frac{\partial}{\partial \epsilon_d} \left( \frac{\partial z_+}{\partial \epsilon_d} \frac{\partial z_-}{\partial \epsilon_d} \right) = 0, \quad (26)$$

or

$$\frac{\partial}{\partial \epsilon_d} \left( \frac{g^2|V_m|^2}{(\epsilon_d - E_m)^2 + 4g^2|V_m|^2} \right) = 0, \quad (27)$$

which gives $\epsilon_d = E_m$ and the minimum distance

$$z_+ - z_- = 2g|V_m| \quad (28)$$

between the two hybridized eigenvalues. When $\epsilon_d = E_m$ we also have that the slopes of $z_\pm$ vs. $\epsilon_d$ are equal:

$$\frac{\partial z_+}{\partial \epsilon_d} \bigg|_{\epsilon_d = E_m} = \frac{\partial z_-}{\partial \epsilon_d} \bigg|_{\epsilon_d = E_m} = \frac{1}{2}. \quad (29)$$

Partial hybridization occurs when the term inside parenthesis in Eqs. (26) or (27) is non-negligible. This happens roughly when

$$|\epsilon_d - E_m| \lesssim 2g|V_m|. \quad (30)$$

When $|\epsilon_d - E_m| = 2g|V_m|$ the product of slopes in Eq. (26) takes half of its maximum value.

Finally, note that when $\epsilon_d = E_m$, the perturbed eigenvalues in Eq. (25) are $z_\pm = E_m \pm g|V_m|$, which agrees with the previously stated condition (20) for significant interaction between the impurity and the lattice (i.e. for hybridization of eigenstates).

V. CONTROL OF ELECTRON TRANSPORT

So far we have discussed how the impurity’s energy can be tuned to alter the spectrum of the lattice and form hybridized states localized at both lattice and impurity sites. Here we demonstrate how this tuning can be used to direct electron transport within the disordered lattice.

We begin by considering the time evolution of our system for fixed values of $\epsilon_d$. The initial condition is a single electron placed at the impurity at $t = 0$. We consider the survival probability that the electron remains at the
impurity at time $t$; time is defined in units of $b^{-1}$ with $\hbar = 1$. Beginning with the electron at the impurity will produce an evolving superposition of perturbed states as time progresses.

The survival probability for the electron to remain at the impurity is expressed as

$$S_d(t) = \left| \langle d | e^{-iHt} | d \rangle \right|^2.$$  

(31)

Using the complete set of eigenstates of the Hamiltonian $\{|\phi_n\rangle\}$ with eigenvalues $z_n$, we have

$$S_d(t) = \left| \sum_{n=1}^{N+1} \left| \langle d | \phi_n \rangle \right|^2 e^{-iz_n t} \right|^2.$$  

(32)

Naturally, the survival probability is dominated by eigenstates that have a large probability at the impurity site, which are the strongly hybridized states. Evolving our lattice in time will introduce a phase difference between these states, leading to oscillations, which will allow for dynamic electron transport as time progresses. In the simplest case, discussed in the previous section, where only one AL state is hybridized with the impurity state, the superposition of the two hybridized states produces oscillations with period

$$T = \frac{2\pi}{|z_+ - z_-|},$$  

(33)

which at maximum hybridization (Eq. (28)) gives

$$T = \frac{\pi}{|gV_m|}.$$  

(34)

As shown in Fig. 7a, we numerically verified the existence of these oscillations for the case of maximum hybridization, for which the oscillations of the survival probability resemble Rabi oscillations. The figure shows that the minimum values of the survival probability are nearly zero. These minimum values are important because they demonstrate an instant in time in which the electron has completely left the impurity and is instead located within the lattice. We can understand this as due to a destructive interference between hybridized eigenstates, such as the ones shown in Figure 4, whose similar amplitudes at the impurity add with opposite phase and cancel each other out. Thus by maximizing hybridization we are able to momentarily confine the electron in the lattice. The periodicity of the survival probability also allows electron transport to be predictable.

The degree of periodicity in the Rabi oscillation is determined by how many perturbed AL states are involved in the perturbation. For instance, the profile of Fig. 7a, corresponding to $\epsilon_d = -0.69$, has essentially one degree of periodicity demonstrating that only one perturbed AL state (in addition to the perturbed impurity state) is significantly involved in the lattice perturbation. In this instance the state shown in Fig. 4c has reached maximum hybridization. This can be visualized in the spectrum at the center of the lower avoided crossing in Fig. 6, around $\epsilon_d = -0.69$.

Figure 7b, corresponding to $\epsilon_d = -0.62$, has essentially two degrees of periodicity and thus two perturbed AL states involved in addition to the perturbed impurity state (a third AL state produces an additional long periodicity with very small amplitude, which is not visible in Figure 7b). The energy $\epsilon_d = -0.62$ corresponds to the vertical dashed line in Figure 6. The states involved in
FIG. 8: The above figures demonstrate the similarities between time evolved probability and perturbed lattice eigenstates. (a) Distribution of time-evolved probability across lattice sites for $\epsilon_d = -0.62$ and fixed $t$. The attachment site is indicated by “a”. (b) Eigenstates of our numerical model for $a = 66$, $g = b/4$, and $\epsilon_d = -0.62$. The curves $E_1$, $E_2$, and $E_3$ are the probability (amplitude squared) vs. position corresponding to the wave functions in figures 4a, 4b, and 4c respectively. The Rabi oscillation are those shown in Figure 4 and correspond to eigenvalue curves with non-negligible slope at the intersection with the vertical dashed line in Figure 6.

Although in general our numerical model exhibits Rabi oscillations with higher s of periodicity, we are primarily interested in low degrees of periodicity, which enables greater transport control.

To better understand where the electron is located during the minimum and local minimum points of the survival probability in Figure 7b, we consider the probability of the electron to be at any lattice site $x$ at given time $t$,

$$|\Phi(x, t)|^2 = |\langle x| e^{-iHt}|d\rangle|^2. \quad (35)$$

Figure 8a compares how the time evolved probability is distributed amongst lattice sites at a local minimum ($t = 299$ from figure 7b) against that at an absolute minimum point ($t = 537$). Figure 8b shows the spatial probability distribution of the three hybridized states that participate most strongly in the time evolution. We label them as $E_1$, $E_2$ and $E_3$. These states correspond to the wave functions of figures 4a, 4b, and 4c respectively. State $E_1$ is a maximally hybridized AL state; $E_2$ is the hybridized impurity state and $E_3$ is a partially hybridized AL state. At the absolute minimum point ($t = 537$) the states $E_1$ and $E_2$ interfere destructively at the impurity site, but they interfere constructively in the lattice. Hence the probability distribution in Fig. 8a resembles a superposition of $E_1$ and $E_2$ in Fig. 8b.

At the local minimum ($t = 299$) Fig. 8a resembles $E_3$ in Fig. 8b because then $E_1$ and $E_2$ approximately cancel in the lattice. The similarities between figures 8b and 8a demonstrate what we would expect from our previous analysis; when the electron is not at site $d$ it is at locations that are roughly defined by the localization of the perturbed AL states $E_1$ and $E_3$ and the perturbed impurity state $E_2$.

Thus we have demonstrated the impurity energy’s ability to control electron transport within our finite disordered lattice. By tuning $\epsilon_d$ we can force the electron to oscillate between the impurity site and specific groups of localized sites as time progresses.

VI. TUNING THE RANGE OF ELECTRON OSCILLATIONS

The electron oscillations described in the previous section involved AL states that are close to the attachment site. Therefore the spatial range of the oscillations was limited to the Anderson localization length of these states.

However, in general, it is possible to select values of $\epsilon_d$ that allow the impurity state to hybridize with an AL state far from the attachment site. To see this, consider that an AL state with a given inverse localization length $\gamma(E_m)$ has an amplitude given approximately by the exponential function

$$\psi_m(x) \approx \sqrt{\gamma(E_m)} e^{-\gamma(E_m)|x-x_0|} \quad (36)$$

where $x_0$ is the point of localization (maximum amplitude). Given that $\psi_m(a) = V_m$, we obtain

$$V_m \approx \sqrt{\gamma(E_m)} e^{-\gamma(E_m)D} \quad (37)$$

where $D \equiv |a - x_0|$ is the distance from the point of the localization of the AL state to the attachment site. This means that $V_m$ decreases exponentially with $D$. However, it is possible to tune $\epsilon_d$ so that it is at the center
FIG. 9: Survival probability that a single electron remains at site $d$ at time $t$ for $a = 66$, $\epsilon_d = -0.48304$ and $g = 0.25$. To attain significant hybridization $\epsilon_d$ should be within the range $E_m \pm 2g|V_m|$. In this case $V_m = 1.6 \times 10^{-4}$, which gives the range $E_m \pm 8 \times 10^{-5}$. The profile at site $d$ shows mainly one degree of periodicity indicating that mainly one hybridized AL state and the hybridized impurity state are involved in the superposition. The period of the oscillation is about 80000, in approximate agreement with Eq. (34).

of the avoided crossing formed by the AL and the impurity eigenvalues. In this case the corresponding states will be maximally hybridized and we will have a Rabi oscillation, where the electron travels back and forth between the impurity and the region around $x_0$. In order for this hybridization to occur, $\epsilon_d$ must be within the range $E_m \pm 2g|V_m|$ as shown in Eq. (30). Therefore as $D$ increases, $\epsilon_d$ has to be tuned with a precision that increases exponentially with $D$; the larger $D$ is, the smaller the gap at the avoided crossing. In Figures 5 and 6 one can see such avoided crossings with very small gap; the resolution of these figures makes it seem that in many places the lines are simply crossing, but in fact these are all “microscopic” avoided crossings. These are each associated with long-range (large $D$) transport of the electron.

From Eqs. (34) and (37), the period of the oscillation at maximum hybridization is

$$T = \frac{\pi}{g\sqrt{\gamma(E_m)}} e^{\gamma(E_m)D}$$

(38)

which increases exponentially with $D$ as well. Hence we find that the penetration distance $D$ into the lattice that the electron can achieve can be larger than the Anderson localization length. Meanwhile, the larger $D$ is the more precisely $\epsilon_d$ must be tuned, and the longer the period of oscillation becomes.

If $D$ is not too large, achieving a medium-range transport is not very difficult; it is enough that $\epsilon_d$ lies within the narrow range of the avoided crossing. The electron transport is illustrated in figures 9 and 10, which show, respectively, the survival probability as a function of time and the probability distribution of the wave function when the electron is farthest from the attachment site. For reference, Fig. 10b shows the AL state that becomes strongly hybridized with the impurity state.

FIG. 10: (a) Distribution of lattice time-evolved probability across lattice sites for $\epsilon_d = -0.48304$ and fixed $t = 41000$, corresponding to a minimum of the survival amplitude in figure 9. The attachment site is indicated by “a”. (b) Uncoupled AL state (for $g = 0$) that becomes strongly hybridized with the impurity state after the interaction is switched on for $g \neq 0$. The chosen $\epsilon_d = -0.48304$ value is slightly off the center of the avoided crossing formed by the AL and impurity eigenvalues, but it is within the range of maximum hybridization mentioned in the text. The probability to find the electron at the impurity is approximately 0.4 for both the AL and impurity states after becoming hybridized. This value is close to the theoretical maximum of 0.5 discussed in Sec. III.
VII. ENSEMBLE AVERAGING

In this section we demonstrate that the transport properties we have considered thus far are robust with respect to ensemble averaging, which must be considered for modeling realistic lattice systems. This will allow us to find, for a given impurity energy, the average number of lattice states that are strongly hybridized with the impurity, as well as the average localization of those states. Since we want to focus on transport that is not affected by the boundaries of the lattice, we will also discuss the average number of hybridized states that are free from boundary effects.

The number of strongly hybridized states can be qualitatively defined as the number of states with significant impurity-site amplitude. Quantitatively this can be determined as follows: for a specific realization of disorder, we first define the array of amplitudes at a site $x$ as

$$A_x \equiv \{ \langle x | \phi_j \rangle \}, \quad j = 1 \cdots N + 1.$$  \hfill (39)

The inverse participation number of this array is given by

$$P_x^{-1} \equiv \sum_{j=1}^{N+1} |\langle x | \phi_j \rangle|^4. \quad \hfill (40)$$

We then define the number of states that exhibit significant hybridization with the impurity state as the integer nearest to $P_d$, denoted as $n_d \equiv \lfloor P_d \rfloor$. Thus we identify the $n_d$ states that exhibit significant impurity hybridization as the $n_d$ states with the highest amplitudes (absolute values) in the array $A_d$. This set of amplitudes is written as

$$A_d \equiv \{ n_d \text{ highest } |\langle d | \phi_j \rangle| \} \quad \hfill (41)$$

However, in order to exclude boundary effects, we should identify the subset of $A_d$ that exhibit strong overlap with the end sites $x = 1$ and $x = N$ and remove them from the larger set. To do so we must form arrays of end-site amplitudes and calculate the participation number of these arrays, $P_1$ and $P_N$. After finding subsets $A_1$ and $A_N$ with the $n_1 \equiv \lfloor P_1 \rfloor$ and $n_N \equiv \lfloor P_N \rfloor$ highest amplitudes, respectively, we can then determine the number of eigenstates that significantly overlap both with the impurity site and with at least one end site. These are the states belonging to the subset

$$A_{d\text{-ends}} = A_d \cap A_1 + A_d \cap A_N. \quad \hfill (42)$$

We will denote the number of these states as $n_{d\text{-ends}}$. Excluding these states from $A_d$ gives the hybridized states that are free from boundary effects.

To find the ensemble average of $n_d$, $n_{d\text{-ends}}$, we did the following: keeping the hopping energies and impurity position constant, we chose a standard error of the mean $(SEM)$ threshold so that the size of the 95-percent confidence interval $(CI)$ is equated to a desired fraction $f$
FIG. 11: Utilizing the averaging procedure described below Eq. (42), we plot the average number of hybridized states $\langle n_d \rangle$ (upper blue curve, Eq. (41)) and the number of hybridized states that overlap with the lattice edges $\langle n_{d,\text{ends}} \rangle$ (lower green curve, Eq. (42)) for a range of impurity energies. The numerical calculation used $N = 100$, $b = 1$, $W = b$, $a = N/2$, $g = b/4$, confidence interval: $CI = 0.01\mu$.

length in an infinite disordered lattice (Eq. (5)), and the ensemble-averaged inverse participation number of hybridized states.

The numerical results in this section demonstrate that our method for impurity-directed transport in a disordered lattice is robust against ensemble averaging. Further, we can reliably predict the average number of hybridized states that are free from boundary effects. These states lead to a fairly regular oscillatory transport of the electron between the impurity and specific regions of the lattice.

VIII. DISCUSSION

We have considered a simple model for transport control within a finite disordered T-junction lattice. The presence of the side-coupled impurity significantly impacts the spectral properties of the lattice, forming hybridized AL/impurity states. We have treated the energy of the side impurity as a tunable parameter that selects which states become hybridized, thereby controlling the motion of the electron. In particular, the electron can be forced to periodically oscillate between the impurity site and specific groups of localized states as time progresses.

Previously Pendry [21] has shown that transport can be achieved through a finite disordered chain by relying on hybridized AL states that form a “necklace” through such a lattice. While this necklace of states forms a sub-band due to near-degeneracy that occurs by chance, in our model we demonstrate that a side-attached impurity can be used as a control device to intentionally select AL sites according to specific hybridization characteristics that enable desired transport properties.

Although we have studied a simplified model, our results may serve as a starting point for the design of devices based on finite disordered lattices that attempt to route electrons. Nano-designed transistors with disordered materials have already been proposed [36]. Using disorder to trap electrons within a given area could help combat issues with device miniaturization. Moreover, lattices based on complex stacked T-junction structures may offer interesting possibilities for controlling or storing electrons.

The finite size of disordered lattices we have considered may allow for nonzero temperature operation in realistic devices, because the energy-level spacings can be larger than the thermal excitation energies; this would allow the system to behave similarly to the zero-temperature case. Assuming that the width of the energy band is of the order of the width without disorder, the average level-spacing is $2b/N$. A rough estimation of the maximum operational temperature would then be given by $k_B T = 2b/N$. As a reference, for a disordered lattice with $N = 100$, having $T = 300K$ would require $b = 1.3$ eV. An issue that deserves further investigation is the following: The level spacings between hybridized states at avoided crossings can be much smaller than $2b/N$, so thermal excitation could induce transitions between these states, similar to variable-range hopping. This would modify the simple Rabi oscillations discussed in the present paper for $T = 0$. In Ref. [15] it was found experimentally that carrier transport in a disordered superlattice becomes thermally activated around $T = 77K$.

Our results are applicable to disordered optical or microwave lattices, such as the microwave lattice of Ref. [32] mentioned in the Introduction. For this type of lattice, temperature effects are much less important than for electron lattices, so our results regarding the Rabi oscillations and far-transport could be more readily tested on this type of system.

A possible extension of our work is to make the impurity energy time-dependent and study the electron motion in this case. As shown in [37] disordered optical systems with time-evolving disorder can produce “hyper-transport” of light, which is faster than ballistic transport. It would be interesting to see if this can be achieved in the case of electron transport. Related to this, Ref. [38] investigates transport driven through a disordered lattice by applying time-dependent control fields at the edges of the lattice.
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