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Abstract
INSIDER (Improved Nuclear SIte characterization for waste minimization in D&D operations under constrained EnviRonment) was a European project funded under the H2020-EURATOM programme and launched in June 2017. The project was coordinated by the French Commissariat à l’énergie atomique et aux énergies alternatives (CEA), it had a total duration of 4 years and covered a budget of 4 M€. INSIDER’s work was performed by 5 technical working groups (WG) which brought together 18 institutions from 10 countries, leading to a total of 68 participating researchers. The objective of the project was to optimise the radiological characterisation of nuclear installations in constrained environments in order to obtain an accurate estimate of the content of contaminated materials as well as to optimise the quantity of contaminated materials to be treated as waste. The focus of this paper is on the statistical analysis of an interteam comparison of measurement results (dose rate, total gamma measurement, and gamma spectrometry) made in situ at the BR3 reactor, Belgium.
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Introduction
Having been built in the middle of the twentieth century, civil nuclear installations across the world are entering a period when their first installations are reaching the end of their projected lifetimes. The stakes are high: the aim is to show that, by using optimized methods, it is possible to cleanly close down the life cycle of nuclear facilities and leave cleaned up sites, at a controlled cost. The nuclear industry already has a solid experience in the remediation and dismantling techniques that will be required to meet this challenge [1].

In terms of dismantling operations, one can distinguish between the dismantling of reactors, that of cycle facilities, and post-accident dismantling. Whilst each of these cases presents unique specificities, the dismantling and decommissioning (D&D) process of a site or an installation is always the same: site or installation characterization, elaboration of a scenario for the operations, preliminary decontamination of surfaces, cutting and dismantling operations, and finally management of waste and effluents. The characterization of site or installation [2–6] to be dismantled is a crucial step in the process: it is essential to define the actions to be carried out. The INSIDER (Improved Nuclear SIte characterization for waste minimization in D&D operations under constrained EnviRonment) project [7] aimed to develop and
validate a new and improved integrated characterisation methodology and strategy during nuclear D&D operations of nuclear power plants, post accidental land remediation, or nuclear facilities under constrained environments. In this project, three use cases are studied, corresponding to the three categories mentioned above [8]. SCK-CEN provided the case study with regards to the dismantling of nuclear reactors: characterization of the biological shield of the BR3 reactor, made of irradiated heavy concrete called UC2 [9]. The Horizon H2020 INSIDER project is composed of 7 workpackages [7]. The workpackage 6, in charge of estimating the performance of measurement methods used and assessing the measurement uncertainty [10], organised several interlaboratory or interteam comparisons [11–13] in compliance with ISO 17043:2010 [14]. Amongst these comparisons, a comparison of non-destructive in situ measurements [15] was organized at the BR3 reactor in collaboration with workpackage 5 (on site analysis) and with the use case supplier SCK-CEN. Each team came to measure on site each in turn at previously defined points [16]. The results of this in situ measurement interteam comparison are presented in this paper.

**In situ measurement comparison at BR3: presentation**

The results of the comparisons are of prime importance in the INSIDER project. They will allow both to compare the different methods applied and to assess result uncertainties from comparisons performed on real cases (benchmarking analysis) on one side and on synthetic certified reference materials (CRMs, Interlaboratory comparisons) on the other side (RM were produced by WP4 in compliance with [17, 18]). The choices made in the project allowing to cover the most important and common use cases in D&D operations are presented in Table 1.

This in situ benchmarking exercise can be used as a proficiency test where each team has to give a measurement value with an associated expanded uncertainty. The aim was also to perform measurements in conditions as similar as possible to routine ones. The results were used to perform a variance analysis (ANOVA) to determine the contribution of the different sources of uncertainty to the measurement uncertainty. Therefore, repeatability, intermediate precision by varying certain experimental conditions (eg: repositioning the measurement equipment, comparing different types of detectors used …), and reproducibility need to be assessed by performing multiple measurements (only when short measurement times are possible).

The BR3 interteam comparison was the test scheme chosen to highlight non-destructive in situ measurements of contamination into/on solid surfaces [16]. Three measurands were chosen for the scheme and a common measurement protocol (approved by all participants) was applied in order to perform the measurements. The aim of this comparison was to allow the participants to compare their results with those of the other participants (using identical or different methods), always with the ultimate aim of improving their analyses. Where possible, the outcome of the comparison was also to derive an estimate of measurand uncertainties for each measurand [19, 20].

The UC2 benchmarking exercise occurred at the end of 2018 and consisted in several characterizations of the biological shield of the BR3 reactor—located in the SCK CEN (Mol, Belgium)—in terms of dose-rate and total gamma emission as well as a trial for the use of high resolution gamma spectrometry measurements at an early characterization stage [21]. Today, most of the installations in this pressurized water reactor have been dismantled. The biological shield characterized consisted in high-density concrete which was neutron activated during the reactor’s 25 years of operation. A more detailed description of the measurement methods and site can be found in Herranz et al. [22, 23].

The aim of this in situ benchmarking comparison focused on the measurement of gamma emissions by using a number of commercially available portable area dosimeters to carry out dose rate and total gamma measurements. The measurements allowed to evaluate the different dosimeter’s equivalence in providing comparable

| Use case number | 1 | 2 |
|-----------------|---|---|
| Object of D&D   | Back/end fuel cycle and/or research facility | Nuclear reactor |
| Location        | Ispra (Italy) | Mol (Belgium) |
| Theme           | Liquid waste storage facility | Biological shield of a nuclear reactor |
| Benchmarking analysis: in situ NDA | Yes | Yes (analysis in this article) |
| In lab analysis via ILC on Reference Materials (being Certified during the project) | ILC1 on CRM1 (synthetic liquid) | ILC2 on CRM2 (spiked non irradiated real concrete) |
| In lab analysis via ILC on real samples | No | Yes (2 RM with 2 activity levels) |
results. Three measurement locations were chosen, with emission values ranging from natural background level to several µSv/h, in order to cover low dose rates and activity measurements. The radiations measured were composed of beta/gamma emitters, mainly activation products Eu-152, Ba-133, Co-60, and Cs-137, leading to a measurement range of about 30 to 1400 keV. For both dose rate and total gamma measurements at the three locations (named A, B and C, with increasing dose rate or total gamma activities), five sets of five consecutive measurements each were carried out in order to estimate the repeatability of the measurements. The repeated measurements also allowed to evaluate the reproducibility of repositioning by removing the measurement device from the spot after each set of 5 measurements. This resulted in a total of 25 single dose rate and total gamma measurements for each of the three locations (A, B and C) [16].

Measurements were performed in direct contact with the surface to characterize without any collimation or shielding. To help standardize the various measurement probes, calibration was performed in terms of ambient gamma dose rate equivalent \( H^* (10) \) (in µSv/h) using a Cs-137 reference source. For total-gamma measurement devices, a Cs-137 point source provided by the SCK CEN was used to compare the probes. In situ gamma spectrometry measurements were performed at location C (highest dose rate, 30 cm away from the surface) using shielded detectors and background correction enabled through repeated measurements with or without collimation. All teams used their own equipment and calibration procedure. Modelling was necessary and the SCK CEN provided the chemical composition and density of concrete, but also the standard activation profile parameters such that the teams could assess several characteristics: depths, Eu-152/Eu-154 activity ratios, and Cs-137 surface activity.

Usually, the aim of proficiency tests is to compare a measurement result with an assigned certified value. However, in the present comparison exercise the purpose was rather to estimate the equivalence of common measurement devices with a particular interest in assessing dose rates and total gamma surface activities. To do so, the assigned value for the proficiency assessment was chosen to be the robust mean from the results reported by participants. Standardized performance statistics such as the \( z \)- and \( \zeta \)-scores were favoured to compare the measurement devices or teams (in accordance with NF ISO 13528 [24]).

Precision decomposition was performed through an analysis of variances (ANOVA) using a model, which takes into account two main factors: the team and/or type of devices used and the repositioning effect. The significance of these effects was estimated using a \( F \) test at a risk level of 5%.

Mathematical models

Proficiency test

The aim of proficiency tests (PT) is to compare a result on a proficiency test item with an assigned value, where a result is the average of all the measurements from a participant on the test item. In this study, the assigned value \( x_{pt} \) for the proficiency test item was defined as the robust mean from the participants’ reported results and standardized performance statistics (\( z \)-score, \( \zeta \)-score, and \( \zeta \)-score) are considered. The idea behind performance statistics is to compare the difference \( D_i = x_i - x_{pt} \) (\( x_i \) is the result of laboratory code (i) with an allowance for measurement errors ([24] Sect. 8.1.1) described as standard uncertainties or standard deviations (as discussed below).

The difference \( D_i \) may be expressed as a relative difference:

\[
D_i \% = 100 \left( \frac{x_i - x_{pt}}{x_{pt}} \right)
\]

In the present study, it is assumed that all the consensus estimates (of means and standard deviations) used in the performance statistics are obtained exclusively from the analysis of the participants’ results obtained in the same round of the PT scheme. The standard uncertainty of the assigned value \( u(x_{pt}) \) reflects the confidence in the assigned value i.e. in the process that led to that value. When \( x_{pt} \) is derived as a robust mean, the standard uncertainty of the assigned value is estimated as [24]:

\[
u(x_{pt}) = 1.25 \times \frac{s^*}{\sqrt{p}}
\]

where \( s^* \) is the robust standard deviation of the results. The factor 1.25 is based on the standard uncertainty of the median in a large set of results drawn from a normal distribution. The standard deviation for proficiency assessment \( \sigma_{pt} \) characterizes the dispersion of results around a central value and can be computed, for instance from the data obtained in the PT, as the robust estimate of the standard deviation of the results \( s^* \). Procedures to estimate the robust mean and the robust standard deviation of results can be found in [24].

The performance statistics considered in this study are the \( z \)-score and the \( \zeta \)-score, computed from participant results \( x_i, i = 1, \ldots, p \).

The \( z \)-score for a proficiency test result \( x_i \) is calculated as:

\[
z_i = \frac{x_i - x_{pt}}{\sigma_{pt}}
\]

The \( \zeta \)-score can be used instead of the \( z \)-score when there is an effective system in operation for validating laboratories’ own estimates of the standard uncertainties of their results.
\[ \zeta_i = \frac{x_i - x_{pi}}{u_i^2 + u^2(x_{pi})} \]

where \( u_i^2 \) is the laboratory’s own estimate of the standard uncertainty of its result \( x_i \).

**Remarks**

- Although the robust mean \( x_{pi} \) is correlated with each \( x_i \), it is possible that performance statistics do not take this correlation into account. As a consequence, \( \zeta_i \) would be underestimated, but according to [24], this underestimation is not significant if the uncertainty of the assigned value is small, allowing the \( \zeta \)-score to be used with consensus statistics without prior adjustment for correlation.

- In practice, the uncertainty of the assigned value should be small in comparison with \( \sigma_{pi} \): a recommendation from [24] is to ensure \( u(x_{pi}) < 0.3\sigma_{pi} \). Otherwise, participants could receive action and warning signals due to the inaccuracy in the determination of the assigned value. If \( u(x_{pi}) \geq 0.3\sigma_{pi} \), [24] recommends to take into account \( u(x_{pi}) \) by using the \( z' \)-score

\[
\begin{align*}
\ z'_i &= \frac{x_i - x_{pi}}{\sigma_{pi}^2 + u^2(x_{pi})} \\
\end{align*}
\]

The interpretation of \( z \)-scores is the following [24]:

- A result that gives \(|z| \leq 2.0\) is considered to be acceptable.
- A result that gives \(2.0 \leq |z| \leq 3.0\) is considered as a warning signal.
- A result that gives \(3.0 \leq |z|\) is considered to be unacceptable (or action signal).

A similar interpretation holds for \( z' \)-scores and \( \zeta \)-scores.

**Measurement uncertainty estimation (ANOVA)**

The measurement result is modeled by a random effects model (model 1):

\[ x_{ijk} = \mu + a_i + \beta_{ij} + \epsilon_{ijk}, \quad i = 1, \ldots, a \quad j = 1, \ldots, b \quad k = 1, \ldots, n \]

where \( \mu \) is the overall mean response, \( a_i \) is the effect of level \( i \) of the team factor, \( \beta_{ij} \) is the effect of level \( j \) of the repositioning factor for the level \( i \) of the team factor, \( \epsilon_{ijk} \) is a random error term.

The analysis of variance (anova) of model 1 is performed under the following hypotheses \( \alpha_i \sim \text{iid } N(0, \sigma_{\text{team}}^2) \) \(^1\),

### Table 2 Anova table: sum of squares decomposition and variance components for a nested anova with 2 random factors (B nested within A: A: teams and B: repositioning) under the assumptions of model 1

| Factor     | d.f | MS    | F-ratio | Variance  | p-value |
|------------|-----|-------|---------|-----------|---------|
| A          | a - 1 | MS_A  |         | MS_B     | P(F > F_{crit}) |
| B'\(\text{(A)}\) | (b - 1)a | MS_{B'\text{(A)}} |     | MS_{B'\text{(A)}} | P(F > F_{crit}) |
| Residual   | (n - 1)ba | MS_{\text{resid}}    |     | MS_{\text{resid}}    | P(F > F_{crit}) |

\[ \beta_{(i)} \sim \text{iid } N(0, \sigma_{\text{team}}^2), \quad \epsilon_{ijk} \sim \text{iid } N(0, \sigma_{\text{repos}}^2) \] (heteroscedasticity), \( \alpha_i, \beta_{ij}, \epsilon_{ijk} \) are pairwise independent. Significance testing of factors is performed with \( p \)-values obtained as the probability \( P(F > F_{crit}) \) where \( F \) is the value of a test statistic (F ratio in Table 2) estimated on the data and \( F_{crit} \) is the tabulated value corresponding associated with a risk level \( \alpha = 0.05 \). A \( p \)-value less than \( \alpha = 0.05 \) indicates a significant effect. Under these assumptions (normality, homoscedasticity and independence), variance components can be obtained from the anova sum of squares decomposition according to the formulas shown in Table 2.

To express that the residual variance differs among teams (heteroscedasticity), the error term \( \epsilon_{ijk} \) can explicitly depend on the levels of the team factor, for instance \( \epsilon_{ijk} \sim N(0, \sigma_{\text{team}}^2) \). The estimation of parameters, among which the variance components \( \sigma_{\text{team}}^2 \) and \( \sigma_{\text{repos}}^2 \), requires dedicated software (for example the R package nlme) using iterative algorithms such as ML (maximum likelihood) or REML (restricted maximum likelihood) [25]. Significance testing of factors is performed by model comparison. In order to test the significance of the random effect Repositioning (B’(A)), we can fit a new model with only the team factor (model \( x_{ijk} = \mu + a_i + \epsilon_{ijk} \), \( \epsilon_{ijk} \sim N(0, \sigma_{\text{team}}^2) \) and test the significance of the likelihood ratio. If the \( p \)-value of the test is less than 0.05, the factor has a significant effect at the level 5%. The significance of the random factor team is tested against the model \( x_{ijk} = \mu + a_i + \epsilon_{ijk} \), \( \epsilon_{ijk} \sim N(0, \sigma_{\text{team}}^2) \). The intermediate precision variance is given by

\[ s_f^2 = \sigma_{\text{team}}^2 + \sigma_{\text{repos}}^2, \]

and can be used as part an uncertainty budget to characterize uncertainty originating from the measurement procedure (operator, measurement device, repositioning, ...). It is important to notice that \( s_f^2 \) does not account for measurement trueness or spatial variability.

\(^1\) iid: independent, identically distributed.
Comparison results

Proficiency test

For Dose rate and Total Gamma measurements, team uncertainty estimates associated with dose rate measurements are only based on type A uncertainty evaluation (no calibration is taken into account, for example) such that $\zeta$-scores are computed only for information, not for performance evaluation (more details on the measurements made in [22, 23]). For Gamma spectrometry, the $\zeta$-score is not computed since the uncertainty (estimated from the peak area) is missing for many teams.

For Dose rate, Total Gamma and Gamma spectrometry measurement, the ratio $u(x_{pt})/\sigma_{pt}$ exceeds the threshold 0.3. According to [24], this means that the uncertainty of the consensus estimate $u(x_{pt})$ is too large with respect to the estimate of the dispersion of measurements $\sigma_{pt}$. In this case, the $\zeta'$-score should be used instead of the $z$-score. The $z$-score is computed for information in all cases. The evaluation of performance using proficiency tests was based on $\zeta'$-scores in this study. All the individual team results, augmented with values of $z$-scores and $\zeta$-scores, are presented in the appendix. For clarity, only summary results based on $\zeta'$-scores are displayed for each measurand in the main body of this paper.

Table 3 Consensus estimates for dose rate

|          | Point A | Point B | Point C |
|----------|---------|---------|---------|
| $x_{pt}$ | 0.383   | 1.027   | 3.06    |
| $u(x_{pt})$ | 0.017 | 0.048   | 0.12    |
| $\sigma_{pt}$ | 0.036 | 0.10    | 0.25    |

Fig. 1 Relative deviation from consensual value for dose rate PT

Dose rate

Commercially available radiation detection instruments can be categorized as a function of their detector type: gas counters, scintillation counters, and solid state detectors. It is interesting to note that these three types of detectors are capable of measuring the main types of radiation produced by radioactive decay (alpha, beta, X, or gamma), which makes them particularly suitable for the initial mapping stage. Consensus estimates for dose rate are presented in Table 3. Performance statistics such as relative deviations and $\zeta'$ scores are plotted in Figs. 1 and 2.

Regarding performance statistics: Team 5 has a $\zeta'$-score very close to 2, the warning signal limit. At location B, team 3 (organic scintillator) had the lowest relative standard deviation, which contributed to a $\zeta$ score in the unacceptable range (resulting in a warning signal). At location C, the dose rate measured reached the calibration range of detector 3 but the relative standard deviation is still the lowest, again
resulting in a warning signal for $\zeta$ score performance as well as resulting in the highest $\zeta'$ performance score, which is still acceptable. It should be noted that the uncertainties were only derived from the measurements’ repeatability and reproducibility (i.e. the 25 measurements per location). As such, the uncertainties can be assumed to be under-estimated as calibration or correction factors were not taken into account. Whatever the location, the uncertainties reported by team 5 were at least 20% higher (3 times higher on average) than those of the other participants.

**Total gamma**

Despite a common calibration with a point source of Cs-137 provided by the SCK-CEN, a large dispersion of the absolute surface activities measured by the different devices was observed. This is probably due both to the fact that the main radiation measured during the test is far from the Cs-137 signal (662 keV) and the fact that several of the detectors used have non-flat energy responses. Indeed, the majority of the radiation in the studied surfaces is due to the presence of Ba-133 (< 400 keV) and to some extent Eu-152 (120–1400 keV). In order to normalise these differences, it was decided to study the ratios between two measurement points. Consensus estimates for total gamma measurement ratios calculated for point A over point B and point A over point C are presented in Table 4. Relative deviations are plotted in Fig. 3, and $\zeta'$ scores are shown in Fig. 4.

Relative deviations show that teams 4, 5, and 6 tended to over-estimate total gamma surface activity. On the contrary, the relative deviations of teams 7, 2, and 8 show a similar under-estimation, greater than 10%.

**Gamma spectrometry**

The gamma spectrometry measurements carried out, together with monte carlo modelling, were intended to estimate mainly two parameters: the depth limit up to which the activated concrete should be considered as waste to be treated, and the surface activity of contaminants.

Table 5 summarises the consensus values for the five measurands. Relative deviations are plotted in Fig. 5 and $\zeta'$ scores are presented in Fig. 6.

It is important to note that all depth limit consensus values displayed standard uncertainties close to 5% whilst PT standard deviations usually lie below 10%. This shows that the results of this study can be taken to be mostly in suitable agreement irrespective of the type of the detector and calculations used. For isotopic ratios of Cs surface activity,

| Measurand | A/B | A/C |
|-----------|-----|-----|
| $x_{pt}$  | 0.324 | 0.1128 |
| $\mu(x_{pt})$ | 0.022 | 0.0093 |
| $\sigma_{pt}$ | 0.050 | 0.021 |
the results were influenced by discrepant data. This effect resulted in consensus values with standard uncertainties around 33% and PT standard deviations twice as high.

Team 4 submitted the highest uncertainties and its depth limit estimate for Ba-133 appears to be the most underestimated. Team 1 also submitted large uncertainties associated...
with a depth limit estimate that appears underestimated. Team 2 provided the highest limiting depth for Ba-133. Finally, teams 3 and 5&6 submitted very similar results.

Regarding the depth limit estimates for Eu-152; team 4 submitted the highest uncertainties but this time its depth limit estimate was the highest. Team 1 submitted large uncertainties and, similarly as for Ba-133, their depth limit estimate for Eu-152 appears underestimated. Team 2 which provided the highest limiting depth for Ba-133 also provided the highest estimate for Eu-152. Finally, teams 3 and 5&6 continued to show results similar to each other.

The results for the combination of Ba-133 and Eu-152 depth limits are very similar to those for depth limit estimates for Eu-152 which have been previously presented in this paper.

In estimating the ratio of the two isotopes of europium, the detector that provided the lowest value remains that used by team 1. The relative uncertainty provided was the highest (around 30%). Team 2 provided an estimate close to the consensus value, with large uncertainties. Team 4 provided the highest estimate of the ratio, including a very large relative uncertainty (~27%). Again, team 3 and team 5&6 submitted comparable results.

For the measurement of the Cs-137 surface activity, the results submitted by all participants were very scattered. Teams 3 and 5&6 submitted results which were very low but close to each other. Team 4 supplied a low value with large uncertainties. Teams 1 and 2 reported similar results both in terms of absolute value and in relative uncertainties.

### Measurement uncertainty estimation

Dose rate results for each team at each of the three sites (A, B, and C) are displayed in Fig. 7 using diamond plots. As indicated by the graphs and confirmed by Levene’s Test of variance homogeneity, the hypothesis of homogeneity of variance is rejected for all sites. This means that anova decomposition as previously described in Table 2 cannot be applied. Team variance parameters $\sigma^2_i$ are thus introduced to model the residual variance per team.

| Measurand | Depth Ba-133 (cm) | Depth Eu-152 (cm) | SUM (Ba-133 and Eu-152) (cm) | Eu-152/Eu-154 | Cs-137 (Bq/m²) |
|-----------|------------------|------------------|-----------------------------|---------------|----------------|
| $x_{pt}$  | 52.6             | 38.2             | 57.2                        | 15.9          | 6818           |
| $u(x_{pt})$ | 2.58             | 1.77             | 2.81                        | 5.25          | 2317           |
| $\sigma_{pt}$ | 5.06             | 3.47             | 5.50                        | 10.3          | 4541           |

![Fig. 5](image-url) Values of relative error D (%) for each team and each measurand.
The utility of the introduction of group variance parameters $\sigma^2$ in order to model random residual error at a team scale was verified by plotting residuals under both hypotheses (a) $\varepsilon_{ijk} \sim N(0, \sigma^2)$ and (b) $\varepsilon_{ijk} \sim N(0, \sigma^2_i)$, as seen in Fig. 8. Under hypothesis (a) residuals for site A are plotted against their corresponding fitted values and higher fitted values seem to have lower residuals. Under hypothesis (b), residuals are plotted for each team against the corresponding team mean, $\hat{\mu}_i$, and have a comparable dispersion.

The model comparison approach shows not only that the Repositioning factor has a significant effect for measurements performed at sites B and C but also that the team factor has a significant effect for measurements performed at all three sites. Table 6 displays, for each site, the estimates of the overall mean $\hat{\mu}$, of the variance components $\hat{\sigma}_{\text{team}}^2$ and $\hat{\sigma}_{\text{repos}}^2$ obtained with the R nlme package and the corresponding measurement variance components $S_f^2$. The quantities $\hat{\sigma}_{\text{team}}$, $\hat{\sigma}_{\text{repos}}$, and $S_f$ are also presented and expressed in terms of relative standard deviation $\hat{\sigma}/\hat{\mu}$ or relative uncertainty $S_f/\hat{\mu}$ in parentheses.

**Fig. 6** Values of the $z'$ score for each team and each measurand

**Total gamma**

**Estimation of the variance components due to the team effect by analysing the Total Gamma ratios A/B and A/C**

Figures 9 and 10 display the dispersion of ratios for Total Gamma measurements between teams. The Levene test does not reject the hypothesis of homogeneity of variances at the level $\alpha = 5\%$ ($p$-value = 0.16 for A/B ratio and $p$-value = 0.25 for A/C ratio).

A one-way random effect anova is used to estimate the components of variance due to team when analysing the Total Gamma ratios A/B and A/C, whose results are displayed in Table 7.

**Estimation of the repositioning effect for each team by analysing direct measurements at points A, B and C**

Results obtained with one-way random effect anova for each team are displayed for each site A, B, and C in Tables 8, 9 and 10, respectively. For all teams at each site, the Levene Test does not reject the hypothesis of homogeneity of variances across repositioning.
Discussion

Dose rate

Amongst the seven participating teams, four different types of detector were utilised: one ionization chamber, one proportional counter, two Geiger-Müller probes and three scintillators. The team factor is thus highly interfered by the detection principle of the device used. Indeed, ionization chambers, proportional counters, and Geiger-Müller devices are gas filled detectors, whereas scintillators have higher sensor densities (from 1 g/cm³ for organic scintillator, 4.5 g/cm³ for CsI to nearly 7 g/cm³ for BGO crystals) as well as higher mean atomic number. These advantages mean that scintillator detectors can be smaller devices whilst maintaining a good performance for more sensitive measurements.

It is worth noting that for measurements at the lowest dose rate (location A), about half the natural background, the density of the detection medium can be seen to have a clear effect on the measurements. Namely, ionization chamber, proportional counter, and Geiger-Müller devices which show lower dose rate estimates than solid scintillator based probes. At location B, although at a lesser scale, this tendency can still be observed with gas probes showing lower dose rate estimates. It is nonetheless important to specify that for the two locations A and B, the standard deviation reported for the measurements by each team was also high and some of detectors were out of their measurement (team 2) or calibration (teams 3 and 4) ranges. Furthermore, whilst the detector used by team 5 showed the lowest dose rate estimate it is believed that this could be due to the fact that the detector was calibrated in terms of photon equivalent dose $H_x$, instead of Ambient dose equivalent ($H_{A}(10)$), potentially resulting in up to 5% underestimation of the measured dose rate. Team 7 detector may have the highest response time mentioned (about 60 s to be compared with the 30 s measurement time allowed for each data point) and is also the one measuring the highest dose rate but at this measurement spot A (team 7). The higher variability observed in the measurements of team 5 can be attributed to the higher response time for their detector, even when small signal variations are measured, especially if the necessary stabilisation time was not respected before reporting measurement values during consecutive measurements.

From the ANOVA analysis, it was possible to see that the most important component of the team factor arises from the variability of the detector used rather than the dexterity of the team operator. The apparent negligible effect of the
Fig. 8  Plot of residuals against fitted values under $\varepsilon_{ijk} \sim N(0, \sigma^2)$ (left) and $\varepsilon_{ijk} \sim N(0, \sigma_i^2)$ (right), for site A

Table 6  Estimates of variance components $\hat{\sigma}_{\text{num}}^2$, $\hat{\sigma}_{\text{repos}}^2$ and precision variance $S_f^2$ for each site

|                  | Site A | Site B | Site C |
|------------------|--------|--------|--------|
| $\hat{\mu}$     | 0.383  | 1.034  | 3.06   |
| $\hat{\sigma}_{\text{num}}^2$ | 0.0011 | 0.0087 | 0.0469 |
| $\hat{\sigma}_{\text{repos}}^2$ | 0.033  | 0.093  | 0.22   |
| $\hat{\sigma}_{\text{repos}}$ | –      | –      | 0.055  |
| $S_f^2$          | 0.0011 | 0.011  | 0.048  |
| $S_f$            | 0.033  | 0.11   | 0.22   |

Their squared root $\hat{\sigma}_{\text{num}}$, $\hat{\sigma}_{\text{repos}}$ and $S_f$ are followed by their relative estimates with respect to the overall mean estimate $\hat{\mu}$, in parentheses. Dashes are displayed in place of estimates when the effect of the factor repositioning is not significant.

Fig. 9  Boxplot of the Total Gamma ratios A/B for each team
repositioning factor at the lowest dose rate can be attributed to the fact that at such a low dose rates this factor is hidden by the higher relative dispersion of measurements, close to the measurement capabilities of the devices. The calculation of the relative deviation from consensus estimates for all teams further confirms the previously observed importance of the nature of the detection medium. Indeed, teams 1, 3, and—to some extent—7, tended to overestimate the contact dose rates. All three teams had scintillation detectors, i.e. a solid detection medium, which possesses a better performance and higher sensitivity than gas filled detectors at low energies.

**Total gamma measurements**

Relative deviations (Fig. 3) show that the two gas filled detectors (teams 4 and 6) tend to over-estimate total gamma surface activity. The relative deviations of scintillation detectors of similar density (team 7, NaI(Tl), ~3.7 g/cm²; team 2, ZnS, ~4 g/cm²; team 8, LaBr₃, ~5 g/cm²) show comparable under-estimations, greater than 10%. As the energy response of gas detectors is rather flat at all energies, it is possible that the apparent over-estimation is due to an overcorrection of the high sensitivity of low energy solid scintillation detectors. In addition to this, it is possible that the low energy photon field of the surface or even beta emissions may also have influenced the larger proportional counters, resulting in their overestimation of the total gamma count rates.

Whatever the chosen ratio (A/B or A/C), the reported values from team 5 are the highest. This is likely due to the fact that the detector was not shielded, resulting in a higher influence of the surrounding background to the total gamma radiation measured.

Three teams used surface contamination monitors (teams 2, 3, and 5). The sensitive medium of these monitors is a rectangular scintillator with a surface area of more than 300 cm². These detectors are characterised by the fact that they are also suitable for the measurement of alpha and beta radiation (with the latter being particularly important in terms of the present study). According to ISO 8769, these surface contamination monitors must be calibrated using a—usually square shaped—surface source with an area of at least 100 cm². As such, the calibration preformed in the present study wherein a point source was used in contact with a large-surface detection medium can be seen as a source of measurement bias. In addition to this, the Cs-137 standard source also had a beta particle component (mostly of energy below 200 keV), whereas the surface to be measured contained a charged particle emission component mostly below 50 keV (Ba-133) but also a higher energy component (up to 550 keV for Eu-152). All these possible biases make it
difficult to compare and interpret the results produced by surface contamination monitors.

**Gamma spectrometry**

Amongst the six teams, two types of detectors were used: a solid scintillator (LaBr$_3$(Ce), team 4) and semiconductor detectors. Of the semiconductor detector users it is worth noting that team 1 used a CZT detector, which is denser (~5.8 g/cm$^3$) but significantly smaller in size (1 cm$^3$) than the hyper-pure germanium detectors used by the other teams. Another important point is that, unlike the other detectors, the detector of team 3 was not collimated.

Aside from the volume and density of the detection materials used, the main bias between detectors was their energy resolution. The resolution of a detector is its ability to discriminate between peaks of similar energy. The resolution of HPGe detectors is usually expressed as the full width at half maximum (FWHM) of the 1332.5 keV energy peak of Co-60, whereas the energy resolution for a scintillation detector is taken to be the percentage of the relative efficiency of the energy peak from Cs-137 (around 4% for LaBr$_3$, for instance). The resolution of HPGe detectors can be three times better than the resolution of other inorganic scintillators. However, this advantage is accompanied by greater constraints during field use as, unlike scintillators that can be used at room temperature, HPGe detectors must be cooled with liquid nitrogen. CZT detectors are considered to have a medium resolution, lying between those of inorganic scintillators and HPGe.

The uncertainties provided by the study’s participants are underestimated as they only take into account the uncertainty in determining the area of the photoelectric peaks. As such, the better resolved detectors have significantly lower uncertainties than others. This is likely to bias the statistical performance criteria where measurement uncertainty is involved.

This effect can be seen from the results provided by team 4 which, using the lowest resolution detector (LaBr$_3$(Ce)), submitted the highest uncertainties. Team 4’s depth limit

---

**Table 8** Estimates of the variance components due to the repositioning effect for each team at site A

| Team | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   |
|------|-----|-----|-----|-----|-----|-----|-----|-----|
| $\hat{\mu}$ | 56.4 | 24.28 | 888 | 67.6 | 8.5 | 12.7 | 765.2 | 427.0 |
| $\hat{\sigma}^2_{\text{repos}}$ | – | 0.5976 | 349.7 | 2.079 | – | – | 16.22 | 1.156 |
| $\hat{\delta}_{\text{repos}}$ | – | 0.77 | 19 | 1.4 | – | – | 4.0 | 1.1 |

Dashes are displayed in place of estimates when the effect of the factor repositioning is not significant.
estimate for Ba-133 (a low energy emitter) appears to be the most underestimated, this may be due to its lower sensitivity to low energy emissions (X-ray photons and electrons). Team 1, using the very small CZT detector, submitted larger uncertainties. Similarly to team 4, team 1’s depth limit estimate for Ba-133 appears to be underestimated. This may be due to the very small size of the sensor. The results of team 7 using the unshielded HPGe detector are difficult to explain. It is interesting to note that the HPGe detector that provides the highest limiting depth for Ba-133 is the HPGe GL2020 detector optimised for low energy measurements. Finally, the two HPGe detectors with the closest dimensions (team 3 and team 5&6) submitted similar results.

Regarding the depth limit estimates for Eu-152, team 4, using the lowest resolution detector (LaBr3(Ce)), provided the highest uncertainties but this time its depth limit estimate is the highest. Team 1, using the very small CZT detector, also submitted large uncertainties and, similarly as for Ba-133, their depth limit estimate for Eu-152 appears underestimated. This may still be due to the very small size of their sensor. The results of team 7 using the unshielded HPGe detector are once again difficult to explain, contrary to the previous low energy emitter depth limit estimation, team 7’s estimate was the lowest of those for Eu-152. It is interesting to note that the HPGe GL2020 detector optimised for low energy measurements (team 2) that provided the highest limiting depth for Ba-133, also provided the highest estimate for Eu-152. Finally, the two HPGe detectors with the closest dimensions (team 3 and team 5&6) submitted similar results.

The results for the combination of Ba-133 and Eu-152 depth limits are very similar to those for depth limit estimates presented for Eu-152.

In estimating the ratio of the two isotopes of Eu, it is important to note that their emissions are different but sufficiently similar for spectral interferences to occur, especially when Co-60 is also present. The better resolved detectors are thus expected to provide better results. The detector that provides the lowest value remains the CZT (team 1), which is very small despite its medium resolution. The relative

---

### Table 9
Estimates of the variance components due to the repositioning effect for each team at site B

| Team | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   |
|------|-----|-----|-----|-----|-----|-----|-----|-----|
| $\hat{\mu}$ | 177.5 | 89.88 | 2862 | 178.4 | 23.108 | 34 | 2647 | 1515.4 |
| $\hat{\sigma}_{\text{repos}}^2$ | 16.06 | 0.908 | 713.4 | 13.66 | 0.0069 | – | 307.0 | 4.228 |
| $\hat{\sigma}_{\text{repos}}$ | 4.0 | 0.95 | 26 | 3.7 | 0.083 | – | 18 | 2.1 |

Dashes are displayed in place of estimates when the effect of the factor repositioning is not significant.
uncertainty provided is the highest (around 30%). Team 2, with its low-energy sensitive HPGe detector, provides an estimate close to the consensus value, with larger uncertainties than detectors of a similar type. Probably for this reason team 4, with its less resolved scintillation detector, provides the highest estimate of the ratio with a very large relative uncertainty (~27%). Again, team 3 and team 5&6 submit comparable results, using their similar detectors. The results of team 7 using the unshielded HPGe detector are close to the consensus value, but again it is difficult to comment.

For the measurement of Cs-137 surface activity, the results submitted by all participants are very scattered. Teams 3 and 5&6 submitted very low results which remained close to each other. Team 4 with its inorganic scintillator submitted a low value with large uncertainties, probably due to the low counting rate. Teams 1 and 2 submitted similar results both in terms of absolute values and relative uncertainties. As for the non-collimated detector, its estimate of surface activity was the highest, probably interfered by the ambient radiation coming from the biological shield as a whole.

**Conclusion**

Despite the wide variety of detectors used, the majority of the parameters measured show consistent results. A limiting point in the statistical interpretation of the submitted results concerns the reported uncertainties, as they are known to be heavily underestimated. The low-level contamination measurements show the limitations of on-site measurements in a high noise environment wherein, notwithstanding collimation, the noise will often disturb the detector measurements.

**Supplementary Information** The online version contains supplementary material available at [https://doi.org/10.1007/s10967-022-08319-9](https://doi.org/10.1007/s10967-022-08319-9).
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