A Spatio-Temporal Schedule-Based Neural Network for Urban Taxi Waiting Time Prediction
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Abstract: Taxi waiting times is an important criterion for taxi passengers to choose appropriate pick-up locations in urban environments. How to predict the taxi waiting time accurately at a certain time and location is the key solution for the imbalance between the taxis’ supplies and demands. Considering the life schedule of urban residents and the different functions of geogrid regions, the research developed in this paper introduces a spatio-temporal schedule-based neural network for urban taxi waiting time prediction. The approach integrates a series of multi-source data from taxi trajectories to city points of interest, different time frames and human behaviors in the city. We apply a grid-based and functional structuration of an urban space that provides a lower-level data representation. Overall, the neural network model can dynamically predict the waiting time of taxi passengers in real time under some given spatio-temporal constraints. The experimental results show that the granular-based grids and spatio-temporal neural network can effectively predict and optimize the accuracy of taxi waiting times. This work provides a decision support for intelligent travel predictions of taxi waiting time in a smart city.
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1. Introduction

Over the past few years, with the rapid development of smart cities that provide many high-tech opportunities and novel services to human beings and decision-makers, transportation systems have also gradually evolved toward the concept of “smart travel”. Smart cities have the potential to offer novel interactive applications for either optimizing routes at the local level or transportation planning schemas at the city level [1]. As one of the major means of transportation in the city, taxis have the advantage of flexibility and convenience, and can often meet residents’ travel demands [2]. However, there is often an imbalance between taxi supplies and demands, this leading in many cases to long waiting times and thus an urgent need for reasonable and effective automated solutions [3]. With the aim of bridging the gap between taxi demands and supplies with smart travels, this research introduces a neural network approach whose objective is to predict passengers’ taxi waiting times and provide passengers with optimized waiting places. Our approach is based on a combination of an optimized neural network, a grid-based spatio-temporal and functional structure of urban space and integration of multi-source data. Spatio-temporal and semantic data give the input of our modelling approach, from a selection of urban points of interest, historical taxi trajectory data including waiting times at specific locations and weather data. The whole approach is experimented in the Wuchang District of Wuhan in China using a set of real taxi trajectories recorded over a significant enough period.
of time and illustrated by a case study application that shows the interest of the whole modelling approach.

The rest of the paper is organized as follows. The next section provides a study of related work. Section 3 introduces the principles behind our behavioral model and develops the neural network modelling approach. Section 4 reports on the experimental results, while Section 5 draws the conclusions and suggests a few perspectives for further work.

2. Related Work

Nowadays, most urban taxis have GPS positioning systems make massive taxi trajectory data easily available. Massive taxi trajectory data contains valuable data on urban transportation patterns as well as driving behaviors, and then useful references for studying urban residents’ activities and giving a global picture of an urban transportation system. This led to the concept of “urban computing” that offers new computerized models of the city and further opportunities for mining and discovering urban trajectory patterns [4]. Indeed, before the emergence of smart cities, modelling and simulating urban taxi behaviors was, for instance, modelled using online algorithms and linear programming, taking into account taxi availability, pricing, number of passengers and waiting times [5]. Passenger flows between large urban areas were modelled using a demand–supply equilibrium of taxi services under competition and regulation and minimizing passenger waiting times [6].

With the development of IoT data, data-driven smart city computing has become an alternative promising resource for urban traffic flow analysis [7,8]. Incremental approaches based on historical taxi trajectory data can be applied to approximate both taxi demands and allocations to passengers [9]. Neural networks are also used to predict the demand for taxis to serve the drivers. In order to predict the demand of taxis to help drivers plan their routes, the CNN-BiLSTM attention neural network has been introduced to predict taxi demand [10]. Overall, it was shown that urban spatial-temporal flow prediction is of great importance to traffic management, land use, public safety, etc. Urban flows are affected by several complex and dynamic factors, such as patterns of human activities, weathers, events and holidays [11]. Modeling this type of data can be enhanced by deep learning approaches [12]. An attention-based convolutional recursive network was applied to predict taxi demands and correlate times and places [13].

Unlike demand forecasting, neural networks were hardly applied with multi-source data to forecast passengers’ waiting time. Nowadays, the most widely used method is to repair and analyze a taxi path based on GPS trajectory to predict taxi waiting times. For instance, a bus route map can be constructed and segmented, based on real-time bus GPS data to derive a path-based waiting time prediction [14]. A similar idea is used by applying three models to predict upstream bus routes separately to provide short-term forecasts for public transportation [15]. Large GPS trajectory data are empirically processed to derive taxi waiting time probabilities at some given locations and times [16]. Similarly, routing protocols and path-finding models are used as references for also deriving taxi waiting times at some given locations [17]. Elsewhere, the XGBoost algorithm is applied to predict static waiting times of taxis [18]. A crossroad network-based Markov decision process scheme is suggested to recommend taxi waiting place [19]. Recently, the importance of spatio-temporal features in traffic flow predictions is receiving more and more attention. The spatio-temporal features of the trajectory images are used in the prediction while the influence of space and weather are ignored [20]. GPS data is used to discover the impact of weather on human flow patterns [21]. The spatio-temporal semantics of the area are inferred to improve the accuracy [22]. Considering that a certain sequence may exist when people pass through the different geographic regions, time and space factors are utilized in learning the sequence rules of vehicles passing through different geographic functional regions [22].

Overall, while there has been valuable progress in the way historical taxi trajectory data are combined with city traffic flow calculation, it appears that the accuracy of urban taxi waiting time prediction models still needs to be further improved. In particular, many
factors are not taken into account, from taxi driving rules to passenger behavior in the city according to different timelines [23]. Furthermore, urban taxi drivers are rarely affected by dispatch centers, especially in China. In recent years, car-hailing apps appear as valuable solutions through which a passenger can directly order a taxi online. Taxi dispatching algorithm used in car-hailing apps have a great impact on the taxi running rules, which effectively reduced waiting times to a certain extent. The mode of demand–response (DR) taxi, such as Didi in China, UBER in the USA is able to show the waiting times for users, while this is the possible waiting time taken to drive from the location of the taxi whose driver is willing to go to the user’s place. The length of this waiting time in DR mode is decided by the distance between the responding taxi and user. Users always prefer to know the possible arrival time of the 1st empty taxi that is based on historic experiences. Learning taxi running rules from a large amount of historic taxi trajectory is a promising method for the waiting time prediction. This paper introduces a spatio-temporal schedule-based neural network model for urban taxi waiting time prediction. Based on the implicit influence of time, location, weather and urban residents’ daily schedules, the neural network was designed to learn taxi running rules for deriving the most accurate prediction of taxi waiting times.

3. Materials and Methods

3.1. Urban Residents’ Temporlal Behavior

As previously mentioned, taxis play an important role in urban public transportation. Urban residents’ travel behaviors are directly associated with the taxis’ running laws in the city [24]. Such patterns generally reflect urban residents’ life, working habits, and studies among many activity categories. They are influenced by many factors that reflect human, urban, and socio-economical environments. Different human categories act in the city from state civil servants, business and administrative professionals, and students, retired people, and other professional categories [25,26]. Among many factors that impact taxi waiting times, residents’ working and leisure habits, and a distinction between different functional areas in the city constitute key factors. Moreover, the differences between working days, weekends and holidays are major criteria to consider [5,6]. All these parameters are considered by our neural network modelling framework, as well as functional and spatial differences in people’s behavior in the city. This leads us to setup different temporal interval divisions for holidays and working days to reflect differences in people’s behavior. Without the loss of generality, we assume a temporal representation of residents’ behaviors in the city at the macro level as follows for either weekend or holidays:

- Between 05:00 to 08:59, in the early morning, most of the residents are resting at home while only a small number of them are active;
- From 09:00 to 13:59, when it comes to the morning to early afternoon rush, some of the residents are going out and performing some essential activities while others are staying at home;
- Between 14:00 and 17:59, it is afternoon peak, and residents generally have a need for some leisure activities such as shopping and dining;
- From 18:00 to 23:59, it is evening peak, including evening meals and travels back to home activities;
- From 24:00 to 04:59, people are generally sleeping at night peak.

Among many patterns that appear, students and working people generally have the relatively close distribution of activity patterns for a usual weekday [27]. During working days, and the night is divided into two parts, the first part is from 23:00 to 03:59, which means most of the residents are at their bedtime. The latter half of the night is from 04:00 to 06:59, called end of night. At the same time, some individual operators, such as breakfast shop operators, sanitation workers, and so on, have arrived at the time of business. Between 07:00 and 08:59, it is the first rush of urban residents’ daily travel, called the morning rush. In the meantime, both students and workers need to go to school and work. From 09:00 to 11:59, it is study time for students in school and office time for
office workers in the company, and this time it is also working time for other occupations. Residents’ activities tend to be stable in that temporal period, which is the first flat peak period of urban residents’ daily work in a day. Then here comes the lunch break, which is from 12:00 to 14:29, people usually go for lunch or have a short time to go home. After that, between 14:30 and 17:30, it is afternoon time for school and work. Between 17:31 and 20:59, the second rush of the day is called the evening rush, the number of outdoor activities such as students leaving school, office workers returning home from work or shopping becomes larger. From 21:00 to 22:59, residents usually return home to rest after evening activities, ushering in the second small rush of the day, called late evening.

3.2. Urban Functional Distribution and Points of Interest in the City

An important assumption of our modelling approach to complement the temporal distribution of human activities developed in the previous section is to consider functional distribution and spatial structuration of the city layout. In order to do so, we consider the distribution of function points of interest in the city. Without the loss of generality, and to experiment our approach with real data, we integrate Gaode City POIs (points of interest) categorized into different activities, namely: shopping, education, commercial residences, scenery, catering, public facilities, transportation facilities, life, sports, medical treatment, government and accommodation. Based on this data, we further subdivided POIs into 19 kinds of categories: catering services, public facilities, shopping services, commercial housing and living services, sports leisure services, scenic spot, science and education, cultural services, private clinics and hospitals, accommodation services, government agencies and social organizations, companies, ATM and Banks, car parks, large commercial circle, large hospitals, large venues and bus stations. Since the activity rules of some large venues, such as stadiums, science and technology centers, children’s palaces, large business districts, scenic spots and general hospitals are highly dependent on holidays and working days, scenic spots, large venues, large business districts and general hospitals are classified as special functional areas. The resulting categories of POI are shown in Table 1 below.

| Functional Area Category | The Name of the Table | Whether Special Functional Area |
|--------------------------|----------------------|---------------------------------|
| Public utilities         | poi_02_gonggongsheshi| No                              |
| Bus stations             | poi_18_gongjiaozhan  | No                              |
| Parking lots             | poi_14_jiaotongsheshi| No                              |
| ATM and banks            | poi_13_ATMyinhang    | No                              |
| Government agencies and social groups | poi_11_zhengfujigou | No                              |
| Sports leisure services  | poi_06_tiyuxiuxian   | No                              |
| Life services            | poi_05_shenghuofuwu  | No                              |
| Food and beverage services | poi_01_canyin      | No                              |
| Private clinics, specialist hospitals | poi_09_zhuangkeyiyuan | No                              |
| Companies                | poi_12_gongsiqiye    | No                              |
| Accommodation services   | poi_10_zhusufuwu     | No                              |
| Business residences      | poi_04_shangwuzhuzhai| No                              |
| Science and education culture services | poi_08_kejiaowenhua | No                              |
| Shopping services        | poi_03_gouwu         | No                              |
| Scenic spots             | poi_07_fengjing      | Yes                             |
| Big business circles     | poi_15_daxingshangquan| Yes                           |
| Large hospitals          | poi_16_daxingyiyuan  | Yes                             |
| Large venues             | poi_17_daxingchangquan| Yes                           |
| No function area category identification | poi_19_null | No                              |

Since the same geographic grid location may have multiple functional area properties, the three dimensions of comprehensive economic gravity, traffic accessibility and financial connection network will determine the dominant weight of each type of functional area based on the premise of the interaction intensity of factors such as inter-city economic flow,
people flow and logistics, and capital (financial) flow [28]. According to the weight of the dominant position in the unit grid, the functional area category of the grid is determined as its highest priority.

3.3. Analysis of Weather Affecting Taxi Passenger Behavior

Weather conditions are also important factors affecting the residents’ daily itineraries. People often choose whether to travel, the choice of means of travel and the arrangement of travel routes according to weather conditions [29]. Different weather will cause different fluctuations in the balance between the supply and demand of taxis and taxi passengers. Moreover, under the same weather, the behavior of passengers in different functional areas is likely to diverge. For example, residents in residential areas might less travel when it rains, thereby reducing the demand for taxis, while the demand for taxis in shopping service areas may surge.

Generally speaking, weather and temperature are important factors, for example, with sunny days, and residents have many choices of travel modes. People always choose to walk or share bicycles for short distances and choose urban rail transit or buses for longer distances. That is to say, the supply and demand relationship between taxis and passengers is in a relatively balanced situation on a sunny day. However, when the temperature reaches 35 °C or higher, residents are likely to reduce their trips and prefer taxis as convenient, flexible and not crowded. In rainy weather, residents’ travel time will increase, the willingness and frequency of travel will be weakened. At the same time, due to weather, the time and cost of the journey will also increase [30,31]. The amount of rainfall will also affect the behavior of taxi passengers. Light rain may promote the demand for taxis in large commercial districts, but heavy rain will have the opposite effect. In winter, it is difficult for road residents to travel in snowy cities, and the number of people who choose to travel by taxi will increase. Weather problems have aggravated road congestion and the situations in which vehicles are prone to slip and brake during driving, making it difficult for drivers to drive. Cloudy skies, fog, and hail can also affect the normal work of urban traffic, especially changing the daily demand for taxis by urban residents. When extreme weather occurs, urban traffic will fall into an abnormal state. For example, Wuhan experienced high temperatures, hail, and hurricanes on 11 August 2013, which negatively impacted citizens’ travel. In summary, this article divides the weather into ten categories: sunny, high temperature, overcast, light rain, moderate rain, heavy rain, snow, hail, fog, and extreme weather.

However, considering the relationship between weather and temperature, we only consider weather factors. On the one hand, weather suitable for travel is often accompanied by pleasant temperatures, and weather unsuitable for people to travel is often accompanied by severe temperatures. More importantly, the impact of weather on people’s travel is often greater. For example, even if the weather is pleasant, people are often reluctant to go out if it rains or is foggy. In summary, this model mainly uses weather factors to measure the impact of climate on people’s travel.

3.4. Multi-Source Data Fusion Based on a Spatio-Temporal Grid
3.4.1. Data Preprocessing

Evaluating the quality of incoming taxi trajectory data is a key issue to evaluate the accuracy and reliability of the developed model. Typical error data are as follows:

- Location error: GPS coordinate data are missing or gives an incoherent location;
- Speed error: a taxi speed exceeds a driving speed threshold;
- Data source error: data are not generated by a taxi GPS device;
- Status error: a taxi is in an ineffective state such as fortification and outage in taxi running.

The data preprocessing process first filters most common errors by observation and programming. After that, the application of Douglas–Peucker optimizes the trajectory point paths in order to resolve GPS drifts problems as suggested [32]. As illustrated in Figure 1, the track point $P$ and the adjacent track points before and after it $P_p, P_n$ form a
track triangle. The trajectory point \( P \) is projected onto the edge \( P_nP_p \), and its projection length is \( H \). If \( H \) is greater than the specified drift error, this point \( P \) is withdrawn. The drift error is set to the size of the map grid.

![Figure 1. Track triangle for checking the drift track points.](image)

Then, the trajectory point \( P \) is projected onto the edge \( P_nP_p \), and its projection length is \( H \). If \( H \) is greater than the specified drift error, delete it. In this paper, the drift error is set to the size of the map grid.

3.4.2. Spatio-Temporal Grid Structuration

Considering the urban planning layout, geographical topography, resource allocation and other factors affecting the waiting time of taxi passengers, we choose to mesh the map into several grids of unit size \([33,34]\). Taking into account that, if the map grid is set too large, the actual meaning of the recommended waiting point will be lost. This is because, on the one hand, people are unwilling to move too far, and on the other hand, it takes too long to move to a better waiting point. Time is not necessarily the time difference between the two waiting points. When the map grid is set too small, the prediction may be inaccurate. This may be due to the small difference between the waiting time of the adjacent area or the unreachable location that is too close (if possible, in the house or the middle of the road, etc.). In view of the above considerations, this article sets the map grid size at 50 m × 50 m. The details of the map grid are shown in Figure 2 \([35]\).

The minimum and maximum values of longitude and latitude in the grid are calculated based on the length and width of the grid and the longitude and latitude values of the center point of the grid, that is, the range of the grid. The form and meaning of grid information are shown in Table 2.

The continuous trajectory of the taxi can be discretized by the grid operator of the administrative map. Match and compare the spatio-temporal data of waiting time data, POI data, taxi trajectory data, rest time data and geospatial data, so as to map the multi-source data to each grid respectively. The specific mapping method will be shown in Section 3.4.3.
Figure 2. Mapping grid structure.

Table 2. Map grid information data.

| Field Name | Field Type | Description |
|------------|------------|-------------|
| fishnet_id | int (11)   | Grid id number |
| POINT_X    | double     | Grid center point x-axis coordinate |
| POINT_Y    | double     | Grid center point y-axis coordinate/° |
| Longitude_min | decimal (10, 6) | The longitude of the grid/° |
| Longitude_max | decimal (10, 6) | The longitude of the grid/° |
| Latitude_min  | decimal (10, 6) | The latitude of the grid/° |
| Latitude_max  | decimal (10, 6) | The latitude of the grid/° |

Table 3 is a data fragment intercepted from the map grid information table read from the database.

Table 3. Map grid information table data segment.

| Fishnet_id | Longitude_min | Longitude_max | Latitude_min | Latitude_max |
|------------|---------------|---------------|--------------|--------------|
| 1          | 114.232525    | 114.234807    | 30.53251     | 30.534308    |
| 2          | 114.232974    | 114.235256    | 30.53251     | 30.534308    |
| 3          | 114.233424    | 114.235706    | 30.53251     | 30.534308    |
| 4          | 114.233873    | 114.236155    | 30.53251     | 30.534308    |
| 5          | 114.234322    | 114.236604    | 30.53251     | 30.534308    |

3.4.3. Multi-Source Data Fusion

Taxi GPS data include taxi ID, recorded time, geographical location (longitude and latitude), driving speed, driving direction, passenger load and other information. A large number of taxi trajectory data with high accuracy, wide coverage and rich content have become an important data source for studying the travel rules of urban residents [16]. The common key taxi trajectory data structures are shown in Table 4.
Table 4. Common taxi trajectory data table.

| Field Name   | Field Type       | Description                        |
|--------------|------------------|------------------------------------|
| T_TargetID   | varchar (255)    | Data id number                     |
| T_UTCT       | decimal (15)     | Timestamp(Unix)                    |
| T_Longitude  | decimal (10, 6)  | Longitude/°                        |
| T_Latitude   | decimal (10, 6)  | Latitude/°                         |
| T_Speed      | decimal (10, 6)  | Driving speed(km/h)                |
| T_Heading    | decimal (10, 6)  | Driving direction/°                |
| T_Status     | decimal (10)     | Driving status                     |

Table 5 shows some data fragments of common taxi trajectory data. Among them, T_Status means the taxi carrying passengers. As the value is 26,144, the taxi is carrying passengers, while the value is 0 means that the taxi is empty.

Table 5. Common taxi trajectory data fragments.

| T_TargetID       | T_UTCT            | T_Longitude | T_Latitude | T_Speed | T_Heading | T_Status |
|------------------|-------------------|-------------|------------|---------|-----------|----------|
| MMC8000GPSANDASYN051113-23416 | 1392235225 | 114.301990  | 30.606773  | 8.705277 | 28.17     | 262,144  |
| MMC8000GPSANDASYN051113-24802 | 1392235226 | 114.285118  | 30.585786  | 8.391806 | 43.75     | 262,144  |
| MMC8000GPANDASYN051113-22877 | 1392235226 | 114.279390  | 30.577443  | 0       | 0         | 0        |
| MMC8000GPSANDASYN051113-22257 | 1392235225 | 114.345786  | 30.56768   | 10.719722| 38.76     | 262,144  |
| MMC8000GPSANDASYN051113-24534 | 1392235225 | 114.312878  | 30.540951  | 16.814444| 13.71     | 262,144  |

The continuous track of taxis is discretized by the grid operation of the administrative map. The waiting time data, POI data, taxi track data, work and rest time data and geospatial data are mapped to each grid according to the underlying spatio-temporal data, so that each grid unit contains the fused multi-source data. The details of the map are shown in Figure 3.

Figure 3. Multi-source data fusion.

After cleaning and extracting historical waiting time data, POI data, taxi trajectory data, work and rest time data, and geospatial data, the entire map area is divided into a size of 50 m × 50 m, and each grid generates 13 grids. It is divided into time segments and includes five characteristic data: historical space trajectory, residents’ work and rest rules,
residents’ work and rest time, urban functional areas, and traffic accessibility to form a multi-data space–time grid shown in Figure 4.

![Figure 4. Multi-source data fusion method.](image)

3.5. Spatio-Temporal Rules Neural Network Model

3.5.1. Neural Network Model Design

The waiting time of a taxi passenger can be approximated according to Equation (1).

$$t_{\text{wait}} = \frac{t - t_{\text{loc first}} - t_{\text{current}}}{\text{num}} * \sigma$$

(1)

In the equation, \(t - t_{\text{loc first}}\) denotes the time for a passenger to encounter the first empty taxi at a given location \(\text{loc}\). \(t_{\text{current}}\) denotes the time point at which the current passenger is waiting for a taxi. \(\text{num}\) denotes how many times an empty taxi appears at the current location and current time in historical taxi trail. \(\sigma\) is an empirical value, describing the relevance between \(t - t_{\text{loc first}}\) and \(t_{\text{current}}\). The value of \(\sigma\) ranges from 0 to 1. Without the loss of generality, \(\sigma\) is set to 1 based on practical experience.

In order to better adjust the number of hidden layers of the neural network, this study adjusted the settings for predicting positive examples. Normally, passengers can put up with the longest waiting time at about 2 min, and 30 s of waiting time enable passengers to have best experience. This paper assumes that if the difference between the predicted value and the actual value does not exceed 30 s, a positive example will be identified.

The neural network training model is optimized by the characteristics of waiting time, trajectory historical and POI data, behavioral and spatial data. The result will be taxi
waiting times distributed along the grid spatial and temporal representation of the city. The time–space feature optimization neural network model is shown in Figure 5.

![Diagram of time-space feature optimization neural network model]

**Figure 5.** Time–space feature optimization neural network model principles.

As demonstrated in related work, as long as there is a three-layer BP neural network with a hidden layer, any mapping function can be approximated [36]. We compare our neural network model results constrained by time and space features with up to four different hidden layers. It can be seen from Table 6 that the model with 2 hidden layers gave the highest accuracy.

**Table 6.** Error table for different hidden layers.

| Hidden Layer | 1       | 2       | 3       | 4       |
|--------------|---------|---------|---------|---------|
| Accuracy     | 92.5%   | 94.1%   | 93.3%   | 90%     |
| Error        | $9.94 \times 10^{-5}$ | $9.27 \times 10^{-5}$ | $9.98 \times 10^{-5}$ | $9.72 \times 10^{-5}$ |

Therefore, the model uses a BP neural network with a five-layer structure of fully connected, as shown in Figure 6 below.
The characteristic input values of the neural network model are represented by the main factors that influence the waiting time of taxi passengers in the grid as follows:

- X1 is the time slice corresponding to the urban residents’ daily schedule;
- X2 is based on POI data according to different urban functional area categories;
- X3 marks whether the day is a holiday;
- X4 determines whether the grid is in a particular location, such as a large business district, a large stadium and a general hospital.

The output layer is the output Y of the neuron, which reveals the time it takes for a passenger to wait at the grid for the first empty taxi. We use the ReLu function as the neural network activation function. Because of the linear characteristics of the ReLu function, the negative value of the function is 0, while the positive value does not change, i.e., one-sided suppression. The neurons in the neural network are also sparsely activated, making it easier to learn and optimize. For nonlinear functions, the ReLu function overcomes the vanishing gradient problem because the gradient of the non-negative interval is constant, so that the convergence speed of the model is maintained in a stable state. The ReLu function formula is shown in Equation (2).

\[
\text{ReLU}(x) = \max(0, x)
\]  

Adam is a first-order optimization algorithm for the iterative updating of neural network weights by training data. It occupies less memory during operation and has strong computing power, so it can replace traditional stochastic gradient descent and is suitable for solving large-scale data problems in the paper. The Adam algorithm is a random objective function-step optimization algorithm based on low-order adaptive moment estimation, and it is not easy to fall into the local optimum and has a fast update speed. Therefore, Adam uses the adaptive learning rate optimization algorithm to update the network parameters [37].

3.5.2. Model Prediction Process

The sections below introduce and analyze the characteristics of residents’ spatio-temporal behaviors according to the types of urban functional areas, and put forward the main factors affecting the taxi waiting times. A difference is made between working days
or holidays, location and functional area types and POI where passengers are located and taken into account. These dynamic spatio-temporal environmental data directly affect the distribution of taxi carriage. The forecast flow chart for taxi passenger waiting times based on an optimized neural network is shown in Figure 7.

**Figure 7.** Spatio-temporal feature optimization neural network flow.

The forecasting process for the taxi passengers’ waiting times based on the spatio-temporal feature-optimized neural network model is as follows:

Step 1: First, initializes the network and normalize multivariate data.

Step 2: The neural network propagates forward to calculate the prediction of urban taxi waiting time.

Step 3: Use gradient drops to calculate the loss of each neuron.

Step 4: The neural network backpropagates the error information and updates the weights and biases of each neuron.

The Adam optimization algorithm was applied to update the network parameters.
4. Results and Discussion

4.1. Experimental Environment and Data Set

The hardware platform is an Intel (R) Core (TM), i7-8550U CPU s 1.80 HZ, windows 10, 8G memory. The experimental computing environment is Python 3.5, TensorFlow 1.7.0 and Keras framework.

Taxi trajectory data came from Wuchang District of Wuhan, Hubei Province, from 13 February 2014 to 19 February 2014, 6,705,086 taxi trajectory data were excluded in total by abnormal data cleaning, covering working days, holidays and special holidays (Valentine’s Day), which are typically representative and stable [38]. To reflect real-life situations better, we divided the test set and training set into two parts according to date. We divided the total 70-day trajectory data by date. The training set contains 60-day trajectory data, and the test set contains 10-day trajectory data.

Wuchang District’s geographical location is 114°14′ E–114°30′ E, 30°32′ N–30°37′ N, divided into 84,048 grids according to 50 m × 50 m units using ArcGIS10.3 [26]. There are 34,195 POI data in Wuchang. There are 6,705,086 trace data after the meshing of the permeation feature, of which 5,705,086 data are selected as training data, of which 1,000,000 data are used as test data. The test data is used as a sample data input for the trained BP neural network. The system is applied to different temporal periods and functional area taxi forecast, because the mean absolute error (MAE) intuitively reflects the deviation degree between the experimental prediction results and the actual value, so MAE evaluates the experiment results. The evaluation formula is as follows:

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - y'_i| \tag{3}
\]

N represents the number of experimental results, \(y_i\) indicates the actual time a given passenger waits for the first empty car, and \(y'_i\) indicates the prediction time for that passenger to wait until the first empty car.

4.2. Experiment Analysis and Discussion

4.2.1. Effect of Temporal Features on the Predictive Models

A total of 24 consecutive hours of the working day were divided into 8 time periods according to Section 3.1, and 24 consecutive hours during holidays that were divided into 5 time periods. The system predicts the waiting time for taxi passengers on weekdays and holidays. The MAE values are shown in Table 7 below, while the main patterns are illustrated in Figure 8.

Table 7. MAE value of each time segment.

| Time Lice          | MAE (s) |
|--------------------|---------|
| work day: 4:00–6:59| 71.32   |
| work day: 7:00–8:59| 56.78   |
| work day: 9:00–11:59| 24.12   |
| work day: 12:00–14:29| 21.5    |
| work day: 14:30–17:29| 30.96   |
| work day: 17:30–20:59| 33.85   |
| work day: 21:00–22:59| 19.67   |
| work day: 23:00–3:59| 34.63   |
| holiday: 00:00–4:59| 55.5    |
| holiday: 5:00–8:59| 37.49   |
| holiday: 9:00–13:59| 32.46   |
| holiday: 14:00–17:59| 34.33   |
| holiday: 18:00–23:59| 62.24   |
It can be seen in Figure 8 that among the prediction effects of different time segments, the worst MAE value is 71.32 s, that is, passengers’ waiting time can be satisfactory predicted at any time segment. The average error of time prediction is always less than 1.5 min, and it can be considered that passengers can obtain reasonable predicted waiting time in different time periods.

Through the trend chart, one can find that whether it is a weekday or a holiday, the forecast error of the passenger waiting time during the day is relatively small. This may be caused by the relatively fixed behavior pattern of urban taxis during the day. Furthermore, the waiting time for taxis in the daytime itself may be less, so there will be no excessively large forecast deviations. In addition, in most time periods, the waiting time prediction error during holidays is higher than that of working days. The reason may be that different holidays have inconsistent influences on the behavior of taxis. For example, on National Day, a large number of foreigners will flood into the city, leading to a shortage of urban taxi supply. On the tomb-sweeping day, although residents travel more, there are fewer taxis as a way of travel, so the supply of taxis is excessive. Therefore, the further optimized model needs to analyze different holidays.

4.2.2. Effects of Spatial Dimension on the Predictive Models

The urban functional area is divided into 19 categories according as presented in Section 3.2. The model used in this paper predicts the waiting time of passengers according to different functional area categories, the MAE value of predicted passenger waiting times for different ribbon categories is shown in Figure 9 below.
As shown in Figure 8, the predicted MAE values of different functional areas are within a certain range, the highest MAE value is 73.28 s while the best one is only 17.68 s. Among all the functional areas, locations close to taxi companies have the smallest error. This is because the mobility characteristics of taxis near companies are the most obvious whether on weekdays or holidays, so their taxi operation patterns are also the easiest to capture. As areas such as Government agencies and social groups, and bus stations are often located in remote locations with fewer taxis, the waiting time for taxis is longer and has strong randomness there. The prediction error is relatively big in such areas. Areas without function category identification are difficult to predict its taxi waiting time due to its fuzzy characteristics, so its prediction effect is worse than other areas.

To solve the relatively high prediction error of taxi duration near no function area category identification, the surrounding trajectory data can be used to model its urban functional attributes. Furthermore, trajectory data can fit such non-characteristic geographic areas by time periods to better simulate the real situation.

4.2.3. Effect of Weather Features on the Predictive Models

According to the provisions of Section 3.1, this paper divides the weather into 10 types. Under different weather conditions, the minimum MAE value of waiting time for taxi passengers predicted by this system is 24.05 and the maximum is 63.5. Moreover, the MAE value of predicted passenger waiting times for different weather is shown in Figure 10 below.
4.2.4. The Comparison of Prediction Results with Different Related Models

The algorithm model proposed in this paper is compared with the original unsolved three-layer BP neural network algorithm model mentioned in a related work widely applied [39], and to an algorithm based on empirical distribution prediction waiting time [16]. Hereafter, denoted as SF1, SF2 and SF3, respectively.

The SF3 algorithm predicts ride-hailing probability and waiting time based on the empirical distribution of historical data, and updates the model based on incremental learning. The initial estimate of the waiting time in a known time granularity unit is the mean value of the waiting time at the relevant time and place. For the new time granularity, the optimized waiting time prediction value is:

$$p_{\text{new}}^\text{new} = \frac{\rho \times p_{\text{new}}^\text{old} \times b + (1 - \rho) \times p_{\text{old}}^\text{old}}{\rho \times b + (1 - \rho)}$$

where $p_{\text{new}}^\text{new}$ is the initial estimated value of the waiting time in the new time granularity unit; $p_{\text{old}}^\text{old}$ is the optimized waiting time predicted value in the original data when no new data is added. $b$ is the number of time granularities contained in the original data. The volatility coefficient $\rho$ is used to measure the importance of existing data and new data in the forecasting process.

Figure 10. Prediction effect of different weather features.

It appears that the more deeply the weather affects people’s lives, the greater the impact on the waiting time of taxis. There may be three reasons for this pattern. First of all, weather that causes less impact, such as sunny and cloudy days, will not bring major changes to the flow of taxis. Secondly, terrible weather is likely to increase taxi waiting times, so it is easier to predict with larger errors which cause the larger MAE value. In addition, extreme weather has less data, so its influence rules are difficult to learn by neural networks.
In SF3, the feature point-location set and feature-time set are selected. The feature points are used to replace the adjacent data in GPS historical data (GPS historical data is transformed into a large number of feature point historical data). The waiting time of a feature space–time point is equal to the average of the data replaced by it in the original data. Therefore, the waiting time of each feature space–time point is calculated. A mapping model composed of the feature points and its waiting time is constructed. Then, the waiting time at a certain time and place can be predicted as the average of the waiting time of its adjacent characteristic time instants and space points. When the model needs to be updated due to new data, the waiting time of the feature–time–space points of the new data is calculated through the above process. Combining with t calculated from the old data. The new model is obtained according to the formula, where B is the number of feature points.

In order to enrich the feasibility of the experimental results, the experimental data is unified into 6,705,086 data with an accuracy rate added as one of the evaluation indicators.

\[ \text{acc} = \frac{|w_t - w_p|}{w_t} \times 100\% \]  

where \( w_t \) represents the true value, \( w_p \) denotes the model forecast value, and acc represents the accuracy of the model prediction results.

The MAE value and accuracy of the respective SF1, SF2 and SFF2 algorithm models are shown in Figure 11.

![Figure 11. Experimental result graphs of different algorithm models.](image)

As shown in Figure 11, the experimental results exhibited by our optimized neural network SF1 give a MAE value of 58.7 and an accuracy rate of 92.4%. In contrast, the original unsolved three-layer BP neural network algorithm model, namely SF2, gives a MAE value of 112.3 and an accuracy of 58.3%, and finally, the model SF3 gives a MAE value of 76.6, with an accuracy rate of 68.6%. Compared to the basic BP network, the approach developed in this paper considers additional time and space constraints, thus explicitly modeling taxi waiting time patterns, so the final accuracy rate is higher. As for SF3, although the trajectory of urban taxis reflects a certain trend, its randomness is still
very large for some locations. The neural network that integrates multi-source data and is constrained by temporal and spatial rules and then can better model taxi waiting rules in every corner of the city. In summary, the very probable reason for this output lies in the full integration of the behavioral and spatio-temporal characteristics of the city layout and the computational efficiency of the neural network model.

4.3. Prototype Application

In order to illustrate and visualize the potential of our model, a prototype application for taxi supply demand has been developed in the city of Wuhan. The objective of the application is to integrate some user’s spatio-temporal data to provide the application with waiting time predictions for some given user and taxi locations. The software architecture diagram is shown in Figure 12 below.

![Software Architecture Diagram](image)

**Figure 12.** Software architecture diagram.

Overall, one might note as far as the neural network is appropriately trained, computational times are relatively efficient as demonstrated by the application experiments developed so far. As shown in Figure 13, passengers who take a taxi in front of the university at noon are expected to wait 4.5 min before the first empty taxi can pass, with an accuracy rate of 87.1%; passengers who take a taxi in front of the community at midnight are expected to wait 5.1 min for the first empty taxi to pass, with an accuracy rate of 83.7%; passengers who take a taxi before the mall at 3 pm are expected to wait 3.9 min for the first empty taxi to pass, with an accuracy rate of 91.3%. Based on the waiting time prediction and sorting time, the prototype application further suggests the ride point with the highest success rate.
Figure 13. (a) Application used in front of the university at 12 noon; (b) application used in front of the community at 12 midnight; (c) application used before the mall at 3 pm.

5. Conclusions and Future Work

Over the past few years, the emergence of many sensor-based applications in urban environments progressively favors the emergence of the concept of smart cities. Among a wide range of novel services offered to urban residents and decision-makers, transportation on demand has radically changed the way operations are distributed amongst potential passengers and delivery companies. When considering and modelling taxi demand and supplies, many factors impact the waiting times of taxi passengers, from the efficiency of the urban network infrastructure to the functional organization of the city, to the optimization of taxi resources and passenger pickup locations, to traffic flows to mention a few examples [40].

The research developed in this paper introduced an experimental neural network model whose objective is to predict and optimize taxi allocation times to passenger demands in an urban environment. The approach is based on a close integration of multidimensional data, from historical taxi trajectories, to a spatio-temporal distribution of human behaviors in the city according to different functional, temporal constraints and weather. The applicability, accuracy and effectiveness of the proposed model are primarily compared with actual historical taxi trajectory data and a spatio-temporal behavioral model of urban residents. Lastly, the whole neural network approach is compared to a few alternative modelling approaches. We conducted experiments with 70 days of taxi trajectory data in Wuhan. The experimental results show that under the weather at any time and place, the MAE value of the prediction result of this model is less than 73.27, and the RSME value is less than 7.33. The results also show that our modelling approach performs relatively well in terms of accuracy and efficiency.

The advantage of this modelling approach is twofold: it can help taxi drivers to reduce the no-load rate while reducing waste of energy resources, and it can improve the balance...
between the supply and demand of taxis and passengers to some extent this being a key issue in taxi demand allocation tasks [40]. For passengers, predicting the waiting time in advance can also improve the success rate of taking a taxi and help passengers arrange their journey appropriately.

Although the research has made some preliminary progress, additional issues need to be further developed. Subsequent work will continue around the following three points: first by further optimizing the time–space modeling, such as different holidays and area without function category identification. Secondly, based on predicted taxi waiting times, the optimization of allocation pickup points might be still explored with further algorithmic approaches. Third, the generalization performance will be in consideration.
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