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Abstract

Millimeter-wave (mmWave) radar is widely used in vehicles for applications such as adaptive cruise control and collision avoidance. In this paper, we propose an IEEE 802.11ad-based radar for long-range radar (LRR) applications at the 60 GHz unlicensed band. We exploit the preamble of a single-carrier (SC) physical layer (PHY) frame, which consists of Golay complementary sequences with good correlation properties, as a radar waveform. This system enables a joint waveform for automotive radar and a potential mmWave vehicular communication system based on IEEE 802.11ad, allowing hardware reuse. To formulate an integrated framework of vehicle-to-vehicle (V2V) communication and LRR based on a mmWave consumer wireless local area network (WLAN) standard, we make typical assumptions for LRR applications and incorporate the full duplex radar assumption due to the possibility of sufficient isolation and self-interference cancellation. We develop single- and multi-frame radar receiver algorithms for target detection as well as range and velocity estimation within a coherent processing interval. Our proposed radar processing algorithms leverage channel estimation and time-frequency synchronization techniques used in a conventional IEEE 802.11ad receiver with minimal modifications. Analysis and simulations show that in a single target scenario, a Gbps data rate is achieved simultaneously with cm-level range accuracy and cm/s-level velocity accuracy. The target vehicle is detected with a high probability of detection (>99.9%) at a low false alarm of $10^{-6}$ for an equivalent isotropically radiated power (EIRP) of 43 dBm up to a vehicle separation distance of 200 m.
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I. INTRODUCTION

Vehicular radar and communication are the two primary means of using radio frequency (RF) signals in transportation systems. Automotive radars provide high-resolution sensing using proprietary waveforms in the mmWave band [1, Ch. 4]. They enable safety- and comfort-related functions, such as adaptive cruise control, blind spot warning, and pre-crash applications [2]. Vehicular communication allows vehicles to exchange safety messages or raw sensor data for applications such as forward collision warning, do-not-pass warning, and cooperative adaptive cruise control [3]. The default vehicular communication standard is dedicated short-range communication (DSRC), which is designed for low-latency using a WLAN-based physical layer and is allocated 75 MHz of licensed spectrum in the 5.9 GHz band [4]. Unfortunately, DSRC achieves data rates of at most 27 Mbps, much less than the requirement for applications such as full automated driving (based on raw sensor data exchange to enlarge sensing range), or precise navigation (based on downloading high-definition 3D maps), which require Gbps data rates [5].

A solution to realize the next generation of high data rate connected vehicles is to exploit the large bandwidths available in the mmWave spectrum. This could be achieved using a 5G solution, a 60 GHz unlicensed solution, or a proprietary waveform in dedicated spectrum [6]. Additionally, it is not only interesting to achieve higher data rates in vehicular communications, but it is also beneficial to have a joint communication and radar system that allows hardware reuse. In the past half-decade, a number of joint communication-radar systems have been proposed (see, e.g., [7] and the references therein). These approaches can be mainly classified as either a simultaneous system or a non-simultaneous system. In a simultaneous system, a single-carrier [8], [9] or a multi-carrier waveform [9]–[11] are used for both communication and radar at the same time. In a non-simultaneous system, radar and communication operate in different time intervals [12], [13]. Most of the prior work [7]–[10], [12], [13] used waveforms that are not based on a communication standard.

OFDM waveforms are popular for implementing simultaneous joint communication-radar systems at sub-6 GHz frequencies [9]–[11]. In [9], the radar parameters are estimated by leveraging the channel estimation technique for OFDM communication systems, where the samples obtained at the output of the OFDM communication receiver before channel equalization is divided by the known transmitted data symbol to obtain the DFT of the channel coefficients. In [10], radar parameters are estimated using classical correlation-based (matched filter) radar
processing approaches that exploit OFDM baseband signals. The independence of the estimated channel coefficients from the transmitted data in [9] allows a higher dynamic range (between the strongest and the weakest reflection) as compared to [10], without sacrificing processing gain and resolution. The sidelobe levels in [9], however, are not ideal for radar ranging. In [11], the IEEE 802.11p V2V communication standard was analyzed as in [9] for automotive radars. The IEEE 802.11p-based radar, however, cannot achieve cm-level range and cm/s-level velocity resolution, which are desirable in automotive radars [2], due to insufficiently low bandwidth. OFDM-based simultaneous systems also suffer from a high peak-to-average power ratio (PAPR), unlike traditional automotive radars with frequency modulated continuous wave (FMCW) waveform that has PAPR of 0 dB.

In this paper, we propose a mmWave joint vehicular communication and radar system. We build our approach around the IEEE 802.11ad mmWave WLAN standard, reusing the same waveform for automotive radar. This allows us to exploit the same spectrum and to leverage shared hardware based on the mmWave consumer WLAN standard. The approach is reasonable because the most prevalent vehicular communication standard, DSRC, is based on a WLAN standard. The use of a standard mmWave waveform, which provides access to a large bandwidth, will lead to significant advantages in terms of higher data rates for communication and better accuracy/resolution for radar operation compared with approaches based on sub-6 GHz frequencies. The integration of cooperative communication approaches and autonomous radar sensing solutions will improve the system performance in automotive safety and efficiency applications due to the mutual exchange of complementary information (e.g., enhancing the radar imaging accuracy [14] or reducing beam training overhead for communications [5]). The joint system will also lead to a potential increase in the penetration rate of mmWave communication in vehicles and enhanced security [15].

In this initial study of IEEE 802.11ad-based radar, we make several typical assumptions for LRR applications: 1) a target vehicle can be represented by a single point model [16] and 2) the location, velocity, and radar cross section of a target vehicle remain constant during a coherent processing interval (CPI) [17]. We also assume full-duplex radar operation due to sufficient isolation and self-interference cancellation provided by the spacing between the TX and the RX arrays, use of efficient circulators [18], TX/RX beamforming [19], and the possibility of further suppression in the digital, analog-circuit, or antenna domains [20]. These assumptions are further described in Section III.
The main contributions of this paper are summarized as follows.

- A system model is proposed for joint vehicle-to-vehicle communication and long-range radar using the SC PHY frame of IEEE 802.11ad. It captures the nuances of the channel description for both communication and radar systems along with the signal model for WLAN-based transmitter and receiver.

- Single- and multi-frame radar algorithms are developed for single- and multi-target detection as well as range and velocity estimation. These algorithms exploit the IEEE 802.11ad preamble and leverage conventional WLAN time-frequency synchronization and channel estimation techniques per frame.

- Simulations are performed to evaluate the performance of the proposed joint communication-radar system, which meets the required LRR specifications [2], [21]. In a single target scenario, we achieve a Gbps communication data rate simultaneously with the cm/s-level velocity accuracy using multiple frames (in a CPI > 0.06 ms) and the cm-level range accuracy using a single frame. The velocity and range accuracy is measured quantitatively using root MSE. The target is detected with a high probability of detection (> 99.9%) at a significantly low false alarm rate of $10^{-6}$ up to a range of 200 m [21]. In a multi-target situation, we can achieve a range resolution of < 0.1 m and a velocity resolution of < 0.6 m/s using multiple frames in a 4.2 ms CPI, which is less than CPI duration typically used for LRR processing (e.g., [17] uses a CPI of 10 ms).

- Theoretical performance analysis using the Cramer-Rao lower bound (CRLB) is provided for the single-frame target range and velocity estimation algorithms following the approach in [22, Ch. 7]. The CRLB is derived for the velocity estimation using multiple IEEE 802.11ad SC PHY frames in a single target scenario with additive Gaussian clutter-plus-noise. In numerical simulations, we achieve the velocity MSE very close to its CRLB. The single-frame range estimation MSE is quite close to its CRLB and the slight difference between them, which is less than 2 cm$^2$, is due to the limited accuracy of the employed WLAN symbol synchronization techniques [23], [24].

Our previous work in [25] was the first to propose the idea of using IEEE 802.11ad for a joint vehicular communication and radar system. There were some limitations in [25] that are overcome in this paper. First, the system model was developed only for a single target model using a single frame. It did not include a multi-target model or a false alarm rate detection
Table I: Frequently Used Symbols

| Notation | Description                                      |
|----------|--------------------------------------------------|
| $T_s$    | Symbol period                                    |
| $E_s$    | Signal energy per symbol at the transmitter     |
| $T_{CPI}$| CPI duration                                     |
| $M$      | Number of frames in a CPI                        |
| $\tau_p$| Round-trip delay of the $p^{th}$ target          |
| $\rho_p$| Range of the $p^{th}$ target                     |
| $\nu_p$  | Doppler shift of the $p^{th}$ target             |
| $v_p$    | Relative radial velocity of the $p^{th}$ target  |
| $\zeta_{rad}$ | SCNR of the received radar signal             |

performance metric. Second, the Doppler shift estimation was not accurate at low and medium signal-to-noise ratio (SNR). Third, it did not provide a theoretical insight into the performance. Our new work overcomes these limitations and provides a further in-depth analysis and simulation of the proposed IEEE 802.11ad-based communication-radar system.

The rest of the paper is organized as follows. A summary of the preamble sequences for an SC PHY frame of IEEE 802.11ad is presented in Section II. In Section III, an integrated system model of LRR and V2V communication is developed. Section IV proposes different single- and multi-frame processing techniques and analyzes their theoretical performance for radar parameter estimation. Numerical results and performance evaluations are described in Section V, while the conclusion follows in Section VI.

**Notation:** We use the following notation throughout the paper: vectors are denoted by boldface lowercase letters $\mathbf{a}$, matrices by boldface capital letters $\mathbf{A}$, and scalar values by $a$, $A$. The $n^{th}$ component of vector $\mathbf{a}$ is written as $a[n]$ and the $(\ell,m)^{th}$ element of matrix $\mathbf{A}$ is denoted by $A[\ell,m]$. We use the notation $|c|$ for the magnitude of $c$, $\angle c$ for the phase of $c$, and $a(t) * b(t)$ for the convolution between signals $a(t)$ and $b(t)$. $||\mathbf{B}||_F$ is the Frobenius norm, $\mathbf{B}^\ast$ is the conjugate transpose, $\mathbf{B}^T$ is the transpose, and $\mathbf{B}^c$ is the conjugate of matrix $\mathbf{B}$. We use the notation $\mathcal{N}_c(\mu,\sigma^2)$ to denote a complex circularly symmetric Gaussian random variable with mean $\mu$ and variance $\sigma^2$. The subscript $\text{rad}$ refers to radar, $\text{com}$ refers to communication, $\text{TX}$ refers to a transmitter, $\text{RX}$ refers to a receiver, $c$ refers to clutter, and $n$ refers to noise. Frequently used symbols in the paper are summarized in Table I.
In this section, we review the preamble of the IEEE 802.11ad SC PHY frame and compute its ambiguity function to assess its suitability as an automotive radar waveform for single- and multi-target vehicular scenarios.

A. Frame Structure

An IEEE 802.11ad SC PHY frame structure is shown in Fig. 1. In this paper, we exploit the preamble, which is composed of the short training field (STF) and the channel estimation field (CEF). The preamble in the SC PHY frame is similar to that in other PHY frames of IEEE 802.11ad [26]. Therefore, the findings using SC PHY modulation can be extended to other PHY preambles.

The STF is composed of sixteen repeated 128 sample Golay complementary sequence, $a_{128}$, followed by its binary complement $-a_{128}$ [26]. It is used in communication for frame synchronization and frequency offset estimation. The frame synchronization algorithm can be leveraged for range estimation and the frequency offset estimation technique can be used for velocity estimation of a radar target, as explained in Section IV.

The CEF consists of a 512 sample Golay complementary pair, denoted by $[a_{512} \ b_{512}]$ and is followed by $-b_{128}$, as shown in Fig. 2. It is used to estimate the communication channel parameters. The channel estimation algorithm can also be leveraged for target range and velocity estimation. In this paper, we propose radar algorithms for target detection as well as range and
velocity estimation by using both the STF and the CEF, either jointly or by using the CEF after the STF, as explained in Section IV. The algorithms that exploit the STF and the CEF jointly can be used for a longer range of operation as compared to the one that uses the CEF after the STF. The algorithms that use the CEF after the STF, however, leverage the perfect auto-correlation property of Golay complementary sequences desirable in automotive radars.

B. Ambiguity Function

To establish the suitability of the IEEE 802.11ad preamble for automotive radar, we use the ambiguity function. The ambiguity function diagram of \([a_{512}, b_{512}]\) is computed using the closed form solution in \([27]\) and is shown in Fig. 3. The zero-Doppler cut of the ambiguity function indicates that \([a_{512}, b_{512}]\) has a perfect auto-correlation with no sidelobe along the zero-Doppler axis. This characteristic makes it ideal for radar target detection, which does not exist in FMCW signals typically used in LRR \([28]\). The ambiguity function of \([a_{512}, b_{512}]\) also depicts that it is less tolerant to large Doppler shifts. These sequences, however, are still acceptable for LRR due to the small normalized Doppler shift inherent in the vehicular environment.

III. System Model

In this section, we formulate the signal and channel models for the proposed vehicular communication and automotive radar system. We consider the use case where a source vehicle
Figure 4: Illustration of a vehicular scenario, where a source vehicle transmits an IEEE 802.11ad signal to a recipient vehicle receiver and uses the echoes from target vehicles and clutter to derive target range and velocity estimates at the IEEE 802.11ad-based radar receiver mounted on the source vehicle.

sends an IEEE 802.11ad waveform to a recipient vehicle receiver and uses the echoes from a single or multiple target(s) to derive range and velocity estimates, as shown in Fig. 4. We assume a multiple-antenna system for the joint communication-radar with an $N_{TX}$-element transmit (TX) antenna array mounted on the source vehicle, and an $N_{RX}$-element receive (RX) antenna array mounted on both the source and recipient vehicles. First, we develop the signal model for the IEEE 802.11ad waveform at the source vehicle, which serves as the TX signal for both communication and radar systems simultaneously. Second, we describe the one-way V2V communication channel and the two-way single and multi-target LRR channels at the mmWave band. Finally, we develop signal models for the communication receiver at the recipient vehicle and the radar receiver at the source vehicle.

A. Transmit Signal Model

The complex baseband continuous-time representation of the IEEE 802.11ad waveform is

$$x(t) = \sqrt{E_s} \sum_{n=-\infty}^{\infty} s[n]g_{TX}(t - nT_s), \quad (1)$$

where $E_s$ is the signal energy per symbol at the transmitter, $g_{TX}(t)$ is the unit energy TX pulse-shaping filter, $T_s$ is the sample duration, and $s[n]$ is the transmitted symbol sequence corresponding to a single-carrier waveform of IEEE 802.11ad normalized such that $\mathbb{E}[|s[n]|^2] = 1$. The symbol period $T_s \approx 1/W$, where $W$ is the signaling bandwidth. The IEEE 802.11ad specification defines the RX filter for error vector magnitude (EVM) measurement as a root-raised cosine
(a) One-way communication channel. Here, $y_{\text{com}}(t)$ denotes the continuous-time received communication signal.

(b) Two-way radar channel for a single target vehicle, where the scattering centers of the recipient vehicle fall within a single radar resolution and are represented by a point target. Here, $y(t)$ denotes the continuous-time received radar signal.

Figure 5: After the IEEE 802.11ad beam alignment, the TX and RX beams at the source vehicle are pointed towards the recipient vehicle.

(RRC) filter with a roll-off factor of 0.25, but a specific TX pulse shaping is not specified. Therefore, in numerical simulations, we have assumed a unit energy RRC waveform with the same roll-off factor for the TX pulse shaping filter $g_{\text{TX}}(t)$ and the RX pulse shaping filter $g_{\text{RX}}(t)$.

IEEE 802.11ad supports multiple antenna communication with a single data stream. Spatial multiplexing as found in IEEE 802.11n/ac is not supported. To develop a single data stream beamforming model, we incorporate the TX/RX analog beamforming vectors into the baseband model even though the actual beamforming may happen at an intermediate frequency (IF) or RF. We assume there is no blockage between the source and recipient vehicles.

We consider a coherent processing interval of $T$ seconds, where the location and velocity of a target vehicle, such as the recipient vehicle, is assumed to be constant. Therefore, the transmitted signal at the source vehicle during a CPI is

$$x_{\text{TX}}(t) = f_{\text{TX}}x(t), \quad 0 \leq t \leq T$$ (2)
where $f_{TX} \in \mathbb{C}^{N_{TX} \times 1}$ is the TX frequency-flat analog beamforming vector at the source vehicle. The vector $f_{TX}$ is time invariant in (2) because we assume the direction of the recipient vehicle is invariant within a CPI.

**B. Channel and Target Models**

The mmWave channel consists of contributions from a few scattering clusters [29] (such as reflections from the target vehicles and clutter) and from self- and inter-user interference. We use two-dimensional (2D) TX/RX antenna arrays at the source and the recipient vehicles because it will allow high-resolution beamforming in the azimuth and elevation directions and is used in mmWave communications (see, e.g., [30]) and automotive radars [31]. This will enable a large beamforming gain, mitigate inter-user interference, increase communication system capacity, and enhance resolution for radar sensing. In particular, we use uniform planar array (UPA) antennas with steering vector $a(\phi, \theta)$ in azimuth angle $\phi$ and elevation angle $\theta$. UPAs are being considered in mmWave system design because of their high space efficiency acquired by placing antennas on a 2D grid (see, e.g., [32]).

The TX and RX antenna arrays on the source vehicle are closely separated such that both arrays will see the same location parameters (e.g., azimuth/elevation angle and range) of a scatter. At the same time, the separation between the TX and the RX antenna arrays at the source vehicle along with the use of self-interference cancellation mechanism, TX/RX beamforming and an efficient circulator (e.g., [18]) will provide enough isolation and cancellation for full-duplex operation. Developing algorithms for full-duplex operation (e.g., self-interference mitigation in wireless-propagation-domain, analog-circuit-domain, and digital domain [20]) is a subject of future work. We also assume that the IEEE 802.11ad medium access control protocol will avoid the inter-user interference from other vehicles.

During the mmWave joint communication-radar operation between the source and recipient vehicles, we assume that the 3-dB beamwidths of their TX and RX beams are narrow (as in [30], [33]). We also assume that the beams are steered towards each other without any blockage. Although very narrow beams will lead to less clutter [34, Ch. 7], low interference [35], and long range operation due to large beamforming gain, they can yield poor performance with vehicle mobility and blockage [35], [36]. In [36], the trade-offs between the Doppler effect and the pointing error when choosing the beam width for mmWave vehicular communications have been studied, and it has been concluded that the beams must be pointy but not too narrow. Hence,
we assume that the TX/RX beams are narrow enough to meet the link budget requirement of V2V communication and radar but are wide enough to illuminate all the scattering centers of a far target vehicle within their resolution (similar to the LRR beams defined in [2]). Therefore, we represent the recipient vehicle as a single point target, as in [16], [28], and model the mmWave communication channel with a dominated LOS path corresponding to the recipient vehicle.

During a CPI, we assume that the recipient vehicle has an arbitrary range of $\rho_0$ and azimuth/elevation direction pair of $(\phi_0, \theta_0)$ moving with a relative radial velocity $v_0$ with respect to (w.r.t) the source vehicle, as shown in Fig. 5. We also assume that the acceleration and the relative velocity of the recipient vehicle w.r.t the source vehicle is small enough to allow for constant velocity and quasi-stationary assumption for a CPI, that is, constant $v_0$, $\rho_0$, and $(\phi_0, \theta_0)$ [22, Ch. 2], [17].

1) Communication Channel Model: To evaluate the trade-off between the communication data rate and radar estimation accuracy, we consider a single target scenario for simplicity. Assuming the recipient vehicle is the only dominant direct path scatter present in the radar channel, we model the one-way LOS dominant mmWave communication channel as a frequency-flat Rician channel [6]. This can be similarly extended to multi-target scenario by including frequency-selective communication channel model [29]. We assume that the channel is time-invariant during a single frame because the source and target vehicles are slow enough. We do not include band-limited filters in the channel model and instead include them in the TX/RX signal models. Additionally, the timing synchronization is considered in the received signal model (see Section III-C). The one-way LOS dominated small-scale communication channel corresponding to the $m$th frame in a CPI is represented as [37]

$$H_{\text{com}}[m] = \left( \sqrt{\frac{J_{\text{com}}}{J_{\text{com}} + 1}} H_{\text{LOS}}[m] + \sqrt{\frac{1}{J_{\text{com}} + 1}} H_{\psi}[m] \right),$$

where $J_{\text{com}}$ is the Rician factor, $H_{\text{com}}[m] \in \mathbb{C}^{N_{RX} \times N_{TX}}$, and $\mathbb{E} [|H_{\text{com}}[m]|^2] = N_{TX} N_{RX}$. The LOS channel matrix, $H_{\text{LOS}}[m]$, is expressed as

$$H_{\text{LOS}}[m] = \alpha_0 e^{j2\pi \nu_0 m T_s} a_{\text{RX}}(\phi_0, \theta_0) a_{\text{TX}}^*(\phi_0, \theta_0),$$

where $\alpha_0$ is unit magnitude and fixed phase, $a_{\text{TX}}(\phi_0, \theta_0)$ denotes the TX steering vector at the source vehicle, $a_{\text{RX}}(\phi_0, \theta_0)$ is the RX steering vector at the recipient vehicle, $\nu_0 = 2v_0/\lambda$ denotes the Doppler shift, and $\lambda$ represents the carrier wavelength. The DoA is same as the DoD in (4).
because we consider the LOS channel. The elements of $H_{\alpha}[m]$ are modeled by independent and identically-distributed (IID) complex Gaussian random variables with zero-mean and unit variance. We assume that the source and recipient vehicles align their TX/RX beams toward each other using the IEEE 802.11ad beam training protocol. For the model in (3), the TX beamforming vector, $f_{TX}$, at the source vehicle and the RX beamforming vector, $f_{RX,com}$, is chosen so that the beamforming gain is maximized [38]. A particular TX/RX codebook is not specified in the IEEE 802.11ad standard. In numerical simulations, we adopt discrete Fourier transform (DFT)-based codebooks, which have been proposed for the practical implementations of mmWave WLAN systems [38]. Since the mmWave communication channel is LOS dominated, we assume that once the link has been established, the TX beam of the source vehicle and the RX beam of the recipient vehicle is assumed to be pointing towards $(\phi_0, \theta_0)$ with a small beam alignment error [39], as shown in Fig. 5.

The effective complex communication channel model after the TX/RX beamforming is expressed as

$$h_{com}[m] = \sqrt{G_{com}f_{RX,com}^* H_{com}[m]} f_{TX},$$

where $G_{com}$ is the large-scale communication channel gain at the recipient vehicle. We use the close-in (CI) free space reference distance path loss model with CI free space reference distance of 1 m to model $G_{com}$, which leads to $G_{com} = \lambda^2/(4\pi)\rho_{0}^{PL}$ [29]. The exponent $PL$ denotes the path loss (PL) exponent and is close to 2 for mmWave LOS outdoor urban [29] and rural channels [40]. The actual value of $PL$, however, will depend on the specific vehicular scenario. In numerical simulations, we have studied the effect of $PL$ on radar and communication performance.

2) Target and Clutter Model: We model the mmWave radar channel for a single CPI using the doubly selective (time- and frequency-selective) model, which is used in automotive radar systems such as [41]. The radar channel is assumed to be a sum of the contributions from a few $N_p$ dominant direct path target echoes and multi-path spread-Doppler clutter. Each path corresponding to the $p^{th}$ target echo is described by six physical parameters: its azimuth and elevation angle of arrival (AoA)/angle of departure (AoD) pair $(\phi_p, \theta_p)$, round-trip delay, $\tau_p$, small-scale complex channel gain $\beta_p$, large-scale channel gain $G_p$, and Doppler shift $\nu_p$. The round-trip delay and Doppler shift corresponding to the $p^{th}$ target echo is related to its distance $\rho_p$ and relative velocity $v_p$ as $\tau_p = 2\rho_p/c$, and $\nu_p = 2v_p/\lambda$, where $c$ is the speed of light.
We represent the radar target model for the co-located TX/RX antenna arrays at the source vehicle as 

\[
H_t(t, f) = \sum_{p=0}^{N_p-1} \sqrt{G_p} \beta_p e^{j2\pi \nu_p f} e^{-j2\pi \tau_p f} A_{\text{rad}}(\phi_p, \theta_p),
\]

(6)

where \(A_{\text{rad}}(\phi_p, \theta_p) = a_{RX}^*(\phi_p, \theta_p) a_{TX}^+ (\phi_p, \theta_p)\). The large-scale radar channel gain is assumed to follow free-space path-loss model with PL exponent of 2 (as used extensively in previous work, e.g., [28]), i.e., \(G_p = \frac{\lambda^2 \sigma_{RCS,p}}{(64\pi^3 \rho_p^4)}\), where \(\sigma_{RCS,p}\) is RCS corresponding to the \(p^{\text{th}}\) target. In (6), we only consider far target whose \(\rho_p\) is large compared to the distance change during the CPI, i.e., \(\rho_p \gg v_p/T\). Hence, we assume constant \(\beta_p\) [17]. We have not included the band-limiting filters in (6) because they have been taken care in the TX signal model in (1). In the case of \(N_p = 1\), (6) will represent a single-target model and for \(N_p > 1\), (6) will represent a multi-target model. Specifically, we focus on the physical parameters of the 0\(^{\text{th}}\) path representing the direct path between the source and recipient vehicles for both single- and multi-target models.

Therefore, the two-way radar channel with the multi-path spread-Doppler clutter matrix, \(H_c(t, f)\), is represented as

\[
H_{\text{rad}}(t, f) = H_t(t, f) + H_c(t, f),
\]

(7)

where \(H_c(t, f)\) is assumed to be an IID complex Gaussian distributed random process because of constant TX/RX beamforming vectors (non-scanning mode) during a CPI [34, Ch. 2 and 7]. This assumption is also used in automotive radar algorithms, such as [16], [43]. If the clutter component is not Gaussian, space-time adaptive processing can be used as a preprocessing step to filter out the clutter component [44]. The distribution of the elements of \(H_c(t, f)\) impacts the choice of algorithm and performance bounds for radar detection and parameter estimation.

We assume that at both the source and recipient vehicles, the same IEEE 802.11ad-based beamforming codebook is used. The AoA pair at the radar receiver mounted on the source vehicle and the AoA pair at the communication receiver mounted on the recipient vehicle is the same for the direct path between the source and the recipient vehicles, as shown in Fig. 5. Therefore, it is reasonable to assume that the radar RX beamforming vector, \(f_{\text{RX,rad}}\), at the source vehicle with the target vehicle model in (6) and the communication RX beamforming vector, \(f_{\text{RX,rad}}\), at the recipient vehicle with the LOS channel matrix in (4) satisfies \(f_{\text{RX,rad}} = f_{\text{RX,com}}\). This assumption will enable us to compare the received power between the radar receiver at the
source vehicle and the communication receiver at the recipient vehicle.

After the TX/RX beamforming, the effective target model is
\[ h_t(t, f) = f_{RX, rad}\mathbf{H}_t(t, f)f_{TX} \]
and the effective clutter model is
\[ h_c(t, f) = f_{RX, rad}\mathbf{H}_c(t, f)f_{TX}. \]
In particular, the effective multi-target model is non-linearly dependent on the physical parameters, making it difficult to analyze and estimate the multi-target parameters. The target delays and Doppler shifts during a CPI, however, can be well approximated using the linear counterpart of \( h_t(t, f) \), known as the 2D delay-Doppler map, \( H_{map}[\ell, d] [22, \text{Ch. 7}] \). The delay-Doppler map partitions the \( N_p \) paths into a 2D resolution cell of size \( \Delta \tau \times \Delta \nu \), where \( \Delta \tau = 1/W \) and \( \Delta \nu = 1/T \). Assuming \( \tau_{\text{max}} \) is the maximum delay spread and \( \nu_{\text{max}} \) is the maximum Doppler spread during the CPI, the maximum number of delay resolution bins is \( L = \lceil W\tau_{\text{max}} \rceil + 1 \) and the maximum number of resolvable (one-sided) Doppler shifts is \( D = \lceil T\nu_{\text{max}}/2 \rceil \). Therefore, instead of representing the channel using continuous delay and Doppler, the delay-Doppler map is represented by uniform spaced delays \( \tau_\ell = \ell/W \), and Doppler shifts \( \nu_d = d/T \). The virtual delay-Doppler map representation of \( h_t(t, f) \) uniformly sampled in delay and Doppler dimensions commensurate with the resolution in their respective dimensions is given by \[8\]
\[ h_t(t, f) \approx \sum_{\ell=0}^{L-1} \sum_{d=-D}^{D} H_{map}[\ell, d]e^{-j2\pi \ell f}\, f e^{j2\pi \frac{d}{T} t}. \]

We apply classical low-complexity pulse-Doppler algorithms on the 2D delay-Doppler map obtained during a CPI to estimate target delays and Doppler shifts \[22, \text{Ch. 7}] \), as explained later in Section \[IV\].

C. Received Signal Model

We consider a coherent processing interval of duration \( T \) seconds containing \( M \) frames. For simplicity, we assume each frame in the CPI consists of \( K \) samples meaning that the data payload is of the same size. This will allow us to leverage the range and velocity estimation algorithms of a classic pulse-Doppler radar, which has a constant pulse repetition frequency, for developing multi-frame IEEE 802.11ad-based radar processing techniques. This assumption also simplifies the received signal model. The assumption holds true when the communication system uses maximum frame length for a given channel delay and Doppler spread during high data transmission load scenario. The radar processing techniques, however, can be extended for different frame lengths within a CPI.
**Communication Received Signal Model:** After matched filtering with $g_{RX}(t)$, time/frequency synchronization, and symbol rate sampling, the discrete-time received communication signal at the recipient vehicle corresponding to the $k^{th}$ symbol in the $m^{th}$ frame during a CPI is represented as

$$y_{com}[k, m] = \sqrt{E_s} h_{com}[m] s[k + mK] + z_{com}[k, m],$$  \quad (9)

where $z_{com}[k, m]$ is the AWGN noise, which is distributed as $\mathcal{N}_C(0, \sigma_n^2)$. The SNR of the received communication signal at the recipient vehicle is defined as $\zeta_{com}[m] = E_s |h_{com}[m]|^2 / \sigma_n^2$.

**Radar Received Signal Model:** We apply the stop-and-hop assumption to model the round-trip delay and phase modulation in a time-varying echo signal [22, Ch. 2]. Under this assumption, the echo is received with a time delay corresponding to the range at the beginning of the pulse transmission but with a phase modulation related to the time variation in range. Then, the received radar signal after matched filtering with $g_{RX}(t)$ for a single target model during a CPI will result in

$$y(t) = \sqrt{E_s} h_0 x_g(t - \tau_0) e^{j2\pi\nu_0 t} + z_c(t) + z_n(t),$$ \quad (10)

where $h_0 = \sqrt{G_0} \beta_0 f_{RX,rad}^* A_{rad}(\phi_0, \theta_0) f_{TX}$, $x_g(t - \tau_0) = \sum_{n=-\infty}^{\infty} s[n] g(t - nT_s - \tau_0)$, $g(t) = g_{TX}(t) * g_{RX}(t)$, and $z_n(t)$ is the complex gain additive white Gaussian noise (AWGN) with power $\sigma_n^2$. The clutter term $z_c(t)$ is assumed to be distributed as $\mathcal{N}_C(0, \sigma_c^2)$ because $h_c(t, f)$ is an IID complex Gaussian random process.

The discrete-time representation of the received training sequence with length $K_{tr}$ corresponding to the $k^{th}$ symbol in the $m^{th}$ frame during a CPI is

$$y[k, m] = \sqrt{E_s} h_0 e^{j2\pi\nu_0(k + mK)T_s} x_g(kT_s - \tau_0) + z_{cn}[k, m],$$ \quad (11)

where $y[k, m] = y((k + mK)T_s)$, and $x_g(kT_s - \tau_0) = x_g((k + mK)T_s - \tau_0)$, i.e., the transmitted training symbols are the same across all the $M$ frames. The clutter-plus-noise term $z_{cn}[k, m] = z_c((k + mK)T_s) + z_n((k + mK)T_s)$ is assumed to be distributed as $\mathcal{N}_C(0, \sigma_{cn}^2)$, where $\sigma_{cn}^2 = \sigma_c^2 W + \sigma_n^2 W$. The SCNR of the received radar signal at the source vehicle can, therefore, be defined as $\zeta_{rad} = E_s |h_0|^2 / \sigma_{cn}^2$. The received signal model for a single target can be extended to multi-target vehicular scenario by adding more terms corresponding to multiple targets based on $H_{map}[\ell, d]$, as explained in [22 Ch. 2].
IV. PROPOSED RECEIVER PROCESSING TECHNIQUES FOR ENABLING RADAR FUNCTIONS

We propose an IEEE 802.11ad-based radar receiver at the source vehicle that consists of a communication module and a radar module, as shown in Fig. 6. We consider three primary types of processing in the radar module: 1) vehicle detection using a constant false alarm rate algorithm; 2) range estimation using time synchronization techniques; and 3) velocity estimation using frequency synchronization techniques. The algorithms used in the radar processing module are developed by extending the communication processing techniques over a single frame to multiple frames in a CPI. This approach will enable the realization of a joint communication-radar system using a conventional low-cost IEEE 802.11ad system with minimal receiver modifications.

A. Communication Preamble Processing per Frame

In the communication module, training sequences in the preamble of a single frame are used for time/frequency synchronizations and channel estimation [23]. This is achieved in several steps: 1) coarse time synchronization based on preamble detection techniques using the STF; 2) frequency offset estimation using the STF; 3) fine time synchronization using the CEF symbol boundary detection and the STF/CEF peak detection techniques; and 4) channel estimation using the CEF. The accuracy of Doppler shift estimation using a single frame in the communication module is inaccurate at low SNR due to small Doppler shift and less integration time, as explained later in Remark 2. Therefore, we estimate the Doppler shift in the radar module using multiple frames.

For simplicity, we describe the processing techniques of the communication module for a single target vehicular scenario, which can be extended to a multi-target vehicular situation. The first step of the training sequence processing is the timing synchronization. Since the round-trip
delay of a target vehicle, \( \tau_0 \), is a continuous variable, we can represent it as \( \tau_0 = \ell_0 T_s + \tau_d \), where \( \ell_0 \) is an integer and \( \tau_d \) is a fractional symbol delay. Then, (11) can be represented for \( 0 < k < K_{tr} \) as

\[
y[k, m] = \sqrt{\mathcal{E}_s h_0 s[k - \ell_0]} g(\tau_0) e^{j2\pi \nu_0 (k + mK) T_s} + z_{\text{ISI}}[k, m] + z_{\text{cn}}[k, m],
\]

where, \( z_{\text{ISI}}[k, m] = \sqrt{\mathcal{E}_s h_0} \sum_{n \neq k + mK} s[n] g(((k + mK) - n)T_s - \tau_0) e^{j2\pi \nu_0 (k + mK) T_s} \) is the intersymbol interference (ISI).

We use the energy-based symbol synchronization algorithm to estimate the fractional symbol delay, \( \hat{\tau}_d[m] \), and then apply a fractional symbol delay correction to mitigate its effect [23], [24]. Since the assumed TX and the RX pulse shaping RRC filters lead to an equivalent filter satisfying the Nyquist condition, we consider \( g(nT_s) = \delta[n] \). Therefore, the received signal corresponding to the \( m \)th frame is

\[
y_m[k] = \sqrt{\mathcal{E}_s h_0} e^{j2\pi \nu_0 (k + mK) T_s} s[k - \ell_0] + z_m[k],
\]

where \( y_m \in \mathbb{C}^{K_{tr} \times 1} \) represents the vector of the received training symbols with \( y_m[k] = y[m, k] \), and \( z_m \in \mathbb{C}^{K_{tr} \times 1} \) represents the residual ISI-plus-clutter-plus-noise vector (i.e., \( z_m[k] \) is the sum of \( z_{\text{cn}}[k, m] \) and the residual ISI after fractional symbol delay correction).

After symbol synchronization, we detect the IEEE 802.11ad frame using the normalized auto-correlation of the STF, which consists of 16 repeated \( a_{128} \). The \( \ell \)th normalized auto-correlation corresponding to the \( m \)th frame is given by

\[
R_1[\ell, m] = \frac{\sum_{n=0}^{N_D-1} y_m[\ell - n] y_m^*[\ell - n - N_D]}{\sqrt{\sum_{n=0}^{P-1} |y_m[\ell - n]|^2} \sqrt{\sum_{n=0}^{P-1} |y_m^*[\ell - n - N_D]|^2}},
\]

where \( P = 128 \) is the length of the training sequence and \( N_D = 128 \) is the distance between the consecutive training sequences chosen for correlation. The frame start is detected when \( |R_1[\ell, m]| > \chi_{\text{STF}} \) for 128 times, where \( \chi_{\text{STF}} \) is a pre-defined threshold and is \(< 1 \) [23]. The frame start detection technique, therefore, uses around \( 128 \times 2 \) to \( 128 \times 3 \) samples in the STF field to confirm the detection. The coarse range estimate of the target vehicle by applying the preamble start detection technique to the \( m \)th frame is given by

\[
\hat{\ell}_{01}[m] = \inf \{ \ell \mid |R_1[\ell, m]| \geq \chi_{\text{STF}} \}.
\]
The carrier frequency offset (CFO) can be estimated by using the auto-correlation based algorithm and residual CFO estimation techniques proposed in [23]. For simplicity, we assume that these algorithms achieve perfect carrier frequency offset compensation.

The fine range estimate of the time-delay can be obtained either by using an amplitude-based method or a phase-based method. The amplitude-based method estimates the fine time-delay using the cross-correlation, $R_2[\ell, m]$, between multiple $a_{128}$ in the STF sequence, which is expressed as

$$R_2[\ell, m] = \sum_{i=0}^{P-1} \sum_{n=0}^{P-1} a_{128}[n]y_m[\ell + n + iP], \quad (16)$$

where $P = 128$, and $P_i = 16$ is the total number of repetitions of $a_{128}$ in the STF. The fine-time delay, $\hat{\ell}_{02}[m]$, is estimated by detecting the peak of $R_2[\ell, m]$ and is given by

$$\hat{\ell}_{02}[m] = \arg \max_{\ell \in \mathbb{Z}} |R_2[\ell, m]|^2, \quad (17)$$

where $\mathbb{Z}$ is the set of integers. The amplitude-based fine timing synchronization can also be similarly performed by applying the peak detection technique on the CEF instead of the STF. Both the peak detection methods perform well even when SCNR $\zeta_{rad}$ is low.

The timing synchronization at the $m$th frame can also be fine tuned by performing phased-based CEF symbol boundary detection [23]. This method, however, does not perform well in the presence of Doppler shift at low SNR of the received communication signal.

After the fine time synchronization, we extract the received CEF signal to estimate the channel using the 512 sample Golay complementary pair. The channel estimate, $\hat{h}_m[\ell]$, is acquired after removing the cyclic prefix from the correlation values, $\hat{\gamma}(y_m, \ell)$, between the received CEF and $[a_{512} \ b_{512}]$ [45]. Therefore, $\hat{\gamma}(y_m, \ell)$ and $\hat{h}_m[\ell]$ are expressed as

$$\hat{\gamma}(y_m, \ell) = \frac{1}{2P} \left( \sum_{n=0}^{P-1} y_m[n + \ell]a_{512}^*[n] + \sum_{n=0}^{P-1} y_m[n + \ell + P]b_{512}^*[n] \right) \quad (18)$$

and

$$\hat{h}_m[\ell] = \hat{\gamma}(y_m, \ell + N_{CP}) \quad \ell = 0, \ldots, P - 1, \quad (19)$$

where $P = 512$ and the length of the cyclic prefix $N_{CP} = 128$.

We assume the channel is time invariant during the CEF because the source and recipient vehicles are slow enough. Based on the channel model in (7) with a single target, the channel estimate in (19), which leverages the perfect auto-correlation property of Golay complementary
pair, can be decomposed as \[45\]

\[
\hat{h}_m[\ell] = \begin{cases} 
\sqrt{\mathbb{E}[h_0]} e^{-j2\pi \nu_0 m K_T} + \tilde{z}_m[\ell] & \ell = \ell_{CEF} \\
\tilde{z}_m[\ell] & \text{otherwise}
\end{cases}
\]  \hspace{1cm} (20)

where \( \tilde{z}_m[\ell] = \hat{\gamma}(z_m, \ell + N_{CP}) \) and \( \ell_{CEF} = 256 \). Note that \( z_m[k] \) represents the residual ISI-plus-clutter-plus-noise term as defined in (13).

B. Single Target Radar Processing per CPI

The radar module leverages the training sequence processing in the communication module to detect and estimate the range and velocity of the target vehicle, which is the recipient vehicle, for a single target model.

1) Target Detection: The target vehicle can be detected by applying a constant false alarm rate (CFAR) detection technique either on the channel estimate in (20) or on the energy of the cross-correlation between the received and transmitted preambles, \( E_{\text{pream}} \) (as used in classic radar detection [46]). In the CFAR technique, the decision is based on a simple thresholding function

\[
\varphi(E) = \begin{cases} 
0 & \text{if } E < \chi_D \\
1 & \text{if } E > \chi_D.
\end{cases}
\]  \hspace{1cm} (21)

where, \( E = |\hat{h}_m[\ell_{CEF}]|^2 \) for CEF-based estimation and \( E = E_{\text{pream}} \) for preamble-based estimation. For a constant false alarm probability of \( P_{FA} \), the detection threshold becomes \( \chi_D = -\sigma_{cn}^2 \ln P_{FA} \) [22, Ch. 6], where \( \sigma_{cn}^2 \) is the variance of the zero-mean complex Gaussian clutter-plus-noise term \( \tilde{z}_m[\ell] \). We assume that the value of \( \sigma_{cn}^2 \) is known because it can be calculated using the typical mmWave WLAN noise variance estimation technique [47]. The target detection using the entire preamble will achieve higher \( P_D \) at a given \( P_{FA} \) at the expense of higher sidelobes, which is especially unfavorable for multi-target scenario. Therefore, we use the preamble for detecting a single target and use the CEF for multi-target detection provided the SNR is high enough.

2) Range Estimation: Once the target vehicle is detected at the source vehicle, the target range is calculated from its corresponding round-trip delay estimate. The range estimation algorithms are applied on the STF and the CEF and can be categorized into coarse and fine range estimation techniques. The coarse range estimation using a frame start detection algorithm estimates \( \hat{l}_{01}[m] \)
with an error of less than $128 \times 3$ samples. Fine range estimation based on the symbol boundary detection or the STF/CEF peak detection and symbol synchronization techniques result in the delay estimate of \( \hat{\ell}_{02}[m] + \hat{\tau}_d[m] \) or \( \hat{\ell}_{03}[m] + \hat{\tau}_d[m] \) with an error of less than 1 sample \cite{23}, which meets the LRR specification of 0.1 m range accuracy \cite{2}.

Remark 1. The CRLB bound of the range estimation using the IEEE 802.11ad preamble can be expressed following the approach in \cite{22, Ch. 7} as

\[
\sigma^2_{\hat{\rho}} = \frac{c^2}{8\eta^2 W^2 P_{\zeta_{\text{rad}}}},
\]

where \( \eta \) depends on the power spectral density shape of \( x(t) \) over the preamble duration. We assume a flat spectral shape of the preamble, which will allow better channel equalization of the communication system (e.g., Zadoff-Chu sequences used in LTE) and better radar parameter estimation of the target vehicle (e.g., linear frequency modulated chirp used in automotive radar). Due to the assumption of flat spectral shape, \( \eta^2 = (2\pi)^2/12 \) \cite{22, Ch. 7}. The integration gain \( P \) is equal to the number of preamble symbols used for range estimation, i.e., \( 16 \times 128 \) for the fine range estimation using the STF and \( 8 \times 128 \) for the fine range estimation using the CEF. The range estimation CRLB, as can be seen from (22), decreases with the integrated SCNR, which is defined as \( P_{\zeta_{\text{rad}}} \).

For \( \zeta_{\text{rad}} > 0 \) dB and bandwidth \( W > 1.76 \) GHz (the exact value of \( W \) will depend on chosen pulse shaping filter), it can be calculated from (22) that it is possible to achieve less than 1 mm accuracy using a single IEEE 802.11ad frame. In particular, for the RRC pulse shaping filter that we use in the numerical simulations, the range accuracy is 0.8 mm.

3) Velocity Estimation: The relative velocity of the target vehicle is calculated at the source vehicle by estimating the Doppler shift of the corresponding target echo. We use the least squares (LS)-based frequency-offset estimation method over single/multiple frames to estimate the Doppler shift corresponding to the target vehicle. For this purpose, we choose \( \mathbf{p} \in \mathbb{C}^{PM \times 1} \) to be a vector of \( M \) frames across \( P \) delay bins, i.e.,

\[
\mathbf{p} = \left[ y_0[k_0], \ldots, y_0[k_{P-1}] \cdots y_{M-1}[k_0], \ldots, y_{M-1}[k_{P-1}] \right]
\]

(23)

where \( \{ k_i \mid 0 \leq i \leq P - 1 \} \) is an index set to the location of the training sequences in each frame.
The Doppler frequency estimation based on the Moose algorithm [48] or the CFO estimation algorithm used in IEEE 802.11ad [23], when applied on a single frame does not achieve the desired velocity accuracy of 0.1 m/s due to the small integration time, $T_{\text{int}} = PT_s$, for velocity estimation, as shown in [25]. Therefore, to achieve desired velocity accuracy, we propose a multi-frame Moose-based algorithm for the Doppler frequency estimation problem as

$$\hat{v}_0 = \frac{\angle \left( \sum_{i=0}^{M-1} \sum_{n=0}^{P-1} p[n + N_D + iP][p^*[n + iP]] \right)}{2\pi T_D}, \quad (24)$$

where $N_D$ is the distance between two training sequences chosen for correlation and $T_D$ is the time interval between these two training sequences, i.e., $N_D T_s$. In the case of multi-frame velocity estimation, we choose $N_D = K$. In the case of single-frame velocity estimation, we choose $N_D = 4 \times 128$. Choosing larger $N_D$ improves the estimate, whereas it reduces the range of offsets that can be corrected, as explained later in Remark 2. The accuracy of frequency-offset estimation will improve when we use multiple frames (similar to pulse-Doppler radar) as compared to a single frame (traditionally used in frequency synchronization algorithms of a standard WLAN receiver) because of larger integration time, $T_{\text{int}} = MT_D$. The length of an IEEE 802.11ad frame SC PHY frame is variable from 0.002 ms to 1.2 ms [26], whereas CPI of $T = 10$ ms [17] and update rate of 10 Hz [1] is used in automotive radar. Therefore, we can use multiple frames for radar processing, where the number of frames is $T/(KT_s)$.

**Remark 2.** The theoretical performances of the proposed velocity estimation for a single target vehicle with velocity $v$ in a flat fading channel are summarized as follows.

(a) The CRLB for the velocity estimation using the STF of a single frame, as described in Appendix A, is

$$\sigma_v^2 = \frac{6\lambda^2}{(4\pi)^2 P^3 T_s^2 \zeta_{\text{rad}}}.$$ \quad (25)

The CRLB expresses a lower bound on the variance of velocity estimators using the STF of a single frame. If $\sigma_v^2$ is above the LRR’s desired MSE for velocity estimation, then it indicates that the requirement for LRR velocity accuracy cannot be met by any unbiased estimator. It can be inferred from [25] that the velocity MSE decreases rapidly with an increase in $P$ and $\zeta_{\text{rad}}$. The value of $P$, however, is constant in an SC PHY frame and is equal to $128 \times 16$, which implies that CRLB is mainly affected by the change in $\zeta_{\text{rad}}$.

(b) The CRLB for velocity estimation using preamble across multiple frames for large $M$, as
derived in Appendix A, is

$$\sigma^2_v \approx \frac{6\lambda^2}{(4\pi)^2(MP^3 + M^3PK^2)T_s^2\zeta_{rad}}. \quad (26)$$

Similar to (25), (26) also suggests that estimated velocity accuracy enhances with the increase in number of preambles, i.e., $MP$, and $\zeta_{rad}$. Unlike (25), however, (26) adds the flexibility of increasing the total number of total preamble symbols by choosing higher values of $M$, which improves the accuracy of the velocity estimation.

The extra flexibility in varying $M$ due to the use of multiple frames enables a system trade-off between target velocity estimation accuracy and communication data rate for the number of frames within a CPI. The velocity estimation CRLB decreases with an increase in the total training sequence duration and the numbers of frames within a fixed size CPI, as can be seen from (26). The number of communication data symbols and consequently data rate, however, decreases with an increase in the training sequence duration.

(c) Due to the periodicity of the exponential function, the estimate of the Doppler shift calculated in (24) will only be accurate for

$$|\hat{\nu}_0| \leq \frac{1}{2NDT_s}. \quad (27)$$

In (24), we can use different periodicity of the preamble by choosing different training sequences. Comparing (25), (26) and (27), however, we infer that there is a trade-off between accuracy and span of the unambiguous velocity estimation. The multi-frame Doppler estimation with $ND > 128 \times 26$ has a higher accuracy as compared to the single-frame Doppler estimation with $ND = 512$, whereas it has a comparatively reduced range of Doppler offsets that can be corrected due to larger $ND$.

C. Multi-target Radar Processing per CPI

In the case of a multi-target model, we use classic pulse-Doppler-based radar processing technique that leverages the channel estimate derived in (19) to estimate the range and velocity of multiple targets. First, we obtain an estimate of the delay-Doppler map, $\hat{H}_{map}[\ell, d]$, where the $\ell$-th row of the 2D map, $\hat{H}_{map}[\ell, :]$, is the $M$-point DFT of the zero-padded channel estimate vector $[\hat{h}_0[\ell], \hat{h}_1[\ell], \cdots, \hat{h}_{M-1}[\ell]]$. Then, we use a thresholding method similar to (21) to detect multiple targets from the delay-Doppler map [46]. The range of the $p$-th detected target is estimated from the location of its corresponding delay bin, $\hat{\ell}_p$, in $\hat{H}_{map}[\ell, d]$. Similarly, we determine each target’s
velocity from its corresponding Doppler bin $\hat{d}_p$. We use the channel estimates, which are derived from the CEF in $M$ frames, for multi-target radar processing because they exploit the desirable perfect auto-correlation property of the Golay complementary pair.

Remark 3. The range resolution for the multi-target radar processing is $\Delta \rho = c/(2W)$ \cite[Ch. 10]{49}.

The velocity resolution for multi-target model using conventional Fourier processing is $\Delta v = \lambda/(2T_{int})$, where $T_{int} = MT_D$ with $T_D = KT_s$ \cite[Ch. 10]{49}. This implies that as the number of frames increases, the resolution of the velocity estimation increases.

For $W > 1.76$ GHz and $T > 4.2$ ms, it can be calculated from the theoretical bounds in Remark 3 that it is possible to achieve less than 8.52 cm range resolution and less than 0.6 m/s of velocity resolution using the IEEE 802.11ad preamble, which is better than the required LRR resolution specifications in \cite{2} and typical CPI duration used in automotive radars (see, e.g., 10 ms CPI in \cite{17}). In particular, for the RRC pulse shaping filter that we use in the numerical simulations, $\Delta \rho = 7$ cm. In numerical results, we show that our proposed joint system and algorithms achieve these bounds.

V. Numerical Results

In this section, we perform Monte-Carlo simulations with 10,000 trials to evaluate the proposed radar techniques using IEEE 802.11ad against the required system specifications for LRR in a typical automotive radar setting \cite{2}. We assume the vehicle radar cross section is 10 dBsm \cite{28}. The multiple-antenna system is assumed to be a UPA with 8 horizontal and 2 vertical elements, as used in the Qualcomm IEEE 802.11ad chipsets \cite{50}. The 3-dB horizontal beamwidth of the UPA is $13^\circ$, and the 3-dB vertical beamwidth of the UPA is $60^\circ$.

A. Single Target Automotive Scenario

We simulate the received radar signal for a single target vehicular scenario, where the recipient vehicle is assumed to be the only target vehicle, as discussed in Section \cite{III}. We choose the distance and the relative speed between the target and source vehicles as 50 m and 20 m/s, which falls in the typical span of LRR range and velocity specifications \cite{2}. We chose fixed location parameters because the performance bounds of the radar detection and estimation parameters do not vary with range and relative velocity of the target vehicle, as discussed in Remark-1 and Remark-2 in Section \cite{IV}.
Figure 7: Probability of detection using different constant false alarm detection rates.

We evaluate the detection performance using probability of detection, $P_D$, for a given probability of false alarm, which is given by

$$P_D = \mathbb{E}[\varphi(E) \mid \text{target present}],$$

where the thresholding function $\varphi(E)$ is defined in (21). We perform Monte-Carlo simulations with 10,000 trials to compute $P_D$ using the preamble-based detection technique at $P_{FA}$ of $10^{-4}$, $10^{-6}$, and $10^{-8}$. Fig. 7 shows the performance of the proposed detection algorithm as a function of probability of false alarm and the received SCNR. It indicates that $P_D$ grows with increasing $P_{FA}$. For a $P_{FA}$ of $10^{-4}$, it is possible to achieve radar detection rates greater than 90% above the received SCNR of -24.3 dB and for a $P_{FA}$ of $10^{-6}$, it is possible to achieve $P_D > 99.9\%$ for received SCNR > -20.5 dB.

Fig. 8 shows the estimated velocity MSE using the STF of a single frame with $P = 128 \times 16$ and $N_D = 512$, and using the preamble of two frames with $P = 128 \times 26$ and $N_D = 41, 285$. The estimated velocity MSEs increase linearly (in dB scale) with the SCNR. The velocity estimation using the LS-based algorithm in (24) is comparatively better than the one proposed in [23]. The accuracy of the LS-based estimation techniques is very close to its CRLB bound. Using double frames, we achieve much better velocity estimation accuracy than using a single frame for all SCNR values. At low SCNR (less than 10 dB), however, even using double frames, we do not achieve the desired velocity accuracy of 0.1 m/s.

This motivates us to exploit multiple frames as explained in Section IV, which inherently
increases the training sequence and frame duration to better estimate velocity using the LS-based method. The performance of this algorithm, however, depends on the number of frames during a CPI. To evaluate the dependence of velocity estimation on the number of frames within a CPI and investigate its simultaneous effect on the communication system, we consider the following data rate as the communication performance metric

$$R = \frac{MK_{CD}T_s}{T} \log_2 \left( 1 + \zeta_{com}[m] \right),$$

(29)

where $K_{CD}$ is the total number of communication data symbols within a frame.

We have performed simulations over different CPI duration at 10 dB SCNR to investigate the trade-off between velocity estimation MSE and communication data rate, as shown in Fig. 9. For a fixed CPI duration, the number of frames in a CPI is varied from one to its maximum limit such that the number of symbols in each frame conforms to the IEEE 802.11ad SC PHY frame structure. We observe from the simulations that there is a trade-off between the communication data rate and the velocity estimation accuracy for a given CPI duration with a different number of frames. With an increase in the number of frames for a fixed CPI duration, the communication data rate degrades while enhancing the velocity estimation accuracy. We also observe that it is possible to simultaneously achieve Gbps communication data rate and cm/s-level accurate target velocity estimation for a CPI of 0.06 ms or more.

In Fig. 10, we compare the performance of various proposed range estimation algorithms and
Figure 9: Trade-off between communication data rate and velocity estimation MSE for a fixed size CPI. By increasing the duration of training symbols within a CPI, velocity estimation becomes more accurate with reduced data rate.

the CRLB using a single frame. The desired range MSE for automotive radars is 0.01 m² [2]. For frame start detection using the STF, we chose a threshold of $\chi_{STF}^2 = 1/8$ because it reduces the complexity of the hardware implementation [23]. We observe from Fig. 10 that the fine range estimation achieves better than the desired accuracy of 0.1 m using the STF/CEF peak detection for SCNR above 0 dB, and using the CEF symbol boundary detection for SCNR above 6 dB. The poor performance of range estimation using the CEF symbol boundary detection at low SCNR can be attributed to the fact the performance of the phase-based estimation is affected by Doppler shift. The figure also shows that the performance of the frame start detection using the preamble degrades due to a constant threshold $\chi_{STF}$, which does not adapt to the increasing SCNR [24]. This does not, however, degrade the performance of the fine range estimation technique.
Figure 10: Estimated range MSE for coarse and fine range estimation algorithms using the preamble of a single frame.

Figure 11: Received radar SCNR at the source vehicle and received communication SNR at the target vehicle as a function of distance between the source and target vehicles.

Indeed, the amplitude-based peak detection techniques using the STF/CEF achieve better than the desired automotive range accuracy of 0.1 m using a single frame without incorporating significant complexity. These peak detection techniques achieve range estimation MSEs quite close to the CRLB with a slight difference of less than 2 cm$^2$ between them. This difference is due to the fixed oversampling factor used in the symbol synchronization algorithm to estimate the fractional symbol delay, which can be easily improved using a higher oversampling factor or by using more complex symbol synchronization algorithm.

Fig. 11 shows the received radar SCNR at the source vehicle and the received communication
Figure 12: A multi-target scenario with two vehicles, namely vehicle R and vehicle T, within the mainlobe of the TX beam at the source vehicle. Both the vehicles are slightly separated in range, relative velocity, and direction w.r.t the source vehicle.

SNR at the target vehicle decrease for a given TX EIRP of 43 dBm (maximum EIRP for USA [26]) with PL exponents of 2 (as used in automotive radar simulations, e.g., [28], and in mmWave communication propagation model, e.g., [29]) and 2.5 (as used in [51] for link budget analysis of IEEE 802.11ad indoor applications) assuming noise figure of 6 dB [51]. We also infer from Fig. [11] that for a given EIRP, one-way received communication SNR is higher than the two-way radar SCNR and both of them reduces with the increasing $\rho_0$ due to decreasing large-scale channel gains $G_{com}$ and $G_{rad}$. Based on Fig. 7 and Fig. 11 we infer that for PL exponent of 2.0, the IEEE 802.11ad-based radar can detect very reliably with $P_D > 99.9\%$ and $P_{FA} = 10^{-6}$ till 200 m, which is desirable for LRR [21]. The span of $\rho_0$ over which the proposed radar system can detect also overlaps with the range of $\rho_0$ over which we can reliably estimate the cm-level accurate range and cm/s-level accurate velocity of the target vehicle within a CPI duration of less than 10 ms, which is desirable in LRR [2], [17].

B. Multi-target Scenario

The performance of the IEEE 802.11ad-based joint communication-radar system is also evaluated for a multi-target vehicular scenario, where we use the doubly selective channel model as described in Section III. To demonstrate the range and velocity resolutions of the joint system, we consider a two-target vehicle scenario. In this scenario, one of the target vehicles is a recipient vehicle, say vehicle R. The second target vehicle is considered within the beamwidth of the source vehicle and is separated in range, relative velocity, and AoA/AoD as compared with the recipient vehicle by $\delta\rho$ and $\delta v$, and $(\delta\phi, \delta\theta)$ respectively, as shown in Fig. 12. For vehicle R, we choose range as 14.32 m and velocity as 30 m/s, which falls in the typical operating span
Figure 13: Mesh plot of the estimated delay-Doppler map. The plot shows two mainlobe peaks corresponding to the simulated vehicle R and vehicle T. Due to the broad mainlobe width in the Doppler domain velocity resolution is limited to around 35 m/s in this simulation.

of LRR range and velocity specifications \cite{2}. We consider that the AoA/AoD corresponding to the vehicle R is \((90^\circ, 90^\circ)\), which is likely to happen when the vehicle R is in the same lane as the source vehicle for applications such as cruise control. For vehicle T, we consider \(\delta \rho = 4.26\) m, \(\delta v = 30\) m/s, and \((\delta \phi, \delta \theta) = (100^\circ, 90^\circ)\), which also falls in the typical span of LRR specifications \cite{2}.

Figs. 13 and 14 represent the 2D and three-dimensional (3D) plots of the estimated normalized delay-Doppler map with 10 frames in one CPI of 128000 samples, i.e., 0.072 ms duration. The normalization is done w.r.t the maximum received power at the source vehicle. The delay resolution is 0.07 m, and the Doppler resolution is 13750 KHz, calculated from Remark 3. In both figures, we plot the amplitude of the delay-Doppler map w.r.t the discrete-delay, \(\ell\), and 1000 times interpolated discrete-Doppler, \(d\), as described in Section \[\text{III}\] The delay-Doppler map is interpolated in the Doppler (slow-time) dimension to visualize the resolution degradation effect due to the wide mainlobe and high sidelobes of the Doppler response in a given delay bin. These plots show that vehicle R and vehicle T responses are separated by 50 delay bins, corresponding to 4.26 m. They also show high sidelobes and wide mainlobe in the Doppler axis resulting in limited Doppler resolution. From the 3-dB mainlobe width along the Doppler dimension, we infer that the Doppler resolution is 13,750 KHz and the corresponding velocity resolution is
Figure 14: The estimated 2D-plot of the normalized delay-Doppler map shows that there are 2 dominant reflections present in the 118th and 168th delay bins and in the first and second Doppler bins.

34.375 m/s. The velocity resolution, however, improved to less than 0.6 m/s, when we increased the CPI duration to more than 4.2 ms, as can also be seen from Remark 3. From the 3-dB mainlobe width along the delay dimension, we deduce that the range resolution is 7 cm. We can also infer from Fig. 13 that gain of vehicle R is less than vehicle T. This is because vehicle R is farther as compared to vehicle T from the source vehicle. This example illustrates the limit of velocity resolution, which is highly dependent on the duration of a CPI. At the same time, it also demonstrates the cm-level resolution and ultra-low sidelobes along the range dimension.

VI. CONCLUSIONS

In this paper, we developed a mmWave automotive radar based on the IEEE 802.11ad standard to enable a joint mmWave vehicular communication-radar system. Our proposed radar receiver exploits the preamble structure (repeated Golay complementary sequences) of an IEEE 802.11ad SC PHY frame because of its perfect auto-correlation property at the zero-Doppler shift. We proposed different single- and multi-frame radar algorithms for the single- and multi-target radar detection as well as range and velocity estimation by leveraging standard WLAN receiver algorithms and classical pulse-Doppler radar algorithms. We evaluated the performance of these algorithms both analytically and by simulations. The target vehicle is detected very reliably at significantly low constant false alarm rate for SCNR above -20.5 dB. The range of the target
vehicle is estimated with higher resolution and accuracy than the minimum requirement of the LRR specifications (0.5 m range resolution and 0.1 m range accuracy). The velocity estimation using single frame processing technique met the desired accuracy of 0.1 m/s above 45 dB SCNR, whereas using multi-frame processing technique achieved velocity accuracy of less than 0.1 m/s even at SCNR as low as -20.5 dB for a CPI of 4.2 ms. We also achieved the desired velocity resolution of less than 0.6 m/s for a CPI of 4.2 ms using multi-frame processing. Additionally, we showed that there is a trade-off between velocity estimation accuracy and communication data rate for a fixed CPI duration, while the desired velocity accuracy is simultaneously achieved with Gbps data rate for a CPI of 0.06 ms or more. These results indicate that IEEE 802.11ad-based joint communication-radar system is a promising option for next-generation automotive applications. Future work includes modifying the IEEE 802.11ad waveform that permits a trade-off between radar parameters’ estimation accuracy/resolution and communication data rate to adjust adaptively to the requirements imposed by different vehicular scenarios.

APPENDIX A

CRAMER RAO LOWER BOUND FOR VELOCITY ESTIMATION

We derive the CRLB for the velocity estimation algorithm using the preamble of multiple IEEE 802.11ad SC PHY frames, as proposed in Section IV. Consider the received training sequence $p \in \mathbb{C}^{PM \times 1}$ in (23), which can be expressed for $0 \leq i \leq P - 1$, $0 \leq m \leq M - 1$ as

$$p[k_i + mK] = r[k_i + mK] + z_m[k_i],$$

where $k_i$ is the sample number corresponding to the location of the training symbol in a frame, $r[k_i + mK] = \sqrt{E_s} h_0 s[k_i - \ell_0] e^{j\omega_0 (k_i + mK)}$, $\omega_0 = 2\pi \nu_0 T_s$, and $K$ is the total number of samples in a frame. Assuming perfect symbol synchronization, $z_m[k_i]$ is distributed as $\mathcal{N}_C(0, \sigma_{cn}^2)$.

To calculate the CRLB for each element of the parameter vector $\Theta = [\xi_s h_0]^2, \omega_0, \angle h_0]$, we compute the Fisher information matrix $I(\Theta)$. The CRLB corresponding to $\omega_0 = 2\pi \nu_0 T_s$ estimation, $\sigma_\omega^2$, is the second diagonal element of $I^{-1}(\Theta)$, $[I^{-1}(\Theta)]_{2,2}$, i.e., $\sigma_\omega^2 = [I^{-1}(\Theta)]_{2,2}$ [52], [53], where

$$[I^{-1}(\Theta)]_{2,2} \geq \xi \left[ \sum_{n=0}^{PM-1} n^2 - \frac{1}{PM} \left( \sum_{n=0}^{PM-1} n \right)^2 \right]^{-1},$$

with $\xi = (PM \zeta_{rad} + 1)/(2PM (\zeta_{rad})^2)$ and $n = k_i + mK$. 


For $\zeta_{\text{rad}} \gg (1/P)$ and for consecutive samples in a single frame, i.e., $M = 1$, the CRLB for estimation of the Doppler shift $\nu_0$ in Hz, can be expressed as $\sigma^2_\nu = \left[ I^{-1}(\Theta) \right]_{2,2} / (4\pi^2 T_s^2)$, which results in
\[
\sigma^2_\nu \geq \frac{6}{(2\pi)^2 T_s^2 P(P^2 - 1) \zeta_{\text{rad}}} \approx \frac{6}{(2\pi)^2 P^3 T_s^2 \zeta_{\text{rad}}}.
\] (32)

In case when $p$ is composed of non-consecutive training sequence, i.e., $n = i + mK$, then for large number of frames, i.e., large $M$, we can simplify (31) as
\[
\sigma^2_\nu \geq \frac{6}{4\pi^2 (MP^3 + M^3 PK^2) T_s^2 \zeta_{\text{rad}}}.
\] (33)
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