Abstract

In the recent years, the domain of fast flow field prediction has been vastly dominated by pixel-based convolutional neural networks. Yet, the recent advent of graph convolutional neural networks (GCNNs) have attracted a considerable attention in the computational fluid dynamics (CFD) community. In this contribution, we proposed a GCNN structure as a surrogate model for laminar flow prediction around two-dimensional (2D) obstacles. Unlike traditional convolution on image pixels, the graph convolution can be directly applied on body-fitted triangular meshes, hence yielding an easy coupling with CFD solvers. The proposed GCNN model is trained over a data set composed of CFD-computed laminar flows around 2,000 random 2D shapes. Accuracy levels are assessed on reconstructed velocity and pressure fields around out-of-training obstacles, and are compared with that of standard U-net architectures, especially in the boundary layer area.
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1 Introduction

During the last few years, the computational fluid dynamics (CFD) community has largely benefited from the fast-paced development of the machine learning (ML) field, and more specifically from that of the neural networks (NN) domain. In many cases, a data-driven surrogate model is constructed by training a neural network on a specific prediction task, in order to counter the high computational cost of CFD solvers. In this context, convolutional neural networks (CNNs) have been widely exploited. Multiple studies used CNNs for steady or unsteady flow prediction, with the flow fields represented...
by image-like arrays \([1, 2, 3, 4, 5, 6, 7]\). CNNs are also used to directly perform lift or drag prediction when the geometric characteristics, Mach number and Reynolds number are at hand \([8, 9]\). Under the framework of reduced order modeling, CNNs have been applied to low-dimensional feature extraction of fluid systems \([10, 11, 12]\). The non-linearity of CNNs brings advantages over traditional linear methods like proper orthogonal decomposition. Recent research also involves the coupling of CNNs with PDE solvers. One interesting axe is to embed CNN corrections into a DNS solver on coarse grids to obtain more competitive results with remarkable computational speedup \([13, 14]\). CNNs-based surrogate models have also been applied to inverse problems to accelerate the optimization \([15]\).

The use of convolution in neural networks was originally proposed in the context of image processing \([16]\). In practice, CNNs can be used to extract local features from grid-based data (include images) by sliding trainable kernels over an input image and performing convolution at each pixel. Yet, the use of uniform cartesian grids represent a hindrance for CFD applications, due to their poor intrinsic geometrical representation and large associated computational cost. For external and wall-bounded flows, body-fitted or unstructured meshes are usually adopted, in order to respect the geometric characteristics and to accurately capture the physics of the boundary layer. When coupled to CNN-based neural network models, data from the meshes have to be interpolated on ad-hoc cartesian grids, before being projected back on the mesh. Gao et al.\([17]\) use elliptic coordinate transformation to transform the irregular physical domain to a regular reference domain. The coordinate transformation allows the authors to use a physics-informed CNN to solve partial differential equations in the reference domain. The physical solution in the irregular domain can then be obtained through an inverse transformation. Compared to fully-connected physics-informed neural networks, the proposed method converges faster and reaches a better accuracy.

A possible alternative consists in designing efficient convolution operations on graph structures, and to apply them directly on unstructured meshes. Extending convolutional neural networks to graphs is of great interest, as many CFD solvers are based on finite element/volume methods, which use unstructured meshes for discretization. In this regard, the design and use of trained graph neural network models can significantly enrich CFD workflows by being used for specific tasks during the resolution process, while still relying on the standard CFD mesh. Generally speaking, a graph \(G(V, E)\) is composed of a set of nodes \(V\) and a set of edges \(E\), representing the connectivity of nodes. A node-level/edge-level feature vector represents the state of each node/edge. The goal of a graph convolution operation is to update the feature vectors through aggregating neighboring information. Two types of graph convolution are to be distinguished, namely spectral convolutions, and spatial convolutions. By means of graph Fourier transform, spectral convolution turns convolution into product between the entire graph’s feature matrix and the convolutional kernel \([18]\). In \([19]\), the authors combine differentiable PDE solvers and graph convolutional networks (GCN) to perform flow prediction around 2D airfoils. An initial flow field is first obtained by CFD simulation on a coarse mesh, and is then passed to a GCN for a prediction on a refined mesh. This hybrid method provides better results than coarse CFD simulation alone, and is significantly less computationally-intensive than running a full CFD simulation on a refined mesh. However, spectral convolution techniques are based on a global Fourier transform of the entire graph, and therefore require a fixed graph structure. Hence, spectral convolution has thus limited application in real-world CFD sceneries, and are de facto excluded from contexts including mesh adaptation.

Spatial convolution is more similar to traditional convolution on cartesian data: a convolution kernel operates locally on the node and its neighbours, the kernel parameters being re-used across the entire mesh. A popular implementation of this concept is the message-passing neural network (MPNN), proposed by Gilmer et al. for quantum chemistry \([20]\). This method divides the convolution operation into two steps: first, neighbouring nodes and edge features are aggregated into a hidden node state, after what the hidden node state is used to update the node features. Both the aggregation and update steps exploit nonlinear differentiable functions that are represented by small, shallow neural networks, which can be regarded as the convolution kernels. In \([21]\), a variant of MPNN called GraphSAGE \([22]\) is applied to drag force prediction from given laminar velocity field around airfoils. On a dataset with 1550 different airfoils and 21 angles of attack, the graph convolution model has shown better performance than other machine learning methods. Battaglia et al. \([23]\) propose an alternative method, called graph network (GN) blocks, for general multiple-step graph convolution. A GN block first passes messages from nodes to edges through an edge convolution kernel, before updating the edge features. The new
edge features are then aggregated to the nodes, through sum or other permutation invariant operations, as the edge messages. A node convolution kernel then takes the old node features and edges messages to obtain the new node features. In [24], the authors use graph networks-based simulators to learn physical systems of particles, including fluids, rigid solids and deformable materials. The proposed method shows high performance in reconstructing the results of mesh-free solvers. Pfaff et al. [25] apply graph networks to mesh-based simulations, including incompressible flow around cylinders and compressible flow around airfoils. The proposed neural network is trained to be an accurate incremental simulator, with capability in adapting the mesh. This method also generalizes well to mesh shapes and mesh sizes which are not present in the training set. A slightly different spatial convolution considers parameterized weight functions to aggregate the neighbouring information [26]. The features and relative position of each node pair are used to compute an edge weight through some trainable weight function, and a single weight function is applied to the entire graph inside one convolution. Since the weight function depends on node features, different aggregation patterns would be obtained at different locations of the graph. Xu et al. [27] applied this method to adjoint vector modelling for 2D flow around airfoils. The proposed weight function depends on the edge length and its angle to flow’s principle direction. By training a graph convolutional neural network with such weight functions, the authors get similar adjoint vectors to traditional adjoint methods. The predicted adjoint vectors are further used for shape optimization, with resulting shapes being very close to that obtained with direct adjoint methods.

In the present contribution, a graph convolutional neural network (hereafter denoted by GCNN) is implemented for laminar flow prediction around random 2D shapes on triangular meshes. In section 2 the generation of the dataset used in this paper is presented. In section 3, insights about the convolution block and graph neural network architecture are provided. The training details and a global evaluation of the model are provided in section 4.1. In section 4.2 and 4.3, the flow predictions around a cylinder and an airfoil are compared to baseline CFD results. In particular, the velocity profiles and surface pressure distribution are carefully studied. In order to further show the potential of our method, drag forces are computed from the boundary layer information, and compared to the CFD results in section 4.4. A comparison of GCNNs with standard convolutional U-nets in terms of accuracy and computational cost is proposed in section 4.5. Finally, conclusions and future possible developments are proposed in section 5.

2 Dataset construction

This section provides insights on the random shape dataset generation used to train networks in the next sections. This dataset was initially used in [9] (section 3.5), thus only the main lines are sketched here. For more details, the reader is referred to [9]. First, we describe the steps to generate arbitrary shapes by means of connected Bézier curves. Then, the solving of the Navier-Stokes equations with an immersed method is presented. Finally, the velocity and pressure fields are projected onto triangular meshes of a smaller domain for the training of neural networks.

2.1 Random shape generation

In the first step, \( n_s \) random points are drawn in \([0, 1]^2\), and translated so their center of mass is positioned in \((0, 0)\). An ascending trigonometric angle sort is then performed (see figure 1a), and the angles between consecutive random points are then computed. An average angle is then computed around each point (see figure 1b) using:

\[
\theta_i^* = \alpha \theta_{i-1,i} + (1 - \alpha) \theta_{i,i+1},
\]

with \( \alpha \in [0, 1] \). The averaging parameter \( \alpha \) allows to alter the sharpness of the curve locally, maximum smoothness being obtained for \( \alpha = 0.5 \). Then, each pair of points is joined using a cubic Bézier curve, defined by four points: the first and last points, \( p_i \) and \( p_{i+1} \), are part of the curve, while the second and third ones, \( p_i^* \) and \( p_{i+1}^* \), are control points that define the tangent of the curve at \( p_i \) and \( p_{i+1} \). The tangents at \( p_i \) and \( p_{i+1} \) are respectively controlled by \( \theta_i^* \) and \( \theta_{i+1}^* \) (see figure 1c). A final sampling
of the successive Bézier curves leads to a boundary description of the shape (figure 1d). Using this method, a wide variety of shapes can be attained, as shown in figure 2.

2.2 Numerical resolution of Navier-Stokes equations

The flow motion of incompressible newtonian fluids is described by the Navier-Stokes (NS) equations:

\[
\begin{align*}
\rho \left( \partial_t \mathbf{v} + \mathbf{v} \cdot \nabla \mathbf{v} \right) - \nabla \cdot \left( 2\eta \varepsilon(\mathbf{v}) - \mathbf{p} \mathbf{I} \right) &= \mathbf{f}, \\
\nabla \cdot \mathbf{v} &= 0,
\end{align*}
\]

where \( t \in [0, T] \) is the time, \( \mathbf{v}(x, t) \) the velocity, \( \mathbf{p}(x, t) \) the pressure, \( \rho \) the fluid density, \( \eta \) the dynamic viscosity and \( \mathbf{I} \) the identity tensor. In order to efficiently construct the dataset, an immersed boundary method is used for resolution instead of the usual body-fitted method, avoiding a systematic re-meshing of the whole domain for each shape. This method rely on a unified fluid-solid eulerian formulation based on level-set description of the geometry \[28\], and leads to the following set of modified equations:

\[
\begin{align*}
\rho^*(\partial_t \mathbf{v} + \mathbf{v} \cdot \nabla \mathbf{v}) - \nabla \cdot \left( 2\eta \varepsilon(\mathbf{v}) + \mathbf{\tau} - \mathbf{p} \mathbf{I} \right) &= \mathbf{f}, \\
\nabla \cdot \mathbf{v} &= 0,
\end{align*}
\]

where we have introduced the following mixed quantities:

\[
\begin{align*}
\mathbf{\tau} &= H(\alpha) \mathbf{\tau}_s, \\
\rho^* &= H(\alpha) \rho_s + (1 - H(\alpha)) \rho_f,
\end{align*}
\]

where the subscripts \( f \) and \( s \) respectively refer to the fluid and the solid, and \( H(\alpha) \) is the Heaviside function:

\[
H(\alpha) = \begin{cases} 
1 & \text{if } \alpha > 0, \\
0 & \text{if } \alpha < 0.
\end{cases}
\]

The reader is referred to \[29\] for additional details about formulation (2). The shapes are placed at the origin of a rectangular domain \([-5, 10] \times [-5, 5]\) meters. The inlet velocity is 1m/s. With density \( \rho = 1\text{kg/m}^3 \) and kinematic viscosity \( \nu = 0.1\text{m}^2/\text{s} \), the resulting Reynolds number is 10. At the top and bottom boundaries, \( v_y = 0 \) and \( \partial v_x / \partial y = 0 \) conditions are applied, while at the outlet we apply \( \partial v_x / \partial x = \partial v_y / \partial x = 0 \) and \( p = 0 \). Finally, no-slip condition \( v_x = v_y = 0 \) is imposed on the solid interface. The mesh size around the interface is set at 0.01m. Eventually, the modified equations (2) are cast into a stabilized finite element formulation, and solved using a variational multi-scale (VMS) solver \[30, 31, 32, 33, 34\].

2.3 Dataset for inference

The dataset\(^2\) is composed of 2,000 shapes, along with their steady-state velocity and pressure fields at \( Re = 10 \). All the labels were computed following the methods exposed in section 2.2 using CimLib \[29\], an industrial-level CFD solver. As we are more concerned with the flow patterns near the obstacles, a smaller domain containing the obstacle is used for the neural networks’s inference task. For each shape, a body-fitted triangular mesh is generated for the domain \([-2, 2]m \times [-2, 2]m\). The mesh size is 0.01m on the obstacle’s surface, which is the same as the immersed meshes used for CFD simulation. The element size grows to 0.4m at the border of the domain. Depending on the complexity of the shapes, the number of nodes varies from 2,000 to 3,000 in such a mesh. The velocity and pressure fields from CFD simulations are projected onto these meshes through linear interpolation (see figure 3). For the learning phase, normalization over the entire data set is applied, mapping separately the two coordinates components, the two velocity components and the pressure into the \([0, 1]\) range. at the end of the prediction phase, the predicted fields are mapped back to their physical ranges, and

\(^2\)This dataset was already exploited in previous studies, see \[9, 4\].
(a) Draw $n_s$ random points, translate them around $(0,0)$ and sort them by ascending trigonometric angle

(b) Compute angles between random points, and compute an average angle around each point $\theta_i^*$

(c) Compute control points coordinates from averaged angles and generate cubic Bézier curve

(d) Sample all Bézier lines and export for mesh immersion

Figure 1: **Random shape generation with cubic Bézier curves.** The generation contains four steps, namely (1a) draw random points, (1b) compute angles, (1c) compute control points, (1d) sample.
Figure 2: Shape examples drawn from the dataset. A wide variety of shape is obtained using a restrained number of points ($n_s \in [4, 6]$), as well as a local curvature $r$ and averaging parameter $\alpha$. 

non-dimensionalized by the inlet velocity and fluid density, both being equal to one. For additional details about the distribution of the elements in the dataset, the reader is referred to [9] (section 3.5). The whole data set is split into a training set with 1600 shapes, a validation set and a test set both with 200 shapes.

3 Network architecture

3.1 Convolution block

The basic component of the graph convolutional neural network is the convolution block. Here, the proposed convolution block has two components: a two-step graph convolutional layer adapted from the literature [23, 24, 25], followed by a two-step smoothing layer. In this section, the feature matrices on the nodes and the edges are respectively denoted by $X_V \in \mathbb{R}^{N_V \times d_V}$ and $X_E \in \mathbb{R}^{N_E \times d_E}$, with $N_V$ and $N_E$ being the number of nodes and edges. $d_V$ and $d_E$ are the dimensions of feature vectors on nodes and edges, which are denoted by $x_v \in \mathbb{R}^{d_V}$ and $x_e \in \mathbb{R}^{d_E}$.

**Convolutional layer** The convolutional layer propagates node-level messages to edges, then aggregates the new edge features and updates the node features according to the following rules:

$$x'_e = f_e \left( \frac{x_{v_1} + x_{v_2}}{2}, \frac{|x_{v_1} - x_{v_2}|}{2}, x_e \right),$$

$$x'_v = f_v \left( x_v, \sum_{e_i \in N(v)} x'_{e_i} \right),$$

(4)

where $v_1$ and $v_2$ are the two nodes connected by edge $e$, and $N(v)$ is the set of neighbouring edges around node $v$. For both convolution kernels $f_e$ and $f_v$, a fully-connected feedforward neural network with one hidden layer is used (see figure 4), the number of neurons in the hidden layer being set to 128. The number of neurons in the output layer remains modifiable, so the output dimension of the kernel can be customized. All the neurons are activated using the swish function [35], which performs better
Figure 3: **Triangular mesh, velocity field and pressure field for a dataset element.** Body-fitted triangular meshes in a smaller domain (3a) are used for training the neural network, along with the interpolated velocity field (3b, 3c) and pressure field (3d).

than ReLU and hyperbolic tangent functions. The weights and bias of the kernels are initialized using the Glorot-normal distribution [36].

During the edge convolution step, symmetric node features $\frac{x_{v1} + x_{v2}}{2}$ and $\frac{|x_{v1} - x_{v2}|}{2}$ are preferred over the raw features $x_{v1}$ and $x_{v2}$ in order to preserve permutation invariance. The summation in the node convolution step is also invariant to permutation of neighbouring edges. As a consequence, the proposed convolution steps (4) are insensitive to nodes and edges indexing.

**Smoothing layer** The smoothing layer perform an average operation on the output graph. The averaging kernel implemented on triangular meshes is divided into two steps:

$$x''_e = \frac{x'_{e1} + x'_{e2}}{2},$$

$$x''_v = \frac{1}{\text{card}(N(v))} \sum_{e_i \in N(v)} x''_{e_i} \quad (5)$$

The smoothing layer is technically also a convolutional layer. The motivation of adding this layer is not for message propagation, but to reduce the spatial variability of the node features. It weighs down the feature map of a convolutional layer through neighbouring compensation. A sequence of convolution-smoothing blocks can hence regularize the output of the networks to reduce local minima. The smoothing layer is beneficial to further reducing the training loss and producing continuous flow fields. A similar idea is found in the regularized pooling operation used for convolutional layers on images [37]. The final output of a convolution block is the new edge feature matrix $X'_E \in \mathbb{R}^{N_E \times d'_E}$ and the smoothed new node feature matrix $X''_V \in \mathbb{R}^{N_V \times d'_V}$.
Figure 4: Fully-connected feedforward neural network used as convolution kernel. The vectors on the right hand side in equation (4) are concatenated as the inputs of the convolution kernel. In edge convolution, the input dimension is $2d_V + d_E$, while in node convolution, the input dimension is $d_V + d'_E$. The number of hidden nodes is always 128.

3.2 Network architecture

The proposed architecture is presented in figure 5. As can be seen, the input is composed of three images respectively representing (i) the obstacle boundary, (ii) the $x$ coordinates and (iii) the $y$ coordinates. Eight convolution blocks/smoothing layers are stacked to form the graph convolutional neural network, followed by a $1 \times 1$ convolution as the output layer. Unless stated otherwise, the intermediate edge and node features dimensions in each graph convolution layer are respectively $(4, 8, 16, 32, 64, 32, 16)$ and $(8, 16, 32, 64, 64, 32, 16, 8)$, as indicated in parenthesis in the graph convolution layers of figure 5, but a study of the impact of the features dimensions can be found in section 4.5. The final $1 \times 1$ convolutional layer transforms node features in $\mathbb{R}^8$ into vectors in $\mathbb{R}^3$, which represent the predicted velocity and pressure. This symmetric architecture is similar to the encoder-decoder structure used in [4].

An important component of the proposed architecture is the skip connections from the input graph to the convolutional blocks. The coordinates of the nodes are concatenated to the node features after each smoothing layer. These skip connections provide spatial informations to the edge convolution steps in equation (4). The edge convolution hence takes into account the position of the edge center and relative position of the node pairs, allowing the convolution kernel to display different patterns at different locations in the domain.

4 Results

4.1 Training history

With architecture described in section 3, the proposed network has 217,853 trainable parameters. The parameters are calibrated by minimizing a loss function defined on the predicted and the reference flow fields. The mean absolute error (MAE) is adopted as the loss function, and is defined as:

$$
\mathcal{L} = \frac{1}{N_V} \sum_{i=1}^{N_V} \left( |u_i^{\text{pred}} - u_i^{\text{ref}}| + |v_i^{\text{pred}} - v_i^{\text{ref}}| + |p_i^{\text{pred}} - p_i^{\text{ref}}| \right),
$$
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Figure 5: **Proposed network architecture.** The provided input is composed of three images respectively representing (i) the obstacle boundary, (ii) the $x$ coordinates and (iii) the $y$ coordinates. The network has an encoder-decoder structure: in the encoder, the amount of features is doubled after each smoothing step, while in the decoder, it is halved after each smoothing step. For each graph convolution layer, the number of edge and node features are indicated in parenthesis. The network is terminated with a $1 \times 1$ convolutional layer to obtain the three output layers, holding respectively the $u$ and $v$ components of the velocity, and the pressure field $p$. The skip connections allow to inject coordinate informations from the input layer at each edge convolution step of the architecture.

with the considered fields being normalized to $[0, 1]$, as stated earlier. An in-house TensorFlow implementation is used for the network architecture and training. The network is trained using the Adam optimizer [38] for at most 1000 epochs, with mini-batches of size $64^3$ to limit the required computational resources. The learning rate follows a pre-defined decay schedule described as:

$$
l^e_r = \frac{l^0_r}{1 + \gamma e}
$$

where $l^e_r$ is the learning rate used during epoch number $e$, and $\gamma$ is the decay rate. In the experiments, both the initial learning rate and the decay rate were set equal to 0.002. To prevent overfitting, an early stopping criterion is applied: the training is terminated if the average MAE on the validation set is not improved in 60 epochs.

After 914 training epochs\footnote{One mini-batch is a large graph containing 64 disjoint subgraphs. For more details please refer to the code page https://github.com/jviquerat/gnn_laminar_flow.}, the training and validation losses converge respectively to $7.43 \times 10^{-3}$ and $7.61 \times 10^{-3}$, while the MAE over the test set amounts to $7.70 \times 10^{-3}$, as shown in figure 6. From the MAE distribution over the test set, shown in figure 7, it appears that most elements in the test set are accurately predicted, with only a negligible amount of shapes exceeding a MAE of 0.01. This underlines the capabilities of the model to generalize on out-of-training data. Under the training settings described in section 4.1, the proposed model requires approximately 11.96 seconds per epoch on a Tesla V100 GPU card.

4.2 Field prediction on a cylinder

To test the trained GCNN model on an out-of-training input, we consider the velocity and pressure predictions performed on a 2D cylinder with radius $0.75m$ placed at the origin, and embedded in a body-fitted triangular mesh with 2447 nodes, with a $0.1m$ mesh size on the cylinder. The MAE of the predicted velocity and pressure fields is $4.3 \times 10^{-3}$, as the geometric characteristic of the cylinder are close to that of the Bézier shapes from the training set. In figure 8, we observe almost symmetric

\footnote{This error level can be attained by following the weight initialization method in the published codes.}
Figure 6: **Training history of the model.** In fewer than 1000 training epochs, the training loss and validation converge. No obvious overfitting is observed.

Figure 7: **Distribution of the MAE over the test set.** The test set contains 200 random Bézier shapes. Only 13% shapes are with MAE over 0.01.
velocity fields with respect to the \(x\)-axis for all three fields. Although the shapes in the training set are not necessarily symmetric, the trained GCNN is aware of the symmetry of flow around a cylinder. The velocity profiles and surface pressure distribution displayed in figure 9 further confirm the symmetric predictions around a cylinder.

### 4.3 Prediction on a NACA0012 airfoil

The NACA airfoils from the UIUC database are among the most studied geometries in the CFD community. In the context of this contribution, the prediction on airfoils is regarded as good test of the model generalization capabilities on out-of-training shapes, as their geometry is very different from that of Bézier random shapes. The demonstrated airfoil is NACA0012, with an angle of attack equal to 4° and a chord length equals to 1 m. The airfoil is embedded into a triangular mesh made of 1489 nodes. The referential flow fields are from a CFD resolution with the same configurations as the Bézier shapes and the cylinder. The MAE of the predicted fields obtained from the GCNN model is 1.04 \(\times 10^{-2}\), which corresponds to the worst prediction levels observed in the test set. Yet, the predicted fields presented in figure 10 display reasonable physical features. Although the model overestimates the velocity magnitude, it successfully detects the locations where the vertical velocity changes sign or attains local minimum and maximum, as can be further observed in the plots of figure 11. More, the surface pressure distribution is recovered by the model, although with an underestimated pressure magnitude on the leading edge and the trailing edge. The incorrect velocity and pressure magnitude both result from the dissimilarity between flow around the airfoil and flow around the Bézier shapes. Since the GCNN model in this contribution is trained under the supervised learning framework, it should be conservatively applied to geometries that are not too different from that of the training dataset.

### 4.4 Drag force prediction

In this section, the accuracy of the drag force prediction is used as a measure of the quality of the predicted boundary layer. The drag force at \(Re=10\) is obtained by integrating the edge-wise contribution of pressure and viscous force on the obstacle, as shown in equation (7).

\[
F_D = e_x \cdot \int_S (p \cdot n + \mu \frac{\partial v_s}{\partial s}) ds,
\]

with \(e_x\) is the unit vector in the x-direction, \(n\) and \(s\) repectively the inward- and outward-pointing unit normal vector. \(\frac{\partial v_s}{\partial s}\) is the normal gradient of the tangent velocity. The drag forces computed on the 200 shapes of the test set are compared with their reference drag values in figure 12. Overall, a good agreement is observed, with an average relative error of 3.43\%, and a coefficient of determination equal to 0.987, which is in line with the results of the GraphSage method [21]. It must be noted that, in the literature, neural networks are usually directly trained on adequate databases to predict drag or lift coefficients. With the drag force computed by reconstructed flow fields on triangular meshes, it is possible to apply the GCNN model to shape optimization in future works.

### 4.5 Comparison with U-nets

U-nets are a popular neural network architecture for end-to-end image prediction. Initially introduced by Ronneberger et al. [39] in the field of biomedical image segmentation, they were recently exploited for flow prediction tasks [5, 6]. U-nets have an auto-encoder-like structure, but introduce skip connections between the corresponding convolutional and de-convolutional layers from the encoder and decoder paths in order to mix high-level features from the latent space with low-level ones from the encoder. A sketch is proposed in figure 13. By design, U-nets require grid-based data, such as images. As a consequence, flow fields as well as obstacle boundaries need to be projected onto a regular cartesian grid, implying geometric inaccuracies and a higher amount of data. Here, we consider a cartesian grid with a resolution equal to 0.01, in order to match the local resolution of the boundary layer of the graph network. The domain size is \([-2, 2] \times [-2, 2]\), hence each data instance is a 401 \(\times 401\) 2D array. The U-net architecture is composed of 5 convolution-convolution-maxpooling blocks with 3 \(\times 3\) convolutional filters and 2 \(\times 2\) pooling size for the encoder part, and 5 deconvolution-convolution-convolution blocks with 2 \(\times 2\) deconvolutional filters and 3 \(\times 3\) convolutional filters for the decoder part.
Figure 8: **Flow and shape predictions around a cylinder using a GCNN model.** The normalized velocity and pressure fields outputted by the network are rescaled to their physical ranges and non-dimensionalized for better demonstration. The reference (8a, 8d, 8g) and predicted fields (8b, 8e, 8h) are very close, with no specific pattern in the MAE maps (8c, 8f, 8i).
Figure 9: **Velocity and pressure profiles around the cylinder.** The velocities are recorded at $x = -1$ (9a, 9c) and $x = 1$ (9b, 9d), and display the expected symmetry with respect to the $x$ axis. The pressure is recorded on the lower (9e) and upper surfaces (9f) of the cylinder. The wiggles in the referential pressure profiles are caused by obstacle boundary resolution by the immersed boundary method, which employs an element size equal to 0.01m. These numerical artefacts could be reduced using smaller boundary elements, although we find they do not impact the neural networks training.
Figure 10: Flow predictions on a NACA0012 airfoil using a GCNN model. Although the field amplitudes are not correctly evaluated, the velocity (10a, 10b, 10c, 10d, 10e, 10f) and pressure maps (10g, 10h, 10i) display reasonably physical features, such as sign changes in the vertical velocity or localized high pressure area.
Figure 11: **Velocity and pressure profiles around the NACA0012 airfoil.** The velocities are recorded at $x = -1$ (11a, 11c) and $x = 1$ (11b, 11d), and display significant errors around the trailing edge. With significant discrepancy of velocity magnitude, the physical pattern of the velocity profiles is still well recovered. The pressure is recorded on the lower (11e) and upper surfaces (11f) of the airfoil, with remarkable error at the leading and trailing edges.
Figure 12: Drag force computed from the boundary layer reconstruction obtained with the graph neural network. The included data contains the 200 Bézier shapes from the test set, along with the cylinder and the NACA0012 airfoil considered in the previous sections. Excellent agreement is observed on most shapes from the test set, with an average relative error of 3.43%. While the cylinder drag is accurately computed, the airfoil drag is off by 26.1% from its reference value.

Figure 13: Sketch of auto-encoder and U-net architectures. Standard auto-encoders (13a) are composed of an encoder and a decoder paths, and can be exploited either for end-to-end regression tasks (in a supervised way, with labels), or for the inference of latent space representations (in an unsupervised way, without labels). U-net auto-encoders (13b) are a specific class of AE, in which skip connections are added from the encoder branch to the decoder one in order to mix high-level features from the latent space with low-level one from the contractive path. They usually present a superior level of performance on regression tasks.

In the encoder branch, the amount of filters is doubled after each block, while in the coder, the amount of filters is halved after each block. The U-net’s architecture is hence symmetric, and scalable through a modification of the initial number of filters in the first block. The relation between the number of initial filters and the number of trainable parameters is shown in table 1. Similarly, in a GCNN, one can modify the node feature dimension of the first convolutional block while proportionally changing the other intermediate feature dimensions.

To perform a performance comparison between U-net and GCNN architectures, the U-nets are implemented and trained in the Keras API with the following configurations: batch size equals to 64, optimized by the Adam optimizer with an initial learning rate equals to 0.001, a learning rate decay equals to 0.0002, early stopping patience is 20 epochs. A sample prediction obtained with a U-net holding 1,944,763 free parameters is shown in figure 15. The prediction on this sample is globally of high quality with an MAE equals to $7.09 \times 10^{-3}$, but contrarily to GCNN predictions, most of the discrepancies are concentrated on the border of the obstacle. Indeed, the U-net not only predicts the velocity and pressure fields, but also has to reconstruct the obstacle boundary, which cannot be strictly restored due to the staircasing effect of the cartesian grid. To perform a fair quantitative comparison
Table 1: **Trainable parameters of U-nets and GCNNs.** For simplification, both architectures use symmetric and scalable configurations. Hence, their complexity can be represented by the number of convolutional filters or node feature's dimension in the 1\textsuperscript{st} convolutional layer.

| 1\textsuperscript{st} layer Parameters | 1\textsuperscript{st} layer Parameters |
|----------------------------------------|----------------------------------------|
| 7 | 1489162 |
| 8 | 1944763 |
| 9 | 2461080 |
| 10 | 3038113 |
| 2 | 61190 |
| 4 | 113411 |
| 6 | 165632 |
| 8 | 217853 |

(a) U-net

(b) GCNN

with GCNN prediction, the results obtained with the U-net model were interpolated on the triangular meshes. The average MAE on the test set is used for comparison, and is displayed in figure 16a as a function of the number of trainable parameters, both for GCNN and U-net. As can be observed, the GCNN require fewer trainable parameters than U-net (approximately 1 order of magnitude) to reach a similar accuracy, highlighting the cost-efficient of GCNN in field reconstruction compared to grid-based techniques. Indeed, the GCNN is able to exploit local grid refinement or coarsening to save degrees of freedom, which is a central strength of finite-element and finite-volume CFD methods. In terms of memory consumption, the GCNN requires 1.05 GB to import the data set (including the nodes coordinates and connectivity, and the velocity and pressure fields), which must be compared to the 13.5 GB required by the U-net architecture for the same task. Hence, the data used for GCNN is more likely to fit into standard GPU cards.

Yet, the main observed drawback of GCNNs is the larger training time required to reached a converged model. Compared to a traditional convolution, the 4-step graph convolutional block presented in equations (4) and (5) requires heavy matrix operations, which significantly increases the time required for a forward calculation. In order to implement automatic differentiation, the generated intermediate variables are not deleted from the memory until one whole back-propagation of the gradients in all the blocks is finished. The required memory to store the intermediate variables are compared in 16c when batch size is 64. In spite of the small input data size, GCNNs still require large memory for the intermediate variables in the training process. The limitation of memory thus does not support using large batch size, which also slows the training. In figure 16b and 16d, the training time of both methods are compared when batch size is 64. Considering the input size as well as the network's complexity, training GCNNs is more expensive than training U-nets.

5 Conclusion

In the present contribution, a graph neural network architecture for 2D incompressible laminar flow prediction was presented. Compared to traditional convolution neural networks, the graph based method works directly on body-fitted triangular meshes, making it a method of choice for coupling with finite element numerical simulations. The proposed convolution method preserves permutation invariance, and is therefore insensitive to node and edge indexing. The GCNN network was trained on a dataset of 2000 laminar flows around random 2D shapes, generated using Bézier curves, resulting in an averaged MAE on the test set at $7.70 \times 10^{-3}$, with no evidence of overfitting. The resulting model was proved to efficiently reconstruct velocity and pressure fields around a cylinder, respecting the symmetry induced by the input geometry. In particular, the predicted flow remained highly accurate even in the boundary layer of the obstacle. The predicted flow around a significantly different shape, namely a NACA0012 airfoil, presented higher MAE levels and ill-estimated amplitudes, while still respecting the physics of the reference flow. The predicted velocity and pressure fields were further used to compute the drag force by integration of the fields in the boundary layer, resulting in an average relative error equal to 3.43% on the test set. Finally, the GCNN model performance was compared to that of a standard U-net model. The GCNN architecture proved its superiority in terms
Figure 14: **Flow predictions on a Bézier shape from the test set using a U-net model.** The horizontal velocity (14a, 14b, 14c), vertical velocity (14d, 14e, 14f) and pressure fields (14g, 14h, 14i) display similar error levels. The trained U-net has 8 filters in its first convolutional layer, leading to 1 944 763 trainable parameters in total. The error is mostly concentrated in the border of the obstacle.
Figure 15: Flow predictions on a Bézier shape from the test set using a GCNN model. The horizontal velocity (15a, 15b, 15c), vertical velocity (15d, 15e, 15f) and pressure fields (15g, 15h, 15i) display similar error levels. The concerned GCNN has 217,853 trainable parameters in total. The maximum absolute error is much smaller than the U-net method, with no specific pattern displayed.
Figure 16: **Performance comparison between U-net and GCNN** in terms of test set MAE (16a), total training time (16b), memory usage (16c) and per-epoch training time (16d). As can be seen, GCNNs require much fewer parameters to reach the same accuracy of U-nets. However, training GCNNs requires more memory to perform gradient backpropagation and is more time-consuming considering their smaller model size.
of accuracy and model complexity, although its required training time was significantly longer. Yet, the versatility of GCNN and its capabilities to work on body-fitted meshes with arbitrarily complex geometric characteristics make it a method of choice for the generation of accurate, fast prediction models coupled to computational fluid dynamics.
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