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Abstract

For the classical $N$-body problem in $\mathbb{R}^d$ with $d \geq 2$, Maderna–Venturelli in their remarkable paper (Ann Math 192:499–550, 2020) proved the existence of hyperbolic motions with any positive energy constant, starting from any configuration and along any non-collision configuration. Their original proof relies on the long time behavior of solutions by Chazy 1922 and Marchal-Saari 1976, on the Hölder estimate for Mañé’s potential by Maderna 2012, and on the weak KAM theory. We give a new and completely different proof for the above existence of hyperbolic motions. The central idea is that, via some geometric observation, we build up uniform estimates for Euclidean length and angle of geodesics of Mañé’s potential starting from a given configuration and ending at the ray along a given non-collision configuration. Moreover, our geometric approach works for Hamiltonians $\frac{1}{2} \| p \|^2 - F(x)$, where $F(x) \geq 0$ is lower semicontinuous and decreases very slowly to 0 faraway from collisions. We therefore obtain the existence of hyperbolic motions to such Hamiltonians with any positive energy constant, starting from any admissible configuration and along any non-collision configuration. Consequently, for several important potentials $F \in C^2(\Omega)$, we get similar existence of hyperbolic motions to the generalized $N$-body system $\ddot{x} = \nabla_x F(x)$, which is an extension of Maderna–Venturelli [Ann Math 2020].
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1. Introduction

The classical \(N\)-body problem in \(\mathbb{R}^d\) with \(d \geq 2\) consists in studying the second order ordinary system

\[
\ddot{x} = \nabla_x U(x),
\]

where \(x = (x_1, x_2, \ldots, x_N) \in \mathbb{R}^{dN}\), each body \(x_i\) has mass \(m_i > 0\), \(U(x)\) denotes the Newtonian potential, and \(\nabla_x U = (\nabla_{x_i} U)_{1 \leq i \leq N}\) with \(\nabla_{x_i} = \frac{1}{m_i} \frac{\partial}{\partial x_i}\) being the gradient with respect to the mass scalar product. In other words,

\[
U(x) = \sum_{1 \leq i < j \leq N} \frac{m_i m_j}{|x_i - x_j|}, \quad \text{and} \quad \nabla_{x_i} U(x) = \sum_{j=1, j \neq i}^{N} \frac{m_j}{|x_j - x_i|^{3}}(x_j - x_i).
\]

The Hamiltonian corresponding to the system (1.1) is \(\frac{1}{2} \|p\|^2 - U(x)\), where the weighted norm \(\|p\|\) is defined by \(\|p\| := (\sum_{i=1}^{N} m_i |p_i|^2)^{1/2}\) for \(p = (p_1, \ldots, p_N) \in \mathbb{R}^{dN}\). We denote by \(\Omega\) the set of non-collision configurations and by \(\Sigma\) the set of configurations including some collision, that is,

\[
\Omega := \{x \in \mathbb{R}^{dN} : x_i \neq x_j, \forall 1 \leq i < j \leq N\} \quad \text{and} \quad \Sigma := \mathbb{R}^{dN} \setminus \Omega.
\]

It is well known that \(\Omega\) is a path connected open set (that is, a domain) in \(\mathbb{R}^{dN}\).

The long-time behavior of solutions to the system (1.1) has been insistently concerned after the fundamental works by Chazy in 1918; see [5,12,13,17,20,22,28,31] and the references therein. Indeed, Chazy classified different asymptotic types of solutions for the three-body problem, and moreover, established the continuity of the limit shape; see [12,13]. Later, these results were generalized to the \(N\)-body problem for any \(N \geq 4\); see [22,35–37,39,43]. Following Chazy [13], if \(x : [0, \infty) \to \mathbb{R}^{dN}\) is a solution to (1.1) and satisfies \(x(t) = ta + o(t)\) as \(t \to +\infty\) for some non-collision configuration \(a \in \Omega\), we call it a hyperbolic motion to (1.1) along \(a\). The following was proved in [12,13,22]:

**Theorem 1.1.** Let \(x : [0, \infty) \to \mathbb{R}^{dN}\) be a hyperbolic motion to (1.1) along \(a \in \Omega\). Then we have the following:

(i) The solution \(x\) has asymptotic velocity \(a\), that is, \(\lim_{t \to \infty} \dot{x}(t) = a\);
(ii) Given any $\varepsilon > 0$, there are constants $t^* > 0$ and $\delta > 0$ such that, for any maximal solution $y : [0, T) \to \Omega$ satisfying $|y(0) - x(0)| < \delta$ and $|\dot{y}(0) - \dot{x}(0)| < \delta$, we have

(i) $T = +\infty$, $|y(t) - ta| < t\varepsilon$ for all $t > t^*$ and
(ii) there is $b \in \Omega$ with $|b - a| < \varepsilon$ such that $y = tb + o(t)$.

In 1976, Marchal-Saari provided the following classification of long-time behavior for the $N$-body problem; see Theorem 1 and Section 10 in [31]:

**Theorem 1.2.** Let $x : [0, +\infty) \to \mathbb{R}^{dN}$ be a solution to (1.1). Then, as $t \to +\infty$, either

$$\frac{R(t)}{t} \to +\infty,$$

where $R(t) := \max\{|x_i(t) - x_j(t)| : 1 \leq i < j \leq N\}, \quad (1.2)$

or

there exists $A \in \mathbb{R}^{dN}$ such that $x(t) = At + o(t). \quad (1.3)$

Note that if $x$ satisfies (1.3) with $A \in \Omega$, then $x(t)$ is exactly a hyperbolic motion. In general, (1.3) may not be true; and even when it is true, the condition $A \in \Omega$ does not necessarily hold. Thus Theorem 1.2 does not affirm the existence of hyperbolic motions.

In 2020, Maderna–Venturelli showed the existence of hyperbolic motions to (1.1) starting from any configuration and along any given non-collision configuration; see Theorem 1.1 in [28].

**Theorem 1.3.** Given any initial configuration $x_0 \in \mathbb{R}^{dN}$, any non-collision configuration $a \in \Omega$ with $\|a\| = 1$, and any choice of the energy constant $\lambda > 0$, there always exists a hyperbolic motion $x : [0, \infty) \to \mathbb{R}^{dN}$ to (1.1) starting from $x_0$ and along $\sqrt{2\lambda}a$, that is,

$x(0) = x_0$ and $x(t) = \sqrt{2\lambda}at + o(t)$ as $t \to +\infty.$

The original proof of Theorem 1.3 by Maderna–Venturelli relies on Theorems 1.1 and 1.2, and also uses the weak KAM theory and Hölder estimate for Mañé’s potential. Indeed, starting from given $x_0$ and along given $a$ as in Theorem 1.3, Maderna–Venturelli [28] constructed unbounded calibrating curves of viscosity solutions to Hamilton-Jacobi equation involving the Newtonian potential, where the possibility of bounded calibrating curves was ruled out by exploiting a classical result by Von Zeipel [44]. Next, thanks to Marchal-Saari’s classification result in Theorem 1.2, such unbounded calibrating curves satisfy either (1.2) or (1.3). Via some Hölder estimate for Mañé’s potential $m_\lambda$ by Maderna [27] (see also [28, Theorem 2.11]), the possibility of (1.2) is excluded. Thus such unbounded calibrating curves must satisfy (1.3) for some $A \in \mathbb{R}^{dN}$. Finally, by using the asymptotic behavior in Theorem 1.1 by Chazy [13] and Gingold-Solomon [22], they showed that $A$ must be $\sqrt{2\lambda}a$ as desired.

In this paper, we give a new and completely different proof for Theorem 1.3, which is based on some geometric observation for geodesics of Mañé’s potential. The central point is that: we consider a solution $\gamma^{(n)} : [0, \sigma^{(n)}] \to \mathbb{R}^{dN}$ to the
system (1.1) joining \( x_0 \) and \( x_0 + s^*a + 2^n a \) for all sufficiently large \( n \), where \( s^* \) is a constant depending on \( x_0 \) and \( a \); indeed, \( \gamma^{(n)} \) is a geodesic of Mañé’s potential \( m_\lambda \). Via some geometric observation and an induction argument, we are able to bound, uniformly in \( n \), the Euclidean length of \( \gamma^{(n)}|_{[0,1]} \) and also the angle between \( \gamma^{(n)}(t) - x_0 - s^*a \) and \( a \) whenever \( t \in [\sigma_0, \sigma^{(n)}] \) for some constant \( \sigma_0 \) depending on \( x_0, \lambda \) and \( a \). The desired hyperbolic motion is then given by the limit of \( \gamma^{(n)} \) as \( n \to \infty \) (up to some subsequence). See Section 2 for more detail.

Moreover, our geometric approach works for Hamiltonians \( \frac{1}{2} \| p \|^2 - F(x) \), where \( F(x) \geq 0 \) is lower semicontinuous and decreases very slowly to 0 faraway from collisions. We therefore obtain the existence of hyperbolic motions to such Hamiltonian with any positive energy constant, starting from any admissible configuration, and along any non-collision configuration. Consequently, we get a similar Hamiltonian \( \frac{1}{2} \| p \|^2 - F(x) \) defined by\

\[
F(x) := \sum_{1 \leq i < j \leq N} F_{ij}(x_i, x_j) \quad \forall \, x = (x_1, \ldots, x_N) \in \mathbb{R}^dN, \quad \text{where}
\]

\[
F_{ij} : \mathbb{R}^d \times \mathbb{R}^d \setminus \Delta \to [0, \infty) \text{ is locally bounded,}
\]

\[
\text{and is also lower semicontinuous, that is,}
\]

\[
\text{for any } \delta \in \mathbb{R} \text{ the level set } \{ (x_i, x_j) \in \mathbb{R}^d \times \mathbb{R}^d \setminus \Delta : F_{ij}(x_i, x_j) > \delta \} \text{ is open.}
\]

Here and below we write \( \Delta = \{ (z, z) : z \in \mathbb{R}^d \} \). In a natural way, one may extend \( F_{ij} \) to be a lower semicontinuous function in \( \mathbb{R}^d \times \mathbb{R}^d \) with values in \( [0, \infty) \), and hence extend \( F \) to be a lower semicontinuous function in \( \mathbb{R}^{dN} \) with values in \( [0, \infty) \). See Appendix for details.

For any energy constant \( \lambda > 0 \), Mañé’s potential or the action potential \( m_\lambda \) is defined by\

\[
m_\lambda(x, y) := \inf \{ A_\lambda(\gamma) : \gamma \in \mathcal{AC}(x, y; [0, \sigma]; \mathbb{R}^{dN}) \text{ for some } \sigma > 0 \}, \quad \forall x, y \in \mathbb{R}^{dN},
\]

where\

\[
A_\lambda(\gamma) := \int_0^\sigma \left[ \frac{1}{2} |\dot{\gamma}(s)|^2 + F \circ \gamma(s) + \lambda \right] ds,
\]

and for any set \( W \subset \mathbb{R}^{dN} \),\

\[
\mathcal{AC}(x, y; [0, \sigma]; W) := \{ \gamma : [0, \sigma] \to W \text{ is absolutely continuous, and } \gamma(0) = x, \gamma(\sigma) = y \}.
\]

Since \( \Omega \) is path-connected, \( (\Omega, m_\lambda) \) is a metric space. Denote by \( \tilde{\Omega} \) the set\

\[
\{ y \in \mathbb{R}^{dN} : \text{there exists } \lambda > 0 \text{ and } x \in \Omega \text{ such that } m_\lambda(x, y) < +\infty \}. \quad (1.6)
\]
We remark that the set $\tilde{\Omega}$ is independent of the choice of $\lambda > 0$ and $x \in \Omega$; see Appendix. Configurations $x \in \tilde{\Omega}$ are also said to be admissible. It turns out that $(\tilde{\Omega}, m_\lambda)$ is a geodesic space, and geodesics joining any pair of distinct configurations $x, y \in \tilde{\Omega}$ are given by the arc-length parametrization of minimizers of $A_\lambda$ in the class $\bigcup_{\sigma > 0} AC(x, y; [0, \sigma]; \tilde{\Omega})$; see Appendix for more details. Below, to clarify the geometric nature, we call a minimizer of $A_\lambda$ as an $m_\lambda$-geodesic with canonical parameter. We also call a continuous curve $\gamma : [0, \infty) \to \tilde{\Omega}$ as an $m_\lambda$-geodesic ray with canonical parameter if, for any $\sigma > 0$, the restriction $\gamma|_{[0, \sigma]}$ is an $m_\lambda$-geodesic with canonical parameter. Moreover, in the spirit of Chazy, if $\gamma$ is an $m_\lambda$-geodesic ray with canonical parameter for some $\lambda > 0$ and satisfies $x(t) = at + o(t)$ as $t \to +\infty$ for some non-collision configuration $a$, we call $\gamma$ as a hyperbolic motion to the Hamiltonian $\frac{1}{2} \| p \|^2 - F(x)$ with energy constant $\lambda > 0$ and along $a$, or for simplicity, hyperbolic motion to $m_\lambda$ along $a$.

Next, assuming in addition that $F_{ij} \in C^2(\mathbb{R}^d \times \mathbb{R}^d \setminus \Delta; \mathbb{R})$ for all $1 \leq i < j \leq N$ (for simplicity we write $F \in C^2(\Omega)$ below), we consider the generalized $N$-body system

$$\ddot{x} = \nabla_x F(x), \quad (1.7)$$

which corresponds to the Hamiltonian $\frac{1}{2} \| p \|^2 - F(x)$. Following Chazy, if a solution $x : [0, \infty) \to \mathbb{R}^{dN}$ to (1.7) satisfies $x(t) = at + o(t)$ as $t \to +\infty$ for some non-collision configuration $a \in \Omega$, then we call it as a hyperbolic motion to (1.7) along $a$. Recall that if $\gamma : [0, \sigma) \to \tilde{\Omega}$ is an $m_\lambda$-geodesic with canonical parameter and if $\gamma$ is collision free interiorly, that is, $\gamma|_{(0, \sigma)} \subset \Omega$, then it is a solution to the system (1.7) with energy constant $\lambda$, see Lemma A.3 and Lemma A.4 in Appendix. Consequently, a hyperbolic motion to $m_\lambda$ without collision in $(0, \infty)$ is a hyperbolic motion to (1.7).

Below, we build up an existence result of hyperbolic motions to the Hamiltonian $\frac{1}{2} \| p \|^2 - F(x)$, and hence to the corresponding N-body system $\ddot{x} = \nabla_x F(x)$ when, additionally $F \in C^2(\Omega)$, provided that $F$ satisfies the following growth assumption faraway from collisions:

\[
\begin{cases}
F_{ij}(x_i, x_j) \leq f(|x_i - x_j|), \quad \forall (x_i, x_j) \in \mathbb{R}^d \times \mathbb{R}^d \setminus \Delta_2 \text{ for all } 1 \leq i < j \leq N, \\
\text{where } f \in C^0(\mathbb{R}_+, \mathbb{R}_+), \quad \sum_{k=1}^{\infty} \left(2^{-k} \int_{2^k}^{2^{k+1}} f(s) \, ds \right)^{1/2} < \infty.
\end{cases}
\]

(1.8)

Here and below $\mathbb{R}_+ := (0, \infty)$, and $\Delta_\delta := \{(z, w) \in \mathbb{R}^d \times \mathbb{R}^d : |z - w| < \delta\}$.

Note that, if $f$ is decreasing, then

$$\int_4^\infty \frac{\sqrt{f(s)} \, ds}{s} \leq \sum_{k=2}^{\infty} \left(2^{-k} \int_{2^k}^{2^{k+1}} f(s) \, ds \right)^{1/2} \leq \sum_{k=2}^{\infty} \frac{2 \int_2^\infty \sqrt{f(s)} \, ds}{s}.$$

Moreover, if $f(s) \leq C(\log s)^{-\beta}, \forall s \geq 2$, for some $\beta > 2$, then

$$\sum_{k=1}^{\infty} \left(2^{-k} \int_{2^k}^{2^{k+1}} f(s) \, ds \right)^{1/2} \leq \frac{C^{1/2}}{(\log 2)^{\beta/2}} \sum_{k=1}^{\infty} k^{-\beta/2} < \infty.$$
Theorem 1.4. Let $F$ be as in (1.4) and satisfying (1.8). Given any energy constant $\lambda > 0$, any initial configuration $x \in \Omega$ and any non-collision configuration $a \in \Omega$ with $\|a\| = 1$, we have the following:

(i) There exists a hyperbolic motion $\gamma : [0, +\infty) \to \tilde{\Omega}$ to the Hamiltonian $\frac{1}{2}\|p\|^2 - F(x)$ with the energy constant $\lambda > 0$, along $\sqrt{2\lambda}a$ and starting from $x$, that is,

$$\gamma(0) = x \text{ and } \gamma(t) = \sqrt{2\lambda}at + o(t) \text{ as } t \to +\infty.$$  

(ii) There exists $t_0 = t_0(x, a, \lambda) \geq 0$ such that the restriction $\gamma|_{[t_0, \infty)}$ is collision-free, that is, $\gamma|_{[t_0, \infty)} \subset \Omega$.

(iii) If $F \in C^2(\Omega)$, then the restriction $\gamma|_{[t_0, \infty)}$ is a hyperbolic motion to (1.7) along $\sqrt{2\lambda}a$.

(iv) If $F \in C^2(\Omega)$, and suppose in addition $\gamma|_{(0, t_0)}$ is collision free, then $\gamma$ is a hyperbolic motion to (1.7) starting from $x$ and along $\sqrt{2\lambda}a$.

The study of (non-)collisions is one of the main issues in this field. To some extent, (non-)collisions are determined by the behavior of $F$ near the set $\Sigma$ of collisions. There do exist potentials $F$, for which one can find some $m_\lambda$-geodesic including interior collisions, see [7,8,33] for constructions. Therefore, in Theorem 1.4 (iv), since no other assumption is made on $F$ around $\Sigma$, we can not expect in general that the restriction $\gamma|_{(0, t_0)}$ is collision-free.

On the other hand, it is well known (see [3,4,21,29,32]) that all $m_\lambda$-geodesics are collision-free interiorly, and hence are solutions to the system (1.7), provided that $F(x)$ satisfies any one of the following conditions near $\Sigma$:

(E1) For all $1 \leq i < j \leq N$, $F_{ij}(x_i, x_j) \geq C m_i m_j |x_i - x_j|^2$ in $\Delta_{1/2}$, where $C > 0$.

(E2) For all $1 \leq i < j \leq N$, $F_{ij}$ coincides with the homogeneous potential $m_i m_j |x_i - x_j|^{-\alpha}$ in $\Delta_{1/2}$, where $0 < \alpha < \infty$. When $\alpha = 2$, it was also called as the Jacobi-Banachiewitz potential; see [2,14,42].

(E3) For all $1 \leq i < j \leq N$, $F_{ij}$ is given by the quasi-homogeneous potential $m_i m_j (|x_i - x_j|^{-\alpha} + \delta|x_i - x_j|^{-\beta})$ in $\Delta_{1/2}$, where $0 < \beta < \alpha < \infty$ and $\delta > 0$.

It was also called as the Manev potential when $\alpha = 2$ and $\beta = 1$ (see [16,26,30]), and as the Schwarzschild potential when $\alpha = 3$ and $\beta = 1$ (see [1]).

(E4) For all $1 \leq i < j \leq N$, $F_{ij}$ is given by the Lennard-Jones potential (see [6,24,25]), that is, $A|x_i - x_j|^{-12} - B|x_i - x_j|^{-6}$ in $\Delta_\delta$ for some $\delta = \delta(A, B) > 0$, where $A, B > 0$.

(E5) For all $1 \leq i < j \leq N$, $F_{ij}$ is given by the Seeliger-Yukawa potential (see [40,41]), that is, $A e^{-B|x_i - x_j|}|x_i - x_j|^{-1}$ in $\Delta_{1/2}$, where $A, B > 0$.

(E6) For all $1 \leq i < j \leq N$, $F_{ij}$ is given by the Mücket-Treder potential (see [34,38]), that is, $|x_i - x_j|^{-1}(A - B \log |x_i - x_j|)$ in $\Delta_{1/2}$, where $A, B > 0$.

(E7) For all $1 \leq i < j \leq N$, $F_{ij}$ coincides with the logarithmic potential $m_i m_j \log |x_i - x_j|^{-1}$ in $\Delta_{1/2}$. 
Thus, as a direct consequence of Theorem 1.4 (iv), we have the following.

**Corollary 1.5.** Let $F \in C^2(\Omega)$ be as in (1.4) and satisfy (1.8). Suppose that $F$ satisfies any one of (E1)–(E7) near $\Sigma$.

Given any energy constant $\lambda > 0$, any initial configuration $x \in \widetilde{\Omega}$ and any non-collision configuration $a \in \Omega$ with $\|a\| = 1$, there is a hyperbolic motion to the system (1.7) with the energy constant $\lambda$, along $\sqrt{2\lambda}a$ and starting from $x$.

In Sections 3–8, we prove Theorem 1.4 and hence Corollary 1.5; in particular, when $F = U$ with $f(s) = s^{-1}$, we reprove Theorem 1.3. For reader’s convenience, in Section 2 we sketch our geometric proof to Theorem 1.4, and also introduce some necessary notations used in Sections 3–8 and Appendix.

**Remark 1.6.** We remark that it seems possible to extend our geometric approach to general Hamiltonians $H(x, p)$, and also to the setting of (sub)Riemannian manifolds. We would like to see such extension.

**2. Sketch of the Proof to Theorem 1.4**

Note that we only prove Theorem 1.4 under the assumption that

the mass $m_i = 1$ for each $1 \leq i \leq N$. \hspace{1cm}(2.1)

For general masses, by some necessary and standard modifications, our argument also works; we omit the details.

Before sketching the proof, we introduce several notations which are needed below. In the sequel of this paper, we always assume that (2.1) holds and hence the corresponding weighted norm $\| \cdot \|$ (resp. weighted inner product) is then the Euclidean norm (resp. inner product), that is,

$$\|x\| = \left( \sum_{i=1}^{N} |x_i|^2 \right)^{1/2} = |x| \quad \text{and hence}$$

$$\langle \langle x, y \rangle \rangle = \sum_{i=1}^{N} \langle x_i, y_i \rangle \quad \text{for } x, y \in \mathbb{R}^{dN}. \hspace{1cm}(2.2)$$

To measure the distance of any configuration $y \in \mathbb{R}^{dN}$ to the set of collisions, we always set

$$y^b := \min\{|y_i - y_j| : 1 \leq i < j \leq N\}. \hspace{1cm}(2.3)$$

Note that $y^b > 0$ if and only if $y \in \Omega$, that is,

$$\Omega = \{y \in \mathbb{R}^{dN} : y^b > 0\}.$$  

For any $x, y \in \mathbb{R}^{dN}$, write $[x, y]$ (resp. $(x, y)$) as the closed (resp. open) line-segment between them, that is,

$$[x, y] = \{tx + (1 - t)y \}_{t \in [0, 1]} \quad \text{and}$$
\( (x, y) = [x, y] \setminus \{x, y\} = \{tx + (1-t)y \}_{t \in (0,1)}. \) \hfill (2.4)

Write \( \mathbb{R}_+ = (0, \infty) \), the open half ray \( x + \mathbb{R}_+ y = \{x + ty : t \in \mathbb{R}_+\} \) and \( \overline{x + \mathbb{R}_+ y} \) as the closure of \( x + \mathbb{R}_+ y \). Given \( A \subset \mathbb{R}^{dN} \) and \( z \in \mathbb{R}^{dN} \), let us denote \( d_E(z, A) \) the Euclidean distance from \( z \) to \( A \). In particular, \( d_E(z, [x, y]) \) is the Euclidean distance from \( z \) to the line-segment \( [x, y] \), and \( d_E(z, x + \mathbb{R}_+ y) \) is the Euclidean distance from \( z \) to the open half ray \( x + \mathbb{R}_+ y \).

For any absolutely continuous curve \( \gamma : [0, \sigma] \to \mathbb{R}^{dN} \), denote by \( l(\gamma) \) its Euclidean length, that is,

\[ l(\gamma) = \int_0^\sigma |\dot{\gamma}(s)| \, ds. \] \hfill (2.5)

For any two configurations \( a, b \in \mathbb{R}^{dN} \) with \( a, b \neq 0 \), denote by \( \angle(a, b) \) the angle between them, that is the unique element of \( [0, \pi] \) satisfying

\[ \cos \angle(a, b) = \frac{\langle a, b \rangle}{|a||b|}. \]

Denote by \( S^{dN-1}_{\mathbb{R}} \) the set of all configuration \( a \in \mathbb{R}^{dN} \) satisfying \( |a| = 1 \). Note that, for any two configurations \( a, b \in S^{dN-1}_{\mathbb{R}} \), the smallness of \( |b - a| \) is equivalent to that of the angle \( \angle(a, b) \); indeed,

\[ \frac{1}{2} |a - b| = \sin \frac{1}{2} \angle(a, b). \] \hfill (2.6)

Now we are ready to sketch the proof to Theorem 1.4 and hence Corollary 1.5, in particular, when \( \hat{F} = U \) and \( f(s) = s^{-1} \), we sketch a new proof of Theorem 1.3.

**Sketch of the proof to Theorem 1.4.** Given any energy constant \( \lambda > 0 \), any initial configuration \( x \in \tilde{\Omega} \) and any non-collision configuration \( a \in \Omega \) with \( |a| = 1 \), we obtain the desired hyperbolic motion in Theorem 1.4 in 4 steps.

**Step 1.** Writing \( x^* := x + 50(1 + |x|)a/a^b \), we have

\[ (x^* + tb)^b \geq 2 \] and hence \( x^* + tb \in \Omega \) whenever \( t \geq 0 \) and \( b \in S^{dN-1}_{\mathbb{R}} \) with

\[ |b - a| \leq \frac{1}{20} a^b. \] \hfill (2.7)

For any \( t, b \) as in (2.7), and for any \( m_{\lambda} \)-geodesic \( \gamma \) with canonical parameter joining \( x \) and \( x^* + tb \), we have the upper bounds

\[ t \leq l(\gamma) \leq \frac{1}{\sqrt{2\lambda}} m_{\lambda}(x, x^* + tb) \leq t + \Psi(t), \] \hfill (2.8)

where

\[ \Psi(t) := \frac{1}{\sqrt{2\lambda}} m_{\lambda}(x, x^*) + \frac{1}{\lambda} N^2 \frac{1}{a^b} \int_{(x^*)^b}^{2t + 2|x|} f(s) \, ds. \]
Both (2.7) and (2.8) are stated in Section 5. Their proofs are given in Sections 3 and 4 based on the basic geometry of non-collision configurations established in Section 3 and some careful analysis. The choice of the configuration $x^*$ is necessary in general to get (2.8) since $F$ is only assumed to be bounded by $f$ faraway from collisions.

We remark that the growth assumption (1.8) guarantees that

$$
\tilde{\Psi}(t) = \sum_{j \geq [\log_2 t]} \sqrt{2^{-j} \Psi(2^j)} \to 0 \quad \text{as } t \to \infty; \quad (2.9)
$$

see Sect. 5. Below we fix $n_0 \in \mathbb{N}$ large enough, in particular, to guarantee that $\tilde{\Psi}(2n_0) \leq 2^{-10} a^b$.

**Step 2.** For any integer $n \gg n_0$, denote by $\gamma^{(n)} : [0, \sigma^{(n)}] \to \Omega$ an $m_\lambda$-geodesic with canonical parameter joining $x$ and $x^* + 2^n a$. In Sect. 5, we prove the following crucial geometric observation: if $x^* + Sb = \gamma^{(n)}(\tau)$ for some $b \in S^{dN-1}$ with $|a - b| \leq \frac{1}{20} a^b$, and $S \geq 2^{n_0}$ and $\tau \in (0, \sigma^{(n)}]$, then one has

$$
|\gamma^{(n)}(\tau_{1/2}) - (x^* + \frac{S}{2} b)| \leq 2\sqrt{S\Psi(S)} \quad \text{with}
$$

$$
\tau_{1/2} := \max \left\{ 0 < t < \tau : |x^* - \gamma^{(n)}(t)| = \frac{S}{2} \right\}, \quad (2.10)
$$

and

$$
d_E(\gamma^{(n)}(t), x^* + \mathbb{R}^+ b) \leq 4\sqrt{S\Psi(S)}, \quad \forall t \in [\tau_{1/2}, \tau]. \quad (2.11)
$$

To see this, first note that the assumptions in $S$ and $\tau$ allow us to conclude $l(\gamma^{(n)}|[0,\tau]) \leq S + \Psi(S)$ from (2.8). Next, we construct some suitable triangles as illustrated by Figs. 1, 2, 3, 4 and 5 in Section 5, and then bound the lengths of the longest sides via the Euclidean lengths of certain restrictions of $\gamma^{(n)}$, which will be estimated with the aid of $l(\gamma^{(n)}|[0,\tau])$. Using the geometry of triangles, we get the desired (2.10) and (2.11) through careful calculation.

**Step 3.** Thanks to (2.8), (2.10) and (2.11), by an induction argument as illustrated in Fig. 6 of Section 6, we obtain the following upper bound for the Euclidean length

$$
l(\gamma^{(n)}|[0,\tau]) \leq \frac{1}{\sqrt{2\lambda}} m_\lambda(x, \gamma^{(n)}(t)) \leq |\gamma^{(n)}(t) - x^*| (1 + \tilde{\Psi}^2(|\gamma^{(n)}(t) - x^*|)) \quad \text{whenever}
$$

$$
\sigma^{(n)}_{n_0} \leq t < \sigma^{(n)} \quad (2.12)
$$

with

$$
\sigma^{(n)}_{n_0} := \max \{ s \in [0, \sigma^{(n)}] : |\gamma^{(n)}(s) - x^*| = 2^{n_0} \},
$$
and also obtain an upper bound for the angle $\angle(\gamma^{(n)}(t) - x^*, a)$ between $\gamma^{(n)}(t) - x^*$ and $a$, equivalently,

$$|\frac{\gamma^{(n)}(t) - x^*}{|\gamma^{(n)}(t) - x^*|} - a| \leq 2^4 \tilde{\Psi}(|\gamma^{(n)}(t) - x^*|) \quad \text{whenever } \sigma_{n_0}^{(n)} \leq t < \sigma^{(n)}. \quad (2.13)$$

See Section 6 for more details.

**Step 4.** Recall that $\gamma^{(n)}$ has energy constant $\lambda$, that is,

$$|\dot{\gamma}^{(n)}(s)|^2 = 2F \circ \gamma^{(n)}(s) + 2\lambda \quad \text{for almost all } s \in [0, \sigma^{(n)}];$$

see Lemma A.3 in Appendix. Combining this, (2.12) and (2.13), we prove in Section 7 that

$$|\frac{\gamma(t) - x^* - \sqrt{2\lambda}a t}{\sqrt{2\lambda}t}| \leq 2^5 \tilde{\Psi} \left( \frac{1}{2}\sqrt{2\lambda}t \right) \quad \text{whenever } \sigma^{(n)} \geq t \geq \frac{1}{\sqrt{2\lambda}} 2^{n_0+1}. \quad (3.1)$$

Next, sending $n \to \infty$ (up to some subsequence), $\gamma^{(n)}$ converges to some $m_\lambda$-geodesic ray $\gamma$ with canonical parameter, which satisfies

$$|\frac{\gamma(t) - x^* - \sqrt{2\lambda}a t}{\sqrt{2\lambda}t}| \leq 2^5 \tilde{\Psi} \left( \frac{1}{2}\sqrt{2\lambda}t \right) \quad \text{whenever } t \geq \frac{1}{\sqrt{2\lambda}} 2^{n_0+1}. \quad (3.2)$$

Recall (2.9), that is, $\tilde{\Psi}(s) \to 0$ as $s \to \infty$. We know that $\gamma$ is the desired hyperbolic motion starting from $x$ and along $\sqrt{2\lambda}a$. For details see Section 8. \( \square \)

### 3. Some Basic Geometric Properties of Non-collision Configurations

In what follows, we always assume the mass $m_i = 1$ for each $1 \leq i \leq N$. Recall that $\Omega$ is the set of non-collision configurations, that is, all $x \in \mathbb{R}^{dN}$ with $x^b > 0$. We refer to (2.2)–(2.5) and therein for several notations which will be used below.

In this section, we prove several basic geometric properties of non-collision configurations (see Lemma 2.1–Lemma 2.4), which will be used later.

**Lemma 3.1.** Let $b \in \mathbb{R}^{dN}$ and $a \in \mathbb{S}^{dN-1}$ with $a^b > 0$. If $|a - b| \leq \delta a^b$ for some $0 < \delta < \frac{1}{2}$, then

$$b^b > a^b - 2|b - a| \geq (1 - 2\delta)a^b, \quad (3.1)$$

and

$$\cos \angle(a_i - a_j, b_i - b_j) = \frac{\langle a_i - a_j, b_i - b_j \rangle}{|a_i - a_j||b_i - b_j|} \geq 1 - 4\delta, \quad \forall 1 \leq i < j \leq N. \quad (3.2)$$

If we further assume $b \in \mathbb{S}^{dN-1}$, then

$$\cos \angle(a, b) = \langle a, b \rangle \geq 1 - 2\delta^2. \quad (3.3)$$
**Proof.** By the triangle inequality,
\[ |b_i - b_j| \geq |a_i - a_j| - |b_i - a_i| - |b_j - a_j| > |a_i - a_j| - 2|b - a|,\]
\[ \forall 1 \leq i < j \leq N.\]

From this, we conclude
\[ b^b > a^b - 2|b - a|.\]

Thus, by \(|a - b| \leq \delta a^b\), it holds that
\[ b^b \geq (1 - 2\delta)a^b.\]

Moreover, for all \(1 \leq i < j \leq N\), by the Cauchy-Schwartz inequality and the triangle inequality,
\[ \langle a_i - a_j, b_i - b_j \rangle = \langle a_i - a_j, a_i - a_j \rangle + \langle a_i - a_j, b_i - a_i - b_j + a_j \rangle \geq |a_i - a_j|(|a_i - a_j| - 2|b - a|).\]

Note that
\[ |b_i - b_j| \leq |a_i - a_j| + |b_i - a_i| + |b_j - a_j| \leq |a_i - a_j| + 2|b - a|.\]

We then have
\[ \langle a_i - a_j, b_i - b_j \rangle \geq \frac{|a_i - a_j| - 2|b - a|}{|a_i - a_j| + 2|b - a|} \geq 1 - \frac{2|b - a|}{a^b},\]
and hence, by \(|a - b| \leq \delta a^b\), it holds that
\[ \cos \angle(a_i - a_j, b_i - b_j) \geq 1 - 4\delta.\]

For the last inequality (3.2), note that \(a^b < 2\) and
\[ 2 - 2\langle a, b \rangle = |a - b|^2 \leq \delta^2(a^b)^2.\]

This implies
\[ \langle a, b \rangle = 1 - \frac{1}{2}|a - b|^2 \geq 1 - \frac{1}{2}\delta^2(a^b)^2 \geq 1 - 2\delta^2,\]
as desired. \(\Box\)

**Lemma 3.2.** Let \(x \in \mathbb{R}^{dN}\) and \(a \in S^{dN-1}\) with \(a^b > 0\). For \(s \geq 50 \frac{1 + |x|}{a_0}\), we have
\[ \left| \frac{x + sa}{|x + sa|} - a \right| \leq \frac{a^b}{20} \]
and
\[ (x + sa)^b \geq \frac{24}{25} a^b > 2.\]
Proof. For $s > |x|$, write
\[ \left| \frac{x + sa}{|x + sa|} - a \right| = \frac{1}{|x + sa|} |x + sa - |x + sa|a| . \]

By the triangle inequality, one has
\[ |x + sa - |x + sa|a| \leq |x| + |s - |x + sa|| = |x| + ||sa| - |x + sa|| \leq 2|x| , \]
and hence
\[ \left| \frac{x + sa}{|x + sa|} - a \right| \leq \frac{1}{|x + sa|} 2|x| \leq \frac{1}{s - |x|} 2|x| . \]

By $s \geq 50 \frac{1 + |x|}{a^2}$ and $a^b < 2$, we have $s - |x| \geq 40 \frac{|x|}{a^2}$ and hence
\[ \frac{1}{s - |x|} 2|x| \leq \frac{a^b}{20} \]
as desired.

Moreover, it is easy to see that
\[ (x + sa)^b \geq sa^b - 2|x| \geq \frac{24}{25} sa^b . \]
The proof is complete. \[ \square \]

Lemma 3.3. If $z, b \in \Omega$ satisfy
\[ \angle (b_i - b_j, z_i - z_j) \leq \frac{\pi}{2} \text{ or equivalently } \cos \angle (b_i - b_j, z_i - z_j) \geq 0 \ \forall 1 \leq i < j \leq N , \]
then $(z + tb)^b > z^b > 0$, and hence $z + tb \subset \Omega$, for all $t \in [0, \infty)$.

Proof. It suffices to prove that for any $1 \leq i < j \leq N$,
\[ |z_i + tb_i - (z_j + tb_j)| \geq |z_i - z_j| \text{ for all } t > 0 . \]

To see this, write
\[ q = z_i - z_j \text{ and } e = b_i - b_j , \text{ and hence, } |z_i + tb_i - (z_j + tb_j)| = |q + te| . \]

Then $|e| \geq b^b > 0$ and $|q| \geq z^b > 0$. The assumption $\angle (q, e) \leq \pi/2$ implies $\langle q, e \rangle \geq 0$. Thus
\[ |q + et| = \sqrt{\langle q + et, q + et \rangle} = \sqrt{|q|^2 + 2\langle q, e \rangle t + |e|^2 t^2} \geq \sqrt{|q|^2 + |e|^2 t^2} \geq |q| \geq z^b > 0 , \ \forall t \geq 0 \]
as desired. \[ \square \]
Lemma 3.4. Let \( x \in \mathbb{R}^{dN} \) and \( a \in S^{dN-1} \) with \( a^b > 0 \). If \( b \in S^{dN-1} \) with \( |a - b| \leq \frac{a^b}{20} \), then for all \( s \geq 50 \frac{1 + |x|}{a^b} \) and \( t \geq 0 \), one has

\[
(x + sa + tb)^b \geq (x + sa)^b \geq \frac{24}{25} s a^b \geq 2.
\] (3.3)

Therefore, \( x + sa + tb \in \Omega \).

Proof. For any fixed \( s \geq 50 \frac{1 + |x|}{a^b} \), write \( c = x + sa \). By Lemma 3.2, \( |c - a| \leq \frac{a^b}{20} \).

Thus \( |c - b| \leq \frac{b^b}{9} \). By Lemma 3.1, it implies that \( \angle(c, b) \leq \arccos \frac{79}{81} < \pi / 2 \). Then for all \( \delta \geq 0 \), it holds that \( \angle(c + \delta b, b) \leq \angle(c, b) < \pi / 2 \). Hence,

\[
\left| \frac{c + \delta b}{|c + \delta b|} - b \right| = 2 \sin \frac{1}{2} \angle(c + \delta b, b) \\
\leq 2 \sin \frac{1}{2} \angle(c, b) = |c - b| \leq \frac{b^b}{9}, \quad \forall \delta \geq 0.
\] (3.4)

Note that for any \( t \geq 0 \),

\[
\frac{x + sa + tb}{|x + sa + tb|} = \frac{c + \frac{t}{|x + sa|} b}{|c + \frac{t}{|x + sa|} b|}.
\]

By (3.4), it follows that

\[
\left| \frac{x + sa + tb}{|x + sa + tb|} - b \right| = \left| \frac{c + \frac{t}{|x + sa|} b}{|c + \frac{t}{|x + sa|} b|} - b \right| \leq \frac{b^b}{9}.
\]

By Lemma 3.1, it holds that

\[
\cos \angle(x_i + sa_i + tb_i - x_j - sa_j - tb_j, b_i - b_j) \geq \frac{5}{9} > \frac{1}{2}, \quad \forall 1 \leq i < j \leq N.
\]

From Lemma 3.3 and Lemma 3.2, it follows that

\[
(x + sa + tb)^b \geq (x + sa)^b \geq \frac{24}{25} s a^b.
\]

We have completed the proof. \( \square \)
4. An Upper Bound of Euclidean Length of $m_\lambda$-Geodesics

In this section, we build up the following upper bound of the Euclidean length of $m_\lambda$-geodesics with canonical parameter:

**Lemma 4.1.** Let $x \in \tilde{\Omega}$, $a \in \mathbb{S}^{dN-1}$ with $a^b > 0$ and $\lambda > 0$. For any $s \geq 50 \frac{1+|x|}{a^b}$, $b \in \mathbb{S}^{dN-1}$ with $|a-b| \leq \frac{a^b}{100}$, and any $T \geq 0$, if $\gamma \in \mathcal{AC}(x, x + sa + Tb; \emptyset; \tilde{\Omega})$ is an $m_\lambda$-geodesic with canonical parameter, then we have

$$l(\gamma) \leq \frac{1}{\sqrt{2\lambda}} m_\lambda(x, x + sa + Tb) \leq T + \frac{1}{\sqrt{2\lambda}} m_\lambda(x, x + sa) + \frac{1}{\lambda} N^2 \frac{1}{a^b} \int_{(x+sa)^b} f(\tau) d\tau.$$

(4.1)

To prove this we begin with the following trivial upper bound.

**Lemma 4.2.** If $\gamma \in \mathcal{AC}(x, y; [0, \sigma]; \tilde{\Omega})$ is an $m_\lambda$-geodesic with canonical parameter for some $\lambda > 0$, then one has

$$l(\gamma) \leq \frac{1}{\sqrt{2\lambda}} m_\lambda(x, y) \leq |y - x| + \frac{1}{2\lambda} \int_0^{|y-x|} F\left(x + s \frac{y-x}{|y-x|}\right) ds. \quad (4.2)$$

**Proof.** Concerning the the first inequality in (4.2), by the Cauchy-Schwarz inequality one has

$$\frac{1}{2} |\dot{\gamma}(s)|^2 + F(\gamma(s)) + \lambda \geq \frac{1}{2} |\dot{\gamma}(s)|^2 + \lambda \geq 2\sqrt{\lambda} \sqrt{\frac{1}{2} |\dot{\gamma}(s)|^2} = 2\sqrt{\lambda} |\dot{\gamma}(s)|, \quad a.e.$$

Thus

$$m_\lambda(x, y) = A_\lambda(\gamma) \geq 2\sqrt{\lambda} l(\gamma).$$

To see the second inequality in (4.2), we set $a = \frac{y-x}{|y-x|}$ and $\eta(s) = x + \sqrt{2\lambda} sa$ for $s \in [0, \frac{|y-x|}{\sqrt{2\lambda}}]$. By definition, $m_\lambda(x, y) \leq A_\lambda(\eta)$. Since

$$A_\lambda(\eta) = \int_0^{\frac{|y-x|}{\sqrt{2\lambda}}} \left[\lambda + F(x + \sqrt{2\lambda} sa)\right] ds + \lambda \frac{|y-x|}{\sqrt{2\lambda}}$$

$$= \sqrt{2\lambda} |y-x| + \frac{1}{\sqrt{2\lambda}} \int_0^{\frac{|y-x|}{\sqrt{2\lambda}}} F(x + sa) ds,$$

we obtain the second inequality in (4.2), as desired. \hfill \Box

**Remark 4.3.** Note that above if $[x, y] \subset \Omega$, then $\int_0^{\frac{|y-x|}{\sqrt{2\lambda}}} F(x + sa) ds < \infty$; otherwise, it may happen that $\int_0^{\frac{|y-x|}{\sqrt{2\lambda}}} F(x + sa) ds = \infty$. Recall that no assumption is made on the behavior of $F$ in $\Sigma$ essentially. Below via some necessary geometric argument in Section 3, we could only meet the the integral of type $\int_0^A F(y + sb) ds$ where $A > 0$, $y \in \Omega$, $b \in \mathbb{S}^{dN-1} \cap \Omega$ and the line-segment $[y, y + Ab] \subset \Omega$. 

Next we bound \( \int_0^T F(z + sa) \, ds \) for some \( z \) and \( a \) with \( \bar{z} + \mathbb{R}_+ a \subset \Omega \).

**Lemma 4.4.** Let \( \theta \in (0, \pi/2) \), \( z \in \Omega \) with \( z^b \geq 2 \) and \( a \in \mathbb{S}^{d-1} \) with \( a^b > 0 \). If
\[
\sup_{1 \leq i < j \leq N} \angle (a_i - a_j, z_i - z_j) \leq \theta,
\]
then
\[
\int_0^T F(z + sa) \, ds \leq \frac{N^2}{2 \cos \theta} \frac{1}{a^b} \int_{z^b}^{2T + 2|z|} f(s) \, ds
\]
(4.3)
holds for any \( T > 0 \).

**Proof.** By Lemma 3.3, one has \( (z + sa)^b \geq z^b \geq 2 \) for each \( s \geq 0 \). By (1.4) and (1.8), we then obtain
\[
\int_0^T F(z + sa) \, ds \leq \sum_{1 \leq i < j \leq N} \int_0^T F_{ij}(z_i + sai, z_j + sa_j) \, ds
\]
\[
\leq \sum_{1 \leq i < j \leq N} \int_0^T f(|(z_i - z_j) + s(a_i - a_j)|) \, ds.
\]
We claim that, for any \( 1 \leq i < j \leq N \),
\[
\int_0^T f(|(z_i - z_j) + s(a_i - a_j)|) \, ds
\]
\[
\leq \frac{1}{\cos \theta} \frac{1}{|a_i - a_j|} \int_{|z_i - z_j|}^{|z_i - z_j + T(a_i - a_j)|} f(t) \, dt.
\]
(4.4)
Assume this claim holds for the moment. Note that
\[
|z_i - z_j| \geq z^b \geq 2, \quad |a_i - a_j| \geq a^b > 0
\]
and
\[
|z_i - z_j + T(a_i - a_j)| \leq 2|z| + T|a_i - a_j| \leq 2|z| + 2T.
\]
One has
\[
\int_0^T F(z + sa) \, ds \leq \frac{N^2}{2 \cos \theta} \frac{1}{a^b} \int_{z^b}^{2T + 2|z|} f(t) \, dt,
\]
that is, (4.3) holds.

Finally, we prove the above claim (4.4). For any fixed \( 1 \leq i < j \leq N \), write \( q = z_i - z_j \) and \( e = a_i - a_j \), and hence
\[
\int_0^T f(|(z_i - s_j) + s(a_i - a_j)|) \, dt = \int_0^T f(|q + se|) \, dt.
\]
Write \( t(s) = |q + se| \) for \( s \geq 0 \). Since the assumption \( \angle(q, e) \leq \theta < \pi/2 \) implies \( \langle q, e \rangle \geq |q||e| \cos \theta > 0 \), we have

\[
t(s) = \sqrt{\langle q + se, q + se \rangle} = \sqrt{|q|^2 + 2\langle q, e \rangle s + |e|^2 s^2} \geq |q| \geq 2, \quad \forall s \geq 0,
\]

and

\[
\frac{dt}{ds} = \frac{\langle q + se, e \rangle}{|q + se|} \geq \frac{|e||q| \cos \theta + |e|^2 s}{|q + se|} \geq |e| \cos \theta \frac{|q| + |e|s}{|q + se|} \geq |e| \cos \theta > 0, \quad \forall s \geq 0.
\]

Thus \( t = t(s) : [0, \infty) \rightarrow [|q|, \infty) \) is a strictly increasing \( C^1 \) function. Obviously,

\[
\frac{ds}{dt} \leq \frac{1}{|e| \cos \theta}.
\]

Hence, by the change of variable, we have

\[
\int_0^T f(|q + se|) \, ds \leq \frac{1}{\cos \theta} \frac{1}{|e|} \int_{|q|}^{|q + Te|} f(t) \, dt,
\]

as desired. \( \Box \)

As a consequence of Lemma 4.4 and Lemma 3.1, we have the following:

**Corollary 4.5.** Let \( z \in \mathbb{R}^{dN} \) with \( z^b \geq 2 \) and \( a \in S^{dN-1} \) with \( a^b > 0 \). If

\[
\left| \frac{z}{|z|} - a \right| \leq \frac{a^b}{20},
\]

then for any \( b \in S^{dN-1} \) with \( |a - b| \leq \frac{a^b}{20} \), we have

\[
\int_0^T F(z + sb) \, ds \leq N^2 \frac{2}{a^b} \int_{z^b}^{2T+2|z|} f(s) \, ds, \quad \forall T > 0.
\]

**Proof.** Since \( b \in S^{dN-1} \) and \( |a - b| \leq \frac{a^b}{20} \), by Lemma 3.1, one has \( b^b > \frac{9}{10} a^b \). It follows that

\[
\left| \frac{z}{|z|} - b \right| \leq \left| \frac{z}{|z|} - a \right| + |a - b| \leq \frac{a^b}{10} \leq \frac{b^b}{9}.
\]

By Lemma 3.1, it holds that

\[
\cos \angle(b_i - b_j, z_i - z_j) = \cos \angle \left( b_i - b_j, \frac{z_i}{|z|} - \frac{z_j}{|z|} \right) \geq 1 - \frac{4}{9} \geq \frac{1}{2}.
\]

Thus by applying Lemma 4.4 with \( \theta = \arccos \frac{1}{2} \) and \( b^b > \frac{9}{10} a^b \), we get the desired estimate. \( \Box \)

As a consequence of Corollary 4.5 and Lemma 3.2, the following result holds:
Corollary 4.6. Let $x \in \mathbb{R}^{dN}$ and $a \in \mathbb{S}^{dN-1}$ with $a^b > 0$. If $s \geq 50 \frac{1+|x|}{a^b}$, then for any $b \in \mathbb{S}^{dN-1}$ with $|a - b| \leq \frac{a^b}{20}$, we have

$$\int_{0}^{T} F(x + sa + t)b \ dt \leq N^2 \frac{2}{a^b} \int_{(x+sa)^b}^{2^{s+2}|x+sa|} f(t) \ dt, \ \forall T > 0. \ (4.5)$$

Proof. Given any $s \geq 50 \frac{1+|x|}{a^b}$, let $z = x + sa$. By Lemma 3.2, we know that $z^b \geq 2$ and $|z| - a| \leq \frac{a^b}{20}$. Then Corollary 4.5 implies inequality (4.5). \qed

We now apply Corollary 4.6 to prove Lemma 4.1.

Proof of Lemma 4.1. By Lemma 3.4, for any $T \geq 0$, one has

$$(x + sa + Tb)^b \geq (x + sa)^b \geq sa^b - 2|x| > 48|x| \geq 0.$$ 

It follows that $x + sa + Tb \in \Omega$. Thus $m_{\lambda}(x, x + sa + Tb) < \infty$.

For any $m_{\lambda}$-geodesic $\gamma : [0, \sigma] \rightarrow \mathbb{G}$ joining $x$ and $x + sa + Tb$, it holds that

$$l(\gamma) \leq \frac{1}{\sqrt{2}\lambda} m_{\lambda}(x, x + sa + Tb).$$

Note that

$$m_{\lambda}(x, x + sa + Tb) \leq m_{\lambda}(x, x + sa) + m_{\lambda}(x + sa, x + sa + Tb).$$

By Lemma 4.2, one has

$$m_{\lambda}(x + sa, x + sa + Tb) \leq \sqrt{2\lambda} T + \frac{1}{\sqrt{2\lambda}} \int_{0}^{T} F(x + sa + t b) \ dt.$$ 

By Corollary 4.6, it holds that

$$\int_{0}^{T} F(x + sa + t b) \ dt \leq 2N^2 \frac{1}{a^b} \int_{(x+sa)^b}^{2^{s+2}|x+sa|} f(t) \ dt,$$

and hence

$$m_{\lambda}(x + sa, x + sa + Tb) \leq \sqrt{2\lambda} T + \sqrt{\frac{2}{\lambda}} N^2 \frac{1}{a^b} \int_{(x+sa)^b}^{2^{s+2}|x+sa|} f(t) \ dt.$$ 

We therefore obtain (4.1). \qed
5. A Key Geometric Observation for $m_\lambda$-Geodesics

To state our geometric observation, we first introduce some conventions. Given $x \in \bar{\Omega}$ and $a \in S^{dN-1}$ with $a^\flat > 0$, we always write

$$x^* := x + (50 \frac{1 + |x|}{a^\flat})a.$$  

By Lemma 3.4, one has

$$(x^* + Tb)^\flat \geq 2, \text{ and hence } x^* + Tb \in \bar{\Omega},$$

$$\forall T \geq 0 \text{ and } b \in S^{dN-1} \text{ with } |a - b| \leq \frac{a^\flat}{20}.$$  

Given any $\lambda > 0$, we always set

$$\Psi(T) = \Psi_{\lambda,x,a}(T) := \frac{1}{\sqrt{2\lambda}} m_\lambda(x, x^*) + \frac{1}{\lambda} N^2 \frac{1}{a^\flat} \int_{(x^*)^\flat}^{2T+2|x^*|} f(t) \, dt, \quad \forall T \geq 0. \quad (5.1)$$

Note that the assumption (1.8) guarantees

$$\sum_{j=1}^{\infty} \sqrt{2^{-j} \Psi(2^j)} < \infty. \quad (5.2)$$

Indeed, let $\xi \in \mathbb{N}$ such that $2^{\xi-1} \leq |x^*| < 2^\xi$.

By (5.1), we have

$$\sum_{j=1}^{\infty} \sqrt{2^{-j} \Psi(2^j)} \leq \frac{1}{(2\lambda)^{1/4}} \sum_{j \geq 1} \sqrt{2^{-j} \Psi(2^j)}$$

$$+ \frac{N}{(\lambda a^\flat)^{1/2}} \sum_{j \geq 1} \sqrt{2^{-j} \int_{(x^*)^\flat}^{2j+1+2|x^*|} f(t) \, dt}$$

$$\leq \frac{3}{(2\lambda)^{1/4}} \sqrt{m_\lambda(x, x^*)} + \frac{N}{(\lambda a^\flat)^{1/2}} \sum_{j \geq 1} \sqrt{2^{-j} \int_{1}^{2j+1+2j+2|x^*|} f(t) \, dt}$$

where in the last inequality we use the facts that $|x^*| < 2^\xi$ and $2^a + 2^b \leq 2^{a+b}$ whenever $a \geq 1$ and $b \geq 1$. Note that

$$\sum_{j \geq 1} \sqrt{2^{-j} \int_{1}^{2j+1+2j+2} f(t) \, dt} \leq \sum_{j \geq 1} \sum_{k=0}^{j+\xi+1} 2^{-j/2} \sqrt{\int_{2^k}^{2^{k+1}} f(t) \, dt}$$

$$\leq C(x^*) \sum_{k \geq 0} \sqrt{2^{-k} \int_{2^k}^{2^{k+1}} f(t) \, dt}.$$
for some positive constant $C(x^*)$. Thanks to (1.8), the right-hand side of the last inequality is finite. Thus (5.2) holds.

We further write
\[
\tilde{\Psi}(t) := \sum_{j \geq \lfloor \log_2 t \rfloor + 1} \sqrt{2^{-j} \Psi(2^j)} < \infty, \quad \forall \, t \geq 1.
\]

Then $\tilde{\Psi}(t)$ is decreasing to 0 as $t \to \infty$. Moreover,
\[
\sqrt{t^{-1} \Psi(t)} \leq \tilde{\Psi}(t), \quad \forall \, t \geq 1.
\]

To see this, letting $2^k \leq t < 2^{k+1}$ for some $k \in \mathbb{N}$, we have
\[
\tilde{\Psi}(t) = \sum_{j \geq k+1} \sqrt{\frac{\Psi(2^j)}{2^j}} \geq \sqrt{\Psi(2^{k+1})} \sum_{j \geq k+1} \frac{1}{2^j}
\]
\[
\geq \sqrt{\Psi(2^{k+1})} \frac{2^{-(k+1)}}{1 - 2^{-1}} \geq \sqrt{\frac{\Psi(2^{k+1})}{2^k}} \geq \sqrt{\frac{\Psi(t)}{t}},
\]
where in the first and last "$\geq$" we use the fact that $\Psi(t)$ is increasing with respect to $t$, and in the second last "$\geq$" we use the fact $(1 - 2^{-1})^{-1} \geq \sqrt{2}$.

From (5.3), it follows that
\[
\tilde{\Psi}(t) = \sum_{j = n}^\infty \sqrt{2^{-j} \Psi(2^j)} = 2^{-10} a^b < \infty.
\]

Obviously, one has
\[
\Psi(T) \leq 2^{-20} (a^b)^2 T, \quad \text{for all } T \geq 2^{n_0}.
\]

We remark that with the aid of $x^*$ and $\Psi$, we restate Lemma 4.1 with $s = 50 \frac{1 + |x|}{a^b}$ as follows:

**Lemma 4.1**. Let $b \in S^{dN-1}$ with $|a - b| \leq \frac{a^b}{20}$. For any $T > 0$, and for any $m_\lambda$-geodesic $\gamma$ with canonical parameter joining $x$ and $x^* + Tb$, we have
\[
l(\gamma) \leq \frac{1}{\sqrt{2^\lambda}} m_\lambda(x, x^* + Tb) \leq T + \Psi(T).
\]

We are ready to state our geometric observation as below, which plays a key role in the proof of Theorem 1.4.

**Lemma 5.1.** Let $\gamma \in AC(x, x^* + 2^n a; [0, \sigma]; \tilde{\Omega})$ be an $m_\lambda$-geodesic with canonical parameter, where $n > n_0$. Let $b \in S^{dN-1}$ with $|a - b| \leq \frac{a^b}{10}$. Suppose that $x^* + Sb = \gamma(\tau)$ for some $S \geq 2^{n_0}$ and $\tau \in (0, \sigma]$. Then
\[
|\gamma(\tau_{1/2}) - (x^* + \frac{S}{2} b)| \leq 2\sqrt{S}\Psi(S),
\]
where
\[
\tau_{1/2} := \max \left\{ 0 < t < \tau : |x^* - \gamma(t)| = \frac{S}{2} \right\};
\]
and moreover,
\[
d_E(\gamma(t), x^* + \mathbb{R}_+ b) \leq 4\sqrt{S\Psi(S)}, \quad \forall t \in [\tau_{1/2}, \tau]. \tag{5.8}
\]
We first prove (5.7) in Lemma 5.1.

**Proof of (5.7) in Lemma 5.1.** Let
\[
\hat{\tau}_{1/2} := \max\{0 < t < \tau : |x^* - \gamma(t)| = |\gamma(t) - (x^* + bS)|\}.
\]
Observing \(|\gamma(\hat{\tau}_{1/2}) - x^*| \geq \frac{S}{2}\), we have \(\tau_{1/2} \leq \hat{\tau}_{1/2}\) (See Fig. 1 for an illustration).

By (5.5),
\[
\Psi(S) \leq 2^{-20}(a^b)^2 S \leq 2^{-18} S. \tag{5.9}
\]
To get (5.7), it suffices to prove that
\[
|\gamma(\hat{\tau}_{1/2}) - (x^* + b\frac{S}{2})| \leq (1 + 2^{-19})\sqrt{S\Psi(S)} \tag{5.10}
\]
and
\[
|\gamma(\hat{\tau}_{1/2}) - \gamma(\tau_{1/2})| \leq 2\Psi(S) \leq 2^{-8} \sqrt{S\Psi(S)}. \tag{5.11}
\]
Now, we prove the above two inequalities: (5.10) and (5.11). As in Fig. 1, we write
\[
y = x^* + Sb, \quad w = x^* + \frac{S}{2}b, \quad p = \gamma(\hat{\tau}_{1/2}) \quad \text{and} \quad q = \gamma(\tau_{1/2}).
\]
Note that \(w\) is the middle point of the straight line segment \([x^*, y]\). One has
\[
|x^* - p| = |p - y| > \frac{S}{2} \quad \text{and} \quad |x^* - w| = |w - y| = \frac{1}{2} |x^* - y| = \frac{S}{2}.
\]
Obviously,
\[
\langle p - w, x^* - y \rangle = \langle p - w, b \rangle = 0.
\]

**Proof of (5.10).** Note that
\[
|x^* - p| = \frac{1}{2} \left[ |x^* - p| + |p - y| \right] \leq \frac{1}{2} \left[ |x - p| + |p - y| + |x - x^*| \right].
\]
Since \(|x - p| \leq l(\gamma|_{[0, \hat{\tau}_{1/2}]})\) and \(|p - y| \leq l(\gamma|_{[\hat{\tau}_{1/2}, \tau]})\), we obtain
\[
|x^* - p| \leq \frac{1}{2} \left[ l(\gamma|_{[0, \hat{\tau}_{1/2}]}) + l(\gamma|_{[\hat{\tau}_{1/2}, \tau]}) + |x - x^*| \right] = \frac{1}{2} l(\gamma|_{[0, \tau]}) + \frac{1}{2} |x - x^*|.
By (5.6),

\[ I(y|_{[0, \tau_1]} \leq S + \Psi(S), \]

we therefore obtain

\[ |x^* - p| \leq \frac{1}{2} S + \frac{1}{2} \Psi(S) + \frac{1}{2} |x - x^*|. \]

Note that \( S \geq 2^{n_0}, \Psi(S) \geq \Psi(2^{n_0}) \) and \( \Psi(S) \leq 2^{-18} S \). By the definition of \( n_0 \) in (5.4) and Lemma 4.2, we know that

\[ |x - x^*| \leq 2^{n_0 - 20} \leq 2^{-20} S \quad \text{and} \quad |x - x^*| \leq \frac{1}{\sqrt{2\lambda}} m_\lambda(x, x^*) < \Psi(S). \]

Thus,

\[ |p - w| = \sqrt{|x^* - p|^2 - |x^* - w|^2} \]

\[ \leq \sqrt{\left[ \frac{S}{2} + \frac{1}{2} \Psi(S) + \frac{1}{2} |x - x^*|^2 \right] - \left[ \frac{S}{2} \right]^2} \]

\[ = \sqrt{\frac{1}{2} \Psi(S)[S + \frac{1}{2} \Psi(S)] + \frac{1}{2} |x - x^*|\left| \frac{1}{2} |x - x^*| + S + \Psi(S) \right|} \]

\[ \leq \sqrt{S\Psi(S)} \left( 1 + 2^{-19} + 2^{-20} + 2^{-22} \right)^{1/2} \]

\[ \leq \sqrt{S\Psi(S)} (1 + 2^{-18})^{1/2} \]

\[ \leq \sqrt{S\Psi(S)} (1 + 2^{-19}) \]

where in the last inequality we applied \((1 + c)^{1/2} \leq 1 + \frac{c}{2}\) for any \( c \geq 0 \). Therefore, (5.10) holds.

**Proof of (5.11).** Recalling \( p = \gamma(\hat{\tau}_{1/2}) \) and \( \langle p - w, w - y \rangle = 0 \) one has

\[ I(y|_{[\hat{\tau}_{1/2}, \tau]} \geq |p - y| \geq |w - y| = \frac{S}{2}, \]

and

\[ I(y|_{[0, \hat{\tau}_{1/2}]}) \geq |x - p| \geq |x^* - p| - |x^* - x| \geq \frac{S}{2} - |x^* - x|. \]

From this and (5.6), it follows that

\[ I(y|_{[\hat{\tau}_{1/2}, \tau]} = I(y|_{[0, \tau]} - I(y|_{[0, \hat{\tau}_{1/2}]}) \leq S + \Psi(S) - \frac{S}{2} + |x^* - x| \]

\[ = \frac{S}{2} + \Psi(S) + |x^* - x|. \]

Moreover, by recalling \(|x^* - q| = S/2 \) and Lemma 4.2, we have

\[ I(y|_{[0, \hat{\tau}_{1/2}]}) \geq |x - q| \geq |q - x^*| - |x^* - x| \geq \frac{S}{2} - \frac{1}{\sqrt{2\lambda}} m_\lambda(x, x^*) \geq \frac{S}{2} - \Psi(S). \]
From this and (5.6), one deduces that

\[
\begin{align*}
  l(\gamma|_{[\tau_1/2, \hat{\tau}_1/2]}) &= l(\gamma|_{[0, \tau_1]}) - l(\gamma|_{[0, \tau_1/2]}) \\
  &\leq S + \Psi(S) - \frac{S}{2} + \Psi(S) \\
  &\leq \frac{S}{2} + 2\Psi(S). 
\end{align*}
\]  

(5.12)

Since \(\tau_1/2 \leq \hat{\tau}_1/2\), one has

\[
|p - q| \leq l(\gamma|_{[\tau_1/2, \hat{\tau}_1/2]}) = l(\gamma|_{[\tau_1/2, \tau_1]}) - l(\gamma|_{[\hat{\tau}_1/2, \tau_1]}) \leq \frac{S}{2} + 2\Psi(S)
\]

\[
-\frac{S}{2} \leq 2\Psi(S) \leq 2^{-8}\sqrt{S\Psi(S)}.
\]

Thus,

\[
|p - q| \leq 2\Psi(S) \leq 2^{-8}\sqrt{S\Psi(S)},
\]

which shows (5.11).

Next we prove (5.8) in Lemma 5.1.
Proof of (5.8) in Lemma 5.1. Recall that $y = \gamma(\tau)$ and $q = \gamma(\tau_{1/2})$. For any $t \in (\tau_{1/2}, \tau)$, the definition of $\tau_{1/2}$ implies that $|\gamma(t) - x^*| \geq \frac{S}{2}$, moreover there is a unique $z \in [q, y]$ such that

$$d_E(\gamma(t), [q, y]) = |\gamma(t) - z|.$$ 

It then suffices to prove

$$|\gamma(t) - z| \leq 2\sqrt{S\Psi(S)}. \quad (5.13)$$

Indeed, considering $y = \gamma(\tau)$, inequalities (5.10) and (5.11) imply that

$$d_E(z, x^* + \mathbb{R}_+b) \leq d_E(z, [x^*, y]) \leq d_E(q, [x^*, y]) \leq |q - p| + |p - w| \leq 2\sqrt{S\Psi(S)}.$$ 

Thus

$$d_E(\gamma(t), x^* + \mathbb{R}_+b) \leq |\gamma(t) - z| + d_E(z, x^* + \mathbb{R}_+b) \leq 4\sqrt{S\Psi(S)},$$

which shows (5.8). See Fig. 3 for illustration.

Finally, we prove (5.13) by considering three cases: Case $z \in (q, y) = (\gamma(\tau_{1/2}), \gamma(\tau))$, Case $z = y = \gamma(\tau)$ and Case $z = q = \gamma(\tau_{1/2})$. Recall that $(q, y) := \{sq + (1-s)y : s \in (0, 1)\}$. Moreover, since $\gamma|_{[\tau_{1/2}, \tau]}$ joins $q$ to $\gamma(t)$ and also $\gamma|_{[0, \tau]}$ joins $\gamma(t)$ to $y$, we always have

$$|q - \gamma(t)| + |\gamma(t) - y| \leq l(\gamma|_{[\tau_{1/2}, \tau]}) + l(\gamma|_{[0, \tau]}) = l(\gamma|_{[\tau_{1/2}, \tau]}). \quad (5.14)$$

Case $z \in (q, y)$. The proof in this case is illustrated by Fig. 4.

In this case, we first observe that

$$\langle \gamma(t) - z, q - y \rangle = 0. \quad (5.15)$$

Geometrically, (5.15) is obvious. A standard proof to (5.15) goes as follows. If $|\delta| < \delta_0$ for some $\delta_0 > 0$, one has $z + \delta(q - y) \in (q, y)$. By the definition of $z$, the function

$$h(\delta) := |\gamma(t) - z - \delta(q - y)|^2$$

reaches minimal in $(-\delta_0, \delta_0)$ at $\delta = 0$. Thus $0 = h'(0) = -2\langle \gamma(t) - z, q - y \rangle$, which gives (5.15).

By (5.15), we have

$$|\gamma(t) - z|^2 = \frac{1}{2} \left[ |q - \gamma(t)|^2 - |q - z|^2 + |\gamma(t) - y|^2 - |y - z|^2 \right]$$

$$= \frac{1}{2} \left[ (|q - \gamma(t)| + |\gamma(t) - y|)^2 - 2|q - \gamma(t)||y - \gamma(t)| \right.$$

$$- (|q - z| + |y - z|)^2 + 2|q - z||y - z|].$$

Note that $z \in (q, y)$ implies

$$|q - z| + |y - z| = |q - y|. $$
By \( (\gamma(t) - z, q - y) = 0 \), one has
\[
|q - z| \leq |q - \gamma(t)|, \quad |y - z| \leq |y - \gamma(t)|,
\]
and hence
\[
|q - \gamma(t)||y - \gamma(t)| \geq |q - z||y - z|.
\]
These together with (5.14) yield
\[
|\gamma(t)-z|^2 \leq \frac{1}{2} \left[ l(\gamma|_{\tau_1/2, \tau})^2 - |q - y|^2 \right]. \tag{5.16}
\]
Since \( |q - x^*| = \frac{S}{2} \), one has
\[
|q - y| \geq |x^* - y| - |x^* - q| = \frac{S}{2}. \tag{5.17}
\]
By (5.12), (5.16) and (5.17), we further obtain
\[
|\gamma(t)-z|^2 \leq \frac{1}{2} \left( \frac{S}{2} + 2\Psi(S))^2 - \left(\frac{S}{2}\right)^2 \right) = S\Psi(S) + 2\Psi(S)^2.
\]
Since \( \Psi(S) < 2^{-18}S \) by (5.9), we have \( |\gamma(t) - z| < 2\sqrt{S\Psi(S)} \) as desired.

\textit{Case } \( z = y \). The proof in this case is illustrated by Fig. 5 below.

In this case, note that
\[
\angle(\gamma(t) - y, q - y) \geq \frac{\pi}{2}, \tag{5.18}
\]
Geometrically, (5.18) is obvious. We give a proof. If \( 0 \leq \delta \leq 1 \), one has
\[
z + \delta(q - y) = y + \delta(q - y) \in [q, y].
\]
By the definition of \( z \), the function
\[
h(\delta) := |\gamma(t) - z - \delta(q - y)|^2
\]
reaches minimal in \([0, 1]\) at \( \delta = 0 \). Thus
\[
0 \leq \lim_{\delta \to 0+} \frac{1}{\delta} [h(\delta) - h(0)] = -2(\gamma(t) - y, q - y)
\]
which gives (5.18) as desired.

Considering the triangle \( \triangle(\gamma(t), \gamma(\tau), \gamma(\tau_{1/2})) \). (5.17) and (5.18) imply that
\[
|\gamma(t) - q| \geq |q - y| \geq \frac{S}{2}.
\]
Applying (5.14) and (5.12), by \( z = y \) we therefore obtain
\[
|\gamma(t) - z| = \left[ |\gamma(t) - q| + |\gamma(t) - y| \right] - |\gamma(t) - q|
\leq \frac{S}{2} + 2\Psi(S) - \frac{S}{2} = 2\Psi(S) < 2\sqrt{S\Psi(S)}.
\]

\textit{Case } \( z = q \). The proof in this case is much similar to Case \( z = y \). We omit the details.

This ends the proof. \( \square \)
Fig. 3. An illustration of showing (5.8)

Fig. 4. An illustration of Case $z \in (q, y)$

Fig. 5. An illustration of Case $z \notin [\gamma(\tau_{1/2}), \gamma(\tau)]$

6. Estimates of Euclidean Length and Angle of $m_{\lambda}$-Geodesics

Given any $x \in \tilde{\Omega}$, any $a \in S^{dN-1}$ with $a^b > 0$, and any $\lambda > 0$, let $x^*$, $\Psi$, $\tilde{\Psi}$ and $n_0$ be as in Section 5.

Lemma 6.1. Let $\gamma \in AC(x, x^* + 2^n a; [0, \sigma]; \tilde{\Omega})$ be an $m_{\lambda}$-geodesic with canonical parameter, where $n > n_0$. Set

$$\sigma_{n_0} := \max\{s \in [0, \sigma] : |\gamma(s) - x^*| = 2^n\}.$$
For $t \in [\sigma_{n_0}, \sigma]$, we have
\begin{equation}
|\gamma(t) - x^*| - a \leq 2\tilde{\psi}(|\gamma(t) - x^*|) 
\end{equation}
and
\begin{equation}
\ell(\gamma|_{[0,t]}) \leq \frac{1}{\sqrt{2\lambda}}m_\lambda(x, \gamma(t)) \leq |\gamma(t) - x^*|(1 + \tilde{\psi}^2(|\gamma(t) - x^*|)).
\end{equation}

In particular,
\begin{equation}
\gamma(t) \in \Omega \quad \text{with} \quad (\gamma(t))^b \geq (x^*)^b > 0 \quad \text{for all} \quad t \in [\sigma_{n_0}, \sigma].
\end{equation}

**Proof.** For $n_0 \leq i \leq n$, set
\[
\sigma_i := \max\{t \in (0, \sigma) : |x^* - \gamma(t)| = 2^i\}.
\]
Write
\[
a^{(n)} = a, \quad \text{and} \quad a^{(i)} := 2^{-i}(\gamma(\sigma_i) - x^*) \quad \text{for} \quad n_0 \leq i \leq n - 1.
\]
Obviously,
\[
a^{(i)} = \frac{\gamma(\sigma_i) - x^*}{|\gamma(\sigma_i) - x^*|} \in S^{dN-1}.
\]

**Step 1.** We claim that
\begin{equation}
|a^{(i)} - a^{(i+1)}| \leq 4\sqrt{2^{-i+1}\psi(2^{i+1})}, \quad \text{for any} \quad n_0 \leq i \leq n - 1.
\end{equation}

We prove this by induction; see Fig. 6 for an illustration.

First, we see that (6.4) holds for $i = n - 1$. Indeed, applying Lemma 5.1 with $b = a = a^{(n)}$, $\tau = \sigma$ and $\tau_{i/2} = \sigma_{n-1}$, we know that
\[
|\gamma(\sigma_{n-1}) - (x^* + 2^{n-1}a)| \leq 2\sqrt{2^n\psi(2^n)}.
\]

Hence dividing both sides by $2^{n-1}$ in the above inequality, we have
\[
|a^{(n-1)} - a^{(n)}| = \frac{|\gamma(\sigma_{n-1}) - x^*|}{2^{n-1}} - a \leq 4\sqrt{2^{-n}\psi(2^n)} \leq 2^{-8}a^b,
\]
where in the last inequality we use (5.5). Then by Lemma 3.1, we know $a^{(n-1)} \in \Omega$.

Next, given any $j \geq n_0$, assume that (6.4) holds for all $j + 1 \leq i \leq n - 1$. By the definition of $n_0$ in (5.4), it holds that $\tilde{\psi}(2^{n_0}) \leq 2^{-10}a^b$. This implies
\[
|a^{(j+1)} - a^{(n)}| \leq \sum_{i=j+1}^{n-1} |a^{(i)} - a^{(i+1)}| \leq \sum_{i=j+2}^{\infty} 4\sqrt{2^{-i}\psi(2^i)} = 4\tilde{\psi}(2^{j+2}) \leq 4\tilde{\psi}(2^{n_0}) \leq 2^{-8}a^b.
\]
Here, again, in the last inequality we use (5.5) and \( a^{(j)} \in \Omega \). By this, applying Lemma 5.1 with \( b = a^{(j+1)} \), \( \tau = \sigma_{j+1} \) and \( \tau_{1/2} = \sigma_j \), we have

\[
|\gamma(\sigma_j) - (x^* + 2^ja^{(j+1)})| \leq 2\sqrt{2^{j+1}\Psi(2^{j+1})}
\]

Since \( \gamma(\sigma_j) = x^* + 2^ja^{(j)} \), we have

\[
|a^{(j)} - a^{(j+1)}| \leq 4\sqrt{2^{-(j+1)}\Psi(2^{j+1})}.
\]

That is, (6.4) holds for \( i = j \).

Thus (6.4) holds for \( n_0 \leq i \leq n - 1 \) as desired.

**Step 2.** We show (6.1), that is,

\[
|\gamma(\sigma_i) - x^*| - a \leq 4\tilde{\Psi}(|\gamma(\sigma_i) - x^*|), \quad \text{for } t \in [\sigma_{n_0}, \sigma].
\]

By Step 1, if \( n_0 \leq i \leq n - 1 \), we have

\[
|a^{(i)} - a^{(n)}| \leq \sum_{j=i+1}^{n} |a^{(j-1)} - a^{(j)}| \leq \sum_{j=i}^{\infty} 4\sqrt{2^{-j}\Psi(2^j)} = 4\tilde{\Psi}(2^i).
\]

That is,

\[
|\gamma(\sigma_i) - x^*| - a \leq 4\tilde{\Psi}(|\gamma(\sigma_i) - x^*|).
\]

For any \( t \in [\sigma_i, \sigma_{i+1}] \), by the definition of \( \sigma_i \) and \( \sigma_{i+1} \), we know

\[
|\gamma(t) - x^*| \geq |\gamma(\sigma_i) - x^*| = 2^i.
\]

Applying Lemma 5.1 with \( b = a^{(i+1)} \) in (5.8), \( \tau = \sigma_{i+1} \) and \( \tau_{1/2} = \sigma_i \), by the increasing property of \( \Psi \) we have

\[
d_E(\gamma(t), x^* + \mathbb{R}^+a^{(i+1)}) \leq 4\sqrt{2^{i+1}\Psi(2^{i+1})} \leq 4\sqrt{2|\gamma(t) - x^*|\Psi(2|\gamma(t) - x^*|)}.
\]

Then

\[
\sin \angle(\gamma(t) - x^*, a^{(i+1)}) = \frac{d_E(\gamma(t), x^* + \mathbb{R}^+a^{(i+1)})}{|\gamma(t) - x^*|} \leq \frac{4\sqrt{2^{i+1}\Psi(2^{i+1})}}{2^i}.
\]

By (5.9), we know that \( 2^{-(i+1)}\Psi(2^{i+1}) \leq 2^{-18} \) and hence

\[
\sin \angle(\gamma(t) - x^*, a^{(i+1)}) \leq 2^{-6}.
\]

This also gives

\[
\cos \angle(\gamma(t) - x^*, a^{(i+1)}) \geq \sqrt{1 - 2^{-12}} \geq \frac{9}{10}.
\]
It follows that
\[
|\gamma(t) - (x^* + |\gamma(t) - x^*|a^{(i+1)})| \\
= d_E(\gamma(t), x^* + \mathbb{R}_+a^{(i+1)}) \cdot \frac{1}{\cos(\frac{1}{2} \angle (\gamma(t) - x^*, a^{(i+1)}))} \\
\leq d_E(\gamma(t), x^* + \mathbb{R}_+a^{(i+1)}) \cdot \frac{1}{\cos \angle (\gamma(t) - x^*, a^{(i+1)}))} \\
\leq \frac{10}{9} d_E(\gamma(t), x^* + \mathbb{R}_+a^{(i+1)}).
\]

We conclude that
\[
|\frac{\gamma(t) - x^*}{|\gamma(t) - x^*|} - a^{(i+1)}| = \frac{|\gamma(t) - (x^* + |\gamma(t) - x^*|a^{(i+1)})|}{|\gamma(t) - x^*|} \\
\leq \frac{10}{9} \frac{d_E(\gamma(t), x^* + \mathbb{R}_+a^{(i+1)})}{|\gamma(t) - x^*|} \\
\leq \frac{80}{9} \sqrt{\Psi(2|\gamma(t) - x^*|)} \\
\leq \frac{80}{9} \tilde{\Psi}(|\gamma(t) - x^*|).
\]

Thus for any \( t \in [\sigma_i, \sigma_{i+1}] \), it holds that
\[
|\frac{\gamma(t) - x^*}{|\gamma(t) - x^*|} - a| \leq \frac{|\gamma(t) - x^*|}{|\gamma(t) - x^*|} - a^{(i+1)}| + |a^{(i+1)} - a| \\
\leq \frac{80}{9} \tilde{\Psi}(|\gamma(t) - x^*|) + 4\tilde{\Psi}(2^{i+1}) \\
\leq 16\tilde{\Psi}(|\gamma(t) - x^*|).
\]

**Step 3.** For \( t \geq \sigma_{n_0} \), we have
\[
16\tilde{\Psi}(|\gamma(t) - x^*|) \leq 16\tilde{\Psi}(2^{n_0}) \leq 2^{-6}a^b,
\]
and hence
\[
|\frac{\gamma(t) - x^*}{|\gamma(t) - x^*|} - a| \leq 2^{-6}a^b.
\]

This shows \( \frac{\gamma(t) - x^*}{|\gamma(t) - x^*|} \in \Omega \) by Lemma 3.1. Write
\[
\gamma(t) = x^* + Tb = x + sa + Tb \quad \text{with} \quad b = \frac{\gamma(t) - x^*}{|\gamma(t) - x^*|} \quad \text{and} \quad T = |\gamma(t) - x^*|.
\]

By (3.3), we see that \( (\gamma(t))^b \geq (x^*)^b > 0 \) and \( \gamma(t) \in \Omega \), that is, (6.3) holds.

Recalling (5.3), that is \( \sqrt{i-1}\Psi(t) \leq \tilde{\Psi}(t) \), we conclude (6.2) from (5.6). \( \square \)
7. Large Time Behavior of $m_\lambda$-Geodesics

Given any $x \in \tilde{\Omega}$, any $a \in \mathbb{S}^{dN-1}$ with $a^b > 0$, and any $\lambda > 0$, let $x^*, \Psi, \tilde{\Psi}$ and $n_0$ be as in Section 5.

**Lemma 7.1.** Let $\gamma \in AC(x, x^* + 2^n a; [0, \sigma]; \tilde{\Omega})$ be an $m_\lambda$-geodesic with canonical parameter, where $n > n_0$. Then for any $t \geq \sigma n_0$, we have

$$\int_0^t |\dot{\gamma}(s)|^2 \ ds \leq \sqrt{2\lambda} \gamma(t) - x^* |(1 + \tilde{\Psi}^2(|\gamma(t) - x^*|)) \leq 8\lambda t, \quad (7.1)$$

$$\frac{1}{2} \leq \frac{1}{1 + \tilde{\Psi}^2(|\gamma(t) - x^*|)} \leq \frac{|\gamma(t) - x^*|}{\sqrt{2\lambda} t} \leq 1 + \tilde{\Psi}^2(|\gamma(t) - x^*|) \leq 2 \quad (7.2)$$

and

$$\frac{|\gamma(t) - x^* - \sqrt{2\lambda} at|^2}{(\sqrt{2\lambda} t)^2} \leq 2^n \tilde{\Psi}^2(|\gamma(t) - x^*|) \leq 2^n \tilde{\Psi}^2(\frac{1}{2} \sqrt{2\lambda} t). \quad (7.3)$$

**Proof.** Lemma A.3 implies that

$$|\dot{\gamma}(s)| = \sqrt{2(F \circ \gamma(s) + \lambda)}, \quad \text{for almost all } s \geq 0, \quad (7.4)$$

and hence

$$|\dot{\gamma}(s)|^2 = \frac{1}{2} |\dot{\gamma}(s)|^2 + F \circ \gamma(s) + \lambda, \quad \text{for almost all } s \geq 0. \quad (7.5)$$

We first show (7.2). Let $t \geq \sigma n_0$. Then

$$|\gamma(t) - x^*| \geq 2^{n_0} \text{ and hence } \tilde{\Psi}(|\gamma(t) - x^*|) \leq \tilde{\Psi}(2^{n_0}) \leq 2^{-10} a^b \leq 2^{-9}. \quad (7.6)$$
By (7.5) and (6.2), one has
\[ \int_0^t |\dot{\gamma}(s)|^2 \, ds = A_\lambda(\gamma_{[0,t]}) = m_\lambda(x, \gamma(t)) \leq \sqrt{2\lambda}|\gamma(t) - x^*|(1 + \tilde{\Psi}^2(|\gamma(t) - x^*|)). \] (7.7)

Since (7.4) gives \(|\dot{\gamma}(t)| \geq \sqrt{2\lambda}t\), by (7.7) one has
\[ |\gamma(t) - x^*|[1 + \tilde{\Psi}^2(|\gamma(t) - x^*|)] \geq \sqrt{2\lambda}t. \]

Note that \(\tilde{\Psi}(|\gamma(t) - x^*|) \leq 1\). By (7.6), one has
\[ \frac{|\gamma(t) - x^*|}{\sqrt{2\lambda}t} \geq [1 + \tilde{\Psi}^2(|\gamma(t) - x^*|)]^{-1} \geq \frac{1}{2}. \]

On the other hand, since
\[ \frac{1}{t}|\gamma(t) - x|^2 \leq \frac{1}{t} \left( \int_0^t |\dot{\gamma}(s)| \, ds \right)^2 \leq \int_0^t |\dot{\gamma}(s)|^2 \, ds, \]
by (7.7), one has
\[ \frac{|\gamma(t) - x|^2}{\sqrt{2\lambda}t|\gamma(t) - x^*|} \leq 1 + \tilde{\Psi}^2(|\gamma(t) - x^*|). \]

By (6.1) and (7.6),
\[ \frac{|\gamma(t) - x^*|}{|\gamma(t) - x^*| - a|} \leq 2^4 \tilde{\Psi}(|\gamma(t) - x^*|) \leq 2^{-5}. \]

It follows that \(|\gamma(t) - x| \geq |\gamma(t) - x^*|\) for all \(t \geq \sigma_{n_0}\) (See Figure 6 for illustration). Since \(\tilde{\Psi}(|\gamma(t) - x^*|) \leq 1\) by (7.6),
\[ \frac{|\gamma(t) - x^*|}{\sqrt{2\lambda}t} \leq \frac{|\gamma(t) - x|^2}{\sqrt{2\lambda}t|\gamma(t) - x^*|} \leq 1 + \tilde{\Psi}^2(|\gamma(t) - x^*|) \leq 2. \]

We therefore obtain (7.2).

By (7.7), (7.2) and \(\tilde{\Psi}(|\gamma(t) - x^*|) \leq 1\), one has
\[ \int_0^t |\dot{\gamma}(s)|^2 \, ds \leq \sqrt{2\lambda}|\gamma(t) - x^*|(1 + \tilde{\Psi}^2(|\gamma(t) - x^*|)) \leq 8\lambda t, \]
which gives (7.1).

Finally, we prove (7.3). For \(t \geq \sigma_{n_0}\), by (2.6) one has
\[ \langle \frac{\gamma(t) - x^*}{|\gamma(t) - x^*|}, a \rangle = \cos \left( \frac{\gamma(t) - x^*}{|\gamma(t) - x^*|}, a \right) = 1 \]
\[ -2\sin^2 \frac{1}{2} \langle \frac{\gamma(t) - x^*}{|\gamma(t) - x^*|}, a \rangle = 1 - \frac{1}{2} |\gamma(t) - x^* - a|^2. \]
By (6.1) and \( \Psi(|\gamma(t) - x^*|) \leq 2^{-9} \) as given by (7.6), one gets
\[
\langle \gamma(t) - x^* \mid \gamma(t) - x^* \rangle, a \rangle \geq 1 - 2^{7} \bar{\Psi}^2(|\gamma(t) - x^*|) > 0.
\]
From this and (7.2), we deduce that
\[
\frac{|\gamma(t) - x^* - \sqrt{2} \lambda at|^2}{(\sqrt{2} \lambda t)^2} = \frac{|\gamma(t) - x^*|^2}{(\sqrt{2} \lambda t)^2} + 1 - 2 \frac{|\gamma(t) - x^*| \langle \gamma(t) - x^*, a \rangle}{\sqrt{2} \lambda t} |\gamma(t) - x^*|
\]
\[
\leq [1 + \tilde{\Psi}^2(|\gamma(t) - x^*|)]^2 + 1 - 2[1 + \tilde{\Psi}^2(|\gamma(t) - x^*|)]^{-1}[1 - 2^{7} \bar{\Psi}^2(|\gamma(t) - x^*|)]
\]
\[
\leq [1 + \tilde{\Psi}^2(|\gamma(t) - x^*|)]^2 + 1 - 2[1 - \tilde{\Psi}^2(|\gamma(t) - x^*|)][1 - 2^{7} \bar{\Psi}^2(|\gamma(t) - x^*|)]
\]
\[
\leq 2^9 \bar{\Psi}^2(|\gamma(t) - x^*|).
\]
Since \( \Psi(|\gamma(t) - x^*|) \leq 2^{-9} \) and \( |\gamma(t) - x^*| \geq \frac{1}{2} \sqrt{2} \lambda t \), one has
\[
\frac{|\gamma(t) - x^* - \sqrt{2} \lambda at|^2}{(\sqrt{2} \lambda t)^2} \leq 2^9 \bar{\Psi}^2(|\gamma(t) - x^*|) \leq 2^9 \bar{\Psi}^2\left(\frac{1}{2} \sqrt{2} \lambda t\right).
\]
Thus (7.3) holds. The proof is complete. \( \Box \)

8. Proof of Theorem 1.4

Below we prove Theorem 1.4 and hence Corollary 1.5; in particular, when \( F = U \) with \( f(s) = s^{-1} \), we reprove Theorem 1.3.

Proof of Theorem 1.4. Given any \( x \in \widetilde{\Omega}, \) any \( a \in \mathbb{S}^{dN - 1} \) with \( a^b > 0 \), and any \( \lambda > 0, \) let \( x^*, \Psi, \tilde{\Psi} \) and \( n_0 \) be as in Section 5. The proofs consists of 5 steps.

Step 1. According to Lemma A.2, for any \( n \in \mathbb{N} \), let \( \gamma^{(n)} \in \mathcal{AC}(x, x^* + 2^n a; [0, \sigma^{(n)}]; \widetilde{\Omega}) \) be an \( m_\lambda \)-geodesic with canonical parameter. For \( n \geq j \geq n_0, \) set
\[
\sigma_j^{(n)} := \max\{t \in [0, \sigma^{(n)}] : |\gamma^{(n)}(t) - x^*| = 2^j\}.
\]
By (7.2), we have
\[
\frac{1}{2} \leq \frac{|\gamma^{(n)}(\sigma_j^{(n)} - x^*|}{\sqrt{2} \lambda \sigma_j^{(n)}} \leq \frac{2^j}{\sqrt{2} \lambda \sigma_j^{(n)}} \leq 2.
\]
Thus
\[
\frac{1}{\sqrt{2} \lambda} 2^{j-1} \leq \sigma_j^{(n)} \leq \frac{1}{\sqrt{2} \lambda} 2^{j+1}.
\]
Moreover, \( t \geq \frac{1}{\sqrt{2} \lambda} 2^{n_0 + 1} \) implies that \( t \geq \sigma_j^{(n)} \) for all possible \( n \geq n_0. \) Thus, by (6.3) from Lemma 6.1, we have
\[
(\gamma^{(n)}(t))^b \geq (x^*)^b > 0 \text{ whenever } \frac{1}{\sqrt{2} \lambda} 2^{n_0 + 1} \leq t \leq \sigma^{(n)} \text{ for all possible } n \geq n_0.
Step 2. We show that for each $j \geq n_0$, the family \( \{ \gamma^{(n)}|_{[0, \frac{1}{\sqrt{2\lambda}}j]} \}_{n \geq j+1} \) is uniformly bounded and equi-continuous. Indeed, by (5.6), (6.1) and $\Psi(2^j) \leq 1$, one has

\[
I(\gamma^{(n)}|_{[0, \sigma_j^{(n)}]}) \leq \frac{1}{\sqrt{2\lambda}} m(x, \gamma^{(n)}(\sigma_j^{(n)})) \leq 2^j + \Psi(2^j) \leq 2^{j+1}, \quad \forall \ j \geq n_0.
\]

By (7.1),

\[
\int_0^{\sigma_j^{(n)}} |\dot{\gamma}^{(n)}(s)|^2 \, ds \leq 8\lambda \sigma_j^{(n)} \leq 4\sqrt{2\lambda} 2^{j+1}.
\]

Thus one has

\[
I(\gamma^{(n)}|_{[0, \sqrt{2\lambda}2^j]}) \leq I(\gamma^{(n)}|_{[0, \sigma_j^{(n)}]}) \leq 2^{j+2} \quad \text{and hence} \quad \gamma^{(n)}|_{[0, \frac{1}{\sqrt{2\lambda}}2^j]} \subset B(x, 2^{j+2}).
\]

While for any $0 \leq s < t \leq \frac{1}{\sqrt{2\lambda}}2^j$, we have

\[
|\gamma^{(n)}(t) - \gamma^{(n)}(s)| \leq \int_s^t |\dot{\gamma}^{(n)}(\delta)| \, d\delta \leq |t - s|^{1/2} \left( \int_s^{\sigma_j^{(n)}} |\dot{\gamma}^{(n)}(\delta)|^2 \, d\delta \right)^{1/2} \leq 4 \cdot 2^{j/2} (2\lambda)^{1/4}|t - s|^{1/2}.
\]

Step 3. For $j = n_0$, by Arzela-Ascoli theorem, there is some infinite subset $N_j \subset N_{j-1}$ such that the subsequence

\[
\{ \gamma^{(n)}|_{[0, \frac{1}{\sqrt{2\lambda}}2^{n_0}]} \}_{n \in N_{n_0}} \text{ converges uniformly to some curve} \eta_0 \in C^0([0, \frac{1}{\sqrt{2\lambda}}2^{n_0}]; \mathbb{R}^dN)
\]

For any $j > n_0$, we can find some infinite subset $N_j \subset N_{j-1}$ such that the subsequence

\[
\{ \gamma^{(n)}|_{[0, \frac{1}{\sqrt{2\lambda}}2^j]} \}_{n \in N_j} \text{ converges uniformly to some curve} \eta_j \in C^0([0, \frac{1}{\sqrt{2\lambda}}2^j]; \mathbb{R}^dN).
\]

Since $N_j \subset N_{j-1}$ we know that

\[
\eta_j|_{[0, \frac{1}{\sqrt{2\lambda}}2^{j-1}]} = \eta_{j-1}.
\]

This allows us to define a ray $\gamma : [0, \infty) \to \Omega$ via

\[
\gamma|_{[0, \frac{1}{\sqrt{2\lambda}}2^j]} := \eta_j \quad \forall \ j \geq n_0.
\]
We also observe that for any \( t \geq \frac{1}{\sqrt{2\lambda}} 2^{n_0+1} \), if \( j \) is large enough such that \( t \leq \frac{1}{\sqrt{2\lambda}} 2^{j-1} \), then
\[
(\gamma(t))^b = (\eta_j(t))^b = \left( \lim_{N_j \ni n \to \infty} \gamma^{(n)}(t) \right)^b = \lim_{N_j \ni n \to \infty} (\gamma^{(n)}(t))^b \geq (x^*)^b > 0.
\]

Thus
\[
\gamma(t) \in \Omega \quad \text{for all} \quad t \geq \frac{1}{\sqrt{2\lambda}} 2^{n_0+1}. \tag{8.1}
\]

Step 4. We show that \( \gamma \) is an \( m_\lambda \)-geodesic ray with canonical parameter. To see this, by Lemma A.2, it suffices to prove that for all \( j \leq \eta_j \) is an \( m_\lambda \)-geodesic with canonical parameter, that is, \( \eta_j \in \mathcal{AC} \left( x, \gamma \left( \frac{1}{\sqrt{2\lambda}} 2^j \right); \Omega_1 \right) \) and
\[
A_\lambda(\eta_j) = m_\lambda \left( x, \eta_j \left( \frac{1}{\sqrt{2\lambda}} 2^j \right) \right).
\]

Indeed, since \( \frac{1}{\sqrt{2\lambda}} 2^j \leq \lambda^{(n)}_{j+1} \), we can apply Tonelli’s Theorem for convex Lagrangians to get
\[
\frac{1}{2} \int_0^{\frac{1}{\sqrt{2\lambda}} 2^j} |\dot{\eta}_j(s)|^2 ds \leq \frac{1}{2} \liminf_{n \to \infty} \int_0^{\frac{1}{\sqrt{2\lambda}} 2^j} |\gamma^{(n)}(s)|^2 ds
\]
and Fatou’s Lemma to obtain that
\[
\int_0^{\frac{1}{\sqrt{2\lambda}} 2^j} F(\eta_j(s)) ds \leq \liminf_{n \to \infty} \int_0^{\frac{1}{\sqrt{2\lambda}} 2^j} F(\gamma^{(n)}(s)) ds.
\]
Therefore, we conclude that
\[
A_\lambda(\eta_j) \leq \liminf_{n \in \mathbb{N}, n \to \infty} A_\lambda \left( \gamma^{(n)}_{[-1/\sqrt{2\lambda} 2^j]} \right) \\
\leq \liminf_{n \in \mathbb{N}, n \to \infty} m_\lambda \left( x, \gamma^{(n)}_{[\sigma_{j+1}^n]} \right) \leq \sqrt{2\lambda} 2^{j+2}. \tag{8.2}
\]

Thus \( \eta_j \in \mathcal{AC} \left( x, \gamma \left( \frac{1}{\sqrt{2\lambda}} 2^j \right); \Omega_1 \right) \). Obviously, \( m_\lambda( x, \eta_j(\frac{1}{\sqrt{2\lambda}} 2^j)) \leq A_\lambda(\eta_j) \).

Below we show that \( A_\lambda(\eta_j) \leq m_\lambda \left( x, \eta_j \left( \frac{1}{\sqrt{2\lambda}} 2^j \right) \right) \). Since \( \gamma^{(n)} \) is an \( m_\lambda \)-geodesic with canonical parameter, one has
\[
A_\lambda \left( \gamma^{(n)}_{[0, \frac{1}{\sqrt{2\lambda}} 2^j]} \right) = m_\lambda \left( x, \gamma^{(n)} \left( \frac{1}{\sqrt{2\lambda}} 2^j \right) \right) \leq m_\lambda \left( x, \gamma \left( \frac{1}{\sqrt{2\lambda}} 2^j \right) \right) + m_\lambda \left( \gamma \left( \frac{1}{\sqrt{2\lambda}} 2^j \right), \gamma^{(n)} \left( \frac{1}{\sqrt{2\lambda}} 2^j \right) \right).
\]

By Lemma 4.2, write \( z_{n,j} = \gamma \left( \frac{1}{\sqrt{2\lambda}} 2^j \right) - \gamma^{(n)} \left( \frac{1}{\sqrt{2\lambda}} 2^j \right) \) one has
\[
m_\lambda \left( \gamma \left( \frac{1}{\sqrt{2\lambda}} 2^j \right), \gamma^{(n)} \left( \frac{1}{\sqrt{2\lambda}} 2^j \right) \right) \leq \sqrt{2\lambda} |z_{n,j}|.
\]
\[
+ \frac{1}{\sqrt{2\lambda}} \int_0^{|z_{n,j}|} F \left( \gamma \left( \frac{1}{\sqrt{2\lambda}} 2^j \right), s \frac{z_{n,j}}{|z_{n,j}|} \right) ds.
\]

Since \(F\) is bounded in any compact subset of \(\Omega\), noting \(|z_{n,j}| \to 0\) as \(N_j \ni n \to \infty\) we know that

\[
\lim_{n \in N_j, n \to \infty} m_\lambda \left( \gamma \left( \frac{1}{\sqrt{2\lambda}} 2^j \right), \gamma^{(n)} \left( \frac{1}{\sqrt{2\lambda}} 2^j \right) \right) = 0.
\]

From this and (8.2), we conclude that

\[
A_\lambda(\eta_j) \leq \limsup_{n \in N_j, n \to \infty} A_\lambda \left( \gamma^{(n)}|_{[0, \frac{1}{\sqrt{2\lambda}} 2^j]} \right) \leq m_\lambda \left( x, \gamma \left( \frac{1}{\sqrt{2\lambda}} 2^j \right) \right)
\]

as desired.

**Step 5.** For any \(t > \frac{1}{\sqrt{2\lambda}} 2^{n_0}\), letting \(j > n_0\) such that \(t < \frac{1}{\sqrt{2\lambda}} 2^j\), by (7.3) one has

\[
\frac{|\gamma(t) - x^* - \sqrt{2\lambda}at|}{\sqrt{2\lambda}t} = \frac{|\eta_j(t) - x^* - \sqrt{2\lambda}at|}{\sqrt{2\lambda}t} = \lim_{n \in N_j, n \to \infty} \frac{|\gamma^{(n)}(t) - x^* - \sqrt{2\lambda}at|}{\sqrt{2\lambda}t} \leq 2^{5} \Psi_0 \left( \frac{1}{2} \sqrt{2\lambda}t \right).
\]

Hence

\[
\lim_{t \to \infty} \frac{|\gamma(t) - \sqrt{2\lambda}at|^2}{(\sqrt{2\lambda}t)^2} = \lim_{t \to \infty} \frac{|\gamma(t) - x^* - \sqrt{2\lambda}at|^2}{(\sqrt{2\lambda}t)^2} = 0,
\]

That is, Theorem 1.4 (i) holds.

Theorem 1.4 (iv) follows from Theorem 1.4 (i) and Lemma A.4. Moreover, Theorem 1.4 (ii) follows from (8.1) with \(t_0 = \frac{1}{\sqrt{2\lambda}} 2^{n_0+1}\). Theorem 1.4 (iii) follows from Theorem 1.4 (i), Theorem 1.4 (ii) and Lemma A.4.

We end the proof of Theorem 1.4.
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Appendix A Properties of Hamiltonians and Mañé’s potentials

In the appendix we always assume that $m_i = 1$ for all $1 \leq i \leq N$. For general masses, all of the following conclusions still hold, up to some obvious modifications. We omit the details.

Let $F$ be as in (1.4). Apriori, $F$ is only defined in the set $/Omega_1$ since $F_{ij}$ is only defined in $\mathbb{R}^d \times \mathbb{R}^d \setminus /Delta_1$ for all $1 \leq i < j \leq \infty$. Now we extend the definition of $F$ to the whole $\mathbb{R}^{dN}$ by defining the value of $F_{ij}$ for all $1 \leq i < j \leq \infty$ as follows:

$$F_{ij}(z, z) = \lim \inf_{(x_i, x_j) \to (z, z)} F_{ij}(x_i, x_j), \quad \forall (z, z) \in /Delta_1.$$ 

It may happen that $F_{ij}(z, z) = \infty$ for some $z \in \mathbb{R}^d$, and hence $F(x) = \infty$ for some $x \in \Sigma$. But one may directly check that that $F_{ij}$ is lower semicontinuous in $\mathbb{R}^d \times \mathbb{R}^d$, that is, the set $\{(x_i, x_j) \in \mathbb{R}^d \times \mathbb{R}^d : F_{ij}(x_i, x_j) > \delta\}$ is open for all $\delta > 0$. Thus $F$ is also lower semicontinuous in whole $\mathbb{R}^{dN}$.

For any $\lambda > 0$, Mañé’s potential $m_\lambda$ is defined in (1.5). Observe that

$$m_\lambda(x, y) \geq \sqrt{2 \lambda |x - y|} \text{ for all } x, y \in \mathbb{R}^{dN}. \quad (A.1)$$

Indeed, for any $\gamma \in AC(x, y; [0, \sigma], \mathbb{R}^{dN})$, by the Cauchy-Schwartz inequality, its Euclidean length

$$l(\gamma) \leq (2\sigma)^{1/2} \left( \int_0^\sigma \frac{1}{2} |\dot{y}(s)|^2 \, ds \right)^{1/2} \leq (2\sigma)^{1/2} (A_\lambda - \lambda \sigma)^{1/2},$$

and hence by $|x - y| \leq l(\gamma)$, one has

$$A_\lambda(\gamma) \geq \frac{1}{2\sigma} l(\gamma)^2 + \lambda \sigma \geq \frac{1}{2\sigma} |x - y|^2 + \lambda \sigma.$$ 

Since $\frac{1}{2\sigma} |x - y|^2 + \lambda \sigma$ reaches its minimal value at $\sigma = |x - y|/\sqrt{2\lambda}$, we have $A_\lambda(\gamma) \geq \sqrt{2\lambda} |x - y|$ as desired.

On the other hand, we have

$$m_\lambda(x, y) < \infty, \quad \forall x, y \in \Omega.$$ 

Indeed, since $\Omega$ is path connected, one can always find a smooth curve $\gamma_{x,y} \in AC(x, y; [0, \sigma]; \Omega)$ for some $\sigma > 0$. By the semicontinuity of $F$ and $F < \infty$ in $\Omega$,
we know that $F$ is bounded in the compact set $\gamma([0, \sigma])$ and hence we know that $A_\lambda(\gamma) < \infty$. But for $x \in \Omega$ and $y \notin \Omega$, it is not clear whether $m_\lambda(x, y)$ is finite or not. This is indeed determined by the behaviour of $F$ around $\Sigma$.

Set

$$\Omega_\lambda := \{ y \in \mathbb{R}^{dN} : m_\lambda(x, y) < \infty, \forall x \in \Omega \}.$$ 

Obviously, $\Omega \subset \Omega_\lambda \subset \mathbb{R}^{dN}$. We observe that $\Omega_\lambda = \Omega_\mu$ for all $0 < \lambda < \mu < \infty$. To see this, it suffices to show that

$$m_\lambda(x, y) < \infty \text{ if and only if } m_\mu(x, y) < \infty \text{ for any } x \in \Omega, y \in \mathbb{R}^{dN}.$$ 

Since $A_\lambda(\gamma) \leq A_\mu(\gamma)$ for all possible $\gamma$, by definition, one always has $m_\lambda(x, y) \leq m_\mu(x, y)$. On the other hand, if $m_\lambda(x, y) < \infty$, we have $A_\lambda(\gamma) < \infty$ for some $\gamma \in \mathcal{AC}(x, y; [0, t]; \mathbb{R}^{dN})$. Thus

$$A_\mu(\gamma) \leq A_\lambda(\gamma) + (\mu - \lambda)t < \infty,$$

which implies $m_\mu(x, y) < \infty$ as desired. Recalling (1.6), we write $\tilde{\Omega} = \Omega_\lambda$ for any $\lambda > 0$.

One may directly check that $m_\lambda$ is a distance in $\tilde{\Omega}$, and hence $(\tilde{\Omega}, m_\lambda)$ is a metric space. Observe that $(\tilde{\Omega}, m_\lambda)$ is always complete. Indeed, let $\{y_n\}_{n \in \mathbb{N}} \subset \tilde{\Omega}$ be a Cauchy sequence with respect to $m_\lambda$. Recall that (A.1) gives $|z - w| \leq \frac{1}{\sqrt{2}} m_\lambda(z, w)$ for all $z, w \in \mathbb{R}^{dN}$. It follows that $\{y_n\}_{n \in \mathbb{N}}$ is also a Cauchy sequence with respect to the Euclidean distance, and hence $|y_n - y| \to 0$ as $n \to \infty$ for some $y \in \mathbb{R}^{dN}$. It then suffices to show that $y \in \tilde{\Omega}$ and $m_\lambda(y_n, y) \to 0$ as $n \to \infty$. If there exists $m \in \mathbb{N}$ such that $y_n = y$ for all $n \geq m$, then $y_m \in \tilde{\Omega}$ implies $y \in \tilde{\Omega}$ and $m_\lambda(y, y) = 0$ for all $n \geq m$ as desired. Now we assume that there are infinitely many $k$ such that $y_k \neq y$. Thanks to this, it is standard to find a subsequence $\{y_{n_k}\}_{k \in \mathbb{N}}$ of $\{y_n\}_{n \in \mathbb{N}}$ such that $0 < m_\lambda(y_{n_k}, y_{n_k+1}) \leq 2^{-k}$. For each $k \in \mathbb{N}$, there is $y_k \in \mathcal{AC}(y_{n_k}, y_{n_k+1}; [0, \sigma_k]; \mathbb{R}^{dN})$ such that $A_\lambda(y_k) \leq 2m_\lambda(y_{n_k}, y_{n_k+1}) \leq 2^{-k+1}$. Fix an arbitrary $x \in \Omega$. There is $y_0 \in \mathcal{AC}(x, y_1; [0, \sigma_0]; \mathbb{R}^{dN})$ such that $A_\lambda(y_0) \leq 2m_\lambda(x, y_1) < \infty$. Noting that $\sigma_k \leq \frac{1}{\lambda} A_\lambda(y_k)$ for all $k \in \mathbb{N} \cup \{0\}$, it implies that

$$\sigma := \sum_{k=0}^{\infty} \sigma_k \leq \frac{1}{\lambda} \sum_{k=0}^{\infty} A_\lambda(y_k) \leq \frac{1}{\lambda} \sum_{k=0}^{\infty} 2^{-k+1} < \infty.$$ 

Then the concatenation $\gamma$ of these curves $y_k$ (that is, $\gamma = \ast_k y_k$) belongs to $\mathcal{AC}(x, y; [0, \sigma]; \mathbb{R}^{dN})$ and satisfies $A_\lambda(\gamma) \leq \sum_{k=0}^{\infty} A_\lambda(y_k) < \infty$. Thus $m_\lambda(x, y) < \infty$, that is, $y \in \tilde{\Omega}$, and moreover

$$m_\lambda(y_{n_k}, y) \leq \sum_{j=k}^{\infty} A_\lambda(y_j) \leq \sum_{j=k}^{\infty} 2^{-j+2} = 2^{-k+3},$$

which implies $m_\lambda(y_{n_k}, y) \to 0$ as $k \to \infty$. Since $\{y_n\}_{n \in \mathbb{N}}$ is a Cauchy sequence with respect to $m_\lambda$, by a standard argument, one further gets $m_\lambda(y_n, y) \to 0$ as $n \to \infty$ as desired.
Recall that $\Omega \subset \tilde{\Omega}$, and $\Omega$ is an open subset of $\tilde{\Omega}$ with respect to $m_\lambda$. Thus $(\Omega, m_\lambda)$ is also a metric space as a subspace of $(\tilde{\Omega}, m_\lambda)$. Since there is no any other assumption made on the behaviour of $F$ around $\Sigma$ (except the lower semicontinuity), $\Omega$ is not necessarily closed or complete in general. It is interesting to determine the relation between $(\Omega, m_\lambda)$, or its completion/closure, and $(\tilde{\Omega}, m_\lambda)$. In the following remark, we have some discussion about this issue.

**Remark A.1.** (i) It is easy to see that if

$$F_{ij}(x_i, x_j) \geq C|x_i - x_j|^{-2} \text{ when } |x_i - x_j| \leq \frac{1}{2} \text{ for all } 1 \leq i < j \leq N,$$

then $\tilde{\Omega} = \Omega$, and hence, $(\Omega, m_\lambda)$ is complete. One may also check that if

$$|F_{ij}(x_i, x_j)| \leq C|x_i - x_j|^{-\alpha} \text{ when } |x_i - x_j| \leq \frac{1}{2} \text{ for all } 1 \leq i < j \leq N \text{ and } \alpha \in (0, 2),$$

then $\Omega \subset \tilde{\Omega} = \mathbb{R}^n$. But in general, it is difficult to determine the set $\tilde{\Omega}$. For example, see [4,7,10,11,15,21,29,33] and references therein.

(ii) If $F = +\infty$ in $\Sigma = \mathbb{R}^{dN} \setminus \Omega$, then $\Omega$ is dense in $(\tilde{\Omega}, m_\lambda)$, equivalently, the completion of $(\Omega, m_\lambda)$ is $(\tilde{\Omega}, m_\lambda)$. Indeed, if $\Omega \subsetneq \tilde{\Omega}$, given any $y \in \tilde{\Omega} \setminus \Omega$ and $x \in \Omega$, there is $\gamma \in AC(x, y; [0, \sigma]; \mathbb{R}^{dN})$ with $A_\lambda(\gamma) < \infty$. Since $F = \infty$ in $\Sigma$, we know that $\gamma(t) \subset \Omega$ for almost all $t \in [0, \sigma]$. Therefore there exists a sequence $\{t_n\} \subset [0, \sigma]$ so that $t_n \to \sigma$ with $\gamma(t_n) \in \Omega$, and $A_\lambda(\gamma|\{t_n, \sigma\}) \to 0$, which implies $m_\lambda(\gamma(t_n), y) \to 0$ as $n \to \infty$, that is, $y$ is the limit of the Cauchy sequence $\{\gamma(t_n)\} \subset \Omega$ with respect to $m_\lambda$. This shows the closure $\bar{\Omega}^{m_\lambda}$ of $\Omega$ with respect to $m_\lambda$. On the other hand, since $\Omega \subset \tilde{\Omega}$ and $\tilde{\Omega}$ is complete with respect to $m_\lambda$, it follows that $\bar{\Omega}^{m_\lambda} \subset \tilde{\Omega}$. We conclude that $\bar{\Omega}^{m_\lambda} = \tilde{\Omega}$.

(iii) Without the assumption $F = +\infty$ in $\Sigma$, in general one can not expect that $\Omega$ is dense in $(\tilde{\Omega}, m_\lambda)$, equivalently, the completion of $(\Omega, m_\lambda)$ is $(\tilde{\Omega}, m_\lambda)$. Indeed, we construct a potential $F : \mathbb{R}^{dN} \to (0, \infty)$ so that $\Omega$ is not dense in $(\tilde{\Omega}, m_\lambda)$; see the following 3 steps.

**Step 1.** Constructions of $h_\pm : [0, \infty) \to (0, \infty)$ by modifying $r^{-2}$.

Let $h_\pm : [0, \infty) \to (0, \infty)$ be two functions defined by

$$h_+(r) = \begin{cases} 1 & \text{when } 0 \leq r \leq 1; \\ \frac{1}{r^2} & \text{when } 1 < r < \infty \end{cases}$$

and

$$h_-(r) = \begin{cases} 1 & \text{when } r \in \Lambda := [0] \cup \left( \bigcup_{k \geq 3} [2^{-k^2 - 1}, 2^{-k^2 + 1}] \right); \\ \frac{1}{r^2} & \text{when } r \in (0, \infty) \setminus \Lambda. \end{cases}$$

Obviously, $h_+ \in C^0([0, \infty))$, and $h_-$ is lower semicontinuous in $[0, \infty)$ with

$$h_-(r) = \liminf_{t \to r} h_-(t) \quad \forall \ 0 \leq r < \infty.$$
moreover, \( h_+(r) \leq h_-(r) \leq r^{-2} \) for all 0 < \( r < \infty \), and \( h_+ = h_- \) in \( \Lambda \cup [1, +\infty) \).

**Step 2.** Construction of a potential \( F : \mathbb{R}^{dN} \to (0, \infty) \) via \( h_\pm \).

For any nonempty subset \( E \subset \mathbb{R}^d \), recall the standard characteristic function \( \chi_E : \mathbb{R}^d \to \{0, 1\} \), which maps the elements of \( E \) to 1, and all other elements to 0. Define

\[
F(x) := F_{12}(x_1, x_2) \quad \text{for all } x = (x_1, \ldots, x_N) \in \mathbb{R}^{dN}
\]

with

\[
F_{12}(x_1, x_2) := h_-(|x_1 - x_2|)\chi_{\Gamma \times \Gamma} + h_+(|x_1 - x_2|)\chi_{\mathbb{R}^d \times \mathbb{R}^d \setminus [\Gamma \times \Gamma]},
\]

where \( x_i = (x_i^1, \ldots, x_i^d) \in \mathbb{R}^d \) and \( \Gamma := \{x_i \in \mathbb{R}^d : x_i^j < 0, \forall 1 \leq j \leq d\} \).

Obviously, \( F_{12} \) is locally bounded in \( \mathbb{R}^d \times \mathbb{R}^d \setminus \{(x_1, x_2) \in \mathbb{R}^d \times \mathbb{R}^d : x_1 = x_2, x_1 \in \Gamma\} \), and \( F_{12}(x_1, x_2) = 1 \) whenever \( |x_1 - x_2| \in \Lambda \). Moreover, \( F_{12} \) is lower semicontinuous in \( \mathbb{R}^d \times \mathbb{R}^d \) with

\[
F_{12}(x_1, x_2) = \liminf_{(z_1, z_2) \to (x_1, x_2)} F_{12}(z_1, z_2) \quad \text{for all } (x_1, x_2) \in \mathbb{R}^{2d}.
\]

In particular, \( F \) satisfies the condition (1.4).

Note that

\[
\limsup_{(z_1, z_2) \to (x_1, x_2)} F_{12}(z_1, z_2) = +\infty \quad \text{whenever } x_1 = x_2 \text{ and } x_1 \in \Gamma.
\]

Below we write

\[
\Sigma_{12}^- := \{x = (x_1, \ldots, x_N) \in \mathbb{R}^{dN} : x_1 = x_2 \in \Gamma\} \subset \Gamma \times \Gamma \times \mathbb{R}^{d(N-2)}
\]

and

\[
\Sigma_{12} := \{x = (x_1, \ldots, x_N) \in \mathbb{R}^{dN} : x_1 = x_2\}.
\]

Notice that the local boundedness of \( F_{12} \) in \( \mathbb{R}^d \times \mathbb{R}^d \setminus \{(x_1, x_2) \in \mathbb{R}^d \times \mathbb{R}^d : x_1 = x_2, x_1 \in \Gamma\} \) implies the local boundedness of \( F \) in \( \mathbb{R}^{dN} \setminus \Sigma_{12} \). In particular, \( F \) is locally bounded in \( \Sigma \setminus \Sigma_{12} \).

**Step 3.** We show that \( \widetilde{\Omega} = \mathbb{R}^{dN} \) and \( \Sigma_{12}^- \subset \widetilde{\Omega} \setminus \Omega^{m_\lambda} \).

We first show that \( \widetilde{\Omega} = \mathbb{R}^{dN} \). It suffices to show that \( \Sigma \subset \widetilde{\Omega} \). We consider three cases: \( x \in \Sigma \setminus \Sigma_{12} \), \( x \in \Sigma_{12} \setminus \Sigma_{12}^- \) and \( x \in \Sigma_{12}^- \).

**Case** \( x \in \Sigma \setminus \Sigma_{12} \). By Step 2, we know that \( F \) is locally bounded at \( x \). Since \( \mathbb{R}^{dN} \setminus \Sigma_{12} \) is a connected open subset, there exists an Euclidean ball \( B(x, r_x) \subset \mathbb{R}^{dN} \setminus \Sigma_{12} \) for some \( r_x > 0 \) such that \( F|_{B(x, r_x)} \leq M_x \) for some \( M_x > 0 \). Noting that \( \Sigma = \mathbb{R}^{dN} \setminus \Omega \) is closed and does not have interior points, we can find a curve \( \gamma_x \subset C([0, 1], B(x, r_x)) \) with end point \( x \) such that \( \gamma_x \setminus \{x\} \subset \Omega \) and \( F|_{\gamma_x} \leq M_x \). Therefore, we see that \( m_\lambda(\gamma_x(0), x) \leq A_\lambda(\gamma_x) < \infty \), that is, \( x \in \widetilde{\Omega} \).

**Case** \( x \in \Sigma_{12} \setminus \Sigma_{12}^- \). By the definition of \( F \), we know \( F(x) = 1 \). Note that \( \mathbb{R}^{dN} \setminus \Sigma_{12}^- \) is a connected open subset of \( \mathbb{R}^{dN} \). Similar to the first case, there is an Euclidean ball
Given Lemma A.2.

Next we prove the following result:

Case \( x \in \Sigma_{12} \). Letting \( y = (y_i)_{i=1}^N \in \Sigma_{12} \setminus \Sigma_{12}^- \) such that \( y_1 = y_2 = (1, \ldots, 1) \in \mathbb{R}^d \) and \( y_i = x_i \in \mathbb{R}^d \) for \( i = 3, \ldots, N \), taking \( \gamma \) as the line-segment joining \( y \) and \( x \), then \( \gamma \subset \Sigma_{12} \) and hence \( F|_{\gamma} = 1 \).

Since \( y \in \Sigma_{12} \setminus \Sigma_{12}^- \subset \tilde{\Omega} \), there exists some \( x_0 \in \Omega \), such that \( m_{\lambda}(x, x_0) \leq m_{\lambda}(x, y) + m_{\lambda}(y, x_0) < \infty \). Hence, \( x \in \tilde{\Omega} \).

Finally, we show that \( \Sigma_{12}^- \subset \tilde{\Omega} \setminus \tilde{\Omega}^{m_{\lambda}} \). Let \( x \in \Sigma_{12}^- \) be an arbitrary point. It then suffices to show that

\[
\inf_{z \in \Omega} m_{\lambda}(z, x) > 0. \tag{A.2}
\]

To prove this, we need some properties of \( m_{\lambda} \)-geodesics joining \( z, x \) which will be introduced/proved below. So we postpone the proof of (A.2) to the end of this appendix.

Moreover, we know that \( (\tilde{\Omega}, m_{\lambda}) \) is a geodesic space, that is, for any \( x, y \in \tilde{\Omega} \) with \( x \neq y \), there exists a \( \eta \in \mathcal{AC}(x, y; [0, m_{\lambda}(x, y)]; \mathbb{R}^d) \) such that

\[
\eta([0, m_{\lambda}(x, y)]) \subset \tilde{\Omega}, \quad \text{and} \quad m_{\lambda}(\eta(s), \eta(t)) = t - s \text{ for all } 0 \leq s < t \leq m_{\lambda}(x, y).
\]

Indeed, thanks to Lemma A.2 below, the desired geodesic \( \gamma \) comes from the arc length (with respect to \( m_{\lambda} \)) parametrisation of the following minimizer of \( A_{\lambda} \) in the class of \( \cup_{\sigma > 0} \mathcal{AC}(x, y; [0, \sigma]; \tilde{\Omega}) \).

**Lemma A.2.** Given \( \lambda > 0 \) and \( x, y \in \tilde{\Omega} \) with \( x \neq y \), there is a curve \( \gamma \in \mathcal{AC}(x, y; [0, \sigma]; \tilde{\Omega}) \) such that \( A_{\lambda}(\gamma) = m_{\lambda}(x, y) \). Moreover, for any \( \gamma \in \mathcal{AC}(x, y; [0, \sigma]; \tilde{\Omega}) \) satisfying \( A_{\lambda}(\gamma) = m_{\lambda}(x, y) \), we have

\[
m_{\lambda}(\gamma(s), \gamma(t)) = A_{\lambda}(\gamma|_{[s, t]}), \quad \forall 0 \leq s < t \leq \sigma.
\]

The proof of Lemma A.2 is standard, for readers’ convenience we give it later.

Considering the geodesic nature, as in the introduction we call a minimizer \( \gamma : [0, \sigma] \to \tilde{\Omega} \) of \( A_{\lambda} \) with given endpoints \( x, y \) as an \( m_{\lambda} \)-geodesic with the canonical parameter joining \( x, y \). We also call a ray \( \gamma : [0, \infty) \to \tilde{\Omega} \) as an \( m_{\lambda} \)-geodesic ray with the canonical parameter if \( \gamma|_{[0, \sigma]} \) is an \( m_{\lambda} \)-geodesic with the canonical parameter for any \( \sigma > 0 \).

Next we prove the following result:

**Lemma A.3.** Given any \( x, y \in \tilde{\Omega} \) and \( \lambda > 0 \), let \( \gamma \in \mathcal{AC}(x, y; [0, \sigma], \mathbb{R}^d) \) be any \( m_{\lambda} \)-geodesic with canonical parameter. Then \( \gamma \) has energy constant \( \lambda \), that is,

\[
|\dot{\gamma}(s)| = \sqrt{2(F(\gamma(s)) + \lambda)} \text{ almost all } s \in [0, \sigma].
\]

Moreover,

\[
m_{\lambda}(x, y) = \tilde{m}_{\lambda}(x, y) = \tilde{A}_{\lambda}(y),
\]

The proof of Lemma A.3 is straightforward.
where
\[ \tilde{m}_\lambda(x, y) := \inf \{ \tilde{A}_\lambda(\eta) : \eta \in \bigcup_{\tau > 0} \mathcal{AC}(x, y; [0, \tau], \mathbb{R}^d) \} \quad \forall x, y \in \mathbb{R}^d, \]
and
\[ \tilde{A}_\lambda(\eta) := \int_0^\tau |\dot{\eta}(s)| \sqrt{2F \circ \eta + 2\lambda} \, ds. \]

Here in the above inequality, we use the convention that
\[ |\dot{\eta}(s)| \sqrt{2F \circ \eta + 2\lambda} = 0 \]
when \( |\dot{\eta}(s)| = 0 \) and \( F \circ \eta(s) = \infty \).

Consequently, we have

**Lemma A.4.** Under additional assumption \( F \in C^2(\Omega) \), for any \( \lambda > 0 \), if \( \gamma \in \mathcal{AC}(x, y; [0, \sigma], \mathbb{R}^d) \) is an \( m_\lambda \)-geodesic with canonical parameter joining \( x, y \) and also is interiorly collision-free (that is, \( \gamma|_{(0, \sigma)} \subset \Omega \)), then \( \gamma \) is a solution to \( \ddot{x} = \nabla F \) in \( (0, \sigma) \) starting from \( x \) and ending at \( y \).

Consequently, if \( \gamma : [0, \infty) \to \mathbb{R}^d \) is an \( m_\lambda \)-geodesic ray with canonical parameter starting from \( x \) and also is interiorly collision-free (that is, \( \gamma|_{(0, \infty)} \subset \Omega \)), then \( \gamma \) is a solution to \( \ddot{x} = \nabla F \) in \( (0, \infty) \) starting from \( x \).

Below we prove Lemma A.2-Lemma A.4.

**Proof of Lemma A.2.** Let \( x, y \in \tilde{\Omega} \) be two given configurations, with \( x \neq y \). Since \( 0 < m_\lambda(x, y) < \infty \), there exist a sequence of curves \( \{ \delta_n \in \mathcal{AC}(x, y; [0, \sigma_n]; \mathbb{R}^d) \}_{n \in \mathbb{N}} \) such that
\[ \lim_{n \to \infty} A_\lambda(\delta_n) = m_\lambda(x, y). \]
Thus for \( n \) large enough we have \( A_\lambda(\delta_n) \leq m_\lambda(x, y) + 1 \). Without loss of generality, we may assume that for all \( n \), this holds. This also implies that \( \delta_n \in \mathcal{AC}(x, y; [0, \sigma_n]; \tilde{\Omega}) \); otherwise \( \delta_n(t) \notin \tilde{\Omega} \) for some \( 0 < t < \sigma_n \) and hence
\[ m_\lambda(x, \delta_n(t)) < A_\lambda(\delta_n|_{[0,t]}) < A_\lambda(\delta_n) < \infty, \]
which is a contradiction with the definition of \( \tilde{\Omega} \).

Next, for every \( n \), since
\[ \frac{1}{2\sigma_n} |x - y|^2 + \lambda \sigma_n \leq A_\lambda(\delta_n) \leq 1 + m_\lambda(x, y), \]
we know
\[ 0 < \liminf_{n \to \infty} \sigma_n \leq \limsup_{n \to \infty} \sigma_n < +\infty. \]
and therefore up to considering subsequence, we may assume that \( \sigma_n \to \sigma_0 \) as \( n \to \infty \).

Now, for each \( n > 0 \), we parametrize \( \delta_n \) linearly as below. Define \( \gamma^{(n)}(t) = \delta_n(\sigma_n^{-1}\sigma) \) for \( t \in [0, \sigma_0] \). A direct calculation leads to
\[ \lim_{n \to \infty} A_\lambda(\gamma^{(n)}) = \lim_{n \to \infty} A_\lambda(\delta_n) = m_\lambda(x, y). \]
We may also assume that
\[ A_\lambda (\gamma^{(n)}) \leq m_\lambda (x, y) + 1, \quad \forall n \geq 1. \]

It is easy to see that \( \{\gamma^{(n)}\} \) is uniform bounded and equicontinuous. Indeed, for any \( s, t \in [0, \sigma_0] \) with \( s < t \), one has
\[
|\gamma^{(n)}(s) - \gamma^{(n)}(t)| \leq \int_s^t |\dot{\gamma}^{(n)}(\tau)| \, d\tau \leq \left( \int_0^{\sigma_0} |\dot{\gamma}^{(n)}(\tau)|^2 \, d\tau \right)^{1/2} |s - t|^{1/2} \\
\leq [2(m_\lambda(x, y) + 1)]^{1/2} |s - t|^{1/2}.
\]

In particular,
\[
|\gamma^{(n)}(0) - \gamma^{(n)}(t)| \leq [2(m_\lambda(x, y) + 1)]^{1/2} |t|^{1/2} \leq [2(m_\lambda(x, y) + 1)]^{1/2} |\sigma_0|^{1/2}.
\]

By Arzela-Ascoli Theorem, up to some subsequence, we may assume that the sequence \( \{\gamma^{(n)}\} \) converges uniformly to a curve \( \gamma \in C^0([0, \sigma_0]; \mathbb{R}^{dN}) \) with \( \gamma(0) = x, \gamma(\sigma_0) = y \). Note that \( \gamma \) is absolutely continuous. Indeed, for any \( \epsilon > 0 \) and for any family \( \{[s_i, t_i]\}_{1 \leq i \leq k} \) of mutually disjoint intervals such that \( \sum_{i=1}^k |s_i - t_i| < \epsilon \), applying the Cauchy-Schwarz inequality, we have
\[
\sum_{i=1}^k |\gamma^{(n)}(s_i) - \gamma^{(n)}(t_i)| \leq \int_{\bigcup_{1 \leq i \leq k}[s_i, t_i]} |\dot{\gamma}^{(n)}(\tau)| \, d\tau \\
\leq \left[ \int_{\bigcup_{1 \leq i \leq k}[s_i, t_i]} |\dot{\gamma}^{(n)}(\tau)|^2 \, d\tau \right]^{1/2} \left[ \sum_{i=1}^k |s_i - t_i| \right]^{1/2} \\
\leq 2^{1/2}[m_\lambda(x, y) + 1]^{1/2} \left[ \sum_{i=1}^k |s_i - t_i| \right]^{1/2} \leq 2^{1/2}[m_\lambda(x, y) + 1]^{1/2} \epsilon^{1/2}.
\]

Thus \( \gamma \in AC(x, y; [0, \sigma_0]; \mathbb{R}^{dN}) \). Apply Tonelli’s Theorem for convex Lagrangians to get
\[
\frac{1}{2} \int_0^{\sigma_0} |\dot{\gamma}(s)|^2 \, ds \leq \frac{1}{2} \liminf_{n \to \infty} \int_0^{\sigma_0} |\dot{\gamma}^{(n)}(s)|^2 \, ds
\]
and Fatou’s Lemma to obtain that
\[
\int_0^{\sigma_0} F(\gamma) \, ds \leq \liminf_{n \to \infty} \int_0^{\sigma_0} F(\gamma^{(n)}) \, ds.
\]

Therefore \( A_\lambda(\gamma) \leq m_\lambda(x, y) \), which is only possible if the equality holds. Note that \( A_\lambda(\gamma) < \infty \) also implies that \( \gamma \in AC(x, y; [0, \sigma_0]; \widehat{\Omega}) \).

Next for any \( \gamma \in AC(x, y; [0, \sigma]; \widehat{\Omega}) \) such that \( A_\lambda(\gamma) = m_\lambda(x, y) \) and for any \( 0 \leq s < t \leq \sigma \), we claim that
\[
m_\lambda(\gamma(s), \gamma(t)) \leq A_\lambda(\gamma|_{[s, t]}).
\]
We show this by contradiction. If 
\[ m_\lambda(\gamma(s), \gamma(t)) < A_\lambda(\gamma|_{s,t}], \]
we find \( \gamma_0 \in AC(\gamma(s), \gamma(t); [0, \sigma_0]; \tilde{\Omega}) \) such that
\[ A_\lambda(\gamma_0) = m_\lambda(\gamma(s), \gamma(t)) = m_\lambda(\gamma(s), \gamma(t)) < A_\lambda(\gamma|_{s,t}], \]
The concatenation of \( \gamma|_{[0,s]}, \gamma_0 \) and \( \gamma|_{t,\sigma} \) gives a curve \( \eta \in AC(x, y; [0, \sigma_0 + \sigma - (t-s)]; \tilde{\Omega}) \) such that
\[ m_\lambda(x, y) \leq A_\lambda(\eta) = A_\lambda(\gamma|_{0,s}) + A_\lambda(\gamma_0) + A_\lambda(\gamma|_{t,\sigma}) < A_\lambda(\gamma|_{0,s}) + A_\lambda(\gamma|_{s,t}) + A_\lambda(\gamma|_{t,\sigma}) = A_\lambda(\gamma') = m_\lambda(x, y), \]
which is a contradiction. \( \square \)

To prove lemma A.3, we need the following auxiliary Lemma A.5 - Lemma A.8.

**Lemma A.5.** Given any \( \lambda > 0 \) and \( x, y \in \Omega \), let \( \gamma \in AC(x, y; [0, \sigma]; \tilde{\Omega}) \) satisfying \( m_\lambda(x, y) = A_\lambda(\gamma) \). Then \( F \circ \gamma < \infty \) and \( |\dot{\gamma}| > 0 \) almost everywhere.

To prove Lemma A.5 and for later use, we recall the following two change of variable formulas. We refer to for example [18, Section 3.3.3, Theorem 2] for the first one, which comes from the area formula and works for Lipschitz maps; and refer to [9, Proposition 2.2.18] for the second one, which works for absolute continuous maps.

**Lemma A.6.** (i) Let \( f : \mathbb{R} \to \mathbb{R} \) be Lipschitz. For any \( g \in L^1(\mathbb{R}) \), one has
\[ \left| \sum_{s \in f^{-1}(t)} g(s) \right| \leq \sum_{s \in f^{-1}(t)} |g(s)| \in L^1(\mathbb{R}), \]
where \( f^{-1}(t) \) is at most countable for almost all \( t \in \mathbb{R} \), and
\[ \int_{\mathbb{R}} g(s) |f'(s)| \, ds = \int_{\mathbb{R}} \left[ \sum_{s \in f^{-1}(t)} g(s) \right] \, dt. \]
If \( f \) is injective in addition, then \( g \circ f^{-1} \in L^1(\mathbb{R}) \) and
\[ \int_{\mathbb{R}} g(s) |f'(s)| \, ds = \int_{\mathbb{R}} g \circ f^{-1}(t) \, dt. \]
(ii) Let \( f : [\alpha, \beta] \to [a, b] \) be absolutely continuous and increasing, and satisfy \( a = f(\alpha) \) and \( b = f(\beta) \). Then for any \( g \in L^1([a, b]) \), one has \( (g \circ f) f' \in L^1([\alpha, \beta]) \) and
\[ \int_{a}^{b} g(t) \, dt = \int_{\alpha}^{\beta} g(f(s)) f'(s) \, ds. \]
Proof of Lemma A.5. Note that $A_2(\gamma) < \infty$ implies the integrability of $F \circ \gamma$ in $[0, \sigma]$, and hence $F \circ \gamma(s) < \infty$ for almost all $s \in [0, \sigma]$. Moreover, denote by $E$ the set of $t \in [0, \sigma]$ such that $|\dot{\gamma}(t)| = 0$. We prove $|E| = 0$ by contradiction. Assuming that $|E| > 0$ below.

First, we show that there is no interval $[s_0, s_1] \subset [0, \sigma]$ such that almost all points in $[s_0, s_1]$ are in $E$. Otherwise, assume that $|\dot{\gamma}| = 0$ in the interval $[s_0, s_1] \subset [0, \sigma]$ with $s_0 < s_1$. Then $\gamma(s) = \gamma(s_0)$ for $s \in [s_0, s_1]$. Let $\eta(s) = \gamma(s)$ if $0 \leq s \leq s_0$, and $\eta(s) = \gamma(s + (s_1 - s_0))$ if $\sigma - (s_1 - s_0) \geq s \geq s_0$.

Obviously, $\eta \in AC(x,y; [0,\sigma - (s_1 - s_0)]; \tilde{\Omega})$ and $A(\eta) < A(\gamma)$, which is a contradiction.

Next define

$$\phi(s) := \int_0^s \chi_{[0,\sigma]\setminus E}(\delta) \, d\delta.$$ 

It is obvious that $\phi$ is Lipschitz, and hence absolutely continuous, $\phi'(s) = \chi_{[0,\sigma]\setminus E}(s)$ for almost all $s \in [0, \sigma]$. Moreover, $|\phi(E)| = 0$ and $\phi([0, \sigma]) = [0, \sigma - |E|]$. Since $E$ does not contain any interval, we know that $\phi$ is strictly increasing in $[0, \sigma]$, and hence injective. Thus the inverse $\phi^{-1} : [0, \sigma - |E|] \to [0, \sigma]$ is well-defined.

For any $g \in L^1([0, \sigma])$, we claim that

$$g \circ \phi^{-1} \in L^1([0, \sigma - |E|]) \text{ and } \int_0^\sigma g \chi_{[0,\sigma]\setminus E} \, ds = \int_0^{\sigma - |E|} g \circ \phi^{-1} \, ds \quad (A.3)$$

Indeed, let $\tilde{\phi}(t) = \int_0^t \chi_E \, dc$ for $t \in \mathbb{R}$. Then $\tilde{\phi}$ is Lipschitz and strictly increasing in whole $\mathbb{R}$. $\tilde{\phi}|_{[0,\sigma]} = \phi$ and $(\tilde{\phi})^{-1}|_{[0,\sigma - |E|]} = \phi^{-1}$. Applying the change of variable formula in Lemma A.6(i) to $g \chi_{[0,\sigma]}$ and $\bar{\phi}$, noting that $\phi[0, \sigma] = [0, \sigma - |E|]$ and $\phi' = \chi_{[0,\sigma]\setminus E}$ almost everywhere, one has

$$\int_0^\sigma g \chi_{[0,\sigma]\setminus E} \, ds = \int_{\mathbb{R}} (g \chi_{[0,\sigma]}) \, |(\tilde{\phi})'| \, ds$$

$$= \int_{\mathbb{R}} (g \chi_{[0,\sigma]}) \circ (\tilde{\phi})^{-1} \, ds = \int_0^{\sigma - |E|} g \circ \phi^{-1} \, ds$$

as desired.

Write $\eta(t) = \gamma(\phi^{-1}(t))$ for $t \in [0, \sigma - |E|]$. Since $\gamma$ is absolutely continuous (hence $\dot{\gamma} \in L^1([0, \sigma])$) and $\dot{\gamma} = 0$ in $E$, for any $t \in [0, \sigma - |E|]$ we have

$$\eta(t) - \eta(0) = \gamma(\phi^{-1}(t)) - \gamma(0) = \int_0^{\phi^{-1}(t)} \dot{\gamma}(s) \, ds$$

$$= \int_0^\sigma (\dot{\gamma} \chi_{[0,\phi^{-1}(t)]}) \chi_{[0,\sigma]\setminus E}) (s) \, ds.$$ 

Applying (A.3) to $\dot{\gamma} \chi_{[0,\phi^{-1}(t)]}$ for all $t \in [0, \sigma - |E|]$, one has $\dot{\gamma} \circ \phi^{-1} \in L^1([0, \sigma - |E|])$ and

$$\eta(t) - \eta(0) = \int_0^{\sigma - |E|} (\dot{\gamma} \chi_{[0,\phi^{-1}(t)]}) \circ \phi^{-1}(s) \, ds.$$
Thanks to $\chi_{[0,\phi^{-1}(t)]} \circ \phi^{-1} = \chi_{[0,t]}$, we obtain

$$
\eta(t) - \eta(0) = \int_0^{\sigma - |E|} \dot{\eta} \circ \phi^{-1} \chi_{[0,t]}(\delta) d\delta = \int_0^t \dot{\eta} \circ \phi^{-1}(\delta) d\delta.
$$

Thus $\eta \in AC(x,y; [0,\sigma - |E|], \tilde{\Omega})$ and hence differentiable almost everywhere in $[0,\sigma - |E|]$ with

$$
\dot{\eta} = \dot{\gamma} \circ \phi^{-1} \in L^1([0,\sigma - |E|]). \tag{A.4}
$$

By (A.4) and $|\dot{\gamma}|^2 \in L^1([0,\sigma])$, applying (A.3) to $|\dot{\gamma}|^2$ and $F \circ \gamma \in L^1([0,\sigma])$ one has

$$
A_{\lambda}(\eta) = \int_0^{\sigma - |E|} \left[\frac{1}{2} |\dot{\eta}(t)|^2 + F \circ \eta(t) + \lambda \right] dt
= \int_0^{\sigma - |E|} \left[\frac{1}{2} |\dot{\gamma} \circ \phi^{-1}(t)|^2 + (F \circ \gamma) \circ \phi^{-1}(t) + \lambda \right] dt
= \int_0^\sigma \left[\frac{1}{2} |\dot{\gamma}(t)|^2 \chi_{[0,\sigma \setminus |E|]}(t) + (F \circ \gamma)(t) \chi_{[0,\sigma \setminus |E|]}(t) \right] dt + \lambda(\sigma - |E|)
$$

Since $|[0,\sigma] \setminus |E| = \sigma - |E|$, one has

$$
A_{\lambda}(\eta) = \int_0^\sigma \frac{1}{2} |\dot{\gamma}(s)|^2 + F \circ \gamma(s) + \lambda \chi_{[0,\sigma \setminus |E|]}(s) ds < A_{\lambda}(\gamma).
$$

Hence $A_{\lambda}(\eta) < m_{\lambda}(x,y)$, which contradicts to the definition of $m_{\lambda}(x,y)$. \hfill \Box

**Lemma A.7.** Let $\gamma \in AC(x,y; [0,\sigma]; \mathbb{R}^d)$ with $\tilde{A}_{\lambda}(\gamma) < \infty$. We can reparameterize $\gamma$ to get a new curve $\tilde{\xi} \in AC(x,y; [0,\tau]; \mathbb{R}^d)$ so that $|\tilde{\xi}| > 0$ almost everywhere and $\tilde{A}_{\lambda}(\tilde{\xi}) = \tilde{A}_{\lambda}(\gamma)$.

**Proof.** The proof is much similar to that of Lemma A.5. \hfill \Box

**Lemma A.8.** Let $\gamma \in AC(x,y; [0,\sigma]; \mathbb{R}^d)$ with $\tilde{A}_{\lambda}(\gamma) < \infty$, and $|\dot{\gamma}| > 0$ almost everywhere. Then $\gamma \in AC(x,y; [0,\sigma]; \tilde{\Omega})$, and we can reparameterize $\gamma$ to get a new curve $\eta \in AC(x,y; [0,\tau]; \tilde{\Omega})$ such that

$$
|\dot{\eta}(t)| = \sqrt{2(F \circ \eta(t) + \lambda)} \text{ almost everywhere.}
$$

Moreover,

$$
A_{\lambda}(\eta) = \tilde{A}_{\lambda}(\eta) = \tilde{A}_{\lambda}(\gamma) \leq A_{\lambda}(\gamma).
$$

**Proof.** Write

$$
\psi(s) = \int_0^s \frac{|\dot{\gamma}(\delta)|}{\sqrt{2F \circ \gamma(\delta) + 2\lambda}} d\delta \quad \forall s \in [0,\sigma].
$$

Note that $\psi(0) = 0$ and $\psi(\sigma) < \infty$. Obviously, $\psi$ is absolutely continuous.

$$
\psi'(s) = \frac{|\dot{\gamma}(s)|}{\sqrt{2F \circ \gamma(s) + 2\lambda}} \text{ for almost all } s \in [0,\sigma]. \tag{A.5}
$$
Note that $|\dot{\gamma}(s)|\sqrt{2F \circ \gamma(s) + 2\lambda} \in L^1([0, \sigma])$ and $|\dot{\gamma}| > 0$ almost everywhere, hence $F \circ \gamma < \infty$ almost everywhere. Since $|\dot{\gamma}| > 0$ almost everywhere, we have $\psi' > 0$ almost everywhere. Thus $\psi$ is continuous and strictly increasing. Therefore $\psi([0, \sigma]) = [0, \psi(\sigma)]$, and $\psi^{-1} : [0, \psi(\sigma)] \to [0, \sigma]$ is also continuous, strictly increasing.

Next we show that $\psi^{-1}$ is absolutely continuous, that is, $|\psi^{-1}(E)| = 0$ whenever $E \subset [0, \psi(\sigma)]$ has measure $|E| = 0$. We only need to prove that for any set $E \subset [0, \sigma]$, if $\psi(E)$ has measure 0, then $E$ has measure 0. Indeed, $\psi(E)$ must be contained in a $G_\delta$-set $H$ which has measure 0, and hence $E \subset \psi^{-1}(H)$. So if $\psi^{-1}(H)$ has measure 0, then $E$ has measure 0. Since $H$ is a $G_\delta$-set, we know that $\psi^{-1}(H)$ is also a $G_\delta$-set, one can see that

$$0 = |H| = \int_{\psi^{-1}(H)} \psi'(s) \, ds.$$  

Since $\psi' > 0$ almost everywhere, we have $|\psi^{-1}(H)| = 0$ as desired.

Let $\eta(t) = \gamma(\psi^{-1}(t))$ for $t \in [0, \psi(\sigma)]$. Thus, for any $t \in [0, \psi(\sigma)]$, one has

$$\eta(t) - \eta(0) = \int_0^t \psi^{-1}(r) \dot{\gamma}(\delta) \, d\delta = \int_0^\sigma (\dot{\gamma} \chi_{[0, \psi^{-1}(t)]})(\delta) \, d\delta.$$  

Applying the change of variable formula given in Lemma A.6(ii) to $\dot{\gamma} \chi_{[0, \psi^{-1}]} \in L^1([0, \sigma])$ and $\psi^{-1}$, noting $\chi_{[0, \psi^{-1}(t)]} \circ \psi^{-1} = \chi_{[0, t]}$, one has $\dot{\gamma} \circ \psi^{-1}(\psi^{-1})' \in L^1([0, t])$ and

$$\eta(t) - \eta(0) = \int_0^\sigma (\dot{\gamma} \chi_{[0, \psi^{-1}(t)]})(\psi^{-1}(s))(\psi^{-1})'(s) \, ds = \int_0^\sigma \dot{\gamma}(\psi^{-1}(s))(\psi^{-1})'(s) \, ds.$$  

Thus $\eta \in AC(x, y; [0, \psi(\sigma)]; \tilde{\Omega})$ with $\dot{\eta} = \dot{\gamma} \circ \psi^{-1}(\psi^{-1})'$ almost everywhere.

Since $t = \psi \circ \psi^{-1}(t)$ for all $t \in [0, \psi(\sigma)]$, by the chain rule we have $1 = \psi' \circ \psi^{-1}(\psi^{-1})'$ almost everywhere in $[0, \psi(\sigma)]$. Denote by $E$ the set where $\psi$ is differentiable and $\psi' > 0$. Since $|[0, \psi(\sigma)] \setminus E| = 0$, by the absolute continuity of $\psi$, we have $|[0, \psi(\sigma)] \setminus \psi(E)| = |\psi([0, \sigma] \setminus E)| = 0$. Thus $\psi' \circ \psi^{-1} > 0$ in $\psi(E)$, and hence, almost everywhere in $[0, \psi(\sigma)]$. Recalling (A.5), we obtain

$$(\psi^{-1})'(t) = \frac{1}{\psi' \circ \psi^{-1}(t)} = \frac{\sqrt{2F \circ \gamma \circ \psi^{-1}(t) + 2\lambda}}{|\dot{\gamma} \circ \psi^{-1}(t)|}$$  

for almost all $t \in [0, \psi(\sigma)]$, and hence

$$|\dot{\eta}(t)| = \sqrt{2F \circ \gamma(\psi^{-1}(t)) + 2\lambda} = \sqrt{2F \circ \eta(t) + 2\lambda}$$  

for almost all $t \in [0, \psi(\sigma)]$.

Thus

$$\frac{1}{2} |\dot{\eta}(t)|^2 + F \circ \eta(t) + \lambda = |\dot{\eta}(t)|\sqrt{2F \circ \eta(t) + 2\lambda}$$  

for almost all $t \in [0, \psi(\sigma)]$. 

We therefore obtain that
\[ A_{\lambda}(\eta) = \tilde{A}_{\lambda}(\eta) = \tilde{A}_{\lambda}(\gamma) \]
as desired. \( \square \)

We are now in a position to show

**Proof of Lemma A.3.** Note that for any \( \gamma \in AC(x, y; [0, \sigma]; \mathbb{R}^d) \), by Cauchy-Schwartz inequality, one has
\[
\frac{1}{2} |\dot{\gamma}(s)|^2 + F(\gamma(s)) + \lambda \geq 2\sqrt{F(\gamma(s)) + \lambda |\dot{\gamma}(s)|},
\]
which gives \( A_{\lambda}(\gamma) \geq \tilde{A}_{\lambda}(\gamma) \). Thus \( m_{\lambda}(x, y) \geq \tilde{m}_{\lambda}(x, y) \).

We prove by contradiction that \( |\dot{\gamma}(s)| = \sqrt{2(F \circ \gamma(t) + \lambda)} \) almost everywhere. Suppose that this is not correct. Write
\[ E = \{ s \in [0, \tau] : |\dot{\gamma}(s)| \neq \sqrt{2(F(\gamma(s)) + \lambda)}, F(\gamma(s)) < \infty \}. \]

Then \( |E| > 0 \). Moreover for \( s \in E \), one has
\[
\frac{1}{2} |\dot{\gamma}(s)|^2 + F(\gamma(s)) + \lambda > 2\sqrt{F(\gamma(s)) + \lambda |\dot{\gamma}(s)|} = \sqrt{2(F(\gamma(s)) + \lambda)|\dot{\gamma}(s)|}.
\]
Thus
\[ m_{\lambda}(x, y) = A_{\lambda}(\gamma) > \tilde{A}_{\lambda}(\gamma). \]

Reparameterize \( \gamma \) to get \( \eta \) as in Lemma A.5 we know that
\[ A_{\lambda}(\eta) = \tilde{A}_{\lambda}(\eta) = \tilde{A}_{\lambda}(\gamma). \]

Note that \( m_{\lambda}(x, y) \leq A_{\lambda}(\eta) \). This is a contradiction.

It is easy to see that \( m_{\lambda}(x, y) \geq \tilde{m}_{\lambda}(x, y) \). We prove \( \tilde{m}_{\lambda}(x, y) = m_{\lambda}(x, y) \) by contradiction. Suppose this is not correct. Then \( \tilde{m}_{\lambda}(x, y) < m_{\lambda}(x, y) \). There exists a curve \( \gamma \) such that
\[ \tilde{m}_{\lambda}(x, y) \leq \tilde{A}_{\lambda}(\gamma) < m_{\lambda}(x, y). \]

Reparameterizing \( \gamma \) like in Lemma A.5, we find a curve \( \eta \) such that
\[ A_{\lambda}(\eta) = \tilde{A}_{\lambda}(\eta) = \tilde{A}_{\lambda}(\gamma). \]

Since \( m_{\lambda}(x, y) \leq A_{\lambda}(\eta) \), this is a contradiction. \( \square \)
Proof of Lemma A.4. We only need to prove Lemma A.4 for \( m_\lambda \)-geodesics with canonical parameter. Assume that \( \gamma \in (x, y; [0, \sigma]; \tilde{\Omega}) \) is an \( m_\lambda \)-geodesic with canonical parameter joining \( x, y \), and moreover \( \gamma|_{(0,\sigma)} \subset \Omega \). Up to considering \( \gamma|_{[\delta,\sigma-\delta]} \subset \Omega \), we may assume that \( \gamma \subset \Omega \). Recall that 
\[
m_\lambda(x, y) = A_\lambda(\gamma) \leq A_\lambda(\gamma + \varepsilon \xi), \quad \forall \xi \in C^1(0, 0; [0, \sigma]; \mathbb{R}^{dN}).
\]
Since \( \gamma \subset \Omega \), there exist \( \varepsilon_0 \) depending on \( \gamma \) and \( \xi \) such that \( A_\lambda(\gamma + \varepsilon \xi) < \infty \) for any \( \varepsilon < \varepsilon_0 \). Thus
\[
0 = \frac{d}{d\varepsilon}|_{\varepsilon=0}A_\lambda(\gamma + \varepsilon \xi),
\]
that is,
\[
0 = \frac{d}{d\varepsilon}|_{\varepsilon=0}\int_0^\sigma \left( \frac{1}{2}|(\dot{\gamma} + \varepsilon \dot{\xi})(s)|^2 + F(\gamma + \varepsilon \xi)(s) + \lambda \right) ds.
\]
A direct calculation gives
\[
\frac{d}{d\varepsilon}|_{\varepsilon=0}\left( \frac{1}{2}|(\dot{\gamma} + \varepsilon \dot{\xi})(s)|^2 + F(\gamma + \varepsilon \xi)(s) + \lambda \right) = \left( \langle (\dot{\gamma}(s), \dot{\xi}(s)) \rangle + \langle \nabla F(\gamma(s)), \xi(s) \rangle \right).
\]
Therefore we obtain
\[
\int_0^\sigma \left( \langle (\dot{\gamma}(s), \dot{\xi}(s)) \rangle + \langle \nabla F(\gamma(s)), \xi(s) \rangle \right) ds = 0, \quad \forall \xi \in C^1(0, 0; [0, \sigma]; \mathbb{R}^{dN}).
\]
Note that \( \gamma \subset \Omega \) is free of collision. Since \( F \in C^2(\Omega) \), it follows from [19, Chapter 3] that \( \gamma \in C^2 \), and hence,
\[
\int_0^\sigma \langle [-\ddot{\gamma}(s) + \nabla F(\gamma(s))], \xi(s) \rangle ds = 0.
\]
By the arbitrariness of \( \xi \), we have \( \ddot{\gamma}(s) = \nabla F(\gamma(s)) \) for all \( s \in (0, \sigma) \) as desired.

Finally, we prove (A.2) in the Step 3 in Remark A.1(iii).

Proof of (A.2). Let all notations and notions be as in Remark A.1(iii). In particular, recall
\[
\Sigma_{12} = \{ x = (x_1, \ldots, x_N) \in \mathbb{R}^{dN} : x_1 = x_2 \in \Gamma \} \text{ and } \Gamma = \{ x_i \in \mathbb{R}^d : x_i^j < 0, \ \forall 1 \leq j \leq d \}.
\]
Let \( x \in \Sigma_{12} \) be an arbitrary point. We have \( x_2 = x_1 \in \Gamma \), that is, \( x_2^j = x_1^j < 0 \) for all \( 1 \leq j \leq d \). Set
\[
c_\ast(x) := \min\{1, |x_1^1|, \ldots, |x_1^d|\} = \min\{1, -x_1^1, \ldots, -x_1^d\}.
\]
Then $c_+(x) > 0$. To get (A.2), that is, $\inf_{z \in \Omega} m_\lambda(z, x) > 0$, obviously it suffices to prove

$$\inf_{z \in \Omega} m_\lambda(z, x) \geq \sqrt{2\lambda} \frac{1}{2} c_+(x). \quad (A.6)$$

To see (A.6), given any $z \in \Omega$, let $\gamma \in \mathcal{AC}(z, x; [0, \sigma]; \tilde{\Omega})$ for some $\sigma > 0$ be an $m_\lambda$-geodesic with canonical parameter so that $A_\lambda(\gamma) = m_\lambda(z, x) < \infty$; see Lemma A.2 for its existence. From Lemma A.2 and (A.1) it follows that

$$m_\lambda(z, x) = A_\lambda(\gamma) \geq A_\lambda(\gamma|_{[s, \sigma]}) = m_\lambda(\gamma(s), x) \geq \sqrt{2\lambda} |\gamma(s) - x| \quad \forall s \in [0, \sigma). \quad (A.7)$$

We then claim that

there exists an $s \in [0, \sigma)$ such that $|\gamma(s) - x| \geq \frac{1}{2} c_+(x)$. \quad (A.8)

Obviously, from (A.7) and the claim (A.8) it follows that $m_\lambda(z, x) \geq \frac{1}{2} \sqrt{2\lambda} c_+(x)$. Thus (A.6) holds as desired.

Below we prove the above claim (A.8) by contradiction. Assume that the claim (A.8) is not correct, in other words, assume that

$$|\gamma(s) - x| < \frac{1}{2} c_+(x) \quad \text{for all } s \in [0, \sigma]. \quad (A.9)$$

Write $\gamma = (\gamma_1, \ldots, \gamma_N)$ and $\gamma_i = (\gamma_i^1, \ldots, \gamma_i^d)$. Given any $i = 1, 2$ and $1 \leq j \leq d$, by the hypothesis (A.9) one has

$$|\gamma_i^j(s) - x_i^j| \leq |\gamma(s) - x| < \frac{1}{2} c_+(x) \quad \text{and hence} \quad \gamma_i^j(s) \leq x_i^j + \frac{1}{2} c_+(x).$$

Noting $0 < c_+(x) \leq -x_i^j$, we get

$$\gamma_i^j(s) \leq \frac{1}{2} x_i^j < 0.$$
Set
\[ \kappa := \min \{ s \in [0, \sigma] \mid v(s) = 0 \}. \]
Then \( 0 < \kappa \leq \sigma \). Below we will prove that
\[ \int_0^\kappa |\dot{\gamma}| \sqrt{h_-(\circ v)} \, ds = \infty. \] (A.10)
Before we give the proof of (A.10), we show that (A.10) leads to a contradiction. Indeed, Lemma A.2 and Lemma A.3 yield
\[ m_\lambda(z, x) \geq m_\lambda(z, \gamma(\kappa)) \geq \tilde{A}_\lambda(\gamma|_{[0, \kappa]}). \]
Write
\[ \tilde{A}_\lambda(\gamma|_{[0, \kappa]}) = \int_0^\kappa |\dot{\gamma}| \sqrt{2F \circ \gamma + 2\lambda} \, ds = \int_0^\kappa |\dot{\gamma}| \sqrt{2h_-(\circ v) + 2\lambda} \, ds \geq \sqrt{2} \int_0^\kappa |\dot{\gamma}| \sqrt{h_-(\circ v)} \, ds. \]
We see that (A.10) implies \( \tilde{A}_\lambda(\gamma|_{[0, \kappa]}) = \infty \) and hence \( m_\lambda(z, x) = \infty \). However, since \( z \in \Omega \), we have \( m_\lambda(z, x) < \infty \). This is a contradiction. Therefore, we conclude that the hypothesis (A.9) is not correct, and hence, the claim (A.8) must hold as desired.
Finally, we prove (A.10) via the following 4 substeps.
Substep 1. From the definition of \( \kappa \) it follows that
\[ v(\kappa) = 0, \ v(t) > 0 \text{ for } t \in [0, \kappa), \ \gamma(\kappa) \in \Sigma_{12}^- \text{ and } \gamma|_{[0, \kappa)} \subset \mathbb{R}^d \setminus \Sigma_{12}^- . \]
Set
\[ \tau = \sup_{s \in [0, \kappa]} v(s). \]
The choice of \( \kappa \) and the continuity of \( v \) give that \( v([0, \kappa]) = [0, \tau] \). Moreover, we observe that \( \tau \leq c_+(x) \leq 1 \). Indeed, by \( x_1 = x_2 \) and the triangle inequality, for any \( s \in [0, \kappa] \) we have
\[ v(s) = |\gamma_1(s) - \gamma_2(s)| \leq |\gamma_1(s) - x_1(s)| + |x_2(s) - \gamma_2(s)| \leq 2|\gamma - x| \]
and hence, by the hypothesis (A.9), \( v(s) \leq c_+(x) \).
For any \( s \in [0, \kappa] \), recall that
\[ h_-(\circ v)(s) = \begin{cases} 1 & \text{ if } v(s) \in \Lambda = \{0\} \cup \bigcup_{k \geq 3}[2^{-k-1}, 2^{-k+1}]; \\ 1/v(s)^2 & \text{ if } v(s) \in [0, \tau] \setminus \Lambda. \end{cases} \]
Write \( E := \{ s \in [0, \kappa] | v(s) \in [0, \tau] \setminus \Lambda \} \). Then
\[ h_-(v(s)) = \frac{1}{v(s)^2} \text{ for } s \in E. \]
and

\[ \chi_E(s) = \chi_{[0, \tau] \setminus A}(v(s)) = \chi_{[0, \tau] \setminus A} \circ v(s) \quad \forall s \in [0, \kappa]. \]

Thus

\[
\int_0^\kappa |\dot{\gamma}| \sqrt{h_\omega \circ v} \, ds \geq \int_0^\kappa \chi_E(s)|\dot{\gamma}(s)| \frac{1}{v(s)} \, ds \\
= \int_0^\kappa \chi_{[0, \tau] \setminus A} \circ v(s)|\dot{\gamma}(s)| \frac{1}{v(s)} \, ds. \quad (A.11)
\]

**Substep 2.** Since both of \( \gamma_1 \) and \( \gamma_2 \) are absolutely continuous in \( [0, \kappa] \), we know that \( v \) is also absolutely continuous in \( [0, \kappa] \), and hence \( \dot{v} \in L^1([0, \kappa]) \). One further has

\[
|\dot{v}(t)| = |\langle (\dot{\gamma}_1 - \dot{\gamma}_2)(t), \gamma_1(t) - \gamma_2(t) \rangle | \\
\leq |(\dot{\gamma}_1 - \dot{\gamma}_2)(t)| \leq 2|\dot{\gamma}(t)| \quad \text{for almost all } t \in [0, \kappa]. \quad (A.12)
\]

Applying this in (A.11), we obtain

\[
\int_0^\kappa |\dot{\gamma}| \sqrt{h_\omega \circ v} \, ds \geq \frac{1}{2} \int_0^\kappa \chi_{[0, \tau] \setminus A} \circ v(s)|\dot{\gamma}(s)| \frac{1}{v(s)} \, ds. \quad (A.13)
\]

**Substep 3.** We claim that

\[
\int_0^\kappa \frac{1}{v} |\dot{v}| \chi_{[0, \tau] \setminus A} \circ v \, dt \geq \int_{[0, \tau] \setminus A} \frac{1}{t} \, dt, \quad (A.14)
\]

whose proof will be given in Substep 4. Assume that the claim (A.14) holds for the moment. By (A.13) and the claim (A.14), we obtain

\[
\int_0^\kappa |\dot{\gamma}| \sqrt{h_\omega \circ v} \, ds > \int_{[0, \tau] \setminus A} \frac{1}{t} \, dt.
\]

Let \( k_\tau \geq 3 \) such that \( 2^{-k_\tau^2+1} \leq \tau \). Then

\[
\int_{[0, \tau] \setminus A} \frac{1}{t} \, dt \geq \sum_{k \geq k_\tau} \int_{2^{-k_\tau^2+1}} 2^{-(k-1)^2+1} \frac{1}{t} \, dt = \sum_{k \geq k_\tau} \ln \frac{2^{-(k-1)^2+1}}{2^{-k_\tau^2+1}} \\
\geq \sum_{k \geq k_\tau} \ln 2^{2k-3} \geq (\ln 2) \sum_{k \geq k_\tau} k = \infty.
\]

Thus

\[
\int_0^\kappa |\dot{\gamma}| \sqrt{h_\omega \circ v} \, ds = \infty,
\]

which gives (A.10).

**Substep 4.** We prove the claim (A.14) via Lemma A.6(i). Since \( v \) is only defined in \( [0, \sigma] \) and also not necessarily Lipschitz in \( [0, \kappa] \), we can not use Lemma A.6(i) directly.
To overcome this difficulty, we show that the restriction of \( v \) in subintervals \([0, \kappa - \varepsilon]\) is Lipschitz for all sufficiently small \( \varepsilon > 0 \), and extend them to \( \mathbb{R} \) via the McShane’s extension. To be precise, by Lemma A.3 and \( F \circ \gamma = h_\cdot \circ v \), one has

\[
|\dot{\gamma}| = \sqrt{2(F \circ \gamma + \lambda)} = \sqrt{2(h_\cdot \circ v + \lambda)}
\]

almost everywhere in \([0, \kappa]\).

Recall that \( 0 < v \leq 1 \) in \([0, \kappa)\), \( \lambda > 0 \), and \( h_\cdot(t) \leq \frac{1}{\tau^2} \) by definition, we have

\[
h_\cdot \circ v + \lambda \leq (1 + \lambda) \frac{1}{v^2}
\]

in \([0, \kappa]\).

Thus, by (A.12),

\[
|\dot{v}| \leq 2|\dot{\gamma}| \leq 2\sqrt{2(1 + \lambda)} \frac{1}{v} \quad \text{almost everywhere in } [0, \kappa].
\]

For \( 0 < \varepsilon < \kappa \), set

\[
\delta_\varepsilon := \min\{v(t), t \in [0, \kappa - \varepsilon]\}.
\]

Since \( v \) is continuous in \([0, \kappa]\) and \( v > 0 \) in \([0, \kappa)\), we know that \( \delta_\varepsilon > 0 \). Thus

\[
|\dot{v}| \leq 2\sqrt{2(1 + \lambda)} \frac{1}{\delta_\varepsilon} \quad \text{almost everywhere in } [0, \kappa - \varepsilon].
\]

From this and the absolute continuity of \( v \) in \([0, \kappa]\), we know that \( v \) is Lipschitz in \([0, \kappa - \varepsilon]\) with

\[
|v(s) - v(t)| = |\int_s^t \dot{v}(\xi) d\xi| \leq 2\sqrt{2(1 + \lambda)} \frac{1}{\delta_\varepsilon} |s - t|, \quad \forall s, t \in [0, \kappa - \varepsilon].
\]

Denote by \( \tilde{v}_\varepsilon \) the McShane’s extension of \( v|_{[0, \kappa - \varepsilon]} \) into \( \mathbb{R} \), that is,

\[
\tilde{v}_\varepsilon(t) = \inf \left\{ v(s) + 2\sqrt{2(1 + \lambda)} \frac{1}{\delta_\varepsilon} |t - s| \left| s \in [0, \kappa - \varepsilon] \right. \right\}, \quad \forall t \in \mathbb{R}. \quad \text{(A.15)}
\]

Then

\[
|\tilde{v}_\varepsilon(s) - \tilde{v}_\varepsilon(t)| \leq 2\sqrt{2(1 + \lambda)} \frac{1}{\delta_\varepsilon} |s - t|, \quad \forall s, t \in \mathbb{R},
\]

that is, \( \tilde{v}_\varepsilon \) is Lipschitz in \( \mathbb{R} \), and moreover, \( \tilde{v}_\varepsilon|_{[0, \kappa - \varepsilon]} = v|_{[0, \kappa - \varepsilon]} \); see for example [23, Chapter 6].

Moreover, write

\[
\int_0^\kappa \frac{1}{v} |\dot{v}| \chi_{[0, \tau]} \wedge v \ dt = \lim_{\varepsilon \to 0} \int_0^{\kappa - \varepsilon} \frac{1}{v} |\dot{v}| \chi_{[0, \tau]} \wedge v \ ds.
\]

Since \( v \) is continuous in \([0, \kappa]\), \( v > 0 \) in \([0, \sigma)\) and \( \varphi(\kappa) = 0 \), we know that \( \delta_\varepsilon \to 0 \) as \( \varepsilon \to 0 \). When \( \varepsilon > 0 \) is sufficiently small, one also has \( v([0, \kappa - \varepsilon]) = [\delta_\varepsilon, \tau] \), that is,

\[
\chi_{[0, \tau]} \wedge v(s) = \chi_{[\delta_\varepsilon, \tau]} \wedge v(s) \quad \text{for any } s \in [0, \kappa - \varepsilon].
\]
Therefore, for all sufficiently small $\varepsilon > 0$, one has
\[
\int_0^{\kappa - \varepsilon} \frac{1}{v} |\dot{v}| \chi_{[0, \tau]} \Lambda \circ v \, ds = \int_0^{\kappa - \varepsilon} \frac{1}{v} |\dot{v}| \chi_{[\delta_\varepsilon, \tau]} \Lambda \circ v \, ds.
\]
Denote by $\tilde{v}^\varepsilon$ the McShane’s extension of $v([0, \kappa - \varepsilon])$ into $\mathbb{R}$ as in (A.15). Since $\tilde{v}^\varepsilon([0, \kappa - \varepsilon]) = v([0, \kappa - \varepsilon])$, it follows that
\[
\int_0^{\kappa - \varepsilon} \frac{1}{v} |\dot{v}| \chi_{[0, \tau]} \Lambda \circ v \, ds = \int_\mathbb{R} \chi_{[0, \kappa - \varepsilon]}(s) \chi_{[\delta_\varepsilon, \tau]} \Lambda \circ \tilde{v}^\varepsilon(s) \frac{1}{v^\varepsilon(s)} |(\tilde{v}^\varepsilon)'(s)| \, ds.
\]
Since $\tilde{v}^\varepsilon$ is Lipschitz in $\mathbb{R}$ and $\chi_{[0, \kappa - \varepsilon]} \frac{1}{v^\varepsilon} \chi_{[\delta_\varepsilon, \tau]} \Lambda \circ \tilde{v}^\varepsilon \in L^1(\mathbb{R})$, we are able to apply the change of variable formula in Lemma A.6(i) with $f = \tilde{v}^\varepsilon$ in $\mathbb{R}$ and $g = \chi_{[0, \kappa - \varepsilon]} \frac{1}{v^\varepsilon} \chi_{[\delta_\varepsilon, \tau]} \Lambda \circ \tilde{v}^\varepsilon$ therein to get
\[
\int_0^{\kappa - \varepsilon} \frac{1}{v} |\dot{v}| \chi_{[0, \tau]} \Lambda \circ v \, ds = \int_\mathbb{R} \sum_{s \in (s')^{-1}([t])} \left[ \chi_{[0, \kappa - \varepsilon]}(s) \chi_{[\delta_\varepsilon, \tau]} \Lambda \circ \tilde{v}^\varepsilon(s) \frac{1}{v^\varepsilon(s)} \right] \, dt.
\]
(A.16)

For any sufficiently small $\varepsilon > 0$, since $v([0, \kappa - \varepsilon]) = [\delta_\varepsilon, \tau]$, given any $t \in [\delta_\varepsilon, \tau] \Lambda$, one can find at least one $s \in [0, \kappa - \varepsilon]$ such that $\tilde{v}^\varepsilon(s) = v(s) = t$, and hence,
\[
\sum_{s \in (s')^{-1}([t])} \left[ \chi_{[0, \kappa - \varepsilon]}(s) \chi_{[\delta_\varepsilon, \tau]} \Lambda \circ \tilde{v}^\varepsilon(s) \frac{1}{v^\varepsilon(s)} \right] \geq \frac{1}{t}.
\]
From this and (A.16) one deduces that
\[
\int_0^{\kappa - \varepsilon} \frac{1}{v} |\dot{v}| \chi_{[0, \tau]} \Lambda \circ v \, ds \geq \int_{[\delta_\varepsilon, \tau] \Lambda} \frac{1}{t} \, dt.
\]
Sending $\varepsilon \to 0$, by $\delta_\varepsilon \to 0$ one gets
\[
\int_0^{\kappa} \frac{1}{v} |\dot{v}| \chi_{[0, \tau]} \Lambda \circ v \, dt \geq \int_{[0, \tau] \Lambda} \frac{1}{t} \, dt,
\]
which gives the claim (A.14) as desired. The proof is complete. \qed

References

1. Arredondo, J.A., Perez-Chavela, E., Stoica, C.: Dynamics in the Schwarzschild isosceles three body problem. J. Nonlinear Sci. 24, 997–1032, 2014
2. Banachiewitz, T.: Sur un cas particulier du problème des trois corps. C. R. Acad. Sci. Paris 142, 510–512, 1906
3. Bahri, A., Rabinowitz, P.H.: Periodic solutions of Hamiltonian systems of 3-body type. Ann. Inst. Henri Poincaré Anal. Nonlinéaire 8, 561–649, 1991
4. Barutello, V., Ferrario, D.L., Terracini, S.: On the singularities of generalized solutions to n-body-type problems. Int. Math. Res. Not. 2008, nn069, 2008
5. Burgos, J., Maderna, E.: Geodesic rays of the N-body problem, arXiv:2002.06153v3
6. Barbosu, M., Mioc, V., Pasca, D., Szenkovits, F.: The two-body problem with generalized Lennard-Jones potential. *J. Math. Chem.* 49, 1961–1975, 2011

7. Barutello, V., Terracini, S., Verzini, G.: Entire minimal parabolic trajectories: the planar anisotropic Kepler problem. *Arch. Ration. Mech. Anal.* 207, 583–609, 2013

8. Barutello, V., Terracini, S., Verzini, G.: Entire parabolic trajectories as minimal phase transitions. *Calc. Var. Partial Differ. Equ.* 49, 391–429, 2014

9. Bridges, D.S.: *Foundations of Real and Abstract Analysis*. Graduate Texts in Mathematics, vol. 174. Springer, Berlin, 1997

10. Chenciner, A.: Action minimizing solutions in the Newtonian n-body problem: from homology to symmetry. In: *Proceedings of the International Congress of Mathematicians (Beijing, 2002)*, Higher Ed. Press, Beijing, pp. 279–294, 2002

11. Chen, K.: Existence and minimizing properties of retrograde orbits to the three-body problem with various choices of masses. *Ann. Math.* 167, 325–348, 2008

12. Chazy, J.: Sur certaines trajectories du problème des n corps. *Bull. Astronom.* 35, 321–389, 1918

13. Chazy, J.: Sur l’allure du mouvement dans le problème des trois corps quand le temps croît indéfiniment. *Ann. Sci. Ecole Norm. Sup.* 39, 29–130, 1922

14. Chenciner, A.: Collisions totales, mouvements complètement paraboliques et réduction des homothéties dans le problème des n corps. *Regul. Chaotic Dyn.* 3, 93–106, 1998

15. Chenciner, A., Montgomery, R.: A remarkable periodic solution of the three-body problem in the case of equal masses. *Ann. Math.* 152, 881–901, 2000

16. Diacu, F.: The planar Isosceles Problem for Maneff’s Gravitational Law. *J. Math. Phys.* 34, 5671–5690, 1993

17. Duignan, N., Moeckel, R., Montgomery, R., Yu, G.: Chazy-Type Asymptotics and Hyperbolic Scattering for the n-Body Problem. *Arch. Ration. Mech. Anal.* 238, 255–297, 2020

18. Evans, L.C., Gariepy, R.F.: *Measure Theory and Fine Properties of Functions*. Studies in Advanced Mathematics. CRC Press, Boca Raton, 1992

19. Fathi, A.: *Weak Kam Theorem in Lagrangian Dynamics*. Cambridge University Press, Cambridge, 2021

20. Féjoz, J., Knauf, A., Montgomery, R.: Classical n-body scattering with long-range potentials. *Nonlinearity* 34, 8017–8054, 2021

21. Ferrario, D.L., Terracini, S.: On the existence of collisionless equivariant minimizers for the classical n-body problem. *Invent. Math.* 155, 305–362, 2004

22. Gingold, H., Solomon, D.: Celestial mechanics solutions that escape. *J. Differ. Equ.* 263, 1813–1842, 2017

23. Heinonen, J.: *Lectures on Analysis on Metric Spaces*. Springer, Berlin, 2001

24. Lennard-Jones, J.E.: Cohesion. *Proc. Phys. Soc.* 43, 461–482, 1931

25. Llibre, J., Long, Y.: Periodic solutions for the generalized anisotropic Lennard–Jones Hamiltonian. *Qual. Theory Dyn. Syst.* 14, 291–311, 2015

26. Llibre, J., Makhlouf, A.: Periodic orbits of the spatial anisotropic Manev problem. *J. Math. Phys.* 53, 122903, 2012

27. Maderna, E.: On weak KAM theory for N-body problems. *Ergod. Theory Dyn. Syst.* 32, 1019–1041, 2012

28. Maderna, E., Venturelli, A.: Viscosity solutions and hyperbolic motion: a new PDE method for the N-body problem. *Ann. Math.* 192, 499–550, 2020

29. Marchal, C.: How the method of minimization of action avoids singularities. *Celestial Mech. Dynam. Astronom.* 83, 325–353, 2002. Modern celestial mechanics: from theory to applications (Rome, 2001)

30. Maneff, G.: La gravitation et le principe de l’égalité de l’action et de la réaction. *C. R. Acad. Sci. Paris* 178, 2159–2161, 1924

31. Marchal, C., Saari, D.G.: On the final evolution of the n-body problem. *J. Differ. Equ.* 20, 150–186, 1976
32. Montgomery, R.: The N-body problem, the braid group, and action-minimizing periodic solutions. *Nonlinearity* 11, 363–376, 1998
33. Montgomery, R.: Metric cones, N-body collisions, and Marchal’s lemma, *arXiv*: 1804.03059
34. Mücket, J.P., Treder, H.-J.: The perihelion advance according to a post-Newtonian gravitational law with logarithmic correction term. *Astron. Nachr.* 298, 65–67, 1977
35. Pollard, H.: The behavior of gravitational systems. *J. Math. Mech.* 17, 601–611, 1967
36. Pollard, H.: Celestial Mechanics, Carus Math. Monogr., vol.18. Mathematical Association of America, 1976
37. Pollard, H., Saari, D.: Escape from a gravitational system of positive energy. *Celest. Mech.* 1, 347–350, 1970
38. Popescu, E., Pricopi, D.: Orbits stability under the influence of Mücket-Treder potential. *Astrophys. Space Sci.* 365, 191, 2020
39. Saari, D.: Expanding gravitational systems. *Trans. Am. Math. Soc.* 156, 219–240, 1971
40. Seeliger, H.: Ueber das Newton’sche Gravitationsgesetz. *Astron. Nachr.* 137, 129–136, 1895
41. del Valle, J.C., Nader, D.J.: Toward the theory of the Yukawa potential. *J. Math. Phys.* 59, 102103, 2018
42. Wintner, A.: Galilei group and law of gravitation. *Am. J. Math.* 60, 473–476, 1938
43. Wang, Q.: The global solution of the N-body problem. *Celest. Mech. Dyn. Astronom.* 50, 73–88, 1991
44. von Zeipel, H.: Sur les singularités du problème des n corps. *Ark. Math. Astr. Fys.* 4, 1–4, 1908

J. Liu · D. Yan
School of Mathematical Science,
Beihang University,
Changping District Shahe Higher Education Park South Third Street No. 9,
Beijing
102206 People’s Republic of China.
e-mail: duokuiyan@buaa.edu.cn

and

J. Liu
Department of Mathematics and Statistics,
University of Jyväskylä,
Jyvaskyla
Finland.
e-mail: jiayin.mat.liu@jyu.fi

and

Y. Zhou
School of Mathematical Sciences,
Beijing Normal University,
Haidian District Xinejikou Waidajie No.19,
Beijing
100875 People’s Republic of China.
e-mail: yuan.zhou@bnu.edu.cn

(Received January 25, 2022 / Accepted May 31, 2023)
Published online June 12, 2023
© The Author(s), under exclusive licence to Springer-Verlag GmbH, DE, part of Springer Nature (2023)