The dynamics of simple gene network motifs subject to extrinsic fluctuations
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Cellular processes do not follow deterministic rules; even in identical environments genetically identical cells can make random choices leading to different phenotypes. This randomness originates from fluctuations present in the biomolecular interaction networks. Most previous work has been focused on the intrinsic noise (IN) of these networks. Yet, especially for high-copy-number biomolecules, extrinsic or environmental noise (EN) has been experimentally shown to dominate the variation. Here we develop an analytical formalism that allows for calculation of the effect of EN on gene expression motifs. We introduce a new method for modeling bounded EN as an auxiliary species in the master equation. The method is fully generic and is not limited to systems with small EN magnitudes. We focus our study on motifs that can be viewed as the building blocks of genetic switches: a non-regulated gene, a self-inhibiting gene, and a self-promoting gene. The role of the EN properties (magnitude, correlation time, and distribution) on the statistics of interest are systematically investigated, and the effect of fluctuations in different reaction rates is compared. Due to its analytical nature, our formalism can be used to quantify the effect of EN on the dynamics of biochemical networks and can also be used to improve the interpretation of data from single-cell gene expression experiments.
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I. INTRODUCTION

Biochemical processes in cells are inherently noisy, because many molecular species such as genes, RNAs, and proteins that make up intracellular reaction networks are present in low copy numbers inside a cell, see e.g. Refs. \textsuperscript{[1, 2]}. One of the primary insights to emerge from studies on stochastic gene expression is the distinction between intrinsic noise (IN) and extrinsic noise (EN) \textsuperscript{[3–8]}. Experimentally, EN is quantified using the correlation in fluctuations between two copies of an identical reporter gene expressed separately in the same cell. IN arises from fluctuations that are independent for each reporter \textsuperscript{[3]}. Within a cell, then, IN is the variance due to the discreteness of biomolecules and the probabilistic nature of chemical reactions, while EN is the variance arising from the fact the genes share a common environment, the cell.

Such noise in cellular reactions can have important consequences, e.g., on cellular decision making. In fact, noise can drive cells between distinct gene expression states corresponding to different decision phenotypes \textsuperscript{[10–12]}. The ultimate stability of a decision state is then determined by fluctuations of mRNA and proteins, as well as other cellular components, during gene expression \textsuperscript{[3–13, 17]}. These fluctuations can give rise to spontaneous switching between the states, with a switching time that depends on their strength and the switch’s architecture. Genetic switches can regulate diverse decision making processes such as microbial environmental adaptation, developmental pathways, nutrient homeostasis, and bacteriophage lysogeny \textsuperscript{[18–21]}. In recent years there have been numerous theoretical studies on genetic switches driven by IN, noise arising from within a closed system of interest \textsuperscript{[22–35]}. Yet, these and most other studies of genetic switching, have neglected sources of EN due to interactions with other components in the cell and the environment. EN does not arise from a single well-defined process, but rather results from the complex chain of events that gave rise to a particular cellular state. Variation in a cell’s number of ribosomes, transcription factors, and polymerases or fluctuations in the cell division time, as well as environmental fluctuations, can all affect the rates of a genetic process. These fluctuations in the reaction rates may dramatically affect the protein’s statistics including its mean, variance and copy-number distribution. Importantly, in living cells a comparison of the relative contribution of EN versus IN to the protein distributions width has shown that EN dominates above copy numbers of $O(10 - 100)$ \textsuperscript{[36–38]}.

Theoretically, EN has been shown to induce bistability \textsuperscript{[6, 39–42]} vary the distribution tails \textsuperscript{[6]}, and modify switching times \textsuperscript{[43]}. In signaling, EN limits the information transduction capacity of the pathways \textsuperscript{[44, 45]}. It has been shown that EN is present at multiple time scales during protein production in bacteria \textsuperscript{[46, 47]}, and that negative feedback can filter EN \textsuperscript{[48]}. Previously, in Ref. \textsuperscript{[48]} the authors have studied the interplay between IN and EN noise in a genetic switch near bifurcation using a Fokker-Planck approximation and showed that EN can dramatically affect switching. However, their method could not be directly used to study questions regarding population heterogeneity in metastable systems nor with non-Gaussian EN statistics.

Genetic switches and other more complex circuits using multiple positive and negative feedback links form the ba-
sis of much of the transcriptional regulatory logic in bacteria. The overall regulatory network of these microorganisms is commonly composed of repeated patterns of relatively small circuits, called motifs. For a review, see [19]. As a prerequisite to understanding the effect of EN on complex regulatory networks, we would first like to understand the role of EN on simple genetic motifs.

In this work we develop an analytical formalism that allows for the quantification of the effect of EN on intrinsic-noise-driven gene expression circuits. We introduce a new method for modeling bounded EN as an auxiliary species in a master equation that fluctuates according to non-Gaussian statistics. We then analyze three genetic motifs: a non-regulated gene, a self-inhibiting gene, and a self-promoting gene. These three motifs represent the simplest possible circuits, yet commonly occur in bacterial transcription networks. We study the properties of each motif as related to EN. All our analytical findings are tested and compared against numerical Monte Carlo simulations.

II. THEORY

A. Gene expression under intrinsic noise

Our starting point is a simple gene-expression model without extrinsic noise (EN). Let us denote by \( n \) the protein’s copy number and by \( N \gg 1 \) the typical protein abundance in the steady state. Our gene-expression model will consist of two reactions: production of proteins at a rate of \( F(n) \) and degradation with rate \( \nu n \). Here we assume that the mRNA lifetime is short compared to the cell cycle and momentarily ignore the mRNA fluctuations, which will be accounted for in the following.

In the deterministic picture, the rate equation for the protein concentration \( x = n/N \) reads

\[
\dot{x} = f(x) - x, \tag{1}
\]

where \( f(x) = F(n)/N \) and we have rescaled time by the protein degradation rate \( \nu \). To account for intrinsic fluctuations due to the probabilistic reactions and the discreteness of the proteins, we write down the chemical master equation for \( P_n(t) \) – the probability to find \( n \) proteins at time \( t \)

\[
\dot{P}_n = F(n-1)P_{n-1} + (n+1)P_{n+1} - [F(n) + n]P_n. \tag{2}
\]

We look for the stationary PDF such that \( \dot{P}_n = 0 \). This yields a set of recursive equations, whose solution can be found analytically. The solution reads [40]

\[
P_n = P_0 \prod_{m=0}^{n-1} \frac{F(m)}{m+1} = P_0 \exp \left[ \sum_{m=0}^{n-1} \ln \frac{F(m)}{m+1} \right], \tag{3}
\]

where \( P_0 \) is a normalization factor such that \( \sum_{n=0}^{\infty} P_n = 1 \).

The stationary solution of Eq. (2) can also be found by using a dissipative WKB approximation [51, 52]. To this end, we assume \( n \gg 1 \), treat \( n \) as a continuous variable, and search for \( P_n \) as \( P_n \equiv P(x) \sim e^{-NS(x)} \). Here, \( N \gg 1 \) is assumed to be a large parameter, and \( S(x) \) is called the action. Plugging this ansatz into the stationary master equation [Eq. (2) with \( \dot{P}_n = 0 \)], we arrive in the leading \( O(N) \) order at a stationary Hamilton-Jacobi equation \( H[x, S'(x)] = 0 \) with Hamiltonian \( H(x, \mu) = f(x)[e^{\mu x} - 1] + x(e^{-\mu x} - 1) \), where we have denoted the associated momentum by \( \mu = S'(x) \). While the trivial zero-energy trajectory \( \mu(x) = 0 \) of this Hamiltonian corresponds to the deterministic dynamics, in the leading order the statistics of interest are encoded in the nontrivial zero-energy trajectory of this Hamiltonian [52], which reads in this case

\[
\mu(x) = \ln[x/f(x)]. \tag{4}
\]

This allows us to calculate the action by integration \( S(x) = \int x \mu(x)dx' \). Thus, the PDF and its variance due to IN, \( \text{var}_{IN} = NS'(x_\tau)^{-1} \) [53], are found to be:

\[
P(x) \simeq \sqrt{\frac{2\pi NS(x_\tau)^{-1}}{2\pi x_\tau}} e^{-N[S(x)-S(x_\tau)]}, \quad \text{var}_{IN} = \frac{N\sigma^2_{x_\tau}}{1 - f(x_\tau)}, \tag{5}
\]

where \( x_\tau \) is the steady-state solution of Eq. (4), and the normalization was done over the Gaussian part of the PDF around \( x_\tau \). By transforming the sum into an integral, Eq. (4) coincides in the leading order in \( N \gg 1 \) with the PDF in Eq. (5).

B. Gene expression under intrinsic and extrinsic noise

Next, we add to our model EN, which is commonly defined as intercellular variability due to fluctuations during gene expression that equally affect all genes within a cell. We thus introduce EN in the form of one or more fluctuating parameters as well. (As a result, the degradation rate becomes \( \nu \rightarrow \nu(t) = \xi(t) \). In Appendix C we consider other fluctuating parameters as well.) As a result, the degradation rate becomes \( n\tau \), where \( \tau \) is a stochastic variable satisfying \( \langle \tau \rangle = 1 \). Many measured protein distributions appear to be well-fit by a negative binomial (or gamma) distribution. Without experimental knowledge of how rates fluctuate in vivo, we simply take \( \tau \) to have a negative binomial statistics, as if being controlled by a single protein. In addition, \( \tau \) has variance \( \sigma^2_{\tau} \) and correlation time \( \tau_c \), satisfying \( \langle \tau(t)\tau(t') \rangle = \sigma^2_{\tau} e^{-|t-t'|/\tau_c} \). Other statistics are also possible [3, 22]; in Appendix D we consider Ornstein-Uhlenbeck noise. Note that our choice of negative binomial statistics for the EN ensures that the rates are always positive.

To model EN, we need a circuit that generates an auxiliary species whose copy number fluctuates with nega-
tive binomial statistics and correlation time $\tau_c$. To create one, we use an auxiliary mRNA-protein circuit where mRNAs are transcribed at a rate $\alpha/\tau_c$ and degrade with rate $\omega/\tau_c$, while proteins are translated at a rate $\omega/\tau_c$ and degrade at a rate $1/\tau_c$, which ensures that the correlation time of the auxiliary proteins is $\tau_c$. As a result, the master equation describing the probability to find $m$ auxiliary mRNAs and $k$ auxiliary proteins satisfies:

$$
\dot{P}_{m,k} = \frac{\alpha}{\tau_c}(P_{m-1,k} - P_{m,k}) + \frac{\omega}{\tau_c}[(m+1)P_{m+1,k} - mP_{m,k}]
$$

$$
+ \frac{\omega^2m}{\tau_c}(P_{m,k-1} - P_{m,k}) + \frac{1}{\tau_c}[(k+1)P_{m,k+1} - kP_{m,k}],
$$

(6)

As shown in Appendix A, in the limit of short-lived mRNA such that $\omega \gg 1$, the stationary PDF of the auxiliary protein is $\Gamma_0$:

$$
P_k = \frac{\Gamma(\alpha + k)}{\Gamma(k + 1)} \left(\frac{\beta}{\beta + 1}\right)^k \left(1 + \frac{1}{\alpha}\right)^\alpha, \quad (7)
$$

where $P_k$ is the probability to find $k$ auxiliary proteins. Here $k = K\xi$, where $K \equiv \alpha/\beta$ is the PDF mean, while the variance is $\sigma^2_{\text{aux}} = (1 + \beta)/\alpha$. Therefore, choosing $\alpha = 1/(\sigma^2_{\text{aux}} - 1)$ and $\beta = K\sigma^2_{\text{aux}} - 1$ we find that $\xi = \alpha/\beta/K = 1$ and the variance of $\xi$ becomes $\alpha/\beta/K = \sigma^2_{\text{aux}}$ as required by our EN stochastic variable. Note, that in the limit of large $K$ such that $\beta = K\sigma^2_{\text{aux}} - 1 \gtrsim 1$, the negative binomial distribution can be well approximated by a gamma distribution $P_k \approx \beta^{-\alpha}/\Gamma(\alpha) K^{\alpha - 1} e^{-k/\beta}$ [55].

To study the interplay between IN and EN, we combine the EN dynamics [Eq. (1)] with the underlying intrinsic noise dynamics [Eq. (2)]. This leads to a 3D master equation describing the evolution of the probability $P_{n,m,k}$ to find $n$ proteins, $m$ auxiliary mRNAs and $k$ auxiliary proteins, where the death rate of the protein of interest depends on the auxiliary protein. To this end, by using the WKB theory and by adiabatically eliminating the short-lived auxiliary mRNA degree of freedom (see Appendix A), we arrive at a stationary Hamilton-Jacobi equation $H = 0$ with a reduced Hamiltonian for the protein of interest and auxiliary protein:

$$
H(x, p_x, \tilde{\xi}, p_\xi) = f(x)(e^{p_x} - 1) + \frac{x\tilde{\xi}}{\rho}(e^{-p_x} - 1)
$$

$$
+ \frac{\rho}{\beta\tau_c} \left[\frac{1}{1 + \beta(1 - e^{p_\xi}) - 1} + \frac{\tilde{\xi}}{\tau_c}(e^{-p_\xi} - 1)\right]. \quad (8)
$$

Here we have defined a rescaled EN variable $\tilde{\xi} = \rho_\xi$, where $\rho = K/N$ is the abundances ratio of the auxiliary protein and protein of interest. Also, $p_x$ and $p_\xi$ are the momenta associated with the protein of interest and the auxiliary protein with corresponding concentrations $x = n/N$ and $\xi = k/N$, while $\alpha$ and $\beta$ are defined above. Hamiltonian [8] encodes the stochastic dynamics of a protein when its degradation rate fluctuates due to negative binomial EN generated by another auxiliary protein. Note, that while the (arbitrary) copy number $K$ of the auxiliary protein enters Hamiltonian [8], it does not enter the results below for the statistics of the protein of interest.

Hamiltonian [8] can be theoretically analyzed by writing down the corresponding Hamilton equations, see Eqs. (B1) in Appendix B. These can be solved numerically for arbitrary $\tau_c$, see Methods section. Analytical progress can be made in two important limits: short-correlated “white” EN, and long-correlated “adiabatic” EN.

In the white-noise limit, $\tau_c \ll 1$, one arrives at a reduced white-noise Hamiltonian, which effectively takes into account the short-correlated EN. Solving the corresponding Hamilton-Jacobi equation we find (see Appendix B)

$$
p_x = \ln \left\{ \frac{x}{2f(x)} \left[ 1 - V_{\text{tau},x} + \sqrt{(V_{\text{tau},x} - 1)^2 + 4Vf(x)\tau_c} \right] \right\}. \quad (9)
$$

Here, $V = N\sigma^2_{\text{aux}}$ is the ratio between the relative EN and IN variances (where the IN variance is taken in the non-regulated case). From Eq. (9) we can calculate the action $S(x) = \int p_x(x')dx'$, while the PDF is given by Eq. (8). The action function $S(x)$ cannot be explicitly calculated without specifying $f(x)$. Yet, a general result for the PDF variance can be derived. Differentiating $p_x(x)$ [Eq. (9)] once and plugging $x = x_*$ such that $f(x_*) = x_*$, we find the observed PDF variance

$$
\sigma^2_{\text{obs}} = NS'(x_*)^{-1} = \frac{N\sigma^2_{\text{aux}}}{1 - f'(x_*)}. \quad (10)
$$

Comparing with Eq. (5), this indicates that short-correlated EN increases the variance by a factor of $1 + x_* V_{\text{tau},c}$.

In the adiabatic limit, $\tau_c \gg 1$, we can assume that the EN is almost stationary [48]. As a result, the protein PDF can be written as

$$
P_n = \int_{-\infty}^{\infty} P(\xi)P(n|\xi)d\xi, \quad (11)
$$

where $P(n|\xi)$ is the conditional probability to find $n$ proteins given noise magnitude $\xi$, and $P(\xi)$ is the probability to find EN magnitude $\xi$. In Eq. (11) we effectively optimize the "cost" of reaching a state with $n$ proteins given EN magnitude $\xi$ against the probability of choosing such $\xi$ [48].

For simplicity, here we take gamma-distributed EN, $P(\xi) = \beta^{-\alpha}/\Gamma(\alpha) \xi^{\alpha-1} e^{-\xi/\beta}$, where $\alpha \approx 1/\sigma^2_{\text{aux}}$ and $\beta = K \approx \sigma^2_{\text{aux}}$. This distribution has a mean of 1 and variance $\sigma^2_{\text{aux}}$ as required, and is a good approximation to the negative binomial distribution for large $K$ [55]. Performing the integration in (11) via the saddle-point approximation, see Appendix B, the PDF in the adiabatic limit reads

$$
P(x) \approx \frac{C}{\sqrt{\beta\tau_c}} e^{-N\Phi[x, \xi = \xi_*(x)]} \xi_*(x), \quad (12)
$$

where $\Phi$ is the action function and $C$ is a normalisation constant.
where
\[ \Phi(x, \xi) = \int_{g(x)}^{x} \frac{y \xi}{f(y)} dy + \frac{\xi - \ln \xi - 1}{V}, \]  
(13)
is the cost function. Here, \( \xi(x) \) is the solution of the saddle point equation \( \partial_{\xi} \Phi(x, \xi) = 0, \) \( x = g(\xi) \) is the \( \xi \)-dependent stable fixed point found by solving the equation \( f(x) = x\xi, \) and \( C \) is a normalization factor such that \( N \int_{0}^{\infty} P(x) dx = 1. \) Similarly, in the white-noise case, here we can also calculate the variance of the PDF explicitly for any production rate \( f(x). \) After some algebra, see Appendix B, we find the observed variance of the PDF
\[ \sigma_{\text{obs}}^{2} = \frac{N x_{s}}{1 - f'(x_{s})} \left[ 1 + \frac{V x_{s}}{1 - f'(x_{s})} \right], \]  
(14)
This indicates that adiabatic EN increases the variance compared to the IN-only case \( \Box \) by a factor of \( 1 + V x_{s}/(1 - f'(x_{s})). \)
Eqs. (10) and (14) for the variance are among our main results here. When EN is put in the production rate instead of the degradation rate the results for the variance in both the white- and adiabatic-EN cases remain the same, see Appendix C.

III. RESULTS

A. Unregulated gene expression

We begin with a model for protein transcription given a constant birth rate, namely an unregulated gene. Here the rate equation is given by Eq. (1) with \( f(x) = 1, \) while the protein PDF is \( P_{n} = e^{-N} N^{n}/n!. \)
Now, we add EN to the protein’s degradation as described above. In the white-noise limit, \( \tau_{c} \ll 1, \) integrating over the momentum \( \Box \) with \( f(x) = 1, \) the action function becomes
\[ S(x) = 1/(V \tau_{c}) \left( \Omega(x) + \ln[V \tau_{c} x - 1 + \Omega(x)] + V \tau_{c} \ln \left( \frac{(x/2)(1 - V \tau_{c} x + \Omega(x)) - 1}{\Omega(x)} \right) \right), \]
with \( \Omega(x) = \sqrt{(V \tau_{c} x - 1)^{2} + 4V \tau_{c}}. \) Using \( S(x), \) we find the PDF, given by Eq. (5), see Figure 1(a). Interestingly, in the presence of EN the far right tail of the PDF behaves as a power law. Indeed, taking the \( x \gg 1 \) limit of the PDF, we find a power-law dependence in the leading order \( P(x) \sim (2 V \tau_{c} x)^{-N/(V \tau_{c})}, \) in contrast to an exponential tail in the IN-only case. Nevertheless, because the power-law behavior appears only at \( x \gg x_{s} = 1, \) the corresponding probabilities are vanishingly small and thus, observing this behavior experimentally or even numerically is impractical.

The variance of the PDF due to white EN [Eq. (10)] becomes
\[ \sigma_{\text{obs}}^{2} = N(1 + V \tau_{c}) \]  
(Figure 1[c,d]). That is, white EN increases the width of the PDF by a factor of \( \sqrt{1 + V \tau_{c}}. \)
In the adiabatic limit, \( \tau_{c} \gg 1, \) the PDF is given by Eq. (12) (Figure 1(b)). Here, the cost function [Eq. (13)] becomes \( \Phi(x, \xi) = (\xi - \ln \xi - 1)/V + \frac{\xi}{1 + f'(x_{s})}. \)

FIG. 1. (Color online) Comparison of theory (lines) and numerics (symbols) for the non-regulated gene model with \( N = 100 \) and \( \sigma_{ex} = 0.2. \) (a+b) Probability distributions for white (a; \( \tau_{c} = 0.1 \)) and adiabatic (b; \( \tau_{c} = 1000 \)) EN. Dotted lines show the Poisson distribution for the model with only intrinsic noise. (c) Observed variance vs EN strength for white (red) and adiabatic (blue) noise. (d) Observed variance vs EN correlation time for \( \sigma_{ex} = 0.2. \) The left curve shows the white noise theory and the right shows the adiabatic theory.

To test our theory we performed Monte Carlo simulations of the full master equation describing all three species: the protein of interest \( n, \) the auxiliary mRNA \( m, \) and the auxiliary protein \( k, \) see Methods. Figure 4 shows example comparisons for \( N = 100 \) and \( \sigma_{ex} \) ranging up to 0.5, which are typical values obtained from single-cell _Escherichia coli_ protein distributions [30]. Good agreement is obtained between our theory and stochastic simulations for both the white and adiabatic cases, even for quite strong EN. We have also verified that the results hold for EN in the birth rate, see Appendix C and Figure S3 in [30]. Interestingly, when EN arises in the degradation term, the PDF mean shifts to the right due to the nonlinear dependence of the fixed point on the death rate. While it is negligible for weak and moderate EN,
this shift in the mean becomes significant for very strong EN, when \( \sigma_{ex} = O(1) \), see the end of Appendix B for details. In turn, this shift affects the IN of the system, see Appendix E. In such a case IN and EN cannot be independently separated, as is commonly assumed (see Figure S3 and Figure S4 in [56]).

B. mRNA-protein model with no feedback

Now we consider the more realistic case of an unregulated gene but with mRNA present in the model. Here mRNAs are transcribed at a rate \( a \), decay with a rate \( \gamma \), and translation of proteins occurs with rate \( \gamma b \) while degradation of proteins occurs with rate \( 1 \). As in the auxiliary circuit, we take the ratio between the mRNA and protein degradation rates to be large \( \gamma \gg 1 \). The mean protein number here is \( N = ab \). The rate equations describing the average mRNA and protein concentrations, \( r = l/N \) and \( x = n/N \) (with \( l \) and \( n \) being the respective copy-numbers of mRNA and proteins), are \( \dot{t} = a/N - \gamma r \), and \( \dot{x} = b y r - x \).

In the limit of short-lived mRNA, \( \gamma \gg 1 \), the stochastic dynamics has been analyzed by various authors [31]. Using the WKB approximation one can find the protein PDF, see Appendix A, which coincides with the negative binomial distribution in the limit of \( n \gg 1 \). In particular, the PDF variance becomes \( \Gamma(1+b) \), indicating that mRNA noise increases the variance by a factor of \( 1+b \) compared to the protein-only case [14].

We now proceed to calculate the observed variance of the proteins of interest under negative binomial adiabatic EN in the protein’s degradation rate. We do so along the same lines done for the protein-only case. Here, accounting for mRNA noise, the momentum given noise magnitude \( \xi \) becomes \( p_x(x,\xi) = \ln[1 + b x \xi/(1 + b x \xi)], \) which reduces to the protein-only case for \( b \rightarrow 0 \). Integrating over the momentum, we find the action to be \( S(x,\xi) = x \ln[1 + b x \xi/(1 + b x \xi)] - 1/(b k) \ln(1 + b x \xi) \).

Now, similarly as done in Eq. (13), we can define the cost function \( \Phi(x, \xi) = S(x, \xi) - \Phi g(\xi), \xi \equiv (\xi - \ln \xi - 1)/V \).

Therefore, the variance of the PDF can be found using Eq. (B11), by repeating the calculations along the same lines as done in Appendix B for the protein-only case. As a result, we find the observed variance of the proteins of interest, while accounting for mRNA noise, to be

\[ \sigma_{\text{obs}}^2 = N(1 + b + V). \] (15)

The gamma distribution is widely used to analyze single-cell protein abundance data [35]. The protein’s PDF is fit to a gamma distribution and the \( a \) and \( b \) values resulting from the fit are interpreted as the gene’s burst frequency and burst size, respectively. We wanted to study how EN would affect such interpretations. To this end, we performed a large number of stochastic simulations across a wide range of values for \( a, b, \) and \( \sigma_{ex}^2 \), again for biological ranges seen in single-cell experiments, and calculated stationary PDFs using \( 10^7 \) data points for each parameter set. We fit the PDFs to a gamma distribution to obtain estimates of the gene expression parameters \( a_{\text{fit}} \) and \( b_{\text{fit}} \). To calculate the accuracy with which \( a_{\text{fit}} \) and \( b_{\text{fit}} \) recovered the actual parameters, we calculated the relative error as \( \text{Err}(a) = |a - a_{\text{fit}}|/a \) and \( \text{Err}(b) = |b - b_{\text{fit}}|/b \) using the known \( a \) and \( b \) values from the simulations. As can be seen in Figure 2(a+b), using a gamma distribution resulted in poor estimates even in the case of relatively weak EN. Given the sensitivity of the error to EN, gamma distribution estimates of gene expression parameters should be used with caution.

We then instead used Eq. (15) along with the gene-by-gene EN values of \( \sigma_{ex}^2 \) to estimate \( a_{\text{fit}} \) and \( b_{\text{fit}} \) values from the simulated dataset. With the mean of the distribution \( N = ab \) and the observed variance \( \sigma_{\text{obs}}^2 = N(1 + b + V) = a b (1 + b + a b \sigma_{ex}^2) \), one can solve directly for \( a = N^2/(\sigma_{\text{obs}}^2 - N - N^2 \sigma_{ex}^2) \) and \( b = \sigma_{\text{obs}}^2/N - 1 - N \sigma_{ex}^2 \).

Using the calculated mean and variance of the PDF, along with the known \( \sigma_{ex}^2 \) from the simulations, we recovered estimates for \( a_{\text{fit}} \) and \( b_{\text{fit}} \). Figure 2(a+b) shows that if one knows the strength of the EN for a gene, Eq. (15) can reliably recover the true \( a \) and \( b \) values until the total variance becomes dominated by EN for \( V > 10 \).

Next we attempted to recover the \( a_{\text{fit}} \) and \( b_{\text{fit}} \) values from a genome-scale protein abundance data set from \textit{E. coli} [36]. Here, we made a simplifying assumption that a constant global EN of \( \sigma_{ex} = 0.31 \) influenced all genes equally (see Figure S5 in [56]). We estimated the \( a_{\text{fit}} \) and \( b_{\text{fit}} \) values for each gene using the gamma distribution and also using Eq. (15) with this global EN. Figure 2(c-f) shows a comparison of the two methods. A few trends are apparent from the results. When accounting for EN, the global saturation in the burst frequency \( a \) disappears and instead we see a continuous linear increase in the burst frequency. Likewise, an observed global increase in \( b \) values at higher \( V \) disappears and a more uniform distribution of \( b \) values is seen with respect to \( V \). Since \( V \) is correlated with overall expression levels (IN goes down as \( V \) goes up) this implies that burst frequency is a significant driver of protein expression levels in \textit{E. coli}. Figure S6, see [54], shows the fits versus mean expression. Gene-by-gene estimates of EN, rather than a single global EN, would lead to even better estimates of gene expression parameters.

C. Self-inhibiting gene

Next we consider the case of a self-inhibiting gene. A self inhibiting gene is a simple yet common motif that is capable of filtering some types of IN [57], although it can lose effectiveness when multiple time scales are involved [58]. We were therefore interested to study the ability of a self-inhibiting gene to filter EN.

The rate equation is given by Eq. (1) where we took the production rate to be \( f(x) = (1 + \beta)/x(1 + \beta x) \), and \( \beta \) is the inhibition strength. Here we chose a simple form of nonlinear inhibitory Hill-like function with Hill coef-
the PDF is given by Eq. (11). Using Eq. (10) with $f(x) = (1 + \beta)/(1 + \beta x)$ and $x_\ast = 1$, the observed variance in this case becomes

$$\sigma_{\text{obs}}^2 = \frac{N(1 + \beta)}{1 + 2\beta} (1 + V\tau_c). \quad (16)$$

This result indicates that negative inhibition can eliminate EN. Indeed, $\sigma_{\text{obs}}^2$ returns to its non-regulated value without EN, $N$, when the inhibition strength satisfies $\beta = V\tau_c/(1 - V\tau_c)$, which holds as long as $V\tau_c < 1$. That is, our choice of negative inhibition with $h = 1$ can only attenuate moderate EN, and can reduce the observed variance at most by a factor of 2.

In the adiabatic limit, we can find the PDF using Eqs. (12) and (13) (see Appendix B for details), with $g(\xi) = 1/(2\beta\xi)(-\xi + \sqrt{\xi^2 + 4\beta(\beta + 1)\xi})$. Using Eq. (14) with $f(x) = (1 + \beta)/(1 + \beta x)$ and $f'(x_\ast = 1) = -\beta/(\beta + 1)$, the observed variance is

$$\sigma_{\text{obs}}^2 = \frac{N(1 + \beta)}{1 + 2\beta} \left[ 1 + \frac{V(1 + \beta)}{1 + 2\beta} \right]. \quad (17)$$

Figure 2(a-c) shows good agreement between theory and simulations over a wide range of parameters. Again, we see that negative inhibition can eliminate EN when $\beta = (\sqrt{1 + 4V} + 2V - 1)/[2(2 - V)]$. Here, the maximum EN that can be attenuated for this particular choice of inhibition is $V = N\sigma_{\text{ex}}^2 = 2$.

D. Higher order inhibition

We now consider a more generic inhibition function $f(x) = (1 + \beta)/(1 + \beta x^h)$ with arbitrary Hill-coefficient $h$. Here, in the white-noise limit, we find

$$\sigma_{\text{obs}}^2 = \frac{N(1 + \beta)}{1 + \beta(h + 1)} (1 + V\tau_c). \quad (18)$$

In this case, EN can be eliminated by taking $\beta = V\tau_c/(h - V\tau_c)$, which holds for $V\tau_c < h$. In the adiabatic limit we obtain

$$\sigma_{\text{obs}}^2 = \frac{N(1 + \beta)}{1 + \beta(h + 1)} \left[ 1 + \frac{V(1 + \beta)}{1 + \beta(h + 1)} \right]. \quad (19)$$

Here, EN is eliminated when $\beta = (h\sqrt{1 + 4V} + 2V - h)/[2(h + 1) - V]$, which can be achieved as long as $V < V_{\text{max}} = h(h + 1)$. One can see that as $h$ is increased, this inhibition mechanism becomes more efficient in eliminating EN.

We wanted to examine the relationship between the critical inhibition strength $\beta_{cr}$ that will exactly eliminate EN and the inhibition order. We calculated $\beta_{cr}$ across $h$ values ranging from 0.1 to 100 for various values of $V$. Our analytical framework provides a significant advantage over simulations for studying such large parameter spaces. Figure 3(d) shows that cooperativity in inhibition is a necessary feature for systems that dampen strong EN.
E. Self-promoting gene

Lastly, we consider the case of a self-promoting gene. Self-promoting genes can serve as genetic switches, allowing the cell to change between two alternate expression states. The rate equation now satisfies Eq. (11) where we take the production rate to be \( f(x) = \alpha_0 + (1 - \alpha_0)\theta(x - x_0) \) — a step function imitating a Hill-like function with a high Hill coefficient of positive feedback [48]. Here \( \alpha_0 < x_0 < 1 \), where \( \alpha_0 \) is the protein concentration in the off state, \( x_0 \) is the threshold concentration, and \( N \) is the protein abundance in the on state such that \( x = n/N \). Unlike previously [48], our derivation here is generic and does not require \( x_0 \) to be near one of the metastable states \( \alpha_0 \) or 1.

In the absence of EN, the mean switching time (MST) from the off to the on states and vice versa, \( \tau_{\text{off} \to \text{on}} \) and \( \tau_{\text{on} \to \text{off}} \), can be calculated using the master equation (2) and employing the WK approximation (see e.g., Ref. [48]). Indeed, assuming that we start from the vicinity of the off or on metastable states we find the momenta \( p_{\text{off}}(x) = \ln(x/\alpha_0) \) and \( p_{\text{on}}(x) = \ln(x) \), where we have used the fact that \( f(x) = \alpha_0 \) for \( x < x_0 \) and \( f(x) = 1 \) for \( x > x_0 \). The corresponding action functions are \( S_{\text{off}}(x) = x \ln(x/\alpha_0) - x \), and \( S_{\text{on}}(x) = x \ln(x) - x \). Therefore, the (logarithm of the) MSTs are given in the leading order of \( N \gg 1 \) by the accumulated action between the corresponding stable metastable state and unstable fixed point [52]

\[
\ln \tau_{\text{off} \to \text{on}} \approx N[S(x_0) - S(\alpha_0)] = N \left( x_0 \ln \frac{x_0}{\alpha_0} - x_0 + \alpha_0 \right),
\]

and \( \tau_{\text{on} \to \text{off}} \) coincides with \( \tau_{\text{off} \to \text{on}} \) upon replacing \( \alpha_0 \) by 1. For brevity, below we only present the results for the \( \text{off} \to \text{on} \) switch. All the results related to the \( \text{on} \to \text{off} \) switch are identical upon replacing \( \alpha_0 \) by 1. Note, that in the absence of EN, \( \tau_{\text{off} \to \text{on}} \) and \( \tau_{\text{on} \to \text{off}} \) are comparable when \( x_0 = (1 - \alpha_0)/\ln(1/\alpha_0) \). Eq. (20) can be simplified in the bifurcation limit \( x_0 - \alpha_0 \ll \alpha_0 \). Here, we find

\[
\ln \tau_{\text{off} \to \text{on}} \approx (N/(2\alpha_0))(x_0 - \alpha_0)^2 [59 \text{[60].}
\]

Now, we add negative binomial EN to the protein’s degradation rate. In the white-noise limit, integrating over the momentum \( p \) with

\[
f(x) = \alpha_0 \text{ for } x < x_0, \text{ the action function becomes } S_{\text{off}}(x) = 1/(V\tau_c) \{\alpha_0(x) + \ln[V\tau_c x - 1 + \Omega(x)] + V\tau_c [\ln((x/2)(1 - V\tau_c x + \Omega(x)) - 1)]\},
\]

where \( \Omega(x) = \sqrt{(1 - V\tau_c x^2 + 4\alpha_0\tau_c V) \ln \left( \frac{N}{2\alpha_0} \right)} \). Therefore, the MST reads

\[
\ln \tau_{\text{off} \to \text{on}} \approx N[S_{\text{off}}(x_0) - S_{\text{off}}(\alpha_0)].
\]

In the bifurcation limit \( x_0 - \alpha_0 \ll \alpha_0 \), we find

\[
\ln \tau_{\text{off} \to \text{on}} \approx N/(2\alpha_0)(x_0 - \alpha_0)^2/(1 + \alpha_0 V\tau_c) [63].
\]

In the adiabatic limit, we need to optimize the cost of switching from one metastable state to the other given noise magnitude \( \xi \) against the probability of choosing noise magnitude \( \xi \) [38]. To do so we use Eq. (13), where the upper integration limit is the unstable fixed point \( x_0 \), and for the \( \text{off} \to \text{on} \) switch the lower limit is the stable fixed point given noise magnitude \( \xi \), \( g(\xi) = \alpha_0/\xi \). As a result, the cost function (19) is a function of \( \xi \) only, and reads \( \Phi_{\text{off}}(\xi) = x_0 \ln[x_0\xi/\alpha_0 - 1] + \alpha_0/\xi + (\xi - \ln 1)/V \). Therefore, in the leading order, the MST reads

\[
\ln \tau_{\text{off} \to \text{on}} \approx N[\Phi_{\text{off}}(\xi_{\text{off}})],
\]

where \( \xi_{\text{off}} = \frac{1}{2} \left[ 1 - V x_0 + \sqrt{(V x_0 - 1)^2 + 4 V \alpha_0} \right] \) is the saddle point satisfying \( \Phi'_{\text{off}}(\xi_{\text{off}}) = 0 \).

Figure 4 (a-b) compares our analytical theory with stochastic simulations and the numerical solution of Hamilton equations (B1) (see Methods section). Good agreement is seen in the white noise limit (similar agreement is seen in the adiabatic case), while the numerical solution of the Hamilton equations allows us to explore parameter ranges that are inaccessible by stochastic simulation due to the long MSTs. Moreover, as can be seen in Figure 4 (c) the underlying Hamilton equations (B1) capture the correct dynamics well into intermediate correlation time ranges, \( \tau_c = O(1) \), where the white noise approximation breaks down.

FIG. 3. (Color online) Comparison of theory (lines) and stochastic simulations (symbols) for the self-inhibited gene model with \( N = 100 \) and adiabatic EN \( \tau_c = 100 \). (a) Probability distributions for (solid line) theory and (x’s) numerics with \( \beta = 2/3 \) and \( h = 3 \). Dotted line shows the Poisson distribution for the model with only stochastic noise and triangles show the distribution in the absence of negative inhibition. (b) Observed variance vs EN strength with \( \beta = 1.0 \) and various values of \( h \). (c) Observed variance vs inhibition strength \( \beta \) for \( \sigma_{ex} = 0.2 \) and for the same \( h \) values as in (b). (d) The critical \( \beta \) and \( h \) values that exactly cancel EN for a given relative EN strength \( V = \sigma_{ex}^2/\sigma_{int}^2 \).
Finally, we were interested in studying the effect of EN on population dynamics. We used Eq. (22) to calculate the relative fraction of the population in the on vs off state as a function of both the positive feedback threshold \( x_0 \) and of \( V \), shown in Figure 4(d). With zero or low EN the behavior of the population with regard to \( x_0 \) is very homogeneous. Only for a very small range of \( x_0 \) values is a macroscopically bistable population observed (e.g., at least 1 part in 100). If \( x_0 \) is not tuned very precisely, no heterogeneity is observed. As the EN increases, though, the range of macroscopic bistability increases dramatically. For \( V \geq 5 \), well within the range of EN observed in biological systems, the population exhibits macroscopic heterogeneity across the entire range of \( x_0 \) sampled. This effect is less pronounced, but still present for white EN (Figure S7, see [56]).
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FIG. 4. (Color online) Comparison of mean switching times from analytical theory (lines) given by Eq. (21), numerical solution of the Hamilton equations (‘x’s), and stochastic simulations (‘+’s) for the self-promoting gene model with \( N = 750 \), \( a_0 = 0.63 \), and \( x_0 = 0.80 \). (a) The MST from the off to the on state vs EN strength for white noise \( \tau_c = 0.1 \). (b) The MST from on to off for \( \tau_c = 0.1 \). (c) The MST vs EN correlation time for \( \sigma_{\text{ex}} = 0.0365 \). (d) A heat map showing the relative probability for the system to be in the on vs off metastable state [using Eq. (22)] according to the position of the barrier \( x_0 \) and the relative strength \( V \) of the EN. Here the EN is taken to be adiabatic.

IV. CONCLUSIONS

We have presented a new formalism for studying EN in gene expression circuits, allowing us to quantify how EN affects the PDFs, variances, and MSTs in various genetic circuits. EN is likely present in multiple forms and at multiple time scales in a majority of processes in living cells. Understanding how EN alters the dynamics of gene networks is key for developing detailed models of genetic and regulatory processes.

Our results from studying the effect of EN on simple genetic motifs have shown that EN has a dominant influence on the system’s behavior. Analyzing experimental single-cell distributions without accounting for extrinsic noise is unlikely to provide meaningful interpretation. More work needs to be done to experimentally characterize the details of the extrinsic fluctuations that cellular reactions rates experience.

Finally, EN seems to provide a distinct advantage for populations wishing to use bistability as a bet hedging strategy. Without EN, the parameters needed to have meaningful population heterogeneity in a given condition are exponentially sensitive. With EN, populations are able to explore a variety of states across a wide range of parameters.

V. METHODS

A. Monte Carlo simulations of the auxiliary circuit

Monte Carlo simulations with negative binomial EN were performed using two auxiliary species, \( a_1 \) and \( a_2 \), to model the EN. They can be thought of in terms of a generic mRNA and protein, respectively. The dynamics of these species are given by two birth and two death processes:

\[
\emptyset \xrightarrow{v_1} a_1, \quad a_1 \xrightarrow{v_2} a_1 + a_2, \\
a_1 \xrightarrow{d_1} \emptyset, \quad a_2 \xrightarrow{d_2} \emptyset,
\]

Here, \( \emptyset \) is a symbol for the empty set, i.e., a species is created from nothing or destroyed into nothing. The rates are given by:

\[
v_1 = \frac{1}{\tau_c} \frac{K}{K \sigma_{\text{ex}}^2 - 1}, \quad v_2 = \frac{\omega (K \sigma_{\text{ex}}^2 - 1)}{\tau_c}, \quad d_1 = \frac{\omega}{\tau_c}, \quad d_2 = \frac{1}{\tau_c}.
\]

\( K \) is the mean copy number of species \( a_2 \), \( \sigma_{\text{ex}}^2 \) is the desired EN strength, and \( \tau_c \) is the desired EN correlation time. To remind the reader, the negative binomial parameters, \( \alpha \) and \( \beta \), defining the distribution \( A7 \) are related to \( v_1 \) and \( v_2 \) in the following manner: \( v_1 = \alpha/\tau_c \), and \( v_2 = \omega \beta/\tau_c \), where \( \alpha = K/(K \sigma_{\text{ex}}^2 - 1) \) and \( \beta = K \sigma_{\text{ex}}^2 - 1 \). In all simulations \( \omega \) was set to 100. To avoid negative rates, one must have \( K \sigma_{\text{ex}}^2 > 1 \). Therefore, the value used for \( K \) limits the lower bound of the EN that can be simulated using a particular set of parameters. In
the limit as $K \sigma^2_{\epsilon x} \to 1$ the variance approaches the Poissonian variance of a birth death process centered on $K$. Larger $K$ allows for smaller EN to be simulated. Outside of this limitation, $K$ has no influence on the EN properties. It does, however, influence the computational efficiency of the simulation. Both larger and smaller values of $K$ increase the runtime of the simulations. We used a value of $K = 20,000$ throughout this work, which leads to a lower bound for the EN studied of $\sigma^2_{\epsilon x} > 0.007$ and provides reasonable runtimes.

Figure S1, see [56], shows that the mean and variance of the auxiliary species are as expected during the simulations. Figure S2, see [56], shows that the auxiliary species has the expected autocorrelation time. All simulations were performed using the standard Gillespie algorithm [61] using the Lattice Microbes software [62].

The auxiliary species $a_2$ was coupled to a reaction to be fluctuated by including it as an additional species participating in the reaction and adjusting the reaction rate constant such that the mean equals the original value. For example, to model a fluctuating birth rate for protein $n$ with mean copy number $N$, the reaction $\emptyset \xrightarrow{N/K} n + a_2$. Similarly, to model a fluctuating death rate $n \xrightarrow{1/K} \emptyset$ becomes $n + a_2 \xrightarrow{1/K} a_2$. In the above equations, $a_2$ appears on both sides to indicate that it is neither created nor destroyed by the reaction.

**B. Numerical solutions of the Hamilton equations**

In this section we use the shooting method [24, 59, 60] to find a numerical solution to the set of Hamilton equations [31] in the case of arbitrary correlation time $\tau_c$. We focus on the case of the self-promoting gene, which gives rise to switching between metastable phenotypic states. Here there are three fixed points in the language of the deterministic rate equations, two stable points at $x_{off} = 0$ and $x_{on} = 1$ and one unstable point at $x_s = x_0$. We are interested to numerically compute the trajectories, $z_{on}(t)$ and $z_{off}(t)$, corresponding to the optimal paths along which switching from $off \to on$ and $off \to off$ occurs, respectively. Below we consider the trajectory $z_{on}(t)$, where the analysis of $z_{off}(t)$ is similar.

Let us denote by $t_i = 0$ and $t_f$ the initial and final simulation times, respectively. The initial condition is given by $z_{on}(0) = x_{on} + \delta v$ where $x_{on} = (x = x_{on}, p_x = 0, \xi = 1, p_\xi = 0)$ is the corresponding fixed point in the 4D phase space and $v$ is the initial direction of the trajectory, see below. Here $\delta$ is chosen to be small, but not too small to balance between simulation runtime and accuracy. The final condition is that the trajectory reaches the close vicinity of $x_s = (x_s, 0, 1, 0)$, namely that $|z_{on}(t_f) - x_s| \ll 1$. [From there, the assumption is that the system flows almost deterministically to $x_{off} = (x_0, 0, 1, 0)$.]

In order to find the initial direction of the trajectory we linearize the Hamilton equations [31] in the vicinity of $x_{on}$. This allows us to find the eigenvalues and eigenvectors in the vicinity of $x_{on}$. Since the switching trajectory leaves the fixed point $x_{on}$ along its unstable manifold, we are only considering the eigenvectors $v_1$ and $v_2$ that correspond to the two positive eigenvalues $\lambda_1$ and $\lambda_2$. (Note that the other two eigenvalues satisfy $\lambda_3 = -\lambda_1$ and $\lambda_4 = -\lambda_2$ such that $\sum_1^4 \lambda_i = 0$.) As a result, we take the initial direction to be $v = v_1 \cos(\alpha) + v_2 \sin(\alpha)$, where it is assumed that each of the eigenvectors is normalized to unity, and $0 \leq \alpha \leq 2\pi$. Finally, we search over all possible values of $\alpha$ until we find the best choice that satisfies the above initial and final conditions. Note that along $z_{on}(t)$, the initial conditions $\partial_t x(0) < 0$ and $\partial_t p_x(0) < 0$ are satisfied.

This search over $\alpha$ is optimized by performing a binary search. Each time an initial condition is chosen, the set of equations is solved numerically by using a Matlab numerical solver, and we compare the final condition to $x_s$. The search is terminated when we have sufficiently converged to the final condition. After successfully determining the trajectory we perform a numerical integration in order to find the accumulated action. We do so by using the formula $\Delta S = \int_0^{t_f} [p_x(t) \dot{x} + p_\xi(t) \dot{\xi}] dt \simeq \sum_{i=0}^{N-1} \left[ x(t_{i+1}) - x(t_i) \right] \left[ p_x(t_{i+1}) + p_x(t_i) \right] / 2 + [\xi(t_{i+1}) - \xi(t_i)] \left[ p_\xi(t_{i+1}) + p_\xi(t_i) \right] / 2$, where $t_0 = 0$ and $t_N = t_f$. This result gives us the logarithm of the mean switching time divided by $N$. An example can be seen in Figure S8 in [56].
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**Appendix A: mRNA-protein auxiliary circuit**

In this section, we derive the stationary PDF of the auxiliary protein. This PDF determines the extrinsic noise (EN) statistics of the degradation rate of the protein of interest. The choice of negative binomial statistics used in the main text for the reaction rate seems quite natural. Indeed, in genetic circuits of a non-regulated gene, if the mRNA is short lived, the proteins’ stationary PDF is given by a negative binomial distribution [54, 55]. As a result, if this auxiliary protein affects the degradation rate of our protein of interest, this rate will fluctuate with negative binomial statistics.

In the auxiliary mRNA-protein circuit, mRNAs are transcribed at a rate $\alpha/\tau_c$ and degrade with rate $\omega/\tau_c$, while proteins are translated at a rate $\omega\beta/\tau_c$ and degrade at a rate $1/\tau_c$, which insures that the correlation time of the auxiliary proteins is $\tau_c$. We assume a short-lived mRNA such that $\omega > 1$. The master equation describing
the probability to find \(m\) mRNAs and \(k\) proteins satisfies:

\[
\dot{P}_{m,k} = \frac{\alpha}{\tau_c}(P_{m-1,k} - P_{m,k}) + \frac{\omega}{\tau_c}[(m + 1)P_{m+1,k} - mP_{m,k}]
\]

\[
+ \frac{\omega \beta m}{\tau_c}(P_{m,k-1} - P_{m,k}) + \frac{1}{\tau_c}(k + 1)P_{m,k+1} - kP_{m,k}.
\] (A1)

We denote the auxiliary mRNA and protein concentrations by \(z = m/K\) and \(\xi = k/k\), respectively, where \(K = \alpha \beta\) is the auxiliary protein’s abundance. We now use a dissipative version of the WKB approximation, see e.g., Refs. [51] [52] [63] [64]. Employing the WKB ansatz \(P_{m,k} = P(z,\xi) \sim e^{-KS(z,\xi)}\), we arrive at a Hamilton-Jacobi equation \(H = 0\) with Hamiltonian

\[
H(z, p_z, \xi, p_\xi) = \frac{\alpha}{K}(e^{p_z} - 1) + \omega e^{-p_z} - \xi e^{-p_\xi},
\] (A2)

where \(p_z = \partial_z S(z, \xi)\) and \(p_\xi = \partial_\xi S(z, \xi)\) are the associated mRNA and protein momenta. This yields the following Hamilton equations

\[
\dot{z} = \frac{\alpha}{K}e^{p_z} - \omega e^{-p_z},
\]

\[
\dot{p}_z = -\omega(e^{-p_z} - 1) - \beta \omega(e^{p_\xi} - 1),
\]

\[
\dot{\xi} = \beta \omega e^{p_\xi} - \xi e^{-p_\xi},
\]

\[
\dot{p}_\xi = 1 - e^{-p_\xi}.
\] (A3)

For \(\omega \gg 1\), the mRNA lifetime is short compared to that of the protein. In this case, \(z\) and \(p_z\) equilibrate much faster than \(\xi\) and \(p_\xi\), and we can adiabatically eliminate the mRNA species [53] [66]. As a result, putting \(\dot{z} = \dot{p}_z = 0\) we find \(z = z(\xi, p_\xi)\) and \(p_z = p_z(\xi, p_\xi)\). Plugging this into the Hamiltonian (A2) we arrive at the reduced Hamiltonian for the auxiliary protein only [21]

\[
H_c(\xi, p_\xi) = \frac{1}{\beta}\left[\frac{1}{1 + \beta(1 - e^{-p_\xi})} - 1\right] + \xi(e^{-p_\xi} - 1),
\] (A4)

which effectively includes mRNA fluctuations. Solving the Hamilton-Jacobi equation \(H_c(\xi, p_\xi) = 0\) we find

\[
p_\xi = \ln((1 + \beta)\xi/(1 + \beta)),
\] (A5)

and thus, the action becomes

\[S(\xi) = \xi \ln\left[\frac{(1 + \beta)\xi}{1 + \beta}\right] - \frac{1}{\beta} \ln(1 + \beta)\]. (A6)

As a result, the stationary PDF to find \(k\) copies of the auxiliary protein is given by \(P(k) \sim e^{-K[S(k/K) - S(1)]}\) [see Eq. (5) in the main text], where \(K = \alpha \beta\) is the protein abundance. This distribution, when properly normalized, coincides at \(k \gg 1\) with the negative binomial distribution

\[
P_k = \frac{\Gamma(\alpha + k)}{\Gamma(k + 1)\Gamma(\alpha)} \left(\frac{\beta}{\beta + 1}\right)^k \left(\frac{1}{\beta + 1}\right)^\alpha.
\] (A7)

Interestingly, these results can give us insight on the mRNA fluctuations that are implicitly incorporated in the protein-only model [Eq. (A4)], after eliminating the fast mRNA variable. Indeed, by comparing Eq. (A5) with the momentum in the protein-only model [Eq. (A4)], we find that mRNA fluctuations emanating from this unregulated mRNA-protein circuit can be effectively accounted for by taking a protein-only model with a modified production rate \(f(x) = (1 + \beta x)/(1 + \beta)\). This production rate becomes 1 in the limit of small burst size \(\beta \to 0\), but becomes \(\xi + (1 - \xi)/\beta\) in the limit of large burst size \(\beta \gg 1\), which yields a much wider distribution with variance \(N\beta > N\). Importantly, this modified production rate gives rise to a protein PDF that coincides with the negative binomial distribution at \(k \gg 1\).

Appendix B: Analysis of the Hamiltonian combining IN and EN

In this section we will derive the stationary PDF of the proteins of interest for generic production rate \(f(x)\), where the degradation rate fluctuates due to EN with negative binomial statistics and correlation time \(\tau_c\). In order to do so, we will analyze the Hamilton equations emanating from Hamiltonian [5] in the main text. In particular, we will find approximate solutions for the protein PDF in the limits of short- and long-correlated EN.

Using Hamiltonian [5] the corresponding Hamilton equations read

\[
\dot{x} = f(x)e^{p_x} - \frac{xe^{p_x}}{\rho}e^{-p_x},
\]

\[
\dot{p}_x = -f'(x)(e^{p_x} - 1) - \frac{\xi}{\rho}(e^{-p_x} - 1)
\]

\[
\dot{\xi} = \frac{\rho e^{p_x} \xi}{\tau_c[1 + \beta(1 - e^{p_x})]} - \frac{e^{-p_x} \xi}{\tau_c},
\]

\[
\dot{p}_\xi = -\frac{(e^{-p_x} - 1)(e^{-p_x} - 1)}{\tau_c} - \frac{x}{\rho}(e^{-p_x} - 1).
\] (B1)

To remind the reader, \(\rho = K/N\) is the abundances ratio of the auxiliary protein and protein of interest and \(\xi = \rho \xi = k/N\) is a rescaled noise variable, while \(\alpha = 1/(\sigma_{ex}^2 - 1/K)\) and \(\beta = K \sigma_{ex}^2 - 1\). Hamilton equations (B1) can be solved numerically for any value of \(\tau_c\), see Methods section. This numerical solution provides the statistics of interest in the leading order, and is far more efficient than performing numerical Monte-Carlo simulations, especially for short-correlated EN, see main text. Importantly, the cases of fast and slow dynamics of the EN can be studied analytically, see below.

1. White-noise limit of EN

In the white-noise limit, \(\tau_c \ll 1\), the dynamics of the auxiliary protein is fast. As a result, \(\xi(t)\) and \(p_\xi(t)\) equilibrate fast compared to \(x\) and \(p_x\), and we can look for slowly-varying \(x\) and \(p_x\) dependent solutions of the third and fourth Hamilton equations (B1). This yields in the leading order of \(\tau_c \ll 1\)

\[
\xi_{eff} = 1 - 2(1 - e^{-p_x})V x \tau_c.
\] (B2)
where we have defined $V \equiv N \sigma_{x}^{2}$ as the ratio between the relative EN and IN variances. Note, that the value of $p_{\xi}^{eff} = O(\tau_{c}) \ll 1$ does not enter the equations for $\dot{x}$ and $\dot{p}_{x}$. As expected, Eq. (B2) as well as the results below are independent of the arbitrary choice of the auxiliary protein abundance $K$. Plugging $\xi^{eff}(x, p_{x})$ from Eq. (B2) into the first and second Hamilton equations (B1) we arrive at an effective 1D white-noise Hamiltonian [83 67 68] where

$$H(x, p_{x}) = f(x)(e^{p_{x}} - 1) + x(e^{p_{x}} - 1) + x^{2}(e^{-p_{x}} - 1)^{2}V\tau_{c}. \tag{B3}$$

Solving the Hamilton-Jacobi equation $H = 0$ we find the momentum

$$p_{x} = \ln \left\{ \frac{x}{2f(x)} \left[ 1 - V\tau_{c}x + \sqrt{(V\tau_{c}x - 1)^{2} + 4Vf(x)\tau_{c}} \right] \right\}. \tag{B4}$$

The PDF can be formally found by integrating Eq. (B4) to find the corresponding action $S(x) = \int_{-\infty}^{\infty} p_{x}(x')dx'$, and by using Eq. (5).

2. Adiabatic limit of EN

In the adiabatic limit, $\tau_{c} \gg 1$, we can assume the EN is almost stationary. As a result, the stationary PDF of the proteins satisfies [83 67 68]

$$P_{n} = \int_{-\infty}^{\infty} P(\xi)P(n|\xi)d\xi, \tag{B5}$$

where $P(n|\xi)$ is the probability to find $n$ proteins given noise magnitude $\xi$, and $P(\xi)$ is the probability to find EN magnitude $\xi$. For simplicity we will take the EN to be gamma distributed, $P(\xi) = \hat{\beta}^{-\alpha}/\Gamma(\alpha)\xi^{\alpha-1}e^{-\xi/\hat{\beta}}$. Here $\alpha = 1/\sigma_{x}^{2}$ and $\hat{\beta} = \beta/K \simeq \sigma_{x}^{2}$, which guarantees that the mean is 1 and the variance is $\sigma_{x}^{2}$. As can be checked, the gamma distribution becomes a good approximation of the negative binomial distribution when $K$ is sufficiently large.

With these values of $\alpha$ and $\hat{\beta}$, we find

$$P(\xi) \simeq \frac{1}{\xi^{2\pi\sigma_{x}^{2}\xi}}e^{(1/\sigma_{x}^{2})\left(1+\ln\xi-\xi\right)}, \tag{B6}$$

which holds as long as $\sigma_{x} < 1$. As a result, the PDF to find $n$ proteins [Eq. (B5)] becomes

$$P_{n} = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi\sigma_{x}^{2}\xi}}P(n|\xi)e^{-\left(\xi \ln\xi - \xi\right)/\sigma_{x}^{2}\xi}d\xi, \tag{B7}$$

where

$$P(n|\xi) = A_{\xi}e^{-N\int g(\xi)\ln f_{\xi}(y)dy},$$

and $A_{\xi} = A(\xi)$ is a normalization constant. Here, we have used the fact that given $\xi$, the momentum along the optimal path (zero-energy Hamiltonian) satisfies $p_{x}(x, \xi) = \ln[x\xi/f(x)]$, and the fixed point given noise magnitude $\xi$ satisfies the equation $f(x) = x\xi$ and is given by $x(\xi) = g(\xi)$.

To proceed, we rewrite the integral in Eq. (B7) as

$$P_{n} = \int_{-\infty}^{\infty} \frac{B}{\xi}e^{-N\Phi(x, \xi)}d\xi, \tag{B8}$$

where $B$ contains the preexponential factors including all normalization constants and

$$\Phi(x, \xi) = \int_{g(\xi)}^{x} \ln \frac{g(\xi)}{f(y)}dy + \frac{\xi - \ln\xi - 1}{V}, \tag{B9}$$

is the cost function that we need to optimize, see main text. Now, we use the fact that $N \gg 1$ and employ the saddle-point approximation. The saddle point is obtained at $\delta_{\xi}\Phi(x, \xi) = 0$, which yields the following algebraic equation

$$\frac{\partial\Phi}{\partial\xi} = \frac{x - g(\xi)}{\xi} + \frac{1}{V} - \frac{1}{V\xi} = 0, \tag{B10}$$

where we have used the Leibniz integral rule when differentiating Eq. (B9), and $g(\xi)$ is defined above. Solving the equation $V(x - g(\xi)) + \xi - 1 = 0$ for $\xi$ yields the optimal noise magnitude $\xi_{s}(x)$. Plugging $\xi_{s}(x)$ into $\Phi(x, \xi)$ we find the PDF in the adiabatic limit, which is given by Eq. (12) in the main text, where $\delta_{\xi}\Phi(x, \xi) = [1 - Vg'(\xi)]/(V\xi)$.

The variance of this PDF can be explicitly calculated. It is given by the second derivative of $\Phi(x, \xi = \xi_{s}(x))$ [Eq. (B9)] when plugging $\xi = \xi_{s}(x)$ with respect to $x$, evaluated at $x = x_{s}$.

$$N_{var}^{-1} = \left[ \frac{\partial^{2}\Phi(x, \xi = \xi_{s}(x))}{\partial x^{2}} \right]_{x=x_{s}}, \tag{B11}$$

where $x_{s}$ is the unperturbed fixed point (with $\xi = 1$) satisfying $x_{s} = f(x_{s})$. To carry out this calculation analytically we need to solve Eq. (B10) and find the optimal noise magnitude $\xi_{s}$. We recall that the variance is calculated in the vicinity of the unperturbed fixed point $x \simeq x_{s}$. Let us assume a-priori that $|\xi_{s}| - 1 \ll 1$ in the vicinity of $x \simeq x_{s}$. Then, we can expand $g(\xi)$ in the vicinity of $\xi = 1$, $g(\xi) \simeq g(1) + g'(1)(\xi - 1)$. However, since $g(1)$ is the solution of the equation $x_{s}f = f(x)$ at $\xi = 1$, we have $g(1) = x_{s}$. Therefore, we have

$$g(\xi) \simeq x_{s} + g'(1)(\xi - 1). \tag{B12}$$

Plugging this into Eq. (B10) we find

$$\xi_{s}(x) \simeq 1 + \frac{V(x - x_{s})}{Vg'(1) - 1}. \tag{B13}$$

This verifies our assumption that $|1 - \xi_{s}(x)| \ll 1$ as long as $x$ is in the close vicinity of $x_{s}$. Now, using Eqs. (B12) and (B13) in Eq. (B11), performing the differentiation, and evaluating the result at $x = x_{s}$, we find the observed variance to be

$$\sigma_{obs}^{2} = \frac{N_{s}[Vg'(1) - 1]^{2}}{[f(x_{s}) - 1][2Vg'(1) - 1] - V_{s}}, \tag{B14}$$

where we have used the fact that $x_{s} = f(x_{s})$. This expression can be further simplified if we recall that $g(\xi)$ satisfies $f[g(\xi)]/g(\xi) = \xi$. Differentiating this with respect to $\xi$, evaluating the result at $\xi = 1$, and using the
fact that \( g(1) = x_\ast \), we obtain \( g'(1) = x_\ast / |f'(x_\ast) - 1| \). Plugging this into Eq. (B14) we arrive at the final result

\[
\sigma_{\text{obs}}^2 = \frac{N x_\ast}{1 - f'(x_\ast)} \left[ 1 + \frac{V x_\ast}{1 - f'(x_\ast)} \right].
\]  

(B15)

Note, that throughout these calculations we have assumed that the mean of the PDF remains at \( x = x_\ast \), and calculated the variance accordingly. This assumption is accurate as long as the EN magnitude is not too strong, \( \sigma_{ex}^2 \ll 1 \), see Figure S3(c) and Figure S4 in [56], which is within the range of EN observed in biological systems.

Yet, for very strong EN, the mean of the PDF shifts to the right, due to the nonlinear dependence of the fixed point on the degradation rate, and due to the corresponding slowly-decreasing right tail of the protein PDF. We will now show this explicitly in the case of the unregulated gene, for which \( f(x) = 1 \). Let us assume \( \sigma_{ex} \equiv \mathcal{O}(1) \) such that \( V = N \sigma_{ex}^2 = \mathcal{O}(N) \gg 1 \). In this strong-EN regime, the PDF is approximately given by

\[
P(n) \approx C \sqrt{\frac{N}{n}} e^{\frac{n}{2} \left(1 - \frac{2}{3} \ln \frac{n}{N} \right)},
\]

where we have used Eqs. (12) and (13) in the main text, with \( g(\xi) = 1/\xi \) and \( \xi_\ast(x) \approx 1/x \), and \( C = (2\pi NV)^{-1/2} \).

In order to calculate the mean of this PDF we use the equality \( \langle n \rangle = \sum_n n P_n \). Doing so, and using the saddle point approximation, we find

\[
\langle n \rangle \approx N(1 + 3\sigma_{ex}^2/2).
\]

(B17)

This result for the PDF mean in the case of EN in the degradation rate agrees well with simulations, see Figure S3 and Figure S4 in [56].

**Appendix C: The case of EN in the production rate**

In this section we consider EN in the production rate rather than in the degradation rate. We show that while the resulting protein PDF in this case differs from the case of EN in the degradation rate, the variance of the PDF coincides in the two cases, in both the white- and adiabatic-EN limits.

We again consider EN with a negative binomial statistics and correlation time \( \tau_\epsilon \). Our starting point is the 2D Hamiltonian which encodes the stochastic dynamics of the protein of interest under the influence of EN. Here, instead of EN in the degradation rate we have EN in the production rate in the form \( f(x) \rightarrow \xi f(x) \), where \( \xi \) satisfies \( \langle \xi \rangle = 1 \), and fluctuates with negative binomial statistics. As a result, the Hamiltonian (8) in the case of EN in the degradation rate, gives way to

\[
H(x, p_x, \xi, p_\xi) = \frac{\xi}{\rho} f(x)(e^{p_x} - 1) + x(e^{-p_x} - 1) + \frac{1}{\beta \tau_\epsilon} \left[ \frac{1}{1 + \beta (1 - e^{p_\xi})} - 1 \right] + \frac{\xi}{\tau_\epsilon} (e^{-p_\xi} - 1),
\]

(C1)

where \( \xi \) and \( \rho \) are defined above. At this point, we can repeat the calculations done above for EN in the degradation rate. In the white noise limit we find the momentum to be

\[
p_x = \ln \left( \frac{V \tau_\epsilon f(x) - 1 + \sqrt{(V \tau_\epsilon f(x) - 1)^2 + 4V \tau_\epsilon x}}{2V \tau_\epsilon f(x)} \right),
\]

(C2)

from which the PDF can be calculated via Eq. (6), with \( S(x) = \int_x^\infty p(x')dx' \). This PDF does not coincide with the case of EN in the degradation rate [compare Eq. (C2) with Eq. (B14)], but for weak and moderate EN, the PDFs are indistinguishable, see Figure S3(a) in [56]. Differentiating the momentum with respect to \( x \) we find the observed variance to be

\[
\sigma_{\text{obs}}^2 = N[S''(x_\ast)]^{-1} = \frac{N x_\ast(1 + x_\ast V \tau_\epsilon)}{1 - f'(x_\ast)},
\]

(C3)

which coincides with the variance when EN is in the degradation rate.

In the adiabatic case, we again need to calculate the integral

\[
P_n \sim \int_{-\infty}^{\infty} \frac{B}{\xi} e^{-N\Phi(x, \xi)} d\xi,
\]

(C4)

where \( B \) contains the preexponential factors including all normalization constants. In this case, the cost function \( \Phi(x, \xi) \) takes the form

\[
\Phi(x, \xi) = \int_x^\infty \ln \frac{y}{x} f(y) dy + \frac{\xi x - 1}{V}, \xi \geq 1
\]

(C5)

Note, that the only difference between this equation and Eq. (B9) is that here \( \xi \) is in the denominator of the In function, instead of the numerator. In addition, in this case \( x = g(\xi) \) solves the equation \( \xi f(x) = x \). Now, we use the fact that \( N \gg 1 \) and solve the integral (C4) via the saddle-point approximation. The saddle point is obtained at \( \partial_\xi \Phi(x, \xi) = 0 \), which yields the following algebraic equation

\[
\frac{\partial \Phi}{\partial \xi} = \frac{g(\xi) - x}{\xi} + \frac{1}{V} - \frac{1}{V \xi} = 0.
\]

(C6)

Solving the equation \( V g(\xi) - x + 1 - 1 = 0 \) for \( \xi \) we find \( \xi_\ast(x) \), which allows finding the PDF according to Eq. (12), see Figure S3(b) in [56]. This figure emphasizes the lack of coincidence between the PDFs in the cases of adiabatic EN in the production and degradation rates.

The variance of this PDF is given by Eq. (B11), where \( x = x_\ast \) is the unperturbed fixed point satisfying \( x_\ast = f(x_\ast) \). To carry out this calculation analytically we need to solve Eq. (C6) and find the optimal noise magnitude \( \xi_\ast \). We recall that the variance is calculated in the vicinity of the fixed point \( x \approx x_\ast \). Assuming a-priori that \( |\xi - 1| \ll 1 \) in the vicinity of \( x \approx x_\ast \), we take Eq. (C6) and expand \( g(\xi) \) to first order in \( \xi \) around \( \xi = 1 \). By doing so, and using the fact that \( g(1) = x_\ast \), we have \( g(\xi) \approx x_\ast + g'(1)(\xi - 1) \), which yields

\[
\xi_\ast(x) \approx 1 + \frac{V(x - x_\ast)}{V g'(1) + 1}.
\]

(C7)
Indeed, we find that $|1 - \xi_4(x)| \ll 1$ as long as $x$ is in the close vicinity of $x_*$. Now, we plug $\Phi(x, \xi)$ from Eq. \eqref{Eq:2} and $\xi = \xi_4(x)$ from Eq. \eqref{Eq:4} into Eq. \eqref{Eq:1}. Performing the differentiation twice with respect to $x$, plugging $x = x_* = f(x_*)$, using the fact that $g(\xi)$ satisfies $f[g(\xi)]/g(\xi) = 1/\xi$, and evaluating the result at $\xi = 1$ which yields $g'(1) = 1 - f'(x_*)$, we find the observed variance to be

$$\sigma_{\text{obs}}^2 = \frac{N_{\xi_4}}{1 - f'(x_*)} \left[ 1 + \frac{V_{\xi_4}}{1 - f'(x_*)} \right]. \quad \text{(C8)}$$

This result coincides with the variance in the case of EN in the degradation rate, see Figure S3(d) in \cite{65}.

**Appendix D: The case of Ornstein-Uhlenbeck EN**

In this section we consider EN with different statistics. We take Ornstein-Uhlenbeck (OU) extrinsic noise with mean $\langle \xi(t) \rangle = 1$ and variance $\langle \xi(t)\xi(t') \rangle = \sigma_{\xi}^2 e^{-|t-t'|/\tau_c}$ with correlation time $\tau_c > 0$. Note that in our previous work \cite{48} on the self-regulating-gene model, we have already used the OU noise when modeling EN. Here we develop a different and more generic formalism allowing to go beyond the bifurcation limit done previously, and to treat EN of arbitrary strength. Notably, EN with such statistics can give rise to zero or even negative reaction rates for sufficiently strong EN, which can cause, e.g., the divergence of the mean \cite{69}. As a result, in our derivation below we implicitly assume that the noise statistics has a cutoff such that the reaction rates are always positive real numbers.

The OU process satisfies the following Langevin equation

$$\dot{\xi} = -(\xi - 1)/\tau_c + \sqrt{2\sigma_{\xi}^2/\tau_c} \eta(t), \quad \text{(D1)}$$

where $\eta(t)$ is white noise $\langle \eta(t)\eta(t') \rangle = \delta(t - t')$. Here $\eta(t)$ can be defined as the $d\xi \to 0$ limit of the temporally uncorrelated normal random variable with mean 0 and variance $1/dt$. The stationary statistics of this noise is $P(\xi) = 1/\sqrt{2\pi\sigma_{\xi}^2} e^{-(\xi-1)^2/(2\sigma_{\xi}^2)}$.

In order to go beyond the bifurcation limit \cite{48}, we are interested to describe the OU process via a discrete birth death process describable by a master equation. Defining $k \equiv K\xi$ as the noise “copy number” in the OU process where $K > 1$ is an arbitrary large number, the master equation describing the probability $P_k$ to find EN copy number $k$ satisfies:

$$\dot{P}_k = \lambda_k P_{k-1} + \nu_{k+1} P_{k+1} - (\lambda_k + \nu_k) P_k, \quad \text{(D2)}$$

Here $\lambda_k = 1/(2\tau_c)(2K^2\sigma_{\xi}^2 - k + K)$ and $\nu_k = 1/(2\tau_c)(2K^2\sigma_{\xi}^2 + k - K)$ are the birth and death rates, respectively. One can check that using these birth and death rates one recovers the Langevin equation for the EN “copy number” $\dot{k} = -k(\lambda_k + \nu_k)/\tau_c + 2K^2\sigma_{\xi}^2/\tau_c \eta(t)$, which corresponds to Eq. \eqref{Eq:1} with $\xi = k/K$.

To study the interplay between IN and EN, we combine the EN dynamics [Eq. \eqref{Eq:2}] with the underlying IN dynamics [Eq. \eqref{Eq:2}]. This yields a 2D master equation for the probability $P(n, k, t)$ to find protein copy number $n$ and noise copy number $k$, at time $t$. Similarly as in the case of negative binomial EN, using the WKB ansatz for the stationary PDF, $P_{n, k} \sim e^{-N S(n/N, k/N)}$, we arrive at a Hamilton-Jacobi equation $H = 0$ with a Hamiltonian

$$H^{(\text{OU})}(x, p_x, \xi, p_\xi) = f(x)(e^{p_x} - 1) + \frac{x\xi}{\rho} (e^{-p_x} - 1) + \frac{2\rho^2 V - \xi + \rho}{2\tau_c} (e^{p_\xi} - 1) + \frac{2\rho^2 V + \xi - \rho}{2\tau_c} (e^{-p_\xi} - 1), \quad \text{(D3)}$$

where as before $V = N\sigma_{\xi}^2$, $\xi = \rho S$ and $p_x = \partial_x S$, and $p_\xi = \partial_\xi S$ are the associated momenta. This Hamiltonian encodes the stochastic dynamics of the protein of interest when its degradation rate fluctuates with OU noise.

In order to proceed, we can write down the corresponding Hamilton equations

$$\dot{x} = f(x)(e^{p_x} - 1) + \frac{x\xi}{\rho} (e^{-p_x} - 1)$$

$$\dot{p}_x = -f'(x)(e^{p_x} - 1) - \frac{x\xi}{\rho} (e^{-p_x} - 1)$$

$$\dot{\xi} = \frac{e^{p_\xi}}{2\tau_c} (2\rho^2 V - \xi + \rho) - \frac{e^{-p_\xi}}{2\tau_c} (2\rho^2 V + \xi - \rho)$$

$$\dot{p}_\xi = \frac{1}{2\tau_c} (e^{p_\xi} - e^{-p_\xi}) - \frac{x\xi}{\rho} (e^{-p_x} - 1). \quad \text{(D4)}$$

Similarly as in the negative binomial case, in the white-noise limit, $\tau_c \ll 1$, the stationary PDF in Eq. \eqref{Eq:2} is $P_0(x, p_x) \sim e^{-S}_0 x^2$ and $P_{\xi, p_\xi} \sim e^{-\xi}$, with $e^\xi = 1 - 2(1 - e^{-p_\xi}) V x/\tau_c$. Note, that the value of $p_\xi^{\text{eff}} = O(\tau_c) \ll 1$ does not enter the equations for $\dot{x}$ and $\dot{p}_x$. Also, one can see that this result as well as the results below are independent of the arbitrary choice of $K$. Plugging this effective noise into the first of Hamilton equations \eqref{Eq:2} we arrive at an effective 1D white-noise Hamiltonian

$$H(x, p_x) = f(x)(e^{p_x} - 1) + x(1 - e^{-p_x} - 1)^2 V x/\tau_c, \quad \text{(D6)}$$

which coincides with Eq. \eqref{Eq:2}. As a result, in the white-noise limit the protein PDF under OU extrinsic noise coincides with the case of negative binomial EN. In particular, the variance in this case coincides with the variance in the adiabatic regime, $\tau_c \ll 1$, similarly as in the negative binomial case, we can use Eq. \eqref{Eq:2} with $P(\xi) = 1/\sqrt{2\pi\sigma_{\xi}^2} e^{-(\xi-1)^2/2(\sigma_{\xi}^2)}$, and $P(n|\xi) = A e^{-N f_0(x)} \ln \frac{1}{\tau_c} dy$, where $x = g(\xi)$ solves the equation...
\[ f(x) = x \xi. \] As a result, we arrive at Eq. (B8), where here, the cost function satisfies

\[
\Phi(x, \xi) = \int_{\frac{g(\xi)}{f(y)}}^x \ln \frac{y \xi}{f(y)} \, dy + \frac{(\xi - 1)^2}{2V}. \tag{D7}
\]

Now, we use the fact that \( N \gg 1 \) and solve the integral in Eq. (B8) via the saddle-point approximation. The saddle point is obtained at \( \partial \Phi(x, \xi) = 0 \). Using Eq. (D7), this yields the following algebraic equation

\[
\frac{\partial \Phi}{\partial \xi} = \frac{x - g(\xi)}{\xi} + \frac{\xi - 1}{V} = 0. \tag{D8}
\]

Solving the equation \( V[x - g(\xi)] + (\xi - 1) = 0 \) for \( \xi \) yields the optimal noise magnitude \( \xi_*(x) \). Using this result and Eq. (D7), we find the PDF according to Eq. (12) in the main text. Note, that the resulting PDF here differs from the negative binomial case, since the cost function in cases we apply a correction to the observed variance to account for the change in the IN. For example, \( \sigma_{obs}^2 = N(1 + V \tau) \) is corrected to

\[
\sigma_{obs}^2 = \frac{\mu_{obs}}{N} N \left( 1 + \frac{\mu_{obs}}{N} V \tau \right), \tag{E1}
\]

where \( \mu_{obs} \) is the mean observed from numerical simulations, and \( V = \frac{\mu_{obs}}{N} \). This result again coincides with the variance in the negative binomial case [Eq. (B15)]. This indicates that to determine the variance of the protein PDF under EN (in both the white- and adiabatic-noise limits), the complete statistics of the EN is less relevant. The only relevant parameter here is the width of the EN distribution, or its magnitude, given by the parameter \( \sigma_{ex} \).

**Appendix E: Correction of analytical variance using the numerical mean**

In cases where the EN magnitude is large, the mean of the distribution can shift, as discussed above. In these cases we apply a correction to the observed variance to account for the change in the IN. For example, \( \sigma_{obs}^2 = N(1 + V \tau) \) is corrected to

\[
\sigma_{obs}^2 = \frac{\mu_{obs}}{N} N \left( 1 + \frac{\mu_{obs}}{N} V \tau \right), \tag{E1}
\]

where \( \mu_{obs} \) is the mean observed from numerical simulations, and \( V = \frac{\mu_{obs}}{N} \). This result again coincides with the variance in the negative binomial case [Eq. (B15)]. This indicates that to determine the variance of the protein PDF under EN (in both the white- and adiabatic-noise limits), the complete statistics of the EN is less relevant. The only relevant parameter here is the width of the EN distribution, or its magnitude, given by the parameter \( \sigma_{ex} \).
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