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1. Introduction

Currently, one of the most important research problems in molecular biology and bioinformatics consists of finding out the mechanisms that govern the gene regulations, which are considered to play fundamental roles in the operation of all processes taking place in living cells. Learning the structure and machinery of gene regulations opens up the possibility for understanding and controlling the functioning of organisms at the molecular level, and for designing intelligent therapies and drugs. In a biological process such as cell cycle or environmental response, a gene’s product, the protein, can serve as a transcription factor of a target gene by binding to the target gene’s regulatory region on chromatin and affect its transcription. The protein can also influence another gene’s expression in subsequent stages, for example, through splicing or translation. Alternatively, these protein-gene relationships can be viewed as gene-gene interactions, and are modeled in general as genetic regulatory networks.

Recent years have witnessed a number of different frameworks for modeling genetic regulatory networks, ranging from fine-scale modeling at the molecular level in terms of partial differential equations and stochastic equations, to large scale modeling at the gene and protein-level in terms of Boolean and probabilistic Boolean networks, and (dynamic) Bayesian networks; see, for example, [1–6] and their toolboxes [7–9]. The small scale modeling techniques are used to capture the detailed biochemical aspects of molecular interactions and are in general very computational demanding. On the other side, the large-scale models provide a global vision of the interactions among the constituent elements of genetic regulatory networks and are generally represented in terms of graphs.

In the middle of 1990s, the birth of DNA microarrays equipped the industry with the capability to measure simultaneously the concentration of genome-wide mRNA expressions. The gene expression data produced thereafter by gene chips have attracted extensive research on the inference of genetic regulatory networks based on various network models [10–18]. There are two types of DNA microarray data sets: time series (or time dependent) and time independent (also called steady-state or single point time series) data sets. In general, the time-independent gene expression profiles are capable of recovering steady-state attractors, but fail to recover the direct and oriented (temporal regulating) relationships. On the other side, time...
series data sets can improve the inference greatly in contrast to time-independent data sets [13]. However, the financial costs, ethical concerns, and implementation issues prevent collecting beneficial time series data. Recent statistics show that about 70% of published data are time independent [19]. Therefore, the steady-state analysis is highly valuable despite the difficulty of making accurate inference of temporal relationships.

Inference of gene regulatory networks based solely on the information provided by microarray data is limited by a number of factors: number of available microarrays, quality of data samples, experimental noise, and errors (cross-hybridizations). It is also known that post-transcriptional modifications and transcripts that are present at low levels are generally not detectable by microarrays. Since the gene activity is measured by the mRNA level, the underlying assumption is that there is a significant correlation between the mRNA level and the amount of protein associated with mRNA. However, the magnitude of such a correlation varies significantly depending on the type of protein involved. Therefore, a combined approach which, besides gene expression data, exploits additional data sources is likely to enhance the inference process.

The advent of in vivo chromatin immunoprecipitation (ChIP) assays has enabled to test whether a protein acting as a transcription factor binds to a specific DNA segment. Hence, ChIP assays serve as a promising mechanism to examine the regulatory relationships. In ChIP experiments, the protein is immobilized on the chromatin, then the chromatin is broken into DNA fragments, and the DNA-protein complexes are immunoprecipitated by using antibodies corresponding to the tested protein. Afterwards the DNA bound by the protein in question can be isolated and identified by using a cDNA microarray chip. The whole process is also called a ChIP-chip experiment, and inherits several disadvantages. The protein to be tested has to possess a specific antibody, which might not be synthesized, discovered, or exist. In addition, the transcriptional regulation is a complex process that is expressed in several different aspects. The binding of the transcription factor to the promoter region of the target gene is the most pristine mode. Especially for eukaryotic organisms, some regulatory bindings take place at a region far away from the regulated gene. This fact makes the binding information questionable for determining the regulation relationships. Furthermore, the experimental results are represented by p-values and the determination of the binding relationship is achieved through threshold comparison. However, the selection of the p-value threshold introduces a dilemma. A high threshold not only identifies the most probable binding relationships but also might miss many true relationships with lower p-values, while a low threshold infers more relationships, among which more might be false alarms. A good tradeoff is not easy to make. Besides, the cost factor has also to be considered. Generally, ChIP-chip experiments are very expensive and testing thousands of proteins is not affordable.

A combination of both steady-state microarray data and ChIP-chip data might help in making more accurate inferences. Intuitively, these two different types of data complement the shortcomings of each other. This motivates us to propose a Bayesian approach to analyze jointly both data sets and to establish a confidence measure of gene interactions. The proposed scheme possesses six key features which make it different from the existing algorithms. First, gene expression data in steady-state are considered, while time course data are used in other works like [11, 13, 20]. Second, most of the current schemes recover a unique genetic network represented by a graph which best fits the observed data in a certain metric, while the proposed approach determines the posterior probabilities for all gene-pair interactions and avoids to make a dichotomous decision that classifies each gene interaction as being either connected or disconnected. The proposed approach can be easily transformed into a dichotomous scheme by only preserving the highly probable gene interactions. Third, the underlying structural model is assumed to be a directed cyclic graph, which allows cycles (feedback loops) and directed acyclic graphs are treated as special cases. This contrasts to Bayesian networks, which are directed acyclic graphs. Feedback loops are a common network motif in biological processes and their function is to yield the necessary redundancy and stability for the system [1]. Therefore, methods based on Bayesian networks, for example, [21–23], lose their validity in the inference of cyclic graphs. Fourth, the proposed approach assumes continuous-valued variables, and this prevents the information loss incurred by data quantization. This represents an advantage compared with the discrete-valued networks such as [21–23]. Fifth, the proposed connectivity score is oriented and has a very clear meaning, in the sense of posterior probabilities, while the existing scores based on the mutual information [14, 18, 24] are vague and lack orientation information. Sixth, in the proposed approach the system kinetics are assumed to be nonlinear, while linear models are commonly utilized for the purpose of simplification [12, 15]. Besides, the proposed scheme establishes a general framework whose components can be customized to fit the nature of the underlying biological system.

The rest of the paper is organized as follows. Section 2 discusses the graphical model and system dynamics that govern the genetic expressions. Section 3 translates the p-values of ChIP-chip experiments into regulation probabilities and formulates the inference algorithm through Bayesian analysis. In Section 4, the proposed algorithm and other three schemes are simulated on a set of artificial networks. Performance comparisons illustrate that the proposed algorithm exceeds in terms of several metrics. The robustness of kinetics model is also discussed via simulations. Realistic data sets are exploited in the proposed inference framework and a genetic network is presented to account for the genetic response to environmental changes. Finally, Section 5 concludes the paper with remarks on possible future works.

2. Methods

Genetic regulatory networks can be represented by a parameterized graph \((G, \Theta)\), where \(G\) and \(\Theta\) stand for the graph structure and parameter set, respectively. The graph structure qualitatively explains the direct gene interactions,
while the parameter set quantitatively describes the system kinetics.

### 2.1. Structural Model

The graph $G(V,E)$ is employed to map gene interactions at transcriptional level, where $V$ denotes the set of vertices (genes) and $E$ stands for the set of edges (regulation relationships). If gene $X$ regulates gene $Y$, graphically such a relation is represented in terms of an oriented edge $X \rightarrow Y$, where $X$ is a parent of $Y$ and $Y$ is considered a child of $X$. All genes that present incidence edges with gene $X$ represent the set of parental genes of $X$, and are compactly denoted in terms of the notation $\Pi_X$. If two genes $X$ and $Y$ interact with each other but the regulation orientation cannot be determined, an undirected edge is laid between the two genes as $X \sim Y$, which means both orientations are possible. A sequence of consecutive-oriented edges constitutes a directed path. If there is no directed path which starts and ends at the same vertex, in other words, the graph contains no loops, the graph is called a directed acyclic graph (DAG). DAGs lie at the basis of Bayesian networks, which are commonly employed to model causal relationships [25].

General directed graphs (with possibly cycles) will serve as our structural model since they are consistent with the features exhibited by biological systems, in which loops account for system redundancy and stability. Given the graph structure $G$, the parent set $\Pi$ is specified for any gene $X$. For conciseness, the subscript $X$ associated with some variables is omitted in the analysis procedure when the context has clearly specified the gene in question. Next, we discuss the system kinetics and parameters defined in $\Theta$.

### 2.2. System Kinetics

The system kinetics represents the dynamics that governs the gene mRNA concentrations in terms of gene-gene interactions. It can be modeled by a set of differential equations (DEs). A simplified form is a set of linear DEs. However, we accept the more complex model which was employed previously by [16, 17] since it is much more realistic and accounts for the expression saturation. Given a gene $X$, its parent set $\Pi$ can be further partitioned into two disjoint subsets: the activator set $A$ and the repressor set $R$, that is, $\Pi = A \cup R$ and $A \cap R = \phi$. The kinetics of gene $X$ can be explained by the following differential equation:

$$\frac{dx}{dt} = -\lambda x + \frac{\delta + \sum_{i=1}^{\vert A \vert} a_i^{\alpha_i}}{1 + \sum_{i=1}^{\vert A \vert} a_i^{\alpha_i} + \sum_{j=1}^{\vert R \vert} r_j^{\gamma_j}}$$

where $x$ is the concentration of gene $X$’s transcriptional product, namely, mRNA. In this paper, to simplify the exposition, the gene name and its expression are used interchangeably. The changing rate of gene $X$ is controlled by its activating and repressing parents, denoted individually by $a_i \in A$ and $r_j \in R$. $\alpha$ and $\gamma$ serve as the regulating factors corresponding to each activator and repressor. $\alpha$ and $\gamma$ assume positive values, and hence can be modeled by a gamma distribution with shape and scale parameters $(\kappa, \beta)$. Here we can unbiasedly assume that the activators and repressors share the same gamma distribution for their regulation factors. Other light-tail distributions, such as Weibull and lognormal distributions, could also be employed. However, since gamma distribution is popular in modeling the reaction rate or molecular concentration [26], the gamma distribution is chosen here. $\lambda$ stands for the gene degradation rate and the time scale can be properly chosen in order to normalize $\lambda$ to the unit value ($\lambda = 1$). $\delta$ represents the expression baseline rate, that is, the expression rate for $X$ when there is neither activator nor repressor regulating the target gene $X$. Suppose that $y$ represents the observation of $x$, then $y$ assumes the form $y = x + \varepsilon$, where $\varepsilon$ incorporates all noise sources and is modeled by an additive Gaussian random variable with zero mean and variance $\sigma^2$.

As the response to environmental changes or incitations, a mature biological system always converges to a certain steady-state, in which all genes stay in equilibrium and do not change their expressions. In this context, the periodic processes, for example, cell cycle and circadian rhythm, are excluded from our research interest. By setting $dx/dt = 0$ and $\lambda = 1$, the observation $y$ of the steady-state gene expression for gene $X$ can be expressed as

$$y = \frac{\delta + \sum_{i=1}^{\vert A \vert} a_i^{\alpha_i}}{1 + \sum_{i=1}^{\vert A \vert} a_i^{\alpha_i} + \sum_{j=1}^{\vert R \vert} r_j^{\gamma_j}} + \varepsilon.$$

Given a parent structure $\Pi$ for gene $X$, the parameters in $\Theta$ can be summarized as follows.

1. For each parent $\pi \in \Pi$, a binary variable is demanded to specify whether the parent is an activator or repressor, that is, $I_\pi(\pi)$, where $I$ is the indicator function and it assumes the value $1$ when $\pi \in A$, and $0$ otherwise. It can be modeled by a Bernoulli random variable with known success probability $\rho$.

2. For each activator $a \in A$ and repressor $r \in R$, it is assumed that the regulating factors $\alpha, \gamma \sim$ Gamma$(\kappa, \beta)$, where $\kappa, \beta$ are known.

3. The baseline parameter $\delta$ is usually known.

4. The noise $\varepsilon \sim N(0, \sigma^2)$, where $\sigma^2$ can be set to a specific value or estimated.

It is worth to note that the choice of nonlinear differential equation and parameter priors does not influence the flow of analysis. Our scheme stands for a general framework and the detailed parameters can be easily customized to fit different scenarios. There are various mathematical models for system kinetics, such as [27–29]. The kinetics in 1 is chosen as our dynamic model because it possesses the property of saturation, a key idea of Michaelis-Menten kinetics [29]. Besides, it is fairly simple and it also takes account of most other biological properties. Therefore, in the simulation of the real data set, we are assuming the proposed kinetics is true.

### 3. Inference Method

Consider a system composed of $n$ genes indexed by $\{1, 2, \ldots, n\}$. ChIP-chip experiments can be conducted to
examine whether gene $i$’s corresponding protein binds gene $j$’s regulatory region. Usually this regulatory sequence is a promoter region which is located within 600 base pairs upstream of the coding region of gene $j$. The experimental results are represented in terms of p-values. In the first step, it is necessary to translate the p-value $p$ into the probability of existence of a regulation relationship from gene $i$ to gene $j$, which is denoted as $\mathcal{P}(i \rightarrow j \mid p)$. This probability will act as the prior knowledge to integrate gene expression data.

### 3.1. Incorporating ChIP-Chip Data

The p-value is within the range of $[0, 1]$. After studying the properties of the microarray data, Allison proposed to exploit mixed Beta distribution to model the p-value [30]. If the transcription factor $i$ regulates gene $j$, it is assumed that the ChIP-chip experiment produces a p-value $p$ which conforms to a Beta distribution with parameters $(\phi, \zeta)$,

$$f(p \mid i \rightarrow j) = \frac{p^{\phi-1}(1-p)^{\zeta-1}}{B(\phi, \zeta)},$$

(3)

where $f(\cdot)$ stands for the probability density function and $B(\cdot, \cdot)$ represents the beta function. On the other hand, if $i$ does not regulate $j$, the p-value assumes a different Beta distribution with parameters $(\psi, \xi)$:

$$f(p \mid i \rightarrow j) = \frac{p^{\psi-1}(1-p)^{\xi-1}}{B(\psi, \xi)}.$$  

(4)

Based on the knowledge provided by established and verified genetic networks, one can infer a prior knowledge about the probability of connectivity between arbitrary genes, denoted as $\eta(i \rightarrow j)$, for all $i, j$. Such statistics regarding the network connectivity can be found in the open literature; for example, the data sets for yeast [31], and Drosophila [32]. By applying Bayes theorem, we obtain

$$\mathcal{P}(i \rightarrow j \mid p) = \frac{\eta B(\psi, \xi)p^{\psi-1}(1-p)^{\xi-1}}{\eta B(\psi, \xi)p^{\psi-1}(1-p)^{\xi-1} + (1 - \eta)B(\phi, \zeta)p^{\phi-1}(1-p)^{\zeta-1}}.$$  

(5)

For simplicity, a uniform distribution can be alternatively employed to account for the p-value when $i \rightarrow j$. In this case, $\psi = 1$, $\xi = 1$, and (5) takes the form

$$\mathcal{P}(i \rightarrow j \mid p) = \frac{\eta p^{\phi-1}(1-p)^{\zeta-1}}{\eta p^{\phi-1}(1-p)^{\zeta-1} + (1 - \eta)B(\phi, \zeta)}.$$  

(6)

The determination of $\phi$ and $\zeta$ depends on the experimental knowledge of the accuracy of selecting p-value thresholds. In the first step, a p-value threshold $p_i$ is imposed, then the validity of all bindings with p-values less than $p_i$ is corroborated by biological experiments. In this way, we can gain knowledge of the probability $\mathcal{P}(i \rightarrow j \mid p < p_i)$, which can be written in the form of

$$\mathcal{P}(i \rightarrow j \mid p < p_i) = \frac{\eta B(\psi, \xi)p^{\psi-1}(1-p)^{\xi-1}d\rho}{\eta B(\psi, \xi)p^{\psi-1}(1-p)^{\xi-1}d\rho + p_i(1 - \eta)B(\phi, \zeta)},$$  

(7)

Some works in the literature, for example, [33], have made the observation that at a p-value threshold of 0.001, the frequency of false positives is 6%-10%, that is, $\mathcal{P}(i \rightarrow j \mid p < p_i) \in [6\%, 10\%]$. Taking into account these special points, we can determine the pair $(\phi, \zeta)$ in a small range. In our case, $\phi = 0.1$ and $\zeta \approx 100$. Finally, a table can be set up to map the p-value into the edge existence probability, which can be computed only once. It is an overhead for the computational system but it does not assume much computational resource in the runtime.

### 3.2. Exploiting Steady-State Gene Expression Data

Assume that $m$ observations of expression vector are obtained and stored in matrix $D^{m \times m}$. Next, we develop a computational approach to establish the posterior probability of the regulation $i \rightarrow j$, that is, the probability of the existence of the edge $i \rightarrow j$, which is represented by $\mathcal{P}(i \rightarrow j \mid D, p)$. This posterior can be obtained through integration over the whole parental gene set and parameter space for gene $j$:

$$\mathcal{P}(i \rightarrow j \mid D, p) = \sum_{\Pi_j} \int_{\Theta_j} f(i \rightarrow j, \Pi_j, \Theta_j \mid D, p)d\Theta_j$$  

(8)

where the function $1_{\Pi_j}(i)$ is the indicator function, which takes 1 if $i \in \Pi_j$ and 0 otherwise. Applying Bayes theorem, $f(\Pi_j, \Theta_j \mid D, p)$ can be expressed as

$$f(\Pi_j, \Theta_j \mid D, p) = \frac{f(D \mid \Pi_j, \Theta_j, p)f(\Pi_j, \Theta_j \mid p)}{f(D \mid p)},$$  

(9)

$$= \frac{f(D \mid \Pi_j, \Theta_j)f(\Pi_j, \Theta_j \mid p)}{f(D)}$$  

$$= \frac{\sum_{\Pi_j} \int_{\Theta_j} f(D \mid \Pi_j, \Theta_j, p)f(\Pi_j, \Theta_j \mid p)d\Theta_j}{\sum_{\Pi_j} \int_{\Theta_j} f(D \mid \Pi_j, \Theta_j, p)f(\Pi_j, \Theta_j \mid p)d\Theta_j}.$$  

(10)
where $D_j$ denotes the observations of gene $X_j$, and $D_T$ represents the collection of all the observations pertaining to all genes excluding those of gene $X_j$. $f(\Pi, \Theta_j | p)$ denotes the probability density of the high-dimensional parental model given the observation of ChIP-chip data. $f(D_i | D_T, \Pi, \Theta_i)$ stands for the gene expression likelihood given the parental values and the graphical model. It is a Gaussian distribution with known variance and mean determined by the first part of (2). The second equality in (9) holds because we believe the ChIP-chip experiment and steady-state gene expression measurements are independent. By plugging (9) into (8), it can be inferred that

$$\mathcal{P}(i \rightarrow j | D, p) = \frac{\sum_{\Pi, \Theta_j} I_{\Pi, \Theta_j}(i) f(D_j | D_T, \Pi, \Theta_j) f(\Pi, \Theta_j | p) d\Theta_j}{\sum_{\Pi, \Theta_j} f(D_j | D_T, \Pi, \Theta_j) f(\Pi, \Theta_j | p) d\Theta_j}.$$  

(10)

The integrations at the numerator and denominator of (10) cannot be generally performed in a closed-form expression. However, the Monte Carlo methods enable to numerically evaluate the posterior probabilities. We can generate Monte Carlo samples based on the model probability density $f(\Pi, \Theta_j | p)$ and the integration can be obtained by averaging over these samples. Then the posterior probabilities can be estimated by

$$\mathcal{P}(i \rightarrow j | D, p) \approx \frac{\sum_{\Pi, \Theta_j} I_{\Pi, \Theta_j}(i) f(D_j | D_T, \Pi, \Theta_j) f(\Pi, \Theta_j | p)}{\sum_{\Pi, \Theta_j} f(D_j | D_T, \Pi, \Theta_j) f(\Pi, \Theta_j | p)}.$$  

(11)

Assuming that the selection of a parent as an activator is performed in an independent manner, and that the selection of the regulation factor value is also performed independently, the model probability density $f(\Pi, \Theta_j | p)$ can be further expanded by using the chain rule

$$f(\Pi, \Theta_j | p) = f(\Theta_j | \Pi) \mathcal{P}(\Pi | p)$$

$$= \prod_{i=1}^{A} [(\rho f(\alpha_i)) \prod_{j=1}^{R} \{(1 - \rho) f(y_j)\}] \mathcal{P}(\Pi | p).$$  

(12)

Equation (12) conveys the idea that the random samples of graphical models can be sequentially created and processed. First the network structure is created based on the binding probability of gene regulation obtained in the ChIP-chip experiment, then each parent is randomly assigned to represent an activator or repressor, and finally regulation factors are generated.

3.3. Algorithm Formulation

Our computational procedure can be briefly formulated in terms of Algorithm 1, where the Matlab coding convention is used to write the pseudocode. There exist $n$ genes in the system. An $n \times n$ matrix is created to represent the p-values produced in the ChIP-chip experiment. We collect $m$ steady-state gene expression samples. The output entry $C_{ij}$ stands for $\mathcal{P}(i \rightarrow j | D, p)$, and $M$ denotes the number of Monte-Carlo iterations. Lines 1 and 2 deal with the ChIP-chip experimental data and translate p-values into the binding probabilities by using (5). The results are stored in matrix $B$. Lines 3 and 4 perform the preprocessing of the gene expression data. Let $Y_{(1)}, Y_{(2)}, Y_{(3)}, \ldots, Y_{(m-2)}, Y_{(m-1)}, Y_{(m)}$ be the values of a specific gene expression in ascending order. The smallest two values, $Y_{(1)}, Y_{(2)}$, and the largest two values, $Y_{(m-1)}, Y_{(m)}$, are treated as outliers and discarded. The dynamic range is defined as $R = Y_{(m-2)} - Y_{(3)}$. The gene expressions are normalized as follows: the smallest two samples are assigned the null value and the largest two samples are assigned the unit value; the intermediary samples $Y_{(i)}$ are normalized as $(Y_{(i)} - Y_{(3)})/R$; if there is a missing sample, it is recovered through interpolation by gene’s mean expression. Lines 12 through 16 implement the numerator of (11), and Line 17 computes the denominator of (11).

The algorithm can be easily reorganized into a parallel form so that we can exploit efficiently the distributed computational resources. The entries of output matrix $C$ represent the posterior probabilities of regulation relationships between any two genes. It is directional (asymmetrical), and it possesses a clear probabilistic meaning compared with other vague connectivity metrics, for example, mutual information. It grants the biologist the flexibility first to examine the most significant interactions, then to proceed with less evidenced edges. Therefore, it is advantageous relative to a purely dichotomous scheme, in which genes are treated as being either connected or disconnected. A probability threshold can be imposed to change the algorithm into a dichotomous classifier. Since the posterior probability has a universal meaning, this threshold can be easily selected, usually within the range of [0.3–0.9]. A tradeoff has also to be made for different performance metrics.

4. Results

The simulation consists of two parts. In the first part, artificial networks are created and the performance of the proposed algorithm is compared with other representative algorithms available in the literature, namely the relevance network (RN) method [14], Chow-Liu algorithm [24], and ARACNE [18]. In the second part, the algorithm is tested on the real *Saccharomyces cerevisiae* (budding yeast) data set and a biologically meaningful genetic network is inferred for the genetic response to environmental changes.

4.1. Simulation on Artificial Networks

The proposed algorithm is compared with other three algorithms to evaluate its capability of recovering genetic networks based on gene expression data alone. The relevance network (RN) model [14] represents a robust inference method based on gene expression profiles. In the first step, it computes the mutual information between any two genes $X$ and $Y$, denoted as $I(X; Y)$. Then it suggests two genes $X$ and $Y$ to be relevant if their mutual information assumes a larger
value than a prespecified threshold and it lays down an undirected edge as X-Y. Hence, RN measures the significance of gene interactions in terms of mutual information between the gene expressions and produces an undirected cyclic graph. Chow-Liu algorithm [24] approaches the inference problem by finding the maximum spanning tree in which the edge weights stand for the mutual information. However, it loses validity if the underlying model is a cyclic graph. In addition, when the graph is densely connected, this scheme might falsely miss too many edges. ARACNE algorithm [18] exploits the data processing inequality (DPI). It starts with a fully connected graph and a predefined mutual information threshold. Whenever the mutual information between two genes X and Y, that is, I(X;Y), is less than a threshold, it disconnects the two genes. Next, in the preliminary graph if there exists Z so that I(X;Y) < min(I(X;Z),I(Y;Z)), then it disconnects X and Y. In our simulations, we resort to an efficient Matlab toolbox [34] to estimate the mutual information.

4.1.1. Performance Definition

Before making performance comparisons, we define inference errors and performance metrics. Because RN, Chow-Liu, and ARACNE algorithms all construct undirected graphs, we have to disregard the orientation information inferred by the proposed algorithm. The synthetic and inferred graphs are represented by G(V,E) and \( \hat{G}(V, \hat{E}) \), respectively. The two graphs share the same set of vertices but differ in the set of edges.

There are two types of inference errors. The type-1 errors are false positives (FP) and are also called false alarms. If the inference algorithm determines an interaction for two vertices X and Y in the inferred graph, denoted as X-Y \( \in \hat{E} \), but there is no such edge in the synthetic graph, that is, X-Y \( \notin E \), then an FP is produced. The number of FPs, represented by \( N_{FP} \), can be counted as follows:

\[
N_{FP} = \sum_{X,Y} \left( (X-Y \in \hat{E}) \cap (X-Y \notin E) \right),
\]

where \( \cap \) stands for the logic and operator. The type-2 errors are false negatives (FN) and also named misses. If the inference does not discover the connectivity X-Y which resides in the synthetic network, an FN is generated. The number of FNs, depicted by \( N_{FN} \), is obtained by

\[
N_{FN} = \sum_{X,Y} \left( (X-Y \in E) \cap (X-Y \notin \hat{E}) \right).
\]

Correct inference can also be divided into two categories. If X-Y \( \in \hat{E} \) and X-Y \( \in E \), the correctness is defined as a true positive (TP). Its summation, annotated by \( N_{TP} \), is

\[
N_{TP} = \sum_{X,Y} \left( (X-Y \in \hat{E}) \cap (X-Y \in E) \right).
\]

On the other hand, if X-Y \( \notin \hat{E} \) and X-Y \( \notin E \), this correctness is called a true negative (TN). The number of TNs, represented by \( N_{TN} \), is defined as follows:

\[
N_{TN} = \sum_{X,Y} \left( (X-Y \notin \hat{E}) \cap (X-Y \notin E) \right).
\]
Different performance metrics are proposed in the literature. Three most popular of them are considered here. The first metric, referred to as the Hamming distance, is the summation of all the inference errors and is given by

\[
\text{Hamming distance} = N_{TP} + N_{FN}. \tag{17}
\]

The Hamming distance is widely accepted as a good measure of the distance between two graphs.

The second metric is called the sensitivity, and is defined as

\[
\text{Sensitivity} = \frac{N_{TP}}{N_{TP} + N_{FN}}. \tag{18}
\]

The sensitivity describes the inference algorithm ability to identify the regulation relationships among genes. The third metric is called the specificity, and it assumes the form

\[
\text{Specificity} = \frac{N_{TN}}{N_{TN} + N_{FP}}. \tag{19}
\]

The specificity represents the inference algorithm's capability to avoid falsely connecting two unrelated genes.

### 4.1.2. Simulation on the Proposed Kinetics

A set of artificial networks are created based on the system dynamic equation (1). Each network has 30 vertices and 60 oriented edges. Such a network scale is selected for the consideration of the computational resources and the biological network that we are going to infer. The steady-state data are sampled by emulating the gene knockout experiment. A gene’s expression is mandatorily forced to 0 while all other genes are free to change their expressions. The initial values of the system are randomly generated. When the system converges to the equilibrium, a Gaussian noise \(N(0, 0.03)\) is added and a few samples are obtained. All genes are shut down one by one. An extra in silico experiment is performed and no genes are shut down. These samples correspond to the wild type strain.

Different numbers of steady-state samples were generated based on the adopted system kinetics. The transcription factor is assumed to be an activator or repressor with equal probability, that is, \(\rho = 0.5\). The baseline parameter \(\delta = 0.5\) and the gamma parameters of regulation factors are \((\kappa = 16, \beta = 0.0625)\) so that the regulation factor has a unit mean. Chow-Liu algorithm creates a spanning tree; therefore, it preserves only 29 edges, while the original synthetic network possesses 30 vertices and 60 edges. In order to make comparisons, we tune the parameters for the other three schemes so that the number of inferred edges is around 30. For the RN method, we keep the 30 edges with the highest mutual information. For ARACNE, the mutual information threshold is adjusted. In our proposed algorithm, the posterior probability thresholds are changed in the range of \([0.3, 0.9]\) so that approximately 30 edges are obtained. It has to be noted that RN, ARACNE, and Chow-Liu algorithms only preserve interactions but disregard the interaction orientation. Therefore, in order to make consistent comparisons, we have to sacrifice the orientation information offered by the proposed algorithm. Besides, these three schemes have no capability of processing ChIP-chip data. Therefore, we have to configure the proposed algorithm such that any two nodes are associated with a small prior probability of connection \((0.1)\). This reflects the fact that the connection between two arbitrary nodes in the graph is very unlikely, but not impossible. This also exemplifies how the algorithm works in the absence of the ChIP-chip data.

Figure 1(a) compares the performance in terms of Hamming distance for the four schemes assuming different sample sizes. The proposed method provides much better inference accuracy because it achieves the lowest Hamming distance. Larger sample size rewards a better inference precision. Chow-Liu’s algorithm and ARACNE do not perform well. This can be attributed to the assumption of the network. Our synthetic networks actually are cyclic networks in order to reflect the real world scenario. However, cycles in the network ruin the inference precisions of Chow-Liu and ARACNE. Figure 1(c) illustrates the impact of sample size on the sensitivity. The proposed scheme outperforms the other three schemes. The sensitivities of all algorithms are less than 0.5. This is mainly due to the constraint that we pose on the number of inferred edges, that is, 30 edges. If we relax the posterior probability threshold, the sensitivity will be improved by sacrificing the specificity. Figure 1(e) depicts specificity for all schemes. All of them have high specificities, which are all greater than 0.90. The proposed scheme still exceeds. This high specificity is mainly due to the stringent constraint posed on the number of inferred edges. When considering the orientation of the edges, we find that 90% true positives inferred by the proposed algorithm are actually oriented correctly. This represents a big advantage of the proposed algorithm compared with the other three schemes.

### 4.1.3. Robustness of Inference

In the previous simulations, the proposed inference algorithm assumes the system dynamic as depicted by (1). Actually, for different biological processes, there exist various mathematical models which achieve tradeoffs between the sophistication of the underlying molecular reaction and the simplification of the formula description (see [27, 29] for model comparisons). Savageau [28] proposed an alternative mathematical model to account for the gene control and various forms of coupling among elementary gene circuits. This model can be denoted as

\[
\frac{dx}{dt} = \lambda_{A} \prod_{i=1}^{[A]} a_{i}^{n_{i}} - \lambda_{R} \prod_{j=1}^{[R]} r_{j}^{p_{j}}, \tag{20}
\]

where two new symbols \(\lambda_{A}\) and \(\lambda_{R}\) are activation and degradation coefficients and all other symbols share the same meanings as in (1).

Although the proposed inference framework can “plug and play” with different models, it is still necessary to
Figure 1: Performance comparison in terms of Hamming distance, sensitivity and specificity. Figures in the left column illustrate results based on the same kinetics model employed in both data synthesization and network inference, while figures in the right column represent results based on different kinetics models employed in the simulation process. The Monte Carlo iterations are fixed at 1,000,000 for the proposed algorithm. Thresholds for different algorithms are selected to produce around 30 inferred edges.
examine its robustness against the underlying model. We evaluate this model dependence by the following steps: configure the model as 13 and create a set of synthetic data, then apply the proposed algorithm based on the dynamic equation (1), finally determine the performance metrics for different algorithms and compare the results with those in the previous section.

The simulation results are plotted in Figures 1(b), 1(d), and 1(f). Each figure corresponds to a different performance metric. All algorithms exhibit different values for performance values. This shows that the inference is dependent on the particular data sets and their underlying model. Compared with other three schemes, the proposed algorithm still achieves good performance in terms of three metrics. However, the advantage of the proposed algorithm are not significant now. ARACNE, Chow-Liu, and relevance method do not degenerate much. This attributes mainly to the nonparametric property of these three schemes. The persistent good performance of the proposed algorithm is due to the fact that both dynamic models have to convey the basic properties of the gene interaction kinetics, such as the activation and repression effects and the coupling of the circuitry.

4.2. Simulation on Saccharomyces Cerevisiae Data Sets

Saccharomyces cerevisiae (yeast) has been extensively studied in the literature of molecular biology because it is a unicellular eukaryotic organism, which shares similar cell structure with plants and animals. Also, yeast presents a short life cycle, which makes the experiments to be easily conducted. Lee et al. [33] performed the ChIP-chip experiment, in which 141 transcription factors were tested for binding intergenetic regions corresponding to 6270 genes. The gene expression data were published by Maimone et al. [35], who created promoter shut-off strains for 2/3 of all essential genes. The data set contains 215 steady-state cDNA microarray samples. The model parameters are assumed the same as artificial networks.

The intracellular signalling pathway in response to environmental changes has been conserved through evolution. Therefore, a study of this biological subsystem on the Saccharomyces cerevisiae might help to decipher the cell survival mechanism of other organisms. We select 30 genes which are annotated to participate in the stress response process. The given ChIP-chip experiment did not provide full prior knowledge between any two genes (nodes in the graph). We believe that, among these genes, there are some genes whose protein products may also serve as transcription factors. Therefore, if the binding between two genes was not tested in the ChIP-chip experiment, a small probability value 0.1 is assigned as the prior knowledge. The proposed inference algorithm leads to the genetic network illustrated in Figure 2.

The inferred genetic regulatory network shows strong proneness toward a scale-free network instead of a random network. Some genes possess especially high degree of connectivity. Three hub genes CIN5, HSF1, MSN4 already connect with more than 60% of all selected genes. Each of them has a connectivity degree not less than 8 while on average each gene in the network is connected with no more than 4 genes. These hub genes constitute the backbone of the network and they are potential control targets. This scale-free property is advantageous in maintaining the system robustness because a failure in one subsystem will not be propagated to the whole body.

Multiple works, for example [36], have identified MSN4 and MSN2 as two of the most important genes in the response to environmental changes. A recent work [37] recognized the functionality of another crucial gene HSF1, which is a heat shock transcription factor and functions in a different domain than the one corresponding to MSN2/4. Our inferred network confers this experimental result by showing that HSF1 and MSN2/4 regulate different set of genes except a weak connectivity between HSF1 and MSN4. MSN2/4 are not conserved in humans, while HSF genes have been preserved for various organisms such as Drosophila melanogaster, chickens, and mammals. Therefore, a study of the HSF1 pathway opens up the possibility of understanding the mechanism that governs the survival of normal cells under austere conditions.

CIN5 (YAP4) and YAP6 are two genes that play key roles in controlling the resistance to drugs, for example, cisplatin [38]. CAD1 (YAP2), CIN5, YAP1, and YAP6 share a structure motif called basic leucine zipper (bZIP) and they are located closely in the network. However, they are not neighboring the other two bZIP genes: YAP5 and YAP7. It is hypothesized that although they have similar molecular structures, their biological functionalities are in distinct domains.

Several edges, discovered by imposing a stringent p-value threshold 0.001 to the location data, were persevered in our inferred network. Actually, these connections constitute a small portion of the proposed network, and they are CIN5→MSN1, CIN5→YAP6, CIN5→ROX1, YAP1→YAP6, MAC1→CUP9, CUP9→YAP6, and HAL9→MSN4. Various evidences are found to corroborate the recovered interactions, which can not be obtained by employing a stringent p-value for the location data. For example, YAP5 is recovered to directly regulate STE50. This regulation relationship has also been reported in the work of Horak [39]. The relationship between MSN2 and SCH9 is studied in [40] in the context of extending the life span.

It is worthwhile to note that gene expression data mainly provide statistical relationships among genes, while location data offer physical binding interactions at the molecular level. By combining the two data sources, we are aiming to refine the inferred network to be biologically more meaningful. However, it also runs at a risk of confusing statistical regulatory relationships with real binding interactions. When such a case occurs, the proposed algorithm is capable of constraining the interacting genes within the same biological process and common functional relationships. A related discussion about the meaning of inferred network can also be found in [41].
5. Conclusions

A novel algorithm is proposed to recover the genetic regulatory networks in the light of knowledge of transcriptional kinetics, ChIP-chip, and gene microarray data. The analysis is based on the Bayesian methodology and Monte Carlo techniques. The proposed scheme is useful to compensate the shortcomings of the utilization of only one data set alone. Our in silico experiments corroborate that the algorithm outperforms in specificity, sensitivity and Hamming distance relative to three state-of-the-art schemes. A budding yeast genetic regulatory network is proposed to account for the stress response.

There are possible extensions to our current scheme. An analysis of the error estimation is desired for the Monte Carlo simulation in order to determine the appropriate number of iterations. Several other knowledge sources are to be integrated into the current framework. For example protein-protein interactions are useful to identify binding regulations. Genome sequencing data have been utilized to find regulatory motifs. Protein structure knowledge can be exploited to categorize the proteins and find similar functionality. A cross-species research is also highly desirable since similar regulation mechanisms are expected to be conserved. If a gene is conserved in both humans and mice, then the knowledge of the gene pathway in the mouse will be an excellent reference for the study of human genetic diseases. We expect a global distributed framework, in which each data source acts as a separate component and its absence does not interfere with the whole computational process.
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Radio resource management (RRM) techniques (such as admission control, scheduling, sub-carrier allocation, channel assignment, power allocation, and rate control) are essential for maximizing the resource utilization and providing quality of service (QoS) in wireless networks.

In many cases, the performance metrics (e.g., overall throughput) can be optimized if opportunistic algorithms are employed. However, opportunistic RRM techniques always favor advantaged users who have good channel conditions and/or low interference levels. The problem becomes even worse when the wireless terminals have low mobility since the channel conditions become slowly varying (or even static), which might lead to long-term unfairness. The problem of fair resource allocation is more challenging in multi-hop wireless networks (e.g., mesh and multihop cellular networks).

The performance fairness can be introduced as one of the QoS requirements (e.g., as a condition on the minimum throughput per user). Fair RRM schemes might penalize advantaged users; hence, there should be a tradeoff between the overall system performance and the fairness requirements.

We are soliciting high-quality unpublished research papers addressing the problem of fairness of RRM techniques in wireless communication systems. Topics include (but are not limited to):

- Fairness of scheduling schemes in wireless networks
- Tradeoff between maximizing the overall throughput and achieving throughput fairness
- RRM fairness: problem definition and solution techniques
- Fairness performance in emerging wireless systems (WiMAX, ad hoc networks, mesh networks, etc.)
- Cross-layer RRM design with fairness
- Short-term and long-term fairness requirements
- Adaptive RRM to support fairness
- Fairness in cooperative wireless communications
- Issues and approaches for achieving fairness in multi-hop wireless networks

Authors should follow the EURASIP Journal on Wireless Communications and Networking manuscript format described at the journal site http://www.hindawi.com/journals/wcn/. Prospective authors should submit an electronic copy of their complete manuscript through the journal Manuscript Tracking System at http://mts.hindawi.com/, according to the following timetable:
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Special Issue on
Cooperative Communications in Wireless Networks

Call for Papers

Next generation wireless networks will go beyond the point-to-point or point-to-multipoint paradigms of classical cellular networks. They will be based on complex interactions, where the involved nodes cooperate with one another in order to improve the performance of their own communication and that of the global network. Cooperative communications based on relaying nodes have emerged as a promising approach to increase spectral and power efficiency, network coverage, and reduce outage probability. Similarly to multiantenna transceivers, relays provide diversity by creating multiple replicas of the signal of interest. By properly coordinating different spatially distributed nodes in a wireless system, one can effectively synthesize a virtual antenna array that emulates the operation of a multiantenna transceiver.

The demand for new generation wireless networks has spurred a vibrant flurry of research on cooperative communications during the last few years. Nevertheless, many aspects of cooperative communications are open problems. Furthermore, most of the cooperative systems proposed so far are based on ideal assumptions, such as unfeasible synchronization constraints between the relay nodes or the availability of perfect channel state information at the resource allocation unit. There is a need for research on practical ways of realizing cooperative schemes based on realistic assumptions.

The objective of this special issue is to contribute to this twofold objective: to advance in the understanding of cooperative transmission and to explore practical limitations of realistic cooperative systems. Topics of interest for this special issue include:

- Information theoretic aspects of cooperative diversity
- Finite-SNR and asymptotic (diversity/multiplexing) performance analysis
- Scaling laws for cooperative networks
- Relaying strategies and protocols
- Relay selection and resource allocation
- Design of space-time codes for cooperative scenarios
- Randomized space-time codes for cooperative relaying
- Cooperative communications in multihop wireless networks
- Effects of partial and incomplete channel state information in cooperative systems
- Robust designs
- Practical issues in cooperation strategies for mobile ad hoc and sensor networks
- Synchronization in cooperative communications: effects and countermeasures
- Asynchronous designs
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Call for Papers

Biometrics, a digital recognition technology that relies on highly distinctive physical and physiological characteristics of an individual, is potentially a powerful and reliable method for personal authentication. The increasing importance of biometrics is underscored by the rapidly growing number of educational and research activities devoted to this field; and by a large number of annually organized conferences and symposia exclusively devoted to biometrics. Biometrics is a multidisciplinary field with researchers from signal processing, pattern recognition, computer vision, and statistics. Recently, a number of new important directions have been identified for biometric research, including processing and encoding of nonideal data, biometrics at a distance, and data quality assessment. Problems in nonideal biometric data include off-angle, occluded, blurred, and noisy images. Biometrics at a distance is concerned with recognition from video or snapshots of a biometric sample captured from a noncooperative moving individual. The goal of this special issue is to focus on recent advances in signal processing of biometric data that allow improved recognition performance through novel restoration, processing, and encoding; matching techniques capable of dealing with complexity and distortions in data acquired from a distance; recognition from biometric data acquired from unconstrained environments or complex experimental set ups; and the characterization of quality and its relationship with performance.

Topics of interest include, but are not limited to:

- Biometric-based recognition under unconstrained presentation and/or complex environment using the following:
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  - Iris
  - Fingerprint
  - Voice
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  - Soft biometrics
- Multimodal biometric recognition using nonideal data
- Biometric image/signal quality assessment:
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  - Iris
  - Fingerprint
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  - Soft biometrics
- Biometric security and privacy
  - Liveness detection
  - Encryption
  - Cancelable biometrics

The special issue will focus both on the development and comparison of novel signal/image processing approaches and on their expanding range of applications.
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We are particularly interested in contributions, which elucidate the relationship between structure or dynamics of biological networks and biological function. This relationship may be observed on different scales, for example, on a global scale, or on the level of subnetworks or motifs.

Several levels exist on which to relate biological function to network structure. Given molecular biological interactions, networks may be analysed with respect to their structural and dynamical patterns, which are associated with phenotypes of interest. On the other hand, experimental profiles (e.g., time series, disturbances) can be used to reverse engineer network structures based on a model of the underlying functional network.

Is it possible to detect the interesting features with the current methods? And how is our picture of the relationship between network structure and biological function affected by the choice of methods?

Perspectives both from simulation approaches as well as the evaluation of experimental data and combinations thereof are welcome and will be integrated within this special issue.

Authors should follow the EURASIP Journal on Bioinformatics and Systems Biology manuscript format described at the journal site http://www.hindawi.com/journals/bsb/. Prospective authors should submit an electronic copy of their complete manuscript through the journal Manuscript Tracking System at http://mts.hindawi.com/, according to the following timetable:

| Manuscript Due | June 1, 2008 |
|----------------|-------------|
| First Round of Reviews | September 1, 2008 |
| Publication Date | December 1, 2008 |

Guest Editors

M. Steinfath, Institute for Biochemistry and Biology, University of Potsdam, Germany; steinfath@mpimp-golm.mpg.de

D. Repsilber, AG Biomathematics & Bioinformatics, Genetics and Biometry and Genetics Section, Research Institute for the Biology of Farm Animals, Dummerstorf, Germany; repsilber@fbn-dummerstorf.de

J. Selbig, Bioinformatics Chair, Institute for Biochemistry and Biology, University of Potsdam, Germany; selbig@mpimp-golm.mpg.de
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The capabilities of robots and autonomous systems have increased dramatically over the past years. This success story partly depends on advances in signal processing which provide appropriate and efficient analysis of sensor data and enable autonomy. A key element of the transition of signal processing output to its exploitation inside robots and autonomous systems is the way uncertainty is managed: uncertainty originating from insufficient sensor data, uncertainty about effects of future autonomous actions and, in the case of distributed sensors and actuators (like for a team of robots), uncertainty about communication lines. The aim of this special issue is to focus on recent developments that allow passing this transition path successfully, showing either where signal processing is used in robotics and autonomy or where robotics and autonomy had special demands that had not been fulfilled by signal processing before.

Topics of interest include, but are not limited to:

- Autonomous navigation:
  - Outdoor navigation using geo-information and dedicated indoor navigation solutions
  - Collision avoidance/sense and avoid
  - Dynamic feature maps, and simultaneous localization and mapping (SLAM)

- Path planning:
  - Proactive, based on open-loop optimization
  - Reactive, based on adaptive control or model predictive control (MPC)
  - Probabilistic approaches for maximizing the expected future information

- Exploration:
  - Networked teams of robots
  - Sensor networks which mix static sensors with autonomous moving ones
  - Distributed algorithms and communication aspects

The special issue will focus on the one hand on the development and comparison of algorithmic approaches and on the other hand on their currently ever-widening range of applications in any platform: underwater, surface, ground, and airborne. Special interest lies in probabilistic approaches and setups of distributed sensors and actuators.

Authors should follow the EURASIP Journal on Advances in Signal Processing manuscript format described at http://www.hindawi.com/journals/asp/. Prospective authors should submit an electronic copy of their complete manuscript through the journal Manuscript Tracking System at http://mts.hindawi.com/, according to the following timetable:

| Manuscript Due       | August 1, 2008 |
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| First Round of Reviews | November 1, 2008 |
| Publication Date     | February 1, 2009 |
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Special Issue on Social Image and Video Content Analysis

Call for Papers

The performance of image and video analysis algorithms for content understanding has improved considerably over the last decade and their practical applications are already appearing in large-scale professional multimedia databases. However, the emergence and growing popularity of social networks and Web 2.0 applications, coupled with the ubiquity of affordable media capture, has recently stimulated huge growth in the amount of personal content available. This content brings very different challenges compared to professionally authored content: it is unstructured (i.e., it needs not conform to a generally accepted high-level syntax), typically complementary sources are available when it is captured or published, and it features the $user-in-the-loop$ at all stages of the content life-cycle (capture, editing, publishing, and sharing). To date, user provided metadata, tagging, rating and so on are typically used to index content in such environments. Automated analysis has not been widely deployed yet, as research is needed to adapt existing approaches to address these new challenges.

Research directions such as multimodal fusion, collaborative computing, using location or acquisition metadata, personal and social context, tags, and other contextual information, are currently being explored in such environments. As the Web has become a massive source of multimedia content, the research community responded by developing automated methods that collect and organize ground truth collections of content, vocabularies, and so on, and similar initiatives are now required for social content. The challenge will be to demonstrate that such methods can provide a more powerful experience for the user, generate awareness, and pave the way for innovative future applications.

This issue calls for high quality, original contributions focusing on image and video analysis in large scale, distributed, social networking, and web environments. We particularly welcome papers that explore information fusion, collaborative techniques, or context analysis.

Topics of interest include, but are not limited to:

- Image and video analysis using acquisition, location, and contextual metadata
- Using collection contextual cues to constrain segmentation and classification
- Fusion of textual, audio, and numeric data in visual content analysis
- Knowledge-driven analysis and reasoning in social network environments
- Classification, structuring, and abstraction of large-scale, heterogeneous visual content
- Multimodal person detection and behavior analysis for individuals and groups
- Collaborative visual content annotation and ground truth generation using analysis tools
- User profile modeling in social network environments and personalized visual search
- Visual content analysis employing social interaction and community behavior models
- Using folksonomies, tagging, and social navigation for visual analysis

Authors should follow the EURASIP Journal on Image and Video Processing manuscript format described at http://www.hindawi.com/journals/ivp/. Prospective authors should submit an electronic copy of their complete manuscripts through the journal Manuscript Tracking System at http://mts.hindawi.com/, according to the following timetable:
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Guest Editors

Yannis Avrithis, National Technical University of Athens, Athens, Greece; iavr@image.ntua.gr
Yiannis Kompatsiaris, Informatics and Telematics Institute, Thermi-Thessaloniki, Greece; ikom@iti.gr
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