Effect of Design Parameters on the Internal Steam Reforming of Methane in Solid Oxide Fuel Cell Systems
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Abstract: The operation of solid oxide fuel cell systems with the internal steam reforming of methane over supported nickel catalysts is studied. A mathematical model including heterogeneous chemistry, electro-chemistry, mass transport, and porous media transport is developed to explore the thermal energy coupling between the steam reforming and the electrochemical reactions, independent of the geometrical structure. The role of catalyst activity, inlet temperature, current density, and operating pressure in the system behavior is evaluated. A sensitivity analysis is also performed for different design parameters. The effect of flow configuration on the operation of the system is analyzed and compared based on multiple performance criteria. It is shown that the internal steam reforming within the fuel cell system can result in an overall auto-thermal operation which increases efficiency and simplifies the design process. However, a local cooling effect may occur close to the entrance of the reformer. The use of less active catalysts can cause the slippage of the methane. To reduce both the overall temperature increase across the fuel cell and the local cooling caused by the endothermic steam reforming reactions, increasing the operating pressure is found to be an effective approach. High system efficiency is obtained with increasing the operating pressure or decreasing the current density. The more efficient system is found for a co-flow configuration, while significant temperature gradients near the entrance of the reformer are not desirable for ceramic solid oxide fuel cell systems.
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1. Introduction

Fuel cells are energy conversion systems that produce electricity directly from a gaseous fuel by electrochemical combination of the fuel with an oxidant. Fuel cells have many advantages compared to conventional electric power generation systems, such as environmental compatibility and high conversion efficiency [1]. Fuel cells have recently attracted increasing interest due to their potential for use in stationary and distributed electric power stations as well as in transportation applications [2]. At this stage, six types of fuel cells, i.e., the alkaline fuel cell (AFC), the phosphoric acid fuel cell (PAFC), the solid acid fuel cell (SAFC), the molten carbonate fuel cell (MCFC), the proton exchange membrane fuel cell (PEMFC), the direct methanol fuel cell (DMFC), and the solid oxide fuel cell (SOFC) have been mainly developed [3]. These fuel cells are characterized by the electrolyte used, which in turn determines the operating temperature [4].

Solid oxide fuel cells have recently emerged as a serious high temperature fuel cell technology. They promise to be extremely useful in large, high-power applications such as full-scale industrial stations and large-scale electricity-generating stations. Solid oxide fuel cells can also be used in motor vehicles [5]. A solid oxide fuel cell system usually utilizes a solid ceramic as the electrolyte and operates at extremely high temperatures. This high operating temperature allows internal reforming, promotes rapid electro-catalysis with non-precious metals, and produces high quality byproduct heat for co-generation. Efficiencies for this type of fuel cell can reach up to 70% with an additional 20% as heat recovery. Solid oxide fuel cells are best suited for provision of power in utility applications due to the significant time required to reach operating temperatures [6].

Solid oxide fuel cells have the promise to improve conversion efficiency, with a clean energy producing
technology. These systems have exceptional potential for use as electric power generation systems due to their high energy conversion efficiency [7]. In addition, solid oxide fuel cells have many advantages such as long-term stability, simplicity of system design, and fuel flexibility. Furthermore, the exhaust heat can be used as a heat source for a variety of processes, with a relatively low cost. This together with the possibility of utilizing the remaining energy in a bottoming cycle for electric power generation causes a further increase in the overall energy conversion efficiency. The pressurized solid oxide fuel cell can be used to replace combustors in gas and steam turbines [8]. Such integrated solid oxide fuel cell-combustion turbine power systems are expected to reach very high energy conversion efficiencies. The high energy conversion efficiency will contribute to reduce or control carbon dioxide emissions. On the other hand, the largest disadvantage of these systems is the high operating temperature, causing longer start-up times as well as chemical and mechanical compatibility issues.

Most fuel cells require the conversion of the primary fuel into a hydrogen-rich gas. This can be achieved either directly in the fuel cell, causing higher overall energy conversion efficiency, or indirectly in fuel processing systems where the hydrocarbon feed is converted in an external catalytic steam reformer or a partial oxidation reactor [9]. The former approach is particularly relevant for solid oxide fuel cells, as these systems operate at very high temperatures to allow for the highly endothermic steam reforming reactions. Direct and indirect internal reforming solid oxide fuel cells are two possible approaches. In the former approach, methane is fed directly into the fuel cell and the steam reforming takes place directly on the anode [10]. In the latter approach, the reformer section is separate but adjacent to the anode of the fuel cell and in close thermal contact with it [11]. A potential problem within these systems is the mismatch between the thermal load associated with the rate of steam reforming reactions at typical operating temperatures of solid oxide fuel cells and the local amount of heat available from the reactions of solid oxide fuel cells [12]. This is caused by the inherent kinetics of the steam reforming reactions being extremely rapid relative to those of solid oxide fuel cells, due to the high nickel content. Under these conditions, significant local cooling can occur, causing thermally induced fractures of the ceramic components [13]. Therefore, within these systems, only a small fraction of the available steam reforming catalyst activity is required [14].

In this study, a steady-state model of an annular design of an indirect internal reforming solid oxide fuel cell is developed to explore the thermal energy coupling between the steam reforming and the electrochemical reactions. The effects of catalyst activity, fuel inlet temperature, current density, and operating pressure on the system behavior are studied. Comparisons with the co-flow configuration are also made. The objective of this study is to model a coupled steam reformer-solid oxide fuel cell system. Of special interest in this study is to explore how different catalyst activities, operating pressures, and flow configuration can affect the operation of solid oxide fuel cell systems.

2. Modeling Approach

Figure 1. Nominal geometry for a tubular solid oxide fuel cell.

A solid oxide fuel cell essentially consists of two porous electrodes separated by a dense, oxygen ion conducting electrolyte. Solid oxide fuel cells in several different designs have been studied. These designs include planar and tubular geometries. The materials for fuel cell components in these different designs are either the same or very similar in nature. Figure 1 shows the nominal geometry for a tubular solid oxide fuel cell. In this design, the fuel cell components are deposited in the form of thin layers on a ceramic cathode tube. The materials for different fuel cell components have been selected based on the following criteria: (a) suitable electrical conducting properties required of different fuel cell components to perform their intended fuel cell functions; (b) adequate chemical and structural stability at high temperatures during fuel cell operation as well as during fuel cell fabrication; (c) minimal reactivity and inter-diffusion among different fuel cell components; (d) matching thermal expansion among different fuel cell components.

2.1. Geometric Model

Figure 2 shows the schematic diagram of an indirect internal reforming solid oxide fuel cell.

Figure 2. Schematic diagram of an indirect internal reforming solid oxide fuel cell. The design of the planar fuel cell is the typical sandwich geometry employed in this study. The solid oxide fuel cell model presented here consists of two coupled chemical processes. A steam
reforming reactor model is coupled with that of the solid oxide fuel cell. For the solid oxide fuel cell, several configurations are possible. The model studied here is based on a simple, generic annular design. In this design, the anode, electrolyte, and cathode layers are constructed around a tubular packed-bed steam reforming reactor. The fuel is first fed to the inner steam reform reactor in which the exit gases are then fed to the fuel cell anode. On the outer side, air is fed to the cathode of the solid oxide fuel cell. Counter-flow of fuel and air in the solid oxide fuel cell is employed in this study. This is denominated by a counter-flow configuration, despite the fact that a co-flow design is also feasible. This approach is a first step towards the development of reliable models for indirect internal steam reforming in more complex solid oxide fuel cell geometries. A supported nickel catalyst is considered in this study. The electrodes and electrolyte are ceramic materials. The major electrochemical reaction is the oxidation of fuel. A two-dimensional numerical model is developed, incorporated with heterogeneous chemistry, electro-chemistry, mass transport, and porous media transport.

2.2. Channel Flow

The two-dimensional thermal-fluid model is developed to study the coupled heat/mass transport and electrochemical reaction within the system. The quasi-two-dimensional counter-flow planar model solves for the gas channels by assuming plug flow [15]. The axial diffusion can be ignored, compared to the axial convective transport. The radial variation in species composition can be ignored, since the diffusive mixing is assumed to be predominant. The plug flow assumption is adequate to represent species transport within the system, since the channel dimensions considered in this study are quite small. Consequently, the model has no radial meshing, but a fixed number of cells/nodes in the axial direction. This obviously tends to affect the accuracy of the computed solution. The plug flow equation for species continuity in the channels can be written as

$$\frac{\partial (\rho_i Y_i)}{\partial t} = -\frac{\partial (\rho_i u_i Y_i)}{\partial z} + \frac{P}{A_i} J_{W_k}^i, \quad k = 1, \ldots, K_g. \quad (1)$$

The flow velocity in the channel can be computed from

$$\frac{\partial (\rho_i u_i)}{\partial t} = -\frac{\partial (\rho_i u_i v_i)}{\partial z} + \sum_{k=1}^{K_g} \frac{P}{A_i} J_{W_k}^i. \quad (2)$$

In the above equations, $\rho_i$ is the fluid density, $Y_i$ is the mass fraction of species $k$, $t$ is the time, $v_i$ is the flow velocity, $z$ is the axial position, $P_e$ is the perimeter associated with the electrochemically active membrane electrode assembly (MEA), $A_i$ is the cross-sectional area of the channel, $J_{W_k}$ is the flux at the electrode channel interface, $W_k$ is the species molecular weight, and $K_g$ is the number of gas-phase species. A constant pressure is assumed within the system, and thus the density is computed from the ideal gas law and can be described by the following relationship:

$$p = \frac{\rho_i RT}{W} \quad \text{and} \quad \bar{W} = \sum_{k=1}^{K_g} X_k W_k. \quad (3)$$

Here, $p$ is the pressure of the gas, $R$ is the ideal gas constant, $T$ is the absolute temperature of the gas, and $X_k$ is the mole fraction of species $k$. The flux at the electrode channel interface is computed using the dusty-gas model (DGM), which is a transport model describing the motion of fluid mixtures through porous media. These species molar fluxes depend on the local current density $i(z)$ and the heterogeneous chemistry within the porous-electrode structure. The one-dimensional electrochemical model does not solve for species transport in the gas channels.

2.3. Porous Media Transport

Since the electrode thickness is much smaller than its length, namely, due to geometrical considerations, the reaction-diffusion equation for species transport in the electrodes is solved one-dimensionally along its thickness, transverse to the direction of axial flow in the channel for the quasi-two-dimensional model in the counter-flow configuration. The one-dimensional electrochemical button cell model solves the governing equations along its discretized axisymmetric line. The transient form of the equation can be written as

$$\frac{\partial (\phi_i Y_i)}{\partial t} = \frac{\partial (J_{W_k}^i)}{\partial y} + \delta W A_i, \quad k = 1, \ldots, K_g. \quad (4)$$

The total density of the fluid within the porous structure can be computed from

$$\frac{\partial (\phi_i)}{\partial t} = -\sum_{k=1}^{K_g} \frac{\partial (J_{W_k}^i)}{\partial y} + \sum_{k=1}^{K_g} \delta W_i A_k. \quad (5)$$

In the above equations, $\phi$ is the porosity, $\delta_i$ is the heterogeneous molar production rate of the chemical species $k$, $y$ is the independent spatial variable along the thickness, and $A_i$ is the specific catalyst area available for surface reactions. The species molar flux $J_{W_k}$ in the porous bed is evaluated using the dusty-gas model equation as described below

$$J_k = \left[ \sum_{i=1}^{K_g} D_{W_k}^{DGM} \nabla X_i + \sum_{i=1}^{K_g} \frac{D_{W_k}^{DGM}}{D_{W_k}^{Kn}} \frac{X_i}{\mu} \right] B_k \nabla \phi \cdot \nabla p. \quad (6)$$

Here, $D_{W_k}^{DGM}$ is the diffusion coefficients of the dusty-gas model, $[X]$ denotes the concentration of the gas, $D_{W_k}^{Kn}$ is the effective binary diffusion, $B_k$ is the absolute permeability, and $\mu$ is the viscosity of the gas. The dusty-gas model is written as an implicit relationship between the molar fluxes, concentration gradients, pressure gradients, binary diffusion coefficients and Knudsen diffusion coefficients. It neglects the effect of thermo-diffusion and external forces. The porous medium is assumed to be a stationary component of the
mixture where the Chapman-Enskog kinetic theory is used to estimate the binary diffusivities, while the pressure variations are proportional to the variations in gas concentrations. The equimolar counter diffusion assumption is no longer valid, since the flux ratios among gas species become complicated for multi-component systems. In this scenario, the dusty-gas model is recommended, over the Stefan-Maxwell model (SMM) or the Fick’s model (FM) to represent porous media transport, to resolve flux ratios using Graham’s law of diffusion in parallel with fluxes occurring due to electrochemistry [16]. This justifies the usage of the dusty-gas model, despite its computational expense. The first term on the right-hand side of the above equation represents the diffusive flux and the second term represents the viscous flux. \( D_{kl}^{DGM} \) is defined as the diffusion coefficients of the dusty-gas model and is formulated as

\[
JD_{kl}^{DGM} = H^{-1}. \tag{7}
\]

Here, the elements of the \( H \) matrix can be written as

\[
h_{kl} = \frac{1}{D_{kl,kp}} + \sum_{j \neq k} X_j \frac{\delta_k}{D_{kj,lp}} + (\delta_{kk} - 1) \frac{X_k}{D_{kk}}. \tag{8}
\]

The permeability \( B_g \) is given by the Kozeny-Carman equation:

\[
B_g = \frac{\phi^2 d_p^2}{72 \pi (1 - \phi)^2}. \tag{9}
\]

In the above equations, \( D_{kl,kp} \) is the effective Knudsen diffusion coefficient of species \( k \), \( \delta \) is the Kronecker delta symbol, \( d_p \) is the average diameter of particles, and \( \tau \) is the tortuosity. The effective Knudsen diffusion \( D_{kl,kp} \) is obtained from the self-diffusion coefficient derived from the kinetic theory of gases:

\[
D_{kl,kp} = \frac{\phi d_p^2}{\tau} \frac{8RT}{\pi \omega_k}. \tag{10}
\]

Here, \( d_p \) is the pore diameter. The effective Knudsen diffusion is highly dependent on the pore diameter, species molecular mass and temperature. The computed solution of the reaction-diffusion equation requires the boundary conditions at the electrode-electrolyte and electrode-gas chamber interfaces, as well as the reaction source terms \( \delta_k \). At the electrode-electrolyte interface, the chemical species fluxes are zero, while at the electrode-gas chamber interface, the inlet mass fractions serve as the boundary condition. The electrochemical reaction source terms enter as fluxes at the electrode-electrolyte interface.

### 2.4. Electrochemistry

A triple phase boundary (TPB) is the basically interfaces formed by the gas-phase, the electrolyte, and the electro-catalyst boundaries, and can be thought of as the active areas of the fuel cell. At this boundary, the charge transfer chemistry occurs. The electrochemical reactions that fuel cells use to produce electricity occur at the triple phase boundary. In this study, only the charge transfer occurring at the electrode-electrolyte interface, i.e., interfacial charge transfer, is taken into account, while the charge transfer across the utilization region of the electrodes, i.e., distributed charge transfer, is not taken into account. The net current density, with respect to electrochemically active species - water/hydrogen and carbon dioxide/carbon monoxide, is computed as the normalized sum of currents - \( i_{H2} \) and \( i_{CO} \) through two parallel pathways of charge transfer. Here, symbols with the subscript ‘H2’ correspond to the pathway involving water electrolysis, while those with the subscript ‘CO’ correspond to the accompanying parallel pathway involving carbon dioxide electrolysis. The two analogous electro-chemical reactions normalize to a single value of current density through the charge and mass conservation equations. The potential balance equation in each pathway is formulated after taking into account all the irreversibility (resistances) that occurs during operation and is related to the current density by

\[
E_{cell} = E_{rev,H2} + \eta_a(i_{H2}) + \eta_c(i_{H2}) + \eta_{ohm}(i_{H2}) + \eta_{conc}(i_{H2}) \tag{11}
\]

\[
E_{cell} = E_{rev,CO} + \eta_a(i_{CO}) + \eta_c(i_{CO}) + \eta_{ohm}(i_{CO}) + \eta_{conc}(i_{CO}) \tag{12}
\]

In the above equations, \( E_{cell} \) is the cell potential, i.e., electromotive force (EMF), at the temperature of interest, \( E_{rev} \) is the reversible potential between the electrode and the electrolyte, \( \eta_a \) and \( \eta_c \) are the activation over-potentials at the anode and cathode respectively, \( \eta_{ohm} \) is the ohmic over-potential, and \( \eta_{conc} \) is the concentration over-potential. The concentration over-potential is not treated explicitly as porous media transport is modeled in detail, i.e., the reversible potential is computed using gas-phase concentrations at the electrode-electrolyte interface. \( E_{rev} \) is the reversible potential, which is the maximum possible potential that can be derived from a fuel cell operating reversibly and can be obtained from the Nernst equation:

\[
E_{rev,H2} = E_{H2}^\theta + \frac{RT}{2F} \ln \left( \frac{p_{H2} \cdot p_{O2,a}^{0.5}}{p_{H2,OC}} \right) \tag{13}
\]

\[
E_{rev,CO} = E_{CO}^\theta + \frac{RT}{2F} \ln \left( \frac{p_{CO,OC} \cdot p_{O2,a}^{0.5}}{p_{CO,OC}} \right) \tag{14}
\]

Here, \( E^\theta \) is the standard cell potential, i.e., the electromotive force at standard pressure, \( p_i \) represents the partial pressures of hydrogen, water, carbon monoxide, carbon dioxide at the cathode triple phase boundary, as well as oxygen at the anode triple phase boundary. The temperature dependent \( E^\theta \) is computed from thermodynamic data. The
ohmic over-potential is given by
\[ \eta_{ohm} = i R_{ohm}. \]  

(15)

Here, the total charge transfer resistance \( R_{tot} \) can be written as
\[ R_{tot} = R_e + R_i + R_{LSM} + R_{YSZ}. \]  

(16)

The magnitudes of these resistances are highly dependent on the structure of the porous electrode as well as the type of material used [17]. In modern fuel cells, the contact resistances between solid-solid interfaces \( R_e \) and the electronic resistances of both electrodes \( R_{LSM} \) and \( R_{YSZ} \) can be ignored, compared to the ionic resistance of the electrolyte \( R_i \), which is given by
\[ R_i = \frac{l}{\sigma_e}. \]  

(17)

Here, \( l \) is the thickness of the electrolyte, and \( \sigma_e \) is the conductivity of an electrolyte solution, which varies as a strong function of the operating temperature as
\[ \sigma_e = \sigma_{e0} T^{-1} \exp \left( -\frac{E_{act}}{RT} \right). \]  

(18)

Here, \( E_{act} \) is the activation energy for ion transport and \( \sigma_{e0} \) is the pre-exponential factor [18]. The modified Butler-Volmer (B-V) equation is employed to describe the functional relationship between the activation losses and current density by considering the rate-limiting step among elementary charge transfer pathways. The electrochemical reduction of water is written as follows [19]:
\[ i_{el} = i_{e0,\mu} \left[ \exp \left( \frac{(1 + \beta_e) F \eta}{RT} \right) - \exp \left( -\frac{\beta_e F \eta}{RT} \right) \right]. \]  

(19)

The modified Butler-Volmer equation, also known as Erdey-Grüz-Volmer equation, for the electrochemical reduction of carbon dioxide can be written as follows [20]:
\[ i_{CO} = i_{e0,\gamma} \left[ \exp \left( \frac{\beta_\gamma F \eta}{RT} \right) - \exp \left( -\frac{(1 + \beta_\gamma) F \eta}{RT} \right) \right]. \]  

(20)

For the oxygen electrode, the Butler-Volmer equation for oxygen production can be described as follows [21]:
\[ i_o = i_{o0} \left[ \exp \left( \frac{\beta_\theta F \eta}{RT} \right) - \exp \left( -\frac{\beta_\theta F \eta}{RT} \right) \right]. \]  

(21)

Here, \( i_o \) denotes the electrode current density, \( i_{o0} \) is the exchange current density, \( \beta_\theta \) is the asymmetric charge transfer coefficient, which is a dimensionless parameter and is considered to be the fraction of the change in polarization that causes a change in the reaction rate constant, \( F \) is the Faraday constant, i.e., the number of coulombs per mole of electrons, and \( \eta \) is the activation over-potential. The subscript index \( i \) denotes either hydrogen or carbon monoxide, as the above equation involves two anode activation over-potentials for each charge transfer pathway, based on the type of electrolysis. The exchange current density is expressed as a function of temperature, and partial pressure of products and reactants participating in the charge transfer chemistry, although it makes more physical sense to express it as a function of the surface coverage of electrochemically active species and the open surface coverage. An Arrhenius expression is employed to describe the temperature dependence of exchange current density in the form of \( i_{el}^* \), which can be written as
\[ i_{el}^* = k_e \exp \left( \frac{E_{act}}{RT} \right). \]  

(22)

Here, the subscript index \( i \) refers to either oxygen, carbon dioxide, or water. A factor \( \gamma \) is introduced to normalize the net current density and account for the relative percentages of water and carbon dioxide at the electrode-electrolyte interface. Due to the fact that the sites at the triple phase boundary are shared by both water and carbon dioxide. Therefore, the net current density is defined as follows:
\[ i = i_{el} + i_{CO} = \gamma i_{el} + (1 - \gamma) i_{CO} \]  

and \( \gamma = \frac{Y_{H2O}^{TPB}}{Y_{H2O}^{TPB} + Y_{CO2}^{TPB}}. \]  

(23)

Here, \( \gamma \) is the normalization factor for current density. This normalization factor approach has been proved and validated [22]. However, it is independent of certain factors affecting the triple phase boundary such as the fraction overlap between these particles, ratio of ionic to electronic particles, volume fraction of these constituents, foreign impurities in the triple phase boundary, co-ordination number of ionic and electronic particles, and degradation effects the over supported nickel catalysts.

2.5. Thermo-Catalytic Chemistry

For the \( i^{th} \) thermo-catalytic reaction in the cathode, a modified Arrhenius expression is employed to compute the forward reaction rate constant, based on the mean field theory. The forward reaction rate constant is expressed as follows:
\[ k_{fi} = A_i \left( \frac{T}{T_0} \right)^{\beta_i} \exp \left( -\frac{E_{act,fi}}{RT} \right) \prod_{k=1}^{K_i} \theta_k \exp \left( -\frac{e_k \theta_k}{RT} \right). \]  

(24)

Here, \( A_i \) is the pre-exponential factor, \( E_{act,fi} \) is the activation energy, \( \beta_i \) is the temperature exponent, \( \theta_k \) is the surface coverage, \( \mu_k \) and \( e_k \) are parameters modeling the order and activation energy dependency on the surface coverage for the \( i^{th} \) reaction, \( K_i \) is the number of surface species. The temporal variations of surface coverage \( \theta_k \) can be described as follows:
\[
\frac{d\theta_i}{dt} = \frac{\dot{s}_i}{\Gamma}, \quad k = K_g + 1, \ldots, K_g + K_s. \tag{25}
\]

Here, \(\sigma_i\) is the co-ordination number, i.e., the number of sites required for a species for adsorption, and \(\Gamma\) is the density of the surface site. In this study, the density of the surface site is considered as \(2.66 \times 10^9\) mol·cm\(^{-2}\). In addition, \(\dot{s}_i\) is the surface production rate of species \(k\), which is expressed as follows:

\[
\dot{s}_i = \sum_{j=1}^{K_s} v_{ij} k_j \prod_{k=1}^{\nu'} \left[ X_k \right]_r. \tag{26}
\]

Here, \(K_s\) is the number of surface reactions, \(v_{ij}\) the difference in stoichiometric coefficients of products and reactants, \([X_k]_r\) denotes the concentration of species \(k\), and \(v'\) are the stoichiometric coefficients of the reactants. At steady state, the surface production rate is zero for the surface species, implying no variation in surface coverage with the time (although varying spatially).

While conventional methane steam reforming has been widely studied, there is only a small amount of data available for the kinetics of steam reforming in the anodes of solid oxide fuel cells. The detailed multi-step heterogeneous reaction mechanism proposed by Maier et al. [23] takes into account the adsorption/desorption of hydrogen, oxygen, methane, carbon monoxide, carbon dioxide and water from the surface of nickel-based catalysts. It also contains the methanation reactions, water-gas shift reaction, dry reforming, partial oxidation, steam reforming, formation of carbon monolayer, and total oxidation of methane. It has been made thermodynamically consistent in the development of surface reaction mechanisms, and is able to properly describe the steam reforming of methane over the supported nickel catalysts for a wide range of ratio of steam to methane and temperature [24]. Furthermore, the applicability of the heterogeneous reaction mechanism has been validated and tested with the experimental data obtained from the steam reforming of methane over nickel/alumina monoliths, and with additional data from the literature [25].

2.6. Computational Scheme

The governing equations vary based on the geometric configuration. The planar configuration solves the governing equations employed in the model, while the one-dimensional electrochemical button cell model solves the governing equations along its discretized axisymmetric line. In the former model, the porous media is resolved along its thickness for every axial node in the channel. However, the one-dimensional model does not solve for gas flow in the channels. Both the models solve for the reaction-diffusion equation along the discretized porous media, whose molar flux is computed using the dusty-gas model, with the provision of two boundary conditions. The first boundary condition at the electrode-gas chamber interface is given by the mass fractions in the gas channel. The second boundary condition equates to species fluxes that are computed based on the local current density at the electrode-electrolyte interface. Time integration of the one-dimensional electrochemical button cell model is performed, until steady state, to yield species mass fractions in the porous media. Consequently, at the electrode-electrolyte interface, the molar fluxes of the electrochemically active species can be specified as follows:

\[
J_{\text{H}_2 \text{O}} = -J_{\text{H}_2} = \frac{I_{\text{H}_2}}{2F}, \quad J_{\text{CO}_2} = -J_{\text{CO}} = \frac{I_{\text{CO}}}{2F}, \quad J_{\text{O}_2} = \frac{(I_{\text{H}_2} + I_{\text{CO}})}{4F}. \tag{27}
\]

A system of coupled non-linear equations can be treated as a differential-algebraic system mathematically, and can be solved using the finite-volume method. To solve these equations, they are first cast in finite-volume form. The cathode is discretized into 60 cells along its thickness and the anode is discretized into 18 cells. For the model, a marching algorithm is employed, beginning from the channel inlet and marching in \(z\) toward the channel exit. Because of strong coupling and potentially stiff chemistry through the thickness of the membrane-electrode assembly in the \(y\) direction, an implicit algorithm is used. The fluxes are defined at the cell faces, while all other properties are defined at the cell centers. The reaction rates are computed at constant fuel inlet temperature, since isothermal operating conditions are assumed. The equation system is solved using the differential algebraic equation (DAE) solver LIMEX [26]. In order to obtain the current density in each of the parallel electrochemical reaction pathways, a damped Newton iteration algorithm is employed to solve the system of algebraic model equations. The software is written in FORTRAN and is a part of the software package DETCHEM™ [27].

![Figure 3. Effect of current density on the fuel cell voltage.](image)
10-15 µm, 10-15 µm, and 15-20 µm, respectively. The inlet flow rate of pure oxygen to the LSM/YSZ electrode is 20 liters per hour for all experiments. Planar Ni/YSZ supported solid-oxide fuel cells of $5 \times 5 \text{cm}^2$, with an active electrode area of $4 \times 4 \text{cm}^2$, are used in the experiments. The NiO in the Ni/YSZ electrode is reduced to nickel with hydrogen at 1288 K, at start-up. The ceramic cell housing is used for fuel cell performance testing. The current collection is achieved using a nickel-grid and nickel-foam at the fuel electrode, while a platinum-grid is used at the air electrode. Gas inlets and outlets are symmetrical. As a result, the electrochemically active membrane electrode assembly may be tested in both co-flow and counter-flow configurations. It should be noted that the model validation is performed using experimental data that are obtained with the former configuration. The sealing of the fuel chamber relies on the smooth surfaces of the electrolyte layer and adjacent alumina frames. The air chamber is not sealed, but is always swept with 500 sccm (standard-state cubic centimeter per minute) air. A thermocouple is inserted through a drilled hole in the anode frame, and is located at about 5 mm under the central point of the fuel cell. Therefore, the fuel cell temperature is obtained, which is usually different from the oven temperature. A bubbler humidifier is used to supply steam to the fuel cell. The polarization curves ($i-V$ curves) are recorded by ramping the current through the cell at 5 A per minute from $i = 0$ A. The fuel cell voltage is measured at 1128 K with an inlet gas composition of 25% water: 25% carbon dioxide: 25% carbon monoxide: 25% argon to the Ni/YSZ electrode. Computations are performed using the button cell model. A leakage over-potential is considered in each of the potential balance, and is formulated as

$$\eta_{\text{leak}} = \eta_{\text{leak,max}} \left(1 - \frac{i}{i_{\text{max}}} \right).$$

(28)

Here, $i_{\text{max}}$ is the maximum current density and a fit parameter. Additionally, $\eta_{\text{leak,max}} = 0.02 \text{ V}$ and $i_{\text{max}} = 1.0 \text{ A/cm}^2$ are used. The computed values of area-specific resistance at 1.1 V are 0.287 $\Omega/\text{cm}^2$ at 1128 K. The values of area-specific resistance correspond to the case where $\eta_{\text{leak,max}} = 0.02 \text{ V}$. Electrochemical input parameters are determined, through model validation, by making individual fits for varying compositions of water-hydrogen and carbon dioxide-carbon monoxide at 1128 K. After calibration, the model is then validated for water-carbon dioxide-hydrogen-carbon monoxide mixtures. It is important to note that micro-structural properties are assumed to be within a realistic range due to their unavailability. Figure 3 shows the effect of current density on the fuel cell voltage. A good agreement between the numerical results and the experimental data is obtained.

### 3. Results and Discussion

The above two-dimensional numerical model is employed to simulate composition, temperature, and relevant electrochemical variables within the reformer and the solid oxide fuel cell, and their response to changes in the design parameters.

#### 3.1. Base Case

To study the effect of the various design parameters, a base case needs to be defined. For this base case, the diameter of the steam reformer is 4.5 mm, the total system diameter is 9.5 mm, and the system length is 800 mm. The inlet fuel is as follows: the ratio of methane to water is 0.5, with small amounts of carbon monoxide and hydrogen and with the balance carbon dioxide. The operating pressure is 0.1 MPa and the inlet temperatures of fuel and air are both 900°C. The current density is assumed to be 3000 A·m$^{-2}$, with an air ratio of 10.0, and a fuel utilization of 75%. These are typical design parameters for the operation of solid oxide fuel cells [28]. A reduced activity catalyst is employed in the reformer. Specifically, the relative activity of an indirect internal steam reforming catalyst is defined as the ratio between the activity of the catalyst that is currently in use and that of a conventional nickel catalyst at typical feed conditions, such as the composition, pressure, and temperature [29]. A reduced relative activity implies the use of either an inherently less active catalyst, a conventional catalyst with only a certain fraction of nickel content accessible, or a conventional nickel catalyst which is diluted. For the base case, the relative activity of catalysts is assumed to be 0.008%. The developed model does not take steam reforming by carbon dioxide into account. Recent experimental studies have demonstrated that, at these compositions, carbon dioxide plays only a weak negative role in the rate of overall methane steam reforming reactions over supported rhodium catalysts in solid oxide fuel cells [30]. For the supported nickel catalyst considered in this study, it is assumed that the effect would be equally small and have been omitted from the model.

#### 3.2. Reaction Characteristics

Figure 4 shows the methane, hydrogen, and carbon monoxide mole fraction profiles in the reformer and the fuel channel for the base case.

Figure 4 shows the methane, hydrogen, and carbon...
monoxide mole fraction profiles in the reformer and the fuel channel for the base case. A catalyst with a relative activity of 0.2% is employed. Complete methane conversion is achieved near the entrance of the reformer due to the very fast steam reforming reactions. Therefore, while the carbon monoxide and hydrogen mole fractions in this region increase rapidly, carbon dioxide, water, and methane mole fractions decrease. After this point, the reverse shift reaction results in a slight increase in carbon monoxide and water mole fractions and decrease in hydrogen and carbon dioxide mole fractions. At the outlet of the reformer, the stream content is 24.8% in carbon monoxide and 45.8% in hydrogen. This stream flows back into the solid oxide fuel cell in which the carbon monoxide and hydrogen are gradually converted to water and carbon dioxide, by means of the electrochemical reactions. In this case, there is a counter-flow configuration to the fuel stream in the reformer, and the terminal voltage is 0.688 V and the energy conversion efficiency of the system is 46.8%. Furthermore, almost instantaneous fuel conversion would be achieved, if a supported catalyst with a higher amount of nickel is employed. However, the dilution is still within the regime of commercially available steam reforming catalysts, as a highly active supported catalyst with a high nickel content is employed.

3.3. Effect of Catalyst Activity

It has been found that the local cooling is caused by the fast steam reforming reactions. To eliminate this effect, it is necessary to slow down the rate of steam reforming reactions and the corresponding local energy flux demand. This could be achieved using catalysts sintered at high temperatures, partially poisoned catalysts, or catalysts with a much lower metal surface area. However, these methods are unlikely to guarantee long catalyst life. In the first method, sintering can easily result in complete pore blockage and thus unacceptable reduced overall rate of reaction, while the last two methods can result in high loss of catalyst activity whenever deactivation occurs either through sulfur poisoning or coke deposition [31]. In order to achieve such reduction in the rate of steam reforming reactions, it has been found that the use of a diffusional barrier placed near the outer surface of the catalyst and catalysts with non-uniform distribution of active metal within the inert support is an alternative and effective approach [32]. Additionally, this method tends to retain a low but approximately constant reaction rate, maintaining the performance of the catalyst, even in the face of possible deactivation. Furthermore, the use of oxide-based catalysts could be one other possible computed solution. Compared with conventional nickel steam reforming catalysts, such catalysts are highly resistant to carbon deposition and have a much lower catalytic activity [33].

Figure 5 shows the methane mole fraction and temperature profiles in the reformer for different catalyst relative activities. Here, the relative activities of 0.2% (base case), 0.04%, and 0.008% are considered. The primary objective here is to understand what would happen if catalysts with such activities, which cover an activity range from metal to oxide-based catalysts, are used. As the activity of the catalyst is reduced, the temperature profile is definitely smoothed. For the lowest relative activity of catalysts, however, incomplete methane conversion is achieved in the reformer and flows through to the anode of the solid oxide fuel cell. In most cases, the model ignores the steam reforming reactions on the anode of the solid oxide fuel cell, since the methane concentration is very low. This determines a lower limit on the catalyst content allowed. However, the steam reforming reactions on the anode of the solid oxide fuel cell could be important when there is a significant carry-over of methane from the reformer of the system, if the kinetics on the anode of the solid oxide fuel cell are clear. The use of catalysts with non-uniform distribution of active metal within the inert support and an outer mass transfer barrier would also cause a smoother temperature profile with a slower but complete conversion of methane, which is similar to those presented for the 0.04% relative activity case [34]. Furthermore, these supported nickel catalysts can be optimized for the operating conditions of the system and desired final conversion with the advantage that their performance is not significantly affected by deactivation.

3.4. Effect of Inlet Temperature

In order to produce the hydrogen required by solid oxide fuel cells, the steam reforming of hydrocarbons over supported noble-metal catalysts is an attractive method. This process commonly occurs between 750°C and 900°C and is thus compatible with solid oxide fuel cells [35]. These operate at high enough temperature to allow for the endothermic steam reforming reactions, giving rise to an internal reforming solid oxide fuel cell. The heat released in a solid oxide fuel cell can provide the heat for the steam reforming reactions which can vary from 40% to 70% of the total amount of heat produced, depending on the operating conditions. Therefore, internal reforming solid oxide fuel cells eliminate the requirement for a separate fuel reforming process and are then expected to simplify the design of the overall system [36]. Additionally, while the requirement for fuel cell cooling is usually achieved by flowing excess air through the cathode, it can also be significantly reduced. One alternative to reduce the
rate of steam reforming reactions at the entrance of the reformer could be reducing the fuel inlet temperature.

Figure 6. Temperature profiles in the reformer for different fuel inlet temperatures.

Figure 6 shows the temperature profiles in the reformer for different fuel inlet temperatures. Here, different fuel inlet temperatures of 750°C, 825°C, and 900°C (base case) are considered. As the fuel inlet temperature is reduced while maintaining the air inlet temperature, a smoother temperature profile at the entrance of the reformer is obtained, with an undesirable large temperature rise along the channel. Furthermore, it increases the over-potentials and thus decreases the potential and efficiency of the solid oxide fuel cell to 0.638 V and 45.8% for an inlet temperature of 750°C and to 0.646 V and 46.8% for an inlet temperature of 825°C, respectively.

3.5. Effect of Current Density

Figure 7. Temperature profiles in the reformer for different average current densities.

Figure 7 shows the temperature profiles in the reformer for different average current densities. Here, different average current densities of 2000, 3000 (base case), and 4000 A·m⁻² are considered. An increase in the current density generates higher ohmic resistance and over-potentials, resulting in lower terminal voltages and lower efficiencies, 50.8% for a current density of 2000 A·m⁻² against 40.8% for a current density of 4000 A·m⁻², with a consequent increase in the outlet air temperature. As for the local cooling effect at the entrance of the reformer, there is no significant difference between the three selected current densities. In general, if the current density is to be increased, a higher air ratio is required to remove the excess heat produced within the system due to a less efficient operation. Within the system, there are no significant differences in the methane mole fraction profiles.

3.6. Effect of Operating Pressure

Figure 8. Methane mole fraction and temperature profiles in the reformer for different operating pressures.

Figure 8 shows the methane mole fraction and temperature profiles in the reformer for different operating pressures. Here, different operating pressures of 0.1 (base case), 0.5, and 1.0 MPa are considered. The methane consumption rate decreases with increasing the operating pressure, reducing the local cooling effect at the entrance of the reformer. This is due both to the kinetic expressions that are currently in use and the thermodynamic restrictions, given the fact that the overall system temperature decrease, which further reduces the steam reforming reaction rate. On the other hand, higher open-circuit potential and lower over-potentials are obtained with the increase of operating pressure. This results in higher electric power, voltages, and to system efficiencies of 53.8% for an operating pressure of 0.5 MPa and of 56.6% for an operating pressure of 1.0 MPa, and thus lower temperatures at the air/reformer outlet are achieved. Therefore, increasing the operating pressure is an effective way of reducing both the local cooling effect caused by the endothermic steam reforming reactions and the overall temperature increase across the solid oxide fuel cell.

3.7. Effect of Flow Configuration

As for the air flow, it first supplies heat to the steam reforming reactions and then removes the excess heat produced in the solid oxide fuel cell. It is possible to control to some extent the heat removal from the system and thus the temperatures at the inlet of the fuel channel or at the outlet of the air channel, by changing either the inlet temperature of the
flow rate of this stream. So far a counter-flow configuration has been considered in this study. However, a co-flow configuration should also be analyzed to explore the system behavior. In order to understand how different flow configurations behave, the mass and energy balances in the air channel and corresponding boundary conditions are altered. The same operating conditions used for the above base case are considered.

Figure 9. Temperature profiles in the reformer, fuel channel, and air channel for a co-flow configuration.

Figure 9 shows the temperature profiles in the reformer, fuel channel, and air channel for a co-flow configuration. While the counter-flow configuration increases the temperature along the air flow direction by heat accumulation with the maximum temperature at the outlet, the temperature profile in the co-flow configuration has a peak near the fuel/air outlet. Moreover, the temperature increase in the co-flow configuration is higher than that in the counter-flow configuration, since the air and fuel streams in the former configuration contain the generated heat without convecting it to the outside. The mean temperature within the system is higher, resulting in much lower over-potentials and consequent higher energy conversion efficiency. In the co-flow configuration, the terminal voltage is 0.698 V and the system efficiency is 50.8%. The more efficient system has been found for a counter-flow configuration [37]. However, the system studied is direct internal reforming solid oxide fuel cells in a counter-flow configuration. In this case, the air has the highest temperature at the location where the heat of the steam reforming reactions is required. In the indirect internal reforming solid oxide fuel cell system studied here, this only occurs for a co-flow configuration. Therefore, the co-flow configuration is found to be the more efficient, by comparing both modes of operation. This is consistent with the behavior of co-flow configuration in indirect internal reforming solid oxide fuel cell systems [38]. However, the large temperature decrease observed near the entrance of the reformer is not desirable for a ceramic solid oxide fuel cell system. In terms of composition profiles, as the reformer temperature is higher, complete conversion of methane occurs earlier within the system.

4. Conclusions

A steady-state model of an indirect internal reforming solid oxide fuel cell has been developed to explore the thermal energy coupling between the steam reforming and the electrochemical reactions. The configuration is an annular design in which the solid oxide fuel cell is constructed around a tubular steam reforming reactor. The model combines heterogeneous chemistry, electro-chemistry, mass transport, and porous media transport. Simulations for different catalyst activities and operating conditions have been carried out. The main points can be summarized as follows:

(a) The use of typical metal-based steam reforming catalysts results in full methane conversion and undesirable local cooling at the entrance of the reformer. This local cooling is due to the mismatch between the thermal load associated with the rapid rate of steam reforming reactions and the local amount of heat available from the electrochemical reactions.

(b) Lower catalyst activities can smooth the temperature profiles, and can cause some methane slippage to the fuel channel of solid oxide fuel cells.

(c) As the fuel inlet temperature is decreases, a smoother temperature profile is obtained at the entrance of the reformer, with an undesirable temperature rise within the system.

(d) At lower current densities and higher operating pressures, higher system efficiency is achieved, with a consequent decrease in the overall system temperature rise across the solid oxide fuel cell. Additionally, higher operating pressures can reduce the local cooling effect at the entrance of the reformer, caused by the endothermic steam reforming reactions.

(e) For the counter-flow configuration, the temperature increases along the air flow direction with the maximum at the outlet, while for the co-flow configuration, the temperature profile has a peak near the fuel outlet. The co-flow configuration is found to be the more efficient system. However, significant temperature gradients are observed near the entrance of the reformer, which are not desirable for a ceramic solid oxide fuel cell system.

(f) As the catalyst activity decreases, incomplete methane conversion may be obtained within the reformer and subsequent the steam reforming of fuel would occur on the anode of solid oxide fuel cells. This is expected to result in a cooling effect at the entrance of the fuel channel.
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