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1 INTRODUCTION

Identifying communities is a fundamental problem in network science and has been traditionally addressed with the aim of determining an organization of a given network into subgraphs that express densely connected groups of nodes [12]. Given any query nodes, community search (CS) aims to find communities covering the query nodes [34]. Recently, CS has attracted much attention due to its ability to discover personalized communities with a wide range of applications, e.g., identifying functional systems in brain networks [5, 30], classifying brain networks [5], protein complex identification [19], and team formation [13].

While significant research effort has been devoted to the study of CS, the majority of works assume there only exists a single type of proximity between nodes in a network, whereas, in applications such as social, brain, biological, and transportation networks, multiple types of proximities exist. Multiplex networks, where nodes can have interactions in multiple views, have been proposed for accurately modeling such applications [25].

While CS in multiplex networks recently has attracted much attention and several community models have been proposed, these models suffer from three main limitations. (1) Structure inflexibility refers to the problem that they are based on pre-defined patterns or rules, e.g., ML-LCD [21], ML-k-core [14], and FirmTruss [5]. However, the structure of a community is flexible in nature, and it is nearly impossible to produce a high-quality community directly using the pre-defined rules. (2) These methods treat each relation type (aka view) equally for identifying the community, while many real-world multiplex networks may contain noisy/insignificant views [18]. Moreover, all nodes in the network might not have full information in all views, and so these noisy/insignificant views may be different for each vertex [18, 37]. (3) These methods only consider the structural properties of the network, while in real-world applications, networks often come naturally endowed with attributes associated with their vertices.

To mitigate the above limitations, we propose CS-MLGCN, a query-driven graph convolutional network in multiplex networks that encodes the information and knowledge from both the query and graph. In each relation type, CS-MLGCN uses two encoders, Query Encoder and View Encoder, to embed the local query-dependent structure and graph query-independent structure. To take advantage of complementary information of different views, CS-MLGCN uses an attention mechanism to incorporate information on different relation types. Finally, we use a feedforward neural network model to classify vertices. Given a query vertex set, this model classifies vertices of the network as “belonging to the community” or not.

Motivations. In multiplex networks, different views are complementary to each other. Accordingly, they provide more complex and
richer information than simple networks and so can benefit typical applications of CS in simple networks [9] (e.g., event organization, friend recommendation, etc.), delivering better solutions. However, next, we illustrate an exclusive application for community search in multiplex networks.

Detecting functional systems in the brain is a fundamental task in neuroscience [6, 32]. A brain network is a graph in which vertices represent regions of the brain, and edges represent co-activation between regions. While a brain network generated from an individual subject might be noisy/insignificant, using brain networks from many subjects lets us identify important structures more accurately [5, 26]. A multiplex brain network is a multiplex graph in which each view represents the brain network of an individual. A CS method in multiplex networks (e.g., our method) can be used to identify the functional system of each brain region.

Related Work. Community search, which aims to find query-dependent communities in a graph, was introduced by Sozio and Gionis [34]. Since then, various community models have been presented based on different pre-defined cohesive graph patterns [2, 7, 19, 20, 35, 38]. More recently, CS has also been investigated for more complex graphs, such as directed [10, 11], geo-social [16, 41], temporal [29], multi-valued [28], weighted [40], and labeled [8] graphs. To address the structural inflexibility of these models, recently, graph neural network-based approaches have been introduced [15, 22]. However, all these approaches focus on networks with a single view while we study networks with multiple views.

In multiplex networks, Interdonato et al. [21] design a greedy strategy to maximize the ratio of similarity between nodes inside and outside of the local community over all views. Galimberti et al. [14] propose a community model based on the ML k-core [3]. Luo et al. [30] design a random walk strategy to find local communities in multi-domain networks. Finally, recently, Behrouz et al. [5] propose a community model based on the FirmTruss structure. However, all these models are based on pre-defined patterns or rules, which limits their applications.

2 PRELIMINARIES

In this paper, we follow the common definition of multiplex networks in the literature [5, 31, 39]. We let \( G = \{G_r\}_{r=1}^R = (\mathcal{V}, \mathcal{E}, \mathcal{X}) \) denote a multiplex graph, where \( G_r = (\mathcal{V}, \mathcal{E}_r, \mathcal{X}) \) is a graph of the relation type \( r \) (aka view). \( \mathcal{V} \) is the set of nodes, \( \mathcal{E} = \bigcup_{r=1}^R \mathcal{E}_r \) is the set of edges, and \( \mathcal{X} \in \mathbb{R}^{\mid \mathcal{V} \mid \times f} \) is a matrix that encodes node attributes information for nodes in \( \mathcal{V} \). Given attribute matrix \( \mathcal{X} \), \( X_0 \) represents the attribute set of vertex \( v \in \mathcal{V} \). Finally, the set of neighbors of node \( v \in \mathcal{V} \) in type \( r \) is denoted \( N_r(v) \).

Problem 1 (Community Search in Multiplex Networks). Given a multiplex network \( G = (\mathcal{V}, \mathcal{E}, \mathcal{X}) \), and a vertex query set \( \mathcal{V}_q \subseteq \mathcal{V} \), the problem of Community Search in Multiplex Networks (CSML) is to find the query-dependent community \( \mathcal{C}_q \subseteq \mathcal{V} \) that is connected and has a cohesive structure.

In this paper, we formulate the above problem as a binary classification task. Given a set of query vertices \( \mathcal{V}_q \subseteq \mathcal{V} \), we classify nodes in \( \mathcal{V} \) into two classes: 1: belonging to community \( \mathcal{C}_q \); 0: otherwise. To this end, we use the one-hot vector \( e_q \in \{0, 1\}^{\mid \mathcal{V} \mid} \) to represent the output community \( \mathcal{C}_q \) by a model \( \mathcal{M} \). That is, if \( e_q = 1 \), vertex \( v \) belongs to the predicted community \( \mathcal{C}_q \) by model \( \mathcal{M} \).

3 FRAMEWORK

In this section, we introduce our proposed framework for CS in networks with multiple types of interactions. The overview of the framework is shown in Figure 1(a). Our framework consists of two main stages. The first stage is to offline train a model \( \mathcal{M} \) to learn to predict the membership of each vertex to the corresponding community of query vertices. The second stage is the online query stage. Once \( \mathcal{M} \) is trained, given a query vertex set \( \mathcal{V}_q \), we utilize the output of \( \mathcal{M} \) for \( \mathcal{V}_q \) and find a connected community that corresponds to \( \mathcal{V}_q \).

3.1 CS-MLGCN Model

The CS-MLGCN is based on the idea of graph convolutional networks and iteratively combines the embeddings of the local neighbourhood of each vertex. In multiplex networks, the neighbourhood of each node in each view is different. Moreover, the Vanilla GCN [24] layer does not consider the type of connections in the training phase. One idea to overcome this challenge is to treat each view equally and incorporate the information of all views. However, in many real-world multiplex graphs, the data in some types of relations are noisy/insignificant [18, 37], indicating lesser importance.

In our approach, we first use GCN layers to encode the information of a node in each view, called View Encoder. Second, to better capture the local query structure information, we use GCN layers and input query vector \( e_q \) as the features of nodes. We refer to this part as Query Encoder. Query Encoder enables query-centered structural propagation. That is, propagating from the query vertices to its neighborhood. Next, we take advantage of the attention mechanism and automatically learn the importance weights of each
interaction type for each node. Based on these learned weights, we incorporate the type-specific embeddings of each node. Finally, we use a feedforward neural network (FNN) for classification. The overall architectures of View Encoder and Query Encoder are shown in Figure 1(b). Next, we explain each part in detail.

**View Encoder.** Given a relation type \( r \), View Encoder encodes the global structure and vertex attributes of each view \( \mathcal{G}_r \), both of which are independent of query vertices. To this end, it employs the layer-wise forward propagation of GCN with a self feature modeling as:

\[
h_u^{(l+1)} = \sigma \left( \sum_{v \in \mathcal{N}(u)} \left[ \frac{1}{|\mathcal{P}_p^u|} \mathbf{W}_r^{(l)} h_v^{(l)} \right] + \mathbf{b}^{(l+1)} \right),
\]

where in each view \( \mathcal{G}_r \), \( h_u^{(l+1)} \in \mathbb{R}^{d_r^{(l+1)}} \) is the learned new features of node \( u \) in the \( (l+1) \)-th layer, \( h_u^{(l)} \in \mathbb{R}^{d_r^{(l)}} \) is the hidden feature of \( u \) in \( l \)-th layer, and \( \mathbf{W}_r^{(l)} \in \mathbb{R}^{d_r^{(l)} \times d_r^{(l+1)}} \). and \( \mathbf{b}^{(l+1)} \in \mathbb{R}^{d_r^{(l+1)}} \) are trainable weights. \( \sigma(\cdot) \) is a nonlinearity, e.g., ReLU, and \( \mathbf{Dr} \) is the dropout method [36] to avoid overfitting. Given a relation type \( r \) and a node \( u \in \mathcal{V} \), \( p_u^r \) denotes the degree of node \( u \) in view \( \mathcal{G}_r \) plus one, i.e., \( p_u^r = \deg_u(a) + 1 \). The input feature of node \( u \) in the first layer, \( h_u^{(0)} \in \mathbb{R}^{d_s} \), is the normalized feature vector \( X_u \). This part lets us encode attribute and structural information and retrieve the query-independent knowledge.

**Query Encoder.** Given a query vertex set \( \mathcal{V}_q \), we first encode it to a one-hot vector \( c_q \), such that \( c_q = 1 \) if \( u \in \mathcal{V}_q \), and \( c_q = 0 \) otherwise. Now, for each relation type \( r \), the type-specific propagation function for vertex \( u \in \mathcal{V} \) is identical to Eq. 1. We denote query-dependent hidden feature of \( u \) in \( \mathcal{V} \) by \( h_u^{(l)} \), and let \( \mathbf{W}_u^{(l)} \) be the output of model \( \mathcal{Q}_u \), and \( \mathbf{W}_Q \) be the output of model \( \mathcal{Q} \). The query-dependent weights. Contrary to View Encoder, here, the input feature of vertex \( u \) in the first layer \( h_u^{(0)} \) is the one-hot query vector \( c_q \). As shown in Figure 1(b), we aggregate the output of each layer in View Encoder and Query Encoder and consider as the input of the next layer of Query Encoder. This approach lets us provide stable and robust knowledge about the query-independent structure and nodes’ features of the graph for the Query Encoder. Overall, Query Encoder lets us provide an interface for query vertices and retrieve the local structure knowledge.

**Attention.** The main role of this attention mechanism is to incorporate the information of different views in a weighted manner. As we discussed in Sec. 1, the importance of each view for each node might be different, and so we cannot consider a single weight for each view. To this end, we suggest an attention mechanism that learns the importance of view \( r \) for an arbitrary node \( u \in \mathcal{V} \). Let \( \zeta_u \) be the aggregated hidden feature of node \( u \) in \( \mathcal{V} \), and \( a_u^r \) indicate the importance of view \( r \) for \( u \), then:

\[
\zeta_u = \sum_{r=1}^{L} a_u^r \tilde{h}_u^r,
\]

where \( \tilde{h}_u^r \) is the aggregation of the View Encoder’s and Query Encoder’s output for node \( u \). Following the recent attention based models [4, 31], we use the softmax function to define the importance weight of view \( r \) for node \( u \):

\[
a_u^r = \frac{\exp \sigma(\mathbf{s}_u^r \mathbf{W}_r \tilde{h}_u^r)}{\sum_{k=1}^{|\mathcal{V}|} \exp \sigma(\mathbf{s}_u^k \mathbf{W}_r \tilde{h}_u^k)},
\]

where \( \mathbf{s}_u \) is the summary of view \( r \), i.e., \( \mathbf{s}_u = \sum_{u \in \mathcal{V}} \tilde{h}_u^r \), and \( \mathbf{W}_r \) is a trainable weight matrix. In our experiments, we use tanh(.) as the activation function \( \sigma(.) \).

**FNN Layer.** Finally, a feedforward neural network is used to classify nodes based on the obtained embedding from the previous part.

**Loss Function.** As we discussed, we formulate the CSML problem as a binary classification task. Given a query vertex set \( \mathcal{V}_q \), let \( \psi_q \in \mathbb{R}^{|\mathcal{V}|} \) be the output of model \( M \). Accordingly, \( \psi_q \in [0, 1] \), and it represents the probability of \( u \) being a member of \( \mathcal{C}_q \). Let \( y_{qu} \) be the ground-truth label of \( u \), based on the ground-truth community for \( \mathcal{V}_q \), we utilize Binary Cross Entropy (BCE) as the loss function. Formally, given a query vertex set \( \mathcal{V}_q \), the query-dependent loss function \( L_q \) is defined as:

\[
L_q = \frac{1}{|\mathcal{V}|} \sum_{u \in \mathcal{V}} - \left( y_{qu} \log(\psi_{qu}) + (1 - y_{qu}) \log(1 - \psi_{qu}) \right).
\]

**Training.** Given a set of query vertex sets \( \mathcal{Q}_{\text{train}} = \{q_1, q_2, \ldots, q_n\} \), and their ground-truth communities \( \mathcal{C}_{\text{train}} = \{C_1, \ldots, C_m\} \), we first construct all query inputs as one-hot vectors. Then we repeatedly feed a query \( q \in \mathcal{Q}_{\text{train}} \) into \( M \) and use \( M \)’s output, \( \psi_q \), to compute BCE loss and gradients of the model parameters. With the updated parameters, iteratively, \( M \) goes to the next iteration and gets another query \( q' \in \mathcal{Q}_{\text{train}} \) as input, until it passes all queries in the \( \mathcal{Q}_{\text{train}} \). The overall loss function is the sum of all query-dependent loss functions, i.e.:

\[
L = \sum_{q \in \mathcal{Q}_{\text{train}}} L_q
\]

### 3.2 Online Query for CSML

In this section, we discuss how we can use the trained model \( M \), to process the online query \( \mathcal{V}_q \) and identify the community \( \mathcal{C}_q \) without re-training \( M \).

**Community Identification Algorithm.** Given a query vertex set \( \mathcal{V}_q \), we first construct its representative one-hot vector, and input it to model \( M \). Let \( \psi_q \in \mathbb{R}^{|\mathcal{V}|} \) be the output of model \( M \), and \( \psi_q \in [0, 1] \) and represents the probability of \( u \) being a member of \( \mathcal{C}_q \). We present the details of online query stage in Algorithm 1. Given a threshold \( \eta \in [0, 1] \), we identify \( \mathcal{C}_q \) as the set of vertices like...
a such that $\psi_q^u \geq \eta$. To ensure connectivity, we use Breadth-First Search (BFS) traversal starting from query vertices.

**Time Complexity.** Algorithm 1’s time is dominated by GCN inferring, as the BFS traversal in this algorithm takes $O(|E|)$ time.

### 4 EXPERIMENTS

**Setup.** We implement our methods using Python 3.7 and Pytorch. In each encoder, we build two layers with 128 neurons in the hidden layer, and train the model 200 iterations with a learning rate of 0.001. Unless stated otherwise, in each layer we employ ReLU as activation function, and dropout rate of 0.5. For large datasets, we adopt the method used in [15, 22] and select nodes in 2-hop neighbors of query nodes as the candidate subgraph for each query. We then train the model on these small subgraphs and predict communities.

**Datasets.** We perform experiments on seven real networks [1, 5, 17, 23, 27, 33] containing ground-truth communities, whose domains cover social, co-authorship, brain, and co-purchasing networks. Their main characteristics are summarized in Table 1. It is noteworthy that ground-truth communities in the Brain dataset are functional systems of the human brain. Accordingly, its results can demonstrate the effectiveness of CS methods in detecting functional systems of the brain. For each dataset, we consider $\min(|V|, 350)$ query-community pairs and split them into training, validation, and test data with the ratio of 150:100:100. Training data is used to train the model, validation data is used to select the best hyperparameters, and test data is used to measure the performance of all methods.

**Baselines.** We compare our approach with the state-of-the-art CS methods in multiplex networks. FTCS [5] finds the connected FirmTruss containing query nodes with the minimum diameter. ML k-core [14] uses an objective function to automatically choose a subset of layers and then finds a subgraph such that the minimum of per-layer minimum degrees, across selected layers, is maximized. ML-LCD [21] uses a greedy strategy to maximize the ratio of similarity between nodes inside and outside of the local community. RWM [30] sends random walkers in each view to obtain the local proximity w.r.t. the query nodes and returns the set of nodes with the smallest conductance. For baselines, we tune the parameters according to their original papers and report the best results.

**Quality Evaluation.** Figure 2 reports the average F1-scores of our method and baselines on datasets with the ground-truth community. ML k-core result on the Brain dataset is excluded as it did not terminate before a day. CS-MLGCN achieves the best or competitive results on all networks against baselines. The reason is two-fold. First, while the structure of a community is flexible in nature, these methods consider a pre-defined subgraph pattern, which causes inaccuracy in communities without such a pre-defined pattern. Second, in some datasets like RM and Terrorist, some views are noisy/insignificant for each vertex. Our approach by employing attention mechanism considers different importance weights for each relation type, and can detect important views for a vertex.

**Query Efficiency.** We evaluate the query efficiency of CS-MLGCN in the test set. Figure 3 reports the average query processing time of all methods for 100 test queries. CS-MLGCN achieves a better or comparable query time compared to baselines. It is noteworthy that this result is achieved by our method, while it outperforms baselines in quality evaluation.

**Ablation Study.** In this section, we report the ablation studies of CS-MLGCN, i.e., the sensitivity evaluation of the parameter $\eta$, the epoch number, and dropout rate in the CSML problem. Parameter $\eta$ is used to translate the model output vector to the community vertex set. Figure 4(a) reports the F1-score for different values of $\eta$. While very large and very small value of $\eta$ affects the performance, for other values of $\eta$, the performance is almost stable. Figure 4(b) shows the effect of $\#epochs$ on the performance. Here, we vary $\#epochs$ from 0 to 500 and report the average F1-score of the test queries. CS-MLGCN achieves good results within 100 epochs. Finally, Figure 4(c) shows the effect of dropout rate. We observe that the performance is stable when the dropout rate is $\leq 0.7$.

### 5 CONCLUSION

In this paper, we propose CS-MLGCN, a query-driven GCN-based approach for CS in multiplex networks. For each view of the network, CS-MLGCN employs two encoders to encode the local query-dependent structure and global query-independent graph structure. To let different views collaborate with each other and incorporate their information, we proposed an attention mechanism that automatically learns the importance weights of views. Experiments on real-world networks demonstrate that the CS-MLGCN model outperforms previous approaches.

---

**Table 1: Network Statistics**

| Dataset | AUCS | Terrorist | RM | DKPol | Brain | DBLP | Amazon |
|---------|------|-----------|----|-------|-------|------|--------|
| $|V|$ | 64 | 79 | 91 | 498 | 190 | 513K | 410K |
| $|E|$ | 620 | 2.2K | 14K | 20K | 570K | 1M | 8.1M |
| $\#Views$ | 5 | 14 | 10 | 3 | 20 | 10 | 4 |

**Figure 2: Quality evaluation.**

**Figure 3: Efficiency Evaluation.**

(a) Effect of $\eta$  
(b) Effect of $\#epochs$  
(c) Effect of Dropout Rate

**Figure 4: Parameter Sensitivity Evaluation.**
