Dominant frazil ice production in the Cape Darnley polynya leading to Antarctic Bottom Water formation
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Antarctic Bottom Water (AABW) occupies the abyssal layer of the world ocean and contributes to the global overturning circulation. It originates from dense shelf water, which forms from brine rejection during sea ice production. An important region of AABW formation has been identified off the Cape Darnley polynya. However, it remains unclear why and how high ice production leads to AABW formation. Using moored acoustic measurements and a satellite microwave algorithm, we reveal that underwater frazil ice dominates in the polynya. This underwater ice formation prevents heat-insulating surface-cover ice forming, thereby enabling efficient ice production. The high ice production in the nearshore and longer residence times create high-salinity source water for the AABW. Underwater frazil ice occurs as long as strong winds continue and occasionally penetrates depths of at least 80 m. Deep-penetrating frazil ice is particularly prominent in this polynya, while it also occurs in other Antarctic coastal polynyas.

INTRODUCTION

Antarctic Bottom Water (AABW) forms at the Antarctic margin and feeds the abyssal layer (1), accounting for 30 to 40% of the global ocean mass (2). AABW production contributes to global overturning circulation and serves as an important heat sink (3). Dense shelf water (DSW), which forms on the continental shelf by brine rejection from sea ice production and ocean/ice-shelf interactions, descends down the shelf slope and mixes with the overlying modified Circumpolar Deep Water (mCDW) to form AABW. The Weddell and Ross seas, with major continental ice shelves, are two distinct sites of AABW formation. The third region of the AABW formation was identified off the Adélie Coast (4), where enhanced sea ice production in the coastal polynya directly causes DSW/AABW formation (5).

Motivated by the satellite estimate of high sea ice production at the Cape Darnley polynya (CDP) west of the Amery Ice Shelf (Fig. 1) (6), mooring measurements were conducted in the canyon off this polynya, revealing that AABW is formed there (7). This fourth type of AABW (8) is referred to as Cape Darnley Bottom Water (CDBW) (7). CDBW is advected westward to contribute to the Weddell Sea Deep Water (9–11). The discovery of CDBW has been followed by a series of studies. The ventilation by CDBW was confirmed by several studies (11–13). The role of turbulent mixing (14) and carbonate chemistry (15) in the DSW overflow in this region were examined on the basis of summer ship-based observations. Pathways and time scales of the spread of CDBW was quantified using transient tracers (16). Further, historical and repeat hydrographic observations revealed multidecadal changes in CDBW: freshening on the continental slope and warming in the deep basin (10, 17, 18). Regional numerical models reproduced the formation and variability of CDBW (19, 20). High-resolution global models well represented CDBW in addition to three other AABW sources (21, 22).

Unlike the area off the Adélie Coast with a large depression being a reservoir of DSW, the CDP area does not have such a large depression of the reservoir and thus requires particularly high ice production to create high-salinity dense water as the AABW source. However, observations have been limited to offshore areas, and it remains unclear why and how the dense source water is formed in the CDP.

Under cold and windy conditions, sea ice is initially generated as fine disk-shaped or dendritic crystals, called frazil ice (23), which remain disaggregated when turbulent mixing is vigorous. Recently, underwater frazil ice formation as deep as ~50 m was indirectly suggested by the temperature and salinity profiles in the Terra Nova Bay polynya (24). It has also been shown that supercooling occurs widely throughout the Antarctic coastal waters (25), in addition to that originating from ice-shelf/seawater interactions. The newly developed algorithm of Advanced Microwave Scanning Radiometer (AMSR) for ice-type classification (26) suggested that active frazil, a mixture of frazil/pancake ice streaks and open water, predominates at both the CDP and Terra Nova Bay polynya (27). If active frazil predominates, then large heat loss and therefore high ice production are expected because of decreased heat insulation due to reduced surface ice cover.

We conducted mooring observations with acoustic Doppler current profilers (ADCPs) and conductivity-temperature (CT) recorders inside the CDP throughout winter. To examine the relationship between water mass formation and ice production, we analyzed both water properties and sea ice using moored acoustic measurements and our satellite microwave (AMSR) algorithm, which detects active-frazil areas.

RESULTS

The dominance of underwater frazil ice

Two moorings were deployed near the shore (a1) and the shelf edge (a2) (Fig. 1A). The details of the moorings are summarized in table S1. From the ADCP, the volume backscatter strength (SV) could be derived (see Materials and Methods). At a2, two CT recorders were attached, one at 86-m depth, referred to as the upper layer, and the other at 226-m depth, referred to as the lower layer. In Fig. 1, we map the annual sea ice production and the occurrence rate of the active-frazil area, estimated using the AMSR algorithm of thin ice...
thickness with ice-type classification (26) and a heat flux calculation (see Materials and Methods). The monthly ice production maps are shown in fig. S1. The year of the mooring observation (2010) shows an annual ice production of 164 km$^3$, which is only 12% lower than the average, and thus represents a relatively typical year of sea ice production (figs. S2 and S3).

Figure 2 summarizes the time series of the mooring data with the atmospheric conditions and the AMSR sea ice products during the freezing season. In the vertical profile of the SV (Fig. 2, C and D), deep-penetrating acoustic signals with SV $> -80$ dB appear in tandem with strong wind events (Fig. 2A). Furthermore, these signals coincide with a high active-frazil ratio and a high ice production rate derived from the satellite (Fig. 2B). Figure 2 demonstrates that the time series of the quantities from three independent sources— atmospheric reanalysis, satellite microwave, and moored instruments—show strongly coherent variations. The SV at a1 is highly correlated with wind speed (Fig. 3A), the active-frazil ratio (Fig. 3B), and sea ice production (Fig. 3C). Similar high correlations are also identified at a2 (fig. S4). From late March through October, when high-SV events occasionally occur, a potential supercooling of $\sim10$ mK is shown stably at a1 and sporadically at a2 underneath the ADCP (light blue shading in Fig. 2, E to G), although the reliability of supercooling should be carefully considered (see Materials and Methods).

Together, we conclude that the deeply penetrating signals are due to backscatter from the suspended frazil ice. It should also be noted that satellite microwaves measuring the ice/ocean surface could provide information on underwater frazil ice. Most unexpectedly, the ADCP SV reveals that frazil ice can penetrate 70 to 80 m (Fig. 2, C and D) or even more inferred from supercooling at the CT recorders underneath the ADCPs. The observed penetrating depths are much deeper than the 30- to 40-m depth previously reported for several coastal polynyas using acoustic instruments (28–31). Our observed frazil ice likely originates from cooling from the surface and differs from the frazil (platelet) ice originating from ice-shelf/seawater interactions (32–35).

Here, we examine the relationship between the penetration depth of frazil ice and wind, although it is difficult to precisely define the penetration depth. We chose two threshold values of SV, $-80$ and $-90$ dB, as indices of the high and low signals of frazil ice, respectively. Then, we find the deepest bin at which SV exceeds these two threshold values on a 6-hour basis and define the average of these two bin depths as the penetration depth. A scatter plot between the penetration depth and wind speed (Fig. 3D) suggests that the wind speed is a key determinant factor for the penetration depth of frazil ice.

According to the lag correlation of SV at a1 with wind speed, all depths show a maximum correlation at a 3-hour lag, with a sharp decrease in the correlation within a 1-day lag (Fig. 3E). From March to November, there were 35 polynya events that accompanied active underwater frazil ice, and the duration of these polynya events strongly correlates with the length of time of wind speeds exceeding 15 m s$^{-1}$ (Fig. 3F), indicating that a frazil ice event is controlled by the wind. These results imply that underwater frazil ice occurs immediately after the onset of strong turbulence and cooling by the wind and disappears soon after the wind calms down, probably by quickly floating and transforming into consolidated thin ice at the surface. These relationships with wind are consistent with the results in the Terra Nova Bay polynya (24).

Such transformation is suggested by a time series of the AMSR ice-type products and synthetic aperture radar images in which active-frazil regions with high backscatter streaks transform into thin solid-ice regions with relatively uniform backscatter when the wind ceases (figs. S5 and S6). If the AMSR sea ice products are assumed
to be correct, then sea ice production in active-frazil areas is nearly twice as large as that in thin solid-ice areas in the entire CDP area (fig. S3). The total ice production is also notably higher than the previous estimates (36, 37), which could not discriminate frazil ice.

**Salinity changes due to sea ice production**

High sea ice production increases shelf water salinity through brine rejection. As expected, the salinity at nearshore site a1 increases rapidly from April after the start of ice production (Fig. 2, B and E). However, the rate of salinity increase diminishes after June despite continued ice production. After a peak salinity of ~34.8°C in September, values decrease. At shelf edge site a2, the salinity of the upper layer increases only up to ~34.5°C by May and then remains relatively unchanged despite continued ice production (Fig. 2F). Briefly, the observed salinity variation at a1 and a2 cannot be explained solely by local ice production, which implies that water mass advection and diffusion also contribute.
The mean flow directions at a1 and a2 (indicated by arrows in Fig. 1A) roughly follow the bottom contours. The flow is stably directed to the mean flow direction (Fig. 2I) with the dominance of the barotropic component and interpreted as part of the westward Antarctic Coastal Current. However, the current speed at a1 is slower than that at a2, particularly from late May to July. In the polynya, a water column with a slower speed has a longer residence time and can accumulate a large salt input. The longer and larger salinity increase at a1 is likely due to the longer residence time in the high ice production region. Taking advantage of having the daily ice production dataset, we show these effects in a simple demonstrative calculation.

We assume that the entire water mass moves barotropically along the bottom contour at the same speed as the dominant velocity component at a1 and a2 (Fig. 2I). Specifically, the water mass is assumed to come from the east along the blue and purple lines in Fig. 1A. Under this assumption, the salinity increase in the water mass is determined by integrating brine rejection due to ice production at the backward-tracked position along the lines. Hence, we calculated the salinity increase in shelf water using daily sea ice production, referred to as the backward-tracking experiment (see Materials and Methods). The results are superimposed in Fig. 2 (E and F) as purple lines (enlarged in fig. S7). The calculated salinity variations are similar to the observed variations for both a1 and a2. In the case of a1, a slower velocity and a longer trajectory route result in a longer residence time of ~2 to 3 months in the high-ice production area. Thus, the water column could accumulate a large salt input for 2 to 3 months from the start of ice production. The salinity increase stops when the ice production period exceeds the residence time. In contrast, the water column coming to a2 has a much shorter residence time (~1 month) owing to a higher velocity and a shorter trajectory route, and its salinity only increases during the initial ~1 month. The salinity variation caused by local sea ice production (dotted purple lines) explains the salinity increases at both sites only at the initial stage, when the local salinity budget can be approximated. Although our method is rough and, in reality, the water column would not exactly follow the bottom contours, disturbed by time-varying eddies, etc. (38), it demonstrates the importance of the residence time on the salinity increase. A large salinity increase does not occur at a2 with a higher local ice production of 15.5 m/year (Fig. 1A) and a shorter residence time, while it occurs at a1 with a slightly lower ice production of 13.9 m/year and a longer residence time, which results in DSW formation only at a1.

DSW formation leading to AABW

Next, we discuss how brine rejection by sea ice production leads to DSW/AABW formation. From May to June, the upper and lower layers at a2 exhibit coherent variations (Fig. 2, F and G). However, beginning early in July, high-salinity water with potential supercooling appears
sporadically only in the lower layer. Its salinity increases gradually from July to September, exhibiting a density similar to that of a1 (Fig. 2H). These sporadic changes at a2 can be interpreted as a DSW intruding from the nearshore region, where higher-salinity water is formed, as shown in a1. In addition, warmer water sporadically appears in the lower layer at a2 after late August; this water is thought to originate from mCDW.

To examine the water mass properties in terms of CDBW formation, we use a potential temperature-salinity (θ-S) diagram (Fig. 4). The monthly averaged values are plotted for the a1 and a2 upper layers. From June through September, the salinity at a1 increases to 34.6 to 34.8, dense enough to be the CDBW source. Although the upper layer at a2 is not dense enough, plots of the lower layer at a2 in late winter (red dots in Fig. 4 corresponding to the time indicated by the orange bar in Fig. 2G) are distributed along the mixing line of CDBW that is formed by the mixing of mCDW and pure DSW.

From these behaviors, the following processes can be inferred. DSW formed in the nearshore region subducts into the lower layer of the offshore shelf region and then descends the shelf slope, inducing the compensating onshore-ward flow of mCDW, as represented in the model simulation (21, 22). The offshore-ward DSW and onshore-ward mCDW would be mixed to form the CDBW. Figure 5 summarizes the seasonal evolution of water mass formation associated with underwater frazil ice production.

DISCUSSION

Implications of the dominant underwater frazil ice

Our acoustic observations provide a valuable validation of the AMSR algorithm (26) for detecting active-frazil areas (Figs. 2 and 3). However, the satellite can only capture the surface conditions of ice or ocean and cannot directly measure underwater frazil ice. On the other hand, the penetration depth of frazil ice is found to be closely related to wind speed (Fig. 3D). Here, we seek a method in which deep-penetrating frazils are inferred from wind and satellite product information. If we consider a frazil penetration deeper than 30 m, among all the occurrences of this deep frazil penetration, more than 80% occur at wind speeds higher than 15 m s⁻¹, about 70% occur at an active-frazil ratio of more than 50%, and about 70% occur at a sea ice production larger than 9 cm/day (Fig. 8B). If the wind speed is greater than 15 m s⁻¹ and the active-frazil ratio is greater than 50%, then deep frazil penetration occurs at a rate greater than 95%. Therefore, the combined information of the wind and satellite AMSR enables the detection of deep frazil penetration to some extent, at least for the CDP.

We regarded an active-frazil area by the AMSR algorithm with a wind speed of >15 m s⁻¹ as an index of deep frazil penetration. We then mapped its mean occurrence rate over the entire Southern Ocean during the freezing period (Fig. 6). Although the properties of shelf water and the geographic situation in each polynya may also affect deep frazil formation, the map suggests that deep frazil is prominent particularly in the CDP. This is probably because the offshore-ward wind dominates in the CDP with high speeds (purple sticks in Fig. 2A). Sea ice production associated with deep frazil is also the largest at the CDP (table S2), which makes the CDP a source area of AABW formation among the Antarctic coastal polynyas. On the other hand, the map suggests that a deep frazil also occurs in other polynyas. Considering recent observations of frequently occurring supercooled water in Antarctic coastal waters (24, 25), it is likely that deep-penetrating frazil ice occasionally occurs in other Antarctic coastal polynyas where the strong wind and severe cooling conditions occur. Such a fact has probably been missed because of logistic difficulties in direct observations.

In addition to high ice production, deep-penetrating frazil ice potentially plays an important role in the transport of particulate matter. When it reaches the bottom or gets in contact with suspended sediments, it can incorporate sediments or macronutrients such as iron (30–41), which are then transported by ice floes and released when the ice melts (41), possibly leading to high biological productivity (42). Alternatively, frazil ice could itself induce algal blooms as green frazil ice in major Antarctic polynyas, among which the CDP is one of the most active areas of frazil ice–associated algal production (43, 44). This might be related to the fact that the CDP is the most prominent area of deep frazil ice. As such, dominant frazil ice could potentially contribute to high biological productivity in the Southern Ocean.

The most important finding of this study is the frequent occurrence of deep penetration of frazil ice down to 80 m or more in the CDP. The widely accepted concept of a coastal polynya proposes that thin-ice or open-water areas are maintained by offshore advection of newly formed ice and that accumulation and consolidation of advected new ice at the polynya edge limits the polynya extent/ice production (45, 46). Our observations instead suggest that as long as strong winds continue (typically >15 m s⁻¹), underwater frazil ice formation persistently occurs, and a mixture of frazil ice streaks and open water can be maintained at the surface without accumulation.
of heat-insulating thick ice. This creates an efficient ice production system in the polynyas. Combined with the skimming effect of the grounded iceberg tongue upstream of the polynya (47), this mechanism induces higher ice production in the CDP than previous estimates (36, 37), leading to AABW formation. Combined observations of the water properties and current velocity with sea ice production suggest that the residence time in the polynya is another key factor for DSW/AABW formation. DSW formation occurs only in the nearshore with longer residence times in the high ice production region, although the ice production in the offshore is comparably high. Last, our findings of dominantly formed deep frazil ice and subsequent processes in the polynya should be better represented in future modeling studies of DSW/AABW formation.

MATERIALS AND METHODS
ADCP backscatter strength measurement
ADCPs measured the acoustic backscatter strength at 15-min intervals with a cell length set to 8 m. The bin ranges are summarized in table S1. The dynamic range is ±80 dB, and the accuracy of the echo intensity is ±1.5 dB. The acoustic frequency of the emitted ping is 307 kHz, corresponding to a 5-mm wavelength. Processing the backscatter strength from the ADCPs followed our previous studies (30, 31, 48–50). The ADCP emits and receives acoustic pings with the same transducer. The acoustic pressure of the received ping is amplified and converted to an 8-bit digitized electric voltage amplitude in counts, called the echo amplitude. The echo intensity received by the transducer depends on the distance from the transducer to scatterers because of geometric spreading of the acoustic beam and sound absorption by the water. Because the echo amplitude is determined by distance-dependent transmission loss and battery power, different distance bins and times cannot be compared.

To correct for these effects, we used the target strength per unit volume in dB, called the volume backscatter strength, SV, which is calculated from the sonar Eq. 1 as follows

$$SV = k_c (E - E_r) + 2\alpha Di + 20 \log_{10} Di + 10 \log_{10} \frac{T_x}{LW_t} + C$$

where $k_c = 0.45$ (dB counts$^{-1}$) is the conversion coefficient, $E$ (counts) is the echo amplitude, $E_r$ (counts) is the received noise, $\alpha$ (dB m$^{-1}$) is the attenuation coefficient, and $Di$ (m) is the distance between the transducer and the central depth of each bin $i$ ($i = 1, 2, 3, \ldots$) along the acoustic beam. $T_x$ (K) is the transducer temperature, $L$ (m) is the pulse length, $W_t$ (W) is the transmit power, and $C = -143.5$ (dB) is a constant. $E_i$ is derived from the echo amplitude before deployment and was 41. $L$ was set to 8.26 m for a1 and 8.28 m for a2. The transducer temperature, $T_x$, was obtained from the ADCP temperature sensor. $W_t$ was calculated using the electric voltage and current recorded by the instrument for every measurement. $\alpha$ is determined from the sum of the terms of the acoustic absorption by seawater and scattering and/or absorption by suspended matter. As in previous studies (48, 49), the latter effect was ignored, and $\alpha$ was assumed to be 0.069 dB m$^{-1}$. There are several candidates as the acoustic scatterers in the water column, for example, air bubbles, marine organisms such as zooplankton, and resuspended sediment, as well as frazil ice. In December and January, when the ocean was heated by the atmosphere (shortwave radiation) and the water temperature was notably higher than the freezing point at a1, no penetrating underwater scatter has ever been detected by the ADCP, even with high wind speeds of 10 to 20 m s$^{-1}$. Therefore, the deep-penetrating acoustic signals that occurred in windy winter conditions cannot be explained by air bubbles. In general, zooplankton move to the ocean bottom during the day and return to the surface during the night [e.g., (51)]. Such a diurnal cycle can be found for some time periods at a2 (Fig. 2D and fig. S6D). Except for these diurnal signals, most of the observed backscatter signals are regarded as those from underwater frazil ice.

Supercooling
Supercooling occurs when the water temperature is less than the freezing point (in situ supercooling). The freezing point, $T_i$, is estimated from the UNESCO algorithm (52) using the salinity, $S$, and water pressure, $P_w$ (Pa), as

$$T_i(S, P_w) = a_1 S + a_2 S^{3/2} + a_3 S^2 + b P_w$$
Fig. 6. Map of the mean occurrence rate of an index of deep-penetrating frazil ice over the entire Southern Ocean. An active-frazil area detected by the AMSR algorithm with a wind speed of \( >15 \text{ m s}^{-1} \) is assumed to be a good index for a region of deep penetration (typically \( >30 \text{ m} \)) of frazil ice. The analysis was made during the freezing period (March–November) for 2003–2010. Areas of landfast sea ice with an occurrence rate of \( >55\% \) detected by AMSR are shown in blue. The bottom figures are close-up maps of the major coastal polynyas designated by pink boxes. Polynya names follow Nakata et al. (27), and their abbreviations are shown in parentheses. Detection of the active-frazil area was based on the AMSR ice-type classification algorithm (26).
where $a_1 = -0.0575^\circ$C, $a_2 = 1.710532 \times 10^{-3}$C, $a_3 = -2.154996 \times 10^{-6}$C, and $b = -7.53 \times 10^{-8}$C/Pa. $T_f$ derived from Eq. 2 has an error of at least ±2 mK. According to Eq. 2, the freezing point decreases with depth (~7.5 mK/10 m). Potential supercooling is attained when the potential temperature is below the freezing point at the surface estimated as $T_i (S, 0)$. Potentially supercooled water becomes supercooled if it is raised adiabatically to the surface.

This study assesses potential supercooling at the depth of the CT recorder. Taking into account the accuracy of the water temperature, potential temperature, salinity, water pressure, and Eq. 2, $T_i$ can be estimated with an error of ±6 mK. The potential supercooling presented in Fig. 2 (E to G) (light blue shading) should be interpreted with caution because the magnitude of observed potential supercooling (~10 mK) is a similar magnitude as the instrument error (~6 mK). However, all three CT recorders showed similar magnitudes of potential supercooling. Furthermore, when the surface mixed layer reached the lower layer at a2 during May–June, the CT recorders in the upper and lower layers show the supercooling of similar magnitudes coherently in accordance with the strong wind events. We therefore conclude that the potential supercooling with suspended frazil ice likely occurs.

### Estimation of sea ice production with classification of ice type from AMSR

Thin-ice (polynya) areas can be roughly classified into two ice types: active frazil (which is a frazil/grease/pancake ice area formed in turbulent conditions) and thin solid ice (which is a nilas or gray ice: a nearly uniform, thin ice-covered area formed in calm conditions). We classified the sea ice region into thick ice, thin solid ice, and active frazil with an ice-type classification algorithm of the Advanced Microwave Scanning Radiometer for the Earth Observing System (AMSR-E) (26). In this algorithm, thin ice regions are classified into active frazil and thin solid ice using a linear discriminant function of the polarization ratio at 36 GHz and the gradient ratio at 36 and 89 GHz. We have compared the results of the ice-type classification algorithm with many synthetic aperture radar images in the major Antarctic coastal polynya, showing some examples in fig. S9. We have confirmed that the AMSR algorithm reliably detects active-frazil areas, which are represented by high backscatter streaks in the radar images.

Once the AMSR pixel is classified as active frazil or thin solid ice, the ice thickness is derived from the polarization ratio–ice thickness relationship, separately given for active frazil and thin solid ice. The ice type and ice thickness are interpolated onto the National Snow and Ice Data Center polar stereographic grid with a spatial resolution of 12.5 km.

We estimated sea ice production, using these ice thickness data for the periods of AMSR-E (2003–2010) and AMSR2 (2013–2019). The procedure of the estimation basically followed Ohshima et al. (53). We assumed that sea ice production occurs only in the grid cells assigned as areas of thin ice by the algorithm. Under the assumption that all heat loss at the surface goes toward freezing, the volume of ice production ($V$) is given by $V = Q / (\rho_i L_i)$, where $Q$ is the heat loss at the ice surface, $\rho_i (= 920$ kg m$^{-3}$) is the ice density, and $L_i (= 0.334$ MJ kg$^{-1}$) (23) is the latent heat of fusion of sea ice. Heat loss is obtained from the assumption that the sum of radiative and turbulent fluxes at the ice surface is balanced by the conductive heat flux through the ice. The thermal inertia of ice is neglected because its contribution to the net heat flux is small for thin ice under typical meteorological conditions during the winter.

In reality, sea ice thickness is not uniform in a microwave footprint. The AMSR thin-ice algorithm (26) uses thermal ice thickness, which is defined as the thickness for which the calculated total heat flux would be realized if the ice thickness were uniform in the microwave footprint. This thickness is suitable for calculating heat flux and thus sea ice production (54). Particularly for the active-frazil areas, where frazil/grease/pancake ice and open water are mixed, physical ice thickness is hard to define, while thermal ice thickness can be defined and used for the calculation of sea ice production. It should be noted that active-frazil areas generally have much smaller thermal ice thickness than thin solid-ice areas do, which causes higher ice production in the active-frazil areas.

Sensible and latent heat fluxes were calculated from the bulk formula (55). Longwave radiation and shortwave radiation were calculated from the empirical formula as in the study by Nakata et al. (27). Shortwave radiation was assumed to be completely absorbed in the thin surface layer (not transmitted into the ice interior). The surface albedo of thin ice was set to 0.36 for the thickness range 0.1 to 0.2 m and to 0.27 for the thickness range 0.0 to 0.1 m (56, 57).

The net longwave radiation and turbulent (sensible and latent) heat fluxes are functions of the surface temperature of sea ice, $T_c$. The conductive heat flux through the ice, $F_c$, is also a function of $T_s$ when the ice thickness, $h_i$, is known and the ice bottom temperature is assumed to be the freezing point of seawater, $T_f$ (no oceanic heat flux). The value of $T_f$ can then be obtained so that the sum of all the flux components is zero (balanced) at the ice surface. Once $T_s$ is obtained, the conductive heat flux, $F_c$, corresponding to the heat loss, is calculated from $F_c = k_i (T_s - T_f)/h_i$, where $k_i (= 2.03$ W m$^{-1}$ K$^{-1}$) is the thermal conductivity of sea ice. As input surface atmospheric data, we used the European Centre for Medium-Range Weather Forecasts (ECMWF) ERA5 data with 0.25° × 0.25° spatial resolution and 1-hour temporal resolution.

For mapping and estimation of ice type (Figs. 1B and 6 and figs. S3, S5, and S9) and ice production (Fig. 1A and figs. S1 to S3), regions of land and landfast sea ice were masked out using the land and landfast ice mask data with a resolution of ~6.25 km, obtained from the fast-ice detection algorithm (36). We also masked out regions with ice concentrations less than 30% as open-water areas using the enhanced NASA Team algorithm (NT2) (58) with a spatial resolution of 12.5 km.

### Backward-tracking experiment to calculate salinity increase

We calculate the salinity increase in shelf water associated with brine rejection using the daily sea ice production $H$ (represented by ice thickness) in an area $A$ with the water column thickness of $D_b$ based on the salt budget. According to Cavalieri and Martin (59), the salt flux by the daily ice production, $F_0$, is given by

$$ F_0 = (0.69 \times 10^{-3})\rho_i A H S_0 $$

(3)

where $\rho_i (= 920$ kg m$^{-3}$) is the sea ice density and $S_0$ is the initial salinity of shelf water. From the conservation of salinity, the salinity increase of shelf water, $\Delta S$, caused by the salt flux associated with $F_0$ is given by

$$ \Delta S = (F_0 \times 10^{-3})/(AD\rho_0) $$

(4)

where $\rho_0 (= 1030$ kg m$^{-3}$) is the water density. Combining Eqs. 3 and 4 gives
\[ \Delta S = 0.69 \times (\rho_1 H) / (\rho_0 D) \times S_0 \]  

The salinity input by ice production was assumed to distribute evenly in the whole water column in the case of a1. This assumption was based on our observation that potential supercooling at a depth of 128 m (CT recorder) was maintained throughout the winter and the observation at almost the same location as a1 in 2017 (60) that salinity changes occurred similarly throughout the whole water column. These facts suggest that the surface mixed layer reaches the bottom throughout the winter at a1.

In the case of a2, the salinity and density of the upper layer were lower than those of the lower layer in March and April (Fig. 2, F to H), showing that the surface mixed layer did not reach the lower layer. In May and June, the salinity and density of the upper and lower layers coincided, implying that the mixed layer reached the lower layer. However, after late June, high-salinity and dense water occasionally appeared only in the lower layer, forming a clear stratification against the upper layer. On the basis of these observations, the bottom of the surface mixed layer was set at the midpoint between the depths of the upper and lower CT recorders, 156 m. For simplicity, the salinity input by ice production is assumed to be used in this mixed layer.

For the backward-tracking calculation, we set the start date as April 1 for a1 and April 9 for a2 and the initial salinity, S_0, as 34.0 for a1 and 34.22 for a2. The trajectory routes for upstream integration were assumed to end at the front of the Amery Ice Shelf. The salinity changes occurred similarly throughout the whole water column, with dense shelf water outflows in the Cape Darnley polynya, East Antarctica.

SUPPLEMENTARY MATERIALS

Supplementary material for this article is available at https://science.org/doi/10.1126/sciadv.9174
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