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Abstract
For the production of sodium sulfate, a brine is crystallized and crystals of glauber salt are generated by this process. The phase data related to the most common sodium sulfate minerals are as follows: mirabilite ($Na_2SO_4 \cdot 10H_2O$), tenardite ($Na_2SO_4$), glauberite ($Na_2SO_4 \cdot CaSO_4$), astrakanite ($Na_2SO_4 \cdot MgSO_4 \cdot 4H_2O$). The units commonly used to express the phases are moles of salt per 1000 moles of water. These latter units simplify the construction of the commonly employed four-sided Janecke phase diagrams. The cooling temperature or the speed with which the solution is cooled has an effect on the size and purity, as well as the amount of crystals produced. We seek to establish, through the population balance equations (PBE), which process variables can be modified to obtain a specific crystal size, as well as to validate the mathematical model that best predicts the amount of crystals precipitated as a function of temperature. The adjustment by least squares, cubic splines, pitzer equations and Lagrange interpolation is tested. The experimental results agree with the characteristics of the proposed models.
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1 Introduction
Population balance equations (PBE) are widely used as modeling tools for particulate systems that estimate the dynamic evolution of particle size distribution (PSD) as a function of process operating conditions [1]. The population balance is a continuity
statement written in terms of the PSD and has consistently received attention since Smoluchowski (1917) [2] introduced the mathematical formalism over a century ago. A comprehensive overview of the mathematical issues involved, the numerical methods available, and possible developments for the future have been given by Ramkrishna (1985, 2000) and Ramkrishna and Mahoney (2002) [3]. The population balance equations according to [4, Mullin 2001] express the relationship between crystal size $L$ and the population density $n$ (where $G$ is the growth rate):

$$\frac{dn}{dL} = -n \frac{G}{\tau}$$

We use this equation and we solve it by Gauss quadrature, with the objective of determining the moments $\mu_2$ and $\mu_3$ in order to know the growth rate of the crystals, which in turn are affected by $\tau$ (residence time), which is a process parameter that we can manipulate. On the other hand, we need to determine the optimal mathematical model to predict the precipitation of glauber salt as a function of the equilibrium temperature of the system (adiabatic crystallizers) since with the value (in g/L) of glauber crystals and the information obtained in the PSD we can estimate the weight of crystals in each fraction. With the mass of crystals in each fraction and the equation $M_i = f_v \rho L^3$, we can determine the population density, where $f_v$ is the shape factor of the particles [5].

With the aforementioned, it is very important to have a mathematical model whose predictive value is significant, since the crystallization potential (PCR g/L) is one of the variables that we use to obtain the growth rate in each of the crystallizers of the process. The most popular approaches for solving the PBE is the moment method, where internal coordinates are integrated out and governing equations are derived in terms of the desired moments. If the moment transform is applied to the PBE, it is possible to derive a continuity equation (i.e., the zero-order moment) and transport equations for mean properties [6]. We select the Gaussian quadrature method since it selects the evaluation points in an optimal way and not in an equally spaced way.

$$\int_a^b f(x)xdx \approx \sum_{i=1}^N c_i f(x_i)$$

(1)

This equation contains $2n$ parameters to choose from. If the coefficients of a polynomial are considered parameters, the polynomial class of maximum degree $2n - 1$ also contains $2n$ parameters [7]. For $n = 2$ in the interval $[-1, 1]$ where the roots of the Legendre polynomials exist, the polynomial of maximum degree would be $2(2) - 1 = 3$ such that:

$$\int (a_0 + a_1 x + a_2 x^2 + a_3 x^3) dx = a_0 \int dx + a_1 \int x dx + a_2 \int x^2 dx + a_3 \int x^3 dx$$

(2)

We use the roots for $n = 2$ of the Legendre polynomial that are $x_1 = -\sqrt{3}/3$ and $x_2 = \sqrt{3}/3$. The weights of the square $c_i$ are estimated by solving the linear system obtained by imposing the $n$ conditions of accuracy, that is, the linear system:

$$\begin{pmatrix} 1 & 1 \\ x_1 & x_2 \end{pmatrix} \begin{pmatrix} c_1 \\ c_2 \end{pmatrix} = \begin{pmatrix} 2 \\ 0 \end{pmatrix}$$

(3)
With this mathematical development, we seek to establish which process parameter can be used to manipulate the growth rate, in order to obtain crystals of desired size.

We can define based on this introduction the central aspects in which we work on the project.

The optimal mathematical model is determined to predict the precipitation of the glauber salt as a function of the equilibrium temperature of the system (adiabatic crystallizers), which in turn determines which process parameter directly affects the growth rate through the population balance equations.

One aspect in the process control part that this work addresses is to integrate the mathematical model that predicts the amount of glauber precipitated in the control system of the production process, as well as to establish the mathematical model to determine the growth rate of the crystals.

Shows a schematic diagram on the most important aspects that are addressed in this work Fig. 1.

2 Prediction model for the precipitation of glauber salt

It is important to determine which of the mathematical models available and proposed in this study predict more accurately the precipitation of glauber salt as a function of temperature. To do this, glacier salt crystallization tests are performed at different temperatures; the temperatures selected to perform the test were 18, 15, 8, and 5 °C (international critical tables) [5]. I proposed four mathematical models of prediction to contrast them with the laboratory results; the selected models are least square method, cubic splines, change of coordinates (polar coordinates), and Pitzer equations.

Fig. 1 Diagram of problems to solve
In Fig. 2, we can see the tabulated data corresponding to the information contained in Table 1, on the values obtained in the crystallization tests and the values that the mathematical prediction models show.

The model chosen for the development of the tests is the one of cubic splines, the main reason for the choice of this model is that it provides an excellent fit to the tabulated points and its calculation is not excessively complex: for it, the nodes selected are 1st node $S_0(t)$ (25, 17.9 y 15.3); for the second node $S_1(t)(15.3, 8, 5, 0)$ is selected, where $S$ is defined by a different cubic polynomial. Let $S_i$ be the cubic polynomial that represents $S$ in the interval $[t_i, t_i+1]$, therefore:

$$S(t) = \begin{cases} S_0(t) & x \in [25, 15.3) \\ S_1(t) & x \in [15.3, 0) \end{cases}$$

The polynomials $S_{i-1}$ and $S_i$ interpolate the same value at point $t_i$; that is, it is fulfilled:

$$S_{i-1}(t_i) = PCR_i = S_i(t_i)$$

### Table 1

| Mathematical prediction model | 18 °C (g/L) | 15 °C (g/L) | 8 °C (g/L) | 5 °C (g/L) |
|------------------------------|------------|------------|-----------|-----------|
| Real                         | 108        | 205        | 332       | 365       |
| LSM                          | 116        | 216        | 410       | 453       |
| Spline                       | 111        | 203        | 423       | 449       |
| COC                          | 100        | 307        | 420       | 448       |
| Pitzer                       | 186        | 251        | 367       | 398       |
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Table 2  Differences between the real value and the predicted by the mathematical model, where \((\Delta m = \text{Difference in weight})\)

|                | Abs \((\Delta m)\) LSM | Abs \((\Delta m)\) Spline | Abs \((\Delta m)\) COC | Abs \((\Delta m)\) Pitzer |
|----------------|------------------------|---------------------------|------------------------|--------------------------|
| Real           | 108 g/L                | 205 g/L                   | 332 g/L                | 365 g/L                  |
| 18°C           | 8 g/L                  | 3 g/L                     | 8 g/L                  | 78 g/L                   |
| 15°C           | 11 g/L                 | 2 g/L                     | 102 g/L                | 46 g/L                   |
| 8°C            | 78 g/L                 | 91 g/L                    | 88 g/L                 | 35 g/L                   |
| 5°C            | 88 g/L                 | 84 g/L                    | 83 g/L                 | 33 g/L                   |
| \(\sum\)      | 185                    | 180                       | 281                    | 192                      |

The mathematical configuration for the cubic splines in the nodes is:

\[
\begin{pmatrix}
PCR_{15.3} \\
PCR_{17.9} \\
PCR_{17.9} \\
PCR_{25}
\end{pmatrix}
= \begin{pmatrix}
a_1 \\
b_1 \\
c_1 \\
d_1
\end{pmatrix}
\times
\begin{pmatrix}
X_0^3 & X_0^2 & X_0^1 & 1 & 0 & 0 & 0 & 0 \\
X_1^3 & X_1^2 & X_1^1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & X_1^3 & X_1^2 & X_1^1 & 1 \\
0 & 0 & 0 & 0 & 0 & X_2^3 & X_2^2 & X_2^1 & 1
\end{pmatrix}
\]

(5)

Where \(X_0 = 15.3, X_1 = 17.9, X_3 = 25\) and \(f(x_0) = PCR_{15.3}, f(x_1) = PCR_{17.9}, f(x_2) = PCR_{25}\)

The selection of the model was chosen based on the sum of the differences between the real value and that predicted by the mathematical model, according to the Table 2.

The crystallization tests are carried out at the indicated temperatures; we obtain the crystals at the laboratory level and we determine the mass of the glauber crystals at these reference temperatures \((17.9, 8, \ldots, 0)\) and compare them with the values obtained in the diagram of phases of Janecke. It is with respect to these data that the mathematical models mentioned above are proved.

The values obtained in the diagram (PCR g/L) are adjusted by means of a cubic polynomial, using the method of least squares, cubic splines, change of coordinates, and Pitzer equations, and are compared with laboratory values to determine which model reproduces more precisely what was obtained in the crystallization tests.

3 Population balance equation

3.1 Mass balance

The change in dissolved solute between inlet and outlet of the vessel is matched by the gain in solid crystal mass. Thus:

\[\Delta \text{Concentration(Inlet} - \text{Outlet)} \rightarrow \text{MassYield}\]
3.2 Population balance

\[
CSD + \text{Supersaturation} + \text{Yield} = \begin{cases} 
\text{Nucleation (}B^0\text{)} \\
\text{Growth (}G\text{)} \\
\text{Hydrodynamics (}\tau\text{)} 
\end{cases} \tag{6}
\]

For a complete description of the crystal size distribution (CSD) in a continuously operated crystallizer, it is necessary to quantify the nucleation and growth processes and to apply the three conservation laws of mass, energy, and crystal population.

The crystal population density, \(n\) (number of crystals per unit size per unit volume of system), is defined by \([4]\):

\[
\lim_{\Delta L \to 0} \frac{\Delta N}{\Delta L} = \frac{dN}{dL} = n \tag{7}
\]

Where \(\Delta N\) is the number of crystals in the size range \(\Delta L\) per unit volume. The value of \(n\) depends on the value of \(L\) at which the interval \(dL\) is taken. The number of crystals in the size range \(L_1\) to \(L_2\) is thus given by:

\[
\Delta N = \int_{L_1}^{L_2} ndL \tag{8}
\]

A population balance (input = output) in a system of volume \(V\) for a time interval \(\Delta t\) and size range \(\Delta L = L_2 - L_1\) is:

\[
n_1 G_1 V \Delta t = n_2 G_2 V \Delta t + Q \bar{n} \Delta L \Delta t \]

Where \(Q\) is the volumetric feed and discharge rate, \(G\) the crystal growth rate \(\frac{dL}{dt}\), and \(\bar{n}\) the average population density. As \(\Delta L \to 0\):

\[
\frac{d(nG)}{dL} = -\frac{Q}{V} \tag{9}
\]

Defining the liquor and crystal mean residence time \(\tau = \frac{V}{Q}\) and assuming that growth is independent of size (\(\Delta L\) Law \([4]\)), i.e., \(\frac{dG}{dL} = 0\), then:

\[
\frac{dn}{dL} = -\frac{n}{G \tau} \tag{9}
\]

Which on integration gives:

\[
n = n_0 \exp \left( -\frac{L}{G \tau} \right) \tag{9}
\]

This equation is the fundamental relationship between crystal size \(L\) and the population density \(n\) characterizing the CSD.
3.3 Moments of distribution

Equation (4) is a number–size distribution relationship. Other distributions can be obtained in the following manner. From equations (4) and (5), the number of crystals, \( N \), up to size \( L \) is given by:

- \( \mu_0 \): Zeroth moment.
  \[
  N = \int_0^L n dL = \int_0^L n_0 \exp\left(-\frac{L}{G\tau}\right) dL = n_0 G\tau (1 - \exp\left(-\frac{L}{G\tau}\right)) \quad \text{for } L \to \infty
  \]
  \[ \therefore N_T = n_0 G\tau \]

- \( \mu_2 \): Second moment gives the surface area.
  \[ A = \beta \int_0^L n L^2 dL \quad \text{for } L \to \infty A_T = 2\beta n_0 \left(-\frac{L}{G\tau}\right)^3 \]

- \( \mu_3 \): Third moment gives the mass.
  \[ M = \alpha \rho_c \int_0^L n L^3 dL \quad \text{for } L \to \infty M_T = 6\alpha \rho_c n_0 \left(-\frac{L}{G\tau}\right)^4 \]

| \( \mu_k \) | Meaning |
|----------|--------|
| \( \mu_0 \) | Fraction of the bed occupied by solid |
| \( \mu_1 \) | Average of the mass fractions |
| \( \mu_2 \) | Average of the squared distance of possible values from the mean |
| \( \mu_3 \) | Symmetry of the distribution (CSD) |

3.4 Moment calculation by quadrature

In Gaussian quadrature, the points for evaluation are chosen in an optimal rather than an equally spaced way. The nodes \( x_1, x_2, \ldots, x_n \) in the interval \([a, b]\) and coefficients \( c_1, c_2, \ldots, c_n \), are chosen to minimize the expected error obtained in the approximation [7].

\[
\int_a^b f(x) dx \approx \sum_{i=1}^n c_i f(x_i) \quad (10)
\]

The coefficients \( c_1, c_2, \ldots, c_n \) in the approximation formula are arbitrary, and the nodes \( x_1, x_2, \ldots, x_n \) are restricted only by the fact that they must lie in \([a,b]\), the interval of integration. This gives us \( 2n \) parameters to choose. If the coefficients of a polynomial are considered parameters, the class of polynomials of degree at most \( 2n - 1 \) also contains \( 2n \) parameters. This, then, is the largest class of polynomials for which it is reasonable to expect a formula to be exact. With the proper choice of the values and constants, exactness on this set can be obtained (Fig. 3).

The quadrature approximation for the moment \( m \) of order \( k \) is [8]:

\[
\mu_k = \int_0^{+\infty} f(x) x^k dx \approx \sum_{i=1}^N n_i L_i^k \Delta L_i \quad (11)
\]

Using the Gaussian quadrature for the interval of integration \([-1, 1]\), thus:

\[
\int_{-1}^1 F(t) dt = A_0 F(t_0) + A_1 F(t_1) + \ldots + A_n F(t_n) \quad (12)
\]
Fig. 3 Flowchart to determine the particle size distribution

Where the coefficients $A_i$ and the points $t_i$ for $i = 0, 1, 2, ..., n$ must be determined in such a way to get the best possible accuracy. For $n = 2$ in the interval $[-1, 1]$ where the roots of the Legendre polynomials exist, the polynomial of maximum degree would be $2(2) - 1 = 3$ such that:

$$\int (a_0 + a_1x + a_2x^2 + a_3x^3)dx = a_0 \int dx + a_1 \int xdx + a_2 \int x^2dx + a_3 \int x^3dx \quad (13)$$

We use the roots for $n = 2$ of the Legendre polynomial that are $x_1 = -\sqrt{3}/3$ and $x_2 = \sqrt{3}/3$. The weights of the square $A_i$ are estimated by solving the linear system obtained by imposing the $n$ conditions of accuracy, that is, the linear system:

$$\begin{pmatrix} 1 & 1 \\ x_1 & x_2 \end{pmatrix} \begin{pmatrix} A_1 \\ A_2 \end{pmatrix} = \begin{pmatrix} 2 \\ 0 \end{pmatrix} \quad (14)$$

Solving the system we have to $A_1 = A_2 = 1$, then:

$$\int_{-1}^{1} F(t)dt = A_0 F(t_0) + A_1 F(t_1) = F(t_0) + F(t_1) \quad (15)$$

Next, what we have to do is change the variable, to be able to work in the interval $[-1, 1]$, i.e.:

$$x = \left[ \frac{(b-a)t + b + a}{2} \right] = \frac{(L_2 - L_1)t + L_2 + L_1}{2} \quad (16)$$

$$dx = \left[ \frac{(b-a)}{2} \right] = \frac{(L_2 - L_1)}{2} \quad (17)$$
3.5 Proposed solution and development

\[ \mu_k = \int_{L_1}^{L_2} n L^k dL \approx \sum_{i=1}^{N} n_i L_i^k \Delta L_i \]  

(18)

With the change of variables, we have:

\[ \mu_k = n \int_{L_1}^{L_2} L^k dL \approx \left[ \frac{(L_2 - L_1)t + L_2 + L_1}{2} \right]^k \left[ \frac{(L_2 - L_1)}{2} \right] dt \]  

(19)

\[ I_k = n \left[ \frac{(L_2 - L_1)(-\sqrt{3}) + L_2 + L_1}{2} \right]^k + n \left[ \frac{(L_2 - L_1)(\sqrt{3}) + L_2 + L_1}{2} \right]^k \]  

(20)

\[ I_k = \text{Solution of the integral for the moments} \]

We use the solution proposed for moments and equation (3) to determine the growth rate with the moments \( \mu_2 \) and \( \mu_3 \) through the following:

\[ G = \frac{\mu_3}{\mu_2 \tau} \]  

(21)

Where \( \tau \) represents residence time.

4 Experimental control model for particle size in the crystallization process of glauber salt

Once the process parameter that allows me to modify the growth rate in the crystallization process is determined, a control method is proposed to give a residence time, to be able to obtain a desired size distribution (PSD), according to the following procedure:

For a desired particle size distribution (PSD), the moments \( \mu_k, k = 0, 1, ..., 3 \) obtained by solving the population balance equation and with the following relationship are used \( G = \frac{\mu_3}{\mu_2 \tau} \).

We can obtain by the results of the crystallization tests at different residence times for each of the designated temperatures (18, 15, and 8 °C), the growth rate, and the residence times selected based on the feeding flexibilities of brine to the process. In addition, a very large residence time is selected in order to determine the effect on the particle size distribution, the residence time and the growth rate are plotted, and 6 points are obtained. Then, we use the Lagrange polynomial every 3 points to determine the growth rate at different residence times as shown in Fig. 4.

\[ P_n = y_0 L_{n,0}(X) + y_1 L_{n,1}(X) + ... y_n L_{n,n}(X) \]  

(22)

Burden and Faires [7] Wehere \( L_{n,k} \) is:

\[ L_{n,k} = \prod_{i=0,i \neq j}^{n} \frac{x - x_i}{x_k - x_i} \]  

(23)

\[ y_n = G, m/s \quad (\text{Growth rate}) \quad \text{for} \quad (n = 1, 2, ..., 6) \]  

(24)
And so, we can determine the growth rate, given a residence time contained in the interval the growth rate, as shown in the following table.

We use the same criteria (interpolation polynomial) to nucleation rate (Fig. 5). By relating the D50 (particle size) to the growth rate of the crystals and adjusting the values with cubic splines, we can infer with the value of $G$ interpolated by Larange in the previous graph (4) to obtain the desired crystal size as a function of the time of selected residence (Table 3).

With the six growth rate data obtained in the tests and with the Larange interpolation polynomial, we map the value of $G$ for a considered residence time. This allows us to select the polynomial 1 or 2 of the cubic interpolation (6), and so determine the particle size for that considered residence time value. With the growth rate obtained given any residence time between the time interval in the crystallization tests, we can create logical conditions to select which cubic polynomial to use to determine the particle size, given a residence time, according to the following:

Two interpolation polynomials are generated $P_{1,2}$ on the data of growth rate and residence time. Now, we select a residence time ($\tau$) value that is in the time interval considered in the tests and thus we obtain a growth rate $G$. With the growth rate obtained through interpolation, we evaluate in what part of the interval this value

---

**Fig. 4** Residence time vs growth rate

**Fig. 5** Residence time vs nucleation rate
Table 3  Lagrange polynomial to determine the growth rate as a function of residence time

|          | Interpolation polynomial of lagrange | \( \tau \), (h) | \( G \) (m/s) |
|----------|-------------------------------------|----------------|-------------|
| \( L_0(X) \) | 66                                 | 1.5            | 3.17E−08    |
| \( L_1(X) \) | −143                                | 2.0            | 2.52E−08    |
| \( L_2(X) \) | 78                                  | 2.5            | 1.83E−08    |
| \( L_3(X) \) | 0                                   | 3.0            | 1.63E−08    |
| \( L_4(X) \) | 0                                   | 3.5            | 1.52E−08    |
| \( L_5(X) \) | 1                                   | 8.0            | 6.20E−09    |

of \( G \) is understood, for this the interval is divided into nodes, every second node is evaluated if the value of \( G \) belongs to that interval. If this is the way, place the label of “True”; at the moment of appearing this label, we place the number 1 in the adjoining cell, and if this value appears, we map the coefficients of the cubic splines that relate the \( D_{50} \) to the growth rate, as shown in the following table.

Below is the mathematical model of cubic splines for the speed of growth and the \( D_{50} \). This mathematical model is the one that is mapped in Table 4. We use cubic splines as an interpolation tool due to the distribution of points between the growth rate and the \( D_{50} \) shown in Fig. 6.

\[
\begin{pmatrix}
D_{50G1} \\
D_{50G2} \\
D_{50G3} \\
0 \\
0 \\
0 \\
0
\end{pmatrix} =
\begin{pmatrix}
a_1 \\
b_1 \\
c_1 \\
d_1 \\
a_2 \\
b_2 \\
c_2 \\
d_2
\end{pmatrix}
\times
\begin{pmatrix}
G_1^3 & G_2^1 & G_1^1 & 1 & 0 & 0 & 0 & 0 \\
G_2^3 & G_2^1 & G_2^1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & G_3^3 & G_2^2 & G_2^1 & 1 & 0 \\
0 & 0 & 0 & G_3^1 & G_3^1 & G_3^1 & 1 & 0 \\
3G_2^2 & 2G_2^1 & 1 & 0 & -3G_2^2 & -2G_1^1 & -1 & 0 \\
6G_2^1 & 2 & 0 & 0 & -6G_1^2 & 2 & 0 & 0 \\
6G_1^1 & 2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 6G_3^1 & 2 & 0 & 0
\end{pmatrix}
\]

We obtained similar values for the temperatures of 18 and 5°C which indicate that the process parameter that we must manipulate is the residence time. This parameter is easy to manipulate since the crystallizers are of a constant volume, so by moving the flow of feeding we can manipulate the residence time at our convenience. Before being able to make these changes, it is necessary to determine with the current conditions what is the \( G \) value (growth rate) after determining at least another 2 points of \( G \); these points should be at ends of the current condition (up and down), to be

Table 4  Logical condition for mapping the coefficients of cubic polynomials

| \( D_{50\mu m} \) | Spline (T/F) | Condition | \( a_i \) | \( b_i \) | \( c_i \) | \( d_i \) |
|-----------------|-------------|-----------|----------|----------|----------|----------|
| 666.64          | False       | \( y_0 <= P_n <= y_1 \) | 0        | 0        | 0        | 0        |
| 725.89          | False       | \( y_1 <= P_n <= y_2 \) | 0        | 0        | 0        | 0        |
| 787.84          | True        | \( y_2 <= P_n <= y_3 \) | 1        | \( a_1 \) | \( b_1 \) | \( c_1 \) | \( d_1 \) |
| ...             | ...         | ...       | ...      | ...      | ...      | ...      |
able to apply the interpolation polynomials and the coefficient selection criteria for a given $\tau$ to obtain a $D_{50}$. This can be entered into the distributed process control and in this way determine the optimal $D_{50}$ values, as well as the mathematical model that determines the amount of glauber salt precipitated as a function of temperature (cubic splines).

### 5 Results

The tests carried out are the following: First, virgin brine is cooled to 18, 15, and 8°C (values reported in international critical tables [5]) and at six different residence times:

- 1 h and 30 min
- 2 h and 00 min
- 2 h and 30 min
- 3 h and 00 min
- 3 h and 30 min
- 8 h and 00 min

What we can appreciate in Fig. 4 is that what literation mentions is fulfilled [4], that is, at high residence times, the growth rate decreases. This can be explained according to the following:

The pure condition of supersaturation or supercooling is not enough to cause a system to begin to crystallize. Before the crystals can develop, a number of small solid bodies, embryos, nuclei, or seeds, which act as crystallization centers, must exist in the solution. Nucleation can occur spontaneously or can be induced artificially. However, it is not always possible to decide if a system has nucleated on its own, or if it has done so through the influence of some external stimulus. As soon as a stable core has formed in an oversaturated system, they begin to grow to a visible size.

Diffusion theories assume that matter is deposited continuously on one side of the crystal at a rate proportional to the difference in concentration between the deposition point and the solution mass of solution, because a thermodynamic equilibrium is
achieved since when the concentration between the solution and the crystals formed decreases, the rate of growth also decreases.

Below are the results for the test of 15°C.

6 Conclusions

Through the development of this work, it is possible to establish a methodology through mathematical tools that allow the control of particle size distribution (PSD) as a function of a process variable. In this case, it is the residence time: this variable is controlled easily since the crystallizers are of constant volume, so the way to affect the residence time is by manipulating the volumetric flow of brine.

It is also established which is the mathematical prediction model that best predicts crystallization as a function of temperature. It is important to mention that this tool was already programmed in the crystallization process and serves as a parameter to determine the growth rate.

The control logic to determine the PSD can be programmed in the distributed control system for the process at the industrial level and that this control is done online. In order to carry out the application, particle size measurement is needed in the process.
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