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Abstract. We introduce and investigate symbolic proof systems for Quantified Boolean Formulas (QBF) operating on Ordered Binary Decision Diagrams (OBDDs). These systems capture QBF solvers that perform symbolic quantifier elimination, and as such admit short proofs of formulas of bounded path-width and quantifier complexity. As a consequence, we obtain exponential separations from standard clausal proof systems, specifically (long-distance) QU-Resolution and IR-Calc.

We further develop a lower bound technique for symbolic QBF proof systems based on strategy extraction that lifts known lower bounds from communication complexity. This allows us to derive strong lower bounds against symbolic QBF proof systems that are independent of the variable ordering of the underlying OBDDs, and that hold even if the proof system is allowed access to an NP-oracle.

1 Introduction

Unlike in SAT solving, which is dominated by Conflict-Driven Clause Learning (CDCL), in QBF solving there is no single approach that is clearly dominant in practice. Instead, modern solvers are based on variety of techniques, such as (quantified) CDCL \cite{40,29,32}, expansion of universal variables \cite{9,25,10}, and abstraction \cite{35,26,38}.

In practice, these techniques turn out to be complementary, each having strengths and weaknesses on different classes of instances \cite{34,23,30}. This complementarity of solvers can be analyzed theoretically by considering proof complexity. Essentially, the different paradigms used in solvers can be formalized as proof systems for QBF, which then can be analyzed with mathematical methods. Then, by separating the strength of different proof systems, one can show that the corresponding solvers are unable to solve problems efficiently that can be dealt with by other solvers. This motivation has led to a great interest in QBF proof complexity over the last few years and resulted in a good understanding
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of common QBF proof systems and how they relate to each other (see [8] and the references therein).

In this paper, we focus on a symbolic approach to QBF solving that was originally implemented in the QBDD system [31]. Its underlying idea is to use OBDDs to represent constraints inside the solver, instead of clauses as used by most other SAT and QBF solvers. We formalize QBDD as a proof system in which the lines are OBDDs. More specifically, we consider QBF proof systems that are obtained from propositional OBDD-proof systems by adding $\forall$-reduction (cf. [7]). Propositional proof systems using OBDDs as lines have been studied intensively since the introduction of this model in [1], see e.g. [12]. We thus consider lifting these systems to QBF by adding $\forall$-reduction as very natural.

Analyzing the strength of OBDD-refutations, we first show that, even for a weak propositional system that allows only conjunction of lines and forgetting of variables, the resulting QBF proof system, which we refer to as OBDD($\land, \exists, \forall$) and which corresponds to traces of QBDD, $p$-simulates QU-resolution. We also show that OBDD($\land, \exists, \forall$), and in fact also QBDD, can make use of structural properties of QBF in the sense that instances of bounded pathwidth and bounded quantifier alternation can be solved efficiently. We do this by using a recent result on variable elimination for OBDDs from [14] to show that the intermediate OBDDs in QBDD are not too big in this setting. We then observe that other QBF proof systems from the literature have hard instances of bounded pathwidth and bounded quantifier alternation. This shows that OBDD($\land, \exists, \forall$) can efficiently refute QBFs that are out of reach for many other systems. In particular, it is exponentially separated from (long-distance) QU-resolution [3] and the expansion based IR-calc [8]. It follows that, at least in principle, QBDD can solve instances that other, more modern solvers cannot.

The main technical contribution of this work is a lower bound technique for OBDD-refutations. Here, we consider the strongest possible propositional system, which is semantic entailment of OBDDs. We first show that this system admits efficient strategy extraction of decision lists whose terms are OBDDs. Functions that can be succinctly encoded in this way have short protocols in a communication model from [24] for which it is known that lower bounds can be obtained by proving that a function does not have large monochromatic rectangles. To the best of our knowledge, such bounds are only known for fixed variable partitions. To prove lower bounds for OBDD-refutations that are independent of the variable order chosen for the OBDDs, we lift classical bounds on the inner product function to a graph-based generalization which we show has essentially the same properties as the inner product function, but for all variable partitions.

2 Preliminaries

2.1 Propositional Logic and Quantified Boolean Formulas

We assume an infinite set of propositional variables and consider propositional formulas built up from variables and the constants true (1) and false (0) using
conjunction (\(\land\)), disjunction (\(\lor\)), and negation (\(\neg\)). We write \(\text{var}(\varphi)\) for the set of variables occurring in a formula \(\varphi\). In particular, we are interested in formulas in conjunctive normal form (CNF). A formula is in CNF if it is a conjunction of clauses. A clause is a disjunction of literals, and a literal is variable \(x\) or a negated variable \(\neg x\). An assignment of a set \(X\) of variables is a mapping \(\tau : X \to \{0, 1\}\) of variables to truth values. We write \([X]\) for the set of assignments of \(X\). Given assignments \(\tau : X \to \{0, 1\}\) and \(\sigma : Y \to \{0, 1\}\) such that \(X \cap Y = \emptyset\), we let \(\tau \cup \sigma\) denote the assignment of \(X \cup Y\) such that \((\tau \cup \sigma)(x) = \tau(x)\) if \(x \in X\) and \((\tau \cup \sigma)(x) = \sigma(x)\) if \(x \in Y\). Furthermore, we write \(\tau|_{X'}\) for the restriction of \(\tau\) to \(X' \subseteq X\). The result of applying an assignment \(\tau\) to formula \(\varphi\) and propagating constants is denoted \(\varphi[\tau]\). If \(\varphi[\tau] = 0\), the assignment \(\tau\) falsifies \(\varphi\). A Quantified Boolean Formula (QBF) is a pair \(\Phi = Q.Q\varphi\) consisting of a quantifier prefix \(Q\) and a propositional formula \(\varphi\), called the matrix of \(\Phi\). If the matrix is in CNF, then \(\Phi\) is in Prenex Conjunctive Normal Form (PCNF). The quantifier prefix is a sequence \(Q = Q_1x_1 \ldots Q_nx_n\) where the \(Q_i \in \{\forall, \exists\}\) are quantifiers and the \(x_i\) are propositional variables such that \(\{x_1, \ldots, x_n\} = \text{var}(\varphi)\). We write \(D_Q(x_i) = \{x_1, \ldots, x_{i-1}\}\) for the set of variables that come before \(x_i\) in the quantifier prefix, and say \(x_i\) is left of \(x_j\) and \(x_j\) is right of \(x_i\) if \(i < j\). A variable \(x_i\) is existential if \(Q_i = \exists\), and universal if \(Q_i = \forall\). We write \(\text{var}_\exists(\Phi)\) for the set of existential variables, \(\text{var}_\forall(\Phi)\) for the set of universal variables, and \(\text{var}(\Phi)\) for the set of all variables occurring in \(\Phi\).

Let \(\Phi\) be a QBF. A universal strategy for \(\Phi\) is a family \(\vec{f} = \{f_u\}_{u \in \text{var}(\Phi)}\) of functions \(f_u : [\text{var}(\Phi)] \to \{0, 1\}\) such that \(f_u(\tau) = f_u(\sigma)\) for any assignments \(\tau\) and \(\sigma\) that agree on \(D_Q(u)\). If \(\vec{f}\) is a universal strategy and \(\tau : \text{var}(\Phi) \to \{0, 1\}\) and assignment of existential variables, we write \(\tau \cup \vec{f}(\tau)\) for the assignment of \(\text{var}(\Phi)\) such that \((\tau \cup \vec{f}(\tau))(x) = \tau(x)\) for existential variables \(x \in \text{var}_\exists(\Phi)\) and \((\tau \cup \vec{f}(\tau))(u) = f_u(\tau \cup \vec{f}(\tau))\) for universal variables \(u \in \text{var}_\forall(\Phi)\). A universal strategy \(\vec{f}\) is a universal winning strategy for \(\Phi\) if \(\tau \cup \vec{f}(\tau)\) falsifies the matrix of \(\Phi\) for every assignment \(\tau\) of the existential variables. A QBF is false if it has a universal winning strategy, and true otherwise.

### 2.2 Graphs and Pathwidth of Formulas

Let \(G = (V, E)\) a graph and for every set \(V' \subseteq V\) let \(N[V']\) denote the open neighborhood of \(V\), i.e., the set of all vertices in \(V \setminus V'\) that have a neighbor in \(V'\). The expansion of \(G\) is then defined as \(\text{exp}(G) = \min_{V' \subseteq V: \|V'\| \leq |V|/2} |N[V']/V'|\).

A path decomposition of a graph \(G = (V, E)\) is a pair \((P, \lambda)\) where \(P = p_1, \ldots, p_n\) is a sequence of nodes \(p_i\), and \(\lambda : \{p_1, \ldots, p_n\} \to 2^V\) maps nodes \(p_i\) to subsets \(\lambda(p_i) \subseteq V\) of vertices called bags, subject to the following constraints:

1. Each vertex appears in some bag, that is, \(V \subseteq \bigcup_{i=1}^n \lambda(p_i)\).
2. For each edge \(vw \in E\) there is a node \(p_i\) such that \(\{v, w\} \subseteq \lambda(p_i)\).
3. If \(v \in \lambda(p_i)\) and \(v \in \lambda(p_j)\) for \(1 \leq i < j \leq n\), then \(v \in \bigcap_{k=i}^n \lambda(p_k)\).

The width of a path decomposition is \(\max_{i=1}^n |\lambda(p_i)| - 1\), and the pathwidth of a graph \(G\) is the minimum width of any path decomposition of \(G\). The pathwidth
of a CNF formula \( \varphi \) is the pathwidth of its *primal graph*, which is the graph
with vertex set \( \text{var}(\varphi) \) and edge set \( \{xy \mid \exists C \in \varphi \text{ s.t. } x, y \in \text{var}(C)\} \), and the
pathwidth of a PCNF formula is the pathwidth of its matrix.

### 2.3 OBDD

We only give a short introduction into ordered binary decision diagrams (short
OBDDs), a classical representation of Boolean functions [11]; see [39] for a text-
book treatment.

Let \( X \) be a set of variables and \( \pi \) an ordering of \( X \). A \( \pi \)-OBDD on variables \( X \) is defined to be a directed acyclic
graph \( B \) with one source \( s \) and two sinks labeled 0 and 1, called the 0- and 1-sink respectively. All non-sink nodes are
labeled with variables from \( X \) such that on every path \( P \) in \( B \) the variables
appear in the order \( \pi \). Moreover, all non-sink nodes have two outgoing edges,
one labeled with 0, the other with 1. The size of \( B \), denoted by \( |B| \), is defined
as the number of nodes in \( B \). Given an assignment \( a \in \{0, 1\} \), the OBDD \( B \) computes a value \( B(a) \) as follows: starting in the root, we construct a path by
taking for every node \( v \) labeled be a variable \( x \) the edge labeled with
\( a(x) \). We continue until we end up in a sink, and the label of the sink is the value of \( B \) on
\( a \) denoted by \( B(a) \). This way \( B \) computes a Boolean function and every Boolean
function can be computed by an OBDD. The OBDD \( B \) is called complete if on
every source-sink path \( P \) all variables in \( X \) appear as node labels. The
*width* of a complete OBDD \( B \) is defined as the maximal number of nodes that are labeled
with the same variable.

**Observation 1** There is a polynomial time algorithm that, given an OBDD \( B \),
computes an equivalent complete OBDD \( B' \). Moreover, \( |B'| \leq (|X| + 1)|B| \).

We will use the following algorithm of OBDDs which is often called the *apply
algorithm*.

**Lemma 1.** Let \( f : \{0, 1\}^2 \to \{0, 1\} \) be a binary Boolean function. Then there is
an algorithm that, given two \( \pi \)-OBDDs \( B_1 \) and \( B_2 \), computes in time polynomial
in \( |B_1| + |B_2| \) a \( \pi \)-OBDD \( B \) such that \( B \) computes on input \( a \in \{0, 1\}^X \) the value
\( B(a) := f(B_1(a), B_2(a)) \). In particular, the size of \( B \) is polynomial in that of \( B_1 \)
and \( B_2 \).

OBDDs are well-known to be *canonical* in the sense that, for fixed variable
order \( \pi \), there is a unique representation of any Boolean function \( f \) by a \( \pi \)-OBDD.

**Lemma 2.** Let \( f \) be a Boolean function on variables \( X \) and let \( \pi \) be a variable
order of \( X \). Then there is a unique \( \pi \)-OBDD of minimal size (up to isomorphism)
computing \( f \). Moreover, given a \( \pi \)-OBDD representing \( f \), this unique OBDD can
be computed in polynomial time. The same is true for complete OBDDs.

Throughout this paper, we always assume that OBDDs are minimized with the
help of the algorithm of Lemma 2.
2.4 Combinatorial Rectangles

Let $X$ be a set of variables and $II = (X_1, X_2)$ a partition of $X$. We call $II$ balanced if $\min(|X_1|, |X_2|) \geq \lceil |X|/2 \rceil$. More generally, we say that $II$ is $b$-balanced if $\min(|X_1|, |X_2|) \geq b|X|$. A combinatorial rectangle with partition $II$ is a function $R(X) = R_1(X_1) \land R_2(X_2)$. A dual way of seeing $R$ is defining $A$ to be the models of $R_1$ and $B$ those of $R_2$. Then the models of $R$ are exactly $A \times B$ and in a slight abuse of notation we then also write $R = A \times B$. A function $R$ is called a balanced rectangle if and only if $R$ is a combinatorial rectangle with a partition $II$ that is balanced.

Let $f$ be a Boolean function and let $R$ be a combinatorial rectangle. We say that $R$ is monochromatic with respect to $f$ if either all models of $R$ are models of $f$ or no model of $R$ is a model of $f$. When $f$ is clear from the context, we simply call $R$ a monochromatic rectangle without remarking $f$ explicitly. We also say that $f$ has the monochromatic rectangle $R$.

We will use the following well-known connection between OBDD and rectangles [28].

**Theorem 1.** Let $g$ be a function in variables $X$ computed by a $\pi$-OBDD of width $w$. Let $X_1$ be a prefix of the variable order $\pi$ and let $X_2 := X \setminus X_1$. Then $g(X) = \bigwedge_{i=1}^{w} R_i(X)$, where every $R_i$ is rectangle with partition $(X_1, X_2)$.

3 Symbolic QBF Proof Systems

We consider line-based QBF proof systems where each line is an OBDD and is either the OBDD corresponding to a clause from the matrix, or else derived by a propositional proof system or universal reduction (cf. Frege systems with universal reduction [4]). For simplicity, we will assume that each derivation begins with a sequence of OBDDs corresponding to the clauses in the matrix.

Formally, let $\Phi = Q_1 x_1 \ldots Q_n x_n . C_1 \land \ldots \land C_m$ be a PCNF formula. An OBDD derivation of $L_k$ from $\Phi$ is a sequence $L_1, \ldots, L_k$ of OBDDs, all with the same variable order $\pi$, such that each $L_i$ represents clause $C_i$ for $1 \leq i \leq m$, or is derived using one of the following rules:

1. **conjunction** ($\land$): $L_i$ represents $L_j \land L_k$ for $j, k < i$.
2. **projection** ($\exists$): $L_i$ represents $\exists x . L_j$ for some $x \in \text{var}(L_j)$ and $j < i$.
3. **entailment** ($\vdash$): $L_i$ is entailed by $L_{i_1}, \ldots, L_{i_k}$, for $i_1, \ldots, i_k < i$.
4. **universal quantification** ($\forall$): $L_i$ represents $L_j[u/c]$, where $j < i$, $u$ is a universally quantified variable that is rightmost among variables in $L_j$ and $c \in \{0, 1\}$.

Here, $L_j[u/c]$ denotes the OBDD obtained from $L$ by removing each node labeled with variable $u$ and rerouting all incoming edges to its neighbor along the $c$-labeled edge (effectively substituting $c$ for $u$). The size of an OBDD derivation

---

3 Note that OBDD derivations using the entailment rule do not lead to proof systems in the sense of Cook and Reckhow [15], since checking entailment is coNP-hard.
is the sum of the sizes of the OBDDs in the derivation, and the width of an OBDD derivation is the maximum width of any OBDD in the derivation.

It is not difficult to see that OBDD derivations are sound.

**Proposition 1.** Let $L_1, \ldots, L_k$ be an OBDD derivation from $\Phi$. If $\Phi$ is true then $Q_1x_1 \ldots Q_nx_n. L_1 \land \ldots \land L_k$ is true.

An OBDD-refutation of $\Phi$ is an OBDD derivation of an OBDD representing 0. A $\pi$-OBDD derivation is an OBDD derivation where all OBDDs use variable order $\pi$. We sometimes explicitly mention the derivation rules used in a proof. For instance, an OBDD($\land, \exists, \forall$) derivation is OBDD derivation using only conjunction, projection, and universal reduction.

**A Proof System for Symbolic Quantifier Elimination**

We can use symbolic QBF proof systems to study the QBF solver QBDD proposed by Pan and Vardi [31]. Given a PCNF formula $\Phi = Q_1x_1 \ldots Q_nx_n. \varphi$, QBDD maintains buckets $S_1, \ldots, S_n$ of OBDDs such that $x_i$ is the rightmost variable (with respect to the quantifier prefix) occurring in the OBDDs of $S_i$. Initially, the $S_i$ are the sets of clauses in $\varphi$ that have $x_i$ as their rightmost variable, represented as OBDDs. QBDD proceeds by eliminating variables from the inside out, starting with the variable $x_n$. To eliminate the variable $x_i$, it computes the conjunction of OBDDs in bucket $S_i$, then removes $x_i$ from the result by quantifying either existentially or universally, depending on the quantifier $Q_i$. The resulting OBDD is then added to the correct bucket. The procedure terminates with a constant 1 or constant 0 OBDD, depending on whether the QBF $\Phi$ is true or false. Since any universal variable is innermost upon elimination, a run of QBDD corresponds to an OBDD($\land, \exists, \forall$)-derivation.

The aim of this section will be showing the following result:

**Proposition 2.** QBDD solves PCNF formulas $\Phi$ with $q$ quantifier blocks and pathwidth $k$ in time $\text{tower}(k, q+1) \text{poly}(|\Phi|)$.

Since, as stated above, the runs of QBDD are proofs in OBDD($\land, \exists, \forall$), we directly get the following result on the strength of OBDD($\land, \exists, \forall$).

**Corollary 1.** Every false PCNF $\Phi$ with $q$ quantifier width and pathwidth $k$ has an OBDD($\land, \exists, \forall$)-refutation of size $\text{tower}(k, q+1)\text{poly}(|\Phi|)$.

As the basic tool, we use the following variable elimination result for OBDDs.

**Lemma 3 ([13]).** Let $B$ be an OBDD of width $w$ and let $X$ be a subset of the variables in $B$. Then there is an OBDD $B'$ of width $2^w$ that encodes $\exists X.B$ with the same variable order as $B$. Moreover $B'$ can be computed in time $2^w\text{poly}(|B|)$.

Note that since OBDD can be negated without increase of the representation size, we get that the same result is true for $\forall$-elimination. Iterating this result directly yields the following corollary.
Corollary 2. Let $B$ be an OBDD of width $w$ and let $Q_1X_1\ldots Q_qX_q$ a variable prefix with $q$ blocks. Then $Q_1X_1\ldots Q_qX_qF$ has an OBDD representation $B'$ of width $\text{tower}(w, q)$. Moreover, $B'$ can be computed in time $\text{tower}(w, q)\text{poly}(|B|)$.

An analogous construction for the more general representation of structured DNNF [33] is at the heart of the treewidth based QBF-algorithm in [13].

We can now proceed with the proof of Proposition 2.

Proof (of Proposition 2). Let $(P, \lambda)$ be a path decomposition of width $k$ of the primal graph of $F$. In [20] it is shown that there is an variable order $\pi$ depending only on $(P, \lambda)$ such that there is a complete OBDD of width $2^k$ computing $F$. Let $P_i := \bigwedge_{j \in [i]} S_i$. Then $P_i$ is the conjunction of some clauses of $F$, so $(P, \lambda)$ is a path decomposition of $P_i$ of width at most $k$. It follows that for every $i \in [q]$ there is a complete OBDD representation of $P_i$ with order $\pi$ and width at most $2^k$.

We claim that all OBDD that are computed by QBDD have width at most $\text{tower}(k, q + 1)$. Note first that all $S_i$ have pathwidth at most $k$ as above, so we can compute all of them by only conjoining OBDDs with order $\pi$ and of width at most $2^k$. Now whenever we eliminate a variable, the result is a function that we get from $P_i$ by eliminating some variables. But since these variables are only in $q$ quantifier blocks and we eliminate from the inside out, we have by Corollary 2 that the width of the result is at most $\text{tower}(2^k, q) = \text{tower}(k, q + 1)$ which completes the proof. Noting that a complete OBDD of width $w$ in $n$ variables has size at most $wn$ and using canonicity and Lemma 1 in all steps completes the proof. \(\Box\)

4 Relation to Other Proof Systems

In this section, we show that OBDD($\land$, $\exists$, $\forall$) is separated from several clausal QBF proof systems. These results are obtained by identifying classes of QBFs that are hard for these proof systems but having bounded pathwidth and a fixed number of quantifier blocks.

We first consider $Q$-Resolution [27], QU-Resolution [21], and Long-Distance Q-Resolution [2,19], which can be further generalized and combined into Long-Distance QU-Resolution [3]. QU-Resolution allows resolution on universal pivots, Long-Distance Q-Resolution can derive tautological clauses in certain cases, and Long-Distance QU-Resolution additionally permits the derivation of tautological clauses by resolution on universal pivots (the proof rules of this system are shown in Figure 1 of Appendix B).

For all the proof systems above, we define the size of a refutation to be the number of clauses in it. As usual, we say a proof system $P$ p-simulates another proof system $P'$ if for every proof $\Pi'$ in $P'$ there is a proof $\Pi$ in $P$ such that the length of $\Pi$ is polynomial in that of $\Pi'$.

Proposition 3. OBDD($\land$, $\exists$, $\forall$) p-simulates QU-Resolution.

\footnote{This system is typically referred to as LQU$^+$-Resolution.}
Proof. We simulate QU-resolution line by line, using the fact that all clauses have small OBDD representations. An application of universal reduction in QU-resolution that removes literal $l$ corresponds to an application of universal reduction in an OBDD derivation that replaces $l$ by 0. Resolution of clauses $C_1 \lor x$ and $\neg x \lor C_2$ can be simulated by first computing an OBDD $L'$ representing $(C_1 \lor x) \land (\neg x \lor C_2)$. Each clause $C$ can be represented by an OBDD of size $O(|C|)$, for any variable ordering, so by Lemma 1 the OBDD $L'$ can be computed in time polynomial in the size of the premises. To obtain an OBDD $L$ representing the resolvent $C_1 \lor C_2$, we simply project out the pivot $x$, that is, $L = \exists x. L'$.

Lower bounds against QU-Resolution can be obtained by lifting lower bounds against bounded-depth circuits and decision lists [8]. This is because a decision list encoding a universal winning strategy can be efficiently extracted from QU-Resolution refutations [2], and decision lists can be succinctly represented by bounded-depth circuits. For instance, the class QParity of formulas with the parity function as a unique universal winning strategy is hard for QU-Resolution [8]. This class was modified so as to also demonstrate hardness for Long-Distance QU-Resolution, resulting in the class of formulas defined below.

$\text{QParity}_n := \exists x_1 \ldots \exists x_n \forall z_1 \lor z_2 \exists t_2 \ldots \exists t_n.$

\[
\bigwedge_{i=3}^n (\text{xor}_u (t_{i-1}, x_i, t_i, z_1, z_2)) \land
(\exists z_1 \lor z_2 \lor t_n) \land (\neg z_1 \lor \neg z_2 \lor \neg t_n),
\]

where

\[
\text{xor}_u(o_1, o_2, o, l_1, l_2) := (l_1 \lor l_2 \lor \neg o_1 \lor o_2 \lor o) \land
(l_1 \lor l_2 \lor \neg o_1 \lor \neg o_2 \lor \neg o) \land
(l_1 \lor l_2 \lor o_1 \lor o_2 \lor \neg o).
\]

We restate the following result without a proof.

**Theorem 2 (8).** QParity$_n$ requires exponential-size refutations in Long-Distance QU-Resolution.

At the same time, the QParity formulas have a very simple structure that can be exploited by symbolic proof systems.

**Lemma 4.** The class $\{\text{QParity}_n\}_{n \in \mathbb{N}}$ has bounded pathwidth.

**Proof.** Let $n \in \mathbb{N}$ and consider the path $P = p_1, \ldots, p_n$, and node labeling $\lambda$ such that $\lambda(p_1) = \{x_1, x_2, t_2, z_1, z_2\}$, $\lambda(p_i) = \{x_i, x_{i+1}, t_{i+1}, z_1, z_2\}$, for $2 \leq i < n$, as well as $\lambda(p_n) = \{z_1, z_2, t_n\}$. It is straightforward to verify that $(P, \lambda)$ is a path decomposition of QParity$_n$, and its width is 4.

Since QParity$_n$ only has three quantifier blocks, we obtain the following results by Proposition 2 and Theorem 2.
Corollary 3. The formulas \( Q\text{Parity}_n \) have polynomial-size OBDD(\( \land, \exists, \forall \)) refutations.

Theorem 3. \( QU\text{-Resolution} \) does not \( p \)-simulate OBDD(\( \land, \exists, \forall \)).

Next, we look at the expansion-based proof system \( IR\text{-calc} \) [8] (the proof rules are shown in Figure 2 of Appendix B). For classes of formulas with a bounded number of quantifier blocks, lower bounds against IR-calc can be obtained by considering the strategy size, which is the minimum range of any universal winning strategy (as a function mapping assignments of existential variables to assignments of universal variables) [4].

Definition 1 (Strategy Size [4]). The strategy size \( S(\Phi) \) of a false QBF \( \Phi \) is the minimum cardinality of the range of a universal winning strategy for \( \Phi \).

Theorem 4 ( [4]). A false PCNF formula \( \Phi \) with at most \( k \) universal quantifier blocks requires IR-calc proofs of size \( k \sqrt{S(\Phi)} \).

We use this correspondence to establish a proof size lower bound for the following class of formulas, which is a variant of the equality formulas [5] obtained by splitting the “long” clause \( (t_1 \lor \ldots \lor t_n) \) into smaller clauses using auxiliary variables \( e_i \):

\[
\text{EQ}'_n := \exists x_1 \ldots \exists x_n \forall u_1 \ldots \forall u_n \exists t_1 \ldots \exists t_n \exists e_1 \ldots \exists e_n .
\]

\[
\bigwedge_{i=1}^n ((x_i \lor u_i \lor \neg t_i) \land (\neg x_i \lor \neg u_i \lor \neg t_i)) \land
\]

\[
(t_1 \lor e_1) \land \bigwedge_{i=2}^{n-1} (\neg e_{i-1} \lor t_i \lor e_i) \land (\neg e_{n-1} \lor t_n)
\]

Lemma 5. \( \text{EQ}'_n \) is false and the function \( \tilde{f} : \sigma \mapsto \tilde{f}(\sigma) \) with \( \tilde{f}(\sigma)(u_i) = \sigma(x_i) \) for \( 1 \leq i \leq n \) is the unique universal winning strategy.

Proof. Given any assignment \( \sigma \) of the existential variables \( x_i \), applying the joint assignment \( \sigma \cup \tilde{f}(\sigma) \) results in unit clauses \( \bigwedge_{i=1}^n (\neg t_i) \), and unit propagation derives a contradiction. Thus \( \tilde{f} \) is a universal winning strategy and \( \text{EQ}'_n \) is false. Consider an assignment \( \sigma \) of the \( x_i \) together with an assignment \( \tau \) of the \( u_i \) such that \( \sigma(x_i) \neq \tau(u_i) \) for some \( i \). It is not difficult to see that the formula obtained by applying \( \sigma \cup \tau \) can be satisfied by assigning the \( t_i \) and \( e_i \) appropriately, so the universal player can only win the evaluation game if they play according to \( \tilde{f} \). \( \Box \)

Proposition 4. Any IR-calc refutation of \( \text{EQ}'_n \) has size \( \Omega(2^n) \).

Proof. By Lemma 5 the function \( \tilde{f} \) is the unique universal winning strategy for \( \text{EQ}'_n \), and the cardinality of its range is \( 2^n \). Thus \( 2^n = S(\text{EQ}'_n) \) is a proof size lower bound for IR-calc by Theorem 4. \( \Box \)
Lemma 6. The class \( \{ EQ'_n \}_{n \in \mathbb{N}} \) has bounded pathwidth.

Proof. For \( n \in \mathbb{N} \), we construct a path decomposition \((P, \lambda)\) of \( EQ'_n \) as follows. We let \( P = p_1, \ldots, p_n \) and define the labeling \( \lambda \) as \( \lambda(p_1) = \{ x_1, u_1, t_1, e_1 \} \), \( \lambda(p_i) = \{ e_{i-1}, x_i, u_i, t_i, e_i \} \) for \( 2 \leq i \leq n - 1 \), and \( \lambda(p_n) = \{ e_{n-1}, x_n, u_n, t_n \} \). \( \square \)

Corollary 4. The formulas \( EQ'_n \) have polynomial-size OBDD(\( \wedge, \exists, \forall \)) refutations.

Theorem 5. IR-calc does not \( p \)-simulate OBDD(\( \wedge, \exists, \forall \)).

5 A Lower Bound on OBDD Refutations

In this section, we present a technique for proving lower bounds on the size of OBDD-proofs even with the entailment (\( \models \)) rule. We first show that such proofs admit efficient extraction of universal winning strategies as OBDD-decision lists, a model which can in turn be efficiently transformed into rectangle decision lists. We then use a result by Impagliazzo and Williams [24] to show that lower bounds for such decision lists reduce to size bounds of rectangles for Boolean functions. We complete the proof by deriving such a bound for a generalization of the well-known inner product function.

5.1 From OBDD Proofs to Rectangle Decision Lists

Definition 2. Let \( \mathcal{C} \) be a class of Boolean functions. A \( \mathcal{C} \)-decision list of length \( s \) is a sequence \((L_1, c_1), \ldots, (L_s, c_s)\) where the \( c_i \in \{ 0, 1 \} \) are truth values and the \( L_i \in \mathcal{C} \) are circuits, and \( L_s \) computes the constant function 1. Let \( V \) be the set of variables occurring in the circuits \( L_i \). The decision list computes a function \( f : \{ 0, 1 \}^V \to \{ 0, 1 \} \) as follows. Given an assignment \( \tau : V \to \{ 0, 1 \} \), let \( i = \min \{ 1 \leq j \leq s \mid L_j(\tau) = 1 \} \). The we have \( f(\tau) = c_i \).

A \((w, \pi)\)-OBDD-decision list is a \( \mathcal{C} \)-decision list where \( \mathcal{C} \) is the class of Boolean functions computed by \( \pi \)-OBDDs of maximum width \( w \). Similarly, for a partition \((X, Y)\) of a set \( V \) of variables, an \((X, Y)\)-rectangle decision list is a \( \mathcal{C} \)-decision list where \( \mathcal{C} \) is the class of rectangles with respect to \((X, Y)\).

The next result states that OBDD-decision lists can be efficiently extracted from OBDD-proofs. Due to space constraints, its proof is in Appendix C.

Theorem 6 (Strategy Extraction [2,7]). There is a linear-time algorithm that takes a \( \pi \)-OBDD-refutation of a PCNF formula \( \Phi \) and outputs a family of \((w, \pi)\)-OBDD-decision lists computing a universal winning strategy for \( \Phi \), where \( w \) is the width of the refutation.

Lemma 7. If there is a \((w, \pi)\)-OBDD-decision list of size \( s \) computing a function \( f : \{ 0, 1 \}^V \to \{ 0, 1 \} \), and \((X, Y)\) is a bipartition of \( V \) such that \( X \) is the set of variables appearing in a prefix of \( \pi \), then there is an \((X, Y)\)-rectangle decision list of length \( w(s - 1) + 1 \) computing \( f \).
Proof. Let \((L_1, c_1), \ldots, (L_s, c_s)\) be a \((w, \pi)\)-OBDD-decision list computing function \(f : \{0, 1\}^V \to \{0, 1\}\), and let \((X, Y)\) be a bipartition of \(V\) such \(X\) corresponds to the variables in a prefix of \(\pi\). By Theorem 1, each OBDD \(L_i\) for \(1 \leq i < s\) is equivalent to a disjunction \(\bigvee_{j=1}^{w} R_{ij}(V)\) of rectangles with respect to \((X, Y)\). We construct an \((X, Y)\)-rectangle decision list by replacing each pair \((L_i, c_i)\) for \(1 \leq i < s\) by the sequence \((R_{i1}, c_i), \ldots, (R_{iw}, c_i)\). We can simply append \((L_s, c_s)\) to this sequence since the constant \(L_s\) trivially is a rectangle. The resulting \((X, Y)\)-rectangle decision list computes \(f\) and has length \(w(s - 1) + 1\). \(\Box\)

5.2 From Rectangle Decision Lists to Communication Complexity

We next use a result of Impagliazzo and Williams [24] to prove lower bounds for rectangle decision lists. The following definition has been slightly simplified for our setting.

Definition 3. Let \(f\) be a Boolean function on variables \(V\) and let \(\Pi = (X, Y)\) be a partition of \(V\). An AND-protocol for \(f\) with partition \(\Pi\) is the following: two players are given an assignment to \(X\) and \(Y\), respectively, and want to compute \(f\) on the joint assignment. To this end, they play in several rounds. In each round, they deterministically compute one bit each and send it to a third party. The third party computes the conjunction of the two bits and sends it to the players. If the conjunction evaluates to 1, then the protocol ends and the players have to output the value of \(f\) on the given input.

The length of the AND-protocol is the maximal number of rounds the players have to play to compute \(f\) taken over all possible inputs for \(f\).

AND-protocols are interesting for us because of the following simple connection already observed without proof by Chattopadhyay et al. [14].

Proposition 5. Let \(f\) be a function in variables \(V\) and let \(\Pi\) be a partition of \(V\). If \(f\) is computed by a rectangle decision list of length \(s\) in which all rectangles have the partition \(\Pi\), then there is an AND-protocol for \(\varphi\) with partition \(\Pi\) of length at most \(s\).

Proof. The players simply evaluate the rectangle decision list: for every line \((R_i, c_i)\) where \(R_i = R_{i1}(X_1) \land R_{i2}(X_2)\), the players evaluate \(R_{i1}\) and \(R_{i2}\) on their part of the input individually. Then the third party gives them the conjunction, so the value of the rectangle on the input. If it is 1, then the players know that \(f\) evaluates to \(c_i\) on their input. \(\Box\)

Lower bounds on the length of AND-protocols can be shown thanks to the following result from [24].

Theorem 7. Let \(f\) be a function in variables \(V\) and let \(\Pi\) be a balanced partition of \(V\). If \(f\) has an AND-protocol with partition \(\Pi\) of length \(s\), then there is a monochromatic rectangle with respect to \(f\) with partition \(\Pi\) of size at least \(\frac{1}{4}2^{|V|}\).
5.3 A Function with Only Small Monochromatic Rectangles

With Theorem 7 showing lower bounds for rectangle decision lists, and thus for OBDD-refutations, boils down to showing that functions to not have small monochromatic rectangles. Such function are known in the literature, see e.g. [28], but all results that we are aware of are for a fixed partition of the variables. However, since we want to show lower bounds independent of the choice of the variable order used in the OBDD-refutation, we need functions that have no big monochromatic rectangles for any balanced partition of their variables. We will construct such functions in this section.

The following result will be a building block in our construction.

**Proposition 6.** Let \( F := \bigoplus_{i \in [n]} g_i(x_i, y_i) \) where every function \( g_i \) is either \( g_i = x_i \land y_i \), \( g_i = \neg x_i \land y_i \), \( g_i = x_i \land \neg y_i \), or \( g_i = x_i \lor y_i \). Then every monochromatic rectangle of \( F \) has size at most \( 2^n \).

To show Proposition 6, we will use the following well known result from communication complexity: Let \( IP(x_1, \ldots, x_n, y_1, \ldots, y_n) \) be the inner product function defined as \( IP(x_1, \ldots, x_n, y_1, \ldots, y_n) := \bigoplus_{i \in [n]} x_i \cdot y_i \) where \( \cdot \) denotes the multiplication over \( \{0, 1\} \) or equivalently conjunction. The following is well known, see e.g. [28].

**Lemma 8.** All monochromatic rectangles of \( IP(x_1, \ldots, x_n, y_1, \ldots, y_n) \) have size at most \( 2^n \).

It is easy to see that the function \( F \) from Proposition 6 is a generalization of the inner product function. We will see that one can easily lift the bound on monochromatic rectangles.

**Proof (of Proposition 6).** First observe that \( x_i \lor y_i = 1 \oplus (\neg x_i \land \neg y_i) \), so substituting every occurrence of \( x_i \lor y_i \) by \( \neg x_i \land \neg y_i \) will only change the color but not the size of any monochromatic rectangle. So in the remainder, we assume that there is no \( g_i = x_i \lor y_i \) in \( F \).

In a next step, we substitute all occurrences of negated variables by the respective variables without the negation. Call the resulting formula \( F' \). This substitution is clearly a bijection \( \sigma \) between assignments that maintains the value, i.e., \( F(X, Y) = F'(\sigma(X, Y)) \). Since \( \sigma \) acts on the variables independently, we have that for every monochromatic rectangle \( A \times B \) of \( F \), the set \( \sigma(A \times B) \) is a monochromatic rectangle as well and \( A \times B \) and \( \sigma(A \times B) \) have the same size. Now observing that \( F' \) is in fact the inner product function completes the proof using Lemma 8. \( \square \)

We now introduce a generalization of \( IP \) with respect to an underlying graph structure. So let \( X \) be a set of Boolean variables and let \( G \) be a graph with vertex set \( X \) and edge set \( E \). Then we define

\[
IP_G(X) = \bigoplus_{xy \in E} x \cdot y.
\]

Note that with this definition \( IP = IP_{M_n} \) where \( M_n \) is a matching with \( n \) edges.
Lemma 9. Let $G = (X, E)$ be a graph with $n$ variables. Let $\{e_1, \ldots, e_m\}$ be an induced matching of $G$ and let $(X_1, X_2)$ be a partition of $X$ such that for every $e$, one of the end points is in $X_1$ and one is in $X_2$. Then every monochromatic rectangle for $IP_G$ respecting the partition $(X_1, X_2)$ has size at most $2^{n-m}$.

Proof. Let $X'$ be the variables that are no end point in any of the $e_i$. Fix an assignment $a : X' \to \{0, 1\}$. Let $e_i = x_iy_i$ and assume that $x_i \in X_1$ while $y_i \in X_2$. Let $IP_{G,a}$ be the function in $X'' := \{x_i, y_i \mid i \in [m]\}$ that we get from $IP_G$ by plugging $a$ into the variables $X'$. Let $g_i$ be the function that, given an assignment $a_i$ to $x_i$ and $y_i$, counts the number of edges $e$ modulo 2 that are incident to at least one of $x_i$ and $y_i$ and such that $a_i \cup a$ assigns 1 to both end points of $e$. Clearly, $IP_{G,a} = \bigoplus_{i \in [m]} g_i(x_i, y_i) \oplus c_a$ where $c_a \in \{0, 1\}$ is a constant depending only on $a$. We will show that, up to the constant $c_a$ which does not change the size of monochromatic rectangles, the function $IP_{G,a}$ has the form required by Proposition 6.

To this end, let us analyze $g_i$. Let $X_i$ be the neighbors of $x_i$ different from $y_i$ and let $Y_i$ be the neighbors of $y_i$ different from $x_i$. Let $p_a(x_i)$ be the parity of variables in $X_i$ that are assigned 1 by $a$ and let $p_a(y_i)$ be defined analogously for $y_i$. Then $g_i = (p_a(x_i) \land x_i) \oplus (p_a(y_i) \land y_i) \oplus (x_i \land y_i)$. We analyze the different cases:

- If $p_a(x_i) = 0$ and $p_a(y_i) = 0$, then $g_i(x_i, y_i) = x_i \land y_i$.
- If $p_a(x_i) = 1$ and $p_a(y_i) = 0$, then $g_i(x_i, y_i) = x_i \oplus (x_i \land y_i)$. If $x_i = 0$, then this term is 0, so in all models we must have $x_i = 1$. But $g_i(1, y_i) = 1 \oplus y_i = \neg y_i$, so $g_i(x_i, y_i) = x_i \land \neg y_i$.
- If $p_a(x_i) = 0$ and $p_a(y_i) = 1$, then $g_i(x_i, y_i) = \neg x_i \land y_i$ is obtained by a symmetric argument.
- Finally, if $p_a(x_i) = 1$ and $p_a(y_i) = 1$ then $g_i(x_i, y_i) = x_i \lor (y_i \lor (x_i \land y_i))$. Clearly, if $x_i = y_i = 0$, then $g_i$ evaluates to 0. Moreover, all other assignments evaluate to 1. So $g_i(x_i, y_i) = x_i \lor y_i$.

Thus, in any case, $g_i$ is of the form required by Proposition 6. It follows that every monochromatic rectangle of $IP_{G,a}$ has size at most $2^m$.

Now consider a monochromatic rectangle $R$ in $IP$. Then, for every assignment $a : X' \to \{0, 1\}$, restricting the variables $X'$ according to $a$ must give a monochromatic rectangle $R_a$ as well. It follows that

$$|R| = \sum_{a : X' \to \{0, 1\}} |R_a|.$$  

But as we have seen, $|R_a| \leq 2^m$. Moreover, there are $2^{|X'|} = 2^{n-2m}$ assignments to $X'$ and thus

$$|R| \leq 2^{n-2m}2^m = 2^{n-m}$$

as claimed. \qed
Theorem 8. Let $G = (X, E)$ be a graph with expansion $d$, degree $\Delta$ and $n$ vertices. Let $(X_1, X_2)$ be a $b$-balanced partition of $X$ for $b > d$. Then all monochromatic $(X_1, X_2)$-rectangles have size at most $2^n\left(1-\frac{2\Delta^2 b^2}{\Delta^3 + 1}\right)$.

Proof. We show that there is an induced matching of size $\frac{\Delta d^2 b}{2(\Delta^3 + 1)}$ as in Lemma 9. Then the result follows directly.

Assume w.l.o.g. that $|X_1| \leq |X_2|$. Then, by the expansion property of $G$, there are at least $d|X_1|$ neighbors of $|X_1|$ in $|X_2|$. Call these neighbors $X'_2$. Note that $X'_2$ has at least $d \min\left(\frac{2d}{b}, |X'_2|\right) \geq d^2 |X_1|$ neighbors in $X_1$ where the latter inequality is true because $d \leq 1$. Denote the set of vertices in $X_1$ that have a neighbor in $X'_2$ by $X'_1$. Then $|X'_1| \geq d^2 |X_1|$.

We now construct a matching between $X'_1$ and $X'_2$. To this end, first delete all vertices not in $X'_1 \cup X'_2$ from $G$. We then choose a matching iteratively as follows: pick a vertex $x_i \in X_1$ that has not been eliminated and that still has a neighbor $y_i$ in $X_2$. We add $x_i, y_i$ to the matching and delete $x_i$ and $y_i$ and all their neighbors from $G$. If there are now any vertices in $X_1$ that have no neighbors outside of $X_1$ anymore, we delete those as well. We continue until $G$ is empty.

We now analyze how many rounds we can make at least. First note that we delete at most $2\Delta$ neighbors of $x_i$ and $y_i$. Moreover, each of them can result in at most $\Delta - 1$ vertices that have no neighbor on the other side of the partition anymore. So overall we delete at most $2\Delta^2 + 2$ vertices. Since we start with at least $2d^2 |X_1| \geq 2d^2 b n$ vertices, we can make $\frac{2d^2 b n}{2(\Delta^3 + 1)}$ iterations before running out of vertices.

\[\square\]

5.4 Putting It All Together

In this section, we will finally show the promised lower bound for OBDD-refutations by putting together the results of the last sections.

Theorem 9. There is an infinite sequence $(\Phi_n)$ of false PCNF formulas such that $|\Phi_n| = O(n)$ and every OBDD-refutation of $\Phi_n$ has size $2^\Omega(n)$.

Proof. Choose a family of graphs of degree at most $\Delta$ and expansion $d$ for some constants $\Delta$ and $d$. Such families are well known to exist, see e.g. [22]. Out of this family, choose a sequence $(G_n)$ such that $G_n$ has $n$ vertices $X_n$. Now let $\varphi'_n = \neg P_{G_n}$. Clearly, $\varphi'_n$ can be computed by a Boolean circuit $C_n$ of size $O(n)$.

We apply Tseitin-transformation on that circuit to get a CNF formula $\varphi_n$ that has as satisfying assignments exactly the values of all gates in $C_n$ under an assignment to inputs. Note that $\varphi_n$ has variables for all non-inputs of $C_n$ and thus in particular also for the output; let $z$ be the variable corresponding to the output of $C_n$ and let $Y$ denote the remaining variables of $\varphi_n$ introduced in the Tseitin-transformation. Then $\text{var}(\varphi_n) = X_n \cup Y \cup \{z\}$. Moreover, $\varphi_n$ has size $O(n)$. Now define

$\Phi_n = \exists X_n \forall z \exists Y \varphi_n$.

Then the only universal winning strategy $f_z$ is to return for every assignment $a$ to $X_n$ the negation of the value that $C_n$ evaluates to under $a$. But then, using
Theorem 6 and Lemma 7, from every refutation of size \( s \) and width \( w \) of \( \Phi_n \), we get a rectangle decision list of length \( s' = w(s - 1) + 1 \) for \( \neg C_n = IP_G \). Using Proposition 5 and Theorem 7, we get that \( IP_G \) has a monochromatic rectangle of size \( \frac{1}{4n} \cdot 2^{\left| X_n \right|} = \frac{1}{4n} \cdot 2^n \). But all monochromatic rectangles in \( IP_G \) have size at most \( 2^n \left(1 - \frac{d}{2^{n+1}}\right) \) by Theorem 8. Since \( d, b \) and \( \Delta \) are positive constants, it follows that \( s' = 2^{\Omega(n)} \). But then at least one of \( s \) and \( w \) are in \( 2^{\Omega(n)} \), which gives the desired size bound.

\[ \Box \]

6 Conclusion

We have introduced OBDD-refutations that model symbolic OBDD-based reasoning for QBF. We have shown that these systems, already in the form that was used (implicitly) in a symbolic QBF solver [31], are surprisingly strong as they allow solving instances that are hard for the proof systems underlying state-of-the-art QBF solvers. In view of this, it may be worthwhile to revisit these techniques in practice. There has been considerable progress in the computation of tree decompositions over the last few years (see e.g. [17]) that could benefit a symbolic approach. Moreover, it could be interesting to use progress in knowledge compilation on generalizations of OBDDs that have similar properties but are in general exponentially more succinct. For example, one interesting candidate data structure might be SDD [16]. While we consider it unlikely that such an approach would strictly beat current solvers, it might be sufficiently complementary to substantially improve the performance of a portfolio, much like the recently developed ADD-based symbolic model counter ADDMC has been shown to be highly complementary to DPLL-based state-of-the-art solvers [18].

We have also demonstrated limitations of OBDD-refutations by proving exponential lower bounds. Our results require that all OBDDs appearing in a proof have the same variable order, but practical OBDD libraries such as CUDD [37] allow for dynamic variable reordering. While it is not clear how to use this to give more efficient refutations in an implementation of a QBF solver, it would be interesting to see if we can still show lower bounds in this generalized setting. For refutations with variable reordering, the strategy extraction step and the transformation to rectangle decision lists go through unchanged, but there seems to be no equivalent of Theorem 7 for rectangle decision lists with varying partitions. It would be interesting to develop new techniques to show lower bounds in this setting.
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A Soundness of Symbolic QBF Proof Systems

Proof (of Proposition 2). We proceed by induction on the proof length \( k \). For \( 1 \leq i \leq k \), let \( \varphi_i = \bigwedge_{j=1}^{i} L_j \) denote the conjunction of proof lines up to \( i \). If \( k \leq m \) then the conjunction \( \varphi_{k+1} \equiv \bigwedge_{i=1}^{k} C_i \) is logically equivalent to a sub-set of clauses of \( \varphi \) and the result is immediate. For the induction step, if \( L_k \) is derived by conjunction, projection, or entailment, then \( L_1, \ldots, L_{k-1} \models L_k \). Thus if \( Q_1 x_1 \ldots Q_n x_n. \varphi_{k-1} \) is true, \( Q_1 x_1 \ldots Q_n x_n. \varphi_k \) is true, and the result follows from the induction hypothesis. Otherwise, \( L_k \) is derived from \( L_i \) with \( i < k \) by universal reduction, so that \( L_k = L_i[u/c] \) for some universal variable \( u \) and \( c \in \{ \bot, \top \} \). Towards a contradiction, assume that \( Q_1 x_1 \ldots Q_n x_n. \varphi_{k-1} \) is true but \( Q_1 x_1 \ldots Q_n x_n. \varphi_k \) is false. Let \( \bar{f} \) be an existential winning strategy for \( Q_1 x_1 \ldots Q_n x_n. \varphi_{k-1} \). Since \( Q_1 x_1 \ldots Q_n x_n. \varphi_k \) is false, \( \bar{f} \) is not a winning strategy for \( Q_1 x_1 \ldots Q_n x_n. \varphi_{k} \), so there must be an assignment \( \tau \) of \( \{ x_1, \ldots, x_n \} \) that is consistent with \( \bar{f} \) such that \( \varphi_k[\tau] = 0 \). That is, \( \tau \) falsifies a proof line \( L_i \) with \( 1 \leq i \leq k \). But \( \bar{f} \) is a winning strategy of \( Q_1 x_1 \ldots Q_n x_n. \varphi_{k-1} \) and thus \( \varphi_{k-1}[\tau] = 1 \), which leaves \( L_k[\tau] = 0 \) as the only option. Let \( \tau' \) be an assignment that is consistent with \( \bar{f} \) such that \( \tau(x_j) = \tau'(x_j) \) for each variable \( x_j \prec_\varphi u \) and \( \tau'(u) = 1 \) if \( c = \top \) and \( \tau'(u) = 0 \) if \( c = \bot \). Such an assignment can be obtained from \( \tau \) by setting the assignment of \( u \) accordingly and ensuring the assignments of existential variables \( e \) with \( u \prec_\varphi e \) are consistent with \( \bar{f} \). Since \( u \) is rightmost among variables in \( L_i \) and \( L_k = L_i[u/c] \) no longer contains \( u \), we have \( L_k[\tau'] = L_i[\tau] = 0 \). We further have \( L_i[\tau'] = L_k[\tau] \) since \( L_k = L_i[u/c] \) is obtained by substituting \( c \) for \( u \) and \( c[\tau'] = \tau'(u) \). That is, \( L_i[\tau'] = 0 \) and thus \( \varphi_{k-1}[\tau'] = 0 \) for an assignment \( \tau' \) that is consistent with a winning strategy \( \bar{f} \) of \( Q_1 x_1 \ldots Q_n x_n. \varphi_{k-1} \), a contradiction. \( \square \)

B Additional Clausal Proof Systems for QBF

| Rule | Description |
|------|-------------|
| \( \frac{C}{D} \) (Axiom) | \( D \) with \( u \) is a universal variable such that \( D \) does not contain an existential variable that comes after \( u \) (that is, “depends on” \( u \)) in the quantifier prefix. |
| \( \frac{D \setminus \{ u \}}{D \setminus \{ u \}} \) (Universal Reduction) | Here, \( C \) is a clause in the matrix and \( u \) is a universal variable such that \( D \) does not contain an existential variable that comes after \( u \) (
| | that is, “depends on” \( u \)) in the quantifier prefix. |
| \( \frac{C_1 \lor U_1 \lor x}{C_1 \lor C_2 \lor U_1 \lor U_2} \) (Resolution) | The pivot literal \( x \) may be existential or universal. If \( l \in C_1 \) then \( \bar{f} \notin C_2 \) and vice versa. Moreover, \( U_1, U_2 \) only contain universal literals with \( \var(U_1) = \var(U_2) \) that come after the pivot \( x \) in the quantifier prefix. |

Fig. 1. The proof rules of Long-Distance QU-Resolution.
IR-calc operates on clauses containing annotated literals that are pairs \((l, \sigma)\) where \(l\) is a literal and \(\sigma\) a partial assignment of universal variables. We write \(l^\tau\) for the annotated literal \((l, \sigma)\).

\[
\{l^\tau \mid l \in C, l \text{ is an existential literal}\} \quad \text{(Axiom)}
\]

Here, \(C\) is a clause in the matrix and \(\tau\) the (minimal) partial assignment of universal variables that falsifies each universal literal in \(C\). By \([\tau]\) we denote the restriction of \(\tau\) to the universal variables that precede \(\text{var}(l)\) in the quantifier prefix.

\[
\frac{C_1 \lor e^\tau}{C_1 \lor C_2} \quad \text{(Resolution)} \quad \frac{C_1 \lor \neg e^\tau}{C_1 \lor C_2} \quad \text{(Resolution)} \quad \frac{\text{inst}(\tau, C)}{C} \quad \text{(Instantiation)}
\]

The \(C_i\) are clauses consisting of annotated literals. The pivot literals \(e^\tau\) and \(\neg e^\tau\) must have the same annotation \(\tau\) in both premises. The instantiation allows us to extend literal annotations in the following way. Given two assignments \(\tau : X \to \{0, 1\}\) and \(\sigma : Y \to \{0, 1\},\) let \(\tau \circ \sigma : X \cup Y \to \{0, 1\}\) be the assignment such that \((\tau \circ \sigma)(x) = \tau(x)\) if \(x \in X\) and \((\tau \circ \sigma)(x) = \sigma(x)\) if \(x \in Y \setminus X\). The clause \(\text{inst}(\tau, C)\) is defined as \(\text{inst}(\tau, C) = \{l^\sigma \mid l^\tau \in C\}\).

**Fig. 2.** The proof rules of IR-calc.

### C Strategy Extraction from OBDD Proofs

**Proof (of Theorem 5).** Let \(R = L_1, \ldots, L_k\) be a \(\pi\)-OBDD-refutation of a PCNF formula \(\Phi\). For each universal variable \(u\), the algorithm is going to compute a \((w, \pi)\)-OBDD decision list \(L_u\) as follows. Let \(L_{i_1} = L_{j_1} [u/c_1], L_{i_2} = L_{j_2} [u/c_2], \ldots, L_{i_r} = L_{j_r} [u/c_r]\) be the lines of \(R\) obtained by universal reduction of variable \(u\) in their order of appearance in \(R\), that is, \(i_1 < i_2 < \ldots < i_r\) and \(1 \leq j_r < i_r \leq k\) for each \(r \in [\ell]\). The decision list is \(L_u = (\neg L_{i_1}, c_1), (\neg L_{i_2}, c_2), \ldots, (\neg L_{i_r}, c_r), (1, 1)\). These lists can be constructed in linear time by scanning the proof line by line and adding the pair \((\neg L_i, c)\) to the decision list \(L_u\) whenever \(L_i = L_j [u/c]\) is derived from \(L_j\) by universal reduction (recall that OBDDs can be negated simply by swapping the 0 and 1 sinks). It remains to show that the Boolean functions \(\tilde{f} = \{f_u\}_{u \in \text{var}(\Phi)}\) computed by the decision lists \(L_u\) represent a winning universal strategy for \(\Phi\). We begin by observing that, for every assignment \(\tau\) of the existential variables, there is a unique assignment \(\tilde{f}(\tau)\) of the universal variables such that \(\tau \cup \tilde{f}(\tau)\) is consistent with \(\tilde{f}\); the OBDDs in each decision list \(L_u\) only contain variables that precede \(u\) in the quantifier prefix, so that each function \(f_u\) only depends on these variables and no circular dependencies can arise. The assignment \(\tilde{f}(\tau)\) can be computed simply by following the order of universal variables in the quantifier prefix.

Let \(m\) denote the number of clauses of \(\Phi\). We now prove, by downward induction on \(i\) for \(m \leq i \leq k\), that \(\varphi_i\) is falsified by any assignment \(\tau\) that is consistent with \(\tilde{f}\), where \(\varphi_i = \bigwedge_{j=1}^{i} L_j\) again denotes the conjunction of proof lines up to \(i\). Since \(\varphi_m\) is logically equivalent to the matrix of \(\Phi\), this implies that \(\tilde{f}\) is a universal winning strategy. The base case \(i = k\) is trivial as \(L_k = \bot\) is...
falsified under any assignment $\tau \cup \vec{f}(\tau)$. For the induction step, assume that the assignment $\tau \cup \vec{f}(\tau)$ falsifies $\varphi_i$ for each assignment $\tau$ of the universal variables. We consider two cases:

1. If $L_i$ is derived using conjunction, projection, or entailment, then $\varphi_{i-1} \models L_i$, so any assignment that falsifies $L_i$ must falsify $\varphi_{i-1}$ as well. In combination with the induction hypothesis, this tells us that the assignment $\tau \cup \vec{f}(\tau)$ falsifies $\varphi_{i-1}$ for each assignment $\tau$ of the universal variables.

2. Otherwise, the line $L_i = L_j[u/c]$ is derived from $L_j$ with $j < i$ by universal reduction. Towards a contradiction, assume that there is an assignment $\tau$ of the universal variables so that $\tau \cup \vec{f}(\tau)$ satisfies $\varphi_{i-1}$ but falsifies $L_i$. Consider the decision list $L_u$. By construction, it contains the pair $(\neg L_i, c)$, and since $\varphi_{i-1}$ is satisfied by $\tau \cup \vec{f}(\tau)$, the OBDD $\neg L_i$ is falsified for each pair $(\neg L_i, c_i)$ that precedes $(\neg L_i, c)$ in $L_u$. Since $L_i$ is falsified by $\tau \cup \vec{f}(\tau)$, the OBDD $\neg L_i$ is satisfied and thus $f_u(\tau \cup \vec{f}(\tau)) = c$. But $L_i = L_j[u/c]$ is falsified, so $L_j$ must be falsified as well, a contradiction.

$\square$