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Abstract—Coordinated multi-point (CoMP) transmission is an effective means of improving network throughput in heterogeneous cellular networks (HetNets). However, its performance is seriously weakened if imperfect coordination happens between base stations (BSs). Many prior CoMP works do not consider inter-cell overhead message delays such that a seemingly astonishing CoMP throughput gain is attained. In this paper, the quantization error and delay that actually exist in overhead messages was modeled and we developed a much tractable SIR model based on the stochastic geometry framework. We proposed adaptive CoMP that is applied to downlink zero-forcing beamforming (ZFBF) and it can mitigate the interference from the coordinated cells with delayed overhead messages. The bounds on the complementary cumulative distribution function (CCDF) of the SIR of a user are characterized such that the average throughput of a user is able to be analytically evaluated. Numerical results show that the proposed adaptive CoMP scheme can make the throughput gain very robust to the overhead delay and thus significantly increase the throughput even when BSs are not perfectly coordinated.

I. INTRODUCTION

As we have witnessed the rapid evolution of wireless cellular technologies, boosting the transmission rate of users is the most salient feature in each generation of wireless cellular systems. No matter which cellular generation we are approaching, the common hurdle we will face is to achieve high throughput demands in the danger of bandwidth deficit. Increasing the signal-to-interference ratio (SIR) is an effective means of elevating data rate in an interference-limited wireless cellular network. In a heterogeneous cellular network (HetNet), (end) users can certainly have a better SIR provided that interferences from different types of base station (BS) can be effectively mitigated. Therefore, coordination or cooperation techniques between BSs is one of the approaches to attaining the high throughput goal. Recently, coordinated multi-point (CoMP) transmission has attracted much attention since it can make multiple BSs coordinate/cooperate to improve network throughput if perfect and timely coordination between BSs is always possible [1]. However, when CoMP has imperfect inter-cell overhead messaging, throughput could be significantly degraded and how to mitigate this problem is still not addressed too much until now.

In the early work on CoMP schemes, the issues of imperfect inter-cell overhead messaging, for example, quantization error and delay, are completely overlooked [2]–[4]. Although perfect coordination messaging facilitates the analysis of the CoMP fundamental performance, in fact those analytical results could be far away from the practically observed scenario [5]. Some recent work already investigated CoMP with practical overhead messaging. For example, references [6], [7] looked at the capacity limit problem of inter-cell overhead channels for CoMP joint processing with shared user data. Although quantization inaccuracy in overhead messaging can be characterized by the limited feedback model, the overhead delay problem is either ignored or characterized by an oversimplified delay model [8], [9].

In addition to the issue of imperfectly modeling overhead messaging in the previous works on CoMP, another issue in the previous works is the BS distribution models that are based on either the grid model or the Wyner model. These two BS models have been shown to be an inaccurate model for HetNets [10], [11]. A more appropriate model for HetNets is based on the stochastic geometry framework that models the locations of BSs in HetNets as one or more planar Poisson Point Processes (PPPs) since multiple independent PPPs are able to characterize the random locations of different types of BSs. Another advantage of modeling a HetNet by PPPs is the tractability of deriving the SIR distribution that is used to evaluate the CoMP throughput since the SIR expression should include the effects of imperfect overhead messaging that significantly depend on which models are adopted to characterize the overhead impairments in backhaul links.

Our recent work [12] justifies that quantization error and delay in overhead messages significantly weaken the downlink CoMP throughput gain. However, it does not provide an effective method to mitigate interferences from the coordinated cells with out-of-dated overhead messages. In this paper, we propose an adaptive downlink CoMP scheme for the coordinated cells which do not receive the updated overhead messages in time. In this scheme, the coordinated cells which receive updated overhead messages within a predesignated waiting time window schedule a transmission; otherwise they do not. With this adaptive CoMP scheme, the bounds on the CCDF of the user’s SIR are found and they can be used to
characterize the average throughput of the user. Numerical results show that the adaptive CoMP scheme has the capability of remarkably mitigating the loss of the CoMP throughput gain due to delayed overhead messaging.

II. SYSTEM MODEL AND PRELIMINARIES

Suppose an interference-limited HetNet consists of $K$ different types of base stations (e.g. macrocells, picocells, femtocells, etc.) and each specific type is referred as a tier, which is named a $K$-tier HetNet. BSs in the $k$th tier form a homogeneous PPP $\Phi_k$ of intensity $\lambda_k$ on the plane $\mathbb{R}^2$, and they have the same transmit power $p_k$, number of antennas $n_k$, path loss exponent $\alpha_k$. These network parameters are usually distinct in different tiers since different types of BSs are designed and installed based on different supporting needs. For instance, femtocells typically have much lower transmit power and fewer antennas if compared with macrocells. To facility the analysis in the following, a reference user equipped with a single antenna is assumed to be located at the origin. Let $B_{i,k}$ denote the $i$th closest BS to the reference user in tier $k$ and its location.

The cell association algorithm is performed by users that measure the long-term average powers of the downlink pilot signals from different BSs. A user will associate with the BS that can provide it the strongest average power. In other words, the (reference) user will associate with $B_{1,k}$, with subscript $k$ given by

$$k = \arg \max_{k=1,2,...,K} \{ P_k |B_{1,k}|^{-\alpha_k} \},$$

which excludes fading effects since they are supposed to be averaged out in a long term sense. For downlink CoMP ZFBF, $B_{1,k}$ is able to mitigate/cancel its interference from some coordinated BSs. Note that different BSs could cancel interferences from different numbers of other cells.

The coordination set of $B_{1,k}$. Let $S_{1,k}$ denote the coordination set of $B_{1,k}$. In this paper, we will not specify how to select $S_{1,k}$ and assume it is determined in advance since our interest is in the impact of realistic inter-cell overhead signaling on the downlink CoMP ZFBF in a selected set $S_{1,k}$. To coordinate all BSs in $S_{1,k}$, the coordinated parameters, such as channel states and scheduling information of users, that are dependent on various CoMP schemes need to be timely updated for each BS in $S_{1,k}$. These parameters are of time-varying nature due to user mobility and/or dynamic network environments.

Duration Modeling of Overhead Messages. The coordinated parameters are assumed to remain unchanged in a time duration before they are updated. Let $L_{i,k}$ denote their lifetime duration and assume all lifetime durations are i.i.d. random variables with a Gamma distribution with parameter $m$, i.e. $L_{i,k} \sim \Gamma \left(m, \frac{1}{\mu_{i,k}} \right)$ where $\mu_{i,k} = 1/E[L_{i,k}]$ does not depend on $m$. Using the Gamma distribution with parameter $m$ to characterize the statistics of $L_{i,k}$ is much more general since it covers several different distributions (e.g. $m = 1$ for an exponential distribution with rate $1/\mu_{i,k}$, $m = \infty$ corresponding to a deterministic distribution, etc.) Thus the coordinated parameters vary in different time slots, and once they change an overhead message will be generated and sent to its all coordinated BSs so that those BSs can adopt an appropriate coordination strategy accordingly. Overhead messages should be generated under a sufficient frequency that does not cause too much burden in the backhaul link. Note that each overhead message only has a lifetime of $L_{i,k}$ since a new overhead message is generated after $L_{i,k}$.

Here we would like to characterize how delayed overhead messages impact the performance of downlink CoMP ZFBF if all coordinated cells use zero-forcing precoders to null their mutual interferences. Therefore, the coordinated parameter for BS $B_{1,k}$ is the normalized channel state information (CSI) given by $h_{i,k} \triangleq \frac{\mathbf{H}_{i,k}}{\| \mathbf{H}_{i,k} \|}$ in which $\mathbf{H}_{i,k}$ is an $n_k \times 1$ fading channel gain vector from $B_{1,k}$ to the user and each component of $\mathbf{H}_{i,k}$ is i.i.d. complex Gaussian $\mathcal{CN}(0,1)$ assuming all channels undergo uncorrelated Rayleigh fading. Note that the coherent time of $\mathbf{H}_{i,k}$ can be viewed as $L_{i,k}$, i.e. the lifetime duration of $\mathbf{H}_{i,k}$. The user uses $h_{i,k}$ to search through a codebook $\mathcal{C}_{i,k}$ known by itself and $B_{1,k}$, which consists of $2^n_k$ codewords. The user will select the codeword $c_{i,k}$ that maximizes $|c_{i,k}|h_{i,k}|$. Then the $b_{i,k}$-bit index of the codeword $c_{i,k}$ is sent back to $B_{1,k}$ and $B_{1,k}$, then forwards the overhead message to $B_{1,k}$ over a backhaul link. Once $B_{1,k}$ receives the overhead message, it can choose a zero-forcing precoding vector $\mathbf{f}_{i,k}$ such that $|c_{i,k}\mathbf{f}_{i,k}| \approx 0$.

III. SIR CHARACTERIZATION OF ADAPTIVE COmp

There are two pivotal issues in practical overhead messaging: transmission delay and quantization error. Transmission delay is incurred by propagation time, traffic congestion and/or hardware delay in the backhaul link. According to the magnitude of the delay, a coordinated cell can be in either the coordinated overhead state (NOS) or non-coordinated overhead state (NOS). Only the interferences from the coordinated cells with a COS can be mitigated at the user. In other words, the user’s SIR can be increased if the interferences from the coordinated cells with a NOS can be reduced. However, in fact all coordinated cells are unable to know in advance to which coordinated states they belong so that the coordinated
cells with a NOS could seriously undermine the user’s SIR. See Fig. 1 for an illustration example.

These two coordination states seriously impact the user’s received signal-to-interference (SIR) since the interferences from $B_{i,k}$ in these two states are quiet different. In the NOS, the channel $H_{i,k}$ has already changed but $B_{i,k}$ does not know this and thus the zero-forcing precoder $f_{i,k}$ cannot be updated. Thus, statistically $|f_{i,k}H_{i,k}|^2$ is not reduced under this situation. Whereas if $B_{i,k}$ receives the overhead message in time (i.e. it is in the COS) then it can adjust its zero-forcing precoder according to $f_{i,k}$ minimizes the interference $|f_{i,k}H_{i,k}|^2$ [8], [15]. In order to reduce the interferences from the coordinated cells with a NOS, we propose an adaptive CoMP scheme that makes all the coordinated cells decide in which state they are according to whether or not they can receive an updated overhead message within a predesignated waiting duration. Let $w$ be the predesignated waiting time duration for all the coordinated BSs in $S_{1,k}$. $B_{i,k} \in S_{1,k}$, will not transmit if it does not receive an updated overhead message within $w$.

Another issue existing in overhead messaging is the messaging quantization error that is induced by the finite quantization bits $b_{i,k}$. The exact impact of $b_{i,k}$ depends on the specific CoMP scheme and the overhead codebook $C_{i,k}$ (See [13] for an overview). Here we are interested in its impact in CoMP ZFBF. Let $\gamma_{1,k}$, be the user’s SIR in CoMP ZFBF and it can be expressed as

$$\gamma_{1,k} = \frac{\sum_{B_{i,k} \in S_{1,k}} p_{i,k} G_{i,k} |b_{i,k}|^{-\alpha_{k}}}{\sum_{B_{i,k} \in S_{1,k}} \delta_{i,k} p_{i,k} G_{i,k} |b_{i,k}|^{-\alpha_{k}}},$$

where $G_{i,k} \triangleq |f_{i,k}H_{i,k}|^2 \sim \chi^2(2n_k - 2|S_{1,k}|)$. $|A|$ is the cardinality of set $A$, $G_{i,k} \triangleq |f_{i,k}H_{i,k}|^2 \sim \chi^2(\lambda_k)$. $\delta_{i,k}$ is the interference-coordinated scaling factor for $B_{i,k}$ and given by $\delta_{i,k} = \mathbb{I}[B_{i,k} \notin S_{1,k}] + \mathbb{I}(|\{B_{i,k} \in S_{1,k} \} \cap \{w < D_{i,k}\}| + 2^{-\frac{\delta_{i,k}}{w}} \mathbb{I}[B_{i,k} \in S_{1,k}] + \mathbb{I}(|\{B_{i,k} \in S_{1,k} \} \cap \{w \geq D_{i,k} \notin S_{1,k} \}|)$.

Where $D_{i,k}$ is the transmission delay from BS $B_{i,k}$ to $B_{i,k} \in S_{1,k}$ and $\mathbb{I}(A)$ is an indicator function which is unity if event $A$ is true, otherwise zero. The value of $\delta_{i,k}$ depends on the coordination status of a BS $B_{i,k}$. For example, if $B_{i,k} \in S_{1,k}$, and $w, L_{i,k} \geq D_{i,k}$ (i.e. the coordinated BS $B_{i,k}$ receives the updated overhead message in time), the interference from $B_{i,k}$ can be reduced by $2^{-\frac{\delta_{i,k}}{w}}$ fold. Also, the distributions of random variables $G_{i,k}$, and $\delta_{i,k}$ are elaborated respectively in the following:

1. The serving BS $B_{i,k}$ needs to choose its precoder $f_{i,k}$ such that $G_{i,k} \sim \chi^2(2n_k - 2|S_{1,k}|)$ since it has to maximize $G_{i,k} \varepsilon$ as well as null the interferences from the coordinated BSs in $S_{1,k}$. [14].
2. A coordinated BS $B_{i,k} \in S_{1,k}$ cannot null its interference in the NOS since its zero-forcing precoder $f_{i,k}$ is independent of $H_{i,k}$ and thus $G_{i,k} \sim \chi^2(\lambda_k)$. In the COS, $B_{i,k}$ receives the updated overhead that is used to choose $f_{i,k} = \arg \min \{|c_{i,k}f_{i,k}|^2\}$. Usually, $G_{i,k}$ would not be zero and dependent on the overhead codebook $C_{i,k}$. In this paper, a random vector quantization (RVQ) codebook is used for $C_{i,k}$, which is commonly used in previous CoMP ZFBF [8], [13], [14]. With an RVQ-based codebook $C_{i,k}$, we have $G_{i,k} \sim 2^{-\frac{\delta_{i,k}}{w}}$ for $B_{i,k}$ in the COS.

IV. THROUGHPUT ANALYSIS OF ADAPTIVE COMP ZFBF

In this section, the throughput analysis for adaptive CoMP with overhead delay will be presented. First, we study the complementary cumulative distribution function (CCDF) of the user’s SIR in CoMP ZFBF since we will need it to propose a throughput evaluation framework for the adaptive CoMP with overhead delay. Although the exact result of the CCDF of the SIR is analytically intractable, we can find its bounds as shown in the following proposition.

**Proposition 1.** Suppose the coordinated set $S_{1,k}$ of BS $B_{1,k}$ is given and the number of the BSs with a COS in $S_{1,k}$ is $m$. The bounds on the CCDF of the user’s SIR parameterized by $m$ are given in (4) where $\lambda_k = \sum_{k=1}^{K} \lambda_k (p_{i,k}/p_{k})$, $\alpha_\lambda \triangleq \max_{\alpha_1, \ldots, \alpha_K} \min_{\{\delta_{i,k}\}} |S_{1,k}| < n_k$, is the cardinality of $S_{1,k}$, and

$$\mathbb{E}[\delta_{i,k}] = \mathbb{I}[B_{i,k} \notin S_{1,k}] + 2^{-\frac{\delta_{i,k}}{w}} \mathbb{I}[B_{i,k} \in S_{1,k}] - \mathbb{I}|\{F_{L_{i,k}}(w) - \mathbb{E}[F_{L_{i,k}}(D_{i,k})]| + \mathbb{I}[B_{i,k} \in S_{1,k}] \cdot |F_{L_{i,k}}(w) - \mathbb{E}[F_{L_{i,k}}(L_{i,k})]|.$$ 

**Proof:** See Appendix [A].

The bounds in (4) both are the decreasing function of the average interference-reduced factor $\mathbb{E}[\delta_{i,k}]$. Since $\mathbb{E}[\delta_{i,k}]$ highly depends on $w$, we should choose an appropriate value of $w$ to reduce $\mathbb{E}[\delta_{i,k}]$ as much as possible. The coordination status of a BS in $S_{1,k}$ is also affected by $w$ very much as shown in the following proposition.

**Proposition 2.** The time fraction of the COS for a BS $B_{i,k} \in S_{1,k}$ performing the adaptive CoMP ZFBF scheme is

$$\eta_{i,k} = \mu_{i,k} \left\{ \int_{0}^{w} F_{Z}(x) dx - F_{Z}(w) \right\} w_{D_{i,k}}(w) - \int_{0}^{w} F_{L_{i,k}}(x) dx + F_{L_{i,k}}(w) \mathbb{E}[L_{i,k}D_{i,k}(L_{i,k})] - \int_{0}^{w} F_{D_{i,k}}(x) dx \right\}$$ 

where $F_Z(\cdot)$ and $F_{Z}^{2}(\cdot)$ are the CDF and CCDF of random variable $Z$, respectively.

**Proof:** See Appendix [B].

Prior work does not consider the overhead delay and the transmission decisions of BSs based on it. Thus, the time fraction $\eta_{i,k}$ in (6) can be viewed a metric of evaluating how CoMP is effectively performed since it represents how much
probability that a coordinated BS really has the COS in a long-term sense. Also, we have to note that the higher \( \eta_{i,k} \), the more user’s throughput benefited by CoMP. That means, it is important to determine an appropriate value of \( w \) that could maximize \( \eta_{i,k} \) once the distribution of \( D_{i,k} \) is specified. Fig. 2 shows a simulation example of \( \eta_{i,k} \) for \( L_{i,k} \sim \Gamma(1,80\text{ ms}) \) and \( D_{i,k} \) is uniformly distributed in [0,150 ms]. As can be seen, the optimal value of \( w \) that maximizes \( \eta_{i,k} \) is about 0.83\( \mathbb{E}[D_{i,k}] \).

Using too large or too small \( w \) significantly reduces the time fraction of the COS of a BS. In fact, a better method of finding an optimal \( w \) is to solve the following optimization problem of \( w \):

\[
\min_{w>0} \mathbb{E}[\delta_{i,k}(w)].
\]

which can be done numerically if the distributions of \( L_{i,k} \) and \( D_{i,k} \) are designated.

The following proposition provides a metric of the average of the user’s throughput under the adaptive CoMP scheme.

**Proposition 3.** For the adaptive CoMP ZFBF scheme without user data sharing, the ergodic throughput of the reference user in a K-tier HetNet is

\[
T_{1,k} = \sum_{v=0}^{\lfloor S_{1,k} \rfloor} \mathbb{P}[V = v] \mathbb{E}[\log_2(1 + \gamma_{1,k})] = \sum_{v=0}^{\lfloor S_{1,k} \rfloor} \eta_{i,k}^v (1 - \eta_{i,k})^{\lfloor S_{1,k} \rfloor - v} \int_0^\infty \frac{F_{\gamma_{1,k}}(x; m)}{\ln 2(x+1)} \, dx.
\]

**Proof:** Let \( V \) be the random number of the BSs in \( S_{1,k} \) that are in COS. Since we know that each BS in \( S_{1,k} \) is either in NOS or in COS, \( V \) is a binomial random variable, i.e.

\[
\mathbb{P}[V = v] = \binom{\lfloor S_{1,k} \rfloor}{v} (1 - \eta_{i,k})^{\lfloor S_{1,k} \rfloor - v}.
\]

Therefore, the ergodic throughput per unit bandwidth of a user can be expressed as

\[
T_{1,k} = \sum_{v=0}^{\lfloor S_{1,k} \rfloor} \mathbb{P}[V = v] \mathbb{E}[\log_2(1 + \gamma_{1,k})] = \sum_{v=0}^{\lfloor S_{1,k} \rfloor} \eta_{i,k}^v (1 - \eta_{i,k})^{\lfloor S_{1,k} \rfloor - v} \int_0^\infty \frac{\mathbb{P}[\gamma_{1,k} (v) \geq x]}{\ln 2(x+1)} \, dx,
\]

and the result in (8) is readily acquired.

As shown in (8), the CoMP throughput is apparently impacted by the overhead delay through the time fraction \( \eta_{i,k} \). It is also affected by the finite bit size of an overhead message since the CCDF of the SIR of the user is affected by the overhead quantization error, for example, as shown in (3) for CoMP ZFBF. Thus, the throughput evaluation formula in (8) is a more realistic metric since it indeed reflects the throughput reduction due to imperfect overhead messaging. Although the closed form result of \( T_{1,k} \), cannot be obtained, its bounds can be promptly acquired by substituting (4) into (8).

**V. Numerical Results**

In this section, we simulate how much the average throughput of a user can be achieved under the adaptive CoMP ZFBF scheme with imperfect overhead signaling. Suppose there are three tiers in the HetNet, i.e. \( K = 3 \). For simplicity, the first tier consists of macro BSs and the serving BS is in this tier (i.e. \( B_{1,k} = B_{1,1} \)), and 1 coordinated BS in \( S_{1,1} \) that causes the strongest interference to the user. Other simulation parameters are listed as follows: The numbers of antennas, the path loss exponents, transmit powers and densities for the three tiers are \( n_1 = 8, n_2 = 4, n_3 = 2, \alpha_1 = 4, \alpha_2 = 3.5, \alpha_3 = 3 \), \( p_1 = 40W, p_2 = 5W, p_3 = 0.5W \), and \( L_{i,k} \sim \Gamma(1,80\text{ ms}) \).

First, consider the simulation case of CoMP ZFBF without adaptation (i.e. \( w = \infty \)). Fig. 3 shows the numerical results of the user’s average throughput versus the average overhead delay \( \mathbb{E}[D_{1,1}] \). As expected, the user throughput dramatically decreases as the average overhead delay increases and CoMP ZFBF does not provide any throughput gain if the average delay is over about 60ms. This points out that CoMP even reduces the user’s throughput if too much overhead delay happens in the backhaul links.

The simulation results for the adaptive CoMP ZFBF are shown in Fig. 4 for two different values of the waiting time duration \( w \). Apparently, the adaptive CoMP scheme indeed makes the throughput loss much robust to the increase of the overhead delay. Namely, it significantly mitigates the impact of the overhead delay on the throughput such that more
showed that the impact of the delayed overhead messages and they are seriously impacted by the waiting time duration. The average throughput of a user for the adaptive CoMP is characterized receiving the updated overhead message within a predesigned messaging. The basic idea of the adaptive CoMP scheme is to lose the throughput gain owing to imperfect overhead messages.

Fig. 3. User’s average throughput vs. the average overhead channel delay for CoMP ZFBF without adaptation. The overhead bit size is \( b_{i,k} = 3(n_k - 1) \), which gives \( 2^{-b_{i,k}/(n_k - 1)} = 0.125 \).

Fig. 4. User’s average throughput vs. the average overhead channel delay for adaptive CoMP ZFBF. The overhead bit size is the same as that used in Fig. 3 and the overhead delay is uniformly distributed in [0, 150ms).

throughput gain is achieved. Fig. 4 also indicates that the magnitude of the waiting time duration also affects the performance of the adaptive CoMP scheme. Using an inappropriate \( w \) would seriously weaken the performance of the adaptive CoMP scheme. For example, the critical overhead delay for no throughput gain is 82ms as \( w = 100 \)ms, which is much shorter than 98ms as \( w = 70 \)ms.

VI. CONCLUSIONS

This paper proposed an adaptive CoMP scheme to mitigate the loss of the throughput gain owing to imperfect overhead messaging. The basic idea of the adaptive CoMP scheme is to eliminate the interference from the coordinated BSs without receiving the updated overhead message within a predesignated waiting time duration. The bounds on the CCDF of the user’s SIR with the adaptive CoMP ZFBF are characterized and they are seriously impacted by the waiting time duration. The average throughput of a user for the adaptive CoMP ZFBF scheme was formulated as well. Numerical results showed that the impact of the delayed overhead messages on the user throughput can be significantly reduced by the proposed adaptive CoMP scheme if the waiting time duration is appropriately chosen.

APPENDIX

A. Proof of Proposition 7

(i) The lower bound. Let \( I_n \) denote the user interference normalized by \( p_{k} \), and it is given by

\[
I_n \triangleq \sum_{k=1}^{K} \frac{p_k}{p_{k_i}} \sum_{i,k} \delta_{i,k} G_{i,k} |B_{i,k}|^{-\alpha_k}.
\]

Using (9) and Markov’s inequality, the upper bound on the CCDF of the SIR can be shown as

\[
1 - \frac{1}{\beta} \left[ \left( \frac{B_{1,k_{i}}}{G_{1,k_{i}}} \right)^{\alpha_{k_{i}}} I_n \right]^{n_{k_{i}} - |S_{1,k_{i}}| - 1} \geq 1 - \frac{\beta}{n_{k_{i}} - |S_{1,k_{i}}| - 1} - \sum_{i=2}^{\infty} \left[ \sum_{k' \neq k}^{K} \sum_{i=1}^{\infty} \mathbb{E} \left[ \delta_{i,k} \left( \frac{B_{1,k_{i}}}{B_{i,k_{i}}} \right)^{\alpha_{k_{i}}} \right] \right].
\]

According to the result of Appendix B in [12], we know

\[
\mathbb{E} \left[ \delta_{i,k} \left( \frac{B_{1,k_{i}}}{B_{i,k_{i}}} \right)^{\alpha_{k_{i}}} \right] = \mathbb{E} \left[ \delta_{i,k} \right] \Gamma \left( \frac{1 + \alpha_{k_{i}}}{2} (i - 1)! \right) \Gamma \left( \frac{1 + \alpha_{k_{i}}}{2} (i + \alpha_{k_{i}} - 1) \right)
\]

for \( k \neq k_{i} \), where \( B_{i,k_{i}} \) and \( B_{1,k_{i}} \) are from two independent PPPs. Furthermore, we can show

\[
\mathbb{E} \left[ \delta_{i,k} \left( \frac{B_{1,k_{i}}}{B_{i,k_{i}}} \right)^{\alpha_{k_{i}}} \right] = \mathbb{E} \left[ \delta_{i,k} \right] \left( \lambda_{k_{i}} \pi \right)^{\frac{\alpha_{k_{i}}}{2} \Gamma \left( \frac{1 + \alpha_{k_{i}}}{2} (i - 1)! \right) \Gamma \left( \frac{1 + \alpha_{k_{i}}}{2} (i + \alpha_{k_{i}} - 1) \right)}
\]

Substituting (11) and (12) into (10) arrives at the lower bound on the CCDF of the SIR in (4).

(ii) The upper bound. Since BSs in different tiers have different powers and path loss exponents, we first have to unify the discrepancies of the powers and path loss exponents in the interference. The interference from the \( k \)th tier can be expressed as

\[
I_k = \sum_{\tilde{B}_{i,k} \in \Phi_k} p_k \delta_{i,k} G_{i,k} |\tilde{B}_{i,k}|^{-\alpha_k},
\]

where \( \tilde{B}_{i,k} \triangleq B_{i,k}(p_k/p_{k_i})^{\frac{1}{\alpha_k}} \). According to the conservation property in [15], \( I_k \) can be viewed as the interference generated from the \( K \) new PPPs \( \{ \tilde{\Phi}_1, \ldots, \tilde{\Phi}_K \} \) with the same transmitting power \( p_{k_i} \). Therefore, the normalized interference in (6) can be equivalently rewritten as \( I_n = \sum_{k=1}^{K} I_k \) where \( \tilde{} \) means equivalence in distribution.

Then replacing all the path loss exponents with the largest one \( \alpha_{\text{max}} \) among all path loss exponents, the normalized interference can be lower-bounded by

\[
I_n \geq \sum_{k=1}^{K} \sum_{\tilde{B}_{i,k} \in \Phi_k \setminus \{ \tilde{B}_{1,k} \}} \delta_{i,k} G_{i,k} |\tilde{B}_{i,k}|^{-\alpha_{\text{max}}}, \ a.s.
\]
Let $\tilde{\Phi}_s = \bigcup_{k=1}^{K} \Phi_k$ and it is also a PPP with intensity $\tilde{\lambda}_s = \sum_{k=1}^{K} \lambda_k$ since $\{\Phi_1, \ldots, \Phi_K\}$ are independent PPPs. The lower bound on $I_n$ can be viewed as the interference generated from a single-tier HetNet where the BSs form a PPP $\Phi_s$ with intensity $\tilde{\lambda}_s$ and they have the same path loss exponent $\alpha_{\text{max}}$ and use unit transmit power. Therefore, we can further have

$$I_n \geq \sum_{i,k \in \Phi_s} \delta_{i,k} G_{i,k} [\tilde{B}_{i,k}]^{-\alpha_{\text{max}}}, a.s. \quad (15)$$

Then it follows that

$$\mathbb{P}\left( \frac{G_{1,k}}{I_n[B_{1,k}, \alpha_s]} \geq \beta \right) \leq \exp\left[ -\pi \tilde{\lambda}_s \frac{\Gamma(1 + \frac{\alpha_s}{\alpha_{\text{max}}})}{\mathbb{E}[Z]} \frac{1}{\frac{\alpha_s}{\alpha_{\text{max}}} - 1} \right],$$

where $\mathbb{E}[Z] = \frac{1}{\beta^{3 - \alpha_{\text{max}} + \min\{2m + 3, (1 - \delta_k)\}}$. According to Lemmas 1 and 3 in [16], we have $\mathbb{E}[|B_{1,k}|^{-\alpha_{\text{max}}}] = (\pi \tilde{\lambda}_s)^{-\alpha_{\text{max}}} \Gamma(1 - \alpha_{\text{max}}/2)$, which gives

$$\mathbb{E}[Z] = \frac{(n_k - |S_{1,k}|)(\pi \tilde{\lambda}_s)^{-\alpha_{\text{max}}} \Gamma(1 - \alpha_{\text{max}}/2)}{\beta^{3 - \alpha_{\text{max}} + \min\{2m + 3, (1 - \delta_k)\}}}.$$

Therefore, the upper bound on (4) is obtained. $\mathbb{E}[\delta_{i,k}]$ can be found by directly taking the expectation at the both sides of (3) and noting that $I(\{B_{i,k} \in S_{1,k}\})$ and $I(\{B_{i,k} \notin S_{1,k}\})$ are deterministic for a given set $S_{1,k}$.

B. Proof of Proposition 2

The BS $B_{i,k}$ in the COS only when the event $\min\{l_{i,k}, w\} \geq D_{i,k}$ is true, i.e., $B_{i,k}$ timely receives the updated overhead message within $w$ before another new message is generated. The fraction of the average of the time when $B_{i,k}$ is in the COS can be defined as follows

$$\eta_{i,k} = \lim_{N \to \infty} \frac{\mathbb{E}\left[ \sum_{j=1}^{N} (\min\{l_{i,k}(j), w\} - D_{i,k}(j))^+ \right]}{\mathbb{E}\left[ \sum_{j=1}^{N} l_{i,k}(j) \right]},$$

where $(a)^+ \overset{\Delta}{=} \max\{a, 0\}$, $l_{i,k}(j)$ and $D_{i,k}(j)$ denote $L_{i,k}$ and $D_{i,k}$ at the $j$th duration of the $N$ time blocks, respectively. Since $L_{i,k}(\cdot)$ and $D_{i,k}(\cdot)$ are i.i.d. at different times, $\eta_{i,k}$ can be simplified as

$$\eta_{i,k} = \mathbb{E}[\min\{L_{i,k}, w\}] - \mathbb{P}[\min\{L_{i,k}, w\} \geq D_{i,k}].$$

Also, we know $\mathbb{P}[\min\{L_{i,k}, w\} \geq D_{i,k}] = \mathbb{P}[L_{i,k} \geq w | \mathbb{P}[D_{i,k} \leq w]]$ and

$$\mathbb{E}[\min\{L_{i,k}, w\}] = \mathbb{E}[L_{i,k}] [L_{i,k} \leq w] \mathbb{P}[L_{i,k} \leq w] + w \mathbb{P}[L_{i,k} > w] = w - \int_0^w F_{L_{i,k}}(x) dx = \int_0^w F_{L_{i,k}}^w(x) dx,$

$$\mathbb{E}[D_{i,k} \min\{L_{i,k}, w\} \geq D_{i,k}] = \mathbb{E}\left[ \min\{L_{i,k}, w\} \right].$$

$$F_{D_{i,k}}(\min\{L_{i,k}, w\}) - \int_0^{\min\{L_{i,k}, w\}} F_{D_{i,k}}(x) dx$$

$$= \frac{1}{F_{D_{i,k}}(w)} \mathbb{E}[F_{L_{i,k}}(D_{i,k})] \left\{ \mathbb{E}\left[ \lambda_{\min}(w) \left( F_{L_{i,k}}(w) - F_{D_{i,k}}(w) \right) \right] \right\} - \int_0^w F_{D_{i,k}}(x) dx + F_{L_{i,k}}(w) \mathbb{E}\left[ L_{i,k} F_{D_{i,k}}(L_{i,k}) \right] - \int_0^{L_{i,k}} F_{D_{i,k}}(x) dx \right\}.$$