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ABSTRACT

In an age of large astronomical datasets and severe cosmological tensions, the case for model independent analyses is compelling. We present a set of 14 baryon acoustic oscillations measurements in thin redshift shells with 3% precision that were obtained by analyzing BOSS DR12 and eBOSS DR16 galaxies in the redshift range $0.32 < z < 0.66$. Thanks to the use of thin shells, the analysis is carried out using just redshifts and angles so that the fiducial model is only introduced when considering the mock catalogs, necessary for the covariance matrix estimation and the pipeline validation. We compare our measurements, with and without supernova data, to the corresponding constraints from Planck 2018, finding good compatibility. A Monte Python module for this likelihood is available at github.com/ranier137/angularBAO.
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1 INTRODUCTION

Observational cosmology is being characterized by ever larger datasets, but also ever worse discrepancies in the predictions of its standard model (Perivolaropoulos & Skara 2021), as remarked by the $5\sigma$ tension between late and early determinations of the Hubble constant (Riess et al. 2021a). This calls for model independent methods for analyzing observational data.

Model independent observational constraints are generally weaker than the ones that adopt assumptions to reduce the degrees of freedom of a problem. Sufficiently large dataset are thus necessary. Common hypotheses regard the metric and content of the universe. Regarding the former, one usually assumes large-scale homogeneity and isotropy, and so the FLRW metric. Regarding the latter, raw data are usually analyzed withing the framework of the $\Lambda$CDM model, often fixing its parameters to the fiducial standard model values. This means that model independent methods allow one to test deviations from the fiducial model tensions, exactly because it is easier, with less assumptions, to narrow down the problem.

Here, we present a set of 14 baryon acoustic oscillations (BAO) measurements in thin redshift shells with 3% precision that were obtained by analyzing BOSS DR12 and eBOSS DR16 galaxies in the redshift range $0.32 < z < 0.66$. Thanks to the use of thin shells (Sanchez et al. 2021), the analysis is carried out using just redshifts and angles so that the fiducial model is only introduced when considering the mock catalogs, necessary for the covariance matrix estimation and the pipeline validation. We compare these angular BAO measurements, with and without supernova data, to the corresponding constraints from Planck 2018, finding good compatibility. A Monte Python module for this likelihood is available at github.com/ranier137/angularBAO.

This paper is organized as follows. In Section 2 we describe the data, and in Section 3 our methodology. Our set of 14 BAO measurements in thin redshift shells is obtained

---

1 See Marra & Chirinos Isidro (2019) for the estimation of the radial BAO signal using only angles and redshifts.
in Section 4 and cosmological inference is carried out in Section 5. We conclude in Section 6.

2 DATA

The Sloan Digital Sky Survey (SDSS) is an international scientific collaboration that has created the most detailed three-dimensional maps of the Universe. This project was divided into 4 phases, SDSS-I (2000-2005), SDSS-II (2005-2008), SDSS-III (2008-2014), and SDSS-IV (2014-2020). This work deals with the last Data Release (DR) 12 of the Baryon Oscillation Spectroscopic Survey (BOSS, Dawson et al. 2013) and the DR16 of the extended Baryon Oscillation Spectroscopic Survey (eBOSS, Dawson et al. 2016), subsets of SDSS-III and SDSS-IV, respectively. Fig. 1 shows their redshift distributions. We considered the catalogs of luminous red galaxies (LRGs) that cover the northern sky. We do not consider the southern sky because the smaller number of galaxies does not allow for a robust determination of the BAO signal in thin redshift slices. DR12-North offers a catalog with about 953 thousand LRGs with redshift up to $z = 0.8$, while DR16-North contains about 256 thousand LRGs within the redshift range $0.6 < z < 1.0$.

In order to estimate the angular correlation function we use random catalogs from BOSS and eBOSS about 50 and 20 times larger than the corresponding real ones, respectively. In order to estimate the covariance matrix and the robustness of the method we use 1000 mock catalogs from BOSS (Patchy-Mocks-DR12NGC-COMPSAM V6C, Kitaura et al. 2016; Rodriguez-Torres et al. 2016) and eBOSS (EZmock_eBOSS_LRGpCMass_NGC, Zhao et al. 2021).

3 METHOD

As said earlier, we wish to estimate the projected correlation function $w(\theta)$ in thin redshift shells, which is related to the 3D correlation function $\xi(s)$ via:

$$ w(\theta, z) \xrightarrow{\text{thin-shell limit}} \xi(s(\theta, z), z), $$

$$ s(\theta, z) = 2 (1 + z) d_A(z) \frac{\theta}{2}, $$

so that the BAO peak is at the scale:

$$ \theta_{\text{BAO}}(z) = \frac{r_d}{(1 + z) d_A(z)}, $$

where $r_d$ is the sound horizon at the drag epoch and $d_A$ is the angular diameter distance. Our goal is to estimate $\theta_{\text{BAO}}$.

We do not consider the southern sky because the smaller number of galaxies does not allow for a robust determination of the BAO signal in thin redshift slices. DR12-North offers a catalog with about 953 thousand LRGs with redshift up to $z = 0.8$, while DR16-North contains about 256 thousand LRGs within the redshift range $0.6 < z < 1.0$.

3.1 Angular Correlation Function

The $i$-th galaxy of the catalog has redshift $z_i$ and angular position $\beta_i = (\alpha_i, \delta_i)$, where $\alpha_i$ and $\delta_i$ are its right ascension and declination, respectively. Considering two galaxies within the redshift bin $[z - \frac{1}{2}, z + \frac{1}{2}]$, their angular separation $\gamma$ is given by:

$$ \gamma(\beta_i, \beta_j) = \arccos \left( \sin(\delta_i) \sin(\delta_j) + \cos(\delta_i) \cos(\delta_j) \cos(\alpha_i - \alpha_j) \right), $$

with which one can estimate the two-point angular correlation function (ACF) by counting pairs in various angular bins.

The catalogs give statistical weights associated to each galaxy in order to correct for possible observational biases. Galaxies are then counted according to the total weight (Anderson et al. 2013):

$$ w = w_{\text{sys}} + w_{\text{sys}} (w_{\text{rf}} + w_{\text{cp}} - 1), $$

where $w_{\text{sys}} = w_{\text{star}} \times w_{\text{seeing}}$ is the total systematic weight, $w_{\text{rf}}$ is the redshift failure weight, and $w_{\text{cp}}$ is the close pair weight.
weight. The FKP weights are meant to optimally weight the galaxies (Feldman et al. 1994). In the present case of thin redshift shells they have at most a 10% variation. Then, the total count of pairs separated by an angular scale within the interval $I_k = [\theta_k, \theta_k + \Delta \theta]$ is given by $\sum_{i,j>\theta_k} \phi_k(\beta_i, \beta_j)$, where the counting function is defined according to:

$$\phi_k(\beta_i, \beta_j) = \begin{cases} w_i w_j & \theta \leq \gamma(\beta_i, \beta_j) < \theta + \Delta \theta \\ 0, & \text{otherwise} \end{cases} . \quad (12)$$

Considering the real catalog, the normalized count of pairs of galaxies relative to an angular separation within the interval $I_k$ is:

$$DD(\theta_k) \equiv 2 \frac{\sum_{i,j>\theta_k} w_i w_j}{\left(\sum_i w_i^2\right)^2 - \sum_i w_i^2} \quad \text{for} \quad \gamma_{ij} \in I_k , \quad (13)$$

so that $\sum_k DD(\theta_k) = 1$.

In order to estimate the correlation function we adopt the optimal estimator by Landy & Szalay (1993). Therefore, we need the normalized counts relative to the random catalog:

$$RR(\theta_k) \equiv 2 \frac{\sum_{i,j>\theta_k} w_i w_j}{\left(\sum_i w_i^2\right)^2 - \sum_i w_i^2} \quad \text{for} \quad \gamma_{ij} \in I_k , \quad (14)$$

and also the cross count between the real and random catalog:

$$DR(\theta_k) = \sum_{i,m} w_i w_m \quad \text{for} \quad \gamma_{ij} \in I_k , \quad (15)$$

where the $i$-galaxy belongs to the real catalog while the $j$-galaxy to the random one. Finally, the angular correlation function is estimated according to:

$$w(\theta_k) = \frac{DD(\theta_k) - 2DR(\theta_k) + RR(\theta_k)}{RR(\theta_k)} . \quad (16)$$

### 3.2 Covariance matrix

The data analysis requires an accurate estimation of the covariance between $w(\theta_k)$ and $w(\theta_l)$. We then use Eq. (16) to compute the angular correlation function for the 1000 mock catalogs described in Section 2. The covariance matrix is then estimated according to:

$$S_{kl} = \frac{1}{N-1} \sum_{m=1}^N \left[ w_m(\theta_k) - \bar{w}(\theta_k) \right] \left[ w_m(\theta_l) - \bar{w}(\theta_l) \right] , \quad (17)$$

where $w_m(\theta_k)$ is the correlation function for the $m$-th mock catalog, $\bar{w}(\theta_k)$ is the mean, and $N = 1000$ is the number of mock catalogs. As the estimation of the covariance matrix is based on mock catalogs, it depends to some extent on the fiducial cosmology that was adopted. This introduces a model-dependent component in the analysis.

To avoid using model-dependent mock catalogs, the covariance matrix could be estimated by splitting the complete dataset into many sub-samples. While the galaxy density from BOSS and eBOSS is not high enough to carry out such an analysis, future datasets by DESI (Aghamousa et al. 2016) and Euclid (Amendola et al. 2018) could be suitable. Alternatively, one could adopt the method developed by Angulo & White (2010); Contreras et al. (2020) in order to change the cosmology of a halo sample and study the impact of the choice of a fiducial model on cosmological inference.

### 3.3 Phenomenological model

Because of gravitational interaction, it is expected that the correlation of galaxy positions is larger at smaller scales, then decreasing, like a power law, towards larger scales, reaching eventually homogeneity ($w \approx 0$). However, we should see, at intermediate scales, a sudden increase in the correlation, marking the BAO feature. Following Sanchez et al. (2011), we use the following phenomenological model in order to constrain the BAO peak position directly from the data:

$$w(\theta) = A + B \theta^\nu + Ce^{-\frac{(w_{\text{max}} - \theta)^2}{2\sigma^2}} . \quad (18)$$

We consider angular bins with $\Delta \theta = 0.3^\circ$, which are fine enough so as to resolve the BAO feature, but wide enough in order to reduce shot noise. We compute the correlation functions in the range $1.5^\circ < \theta < 7^\circ$.

In the above parametrization, the only physically interesting parameters are the BAO position $\theta_{\text{BAO}}$ and the BAO signal strength $C$. The other parameters are nuisance parameters, to be marginalized over, that are necessary to reach a satisfactory fit to the data and whose correlations with $\theta_{\text{BAO}}$ will affect the final constraint on the BAO signal. We tested more complicated templates for the overall shape of the correlation function. We examined the double exponential template of Sanchez et al. (2013), one with a double Gaussian and also one with a coupling between the exponential and Gaussian terms. We found that data does not justify them, as these templates do not provide better results relative to their increased number of parameters.

### 3.4 Detection of the BAO signal and priors

The chi-squared function is defined as

$$\chi^2 = \sum_{ij} \frac{[w_i - w(\theta_j)] S_{ij}^{-1} [w_j - w(\theta_j)]}{w_i} , \quad (19)$$

where $w_i$ are the measurements, $w(\theta_j)$ is the model of Eq. (18) and $S_{ij}$ is the covariance matrix of Eq. (17).

We adopt wide-enough flat priors on the parameters $A$, $B$ and $\nu$ that describe the correlation function without BAO feature. Regarding the parameters describing the BAO peak, we adopt a flat prior on $C$ and $\theta_{\text{BAO}}$, but an informative flat prior on $\sigma$: $0.15^\circ < \sigma < 1^\circ$. The lower bound is justified by the binning width that we adopted as the narrowest Gaussian peak we can detect satisfies $4\sigma \sim 2\Delta \theta$, that is, the $4\sigma$ extension of the Gaussian would cover two angular bins (three points $\theta_i$). The upper limit comes from theoretical expectations, fitting the template of Eq. (18) to Eq. (1). Ideally, one should use a left-bounded prior for $\sigma$ but the number of galaxies is not high enough to permit such an analysis. The angular scale that maximizes the marginalized posterior on $\theta_{\text{BAO}}$ is denoted by $\theta_{\text{max}}$.

As said earlier, $C$ parametrizes the BAO signal strength and it is expected to be positive. Shot noise, however, could...
produce false signals of positive or negative intensity. Therefore, we use the posterior on $C$ in order to assess the detection of the BAO peak. More precisely, we define the detection strength according to:

$$S_{BAO} = \int_0^\infty f(C) \, dC,$$

(20)

where $f(C)$ is the posterior on $C$. We consider only measurements that satisfy $S_{BAO} > 0.95$. In other words, we consider only measurements for which the null hypothesis that the BAO feature is absent is excluded at more than 95% confidence level.

### 3.5 Biases in the estimation of the BAO peak

We now discuss the possible sources of bias that affect the determination of the angular scale of the BAO peak. The major sources of bias are due to projection effects, modeling and parametrization assumptions, and redshift space distortions. We will discuss their magnitude and how we took them into account in the next Sections.

#### 3.5.1 Projection bias

An important bias that needs to be considered is the one caused by the finite width of the redshift bins. The number of galaxies in the BOSS and eBOSS catalogs is not sufficient in order to consider a redshift shell of negligible thickness. Projection effects will then displace the BAO peak to smaller angles. Sanchez et al. (2011) showed that this shift depends on the bin width, its redshift and, to a smaller degree, on the underlying cosmological model.

One could then proceed in two ways. The first approach is to deliver the $\theta_{BAO}(z)$ value relative to the bin $\Delta z$ that was used. In other words, when comparing data to model, one should correct the theoretical BAO angle of Eq. (3) according to the projection effect relative to the bin $\Delta z$, redshift and cosmology that are considered. This would require estimating the correlation function from the power spectrum after applying the relevant selection function for every point of the parameter space. The second approach is to deliver the $\theta_{BAO}(z)$ value relative to $\Delta z = 0$ so that cosmological inference can be carried out by simply considering Eq. (3).

We adopt the second approach as it offers a much simpler likelihood.

Here, we try to estimate the projection bias directly from the data, without adopting a cosmological model. More precisely, for a given redshift $z$ we estimate the correction function for the following range of bin widths $\delta z$:

$$\{\delta z_i\} = \{0.005, 0.0075, 0.01, 0.0125, 0.015, 0.0175, 0.02\},$$

(21)

and study how $\theta_{mc}$ depends on $\delta z$. Note that adjacent values of $z$ are displaced by 0.02 in order to avoid overlap.

As the highest value of $\delta z$ is much smaller than unity, we can expand the dependency of $\theta_{mc}$ on $\delta z$ in a Taylor series up to second order. Based on geometrical arguments, also confirmed by the results of Sanchez et al. (2011), the first derivative of this correction at $\delta z = 0$ is null so that the expansion has only two free parameters:

$$\theta(z, \delta z) = \theta_0(z) + E(z)\delta z^2.$$  

(22)

In order to correct for projection, we need to determine the function $E(z)$. We adopt a linear model:

$$E(z) = E_0 + E_1 z,$$  

(23)

but we found that the data does not justify $E_1$, which we then set to zero.

The function $\theta_0(z)$ is meant to absorb the cosmology dependence of $\theta_{BAO}(z)$. To this end we model it as a piecewise function:

$$\theta_0(z) = \begin{cases} \quad \cdots \cdots & \text{if } z = z_j , \\ \cdots \cdots & \end{cases}$$

(24)

Each redshift is given its own parameter in order not to force an ansatz on the redshift dependence of $\theta_0(z)$.

We then adopt the following chi-squared function:

$$\chi^2(\{\theta_{0,j}\}, E_0) = \sum_j \chi_j^2(\theta_{0,j}, E_0),$$

(25)

$$\chi_j^2(\theta_{0,j}, E_0) = \sum_i \left[ \theta_{mc,i,j} - \theta_{0,j} \right] \Sigma_{i,j}^{-1} \left[ \theta_{mc,k,j} - \theta_{k,j} \right],$$

(26)

where $\theta_{0,j} = \theta(z_j, \delta z_j)$, $i$ labels the thickness $\delta z_i$ and $j$ the redshift $z_j$. We include only measurements for which $S_{BAO} > 0.95$ so that the covariance matrix $\Sigma$ ranges from $7 \times 7$ to a single entry. The covariance matrix is obtained via:

$$\Sigma_j = \text{diag}\{\sigma_{mc,i,j}\} \, R_{mc,j} \, \text{diag}\{\sigma_{mc,i,j}\},$$

(27)

where $\sigma_{mc,i,j}$ are the uncertainties from the posterior on $\theta_{mc,i,j}$ and $R_{mc,j}$ is the correlation matrix relative to the $\{\delta z_i\}$. We estimate the correlation matrix $R_{mc,j}$ by minimizing the $\chi^2$ of Eq. (19) for the 1000 mock catalogs, keeping only the fits with $C > 0$. Note that, for different redshift $z_j$, the $\theta_{mc,i,j}$ are independent because we adopted non-overlapping redshift slices.

Summarizing, the constraints on $\theta_{BAO}(z)$ relative to $\Delta z = 0$ are given by the posteriors on $\theta_{0,j}$ that are obtained from the chi-squared function of Eq. (25).

#### 3.5.2 Inference bias

To test the validity of the template of Eq. (18) we fit it to the mean of the correlation functions from the 1000 mocks. In this case we use the chi-squared function of Eq. (19) with the covariance matrix relative to the mean, that is, $S/1000$. In order to neglect projection effects we consider the thinnest shell with $\delta z = 0.005$. We found that across the various redshift bins this inference bias $B$ is approximately constant and of magnitude:

$$B = \frac{\theta_{mc}}{\theta_{fid}} - 1 = (3.2 \pm 0.1)\%.$$  

(28)

We checked that this bias can be reduced with a more complicated model, which, however, would not be justified by

4 Because of the finite thickness of the bin, the projected BAO scale is proportional to $\cos \epsilon \sim 1 - c^2/2$, where $c \propto \delta z$ is the angle with respect to the tangent to the redshift shell.
the actual data: the extra parameters would lead to poor constraints on most of the parameters of the model.

Considering this bias, the final measurement of the BAO peak that we report in this work is given by the expression:

$$\theta_{\text{BAO}} = \frac{\theta_0(z)}{1 + B}$$  \hspace{1cm} (29)

The error on $B$ is included in the error budget.

3.5.3 Further bias and systematic errors

As pointed out by Sanchez et al. (2011), there are other sources of bias and systematic errors that are relative to the approach adopted in this analysis. The first one is associated to the choice of the angular interval that is used to measure the angular correlation function. Moving, for example, the starting point to smaller angles, the fitting procedure will be exposed to higher correlation and this may shift the recovered position of the BAO peak. This parametrization bias $\delta \theta_{\text{par}}$ is around 1%.

Then, the nonlinear gravitational growth of structure, scale dependent and non-local bias, and redshift-space distortions also introduce a systematic bias $\delta \theta_{\text{rsd}}$ in the determination of $\theta_{\text{BAO}}$, which is also around 1% (Sanchez et al. 2011). See Prada et al. (2016) for a thorough discussion of possible systematic shifts and damping in baryon acoustic oscillations due to the effects above.

3.6 Total error budget

The total uncertainty in the determination of the BAO scale includes all the sources of error that were previously discussed:

$$\sigma_{\text{sys}} = \sqrt{\delta \theta_{\text{par}}^2 + \delta \theta_{\text{rsd}}^2 + \delta \theta_{\text{B}}^2},$$

$$\sigma_{\text{BAO}} = \sqrt{\sigma_{\text{stat}}^2 + \sigma_{\text{sys}}^2},$$

where $\sigma_{\text{stat}}$ is the uncertainty from the posterior on $\theta_0$, $\delta \theta_{\text{par}} = \delta \theta_{\text{rad}} = 0.01 \theta_0$, and $\delta \theta_{\text{B}} \approx 0.001 \theta_0$. The full covariance matrix is given by:

$$\Sigma_{\text{BAO}} = \text{diag} \{ \sigma_{\text{BAO},j} \} R_{\text{BAO}} \text{diag} \{ \sigma_{\text{BAO},j} \},$$

where $R_{\text{BAO}}$ is the correlation matrix relative to the posterior on $\{ \theta_0 \}$, see Eq. (25).

3.7 MCMC exploration

Summarizing, our analysis consists of two steps. First, we estimate the constraints on $\{ \theta_{\text{rad},i} \}$ via Eq. (19) for all the redshift slices and bin widths. As we will see, this amounts to a total of $17 \times 7 = 119$ MCMC evaluations. Second, we explore the posterior relative to Eq. (25) in order to obtain the constraints on $\{ \theta_0 \}$ and $E_0$.

For the posterior exploration we use the numerical code emcee (Foreman-Mackey et al. 2013) and for the visualization of the chains the code getdist (Lewis 2019). The convergence of the chains is tested following the method by Goodman & Weare (2010), which consists in estimating the effective number of independent samples using the integrated autocorrelation time (which is the mean number of steps needed before the chain forgets where it started). In the Supplementary Materials we provide plots and convergence tests for all the redshift slices. In the MCMC exploration, we start the chain from the best-fit model in order to avoid the burn-in phase.

4 BAO MEASUREMENTS

We consider the redshift range $0.32 < z < 0.66$ that has the highest density of galaxies, see Fig. 1. As we use bins with widths up to $\delta z = 0.02$, we consider the non-overlapping bin centers $0.33, 0.37, \ldots, 0.65$. As said earlier, we only consider measurements with $S_{\text{BAO}} > 0.95$. None of the measurements

\begin{table}
\centering
\caption{This table summarizes our final BAO measurements from the luminous red galaxies of BOSS DR12 and eBOSS DR16. The analysis that led to these constraints did not assume a fiducial cosmological model, except for the part relative to the galaxy mocks. The errors are approximately 3%. The corresponding correlation matrix $R_{\text{BAO}}$ is given in Table 2.}
\begin{tabular}{cccccc}
\hline
$z$ & $\theta_{\text{BAO}}$ & $\sigma_{\text{stat}}$ & $\sigma_{\text{sys}}$ & $\sigma_{\text{BAO}}$ \\
\hline
0.35 & 5.80 & 0.063 & 0.085 & 0.106 \\
0.37 & 6.07 & 0.103 & 0.089 & 0.136 \\
0.39 & 5.89 & 0.067 & 0.086 & 0.109 \\
0.41 & 5.30 & 0.137 & 0.078 & 0.157 \\
0.43 & 4.87 & 0.060 & 0.071 & 0.093 \\
0.45 & 4.52 & 0.134 & 0.066 & 0.150 \\
0.47 & 4.69 & 0.111 & 0.069 & 0.131 \\
0.49 & 4.69 & 0.041 & 0.069 & 0.080 \\
0.51 & 4.65 & 0.088 & 0.068 & 0.112 \\
0.53 & 4.03 & 0.067 & 0.059 & 0.089 \\
0.55 & 3.56 & 0.058 & 0.052 & 0.078 \\
0.57 & 4.36 & 0.081 & 0.064 & 0.103 \\
0.61 & 3.78 & 0.056 & 0.055 & 0.079 \\
0.63 & 3.90 & 0.057 & 0.057 & 0.080 \\
\hline
\end{tabular}
\end{table}

\begin{table}
\centering
\caption{Correlation matrix $R_{\text{BAO}}$ relative to the 14 BAO measurements of Table 1. The entry $\theta_{\text{BAO}}$ refers to the $\theta_{\text{BAO}}$ estimation at $z = 0.35$ and similarly for the other redshifts.}
\begin{tabular}{cccccccccccccccccccccccccccc}
\hline
$z_1$ & $z_2$ & $z_3$ & $z_4$ & $z_5$ & $z_6$ & $z_7$ & $z_8$ & $z_9$ & $z_{10}$ & $z_{11}$ & $z_{12}$ & $z_{13}$ & $z_{14}$ \\
\hline
$z_1$ & 1 & 0.19 & 0.35 & 0.12 & 0.09 & 0.08 & 0.05 & 0.21 & 0.05 & 0.06 & 0.06 & 0.33 & 0.07 \\
$z_2$ & 0.26 & 0.1 & 0.07 & 0.04 & 0.16 & 0.03 & 0.05 & 0.05 & 0.05 & 0.26 & 0.05 \\
$z_3$ & 0.17 & 0.13 & 0.11 & 0.07 & 0.28 & 0.07 & 0.08 & 0.08 & 0.08 & 0.46 & 0.09 \\
$z_4$ & 0.64 & 0.04 & 0.04 & 0.02 & 0.1 & 0.02 & 0.03 & 0.03 & 0.03 & 0.17 & 0.03 \\
$z_5$ & 1 & 0.03 & 0.03 & 0.08 & 0.01 & 0.02 & 0.02 & 0.02 & 0.12 & 0.03 \\
$z_6$ & 1 & 0.02 & 0.06 & 0.01 & 0.02 & 0.01 & 0.11 & 0.02 \\
$z_7$ & 0.04 & 0.01 & 0.02 & 0.01 & 0.02 & 0.06 & 0.02 \\
$z_8$ & 0.04 & 0.05 & 0.05 & 0.05 & 0.27 & 0.06 \\
$z_9$ & 0.02 & 0.01 & 0.01 & 0.06 & 0.01 \\
$z_{10}$ & 0.02 & 0.02 & 0.01 & 0.08 & 0.01 \\
$z_{11}$ & 0.02 & 0.07 & 0.01 \\
$z_{12}$ & 0.08 & 0.02 \\
$z_{13}$ & 0.09 \\
$z_{14}$ & 1 \\
\hline
\end{tabular}
\end{table}
Figure 2. Fit of the model of Eq. (23) via Eq. (25). Only the measurements with $S_{\text{BAO}} > 0.95$ are considered, see Eq. (26).

relative to the shells at $z = 0.33, 0.59, 0.65$ pass this quality cut and are thus absent from the following results, leaving 14 BAO measurements.

Figure 2 shows the best-fit de-projection model for the redshift slices and bin widths that satisfy $S_{\text{BAO}} > 0.95$. We find $E_0 = -281 \pm 138$. Our final BAO results, corrected for projection and modeling biases via Eq. (29), with total uncertainties from Eq. (31) are given in Table 1. The correlation matrix $R_{\text{BAO}}$ is given in Table 2. The covariance matrix is built via Eq. (32).

The evolution of our measurements with the redshift is shown in Fig. 3. Also shown are the results that were obtained by the Observatório Nacional (ON) Group (Carvalho et al. 2016; Alcaniz et al. 2017; Carvalho et al. 2020), which used a similar approach to measure the angular BAO scale. The ON Group found a tension with the results from the CMB; from Fig. 3 it seems that our determinations are closer to the CMB expectation. We will discuss this in more details in the next Section.

5 COSMOLOGICAL ANALYSIS

We now use our new BAO measurements of Table 1 to constrain the flat $\Lambda$CDM model, whose prediction for $\theta_{\text{BAO}}$ is given by Eq. (3). The chi-squared function is:

$$
\chi_{\text{BAO}}^2(H_0, \Omega_m, r_d) = \sum_{ij} \left[ \theta_{\text{BAO}}(z_i) - \theta_{\text{BAO},i} \right] S^{-1}_{\text{BAO},ij} \left[ \theta_{\text{BAO}}(z_j) - \theta_{\text{BAO},j} \right].
$$

In order to obtain competitive constraints it is useful to include Type Ia Supernovae (SNe) in the analysis. We adopt the Pantheon dataset, consisting of 1048 supernovae spanning the redshift range $0.01 < z < 2.3$ (Scolnic et al. 2018). The corresponding chi-squared function is:

$$
\chi_{\text{sne}}^2(H_0, \Omega_m, M) = \sum_{ij} [m_i - m(z_i)] S^{-1}_{\text{sne},ij} [m_j - m(z_j)],
$$

where the apparent magnitudes $m_i$, redshifts $z_i$ and covariance matrix $S_{\text{sne}}$ are from the Pantheon catalog (considering both statistical and systematic errors).

Finally, we will also consider the local prior on the SNe absolute magnitude $M$ relative to the $H_0$ determination by Riess et al. (2021b), as derived by Camarena & Marra (2020, 2021):

$$
M_{r_d} = -19.244 \pm 0.037 \text{ mag}.
$$

The chi-squared function is:

$$
\chi_{r_d}^2(M) = \frac{(M - M_{r_d})^2}{\sigma_M^2}.
$$

5.1 Angular BAO alone

First, we only consider the angular BAO estimates. Alone, they can only constrain the combination $r_d h$, where $H_0 = h H_{100}$ and $H_{100} = 100 \text{ km} \text{s}^{-1} \text{Mpc}^{-1}$. Therefore, we adopt the following chi-squared function:

$$
\tilde{\chi}_{\text{BAO}}^2(r_d h, \Omega_m) = \chi_{\text{BAO}}^2(H_{100}, \Omega_m, r_d h).
$$

Figure 4 shows the constraints from our dataset, the ON Group, and Planck 2018 (Aghanim et al. 2018, Table 2, last column). Our constraints are well compatible with the ones from Planck 2018, but in tension with the ones from the ON Group.

5.2 Angular BAO + SNe

Next, we include SN data. Without the use of a prior on $M$ (see next Section), the parameters $H_0$ and $M$ are degenerate. Therefore, it is convenient to adopt the variable $\tilde{M} \equiv M - 5 \log_{10} h$ so that we adopt the following chi-squared function:

$$
\tilde{\chi}_{\text{sne}}^2(\Omega_m, \tilde{M}) = \chi_{\text{sne}}^2(H_{100}, \Omega_m, \tilde{M}).
$$

The total chi-squared function will be then:

$$
\chi^2(r_d h, \Omega_m, \tilde{M}) = \chi_{\text{BAO}}^2(r_d h, \Omega_m) + \tilde{\chi}_{\text{sne}}^2(\Omega_m, \tilde{M}).
$$
Figure 4. Marginalized constraints (68% and 95% credible regions) from the BAO measurements of Table 1 for the flat $\Lambda$CDM model using the chi-squared function of Eq. (37). Also shown are the constraints from the ON Group (Carvalho et al. 2020, 2016; Alcaniz et al. 2017) and Planck 2018 (Aghanim et al. 2018).

Figure 5 shows the corresponding constraints together with the ones from Planck 2018. Also in this case we find good agreement.

5.3 Angular BAO + SNe + SH0ES

Finally, we include the local prior on $M$ of Eq. (35). This breaks the degeneracy between $M$ and $H_0$, and this breaks the degeneracy between $H_0$ and $r_d$. The total chi-squared function is then:

$$
\chi^2(h,r_d,\Omega_m,M) = \chi^2_{\text{BAO}}(H_0,\Omega_m,r_d) + \chi^2_{\text{m}}(H_0,\Omega_m,M) + \chi^2_{\text{SH0ES}}(M).
$$

Figure 6 shows the corresponding constraints together with the ones from Planck 2018. We see that the SH0ES prior on $M$ causes a strong tension in the $r_d$-$H_0$ plane with respect to Planck 2018: it is the $H_0$ crisis.

5.4 Tension between angular BAO and CMB

We show in Table 3 the tension between the constraints from our angular BAO measurements and the ones from Planck 2018 (Aghanim et al. 2018, Table 2, last column). In order to quantify the tension in the $r_d$-$H_0$ plane, we adopt the index of inconsistency (IOI) (Lin & Ishak 2017):

$$
\sqrt{2\text{IOI}} \equiv \sqrt{\delta^T (C^{-1})^{-1} \delta},
$$

$$
\delta = \{r_d^\text{BAO} - r_d^\text{SH0ES}, H_0^\text{BAO} - H_0^\text{SH0ES}\},
$$

where $C$ are the covariance matrices on $r_d$ and $H_0$ from the analysis of Figure 6 and $\delta$ is the difference vector. Note that

Figure 6. Marginalized constraints (68% and 95% credible regions) from the BAO measurements of Table 1, the Pantheon supernovae and the local calibration of the supernova absolute magnitude for the flat $\Lambda$CDM model using the chi-squared function of Eq. (40). Also shown are the constraints from Planck 2018.
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| Analysis             | $r_d$ [Mpc] | $H_0$ [km s$^{-1}$ Mpc$^{-1}$] | Tension |
|----------------------|-------------|--------------------------------|---------|
| Planck 2018          | $99.23 \pm 0.94$ | - | - |
| Angular BAO          | $97.5 \pm 3.6$ | $0.5\sigma$ | - |
| Angular BAO+SNe      | $101.2 \pm 1.1$ | $1.3\sigma$ | - |

Table 3. Constraints on $r_d$, $r_d$ and $H_0$ for the analyses carried out in this paper. The tension in the $r_d-H_0$ plane is estimated via the index of inconsistency of Eq. (41).

this estimator assumes Gaussianity and that the posteriors on $r_d$ and $H_0$ are very close to Gaussian.

We find a good agreement between the $r_d-H_0$ determination from Planck and the ones using our BAO measurements, alone or with supernova data. When we add the local prior on the supernova magnitude we find instead a strong disagreement at the $4.5\sigma$ level.

6 CONCLUSIONS

Motivated by the standard model tensions (for a recent review, see Perivolaropoulos & Skara 2021), we analyzed BOSS DR12 and eBOSS DR16 galaxies in thin redshift shells, obtaining a set of 14 BAO measurements with 3% precision. These results are weakly model dependent as the fiducial model is only introduced when considering the mock catalogs, necessary for the covariance matrix estimation and the pipeline validation.

We find good compatibility with Planck 2018, also when combining these angular BAO measurements with supernova data. Once we add the SH0ES prior on $H_0$ we find a strong $4.5\sigma$ tension in the $r_d-H_0$ plane with respect to Planck 2018. This model-independent analysis further highlights the $H_0$ crisis. A Monte Python module for this likelihood is available at github.com/ranier137/angularBAO.

BAO measurements in thin redshift shells were also obtained by the Observatório Nacional Group, which, however, found a tension with respect to CMB results. This raised questions regarding the consistency of CMB and BAO measurements. According to our results, which are relative to the latest SDSS catalogs, CMB and BAO constraints are compatible.
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APPENDIX A: ALTERNATIVE ANALYSIS
For completeness, we present an alternative analysis which is, however, computationally challenging. Let us consider, for each redshift \(z_j\), the vectors \(\tilde{\theta}_i\) and \(\tilde{w}_{ij}\) of \(7 \times 133\) data points, the 7 correlation functions at the various \(\delta z_i\), with the corresponding 19 values of \(\theta_j\). Let us compute the \(133 \times 133\) covariance matrix \(\Sigma_j\) from the mocks. The model be:

\[
\tilde{w}_{ij}(\tilde{\theta}_j) = \begin{cases} 
\cdots & \cdots \\
\tilde{w}_{ij}(\theta_j) & \text{if } \delta z = \delta z_i \\
\cdots & \cdots 
\end{cases},
\]

\[
w_{ij}(\theta_j) = A_{ij} + B_{ij}\theta_j^{\mu_{ij}} + C_{ij}\exp\left(-\frac{(\theta_j - \theta_{ij})^2}{2\sigma_{ij}^2}\right),
\]

\[
\Theta_{ji} = \theta_{0j} + E(z_j)\delta z_i,
\]

\[
E(z_j) = E_0 + E_1 z_j.
\]

The chi-squared function is:

\[
\chi^2 = \sum_{j=1}^{15} \chi^2_j,
\]

\[
\chi^2_j = \sum_{i=1}^{133} \left( \tilde{w}_{ij} - w_{ij}(\tilde{\theta}_j) \right) Z_{j,ik}^{-1} \left( \tilde{w}_{ij} - w_{ij}(\til{\theta}_k) \right).
\]

In this way, one constrains the 17 BAO values \(\theta_{0j}\) via one single analysis. One can then apply quality cuts via \(S_{BAO,j}\). The drawback is that it involves \(5 \times 7 \times 17 = 597\) nuisance parameters and, therefore, a 614-dimensional parameter space.
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