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Abstract

Visual Place Recognition (VPR) in areas with similar scenes such as urban or indoor scenarios is a major challenge. Existing VPR methods using global descriptors have difficulty capturing local specific regions (LSR) in the scene and are therefore prone to localization confusion in such scenarios. As a result, finding the LSR that are critical for location recognition becomes key. To address this challenge, we introduced Patch-NetVLAD+, which was inspired by patch-based VPR researches. Our method proposed a fine-tuning strategy with triplet loss to make NetVLAD suitable for extracting patch-level descriptors. Moreover, unlike existing methods that treat all patches in an image equally, our method extracts patches of LSR, which present less frequently throughout the dataset, and makes them play an important role in VPR by assigning proper weights to them. Experiments on Pittsburgh30k and Tokyo247 datasets show that our approach achieved up to 6.35% performance improvement than existing patch-based methods.

1. Introduction

Visual Place Recognition (VPR) is the task to estimate the location of a query image by recognizing the same place in a set of database images. VPR has achieved significant progress with the advances of convolutional neural networks (CNN) [1,6,8,21]. However, VPR is still a challenging task in areas with similar scenes such as urban or indoor scenes. There are two common ways to address this challenge: improving the performance of descriptor or improving the match strategy.

Most of the methods to improve descriptor performance design a novel CNN for extracting global descriptors. These global descriptors [1, 6, 7] which describe the whole image typically excel in terms of their robustness to appearance and illumination changes, as they are directly optimized for place recognition. However, as shown in [10, 23, 29], in areas with similar scenes, the global descriptor has difficulty distinguishing differences between local regions.

Our method takes the same strategy as Patch-NetVLAD [10], which uses a sliding window to generate patches and then derive descriptors from NetVLAD to achieve place recognition. However, Patch-NetVLAD extracted patch descriptors using NetVLAD trained on the whole image, which is not accurate. Inspired by SFRS [8], our method uses triplet loss fine-tune NetVLAD to make it more suitable for extracting patch-level descriptors. However, GNSS-based labels of public datasets only provide image-to-image similarities. To tackle this problem, patch-to-patch similarities and matches of local keypoint are used to select the positive and negative patch training set required by the triplet loss function.

The methods to optimize the matching strategy are mainly based on intra-set similarities [19, 22] and sequence searching [5, 17]. Unlike patch-based methods, these methods optimized the VPR by matching multiple query images,
rather than improving the matching performance of a single image. Besides, these methods required multiple query images. The patch-based VPR method decomposed the image into patches, and therefore, utilized the local regions for matching. Rather than treating all the patches equally, we found that the importance of different patches in pairwise image matching varies. Therefore, it is critical to find patches in local specific regions (LSR) that are crucial for place recognition.

We propose to cluster the patch descriptors of the whole dataset in the description space, and patches far away from centroids are considered as patches in LSR as they occur less frequently in the dataset. As shown in Figure 1, patches located in the frequently present sky are closer to a centroid while patches covering the signage which appear infrequently are far from the centroids. Inspired by this, by assigning a greater weight to patches in LSR than other patches, we make them play an important role in image matching.

In summary, our contributions are summarised as follows:

1. We propose a novel method to fine-tune NetVLAD using triplet loss to make it more suitable for extracting patch-level descriptors. The positive and negative patches of triplet loss function are selected by patch-to-patch similarities and matches of local keypoint.
2. We propose to assign weights to patches in LSR based on distances of patch descriptors from the centroids in the description space throughout the dataset. The weighted patches are then used to optimize the pairwise image matching.

2. Related Work

Existing works on VPR enhancement can be grouped into descriptor-centered and strategy-centered, where the former improved the accuracy and robustness of VPR by designing a novel descriptor, while the works based on the strategy utilized inter-image relationships to optimize VPR.

2.1. Descriptor-centered Methods

Global Image Descriptor: Early global descriptor approaches focused on statistical information of the image, such as color histograms [27] and linear image features [14]. Global image descriptor can be aggregated from the local keypoint descriptor, e.g., WI-SURF [2], ERIEF-Gist [24], Bag of Words (BoW) [12], Vector of Locally Aggregated Descriptors (VLAD) [11] and Fisher Vectors (FV) [20], etc. Inspired by VLAD, [1] designed an end-to-end (CNN) architecture NetVLAD that aggregates local descriptors according to learnable centroids. Benefiting from the success of NetVLAD, Contextual Reweighting Network (CRN) [13], added a spatial attention mechanism before the VLAD layer to focus on regions that positively contribute to VPR. For the same purpose as CRN, Attention-based Pyramid Aggregation Network (APANet) [30] encode the multi-size buildings by using spatial pyramid pooling, and suppress the confusing region while highlight the discriminative region by attention block. However, both CRN and APANet require re-training on the whole dataset.

In order to deal with the problem caused by the opposite viewpoint, [6] proposed a novel image descriptor by combining semantic labels and appearance. However, [6] just encodes semantic regions in images by [15] and simply concatenates them as global descriptors. In addition, only three types of semantic regions were considered, therefore, it is not valid for images that do not contain these regions.

Patch/Region Descriptor: This kind of methods computes image descriptors only using relevant patches of an image rather than the whole image. These methods focus on the regions of interest (e.g., landmarks) of an image. Most of these methods adopt existing object proposal techniques to extract regions or patches. [23] proposed a landmark-based VPR method by combining the CNN features of landmarks detected by Edge Box [31]. Unlike [23], [4] only used CNN once to detect landmarks and extract their features. [6] retrained RefineNet [15] to get semantic regions (e.g., road, building and vegetation) and their descriptors (LoST).

[28] proposed a new landmark generation method named MSW (multi-scale sliding window). MSW performed better than object proposal techniques due to the use of the sliding window, especially when illumination or viewpoint changes. Similar to MSW, Patch-NetVLAD [10] also used the sliding window to generate multi-scale patches and obtained patch descriptors from NetVLAD residuals. However, these patches are described using NetVLAD trained on the whole image, which is not accurate.

In a general sense, for similar scenes, though the images are similar as a whole, there may still be some dissimilar regions in the images. Therefore, we also use a sliding window to acquire patches but fine-tune NetVLAD to make it more suitable for patch descriptor extraction.

2.2. Strategy-centered Methods

SeqSLAM [17] changed the VPR problem from calculating the single location globally to finding a local best candidate within each local sequence. Similar ideas were proposed in [9, 18]. However, most of these sequence-based methods are designed to improve the performance of VPR rather than to guide the single image to match correctly. [19] optimized image matching by considering the relationships within the query dataset; in detail, it inhibits multiple query descriptors that are mutually different from matching to the same database descriptor, but the method is no longer valid when there is only one query image. [29] proposed a re-
gional relation module to model the relation information between regions of an image, although this method considers the importance of different regions in the image, the extraction and importance of regions are included in the network training, which is closely related to the training set with poor generalization performance, while our method is explicit and has little related to the training set.

Patch-NetVLAD [10] first found the candidate images using NetVLAD, and then calculated the patch match score for each pair of images to rank the candidate images and determine the best matching image. However, Patch-NetVLAD treated all patches equally when matching patches.

Different from Patch-NetVLAD, our method tried to find patches in LSR and differentiated patches according to their contributions to VPR.

3. Methodology

In this section, we will introduce our method in detail. Our approach consists of two parts, the first part describes the extraction of patch-level descriptors; the second part describes how to find and assign weights to patches based on their descriptors, and how to make these weighted patches optimize the matching of image pairs.

The notations we will use throughout the paper are as follows: we denote $P_{i}^{source}$ as a patch $i$, and its descriptor $f_{i}^{source}$, where source can be db the entire database set, $q$ the query image, $p$ the positive image, $n$ the negative image, and $r$ the reference image. $N_{p}^{source}$ represents the number of patches in the source.

3.1. Patch-level Descriptor

3.1.1 Patch and patch descriptor

Similar to [10], we use a sliding window to extract square patches from the feature map (conv5 layer for VGG16) $F \in \mathbb{R}^{H \times W \times D}$. For each image, we can obtain a total of $N_{p}$ patches $\{P_{i} \in \mathbb{R}^{(d_{p} \times d_{p}}) \times D\}_{i=1}^{N_{p}}$, and

$$N_{p} = \left[\frac{H - d_{p}}{s_{p}} + 1\right] \times \left[\frac{W - d_{p}}{s_{p}} + 1\right] , d_{p} \leq \min(H, W)$$

(1)

where $d_{p}$ is the side length of the square patch, $s_{p}$ is the stride of the sliding window.

For each patch, we extract its descriptor $\{f_{i} \in \mathbb{R}^{1 \times D_{pca}}\}_{i=1}^{N_{p}}$ by using a VLAD aggregation layer followed by a projection layer and principle component analysis (PCA). Concretely, the VLAD aggregation layer $l_{VLAD}$ aggregates the $(d_{p} \times d_{p}) \times D$-dimensional features into a $K \times D$-dimensional matrix by applying a weighted sum soft-assignment to the residuals between each feature and $K$ learned centroids. Then, the projection layer $l_{proj}$ reshapes the resultant matrix into a vector by applying intra-normalization in its column followed by L2-normalization in its whole. And finally, PCA $l_{pca}$ with whitening is applied to reduce the dimension of the output descriptor. More details can be found in [1] [10].

3.1.2 The selection of positive and negative patches

Accurate extraction of positive and negative patches is the key to patch descriptor fine-tuning, and the pipeline is shown in Figure 2 (a)-(c).

We first use the weak GPS labels provided by the dataset to find the positive image and the negative image. Subsequently, patches $\{P_{i}^{q}\}_{i=1}^{N_{p}}$, $\{P_{i}^{p}\}_{i=1}^{N_{p}}$, $\{P_{i}^{n}\}_{i=1}^{N_{p}}$ and their descriptors $\{f_{i}^{q}\}_{i=1}^{N_{p}}$, $\{f_{i}^{p}\}_{i=1}^{N_{p}}$, $\{f_{i}^{n}\}_{i=1}^{N_{p}}$ are extracted from the query image, positive image, negative image respectively as labels for training (Figure 2 (a)).

As shown in Figure 2 (b), each patch located in the query image is regarded as a candidate query patch $\{P_{i}^{q}\}_{i=1}^{N_{p}}$. For each candidate query patch, the most $k_p$ similar patches from the positive image are selected as the candidate positive patches $\{P_{i}^{p}^{k_p}\}_{i=1}^{k_p}$ using the Cosine distance of their descriptors. Similarly, the most $k_n$ similar patches from the negative image are selected as the candidate negative patches $\{P_{i}^{n}^{k_n}\}_{i=1}^{k_n}$.

However, the selected candidate patches are not accurate yet because the descriptors were derived from the original NetVLAD. Therefore, we extract dense keypoints [16] in the images and match between the query image and its corresponding positive and negative candidate images, followed by GCRANSAC [3] filtering. Then, we keep the patches with matching keypoints as the final query patches $\{P_{i}^{q-j}\}$. The one with the most matching keypoints from the candidate positive patches is selected as the final positive patch $\{P_{i}^{p-j}\}$, and the one with the least number of matched keypoints from the candidate negative patches is selected as the final negative patches $\{P_{i}^{n-j}\}$. This is demonstrated in Figure 2 (c).

3.1.3 Fine-tune the NetVLAD

The query patch $\{P_{i}^{q,j}\}$ and the corresponding positive patch $\{P_{i}^{p,j}\}$ and negative patches $\{P_{i}^{n,j}\}$ are used to fine-tune the original NetVLAD with a triplet loss. Triplet loss for patches is defined as:

$$loss = \sum_{j} l\left(\min_{i} \left( d_{cos}(P_{i}^{q}, P_{i}^{p}) + m - d_{cos}(P_{i}^{q}, P_{i}^{n}) \right) \right)$$

(2)

where $l$ is the hinge loss $l(x) = \max(x, 0)$, and $m$ is a constant parameter giving the margin.

The triplet loss pulls the positive patches and query patch together, i.e. reducing their Cosine distance, while pushes
the negative patches and query patch apart, i.e. increase their Cosine distances (Figure 2 (d)).

3.2. Weighted patch-based matching

3.2.1 Patch weightings

We aim to find patches in LSR and assign weights to patches according to their contributions in VPR. A fact is that patches with few occurrences in the DB can be considered as special patches, and a large weight can be assigned to these patches to make them play a major role in VPR. However, even with a fine-tuned descriptor, it is not able to assess the occurrence of a patch. Therefore, our approach measures patch specificity by computing the distance between the patch and the centroids of similar patches found in the DB.

We first extract a patch descriptors set \( \{ f_i^{db} \in \mathbb{R}^{1 \times D_{perc}} \}_{i=1}^{N_{db}} \) from the images of the entire DB dataset. Then, K-means is employed to cluster these patch descriptors to obtain K centroids \( \{ f_c^k \in \mathbb{R}^{1 \times D_{perc}} \}_{k=1}^{K} \), and these centroids represent the distribution of similar patch descriptors in the description space.

The distances between a patch descriptor and centroids can be computed using the Cosine distance. The patches that far away from most of the centroids are considered as special patch, so we define the weighting as following:

\[
    w(f) = \sum_{i}^{\alpha} \{ d_{cos}(f, f_c^k) \}_{\text{min}_n} \tag{3}
\]

where \( f \) is the descriptor of the patch that needs to be weighted, \( \{ \}_\text{min}_n \) represent a subset of \( \alpha \) smallest items.

3.2.2 Image pair matching

[10] proposed a hierarchical strategy to find the best matching image of a query image. First, it used the original NetVLAD description to retrieve the top100 images that are most similar to the query image. Then, it computed the patch descriptors and perform patch-level matching by finding the mutual nearest neighbors \( \mathcal{P} \) by Equation 4:

\[
    \mathcal{P} = \{ (i, j) : i = \text{NN}_r(f_i^q), j = \text{NN}_q(f_j^r) \} \tag{4}
\]

where \( \text{NN}_r(f) = \arg\min_i \{ d_{cos}(f, f_c^k) \} \) and \( \text{NN}_q(f) = \arg\min_j \{ d_{cos}(f, f_c^k) \} \) retrieve the nearest neighbors descriptor match with respect to Cosine distance within the query and reference image. According to the matched patches, the spatial matching score was computed to rank the top100 images, and the final image retrieval results are obtained.

Similarly, our method also ranks the initial retrieval image set by a similarity score between a pair of images. Let the image pair list \( L \) be:

\[
    L = (I_q, I_r) \tag{5}
\]

where \( I_q \) is the query image, \( I_r \) is a candidate image obtained by original NetVLAD. For each image pair in \( L \), the patch descriptors are extracted and their distances are calculated to generate the distance matrix \( D \):

\[
    D = \begin{bmatrix}
        d_{cos}(f_1^q, f_1^r) & d_{cos}(f_1^q, f_2^r) & \cdots \\
        d_{cos}(f_2^q, f_1^r) & d_{cos}(f_2^q, f_2^r) & \cdots \\
        \vdots & \vdots & \ddots
    \end{bmatrix} \tag{6}
\]

In order to make the higher weighted patches located in the LSR play a bigger role in matching, we weighted the
distance matrix to update $\mathcal{D}$. The weighted distance matrix is given by:

$$\text{weighted } \mathcal{D} = \begin{bmatrix}
\frac{1}{w(f_1)} & \frac{1}{w(f_2)} & \cdots \\
\frac{1}{w(f_1)} & \frac{1}{w(f_2)} & \cdots \\
\vdots & \vdots & \ddots
\end{bmatrix} \circ \mathcal{D}$$

(7)

where $\circ$ means Hadamard product. By this means, patches with large weights can be matched easily, because their values in the distance matrix become smaller, while those with small weights are hardly matched.

4. Experiments

4.1. Experiment setup

We use two benchmark datasets to evaluate our method: Pittsburgh30k [26] and Tokyo247 [25]. Both datasets are captured at large-scale scenes that contain many similar scenes. Pittsburgh30k benchmark consists of three parts: train-set, val-set and test-set. The train-set contains 7416 queries and 75984 reference images; the val-set contains 7608 queries and 10000 reference images; the test-set contains 6818 queries and 10000 reference images. Tokyo247 consists of 315 queries and 75984 reference images. For a fair comparison, we follow the experiment settings of [10] and choose same queries as [10] of Pittsburgh30k and Tokyo247. In our experiment, we adopt the square patch with side length $d_p = 5$ on feature map (the output of conv5 layer for VGG16) and Rapid Spatial Scoring proposed by [10].

During fine-tuning the NetVLAD, the training parameters are the same as [1]. We utilize the train-set of Pittsburgh30k for fine-tuning the original NetVLAD and the best model that achieves optimal performance on val-set is selected.

4.2. Comparison with the State-of-the-art

We compare with classic NetVLAD [1] and state-of-the-art patch-based VPR methods Patch-NetVLAD [10] in the test-set of Pittsburgh30k and Tokyo247 in this experiment. Our method is only fine-tuned on the Pittsburgh30k train-set. In pairwise image matching, we use the same $k = 100$ candidate images for Patch-NetVLAD and Patch-NetVLAD+. Quantitative comparisons of NetVLAD, Patch-NetVLAD and Patch-NetVLAD+ are shown in Table 1. Patch-NetVLAD+ achieves 88.50% in Recall@1 on Pittsburgh30k, better than the 87.40% achieved by Patch-NetVLAD with an improvement of 1.1%, and our method outperforms NetVLAD by 4.84%. The difference is particularly noticeable in the challenging Tokyo247 dataset, where the Recall@1 of our method is significantly improved to 83.49% compared to 77.14% achieved by Patch-NetVLAD. And our method achieves up to 16.51% performance improvement against NetVLAD. In addition to Recall@1, our method outperforms the baseline on both Recall@5 and Recall@10.
Table 1. Quantitative results

| Method                  | Pittsburgh30k | Tokyo247 |
|-------------------------|---------------|----------|
|                         | R@1  | R@5  | R@10 | R@1  | R@5  | R@10 |
| NetVLAD [1]             | 83.66 | 91.77 | 94.04| 66.89 | 78.10| 80.95|
| Patch-NetVLAD [10]      | 87.40 | 93.66 | 95.36| 77.14 | 84.44| 86.98|
| Ours                    | 88.50 | 94.47 | 95.79| 83.49 | 87.94| 90.16|

Furthermore, the descriptor dimension can be reduced using PCA. We experimented in both 512 and 4096 dimensions (i.e., $D_{pca} = 512, 4096$). The results obtained are consistent. As shown in Figure 4, for both the Tokyo247 dataset and the Pittsburgh30k dataset, our method outperformed the baseline methods for different recall rates, and in particular, on the Tokyo247 dataset, our method is substantially ahead of baseline methods.

The quantitative comparison of our method with baseline is shown in Figure 5. In Figure 5(a)(c) all three methods were successed. However, Patch-NetVLAD shows many mismatched patches that are located in non-LSR of the image, such as the sky. Our method produced much fewer mismatched patches due to the weighted matching strategy, and most of the matched patches were located in the LSR of the image, such as buildings and billboards. As seen in Figure 5(b)(d), in difficult scenes, our method can still successfully retrieve the correct results by matching patches the in LSR of the image. Such performance validates the effectiveness of the fine-tuning strategy and the weighted matching strategy.

4.3. Ablation Studies

We conducted ablation studies on Pittsburgh30k and Tokyo247 to analyze the effectiveness of the fine-tuning strategy and the weighted matching strategy. In the ablation studies, the baseline is Patch-NetVLAD with patch size = 5 and Rapid Spatial Scoring, all methods use 4096-dimensional descriptors. We set up a total of four methods: (1) **Baseline**: Patch-NetVLAD; (2) **Ours w/o fine-tune**: Patch-NetVLAD+ without fine-tuning strategy; (3) **Ours w/o weighted**: Patch-NetVLAD+ without weighted matching strategy; (4) **Ours**: Patch-NetVLAD+ with fine-tuning strategy and weighted matching strategy.

4.3.1 Effectiveness of fine-tuning the NetVLAD

The baseline method directly utilized the original NetVLAD, which was trained using the whole images of Pittsburgh30k to extract descriptors for patches. Our method uses the Pittsburgh30k dataset to fine-tune the original NetVLAD to enable it to extract patch-level descriptors. As shown in Table 2, in the Pittsburgh30k dataset, our method achieves 1.05% (Recall@1) improvement with the fine-tuning strategy compared to the baseline, and a 1.31% (Recall@1) decrease after removing the fine-tuning.
Figure 5. **Qualitative results.** (a) and (c) are successfully retrieved by all methods, where green lines represent the matched patches. (b) and (d) are successfully retrieved by Patch-NetVLAD+ while NetVLAD and Patch-NetVLAD produce an incorrect result. It can be seen that Patch-NetVLAD+ is capable to match patches in LSR of the image, such as buildings and billboards.

![Query](a) NetVLAD ![Patch-NetVLAD](b) Ours (Tokyo247)

![Query](c) NetVLAD ![Patch-NetVLAD](d) Ours (Pittsburgh30k)

**Table 2. Ablation studies**

| Method (\(D_{pca} = 4096\))            | Pittsburgh30k | Tokyo247 |
|----------------------------------------|---------------|----------|
|                                        | R@1  | R@5  | R@10 | R@1  | R@5  | R@10 |
| Baseline (Patch-NetVLAD [10])          | 87.40 | 93.66 | 95.36 | 77.14 | 84.44 | 86.98 |
| Ours w/o fine-tune                     | 87.19 | 93.78 | 95.63 | 81.90 | 86.35 | 88.25 |
| Ours w/o weighted match                | 88.45 | 94.32 | 95.73 | 79.05 | 87.30 | 89.52 |
| Ours                                   | 88.50 | 94.47 | 95.79 | 83.49 | 87.94 | 90.16 |

The effect of the fine-tuning strategy was more pronounced in the Tokyo247 dataset, where the changes expanded to 1.91% and 1.59% respectively. The results of the two comparison experiments clearly show the effectiveness of the fine-tuning strategy.

### 4.3.2 Effectiveness of weighted matching strategy

Our approach assigns weights to patches and updates the distance matrix of pairwise matching by the weights of patches to implement the weighted matching strategy. As a result, patches in LSR play a greater role in matching. In the Pittsburgh30k dataset, the role of the weighted matching strategy is not obvious in Recall@1, leading the baseline approach in Recall@5 and Recall@10, as shown in Table 2 and Figure 6 (a). In the Tokyo247 dataset, the weighted matching strategy was effective. In (Baseline vs Ours w/o fine-tune) comparison, Recall@1 is improved by 4.76% and in (Ours w/o weighted match vs Ours) comparison, Recall@1 is improved by 4.44%.

As shown in Figure 6, the result curves of the Baseline are both lower than the result curves of Ours without fine-tuning (green) and Ours without weighting (yellow), illustrating the effectiveness of the fine-tuning and the weighted matching strategies.

### 5. Conclusion

In this paper, we propose a novel patch-based VPR method named Patch-NetVLAD+ which consists of a fine-tuning strategy and a weighted matching strategy. The fine-tuning strategy is used to make original NetVLAD more suitable for extracting patch-level descriptors. The weighted matching strategy is used to find patches in LSR and make these patches easy to match by assigning a large weight to them. Quantitative and Qualitative experiments conducted on Pittsburgh30k and Tokyo247 have demonstrated the excellent performance of our method. In the
future, we intend to aggregate patch descriptors with the semantic contextual information as a global descriptor that can retrieve results with stable multiple local regions.
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