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Abstract

Scene graph generation (SGG) is to detect object pairs with their relations in an image. Existing SGG approaches often use multi-stage pipelines to decompose this task into object detection, relation graph construction, and dense or dense-to-sparse relation prediction. Instead, from a perspective on SGG as a direct set prediction, this paper presents a simple, sparse, and unified framework, termed as Structured Sparse R-CNN. The key to our method is a set of learnable triplet queries and a structured triplet detector which could be jointly optimized from the training set in an end-to-end manner. Specifically, the triplet queries encode the general prior for object pairs with their relations, and provide an initial guess of scene graphs for subsequent refinement. The triplet detector presents a cascaded architecture to progressively refine the detected scene graphs with the customized dynamic heads. In addition, to relieve the training difficulty of our method, we propose a relaxed and enhanced training strategy based on knowledge distillation from a Siamese Sparse R-CNN. We perform experiments on several datasets: Visual Genome and Open Images V4/V6, and the results demonstrate that our method achieves the state-of-the-art performance. In addition, we also perform in-depth ablation studies to provide insights on our structured modeling in triplet detector design and training strategies. The code and models are made available at https://github.com/MCG-NJU/Structured-Sparse-RCNN.

1. Introduction

Scene graph generation (SGG) [45] aims at detecting objects with their pairwise relations in an image. This structured representation could serve as an effective and compact representation for high-level visual understanding tasks such as image captioning [47, 48] and visual question answering [2, 11, 32]. Structure information between visual entities is the key to the success of many SGG methods. To capture this structure information, most existing methods typically follows a multi-stage pipeline to decompose this complex task into sub-tasks of object detection, fully-connected relation graph construction, dense relation classification [37, 49, 52], or dense-to-sparse relation classification [46], as shown in Fig. 2. These well-established methods often rely heavily on object detection performance and involve redundant computation for fully-connected relation graph construction.

In addition to structure information, we observe that sparsity is another important property on relation detection in natural images. For example, in Fig. 1, the ground-truth triplets of \( \langle \text{leg}, \text{on}, \text{woman} \rangle \) and \( \langle \text{logo}, \text{on}, \text{shirt} \rangle \) are more commonly expressed than the relation between \( \text{logo} \) and \( \text{leg} \). Most existing dense or dense-to-sparse detection methods for SGG fail to well capture the general sparse and semantic priors. Accordingly, inspired by the recent sparse object detectors (e.g. DETR [3], Sparse R-CNN [34]), we present a new perspective on SGG by treating it as a direct sparse set prediction problem. However, unlike sparse object detection, sparse SGG is much more challenging due to its inherent difficulty in object pairing and relation prediction.

In this paper, we propose a direct sparse scene graph generation framework without explicit object detection and relation graph construction for inference, coined as Structured Sparse R-CNN. As shown in Fig. 2e, the key to our Structured Sparse R-CNN is a set of learnable triplet queries and a structured triplet detector. These learnable triplet queries, composed of two object boxes, two object content vectors and one relation content vector, are responsible for capturing the general prior for sparse detection and encoding the spatial and appearance information of objects and their relation. Based on the input of CNN fea-
In summary, our main contribution is threefold:

1. We present a new sparse and unified framework for direct scene graph generation, without explicit object detection and preceding graph construction for inference. This new framework equipped with the structured connection proposed by us shares several advantages, namely simplicity without multi-stage design, effective context modeling, and high efficiency.

2. We present a practical training strategy to overcome the training difficulty of Structured Sparse R-CNN. The knowledge distilled from a Siamese Sparse R-CNN can generate useful pseudo-labels to guide our training. We also propose an adaptive focusing parameter and utilize logit adjustment for imbalance distribution of objects and relations.

3. Experiment results demonstrate that our simple framework is able to yield the state-of-the-art performance for scene graph generation on Visual Genome and Open Images V4/V6. We also perform detailed ablation studies to provide insights on our designs.

2. Related Work

Scene Graph Generation (SGG). In this part, we will discuss the existing works for SGG from three aspects: relation modeling, pipeline and long-tailed distribution. The explicit modeling for relations [18–20, 38, 41, 45, 46] is commonly considered. Xu et al. [45] built a bipartite graph composed of object proposals as object nodes and union proposals as relation nodes, and the message was passed between them to emphasize features. Yang et al. [46] utilized the pairwise object features to select few candidates of relation nodes in GCN [14] for classification. Since MOTIFS [49] was proposed, many works [23, 36, 37, 42, 49, 52] begin to aggregate context information for relation classification into object nodes, and the explicit relation features are only treated as attachments. As for the pipeline, almost all previous works revolve around the concept of multi-stage relation detection and ignore the feasibility of the one-stage paradigm. Recently, some works started to focus on the one-stage relation detection [5, 13, 24, 29, 35, 50, 54], but almost all of them still consider explicit post-hoc object detection to boost the performance, thereby making the overall framework a bit complicated. Some of them even do not make full use of the sparse and semantic priors. As for the long-tailed relation...
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Figure 3. Structured Sparse R-CNN. Our method presents a simple, sparse and unified framework for direct scene graph generation without explicit object detection and relation graph construction in advance. Our framework is composed of CNN backbone, triplet queries, and triplet detector. The triplet queries encode the prior information on object boxes, object appearance, and relation appearance. The triplet detector consists of a series of detection heads. The detector takes CNN features and triplet queries as inputs, and progressively refine the relation detection results with two cascaded modules (marked in yellow and purple). The vectors of triplet queries are jointly optimized with the network weights with back-propagation. (i) in this figure denotes the index of current head. PE denotes positional encoding.

Our method presents a simple, sparse and unified framework for direct scene graph generation without explicit object detection and relation graph construction in advance. Our framework is composed of CNN backbone, triplet queries, and triplet detector. The triplet queries encode the prior information on object boxes, object appearance, and relation appearance. The triplet detector consists of a series of detection heads. The detector takes CNN features and triplet queries as inputs, and progressively refine the relation detection results with two cascaded modules (marked in yellow and purple). The vectors of triplet queries are jointly optimized with the network weights with back-propagation. (i) in this figure denotes the index of current head. PE denotes positional encoding.

Sparse Object Detector. Recently, numerous works for sparse object detection were proposed. DETR [3] uses the Hungarian loss [3] and a transformer [40] architecture for object detection based on few queries as sparse anchors. Deformable DETR [53] boosts the performance by combining the deformable convolution [6] with the transformer and utilizing multi-scale features. Sparse R-CNN [34] is more lightweight than these methods and easier to serve as a baseline. In this paper, we extend Sparse R-CNN into our sparse triplet detector for generalized relation detection, and design corresponding structures as well as specific training strategy for sparse SGG.

3. Proposed Approach

Overview. Unlike the previous SGG methods composed of multiple stages, our Structured Sparse R-CNN presents a simple, direct and unified framework for relation detection. Our method takes image features and a set of triplet queries as inputs, and passes them into the stacked detection heads to progressively detect objects and predict their relations. The parameters of triplet queries can be jointly optimized with network weights in an end-to-end manner. We detail these components in the sequel.

3.1. Structured Sparse R-CNN

Backbone. The image is fed into a convolution neural network (CNN) [44] with Feature Pyramid Network (FPN) [21] for feature extraction, and then the feature maps are fed into our triplet detector to detect objects and predict relations. More details can be found in Section 4.2.

Triplet query. To localize objects and recognize their categories and relations, our Structured Sparse R-CNN uses a set of learnable triplet queries to represent the general distribution prior of triplets. Specifically, each triplet query is composed of two proposal boxes representing the locations of objects, two object content vectors encoding the appearance of objects, one relation content vector capturing the structure information between objects. Each box is a 4-d parameter to represent the normalized box center, width, and height. The object and relation features are represented by 1024-d and 256-d parameters respectively, which encode the semantics of objects and relations.

These triplet queries are randomly initialized during training and jointly optimized with network weights via back-propagation algorithm. Once the training is finished, these learnt triplet queries serve as the general prior for SGG and are the same for all testing images. Basically, the learnt triplet queries could be viewed as the general statistics of potential objects location, appearance, and their relations, discovered in a data-driven manner from training set. They provide an initial guess for the triplet candidates, which is then refined progressively with the triplet detector.

Triplet detection head. Our Structured Sparse R-CNN is composed of a series of modular network building blocks, termed as Triplet Detection Head, to progressively refine the location and categories of objects as well as the prediction of relations. As shown in Fig. 3, each head of our triplet detector presents two modules to perform object pair detection and their relation prediction, respectively. These two modules are cascaded together with structured connections to accomplish the task of SGG.

Object pair detection. Given N triplet queries, triplet detector first uses object feature vectors to perform the global and local information interaction. The traditional multi-head self-attention mechanism is employed for aggregating
global context information into objects. To better describe the context features within object pairs, we propose a pair fusion module (PF) to relate the object feature vectors by using a multi-layer perception (MLP). The meaning of this structured connection lies in emphasizing each object feature via utilizing the unique properties of the internal interaction, e.g. in one triplet, its subject will be aware of which object to pair with. Moreover, the relations are unlikely to occur between the same objects. Therefore, this operation is designed to separate the objects and enhance their semantics. Its specific process is as follows:

\[
X_p = \text{ReLU}(\text{LN}(W_0^p X_s + W_0^o X_o)),
\]

\[
X'_s = X_s + W_1^s X_p + P_s, \quad X'_o = X_o + W_1^o X_p + P_o,
\]

where \(X_s\) and \(X_o\) denote the subject and object content vectors, respectively. \(P_s\) and \(P_o\) are positional encoding for subjects and objects. \(W_0^s, W_0^o, W_1^s, W_1^o\) and \(W_p\) are learnable matrices. \(\text{LN}(\cdot)\) and \(\text{ReLU}(\cdot)\) represent the layer normalization [1] and ReLU activation [8]. \(X'_s\) and \(X'_o\) are used for generating the key and query vectors in self-attention.

Then the enhanced object feature vector is used to attend the RoI pooled feature of each object independently with a dynamic convolution [12], where the kernels for convolution are produced by object feature vectors. Subsequently, a feed-forward network (FFN) [40] with two MLPs (i.e., \(\text{cls}\) and \(\text{reg}\) heads) is constructed for object box regression and category classification, respectively.

**Relation recognition.** After the object pair detection, our triplet detector perform visual relation prediction for each detected object pair. After performing a similar dynamic convolution on relation-level features from ROI Align [9] with relation vectors, we introduce a bottom-up connection to combine the object-level features with our relation feature vectors. This bottom-up structured connection is called as visual entities to relation fusion, denoted by E2R Fusion (E2R). These object-level features are expected to enhance the relation vectors by providing low-level object information via other MLPs:

\[
H_r = W_r \text{ReLU}(\text{LN}(W^o r F_s)) + W_o \text{ReLU}(\text{LN}(W^s r F_o)),
\]

\[
F'_r = \text{LN}(F'_r + H_r + W_p^r \text{ReLU}(W_p^s F_o + W_p^o F_p)),
\]

where \(F_s, F_o\) and \(F_r\) denote the features of the subjects, objects and relations, respectively. \(W^s, W^o, W_s, W_o, W^p, W_p^o\) and \(W_p^r\) are linear transformation matrices. Finally, a FFN with relation classification head is used to conduct relation prediction with the enhanced relation vectors.

In addition, due to the object feature is helpful for relation prediction [52], we use object-level features to directly predict the relation categories as another branch. The final classification comes from the sum of the outputs of the master branch and this branch.

**Discussion.** Our Structured Sparse R-CNN is an extension of the original Sparse R-CNN to the structure predic-

![Figure 4. Learning with Siamese Sparse R-CNN.](image)

As shown in Fig. 4, we propose to build an extra Sparse R-CNN only activated in the training phase. This network shares the same weight with our Structured Sparse R-CNN and thus is called as Siamese Sparse R-CNN. It is separately employed for object detection, and has the auxiliary queries independent of the triplet ones. It is jointly trained with our triplet detector, and has its own object label assignment just like the object detec-
The detected objects are grouped into pairs and act as pseudo-labels for training Structured Sparse R-CNN.

**Two-stage triplet label assignment.** In training, we first directly use Hungarian matching [3] to assign ground-truth relations with their objects to a set of triplet candidates. Then, for the remaining triplet candidates not matching the ground-truth triplets, instead of padding their objects with background label, we use another Hungarian matching to assign these object *pairs* to a subset of pseudo-labels provided by Siamese Sparse R-CNN. With such a matching, these triplets are forced to approximate object pairs that most resemble them. Finally, with the two-stage label assignment, we compute the loss for triplet detection as the sum of \( L_F \) for the triplets matched in the first stage and \( L_B \) for the ones matched in the second stage.

In the first stage, a bipartite matching is conducted between ground-truth triplets and all predicted triplets [16]. The following is the matching cost between a prediction and ground-truth triplets, as well as a part of the final loss:

\[
L_F = \lambda_{cls_s} L^{\text{cls}}_{cls_s} + \sum_{i \in \{s,o\}} \lambda_{cls_s} L^{\eta}_{cls_s} + \lambda_{L_1} L^{\eta}_{L_1} + \lambda_{giou_u} L^{\eta}_{giou_u},
\]

where \( L^{\text{cls}}_{cls_s} \) and \( L^{\eta}_{cls_s} \) are focal loss [22] between ground-truth and predicted labels of objects and relations, respectively. \( s/o \) refers to the subject/object in one object pair. \( L^{\eta}_{L_1} \) and \( L^{\eta}_{giou} \) are L1 loss and generalized IoU loss [30] between the bounding boxes of objects and the corresponding ground-truth boxes, respectively. \( \lambda_{cls_s}, \lambda_{cls_s}, \lambda_{L_1}, \) and \( \lambda_{giou_u} \) are the coefficients of each component.

In the second stage, for the set of pseudo-labels, we remove some of its pairs that detect the ground-truth, and denote the remaining pairs as the pseudo-label set \( U \). In principle, we could directly use \( U \) to train our triplet detector, but some works show that the hard-label format benefits training [39]. Therefore, considering the objects in \( U \) are also assigned with labels during the previous object label assignment, we keep the boxes of the objects *not* matching ground-truth objects unchanged and replace all the classification scores as well as other predicted boxes with the assigned labels. Then, we perform another bipartite matching between \( U \) and the object pairs from remaining triplet predictions. Due to the existence of predicted boxes, this stage of label assignment is like distillation. The matching cost between a predicted pair and a pair in \( U \) is as follows:

\[
L^{\text{match}}_B = \sum_{i \in \{s,o\}} \eta_{L_1} L^{\eta}_{L_1} + \eta_{giou} L^{\eta}_{giou} + 1^\eta_i \eta_{cls_s} L^{\eta}_{cls_s},
\]

where \( L^{\text{match}}_{cls_s}, L^{\eta}_{giou}, \) and \( L^{\eta}_{L_1} \) is loss between predicted objects in triplets and the objects in \( U \), just like those in Eq. (3). \( \eta_{cls_s}, \eta_{L_1}, \) and \( \eta_{giou} \) are coefficients. \( 1^\eta \) is 1 if the object from \( U \) hits the ground-truth, otherwise is 0.

After the bipartite matching of the second stage, we then pad the relation predictions in the remaining triplets with background label. The loss for these triplets is as follows:

\[
L_B = \lambda_{cls_s} L^{\text{cls}}_{cls_s} + \sum_{i \in \{s,o\}} \eta_{cls_s} L^{\eta}_{cls_s} + \eta_{L_1} L^{\eta}_{L_1} + \eta_{giou} L^{\eta}_{giou},
\]

where \( L^{\text{cls}}_{cls_s} \) is focal loss between relation prediction and background label, the other terms are same with the above.

### 3.3. Imbalance Class Distribution

**Adaptive focusing parameter.** The format of triplets may deteriorate the imbalanced class distribution of entities. As shown in Fig. 5, the most frequented class of entities as the elements of pairs in distribution is far heavier than as individuals, which is attributed to the duplicates of entities induced by the format of triplets. Thus, we consider reducing the weights for majority classes in the loss for object classification. Inspired by [23], we re-balance the biased model by tailoring the focusing parameter (denoted as \( \gamma \)) in focal loss [22] for each category:

\[
\gamma(c) = \min\{2, 3 - (1 - f_c)^\mu (-\log(f_c))^\tau\},
\]

where \( c \) denotes the object category. \( f_c \) denotes the frequency of each object category occurring in triplets. \( \mu \) is a hyper-parameter.

**Logit adjustment (LA).** As for the imbalance class distribution of relations, we utilize logit adjustment [28]. We directly calculates the frequency for each relation category, and the final classification score is obtained from the logit minus the frequency multiplied by a tuning parameter \( \tau \).

### 4. Experiments

We conduct experiments on Visual Genome [15] and Open Images [17]. We describe evaluation settings, implementation details, ablation studies and comparisons to the state-of-the-art methods.

#### 4.1. Datasets and Evaluation Settings

**Visual Genome (VG).** VG [15] is the most widely used dataset for SGG. We followed the widely adopted VG
split [4, 37, 45, 49] including the most frequent 150 object categories and 50 relation categories. Since our paradigm generates triplet candidates based on queries, the modes based on ground-truth objects (e.g., PredCls and SGCls [27]) are not suitable here. We adopt the mode of SGDet, which considers both object detection and relation prediction. The traditional metrics on VG is Recalls [27]. Due to the imbalanced class distribution of relations in VG, Recalls are dominated by frequent categories. Thus, following [36], we also utilize mean Recalls (mR) [37] and zero-shot Recall (zR) [27] for evaluation.

### Open Images (OI)
OI [17] is another large-scale dataset containing annotations for SGG. Currently, two benchmarks for SGG are built on the two versions of this dataset, namely OI V4 and OI V6, respectively. On each benchmark, we carried out experiments and utilized the same backbone as used in [18], and followed their data processing and evaluation metrics. The training sets and testing sets of OI V4 contain 54k images and 3k images, respectively. It contains 57 object categories and 9 relation categories. OI V6 includes 126k images for training, 2k and 5k images for validation and testing, respectively. It contains 601 object categories and 30 relation categories. For both OI V4 and OI V6, the results are evaluated with the metric of mean Recall@50, Recall@50, weighted mean AP of triplets (wμAP_re), and weighted mean AP of phrase (wμAP_phr).

### Ablation Study
We perform ablation studies on VG and report the performance on various Recalls. Furthermore, we report the performance of our models equipped with logit adjustment.

### Implementation Details
For fair comparison on OI V4, OI V6 and VG, we utilize the same ResNeXt-101-FPN [21, 44] as the backbone for training Structured Sparse R-CNN. Our network is optimized by AdamW [26], and its initial learning rate and batchsize are set to 6.4 × 10^{-5} and 8, respectively. The number of total iterations is 80k, and the learning rate is decayed by the factor of 10 on the 47k^{th} and 64k^{th} iterations. Following [34], both the triplet detector and the object detector both have 6 detection heads. Since the classification scores in a triplet share the same weight when inference, the parameters in our loss are set as follows: \( \lambda_{cls} = \lambda_{cls} = \frac{1}{3}, \lambda_{L1} = 5, \lambda_{giou} = 2, \eta_{cls} = \frac{1}{3}, \eta_{L1} = \frac{1}{3} \) and \( \eta_{giou} = \frac{1}{3} \). As for focal loss, we set \( \alpha \) and the fixed \( \gamma \) to 0.25 and 2, respectively. We set \( \mu \) to 4 for the adaptive focusing parameter. The number of triplet queries is set to 300 and can be extended into 800. The number of auxiliary queries is set to 100. The \( \tau \) in logit adjustment is set to 0.3. Notably, like Sparse R-CNN [34], NMS can be removed.

### Study on the structure modeling
We begin our ablation study by exploring the importance of structure modeling in our design. Specifically, we first propose a purely

---

Table 1. Study on the structured modules. Rel: using relation feature vectors, PF: pairwise fusion, E2R: visual entities to relation fusion.

| Rel | E2R | PF | R@20 | R@100 | zR@20 | zR@100 | mR@20 | mR@100 | zR@100 (LA) | mR@100 (LA) | speed |
|-----|-----|----|------|-------|-------|-------|-------|-------|-------------|-------------|-------|
| ✓   | ✓   | ✓  | 25.82| 36.93 | 1.51  | 3.74  | 6.08  | 10.04 | 0.04        | 21.39       | 0.19  |

Table 2. Study on the triplet label assignment. TLA: triplet label assignment, no BG: training without background object label, full BG: assigning background label to all non-foreground entities, p-label: pseudo-label. Notably, in this table, the bolded and underlined values indicate the best results without and with NMS, respectively.

| Adapt-γ | R@20 | R@100 | mR@20 | mR@100 | mR@100 (LA) | speed |
|---------|------|-------|-------|-------|-------------|-------|
| ✓   | 25.82| 36.93 | 6.08  | 10.04 | 21.39       | 0.19  |

Table 3. Study on adaptive focusing parameter.
Sparse R-CNN baseline without explicitly introducing the relation feature vector. This baseline simply treats relation detection as object pair detection without structure modeling and its performance is lower than other variants of Structured Sparse R-CNN, as shown in Tab. 1. Then, we investigate the effectiveness of structure modeling module (PF and E2R) in our method by detailed ablations. In Tab. 1, the results demonstrate that these structured connections are helpful for the relation detection.

**Study on the triplet label assignment.** We perform the ablation study on the effectiveness of two-stage triplet label assignment and report the results in Tab. 2. For fair comparison, we report results all with co-training of Siamese Sparse R-CNN, and the only difference is label assignment strategy. First, we report the results of one-stage triplet label assignment, similar to the training of sparse object detectors, where the object candidates in unmatched triplets are all assigned with the background category (denoted by full BG). Then, we remove the background label assignment for those objects in unmatched triplets (denoted by no BG). From the comparison between these two settings, we find that the performance with background supervision at R@20 is better than without it. When the NMS post-processing is used, the performance of the full BG model is poor. We speculate the background supervision is key to duplicate removal. However, for the objects in triplets with background relations, the full BG model will suppress them indiscriminately though some of them have localized ground-truth objects. Finally, we compare the previous strategies with our proposed pseudo-label assignment. Equipped with our pseudo-labels, the overall performance without NMS is better than that of the previous two training strategies, and NMS can still achieve good performance. Among these metrics, its performance on R@20 is consistently the highest. These results demonstrate the effectiveness of our proposed knowledge distillation framework on training our network. In addition, equipped with NMS, we observe that the absence of background object supervision leads to better performance than utilizing pseudo-labels. We speculate the noise in pseudo-labels influence the training, thereby resulting in more wrong predictions with low confidence, as well as the lower R@100 and mR@100 performance.

**Study on the adaptive focusing parameter.** We conduct comparative study on the adaptive focusing parameter. In Tab. 3, the improvement at R@100 and mR@100 shows its effectiveness.

### 4.4. Comparisons with the State of the Art

**Visual Genome (VG).** We compare our model to the results of the state-of-the-arts methods on VG, shown in Table 4. Comparisons with the state-of-the-art methods at SGDet on Visual Genome (VG). * refers to the 800 queries. LA: logit adjustment [28]. The reimplemented model is denoted by the superscript †. The two blocks indicate the models with or without debiasing techniques, respectively.
in Tab. 4. Following the tradition, we first provide the results of each method on Recalls. However, VG has a long-tailed distribution of relation categories, and the traditional Recalls are dominated by the frequent categories such as "on". Accordingly, the mean and zero-shot Recalls are also utilized to evaluate the existing methods [36].

The results in Tab. 4 show that our Structured Sparse R-CNN achieves the state-of-the-arts performance on multiple metrics. Specifically, our model shows new state-of-the-arts performance in terms of zero-shot Recalls. As for mean Recalls, our basic model obtains the performance of 8.2% on average. Furthermore, our model with 800 queries achieves the best performance on Recalls with an average of 32.7%. We speculate that the reason why more queries lead to higher performance lies in the wide range of triplet combinations. With respect to the processing speed, we conduct experiments on the same server and our model achieves the fastest speed, 0.19 second per image, in the same experimental setting compared to other methods.

Following [36], we also report the results of various methods equipped with techniques against long-tailed relation category distribution in Tab. 4. Our model with TDE [36] or LA pushes the performance on zero-shot and mean Recalls in the task of SGDet to a new level. We think it is because the long-tailed relation class distribution limits the performance of models on mean Recalls. With the same debiasing techniques such as TDE, the effectiveness of our design on context feature utilization is revealed.

Open Images (OI). We demonstrate the effectiveness of our method on Open Images and the results are in Tab. 5 and Tab. 6. Consistent with the higher performance at mean Recalls in VG, our method performs better under metrics for each class. When evaluated on R@50, our method still outperforms previous methods. Moreover, our model with logit adjustment performs slightly worse than the basic one under weighted metrics such as \( \text{wmAP}_{rel} \), \( \text{wmAP}_{phr} \), and \( \text{score}_{wtd} \) in Tab. 6, with the drop on R@50.

**Qualitative analysis.** We visualize the detection results of SGG on VG in Fig. 6. In general, comparing the results between the last two column, we see that our model detects more correct relation prediction than previous state-of-the-art method, which demonstrates the effectiveness of our method.

| Model | mR@50 | R@50 | \( \text{wmAP}_{rel} \) | \( \text{wmAP}_{phr} \) | score_{wtd} |
|-------|-------|------|-----------------|-----------------|-------------|
| RelDN [52] | 70.40 | 75.66 | 36.13 | 39.91 | 45.21 |
| GPS-Net [23] | 69.50 | 74.65 | 35.02 | 39.40 | 44.70 |
| BGNN [18] | 72.11 | 75.46 | 37.76 | 41.70 | 46.87 |
| Ours | 72.62 | 74.92 | 43.47 | 48.17 | 51.64 |
| OursSLA | **79.23** | 74.75 | **43.57** | 48.25 | **51.68** |

Table 5. Comparisons with the state-of-the-art methods on Open Images (OI) V4. Following [18], R@50 here is micro-Recall@50 [7], calculated directly on total ground-truth triplets.

| Model | mR@50 | R@50 | \( \text{wmAP}_{rel} \) | \( \text{wmAP}_{phr} \) | score_{wtd} |
|-------|-------|------|-----------------|-----------------|-------------|
| MOTIFS [49] | 32.68 | 71.63 | 29.91 | 31.59 | 38.93 |
| RelDN [52] | 33.98 | 73.08 | 32.16 | 33.39 | 40.84 |
| VC-Tree [37] | 33.91 | 74.08 | 34.16 | 33.11 | 40.21 |
| G-RCNN [46] | 34.04 | 74.51 | 33.15 | 34.21 | 41.84 |
| GPS-Net [23] | 35.26 | 74.81 | 32.85 | 33.98 | 41.69 |
| BGNN [18] | 40.45 | 74.98 | 33.51 | 34.15 | 42.06 |
| Ours | 42.84 | 76.66 | 41.47 | 43.64 | **49.38** |
| OursSLA | **50.73** | 75.70 | **41.14** | 43.24 | **49.38** |

Table 6. Comparisons with the state-of-the-art methods on OI V6. Following [36], R@50 here is micro-Recall@50 [7], calculated directly on total ground-truth triplets.
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