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Abstract—The video super-resolution (VSR) method based on the recurrent convolutional network has strong temporal modeling capability for video sequences. However, the temporal receptive field of different recurrent units in the unidirectional recurrent network is unbalanced. Earlier reconstruction frames receive less spatio-temporal information, resulting in fuzziness or artifacts. Although the bidirectional recurrent network can alleviate this problem, it requires more memory space and fails to perform many tasks with low latency requirements. To solve the above problems, we propose an end-to-end information prebuilt recurrent reconstruction network (IPIRNN), consisting of an information prebuilt network (IPNet) and a recurrent reconstruction network (RRNet). By integrating sufficient information from the front of the video to build the hidden state needed for the initially recurrent unit to help restore the earlier frames, the information prebuilt network balances the input information difference at different time steps. In addition, we demonstrate an efficient recurrent reconstruction network, which outperforms the existing unidirectional recurrent schemes in all aspects. Many experiments have verified the effectiveness of the network we propose, which can effectively achieve better quantitative and qualitative evaluation performance compared to the existing state-of-the-art methods.

Index Terms—Video super-resolution, deep learning, recurrent convolutional network, channel attention, residual dense block.

I. INTRODUCTION

SUPER-RESOLUTION task is designed to restore a low-resolution (LR) image or video sequence to the high-resolution (HR) counterpart by computing and filling the missing information. The super-resolution task involves two subtasks: single image super-resolution (SISR) [1-6] and VSR [7-13]. In SISR, algorithms often rely on prior knowledge of natural images to restore HR details. In contrast, VSR, due to abundant temporal information contained in its video sequence, needs to restore both spatial information and temporal information. It has significant applicable value in monitoring devices, high-definition TV, satellite images, and video transmission. At the same time, when dealing with some other visual tasks [14][17], the VSR algorithm may be used as a pre-algorithm to assist them in achieving better results. For that reason, how to extract more useful information from the time dimension and design an accurate, efficient and portable VSR algorithm is a problem that needs to be solved.

Recently, due to the strong time dependence of the recurrent convolutional network in modeling video, audio, and other sequence data processing, a large number of VSR methods based on recurrent architecture [18-25] have sprung up. Instead of using explicit optical flow [26] or motion compensation [27], RLSP [19] uses a recurrent convolution architecture to spread the temporal information in the form of the hidden state in high dimensional space. RRN [20] adds residual blocks to the recurrent unit, which stabilizes the training of the recurrent convolution network. The increased network deep can simultaneously extract and fuse features more precisely, greatly improving the accuracy of super-resolution results. RSDN [21] divides the hidden state into two parts, structure and detail, then uses structure-detail block in the recurrent unit for processing. In addition, it also uses the hidden state adaptation module to screen the hidden state information needed to be used effectively. BasicVSR [24] designed a bidirectional recurrent convolution architecture through experiments on each component, which significantly improves restoration quality of the model.

Although these VSR methods based on recurrent convolutional architecture enjoy good performance and low time consumption, the hidden state fed into the initial recurrent unit is all zero initialized, making the frames recovered from the early recurrent unit unable to obtain sufficient spatio-temporal information to reconstruction. Also, more useful information can often be obtained by the later recurrent units. This unbalanced information input method increases the difference in self-relative resolution of the reconstructed video, as is shown in Figure 1. In unidirectional recurrent convolutional [18-21][23][25] networks, there exist big resolution difference before and after the reconstructed video which exerts an influence on user experience and the video perception. Admittedly, the bidirectional recurrent convolutional network [22][24] can alleviate this problem, the input sequence still needs to be reversed to propagate and complete the reconstruction. This propagation mechanism leads to high memory consumption and cannot output the reconstructed frames according to the time requirement, which greatly restricts its use in many application fields. This also increases complexity of computation, for the bidirectional recurrent convolutional network will unnecessarily reconstruct the later frame again.

Taking the issues all mentioned above into consideration, we thereby propose a portable Information Prebuilt Network.
By extracting useful information from the earlier frames in the sequence, IPNet constructs the input hidden state to assist the recurrent unit to achieve better recovery of the earlier frames, which balances the overall recovery effect of the VSR. In addition, due to the better recovery effect of earlier frames, the subsequent recurrent unit can obtain more detailed spatio-temporal information, thus strengthening the recovery of the subsequent frames. Since the input of IPNet only requires part of the input frames in front of the video sequence, there is no need to do a reverse recurrent for all frames, which greatly reduces the calculation burden of the model. Moreover, it also is a portable component that can be applied to any unidirectional recurrent method to improve its reconstruction effect.

Generally speaking, most of the previous VSR method with recurrent convolutional architecture use residual blocks [28] as the main feature extraction and integration module. However, these models fail to make full use of the hierarchical features in temporal and spatial feature images. Inspired by RDN [29], we propose the RRNet that uses the residual dense block, to adapt the required feature information from the current or previous local features. In RRNet, the output of the propagation model is divided into two parts: the temporal dimension information and the spatial dimension information, which is different from the propagation of the previous recurrent method. To generate the temporal and spatial information, we use different operations and give them different tasks. The temporal information is more inclined to transfer the required time dimension information to the subsequent recurrent unit, while the spatial dimension information is needed to reconstruct the current frame. At the same time, the spatial information is also transmitted as auxiliary information to the subsequent recurrent unit to participate in the reconstruction of corresponding frames. The combination of the above IPNet and RRNet constitutes the proposed IPRRN.

In summary, the main contributions of this paper can be summarized as follows:

- We propose a novel information prebuilt network which balances the temporal receptive field at different time steps and reduces the resolution difference before and after the reconstructed video.
- We introduce an efficient recurrent reconstruction network with significant recovery and propagation quality enhancements compared to existing unidirectional recurrent method.
- Through a large number of experiments on IPRRN, we demonstrate that our method gives the state-of-the-art performance on most benchmark VSR datasets.

The remainder of the paper is organized as follows. In section II, we describe related work. The third section introduces the details of our proposed VSR method. Section IV introduces ablation experiments and comparison with the most advanced VSR methods, and we conclude our work in Section V.

II. Related Work

According to the different processing modes of a given frame sequence, existing VSR methods can be generally divided into the following two categories: sliding window method and recurrent method. The recurrent method can be further divided into unidirectional recurrent method and bidirectional recurrent method.

A. Sliding window method

Earlier sliding window methods predict the optical flow of input frames and used spatial warping for frame alignment. However, Inaccurate calculation of optical flow may lead to serious artifacts. To improve the performance of VSR, other alignment modules are used in the following methods. Tian et al. [8] adopts deformable convolution to align inputs at the feature level. Jo et al. [30] generates dynamic upsampling filters for implicit motion compensation. Wang et al. [31] designs a pyramid, cascading and deformable alignment module that uses deformable convolution in a multi-scale way to achieve better alignment. In addition, it also designs a temporal and spatial attention module to emphasize important features. Isobe et al. [13] groups the temporal information and uses a mixture of 2D and 3D residual blocks for inter-group fusion. It cannot be ignored that, in these methods, the overlap between sliding windows leads to redundant calculations that limit the efficiency of VSR, and the temporal receptive field is limited by the size of the sliding window, which lacks long-term modeling capability.

B. Unidirectional recurrent method

Recently, since the recurrent convolution network is able to calculate strong time consistency results, more and more methods employ it to deal with VSR tasks. The unidirectional recurrent method accesses video frames sequentially to complete reconstruction. Sajjadi et al. [18] puts the explicit optical flow into the recurrent unit, which reduces the extra calculation caused by repeated calculations of the sliding window. Puoli et al. [19] introduces the high-dimensional hidden state into the recurrent unit and propagates the spatio-temporal information in the feature space. Isobe et al. [20] adds the residual block into the recurrent unit architecture to stabilize the training and boost the super-resolution performance. Yan et al. [11] combines the local network and context network to get better reconstruction outputs. Isobe et al. [21] divides the input into structure and detail components, then uses several structure-detail blocks for processing. Although these unidirectional
IPNet\(\mathbb{L}\mathbb{R}\) generates the initial hidden state using feature reuse for each module. Combined with RRNet, a unidirectional recurrent network, which recovers LR frame to corresponding SR frame by inputting two adjacent frames and the hidden state.

recurrent methods have lower reconstruction time and better recovery effect, the temporal receptive field of the reconstruction units at different time steps is unbalanced, leading to the inconsistency of the relative resolution before and after the reconstruction frame sequence.

C. Bidirectional recurrent method

The hidden state of the bidirectional recurrent method propagates from forward and backward, which balances the temporal receptive field at different time steps. Huang et al. [22] first proposed a bidirectional recurrent convolutional architecture to deal with the VSR task. Chan et al. [24] designed a bidirectional recurrent method with embedded optical flow information aggregation, further strengthening the recovery mechanism and coupled propagation mechanism to promote the recovery of the earlier frames. By enlarging the temporal receptive field at different time steps, thus reducing the relative visual gap in the reconstructed video at different time steps, therefore making it closer to the ground truth frame sequence \(f^{HR} = \{f_{n}^{HR} \in \mathbb{R}^{HxWxC}\}_{n=1}^{N}\). Figure 2 shows the architecture of our IPRRN, which consists of two major networks: IPNet and RRNet. IPNet receives early m (1 \(\leq m \leq N\)) frames as input and generates the initial hidden state \(h_{0}\) required by the first RRNet unit, \(h_{0}\) is generated as follows:

\[
\begin{align*}
\text{Algorithm 1 Training process of IPRRN} \\
\text{Input:} & \quad \text{Frame sequence of N LR frames} \ I^{LR}; \\
\text{Output:} & \quad \text{Frame sequence of N super-resolution frames} \ I^{SR}; \\
1: & \quad \text{for max number of epochs do} \\
2: & \quad \text{Put the early m frames} \ I^{LR}_{1},..., I^{LR}_{m} \text{ into the IPNet, then generates the initial hidden state} \ h_{0}; \\
3: & \quad \text{for} \ t = 1; \ t <= N; \ t += + \text{ do} \\
4: & \quad \text{if} \ t == 1 \text{ then} \\
5: & \quad \text{Let} \ h_{t}^{LR} \text{ replace} \ I^{LR}_{t}; \\
6: & \quad \text{end if} \\
7: & \quad \text{Put the} \ I^{LR}_{t}, \ I^{LR}_{t-1}, h_{t-1} \text{ into the RRNet, then output the hidden state} \ h_{t} \text{ and the super-resolution frame} \ I^{SR}_{t}; \\
8: & \quad \text{end for} \\
9: & \quad \text{Minimize loss} \ L_{1}(I^{LR}, I^{SR}); \\
10: & \quad \text{end for} \\
\end{align*}
\]

Where \(f_{IPNet}()\) represents the IPNet. It is worth noting that IPNet performs only once during the reconstruction of the entire sequence. It is scheduled to operate before the RRNet to estimate the hidden state \(h_{0}\) required for the first recurrent unit. Then we use RRNet to reconstruct the frame sequence in a unidirectional way. At time step \(t\), the input of the recurrent unit is divided into two parts: the hidden state \(h_{t-1}\) computed by the previous recurrent unit and the reference frame \(I^{LR}_{t}\) with the neighboring frame \(I^{LR}_{t-1}\). These inputs are first concatenated on the channel dimension, then 2D convolution, ReLU activation function, and residual dense blocks (RDBs) are used for deep feature extraction and integration of features. Finally, the hidden state \(h_{t}\) and the predicted super-resolution results \(I^{SR}_{t}\) are generated by the reconstruction module:

\[
\begin{align*}
\text{Algorithm 1 Training process of IPRRN} \\
\text{Input:} & \quad \text{Frame sequence of N LR frames} \ I^{LR}; \\
\text{Output:} & \quad \text{Frame sequence of N super-resolution frames} \ I^{SR}; \\
1: & \quad \text{for max number of epochs do} \\
2: & \quad \text{Put the early m frames} \ I^{LR}_{1},..., I^{LR}_{m} \text{ into the IPNet, then generates the initial hidden state} \ h_{0}; \\
3: & \quad \text{for} \ t = 1; \ t <= N; \ t += + \text{ do} \\
4: & \quad \text{if} \ t == 1 \text{ then} \\
5: & \quad \text{Let} \ h_{t}^{LR} \text{ replace} \ I^{LR}_{t}; \\
6: & \quad \text{end if} \\
7: & \quad \text{Put the} \ I^{LR}_{t}, \ I^{LR}_{t-1}, h_{t-1} \text{ into the RRNet, then output the hidden state} \ h_{t} \text{ and the super-resolution frame} \ I^{SR}_{t}; \\
8: & \quad \text{end for} \\
9: & \quad \text{Minimize loss} \ L_{1}(I^{LR}, I^{SR}); \\
10: & \quad \text{end for} \\
\end{align*}
\]

Where \(f_{RRNet}()\) represents the RRNet. Algorithm 1 shows the entire training process of our IPRRN.

B. Information Prebuilt Network

Figure 3 shows the structure of IPNet. Compared with other unidirectional recurrent methods, which use the all-zero assignment method to generate the initial hidden state, IPNet generates the initial hidden state through the processing of the early m LR frames \(I^{LR}_{1},..., I^{LR}_{m}\). This balances the temporal receptive field at different time steps, thus reducing the relative visual gap in the reconstructed video at different moments. Our IPNet includes three modules: shallow feature extraction and filter module, deep feature extraction module, and propagation module.
1) **Shallow feature extraction and filter module**: We use a group convolution to extract the shallow feature $F_{sf}$ from the input $m$ frames. Since the information redundancy, which makes the reconstruction of earlier frames or the subsequent propagation inefficient, exists in the shallow feature, we feed the shallow feature into a filter module consisting of a channel attention [32] and feature dimension reduction to eliminate the redundancy. Here, we use the Squeeze and Congestion (SE) block from SENet [33] for the channel attention, as is shown in Figure 3. SE block first performs a Squeeze operation on the shallow feature into a filter module consisting of a channel-wise multiplication $\ast$ and ReLU activation function. Finally, the different channels are multiplied by their corresponding weights and use a convolution operation with 1x1 kernel size for feature dimension reduction to get the filtered shallow feature $F_{ff}$:

$$F_{ff} = \text{Conv}_1\left( E_c \ast F_{sf} \right)$$

Where $\ast$ denotes channel-wise multiplication, $\text{Conv}_1(\cdot)$ represents the convolution operation with 1x1 kernel size. Channel attention and feature dimension reduction enable the network to selectively enhance useful features in the channel dimension and suppress repeated features, so that our model can obtain the required information for the reconstruction of earlier frames and improve the computing efficiency of the IPNet.

2) **Deep feature extraction module**: The deep feature extraction module is composed of several stacked residual blocks. We take the filtered shallow feature as input to extract the deep feature information $F_{df}$:

$$F_{df} = f_{Df}(F_{ff})$$

Then we put the $F_{df}$ into the propagation module to calculate the initial hidden state.

3) **Propagation module**: As is shown in Figure 3, to make the RRNet use the extracted deep feature better, we use the proposed propagation module to map the deep feature $F_{df}$ into the hidden state dimension space, so that the subsequent recurrent unit can directly understand it and effectively use it:

$$h_0 = f_{PM}(F_{df})$$

Where $f_{PM}(\cdot)$ is the propagation module. Since the propagation module is a part of propagation and reconstruction module in RRNet, these two modules will be following illustrated together in the propagation and the reconstruction module.

C. **Recurrent Reconstruction Network**

The proposed RRNet is based on the unidirectional recurrent convolution architecture. It is worth noting that our recurrent unit corresponds to the order of the reference frame. Specifically, the reference frame corresponding to the $t$th recurrent unit is $I_t^{LR}$, and the corresponding super-resolution frame is $I_t^{HR}$. Figure 4 shows the architecture of the RRNet. It consists of two modules: feature extraction with integration module and propagation and reconstruction module.

1) **Feature extraction with integration module**: At time step $t$, the input of RRNet consists of two parts: one is the hidden state $h_{t-1}$ calculated by the recurrent unit at time step $t - 1$, the other is the reference frame $I_t^{LR}$ and the neighboring frame $I_{t-1}^{LR}$. These inputs are concatenated on the channel dimension, then extracted by a 3x3 convolution with ReLU activation for shallow feature extraction, as is shown in the following formula:

$$F_t = \text{ReLU}\left( \text{Conv}_3\left( [I_t^{LR}, I_{t-1}^{LR}, h_{t-1}] \right) \right)$$

Where $F_t$ represents the shallow feature in RRNet. Then, we feed $F_t$ into the deep feature extraction module consisting of

---

**Fig. 3. Structure of proposed IPNet.** First, early $m$ frames were fed into a group convolution to extract shallow features, then the SE block and a 1x1 convolution were used for feature screening, and then input the features into the deep feature extraction module. Finally, the propagation module was used to normalized the deep features into hidden state space.
multiple RDBs. Most previous methods use residual block for feature extraction, whether the local sliding window method or recurrent method. This leads to these models cannot make full use of the hierarchical feature they generated. To solve this problem, we proposed RRNet by using RDB for feature extraction, this is more friendly for low-level semantic feature. RDB can get the features it needs from the current or previous local features adaptively to complete more refined feature extraction and integration. In our approach, each residual dense block consists of three convolutions of 3x3 with ReLU activation function and a 1x1 convolution series. The deep feature $D_t$ is calculated through RDBs, as is shown in the following formula:

$$D_t = \text{RDBs}(F_t)$$

(9)

2) Propagation and reconstruction module: The detail of propagation and reconstruction module is shown in the right box in Figure 4. Since the VSR task needs not only to improve the spatial resolution but also to model in the temporal dimension, the effective use of spatio-temporal information becomes an important factor affecting the quality of reconstruction. In RRNet, the hidden state summarizes the information from the previous frame and current frame. To take full advantage of temporal and spatial information, the generation of hidden state in our RRNet is divided into two parts. One is the temporal information, which integrates the past temporal information in the form of a high-dimensional feature. The other is spatial information, which pays more attention to intra-frame details to better complete the reconstruction. The temporal information is generated by convolution with ReLU activation, while another convolution generates the spatial information. The two parts are concatenated on the channel dimension as the output hidden state. The above is the specific structure of the propagation module in propagation and reconstruction module, which is also the structure of the propagation module in IPNet. To recover the super-resolution frame, we convert the spatial information into the residual frame in the super-resolution space $K_t^{SR}$ utilizing pixel shuffle operation. Meanwhile, $I_t^{SR}$ performs bicubic interpolation and then adds to $K_t^{SR}$ to output the super-resolution frame $I_t^{HR}$. IPNet needs to pass the hidden state backwards without calculating the reconstruction frame, so the propagation module only generates the initial hidden state.

IV. Experiments

In this section, we will introduce the datasets for model training and testing. Then, we verify the effectiveness of different modules in our proposed network. Finally, our results are evaluated qualitatively and quantitatively with other methods.

A. Dataset

To make a fair comparison with other methods, in this work, we consider two widely-used datasets Vimeo-90K [34] and REDS [35]. For REDS [35], it contains 300 video sequences, in which 240 for training, 30 for validation, and 30 for testing. Each sequence contains 100 frames with a resolution of 720 × 1280. Following [24], we use the REDS4 [35] dataset as our test set and the rest 266 sequences from the training and validation set as the training set. Same with previous works, we apply the Bicubic degradation on REDS4 [35], and the results are calculated on RGB-channel. For Vimeo-90K [34], it consists 89,800 video clips of a rich number of scenes and actions. We follow the standard training and testing dataset splits, and the training set contains 64,612 videos. Each video has seven frames with the resolution of 448 × 256. To generate the LR video, we intercept the original video frame into 256 × 256 HR patch, then the Gaussian kernel of $\sigma = 1.6$ was used for filtering, and the scale factor of 4× was further sampled to obtain the LR patch with size 64 × 64. After training the model on Vimeo-90K [34], we tested it on several popular benchmark datasets: Vid4 [36], Vimeo-90K-T [34] and SPMCS [37]. We used peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) [38] to calculate the luminance (Y) channel in the transformed YCbCr space and evaluated the proposed model by comparing its performance with the latest methods.

B. Implementation details

We use the L1 loss as loss function, which is defined as $L = ||I_t^{HR} - I_t^{SR}||$. The IPRRN used for the comparison (called Ours) contains 10 RDBs, and temporal information and spatial information in the hidden layer have 128 and 48 channels respectively. Unless noted otherwise, the IPNet takes seven consecutive early frames (i.e., m=7) as the input. Each mini-batch consists of 8 patches, and we use the optimizer Adam [39] to update them, where $\beta_1=0.9, \beta_2=0.999$. The initial learning rate is set to 1e-4, and is later down-scaled by a factor of 0.1 every 60 epochs. All experiments were performed on a server with PyTorch 1.7 and Nvidia Rtx 3090 GPU.

C. Ablation Studies

To further verify our model, we performed ablation studies, for example, replacing or removing partial components of our framework. In this section, we present the ablation results on the Vid4 [36] test set to prove that our design is correct.

1) Information prebuilt network: Since the IPNet has not been mentioned in the previous methods, we specially designed the ablation study for this component to verify the effectiveness of IPNet. Table I shows the relative resolution gap in super-resolution video, where the gap is defined as the
TABLE I

| Study on relative resolution gap in super-resolution video of Vid4, where gap is defined as the difference between the maximum PSNR and the minimum PSNR in super-resolution video |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Scene           | w/o IPNet       | w/ IPNet        | w/o IPNet       | w/ IPNet        | w/o IPNet       | w/ IPNet        |
| Min PSNR        | Max PSNR        | Gap (PSNR)      | Min PSNR        | Max PSNR        | Gap (PSNR)      | Gap (PSNR(dB))  |
| Calendar        | 21.35           | 25.18           | 3.83            | 24.18           | 25.26           | 1.08            |
| City            | 25.37           | 32.14           | 6.77            | 27.73           | 32.14           | 4.41            |
| Foliage         | 24.12           | 27.35           | 3.23            | 26.49           | 27.42           | 0.93            |
| Walk            | 27.38           | 31.81           | 4.43            | 30.39           | 31.81           | 1.42            |
| Average         | 24.56           | 29.12           | 4.56            | 27.20           | 29.16           | 1.96            |

Fig. 6. Quantitative evaluation with other unidirectional recurrent methods on the first frame on Vid4

As we can see, IPNet greatly exceeds the state-of-the-art unidirectional recurrent methods in all four scenarios, which improves the overall recovery level and reduces the relative resolution differences in super-resolution video. Moreover, IPNet is also portable, that is, it can be applied to other unidirectional recurrent methods to improve their recovery effect.

2) Portability of IPNet: We transplant IPNet to other unidirectional recurrent methods, RRN [20] and RSDN [21], to verify the validity of our module. Due to the differences exist in feature processing and feature spaces, we fine-tune the network after adding IPNet to make the high-dimensional space of initial hidden state calculated by IPNet and the

![Fig. 5. RRNet compared to IPNet+RRNet on Vid4. The PSNR of the initial frame is relatively low when IPNet does not exist. After adding IPNet, the performance of earlier frames has improved dramatically, and this improvement will be continued during the length of the temporal receptive field.](image-url)
feature space processed by recurrent network could be better matched. As is shown in Table III, we can find that RRN [20] and RSDN [21] with IPNet increase by 0.30dB and 0.24dB respectively, this proves that our IPNet can be transplanted into any unidirectional recurrent networks which has imbalance temporal receptive field to improve their performance.

3) The number of input frames of IPNet: This section further discusses the influence of different numbers of input frames in IPNet on reconstruction performance. It can be seen from Table IV, the reconstruction performance improves significantly as the number of input frames increases. When the number equals zero, the output of IPNet, initial hidden state, will be equal to all zero-initialized. At this time is 27.92 dB. When IPNet only receives information from the initial three adjacent frames, the PSNR value is 28.07dB, 0.15dB higher than the zero-frame input. As the number of input frames increases from three to seven, the reconstruction turns out to be more accurate. This phenomenon is consistent with our theoretical reasoning, because more input frames contain more recovery information, which is very helpful for recovering the structure and details of the reference frame. Since there are only seven frames available in each video of Vimeo-90K [34] dataset, the maximum input frame of this experiment is only seven. In fact, as the number of input frames increases, the performance of the reconstruction correspondingly improves, because more valuable spatial and temporal information can be obtained.

4) SE Block: As is shown in Table V, we can observe that RRNet can achieve 27.92dB on Vid4 [36], and it increased by 0.13dB after IPNet without SE block is added. With the support of SE Block, our network achieved the highest PSNR score of 28.36dB in the test, rising by 0.48dB and 0.31dB compared to the previous two schemes. This is because the convolution operation lacks the ability to constrain features, and features calculated by the IPNet without SE block will correspondingly improve, because more valuable spatial and temporal information can be obtained.

TABLE II
QUANTITATIVE COMPARISON ON VID4 FOR 4X VSR. RED TEXT INDICATES THE BEST AND BLUE TEXT INDICATES THE SECOND BEST PERFORMANCE (PSNR/SSIM). FLOPs is computed on an LR size of 180x320.

| Method   | Params(M) | FLOPs(T) | Calendar | City | Foliage | Walk | Average |
|----------|-----------|----------|----------|------|---------|------|---------|
| Bicubic  | -         | -        | 20.39 / 0.5720 | 25.16 / 0.6028 | 23.47 / 0.5666 | 26.70 / 0.7974 | 23.78 / 0.6347 |
| FRVSR [13] | 5.1      | 0.34     | 23.46 / 0.7854 | 27.70 / 0.8099 | 25.96 / 0.7560 | 29.69 / 0.8990 | 26.70 / 0.8126 |
| DUF [30]  | 5.8      | 2.29     | 23.85 / 0.8052 | 27.97 / 0.8253 | 26.22 / 0.7646 | 30.47 / 0.9118 | 27.13 / 0.8267 |
| RBPN [40] | 12.2     | 8.52     | 24.33 / 0.8244 | 28.28 / 0.8413 | 26.46 / 0.7753 | 30.58 / 0.9130 | 27.41 / 0.8385 |
| PFNL [41] | 3.0      | 0.94     | 24.37 / 0.8246 | 28.09 / 0.8385 | 26.51 / 0.7768 | 30.65 / 0.9135 | 27.40 / 0.8384 |
| EDVR [51] | 3.3      | 2.95     | -         | -     | -       | -     | -       |
| TGA [13]  | 7.1      | 0.70     | 24.47 / 0.8286 | 28.37 / 0.8419 | 26.59 / 0.7793 | 30.96 / 0.9181 | 27.59 / 0.8419 |
| RLSF [41] | 4.2      | 0.31     | 24.60 / 0.8355 | 28.14 / 0.8453 | 26.75 / 0.7925 | 30.88 / 0.9192 | 27.60 / 0.8476 |
| RSDN [21] | 6.2      | 0.36     | 24.60 / 0.8345 | 29.20 / 0.8527 | 26.84 / 0.7931 | 31.04 / 0.9210 | 27.92 / 0.8505 |
| RRN [20]  | 3.4      | 0.19     | 24.55 / 0.8342 | 28.55 / 0.8478 | 26.94 / 0.7983 | 30.75 / 0.9171 | 27.69 / 0.8488 |
| BasicVSR [24] | 6.3  | 0.33     | 24.68 / 0.8413 | 28.73 / 0.8564 | 26.90 / 0.7972 | 31.53 / 0.9264 | 27.96 / 0.8553 |
| IconVSR [24] | 8.7  | 0.51     | 24.90 / 0.8455 | 28.45 / 0.8545 | 27.07 / 0.7999 | 31.61 / 0.9268 | 28.01 / 0.8567 |
| IPNN(ours) | 6.1     | 0.24     | 24.77 / 0.8417 | 30.32 / 0.8700 | 27.03 / 0.8011 | 31.11 / 0.9223 | 28.36 / 0.8588 |

TABLE III
COMPARATIVE STUDY OF RRNet WITH OTHER UNIDIRECTIONAL RECURRENT CONVOLUTIONAL NETWORKS ON VID4, RUNTIME IS COMPUTED AS THE AVERAGE OF 100 LRS OF SIZE 180X320.

| Method   | RDB number | PSNR(dB)/SSIM | RDB number | PSNR(dB)/SSIM |
|----------|------------|---------------|------------|---------------|
| IPNet w/o SE Block | 5          | 27.28 / 0.8587 | 7          | 27.75 / 0.8485 |
| IPNet      | 10         | 27.92 / 0.8523 |            |               |

TABLE IV
STUDY ON THE DIFFERENT NUMBER OF INPUT FRAMES IN IPNet ON VID4

| IPNet Inputs | PSNR(dB)/SSIM |
|--------------|---------------|
| 0            | 27.92 / 0.8523 |
| 3            | 28.07 / 0.8532 |
| 5            | 28.21 / 0.8560 |
| 7            | 28.36 / 0.8588 |

TABLE V
VERIFY THE VALIDITY OF VARIOUS COMPONENTS IN THE FRAMEWORK ON VID4

| RRNet | IPNet w/o SE Block | IPNet | PSNR(dB) | Params(M) |
|-------|--------------------|-------|----------|-----------|
| ✓     | 27.92              | 4.14  |
| ✓     | ✓                  | 28.05 | 6.07     |
| ✓     | ✓                  | 28.36 | 6.10     |
TABLE VII

**Quantitative comparison on REDS4 [35], SPMCS [37] and Vimeo-90K-T [34] for 4x VSR. All the results are calculated on Y-channel except REDS4 (RGB-channel). Red text indicates the best and blue text indicates the second best performance (PSNR/SSIM). Blanked entries correspond to results unable to be reported. † means part of the values are calculated using provided models.**

| Method           | #Frame | Runtime (ms) | FPS  | REDS4 [35] | SPMCS [37] | Vimeo-90K-T [34] |
|------------------|--------|--------------|------|------------|------------|------------------|
| Bicubic          | 1      | -            | -    | 26.14 / 0.7292 | 23.29 / 0.6385 | 31.30 / 0.8687   |
| DUF [30]         | 7      | 974          | 1.0  | 28.66 / 0.8262 | 29.63 / 0.8719 | 36.87 / 0.9447   |
| RBPN [49]        | 7      | 1507         | 0.7  | 30.09 / 0.8590 | 29.54 / 0.8704 | 37.20 / 0.9458   |
| PFNL [7]         | 7      | 295          | 3.4  | 29.63 / 0.8502 | 30.02 / 0.8804 | -                |
| EDVR [31]        | 7      | 378          | 2.6  | 31.09 / 0.8800 | -          | 37.81 / 0.9523   |
| TGA [13]         | 7      | 375          | 2.7  | -          | 30.31 / 0.8857 | 37.59 / 0.9516   |
| FRVSR [13]       | uni    | 137          | 7.3  | -          | 28.16 / 0.8421 | 35.64 / 0.9319   |
| RLSR [31]        | uni    | 49           | 20.4 | -          | 29.64 / 0.8791 | 36.49 / 0.9403   |
| RSDN [21]        | uni    | 94           | 10.6 | -          | 30.18 / 0.8811 | 37.23 / 0.9471   |
| RRN [20]         | uni    | 45           | 22.2 | -          | 29.83 / 0.8824 | -                |
| BasicVSR† [24]   | bi     | 63           | 15.9 | 31.42 / 0.8909 | 30.24 / 0.8732 | 37.53 / 0.9498   |
| IconVSR† [24]    | bi     | 70           | 14.3 | 31.67 / 0.8948 | 30.28 / 0.8755 | 37.84 / 0.9524   |
| IPRRN(ours)      | 7+uni  | 57           | 17.5 | 31.13 / 0.8821 | 30.52 / 0.8911 | 37.53 / 0.9507   |

Fig. 7. Super-resolution qualitative comparison with sampling factor ×4 on Vid4. Zoom in for better visualization.

5) Performance study of RRNet: We compared the RRNet with other unidirectional recurrent methods from many aspects to show the advantages of RRNet. According to the Table III, compared with the RSDN [21] method, our model has a faster speed and smaller parameters when the recovery performance is approximately the same. Compared with RRN [20] and RLSR [19], with only a small increase in parameters and computation time, we have achieved a significant improvement in the recovery effect. These enhancements are dependent on the reuse of features at different levels in RDBs to generate finer features and hidden states for reconstruction and propagation, reflecting that our RRNet is the most efficient approach among unidirectional recurrent methods.

6) The number of residual dense blocks in RRNet: This section further probes into impacts of different numbers of RDB in RRNet on reconstruction performance. As we can see from Table VI, recovery performance improves as the number of RDBs increases. The results show that the increase of the number of RDB can make the extracted low frequency and high frequency information more accurate, which improves
the performance of reconstruction. It is worth noting that while performance can be further improved by using more blocks, the time it takes to recover will also increase accordingly.

D. Comparison with State-of-the-Arts

We compared our approach to the latest VSR methods, including Bicubic, FRVSR [18], DUF [30], RBPN [40], PFNL [7], EDVR [31], TGA [13], RLSP [11], RSDN [21], RRN [20], and BasicVSR&IconVSR [24]. Due to serious boundary effect, the DUF method needs to crop 8 pixels near the image boundary, which will lead to an unbalanced evaluation of the model. There is no added restriction in our method, that is, all pixels from the first frame to the last frame are both involved in the evaluation. Since our approach is a combination of sliding window and unidirectional recurrent, it is unfair and meaningless to compare it with bidirectional methods. Such methods require modeling on the entire sequence, they are not capable for many tasks with low latency requirements, and they need to cache a large number of intermediate features, making it difficult to deploy on resource-constrained devices.

1) Quantitative evaluation: Table II lists the quantitative results obtained on Vid4 [36], and Table VII lists the quantitative results obtained on REDS4 [35], SPMCS [37], Vimeo-90K-T [34] datasets.

a) Vid4 test set evaluation: Vid4 [36] is a widely used baseline test set consisting of four video sequences: calendar, city, foliage, and walk. Table II lists the PSNR and SSIM results on Vid4 [36] compared with other methods. The results show that our method is superior to all other methods in PSNR and SSIM index, including sliding window method, bidirectional recurrent method and unidirectional recurrent method. Specifically, IPRRN is 0.40dB and 0.35dB higher than the state-of-the-art method BasicVSR and IconVSR [24] in the PSNR evaluation index. BasicVSR and IconVSR are the offline super-resolution models, it is unfair to make comparison between our method and them. However, it can be seen from the quantitative evaluation results that our method is better than them in all indicators of application scenarios, parameters, floating point operations and PSNR. The remarkable thing is that our method performs very well
on the city scene, with 1.32dB higher than the second place, which helps us stand out from these methods.

b) SPMCS and REDS4 test set evaluation: We then tested our method on the SPMCS [37] test set. Compared with Vid4 [36], SPMCS [37] contains more high-frequency information with higher resolution, which requires algorithms with strong recovery ability. As is shown in Table VII, our model achieves the best results in both PSNR and SSIM. In particular, our model has better performance with 0.24 dB and 0.28 dB of PSNR higher than those of IconVSR and BasicVSR [24] respectively. By comparison with other methods on REDS4 [35], we extend our training sequences to 15 to facilitate longer time-dependent learning. As is shown in Table VII, we surpass all of the sliding window models in performance and runtime, with even 6 times faster than EDVR [31].

c) Vimeo-90K-T test set evaluation: Vimeo-90K-T [34] is a special test set because it has only 7 frames in each video. Only the center frame is expected to be restored, which impedes a fair comparison with our recurrent method. One of the advantages of unidirectional recurrent method is the ability of long-term modeling. However, the length of video does not cover the length of the temporal receptive field, which gives limits to the capabilities of our method. As is shown in Table VII, our performance outperformed all unidirectional recurrent methods and comparable to BasicVSR [24], despite BasicVSR [24] is a bidirectional recurrent method. Since the sliding window method is more capable of reconstruction of short-term sequences, EDVR [31] and TGA [13], based on the sliding window method, enjoys better performance with higher PSNR in the evaluation of Vimeo-90K-T [34].

2) Qualitative evaluation: Figure 7 illustrates the qualitative results of two scenarios from the Vid4 [36] test set. As we can see from the magnified area, our method can restore more reliable and finer details. In the example of the calendar video, our method can recover English words closer to the ground truth than other methods. The city video shows that IPRRN is far superior to current state-of-the-art methods in restoring details of buildings, and only our method can restore the correct texture. The qualitative comparison with other state-of-the-art methods is shown in Figure 8. It can be observed that previous methods are either prone to generate some artifacts (e.g., wrong stripes on clothes in Vimeo-90K-T [34]) or unable to recover missing details (e.g., the details of automobile window edge in SPMCS [37]). By contrast, the outputs of IPRRN have edge texture with higher quality and present finer internal details. Figure 9 shows the super-resolution qualitative comparison with other unidirectional recurrent methods on the frame of HKVTG_004 on SPAMCS [37]. Our method restores better facial detail texture in the first frame, which is due to the compensation of temporal receptive field in IPNet and the reuse of hierarchical features in RRNet.

V. Conclusion

In this paper, we propose a new information prebuilt recurrent reconstruction network for VSR. To balance the temporal receptive field, we input the useful information in earlier video into the information prebuilt network to build the initial hidden state. For more efficient reconstruction, we add residual dense blocks to the recurrent architecture to refine features. The combination of initial hidden state and recurrent reconstruction network allows us to succeed in video recovery with high efficiency and time consistency. Extensive experiments have shown that our network achieves state-of-the-art performance across multiple VSR benchmark test sets. In the future, we plan to enhance the overall video recovery effect by enhancing the propagation relevance and optimizing the structural components to devise a more accurate and efficient VSR method.
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