Strong correlations in lossy one-dimensional quantum gases: from the quantum Zeno effect to the generalized Gibbs ensemble
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We consider strong two-body losses in bosonic gases trapped in one-dimensional optical lattices. We exploit the separation of time scales typical of a system in the many-body quantum Zeno regime to establish a connection with the theory of the time-dependent generalized Gibbs ensemble. Our main result is a simple set of rate equations that capture the simultaneous action of coherent evolution and two-body losses. This treatment gives an accurate description of the dynamics of a gas prepared in a Mott insulating state and shows that its long-time behaviour deviates significantly from mean-field analyses. The possibility of observing our predictions in an experiment with 177Yb in a metastable state is also discussed.

Introduction — Dissipation, noise and losses are ubiquitous in experiments with quantum systems. Although they are typically associated with decoherence [1], they can also induce interesting phenomena. An iconic example is the quantum Zeno effect, according to which the lifetime of an unstable quantum system can dramatically increase if it is repeatedly (or even continuously) observed [2–4]. The same effect also arises for a quantum system dissipatively coupled to an external environment, since this situation can always be interpreted as a generalized (unread) measurement [5–7].

While earlier studies focused on simple quantum systems, there is increasing interest and progress in out-of-equilibrium many-body quantum physics. This field is still in its infancy, but several flexible platforms are now available for experimental studies, e.g. trapped ions [8], cavity polaritons [9], photons in non-linear media [10], and ultra-cold atomic or molecular gases [11–19]. A major goal is not only to understand quantitatively the effect of decoherence, but also to harness dissipative phenomena to engineer specific quantum states, or even to enhance quantum coherence and correlations [20–26].

Among all sources of dissipation, n-body losses (n ≥ 2) are particularly interesting because they reduce to a n-body hard-core constraint [26–29]. This effect was demonstrated experimentally with a bosonic onedimensional gas of molecules subject to two-body losses (n = 2) [30]. Strong losses lead to an emergent behaviour of the molecules as fermionized (hard-core) bosons [31], evidenced by the counter-intuitive increase of the lifetime of the gas when two-body losses become stronger. This pioneering experiment demonstrates a paradigmatic instance of the many-body quantum Zeno effect, where the losses are interpreted as fast and unread measurements. This phenomenon has been probed further in ultracold atomic gases with native [32] or photoassociative [17] two-body losses, in multi-component fermionic mixtures [33, 34], or bosonic systems with three-body losses [35].

In this Letter, we study the dynamics of bosonic gases with two-body losses beyond mean-field. We find evidence for an out-of-equilibrium correlated regime at long times caused by the interplay between coherent dynamics and losses. We identify two main experimental signatures as hallmarks of this regime: (i) the decay of the bosonic population as t−1/2 (instead of 1/t for the uncorrelated hard-core boson (HCB) gas [31]), and (ii) the emergence of peaks centered around k = 0 and π in the momentum distribution. To derive these results, we establish and exploit a connection between the many-body quantum Zeno effect and generalized Gibbs ensembles (GGEs) describing the pseudo-thermalization of an isolated quantum system [36, 41]. This connection allows us to derive physically transparent rate equations which give predictions in excellent agreement with numerical exact simulations.

The problem — We consider a one-dimensional bosonic gas trapped in an optical lattice and subject to on-site two-body losses. The unitary dynamics is governed by a single-band Bose-Hubbard Hamiltonian $H_0 = -J \sum_j (b_j^\dagger b_{j+1} + \text{H.c.}) + (U/2) \sum_j b_j^\dagger b_j^\dagger b_j b_j^\dagger$, where $b_j^\dagger$ are bosonic annihilation (creation) operators satisfying canonical commutation relations, while J is the hopping amplitude and U the (repulsive) real part of the on-site interaction strength. The full dynamics is described by a Lindblad master equation for the density matrix $\rho(t)$ [30, 31]:

$$\frac{d}{dt} \rho = \mathcal{L}[\rho] = -\frac{i}{\hbar} [H_0, \rho] + \mathcal{D}[\rho]; \quad (1a)$$

$$\mathcal{D}[\rho] = \sum_j L_j^\dagger L_j \rho L_j^\dagger L_j - \frac{1}{2} \{ L_j^\dagger L_j, \rho \}. \quad (1b)$$

The first term in the right-hand-side of (1a) describes the unitary evolution, and the second term $\mathcal{D}[\rho]$ the dis-
evolution driven by \textit{jump operators} $L_j$ for each site $j$. The jump operators describing two-body losses are $L_j = \sqrt{\gamma_{2B}/2}b_j^\dagger b_j$, where $-\hbar \gamma_{2B}/2$ is the imaginary part of the interaction strength \cite{43}. The ratio $\gamma_{2B}/U$ is typically fixed by the atomic or molecular properties; in contrast, the ratio $\gamma_{2B}/J$ is tunable by several orders of magnitude.

We consider a system that is initially in an atomic-limit Mott insulator ($J = 0$) with one atom per site. The initial state $\rho_0$ is stable under two-body losses for $J = 0$ (indeed $L[\rho_0] = 0$). At $t = 0$, the lattice depth is lowered ($J > 0$). Atoms can tunnel to neighboring sites and reach unstable configurations with doubly-occupied sites.

Many-body quantum Zeno effect — We focus on the quantum-Zeno limit of strong dissipation $\hbar \gamma_{2B} \gg J$. Roughly speaking, all Fock states with at least one doubly occupied site decay almost immediately on a time scale $\sim \gamma_{2B}^{-1}$. This decay thus occurs before any substantial coherent dynamics can take place. The subspace of Fock states with at most one boson per lattice site is quasi-stationary and the long-time dynamics takes place in this space of fermionized HCB \cite{4}. This kinematic constraint results solely from the strong losses, and already shows that they induce non-trivial correlations.

Using the separation of time-scales $\gamma_{2B}^{-1} \ll \hbar/J$, Ref. \cite{31} proposes an effective Lindblad master equation $\frac{d}{dt} \rho = L^\rho[\rho]$ that describes the long-time dynamics in the HCB subspace. The effective Hamiltonian is $H^e = -J \sum_j (\beta_j^\dagger \beta_j + H.c.)$ and corresponds to a tight-binding model of HCB annihilated by the operators $\beta_j$. The effective jump operators take the form of inelastic nearest-neighbor interactions $L_j^e = \sqrt{\Gamma_{eff} \beta_j (\beta_{j-1}^\dagger + \beta_{j+1}^\dagger)}$, with

$$\Gamma_{eff} = \frac{8}{1 + \left(\frac{2U}{\hbar \gamma_{2B}}\right)^2} 2 \hbar^2 \gamma_{2B} J^2.$$  \hspace{1cm} (2)

The effective dissipative dynamics is governed by a novel time-scale $\Gamma_{eff}^{-1} \gg \hbar/J \gg \gamma_{2B}^{-1}$. These inequalities and the scaling $\Gamma_{eff}^{-1} \propto J^2/\gamma_{2B}$ are typical of the quantum Zeno regime.

The master equation implies a decay law for the mean atom number $\frac{dN}{dt} = -2 \sum_j \langle L_j^e L_j^e \rangle$. The correlator on the right-hand-side involves inelastic nearest-neighbors interactions $\propto \langle n_j n_{j+1}^\dagger \rangle$ and phase-sensitive density-dependent tunneling $\propto \langle \beta_{j+1}^\dagger n_j \beta_{j+1} \rangle$, where $n_j = \beta_j^\dagger \beta_j$ is the HCB density. Assuming no correlations between sites, \textit{i.e.} $\langle L_j^e L_j^e \rangle \approx 2 \langle n_j \rangle^2$, Ref. \cite{31} derived the mean-field solution,

$$N(t)/L = (1 + 4 \Gamma_{eff} t)^{-1}, \hspace{1cm} (3)$$

with $L$ the system length. We note that experimental and numerical data are typically analysed using heuristic modifications of this equation \cite{30,31,43,44}.

In Fig. \ref{fig:1} we compare Eq. \ref{eq:3} with a numerical solution of the HCB model $\frac{d}{dt} \rho = L^\rho[\rho]$ obtained with state-of-the-art techniques based on quantum trajectories \cite{46} for sizes up to $L = 14$. These simulations do not rely on physical approximations and serve here as a benchmark. Unsurprisingly, the mean-field solution agrees with the numerics only at short times because the initial state is uncorrelated. Increasingly strong deviations appear at long times, indicating the build-up of correlations that the mean-field model fails to capture.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig1.pdf}
\caption{Time-evolution of the number of atoms according to the rate equations \ref{eq:3} for the initial state $\rho_0$ (dashed red line). We take $U/J = 20$ and $U/(\hbar \gamma_{2B}) = 1.33$ as in $^{174}$Yb. Our result is benchmarked with simulations based on quantum trajectories for $L = 10, 12$ and $14$ (each point is averaged over $10^5$ trajectories). The dot-dashed black line represents the mean-field solution $N(t)/L$ in Eq. \ref{eq:3}. The inset highlights the different long-time decay as $t^{-1}$ for the mean-field solution and as $t^{-1/2}$ for the rate equation.}
\end{figure}

\textit{Rate equations —} We now describe our analytical approach to the correlated dissipative dynamics. We interpret the dissipative dynamics as periods of unitary evolution interrupted by quantum jumps where a loss event takes place \cite{44}. Two consecutive loss events are spaced by a time interval $\sim \Gamma_{eff}^{-1}$. Since the typical time scale of the unitary dynamics of $H^e$ is $\hbar/J$, we conclude that according to the inequality $\hbar/J \ll \Gamma_{eff}^{-1}$, the unitary dynamics taking place in between is long.

This dynamics is most easily analyzed after a Jordan-Wigner transformation \cite{47} mapping the HCB to free fermions. Considering periodic boundary conditions, $H^e$ then becomes a free fermionic Hamiltonian $H' = \sum_k \epsilon(k) c_k^\dagger c_k$, with $k$ the quasi-momentum, $c_k^{(t)}$ canonical fermionic operators, and $\epsilon(k) = -2J \cos(k)$. The theory of generalized-thermalization in closed
quantum systems allows us to describe the state reached after a long unitary evolution of $H'$ as a pseudo-thermal state $\sigma$ taking all possible conservation laws into account – a GGE \[37, 40\]. This pseudo-thermal state $\sigma$ is Gaussian in momentum space, thus completely characterised by its correlation matrix $g_{kq} = \text{Tr}[c_k^\dagger c_q \rho(t)]$. The latter is diagonal for a non-interacting and translationally-invariant Fermi gas \[48\].

$$g_{kq} = \delta_{kq} n_k,$$

where $\delta_{kq}$ is the Kronecker delta. We now assume that losses are so rare that the system has enough time in between two loss events to reach a Gaussian generalised-thermal state obeying Eq. (4). A complete characterisation of the dynamics then only requires the knowledge of the occupation number of the different fermionic momenta $n_k(t) = \text{Tr}[c_k^\dagger c_k \rho(t)]$.

We propose to characterise completely the loss dynamics of $N(t)$ by assuming that (i) at every time $t$ the state $\rho(t)$ is Gaussian, and that (ii) it always satisfies momentum factorisation \[4\]. Starting from the Lindblad master equation (in the fermionic formulation) and using the aforementioned properties (i) and (ii), we obtain after some algebra the following rate equations \[49\]:

$$\frac{d}{dt} n_k(t) = -4\Gamma_{\text{eff}} \frac{\sin(k) - \sin(q)}{L} n_k(t) n_k(t). \quad (5)$$

These equations constitute the main result of this article.

**Decay of the total number of atoms** — The equations (5) are easily solved numerically. Provided time is properly rescaled in units of $\Gamma_{\text{eff}}$, we expect that the curves $n_k(t)$ collapse onto a universal function $f_k(x)$ with $x = \Gamma_{\text{eff}} t$; similarly, $N(t)$ will collapse onto a function $f(x)$. The initial state has unit occupation for each momentum, $n_k(0) = 1$. In the fermionic representation, it corresponds to a band insulator with the lowest Bloch band entirely filled.

We plot in Fig. 1 the density $N(t)/L$ as a function of time for $L = 100$ (indistinguishable from the thermodynamic limit, not shown). We observe an excellent agreement between the prediction of the rate equation and the numerical simulations for all considered times bar finite size effects. We thus conclude that the rate equations (5), despite their simplicity, indeed capture the behavior of a complex, interacting and dissipative system. Moreover, for a negligible computational cost, they give access to the thermodynamic-limit behaviour.

Unlike the mean field solution, which predicts the scaling $N_0(t) \propto t^{-1}$ at long times, the rate equations (5) predict that $N(t)$ decays to zero as $t^{-1/2}$. This result is highlighted in the inset of Fig. 1 and can be analytically proven \[49\]. This algebraic decay is the hallmark of the correlations that build up after dissipation is enabled.

**Momentum distribution function** — The rate equations (5) provide direct access to the fermionic occupation number $n_k(t)$. In the Supplementary Material \[49\], we show that the fermionic momentum distribution is well approximated in the long-time limit $t > \Gamma_{\text{eff}}^{-1}$ by

$$n_k(t) \approx \frac{1}{(8\pi\Gamma_{\text{eff}})^{1/2}} e^{-\sin^2(k) \left(\frac{\Gamma_{\text{eff}}}{2\pi}\right)^{1/2}}. \quad (6)$$

In Fig. 2 (left), we plot $n_k(t)$ for different times, from $t = 0$ to $t \sim 2.5\Gamma_{\text{eff}}^{-1}$, and find excellent agreement with the simulations \[49\]. Although at initial times the population is uniformly spread among the different momenta, a double-peaked distribution emerges for long times, with maxima at $k = 0, \pi$. The interplay between two-body losses and coherent free-fermion dynamics has thus created a non-equilibrium exotic fermionic gas where the notion of Fermi sea is completely lost.

Standard time-of-flight measurements give instead access to the bosonic momentum distribution function $\langle b_k^\dagger b_k \rangle_t$, where $b_k = L^{-\frac{1}{2}} \sum_j e^{i k j} b_j$ is a canonical bosonic operator. The link between $\langle b_k^\dagger b_k \rangle_t = \text{Tr}[b_k^\dagger b_k \rho(t)]$ and $n_k(t)$ is known explicitly and we use the approach presented in Ref. \[50\] to compute the distribution shown in Fig. 2 (right). Starting from a flat distribution at $t = 0$, the distribution displays two peaks centered around $k = \pm \pi/2$ that persist until the mean density reaches $\bar{n} = 0.5$ ($t \leq 0.25\Gamma_{\text{eff}}^{-1}$). For lower mean densities ($t > 0.25\Gamma_{\text{eff}}^{-1}$), peaks appear around $k = 0, \pi$, as in the fermionic case. We compare the results of the rate equations with the exact curves obtained with quantum trajectories for $L = 14$. The agreement is excellent at long times and satisfactory at intermediate times $\sim 0.25\Gamma_{\text{eff}}^{-1}$. For very short times $t < 0.1\Gamma_{\text{eff}}^{-1}$ the rate equation reproduce poorly the exact data. The numerical calculations show sizeable off-diagonal momentum correlations $\langle c_k^\dagger c_k \rangle$ \[49\], implying the failure of the pre-thermalization
The behavior discussed so far is not specific to a Mott insulator initial state with density \( \bar{n} \), but is also observed for lower initial fillings. Let us first consider a bosonic gas with equally populated momenta \( n_k(0) = e^{-\frac{\beta}{2} n_k} + 1 \) and \( e^{-\mu_k} \) for \( n_k(t) \), thereby establishing the equivalence of the two formulations.

**Initial state** — The behavior discussed so far is not specific to a Mott insulator initial state with density \( \bar{n} = 1 \), but is also observed for lower initial fillings. Let us first consider a bosonic gas with equally populated momenta \( \langle b_k^\dagger b_k \rangle = \bar{n} < 1 \), which maps to \( n_k(0) = \bar{n} \). The rate equations can be solved with a proper rescaling of time \( t \rightarrow \bar{n} t \), so that \( n_k(t) = \bar{n} f_k(\bar{n} \Gamma_{\text{eff}} t) \). Thus, for a lower initial density, the loss dynamics simply slows down and the effective decay rate is rescaled by the density.

To model a situation closer to experimental reality, we now consider an initial state that is the ground state of the Hamiltonian \( H \) with density \( \bar{n} < 1 \) (a Tonks-Girardeau gas on a lattice \[53\]). In the fermionic formulation, the initial conditions are determined by Fermi-Dirac statistics \( n_k(0) = n_{\text{FD}}(k) = (e^{\beta (\cos k - \bar{n})} + 1)^{-1} \) with \( \beta \rightarrow +\infty \). The numerical analysis presented in Fig. 3 shows the results of the rate equation with a rescaling \( t \rightarrow \bar{n} t \). We observe that \( \bar{n} = 0.5 \) and \( \bar{n} = 1 \) collapse exactly whereas for \( \bar{n} < 0.5 \) the dynamics slows down. On the contrary, for values \( 0.5 < \bar{n} < 1 \) the dynamics is slightly faster and non-monotonic in the density. Thus, the decay can be accelerated or decelerated depending on the initial density. In all cases, however, we observe a long-time decay \( N(t) \sim t^{-1/2} \). This robust feature of a slower decay thus remains the strongest evidence for the interplay between correlations and losses beyond the mean-field description.

**Conclusions and perspectives** — We have proposed a novel theoretical approach to the dynamics of a lossy bosonic gas in the many-body quantum Zeno regime. The quasistationary subspace enables for a theoretical treatment based on generalized thermalisation.

From an experimental viewpoint, the discussed dynamics can be investigated with any atomic or molecular species featuring strong two-body losses \[17, 30, 33, 34\], or possibly in other systems as well (for instance, photonic systems with two-photon absorption \[10\]). We can estimate the relevant time scales for an optical lattice of 8 recoil energies (\( U/J \sim 20 \)) loaded with \( ^{174}\text{Yb} \) in its metastable excited state (on-site two-body losses have been characterised in Refs. \[54, 55\]). We obtain \( U/h = 7,800 \text{ s}^{-1}, \gamma_{2B} = 5,900 \text{ s}^{-1} \) and \( J/h = 377 \text{ s}^{-1} \) and as a result \( \Gamma_{\text{eff}} = 24 \text{ s}^{-1} \). Thus, our predictions require an observation time of \( 20\Gamma_{\text{eff}}^{-1} \sim 1s \) which is within current experimental possibilities.

Since the conservation of the momentum occupation numbers in-between loss events plays a crucial role, an experimental difficulty is the realization of a truly homogeneous system. Although this has been already achieved.

---

**FIG. 3.** Decay of atom number for lattice Tonks-Girardeau gases with density \( \bar{n} \leq 1 \). The various curves are calculated according to the rate equations (3) for different initial conditions. The initial state is taken to be a lattice Tonks-Girardeau gas with \( n_k(t = 0) \) given by the Fermi-Dirac distribution at zero temperature with mean density \( \bar{n} \).
experimentally\cite{58}, the vast majority of experiments also include an additional harmonic confinement \cite{57}. Adapting the rate equation approach to inhomogeneous, harmonically confined systems is an important extension left for future work. Another avenue comes from the tGGE formulation of the dynamics. This establishes a suitable starting point to describe, e.g., fermions with two-body losses \cite{33,34} or bosons with three-body losses \cite{35} and to explore two- and three-dimensional systems.

**Related article** — While completing this paper, we became aware of a work discussing losses in one-dimensional bosonic gases without lattice \cite{58}.
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Supplementary material

I. DERIVATION OF THE RATE EQUATION

In this Section we detail the derivation of the rate equations (5) in the main text. We consider a ring system with periodic boundary conditions throughout.

A. The master equation: fermionization and momentum-space representation

For reading convenience, we report here the complete master equation for hardcore bosons derived in Ref. [31]:

\[
\frac{d}{dt}\rho(t) = -\frac{i}{\hbar} [H_1 + H_2, \rho(t)] + \sum_j \left[ L_j \rho(t) L_j^\dagger - \frac{1}{2} \left\{ L_j^\dagger L_j, \rho(t) \right\} \right]; \quad (9)
\]

where

\[
H_1 = -J \sum_j \left( \beta_j^\dagger \beta_{j+1} + \beta_{j+1}^\dagger \beta_j \right), \quad (10a)
\]
\[
H_2 = -J_2 \sum_j L_j^\dagger L_j, \quad (10b)
\]
\[
L_j = \sqrt{\Gamma_{\text{eff}}} \beta_j (\beta_{j+1} + \beta_{j-1}). \quad (10c)
\]

The \( \beta_j^{(t)} \) are hardcore boson operators obeying the commutation relation \([\beta_j, \beta_j^\dagger] = 1 - 2n_j\), with \( n_j = \beta_j^\dagger \beta_j \). The term \( H_2 \) is a Hamiltonian correction omitted in the main text (in Sec. I C we comment on the fact that it is irrelevant for our study). The coefficient \( J_2 \) and the dissipation rate read:

\[
J_2 = \frac{U}{\gamma}, \quad \Gamma_{\text{eff}} = \frac{8}{1 + \left( \frac{2U}{\hbar \gamma} \right)^2} \frac{J^2}{\hbar^2 \gamma}. \quad (11)
\]

In the main text we have called this master equation \( \frac{d}{dt} \rho = \mathcal{L}'[\rho]; \) the jump operators are called \( L_j' \), the Hamiltonian \( H_1 \) is called \( H' \) and \( H_2 \) is not included because it does not play any role in the dynamics of our interest (see below Sec. I C).

By means of a Jordan-Wigner transformation,

\[
\begin{cases}
  c_j \doteq e^{i \pi \sum_{m<j} \beta_m \beta_m^\dagger} \beta_j;
  \\
  \beta_j \doteq e^{i \pi \sum_{m<j} c_m^\dagger c_m} c_j
\end{cases} \quad (12)
\]

we map the hardcore-boson problem to a fermionic one and introduce fermionic operators \( c_j^{(t)} \) with anticommutation relations \( \{ c_i, c_j \} = 0 \) and \( \{ c_i, c_j^\dagger \} = \delta_{i,j} \).

The fermionic representation of the Hamiltonian \( H_1 \) and of the jump operators \( L_j \) will be useful in the following:

\[
H_1 = -J \sum_{j=1}^{L-1} \left( c_j^\dagger c_{j+1} + c_{j+1}^\dagger c_j \right); \quad (13a)
\]
\[
L_j = -\sqrt{\Gamma_{\text{eff}}} c_j \left( c_{j+1} - c_{j-1} \right). \quad (13b)
\]

The Hamiltonian \( H_1 \) takes the particularly expressive form of a free-fermion Hamiltonian. The jump operators \( L_j \) involve instead nearest-neighbor inelastic loss processes with a sign change with respect to the original bosonic problem. The fermionic representation of \( H_2 \) follows from that of \( L_j \) and will not be explicitly specified.

Since our problem is invariant under discrete translations, we can introduce the (quasi-)momentum representation

\[
c_j = \frac{1}{\sqrt{L}} \sum_k e^{ikj} c_k, \quad (14)
\]
where \( j \) labels the site position along the ring and \( k \) is the quasi-momentum. The Hamiltonian \( H_1 \) and the dissipators \( L_j \) read:

\[
H_1 = \sum_k -2J \cos(k)c_k^\dagger c_k;
\]

\[
L_j = -\frac{\sqrt{\Gamma_{\text{eff}}}}{L} \sum_k e^{i(k+q)j} \left( e^{ik} - e^{-ik} \right) c_k c_q = -\frac{\sqrt{\Gamma_{\text{eff}}}}{L} \sum_k 2ie^{i(k+q)j} \sin(k) c_k c_q.
\]

Note: We note for the sake of completeness that for a finite-size chain of length \( L \), corrective boundary terms arise:

\[
\delta H_1 = (-1)^N J \left( c_1^\dagger c_1 + c_L^\dagger c_L \right);
\]

\[
L_j = \begin{cases} -\sqrt{\Gamma_{\text{eff}}} c_j \left[ c_{j+1} + (-1)^N c_{j-1} \right], & \text{for } j = 1; \\ -\sqrt{\Gamma_{\text{eff}}} c_j \left[ (-1)^N c_{j+1} - c_{j-1} \right], & \text{for } j = L \text{ and } j + 1 = 1. 
\end{cases}
\]

The correction to \( H_1 \) corresponds to nearest-neighbor hopping, but the sign of the hopping amplitude depends on the parity of the number of particles considered. As a consequence, the quantized momenta depend on the parity:

\[
c_j = \frac{1}{\sqrt{L}} \sum_k e^{ikj} c_k; \quad k = \begin{cases} \frac{2\pi n}{L}, & \text{for } n = 1, 2, \ldots L, \text{ for } N \text{ odd}; \\ \frac{2\pi n}{L} + \frac{\pi}{2}, & \text{for } n = 1, 2, \ldots L, \text{ for } N \text{ even}; 
\end{cases}
\]

In the following we only deal with situations where the initial state has a well-defined parity of the number of particles; since atoms are lost in pairs, the parity remains a well-defined quantum number at all times, so that the term \((-1)^N\) can be taken as a scalar (i.e. not an operator). For simplicity we will deliberately neglect some boundary effects, such as the parity dependence of the boundary jump operators, and consider the thermodynamic limit where \( L \to +\infty \). The quantization condition in (17) is crucial for a good description of the exact numerical data (quantum trajectories) with the rate equation that we are developing here.

### B. The rate equation: derivation

We are interested in the operator \( n_k = c_k^\dagger c_k \) and in the equation of motion for its expectation value \( n_k(t) = \langle c_k^\dagger c_k \rangle_t = \text{tr} \left[ c_k^\dagger c_k \rho(t) \right] \). When the time evolution is governed by a Lindblad master equation, the following relation holds for any operator \( A \) (we use the same notation as in the main text):

\[
\frac{d}{dt} \langle A \rangle_t = +\frac{i}{\hbar} \left[ \langle [H_1 + H_2, A] \rangle_t + \frac{1}{2} \sum_j \langle L_j^\dagger [A, L_j] + \text{h.c.} \rangle_t \right].
\]

This relation is straightforwardly derived from the master equation, making repeated use of the cyclic invariance of the trace operation.

For our specific problem and for \( A = c_k^\dagger c_k \), this expression can be further simplified. First, we observe that \( [H_1, n_k] = 0 \), such that this Hamiltonian contribution disappears. Second, we have

\[
L_j^\dagger [n_k, L_j] = -\frac{4\Gamma_{\text{eff}}}{L^2} \sum_{q,q',k'} e^{i(k+q-k'-q')j} \sin(k') \left( \sin(k) - \sin(q) \right) c_q^\dagger c_k^\dagger c_{k'} c_q.
\]

Summing over the sites \( j \), we obtain

\[
\sum_j L_j^\dagger [n_k, L_j] = -\frac{4\Gamma_{\text{eff}}}{L} \sum_{q,q',k'} \sin(k') \left( \sin(k) - \sin(q) \right) \delta_{k+q,k'+q'} c_q^\dagger c_k^\dagger c_{k'} c_q.
\]

Moving to expectation values, we obtain:

\[
\frac{d}{dt} n_k(t) = +\frac{i}{\hbar} \langle [H_2, n_k] \rangle - \frac{4\Gamma_{\text{eff}}}{L} \sum_{q,q'} \sin(k') \left( \sin(k) - \sin(q) \right) \langle c_{q'}^\dagger c_{k+q-k'} c_k c_q \rangle_t.
\]
The evolution of one-body operators is thus coupled to two-body operators, the first equation in the familiar Bogoliubov-Born-Green-Kirkwood-Yvon hierarchy typical of many-body problems.

In order to break the hierarchy and to bring the latter equation to a usable form, we now make our key approximation. We assume that the density matrix is represented by a time-dependent generalized-Gibbs-ensemble (tGGE):

\[ \rho(t) = \frac{1}{Z(t)} \exp \left[ -\sum_k \mu_k(t) n_k \right], \quad Z(t) = \prod \left[ 1 + e^{-\mu_k(t)} \right]. \]  

(22)

For the motivation of this approximation, see also Sec. [IV] This Gaussian quantum state satisfies Wick’s theorem, \( \langle c_k^d c_k c_q \rangle_t = \langle c_k^d c_q \rangle_t \langle c_q c_k \rangle_t \), and factorization in momentum space, \( \langle c_k^d c_q \rangle_t = \delta_{k,q} n_k(t) \). As a result, we have

\[ \langle c_q^d c_{k+q-q} c_k c_q \rangle_t = (\delta_{q,q'} - \delta_{k,q'}) n_k(t) n_q(t), \]

(23)

and \( \langle c_q^d c_k c_k c_q \rangle_t - \langle c_q^d c_k c_k c_q \rangle_t = 0 \). Using this relation, we are able to break the hierarchy of equations of motions to first order. Moreover, the Hamiltonian part of the dynamics that depends on \( H_2 \) can also be simplified because \( [n_k, \rho(t)] = 0 \). Indeed, invoking the cyclic property of the trace:

\[ \langle [H_2, n_k] \rangle_t = \text{tr} [H_2, n_k] \rho = \text{tr} [H_2, n_k] \rho = 0. \]

(24)

We finally obtain:

\[ \frac{d}{dt} n_k(t) = -4\Gamma_{\text{eff}} \frac{1}{L} \sum_q (\sin(k) - \sin(q))^2 n_k(t) n_q(t), \]

(25)

which is the rate equation presented in the main text. If \( \sum_q \sin(q) n_q(t) = 0 \), for instance when the momentum distribution is inversion-symmetric (a property that is preserved during the time evolution), the rate equation can be further simplified:

\[ \frac{d}{dt} n_k(t) = -4\Gamma_{\text{eff}} \frac{1}{L} \sum_q \left[ \sin^2(k) + \sin^2(q) \right] n_k(t) n_q(t). \]

(26)

\section{On the Neglect of \( H_2 \)}

The derivation of the rate equations that we have just presented shows that \( H_2 \) does not play an important role in the dynamics; in this Section we verify this statement with an independent method. In Fig. 4 we present some numerical simulations of the master equation \[ \rho \] performed using quantum trajectories. The black curve is the standard one, whereas the red has been obtained by deliberately neglecting \( H_2 \) from the simulations. To all purposes, the comparison of the curves shows negligible differences, that are of the order of the differences with the rate equation. This plot makes apparent that \( H_2 \) does not contribute to the dynamics described in this article.

\section{II. Long-Time Behaviour of the Rate Equation}

In this Section we discuss the asymptotic behavior of the solution of the rate equation (5) in the main text \[ \text{cf. Eq. [25] in this Supplementary Material} \]. We first note that \( \sum_k \sin(k) n_k(t) = 0 \) at every time. Indeed, this property holds by assumption at \( t = 0 \) where \( n_k(0) = 1 \). Since the dynamics is invariant under exchange of \( k \to -k \), it therefore preserves the property \( \sum_k \sin(k) n_k(t) = 0 \).

We first introduce the total atom number \( N(t) = \sum_k n_k \) and the average filling factor \( n(t) = N(t)/L \). After rewriting the rate equation \[ \text{[26]} \] as:

\[ \frac{d n_k(t)}{dt} = -4\Gamma_{\text{eff}} \left[ \frac{1}{L} \sum_q \sin^2(q) n_q(t) \right] n_k(t) + \sin^2(k) n_k(t) n(t), \]

we obtain that

\[ \frac{d n(t)}{dt} = -8\Gamma_{\text{eff}} \left( \sum_q \sin^2(q) n_q(t) \right) n(t). \]

(27)
We can thus rewrite the rate equation using a scaled time \( \tau = 4\Gamma_{\text{eff}}t \) and the notation \( \dot{f} = df/d\tau \),

\[
\dot{n}_k(\tau) = \frac{\dot{n}(\tau)n_k(\tau)}{2n(\tau)} - \sin^2(k)n(\tau)n_k(\tau).
\]  

(28)

Changing variable to

\[
f_k(\tau) = \frac{n_k(\tau)}{\sqrt{n(\tau)}},
\]

(29)

one readily finds that the function \( f_k \) obeys the differential equation

\[
\frac{\dot{f}_k(\tau)}{f_k(\tau)} = -n(\tau)\sin^2(k).
\]

(30)

Since the right-hand-side obeys separation of variables, the solution is of the form

\[
f_k(\tau) = f_k(0)e^{-\sin^2(k)g(\tau)},
\]

(31)

where the primitive

\[
g(\tau) = \int_0^{\tau} n(t') dt'
\]

(32)

is still unknown at this stage.

We now promote \( k \) to a continuous variable, so that the relation \( N(\tau) = \sum_k n_k(\tau) \) now reads \( N(\tau) = \frac{1}{2\pi} \int_{-\pi}^{\pi} n_k(\tau)dk \).

Assuming that the initial state is the ground state of a free-fermion Hamiltonian, namely a zero-temperature Fermi-Dirac distribution with \( f_k(0) = 1/\sqrt{n_0} \) for \( k \in [-\pi n_0, \pi n_0] \) and zero otherwise, we obtain for the density \( n(\tau) = N(\tau)/L \),

\[
\sqrt{n(\tau)} = \frac{1}{2\pi} \int_{-\pi}^{\pi} f_k(\tau)dk = \frac{1}{2\pi\sqrt{n_0}} \int_{-\pi n_0}^{\pi n_0} e^{-\sin^2(k)g(\tau)}dk.
\]

(33)

In the rest of the Section we discuss the long-time limit of the system for different initial conditions.
A. Band insulator with initial density \( n_0 = 1 \)

When starting from a band insulator with \( n = 1 \), one also has \( f_k(0) = 1 \). The normalization of the distribution yields

\[
\sqrt{n}(\tau) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-\sin^2(k)g(\tau)} dk = e^{-\frac{\mu(\tau)}{2}} I_0 \left[ \frac{g(\tau)}{2} \right],
\]

where \( I_0 \) is a modified Bessel function of the first kind. Although this equation does not seem analytically solvable, an asymptotic analysis gives interesting insight into the long-time dynamics of the system. Let us focus on physically relevant solutions where \( g \) is a monotonically increasing function (so that the atom number actually decreases in time). For long enough times, we can then use the asymptotic expansion \( I_0(x) \sim e^x / \sqrt{2\pi x} \) for \( x \to +\infty \). The relation (34) then becomes \( \pi n(\tau)g(\tau) \approx 1 \). Considering that \( \dot{g} = n(\tau) \), we can write the differential equation as

\[
\dot{g}(\tau)g(\tau) = 1/\pi.
\]

The solution is

\[
g(\tau) = \sqrt{c_0 + \frac{2}{\pi}\tau},
\]

where \( c_0 \) is a constant.

We thus find that the solution is universal at long times and behaves asymptotically as

\[
n(\tau) \sim \frac{1}{\sqrt{2\pi\tau}}; \quad n_k(\tau) \sim \frac{1}{(2\pi\tau)^{1/4}} e^{-\sin^2(k)\sqrt{2\tau}}.
\]

This asymptotic form is valid for \( n \ll 1 \), or equivalently \( \tau \gg 1/(2\pi) \). Note that \( g(\tau) \) diverges monotonically in the long-time limit and we thus verify a posteriori the assumption. Interestingly, this solution predicts that the asymptotic distribution when \( t \to +\infty \) is made of two momenta \( k = 0, \pi \), whose populations decay as \( t^{-1/2} \) instead as \( \exp[-\sqrt{t/\tau_k}] \), where \( \tau_k \) is a \( k \)-dependent time scale. We recognize in Eq. (37) the Eq. (6) of the main text.

B. Half filling case \((n_0 = 0.5)\)

The case of half filling is mathematically very similar to the previous one. We find

\[
\sqrt{n}(\tau) = \frac{1}{\sqrt{2\pi}} \int_{-\pi/2}^{\pi/2} e^{-\sin^2(k)g(\tau)} dk = \frac{1}{\sqrt{2}} e^{-\frac{\mu(\tau)}{2}} I_0 \left[ \frac{g(\tau)}{2} \right].
\]

In the long-time limit, we obtain \( \dot{g}(\tau)g(\tau) = 1/(2\pi) \) and

\[
n(\tau) \sim \frac{1}{\sqrt{4\pi\tau}}; \quad n_k(\tau) \sim \frac{1}{(4\pi\tau)^{1/4}} e^{-\sin^2(k)\sqrt{2\tau}}, \quad k \in \left[ -\frac{\pi}{2}, +\frac{\pi}{2} \right].
\]

The result is thus qualitatively very similar to the case of an initial band insulator \( n = 1 \).

C. Low filling case \((n_0 \ll 1)\)

We start again from relation (33). In this case, the integration is restricted to a small neighbourhood around \( k = 0 \), and we perform a Taylor expansion of \( \sin(k) \). We find

\[
\sqrt{n}(\tau) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f_k(\tau) dk = \frac{1}{2\pi\sqrt{n_0}} \int_{-\pi n_0}^{\pi n_0} e^{-k^2g(\tau)} dk.
\]

The integrand takes substantial values for \( |k| \lesssim \frac{1}{\sqrt{g(\tau)}} \). At long times such that \( g(\tau) \gg 1/(\pi n_0)^2 \), we can extend the integration limits to infinity,

\[
\sqrt{n}(\tau) \approx \frac{1}{2\pi\sqrt{n_0}} \int_{-\infty}^{+\infty} e^{-k^2g(\tau)} dk = \frac{1}{\sqrt{4\pi n_0 g(\tau)}}.
\]

|
FIG. 5. Comparison between the population density $N(t)/L$ obtained with a numerical solution of the rate equations and the analytical formula proposed in Eq. (43).

We thus obtain $\dot{g}(\tau)g(\tau) = 1/(4\pi n_0)$, yielding

$$n(\tau) \sim \frac{1}{\sqrt{8\pi n_0 \tau}}, \quad n_k(\tau) \sim \frac{1}{(8\pi n_0 \tau)^{1/4}} e^{-\sin^2(k) \sqrt{2\pi n_0}}, \quad k \in [-\pi n_0, \pi n_0].$$

(D. An analytical formula for $N(t)$)

In the main text, the rate equation has been solved using numerical techniques. Although these simulations are not difficult to reproduce, this might make the fit of experimental data quite complicated. We present here the following analytical formula:

$$n(\tau) = \frac{\sqrt{1 + \frac{4\pi}{\tau}}}{1 + \tau};$$

for which we do not have an analytical proof but that reproduces the numerical data with a very good accuracy, see Fig. [5].

This analytical formula possesses the correct behaviour at long and short time. At short time, it is approximated by:

$$n(\tau) \sim 1 - \left(1 - \frac{1}{4\pi}\right) \tau, \quad \tau \ll 1;$$

and given that $1/(4\pi) \sim 0.078...$ there is no appreciable difference with the short-time behaviour proposed by the mean-field solution $N_0(\tau)/L = (1 + \tau)^{-1} \sim 1 - \tau$. At long times, instead we obtain:

$$n(\tau) \sim \frac{1}{\sqrt{2\pi} \sqrt{\tau}}, \quad \tau \gg 1;$$

that coincides with Eq. (37) derived above.
III. MOMENTUM DISTRIBUTION FUNCTIONS

A. Accuracy of the rate equations for the momentum distribution functions

In this Section we present more data on the accuracy of the calculation of the momentum distribution functions using the rate equations. In Fig. 6 we present four panels; in the upper panels we focus on fermionic momentum distribution function \( n_k(t) \) and in the lower panels on bosonic momentum distribution functions \( \langle b_k^+ b_k \rangle_t \); we consider two different times, \( t = 0.4932 \Gamma_{\text{eff}}^{-1} \) in the left column and \( t = 2.466 \Gamma_{\text{eff}}^{-1} \) in the right column. In each panel we compare data obtained (i) using quantum trajectories for different sizes up to \( L = 14 \), (ii) using the formula (37) in the main text corresponding to a long-time approximation, and (iii) using the rate equation. The bosonic \( \langle b_k^+ b_k \rangle_t \) are obtained from the fermionic ones using the methods explained in Ref. [50]. The agreement between the rate equation and the quantum trajectories is very good and increases with time. We observe that formula (37) from the main text, derived in the long-time limit, gives a satisfactory description of the data only for the panels on the right.

In the main text we comment on the fact that our rate equation does not properly describe \( \langle b_k^+ b_k \rangle_t \) at very short times \( t < 0.1 \Gamma_{\text{eff}}^{-1} \). In Fig. 7 we show a comparison between the quantum trajectories at \( L = 14 \) and the rate equation for \( \langle b_k^+ b_k \rangle_t \); our statement can be easily verified. In order to understand this discrepancy, we have first computed \( n_k(t) \) at all corresponding times, and have observed a good agreement between rate-equation data and quantum-trajectory simulations (see Fig. 7); this cannot be the reason of the mismatch.

We can thus explain the mismatch by observing that \( \langle b_k^+ b_k \rangle_t \), which is computed using the method detailed in Ref. [50], also depends on off-diagonal momentum correlators: \( \text{Tr}[c_k^+ c_{k'} \rho(t)] \). We have checked numerically that these correlators are small with respect to the actual value of \( n_k(t) \), which is of order 1, but are large compared to the \( k \)-dependence of \( n_k(t) \) at short times. Indeed, the position of the peaks in \( \langle b_k^+ b_k \rangle_t \) does not depend on the average value.

FIG. 6. Momentum distribution functions: comparison of data obtained using the quantum trajectories and different analytical approaches (see text and legend). Different columns are related to different times. In the upper panels we discuss the fermionic momentum distribution function, whereas in the lower panels we discuss the bosonic one.
FIG. 7. Fermionic (top) and bosonic (bottom) momentum distribution functions at different times. Dashed lines are the rate-equation predictions; triangles represent the results obtained with quantum trajectories for \( L = 14 \). In general, fermionic data are well-described by the rate equations whereas the bosonic ones have a worst agreement at short times.

\[
\sum_k n_k(t)/L, \text{ which only determines an average offset, but only on } n_k(t) - \sum_q n_q(t)/L. \text{ If this is correct, neglecting the comparable values of } \text{Tr}[c_k \dagger c_k \rho(t)] \text{ introduces an important error. As time increases, these terms become negligible (after meeting a maximum at } t \sim 1/(4 \Gamma_{\text{eff}}) \text{) and the } k \text{ dependence of } n_k(t) \text{ more pronounced; this explains the improved agreement on } \langle b_k \dagger b_k \rangle_t \text{ between the rate equations and the quantum trajectories.}
\]

IV. TIME-DEPENDENT GENERALIZED GIBBS ENSEMBLE

A. The general theory

The derivation of the rate equation proposed in Sec. II B can be framed within the more general derivation of the tGGE proposed in Ref. [41] and briefly recalled at the end of the main text. The idea goes as follows. We consider a dissipative dynamics and a Lindbladian composed of a strong and of a weak part:

\[
\frac{d}{dt} \rho(t) = \mathcal{L}_0[\rho(t)] + \epsilon \mathcal{L}_1[\rho(t)], \quad \epsilon \ll 1.
\] (46)

We furthermore assume that the most relevant term only describes a Hamiltonian dynamics, ruled by \( H_0 \). We wish to find a solution to this problem in the limit \( \epsilon \to 0^+ \). We divide Eq. (46) by \( \epsilon \) and introduce the rescaled time \( \tau = \epsilon t \):

\[
\frac{d}{d\tau} \rho_\epsilon(\tau) = \frac{1}{\epsilon} \mathcal{L}_0[\rho_\epsilon(\tau)] + \mathcal{L}_1[\rho_\epsilon(\tau)]
\] (47)

and perform the expansion

\[
\rho_\epsilon(\tau) = \rho^{(0)}(\tau) + \epsilon \rho^{(1)}(\tau) + \epsilon^2 \rho^{(2)}(\tau) + O(\epsilon^3).
\] (48)

Our goal is to determine \( \rho^{(0)}(\tau) \), that is the \( \lim_{\epsilon \to 0^+} \rho_\epsilon(\tau) \); this will give us access to the leading properties of the solution of equation (46) when \( \epsilon \) is small via the substitution: \( \rho(t) = \rho^{(0)}(\epsilon t) \).

We substitute Eq. (48) into Eq. (47) and compare order by order. The leading term of order \( \epsilon^{-1} \) returns the equation:

\[
\mathcal{L}_0[\rho^{(0)}(\tau)] = 0.
\] (49)

As such, the quantum state \( \rho^{(0)}(\tau) \) lives in the space of the stationary states of the Hamiltonian, and is diagonal in the basis of its eigenstates (apart from possible degeneracies). The tGGE approximation says that, in order to describe the long-time dynamics, it is enough to assume a simple GGE structure:

\[
\rho^{(0)}(\tau) = \frac{1}{Z(\tau)} e^{-\sum_k \mu_k(\tau) H_k},
\] (50)
where the $I_q$ are the conserved quantities of $H_0$ and the associated Lagrange multiplier $\mu_q(\tau)$ depends on time. This choice is clearly more restrictive than considering a generic (time-dependent) stationary state.

The next order $\epsilon^0$ determines the dynamics of the $\mu_k(\tau)$. We do not re-derive it here but we simply take the result presented in Ref. 41:

\[
\frac{d\mu_k(\tau)}{d\tau} = -\sum_q [\chi^{-1}(\tau)]_k^q \text{Tr}[\mathcal{L}_1^* I_q \rho^{(0)}(\tau)],
\]

\[
\chi_{kq}(\tau) = \langle I_k I_q \rangle_\tau - \langle I_k \rangle_\tau \langle I_q \rangle_\tau.
\]

(51)

**B. Our case**

We frame the master equation \([8]\) in the form of Eq. \((46)\):

\[
\mathcal{L}_0[\rho(t)] = -\frac{i}{\hbar}[H_1, \rho(t)]; \quad \mathcal{L}_1[\rho(t)] = -\frac{i}{\hbar}[H_2, \rho(t)] + \sum_j \left[ L_j \rho(t) L_j^\dagger - \frac{1}{2} \left\{ L_j^\dagger L_j, \rho(t) \right\} \right].
\]

(52)

Note that $\mathcal{L}_1$ is multiplied by the small parameter $J^2/\hbar^2 \gamma^2$, although this is not put explicitly in evidence. The conserved quantities of $H_1$ are $I_k \equiv n_k$, so that $\rho^{(0)}(\tau)$ has exactly the form of Eq. \((50)\) used in the previous derivation.

In order to derive the dynamics of the different $\mu_k(\tau)$, we observe that:

\[
\text{Tr}[\mathcal{L}_1^* I_k \rho^{(0)}(\tau)] = \left\langle \sum_j L_j^\dagger [n_k, L_j] \right\rangle = -\frac{4 \Gamma_{\text{eff}}}{L} \sum_q [\sin(k) - \sin(q)]^2 n_k(\tau) n_q(\tau);
\]

\[
\chi_{kq}(\tau) = n_k(\tau) [n_k(\tau) - 1] \delta_{kq}.
\]

(53a)

(53b)

We obtain:

\[
\frac{d\mu_k(\tau)}{d\tau} = -\frac{1}{n_k(\tau) [n_k(\tau) - 1]} \left( \frac{4 \Gamma_{\text{eff}}}{L} \right) \sum_q [\sin(k) - \sin(q)]^2 n_k(\tau) n_q(\tau).
\]

(54)

In order to verify the correctness of this equation, it is useful to make explicit the relation between $\mu_k(\tau)$, the Lagrange multiplier, and the expectation value $n_k(\tau)$:

\[
n_k(\tau) = \frac{\text{Tr}[n_k e^{-\mu_k(\tau) n_k}]}{\text{Tr}[e^{-\mu_k(\tau) n_k}]} = \frac{1}{e^{\mu_k} + 1}, \quad \Rightarrow \quad \mu = \log \left( \frac{1}{n_k} - 1 \right), \quad n_k \in [0, 1], \quad \mu \in \mathbb{R}.
\]

(55)

We first compute the derivative of $\mu$ with respect to $\tau$ and obtain:

\[
\frac{d\mu_k(\tau)}{d\tau} = \frac{1}{n_k(\tau) [n_k(\tau) - 1]} \frac{d n_k(\tau)}{d\tau}.
\]

(56)

Substituting this expression in Eq. \((54)\) we obtain the rate equation in Eq. \((5)\) in the main text, which confirms the validity of this approach, whose essential merit is that of providing a systematic framework for deriving these dynamical equations.

We conclude this paragraph by providing a closed expression for the rate equation in terms of the $\mu_k(\tau)$ coefficients:

\[
\frac{d\mu_k(\tau)}{d\tau} = \frac{4 \Gamma_{\text{eff}}}{L} \sum_q [\sin(k) - \sin(q)]^2 \frac{e^{-\mu_k(\tau)} + 1}{e^{\mu_k(\tau)} + 1}.
\]

(57)

At a first sight, this equation does not seem easier to solve analytically than the rate equations written previously.