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We define a lazy pattern-matching mechanism modulo associativity and commutativity. The solutions of a pattern-matching problem are stored in a lazy list composed of a first substitution at the head and a non-evaluated object that encodes the remaining computations. We integrate the lazy AC-matching in a strategy language: rewriting rule and strategy application produce a lazy list of terms.

1 Introduction

Term rewriting modulo associativity and commutativity of some function symbols, known as AC-rewriting, is a key operation in many programming languages, theorem provers and computer algebra systems. Examples of AC-symbols are + and * for addition and multiplication in arithmetical expressions, \( \lor \) and \( \land \) for disjunction and conjunction in Boolean expressions, etc. AC-rewriting performance mainly relies on that of its AC-matching algorithm. On the one hand, the problem of deciding whether an AC-matching problem has a solution is NP-complete [2]. On the other hand, the number of solutions to a given AC-matching problem can be exponential in the size of its pattern. Thus many works propose optimizations for AC-matching. One can divide optimized algorithms in two classes, depending on what they are designed for. In the first class some structural properties are imposed on the terms, and the pattern falls into one of several forms for which efficient algorithms can be designed. Examples are the depth-bounded patterns in the many-to-one matching algorithm used by Elan [12] and greedy matching techniques adopted in Maude [6]. In the second class there is no restriction on the structural properties of the terms. Algorithms in this class are search-based, and use several techniques to collapse the search space, such as constraint propagation on non linear variables [11], recursive decomposition via bipartite graphs [8], ordering matching subproblems based on constraint propagation [9] and Diophantine techniques [10].

Formal semantics proposed so far for AC-rewriting enumerate all the possible solutions of each matching problem. More precisely, the application modulo AC of a rewrite rule \( l \rightarrow r \) to a given term \( t \) usually proceeds in two steps. Firstly, all the solutions (i.e. substitutions) \( \sigma_1, \ldots, \sigma_n \) \( (n \geq 0) \) of the AC-matching problem whether the term \( t \) matches the pattern \( l \) are computed and stored in a structure, say a set \( \{ \sigma_1, \ldots, \sigma_n \} \). Secondly, this set is applied to \( r \) and the result is the set \( \{ \sigma_1(r), \ldots, \sigma_n(r) \} \). Other structures such as multisets or lists can alternatively be used for other applications of the calculus. Directly implementing this eager semantics is clearly less efficient than a lazy mechanism that only computes a first result of the application of a rewrite rule and allows the computation by need of the remaining results. As far as we know no work defines the AC-matching in a lazy way and integrates it in a rewriting semantics.

Another motivation of this work lies in our involvement in the formulation of the homogenization of partial derivative equations within a symbolic computation tool [16] [17]. For this purpose, we have
designed and developed a rule-based language called symbtrans for “symbolic transformations” built on the computer algebra system Maple. Maple pattern-matching procedures are not efficient and its rewriting kernel is very elementary. Besides, Maple is a strict language, it does not provide any laziness feature. We plan to extend symbtrans with AC-matching.

In this paper we first specify a lazy AC-matching algorithm which computes the solutions of an AC-matching problem by need. Then we integrate the lazy AC-matching in a strategy language. In other words we define a lazy semantics for rule and strategy functional application. Our goal is to specify the lazy AC-matching and strategy semantics towards an implementation in a strict language, such as Maple. We reach this goal by representing lazy lists by means of explicit objects.

The paper is organized as follows. Section 2 introduces some terminology and notations. Section 3 shows a connection between AC-matching and surjective functions, used in the remainder of the paper. Section 4 formally defines a lazy semantics of AC-matching (with rewrite rules). It states its main properties and shows how it differs from an eager semantics. Section 5 integrates the lazy AC-matching in the operational semantics of a rule application on a term, first at top position, and then at other positions, through classical traversal strategies. Section 6 presents a prototypal implementation of lazy AC-matching and some experimental results derived from it. Section 7 concludes.

2 Notation and preliminaries

Let \([n]\) denote the finite set of positive integers \(\{1, \ldots, n\}\) and let \(|S|\) denote the cardinality of a finite set \(S\). Thus, in particular, \(|[n]| = n\).

Familiarity with the usual first-order notions of signature, (ground) term, arity, position and substitution is assumed. Let \(\mathcal{X}\) be a countable set of variables, \(\mathcal{F}\) a countable set of function symbols, and \(\mathcal{F}_{AC} \subseteq \mathcal{F}\) the set of associative-commutative function symbols. Let \(\mathcal{T}\) denote the set of terms built out of the symbols in \(\mathcal{F}\) and the variables in \(\mathcal{X}\). Let \(\mathcal{S}\) denote the set of substitutions \(\{x_1 \mapsto t_1, \ldots, x_n \mapsto t_n\}\) with variables \(x_1, \ldots, x_n\) in \(\mathcal{X}\) and terms \(t_1, \ldots, t_n\) in \(\mathcal{T}\). If \(t\) is a term and \(\sigma\) is a substitution then \(\sigma(t)\) denotes the term that results from the application of \(\sigma\) to \(t\). Given a position \(p\), the subterm of \(t\) at position \(p\) is denoted by \(t_p\). We shall write \(t_e\) for the symbol at the root of term \(t\), i.e. \(t = t_e(t_1, \ldots, t_n)\).

A term \(t\) in \(\mathcal{T}\) is flat if, for any position \(p\) in \(t\), \(t_p = +(t_1, \ldots, t_n)\) for some symbol \(+\) in \(\mathcal{F}_{AC}\) implies that the root symbol \((t_1)_e\) of each direct subterm \(t_i\) (\(1 \leq i \leq n\)) is not \(+\). We denote by \(\#_e(t)\) the number of AC-symbols in the term \(t\).

**\(\mathcal{T}\)-Matching.** For an equational theory \(\mathcal{T}\) and any two terms \(t\) and \(t'\) in \(\mathcal{T}\) we say that \(t\) matches \(t'\) modulo \(\mathcal{T}\) and write \(t \sqsubseteq_\mathcal{T} t'\) iff there exists a substitution \(\sigma\) in \(\mathcal{S}\) s.t. \(\mathcal{T} \models (\sigma(t) = t')\). In this paper the theory \(\mathcal{T}\) is fixed. It is denoted \(AC\) and axiomatizes the associativity and commutativity of symbols in \(\mathcal{F}_{AC}\), i.e. it is the union of the sets of axioms \(\{t_1 + t_2 = t_2 + t_1, (t_1 + t_2) + t_3 = t_1 + (t_2 + t_3)\}\) when \(+\) ranges over \(\mathcal{F}_{AC}\).

**Rule-based semantics** The following sections define the semantics of AC-matching, rule application and strategy application by rewriting systems composed of labeled rewriting rules of the form \(\text{rule.label}: \cdot \rightarrow \cdot\), where the rewrite relation \(\rightarrow\) should not be confused with the relation \(\rightarrow\) of the rewriting language. This semantics is said to be “rule-based”.
3 AC-matching and surjections

Let $+ \in \mathcal{F}_{AC}$ be some associative and commutative function symbol. This section first relates a restriction of the pattern-matching problem $+ (t_1, \ldots, t_k) \ll_{AC} + (u_1, \ldots, u_n)$, where $1 \leq k \leq n$, with the set $S_{n,k}$ of surjective functions (surjections, for short) from $[n]$ to $[k]$. Then a notation is provided to replace surjections with their rank to simplify the subsequent exposition.

Definition 3.1 (Application of a surjection on a term) Let $n \geq k \geq 1$ be two positive integers, $u = +(u_1, \ldots, u_n)$ be a term and $s \in S_{n,k}$ be a surjection from $[n]$ to $[k]$. The application of $s$ on $u$ is defined by $s(u) = +(\alpha_1, \ldots, \alpha_k)$ where $\alpha_i = u_j$ if $s^{-1}(\{i\}) = \{j\}$ and $\alpha_i = +(u_{j_1}, \ldots, u_{j_m})$ if $s^{-1}(\{i\}) = \{j_1, \ldots, j_m\}$ and $j_1 < \ldots < j_m$ with $m \geq 2$.

Example 3.1 The application of the surjection $s = \{1 \mapsto 2, 2 \mapsto 2, 3 \mapsto 3, 4 \mapsto 1\}$ on the term $+(u_1, u_2, u_3, u_4)$ is $s(+ (u_1, u_2, u_3, u_4)) = +(u_4, +(u_1, u_2, u_3))$.

The following proposition, whose proof is omitted, relates a subclass of AC-matching problems with a set of surjections.

Proposition 3.1 Let $t$ and $u$ be two flat terms with the same AC-symbol at the root and containing no other AC-symbol than the one at the root. Let $k$ (resp. $n$) be the arity of the root of $t$ (resp. $u$). Then the matching problem $t \ll_{AC} u$ and the conjunction of matching problems $\bigwedge_{s \in S_{n,k}} t \ll_{AC} s(u)$ admit the same set of solutions.

For $n \geq k \geq 1$, an integer $rk(s)$ in $\{1, \ldots, |S_{n,k}|\}$ can be associated one-to-one to each surjection $s$ in $S_{n,k}$. It is called the rank of $s$. It will be used in the subsequent sections to iterate over the set $S_{n,k}$. For each term $u$ of arity $n \geq 1$, each $1 \leq k \leq n$, and each integer $i$ in $\{1, \ldots, |S_{n,k}|\}$, let $unrk(i)$ denote the surjection with rank $i$. The application of the integer $i$ to the term $u$, denoted by $i(u)$, is defined by $i(u) = unrk(i)(u)$, where application of a surjection to a term is defined by Def. 3.1.

4 AC-matching

This section defines an eager and a lazy semantics for pattern-matching modulo associativity and commutativity. By “eager” we mean a rewriting system specifying the computation of all the solutions to a given matching problem, without any mechanism to delay the production of other solutions when a first one is produced. The AC-matching execution steps are made explicit by introduction of a syntactic representation of matching problems by matching constraints. They are a generalization to AC-matching of the matching constraints defined e.g. in [4] for syntactic matching (i.e. for the empty theory). Both semantics of AC-matching are given in terms of a conditional rewrite system on these constraints. In what follows all the terms are assumed to be flat.

4.1 Eager AC-matching

Figure 1 proposes a rule-based eager semantics for AC-matching. This system (named Eager) reduces eager matching constraints inductively defined by the grammar $E ::= F \mid I \mid T \ll_{AC} T \mid E \land E \mid E \lor E$. This definition and the notations for matching constraints adapt and extend the ones from the $\rho$-calculus with explicit matching [4]. The constraint $F$ denotes an absence of solution (failure). The constraint $I$ denotes the identity substitution resulting from an initial trivial matching problem. The expression
$p \ll_{\mathcal{AC}} t$ denotes the elementary matching problem whether the term $t$ matches the pattern $p$ modulo $\mathcal{AC}$. The symbol $\land$ is the constructor of conjunctions of constraints. The symbol $\lor$ is introduced to enumerate various solutions as lists of constraints. Its priority is lower than that of $\land$. Both are assumed associative. Then the notation $C_1 \land \ldots \land C_n$ is used without ambiguity, and similarly for $\lor$, for $n \geq 1$. The constraint $\mathbf{I}$ is a neutral element for $\land$. The constraint $\mathbf{F}$ is a neutral element for $\lor$ and an absorbing element for $\land$.

$$
\begin{align*}
\text{E\_match\_AC:} & \quad +(t_1, \ldots, t_k) \ll_{\mathcal{AC}} + (u_1, \ldots, u_n) \rightarrow \bigwedge_{i=1}^{\max\{k,n\}} \land_{\mathcal{AC}} t_i \\
& \quad \text{if } + \in \mathcal{F}_{\mathcal{AC}}, k \leq n \text{ and } j(u) = +(\alpha_1, \ldots, \alpha_k) \\
\text{E\_match:} & \quad t_e(t_1, \ldots, t_n) \ll_{\mathcal{AC}} t_e(u_1, \ldots, u_n) \rightarrow \bigwedge_{i=1}^{\max\{n,k\}} \land_{\mathcal{AC}} t_i \\
& \quad \text{if } t_e \in \mathcal{F} \setminus \mathcal{F}_{\mathcal{AC}} \\
\text{E\_match\_AC\_fail:} & \quad +(t_1, \ldots, t_k) \ll_{\mathcal{AC}} + (u_1, \ldots, u_n) \rightarrow \mathbf{F} \\
& \quad \text{if } + \in \mathcal{F}_{\mathcal{AC}} \text{ and } k > n \\
\text{E\_match\_fail:} & \quad t_e(t_1, \ldots, t_n) \ll_{\mathcal{AC}} u_e(t_1, \ldots, u_n) \rightarrow \mathbf{F} \\
& \quad \text{if } t_e \neq u_e \\
\text{E\_fail\_gen:} & \quad x \ll_{\mathcal{AC}} t \land E \land x \ll_{\mathcal{AC}} t' \rightarrow \mathbf{F} \\
& \quad \text{if } x \in \mathcal{X}^* \text{ and } t \neq t' \\
\text{E\_var\_clash:} & \quad t_e(t_1, \ldots, t_n) \ll_{\mathcal{AC}} x \rightarrow \mathbf{F} \\
& \quad \text{if } x \in \mathcal{X} \\
\text{E\_DNF\_1:} & \quad F \land (G \lor H) \rightarrow (F \land G) \lor (F \land H) \\
\text{E\_DNF\_2:} & \quad (G \lor H) \land F \rightarrow (G \lor F) \lor (H \land F)
\end{align*}
$$

Figure 1: Eager system of AC-matching rules

In Figure 1, the notation $\bigwedge_{i=1}^{\max\{n,k\}} t_i \ll_{\mathcal{AC}} u_i$ stands for $\mathbf{I}$ if $n = 0$ and for $t_1 \ll_{\mathcal{AC}} u_1 \land \ldots \land t_n \ll_{\mathcal{AC}} u_n$ otherwise. The rule $\text{E\_match\_AC}$ corresponds to Proposition 3.1 when $t_1, \ldots, t_k, u_1, \ldots, u_n$ contain no $\mathcal{AC}$ symbol, and generalizes it otherwise. The positive integer $j$ iterates over surjection ranks. The rules $\text{E\_match}$, $\text{E\_match\_fail}$, $\text{E\_fail\_gen}$, and $\text{E\_var\_clash}$ are the same as in syntactic pattern-matching. With $\mathcal{AC}$ symbols, they are completed with the rule $\text{E\_match\_AC\_fail}$. The rules $\text{E\_DNF\_1}$ and $\text{E\_DNF\_2}$ correspond to the normalization of constraints into a disjunctive normal form, DNF for short. A constraint is in DNF if it is of the form $\lor_i \land_j F_{i,j}$, where $F_{i,j}$ is a constraint not containing $\lor$ and $\land$.

It is standard to show that the system $\text{Eager}$ is terminating. The rules $\text{E\_DNF\_1}$ and $\text{E\_DNF\_2}$ make it not confluent, but the following post-processing reduces to a unique normal form all the irreducible constraints it produces from a given pattern-matching problem. The post-processing consists of (i) replacing the trivial constraints of the form $x \ll_{\mathcal{AC}} x$ by $\mathbf{I}$, (ii) replacing each non-trivial constraint $x \ll_{\mathcal{AC}} t$ by the elementary substitution $x \mapsto t$, (iii) eliminating duplicated elementary substitutions by replacing each expression of the form $\land_{i=1}^{\max\{n,k\}} E_i$ (with $n \geq 1$) by the set $\bigcup_{i=1}^{\max\{n,k\}} \{ E_i \}$ that represents a non-trivial substitution, then (iv) replacing $\mathbf{I}$ by $\{ \}$ and finally (v) replacing each disjunction of substitutions $\lor_{j=1}^{\max\{n,k\}} S_j$ with $n \geq 1$ by the set $\bigcup_{j=1}^{\max\{n,k\}} \{ S_j \}$, that represents a set of substitutions. A constraint in normal form can be either $\mathbf{F}$, if there is no solution to the initial matching problem, or a non-empty set $\{ \sigma_1, \ldots, \sigma_n \}$ of substitutions which corresponds to the set of all solutions of the matching problem. In particular $\sigma_i$ may be $\{ \}$, for some $i \in [n]$.

The theory for the associative symbols $\land$ and $\lor$ deliberately excludes commutativity, because they appear in the pattern of some rules of the $\text{Eager}$ system. We now motivate this design choice. Since
the *Eager* system is terminating and confluent – in the sense explained above – we can consider it as an algorithm and implement it without modification, in a programming language supporting pattern-matching modulo the theory of constraint constructors. Thus it would be ill-founded to require that the language supports AC-matching, in order to extend it precisely with an AC-matching algorithm! In this aspect our approach differs from the one of [5], whose more compact calculus handles “result sets”, i.e. the underlying theory includes associativity, commutativity and idempotency, but matching with patterns containing set constructors is implemented by explorations of set data structures.

### 4.2 Lazy AC-matching

We now define a lazy semantics for pattern-matching modulo associativity and commutativity, as a rewriting system named *Lazy*. It reduces constraints defined as follows.

**Definition 4.1** The set of delayed matching constraints, hereafter called constraints for short, is inductively defined by the grammar: $C ::= F | I | T \ll AC T | C \wedge C | C \vee C | Next(C) | \langle T, T, T^* \rangle$.

The first five constructions have the same meaning as in eager matching constraints. As in the eager case, the symbols $\wedge$ and $\vee$ are associative, the constraint $F$ is an absorbing element for $\wedge$, and the constraint $I$ is a neutral element for $\wedge$. However, the constraint $F$ is no longer a neutral element for $\vee$. The construction $Next(C)$ serves to activate the delayed computations present in the constraint $C$. When the terms $t$ and $u$ have the same AC symbol at the root, the constraint $\langle t, u, s \rangle$ denotes the delayed matching computations of the problem $t \ll AC u$ starting with the surjection with rank $s$, and hence, the matching computations for all the surjections with a rank $s'$ s.t. $s' < s$ have already been performed. The conditions that $t$ and $u$ have the same AC symbol at the root and that the arities of $t$ and $u$ correspond to the domain and codomain of the surjection with rank $s$ are not made explicit in the grammar, but it would be easy to check that they always hold by inspecting the rules of the forthcoming system *Lazy*. Delayed matching constraints of the form $\langle t, u, s \rangle$ and satisfying these conditions are more simply called triplets.

Figure 2 defines the first part of the lazy semantics, a rewriting system named $R_1$. The rules $\text{match\_AC}$, $\text{match}$, $\text{match\_fail}$, $\text{var\_clash}$ and $\text{fail\_gen}$ are standard and already appeared in the eager matching system. The rule $\text{match\_AC}$ activates the delayed matching computations starting from the first surjection. It is immediately followed by the rule $\text{match\_surj\_next}$ from the rewriting system $R_2$ defined in Figure 3.

```plaintext
match\_AC: \(+(t_1, \ldots, t_k) \ll AC +(u_1, \ldots, u_n) \leadsto Next(\langle t, u, 1 \rangle)\) if $+ \in \mathcal{F}_{AC}$ and $k \leq n$

match: \(t\in\mathcal{F}_{AC}\) if $t \in \mathcal{F} \setminus \mathcal{F}_{AC}$

match\_AC\_fail: \(+(t_1, \ldots, t_k) \ll AC +(u_1, \ldots, u_n) \leadsto F\) if $+ \in \mathcal{F}_{AC}$ and $k > n$

match\_fail: \(t\in\mathcal{F}_{AC}\) if $t \neq u$

fail\_gen: \(x \ll AC t \wedge C \wedge x \ll AC t' \leadsto F\) if $x \in \mathcal{X}$ and $t \neq t'$

var\_clash: \(t\in\mathcal{F}_{AC}\) if $x \in \mathcal{X}$
```

Figure 2: $R_1$ system: AC-matching rules
In $R_2$ the rule $\text{fail}_\text{next}$ states that the presence of a failure activates the delayed computations in the constraint $C$. The other rules propagate the activation of the delayed computations on the inductive structure of constraints. The rule next_and propagates the Next constructor to sub-constraints. The rule next_or propagates the Next constructor to the head of a list of constraints, provided this head is not $\mathbf{F}$.

When the constraint is $(t,u,s)$, two cases have to be considered. If the surjection rank $s < |S_{n,k}|$ is not the maximal one, then the rule match_surj_next reduces the constraint $\text{Next}(t,u,s)$ to a set of matching constraints according to the surjection with rank $s$, followed by delayed computations that will be activated from the next surjection, with rank $s+1$. In the final case when $s = |S_{n,k}|$ (rule match_surj_last), there is no delayed computations.

\begin{align*}
\text{fail}_\text{next}: & \quad \mathbf{F} \lor C \leadsto \text{Next}(C) \\
\text{next_id}: & \quad \text{Next}(1) \leadsto I \\
\text{next_or}: & \quad \text{Next}(C_1 \lor C_2) \leadsto \text{Next}(C_1) \lor \text{Next}(C_2) \\
\text{match_surj_next}: & \quad \text{Next}((t,u,s)) \leadsto (\bigwedge_{i=1}^{k} t_i \llac C \alpha_i) \lor (t,u,s+1) \\
& \quad \text{if } t = t_e(t_1,\ldots,t_k), u = t_e(u_1,\ldots,u_n), s < |S_{n,k}| \text{ and } s(u) = t_e(\alpha_1,\ldots,\alpha_k) \\
\text{match_surj_last}: & \quad \text{Next}((t,u,|S_{n,k}|)) \leadsto \bigwedge_{i=1}^{k} t_i \llac C \alpha_0 \\
& \quad \text{if } t = t_e(t_1,\ldots,t_k), u = t_e(u_1,\ldots,u_n) \text{ and } |S_{n,k}|(u) = t_e(\alpha_1,\ldots,\alpha_k)
\end{align*}

Figure 3: $R_3$ system: Next rules

Rules for the reduction of constraints in DNF are the same as in the eager system, but are defined in the separate rewrite system $R_3$ given in Figure 4.

Let us denote by $\text{Lazy}$ the rewriting system $R_1 \cup R_2 \cup R_3$ composed of the rules of Figures 2, 3 and 4 equipped with the evaluation strategy $\text{sat}$ that consists of the iteration of the following process: (i) Applying the rules of $R_1 \cup R_2$ until no rule is applicable, then (ii) applying the rules of $R_3$ until no rule is applicable.

### 4.3 Termination of lazy AC-matching

We prove the termination of the lazy AC-matching system $\text{Lazy}$ modularly, by considering some of its sub-systems separately, in the following lemmas.

**Lemma 4.1** The rewriting system $R_2$ is terminating.

**Proof.** On the one hand, no rule in $R_2$ produces the $\mathbf{F}$ constraint. Thus, after replacing with $\text{Next}(C)$ the occurrences of $\mathbf{F} \lor C$ in the input constraint, the rule fail_next is no longer used. On the other hand, no rule in $R_2$ can reduce the right side of the rules match_surj_next and match_surj_last. Thus it is sufficient to prove the termination of $R_4 = \{\text{next_fail, next_id, next_basic, next_and, next_or}\}$.
This is standard, using a recursive path ordering \[7\]. Intuitively, the termination of \( R_4 \) is ensured by the fact that all the rules in \( R_4 \) push the \texttt{Next} constructor down until reaching the leaves. 

Before proving the termination of \( R_1 \cup R_2 \), we need to introduce a variant of terms and triplets to prove a technical lemma about their occurrences in derivations. The \textit{marked term} \( t^M \) associated to the term \( t \) is obtained from \( t \) by replacing each AC symbol + at some position \( p \) in \( t \) with +\(_p\). The \textit{marked triplet} associated to the triplet \( (t,u,s) \) is defined to be \( (t^M,u,s) \). The \textit{marked constraint} associated to the constraint \( t \llt_{AC} u \) is \( t^M \llt_{AC} u \). The \textit{marked variant} \( R^M_1 \) (resp. \( R^M_2 \), Lazy\(^M\)) of the \( R_1 \) (resp. \( R_2 \), Lazy) system is obtained from the latter by replacing triplets with marked triplets, constraints with marked constraints and +\((t_1,\ldots,t_k)\) by +\(_p\)(\(t_1,\ldots,t_k\)) for any \( p \), in the pattern of the rules \texttt{match\(_AC\)} and \texttt{match\(_AC\).fail}. It is clear, and thus admitted, that the derivations of Lazy\(^M\) are the variants of the derivations of Lazy, in a natural sense.

**Lemma 4.2** Let \( t^M \) be a marked term with an AC symbol at the root and \( u \) be a term with the same AC symbol at the root. Consider a derivation \( t^M \llt_{AC} u \sim C_1 \sim C_2 \sim \ldots \) with rules in \( R^M_1 \cup R^M_2 \). Then, the number of marked triplets in the sequence \( C_1,C_2,\ldots \) is strongly bounded, in the following sense: (i) There is an upper bound for the number of marked triplets in each \( C_i \) and (ii) for each subterm \( t' \) of \( t \) with an AC symbol at the root, if a marked triplet built up on the marked subterm \( t' \) (i.e. of the form \( \langle t',u',s \rangle \) for some \( u' \) and \( s \)) is deleted from some \( C_i \), \( i \geq 1 \), then it never appears again in \( C_j \), for all \( j > i \).

**Proof.** (i) The variant of the rule \texttt{match\(_AC\)} replaces an elementary matching problem (between two terms with an AC symbol at the root) with a marked triplet. It is the only rule of \( R^M_1 \cup R^M_2 \) that produces a marked triplet whose first (marked) term is new. Then the variant of the rule \texttt{match\(_\text{surj}.\text{next}\)} replaces a marked triplet whose first (marked) term is the subterm \( t' = +p(\ldots) \) of \( t \) at some position \( p \) with a marked triplet on the same terms, whose surjection rank is incremented. Thus the number of marked triplets in a constraint is bounded above by the number of positions of AC symbols in \( t \).

(ii) The only rule of \( R^M_1 \cup R^M_2 \) that deletes a marked triplet whose first (marked) term is \( t' \) is the variant of \texttt{match\(_\text{surj}.\text{last}\)}. This marked triplet never appears again because the variant of the rule \texttt{match\(_\text{surj}.\text{next}\)} just increments the surjection rank of remaining triplets, whose first marked term \( t'' \) is another subterm of \( t \), located at another position in \( t \) (\( t'' \) at least differs from \( t' \) by the name of its root symbol), and the other rules of \( R^M_1 \cup R^M_2 \) neither create new marked triplets nor duplicate existing ones. \hfill \Box

**Lemma 4.3** The rewriting system \( R_1 \cup R_2 \) is terminating.

**Proof.** Notice that \( R_1 \setminus \{\texttt{match\(_AC\)}\} \) is clearly terminating since it is a subsystem of the eager one, which is known to be terminating. We deduce that \( R_1 \) is terminating since no rule in \( R_1 \) reduces the right side of the rule \texttt{match\(_AC\)}. Since \( R_1 \) and \( R_2 \) are terminating, it remains to show that there is no infinite reduction that goes back and forth between \( R_1 \) and \( R_2 \). Toward a contradiction, assume that there is an infinite reduction \( C_1 \sim_{R_1}^+ C_2 \sim_{R_2}^+ C_3 \sim_{R_1}^+ \ldots \) that goes back and forth between \( R_1 \) and \( R_2 \), where \( C_1 \) is a pattern-matching problem. In \( R_2 \) the rule \texttt{match\(_\text{surj}.\text{next}\)} is the only rule producing new redexes for the system \( R_1 \), i.e. pattern-matching problems. Then the rule \texttt{match\(_\text{surj}.\text{next}\)} should appear infinitely often in this infinite reduction. Equivalently, we consider the marked variant of this derivation, with the same notations. Since the number of marked triplets in the sequence \( C_1,C_2,\ldots \) is strongly bounded (by Lemma 4.2) there is a marked triplet \( \langle t,u,s_k \rangle \) and an infinite sub-sequence \( C_{k_1},C_{k_2},\ldots \) of \( C_1,C_2,\ldots \) such that \( \langle t,u,s_{k_i} \rangle \in C_{k_i} \) and \( s_{k_{i+1}} = s_{k_i} + 1 \) for each \( i \). This is a contradiction since the rank of surjections is upper bounded. \hfill \Box
Theorem 4.4 The Lazy system is terminating.

Proof. On the one hand, the termination of \( \mathcal{R}_1 \cup \mathcal{R}_2 \) is proved in Lemma 4.3. On the other hand, it is standard to show that the system \( \mathcal{R}_3 \) is terminating. It corresponds to the normalization w.r.t. the disjunctive normal form. Therefore, it is sufficient to show that there is no infinite reduction that goes back and forth between the saturation of \( \mathcal{R}_1 \cup \mathcal{R}_2 \) and the saturation of \( \mathcal{R}_3 \). Let \( \mathcal{R} = t \bowtie ac u \sim^o_{\mathcal{R}_1 \cup \mathcal{R}_2} C_1 \sim^o_{\mathcal{R}_1} C_2 \sim^o_{\mathcal{R}_1 \cup \mathcal{R}_2} \ldots \) be a reduction in Lazy. Notice that each \( C_p \), where \( p \) is even, is of the form \( \bigvee_{i=1}^k F_i \) where \( F_i = \bigwedge_{j=1}^m D_j \) and each \( D_j \) is either a triplet or the matching problem of a term with a variable. If there is no new redex in \( C_p \) then the reduction \( \mathcal{R} \) stops. Otherwise, by observing the right side of the rules of \( \mathcal{R}_1 \cup \mathcal{R}_2 \), we claim that if there is a new redex in \( C_p - \) which is created by the system \( \mathcal{R}_3 - \) then this redex is necessarily of the form \( x \bowtie ac t \ldots x \bowtie ac t' \) with \( t \neq t' \), producing the \( F \) constraint. Let \( q \in [k] \) be the smallest integer such that such a redex appears in \( F_q \). If \( q = k \) then \( C_p \) is reduced to \( \bigvee_{i=1}^{k-1} F_i \vee F \) and the reduction \( \mathcal{R} \) terminates. Otherwise, \( C_p \sim^{\text{fail}_\text{gen}} F_1 \vee \ldots \vee F \vee F_{q+1} \vee \ldots \vee F \vee \ldots \vee F_k \sim^{\text{fail}_\text{next}} F_1 \vee \ldots \vee \text{Next}(F_{q+1}) \vee \ldots \vee F \vee \ldots \vee F_k \).

The rules of \( \mathcal{R}_2 \) push the \( \text{Next} \) constructor down, and all the constraints of the form \( \text{Next}(\langle t, u, s \rangle) \) in \( F_{p+1} \) are reduced to \( \left( \bigwedge_{i=1}^{m-1} t_i \bowtie ac \alpha_i \right) \vee \langle t, u, s + 1 \rangle \) by the rule \( \text{match}_\text{surj}_\text{next} \), if \( s(t) = t_\epsilon(\alpha_1, \ldots, \alpha_k) \).

To prove that the reduction \( \mathcal{R} \) terminates it is sufficient to prove that the system \( \mathcal{R} = \mathcal{R}_1 \setminus \{ \text{match}_\text{AC} \} \cup \{ \text{always}_\text{next}, \text{match}_\text{AC}_2 \} \cup \mathcal{R}_3 \) is terminating, with the following rule definitions:

\[
\text{match}_\text{AC}_2: \ t \bowtie ac u \leadsto \langle t, u, 1 \rangle \quad \text{and} \quad \text{always}_\text{next}: \ \langle t, u, s \rangle \leadsto \left( \bigwedge_{i=1}^{i=k} t_i \bowtie ac \alpha_i \right) \vee \langle t, u, s + 1 \rangle.
\]

However the termination of \( \mathcal{R} \) is ensured by the termination of the eager system. That is, we have just replaced the rule \( \text{E}_\text{match}_\text{AC} \) of \( \text{Eager} \) with the rules \( \text{match}_\text{AC}_2 \) and \( \text{always}_\text{next} \) in \( \mathcal{R} \).

4.4 Confluence of lazy AC-matching

The system \( \text{Lazy} \) is not confluent, due to the non-confluence of \( \mathcal{R}_3 \). In this section we argue that the system \( \mathcal{R}_1 \cup \mathcal{R}_2 \) is confluent, and we consider an evaluation strategy for \( \mathcal{R}_3 \) to get a confluent AC-lazy matching system, that we call \( \text{Lazy}^l \).

Proposition 4.5 The system \( \mathcal{R}_1 \cup \mathcal{R}_2 \) is locally confluent.

Proof. It is straightforward to check that there is no critical overlap between any two redexes, i.e. the contraction of one redex does not destroy the others. It is worth mentioning that without the condition \( C_1 \neq F \) of the rule \( \text{next}_\text{or} \) we could have non-convergent critical pairs, e.g. \( \text{Next}(F \vee C) \leadsto \text{Next}(\text{Next}(C)) \) by the rule \( \text{fail}_\text{next} \) and \( \text{Next}(F \vee C) \leadsto \text{Next}(F) \vee C \leadsto F \vee C \leadsto \text{Next}(C) \).

Corollary 4.6 The system \( \mathcal{R}_1 \cup \mathcal{R}_2 \) is confluent.

The reason of the non-confluence of \( \mathcal{R}_3 \) is the non-commutativity of the operators \( \land \) and \( \lor \). It is classical to add a strategy to \( \mathcal{R}_3 \) so that the resulting system becomes confluent.

Definition 4.2 Let \( \mathcal{R}_3^l \) be the system \( \mathcal{R}_3 \) with the following strategy: (i) When reducing a constraint of the form \( \bigwedge_{i=1}^{i=k} C_{i,j} \) with \( k \geq 3 \), first reduce \( \bigwedge_{i=2}^{i=k} C_{i,j} \), and (ii) reduce \( \bigvee_{i=1}^{i=m} A_i \) \( \wedge B \) to \( (A_1 \wedge B) \vee (\bigvee_{i=2}^{i=m} A_i) \wedge B \).
Proposition 4.7  (Admitted) $\mathcal{R}^\downarrow_1$ is confluent.

Now we are ready to define the lazy AC-matching.

Definition 4.3  The lazy AC-matching, denoted by Lazy$^\downarrow$, is the rewriting system $\mathcal{R}_1 \cup \mathcal{R}_2 \cup \mathcal{R}_3$ composed of the rules of Figures 2, 3 and 4, equipped with the evaluation strategy sat$^\downarrow$ that consists of the iteration of the following process: (i) Applying the rules of $\mathcal{R}_1 \cup \mathcal{R}_2$ until no rule is applicable, then (ii) applying $\mathcal{R}^\downarrow_3$ until no rule is applicable.

Theorem 4.8  Lazy$^\downarrow$ is terminating and confluent.

Proof. The termination of Lazy$^\downarrow$ is a consequence of the one of Lazy. The confluence of Lazy$^\downarrow$ follows from the confluence of $\mathcal{R}_1 \cup \mathcal{R}_2$ and $\mathcal{R}^\downarrow_3$. \Box

In what follows the normal form of a constraint $C$ w.r.t. a system $\mathcal{R}$ will be denoted by $NF_{\mathcal{R}}(C)$, or just $NF(C)$ if $\mathcal{R}$ is Lazy$^\downarrow$.

4.5 Normal forms and lazy lists

In this section we prove Theorem 4.15 that characterizes the normal forms of the lazy AC-matching Lazy$^\downarrow$. They correspond basically to lazy lists. Roughly speaking, a lazy list is composed of a substitution at the head and a non-evaluated object that represents the remaining substitutions. This characterization of the normal forms is of major importance since it guarantees that the element at the head is always a substitution. The formal definition of lazy lists follows.

Definition 4.4  A $\land$-substitution is a conjunction of delayed matching constraints of the form $x \ll_{\Delta_c} u$ where $x$ is a variable. A $\land$-substitution is irreducible if it cannot be reduced by the rule fail$\bot$. A constraint is called a lazy list if it is $F$, $I$, an irreducible $\land$-substitution or a constraint of the form $\sigma \lor C$ where $\sigma$ is an irreducible $\land$-substitution and $NF(\text{Next}(C))$ is also a lazy list.

In order to characterize the normal forms of Lazy$^\downarrow$ we first characterize in Lemma 4.9 the normal forms of the system $\mathcal{R}_1 \cup \mathcal{R}_2$. Then we characterize in Lemma 4.12 the normal forms of $\mathcal{R}^\downarrow_3$ when it has the normal forms of $\mathcal{R}_1 \cup \mathcal{R}_2$ as input. Summing up these results, we show in Proposition 4.14 the invariance of the syntax of constraints after the composition of the application of $\mathcal{R}_1 \cup \mathcal{R}_2$ and of $\mathcal{R}^\downarrow_3$. Finally, Theorem 4.15 becomes an immediate consequence of Proposition 4.14.

Let us begin by characterizing the normal forms of $\mathcal{R}_1 \cup \mathcal{R}_2$ and introduce for this purpose the grammar $\mathcal{G} := \mathcal{G} \lor \mathcal{G} \lor \langle \mathcal{T}, \mathcal{T}, \mathcal{N}^* \rangle \lor \mathcal{R} \ll_{\Delta_c} \mathcal{T} \lor I$.

Lemma 4.9  The normal form of an AC-matching problem by the system $\mathcal{R}_1 \cup \mathcal{R}_2$ is either $F$ or follows the grammar $\mathcal{G}$.

Proof. Let $t \ll_{\Delta_c} u$ be an AC-matching problem. When $t \ll_{\Delta_c} u \sim_{\mathcal{R}_1 \cup \mathcal{R}_2} F$, the normal form of the AC-matching problem is $F$, since no rule rewrites $F$. The other cases when $t$ or $u$ is a variable are also trivial: the matching problem is reduced to $I$ or is irreducible.

It remains to consider the case when $t = t_e(t_1, \ldots, t_k)$ and $u = t_e(u_1, \ldots, u_n)$ for some $k, n \geq 0$. The proof is by induction on the number of symbols in $t$. If $t$ is a constant, i.e. $k = 0$, then $n = 0$ and $u = t$. The AC-matching problem $t \ll_{\Delta_c} u$ is reduced to $I$, thus follows the grammar $\mathcal{G}$. Otherwise, $k \geq 1$. Only one rule can be applied, match$\Delta_c$ or match, depending on the nature of the symbol $t_e$ at the root of $t$. 

Case 1. If $t_e$ is an AC symbol, then $k \leq n$ and $t \ll u \leadsto_{\mathit{match}} \mathit{Next}(\langle t, u, 1 \rangle)$. We prove more generally that the normal form of $\mathit{Next}(\langle t, u, s \rangle)$ by $\mathcal{R}_1 \cup \mathcal{R}_2$ is $F$ or follows the grammar $\mathfrak{G}$. Let $s(u) = t_e(\alpha_1, \ldots, \alpha_k)$ and $C = \bigwedge_{i=1}^{i=k} t_i \ll_{\mathit{ac}} \alpha_i$.

If $|S_{n,k}| - s = 0$, then $\mathit{Next}(\langle t, u, s \rangle) \leadsto_{\mathit{match}} C \leadsto^* \mathit{NF}(C)$. Otherwise, when $|S_{n,k}| - s > 0$, $\mathit{Next}(\langle t, u, s \rangle) \leadsto_{\mathit{match}} C \lor (t, u, s + 1) \leadsto^* \mathit{NF}(C) \lor (t, u, s + 1)$. In both cases, since each $t_i$ contains less symbols than $t$, the induction hypothesis holds for each $t_i$, and hence the normal form $\mathit{NF}(C)$ of $C = \bigwedge_{i=1}^{i=k} t_i \ll_{\mathit{ac}} \alpha_i$ is $F$ or a constraint which follows the grammar $\mathfrak{G}$, since $F$ is an absorbing element for $\land$.

For this case the remainder of the proof is by induction on $|S_{n,k}| - s$. The basic case when $|S_{n,k}| - s = 0$ has already been treated. When $|S_{n,k}| - s > 0$, there are two cases. If $\mathit{NF}(C)$ follows the grammar $\mathfrak{G}$ then it obviously also holds for $\mathit{NF}(C) \lor (t, u, s + 1)$. Otherwise, $\mathit{NF}(C)$ is $F$ and $\mathit{Next}(\langle t, u, s \rangle) \leadsto^* F \lor (t, u, s + 1) \leadsto_{\mathit{fail} \mathit{next}} \mathit{Next}(\langle t, u, s + 1 \rangle)$. Since $|S_{n,k}| - (s + 1) < |S_{n,k}| - s$, the induction hypothesis gives that $\mathit{NF}(\mathit{Next}(\langle t, u, s + 1 \rangle))$ is $F$ or follows the grammar $\mathfrak{G}$, hence also for $\mathit{Next}(\langle t, u, s \rangle)$.

Case 2. If $t_e$ is not an AC symbol, then $k = n$ and $t \ll u \leadsto_{\mathit{match}} \bigwedge_{i=1}^{i=k} t_i \ll_{\mathit{ac}} u_i \leadsto^* \bigwedge_{i=1}^{i=k} \mathit{NF}(t_i \ll_{\mathit{ac}} u_i)$. By induction hypothesis, for each $i$, $\mathit{NF}(t_i \ll_{\mathit{ac}} u_i)$ is $F$ or follows the grammar $\mathfrak{G}$. If $\mathit{NF}(t_i \ll_{\mathit{ac}} u_i) = F$ for some $i \in [k]$, then $t \ll u \leadsto^* F$, since $F$ is an absorbing element for $\land$. Otherwise, $\mathit{NF}(t_i \ll_{\mathit{ac}} u_i)$ follows $\mathfrak{G}$ for each $i$, and then it obviously also holds for their conjunction, and for $\mathit{NF}(t \ll_{\mathit{ac}} u)$.

**Lemma 4.10** Let $C$ be an irreducible constraint w.r.t. $\mathcal{R}_1 \cup \mathcal{R}_2$ that follows the grammar $\mathfrak{G}$. Then, the normal form of $\mathit{Next}(C)$ by $\mathcal{R}_1 \cup \mathcal{R}_2$ is $C$.

**Proof.** The proof is by induction on the grammar constructions of $\mathfrak{G}$. If $C$ is $I$ or a matching problem of the form $x \ll_{\mathit{ac}} u$ where $x$ is a variable, then the rules next$_\mathit{id}$ and next$_\mathit{basic}$ ensure that $\mathit{Next}(C) \sim C$. If $C = C_1 \land C_2$ then $\mathit{Next}(C_1 \land C_2) \sim \mathit{Next}(C_1) \land \mathit{Next}(C_2)$ and the induction hypothesis $\mathit{NF}(\mathit{Next}(C_1)) = C_1$ and $\mathit{NF}(\mathit{Next}(C_2)) = C_2$ apply to show that $\mathit{NF}(\mathit{Next}(C_1 \land C_2)) = \mathit{NF}(C_1 \land C_2) = C_1 \land C_2$. If $C = C_1 \lor (t, u, s)$, then $\mathit{Next}(C_1 \lor (t, u, s)) \sim \mathit{Next}(C_1) \lor (t, u, s) \sim C_1 \lor (t, u, s)$.

We can generalize the previous lemma by the following one.

**Lemma 4.11** Let $F$ be a constraint of the form $\bigwedge_i F_i$, where each $F_i$ is either a triplet or follows the grammar $\mathfrak{G}$, such that $F$ is irreducible w.r.t. $\mathcal{R}_1 \cup \mathcal{R}_2$. Then, the normal form of $\mathit{Next}(F)$ by $\mathcal{R}_1 \cup \mathcal{R}_2$ is $F$ or follows the grammar $\mathfrak{G}$.

**Proof.** By iterating application of the rule next$_\mathit{and}$ and we get $\mathit{Next}(\bigwedge_i F_i) \sim^* \bigwedge_i \mathit{Next}(F_i)$. $F_i$ is irreducible w.r.t. $\mathcal{R}_1 \cup \mathcal{R}_2$ because $F$ is irreducible. If $F_i$ follows the grammar $\mathfrak{G}$, then $\mathit{NF}(\mathit{Next}(F_i)) = F_i$ by Lemma 4.10. If $F_i$ is a triplet then by Lemma 4.9 the normal form of $\mathit{Next}(F_i)$ is $F$ or follows $\mathfrak{G}$. Therefore, the normal form of $\bigwedge_i \mathit{Next}(F_i)$ is $F$ or follows $\mathfrak{G}$.

We define the grammar $\mathcal{K} := \mathcal{K} \land \mathcal{K} \mid \mathcal{X} \ll_{\mathit{ac}} \mathcal{T} \mid \langle \mathcal{T}, \mathcal{J}, \mathbb{N}^* \rangle$ for conjunctions of atomic constraints, the grammar $\mathcal{J} := \mathcal{J} \lor \mathcal{J} \mid \mathcal{K}$ for constraints in DNF, the grammar $\mathfrak{S} := \mathfrak{S} \land \mathfrak{S} \mid \mathcal{X} \ll_{\mathit{ac}} \mathcal{T}$ for $\land$-substitutions, and the grammar $\mathfrak{H} := \mathfrak{S} \lor \mathcal{J} \mid \mathfrak{S} \lor \mathcal{J} \mid \mathcal{I}$ to formulate the following two lemmas. The first one is about normal forms by $\mathcal{R}_3^\dagger$ of inputs which are normal forms of $\mathcal{R}_1 \cup \mathcal{R}_2$.

**Lemma 4.12** Let $C$ be an irreducible constraint w.r.t. $\mathcal{R}_1 \cup \mathcal{R}_2$ that follows the grammar $\mathfrak{G}$. Then, the normal form of $C$ by the system $\mathcal{R}_3^\dagger$ follows the grammar $\mathcal{K}$. 


Proof. On the one hand, since \( C \) follows the grammar \( \mathcal{G} \), it is built up on \( \land, \lor, \mathbf{I} \), matching constraints of the form \( x \ll_{ac} u \) and triplets. On the other hand, the normal form of \( C \) by \( \mathcal{R}_2 \) is in DNF. Therefore it is sufficient to show that \( NF_{\mathcal{R}_2}(C) \) is either \( \mathbf{I} \) or of the form \( \sigma \lor F \), where \( \sigma \) is either a \( \land \)-substitution or \( \mathbf{I} \), and \( F \) follows \( \mathcal{F} \). The proof is by induction on the grammar constructions of \( \mathcal{G} \). If \( C \) is \( \mathbf{I} \) or \( x \ll_{ac} u \) then the claim holds. Otherwise, we distinguish two cases:

Case 1. If \( C = C_1 \land C_2 \), then we only discuss the non-trivial case when \( NF(C_1) \) or \( NF(C_2) \) is of the form \( \sigma \lor F \). Assume that \( C_1 = \sigma_1 \lor F_1 \), the other case can be handled similarly. In this case \( C_2 \) can be \( \mathbf{I} \), \( \sigma_2 \lor F_2 \). If \( C_2 = \mathbf{I} \) then \( \{\sigma_1 \lor F_1\} \land I = \sigma \lor F_1 \). If \( C_2 = \sigma_2 \), then \( (\sigma_1 \lor F_1) \land (\sigma_2 \lor F_2) \). Finally, if \( C_2 = \sigma_2 \lor F_2 \), then \( (\sigma_1 \lor F_1) \land (\sigma_2 \lor F_2) \). The result follows from Lemma 4.13.

Case 2. If \( C = C_1 \lor \langle t, u, s \rangle \), then we apply the induction hypothesis on \( NF(C_1) \), and the desired result follows.

The following lemma describes the syntax of the result of \( \text{Next}(F) \) by the application of \( \mathcal{R}_1 \cup \mathcal{R}_2 \) followed by the application of \( \mathcal{R}_3 \), when \( F \) is an irreducible constraint in DNF.

Lemma 4.13 Let \( \phi(p) = \bigvee_{i=p}^{j} \land_{j=1}^{q} C_{i,j} \) be an irreducible constraint w.r.t. \( \mathcal{R}_1 \cup \mathcal{R}_2 \) that follows the grammar \( \mathcal{G} \). Then \( NF_{\mathcal{R}_3}(NF_{\mathcal{R}_1 \cup \mathcal{R}_2}(\text{Next}(\phi(p)))) \) is either \( \mathbf{F} \) or follows the grammar \( \mathcal{H} \).

Proof. The proof is by induction on \( p \). If \( p = 1 \) then by Lemma 4.11 \( \phi' = NF_{\mathcal{R}_1 \cup \mathcal{R}_2}(\text{Next}(\phi(1))) \) is \( \mathbf{F} \) or follows \( \mathcal{G} \). Therefore \( NF_{\mathcal{R}_3}(\phi') \) is \( \mathbf{F} \), or follows \( \mathcal{H} \) by Lemma 4.12. If \( p > 1 \) then \( \text{Next}(\bigvee_{i=p}^{j} \land_{j=1}^{q} C_{i,j}) \) or follows \( \mathcal{G} \) by Lemma 4.11 again \( NF_{\mathcal{R}_1 \cup \mathcal{R}_2}(\text{Next}(\land_{j=1}^{q} C_{i,j})) \) is \( \mathbf{F} \) or follows \( \mathcal{G} \).

In the first case, we apply \( \mathbf{F} \lor \phi(p-1) \lor \text{Next}(\phi(p-1)) \), and use the induction hypothesis that \( NF_{\mathcal{R}_3}(NF_{\mathcal{R}_1 \cup \mathcal{R}_2}(\text{Next}(\phi(p-1)))) \) follows \( \mathcal{H} \). In the second case, it comes from Lemma 4.12 that \( \mathbf{H} = NF_{\mathcal{R}_3}(NF_{\mathcal{R}_1 \cup \mathcal{R}_2}(\text{Next}(\land_{j=1}^{q} C_{i,j}))) \) follows \( \mathcal{H} \). Hence \( \mathbf{F} \lor \phi(p-1) \lor \text{Next}(\phi(p-1)) \) follows \( \mathcal{H} \), since \( \phi(p-1) \) follows \( \mathcal{F} \).

Now we are ready to prove the following invariance proposition. It generalizes the previous lemma by considering an arbitrary constraint following the grammar \( \mathcal{H} \).

Proposition 4.14 (Invariance proposition) Let \( C \) be a constraint following the grammar \( \mathcal{H} \). Then \( NF_{\mathcal{R}_3}(NF_{\mathcal{R}_1 \cup \mathcal{R}_2}(C)) \) is \( \mathbf{F} \) or follows the grammar \( \mathcal{H} \).

Proof. The case when \( C \) is a \( \land \)-substitution or \( \mathbf{I} \) is trivial. Otherwise, let \( C = \sigma \lor F \), where \( \sigma \) is \( \mathbf{I} \) or a \( \land \)-substitution and \( F \) follows \( \mathcal{F} \). Notice that the only potential redexes in \( C \) w.r.t. the system \( \mathcal{R}_1 \cup \mathcal{R}_2 \) are of the form \( x \ll_{ac} u_1 \land \ldots \land x \ll_{ac} u_2 \) such that \( u_1 \neq u_2 \). In this case the rule \text{fail}_\text{gen} \) is applied. Let us call such redexes failure redexes. We distinguish two cases.

Case 1. If there is no failure redex in \( F \) (i.e. \( F \) is irreducible w.r.t. \( \mathcal{R}_1 \cup \mathcal{R}_2 \)) then we again distinguish two cases. If there is no failure redex in \( \sigma \), then we are done. Otherwise, \( \sigma \lor F \lor \text{Next}(F) \), and the result follows from Lemma 4.13.

Case 2. If there are some failure redexes in \( F \) then assume that \( F = \bigvee_{i=1}^{m} F_i \), and let \( I = \{m\} \). Let us argue that \( NF_{\mathcal{R}_1 \cup \mathcal{R}_2}(F) \) is either \( \mathbf{F} \) or of the form \( \bigvee_{i \in I} F_i' \) where either \( F_i' = F_i \) or \( F_i' = NF_{\mathcal{R}_1 \cup \mathcal{R}_2}(\text{Next}(F_i)) \neq \mathbf{F} \) for some \( i' \subseteq I \). We propose an algorithm to construct \( I' \). Let \( I' := I \) initially. (a) If \( m = 1 \), the expected form for \( NF_{\mathcal{R}_1 \cup \mathcal{R}_2}(F) \) is obtained with the current \( I' \). Otherwise, if \( m > 1 \), let \( p \) be the smallest integer in \( \{m\} \) such that \( F_i \) contains a failure redex. Therefore we have \( \bigvee_{i=1}^{p-1} F_i \lor \text{fail} \lor \)
Proof. In this section we integrate lazy AC-matching with strategy application. More details on strategy languages can be found in \cite{DBLP:journals/tcs/DeBruijnL потому стратегии действительно всегда и никогда не сходят. Они разделяют суперпозицию с использованием наиболее общих правил.}

5 Lazy AC-rewriting with strategies

In this section we integrate lazy AC-matching with strategy application. More details on strategy languages can be found in \cite{DBLP:conf/icalp/Cervesato04, DBLP:conf/flop/Cervesato05, DBLP:journals/tcs/DeBruijnL}.

Primitive strategies are rewrite rules \( l \to r \) and the id and fail strategies that respectively always and never succeed. They are completed with the most usual reduction strategies, namely the four traversal strategies \( \text{leftmost-outermost}, \text{leftmost-innermost}, \text{parallel-outermost} \) and \( \text{parallel-innermost} \) \cite{DBLP:conf/icalp/Cervesato04} Definition 4.9.5] that control a rewrite system by selecting redexes according to their position. For sake of simplicity we restrict their control to a single rewrite rule. Let \( v \) be one of these four strategies. The application of \( v \) to the rewrite rule \( l \to r \) is denoted by \( v(l \to r) \). The sequential composition of two strategies \( u \) and \( w \) is denoted by \( u;w \). The application of a strategy \( u \) to a term \( t \) is denoted by \( [u] \cdot t \).

A strategy application produces a lazy list of terms, defined by the grammar \( \mathcal{L} ::= \bot \union \mathcal{L} \union \mathcal{T} \union \mathcal{C}(\mathcal{T}) \). A list is usually defined by a constructor for an empty list and a constructor adding one element at the head of another list. Then concatenation of two lists is defined, with another notation. Here we
equivalently introduce an associative symbol $::$ for concatenation of two lists of terms, and a symbol $\perp$ to denote an empty list of terms, which is a neutral element for $::$. We use the same conventions as for $\lor$ in Section \[\text{4}\]. Let $\text{LList}(\tau)$ denote the set of lazy lists of terms.

\begin{align*}
\text{identity:} & \quad [\text{id}] \cdot \tau \leadsto \tau \\
\text{failure:} & \quad [\text{fail}] \cdot \tau \leadsto \perp \\
\text{compose:} & \quad [u;v] \cdot \tau \leadsto [u] \cdot ([v] \cdot \tau)
\end{align*}

(a) $\text{id}$, $\text{fail}$ and $\text{composition}$ rules

\begin{align*}
\text{rule1:} & \quad [l \to r] \cdot \perp \leadsto \perp \\
\text{rule2:} & \quad [l \to r] \cdot (t :: \tau) \leadsto (l \ll_{\text{ac}} t)(r) :: ([l \to r] \cdot \tau) \\
\text{subs\_fail:} & \quad F(t) \leadsto \perp \\
\text{subs\_id:} & \quad I(t) \leadsto t \\
\text{subs:} & \quad (\sigma \lor C)(t) \leadsto \sigma(t) :: C(t)
\end{align*}

(b) $\text{Top rewriting}$

Figure 5: AC-rewriting operational semantics

The operational semantics of the strategies $\text{id}$ and $\text{fail}$ and of strategy composition are defined in Figure 5(a) for any lazy list of terms $\tau$ and any two strategies $u$ and $v$. The operational semantics of top rewriting is defined in Figure 5(b). Let $\text{LTR}$ be the system composed of these five rules and the $\text{Lazy}^3$ AC-matching. The rules $\text{rule1}$ and $\text{rule2}$ reduce the application of a rewrite rule at the top of terms in a lazy list of terms. In $\text{rule2}$ the expression $l \ll_{\text{ac}} t$ is reduced to its normal form by $\text{Lazy}^3$. The result is a lazy list of constraints. The rules $\text{subs\_fail}$, $\text{subs\_id}$ and $\text{subs}$ reduce the application of a lazy list of constraints on a term. In the right side of rule $\text{subs}$, a $\lor$-substitution $\sigma$ is applied to a term, in a sense which is a simple extension of the standard definition of substitution application. Equivalently $\lor$-substitutions can be reduced to standard ones by a transformation similar to the post-processing defined for the eager AC-matching.

The application of the system $\text{LTR}$ to the expression $[l \to r] \cdot (t)$ produces either $\perp$ or a non-empty lazy list of terms $u_1 :: \tau_1$, where $u_1$ is the first result of the application of the rewrite rule $l \to r$ at the top of the term $t$ and $\tau_1$ is (a syntactic object denoting) the lazy list of the other results. When applying on $\tau_1$, the rewrite system defined in Figure 6 and then the system $\text{LTR}$, we get again either $\perp$ or a non-empty lazy list $u_2 :: \tau_2$, where $u_2$ is the second result of the application of the rewrite rule $l \to r$ at the top of the term $t$ and $\tau_2$ is again (a syntactic object denoting) a lazy list of terms that represents the remaining results, and so on.

\begin{align*}
\text{next\_empty:} & \quad \text{Next}(\perp) \leadsto \perp \\
\text{next\_term:} & \quad \text{Next}(t) \leadsto t, \text{ if } t \text{ is a term}
\end{align*}

Figure 6: $\text{Next}$ rules for lists of terms

The application of a traversal strategy on a lazy list of terms in $\text{LList}(\tau)$ is defined as follows:

\begin{align*}
\text{traversal1:} & \quad [v(l \to r)] \cdot \perp \leadsto \perp \\
\text{traversal2:} & \quad [v(l \to r)] \cdot (t :: \tau) \leadsto [v(l \to r)] \cdot t :: [v(l \to r)] \cdot \tau
\end{align*}

The rules $[v(u)] \cdot t \leadsto \begin{cases} [u] \cdot t & \text{if } [u] \cdot t \neq \perp \text{ or } t \in X \\ \uparrow f([v(u)] \cdot t_1, \ldots, [v(u)] \cdot t_n) & \text{if } [u] \cdot t = \perp \text{ and } t = f(t_1, \ldots, t_n) \end{cases}$ define the application of the traversal strategy $v(u)$ on the term $t$ for the rewrite rule $u$ and the parallel-outermost strategy constructor $v$. The other traversal strategies can be handled similarly. We have seen that the application of a rewrite rule at the top of a term yields a lazy list of terms in $\text{LList}(\tau)$. Here
the application of a rule to a term at arbitrary depth, via a traversal strategy, yields a decorated term, which is a term where some subterms are replaced by a lazy list of terms. This lazy list of terms is abusively called a lazy subterm, with the property that lazy subterms are not nested. In other words, the positions of two lazy subterms are not comparable, for the standard prefix partial order over the set of term positions. The operator ↑ is assumed to reduce a decorated term to a lazy list of terms. We summarize its behavior as follows. A decorated term can be encoded by a tuple \((t, k, p, \delta)\) where \(t\) is the term before strategy application, \(k\) is the number of decorated positions, \(p\) is a function from \(\{1, \ldots, k\}\) to the domain of \(t\) (i.e. its set of positions) which defines the decorated positions, such that \(p(i)\) and \(p(j)\) are not comparable if \(i \neq j\), and \(\delta\) is the function from \(\{1, \ldots, k\}\) to \(LList(\mathbb{T})\) such that \(\delta(i)\) is the lazy list at position \(p(i)\), \(1 \leq i \leq k\). It is easy to construct an iterator over the \(k\)-tuples of positive integers (for instance in lexicographical order), and to derive from it an iterator over tuples of terms \((s_1, \ldots, s_k)\) with \(s_i\) in the list \(\delta(i)\) for \(1 \leq i \leq k\). From this iterator and function \(p\) we derive an iterator producing the lazy list \(\uparrow t\) by replacing each subterm \(t|p(i)\) by \(s_i\).

6 Implementation and experiments

We present here a prototypal implementation of lazy AC-matching and report about its experimentation. Our implementation is a straightforward translation of the \(\text{Lazy}^\downarrow\) system in the rule-based language \texttt{symbtrans} [1] built on the computer algebra system Maple.

This prototype obviously does not claim efficiency in the usual sense of the number of solutions computed in a given amount of time. But this section shows that our prototype optimises the standard deviation of the time between two successive solutions. This performance criterion corresponds to our initial motivations and can be measured on the prototype. We consider the matching problem \(x_1 + \ldots + x_{18} \ll_{\text{AC}} a_1 + \ldots + a_{18}\), for 18 variables \(x_1, \ldots, x_{18}\) and 18 constants \(a_1, \ldots, a_{18}\). On this problem our lazy prototype provides any two consecutive solutions in an average time of 0.37 seconds, with a standard deviation of 0.021 seconds between the 100-th first solutions. In comparison the computation time between two consecutive solutions with the Maude function \texttt{metaXmatch} grows exponentially. The experiment is done on an Intel core 2 Duo T6600@2.2GHz with 3.4Gb of memory, under a x86_64 Ubuntu Linux.

Finally, it is worth mentioning the performance of the Maple standard matching procedure \texttt{patmatch(expr, pattern,'s')} that returns true if it is able to match \texttt{expr} to \texttt{pattern}, and false otherwise. If the matching is successful, then \(s\) is assigned a substitution such that \(\text{AC} \models s(pattern)=expr\). This procedure runs out of memory if the arity of the AC symbols is large. With Maple 14 this failure can be observed when computing a solution of the matching problem \(x_1 + \ldots + x_{12} \ll_{\text{AC}} a_1 + \ldots + a_{12}\).

7 Conclusion

We presented a lazy AC-matching algorithm and a lazy evaluation semantics for AC-rewriting and some basic strategies. The semantics is designed to be implemented in a strict language by representing delayed matching constraints and lazy lists of terms by explicit objects. We also described a common principle for lazy traversal strategies. The potential benefits are clear: performances are dramatically increased by avoiding unnecessary computations. We are working on an implementation of lazy AC-matching and AC-rewriting: first results show that our approach is efficient when the arity of AC symbols is high and when the number of solutions of the AC-matching problem is large. However, we do not claim efficiency for the search of the first solution by the AC-matching algorithm.
Here no neutral element is assumed for AC symbols. As a consequence the lazy AC-matching relies on a surjection iterator. We plan to address the question of its efficiency, and to extend the present work to AC symbols with a neutral element. Our intuition is that our approach can easily be adapted to that case.
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