FULLY NONLINEAR FREE TRANSMISSION PROBLEMS WITH NONHOMOGENEOUS DEGENERACIES

CRISTIANA DE FILIPPIS

Abstract. We prove existence and regularity results for free transmission problems governed by fully nonlinear elliptic equations with nonhomogeneous degeneracies.
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1. INTRODUCTION

In this paper we provide existence and regularity results for the free transmission problem

\[
\left[|Du|^p \mathbf{1}_{\{u>0\}} + |Du|^q \mathbf{1}_{\{u<0\}} \right] + a(x) \mathbf{1}_{\{u>0\}} |Du|^s + b(x) \mathbf{1}_{\{u<0\}} |Du|^s\right] F(D^2 u) = f(x) \quad \text{in} \quad \Omega,
\]

that models anisotropic diffusion processes characterized by multiple degeneracy phenomena. In fact, the degeneracy law displayed in (1.1) develops discontinuities along \(\partial\{x \in \Omega: u(x) > 0\}\) and \(\partial\{x \in \Omega: u(x) < 0\}\), and it is also influenced by the possible vanishing of the coefficients \(a(\cdot), b(\cdot)\). The various regions where each degeneracy regime is in force are in part unknown a priori as they vary according to the sign of solutions and the transmission interface can be interpreted as a free boundary, but there is also a nonhomogeneous degeneracy variation corresponding to the zero sets of the modulating coefficients \(\{x \in \Omega: a(x) = 0\}\) and \(\{x \in \Omega: b(x) = 0\}\). Transmission problems are essentially related to the analysis of models involving different constitutive laws.
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holding in separate subregions of the domain. The systematic study of such problems started with [44] and since then it has undergone an intensive development, see [2, 16, 35, 36, 43, 45, 46] and references therein. We mention in particular [35], where the authors consider the degenerate free transmission problem

\begin{equation}
|Du|^{\theta_1 \mathbb{1}_{\{u>0\}} + \theta_2 \mathbb{1}_{\{u<0\}}} F(D^2 u) = f(x) \quad \text{in } \Omega,
\end{equation}

where \(\theta_1, \theta_2\) are nonnegative constants and prove existence and optimal Hölder continuity for the gradient of solutions to the associated Dirichlet problem. Notice that the degeneracy law appearing in (1.2) is close to be homogeneous, in the sense that for any fixed point it behaves as a power. Another way of interpreting equation (1.2) is as an instance of fully nonlinear elliptic equation with discontinuous variable exponent

\begin{equation}
|Du|^{p(x)} F(D^2 u) = f(x) \quad \text{in } \Omega,
\end{equation}

whose regularity theory is treated for the case of continuous exponents in [11]. In sharp contrast with the models described so far, equation (1.1) features a strongly anisotropic structure in which several nonhomogeneous phases coexist and switch according to the sign of solutions. Precisely, in correspondence of positive values of \(u\) (resp. negative value of \(u\)) we see the nonhomogeneous degeneracy \(|Du|^p + a(x) |Du|^q\) (resp. \(|Du|^p - b(x) |Du|^q\)). Degeneracies of Double Phase type have been introduced in [26], where it is investigated the Hölder continuity of the gradient of solutions to fully nonlinear elliptic equations as

\begin{equation}
|Du|^{p(x)} + a(x) |Du|^{q(x)} F(D^2 u) = f(x) \quad \text{in } \Omega,
\end{equation}

where \(0 \leq p \leq q, 0 \leq a(\cdot) \in C(\Omega)\) and \(f \in C(\Omega) \cap L^\infty(\Omega)\). This new model received lots of attention recently in the setting of free boundary problems, nonhomogeneous \(\infty\)-laplacian equations or obstacle problems, cf. [20–22]; while in [32] the authors carefully combine the approaches of [11, 26] to derive local \(C^{1,\omega}\)-regularity for viscosity solution of the fully nonlinear equation with variable exponents and nonhomogeneous degeneracy

\begin{equation}
|Du|^{p(x)} + a(x) |Du|^{q(x)} F(D^2 u) = f(x) \quad \text{in } \Omega.
\end{equation}

These results also cover Multi-Phase equations with variable exponents, that are a generalization of (1.3), (1.4) and (1.5):

\begin{equation}
|Du|^{p(x)} + \sum_{i=1}^K a_i(x)|Du|^{q(x)} F(D^2 u) = f(x) \quad \text{in } \Omega.
\end{equation}

In this framework, we introduce a new model for anisotropic free transmission problems which is essentially based on the alternance (according to the positivity of solutions) of degeneracies of type (1.4), consider a Dirichlet problem governed by (1.1) and prove that at least a solution exists. This is the content of

**Theorem 1.** Let \(\Omega \subset \mathbb{R}^n\) be an open, bounded domain satisfying the uniform exterior sphere condition, assume set and let \(g \in C(\partial \Omega)\). Then there exists a viscosity solution \(u \in C(\Omega)\) to Dirichlet problem

\begin{equation}
\begin{cases}
|Du|^{p_u(x)} + a(x) \mathbb{1}_{\{u>0\}} |Du|^q + b(x) \mathbb{1}_{\{u<0\}} |Du|^s \ F(D^2 u) = f(x) & \text{in } \Omega \\
\quad u = g & \text{on } \partial \Omega,
\end{cases}
\end{equation}

where it is \(p_u(x) := p^+ \mathbb{1}_{\{u>0\}}(x) + p^- \mathbb{1}_{\{u<0\}}(x)\).

To prove Theorem 1 we first approximate a regularized variant of equation (1.7), obtained by relating the switch of degeneracies to the positivity of an arbitrary, globally continuous function, with a family of fully nonlinear Multi-Phase equations with continuous variable exponents...
an open set it holds that

\[ \alpha \text{ is } \}

structures in the fully nonlinear framework started very recently with \( (1.1) \) in the Double Phase case, in the variational setting this field is object of intense investigation and the first results date back to the pioneering papers \[ [40, 41], \text{ where the author introduced the so-called functionals with } (p, q)-growth, aimed at treating in a unified fashion some regularity aspects of several anisotropic functionals or equations with unbalanced polynomial growth.}
growth. Later on, lots of efforts have been devoted to the analysis of specific nonautonomous models such as the $p(x)$-laplacian \cite{1, 49}:

\begin{equation}
W^{1,1}_{\text{loc}}(\Omega) \ni w \mapsto \int_\Omega |Du|^{p(x)} \, dx, \quad 1 < \inf_{x \in \Omega} p(x) \leq p(\cdot) \in C^{0,\alpha}(\Omega)
\end{equation}

or the Double Phase energy \cite{5, 17, 28}:

\begin{equation}
W^{1,1}_{\text{loc}}(\Omega) \ni w \mapsto \int_\Omega \left[ |Du|^p + a(x)|Du|^q \right] \, dx
\end{equation}

\begin{equation}
0 < p \leq q, \quad \frac{q}{p} \leq 1 + \frac{\alpha}{n}, \quad 0 \leq a(\cdot) \in C^{0,\alpha}(\Omega),
\end{equation}

see also \cite{27} for the analysis of nonhomogeneous problems including (1.14)-(1.15) and obstacle problems. A nontrivial extension of (1.15) is the Multi-Phase energy \cite{12, 30}:

\begin{equation}
W^{1,1}_{\text{loc}}(\Omega) \ni w \mapsto \int_\Omega \left[ |Du|^p + \sum_{i=1}^\kappa a_i(x)|Du|^{q_i} \right] \, dx
\end{equation}

\begin{equation}
0 \leq a_i(\cdot) \in C^{0,\alpha,\kappa}(\Omega), \quad 1 \leq \frac{q_i}{p} \leq 1 + \frac{\alpha_i}{n}, \quad 1 < p \leq p_1 \leq \cdots \leq p_\kappa,
\end{equation}

which features several phase transitions in which the functional changes its ellipticity. This seems to be the right choice for modelling anisotropic free transmission problems and in fact its fully nonlinear version (1.6) is fundamental for the formulation of (1.1). A borderline version of (1.15) is the following \cite{29}:

\begin{equation}
W^{1,1}_{\text{loc}}(\Omega) \ni w \mapsto \int_\Omega \left[ |Du| \log(1 + |Du|) + a(x)|Du|^q \right] \, dx
\end{equation}

\begin{equation}
0 \leq a(\cdot) \in W^{1,d}(\Omega) \text{ with } d > n, \quad q < 1 + \frac{1}{n} - \frac{1}{d},
\end{equation}

which in nondivergence form becomes (1.11). Other models inspired by (1.14)-(1.15) are the Double Phase energy with variable exponents \cite{47, 49}, see (1.5)-(1.6) and the generalized Double Phase integral \cite{13}, cf. (1.12); we further refer to \cite{42} for an account of the state of the art on this matter. The peculiarity of these functionals is that in the variational setting there is a strict interplay between the regularity of the $x$-depending coefficients and the regularity of minimizers, therefore each of them has to be treated in a very specific way that takes into account the structure of the operator involved. Only recently a unified approach has been proposed in \cite{34} in the framework of Musielak-Orlicz spaces. As already observed in \cite[Section 1]{26}, there is a huge difference in the behavior of the nonhomogeneous structures listed above between the variational and the non-variational setting and this phenomenon is confirmed by Theorem 2 for anisotropic free transmission problems. In sharp contrast to what happens for instance with (1.15)-(1.16), where a quantitative Hölder continuity (depending on the growth exponents) of the modulating coefficient $a(\cdot)$ is needed to get regular minima \cite{31, 33}, here the plain continuity of $a(\cdot)$ and $b(\cdot)$ suffices, cf. (2.16). In fact, to prove our regularity results, we just ask that the coefficients $a(\cdot)$, $b(\cdot)$ are continuous and no restriction on the size of the differences $0 \leq q - p^+, 0 \leq s - p_-$ is imposed, see (2.15). This makes Theorem 2 sharp from the viscosity theory viewpoint.

**Organization of the paper.** This paper is organized as follows. In Section 2 we display our notation, describe the main assumptions considered by Theorems 1-2 and recall some well-known results that will be needed in later on. In Section 3 we prove Theorem 1, i.e. that there exist at least one solution to Dirichlet problem (1.7). In Section 4 we establish a uniform Hölder continuity result for solutions of suitable switched equations related to (1.1). Finally, Section 5 contains a description of the scaling properties of the viscosity differential inequalities (1.9)-(1.10), a "harmonic" approximation lemma and the proof of Theorem 2.
2. Preliminaries

We shall split this section in three parts: first, we display our notation, then we collect the main assumptions governing problem (1.1), and finally we report some well-known results on the theory of viscosity solutions to uniformly elliptic operators.

2.1. Notation. In this paper, \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \) is an open and bounded domain, the open ball of \( \mathbb{R}^n \) centered at \( x_0 \) with positive radius \( \rho \) is denoted by \( B_\rho(x_0) := \{ x \in \mathbb{R}^n : |x-x_0| < \rho \} \). When not relevant, or clear from the context, we will omit indicating the center, \( B_\rho \equiv B_\rho(x_0) \). In particular, for \( \rho = 1 \) and \( x_0 = 0 \), we shall simply denote \( B_1 \equiv B_1(0) \). With \( \mathcal{S}(n) \) we mean the space of \( n \times n \) symmetric matrices. As usual, we denote by \( c \) a general constant larger than one. Different occurrences from line to line will be still indicated by \( c \) and relevant dependencies from certain parameters will be emphasized using brackets, i.e.: \( c(n,p) \) means that \( c \) depends on \( n \) and \( p \). With \( z, \xi \in \mathbb{R}^n \), \( \mu \in [0,1] \), \( p,q,s \in [0,\infty) \) and \( a(\cdot), b(\cdot) \) being nonnegative functions, we define

\[
\ell_\mu(z) := \sqrt{\mu^2 + |z|^2}, \quad p_\varepsilon(x) := p^+I_{\{v>0\}} + p^-I_{\{v<0\}}
\]

and

\[
H_q(x,z;\xi) := \left[ |\xi + z|^p + a(x)|\xi + z|^q \right], \quad H_s(x,z;\xi) := \left[ |\xi + z|^p + b(x)|\xi + z|^q \right],
\]

\[
H(x,v,z;\xi) := \left[ |\xi + z|^p + a(x)I_{\{v>0\}}|\xi + z|^q + b(x)I_{\{v<0\}}|\xi + z|^q \right].
\]

When \( \xi \equiv 0 \), we shall simply write \( H_q(x,z;0) \equiv H_q(x,z) \), \( H_s(x,z;0) \equiv H_s(x,z) \) and \( H(x,z;0) \equiv H(x,z) \). If \( g: \Omega \to \mathbb{R}^k \) is any map, \( U \subset \Omega \) is an open set and \( \beta \in (0,1] \) is a given number we shall denote

\[
[g]_{0,\beta;U} := \sup_{x,y \in U; x \neq y} \frac{|g(x) - g(y)|}{|x-y|^\beta}, \quad [g]_{0,\beta} := [g]_{0,\beta;\Omega}.
\]

It is well known that the quantity defined above is a seminorm and when \( [g]_{0,\beta;U} < \infty \), we will say that \( g \) belongs to the Hölder space \( C^{0,\beta}(U,\mathbb{R}^k) \). We stress also that \( g \in C^{1,\beta}(U,\mathbb{R}^k) \) provided that

\[
[g]_{1+\beta;U} := \sup_{\varepsilon>0} \inf_{x,\xi \in \mathbb{R}^n, \alpha \in \mathbb{R}^N} \sup_{y \in B_{\varepsilon}(x) \cap U} \epsilon^{-(1+\beta)}|g(y) - \xi \cdot y - \kappa| < \infty.
\]

Finally, \( I \) denotes the identity of \( \mathbb{R}^{n \times n} \) and given any \( n \times n \) matrix \( A \), by \( \text{tr}(A) \) we mean the trace of \( A \), i.e., the sum of all its eigenvalues, by \( \text{tr}(A^+) \) the sum of all positive eigenvalues of \( A \) and by \( \text{tr}(A^-) \) the sum of all negative eigenvalues of \( A \).

2.2. On uniformly elliptic operators. A map \( G \in C(\Omega \times \mathbb{R}^n \times \mathcal{S}(n),\mathbb{R}) \) is monotone if

\[
G(x,z,M) \leq G(x,z,N) \quad \text{for all} \ M,N \in \mathcal{S}(n) \quad \text{satisfy} \ M \geq N.
\]

The \( (\lambda,\Lambda) \)-ellipticity condition for an operator \( F: \mathcal{S}(n) \to \mathbb{R} \) prescribes that, whenever \( A,B \in \mathcal{S}(n) \) are symmetric matrices with \( B \geq 0 \),

\[
\lambda \text{tr}(B) \leq F(A) - F(A+B) \leq \Lambda \text{tr}(B)
\]

for and some fixed constants \( 0 < \lambda \leq \Lambda \). With this definition, \( F(A) := -\text{tr}(A) \) is uniformly elliptic with \( \lambda = \Lambda = 1 \) [38], so the usual Laplace operator is uniformly elliptic. Moreover, it is easy to see that, if \( L \) is any fixed, positive constant, then the operator \( F_L(M) := LF \left( \frac{1}{L}M \right) \) satisfies (2.2) with the same constants \( 0 < \lambda \leq \Lambda \). Moreover, (2.2) is also verified by the operator \( F(M) := -F(-M) \), cf. [26, Section 2.2]. In this framework, it is important to introduce the Pucci extremal operators \( M^\pm_{\lambda,\Lambda}(\cdot) \), which are, respectively, the maximum and the minimum of
all the uniformly elliptic functions \( F(\cdot) \) with \( F(0) = 0 \). In particular they admit the compact form
\[
M^+_{\lambda A}(A) = -\lambda \text{tr}(A^-) - \lambda \text{tr}(A^+) \quad \text{and} \quad M^-_{\lambda A}(A) = -\lambda \text{tr}(A^+) - \lambda \text{tr}(A^-).
\]
We can give an alternative formulation of (2.2) involving the Pucci extremal operators:
\[
M^+_{\lambda A}(B) \leq F(A + B) - F(A) \leq M^-_{\lambda A}(B),
\]
that holds for all \( A, B \in \mathcal{S}(n) \). Next, we turn our attention to equation
\[
G_\xi(x, Du, D^2 u) := G(x, \xi + Du, D^2 u) = 0 \quad \text{in} \quad \Omega,
\]
with \( G(\cdot) \) continuous and satisfying (2.1) and \( \xi \in \mathbb{R}^n \) arbitrary vector. The concept of viscosity solution to (2.5) can be explained as follows, cf. [4]:

**Definition 1.** A lower semicontinuous function \( v \) is a viscosity supersolution of (2.5) if whenever \( \varphi \in C^2(\Omega) \) and \( x_0 \in \Omega \) is a local minimum point of \( v - \varphi \), then
\[
G_\xi(x_0, D\varphi(x_0), D^2\varphi(x_0)) \geq 0,
\]
while an upper semicontinuous function \( w \) is a viscosity subsolution to (2.5) provided that if \( x_0 \) is a local maximum point of \( w - \varphi \), there holds
\[
G_\xi(x_0, D\varphi(x_0), D^2\varphi(x_0)) \leq 0.
\]
The map \( u \in C(\Omega) \) is a viscosity solution of (2.5) if it is a the same time a viscosity subsolution and a viscosity supersolution.

In particular, a function \( u \in W^{2,n}_{\text{loc}}(\Omega) \) is a strong solution of (2.5) if it verifies such identity almost everywhere in \( \Omega \). Another important notion is the one of subjets and superjets [4].

**Definition 2.** Let \( v: \Omega \to \mathbb{R} \) be an upper semicontinuous function and \( w: \Omega \to \mathbb{R} \) be a lower semicontinuous function.

- A couple \((z, X) \in \mathbb{R}^n \times \mathcal{S}(n)\) is a superjet of \( v \) at \( x \in \Omega \) if
  \[
v(x + y) \leq v(x) + z \cdot y + \frac{1}{2} X y \cdot y + o(|y|^2).
  \]
- A couple \((z, X) \in \mathbb{R}^n \times \mathcal{S}(n)\) is a subjet of \( w \) at \( x \in \Omega \) if
  \[
w(x + y) \geq w(x) + z \cdot y + \frac{1}{2} X y \cdot y + o(|y|^2).
  \]
- A couple \((z, X) \in \mathbb{R}^n \times \mathcal{S}(n)\) is a limiting superjet of \( v \) at \( x \in \Omega \) if there exists a sequence \( \{x_j, z_j, X_j\} \to_{j \to \infty} \{x, z, X\} \) such that \( \{z_j, X_j\} \) is a superjet of \( v \) at \( x_j \) and \( v(x_j) \to_{j \to \infty} v(x) \).
- A couple \((z, X) \in \mathbb{R}^n \times \mathcal{S}(n)\) is a limiting subjet of \( w \) at \( x \in \Omega \) if there exists a sequence \( \{x_j, z_j, X_j\} \to_{j \to \infty} \{x, z, X\} \) such that \( \{z_j, X_j\} \) is a subjet of \( w \) at \( x_j \) and \( w(x_j) \to_{j \to \infty} w(x) \).

Now we are in position to present a variation on the celebrated Ishii-Lions lemma, [4,19].

**Proposition 2.1.** Let \( v \) be an upper semicontinuous viscosity subsolution of (2.5), \( w \) a lower semicontinuous viscosity supersolution of (2.5), \( U \Subset \Omega \) an open set and \( \psi \in C^2(U \times U) \). If \((\bar{x}, \bar{y}) \in U \times U \) is a local maximum point of \( v(x) - w(y) - \psi(x, y) \), then, for any \( t > 0 \) there exists a threshold \( \delta \equiv \delta(t, ||D^2\psi||) > 0 \) such that for all \( \delta \in (0, \bar{\delta}) \) we have matrices \( X_\delta, Y_\delta \in \mathcal{S}(n) \) such that
\[
G_\xi(\bar{x}, v(\bar{x}), \partial_x \psi(\bar{x}, \bar{y}), X_\delta) \leq 0 \leq G_\xi(\bar{y}, w(\bar{y}), -\partial_y \psi(\bar{x}, \bar{y}), Y_\delta).
\]
and the inequality
\[
\frac{1}{\delta} I \leq \begin{bmatrix} X & 0 \\ 0 & -Y \end{bmatrix} \leq D^2 \psi(x, y) + \delta I
\]
holds true.

So far, we have described the main features of equations governed by a continuous map \( G(\cdot) \), while in the forthcoming sections we shall deal with problems with discontinuous degeneracies of the type
\[
|\xi + Du|^p(x) + a(x)\mathbb{I}_{\{v>0\}}|\xi + Du|^q + b(x)\mathbb{I}_{\{v<0\}}|\xi + Du|^s
\]
where assumptions set is in force, \( \xi \in \mathbb{R}^n \) is any vector and \( v \in C(\bar{\Omega}) \). In the light of the discussion in [35, Section 2.2], we define a viscosity solution to (2.6) as follows.

**Definition 3.** Let \( v \in C(\Omega) \) be a function, \( \xi \in \mathbb{R}^n \) be a vector and assumptions set be in force. The map \( u \in C(\Omega) \) is a viscosity solution to (2.6) if
\begin{itemize}
  \item in the set \( \{ x \in \Omega : v(x) > 0 \} \cap \{ x \in \Omega : v(x) < 0 \} \) \( u \) is a viscosity solution of (2.6);
  \item \( u \) is a viscosity subsolution of
    \[
    \min \left\{ F(D^2 u), H_q(x, Du; \xi) F(D^2 u), H_s(x, Du; \xi) F(D^2 u) \right\} = f(x)
    \]
    in \( \{ x \in \Omega : v(x) = 0 \} \);
  \item \( u \) is a viscosity supersolution of
    \[
    \max \left\{ F(D^2 u), H_q(x, Du; \xi) F(D^2 u), H_s(x, Du; \xi) F(D^2 u) \right\} = f(x)
    \]
    in \( \{ x \in \Omega : v(x) = 0 \} \).
\end{itemize}

From now on, whenever we refer to a continuous viscosity solution of equations (1.1) or (2.6) or to Dirichlet problem (1.7), we shall mean it in the sense of Definition 3. The previous position can be justified by noticing that if we set
\[
\mathcal{D}_\xi(x, v, z, X) := \left[ H(x, v, z; \xi) F(X) - f(x) \right]
\]
and introduce the semicontinuous envelopes \( \mathcal{D}_{\xi}^+ (\cdot) \) and \( \mathcal{D}_{\xi}^- (\cdot) \), then \( u \in C(\Omega) \) is a viscosity solution of (2.6) if and only if it is a viscosity subsolution of \( \mathcal{D}_{\xi}^+ (x, v, Du, D^2 u) = 0 \) and a viscosity supersolution of \( \mathcal{D}_{\xi}^- (x, v, Du, D^2 u) = 0 \), cf. [14, 35]. We conclude this section by noticing that if \( u \in C(\Omega) \) is a viscosity solution of equation (2.6), then it is a viscosity subsolution to
\[
\min \left\{ F(D^2 u), H_q(x, Du; \xi) F(D^2 u), H_s(x, Du; \xi) F(D^2 u) \right\} = \| f \|_{L^\infty(\Omega)} \quad \text{in } \Omega
\]
and a viscosity supersolution of
\[
\max \left\{ F(D^2 u), H_q(x, Du; \xi) F(D^2 u), H_s(x, Du; \xi) F(D^2 u) \right\} = -\| f \|_{L^\infty(\Omega)} \quad \text{in } \Omega.
\]
This observation will be useful when proving regularity, see Sections 4-5 below.

**Remark 2.1.** If \( u \in C(\Omega) \) is a viscosity solution of (2.6) in the sense of Definition 3, then it is a viscosity subsolution/supersolution of variants of (2.7)/(2.8) having as a right-hand side term any constant larger or equal to \( \| f \|_{L^\infty(\Omega)} \).
2.3. The homogeneous problem. Viscosity solutions of the homogeneous problem

\[ F(D^2 h) = 0 \quad \text{in} \quad B_1(0) \]  

will play a crucial role in the proof of the main results of this paper. In fact, viscosity solutions of problem (2.9) have good regularity properties, as the next proposition shows. For a proof, we refer to \cite[Corollary 5.7]{15}.

**Theorem 3.** Assume that \( F(\cdot) \) verifies (2.2)-(2.14) and \( h \in C(B_1(0)) \) be a viscosity solution of (2.9). Then, there exist \( \alpha \equiv \alpha(n, \lambda, \Lambda) \in (0, 1) \) and \( c \equiv c(n, \lambda, \Lambda) > 0 \) such that

\[ \|h\|_{C^{1,\alpha}(\overline{B}_{1/2}(0))} \leq c \|h\|_{L^\infty(B_1(0))}. \]

(2.10)

Theorem 3 yields in particular that if \( h \in C(B_1(0)) \) is a viscosity solution to (2.9), then it is \( C^{1,\alpha} \)-regular around zero, which means that for all \( \rho \in (0, 1) \) there exists a \( \xi_\rho \in \mathbb{R}^n \) such that

\[ \text{osc}_{B_\rho}(h - \xi_\rho \cdot x) \leq c(n, \lambda, \Lambda)\rho^{1+\alpha}. \]

(2.11)

Now fix \( \sigma \in (0, 1) \) so small that

\[ c\sigma^\alpha < \frac{1}{4}, \]

where \( c = c(n, \lambda, \Lambda) \) is the constant appearing in (2.10) and let \( \xi_\sigma \in \mathbb{R}^n \) be the corresponding vector in (2.11). According to the choice made in (2.12), estimate (2.11) reads as

\[ \text{osc}_{B_{\sigma\rho}(0)}(h - \xi_\sigma \cdot x) \leq \frac{1}{4}\sigma, \quad \text{with} \quad \sigma \equiv \sigma(n, \lambda, \Lambda). \]

(2.13)

This will be useful later on.

2.4. Main assumptions. When dealing with equation (1.1) or with Dirichlet problem (1.7), the following assumptions will be in force. As mentioned before, the set \( \Omega \subset \mathbb{R}^n \) is an open and bounded domain with smooth boundary. The nonlinear operator \( F(\cdot) \) is continuous and \((\lambda, \Lambda)\)-elliptic in the sense of (2.2). Moreover

\[ F \in C(S(n), \mathbb{R}), \quad F(0) = 0. \]

(2.14)

Concerning the non-homogeneous degeneracy term appearing in (1.1), we shall ask that the exponents \( p^+, p^-, q, s \) satisfy

\[ 0 \leq p^+ \leq q \quad \text{and} \quad 0 \leq p^- \leq s, \]

(2.15)

the modulating coefficients \( a(\cdot), b(\cdot) \) are so that

\[ 0 \leq a(\cdot) \in C(\Omega) \quad \text{and} \quad 0 \leq b(\cdot) \in C(\Omega) \]

(2.16)

and the forcing term \( f \) verifies

\[ f \in C(\Omega) \cap L^\infty(\Omega). \]

(2.17)

To simplify the notation, we shall collect the main parameters related to the problems under investigation in the shorthand \( \text{data} := (n, \lambda, \Lambda, p^+, p^-, q, s) \) and abbreviate the assumptions considered as \( \text{set} := \{(2.2), (2.14), (2.15), (2.16), (2.17)\} \).
3. Existence of solutions

In this section we prove the existence of a continuous viscosity solution to Dirichlet problem (1.7). To do so, we need to introduce a family of approximating problems, prove a comparison principle and then conclude via Perron method. For \( \varepsilon \in (0, 1) \), let \( \{ \phi_\varepsilon \} \subset C^\infty(\mathbb{R}^n) \) be a sequence of radially symmetric, nonnegative mollifiers of \( \mathbb{R}^n \), \( v \in C(\Omega) \) be a continuous function, \( \{ \chi_{\varepsilon, v}^+ \} := \{ \phi_\varepsilon \ast 1_{\{ v > 0 \}} \} \subset C^\infty(\Omega) \), \( \{ \chi_{\varepsilon, v}^- \} := \{ \phi_\varepsilon \ast 1_{\{ v < 0 \}} \} \subset C^\infty(\Omega) \),

\[
\begin{align*}
   p_{\varepsilon, v}(x) &:= \varepsilon + p_+ \chi_{\varepsilon, v}^+(x) + p_- \chi_{\varepsilon, v}^-(x) \\
   a_{\varepsilon, v}(x) &:= (\varepsilon + a(x)\chi_{\varepsilon}^+(x)) \\
   b_{\varepsilon, v}(x) &:= (\varepsilon + b(x)\chi_{\varepsilon}^-(x)),
\end{align*}
\]

for \( p^+, p^-, a(\cdot), b(\cdot) \) as in (2.15)-(2.16). By very definition, both the coefficients defined in (3.1) are nonnegative and continuous in \( \Omega \). With these positions at hand, set

\[
\begin{align*}
   \Omega \times \mathbb{R}^n &\ni (x, z) \mapsto G_\varepsilon(x, z) := \left[ f_\varepsilon(z)p_{\varepsilon, v}(x) + a_{\varepsilon, v}(x)\ell_\varepsilon(z)^q + b_{\varepsilon, v}(x)\ell_\varepsilon(z)^s \right]
\end{align*}
\]

and consider the equation

\[
G_\varepsilon(x, Du_\varepsilon) \left( \varepsilon u_\varepsilon + F(D^2 u_\varepsilon) \right) = f(x) \quad \text{in} \ \Omega,
\]

with \( F(\cdot) \) as in (2.14) and \( f(\cdot) \) described by (2.17). Let us prove a comparison principle for subsolutions and supersolutions of (3.2).

Lemma 3.1. Let \( \Omega \subset \mathbb{R}^n \) be an open bounded domain, assumptions \textbf{set} be in force, \( w_1 \in USC(\Omega) \) be a subsolution of (3.2) and \( w_2 \in LSC(\Omega) \) a supersolution of (3.2). Then

\[
w_1 \leq w_2 \quad \text{on} \ \partial \Omega \implies w_1 \leq w_2 \quad \text{in} \ \Omega.
\]

\textbf{Proof.} By contradiction, assume that

\[
\omega_0 := \max_{x \in \Omega} (w_1(x) - w_2(x)) > 0.
\]

For \( \sigma > 0 \), set

\[
\Phi_\sigma(x, y) := w_1(x) - w_2(y) - \frac{|x - y|^2}{2\sigma}
\]

and notice that, if \( (x_\sigma, y_\sigma) \in \Omega \times \Omega \) is a point of maximum, i.e.,

\[
\max_{(x, y) \in \Omega \times \Omega} \Phi_\sigma(x, y) = \Phi_\sigma(x_\sigma, y_\sigma) \geq \omega_0,
\]

by [19, Lemma 3.1] it is

\[
\lim_{\sigma \to 0} \frac{|x_\sigma - y_\sigma|^2}{\sigma} = 0 \implies \lim_{\sigma \to 0} |x_\sigma - y_\sigma| = 0.
\]

Notice that \( x_\sigma, y_\sigma \) cannot both belong to \( \partial \Omega \), otherwise \( \Phi_\sigma(x_\sigma, y_\sigma) < 0 \), in contradiction with (3.3)-(3.4). Then, at least one of them, say \( x_\sigma \), must be in the interior of \( \Omega \) and (3.5) forces also \( y_\sigma \) to stay inside \( \Omega \). We can then apply [19, Theorem 3.2] to obtain that for all \( \delta > 0 \) we have two symmetric matrices \( X_\delta, Y_\delta \in \mathcal{S}(n) \) so that \( \frac{x - y_\sigma}{\sigma}, X_\delta \) is a superjet of \( w_1 \) in \( x_\sigma \), \( \frac{x - y_\sigma}{\sigma}, Y_\delta \) is a subjet of \( w_2 \) in \( y_\sigma \) and the matrix inequality

\[
\left( -\frac{1}{\delta} + c(n, \sigma) \right) \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \leq \begin{bmatrix} X_\delta & 0 \\ 0 & Y_\delta \end{bmatrix} \leq \frac{3(1 + \delta)}{\sigma} \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix}
\]

holds, therefore, testing against the couple \( (\xi, \xi) \in \mathbb{R}^{2n} \) we get

\[
2 \left( -\frac{1}{\delta} + c(n, \sigma) \right) |\xi|^2 \leq \langle (X_\delta - Y_\delta)\xi, \xi \rangle \leq 0 \implies Y_\delta \geq X_\delta.
\]
We can then recover the viscosity inequalities

\[
\begin{align*}
\begin{cases}
G_\varepsilon \left( x_\sigma, \frac{x_\sigma - y_\sigma}{\sigma} \right) (\varepsilon w_1(x_\sigma) + F(X_\delta)) &\leq f(x_\sigma) \\
G_\varepsilon \left( y_\sigma, \frac{x_\sigma - y_\sigma}{\sigma} \right) (\varepsilon w_2(y_\sigma) + F(Y_\delta)) &\geq f(y_\sigma),
\end{cases}
\end{align*}
\]

and subtract the second from the first to get

\[
\frac{f(x_\sigma)}{G_\varepsilon \left( x_\sigma, \frac{x_\sigma - y_\sigma}{\sigma} \right)} - \frac{f(x_\sigma)}{G_\varepsilon \left( y_\sigma, \frac{x_\sigma - y_\sigma}{\sigma} \right)} \geq \varepsilon (w_1(x_\sigma) - w_2(y_\sigma)) + F(X_\delta) - F(Y_\delta)
\]

and so

\[
\mathcal{L}(\varepsilon, \sigma) := \ell_\varepsilon \left( \frac{x_\sigma - y_\sigma}{\sigma} \right)^{-p_{\varepsilon,v}(x_\sigma)} b_{\varepsilon,v}(y_\sigma) \left( \frac{x_\sigma - y_\sigma}{\sigma} \right)^{-p_{\varepsilon,v}(y_\sigma)} \leq |p_{\varepsilon,v}(x_\sigma) - p_{\varepsilon,v}(y_\sigma)|\ell_\varepsilon \left( \frac{x_\sigma - y_\sigma}{\sigma} \right)^{-p_{\varepsilon,v}(x_\sigma)} \left[ 1 + \ell_\varepsilon \left( \frac{x_\sigma - y_\sigma}{\sigma} \right)^{1+\varepsilon} \right]
\]

and so

\[
\frac{2}{\varepsilon} \left| \frac{f}{n} \right| \frac{L^\infty(\Omega)}{\varepsilon} \frac{p_{\varepsilon,v}(x_\sigma) - p_{\varepsilon,v}(y_\sigma)}{\varepsilon} \geq \frac{f(x_\sigma)}{G_\varepsilon \left( x_\sigma, \frac{x_\sigma - y_\sigma}{\sigma} \right)} - \frac{f(y_\sigma)}{G_\varepsilon \left( y_\sigma, \frac{x_\sigma - y_\sigma}{\sigma} \right)} \geq \varepsilon (w_1(x_\sigma) - w_2(y_\sigma)) + F(X_\delta) - F(Y_\delta)
\]

At this point, recall that for any \( t_0 > 0 \) there exists a constant \( c \equiv c(t_0) \) such that for all \( t \geq 0, \ l, m \geq 0 \) it holds that \(|t^l - t^m| \leq c|l - m|(1 + f(1+\varepsilon))\max(l,m)\), so choosing \( t_0 := \frac{\varepsilon}{2(\varepsilon^2 + 1)} \) we see that

\[
\left\{ t_0 \max\{p_{\varepsilon,v}(x_\sigma), p_{\varepsilon,v}(y_\sigma)\} - \min\{p_{\varepsilon,v}(x_\sigma), p_{\varepsilon,v}(y_\sigma)\} \right\} \leq \frac{\varepsilon}{2(\varepsilon^2 + 1)} \left\{ t_0 \max\{p_{\varepsilon,v}(x_\sigma), p_{\varepsilon,v}(y_\sigma)\} - \min\{p_{\varepsilon,v}(x_\sigma), p_{\varepsilon,v}(y_\sigma)\} \right\} \leq 4(p^+ + p_- + 1)
\]

where we set \( \tilde{p}_{\varepsilon,v} := \max\{p_{\varepsilon,v}(x_\sigma), p_{\varepsilon,v}(y_\sigma)\} \) and \( \tilde{p}_{\varepsilon,v} := \min\{p_{\varepsilon,v}(x_\sigma), p_{\varepsilon,v}(y_\sigma)\} \). Via (2.14), (2.17), (3.8) and using that \( a_{\varepsilon,v}(\cdot), b_{\varepsilon,v}(\cdot) \geq \varepsilon \) and \( \ell_\varepsilon(\sigma^{-1}(x_\sigma - y_\sigma)) \geq \varepsilon \), we manipulate (3.7) to obtain

\[
2\|f\|_{L^\infty(\Omega)} \frac{p_{\varepsilon,v}(x_\sigma) - p_{\varepsilon,v}(y_\sigma)}{\varepsilon} \geq \frac{f(x_\sigma)}{G_\varepsilon \left( x_\sigma, \frac{x_\sigma - y_\sigma}{\sigma} \right)} - \frac{f(y_\sigma)}{G_\varepsilon \left( y_\sigma, \frac{x_\sigma - y_\sigma}{\sigma} \right)} \geq \varepsilon \omega_0.
\]
therefore it is
\[ \frac{2}{\varepsilon} f \left( x_\varepsilon \right) - f \left( y_\varepsilon \right) \]
\[ + \frac{\|f\|_{L^\infty(\Omega)}}{\varepsilon^2(\rho^2+p^2+1)+1} \]
\[ + \frac{\|f\|_{L^\infty(\Omega)}}{\varepsilon^2(\rho^2+p^2+1)+1} \]
(3.9)
Recalling the \( f(\cdot), a_\varepsilon(\cdot) \) and \( b_\varepsilon(\cdot) \) are continuous and that \( |x_{\varepsilon} - y_{\varepsilon}| \to 0 \) by (3.5), we can send \( \varepsilon \to 0 \) in (3.9) to reach a contradiction with (3.3). The proof is complete.

At this stage, we need to construct continuous viscosity subsolutions and supersolutions of (3.2) with a fixed boundary datum.

**Lemma 3.2.** Let \( \Omega \subset \mathbb{R}^n \) be an open, bounded domain satisfying a uniform exterior sphere condition. Assume set and let \( g \in C(\partial \Omega) \) be any function with modulus of continuity \( \omega_g(\cdot) \). Then equation (3.2) admits a viscosity supersolution \( w \in C(\Omega) \) and a viscosity subsolution \( \underline{w} \in C(\bar{\Omega}) \) for all numbers \( \varepsilon \in (0,1) \), maps \( v \in C(\Omega) \) so that \( \underline{w}|_{\partial \Omega} = \overline{w}|_{\partial \Omega} = g \).

**Proof.** The proof closely follows that of [35, Lemma 2], see also [18, Proposition 3.2]. We construct a continuous viscosity supersolution \( \overline{w} \) to (3.2) agreeing with \( g \) on \( \partial \Omega \) for any \( \varepsilon \in (0,1) \) and all function \( v \in C(\Omega) \). The construction of a subsolution \( \underline{w} \) with analogous features can be obtained in a similar way. Let \( x_0 \in \mathbb{R}^n \) be any point with \( \text{dist}(x_0, \partial \Omega) \geq 1 \), set
\[ \Gamma_1 := \max \{|f|_{L^\infty(\Omega)}, \lambda n\}, \quad \Gamma_2 := \frac{16(1 + \text{diam}(\Omega))^2 \Gamma_1}{\lambda n} + \|g\|_{L^\infty(\partial \Omega)} \]
and define the function
\[ \tilde{w}(x) := \Gamma_2 - \Gamma_1 |x - x_0|^2 (2\lambda n)^{-1}. \]
The choice of \( \Gamma_1 \) and \( \Gamma_2 \) yields that \( |D\tilde{w}| \geq 1, \tilde{w} \geq 0 \) in \( \Omega \) and that \( \tilde{w}|_{\partial \Omega} \geq \|g\|_{L^\infty(\partial \Omega)} \). Now, notice that \( F(D^2\tilde{w}) \geq 0 \), in fact, being the identity positive definite it is
\[ F(D^2\tilde{w}) \geq \frac{16(1 + \text{diam}(\Omega))^2 \Gamma_1}{\lambda n} + \|g\|_{L^\infty(\partial \Omega)} \]
so for all \( x \in \Omega \) it is
\[ \left| \frac{\ell(x,D\tilde{w})^	op \varepsilon \ell(x,D\tilde{w})}{\Gamma_1} + a_\varepsilon(x) \varepsilon(x,D\tilde{w}) + b_\varepsilon(x) \varepsilon(x,D\tilde{w}) \right| \geq \frac{16(1 + \text{diam}(\Omega))^2 \Gamma_1}{\lambda n} + \|g\|_{L^\infty(\partial \Omega)} \]
because of the very definition of \( \Gamma_1 \). Let \( r_\ast = r_\ast(\partial \Omega) > 0 \) be the radius provided by the uniform exterior sphere condition, \( y \in \partial \Omega \) be any point and \( x_y \in \mathbb{R}^n \) be so that \( |y - x_y| = r_\ast \) and \( B_{r_\ast}(x_y) \cap \Omega = \{y\} \). Let \( \tilde{r} := r_\ast + \text{diam}(\Omega), \gamma > \max \left\{ \frac{2}{5}, \frac{1}{4} + \frac{\lambda}{n} \right\}, L > 0 \) and
\[ w_y(x) := Lr_\ast^{-\gamma} - |x - x_y|^{-\gamma}. \]
By construction it is \( w_y(y) = 0, w_y(x) \geq 0 \) for \( x \in \Omega \) and
\[ D^2w_y(x) := \frac{L \gamma}{|x - x_y|^{\gamma+2}} \left[ I - (\gamma + 2) \frac{(x - x_y) \otimes (x - x_y)}{|x - x_y|^2} \right], \]
so we can control from below
(3.10)
\[ |Dw_y| \geq L \gamma \tilde{r}^{-(\gamma+1)} \quad \text{in} \quad \Omega \]
and
\[ F(D^2w_y) \geq \frac{L \gamma}{|x - x_y|^{\gamma+2}} \left[ (x - x_y) \otimes (x - x_y) - L \Lambda \gamma \right] \]
so we can control from below
(3.10)
\[ L_\gamma \frac{\lambda (\gamma + 2) - n \Lambda}{|x - x_y|^{\gamma + 2}} \geq L_\gamma \frac{\lambda}{|x - x_y|^{\gamma + 2}}, \]

where also used the lower bound imposed on \( \gamma \). We stress that the restrictions imposed on the size of \( \gamma \) yield that \( \gamma \equiv \gamma(n, \lambda, \Lambda) \). At this stage, we select \( L > 0 \) so that

\[
\frac{L_\gamma}{\gamma^2 + 1} \geq 1 \quad \text{and} \quad \frac{L_\gamma}{\gamma^2 + \gamma} \geq \|f\|_{L^\infty(\Omega)} + \|g\|_{L^\infty(\partial \Omega)},
\]

thus fixing the dependency \( L \equiv L(n, \lambda, \|f\|_{L^\infty(\Omega)}, \|g\|_{L^\infty(\partial \Omega)}, \partial \Omega, \text{diam}(\Omega)) \). Now, let \( \tau \in (0, 1) \) be any number and define the function

\[ w_{y, \tau}(x) := g(y) + \tau + \Gamma_\tau w_y(x), \]

where \( \Gamma_\tau \geq 1 \) is selected in such a way that \( w_{y, \tau}(x) \geq g(x) \) for \( x \in \partial \Omega \). This can be done by defining

\[ \Gamma_\tau := 4 \left( \sup_{x \in \partial \Omega, x \neq y} \frac{\omega_y(|x - y|) - \tau}{w_y(x)} \right) + 1. \]

The uniform sphere condition imposed on \( \partial \Omega \) yields that \( \Gamma_\tau \) does not depend on \( y \in \partial \Omega \). We then estimate using the very definition of \( w_{y, \tau}(\cdot) \), (3.10) and (3.11),

\[
\left| \ell(x) (Dw_{y, \tau})_{\nu, \tau}(x) + a_{\nu, \tau}(x) \ell_{\nu, \tau}(Dw_{y, \tau}) + b_{\nu, \tau}(x) \ell(x) (Dw_{y, \tau}) \right| \leq \left| w_{y, \tau} + F(D^2 w_{y, \tau}) \right|
\]

\[ \geq -\|f\|_{L^\infty(\Omega)} + \Gamma_\tau \left( \|f\|_{L^\infty(\Omega)} + \|g\|_{L^\infty(\partial \Omega)} \right) \geq \|f\|_{L^\infty(\Omega)} \geq f(x), \]

which means that \( w_{y, \tau} \) is a viscosity supersolution of equation (3.2) for all \( y \in \partial \Omega \) and all \( \tau \in (0, 1) \), and, as a consequence, the map \( \bar{w}_{y, \tau} := \min \{ \bar{w}, w_{y, \tau} \} \) is a viscosity supersolution of (3.2). Finally, setting

\[ \overline{w}(x) := \inf \{ \bar{w}_{y, \tau}(x) : y \in \partial \Omega, \ \tau \in (0, 1) \} \]

we obtain the required viscosity supersolution to (3.2) agreeing with \( g(\cdot) \) on \( \partial \Omega \).

As a consequence of the two above lemmas, we obtain the existence of a continuous viscosity solution to equation (3.2).

**Corollary 3.1.** Let \( \Omega \subset \mathbb{R}^n \) be an open, bounded domain satisfying the uniform sphere condition and assume set. Then, for any \( g \in C(\partial \Omega) \) and \( v \in C(\Omega) \) there exists a viscosity solution \( u_\varepsilon \in C(\Omega) \) to equation (3.2) so that \( \bar{w} \leq u_\varepsilon \leq \overline{w} \), where \( \bar{w}, \overline{w} \) are respectively the subsolution and the supersolution constructed in Lemma 3.2. In particular, whenever \( \Omega' \Subset \Omega \) is an open set it holds that

\[
\|u_\varepsilon\|_{L^\infty(\Omega')} \leq c(n, \lambda, \|f\|_{L^\infty(\Omega)}, \|g\|_{L^\infty(\partial \Omega)}, \partial \Omega, \text{diam}(\Omega), \text{dist}(\Omega', \partial \Omega)).
\]

**Proof.** The proof immediately follows by combining [19, Theorem 4.1] with Lemmas 3.1-3.2. \( \square \)

Now we are ready to show the existence of a viscosity solution of Dirichlet problem

\[
\begin{cases}
|Du_\varepsilon|^{p_\varepsilon}(x) + a(x)\mathbb{1}_{\{\nu > 0\}}|Du_\varepsilon|^{q_\varepsilon} + b(x)\mathbb{1}_{\{\nu < 0\}}|Du_\varepsilon|^{q_\varepsilon} \|g\|_{L^\infty(\partial \Omega)} + \|g\|_{L^\infty(\partial \Omega)}, \Omega, \text{diam}(\Omega), \text{dist}(\Omega', \partial \Omega))\}

where \( v \in C(\Omega) \), \( g \in C(\partial \Omega) \) and assumptions set are in force.

**Corollary 3.2.** Let \( \Omega \subset \mathbb{R}^n \) be an open, bounded domain satisfying the uniform sphere condition and assume set. Then, for any \( g \in C(\partial \Omega) \) and \( v \in C(\Omega) \), Dirichlet problem (3.13) admits a viscosity solution \( u_\varepsilon \in C(\Omega) \) so that \( u_\varepsilon|_{\partial \Omega} = g|_{\partial \Omega} \) and \( \bar{w} \leq u_\varepsilon \leq \overline{w} \), where \( \bar{w}, \overline{w} \) are respectively the subsolution and the supersolution constructed in Lemma 3.2. In particular, whenever \( \Omega' \Subset \Omega \) is an open set it holds that

\[
\|u_\varepsilon\|_{L^\infty(\Omega')} \leq c(n, \lambda, \|f\|_{L^\infty(\Omega)}, \|g\|_{L^\infty(\partial \Omega)}, \partial \Omega, \text{diam}(\Omega), \text{dist}(\Omega', \partial \Omega))
\]
and, for all $\beta_0 \in (0,1)$ it is

$$
|u|_{0,\beta_0,\Omega} \leq c(n, \lambda, \Lambda, \|f\|_{L^\infty(\Omega)}, \|g\|_{L^\infty(\partial\Omega)}, \text{diam}(\Omega), \text{dist}(\Omega', \partial\Omega), \beta_0).
$$

**Proof.** By Corollary 3.1, there exists a viscosity solution $u_\varepsilon \in C(\Omega)$ to equation (3.2) so that

$$
u|_{\partial\Omega} = g|_{\partial\Omega} \quad \text{and} \quad \nu \leq u_\varepsilon \leq \overline{\nu},
$$

where $\nu$, $\overline{\nu}$ are respectively the viscosity subsolution and the viscosity supersolution to (3.2) determined by Lemma 3.2. We stress that $\nu$ and $\overline{\nu}$ do not depend on $\varepsilon$. Notice that the bound in (3.12) is uniform in $\varepsilon$ and that equation (3.2) falls in the class of those considered by Proposition A.1, with $\mu \equiv \varepsilon$, $p(\cdot) \equiv p_{\varepsilon,\nu}(\cdot)$, $q(\cdot) \equiv q$, $s(\cdot) \equiv s$, $a(\cdot) \equiv a_{\varepsilon,\nu}(\cdot)$ and $b(\cdot) \equiv b_{\varepsilon,\nu}(\cdot)$, therefore, keeping in mind Remark A.1, we see that $\{u_\varepsilon\} \subset C_{0,\beta_0}(\Omega)$ for all $\beta_0 \in (0,1)$ with uniform estimates on the Hölder seminorm, cf. (A.3). This, together with (3.16), the compact embedding of the Hölder spaces $C_{0,\beta_1}(\Omega') \hookrightarrow C_{0,\beta_2}(\Omega')$ for $\beta_2 < \beta_1$ and (3.12), gives that $u_\varepsilon \to u_\nu$ uniformly on compact subsets of $\Omega$, so we have

$$
u \in C(\Omega), \quad \nu|_{\partial\Omega} = g|_{\partial\Omega}, \quad \nu \leq u_\nu \leq \overline{\nu}, \quad \|u_\nu\|_{L^\infty(\Omega')} + \|u_\nu\|_{0,\beta_0,\Omega} \leq c,
$$

with $c \equiv c(n, \lambda, \Lambda, \|f\|_{L^\infty(\Omega)}, \|g\|_{L^\infty(\partial\Omega)}, \text{diam}(\Omega), \text{dist}(\Omega', \partial\Omega), \beta_0)$ for all $\beta_0 \in (0,1)$ (of course the dependency from $\beta_0$ occurs only when considering $[u_\nu]|_{0,\beta_0,\Omega}$). Finally, by very definition, we have that $p_{\nu,\nu} \to p_{\nu,\nu}, \nu_{\varepsilon,\nu} \to a_{\varepsilon,\nu}(\cdot)$ and $b_{\nu,\nu} \to b_{\varepsilon,\nu}$ in $\Omega$, so by well-known stability properties of viscosity solutions, cf. [39, Chapter 3] and (3.17), we have that $u_\nu \in C(\Omega)$ is a viscosity solution of equation (3.13).

3.1. **Proof of Theorem 1.** Let $\bar{u} \in C(\Omega)$ be any function. We recursively define the sequence of functions $\{u_\kappa\}_{\kappa \in \mathbb{N}, \kappa \geq 0}$ so that $u_0 = \bar{u}$ and for $\kappa \geq 1$, $u_\kappa$ is a solution of problem (3.13) with $v \equiv u_{\kappa-1}$, whose existence is assured by Corollary 3.2. As the bounds in (3.14)-(3.15) do not depend on $v$ and so in our case they are independent from $\kappa$, we have that sequence $\{u_\kappa\}$ is uniformly bounded with respect to the full $C_{0,\beta_0}$-norm for all $\beta_0 \in (0,1)$, therefore $u_\kappa \to u_\infty$ uniformly on compact subsets of $\Omega$, $u_\infty \in C(\Omega)$ and $u_\infty|_{\partial\Omega} = g|_{\partial\Omega}$. Standard stability results, see [39, Chapter 3] eventually render that $u_\infty$ is a viscosity solution of problem (1.7) and the proof is complete.

4. **Compactness for switched differential inequalities**

The main result of this section is uniform Hölder continuity for viscosity solutions of the switched equation (2.6). The uniformity is due to the fact that all the constants bounding the Hölder seminorm of solutions will not depend from $\xi$, or from the moduli of continuity of coefficients $a(\cdot), b(\cdot)$ nor on their $L^\infty$-norm.

**Proposition 4.1.** Under assumptions set, let $u \in C(\Omega)$ be a viscosity subsolution of (2.7) and a viscosity supersolution to (2.8). Then $u \in C_{0,\beta_0}(\Omega)$ for all $\beta_0 \in (0,1)$. In particular, for any $\beta_0 \in (0,1)$ there exists a threshold radius $r_\ast \equiv r_\ast(\beta_0) \in (0,1/4)$ so that whenever $B_{\theta}(z_0) \Subset \Omega$ is a ball with $\theta \in (0, r_\ast)$, it holds that

$$
|u(x) - u(y)| \leq c|x - y|^\beta_0 \quad \text{for all} \quad x, y \in B_{\theta/2}(z_0),
$$

with $c \equiv c(n, \lambda, \Lambda, \|f\|_{L^\infty(\Omega)}, \|g\|_{L^\infty(\partial\Omega)}, \theta, \beta_0)$.

**Proof.** Let $u \in C(\Omega)$ be a viscosity subsolution to (2.7) and a viscosity supersolution of (2.8), $\beta_0 \in (0,1)$ be any number and $B_{\theta}(z_0) \Subset \Omega$ be a ball with radius $\theta \in (0, r_\ast)$, where $r_\ast := (\beta_0/10)^\frac{1}{1-\beta_0}$ is a threshold radius that will play an important role in a few lines. We aim to show that there are two positive constants, $A_1 \equiv A_1(n, \lambda, \Lambda, \|f\|_{L^\infty(\Omega)}, \|g\|_{L^\infty(\partial\Omega)}, \theta, \beta_0)$, $A_2 \equiv A_2(\|f\|_{L^\infty(\Omega)}, \theta)$ so that

$$
M(x_0) := \sup_{x, y \in B_{\theta}(z_0)} \left( u(x) - u(y) - A_1\omega(|x - y|) - A_2 \left( |x - x_0|^2 + |y - x_0|^2 \right) \right) \leq 0
$$

where $\omega \equiv \omega(\cdot)$ is a positive function satisfying $\omega(\cdot) \equiv \omega(x_0)$ for all $x_0 \in \Omega$ and $\omega(0) \equiv 0$.
holds for all \( x_0 \in B_{\rho/2}(z_0) \). In (4.1), it is
\[
\omega(t) := t^{\omega_0} \text{ if } |\xi| \leq \kappa_0^{-1}, \quad \omega(t) := \begin{cases} t - \omega_0 t^{3/2} & \text{if } t \leq t_0 \\ \omega(t_0) & \text{if } t > t_0 \end{cases} \text{ if } |\xi| > \kappa_0^{-1},
\]
where \( \kappa_0 := (2(A_1 + 2A_2))^{-1} \) is a limiting number, \( \omega_0 = 1/3 \) and \( t_0 := (2/(3\omega_0))^2 \geq 1 \). By contradiction, we assume that

(4.2) there exists \( x_0 \in B_{\rho/2}(z_0) \) such that \( M(x_0) > 0 \) for all positive \( A_1, A_2 \), define quantities
\[
A_1 := \frac{4}{\beta_0(1 - \beta_0)} \left[ \|f\|_{L^\infty(\Omega)} + (2A_2 + 1) \left( \frac{A_1}{\lambda(n - 1) + 1} \right) \right]
\]
and consider the auxiliary functions
\[
\begin{aligned}
\psi(x, y) &:= A_1 \omega(|x - y|) + A_2 \left( |x - x_0|^2 + |y - x_0|^2 \right) \\
\phi(x, y) &:= u(x) - u(y) - \psi(x, y).
\end{aligned}
\]
If \( (\bar{x}, \bar{y}) \in B_{\rho}(z_0) \times \bar{B}_{\rho}(z_0) \) is a maximum point of \( \phi(\cdot) \), via (4.2) we have \( \phi(\bar{x}, \bar{y}) = M(x_0) > 0 \), so
\[
A_1 \omega(|\bar{x} - \bar{y}|) + A_2 \left( |\bar{x} - x_0|^2 + |\bar{y} - x_0|^2 \right) \leq u(\bar{x}) - u(\bar{y}) \leq 2\|u\|_{L^\infty(\Omega)}.
\]
Inserting (4.3) in the above inequality yields that \( \bar{x}, \bar{y} \) both belong to the interior of \( B_{\rho}(z_0) \):
\[
|x_0 - 0| \leq |\bar{x} - x_0| + |x_0 - 0| \leq \frac{3\rho}{4} \quad \text{and} \quad |\bar{y} - x_0| \leq |\bar{y} - x_0| + |x_0 - 0| \leq \frac{3\rho}{4}.
\]
Moreover, \( \bar{x} \neq \bar{y} \), otherwise \( M(x_0) = \phi(\bar{x}, \bar{y}) = 0 \) and (4.1) would be verified. This last remark implies that \( \psi(\cdot) \) is smooth in a small neighborhood of \((\bar{x}, \bar{y})\), therefore we can determine its gradients
\[
\begin{aligned}
\xi_x &:= \partial_x \psi(\bar{x}, \bar{y}) = A_1 \omega'(|\bar{x} - \bar{y}|) \frac{\bar{x} - \bar{y}}{|\bar{x} - \bar{y}|} + 2A_2(\bar{x} - x_0), \\
\xi_y &:= -\partial_y \psi(\bar{x}, \bar{y}) = A_1 \omega'(|\bar{x} - \bar{y}|) \frac{\bar{x} - \bar{y}}{|\bar{x} - \bar{y}|} - 2A_2(\bar{y} - x_0).
\end{aligned}
\]
To summarize, we have that \( \phi(\cdot) \) attains its maximum in \((\bar{x}, \bar{y})\) inside \( B_{\rho}(z_0) \times B_{\rho}(z_0) \) and \( \phi(\cdot) \) is smooth around \((\bar{x}, \bar{y})\), thus Proposition 2.1 applies: for any \( \iota > 0 \) we can find a threshold \( \delta = \delta(\iota, \|D^2\psi\|) \) such that for all \( \delta \in (0, \delta) \) the couple \((\xi_x, X_\delta)\) is a limiting subset of \( u \) at \( \bar{x} \) and the couple \((\xi_y, Y_\delta)\) is a limiting superjet of \( u \) at \( \bar{y} \) and the matrix inequality
\[
(4.4) \quad \begin{bmatrix} X_\delta & 0 \\ 0 & Y_\delta \end{bmatrix} \leq \begin{bmatrix} Z & -Z \\ -Z & Z \end{bmatrix} + (2A_2 + \delta)I
\]
holds, where we set
\[
Z := A_1(D^2\omega)(|\bar{x} - \bar{y}|) = A_1 \left[ \omega'(|\bar{x} - \bar{y}|) \frac{\bar{x} - \bar{y}}{|\bar{x} - \bar{y}|} + \omega''(|\bar{x} - \bar{y}|) \frac{(\bar{x} - \bar{y}) \otimes (\bar{x} - \bar{y})}{|\bar{x} - \bar{y}|^2} \right].
\]
We fix \( \delta \equiv \min \left\{ 1, \frac{\iota}{4} \right\} \) and apply (4.4) to vectors of the form \((z, z) \in \mathbb{R}^{2n}, \) to obtain
\[
((X_\delta - Y_\delta)z, z) \leq (4A_2 + 2)|z|^2.
\]
This means that
\[
(4.5) \quad \text{all the eigenvalues of } X_\delta - Y_\delta \text{ are less than or equal to } 2(2A_2 + 1).
\]
In particular, applying (4.4) to the vector \( \bar{z} := \left( \frac{x - y}{|x - y|}, \frac{y - x}{|x - y|} \right) \), we get
\[
\left\langle (X_\delta - Y_\delta) \begin{pmatrix} x - y \\ |x - y| \end{pmatrix}, \begin{pmatrix} x - y \\ |x - y| \end{pmatrix} \right\rangle \leq 2(2A_2 + 1) + 4A_1 \omega''(|x - y|).
\]
This yields in particular that
\begin{equation}
\text{(4.6)} \quad \text{at least one eigenvalue of } X_\delta - Y_\delta \text{ is less than } 2(2A_2 + 1) + 4A_1 \omega''(|x - y|).
\end{equation}

As by definition \( \omega''(t) < 0 \), we can majorize the quantity appearing in (4.6) as
\[
2(2A_2 + 1) + 4A_1 \omega''(|x - y|) \leq 2(2A_2 + 1) - 4A_1 |\omega''(1)| < 0,
\]
where we also used that \(|x - y| \leq 1/2\). This means that at least one eigenvalue of \( X_\delta - Y_\delta \) is negative, thus via (2.3), (4.5) and (4.6), we obtain
\begin{equation}
\text{(4.7)} \quad M_{\lambda, A}(X_\delta - Y_\delta) \geq - 2(2A_2 + 1) [\Lambda(n - 1) + \lambda] + 4A_1 |\omega''(1)|,
\end{equation}
therefore
\begin{equation}
\text{(4.8)} \quad F(X_\delta) - F(Y_\delta) \overset{(2.4)}{\geq} M_{\lambda, A}(X_\delta - Y_\delta) \overset{(4.7)}{\geq} - 2(2A_2 + 1) [\Lambda(n - 1) + \lambda] + 4A_1 |\omega''(1)|.
\end{equation}

With \( \xi_x, \xi_y \) computed before, we write the viscosity inequalities deriving from (2.7)-(2.8):
\begin{equation}
\min \left\{ F(X_\delta), H_\delta(x, \xi_x; \xi)F(X_\delta), H_s(x, \xi_x; \xi)F(X_\delta) \right\} \leq \|f\|_{L^\infty(\Omega)}
\max \left\{ F(Y_\delta), H_\delta(y, \xi_y; \xi)F(Y_\delta), H_s(y, \xi_y; \xi)F(Y_\delta) \right\} \geq -\|f\|_{L^\infty(\Omega)}.
\end{equation}
For simplicity, define
\[
\delta^{-}(x) := \min \left\{ F(X_\delta), H_\delta(x, \xi_x; \xi)F(X_\delta), H_s(x, \xi_x; \xi)F(X_\delta) \right\}
\delta^{+}(x) := \max \left\{ F(Y_\delta), H_\delta(x, \xi_x; \xi)F(Y_\delta), H_s(x, \xi_x; \xi)F(Y_\delta) \right\}
\]
and notice that it is
\begin{equation}
\begin{cases}
\delta^{-}(\bar{x}) = \min \left\{ 1, H_\delta(\bar{x}, \xi_x; \xi), H_s(\bar{x}, \xi_x; \xi) \right\} F(X_\delta) & \text{if } F(X_\delta) \geq 0 \\
\delta^{+}(\bar{x}) = \max \left\{ 1, H_\delta(\bar{x}, \xi_x; \xi), H_s(\bar{x}, \xi_x; \xi) \right\} F(X_\delta) & \text{if } F(X_\delta) < 0 \\
\delta^{-}(\bar{y}) = \max \left\{ 1, H_\delta(\bar{y}, \xi_y; \xi), H_s(\bar{y}, \xi_y; \xi) \right\} F(Y_\delta) & \text{if } F(Y_\delta) \geq 0 \\
\delta^{+}(\bar{y}) = \min \left\{ 1, H_\delta(\bar{y}, \xi_y; \xi), H_s(\bar{y}, \xi_y; \xi) \right\} F(Y_\delta) & \text{if } F(Y_\delta) < 0.
\end{cases}
\end{equation}

At this stage, we treat separately two cases: \( |\xi| > \kappa^0_0 \) and \( |\xi| \leq \kappa^0_0 \).

Case \( |\xi| > \kappa^0_0 \). We expand the expression of \( \omega(\cdot) \) in (4.8) to get
\begin{equation}
\text{(4.11)} \quad F(X_\delta) - F(Y_\delta) \geq -2(2A_2 + 1)[\Lambda(n - 1) + \lambda] + \lambda A_1.
\end{equation}

Moreover, our choice of \( \kappa_0 \) assures that
\[
\min \{ |\xi + \xi_x|, |\xi + \xi_y| \} \geq \kappa^0_0 - \max \{ |\xi_x|, |\xi_y| \} \geq A_1 + 2A_2 \geq 1,
\]
which implies
\begin{equation}
\text{(4.12)} \quad \delta^{-}(\bar{x}) \geq 1 \quad \text{and} \quad \delta^{+}(\bar{y}) \geq 1.
\end{equation}

Keeping in mind (4.10), we can manipulate the variational inequalities (4.9) to get
\[
4\|f\|_{L^\infty(\Omega)} \overset{(4.12),(4.10)}{\geq} \frac{2\|f\|_{L^\infty(\Omega)}}{\delta^{-}(\bar{x})} + \frac{2\|f\|_{L^\infty(\Omega)}}{\delta^{+}(\bar{y})}
\overset{(4.9)}{\geq} F(X_\delta) - F(Y_\delta)
\overset{(4.8)}{\geq} -2(2A_2 + 1)[\Lambda(n - 1) + \lambda] + \lambda A_1,
\]
which renders that
\begin{equation}
\text{(4.13)} \quad 4\|f\|_{L^\infty(\Omega)} \geq -2(2A_2 + 1)[\Lambda(n - 1) + \lambda] + \lambda A_1.
\end{equation}
The content of (4.13) contradicts the choice made in (4.3).1.

Case |ξ| \leq \kappa_0^{-1}. In this situation, (4.8) reads as

\begin{equation}
F(X_\delta) - F(Y_\delta) \geq -2(2A_2 + 1)[\Lambda(n - 1) + \lambda] + 4\beta_0(1 - \beta_0)\lambda A_1,
\end{equation}

Now set \gamma_* := \beta_0\kappa_0^{-1} and notice that our choice of \gamma_* yields that \(\sqrt{\gamma_*^2 - 4\gamma_*} - 6 > 1\), so

\[
\min \{ |\xi_1|, |\xi_2| \} - \kappa_0^{-1} \geq \sqrt{A_1\beta_0|\bar{x} - \bar{y}|^{\beta_0^{-1}} - 4A_2} - \kappa_0^{-1}
\]

\[
\geq \sqrt{A_1\gamma_* (A_1\gamma_* - 4A_2)} - 2(A_1 + 2A_2)
\]

\[
\geq A_1 \left( \sqrt{\gamma_*^2 - 4\gamma_*} - 6 \right) \geq A_1 > 1
\]

and (4.12) holds in this case as well. Therefore we can combine as before the variational inequalities (4.9) with (4.14) and (4.12) to deduce

\[
4\|f\|_{L^\infty(\Omega)} \geq -2(2A_2 + 1)[\Lambda(n - 1) + \lambda] + 4\beta_0(1 - \beta_0)\lambda A_1,
\]

which is again a contradiction of (4.3).1.

Merging the two previous cases we can conclude that if u \in C(\Omega) is a viscosity solution to (2.6), then u is \(\beta_0\)-Hölder continuous on \(B_{\rho'/2}(z_0)\) for all \(\beta_0 \in (0, 1)\) and estimate

\[
[u]_{0,\beta_0,B_{\rho'/2}(z_0)} \leq c(n, \lambda, \Lambda, \|u\|_{L^\infty(\Omega)}, \|f\|_{L^\infty(\Omega)}, \rho, \beta_0)
\]

holds true. The arbitrariness of \(B_{\rho}(z_0) \subset \Omega\) allows using a standard covering argument to deduce that u \in \(C^{0,\beta_0}_{\text{loc}}(\Omega)\) for all \(\beta_0 \in (0, 1)\) and the proof is complete.

5. Gradient Hölder continuity

In this section we prove that viscosity solutions of equation (1.1) are locally \(C^{1,\alpha_0}\)-regular for some \(\alpha_0 \equiv \alpha_0(n, \lambda, \Lambda, p^+, p_-) \in (0, 1)\). To do so, we shall first prove that in a suitable smallness regime, a continuous viscosity solution of the switched equation (2.6) is \(L^\infty\)-close to a solution of a homogeneous problem of type (2.9). This closeness is assured by an "harmonic" approximation lemma, whose proof is based on [26, 38] and that strongly relies on the smallness of certain quantities and on the compactness earned via Proposition 4.1.

5.1. Smallness regime. We exploit the scaling properties of (2.7)-(2.8) for reducing the problem to a smallness regime. In other terms, if \(\xi \in \mathbb{R}^n\) is an arbitrary vector and u \in C(\Omega) is a viscosity subsolution/supersolution to (2.7)/(2.8), we blow and scale u in order to construct another map \(u\), that is a viscosity subsolution of an equation having the same structure of (2.7), a viscosity supersolution of an equation similar to (2.8) and such that, for a given \(\varepsilon \in (0, 1)\), it is \(\text{osc}_{B_{\varepsilon}(0)} u \leq 1\) and the right-hand side constant appearing in (2.7)-(2.8) can be controlled in modulus by \(\varepsilon\). Under these conditions, \(u\) is called \(\varepsilon\)-normalized viscosity solution. Let us show this construction. Let \(\varepsilon \in (0, 1)\) be any number, \(B_\varepsilon(x_0) \subset \Omega\) be any ball with \(\tau \in (0, \min \{ \text{diam}(\Omega), 1 \})\) to be quantified later on and define \(M := 16 \left( 1 + \|u\|_{L^\infty(\Omega)} + \|f\|_{L^\infty(\Omega)} + \|\frac{D u}{L^\infty(\Omega)} + \|f\|_{L^\infty(\Omega)} \right)\).

Now, if u \in C(\Omega) is a viscosity solution to (2.6) on \(B_\varepsilon(x_0)\), then a straightforward computation shows that the map \(u(x) := u(x_0 + \tau x)M^{-1}\) is in particular a \(\varepsilon\)-normalized viscosity subsolution of

\[
\min \left\{ \tilde{\mathcal{g}}(D^2u), \mathcal{h}_\Theta(Du) \right\} = \mathcal{C} \quad \text{in} \quad B_1(0)
\]

and a \(\varepsilon\)-normalized viscosity supersolution to

\[
\max \left\{ \tilde{\mathcal{g}}(D^2u), \mathcal{h}_\Theta(Du) \right\} = -\mathcal{C} \quad \text{in} \quad B_1(0),
\]
where we set

\[
\bar{\xi} := \frac{\tau}{\Omega} \xi, \quad a(x) := \left(\frac{\Omega}{\tau}\right)^{q-p^+} a(x_0 + \tau x), \quad b(x) := \left(\frac{\Omega}{\tau}\right)^{s-p^-} b(x_0 + \tau x)
\]

\[
\mathcal{S}_H(x, z; \bar{\xi}) := |\bar{\xi} + z|^{p^+} + a(x)|\bar{\xi} + z|^q, \quad \mathcal{S}_h(x, z; \bar{\xi}) := |\bar{\xi} + z|^{p^-} + b(x)|\bar{\xi} + z|^s
\]

\[
\gamma(M) := \frac{\tau^2}{\Omega} F \left(\frac{\Omega}{\tau^2} M\right), \quad \mathcal{C} := \max \left\{ \frac{\tau^{p^++2}}{\Omega^{p^++1}}, \frac{\tau^{p^-+2}}{\Omega^{p^-+1}}, \frac{\tau^2}{\Omega^2} \right\} \|f\|_{L^\infty(\Omega)},
\]

as by (2.15) and being \(\Omega \geq 1\) and \(\tau \leq 1\) it is

\[
\max \left\{ \frac{\tau^{p^++2}}{\Omega^{p^++1}}, \frac{\tau^{p^-+2}}{\Omega^{p^-+1}}, \frac{\tau^2}{\Omega^2} \right\} \equiv \frac{\tau^2}{\Omega^2}.
\]

A quick computation shows that if (2.14) is in force, then \(\bar{\mathcal{S}}(\cdot)\) is \((\lambda, \Lambda)\)-elliptic as well and, if \(\varepsilon \in (0, 1)\) is the number introduced above, we fix \(\tau = \varepsilon^\frac{1}{2}\). Therefore, by construction it is

\[
\|a\|_{L^\infty(B_1(0))} \leq \left(\frac{\Omega}{\tau}\right)^{q-p^+} \|a\|_{L^\infty(B_1(x_0))}, \quad \|b\|_{L^\infty(B_1(0))} \leq \left(\frac{\Omega}{\tau}\right)^{s-p^-} \|b\|_{L^\infty(B_1(x_0))}
\]

\[
\|u\|_{L^\infty(B_1(0))} \leq 1, \quad \text{osc}_{B_1(0)} u \leq 1, \quad \mathcal{C} \leq \varepsilon.
\]

Finally, notice that there is no loss of generality in assuming that \(u(0) = 0\) since the function \((u - u(0))\) is still a \(\varepsilon\)-normalized viscosity subsolution/supersolution of (5.1)/(5.2) and verifies all the conditions listed above. This is the announced smallness regime. Clearly, for \(\xi = 0\) we find a \(\varepsilon\)-normalized viscosity solution of equation (1.1). We refer to [35, Section 2.3] for the case in which no coefficients appear.

**Remark 5.1.** Due to the strong nonhomogeneity of (2.6) and (2.7)-(2.8), the scaling factor \(\tau\) appears also in the definition of \(a(\cdot)\) and \(b(\cdot)\) and forces the (quite dangerous) bounds in (5.3). Anyway, the \(L^\infty\)-norms of \(a(\cdot)\) and \(b(\cdot)\) will never influence the constants appearing in the forthcoming estimates and it will ultimately fixed as a function of data.

### 5.2. Harmonic approximation

In the next lemma we show that, in a suitable smallness regime, continuous viscosity solutions of (2.6) are close to solutions of the homogeneous problem (2.9).

**Lemma 5.1.** Assume set and let \(\sigma \equiv \sigma(\nu, \lambda, \Lambda) \in (0, 1)\) as in (2.13). Then, there exists a positive \(\varepsilon_0 \equiv \varepsilon_0(\text{data}) \in (0, 1)\) such that if \(u \in C(B_1(0))\) is a \(\varepsilon_0\)-normalized viscosity subsolution of (5.1) and a \(\varepsilon_0\)-normalized viscosity supersolution to (5.2), it is possible to find \(\xi_\sigma \in \mathbb{R}^n\) such that

\[
\text{osc}_{B_1(0)} (u - \xi_\sigma \cdot x) < \frac{\sigma}{2}.
\]

**Proof.** By contradiction, we find sequences of fully nonlinear operators \(\{\mathcal{S}_\kappa(\cdot)\}\) that are uniformly \((\lambda, \Lambda)\)-elliptic, of vectors \(\{\xi_n\} \subset \mathbb{R}^n\), of nonnegative functions \(\{a_n(\cdot)\}, \{b_n(\cdot)\} \subset C(B_1(0))\), of numbers \(\{\mathcal{C}_n\} \subset [0, \infty)\) so that \(\mathcal{C}_n \leq \kappa^{-1}\) and of maps \(\{u_n\} \subset C(\Omega)\) that are \(\kappa^{-1}\)-normalized viscosity subsolution to

\[
\min \left\{ \mathcal{S}_\kappa(D^2u_n), \mathcal{S}_{\kappa, \kappa}(x, Du_n; \xi_n)\mathcal{S}_\kappa(D^2u_n), \mathcal{S}_{\kappa, \kappa}(x, Du_n; \xi_n)\mathcal{S}_\kappa(D^2u_n) \right\} = \mathcal{C}_n
\]

in \(B_1(0)\) and \(\kappa^{-1}\)-normalized viscosity supersolution of

\[
\max \left\{ \mathcal{S}_\kappa(D^2u_n), \mathcal{S}_{\kappa, \kappa}(x, Du_n; \xi_n)\mathcal{S}_\kappa(D^2u_n), \mathcal{S}_{\kappa, \kappa}(x, Du_n; \xi_n)\mathcal{S}_\kappa(D^2u_n) \right\} = -\mathcal{C}_n.
\]
in $B_1(0)$ for all $\kappa \in \mathbb{N}$, $u_\kappa(0) = 0$ and

\begin{equation}
\sup_{\kappa \in \mathbb{N}} \|u_\kappa\|_{L^\infty(B_1(0))} \leq 1, \quad \sup_{\kappa \in \mathbb{N}} \left( \operatorname{osc} u_\kappa \right)_{B_1(0)} \leq 1, \quad \operatorname{osc} (u_\kappa - \xi \cdot x)_{B_3(0)} \geq \frac{\sigma}{2} \quad \text{for all } \xi \in \mathbb{R}^n.
\end{equation}

In (5.4)-(5.5), $\mathcal{H}_{\rho,\kappa}(\cdot)$, $\mathcal{H}_{\lambda,\kappa}(\cdot)$ are defined as in Section 5.1, with $a_\kappa(\cdot)$ and $b_\kappa(\cdot)$ replacing $a(\cdot)$ and $b(\cdot)$ respectively. As the sequence $\{\mathcal{F}_\kappa(\cdot)\}$ is uniformly $(\lambda, \Lambda)$-elliptic, we have that

\begin{equation}
\mathcal{F}_\kappa(\cdot) \to \mathcal{F}_\infty(\cdot) \quad \text{for some } \mathcal{F}_\infty \in C(\mathcal{D}(n), \mathbb{R}) \text{ uniformly } (\lambda, \Lambda)\text{-elliptic}.
\end{equation}

Moreover, Proposition 4.1 applies to renormalized viscosity subsolutions/supersolutions of (5.4)-(5.5) as all the estimates made in its proof do not involve in a quantitative way the coefficients. This means that $\{u_\kappa\} \subset C_{\text{loc}}^0(B_1(0))$ for all $\beta_0 \in (0, 1)$, so, recalling also (5.6) and Arzelà-Ascoli theorem we have that

\begin{equation}
u_\kappa \to u_\infty \quad \text{locally uniformly on } B_1(0)
\end{equation}

and, by (5.6) and (5.8) it holds that $u_\infty \in C(B_1(0))$ with

\begin{equation}
\|u_\infty\|_{L^\infty(B_1(0))} \leq 1 \quad \text{and} \quad \operatorname{osc} (u_\infty - \xi \cdot x)_{B_3(0)} \geq \frac{\sigma}{2} \quad \text{for all } \xi \in \mathbb{R}^n.
\end{equation}

We aim to prove that $u_\infty \in C(B_1(0))$ is a viscosity solution of

\begin{equation}
\mathcal{F}_\infty(D^2u_\infty) = 0 \quad \text{in } B_1(0).
\end{equation}

Let us show that $u_\infty$ is a viscosity supersolution of (5.10). Let $\varphi \in C^2(B_1(0))$ be so that $u_\infty - \varphi$ admits a local strict minimum at $x_0 \in B_1(0)$. There is no loss of generality in assuming that $\varphi(\cdot)$ is a quadratic polynomial, i.e.:

$$\varphi(x) := \frac{1}{2}A(x - x_0) \cdot (x - x_0) + b \cdot (x - x_0) + u_\infty(x_0).$$

By (5.8) and standard perturbations arguments [39, Lemma 5] we have that there exists a sequence of points $\{x_\kappa\} \subset B_1(0)$ so that $x_\kappa \to x_0$, $u_\kappa - \varphi$ attains a local minimum at $x_\kappa$ and $D\varphi(x_\kappa) \to b$. Suppose that

\begin{equation}
\mathcal{F}_\infty(A) < 0 \implies \mathcal{F}_\kappa(A) < 0 \quad \text{for } \kappa \in \mathbb{N} \text{ large enough}.
\end{equation}

At this stage, we distinguish two cases according to the behavior of the sequence $\{\xi_\kappa\}$.

\textbf{Case 1:} $\{\xi_\kappa\}$ does not have a convergent subsequence. In this case, up to extract a (non relabelled) subsequence, we have that

\begin{equation}
|\xi_\kappa| \to \infty.
\end{equation}

In the light of (5.7), (5.11) and (5.12), up to take $\kappa \in \mathbb{N}$ sufficiently large and then relabel, we can assume that

\begin{equation}
\sup_{\kappa \in \mathbb{N}} |D\varphi(x_\kappa)| \leq 2(|b| + 1), \quad |\xi_\kappa| > 4(|b| + 1) \implies |\xi_\kappa + D\varphi(x_\kappa)| \geq 2(|b| + 1).
\end{equation}

Notice that (5.11) yields

\begin{align}
\max \left\{ \mathcal{F}_\kappa(A), \mathcal{H}_{\rho,\kappa}(x, D\varphi(x_\kappa); \xi_\kappa) \mathcal{F}_\kappa(A), \mathcal{H}_{\lambda,\kappa}(x, D\varphi(x_\kappa); \xi_\kappa) \mathcal{F}_\kappa(A) \right\} \\
= \min \left\{ 1, \mathcal{H}_{\rho,\kappa}(x, D\varphi(x_\kappa); \xi_\kappa), \mathcal{H}_{\lambda,\kappa}(x, D\varphi(x_\kappa); \xi_\kappa) \right\} \mathcal{F}_\kappa(A).
\end{align}

As $u_\kappa$ is a $\kappa^{-1}$-normalized viscosity supersolution of (5.5) we get

\begin{align}
\mathcal{F}_\kappa(A) \overset{(5.11)2}{\geq} & \frac{\xi_\kappa}{\min \left\{ 1, \mathcal{H}_{\rho,\kappa}(x, D\varphi(x_\kappa); \xi_\kappa), \mathcal{H}_{\lambda,\kappa}(x, D\varphi(x_\kappa); \xi_\kappa) \right\}} \\
\overset{(5.13)}{\geq} & \frac{\kappa^{-1}}{\min \{1, 2p^+(|b| + 1)^p^+, 2p^-(|b| + 1)^p^-\}}.
\end{align}
Passing to the limit as $\kappa \to \infty$ in the previous display and using (5.12) we obtain a contradiction to (5.11).

**Case 2:** $\{\xi_\kappa\}$ admits a convergent subsequence. Up to extract a non relabelled subsequence, we may assume that $\xi_\kappa \to \xi_\infty$. We first consider the case $|\xi_\infty + b| > 0$, which means that, up to select $\kappa \in \mathbb{N}$ large enough and then relabel,

$$\left|\xi_\kappa + D\varphi(x_\kappa)\right| \geq \frac{1}{4}|\xi_\infty + b| > 0$$

holds true, so from (5.11) and (5.5) we obtain

$$\mathfrak{F}_\kappa(A) \stackrel{(5.14),(5.15)}{\geq} \frac{\xi_\kappa}{\min \{1, \delta_{\kappa}(x, 4(\xi_\infty + b); \xi_\kappa), \delta_{\kappa}(x, \xi_\infty + b; \xi_\kappa)\}} \geq \frac{\xi_\kappa}{4p^+ + p_- + 1\kappa^{-1}} \min \{1, |\xi_\infty + b|^{p^+}, |\xi_\infty + b|^{p_-}\}.$$ 

Sending $\kappa \to \infty$ in the above display we contradict (5.11).

At this point, we only need to take care of the occurrence $|\xi_\infty + b| = 0$. By (5.11) and ellipticity, we deduce that $A$ has at least one positive eigenvalue. Let $\Sigma_0$ be the direct sum of all the eigen-subspaces corresponding to nonnegative eigenvalues of $A$ and $\Pi_0(\cdot)$ be the orthogonal projection over $\Sigma_0$. Since $u_\infty - \varphi$ has a local strict minimum in $x_0$, by (5.8) the function

$$\varphi_\delta(x) := \varphi(x) + \delta|\Pi_0(x - x_0)|$$

touches $u_\infty$ from below in a point $x_0$ close to $x_0$ for $\delta > 0$ sufficiently small. We are then led to consider two possible occurrences: [if $\Pi_0(\hat{x}_0 - x_0) = 0$ and $\Pi_0(\hat{x}_0 - x_0) > 0$. If $\Pi_0(\hat{x}_0 - x_0) = 0$, then

$$\left|\Pi_0(\hat{x}_0 - x_0)\right| = \max_{e \in S^{n-1}} e \cdot \Pi_0(\hat{x}_0 - x_0) = \min_{e \in S^{n-1}} e \cdot \Pi_0(\hat{x}_0 - x_0),$$

which means that the map

$$\hat{\varphi}_\delta(x) := \varphi(x) + \delta e \cdot \Pi_0(x - x_0)$$

touches $u_\infty$ from below in $\hat{x}_0$ for all $e \in S^{n-1}$. This last fact, (5.8) and standard stability results, cf. [39, Lemma 5] yield that $\hat{\varphi}_\delta(\cdot)$ touches $u_\kappa$ from below in $\hat{x}_\kappa \to \hat{x}_0$. The uniformity prescribed by (5.8) guarantees that $\delta$ does not depend on $\kappa$. A direct computation shows that $D(e \cdot \Pi_0(x - x_0)) = \Pi_0(e)$ and $D^2(e \cdot \Pi_0(x - x_0)) = 0$. Moreover, it is

$$e \in \Sigma_0 \cap S^{n-1} \Rightarrow \Pi_0(e) = e \quad \text{and} \quad e \in \Sigma_0^\perp \cap S^{n-1} \Rightarrow \Pi_0(e) = 0,$$

where $\Sigma_0^\perp$ is the subspace orthogonal to $\Sigma_0$. We claim that

$$\text{there is } \hat{e} \in S^{n-1} \text{ so that } |D\varphi(\hat{x}_0) + \hat{\xi}_\infty + \Pi_0(\hat{e})| > 0.$$ 

In fact, if $|D\varphi(\hat{x}_0) + \hat{\xi}_\infty| = 0$ we pick any $\hat{e} \in S^{n-1} \cap \Sigma (\text{which exists as } \Sigma \neq \emptyset \text{ because of the previous considerations on the eigenvalues of } A)$ and use (5.16)$_1$; while if $|D\varphi(\hat{x}_0) + \hat{\xi}_\infty| > 0$ and $\Sigma_\perp \neq \emptyset$, we fix $\hat{e} \in \Sigma_\perp \cap S^{n-1}$ and exploit (5.16)$_2$ and if $|D\varphi(\hat{x}_0) + \hat{\xi}_\infty| > 0$ and $\Sigma_\perp = \emptyset$, i.e. $\Sigma \equiv \mathbb{R}^n$ and $\Pi_0(\cdot) \equiv 1$, we let $\hat{e} := \frac{D\varphi(\hat{x}_0) + \hat{\xi}_\infty}{|D\varphi(\hat{x}_0) + \hat{\xi}_\infty|}$, thus

$$|D\varphi(\hat{x}_0) + \hat{\xi}_\infty + \Pi_0(\hat{e})| = |D\varphi(\hat{x}_0) + \hat{\xi}_\infty + \Pi_0(\hat{e})| + 1 > 1.$$ 

Once (5.17) has been established, we can take $\kappa \in \mathbb{N}$ sufficiently large to assure that

$$|D\varphi(\hat{x}_\kappa) + \hat{\xi}_\kappa + \Pi_0(\hat{e})| \geq \frac{1}{4}|D\varphi(\hat{x}_\kappa) + \hat{\xi}_\kappa + \Pi_0(\hat{e})| > 0,$$

recall (5.11)$_2$ and use (5.5) to conclude with

$$\mathfrak{F}_\kappa(A) \stackrel{(5.14),(5.18)}{\geq} \frac{4p^+ + p_- + 1\kappa^{-1}}{\min \{1, |D\varphi(\hat{x}_\kappa) + \hat{\xi}_\kappa + \Pi_0(\hat{e})|^{p^+}, |D\varphi(\hat{x}_\kappa) + \hat{\xi}_\kappa + \Pi_0(\hat{e})|^{p_-}\}}.$$
As \( \kappa \to \infty \) in the above display, we obtain a contradiction to (5.11).

On the other hand, if \( |\Pi_0(\hat{x}_0 - x_0)| > 0 \), we still have that \( \varphi_\kappa(\cdot) \) touches \( u_\infty \) from below in \( \hat{x}_0 \) as above, so, by (5.8) and standard stability results [39, Lemma 5] we have that \( \varphi_\kappa(\cdot) \) touches from below \( u_\kappa \) in \( \hat{x}_\kappa \) for some points \( \hat{x}_\kappa \to \hat{x}_0 \). We remark that by (5.8), \( \delta \) does not depend on \( \kappa \). Being \( |\Pi_0(\hat{x}_0 - x_0)| > 0 \), it is also \( |\Pi_0(\hat{x}_\kappa - x_0)| > 0 \) for \( \kappa \in \mathbb{N} \) sufficiently large, so the map \( x \mapsto |\Pi_0(x - x_0)| \) is smooth and convex in a neighborhood of \( \hat{x}_\kappa \). As \( \Pi_0(\cdot - x_0) \) is a projector, there holds

\[
5.19 \quad \Pi_0(x - x_0)D\Pi_0(x - x_0) = \Pi_0(x - x_0) \quad \text{and} \quad D^2[\Pi_0(x - x_0)] \text{ is nonnegative definite.}
\]

Recall that we were assuming that \( \xi_\infty + b = 0 \), so using the very definition of \( \Sigma_0 \) we have

\[
\begin{align*}
|\xi_\infty + D\varphi(\hat{x}_0) + \delta \frac{\Pi_0(\hat{x}_0 - x_0)}{|\Pi_0(\hat{x}_0 - x_0)|}|^2 &= |A(\hat{x}_0 - x_0) + \delta \frac{\Pi_0(\hat{x}_0 - x_0)}{|\Pi_0(\hat{x}_0 - x_0)|}|^2 \\
&= |A(\hat{x}_0 - x_0)|^2 + \delta^2 + 2\delta A(\hat{x}_0 - x_0) \frac{\Pi_0(\hat{x}_0 - x_0)}{|\Pi_0(\hat{x}_0 - x_0)|} \\
&= |A(\hat{x}_0 - x_0)|^2 + \delta^2 + 2\delta A\Pi_0(\hat{x}_0 - x_0) \cdot \frac{\Pi_0(\hat{x}_0 - x_0)}{|\Pi_0(\hat{x}_0 - x_0)|} \\
&\geq |A(\hat{x}_0 - x_0)|^2 + \delta^2 \geq \delta^2,
\end{align*}
\]

thus

\[
|\xi_\infty + D\varphi(\hat{x}_0) + \delta \frac{\Pi_0(\hat{x}_0 - x_0)}{|\Pi_0(\hat{x}_0 - x_0)|}| \geq \delta,
\]

therefore, for \( \kappa \in \mathbb{N} \) large enough we have

\[
5.20 \quad |\xi_\kappa + D\varphi(\hat{x}_\kappa) + \delta \frac{\Pi_0(\hat{x}_\kappa - x_0)}{|\Pi_0(\hat{x}_\kappa - x_0)|}| \geq \frac{\delta}{4}.
\]

We can then use (5.11) and that \( u_\kappa \) is a \( \kappa^{-1} \)-normalized viscosity supersolution of (5.5) to get

\[
\mathfrak{g}_\kappa(A) \overset{(2.2)}{\geq} \frac{\mathfrak{g}_\kappa(A + D^2[\Pi_0(\hat{x}_\kappa - x_0)]) + \lambda tr(D^2[\Pi_0(\hat{x}_\kappa - x_0)])}{\kappa} \geq \min \left\{ 1, \frac{4p^+ + p^- + 1}{\kappa} \right\}.
\]

Sending \( \kappa \to \infty \) above we obtain a contradiction to (5.11).

Combining Case 1 and Case 2 we can conclude that \( \mathfrak{g}_\infty(A) \geq 0 \), so \( u_\infty \) is a supersolution of (5.10) in \( B_1(0) \). To show that \( u_\infty \) is also a subsolution to (5.10), we only observe that this is equivalent to prove that \( \tilde{u}_\infty := -u_\infty \) is a supersolution of equation

\[
\mathfrak{g}_\infty(D^2\tilde{u}_\infty) = 0 \quad \text{in} \quad B_1(0),
\]

where we set \( \mathfrak{g}_\infty(M) := -\mathfrak{g}_\infty(-M) \), which is uniformly \( (\lambda, \Lambda) \)-elliptic in the sense of (2.2). Hence, we can apply the whole procedure developed above on \( \tilde{u}_\infty \) and conclude that \( u_\infty \) is a viscosity solution of (5.10). Proposition 3 then applies and \( \tilde{u}_\infty \in C^{1,\alpha}(B_1/2(0)) \). In particular is valid (2.13), which contradicts (5.9)2, and the proof is complete. \( \square \)

Lemma 5.1 essentially determines a certain parameter \( \varepsilon_0(\text{data}) \in (0,1) \) so that it is possible to build a tangential path connecting \( \varepsilon_0 \)-normalized viscosity solution of (2.6) to viscosity solutions of a homogeneous limiting profile for which the Krylov-Safonov regularity theory is available. At this stage, we need to transfer such regularity from the limiting homogeneous
problem to viscosity solutions of (1.1). In this perspective, we establish an oscillation control at discrete scales.

**Lemma 5.2.** Assume set and let \( \varepsilon_0 \equiv \varepsilon_0(\text{data}) \in (0, 1) \) be the smallness parameter determined in Lemma 5.1. There are \( \sigma \equiv \sigma(n, \lambda, \Lambda) \in (0, 1) \) and \( \alpha_0 \equiv \alpha_0(n, \lambda, \Lambda, p^+, p^-) \in (0, 1) \) so that if \( u \in C(B_1(0)) \) is a \( \varepsilon_0 \)-normalized viscosity solution of equation (1.1), then for any \( \kappa \in \mathbb{N} \) it is possible to find \( \xi_\kappa \in \mathbb{R}^n \) so that

\[
\text{osc}_{B_{\kappa}(0)} (u - \xi_\kappa \cdot x) \leq \sigma^{\kappa(1+\alpha_0)}.
\]

**Proof.** Let \( \sigma \equiv \sigma(n, \lambda, \Lambda) \) be the one in (2.12) and

\[
\alpha_0 \leq \min \left\{ \alpha, \frac{1}{\max\{p^+, p^-\} + 1} \log(2) \right\},
\]

where \( \alpha \equiv \alpha(n, \lambda, \Lambda) \in (0, 1) \) is the Hölder continuity exponent provided by Proposition 3. A direct consequence of the choice made in (5.22) is

\[
\sigma^{\alpha_0} > \frac{1}{2}.
\]

Now we look back at the construction developed in Section 5.1 and fix a scaling parameter \( \tau_0 \) equal to \( \varepsilon_0^{1/3} \), where \( \varepsilon_0 \equiv \varepsilon_0(\text{data}) \) is the one provided by Lemma 5.1. In this way we determine the dependency \( \tau_0 \equiv \tau_0(\text{data}) \) and remove the ambiguity raised in Remark 5.1 as now it is

\[
\|a\|_{L^\infty(B_1(0))} + \|b\|_{L^\infty(B_1(0))} \leq c(\text{data}), \|a\|_{L^\infty(\Omega)}, \|b\|_{L^\infty(\Omega)}, \|u\|_{L^\infty(\Omega)}, \|f\|_{L^\infty(\Omega)}.
\]

Let \( u \in C(B_1(0)) \) be an \( \varepsilon_0 \)-normalized viscosity solution of equation (1.1) in the sense of Definition 3 and of Section 5.1, which means that \( u \) is an \( \varepsilon_0 \)-normalized viscosity subsolution/supersolution of (5.1)/(5.2). With \( \kappa \in \mathbb{N} \cup \{0\} \), we define \( \sigma_{\kappa} := \sigma^\kappa \) and start an induction argument to show that (5.21) holds for all \( \kappa \in \mathbb{N} \cup \{0\} \).

**Basic step - \( \kappa = 0 \).** By (5.3) we see that (5.21) holds with \( \xi_0 = 0 \). In fact it is

\[
\text{osc}_{B_{\kappa}(0)} (u - \xi_0 \cdot x) = \text{osc}_{B_{\kappa}(0)} u \overset{(5.3)}{\leq} 1.
\]

**Induction step.** Assume that there exists \( \xi_\kappa \in \mathbb{R}^n \) satisfying (5.21) and define

\[
u_{\kappa}(x) := \sigma_{\kappa}^{-1+\alpha_0} \left[ u(\sigma_{\kappa}x) - \sigma_{\kappa} \xi_\kappa \cdot x \right].
\]

Recalling Definition 3, a straightforward computation shows that \( \nu_{\kappa} \) is a viscosity subsolution of

\[
\min \left\{ \bar{\mathcal{F}}_{\kappa}(D^2u_{\kappa}), \bar{\mathcal{S}}_{\kappa,M}(x, Du_{\kappa}; \xi_\kappa) \bar{\mathcal{S}}_{\kappa}(D^2u_{\kappa}), \bar{\mathcal{S}}_{\kappa,M}(x, Du_{\kappa}; \xi_\kappa) \bar{\mathcal{S}}_{\kappa}(D^2u_{\kappa}) \right\} = \mathcal{E}_\kappa \text{ in } B_1(0)
\]

and a viscosity supersolution to

\[
\max \left\{ \bar{\mathcal{F}}_{\kappa}(D^2u_{\kappa}), \bar{\mathcal{S}}_{\kappa,M}(x, Du_{\kappa}; \xi_\kappa) \bar{\mathcal{S}}_{\kappa}(D^2u_{\kappa}), \bar{\mathcal{S}}_{\kappa,M}(x, Du_{\kappa}; \xi_\kappa) \bar{\mathcal{S}}_{\kappa}(D^2u_{\kappa}) \right\} = -\mathcal{E}_\kappa \text{ in } B_1(0),
\]

where it is

\[
\xi_\kappa := \sigma_{\kappa}^{-\alpha_0} \tilde{\xi}_\kappa, \quad a_{\kappa}(x) := \sigma_{\kappa}^{\alpha_0(q-p^+)} a(\sigma_{\kappa}x), \quad b_{\kappa}(x) := \sigma_{\kappa}^{\alpha_0(s-p^-)} b(\sigma_{\kappa}x)
\]

\[
\bar{\mathcal{S}}_{\kappa}(M) := \sigma_{\kappa}^{1-\alpha_0} \bar{\mathcal{S}}(\sigma_{\kappa}^{-1-M}), \quad \mathcal{E}_\kappa := \sigma_{\kappa}^{1-\alpha_0(max\{p^+, p^-\})+1} \mathcal{E},
\]

\( \bar{\mathcal{F}}_{\kappa}(\cdot), \bar{\mathcal{S}}_{\kappa}(\cdot) \) are the same defined in the proof of Lemma 5.1 and \( \mathcal{E} \) is the constant derived in Section 5.1 corresponding to the scaling parameter \( \tau_0 \) fixed before. Notice that by construction \( \bar{\mathcal{S}}_{\kappa}(\cdot) \) satisfies (2.14) uniformly in \( \kappa \) and because of the choice of \( \tau_0 \equiv \tau_0(\text{data}) \) made above, we have

\[
\mathcal{E}_\kappa \leq \sigma_\kappa^{1-\alpha_0(max\{p^+, p^-\})+1} \mathcal{E} \overset{(5.3)}{\leq} \varepsilon_0.
\]
Furthermore, the induction assumption assures that
\[
(5.26) \quad \text{osc}_{B_1(0)} u_k = \sigma_k^{-(1+\alpha_0)} \text{osc}_{B_0(0)} (u - \xi_k \cdot x) \leq 1,
\]
and, as \( u(0) = 0 \), cf. Section 5.1, it is also \( u_k(0) = 0 \) so by (5.26) we have \( \|u_k\|_{L^\infty(B_1(0))} \leq 1 \). Therefore we see that \( u_k \) is actually a \( \varepsilon_0 \)-normalized viscosity subsolution/supersolution of (5.24)/(5.25), thus all the assumptions of Lemma 5.1 are verified, so there is \( \bar{\xi}_{k+1} \in \mathbb{R}^n \) so that
\[
\text{osc}_{B_0(0)} (u_k - \bar{\xi}_{k+1} \cdot x) \leq \sigma_{k+1}^2.
\]
Setting \( \tilde{\xi}_{k+1} := \bar{\xi}_k + \sigma_{k+1} \bar{\xi}_{k+1} \), we can rewrite the content of the previous display as
\[
(\sigma_k^{-(1+\alpha_0)} \text{osc}_{B_{\sigma_{k+1}}(0)} (u - \xi_{k+1} \cdot x) \leq \sigma_{k+1}^2 \implies \text{osc}_{B_{\sigma_{k+1}}(0)} (u - \tilde{\xi}_{k+1} \cdot x) \leq \sigma_{k+1}^{1+\alpha_0}
\]
and the proof is complete. \( \square \)

Now we are ready to prove Theorem 2.

5.3. Proof of Theorem 2. Let \( u \in C(\Omega) \) be a viscosity solution of equation (1.1). For the parameter \( \varepsilon_0 \equiv \varepsilon_0(\text{data}) \in (0, 1) \) provided by Lemma 5.1, we follow the scaling process outlined in Section 5.1 to turn \( u \) into a \( \varepsilon_0 \)-normalized viscosity solution of (1.1). The choice of \( \varepsilon_0 \) assures that the assumptions of Lemma 5.2 are satisfied, so (5.21) is available to us. Given any \( \varrho \in (0, 1] \), we can find \( \kappa \in \mathbb{N} \cup \{0\} \) so that \( \sigma^{\kappa+1} < \varrho \leq \sigma^\kappa \). We then estimate
\[
\text{osc}_{B_{\varrho}(0)} (u - \xi_k \cdot x) \leq \text{osc}_{B_{\sigma}(0)} (u - \xi_k \cdot x) \leq \sigma^{\kappa+1+\alpha_0} \leq \varrho^{1+\alpha_0},
\]
with \( \varrho \equiv c(n, \lambda, \Lambda, p^+, p^-) \), so \( u \) is \( C^{1,\alpha_0} \)-regular around zero. By standard translation arguments we can prove the same fact in a neighborhood of any \( x_0 \in B_{1/2}(0) \). In particular, we have
\[
[Du]_{0,\alpha_0;B_{1/2}(0)} \leq c(n, \lambda, \Lambda, p^+, p^-).
\]

Reversing the scaling procedure in Section 5.1 and applying the covering argument we obtain (1.8), which implies that \( u \in C^{1,\alpha_0}_{\text{loc}}(\Omega) \) and the proof is complete.

Appendix A. Hölder estimates for multi-phase equations with variable exponents

Let us derive uniform Hölder estimates for continuous viscosity solutions to fully nonlinear elliptic equations of Multi-Phase type with variable exponents. Let \( \mu \in [0, 1] \) be any number, set for simplicity
\[
\Omega \times \mathbb{R}^n \ni (x, z) \mapsto G(\mu)(x, z) := \left[ \ell'_{\mu}(z)p(x) + a(x)\ell_{\mu}(z)q(x) + b(x)\ell_{\mu}(z)s(x) \right],
\]
and consider equation
\[
(A.1) \quad G(\mu)(x, Du) \left( \mu u + F(D^2 u) \right) = f(x) \quad \text{in} \ \Omega,
\]
where
\[
(A.2) \quad 0 \leq p(\cdot) \in C(\Omega), \quad 0 \leq q(\cdot) \in C(\Omega), \quad 0 \leq s(\cdot) \in C(\Omega)
\]
and assume also (2.14), (2.16) and (2.17).

Proposition A.1. Under assumptions (2.14), (2.16), (2.17) and (A.2), let \( u \in C(\Omega) \) be a viscosity solution to the Multi-Phase fully nonlinear equation with variable exponents (A.1). Then \( u \in C^{0,\beta_0}_{\text{loc}}(\Omega) \) for all \( \beta_0 \in (0, 1) \). In particular, if \( B_\varrho(z_0) \subset \Omega \) is any ball with radius \( \varrho \in (0, \frac{1}{2}) \), it holds that
\[
(A.3) \quad [u]_{0,\beta_0;B_{\varrho/2}(z_0)} \leq c(n, \lambda, \Lambda, \|u\|_{L^\infty(B_\varrho(z_0))}, \|f\|_{L^\infty(B_\varrho(z_0))}, \varrho, \beta_0).
\]
Proof. Let $u \in C(\Omega)$ be a viscosity solution to equation (A.1) and $B_\rho(z_0) \subseteq \Omega$ be any ball with radius $\rho \in (0, \frac{1}{2})$. We prove that there are two constants $A_2 \equiv A_2(\rho, \|u\|_{L^\infty(B_\rho(z_0))})$ and $A_1 \equiv A_1(n, \lambda, p, \bar{\rho}, \|u\|_{L^\infty(B_\rho(z_0))}, \|f\|_{L^\infty(B_\rho(z_0))})$ so that

$$(A.4) \quad m(x_0) := \sup_{x,y \in B_\rho(z_0)} \left( u(x) - u(y) - A_1|x-y|^{\beta_0} - A_2 \left( |x - x_0|^2 + |y - x_0|^2 \right) \right) \leq 0$$

holds for all $x_0 \in B_{\rho/2}(z_0)$. In (A.4), $\beta_0 \in (0,1)$ is any (fixed) number. By contradiction, we assume that

$$\tag{A.5} \text{there exists } x_0 \in B_{\rho/2}(z_0) \text{ such that } m(x_0) > 0 \text{ for all positive } A_1, A_2,$$

define quantities

$$\tag{A.6} \begin{cases} A_1 := \frac{4}{\beta_0(1-\beta_0)} \left( \frac{\|f\|_{L^\infty(B_\rho(z_0))} + \|u\|_{L^\infty(B_\rho(z_0))}}{\lambda} + (2A_2 + 1) \left( \frac{\lambda(n-1)}{\lambda} + 1 \right) \right) \quad A_2 := 64\rho^{-2}\|u\|_{L^\infty(B_\rho(z_0))} \end{cases}$$

and consider the auxiliary functions

$$\begin{aligned} \psi(x,y) &:= A_1|x-y|^{\beta_0} + A_2 \left( |x - x_0|^2 + |y - x_0|^2 \right) \\ \phi(x,y) &:= u(x) - u(y) - \psi(x,y). \end{aligned}$$

If $(\bar{x}, \bar{y}) \in B_\rho(z_0) \times B_\rho(z_0)$ is a maximum point of $\phi(-)$, via (A.4) we have $\phi(\bar{x}, \bar{y}) = m(x_0) > 0$, so

$$A_1|\bar{x} - \bar{y}|^{\beta_0} + A_2 \left( |x - x_0|^2 + |\bar{y} - x_0|^2 \right) \leq u(\bar{x}) - u(\bar{y}) \leq 2\|u\|_{L^\infty(B_\rho(z_0))}. $$

Plugging (A.6) in the above inequality yields that $\bar{x}, \bar{y}$ both belong to the interior of $B_\rho(z_0)$, in fact:

$$|x - z_0| \leq |x - x_0| + |x_0 - z_0| \leq \frac{3\rho}{4} \quad \text{and} \quad |\bar{y} - z_0| \leq |\bar{y} - x_0| + |x_0 - z_0| \leq \frac{3\rho}{4}. $$

Moreover, $\bar{x} \neq \bar{y}$, otherwise $m(x_0) = \phi(\bar{x}, \bar{y}) = 0$ and (A.4) would be verified. This last remark shows that $\psi(-)$ is smooth in a small neighborhood of $(\bar{x}, \bar{y})$, therefore we can determine vectors

$$\begin{aligned} \xi_x := \partial_x \psi(\bar{x}, \bar{y}) &= A_1\beta_0|\bar{x} - \bar{y}|^{\beta_0-1} \frac{\bar{x} - \bar{y}}{|\bar{x} - \bar{y}|} + 2A_2(\bar{x} - x_0), \\ \xi_y := \partial_y \psi(\bar{x}, \bar{y}) &= A_1\beta_0|\bar{x} - \bar{y}|^{\beta_0-1} \frac{\bar{x} - \bar{y}}{|\bar{x} - \bar{y}|} + 2A_2(\bar{y} - x_0). \end{aligned}$$

To summarize, we have that $\phi(-)$ attains its maximum in $(\bar{x}, \bar{y})$ inside $B_\rho(z_0) \times B_\rho(z_0)$ and $\phi(-)$ is smooth around $(\bar{x}, \bar{y})$, thus Proposition 2.1 applies: for any $\epsilon > 0$ we can find a threshold $\hat{\delta} = \hat{\delta}(\epsilon, \|D^2\psi\|)$ such that for all $\delta \in (0, \hat{\delta})$ the couple $(\xi_x, X_\delta)$ is a limiting subjet of $u$ at $\bar{x}$ and the couple $(\xi_y, Y_\delta)$ is a limiting superjet of $u$ at $\bar{y}$ and the matrix inequality

$$\tag{A.7} \begin{bmatrix} X_\delta & 0 \\ 0 & -Y_\delta \end{bmatrix} \leq \begin{bmatrix} Z & -Z \\ -Z & Z \end{bmatrix} + (2A_2 + \delta)I$$

holds, where we set

$$Z := A_1D^2(|x - y|^{\beta_0})_{(x,y)} = A_1 \left[ \frac{\beta_0|\bar{x} - \bar{y}|^{\beta_0-1}}{|\bar{x} - \bar{y}|} + \left( \beta_0(1-\beta_0)|\bar{x} - \bar{y}|^{\beta_0-2} - \frac{\beta_0|\bar{x} - \bar{y}|^{\beta_0-1}}{|\bar{x} - \bar{y}|} \right) \frac{(\bar{x} - \bar{y}) \otimes (\bar{x} - \bar{y})}{|\bar{x} - \bar{y}|^2} \right].$$

We fix $\delta \equiv \min \left\{ 1, \frac{\delta}{4} \right\}$ and apply (A.7) to vectors of the form $(z, z) \in \mathbb{R}^{2n}$, to obtain

$$((X_\delta - Y_\delta)z, z) \leq (4A_2 + 2)|z|^2.$$
This means that
\[(A.8)\quad \text{all the eigenvalues of } X_\delta - Y_\delta \text{ are less than or equal to } 2(2A_2 + 1).\]
In particular, applying \((A.7)\) to the vector \(\bar{z} := \frac{x - \bar{y}}{|x - \bar{y}|}, \frac{\bar{y} - x}{|x - \bar{y}|}\), we get
\[
\left\langle (X_\delta - Y_\delta) \frac{x - \bar{y}}{|x - \bar{y}|}, \frac{x - \bar{y}}{|x - \bar{y}|} \right\rangle \leq 2(2A_2 + 1) - 4\beta_0(1 - \beta_0)A_1|x - \bar{y}|^{\beta_0 - 2}.
\]
This yields in particular that
\[(A.9)\quad \text{at least one eigenvalue of } X_\delta - Y_\delta \text{ is less than } 2(2A_2 + 1) - 4A_1\beta_0(1 - \beta_0)|x - \bar{y}|^{\beta_0 - 2}.\]
Expanding the expression of \(\omega(\cdot)\) in \((A.9)\) we get
\[
2(2A_2 + 1) + 4A_1\beta_0(1 - \beta_0)|x - \bar{y}|^{\beta_0 - 2} \leq 2(2A_2 + 1) - 4A_1\beta_0(1 - \beta_0) < 0.
\]
where we also used that \(|x - \bar{y}| \leq 1\). This means that at least one eigenvalue of \(X_\delta - Y_\delta\) is negative, thus combining \((2.3)_2\), \((A.8)\) and \((A.9)\) we obtain
\[(A.10)\quad M_{-\lambda,\Lambda}(X_\delta - Y_\delta) \geq -2(2A_2 + 1) [\Lambda(n - 1) + \lambda] + 4\lambda A_1\beta_0(1 - \beta_0).
\]
With \(\xi_x, \xi_\theta\) computed before, we recover the viscosity inequalities
\[(A.11)\quad \begin{cases} G_\mu(x, \xi_x) (\mu u(x) + F(X_\delta)) \leq f(x) \\ G_\mu(y, \xi_\theta) (\mu u(y) + F(Y_\delta)) \geq f(y) \end{cases}
\]
Moreover, a quick computation shows that
\[(A.12)\quad \min \{\ell_\mu(\xi_x), \ell_\mu(\xi_\theta)\} \geq \min \{|\xi_x|, |\xi_\theta|\} \geq \sqrt{A_1\beta_0(A_1\beta_0 - 2A_2)} \geq 1
\]
and, via ellipticity,
\[(A.13)\quad F(X_\delta) \geq F(Y_\delta) + M_{-\lambda,\Lambda}(X_\delta - Y_\delta).
\]
Merging all the previous inequalities, we obtain
\[
\frac{f(x)}{G_\mu(x, \xi_x)} \geq \mu u(x) + F(X_\delta) \geq \mu u(x) + M_{-\lambda,\Lambda}(X_\delta - Y_\delta) \geq \mu(u(x) - u(y)) - 2(2A_2 + 1) [\Lambda(n - 1) + \lambda] + 4\lambda A_1\beta_0(1 - \beta_0) + \frac{f(y)}{G_\mu(y, \xi_\theta)},
\]
so with \((A.12)\) we can complete the estimate in the above display as follows:
\[
2 \left(\|f\|_{L^\infty(B_{\delta}(x_0))} + \|u\|_{L^\infty(B_{\delta}(x_0))}\right) + 2(2A_2 + 1) [\Lambda(n - 1) + \lambda] \geq \mu(u(y) - u(x)) + \frac{f(x)}{G_\mu(x, \xi_x)} - \frac{f(y)}{G_\mu(y, \xi_\theta)} + 2(2A_2 + 1) [\Lambda(n - 1) + \lambda] \geq 4\lambda A_1\beta_0(1 - \beta_0),
\]
which contradicts the position in \((A.6)_1\). This means that there are two positive constants \(A_1, A_2\) with the dependencies outlined before so that for all \(x_0 \in B_{\delta/2}(z_0)\), inequality \((A.4)\) is verified, which in particular yields that \(u \in C^{0,\beta_0}(B_{\delta/2}(z_0))\) for all \(\beta_0 \in (0, 1)\). The arbitrariness of \(B_{\delta}(z_0)\) and a standard covering argument render that \(u \in C^{0,\beta_0}_{\text{loc}}(\Omega)\) for all \(\beta_0 \in (0, 1)\) and the proof is complete. \(\square\)
Remark A.1. Notice that the constant appearing in (A.3) does not depend on $\mu \in [0,1]$ nor on the moduli of continuity of $a(\cdot), b(\cdot), p(\cdot), q(\cdot), s(\cdot)$.
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