Rings and strings: a basis for understanding subleading colour and QCD coherence beyond the two-jet limit
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1 Introduction

Resummation of logarithmically enhanced contributions in perturbation theory, and the closely related design and analysis of parton shower algorithms, which reside at the core of event generator simulation programs [1–6], are crucial to predicting the details of final states at collider experiments. Recent developments of parton shower algorithms have been driven by attempts to achieve higher precision. Notably, a significant amount of work has been performed to make decisive statements about the perturbative accuracy of existing algorithms [7–9] and to propose modifications that improve their formal accuracy [8–19].

The baseline accuracy of an angular-ordered shower [3] has long been established, drawing from the seminal work on QCD coherence [20–22], which guarantees next-to-leading-log (NLL) accuracy for inclusive, global, two-jet observables with a colour singlet initial state and lower accuracy otherwise. Recent improvements include the addition of spin correlations [23], higher-order DGLAP emission kernels [24] and modifications to the
evolution variable so as to better populate the emission phase-space \cite{8, 15}. However, at their core, modern angular-ordered parton showers are still based on the early implementations of QCD coherence and their accuracy has not been systematically improved beyond the two-jet limit. Today, it is known that QCD coherence can be used to achieve NLL accuracy across a broad class of exponentiating observables beyond the two-jet limit (the rIRC safe observables) \cite{25–29}. However, these insights have yet to be formulated as an algorithm that can be incorporated into a general purpose angular-ordered parton shower.

In contrast to angular-ordering, early work on dipole showers focused on the large $N_c$ limit of amplitudes with soft gluons \cite{30–32}. Their wide-ranging applicability to inclusive and exclusive observables at LL and leading-colour (LC) accuracy was demonstrated without needing arguments of QCD coherence. Only in recent years has the accuracy of dipole showers been systematically extended beyond LL \cite{10–12, 16, 17} and LC NLL accuracy can now be achieved across a range of inclusive and exclusive observables.

In parallel to the recent efforts to improve existing cross-section-level showers, significant amounts of work have also been devoted to exploring a new paradigm on which parton branching algorithms can eventually be based \cite{33–36}. By working directly with the full quantum mechanical amplitudes, these new approaches naturally achieve greater accuracy but are also burdened by significantly increased complexity. Consequently, their direct application to phenomenology has so far seen limited success \cite{14, 37, 38}. In what follows, we use this amplitude-level formalism to explore the structure of subleading colour corrections from soft (eikonal) gluons. These efforts lead us to a deeper understanding of the kinematic structure of ‘off-diagonal’ subleading colour, and to a proposed improvement of existing angular-ordered showers.

The rest of the paper is structured as follows. In section 2 we present an analysis of soft gluon amplitudes, and introduce our basic objects: the ‘ring’ and ‘string’ functions. Using these functions, we will isolate the kinematic dependence of colour diagonal and colour suppressed contributions using the known fact that collinear poles are diagonal in colour space, and then also by explicit construction in a colour flow basis. In section 2.4 and section 2.5, we illustrate the benefits of using these functions when evaluating full-colour amplitudes: the functions are economical for expressing subleading colour and they improve the numerical convergence of the parton branching algorithm implemented into the CVolver code \cite{37, 39}. In section 3 we study the kinematic limits of rings and strings, which enables us to identify how the coherent branching formalism can be generalized beyond the azimuthally-averaged two-jet limit, where colour correlations from the hard process and the azimuthal dependence of eikonal gluons play a significant role. The bottom line is a simple modification to the emission kernels in an angular-ordered shower:

\[
\frac{d(\cos \theta_{in})d\phi_n}{1 - \cos \theta_{in}} \Theta(\theta_{in} < \theta) \rightarrow (n-1)S^{i,k}_t E^2_n \Theta(\theta_{in} < \theta) \frac{d(\cos \theta_{in})d\phi_n}{(n-1)S^{i,k}_t}, \tag{1.1}
\]

where \((n-1)S^{i,k}_t\) is a string function (introduced in the next section):

\[
(n-1)S^{i,k}_t = \frac{s_{ij}s_{nk} + s_{ik}s_{nj} - s_{jk}s_{mi}}{2s_{ni}s_{nj}s_{nk}}, \tag{1.2}
\]
for \( s_{ij} = q_i \cdot q_j \). The emitted parton is labelled \( n \), \( i \) is its parent, \( j, k \) are spectators (defined later), and \( \theta \) the previous angular scale in the shower. This modification extends the angular-ordered framework to the three-jet limit. It includes the azimuthal correlations from an eikonal gluon dressing any number of collinear partons in the three jets, and when one of the three jets is soft it encodes the azimuthal correlations between two eikonal gluons dressing a two-jet system. When more than three coloured hard particles are involved, the modification offers no formal improvement over existing angular-ordered showers [3].\(^1\) In this case, the large-\( N_c \) colour flows of the hard process are used to initiate the shower, and each colour flow is individually showered with a weight given by the sub-amplitude for the particular colour structure. The showering is performed by treating each colour dipole as if it were a two-jet system. This procedure loses the interference between the hard process colour flows, thus restricting the angular-ordered shower to leading-colour accuracy.

2 Soft amplitudes, collinear poles and colour structures

2.1 Recap of density matrices for soft gluons

We assume that an \( n \)-particle QCD amplitude, for which one of the \( n \) particles is a soft gluon, factorises:\(^2\)

\[
|M_n(q_1, \ldots, q_n)\rangle = J_n(q_n) |M_{n-1}(q_1, \ldots, q_{n-1})\rangle + \mathcal{O}(\lambda^0),
\]

(2.1)

where \( J_n \) is the eikonal current, \( q_n \sim \lambda q_i \) for \( \lambda \ll 1 \) and the other momenta are \( q_i \in \{q_1, \ldots, q_{n-1}\} \). In what follows, we are interested in \( n > 3 \) so that the colour dynamics is non-trivial. Differential cross sections are computed using

\[
d\sigma_n = \langle M_n |M_n\rangle \, d\Phi_n = \langle M_{n-1} |J_n^\dagger J_n |M_{n-1}\rangle \, d\Phi_{n-1} \frac{(2\pi\mu)^2}{2\pi} \frac{d^{3-2\epsilon} q_n^2}{2E_n} + \mathcal{O}(\lambda^{1-\epsilon}),
\]

(2.2)

where \( d\Phi_n \) is the \( n \)-particle phase-space measure. At lowest order in \( \alpha_s \), the eikonal current is

\[
J_n^{(0)}(q_n) = \left(\frac{\alpha_s}{\pi}\right)^{\frac{1}{2}} \sum_{i,\lambda_i} T_i \varepsilon_{\lambda_i}(q_n) \cdot q_i q_n \cdot q_i.
\]

(2.3)

Similarly, a soft loop factorises as

\[
|M_n^{(1)}\rangle = I_n^{(1)} |M_n^{(0)}\rangle + \mathcal{O}(\lambda^{1-\epsilon}),
\]

(2.4)

where the bracketed superscript indicates the number of loops. \( I_n^{(1)} \) is related to \( J_n^{(0)} \) via unitarity:

\[
I_n + I_n^\dagger = \frac{(2\pi\mu)^{2\epsilon}}{2\pi} \int \frac{d^{3-2\epsilon} q_n^2}{2E_n} J_n^\dagger J_n.
\]

(2.5)

\(^1\)Though some improvement might be possible by reducing hard process colour flows to tripole rather than dipoles.

\(^2\)This factorisation is violated at two loops [40, 41] but that is beyond the scope of this paper.
It is useful to express the soft gluon amplitude and its conjugate as a density matrix, $A_n$, such that $\text{Tr}A_n = \langle M_n | M_n \rangle$. Written in this form

$$A_n = J_n^{(0)} |M_{n-1}\rangle \langle M_{n-1}| J_n^{(0)}\dagger = -\frac{\alpha_s}{\pi} \sum_{i \neq j} \omega_{ij}(q_n) T_i |M_{n-1}\rangle \langle M_{n-1}| T^\dagger_j,$$  \hspace{1cm} (2.6)

where $\omega_{ij}(q_n)$ is an antenna function,

$$\omega_{ij}(q_n) = \frac{q_i \cdot q_j}{q_n \cdot q_i q_n \cdot q_j}.$$  \hspace{1cm} (2.7)

We will make use of an abridged notation:

$$[i \cdot j] = T_i |M_{n-1}\rangle \langle M_{n-1}| T^\dagger_j.$$  \hspace{1cm} (2.8)

Crucially, both the emission of a soft gluon and the real part of a soft loop, when expressed as operators on density matrices, only depend on antenna functions.

Each antenna function is accompanied by two collinear poles. Let us now extract the functional form of a pole in $\omega_{ij}$ arising when $q_n |q_i$. We define a dipole momentum fraction and dipole transverse momentum as

$$z_{ij} = \frac{q_n \cdot q_j}{q_i \cdot q_j}, \hspace{1cm} (k^i_\perp)^2 = \frac{2 q_i \cdot q_n q_j \cdot q_n}{q_i \cdot q_j},$$  \hspace{1cm} (2.9)

and use them to write

$$\omega_{ij}(q_n) \frac{d^{3-2\epsilon} q_n}{2E_n} = \frac{dk^i_\perp}{(k^i_\perp)^{1+2\epsilon} (z_{ij})^{1+\epsilon}} d\phi.$$  \hspace{1cm} (2.10)

Working in the lab frame (or equivalently any frame where $q_1, \ldots, q_{n-1}$ are hard relative to $q_n$), we can use the small angle approximation to isolate the collinear poles. In this approximation $k^i_\perp \approx E_n \theta_{ni}$ where $\theta_{ni}$ is the angle between $i$ and $n$, and $z_{ij} \approx E_n/E_i$. Thus

$$\text{Pole}_{q_n |q_i} \left( \omega_{ij}(q_n) \frac{d^{3-2\epsilon} q_n}{2E_n} \right) = \frac{d\theta_{ni}}{(\theta_{ni})^{1+2\epsilon} (E_n)^{1+3\epsilon}} E_i^2 dE_n d\phi,$$  \hspace{1cm} (2.11)

which is independent of $j$. Consequently, colour conservation ($\sum_j T_j = 0$) can be used so that for a fixed $i$

$$\text{Pole}_{q_n |q_i} \left( A_n \frac{d^{3-2\epsilon} q_n}{2E_n} \right) = \frac{\alpha_s}{\pi} [i \cdot i] \frac{d\theta_{ni}}{(\theta_{ni})^{1+2\epsilon} (E_n)^{1+3\epsilon}} E_i^2 dE_n d\phi.$$  \hspace{1cm} (2.12)

This highlights a general feature: the colour structures accompanying a single collinear pole are diagonal.$^3$ Equivalently, the off-diagonal colour density matrix elements for a soft emission $n$ are independent of collinear poles associated with $q_n$. QCD coherence can be viewed as a consequence of this pole structure in the amplitude density matrix. Consequently, the tree-level eikonal current for the emission of a soft gluon from a bunch of collinear particles couples only to the combined colour charge of the collinear particles.

---

$^3$Strictly speaking the colour operator $[i \cdot i]$, is only diagonal after using the cyclicity of the trace, $\text{Tr}[i \cdot i] = \langle M_{n-1} | T^\dagger_i | M_{n-1} \rangle$. It is the quadratic Casimir operator, $T^2_i$, which is diagonal in colour space. This subtlety is not of relevance in this paper since, with tree-level soft currents, there is a one-to-one relationship between a structure $[i \cdot i]$ and a quadratic Casimir.
2.2 Isolating collinear poles in density matrices

The absence of collinear poles in off-diagonal colour density matrix elements is well known. However, it is also somewhat striking given that the antenna functions, from which we can express any leading soft amplitude, each contain two collinear poles. Necessarily, collinear poles cancel for some linear combinations of antenna functions. We refer to these linear combinations as ring functions, it will be clear why shortly. Linear combinations of antenna functions with one or more collinear poles we refer to as string functions. Whilst diagonal elements of a colour density matrix can depend on both rings and strings, the collinear finiteness of off-diagonal elements ensures they only ever depend on rings. This motivates us to look for a set of basis functions spanning all rings and strings for a given particle multiplicity. Expressing $A_n$ in this basis will partition collinear poles from the off-diagonal elements in the amplitude density matrix.

In appendix A we give a detailed account of the construction of ring functions, here we collect the important features. The simplest ring is\(^4\)

\[
(n-1)R_{i,j}^{k,l} = \omega_{ij}(q_n) - \omega_{ik}(q_n) - \omega_{jl}(q_n) + \omega_{kl}(q_n),
\]

(2.13)

where $i, j, k, l \in \{1, 2, \ldots, n-1\}$ and the $n$th gluon is soft. It is necessary that none of $i, j, k, l, n$ are equal. Consequently, $A_n$ has no non-zero, off-diagonal elements for $n < 5$ at tree-level (or $n < 4$ if $q_n$ is a loop momentum). From this point on we will assume that $A_n$ is a tree-level density matrix. One-loop density matrices can be found through the unitarity relation, eq. (2.5).

We can represent antenna functions diagrammatically as sources and sinks,

\[
\omega_{ij}(q_n) \equiv \frac{1}{q_{ij}}, \quad \text{and} \quad -\omega_{ij}(q_n) = \frac{1}{q_{ij}},
\]

(2.14)

from which we can construct a ring:

\[
(n-1)R_{k,l}^{i,j} \equiv \omega_{ij}(q_n) - \omega_{ik}(q_n) - \omega_{jl}(q_n) + \omega_{kl}(q_n),
\]

(2.15)

\(^4\)From here on we use all roman indices other than $n$ to index a particle other than $n$.~
All rings can be expressed as a sum over even sided polygons. For example

$$
\omega_{13} - \omega_{12} + \omega_{25} - \omega_{56} + \omega_{46} - \omega_{34} \equiv \begin{array}{c}
1 \\
2 \\
3 \\
4 \\
5 \\
6
\end{array} ,
$$

(2.16)

where we have dropped the \((q_n)\) argument of the antenna functions. For a second example,

$$
\omega_{18} - \omega_{17} + \omega_{57} - \omega_{56} + \omega_{46} - \omega_{48} + \omega_{23} - \omega_{36} + \omega_{46} - \omega_{24} \\
\equiv \begin{array}{c}
1 \\
2 \\
3 \\
4 \\
5 \\
6 \\
7 \\
8
\end{array} + \begin{array}{c}
4 \\
3 \\
2 \\
1
\end{array} ,
$$

(2.17)

A string is a sequence of sources and sinks which does not form a polygon. It necessarily has at least one collinear pole.

Rings can be manipulated with the following two rules. We have a cut rule for splitting an \(n\) sided polygon into two smaller polygons:

$$
\begin{array}{c}
i \\
\cdot \cdot \cdot \\
j \\
\cdot \cdot \cdot \\
l \\
k
\end{array} = \begin{array}{c}
i \\
\cdot \cdot \cdot \\
j \\
\cdot \cdot \cdot \\
l \\
k
\end{array} + \begin{array}{c}
i \\
\cdot \cdot \cdot \\
j \\
\cdot \cdot \cdot \\
l \\
k
\end{array} \\
\text{for } i \neq k, i \neq l, j \neq l.
$$

(2.18)

There is also a rule for repeated edges, which can be used to reduce an \(n\)-sided polygon to an \((n-2)\)-sided polygon:

$$
\begin{array}{c}
k \\
i \\
j \\
l
\end{array} = \begin{array}{c}
i \\
k \\
l
\end{array} .
$$

(2.19)

Using these rules, it is always possible to reduce a ring function to a sum over the functions \((n-1)R_{k,l}^{i,j}\). Therefore we can use the functions \((n-1)R_{k,l}^{i,j}\) to form a basis over rings. The
functions \((n-1)R_{ij}^{k,l}\) have the following symmetries and anti-symmetries:

\[
(n-1)R_{ij}^{k,l} = (n-1)R_{ji}^{l,k}, \quad (n-1)R_{ij}^{k,l} = -(n-1)R_{ki}^{j,l}, \quad (n-1)R_{ij}^{k,l} = -(n-1)R_{lk}^{j,i}. \quad (2.20)
\]

Diagrammatically (anti-)symmetries of the rings are generated by axes of reflection of their polygons. Reflections with axes bisecting vertices generate the symmetries and axes bisecting edges generate anti-symmetries.

In appendix A we show that for a particle multiplicity of \((n-1)\) there are \(n-1\) linearly independent rings. For example, when \((n-1) = 4\) there are 2 linearly independent basis rings:

\[
R^1_{3,4} = 1 \quad \text{and} \quad R^1_{4,3} = 1.
\]

Neither square can be transformed into the other by application of the cutting or repeated edge rules or symmetries. When \(n-1 = 5\) there are 5 linearly independent rings:

\[
R^1_{3,4}, \quad R^1_{4,3}, \quad R^1_{3,5}, \quad \text{and} \quad R^1_{4,5}.
\]

Finding a complete basis over ring functions for the amplitude \(A_n\) is achieved by finding a set \(\{(n-1)R_{ij}^{k,l}\}\) of dimension \((n-1)(n-4)/2\) where each \((n-1)R_{ij}^{k,l}\) is linearly independent. One such complete basis is

\[
\left\{(n-1)R^1_{3,4}, (n-1)R^1_{4,3}, (n-1)R^1_{3,5}, \text{ and } (n-1)R^1_{4,5} \right\}.
\]

We have found a basis over rings, let us now do the same for strings. Our goal is to disentangle the collinear poles in \(A_n\) and so to construct a set of strings that forms a complete basis over the collinear poles in \(A_n\) (which we refer to as our string basis\(^5\)). This is mostly easily achieved by constructing a set of strings for which each string only contains a collinear pole in a single direction. A string with a collinear pole only in the direction of \(^5\)Note that this string basis will not be a basis over all possible strings but rather a basis over the collinear poles in \(A_n\). This is because a string with a pole in the direction of \(i\) can be transformed into another string of the same length and with the same pole by the addition of a ring.
particle $i$ has the form

\begin{align}
\begin{array}{c}
\quad
\end{array}
\end{align}

(2.23)

where the dots represent the insertion of sources and sinks. There are $(n-1)$ collinear poles in $A_n$ and with them $(n-1)$ basis string functions. We will use the shortest string basis:

\begin{align}
(n-1)S_{ij}^{j,k} = \frac{1}{2} (\omega_{ij} + \omega_{ik} - \omega_{jk}) \equiv \frac{1}{2} \times \\
\end{align}

(2.24)

where $j, k$ can be chosen freely except that $j, k \neq i$. The factor of a half is included so that

\begin{align}
\text{Pole}_{q_n||q_i} \left( (n-1)S_{ij}^{j,k} \frac{d^3-2\epsilon \vec{q}_n}{2E_n} \right) = \text{Pole}_{q_n||q_i} \left( \omega_{ij}(q_n) \frac{d^3-2\epsilon \vec{q}_n}{2E_n} \right) = \text{Pole}_{q_n||q_i} \left( \omega_{ik}(q_n) \frac{d^3-2\epsilon \vec{q}_n}{2E_n} \right). \quad (2.25)
\end{align}

The set of functions \{(n-1)S_{ij}^{j,k}\} forms a complete basis over the collinear poles in the amplitude density matrix $A_n$. Combining a ring basis and this set of strings gives a set of $n-1C_2$ linearly independent functions, equal to the total number of antenna functions in $A_n$.

Now we have constructed a basis of rings and strings, we can use it to separate the collinear poles from the colour off-diagonal physics in $A_n$. An antenna function can be expressed as

\begin{align}
\begin{array}{c}
\quad
\end{array}
\end{align}

(2.26)

where the two strings take care of the pole regions and the ring (which will depend on the string basis chosen) takes care of any residual finite pieces. Using the string basis
\{(n-1)S^{i,k,l}_i\}, and reducing the ring to a sum over basis rings, we have the following relation: \(^{6}\)

\[ \omega_{ij}(q_n) = (n-1)S^{k,l}_i + (n-1)S^{m,n}_j + \frac{1}{2} \left( (n-1)R^{i,j}_{k,l} + (n-1)R^{i,l}_{m,i} + (n-1)R^{i,j}_{m,n} \right). \]  

(2.27)

Thus we can write

\[ A_n = -\frac{\alpha_s}{\pi} \sum_{i \neq j} \omega_{ij}(q_n) [i \cdot j] \]

\[ = -\frac{\alpha_s}{\pi} \sum_{i \neq j} \left( (n-1)S^{k,l}_i + (n-1)S^{m,n}_j + \frac{1}{2} \left( (n-1)R^{i,j}_{k,l} + (n-1)R^{i,l}_{m,i} + (n-1)R^{i,j}_{m,n} \right) \right) [i \cdot j], \]

\[ = \frac{2\alpha_s}{\pi} \sum_i (n-1)S^{k,l}_i [i \cdot i] - \frac{\alpha_s}{2\pi} \sum_{i \neq j} \left( (n-1)R^{i,j}_{k,l} + (n-1)R^{i,l}_{m,i} + (n-1)R^{i,j}_{m,n} \right) [i \cdot j]. \]  

(2.28)

We immediately observe that all terms with collinear poles are colour diagonal, and this property emerges without the small-angle approximation. Note, there are only \(n_{-1}C_2 - n + 1\) linearly independent rings whilst there are \(3(n_{-1}C_2)\) terms in the summation on the final line. Consequently, the ring terms must simplify. We can simplify matters by a choice of basis, \(\{ (n-1)S^{k,l}_i \}\). Specifically, for all \(i \neq 1, 2\), we choose \(k = 1\) and \(l = 2\), for \(i = 1\) we choose \(k = 2\) and \(l = 3\), and for \(i = 2, k = 1\) and \(l = 3\), i.e.

\[ \{ (n-1)S^{k,l}_i \} \rightarrow \{ (n-1)S^{2,3}_1, (n-1)S^{1,3}_2, (n-1)S^{1,2}_3, (n-1)S^{1,2}_4, \ldots, (n-1)S^{1,2}_{n-1} \}. \]

We have chosen this basis, which singles out partons 1,2 and 3, with a view to section 3 where it is a natural choice. This basis can be substituted into eq. (2.28) in which \(k, l, m, n\) appear arbitrary. \(k, l, m, n\) are specified through eq. (2.27), wherein the first string fixes \(k, l\) for a given \(i\) and similarly the second fixes \(j, m, n\). After some simplification using the relations given in appendix A, we find

\[ A_n = \frac{2\alpha_s}{\pi} \left( (n-1)S^{2,3}_1[1 \cdot 1] + (n-1)S^{1,3}_2[2 \cdot 2] + \sum_{i \neq 1, 2} (n-1)S^{1,2}_i [i \cdot i] \right) \]

\[ - \frac{\alpha_s}{2\pi} \sum_{i \neq 1, 2, 3} (n-1)R^{i,1}_{2,3} [i \cdot 1 - 2] + [1 - 2 \cdot i] - \frac{\alpha_s}{2\pi} \sum_{i \neq 1, 2, j \neq i, 1, 2} \left( (n-1)R^{i,j}_{1,2} + (n-1)R^{i,j}_{1,2} \right) [i \cdot j], \]

(2.29)

\(^{6}\)Note this is not unique. The rings in this relation come from just one combination of cuts on an octagon with two repeated edges:
where \( [1 - 2 \cdot i] = (T_1 - T_2) | M_{n-1} \rangle \langle M_{n-1} | T_1 \rangle ^\dagger \). This can be written as

\[
A_n = \frac{2 \alpha_s}{\pi} \left( (n-1) S_1^{2,3} [1 \cdot 1] + (n-1) S_2^{1,3} [2 \cdot 2] + \sum_{i \neq 1,2} (n-1) S_i^{1,2} [i \cdot i] \right) \\
- \frac{\alpha_s}{2 \pi} \sum_{i \neq 1,2,3} (n-1) R_{2,3}^{i,1} ([i \cdot 1 - 2] + [1 - 2 \cdot i]) - \frac{\alpha_s}{2 \pi} \sum_{i \neq 1,2} \sum_{j \neq i,1,2} (n-1) R_{1,2}^{i,j} ([i \cdot j] + [j \cdot i]).
\]

(2.30)

Thus we have disentangled the colour diagonal collinear poles from the rest of the soft physics. We have done so without introducing subtraction terms (which introduce non-antenna function dependence into the colour density matrix elements [35]), without introducing a scale to separate collinear and soft modes (as in [42]), and without approximating the eikonal current in the collinear limit (as one typically does when considering zero bins or double counting between the soft and collinear limits).

At this point, it is worth noting the integrated form of the ring functions we have introduced. Though the rings are collinear finite, the integral is most easily performed analytically whilst using a regulator:

\[
\int \frac{d\Omega_n^{5-2\varepsilon}}{4\pi} E_n^2 (n-1) R_{k,l}^{i,j} = \frac{1}{-2 \varepsilon} \frac{\pi^{1-2\varepsilon}}{\Gamma(1-2\varepsilon)} (f_{ij} - f_{ik} - f_{jl} + f_{kl}) ,
\]

\[
= 2 \ln \left( \frac{n_i \cdot n_j n_k \cdot n_l}{n_i \cdot n_k n_j \cdot n_l} \right) + O(\varepsilon) \equiv 2 \ln (\rho_{ijkl}) + O(\varepsilon),
\]

(2.31)

where \( \Omega^d = 2\pi^{d/2}/\Gamma(d/2) \), \( f_{ij} = n_i \cdot n_j F_i (1, 1, 1 - \varepsilon, n_i \cdot n_j) \), \( n_i = q_i / E_i \) and \( \rho_{ijkl} \) is a conformal cross-ratio [43]. Using this integral, one can compare eq. (2.30) for \( n = 5 \) with eq. (B.6) in [43] and where it can be checked that, upon setting \( A_4 = 1 \), the two are related term-by-term via the unitarity relation, eq. (2.5).

### 2.3 Rings emerge from the colour flow basis

In this section, we explore how rings emerge in the context of the amplitude-evolution framework in the colour flow basis. It is our hope that the key ideas can be appreciated without the need to descend into the details of the formalism, for which we refer to [34, 39].

Let us first discuss the virtual evolution, which is controlled by the soft anomalous dimension:

\[
[\sigma | \Gamma] \propto \delta_{\tau \sigma} \left( \Gamma + \frac{1}{N_c^2} \rho \right) + \frac{1}{N_c} \Sigma_{\tau \sigma} ,
\]

(2.32)

where \( \tau \) and \( \sigma \) label colour flows (expressed as a permutation of the integers 1 to \( n \), where \( n \) is the number of flows). Since the colour flow basis is not orthogonal we need

\[\text{We have } 2(n-3)C_2 + (n-4) \text{ rings in this expression, which means } n-3C_2 \text{ of them are not linearly independent. For example,}
\]

\[\text{(n-1)R}_{1,2}^{5,4} = \text{(n-1)R}_{1,2}^{4,5} + \text{(n-1)R}_{1,2}^{5,3} + \text{(n-1)R}_{1,2}^{3,4} - \text{(n-1)R}_{1,2}^{4,3} - \text{(n-1)R}_{1,2}^{3,5}.
\]

Moreover, \((n-1)R_{1,2}^{3,4} = (n-1)R_{2,1}^{4,3}\) and so rings in the first sum are not independent from rings in the second. Therefore further simplifications can be made if desired.\]
to take a little care defining the basis states: $|\sigma\rangle$ denotes a colour flow obtained from a string of Kronecker symbols $\delta^{j_1}_{i_1} \cdots \delta^{j_n}_{i_n}$ for $n$ colour lines, and the dual basis state is defined by $|\sigma\rangle \equiv \sum_{\tau} (S^{-1})_{\tau\sigma} |\tau\rangle$ (for $S$ the scalar product matrix defined below) such that $\sum_{\alpha} |\alpha\rangle \langle \alpha| = 1$. We refer the reader to [34, 39] for more details. The colour diagonal, leading-$N_c$, contribution $\Gamma_{\sigma}$ can be expressed as a sum over dipoles connecting colour charge and anti-charge. The $1/N_c^2$ suppressed contribution, $\rho$, is also proportional to the unit operator in colour space, and involves a sum over conventional dipoles as well as a sum over colour connected colour/colour and anti-colour/anti-colour pairs:

$$\Gamma_{\sigma} = \sum_{i,j \text{ c.c. in } \sigma} \Omega_{ij}, \quad \rho = -\sum_{i,j} \lambda_i \lambda_j \Omega_{ij}, \quad \Omega_{ij} = \frac{(2\pi \mu)^2}{2\pi} \int_{P.S.} \frac{d^3x}{2E} \omega_{ij}(q),$$

where $\lambda_i = \pm 1$ if $i$ is coloured or anti-coloured (with a gluon carrying both colour and anti-colour). Here ‘$i, j$ c.c. in $\sigma$’ means that particles $i$ and $j$ are colour connected in the flow $\sigma$. Notably, the colour-suppressed, off-diagonal contributions involve certain combinations of eikonal factors [39, 44]:

$$\Sigma_{\tau\sigma} = \sum_{i,j \text{ c.c. in } \sigma} \sum_{j,k \text{ c.c. in } \tau} \Omega_{ij} + \Omega_{kl} - \Omega_{ik} - \Omega_{jl},$$

which we recognise as a ring.

Now we turn our attention to the case of real emissions. What follows is closely related to the implementation in CVolver [37, 39]. In the colour flow basis we can write

$$\text{Tr}[A_n] = \text{Tr}[A_n S_n],$$

where $A_n = (|\tau\rangle \langle A_n |\sigma\rangle)$ is the matrix representation of the colour space operator $A_n$, and $S_n = (|\tau\rangle \langle \tau|)$ is the matrix of scalar products of colour flows in the $n$-parton colour space, which satisfies

$$\langle \tau|\sigma\rangle = N_c^{m-\#(\tau, \sigma)},$$

where $m$ is the number of colour flows involved, and $\#(\tau, \sigma)$ denotes the minimal number of transpositions between the permutations $\tau$ and $\sigma$. Perturbative unitarity arises because of the cyclicity of the trace:

$$\text{Tr}[T_i A_n T_j] = \text{Tr}[S_n T_i A_n T_j],$$

and in the colour flow basis this is

$$T_j^\dagger S_{n+1} T_i = S_n T_{ij}.$$

Our aim is to consider a sequence of real emissions, for which we need

$$\text{Tr} \left[ T_{i_1}^\dagger T_{i_2}^\dagger \cdots S_{n+m} T_{j_1} \cdots T_{j_m} A_n \right] = \text{Tr} \left[ S_n T_{i_1} \cdots T_{i_m} T_{j_1} \cdots T_{j_m} A_n \right],$$

which we have written in terms of a correlator of many colour charges,

$$T_{i_1} \cdots T_{i_m} T_{j_1} \cdots T_{j_m} = \left( |\tau\rangle \langle T_{i_1}^\dagger T_{i_2}^\dagger \cdots T_{i_m}^\dagger T_{j_1} T_{j_2} \cdots T_{j_m} |\bar{\tau}\rangle \right).$$
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In order to analyze the $N_c$ dependence of the emission contributions alone, we recursively evaluate the trace until we hit the level of the hard density operator $A_n$ and the according scalar product matrix $S_n$. Using the completeness relation

$$1 = \sum_\lambda |\lambda\rangle \langle\lambda|,$$

we can reduce the multi-colour correlator to product of matrix elements of single colour charges acting in the amplitude and conjugate amplitude, i.e. the quantity

$$\xi_{ij}^{(rs\bar{r}\bar{s})} = \frac{\langle \sigma|\bar{\sigma} \rangle}{\langle \bar{\tau}|\bar{\tau}\rangle} \langle \sigma|T_i|\bar{\sigma}\rangle \langle \tau|T_j|\bar{\tau}\rangle .$$

This object is used to sample colour flows for real emissions in CVolver [37], and using it we can evaluate the multi-colour correlator (eq. (2.40)) recursively:

$$\left( T_{i_1m,...,i_1j_1,...,i_m} \right)_{rs} = \sum_{\tau,\bar{\tau}} \xi_{i_1j_1}^{(rs\bar{r}\bar{s})} \times \left( T_{i_1m,...,i_1j_1,...,i_m} \right)_{\bar{r}\bar{s}},$$

with initial condition $(T_{ij})_{rs} = \sum_\lambda |\lambda\rangle |T_i|\bar{\sigma}\rangle \langle \lambda|T_j|\sigma\rangle$.

The emission operator can be decomposed into a sum over operators acting on individual colour lines ($t$ and $\bar{t}$), and a ‘singlet’ gluon operator ($s$):

$$T_i = \frac{1}{\sqrt{2}} \left( \lambda_i t_{c_i} - \bar{\lambda}_i \bar{t}_{\bar{c}_i} + (\lambda_i - \bar{\lambda}_i)s \right),$$

where $c_i$ is the colour line index assigned to parton $i$ (if this carries colour like a quark or a gluon), $\bar{c}_j$ the anti-colour index for parton $j$ (if this carries anti-colour like an anti-quark or a gluon) [34]. In order to analyze matrix elements of the density operator, we need to consider definite colour states in the amplitude and conjugate amplitude after the emission, as depicted in the lower row of figure 1. The three scenarios depicted cover all possible colour states after an emission (for a completely general set of prior colour connections). We have only drawn the colour lines relevant to the emission and the three cases differ by the number of colour lines that are common in the amplitude and its conjugate (two, one and zero from left to right). The wavy lines are drawn as such in order to clearly identify the emitted gluon. The top row of the figure indicates the colour flows prior to the emission and the coloured circles indicate the two lines from which the gluon is emitted that deliver the colour flow in the bottom row. The point is that there can be several combinations that give rise to the same final colour flow. The left-most transition will only receive contributions from one dipole pair $i,j$, originating as either $-\omega_{ij}\lambda_i \lambda_j t_{c_i} \bar{t}_{\bar{c}_j}$, as indicated by the black dots, or with $i$ and $j$ interchanged. This contribution will only be non-vanishing if $i$ and $j$ carry colour and anti-colour for which $\lambda_i \lambda_j = -1$. The middle flow topology allows for more pairs to contribute, and includes contributions from two colour/anti-colour pairs (black and blue) as well as one anti-colour/anti-colour pair, for which $\bar{\lambda}_i \bar{\lambda}_j = +1$. These transitions are all associated with a real emission contribution $\omega_{ij} + \omega_{ik} - \omega_{jk}$, which is a string. The rightmost topology can receive contributions from up to four partons, and is accordingly weighted by a ring $\omega_{il} + \omega_{kj} - \omega_{ij} - \omega_{kl}$. 


Figure 1. The colour flows in the density operator relevant for the emission of a gluon (the amplitude is drawn to the left and the conjugate amplitude to the right). Top row is before the emission and the bottom row is after (the emitted gluon’s colour lines are indicated as wavy lines). See text for more details.

In the presence of quarks a complication arises due to the action of the $s$ operator. In this case we need to sum over the quark or anti-quark lines as emitters, leaving us with a sum over dipoles, \( \sum_{j \in q} \omega_{ij} - \sum_{j \in \bar{q}} \omega_{ij} + (i \leftrightarrow k) \) if we consider a colour flow connecting partons $i$ and $k$ in the amplitude, and a ‘singlet’ emission in the conjugate amplitude (and also a contribution corresponding to emitting a ‘singlet’ in the amplitude and conjugate amplitude).

This is a superficial complication since the resulting contribution to the radiation pattern again collapses into a sum over dipoles, strings and rings (though with a slightly different structure to those in the second row of figure 1).

While the above observation explains the emergence of strings and rings directly from the colour flow basis, it does not yet explain the $1/N_c$ suppression. For this we must analyze $\xi$. One can show that $\xi^{(\sigma \bar{\sigma})}_{ij} = N_c$ whenever $i$ and $j$, or their colour connected partners, share at least one common colour line in the amplitude and conjugate. This applies to both the dipole and string transitions. More interesting is the case where no colour lines are common. This is the rightmost case in figure 1, which we have identified as a ring. In this case $\xi^{(\sigma \bar{\sigma})}_{ij} = 1/N_c$ or $N_c$. For the former case, we get an explicit $1/N_c$ suppression, for the latter the subsequent recursion needs to contribute a $1/N_c$ suppressed contribution since the powers of $N_c$ need to match on either side of eq. (2.43): this is because the matrix elements of the correlator \( \langle T_{i_1 \ldots i_m; j_1 \ldots j_m} \rangle_{\sigma \bar{\sigma}} \) in the recursion evaluate to powers of $\pm 1$. The entire $N_c$ dependence is hence carried by the choice of normalization $1/\langle \sigma | \bar{\sigma} \rangle$ that we associate with each step in the recursion, i.e. in eq. (2.43).
2.4 Impact on numerical simulations in CVolver

The emission contribution can be expressed as a sum over dipoles and a simple Monte Carlo implementation selects one such dipole to set up the kinematics of the emission, as well as to select one of the possible pairs of final colour flows. However, as we have seen in figure 1, two (dipoles), three (strings) or four (rings) terms can contribute to the same transition between the colour flows we have selected. Using dipoles does not present any problems in the large-\( N_c \) limit, but the account of subleading colour contributions relies on large collinear cancellations within a string or ring to take place on a statistical level, with severe consequences on the convergence of the Monte Carlo simulation. Clearly a better way to proceed is to use rings and strings directly.

We illustrate this with a result from CVolver [37, 39], in which we exploit a sampling over dipoles in comparison to a sampling which explicitly implements strings and rings according to the discussion we have presented in section 2.2. This is implemented by identifying which dipole factors contribute to the same colour flow transition (as in the previous section). We select one pair \( i, l \) to importance sample a direction such that the collinear enhancement with respect to that particular dipole factor \( \omega_{il} \) is mapped out, i.e. with a probability density proportional to \( \omega_{il} \). Such a pair uniquely identifies a pair of colour flows we intend to emit from in the amplitude and the conjugate amplitude. This pair of colour flows fixes four parton indices out of which two will drive the kinematic sampling: two connecting to the colour line ends, say \( i \) and \( k \), and two connecting to the anti-colour line ends, say \( j \) and \( l \). We then apply a weight

\[
\frac{\omega_{il} + \omega_{jk} - \omega_{ik} - \omega_{jl}}{\omega_{il} + \omega_{jk} + \omega_{ik} + \omega_{jl}}
\]

which makes the cancellations in the string or ring structures manifest. This procedure removes the ambiguity in defining the string basis used in eq. (2.28), since we use the colour flow information to fix the accompanying indices of the emitter \( i \) or pair \( i, j \) picking up exactly either an \( (n)S_{k,l}^i \) or an \( (n)R_{k,j}^{i,j} \) contribution.

In figure 2 we show the three and four gluon emission contributions to \( h \to gg \) decay for the gaps-between-jets observable, where \( \rho \) is the ratio of the veto scale to the hard scale and the veto region corresponds to \( -\pi/4 < \theta < \pi/4 \). CVolver is able to separate the contributions by the powers of \( N_c \) with which they contribute from the same Monte Carlo run, and we can thus explicitly observe that the leading colour curve (green) is not affected by the new implementation. The subleading colour results show a significant improvement over the version which only draws from dipoles. In this case our leading colour result takes the hard process normalization to be \( N_c^2 \), rather than \( N_c^2 - 1 \).

2.5 An example: computing subleading colour at \( \alpha_s^4 \) in \( H \to gg \)

In this short section we will demonstrate how the use of rings and strings allows us to isolate and simplify the subleading colour contribution to \( H \to g(1)g(2)(g(3)g(4)g(5)g(6)) \) at \( \mathcal{O}(\alpha_s^4) \),...
We find, after rotating the amplitude density matrix to rings and computing the leading colour piece, computable by summing over colour connected dipoles (the sums over ‘i c.c. j’ are sums over gluons i, j that are colour connected in planar topologies). Note that the structure of eq. (2.47) is predictable from eq. (2.30) since, for $H \rightarrow gg(gg \cdots)$, we know that after taking the trace terms are either proportional to the ’t Hooft coupling (as all Casimirs accompanying collinear poles will be in the adjoint representation) or must contain the product of at least two rings (so that colour has chance to leave the diagonal then return).\(^8\) This is what we see in eq. (2.47) and it explains the absence of subleading colour in $H \rightarrow g^{(1)} g^{(2)} (g^{(3)} g^{(4)} g^{(5)})$.

\(^8\)See appendix B for a more complete discussion on why for this process rings do not contribute to the leading colour diagonal.
The virtue of using rings and strings for expressing subleading colour is apparent.

3 QCD coherence

In this section we use rings and strings to study QCD coherence. We start by re-deriving the classic results for two-jet coherence [20] and then extend these to include three-jet processes. The traditional approach to coherence in the two-jet limit exploits the azimuthal symmetry of the process (in a frame where the jets are back-to-back) in order to average azimuthal degrees of freedom. There is no equivalent symmetry for a general three-jet process and so we are required to discuss the subtleties of taking a collinear limit without azimuthal averaging. This is the topic of section 3.2. In section 3.3, we use the results of section 3.2 to derive two-jet coherence without any azimuthal averaging. In section 3.4 we perform an all-orders calculation of coherence in the three-jet limit. This calculation is supported by the analysis in appendix C. In section 3.4.1 we discuss the addition of collinear physics and finally, in section 3.4.2, we discuss the modification to an angular-order parton shower that is motivated by our analysis.

Eq. (2.47) can be compared with the same cross-section computed in terms of antenna functions:

\[
\frac{d\Sigma^{RRRR}}{d\Phi_4} = \mathcal{O}(N_c^4) + 12 \frac{\alpha_s^4 N_c^2 \alpha_0^{(3)}}{\pi^4} \omega^{(1)} \left( \omega^{(4)}_{23} - \omega^{(5)}_{14} \omega_{12}^{(6)} + \omega^{(5)}_{24} \omega_{12}^{(6)} + \omega^{(5)}_{12} \omega_{13}^{(6)} - \omega^{(5)}_{14} \omega_{13}^{(6)} + \omega^{(5)}_{34} \omega_{13}^{(6)} \right.

- \omega^{(5)}_{12} \omega_{23}^{(6)} + 2 \omega^{(5)}_{14} \omega_{23}^{(6)} - \omega^{(5)}_{24} \omega_{23}^{(6)} - \omega^{(5)}_{34} \omega_{23}^{(6)} - \omega^{(5)}_{12} \omega_{14}^{(6)} + 2 \omega^{(5)}_{14} \omega_{14}^{(6)} - \omega^{(5)}_{24} \omega_{14}^{(6)} - \omega^{(5)}_{34} \omega_{14}^{(6)}

+ \omega^{(5)}_{12} \omega_{24}^{(6)} - \omega^{(5)}_{14} \omega_{24}^{(6)} + \omega^{(5)}_{34} \omega_{24}^{(6)} - \omega^{(5)}_{14} \omega_{34}^{(6)} + \omega^{(5)}_{24} \omega_{34}^{(6)} + \omega^{(5)}_{13} \left( \omega^{(6)}_{12} - \omega^{(6)}_{23} - \omega^{(6)}_{14} + \omega^{(6)}_{34} \right)

- \omega^{(5)}_{12} \left( \omega^{(6)}_{12} + \omega^{(6)}_{13} - 2 \omega^{(6)}_{14} + \omega^{(6)}_{24} + \omega^{(6)}_{34} \right) \right)

- \omega^{(4)}_{13} \left( \omega^{(5)}_{14} \omega_{12}^{(6)} + \omega^{(5)}_{24} \omega_{12}^{(6)} + \omega^{(5)}_{12} \omega_{13}^{(6)} + \omega^{(5)}_{14} \omega_{13}^{(6)} - 2 \omega^{(5)}_{24} \omega_{13}^{(6)} + \omega^{(5)}_{34} \omega_{13}^{(6)} - \omega^{(5)}_{12} \omega_{23}^{(6)}

+ \omega^{(5)}_{24} \omega_{23}^{(6)} - \omega^{(5)}_{34} \omega_{23}^{(6)} - \omega^{(5)}_{12} \omega_{14}^{(6)} + \omega^{(5)}_{24} \omega_{14}^{(6)} - \omega^{(5)}_{34} \omega_{14}^{(6)} + \omega^{(5)}_{12} \omega_{24}^{(6)} + \omega^{(5)}_{14} \omega_{24}^{(6)} - \omega^{(5)}_{34} \omega_{24}^{(6)}

- 2 \omega^{(5)}_{24} \omega_{34}^{(6)} + \omega^{(5)}_{34} \omega_{24}^{(6)} + \omega^{(5)}_{13} \left( -\omega^{(6)}_{12} + \omega^{(6)}_{13} + \omega^{(6)}_{24} - \omega^{(6)}_{34} \right)

- \omega^{(5)}_{14} \omega_{34}^{(6)} + \omega^{(5)}_{24} \omega_{34}^{(6)} + \omega^{(5)}_{13} \left( -2 \omega^{(6)}_{12} + \omega^{(6)}_{13} + \omega^{(6)}_{24} - \omega^{(6)}_{34} \right) \right)

+ \omega^{(4)}_{12} \left( -\omega^{(5)}_{23} \omega_{12}^{(6)} - \omega^{(5)}_{14} \omega_{12}^{(6)} - \omega^{(5)}_{24} \omega_{12}^{(6)} + 2 \omega^{(5)}_{34} \omega_{12}^{(6)} + \omega^{(5)}_{23} \omega_{13}^{(6)} + \omega^{(5)}_{14} \omega_{13}^{(6)} - \omega^{(5)}_{34} \omega_{13}^{(6)}

+ \omega^{(5)}_{14} \omega_{23}^{(6)} - \omega^{(5)}_{34} \omega_{23}^{(6)} + \omega^{(5)}_{14} \omega_{14}^{(6)} - \omega^{(5)}_{34} \omega_{14}^{(6)} + \omega^{(5)}_{23} \omega_{24}^{(6)} + \omega^{(5)}_{14} \omega_{24}^{(6)} - \omega^{(5)}_{34} \omega_{24}^{(6)}

+ \omega^{(5)}_{13} \left( \omega^{(6)}_{12} + \omega^{(6)}_{23} + \omega^{(6)}_{14} - \omega^{(6)}_{34} \right) - \omega^{(5)}_{12} \omega_{34}^{(6)} - \omega^{(5)}_{14} \omega_{34}^{(6)} - \omega^{(5)}_{24} \omega_{34}^{(6)} + 2 \omega^{(5)}_{34} \omega_{34}^{(6)}

+ \omega^{(5)}_{12} \left( 2 \omega^{(6)}_{12} - \omega^{(6)}_{13} - \omega^{(6)}_{23} + \omega^{(6)}_{14} - \omega^{(6)}_{24} + 2 \omega^{(6)}_{34} \right) \right) \right)

\text{(2.48)}

The virtue of using rings and strings for expressing subleading colour is apparent.
Figure 3. One of the $\mathcal{O}(\alpha_s^2)\gamma^*\to q\bar{q}gg$ Feynman diagrams that contribute to the amplitude density matrix $A_4$.

3.1 An elegant re-derivation of two-jet coherence

The lowest order amplitude density matrix that displays coherence is $A_4$, which could represent a process $e^+e^-\to q^{(1)}q^{(2)}g^{(3)}g^{(4)}$ (see figure 3). We consider the limit that particles 1 and 2 define two back-to-back hard jets, particle 3 is collinear to particle 1, and particle 4 is soft ($E_4 \ll E_1, E_2, E_3$). $A_4$, expressed in terms of strings, can be read off from eq. (2.30):

$$A_4 = \frac{2\alpha_s}{\pi} \left( (3)S_1^{2,3}[1 \cdot 1] + (3)S_2^{1,3}[2 \cdot 2] + (3)S_3^{1,2}[3 \cdot 3] \right),$$

(3.1)

where $[i \cdot j] = T_i |M_3\rangle \langle M_3| T_j$. To derive QCD coherence, one usually makes the following manipulations. Firstly one defines a function

$$2P_{ij} = w_{ij}^{(n)} + \frac{E_i}{E_n} q_i \cdot q_n - \frac{E_j}{E_n} q_j \cdot q_n.$$

(3.2)

This function has the property that it azimuthally averages to give a step function in the emission angle ($\theta_{in}$) and the dipole opening angle ($\theta_{ij}$):

$$E_n^2 \int_0^{2\pi} \frac{d\phi_{ij}^{(i)}}{2\pi} P_{ij} = \frac{1}{1 - \cos \theta_{in}} \Theta(\theta_{in} < \theta_{ij}),$$

(3.3)

where $q_i \cdot q_j = E_i E_j (1 - \cos \theta_{ij})$ and $q_i \cdot q_n = E_i E_n (1 - \cos \theta_{in})$. In turn, this is used to define

$$P_{ij}^{[i]} = -\frac{d\cos \theta_{in}}{4\pi} \int_0^{2\pi} \frac{d\phi_{ij}^{(i)}}{2\pi} P_{ij}.$$

(3.4)

After azimuthal averaging, the string, $(n-1)S_i^{j,k}$, can be written$^9$

$$(n-1)S_i^{j,k} \frac{d\Omega_n}{4\pi} \approx \frac{1}{2} \left( P_{ij}^{[i]} + P_{ik}^{[i]} \right) + \frac{1}{2} \left( P_{ji}^{[j]} - P_{jk}^{[j]} \right) + \frac{1}{2} \left( P_{ki}^{[k]} - P_{kj}^{[k]} \right).$$

(3.5)

Now consider the limit that two of the three particles ($i, j, k$) are collinear and the third is anti-collinear. We will neglect any terms that do not have a collinear pole in $\theta_{in}$ and

\[\text{A word on notation. In this paper there are two different approximations which we will discuss: azimuthal averaging and the collinear limit. Generally speaking we will signpost a collinear limit with either a restriction (e.g. “$|n_4\to n_1|$”) or by including an explicit limit function. The combination $\frac{d\Omega_n}{4\pi}$ implies that what follows has been azimuthally averaged.}\]
vanish in the exact collinear limit, as is usual when deriving QCD coherence. To aid us, we also define \( \hat{P}_{jk}^{[i]}(\theta_{ij}) = P_{jk}^{[i]} \Theta(\theta_{jn} > \theta_{ij}) \). In the collinear limit, \( P_{ki}^{[k]} \approx P_{kj}^{[k]} \) and \( \hat{P}_{jk}^{[i]}(\theta_{ij}) \approx \hat{P}_{ik}^{[i]}(\theta_{ij}) \), and so

\[
\begin{align*}
(n-1)S_{i,j}^{k} \frac{d\Omega_{n}}{4\pi} & \approx P_{ij}^{[i]} , \\
(n-1)S_{i}^{i,j,k} \frac{d\Omega_{n}}{4\pi} & \approx P_{ik}^{[i]} , \\
(n-1)S_{i}^{j,k,l} \frac{d\Omega_{n}}{4\pi} & \approx P_{ij}^{[i]} + \hat{P}_{jk}^{[i]}(\theta_{jk}) \approx P_{ik}^{[i]} + \hat{P}_{ki}^{[i]}(\theta_{jk}) ,
\end{align*}
\]

(3.6)

where \( n_{i} = q_{i}/E_{i} \). Here we see the structures of coherence emerging: strings split apart into terms that can probe a collinear dipole and wide-angle terms that cannot. A two-jet coherence pattern emerges immediately from \( A_{4} \) when we azimuthally average the strings in the limit \( n_{1} \to n_{3} \), as is given in eqs. (3.6):

\[
\begin{align*}
A_{4} \frac{d\Omega_{n}}{4\pi} \bigg|_{n_{1} \to n_{3}} & \approx \frac{2\alpha_{s}}{\pi} \left[ P_{13}^{[1]}[1, 1] + \left( P_{2i}^{[2]} + \hat{P}_{i(1+3)}^{[1]} \right)[2, 2] + P_{33}^{[3]}[3, 3] \right] \\
& = \frac{2\alpha_{s}}{\pi} \left( P_{13}^{[1]}[1, 1] + P_{21}^{[2]}[2, 2] + \hat{P}_{i(1+3)}^{[1]} \right)[1 + 3 \cdot 1 + 3] + P_{33}^{[3]}[3, 3] ,
\end{align*}
\]

(3.7)

where we have used colour conservation to arrive at the third term and where \( q_{1+3} = q_{1} + q_{3} \). This is the usual coherence result, which can be given the angular-ordered interpretation in figure 4.

### 3.2 Strings and rings in the collinear limit

We have just demonstrated that a coherent radiation pattern can be obtained from an amplitude density matrix dependent only on strings. We wish to generalise this radiation pattern to include hard processes beyond the two-jet limit. However, first we must discuss a few subtleties regarding the collinear limit.

---

**Figure 4.** Diagrams illustrating the angular ordered interpretation of \( \gamma^{*} \to q^{(1)} \bar{q}^{(2)} g^{(3)} g^{(4)} \). The relative lengths of lines depict the relative energies of the particles. Likewise, the angles between lines are indicative. These terms are computable from \( A_{4} \) in the limit that particle 3 is collinear to particle 1, and particle 4 is soft. As the amplitude density matrix is diagonal, these diagrams can be considered representative of contributions at cross-section level.
We find that the cancellation of collinear poles is apparent:

\[ \frac{(n-1)R^{i,j}_{k,l}}{4\pi} \approx \left( P^{[i]}_{ij} - P^{[i]}_{ik} \right) + \left( P^{[j]}_{ji} - P^{[j]}_{jl} \right) + \left( P^{[k]}_{kl} - P^{[k]}_{ki} \right) + \left( P^{[l]}_{lk} - P^{[l]}_{lj} \right). \]  

We can regroup terms so that the cancellation of collinear poles is apparent:

\[ \frac{(n-1)R^{i,j}_{k,l}}{4\pi} \approx P^{[i]}_{ij}(\theta_{ik}) + P^{[j]}_{ji}(\theta_{jl}) + P^{[k]}_{kl}(\theta_{kl}) + P^{[l]}_{lk}(\theta_{lk}), \]

where each \( P^{[a]_{ij}}(\theta_{ij}) \) has no collinear pole. Upon taking the limit \( n_i \to n_j \) we find that

\[ \frac{(n-1)R^{i,j}_{k,l}}{4\pi} \approx -2(n-1)S^{k,l}_{ij} \theta(\theta_{in} > \theta_{ij}) \frac{d\Omega_n}{4\pi}. \]

The naive limit and the limit of the azimuthally averaged ring are consistent when \( \theta_{ij} = 0 \) and \( \theta_{in} > 0 \), however they are otherwise inconsistent. The naive limit misses the important region where gluon \( n \) is soft and collinear, \( \theta_{in} < \theta_{ij} \), by assuming all momenta other than \( q_i \) and \( q_j \) are well spaced. In the \( \theta_{in} < \theta_{ij} \) region the ring does not diverge but the naive limit loses track of this fact and thus loses all dependence on \( j \). The \( \theta_{in} < \theta_{ij} \) region is handled by the azimuthally averaged ring as the step functions take care of the \( \theta_{in} < \theta_{ij} \) region and so the well spaced assumption is not necessary.

The naive limit failed because the limits \( q_n/E_n \to n_i \) and \( n_i \to n_j \) do not commute. As an illustrative example

\[ \lim_{q_n/E_n \to n_i} \lim_{n_i \to n_j} \omega_{ij}(q_n) \to 0, \]

whilst

\[ \lim_{n_i \to n_j} \lim_{q_n/E_n \to n_i} \omega_{ij}(q_n) \to \infty. \]

The limits \( q_n/E_n \to n_i \) and \( n_i \to n_j \) are not smoothly connected. There is a discontinuity between the regions where \( \theta_{ni} \ll \theta_{ij} \ll 1 \) and \( \theta_{ij} \ll \theta_{ni} \ll 1 \). This feature leads to the limiting properties of strings and rings being non-trivial, and is what azimuthally averages to generate the step function.

Let us look more carefully at the limits \( q_n/E_n \to n_i \) and \( n_i \to n_j \) of a ring \( (n-1)R^{i,j}_{k,l} \).

We find that

\[ \lim_{q_n/E_n \to n_i} \lim_{n_i \to n_j} (n-1)R^{i,j}_{k,l} \to \lim_{q_n/E_n \to n_i} -2(n-1)S^{k,l}_{ij} \to -\infty, \]

\footnote{The region of phase-space where \( q_n/E_n \to n_i \) and \( n_j \to n_i \) at the same rate contains the region where \( q_n/E_n = n_i \) and so also diverges (though non-trivially as it depends on the directions which \( q_n/E_n \) and \( n_i \) approach \( n_i \)). The presence of this pole signals that the discontinuous transition between the \( q_n/E_n \to n_i \) and \( n_i \to n_j \) limiting behaviours occurs at \( \theta_{ni} = \Lambda \theta_{ij} \) for \( \Lambda = 1 \).}
whilst
\[
\lim_{n_i \rightarrow n_j, q_n/E_n \rightarrow n_i} (n-1) R_{k,l}^{ij} \rightarrow \omega_{kl} + O(\theta_{in}^0, \theta_{ij}^0),
\]
(3.12)

If we wish to study the limit \( n_i \rightarrow n_j \) independently of the angle at which gluon \( n \) is emitted (as we do in the collinear limit relevant to coherence) we must deal with these non-commuting limits carefully. This requires that we separate regions as
\[
(n-1) R_{k,l}^{ij} = (n-1) R_{k,l}^{ij} \Theta(\theta_{in} > \theta_{ij}) + (n-1) R_{k,l}^{ij} \Theta(\theta_{in} < \theta_{ij}),
\]
(3.13)

where the first term contains divergences in \( \theta_{in} \) as \( n_i \rightarrow n_j \) and the second is finite. The boundary of the two regions (\( \theta_{in} = \theta_{ij} \)) is determined by the presence of an integrable pole in \( (n-1) R_{k,l}^{ij} \) which emerges when \( q_n \) lies in the \( ij \) plane with \( \theta_{in} = \theta_{ij} \) (this integrable pole is what azimuthally averages to generate the usual angular-ordered step function in eq. (3.10)).

We wish to approximate \( (n) R_{k,l}^{ij} \) in the collinear limit \( n_i \rightarrow n_j \) at the same level of accuracy with which we approximated the functions \( P_{ij}^{[\ell]} \) when deriving QCD coherence. Specifically, we keep all terms with non-integrable collinear poles in the emission angle of gluon \( n \) (\( \theta_{in} \) and \( \theta_{jn} \)) and terms which remain finite as \( \theta_{ij} \rightarrow 0 \). \( (n-1) R_{k,l}^{ij} \Theta(\theta_{in} < \theta_{ij}) \) both does not have a collinear pole and vanishes in the limit \( \theta_{ij} \rightarrow 0 \) and so we set it to zero. Thus, in this quasi-collinear limit, \( \theta_{ij} \ll 1 \), the ring is
\[
(n-1) R_{k,l}^{ij} \bigg|_{n_i \rightarrow n_j} \approx -2(n-1) S^{k,l}_i \Theta(\theta_{in} > \theta_{ij}) \approx -2(n-1) S^{k,l}_j \Theta(\theta_{jn} > \theta_{ij}).
\]
(3.14)

Importantly, the quasi-collinear limit is consistent with the collinear limit of the azimuthally averaged ring, eq. (3.10), for all values of \( \theta_{ij} \) and \( \theta_{in} \). We can also consider the quasi-collinear limits \( \theta_{ik} \ll 1 \) and \( \theta_{il} \ll 1 \):
\[
(n-1) R_{k,l}^{ij} \bigg|_{n_i \rightarrow n_k} \approx 2(n-1) S^{j,l}_i \Theta(\theta_{in} > \theta_{ik}) \approx 2(n-1) S^{j,l}_k \Theta(\theta_{kn} > \theta_{ik}),
\]
(3.15)
\[
(n-1) R_{k,l}^{ij} \bigg|_{n_i \rightarrow n_l} \approx 0.
\]
(3.16)

More formally, to find the \( n_i \rightarrow n_j \) limiting behavior of \( A_n \) at an arbitrary point in the \( n \)-particule phase-space we must partition the phase-space into multiple regions such that in each region the density matrix is a smooth function upon which the limit is well defined. These regions are necessarily bounded by the presence of poles (integrable or otherwise). Once the phase-space is suitably partitioned, we can compute the Laurent series around the \( n_i \rightarrow n_j \) pole in each region. \( (n-1) R_{k,l}^{ij} \) has four integrable poles, which appear at \( \theta_{in} = 0, \theta_{ij}, \theta_{ik}, \theta_{il} \) with particular values of the azimuth \( \phi_n \) (for simplicity we here assume that \( 0, \theta_{ij}, \theta_{ik}, \theta_{il} \) are ordered in size). Therefore, strictly speaking, the phase-space should be divided into four regions \( 0 < \theta_{in} < \theta_{ij}, \theta_{ij} < \theta_{in} < \theta_{ik}, \theta_{ik} < \theta_{in} < \theta_{il}, \) and \( \theta_{il} < \theta_{in} < \pi \). In each region the \( n_i \rightarrow n_j \) limit should be independently analysed. However, the latter three regions trivially all share the same limiting behavior and so have been grouped together in eq. (3.13).

Integrable poles do not produce logarithms.

Hereafter we will use quasi-collinear to specify the limit \( \theta \ll 1 \) whilst \( \theta \neq 0 \).
The same level of care must also be taken with strings in the quasi-collinear limit. We can write
\[(n-1)S_{ij}^{j,k} = (n-1)S_{ij}^{j,k}(\Theta(\theta_{in} < \theta_{ij}) + \Theta(\theta_{in} > \theta_{ij}))\],
(3.17)
and note that
\[(\omega_{ij}(q_n) + \omega_{ik}(q_n) - \omega_{jk}(q_n))\Theta(\theta_{in} > \theta_{ij})|_{n_j \rightarrow n_i} \approx 0,\]
(3.18)
as it has no collinear pole and vanishes as \(n_j \rightarrow n_i\). Consequently,
\[(n-1)S_{ij}^{j,k}|_{n_j \rightarrow n_i} \approx (n-1)S_{ij}^{j,k}\Theta(\theta_{in} < \theta_{ij}).\]
(3.19)

Already, we can see that coherence is encoded in the behaviour of strings and rings even without azimuthal averaging. Just as in the averaged case, in the quasi-collinear limit rings and strings split into small-angle terms which probe the colour structure of the density matrix in the neighbourhood of a collinear pole and wide-angle terms that cannot probe the colour structure in the neighbourhood of a collinear pole. In what follows, we will use the identities in eqs. (3.14), (3.16), and (3.19) to derive coherence properties of amplitude density matrices without azimuthal averaging.

### 3.3 Revisiting two-jet coherence without azimuthal averaging

In the previous discussion we demonstrated that strings and rings display coherence-like properties in the quasi-collinear limit without azimuthal averaging. In the following sections we look to exploit these properties to study coherence in processes without an azimuthal symmetry (namely three-jet topologies or double soft emission), which are usually considered beyond the scope of the traditional angular-ordered approach of eq. (3.7).

First, let us return to eq. (3.7) and derive it without azimuthal averaging. To do so, we must compute \(A_4\) in the limit that particles 1 and 2 define two hard jets, particle 3 is collinear to particle 1, and particle 4 is soft. \(A_4\) is given in terms of strings in eq. (3.1). We can use (3.19) and colour conservation to find the \(n_1 \rightarrow n_3\) quasi-collinear limit:

\[A_4|_{n_1 \rightarrow n_3} \approx \frac{2\alpha_s}{\pi} \left[ (3)S_2^{2,3}\Theta(\theta_{14} < \theta_{13})[1 \cdot 1] \right. \]
\[+ (3)S_1^{1,3}\Theta(\theta_{(1+3)4} > \theta_{13})[2 \cdot 2] + (3)S_3^{1,2}\Theta(\theta_{34} < \theta_{13})[3 \cdot 3] \left. \right], \]
\[\approx \frac{2\alpha_s}{\pi} \left[ (3)S_2^{2,3}(\theta_{14} < \theta_{13})[1 \cdot 1] + P_{(1+3)4} \Theta(\theta_{(1+3)4} > \theta_{13})[1 + 3 \cdot 1 + 3] \right. \]
\[+ P_{2(1+3)}[2 \cdot 2] + (3)S_3^{1,2}(\theta_{34} < \theta_{13})[3 \cdot 3] \left. \right]. \]
(3.20)

This has the same angular-ordered interpretation as eq. (3.7), shown diagrammatically in figure 4. However, by replacing the azimuthally averaged kernels with their unaveraged counterparts, eq. (3.20) retains the azimuthal correlations which are lost in eq. (3.7). The azimuthal correlations in eq. (3.20) actually vanish in the quasi-collinear, two-jet limit due to the axial
We will now use strings to extend coherence to the three-jet limit, including azimuthal
symmetry. This is not the case when we come to consider the three-jet limit in the next sec-
tion. The use of the functions $P_{ij}$ (defined in eq. (3.2)) is not unique. $P_{ij}$ could be replaced
by any function $g_{ij}$ that is finite as $\theta_{ij} \to 0$ and which satisfies $\omega_{ij}^{(4)} = g_{ij} + g_{ji}$. It is easy to
check that, when particles 1 and 2 are back-to-back, averaging eq. (3.7) returns eq. (3.7).

We can generalise eq. (3.20) to an all-orders treatment by replacing particles 1, 2 and 3
with bunches of exactly collinear partons defining jets 1, 2 and 3, i.e. we let the invariant
mass of any sub-clusters of particles inside each jet go to zero, $q_i^2/(2q_i \cdot q_j) \approx 0$ where $q_i$ ($q_j$)
is the total momentum of the jet $i = 1, 2, 3$ ($j = 1, 2, 3$ and $i \neq j$). The amplitude density
matrix for a soft emission from the three perfectly collimated jets is

$$
A_{3 \text{jet}+(g)} = -\frac{\alpha_s}{\pi} \left\{ \omega_{12}^{(4)} |1 \cdot 2|_3 + |2 \cdot 1|_3 + \omega_{13}^{(4)} |1 \cdot 3|_3 + |3 \cdot 1|_3 + \omega_{23}^{(4)} |2 \cdot 3|_3 + |3 \cdot 2|_3 \right\},
$$

(3.21)

where $|i \cdot j|_3 = T_i |M_{3 \text{jet}}| T_j^\dagger$ given $T_i = \sum_{m \in \text{jet} i} T_m$, and where $q_i = \sum_{m \in \text{jet} i} q_m$ for
$i \in \{1, 2, 3\}$. Here $|M_{3 \text{jet}}| = |M_{n-1}|_{|3 \text{jet}}$ where $|3 \text{jet}$ requires that each of the $n-1$ particles
are exactly collinear to one of the 3 jet directions. We use that $\omega_{ij}^{(4)} = (n-1)S_{ij}^{3,k} + (n-1)S_{ij}^{j,k}$
to write

$$
A_{3 \text{jet}+(g)} = \frac{2\alpha_s}{\pi} \left\{ (3)S_{13}^{2,3} |1 \cdot 1|_3 + (3)S_{13}^{1,3} |2 \cdot 2|_3 + (3)S_{13}^{1,2} |3 \cdot 3|_3 \right\}.
$$

(3.22)

As expected, we see that each string multiplies a diagonal colour structure only dependent
on the combined colour charge of the jet. As per $A_4$, we can apply eq. (3.19) in the limit
that jets 1 and 3 are quasi-collinear (which we label $1|3$) to see two-jet coherence emerge.
The outcome is

$$
A_{3 \text{jet}+(g)} |1|3 \approx \frac{2\alpha_s}{\pi} \left\{ (3)S_{13}^{2,3} (\theta_1 < \theta_{13}) |1 \cdot 1|_3 + (3)S_{13}^{1,3} |2 \cdot 2|_3 + (3)S_{13}^{1,2} (\theta_{34} < \theta_{13}) |3 \cdot 3|_3 \right\}.
$$

(3.23)

In the limit that jets 1 and 2 are back-to-back, this azimuthally averages to the familiar
result \cite{20}.

### 3.4 Coherence and angular-ordering in the three-jet limit

We will now use strings to extend coherence to the three-jet limit, including azimuthal
correlations.

Consider a soft gluon emitted from a three-jet system (jets 1, 2, 3), figure 5(a). In
appendix C we study this system by analysing eq. (2.30) in the limit that particles 1, 2, 3
define the three jet directions (jets 1, 2, 3 respectively) and that particles 4, . . . , $n-1$ are quasi-
collinear with a strong hierarchy in angles between the particle and their parent jet. In this
section we will present a simpler approach to computing the all-orders coherence properties
of a three-jet system. We will assume that every particle in a jet is an exactly collinear
parton and compute the amplitude density matrix. Then we will consider perturbing the
three-jet system by splitting one of the jets into two subjets (each built of exactly collinear
particles), see figure 5(b). This simpler approach captures all the essential features of
coherence in the three-jet limit and can be applied iteratively to reconstruct the picture of coherent radiation one finds from the ‘brute-force’ analysis in appendix C.

The amplitude density matrix of interest is
\[ A_{4\text{jet}+g} = \left| M_{4\text{jet}+g} \right|_1 \left| M_{4\text{jet}+g} \right|_4 \]
where \( q_5 \) is a soft gluon, and where jets 1 and 4 become quasi-collinear so as to form a single jet.

The difference between the \( A_{4\text{jet}+g} \) and \( A_{3\text{jet}+g} \) is to be considered a perturbation to \( A_{3\text{jet}+g} \) due to substructure in jet 1 that vanishes when \( \theta_{14} = 0 \) (given \( \theta_{15} \neq 0 \)). Using the same basis as in eq. (2.30):

\[
A_{4\text{jet}+g} = \frac{2\alpha_s}{\pi} \left[ (4)S^2_1 \left| 1 \right. |4] + (4)S^1_2 \left| 2 \right. |4] + (4)S^1_3 \left| 3 \right. |4] + (4)S^1_4 \left| 4 \right. |4] \right] \\
- \frac{\alpha_s}{2\pi} [(4)R^3_1 \left| 1 \right. |4] + (4)S^1_3 \left| 3 \right. |4] - (4)R^2_1 \left| 2 \right. |4] + (4)S^1_2 \left| 2 \right. |4] + (4)S^1_4 \left| 4 \right. |4] - (4)R^1_1 \left| 4 \right. |4] \right].
\]

(3.24)

As per the three-jet case, \( |M_{4\text{jet}}\rangle \equiv |M_{n-1}\rangle_{4\text{jet}} \) where \( |4\text{jet}\rangle \) indicates that each of the \( n-1 \) particles are exactly collinear to one of the four jet axes, so that \( q_i^2/(2q_i \cdot q_j) \approx 0 \) when \( i \neq j \).

We now enforce the quasi-collinear \((1/4)\) limit on the rings, setting
\[ (4)R^3_1 \approx 0, \]
and
\[ (4)R^4_1 \approx 2 (4)S^2_1 \Theta(\theta_{15} > \theta_{14}). \]

---

Figure 5. Contributions to \( |M_{3\text{jet}+g}\rangle \) and \( |M_{4\text{jet}+g}\rangle \). Cones represent jets of collinear particles and the grey circle represents the hard process. The difference between \( |M_{4\text{jet}+g}\rangle \) and \( |M_{3\text{jet}+g}\rangle \) is interpreted as being due to substructure in jet 1.

---

\(^{14}\)In what follows \( |M_{p\text{jet}}\rangle \equiv |M_{n-1}\rangle_{p\text{jet}} \) for \( |p\text{jet}\rangle \) requires that each of the \( n-1 \) particles are exactly collinear to one of the \( p \) jet axes. Following this definition, four-jet colour charge structures, \( |i \cdot j|_4 \), are naturally generalised to \( p \)-jet colour structures, \( |i \cdot j|_p \).
After this
\[
\mathbf{A}_{4\text{jet}+(g)|1||4} \approx \frac{2\alpha_s}{\pi} \left[ (4)S_{1}^{4.3}\Theta(\theta_{15} < \theta_{14})|1\cdot1|4 + (4)S_{2}^{1.3}|2\cdot2|4 + (4)S_{3}^{1.2}|3\cdot3|4 + (4)S_{4}^{1.2}|4\cdot4|4 \right] \\
- \frac{\alpha_s}{\pi} (4)S_{1}^{2.3}\Theta(\theta_{15} > \theta_{14})|2\cdot4|4 + |3\cdot4|4 - |1\cdot4|4 + |4\cdot2|4 + |4\cdot3|4 - |4\cdot1|4 - 2|1\cdot1|4). \quad (3.25)
\]

Colour conservation can be used on the final bracket so that
\[
\mathbf{A}_{4\text{jet}+(g)|1||4} \approx \frac{2\alpha_s}{\pi} \left[ (4)S_{1}^{2.3}\Theta(\theta_{15} < \theta_{14})|1\cdot1|4 + (4)S_{2}^{1.3}|2\cdot2|4 + (4)S_{3}^{1.2}|3\cdot3|4 \\
+ (4)S_{4}^{1.2}|4\cdot4|4 + (4)S_{1}^{2.3}\Theta(\theta_{15} > \theta_{14})|1\cdot4|4 + |4\cdot1|4 + |4\cdot4|4 \right]. \quad (3.26)
\]

In the quasi-collinear limit
\[
(4)S_{1}^{1.2}|_{n_i \rightarrow n_1} \approx (4)S_{4}^{1.2}\Theta(\theta_{45} < \theta_{14}) \approx (4)S_{4}^{2.3}\Theta(\theta_{45} < \theta_{14}), \quad (3.27)
\]

and consequently the difference between \( \mathbf{A}_{4\text{jet}+(g)|1||4} \) and \( \mathbf{A}_{3\text{jet}+(g)} \) is confined to an angular cone around jet 1 of size \( \theta_{14} \). Eq. (3.26) is a key result. It corresponds to a three-jet coherence pattern, just as in the two-jet case, and azimuthal averaging was not used; only the quasi-collinear approximation. It is straightforward enough to iterate this to generate an angular-ordered cascade of emissions corresponding to multiple subjects that are quasi-collinear with one of the three primary jets. This is done in appendix C.

To highlight some interesting features of the three-jet limit, we can once again consider the azimuthally averaged strings:
\[
(3)S_{i}^{j,k}d\Omega_n |_{\theta_{ij} \approx \theta_{ik} \approx \theta_{jk} \approx 2\pi/3} \approx \frac{1}{2} \left( P_{ij} + P_{ik} \right) + \frac{1}{2} \left( \tilde{P}_{ij}(\theta_{jk}) - \tilde{P}_{jik}(\theta_{jk}) \right), \quad (3.28)
\]

When \( \theta_{ij}, \theta_{ik} > \theta_{jk} \) the averaged string generates a purely positive “semi-classical” radiation pattern, the limiting behaviour \( \theta_{ij}, \theta_{ik} \approx \theta_{jk} \) capturing two-jet coherence. When \( \theta_{jk} \) grows larger than either \( \theta_{ij} \) or \( \theta_{ik} \), negative terms enter. When \( \theta_{ij} = \theta_{ik} = \theta_{jk} \) negative contributions exactly vanish, as does much of the “semi-classical” radiation pattern in the direction anti-collinear to \( i \). Specifically, in the limit that the jets lie in a plane and are well-spaced (so that \( \theta_{ij} \approx \theta_{ik} \approx \theta_{jk} \approx 2\pi/3 \)), we find that
\[
(3)S_{i}^{j,k}d\Omega_n |_{\theta_{ij} \approx \theta_{ik} \approx \theta_{jk} \approx 2\pi/3} \approx \frac{1}{2} \left( P_{ij} + P_{ik} \right) \approx P_{ij}^{[i]} \approx P_{ij}. \quad (3.29)
\]

This is the naive two-jet, angular-ordered emission kernel one would use if we simply ignored interference with jet \( k \). For the azimuthally averaged amplitude density matrix, in the planar, well-spaced limit of the three-jets, we find
\[
\mathbf{A}_{4\text{jet}+(g)|1||4} \approx \frac{2\alpha_s}{\pi} \left[ P_{14}^{[i]} |1\cdot1|4 + \frac{1}{2} \left( P_{21}^{[i]} + P_{23}^{[i]} \right) |2\cdot2|4 + \frac{1}{2} \left( P_{34}^{[i]} + P_{32}^{[i]} \right) |3\cdot3|4 \\
+ P_{41}^{[i]} |4\cdot4|4 + \frac{1}{2} \left( \tilde{P}_{14}^{[i]}(\theta_{14}) + \tilde{P}_{13}^{[i]}(\theta_{14}) \right) |1\cdot4|4 + |4\cdot1|4 + |4\cdot4|4 \right]. \quad (3.30)
\]
This particular limit of the three-jet coherence pattern is equivalent to what one would find by naively applying two-jet angular ordering.

At present, relatively few precision analytic resummations of three (or more)-jet observables have been performed [26, 29, 45] (requiring the exponentiation of soft single logarithms). The prototypical three-jet observables [26, 29] resum logarithms that measure the aplanarity of a process. These logarithms diverge when the jets lie exactly in a plane, analogous to thrust logarithms diverging for back-to-back, pencil-like jets. In these resummations, matrix elements for the emission of a soft gluon from three coloured particles are needed to compute wide-angle, soft logarithms at NLL accuracy, and strings unavoidably appear. For example, they appear in the correlated emission matrix elements in eq. (2.23) in [26], which contains a string that accounts for coherent radiation from a gluon jet. It is interesting to note that, for the \( q\bar{q}g \) topology, [26] argue that the string-like structure persists beyond one loop (see eq. (2.26) in [26]). In [29], soft physics dressing three planar jets is exponentiated, at NNLL accuracy, using webs [46, 47]. This goes beyond the accuracy of the present work. The link between the analysis we present and the approach taken in [29] is not immediately clear and worthy of further investigation.

Finally, a word on full colour coherence with more than three jets. Below eq. (1.1) we summarised how one can use the three-jet result derived above to achieve LC accuracy with more than three jets, however one could be more ambitious and attempt to repeat the analysis above for an arbitrary number of jets. The key outcome of our three-jet analysis is that a soft gluon emission can be entirely accounted for using angular ordering, a single kinematic function (the string), and Casimir colour factors. This is the exact structure one needs to construct a typical cross-section level parton shower. Whilst the above approach can be repeated for any multiplicity of jets, the amplitude density matrix will not reduce to being diagonal and so the computation of a soft gluon emission with full-colour accuracy cannot be achieved by only considering colour Casimirs. Similarly, with more than three-jets the emission of a soft gluon will always depend on terms containing rings that do not reduce to single strings (beyond the trivial \( (n)^{\text{R}}_{ik} = (n)^{S}_{ij} - (n)^{S}_{ik} \)). Thus, the treatment of more than three-jets will necessarily remain akin to how \( 2 \rightarrow 2 \) processes have historically been handled in the resummation literature [25, 27, 48–50]; requiring a degree of amplitude-level full-colour computation to include coherent soft gluons separately from factorised collinear physics.

### 3.4.1 Hard-collinear physics, the CMW coupling and unitarity

In this section we will provide a short discussion on the inclusion of hard-collinear physics, the running coupling and virtual corrections. We will base our discussions around the simpler, all-orders result in eq. (3.26) with the knowledge that our discussions can be applied directly to the ‘brute-force’ result in eq. (C.9) without much work.

We can extend eq. (3.26) to include hard-collinear physics by noting that \( E^2_\alpha \) has no energy dependence (ignoring momentum conservation, on which more at the end of

---

\footnote{This analogy can be made concrete. One can define the planar limit as \( T \sim T_M \gg T_m \), where \( T \) is the thrust, \( T_M \) is the thrust-major and \( T_m \) is the thrust-minor [26]. Logarithms in the aplanarity can be related to logarithms of the small quantity \( T_m/T_M \).}
this section).\textsuperscript{16} Hard-collinear physics can therefore be included as a perturbation to the energy measure:

\[
\frac{\text{d}E_q}{E_q} \rightarrow \frac{\text{d}E_q}{E_q} (1 + \text{hard-collinear}) \equiv P(z) \text{d}z,
\]

where \( z \) is an energy fraction and \( P \) is an appropriate collinear splitting function, identified by its colour factor. Consequently, eq. (3.26) becomes

\[
A_{4\text{jet}+(g)} \frac{d^3 \vec{q}_5}{2E_5} \bigg|_{1||4} \approx \frac{\alpha_s}{\pi} \left[ (4) S_1^{1,3} P_{1\rightarrow ig} \left( \frac{E_i}{E_1}, \epsilon \right) \frac{E_2^2 \text{d}E_5}{E_1} \Theta(\theta_{15} < \theta_{14}) |1 \cdot 1|_4 \right.
\]

\[
+ (4) S_2^{1,3} P_{2\rightarrow 2g} \left( \frac{E_2}{E_1}, \epsilon \right) \frac{E_2^2 \text{d}E_5}{E_2} |2 \cdot 2|_4 + (4) S_3^{1,2} P_{3\rightarrow 3g} \left( \frac{E_3}{E_1}, \epsilon \right) \frac{E_3^2 \text{d}E_5}{E_3} |3 \cdot 3|_4
\]

\[
+ (4) S_4^{2,3} P_{4\rightarrow 4g} \left( \frac{E_4}{E_1}, \epsilon \right) \frac{E_4^2 \text{d}E_5}{E_4} \Theta(\theta_{15} < \theta_{14}) |4 \cdot 4|_4
\]

\[
+ (4) S_1^{1,3} P_{(1+4)\rightarrow (1+4)g} \left( \frac{E_5}{E_1+E_4}, \epsilon \right) \frac{E_5^2 \text{d}E_5}{E_1+E_4} \Theta(\theta_{15} > \theta_{14}) |1+4 \cdot 1+4|_4 \bigg] d^{2-2}\Omega_5,
\]

where when \( i \) is a quark jet, \( \text{Tr}|i \cdot i|_4 = C_F |M_{4\text{jet}}|^2 |1||4|_4 \),

\[
P_{i\rightarrow ig} (1-z, \epsilon) = (1-z)^{-\epsilon} \left( \frac{1+z^2}{1-z} - \epsilon(1-z) \right),
\]

and when \( i \) is a gluon jet, \( \text{Tr}|i \cdot i|_4 = C_A |M_{4\text{jet}}|^2 |1||4|_4 \),

\[
P_{g\rightarrow ig} (1-z, \epsilon) = 2(1-z)^{-\epsilon} \left( \frac{z}{1-z} + \frac{1-z}{z} + z(1-z) \right).
\]

These are the usual unregularised, collinear splitting functions into which we have absorbed the factor \((1-z)^{-\epsilon}\) from the measure.

The CMW running coupling \cite{CMW} is a modification to the \( \overline{\text{MS}} \) coupling which incorporates the possibility that an emitted soft gluon may further branch into unresolved soft and collinear partons. The unresolved branchings generate universal terms, starting at \( \sim \alpha_s^2 \ln^2 E_g \theta_g \), which suppress the emission probability of a soft gluon. The unresolved branchings preserve the overall colour structure of the density matrix. Therefore, the CMW coupling can be included in our previous discussions with the simple substitution \( \alpha_s \rightarrow \alpha_s^{\text{CMW}} \). More precisely, in eq. (3.32) we should replace

\[
\alpha_s |i \cdot i| \rightarrow \alpha_s^{\text{CMW}} |i \cdot i| = \alpha_s \left( E_5^2 \theta_{15}^2 \right) \left( 1 + \frac{\alpha_s (E_5^2 \theta_{15}^2)}{2\pi} \left( \frac{\theta_{15}}{67} - \frac{\pi^2}{18} - \frac{5}{6} C_A - \frac{5}{3} \frac{n_f}{2} \right) \right) |i \cdot i|,
\]

where \( \alpha_s(\mu^2) \) is the \( \overline{\text{MS}} \) coupling.

\textsuperscript{16}We are ignoring \( g \rightarrow q\bar{q} \) transitions which are without a soft pole and so are beyond the scope of this paper.
Finally, the colour diagonal structure of eq. \( (3.32) \) means that the \( \mathcal{O}(\alpha_s) \) virtual correction to \( A_{4\text{jet}}^{(g)} \) (computed in the same collinear approximation as \( A_{4\text{jet}+(g)}^{(g)} \)) can be found by a simple application of cross-section-level unitarity and exponentiated to give a Sudakov factor

\[
\ln V = - \int_{\text{P.S.}} \frac{\text{Tr} A_{4\text{jet}+(g)}^{(g)}}{\text{Tr} A_{4\text{jet}}^{(g)}} \left|_{1||4} \right| \frac{d^{3-2\varepsilon} q_5^2}{2E_5^2}. \quad (3.36)
\]

Including hard-collinear physics requires one to consider the conservation of momentum. Longitudinal momentum conservation can be achieved using a local DGLAP prescription \([51]\). However, the complete conservation of momentum in directions transverse and anti-collinear to the collinear direction is also important \([3, 8, 16]\), particularly for parton showers. The correct mechanism for momentum conservation in the three-jet limit is not clear from our analysis, which has been based around the recoil-free, soft limit. It is also not immediately clear whether the complications of momentum conservation in the three-jet limit will amount to a negligible effect. We consider a broad study into three-jet momentum conservation beyond the scope of this paper and direct the reader to the current literature for discussions on the conservation of momentum in angular-ordered showers \([8]\) and the three-jet limit \([52]\). That said, we will give an overview of how the problem could be tackled and the issues one might run into in the following section.

### 3.4.2 Angular-ordered parton showers

It therefore follows that an angular-ordered shower can be systematically improved to include some of the azimuthal correlations\(^\text{17}\) from full-colour, soft physics by making a simple substitution in the emission kernels, for particle multiplicities \( \geq 3 \),

\[
\frac{d(\cos \theta_i n) d\phi_n}{1 - \cos \theta_i n} \Theta(\theta_i n < \theta) \rightarrow (n-1) S_{j,k}^i E_n^2 \Theta(\theta_i n < \theta) d(\cos \theta_i n) d\phi_n, \quad (3.37)
\]

where \( \theta \) is the previous angular scale in the shower (\( \theta = \pi \) for the first emission so that the complete wide-angle-soft gluon spectrum is recovered) and \( i \) is the parent of the emitted gluon \( n \). The definitions of \( j \) and \( k \) are contextual, see figures 6(a) and 6(b) which illustrate the substitution for two- and three-jet processes. For a three-coloured-particle hard-process \( q_{j,k} \) are the momenta of the two jets from which \( i \) does not originate. For a two-coloured-particle hard-process, the situation is identical to the three-jet case, where the third jet is the first (widest angle) emission.

For hard processes with \( > 3 \) coloured particles, colour-flows from the hard process can be used to reduce a process to a superposition of individual two- or three- jet systems with leading colour accuracy (as is usual in existing angular ordered showers \([3]\)). In this case, a shower using \((3.37)\) would compute squared matrix elements (in angular-ordered regions of the \( n \)-parton phase-space) which correspond to the first term in a perturbative expansion of eq. \((2.30)\) around \( (n-1) R_{ij}^{kl} = 0 \). This expansion is not controlled by a small parameter and so does not generate a formal improvement in accuracy. However, an expansion around

---

\(^{17}\)Specifically, the correlation between the three primary jets and the widest-angle soft gluon will be correct.
Figure 6. Diagrams illustrating substitution (3.37) in the case of six coloured particles. These particular contributions correspond to a term $\sim (5) S_1^{2,3} E_2^2 \Theta(\theta_{16} < \theta_{25}) d(\cos \theta_{16})$. Solid lines are coloured particles from the hard process and dashed lines are showered partons, ordered in angle. Diagram (a) has two hard partons (a two-jet process), whilst (b) has three hard partons (a three-jet process). The emission probability is the same for both, modulo momentum conservation and recoil against parton 3, which is not necessarily hard in (a). For a discussion on momentum conservation see the text surrounding eq. (3.41). This is in contrast to an angular-ordered shower, where (a) and (b) are handled differently from each other [3].

$(n-1) R_{ij}^{kl} = 0$ may prove to be more powerful than we can currently justify. It has been observed in the literature that, for some observables, subleading $N_c$ terms which correspond to when $(n-1) R_{ij}^{kl} \neq 0$ appear to vanish [11, 53] upon resummation. However, this effect is not yet understood.

Using (3.37) will lead to some ambiguity in how a parton shower should conserve momentum in three-jet processes. It is typical in a parton shower to assign a “parent” particle/jet [3, 4, 10, 11, 54], whose momentum is adjusted to ensure momentum conservation, i.e. applying this to eq. (3.32), longitudinal momentum should be conserved between $q_5$ and jet 1 in the term which is proportional to $|1 \cdot 1|$ and has $1/\theta_{15}$ a collinear pole. For instance, if we parameterise $q_5$ as

$$q_5 = \alpha q_1 + k_\perp + O(k_\perp^2),$$

where $q_1 \cdot k_\perp = 0$, to conserve momentum it is necessary to transform jet 1’s momentum after emitting particle $q_5$ as

$$q_1 \rightarrow (1 - \alpha) q_1 + O(k_\perp),$$

conserving momentum longitudinal to the jet. This reasoning is applicable to terms in our three-jet coherence pattern where the phase-space of $q_5$ is restricted to an angular cone around a given jet (which can be chosen to be the parent). For these terms, momentum conservation can be treated in the usual way [8, 10, 11]. However, the terms that allow $q_5$ to be emitted at an arbitrarily wide angle are less clear (such as those in lines 2 and 4 of eq. (3.32)). For example, let us look at the term proportional to $(4) S_2^{1,3} |2 \cdot 2|$ in eq. (3.32). In the limit that jets 1 and 3 become collinear to each other, after azimuthal averaging, eq. (3.32) reduces to a two-jet coherence pattern akin to that in eq. (3.7). In this limit, $(4) S_2^{1,3} |2 \cdot 2|$ generates both the term where gluon 5 is emitted from jet 2 but also the term...
where gluon 5 is emitted coherently from the combined jet 1 + 3. Therefore, consistency with the two-jet coherence limit requires that we can express $q_5$, in the limits $n_1 \cdot n_3 \rightarrow 0$ and $\theta_{15} > \theta_{13}, \theta_{14}$, as

$$q_5 = \alpha q_2 + \beta (q_1 + q_3 + q_4) + k_\perp,$$

(3.40)

where $q_1 \cdot k_\perp = (q_1 + q_3 + q_4) \cdot k_\perp = 0$ and where after emitting particle 5 the jet momenta should be transformed as

$$q_1 \rightarrow (1 - \beta)q_1 + \mathcal{O}(k_\perp), \quad q_2 \rightarrow (1 - \alpha)q_2 + \mathcal{O}(k_\perp),$$

$$q_3 \rightarrow (1 - \beta)q_3 + \mathcal{O}(k_\perp), \quad q_4 \rightarrow (1 - \beta)q_4 + \mathcal{O}(k_\perp).$$

(3.41)

How this extends beyond the two-jet limit is unclear. We can consider using eq. (3.41) outside the two-jet limit, however this has the undesirable feature that when particle 5 becomes collinear to jet 1 large amounts of momentum are conserved against jets 2 and 3 (and vice versa). This is against the intuition guiding the parton shower approach where momentum should be mostly conserved between particle 5 and the jet with which it is collinear. Alternatively, we could handle this term by expressing $q_5$ in a three-jet decomposition,

$$q_5 = \alpha q_2 + \beta q_1 + \gamma (q_3 + q_4) + k_\perp,$$

(3.42)

where $q_1 \cdot k_\perp = q_2 \cdot k_\perp = (q_3 + q_4) \cdot k_\perp = 0$ and conserving momentum via

$$q_1 \rightarrow (1 - \beta)q_1 + \mathcal{O}(k_\perp), \quad q_2 \rightarrow (1 - \alpha)q_2 + \mathcal{O}(k_\perp),$$

$$q_3 \rightarrow (1 - \gamma)q_3 + \mathcal{O}(k_\perp), \quad q_4 \rightarrow (1 - \gamma)q_4 + \mathcal{O}(k_\perp).$$

(3.43)

This methodology preserves the parton shower intuition. However, this decomposition is ill-defined in the two-jet limit where $k_\perp$ goes from having 1 degree of freedom to 2, and where $\beta$ and $\gamma$ become degenerate. Furthermore, the decomposition allows “unpleasant” phase-space boundaries since, with the usual parton shower boundary conditions (either $\alpha, \beta, \gamma < 1$ or $0 < \alpha + \beta + \gamma < 1$), it is possible for one of $\alpha, \beta, \gamma$ to become negative.\(^{18}\)

At its heart, the problem is that strings at wide angles describe genuine $3 \rightarrow 4$ particle transitions where none of the particles can be singled out as a spectator. A work around could be to express each string in terms of antenna functions and use one of the established mechanisms for conserving momentum using antenna functions (such as those used in modern dipole showers [10, 11]). However, this too could cause problems as strings involve both positive and negative antenna functions, and negative weights in parton showers can inhibit numerical convergence, though there exist proposals to mitigate the effect of weighted parton shower algorithms, e.g. [55, 56].

\(^{18}\)Simply requiring $\alpha, \beta, \gamma > 0$ does not fix the problem since it prevents the population of the low $k_\perp$ phase-space region. This problem is visualised by considering a frame where all three jets lie in the same hemisphere. It is impossible to populate the opposing hemisphere if $\alpha, \beta, \gamma > 0$ is required. This problem is not present in the two-jet decomposition as the on-shell requirement, $q_5^2 = 0$, is sufficient to ensure $\alpha, \beta > 0$. 
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4 Conclusions

The colour structures and collinear poles occurring in QCD amplitudes of soft gluons lead naturally to the notion of strings, which have collinear poles, and rings, which do not. Colour off-diagonal elements in amplitude density matrices are without collinear poles and so can be efficiently expressed in terms of rings. Rings emerge naturally in the colour-flow basis, where their presence facilitates flips in colour flows which give rise to \( N_c \) suppressed terms. Expressing sub-amplitudes for colour flows in terms of rings helps to improve the statistical convergence of the CVolver amplitude-evolution code.

Expressing squared amplitudes in terms of rings and strings separates the wide-angle contributions from terms with collinear poles. Therefore QCD coherence, which leads to the factorisation of terms with collinear poles from wide-angle terms, is naturally described in terms of rings and strings. This description has allowed us to extend the notion of angular ordering to include three-jet processes where we are able to include azimuthal correlations. This is accomplished with a simple replacement of the usual emission kernels:

\[
\frac{d(\cos \theta_m) d\phi_n}{1 - \cos \theta_m} \Theta(\theta_m < \theta) \rightarrow (n-1)^{j,k} E_n^2 \Theta(\theta_m < \theta) \frac{d(\cos \theta_m) d\phi_n}{d(\cos \theta_m) d\phi_n}.
\] (4.1)
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A Supplementary material on rings and strings

In this appendix we discuss some representations of rings and strings and more of their properties. We first introduce two new representations of the antenna functions. Firstly, the pole representation:

\[
\omega_{ij}(q_n) \equiv \begin{pmatrix} \delta_{1,i} + \delta_{1,j} \\ \delta_{2,i} + \delta_{2,j} \\ \vdots \\ \delta_{n-1,i} + \delta_{n-1,j} \end{pmatrix} = \vec{\beta}_{ij},
\] (A.1)

i.e. for a 4-particle amplitude of which particle 4 is soft

\[
\omega_{12}(q_4) \equiv \begin{pmatrix} 1 \\ 1 \\ 0 \end{pmatrix}, \quad \omega_{13}(q_4) \equiv \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \omega_{23}(q_4) \equiv \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\] (A.2)
Secondly, the combination representation:

\[
\omega_{ij}(q_n) \equiv \begin{pmatrix}
\delta_{(i,j),\sigma_1} \\
\delta_{(i,j),\sigma_2} \\
\vdots \\
\delta_{(i,j),\sigma_{(n-1)C_2}}
\end{pmatrix} = \vec{\gamma}_{ij}, \quad \text{(A.3)}
\]

where \(\sigma_i\) is the \(i\)th element in a set of unique combinations of two numbers from 1 to \(n - 1\). Once again, for a four-particle amplitude of which particle 4 is soft, a combination basis representation is

\[
\omega_{12}(q_4) \equiv \begin{pmatrix} 1 \\ 0 \\ 0 \\ -1 \end{pmatrix}, \quad \omega_{13}(q_4) \equiv \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \quad \omega_{23}(q_4) \equiv \begin{pmatrix} 0 \\ 0 \\ 1 \\ 1 \end{pmatrix}. \quad \text{(A.4)}
\]

For \(i, j \in \{1, \ldots, n - 1\}\) there are \((n-1)C_2\) antenna functions. The dimension of the combination representation is \((n-1)C_2\) and the antenna functions (trivially) form an orthonormal basis spanning this representation. However, the pole basis has dimension \(n - 1\). There are \((n-1)C_2 - (n - 1)\) linearly independent combinations of antenna functions which are degenerate in the pole representation (i.e. in this representation they differ by the null vector). A linear combination of antenna functions without collinear poles is represented by a null vector in the pole representation. Thus, the \((n-1)C_2 - (n - 1)\) linear combinations of antenna functions form a basis over rings. Non-zero vectors in the pole representation are strings. Vectors that form a basis over the pole representation are what we refer to as ‘basis strings’. However, note that ‘basis strings’ form a basis over collinear poles not over all possible strings, since adding a null vector (equivalent to a ring) to a string returns another string. Also note that in the combination representation, if a ring has the representation \(\vec{\gamma}^R\) then \(\sum_i(\vec{\gamma}^R)_i = 0\).

For amplitude density matrices \(A_n\) with \(n < 5\) there are no rings, as the smallest ring requires four particles, and so there is no off-diagonal colour. At \(n = 5\) there are two linearly independent rings \(\vec{\gamma}^{R_1}\) and \(\vec{\gamma}^{R_2}\), i.e.

\[
\text{For } \vec{\gamma}_{ij} = \begin{pmatrix}
\delta_{(i,j),\{1,2\}} \\
\delta_{(i,j),\{1,3\}} \\
\delta_{(i,j),\{1,4\}} \\
\delta_{(i,j),\{2,3\}} \\
\delta_{(i,j),\{2,4\}} \\
\delta_{(i,j),\{3,4\}}
\end{pmatrix}, \quad \vec{\gamma}^{R_1} = \begin{pmatrix} 1 \\ -1 \\ 0 \\ 0 \\ -1 \\ 1 \end{pmatrix}, \quad \text{and } \vec{\gamma}^{R_2} = \begin{pmatrix} 1 \\ 0 \\ -1 \\ 0 \\ 0 \\ 1 \end{pmatrix}. \quad \text{(A.5)}
\]

In terms of antenna functions these are \((^4R_{3,4}^{1,2})\) and \((^4R_{4,3}^{1,2})\) respectively. All other soft functions corresponding to four hard particles and no collinear poles can be expressed as a linear combination of these two rings, e.g.

\[
2\omega_{12} - \omega_{13} - \omega_{14} + 2\omega_{34} - \omega_{23} - \omega_{24} = (^4R_{3,4}^{1,2} + (^4R_{4,3}^{1,2}).
\]
Let us look at the symmetries of \[(4)R^{i,j}_{k,l}\]. Under the exchange of indices it has the following symmetries and anti-symmetries

\[(4)R^{i,j}_{k,l} = (4)R^{j,i}_{l,k}, \quad (4)R^{i,j}_{k,l} = - (4)R^{l,j}_{k,i}, \quad (4)R^{i,j}_{k,l} = - (4)R^{i,k}_{j,l}. \quad (A.6)\]

\[(4)R^{i,j}_{k,l}\] can be viewed as a tensor with 24 degrees of freedom (found by considering all permutations of the indices). Each of these symmetries/anti-symmetries constrains a further 6 degrees of freedom. Finally,

\[(4)R^{i,j}_{k,l} = (4)R^{i,j}_{l,k} - (4)R^{i,k}_{l,j}, \quad (A.7)\]

which, taken in conjunction with the symmetries/anti-symmetries of \[(4)R^{i,j}_{k,l}\], constrains a further four degrees of freedom. Thus \[(4)R^{i,j}_{k,l}\] only has two linearly independent elements.

Now consider \(n = 6\), there are \(5C_2 - 5 = 5\) linearly independent rings in this case. Once again we can count the degrees of freedom that \((5)R^{i,j}_{k,l}\) has, this time for \(i, j, k, l \in \{1, \ldots, 5\}\). With the previously given four-particle constraints, the degrees of freedom for \((n-1)R^{i,j}_{k,l}\) is equal to number of degrees of freedom for \((4)R^{i,j}_{k,l}\) multiplied by \(n - 1\). That is \((5)R^{i,j}_{k,l}\) is constrained to 10 degrees of freedom. However, \((5)R^{i,j}_{k,l}\) also has another five-particle constraint:

\[(5)R^{i,j}_{k,l} = (5)R^{i,j}_{k,m} - (5)R^{i,j}_{k,m}. \quad (A.8)\]

This removes a further five degrees of freedom. Thus \((5)R^{i,j}_{k,l}\) has five independent degrees of freedom which can be used to form a basis over rings, e.g. \((5)R^{1,2}_{3,4}, (5)R^{1,2}_{4,3}, (5)R^{1,2}_{3,5}, (5)R^{1,2}_{5,3}\), and \((5)R^{1,2}_{4,5}\). The linear independence of these functions is easily seen in the combination representation:

\[
\tilde{\gamma}^{ij} = \begin{pmatrix}
\delta_{\{i,j\},\{1,2\}} & 1 \\
\delta_{\{i,j\},\{1,3\}} & -1 \\
\delta_{\{i,j\},\{1,4\}} & 0 \\
\delta_{\{i,j\},\{1,5\}} & 0 \\
\delta_{\{i,j\},\{2,3\}} & 0 \\
\delta_{\{i,j\},\{2,4\}} & -1 \\
\delta_{\{i,j\},\{2,5\}} & 0 \\
\delta_{\{i,j\},\{3,4\}} & 1 \\
\delta_{\{i,j\},\{3,5\}} & 0 \\
\delta_{\{i,j\},\{4,5\}} & 0
\end{pmatrix}, \ \tilde{\gamma} = \begin{pmatrix}
\tilde{\gamma}^{R_1} & \tilde{\gamma}^{R_2} & \tilde{\gamma}^{R_3} & \tilde{\gamma}^{R_4} & \tilde{\gamma}^{R_5}
\end{pmatrix}
\]

\[
(A.9)
\]

For arbitrary \(n\), \((n-1)R^{i,j}_{k,l}\) has \((n-1)C_2 - (n - 1)\) degrees of freedom. This is most easily shown by considering the cutting rule, eq. (2.18), and the repeated edge rule, eq. (2.19). The logic is as follows. We know from our previous arguments that there are \((n-1)C_2 - (n - 1)\) unique ring polygons. Rules eq. (2.18) and eq. (2.19) ensure that a polygon can always be used to reduced to linear combinations of independent squares. Thus there must be
An antenna function can be recovered from these strings by both rings and strings.

For arbitrary \( (n-1) \mathbf{C}_2 \) and \( (n-1) \mathbf{R}_{k,l}^{i,j} \), we have that \((n-1) \mathbf{C}_2 \) also has \((n-1) \mathbf{R}_{k,l}^{i,j} \) degrees of freedom. It is therefore trivial that a basis for the degrees of freedom in \((n-1) \mathbf{R}_{k,l}^{i,j} \) necessarily also forms a basis over all rings. One such basis is given in eq. (2.20).

We can find a functional form of the rings, which is explicitly without collinear poles, by applying Catani-Seymour (CS) dipole factorisation [57] and then using partial fractions. After CS factorisation a basis ring can be written as

\[
(n-1) \mathbf{R}_{k,l}^{i,j} = \frac{s_{ij}}{s_i s_{i+j}} + \frac{s_{ik}}{s_i s_{i+k}} + \frac{s_{ij}}{s_j s_{j+l}} - \frac{s_{ik}}{s_j s_{j+l}} + \frac{s_{kl}}{s_k s_{k+l}} - \frac{s_{ik}}{s_k s_{i+k}} + \frac{s_{kl}}{s_l s_{k+l}} - \frac{s_{jl}}{s_l s_{j+l}},
\]

where \( s_{ij} = q_i \cdot q_j \), \( s_i = q_i \cdot q_n \), and \( s_{i+j} = q_n \cdot (q_i + q_j) \). Partial fractions can be used so that

\[
(n-1) \mathbf{R}_{k,l}^{i,j} = \frac{s_{ij} - s_{ik}}{s_i s_{i+j}} + \frac{s_{ij} - s_{ik}}{s_i s_{i+k}} + \frac{s_{ij} - s_{ik} - s_{ik}}{s_j s_{j+l}} - \frac{s_{ij} - s_{ik} - s_{ik}}{s_k s_{k+l}} + \frac{s_{kl} - s_{ik} - s_{ik}}{s_k s_{i+k}} + \frac{s_{kl} - s_{ik} - s_{ik}}{s_l s_{k+l}} - \frac{s_{jl} - s_{ik} - s_{ik} - s_{ik}}{s_j s_{j+l}},
\]

which has no non-integrable collinear divergences. Therefore

\[
(n-1) \mathbf{R}_{k,l}^{i,j} = \frac{s_{ik} - s_{ij}(s_{ik} - s_{ij} - s_{jk})}{s_{i+j} s_{i+k}} + \frac{s_{ij} - s_{ik}(s_{ij} - s_{ik} - s_{jk})}{s_{i+k} s_{i+k}} + \frac{s_{kl} - s_{ik}(s_{ik} - s_{ik} - s_{kl})}{s_{j+l} s_{j+l}} + \frac{s_{kl} - s_{ik}(s_{ik} - s_{ik} - s_{kl})}{s_{k+l} s_{k+l}} - \frac{s_{ij} - s_{ik}(s_{ij} - s_{ik} - s_{kl})}{s_{l+j} s_{l+j}} - \frac{s_{ij} - s_{ik}(s_{ij} - s_{ik} - s_{kl})}{s_{l+j} s_{l+j}},
\]

which also has no non-integrable collinear divergences.

Now we turn our attention to applying the same techniques to basis strings. This is comparatively easy: there are many simple sets of basis strings we could construct. The simplest approach is to use the pole representation, i.e. for \( n+1 \) particles

\[
\beta_i^S = \begin{pmatrix} \delta_{1,i} \\ \delta_{2,i} \\ \vdots \\ \delta_{n,i} \end{pmatrix}.
\]

In terms of antenna functions, \( \beta_i^S \) is equivalent to

\[
\beta_j^S \equiv (n) S_j^{k,k} = \frac{1}{2} (\omega_{ij} + \omega_{ik} - \omega_{jk}),
\]

for arbitrary \( j, k \). For example, one could pick \( j = (i + 1) \text{ (mod } n \text{)} \) and \( k = (i - 1) \text{ (mod } n \text{)}. \) An antenna function can be recovered from these strings by \((n) S_j^{k,k} + (n) S_j^{k,k} = \omega_{ij} (q_{n+1}).^{19}

\[19\text{Note that a complete basis of } n \text{ strings can only ever be used to reconstruct at most } n \text{ antenna functions, not the complete set of } n \text{C}_2 \text{ antenna functions. For } n > 3, \text{ reconstructing all } n \text{C}_2 \text{ antenna functions requires both rings and strings.}\]
B Linearly independent strings and the large $N_c$ expansion

In this appendix we will provide more details on how strings capture colour diagonal physics. Leading colour (LC) soft physics can be computed in its entirety from the dipole formalism, where we exchange

$$\text{LC} : \frac{\alpha_s}{\pi} \sum_{i \neq j} \omega_{ij}(q_n) T_i | M_{n-1} | M_{n-1}^\dagger \rightarrow \frac{\alpha_s N_c}{2\pi} \sum_{(i,j) \text{ c.c. } \sigma} \omega_{ij}(q_n) | M_{n-1}^{(\sigma)}|^2,$$  \hspace{1cm} (B.1)

where $\sigma$ is a given $n-1$ particle planar (leading $N_c$) colour flow and the sum over “$(i, j)$ c.c. $\sigma$” means that we sum over the dipoles colour connected in $\sigma$. LC physics is colour diagonal and only positive antenna functions contribute. Therefore, there are $n-1$ collinear poles in eq. (B.1). There are $n-1 - \frac{1}{2} N_q$ colour connected dipoles in $\sigma$ where $N_q$ is the number of quarks in the process (each gluon is connected to two other particles whilst a quark to only one). It is tempting to think that we can build a basis for strings that fully encapsulates the LC limit and consequently ensures that rings always appear subleading in colour. To this end, we can construct a set of antenna functions $\{(n-1)S_1^{(\sigma)}\} = \{\omega_i^{(n)}(i, j) \text{ c.c. } \sigma\} \cup \{\omega^{(n)}\}$ which we can try to use as a string basis, where $\{\omega^{(n)}\}$ is a set of $\frac{1}{2} N_q$ antenna functions whose dipoles are not colour connected in $\sigma$. These are needed so that the dimension of $\{(n-1)S_1^{(\sigma)}\}$ matches the number of collinear poles. By construction, functions from the set $\{(n-1)S_1^{(\sigma)}\}$ can be used to express the LC matrix elements. However, constructing a string basis from $\{(n-1)S_1^{(\sigma)}\}$ has a problem: for each colour singlet pair of gluons in $\sigma$ from which an even number of colour lines originate $\{(n-1)S_1^{(\sigma)}\}$ contains a ring. Consequently the set of strings built from $\{(n-1)S_1^{(\sigma)}\}$ is not a string basis (the strings are not linearly independent). For example, consider a purely gluonic matrix element $M_4^\sigma$ where in $\sigma$ the following dipoles are colour connected

$$(1, 2) (2, 3) (3, 4) (4, 1),$$  \hspace{1cm} (B.2)

therefore

$$\{4S_1^\sigma\} = \{\omega_{12}^{(5)}, \omega_{23}^{(5)}, \omega_{34}^{(5)}, \omega_{14}^{(5)}\}.$$  \hspace{1cm} (B.3)

However,

$$\text{Pole} \left( \omega_{12}^{(5)} - \omega_{23}^{(5)} + \omega_{34}^{(5)} \right) = \text{Pole} \left( \omega_{14}^{(5)} \right).$$  \hspace{1cm} (B.4)

Consequently, $\{(n-1)S_1^{(\sigma)}\}$ contains a ring and cannot be used to form a basis over the collinear poles. This is a general feature, the set $\{(n-1)S_1^{(\sigma)}\}$ forms a string basis, ensuring rings are subleading in colour, for any amplitude that does not contain a colour singlet pair of gluons. However, for each colour singlet pair of gluons, with an even number of daughter gluons, one ring function must be present at leading colour. For instance $e^+ e^- \rightarrow q\bar{q}(ggg)$ does not suffer a LC singlet gluon pair and so can be expressed in terms of the string basis
We will now show that this interpretation is correct by studying eq. (2.30) in the limit that
This perturbation can be applied recursively at finer and finer resolution scales to build up
and which do not vanish in exact collinear limits. The term in large parentheses can be
strings in the three-jet limit. As usual, we have only kept terms with collinear divergences
angular bracket came from strings whilst the second originates from rings that reduce to
be considered perturbations to this result upon expanding in the collinear limit. The first
first line is akin what we found in our heuristic calculation, eq. (3.22), whilst the rest can
and where in the sums $j \in \{1, 2, 3\}$, $i \in \{1, 2, 3\}$, $k \in \{1, 2, 3\} \setminus i$. The
string in the three-jet limit. As usual, we have only kept terms with collinear divergences
which do not vanish in exact collinear limits. The term in large parentheses can be

\begin{equation}
\frac{d\Sigma_3^{e^+e^- \to q\bar{q}(ggg)}}{d\Phi_3} = -2C_F N_c^2 \omega_{12}^{(3)} \left( \left( 3 S_{1}^{\sigma_0} + (4) S_{1}^{\sigma_1} + (4) S_{2}^{\sigma_1} \right) + \left( 3 S_{2}^{\sigma_1} + (4) S_{2}^{\sigma_2} + (4) S_{3}^{\sigma_2} \right) \right) + O(N_c), \quad (B.5)
\end{equation}

for $e^+e^- \to q_1\bar{q}_2(g_3g_4g_5)$ with colour connected pairs $(1, 2)(2, 3)$ in $\sigma_0$, $(1, 4)(2, 3)(3, 4)$ in
$\sigma_1$ and $(1, 3)(2, 4)(3, 4)$ in $\sigma_2$.

C The three-jet limit of $A_n$

In section 3.4 we viewed the difference between $A_{4\text{jet}+\langle g \rangle}|_{1\|4}$ and $A_{3\text{jet}+\langle g \rangle}$ as a perturbation
to the exact three-jet limit in eq. (3.22), due to jet substructure at a finer resolution scale.
This perturbation can be applied recursively at finer and finer resolution scales to build up
a complete description of the collinear physics in the full three-jet system (see figure 7).
We will now show that this interpretation is correct by studying eq. (2.30) in the limit that
particles 1, 2, 3 define jet axes for collimated jets (jet 1, jet 2 and jet 3), and that particle $n$
is soft. We start by re-arranging eq. (2.30), and applying the three-jet limit to rings,

\begin{equation}
A_n|_{3\text{jet limit}} = \frac{2\alpha_s}{\pi} \left[ (n-1) S_{1}^{2,3}[1 \cdot 1] + (n-1) S_{2}^{1,3}[2 \cdot 2] + (n-1) S_{3}^{1,2}[3 \cdot 3] + \right.
\end{equation}

\begin{equation}
+ \sum_{j \in \text{jet} 1} (n-1) S_{j}^{1,2}[j \cdot j] + \sum_{j \in \text{jet} 2} (n-1) S_{j}^{1,2}[j \cdot j] + \sum_{j \in \text{jet} 3} (n-1) S_{j}^{1,2}[j \cdot j] \right]
\end{equation}

\begin{equation}
+ \frac{\alpha_s}{\pi} \left[ \sum_{j \in \text{jet} 1} (n-1) S_{j}^{2,3} \Theta(\theta_{jn} > \theta_{j1}) ([j \cdot 1 - 2] + [1 - 2 \cdot j]) \right.
\end{equation}

\begin{equation}
- \sum_{j \in \text{jet} 2} (n-1) S_{j}^{1,3} \Theta(\theta_{jn} > \theta_{j2}) ([j \cdot 1 - 2] + [1 - 2 \cdot j]) \right]
\end{equation}

\begin{equation}
- \frac{1}{2} \left[ \sum_{i \in \text{jet} 1} \sum_{k \in \text{jet} 2} + \sum_{i \in \text{jet} 1} \sum_{k \in \text{jet} 3} + \sum_{i \in \text{jet} 2} \sum_{k \in \text{jet} 3} \right]
\end{equation}

\begin{equation}
+ \sum_{i \in \text{jet} 3} \sum_{k \in \text{jet} 3} (n-1) R_{1,2}^{k,i} [i \cdot k] + [k \cdot i]) \right]
\end{equation}

where

\begin{equation}
[i \cdot j] = T_{i} A_{n-1}|_{3\text{jet limit}} T_{j}^T,
\end{equation}

and where in the sums $j \in \{4, \ldots, n - 1\}$, $i \in \{3, \ldots, n - 1\}$, $k \in \{3, \ldots, n - 1\} \setminus i$. The
first line is akin what we found in our heuristic calculation, eq. (3.22), whilst the rest can
be considered perturbations to this result upon expanding in the collinear limit. The first
angular bracket came from strings whilst the second originates from rings that reduce to
strings in the three-jet limit. As usual, we have only kept terms with collinear divergences
and which do not vanish in exact collinear limits. The term in large parentheses can be
evaluated in the three-jet limit:

\[
\left( \sum_{i \in \text{jet 1}} \sum_{k \in \text{jet 2}} \sum_{j \in \text{jet 3} \setminus \{i, k\}} \sum_{i \in \text{jet 3} \setminus \{j, k\}} \sum_{i \in \text{jet 3} \setminus \{j, k\}} \right) \left( n^{-1} \beta_{1,2} \left[ [i \cdot k] + [k \cdot i] \right] \right)_{3 \text{jet limit}}
\]

\[
= \sum_{i \in \text{jet 1}} \sum_{k \in \text{jet 2}} \left( n^{-1} S_1^{2,2} \Theta(\theta_{kn} > \theta_{i1}) \Theta(\theta_{kn} > \theta_{k2}) \right)
+ \left( n^{-1} S_1^{1,1} \Theta(\theta_{kn} > \theta_{k2}) \Theta(\theta_{kn} > \theta_{i1}) \right) ([i \cdot k] + [k \cdot i])
+ 2 \left( \sum_{i \in \text{jet 1}} (n^{-1} S_1^{2,3} \Theta(\theta_{in} > \theta_{i1}) + \sum_{i \in \text{jet 2}} (n^{-1} S_1^{1,3} \Theta(\theta_{in} > \theta_{i2}) \right) ([i \cdot J_3] + [J_3 \cdot i])
- 2 \sum_{i \in \text{jet 3}} (n^{-1} S_1^{1,2} \sum_{k \in \text{jet 3}} \Theta(\theta_{in} > \theta_{ik})([i \cdot k] + [k \cdot i]),
\]

where we have approximated the directions of particles without their nearest jet axis in terms with a collinear pole and

\[
T_{J_3} = \sum_{i \in \text{jet 3}} T_i.
\]

The second and third lines have been symmetrised and written in this form to make the commutativity of the limits \( n_i \to n_1 \) and \( n_k \to n_2 \) obvious (note that \( (n^{-1} S_1^{2,2} = (n^{-1} S_2^{1,1}) \). This required the presence of the additional step function. Grouping terms

\[
A_{n|3 \text{jet limit}} = \frac{2 \alpha_s}{\pi} \left[ (n^{-1} S_1^{2,3} [1 \cdot 1] + (n^{-1} S_2^{3,3} [2 \cdot 2]) + \sum_{j \in \text{jet 1}} (n^{-1} S_1^{1,2} [j \cdot j] + \sum_{j \in \text{jet 2}} (n^{-1} S_1^{1,2} [j \cdot j]) \right.
+ \frac{\alpha_s}{\pi} \sum_{j \in \text{jet 1}} (n^{-1} S_1^{2,3} \Theta(\theta_{jn} > \theta_{j1}) ([j \cdot 1 - 2 - J_3] + [1 - 2 - J_3 \cdot j])
+ \sum_{j \in \text{jet 2}} (n^{-1} S_1^{1,3} \Theta(\theta_{jn} > \theta_{j2}) ([j \cdot 2 - 1 - J_3] + [2 - J_3 \cdot j])
+ \frac{1}{2} \sum_{i \in \text{jet 1}} \sum_{k \in \text{jet 2}} \left( n^{-1} S_1^{2,2} \Theta(\theta_{in} > \theta_{i1}) \Theta(\theta_{kn} > \theta_{k2})
+ \left( n^{-1} S_1^{1,1} \Theta(\theta_{kn} > \theta_{k2}) \Theta(\theta_{kn} > \theta_{i1}) \right) ([i \cdot k] + [k \cdot i])
+ \sum_{i \in \text{jet 3}} (n^{-1} S_1^{1,2} \sum_{i' \in \text{jet 3}} \Theta(\theta_{in} > \theta_{i'}) ([i \cdot i'] + [i' \cdot i]),
\]

where \( i' \in \{3, \ldots, n - 1 \} \). Up to now, our indexing of particles has been allowed to be arbitrary (other than specifying that particles 1, 2 and 3 define the jet directions). To make further headway, we will assume particles are indexed forming an angular hierarchy. In particular, we index particles so that \( \theta_l < \theta_{l-1} \) where \( \theta_l \) is the angle between particle \( l \) and the axis of the jet in which it is constituent. We take \( \theta_1 = \theta_2 = \theta_3 = \pi \) and \( \theta_n = 0 \) as
boundary conditions. Next we split each \((n-1)S^y,z_x\) into regions \(\theta_l > \theta_{x_n} > \theta_m\) so that
\[
(n-1)S^y,z_x = \sum_{l=4}^{n} (n-1)S^y,z_x \Theta(\theta_{l-1} > \theta_{x_n} > \theta_l),
\]
and
\[
(n-1)S^y,z_x \Theta(\theta_{x_n} > \theta_{x_a}) = \sum_{l=4}^{n} (n-1)S^y,z_x \Theta(\theta_{l-1} > \theta_{x_n} > \theta_l)
\]
for \(x\) in jet \(a\). The labelling of jets 1, 2, 3 was arbitrary and \(A_n|_{3 \text{jet limit}}\) is symmetric under the exchange of each jet. Therefore we will now just look at the terms associated with collinear physics in jet 3 (we picked our basis to simplify the algebra in this limit). We do this in the knowledge that terms describing jets 1 and 2 can be derived by the re-labelling the jet 3 terms. We find
\[
A_n|_{3 \text{jet limit}} \supset \frac{\alpha_s}{\pi} \sum_{l \in \text{jet 3}} \sum_{i \leq l} (n-1)S^{1,2}_i \Theta(\theta_{l-1} > \theta_{in} > \theta_l) \times \sum_{i' \in \text{jet 3}} \Theta(\theta_{in} > \theta_{i'}) ([i \cdot i'] + [i' \cdot i]).
\]
Now note that
\[
S^{1,2}_i \Theta(\theta_{l-1} > \theta_{in} > \theta_l)|_{3 \text{jet limit}} \approx S^{1,2}_m \Theta(\theta_{m-1} > \theta_{mn} > \theta_l),
\]
for all \(m > l + 1\) and with \(\theta_{l+1} < \theta_{im}\). Consequently, we can write
\[
A_n|_{3 \text{jet limit}} \supset \frac{2\alpha_s}{\pi} \sum_{l \in \text{jet 3}} \sum_{i \leq l} (n-1)S^{1,2}_i \Theta(\theta_{l} > \theta_{in} > \theta_{l+1}) \left[J^{(i,l)}_3 \cdot J^{(i,l)}_3\right],
\]
where \(T^{(i,l)}_j\) is the combined colour charge of every particle in the neighbourhood of \(i\) unresolved at an angular scale in the range \(\theta_{l+1}\) to \(\theta_l\):
\[
T^{(i,l)}_j = \sum_{i' \in \text{jet } 3} T^i_{i'} \Theta(\theta_{l+1} > \theta_{i'}).\]
A similarly careful treatment of terms generating jets 1 and 2 returns the same result under the appropriate exchange of indices. The complete result is
\[
A_n|_{3 \text{jet limit}} = \frac{2\alpha_s}{\pi} \sum_{a=1, 2, 3} \sum_{l \in \text{jet } a} \sum_{i \leq l} \sum_{i' \in \text{jet } a} (n-1)S^{(a-1) \pmod 3, (a+1) \pmod 3}_i \Theta(\theta_{l} > \theta_{in} > \theta_{l+1}) \left[J^{(i,l)}_a \cdot J^{(i,l)}_a\right].
\]
Eq. (C.9) is equivalent to the radiation pattern built up by iterating perturbations due to quasi-collinear physics with each iteration resolving yet smaller angular substructure in

\footnote{This is inverted compared to what one might expect, as the angle between particle 3 and jet axis 3 is zero. However, enforcing \(\theta_3 = \pi\) as a boundary condition ensures \(\theta_l < \theta_{l-1}\) always holds.}
Figure 7. Figures (a), (b) and (c) show a gluon \( n \) emitted from jet 1 (in a three-jet process) with collinear substructure at progressively finer angular scales. Cones represent jets of collinear particles and the grey circle represents the hard process.

The jets. For instance, we can recreate the substructure given in figure 7, which represents a possible set of perturbations to jet 1, if we equate

\[
\begin{align*}
\left[ J_1^{(1,1)} \cdot J_1^{(1,1)} \right] &= |1 \cdot 1|_3, \\
\left[ J_4^{(i,i)} \cdot J_1^{(i,i)} \right] &= |i \cdot i|_4, \\
\left[ J_1^{(i,j)} \cdot J_1^{(i,j)} \right] &= |i \cdot i|_5, \\
\left[ J_1^{(j,j)} \cdot J_1^{(j,j)} \right] &= |j \cdot j|_5, \\
\left[ J_1^{(k,j)} \cdot J_1^{(k,j)} \right] &= |k \cdot k|_5,
\end{align*}
\]

and \( \theta_i = \theta_{ij}, \quad \theta_j = \theta_{jk} \). (C.10)

for a given configuration of particles where \( i < j, k \) and all other angular scales are less than \( \theta_{jk} \).

We can re-organise eq. (C.9) into a simple angular-ordered recurrence relation by assuming particles 4, \ldots, \( n \) are gluons that are soft relative to the hard-process particles (1, 2, 3), which define the 3-jet axis. We re-label the particles in the order of their emission angles so that 4 is the widest angle gluon and \( n \) is the smallest angle. The recurrence
relation is

\[ A_n\big|_{3\text{jet limit}} = \frac{2\alpha_s}{\pi} \sum_{n=1,2,3} \sum_{i \in \text{jet} a} (n-1) S_i^{(a-1) (\text{mod} 3), (a+1) (\text{mod} 3)} \Theta(\theta_{n-1} > \theta_{in}) [i \cdot i], \]  

(C.11)

with the initial condition that \( A_3 = H(Q) \), the hard-process density matrix at a hard scale \( Q \), and \( \theta_3 = \pi \).
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