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Abstract—In this paper, we tackle two important problems in low-rank learning, which are partial singular value decomposition and numerical rank estimation of huge matrices. By using the concepts of Krylov subspaces such as Golub-Kahan bidiagonalization (GK-bidiagonalization) as well as Ritz vectors, we propose two methods for solving these problems in a fast and accurate way. Our experiments show the advantages of the proposed methods compared to the traditional and randomized singular value decomposition methods. The proposed methods are appropriate for applications involving huge matrices where the accuracy of the desired singular values and also all of their corresponding singular vectors are essential. As a real application, we evaluate the performance of our methods on the problem of Riemannian similarity learning between two various image datasets of MNIST and USPS.
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1 INTRODUCTION

Singular value decomposition (SVD) [1], [2] is an important matrix factorization method with a wide variety of applications in various sciences such as mathematics, artificial intelligence and physics. Common methods for solving SVD can be used when the input matrix is small or at-most medium sized, but they can not be used (or require excessive execution time) for problems that involve huge matrices (matrices with more than $1e8$ entries). There are some methods that use randomization and sampling to tackle this problem [3], [4]. For example, fast SVD algorithms of [4] are based on randomization and sampling, and have strong theoretical guarantees. These methods are currently used in various fields like social network data analysis [6]. In sampling and randomization methods, the large input matrix is converted into a smaller matrix considering a predefined error, and then one of the standard SVD methods can be applied. As a result, due to the use of the standard SVD, these methods are obliged to find a trade-off between determining the column sampling rate (that is related to the accuracy), and the execution time. Our experiments show that the eigenvalues and corresponding eigenvectors obtained by these algorithms are not accurate, although the predefined errors are maintained (see Section 5).

A fundamental problem in machine learning related to SVD is modeling vast amounts of data in a low-dimensional representation. Processing raw data in typical ways is time-consuming and not always feasible, especially when the data are high dimensional. Representing data in a suitable lower-dimensional form can alleviate challenges of computational complexity, high memory usage, model compression, and noisy environments [7]. The reduced dimensional form of the data can be used in a wide variety of applications such as neural language processing [8], video and image processing [9], recommender systems [10], multidimensional scaling [11], [12], collaborative filtering and genomics data in bioinformatics [13], [14]. It has been shown that in huge matrices the numerical rank of the matrix grows logarithmically with its dimensions [15]. The rank on the data matrix has different interpretations in different applications. For example in latent semantic analysis, the rank can be interpreted as the number of concepts related to a document. In recommender systems, the rank of a user-rating matrix corresponds to a small set of typical users [16].

For problems involving factorization of huge matrices, there is currently a significant gap between being fast, and having high level of accuracy. In the current work, the aim is to bridge this gap by using the well-known Krylov subspace methods and Ritz vectors [1]. In what follows, our aim is to pursue the following two goals: (i) to find a fixed number of singular values and corresponding singular vectors of a huge matrix in order to transform the matrix into a low-rank form accurately with moderate time and memory usage, (ii) to approximate the rank of a huge matrix in a fast and accurate way.

The remainder of this article is organized as follows. Section 2 contains a brief review of the SVD problem, and basic concepts such as Ritz vectors and Golub-Kahan bidiagonalization (GK-bidiagonalization). Our algorithm for accurate and fast SVD is the focus of Section 3. In this section, an algorithm to determine an accurate numerical rank of a matrix is also presented. Section 4 introduces an application of the proposed method in Riemannian similarity learning (RSL). In Section 5 we evaluate the efficiency of the proposed algorithms on several numerical examples. Finally, we make some concluding remarks in Section 6.

2 BACKGROUND

In this section, we give an overview of SVD and randomized methods to solve SVD. Then, we introduce Ritz vectors and GK-bidiagonalization. In the next section, we should that truncated GK-bidiagonalization can be used for approximate computation of the largest singular values and the rank of a matrix.
2.1 Singular value decomposition

SVD is a well-known mathematical method that has a wide variety of real world applications in machine learning and mathematical problems. SVD of matrix $A$ with size $m \times n$ and rank $r$ is given by [1, 2]:

$$A = U\Sigma V^T, \quad \sum = \begin{bmatrix} D & 0 \\ 0 & 0 \end{bmatrix},$$

where $U \in \mathbb{R}^{m \times m}$ and $V \in \mathbb{R}^{n \times n}$ are matrices with orthogonal columns, and $D = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_r)$ is a diagonal matrix. Here, $\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_r > 0$ denote $r \leq \min(m, n)$ nonzero singular values of $A$. The computational complexity of traditional SVD methods for matrix $A \in \mathbb{R}^{m \times n}$ is $O(mn \min(m, n))$. An important use of this algorithm in learning problems is related to finding a low-rank form of the data matrix or a parameter matrix, where we are looking for $k$ singular vectors associated with the $k$ largest singular values of the matrix.

2.1.1 Randomization-based methods

Randomized methods [3, 4] can make it possible to compute singular values and corresponding singular vectors of huge matrices in a reasonable amount of time. These methods usually use Eckart-Young theorem [18] to find the rank of the input matrix, and thereby determine the required number of sampled columns (see Section 4 in [5] and also Section 10.2 in [4]). In [4], the authors added this a fixed number (called oversampling parameter) to this theoretically-driven number to get the final sampling rate.

Experiments of Section 5 demonstrate that when the input matrix is huge, setting a small value for oversampling parameter (for example 10 as suggested by authors in [4]) results in a fast execution time but inaccurate results; whereas fixing a larger value for it implies finding more accurate results, but the execution time will inevitably be longer. Based on the results given in [4] (and also our experiments), certain factors affect this oversampling parameter, such as the dimension, the singular values, and the numerical rank of the input matrix. Since both the numerical rank and the singular values of the matrix are unknown before setting the oversampling parameter (since they are costly to be computed), the resulting decomposition is not very accurate in huge matrices having a large numerical rank.

2.2 Golub-Kahan bidiagonalization for computing Ritz Vectors

We first recall the definition of a Ritz pair [17]. Then, we describe the GK-bidiagonalization process for computing the $l$ largest Ritz values and the corresponding Ritz vectors of $A^T A$ and $AA^T$ [19, 1, 17].

**Definition 1.** Consider a $k$-dimensional subspace $\mathcal{W}$ of $\mathbb{C}^n$. Given a matrix $B \in \mathbb{C}^{n \times n}, \tilde{\theta} \in \mathbb{C}$, and $\tilde{y} \in \mathcal{W}$, $(\tilde{\theta}, \tilde{y})$ is a Ritz pair of $B$ with respect to $\mathcal{W}$ if and only if

$$B\tilde{y} - \tilde{\theta}\tilde{y} \perp \mathcal{W}$$

or equivalently, for the canonical scalar product,

$$\forall w \in \mathcal{W}, \quad w^H (B\tilde{y} - \tilde{\theta}\tilde{y}) = 0.$$

We call $\tilde{y}$ a Ritz vector associated with the Ritz value $\tilde{\theta}$.

Let $W_k = [w_1, w_2, \ldots, w_k] \in \mathbb{R}^{n \times k}$ be an orthogonal basis of subspace $\mathcal{W}$. Using Definition 1, the Ritz pairs $(\tilde{\theta}_i, \tilde{y}_i), i = 1, 2, \ldots, k$, of $A^T A$ and $AA^T$ can be obtained by solving the following small eigenvalue problems

$$W_k^T A^T A W_k g_i = \tilde{\theta}_i g_i, \quad \tilde{y}_i = W_k g_i, \quad i = 1, 2, \ldots, k$$

and

$$W_k^T A A^T W_k g_i = \tilde{\theta}_i g_i, \quad \tilde{y}_i = W_k g_i, \quad i = 1, 2, \ldots, k,$$

respectively. As it is known [2, Pages 215-217], this procedure is optimal in a global sense and is optimal for exterior eigenvalues.

We begin by recalling some necessary properties of the GK-bidiagonalization process [1] which is one of the well known algorithms for computing the orthonormal bases for Krylov subspaces

$$\mathcal{K}_m(AA^T, q_1) = \text{span}\{q_1, (AA^T)^1 q_1, \ldots, (AA^T)^k q_1\},$$

$$\mathcal{K}_m(A^T A, p_1) = \text{span}\{p_1, (A^T A)^1 p_1, \ldots, (A^T A)^k p_1\},$$

with $q_1 = q_1/\|q_1\|$ and $p_1 = A^T q_1/\|A^T q_1\|$, where $q_1 \in \mathbb{R}^m$ is a nonzero arbitrary vector and $\|\cdot\|$ denotes the Euclidean vector norm or associated matrix norm.

Assuming that $A$ has full column rank and $k \ll \min(m, n)$, the GK-bidiagonalization process [1] which is called the procedure Bidiag 1 in [20], reduces $A$ to its lower bidiagonal form. Procedure Bidiag 1 with starting vector $q_1$ can be described as follows:

$$\beta_1 q_1 = q_1, \quad \alpha_1 p_1 = A^T q_1,$$

$$\beta_{i+1} q_{i+1} = A p_i - \alpha_i q_i, \quad \alpha_{i+1} p_{i+1} = A^T q_{i+1} - \beta_i p_i, \quad i = 1, 2, \ldots, k,$$

The scalars $\alpha_i \geq 0$ and $\beta_i \geq 0$ are chosen such that $\|q_i\|_2 = \|p_i\|_2 = 1$. Together with the definitions

$$Q_k = [q_1, q_2, \ldots, q_k], \quad P_k = [p_1, p_2, \ldots, p_k],$$

and

$$B_{k+1,k} = \begin{bmatrix} \alpha_1 & \beta_2 & \alpha_2 & \ldots & \alpha_k \\ \beta_2 & \alpha_1 & \beta_2 & \ldots & \beta_k \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ \alpha_k & \beta_k & \alpha_k & \ddots & \alpha_k \\ \beta_k & \alpha_k & \beta_k & \ldots & \beta_k \end{bmatrix},$$

the recurrence relations [5] and [6] can be rewritten as the following equations:

$$Q_{k+1} (\beta_1 e_1) = q_1, \quad A P_{k+1} = Q_{k+1} B_{k+1,k},$$

$$A^T Q_{k+1} = P_{k+1} B_{k+1,k}^T + \alpha_{k+1} p_{k+1} e_{k+1}^T,$$

where $e_1$ and $e_{k+1}$ denote the first and the $(k + 1)$st columns of an identity matrix of order $k + 1$, respectively. In exact arithmetic, we have

$$Q_{k+1}^T Q_{k+1} = I, \quad A^T P_{k+1} = I,$$

where $I$ is the identity matrix. The columns of $Q_k$ and $P_k$ are orthonormal bases for the Krylov subspaces defined in [4].
We wish to find approximate eigenvectors of a matrix $A$. The vectors $v$ of an input matrix. The GK-bidiagonalization process is used to find approximate eigenvectors. Additional details containing the GK-bidiagonalization process are provided in (8) by $\beta$. The largest Ritz values and the corresponding Ritz vectors of $A$ are accurate and fast. The resulting algorithm is summarized as Algorithm 2.

**Algorithm 1** GK-bidiagonalization and numerical rank estimation

*Inputs:* 
- $A \in \mathbb{R}^{m \times n}$, 
- $k$: number of iterations ($k \leq \min(m, n)$), 
- $\epsilon \in \mathbb{R}$.

*Outputs:* 
- $k': \min(k; \text{the approximate numerical rank of } A)$, 
- $B_{k'+1,k'} \in \mathbb{R}^{(k'+1) \times (k')}$, 
- $P_{k'} \in \mathbb{R}^n \times (k')$, 
- $Q_{k'+1} \in \mathbb{R}^m \times (k'+1)$.

1: $q_1 \sim \mathcal{N}(2,1)^{m \times 1}$, $\beta_1 = ||q_1||$, $q_1 = q_1/\beta_1$, $Q_1 = q_1$
2: $p_1 = A^T q_1$, $\alpha_1 = ||p_1||$, $p_1 = p_1/\alpha_1$, $P_1 = p_1$
3: $k' = 0$
4: while $k' < k$ do
5: $q_{k'+1} = Ap_{k'} - q_k^T \alpha_k$
6: $q_{k'+1} = q_{k'+1} - \sigma_k Q_k (Q_k^T q_{k'+1})$
7: $\beta_{k'+1} = ||q_{k'+1}||$
8: $q_{k'+1} = q_{k'+1}/\beta_{k'+1}$, $Q_{k'+1} = [Q_k, q_{k'+1}]$
9: if $||q_{k'+1}|| < \epsilon$ do
10: break
11: end if
12: $p_{k'+1} = A^T q_{k'+1} - p_k \beta_{k'+1}$
13: $p_{k'+1} = p_{k'+1} - P_{k'} (P_{k'}^T p_{k'+1})$
14: $\alpha_{k'+1} = ||p_{k'+1}||$, $p_{k'+1} = p_{k'+1}/\alpha_{k'+1}$
15: $P_{k'+1} = [P_k, p_{k'+1}]$
16: $k' = k' + 1$
17: end while

**Algorithm 2** Accurate and fast SVD (F-SVD)

*Inputs:* 
- $A \in \mathbb{R}^{m \times n}$, 
- $q$ is arbitrary, 
- $k$: number of the iterations in Algorithm 1, 
- $r$: number of desired larger eigen triplets $\{\sigma_i, u_i, v_i\}$.

*Output:* 
- $r$ desired larger eigen triplets $\{\sigma_i, u_i, v_i\}$ of $A$.

1: Set $k$ as number of iterations and run Algorithm 1 to find $B_{k'+1,k'}, P_{k'}, Q_{k'+1}$
2: Find eigen decomposition of $(B_{k'+1,k'}^T B_{k'+1,k'})$ for $V_1$ (eigenvalues) and $S_1$ (eigenvalues)
3: $V_2 = P_{k'} V_1$
4: Select $r$ larger eigenvalues of $S_1$ and corresponding eigenvectors from $V_2$ as $S_2$ and $V_r$, respectively
5: $\Sigma_r = \sqrt{\Sigma_1}$
6: for $i = 1$ to $r$ do
7: $U_r[i,i] = 1/\sigma_i A V_r[i,i]$
8: end for
9: Return $U_r, \Sigma_r$, and $V_r$.

### 3.1 Complexity analysis and comparison with randomized SVD

The maximal computational complexity of the first three lines of Algorithm 1 is related to computing $A^T g_1$ that is $O(mn)$ flops. Computing $A g_k$ in line 5, and also $A^T q_{k'+1}$ in line 12, both takes $O(mnk')$ flops (concerning the loop), and it is $O(mn k')$ and $O(nk^2)$ flops for lines 6 and 13 respectively. Therefore the overall computational complexity involves $O(mnk' + (m + n)k^2)$ flops.

With respect to the memory requirements of Algorithm 1, in addition to the input matrix that can be sparse or dense, we consider the $P$ and $Q$ matrices inside the algorithm each require memory of order $O((m + n)k')$. Because matrix $B$ is a bidiagonal matrix, two vectors of length $k'$ can be used for it. As a result the overall memory usage of Algorithm 1 is $O((m + n + 2)k')$ which is gain is order $O((m + n)k')$.

The first part of Algorithm 2 involves computing $B_{k'+1,k'}^T B_{k'+1,k'}$ in the second step. The computational complexity of this computation, in general requires at most $O(k'^3)$ flops. In our algorithms, because the matrix $B_{k'+1,k'}^T B_{k'+1,k'}$ is a small tridiagonal matrix, the computational complexity of this part of the algorithm is close to $O(k'^2)$. We also have a matrix multiplication in step 3 that involves $O(mk'^2)$ flops. In steps 6 and 7, there is a loop which requires $O(mnr)$ flops. As a result, the overall complexity of this algorithm amounts to $O(mn(k' + r) + (m + n)k^2)$ flops. Using the assumption $k', r \ll \min(m, n)$ (that is correct when the numerical rank of the input matrix is small) the computational complexity of Algorithm 2 is $O(mnk')$.

Suppose that $X \in \mathbb{R}^{m \times n}$ and we are looking for a low-rank form for $X$ with the numerical rank $k$. Using relation (1), the computational complexity of the traditional SVD is $O(mn^2)$, $n < m$ and $O(mn \log(l) + l^2(m + n))$, $l = k + p$ for the randomized SVD (R-SVD) [4]. In [4], the authors assumed that the oversampling parameter $p$ is a small value that can be
ignored. But for the matrices where the decay of the singular values is slow, the oversampling parameter is not a small value and cannot be ignored. In such situations, the second term of the computational complexity of the randomized algorithm becomes dominant. Therefore its computational complexity approaches that of the traditional method of SVD.

As we observe, the standard SVD, R-SVD, and F-SVD methods can be used for determining the k largest singular values of a matrix, but in different qualities. The standard SVD computes a complete singular decomposition and the results are accurate, but it is not reasonable when \( k \ll \min(m, n) \) because of memory and time requirements. The R-SVD method, as explained before, selects a subset of columns of \( A \) and performs a complete SVD on this subset. So its time and memory usage reduce dramatically, but the resulted singular values and corresponding singular vectors are not accurate. For this purpose, by selecting a suitable value for \( k \), the F-SVD method is able to provide the accurate results. In addition, its execution time and memory usage are comparable to those of other methods. The numerical experiments (Section 3.2) demonstrate the efficiency of the F-SVD Algorithm and confirm that this algorithm quickly executes and provides the accurate results for huge matrices.

### 3.2 Fast numerical rank estimation

To estimate the numerical rank of an input matrix \( A \in \mathbb{R}^{m \times n} \), we use the theory of the Lanczos process in applying the criterion \( \|q_{k+1}\| < \epsilon \) to terminate the Algorithm 1. In this formulation \( \epsilon \) is a very small positive value determined by the user. This criterion prevents the algorithm from performing extra iterations. As a result, if this condition is satisfied after \( k' \) iterations and \( k' < k \), then \( k' \) can be used as a preliminary estimate of the numerical rank of the matrix, but this estimate is not very accurate (see Algorithm 1). Thereafter, one can obtain an accurate numerical rank using eigen decomposition of the matrix \( B_{k+1}^{T}B_{k+1}B_{k+1}^{T} \) generated in Algorithm 1. See Algorithm 3 for details.

#### Algorithm 3 Rank determination algorithm

**Inputs:**
- \( A \in \mathbb{R}^{m \times n} \)
- \( \epsilon \): a small value (default: 1e-8).

**Output:**
- \( r \): The rank of \( A \).

1. \( k = \min(m, n) \)
2. Set \( k \) as the number of iterations and run Algorithm 1 to find \( B_{k+1} \).
3. Find the eigen decomposition of \( (B_{k+1}^{T}B_{k+1}B_{k+1}^{T}) \) to determine \( S \), the matrix that contains the eigenvalues.
4. Count the diagonal elements of \( S \) that exceed \( \epsilon \) as the accurate numerical rank \( r \).

### 4 An application: Riemannian similarity learning

There are a wide variety of learning problems in which the parameters of interest lie on a Riemannian manifold, such as principal components analysis (PCA) [23], robust PCA [23], [24], independent component analysis (ICA) [25], subspace learning, low-rank matrix completion [10], dictionary learning [26] and Gaussian mixture model [27]. One of the important assumptions in some of these learning problems is that the data are localized around low-dimensional structures, that is we have Riemannian manifold of low-rank matrices. When the optimization constraint is having low-rank matrices, we can use Riemannian optimization algorithm [10]. In-depth discussions of different Riemannian optimization methods with their theoretical analysis can be found in [28], [29].

One of the instances of low-rank learning that Riemannian optimization can be used to solve is Riemannian similarity learning (RSL) that we explain here. Suppose we have pairs of data from following two domains:

\[
D_X = \{x_1, x_2, \ldots, x_i \in \mathbb{R}^{d_X}\},
\]

\[
D_V = \{v_1, v_2, \ldots, v_j \in \mathbb{R}^{d_V}\},
\]

and the task is estimating a function \( \hat{y} : D_X \times D_V \rightarrow \mathbb{R} \) that measures the similarity of these pair of data, where \( \times \) represents the Cartesian product of two sets. The training data consists of \( n \) tuples \( (x_i, v_i, y_i) \), \( i \in \{1, 2, \ldots, n\} \), where \( x_i \in D_X \), \( v_i \in D_V \) and \( y_i \) is a value measuring the similarity of the data pair \( (x_i, v_i) \). In [31], [32], the following parametric function was introduced for measuring the similarity:

\[
f_W : (x, v) \rightarrow x^T W v.
\]

In [33], similar cost as that of (14) was used for similarity learning but they induces low-rank constraint on \( W \) to regularize their model. In some problems, \( y_i \in \{-1, 1\} \) depending on whether the two samples are similar or not. Therefore, similarity learning can be cast as the following problem:

\[
\min_{W \in \mathcal{M}_r} f(W) = 1/n \sum_{i=1}^{n} l(f_W(x_i, v_i), y_i),
\]

where \( l \) is a loss function such as hinge or cross-entropy loss function, and \( \mathcal{M}_r = \{W \in \mathbb{R}^{d_X \times d_V} : rank(W) = r\} \). Since the low-rank constraint can be seen as a Riemannian manifold, this similarity learning problem can be called Riemannian similarity learning. To solve (15), one of the different types of Riemannian gradient descent methods presented in [30], [34], [24] can be used. We assume that the rank is significantly smaller than the matrix dimensions, i.e. \( r \ll \min(d_X, d_V) \). In addition, to improve the performance, we use Algorithm 2 inside a Riemannian gradient descent algorithm instead of standard SVD to solve (15).

#### 4.1 Riemannian stochastic gradient descent

Consider the following minimization problem:

\[
\min_{W \in \mathcal{M}_r} f(W),
\]

where \( \mathcal{M}_r \) is the Riemannian manifold of matrices with rank equal to \( r \), and we use a noisy version of the Riemannian gradient \( \nabla f_t \) at step \( t \) in the update rule. Riemannian stochastic gradient descent (RSGD) [30] uses the following update rule:

\[
W_{t+1} = R_{W_t}(-\eta_t \nabla f_t),
\]

where \( \eta_t \) is the step size at step \( t \), and \( R_{W_t} \) is a retraction at \( W_t \). A retraction is a mapping from tangent space at a point to the manifold satisfying certain properties. Indeed for any tangent
vector $\xi \in T_{W}M$, a retraction can be found by solving the following equation \[ 10 \]

$$R_W(\xi) = \arg\min_{X \in M} \|W + \xi - X\|_F. \tag{18}$$

This equation has a closed form solution as

$$R_W(\xi) = \sum_{i=1}^{r} \sigma_i u_i v_i^T, \tag{19}$$

where $\{\sigma_i, u_i, v_i\}_{i=1}^{r}$ are the first $r$ singular triplets of SVD in the point $W + \xi$.

4.1.0.1 Geometric meaning of SVD: Suppose $M_W := \{W \in \mathbb{R}^{d_1 \times d_2} : W = U\Sigma V^T\}$, where $U, \Sigma, V$ are matrices defined the same as \([1]\). It was demonstrated in \([28]\) Chapter 3] and \([10]\) that $M_W$ is a Riemannian manifold, and the tangent space at point $W$ is defined by

$$T_WM := \{UMV^T + UrV^T + UVr^T\}, \tag{20}$$

where $U^T r = 0$ and $V^T r = 0$, and $M$ is an arbitrary $r$ by $r$ matrix. The Riemannian metric is defined as $\langle \eta, \zeta \rangle = \text{tr}(\eta^T \zeta)$, where $\text{tr}(\cdot)$ is the matrix trace.

4.1.0.2 Riemannian gradient: Assume $Gr_{W} \in \mathbb{R}^{m \times n}$ represents the Euclidean gradient of the objective function \([16]\) w.r.t to $W$. The Riemannian gradient, that is computed by the projection of the Euclidean gradient onto the tangent space of $M_W$, has the following form

$$\text{Grad}_W f = P^H_{U}Gr_{W}P^H_{V} + P^H_{U}Gr_{V}P^H_{U} + P^H_{U}Gr_{W}P^H_{V}, \tag{21}$$

where the shorthand notations $P^H_{X} := XX^T$ and $P^T_{X} := I - XX^T$.

4.1.0.3 RSGD algorithm for RSL: The complete process of the RSGD method that is customized for the Riemannian similarity learning problem is represented in Algorithm 4.

**Algorithm 4** Fast Riemannian mini-batch gradient descent algorithm

**Inputs:**

- $X \in \mathbb{R}^{m \times d_1}$, $V \in \mathbb{R}^{n \times d_2}$
- $K$ : number of iterations, $b$: mini batch size
- $\eta$: RSGD training rate
- $r$: rank of low-rank manifold $M$

**Outputs:**

- $W \in \mathbb{R}^{d_1 \times d_2}$ as the optimized parameter matrix,

1. $W \sim N(0,1)^{d_1 \times d_2}$
2. For each step $i < K$ do
3. $Gr \in \mathbb{R}^{d_1 \times d_2} = 0$
4. Draw a batch of data tuple $B = \{(x_i, v_i, y_i)\}_{i=1}^{b}$
5. Compute $Gr = \frac{1}{|B|} \sum_{(x_i, v_i, y_i) \in B} (\nabla f_W(x_i, v_i))y_i$
6. $Gr = Gr - \lambda \cdot W$
7. Compute the SVD of $Gr = U_r\Sigma_rV_r^T$ using Algorithm 2
8. $Z = U_r U_r^T Gr_{W} V_r V_r^T + (I - U_r U_r^T)Gr_{V} V_r V_r^T + U_r U_r^T Gr_{W} (I - V_r V_r^T)$
9. Compute the SVD of $(W - \eta Z) = U_r\Sigma_r V_r$ using Algorithm 2
10. $W_{new} = U_r\Sigma_r V_r$
11. end For

Figure 1: Investigating the quality of the singular triplets of our proposed F-SVD (c and d), oversampled R-SVD (e and f) and default R-SVD (e and f) compared to the singular triplets found by traditional SVD. The input matrix is $A \in \mathbb{R}^{1 \times 1 \times 4}$ with the numerical rank equal to 1000 and the goal is to determine 100 dominant singular triplets, and their singular values by an SVD algorithm: $A \approx U_{alg}\Sigma_{alg}V_{alg}^T$. In the plots of the first row, we are showing the values of the error vector computed by $\text{diag}(U_{alg} U_{alg}^T)\text{diag}(V_{alg}^T V_{alg})$, where $alg$ denotes one of the three SVD methods, $svd$ is the standard SVD method used by the Numpy Python library, $\text{diag}(\cdot)$ returns diagonal elements of a matrix as a vector, and dot represents element-wise multiplication of two vectors. In the plots of the second row, the values of the absolute difference between dominant singular values $|\sigma_{svd}^{i} - \sigma_{alg}^{i}|_{i=1}^{100}$ are shown. The red curves in the plots is the smoothed version of the original curves.

5 EXPERIMENTAL RESULTS

In this section we investigate the effectiveness of Algorithms 1, 2 and 3 which we developed in Python 3.7.6. Our experiments were performed on the google cloud with 16 vCPUs @ 2.2 GHz (8 real cores) and 128GB RAM. To measure execution times and errors, we calculate an average value for the results of five repetitions of each algorithm. Our Python code is available via https://github.com/rezagodaz/accurate-partial-svd.
Table 1: Comparison of various SVD algorithms with respect to execution time (a), estimated numerical rank of the input matrix (b), and the observed residual and relative errors (c). The results are obtained using synthetic matrices of different sizes, all of which have a numerical rank equal to 100. For the randomized SVD algorithm (R-SVD) of [4], we investigate two possible scenarios: (i) knowing the required value of oversampling parameter \( p \) (see section 2.1.1), and (ii) using the default value of \( p \) by [4]). For (b) and (c), the underlying goal is to determine the 20 dominant triplets of the input matrix using the various possible SVD algorithms and to compare them with respect to execution time and accuracy.

5.1 Comparing accuracy and speed of SVD algorithms

We select two algorithms, traditional SVD and R-SVD [4] for our comparisons because traditional SVD is one of the most accurate methods and R-SVD is one of the fastest choices among the randomized methods. In addition the performance of R-SVD with respect to errors makes it a suitable representative for the various randomized methods.

The experimental results are shown in Table 1. In this experiment to build a synthetic matrix \( A \in \mathbb{R}^{m \times n} \), with fixed rank \( l \), we multiplied two matrices \( M \in \mathbb{R}^{m \times l} \) and \( N \in \mathbb{R}^{l \times n} \). Each instance of \( M \) and \( N \) was randomly and independently using a Gaussian distribution. The values of \( m \) and \( n \) vary as included in the first columns of Tables 1a, 1b, and 1c. To determine the error of each algorithm we define two kinds of errors. The errors reported in Table 1c are defined as the relative error, \( err_{rel} = \frac{\| A \Sigma V - U \Sigma V^T \|_F}{\| \Sigma \|_F} \), and the residual error, \( err_{res} = \| A - U \Sigma V^T \|_F \), where the matrices \( U \), \( \Sigma \), and \( V \) are generated using the specified algorithms given in the tables.

Table 1a is related to approximate the numerical rank of a huge matrix that is a secondary result of Algorithm 1. The proposed Algorithm 3 is a fast algorithm to determine the numerical rank of the input matrix that provides a distinct time advantage over the current practical method used by Python, which executes traditional partial SVD, for the situations that input matrix is huge. When the true numerical rank of a huge original matrix is small, Algorithms 1 and Algorithm 3 perform the best. The last column of Table 1a records the number of iterations of Algorithm 3 after terminating based on the condition \( \| g_k \| < \epsilon \) in iteration \( k' \), without any predefined parameter or user intervention. This value is our first approximation of the numerical rank of the input matrix (In Table 1a Alg 1 and Alg 3 denote the algorithms [1] and [3] respectively).

Considering the complexity analysis of the F-SVD method (mentioned in Section 5.1) and also the experimental results summarized in Table 1b, F-SVD has a computational complexity comparable to that of R-SVD when the decay of matrix singular values is slow. In addition, it can be seen that the execution time of the F-SVD methods is less than that of R-SVD (oversampled) method.

Table 1c shows that Algorithm 2 exhibits the smallest relative error among all executions. It also gives low residual error and fast computation of the singular values and the corresponding singular vectors, especially the smaller singular triplets, which represents the relative superiority of F-SVD over R-SVD (oversampled). Therefore, this algorithm is a suitable choice for use in almost all problem settings.

In Figure 1 we are comparing the quality of SVD triplet obtained by different methods. In this experiment, Algorithm 2 terminates after 550 iterations. For the algorithm R-SVD, the oversampling parameter was set to 800 (p=800 thus l=900). For the plots in the first row of this figure, a value close to 1.0 means that the corresponding vectors computed were satisfactorily accurate. It can be seen that Algorithm 2 outperforms its R-SVD competitor with respect to the accuracy for both the singular values as well as the singular vectors.
5.2 RSL application

In this section, we evaluate Algorithm 4 in the task of similarity learning for classification. We use two famous datasets MNIST (used as the source domain $D_X$) and USPS (used as the target domain $D_Y$). Both of these datasets include handwritten digits, but with a different number of pixels. Algorithm 4 is used for the task of RSL with the input parameter rank equal to five, and the number of iterations varying from 5000 to 20000. Figure 2 compares the running-time and accuracy results obtained by using the standard SVD and FSVD in the inner loop of Algorithm 4. As it is clear, using FSVD significantly leads to less computation time than the standard SVD, while the same accuracy is obtained. The results in this figure is the median result for three executions of Algorithm 4. It should be mentioned that Riemannian optimization algorithms such as that of Algorithm 4 need a high level of accuracy for the retraction and the RSVD method can not be used in these types of algorithms.

6 Conclusion

Traditional method for solving SVD are accurate for matrix decomposition that has many applications in different sciences. This algorithm is not a suitable choice for huge matrices because of its computational complexity. Randomized algorithms are a group of methods that tackle this problem by decomposing a smaller matrix made from the main matrix. They successfully reduced the computational complexity of the traditional SVD algorithm and hence can be used with huge input matrices. However, such randomized algorithms may be inaccurate, or may require unknown values for their key parameters. Using key concepts from Krylov subspaces, we have devised SVD algorithms that execute quickly and provide accurate, reliable singular values and their corresponding singular vectors for huge input matrices. As a by-product, we obtained a fast and accurate rank estimation for huge matrices.
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