Abstract—This paper deals with hybrid systems (HS) with fractional order dynamics and their stability. The stability of two particular types of fractional order hybrid systems (FOHS), i.e., switching and reset control systems, is studied. Common Lyapunov method, as well as its frequency domain equivalence, are generalized for the former systems and, for the latter, \( H_p \)-condition is used –frequency domain equivalence of Lyapunov-like method for reset control systems. The applicability and efficiency of the proposed methods are shown by some illustrative examples.
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I. INTRODUCTION

Hybrid systems (HS) are heterogeneous dynamic systems whose behaviour is determined by interacting continuous-variable and discrete-event dynamics, and they arise from the use of finite-state logic to govern continuous physical processes or from topological and networks constraints interacting with continuous control \cite{1, 2, 3, 4}. Typically, their stability is analyzed by Lyapunov’s theory (see e.g. \cite{5, 6, 7, 8}). However, recently a frequency domain method equivalent to the common Lyapunov was proposed in \cite{9} to analyze the stability of a particular class of HS.

This paper deals with HS with fractional order dynamics and summarizes our stability results proposed in \cite{10, 11, 12} for two types of HS: fractional order switching and reset control systems. In \cite{13, 14} the applied the proposed stability analysis to design a robust fractional-order controller. The motivation for studying switching systems came partly from the fact that such systems have numerous applications in control of mechanical systems, process control, automotive industry, power systems, traffic control, and so on, as well as there exists a large group of nonlinear systems which can be stabilized by switching control schemes, but not by any continuous static state feedback control law \cite{15, 16}. Likewise, reset control systems arise from overcoming the limitations in linear systems. On the other hand, fractional dynamics can be found in control systems due to both the system itself and the used control strategy (see e.g. \cite{17, 18}). As a result, studying fractional dynamics of HS may be also an interesting topic.

The rest of the paper is organized as follows. Section II gives some basic theorems and definitions concerning stability of both fractional and integer order systems. In Section III stability conditions for fractional order switching systems are established. Section IV addresses stability of fractional order reset control systems. Section V gives some examples to show the applicability and goodness of the developed stability theory. Finally, Section VI draws the concluding remarks.

II. PRELIMINARIES

This section recalls some basic definitions and theorems concerning stability of fractional and integer order systems which will be useful to present the results of the following sections.

A. Definitions

Switching systems are hybrid dynamical systems consisting of a family of continuous-time subsystems and a rule that orchestrates the switching among them \cite{5, 19}. On the other hand, reset control systems are a class of HS \cite{20} which include a linear controller which resets some of their states to zero when their input is zero or certain non-zero values. A fractional order linear time invariant (FO-LTI) system can be given by:

\[
D^\alpha x = Ax, x \in \mathbb{R}^n
\]

where \( \alpha \) is the fractional order and the operator \( D^\alpha \) denotes Riemann-Liouville definition given by (see e.g. \cite{18}):

\[
dD^\alpha f(t) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dx} \int_{a}^{t} f(\tau) d\tau
\]

where \( e \) and \( t \) are the lower and upper bounds of the operation, \( \alpha \in \mathbb{R} \) is the order and \( \lfloor . \rfloor \) means the integer part.

B. Stability of fractional order systems

Theorem 1 (\cite{21}). A fractional order system \( (1) \) with order \( 0 < \alpha < 1 \), is \( r^{-\alpha} \) asymptotically stable if and only if there exists a positive definite matrix \( P \in \mathbb{R}^n \) such that

\[
\dot{\alpha}^T P + P \dot{\alpha} < 0,
\]

where \( \dot{\alpha} = -(A)^{t-\alpha} \).

Theorem 2 (\cite{21}). A fractional system \( (1) \) with order \( \alpha, 1 \leq \alpha < 2 \), is \( r^{-\alpha} \) asymptotically stable if and only if there exists a matrix \( P = P^T > 0, P \in \mathbb{R}^{n \times n} \), such that

\[
\begin{bmatrix}
(A^T P + PA) \sin \phi \\
(A^T P - PA) \cos \phi
\end{bmatrix}
\begin{bmatrix}
(A^T P + PA) \sin \phi \\
(A^T P - PA) \cos \phi
\end{bmatrix}
\leq 0,
\]

where \( \phi = \frac{\pi \alpha}{2} \).

Theorem 3 (\cite{21}). A system given by \( (6) \) is quadratically stable if and only if there exists a matrix \( P = P^T > 0, P \in \mathbb{R}^{n \times n} \).
Theorem 4 ([9]). Consider \(c_1(s)\) and \(c_2(s)\), two stable polynomials of order \(n\) corresponding to the subsystems \(\dot{x} = A_1x\) and \(\dot{x} = A_2x\), respectively, then the following statements are equivalent:

1. \(c_1(s)\) and \(c_2(s)\) are strictly positive real (SPR).
2. \(|\arg(c_1(j\omega)) - \arg(c_2(j\omega))| < \frac{\pi}{2}, \forall \omega\).
3. \(A_1\) and \(A_2\) are quadratically stable, which means that \(\exists P = P^T > 0 \in \mathbb{R}^{n\times n}\) such that \(A_1^TP + PA_1 < 0\), \(A_2^TP + PA_2 < 0\).

C. Stability of integer order switching systems

Consider a switching system as follows:
\[
\dot{x} = Ax, A \in \text{co}\{A_1, \ldots, A_L\},
\]
where \(\text{co}\) denotes the convex combination and \(A_i, i = 1, \ldots, L\), is the switching subsystem, which can be alternatively written as \([23]\):
\[
\dot{x} = Ax, A = \sum_{i=1}^{L} \lambda_i A_i, \forall \lambda_i \geq 0, \sum_{i=1}^{L} \lambda_i = 1.
\]

Theorem 5 (Lyapunov-like theorem [4]). Consider a closed-loop reset system given by [12]. If there exists a Lyapunov-function candidate \(V(x)\) such that
\[
V(x) < 0, x(t) \notin \mathcal{M},
\]
then there exists a left-continuous function \(x(t)\) satisfying [2] for all \(t \geq 0\), and the equilibrium point \(x_c\) is globally uniformly asymptotically stable.

D. Dynamics of reset control systems

The dynamics of a reset controller can be described by a FDI equation as:
\[
D^\alpha x_r(t) = A_r x_r(t) + B_re(t), e(t) \neq 0, \\
\dot{x}_r(t^+) = A_r x_r(t), e(t) = 0, \\
u_r(t) = C_r x_r(t),
\]
where \(0 < \alpha \leq 1\) is the order of differentiation, \(x_r(t) \in \mathbb{R}^{n_r}\) is the reset controller state and \(u_r(t) \in \mathbb{R}\) is its output. The matrix \(A_r \in \mathbb{R}^{n_r \times n_r}\) identifies that subset of states \(x_r\) that are reset (the last \(\mathcal{R}\) states) and has the form \(A_r = \begin{bmatrix} I_{n_r} & 0 \\ 0 & 0_{n_r} \end{bmatrix}\) with \(n_\mathcal{R} = n_r - n_\mathcal{G}\). The linear controller \(C(s)\) and plant \(P(s)\) have, respectively, state space representations as follows:
\[
D^\alpha x_c(t) = A_c x_c(t) + B_c u_c(t), \\
u_c(t) = C_c x_c(t),
\]
and
\[
D^\alpha x_p(t) = A_p x_p(t) + B_p u_c(t), \\
y(t) = C_p x_p(t),
\]
where \(A_p \in \mathbb{R}^{n_p \times n_p}, B_p \in \mathbb{R}^{n_p \times 1}, C_p \in \mathbb{R}^{1 \times n_p}, A_c \in \mathbb{R}^{n_c \times n_c}, B_c \in \mathbb{R}^{n_c \times 1}\) and \(C_c \in \mathbb{R}^{1 \times n_c}\). Therefore, the closed-loop reset control system can be then described by the following FDI:
\[
D^\alpha x(t) = A_cl x(t) + B_cl r, x(t) \notin \mathcal{M}, \\
x(t^+) = A_c x(t), x(t) \in \mathcal{M}, \\
y(t) = C_cl x(t)
\]

where \(t^+\) denotes \(t + k\) and \(k\) is sample time, \(x = \begin{bmatrix} x_p \ni x \end{bmatrix}\), \(A_{cl} = \begin{bmatrix} A_p & B_p C_c \\ 0 & A_c & B_c C_r \end{bmatrix}, A_{cl} = \begin{bmatrix} I_{n_p} & 0 \\ 0 & I_{n_c} & 0 \end{bmatrix}, C_{cl} = \begin{bmatrix} C_p & 0 \\ 0 & 0 \end{bmatrix}\) and \(B_{cl} = \begin{bmatrix} 0 & B_r \end{bmatrix}^T\). The reset surface \(\mathcal{M}\) is defined by:
\[
\mathcal{M} = \{x \in \mathbb{R}^n : C_{cl} x = 0, (I - A_{cl}) x \neq 0\}
\]

III. STABILITY OF FRACTIONAL ORDER SWITCHING SYSTEMS

Our objective hereafter is to establish stability conditions for fractional order switching systems. In this section, we firstly present the stability of such systems by common Lyapunov functions, which have been previously generalized to fractional order switching systems, and further its equivalence in frequency domain. This developed theory can be found in [10], [11].

A. Common Lyapunov theory

Consider a fractional order switching system of the form of [5] as
\[
D^\alpha x = Ax, A \in \text{co}\{A_1, \ldots, A_L\}.
\]

Theorem 6. A fractional system described by \([14]\) with order \(\alpha, 1 \leq \alpha < 2\), is stable if and only if there exists a matrix \(P = P^T > 0, P \in \mathbb{R}^{n \times n}\), such that
\[
\begin{bmatrix} (A_1^T P + PA_1) \sin \phi & (A_1^T P + PA_1) \cos \phi \\ (-A_1^T P + PA_1) \cos \phi & (A_1^T P + PA_1) \sin \phi \end{bmatrix} < 0, \forall i = 1, \ldots, L,
\]
where \(\phi = \frac{\pi \alpha}{2}\).

Theorem 7. A fractional system given by \([14]\) with order \(\alpha, 0 < \alpha \leq 1\), is stable if and only if there exists a matrix \(P = P^T > 0, P \in \mathbb{R}^{n \times n}\), such that
\[
\alpha_i^T P + P \alpha_i < 0, \forall i = 1, \ldots, L.
\]

B. Frequency domain approach

Next, frequency domain stability conditions will be given for fractional order switching systems based on results in [9]. Consider a stable pseudo-polynomial of order \(n\alpha\) of system \([14]\) as
\[
d(s) = s^{n\alpha} + d_{n-1} s^{(n-1)\alpha} + \cdots + d_1 s^{\alpha} + d_0,
\]
and a polynomial of order \( n \) of system \( \hat{x} = \hat{A}\hat{x} \) as

\[
e(s) = s^n + c_{n-1}s^{n-1} + \cdots + c_1s + c_0.
\]

(18)

In the following, the necessary and sufficient condition for the stability for fractional order switching systems will be given.

**Theorem 8.** Consider \( d_1(s) \) and \( d_2(s) \), two stable pseudo-polynomials of order \( n \) corresponding to the subsystems \( D^\alpha x = A_1x \) and \( D^\alpha x = A_2x \) with order \( \alpha \), \( 0 < \alpha < 1 \), respectively, then the following statements are equivalent:

1. \[ |\text{arg}(\det((A_1^{-\frac{1}{2}} - \omega I) - 2j\omega A_1 \sin \phi)) - \\
|\text{arg}(\det((A_2^{-\frac{1}{2}} - \omega^2 I) - 2j\omega A_2 \sin \phi))| < \frac{\pi}{2}, \forall \omega, \]
   where I is the identity matrix with proper dimensions.

2. \( A_1 \) and \( A_2 \) are stable, which means that \( \exists P = P^T > 0 \in \mathbb{R}^{n \times n} \) such that

\[
\begin{bmatrix}
(A_1^T P - PA_1) \sin \phi & (A_1^T P - PA_2) \cos \phi \\
-(A_2^T P - PA_2) \cos \phi & (A_2^T P - PA_1) \sin \phi
\end{bmatrix} < 0, \forall i = 1, 2.
\]

**Theorem 9.** Consider two stable fractional order subsystems \( D^\alpha x = A_1x \) and \( D^\alpha x = A_2x \) with order \( \alpha \), \( 0 < \alpha \leq 1 \), then the following statements are equivalent:

1. \[ |\text{arg}(\det(J - j\omega I)) - |\text{arg}(\det(J - j\omega I))| < \frac{\pi}{2}, \forall \omega, \]
   where \( J = \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} \) is the identity matrix with dimension of \( N - n \).

2. \( A_1 \) and \( A_2 \) are stable, which means that \( \exists P = P^T > 0 \in \mathbb{R}^{n \times n} \) such that

\[
\pi \alpha T P + P \pi \alpha < 0, \forall i = 1, 2.
\]

Although the theory developed in the frequency domain does not necessarily prove the SPRness, a relation equivalent to the stability was obtained.

**IV. Stability of Fractional Order Reset Control Systems**

In this section, fractional reset control systems will be handled by fractional order differential inclusion (FDI) equations. Stability of this kind of systems will be analyzed using Lyapunov-like method presented previously. This developed theory can be found in [12].

**Definition 1.** Reset control system (12) is said to satisfy the \( H_\beta \)-condition if there exists a \( \beta \in \mathbb{R}^{n \times n} \) and a positive-definite matrix \( P_{\beta} \in \mathbb{R}^{n \times n} \) such that

\[
H_\beta(s) = \begin{bmatrix}
\beta C & 0_{n \times n} \\
0_{n \times n} & I_{n \times n}
\end{bmatrix}
(sI - \pi)^{-1}
\begin{bmatrix}
0 & \pi I_{n \times n} \\
0_{n \times n} & I_{n \times n}
\end{bmatrix},
\]

(19)

where \( \pi = \left( - (A_{\beta})^{-\frac{1}{\alpha}} \right) \).

According to [24], [25], [26], an integer-order reset control system of the form of (12) –with \( \alpha = 1 \)– is asymptotically stable if and only if it satisfies the \( H_\beta \)-condition. The same idea can be used to prove the stability of fractional-order reset systems.

Now, consider \( V(z(t)) = z(t)^T \mathcal{P}z(t), \mathcal{P} \in \mathbb{R}^{N \times N} \) as a Lyapunov candidate for the unforced reset system (12) \((r = 0)\) where \( x = [0, \cdots, 0, 1]^T \in \mathbb{R}^{N \times 1}, \dot{z} = A_fz(t), \) and

\[
A_f = \begin{bmatrix}
0 & \cdots & 0 & A^{1/\alpha} \\
A^{1/\alpha} & \cdots & 0 & 0 \\
& \ddots & \ddots & \ddots \\
& & \ddots & \ddots & \ddots \\
0 & & & A^{1/\alpha} & 0
\end{bmatrix}
\]

(see [21] more details for this transformation). Then, in accordance with [21], the necessary and sufficient condition to satisfy \( \pi \alpha T P + P \pi \alpha < 0 \), \( x(t) \notin \mathcal{M} \), where \( P(\mathcal{P}) \in \mathbb{R}^{N \times n} \), \( \pi \alpha \). Likewise, based on results stated in Theorem [11] the necessary and sufficient condition for \( 0 < \alpha \leq 1 \) is

\[
\pi \alpha T P + P \pi \alpha < 0, x(t) \notin \mathcal{M}.
\]

Transforming the second equation of reset system (12), we have

\[
z(t^n) = \begin{bmatrix}
I_{N-n} & 0 \\
0 & A_R
\end{bmatrix} z(t),
\]

where \( I_{N-n} \) is identity matrix with dimension of \( N - n \). Thus, \( \Delta V(z(t^n)) < 0 \) if

\[
z(t^n) \left( \begin{bmatrix}
I_{N-n} & 0 \\
0 & A_R
\end{bmatrix} \mathcal{P} + \mathcal{P} \begin{bmatrix}
I_{N-n} & 0 \\
0 & A_R
\end{bmatrix} \right) z(t) < 0.
\]

(21)

Then, [21] is satisfied if \( V(x(t^n)) - V(x(t)), \)

\[
x(t^n)(A_R^{-\frac{1}{\alpha}}PA_R - P) \leq 0, x(t) \leq 0, x(t) \in \mathcal{M}.
\]

Therefore, Theorem [5] can be reshaped in the following remark.

**Remark 1.** Choosing \( V(z) = z(t)^T \mathcal{P}z(t), \mathcal{P} \in \mathbb{R}^{N \times N} \) as a Lyapunov candidate, and applying Theorem [11] fractional-order reset system (12) is asymptotically stable if and only if:

\[
\pi \alpha T P + P \pi \alpha < 0, x(t) \notin \mathcal{M},
\]

(22)

\[
A_R^{-\frac{1}{\alpha}}PA_R - P \leq 0, x(t) \in \mathcal{M}.
\]

(23)

Remark [1] can be also applicable transforming \( x \) to \( x(t^n) = x(t^n) - x_e = x(t) + A_{\beta}^{-1}(B_{\beta} \mathcal{P} x) \) in [12] in a special case of the reset control system with constant input \( r \). Define \( \mathcal{M} = \{ x \in \mathbb{R}^n : C_{\beta}x(t) = r \} \), and let \( \Phi \) be a matrix whose columns span \( \mathcal{M} \). Since \( \mathcal{M} \in \mathcal{M} \), (23) is implied by

\[
\Phi \left( A_R^{-\frac{1}{\alpha}}PA_R - P \right) \Phi \leq 0.
\]

(24)

A straightforward computation shows that inequality [24] holds for some positive-definite symmetric matrix \( P \) if there exists a \( \beta \in \mathbb{R}^{n \times n} \) and a positive-definite \( P_{\beta} \in \mathbb{R}^{n \times n} \) such that

\[
\begin{bmatrix}
0 & \pi I_{n \times n} \\
0_{n \times n} & I_{n \times n}
\end{bmatrix} P = \begin{bmatrix}
\beta C & 0_{n \times n} \\
0_{n \times n} & P_{\beta}
\end{bmatrix}.
\]

(25)

To analyze stability, it suffices to find a positive-definite symmetric matrix \( P \) such that (22) and (25) hold. Taking into account Kalman-Yakubovich-Popov (KYP) lemma [27], such \( P \) exists if \( H_\beta(s) \) in (19) is strictly positive real (SPR) for some \( \beta \). In addition, in accordance with [28], it is obvious that the \( H_\beta(s) \) is SPR if

\[
|\text{arg}(H_\beta(j\omega))| < \frac{\pi}{2}, \forall \omega.
\]

(26)
Therefore, these results can be stated in the following theorem.

**Theorem 10.** The closed-loop fractional-order reset control system (12) is asymptotically stable if and only if it satisfies the $H_\infty$-condition (19) or its phase equivalence (26).

V. EXAMPLES

This section gives some examples in order to show the applicability and effectiveness of the stability theories developed for FOHS. To this respect, phase portraits and time responses of the systems will be shown.

**Example 1.** Consider the switching system (14) with $L = 2$ with the following parameters: $A_1 = \begin{bmatrix} 2 & 0.1 \\ -0.2 & 0 \end{bmatrix}$, $A_2 = \begin{bmatrix} 0.1 & 2.0 \\ -0.1 & -0.01 \end{bmatrix}$ and order $\alpha$, $0 < \alpha \leq 1$.

Applying Theorem 9, the phase difference condition should be satisfied for all $\alpha$, $0 < \alpha \leq 1$, to guarantee the stability—this condition is depicted in Fig. 1 for $0 < \alpha \leq 1$ with increments of 0.1. As can be seen, the fractional order system is stable for $\alpha \in (0,0.6]$. The phase differences when $\alpha \in [0.7,1]$ are bigger than $\pi/2$ which indicates unknown stability status, i.e., the system may be stable or unstable. For better understanding of this initial notice on the system stability, its phase portrait is shown in Fig. 2 for three values of $\alpha$ ($\alpha = 0.6$, $\alpha = 0.8$ and $\alpha = 0.9$). The green trajectory is an example to show the stability or instability of the switching system. The following conclusions can be stated from these results:

- When $\alpha = 0.6$, it can be observed that the system is stable for arbitrary switching. This can be also confirmed by the fact that a matrix $P = \begin{bmatrix} 1 & 0.2 \\ 0.2 & 1 \end{bmatrix}$, satisfies the stability conditions as follows:

$$
\begin{bmatrix} -(-A_1)^{\frac{\alpha}{2}} \\ -(-A_2)^{\frac{\alpha}{2}} \end{bmatrix}^T P + P \begin{bmatrix} -(-A_1)^{\frac{\alpha}{2}} \\ -(-A_2)^{\frac{\alpha}{2}} \end{bmatrix} = \begin{bmatrix} -1.47 & -0.65 \\ -0.89 & -0.54 \end{bmatrix} < 0,
$$

$$
\begin{bmatrix} -(-A_1)^{\frac{\alpha}{2}} \\ -(-A_2)^{\frac{\alpha}{2}} \end{bmatrix}^T P + P \begin{bmatrix} -(-A_1)^{\frac{\alpha}{2}} \\ -(-A_2)^{\frac{\alpha}{2}} \end{bmatrix} = \begin{bmatrix} -1.45 & 0.59 \\ 0.59 & -0.47 \end{bmatrix} < 0.
$$

The switching region is shown in Fig. 2 in which $C_1$ refers to the zone which only subsystem 1 is active, whereas $C_2$ is the zone which corresponds to subsystem 2. $D$ is a common region with a random layer where both system can be active. The red lines indicate the switching from subsystem 1 to subsystem 2, whereas the blue lines show the switching in contrary.

- When $\alpha = 0.8$, its phase portrait shows almost the same behaviour as with order $\alpha = 0.6$. Although one cannot find a trajectory which leads to unstable switching system, the stability of the system under arbitrary switching is on doubt.

- Finally, in the case of $\alpha = 0.9$, the system will be unstable if it switches like the green trajectory shown in Fig. 3
c.

**Example 2.** Now, consider the switching system given by (14) with $L = 2$ with the following parameters: $A_1 = \begin{bmatrix} 0.1 & 0.1 \\ -0.2 & -1 \end{bmatrix}$, $A_2 = \begin{bmatrix} -0.3 & 0.01 \\ -1.0 & -0.1 \end{bmatrix}$ and order $\alpha$, $1 < \alpha < 2$.

**Example 3.** Let us consider the same feedback system as in (29) with the system, the base controller and reset controller...
The system stability will be analyzed for the first order reset element (FORE) controller, the Clegg integrator (CI) and the fractional Clegg integrator (FCI). For FORE controller, the integer-order closed-loop system can be given by:

\[
\begin{align*}
    \dot{x}(t) &= A_{ci}x(t) = \begin{bmatrix} 0 & 1 & 0 \\ 0 & -0.2 & 1 \\ -1 & -1 & -b \end{bmatrix} x(t) \\
    x(t^+) &= A_{gt} x(t) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} x(t) \\
    y &= C_{ci} x(t) = \begin{bmatrix} 1 & 1 & 0 \end{bmatrix} x(t)
\end{align*}
\]

The phase portrait of system in Example [1] when: (a) \( \alpha = 0.6 \) (b) \( \alpha = 0.8 \) (c) \( \alpha = 0.9 \). The blue trajectories refer to subsystem 1, whereas the red ones correspond to subsystem 2.

![Fig. 3: Phase portrait of system in Example [1] when: (a) \( \alpha = 0.6 \) (b) \( \alpha = 0.8 \) (c) \( \alpha = 0.9 \). The blue trajectories refer to subsystem 1, whereas the red ones correspond to subsystem 2.](image)

The transfer functions \( P(s) = \frac{1}{s^2 + 2s + 1} \), \( C(s) = s + 1 \) and, \( R(s) = \frac{1}{s + 2} \), respectively. Stability analysis of CI \((b = 0, \alpha = 1)\), FORE \((b \neq 0, \alpha = 1)\) and FCI \((b = 0, \alpha = 0.5)\) will be analyzed in this example.

Therefore, using Theorem [10] the closed-loop systems controlled by FORE and FCI are asymptotically stable if \( H^F_{b, \alpha}(s) \) and \( H^F_{b, \alpha}(s) \) are SPR. Substituting \( b = 1 \) in (28), the FORE reset system is asymptotically stable for all \( 0.42 < \beta \leq 1.46 \). With respect to CI (similarly to FORE with \( b = 0 \)), stability cannot be guaranteed with this theorem. And applying FCI, it can be easily stated that the system is asymptotically stable for \( \beta \leq 0.62 \). In addition, the phase equivalences corresponding to (28) and (29) are shown in Fig. 5 for \( \beta = 0.5 \) and \( b = 1 \). It can be seen that both phases verifies condition (26), which has concordance with the theoretical results.
This paper has addressed stability for two classes of hybrid systems (HS), i.e., switching and reset control systems, with fractional order dynamics by means of a Lyapunov like method. More precisely, common Lyapunov method as well as fractional order dynamics by means of a Lyapunov like systems (HS), i.e., switching and reset control systems, with FCIs 

\[ \text{a} \] Applying FORE

\[ \text{b} \] Applying FCI

VI. CONCLUSIONS
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