Abstract The 2nd law of thermodynamics is used to shed light on present-day puzzles in cosmology. The universal law, given as an equation of motion, describes diverse systems when consuming free energy via various mechanisms to attain stationary states in their respective surroundings. Expansion of the Universe, galactic rotation and lensing as well as clustering of red-shifted spectral lines are found as natural consequences of the maximal energy dispersal that satisfies the conservation of energy, in the forms of kinetic, potential and dissipation. The Universe in its entirety is pictured as a giant Riemann resonator in evolution via step-by-step spontaneous breaking of one stationary-state symmetry to another to diminish energy density differences relative to its zero-density “surroundings”. The continuum equation of evolution is proven equivalent to the Navier-Stokes equation. The ubiquitous flow equation has no solution because the forces and flows are inseparable when the dissipative process has three or more degrees of freedom. Since an evolving system is without a norm, there is no unitary transformation to solve the characteristic equation, but detailed trajectories remain inherently intractable. Conversely, stationary-state trajectories can be solved.
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1. Introduction

Peculiarities promote physics. Presently it appears particularly puzzling that the Universe, as inferred from supernovae red-shifts [1,2,3,4], is expanding at an increasing rate – possibly due to dark energy. Also it is seen disconcerting that galaxies are rotating faster and bending light stronger than their detectable matter seems to account for [5,6,7] – possibly due to dark matter. Furthermore, it is intriguing that in the distant past the fine-structure constant might have differed from its present-day value based on measurements of the 21-cm hydrogen spectral line absorbed in molecular clouds along the line-of-sight to distant quasars [8,9,10]. Moreover, the Doppler shifted lines emitted from the far-away galaxies give the impression that red-shifts are clustered [11,12,13] – possibly due to some galactic-scale cooperative motions.

We are in no position to judge the accurateness of these peculiar findings or to question the correctness of the interesting explanations proposed for them, but here the aim is to acquire an overall understanding of the phenomena from the 2nd law of thermodynamics. In other words, the objective of this study is not to elaborate on critical assessments of the data or suggested interpretations but to provide a holistic view of nature in agreement with observations using the universal law.

Thermodynamics values everything in terms of energy hence also the ubiquitous natural law of least-time consumption of free energy can be expressed in general terms. It says: wherever there exists a difference of energy density, a flow of energy can appear to diminish that difference. The same meaning, with an incentive to utilize the energy difference, was already stated by Carnot: wherever there exists a difference of temperature, motive force can be produced [14]. A flow of energy is motion that naturally selects the fastest ways, i.e., the most voluminous steepest descents to level off the free energy landscape. In other words, when the system is evolving from one state to another toward the free energy minimum, entropy, as the additive probability measure of a system [15], will not only be increasing but it will be increasing in the least time.

The natural process of least-time free energy consumption, when written as an equation of motion derived from statistical physics of open systems [16], complies with conservation of energy: changes in kinetic energy equal changes in scalar and vector potentials (and vice versa). The basic relation between the three forms of energy was put forward already a long time ago [17,18]. Recently it has served to rationalize diverse inanimate, just as animate, evolutionary courses [19,20,21,22,23,24,25,26,27,28,29,30] and shed light on some central concepts, most notably space and time [31,32]. The irreversible energy transduction process, in the form of the 2nd law of thermodynamics, can also be formulated by the principle of least action and by Newton’s 2nd law of motion [33,34].
In this study the old law will give nothing new as such, nonetheless, it will serve to put present-day peculiarities in perspective. When introducing basic concepts to address the perplexing phenomena, we will note the historical advent of ideas about evolution. Conclusions are corollaries of the 2nd law, the validity of which is itself not questioned here. No theory, by the words of Eddington, may go against it [35].

2. The energy dispersal process

The 2nd law of thermodynamics is communicated by general concepts, of which energy is essential. It can be assigned to anything that exists. Here we adopt Gibbs’ notation [36] in assigning each entity \( j \), present in indistinguishable numbers \( N_j \), with an energy density \( \phi = N_j \exp(G_j/k_BT) \) where \( G_j \) is relative to the average energy per entity \( k_BT \) of the system. According to the scale-independent formalism [37,38] each \( j \)-entity is a system of diverse \( k \)-entities. Each population \( N_k \) is, in turn, associated with \( \phi_k = N_k \exp(G_k/k_BT) \). Mutual interactions among these (material) entities (fermions) that exclude each other in space are communicated during time by force-carrier quanta (bosons).

We follow Boltzmann [39] in characterizing the pool of \( j \)-entities by the probability [16,31,32]

\[
P_j = \left( \prod_k N_k e^{-\Delta G_{jk}/k_BT} / g_{jk} \right)^{N_j} / N_j!
\]

(2.1)

defined in a recursive manner so that each \( j \)-entity is a product \( \Pi N_k \) of embedded \( k \)-entities, each distinct type available in numbers \( N_k \). The energy difference between the \( j \) and \( k \) entity is \( \Delta G_{jk} = G_j - G_k \). The energy flux from the surroundings to the system is denoted by quanta \( \Delta Q_k \) that couple to the \( jk \)-transformation orthogonal to \( \Delta G_{jk} \), hence indicated by \( i \). For example, when momentum of an electron increases, light will emit perpendicular to the trajectory. In other words scalar and vector potentials are orthogonal to each other. The degeneracy \( g_{jk} \) numbers the \( k \)-entity copies that remain indistinguishable (symmetric) in \( j \).

The total probability for the entire system housing a diversity of \( j \)-systems is defined in a self-similar manner as the additive, logarithmic measure [16,31,32]

\[
\ln P = \sum_j \ln P_j = \sum_j N_j \left( 1 - \sum_k A_{jk} / k_BT \right)
\]

(2.2)

where the free energy \( A_{jk} = \Delta \mu_{jk} - \Delta Q_{jk} \), i.e., affinity [40], is the motive force that directs the transforming flow \( dN_j/dt \) from \( N_i \) to \( N_j \). The logarithmic density difference is given as the scalar potential difference \( \Delta \mu_{jk} = \mu_j - \Sigma \mu_k = k_BT (\ln \phi - \Sigma \phi_k/g_{jk}) \). Stirling’s approximation \( \ln N! \approx N \ln N - N \) implies that the \( j \)-system is able to absorb or emit quanta without a marked change in its average energy content \( A_j/k_BT << 1 \). Otherwise, e.g., when the population \( N_j \) goes extinct or emerges, \( \ln P_j \) is not a sufficient statistic for \( k_BT \) [41]. An ensemble of entities where mutual interactions are insufficient to establish a common \( k_BT \), is not defined as a system but regarded as surroundings of sufficiently statistic systems at a lower level of hierarchy [42,43] (Fig. 1).

The free-energy measure (Eq. 2.2) relates to entropy by the definition \( S = k_B \ln P \). A system that is higher in energy density than its surroundings will evolve from its current state to another more probable one by displacing quanta to its surroundings. Likewise, a system that is lower in energy density than its respective surroundings will evolve by acquiring quanta from the surroundings. The states are distinguishable from each other only when the \( jk \)-transformation is dissipative \( \Delta Q_k \neq 0 \) [16,31,33]. Systems evolve toward stationary states where their energy densities equal that of their surroundings. A system without net fluxes to or from its surroundings is in its entirety at a stationary state (\( d \ln P = 0 \)). Its motions are reversible, conserved currents on tractable trajectories [44]. Likewise, a closed system that is cut off from its surroundings does not face evolutionary forces and does not evolve either.
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where the generator of the natural process is

\[ L = \sum_{j,k} \frac{dN_j}{dt} \frac{A_{jk}}{k_B T}. \quad (2.4) \]

The time step \( dt \) is denoted as continuous but the actual transformations advance in discrete steps. Moreover, when the quantized process depends on path, the time differential is properly denoted as inexact \( d \).

According to the principle of maximal entropy production [45] and the principle of least time [46] and the maximum power principle [47] the system will consume free energy as soon as possible. The energy flows direct from high \( k \)- to low \( j \)-densities along the steepest gradient \( \partial E/\partial t \) in time. This natural selection for the maximal dispersal manifests itself as the most voluminous flows along the steepest directional descents \( \nabla E/\partial x_j \) in space. The equivalence between the temporal and spatial directional derivatives follows from the conservation of energy. The balance between the scalar and vector potentials is contained, e.g., in gauge invariance [31].

Importantly, flows and forces in the process generator \( L \) (Eq. 2.4) cannot be separated from each other when there are alternative \( jk \)-paths, i.e., three or more degrees of freedom. Therefore the equation of motion (Eq. 2.3) cannot be integrated to a closed form to predict non-holonomic freedom. Therefore the equation of motion (Eq. 2.4) cannot be separated from each other when there are alternative \( jk \)-paths, i.e., three or more degrees of freedom. Therefore the equation of motion (Eq. 2.3) cannot be integrated to a closed form to predict non-holonomic freedom. Therefore the equation of motion (Eq. 2.4) cannot be separated from each other when there are alternative \( jk \)-paths, i.e., three or more degrees of freedom. Therefore the equation of motion (Eq. 2.3) cannot be integrated to a closed form to predict non-holonomic freedom. Therefore the equation of motion (Eq. 2.4) cannot be separated from each other when there are alternative \( jk \)-paths, i.e., three or more degrees of freedom. Therefore the equation of motion (Eq. 2.3) cannot be integrated to a closed form to predict non-holonomic freedom. Therefore the equation of motion (Eq. 2.4) cannot be separated from each other when there are alternative \( jk \)-paths, i.e., three or more degrees of freedom. Therefore the equation of motion (Eq. 2.3) cannot be integrated to a closed form to predict non-holonomic freedom. Therefore the equation of motion (Eq. 2.4) cannot be separated from each other when there are alternative \( jk \)-paths, i.e., three or more degrees of freedom. Therefore the equation of motion (Eq. 2.3) cannot be integrated to a closed form to predict non-holonomic freedom. Therefore the equation of motion (Eq. 2.4) cannot be separated from each other when there are alternative \( jk \)-paths, i.e., three or more degrees of freedom. Therefore the equation of motion (Eq. 2.3) cannot be integrated to a closed form to predict non-holonomic freedom. Therefore the equation of motion (Eq. 2.4) cannot be separated from each other when there are alternative \( jk \)-paths, i.e., three or more degrees of freedom. Therefore the equation of motion (Eq. 2.3) cannot be integrated to a closed form to predict non-holonomic freedom. Therefore the equation of motion (Eq. 2.4) cannot be separated from each other when there are alternative \( jk \)-paths, i.e., three or more degrees of freedom. Therefore the equation of motion (Eq. 2.3) cannot be integrated to a closed form to predict non-holonomic freedom. Therefore the equation of motion (Eq. 2.4) cannot be separated from each other when there are alternative \( jk \)-paths, i.e., three or more degrees of freedom. Therefore the equation of motion (Eq. 2.3) cannot be integrated to a closed form to predict non-holonomic freedom. Therefore the equation of motion (Eq. 2.4) cannot be separated from each other when there are alternative \( jk \)-paths, i.e., three or more degrees of freedom. Therefore the equation of motion (Eq. 2.3) cannot be integrated to a closed form to predict non-holonomic freedom. Therefore the equation of motion (Eq. 2.4) cannot be separated from each other when there are alternative \( jk \)-paths, i.e., three or more degrees of freedom. Therefore the equation of motion (Eq. 2.3) cannot be integrated to a closed form to predict non-holonomic freedom. Therefore the equation of motion (Eq. 2.4) cannot be separated from each other when there are alternative \( jk \)-paths, i.e., three or more degrees of freedom. Therefore the equation of motion (Eq. 2.3) cannot be integrated to a closed form to predict non-holonomic freedom.

Thus the cosmological principle is seen as a compulsory consequence of the natural selection for the maximal dispersal [30]. Nota bene, the objective of this study is not to elaborate how particular mechanisms of the natural processes actually accomplish the maximal dispersal but only to address the principle in question as to why the Universe is expanding.

The nearly perfect thermal black-body spectrum of the cosmic microwave background radiation implies high homogeneity at the largest scale [53]. This furthers one to inspect the 2nd law [2]. According to the scale-independent 2nd law the Universe, as any other system, is evolving by dispersing energy from high to low densities in the least time to attain a stationary state in its zero-density “surroundings”. Diverse celestial mechanisms, stars, black holes, quasars, galaxies, etc., make the machinery for irreversible dilution of energy densities. The flow of energy from high to low spatial densities has been identified with the flow of time [31]. In the quest to disperse in least time, the high-density transformers displace from each other, on the average, as far away as possible. Thus the cosmological principle is seen as a compulsory consequence of the natural selection for the maximal dispersal [30]. Nota bene, the objective of this study is not to elaborate how particular mechanisms of the natural processes actually accomplish the maximal dispersal but only to address the principle in question as to why the Universe is expanding.

The physical portrayal of natural selection for the maximal energy dispersal is no different in biological contexts but it is communicated differently [52]. Diverse energy transduction mechanisms are referred to as species. The most effective ones in consuming free energy are referred to as the fittest [23]. Biosphere with its diversity of mechanisms is the machinery for energy dispersal that generates numerous flows from the energy difference between the hot sun and cold space. The global system evolves in the quest for a steady-state partition of populations which is the most effective in transduction [25].

3. On the expansion of the Universe

According to the scale-independent 2nd law the Universe, as any other system, is evolving by dispersing energy from high to low densities in the least time to attain a stationary state in its zero-density “surroundings”. Diverse celestial mechanisms, stars, black holes, quasars, galaxies, etc., make the machinery for irreversible dilution of energy densities. The flow of energy from high to low spatial densities has been identified with the flow of time [31]. In the quest to disperse in least time, the high-density transformers displace from each other, on the average, as far away as possible. Thus the cosmological principle is seen as a compulsory consequence of the natural selection for the maximal dispersal [30]. Nota bene, the objective of this study is not to elaborate how particular mechanisms of the natural processes actually accomplish the maximal dispersal but only to address the principle in question as to why the Universe is expanding.

The nearly perfect thermal black-body spectrum of the cosmic microwave background radiation implies high homogeneity at the largest scale [53]. This furthers one to inspect the 2nd law (Eq. 2.3) defined for the continuum

\[ T \frac{dS}{dt} = k_B T \frac{d}{dt} (\ln P) = -\sum_{j,k} \frac{dx_j}{dt} \frac{\partial U_{jk}}{\partial x_j} + t \sum_{j,k} \frac{\partial Q_{jk}}{\partial t} \quad (3.1) \]

where the free energy \( (A_{jk}) \) density \( A_{jk} \) is composed of the potential energy \( (U_{jk}) \) density \( u_{jk} \) and the dissipation \( (Q_{jk}) \) in the radiation density \( q_{jk} \) along the temporal coordinate \( t \) orthogonal to the spatial coordinates \( x \) that are customarily given by combinations of Cartesian components \( jk = \{x,y,z\} \). The flow equation says: when scalar potential density \( du_{jk} \) is consumed during \( dt \), dissipation \( dq_{jk} \) is produced and the balance is maintained by a change in the kinetic energy density \( d(2k_B) \) (Fig. 2).
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According to the 2
\[ \sum_{j,k} v_j f_{jk} = \sum_{j,k} v_j \rho_{jk} a_k + i \sum_{j,k} v_j \frac{\partial \rho_{jk}}{\partial v_i} v_k \]
\[ \Rightarrow \sum_{j,k} \frac{d}{dt} 2k_{jk} = -\sum_{j,k} v_j \frac{\partial u_{jk}}{\partial x_j} + i \sum_{j,k} \frac{\partial q_{jk}}{\partial t}. \]

The change in the kinetic energy density
\[ 2k_{jk} = v_j \rho_{jk} v_k \]
equals the energy density changes in potential and dissipation. The irrotational gradient
\[ \tilde{\text{grad}} = \nabla (\tilde{\rho} / \tilde{c}) \]

The dissipation directs along the vector potential that is orthogonal to the scalar potential.

According to the 2
\[ d2k_{jk}/dt = -\tilde{\text{curl}} \tilde{\text{grad}} + \tilde{\text{div}} \tilde{\text{grad}} \Rightarrow ds^2 = -c^2 dt^2 + \tilde{c}^2 dr^2 \]
\[ \Rightarrow d\tau / dt = \gamma \sqrt{1 - v^2 / c^2}. \]

Thus the Lorentzian metric and the factor \( \gamma \) of the special
relativity are found from the 2
\[ d(2k) \rightarrow ds^2 \text{ balances } du \rightarrow \tilde{c} d\tilde{r}^2 \text{ and } dq \rightarrow c^2 dt^2 \]
yields the famous invariant of motion
\[ \frac{2k}{c^2} \text{ balances with its opposite signs for the spatial and temporal intervals follows from the continuity in the flows of energy (Fig. 2). Accordingly, the proper time } d\tau = idc/dt \text{ is zero for light propagating at a constant frequency along an isergonic path defined by the Lorenz gauge [62]. Conversely frequency } f \text{ is shifting during passage along a curved geodesic in order to balance changes in the surrounding density with index } n \text{ of refraction relative to the universal reference density [29].}

In the limit of Euclidean continuum an infinitesimal change in
\[ d(2k) \rightarrow ds^2 \text{ balances } du \rightarrow \tilde{c} d\tilde{r}^2 \text{ and } dq \rightarrow c^2 dt^2 \]
yields the famous invariant of motion
\[ d2k/c^2 = 2k_{jk} = v_j \rho_{jk} v_k \]
equals the energy density changes in potential and dissipation. The irrotational gradient
\[ \tilde{\text{grad}} = \nabla (\tilde{\rho} / \tilde{c}) \]

The dissipation directs along the vector potential that is orthogonal to the scalar potential.

According to the 2
\[ d2k/c^2 = 2k_{jk} = v_j \rho_{jk} v_k \]
equals the energy density changes in potential and dissipation. The irrotational gradient
\[ \tilde{\text{grad}} = \nabla (\tilde{\rho} / \tilde{c}) \]

The dissipation directs along the vector potential that is orthogonal to the scalar potential.

According to the 2
\[ d2k/c^2 = 2k_{jk} = v_j \rho_{jk} v_k \]
equals the energy density changes in potential and dissipation. The irrotational gradient
\[ \tilde{\text{grad}} = \nabla (\tilde{\rho} / \tilde{c}) \]
The familiar inverse distance dependence in $U$ follows from the stationary action (see appendix). During the diluting expansion the total gravitational potential is diminishing at the rate $-\partial U/\partial t$ because the total matter density is transforming to the dispersing dissipation $\partial Q/\partial t$. Thus at any time the total gravitational potential $U = GM^2/r$ equals energy $Mc^2$ in the total matter $M$ that is spun over the universal radius $R$ [68,69,70,71].

The nascent ($\beta = 0$) Universe is characterized by the acceleration $a_\beta = cH_\beta = c^2R_\beta$ in natural units [72] of time $t_\beta = 1H_\beta = \sqrt{Gh/c^3}$ and radius $R_\beta = \sqrt{Gh/c^3}$ where $G$ is the gravitational constant and $h$ is the Planck constant. The early, compact Universe is expanding at the rate $H_\beta = E_\beta h$ and fading with power $L_\beta = hH_\beta^2 = -hdH_\beta/dt$ toward the perfect flatness ($\beta \rightarrow 1$) and complete darkness ($f \rightarrow 0$) where $a_\infty = c^2/R_\infty = cH_\infty = 0$. During the universal process $H = \dot{a}(t)/\dot{a}(t)$ is changing as the scale factor [59] $\dot{a}(t) = \sqrt{c^2\epsilon_0\mu_0}$ is stretching from the reference index of refraction $n = \dot{a}(t)^{-1} = 1$ defined by the present-time $t$ permittivity $\epsilon_0$ and permeability $\mu_0$. Today the radius of space is huge $R = ct$. Its curvature corresponds to a tiny but non-negligible acceleration $a_\infty = GM/c^2 = 1/\epsilon_0\mu_0 R = c^2/R = c/t = cH$ due to the total mass $M$ that is diluted to the average density $\rho_\infty = 1/2\pi G^2$, estimated $9.9\times10^{-23}$ kg/m$^3$ [73].

A galaxy with its stars, black holes, etc., is according to the 2$^{nd}$ law, in its entirety machinery to disperse energy, e.g., by nuclear reactions. At all times and levels of the nested organization of systems within systems [74] the kinetic energy balances the potential energy and dissipation in diverse transformations from high to low densities (Eq. 3.1). A detailed galactic kinematics of translational, orbital and rotational motions is an intricate many-body problem beyond the objective of this study. Here, the galaxy rotation problem is addressed only to understand the principle reason for the puzzling discrepancy between the observed orbital velocities of luminous stars or gaseous matter in spiral galaxy disks and the estimates provided by the gravitational potential considering only the visible mass.

The energy balance by the 2$^{nd}$ law (Eq. 3.1)

$$\frac{d}{dt}2K = -v\partial U/\partial r + \partial Q/\partial t$$

yields the steady-state velocity $v$ for a body of mass $m$, subject to the gravitational field $a = GM/r^2$ at the orbit $r$ that encloses a central mass $M_0$. For non-dissipative ($Q = 0$)
structures, such as planets, integration of Eq. 4.1 reproduces the familiar stationary-state virial theorem $2K + U = 0$.

Very far away from the galactic center, at the spatial coordinate $r$, well beyond the luminous edge, the galactic gravitational tug $a = GM/r^2$ is feeble. There the universal acceleration $a = GMIR^2 = c^2/R = \dot{v}^2/r_\star$ curves the energy landscape according to Kepler’s third law (Fig. 4). When $a\dot{v}^2 = 1/r_\star$ is used in Eq. 4.1 $mv^2 = GmM/r_\star = aGmMr_\star^2$ a gas cloud of mass $m$ is found to orbit according to the Tully-Fisher relation $v^2 = aGMr_\star$ that is the asymptote of galactic rotational curves [75]. Earlier, the $v^2$-form has been worked out from the modified Newtonian dynamics [76]. Here the tiny acceleration $a = cH_\star/2\pi$ proportional to the Hubble constant $H_\star$ is no anomaly [77, 78, 79] or attributed to radiative momentum transfer [80] but identified by the $2^{\text{nd}}$ law to the curvature caused by the non-zero universal energy density.

The above derivation of the $v^2$-form though, may appear odd for some because the universal acceleration contributes to the rotation about a local, galactic center. However from the thermodynamic viewpoint, the Universe with galaxies is no different from other cases where a global gradient, such as an overall temperature gradient between a warm ocean and the cold atmosphere, or across a Benard cell or an overall velocity gradient in a Taylor-Couette cell, generate local convection whirls [81, 82] or where a total centrifugal acceleration in a superfluid or a total magnetic field in a superconductor produce local quantized vortices [83].

Consistently with the conservation of energy, the integral form of the $2^{\text{nd}}$ law, i.e., the principle of least action [84, 33] requires that the action $Q_t$ in dissipation will open the path $[d2\mathcal{L}dt]d\tau$, e.g., a perihelion [85] will advance, from that closed, modular orbit determined by the conserved action $\mathcal{U}t$ of the scalar potential alone [30]. Likewise, the energy conservation requires that a meniscus of water, i.e., the potential energy surface curves to balance the kinetic energy due to the rotation of a bucket. The universal curvature contributes in many motions but today being so small it is observable only at large scales, e.g., involving galactic clusters [86, 87]. In the distant past the stronger universal force played a more significant role, e.g., in laboring anisotropies. Their skewed distributions [88] that accumulate in a power-law manner signal that the dispersal progressed according to the $2^{\text{nd}}$ law.

The energy balance (Eq. 4.1) for dissipative structures ($dQ \neq 0$), such as stars, black holes and galaxies, where the kinetic energy tallsies with potential energy and dissipation results in motions that manifest not only as orbital but as translational motions, axial spinning and convections. Despite complex dynamics, a fraction of $2K$ due to the dissipation $Q$ is expected to contribute to the orbital velocities $v$ beyond that due to the scalar potential $U$ alone. For example, the luminosity of Sun $\partial Q/\partial t$ is not negligible at its orbit $r$ about the Milky way’s center but comparable to the galactic attraction $-v^2U/r$. Differences in velocities due to differences in dissipation give rise to dynamics. It is most apparent between dissipative and non-dissipative structures, e.g., when a newborn star lights up, it will due to emitted power $\partial Q/\partial t$ leave its nursery, Bok globule [89]. The velocity differences between stars of differing luminosities are not that dramatic. When $dm$ is combusted during $dt$, Eq. 4.1 yields $dQ/m = \dot{v}dm/m = \dot{v}^2dm$ in accordance with the mass-luminosity relationship that is approximately a power-law for the main-sequence stars. All in all it is concluded that the galactic rotation curve is not a peculiarity but a natural consequence of the energy conservation in dispersal.

Figure 4. Far away from the center of a galaxy with mass $M_\odot$ the energy density landscape experienced by a body $m$ is dominated by the universal curvature $1/R = a/\dot{v}^2$ so that $\dot{v}^2 = GmM/r_\star$ and the balance $mv^2 = GmM/r_\star$ between the kinetic and potential energy enforces the orbital velocity $v^2 = aGmM_\odot$.

5. On the flow equation

The reasoning based on the $2^{\text{nd}}$ law of thermodynamics about the diverse celestial motions may seem as if intricate dynamics were overlooked. However, the equation of motion (Eq. 2.3) is in its simplicity an insightful account on complexity. To begin with, the flow equation cannot be solved analytically when the driving forces $A_k$ and flows $v_j$ are inseparable [16]. This is the case when there are three or more degrees of freedom for the dissipative processes [90]. Intractable, even chaotic tracks are familiar from the three-body problem [91] because in three or more dimensions Poincaré-Bendixson theorem does not apply [92]. Non-deterministic motions are the flows of energy with degrees of freedom between the system and its surroundings that level the density differences. The dissipation term in Eqs. 2.1, 2.3, 3.1 and 4.1 captures the role of surroundings to the evolution of a system. Non-determinism was phrased by Eddington: It is impossible to trap modern physics into
predicting anything with perfect determinism because it deals with probabilities from the outset [93].

To gain further insight to the myriad of motions, the 2nd law as the continuum flow equation (Eq. 3.1) is related to Navier-Stokes equation. The Navier–Stokes equation states the conservation of momentum density \( \Sigma_p \dot{\rho} = \Sigma_k \rho \partial v_i / \partial x_j \) in flows along directional spatial \( v_i \partial v / \partial x_j \) and temporal gradients \( \partial / \partial t \) for the Cartesian combinations \( j,k = \{ x,y,z \} \).

**Theorem 5.1 The Navier-Stokes equation is Newton’s 2nd law of motion.**

**Proof.** Newton’s 2nd law of motion, defined as \( f = d(p \nu) / dt \) for the force \( f \) and momentum \( \nu = p \nu \) density, is in the component form \( j,k \in \{ x,y,z \} \)

\[
\sum_{j,k} f_{jk} = \sum_{j,k} \frac{\partial}{\partial t} \rho \partial v_k / \partial x_j .
\]  

(5.1.1)

To keep the notation simple, the law of motion (Eq. 5.1.1) is redundantly multiplied by 2 so that a temporal gradient \( \partial / \partial t \) can be rewritten as an equivalent directional spatial gradient \( v_i \partial v / \partial x_j \) using the conservation of energy to obtain

\[
2\sum_{j,k} f_{jk} = \sum_{j,k} \left( \frac{\partial \rho}{\partial t} v_j + \rho \frac{\partial v_j}{\partial x_j} + \rho \frac{\partial v_i}{\partial x_i} \right) + \sum_{j,k} \left( v_i \frac{\partial \rho}{\partial x_j} v_j + v_j \frac{\partial \rho}{\partial x_j} v_i \right) .
\]  

(5.1.2)

The conserved and non-conserved (\( \partial \rho / \partial t \neq 0 \)) terms in 5.1.1 are regrouped

\[
2\sum_{j,k} f_{jk} = \sum_{j,k} \rho \frac{\partial v_j}{\partial t} v_j + \sum_{j,k} v_i \frac{\partial \rho}{\partial x_j} v_i .
\]  

(5.1.3)

The non-conserved terms are rearranged and combined to

\[
2\sum_{j,k} f_{jk} + \sum_{j,k} v_j \left( \rho \frac{\partial v_i}{\partial t} v_i \right) = \sum_{j,k} \rho \frac{\partial v_i}{\partial t} v_i + v_i \frac{\partial \rho}{\partial x_j} v_i .
\]  

(5.1.4)

Finally, the component form of Eq. 5.1.4 is abridged to the vector notation

\[
b = \rho \left( \frac{\partial v}{\partial t} + v \cdot \nabla v \right) + v \left( \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho v) \right)
\]  

(5.1.5)

which is the Navier-Stokes equation in its general form, known also as the Cauchy momentum equation. The generic body force density \( b = \Sigma_g (\nu \partial v_i / \partial x_j + 2 f_{jk}) \) is referred to as a source (or sink) of momentum density where the first term is recognized as the stress tensor \( \sigma \) when denoting \( \partial v_i / \partial x_j = a_i \) and writing the potential energy gradient per area \( A \) as

\[
\Sigma_g \partial u_i / A = -\Sigma_g \partial u_i / \partial x_j = \nabla \cdot \sigma .
\]

The trace of diagonal elements (normal stresses \( \Sigma \sigma_j = -p \) equates with pressure and the off-diagonal elements \( j \neq k \) (shear stresses) embody the traceless deviatoric stress tensor \( T \). Often, but not in this study, the non-conserved term on the right hand side is assumed to be zero by the mass continuity \( dp \xi = 0 \). Such a simplification neglects changes in interactions due to dissipation and is thus motivated only in studies of conserved (stationary) systems.

**Theorem 5.2 The Navier-Stokes equation is the 2nd law of thermodynamics in the continuum.**

**Proof.** When the Navier-Stokes equation, as in Eq. 5.1.3, is multiplied by \( v_j \) and the identity \( \partial / \partial t = v_j \partial / \partial x_j \) is used

\[
2\sum_{j,k} f_{jk} + \sum_{j,k} v_j \left( \rho \frac{\partial v_j}{\partial t} + v_i \frac{\partial \rho}{\partial x_j} v_j \right)
\]  

(5.2)

\[
\Leftrightarrow 2\sum_{j,k} f_{jk} = 2\sum_{j,k} v_j \rho \frac{\partial v_j}{\partial t} v_j + \sum_{j,k} v_j \frac{\partial \rho}{\partial t} v_j
\]  

\[
\Leftrightarrow \sum_{j,k} \frac{\partial}{\partial t} (2k_\nu - \sum_{j,k} v_i \frac{\partial \rho}{\partial x_j} v_i + \sum_{j,k} \frac{\partial \rho}{\partial x_j} v_i)
\]  

the 2nd law of thermodynamics is obtained as defined by Eq. 3.1 using the definitions of the kinetic \( \Sigma v_j f_j = \Sigma v_j (\rho \nu / \partial x_j / \partial t) = -\Sigma \xi (2k_\nu / \partial t) \) and potential energy density \( \rho \partial v / \partial x_j = -\partial u_i / \partial x_j \) and the density in dissipation \( \partial q / \partial t = \nu (\partial \rho / \partial t) v_j \).

**Theorem 5.3 In three space dimensions and time, given an initial non-zero velocity field, there exists no analytical solution for a non-zero vector velocity and a scalar pressure field that would solve the Navier-Stokes equation.**

**Proof.** According to the theorem 5.2 the Navier-Stokes equation is the continuum flow equation known as the 2nd law of thermodynamics. It follows from the properties of the 2nd law that the equivalent Navier-Stokes equation has no analytical solution, when there are three or more degrees of freedom, for a given initial velocity field by integration to a closed form for the vector velocity \( v(x,t) \) and a scalar pressure \( p(x,t) \) field because the vector velocity components \( v_i \) that appear as the kinetic energy changes \( \Sigma_g (2k_\nu / \partial t) \) are inseparable in Eq. 3.1 from the force components, i.e., the pressure due to the scalar potential energy gradient \( \Sigma_g \partial u_i / \partial x_j \) per area \( A \) and vector dissipation \( \Sigma_g \partial q / \partial t \). The dissipating system has no deterministic analytical trajectory because closed orbits are impossible according to the theorem for gradient systems with three or more dimensions [92]. When \( \Sigma_g \partial u_i / \partial x_j - \Sigma_g \partial q / \partial t = 0 \), the trajectories are unbound because the kinetic energy density

7
$$\int \sum_{j,k} v_j \left( \frac{\partial u_{jk}}{\partial x_j} + \frac{\partial u_{jk}}{\partial x_k} \right) dt = \int \sum_{j,k} \frac{\partial}{\partial t} \rho_{jk} v_j dt$$

is unbound unless \( \Sigma_{j,k} \rho_{jk} = 0 \) or \( v_j = 0 \) for all \( j,k = \{x,y,z\} \). Thus there is no constant \( \varepsilon \in (0, \infty) \) for the gradient system with three or more degrees of freedom so that \( \int \tilde{v}^2(x,t) dt < \varepsilon \) within \( \mathbb{R}^3 \) or equivalently so that \( \int_{\mathbb{R}^3} |v(x,t)| dx < \varepsilon \) for all \( t \).

The lack of a closed form integral solution of the Navier-Stokes equation for three or more dimensions [94] is a direct consequence of the principle of increasing entropy \( dS/dt > 0 \). The energy \( T dS/dt = k_B T d(\ln P_e)/dt = \Delta 2K_p/dt > 0 \) of a system in evolution from one state to another by breaking symmetry is changing and the Noether’s theorem of a system in evolution from one state to another by

\( \text{there is no constant } \varepsilon \in (0, \infty) \text{ for the gradient system with three or more degrees of freedom so that } \int \tilde{v}^2(x,t) dt < \varepsilon \text{ within } \mathbb{R}^3 \text{ or equivalently so that } \int_{\mathbb{R}^3} |v(x,t)| dx < \varepsilon \text{ for all } t. \)

When dissipation is small compared with potential energy density \( (d\rho_p \approx 0) \), \( \ln P_e \) is a sufficient statistic for \( k_B T \) and the flow \( v_j = -\sum_{j,k} \sigma_{jk}(\partial \tilde{c}/\partial x_k)(a - q) dt \) is smooth almost everywhere. Although the equation of evolution (Eq. 5.4) has in general no solution, it can be formally integrated in \( n \) steps from an initial state \( P_0 > 0 \) to \( P_n = P_0 \exp(nL) \). However, there is no guarantee for the global smoothness because the open system may encounter new driving forces on its way from one state to another, more probable one. Even chaotic motions may appear when \( L > 0 \) in accordance with a positive maximal Lyapunov exponent. Likewise, a positive eigenvalue of Jacobian means an unstable orbit [92].

When dissipation vanishes \( (d\rho = 0), L = 0. \) Accordingly the maximal Lyapunov exponent is not positive. Local motional modes of the landscape are customarily characterized by trace, determinant and discriminant of Jacobian [92]. The maximum entropy state is stable against perturbations \( \delta \) in internal variables according to Lyapunov:

\( S(\delta) \leq 0 \) and \( dS(\delta(t))/dt > 0 \) [98]. The closed orbits of the conserved currents are tractable, i.e., computable. The constant conductance \( \sigma_{jk} = \rho_{jk}^{-1} \) means an invariant transduction mechanism [56]. Then the 2nd law reduces to \( \rho(\tilde{v})/dt = -v\cdot du/dx \). The variables \( v_j \) and \( u_j \) can be separated and an analytical solution for the flow \( v_j = -\sum_{j,k} \sigma_{jk}(\partial u_{jk}/\partial x_k) dt \) can be obtained from the Newton’s 2nd law for the conserved force \( \mathbf{F} = ma \) by integration to a closed form. When the system is at the steady state with its surroundings, the vector velocity \( v(x,t) \in C^3(\mathbb{R}^3 \times [0, \infty)) \) and a scalar pressure field \( p(x,t) \in C^3(\mathbb{R}^3 \times [0, \infty)) \) are smooth and globally defined.

Finally, we remark that according to the principal state equation (Eq. 2.1) the system is evolving in steps, not continuously. Due to the quantization also the vector velocity and the scalar pressure field are discrete functions. Evolution in time increments is often described by some recurrence equation \( x_{n+1} = f(x_n) \) such as the logistic equation [99]. Iterative maps are illustrative in localizing points of bifurcations and regimes of chaos [100]. However, the master equation (Eq. 5.4) for the evolving probability is
according to the step-by-step evolution, the light from a far-away source is not only reporting to us from the past conditions but the clustering of Doppler shifted lines results from the incremental frequency shifting as the light travels through the space that is undergoing a series of expanding transitions. The light from the distant past accumulates its non-deterministic unlike, e.g., the logistic curve or law-of-mass-action models [101]. Therefore evolution in dissipative increments (Eq. 2.3) is amenable for numerical simulation where \( k_\theta T \) and potentials are updated at each step.

6. On the spectrum of expansion

According to the 2nd law (Eqs. 2.3 and 5.4), the probability \( P \) is increasing in discrete steps as energy is dispersing in quanta. The step-by-step evolution from one stationary state to another, more probable one, can be formulated by quantum mechanics in the same way as the continuous evolution by continuum mechanics.

Energy density of a quantized system is customarily described by a wave function \( \psi(x,t) \). The probability current \( dpdt = d\psi^* d\psi dx \) at \( x \), in the middle of the transition from the state at \( x_i \) to that at \( x_f \), is obtained from the time-dependent equation of motion for \( \psi \) using the fundamental theorem of calculus [31]. The energy balance in the transition is embedded in the familiar commutation relation \( [\hat{p}, \hat{x}] = px - xp = -ih \). This form corresponding to \( 2Kt + Ut = Qt \) of an incoherent system follows from the quantized least action \( (\delta / \delta \psi^*)(\hat{p} \psi) = 0 \) using the expectation values \( (\delta / \delta \psi^*)(\hat{p} \psi) = -\delta U/\delta x \) for the momentum \( \hat{p} = -ih\partial /\partial x \) and coordinate \( \hat{x} = x \) and energy \( \hat{Q} = -ih(\partial /\partial t) \). Transformations with net dissipation are non-commutative but when to-and-fro flows cancel each other exactly over the integration period, the system remains Hamiltonian, e.g., given by Liouville-von Neumann equation. Therefore the solutions are available by a unitary transformation to a time-independent frame which is in fact the signature of a stationary state. Operator algebra is a convenient way to track the relative phases of coherence pathways but it does not, as such, bring forward new evolutionary phenomena. Thus we prefer to use the basic formalism (Eqs. 2.1 – 2.4) to learn about the proposed galactic red-shift clustering and eventual variation in the fine-structure constant.

The initial state of the Universe at the ultraviolet fixed point is pictured by Eq. 2.1 as an elemental system \( N_1 = 1 \) composed of indistinguishable basic entities in degenerate numbers \( N_0 = g_{10} \). The energy difference \( \Delta G_{10} = G_1 - G_0 = k_\theta T \) between the nascent Universe and its “surroundings” at zero density \( G_1 = 0 \) is huge. The initial probability (Eq. 2.1) \( P = [N_0 \exp(-\Delta G_{10} k_\theta T)]^{1/10} / g_{10} ! \) is the natural starting point for a series of transformations to increase \( P \) in least time.

The Universe will evolve by lowering its degeneracy from \( g_{10} \) by spontaneous symmetry breaking in phase transitions where the basic entities will transform (combine) to diverse and distinct constituents in numbers \( N_{x_{10}} \). Concomitantly \( \Delta G_{10} \) will fracture to diverse scalar \( \Delta G_j \) and vector \( \Delta Q_j \) potential differences. In other words, the high factorials and energy differences of the nascent improbable state are conquered by divisions as soon as possible. Recursive decimation-in-time by two is the familiar example from the fast Fourier transformation [102]. However the general principle does not expose particular mechanisms of dispersal, but the flows will naturally select those to disperse energy in least time. Independent of the short-scale dynamics the universal process is bound asymptotically to \( P_{\text{max}} \). At the ultimate equilibrium i.e., at the infrared fixed point all densities will vanish (\( k_\theta T \to 0 \)).

According to the step-by-step evolution, the Universe is an expanding resonator (cavity) where energy is dispersing to lower and lower harmonics [103]. The expression of propagating waves as a sum of standing waves subject to boundary conditions is familiar from the derivation of Planck’s law [104]. During early epochs when the universal index of refraction \( n \) was high, photons were not effective in dispersal until recombination [105] since high-energy fluxes suffer more than low-energy fluxes from internal reflections at boundaries. Therefore, to inflate in least time, the natural selection for the maximal dispersal might have favored some primordial dissipative mechanisms other than photons. When the “surroundings” is at zero density, the condition of the maximal transmission in a stratified medium [106] is the geometric mean \( \langle n \rangle \) which implies a power-series reduction (Fig. 5). A series in powers of two has been proposed to account for the quantized red-shifts of 21-cm lines recorded from distant galaxies [103,107,108].

As the universal resonator grew larger, its discrete energy density spectrum began to resemble more and more the famous continuum limit \( q(f) = (8\pi hf/\omega c)^3 / [\exp(hf/\theta k T) - 1] \) obtained by Planck. Currently at \( T = 2.725 \) K the integrated radiation density \( q = \pi^2 k_\theta^4 T^3 / 15 h^2 c^3 \) is about \( 6 \times 10^{-5} \) of \( u \) [73] and balanced by \( 2k \) of the sources that are, on the average, dispersing with high velocity from each other. The skewed spectrum \( q(f) \to 0 \) as an example of a natural distribution is shifting to lower frequencies \( f \) and falling in amplitude to remain in balance with the diminishing \( u \) as \( R = ct \to \infty \). The dilution is directing to the flat stage of nothing \( (a_c = 0, k_\theta T = 0) \) where no finite frequency photon is propagating either.

According to the step-by-step evolution, the light from the far-away source is not only reporting to us from the past conditions but the clustering of Doppler shifted lines results from the incremental frequency shifting as the light travels through the space that is undergoing a series of expanding transitions. The light from the distant past accumulates its
long wavelength in a series of steps on its way through the diluting space where each state is characterized by \( n^2 = \varepsilon_0 \mu_0 \), relative to the present state. Thus it is concluded that the 21-cm hydrogen line absorbed in molecular clouds along the line-of-sight to distant quasars does not signal from a varying fine-structure constant \( \alpha = e^2Z/\hbar \) but from the light’s path through the energy density that has been diluting in steps where the squared impedance of free space \( Z^2 = \mu_0/\varepsilon_0 \) remains a constant. Likewise, the clustering of red-shifted lines emitted from the galaxies far-away does not signify galactic-scale collective phenomena but reveals that the intervening space as the energy landscape is flattening via the step-by-step expansion.

Figure 5. Evolving energy level diagram during the maximal dispersal of energy. At each dilution step \( t \to t' \) the decreasing scalar potential density \( u \) is transformed to photon density \( q \) and balanced by the kinetic energy density \( 2k \) (color coded) so that the average energy density decreases by \( \varepsilon_0 \mu_0/2\varepsilon_0 \) relative to the present permittivity \( \varepsilon_0 \) and permeability \( \mu_0 \). The principle of least action reveals also that light balances changes in potential by changing its frequency. This is apparent when a ray is tracing past a local anisotropy [29]. For example, a beam of light when entering in a stratified medium, simplified to a continuum gravitational potential \( U(r) \), will shift higher in frequency at each boundary and thus it will also bend more and more toward the field lines as it exposed to the higher and higher potential characterized by higher and higher index of refraction. Likewise, a beam of light, when exiting, will shift lower in frequency at each step and thus it will also bend more and more away from the field lines as it is subject to the lower and lower potential (see appendix). In other words, during the propagation of light, as in any other natural process, the driving force and the flow are interdependent. Thus the conservation of energy gives rise to the enhancing refraction through a centro-symmetric potential and drives the ray of light to a closer encounter at a stronger curvature and gives rise to a stronger lensing [109,110] than expected when the wavelength change, that is balancing the potential change, is neglected (Fig. 6). In general, the longest waves deflect least in a local and universal curvature and thus reach furthest.

Light that is spiraling in a gravitational field with no return is destined to a black hole. In relation to the associated information paradox, thermodynamics maintains that no information exists without physical representations. Therefore the thermodynamic entropy \( S = k_B \ln P \) is the proper measure of information [54]. It follows that information is lost when its physical representations are swallowed and transformed by the black hole. It is a common tenet but incorrect thought that complete information about a physical system at one point in time would determine its state at any other time. Information, equated via \( S \) with the free energy, does not suffice to determine future states of a dissipative system with degrees of freedom [90]. A path of a non-Hamiltonian system along diminishing free energy cannot be integrated in a closed form, i.e., predicted because the forces are inseparable from the flows. The surroundings have a say in the future course of any system. The black hole is an evolving system, as any other, diminishing energy density differences in its surroundings. The anisotropic distribution of surrounding supplies at a center of a galaxy makes the black hole a particularly effective mechanism for dispersal because it is absorbing from the crowded accretion disk and emitting in blazing transformation to the spacious axial void.

Figure 6. Drawing illustrates a ray of light through a centro-symmetric stratified potential (co-centric isergonic contours with the dashed field lines). The path traces a curved geodesic where frequency shifting (color coded) balances the changing scalar potential to satisfy the conservation of energy according to Fermat’s principle. Thus the line-of-sight (dashed arrow) departs from the source direction.

7. On the Riemannian resonator
The description of an evolving system as a flattening energy landscape (Fig. 5) prompts one to represent states by phasors (phase vectors) whose amplitudes are proportional to the local curvature, i.e., inverse of the radius’ length and whose directions are defined by the interdependent scalar \( U \)
and vector $Q$ potentials and kinetic energy $2K$. In general, phasors as a vector field span a curved affine space. In particular, the stationary-state phasors form the Hilbert space with (Euclidean) norm. This stationary set of inner product space can be represented by an algebraic number field so that each member is indexed by coprime integers $q$ and $k$, i.e., $\gcd(q,k) = 1$ [111] (Fig. 7).

The landscape’s radius of curvature will grow when one symmetry breaks spontaneously to another. The spectral radius will engulf a new unique stationary state represented by the phasor $z_k^q$ that points along the direction $\exp(-i2\pi q/k)$ on the ring $\mathbb{Z}/k\mathbb{Z}$ of integers modulo $k$ with unit $q$ when the primitive root $z_k^{-q} = q \pmod{k}$ congruent to a power $r$ equals one. The discrete Fourier transformation of $\gcd(q,k)$ picks by the totient $\varphi(k)$ the number of elements in the group $\mathbb{Z}^*$ of units $q$ with multiplication modulo $k$ [112]. Also according to the Euler’s theorem $q^{\varphi(k)} \equiv 1 \pmod{k}$ for every $q$ coprime to $k$ that $\mathbb{Z}/k\mathbb{Z}$ has $\varphi(k)$ elements. For a prime $p$, $\varphi(p) = p - 1$ defines the number of unique motion modes. Customarily the primitive roots (mod $p$) of the $p^n$ cyclotomic polynomial, i.e., eigenvalues are worked out by diagonalizing the system’s matrix representation via unitary transformation. Circulant matrices as operators generate the cyclic group $(\mathbb{Z}/p\mathbb{Z})^*$ where $p$ is equal to 1, 2, 4, $2^p$, and $p^r$ is a power of an odd prime number [113].

The analytic phasor representation is familiar from diffraction caused by an abrupt potential change. The phasors sum a pattern of alternating maxima and minima [114]. The local extrema are the stationary points where gradients vanish corresponding to the zeros of the number field. In general, the phasors track transitions from one potential to another, eventually limiting to the zero density [115]. These self-similar logarithmic spirals, e.g., galaxies, cyclones, where curvature decreases with distance so that $\ln\theta/\ln\nu$ is a constant, are ubiquitous [116,117].

The state space is represented Riemann zeta function $\zeta(s)$ of a complex variable $s = \sigma + ir$ and Dirichelet’s character $\chi(q^{\varphi(p)}) = 1$ that may be considered, after the unique factorizing of integers $n$ to primes $p$ as a product of phasor sums

$$\zeta(s) = \sum_{n=1}^{\infty} n^{-s} = \lim_{s \to 0} \left( \sum_{n=1}^{\infty} m^{-s} - \frac{n^{-s}}{1 - s} \right) = \pi \prod_{p=1}^{\infty} \left( 1 - p^{-s} \right)^{-1}$$

$$= \lim_{s \to 0} \left( \prod_{p=1}^{\infty} \sum_{r=0}^{p-1} p^{-s \cdot \varphi(r)} + O(f(n)) \right)$$

$$= \lim_{s \to 0} \left( \prod_{p=1}^{\infty} \sum_{r=0}^{p-1} z_{pq}^{-s \cdot \varphi} + O(f(n)) \right)$$

which says that each term $1 - p^{-s}$ is invertible to the sum over the number field when $p^s$ is non-zero and not divisible by $p^s$. Since $[n^s]$ limits to zero when $n \to \infty$, the partial sums of increasing index will limit increasingly close together as errors bounded by $f(n)$ will limit to zero [115,118,119]. Geometrically speaking the partial sums limit to a smooth curve but for $\zeta(s)$ to have zeros, it must be modular. This is in accordance with the Taniyama-Shimura conjecture that all rational elliptic curves are modular. For a given prime $p$ the partial sum $\sum \Sigma_{z_{pq}^{-s}} = (1 - z_{pq}^{-s})/(1 - z_{pq})$ of phasors $z_{pq}^{-s} = \exp(-i2\pi qr/p) = 1$ over the commutative ring limits to $\Sigma_{z_{pq}^{-s}} = (1 - z_{pq})^{-1}$ and is zero at the primitive root modulo $p$ of index $r$. According to the Euclid’s lemma this is the unique factorization domain of the integrally closed Noetherian ring $\mathbb{Z}/p\mathbb{Z}$ with Krull dimension one. The corresponding field $F(z_{pq})$ is a discrete valuation ring with the unique irreducible element.

The kernel basis is orthogonal $\Sigma_{z_{pq}^{-s}} z_{pq}^{-s} = p \delta_{s \theta}$. Thus the dot product defines, in accordance with Schur orthogonality relations, the norm $p^{-s}$ of the irreducible representation as a unitary matrix. In the same way as the discrete Fourier transformation $\sum_{n=1}^{\infty} n^{-s} z_{n}^{-\sigma}$ that has the primitive $n^s$ root of unity $z_n = \exp(i2\pi/n)$ as its kernel, is normalized, also the number theoretic transformation $\sum_{p=1}^{\infty} z_{pq}^{-s} \mod p$ that has $z_{pq} = \exp(i2\pi/p)$ as its kernel, is unitary when $\sigma = \frac{1}{2}$. The unitary transformation and its inverse retain the vector lengths in accordance with Parseval’s theorem. In other words the resulting map is an isometry with respect to the $L^2$ (Euclidean) norm. The result about the norm is in accordance with Plancherel theorem that energy is conserved in the discrete Fourier transform. The existence of a norm means integrally closed [stationary state]. The set of solutions for a system of polynomial equations is non-singular which means in the geometric sense that
algebraic variety is flat. The algebraic structure is determined by the $C^*$-identity $\|s\|^2 = \|s^*s\|$ together with the spectral radius formula. The $\|s\|$ norm-imposed symmetry $s^* = 1 - s$ at $\zeta(\frac12 + it) = 0$ is the conservation characteristic of partial sums [115] and is also apparent in the unitary transform $\int [\text{det}(U)](\frac12 + it)^t d\tau = \int [\zeta(x)]^2 dx$ due to Mellin of a function $f$ in $L^2$.

The physical portrayal of $\zeta(s)$ as a number field representing the sum of quantized states means that the Riemann hypothesis $\zeta(\frac12 + it) = 0$ is true [120]. The steady states are per definition conserved in energy, i.e., there are no net flows to or from the surroundings. The manifold with the $L^2$ norm is flat. The norm is necessary to diagonalize the Hermitian matrix so that the characteristic equation can be solved to yield, according to the spectral theorem, all real eigenvalues and orthogonal eigenvectors. In contrast, an evolving manifold is curved and without the norm because a change of state is inherent in net dissipation. The lack of norm, as was shown above for the Navier-Stokes equation, prevents from solving the equation, i.e., finding any zeros.

**Theorem 7.2 All non-trivial zeros of the Riemann zeta function have real part $\frac12$.

Proof. The infinite sum over integers $n$ of the Riemann zeta function $\zeta(s)$ can be uniquely factorized to the Euler product over all primes $p$

$$
\zeta(s) = \sum_{n=1}^{\infty} n^{-s} = \prod_{p \geq 2} \left(1 - p^{-s}\right)^{-1} \tag{7.2.1}
$$

as proven by Euler. The infinite sequence (Eq. 7.2.1) is denoted equivalently in the equation 7.1 as the sequence limiting to infinity because, according to the fundamental theorem of arithmetic, $n$ greater than 1 can be written as a unique product of prime numbers. Hence the partial product up to the prime $p$, when expanded, is the partial sum up to $n$ that contains those terms $n^s$ where $n$ is a product of primes less than or equal to $p \to \infty$. Each term in the product that follows from the Dirichlet series $\sum_{\mathbb{P}} n^{-s}$ with characters $\chi_n = 1$ is invertible to the formal power series from $r = 1$ to $p-1$ over the number field. When the product’s any one term $1 - z_p^{-s} = 0$ (Eq. 7.1) where $z_p^{-s}$ is the primitive $p^s$ root of unity of index $-q$, then $\zeta(s) = 0$. The orthogonal kernel basis of the unique factorization

$$
\sum_{\mathbb{P}} z_p^{-s} = \sum_{\mathbb{P}} e^{2\pi i \frac{r}{p}} e^{2\pi i r} = p\delta_{rq} \tag{7.2.2}
$$

imposes the normalization $p^{\sigma/2}$ so that the group generator, a unitary matrix $U$, i.e., $U^\dagger = U$ with all eigenvalues $\lambda$ of absolute value 1, can be constructed. Hence, the condition

$$
\sum_{\mathbb{P}} U^\dagger U_{\sigma\nu} = p^{1/2} \sum_{\mathbb{P}} p^{(\sigma+i\nu)} p^{(\sigma-i\nu)} = \sum_{\mathbb{P}} p^{2\nu} = 1 \tag{7.2.3}
$$

is necessary for the zeros to exist. It defines $\sigma = \frac12$. This choice ensures the unitarity by removing the dependence on $r$. The condition for the real part of $s$ is obtained likewise from the unitary property $\text{det}(U) = 1$, conveniently from $\text{det}(U) = \exp(\log(U))$, or directly from $p^{\sigma+i\nu} p^{-\sigma-i\nu} = 1/p$. It follows from the spectral theorem that $U$ as unitary, can be decomposed to the canonical form of eigenvectors and eigenvalues $\lambda$ so that the characteristic equation $\text{det}(U - \lambda I) = 0$ of the polynomial $\zeta(s) = \Pi_p \left(1 - p^{-s}\right) = 0$. Thus, it is concluded that the Riemann zeta function $\zeta(s)$ has all its non-trivial roots $\zeta(\frac12 + it) = 0$ when the real part is $\frac12$.

The unitary condition for the zeros to exist resolves also the generalized and extended Riemann hypotheses. Physically speaking, the equation for a standing wave can be solved because for its normalized space there is a bound operator $U$ (as the representation of $U$) whose resolvent $(U - \lambda)^{-1}$ is the convergent Neumann series $\Sigma U^n$. In contrast, the motion of a non-conserved string is non-integrable, i.e., unsolvable. Furthermore, the number field presentation clarifies that the convolution of $\zeta(s)$ with the Môbius function is an inverse transform since there are terms in $\mu(k) = \Sigma \exp(2\pi ik/j)$, $1 < q < k$, gcd$(q,k) = 1$ that match those in $\zeta(x) = 0$. The transformation is effective in diagonalizing circulant matrices and computing cross-correlation [121]. The $L^2$ norm as the necessity for the solutions to exist sheds light on the approximations of prime-counting, e.g., by $\text{Li}(x) - \pi(x)$, and also on the conjecture $M(n) < n^\theta$ by Mertens concerning $M(n) = \Sigma \mu(k)$ that yields the Farey sequence of order $n$ which is associated to the Riemann hypothesis [122].

It has not escaped our notice that the Riemann zeta function appears in many formula of physics – and much of its fundamental reasons have been understood [123,124, 125]. For example, since the non-trivial zeros relate to the spectral decomposition stationary states, $\zeta(s)$ is indeed the appropriate kernel for the integration over the stationary states. The regularization is familiar from the integration of spectral density due to Planck as well as when integrating over energy density in a tiny cavity that demonstrates Casimir effect. According to the $2^{nd}$ law, the system is moving to abolish the Casimir force, i.e., the energy density difference between the surroundings and the parallel-plated
cavity that is restricted (depleted) in its modes. Likewise, the Universe in its entirety is limiting by dilution toward the zero-density surrounding at the maximal rate \((\ln s/\ln m)^{-1}\) along least action paths when new modes of prime order appear in the expanding giant Riemannian resonator.

8. In between the stationary states

The representation of the energy landscape as a number field, where zeros correspond to the stationary states, encourages one to inspect the mathematical formalism also for transitions between the states. In analogy to \(\zeta(s)\) (Eq. 7.1), the \(L\)-series \(\Sigma_{\chi}n^{-s}\) of Dirichlet character \(\chi_n\) can be continued analytically to the \(L\)-function in the complex plane \([126]\). Likewise, \(L(s)\), where \(s = \sigma + it\), can then be uniquely factorized to an Euler product over primes \(p\)

\[
L(C, s) = \prod_{p \neq 1} (1 - \lambda_p^{-1})^{-1} = \lim_{s \to \sigma} \left( \prod_{p \neq 1} \sum_{n=0}^{\infty} \lambda_p^{-n} + O(f(n)) \right) = \lim_{s \to \sigma} \left( \prod_{p \neq 1} \Phi_p(\lambda_p) + O(f(n)) \right) = \lim_{s \to \sigma} \left( \prod_{p \neq 1} \Phi_p(\lambda_p^{-1}) + O(f(n)) \right)
\]

so that each resolvent \((1 - \lambda_p)^{-1}\) is given as a formal power series of \(\lambda_p^q\) of a primitive character \(\chi_p\). For each series (Gaussian sum) \(\Sigma \lambda_p^q\) coefficients of \((\lambda_p^q - 1)/(\lambda_p - 1) = \Phi_p(\lambda_p^{-1}) - 1\), except the highest index \(r\) are multiples of \(p\) where the lowest constant equals \(p\). Thus the \(p\)-th cyclotomic polynomial \(\Phi_p = \Pi (\lambda_p^q - 1)\) is found by the Eisenstein’s criterion irreducible over the rational numbers \([127]\). At the \(p\)-th primitive root \(\lambda_p^q = q (mod p)\) congruent to a power \(r\) the kernel of number theoretic transformation equals one in the ring \(\mathbb{Z}/p\mathbb{Z}\) of integers modulo \(p\) with unit \(q\). The \(p\)-th cyclotomic field \(F_p(s)\) as a vector space splits \(\Phi_p\) over rational numbers. Its Galois group is isomorphic to the multiplicative group of units of the ring \(\mathbb{Z}/p\mathbb{Z}\). For a given \(p\) the product’s prefactor \(c_p = \pi \prod (1 - \lambda_p^q)\) is found \(\lambda_p^q - 1\) over \(q = 1, p - 1\). The unitary condition of \(L(s)\) is necessary for the roots to exist, just as it is for \(\zeta(s)\), i.e., \(\chi_p^2 p^{2s-1} = 1\).

The evolutionary transition from a stationary state to another can be addressed by the Birch and Swinnerton-Dyer (BSD) conjecture that relates the order of the \(L\)-function’s zero to the rank \(r\) of an elliptic curve \(C\) \([128]\). The number of points \(N_p\) mod \(p\) on \(C\) was found to obey \(\Pi_{p \neq 0} N_p / p \sim (\log x)^r\) as \(x \to \infty\). The curve \(C\) is the physical medium of energy density that paves a trajectory over time, i.e., an action from one stationary state toward another.

**Theorem 8.2**. The Taylor expansion of \(L(C, s)\) at \(s = 1\) has the form \(L(C, s) = e(s - 1)^r + \text{higher order terms with } c \neq 0 \text{ and } r = \text{rank}(\mathbb{C}(Q))\) of the elliptic curve \(C\).

**Proof.** The \(L\)-series of \(C\) can be factorized uniquely as in Eq. 8.1 when the appropriately weighted discriminant of \(C\), \(\Delta(C)\), i.e., the conductor \(N\) is divisible by primes \(p \| N\), of which \(r\) denotes the highest gcd(\(r, N\)) = 1. Then the modular \(C\) associates with the cyclic group (\(\mathbb{Z}/p\mathbb{Z}\)) \([113]\). At this branch \(L_p(C, s) = 1 - \chi_p p^{-s}\) the Hasse-Weil zeta function \(L(C, s) = \Pi L_p(C, s)^{i}\) is amenable to the multiplicative reduction about \(s = 1\) as in Eq. 8.1. The series for each \(p\) that leads up to the rank \(r\)

\[
\prod_{p \leq 1} \frac{1}{(1 - \lambda_p^{-1})} = \prod_{p \leq 1} \frac{1}{(1 - \lambda_p^{-1})(\lambda_p^q - 1)} = \prod_{p \leq 1} c_p (\lambda_p^q - 1) = c(s - 1)^r = 0
\]

vanishes at the \(p\)-th primitive root \(\lambda_p^q = 1\). Moreover, each \(\lambda_p^q\) as irreducible \(\Phi_p\) is factored to the product of the last term \(\lambda_p^{-1}\) and the preceding terms \(c_p = \pi \prod (\lambda_p^q - 1)\neq 0\) \([129]\) because \(\lambda_p^q \neq 1\) over \(q = 1, p - 1\). At the roots the conjectured form \(c(s - 1)^r\) is obtained when denoting \(c = \prod c_p\). Thus it is concluded from the unique factorization in Eq. 8.2 that the order of the zero is equal to the rank \(r\) of the Abelian group of points over the field of \(C\).

Conversely, the \(L\)-series of \(C\) cannot be factorized uniquely when \(p^r \| N\). At this branch \(L_p(C, s) = 1\) the polynomial has at least one multiple root. The Euler factor of a singular point equals \(1\). Thus the additive reduction over nilpotent operators gives no contribution to \(L(C, s = 1)\).

The \(L\)-series of \(C\) cannot be factorized uniquely either when \(p \| N\). At this branch \(L_p(C, s) = 1 - \chi_p p^{-s} + p^{-2s}\) where \(\chi_p^2 = 1 + p - N_p\) a remainder remains in the resolvent. Since no unit is a nilpotent, it follows that there is a contributing factor to \(L(C, s)\) which is given in BSD by the Taylor polynomial of the vector field coefficients about \(s = 1\). This jet factor directs from the stationary state toward the other of a higher rank than \(r\).

In summary, at the stationary branch where \(p \| N\), the \(L\)-function as an algebraic number field has a norm and zeros exist. Accordingly, the curve with zeros (nodes) is modular in agreement with Taniyama-Shimura conjecture that all rational elliptic curves are modular. Physically speaking the conserved system is on Lyapunov-stable, closed orbits (Fig. 8). At the singular branch, where \(p^2 \| N\), squared operators, e.g., square of exterior derivate, do not contribute. Coordinates are indistinguishable due to lack of gradients in a medium without sources or sinks. A wave propagates.
straight at a constant frequency. At the evolutionary branch, where \( p \parallel N \), there is no norm, hence there is no root either. The \( L \)-function of a non-modular \( C \) over a finite field is non-intergrable, for the same reason as the Navier-Stokes equation has in general no solution. However Hasse’s theorem sets bounds for \( N_p \) by the curve that closes to a steady state at an adjacent prime. The matrix representation of the non-modular group cannot (quite) be diagonalized but Frobenius’ trace departs by \( |x_p|/2p^{\frac{1}{2}} \leq 1 \) from the \( L^2 \) norm of modular \( C \). The residual, characteristic contribution of the evolutionary branch identifies to an off-diagonal free energy element that forces the system to change its state. It is the energy flux that breaks the stationary-state symmetry of conserved currents [44]. The system evolves either by emitting from its scalar potential repository of energy or by absorbing to it.

![Figure 8. Portrait of the three L-function branches corresponding to the stationary-state periodic motions along modular trajectories](image)

\[
p \parallel N
\]

\[
p \parallel N \quad p \perp N \quad p^{\frac{1}{2}} \parallel N
\]

9. Conclusions

The present-day puzzles concerning the increasing expansion rate of the Universe as well as galactic rotation, lensing and red-shift clustering are according to the old law of thermodynamics not perplexing phenomena but follow from the conservation of energy in natural processes. At all scales, the changes in kinetic energy balance the changes in scalar and vector potentials when diverse transformations are machining the curved, universal energy density manifold toward the complete, dilute flatness of nothing. The tenet is not new [130,131] but motivated here by the universal law. The 2\textsuperscript{nd} law, in accordance with the general theory of relativity, pictures space as the energy landscape but in addition resolves conceptual conundrums by identifying the irreversible flow of energy from high to low densities with the irreversible flow of time.

The holistic view of nature where no system is without surroundings parallels thinking of Mach in that each subject is in relation to the common universal system. Superior surroundings impose forces by density differences in the forms spatial scalar and temporal vector potentials that dictate the evolution of any system. The natural selection for the least-time consumption of free energy does not long for some anthropic fine-tuning of process parameters [132]. The evolution of the Universe is no miraculous scenario, just as the development of an organism is neither that, but all processes keep redirecting by the mere quest to level the energy density differences in the least time. The ubiquitous principle does not recognize any demarcation line between animate and inanimate.

In this study the general principle of the maximal energy dispersal was communicated in simple terms. The deliberate lack of sophistication in addressing seemingly complicated questions may appear to some unconvincing. Admittedly the thermodynamic account on the phenomena is qualitative but within the ballpark of experimental data which itself is still subject to uncertainties. Furthermore, to substantiate the reasoning by the general principle, many more matters than were addressed or referred to deserve to be inspected by the 2\textsuperscript{nd} law. Then the explanatory power of the universal law can be adequately contrasted with prevalent propositions, in particular with those that give a commanding role in dynamics and evolution to dark matter and dark energy. These concepts, ad hoc from the thermodynamic viewpoint, aim at amending the inherent impossibility to describe energy fluxes by the formalism devised for conserved systems. The defect in accounting for the open, evolving systems by mathematics of invariants has, of course, been recognized in many other contexts but perhaps progress in formulation would be now guided by the universal principle of the maximal energy dispersal given in mathematical forms. After all the objective of physics ought to be in...
making the world in which we live comprehensible to us, not in composing incomprehensible worlds of its own from which to live. The 2nd law in explaining much with little reminds us from the well-known quote of Einstein [133]. A theory is the more impressive the greater the simplicity of its premises, the more different kinds of things it relates, and the more extended its area of applicability. Therefore the deep impression that classical thermodynamics made upon me. It is the only physical theory of universal content which I am convinced, that within the framework of applicability of its basic concepts will never be overthrown.
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Appendix

The probability measure of a system (Eq. 2.2) is derived by considering transitions between states indexed with \( j \) and \( k \) as pictured in Fig. A1. Energy embodies the states. When the \( k \)-state absorbs quanta from its surroundings (or emits quanta to its surroundings), the \( j \)-state emerges. Thus the probability \( P_j \) of the \( j \)-entity (Eq. 2.1) depends on the number \( N_j \) of \( j \)-entities and the energy difference \( \Delta G_j = G_j - G_i \) between the \( j \) and \( k \) states and the dissipation \( \Delta Q_{jk} \) to (or from) the surroundings relative to the average energy density \( k_B T \). These ingredients of the \( jk \)-transition are considered as statistically independent hence given as a product (Eq. 2.1). The degeneracy \( g_k \) numbers the \( k \)-entities that are indistinguishable (symmetric) within each indistinguishable \( j \)-entity. Finally, each entity is regarded as a system of its own. Systems within system form the total system characterized by the additive logarithmic probability measure \( \ln P = \sum \ln P_j \).

![Energy level diagram of a system](image)

**Figure A1.** Energy level diagram of a system houses a diversity of entities. A pool of \( j \)-entities (colored aggregates), in numbers \( N_j \), is associated with an energy density \( \rho_j = N_j \exp \frac{G_j}{k_B T} \). According to the 2nd law the system evolves from a state to another, more probable one by diverse dissipative (color-coded waves) \( jk \)-transformations that diminish the energy density differences, i.e., the free energy \( \Delta G_{jk} = \Delta G_j - \Delta G_k \) that the stationary state in the respective surroundings has been attained.

The equation of evolution in the continuum (Eq. 3.1) is derived from Eq. 2.2 by considering transitions between continuum states indexed with \( j \) and \( k \). The steady-state equation \( N_j \delta f = p_j V = \beta F \cdot dx \) for the (ideal gas) \( j \)-system equates the kinetic energy \( 2K \) with the potential \( U \). Particularly in a stationary system \( \partial \ln P_j = 0 \), \( \ln P_j = N_j \), the entities \( N_j \) generate a pressure \( p_j = F_j / A \) due to mutual forces \( F_j \) that to another \( j \) (Fig. A2). Energy is conserved

\[
d_\tau 2K = -\partial U + \partial Q \Leftrightarrow d\left( \frac{mv^2}{2} = -\partial_j \frac{G_m}{r} + \partial_j mc^2 \right)
\]

where \( \rho = M(\tau) \) of a point-like source \( M \) at \( \tau = 0 \). The change in kinetic energy reports from the changes in scalar potential as well as from the changes in vector potential due flows of light and matter to the open system from the surroundings or vice versa.
where the index of refraction \( n_i^2 = \frac{c^2}{n_i^2} \) contains the ratio of the universal \( R = \frac{c^2}{l_0^2} \) to local \( n_i = \frac{c^2}{l_i^2} \) radii of curvatures due to the energy density embodied in the respective universal \( M = \rho m \), and local \( M_i \) sources. Consistently with the principle of least action à la Fermat, i.e., the law due to Snell, the ray of light traces past the \( k \)-locality along the path where its frequency shifts according to Eq. A.2 due the changing index of refraction.

\[
\frac{n_i^2}{n_i^2} = \left(1 - \frac{GM_i}{c^2 r_i}\right)^{-1}
\]

Figure A2. Refraction of light at an energy density boundary specified by indexes \( n_i^2 > n_f^2 \) that relate to curvatures \( 1/n_i \) and \( 1/n_f \) (dashed circles) relative to the universal curvature \( 1/R \) of reference index \( n^2 = \frac{c^2}{\epsilon \mu_0} = 1 \). The color-coded frequencies \( f_i \) (high) and \( f_k \) (low) relate to each other by Eq. A2. For a certain energy \( h f_i \), there is no partition beyond the limit of total internal reflection \( \theta_i = \pi/2 \) at \( n_i^2 \sin\theta_i = n_f^2 \) because the energy density in the \( j \)-medium as a resonator falls short to support the propagation. Thus the lowest frequencies deflect least and distribute most uniformly.
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