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Abstract: Let $G_C$ be a connected complex reductive Lie group, and $G$ be a real form. Let $(\pi, V)$ be a finite-dimensional irreducible representation of $G$. Let $(\pi, X)$ be a finite-dimensional irreducible representation of $G_C$ over $\mathbb{C}$. By restricting to $G$, it is also an irreducible representation of $G$. When the highest weight of $(\pi, X)$ satisfies the condition stated in Corollary 3.2, $(\pi, X)$ admits a $G$-invariant hermitian form

$$\langle \cdot, \cdot \rangle : X \otimes X \to \mathbb{C}, \quad \langle \pi(g)v, \pi(g)u \rangle = \langle v, u \rangle, \quad \forall v, u \in X, \quad g \in G.$$

Since $X$ is irreducible, this $G$-invariant hermitian form is non-degenerate, and unique up to a nonzero real scalar. The form has a signature $(p, q)$, where $p$ is unique up to switching the sides of $\pi, X$. Let $(\pi, X)$ be a finite-dimensional irreducible representation of $G_C$. Assume $(\pi, V)$ admits a $G$ invariant hermitian form. In [1], an analog of the Weyl dimension formula that instead computes the signature of the invariant form for finite dimensional representations of complex Lie groups is given. The goal of this paper is to give a short alternate proof as an application of a more general twisted character theory of [1].

1. Introduction

Let $G_C$ be a complex connected reductive algebraic group. Let $G$ be the group of real points, which is a real reductive Lie group. The subgroup $G$ can also be understood as the fixed points of an anti-holomorphic involution $\sigma$ of $G_C$. Let $(\pi, X)$ be a finite-dimensional irreducible representation of $G_C$ over $\mathbb{C}$. By restricting to $G$, it is also an irreducible representation of $G$. When the highest weight of $(\pi, X)$ satisfies the condition stated in Corollary 3.2, $(\pi, X)$ admits a $G$-invariant hermitian form

$$\langle \cdot, \cdot \rangle : X \otimes X \to \mathbb{C}, \quad \langle \pi(g)v, \pi(g)u \rangle = \langle v, u \rangle, \quad \forall v, u \in X, \quad g \in G.$$

Because $\dim X$ can be calculated by Weyl’s dimension formula, to understand $\text{Sig}(X)$ is equivalent to understand the signature of $X$.

A known fact is that $g_C$ always has a compact real form [4]. A compact real form $\tau$ of $g_C$ is a conjugate linear involution of $g_C$. Let $u$ be the fixed points of $\tau$. Then the corresponding Lie subgroup $U$ of $G_C$ is compact. Let $(\pi_U, X_U)$ be a finite-dimensional representation of $U$, then it must be unitary. In fact, given any non-degenerate hermitian form $\langle \cdot, \cdot \rangle$ of $(\pi, X)$, we have a positive definite non-degenerate hermitian form

$$\langle u, v \rangle_U := \frac{1}{|U|} \int_U \langle \pi(g)v, \pi(g)u \rangle dg.$$

Here the integral is taken over the Haar measure. It is $U$-invariant, hermitian, positive definite, and non-degenerate by its definition.

By taking differentials, all finite-dimensional Lie group representations are also Lie algebra representations and hence modules of the universal enveloping algebra. Let $g_C$ be the Lie algebra of $G_C$, and $U(g_C)$ be the universal enveloping algebra of $g_C$. Then $\tau$ and $\sigma$ induce anti-involutions on $U(g_C)$. The fixed point of $\sigma$ in $g_C$ is $g$, which is also the Lie algebra (over $\mathbb{R}$) of $G$. Fix a Cartan subalgebra $h_C$ which is stable under $\sigma$. After conjugating of $G_C$, we may assume $h_C$ is also stable under $\tau$. The composition of $\tau$ and $\sigma$ is a Cartan involution $\theta = \sigma \tau = \sigma \tau$ who stabilizes $h_C$. Let $\mathfrak{c}$ be +1-eigenspace of $\theta$ and $s_C$ the $-1$-eigenspace of $\theta$. Then $g_C = \mathfrak{c} \oplus s_C$. Let $\mathfrak{k} = \mathfrak{c} \cap g$ and $s = s_C \cap g$. Let $K$ be the Lie subgroup of $G$ whose Lie algebra is $\mathfrak{k}$. There exists a $\mathbb{C}$-bilinear form $\langle \cdot, \cdot \rangle$ on $g_C$, whose restriction to $\mathfrak{k}$ is negative definite and whose restriction to $s$ is positive definite. For example, this form can be the trace form up
to scalar.

Now fix an irreducible $G_C$ representation $(\pi, X)$. By restriction, it is a $G$ and $U$ representation. Suppose $(\pi, X)$ admits a $G$-invariant hermitian form $\langle \cdot, \cdot \rangle_G$. By taking differentials, $(\pi, X)$ is a $g$-representation and this form is $\sigma$-invariant in the following sense,

$$\langle \pi(Y)v, u \rangle_\sigma = -\langle v, \pi(Y)u \rangle_\sigma, \quad \forall \ Y \in g.$$

Notice that $\langle \cdot, \cdot \rangle_\sigma$ and $\langle \cdot, \cdot \rangle_G$ are the same hermitian form. We use the subscripts $\sigma$ or $G$ depending on the context. Therefore, the signature of this form is preserved.

The formula of the signature of the $G$-invariant hermitian form is given in Theorem 2.2. We will make use of Dirac index theory to provide an alternative proof of Theorem 2.2. First, we define an action of $\theta$ on $X$ and convert the question to calculating the trace of $\theta$. Second, consider the Clifford algebra of $(s, \langle \cdot, \cdot \rangle)$ and the universal enveloping algebra $U(g)$ of $t$. The Dirac operator $D$ is defined in $U(g) \otimes C(s)$. We convert the question into calculating the twisted Dirac index $I(X)$.

2. Preliminaries

In this section, we briefly state some facts about Lie groups, Lie algebras, Dirac operators and the twisted characters. We also state the main theorem that we will prove in an alternative way.

2.1. Cartan decomposition and root systems. Let $G_C$ be a complex connected reductive algebraic group, $G$ be the group of real points. The group $G$ can also be considered as a $G_C$ subgroup, which is the fixed points of an anti-holomorphic involution $\sigma$ of $G_C$. Let $\tau$ be an anti-holomorphic involution of $G_C$ such that the fixed points of $\tau$ is a compact Lie group $U$, i.e. $\tau$ is a Lie algebra involution is a compact real form of $g_C$. After compositing with a conjugation of $G_C$, the two involutions $\tau$ and $\sigma$ are commutative. Let $\theta = \tau\sigma = \sigma\tau$. Then $\theta$ is a Cartan involution of $G_C$.

Fix a maximal torus $H_C$ which is stable under $\sigma$ and let $H = G \cap H_C$. Let $g_C, h_C, g, h$ be the Lie algebra of $G_C, H_C, G, H$ respectively. Then $h_C$ (resp. $h$) is a Cartan subalgebra of $g_C$ (resp. $g$). By taking differentials, the involutions of groups induce involutions of Lie algebras. We use the same notation for typing convenience. Because $\theta$, $\tau$ and $\sigma$ commute, $H_C$ is also stable under $\tau$ and $\theta$. Let $H = G \cap H_C$. For the same reason, $H$ and $G$ are stable under $\tau$ and $\theta$. Differentiation preserves these properties, thus we have the Cartan decomposition by the eigenvalue $\pm 1$ of the Cartan involution $\theta$,

$$g_C = \mathfrak{t}_C \oplus \mathfrak{s}_C, \quad g = \mathfrak{t} \oplus \mathfrak{s}.$$

Here $\theta$ fixes $\mathfrak{t}_C$ and $\mathfrak{t}$, and acts as $-1$ on $\mathfrak{s}_C$ and $\mathfrak{s}$. The corresponding Cartan decomposition of $G$ is $G = K \exp \mathfrak{s}$, where $K$ is the Lie group of $\mathfrak{t}$. The corresponding decomposition of the Cartan subalgebra is

$$h_C = \mathfrak{t}_C \oplus \mathfrak{a}_C, \quad h = \mathfrak{t} \oplus \mathfrak{a},$$

where $\mathfrak{t} \subset \mathfrak{t}_C$, $\mathfrak{t}_C \subset \mathfrak{t}_C$, $\mathfrak{a} \subset \mathfrak{s}$ and $\mathfrak{a}_C \subset \mathfrak{s}_C$.

We pick $H_C$ to be maximal compact, which means $\dim \mathfrak{t}$ is maximal among all Cartan subalgebras of $g$. For $g_C$ we have a root system $\Delta(g_C, h_C) \subset h_C^*$ (the linear dual space). Since $H$ is maximally compact, $\mathfrak{t}_C$ is a Cartan subalgebra of $\mathfrak{t}_C$, then we also have a root system $\Delta(\mathfrak{t}_C, \mathfrak{t}_C) \subset \mathfrak{t}_C^*$. Indeed these two root systems are in different dual spaces. By assigning value 0 on $\mathfrak{a}_C$ for each function $f \in \mathfrak{t}_C^*$, all $f$ can be extended as an element in $h_C^*$. In this way, we define an embedding, $\mathfrak{t}_C^* \hookrightarrow h_C^*$, and then put $\Delta(\mathfrak{t}_C, \mathfrak{t}_C) \subset h_C^*$. Besides these two root system, there is the restricted root system $\Delta_R(g_C, h_C)$ which is obtained by taking restrictions on roots $\Delta(g_C, h_C)$. In detail, we construct the map $\text{Res}(\alpha) := \alpha|_{\mathfrak{t}_C} \in \mathfrak{t}_C^* \subset h_C^*$, and $\Delta_R(g_C, h_C)$ is the image of $\Delta(g_C, h_C)$ through this map. Note that $\Delta_R(g_C, h_C)$ may not be identical to $\Delta(\mathfrak{t}_C, \mathfrak{t}_C)$, not even necessarily a subset. This restriction map can be realized by the Cartan involution by the following method. Let $\alpha$ be a root of $\Delta(g_C, h_C)$, $\alpha |_{\mathfrak{t}_C}$ be the corresponding root vector. Then $\frac{1}{2}(X_\alpha + \theta X_\alpha)$, if nonzero, is a $\text{Res}(\alpha)$-weight vector living in $\mathfrak{t}_C$. The collection of these vectors exhausts all weight vectors
of $\Delta(\mathfrak{t}_C, \mathfrak{t}_C)$. Meanwhile $\phi(X_\alpha - \theta X_\alpha)$, if nonzero, is also a $\text{Res}(\alpha)$-weight vector but living in $\mathfrak{g}_C$. The collection of both the two types of vectors, $\frac{1}{2}(X_\alpha \pm \theta X_\alpha)$, exhaust all weight vectors of $\Delta_R(\mathfrak{g}_C, \mathfrak{h}_C)$. Let $\Delta^+ (\mathfrak{g}_C, \mathfrak{h}_C)$ be a $\theta$-stable set of positive roots. We say a restricted root $\text{Res}(\alpha)$ is positive if $\alpha$ is positive. Denote by $W$ the Weyl group of $\Delta(\mathfrak{g}_C, \mathfrak{h}_C)$, denote by $\rho_G$ the half sum of positive roots from $\Delta(\mathfrak{g}_C, \mathfrak{h}_C)$, and denote by $\rho_K$ the half-sum of positive roots from $\Delta(\mathfrak{t}_C, \mathfrak{t}_C)$.

2.2. The Clifford algebra and spin modules. Let $V$ be an $n$-dimensional real vector space with an inner product $\langle \cdot, \cdot \rangle$. The Clifford algebra $C(V)$ over $V$ is an associative real algebra with unity, together with a canonical map $i : V \to C(V)$, such that the following universal property holds. Let $A$ be any associative real algebra with unity and let $\phi : V \to A$ be a linear map such that

$$\langle \phi(v), \phi(w) \rangle = -\langle v, w \rangle, \, \forall v, w \in V$$

in $A$. One can also consider $C(V)$ as the quotient algebra of $T(V)$ where the kernel is generated by all of the following terms

$$v \otimes w + w \otimes v + 2\langle v, w \rangle, \, v, w \in V$$

Fix a non-degenerate, $\text{Ad}(G)$-invariant, and $\theta$-invariant symmetric bilinear form $B$ which is positive definite on $\mathfrak{s}$ and negative definite on $\mathfrak{t}$. If $G$ is semisimple, then the Killing form meets all requirements; if $G$ is a reductive Lie group of matrices, then the trace form would work. Let $C(\mathfrak{s})$ be the Clifford algebra on $\mathfrak{s}$ with respect to $B$. In the group of units of $C(\mathfrak{s})$, there lives the spin group $\text{Spin}(\mathfrak{s})$, who is a double cover of $\text{SO}(\mathfrak{s})$. We call the covering map $\varphi : \text{Spin}(\mathfrak{s}) \to \text{SO}(\mathfrak{s})$. Meanwhile, since $B$ is $\text{Ad}(G)$-invariant, there is a canonical group homomorphism $\text{Ad} : K \to \text{SO}(\mathfrak{s})$. Following the diagram, we have the pullback $\tilde{K}$, the spin double cover of $K$.

$$\begin{array}{ccc}
\tilde{K} & \longrightarrow & \text{Spin}(\mathfrak{s}) \\
\downarrow & & \downarrow \varphi \\
K & \phi \rightarrow & \text{SO}(\mathfrak{s})
\end{array}$$

One of the objects we need in this paper is the complex spin module. In [2] Chapter 2], the book shows the $C(\mathfrak{s})$-module structure of the spin module $S$, and hence $S$ is a representation of the spin group $\text{Spin}(\mathfrak{s})$ by restricting the action of $C(\mathfrak{s})$ to $\text{Spin}(\mathfrak{s})$. The differential of the action of $\text{Spin}(\mathfrak{s})$ corresponds to the action of $\mathfrak{so}(\mathfrak{s}) \subset C(\mathfrak{s})$. Here we briefly show how the complex spin module looks like as a vector space. Notice that $\mathfrak{g}_C$ can be decomposed as a direct sum of $\Delta(\mathfrak{t}_C, \mathfrak{t}_C)$-weight subspaces. We pick $\{u_i\}$ to be nonzero weight vectors of the positive weights $\{\beta_i\}$, and $\{u^*_i\}$ for negative weights $\{-\beta_i\}$. By $\text{Ad}(G)$-invariance of $B$ and non-degeneracy of $\mathfrak{g}_C$, it easily follows that $(u_i, u^*_i)$ are non-degenerately paired. All zero weights live in $\mathfrak{a}_C$ (because we chose $H_C$ to be maximally compact). When $\dim \mathfrak{a}_C$ is even, $\dim \mathfrak{a}_C$ is also even, and $\mathfrak{a}_C$ is a direct sum of two isotropic subspaces dual to each other. Let $\{v_j\}$ be a basis of one of the isotropic subspaces. Then $\{u_i, v_j\}$ spans an isotropic subspace $L$ of $\mathfrak{g}_C$. The spin module $S$ as a vector space is $\bigwedge L$, whose dimension is $2^{\dim \mathfrak{a}/2}$. Let $(I, J)$ be a pair of index sets, $u_I := \bigwedge_{i \in I} u_i$ and $v_J := \bigwedge_{j \in J} v_j$. Then $u_I \wedge v_J$ is a $\Delta(\mathfrak{t}_C, \mathfrak{t}_C)$-weight vector via $d\phi$, and the weight depends on $I$ but is independent of $J$. So a fixed weight has multiplicity $2^{\dim \mathfrak{a}/2}$. When $\dim \mathfrak{c}$ is odd, $\dim \mathfrak{a}$ is also odd. We could make similar construction as the even dimensional case. In this case, the dimension of the spin module is $2^{(\dim \mathfrak{a}/2)}$, and each weight corresponding to a fixed $I$ has multiplicity $2^{(\dim \mathfrak{a}/2)}$.

2.3. The Dirac operator and the main theorem. Let $(\pi, V)$ be a representation of $G_C$. It’s then a $(\mathfrak{g}, K)$-module. Make a tensor product of the $(\mathfrak{g}, K)$-module $V$ and the $(C(\mathfrak{s}), \text{Spin}(\mathfrak{s}))$-module together, then we have a $U(\mathfrak{g}) \otimes C(\mathfrak{s})$-module $V \otimes S$. Notice $\tilde{K}$ is a pullback of $K$ and $\text{Spin}(\mathfrak{s})$, we could write $\tilde{K} = \{(k, g) | \phi(k) = \varphi(g), \, k \in K, \, s \in \text{Spin}(\mathfrak{s})\}$. Then $V \otimes S$ is a representation of $\tilde{K}$. The actions of $\tilde{K}$ is defined in the following way. Given an element $(k, g) \in \tilde{K}$, $k$ acts on $V$ via the representation of $G$ and
Theorem 2.2. \[3\] Let \( p \) be explicitly find \( \lambda \) representation of \( G \) weight \( \lambda \) \( V \langle 5 \rangle \) Sig(\( \in \[3\). Those numbers \( \beta \) where \( V \). Given any non-degenerate hermitian form, its signature is presented as a pair \((p, q)\). Define \[ \text{Sig}(V) = |p - q|. \]

Because \( p + q = \dim V \) can be calculated by the Weyl’s dimension formula, knowing their different \(|p - q|\) can explicitly find \( p \) and \( q \). The following theorem gives the formula for \( \text{Sig}(V) \).

Theorem 2.2. \[3\] Let \( V \) be an irreducible finite-dimensional representation of \( G \). Assume \( V \) has highest weight \( \lambda \). Then
\[ \text{Sig}(V) = \left| \sum_{w \in W^1} (-1)^{\epsilon(w)} \dim E^K(w(\lambda + \rho_G) - \rho_K)/2^r \right| . \]

Here \( E^K(\nu) \) is a finite-dimensional representation of \( \tilde{K} \) and \( \nu \) is its highest weight.
In this paper, we will apply the twisted character theory in [1] to give an alternate proof of Theorem 2.2. Given a character formula of an irreducible group representation, its value at identity is the dimension. In our approach, we use a character twisted by an automorphism of the group $\tilde{K}$. We evaluate this twisted character not only at the identity, but also an element in the extended group to obtain the key equations.

2.4. A Brief Introduction to the Twisted Character. This subsection will show what we need from [1]. Let $\gamma$ be an automorphism of $(U(g_{C}) \otimes C(a_{C}), K)$. This means the following:

1. $\gamma$ consists of an automorphism $\gamma_{D}$ of $U(g_{C}) \otimes C(a_{C})$ and an automorphism $\gamma_{K}$ of $\tilde{K}$;
2. $\gamma$ is compatible with the action of $\tilde{K}$ on $U(g_{C}) \otimes C(a_{C})$ in the sense that
   \[\gamma_{D}(k, g)(u \otimes c) = \gamma_{K}(k, g)\gamma_{D}(u \otimes c), \forall (k, g) \in \tilde{K} \text{ and } u \otimes c \in U(g_{C}) \otimes C(a_{C});\]
3. the differential of $\gamma_{K}$ coincides with the restriction of $\gamma_{D}$ to $t_{\Delta}$. Here $t_{\Delta}$ means the image of $X \mapsto X \otimes 1 + 1 \otimes d\phi(X)$, where $d\phi$ is the differential of the map $\phi: K \to SO(a)$ followed by complexification.

Let $V \otimes S$ be a $(U(g_{C}) \otimes C(a_{C}), K)$-module as above. We assume that $V \otimes S$ has a compatible action of $\gamma$, i.e. $\gamma$ is an operator on $V \otimes S$ such that
\[\gamma \circ (u \otimes c) \circ \gamma^{-1} = \gamma_{D}(u \otimes c), \forall u \otimes c \in U(g_{C}) \otimes C(a_{C}).\]

The tools we apply for our proof are the following equations. Let $\tilde{K}_{\gamma}$ be the set of $\gamma$-fixed points in $\tilde{K}$. We use $+$ and $-$ on the upper right corner to denote the $+1$ and $-1$ eigenspace of $\gamma$. Then the twisted character is defined as
\[\chi_{\gamma}^{V}(k) = \text{tr}(k; H_{D}(V)^{+}) - \text{tr}(k; H_{D}(V)^{-}), \forall k \in \tilde{K}_{\gamma}.\]

It could also be equivalently considered as a virtual $\tilde{K}_{\gamma}$-module
\[I_{\gamma}(V) = H_{D}(V)^{+} - H_{D}^{-}(V).\]

Later in [1] Proposition, 1.8], we have
\[I_{\gamma}(V) = (V \otimes S)^{+} - (V \otimes S)^{-}.\]

As character function, it is
\[\chi_{\gamma}^{V}(k) = \text{tr}(k; (V \otimes S)^{+}) - \text{tr}(k; (V \otimes S)^{-}), \forall k \in \tilde{K}_{\gamma}.\]

Combine (6) and (7), we will have
\[\text{tr}(k; H_{D}(V)^{+}) - \text{tr}(k; H_{D}(V)^{-}) = \text{tr}(k; (V \otimes S)^{+}) - \text{tr}(k; (V \otimes S)^{-}).\]

This equation will be the one that builds up our proof in the next section.

3. Our Approach

In the following discussions, let $G_{C}$ be a connected complex reductive Lie group, $G$ be a real form, and $(\pi, V)$ be a finite-dimensional representation of $G_{C}$. All notations in previous sections are valid in this section. If no ambiguities exist, then we also regard $(\pi, V)$ as a representation of $G$, or the corresponding representation of Lie algebras $g_{C}$ and $g$. And sometimes for short we write $X.v$ to indicate $\pi(X)v$ where $X \in g_{C}, v \in V$. 

3.1. The action of $\theta$ on the underlining vector space $V$.

**Definition 3.1.** Given $(\pi, V)$ and the compact real form $\tau$ as above, $(\pi^0, V)$ is defined to be a representation of $G_{\mathbb{C}}$ equipped with exactly the same vector space structure, but the group homomorphism is defined as

$$\pi^0(g) = \pi(\theta g), \, \forall g \in G_{\mathbb{C}}$$

(11)

By taking differential, $(\pi^0, V)$ is also a representation of $\mathfrak{g}_{\mathbb{C}}$. It satisfies

$$\pi^0(X) = \pi(\theta X), \, \forall X \in \mathfrak{g}_{\mathbb{C}}.$$ 

One can easily check that this is well-defined.

**Lemma 3.1.** Given $(\pi, V)$ as above, there exists a positive definite hermitian form $(\cdot, \cdot)_u$ satisfying

$$\langle X.v, w \rangle_u = \langle v, -\tau(X).w \rangle_u, \forall X \in \mathfrak{g}_{\mathbb{C}}, \, v, w \in V.$$ 

We say that a form satisfying Eq. (12) is $\tau$-invariant.

**Proof.** Let $U$ be the compact form of $G$. Since $\dim V < \infty$, there exists a $U$-invariant positively definite nondegenerate hermitian form $(\cdot, \cdot)_u$. By doing differential we obtain a representation of the Lie algebra $\mathfrak{u}$, which admits an invariant hermitian form $(\cdot, \cdot)_{\mathfrak{g}}$ exists a map $u$, there exists a positive definite hermitian form $(\cdot, \cdot)_{\mathfrak{g}}$, such that $(\cdot, \cdot)_{\mathfrak{g}}$ is also a representation of $\mathfrak{g}_{\mathbb{C}}$. It satisfies

$$\langle X.v, w \rangle_u = \langle v, -X.w \rangle_u, \forall X \in \mathfrak{g}_{\mathbb{C}}, \, v, w \in V.$$ 

Then by complexification of $u$, we obtain the $\tau$-invariant form on $V$. □

**Lemma 3.2.** Given $(\pi, V)$ as stated. Let $(\cdot, \cdot)$ be a hermitian form on $V$. Then $(\cdot, \cdot)$ is $\sigma$-invariant if only if it is $G$-invariant. By $\sigma$-invariance we mean Eq. (12) with $\tau$ replaced by $\sigma$.

**Proof.** Suppose $(\cdot, \cdot)$ is $G$-invariant. It is straightforward via differentiation to see that the form it is $\sigma$-invariant.

Suppose $(\cdot, \cdot)$ is $\sigma$-invariant. Notice $G_{\mathbb{C}}$ is connected, and $\dim V < \infty$. The $\sigma$-invariance can be lifted to a group property, which is the $G$-invariance. □

**Proposition 3.1.** Given $(\pi, V)$ as above, the following two statement are equivalent.

(a) $V$ admits a $G$-invariant nondegenerate hermitian form $(\cdot, \cdot)$.

$$\langle X.v, w \rangle = \langle v, -\sigma(X).w \rangle, \forall X \in \mathfrak{g}_{\mathbb{C}}, \, v, w \in V.$$ 

(b) The two representation $(\pi, V)$ and $(\pi^0, V)$ are isomorphic as representations of $G$. That is, there exists a map $T : V \to V$, and it satisfies $T \circ \pi(g) = \pi(\theta g) \circ T$.

**Proof.** Suppose (b) holds. Define $\langle v, w \rangle := \langle Tv, w \rangle_u$. By definition it’s nondegenerate and hermitian. Then

$$\langle X.v, w \rangle = \langle (\theta X).Tv, w \rangle_u = \langle \theta(Tv), w \rangle_u = \langle Tv, -(\tau(\theta X)).w \rangle_u = \langle Tv, -(\sigma X).w \rangle_u = \langle v, -\sigma(X).w \rangle.$$ 

So this newly defined hermitian form is $\sigma$-invariant. Lemma 3.2 lifts the hermitian form to a $G$-invariant one.

Suppose (a) holds. Let $v \in V$, define $Tv \in V$ to be the unique element such that $\langle v, w \rangle = \langle Tv, w \rangle_u$. $T$ is a linear isomorphism since both forms are nondegenerate. It’s easy to check that $T$ is an isomorphism of the Lie algebra $\mathfrak{g}_{\mathbb{C}}$ representations, i.e. $T \circ \pi(X) = \pi(\theta X) \circ T$. The arithmetic work is similar as the computation above. Then by the connectedness of $G_{\mathbb{C}}$ and the fact $\dim V < \infty$, this commuting property can be lifted to the Lie group $G$. □

**Corollary 3.1.** If the Cartan involution $\theta$ is inner, i.e. $\theta = \text{Ad}(k_0)$ for some $k_0 \in K$. Then any representation $(\pi, V)$ of $G$ admits a $G$-invariant hermitian form.

**Proof.** Indeed $\pi(k_0)$ exactly plays the role of $T$ in the proof of Proposition 3.1. □
Corollary 3.2. Consider the decomposition \( h_C = t_C \oplus a_C^\ast \). Let \( V \) be a finite dimensional irreducible representation of \( G \) with highest \( \lambda = (\lambda_t, \lambda_u) \), where \( \lambda_t \in t_C^\ast, \lambda_u \in a_C^\ast \). Then \( V \) admits a \( G \)-invariant hermitian form if and only if \( \theta \lambda = (\lambda_t, -\lambda_u) \) is \( W \)-conjugate to \( \lambda \). In particular, if the Cartan subgroup \( H \) is maximally compact, and \( K \) has the same rank as \( G \). Then \( V \) admits a \( G \)-invariant hermitian form.

**Proof.** It’s sufficient to consider the highest weight of \( (\pi^0, V) \). Let \( v \) be a highest weight vector of \( (\pi, V) \), then \( v \) is of weight \( \theta \lambda \). It follows that \( \theta \lambda \) is an extremal weight of \( (\pi^0, V) \). The equivalent condition given by Proposition 3.2 is that \( (\pi, V) \) is maximally compact, and \( \pi, V \) admits a \( G \)-invariant hermitian form, which is equivalent to say that they have the highest weight. It is then equivalent to say \( \theta \lambda \) as an extremal weight is conjugate to \( W \).

When \( H \) is maximally compact and \( K \) has the same rank as \( G \) does, \( a_C^\ast = 0 \). Then \( \theta \lambda = \lambda \). □

**Lemma 3.3.** If the isomorphism \( T \) exists, then \( T^2 \) acts as a scalar on \( V \).

**Proof.** By the definition of \( T \), it satisfies \( T \circ \pi(g) = \pi(\theta g) \circ T \). A simple substitution can prove \( T \circ \pi(\theta g) = \pi(g) \circ T \). Then

\[
T^2 \pi(g) = T \pi(\theta g) T = \pi(g) T^2.
\]

Then by Schur’s lemma, \( T^2 \) acts as scalar on \( V \). □

Without loss of generality, we assume \( T^2 = id \), so \( T \) is an involution. With such an assumption, we define \( \theta \) action on \( V \), by setting \( \theta v = Tv \). \( \theta \) has two eigenvalues \pm 1. Let \( x \) be a \( +1 \) eigenvector, and \( y \) a \( -1 \) eigenvector. Then

\[
\langle x, x \rangle = \langle \theta x, x \rangle_u = \langle x, x \rangle_u > 0.
\]

\[
\langle y, y \rangle = \langle \theta y, y \rangle_u = \langle -y, y \rangle_u < 0.
\]

A direct corollary is that the eigenvalues of \( \theta \) tells the subspaces where \( \langle \cdot, \cdot \rangle \) is positive or negative definite. Hence we have

\[
\text{Sig}(V) = |\text{tr}(\theta; V)|.
\]

3.2. **The action of \( \theta \) on the spin module \( S, U(g_C) \) and \( C(g_C) \).** To define \( \theta \)-action on \( S \), it’s sufficient to define \( \theta \)-action on the basis \( \{ u_I \wedge v_J \} \).

\[
\theta(u_I \wedge v_J) = (-1)^{\text{Card}_I + \text{Card}_J} u_I \wedge v_J.
\]

Let \( U(g_C) \) be the universal enveloping algebra of \( g_C \). The universal property directly extends \( \theta \)-action on \( g_C \) to \( U(g_C) \). \( \theta \) acts on \( g_C \) as \(-1 \). Then the universal property of \( C(g_C) \) also extends \( \theta \)-action to \( C(g_C) \). We can regard \( C(g_C) \) as a \( \mathbb{Z}_2 \) graded algebra, with all \( g_C \) elements odd. Then \( \theta \) is 1 on even part, and \(-1 \) on odd part.

3.3. **For equal rank case** \( \dim t = \dim h \). In [1], \( \gamma \) is taken to be \( \gamma_1 = \text{id} \) on \( g_C, K \), and \( \gamma_2 = \theta \) on \( C(g_C) \). Then \( K_\gamma = K \) which means \( \gamma \) commutes with \( K \) actions. Combine Eq[9] and [8] we have

\[
\text{tr}(k; H_D(V)^+) - \text{tr}(k; H_D(V)^-) = \text{tr}(k; (V \otimes S)^+) - \text{tr}(k; (V \otimes S)^-).
\]

The tricky part is to pick up a suitable \( k \in K_\gamma \). Since \( \theta \) is an inner automorphism of \( g \), there exists \( k_0 \in K \) s.t. \( \theta = \text{Ad} k_0 \). And \( \theta \) is also an inner automorphism of \( C(g_C) \) because \( \dim s \) is even for equal rank case. So \( \theta \in \text{Spin}(s) \). Both of there image in \( SO(s) \) is \(-\text{id} \). Thus \( k_0 \) has a preimage \( \tilde{k}_0 \) in \( K_{\gamma} \), and its action on \( V \otimes S, U(g_C) \) and \( C(g_C) \) exactly as \( \theta \). For writing convenience, we use \( \theta \) as the notation of \( \tilde{k}_0 \). The element we want to plug into Eq. [14] is \( \theta \).

**Left Hand Side of Equation [14].** Since \( \gamma \) commutes with \( \tilde{K} \) action on \( V \otimes S \), which contains \( H_D(V)^\pm \), both of this subspaces can be decomposed as a direct sum of \( \tilde{K} \)-types \( E^{\tilde{K}}(\mu) \). Because \( \theta \) commutes with \( \tilde{K} \) action on \( V \otimes S \), so on an irreducible \( \tilde{K} \)-type \( E^{\tilde{K}}(\mu) \), \( \theta \) has only one eigenvalue. This means it’s sufficient to check the eigenvalue of \( \theta \) on each highest weight.
The highest weight vector of $E^K(\mu) = E^K(w(\lambda + \rho_G) - \rho_H)$ has the form $z_{w\lambda} \otimes u_I \wedge u_J$, as discussed in previous sections. For equal rank case, $\dim \mathfrak{a} = 0$. Thus $J$ is empty. If $z_{w\lambda} \otimes u_I \in H_D(V)^+$, by the construction of $\gamma$, we see $\theta$ has eigenvalue 1 on $u_I$. The trace of $\theta$ is determined by its eigenvalue on $z_{w\lambda}$. Recall how $w\lambda$ looks like in Eq. (14). $w\lambda = \lambda - \sum_{\beta}(n_\beta \cdot \beta)$, and $\beta$ are all imaginary. Up to a difference of a nonzero scalar, we have

$$z = \prod_{\beta}(X_{u\beta}^{n_{\beta}})z_\lambda.$$  

Let’s pick up a particular $X_{-\beta}$ acting on a weight vector $u$ who is also an eigenvector of $\theta$, and see how $X_{-\beta}$ affects the $\theta$-eigenvalue.

$$\theta(X_{-\beta}u) = (\theta X_{-\beta})(\theta u) = \begin{cases} X_{-\beta}\theta u & \beta \text{ compact}, \\ -X_{-\beta}\theta u & \beta \text{ noncompact}. \end{cases}$$

Without loss of generality, we assume $\theta$ acts as 1 on $z_{\lambda}$, the highest weight vector of the $(\mathfrak{g}, K)$-module $V$, then by induction one can see that $z_{w\lambda}$ has $\theta$-eigenvalue $\prod_{\beta}(-1)^{n_{\beta}}$, where $\beta$ are noncompact imaginary roots who show up in Eq. (14). Therefore, this eigenvalue is exactly $(-1)^{(w)}$. We can go over the same discuss on $H_D(V)^-$. The only difference is that for the highest weight vector $z_{w\lambda} \otimes u_I$, $\theta$ acts on $u_I$ as $-1$. For both $H_D(V)^\pm$, the multiplicity of each irreducible type is 1 because $J$ is trivial here.

As a conclusion, we have the formula for left hand side of Equation (14)

$$\text{tr}(\theta; H_D(V)^+) - \text{tr}(\theta; H_D(V)^-) = \sum_{w \in W_1} (-1)^{(w)}(\dim E(w(\lambda + \rho_G) - \rho_K))$$

Right Hand Side of Equation (14). Notice $\gamma$ restricted on $S$ is $\theta$. We define $S^{\theta \pm}$ to be the $\pm 1$ eigenspace of $\theta$ respectively, then

$$\text{tr}(\theta; (V \otimes S)^+) - \text{tr}(\theta; (V \otimes S)^-) = \text{tr}(\theta; V) \cdot \dim S^{\theta +} \cdot \text{tr}(\theta; V) \cdot (- \dim S^{\theta -})$$

$$= \text{tr}(\theta; V) \cdot (\dim S^{\theta +} + \dim S^{\theta -})$$

$$= \text{tr}(\theta; V) \cdot \dim S$$

Combine these two equations we have

$$\text{tr}(\theta; V) = \sum_{w \in W_1} (-1)^{(w)} \dim E(w(\lambda + \rho_G) - \rho_K)/\dim S.$$  

For equal rank case, we know $\alpha = 0$. Recall $2r = \dim \mathfrak{g} - \dim \mathfrak{a}$, we have $2r = \dim \mathfrak{s}$. Notice that $\dim \mathfrak{s}$ is even, and $\dim S = 2^{\dim \mathfrak{s}/2}$. The proof is done.

3.4. For nonequal rank case, $\dim t < \dim \mathfrak{h}$. In (15), $\gamma$ is taken to be $\gamma_1 = \theta$ on $(\mathfrak{g}_C, K)$, and $\gamma_2 = id$ on $C(\mathfrak{s}_C)$. With this choice, $\bar{K}_C = K$. For Eq (6) and (9), pick $k = 1$, then we have

$$\text{tr}(1; H_D(V)^+) - \text{tr}(1; H_D(V)^-) = \text{tr}(1; (V \otimes S)^+) - \text{tr}(1; (V \otimes S)^-).$$

Left Hand Side of Equation (17). Since we pick $k = 1$, the left hand side is a difference of dimensions $\dim H_D(V)^+ - \dim H_D(V)^-$ of two $\gamma$-eigenspaces. Notice $\gamma$ commutes with $\bar{K}$-action, so each $E^K$-type is a $\gamma$-eigenspace. Thus it’s sufficient to study the $\gamma$-action on those highest weight vector $z_{w\lambda} \otimes u_I \wedge u_J$ for each $E^K$-type of highest weight $\mu = w(\lambda + \rho_G) - \rho_K$, $w \in W^1$. One step further, $\gamma$ acts on $C(\mathfrak{s}_C)$-components as identity, so the eigenvalue is determined by $\theta$-eigenvalue on $z_{w\lambda}$. At this point we could repeat the discussion from the equal-rank case and obtain that $\gamma$ has eigenvalue $(-1)^{(w)}$ on $z_{w\lambda} \otimes u_I \wedge u_J$. And hence the left hand side of Equation (17) is

$$\sum_{w \in W^1} (-1)^{(w)} \dim E^K(w(\lambda + \rho_G) - \rho_K) \cdot m$$
As discussed in Section 1, if \( \dim \mathfrak{a} \) is odd, then \( m = 2^{(\dim \mathfrak{a} - 1)/2} \); if it is even, \( m = 2^{\dim \mathfrak{a}/2} \).

**Right Hand Side of Equation (17).** Notice \( \gamma \) restricted on \( V \) is \( \theta \). We define \( V^{\theta \pm} \) to be the \( \pm 1 \) eigenspace of \( \theta \) respectively,

\[
\text{tr}(1; (V \otimes S)^+) - \text{tr}(1; (V \otimes S)^-) = \dim(V \otimes S)^+ - \dim(V \otimes S)^- = \dim V^{\theta +} \cdot \dim S + \dim V^{\theta -} \cdot \dim S = \text{tr}(\theta; V) \cdot \dim S.
\]

Now combine what we have computed of the left hand and right hand side of Equation (17), we have

\[
\text{tr}(\theta; V) = \sum_{w \in W^1} (-1)^{\ell(w)} \dim E^K(w(\lambda + \rho_G) - \rho_K) \cdot m/\dim S.
\]

By the construction of spin module,

\[
\dim S = \begin{cases} 
2^{(\dim \mathfrak{s} - 1)/2} & \text{dim} \mathfrak{s} \text{ odd} \\
2^{\dim \mathfrak{s}/2} & \text{dim} \mathfrak{s} \text{ even}
\end{cases}
\]

An important fact is that \( \dim \mathfrak{s} \) and \( \dim \mathfrak{a} \) have the same parity. So for both cases, \( m/\dim S = 2^r \). Again we meet Eq. (16), and the proof is done.

### 3.5. An Example of \( SU(3, 1) \)

Let \( G \) be the group \( SU(3, 1) \). We compute the signature of its adjoint representation on the Lie algebra \( V = \mathfrak{sl}(4, \mathbb{C}) \). The definition of \( SU(3, 1) \) naturally gives the \( G \)-invariant hermitian form on \( \mathfrak{sl}(4, \mathbb{C}) \). It’s easy to see that the signature is \((9, 6)\), or \((6, 9)\) if one reverses the sign of the form. Now we are going to apply Equation (15) to prove the signature.

The maximal compact subgroup \( K \) is isomorphic to \( SU(3) \times SU(1) \). The root system of \( G \) has three simple roots, two of which are compact and the last one is noncompact. We denote the two compact simple roots by \( \alpha, \beta \), the noncompact simple root by \( \gamma \). Then \( \dim \mathfrak{k} = 10 \), \( \dim \mathfrak{g} = 6 \) and \( \dim \mathfrak{a} = 0 \). So \( 2r = \dim \mathfrak{g} - \dim \mathfrak{a} = 6 \). The highest weight of the adjoint representation is \( \alpha + \beta + \gamma \). The sum of all positive roots is \( 2\rho_G = 3\alpha + 4\beta + 3\gamma \). The sum of compact positive roots is \( 2\rho_K = 2\alpha + 2\beta \). Let \( \sigma_4 \) denote the reflection with respect to a root \( \delta \). The set \( W^1 = \{ \text{id}, \sigma_\gamma, \sigma_\alpha \sigma_\beta, \sigma_\gamma \sigma_\beta \sigma_\alpha \} \). Apply Equation (15), we have

\[
\text{Sig}(V) = |\dim E^K(\frac{1}{2}(3\alpha + 4\beta + 5\gamma)) + \dim E^K(\frac{1}{2}(3\alpha + 4\beta + \gamma)) + \dim E^K(\frac{1}{2}(\alpha + 2\beta - \gamma)) + \dim E^K(-\alpha - 2\beta - 5\gamma)|/2^3 = |3 - 15 - 15 + 3|/8 = 3.
\]

Notice that \( \dim V = 15 \). So the signature is \((9, 6)\) or \((6, 9)\).
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