Deep learning for enhanced free-space optical communications
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1. Introduction

Optical communication has become increasingly widespread due to its ability to support a larger bandwidth, narrower beam divergence, and smaller weight and power requirements than radio frequency (RF) links [1]. With these technical advantages, free-space optical (FSO) communication has become a prominent approach for meeting the technological requirements of long-distance and space-based communications [2]. In addition, the availability of state-of-the-art commercial optical devices and recent demonstrations in ground-to-satellite, satellite-to-satellite, and satellite-to-ground communication schemes have confirmed the advantages of optical communication systems [3–5].

FSO communication is currently implemented through various modulation schemes, one of the most prominent being ON–OFF keying (OOK), due to its simplicity [6, 7]. OOK is a commonly used form of amplitude shift keying modulation, where light pulses are sent in binary bits that are either 'ON' (1) or 'OFF' (0). However, as is the case with other large scale continuous optical communication schemes, OOK schemes are susceptible to fluctuations from atmospheric transmission [8]. Optical loss increases exponentially over long-distances which leads to degradation of transmitted pulses [9]. Additional loss can also occur due to turbulence in the atmosphere, cloud coverage, and varying weather conditions which all play a role in pulses arriving at the detector being attenuated and noisy [1, 8, 10, 11]. These losses lead to errors in the demodulation of bit streams, which ultimately degrades the bit-error-rate (BER). Recently, deep learning has become a popular approach to mitigating the effects of turbulence and other sources of error in FSO systems. Convolutional neural networks (CNNs) are a class of artificial neural networks which are often used to analyze and characterize visual imagery. Given a noisy input, the neural network can analyze repetitive...
features from large datasets to classify these inputs. Previous work has shown the efficacy of neural networks and deep learning in improving FSO communication schemes [12–27]. In recent years, CNNs have been used in particular to increase the information capacity of optical communication schemes using Laguerre–Gaussian modes and various demodulation techniques [28–31].

Here we develop and experimentally validate a custom CNN framework for classifying sequences of OOK bits at various signal-to-noise ratios (SNRs) in the presence of thermal noise and turbulence. We experimentally produce thermal noise and turbulence-like effects to model the process of sending OOK bits through the atmosphere, which we use to train and test our model. First, we classify whether or not portions of detected thermal light contain bit streams. Then, once we detect the presence of bits, we classify individual bits as ‘ON’ (1) or ‘OFF’ (0). The use of two neural networks allows us to reduce computational time in our demodulation scheme. The work aims to use CNNs to create high-throughput optical communication schemes in noisy environments. The results presented here demonstrate the utility of neural networks as assets in FSO systems to aid error correction schemes without substantially affecting the size, weight and power (SWAP) requirements of optical communication configurations.

2. Method

2.1. Experimental setup

A near-infrared (λ ≈ 795 nm) laser is used to separately generate bits and thermal noise. The output of the laser is split by a polarizing beamsplitter such that the transmitted beam becomes the bit stream and the reflected beam becomes the thermal noise. We generate pseudo-thermal light by passing the laser light through rotating ground glass. The light is focused onto the ground glass with an f = 100 mm lens, and then re-collimated with an f = 25.5 mm lens, and coupled into a fiber optic cable to sample the generated speckle pattern. The OOK bit stream is generated by passing the transmitted beam through an acousto-optic modulator controlled by a function generator, resulting in a pattern of bits, each 3.5 ms in duration. The bit stream is then split with a 50:50 non-polarizing beamsplitter, with half of the light going directly to a photodetector in order to determine the actual OOK bit stream, while the other half of the bits are combined with the pseudo-thermal light on a 50:50 non-polarizing beamsplitter. We then pass the combination of light through turbulent water in a tank. To create turbulence in the water, the beam is passed through bubbles generated by a submerged airstone, often referred to as a ‘bubbler’. The light intensity is then detected with a photodetector. A schematic diagram is shown in figure 1.

The total transmission distance from laser output to detector is approximately 5 m. Preparation of the light for the experiment requires about 2 m, and once the bits and pseudothermal light is combined, the light travels about 3 m. The water tank used to generate the turbulence is approximately 30 cm by 15 cm by 20 cm and is made out of flat panes uncoated glass. The light passes through the entire 30 cm length of the water tank. Since the transmission distance outside of the water is rather short, we do not expect any significant changes to the properties of the light due to the propagation through the air. Due to the short total propagation distance, the relatively strong turbulence generated from the underwater bubbles is necessary to mimic the fluctuations that might be seen when light is transmitted a much farther distance through atmosphere.

We measure the intensity of the detected light with the photodetectors and an oscilloscope. The oscilloscope takes data points every 0.1 ms; each ‘ON’ or ‘OFF’ bit is 35 values long. In addition, beam blocks are placed at various point to generate different conditions for the light, or to turn the bubblers off to examine the light without turbulence. We vary the amplitude (and thus SNR) of the light by adjusting the variable neutral density filter.

In order to emulate a channel analogous to atmospheric transmission, we study the statistics of the turbulence created by the bubbler as well as provide a large range of SNRs congruous to a range of weather conditions and transmitter intensities. Turbulence can be caused by variations in temperature and pressure of the atmosphere along the propagation path which causes constructive or destructive interference of the propagating beam. These random fluctuations in the intensity of the received signal is known as scintillation. The statistics of turbulence have been heavily studied [32–34]. Turbulence is often modeled with log-normal (weaker turbulence), negative exponent (stronger turbulence), or gamma–gamma distributions (moderate to strong turbulence) [1]. Log-normal turbulence is modeled by the distribution $f(I)$, over the intensity $I$, where

$$f(I) = \frac{1}{2I\sqrt{2\pi}\sigma_I^2} \exp \left( - \left( \frac{\ln I}{\ln I_0} + \frac{\sigma_I^2}{2\sigma_I^2} \right)^2 \right). \quad (1)$$
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Figure 1. Diagram of the experimental setup, with plots of light intensity at several points. Light comes from a coherent amplified diode laser source (∼795 nm). The beam is split such that some coherent light passes through an acousto-optic modulator, generating a pattern of bits, while the other part of the beam passes through rotating ground glass and a fiber optic cable, creating pseudo-thermal light. The two separate beams are recombined on a beamsplitter, then passed through turbulence. Abbreviations: BS = beamsplitter, AOM = acousto-optic modulator, Det. = photodetector, PBS = polarized beamsplitter, λ/2 = half waveplate, ND = neutral density, BS = 50:50 non-polarizing beamsplitter.

Figure 2. OOK bit sequences that are not in the presence of thermal noise and turbulence for various signal-to-noise ratios. One bit pulse is defined by an increment of 35 values. N represents these consecutive values we receive, from N = 0–525, which is equivalent a bit sequence of length 15. The red solid line depicts the theoretical value of the bits being ‘ON’ (1) or ‘OFF’ (0). The y axis indicates the detected voltage on a photodiode. Analysis methods examined later in this paper are not dependent on the units or a global scale factor, so other types of detectors and other units may be used without issue.

Here, \( I_0 \) is the mean irradiance and \( \sigma^2 \) is the scintillation index [35, 36].

The noise generated by passing light through the bubbles in the water tank creates fluctuations in intensity and follows studied turbulence distributions. The statistics of underwater turbulence has been studied, and in addition, relationships between atmospheric and underwater turbulence have been established [37–39]. The experimental scintillation index is in the range of accepted values for that of atmospheric turbulence [40, 41]. Via a curve fit, we observe a scintillation index of \( 1.8 \pm 0.2 \) throughout the experiment.

The efficacy of our neural network is also studied for a wide range of SNRs. The ranges of bit amplitudes passed through the experimental set up are shown in figure 2. N is the number of consecutive values received by the detector, where 35 consecutive values is equivalent to one bit. The lowest SNR is comparable to a signal in a high noise environment, such as bits in the presence of heavy cloud coverage.
2.2. Neural network preprocessing
One of the successes of neural networks is the focus on pattern recognition in data rather than statistical signal processing, where the neural network uses deep learning algorithms to discover latent information which will aid in classification. In the case of classifying bit sequences, large sets of data where the bit pattern is known are fed into a neural network which is able to recognize the patterns associated with the presence of bits in order to demodulate incoming signals. This is particularly useful for signal demodulation in high noise environments where the statistics of the environment are complex [19]. Following the experimental data generation, the data is preprocessed in order to be input into the neural network. In order to train our CNN, we must first perform pre-processing on experimental data to create a labeled set of examples on which to perform supervised learning.

The input data consists of individual bits which contain \( N = 35 \) consecutive intensity values, which corresponds to the amplitude of the bit and noisy background combined. The bits are labeled as to whether or not bit pulses are present or if there is just noise. The consecutive bit amplitudes and whether or not they are ‘ON’ or ‘OFF’ corresponds to the training data and training labels, respectively.

An outline of our approach for generating training data is shown in figure 3.

The experimentally generated signal, which includes noise and bit sequences and the previously known demodulated signal, is input into the first neural network. The number of consecutive values per input varies, where the number of consecutive values is divisible by 35 to capture complete bits. The bit value intensity is then reshaped into a 35 by \( 'x' \) matrix, where \( 'x' \) corresponds to the number of bits that will be put into the neural network at once. Finally, the known demodulated signal is used to label the training set.

After training, unlabeled data acts as a validation set to check the neural network’s ability to classify the data. The experimentally generated data is split into 80% for training and 20% for validation sets, which leads to around 2000 000 bits used to train the data set. The results presented in the paper correspond to validation set accuracy, and as the CNN is pre-trained, the validation set accuracy is analogous to classification accuracy for real-time implementation. For the first neural network, we classify whether or not there are any bits in a sequence. Following the first neural network, sequences where bits are detected are input into the second neural network which classifies each individual bit as ‘ON’ or ‘OFF’.

2.3. Network architecture
Our network architecture consists of a two-stage approach where we first classify input data as ‘solely background noise’ or ‘includes OOK bits’, with the latter resulting in an additional stage where a second network attempts to demodulate the bit stream. The first neural network attempts to detect the presence of a bit stream before demodulation in order to mitigate computational time if no bit streams are present. The second neural network is trained to recognize the signal’s features at the receiver that correlate to an OOK bit pulse, allowing our model to classify bits as ‘ON’ or ‘OFF’. The first neural network aims to detect any
The convolutional neural network (CNN) architecture. Noisy data is input into the CNN and outputs whether bit pulses are present or just thermal noise/thermal noise and turbulence. The data was split into 80%/20% for the training and validation set, respectively. Data is first fed into three convolutional layers followed by a max pooling layer and another convolutional layer. The data is then fed into dense layers and dropout layers which aid in overfitting. The final dense layer is the binary output which indicates presence or absence of an OOK bit stream in a given sequence. Following the first neural network, the OOK bit streams detected are input into the convolutional neural network and output whether or not the bits are ‘ON’ (0) or ‘OFF’ (1). The CNN is similar in layout to the first.

Figure 4. The convolutional neural network (CNN) architecture. Noisy data is input into the CNN and outputs whether bit pulses are present or just thermal noise/thermal noise and turbulence. The data was split into 80%/20% for the training and validation set, respectively. Data is first fed into three convolutional layers followed by a max pooling layer and another convolutional layer. The data is then fed into dense layers and dropout layers which aid in overfitting. The final dense layer is the binary output which indicates presence or absence of an OOK bit stream in a given sequence. Following the first neural network, the OOK bit streams detected are input into the convolutional neural network and output whether or not the bits are ‘ON’ (0) or ‘OFF’ (1). The CNN is similar in layout to the first.

The creation of a machine learning workflow that has two stages allows us to save computational time and determine when a signal is present, and then demodulate the present signal. The use of a machine learning workflow is common in multi-purpose machine learning setups, and have also been successful in other machine learning enhanced optical communication schemes [24, 42, 43].

The scope of our work varies from high SNRs to very low SNRs, where accurate classification is impossible without using advanced demodulation and error correction techniques. A schematic of the CNN based demodulation scheme is shown in figure 4.

The first neural network consists of three convolutional layers, followed by a maxpooling layer and another convolutional layer. Following the CNN, the data is input into dense layers with dropout layers in between. Afterward, the data set leads to a final dense layer with a binary output of the presence of OOK bit pulses in noise or just thermal noise/thermal noise and turbulence. Several different algorithms have been suggested for adaptive optic schemes including stochastic-gradient-descent and Gerchberg–Saxton [44–46]. However, we find optimal classification accuracy and reduced computational time using the Adam optimizer, which is an extension of stochastic gradient descent. The Adam optimizer is used with a learning rate of 0.001 and the cross entropy loss function is used. This neural network is run for 50 epochs to reach a high classification accuracy.

After identifying the presence of an OOK bit stream, a second neural network classifies the bit pulses as ‘ON’ or ‘OFF’, demodulating the signal. The neural network has a similar configuration to the first neural network. The data is reshaped into single bit values of length 35 which results in approximately 500,000 bits in total. These bits are passed through the convolutional and maxpooling layers and then into dense layers with dropout layers present as outlined in figure 4. The dropout layer had a rate of 60% and the layers used a rectified linear unit activation function. We optimized the hyperparameters and our resulting CNN ran for 20 epochs. The Adam optimizer is used again, as well as the categorical cross entropy loss function. For both the first and second neural network, we divide the training of the neural network and the testing in an 80% and 20% split, respectively. By using a high percentage of data for training, we can create a finely-tuned classification tool which will be trained for use in real time. In order to combat overfitting, we incorporate dropout layers in both neural networks and tuned the architecture to our final result which insured high accuracy for the testing set.
3. Results

Currently, many tools aid in signal processing, and some of the more widely used demodulation techniques include adaptive optics, background noise rejection, relay transmission, and hybrid RF/FSO communications [1]. While techniques such as adaptive optics aid in demodulating noisy signals, neural networks have several advantages that we explore in this paper. One of the key advantages of using a neural network is that it is integrable into other tools used to demodulate signals, such as adaptive optics, while not significantly increasing the system's SWAP.

Another advantage to deep learning is the capability to change input topology of the data to improve classification. In order to optimize the accuracy of our initial neural network, we vary the size of the individual matrices input into the neural network. As one bit pulse is defined as an increment of 35 values, we began by inputting one bit at a time, and the neural network was run as outlined in figure 4 for 50 epochs to determine if there was a bit present. We increase the size of the input matrix by 35 consecutive values at a time until we reached 490 consecutive values, or 14 bit sequences. The resulting final accuracy for different input topologies for the first neural network is shown in figures 5(a) and (c). Additionally, the neural network was tested for varying bit amplitudes. The bit amplitude relates directly to the power of the signal, which we varied relative to a steady noise for the two cases of thermal noise and thermal noise and turbulence. As the bit amplitude is varied relative to a common noise, the bit amplitude is proportional to the SNR. The SNR was varied using 14 bit sequences at a time, as this resulted in the highest classification accuracy. Our results are shown in figures 5(b) and (d).

The network achieved higher accuracy as we increased the number of bit values input into the neural network at a time for OOK bits in both noise cases, and the input sizes of 385 and higher had a classification accuracy above 98% for both the training and validation sets. The accuracy of our neural network is compared to a threshold model which, classifies an input sequence by comparing its mean amplitude to the mean amplitude value of all data, establishing a threshold for which the data is compared. In this case, if a given increment of data has a higher average intensity than the average intensity of an entire corresponding data set, the threshold method predicts that bits are present. Similar threshold models have been
Figure 6. Results from the second neural network. (a) and (b) Final classification accuracy for varying SNR. The neural network classifies and demodulates the bit signal. The final results is again compared to a threshold model which is in gray. (b) and (d) Confusion matrices for the normalized true versus predicted output of the CNN. This was run for each SNR. The $F_1$ value is a statistical tool for binary classification, which is a measure of a test’s accuracy. Thermal light achieved notably higher accuracy and $F_1$ scores than thermal light and turbulence combined, however the CNN performed well in both cases for higher SNR. In addition, as the SNR decreased, we find a higher likelihood for the neural network to improperly classify ‘OFF’ as ‘ON’.

implemented, including more complex adaptive threshold methods [47, 48]. The neural network outperformed the threshold model in both scenarios. The random generation of OOK bit streams, in addition to thermal background, can lead to long sequences of bits with no ‘ON’ bits present, or a long stream of ‘OFF’ bits. This mimics the data set containing thermal background only. This is reflected by the low accuracy in classification for smaller input sizes. Longer input sizes for the training set lead to a low probability of a batch with no ‘ON’ bit pulses. In addition, neural networks need large amounts of data to train a model. Given these results, long input sequences are recommended for training the neural networks. We find the highest accuracy for a range of SNRs occurs when using 490 bits as the input size and proceed with this network architecture.

Upon determining the presence of bit pulses, the data is input into the second neural network. The results from the second neural network are shown in figure 6. The results for varying SNR are compared to the fixed threshold method. Here, the threshold method works by taking the average intensity of an entire data set that contains bit pulses. If the intensity of a given bit is greater than the average intensity, the threshold method predicts the bits is a ‘ON’, and if the bits has a lower intensity than the average intensity, the bit is predicted to be ‘OFF’. In both scenarios of thermal noise only and thermal noise and turbulence, the classification accuracy using the neural networks outperformed the threshold method.

Confusion matrices were also generated at each SNR after running the CNN to determine the amount of improperly identified bits were present. The $F_1$ value was also calculated which is given by:

$$F_1 = \frac{TP}{TP + \frac{1}{2} (FP + FN)}$$

where TP corresponds to ‘OFF’ bits being correctly classified, FP corresponds to ‘ON’ bits being classified as ‘OFF’, and FN corresponds to ‘OFF’ being classified as ‘ON’, and the closer to 1 the $F_1$ score, the better the binary classification. As we run the CNN for lower SNR, the CNN is more likely to misclassify ‘OFF’ bits as ‘ON’, due to the high noise that is nearing the amplitude of the bit.
The resulting BER is defined as one minus the final accuracy. The BER using our CNN is near-zero for higher SNRs. These results demonstrate the advantage of using neural networks in communication schemes for power limited or noisy scenarios, where we have nearly 100% accuracy for high SNRs. The CNNs also demonstrate an advantage when turbulence is a strong factor in the noise affecting the signal, where demodulation is difficult due to the complexity of the noise. By training the CNN to demodulate bits in the case of strong turbulence, the network can be utilized as a tool to aid in mitigating these random fluctuations in the amplitude and phase. In addition, adaptive optics has capabilities to effectively raise the SNR, including recent advancements showing adaptive optics capability to increase the SNR for a range of channel radiances and turbulences for quantum FSO communication [1, 49]. Our results using the neural network are presented with no other demodulation technique implemented in conjunction with our neural network. If used with adaptive optics, this would allow higher accuracy for noisy environments, as well as the capability to extend along the horizon for future FSO communications. Utilizing a pre-trained machine learning scheme will not effect cost, size, weight or power for future use in FSO communication, and is recommended to be used with other demodulation schemes. This may also expand the scope of the demodulation to other non-uniform loss affecting the bits prior to arrival at the receiver, as statistics of noisy environments need not be known to neural networks to classify bit sequences.

4. Discussion

Reliable FSO communication systems can operate at high power levels, transmit large data rates, and allow for long distance communication. One of the most significant obstacles to FSO communication schemes is that the effects of noisy environments due to atmospheric transmission, turbulence, weather conditions, and thermal background noise affect the signal and resulting demodulation. As we aim to communicate over longer distances, in noisier environments, to support high data transmission and data reliability, the necessity for advanced optical communication is clear. We demonstrate the usefulness of CNNs in decreasing the BER in post-processing and drastically increasing the classification accuracy over threshold demodulation. The use of demodulation techniques utilizing neural networks allows us to significantly decrease the overhead and cost needed to demodulate in extremely noisy environments. One benefit of this approach is that it may be combined with current error correction and demodulation techniques, as it is implemented as a post-processing technique. The use of neural networks with adaptive optics allow us to expand optical communication further down the horizon. Further work will allow us to look at other modulation schemes such as pulse-position modulation and quadrature phase-shift keying modulation, and optimize the computational time needed to train the neural networks.

Additionally, the system may be pre-trained prior to deployment, allowing for rapid, near real-time implementation. Meeting the increasing need for optical devices for communication is a challenge, and deep learning models allow us to expand the range of uses for optical communication and increase information capacity in such systems. We hope this work can be used to enhance satellite communication in the near term and expand to demonstrations in quantum optical communications [50, 51].
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