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Abstract—The aerial manipulator (AM) is a systematic operational robotic platform in high standard on algorithm robustness. Directly deploying the algorithms to the practical system will take numerous trial and error costs and even cause destructive results. In this paper, a new modular simulation platform is designed to evaluate aerial manipulation related algorithms before deploying. In addition, to realize a fully autonomous aerial grasping, a series of algorithm modules consisting a complete workflow are designed and integrated in the simulation platform, including perception, planning and control modules. This framework empowers the AM to autonomously grasp remote targets without colliding with surrounding obstacles relying only on on-board sensors. Benefiting from its modular design, this software architecture can be easily extended with additional algorithms. Finally, several simulations are performed to verify the effectiveness of the proposed system.

I. INTRODUCTION

In the past decade, many researchers have focused on the active intersection between micro aerial vehicle (MAV) and the external environments. However, since the MAVs may easily crash due to immature algorithms, conducting a real world experiment is time-consuming and expensive. To make it more convenient to test and enhance the success rate of experiments, developing a complete aerial simulation framework is of urgent need.

A flight simulator is required to simulate real physical characteristics as much as possible, including gravity, light, collision and so on. Gazebo\textsuperscript{[1]} is widely used in multi-robot simulation; physical models, sensors, and actuators, etc. are allowed to add and establish a simulated physical environment similar with a real world. There already exist multiple gazebo-based MAV simulation platforms like Hector Quadrotor\textsuperscript{[2]} and RotorS\textsuperscript{[3]}. They are both designed for physical simulations of MAVs, and are able to provide the evaluation of complicated algorithms like simultaneous localization and mapping(SLAM) and path planning. Based on RotorS, Antonio et al.\textsuperscript{[4]} realized the drone racing simulation and migrated it to real world experiments. AirSim\textsuperscript{[5]} constructed a hi-fidelity physical world based on the Unreal Engine\textsuperscript{[6]}, aiming to construct a training set under different conditions for the research of reinforcement learning; it is claimed that the real world experiments match well with the simulations, confirming the effectiveness and necessity of the simulator. Other simulators like Morse\textsuperscript{[7]} and jMavSim\textsuperscript{[8]} are also widely used. Except the physical engine-based simulators, other works for MAVs are generally developed based on numerical platform Matlab/Simulink\textsuperscript{[9]}. However, all the above MAV platforms are developed without considering the evaluation ability of autonomous aerial manipulation in which diverse behaviors need to be contained.

In terms of aerial manipulation, aerial grasping is one of the most important capabilities. Considering the system power-weight ratio, attaching a single high DOF manipulator on the aerial platform is an economical solution, and is able to achieve a large working space to complete complex manipulation tasks. To fulfill stable grasping operation during the flight, existing works mainly focus on eliminating the coupling force between the MAV and manipulator\textsuperscript{[10]}, reducing the disturbance caused by contacting with the operating environment\textsuperscript{[11]}, and using visual feedback information to achieve grasping of high success rate\textsuperscript{[12]}. However, these results generally depend on external localization systems to supply pose feedback and the clear surrounding environments, while such conditions can not always be guaranteed in many practical applications. On the other hand, according to our knowledge, in current related work, the target to be grasped is prone to be perceived easily at the beginning instead of being occluded by obstacles or out of sight. Conditions mentioned above are all considered in our developed simulation platform and a set of algorithms are integrated to tackle these difficult problems.

The contributions of this paper are two-fold.
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First, a modular simulation platform is developed by combining software and hardware models. Modules of online perception, path planning, visual servoing controller, and Pixhawk [13]-based flight controller for aerial manipulation are developed and integrated into the platform, allowing users to test a complete autonomous grasping process.

Second, a novel aerial manipulating framework is proposed to realize an autonomous remote grasping in cluttered dynamic scenarios. The proposed approach only relies on onboard sensors without external localization systems, and considers dynamic obstacles existing on the pre-planned path. Our developed framework has been successfully verified in our simulation platform, and the whole system will be open source in the near future.

II. SIMULATION PLATFORM DESIGN

Autonomous grasping in dynamic environments is a complicated job, and thus need to contain diverse modules including perception, planning and control, etc. Examining the feasibility and robustness of algorithms is challenging in real world environments. The design of a modular simulator is therefore of vital importance, and the simulator should allow users to design and verify their algorithms before applied to the real robotic platforms. To reduce the gap from simulations to real scenes, three basic requirements should be satisfied, described as follows:

1) Both static and dynamic obstacles should be contained in the environment;
2) The grasp target is far away from the take-off spot, and only the approximate region other than the exact location is known in advance due to occlusion or sight limitation;
3) The localization of the aerial manipulator itself only relies on on-board sensors.

By considering above requirements, a new physical simulation platform for aerial manipulation is proposed based on ROS and Gazebo. As shown in Fig. 1, the platform builds a physical world with static boxes and dynamic pedestrians, and contains an octocopter with a 6-DOF lightweight manipulator. An RGBD camera fixed on the aerial base link is used to perceive surrounding environment, while another camera is mounted at the end of the manipulator to track the grasp target.

To realize aerial exploration, grasping and transportation, the proposed software framework consists of three fundamental modules:

1) The perception module utilizes the camera mounted on the aerial base to perceive surrounding obstacles and the camera on the end-effector to identify the target of interest. At the same time, the state estimation of the aerial manipulator itself, with respect to the inertial coordinate frame, is determined based on the visual information. The state estimation here is also defined as the well-known visual SLAM problem.
2) The planning module consists of the global and local planners as well as the target searching planner. The global planner firstly generates a feasible path between the starting location and the end location; the planning is performed in a pre-built voxel map to prevent from falling into the local minimum. The local planner makes necessary modifications along the global path to avoid dynamic obstacles during approaching and grasping procedures. And the path generation for searching target objects is also needed, if the target is not found when the system arrives at the end location.
3) The control module consists of the high-level and low-level controllers. The high-level controller consists of a visual servoing controller and path following controller, while the low-level controller drives the aerial manipulator to the desired state.

Fig. 2 shows the diagram of the hierarchical composition structure of the proposed simulation platform. The models and plugins in Gazebo environment correspond to the hardware and drivers in real world respectively, forming a digital twins system. The data protocols of the application modules and ROS nodes are compliance to physical systems. The simulation environment is close to the real world, and thus the verification of algorithms on the platform greatly reduce the destructive risks in physical experiments.

III. ALGORITHM ARCHITECTURE FOR AERIAL MANIPULATION

Fig. 3 illustrates the architecture of the developed algorithm system of AM. The perception module builds the environmental map, estimates the AM pose, and extracts dynamic obstacles from static background. Then the perceived information is transferred to the planning module for global and local path generation. Finally, the control module, separated as high and low levels, tracks the planned paths during the whole procedure. It is noting that the
three modules are designed and integrated to make the proposed architecture an efficient and robust system. To our knowledge, it is the first time in the literature to provide a complete architecture for autonomous grasping with an AM. A more detailed description of each module is given as follows.

A. Perception module

The perception module needs to not only localize the AM by using on-board sensors, but also detect static obstacles and newly appeared dynamic obstacles. Therefore, this module will consist of two parts, including dynamic simultaneous localization and mapping (SLAM) and dynamic obstacle detection.

Dynamic SLAM: In practical indoor applications, the AM generally can not rely on external localization systems and thus needs on-board sensors to localize itself and perceive surrounding obstacles. According to our previous work [14], the visual SLAM (vSLAM) is considered in this paper because of the lightweight and information-rich advantage of cameras. However, in dynamic environments, the traditional visual SLAM systems like ORB-SLAM2 [15] will be seriously degraded in localization accuracy due to the affection of dynamic obstacles. SLAM can even fail when the dynamic obstacle is too close to the camera. To eliminate the effect of dynamic obstacles, the deep learning methodology (YOLOv3 [16]) is applied; images are pre-processed by extracting a region for potential dynamic obstacles and then removing feature points attached on the moving objects directly. By eliminating the associated 3D moving points, a clean and static feature point cloud map belonging to background only is obtained. The accuracy and robustness of localization in dynamic scenes are improved.

Obstacle State Estimation: New obstacles may appear without prior information from the map in dynamic environments, and thus online obstacle state estimation is inevitable for further autonomous navigation. By taking advantage of RGB-D camera, the dense voxel map can be obtained with less computational effort compared with stereo camera. To estimate the states of dynamic obstacles, the associated point clouds of obstacles are firstly extracted. And then, the ground plane voxels are removed by only considering the height for the convenience of obstacle detection. Without loss of generality, it is assumed that one obstacle occupies most area of one proposed image region which is obtained from deep neural network output. Another assumption is that the detected dynamic obstacle is not occluded, thus the closest point clouds, which is extracted based on image segmentation, are the target point clouds to find. In case of preventing from identifying two nearest point clouds as one object, the point clouds are clustered by utilizing the density-based spatial clustering of applications with noise (DBSCAN) [17] method. The center points of obstacle point clouds are calculated, and their minimum bounding box are easily extracted by means of the Principal Component Analysis (PCA). The whole algorithm pipeline for obstacle state estimation is illustrated in Fig. 4.

B. Planning module

To guide the AM to approach the target while avoiding dynamic obstacles, an efficient planning module is designed by integrating a global planner, a local planner and a target searching algorithm.

Global Planner: This module aims to obtain a global path without falling into local minimum especially in pre-known cluttered environments. The widely-used sampling-based rapidly exploring random tree (RRT) planner [18] is applied for its rapid performance to find a feasible path in limited time. As a probabilistic path planner, RRT is a random sampling-based algorithm that uses incremental growth to solve algebraic constraints and differential constraints. The initial AM location is treated as the tree root node, and a random expanded tree is generated by randomly sampling
and adding leaf nodes. When the leaf node in the random tree reaches the target point or enters the target area, a feasible path is obtained by backtracking the random tree to identify edges from the initial point to the target point. Hereafter, an optimization step is conducted to generate a kinodynamic feasible and obstacle-clear path for reliable movement, which is formulated as a nonlinear quadratic programming problem solved by a quasi-Newton method.

**Local Planner:** Due to occlusion and limited viewing angle, the AM may only obtain a crude region but not the exact position of the target. On the other hand, new dynamic obstacles may also appear along the pre-planned path which can lead to collision if the AM merely follows the global path. To address these problems, a region-based local planner developed in previous work [19] is applied. The crude region of the target object is defined as a mathematically formulated equation. In addition, the potential field idea is also integrated into the planner. The AM is able to replan a local path even encounter with dynamic obstacles or environmental changes. Compared with traditional methods, the goal of the region-based method is to drive the platform to a certain area instead of a certain precise point while simultaneously avoiding collisions.

**Target Search:** If the target is not found when the AM moves into the desired region, the camera mounted on the end-effector is then utilized to search the accurate pose of the target. To guarantee finding the target which is visible in limited viewing angles, the camera mounted on the AM needs to enlarge the viewing range as much as possible. Since the target cannot be detected in all directions, a search strategy for viewing angle coverage is also developed. Considering the workspace of the manipulator, a circular path centering with the coarsely estimated target is set as the desired path for AM to follow, and the end-effector equipped with a camera is driven towards the circular center. Once the location of the target to be grasped is obtained, it is sent to the control module for further procedure.

**C. Control module**

The control module is a fundamental module that makes the controlled system converge to desired behaviors like path tracking and grasping. A two-level hierarchical control structure is introduced. The high-level controller is responsible for task-oriented control by generating desired states of the AM according to the desired tasks, while the low-level controller ensures good tracking performance in general state space.

**High-Level Controller:** Since the MAV is a floating and under-actuated platform, the motion of manipulator will cause inevitable disturbance to its aerial base and vice versa. Many existing works try to tackle it by designing separate [20] and adjoint controller [21], aiming to reduce the tracking error of both the MAV and the end effector. However, it is still difficult to eliminate errors thoroughly without high performance sensors and actuators. Our objective is to utilize a simple camera to grasp an object with high success rate. Therefore, a visual servoing controller based on our previous work [22] is applied, and it is able to minimize the coupling effect between the end effector and MAV body from the task level. The controller converts the image feature errors into the rotation signal of the manipulator while the MAV holds the position in front of the target. Once the errors of visual servoing controller converge to zero, the gripper on the manipulator will directly grasp the object.

**Low-Level Controllers:** The flight control of MAV and the movement control of the manipulator are driven by separate low-level controllers. The MAV uses the traditional cascade PID controller to control its position and attitude. The proposed aerial platform is a coaxial eight-propeller MAV, and thus the actual control objective is the thrust of z-axis in body frame and three-dimensional moments. With the help of inverse kinematics [22], the relationship between the pose of the end effector and each joint angle can be established. The manipulator also uses PID to control its joint position and speed.

IV. Evaluation Results

A. Simulation setup

A series of simulations were performed to illustrate the performance of the proposed platform and algorithm framework. In addition to static obstacles, two simulated pedestrians moving along a predefined trajectory were added in the scene, as shown in Fig. 1. The AM was designed to take off from the start location (0,0,0) and grab a cylinder target located at (14.88 m, 0.50 m, 0.83 m) in world frame. To simplify the cylinder detection, an Apriltag was attached on the target; the object detection algorithm without attaching artificial patterns will be integrated into the platform in the near future. Before grabbing, the AM did not know the exact position of the target, and therefore a candidate target region located at (15.0, 0.0, 0.0) was given. Once the AM reaches the candidate region, a circular searching path with the center point around the crude target location is provided. When the target is found, the AM moves to the target front and conduct the final grasping procedure by using the visual servoing controller. The computer running the simulations is equipped with a CPU AMD3900x with 12 cores and 24 threads as well as a graphics card 2080Ti with 11 GB video memory.

B. Evaluation of the perception module
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Fig. 5: Localization accuracy comparison in (a) position and (b) orientation with/without applying our algorithm.
TABLE I: Comparison of Localization Accuracy

| Data   | Average Error | Max Error |
|--------|---------------|-----------|
|        | Ours | ORB-SLAM2 | Ours | ORB-SLAM2 |
| X/m    | 0.007 | 0.046 | 0.086 | 0.778 |
| Y/m    | 0.004 | 0.065 | 0.022 | 1.585 |
| Z/m    | 0.005 | 0.015 | 0.017 | 0.192 |
| Roll/rad | 0.006 | 0.007 | 0.009 | 0.038 |
| Pitch/rad | 0.004 | 0.004 | 0.007 | 0.010 |
| Yaw/rad | 0.012 | 0.017 | 0.014 | 0.017 |

(a) (b)
Fig. 6: Pedestrian detection (a) and position estimation data (b).

Since the AM can only use the onboard RGBD camera to perceive the environment and localize itself, a few patterns are posted in the environment to provide landmarks. The vSLAM algorithm we applied is ORB-SLAM2 for its robust localization performance, and localization accuracy is compared whether YOLOv3 is used to identify and remove dynamic obstacles. As shown in Fig.5, the red line indicates the ground truth of the RGBD camera pose information, and the blue and green line represent the pose estimation curve with and without YOLOv3 to remove dynamic obstacles, respectively. It is seen that there existed large fluctuations in the pose estimation if dynamic obstacles were not removed; this is because the pose estimation drifts due to the moving obstacles. But after removing the affection of dynamic obstacles, the localization accuracy performed much better. Table. I shows the comparison of localization error data. From the table, the proposed algorithm greatly improves maximum errors which are important for path following and grasping.

In the approaching stage, accurately estimating the pose of dynamic obstacles is also necessary for obstacle avoidance. As shown in Fig. 6a, the moving pedestrian extracted from the point cloud is bounded in yellow box. Fig. 6b shows the pedestrian pose estimation results, where the blue curve indicates the estimated position of the bounding box center and the red curve denotes the ground truth.

C. Evaluation of Planning Module

To evaluate the planning module, an ESDF map of the environment without dynamic obstacles was first built with the perception module, as illustrated in Fig. 7a-Fig. 7c. By setting the start location as well as the crude location of the target, a feasible path as shown with the green curve in Fig. 7d was first generated, based on which a kinodynamic feasible and smoothed path was generated by utilizing the proposed planning module. The final path is shown with the teal curve in Fig. 7d. The average computational time is 324ms for RRT* path generation and 10.78s for optimized path generation, when each voxel size is set to 0.05m and the whole distance between the start point and the end point is 13.86m.

D. Evaluation of Control Module

Fig. 8 illustrates the path following process. The blue curve denotes the global path while the red curve represents the actual path of aerial platform. Yellow cubes denote the static obstacles, and the outer transparent red and uncovered cube represents the wall. Two straight lines in the middle of the scene, depicted in green, represent the movement trajectory of the two pedestrians. The distance that triggers the generation of a repulsive force by an obstacle is set by 0.8m in our simulation environment. And the Euclidean distance between the AM base and pedestrians along the actual trajectory is visualized with different colors illustrated in the color-bar aside. By applying our local planner, the AM is pushed away by a virtual repulsive force derived from the encountered obstacle.

To further evaluate the visual servoing control algorithm, aerial grasping simulation was performed. Because the camera for visual servoing is installed at the end of the manipulator, the output of the controller is easily transformed into the velocity of the end-effector by utilizing a constant transformation from the camera frame to the end-effector. Fig. 9a illustrates the trajectories of the four corner feature points on image plane in pixel from the beginning of visual servoing to the final grasp of the target object. In Fig. 9a, the triangles indicate the desired positions of feature points; the
red cross and blue + indicate the positions of each feature point when the visual servoing starts and ends, respectively; the blue * indicates the position when the target is finally captured. The curve in Fig. 9b shows the change of the normalized coordinates of the four feature points during the visual servoing process. The target pose with respect to the camera is shown in Fig. 9c and 9d. It is seen that the camera converged to the desired position in front of the target by 0.12 m, and the visual servoing stage terminated and triggered the grasping process. Finally, the target object was successfully grasped. As tested on our simulated system, the success rate of grasping is 70% (21/30). The reason for grasping failure is that the planning of the manipulator is achieved in joint space instead of the task space. The contact detection is not considered, and we will tackle this issue in our future work.

V. CONCLUSION

In this paper, a new modular simulation platform is designed to evaluate aerial manipulation related algorithms. This system helps to prevent destructive results caused by directly deploying the algorithms to real systems. In addition, to realize a fully autonomous aerial grasping, a series of algorithm modules constituting a complete workflow are designed and integrated in the simulation platform, including perception, planning and control modules. This framework empowers the AM to autonomously grasp remote targets without colliding with surrounding obstacles relying only on on-board sensors. Benefiting from its modular design, this software architecture can be easily extended with additional algorithms. Several evaluations are performed to illustrate the effectiveness of the proposed platform and algorithms. Our future work will include real-world experiments by integrating the simulation platform and our experimental aerial manipulator in GPS-denied indoor and outdoor dynamic environments, and the whole simulation system will be open source.
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