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Abstract

Fuzzy rough set (FRS) has a great effect on data mining processes and the fuzzy logical operators play a key role in the development of FRS theory. In order to further generalize the FRS theory to more complicated data environments, we firstly propose four types of fuzzy neighborhood operators based on fuzzy covering by overlap functions and their implicators in this paper. Meanwhile, the derived fuzzy coverings from an original fuzzy covering are defined and the equalities among overlap function-based fuzzy neighborhood operators based on a finite fuzzy covering are also investigated. Secondly, we prove that new operators can be divided into seventeen groups according to equivalence relations, and the partial order relations among these seventeen classes of operators are discussed, as well. Go further, the comparisons with t-norm-based fuzzy neighborhood operators given by D’eer et al. are also made and two types of neighborhood-related fuzzy covering-based rough set models, which are defined via different fuzzy neighborhood operators that are on the basis of diverse kinds of fuzzy logical operators proposed. Furthermore, the groupings and partially order relations are also discussed. Finally, a novel fuzzy TOPSIS methodology is put forward to solve a biosynthetic nanomaterials select issue, and the rationality and enforceability of our new approach is verified by comparing its results with nine different methods.
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1. Introduction

In order to deal with incomplete and indistinguishable information in the real world, Pawlak [28] established a useful mathematical tool that is rough set theory (RST) in 1982. In the original theory, given an arbitrary subset of a universe \( U \), which can be approximately characterized via two definable sets that are called lower and upper approximations [10].

In Pawlak’s model [28], an equivalence class \( E \) is used to define to express the indiscernible relations among pairs of elements in the universe \( U \). However, when this theory applies to practical problems, the equivalence relation seems to be so restricted and limited. During recent decades, to solve more complicated problems, scholars have generalized the original model via replacing the equivalence class \( E \) with other more sophisticated but more general concepts [31]. By means of extending the partition to a covering, the notion of covering-based rough set (CRS) was firstly proposed which is investigated by Zakowski in [46]. Furthermore, scholars have also explored other forms of CRS models [43]. In particular, through further researched, via the concepts of neighborhood and granularity, two couples of dual approximation operators given by Pomykala [30, 31], Yao [42] put forward a novel concept named neighborhood-related CRS model.

Although RST, such as CRS, is an efficient and effective tool for dealing with discrete data, it is weak in processing real-valued data sets on the applications because of the values of the attributes, which can be described as symbolic and real-valued [20]. As an effective method to do with the vague issues and indiscernibility in the real world, fuzzy
set theory (FST) has been proposed by Zadeh [45] in 1965, and this theory is a useful tool for overcoming the above problems. These two theories are related but different and complementary [41], and nowadays, RST and FST are the two major methods that are used to deal with uncertainty and incomplete data in information systems. During the past two decades, scholars have taken great interest in the connection between rough sets and fuzzy sets, and they have made attempts to research in different and relevant mathematical fields. Dubois and Prade firstly introduced the notion of fuzzy rough sets [15] in 1990. They argued to combine these two models of uncertainty (that is vagueness and coarseness) instead of competing with each other on the same issues. As a generalization of Pawlak’s rough set, the CRS was also introduced into fuzzy environment. However, the early works have not defined clearly what a fuzzy covering-based fuzzy rough set (FCRS) is, such as De Cock et al. [8] and Deng [11], the fuzzy coverings are studied as special cases or special fuzzy binary relations. Through the efforts of scholars, the original definition of fuzzy covering was summarized and proposed (see [17, 24]):

Let $U$ be an arbitrary universal set, and $\mathcal{F}(U)$ be the fuzzy power set of $U$. We call \( \hat{C} = \{C_1, C_2, ..., C_m\} \), with \( C_i \in \mathcal{F}(U) \) \( (i = 1, 2, ..., m) \), a fuzzy covering of $U$, if \( (\bigcup_{i=1}^{m} C_i)(x) = 1 \) for each \( x \in U \).

In line with this definition, Ma [26] put forward a new generalization named fuzzy $\beta$-covering via substituting a parameter $\beta \ (0 < \beta \leq 1)$ for 1. Besides, Yang and Hu [40] also proposed some new models based on fuzzy $\beta$-coverings and discussed their properties. Especially, the neighborhood operators in [43] were introduced into fuzzy environment by D’eer et al. [9] via $t$-norms and their implicators.

On the other hand, the applications of fuzzy rough set theory are very extensive which is always used to handle decision-making issues [21], attribute reductions [35], data mining, etc. For decision-making theory [29], multi-attribute decision-making (MADM) issues are important branches which are usually handled by the aggregation operator method [39], the TOPSIS method [19], the TODIM method [25], and so on. Introducing conventional TOPSIS method into fuzzy environment [6] greatly expands the range of data that can be processed. Zhang et al. [48] even constructed the TOPSIS method based on the FCRS models with the help of the fuzzy neighborhood operators proposed by D’eer et al. [9].

Nevertheless, with the development of society, the information to be disposed of has become even more sophisticated. For some data that cannot be randomly aggregated, the normal methods do not get the desired result.

In order to deal with several actual applications issues, such as image processing, decision making classifications, and so on. Bustince et al. [3] summarized and put forward the axiomatic definition for a kind of special binary aggregation function which is named overlap function. Comparing overlap function with $t$-norm, as two different types of aggregation functions, they are similar but different. Overlap function is not strongly required associativity property because of its birth background, which is mainly applied in classification issues, image processing, and some special decision making problems, the above features make overlap function more complicated but more flexible than $t$-norm. When an overlap function $\odot$ satisfies the exchange principle and the boundary condition satisfies $\odot(x, 1) = x$ for all $x \in [0, 1]$, it can be seen as a $t$-norm, certainly, which cannot be seen as the general condition. The Venn diagram (Figure 1) intuitively depicts the connection between overlap functions and $t$-norms.

![Figure 1: Relationship between t-norms and overlap functions](Image)

Owing to the peculiarity and the practicability of overlap functions, scholars have researched both actual applications and theory of the overlap function. In terms of theoretical extension, Bedregal et al. [1] put forward some conclusions on overlap functions and grouping function such as migrativity, homogeneity, idempotency and the existence of generators. In particular, Zhou and Yan [50] also studied migrativity of overlap functions but over uninorms. Dimuro et al. [12] have introduced the notion of Archimedean overlap function. In [37], Wang and Liu studied the
modularity condition of overlap and grouping functions and discussed the modularity equation among different kinds of aggregation functions. In addition, the derived concepts, such as implication operators [13] and additive generators [14] related to overlap functions and their dual functions have been investigated in recent years. Furthermore, the expanding concepts have also been researched which are induced from the original notion and the investigations include the interval overlap functions [5], the binary relation derived from overlap functions [32], distributive equations [49], and other different kinds of overlap functions [7]. The practical applications of overlap functions are the other research hot topics. For instance, these concepts play key roles in image processing [22], information classification [16], decision making analysis [4], and fuzzy community [18] and so on.

On the basis of the comparison between overlap function and t-norm, we conclude that the overlap functions without associative law are more complex but also more flexible. However, although FCRS theory has led to many effective methods and models in decision making problems, most of them are on the basis of t-norms which may be useless for the information without the exchange principle, in addition, the overlap function-based models which can deal with the above data efficiently are far less than t-norm-based ones. Therefore, to investigate the related generalization is necessary. The more details of research motivations for this paper are illustrated as below:

(1) A continuation for the work of D’eer et al. [9]. The t-norm is one of the most common fuzzy logical operators in fuzzy environment, according to the comparison between overlap functions and t-norms, the overlap functions have many similar characteristics to t-norms and they can be transformed into each other under certain cases. Yet, for normal overlap functions, most of them do not satisfy the exchange principle, which leads their structure to the more sophisticated but more in line with the actual situation. For the practical application, such as image process, the overlap function-based operators are more suitable than t-norm-based ones. In addition to considering practical application aspects, we are interested in replacing the basic fuzzy logical operators of neighborhood operators, which may cause tremendous changes for the properties of fuzzy neighborhood operators and even the neighborhood-related FCRS models.

(2) A generation for the fuzzy TOPSIS method. Like the above we discussed, along with the development of society, the data to be handled become even more complex. For great majority of TOPSIS methods, which are unable to efficaciously deal with the MADM issues with the data that cannot be random aggregation. However, the overlap function based methods can process this type of information effectively while preserving its characteristics, but it is not common to have the models based on overlap functions. To offset the lack of this field, we construct a series of fuzzy rough set models which are based on overlap function and its implication to build up the new fuzzy TOPSIS method.

(3) In order to certificate the universality of the models based on overlap function. Besides the models based on the neighborhood operators defined by us, we also propose a different type of neighborhood-related FCRS models which are established by the operators given in [9] to compare and illustrate that for conventional MADM problems, the overlap function-based models can solve as well as the traditional models based on t-norm.

The following text is the outline of this paper. In Section 2 we recall some basic definitions and conclusions used in this paper. This section introduces the concepts of fuzzy coverings and fuzzy neighborhood system. And then, the definitions and properties of the overlap function and its implication are discussed as well. In Section 3 we give the definitions of four original overlap function-based fuzzy neighborhood operators and discuss some properties of them. The six derived fuzzy coverings are also introduced. In Section 4 combining four original fuzzy neighborhood operators with six derived fuzzy coverings, we study the equalities among all twenty-four overlap function-based fuzzy neighborhood operators and group them into seventeen groupings. On the basis of the groupings, the partial order relations among new fuzzy neighborhood operators are discussed and the differences between t-norm-based fuzzy neighborhood operators and overlap function-based ones are studied by comparing these two kinds of operators. In Section 5 two types of neighborhood-related FCRS models are defined and we classify them by the newly proposed partially order relations. Furthermore, the properties of approximation operators are also investigated. In light of the models put forward in the previous section, a new TOPSIS method is proposed for the MADM problem without known weights in Section 6. The detailed decision process and related algorithms are given in this part, as well. Finally, we give the conclusions and state future work in Section 7.
2. Preliminaries

In this section, we recall some preliminary concepts and results which are necessary for the research in this paper.

2.1. Fuzzy covering and fuzzy neighborhood operator

Throughout this paper, let $\mathbb{U}$ be a non-empty set called universe, and $\mathcal{F}(\mathbb{U})$ be a collection of fuzzy subsets on universe $\mathbb{U}$.

**Definition 2.1.** Let $\mathbb{U}$ be a universe and $I$ be an (infinite) index set. For a family of fuzzy sets

$$\mathcal{C} = \{K_i \in \mathcal{F}(\mathbb{U}) : K_i \neq \emptyset, i \in I\},$$

if there exists a $K \in \mathcal{C}$ such that $K(x) = 1$ for all $x \in \mathbb{U}$, then $\mathcal{C}$ is called a fuzzy covering on $\mathbb{U}$.

The above definition shows that for an infinite coverings, $\forall x \in \mathbb{U}$, there exists $K \in \mathcal{C}$ such that $x \in K$.

**Definition 2.2.** Let $\mathbb{U}$ be a universe. Then a mapping $N : \mathbb{U} \to \mathcal{F}(\mathbb{U})$ is called a fuzzy neighborhood operator.

For each $x \in \mathbb{U}$, $N(x) \in \mathcal{F}(\mathbb{U})$ is associated with a fuzzy neighborhood operator.

In equivalent conditions, every fuzzy neighborhood operator $N$ on $\mathbb{U}$ is in one-to-one correspondence with a fuzzy binary relation $R$ on $\mathbb{U}$, i.e., $N(x)(y) = R(x, y)$ for all $x, y \in \mathbb{U}$. Hence, we can consider some properties of fuzzy neighborhood operator which are associated with the similar properties of the corresponding fuzzy binary relation.

**Definition 2.3.** Let $\mathbb{U}$ be a universe and $N$ be a fuzzy neighborhood operator on $\mathbb{U}$.

1. $N$ is reflexive $\iff N(x)(x) = 1$ for all $x \in \mathbb{U}$;
2. $N$ is symmetric $\iff N(x)(y) = N(y)(x)$ for all $x, y \in \mathbb{U}$.

**Definition 2.4.** Let $\mathcal{C}$ be a fuzzy covering on $\mathbb{U}$. For all $x \in \mathbb{U}$,

$$\mathcal{C}(\mathcal{C}, x) = \{K \in \mathcal{C} : K(x) > 0\}$$

is called the **fuzzy neighborhood system** of $x$;

$$md(\mathcal{C}, x) = \{K \in \mathcal{C}(\mathcal{C}, x) : (\forall S \in \mathcal{C}(\mathcal{C}, x))(S(x) = K(x), S \subseteq K \Rightarrow S = K)\}$$

is called the **fuzzy minimal description** of $x$;

$$MD(\mathcal{C}, x) = \{K \in \mathcal{C}(\mathcal{C}, x) : (\forall S \in \mathcal{C}(\mathcal{C}, x))(S(x) = K(x), S \supseteq K \Rightarrow S = K)\}$$

is called the **fuzzy maximal description** of $x$.

Based on the definition of fuzzy covering, it is easy to find that $\mathcal{C}(\mathcal{C}, x) \neq \emptyset$. Meanwhile, we can see that $\mathcal{C}(\mathcal{C}, x)$, $md(\mathcal{C}, x)$ and $MD(\mathcal{C}, x)$ are all collections of fuzzy sets. Especially, $md(\mathcal{C}, x) \subseteq \mathcal{C}(\mathcal{C}, x)$ and $MD(\mathcal{C}, x) \subseteq \mathcal{C}(\mathcal{C}, x)$ are hold for any $x \in \mathbb{U}$.

**Lemma 2.1.** Let $\mathcal{C}$ be a fuzzy covering on $\mathbb{U}$, which such that any descending (resp. ascending) chain is closed under infimum (resp. supremum), i.e., for any set $\{K_i \in \mathcal{C} : i \in I\}$ with $K_{i+1} \subseteq K_i$ (resp. $K_{i+1} \supseteq K_i$). Then

$$\inf_{i \in I} K_i = \bigcap_{i \in I} K_i \in \mathcal{C} \quad \text{resp.} \quad \sup_{i \in I} K_i = \bigcup_{i \in I} K_i \in \mathcal{C}.$$

Let $K$ be a fuzzy set which is in the fuzzy neighborhood system $\mathcal{C}(\mathcal{C}, x)$. Then there exist $K_1 \in md(\mathcal{C}, x)$ (resp. $K_2 \in MD(\mathcal{C}, x)$) such that $K_1(x) = K(x)$ and $K_1 \subseteq K$ (resp. $K_2(x) = K(x)$ and $K_2 \supseteq K$).

Note that, when the fuzzy covering $\mathcal{C}$ is finite, the Lemma 2.1 always holds.
2.2. Overlap function and $R_O$-implication

In this part, we recall some concepts of overlap function and $R_O$-implication that are necessary for this paper.

**Definition 2.5.** (\[3\]) If a bivariate function $O : [0, 1]^2 \rightarrow [0, 1]$ satisfies the following conditions:

- (O1) $O$ is commutative;
- (O2) $O(x, y) = 0 \iff xy = 0$ for any $x, y \in [0, 1]$;
- (O3) $O(x, y) = 1 \iff xy = 1$ for any $x, y \in [0, 1]$;
- (O4) $O$ is increasing;
- (O5) $O$ is continuous.

then $O$ is called an overlap function.

Based on above definition, it is easy to find an overlap function $O : [0, 1]^2 \rightarrow [0, 1]$ is associative if only if $O$ satisfies the exchange principle, i.e.,

\[ (O6) \forall x, y, u \in [0, 1] : O(x, O(y, u)) = O(y, O(x, u)). \]

**Definition 2.6.** (\[13\]) An overlap function $O : [0, 1]^2 \rightarrow [0, 1]$ satisfied the Property 1-section deflation if:

- (O7) $O(x, 1) \leq x$ for any $x \in [0, 1]$;

and the Property 1-section inflation if

- (O8) $O(x, 1) \geq x$ for any $x \in [0, 1]$.

**Remark 2.1.** An overlap function $O$ satisfies (O7) and (O8) if and only if $O$ has 1 as neutral element. However, there exist overlap functions satisfying (O7)(O8) that do not have 1 as neutral element. This is the case of the overlap function $O_{mp}(x, y) = \min(x^p, y^p)$, with $p > 0$ and $p \neq 1$. Whenever $p > 1$, $O_{mp}$ satisfies (O7)(but not (O8)). On the other hand, when $p < 1$, $O_{mp}$ satisfies (O8) and not (O7).

**Definition 2.7.** (\[13\]) A function $I : [0, 1]^2 \rightarrow [0, 1]$ is a fuzzy implicator if, for each $x, y, z \in [0, 1]$ it holds that:

- (I1) First place antitonicity: if $x \leq y$, then $I(y, z) \leq I(x, z)$;
- (I2) Second place isotonicity: if $y \leq z$, then $I(x, y) \leq I(x, z)$;
- (I3) Boundary condition: $I(0, 0) = 1$; $I(1, 1) = 1$; $I(1, 0) = 0$.

**Definition 2.8.** (\[13\]) Let $O : [0, 1]^2 \rightarrow [0, 1]$ be an overlap function. Then $I_O : [0, 1]^2 \rightarrow [0, 1]$ is a residual implication of $O$ (i.e., $R_O$-implicator), where

\[ \forall x, y \in [0, 1], I_O(x, y) = \max\{z \in [0, 1] : O(x, z) \leq y\}. \]

**Remark 2.2.** The function $I_O$ is a fuzzy implicator. $O$ and $I_O$ form an adjoint pair, that is, they satisfy the property

\[ \forall x, y, u \in [0, 1], O(x, u) \leq y \iff I_O(x, y) \geq u. \]

**Example 2.1.** (\[13\]) The following three overlap functions with different conditions do not satisfy (O6).

1. The overlap function $O_2^*(x, y)$ that satisfies (O7):

\[ O_2^*(x, y) = \begin{cases} \frac{1+2(x-1)^2(2y-1)^2}{2(x-1)^2}, & \text{if } x, y \in (0.5, 1]; \\ \min\{x, y\}, & \text{otherwise}. \end{cases} \]

And the $R_O$-implicator:

\[ I_{O_2^*}(x, y) = \begin{cases} \min\left(1, \frac{\sqrt{3y-1} - 1}{2y-1} + \frac{1}{x}\right), & \text{if } x \in (0.5, 1], y \in [0.5, 1]; \\ y, & \text{if } y \in [0, 0.5], x > y; \\ 1, & \text{if } x \in [0, 0.5], x \leq y. \end{cases} \]
(2) The overlap function \( O_{m\mathbb{1}}(x, y) \) that satisfies (O8):
\[
O_{m\mathbb{1}} = \min \left\{ \sqrt{x}, \sqrt{y} \right\}.
\]

And the \( R\)-implicator:
\[
I_{O_{m\mathbb{1}}} = \begin{cases} 
1, & \text{if } \sqrt{x} \leq y; \\
\sqrt{y}, & \text{if } \sqrt{x} > y.
\end{cases}
\]

(3) The overlap function \( O_{m\mathbb{M}}(x, y) \) that satisfies (O7) and (O8):
\[
O_{m\mathbb{M}}(x, y) = \begin{cases} 
\min \left\{ \frac{1}{2} \min \left( \frac{2x - 1}{2x - 1}, \frac{2y - 1}{2y - 1} \right) + \frac{1}{2}, \sqrt{x}, \sqrt{y} \right\}, & \text{if } x, y \in (0, 1]; \\
\min[x, y], & \text{otherwise}.
\end{cases}
\]

And the \( R\)-implicator:
\[
I_{O_{m\mathbb{M}}}(x, y) = \begin{cases} 
\min \left\{ 1, \min \left( \frac{2x - 1}{2x - 1}, \frac{2y - 1}{2y - 1} \right) + \frac{1}{2}, \sqrt{y} \right\}, & \text{if } x \in (0, 1], y \in [0, 0.5]; \\
y, & \text{if } y \in [0, 0.5], x > y; \\
1, & \text{if } x \in [0, 0.5], x \leq y.
\end{cases}
\]

3. Fuzzy neighborhood operators with overlap functions based on fuzzy coverings

In this section, we give the definitions of four fuzzy neighborhood operators based on fuzzy covering by using overlap functions and their implicators. Considering similarities and differences between \( t\)-norms and overlap functions, and we discuss some properties of these fuzzy neighborhood operators. And in the final part of this section, five new fuzzy coverings are derived from the original fuzzy covering \( \mathcal{C} \).

3.1. Fuzzy neighborhood operators based on overlap functions and some properties of them

Now, on the basis of the definitions of fuzzy neighborhood operators based on \( t\)-norm proposed by D’eer et al. \([9]\), we give the definitions of four neighborhood operators \( N_{1}^{\mathcal{C}}, N_{2}^{\mathcal{C}}, N_{3}^{\mathcal{C}}, N_{4}^{\mathcal{C}} \) with overlap function based on fuzzy covering \( \mathcal{C} \).

Considering the fuzzy neighborhood operator \( N_{1}^{\mathcal{C}} \) (see \([8]\)), for which the fuzzy neighborhood \( N_{1}^{\mathcal{C}}(x) \) is defined by
\[
N_{1}^{\mathcal{C}}(x) : \mathbb{U} \rightarrow [0, 1] : y \mapsto \inf_{K \in \mathcal{C}} \mathcal{J}(K(x), K(y)).
\]

Then we can consider a natural extension of this definition by replacing the implicator \( \mathcal{J} \) with \( IO \), which is based on an overlap function \( O \).

**Definition 3.1.** Let \( \mathcal{C} \) be a fuzzy covering on \( \mathbb{U} \) and \( IO \) an \( R\)-implicator. Then \( N_{1}^{\mathcal{C}} : \mathbb{U} \rightarrow \mathcal{J}(\mathbb{U}) : x \mapsto N_{1}^{\mathcal{C}} \) is an overlap function- based fuzzy neighborhood operator, for which the overlap function based fuzzy neighborhood \( N_{1}^{\mathcal{C}}(x) \) is defined by
\[
N_{1}^{\mathcal{C}}(x) : \mathbb{U} \rightarrow [0, 1] : y \mapsto \inf_{K \in \mathcal{C}} IO(K(x), K(y)).
\]

If the overlap function, which defines the overlap function-based fuzzy neighborhood operator \( N_{1}^{\mathcal{C}} \), satisfies (O6), the new operator \( N_{1}^{\mathcal{C}} \) can be seen a kind of \( N_{1}^{\mathcal{C}} \).

**Proposition 3.1.** Let \( \mathcal{C} \) be a finite fuzzy covering on \( \mathbb{U} \) and \( IO \) be an \( R\)-implicator. Then \( \forall x, y \in \mathbb{U} \), it holds that
\[
\inf_{K \in \mathcal{C}} IO(K(x), K(y)) = \inf_{K \in \mathcal{C}(x)} IO(K(x), K(y)) = \inf_{K \in \mathcal{C}(y)} IO(K(x), K(y)).
\]
Proof. First note that if \( K(x) = 0 \), because of the boundary condition of \( R_0 \)-implicator, we have \( I_0(K(x), K(y)) = 1 \), hence

\[
\inf_{K \in \mathcal{C}} I_0(K(x), K(y)) = \inf_{K \in \mathcal{C}(\mathcal{C}, x)} I_0(K(x), K(y)).
\]

Since \( md(\mathcal{C}, x) \subseteq \mathcal{C}(\mathcal{C}, x) \), we have that

\[
\inf_{K \in \mathcal{C}(\mathcal{C}, x)} I_0(K(x), K(y)) = \min \left( \inf_{K \in \mathcal{C}(\mathcal{C}, x)} I_0(K((x), K(y)), \inf_{K \in \mathcal{C}(\mathcal{C}, x \mid md(\mathcal{C}, x))} I_0(K(x), K(y)) \right).
\]

If \( K \in \mathcal{C}(\mathcal{C}, x) \setminus \text{md}(\mathcal{C}, x) \), then there exists a \( K' \in \text{md}(\mathcal{C}, x) \) such that \( K' \subseteq K \) and \( K'(x) = K(x) \). Therefore, \( \forall y \in U, I_0(K(x), K(y)) = I_0(K'(x), K(y)) \geq I_0(K(x), K'(y)) \).

Hence, we can conclude that

\[
\inf_{K \in \mathcal{C}} I_0(K(x), K(y)) \leq \inf_{K \in \mathcal{C}(\mathcal{C}, x \mid \text{md}(\mathcal{C}, x))} I_0(K(x), K(y))
\]

and thus,

\[
\inf_{K \in \mathcal{C}} I_0(K(x), K(y)) = \inf_{K \in \mathcal{C}(\mathcal{C}, x \mid \text{md}(\mathcal{C}, x))} I_0(K(x), K(y)).
\]

In order to apply Lemma [2.1] the fuzzy covering \( \mathcal{C} \) is assumed to be finite.

The definition of fuzzy neighborhood operator \( N_2^\mathcal{C} \) is given by [9], and the fuzzy neighborhood \( N_2^\mathcal{C}(x) \) is defined by

\[
N_2^\mathcal{C}(x) : U \rightarrow [0, 1] : y \mapsto \sup_{K \in \text{md}(\mathcal{C}, x)} \mathcal{I}(K(x), K(y)).
\]

Then we can consider a natural extension of this definition by replacing the t-norm \( \mathcal{I} \) with an overlap function \( O \).

**Definition 3.2.** Let \( \mathcal{C} \) be a fuzzy covering on \( U \) and \( O \) an overlap function. Then \( N_2^\mathcal{C} : U \rightarrow \mathcal{I}(U) : x \mapsto N_2^\mathcal{C}(x) \) is an overlap function based fuzzy neighborhood operator, for which the overlap function-based fuzzy neighborhood \( N_2^{O}(x) \) is defined by

\[
N_2^{O}(x) : U \rightarrow [0, 1] : y \mapsto \sup_{K \in \text{md}(\mathcal{C}, x)} O(K(x), K(y)).
\]

Note that if \( O \), which is used to construct the overlap function-based fuzzy neighborhood operator \( N_2^{O} \), satisfies the exchange principle (O6). The new operator can also be seen a sort of \( N_2^\mathcal{C} \).

Considering the fuzzy neighborhood operator \( N_3^\mathcal{C} \) (see [9]), which is defined by an implicator \( \mathcal{I} \), and the fuzzy neighborhood \( N_3^{MD}(x) \) is defined as follow:

\[
N_3^{MD}(x) : U \rightarrow [0, 1] : y \mapsto \inf_{K \in \text{MD}(\mathcal{C}, x)} \mathcal{I}(K(x), K(y)).
\]

A natural extension of this definition by replacing the implicator \( \mathcal{I} \) with \( I_0 \) based on an overlap function.

**Definition 3.3.** Let \( \mathcal{C} \) be a fuzzy covering on \( U \) and \( I_0 \) an \( R_0 \)-implicator. Then \( N_3^{MD} : U \rightarrow \mathcal{I}(U) : x \mapsto N_3^{MD}(x) \) is an overlap function- based fuzzy neighborhood operator, for which the overlap function based fuzzy neighborhood \( N_3^{O}(x) \) is defined by

\[
N_3^{O}(x) : U \rightarrow [0, 1] : y \mapsto \inf_{K \in \text{MD}(\mathcal{C}, x)} I_0(K(x), K(y)).
\]

Given an \( R_0 \)-implicator \( I_0 \), which is derived by an associative overlap function \( O \). It can be use to define an overlap function-based neighborhood operator \( N_3^{O} \), which is also a kind of \( N_3^\mathcal{C} \).

Finally, we consider how to extend the fuzzy neighborhood operator \( N_4^{O} \) (see [9]) to the overlap function based fuzzy neighborhood operator. The fuzzy neighborhood \( N_4^{O}(x) \) is defined by

\[
N_4^{O}(x) : U \rightarrow [0, 1] : y \mapsto \sup_{K \in \mathcal{C}} \mathcal{I}(K(x), K(y)).
\]

A natural extension of this definition by replacing the t-norm \( \mathcal{I} \) with the overlap function \( O \).
Definition 3.4. Let \( \mathcal{C} \) be a fuzzy covering on \( \mathbb{U} \) and \( O \) an overlap function. Then \( N_{\mathcal{C}}^{O} : \mathbb{U} \to \mathcal{K}(\mathbb{U}) : x \mapsto N_{\mathcal{C}}^{O}(x) \) is an overlap function based fuzzy neighborhood operator, for which the overlap function-based fuzzy neighborhood \( N_{\mathcal{C}}^{O}(x) \) is defined by

\[
N_{\mathcal{C}}^{O}(x) : \mathbb{U} \to [0, 1] : y \mapsto \sup_{K \in \mathcal{K}(\mathcal{C}, x)} O(K(x), K(y)).
\]

It is easy to see when the overlap function \( O \) satisfies (O6), and the overlap function-based fuzzy neighborhood operator \( N_{\mathcal{C}}^{O} \) is a kind of \( N_{\mathcal{C}}^{O} \).

Proposition 3.2. Let \( \mathcal{C} \) be a finite fuzzy covering on \( \mathbb{U} \) and \( O \) be an overlap function. Then \( \forall x, y \in \mathbb{U} \), it holds that

\[
\sup_{K \in \mathcal{K}(\mathcal{C}, x)} O(K(x), K(y)) = \sup_{K \in \mathcal{K}(\mathcal{C}, x)} O(K(x), K(y)) = \sup_{K \in \mathcal{K}(\mathcal{C}, x)} O(K(x), K(y)).
\]

Proof. Analogously as the proof of Proposition 3.1, we can prove that

\[
\sup_{K \in \mathcal{K}(\mathcal{C}, x)} O(K(x), K(y)) = \sup_{K \in \mathcal{K}(\mathcal{C}, x)} O(K(x), K(y))
\]

and

\[
\sup_{K \in \mathcal{K}(\mathcal{C}, x)} O(K(x), K(y)) = \sup_{K \in \mathcal{K}(\mathcal{C}, x)} O(K(x), K(y)) \geq \sup_{K \in \mathcal{K}(\mathcal{C}, x)} O(K(x), K(y)).
\]

Proposition 3.3. Let \( \mathcal{C} \) be a fuzzy covering, \( O \) an overlap function and \( I_{0} \) an \( R_{0} \)-implicator based on an overlap function which satisfies (O7), the following properties are hold.

1. \( N_{\mathcal{C}}^{O} \) and \( N_{\mathcal{C}}^{O} \) are reflexive;
2. \( N_{\mathcal{C}}^{O} \) is reflexive;
3. If \( \mathcal{C} \) is finite, \( N_{\mathcal{C}}^{O} \) is reflexive.

Proof. If \( x \leq y \), since (O7), we have \( O(x, 1) \leq x \leq y \), then \( I_{0}(x, y) = \max[z \in [0, 1]|O(x, z) \leq y] = 1 \). For all \( a \in [0, 1] \), \( I(a, a) = 1 \), then we can get

\[
N_{\mathcal{C}}^{O}(a)(a) = \inf_{K \in \mathcal{K}} I_{0}(K(a), K(a)) = 1,
\]

and also get \( N_{\mathcal{C}}^{O}(a)(a) = 1 \). \( N_{\mathcal{C}}^{O} \) and \( N_{\mathcal{C}}^{O} \) are reflexive. Moreover, let \( x \in U \). Then \( \exists K \in \mathcal{C} \) such that \( K(x) = 1 \). Hence,

\[
N_{\mathcal{C}}^{O}(x)(x) = O(K(x), K(x)) = 1.
\]

If \( \mathcal{C} \) is finite, because of Lemma 2.1, there exists \( K_{1} \in \mathcal{C} \) with \( K_{1}(x) = K(x) = 1 \) and \( K_{1} \subseteq K \). So that,

\[
N_{\mathcal{C}}^{O}(x)(x) \geq O(K_{1}(x), K_{1}(x)) = 1,
\]

hence, \( N_{\mathcal{C}}^{O} \) is reflexive.

Now, we give an example to interpret that the property (O7) is necessary for the dual overlap function of \( I_{0} \).

Example 3.1. Considering the overlap function \( O_{\mathcal{I}_{0}} \), and the function satisfies the property (O8), and the implicator \( I_{0} \) is used to define operators \( N_{\mathcal{C}}^{O} \) and \( N_{\mathcal{C}}^{O} \). Let \( \mathbb{U} \) be a set with \( \mathbb{U} = \{x, y\} \) and \( \mathcal{C} \) a fuzzy covering with \( \mathcal{C} = \{K_{1}, K_{2}\} \). And for covering \( C \) we have \( K_{1} = \frac{1}{4} + \frac{0.31}{2} \) and \( K_{2} = \frac{0.64}{2} + \frac{1}{2} \). Then we get that

\[
N_{\mathcal{C}}^{O}(x)(x) = N_{\mathcal{C}}^{O}(x)(x) = 0.4096 \neq 1.
\]

Hence, the operators \( N_{\mathcal{C}}^{O} \) and \( N_{\mathcal{C}}^{O} \) are not reflexive in this condition.
Secondly, we consider about transitivity property. If \( \mathcal{F} \) is a left-continuous t-norm and \( \mathcal{F} \) is its R-implicator, for each \( x, y, z \in U \) it holds that
\[
\mathcal{F}(N_1^\mathcal{F}(y)(x), N_1^\mathcal{F}(x)(z)) \leq N_1^\mathcal{F}(y)(z),
\]
\[
\mathcal{F}(N_3^\mathcal{F}(y)(x), N_3^\mathcal{F}(x)(z)) \leq N_3^\mathcal{F}(y)(z),
\]
i.e., \( N_1^\mathcal{F} \) and \( N_3^\mathcal{F} \) are \( \mathcal{F} \)-transitive fuzzy neighborhood operators (see [2]). Analogously, we can give the definition of \( O \)-transitive.

**Definition 3.5.** Let \( N \) be a fuzzy neighborhood operator, \( x, y, z \in U \), and \( O \) an overlap function. Then \( N \) is \( O \)-transitive if and only if the operator satisfies \( O(N(x)(y), N(y)(z)) \leq N(x)(z) \).

For the overlap function-based fuzzy neighborhood operators, if the overlap function is associative which can be seen as a t-norm, then we have the operators \( N_1^\mathcal{F} \) and \( N_3^\mathcal{F} \) which are defined by its \( R_O \)-implicator are \( O \)-transitive. If not, these two operators do not have this property.

Considering the overlap function \( O_{m+} \) and its \( R_O \)-implicator \( I_{O_{m+}} \), we can give the following example:

**Example 3.2.** Let \( U \) be a set with \( U = \{x, y, z\} \) and \( \mathcal{C} \) a fuzzy covering with \( \mathcal{C} = \{K_1, K_2\} \). And for covering \( \mathcal{C} \) we have \( K_1 = \frac{1}{2} + \frac{1}{y} + \frac{0.9}{z} \) and \( K_2 = \frac{0.9}{x} + \frac{0.9}{y} + \frac{1}{z} \). The \( R_O \)-implicator \( I_{O_{m+}} \) is used to define the operator \( N_1^\mathcal{C} \) and \( N_3^\mathcal{C} \), and then we have that
\[
N_1^\mathcal{C}(y)(x) = N_3^\mathcal{C}(y)(x) = 0.81,
\]
\[
N_1^\mathcal{C}(x)(z) = N_3^\mathcal{C}(x)(z) = 0.81,
\]
\[
N_1^\mathcal{C}(y)(z) = N_3^\mathcal{C}(y)(z) = 0.64.
\]
Therefore, we have that \( O(0.81, 0.81) = 0.9 > 0.64 \), hence the overlap function based fuzzy operators \( N_1^\mathcal{C} \) and \( N_3^\mathcal{C} \) are not \( O_{m+} \)-transitive.

Finally, we will discuss about symmetric property. In [3], D’eer et al. proved the fuzzy neighborhood operator \( N_4^\mathcal{C} \) is symmetric. Analogously, we can also prove overlap function-based fuzzy neighborhood operator \( N_4^\mathcal{C} \) satisfies symmetric property.

**Proposition 3.4.** Let \( \mathcal{C} \) be a fuzzy covering on \( U \) and \( O \) an overlap function. Then for all \( x, y \in U \) it holds that \( N_4^\mathcal{C}(x)(y) = N_4^\mathcal{C}(y)(x) \).

**Proof.** This follows immediately from the fact that an overlap function satisfies (O1), i.e. overlap function is commutative.

Note that, although the overlap function-based fuzzy neighborhood operator \( N_4^\mathcal{C} \) is also constructed with an overlap function, the operator does not satisfies symmetric property. Because the minimal description of “\( \forall x, y \in U \)” are not necessarily equal.

### 3.2. Fuzzy covering derived from a fuzzy covering

Given a fuzzy covering \( \mathcal{C} \), we can give the definitions of the derived coverings \( \mathcal{C}_1, \mathcal{C}_2, \mathcal{C}_3, \mathcal{C}_4, \mathcal{C}_7 \) and \( \mathcal{C}_6 \).

**Definition 3.6.** Let \( \mathcal{C} \) be a fuzzy covering on \( U \), \( O \) an overlap function and \( I_O \) an \( R_O \)-implicator. Then define the following collections of fuzzy set:

1. \( \mathcal{C}_1 = \bigcup \{ md(\mathcal{C}, x) : x \in U \} \),
2. \( \mathcal{C}_2 = \bigcup \{ MD(\mathcal{C}, x) : x \in U \} \),
3. \( \mathcal{C}_7 = \mathcal{C} \setminus \{ K \in \mathcal{C} : (\exists \mathcal{E} \subseteq \mathcal{E} \setminus \{ K\})(K = \bigcap \mathcal{E}) \} \),
4. \( \mathcal{C}_6 = \mathcal{C} \setminus \{ K \in \mathcal{C} : (\exists \mathcal{E} \subseteq \mathcal{E} \setminus \{ K\})(K = \bigcup \mathcal{E}) \} \).

In [3], the fuzzy covering \( \mathcal{C}_7 \) is a fuzzy subcovering of the fuzzy covering \( \mathcal{C} \), if \( \mathcal{C} \) is finite, the fuzzy covering \( \mathcal{C}_1, \mathcal{C}_2 \) and \( \mathcal{C}_6 \) are all subcoverings of it. Especially, when \( \mathcal{C} \) is a finite fuzzy covering, we have \( \mathcal{C}_0 = \mathcal{C}_1 \) and \( \mathcal{C}_2 \) is a fuzzy subcovering of \( \mathcal{C}_7 \).
Proposition 3.5. Let \( C \) be a fuzzy covering on \( \mathbb{U} \). Then \( C_1, C_2 \) and \( C_3 \) are all finite fuzzy subcoverings of \( C \).

Proposition 3.6. Let \( C \) be a fuzzy covering on \( \mathbb{U} \). Then \( C_1 \) is a fuzzy subcovering of \( C \).

Proposition 3.7. Let \( C \) be a finite fuzzy covering on \( \mathbb{U} \). Then \( C_2 \) is a fuzzy subcovering of \( C_1 \).

Proposition 3.8. Let \( C \) be a finite fuzzy covering on \( \mathbb{U} \). Then \( C_3 \) is a fuzzy subcovering of \( C_2 \).

Proposition 3.9. Let \( C \) be a finite fuzzy covering on \( \mathbb{U} \). Then for all \( x \in \mathbb{U} \) it holds that

1. \( \text{md}(C_1, x) = \text{md}(C, x) \),
2. \( \text{MD}(C_2, x) = \text{MD}(C, x) \),
3. \( \text{MD}(C_3, x) = \text{MD}(C, x) \).

Now, we consider about the other fuzzy coverings \( C_3 \) and \( C_4 \).

Definition 3.7. Let \( C \) be a fuzzy covering on \( \mathbb{U} \), \( N^C_1 \) an overlap function-based fuzzy neighborhood operator defined by \( O \) and \( N^C_4 \) an overlap function based fuzzy neighborhood operator defined by \( I_0 \). Then define the following collections of fuzzy set:

1. \( C_3 = \{ N^C_2(x) : x \in \mathbb{U} \} \),
2. \( C_4 = \{ N^C_3(x) : x \in \mathbb{U} \} \).

Proposition 3.10. Let \( C \) be a fuzzy covering on \( \mathbb{U} \), \( C_4 \) a fuzzy set defined by an overlap function \( O \) and \( C_3 \) a fuzzy set defined by the \( R_O \)-implicator of \( O \). If \( O \) satisfies (O7), the fuzzy sets \( C_3 \) and \( C_4 \) are two fuzzy coverings.

Proof. we can prove immediately from the fact that operators \( N^C_1 \) and \( N^C_4 \) are all reflexive.

In this part, five generalized fuzzy coverings \( C_1(\mathbb{C}_1 = \mathbb{C}_2), C_2, C_3, C_4 \) and \( C_5 \) are derived by the original fuzzy covering \( C \).

4. The groupings of overlap function-based fuzzy neighborhood operators based on a finite fuzzy covering and their lattice relationships

Combining four original operators with five derived coverings, twenty new operators can be obtained. Based on the previous sections, the relations among the total twenty-four operators are discussed in the two following parts. Furthermore, by the end of this section, the similarities and differences between new kinds of operators and others discussed in [9] will be analyzed.

4.1. Equalities among overlap function-based fuzzy neighborhood operators based on a finite fuzzy covering

In this subsection, the equalities among twenty four overlap function-based fuzzy neighborhood operators are discussed. When an overlap function satisfies the exchange principle, it can be seen as a \( t \)-norm and the conclusions of coverings and operators which are defined by \( t \)-norm have proven in [9]. Therefore, we need to prove whether the groupings stated in [9] are still maintained when the overlap function which is used to establish fuzzy coverings and fuzzy neighborhood operators does not satisfy the property (O6). And in the end of this part, we will divide the operators in seventeen different groups. Note that, in this part, we assume the original covering \( C \) is finite, therefore, the derived fuzzy covering \( C_4 \) is equal to the covering \( C_1 \). So that, we just need to discuss the relations among twenty one operators.

First, we consider the operators which are \( N^C_1, N^C_4, N^C_1 \) and \( N^C_1 \).

Proposition 4.1. Let \( C \) be a fuzzy covering on \( \mathbb{U} \) and \( I_0 \) an \( R_O \)-implicator. \( N^C_1, N^C_4 \) and \( N^C_1 \) are three fuzzy neighborhood operators defined by \( I_0 \). Then

1. \( N^C_1 = N^C_1 \),
2. \( N^C_1 = N^C_1 \).
Proof.

(1) This follows immediately from Proposition 3.1 and (1) of Proposition 3.9.

(2) Since \( \mathcal{C}_1 \subseteq \mathcal{C} \), we can get \( N_1^{\mathcal{C}}(x) \subseteq N_1^{\mathcal{C}_1}(x) \) for all \( x \in U \). Now we need to prove \( N_1^{\mathcal{C}_2}(x) \subseteq N_1^{\mathcal{C}_1}(x) \), take \( y \in U \), since \( \mathcal{C} \) is a finite fuzzy covering, let \( K \in \mathcal{C} \) such that \( N_1^{\mathcal{C}}(x)(y) = I_0(K(x), K(y)) \). If \( K \in \mathcal{C}_1 \), we can get \( N_1^{\mathcal{C}_2}(x)(y) \leq I_0(K(x), K(y)) = N_1^{\mathcal{C}_1}(x)(y) \). In other condition, if \( K \notin \mathcal{C}_1 \), a collection \( \mathcal{C}_1 \subseteq \mathcal{C} \), can be found such that \( K = \bigcap \mathcal{C}_1 \). Since \( \mathcal{C}_1 \) is finite, there exists \( K' \in \mathcal{C}_1 \) with \( K'(y) = K(y) \) and \( K \subseteq K' \). Hence, \( I_0(K(x), K(y)) \geq I_0((K'(x), K'(y)) \). Since \( \mathcal{C}_1 \subseteq \mathcal{C} \), we can get \( K' \in \mathcal{C}_1 \) and the infimum of \( N_1^{\mathcal{C}_1}(x)(y) \) is reached in \( K \). So that, \( N_1^{\mathcal{C}_2}(x) \leq I_0((K'(x), K'(y)) = I_0(K(x), K(y)) = N_1^{\mathcal{C}_1}(x)(y) \), then we get the conclusion that \( N_1^{\mathcal{C}_2}(x) \subseteq N_1^{\mathcal{C}_1}(x) \). In both cases, we conclude that \( N_1^{\mathcal{C}_2} = N_1^{\mathcal{C}_1} \).

Especially, when the overlap function which is used to define R₀-implicator \( I_0 \) satisfies (O6), we can also conclude that \( N_1^{\mathcal{C}} = N_1^{\mathcal{C}_1} \). If not, we get the opposite conclusion.

Example 4.1. Let \( U \) be a set with \( U = \{x, y\} \) and \( \mathcal{C} \) a fuzzy covering with \( \mathcal{C} = \{K_1, K_2\} \). And for covering \( \mathcal{C} \) we have \( K_1 = \frac{1}{1} + \frac{0.95}{1} \) and \( K_2 = \frac{0.755}{1} + \frac{1}{1} \), considering the overlap function \( O_1^\mathcal{C} \) and the R₀-implicator \( I_0^\mathcal{C} \), we can get the fuzzy covering \( \mathcal{C}_3 = [N_1^{\mathcal{C}_1}(x), N_1^{\mathcal{C}_1}(y)] \) with \( N_1^{\mathcal{C}_1}(x) = \frac{1}{1} + \frac{0.95}{1} \) and \( N_1^{\mathcal{C}_1}(y) = \frac{0.85}{1} + \frac{1}{1} \). We have that \( N_1^{\mathcal{C}_1}(x)(y) \geq 0.974 \), i.e., \( N_1^{\mathcal{C}_1} 
eq N_1^{\mathcal{C}} \).

Next, we will discuss the relation between the operators \( N_2^{\mathcal{C}} \) and \( N_2^{\mathcal{C}_1} \).

Proposition 4.2. Let \( \mathcal{C} \) be a fuzzy covering and \( O \) an overlap function. \( N_2^{\mathcal{C}} \) and \( N_2^{\mathcal{C}_1} \) are two fuzzy neighborhood operators constructed by \( O \). Then we have \( N_2^{\mathcal{C}} = N_2^{\mathcal{C}_1} \).

Proof. This follows immediately from (1) of Proposition 3.9.

Thirdly, we consider whether the operators \( N_3^{\mathcal{C}}, N_3^{\mathcal{C}_1} \) and \( N_3^{\mathcal{C}_2} \) can be divided into the same grouping.

Proposition 4.3. Let \( \mathcal{C} \) be a fuzzy covering on \( U \) and \( I_0 \) an R₀-implicator. \( N_3^{\mathcal{C}}, N_3^{\mathcal{C}_1} \) and \( N_3^{\mathcal{C}_2} \) are three fuzzy operators defined by \( I_0 \). Then

(1) \( N_3^{\mathcal{C}} = N_3^{\mathcal{C}_1} \),

(2) \( N_3^{\mathcal{C}_2} = N_3^{\mathcal{C}} \).

Proof. This follows immediately from (2) and (3) of Proposition 3.9.

Finally, we consider about three operators \( N_4^{\mathcal{C}}, N_4^{\mathcal{C}_1} \) and \( N_4^{\mathcal{C}_2} \), and they are also equal to each other.

Proposition 4.4. Let \( \mathcal{C} \) be a fuzzy covering on \( U \) and \( O \) an overlap function. \( N_4^{\mathcal{C}}, N_4^{\mathcal{C}_1} \) and \( N_4^{\mathcal{C}_2} \) are three fuzzy neighborhood operators based on \( O \), then

(1) \( N_4^{\mathcal{C}} = N_4^{\mathcal{C}_1} \),

(2) \( N_4^{\mathcal{C}_2} = N_4^{\mathcal{C}} \).

Proof. This follows immediately from Proposition 3.2 and (2) and (3) of Proposition 3.9.

Now, we have seventeen different groups of overlap function based neighborhood operators which are listed in Table 11.
Table 1: Overlap function-based fuzzy neighborhood operators based on fuzzy coverings.

| Group | Operators | Group | Operators |
|-------|-----------|-------|-----------|
| A1.   | $N^e_1, N^e_2, N^e_1$ | G.    | $N^e_4$   |
| A2.   | $N^e_2$   | H1.   | $N^e_4, N^e_2, N^e_1$ |
| A3.   | $N^e_1$   | H2.   | $N^e_2$   |
| B.    | $N^e_1$   | I.    | $N^e_2$   |
| C.    | $N^e_1$   | J.    | $N^e_3$   |
| D.    | $N^e_4$   | K.    | $N^e_4$   |
| E.    | $N^e_1, N^e_2$ | L.    | $N^e_3$   |
| F1.   | $N^e_1, N^e_3, N^e_1$ | M.    | $N^e_4$   |
| F2.   | $N^e_4$   |       |           |

4.2. A lattice of overlap function-based fuzzy neighborhood operators based on a finite fuzzy covering

The partial order relations among the different groups of overlap function-based fuzzy neighborhood operators of Table 1 which are discussed in this subsection. Now we give some assumptions in this part to guarantee all equalities of Table 1. We assume $\mathcal{C}$ to be a finite fuzzy covering, $O$ an overlap function, it satisfies (O7), which is used to construct the fuzzy covering $\mathcal{C}_4$ and the operators $N^e_2$ and $N^e_3$ and $I_O$ its $R_O$-implicator that is used to define covering $\mathcal{C}_3$, and the operators $N^e_1$ and $N^e_2$ which are also constructed with $I_O$.

We give a definition of partial order relation $\leq$ between overlap function-based fuzzy neighborhood operators: $N \leq N'$ if only if $\forall x, y \in \mathbb{U} : N(x)(y) \leq N'(x)(y)$, if two operators $N$ and $N'$ are incomparable, we have that either $N \leq N'$ or $N \geq N'$ does not hold.

Firstly, we consider four fuzzy operators $N^e_1, N^e_2, N^e_3$ and $N^e_4$. If overlap function $O$, which defines $I_O$ and operators, satisfies (O6), can be consider as a left-continuous t-norm. Hence, we have $N^e_1 \leq N^e_2$, $N^e_1 \leq N^e_3$, $N^e_2 \leq N^e_3$ and $N^e_3 \leq N^e_4$. If overlap function does not satisfies (O6), we get a different conclusion.

Proposition 4.5. Let $\mathcal{C}$ be a fuzzy covering on $\mathbb{U}$, $O$ an overlap function and $I_O$ an $R_O$-implicator. $N^e_2$ and $N^e_4$ are two fuzzy operators defined by $I_O$. $N^e_1$ and $N^e_3$ are two fuzzy operators defined by $O$. Then

1. $N^e_1 \leq N^e_2$.
2. $N^e_3 \leq N^e_4$.

Proof. (1) This follows immediately from the fact that $MD(\mathcal{C}, x) \subseteq \mathcal{C}$.

(2) This follows immediately from the fact that $md(\mathcal{C}, x) \subseteq \mathcal{C}$.

The following example show that operators $N^e_1$ and $N^e_2$ are incomparable and $N^e_3 \leq N^e_4$ also does not hold.

Example 4.2. Let $\mathbb{U}$ be a set with $\mathbb{U} = \{x, y\}$ and $\mathcal{C}$ a fuzzy covering with $\mathcal{C} = \{K_1, K_2\}$. For $\mathcal{C}$ we have $K_1 = \frac{1 + 0.82}{2}$ and $K_2 = \frac{0.82}{2} + \frac{1}{2}$. Then, we get $MD(\mathcal{C}, x) = md(\mathcal{C}, x) = \mathcal{C} = \{K_1, K_2\}$. Now considering overlap function $O^e_2$ and its $R_O$-implicator $I_{O^e_2}$, we get

$N^e_1(x)(y) = N^e_2(x)(y) = 0.9,$

$N^e_3(x)(y) = N^e_4(x)(y) = 0.7048.$

So that, in this condition, we have $N^e_1(x)(y) \geq N^e_2(x)(y)$ and $N^e_3(x)(y) \geq N^e_4(x)(y)$. 


Considering other derived coverings, we can get the same conclusions which are like Proposition 4.5.

**Corollary 4.1.** Let $\mathcal{C}$ be a fuzzy covering on $U$, $O$ an overlap function and $I_O$ an $R_O$-implicator. Then

1. For $\mathcal{C}$ we obtain that $A_1 \leq F_1$ and $E \leq H_1$.
2. For $\mathcal{C}_1$ we obtain that $A_1 \leq B$ and $E \leq L$.
3. For $\mathcal{C}_2$ we obtain that $F_2 \leq F_1$ and $H_2 \leq H_1$.
4. For $\mathcal{C}_3$ we obtain that $A_3 \leq C$ and $A_2 \leq D$.
5. For $\mathcal{C}_4$ we obtain that $I \leq K$ and $G \leq J$.
6. For $\mathcal{C}_7$ we obtain that $M \leq H_1$ and $A_1 \leq F_1$.

In [9], they conclude $A_1 \leq A_2 \leq D$ and $A_1 \leq C \leq D$ by their groupings. However, in this paper, because of the new group $A_3$, we do not compare the group $A_1$ with other groups by means of operators $N_j^{\mathcal{C}}$.

We can give an example to illustrate $A_1$ is incomparable with $A_2$ and $D$.

**Example 4.3.** Let $U$ be a set with $U = \{x, y\}$ and $\mathcal{C}$ a fuzzy covering with $\mathcal{C} = \{K_1, K_2\}$. For covering $\mathcal{C}$ we have $K_1 = \frac{1}{x} + \frac{0.905}{y}$ and $K_2 = \frac{0.82}{x} + \frac{1}{y}$. Then we have $\mathcal{C}_3 = \{N_1^{\mathcal{C}}(x), N_2^{\mathcal{C}}(y)\}$ with $N_1^{\mathcal{C}}(x) = \frac{1}{x} + \frac{0.95}{y}$ and $N_2^{\mathcal{C}}(y) = \frac{0.9}{y} + \frac{1}{y}$.

Considering overlap function $O^{\mathcal{C}}_2$ and its $R_O$-implicator $I^{\mathcal{C}}_O$ we get

\[
N_1^{\mathcal{C}}(x)(y) = 0.95, \\
N_2^{\mathcal{C}}(x)(y) = N_4^{\mathcal{C}}(x)(y) = 0.905.
\]

Hence, in this case, the group $A_1$ is incomparable with $A_2$ and $D$.

Now, we consider the relation between groups $A_1$ and $A_3$. By means of the Example 4.1 we can get $N_1^{\mathcal{C}_5} \geq N_1^{\mathcal{C}}$ in that case, actually, they are incomparable.

**Proposition 4.6.** Let $\mathcal{C}$ be a fuzzy covering on $U$, $O$ an overlap function and $I_O$ an $R_O$-implicator. $N_1^{\mathcal{C}}$ and $N_1^{\mathcal{C}_5}$ are two fuzzy operators defined by $I_O$. Then we have $N_1^{\mathcal{C}}$ and $N_1^{\mathcal{C}_5}$ are incomparable.

**Proof.** In Example 4.1 we have the inequality $N_1^{\mathcal{C}_5} \geq N_1^{\mathcal{C}}$, now we assume $N_1^{\mathcal{C}}$ and $N_1^{\mathcal{C}_5}$ satisfy $N_1^{\mathcal{C}_5} \geq N_1^{\mathcal{C}}$ for any finite fuzzy coverings and overlap functions which satisfy (O7). So that, we can get that

\[
N_1^{\mathcal{C}_5}(x)(y) = \inf_{K \in \mathcal{C}_5} I_O(K(x), K(y)) = \inf_{z \in U}(N_1^{\mathcal{C}_5}(z)(x), N_1^{\mathcal{C}_5}(z)(y)) \geq N_1^{\mathcal{C}}(x)(y).
\]

Hence, for any $x, y, z \in U$, we have

\[
I_O(N_1^{\mathcal{C}_5}(z)(x), N_1^{\mathcal{C}_5}(z)(y)) \geq N_1^{\mathcal{C}_5}(x)(y) \Rightarrow O(N_1^{\mathcal{C}_5}(z)(x), N_1^{\mathcal{C}_5}(x)(y)) \leq N_1^{\mathcal{C}}(z)(y).
\]

Therefore, the overlap function based fuzzy neighborhood operator $N_1^{\mathcal{C}_5}$ is $O$-transitive.

However, by means of Example 3.2 when overlap function is not associative, the operator $N_1^{\mathcal{C}_5}$ is not $O$-transitive. The above conclusion is contradiction. So that, the assumption is not established, and the operators $N_1^{\mathcal{C}}$ and $N_1^{\mathcal{C}_5}$ are incomparable, i.e., the groups $A_1$ and $A_3$ are incomparable.

**Remark 4.1.** Notice that, in [9], they get the conclusion $A_1 \leq C$ by their grouping. Considering the overlap function-based fuzzy neighborhood operator $N_1^{\mathcal{C}}$ in group $A_1$ and the operator $N_1^{\mathcal{C}_5}$ in group $C$, when the $O$ satisfies (O6), which defines the fuzzy coverings and operators, we can obtain the same conclusion $N_1^{\mathcal{C}} \leq N_1^{\mathcal{C}_5}$. However, when $O$ is not associative, we have no sure of relation between these two operators. Considering the conclusion between $N_1^{\mathcal{C}}$ and $N_1^{\mathcal{C}_5}$, we prove that they are incomparable by means of Proposition 4.6. However, it is still difficult to find an example to verify $N_1^{\mathcal{C}} \geq N_1^{\mathcal{C}_5}$ in some cases. Analogously, the relation between $N_1^{\mathcal{C}_5}$ and $N_1^{\mathcal{C}}$ is also difficult to be determined. We can find some instances to explain $N_1^{\mathcal{C}_5} = N_1^{\mathcal{C}}$ or $N_1^{\mathcal{C}} \leq N_1^{\mathcal{C}_5}$. But it is not easy to prove or give an example that whether the inequality $N_1^{\mathcal{C}} \leq N_1^{\mathcal{C}_5}$ is true in all cases or these two operators are incomparable. With this in mind, we cannot compare the group $A_1$ and the group $C$ by default in this paper.
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In our paper, the inequalities $A_1 \leq F_2$ and $L \leq H_1$ are also established.

**Proposition 4.7.** Let $\mathcal{C}$ be a fuzzy covering on $\mathbb{U}$, $O$ an overlap function and $I_D$ an $R_D$-implicator. $N_{1}^{\mathcal{C}}, N_{1}^{\mathcal{D}}, N_{4}^{\mathcal{C}}$, and $N_{4}^{\mathcal{D}}$ are four fuzzy neighborhood operators. Then $N_{1}^{\mathcal{C}} \leq N_{4}^{\mathcal{D}}$, and $N_{4}^{\mathcal{C}} \leq N_{4}^{\mathcal{D}}$.

**Proof.** This follows immediately from $\mathcal{C}_2 \subseteq \mathcal{C}$ and $\mathcal{C}_1 \subseteq \mathcal{C}$. \hfill \Box

Furthermore, since, when overlap function satisfies (O6), it can be seen as a t-norm, we can obtain $F_1 \leq G \leq H_1 \leq I$. But when this condition does not hold, we will get some different conclusions.

**Example 4.4.** Let $\mathbb{U}$ be a set with $\mathbb{U} = \{x, y\}$ and $\mathcal{C}$ a fuzzy covering with $\mathcal{C} = \{K_1, K_2\}$. For covering $\mathcal{C}$ we have $K_1 = \frac{1}{2} + \frac{0.095}{2}$ and $K_2 = \frac{0.905}{2} + \frac{1}{2}$. Then, we have

\[
MD(\mathcal{C}, x) = md(\mathcal{C}, x) = \mathcal{C} = \{K_1, K_2\}
\]

and

\[
\mathcal{C}_4 = MD(\mathcal{C}_4, x) = md(\mathcal{C}_4, x) = \{N_{1}^{\mathcal{C}}(x), N_{4}^{\mathcal{C}}(y)\}
\]

with $N_{4}^{\mathcal{C}}(x) = \frac{1}{2} + \frac{0.095}{2}$ and $N_{4}^{\mathcal{C}}(y) = \frac{0.905}{2} + \frac{1}{2}$. Considering overlap function $O_D^2$ and its $R_D$-implicator $I_D^2$, we have

\[
N_{3}^{\mathcal{C}}(x)(y) = 0.9, \\
N_{1}^{\mathcal{C}}(x)(y) = 0.82, \\
N_{4}^{\mathcal{C}}(x)(y) = 0.7048, \\
N_{2}^{\mathcal{C}}(x)(y) = 0.58388608.
\]

Hence, in this case, the groups $F_1, G, H_1$ and $I$ are incomparable.

In [9], the relation $D \leq L$ is established, so that when overlap function satisfies (O6), we can also get this conclusion. And now, we consider the other case.

**Example 4.5.** Let $\mathbb{U}$ be a set with $\mathbb{U} = \{x, y\}$ and $\mathcal{C}$ a fuzzy covering with $\mathcal{C} = \{K_1, K_2\}$. For $\mathcal{C}$ we have $K_1 = \frac{1}{2} + \frac{0.905}{2}$ and $K_2 = \frac{0.905}{2} + \frac{1}{2}$. Considering overlap function $O_D^2$ and its $R_D$-implicator $I_D^2$, and we have $\mathcal{C}_1 = \mathcal{C} = \{K_1, K_2\}$ and $\mathcal{C}_3 = \{N_{1}^{\mathcal{C}}(x), N_{4}^{\mathcal{C}}(y)\}$ with $N_{4}^{\mathcal{C}}(x) = \frac{1}{2} + \frac{0.095}{2}$ and $N_{4}^{\mathcal{C}}(y) = \frac{0.9}{2} + \frac{1}{2}$. Then, we have

\[
N_{4}^{\mathcal{C}}(x)(y) = 0.905 > N_{4}^{\mathcal{C}}(x)(y) = 0.82805.
\]

Hence, in this case, the groups $D$ and $L$ are incomparable.

To the end, we discuss that the relation, $M \leq H_2$, holds in all conditions.

**Proposition 4.8.** Let $\mathcal{C}$ be a fuzzy covering on $\mathbb{U}$ and $O$ an overlap function. $N_{1}^{\mathcal{C}}$ and $N_{2}^{\mathcal{C}}$ are two fuzzy neighborhood operators. Then $N_{1}^{\mathcal{C}} \leq N_{2}^{\mathcal{C}}$.

**Proof.** Let $x \in \mathbb{U}$. Then we first consider how to prove $md(\mathcal{C}_1, x) \cap \mathcal{C}_2 \subseteq md(\mathcal{C}_2, x)$. Let $K$ be a fuzzy set in $md(\mathcal{C}_7, x) \cap \mathcal{C}_2$, and we take $K' \in \mathcal{C}_2$ with $K'(x) = K(x)$ and $K' \subseteq K$. Since proposition 3.7, we also have $K' \in \mathcal{C}_7$. As this relation and $K \in md(\mathcal{C}_7, x)$, we get $K = K'$ and thus, $K \in md(\mathcal{C}_2, x)$.

Let $y \in \mathbb{U}$ and we assume that $N_{1}^{\mathcal{C}} = O(K_1(x), K_2(y))$ for $K_1 \in md(\mathcal{C}_7, x)$. If $K_1 \notin \mathcal{C}_2$, then for each $z \in \mathbb{U}$, we can find a $K_2 \in \mathcal{C}_2$ with $K_1(z) = K_2(z)$, and $K_1 \subseteq K_2$. Considering the definition of $\mathcal{C}_7$, above assumption means that $K_1 = \bigcap_{z \in \mathbb{U}} K_2$. Since $K_1 \in \mathcal{C}_7$, this is a contradiction. Hence, $K_1$ will be a set in $\mathcal{C}_2$, so that, we can obtain $K_1 \in md(\mathcal{C}_2, x)$, and thus, we get that $N_{1}^{\mathcal{C}}(x)(y) \leq N_{2}^{\mathcal{C}}(x)(y)$. \hfill \Box

In [9], the operator $N_{1}^{\mathcal{C}}$ is less than others. In our case, there are no other comparable operators, i.e., with respect to the partial order relation $\leq$, the overlap function based operator $N_{1}^{\mathcal{C}}$ is incomparable with other operators which are in the groups $B, D, E, F_1, F_2, G, H_1, H_2, I, J, K, L$ and $M$. We will give some examples to illustrate they are incomparable as follow.
Example 4.6. Let $\mathbb{U}$ be a set with $\mathbb{U} = \{x, y\}$ and $\mathcal{C}$ a fuzzy covering with $\mathcal{C} = \{K_1, K_2\}$. For covering $\mathcal{C}$ we have $K_1 = \frac{1}{2} + \frac{0.95}{3}$ and $K_2 = \frac{0.95}{3} + \frac{1}{2}$. Considering overlap function $O_1$ and its $R_0$-implicator $I_{O_1}$, and we have $\mathcal{C} = \mathcal{C}_1 = \mathcal{C}_2 = \mathcal{C}_3 = \mathcal{C}_4 = \{N(x), N(y)\}$ with $N_1(x) = \frac{1}{2} + \frac{0.95}{3}$ and $N_2(y) = \frac{0.95}{3} + \frac{1}{2}$ and $\mathcal{C}_4 = \{N_1(x), N_2(y)\}$ with $N_3(x) = \frac{1}{2} + \frac{0.92805}{3}$ and $N_4(y) = \frac{0.92805}{3} + \frac{1}{2}$. Then we have

$$
N_1^{\mathcal{C}_1}(x)(y) \geq 0.974, \quad (A3)
$$

$$
N_2^{\mathcal{C}_1}(x)(y) = N_3^{\mathcal{C}_1}(x)(y) = N_4^{\mathcal{C}_1}(x)(y) = 0.95, \quad (B, F1, F2)
$$

$$
N_1^{\mathcal{C}_2}(x)(y) = N_1^{\mathcal{C}_1}(x)(y) = N_2^{\mathcal{C}_1}(x)(y) = 0.905, \quad (D, G, J)
$$

$$
N_1^{\mathcal{C}_4}(x)(y) = N_2^{\mathcal{C}_4}(x)(y) = N_3^{\mathcal{C}_4}(x)(y) = N_4^{\mathcal{C}_4}(x)(y) = 0.82805, \quad (E, H1, H2, L, M)
$$

$$
N_3^{\mathcal{C}_1}(x)(y) = N_2^{\mathcal{C}_4}(x)(y) = 0.715233605, \quad (I, K)
$$

i.e., the group A3 is incomparable with them.

At end of this subsection, we illustrate the partial order relation $\leq$ among groups which are in Table I by Figure 2.

![Figure 2: Lattice of the overlap function based fuzzy neighborhood operators from Table I](image)

4.3. Comparison and analysis

Considering the partial order relation $\leq$ among fuzzy neighborhood operators, which can be defined as follows: $N \leq N'$ if and only if $\forall x, y \in \mathbb{U}: N(x)(y) \leq N'(x)(y)$. D’eer et al. have compared each fuzzy neighborhood operator with others in [9], and divided them into 16 different groups. Meanwhile they have drawn a Hasse diagram with respect to the lattice of groups as shown in Figure 3.

Firstly, we compare the groupings between Table I and Table 2. The Table I is one group more than the Table 2 which is A3. Besides, the operator $N_3^{\mathcal{C}_1}$ in A3 corresponds to $N_1^{\mathcal{C}_1}$ in Table 2 which is grouped into A1. And then, when we compare Figure 2 with Figure 3 we find that there are more incomparable relationships among the groups in Figure 3 than the groups in Figure 2.

The main reason causes these two differences is that general overlap functions do not satisfy the exchange principle. Many proofs, such as the relation between $N_1^{\mathcal{C}_1}$ and $N_3^{\mathcal{C}_1}$, will obtain different conclusions if the constructing functions satisfy the exchange principle. Moreover, because this principle does not establish, the operators $N_1^{\mathcal{C}_1}$ and $N_3^{\mathcal{C}_1}$ are not $O$-transitive, which is also a significant property of the partial order relation proofs. Hence the relationships such as $N_1^{\mathcal{C}_1}$ and $N_4^{\mathcal{C}_1}$, can be explained they are incomparable. Furthermore, the unique boundary condition of overlap functions is an important factor that causes the differences between the $t$-norm-based fuzzy neighborhood operators and overlap function-based ones as well. Although the condition (O6) does not satisfy, some relations among operators are also the same as the conclusions of their corresponding operators in [9] when $O(x, 1) = x$, such as the relation between the operators $N_1^{\mathcal{C}_1}$ and $N_3^{\mathcal{C}_1}$. However, when the constructing function satisfies $O(x, 1) < x$, these two operators are incomparable. In other words, the conclusions under the condition $O(x, 1) = 1$ are not general.
Figure 3: Lattice of the fuzzy neighborhood operators\[9\]

Table 2: t-norm based fuzzy neighborhood operators based on fuzzy coverings\[9\]

| Group | Operators | Group | Operators |
|-------|-----------|-------|-----------|
| A1.   | $N_{12}^{c_1}, N_{14}^{c_1}, N_{14}^{c_1}, N_{14}^{c_1}$ | G.    | $N_{12}^{c_1}$ |
| A2.   | $N_{22}^{c_1}$ | H1.   | $N_{24}^{c_1}, N_{24}^{c_1}, N_{24}^{c_1}$ |
| B.    | $N_{32}^{c_1}$ | H2.   | $N_{22}^{c_1}$ |
| C.    | $N_{33}^{c_1}$ | I.    | $N_{22}^{c_1}$ |
| D.    | $N_{44}^{c_1}$ | J.    | $N_{33}^{c_1}$ |
| E.    | $N_{22}^{c_1}, N_{22}^{c_1}$ | K.    | $N_{44}^{c_1}$ |
| F1.   | $N_{24}^{c_1}, N_{34}^{c_1}, N_{34}^{c_1}$ | L.    | $N_{44}^{c_1}$ |
| F2.   | $N_{14}^{c_1}$ | M.    | $N_{44}^{c_1}$ |
By means of the above analyses, we find that both the exchange principle and the boundary condition of overlap functions cause the differences from the conclusions of [9]. These two conditions bring about overlap function-based fuzzy neighborhood operators that are more complicated, but more actual in applications. For example, in the real world, the exchange principle probably is not satisfied during the image processing, and the operators which are based on overlap functions are more suitable in this case.

5. Some neighborhood-related fuzzy covering-based rough set models

In this section, we assume $C$ to be a finite fuzzy covering, $O$ an overlap function, it satisfies (O7), which is used to construct the fuzzy covering $C_4$ and the operators $N^{C}_2$ and $N^{C}_3$, and $I_O$ its $R_O$-implicator that is used to define covering $C_3$, and the operators $N^t_i$ and $N^t_j$, which are overlap function-based neighborhood-fuzzy covering-based rough set (ONRFRS) models and $t$-norm-based neighborhood-related fuzzy covering-based rough set (TNRFRS) models, respectively. By introducing the above concepts, two kinds of fuzzy covering-based rough set models with different bases will be defined. In addition, divided into two groups according to the construction basis of fuzzy neighborhood operators and $R$-implicators, we sorted out the relationship among different pairs of approximation operators.

Considering some properties of fuzzy covering-based rough set models, which are studied by Ma in [26], the approximation spaces of two diverse groups of neighborhood operators are established as follow. For convenience, the member of any four original overlap function-based neighborhood operators and their derived operators can be written uniformly as $N^{C}_i$, where $i = 1, 2, 3, 4$ and $j = 0, 1, 2, 3, 4, 5$, noteworthy, $N^{C}_i$ and $N^{C}_j$ are equivalently denoted as $N^{C}_{i,j}$ and $N^{C}_{j,i}$, respectively. Analogously, the member of $t$-norm-based neighborhood operators is also written uniformly as $N^t_C$, where $i = 1, 2, 3, 4$ and $j = 0, 1, 2, 3, 4, 5$. In summary, we define the following two groups of fuzzy rough set models.

**Definition 5.1.** Let $N^{C}_i$ be one of overlap function-based fuzzy neighborhood operators, $N^t_{i,j}$ one of $t$-norm based fuzzy neighborhood operators. For each $X \in \mathcal{F}(U)$, the overlap function based lower approximation and upper approximation of $X$, $(\mathcal{C}_{i,j}(X), \mathcal{C}_{j,i}(X))$, and the $t$-norm based lower approximation and upper approximation of $X$, $(\mathcal{C}_{i,j}(X), \mathcal{C}_{j,i}(X))$, are respectively defined as follow:

$$\mathcal{C}_{i,j}(X)(x) = \bigwedge_{y \in c_i}(1 - N^{C}_i(x,y)) \vee X(y), \ x \in U,$$

$$\mathcal{C}_{j,i}(X)(x) = \bigvee_{y \in c_j}[N^{C}_j(x,y) \wedge X(y)], \ x \in U,$$

$$\mathcal{C}_{i,j}(X)(x) = \bigwedge_{y \in c_i}(1 - N^t_i(x,y)) \vee X(y), \ x \in U,$$

$$\mathcal{C}_{j,i}(X)(x) = \bigvee_{y \in c_j}[N^t_j(x,y) \wedge X(y)], \ x \in U.$$

Where $i = 1, 2, 3, 4$ and $j = 0, 1, 2, 3, 4, 5$.

**Example 5.1.** Let $U = \{x_1, x_2, x_3, x_4, x_5, x_6\}$ and $C$ a fuzzy covering with $C = \{K_1, K_2, K_3, K_4\}$, where

$$K_1 = \frac{1}{x_1} + \frac{0.4}{x_2} + \frac{0.7}{x_3} + \frac{0.3}{x_4} + \frac{0.6}{x_5} + \frac{1}{x_6},$$

$$K_2 = \frac{0.4}{x_1} + \frac{1}{x_2} + \frac{0.1}{x_3} + \frac{1}{x_4} + \frac{1}{x_5} + \frac{0.5}{x_6},$$

$$K_3 = \frac{0.8}{x_1} + \frac{0.2}{x_2} + \frac{1}{x_3} + \frac{0.5}{x_4} + \frac{1}{x_5} + \frac{1}{x_6},$$

$$K_4 = \frac{0.1}{x_1} + \frac{0.7}{x_2} + \frac{0.4}{x_3} + \frac{1}{x_4} + \frac{1}{x_5} + \frac{1}{x_6}.$$

Considering the overlap function $O^t_i$ and its implicator $I_O^t$ which are used to establish the derived coverings and operators $N^{C}_i$. Let $i = 4$ and $j = 0$. Then the neighborhood operators, $N^t_{C_i}(x_t)$, of $x_t$ ($t = 1, 2, 3, 4, 5, 6$) can be listed.
as below:

\[ N^\delta_4(x_1) = \frac{1}{x_1} + \frac{0.4}{x_2} + \frac{0.68}{x_3} + \frac{0.5}{x_4} + \frac{0.68}{x_5} + \frac{1}{x_6}. \]

\[ N^\delta_4(x_2) = \frac{0.4}{x_1} + \frac{1}{x_2} + \frac{0.4}{x_3} + \frac{1}{x_4} + \frac{1}{x_5} + 0.58. \]

\[ N^\delta_4(x_3) = \frac{0.68}{x_1} + \frac{0.4}{x_2} + \frac{1}{x_3} + \frac{0.5}{x_4} + \frac{1}{x_5} + \frac{1}{x_6}. \]

\[ N^\delta_4(x_4) = \frac{0.5}{x_1} + \frac{1}{x_2} + \frac{0.5}{x_3} + \frac{1}{x_4} + \frac{1}{x_5} + \frac{1}{x_6}. \]

\[ N^\delta_4(x_5) = \frac{0.68}{x_1} + \frac{1}{x_2} + \frac{1}{x_3} + \frac{1}{x_4} + \frac{1}{x_5} + \frac{1}{x_6}. \]

\[ N^\delta_4(x_6) = \frac{1}{x_1} + \frac{0.58}{x_2} + \frac{1}{x_3} + \frac{1}{x_4} + \frac{1}{x_5} + \frac{1}{x_6}. \]

For \( X(x_1) = \frac{0.1}{x_1} + \frac{0.4}{x_2} + \frac{0.7}{x_3} + \frac{0.5}{x_4} + \frac{0.6}{x_5} + \frac{0.4}{x_6} \), we have that

\[ G^\delta_{4,0}(X) = \frac{0.1}{x_1} + \frac{0.4}{x_2} + \frac{0.1}{x_3} + \frac{0.1}{x_4} + \frac{0.1}{x_5} + \frac{0.1}{x_6}. \]

\[ G^\delta_{4,0}(X) = \frac{0.68}{x_1} + \frac{0.6}{x_2} + \frac{0.7}{x_3} + \frac{0.6}{x_4} + \frac{0.7}{x_5} + \frac{0.7}{x_6}. \]

By means of the definitions of approximation operators and the groupings of neighborhood operators from the above, we can further group the newly defined forty-eight fuzzy covering-based approximation operators. Obviously, we can divide them into seventeen pairs of overlap function-based approximation operators and sixteen pairs of \(\tau\)-norm-based ones, and the classifications are illustrated in Table 3 and Table 4.

| Classification | Operators | Classification | Operators |
|----------------|-----------|----------------|-----------|
| \( G_{11}(X), \overline{G}_{11}(X) \) | \( G_{11}(X), \overline{G}_{11}(X), G_{11}(X), \overline{G}_{11}(X) \) | \( G_{12}(X), \overline{G}_{12}(X) \) | \( G_{12}(X), \overline{G}_{12}(X) \) |
| \( G_{12}(X), \overline{G}_{12}(X) \) | \( G_{12}(X), \overline{G}_{12}(X), G_{12}(X), \overline{G}_{12}(X) \) | \( G_{13}(X), \overline{G}_{13}(X) \) | \( G_{13}(X), \overline{G}_{13}(X) \) |
| \( G_{13}(X), \overline{G}_{13}(X) \) | \( G_{13}(X), \overline{G}_{13}(X), G_{13}(X), \overline{G}_{13}(X) \) | \( G_{14}(X), \overline{G}_{14}(X) \) | \( G_{14}(X), \overline{G}_{14}(X), G_{14}(X), \overline{G}_{14}(X) \) |
| \( G_{14}(X), \overline{G}_{14}(X) \) | \( G_{14}(X), \overline{G}_{14}(X), G_{14}(X), \overline{G}_{14}(X) \) | \( G_{15}(X), \overline{G}_{15}(X) \) | \( G_{15}(X), \overline{G}_{15}(X), G_{15}(X), \overline{G}_{15}(X) \) |
| \( G_{15}(X), \overline{G}_{15}(X) \) | \( G_{15}(X), \overline{G}_{15}(X), G_{15}(X), \overline{G}_{15}(X) \) | \( G_{16}(X), \overline{G}_{16}(X) \) | \( G_{16}(X), \overline{G}_{16}(X), G_{16}(X), \overline{G}_{16}(X) \) |

Table 3: Overlap function-based neighborhood-related fuzzy covering-based rough set models.
Remark 5.1. According to definitions of \((\mathcal{C}_{i,j}(X), \mathcal{R}_{i,j}(X))\) and \((\mathcal{C}_{i,j}(X), \mathcal{R}_{i,j}(X))\), if the neighborhood operators \(N_a\) and \(N_b\), which are used to construct approximation spaces, satisfy the partial order relation “\(\leq\)” discussed in subsection 4.2 that is, \(N_a \leq N_b\), we have \((\mathcal{C}_{i,j}(X) \supseteq \mathcal{C}_{i,j}(X))\) and \((\mathcal{R}_{i,j}(X) \subseteq \mathcal{R}_{i,j}(X))\). Analogously, binary pair, \((\mathcal{C}_{i,j}(X), \mathcal{R}_{i,j}(X))\), has the same property.

Definition 5.2. Let \((\mathcal{C}_{i,j}(X), \mathcal{R}_{i,j}(X))\) and \((\mathcal{C}_{i,j}(X), \mathcal{R}_{i,j}(X))\) be two of ONRFRS models. We call

\[
(\mathcal{C}_{i,j}(X), \mathcal{R}_{i,j}(X)) < (\mathcal{C}_{i,j}(X), \mathcal{R}_{i,j}(X)),
\]

If \((\mathcal{C}_{i,j}(X) \supseteq \mathcal{C}_{i,j}(X))\), and \((\mathcal{R}_{i,j}(X) \subseteq \mathcal{R}_{i,j}(X))\).

Remark 5.2. Obviously, \((\mathcal{C}_{i,j}(X), \mathcal{R}_{i,j}(X), <)\) is a partially order set and we can also similarly define the partially order set \((\mathcal{C}_{i,j}(X), \mathcal{R}_{i,j}(X), <))\). Combining Remark 5.1 with the relationship among the neighborhood operators we discussed in the above sections, we can conclude that the relationships among these binary pairs are consistent with their constituent elements. In other words, the Hasse diagrams of two types of approximation operators are same as their corresponding fuzzy neighborhood operators.

Some properties of these two types of neighborhood-related fuzzy covering-based rough set models are illustrated as follows.

Proposition 5.1. Let \(N_i'^{(x)}\) be one of overlap function-based fuzzy neighborhood operators and \((\mathcal{C}_{i,j}(X), \mathcal{R}_{i,j}(X))\) a pair of approximation operators. For each \(X, Y \in \mathcal{F}(U)\), we obtain some conclusions as below:

1. \(\mathcal{C}_{i,j}(X') = (\mathcal{C}_{i,j}(X))^{c}, \mathcal{R}_{i,j}(X') = (\mathcal{R}_{i,j}(X))^{c}, \) where \(X'(x) = 1 - X(x), x \in U\);
2. \(\mathcal{C}_{i,j}(\emptyset) = \emptyset, \mathcal{R}_{i,j}(\emptyset) = \emptyset;\)
3. \(\mathcal{C}_{i,j}(X \cap Y) = \mathcal{C}_{i,j}(X) \cap \mathcal{C}_{i,j}(Y), \mathcal{R}_{i,j}(X \cap Y) = \mathcal{R}_{i,j}(X) \cup \mathcal{R}_{i,j}(Y);\)
4. \(\mathcal{C}_{i,j}(X \cup Y) \supseteq \mathcal{C}_{i,j}(X) \cup \mathcal{C}_{i,j}(Y), \mathcal{R}_{i,j}(X \cup Y) \subseteq \mathcal{R}_{i,j}(X) \cup \mathcal{R}_{i,j}(Y);\)
5. \(\mathcal{C}_{i,j}(X \cup Y) \supseteq \mathcal{C}_{i,j}(X) \cup \mathcal{C}_{i,j}(Y), \mathcal{R}_{i,j}(X \cup Y) \subseteq \mathcal{R}_{i,j}(X) \cup \mathcal{R}_{i,j}(Y);\)
6. \(X \subseteq Y \Rightarrow \mathcal{C}_{i,j}(X \cup Y) = \mathcal{C}_{i,j}(X) \cup \mathcal{C}_{i,j}(Y) \) and \(\mathcal{R}_{i,j}(X \cup Y) = \mathcal{R}_{i,j}(X) \cup \mathcal{R}_{i,j}(Y) ;\)
7. If \(1 - N_i'^{(x)}(x) \leq X(x) \leq N_i'^{(x)}(x) \) for all \(x \in U\), then \(\mathcal{C}_{i,j}(\mathcal{C}_{i,j}(X)) \subseteq \mathcal{C}_{i,j}(X) \subseteq X \subseteq \mathcal{C}_{i,j}(X) \subseteq \mathcal{C}_{i,j}(X)\).
Where \( i = 1, 2, 3, 4 \) and \( j = 0, 1, 2, 3, 4, 5 \)

**Proof.** (1) Considering that

\[
\overline{c}_{i,j}(X^c)(x) = \vee_{y \in U}[N^c_i(x)(y) \land X^c(y)] = 1 - \wedge_{y \in U}[(1 - N^c_i(x)(y)) \lor X(y)] = 1 - \overline{c}_{i,j}(X)(x) = (\overline{c}_{i,j}(X))^c(x).
\]

Hence, we have \( \overline{c}_{i,j}(X^c) = (\overline{c}_{i,j}(X))^c \). Correspondingly, replacing \( X^c \) with \( X \), the equation \( \overline{c}_{i,j}(X) = (\overline{c}_{i,j}(X))^c \) can be obtained.

(2) For all \( x \in U \), we have \( \overline{U}(x) = 1 \) and \( \emptyset(x) = 0 \), thus,

\[
\overline{c}_{i,j}(\overline{U})(x) = \vee_{y \in U}[(1 - N^c_i(x)(y)) \lor U(y)] = \overline{U}(x),
\]

\[
\overline{c}_{i,j}(\emptyset)(x) = \vee_{y \in U}[(1 - N^c_i(x)(y)) \land \emptyset(y)] = \emptyset(x).
\]

That is, we have \( \overline{c}_{i,j}(\overline{U}) = U \) and \( \overline{c}_{i,j}(\emptyset) = \emptyset \).

(3) We can verify the conclusion, \( \overline{c}_{i,j}(X \cap Y) = \overline{c}_{i,j}(X) \cap \overline{c}_{i,j}(Y) \), by following operations,

\[
(\overline{c}_{i,j}(X \cap Y))(x) = \vee_{y \in U}[(1 - N^c_i(x)(y)) \lor (X \cap Y)(y)]
\]

\[
= \vee_{y \in U}[(1 - N^c_i(x)(y)) \lor X(y)) \land (1 - N^c_i(x)(y)) \lor Y(y)]
\]

\[
= \{ \vee_{y \in U} [(1 - N^c_i(x)(y)) \lor X(y)] \} \lor \{ \vee_{y \in U} [(1 - N^c_i(x)(y)) \lor Y(y)] \}
\]

\[
= (\overline{c}_{i,j}(X) \cap \overline{c}_{i,j}(Y))(x).
\]

Similarly, \( \overline{c}_{i,j}(X \cup Y) = \overline{c}_{i,j}(X) \cup \overline{c}_{i,j}(Y) \) can also be obtained.

(4) According to the monotonicity of “\( \vee \)” and “\( \land \)”, and the definition of \( \overline{c}_{i,j}(X), \overline{c}_{i,j}(X) \), the above conclusions are obvious.

(5) Since \( X \subseteq X \cup Y, Y \subseteq X \cup Y, X \cap Y \subseteq X \) and \( X \cap Y \subseteq Y \), combining with conclusion (4), we have the following relations,

\[
\overline{c}_{i,j}(X) \subseteq \overline{c}_{i,j}(X \cup Y), \overline{c}_{i,j}(Y) \subseteq \overline{c}_{i,j}(X \cup Y), \overline{c}_{i,j}(X \cap Y) \subseteq \overline{c}_{i,j}(X) \cap \overline{c}_{i,j}(Y).
\]

Hence, we have \( \overline{\overline{c}_{i,j}(X \cup Y)} \supseteq \overline{c}_{i,j}(X) \cup \overline{c}_{i,j}(Y), \overline{c}_{i,j}(X \cap Y) \subseteq \overline{c}_{i,j}(X) \cap \overline{c}_{i,j}(Y) \).

(6) The condition “\( X \subseteq Y \)” is similar to the condition “\( X \supseteq Y \)”, we just need to prove one of them, and we now verify the conclusion under the condition “\( X \subseteq Y \)”.

\[
(\overline{c}_{i,j}(X \cup Y))(x) = \vee_{y \in U}[(1 - N^c_i(x)(y)) \lor (X \cup Y)(y)]
\]

\[
= \vee_{y \in U}[(1 - N^c_i(x)(y)) \lor X(y) \lor Y(y)]
\]

\[
= \vee_{y \in U}[(1 - N^c_i(x)(y)) \lor Y(y)]
\]

\[
= \overline{c}_{i,j}(Y)(x).
\]

According to the condition “\( X \subseteq Y \)” and the statement (4), we have the following operations,

\[
(\overline{c}_{i,j}(X) \cup \overline{c}_{i,j}(Y))(x) = (\vee_{y \in U} [(1 - N^c_i(x)(y)) \lor X(y)]) \lor (\vee_{y \in U} [(1 - N^c_i(x)(y)) \lor Y(y)])
\]

\[
= (\vee_{y \in U} [(1 - N^c_i(x)(y)) \lor Y(y)])
\]

\[
= \overline{c}_{i,j}(Y)(x).
\]

Thus, we have \( \overline{c}_{i,j}(X \cup Y) = \overline{c}_{i,j}(X) \cup \overline{c}_{i,j}(Y) \). Analogously, we can prove \( \overline{c}_{i,j}(X \cap Y) = \overline{c}_{i,j}(X) \cap \overline{c}_{i,j}(Y) \) as well.

(7) When we have \( 1 - N^c_i(x)(x) \leq X(x) \leq N^c_i(x)(x) \) for each \( x \in U \), via the definition of \( (\overline{c}_{i,j}(X), \overline{c}_{i,j}(X)) \), we can conclude that

\[
X(x) = N^c_i(x)(y) \land X(y) \leq \vee_{y \in U} [N^c_i(x)(y) \land X(y)] = \overline{c}_{i,j}(X)(x),
\]
\[ \text{If } X \subseteq \bigcap_{c \in U} \{1 - N^c_1(x)(y) \} \cup \{1 - N^c_2(x)(y) \} \cap X = X, \text{ then } \text{iff } \exists \text{ a } \text{ covering of } X. \]

Thus, \( \tau_c(X)(x) = \bigwedge_{c \in U} \{1 - N^c_1(x)(y) \} \cup X = X \).

Remark 5.4. There is an example to illustrate that \( \text{if } \exists \text{ a covering of } X \text{ and } \text{iff } \tau_c(X)(x) = \bigwedge_{c \in U} \{1 - N^c_1(x)(y) \} \cup \{1 - N^c_2(x)(y) \} \cap \tau_c(Y) \Rightarrow X \subseteq Y \text{ or } Y \subseteq X \text{ and } \text{iff } \exists \text{ a covering of } X \text{ and } \text{iff } \tau_c(X)(x) = \bigwedge_{c \in U} \{1 - N^c_1(x)(y) \} \cup \{1 - N^c_2(x)(y) \} \cap \tau_c(Y) \Rightarrow X \subseteq Y \text{ or } Y \subseteq X \).
Proposition 5.2. Let $N_i^{\mu}$ be one of overlap function-based fuzzy neighborhood operators and $(\mathcal{C}_j, \mathcal{U}_j(x))$ a pair of approximation operators. For each $X \in \mathcal{F}(U)$ and $\Lambda \in [0, 1]$, we obtain some conclusions as below.

1. $\mathcal{C}_j[(X \cup A_i)] = \mathcal{C}_j(X) \cup A_i$.
2. $\mathcal{C}_j(A_i) = A_i$.
3. $\mathcal{C}_j[(X \cap A_i)] = \mathcal{C}_j(X) \cap A_i$.
4. $\mathcal{C}_j(\emptyset) = \emptyset$, $\mathcal{U}_j(\emptyset) = U$.

Where $i = 1, 2, 3, 4$, $j = 0, 1, 2, 3, 4, 5$ and $A_i$ is the constant fuzzy set: $A_i(x) = \Lambda$, for each $x \in U$.

Proof. (1) For each $x \in U$, we have that

$$(\mathcal{C}_j(X \cup A_i))(x) = \bigwedge_{y \in U}[(1 - N_i^{\mu}(x)(y)) \cup (X \cup A_i)(y)]$$

$$(\mathcal{C}_j(X \cup A_i))(x) = \bigwedge_{y \in U}[(1 - N_i^{\mu}(x)(y)) \cup X \cup A_i(y)]$$

Thus, $\mathcal{C}_j(X \cup A_i) = \mathcal{C}_j(X) \cup A_i$. Similarly, $\mathcal{U}_j(X \cap A_i) = \mathcal{U}_j(X) \cap A_i$ can also be proven.

(2) According to Definition 2.1, for each $x \in U$, there exists at least one set $K$ from the covering, such that $K(x) = \Lambda$, then at least one neighborhood of $x$, $N_i^{\mu}(x)(x) = 1$. Thus

$$(\mathcal{C}_j(A_i))(x) = \bigwedge_{y \in U}[(1 - N_i^{\mu}(x)(y)) \cup A_i]$$

and

$$(\mathcal{C}_j(A_i))(x) = \bigwedge_{y \in U}[(1 - N_i^{\mu}(x)(y)) \cup A_i]$$

That is $\mathcal{C}_j(A_i) = A_i$ and $\mathcal{U}_j(A_i) = A_i$.

(3) According to Proposition 5.2(3), we obtain that $\mathcal{C}_j(X \cap A_i) = \mathcal{C}_j(X) \cap \mathcal{C}_j(A_i)$. Depending on statement (2), we have $\mathcal{C}_j(A_i) = A_i$, that is $\mathcal{C}_j(X \cap A_i) = \mathcal{C}_j(X) \cap A_i$. Similarly, $\mathcal{U}_j(X \cup A_i) = \mathcal{U}_j(X) \cup A_i$ can also be proven.

(4) For each $x \in U$, we have $N_i^{\mu}(x)(x) = 1$. Thus,

$$(\mathcal{C}_j(U))(x) = 1 \iff \mathcal{C}_j(0)(x) = 0.$$

$$\square$$

Remark 5.5. Analogously, the $t$-norm based approximation operators, $(\mathcal{C}_j, \mathcal{U}_j(x))$, also satisfy the above properties.

Proposition 5.3. Let $N_i^{\mu}$ be one of overlap function-based fuzzy neighborhood operators and $(\mathcal{C}_j, \mathcal{U}_j(x))$ a pair of approximation operators. For each $X \in \mathcal{F}(U)$, we obtain some conclusions as below.

1. $\mathcal{U}_j(1)(x) = N_i^{\mu}(x)(y)$;
2. $\mathcal{U}_j(1 - y)(x) = 1 - N_i^{\mu}(x)(y)$;
3. $\mathcal{C}_j(1)(x) = \bigwedge_{y \in X} N_i^{\mu}(x)(y)$;
4. $\mathcal{C}_j(1)(x) = \bigwedge_{y \in X} (1 - N_i^{\mu}(x)(y))$.

Where $1_y$ denotes the fuzzy singleton with value 1 at $y$ and 0 at the others; $1_X$ denotes the characteristic function of $X$.  
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Proof. (1) For each \(x, y \in U\), we obtain that \(1_y(x) = 0\) if only if \(x \neq y\) by the definition of \(1_y\). Thus, the following equations hold.

\[
\overline{\mathcal{C}}_{i,j}(1_y)(x) = \vee_{z \in U} [N^\mathcal{C}_{j,i}(x)(z) \land 1_y(z)] = N^\mathcal{C}_{j,i}(x)(y).
\]

(2) This conclusion is obvious from (1) and the duality.

(3) For each \(x \in U\) and \(X \in \mathcal{P}(U)\), we obtain that \(1_X(x) = 0\) if only if \(x \notin X\) by the definition of \(1_X\). Thus,

\[
\overline{\mathcal{C}}_{i,j}(1_X)(x) = \vee_{z \in U} [N^\mathcal{C}_{j,i}(x)(y) \land 1_X(y)]
\]

\[
= (\vee_{z \in X} [N^\mathcal{C}_{j,i}(x)(y) \land 1_X(y)]) \lor (\vee_{z \notin X} [N^\mathcal{C}_{j,i}(x)(y) \land 1_X(y)])
\]

\[
= \vee_{y \in X} N^\mathcal{C}_{j,i}(x)(y).
\]

(4) This conclusion is obvious from (3) and the duality.

\[ \square \]

**Remark 5.6.** Analogously, the \(t\)-norm based approximation operators, \((\mathcal{C}_{i,j}(X), \overline{\mathcal{C}}_{i,j}(X))\), also satisfy the above properties.

### 6. Decision-making

In this section, two series of new TOPSIS methods which are established by different foundations are put forward. In detail, the fuzzy covering-based rough set models defined in the previous section can be used to calculate the objective weights of attributes. The data processing procedures of our new ones for MADM problems are respectively discussed in Subsection 6.1. In order to demonstrate the practicality and effectiveness of our methods, we solve a medical issue with the new and the existing methodologies in the Subsection 6.2 and compare them with each other in the last subsection.

#### 6.1. Processes and algorithms of new methods

In this subsection, we aim at combining MADM problems with the ONRFRS models and TNRFRS models. To achieve this objective, the background we need is described in the first part. Besides, the details and the algorithms for decision-making are depicted in the second part and last part, respectively.

##### 6.1.1. Background description

Assume that \(U = \{x_t : t = 1, \ldots, n\}\) is a finite discrete set of decision objects and \(\mathcal{C} = \{K_s : s = 1, \ldots, m\}\) indicates a non-empty finite set of attributes. Then, let \(K_s(x_t)\) be the assessment of experts for the alternative, \(x_t\), on the attribute, \(K_s\). Particularly, for each object \(x_t \in U\), there is at least one attribute \(K_s \in \mathcal{C}\) that satisfies \(K_s(x_t) = 1\). In addition, considering the principle of TOPSIS methodologies, we need to calculate the positive ideal solution (PIS), \(\mathcal{P}\), and the negative ideal solution (NIS), \(\mathcal{N}\), for each attribute.

##### 6.1.2. Decision-making processes

Considering the indispensable role of fuzzy rough set theory in the decision-making process for uncertain information, we present a new objective attribute weight determination method, via uniting conventional TOPSIS methods with the models \((\mathcal{C}_{i,j}(X), \overline{\mathcal{C}}_{i,j}(X))\) and \((\mathcal{C}_{i,j}(X), \overline{\mathcal{C}}_{i,j}(X))\). Next, the thorough steps are described below.

For the first step, we need to construct the MADM matrix by means of fuzzy information as shown in the Table 5. It should be noted that each alternative \(x_t\) has a scoring attribute of 1.
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Analogously, Thus, the attribute weight vector

\[ \text{refers to the index of ONRFRS models, and for each } K \in \mathcal{K}(U), |K| \text{ represents the cardinality of } K. \]

Analogously, \( t \)-norm-based approximate precision of \( K_s \) is given as follows.

\[ \mathcal{A}(K_s) = \frac{|C_s(K_s)|}{|C_s(K_s)|}, s \in [1, 2, \ldots, m]. \]

Thus, the attribute weight vector \( \mathbb{W} = \{\mathbb{W}_1, \mathbb{W}_2, \ldots, \mathbb{W}_m\} \) with respect to the \( \mathcal{A}(\mathcal{E}) \) and the attribute weight vector \( \mathcal{W} = \{\mathcal{W}_1, \mathcal{W}_2, \ldots, \mathcal{W}_m\} \) with respect to the \( \mathcal{A}(\mathcal{E}) \) are defined as below, respectively.

\[ \mathbb{W}_s = \frac{\mathcal{A}(\mathcal{E}, (K_s))}{\sum_{j=1}^{m} \mathcal{A}(\mathcal{E}, (K_j))}, s \in [1, 2, \ldots, m], \]

And then, the second step is to determine the PIS \( \mathcal{A}_{s1} \) and the NIS \( \mathcal{A}_{s1} \) under the attribute \( K_s \). The following formulas reveal their calculation ways.

\[ \mathcal{A}_{s1} = \begin{cases} \vee_{1 \leq s \leq m} K_s(x_t), & K_s \in \mathfrak{M}, s \in [1, 2, \ldots, m]; \\ \wedge_{1 \leq s \leq m} K_s(x_t), & K_s \in \mathfrak{N}, s \in [1, 2, \ldots, m]. \end{cases} \]

(1)

\[ \mathcal{A}_{s1} = \begin{cases} \vee_{1 \leq s \leq m} K_s(x_t), & K_s \in \mathfrak{M}, s \in [1, 2, \ldots, m]; \\ \wedge_{1 \leq s \leq m} K_s(x_t), & K_s \in \mathfrak{N}, s \in [1, 2, \ldots, m]. \end{cases} \]

(2)

Where \( \mathfrak{M} \) and \( \mathfrak{N} \) respectively mean the set of benefit attributes and cost attributes.

For the third step, by means of the one-dimensional Euclidean distance formula, we can obtain \( \mathcal{D}_s^1 \) which is the distance between the expert score \( K_s(x_t) \) of the option \( x_t \) under the attribute \( K_s \) and the PIS \( \mathcal{A}_{s1} \). Analogously, the distance, \( \mathcal{D}_s^1 \), from \( K_s(x_t) \) to NIS \( \mathcal{A}_{s1} \) can also be computed. The following functions elaborate on the calculation process.

\[ \mathcal{D}_s^1 = \| K_s(x_t) - \mathcal{A}_{s1} \| = \mathcal{A}_{s1} - K_s(x_t). \]

(3)

\[ \mathcal{D}_s^1 = \| K_s(x_t) - \mathcal{A}_{s1} \| = K_s(x_t) - \mathcal{A}_{s1}. \]

(4)

For the penultimate step, the calculation method for attribute weights is given. According to the definition of fuzzy set and the fuzzy information is shown in the Table 5, \( m \) fuzzy sets can be obtained via taking the score of each alternative \( x_t \) under every attribute \( K_s \) as the membership value of \( x_t \) under the fuzzy set \( K_s \). And the attribute fuzzy sets are expressed as below.

\[ K_s = \sum_{t=1}^{n} \frac{K_s(x_t)}{x_t}, s \in [1, 2, \ldots, m]. \]

(5)

Go further, for the purpose of determining the weight of each attribute fuzzy set \( K_s \), we resort to the concept of approximate precision and there are two types of models available in its construction process. For the ONRFRS models displayed in Table 5 the overlap function-based approximate precision of \( K_s \) is defined as below.

\[ \mathcal{A}(\mathcal{E}, (K_s)) = \frac{|C_s(K_s)|}{|C_s(K_s)|}, s \in [1, 2, \ldots, m]. \]

(6)

Where \( * \) refers to the index of ONRFRS models, and for each \( K \in \mathcal{K}(U) \), \(|K|\) represents the cardinality of \( K \).

Analogously, \( t \)-norm-based approximate precision of \( K_s \) is given as follows.

\[ \mathcal{A}(\mathcal{E}, (K_s)) = \frac{|C_s(K_s)|}{|C_s(K_s)|}, s \in [1, 2, \ldots, m]. \]

(7)

Table 5: Muti-attribute decision-making matrix

| \( \cup \setminus \mathcal{E} \) | \( K_1 \) | \( K_2 \) | \cdots | \( K_m \) |
|---|---|---|---|---|
| \( x_1 \) | \( K_1(x_1) \) | \( K_2(x_1) \) | \cdots | \( K_m(x_1) \) |
| \( x_2 \) | \( K_1(x_2) \) | \( K_2(x_2) \) | \cdots | \( K_m(x_2) \) |
| \vdots | \vdots | \vdots | \cdots | \vdots |
| \( x_n \) | \( K_1(x_n) \) | \( K_2(x_n) \) | \cdots | \( K_m(x_n) \) |
and
\[ W_s = \frac{\mathcal{A}_s(K_s)}{\sum_{t=1}^{m} \mathcal{A}_t(K_t)}, s \in \{1, 2, \ldots, m\}. \] (9)

For the final step, let
\[ \bar{\delta}_t^i = \min_{1 \leq s \leq n} \mathcal{W}_s \mathcal{C}_t^i, \bar{\delta}_t^i = \max_{1 \leq s \leq n} \mathcal{W}_s \mathcal{C}_t^i, \] (10)
or
\[ \bar{H}_t^i = \min_{1 \leq s \leq n} \mathcal{W}_s \mathcal{C}_t^i, \bar{H}_t^i = \max_{1 \leq s \leq n} \mathcal{W}_s \mathcal{C}_t^i. \] (11)

Depending on the type of weights chosen, the closeness coefficient of alternative \( x_t \) can be defined in two separate forms as follows,
\[ \bar{\delta}_t^i = \frac{\sum_{s=1}^{m} \mathcal{W}_s \mathcal{C}_t^i}{\bar{\delta}_t^i}, \bar{H}_t^i = \frac{\sum_{s=1}^{m} \mathcal{W}_s \mathcal{C}_t^i}{\bar{H}_t^i}, i \in \{1, 2, \ldots, n\}. \] (12)

Where \( \bar{\delta}_t \leq 0 (\bar{H}_t \leq 0) \), \( t \in \{1, 2, \ldots, n\} \). According to the value of \( \bar{\delta}_t \) (\( \bar{H}_t \)), we can get the ranking of alternative targets, where the larger the value of \( \bar{\delta}_t \) (\( \bar{H}_t \)), the higher the priority of its corresponding alternative \( x_t \).

6.1.3. The algorithms

In this part, we sort out four algorithms, which are respectively about the fuzzy minimal description, the fuzzy maximal description, the independent element and the above decision-making process.

The Algorithm[1] which describes how to calculate the fuzzy minimal description of \( x_t \) from the fuzzy neighborhood system \( \mathcal{C}(\mathcal{C}, x) \). Similarly, the algorithm about the fuzzy maximal description of \( x_t \) is shown in Algorithm[2].

In order to establish the model \( (\mathcal{C}_M, \mathcal{C}_M) \) and the model \( (\mathcal{C}_M, \mathcal{C}_M) \), we need to find a way to calculate the independent element \( \mathcal{C}_t^i \) in the fuzzy covering \( \mathcal{C} \). Hence we give Algorithm[3] to our requirements. With the above guarantees, the decision-making process we discussed in the previous part is illustrated in the Algorithm[4].

6.2. Solutions for an example

In order to reduce the rejection of synthetic materials in the patient’s body and to avoid environmental pollution from medical waste, biosynthetic nanomaterials technology based on bio-materials and nano-technology receives wide attention. In view of the shortcomings of traditional medical materials, clinicians are demanding more performance from new materials, properties such as non-chemical activity, non-carcinogenicity, non-allergic reaction, processability, sterility, anti-infectiousness, and good reactivity to in vivo tissues have become the new benchmark for measuring medical materials.

Bone transplantation is the primary treatment for repairing bone defects resulting from the occurrence of fractures and the clinician’s choice of the desired biosynthetic nanomaterials can be translated into a MADM problem. Suppose now facing a bone transplantation surgery and the attending physician needs to select the most suitable one for the patient from the 5520 bone transplant replacement materials provided by Johnson & Johnson China Ltd. and other companies. Let \( U = \{X_t : t = 1, \ldots, 5520\} \) be 5520 alternatives which are the bone transplant replacement materials, and \( \mathcal{C} = \{K_s : s = 1, \ldots, 15\} \) be 15 benefit attributes, such as non-chemical activity, non-carcinogenicity, non-allergic reaction, processability, sterility, anti-infectiousness, good reactivity to in vivo tissues and so on. By means of the above indication, the bone transplant replacement material selection problem is described as a multi-attribute decision problem.

The clinician’s evaluation value of the alternative with respect to the attributes are shown in [48], and Zhang et al. transformed them into fuzzy numbers in their paper. For the sake of simplifying the calculation, we selected 15 bone transplant replacement materials without loss of generality from the original set to form the sample data set \( U = \{X_t : t = 1, \ldots, 15\} \), and the MADM matrix are illustrated in Table[6].

No loss of generality, we use the model \( (\mathcal{C}_M(X), \mathcal{C}_M(X)) \) and the model \( (\mathcal{C}_M(X), \mathcal{C}_M(X)) \) as an example to show the whole decision process, and the decision results of other models are displayed in the Table[17].
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Algorithm 1 The algorithm for calculating fuzzy minimal description

**Input:** A finite universe $\mathcal{U} = \{x_t : t = 1, \ldots, n\}$ and a finite fuzzy covering $\mathcal{C} = \{K_s : s = 1, \ldots, m\}$.

**Output:** The fuzzy minimal description $md(\mathcal{C}, x_t)$ for each $x_t$.

1: for $t = 1 : n$ do
2:   for $s = 1 : m$ do
3:     $q = 0$; $c = 0$;
4:     for $p = 1 : m$ do
5:       if $K_s(x_t) = K_p(x_t)$ then
6:         $q ++$;
7:       for $a = 1 : n$ do
8:         $b = 0$;
9:         if $K_s(x_a) \leq K_p(x_a)$ then
10:            $b ++$;
11:       end if
12:     end for
13:     if $b = 1$ then
14:       $c ++$;
15:     end if
16:   end if
17: end for
18: if $q = 1 \mid c = 0$ then
19:   $K_s \in md(\mathcal{C}, x_t)$;
20: end if
21: end for
22: return $md(\mathcal{C}, x_t)$. 
Algorithm 2 The algorithm for calculating fuzzy maximal description

**Input:** A finite universe $\mathbb{U} = \{x_t : t = 1, \ldots, n\}$ and a finite fuzzy covering $\mathcal{C} = \{K_s : s = 1, \ldots, m\}$.

**Output:** The fuzzy maximal description $MD(\mathcal{C}, x_t)$ for each $x_t$.

1: for $t = 1 : n$ do
2:   for $s = 1 : m$ do
3:     $q = 0$; $c = 0$;
4:     for $p = 1 : m$ do
5:       if $K_s(x_t) = K_p(x_t)$ then
6:         $q++$;
7:         for $a = 1 : n$ do
8:           $b = 0$;
9:           if $K_s(x_a) \geq K_p(x_a)$ then
10:          $b++$;
11:        end if
12:      end for
13:      if $b = 1$ then
14:        $c++$;
15:      end if
16:   end for
17:   if $q = 1$ or $c = 0$ then
18:     $K_s \in MD(\mathcal{C}, x_t)$;
19:   end if
20: end for
21: return $MD(\mathcal{C}, x)$.

Algorithm 3 The algorithm for calculating independent element

**Input:** A finite universe $\mathbb{U} = \{x_t : t = 1, \ldots, n\}$ and a finite fuzzy covering $\mathcal{C} = \{K_s : s = 1, \ldots, m\}$.

**Output:** The independent element $\mathcal{C}' \cap K_s$ for $\mathcal{C}'$.

1: $\mathcal{C}' = \mathcal{C}$;
2: for $s = 1 : m$ do
3:   $\mathcal{C}' = \mathcal{C} \setminus K_s$; $\mathcal{C}' \ni K'_i$; $i = 0$;
4:   for $s' = 1 : (m - 1)$ do
5:     $j = 0$; $K = K'_i$;
6:     while $s' + j \neq m - 1$ do
7:       for $a = (s' + j) : (m - 1)$ do
8:         $K = K \cap K'_a$;
9:       end for
10:      $i++$;
11:    end while
12:   end for
13:  if $i \neq 0$ then
14:    $\mathcal{C}'_{(i)} = \mathcal{C}' \setminus K_s$;
15:  end if
16: end for
17: return $\mathcal{C}'_{(i)}$. 
Algorithm 4 Decision making

Input: Muti-attribute decision-making matrix, ONRFRS models and TNRFRS models.
Output: The ranking of alternatives.

1: \( A_{ij} = 0; \ A_{ij} = 0; \)
2: for \( s = 1 : m \) do
3: for \( i = 1 : n \) do
4: compute: the PIS and the GIS;
5: if \( K_i \in \mathbb{R}^+ \) then
6: \( \bar{A}_{ij} \geq \frac{\sum_{s=1}^{m} K_i(s)}{m}; \)
7: \( \bar{A}_{ij} \geq \frac{\sum_{s=1}^{m} K_i(s)}{m}; \)
8: end if
9: if \( K_i \in \mathbb{R}^- \) then
10: \( \bar{A}_{ij} \geq \frac{\sum_{s=1}^{m} K_i(s)}{m}; \)
11: \( \bar{A}_{ij} \geq \frac{\sum_{s=1}^{m} K_i(s)}{m}; \)
12: end if
13: end for
14: end for
15: \( V^+ = 0; \ V^- = 0; \)
16: for \( s = 1 : m \) do
17: compute: the distances;
18: for \( i = 1 : n \) do
19: \( V^- \geq |K_i(s) - \bar{A}_{ij}|; \)
20: \( V^- \geq |K_i(s) - \bar{A}_{ij}|; \)
21: end for
22: end for
23: if we use the ONRFRS models then
24: \( \beta = \frac{\sum_{s=1}^{m} V^-}{m}; \)
25: compute: the overlap function-based approximate precision of \( K_i; \)
26: end for
27: end for
28: \( \beta = 0; \ \beta = 0; \)
29: compute: the attribute weight vector;
30: for \( s = 1 : m \) do
31: \( \beta = \frac{\sum_{s=1}^{m} V^-}{m}; \)
32: \( \beta = 0; \ \beta = 0; \)
33: end for
34: \( \beta = 0; \ \beta = 0; \)
35: for \( i = 1 : n \) do
36: \( \beta = \min(|\sum_{s=1}^{m} V^-| \ \beta); \)
37: \( \beta = \max(|\sum_{s=1}^{m} V^-| \ \beta); \)
38: end for
39: \( \beta = 0; \)
40: compute: the closeness coefficient;
41: for \( i = 1 : n \) do
42: \( \beta = \frac{\sum_{s=1}^{m} V^-}{m}; \)
43: end if
44: end if
45: if we use the TNRFRS models then
46: \( \beta = \frac{\sum_{s=1}^{m} V^-}{m}; \)
47: compute: the \( t \)-norm-based approximate precision of \( K_i; \)
48: end for
49: end for
50: \( \beta = 0; \)
51: compute: the attribute weight vector;
52: for \( s = 1 : m \) do
53: \( \beta = \frac{\sum_{s=1}^{m} V^-}{m}; \)
54: end for
55: \( \beta = 0; \ \beta = 0; \)
56: for \( i = 1 : n \) do
57: \( \beta = \min(|\sum_{s=1}^{m} V^-| \ \beta); \)
58: \( \beta = \max(|\sum_{s=1}^{m} V^-| \ \beta); \)
59: end for
60: \( \beta = 0; \)
61: compute: the closeness coefficient;
62: for \( i = 1 : n \) do
63: \( \beta = \frac{\sum_{s=1}^{m} V^-}{m}; \)
64: end for
65: return \( \beta \) or \( \mathcal{H} \).
Table 6: Muti-attribute decision-making matrix with fuzzy information

| \(\cap/\tilde{\cap}\) | \(K_1\) | \(K_2\) | \(K_3\) | \(K_4\) | \(K_5\) | \(K_6\) | \(K_7\) | \(K_8\) | \(K_9\) | \(K_{10}\) | \(K_{11}\) | \(K_{12}\) | \(K_{13}\) | \(K_{14}\) | \(K_{15}\) |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \(x_1\) | 0.46 | 0.68 | 0.11 | 0.99 | 0.16 | 0.63 | 1 | 0.78 | 0.71 | 0.5 | 0.29 | 0.41 | 0.12 | 0.5 | 0.02 |
| \(x_2\) | 1 | 0.13 | 0.93 | 0.17 | 0.67 | 0.36 | 0.07 | 0.69 | 0.62 | 0.49 | 0.54 | 0.67 | 0.81 | 0.61 | 0.44 |
| \(x_3\) | 1 | 0.72 | 0.19 | 0.26 | 0.89 | 1 | 0.94 | 0.01 | 0.34 | 0.88 | 0.98 | 0.93 | 0.32 | 0.82 | 0.83 |
| \(x_4\) | 0.33 | 0.11 | 0.27 | 0.4 | 0.52 | 0.22 | 0.02 | 0.84 | 0.94 | 0.35 | 0.72 | 1 | 0.25 | 0.53 | 0.62 |
| \(x_5\) | 0.3 | 0.12 | 0.8 | 0.07 | 0.7 | 0.65 | 0.68 | 0.92 | 1 | 0.45 | 0.84 | 0.48 | 0.34 | 0.2 | 0.52 |
| \(x_6\) | 0.06 | 0.64 | 0.49 | 0.68 | 1 | 0.6 | 0.78 | 0.77 | 0.73 | 0.96 | 0.43 | 0.76 | 0.38 | 0.45 | 0.86 |
| \(x_7\) | 0.3 | 0.33 | 0.77 | 0.4 | 0.95 | 0.39 | 0.53 | 0.04 | 0.65 | 1 | 0.47 | 0.42 | 0.55 | 0.43 | 0.1 |
| \(x_8\) | 0.63 | 0.74 | 0.67 | 0.15 | 0.81 | 0.18 | 0.14 | 1 | 0.84 | 0.59 | 0.5 | 0.39 | 0.52 | 0.72 | 0.14 |
| \(x_9\) | 0.09 | 0.23 | 1 | 0.38 | 0.75 | 0.73 | 0.22 | 0.27 | 0.32 | 0.68 | 0.65 | 0.45 | 0.66 | 0.35 | 0.56 |
| \(x_{10}\) | 1 | 0.87 | 0.06 | 0.87 | 0.33 | 0.73 | 0.11 | 0.62 | 0.55 | 0.81 | 0.48 | 0.88 | 0.4 | 1 | 0.85 |
| \(x_{11}\) | 0.67 | 1 | 0.66 | 0.45 | 0.93 | 0.64 | 0.77 | 0.49 | 0.33 | 0.26 | 0.94 | 0.76 | 0.54 | 0.78 | 0.08 |
| \(x_{12}\) | 0.74 | 0.09 | 0.25 | 1 | 0.42 | 0.62 | 0.08 | 0.1 | 0.35 | 0.69 | 0.52 | 0.69 | 0.89 | 0.02 | 0.37 |
| \(x_{13}\) | 0.6 | 0.77 | 0.72 | 0.42 | 0.16 | 0.18 | 0.34 | 0.19 | 0.84 | 0.33 | 1 | 0.88 | 0.1 | 0.73 | 0.66 |
| \(x_{14}\) | 0.69 | 0.48 | 0.1 | 0.12 | 0.75 | 0.63 | 0.41 | 1 | 0.28 | 0.93 | 0.94 | 0.28 | 1 | 0.11 | 0.94 |
| \(x_{15}\) | 0.01 | 0.37 | 0.01 | 0.34 | 0.92 | 0.37 | 0.68 | 0.18 | 0.69 | 0.12 | 0.56 | 0.21 | 0.3 | 0.45 | 1 |
Step 1: According to the scoring by medical experts, we can obtain the PIS $\mathcal{A}_3$ and NIS $\mathcal{A}_4$ through formula[1] and formula[2] and the calculated conclusion are depicted in the Table[7]

| $\mathcal{A}_3$ | $\mathcal{A}_4$ |
|-----------------|-----------------|
| I K 1 I K 1 I K 1 I K 1 I K 1 | 0.01 0.09 0.01 0.07 0.16 0.18 0.02 0.01 0.28 0.12 0.29 0.21 0.1 0.02 0.02 |

| $\mathcal{A}_4$ | $\mathcal{A}_5$ |
|-----------------|-----------------|
| I K 1 I K 1 I K 1 I K 1 I K 1 | 0.29 0.5 0.71 0.59 0.59 0.88 0.5 0.98 |

Step 2: By means of Euclidean distance equation, the distances $\mathcal{D}_{3\ast}^{\uparrow}$ and $\mathcal{D}_{3\ast}^{\downarrow}$ are given in the Table[8] and[9]. Note that, each element in Table[8] indicates a positive ideal distance. Specifically, the data value, $\mathcal{D}_{11}^{\uparrow} = 0.54$, means the alternative $x_1$ evaluated value under the attribute $K_1$ away from PIS of $K_1$ is 0.54. Likewise, each data in Table[9] has a similar meaning that represents a negative ideal distance.

| $\mathcal{D}_{3\ast}^{\uparrow}$ | $\mathcal{D}_{3\ast}^{\downarrow}$ |
|-----------------|-----------------|
| $x_1$ | 0.54 0.32 0.89 0.01 0.84 0.37 0 0.22 0.29 0.5 0.71 0.59 0.88 0.5 0.98 |
| $x_2$ | 0 0.87 0.07 0.83 0.33 0.64 0.93 0.31 0.38 0.51 0.46 0.33 0.19 0.39 0.56 |
| $x_3$ | 0 0.28 0.81 0.74 0.11 0 0.06 0.99 0.66 0.12 0.02 0.07 0.68 0.18 0.17 |
| $x_4$ | 0.67 0.89 0.73 0.6 0.48 0.78 0.98 0.16 0.06 0.65 0.28 0 0.75 0.47 0.38 |
| $x_5$ | 0.7 0.88 0.2 0.93 0.3 0.35 0.32 0.08 0 0.55 0.16 0.52 0.66 0.8 0.48 |
| $x_6$ | 0.94 0.36 0.51 0.32 0 0.4 0.22 0.23 0.27 0.04 0.57 0.24 0.62 0.55 0.14 |
| $x_7$ | 0.7 0.67 0.23 0.6 0.05 0.61 0.47 0.96 0.35 0 0.53 0.58 0.45 0.57 0.9 |
| $x_8$ | 0.37 0.26 0.33 0.85 0.19 0.82 0.86 0 0.16 0.41 0.5 0.61 0.48 0.28 0.86 |
| $x_9$ | 0.91 0.77 0 0.62 0.25 0.27 0.78 0.73 0.68 0.32 0.35 0.55 0.34 0.65 0.44 |
| $x_{10}$ | 0 0.13 0.94 0.13 0.67 0.27 0.89 0.38 0.45 0.19 0.52 0.12 0.6 0 0.15 |
| $x_{11}$ | 0.33 0 0.34 0.55 0.07 0.36 0.23 0.51 0.67 0.74 0.06 0.24 0.46 0.22 0.92 |
| $x_{12}$ | 0.26 0.91 0.75 0 0.58 0.38 0.92 0.9 0.65 0.31 0.48 0.31 0.11 0.98 0.63 |
| $x_{13}$ | 0.4 0.23 0.28 0.58 0.84 0.82 0.66 0.81 0.16 0.67 0 0.12 0.9 0.27 0.34 |
| $x_{14}$ | 0.31 0.52 0.9 0.88 0.25 0.37 0.59 0 0.72 0.07 0.06 0.72 0 0.89 0.06 |
| $x_{15}$ | 0.99 0.63 0.99 0.66 0.08 0.63 0.32 0.82 0.31 0.88 0.44 0.79 0.7 0.55 0 |
For the final step, we need to calculate the closeness coefficients of alternative $x_i$, which can help us.
Table 10: The overlap function-based lower approximation of attribute fuzzy set $K_i(x_i)$

| $G_i(x_i)$ | $x_1$ | $x_2$ | $x_3$ | $x_4$ | $x_5$ | $x_6$ | $x_7$ | $x_8$ | $x_9$ | $x_{10}$ | $x_{11}$ | $x_{12}$ | $x_{13}$ | $x_{14}$ | $x_{15}$ |
|------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|---------|---------|---------|---------|---------|---------|
| $G_i(K_i(x_i))$ | 0.4600 | 0.4412 | 0.5188 | 0.2577 | 0.2193 | 0.0600 | 0.1753 | 0.5061 | 0.0900 | 0.6000 | 0.5522 | 0.3675 | 0.5000 | 0.4169 | 0.0100 |
| $G_i(K_2(x_i))$ | 0.5309 | 0.1300 | 0.5188 | 0.1100 | 0.1200 | 0.3986 | 0.2300 | 0.5127 | 0.1780 | 0.5855 | 0.5522 | 0.0900 | 0.5000 | 0.3546 | 0.2788 |
| $G_i(K_3(x_i))$ | 0.1100 | 0.4412 | 0.1900 | 0.2110 | 0.4900 | 0.4900 | 0.4339 | 0.5061 | 0.4803 | 0.0600 | 0.5698 | 0.2500 | 0.4736 | 0.1000 | 0.0100 |
| $G_i(K_4(x_i))$ | 0.4411 | 0.1700 | 0.2600 | 0.1814 | 0.0700 | 0.3986 | 0.2940 | 0.1500 | 0.1780 | 0.4200 | 0.4500 | 0.4000 | 0.4200 | 0.1200 | 0.2629 |
| $G_i(K_5(x_i))$ | 0.1600 | 0.5200 | 0.5757 | 0.3300 | 0.5262 | 0.5747 | 0.5789 | 0.5061 | 0.5200 | 0.3300 | 0.5698 | 0.3300 | 0.1600 | 0.3675 | 0.5122 |
| $G_i(K_6(x_i))$ | 0.4411 | 0.2062 | 0.5757 | 0.2200 | 0.4497 | 0.5649 | 0.2940 | 0.1800 | 0.3600 | 0.4188 | 0.5140 | 0.3900 | 0.1800 | 0.3600 | 0.3700 |
| $G_i(K_7(x_i))$ | 0.4411 | 0.0700 | 0.5757 | 0.0200 | 0.4352 | 0.3986 | 0.2200 | 0.1400 | 0.1780 | 0.1100 | 0.5140 | 0.0800 | 0.3400 | 0.3546 | 0.3102 |
| $G_i(K_8(x_i))$ | 0.4411 | 0.4900 | 0.0100 | 0.3982 | 0.4352 | 0.3986 | 0.0400 | 0.4900 | 0.2700 | 0.4188 | 0.4900 | 0.1000 | 0.1900 | 0.5652 | 0.1800 |
| $G_i(K_9(x_i))$ | 0.3300 | 0.3571 | 0.3400 | 0.3982 | 0.4352 | 0.3986 | 0.3200 | 0.3300 | 0.3200 | 0.5500 | 0.3300 | 0.3300 | 0.4736 | 0.2800 | 0.2800 |
| $G_i(K_{10}(x_i))$ | 0.3224 | 0.3571 | 0.5188 | 0.3500 | 0.4500 | 0.5900 | 0.4500 | 0.3161 | 0.4500 | 0.4188 | 0.2600 | 0.3291 | 0.3300 | 0.4500 | 0.1200 |
| $G_i(K_{11}(x_i))$ | 0.2900 | 0.5000 | 0.6019 | 0.4300 | 0.4300 | 0.4300 | 0.4300 | 0.5000 | 0.4300 | 0.0000 | 0.5140 | 0.4700 | 0.5000 | 0.4800 | 0.4300 |
| $G_i(K_{12}(x_i))$ | 0.4100 | 0.3900 | 0.5188 | 0.3965 | 0.4497 | 0.4500 | 0.3900 | 0.3900 | 0.4188 | 0.5598 | 0.5140 | 0.4200 | 0.4330 | 0.2800 | 0.2100 |
| $G_i(K_{13}(x_i))$ | 0.1200 | 0.4412 | 0.3200 | 0.2500 | 0.3400 | 0.3800 | 0.3400 | 0.5061 | 0.3400 | 0.4000 | 0.5200 | 0.4000 | 0.1000 | 0.4000 | 0.3000 |
| $G_i(K_{14}(x_i))$ | 0.4675 | 0.4522 | 0.5188 | 0.3385 | 0.2000 | 0.3986 | 0.3385 | 0.5061 | 0.3037 | 0.6100 | 0.5522 | 0.0200 | 0.5000 | 0.1100 | 0.2629 |
| $G_i(K_{15}(x_i))$ | 0.0200 | 0.2062 | 0.5200 | 0.3965 | 0.4497 | 0.5600 | 0.1000 | 0.1400 | 0.4188 | 0.5598 | 0.0800 | 0.3291 | 0.4330 | 0.4400 | 0.5200 |
Table 11: The \( t \)-norm-based lower approximation of attribute fuzzy set \( K_j(x_i) \)

| \( C_\lambda(K_1(x_i)) \) | \( x_1 \) | \( x_2 \) | \( x_3 \) | \( x_4 \) | \( x_5 \) | \( x_6 \) | \( x_7 \) | \( x_8 \) | \( x_9 \) | \( x_{10} \) | \( x_{11} \) | \( x_{12} \) | \( x_{13} \) | \( x_{14} \) | \( x_{15} \) |
|--------------------------|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 0.4600                   | 0.6818 | 0.8202 | 0.3300 | 0.3000 | 0.0600 | 0.3000 | 0.6300 | 0.0900 | 0.7534 | 0.6700 | 0.7297 | 0.6000 | 0.6900 | 0.0100 |
| 0.6800                   | 0.1300 | 0.7200 | 0.1100 | 0.1200 | 0.6400 | 0.3300 | 0.7400 | 0.2300 | 0.7700 | 0.8181 | 0.0900 | 0.7700 | 0.4800 | 0.3700 |
| 0.1100                   | 0.6818 | 0.1900 | 0.2700 | 0.7934 | 0.4900 | 0.7358 | 0.6600 | 0.5100 | 0.0600 | 0.6600 | 0.2500 | 0.7200 | 0.1000 | 0.0100 |
| 0.5454                   | 0.1700 | 0.2600 | 0.4000 | 0.0700 | 0.6800 | 0.4000 | 0.1500 | 0.3800 | 0.7534 | 0.4500 | 0.7297 | 0.4200 | 0.1200 | 0.3400 |
| 0.1600                   | 0.6700 | 0.8202 | 0.5200 | 0.7000 | 0.7500 | 0.7500 | 0.8100 | 0.6818 | 0.3300 | 0.8181 | 0.4200 | 0.1600 | 0.7317 | 0.7500 |
| 0.6300                   | 0.3600 | 0.8202 | 0.2200 | 0.6500 | 0.6000 | 0.3900 | 0.1800 | 0.6000 | 0.7300 | 0.6400 | 0.6200 | 0.1800 | 0.6300 | 0.3700 |
| 0.7564                   | 0.0700 | 0.8202 | 0.0200 | 0.6800 | 0.7179 | 0.5300 | 0.1400 | 0.2200 | 0.1100 | 0.7700 | 0.0800 | 0.3400 | 0.4100 | 0.6764 |
| 0.5454                   | 0.6900 | 0.0100 | 0.6900 | 0.7065 | 0.7179 | 0.0400 | 0.6071 | 0.2700 | 0.6200 | 0.4900 | 0.1000 | 0.1900 | 0.7317 | 0.1800 |
| 0.5454                   | 0.6200 | 0.3400 | 0.6200 | 0.7065 | 0.7179 | 0.6500 | 0.6071 | 0.3200 | 0.5500 | 0.3300 | 0.3500 | 0.8311 | 0.2800 | 0.6764 |
| 0.5000                   | 0.4900 | 0.8202 | 0.3500 | 0.4500 | 0.7179 | 0.7900 | 0.5900 | 0.6800 | 0.7534 | 0.2600 | 0.6900 | 0.3300 | 0.7500 | 0.1200 |
| 0.2900                   | 0.5400 | 0.8400 | 0.5750 | 0.7065 | 0.4300 | 0.4700 | 0.5000 | 0.5100 | 0.4800 | 0.8181 | 0.5200 | 0.7878 | 0.7317 | 0.4300 |
| 0.4100                   | 0.6700 | 0.8333 | 0.6700 | 0.4800 | 0.7179 | 0.4200 | 0.3900 | 0.4500 | 0.8352 | 0.7600 | 0.6900 | 0.7878 | 0.2800 | 0.2100 |
| 0.1200                   | 0.6818 | 0.3200 | 0.2500 | 0.3400 | 0.3800 | 0.5500 | 0.5200 | 0.5100 | 0.4000 | 0.3400 | 0.7297 | 0.1000 | 0.7317 | 0.3000 |
| 0.5000                   | 0.6100 | 0.8202 | 0.5300 | 0.2000 | 0.4500 | 0.4300 | 0.7200 | 0.3500 | 0.7534 | 0.7800 | 0.0200 | 0.7300 | 0.1100 | 0.4500 |
| 0.0200                   | 0.4400 | 0.8202 | 0.5750 | 0.5200 | 0.7179 | 0.1000 | 0.1400 | 0.5600 | 0.7534 | 0.0800 | 0.3700 | 0.6600 | 0.7500 | 0.6764 |
Table 12: The overlap function-based upper approximation of attribute fuzzy set $K_i(x_t)$

| $\overline{\mathcal{U}}_{A_i}(K_{i}(x_t))$ | $x_1$ | $x_2$ | $x_3$ | $x_4$ | $x_5$ | $x_6$ | $x_7$ | $x_8$ | $x_9$ | $x_{10}$ | $x_{11}$ | $x_{12}$ | $x_{13}$ | $x_{14}$ | $x_{15}$ |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| $\overline{\mathcal{U}}_{A_i}(K_1(x_t))$ | 0.6700 | 1 | 1 | 0.8185 | 0.5094 | 0.6300 | 0.6700 | 0.8219 | 1 | 0.6700 | 0.7400 | 0.6000 | 0.6900 | 0.6900 |
| $\overline{\mathcal{U}}_{A_i}(K_2(x_t))$ | 0.6800 | 0.7400 | 0.7200 | 0.7889 | 0.6400 | 0.6400 | 0.7059 | 0.7400 | 0.6400 | 0.8700 | 1 | 0.7106 | 0.7700 | 0.6324 | 0.6400 |
| $\overline{\mathcal{U}}_{A_i}(K_3(x_t))$ | 0.6600 | 0.9300 | 0.4811 | 0.8185 | 0.8000 | 0.6013 | 0.8246 | 0.6700 | 1 | 0.5811 | 0.6600 | 0.6600 | 0.7200 | 0.6453 | 0.7211 |
| $\overline{\mathcal{U}}_{A_i}(K_4(x_t))$ | 0.9900 | 0.4500 | 0.4200 | 0.7889 | 0.6800 | 0.6800 | 0.6800 | 0.4938 | 0.6800 | 0.8700 | 0.4500 | 1 | 0.4285 | 0.6324 | 0.6800 |
| $\overline{\mathcal{U}}_{A_i}(K_5(x_t))$ | 0.6775 | 0.7937 | 0.8900 | 0.7422 | 0.7806 | 1 | 0.9500 | 0.8100 | 0.7500 | 0.4401 | 0.9300 | 0.6708 | 0.5669 | 0.7500 | 0.9273 |
| $\overline{\mathcal{U}}_{A_i}(K_6(x_t))$ | 0.6400 | 0.6400 | 1 | 0.7300 | 0.6500 | 0.6013 | 0.7300 | 0.6400 | 0.7300 | 0.7300 | 0.6400 | 0.7106 | 0.5263 | 0.6324 | 0.6897 |
| $\overline{\mathcal{U}}_{A_i}(K_7(x_t))$ | 1 | 0.6428 | 0.9400 | 0.7422 | 0.7800 | 0.7800 | 0.7800 | 0.6838 | 0.7000 | 0.3400 | 0.7700 | 0.6708 | 0.5263 | 0.5830 | 0.7800 |
| $\overline{\mathcal{U}}_{A_i}(K_8(x_t))$ | 0.7800 | 0.7937 | 0.4811 | 0.8400 | 0.9200 | 0.7700 | 0.7700 | 1 | 0.7000 | 0.6200 | 0.4900 | 0.6200 | 0.5669 | 1 | 0.7700 |
| $\overline{\mathcal{U}}_{A_i}(K_9(x_t))$ | 0.7100 | 0.7937 | 0.4811 | 0.9400 | 1 | 0.7300 | 0.7300 | 0.8400 | 0.7000 | 0.5811 | 0.4859 | 0.6324 | 0.8400 | 0.6200 | 0.7300 |
| $\overline{\mathcal{U}}_{A_i}(K_{10}(x_t))$ | 0.5324 | 0.5900 | 0.8800 | 0.7889 | 0.7806 | 0.9600 | 1 | 0.5900 | 0.7000 | 0.8100 | 0.4859 | 0.7106 | 0.5669 | 0.9300 | 0.9273 |
| $\overline{\mathcal{U}}_{A_i}(K_{11}(x_t))$ | 0.6775 | 0.6428 | 0.9800 | 0.7200 | 0.8400 | 0.6013 | 0.6614 | 0.6838 | 0.6962 | 0.5811 | 0.9400 | 0.6708 | 1 | 0.9400 | 0.7370 |
| $\overline{\mathcal{U}}_{A_i}(K_{12}(x_t))$ | 0.6775 | 0.6700 | 0.9300 | 1 | 0.7600 | 0.7600 | 0.7600 | 0.6838 | 0.7000 | 0.8800 | 0.7600 | 0.7106 | 0.8800 | 0.6453 | 0.7600 |
| $\overline{\mathcal{U}}_{A_i}(K_{13}(x_t))$ | 0.5400 | 0.8100 | 0.4044 | 0.8100 | 0.5647 | 0.6013 | 0.6600 | 0.5400 | 0.8100 | 0.4401 | 0.5400 | 0.8900 | 0.5200 | 1 | 0.7370 |
| $\overline{\mathcal{U}}_{A_i}(K_{14}(x_t))$ | 0.6775 | 0.7200 | 0.8200 | 0.7889 | 0.5502 | 0.4500 | 0.7059 | 0.7200 | 0.6100 | 1 | 0.7800 | 0.7106 | 0.7300 | 0.6324 | 0.5555 |
| $\overline{\mathcal{U}}_{A_i}(K_{15}(x_t))$ | 0.5588 | 0.5587 | 0.8300 | 0.7889 | 0.7806 | 0.8600 | 0.8164 | 0.4761 | 0.7000 | 0.8500 | 0.4477 | 0.7106 | 0.6600 | 0.9400 | 1 |
Table 13: The 𝑡-norm-based upper approximation of attribute fuzzy set \( K_i(x_i) \)

| \( \mathcal{A}_i(K_1(x_1)) \) | \( x_1 \) | \( x_2 \) | \( x_3 \) | \( x_4 \) | \( x_5 \) | \( x_6 \) | \( x_7 \) | \( x_8 \) | \( x_9 \) | \( x_{10} \) | \( x_{11} \) | \( x_{12} \) | \( x_{13} \) | \( x_{14} \) | \( x_{15} \) |
|-----------------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| 0.4600          | 1    | 1    | 0.4250 | 0.3000 | 0.1764 | 0.3000 | 0.6300 | 0.3181 | 1    | 0.6700 | 0.7400 | 0.6000 | 0.6900 | 0.2444 |
| \( \mathcal{A}_i(K_2(x_2)) \) | 0.6800 | 0.3181 | 0.7200 | 0.2300 | 0.2300 | 0.6400 | 0.3300 | 0.7400 | 0.4900 | 0.8700 | 1    | 0.2702 | 0.7700 | 0.4800 | 0.6400 |
| \( \mathcal{A}_i(K_3(x_3)) \) | 0.4545 | 0.9300 | 0.1900 | 0.4250 | 0.8000 | 0.4900 | 0.7700 | 0.6700 | 1    | 0.2465 | 0.6600 | 0.2702 | 0.7200 | 0.2500 | 0.4900 |
| \( \mathcal{A}_i(K_4(x_4)) \) | 0.9900 | 0.2857 | 0.2600 | 0.4000 | 0.2934 | 0.6800 | 0.4000 | 0.3928 | 0.4900 | 0.8700 | 0.4500 | 1    | 0.4200 | 0.2682 | 0.6800 |
| \( \mathcal{A}_i(K_5(x_5)) \) | 0.4545 | 0.6700 | 0.8900 | 0.5200 | 0.7000 | 1    | 0.9500 | 0.8100 | 0.7500 | 0.3300 | 0.9300 | 0.4200 | 0.2121 | 0.7500 | 0.9200 |
| \( \mathcal{A}_i(K_6(x_6)) \) | 0.6300 | 0.3600 | 1    | 0.3600 | 0.6500 | 0.6000 | 0.3900 | 0.3928 | 0.7300 | 0.7300 | 0.6400 | 0.6200 | 0.1800 | 0.6300 | 0.6000 |
| \( \mathcal{A}_i(K_7(x_7)) \) | 1    | 0.3000 | 0.9400 | 0.2261 | 0.6800 | 0.7800 | 0.5300 | 0.3928 | 0.4900 | 0.2465 | 0.7700 | 0.2702 | 0.3400 | 0.4100 | 0.7678 |
| \( \mathcal{A}_i(K_8(x_8)) \) | 0.7800 | 0.6900 | 0.1797 | 0.8400 | 0.9200 | 0.7700 | 0.2700 | 1    | 0.4900 | 0.6200 | 0.4900 | 0.2500 | 0.2121 | 1    | 0.7678 |
| \( \mathcal{A}_i(K_9(x_9)) \) | 0.7100 | 0.6200 | 0.3400 | 0.9400 | 1    | 0.7300 | 0.6500 | 0.8400 | 0.4900 | 0.5500 | 0.3300 | 0.3500 | 0.8400 | 0.2800 | 0.7300 |
| \( \mathcal{A}_i(K_{10}(x_{10})) \) | 0.5000 | 0.4900 | 0.8800 | 0.4250 | 0.4500 | 0.9600 | 1    | 0.5900 | 0.6800 | 0.8100 | 0.2600 | 0.6900 | 0.3300 | 0.9300 | 0.7678 |
| \( \mathcal{A}_i(K_{11}(x_{11})) \) | 0.4545 | 0.5400 | 0.9800 | 0.7200 | 0.8400 | 0.4300 | 0.4700 | 0.5000 | 0.6500 | 0.4800 | 0.9400 | 0.5200 | 1    | 0.9400 | 0.5600 |
| \( \mathcal{A}_i(K_{12}(x_{12})) \) | 0.4545 | 0.6700 | 0.9300 | 1    | 0.4800 | 0.7600 | 0.4200 | 0.3928 | 0.4900 | 0.8800 | 0.7600 | 0.6900 | 0.8800 | 0.2800 | 0.7600 |
| \( \mathcal{A}_i(K_{13}(x_{13})) \) | 0.4545 | 0.8100 | 0.3200 | 0.4250 | 0.3400 | 0.3800 | 0.5500 | 0.5200 | 0.6600 | 0.4000 | 0.5400 | 0.8900 | 0.2121 | 1    | 0.3800 |
| \( \mathcal{A}_i(K_{14}(x_{14})) \) | 0.5000 | 0.6100 | 0.8200 | 0.5300 | 0.2934 | 0.4500 | 0.4300 | 0.7200 | 0.4500 | 1    | 0.7800 | 0.2702 | 0.7300 | 0.2682 | 0.4500 |
| \( \mathcal{A}_i(K_{15}(x_{15})) \) | 0.2435 | 0.4400 | 0.8300 | 0.6200 | 0.5200 | 0.8600 | 0.3000 | 0.1900 | 0.5600 | 0.8500 | 0.1720 | 0.3700 | 0.6600 | 0.9400 | 1    |
to determine the ranking of objects. By the function $\mathbf{10}$ and $\mathbf{11}$, we obtain that $\mathfrak{S}_1 = 0.3106$, $\hat{\mathfrak{S}}_1 = 0.5757$ and $\mathcal{H}_1 = 0.3099$, $\hat{\mathcal{H}}_1 = 0.5805$. Then, the results are illustrated in the Table $\ref{tab:16}$.

Table 16: The closeness coefficient

| $x_1$ | $x_2$ | $x_3$ | $x_4$ | $x_5$ | $x_6$ | $x_7$ | $x_8$ | $x_9$ | $x_{10}$ | $x_{11}$ | $x_{12}$ | $x_{13}$ | $x_{14}$ | $x_{15}$ |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| $\mathfrak{S}$ | -1.0706 | -0.6625 | 0 | -0.9999 | -0.7258 | -0.2563 | -0.9546 | -0.7387 | -0.9359 | -0.2376 | -0.3026 | -1.1245 | -0.7663 | -0.5034 | -1.3351 |
| $\mathcal{H}$ | -1.0194 | -0.7060 | 0 | -1.0500 | -0.7609 | -0.2525 | -0.9768 | -0.7731 | -0.9848 | -0.2281 | -0.3290 | -1.1547 | -0.7781 | -0.5549 | -1.3317 |

In line with the above steps, the rankings based $(\overline{C}_{A1}(X), \overline{C}_{A1}(X))$ and $(C_{A1}(X), \overline{C}_{A1}(X))$ of all alternative targets can be acquired, respectively. The orders are shown as below. Meanwhile, the sorting results based on the other models are given in the Table $\ref{tab:17}$.

On the basis of $(\overline{C}_{A1}(X), \overline{C}_{A1}(X))$:

$x_3 > x_{10} > x_6 > x_{11} > x_{14} > x_2 > x_5 > x_8 > x_{13} > x_9 > x_7 > x_4 > x_1 > x_{12} > x_{15}$.

On the basis of $(C_{A1}(X), \overline{C}_{A1}(X))$:

$x_3 > x_{10} > x_6 > x_{11} > x_{14} > x_2 > x_5 > x_8 > x_{13} > x_7 > x_9 > x_1 > x_4 > x_{12} > x_{15}$.

Thus, the third bone transplant replacement material which is the optimal alternative for the determination should be selected for the patient by the clinician.

6.3. Comparisons and analyses

According to the results we obtained before, the effectiveness and the reasonableness of new approaches are discussed in this subsection.

6.3.1. The analyses among new models

In the light of the ranking outcomes exhibited in Table $\ref{tab:17}$ although the results based on different models are high similarity, and all models give the same optimal solution, we also find that changes in the selection of neighborhood operators can lead to subtle changes in the sorting results. The essence of these variations is that for approximation operators based on the same pair of logical operators, the different neighborhood operator implies the change in the order relation among pairs of approximation operators, which in turn leads to the changes in assigning a weight of each attribute. Especially for the TNRFRS models, on the basis of the partially order relation defined in Remark $\mathbf{5.2}$, a model is at the bottom of the Hasse diagram implying the largest lower approximation set and the smallest upper approximation set, which represents, to some extent, the most accurate approximation of the target set. Thus, with the underlying logical operator unchanged, the sorting result based the model $(\overline{C}_{A1}(X), \overline{C}_{A1}(X))$ is the best representative of TNRFRS models. The situation is slightly different for ONRFRS models because the relations among most models are incomparable. The reasons for this change are the disappearance of the associative law for the overlap functions and the change of the boundary conditions, however, this does not prevent ONRFRS models and TNRFRS models from making similar decision outcomes. Furthermore, for more complicated cases in practical applications, such as image processing, the pending data cannot be arbitrarily combined with others, the ONRFRS models are more suitable and the incomparable neighborhood operators provide more options for decision-makers.
Table 17: The rankings based on different models

| MODEL | THE RANKING OF ALTERNATIVES |
|-------|-----------------------------|
| \(M_1(X), M_2(X)\) | \(x_3 > x_{10} > x_6 > x_{11} > x_{14} > x_2 > x_5 > x_8 > x_{13} > x_9 > x_7 > x_{14} > x_1 > x_{12} > x_{15} \) |
| \(M_3(X), M_4(X)\) | \(x_3 > x_{10} > x_6 > x_{11} > x_{14} > x_2 > x_5 > x_{13} > x_8 > x_7 > x_9 > x_{12} > x_1 > x_{15} \) |
| \(M_5(X), M_6(X)\) | \(x_3 > x_6 > x_{10} > x_{11} > x_{14} > x_2 > x_5 > x_{13} > x_8 > x_4 > x_9 > x_7 > x_{12} > x_1 > x_{15} \) |
| \(M_7(X), M_8(X)\) | \(x_3 > x_6 > x_{10} > x_{11} > x_{14} > x_2 > x_5 > x_{13} > x_8 > x_4 > x_9 > x_7 > x_{12} > x_1 > x_{15} \) |
| \(M_9(X), M_{10}(X)\) | \(x_3 > x_6 > x_{10} > x_{11} > x_{14} > x_2 > x_5 > x_{13} > x_8 > x_4 > x_9 > x_7 > x_{12} > x_1 > x_{15} \) |
| \(M_{11}(X), M_{12}(X)\) | \(x_3 > x_6 > x_{10} > x_{11} > x_{14} > x_2 > x_5 > x_{13} > x_8 > x_4 > x_9 > x_7 > x_{12} > x_1 > x_{15} \) |
| \(M_{13}(X), M_{14}(X)\) | \(x_3 > x_6 > x_{10} > x_{11} > x_{14} > x_2 > x_5 > x_{13} > x_8 > x_4 > x_9 > x_7 > x_{12} > x_1 > x_{15} \) |
| \(M_{15}(X), M_{16}(X)\) | \(x_3 > x_6 > x_{10} > x_{11} > x_{14} > x_2 > x_5 > x_{13} > x_8 > x_4 > x_9 > x_7 > x_{12} > x_1 > x_{15} \) |
| \(M_{17}(X), M_{18}(X)\) | \(x_3 > x_6 > x_{10} > x_{11} > x_{14} > x_2 > x_5 > x_{13} > x_8 > x_4 > x_9 > x_7 > x_{12} > x_1 > x_{15} \) |
| \(M_{19}(X), M_{20}(X)\) | \(x_3 > x_6 > x_{10} > x_{11} > x_{14} > x_2 > x_5 > x_{13} > x_8 > x_4 > x_9 > x_7 > x_{12} > x_1 > x_{15} \) |
| \(M_{21}(X), M_{22}(X)\) | \(x_3 > x_6 > x_{10} > x_{11} > x_{14} > x_2 > x_5 > x_{13} > x_8 > x_4 > x_9 > x_7 > x_{12} > x_1 > x_{15} \) |
| \(M_{23}(X), M_{24}(X)\) | \(x_3 > x_6 > x_{10} > x_{11} > x_{14} > x_2 > x_5 > x_{13} > x_8 > x_4 > x_9 > x_7 > x_{12} > x_1 > x_{15} \) |
| \(M_{25}(X), M_{26}(X)\) | \(x_3 > x_6 > x_{10} > x_{11} > x_{14} > x_2 > x_5 > x_{13} > x_8 > x_4 > x_9 > x_7 > x_{12} > x_1 > x_{15} \) |
Comparing ONRFRS models with TNRFRS models, we find that the sorting results obtained by ONRFRS models for each alternative are more consistent according to Figure 4. For ONRFRS models, the objects’ consistency rate more than 60% are a total of nine, which are $x_1$, $x_3$, $x_6$, $x_8$, $x_{10}$, $x_{11}$, $x_{12}$, $x_{14}$ and $x_{15}$, respectively. Yet, the number of consistency rate more than 60% is just five. Overall, the overlap function based-models are superior to the $t$-norm based models in terms of the consistency of decision-making outcomes. This does not mean that TNRFRS models are not valid methodologies, as we discussed previously, because of the lattice relations among TNRFRS models, the result of the model $(\overline{C}_A(X), \overline{C}_A(X))$ is the best representative for this type of models. Thus, for decision-makers, $(\overline{C}_A(X), \overline{C}_A(X))$ model is a good choice, if they would like to obtain a conclusion rapidly by just one model. On the other hand, due to the high consistency of ranking results, the series of models based on overlap function are better choices for decision-makers who do not want to recklessly make decisions with only one model. Certainly, combining the results from two kinds of models is also a brilliant idea, for the number of alternatives whose consistency rate is more than 60% is even higher than ONRFRS models by means of this way.

6.3.2. The analyses with the models based on different logical operators

Through the comparison with the conclusions from different types of models which are constructed by diverse types of logical operators, we surmise that the models established by different logical operators of the same type also induce slightly different decision results but do not affect the validity of the models. In order to verify our deduction, we construct the new models which are based on the non-associative overlap function $O_{m_2}(x, y) = \min\{x^2, y^2\}$ that satisfies the condition (O7) and its $R_D$-implication $I_{O_{m_2}} = \left\{ \begin{array}{ll} 1, & \text{if } x^2 \leq y; \\ \sqrt{y}, & \text{if } x^2 > y. \end{array} \right.$ and the left-continuous $t$-norm $T_m = \min[x, y]$ and its $R$-implication $I_{T_m} = \left\{ \begin{array}{ll} 1, & \text{if } x \leq y; \\ y, & \text{if } x > y. \end{array} \right.$ Without losing generality, we only need to give the results based on $(\overline{C}_A(X), \overline{C}_A(X)), (\overline{C}_A(X), \overline{C}_A(X)), (\overline{C}_H(X), \overline{C}_H(X))$ and $(\overline{C}_H(X), \overline{C}_H(X))$ that separately represent the models.
defined on the original covering $C$ which are based on overlap functions and their $R_O$-implications, and $t$-norms and their $R$-implications, respectively. The rankings are shown in Table 18.

According to Figure 5 and Figure 6, we find that although the fuzzy logical operators which compose the models are different, the sorting results still show a high degree of consistency. Considering about Figure 5, this picture shows that the impact of eight different logical operators respectively on ranking results that the line graphs formed based on the sorting results all reflect close trends. In Figure 6, the sorting results which are displayed in Table 18 are discussed in four categories, they are respectively between different types of fuzzy logical operators and fuzzy logical operators, between different implications and implications, and between logical operators and their corresponding implications, all giving the same optimal solution and the direction of sorting approximation. The above means the decision-making results of our approach do not change significantly with the change of the fuzzy logical operators, which further illustrates the effectiveness and objectivity of our methodology. In comparison to the different fuzzy logical operators of the same type, the diverse type of fuzzy logical operators lead to bigger changes in the rankings, this subtle difference is due to the fact that the overlap function is inherently different from the $t$-norm. Besides, the selection of different fuzzy logical operators can reflect the preferences of decision-makers and adapt to the practical application background.

---

### Table 18: The rankings based on models with different logical operators

| MODEL | BASIS | THE RANKING OF ALTERNATIVES |
|-------|-------|-------------------------------|
| $(C_{A1}(X), C_{A1}(X))$ | $IO_D$ | $x_3 > x_{10} > x_6 > x_{11} > x_{14} > x_2 > x_5 > x_8 > x_{13} > x_9 > x_7 > x_4 > x_1 > x_{12} > x_{15}$ |
| | $IO_{no}$ | $x_3 > x_{10} > x_6 > x_{11} > x_{14} > x_2 > x_5 > x_8 > x_{13} > x_9 > x_1 > x_7 > x_4 > x_1 > x_{12} > x_{15}$ |
| $(C_{B1}(X), C_{B1}(X))$ | $OD$ | $x_3 > x_{10} > x_6 > x_{11} > x_{14} > x_2 > x_5 > x_8 > x_{13} > x_9 > x_1 > x_7 > x_4 > x_1 > x_{12} > x_{15}$ |
| | $OM_2$ | $x_3 > x_{10} > x_6 > x_{11} > x_{14} > x_2 > x_5 > x_8 > x_{13} > x_9 > x_1 > x_7 > x_4 > x_1 > x_{12} > x_{15}$ |
| $C_{A1}(X), C_{A1}(X)$ | $F_1$ | $x_3 > x_{10} > x_6 > x_{11} > x_{14} > x_2 > x_5 > x_8 > x_{13} > x_9 > x_1 > x_7 > x_4 > x_1 > x_{12} > x_{15}$ |
| | $F_{no}$ | $x_3 > x_{10} > x_6 > x_{11} > x_{14} > x_2 > x_5 > x_8 > x_{13} > x_9 > x_1 > x_7 > x_4 > x_1 > x_{12} > x_{15}$ |
| $(C_{B1}(X), C_{B1}(X))$ | $D_1$ | $x_3 > x_8 > x_{10} > x_{11} > x_{14} > x_2 > x_5 > x_8 > x_{13} > x_9 > x_1 > x_7 > x_4 > x_1 > x_{12} > x_{15}$ |
| | $D_{no}$ | $x_3 > x_8 > x_{10} > x_{11} > x_{14} > x_2 > x_5 > x_8 > x_{13} > x_9 > x_1 > x_7 > x_4 > x_1 > x_{12} > x_{15}$ |

---

Figure 5: The rankings shown in Table 18
Typically, these values fluctuate between uncertain information. In order to further verify the effectiveness of our new method, the results of us are compared with the existing approaches in this part. The sorting results are shown in Table 19.

Table 19: The rankings based on different methods

| METHOD | THE RANKING OF ALTERNATIVES |
|--------|-----------------------------|
| Our method based on \( \overline{C}(X), \overline{A}(X) \) | \( X_3 > X_10 > X_6 > X_{11} > X_{14} > X_2 > X_5 > X_8 > X_{13} > X_9 > X_7 > X_4 > X_12 > X_{15} \) |
| Our method based on \( \overline{C}_{HI}(X), \overline{A}_{HI}(X) \) | \( X_3 > X_10 > X_6 > X_{11} > X_{14} > X_2 > X_5 > X_8 > X_{13} > X_9 > X_7 > X_4 > X_12 > X_{15} \) |
| Our method based on \( \overline{C}_{HI}(X), \overline{A}_{HI}(X) \) | \( X_3 > X_10 > X_6 > X_{11} > X_{14} > X_2 > X_5 > X_8 > X_{13} > X_9 > X_7 > X_4 > X_12 > X_{15} \) |
| Our method based on \( \overline{C}_{HI}(X), \overline{A}_{HI}(X) \) | \( X_3 > X_10 > X_6 > X_{11} > X_{14} > X_2 > X_5 > X_8 > X_{13} > X_9 > X_7 > X_4 > X_12 > X_{15} \) |
| The WAA method [39] | \( X_3 > X_10 > X_6 > X_{11} > X_{14} > X_2 > X_5 > X_8 > X_{13} > X_9 > X_7 > X_4 > X_12 > X_{15} \) |
| The OWGA method [38] | \( X_3 > X_10 > X_6 > X_{11} > X_{14} > X_2 > X_5 > X_8 > X_{13} > X_9 > X_7 > X_4 > X_12 > X_{15} \) |
| The PROMETHEE II method \( (p = 0.5) \) [2] | \( X_3 > X_10 > X_6 > X_{11} > X_{14} > X_2 > X_5 > X_8 > X_{13} > X_9 > X_7 > X_4 > X_12 > X_{15} \) |
| The TOPSIS method [19, 23, 34] | \( X_3 > X_10 > X_6 > X_{11} > X_{14} > X_2 > X_5 > X_8 > X_{13} > X_9 > X_7 > X_4 > X_12 > X_{15} \) |
| The TOPSIS method based on an EFhCAS [47] | \( X_3 > X_10 > X_6 > X_{11} > X_{14} > X_2 > X_5 > X_8 > X_{13} > X_9 > X_7 > X_4 > X_12 > X_{15} \) |
| The TOPSIS method based on a VFCAS [21] | \( X_3 > X_10 > X_6 > X_{11} > X_{14} > X_2 > X_5 > X_8 > X_{13} > X_9 > X_7 > X_4 > X_12 > X_{15} \) |
| The TOPSIS method based on a JAS [44] | \( X_3 > X_10 > X_6 > X_{11} > X_{14} > X_2 > X_5 > X_8 > X_{13} > X_9 > X_7 > X_4 > X_12 > X_{15} \) |
| The TOPSIS method based on an FCAS [48] | \( X_3 > X_10 > X_6 > X_{11} > X_{14} > X_2 > X_5 > X_8 > X_{13} > X_9 > X_7 > X_4 > X_12 > X_{15} \) |

The value of the correlation coefficient is often used to reflect the degree of relevance between two sets of variables. Typically, these values fluctuate between −1 and 1, where the positive and negative values represent positive and negative correlations, respectively. Besides, when the absolute value of the correlation coefficient is closer to 1, the stronger the correlation between the two sides of the comparison, correspondingly, when the absolute value of the correlation coefficient is closer to 0, the weaker the correlation between the two sides of the comparison. In order to
Then, the results of the calculation are presented in Table 20 and their corresponding visualized representations are shown in Figure 7. Where M1 is our method based on (1), M2 is our method based on (X), M3 is our method based on (X, X), M4 is our method based on (X, X), M5 is the WAA method, M6 is the OWA method, M7 is the OWGA method, M8 is the PROMETHEE II method, M9 is the TOPSIS method, M10 is the TOPSIS method based on an FβCAS, M11 is the TOPSIS method based on a VFCAS, M12 is the TOPSIS method based on a λAS and M13 is the TOPSIS method based on an FCAS.

According to Table 19, we find that the results based on our four different models and the results based on other existing methods have the same optimal alternative (except for the method in (38) and the method in (44)). In light of Figure 7, it is more intuitive to show the high correlation, except for ranking result of the TOPSIS method based on a λAS, between the results of our methods based on different models and other methods, and the Spearman rank correlation coefficient ρ between each method is more than 0.9142 as shown in Table 20. Thus, the effectiveness present the relations more visually among the sorting results based on different methods shown in Table 19, we have the aid of the Spearman rank correlation coefficient [27] which is one of the methods commonly used in statistics to calculate the dependence between two variables to describe them. Through numericalizing the ranking results, we can use the above method to calculate the correlations among the results obtained by each decision-making methodology. Then, the results of the calculation are presented in Table 20 and their corresponding visualized representations are shown in Figure 7. Where M1 is our method based on (X, X), M2 is our method based on (X, X), M3 is our method based on (X, X), M4 is our method based on (X, X), M5 is the WAA method, M6 is the OWA method, M7 is the OWGA method, M8 is the PROMETHEE II method, M9 is the TOPSIS method, M10 is the TOPSIS method based on an FβCAS, M11 is the TOPSIS method based on a VFCAS, M12 is the TOPSIS method based on a λAS and M13 is the TOPSIS method based on an FCAS.

According to Table 19, we find that the results based on our four different models and the results based on other existing methods have the same optimal alternative (except for the method in (38) and the method in (44)). In light of Figure 7, it is more intuitive to show the high correlation, except for ranking result of the TOPSIS method based on a λAS, between the results of our methods based on different models and other methods, and the Spearman rank correlation coefficient ρ between each method is more than 0.9142 as shown in Table 20. Thus, the effectiveness

| r | M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8 | M9 | M10 | M11 | M12 | M13 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| M1 | 1 | 0.9678 | 0.9928 | 0.9642 | 0.9892 | 0.9892 | 0.9607 | 0.9392 | 0.9892 | 0.9535 | 0.9928 | -0.4107 | 0.9892 |
| M2 | 0.9678 | 1 | 0.9642 | 0.9964 | 0.9807 | 0.9607 | 0.9142 | 0.9392 | 0.9607 | 0.9464 | 0.9535 | -0.4714 | 0.9607 |
| M3 | 0.9928 | 0.9642 | 1 | 0.9607 | 0.9892 | 0.9892 | 0.9535 | 0.9392 | 0.9892 | 0.9607 | 0.9214 | 0.9428 | 0.9642 |
| M4 | 0.9642 | 0.9964 | 0.9607 | 1 | 0.9642 | 0.9642 | 0.9214 | 0.9428 | 0.9642 | 0.9428 | 0.9571 | -0.4428 | 0.9642 |
| M5 | 0.9892 | 0.9607 | 0.9892 | 0.9642 | 1 | 1 | 0.9571 | 0.9571 | 1 | 0.9607 | 0.9964 | -0.4142 | 1 |
| M6 | 0.9892 | 0.9607 | 0.9892 | 0.9642 | 1 | 1 | 0.9571 | 0.9571 | 1 | 0.9607 | 0.9964 | -0.4142 | 1 |
| M7 | 0.9607 | 0.9142 | 0.9535 | 0.9214 | 0.9571 | 0.9571 | 1 | 0.9142 | 0.9571 | 0.9142 | 0.9607 | -0.2821 | 0.9571 |
| M8 | 0.9392 | 0.9392 | 0.9535 | 0.9428 | 0.9571 | 0.9571 | 0.9142 | 1 | 0.9571 | 0.9571 | 0.9857 | -0.3857 | 0.9571 |
| M9 | 0.9607 | 0.9607 | 0.9892 | 0.9642 | 1 | 1 | 0.9571 | 0.9571 | 1 | 0.9607 | 0.9964 | -0.4142 | 1 |
| M10 | 0.9535 | 0.9464 | 0.9607 | 0.9428 | 0.9607 | 0.9607 | 0.9142 | 0.9857 | 0.9607 | 1 | 0.9535 | -0.4035 | 0.9607 |
| M11 | 0.9214 | 0.9571 | 0.9535 | 0.9064 | 0.9642 | 0.9642 | 0.9500 | 0.9964 | 0.9535 | 1 | -0.3892 | 0.9964 |
| M12 | -0.4107 | -0.4714 | -0.4214 | -0.4428 | -0.4142 | -0.4142 | -0.2821 | -0.3857 | -0.4142 | -0.4035 | -0.3892 | -0.4142 | 1 |
| M13 | 0.9892 | 0.9607 | 0.9892 | 0.9642 | 1 | 1 | 0.9571 | 0.9571 | 1 | 0.9607 | 0.9964 | -0.4142 | 1 |
of the new models have been confirmed again. However, the results of our four models are quite different from M12 and the largest value of the correlation coefficients is just −0.4107. This does not indicate that our results are incorrect, because the other methods also reflect a weak correlation with M12 by comparing with their sort results. The case of M7 is different, although this method gives an entirely different optimal solution from others, the lowest value of dependence for M7 is more than 0.9. In the practical sense, the ranking results by the diverse methods are different, and even giving distinct optimal alternatives is unsurprising. Therefore, the difference in the choice of decision methods reflects, to some extent, the decision maker’s decision preferences.

7. Conclusion and future work

In order to extend the traditional covering based rough set to the fuzzy environment and give a different generalization from [9], we have defined four original overlap function-based fuzzy operators. In addition, we also give two types of neighborhood-related fuzzy covering-based rough set models which are based on fuzzy neighborhood operators given in [9] and the new ones defined in the above text. First of all, six new derived fuzzy coverings have been given from an original covering, and for a finite fuzzy covering with an overlap function which satisfies (O7), we have obtained twenty four new fuzzy neighborhood operators via combining its six derived fuzzy coverings with four original operators. Furthermore, the equivalence relationships among all of the overlap function based fuzzy neighborhood operators have been discussed and they have also been grouped into seventeen groupings. In light of the classification, the partially order relations, ≤, among the different groups of operators have been discussed. By means of comparing with groupings and Hasse diagram of t-norm-based fuzzy neighborhood operators, we have concluded that the huge differences between these two kinds of fuzzy neighborhood operators are dependent on whether the constructing functions have exchange principle and their boundary conditions. Then on the basis of the fuzzy neighborhood operators proposed in [9] and the new fuzzy neighborhood operators investigated in this paper, we obtain two types of neighborhood-related fuzzy covering-based rough set models, and the properties and classifications of new models have been discussed and proved in detail. Finally, a new fuzzy TOPSIS method based on our models are proposed to deal with a biosynthetic nanomaterials selection issue and the effectiveness of new models is verified in the final subsection of this article. The decision-making processes confirm that for the traditional decision-making issues, overlap functions are no less than conventional fuzzy logical operators.

However, there is a problem need to deal with, which is the relationship between the grouping C and the grouping A1. In this paper, we fail to prove or find an example to verify the relation between them, so that we have assumed they are incomparable when we drew the Hasse diagram. We expect this problem can be approached in the future. Furthermore, there are some essential future researches about the decision-making model based on overlap functions. Comparing with t-norms, the researches about establishing the fuzzy rough set models based on overlap function are not many, although overlap functions are more sophisticated, more in line with reality, after all, in real-world applications, not all data can be arbitrarily combined. Therefore, the overlap function-based fuzzy rough set models are of high application values in data mining techniques, image processing techniques, and so on. In summary, the applications of overlap function still have great research prospects.
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