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As the only gravity theory with quadratic curvature terms and second-order field equations, Einstein-dilaton-Gauss-Bonnet gravity is a natural test bed to probe the high-curvature regime beyond general relativity in a fully nonperturbative way. Due to nonperturbative effects of the dilatonic coupling, black holes in this theory have a minimum mass which separates a stable branch from an unstable one. The minimum mass solution is a double point in the phase diagram of the theory, wherein the critical black hole and a wormhole solution coexist. We perform extensive nonlinear simulations of the spherical collapse onto black holes with scalar hair in this theory, especially focusing on the region near the minimum mass. We study the nonlinear transition from the unstable to the stable branch and assess the nonlinear stability of the latter. Furthermore, motivated by modeling the mass loss induced by Hawking radiation near the minimum mass at the classical level, we study the collapse of a phantom field onto the black hole. When the black-hole mass decreases past the critical value, the apparent horizon shrinks significantly, eventually unveiling a high-curvature elliptic region. We argue that evaporation in this theory is bound to either violate the weak cosmic censorship or produce horizonless remnants. Addressing the end state might require a different evolution scheme.
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I. INTRODUCTION

Penrose’s weak cosmic censorship conjecture [1] posits that—within Einstein’s general relativity (GR)—naked singularities cannot form from typical regular initial data (see Ref. [2] for an overview). Lacking a rigorous proof of this conjecture, great effort has been devoted to devise gedanken experiments [3] aimed at supporting or disproving it. This has been done by trying to overcharge/overspin a black hole (BH) past extremality in order to destroy the BH horizon and unveil the curvature singularity concealed in its interior (see Refs. [4–14] for various different attempts).

While most attempts have focused on the dynamics of test particles/fields onto a fixed BH geometry, this regime is insufficient to test the conjecture, since backreaction and finite-size effects can be key to avoid naked-singularity formation (see, e.g., Refs. [15,16]). Therefore, gedanken experiments relying on the fully nonlinear dynamics of a theory are particularly important [17].

In this paper (a companion of Ref. [18]), we perform extensive nonlinear numerical simulations of the spherical collapse of scalar fields onto BHs in a theory of gravity with quadratic curvature terms. Our test bed is Einstein-dilaton-Gauss-Bonnet (EdGB) gravity [19], a theory that stands out within those containing curvature-squared terms as the only one featuring second-order field equations. This avoids Ostrograski’s instability [20] and allows studying the theory at the fully nonperturbative level [21–28], i.e., beyond an effective field theory (see Refs. [29–34] for simulations in the perturbative regime). Thus, one of the questions we wish to explore here is whether naked singularities can form dynamically in the high-curvature regime when this theory dramatically differs from GR.

Another broad motivation for our study is an intriguing aspect of BHs in this theory that is often overlooked. By simple dimensional arguments, any theory with ultraviolet curvature-squared terms has a natural length scale $\ell$ below which GR deviations become dominant. Indeed, due to nonperturbative effects, in this theory, BHs may have a minimum radius and a minimum mass, both of $O(\ell)$ [19,35–37]. This is a striking difference with respect to GR, where the BH mass is an unconstrained free parameter, so in GR, BHs can have any size. As we shall discuss in details, in EdGB gravity, the minimum-radius solution and the minimum-mass solution exist but do not coincide [35,38–40]. Furthermore, the minimum-mass
solution—like all BH solutions in this theory—actually corresponds to a double point in the phase space in which the BH solution and a regular wormhole solution [41] coexist [39].

Remarkably, as we shall show, the Hawking temperature [42] and graybody factor of BHs in this theory are finite and nonvanishing, even at the critical (i.e., minimum mass) solution (see also Ref. [43]). This unveils a conundrum: what is the final fate of Hawking evaporation in this theory since a BH cannot evaporate completely? [35,44] We shall argue that, due to nonperturbative high-curvature effects, EdGB gravity is bound to either violate the weak cosmic censorship or produce horizonless remnants.

One might argue that Hawking evaporation is irrelevant for real BHs and that also higher-curvature corrections are negligible if the fundamental length scale $\ell$ is much smaller than the typical size of an astrophysical BH. However, the problem has potentially deep implications, as put forward by the following gedanken experiment. Imagine a BH with radius (and mass) much bigger than $\ell$ (we shall use natural units henceforth). In this regime, higher-curvature corrections are negligible, and EdGB gravity reduces to GR. Due to Hawking evaporation, the BH mass (and size) decreases and inevitably reaches the length scale $\ell$. In that regime, nonperturbative EdGB effects become important as testified by the fact that there is a critical mass, $M_{\text{min}} \propto \ell^4$, below which no static BH solutions exist. Since Hawking emission is not halted at the critical point, something dramatic must happen to the system. Note that this conclusion holds no matter how small $\ell$ is; Hawking radiation will dynamically bring the system toward the nonperturbative regime.

With the above motivations in mind, we wish to perform a gedanken experiment which is similar (in spirit) to Hawking evaporation, by studying the dynamics of a nearly critical BH in EdGB gravity past the minimum mass. In order to mimic the mass loss due to Hawking evaporation at the classical level, we shall use a massless “phantom” scalar field with the “wrong” sign of the kinetic term. In this setup, a BH would reduce its mass after absorbing a phantom perturbation.

The rest of this paper is organized as follows. In Sec. II, we present the theory and field equations in covariant form, as well as the sets of coordinates used in different parts of the analysis. In Sec. III, we discuss static BH solutions in this theory and compute their temperature and graybody factors and their interior. We also discuss the phase space of static solutions in EdGB gravity, which includes wormholes and singular solitons. Section IV presents our numerical setup, whereas Sec. V is devoted to our numerical simulations using both dilaton and phantom perturbations. We conclude with a discussion of the results in Sec. VI. The paper is supplemented by several Appendices. Appendix A gives the set of field equations to be solved for the static solutions and for the initial-value problem. Appendix B provides details on the static wormholes and soliton solutions. Finally, Appendix C presents some details and convergence tests of our code.

II. FRAMEWORK

We consider the action of Einstein-scalar-Gauss-Bonnet gravity [19] with an additional (real) phantom scalar field,

$$S = \frac{1}{16\pi} \int d^4 \sqrt{-g} \left\{ R - (\nabla \phi) (\nabla \phi) + (\nabla_\mu \xi) (\nabla^\mu \xi) + 2F[\phi] \right\}.$$

where $R$ is the scalar curvature, $\phi$ is the dilatonic field, $\xi$ is the phantom field, $F[\phi]$ is the coupling function, $G = 1/2 \delta^{[\mu in]}_{\rho\tau\beta\gamma} R^{\rho\tau}_{\mu\nu} R^{\beta\gamma}_{\nu\lambda\omega}$ is the Gauss-Bonnet invariant, and $\delta^{[\mu in]}_{\rho\tau\beta\gamma} = \epsilon^{[\mu in]}_{\rho\tau\beta\gamma}$ being the Levi-Civita symbol.

From this action, we obtain the following field equations,

$$R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = 8\pi T_{\mu\nu},$$

$$\Box \phi = - \frac{\delta F[\phi]}{\delta \phi} G,$$

$$\Box \xi = 0,$$

where $\Box = \nabla_\mu \nabla^\mu$ and

$$T_{\mu\nu} = \frac{1}{8\pi} \left\{ (\nabla_\mu \phi)(\nabla_\nu \phi) - \frac{1}{2} (\nabla_\nu \phi)(\nabla_\mu \phi) g_{\mu\nu} - (\nabla_\mu \xi)(\nabla_\nu \xi) + \frac{1}{2} (\nabla_\nu \xi)(\nabla_\mu \xi) g_{\mu\nu} + 2(\nabla_\mu \xi)(\nabla_\nu F[\phi]) \delta^{[\xi\xi]}_{\rho \tau \beta \gamma} R^{\rho \tau}_{\mu \nu} \delta^{[\phi \phi]}_{\lambda \omega} \delta^{[\rho \tau \beta \gamma]}_{\kappa \lambda \omega} \right\}$$

is the effective stress-energy tensor. For concreteness, we will consider a dilatonic coupling function of the form [46]

$$F[\phi] = \lambda e^{-\gamma \phi},$$

where $\lambda$ is the Gauss-Bonnet coupling constant and $\gamma$ is the dilaton coupling constant. We expect that several of the qualitative features discussed below hold also with different coupling functions, as long as the quadratic-curvature
interactions are sufficiently strong. Henceforth, we will refer to this class of quadratic-gravity theories as EdGB

Note that, in term of the generic length scale discussed in the introduction, \( \lambda \approx \varepsilon^2 \) since the coupling is dimensionally the inverse of a curvature.

We shall construct static BH solutions in this theory and compute their Hawking temperature and graybody factor. We shall also study their nonlinear stability by performing numerical simulations in full-fledged EdGB gravity. We use different coordinate systems for these studies. To compute the Hawking temperature and graybody factors, we use Schwarzschild-like coordinates \((t, r, \theta, \varphi)\) and assume the following ansatz for the metric,

\[
d s^2 = -e^{\Gamma(r)} dt^2 + e^{\Lambda(r)} dr^2 + r^2 d\Omega^2,
\]

where \( \Gamma(r) \) and \( \Lambda(r) \) are functions of the areal radius \( r \). On the other hand, when performing nonlinear simulations of wave packets absorbed by dilatonic BHs, we use Painlevé-Gullstrand (PG)-like coordinates \((t, R, \theta, \varphi)\) that penetrate the BH horizon, since in this case we are also interested in monitoring the BH interior. The line element in this case reads

\[
d s^2 = -\alpha(t, R) dt^2 + (dR + \alpha(t, R) \zeta(t, R) dt)^2 + R^2 d\Omega^2,
\]

where \( R \) is the areal radius. These two coordinates are connected by

\[
\alpha dx = dR, \quad dt = dt - \frac{\zeta}{\alpha (1 - \zeta^2)} dR.
\]

In some selected cases, we checked that the solutions obtained with different coordinates are consistent with each other.

III. STATIC DILATONIC BHs AND OTHER HORIZONLESS SOLUTIONS IN EdGB GRAVITY

In this section, we construct static dilatonic BH solutions in EdGB gravity and discuss the minimum BH mass and the Hawking emission (Sec. III A) as well as construct the BH interior (Sec. III B) which would be needed for the initial data of the simulations performed in the next sections. In Sec. III A 2, we shall also discuss the phase space of static objects in this theory and present other horizonless solutions. In this section, we switch off the phantom field, thus dealing with pure EdGB gravity in vacuum.

A. Static dilatonic BH solutions

in Schwarzschild-like coordinates

We consider static and spherically symmetric solutions to the field equations (2) and (3), when the phantom field vanishes. In particular, we are interested in BH solutions with a dilaton hair that vanishes at spatial infinity \([19]\). In Schwarzschild-like coordinates, Eq. (7), we obtain a set of differential equations for the metric functions and the dilaton, which are given in Appendix A.

The metric functions and dilaton near the BH horizon \((r \sim r_H)\) read

\[
\begin{align*}
    e^{\Gamma(r)} &\approx \Gamma_1 (r - r_H) + O[(r - r_H)^2] \\
    e^{-\Lambda(r)} &\approx \lambda_1 (r - r_H) + O[(r - r_H)^2] \\
    \phi(r) &\approx \phi_H + \phi_H' (r - r_H) + O[(r - r_H)^2],
\end{align*}
\]

where \( \Gamma_1 \) is related to a time rescaling and can be set by requiring \( e^{\Gamma(r)} \rightarrow 1 \) at infinity, whereas \( \lambda_1 \) and \( \phi_H \) can be written in terms of \( \phi_H \) and \( r_H \) through the field equations \([19]\).

\[
\phi_H' = \frac{r_H}{8 \gamma \lambda} e^{\Gamma_H} \left( 1 - \sqrt{1 - \frac{192 \gamma^2 \lambda^2}{r_H^4} e^{-2 \phi_H}} \right),
\]

\[
\lambda_1 = \frac{1}{r_H - 4 \gamma \lambda e^{-\phi_H} \phi_H'}.
\]

Thus, for a fixed coupling function and choosing units such as \( r_H \) is fixed, the near-horizon solution depends on a single parameter, \( \phi_H \). Near spatial infinity,

\[
e^{\Gamma(r)} \approx e^{-\Lambda(r)} \approx 1 - \frac{2 M_{BH}}{r} + O(r^{-2})
\]

\[
\phi(r) \approx C - \frac{D}{r} + O(r^{-2}),
\]

where \( M_{BH} \) is the BH mass and \( D \) is the dilaton charge. We integrate the field equations from the horizon outward and find a family of asymptotically flat BH solutions by adjusting \( \phi_H \) in order to impose \( C = 0 \) at spatial infinity. We do so with two different procedures; details are given in Sec. III B.

For concreteness, we shall now focus on the \( \gamma = 4 \) case; different couplings are discussed later and give qualitatively similar results, including \( \gamma = \sqrt{2} \), which is motivated by string theory \([46]\). In Fig. 1, we show the areal radius of the event horizon as a function of the BH mass \( M_{BH} \) in this theory. When \( \lambda / r_H^2 \ll 1 \), there exists only one asymptotically flat solution for given BH mass, which reduces to the GR Schwarzschild BH in the \( \lambda \rightarrow 0 \) limit. In this limit, one gets \( r_H \approx 2 M_{BH} \) as in GR. However, for any finite \( \lambda \), there exists a minimum-mass BH solution \([19, 35-37]\), \( M_{BH} \geq M_{crit} \approx 8.244 \sqrt{\lambda} \). The critical BH divides two branches of solutions with the same mass and different

\(^3\)As later discussed, other values of \( \gamma \geq 1 \) change the proportionality factor of the minimum mass, but in general \( M_{crit} \propto \sqrt{\lambda} \).
radii. The upper branch (i.e., larger radii) is linearly stable, whereas the lower branch (i.e., smaller radii) is linearly unstable \[39,47\]. As later discussed, the details (and existence) of the second branch depends on the specific values of \(\gamma\). In our context, it is important to highlight that, just as the Schwarzschild solution, these metrics have a curvature singularity inside the horizon \[36\], except for the solution at the end of the unstable branch in which such singularity coincides with the horizon and becomes naked (see, e.g., Refs. \[48,49\] for BHs in shift-symmetric theories with \(F[\phi]/C138\propto\phi\)). Since for \(\gamma \gtrsim 1\) the singular solution does not coincide with the minimum-mass solution, the latter is regular on and outside the horizon, just as in the GR case. On the other hand, the singular solution is unphysical as it is part of the unstable branch.

1. BH temperature and graybody factor

We are interested in how these modified BH solutions emit Hawking radiation. Thus, we first compute their Hawking temperature \[50\]

\[
T_{BH} = \frac{1}{4\pi} \lim_{\tau \rightarrow \tau_0} \frac{d\mathcal{H}}{d\tau} \sqrt{g_{tt}g_{\tau\tau}}.
\]  

(14)

As shown in Fig. 2, the temperature of a dilatonic BH in EdGB gravity is always higher than that of the corresponding Schwarzschild BH with same mass. This suggests that a BH evaporates faster in EdGB gravity than in GR. Furthermore, we note that the temperature is always non-vanishing also for the minimum-mass solution. This suggests that the BH continues emitting energy once it reaches the minimum mass configuration.

However, the BH mass loss depends also on its graybody factor \(G_{lm}(\omega)\), which is the fraction of energy flux at frequency \(\omega\) coming from spatial infinity that is captured by the horizon. Specifically,

\[
\frac{dM}{dt} = -\frac{1}{2\pi} \sum_{lm} \int d\omega \frac{\omega G_{lm}(\omega)}{e^{\omega/T_{BH}} \pm 1},
\]

(15)

where the sum is over the \((l, m)\) angular mode of the radiation and, at the denominator, the plus/minus applies to the emission of fermions/bosons. Thus, in order to study the BH evaporation, it is not sufficient to compute its temperature; we also need the behavior of the graybody factors relative to the emitted modes. We compute these quantities for minimally coupled scalar massless particles and for photons \(^4\) (see also Ref. \[43\]). In particular, we consider the lowest angular modes, i.e., \(l = 0\) and \(l = 1\), for the scalar and vector emission, respectively, which give the leading contribution to the mass loss in this case.

The scalar \(\Psi\) and electromagnetic \(A_\mu\) fields satisfy the following field equations,

\[
\nabla_\mu \partial^\mu \Psi = 0,
\]

\[
\nabla_\mu \left( \partial^\mu A^\nu - \partial^\nu A^\mu \right) = 0,
\]

(16)

on the background metric described by the dilatonic BH solution. Since the background metric (7) is spherically

\(^4\)Of course, also gravitons would be radiated, and in EdGB theory, the gravitational sector is coupled to the dilaton. The computation of the graybody factor for gravitons and dilatons is technically more involved but does not change the qualitative picture.
symmetric, it is possible to decompose the scalar field in spherical harmonics $Y_{lm}(\theta, \phi)$ and the electromagnetic field in vector harmonics [51]:

$$
\Psi(t, r, \theta, \phi) = \sum_{lm} R_{lm}(t, r) Y_{lm},
$$

$$
A_\mu(t, r, \theta, \phi) = \sum_{lm} \begin{pmatrix}
    f_{lm}(t, r) & h_{lm}(t, r) \\
    a_{lm}(t, r, \frac{1}{\sin \theta} \partial_\phi + k_{lm}(t, r) \partial_\theta) & a_{lm}(t, r) \sin \theta \partial_\theta - k_{lm}(t, r) \partial_\phi
\end{pmatrix} Y_{lm}.
$$

Substituting these expansions in the field equations (16) and assuming a time dependence $e^{-i\omega t}$, the radial part of the equations separates and takes the form of a Schröedinger-like equation,

$$
\frac{d^2}{dr^2} \Theta_{lm}(r) + [\omega^2 - V_{slm}(r)] \Theta_{lm}(r) = 0, \quad (17)
$$

where $\Theta_{lm}$ collectively denotes the master function for the scalar or the electromagnetic field, and

$$
V_{s}\approx0(r) = \frac{l(l+1)}{r^2} e^{r} + \frac{1}{r} \frac{d}{dr} \left( e^{r} \right),
$$

$$
V_{s}\approx1(r) = \frac{l(l+1)}{r^2} e^{r}, \quad (18)
$$

for the scalar ($s = 0$) and electromagnetic ($s = 1$) cases, respectively. In the above equations, $r_s$ is the generalized tortoise coordinate defined through

$$
\frac{dr_s}{dr} = e^{\frac{\Lambda(r)-\Gamma(r)}{2}}. \quad (19)
$$

The potentials in Eq. (18) vanish both at the horizon and at spatial infinity, and their radial profile is in fact qualitatively very similar to the case of a Schwarzschild BH. The asymptotic solutions are ingoing/outgoing waves in tortoise coordinates, $\Theta_{lm} \sim e^{\pm i r_s}$. If we normalize the flux coming from infinity, the graybody factor is simply related to the transmission coefficient of the master function,

$$
\begin{align*}
  \Theta_{lm} &= e^{-i r_s} + R_{lm} e^{i r_s}, \quad r_s \to \infty, \\
  \Theta_{lm} &= G_{lm} e^{-i r_s}, \quad r_s \to -\infty.
\end{align*} \quad (20)
$$

We have studied this scattering problem for the lowest angular modes of the massless scalar and the electromagnetic field, for different values of the coupling constant $\lambda$. In Fig. 3, we show the graybody factors of the dilatonic BH with minimum mass, compared with those of a Schwarzschild BH of equal mass. Overall, these two quantities are very similar to each other for any value of the coupling (of course, the agreement further improves for smaller values of the coupling than that shown in Fig. 3). This is consistent with the fact that the graybody factor is mainly governed by the BH photon sphere, which is slightly outside the horizon, where the higher-curvature corrections are already smaller relative to their value at and inside the horizon.

Therefore, the main difference between the spectrum of a dilatonic and a Schwarzschild BH comes from the (slightly) different temperature. Since the temperature of a dilatonic BH is (slightly) higher than that of a Schwarzschild BH of the same mass, the former evaporates (slightly) faster than the latter. Using Eq. (15), we estimate that near the minimum mass a dilatonic BH evaporates $\approx 7\%$ and $\approx 14\%$ faster than in GR for scalar and vector modes, respectively.

Intriguingly, when the dilatonic BH reaches the minimum mass configuration, the graybody factor and temperature are finite and nonvanishing. In other words, the BH should continue evaporating, but since there are no static BH solutions with lower mass, it is natural to ask toward which state the BH evolves.

2. Phase diagram in EdGB gravity

To start addressing the question related to the evolution of BHs past the minimum mass in EdGB gravity, it is useful to study in detail the parameter space of static and spherically symmetric solutions in this theory. In particular, one might entertain the idea of phase transitions from the critical BH toward some other solutions, should the parameter space allow for that. Interestingly, EdGB gravity admits other, horizonless, asymptotically flat solutions: traversable wormholes [41,52] and particlelike (solitonic) solutions characterized by a singularity in the second
close to the horizon, we also need small grid steps to resolve properly the BH region. In order to reduce the computational cost by increasing the resolution only in the central region, we define the areal radius \( R(r) \) in terms of a radial coordinate \( r \). As explained in Appendix C, the function \( R(r) \) is accurately chosen as to achieve better resolution in high-curvature regions while keeping a uniform grid for the coordinate radius \( r \). The line element in PG-like coordinates can thus be written as

\[
\text{d}s^2 = -\alpha^2 \text{d}t^2 + (R'(r) \text{d}r + \alpha \zeta \text{d}t)^2 + R(r)^2 \text{d}\Omega^2,
\]

where \( \alpha \) and \( \zeta \) depend in general on \((r, t)\). In the following equations, we shall often leave the \( r \) dependence of \( R \) implicit.

### I. Equations and boundary conditions

Replacing the static line element (21) into the field equations (2)–(3) and performing algebraic operations, we obtain two first-order equations for \( \alpha \) and \( \zeta \) and a second-order equation for \( \phi \), which are reported in Appendix A.

The expansion of the future-directed outgoing null geodesics normal to the 2-spheres \( S_R \) of (areal) radius \( R \) is given by

\[
\theta_{(t)} = \frac{2}{R} (1 - \zeta),
\]

where \( \theta = (\frac{1}{R^2}, \frac{1}{R}, 0, 0) \) is the future-directed null vector normal to \( S_R \). Thus, the horizon \( r_h \) is located where \( \zeta = 1 \).

The denominator of the right-hand side of the equation for the dilaton [Eq. (A8)] goes to zero at the horizon, and imposing that the singular terms in \( \phi''_{h} := \phi''(r_h) \) vanish, we recover the regularity condition [19],

\[
\phi''_{h} = \frac{R_{h}'(-R_{h}^2 + \sqrt{R_{h}^4 - 192F'(\phi_{h})^2})}{8R_{h}F'(\phi_{h})},
\]

where the subscript \( h \) indicates that the quantities are evaluated at the horizon, and \( F'(\phi) = \frac{\partial F(\phi)}{\partial \phi} \). This expression, together with the regularity condition \( \zeta_{h} = 1 \), are the analog of Eq. (11) in different coordinates.

In PG-like coordinates, the spatial 3-metric is flat, and thus the Arnowitt-Deser-Misner mass identically vanishes. Following Ref. [55], we use the asymptotic value of the Misner-Sharp mass function \( m_{MS}(r) \) as a definition of the total mass of the spacetime:

\[
M_{MS} := \lim_{r \to \infty} m_{MS}(r) = \lim_{r \to \infty} \frac{R}{2} \zeta^2.
\]

We can now write the asymptotic behaviors of \( \phi, \alpha, \) and \( \zeta \) in the asymptotically flat case as

![Diagram](image-url)
\[ \phi = - \frac{D}{R} + \mathcal{O}\left(\frac{1}{R^2}\right), \]  
\[ \zeta = \sqrt{2 \frac{M_{\text{MS}}}{R}} + \mathcal{O}\left(\frac{1}{R^{3/2}}\right), \]  
\[ \alpha = A + \mathcal{O}\left(\frac{1}{R^2}\right), \]

where the constant \( A \) in Eq. (27) is a free parameter, since \( \alpha \) can be arbitrarily rescaled by a constant with a redefinition of the coordinate time.

### 2. Numerical procedures

We used two procedures for constructing the static dilatonic BH solutions.

The first is a standard shooting, wherein (for fixed values of the coupling constant \( \lambda \) and the horizon radius \( R_h \)) we integrate the equations from the horizon outward, using Newton’s method to find the value of the only free parameter \( \phi_h \), for which the asymptotic boundary conditions (25)–(27) are satisfied. We finally obtain the static dilatonic solution by performing an integration both outside and inside the BH region. Note that, since the equations for \( \phi \) and \( \zeta \) do not depend on \( \alpha \), we do not integrate the equation for this metric function.

The second procedure is based on the invariance of the theory under the transformation

\[ \phi \to \phi + C \quad \lambda \to \lambda e^{iC}, \]  

where \( C \) is a real constant. The strategy is similar to the one outlined in Ref. [56]. Namely, we start by fixing the horizon radius and setting the coupling constant to a generic value. We initialize \( \phi_h \) and \( \zeta_h \), and then \( \phi'_h \) and \( \zeta'_h \), with the conditions at the horizon. We then integrate Eqs. (A6) and (A7), obtaining the generic asymptotic behavior for \( \phi \sim \text{cost} - \frac{D}{R} \).

Finally, we perform a symmetry transformation (28) to impose (25). This second procedure has the advantage of being faster, since it does not require solving the field equations multiple times to construct a single solution. Furthermore, it simplifies finding multiple solutions for the same coupling constant, when they exist. On the other hand, since it takes advantage of a symmetry of the theory, it can only be used with couplings such that the action is invariant under (28).

In both cases, we perform the numerical integration using the fourth-order accurate Runge-Kutta method, starting from the horizon and moving both inward and outward. Even though from an analytical point of view the conditions at the horizon guarantee the regularity of the field equations, the presence of \( (1 - \zeta^2) \) at the denominator of the equation for the dilaton can cause instabilities when used in a numerical integration algorithm. To overcome this issue, we use the following strategy. First, we integrate the field equations with the fourth-order accurate Runge-Kutta method for a single step from \( r_h \) to \( r_h + \Delta r \), where \( \Delta r \) is the required grid step. We use the analytic expression of \( \phi'_h \) and \( \zeta'_h \) [Eqs. (A9) and (A10)] as the right-hand sides of the equations at the horizon, while we use Eqs. (A7) and (A6) in the intermediate steps. Then, we continue the numerical integration up to the outer boundary using \( \Delta r \) as integration step. We repeat the same procedure inside the BH region, and we obtain that in the final numerical data the horizon is staggered between two grid points. We have found that, when the static solution is used to initialize the evolution code described in the next section, this strategy produces a better behaved constraint violation with respect to the standard Taylor’s expansion at the horizon.

Let us stress that the BH solutions have a curvature singularity inside the horizon [36], so we can only integrate the equations from the horizon inward up to the radius of such singularity. The position of the singularity inside the horizon depends on the specific value of the coupling constant, which motivates the discussion presented in the next subsection.

### 3. Properties of the solutions for different \( \gamma \)'s

In Fig. 5, we show the usual \( R_h - M_{\text{BH}} \) plane for some representative values of \( \gamma \). For \( \gamma = 1 \), there is only one branch of solutions and no local minimum of the BH mass. In this case, the minimum-mass solution is also singular at the horizon, as in the shift-symmetric case [48,49]. For slightly larger values of \( \gamma \) (e.g., \( \gamma = \sqrt{2} \) in the plot), there is a critical (minimum-mass) BH which is regular in and outside the horizon. This solution separates two branches,
with the lower one terminating at the minimum-radius solution, which is singular at the horizon [35,38]. Finally, for even larger values of $\gamma$ (e.g., $\gamma = 4$ in the plot), also the minimum-radius solution is regular in the BH exterior [40]. In this case, the second branch terminates at a different solution which is not the minimum-mass nor the minimum-radius one. Note, however, that the lower branch is linearly unstable [47], as we shall also find at the fully nonlinear level in Sec. V. Therefore, the physically interesting solutions are those on the upper branch, and we are particularly interested in the critical (minimum-mass) BH in those cases in which it is regular.

It is also interesting to investigate in more details the location $R_s$ of the curvature singularity inside the horizon as a function of the dilaton coupling. To identify the singularity, we considered the numerical data obtained from the integration in the BH region, which starts from the horizon and proceeds inward. At the singularity, the denominator $D_\phi$ in the right-hand side of the equation for the dilaton [Eq. (A7)] vanishes; thus, the algorithm fails, and the numerical data become less smooth, featuring spurious jumps. We determine $R_s$ as the radius where this happens, imposing numerical conditions that detect changes of sign or discontinuities in $D_\phi$ and its derivatives near the root. In Fig. 6, we compare the location of the singularity with the horizon radius at the critical BH solution for different values of $\gamma$. The units are fixed in such a way that $R_h = 2$. Overall, the smaller the $\gamma$, the smaller the areal distance between the singularity and the horizon, which also requires higher resolution to resolve the region around the horizon. Thus, in order to reduce the computational cost of the nonlinear time evolution presented in the next section, in addition to using the radial transformation $R(r)$, we decided to set $\gamma = 4$. We also checked different values of $\gamma$, finding a qualitatively similar behavior. Note that in Fig. 6 we also show the radius of the excised region, $R_e$, obtained by initializing the evolution algorithm presented in Sec. IV. Details on the excision are given later on.

Finally, in Fig. 7, we show the behavior of the excision radius (black curve) and of the singularity (red curve) with respect to the coupling constant $\lambda$ when $\gamma = 4$. As anticipated, for the minimum-mass solution the singularity is well within the horizon, whereas near the singular configuration both the excision and the singularity approach the horizon radius. Moreover, since these solutions are computed at fixed horizon areal radius $R_h = 2$, the coupling constant starts decreasing after the configuration that minimizes $R_h / \sqrt{\lambda}$.

### IV. Numerical Setup: Initial Value Problem in EdGB Gravity

In this section, we discuss our numerical setup for the spherical collapse of fields onto a dilatonic BH in EdGB gravity. We mostly follow the formalism used in Ref. [55] for shift-symmetric (i.e., $F[\phi] \propto \phi$) EdGB gravity. We remind the reader that we consider the collapse both of the dilatonic field $\phi$ directly coupled to the higher-curvature terms and that of a phantom field $\xi$, which is needed to mimic BH evaporation at the classical level.

#### A. System of equations and hyperbolicity

To obtain the evolution equations for the system, we start by defining the variables

$$Q = \partial_r \phi, \quad \Theta = \partial_r \xi$$

(29)
and the conjugate momenta

\[ P = \frac{1}{\alpha} \partial_\phi \phi - \frac{\zeta Q}{R'(r)}, \quad \Pi = \frac{1}{\alpha} \partial_\xi \xi - \frac{\zeta \Theta}{R'(r)}. \] (30)

We then substitute these definitions and the ansatz for the metric in the field equations and obtain a set of seven evolution equations for \( \phi, Q, P, \xi, \Theta, \Pi, \) and \( \zeta \), plus 2 constraint equations for \( \alpha \) and \( \zeta \). All equations are reported in Appendix A. The evolution equations for \( \phi \) and \( \xi \) are redundant, since the profiles of the scalar fields can be obtained using Eqs. (29) as constraints.

In PG-like coordinates, the system of evolution equations and constraints is not everywhere hyperbolic [55]. In order to identify elliptic regions during the numerical evolution, we computed the discriminant of the characteristic equation following Ref. [22].

In particular, we consider the principal symbol of our system of equations

\[ \mathcal{P}_{ij} = \frac{\delta E_{i'}}{\delta \partial_y v} \eta_y. \] (31)

where \( v' = (\phi, Q, P, \xi, \Theta, \Pi, \alpha, \zeta) \) schematically denotes a variable of the system of equations, \( E_{i'} \) is the \( i \)th field equation written in implicit form (six evolution equations for \( \phi, Q, P, \xi, \Theta, \Pi, \) and 2 constraint for \( \zeta, \alpha \), and \( \eta^\mu \) is a 4-vector. The determinant of \( \mathcal{P} \) has the form

\[
\text{det} \mathcal{P} \propto \eta_i \eta^r \left[ a_\phi \left( \eta_\phi \eta_r \right)^2 + b_\phi \left( \eta_\phi / \eta_r \right) + c_\phi \right] \\
\times \left[ a_\xi \left( \eta_\xi \eta_r \right)^2 + b_\xi \left( \eta_\xi / \eta_r \right) + c_\xi \right].
\] (32)

where \( a_\phi, b_\phi, c_\phi, a_\xi, b_\xi, \) and \( c_\xi \) are lengthy expressions that depend on all the fields. This determinant vanishes if \( \eta_\phi^2 \eta_r^2 = 0, a_\phi (\eta_\phi)^2 + b_\phi (\eta_\phi ^2 / \eta_r) + c_\phi = 0, \) or \( a_\xi (\eta_\xi)^2 + b_\xi (\eta_\xi ^2 / \eta_r) + c_\xi = 0. \) The first equation has two solutions \( \eta_r = 0, \) which come from the fact that \( \alpha \) and \( \zeta \) are constrained degrees of freedom, and two solutions \( \eta_\phi = 0, \) which come from the redundancy of the equations for \( \partial_\phi \phi \) and \( \partial_\xi \xi \).

The second and the third equations have real solutions if the corresponding discriminants, \( \Delta = b^2 - 4ac, \) are non-negative. In this case, the characteristic velocities \( c_+ \) are given by

\[ c_\phi^\pm = \frac{b_\phi \pm \sqrt{\Delta_\phi}}{2a_\phi}, \quad c_\xi^\pm = \frac{b_\xi \pm \sqrt{\Delta_\xi}}{2a_\xi}. \] (33)

In order for the system to be hyperbolic, we need to impose that both discriminants

\[ \Delta_\phi = b_\phi^2 - 4a_\phi c_\phi, \quad \Delta_\xi = b_\xi^2 - 4a_\xi c_\xi \] (34)

are positive, so that there are four different real characteristic velocities. As we shall later discuss, we use an excision procedure to exclude the spacetime region where the system is not hyperbolic.

### B. Initial data

Our purpose is to simulate the evolution of small perturbations of scalar fields around initially static dilatonic BHs. To construct these initial configurations, we first use the procedures described in Sec. III to find the profiles \( \phi_0(r), Q_0(r), \) and \( \zeta_0(r) \) corresponding to a static isolated BH. Next, we initialize the dilaton as

\[
\phi(r, t = 0) = \phi_0(r) + \delta \phi(r), \\
Q(r, t = 0) = Q_0(r) + \delta Q(r), \\
P(r, t = 0) = P_0(r) + \delta P(r) = -\frac{\zeta_0(r)Q_0(r)}{R'(r)} + \delta P(r),
\] (35)

where

\[
\delta \phi(r) = A_{0, \phi} \frac{\delta (r - R_0, \phi)^2}{R(r)}, \\
\delta Q(r) = \partial_r \delta \phi(r), \\
\delta P(r) = \frac{\delta \phi(r)}{R(r)} + \partial_r \delta \phi(r) = \frac{\delta \phi(r)}{R(r)} + \frac{1}{R} \delta Q(r).
\] (36)

Similarly, since the phantom field vanishes in the background, we initialize its perturbation as

\[
\zeta(r, t = 0) = \delta \zeta(r) = A_{0, \zeta} \frac{\delta (r - R_0, \zeta)^2}{R(r)}, \\
\Theta(r, t = 0) = \partial_r \delta \zeta(r), \\
\Pi(r, t = 0) = \partial_r \delta \zeta(r) = \frac{\delta \zeta(r)}{R(r)} + \partial_r \delta \zeta(r),
\] (37)

In Eqs. (36) and (37), \( A_{0, \phi} \) and \( A_{0, \zeta} \) represent the amplitudes of the dilaton and phantom perturbations, respectively; \( R_0, \phi \) and \( R_0, \zeta \) represent the peak value of the Gaussian profiles; whereas \( \sigma_\phi \) and \( \sigma_\zeta \) are the typical widths. The conjugate momenta of the perturbations are similar to Ref. [22]. With this choice, the wave packets are approximately inward moving.

We then integrate the constraints with the fourth-order accurate Runge-Kutta method, starting from the first grid point outside the horizon and moving both outward and inward. We assume that the perturbations of both fields are far enough from the horizon that we can consider the metric
to be initially unperturbed in that region, and we start the numerical integration using the value of $\zeta$ obtained from the shooting procedure. Initially we set $\alpha = 1$, and at the end of the initialization process we rescale it in such a way that $\alpha(r_{\infty}) = 1$, where $r_{\infty}$ is the outermost grid point.

The fourth-order accurate Runge-Kutta method requires evaluating the right-hand side of the equations in intermediate grid points. In order to obtain the values of the dilatonic field in these points, we construct the static BH solution using a double resolution compared to that required by the numerical evolution. Namely, if we want the grid step of the numerical evolution to be $\Delta r$, we perform the shooting procedure with $\frac{\Delta r}{2}$ as a grid step, and we use half of the grid points as intermediate values for the Runge-Kutta method. We then discard them at the end of the initialization procedure. We evaluate $\frac{\partial}{\partial r}$, $\frac{\partial}{\partial Q}$ and $\frac{\partial}{\partial P}$ on the right-hand side of the constraints by applying the fourth-order accurate centered finite differences scheme on the data from the shooting procedure, i.e., using the profiles obtained with grid step equal to $\frac{\Delta r}{2}$.

#### C. Numerical evolution algorithm

We perform the numerical integration with the method of lines, using the fourth-order accurate Runge-Kutta method for the time integration, and the fourth-order accurate finite differences method for computing the radial derivatives. In particular, at each step of the time integration, we use Eqs. (A11)-(A17) to evaluate the intermediate profiles of $\phi$, $Q$, $P$, $\zeta$, $\Theta$, $\Pi$, and $\zeta$ required by the Runge-Kutta method, and we perform a fourth-order accurate numerical integration of Eq. (A20) to obtain the profile of $\alpha$.

This latter numerical integration cannot be performed using the Runge-Kutta method, as it requires the evaluation of the fields in intermediate grid points, which cannot be done in our setup due to the fact that the fields are only defined on the grid points. Nevertheless, the constraint for $\alpha$ can schematically be written as

$$\frac{\partial \alpha}{\partial \alpha} = L[R, \phi, Q, P, \Theta, \Pi, \zeta]$$

where $L$ does not depend on $\alpha$. The solution then reads

$$\alpha(r) = \exp \left[ \ln \alpha(r_{\infty}) + \int_{r_{\infty}}^{r} L \, dr \right],$$

where $\alpha(r_{\infty})$ is given by the boundary conditions on the outermost grid point. We compute the integral in the above equation using the trapezoidal rule when $r$ and $r_{\infty}$ are adjacent grid points, and with a combination of the Simpson’s rules in the other cases. In this way, we obtain an accuracy of order four in all the numerical grid except in the last grid step.

We use an excision procedure to remove the region where the system is not hyperbolic. The strategy is similar to the one used in Ref. [55]: at the end of each time step, we compute the discriminants (34), find the outermost radius in which at least one of the two is nonpositive, and then excise the region in the interior. The field equations are not evolved in the excised region, thus the radius of the excision boundary $R_{e}$ cannot decrease, but would at most remain constant if the elliptic region shrinks.

We also monitor the evolution of the apparent horizon, which is located at the coordinate radius $r_h$ where the expansion vanishes, $\theta_\parallel(r_h) = 0$. We estimate $r_h$ using a linear interpolation. Since the results of the numerical integration lose physical meaning when an elliptic region appears outside the BH, we stop the simulation if the apparent horizon enters in the excision boundary.

Finally, we implemented a fifth-order Kreiss-Oliger dissipation scheme in order to stabilize the integration algorithm against high-frequency modes arising from the inner- and near-horizon region. The action of the dissipation term is restricted to the central region by means of a weighting function $\rho(r)$. Specifically, if we schematically denote a generic variable with $u$, we add to the right-hand side of each evolution equation the term $Qu$ contained in Appendix C of Ref. [57], which we write as

$$Qu = \frac{\eta_{KO}}{64\Delta t} (\Delta r)^6 (D^1\rho)(D^1u),$$

where $\eta_{KO}$ is a constant, $\Delta r$ is the grid step, $\Delta t$ is the time step, $\rho = \rho(r)$ is the weighting function, and $D^1_\pm$ are the operators of first-order numerical differentiation with the one-sided finite difference scheme. In particular, we use $\eta_{KO} = 0.1$ and

$$\rho(r) = \frac{1}{1 + e^{4(R(r)-5)}}.$$  \hspace{1cm} (41)

Since the computation of the numerical derivatives in Eq. (40) requires three grid points on each side, we do not use the dissipation term in the three grid points near each boundary of the domain of integration.

#### D. Boundary conditions

We do not impose conditions at the excision boundary. Since the elliptic region lies always inside the horizon (otherwise we stop the simulation), all the characteristics are ingoing. For this reason, we use the upwind differentiation scheme in the first two grid points outside the excision, while we use the centered scheme in the rest of the grid.
At the outer boundary, we impose $\alpha(r_\infty) = 1$, and we keep all the other variables constant in the outermost three grid points, which are used only for computing the numerical derivatives. This can be done as long as we use a numerical grid large enough that the signals coming from the outer boundary do not reach the horizon region we are interested in. Actually, in the code, the condition $\alpha = 1$ is imposed at the first point in which the time integration is performed (the fourth outermost grid point); however, the errors introduced in $\alpha$ are of order $1/\alpha^2$ and do not affect the accuracy of the code at late times, as we can see from the results of the test simulations reported in Appendix C.

We tested our implementation of the integration algorithm by checking the scaling of the violation of the constraint for $\zeta$. Our code appears to be accurate and reliable for the evolution of a static dilatonic BH and for the collapsing scenarios that we will discuss in the next sections. The results of the convergence tests are presented in Appendix C.

V. NONPERTURBATIVE GEDANKEN EXPERIMENTS WITH DILATONIC BLACK HOLES IN EdGB GRAVITY

We now turn to describe our simulations of the spherical collapse of wave packets on static dilatonic BHs in EdGB gravity. In Secs. VA and VB, we consider the case of dilatonic perturbations onto BHs in the upper and lower branches, respectively. In Secs. VC, VD, and VE, we consider different setups of phantom perturbations that reduce the BH mass, thus mimicking BH evaporation at the classical level. We remind the reader that we use units such that the horizon areal radius of the initial BH is $R_h(t = 0) = 2$, which corresponds to setting the initial BH mass to unity in the GR limit.

A. Collapse of a dilaton field on a BH in the upper branch

Let us first discuss the case of an initial dilatonic BH in the upper branch. We set the coupling constant to $\lambda = 0.01536$, and we construct the initial data using the procedure described in Sec. IV B. The parameters $A_\phi$, $R_\phi$, and $\sigma_\phi$ are set to

$$A_{0,\phi} = 0.02, \quad R_{0,\phi} = 15, \quad \sigma_\phi = 0.5,$$

while $A_\xi = 0$, which implies that the phantom field is always zero in this case. The outer boundary is at $R_\infty = 520$, the final simulation time is $T = 500$, and the grid step is $\Delta r = 0.01$, with a Courant-Friedrichs-Lewy (CFL) factor $\text{CFL} = \frac{\Delta t}{\Delta r} = 0.025$.\(^6\)

Since the upper branch is expected to be linearly stable [47], after the dilaton wave packet is absorbed, the BH mass should increase, and the end state of the numerical simulation should be approximated by a (slightly heavier) static dilatonic configuration in the upper branch. In order to check this, we initialized the shooting algorithm described in Sec. III B with the horizon data at the end of our simulation ($t = T$) and constructed a static dilatonic BH solution. We then compared it with the profile of the dilatation at the end of the simulation; see Fig. 8. The profile obtained by the shooting procedure (orange curve) is in excellent agreement with that obtained at the end of the numerical evolution (blue curve), except in the outer region.

---

\(^6\)This small CFL factor is required by the fact that near and inside the horizon the areal radius step $\Delta R$ is approximately 20 times smaller than $\Delta r$. 

---

FIG. 8. Profile of the dilaton $\phi$ at the end of the simulation of the collapse of a dilaton wave packet on a static BH in the upper branch. The blue curve is obtained at the end of the numerical evolution, while the orange curve is obtained from the shooting procedure initialized with the horizon data at $t = T$.

FIG. 9. Evolution in the $R_h - M_{\text{MS}}$ plane for the collapse of a dilaton wave packet on a BH in the upper branch. The blue curve is the domain of existence of static dilatonic solutions, while the blue point represents the static BH configuration that approximates the end state of the numerical evolution.
This is consistent with the fact that the information of the absorption of the pulse has not yet reached the outer boundary.

In Fig. 9, we show the evolution of the system during the simulation in the $R_h - M_{\text{MS}}$ plane. The point corresponding to the initial configuration (red circle) is on the right of the domain of existence of static dilatonic BH solutions (blue curve), since the wave packet of the dilaton adds a positive contribution to the total Misner-Sharp mass. The initial (isolated) BH solution is marked by an empty circle, connected to the red one by a horizontal dotted line. The blue full circle represents the static configuration that approximates the end state of the numerical integration. It is clear that the final state of the evolution is in the upper branch, providing a first numerical confirmation of the stability of this family of solutions at the fully nonlinear level.

### B. Collapse of a dilaton field on a BH in the lower branch

We now perform a set of four simulations of the same type with different values of the coupling constant $\lambda$ in the range $[0.01554, 0.0156]$. In this regime, there are two BH solutions for each mass, and we consider those in the lower branch (i.e., with smaller radii) as initial configurations. These solutions should be linearly unstable [47].

We consider a dilaton wave packet with parameters

$$
A_{0,\phi} = 0.01, \quad R_{0,\phi} = 15, \quad \sigma_{\phi} = 2.5. \quad (43)
$$

The outer boundary is at $R_{\infty} = 2850$, the grid step is $\Delta r = 0.02$, and the total integration time is $T = 2800$.

In Fig. 10, we show the evolution of the systems in the $R_h - M_{\text{MS}}$ plane. In this case, the BHs in the lower branch migrate toward the upper branch, hinting at the instability of the former and stability of the latter at the fully nonlinear level. In order to show the dynamics of the transition, we plot in Fig. 11 the evolution of the apparent horizon areal radius. After the absorption of the wave packet, $R_h$ increases with time and approaches a constant value, which corresponds to the horizon radius of the final stable BH configuration.

### C. Collapse of a phantom field on a dilatonic BH

In the previous section, we discussed the evolution of a BH when it absorbs a wave packet of the dilaton. However, with this setup, we are not able to test the behavior of the system when the BH mass falls below the critical value, since the pulse of the dilaton adds a positive contribution to the total mass and the initial setup is always supercritical. We now move to investigate the dynamics of dilatonic BHs under a mass loss due to absorption of the phantom field, i.e., a scalar field whose kinetic term has the opposite, “wrong” sign. We stress that the role of the phantom field is solely to mimic the mass loss due to BH evaporation at the classical level, but after the absorption of the initial perturbation, the evolution is governed only by the nonlinear dynamics of the theory, and the Hawking radiation is not taken into account anymore during the simulation. This allows us to dynamically reduce the BH mass below the critical value and investigate the intrinsic behavior of the classical theory in this peculiar regime.

One might be concerned by the fact that a phantom field can lead to pathological dynamics, but this is not the case in spherical symmetry. Indeed, in this case, the phantom field does not induce runaway instabilities due to the absence of gravitational-wave emission. We have checked this point by performing test simulations of the spherical collapse of a phantom field onto a Schwarzschild BH in GR (see Appendix C). As we are going to discuss, in this case, the
phantom perturbation is simply absorbed by the BH, which settles down to a stable Schwarzschild solution with a slightly smaller mass (and smaller horizon). Note that here the second law of BH thermodynamics is violated even in the subcritical case. After the initial absorption of the wave packet, on a much longer timescale, the apparent horizon shrinks, and the excised region expands, until they cross each other. When this happens, the simulation is stopped, due to the presence of elliptic regions outside the BH.

D. Naked singularity formation in EdGB gravity?

Since in the final time steps of the mass-loss evolution past the critical mass the apparent horizon is rapidly shrinking, it is interesting to understand whether it crosses the singularity, thus violating the weak cosmic censorship hypothesis [1]. Furthermore, as we have previously discussed, in the static case the curvature singularity is always inside the elliptic region, and thus it is natural to ask whether the expansion of the elliptic region is related to the curvature singularity moving outward.

To address this point, in Fig. 14, we show the spacetime evolution of the Ricci scalar $R$ in this simulation. The black area is the excised region, while the gray area contains the first three grid points in the hyperbolic region. We decided to exclude this region from the computation of $R$ in order to avoid possible inconsistencies due to the change of the derivation and dissipation schemes.

$^{7}$Note that the small phantom field is accreted in $\approx 10$ (in our units). Therefore, as discussed in more detail below, the dramatic shrink shown in Fig. 13 at much later times is entirely due to the intrinsic (nonperturbative but classical) dynamics of the theory past criticality, regardless of the details of the phantom-field accretion.

$^{8}$The elliptic region is always inside the excised region, and since the excised region cannot shrink, we do not know the real dynamics of the elliptic region. However, the evolution of the excision boundary is governed by the discriminants of the characteristic equation; therefore, if the radius of this boundary increases, then also the elliptic region is expanding.
The curvature at the horizon is modest at the beginning of the simulation ($\mathcal{R}(r_h, t = 0) \approx 0.0089$). However, by the time the apparent horizon crosses the excision (in fact, already when it crosses the gray area in Fig. 14), the Ricci scalar at the apparent horizon has grown by a factor $\approx 58$ compared to its initial value. Furthermore, we have performed this simulation with different spatial resolutions ($\Delta r = \{0.02, 0.01, 0.005, 0.0025\}$), finding that the curvature converges well until $t = 2569.0$. This is shown in Fig. 15, in which we present the radial profile of the Ricci scalar at different time snapshots and for different resolutions. As a reference, at $t \approx 2569.6$, the apparent horizon has crossed the excision boundary, i.e., only 0.6 after the last snapshot of the bottom panel. Although the simulation becomes increasingly more demanding, our results suggest that the curvature when the apparent horizon crosses the gray region keeps growing as the grid step decreases. This suggests that a large curvature region located just across the excision is emerging out of the apparent horizon.

An important point is that the apparent horizon is foliation dependent and, in highly dynamical configurations, it does not generically coincide with the event horizon. Furthermore, due to the violation of the null energy condition [19] in EdGB gravity, the GR theorem [58] proving that the apparent horizon, if it exists, should always be enclosed by the event horizon does not necessarily apply. To explore the dynamics of the event horizon, we have studied the motion of null geodesics, tracing them backward in time and determining the surface where they converge (see, e.g., Ref. [59] for a similar computation in a different context). In particular, for a given null tangent vector $n^\mu$, we compute the null geodesic equation by solving $n^\mu n^\nu g_{\mu\nu} = 0$. In PG-like coordinates, this translates into

$$ \frac{dr(t)}{dt} = -\alpha(t, r) \left( \zeta(t, r) - 1 \right), $$

for outgoing rays described by the radial coordinate $r = r(t)$. We solve this equation backward in time with initial condition $r(t_F) = r_F$ where $t_F$ is near the final time of our simulation (which does not necessarily correspond to a stationary configuration) and $r_F$ is a free parameter. The result is presented in the upper panel of Fig. 16. This shows two interesting features:

(i) In the last stages of the simulation, the event horizon is inside the apparent horizon; this effect is forbidden in GR, and it is due to the GB coupling.

(ii) The event horizon shrinks in time following the same behavior as the apparent horizon, probing regions of increasing curvature.

Intrigued by the fact that the event horizon is located inside the apparent horizon, we have performed ray tracing also in other configurations. First of all, already for the same aforementioned simulation, we note that the event horizon and the apparent horizon coincide at times earlier than those shown in the upper panel of Fig. 16. This is because the dynamics is initially slow. Furthermore, when the dynamics is less extreme, the behavior of the event horizon is more similar to what is expected in GR. This is shown in the lower panel of Fig. 16, in which we present the ray tracing for a transition from an unstable BH in the lower branch to a stable BH in the upper branch (rightmost simulation in Fig. 10). The event horizon approximately tracks the apparent horizon also in this case, but it is (slightly) outside of it, as in GR.

Since the curvature singularity is always located inside the excised region, our simulations cannot access the region

---

9As a further check of our code, we have computed the Ricci scalar $\mathcal{R}$ by replacing the field equations in its definition both at the analytical and numerical level. The two computations give the same result.

10Note that the phantom field is tiny at late times, since it is initially already small and soon gets absorbed by the BH. Thus, the phantom perturbation cannot be responsible for the different dynamics of the horizons at late times.
where $R$ actually diverges. Nonetheless, it is important to note that the level curves in Fig. 14 follow the trajectory of the excision boundary, suggesting that also the radius of the curvature singularity increases during the evolution. Although our formalism is limited, these results might suggest that a naked singularity can form as the outcome of BH evaporation in EdGB gravity. We will come back to this point in the concluding discussion in Sec. VI.

### E. Emulating Hawking pair production: Negative- and positive-energy wave packets emitted near a dilatonic BH

So far, we have emulated BH mass loss through the accretion of a phantom perturbation. This was a trick to mimic one of the salient features of Hawking evaporation at the classical level. However, Hawking emission can be

roughly interpreted as pair creation of entangled particles near the horizon [60], with one ("positive-energy") particle escaping to infinity and the other ("negative-energy") particle falling inside the BH and decreasing its mass. In order to emulate Hawking pair production more closely, in this section, we consider an extended setup in which we evolve two wave packets initially located near the horizon of a dilatonic BH. In particular, besides "vacuum" EdGB gravity, the matter content of the model is described by the action

$$S_{\text{matter}} = \frac{1}{16\pi} \int d^4x \sqrt{-\tilde{g}} \left((\nabla \xi)^2 - (\nabla \chi)^2\right).$$

where $\xi$ is again the phantom field (that will emulate the negative-energy Hawking quantum), while $\chi$ is a new
the initial BH, but when the phantom field is absorbed, the Misner-Sharp mass is approximately the same as the one of the ordinary field \( \chi \) moves outward, it gives an outgoing positive contribution to the mass function.

For concreteness, we shall present the simulation of a dilatonic BH near the critical configuration to which we add two Gaussian perturbations. For \( \xi \), we have used the profile in Eq. (37), while we initialized \( \chi \) with the profile

\[
\chi(r, t = 0) = \delta \chi(r) = \frac{A_0 \chi}{R(r)} e^{-\frac{(r_0 - r)^2}{\sigma_\chi^2}},
\]

\[
Y(r, t = 0) = \delta Y(r) = \delta_r \delta \chi(r),
\]

\[
H(r, t = 0) = \delta H(r) = -\frac{\delta \chi(r)}{R(r)} - \frac{1}{R} \frac{\partial}{\partial r} \delta Y(r),
\]

where \( Y := \partial_r \chi \) and \( H := \frac{1}{\alpha} \partial_r \chi - \frac{\delta Y}{R(r)} \) is the conjugate momentum of the scalar field \( \chi \). With these choices, the initial perturbation of the phantom field \( \xi \) is (approximately) ingoing, whereas the initial perturbation of the ordinary field \( \chi \) is (approximately) outgoing.

The parameters of the profiles (37) and (47) are set to

\[
A_\xi = 8 \times 10^{-4}, \quad R_{0,\xi} = 2.1, \quad \sigma_\xi = 0.02.
\]

\[
A_\chi = 7 \times 10^{-3}, \quad R_{0,\chi} = 2.1, \quad \sigma_\chi = 0.02.
\]

In this way, the pulses are generated inside the BH photon sphere (located at \( R \approx 3.05 \) for an almost critical configuration) and close to the horizon (initially located at \( R_H = 2 \)), but the scalar perturbations approximately vanish on it. The amplitudes are chosen in such a way that the total Misner-Sharp mass is approximately the same as the one of the initial BH, but when the phantom field is absorbed, the BH mass decreases below the critical value by an amount similar to those of the simulations presented in the previous section. We also tried different choices for the wave packet initial location (e.g., inside and outside the photon sphere) and width, the latter parametrizing the frequency content and hence—with the Hawking pair emission analogy—the temperature scale of the evaporating BH. We used a grid step \( \Delta r = 0.005 \) since, as we can see from Fig. 15, this is sufficient to obtain results accurate enough for our purposes. In all cases we obtained the same qualitative features as presented below.

Overall, we observe a very similar dynamics as that presented in Sec. V C for a single phantom perturbation. As an example, in the left panel of Fig. 17, we show the equivalent of Fig. 12, but for this setup with a pair of negative- and positive-energy wave packets. In this case, the Misner-Sharp mass shown on the horizontal axis is evaluated at \( R = 500 \), so for \( t \approx 500 \), it represents the BH mass without the (positive) contribution of the outgoing field \( \chi \). The behavior is qualitatively the same as previously reported: due to the absorption of the small phantom perturbation, the BH mass immediately goes slightly past criticality, where no static BH solutions exist. On much longer timescales, the horizon starts shrinking. The behavior of the Misner-Sharp mass function, \( m_{MS}(R) \), at different time snapshots is shown in the right panel of Fig. 17, from which it is evident that the BH mass shrinks upon accreting the phantom field \( \xi \), whereas the (positive-energy) contribution of the ordinary field \( \chi \) moves outward as this wave packet reaches infinity.

To further support the generality of this dynamics, in Fig. 18, we compare the dynamics of the apparent horizon and excision boundary for two simulations with and without the initial perturbation of the ordinary field \( \chi \).
showing that the qualitative behavior already presented in Fig. 13—in particular the formation of a naked elliptic region—is the same. This is expected since, as discussed above, there exists a hierarchy of scales between the accretion of the phantom field (reducing the BH mass past criticality) and the formation of a naked elliptic region. The latter occurs when the small phantom field perturbation has been already accreted and cannot play any role in the late-time dynamics. Indeed, the shrinking of the horizon and the appearance of a naked elliptic region are entirely due to the intrinsic, nonperturbative, dynamics of the theory triggered by going past the critical BH solution.

Finally, in Fig. 19, we show the analog of Fig. 14 in this setup with a pair of negative- and positive-energy wave packets. The striking similarity between Figs. 14 and 19 confirms that the late-time dynamics does not depend on the details of the BH mass loss past criticality.
such transition requires mass loss and can therefore be triggered only by Hawking evaporation. It would be interesting to explore if Hawking particles around the minimum-mass BH can provide the correct matter content to support the wormhole throat. The possibility of a transition toward the soliton seems more unlikely, given the fact that this solution connects to the unstable BH branch and has a singularity in the second radial derivatives of the scalar field \([53,54]\). However, given the special nature of this singularity, forming these solitons dynamically should be studied in more details.

Other possible outcomes of the evaporation might be simple dispersion of the fields or BH fragmentation, as argued in Ref. \([64]\) using thermodynamical arguments. However, complete dispersion would require the disappearance of the apparent horizon, which seems incompatible with the existence of an elliptic region in the BH interior even at \(t \sim 0\). The only option here would be if the elliptic region shrinks together with the horizon but (i) this is the opposite to what our simulations show (the elliptic region actually expands), and (ii) our formalism could not capture a shrinking of the elliptic region even in the case this occurs. Concerning fragmentation \([64]\), this is at least not an option in the spherically symmetric case discussed here and should anyway occur above the minimum mass to allow for the fragmented BHs to exist.

Overall, beside formation of a naked singularity, it seems that any other less pathological outcome would require a change of topology of the spacetime. An intriguing extension of our work concerns how to implement this dynamically in a consistent framework or at least to understand if the pathologies that dynamically emerge in this theory could be related to a change of topology. It might also be interesting to revisit the causal structure of the theory (e.g., Refs. \([65,66]\)) in the regime we have identified.

Although we are admittedly providing more questions than answers, we hope that this intriguing problem will motivate further studies in several directions. The possibility of forming horizonless remnants is particularly appealing, since these objects evade all the constraints on microscopic primordial BH formed in the early Universe with mass much larger than \(M_{\text{crit}} \propto \sqrt{\lambda}\), so that initially its dynamics is governed by GR. However, during Hawking evaporation, the higher-curvature terms become stronger until the BH reaches the dynamical regime that we have explored here at the full nonperturbative level.

Given the nonperturbative nature of this phenomenon, an important extension of our work is to study possible higher-order terms and other corrections in the EdGB action. Some of these terms arise as naturally as the GB coupling in ultraviolet GR completions, so they might play an important role in the nonlinear dynamics near the critical length scale.

Finally, our setup might provide a concrete first-principle model to form (stable?) horizonless remnants, which are interesting in the context of the information-loss paradox \([42,68,69]\); see Refs. \([70,71]\) for a review.
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**APPENDIX A: EQUATIONS**

In this Appendix, we provide the system of equations that we integrated numerically, both for the construction of static dilatonic solutions and for the simulations of the spherical collapse.

1. Equations for constructing the static dilatonic BH solutions

   a. Schwarzschild-like coordinates

\[
\mathcal{L}' \left(1 + \frac{4}{r} F'(\phi) \phi' \right) - \frac{1 - e^{-\lambda}}{r} - \frac{1}{2} m^2 \phi^2 + \frac{4}{r} F'(\phi) [-3 e^{-\lambda} \mathcal{L}' \phi' + 2(e^{-\lambda} - 1) \phi''] + \frac{8}{r} F''(\phi) \phi^2 (e^{-\lambda} - 1) = 0, \quad (A1)
\]
\[
\Gamma' \left( 1 + \frac{4}{r} F'(|\phi| \phi') \right) + \frac{1 - e^\Delta}{r} - \frac{1}{2} r \phi'^2 - \frac{12}{r} e^{-\Delta} \Gamma' F'(|\phi| \phi') = 0. 
\]
\[
\Gamma'' + \Gamma' \left( \frac{1}{r} + \frac{\Gamma - \Delta}{2} \right) - \frac{\Delta'}{r} + \phi'' + \frac{4}{r} F'(|\phi| \Gamma' e^{-\Delta}(3\Delta' - \Gamma') - 2e^{-\Delta}(\phi' \Gamma'' + \Gamma' \phi'')) - \frac{8}{r} e^{-\Delta} \Gamma'' F'(|\phi| \phi'^2 \Gamma' = 0. 
\]
\[
\phi'' + \frac{\Delta'}{2} - \phi' + \frac{2}{r} F'(|\phi| \Gamma'(\Gamma' - \Delta' + 3e^{-\Delta} \Delta' - e^{-\Delta} \Gamma') + 2\Gamma''(1 - e^{-\Delta})} = 0. 
\]

b. PG-like coordinates

In the static and spherically symmetric case, \( \phi, \alpha \) and \( \zeta \) depend only on the coordinate radius \( r \), and since we are interested in the dilatonic BH solutions, we set the phantom field to zero, and we consider only the equations for the metric and the dilaton [Eqs. (2) and (3)].

After substituting the ansatz for the metric (21) in the field equations, we perform some algebraic manipulation using Wolfram Mathematica, obtaining the following system of ordinary differential equations:

\[
\alpha' = \frac{\alpha}{4R''(R'') + 4(3\zeta^2 - 2)\phi'F''(\phi)} \left[ 48\zeta^2 R' \zeta' \phi' F''(\phi) + 4\zeta R' \zeta'' (R'' - 8\phi' F'(\phi)) 
+ \zeta^2 (R'R'\phi'^2 + 2R^3) + 2R^2 \phi'^2 + 16\zeta^6 (R'\phi'^2 F'(\phi) + F'(\phi) (R'' - \phi'')) \right], 
\]
\[
\zeta' = \frac{1}{4\zeta R'(R'') + 4(3\zeta^2 - 2)\phi' F''(\phi)} \left[ R^2 \phi'^2 - 16\zeta^6 (R' \phi'^2 F''(\phi) + F'(\phi) (R'' - \phi'')) 
- \zeta^2 (16R' \phi' F'(\phi) + R'(\phi'^2 (R^2 - 16F'(\phi)) - 16\phi'' F'(\phi)) + 2R^3) \right], 
\]
\[
\phi'' = -\frac{1}{D_{\phi}} \left\{ (\zeta^2 - 1) R^2 \phi' [ (\zeta^2 - 1) F'(\phi) \phi'^3 - R' R'' R^2 + R' \phi' [ (\zeta^2 - 2) R^4 
- 4\zeta^2 (\zeta^2 - 1) \phi'^2 F''(\phi) R^2 - 4(7\zeta^4 - 13\zeta^2 + 6) F'(\phi) \phi' R'R'' - 8(\zeta - 1)^2 F'(\phi)^2 F''(\phi) R^4 
+ 4R^2 F'(\phi) \phi'^2 [ (12\zeta^4 - 25\zeta^2 + 12) R^3 - 4\zeta^2 (3\zeta^4 - 5\zeta^2 + 2) \phi'^2 F''(\phi) R' 
- 24(\zeta^2 - 1)^2 (3\zeta^2 - 2) F'(\phi) \phi'' R^3] 
- 32(\zeta^2 - 1) F'(\phi) \phi'^3 [6(\zeta^2 - 1) R' \phi'^2 F''(\phi) \zeta^4 
+ (-21\zeta^4 + 32\zeta^2 - 12) R^3 + 2(15\zeta^6 - 39\zeta^4 + 32\zeta^2 - 8) F'(\phi) \phi' R^3 R' 
+ 4R^2 F'(\phi) [720F'(\phi)^2 \phi'^3 \zeta^6 - 24\phi' (94F'(\phi)^2 \phi'^3 + R^2 F''(\phi) \phi' - R' F'(\phi) R^3) \zeta^6 
+ (2624F'(\phi)^2 \phi'^4 - 3R'(R^3 - 8\phi'^2 F''(\phi) R' + 8F'(\phi) \phi' R') ] \zeta^3 
- 1344F'(\phi)^2 \phi'^4 \zeta^2 
+ 256F'(\phi)^2 \phi' R - 96\zeta^4 (\zeta^2 - 1) R'' F'(\phi) \phi'^2 [R^3 + 8(\zeta^2 - 1) \phi'^2 F''(\phi) R' 
- 8(\zeta^2 - 1) F'(\phi) \phi' R'' ] \right\}, 
\]

where \( D_{\phi} = (\zeta^2 - 1) R'[96(3\zeta^4 - 5\zeta^2 + 2) R' F'(\phi)^2 \phi'^2 R^3 + 64(15\zeta^6 - 39\zeta^4 + 32\zeta^2 - 8) F'(\phi)^3 \phi'^3 R^2 
+ R^3 (R^4 - 96\zeta^4 F'(\phi)^2) R + 4R^2 F'(\phi) (R^4 (7\zeta^2 - 6) - 192\zeta^4 (\zeta^2 - 1) F'(\phi)^2 \phi')]. \)

In these equations, \( F'(\phi) = \frac{\delta F(\phi)}{\delta \phi} \), while \( \zeta', \alpha', \phi' \), and \( R' \) are radial derivatives.

The denominator \( D_{\phi} \) vanishes at the horizon, since \( \zeta = 1 \). However, the field equations are regular when the condition (23) is imposed. In this case, \( \zeta_h \) and \( \phi_h' \) are given by

\[
\phi'' = -\frac{3}{R^3 R_h (R^4 - 96F'(\phi_h)^2) + 4R^2 \phi_h' F'(\phi_h)} \left[ 32R^3 R_h \phi_h' F'(\phi_h)^2 + 4R^2 R_h R_h' F'(\phi_h) 
+ R^2 \phi_h' (4R^2 F''(\phi_h) + R^4 - 32F'(\phi_h)^2) + 48R^3 (R^2 F'(\phi_h) F''(\phi_h) + 4F'(\phi_h)^3) \right], 
\]
\[
\zeta'_h = - \frac{R^2_h}{2R_h^2 + 8\phi'_h F'(|\phi_h|)}.
\]

(10)

2. System of equations for the simulation of the spherical collapse

We now turn to discuss the system of equations used in the time evolution code. In this case, the scalar fields and the metric functions depend on \((r, t)\). The evolution equations for the scalar fields have been obtained from the definition of the conjugate momenta [Eq. (30)] and are

\[
\partial_r \phi = \alpha P + \frac{\alpha \zeta Q}{R'},
\]

(A11)

\[
\partial_r \xi = \alpha \Pi + \frac{\alpha \zeta \Theta}{R'}.
\]

(A12)

Note that we use a prime to indicate differentiation with respect to the single variable of a function, whereas we use \(\partial_r\) and \(\partial_t\) to denote partial differentiation of spacetime variables. The evolution equations for \(Q\) and \(\Theta\) are obtained by performing the time derivative of their definitions and substituting the radial derivatives of Eqs. (A11) and (A12) in place of the mixed derivatives of the scalar fields. We get

\[
\partial_t Q = \partial_r \left( \alpha P + \frac{\alpha \zeta Q}{R'} \right),
\]

(A13)

\[
\partial_t \Theta = \partial_r \left( \alpha \Pi + \frac{\alpha \zeta \Theta}{R'} \right).
\]

(A14)

We finally used the field equations to obtain three evolution equations for \(P, \Pi, \) and \(\zeta\) and two constraints for \(\alpha\) and \(\zeta\). The evolution equations are
where

\[ \alpha \zeta^2 + (2\zeta^2 - 5)(\partial_r, P) + 2P(\partial_r, \zeta))R + 16F^\prime(\partial_r, Q))\alpha + 128\zeta^2R^2(Q\zeta + PR^3(\partial_r, \zeta))^2 \tag{A15} \]

\[ \partial_r, \zeta = \frac{R^3}{4R^3(8F^\prime(\partial_r, Q) + \zeta^2)(2\zeta^2 - 5)(\partial_r, P) + 2P(\partial_r, \zeta))R + 16F^\prime(\partial_r, Q))\alpha + 128\zeta^2R^2(Q\zeta + PR^3(\partial_r, \zeta))^2 \tag{A16} \]

\[ \partial_r, \alpha = \frac{R^3}{4R^3(8F^\prime(\partial_r, Q) + \zeta^2)(2\zeta^2 - 5)(\partial_r, P) + 2P(\partial_r, \zeta))R + 16F^\prime(\partial_r, Q))\alpha + 128\zeta^2R^2(Q\zeta + PR^3(\partial_r, \zeta))^2 \tag{A17} \]

The constraints are

\[ \partial_r, \zeta = \frac{1}{4R^3(8F^\prime(\partial_r, Q) + \zeta^2)(2\zeta^2 - 5)(\partial_r, P) + 2P(\partial_r, \zeta))R + 16F^\prime(\partial_r, Q))\alpha + 128\zeta^2R^2(Q\zeta + PR^3(\partial_r, \zeta))^2 \tag{A18} \]

These equations have been derived using Wolfram Mathematica.

### APPENDIX B: PHASE DIAGRAM IN EDGB GRAVITY: BHS, WORMHOLES, AND SOLITONS

Here, we present the methods used to find the static wormholes and the solitonic solutions with cusp singularities discussed in Sec. III A 2, and we discuss some of their properties [41,52–54]. We start with the wormhole solution. In spherical symmetry, the starting point is to consider the ansatz (7) in Schwarzschild coordinates. However, in this ansatz, wormholes have a coordinate singularity, that can be removed defining the new coordinate \( \tilde{r} = r - r_0 \), where \( l > 0 \) and \( r_0 \) is the wormhole throat [41]. In terms of the coordinates \((t, l, \theta, \varphi)\), we use the following ansatz for the metric:

\[ ds^2 = -e^{2\alpha(l)}dt^2 + f(l)dl^2 + (l^2 + r_0^2)(d\theta^2 + d\varphi^2). \tag{B1} \]
Substituting into the modified Einstein equations (2)–(3), this yields
\[
f' + 4f + f f' (v^2 - l^2 - 2v_0) - \frac{r^2}{2l} f (f')^2 - \frac{4f + f f' (v^2 - l^2 - 2v_0)}{2l} e^{-\gamma \phi} \left[ \frac{4l^2 v_0^3}{v^2} \phi' + \left( v^2 - l^2 \right) f' f'' + 2\gamma \phi' (v^2 - l^2) + 2\phi'' (l^2 - v^2 f) \right] = 0, \tag{B2}
\]
\[
\nu' - \nu' \frac{4r \lambda}{l} e^{-\gamma \phi} \left( 1 - \frac{3l^2}{v^2 f} \right) \phi' + \frac{1}{2r^2} - \frac{f}{2l} - \frac{r^2}{4l} \phi'' = 0, \tag{B3}
\]
\[
\nu'' + \frac{2l}{r^2} - \frac{f''}{2f} \phi' + \frac{4 e^{-\gamma \phi} \lambda}{r^2 f} \left[ -\frac{4l^2 v_0^3}{v^2} \nu' + 2 \left( f - \frac{f^2}{2l} \right) \nu'' + \frac{3l^2}{v^2 f - 1} f' \nu' + \left( 2f - \frac{f^2}{2l} \right) \nu'' \right] = 0. \tag{B4}
\]

To impose the boundary conditions, we first expand the dilaton and the metric functions at the throat (i.e., near \( l \sim 0 \)),
\[
f(l) = f_0 + f_1 l + O(l^2),
\]
\[
\nu(l) = -\frac{M}{l} + O(l^{-2}),
\]
\[
\phi(l) = \phi_0 + \phi_1 l + O(l^2), \tag{B6}
\]
where the parameters \( f_0, \nu_0, \phi_0 \) are functions of \( (f_1, \nu_1, \phi_1) \) \cite{41,52}. At spatial infinity, we require
\[
f(l) = 1 + \frac{2M}{l} + O(l^{-2}),
\]
\[
\nu(l) = -\frac{M}{l} + O(l^{-2}),
\]
\[
\phi(l) = -\frac{D}{l} + O(l^{-2}), \tag{B7}
\]
where \( M \) and \( D \) are the mass and scalar charge of the wormhole as measured by an observer at infinity. To obtain the wormhole solutions, we integrate Eqs. (B2)–(B5) from the throat at \( l = 0 \) outward, imposing Eqs. (B6) as initial conditions. The parameter \( \nu_0 \) is fixed though a rescaling by requiring asymptotic flatness of the metric, while \( \phi_0 \) is fixed through a shooting procedure such that the dilaton field at infinity vanishes as in Eq. (B7). We use units such that \( r_0 = 2 \). In this case, the dimensionality of the parameter space is larger than for BHs: for each value of \( \lambda \), there exists a one-parameter family identified by \( f_0 \). This yields a two-dimensional domain of existence; see Fig. 4.

In particular, for \( \lambda < 0.015228 \) in the limit \( f_0 \to 1 \), we obtain wormhole solutions that coexist with BH solutions, as can be seen from the inset of Fig. 4. For \( \lambda = 0.015228 \) and \( f_0 \to 1 \), the wormhole solutions coexist with the singular BH at the end of the unstable branch. For \( \lambda > 0.015228 \), we find \( f_0 > 1 \) for all wormhole solutions. In particular, at the minimum value of \( f_0 \) allowed for these families, the wormhole solutions coexist with asymptotically flat and horizonless solutions, characterized by a singularity in the second radial derivative of the dilaton field. These “cusp” solutions also bound the domain of existence of horizonless, particlelike solutions whose scalar field diverges at the origin \cite{53,54}.

The coordinates in Eq. (B1) cover only part of the spacetime. If we try to extend them to values \( l < 0 \), we find a curvature singularity \cite{52}. An interesting feature of these wormhole solutions is that this singularity disappears if we consider the existence of matter at the throat, as discussed extensively in Ref. \cite{52}.

---

**APPENDIX C: CODE DETAILS AND CONVERGENCE TESTS**

1. **Nonuniform grid in areal radius coordinate**

As discussed in the main text, in order to increase resolution in the high-curvature regions, we introduce a radial coordinate \( r \) such that the areal radius is given by \( R = R(r) \), where
\[
\left\{ \begin{array}{l}
R = \eta_2 r + \frac{1 - \eta_1}{\Delta} \ln \left( \frac{1 + e^{-2\Delta(r - r_1)}}{1 + e^{2\Delta(r_1)}} \right) + \frac{\eta_2 - 1}{\Delta} \ln \left( \frac{1 + e^{-2\Delta(r - r_2)}}{1 + e^{2\Delta(r_2)}} \right),
\end{array} \right. \tag{C1}
\]
and \( \Delta, \eta_1 < 1, \eta_2 > 1, \text{ and } r_1 \leq r_2 \) are real parameters.

In Fig. 20, we show a representative plot of \( R'(r) \). As we can see, in the inner region \( R' \sim \eta_1 < 1 \), and in the outer region \( R' \sim \eta_2 > 1 \); therefore, if we discretize the radial coordinate \( r \) using a uniform grid step, we will obtain a higher resolution in \( R \) in the inner region and a lower resolution in the outer region. In particular, \( \eta_1 \) and \( \eta_2 \) represent the ratio between the grid steps in \( R \) and in \( r \) in the inner and in the outer regions, respectively, while \( \Delta^{-1} \) and \( r_{1,2} \), respectively, represent the width and the positions of the buffer regions where the resolution in the areal radius changes.
In this way, we can reduce the computational cost of the simulations by avoiding the use of high resolution in all the spatial domain of integration, thus restricting the use of a small grid step only near the BH region, where the singularity and the horizon are situated.

Throughout the paper, the parameters in the transformation (C1) are set to

\[
\Delta = 1, \quad \eta_1 = 0.05, \quad \eta_2 = 15, \\
r_1 = 51, \quad r_2 = 61.
\]  

(C2)

2. Code testing and convergence

Here, we discuss the simulations we performed to test the accuracy of the integration algorithm.

We first evolved a static BH in the upper branch (\( \gamma = 4, \lambda = 0.01536 \)) in the absence of perturbations of both scalar fields (\( A_\phi = A_\xi = 0 \)). The outer boundary is placed at \( R_\infty = 520 \), the final time is \( T = 500 \), and the CFL factor was set to \( \text{CFL} = 0.025 \).

In Fig. 21, we show how the violation \( CV_\zeta \) of the constraint (A19) at \( t = T \) scales with the resolution. As we can see, the fourth-order scaling is not satisfied in all the radial domain. This can be due to the fact that \( CV_\zeta \) assumes small values and is dominated by noise. However, as we can see from the insets, the constraint violation scales as a fourth-order term in \( \Delta r \) in the horizon region, and as a fifth-order term in the region \( 3 \lesssim R \lesssim 6 \). While the behavior near the horizon is consistent with the accuracy of the evolution algorithm, the fifth-order scaling might be due to the Kreiss-Oliger dissipation term, which is of order 5 in \( \Delta r \).

Moreover, we observe that the profile of the dilaton field remains constant in time, which is consistent with the fact that our starting configuration is a static solution to the field equations.

In order to corroborate the reliability of the integration algorithm in the region in which the constraint violation is dominated by noise, we used a second-order accurate version of the code. In this way, \( CV_\zeta \) is typically larger, allowing us to check its scaling properties above the noise floor. The modifications introduced alter as little as possible the structure of the integration algorithm, and they can be summarized as follows:

(i) We use the second-order Runge-Kutta method for the time integration.

(ii) We use the second-order accurate finite differences method for the radial derivatives; we continue using the (second-order) upwind scheme for the first two grid points (instead of one).

(iii) We perform the integration of the constraint for \( \alpha \) using only the trapezoidal rule.

(iv) We perform the integration in the shooting procedure and in the initialization part with the second-order accurate Runge-Kutta method.

(v) We compute the numerical derivatives in the right-hand side of the constraints during the initialization part with second-order accuracy; however, the resolution of the shooting procedure is still the double of the resolution in the evolution (half of the grid points are discarded after initialization).

(vi) We use the third-order Kreiss-Oliger dissipation term

\[
Qu = -\frac{\eta_{KO}}{16\Delta t}(\Delta r)^4(D^2_\phi D^2_\xi)\rho D^2 u,  
\]  

(C3)

where \( u \) is a generic field, \( \eta_{KO} = 0.05 \), and

\[
\rho = \frac{1}{1 + e^{5(R-15)}}.  
\]  

(C4)
we continue excluding the innermost and outermost three grid points from the computation of the dissipation term (instead of two).

(vii) We use $\text{CFL} = 0.01$ since we observed that when using the second-order accurate code a lower CFL is needed.

We performed the numerical evolution of the same initial configuration as before with this version of the code. In Fig. 22, we show the scaling of the constraint violation at the end of the simulations with resolutions $\Delta r = 0.005$ and $\Delta r = 0.01$. In this case, we obtain the expected second-order scaling in all the radial domain except in a small region around $R \sim 15$ where $CV_\xi$ seems to scale as a third-order term. This may be due to the Kreiss-Oliger dissipation term, which is of order 3.

We then moved to consider some collapsing scenarios in order to test the behavior of our second- and fourth-order accurate codes in the dynamical setups of our interest. We first considered the collapse of a wave packet of the dilaton on a Schwarzschild BH in GR ($\lambda = 0$). In this case, we can estimate the BH mass at the horizon as $M_h = \frac{R_h^2}{\pi}$, and we can compare it with the Misner-Sharp mass at infinity to check that the results of the numerical evolution are in agreement with physical expectations. We obtained that initially $M_h < M_{\text{MS}}$ since part of the total mass in the spacetime is stored in the profile of the dilaton outside the horizon, while at the end, $M_h = M_{\text{MS}}$ with excellent accuracy. This is consistent with the fact that the pulse of the dilaton has been absorbed by the BH.

We then considered a wave packet of the phantom field instead of the dilaton. In this case, $M_h > M_{\text{MS}}$ at the beginning of the simulation since the profile of the phantom field outside the BH adds a negative contribution to the total Misner-Sharp mass. At the end of the simulation instead, $M_h = M_{\text{MS}}$. Also in this case, the results of the simulations are consistent with physical expectations since the BH mass decreases upon absorbing the phantom perturbation.

We finally studied the convergence in some collapsing scenarios when $\lambda \neq 0$. We discuss here a test simulation of the collapse of a wave packet of the phantom field on a static dilatonic BH in the case $\lambda = 0.01528$. The outer boundary is at $R_\infty = 720$, the final time of integration is $T = 700$, and the parameters of the initial wave packet are

$$A_{0,\xi} = 0.02, \quad R_{0,\xi} = 15, \quad \sigma_\xi = 0.5.$$ (C5)

In the upper panel of Fig. 23, we show the scaling of the constraint violation at the end of the numerical evolution. As we can see, it is not possible to evaluate the convergence of the code since $CV_\xi$ is very small and dominated by noise. However, we repeated the simulation

FIG. 22. Scaling of the constraint violation at the last time step of the evolution of a static stable dilatonic BH with $\lambda = 0.01536$ using the second-order accurate code. In this case, $CV_\xi$ scales as a second-order term, except in a region around $R \sim 15$, where there is third-order scaling. This behavior may be due to the presence of the Kreiss-Oliger dissipation term.

FIG. 23. Scaling of the constraint violation at the end of the simulation of the collapse of a wave packet of the phantom field on a dilatonic BH in the upper branch. The upper and the lower panels refer, respectively, to the fourth- and the second-order accurate versions of the code.
with the second-order accurate version of the code, and we obtained the expected scaling properties (see the lower panel of Fig. 23).

In summary, even though it is not possible to evaluate properly the convergence of the code, the constraint violation appears to be very small and dominated by noise. The results of the test simulations are consistent with physical expectations, and the good scaling properties of the second-order accurate version of the code corroborate the reliability of our implementation of the integration algorithm that we used.

Finally, for some selected simulations, we have also checked that the time evolution is in agreement between the second- and fourth-order accurate codes.
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