The paper is devoted to a model of a mesoscopic system consisting of a pair of parallel planar waveguides separated by an infinitely thin semitransparent boundary modeled by a transverse $\delta$ interaction. We develop the Birman-Schwinger theory for the corresponding generalized Schrödinger operator. The spectral properties become nontrivial if the barrier coupling is not invariant with respect to longitudinal translations, in particular, there are bound states if the barrier is locally more transparent in the mean and the coupling parameter reaches the same asymptotic value in both directions along the guide axis. We derive the weak-coupling expansion of the ground-state eigenvalue for the cases when the perturbation is small in the supremum and the $L^1$-norms. The last named result applies to the situation when the support of the leaky part shrinks: the obtained asymptotics differs from that of a double guide divided by a pierced Dirichlet barrier. We also derive an upper bound on the number of bound states.
1 Introduction

1.1 Motivation
The recent progress of solid-state physics opened way to testing of quantum mechanics in hitherto unusual situations. Many of the “mesoscopic” semiconductor systems can be regarded as electron waveguides in which wave
properties of the particles play an essential role – we refer to [6, 9] for discussion of the model assumptions involved and a bibliography.

An interesting class of such systems is represented by a pair of parallel planar guides with a lateral coupling, which is realized either by a “window” in a Dirichlet barrier separating the ducts [4, 9] or by a local variation of the coupling parameter in a leaky, i.e., semitransparent barrier [8]. In the latter case (sketched in Figure 1) the Hamiltonian is formally given by the relation (1.1) below, with the barrier supported by the $x$-axis. The function $\alpha$ describes the coupling parameter and the outer boundary of the double strip $\Omega := \mathbb{R} \times (-d_2, d_1)$ is supposed to be hard, i.e., we impose Dirichlet boundary conditions there.

Depending on the choice of $\alpha$, such a model describe a variety of different dynamical situations. It is illustrative to consider the case related to the example of a pierced-hard-wall discussed in Ref. [9]; the comparison being based on the fact that the $\delta$ interaction with a large coupling constant approximates the Dirichlet barrier. The example of a step-function-shaped $\alpha$ analyzed in Refs. [8] exhibits indeed for large $\alpha$ close similarities in the numerically calculated shapes of the eigenfunctions, etc. At the same time, asymptotic properties of the eigenvalues may be rather different in the two cases if we exclude here the possibility $\alpha = \infty$ which expresses formally the Dirichlet boundary condition – cf. Remarks 5.7.

Systems with a $\delta$ potential barrier of the type (1.1) are mathematically more accessible, since two operators with different functions $\alpha$ have the same form domain. This observation will make it possible to construct a Birman-Schwinger-type theory in this case writing down an explicit expression for the difference between the resolvent of the Hamiltonian (1.1) and that of a suitable comparison operator. The main consequence of this formula which we derive in this paper is the weak coupling expansion in the situation when
α forms a “potential well”, i.e., when the barrier is locally more transparent (at least in the mean) and the coupling parameter α(x) reaches the same asymptotic value in both directions along the guide axis.

1.2 Description of the model and contents of the paper

As we have said, the configuration space of our system is a straight planar strip Ω := R × O with O := O_2 ∪ O_1 := (−d_2, 0) ∪ (0, d_1) in which the free motion is restricted by the outer hard walls and a δ potential barrier at y = 0. Its coupling strength α ∈ R varies longitudinally, α = α(x), so the particle Hamiltonian can be formally written as

\[ H_\alpha = -\Delta_\Omega + \alpha(x)\delta(y). \]  (1.1)

There are several equivalent ways to give the right-hand-side of (1.1) a rigorous meaning. Following [2, Chap. I.3] this can be done by imposing the standard boundary conditions [8]. In this paper, however, we use instead a quadratic-form definition which is much more general. Such generalized Schrödinger operators in R^d with a measure-induced interaction were studied in [3]. In the next section we shall adapt this theory for the case when the free Hamiltonian is the Dirichlet Laplacian relative to a subset Ω ⊂ R^d. To make the paper self-contained, we outline the construction from Sec. 2 of the mentioned paper with emphasis on the modifications required by the presence of the Dirichlet boundary. This concerns mostly Lemma 2.2 whose proof in [3] relies on the explicit form of the free Green’s function.

In Section 3 we shall use this results to formulate the Birman-Schwingr theory for the operator (1.1). The basic idea is again adopted from [3], however, it suits to our purpose to express the resolvent difference with respect to a comparison operator which also has a nonzero α, and to write it in a symmetric form.

The obtained resolvent formula is then employed to investigate the discrete spectrum of our Hamiltonian which exists if the δ barrier produces a local attractive interaction. Sections 4 and 5 are devoted the weak-coupling analysis of our model in two situations: in the first case the interaction is tuned by means of a coupling constant, in the second one we use instead a scaling transformation with respect to the longitudinal variable. In both situations we derive an asymptotic expansion for the ground state eigenvalue. In the example which involves the scaling the “potential well” given by the
shape of the function $\alpha$ may be deep, the weak coupling being achieved by its narrowness. This makes it possible to compare the asymptotics with the mentioned Dirichlet case, where the gap is proportional to the fourth power of the window width. In contrast, for any “soft” barrier the width appears in the leading term of the asymptotics with the square only.

In the final section we use the Birman-Schwinger technique to derive an upper bound on the dimension of the discrete spectrum. A comparison with the “square well” example of [8] shows that the bound is good for weak coupling but its semiclassical behavior is not correct as it is the case for the usual Schrödinger operators [14].

2 Singularity supported interactions on a subset of $\mathbb{R}^d$

Let $\Omega$ be an open subset of $\mathbb{R}^d$. Consider a positive Radon measure $m$ on $\Omega$, i.e. the abstraction of Lebesgue’s outer measure for general topological spaces [16, Def. 2.3.9], and a Borel measurable function $\alpha : \mathbb{R}^d \to \mathbb{R}$ such that

$$\int_{\Omega} |\psi(x)|^2 (1 + \alpha(x)^2) \, dm(x) \leq a \int_{\Omega} |\nabla \psi(x)|^2 \, dx + b \int_{\Omega} |\psi(x)|^2 \, dx$$

(2.1)

holds for all $\psi \in C_0^\infty(\Omega)$ and some positive $a < 1$ and $b$. As indicated in the introduction, we are interested mainly in situation when $m$ is a $\delta$-measure supported by a planar curve, but the argument presented below does not need such restrictions on the measure or space dimension; it includes also the regular potential case, $dm(x) = |V(x)| \, dx$.

By definition, $C_0^\infty(\Omega)$ is dense in the local Sobolev space $W^{2,1}_0(\Omega)$ (cf. [17, Sec. XIII.14]), so there is a unique bounded linear operator

$$I_m : W^{2,1}_0(\Omega) \to L^2(m) := L^2(\Omega, dm)$$

such that $I_m \psi = \psi$ is valid for any $\psi \in C_0^\infty(\Omega)$. The last relation means in fact $(I_m \psi)(x) = \psi(x)$ for $x \in \text{supp } m$; with an abuse of notation we shall employ the symbol $\psi$ for (i) a continuous function $\psi$, (ii) the corresponding $L^2(\Omega)$ equivalence class, and finally (iii) for the corresponding $L^2(\Omega, dm)$ equivalence class. By density, the inequality (2.1) holds for all $\psi \in W^{2,1}_0(\Omega)$ provided $\psi$ is replaced by $I_m \psi$ on the left-hand-side.
2.1 The Hamiltonian

We introduce the following quadratic form

\[ E_{\alpha m}(\psi, \varphi) := \int_{\Omega} \nabla \psi(x) \cdot \nabla \varphi(x) \, dx + \int_{\Omega} \alpha(x) (I_{m} \bar{\psi})(x) (I_{m} \varphi)(x) \, dm(x) \]  

(2.2)

with the domain \( D(E_{\alpha m}) = W^{2,1}_{0}(\Omega) \). It is well known [17, Sec. XIII.14] that the free form \( E_{0} \) is positive and closed on \( L^{2}(\Omega) \); it gives rise to the Dirichlet Laplacian \(-\Delta_{\Omega}^{D}\). By the KLMN theorem [17, Thm. X.17] and the extended version of inequality (2.1), \( E_{\alpha m} \) is lower semibounded and closed on \( L^{2}(\Omega) \), and \( C_{0}^{\infty}(\Omega) \) is a core for it. Hence by the second representation theorem, there is a unique self-adjoint operator \( H_{\alpha m} \) associated with \( E_{\alpha m} \); it will be the object of our interest in the following.

The basic assumption (2.1) is satisfied, in particular, for measures \( m \) belonging to the generalized Kato class. By [20] the inequality (2.1) holds for such \( m \) and \( \psi \in S(\mathbb{R}^{d}) \), and the same is, a fortiori, true for \( \psi \in C_{0}^{\infty}(\Omega) \) corresponding to an open \( \Omega \subset \mathbb{R}^{d} \). If \( d = 2 \) the Kato condition reads

\[ \lim_{\varepsilon \to 0^{+}} \sup_{x \in \Omega} \int_{B(x,\varepsilon) \cap \Omega} |\ln |x - y|| \, dm(y) = 0 , \]  

(2.3)

where \( B(x,\varepsilon) \) is the ball of radius \( \varepsilon \) and center \( x \). It is straightforward to check that the condition is satisfied for the \( \delta \) measure of our example; alternatively one can employ Thm. 4.1 of [3].

2.2 Auxiliary results

We will need two lemmas. The first one is abstract and we adopt it from [3]:

**Lemma 2.1** Let \( \mathcal{E} \) be a lower semibounded densely defined closed quadratic form on a complex Hilbert space \( \mathcal{H} \) with the inner product \((\cdot, \cdot)\), and let \( H \) be the unique self-adjoint operator on \( \mathcal{H} \) associated with \( \mathcal{E} \). Finally, let \( R : \mathcal{H} \to D(\mathcal{E}) \) be an arbitrary map and \( z \in \mathbb{C} \). Then the following statements are equivalent.

(i) \( z \in \rho(H) \) and \((H - z)^{-1} = R\).
(ii) \( \forall \psi \in \mathcal{H}, \varphi \in D(\mathcal{E}) : \mathcal{E}(R\psi, \varphi) = (zR\psi + \psi, \varphi) \).
Let now $C_{\Omega,0}^+$ be the set $\{k : \text{Im} \, k > 0 \text{ or } k^2 \in [0, \inf \sigma(-\Delta_B^\Omega))\} \subset \mathbb{C}$. Given $k \in C_{\Omega,0}^+$ we denote by $G_0(\cdot, \cdot; k)$ the free resolvent kernel for $z = k^2$ corresponding to the Dirichlet Laplacian $-\Delta_B^\Omega$. The main difference with respect to [3] is that for $\Omega \neq \mathbb{R}^d$ the kernel depends on both arguments, not just on their difference.

Let $\mu, \nu$ be positive Radon measures without a discrete component, i.e. $\mu(\{a\}) = \nu(\{a\}) = 0$ for any $a \in \Omega$. We denote by $R_{\mu,\nu}^k$ the integral operator from $L^2(\mu) := L^2(\Omega, d\mu)$ to $L^2(\nu)$ with the kernel $G_0(\cdot, \cdot; k)$. In particular, we have

$$
(R_{\mu,\nu}^k \psi)(x) = \int_\Omega G_0(x, y; k) \psi(y) d\mu(y)
$$

for all $\psi \in D(R_{\mu,\nu}^k) \subset L^2(\mu)$. Since we agreed to the mentioned abuse of notation, there is no $\nu$ in the definition; we compute the right-hand-side and interpret it as values of a function in $L^2(\nu)$. In the following $(\cdot, \cdot)$ will denote the inner product on $L^2(\Omega)$.

**Lemma 2.2** Let $k \in C_{\Omega,0}^+$ and $\psi \in L^2(m)$. Then $R_{m, dx}^k \psi \in W^{2,1}_0(\Omega)$ and

$$
\forall \varphi \in W^{2,1}_0(\Omega) : \quad \mathcal{E}_0(R_{m, dx}^k \psi, \varphi) - (k^2 R_{m, dx}^k \psi, \varphi) = \int_{\Omega} \bar{\psi}(y)(I_m \varphi)(y) dm(y)
$$

In particular, $R_{m, dx}^k$ is injective.

**Proof:** If we prove the above relation, the injectivity will follow by density of Ran $I_m$ in $L^2(m)$. Assume first $k^2 < 0$, i.e., $k$ is purely imaginary. Then

$$
\langle \psi, \varphi \rangle_k := \mathcal{E}_0(\psi, \varphi) - k^2 \langle \psi, \varphi \rangle
$$

defines an inner product on $W^{2,1}_0(\Omega)$ and the corresponding norm is equivalent to the usual Sobolev norm (with $k^2 = -1$). Take a fixed $\psi \in L^2(m)$. Using Schwarz inequality and the fact that $I_m$ is bounded we infer

$$
\left| \int_{\Omega} \bar{\psi}(y)(I_m \varphi)(y) dm(y) \right|^2 \leq \int_{\Omega} |\psi(y)|^2 dm(y) \int_{\Omega} |(I_m \varphi)(y)|^2 dm(y) \leq c \langle \varphi, \varphi \rangle_k
$$

for any $\varphi \in W^{2,1}_0(\Omega)$ and some constant $c$ depending on $\psi$. Hence the linear functional

$$
\varphi \mapsto \int_{\Omega} \bar{\psi}(y)(I_m \varphi)(y) dm(y)
$$

defines an inner product on $W^{2,1}_0(\Omega)$ and the corresponding norm is equivalent to the usual Sobolev norm (with $k^2 = -1$). Take a fixed $\psi \in L^2(m)$. Using Schwarz inequality and the fact that $I_m$ is bounded we infer
on the Hilbert space \( (W_0^{2,1}(\Omega), \langle \cdot, \cdot \rangle_k) \) is bounded, and by Riesz’s lemma, there is a unique \( \psi^k_m \in W_0^{2,1}(\Omega) \) such that
\[
\forall \varphi \in W_0^{2,1}(\Omega) : \quad \langle \psi^k_m, \varphi \rangle_k = \int_\Omega \bar{\psi}(y)(I_m\varphi)(y)dm(y). \tag{2.6}
\]

Consequently, it is sufficient to show that
\[
\forall \psi \in L^2(\Omega) : \quad (R^k_{m,dx}\psi)(x) \equiv \int_\Omega G_0(x,y;k)\psi(y)dm(y) = \psi^k_m(x)
\]
a.e. with respect to the Lebesgue measure \( dx \).

If \( \Omega \neq \mathbb{R}^d \) we have in general no explicit expression for the Green’s function \( G_0(x,y;k) \) with a given \( k^2 < 0 \). We know, however, that it is positive for all \( x,y \in \Omega, x \neq y \) \cite{13}, App. 1 to Sec. XIII.12, and moreover, that the kernel is \( dx \)-integrable if the other variable is fixed (in fact, exponentially decaying for a non-compact \( \Omega \)) and
\[
\forall \varphi \in L^2(\Omega) : \quad \int_\Omega G_0(x,y;k)(-\Delta^\Omega_D + k^2)\varphi(x)dx = \varphi(y).
\]

Functions \( \varphi := (-\Delta^\Omega_D + k^2)^{-1}\eta \) with \( \eta \in C^\infty_0(\Omega) \) are bounded \( C^\infty \) and have the same decay as the Green’s function for a non-compact \( \Omega \).

We shall prove the desired relation in several steps. Suppose first that \( \psi \in L^1(m) \cap L^2(m) \). For \( \varphi \) of the described class we may employ then the Fubini theorem obtaining
\[
\int_\Omega \left( \int_\Omega G_0(x,y;k)\psi(y)dm(y) \right)(-\Delta^\Omega_D + k^2)\varphi(x)dx \equiv \int_\Omega \bar{\psi}(y)\left( \int_\Omega G_0(y,x;k)(-\Delta^\Omega_D + k^2)\varphi(x)dx \right)dm(y) = \int_\Omega \bar{\psi}(y)\varphi(y)dm(y).
\]

We have used here also the fact that \( G_0 \) is real-valued for \( k^2 < 0 \). By (2.6) and the second representation theorem, we have
\[
\int_\Omega \bar{\psi}_m^k(-\Delta^\Omega_D + k^2)\varphi(x)dx = \langle \psi^k_m, \varphi \rangle_k = \int_\Omega \bar{\psi}(y)\varphi(y)dm(y)
\]
for all \( \varphi \in (-\Delta^\Omega_D + k^2)^{-1}C^\infty_0(\Omega) \).
In the last equality, we have used the fact that $I_m \varphi = \varphi \ m - a.e.$ This relation is not selfevident because in general $\varphi$ does not belong to $C^\infty_0(\Omega)$. However, one can approximate it by $C^\infty_0$-functions. More specifically, define $\varphi_n := j_n \varphi$, where $j_n \in C^\infty_0(\Omega)$ such that $0 \leq j_n(x) \leq 1$ for all $x \in \Omega$ and $j_n(x) = 1$ for $|x| \leq n$. Since $\varphi_n \to \varphi$ pointwise $dx - a.e.$ as $n \to \infty$ and $|\varphi_n| \leq |\varphi| \in W^{2,1}_0(\Omega)$, it follows by the dominated convergence theorem that $\varphi_n \to \varphi$ in $W^{2,1}_0(\Omega)$. From the definition of $I_m$, we get also $I_m \varphi_n \to I_m \varphi$ in $L^2(m)$. Since $I_m \varphi_n \in C^\infty_0(\Omega)$ by construction, we infer that $I_m \varphi = \varphi \ m - a.e.$ as well.

Since the set $(-\Delta_D + k^2)^{-1} C^\infty_0(\Omega)$ is dense in $L^1(\Omega)$, it follows that $\psi_n = R_{m,dx}^k \psi - a.e.$

Now we can mimick the argument of [3] again: in the next step we consider a non-negative $\psi \in L^2(m)$ and use a standard approximation argument choosing a sequence $\{\tilde{\psi}_n\}_{n=1}^\infty \subset L^1(m) \cap L^2(m)$ such that

$$\lim_{n \to \infty} \tilde{\psi}_n = \psi \quad \text{and} \quad 0 \leq \tilde{\psi}_1 \leq \tilde{\psi}_2 \leq \cdots \leq \tilde{\psi}_n \quad m - a.e.$$ 

Then

$$\forall \varphi \in W^{2,1}_0(\Omega) : \quad \left\langle R_{m,dx}^k \tilde{\psi}_n, \varphi \right\rangle_k = \int_\Omega \overline{\tilde{\psi}_n(y)(I_m \varphi)(y)} \, dm(y)$$

and by the dominated convergence theorem we get

$$\forall \varphi \in W^{2,1}_0(\Omega) : \quad \left\langle R_{m,dx}^k \tilde{\psi}_n, \varphi \right\rangle_k \to \int_\Omega \tilde{\psi}(y)(I_m \varphi)(y) \, dm(y) = \left\langle R_{m,dx}^k \psi, \varphi \right\rangle_k$$

as $n \to \infty$, i.e., the sequence $\{R_{m,dx}^k \tilde{\psi}_n\}$ converges weakly to $R_{m,dx}^k \psi$ in the Hilbert space $(W^{2,1}_0(\Omega), \langle \cdot, \cdot \rangle_k)$. By the diagonal trick [17, Sec. I.5] we may thus assume (selecting a subsequence if necessary) that

$$R_{m,dx}^k \tilde{\psi}_n \to R_{m,dx}^k \psi \quad \text{as} \quad n \to \infty \quad (2.7)$$

strongly in $W^{2,1}_0(\Omega)$, where $\psi_n := \frac{1}{n} \sum_{j=1}^n \tilde{\psi}_j$. Since $G_0(\cdot, \cdot; k)$ is nonnegative and the sequence $\{\psi_n\}$ is nondecreasing again, the monotone convergence theorem implies

$$\forall x \in \Omega : \quad \int_\Omega G_0(x, y; k) \psi(y) \, dm(y) = \lim_{n \to \infty} (R_{m,dx}^k \psi_n)(x) \leq \infty.$$
The relation (2.7) then gives

\[ \int_{\Omega} G_0(\cdot, y; k) \psi(y) \, dm(y) = R^k_{m, dx} \psi \quad dx - \text{a.e.} \]

Finally, by linearity the result extends to any \( \psi \in L^2(m) \).

It remains to establish the sought identity for an arbitrary \( k \in \mathbb{C}^+_{\Omega,0} \). To this aim, we employ the first resolvent relation which gives

\[ \hat{R}^k_{m, dx} = R^k_{m, dx} + (\kappa^2 - k^2) R^k_0 R^k_{m, dx}, \]

where we have denoted \( R^k_0 := R^k_{dx, dx} \). Using repeatedly Lemma 2.1 we find

\[ E_0(R^k_{m, dx} \psi, \varphi) - (\kappa^2 R^k_{m, dx} \psi, \varphi) \]

\[ = E_0(R^k_{m, dx} \psi, \varphi) - (\kappa^2 R^k_{m, dx} \psi, \varphi) \]

\[ + E_0(\kappa^2 R^k_0 R^k_{m, dx} \psi, \varphi) - (\kappa^2 R^k_0 R^k_{m, dx} \psi, \varphi) \]

\[ = E_0(R^k_{m, dx} \psi, \varphi) - (\kappa^2 R^k_{m, dx} \psi, \varphi) + (\kappa^2 R^k_0 R^k_{m, dx} \psi, \varphi) \]

\[ + (\kappa^2 R^k_{m, dx} \psi, \varphi) - (\kappa^2 R^k_0 R^k_{m, dx} \psi, \varphi) \]

\[ = E_0(R^k_{m, dx} \psi, \varphi) - (\kappa^2 R^k_{m, dx} \psi, \varphi). \]

2.3 The resolvent

The above result allows us to write an explicit formula for the resolvent of \( H_{am} \) and to derive some properties of it. We could just quote the results which we shall need in the following, but for the sake of completeness we sketch also the proofs which are essentially the same as in [3].

**Proposition 2.3** Let \( k \in \mathbb{C}^+_{\Omega,0} \). Suppose that the operator \( I + \alpha I_m R^k_{m, dx} \) is invertible on \( L^2(m) \) and the operator

\[ R^k := R^k_0 - R^k_{m, dx} (I + \alpha I_m R^k_{m, dx})^{-1} \alpha I_m R^k_0 \]

is defined everywhere in \( L^2(\Omega) \). Then \( k^2 \in \rho(H_{am}) \) and \( (H_{am} - k^2)^{-1} = R^k \).
Proof: Take $\psi \in L^2(\Omega)$ and $\varphi \in W^{2,1}_0(\Omega) \equiv D(E_{am})$. By assumption, the operator $R^k$ is defined on $L^2(\Omega)$. The free resolvent maps $L^2(\Omega)$ into $W^{2,1}_0(\Omega)$; the same is true for the second term in view of the assumed invertibility and Lemma 2.2. Thus $R^k\psi \in W^{2,1}_0(\Omega)$, and by Lemma 2.1 we have to check that 

$$E_{am}(R^k\psi, \varphi) - (k^2 R^k\psi, \varphi) = (\psi, \varphi)$$

holds for all $\psi, \varphi$ from the indicated sets. Dividing the left-hand-side into the “free” and “interaction” parts and denoting

$$\chi := (I + \alpha I_m R^k_{m,dx})^{-1} \alpha I_m R^k_{0}\psi,$$

we can rewrite it as

$$E_0(R^k_{0}\psi, \varphi) - (k^2 R^k_{0}\psi, \varphi) - E_0(R^k_{m,dx}\chi, \varphi) + (k^2 R^k_{m,dx}\chi, \varphi)$$

$$+ \int_{\Omega} \alpha(x)(I_m R^k\psi)(x)(I_m\varphi)(x) \, dm(x)$$

The first two pair of terms equal $(\psi, \varphi)$ and $-\int_{\Omega} \bar{\chi}(x)(I_m\varphi)(x) \, dm(x)$ by Lemma 2.1 and Lemma 2.2, respectively. Since the relation should hold for all $\varphi \in W^{2,1}_0(\Omega)$ we have thus to check that $\alpha I_m R^k\psi = \chi$ for any $\psi \in L^2(\Omega)$, which follows by a simple algebraic manipulation,

$$\alpha I_m R^k\psi = \alpha I_m R^k_{0}\psi - \alpha I_m R^k_{m,dx}\chi$$

$$= (I + \alpha I_m R^k_{m,dx}\psi)(I + \alpha I_m R^k_{m,dx}\psi)^{-1} \alpha I_m R^k_{0}\psi - \alpha I_m R^k_{m,dx}\chi = \chi.$$

As usual the invertibility assumption of the preceding proposition is satisfied for energies large enough negative.

Corollary 2.4 There is $\kappa_0 > 0$ such that $\|\alpha I_m R^\kappa_{m,dx}\| < 1$ for $\kappa \geq \kappa_0$.

Proof: In view of our basic assumption (2.1) and the boundedness of the operator $I_m$ we can choose $a < 1$ and $0 < b < \infty$ such that

$$\forall \varphi \in W^{2,1}_0(\Omega) : \int_{\Omega} |I_m\varphi(x)|^2 (1 + \alpha(x)^2) \, dm(x) \leq a \langle \varphi, \varphi \rangle_{i\kappa_0}$$

where $\kappa_0 := \sqrt{\frac{b}{a}}$ and the inner product at the r.h.s. is defined in the proof of Lemma 2.2. We denote by $S_{\kappa}$ the unit sphere in $(W^{2,1}_0(\Omega), \langle \cdot, \cdot \rangle_{i\kappa})$. Given
\( \kappa \geq \kappa_0 \) and \( \psi \in L^2(m) \), we deduce from the above inequality
\[
\int_{\Omega} \alpha(x)^2 |(I_m R_{m,dx}^\kappa \psi)(x)|^2 dm(x) \leq a \left\langle R_{m,dx}^\kappa \psi, R_{m,dx}^\kappa \psi \right\rangle_{\kappa_0} \leq a \left\langle R_{m,dx}^\kappa \psi, R_{m,dx}^\kappa \psi \right\rangle_{\kappa_0} = a \sup_{\varphi \in S_\kappa} \left| \left\langle R_{m,dx}^\kappa \psi, \varphi \right\rangle_{\kappa_0} \right|^2.
\]

In view of Lemma 2.2, the last expression can be rewritten as
\[
a \sup_{\varphi \in S_\kappa} \left| \int_{\Omega} \bar{\psi}(y) (I_m \varphi)(y) dm(y) \right|^2 \leq a \int_{\Omega} |\psi(y)|^2 dm(y) \sup_{\varphi \in S_\kappa} \left| \int_{\Omega} (I_m \varphi)(y) dm(y) \right| \leq a^2 \int_{\Omega} |\psi(y)|^2 dm(y) \leq a \left\langle \varphi, \varphi \right\rangle_{\kappa_0} \leq a \left( \varphi, \varphi \right)_{\kappa_0}^2.
\]

where we have used Schwarz inequality and the assumption (2.1) again. Consequently, \( \|a I_m R_{m,dx}^\kappa \| < a \) holds for all \( \kappa \geq \kappa_0 \).

The resolvent expression of Proposition 2.3 represents a starting point for construction of the Birman-Schwinger theory. This will be done in the next section for our double-waveguide example. A part of the analysis is an expression for the number of eigenvalues of \( H_{am} \) which can be derived in the present general context.

**Corollary 2.5** \( \dim \ker(H_{am} - k^2) = \dim \ker(I + \alpha I_m R_{m,dx}^k) \) holds for any \( k \in \mathbb{C}^{+} \Omega, 0 \).

**Proof:** Suppose first that \( \psi \in L^2(m) \) satisfies \( \psi + \alpha I_m R_{m,dx}^k \psi = 0 \). By Lemma 2.2 we have
\[
\mathcal{E}_{am}(R_{m,dx}^k \psi, \varphi) - (k^2 R_{m,dx}^k \psi, \varphi) = \int_{\Omega} \bar{\psi}(y) (I_m \varphi)(y) dm(y) + \int_{\Omega} \alpha(y)(I_m R_{m,dx}^k \psi)(y)(I_m \varphi)(y) dm(y) = 0
\]
for all \( \varphi \in W_0^{2,1}(\Omega) \equiv D(\mathcal{E}_{am}) \). By the second representation theorem, it follows that \( R_{m,dx}^k \psi \in D(H_{am}) \) and \( H_{am} R_{m,dx}^k \psi = k^2 R_{m,dx}^k \psi \). Since \( R_{m,dx}^k \) is injective by Lemma 2.2, we get
\[
\dim \ker(I + \alpha I_m R_{m,dx}^k) \leq \dim \ker(H_{am} - k^2).
\]
On the other hand, let $\varphi \in D(H_{am})$ with $H_{am}\varphi = k^2\varphi$. In view of the above argument, it is sufficient to show that $\varphi = R_{m,dx}^k \psi$ for some $\psi \in L^2(m)$ such that $\psi + \alpha I_m R_{m,dx}^k \psi = 0$. We put $\psi := -\alpha I_m \varphi$; then by Lemma 2.2, we have

$$E_0(R_{m,dx}^k \psi, \chi) - (k^2 R_{m,dx}^k \psi, \chi) = -\int_{\Omega} \alpha(x) (I_m \varphi)(x)(I_m \chi)(x) \, dm(x)$$

for all $\chi \in W^{2,1}_0(\Omega)$. Using the second representation theorem again together with the assumption $H_{am} \varphi = k^2 \varphi$ we get $E_{am}(\varphi, \chi) - (k^2 \varphi, \chi) = 0$, so

$$E_0(\varphi, \chi) - (k^2 \varphi, \chi) = \mathcal{E}_{am}(\varphi, \chi) - (k^2 \varphi, \chi) - \int_{\Omega} \alpha(x) (I_m \varphi)(x)(I_m \chi)(x) \, dm(x)$$

holds for any $\chi \in W^{2,1}_0(\Omega)$. Comparing the two expressions, we arrive at the relation $\varphi = R_{m,dx}^k \psi$ which yields $\psi + \alpha I_m R_{m,dx}^k \psi = \psi + \alpha I_m \varphi = 0$.

3 BS analysis for the double waveguide

The core of the classical Birman-Schwinger analysis is a resolvent expression containing at the l.h.s. only the free resolvent. If the Schrödinger operator in question involves a potential defined via a measure, the free resolvent has to be interpreted as an operator between different $L^2$ spaces. Now we are going to derive such a formula for the system described in Sec. 1.2.

3.1 The basic lemma

The sought relation is an analogue of Lemma 2.3 valid for $\Omega = \mathbb{R}^d$. The proof of this result employed the explicit form of the resolvent, thus the argument had to be modified again. We shall consider the operator $H_{am}$ of the previous section in the situation when $\Omega := \mathbb{R} \times \mathcal{O}$ and $m$ is supported by the $x$-axis. Then we have:

**Lemma 3.1** (i) $\forall k \in \mathbb{C}_{\Omega,0}^+$ : $I_m R_{m,dx}^k = R_{m,m}^k$ and $I_m R_0^k = R_{dx,m}^k$.

(ii) $I + \alpha R_{m,m}^\kappa$ has a bounded inverse on $L^2(m)$ for all $\kappa > 0$ large enough.

(iii) Assume that $I + \alpha R_{m,m}^k$ is invertible for $k \in \mathbb{C}_{\Omega,0}^+$ and the operator

$$R_k^*: = R_0^k - R_{m,dx}^k (I + \alpha R_{m,m}^k)^{-1} \alpha R_{dx,m}^k$$

holds for any $\chi \in W^{2,1}_0(\Omega)$. Comparing the two expressions, we arrive at the relation $\varphi = R_{m,dx}^k \psi$ which yields $\psi + \alpha I_m R_{m,dx}^k \psi = \psi + \alpha I_m \varphi = 0$.  

---
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on $L^2(m)$ is everywhere defined. Then $k^2 \in \rho(H_{om})$ and $(H_{om} - k^2)^{-1} = R^k$. 
(iv) $\forall k \in \mathbb{C} \setminus \mathbb{R}$: $\dim \ker(H_{om} - k^2) = \dim \ker(I + \alpha R^k_{m,m})$.

**Proof:** Since the assertions (ii)-(iv) are easy consequences of the first claim and the above corollaries, it is sufficient to check (i). The free Green’s function for the strip $\Omega$ was written down in [7]. In particular, we have

$$G_0(\vec{x}, \vec{x}'; i\kappa) = \frac{1}{D} \sum_{n=1}^{\infty} \frac{e^{-\kappa_n|x-x'|}}{\kappa_n} \sin \frac{\pi n}{D}(y + d_2) \sin \frac{\pi n}{D}(y' + d_2);$$

$$\kappa_n := \sqrt{\kappa^2 + \left(\frac{\pi n}{D}\right)^2}$$

for $\kappa > 0$, where $\vec{x} := (x, y)$. We know that $G_0(\vec{x}, \vec{x}'; i\kappa) > 0$, it is smooth in each argument, exponentially decaying as $|x - x'| \to \infty$ and has a logarithmic singularity as $\vec{x}' \to \vec{x}$. As in Ref. [3], we need a smooth approximation to $G_0$. We employ the fact that $G_0(\vec{x}, \vec{x}'; i\kappa) = -\frac{1}{2\pi} \ln |\vec{x} - \vec{x}'| + \Gamma(\vec{x}, \vec{x}')$, where $\Gamma$ is a $C^\infty$ function vanishing when $y, y'$ assume the values $d_1, -d_2$. We take

- a strictly increasing $C^\infty$ function $\xi : (0, \infty) \to [1, \infty)$ such that $\xi(0) = 1$ and $\xi(x) = x$ for $x \geq 2$,
- an increasing sequence $\{\eta_n\}_{n=1}^{\infty} \subset C^\infty_0(\Omega)$ such that $\lim_{n \to \infty} \eta_n(\vec{x}) = 1$ for any fixed $\vec{x} \in \Omega$

and put

$$G_n(\vec{x}, \vec{x}'; i\kappa) := \left[ -\frac{1}{2\pi} \ln \frac{\xi(n|\vec{x} - \vec{x}'|)}{n} + \Gamma(\vec{x}, \vec{x}') \right] \eta_n(\vec{x}).$$

Clearly,

(i) $G_n(\cdot, \vec{x}; i\kappa) \in C^\infty_0(\Omega)$
(ii) $\forall \vec{x}, \vec{x}' \in \Omega: \ G_n(\vec{x}, \vec{x}'; i\kappa) \leq G_{n+1}(\vec{x}, \vec{x}'; i\kappa)$
(iii) $\exists c_1 > 0 \forall \vec{x}, \vec{x}' \in \Omega, \vec{x} \neq \vec{x}': |\nabla_x G_n(\vec{x}, \vec{x}'; i\kappa)| \leq \frac{c_1}{|\vec{x} - \vec{x}'|}$
(iv) $\exists c_2, c_3 > 0 \forall \vec{x}, \vec{x}' \in \Omega, \ |\vec{x} - \vec{x}'| \text{ large enough} : |G_n(\vec{x}, \vec{x}'; i\kappa)| + |\nabla_x G_n(\vec{x}, \vec{x}'; i\kappa)| \leq c_2 e^{-c_3|x-x'|}$
We use the common notation $\mu$ for $m, dx$. Take an arbitrary $\psi \in L^2(\mu)$ and $\varphi_n := R_{\mu, dx}^{n, i\kappa} \psi$, i.e.

$$\varphi_n = \int_{\Omega} G_n(\vec{x}, \vec{x}'; i\kappa) \psi(\vec{x}) \, d\mu(\vec{x}) \,.$$

Each $\varphi_n \in W^{2,1}_0(\Omega)$ by definition. Furthermore, by the construction of the regularized Green’s function, we have also $\varphi_n \in C_0^\infty(\Omega)$. Next we have to estimate the Sobolev norm of $\varphi_n$. In view of (iii) we have

$$\int_{\Omega} \left| \nabla_\vec{x} \int_{\Omega} G_n(\vec{x}, \vec{x}'; i\kappa) \psi(\vec{x}') \, d\mu(\vec{x}') \right|^2 \, dx$$

$$= \int_{\Omega} \left| \nabla_\vec{x} G_n(\vec{x}, \vec{x}'; i\kappa) \psi(\vec{x}') \, d\mu(\vec{x}') \right|^2 \, dx$$

$$\leq \int_{\Omega} \left| \int_{\Omega} \frac{c_1}{|\vec{x} - \vec{x}'|} \psi(\vec{x}') \, d\mu(\vec{x}') \right|^2 \, dx \leq \int_{\mathbb{R}^2} \left| \int_{\mathbb{R}^2} \frac{c_1}{|\vec{x} - \vec{x}'|} \psi(\vec{x}') \, d\mu(\vec{x}') \right|^2 \, dx$$

where $\psi$ in the last expression means the trivial extension from $\Omega$ to $\mathbb{R}^2$. The integral was shown to be finite in the proof of Lemma 2.3 in [3]. As for the non-derivative part we notice that $G_0$ has a bound as a consequence of the fact that $R_{\mu, dx}^{i\kappa} \psi \in W^{2,1}_0(\Omega) \subset L^2(\Omega)$.

Summing the above considerations, we have demonstrated that $\{\varphi_n\}$ is a bounded sequence in the local Sobolev space $W^{2,1}_0(\Omega)$. Then we proceed as above: we construct $\chi_n := \frac{1}{n} \sum_{j=1}^{n} \varphi_j$ and use the diagonal trick to show that (a subsequence of) $\{\chi_n\}$ converges strongly in $W^{2,1}_0(\Omega)$. By the property (ii) and monotone convergence theorem

$$\forall \vec{x} \in \Omega : \lim_{n \to \infty} \chi_n(\vec{x}) = (R_{\mu, dx}^{i\kappa} \psi)(\vec{x}) \,,$$

so $\chi_n \to R_{\mu, dx}^{i\kappa} \psi$ in $W^{2,1}_0(\Omega)$ as $n \to \infty$. From the definition of $I_m$,

$$I_m \chi_n \to I_m R_{\mu, dx}^{i\kappa} \psi \quad \text{in} \quad L^2(m)$$

as $n \to \infty$. Since $I_m \chi_n \in C_0^\infty(\Omega)$ by construction, we conclude that $I_m \chi_n = \chi_n$ holds $m$–a.e., and therefore

$$I_m R_{\mu, dx}^{i\kappa} \psi = R_{\mu, dx}^{i\kappa} \psi \quad m$–a.e.

This proves the desired relations for $k$ purely imaginary. The result extends to any $k \in C_{\Omega,0}$ by means of the Hilbert identity as in the proof of Lemma 2.2. $\blacksquare$
3.2 The resolvent comparison formula

From the point of view of our model the formula in Lemma 3.1(iii) still suffers from two defects. First of all, if we consider a semitransparent barrier whose coupling parameter is varied locally, it is natural to take \( H_{\alpha m} \) with a constant but generally nonzero \( \alpha \) as a comparison operator. Secondly, in analogy with the classical Birman-Schwinger theory it is useful to arrange the “potential” symmetrically with respect to the free resolvent in order to be able to use efficiently its decay properties.

Let \( \alpha \) be as above a Borel measurable function \( \mathbb{R} \to \mathbb{R} \) and \( \alpha_0 \in \mathbb{R} \); abusing the notation we shall employ the symbol \( \alpha_0 \) also for the constant function \( \mathbb{R} \to \mathbb{R} \), \( \alpha_0(x) = \alpha_0 \). By the preceding result, we have

\[
R_k(\alpha_0) = R_0^k - R_{m, dx}^k(I + \alpha_0 R_{m, m}^k)^{-1}\alpha_0 R_{dx, m}^k,
\]

so for any \( k \in \mathbb{C}_{\pi, 0}^+ \) with \( k^2 \in \rho(H_{\alpha_0 m}) \cap \rho(H_{am}) \):

\[
R^k(\alpha) - R^k(\alpha_0) = \frac{R_{m, dx}^k}{(I + \alpha_0 R_{m, m}^k)^{-1}\alpha_0 - (I + \alpha R_{m, m}^k)^{-1}\alpha}
\]

\[
= \frac{R_{m, dx}^k(I + \alpha R_{m, m}^k)^{-1}\alpha_0(I + \alpha R_{m, m}^k) - \alpha(I + \alpha_0 R_{m, m}^k)}{(I + \alpha_0 R_{m, m}^k)^{-1}R_{dx, m}^k}
\]

\[
= \frac{R_{m, dx}^k(I + \alpha R_{m, m}^k)^{-1}(\alpha - \alpha_0)(I + \alpha_0 R_{m, m}^k)^{-1}R_{dx, m}^k}{(3.1)}.
\]

where in the second line we have used the fact that \( \alpha_0 \) is a number and thus commutes with \( I + \alpha R_{m, m}^k \). Next we compute traces of \( R^k(\alpha_0) \). By Lemma 3.1, we have

\[
P_{dx, m}^k(\alpha_0) = R_{dx, m}^k \left(I + \alpha_0 R_{m, m}^k\right)^{-1}R_{dx, m}^k = (I + \alpha_0 R_{m, m}^k)^{-1}R_{dx, m}^k.
\]

On the other hand, \((R_{\mu, \nu}^k)^*\) maps \( L^2(\nu) \) into \( L^2(\mu) \) and \((R_{\mu, \nu}^k)^* = R_{\nu, \mu}^k\). In the same way as above, this yields

\[
R_{m, dx}^k(\alpha_0) = R_{m, dx}^k(I + \alpha_0 R_{m, m}^k)^{-1};
\]

applying once more Lemma 3.1 we get also

\[
R_{m, m}^k(\alpha_0) = (I + \alpha_0 R_{m, m}^k)^{-1}R_{m, m}^k = R_{m, m}^k(I + \alpha_0 R_{m, m}^k)^{-1}.
\]

(3.2) We employ these relations to proceed with the calculation of the resolvent difference (3.1): up to a sign change it equals

\[
R_{m, dx}^k(\alpha)(I + \alpha_0 R_{m, m}^k)(I + \alpha R_{m, m}^k)^{-1}(\alpha - \alpha_0)R_{dx, m}^k(\alpha_0)
\]
and the central expression can be further rewritten as follows:

\[
(I + \alpha_0 R^k_{m,m})(I + \alpha R^k_{m,m})^{-1}(\alpha - \alpha_0) \\
= \left[(I + \alpha_0 R^k_{m,m} + (\alpha - \alpha_0) R^k_{m,m}) (I + \alpha_0 R^k_{m,m})^{-1}\right]^{-1}(\alpha - \alpha_0) \\
= [I + (\alpha - \alpha_0) R^k_{m,m}(\alpha_0)]^{-1}(\alpha - \alpha_0) \\
= [I + (\alpha - \alpha_0) R^k_{m,m}(\alpha_0)]^{-1} (\alpha - \alpha_0) \left[I + |\alpha - \alpha_0|^{1/2} R^k_{m,m}(\alpha_0)(\alpha - \alpha_0)^{1/2}\right]^{-1} |\alpha - \alpha_0|^{1/2} \\
\times [I + |\alpha - \alpha_0|^{1/2} R^k_{m,m}(\alpha_0)(\alpha - \alpha_0)^{1/2}]^{-1} |\alpha - \alpha_0|^{1/2} \\
= (\alpha - \alpha_0)^{1/2} \left[I + |\alpha - \alpha_0|^{1/2} R^k_{m,m}(\alpha_0)(\alpha - \alpha_0)^{1/2}\right]^{-1} |\alpha - \alpha_0|^{1/2}. \quad (3.3)
\]

We employ here the usual “square-root convention” of the Birman-Schwinger theory, $(\alpha - \alpha_0)^{1/2} := |\alpha - \alpha_0|^{1/2} \text{sgn}(\alpha - \alpha_0)$.

Notice finally that the obtained expression no longer contains $R^k_0$. Using once again the Hilbert-identity trick, we can extend its validity to the set $\mathbb{C}^+_{\Omega,\alpha_0} := \{k : \text{Im } k > 0 \text{ or } k^2 \in [0, \inf \sigma(H_{\alpha_0 m})]\}$. Summing up the above discussion, we get

**Theorem 3.2** Under the stated assumptions, the resolvent of $H_{\alpha m}$ can be expressed by means of that of the reference operator $H_{\alpha_0 m}$ as

\[
R^k(\alpha) = R^k(\alpha_0) - R^k_{m, dx}(\alpha_0)(\alpha - \alpha_0)^{1/2} \times \left[I + |\alpha - \alpha_0|^{1/2} R^k_{m,m}(\alpha_0)(\alpha - \alpha_0)^{1/2}\right]^{-1} |\alpha - \alpha_0|^{1/2} R^k_{m, dx,m}(\alpha_0)
\]

for any $k \in \mathbb{C}^+_{\Omega,\alpha_0}$.

Hence the original problem is equivalent to spectral analysis of the integral operator

\[
K^k_\alpha := |\alpha - \alpha_0|^{1/2} R^k_{m,m}(\alpha_0)(\alpha - \alpha_0)^{1/2}. \quad (3.4)
\]

To be more specific we restrict ourselves to the situation which we shall discuss below and adopt the following assumptions:

(a1) $\alpha(\cdot) - \alpha_0 \in L^{1+\varepsilon}(\mathbb{R}, dx)$ for some $\varepsilon > 0$,
notice that as a consequence of (a1), (a2), the function belongs also to $L_1^1(R, dx)$.

**Corollary 3.3** Under the assumption (a1), (a2),
(i) $K^k_\alpha$ is Hilbert-Schmidt for any $k \in C_{\Omega,0}^+$,
(ii) $I + K^\kappa_\alpha$ has a bounded inverse on $L^2_0(m)$ for all $\kappa > 0$ large enough,
(iii) $\forall k \in C_{\Omega,0}^+$ : dim Ker($H_{am} - k^2$) = dim Ker ($I + K^k_\alpha$),
(iv) Birman-Schwinger principle holds,

$$\forall k \in C_{\Omega,0}^+ : k^2 \in \sigma_{\text{disc}}(H_{am}) \iff -1 \in \sigma_{\text{disc}}(K^k_\alpha).$$

**Proof:** The Hilbert-Schmidt property follows by an argument analogous to the estimate of $N_{10}$ in Proposition 4.1 below, with the difference that the summation includes the first transverse mode too and $\sqrt{\nu_n - \nu_1}$ is replaced by $\sqrt{\nu_n - k^2}$. To prove (ii) one employs the analogue of (4.4) to infer that $\|K^\kappa_\alpha\|_{\text{HS}} \to 0$ as $\kappa \to \infty$.

To deal with the rest, notice first that it is sufficient to prove (iii), (iv) for functions $\alpha$ which are essentially bounded. Indeed, define $\alpha_N(x) := \text{sgn} \alpha(x) \min\{|\alpha(x)|, N\}$. By absolute continuity of the Lebesgue integral the values of the quadratic form (2.2) related to $\alpha_N$ converge to that of $E_{am}$ as $N \to \infty$ so $H_{am} \to H_{am}$ in the strong resolvent sense by [12, Thm. VIII.3.6]. Hence the discrete spectrum of $H_{am}$ is approximated by that of $H_{am}$ [17, Sec. VIII.7] but the latter has a finite dimension bound uniformly w.r.t. $N$ as we shall show in Proposition 6.1.

Suppose therefore that $\|\alpha - \alpha_0\|_\infty < \infty$. The operator $I + K^k_\alpha$ has by (i) a purely discrete spectrum, every non-unit eigenvalue being of a finite multiplicity. Consequently, if $K^k_\alpha$ has the eigenvalue $-1$, the number $k^2$ belongs to the spectrum of $H_{am}$ with the same multiplicity. On the other hand, if there is no $\psi$ solving $K^k_\alpha \psi = -\psi$, then $(I + K^k_\alpha)^{-1}$ is bounded, and so is $R^k(\alpha)$, thus $k^2 \in \rho(H_{am})$.

**Remarks 3.4** (i) It is clear from (3.3) that there are other expressions of the resolvent, e.g.,

$$R^k(\alpha) = R^k(\alpha_0) - R^k_{m, dx}(\alpha_0) \left[ I + (\alpha - \alpha_0) R^k_{m, m}(\alpha_0) \right]^{-1} \left( \alpha - \alpha_0 \right) R^k_{dx, m}(\alpha_0).$$

(3.5)

The advantage of the fully symmetric form is that it allows an optimal use of the decay properties of $\alpha - \alpha_0$. For instance, in the weak-coupling analysis
of the next section the relation (3.3) would force us to restrict ourselves to the compact-support case.

(ii) As usual the BS principle provides an information about the discrete spectrum. Whether eigenvalues embedded in the essential spectrum may exist in the present situation remains an interesting open problem.

4 Weak coupling

Now we shall apply the above general results to weak-coupling analysis of our model represented by the Hamiltonian $H_{\alpha}$ defined in Section 2.1 (from now on we will omit the subscript $m$) which is considered as a perturbation of an $H_{\alpha_0}$ with a constant $\alpha_0$. The spectral properties of the latter operator are found easily; the corresponding analysis was done in [8, Sec. 2.2] where the reader can find a detailed account.

We have seen that the function $\alpha - \alpha_0$ plays the role of an effective potential. To introduce a parameter controlling the perturbation, we replace it in this section by $\lambda(\alpha - \alpha_0)$ with a small $\lambda$. Without loss of generality, we may suppose that the parameter is positive.

We shall concentrate on the case when the “leaky part” is localized in the sense that $\alpha(x) - \alpha_0$ decays fast enough as $|x| \to \infty$. Using a variational argument we have shown in [8] that the discrete spectrum is then non-empty. For a small positive $\lambda$ there is a unique bound state; our aim here is to derive an asymptotic expansion of the corresponding eigenvalue. The method follows the standard argument for one-dimensional Schrödinger operators [5, 19] and its extension to waveguide systems [6, Thm. 4.2]. We shall suppose in the following that the assumptions (a1) and (a2) are valid.

4.1 Preliminaries

In the following we denote the ground-state eigenvalue of the weakly coupled Hamiltonian as $k^2$ and look for the function $\lambda \mapsto k^2$. Since we are interested in the discrete spectrum, we consider the Green’s function for $k^2 < \nu_1(\alpha_0)$, the threshold of the essential spectrum given by the first transverse eigenvalue of the unperturbed system – cf. [8, Sec. 3].

$$K_{\alpha}(x, x'; k) = |\alpha(x) - \alpha_0|^2 \sum_{n=1}^{\infty} \frac{|\chi_n(0; \alpha_0)|^2}{2\kappa_n} e^{-\kappa_n|x-x'|} (\alpha(x') - \alpha_0)^{\frac{3}{2}},$$

(4.1)
where \( \kappa_n := \sqrt{\nu_n(\alpha_0) - k^2} \) and \( \{\chi_n\} \) is the family the corresponding transverse eigenfunctions of the unperturbed system. It is straightforward to check that \( \lim_{\lambda \to 0} k^2 = \nu_1 \), i.e., \( \kappa_1 \to 0 \) as \( \lambda \to 0 \).

The key idea of the following argument is that \( K^k_\alpha \) is well behaved in the limit \( k^2 \to \nu_1 \) except for a divergent rank-one part. The singularity is contained in the first term of the expansion \( \text{(4.1)} \) and can be singled out by taking (as in) \( K^k_\alpha = Q_\alpha + P_\alpha = Q_\alpha + A_\alpha + N_\alpha \) in analogy with \( \text{[3, 4]} \), where

\[
Q_\alpha(x, x') = |\alpha(x) - \alpha_0|^{\frac{1}{2}} e^{-\kappa_1|x|} \left( \frac{|\chi_1(0)|^2}{2\kappa_1} e^{-\kappa_1|x'|} (\alpha(x') - \alpha_0)^{\frac{1}{2}} \right)
\]

\[
A_\alpha(x, x') = |\alpha(x) - \alpha_0|^{\frac{1}{2}} \left( \frac{|\chi_1(0)|^2}{\kappa_1} \sinh \kappa_1|x| \right) (\alpha(x') - \alpha_0)^{\frac{1}{2}} \tag{4.2}
\]

\[
N_\alpha(x, x') = |\alpha(x) - \alpha_0|^{\frac{1}{2}} \sum_{n=2}^{\infty} \left( \frac{|\chi_n(0)|^2}{2\kappa_n} e^{-\kappa_n|x-x'|} (\alpha(x') - \alpha_0)^{\frac{1}{2}} \right)
\]

We have introduced here \( |x|_\leq := \max\{0, \min\{|x|, |x'|\} \text{ sgn}(xx')\} \) and \( |x|_\geq := \max\{|x|, |x'|\} \); for the sake of brevity we drop \( \alpha_0 \) from the argument of \( \chi_n \).

Defining

\[
A_0(x, x') := |\alpha(x) - \alpha_0|^{\frac{1}{2}} |\chi_1(0)|^2 |x|_\leq (\alpha(x') - \alpha_0)^{\frac{1}{2}}
\]

\[
N_0^\beta(x, x') := |\alpha(x) - \alpha_0|^{\frac{1}{2}} \sum_{n=2}^{\infty} \left( \frac{|\chi_n(0)|^2}{2} e^{-\beta|\nu_n - \nu_1|/x-x'|} \right) (\alpha(x') - \alpha_0)^{\frac{1}{2}}
\]

with \( \beta > 0 \), we get

**Proposition 4.1** Let the assumptions \( (a1), (a2) \) be valid, then

\[
\lim_{\kappa_1 \to 0} \|A_\alpha - A_0\|_{HS} = 0 \quad \text{and} \quad \lim_{\kappa_1 \to 0} \|N_\alpha - N_0^1\|_{HS} = 0. \tag{4.3}
\]

**Proof:** \( A_0 \) is Hilbert-Schmidt since

\[
\|A_0\|^2_{HS} = \int_{\mathbb{R}^2} |A_0(x, x')|^2 \, dx \, dx'
\]

\[
= |\chi_1(0)|^4 \int_{\mathbb{R}^2} |\alpha(x) - \alpha_0| |x|_\leq (\alpha(x') - \alpha_0) \, dx \, dx'
\]

\[
\leq |\chi_1(0)|^4 \left( \int_{\mathbb{R}} |x| |\alpha(x) - \alpha_0| \, dx \right)^2 < \infty
\]
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by assumption. We have \( \lim_{\kappa_1 \to 0} A_\alpha = A_0 \) and \( |A_\alpha(x, x'; \kappa_1)| \leq |A_0(x, x')| \). This allows us to use the dominated convergence theorem which yields immediately the first claim.

\( N_0^1 \) has a logarithmic singularity as \( x' \to x \). Nevertheless, its Hilbert-Schmidt norm is finite because

\[
\| N_0^1 \|_{HS}^2 = \sum_{m,n=2}^{\infty} \frac{|\chi_n(0) \chi_m(0)|^2}{4\sqrt{\nu_n - \nu_1} \sqrt{\nu_m - \nu_1}} \times \int_{\mathbb{R}^2} |\alpha(x) - \alpha_0| e^{-(\sqrt{\nu_n - \nu_1 + \sqrt{\nu_m - \nu_1}}|x - x'|)| \alpha(x') - \alpha_0| \, dx \, dx',
\]

where the monotone convergence theorem justifies the interchange of summation and integration, and by Hölder inequality the integral can be estimated by

\[
\|\alpha - \alpha_0\|_{1+\varepsilon} \int_{\mathbb{R}} dx |\alpha(x) - \alpha_0| \times \left\{ e^{-(\sqrt{\nu_n - \nu_1 + \sqrt{\nu_m - \nu_1}}x)} \left( \int_{-\infty}^{x} e^{(\varepsilon')^{-1}(\sqrt{\nu_n - \nu_1 + \sqrt{\nu_m - \nu_1}}x') \, dx' \right)^{\varepsilon'} + e^{(\sqrt{\nu_n - \nu_1 + \sqrt{\nu_m - \nu_1}}x)} \left( \int_{x}^{\infty} e^{-(\varepsilon')^{-1}(\sqrt{\nu_n - \nu_1 + \sqrt{\nu_m - \nu_1}}x') \, dx' \right)^{\varepsilon'} \right\} = 2(\varepsilon')^{\varepsilon} \|\alpha - \alpha_0\|_{1+\varepsilon} \|\alpha_0 - \alpha_0\|_1 (\sqrt{\nu_n - \nu_1 + \sqrt{\nu_m - \nu_1}})^{-\varepsilon},
\]

where \( \varepsilon' \) is an abbreviation for \( \frac{\varepsilon}{1+\varepsilon} > 0 \). The sequence \( \{\chi_n(0)\} \) is uniformly bounded. To see this one has to employ the explicit expression of the transverse eigenfunctions given by the relations (2.7) and (2.8) of [8]. It implies the estimate \( \chi_n(0)^2 \leq 2h_1(u)h_2(u) \), where \( u := \sqrt{\nu_n} \) and

\[
h_j(u) := \frac{\sqrt{u} |\sin d_j u|}{\sqrt{2d_j u - \sin 2d_j u}}
\]

for \( j = 1, 2 \). These functions are bounded in \( (0, \infty) \) because they are continuous inside the interval and the limits

\[
\lim_{u \to 0^+} h_j(u) = (2d_j)^{-\frac{1}{2}}, \quad \limsup_{u \to \infty} h_j(u) = (3/(2d_j))^{-\frac{1}{2}}
\]

are finite. Consequently, it is sufficient to check the convergence of

\[
\sum_{m,n=2}^{\infty} \frac{1}{\sqrt{\nu_n - \nu_1} \sqrt{\nu_m - \nu_1} (\sqrt{\nu_n - \nu_1 + \sqrt{\nu_m - \nu_1}})^{\varepsilon}}, \tag{4.4}
\]
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however, $\nu_n^{-1/2} = o(n^{-1})$ as $n \to \infty$ – cf. [8, Lemma 2.2]. The assumptions of the dominated convergence theorem are fulfilled again because $\lim_{\kappa_1 \to 0} N_\alpha = N_0$ and $|N_\alpha(x, x'; \kappa_1)| \leq |N_0(x, x')|$. We will also need the boundedness of $A_\alpha$ and $N_\alpha$ for complex $z := \kappa_1$. It follows from the above results, since it is easy to prove

\begin{enumerate}[(i)]  \item $\forall z \in \mathbb{C}, \text{Re } z \geq 0, |z| < \frac{\pi}{2}$ : $|A_\alpha(z)| \leq \sqrt{2}|A_0|$  \item $\exists C, \beta > 0 \forall z \in \mathbb{C}, \text{Re } z \geq 0, |z| < \sqrt{\nu_n - \nu_1}$ : $|N_\alpha(z)| \leq C|N_0^\beta|.$ \end{enumerate}

\section{Existence of the ground state}

Now we want to prove the following basic result:

**Theorem 4.3** Assume that the hypotheses (a1), (a2) are valid. Then $H_\alpha$ has at most one simple eigenvalue $E(\lambda) < \nu_1$ for small enough $\lambda$, and this happens if and only if the equation

$$\kappa_1 = -\frac{\lambda}{2}|x_1(0)|^2 \left( e^{-\kappa_1 |\cdot|} (\alpha - \alpha_0)^{1/2}, (I + \lambda P_\alpha)^{-1} e^{-\kappa_1 |\cdot|} |\alpha - \alpha_0|^{1/2} \right)$$

(4.5)

for $\kappa_1 := \sqrt{\nu_1 - E}$ has a positive solution.

**Proof:** It is clear from the proof of Proposition 4.1 that $\|P_\alpha\| \leq \|A_0\|_{HS} + \|N_0\|_{HS} < \infty$, thus $\|\lambda P_\alpha\| < 1$ holds for sufficiently small $\lambda$. Then $I + \lambda P_\alpha$ is invertible and we may write

$$(I + \lambda K_\alpha^{-1})^{-1} = [I + (I + \lambda P_\alpha)^{-1} \lambda Q_\alpha]^{-1} (I + \lambda P_\alpha)^{-1}.$$ 

It follows that $\lambda K_\alpha$ has eigenvalue $-1$ if and only if the same is true for $(I + \lambda P_\alpha)^{-1} \lambda Q_\alpha$. Since $Q_\alpha$ is a rank-one operator by (4.2), we can express it as $(I + \lambda P_\alpha)^{-1} \lambda Q_\alpha = (\psi, \cdot) \varphi$ with $\psi := \lambda \frac{|x_1(0)|^2}{2\kappa_1} e^{-\kappa_1 |\cdot|} (\alpha - \alpha_0)^{1/2}$ and $\varphi := (I + \lambda P_\alpha)^{-1} e^{-\kappa_1 |\cdot|} |\alpha - \alpha_0|^{1/2}$; it has just one eigenvalue, namely $(\psi, \varphi)$. Putting it equal to $-1$ we get the condition (4.3).

This proves the theorem except for the assertion that (4.3) has at most one positive solution for $\lambda$ small and fixed. Since there is a one-to-one correspondence between eigenvalues of $H_\alpha$ and solutions of (4.3) and the number of eigenvalue cannot decrease after the replacement $\alpha - \alpha_0 \mapsto -|\alpha - \alpha_0|$, we
need only show that (4.5) has at most one solution when \( \alpha - \alpha_0 \leq 0 \). In this case, (4.5) is equivalent to \( z = G(z, \lambda) \) where

\[
G(z, \lambda) := \frac{\lambda}{2} |\chi_1(0)|^2 \left( e^{-z|\cdot| |\alpha - \alpha_0|^{\frac{1}{2}}} (I + \lambda P_\alpha)^{-1} e^{-z|\cdot| |\alpha - \alpha_0|^{\frac{1}{2}}} \right).
\]  

To complete the proof, we need several lemmas. The symbols \( C, C_j \) in the following are unspecified constants.

**Lemma 4.4** If \( \alpha - \alpha_0 \neq 0 \), then \( |z|^{-1} \leq C_1 \lambda^{-1} \) holds for \( \lambda \) small.

**Proof:** From (4.6) we see that any solution of \( z = G(z, \lambda) \) for \( \lambda \) small must obey

\[
z = \frac{\lambda}{2} |\chi_1(0)|^2 \int_\mathbb{R} |\alpha(x) - \alpha_0| dx + O(\lambda^2),
\]

which yields the assertion provided \( \alpha - \alpha_0 \) is not identically zero. \( \blacksquare \)

**Lemma 4.5** For sufficiently small \( z \), \( \| \frac{\partial P_\alpha}{\partial z} \| < C_2 |z|^{-1} \).

**Proof:** Let us choose a circular contour, \( \varphi : s = z(1 + e^{it}), \ t \in [0, 2\pi) \). The operator-valued function \( P_\alpha(\cdot) \) is real-analytic in the region \( \text{Re } z > 0 \) and has a bounded limit as \( z \to 0^+ \). Hence Cauchy integral formula together with Lemma 4.2 gives

\[
\left| \frac{\partial P_\alpha}{\partial z} \right| = \left| \frac{1}{2\pi i} \int_0^{2\pi} P_\alpha(s) \frac{iz e^{it}}{z^2 e^{2it}} dt \right| \leq \frac{\sqrt{2}|A_0| + C |N_0^\beta|}{|z|},
\]

but \( A_0, N_0^\beta \) have finite HS norms. \( \blacksquare \)

**Lemma 4.6** For any \( z_0 \in \mathbb{R} \) there is \( C_3 > 0 \) such that for all \( z \in [0, z_0] \) we have

\[
\left| \left( e^{-z|\cdot| |\alpha - \alpha_0|^{\frac{1}{2}}} \left[ 2|\cdot| + \frac{\partial P_\alpha}{\partial z} \right] e^{-z|\cdot| |\alpha - \alpha_0|^{\frac{1}{2}}} \right) \right| \leq C_3
\]

**Proof:** An explicit calculation shows that the partial derivative is finite and remains bounded as \( z \to 0^+ \). The other contribution to the scalar product is finite because of the assumption (a2). \( \blacksquare \)

**Lemma 4.7**

\[
\exists C_4 > 0 : \quad \left| \left( e^{-z|\cdot| |\alpha - \alpha_0|^{\frac{1}{2}}} \left[ |\cdot| P_\alpha + P_\alpha |\cdot| \right] e^{-z|\cdot| |\alpha - \alpha_0|^{\frac{1}{2}}} \right) \right| \leq \frac{C_4}{|z|}
\]
Proof: Since $xe^{-x} \leq e^{-1}$ for any $x > 0$, using Schwarz inequality we infer that the expression is bounded by $e^{-1} |z|^{-1} \|\alpha - \alpha_0\|_1 \|P_{\alpha}\|_{HS}$. □

Now we are able to complete the proof. Using the elementary inequality $(I + \lambda P_{\alpha})^{-1} \leq C_5 (1 - \lambda P_{\alpha})$ valid for small $\lambda$ together with the preceding lemmas we get for $|z|^{-1} \leq C_1 \lambda^{-1}$ and all sufficiently small $\lambda$:

$$\left| \frac{\partial G}{\partial z} \right| \leq C \lambda.$$ 

Suppose that $z_1, z_2$ are two solutions of the equation $z = G(z, \lambda)$. They have to fulfill

$$|z_1 - z_2| = \left| \int_{z_1}^{z_2} \frac{\partial G}{\partial z} dz \right| \leq \left| \int_{z_1}^{z_2} \frac{\partial G}{\partial z} dz \right| \leq C \lambda |z_1 - z_2|,$$

hence the uniqueness is ensured for $\lambda < C^{-1}$. □

4.3 Weak-coupling expansion

The results of the previous section make it possible to derive a necessary and sufficient condition for existence of a weakly coupled state, and also to write an expansion of the bound-state energy.

Theorem 4.8 Assume (a1), (a2) and $\alpha - \alpha_0 \neq 0$. Then the operator $H_{\alpha}$ has an eigenvalue $E(\lambda) < \nu_1$ for all sufficiently small $\lambda > 0$ if and only if $\int_{\mathbb{R}} (\alpha(x) - \alpha_0) dx \leq 0$. In such a case, the eigenvalue is unique, simple, and obeys

$$\sqrt{\nu_1 - E(\lambda)} = -\frac{\lambda}{2} |\chi_1(0)|^2 \int_{\mathbb{R}} (\alpha(x) - \alpha_0) dx$$

$$-\frac{\lambda^2}{4} \left\{ |\chi_1(0)|^4 \int_{\mathbb{R}^2} (\alpha(x) - \alpha_0) |x - x'| (\alpha(x') - \alpha_0) dx dx' \right.$$ 

$$-|\chi_1(0)|^2 \sum_{n=2}^{\infty} |\chi_n(0)|^2 \int_{\mathbb{R}^2} (\alpha(x) - \alpha_0) \frac{e^{-\sqrt{\nu_n - \nu_1}|x - x'|}}{\sqrt{\nu_n - \nu_1}} (\alpha(x') - \alpha_0) dx dx' \right\}$$

$$+ O(\lambda^3). \quad (4.7)$$

Proof: Using the implicit-function theorem we can check that (4.3) has a unique solution for small $\lambda$, and that it is given by (4.7). It remains to
prove that such a solution is strictly positive. This is clearly true for small enough \( \lambda \) if \( \int (\alpha(x) - \alpha_0) dx < 0 \). If the integral is zero, we have to check that the quadratic term is positive, which can be done by using the Fourier transformation in the same way as in \([3, \text{Thm. 4.2}]\).

5 Narrow-window coupling

5.1 Motivation: squeezing the “leaky” part

If the effective potential is attractive, \( \int (\alpha(x) - \alpha_0) dx < 0 \) the formula (4.7) can be rephrased as

\[
E(\lambda) = \nu_1(\alpha_0) - c\lambda^2 + \mathcal{O}(\lambda^3), \quad c := \frac{|\chi_1(0)|^4}{4} \left( \int_\mathbb{R} (\alpha(x) - \alpha_0) dx \right)^2. \tag{5.1}
\]

Hence the asymptotic behaviour is similar to that of \([3, \text{Thm. 1.2}]\) where a straight Dirichlet strip with a small protrusion is considered.

However, the supremum norm is not the only mean by which the perturbation weakness can be controlled. To see that recall the example \([9]\) of a double waveguide separated by a Dirichlet barrier with a window of a width \( \ell \). It is very different from the situation considered above, since the Dirichlet condition corresponds formally to \( \alpha_0 = \infty \). Nevertheless, it has a weakly coupled state if the window is narrow, \( \ell \ll d, \) where \( d := \max\{d_1, d_2\} \). It was conjectured in \([9]\) that

\[
E(\ell) = \left( \frac{\pi \nu}{d} \right)^2 - c(\nu)\ell^4 + \mathcal{O}(\ell^5), \tag{5.2}
\]

where the parameter \( \nu \) describes the waveguide asymmetry,

\[
\nu := \frac{\min\{d_1, d_2\}}{\max\{d_1, d_2\}}. \quad \text{(5.2)}
\]

In \([10]\) the conjecture was supported by proving two-sided bounds by multiples of \( \ell^4 \) for the energy gap. Recently Popov \([15]\) proved that the formula (5.2) is valid with

\[
c(\nu) = \begin{cases} 
\left( \frac{2\pi^3}{d^3} \right)^2 & \ldots & \nu = 1 \\
\left( \frac{\pi^3}{d^4} \right)^2 & \ldots & \nu < 1 
\end{cases} \tag{5.3}
\]
where \( d_+ := \max\{d_1, d_2\} \). Recall that a similar quartic behaviour is known from waveguides with a critical local deformation \([1]\) as well as for slightly bent or broken tubes \([1, 6]\) where the leading term in the energy gap is proportional to the fourth power of the bending angle.

While our method does not allow us to include the case of a Dirichlet barrier, since such a boundary condition changes the form domain of the Hamiltonian, it is useful to investigate in our setting the situation when the weak-coupling limit consists of squeezing the “leaky” part while keeping \( \|\alpha - \alpha_0\|_\infty \) fixed. We will achieve that by by introducing a longitudinal scaling of the coupling function,

\[
\alpha_\sigma(x) := \alpha \left( \frac{x}{\sigma} \right),
\]

with the scaling parameter \( \sigma \in (0, 1] \) and considering the limit \( \sigma \to 0^+ \).

The argument proceeds in a similar way as above. The main tool is again Corrollary \([3.3 (iv)\)] which is not affected by the scaling. However, as Remark \([5.7 (i)\)] below shows, one cannot apply now the implicit-function theorem to derive an expansion for \( \kappa_1 \) analogous to \([5.7]\). To avoid this difficulty, we employ the simpler decomposition \( [5.5] \) inspired by \([19]\). It requires a stronger decay, namely

\[
\alpha'(\cdot) - \alpha_0 \in L^1(\mathbb{R}, |x|^2 \, dx).
\]

Let us show how the above results look like in the changed setting.

### 5.2 Modified lemmas

First note that \( \lim_{\sigma \to 0^+} k^2 = \nu_1 \), i.e., \( \kappa_1 \to 0 \) as \( \sigma \to 0^+ \). We put

\[
K^k_{\alpha_\sigma} = L_{\alpha_\sigma} + P_{\alpha_\sigma} = L_{\alpha_\sigma} + M_{\alpha_\sigma} + N_{\alpha_\sigma}
\]

where the kernels are given by

\[
\begin{align*}
L_{\alpha_\sigma}(x, x') &= |\alpha_\sigma(x) - \alpha_0|^{\frac{1}{2}} \frac{|\chi_1(0)|^2}{2\kappa_1} (\alpha_\sigma(x') - \alpha_0)^{\frac{1}{2}} \\
M_{\alpha_\sigma}(x, x') &= |\alpha_\sigma(x) - \alpha_0|^{\frac{1}{2}} \frac{|\chi_1(0)|^2}{2\kappa_1} (e^{-\kappa_1|x-x'|} - 1) (\alpha_\sigma(x') - \alpha_0)^{\frac{1}{2}} \quad (5.6) \\
N_{\alpha_\sigma}(x, x') &= |\alpha_\sigma(x) - \alpha_0|^{\frac{1}{2}} \sum_{n=2}^{\infty} \frac{|\chi_n(0)|^2}{2\kappa_n} e^{-\kappa_n|x-x'|} (\alpha_\sigma(x') - \alpha_0)^{\frac{1}{2}}.
\end{align*}
\]
Next we define
\[ M_0(x, x') := -\left| \alpha_0(x) - \alpha_0 \right|^\frac{1}{2} \left| \frac{\chi_1(0)}{2} x - x' \left( \alpha_0(x') - \alpha_0 \right) \right| \]  
(5.7)

\[ N_{0, \sigma}(x, x') := \left| \alpha_0(x) - \alpha_0 \right|^\frac{1}{2} \sum_{n=2}^{\infty} \left| \frac{\chi_n(0)}{2} e^{-\beta \sqrt{\nu_n - \nu_1}x - x'} \right| e^{-\beta \sqrt{\nu_n - \nu_1}x - x'} \left( \alpha_0(x') - \alpha_0 \right) \]  
(5.8)

In analogy with Proposition 4.1 we have

**Proposition 5.1** Let the assumptions (a1), (a2') be valid, then
\[
\lim_{\kappa_1 \to 0} \left\| M_{\alpha, \sigma} - M_{0, \sigma} \right\|_{HS} = 0 \quad \text{and} \quad \lim_{\kappa_1 \to 0} \left\| N_{\alpha, \sigma} - N_{0, \sigma} \right\|_{HS} = 0. 
\]

**Proof:** One has to check the first assertion, because the second one in Proposition 4.1 does not change. The operator \( M_{0, \sigma} \) is Hilbert-Schmidt,
\[
\left\| M_0 \right\|_{HS}^2 \leq K_1 \sigma^4 \left( \int_{\mathbb{R}^2} \left| \alpha(x) - \alpha_0 \right| \left( |x|^2 + |x'|^2 \right) \left( \alpha(x') - \alpha_0 \right) dx \right) < \infty.
\]

Since \( \lim_{\kappa_1 \to 0} M_{\alpha, \sigma} = M_{0, \sigma} \) and \( |M_{\alpha, \sigma}(x, x'; \kappa_1)| \leq |M_{0, \sigma}(x, x')| \), the result follows by means of the dominated convergence theorem.

It is easy to check that the norms of the operators \( M_{\alpha, \sigma}, N_{\alpha, \sigma} \) can be made arbitrarily small by choosing \( \sigma \) small enough, because
\[
\left\| M_{\alpha, \sigma} \right\|_{HS}^2 \leq K_1 \sigma^4 \quad \text{and} \quad \left\| N_{\alpha, \sigma} \right\|_{HS}^2 \leq K_2 \sigma.
\]

Lemma 4.2 remains valid without any changes. Since its first claim is obtained by an algebraic manipulation, it holds for the operator \( M_{\alpha, \sigma} \) as well. Finally, it is easy to see that Lemmas 4.4–4.6 modify as follows:

**Lemma 5.2** If \( \alpha - \alpha_0 \neq 0 \), then \( |z|^{-1} \leq C_1 \sigma^{-1} \) for \( \sigma \) small.

**Lemma 5.3** For sufficiently small \( z \),
\[
\left\| \frac{\partial P_{\alpha, \sigma}}{\partial z} \right\| < C_2 \frac{\sqrt{\sigma}}{|z|}.
\]
Lemma 5.4
\[ \forall z_0 \in \mathbb{R} \quad \exists C_3 > 0 \quad \forall z \in [0, z_0] : \left| \left( \alpha_\sigma - \alpha_0 \right)^{\frac{1}{2}}, \frac{\partial P_\alpha}{\partial z} \left| \alpha_\sigma - \alpha_0 \right|^{\frac{1}{2}} \right| \leq C_3 \sigma^2 \]

PROOF: Here one has only to show that \( \partial M_\alpha / \partial z \) remains bounded as \( z \to 0^+ \) but this is clear from an elementary inequality, \( 1 - e^{-x} - xe^{-x} \leq x^2 \) for any \( x \geq 0 \). The rest of the argument follows the proof of Lemma 4.6 with the rescaled integration variables, \( (x, x') \mapsto (x, x') \). □

5.3 The results for the scaled case

With these preliminaries we can now formulate and prove a counterpart of Theorem 4.3.

Theorem 5.5 Let the assumptions (a1), (a2') be valid. Then \( H_\alpha \) has for \( \sigma \) small enough at most one simple eigenvalue \( E(\sigma) < \nu_1 \), and this happens if and only if

\[ \sqrt{\nu_1 - E} \equiv \kappa_1 = -\frac{|\chi_1(0)|^2}{2} \left( \left( \alpha_\sigma - \alpha_0 \right)^{\frac{1}{2}}, (I + P_\alpha)^{-1}|\alpha_\sigma - \alpha_0|^{\frac{1}{2}} \right) \quad (5.10) \]

has a solution \( \kappa_1 > 0 \).

PROOF: We mimic the proof of Theorem 4.3. Since \( \|P_\alpha\| < 1 \) holds for small enough \( \sigma \), we may write

\[ (I + K^{k}_{\alpha \sigma})^{-1} = \left[ I + (I + P_\alpha)^{-1}L_\alpha \right]^{-1} (I + P_\alpha)^{-1}. \]

The operator \( (I + P_\alpha)^{-1}L_\alpha \) has just one eigenvalue \( (\psi, \varphi) \) with

\[ \psi := \frac{|\chi_1(0)|^2}{2\kappa_1} \left( \alpha_\sigma(\cdot) - \alpha_0 \right)^{\frac{1}{2}} \]

\[ \varphi := (I + P_\alpha)^{-1} |\alpha_\sigma(\cdot) - \alpha_0|^{\frac{1}{2}}. \]

Putting it equal to \(-1\) we get the implicit equation (5.10). As above, we can introduce

\[ G(z, \sigma) := \frac{|\chi_1(0)|^2}{2} \left( \left( \alpha_\sigma - \alpha_0 \right)^{\frac{1}{2}}, (I + P_\alpha)^{-1}|\alpha_\sigma - \alpha_0|^{\frac{1}{2}} \right) \quad (5.11) \]
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and derive the estimate

$$\left| \frac{\partial G}{\partial z} \right| < C \sigma^2.$$ 

which means that the uniqueness is now ensured for $\sigma < C^{-1/2}$. ■

The bound-state criterion and the asymptotic expansion with respect to the scaling parameter $\sigma$ look now as follows:

**Theorem 5.6** Let $\alpha$ satisfy the assumptions (a1), (a2') and $\alpha - \alpha_0 \neq 0$. Then $H_{\alpha \sigma}$ has an eigenvalue $E(\sigma) < \nu_1$ for all $\sigma$ small enough if and only if

$$\int_{\mathbb{R}} (\alpha(x) - \alpha_0) \, dx \leq 0.$$ 

If this condition holds, then the eigenvalue is unique, simple, and obeys

$$\sqrt{\nu_1 - E(\sigma)} = -\frac{\sigma}{2} |\chi_1(0)|^2 \int_{\mathbb{R}} (\alpha(x) - \alpha_0) \, dx$$

$$+ \frac{\sigma^2}{4} |\chi_1(0)|^2 \sum_{n=2}^{\infty} |\chi_n(0)|^2 \int_{\mathbb{R}^2} (\alpha(x) - \alpha_0) \frac{e^{-\sigma \sqrt{\nu_n - \nu_1} |x - x'|}}{\sqrt{\nu_n - \nu_1}} (\alpha(x') - \alpha_0) \, dx \, dx'$$

$$+ O(\sigma^3). \quad (5.12)$$

**Proof:** Writing

$$(I + P_{\alpha \sigma})^{-1} = I - P_{\alpha \sigma} - (P_{\alpha \sigma} - P_{\alpha \sigma}) + P_{\alpha \sigma}^2 (I + P_{\alpha \sigma})^{-1}, \quad (5.13)$$

we see that (5.10) has a unique solution for $\sigma$ small which is given by (5.12). It is only important at that to notice that although $\sigma$ does enter the expansion (5.13) explicitly, it appears after inserting (5.13) into (5.10) because of the integration. This is also why we know that the last term in (5.13) does not contribute to the leading term in (5.12). The rest of the proof concerning the strict positivity of such a solution proceeds in exactly the same way as in Theorem 4.8. ■

**Remarks 5.7**

(i) We cannot expand the exponential in the quadratic term of (5.12) because the sum may not converge.

(ii) Notice that owing to (5.9), the expansion (5.12) does not contain the term arising from $M_{0 \sigma}$. This is a substantial difference from the analogous expansion (4.7).

(iii) In order to be able to compare the present case with the pierced Dirichlet barrier mentioned in the opening of this section, one should perform the limit
\[ \alpha_0 \to \infty \] assuming that \( \alpha \equiv 0 \) holds on a small compact. We observe that \( \chi_n(0) \) decays like \( O(\alpha_0^{-1}) \) as \( \alpha_0 \to \infty \), so the first term in (5.12) vanishes after the limit. To get the behaviour (5.2) one would need to interchange the limit with the summation in the next term; it is not clear whether this can be done.

6 A bound on the number of eigenvalues

6.1 A general SKN-type bound

It is known that while a naive application of the Birman-Schwinger technique fails to yield an estimate on the bound state number in dimensions one and two, a simple trick invented independently by Seto \[18\], Klaus \[13\], and Newton \[14\] does the job. In this section we apply the idea to the measure-induced interaction in a strip to get an upper bound for the number of eigenvalues of our Hamiltonian below the essential spectrum \( \sigma_{\text{ess}}(H_\alpha) = [\nu_1(\alpha_0), \infty) \). The argument follows closely the considerations of \[3, \text{Sec. 3}\], hence we put emphasis again on the modifications. Hereafter, we assume \((a1), (a2')\) because we shall employ the simpler decomposition (5.5) to single out the singularity in the kernel of \( K^k \).

We denote by \( \gamma \) the negative part of \( \alpha - \alpha_0 \), i.e., \( \gamma := \max\{0, -(\alpha - \alpha_0)\} \), and put

\[
\mu_1(\lambda) := \inf \{ \mathcal{E}(\alpha_0 - \lambda \gamma) m(\psi, \psi) \mid \psi \in W^{2,1}_0(\Omega), \|\psi\| = 1 \} \\
\mu_n(\lambda) := \sup_{\phi_j \in L^2(\Omega)} \inf \left\{ \mathcal{E}(\alpha_0 - \lambda \gamma) m(\psi, \psi) \mid \psi \in W^{2,1}_0(\Omega), \|\psi\| = 1, \langle \psi, \phi_j \rangle = 0, j = 1, \ldots, n-1 \right\}
\]

for any \( \lambda \in [0, 1) \) and all \( n \in \mathbb{N} \setminus \{0\} \). We recall that the measure \( \gamma m \) is finite by assumption and belongs to the generalized Kato class (cf. Section 2.1).

In analogy with \[3, \text{Lemma 3.3}\] we find that \( \lambda \mapsto \mu_n(\lambda) \) is a non-increasing continuous function on \([0, 1)\) and \( \mu_n(0) = \nu_1(\alpha_0) \) for all \( n \in \mathbb{N} \). Mimicking further the second part of the proof of Proposition \[11\] one can show that \( K^c_{a_0 - \lambda \gamma} \) is compact for \( \kappa \) large enough, since it has a finite Hilbert-Schmidt norm. It is useful to introduce the standard family of Schatten
norms,
\[ \|K\|_p := \left( \sum_{j \in J} s_j(K)^p \right)^{\frac{1}{p}} \]
for all \(1 \leq p < \infty\), where \(\{s_j(K)\}_{j \in J}\) is the family of eigenvalues of \(|K|\); each eigenvalue is counted according to its multiplicity as an eigenvalue of \(|K|\).

We denote by \(N_E\) the number of eigenvalues (counting multiplicity) of \(H_\alpha\) which are smaller than \(E\), and by \(#A\) the cardinality of the set \(A\).

The crux of the BS method is the recognition that the number \(N_E\) is equal to the number of eigenvalues of \(K^{\sqrt{E}}\) that are not less than 1. It immediately follows from the form version of the minimax principle that \(N_E \leq N_{E - \gamma}\), the number of eigenvalues (counting multiplicity) of \(H_{\alpha_0 - \gamma}\) smaller than \(E\). In analogy with [3, Thm. 3.3.] we therefore have

**Proposition 6.1** \(N_E \leq \#\{j \in J | s_j(K^{\sqrt{E}}) \geq 1\}\) holds for \(E < \nu_1(\alpha_0)\). In particular, we have \(N_E \leq \|K^{\sqrt{E}}\|^p\) for any \(1 \leq p < \infty\).

This is the naive application mentioned above. It is not satisfactory in our situation, since the corresponding Green’s function in \(K_k\) diverges for \(k^2 \to \nu_1(\alpha_0) - \gamma\). The SKN-trick is based on the observation that this singularity does not depend effectively on the spectral parameter and corresponds therefore to just one bound state which can be taken into account separately.

**Theorem 6.2** Suppose that \(\|\gamma\|_1 \neq 0\). Then the number \(N_{\nu_1(\alpha_0)}\) of eigenvalues (counting multiplicity) below the threshold of the essential spectrum of \(H_\alpha\) satisfies the bound
\[
N_{\nu_1(\alpha_0)} - 1 \leq \frac{|\chi_1(0)|^4}{4\|\gamma\|_1^2} \int_{\mathbb{R}^4} |x_1 - x_2| \left(|x_1 - x_2| + |x_3 - x_4| - |x_1 - x_3| - |x_2 - x_4|\right) \prod_{i=1}^4 \gamma(x_i) \, dx_i \\
+ \frac{1}{4\|\gamma\|_1^2} \sum_{m,n=2}^{\infty} \frac{|\chi_m(0)\chi_n(0)|^2}{\sqrt{\nu_m - \nu_1} \sqrt{\nu_n - \nu_1}} \int_{\mathbb{R}^4} e^{-\sqrt{\nu_m - \nu_1}|x_1 - x_2|} (e^{-\sqrt{\nu_n - \nu_1}|x_1 - x_2|} - e^{-\sqrt{\nu_m - \nu_1}|x_1 - x_2|})
\]
\begin{align*}
&\left( e^{-\sqrt{\nu_n-\nu_1}|x_1-x_3|} - e^{-\sqrt{\nu_n-\nu_1}|x_1-x_2|} \right) \prod_{i=1}^{4} \gamma(x_i) \, dx_i \\
&- \frac{|\chi_1(0)|^2}{2\|\gamma\|_1^2} \sum_{n=2}^{\infty} \frac{|\chi_n(0)|^2}{\sqrt{\nu_n-\nu_1}} \int_{\mathbb{R}^4} |x_1-x_2| \left( e^{-\sqrt{\nu_n-\nu_1}|x_1-x_2|} \right) \\
&\left. + e^{-\sqrt{\nu_n-\nu_1}|x_1-x_4|} - e^{-\sqrt{\nu_n-\nu_1}|x_2-x_4|} \right) \prod_{i=1}^{4} \gamma(x_i) \, dx_i.
\end{align*}

PROOF: It is an obvious modification of the proofs in [14]. Borrowing the notation from this article and taking (5.5), (5.6) into account, we can write

\[ K_{\alpha_0-\gamma} = \xi(\varphi) \varphi = P_{\alpha_0-\gamma} \]

with \( \xi = -\frac{|\chi(0)|^2}{2\|\gamma\|_1^2} \|\gamma\|_1 \), \( \varphi = \gamma^{1/2}/\|\gamma\|_1^{1/2} \), and \( P_{\alpha_0-\gamma} = M_{\alpha_0-\gamma} + N_{\alpha_0-\gamma} \). We use the inequality obtained in [14, pp. 123] for \( \xi \to \infty \),

\[ N_{\nu_1(\alpha_0)} \leq 1 + \text{tr} P_0^2 - 2(\varphi, P_0^2 \varphi) + (\varphi, P_0 \varphi)^2, \]

and substitute \( P_0 = M_0 + N_0^1 \), where \( M_0, N_0^1 \) are given by (5.7); this leads to the desired result.

6.2 A “rectangular well” example

To illustrate the above result let us apply it to the example analyzed in [8, Sec. 4] in which \( \alpha \) is a steplike function:

\[ \alpha(x) := \begin{cases} 
\alpha_1 & \text{if } |x| < a \\
\alpha_0 & \text{if } |x| \geq a
\end{cases} \]

for some real \( \alpha_1 < \alpha_0 \). Under the last condition the waveguide has a non-trivial discrete spectrum. Since \( \gamma := \alpha_0 - \alpha_1 \) is a constant on its support, we can evaluate the integrals of Theorem 6.2 obtaining

\[ N_{\nu_1(\alpha_0)} \leq 1 + \frac{8}{45} |\chi_1(0)|^4 \gamma^2 a^4 \\
+ \frac{\gamma^2 a^4}{2} \sum_{m,n=2}^{\infty} \frac{|\chi_m(0)\chi_n(0)|^2}{\bar{k}_m\bar{k}_n} \left( \frac{2}{a(\bar{k}_m+\bar{k}_n)} + \frac{4}{a^2\bar{k}_m\bar{k}_n} - \frac{1-e^{-2a(\bar{k}_m+\bar{k}_n)}}{a^2(\bar{k}_m+\bar{k}_n)^2} \right) \]
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where $\tilde{\kappa}_n$ abbreviates $\sqrt{\nu_n - \nu_1}$.

To assess this bound, compare it with the one following from a simple bracketing argument and the minimax principle [8, Sec. 4.1.] which reads

$$N_{\nu_1(\alpha_0)} \leq 1 + \left[ \frac{2a}{\pi} \sqrt{\nu_1(\alpha_0) - \nu_1(\alpha_1)} \right],$$

(6.15)

where $[\cdot]$ denotes the entire part. The r.h.s. is a “linearly increasing” step function with respect to the window halfwidth $a$. In distinction to (6.14), however, the bracketing argument yields in this example also a tight lower bound which differ just by one from (6.15). The bound (6.14) is not only more complicated, but it increases much faster with $a$; the comparison illustrates once more that while the Birman-Schwinger method is efficient for weak coupling, it may provide results far from optimal for strongly coupled systems.
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