COMPRESSION BIO SIGNAL FOR DIAGNOSING CHRONIC DISEASES
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Abstract

Electrocardiogram, electromyogram, electroencephalogram are the foremost required vital signs for diagnosing chronic diseases like sleep disorder, mood disorder, epilepsy etc., which demands long-term monitoring. A sensor based wearable system which is enabled with internet technology, supports the continuous recordings of these vital signs without troubling the patient’s daily activities. And the wearable hub is responsible for collecting the readings of bio signals from multiple micro-sensor nodes deployed around the body which creates the short range of communication and forward to the observer. These continuous monitoring increases the signal transmission cost and declines the battery life of wearables. So, the observed multiple bio signals can be compressed jointly than individually before sending, at an edge level. This paper proposes transfer learning based multimodal convolutional denoising autoencoder to perform multimodal compression and to reconstruct the data from its latent representation. Transfer learning helps the system to reuse the learned weights which may reconstruct the data with better quality score than by randomly initialized weights. The proposed work achieves compression ratio of 128 and it is proved that multimodal compression is better than unimodal compression in case of consuming multiple sensors. And the experimental result proves that the computation cost is low in multimodal compression than in unimodal compression.
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INTRODUCTION

Some of the most common chronic diseases like sleep disorder [1], mood disorder [2], epilepsy [3] requires multiple biosignals like Electrocardiogram (ECG), electromyogram (EMG), electroencephalogram (EEG) for the diagnosis and treatment. And it requires long-term recordings of
these bio-signals to prevent such chronic disease patients from the sudden death [4] by predicting the symptoms earlier-health IoT scenario promotes long-term monitoring using micro-sensors and wearable micro-hub without affecting their daily activities. This sensor based wearable technology provides sophisticated environment to the patients and helps them to get treated at their door steps. These micro-sensor nodes are implanted or mounted on human body to collect the particular bio-signal and forward to wearable micro-hub or sink thereby establishing the body area communications depicted in Figure 1.

Though the sensor nodes can only communicate within a short distance due to the limited transmission range and power [5], the wearable micro-hub which is enabled with internet technology collects the readings from the sensor nodes and send to the observer. This micro-hub [6] is a resource constrained battery relayed device that collect, process and transmit the signal throughout the day. This prolonged transmission may increase the signal transmission cost and declines the battery life of wearables. This paper focuses on compressing the signal before transmission at sender side i.e., at edge level to reduce the transmission energy and thereby boosting battery life of wearables. The objective of this work is to jointly compress the multiple bio-signal and reconstructing the original data from its compressed form with minimal loss. In case of consuming multiple sensors, compressing signal individually (unimodal compression) may consume more time and energy. This paper proves that multimodal compression consumes less energy than unimodal compression.

![Figure 1. Schematic Diagram of Sensor Based Wearable System acquiring multiple bio signals](image_url)

Most of the existing work has been concentrated on the unimodal compression of a biosignal using two emerging paradigms Compressive Sensing (CS) [7], and Autoencoders (AE) [8]. Recently, some of the researchers have concentrated on multimodal compression of multiple biosignals using CS algorithms and AE. CS is an efficient algorithm to jointly compress, but it is computationally intensive which is not suitable for lightweight devices and yields low compression ratio (CR) which cannot effectively reduce the transmission cost. Nevertheless, many of the past works [9-10] have shown...
successive results with CS. Singular value decomposition (SVD) and American standard code for information interchange (ASCII) character encoding-based algorithm [11] is a promising technique to jointly compress the multiple biosignals. But this CS and SVD-ASCII algorithms require preprocessing of the biosignal to remove the noises as these biosignals are always prone to be contaminated with noises. Compression of multidimensional biomedical signals with spatial and temporal Codebook-Excited Linear Prediction [12] has achieved good CR of 89% with better reconstruction quality but the wearables are memory constrained device and it could not meet the growing dictionary size when it meets with new signals. However, the above discussed algorithms are good at compression and reconstruction quality, but they lack in focusing on light weight algorithm for these resource constrained devices.

Denoising Autoencoder (DAE) has been proved to be an efficient algorithm [13] to compress the data with high CR at least computational cost and thereby boosting the battery life of the wearables. As DAE learns deep representation of the data and compress with high CR, multimodal stacked denoising autoencoder (SDAE) [14] is proposed for joint compression and it is most suitable for light weight wearable devices. Because, the deep neural network is trained offline and not in the wearable devices. And once it achieves good performance, only the optimal configurations [15] called weights and biases are applied to the device for data processing. The trained network will not grow as in the case of codebook compression scheme when it meets new incoming data. Previously learned optimized configuration is much enough to reconstruct the unknown data and it is proven experimentally. Moreover, DAE has the ability to denoise signal simultaneously while reconstructing the data from its compressed form so DAE does not require any preprocessing step.

However, in case of deep neural network the weights are randomly initialized and optimized towards the target value while training, which may increase the training time and may result in poor performance. Transfer learning (TL) [16] may address this issue, it learns the weights of the samples in source domain and transfers the learned parameters to train the target domains. So, combining TL with deep neural network may lessen the training time and improves the performance of the system as it uses the previously learned weights. And most of the researchers have succeeded with convolutional autoencoder (CAE) for unimodal compression and it is promising for signal reconstruction [17-18]. So, the TL based multimodal convolutional denoising autoencoder (M-CDAE) is proposed in this work. Finally it is experimentally proved that to achieve better reconstruction quality, TL based M-CDAE model is better than stand-alone (SA) based (M-CDAE) model i.e. without TL. Also, it is clearly shown that it is better to do multimodal compression than unimodal compression in case of consuming multiple sensors to utilize the energy efficiently. The remainder of this paper is organized as follows. The basic framework of TL and M-CDAE is introduced in Section II. The proposed methodology M-CDAE with TL is explained in Section III. The experimental results obtained from appropriate database are presented in Section IV. The discussion of this experiment is carried out in Section V. Finally, the work is concluded in Section VI.

**METHODOLOGY**

AE is an ideal methodology for non-linear dimensionality reduction, which typically trains and test the model with dataset from same scenario. So that the knowledge learned by the model will be limited to that same range of distribution. As this work is a real time scenario the data range may vary from patients to patients. So, it is necessary to learn different distribution of data which may increase the dataset size for learning. This may result in time consuming for training the model, also the randomly initialized weights while training the data may yield poor performance. Transfer Learning can help the model to learn different domains by transferring the knowledge from the previously learned source domain to the target domain. Recent studies made on TL based AE has achieved outstanding performance by knowledge transferring, in learning a low dimensional representation for maintenance prediction in intelligent transportation system [19], learning a set of hierarchical
nonlinear transformations for cross-domain visual recognition [16], real-time production state prediction in manufacturing industry [20]. To the best of our knowledge, this is the first study based on TL with CDAE for joint compression of multiple biosignals and to effectively reconstruct the signal from its compressed form.

Transfer Learning (TL)

TL overcomes the problem of random weight initialization while training AE, instead the training will be initialized by previously learned weights from source domain. This may train the model for huge dataset without storing the source data [21]. And it promotes adaptation of trained model for data across various range of distribution. In general, TL is categorized into two types namely instance-based and feature-based [16]. In case of instance-based only the weights are learned and transferred from source domain to target domain. And in case of feature-based the information learned from the source domain is transferred to the target domain. Feature-based transformation are mostly appropriate for classification purpose [22-23]. For data reconstruction it is better to apply instance-based learning i.e. only weight transfer. By doing so, the model can be quickly optimized towards target value which consumes less training time. The structure of AE with TL is given in Figure 2. Three steps are involved in Instance-based TL, that are Pre-training Source Data, Parameters Transferring, Fine-Tuning Target Data. These three steps are described as follows:

- **Pre-Training Source Data:** In this step, AE is trained for source dataset to determine the optimal weight $W_{n}^{ts}$ and bias $b_{n}^{ts}$. Where $n$ is a number of layers in the AE model, $W_{n}^{ts}$ & $b_{n}^{ts}$ are the weight and bias trained for source dataset.
- **Parameters Transferring:** Following the pre-training step, the learned parameters weight and bias $W_{n}^{ts}$ & $b_{n}^{ts}$ are transferred to the new AE model as the initial weight.
- **Fine-Tuning model:** The transferred weight $W_{n}^{tt}$ and bias $b_{n}^{tt}$ are used as an initial weight for new AE model or for fine-tuning the model. Where $W_{n}^{tt}$ & $b_{n}^{tt}$ are the weight and bias trained for target dataset.

![Figure 2. Architecture of TL based AE](image-url)
Multimodal Autoencoder (M-AE)

The objective of this work is to observe a long-term recording of multiple bio signals (ECG, EMG, EEG) acquired through multiple biosensors mounted on human body. Figure 3. depicts the architecture of deep M-AE. It uses different pathways to jointly compress the multiple inputs to low dimensional vector called single shared representations. This shared representation will be passed to the decoder (observer or Physician) in order to reconstruct the original signal, form its compressed form. Also, this single shared representation will be propagated to higher level features independently to reconstruct the original clean input. Once the optimal parameters are obtained through training, then it is configured [15] with wearable micro-hub for effective delivery of data. This multimodal compression is efficient than unimodal compression in terms of computation cost. Because deep M-AE simultaneously compress the multiple signals into a single shared representation before transmission which is processed separately in unimodal AE.

The deep M-AE is illustrated in Figure 3. which obtains the multiple signals as input and compress to a single shared representation and then it is decompressed to original signal through independent pathways. The joint shared representation obtained by the encoder is as follows:

$$h = \sum_{l\in\{c,m,e\}} \tanh(x^{l-1}_i \cdot W^l_i + b^l_i)$$  \hspace{1cm} (1)

where \(c, m, e\) represents input ECG, EMG, EEG data respectively and \(l\) represents the no. of layers. \(x^{l-1}_i\) is the input from previous layer \(l\). The decoded signals \(\hat{x}\) are represented as follows

$$\hat{x} = \{ \hat{x}^l_{i\in c} = \tanh(h^{l-1}_i \cdot W^l_i + b^l_i), \quad \hat{x}^l_{i\in m} = \tanh(h^{l-1}_i \cdot W^l_i + b^l_i), \quad \hat{x}^l_{i\in e} = \tanh(h^{l-1}_i \cdot W^l_i + b^l_i) \}$$  \hspace{1cm} (2)

Where \(\hat{x}\) consist of set of multiple reconstructed signals and \(h^{l-1}_i\) represents the input from previous hidden layer \(l\). where \(W^l_i\) denotes the weight for current layer \(l\) and \(b^l_i\) represents a bias for current layer \(l\). And \(\tanh(\cdot)\) is the Hyperbolic tangent \((-\frac{2}{1+e^{-2z}} - 1)\) activation function applied for both encoder and decoder section.

Figure 3. Schematic Representation of Deep M-AE
PROPOSED METHODOLOGY
This work proposes multimodal biosignal compression with TL based CDAE (M-CDAE). Recent work on TL based CAE in non-linear dimensionality reduction [25] for image processing in remote sensing, a cross-domain feature learning scheme for target objects recognition [22] in intelligent urban construction has been succeeded. In this work the idea behind to use TL, is to reuse the learned weights from the pre-trained model (source data) for fine-tuning the target data. This may reduce the training and inference cost and increases the signal reconstruction quality which is proven experimentally.

Figure 4. Framework for the Proposed TL based M-CDAE model.

And TL may increase the adaptability of the proposed model for the data across various distribution is proven by reusing the weight which is optimized for different dataset. Also, the comparisons are made between TL model and stand-alone (SA) model. The objective of this work is to efficiently compress
the multiple biosignals (ECG, EMG, EEG) and to reconstruct from its compressed form. Moreover, these biosignals are prone to be contaminated with noise due to the body movement, so noise removal should be considered. As, DAE architecture is employed in the proposed work the signals were simultaneously recovered from its noisy form in the decoder section.

Figure 5. Detailed Structure of Proposed CDAE Model.
Table 1. Structural Information of Proposed CDAE model.

| S. No. | Layer Name       | No. of Filter × Kernel | Region / Unit Size | Activation Function | Output Size      |
|--------|------------------|------------------------|--------------------|---------------------|------------------|
| 1      | Input Layer      | -                      | -                  | -                   | 1024 × 1         |
| 2      | Conv1D + BN      | 13 × 6                 | -                  | Tanh                | 1024 × 13        |
| 3      | MaxPooling1D     | -                      | 2                  | -                   | 512 × 13         |
| 4      | Conv1D + BN      | 13 × 7                 | -                  | Tanh                | 512 × 13         |
| 5      | MaxPooling1D     | -                      | 2                  | -                   | 256 × 13         |
| 6      | Conv1D + BN      | 32 × 7                 | -                  | Tanh                | 256 × 32         |
| 7      | MaxPooling1D     | -                      | 2                  | -                   | 128 × 32         |
| 8      | Conv1D           | 64 × 7                 | -                  | Tanh                | 128 × 64         |
| 9      | Conv1D + BN      | 64 × 7                 | -                  | Tanh                | 128 × 64         |
| 10     | MaxPooling1D     | -                      | 2                  | -                   | 64 × 64          |
| 11     | Conv1D           | 128 × 13               | -                  | Tanh                | 64 × 128         |
| 12     | Conv1D + BN      | 128 × 13               | -                  | Tanh                | 64 × 128         |
| 13     | MaxPooling1D     | -                      | 2                  | -                   | 32 × 128         |
| 14     | Conv1D + BN      | 32 × 8                 | -                  | Tanh                | 32 × 32          |
| 15     | MaxPooling1D     | -                      | 2                  | -                   | 16 × 32          |
| 16     | Conv1D + BN      | 32 × 8                 | -                  | Tanh                | 16 × 32          |
| 17     | MaxPooling1D     | -                      | 2                  | -                   | 8 × 32           |
| 18     | Conv1D           | 1 × 8                  | -                  | Tanh                | 8 × 1            |
| 19     | Conv1D           | 1 × 8                  | -                  | Tanh                | 8 × 16           |
| 20     | Conv1D           | 16 × 8                 | -                  | Tanh                | 16 × 16          |
| 21     | UpSampling1D     | -                      | 2                  | -                   | 32 × 16          |
| 22     | Conv1D           | 32 × 8                 | -                  | Tanh                | 32 × 128         |
| 23     | UpSampling1D     | -                      | 2                  | -                   | 32 × 128         |
| 24     | Conv1D           | 128 × 13               | -                  | Tanh                | 32 × 128         |
| 25     | Conv1D           | 128 × 13               | -                  | Tanh                | 32 × 128         |
| 26     | UpSampling1D     | -                      | 2                  | -                   | 64 × 128         |
| 27     | Conv1D           | 64 × 7                 | -                  | Tanh                | 64 × 64          |
| 28     | Conv1D           | 64 × 7                 | -                  | Tanh                | 64 × 64          |
| 29     | UpSampling1D     | -                      | 2                  | -                   | 128 × 64         |
| 30     | Conv1D           | 16 × 8                 | -                  | Tanh                | 128 × 16         |
| 31     | UpSampling1D     | -                      | 2                  | -                   | 256 × 16         |
| 32     | Conv1D           | 16 × 8                 | -                  | Tanh                | 256 × 16         |
| 33     | UpSampling1D     | -                      | 2                  | -                   | 512 × 16         |
| 34     | Conv1D           | 16 × 8                 | -                  | Tanh                | 512 × 16         |
| 35     | Up Sampling1D    | -                      | 2                  | -                   | 1024 × 16        |

The overall framework of proposed method is depicted schematically in the Figure 4, and it consists of three pathways for input ECG, EMG, EEG signal. Before processing the signals, they are additively corrupted by random gaussian white noise at specified SNR levels of -1, 0, 5 dB. Then they are passed into the model simultaneously each with the size of 1024×1. The proposed model employs CDAE architecture to reduce the redundant information and to learn the locally-spatial information efficiently by convolutional filters. And maxpool layers which helps to reduce the input size, hence the signal of size 1024×1 is reduced to the size of 8×1 and thereby achieving CR of 128. The CDAE architecture
employed for these three signals will have same configurations to reveal its multi-modal property and the structure of CDAE is depicted clearly in Figure 5 and its detailed parameters are given in Table 1. Thus, the encoder section efficiently compresses the signals independently but simultaneously. And the encoded data is concatenated finally using concatenate function before sending to the decoder section in the representation layer.

The decoder section receives the single shared representation of encoded data of three signals (ECG, EMG, EEG) with size of 24×1. This shared representation has been fragmented again to three inputs each with size of 8×1 for decoding, using small anonymous Lambda function. Then the fragmented input has its own pathway for decompression. The compressed input 8×1 is reconstructed to 1024×1 by Upsampling function which efficiently enhance the data and convolutional filters. Finally, the up sampled data is then fed to the fully connected dense layer which learns the high-level features to recover the original clean ECG signal. While training the model, the output produced from each dense unit is compared with original uncorrupted version. The gradient loss function optimizes the weight and bias towards original clean signal. Thus, the original clean signal is reconstructed independently but simultaneously. This simultaneous process may save computation time than separate unimodal compression and it is explained clearly in the experimental results. Hyperbolic tangent function is employed as an activation function for throughout the model. And the encoder section is equipped with Batch Normalization (BN) layer and dropout technique with the rate of 0.5 to avoid overfitting.

For training the proposed CDAE model, mean squared error (MSE) is employed to update the model’s parameter \( \theta = \{W, b, \hat{W}, \hat{b}\} \) by optimizing the following objective function,

\[
L(\theta) = \sum ||x - \hat{x}||_2^2
\]  

(3)

where \( W, b \) are weight and bias in encoder section and \( \hat{W}, \hat{b} \) are weight and bias in decoder section. It is important to note that the eq. (3) propagate towards reconstructing the uncorrupted version of the corresponding corrupted input data.

PERFORMANCE EVALUATION

Performance evaluation criteria

Quality Score (QS), Compression ratio (CR), root mean square error (RMSE), percentage root mean square difference (PRD) and signal to noise ratio (SNR\(_{imp}\)) is an ideal criteria for performance evaluation for compression technique and it is defined as follows:

The algorithm’s compression efficiency and its reconstruction quality are determined by QS and it is the ratio of CR and PRD which represents the reconstructed signal quality as given by (4).

\[
QS = \frac{CR}{PRD}
\]

(4)

CR is defined as the ratio between size of original signal \( s_o \) and the size of compressed signal \( s_c \). CR will be high for effective algorithm.

\[
CR = \frac{s_o}{s_c}
\]

(5)

The variance between the original signal \( x_i \) and the reconstructed signal \( \hat{x}_i \) is determined by RMSE. N is the total length of the signal. Smaller the value of RMSE represents the good performance and smaller variations. It is defined as (6):

\[
RMSE = \frac{1}{N} \times \sum_{n=1}^{N} (x_i - \hat{x}_i)^2
\]

(6)

PRD is given by (7) which shows the quality of recovered signal from compressed version by measuring the error between original signal and the reconstructed signal. A lower PRD value represents the better quality of the reconstructed signal.
\[
PRD = \frac{\sum_{n=1}^{N}(x_{n} - \bar{x})^2}{\sum_{n=1}^{N}x_{n}^2} \times 100
\] (7)

SNR\textsubscript{imp} is applied to observe how well the signal is denoised; it is given by the difference between SNR after noise reduction and the original input signal SNR. The greater the SNR\textsubscript{imp} is, the better the denoising performance. SNR\textsubscript{imp} is formulated as follows:

\[
\text{SNR}_{\text{imp}} = \text{SNR}_{\text{out}} - \text{SNR}_{\text{in}}
\] (8)

Where SNR\textsubscript{in} and SNR\textsubscript{out} is formulated as follows, here \(\bar{x}_i\) is a corrupted input signal.

\[
\text{SNR}_{\text{in}} = 10 \times \log_{10} \left( \frac{\sum_{n=1}^{N}(x_{n}^2)}{\sum_{n=1}^{N}(\bar{x}_i - x_{n})^2} \right)
\] (9)

\[
\text{SNR}_{\text{out}} = 10 \times \log_{10} \left( \frac{\sum_{n=1}^{N}(x_{n}^2)}{\sum_{n=1}^{N}(\bar{x}_i - x_{n})^2} \right)
\] (10)

Experimental Data

This work implements three biosignals namely ECG, EMG, EEG which has been taken form standard databases and it is explained as follows. ECG signals used in this study is derived from the MIT Arrhythmia database [25] which are sampled at rate of 360 samples/s with 11-bit resolution over a 10-mV range. The MIT-BIH Arrhythmia Database contains 48 half-hour excerpts of two-channel (lead I & lead II) ambulatory ECG recordings, obtained from 47 subjects. Since the wearablesensors produces 1-D time-series data, this work focusses on the data of one of the electrodes lead II. The EEG data used in this study is taken from Bonn dataset [26] which is sampled at 173.6 Hz with 12-bit resolution. And it is composed of five sets of data which is denoted by Z, O, N, F & S, and each contains 100 single-channel EEG segments. EMG signals recordings, which were recorded at 50 KHz and then downsampled to 4 KHz and exhibit sparsity in both the time and frequency domains, were collected from the Physiobank [27] for healthy, myopathy and neuropathy patients.

The idea behind the work is to transfer the weight learned in source data (pre-training model) to the target data (fine-tuning model) as initial weight instead of random weight initialization. This initial weight transfer may reduce the computation burden and make the model most adaptable for different distributions of data. For experiments, the dataset is divided into two parts source data and target data. And it is clearly charted in Table 2. different records are taken for source data (pre-training model) and target data (fine-tuning model) with equal data size of 100 fragments and each fragment with 1024 samples. The dataset (ECG, EMG, EEG) is split into 80\% and 20\% for training and testing respectively for both source and target dataset.

### Table 2. Data Separation for the proposed TL based M-CDAE model.

| BIOSIGNAL | DATABASE              | DATA SEPARATION | RECORD No. (or) Name | No. of Records × No. of Fragments | No. of Samples/Fragment | TRAINING SIZE (%) | TESTING SIZE (%) |
|-----------|-----------------------|-----------------|----------------------|-----------------------------------|-------------------------|-------------------|------------------|
| ECG       | MIT Arrhythmia database | SOURCE DATA     | 100                  | 1 × 100                           | 1024                    | 80                | 20               |
|           |                       | TARGET DATA     | 117, 119             | 2 × 50                            | 1024                    | 80                | 20               |
|           |                       | SOURCE Myopathy | (1 × 100)            |                                   | 1024                    | 80                | 20               |
Experimental Results

As shown in Table 2, the biosignals ECG, EMG, EEG are taken from particular dataset and split into training and testing set. Table 3 shows the quantitative analysis of the test scores of RMSE, PRD & SNR_{imp} for SA based M-CDAE model and TL based M-CDAE model over target dataset at specified input SNR noise level of (-1, 0, 5) dB. From the readings, it is observed that TL based M-CDAE model yields better result than SA based M-CDAE model for all the input SNR levels (-1, 0, 5) dB. Also, it is observed that as the input SNR level increases performance of the system degrades. The increased SNR levels increases the RMSE & PRD value and decreases the SNR_{imp} value.

Table 3. TL based M-CDAE vs SA based M-CDAE model with CR of 128.

| MODEL TYPE       | Input SNR (dB) | BIOSIGNALS | EVALUATION CRITERIA | RMSE  | PRD     | SNR_{imp} | QS     |
|------------------|----------------|------------|---------------------|-------|---------|-----------|--------|
| STANDALONE LEARNING MODEL | -1             | ECG        | 0.0122              | 0.0575| 25      | 2226      |        |
|                  |                | EMG        | 0.1154              | 0.584 | 4.54    | 219       |        |
|                  |                | EEG        | 0.167               | 1.03  | 4.7     | 124       |        |
|                  | 0              | ECG        | 0.0126              | 0.06  | 24.7    | 2133      |        |
|                  |                | EMG        | 0.234               | 1.1   | 2.1     | 116       |        |
|                  |                | EEG        | 0.22                | 1.04  | 2.9     | 123       |        |
|                  | 5              | ECG        | 0.013               | 0.0672| 20.2    | 1905      |        |
|                  |                | EMG        | 0.244               | 1.1   | 1.1     | 116       |        |
|                  |                | EEG        | 0.159               | 1.4   | 1.4     | 91.4      |        |
|                  | -1             | ECG        | 0.0119              | 0.05  | 26.3    | 2560      |        |
|                  |                | EMG        | 0.0830              | 0.42  | 7.4     | 305       |        |
|                  |                | EEG        | 0.153               | 1     | 5       | 128       |        |
|                  | 0              | ECG        | 0.012               | 0.055 | 25.12   | 2327      |        |
|                  |                | EMG        | 0.2                 | 1     | 4.2     | 128       |        |
Figure 6 (a-c) shows the test QS for SL based M-CDAE model and proposed TL based M-CDAE model over target dataset at specified input SNR noise level of (-1, 0, 5) dB. For SL based M-CDAE model, the QS of ECG is 2226 when SNR is -1 dB and it is decreased to 1905 when SNR level is 5 dB. Similarly, for EMG & EEG when SNR is -1 dB the QS is 219 & 124 respectively and when the SNR level increased to 5 dB the QS will be 116 & 124 respectively. These measurements are slightly improved through proposed TL based M-CDAE model but undergoing the same issue, as SNR level increases the performance degrades. For TL model, the QS of ECG is 2298 when SNR is -1 dB and it is decreased to 2370 when SNR level is 5 dB. Similarly, for EMG & EEG when SNR is -1 dB the QS is 305 & 128 respectively and when the SNR level increased to 5 dB the QS will be 128 & 116 respectively.

| Quality Score | ECG | EMG | EEG |
|---------------|-----|-----|-----|
| S NR (dB)     |     |     |     |
| -1            | 2226| 219 | 124 |
| 0             | 2560| 2327| 128 |
| 5             | 2031|     | 116 |

Figure 6. Comparison of the Quality Scores for TL based M-CDAE and SA based M-CDAE model of all biosignals (ECG, EMG, EEG) at different input SNR levels of (-1, 0, 5) dB (a) Quality Scores of ECG (b) Quality Scores of EMG (c) Quality Scores of EEG.

Figure 7 represents the overall graphical visualization of the waveform of ECG, EMG, EEG biosignals for proposed TL based M-CDAE model. And Figure 8 (a-f) clearly shows the comparison results of clean and reconstructed output of ECG, EMG, EEG biosignals produced by SA based M-CDAE model and TL based M-CDAE model over target dataset as given in Table 2. According to the tabulated results and graphical results, TL based M-CDAE model outperforms in all input SNR level of (-1, 0, 5) dB.
Figure 7. Overall graphical representation of reconstructed results of ECG, EMG, EEG biosignals for proposed TL based M-CDAE model.
Figure 8. Comparison results of clean and reconstructed biosignals over target dataset with and without TL. a) ECG signal reconstructed by SA based M-CDAE model b) ECG signal reconstructed by TA based M-CDAE model c) EMG signal reconstructed by SA based M-CDAE model d) EMG signal reconstructed by TA based M-CDAE model e) EEG signal reconstructed by SA based M-CDAE model f) EEG signal reconstructed by TA based M-CDAE model.
Energy efficiency is not a new issue but it is a major issue in wireless communication. Since the wearable hub which is responsible for acquiring and transmitting the multiple biosignal is miniaturized and battery relayed, the runtime of signal processing algorithm should be considered. This work focuses on jointly compressing the multiple biosignal before transmission, to reduce the transmission cost. In case of acquiring and transmitting multiple biosignals, it is better to do multimodal compression than unimodal compression. Because the training and testing (inference) time of multimodal compression is lower than unimodal compression as shown in Table 4 for highly corrupted input signal at SNR level of 5 dB.

**Table 4.** Stand-Alone based CDAE model vs. Transfer Learning based CDAE model for unimodal and multimodal compression in terms of computation cost at the input SNR level of 5 dB.

| COMPRESSION TYPE | STAND-ALKNE CDAE Model | TRANSFER LEARNING CDAE Model |
|------------------|------------------------|-------------------------------|
|                  | COMPUTATION TIME        | COMPUTATION TIME              |
|                  | (seconds)               | (seconds)                     |
|                  | TRAINING COST           | TRAINING COST                 |
|                  | INFERENCE COST          | INFERENCE COST                |
| UNIMODAL         |                        |                               |
| ECG              | 5482.35                 | 4961.86                       |
|                  | 1.15                    | 0.0418                        |
| EMG              | 6158.89                 | 5117.86                       |
|                  | 1.4                     | 0.323                         |
| EEG              | 3923.38                 | 3614.98                       |
|                  | 0.7319                  | 0.455                         |
| TOTAL            | 15,564.62               | 13,694.7                      |
|                  | 3.28                    | 0.8198                        |
| MULTIMODAL       |                        |                               |
| ECG-EMG-EEG      | 8363.3                  | 8211.92                       |
|                  | 0.7                     | 0.1007                        |

**DISCUSSION**
Multimodal compression has been carried out by most of the studies [9-12] but this is the first study to propose TL based multimodal compression for multiple biosignals ECG, EMG, EEG. And each signal is taken from standard databases. This work performs four type of experimentations with the proposed CDAE model are SA based unimodal compression, SA based multimodal compression, TL based
unimodal compression and TL based multimodal compression. The experimental result proves that TL
based multimodal compression will be better in terms of computation cost and QS. The reason behind
the successive result is, in transfer learning mode the learned weight is reused so that the system can
soon propagate towards the optimal configurations (weights and bias). Also, while compressing the
multiple signals simultaneously the training time and inference cost is reduced further as shown Table
4. Most of the work achieved great success in signal reconstruction using CDAE so this work employs
improved CDAE architecture and achieves CR of 128.

The dataset used for experiments has been separated into source and target dataset and the
proposed model is pre-trained on source dataset. The learned weights and bias from the source dataset
are reused for training target dataset. In neural network, rather than initializing weights randomly it is
better to reuse the learned weights which may reduce the training cost and inference cost. Also, by
transferring the parameters like weight and bias the model is trained for large data without storing the
source data. The experimental results produced here are the test score over target dataset. Moreover,
the biosignals are always prone to be contaminated with noise due to the body movement. So, the
input signal is additively corrupted by random gaussian white noise at various noise levels (-1, 0, 5)
dB. DAE architecture is utilized with the proposed work which efficiently denoises the signal
simultaneously while reconstructing from its compressed form. This is done by propagating loss
function of the model towards original clean signal of the corrupted version while training. Therefore,
the proposed work can simultaneously denoise signal while reconstructing from its compressed form.

CONCLUSION
Wearable technology enriches the long-term monitoring system through wearables and wireless
communication. This wireless communication always suffers from signal transmission cost due to
acquiring and sending multiple signals throughout the day. So, the signals can be compressed before
sending at edge level i.e. where they are acquired. The wearable hub which is responsible for
acquiring and transmitting signals is miniaturized in nature and resource constrained. So, the designed
algorithm should be light weight at the same it should be efficient to reconstruct the signal from its
compressed form. This paper employs TL based M-CDAE to compress the signal efficiently. In neural
network, rather than initializing the weight randomly it is better to reuse the learned weights so that the
model performs well for data across various range of distribution. The experimental result shows that
the proposed model consumes less training and inference cost when performing multimodal
compression and gives better QS with CR of 128 with TL based model. Moreover, the proposed
system reveals its multimodality property by employing same CDAE architecture for reconstructing
three biosignals ECG, EMG, EEG. As this work focusing on real time application the future work can
be carried out for on-device compression so that the system can perform well for any new incoming
unknown data without offline training
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