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Abstract—Presenting the complexities of a model’s performance is a communication bottleneck that threatens collaborations between data scientists and subject matter experts. Accuracy and error metrics alone fail to tell the whole story of a model—in its risks, strengths, and limitations—making it difficult for subject matter experts to feel confident in deciding to use a model. As a result, models may fail in unexpected ways if their weaknesses are not clearly understood. Alternatively, models may go unused, as subject matter experts disregard poorly presented models in favor of familiar, yet arguably substandard methods. In this paper, we propose effective use of visualization as a medium for communication between data scientists and subject matter experts. Our research addresses the gap between common practices in model performance communication and the understanding of subject matter experts and decision makers. We derive a set of communication guidelines and recommended visualizations for communicating model performance based on interviews of both data scientists and subject matter experts at the same organization. We conduct a follow-up study with subject matter experts to evaluate the efficacy of our guidelines in presentations of model performance with and without our recommendations. We find that our proposed guidelines rendered subject matter experts more aware of the tradeoffs of the presented model. Participants realized that current communication methods left them without a robust understanding of the model’s performance, potentially giving them misplaced confidence in the use of the model.
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1 INTRODUCTION

The widespread use of artificial intelligence (AI) has reached far beyond academia: in a recent study with over 70 Fortune 1000 companies, the percentage of firms investing at least $50 million in AI increased by nearly 63% from 2018 to 2020 [1]. Surprisingly though, only 15% of firms reported that they had actually deployed AI capabilities into widespread production. Similar findings were echoed by Ransbotham et al. in an MIT SMR report: 7 out of 10 companies reported minimal to no impact from their organization’s AI use, with only 10% of companies reporting significant financial benefits from implementing AI [17].

It is undeniable that the potential benefits of AI and machine learning (ML) have driven great interest across a variety of domains such as healthcare, biology, and commercial industries [22, 31, 60]. It is also apparent that there is still a practical gap between the promise, and the actual execution [1]. Previous research has investigated how practitioners can improve ML and collaboration [29, 45] and poor communication is consistently cited as a top obstacle in model development between data scientists and subject matter experts [5]. While previous visualization research has contributed many methods for helping a data scientist develop a better model [9], we believe that a more fundamental question needs to be answered once a model has been developed: How can we best communicate these models to subject matter experts, who ultimately decide what to do with it?

To investigate how issues in communication can lead to downstream issues with model deployment, we conducted a series of interviews with both data science practitioners who develop models and the subject matter experts (SMEs) that must work with the outputs of those models. We present the results of these interviews to identify best practices and challenges associated with model performance communication. We then leverage these results to create a set of prescriptive guidelines designed to facilitate multi-disciplinary model communication through visualization and presentation.

Communication between members of different disciplines is a difficult task that is often facilitated by various visualization methods [7, 36, 41, 56]. Although data visualization is a common tool employed by data scientists when presenting model performance results, our interviews revealed that many commonplace predictive model visualizations (e.g., residual plots) may result in greater confusion, particularly when the audience is not familiar with technical data science concepts or visualization methods. To combat these misunderstandings, data scientists often resort to presenting common performance metrics, such as explained variance or mean squared error, to illustrate their model’s performance in a presentation [53]. We find that the presentation of these metrics alone is insufficient for SMEs who must make decisions and recommendations based on the model’s outputs.

We analyzed our interviews both quantitatively (using iterative coding) and qualitatively (using NLP methods) to deduce the types of communication difficulties that occur when a data scientist presents a model to subject matter experts. We find that while data scientists and SMEs are often concerned about similar issues (e.g., strengths and weaknesses of a model, edge cases, etc.), each person approaches these issues drawing upon very different sets of context and experiences, and even communicates using domain-specific vocabulary that may or may not be shared between groups. From the analysis of our interviews, we distill guidelines for data scientists to present the complexities of model performance to SMEs. We then validate the effectiveness of our proposed guidelines in a followup study focusing on SMEs. Our results show that current data science practices give SMEs a misplaced sense of confidence in a model’s performance. However, we demonstrate that SMEs presented with model performance data using our guidelines were able to better understand the model’s strengths and weaknesses, enabling them to use their subject expertise to make a more calculating interpretation of the model.

We organize the remainder of this manuscript as follows. After an overview of related work in Section 2, we discuss the interview process and its goals in Section 3. Section 4 details the results of our interview study, which inform our prescriptive guidelines in Section 5. We then describe the validation study performed in Section 6 before providing a discussion on both the institutional impact of the guidelines and directions for future work in Section 7.

In summary, our major contributions are as follows:

- An interview study with data scientists and SMEs who regularly collaborate on regression models.
- Guidelines that emerge from the analysis of our interviews and a review of prior literature.
- A validation of our proposed visualization and communication guidelines with SMEs.
2 Related Work

For the remainder of this work, we broadly refer to any practitioner who works on and builds predictive models as a data scientist. We refer to subject matter experts (SMEs) as model consumers with primary roles and expertise outside of data science and machine learning. We differentiate between model consumers who take the role as ‘executives’ (i.e. stakeholders) and those whose primary function is as a domain scientist (SME) that works with data scientists to develop and deploy predictive models in their daily work. Although some SMEs may also be stakeholders, we make the distinction in this paper that an SME has a specialized set of knowledge for a particular scientific domain.

2.1 Visualization for Model Interpretability

Effective presentation of a predictive model’s performance to domain scientists, SMEs, and other stakeholders is an active topic of research in visualization. Researchers studying explainable AI seek to help users interpret and explain the inferences of AI models by visualizing the internal workings of those models [16, 49, 51]. Metrics and principles are posed for explainable AI [26, 48], guidelines for defining interpretability are suggested [12, 24], and visual analytic tools can enhance machine learning and AI transparency [9, 28, 37, 49]. Hohman et al. conducted an interview study with machine learning experts to understand how interactive interfaces could better support model interpretation for data scientists [27].

We observe that a majority of ML interpretability support is targeted towards supporting experts (e.g., [49]) and not necessarily the stakeholders of ML models. While many of these works are relevant to the research presented here, the concept of explainability is discussed at too low a level.

The proposed solutions are typically complex, often require training, and may not be semantically meaningful for the SME audience. From our interview study (Section 4), we found that solutions were needed to facilitate communication between data scientists and SMEs at a higher level. To this end, we identify what data scientists and SMEs each find most valuable in the interpretation of a model’s outcome, and propose visualization guidelines (Section 5) that can be used broadly by practitioners for communicating model performance.

2.2 Data Science & ML in Practice

The desire and demand for AI/ML at organizations outside of big tech is well documented [1, 50]. Consequently, there has been a sharp increase in the use (and subsequent risk) of advanced analytics in nontraditional ML domains (e.g., for healthcare and childcare). [24, 36, 54]. However, when introducing AI/ML techniques in practice, it is also necessary to investigate the risks, limitations, edge cases, and weaknesses of a predictive model before its deployment [2, 18, 25]. Although strides are continuously being made to improve the transparency of ML models, empirical research shows these techniques are rarely deployed in high stakes domains [11, 17, 24, 54]. Close to our work is the recent design study with by Zytek et al. [44], in which the authors collaborate with SMEs that use ML techniques in child welfare. In Zytek et al.’s work, a collaborative design process combines ML practitioners and childcare experts to identify key challenges in their workflow. The final result is a visual analytic tool to help alleviate interpretability challenges for the domain experts. In contrast to Zytek et al.’s work and similar characterizations of ML interpretability challenges, we instead focus on communication bottlenecks between data scientists and SMEs that prevent model deployment.

Challenges in ML collaborations directly affect the eventual production of AI/ML solutions, particularly when the model’s performance cannot be well understood. Seneviratne et al. argue that work is needed to bridge the implementation gap of machine learning by merging ML algorithms into the ‘socio-technical’ milieu of the organization [52]. Similar work describes widespread systematic issues in the adaption of predictive models at healthcare organizations, citing the mismatch between stakeholders and their understanding of technological innovations [11]. Shah et al. suggests that the utility of ML algorithms could be better demonstrated in practice if the end-users could better assess the performance of a predictive model without relying on standard performance metrics [53]. In this work, we intentionally study how the performance of a predictive model can be effectively communicated to SMEs through visualization. Visualization and visual communication is often deployed to bridge communication and interpretability gaps, particularly when an audience may not have a similarly technical background [7, 36, 50]. This reasoning has been instrumental in guiding us to improve the accessibility of predictive models through the careful application of visualization for data science and SME communication.

2.3 Characterizing ML Collaborations

Across enterprise surveys that highlight common challenges for AI/ML collaborations, communication is continuously cited as the most difficult to overcome [1]. Research in ML, visual analytics, and human factors have attempted to characterize the precise nature of challenges surrounding collaborations between machine learning researchers and domain scientists. After 6 months of fieldwork with a corporate data science team, Passi and Jackson found that data science practitioners had several frustrations concerning the communication with stakeholders [46], such as the lack of trust from stakeholders when the results or inner workings of an ML model were being discussed. These ML collaboration challenges exist in other sectors outside of data science as well. Hopkins and Booth conducted an interview study with stakeholders from organizations outside of ‘Big Tech’ to understand how resource constraints challenge ML workflows and development [39]. Hopkins and Booth similarly found that language barriers between ML practitioners and stakeholders prevented trust and deployment of models and data science results.

Language barriers between data scientists and SMEs can occur at many stages of the ML collaboration process. Hong et al. conducted an interview study with ML practitioners on model interpretability and found that data scientists had difficulty assessing the prior expertise and knowledge level of SMEs when delivering results, presentations, and insights [29]. Similar in spirit to our work, Mosca et al. presented a study of client-facing data scientists to identify the common communication strategies they employ to translate the (potentially ill-defined) analysis needs of SMEs [35]. In this paper, we focus primarily on how predictive models (rather than general data science findings) can be best communicated with and to SMEs. To this end, we interview both data scientists and SMEs to get a sense of current gaps in their practices. Further, unlike prior work that aims to characterize and offer broad solutions to common ML collaboration challenges, we distill and validate visualization strategies that reduce the burden of presenting and communicating model performance.

In recent work that surveys previous studies on ML collaborations, Suresh et al. suggest that the end-users for ML can be characterized, and thus better understood, beyond standard expert versus non-expert roles [57]. Specifically, the authors suggest that consumers of machine learning models (e.g., stakeholders, SMEs) can be categorized by their expertise (formal, instrumental, or personal) and the contexts in which this expertise manifests (ML, data domain, or the general milieu). To situate our work with Suresh et al.’s framework, we interview subject matter experts, not necessarily stakeholders, with formal knowledge of a particular data domain (e.g., clinical safety or biology) and personal or instrumental knowledge of machine learning. Using Suresh et al.’s work, we are able to investigate how communication can be improved between data scientists and those with specialized knowledge in a respective data domain (SMEs).

3 Interview Study

Our work focuses directly on how communication and presentations can be improved between data scientists and subject matter experts when the end-goal is to use a predictive model. Our interview study was conducted at a large organization with two participant groups: data scientists who regularly build and communicate the performance of predictive models, and subject matter experts who make decisions using these predictive models in their daily domain-specific workflow.

3.1 Goal

The goal of our interview study was to identify and investigate challenges in how data scientists communicate model performance to SMEs...
that could be alleviated through visualization. As virtual environments become increasingly commonplace, slide-based presentations via PowerPoint are a popular mechanism by which data scientists communicate results to SMEs [21]. Therefore, we also wanted to better understand how data science presentations could be more effective across different modalities (e.g., single slide, in-depth slides, interactive notebooks). Our study was also concerned with addressing challenges regarding common language barriers and conflicting vocabulary used between our two participant groups. To achieve this, all participants were shown the exact same slides and questions so we could analyze the differences in responses to the same set of questions. Finally, we considered if any visualization methods were already common and/or helpful when data scientists presented on the performance of their models.

### 3.2 Protocol

We solicited interview participants through email recruitment, and used regression models as a common baseline for the knowledge required in discussing predictive modeling. The use of regression as our model of study was motivated by the 2017–2021 Kaggle Machine Learning & Data Science Survey [1], where regression was marked as the most common ML method used by practitioners. To this end, we chose an interpretable and commonly used predictive model to produce visualization guidelines that could be used broadly by practitioners.

In our email exchange, potential participants were informed that the purpose of the interview was to discuss their experiences interpreting and communicating a regression model’s performance. When soliciting SMEs, we specifically asked for “SMEs who do not build models themselves, but have some experience using a regression model (looking at its predictions, deciding whether to use it, etc.) at some point in their career.” In contrast, when recruiting data scientists, we targeted those that “have worked with, assessed, or communicated previously. In the last scenario, the participants were asked to discuss a real-world regression model they typically see in data science presentations. In the second scenario, participants were asked to discuss a real-world regression model they built, assessed, or communicated previously. In the last scenario, the interviewer elicited recommendations for how communication barriers could be alleviated during data science and SME collaborations.

### 3.3 Study Design

All of our interviews were semi-structured and lasted roughly one hour. Each interview was conducted virtually on Microsoft Teams with audio only. Shortly before each interview, participants were given a copy of the consent form which contained information about the study, its design, and their rights as participants. Each participant verbally consented to the study over a recording and was given an anonymous demographics survey to complete.

Participants were shown a set of prepared slides to walk through three different scenarios of assessing and communicating the performance of a regression model, one question at a time. Regardless of the participant’s organizational role (data scientist or SME), the same questions were given during the interview. The slide deck used in our interviews, as well as all interview questions asked to participants are included as supplementary material.

All three of our interview scenarios began with at least one slide detailing any information required to answer the subsequent questions. In the first scenario, participants were asked what they would need to know about a new, “in-development” regression model before recommending its use in their workplace. During this scenario we also asked participants their preference for presentation style (single slide, in-depth, or interactive), in addition to the types of visuals and information they typically see in data science presentations. In the second scenario, participants were asked to discuss a real-world regression model they built, assessed, or communicated previously. In the last scenario, the interviewer elicited recommendations for how communication barriers could be alleviated during data science and SME collaborations.

### 3.4 Analysis Methodology

#### 3.4.1 Coding

Our coding process followed a top down approach starting with theory-driven codes as described by Braun and Clarke [8]. The process of developing our codebook was guided by literature in qualitative analysis practices [17,22] and visualization studies [8,33]. Our theory-based codes came from prior work studying ML workflows (see Section 2). In particular, we started with a set of codes derived from work by Suresh et al. [57], which includes objectives and tasks distilled from 58 papers across computer science and social sciences on understanding the needs of stakeholders of machine learning.

The first draft of our codebook was developed over a 2 hour working session with all authors. In addition to our theory-based codes, we added codes we considered missing based on our initial observations of the interview data. The remainder of our coding process largely followed the procedure described by Alspaugh et al. [3]. The final iteration of our codebook totaled 48 codes.

In analyzing our interviews, we drew themes from the codes that were (1) mentioned on average the most by both groups, (2) where codes frequently overlapped, and (3) where they most differed. We also considered the entropy of the codes across participants to find codes that were generally used by most participants, rather than being used often but by only one participant. The goal of this process was to perform an unbiased analysis to identify challenges, needs, and opportunities most important to both sides.

#### 3.4.2 Scattertext Computation

In addition to a traditional analysis of code tags between classes, we also performed a discriminative analysis between classes using Scattertext [35]. Scattertext is a tool that specializes in visualizing linguistic variation between document categories to investigate the differences between the language of the two groups. The Scattertext plot

### Table 1: Demographics for our interview study in Section 3

| PID   | Role   | Education | Experience with data science (1-5) | Frequency working with data (1-5) | Frequency working with regression (1-5) | Domain expertise |
|-------|--------|-----------|-----------------------------------|-----------------------------------|----------------------------------------|------------------|
| PID1  | DS     | Doctorate | (3) Familiar                       | (5) All day                        | (3) 1-3x/week                           | -                |
| PID2  | DS     | Doctorate | (3) Expert                         | (4) 1-3x/day                       | (2) 1-3x/month                          | -                |
| PID3  | DS     | Masters   | (4) Expert                         | (4) 1-3x/day                       | (3) 1-3x/week                           | -                |
| PID4  | DS     | Doctorate | (5) Expert                         | (5) All day                        | (3) 1-3x/week                           | -                |
| PID5  | DS     | Masters   | (4) Quite familiar                 | (5) All day                        | (2) 1-3x/month                          | -                |
| PID6  | DS     | Doctorate | (5) Expert                         | (3) 1-3x/week                      | (5) All day                             | -                |
| PID7  | SME    | Masters   | (4) Quite familiar                 | (3) 1-3x/week                      | (2) 1-3x/month                          | Pharmacovigilance|
| PID8  | SME    | Masters   | (3) Familiar                       | (5) All day                        | (3) 1-3x/week                           | Quality Assurance|
| PID9  | SME    | Masters   | (2) Somewhat familiar              | (3) 1-3x/week                      | (1) Never                               | Commercial      |
| PID10 | SME    | Masters   | (3) Familiar                       | (5) All day                        | (2) 1-3x/month                          | Finance          |
| PID12 | SME    | Masters   | (4) Quite familiar                 | (5) All day                        | (3) 1-3x/week                           | Quality Assurance|

Gender: (8) Male, (5) Female; Ages: (1) 18-29, (5) 30-39, (6) 40-49, (1) 50+. Gender: (8) Male, (5) Female; Ages: (1) 18-29, (5) 30-39, (6) 40-49, (1) 50+.
of the processed interview data can be found in Figure 1a. All text from the interviewer, stop words, and punctuation were removed.

Scattertext works for binary classes, treating the x-axis as the ranked frequency of a word within one class, and the y-axis as the ranked frequency of the word in the second class. The diagonal (x = y) area of the chart indicates words that SMEs and data scientists used with similar frequencies. These tend to either be words that are more connected to the interviewing environment, such as "know," and "right," or words that are inherent to the collaboration, such as "models," "data," and "explain." Areas further along the x-axis but at the bottom of the y-axis contain words used more often by SMEs (e.g., "business," "limitations"). The opposite area (further along the y-axis but towards the beginning of the x-axis) demonstrate words used more often by data scientists (e.g., "metrics," "features").

Each term is given a score based on its relative frequency between the two groups. The ‘top’ terms of each class are the highest 10 scoring terms most related to data scientists, and the lowest 10 scoring terms are most related to SMEs. The same score is then used to color each point (representing a word) using a diverging color scale from blue (more related to data scientists), white (related to both), to red (more related to SMEs). The goal of this analysis was to determine if the two groups were emphasizing different aspects of model communication, or using different terminology to describe the same concepts.

4 Findings

In this section, we present our collective findings using a thematic analysis of the differences and similarities for code usage, in addition to our findings from Scattertext (shown in Figure 1d). Our results are split into two high-level themes: (1) observed best practices for communication, and (2) identified sources of friction. We provide additional context for these emergent themes with direct quotations from interview participants. When comparing code usage, we supply the median number of times data scientists and SMEs were tagged, using $M_{DS}$ and $M_{SME}$ respectively. A summary of the frequencies for the 12 codes relevant to the analysis in this section can be seen in Figure 1e, a similar plot containing the frequency distribution for all 48 codes is available in the supplemental material.

4.1 What goes well: Best practices

Sharing details about the data prevents downstream issues. Many SMEs told us they provide data scientists with write-ups on unfamiliar data attributes, acronyms, or vocabulary that come directly from the SME’s data domain. In general, data scientists expressed greater interest than SMEs in the technical details (e.g., distributions) for the data ($M_{DS} = 7$, $M_{SME} = 4$) and how it was preprocessed ($M_{DS} = 3$, $M_{SME} = 0$). We suggest that any transformations, splits, and imputation strategies should be communicated to SMEs, as SMEs have the domain knowledge to know whether these preprocessing steps make sense. SMEs were also highly concerned about the quality of the data ($M_{DS} = 1$, $M_{SME} = 4.5$). PID06 stated that data quality issues may at first glance look like legitimate outliers from a model: “A high number of outliers show up incorrectly… and when you start investigating you identify that it’s because of data related or data quality issues.”

Desire for more in-depth and interactive presentations. When asked about their preferences for presentation style, both data scientists and SMEs told us they would prefer an interactive ($M_{DS} = 1$, $M_{SME} = 1.5$) or in-depth presentation ($M_{DS} = 1$, $M_{SME} = 1$) to a single summary slide ($M_{DS} = 0$, $M_{SME} = 0.5$). 5 out of 6 SMEs stated they would prefer an interactive presentation over a short summary presentation on a model’s performance, citing more comfort with the model: “[Interactive] might get a little bit more buy in… if I’m indeed the end user. I think I probably would have more trust in something I’ve had a chance to play with.” Data scientists initially stipulated little value in an interactive system or presentation of a model’s performance, with the most common reason being that they could instead “play with the model” themselves. However, in 5 out of 6 cases, data scientists changed their mind that an interactive system would in fact help them in deciding whether to use a regression model. They particularly found this option attractive if their job was related to consulting.

Debugging models collaboratively can increase model usage. Many SMEs and data scientists noted that their collaborations are most beneficial when they can have one-on-one working sessions to debug a model and its data together. It was described to us that the data scientist would work on the model “live,” present its outputs, and the SME would make
suggestions for changing the input, e.g., “what if we consider doing this instead?” SMEs also noted that they would benefit from additional collaboration during a model’s deployment, in addition to its lifetime after deployment, to help sustain its use in their workplace.

4.2 What goes wrong: Sources of friction

4.2.1 Overly technical presentations. In general, the SMEs we interviewed expressed that they had felt confused or overwhelmed by data science presentations during previous collaborations. This was largely due to unfamiliar language, metrics, and visualizations used by data scientists. In general, data scientists were much more likely to desire the technical details behind metric use from SMEs ($M_{ds} = 3$, $M_{sme} = 0.5$). The general metric performance code had the greatest difference of median tags across any code, with the median data scientist mentioning them 11 times, while the median SME mentioned them only 3.5 times. ScatterText (Figure 1a) reveals that data scientists were more likely to use words like “features,” “regression,” “metrics,” and “technical.” On the other hand, SMEs used more general terms such as “results,” and “limitations.” This mismatch in language can be intimidating during a presentation, and further the barrier between the two groups. One SME noted to us that she did not always feel comfortable asking questions during a data science presentation: “Data scientists show a regression curve and it’s so normal for them...they don’t always realize that people don’t understand some of the visuals for the models and what they really mean. Sometimes it just goes over your head, and I think the end-user a good chunk of the time would be too embarrassed to say - I don’t get what you’re talking about.”

4.2.2 Unfamiliar vocabulary and mismatched language. We use our results from Scattertext (Figure 1a) to guide an exploration of the differences in language and vocabulary used by participants in the interviews. SMEs used distinctly different terminology from data scientists to describe the same concepts (e.g., data scientists use “features” more often, while SMEs use “variables”). SMEs tended to use “results” holistically to describe the performance, limitations, and weaknesses of the model, while data scientists used much more specific terminology to describe model performance. SMEs used “value” in the traditional sense of the word (e.g., “the model’s value in my workplace”), while data scientists used “value” as a prediction or numerical value – this can lead to confusion across the two groups. Data scientists often used “error” to identify which error SMEs care about, whereas SMEs did not necessarily translate error to the overall goodness of the model.

4.2.3 Lack of illustrative examples for a model’s limitations. SMEs were far more concerned about seeing illustrative use cases and real-life examples of the model’s use. From ScatterText (Figure 1a), SMEs used terms that related to their domain application: “clinical,” “trial,” “patient,” “user,” and “business.” The frequency of these words illustrates that SMEs tend to ground the discussion of a model within their domain. For building trust in a model’s use, SMEs were overall interested in understanding the meaning of the output of the model ($M_{ds} = 2$, $M_{sme} = 3$), how the weighting of features affected the model ($M_{ds} = 0$, $M_{sme} = 3$), and the weaknesses and limitations of the model ($M_{ds} = 1$, $M_{sme} = 3$). When discussing what information they would like to see in a presentation, SMEs were particularly concerned about understanding the limitations of the model: “You know, there is a human being at the end of it [a model’s use]. That’s the reason why I’d want as much information about the model as possible. So if I’m going to make a decision about applying this in the real world, then at least I know exactly what its limitations are before making a decision on something.”

4.2.4 Mismatched criteria for model acceptance. A common pain point brought up was the lack of clarity in what made a model “good” or “acceptable” to SMEs. On one hand, data scientists felt they had satisfied most of (if not all) the criteria that they established with SMEs at the start of their collaboration: “[SMEs] don’t necessarily understand the kind of undertaking you performed [improving a model]. Perhaps for you it was an awesome result of a multi month effort and you never thought you could do it. And then they [SMEs] say, isn’t it still too much [error]?” On the other hand, some SMEs expressed frustration and confusion for why a model was not performing up to their standards when all other criteria seemed to be met: “We constantly need to revisit these kind of discussions to understand the model better...we’ve given them [data scientists] everything they need - variables, all the data points. So why is the model not giving us the [expected] results?”

5 Guidelines for Communicating Model Performance

Based on the analysis of our interviews, we derive a set of guidelines that should be followed by data scientists when presenting a model’s performance to subject matter experts.

The first three guidelines relate to the choice of visualization style when communicating and presenting model performance to SMEs: ‘Some people don’t have experience with visualization outside of BBC infographics.’ I do realize it can be hard for me to remove my data scientist hat and put myself into the role of somebody who’s not looking at a log plot every day (data scientist).

G1: Provide context for performance by annotating plots with stories. Each annotation serves to decode the intended meaning of the visualization, beyond the visualized data and provided legend. By guiding the audience through sensible conclusions on a provided visualization, an SME could more quickly arrive at new conclusions with the same visualization, improving visualization literacy over time. Use [59] for guidance on audience-based AI/ML annotations, and [51] for constructing narratives.

G2: For any chart that communicates a model’s performance, provide a range of comparisons. SMEs found that assessing the results of a predictive model’s performance is easier if it is compared against their current practices, in addition to an interpretable naive baseline model. If possible, an oracle or perfect model can also be used for comparison (or otherwise ground truth).

G3: Visually explain the significance of aggregated metrics. Global metrics such as explained variance or mean absolute error can seem abstract and removed from the use case. Showing metrics in visual context can help ground them; for example, visualizing the enveloping ellipse in a correlation scatterplot can give a proxy for the correlation between predicted and actual values.

The second three guidelines address concerns by both data scientists and SMEs in understanding the caveats, edge cases, outliers, and limitations of the model: “If data scientists said, ‘when you run these models, here is the area where we think you’re going to have the most problems, or the most risk. And here’s the explanation for why we think that’s happening...’ I think upfront and transparent communication about why we should expect those issues is a very big way for us to build trust and confidence in the model” (SME).

G4: Point to outliers in the model’s performance and data space with known or plausible explanations. The source of outliers and anomalies is often dependent on the scenario, therefore, data scientists should point SMEs to known or potential outliers, and include at least reasonable speculations behind their anomalous behavior. Use visualizations that illustrate the biggest errors in model performance, and show the distribution of features to point to potential outliers.

G5: Describe the data used for training and testing a model, and provide examples. The distribution, weighting, correlation, and availability of the data used in the modeling process were notable concerns from both SMEs and data scientists. Many data scientists agreed that SMEs provide essential context for the data domain, ultimately leading to improvements in model performance and transparent communication.

G6: Communicate the limitations, weaknesses, and blind spots of the model when explaining why it should replace the existing solution(s). SMEs want transparent information regarding the limitations of a model with both qualitative and quantitative assessments of those errors or weaknesses. Both SMEs and data scientists noted that they were able to help each other improve a model’s performance once
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the limitation of the model was fully understood, ultimately leading to higher model acceptance.

The last three guidelines address a need for context and comfort identified by SMEs: “You have to make the end-user feel comfortable both in the data scientist’s language, and also that if they don’t understand something they can easily ask, what is this?” (SME).

**G7** - When articulating results, start slow and offer to speed up using visualization as a medium. SMEs suggested that data scientists could spend more time highlighting aspects of their presentation that could be considered “obvious”, in order to establish a common baseline for the language spoken and understood. Using visualization to drive the discussion makes it easier to catch common misunderstandings and ground the discussion.

**G8** - Provide a pre-read document with suitable explanations and illustrations of any models, metrics, or unfamiliar vocabulary. SMEs want the option to go through model information at their own pace. A pre-read document ensures the audience can take the appropriate amount of time they need to familiarize themselves with vocabulary, visualizations, and findings before a data science presentation. Frisch et al. present details for successful pre-reads [21].

**G9** - Tie in use cases for the model by illustrating real-life, objective-driven examples. SMEs need to understand how a model’s performance relates to their end-goals before recommending its use. Illustrative use cases can include individualized examples that showcase how the output or prediction of the model is affected by particular inputs, as well as examples of the model’s predictions being used in real-world applications.

### 6 Validation Study

To validate our proposed guidelines for communicating model performance, we conduct a followup study with SMEs. The study is modeled from related work on the role of visualization in decision-making, as surveyed by Dimara and Stasko [14]. In an effort to recreate a realistic industry scenario, we presented the performance of models and asked participants to make a decision about the models and the conclusion of the presentation. We then asked for feedback on the presentation style and included visualizations.

**6.1 Goals**

Our study had two goals. First, we wanted to understand which guidelines were most helpful and gather feedback on the visualizations that followed our guidelines. Second, we hypothesized that providing more information on model performance would increase confidence in the decision-making process, based on previous findings that communicating uncertainty improved transparency in various decision-making tasks [4, 23, 32, 39].

**6.2 Method**

Approximately six months after the original interview study (Section 3), the six SMEs who participated were contacted for a followup study, with four agree with participating. The validation study was held virtually in a one-on-one one-hour session. Each session began with a reminder of their previous participation in the study, and then proceeded through a set of slides describing two theoretical modeling scenarios. The slides are available as supplemental material, including all visualizations and data tables seen by participants.

**Scenarios**: Scenario 1 and scenario 2 described different datasets with similar modeling goals. In each scenario, participants were asked to listen to a presentation of a regression model’s performance, and decide if they would like to use the new model being presented, or to keep the model already in use. In the first scenario, designed as a control setting, a minimal set of information was given to communicate model performance, based on common techniques described by the data scientists in our interview study, in addition to our review of the related literature. In the second scenario, the experimental setting, the presentation of model results was augmented according to our guidelines, including visualizations.

**Datasets**: For our first scenario, we used the Auto MPG dataset [15] to train a regression model to predict a vehicle’s miles per gallon (MPG). For the second scenario, we used the California housing dataset [34] to train a regression model to predict a house’s cost. All features in the original dataset were used in training our models.

**Models used**: SMEs were told that a KNN [19] model was already in use, and were asked to decide on whether to use an XGB [10] model that had been developed by a data scientist in their organization. In both modeling scenarios, the XGB model had improved performance.

**Prediction tasks**: Each scenario included a task that SMEs were responsible for completing with one of the two models. In scenario one, SMEs were asked to imagine they worked for a car manufacturer who would like to predict the MPG of a vehicle by its specifications before actually building the vehicle. In the second scenario, SMEs were asked to imagine that they worked for a California real estate firm that wanted to predict the value of a property before investing in it. At the end of each scenario, SMEs chose how likely they were to either keep the existing KNN model or switch to the XGB model.

**Evaluation questions**: At the conclusion of both scenarios, participants were asked three evaluation questions: (Q1) Which model would you use for the described prediction task? (Q2) How confident are you in your decision? (Q3) How confident are you in communicating why you have this decision? All three questions were rated on a 7-point Likert Scale. SMEs could respond to Q1 with one of the following ratings: definitely KNN, probably KNN, possibly KNN, not sure, possibly XGB, probably XGB, or definitely XGB. Q1 and its response choices were modeled by Guo et al.’s work on how visualizing uncertainty and alternative predictions can affect decision-making [23]. For Q2 and Q3, SMEs rated their confidence from 1 (strongly unconfident) to 7 (strongly confident). After both scenarios were completed, participants were asked to evaluate each difference in our presentations between the first and second scenario, on a scale from 1 (strongly unhelpful) to 7 (strongly helpful). SMEs gave feedback on which visualizations were most and least helpful on the same 1-7 scale.

**6.3 Presentations**

**First scenario (no guidelines)**: At the start of both presentations, we included a short description of the dataset, the model inputs, and the SME’s prediction task. An example of the input data was provided as well as a table of the first 10 prediction results for the KNN (baseline) and XGB (new) models. Following common practices described by data scientists and SMEs in our interview study, we did not include any visualizations for the first scenario’s presentation. Instead, a table of common regression model metrics (R2, MSE, MAE) were displayed to convey the performance of both models.

**Second scenario (with guidelines)**: Before starting our second scenario, we explained to SMEs that supplementary information would be included about the next scenario. This supplementary info was designed to reflect the guidelines described in Section 3, how each addition maps to guidelines is described in Table 2. In total, there were four differences (D1-D4) incorporated into the presentation of our second scenario. We briefly describe each below:

- **(D1)** An initial slide, encouraging SMEs to stop us at any time to ask clarifying questions.
- **(D2)** A table that defined each feature used for training and testing.
- **(D3)** High-level descriptions of the modeling algorithms and how they differ in deriving their predictions. Definitions for R2, MSE, and MAE were supplied. These definitions included how a lower or higher value for each metric translated to relative performance.
- **(D4)** Several examples of XGB performing worse than KNN, on both instance-levels and visualized regions of data (see below).

Lastly, we used 4 different annotated visualizations to illustrate differences in performance for the two models. Every visualization for XGB included a comparison visualization to the KNN (baseline) model. For each visualization, one or more annotations were included
| Guidelines | How the guidelines are addressed | SME feedback (1-7) on effectiveness |
|------------|----------------------------------|----------------------------------|
| **D1 (G7)** Ask for clarification | Slide instructing participants to ask clarifying questions about data, charts, or any language/vocabulary. | (μ = 5.5) Statement made the presentation feel like "an exchange, instead of an exam." |
| **D2 (G5)** Data descriptions | Table detailing all data attributes used in training, with a short description and/or example for each. | (μ = 6.5) Quickly familiarized SMEs with the data, "otherwise they’re just numbers." |
| **D3 (G8)** Terminology definitions | Comparative explanation for how KNN and XGB make predictions, with definitions for R2, MSE, MAE. | (μ = 6.25) Gave model context: “Without descriptions, KNN vs. XGB could be anything.” |
| **D4 (G6)** Show model weaknesses and (G9) imply how the model would perform against real-life objectives. | Specific examples that illustrate XGB performing worse than KNN, with explanations for why. | (μ = 6.75) Objective-driven examples were cited as the most helpful for decision-making. |
| **V1 (G3)** Visually explain multiple metrics and (G6) see where they perform strongly or poorly. (G2) Compare performance to a baseline and (G4) see annotated examples. | | (μ = 7.0) Easy to interpret the strengths and weaknesses of the two models: “The visual [heatmap] made it easier to draw conclusions, the numbers alone were not as easy to translate what it [the model] means or how you could apply it if you were really using it to estimate the car’s MPG.” |
| **V2 (G3)** Visually explain R2 metric and (G4) discover outliers in prediction error. (G2) Compare performance to a baseline and (G4) see annotated examples. | | (μ = 6.5) Useful for illuminating R2. The bounding ellipse helped discern the difference in precision for the two models, as well as identifying outliers and potential risks: “I found it particularly easy with the ellipse in the middle to gauge where each model was better. I can see visually where the difference was, the outliers.” |
| **V3 (G4)** Discover outliers in prediction error. (G2) Compare performance to a baseline and (G4) see annotated examples. | | (μ = 6.0) Simplest visualization to grasp, helping SMEs see what types of errors the two models had compared to ground truth: “Easy to compare the two side by side, the overall shape gives you an idea of the errors that can come up. It’s just these two bars at the end each time.” |
| **V4 (G3)** Visually explain MAE metric. (G2) Compare performance to a baseline and (G4) see annotated examples. | | (μ = 2.75) Models were not visually distinguishable, making it unclear what finding was being communicated in the chart: “Probably wasn’t as useful in the exercise. But there are probably circumstances where it might be helpful as a differentiating figure.” |

Table 2: Table illustrating our proposed guidelines and visualizations evaluated in the 2nd scenario of our validation study with SMEs (Section 6). Each row represents a presentation element that was shown to SMEs during a PowerPoint presentation of two models’ performance (KNN vs. XGB). The left column is the guidelines that are represented, the middle column describes how the guidelines are addressed, and the right column includes SME feedback for the guidelines. For the visualizations shown in the middle column, the chart on the left depicts KNN and the right depicts XGB. Participants rated the effectiveness of each presentation element on a Likert scale of 1 (very unhelpful) to 7 (very helpful).
to point to specific differences, outliers, and conclusions between the two models. We read the annotations to SMEs during the presentation and asked if they had any follow-up questions. Examples of the 4 visualizations can be seen in Table 2 and were as follows:

- **(V1) Heatmap by error category**: A heatmap that illustrates aggregate errors (y-axis) across a single feature (x-axis), using a distinct color scale for each row. The heatmap allows SMEs to see how different aggregate measures differ across groups and determine if a model’s performance has weaknesses along the selected feature. This is especially important when looking at how a model perform across groups of people, making sure that a model with a slight increase in overall accuracy does not sacrifice performance within a specific group. Attached to the heatmap is a one-dimensional scatterplot showing the distribution of the feature, to allow for viewing individual instances when interpreting aggregate measures.

- **(V2) Correlation scatterplot with confidence ellipse**: A scatterplot with predicted values from the model plotted on the x-axis, and actual values plotted on the y-axis. Behind the plotted points is a 95% confidence interval (or covariance ellipse [50]) that serves as a graphical proxy for the regression metric R^2 [20]. By simultaneously displaying the aggregate metric R^2 along with individual instances in the scatterplot, it provides a visual interpretation for the R^2 metric. In addition, it makes it easy to see outliers in predictions and labels.

- **(V3) Histogram for predicted vs. actuals**: Two one-dimensional histograms, each showing the distributions of a model’s prediction and actual values, respectively. By highlighting the differences in shape of predicted vs. actuals, this visualization makes it easy to see if a model might have biases (i.e. missing the high-range outliers found in the ground truth, or missing one of the modes of the distribution of actual values).

- **(V4) Bar chart with global error**: A bar chart where each bar represents the absolute error of a single instance; bars are sorted by descending error. This chart shows the shape of error by the models, and conveys how it apportions error, whether by apportioning it equally among all instances, or confining it to a few. A red horizontal line is added to represent the mean absolute error, giving more context to the per instance error for the MAE and MSE metrics.

V1 and V3 were used as part of the presentation of examples where the model performed poorly (D4). Any time XGB performed worse than KNN in our examples, we included a short description to explain why we believed XGB was predicting worse than KNN.

### 6.4 Results
First we present the feedback on our differences D1-D4 and visualizations V1-V4. Then, we assess our hypothesis that providing more information about the model performance results in more confidence in decision making. Lastly, we present general qualitative feedback that came out of the experiment.

**Additional context is always helpful.** Participant helpfulness ratings for D1-D4 and visualizations V1-V4 are available in Table 2. In general, all guidelines were considered helpful, which is not surprising on its own: more information is generally always helpful in some way. Ranked by average helpfulness score, D4 (6.75) was most helpful, reflecting our finding that understanding the strengths and weaknesses of a model, as well as seeing objective-driven examples of its predictions, impacts decision-making. It was followed by D2 (6.5) and D3 (6.25), which provide additional context on the raw data, the models, and the metrics. The lowest rated difference D1 (5.5) was split, with two participants rating it as not helpful or unhelpful, and two participants rating it as strongly helpful. In sum, we found that D1-D5 were all either helpful or neutral, and provide some evidence that guidelines G3, G6, G7, G8, and G9 can be partially addressed with these easy-to-implement additions.

**Visualized comparisons that clearly tell a story are preferred to text and numbers.** Visualizations V1 (7.0), V2 (6.5), and V3 (6.0) were all considered helpful, while the bar chart V4 (2.75) was not considered helpful. V1, the heatmap, was strongly helpful for all participants, partly because of its easy interpretation, and partly because it was used to communicate strengths and weaknesses of the model. The scatter plot V2 was found to be useful for understanding the metric R^2, as PID12 noted that the ellipse helped them see the difference in precision for the two models, but it was also helpful for identifying outliers and alerting risks by PID6 and PID7. The histogram V3 was considered the easiest visualization to grasp, and helped participants see what types of errors the two models had. Ratings for the bar chart V4 ranged from neutral to strongly unhelpful, with all participants remarking that the chart did not seem visually distinguishable between the two models, and so it was not clear what the chart was trying to communicate. However, it was noted by PID7 that, for a different scenario, the chart could be helpful if the distribution of errors was very different. This suggests that visualizations are helpful in explaining model metrics, strengths and weaknesses, and outliers; however, they should only be part of a presentation if they are demonstrating a clear narrative.

In general, all participants provided positive feedback on the use of visualizations to communicate model performance, rather than simple text or metrics. Participants pointed out that with visualizations, they had “quick” or “instant” insights into model performance, whereas text or numbers had to be studied. Annotated examples in the visualizations were often recounted by participants as particularly helpful. However, PID9 and PID12 both noted that aside from the instant insights or annotations, they wanted to be able to pore over the visualizations outside of presentations to fully digest all of the information. They supported the usefulness of providing a pre-read document, with PID9 noting: “I’m often someone who doesn’t react to something initially on a screen. . . . And when it’s on the screen and I’m listening to someone present I’m back and forth between listening to the person talking and then looking at the slide. . . . I’m not digesting the visuals.” We believe this also supports the need for more interactive tools, and we discuss this further in Section 7. We conclude that presentations should only include visualizations that tell a clear story, but that a pre-read document should be provided with a more exhaustive collection of visualizations and data, to make sure that the SME is able to ultimately decide for themselves what is relevant and what is not.

**Visualizations encouraged taking a deeper look before their decision.** 3 out of 4 SMEs chose the new in-development model (XGB) in the first scenario, while 4 out of 4 chose XGB in the second scenario (see Table 4). While it is encouraging that one participant switched to the more performant model (XGB), it is more interesting that all 4 SMEs reported less confidence in their decision, and 2 out of 4 reported less confidence in communicating why they had this decision in the second scenario. This does not support the original hypothesis that our participants would have increased confidence in the second scenario.

This feedback mimics previous findings in communicating uncertainty to improve transparency in decision-making. However, it contrasts the findings from Guo et al. that visualizing uncertainty and alternative predictions improved user confidence when making decisions [23]. We believe that choosing to deploy a model may be a different type of decision than measured in previous literature, where the cost of a false negative (deploying a bad model) is very high. PID6 explained their perspective: “[In scenario two] I can weigh each of these different parameters against everything and try to make more calculated risk. But with scenario one, I’m really not sure because I’m...”
just dependent on what limited information is provided and if it clicks, it clicks. If it doesn’t, then I’m going to lose everything.”

PID7 was the only participant who chose the baseline model in the first scenario, but switched to the XGB model in the second scenario based on a better understanding of the weaknesses of XGB using the visualizations and individual examples. They explained how their expertise on the model’s downstream usage might dictate their choice of model: “I might change my answer if you tell me that the problem we’re trying to solve is related to old homes or really high average monthly salaries.” Our findings suggest that the presentation of a model can make the model consumer more confident when there is a clear answer, but also less confident when there are nuances to their decision. We argue that this is the desirable effect: when there is clarity in how a model will be deployed, as PID7 explained, a more nuanced presentation can give confidence. However, when there is less clarity, it’s better to be able to understand where our models perform well and perform poorly, so that risk can be calculated, rather than taking a leap of faith. This finding demonstrates the value of guidelines G4, G5, G6: weaving outliers, strengths, and weaknesses into the model presentation improves the SME’s ability to use their own expertise in their decision-making.

7 DISCUSSION
7.1 Institutional impact: Guidelines in practice
The guidelines presented in this work were developed in collaboration with a large pharmaceutical company. The interviews conducted as part of this work have highlighted not only that multi-disciplinary communication remains a substantial barrier to communication, but also that the effectiveness of collaboration is often over estimated. Additionally, we found that familiarity with advanced visualization techniques varies widely across users and groups, even if they are part of the same organization. This finding has highlighted the benefits gained by slowing the pace of model performance discussions by not just providing time and opportunity for SMEs to ask questions, but by encouraging them to do so.

Our industry partner has already begun to adopt these guidelines in order to address and mitigate the challenges presented in this work. The teams that are changing their reporting strategies are high-performing, multi-disciplinary groups that make regular use of machine learning models to address domain science questions. Although all collaborators have responded positively to these guidelines, it is not possible to implement the entire suite of recommendations simultaneously. After in-depth discussions with SMEs, new visualizations will be introduced slowly to allow users the chance to become fluent in one visualization type at a time. It should be noted that introducing interactivity must be done with care. An initial attempt at providing interactive visualization techniques to the SMEs was initially met with difficulty: the SMEs needed to first adapt to new visualization methods, new interaction techniques, and new data being presented. Only after providing an interactive system that better matched their fluency with visualization techniques was the system adopted and used by the SMEs. Overall, implementation of these guidelines has resulted in a noticeable change in group dynamics: SMEs are more engaged, asking more questions, and are more positive about the collaboration.

7.2 Presentation Modalities
There are many modalities for presenting and communicating model performance. In this paper, we evaluated the use of our visualization guidelines in a PowerPoint presentation, however, SMEs told us in our interview study (Section 2) they would also find value in interactive presentations. Interestingly, when we first brought up an “interactive presentation”, none of the SMEs we interviewed knew precisely what we meant. Once the interviewer explained the capabilities for an interactive system to communicate model performance, SMEs were immediately drawn to the idea that they could test various inputs to outputs themselves. One of the SMEs we interviewed mentioned that during previous model performance presentations, she has found herself wondering “what if we tested another input instead?” However, she felt this line of communication could be disruptive, and did not think it would be possible to see this type of interaction on-demand.

Of course, there is an indisputable trade-off cost to building interactive tools and interfaces for model performance. There is continued research being done to support effective and accessible interaction for web-based tools [55], computational notebooks [62], and visualization tools [53] that are practical for data scientists to use. Adding interaction also introduces costs for the audience (e.g., false discoveries) during a presentation [35]. Further, adding interaction could be overwhelming or ineffective for an audience if they are unfamiliar with common visualization techniques [44] (see Section 7.1). To this end, we suggest introducing interaction only after SMEs show comfort and understanding of the static visualizations we have recommended.

Future work should consider the integration (and effects) of interaction into mainstream data science tools, such as pandas and sklear. Computational notebooks seem to balance interactivity with the costs of building interactive visualization, and are historically popular with data scientists [3]. A few of the data scientists we interviewed mentioned they will design computational notebooks in which inputs to the model can be modified on-demand for SMEs during presentations, certain cells can be collapsed or left open depending on who is being presented to, and so on. As part of our contributions in this work, we designed and deployed an interactive Observable notebook [63] that has a variety of visualizations based on our interview findings.

7.3 Limitations
The requirements gathered during our interview study, in addition to the guidelines evaluated in our validation study, represent only a subset of problems and solutions from professionals collaborating within the same corporation. The scope of our studies is also narrowed to both the high funding received towards AI/ML at this corporation, and the high familiarity of data science by our interview participants. Moreover, our interviewees are highly educated professionals (4 PhD, 8 MS, 1 BS) who are considered experts in their field.

Our interview study did not attempt to quantify whether the challenges faced by our data scientists and SMEs are common across a variety of domains, skill levels, and corporations. In prior literature, studies have been done to understand AI/ML industry practices across a multitude of domains [29], in addition to sectors outside of ‘Big Tech’ [10]. In contrast, our study aims to characterize how model performance is assessed and subject matter experts, we identify common communication bottlenecks that prevent model usage, and suggest visualization guidelines that can alleviate these issues. While we recognize that this limits the generality of our findings, we believe that it was necessary to restrict our data scientists and SMEs to be in the same organization, in order to get both sides of the same story.

Finally, our study is focused on regression model performance communication, as opposed to general AI/ML interpretability. While it is possible that the methods suggested by our framework could be mapped to communicating any predictive model, we did not ask interview participants any questions related to other types of models. Previous work has investigated collaborative workflows on “blackbox” AI models between data scientists and stakeholders (e.g., [45]) to identify common challenges. Future work should be done to assess the validity of, and extend, our guidelines to other AI/ML models as well.

8 CONCLUSION
We present guidelines for communicating regression model performance within a pharmaceutical organization. Based on interviews with both data scientists and subject matter experts, we identify common gaps in communication and suggest broadly applicable solutions for data scientists to use in communicating their results to SMEs. We conduct a validation study to evaluate our guidelines in practice with SMEs. Our results indicate that our guidelines were helpful in producing better understanding of the nuances of model performance, including strengths, weaknesses, and tradeoffs.
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