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Abstract. This paper is devoted to a study of controllability and observability problems for some stochastic coupled linear parabolic systems only by one control and through an observer, respectively. In order to get a null controllability result, the Lebeau-Robbiano technique is adopted. The key point is to prove an observability inequality for certain stochastic coupled backward parabolic system by an iteration, when terminal values belong to a finite dimensional space. Different from deterministic systems, Kalman-type rank conditions for the controllability of stochastic coupled parabolic systems do not hold any more. Meanwhile, based on the Carleman estimates method, an observability inequality and unique continuation property for general stochastic linear coupled parabolic systems through an observer are derived.

1. Introduction. Let $n$ and $m$ be two positive integers. $T > 0$ and $G$ is a nonempty bounded domain in $\mathbb{R}^m$ with a smooth boundary $\Gamma$. Assume that $G_0$ and $G_1$ are two nonempty open subsets of $G$ satisfying $G_1 \subset G_0$. Denote by $\chi_{G_0}$ the characteristic function of $G_0$. Put $Q = G \times (0, T)$ and $\Sigma = \Gamma \times (0, T)$.

Let $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$ be a complete filtered probability space, on which a one-dimensional standard Brownian motion $\{W(t)\}_{t \geq 0}$ is defined, so that $\mathcal{F} = \{\mathcal{F}_t\}_{t \geq 0}$ is the natural filtration generated by $W(\cdot)$, augmented by all $\mathbb{P}$-null sets in $\mathcal{F}$. Let $H$ be a Banach space. Denote by $L^2_F(0, T; H)$ the Banach space consisting of all $H$-valued $\mathcal{F}$-adapted processes $X(\cdot)$ satisfying $\mathbb{E}(\|X(\cdot)\|_{L^2(0, T; H)}^2) < \infty$; by $L^\infty_F(0, T; H)$ the Banach space consisting of all $H$-valued $\mathcal{F}$-adapted bounded processes; and by $L^2_F(\Omega; C([0, T]; H))$ the Banach space consisting of all $H$-valued $\mathcal{F}$-adapted continuous processes $X(\cdot)$ satisfying $\mathbb{E}(|X(\cdot)|^2_{C([0, T]; H)}) < \infty$. Also, for a real-valued matrix $P$, denote by $P^\top$ and $|P|$ its conjugate matrix and determinant, respectively. For a
linear operator $A$, whose domain is dense in a Hilbert space, denote by $A^*$ the conjugate operator of it. In the sequel, $C$ is used to denote a generic positive constant and for simplicity, all zero vectors are denoted by 0.

Consider the following stochastic coupled linear parabolic system:

$$
\begin{align*}
\left\{ \begin{array}{ll}
\frac{dY}{dt} = AY dt + B(t)Y dt + h_0 \chi_{G_0} u dt + D(t) Y dW(t) & \text{in } Q, \\
Y(0) = Y_0 & \text{in } G,
\end{array} \right. \\
\end{align*}
$$

where $u$ is the control variable, $Y = (y_1, y_2, \cdots, y_n)^\top$ is the state variable, $Y_0 = (y_0^1, \cdots, y_0^n)^\top$ is any given initial value and $h_0 = (1, 0, \cdots, 0)^\top$. Then all solution components of the system (1) will be influenced only by one control $u$. Also, $A$ is the following linear operator on $L^2(G)$:

$$
Ay = \sum_{i,j=1}^m (a_{ij}y_{x_i})x_j, \quad \forall \ y \in \mathcal{D}(A) = H^1_0(G) \cap H^2(G),
$$

Moreover, the coupling coefficients matrices $B(\cdot)$ and $D(\cdot)$ are as follows:

$$
\begin{align*}
B(t) &= \begin{pmatrix}
b_{11}(t) & b_{12}(t) & \cdots & b_{1n}(t) \\
b_{21}(t) & b_{22}(t) & \cdots & b_{2n}(t) \\
\vdots & \vdots & \ddots & \vdots \\
b_{n1}(t) & b_{n2}(t) & \cdots & b_{nn}(t)
\end{pmatrix}, \\
D(t) &= \begin{pmatrix}
d_{11}(t) & d_{12}(t) & \cdots & d_{1n}(t) \\
d_{21}(t) & d_{22}(t) & \cdots & d_{2n}(t) \\
\vdots & \vdots & \ddots & \vdots \\
d_{n1}(t) & d_{n2}(t) & \cdots & d_{nn}(t)
\end{pmatrix},
\end{align*}
$$

where $b_{ij}(\cdot), d_{ij}(\cdot) \in L^\infty(0, T)$, $i, j = 1, \cdots, n$.

In order to get the null controllability of the system (1), assume that there exist a subinterval $[t_1, t_2]$ of $[0, T]$ and positive constant $d_0$, so that the following conditions hold for $t \in (t_1, t_2)$:

(H$_1$) $b_{i, i-1}(t) \geq d_0$ or $b_{i, i-1}(t) \leq -d_0$ ($i = 2, \cdots, n$);

(H$_2$) $b_{ij}(t) = 0$ ($i, j = 1, \cdots, n$; $i > j + 1$);

(H$_3$) and $d_{ij}(t) = 0$ ($i > j$).

For example, when $n = 3$, (1) is a system governed by three stochastic parabolic equations. The above assumptions (H$_1$)-(H$_3$) become that for $t \in (t_1, t_2)$,

$$
\begin{align*}
B(t) &= \begin{pmatrix}
b_{11}(t) & b_{12}(t) & b_{13}(t) \\
b_{21}(t) & b_{22}(t) & b_{23}(t) \\
0 & b_{32}(t) & b_{33}(t)
\end{pmatrix}, \\
D(t) &= \begin{pmatrix}
d_{11}(t) & d_{12}(t) & d_{13}(t) \\
0 & d_{22}(t) & d_{23}(t) \\
0 & 0 & d_{33}(t)
\end{pmatrix},
\end{align*}
$$

where $b_{23}(t), b_{32}(t) \geq d_0$ or $b_{21}(t), b_{31}(t) \leq -d_0$, for a positive constant $d_0$.

The first result of this paper is stated as follows.

**Theorem 1.1.** Suppose that the conditions (H$_1$)-(H$_3$) hold. Then for any $T > 0$, the system (1) is null controllable at the time $T$, i.e., for any $Y_0 \in (L^2(G))^n$, there is a control $u \in L^2(0; T; L^2(G))$ satisfying $\text{supp} u \subseteq G_0 \times [0, T]$, so that the
corresponding solution $Y \in (L^2_\mathbb{F}(\Omega; C([0,T]; L^2(G))))^n$ of (1) satisfies that $Y(T) = 0$ in $G$, $\mathbb{P}$-a.s. Moreover,

$$|u|_{L^2(0,T; L^2(G))} \leq C|Y_0|_{(L^2(G))^n}.$$  

Remark 1. If one of the conditions (H1)-(H3) does not hold, the null controllability result in Theorem 1.1 may be untrue. In fact, some counterexamples on (H1) and (H3) were given in [11] for the case of $n = 2$. In section 3, an example on the assumption (H2) will be presented for $n = 3$.

Based on the result of Theorem 1.1, consider the following stochastic coupled linear parabolic system:

$$\begin{cases}
    dY = AY dt + BY dt + h \chi_{G_0} u dt + D(t)Y dW(t) & \text{in } Q, \\
    Y = 0 & \text{on } \Sigma, \\
    Y(0) = Y_0 & \text{in } G,
\end{cases}
$$

where $h \in \mathbb{R}^n$ is a given vector and $B$ is constant.

Set $N = (h Bh \cdots B^{n-1}h)$. Then similar to [1], one can get the following controllability result for (3).

Corollary 1. If $\text{rank} N = n$ and $N^{-1}D(t)N$ is an upper triangular matrix on a subinterval $(t_1, t_2)$ of $(0, T)$, $\mathbb{P}$-a.s., the system (3) is null controllable.

Remark 2. Notice that in [1], a Kalman-type rank condition is given for assessing the null controllability of deterministic coupled linear parabolic systems. Especially, when $D(t) \equiv 0$ and (3) degenerates to a deterministic parabolic system, its null controllability is equivalent to $\text{rank} N = n$. However, by Example 3 in [11] and section 3 of this paper, the null controllability of stochastic coupled parabolic systems is not robust with respect to small perturbations of some coefficients. Therefore, one cannot get an equivalent Kalman rank condition for the controllability of stochastic coupled parabolic systems, different from deterministic systems.

Remark 3. The stochastic coupled linear parabolic system (1) in Theorem 1.1 is very special. In each equation of it, the elliptic operators of principal parts are the same. Also, the coefficients in principal operators depend only on the spatial variable, while those in the lower order terms are independent of it. Moreover, the system has no first order operators with respect to the spatial variable. These restrictions are technical. However, how to remove them is still an open problem and remains to be done.

Remark 4. When the first equation in the system (1) becomes

$$dY = AY dt + B(t)Y dt + h_0 \chi_{G_0} u dt + [D(t)Y + D_2(t)u] dW(t),$$

where $D_2(\cdot) \in L^\infty(0,T; \mathbb{R}^n)$, the controllability of the associated coupled system seems difficult and remains to be done. This is because we do not know how to prove the following estimate for any solution $(Z, \tilde{Z})$ of the system (7) on $Q$:

$$|Z(0)|^2_{(L^2(G))^n} \leq CE \int_Q |h_0 \chi_{G_0} Z + D_2^T(t)\tilde{Z}|^2 dx dt, \forall Z(T) \in L^2(\Omega, \mathcal{F}_T, \mathbb{P}; (L^2(G))^n).$$
On the other hand, consider the following general linear coupled stochastic parabolic system:

\[
\begin{cases}
  dY = \bar{A}(t)Y dt + \bar{B}(x,t)Y dt + \bar{D}(x,t)Y dW(t) & \text{in } Q, \\
  Y = 0 & \text{on } \Sigma, \\
  Y(0) = Y_0 & \text{in } G,
\end{cases}
\]

where the operator \( \bar{A}(t) \) is as follows: \( \forall \bar{Y} = (\bar{y}_1, \cdots, \bar{y}_n)^\top \in (H^1_0(G) \cap H^2(G))^n, \)

\[
\bar{A}(t)\bar{Y} = \begin{pmatrix}
  - \sum_{i,j=1}^{m} (\hat{a}^1_{ij}\bar{y}_{1,x_i})_{x_j} & 0 & \cdots & 0 \\
  0 & - \sum_{i,j=1}^{m} (\hat{a}^2_{ij}\bar{y}_{2,x_i})_{x_j} & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \cdots & - \sum_{i,j=1}^{m} (\hat{a}^n_{ij}\bar{y}_{n,x_i})_{x_j}
\end{pmatrix}.
\]

Here \( \hat{a}^k_{ij} \in L^\infty_\mathbb{P}(\Omega; C^1([0,T]; W^1,\infty(G))) \) \( (i,j = 1, \cdots, m; k = 1, \cdots, n) \) satisfy the conditions:

1' \( \hat{a}^k_{ij}(x,t) = \hat{a}^k_{ji}(x,t), \quad \forall (x,t) \in \bar{Q}; \)

2' for any \( \varepsilon > 0, \) there exists a positive constant \( \delta, \) so that

\[
|\hat{a}^k_{ij}(\omega,x_1,t) - \hat{a}^k_{ij}(\omega,x_2,t)| \leq \varepsilon, \quad \forall t \in [0,T], \ x_1, x_2 \in \bar{G}: |x_1 - x_2| \leq \delta, \mathbb{P}\text{-a.s.};
\]

3' and there exists a positive constant \( \rho_1, \) so that for any \( k = 1, \cdots, n, \)

\[
\sum_{i,j=1}^{m} \hat{a}^k_{ij}(\omega,x,t)\zeta_i\zeta_j \geq \rho_1|\zeta|^2, \quad \forall (\omega,x,t,\zeta) = (\omega,x,t,\zeta_1,\cdots,\zeta_m) \in \Omega \times \bar{Q} \times \mathbb{R}^m.
\]

Also, the coefficients matrices \( \bar{B}(\cdot) \) and \( \bar{D}(\cdot) \) are as follows:

\[
\bar{B}(\cdot) = \begin{pmatrix}
  \bar{b}_{11}(\cdot) & \bar{b}_{12}(\cdot) & \cdots & \bar{b}_{1n}(\cdot) \\
  \bar{b}_{21}(\cdot) & \bar{b}_{22}(\cdot) & \cdots & \bar{b}_{2n}(\cdot) \\
  \vdots & \vdots & \ddots & \vdots \\
  \bar{b}_{n1}(\cdot) & \bar{b}_{n2}(\cdot) & \cdots & \bar{b}_{nn}(\cdot)
\end{pmatrix}, \quad \bar{D}(\cdot) = \begin{pmatrix}
  \bar{d}_{11}(\cdot) & \bar{d}_{12}(\cdot) & \cdots & \bar{d}_{1n}(\cdot) \\
  \bar{d}_{21}(\cdot) & \bar{d}_{22}(\cdot) & \cdots & \bar{d}_{2n}(\cdot) \\
  \vdots & \vdots & \ddots & \vdots \\
  \bar{d}_{n1}(\cdot) & \bar{d}_{n2}(\cdot) & \cdots & \bar{d}_{nn}(\cdot)
\end{pmatrix},
\]

where \( \bar{b}_{ij}(\cdot), \bar{d}_{ij}(\cdot) \in L^\infty_{\mathbb{P}}(0,T; L^\infty(G)) \) \( (i,j = 1, \cdots, n). \) Then by [8] and [15], for any \( Y_0 \in (L^2(G))^n, \) (4) admits a unique solution in the class of

\[
Y \in \left( L^2_{\mathbb{P}}(\Omega; C([0,T]; L^2(G))) \right)^n \cap L^2_{\mathbb{P}}(0,T; H^1_0(G)).
\]

In order to study the observability of general linear coupled stochastic parabolic system (4), assume that there exist a nonempty open subset \( G_\ast \) of \( G_0 \) and positive constant \( b_0, \) so that the following conditions hold for \( (x,t) \in G_\ast \times (0,T): \)

1' \( \bar{b}_i(x,t) \geq b_0 \) or \( \bar{b}_i(x,t) \leq -b_0 \) \( (i = 2, \cdots, n); \)

2' \( \bar{b}_i(x,t) = 0 \) \( (i,j = 1, \cdots, n, i > j + 1) \) and \( \bar{d}_i(x,t) = 0 \) \( (i > j); \)

The other main result of this paper is stated as follows.

**Theorem 1.2.** If the conditions (P1)-(P2) hold, then there exists a positive constant \( C, \) so that any solution \( Y = (y_1, \cdots, y_n)^\top \in \left( L^2_{\mathbb{P}}(\Omega; C([0,T]; L^2(G))) \right)^n \) of (4)
satisfies that for any \( Y_0 \in (L^2(G))^n \),
\[
E \int_G |Y(x,T)|^2 dx = \sum_{i=1}^n E \int_G |y_i(x,T)|^2 dx \leq C E \int_0^T \int_{G_0} y_n^2(x,t) dx dt. \tag{5}
\]

In addition, the following unique continuation property holds:

\[
\text{if } y_n = 0 \text{ in } G_0 \times (0,T), \quad \text{then } Y \equiv 0 \text{ in } Q. \tag{6}
\]

The above observability results mean that under the assumptions \((P_1)-(P_2)\), the information on a component \( y_n \) of \( Y \) in a local domain \( G_0 \) can determine the whole information of solution vector \( Y \) uniquely.

**Remark 5.** Similar to Example 1 in [11], it is easy to show that if the assumption \((P_1)\) does not hold, Theorem 1.2 may be untrue. However, the assumption \((P_2)\) seems only technical.

**Remark 6.** The result of Theorem 1.2 can be generalized to the following more general linear coupled stochastic parabolic systems with first order operators with respect to the spatial variable:

\[
dY = \tilde{A}(t)Y dt + [\tilde{B}(x,t)Y + M(x,t) \cdot \nabla Y] dt + \tilde{D}(x,t)Y dW(t),
\]

where \( M = (M_{ij})_{1 \leq i,j \leq n} \) and \( M_{ij} \in L_2^\infty(0,T; (L_\infty(G))^n) \). Similar to arguments in [7], \( M_{ij} \) are required to satisfy the same condition \((P_2)\) as \( \tilde{d}_{ij} \).

Up to now, there have been numerous works addressing controllability and observability problems of deterministic parabolic equations/systems (see, e.g., [2], [4], [5], [6], [17], [18], [19], and the references therein). However, very little is known about the controllability and observability of stochastic parabolic equations/systems. Let us recall some known results in this respect. In [3], [14] and [16], the controllability and observability for some forward and backward stochastic parabolic (single) equations were studied, respectively. In [11], the controllability of some coupled systems governed by two stochastic parabolic equations (the special case of \( n = 2 \) in Theorem 1.1) was considered. Hence, only the assumptions \((H_1)\) and \((H_3)\) in the controllability results of [11] were involved. In this paper, we generalize the null controllability result in [11] to more general case for any integer \( n \geq 2 \). The key point is to choose suitable weight functions in the proof of an observability inequality for some backward stochastic coupled parabolic systems (Proposition 1) by an iteration method. Also, further explanations on the necessity of \((H_2)\) are given in section 3 for \( n = 3 \). On the other hand, in [10], a null controllability result for some coupled systems by two backward stochastic parabolic equations by one control was obtained. By a duality technique, this is indeed a special case of Theorem 1.2 for \( n = 2 \), since the controllability result in [10] is equivalent to the observability for a coupled system of two forward stochastic parabolic equations through only one observer. Compared to the known results in [10], the coupling appears not only in drift terms, but also in diffusion terms in our paper. Also, the requirement for regularity on coefficients of principal parts may be relaxed to \( W^{1,\infty}(G) \), while the coefficients in diffusion terms are required to be in \( L^\infty(G) \), rather than \( W^{1,\infty}(G) \) in [10].

The rest of this paper is organized as follows. In section 2, an observability inequality for some coupled backward stochastic parabolic systems is derived, when terminal values are in a finite dimensional space. Section 3 is devoted to proving the controllability result in Theorem 1.1, based on the Lebeau-Robbiano technique.
Also, some examples on the assumptions are given. In section 4, the observability result in Theorem 1.2 is derived by the Carleman estimates method.

2. An observability inequality in finite dimensional spaces. This section is devoted to establishing an observability inequality for some coupled backward stochastic parabolic systems, based on the Lebeau-Robbiano inequality. To this aim, for the operator $A$ defined in (2), denote by $\{\lambda_i\}_{i=1}^{\infty}$ and $\{e_i\}_{i=1}^{\infty}$ eigenvalues and the corresponding eigenfunctions of $-A$, respectively. Also, $|a_i|_{L^2(G)} = 1$, for $i = 1, 2, \cdots$. For any positive integer $k$, set $X_k = \text{span}\{e_1, e_2, \cdots, e_k\}$ and denote by $P_k$ the orthogonal projection from $L^2(G)$ to $X_k$. By [9] and [13], one has the following Lebeau-Robbiano inequality.

**Lemma 2.1.** For any nonempty open subset $G_0$ of $G$, there exists a positive constant $C$, such that for any positive integer $k$ and complex numbers $a_i$ ($i = 1, 2, \cdots, k$), it holds that

$$\sum_{i=1}^{k} |a_i|^2 \leq Ce^{C\sqrt{k}} \int_{G_0} \left| \sum_{i=1}^{k} a_i e_i(x) \right|^2 dx.$$  

Consider the following coupled backward stochastic parabolic system:

$$\begin{cases}
dZ = -AZdt - B^\top(t)Zdt - D^\top(t)\tilde{Z}dt + \tilde{Z}dW(t) & \text{in } Q_1 = G \times (t_1, t_2), \\
Z = 0 & \text{on } \Sigma_1 = \partial G \times (t_1, t_2), \\
Z(t_2) = Z_{t_2} & \text{in } G,
\end{cases}$$

where $A, B(\cdot)$ and $D(\cdot)$ are those given in (1), $(t_1, t_2)$ is the interval in the assumptions $(H_1)$-$(H_3)$, and $Z_{t_2} \in L^2(\Omega, \mathcal{F}_{t_2}, \mathbb{P}; (X_k)^n)$. Also, define

$$\tau = 1 + 2n \sum_{i,j=1}^{n} (|b_{ij}|_{L_p^\infty(0,T)} + |d_{ij}|_{L_p^\infty(0,T)})^2.$$  

Then one has the following observability result for (7).

**Proposition 1.** Assume that $(H_1)$-$(H_3)$ hold. Then there exists a positive constant $C$, independent of $t_1$ and $t_2$, such that for any positive integer $k$ and $Z_{t_2} \in L^2(\Omega, \mathcal{F}_{t_2}, \mathbb{P}; (X_k)^n)$, the corresponding solution $(Z, \tilde{Z}) = (z_1, \cdots, z_n, \tilde{z}_1, \cdots, \tilde{z}_n)^\top$ of (7) satisfies

$$\mathbb{E}[Z(t_1)^2_{(L^2(G))}^n] \leq Ce^{C\sqrt{k}} \int_{0}^{t_2} \int_{G_0} z_i^2(x, t) dx dt.$$  

**Proof.** The whole proof is divided into five parts.

**Step 1.** First, for any $Z_{t_2} = (z_{1,t_2}, \cdots, z_{n,t_2})^\top \in L^2(\Omega, \mathcal{F}_{t_2}, \mathbb{P}; (X_k)^n)$, set $z_{i,t_2} = \sum_{j=1}^{k} z_{i,j,t_2} e_j(x)$ ($i = 1, \cdots, n$), where $z_{i,j,t_2}$ are $\mathcal{F}_{t_2}$-measurable random variables. Then the corresponding solution $(Z, \tilde{Z}) = (z_1, \cdots, z_n, \tilde{z}_1, \cdots, \tilde{z}_n)^\top$ of the system (7) can be represented as follows:

$$z_i(x, t) = \sum_{j=1}^{k} z_{i,j}(t) e_j(x) \quad \text{and} \quad \tilde{z}_i(x, t) = \sum_{j=1}^{k} \tilde{z}_{i,j}(t) e_j(x), \quad \text{for } i = 1, \cdots, n,$$

where $z_{i,j}(\cdot) \in L^2(\Omega; C([t_1, t_2]))$ and $\tilde{z}_{i,j}(\cdot) \in L^2([t_1, t_2])$. For any $j = 1, \cdots, k$, write

$$Z_j(t) = (z_{j,1}(t), z_{j,2}(t), \cdots, z_{j,k}(t))^\top \quad \text{and} \quad \tilde{Z}_j(t) = (\tilde{z}_{j,1}(t), \tilde{z}_{j,2}(t), \cdots, \tilde{z}_{j,k}(t))^\top.$$
Then
\[
\begin{cases}
  dZ_j = [\lambda_j Z_j - B^T(t) Z_j - D^T(t) \dot{Z}_j] dt + \dot{Z}_j dW(t) \text{ in } (t_1, t_2), \\
  Z_j(t_2) = (z_{j,1}^{i_1}, z_{j,2}^{i_2}, \ldots, z_{j,i_2}^{i_2})^T.
\end{cases}
\]

For the first component \(z_1\) of \((Z, \dot{Z})\), by Lemma 2.1, it holds that
\[
\int_G z_1^2(x_1,t) dx \leq C e^{C \sqrt{\lambda_k}} \int_G z_1^2(x_1,t) dx, \text{ a.e. } (t, \omega) \in (t_1, t_2) \times \Omega. \tag{9}
\]

**Step 2.** We give a weighted energy estimate on the solution component \(z_n\). First, for the component \(z_i\) \((i = 1, \ldots, n)\) of \(Z\), by Itô's formula, \(d(e^{\tau z_i^2}) = \tau e^{\tau z_i^2} dt + 2e^{\tau z_i} dZ_i + e^{\tau}(dZ_i)^2\). For any \(t \in (t_1, t_2)\), by (7), it follows that
\[
e^{\tau t} E \int_G z_i^2(x, t) dx - e^{\tau t_1} E \int_G z_i^2(x, t_1) dx
\]
\[
= E \int_{t_1}^t e^{\tau s} \left\{ \sum_{i,j=1}^n a_{i,j} z_i z_j - b_i z_i^2 - d_i \dot{z}_i \right\} dx ds
\]
\[
= 2E \int_{t_1}^t e^{\tau s} \left\{ \sum_{i,j=1}^n \lambda_i z_i^2 \right\} dx ds + E \int_{t_1}^t \int_G e^{\tau s} \left[ 2z_i b_i z_i + \tau z_i^2 \right] dx ds
\]
\[
\geq 2\lambda_i E \int_{t_1}^t e^{\tau s} \sum_{i=1}^n \lambda_i z_i^2 dx ds + \tau E \int_{t_1}^t \int_G e^{\tau s} \sum_{i=1}^n z_i^2 dx ds
\]
\[
\geq E \int_{t_1}^t \int_G e^{\tau s} \left( \sum_{i,j=1}^n |b_{ij}| z_i^2 + \sum_{i=1}^n |b_{ij}| z_i^2 + n \sum_{j=1}^n |d_{ij}|^2 z_i^2 + \frac{1}{n} \sum_{j=1}^n \sum_{j=1}^n \sum_{i=1}^n |d_{ij}|^2 z_i^2 \right) dx ds.
\]

Summing the above inequalities with respect to \(i\) from 1 to \(n\), by the definition of \(\tau\), one gets that
\[
\sum_{i=1}^n e^{\tau t} E \int_G z_i^2(x, t) dx - \sum_{i=1}^n e^{\tau t_1} E \int_G z_i^2(x, t_1) dx
\]
\[
\geq 2\lambda_i E \int_{t_1}^t e^{\tau s} \sum_{i=1}^n z_i^2 dx ds + \tau E \int_{t_1}^t \int_G e^{\tau s} \sum_{i=1}^n z_i^2 dx ds
\]
\[
- E \int_{t_1}^t \int_G e^{\tau s} \left( \sum_{i,j=1}^n |b_{ij}| z_i^2 + \sum_{i=1}^n |b_{ij}| z_i^2 + n \sum_{j=1}^n |d_{ij}|^2 z_i^2 + \frac{1}{n} \sum_{j=1}^n \sum_{j=1}^n \sum_{i=1}^n |d_{ij}|^2 z_i^2 \right) dx ds \geq 0.
\]

This implies that
\[
\sum_{i=1}^n E \int_G z_i^2(x_1, t) dx \leq e^{\tau(t_2 - t_1)} \sum_{i=1}^n E \int_G z_i^2(x_1, t) dx, \quad \forall t \in [t_1, t_2]. \tag{10}
\]

Next, without loss of generality, assume that \(T < 1\), and \(b_{i,i-1}(t) \geq d_0\) \((i = 2, \ldots, n)\) in the assumption (H1). Also, introduce a function \(\xi(t) = (t-t_1)^{n(t_2-t)}\) on \((t_1, t_2)\). Then, it is easy to find that \(0 \leq \xi(t) \leq 1\) in \((t_1, t_2)\),
\[
\xi(t_1) = \xi(t_2) = \cdots = \xi^{(n-1)}(t_1) = \xi^{(n-1)}(t_2) = 0 \quad \text{and} \quad \left| \frac{\xi_t}{\xi} \right| \leq 2n.
\]
By Itô’s formula, and the \((n-1)\)-th and \(n\)-th equations in (7) \((n \geq 2)\), it holds
\[
\begin{align*}
d(\xi^{-1}z_{n-1}z_n) &= (n-1)\xi^{-2}\xi t z_{n-1}z_n dt + \xi^{-1}z_{n-1}dz_n + \xi^{-1}s_{n-1}d\xi z_{n-1}d\xi_n \\
&= (n-1)\xi^{-2}\xi t z_{n-1}z_n dt \\
&+ \xi^{-1}z_{n-1} \left[ -\sum_{\nu', j'=1} (a_{\nu', j'}z_{n-1, x_{\nu'}})_{x_{\nu'}} - b_{1n}z_1 - b_{2n}z_2 - \cdots - b_{n-1}z_{n-1} \\
&- b_{nn}z_n - d_{1n}z_1 - d_{2n}z_2 - \cdots - d_{nn}z_n \right] dt + \xi^{-1}z_{n-1}z_n dW(t) \\
&+ \xi^{-1}z_n \left[ -\sum_{\nu', j'=1} (a_{\nu', j'}z_{n-1, x_{\nu'}})_{x_{\nu'}} - b_{1n}z_1 - \cdots - b_{n-1}z_{n-1} \\
&- b_{nn}z_n - d_{1n}z_1 - \cdots - d_{n-1}z_{n-1} - d_{nn}z_n \right] dt \\
&+ \xi^{-1}z_{n-1}z_n dW(t) + \xi^{-1}d_{n-1}z_n dt.
\end{align*}
\]
By the assumptions (H₂) and (H₃), the above equality implies that
\[
\begin{align*}
\mathbb{E} \int_{Q_t} b_{n-1}^2 \xi^{-1}z_n^2 d\xi \int_{Q_t} E \left[ \xi^{-1}z_{n-1}z_n dz_n \right] dt \\
&= (n-1)\mathbb{E} \int_{Q_t} \xi^{-2}\xi t z_{n-1}z_n dz_n dt \\
&- \mathbb{E} \int_{Q_t} \left[ \xi^{-1}z_{n-1} \sum_{\nu', j'=1} (a_{\nu', j'}z_{n-1, x_{\nu'}})_{x_{\nu'}} \right] dz_n dt \\
&+ \mathbb{E} \int_{Q_t} \xi^{-1}z_{n-1} \left( -b_{1n}z_1 - \cdots - b_{nn}z_n - d_{1n}z_1 - \cdots - d_{nn}z_n \right) dz_n dt \\
&+ \mathbb{E} \int_{Q_t} \xi^{-1}z_n \left( -b_{1n}z_1 - \cdots - b_{n-1}z_{n-1} - d_{1n}z_1 - \cdots - d_{nn}z_n \right) dz_n dt \\
&- \mathbb{E} \int_{Q_t} \left[ \xi^{-1}z_{n-1} \sum_{\nu', j'=1} (a_{\nu', j'}z_{n-1, x_{\nu'}})_{x_{\nu'}} \right] dz_n dt.
\end{align*}
\]
Also, by Hölder’s inequality, we find that for any \(\varepsilon > 0\),
\[
\begin{align*}
\mathbb{E} \int_{Q_t} \xi^{-2}\xi t z_{n-1}z_n dx dt &= \mathbb{E} \int_{Q_t} \xi^{-1} \frac{1}{\xi} z_{n-1}z_n dx dt \\
&\leq \varepsilon \mathbb{E} \int_{Q_t} \xi^{-1}z_n^2 dx dt + C \mathbb{E} \int_{Q_t} \xi^{-2}z_n^2 dx dt;
\end{align*}
\]
\[
\begin{align*}
\mathbb{E} \int_{Q_t} \xi^{-1}z_{n-1}z_n dx dt &\leq \varepsilon \mathbb{E} \int_{Q_t} \xi^{2n-1}z_n^2 dx dt + C \mathbb{E} \int_{Q_t} \xi^{2n-2}z_n^2 dx dt;
\end{align*}
\]
\[
\begin{align*}
\mathbb{E} \int_{Q_t} \xi^{-1}z_{n-1}z_n dx dt &\leq C \mathbb{E} \int_{Q_t} \xi^{-2}z_n^2 dx dt + \varepsilon \mathbb{E} \int_{Q_t} \xi^{2n-1}z_n^2 dx dt;
\end{align*}
\]
and
\[
-\mathbb{E} \int_{Q_t} \left[ \xi^{-1}z_{n-1} \sum_{\nu', j'=1} (a_{\nu', j'}z_{n-1, x_{\nu'}})_{x_{\nu'}} \right] dz_n dt + \mathbb{E} \int_{Q_t} \xi^{-1}z_n \left[ \sum_{\nu', j'=1} (a_{\nu', j'}z_{n-1, x_{\nu'}})_{x_{\nu'}} \right] dz_n dt.
\]
By Hölder’s inequality again, for any $H$, hence, by the assumption (H), together with the above inequalities, indicates

$$\mathbb{E} \int_{Q_1} b_n z_n^2 \, dx \, dt$$

$$\leq \varepsilon \mathbb{E} \int_{Q_1} \xi^{n-1} z_n^2 \, dx \, dt + \varepsilon \mathbb{E} \int_{Q_1} \xi^{2n-3} \zeta_n^2 \, dx \, dt$$

$$+ C \sum_{j=1}^{n-1} \mathbb{E} \int_{Q_1} (\xi^{j-1} z_j^2 + \xi^{2j-2} z_j^2) \, dx \, dt$$

$$+ \varepsilon \mathbb{E} \int_{t_1}^{t_2} \xi^{2n-3} \sum_{j=1}^{k} \lambda_j (z_j^*)^2 (t) \, dt + C \mathbb{E} \int_{t_1}^{t_2} \xi^{2n-3} \sum_{j=1}^{k} \lambda_j (z_j^{n-1})^2 (t) \, dt.$$  \tag{12}

Hence, by the assumption $(H_1)$, it follows that

$$\mathbb{E} \int_{Q_1} \xi^{n-1} z_n^2 \, dx \, dt$$

$$\leq \varepsilon \mathbb{E} \int_{Q_1} \xi^{2n-3} \zeta_n^2 \, dx \, dt + C \sum_{j=1}^{n-1} \mathbb{E} \int_{Q_1} (\xi^{j-1} z_j^2 + \xi^{2j-2} z_j^2) \, dx \, dt$$

$$+ \varepsilon \mathbb{E} \int_{t_1}^{t_2} \xi^{2n-3} \sum_{j=1}^{k} \lambda_j (z_j^*)^2 (t) \, dt + C \mathbb{E} \int_{t_1}^{t_2} \xi^{2n-3} \sum_{j=1}^{k} \lambda_j (z_j^{n-1})^2 (t) \, dt.$$ \tag{13}

Further, we give an estimate on $\mathbb{E} \int_{Q_1} \xi^{2n-3} \zeta_n^2 \, dx \, dt$. By Itô’s formula,

$$d(\xi^{2n-3} \zeta_n^2) = 2n-1 \xi^{2n-3} \xi_t z_n^2 \, dt + 2 \xi^{2n-3} \xi_t z_n \xi_t dW(t) + \xi^{2n-3} (dz_n)^2$$

$$= 2n-1 \xi^{2n-3} \xi_t z_n^2 \, dt + 2 \xi^{2n-3} \xi_t z_n \left[ - \sum_{i,j=1}^{m} (a_{ij} z_{n,x_i} x_j) + b_n z_1 + \cdots - b_n z_n \right] \, dt + 2 \xi^{2n-3} \xi_t z_n dW(t) + \xi^{2n-3} (dz_n)^2.$$  \tag{14}

By Hölder’s inequality again, for any $\varepsilon > 0$, it holds that

$$\mathbb{E} \int_{Q_1} \xi^{2n-3} \zeta_n^2 \, dx \, dt$$

$$= - \frac{2n-1}{2} \mathbb{E} \int_{Q_1} \xi^{n-\frac{3}{2}} \frac{\xi_t}{\xi} \zeta_n^2 \, dx \, dt - 2 \mathbb{E} \int_{t_1}^{t_2} \xi^{2n-3} \sum_{j=1}^{k} \lambda_j (z_j^*)^2 (t) \, dt$$

$$+ 2 \mathbb{E} \int_{Q_1} \xi^{2n-3} \xi_t (b_1 z_1 + \cdots + b_n z_n) \, dx \, dt.$$  \tag{15}
Hence,
\[
E \int_{Q_1} \xi^{2n-1} z_n^2 dx dt \\
\leq C \sum_{j=1}^{n} E \int_{Q_1} \xi^{j-1} z_j^2 dx dt + C \sum_{j=1}^{n-1} E \int_{Q_1} \xi^{j-1} z_j^2 dx dt + \varepsilon E \int_{Q_1} \xi^{2n-1} z_n^2 dx dt \\
-2E \int_{t_1}^{t_2} \xi^{2n-1} \sum_{j=1}^{k} \lambda_j [z_j^2(t)]^2 dt.
\]
This implies that
\[
E \int_{Q_1} \xi^{2n-1} z_n^2 dx dt + 2E \int_{t_1}^{t_2} \xi^{2n-1} \sum_{j=1}^{k} \lambda_j [z_j^2(t)]^2 dt \\
\leq C \sum_{j=1}^{n} E \int_{Q_1} \xi^{j-1} z_j^2 dx dt + C \sum_{j=1}^{n-1} E \int_{Q_1} \xi^{j-1} z_j^2 dx dt. \tag{14}
\]
Combining (13) with (14), we obtain that
\[
E \int_{Q_1} \xi^{n-1} z_n^2 dx dt \\
\leq C E \int_{Q_1} \sum_{j=1}^{n-1} (\xi^{j-1} z_j^2 + \xi^{2n-1} z_j^2) dx dt + C E \int_{t_1}^{t_2} \xi^{2n-1} \sum_{j=1}^{k} \lambda_j (z_j^{n-1})^2 dt. \tag{15}
\]
Step 3. We give an estimate on \( E \int_{Q_1} \xi^{n-2} z_{n-1}^2 dx dt \ (n \geq 3) \). By Itô’s formula, and the \((n - 2)\)-th and \((n - 1)\)-th equations of (7), it follows that
\[
d(\xi^{n-2} z_{n-2} z_{n-1}) \\
= (n - 2)\xi^{n-3} \xi_t z_{n-2} \tilde{z}_{n-1} dt + \xi^{n-2} z_{n-2} d z_{n-1} + \xi^{n-2} z_{n-2} d z_{n-2} \\
+ \xi^{n-2} d z_{n-1} d z_{n-2} \\
= (n - 2)\xi^{n-3} \xi_t z_{n-2} \tilde{z}_{n-1} dt + \xi^{n-2} z_{n-2} \left[ - \sum_{i,j=1}^{m} (a_{ij} z_{n-1,x_i}) x_j \\
- b_{1,n-1} \tilde{z}_1 - \cdots - b_{n,n-1} z_n - d_{1,n-1} \tilde{z}_1 - \cdots - d_{n,n-1} \tilde{z}_n \right] dt \\
+ \xi^{n-2} z_{n-2} \tilde{z}_{n-1} dW(t) \\
+ \xi^{n-2} z_{n-1} \left[ - \sum_{i,j=1}^{m} (a_{ij} z_{n-2,x_i}) x_j \\
- b_{n-1,n-2} z_{n-1} - b_{n,n-2} z_n - d_{1,n-2} \tilde{z}_1 - \cdots - d_{n,n-2} \tilde{z}_n \right] dt \\
+ \xi^{n-2} z_{n-1} \tilde{z}_{n-2} dW(t) + \xi^{n-2} d z_{n-2} d z_{n-1}.
\]
By the assumptions (H2)-(H3), similar to (12), it is easy to check that for any \( \varepsilon > 0 \),
follows that

This, together with the assumption (H1) and (15), shows that

Next, we give an estimate on $E \int_{Q_1} \xi^{n-2} \frac{n-2}{z_{n-1}^2} dx dt$. By Itô’s formula again, it follows that

Then it is easy to show that for any $\varepsilon > 0$,
Step 4. Combining (16) with (17), we obtain that

\[
\begin{align*}
\mathbb{E} & \leq \int_{Q_1} (\xi^{n-1} z_n^2 + \xi^{2n-3} z_{n-1}^2) dxdt \\
& \quad + b_n n^{-1} z_n + d_1 n^{-1} z_1 + \cdots + d_{n-1} n^{-1} z_{n-1}) dxdt \\
& \leq \varepsilon \int_{Q_1} (\xi^{n-1} z_n^2 + \xi^{2n-3} z_{n-1}^2) dxdt \\
& \quad + C \sum_{j=1}^{n-1} \mathbb{E} \int_{Q_1} \xi^{j-1} z_j^2 dxdt + C \sum_{j=1}^{n-2} \mathbb{E} \int_{Q_1} \xi^{j-1} \tilde{z}_j^2 dxdt.
\end{align*}
\]

This implies that

\[
\begin{align*}
\mathbb{E} \int_{Q_1} \xi^{n-2} \tilde{z}_n^2 dxdt & + 2\mathbb{E} \int_{t_1}^{t_2} \xi^{2n-3} \sum_{j=1}^{k} \lambda_j [\xi^{n-1}(t)]^2 dt \\
& \leq \varepsilon \int_{Q_1} \xi^{n-1} z_n^2 dxdt + C \sum_{j=1}^{n-1} \mathbb{E} \int_{Q_1} \xi^{j-1} z_j^2 dxdt \\
& \quad + C \sum_{j=1}^{n-2} \mathbb{E} \int_{Q_1} \xi^{j-1} \tilde{z}_j^2 dxdt.
\end{align*}
\]

Combining (16) with (17), we obtain that

\[
\begin{align*}
\mathbb{E} \int_{Q_1} \xi^{n-2} \tilde{z}_n^2 dxdt & - \int_{t_1}^{t_2} \xi^{2n-3} \sum_{j=1}^{k} \lambda_j [\xi^{n-1}(t)]^2 dt \\
& \leq \varepsilon \int_{Q_1} \xi^{n-1} z_n^2 dxdt + C \sum_{j=1}^{n-1} \mathbb{E} \int_{Q_1} \xi^{j-1} z_j^2 dxdt \\
& \quad + C \sum_{j=1}^{n-2} \mathbb{E} \int_{Q_1} \xi^{j-1} \tilde{z}_j^2 dxdt.
\end{align*}
\]

(15), together with (17) and (18), indicates

\[
\begin{align*}
\mathbb{E} \int_{Q_1} \xi^{n-1} z_n^2 dxdt & \leq C \int_{t_1}^{t_2} \xi^{2n-3} \sum_{j=1}^{k} \lambda_j [\xi^{n-2}(t)]^2 dt + C \sum_{j=1}^{n-2} \mathbb{E} \int_{Q_1} \left(\xi^{j-1} z_j^2 + \xi^{2j-1} \tilde{z}_j^2\right) dxdt.
\end{align*}
\]

Therefore,

\[
\begin{align*}
\mathbb{E} \int_{Q_1} \xi^{n-2} \tilde{z}_n^2 dxdt & + \mathbb{E} \int_{Q_1} \xi^{n-2} \tilde{z}_{n-1}^2 dxdt \\
& \leq C \int_{t_1}^{t_2} \xi^{2n-3} \sum_{j=1}^{k} \lambda_j [\xi^{n-2}(t)]^2 dt + C \sum_{j=1}^{n-2} \mathbb{E} \int_{Q_1} \left(\xi^{j-1} z_j^2 + \xi^{2j-1} \tilde{z}_j^2\right) dxdt.
\end{align*}
\]

Step 4. We will use an inductive method to prove that for any \( k' = 2, \cdots, n - 1, \)

\[
\begin{align*}
\mathbb{E} \int_{Q_1} \sum_{i=1}^{k'} \xi^{n-i} z_{n-i+1} dxdt & \leq C \int_{Q_1} \sum_{j=1}^{n-k'} \left(\xi^{j-1} z_j^2 + \xi^{2j-1} \tilde{z}_j^2\right) dxdt
\end{align*}
\]
Hence,

$$\sum_{j=1}^{k} \lambda_j [z_j^{n-k'}(t)]^2 dt.$$ 

By (19), (20) holds for $k' = 2$. Now, assume that (20) holds for $k' = 2, \cdots, \ell$ ($\ell < n - 1$). Then,

$$\mathbb{E} \int_{t_1}^{t_2} \xi^{\frac{2(n-k')-1}{2}} \sum_{j=1}^{k} \lambda_j [z_j^{n-k'}(t)]^2 dt.$$ 

By (19), (20) holds for $k' = 2, \cdots, \ell$ ($\ell < n - 1$). Then,

$$\mathbb{E} \int_{Q_1}^{t_1} \sum_{i=1}^{\ell} \xi^{c-i} \int_{n-i+1}^{d} dx dt$$

$$\leq \mathbb{E} \int_{Q_1}^{t_1} \sum_{i=1}^{\ell} \xi^{c-i} \sum_{n-i+1}^{d} dx dt + \mathbb{E} \int_{Q_1}^{t_1} \xi^{c-i} \sum_{n-i+1}^{d} dx dt$$

By (19), (20) holds for $k' = 2$, Now, assume that (20) holds for $k' = 2, \cdots, \ell$ ($\ell < n - 1$). Then,

$$\mathbb{E} \int_{Q_1}^{t_1} \sum_{i=1}^{\ell} \xi^{c-i} \sum_{n-i+1}^{d} dx dt$$

By (19), (20) holds for $k' = 2$, Now, assume that (20) holds for $k' = 2, \cdots, \ell$ ($\ell < n - 1$). Then,
\[ E \int_{Q_1} 2(n - \ell - 1) - 1 \xi^{2(n-\ell-1)} \xi_t z_{n-\ell}^2 dxdt + E \int_{Q_1} 2\xi^{2(n-\ell-1)} z_{n-\ell} \left( b_t n - \ell z_1 + \cdots + b_{n-\ell} n - \ell z_{n-\ell} + b_{n-\ell+1} n - \ell z_{n-\ell+1} + d_{n-\ell} n - \ell z_{n-\ell} \right) dxdt. \]

Hence, it is easy to show that for any \( \varepsilon > 0 \),

\[
E \int_{Q_1} \xi^{2(n-\ell-1)} \bar{z}_{n-\ell}^2 dxdt + 2E \int_{t_1}^{t_2} \xi^{2(n-\ell-1)} \sum_{j=1}^k \lambda_j [z_{n-\ell}^{(\ell)}(t)]^2 dt \
\leq C E \int_{Q_1} \sum_{j=1}^{n-\ell-1} (\xi^{j-1} z_j^2 + \xi^{2j-1} \tilde{z}_j^2) dxdt \quad (22)
\]

Using Itô’s formula again for the \( (n - \ell) \)-th and \( (n - \ell - 1) \)-th equations of (7), we obtain that

\[
d(\xi^{n-\ell-1} z_{n-\ell-1} z_{n-\ell}) = (n - \ell - 1) \xi^{n-\ell-2} \xi_t z_{n-\ell-1} z_{n-\ell} dt + \xi^{n-\ell-1} z_{n-\ell-1} d z_{n-\ell} \\
+ \xi^{n-\ell-1} z_{n-\ell} d z_{n-\ell-1} + \xi^{n-\ell-1} z_{n-\ell-1} d z_{n-\ell}.
\]

By the assumptions \((H_2)-(H_3)\), it follows that

\[
0 = E \int_{Q_1} (n - \ell - 1) \xi^{n-\ell-2} \xi_t z_{n-\ell-1} z_{n-\ell} dxdt \\
+ E \int_{Q_1} \xi^{n-\ell-1} z_{n-\ell-1} \left[ - \sum_{i,j=1}^m (a_{ij} z_{n-\ell-1} x_i) x_j - b_t n - \ell z_1 - \cdots - b_{n-\ell} n - \ell z_{n-\ell} \\
- b_{n-\ell+1} n - \ell z_{n-\ell+1} - d_{n-\ell} n - \ell \tilde{z}_{n-\ell} \right] dxdt \\
+ E \int_{Q_1} \xi^{n-\ell-1} z_{n-\ell} \left[ - \sum_{i,j=1}^m (a_{ij} z_{n-\ell} x_i) x_j - b_t n - \ell z_1 - \cdots \\
- b_{n-\ell} n - \ell z_{n-\ell} - d_{n-\ell-1} n - \ell - 1 \tilde{z}_{n-\ell} \right] dxdt \\
+ E \int_{Q_1} \xi^{n-\ell-1} \bar{z}_{n-\ell-1} \bar{z}_{n-\ell} dxdt.
\]

The above equality, together with \((H_1)\), implies that for any \( \varepsilon > 0 \),

\[
E \int_{Q_1} \xi^{n-\ell-1} z_{n-\ell}^2 dxdt \\
\leq \varepsilon E \int_{Q_1} \xi^{2(n-\ell-1)} \bar{z}_{n-\ell}^2 + \xi^{n-\ell} z_{n-\ell+1}^2 dxdt \quad (23)
\]

\[ + C E \int_{Q_1} \sum_{j=1}^{n-\ell-1} (\xi^{j-1} z_j^2 + \xi^{2j-1} \tilde{z}_j^2) dxdt. \]
Taking Step 5. Combining (22) with (23), we get the desired estimate (21). Hence, (20) is arrived.

\[ \xi \sum_{j=1}^{k} \lambda_{j}(z_{j}^{n-\ell})^{2}(t)dt \]

Combining (22) with (23), we get the desired estimate (21). Hence, (20) is arrived.

**Step 5.** Taking \( k' = n - 1 \) in (20), one has that

\[
E \int_{Q_{1}} \left( \xi^{n-1} z_{n}^{2} + \xi^{n-2} z_{n-1}^{2} + \cdots + \xi z_{2}^{2} \right) dx dt
\leq C E \int_{Q_{1}} \left( z_{1} + \xi^{\frac{1}{2}} z_{1}^{2} \right) dx dt + C E \int_{t_{1}}^{t_{2}} \xi^{\frac{1}{2}} \sum_{j=1}^{k} \lambda_{j}(z_{j}^{1})^{2}(t) dt. \tag{24} \]

In the following, we estimate the last two terms in (24). By Itô’s formula,

\[ d(\xi^{\frac{1}{2}} z_{1}^{2}) = \frac{1}{2} \xi^{-\frac{1}{2}} \xi_{t} z_{1}^{2} dt + 2 \xi^{\frac{1}{2}} z_{1} dz_{1} + \xi^{\frac{1}{2}} (dz_{1})^{2}. \]

Then by the first equation of (7), it is easy to show that for any \( \varepsilon > 0 \),

\[
E \int_{Q_{1}} \xi^{\frac{1}{2}} z_{1}^{2} dx dt + 2 E \int_{t_{1}}^{t_{2}} \xi^{\frac{1}{2}} \sum_{j=1}^{k} \lambda_{j}(z_{j}^{1})^{2}(t) dt
= -E \int_{Q_{1}} \frac{1}{2} \xi^{-\frac{1}{2}} \xi_{t} z_{1}^{2} dx dt + 2 E \int_{Q_{1}} \xi^{\frac{1}{2}} z_{1} (b_{11} z_{1} + b_{21} z_{2} + d_{11} \tilde{z}_{1}) dx dt
\leq C E \int_{Q_{1}} z_{1}^{2} dx dt + \varepsilon E \int_{Q_{1}} \xi z_{1}^{2} dx dt + \varepsilon E \int_{Q_{1}} \xi^{\frac{1}{2}} z_{1}^{2} dx dt.
\]

This, together with (24), indicates

\[
E \int_{Q_{1}} \left( \xi^{n-1} z_{n}^{2} + \xi^{n-2} z_{n-1}^{2} + \cdots + \xi z_{2}^{2} \right) dx dt \leq C E \int_{Q_{1}} z_{1}^{2} dx dt. \tag{25}
\]

Put

\[ t_{3} = t_{1} + \frac{t_{2} - t_{1}}{4} \quad \text{and} \quad t_{4} = t_{2} - \frac{t_{2} - t_{1}}{4}. \]

Since \( \xi(t) \geq \left( \frac{t_{2} - t_{1}}{4} \right)^{2n} \) in \([t_{3}, t_{4}]\), combining (10) and (25) with (9), we get that

\[
\sum_{i=1}^{n} \int_{G} z_{i}^{2}(x, t_{1}) dx \leq \frac{e^{\tau(t_{2} - t_{1})}}{t_{4} - t_{3}} \sum_{i=1}^{n} \int_{t_{3}}^{t_{4}} \int_{G} z_{i}^{2}(x, t) dx dt
\leq \frac{2 e^{\tau(t_{2} - t_{1})}}{t_{2} - t_{1}} \left( \frac{4}{2} \right)^{2n(n-1)} E \int_{t_{3}}^{t_{4}} \int_{G} (z_{1}^{2} + \xi z_{2}^{2} + \cdots + \xi^{n-1} z_{n}^{2}) dx dt
\leq \frac{C e^{\tau(t_{2} - t_{1})}}{(t_{2} - t_{1})^{2n(n-1)+1}} E \int_{Q_{1}} z_{1}^{2} dx dt \leq \frac{C e^{\tau(t_{2} - t_{1})} + C \sqrt{h}}{(t_{2} - t_{1})^{2n(n-1)+1}} E \int_{t_{1}}^{t_{2}} \int_{G_{0}} z_{1}^{2} dx dt.
\]

Hence, we get the desired estimate (8) in Proposition 1. \( \square \)
3. Controllability of coupled stochastic parabolic systems. In this section, similar to [14], by the Lebeau-Robbiano technique, one can get the desired null controllability result for (1) in Theorem 1.1.

First, by the duality, the observability estimate (8) in Proposition 1 implies the following controllability result.

**Proposition 2.** Assume that \( H_1 \)-(H3) hold. Then for any positive integer \( k \) and \( Y(t_1) \in L^2(\Omega, \mathcal{F}_{t_1}, \mathbb{P}; (L^2(G))^n) \), one can find a control \( u_k \in L^2(t_1, t_2; L^2(G)) \), such that \( \text{supp} u_k \subseteq G_0 \times [t_1, t_2] \), and the corresponding solution \( Y(\cdot) \) of (1) in \( Q_1 \) satisfies that

\[
P_k(Y(t_2)) = 0 \quad \text{in} \quad G, \ \mathbb{P}\text{-a.s.}
\]

Moreover, there exists a positive constant \( C \), independent of \( t_1 \) and \( t_2 \), such that

\[
|u_k|^2_{L^2(t_1, t_2; L^2(G))} \leq C e^{C\sqrt{n_1 + \tau(t_2 - t_1)}} \left( t_2 - t_1 \right)^{2n(n-1)+1} E|Y(t_1)|^2_{(L^2(G))^n},
\]

and

\[
E|Y(t_2)|^2_{(L^2(G))^n} \leq C \left[ e^{C\sqrt{n_1 + \tau(t_2 - t_1)}} \left( t_2 - t_1 \right)^{2n(n-1)+1} + 1 \right] e^{\tau(t_2 - t_1)} E|Y(t_1)|^2_{(L^2(G))^n}.
\]

On the other hand, it is easy to show the following decay property for solutions of (1).

**Proposition 3.** Assume that \( u \equiv 0 \) in \( Q_1 \). Then for any positive integer \( k \) and \( Y(t_1) \in L^2(\Omega, \mathcal{F}_{t_1}, \mathbb{P}; (L^2(G))^n) \), if \( P_k(Y(t_1)) = 0 \), the corresponding solution \( Y(\cdot) \) of (1) in \( Q_1 \) satisfies that \( P_0(Y(t)) = 0 \) and

\[
E|Y(t)|^2_{(L^2(G))^n} \leq e^{-(2n+1-\tau)(t-t_1)} E|Y(t_1)|^2_{(L^2(G))^n}, \quad \text{for any} \ t \in [t_1, t_2].
\]

By the classical Lebeau-Robbiano technique, by Propositions 2 and 3, one can get the null controllability result of (1) in Theorem 1.1. Now, we give a sketch of its proof.

**Sketch of a proof of Theorem 1.1.** The whole proof is divided into four parts.

**Step 1.** First, introduce some notations. For any \( \ell \in \mathbb{N} \), write

\[
T_{2\ell} = t_1 + \frac{(2^\ell - 1)(t_2 - t_1)}{2^\ell}, \quad T_{2\ell+1} = t_1 + \frac{(2^{\ell+2} - 3)(t_2 - t_1)}{2^{\ell+2}}.
\]

\[
I_\ell = [T_{2\ell}, T_{2\ell+1}] \quad \text{and} \quad J_\ell = [T_{2\ell+1}, T_{2\ell+2}].
\]

Then it is easy to check that

\[
T_{2\ell+1} - T_{2\ell} = T_{2\ell+2} - T_{2\ell+1} = \frac{t_2 - t_1}{2^{\ell+2}} \quad \text{and} \quad [t_1, t_2] = \bigcup_{\ell \in \mathbb{N}} (I_\ell \cup J_\ell).
\]

Let \( \{\sigma_\ell\}_{\ell \in \mathbb{N}} \) be a sequence of sufficiently large positive constants, which will be specified later.

For any \( Y_0 \in (L^2(G))^n \), take a control \( u \equiv 0 \) in \( G \times [0, t_1] \). For the corresponding solution \( Y(\cdot) \) of (1) in \( G \times [0, t_1] \), set \( Y_1 = Y(t_1) \).

**Step 2.** First, consider the system (1) on the interval \( I_0 = [T_0, T_1] \):

\[
\begin{cases}
  dY = AY dt + B(t)Y dt + h_0 \chi_{G_0} u dt + D(t)Y dW(t) & \text{in} \ G \times I_0, \\
  Y = 0 & \text{on} \ \Sigma, \\
  Y(T_0) = Y_1 & \text{in} \ G.
\end{cases}
\]

(26)
By Proposition 2, for $\sigma_1 \in \mathbb{N}$, there exists a control $u_1 \in L^2_{T_0}(\mathcal{I}_0; L^2(G_0))$, such that the corresponding solution $Y_{11}$ of (26) satisfies $P_{\sigma_1}(Y_{11}(T_1)) = 0$ in $G$, $\mathbb{P}$-a.s. Moreover,

$$|u_1|^2_{L^2_{T_0}(\mathcal{I}_0; L^2(G_0))} \leq C e^{C\sqrt{\lambda_{\sigma_1} + \tau(T_1-\lambda_{T_0})}} \mathbb{E}[Y_{11}]^2_{L^2(G)} |	imes|$$

and

$$\mathbb{E}[Y_{11}(T_1)]^2_{L^2(G)} \leq C \mathbb{E} \left[ e^{C\sqrt{\lambda_{\sigma_1} + \tau(T_1-\lambda_{T_0})}} (T_1-\lambda_{T_0})^{2n(n+1)+1} \right] \mathbb{E}[Y_{11}]^2_{L^2(G)} |	imes|$$

On the other hand, consider the system (1) with $u \equiv 0$ on the interval $J_0 = [T_1, T_2]$:

$$dY = AYdt + B(t)Ydt + D(t)YdW(t) \quad \text{ in } G \times J_0,$$

$$Y = 0 \quad \text{ on } \Sigma,$$

$$Y(T_1) = Y_{11}(T_1) \quad \text{ in } G.$$ 

By Proposition 3, the solution $Y_{12}$ of (27) satisfies

$$\mathbb{E}[Y_{12}(T_2)]^2_{L^2(G)} \leq e^{-2\lambda_{\sigma_1} + \tau(T_2-\lambda_{T_1})} \mathbb{E}[Y_{12}(T_1)]^2_{L^2(G)} |	imes|$$

and

$$P_{\sigma_1}(Y_{12}(t)) = 0 \quad \text{ in } G, \quad \mathbb{P} \text{-a.s., for any } t \in J_0.$$

**Step 3.** Similarly, for any positive integer $\ell$, consider the system (1) on $I_{\ell-1} = [T_{2\ell-2}, T_{2\ell-1}]$. By Proposition 2, there exists a control $u_\ell \in L^2_{T_0}(\mathcal{I}_{\ell-1}; L^2(G_0))$, such that the solution $Y$ of (1) in $G \times I_{\ell-1}$ satisfies $P_{\sigma_\ell}(Y(T_{2\ell-1})) = 0$ in $G$, $\mathbb{P}$-a.s. Moreover,

$$|u_\ell|^2_{L^2_{T_0}(\mathcal{I}_{\ell-1}; L^2(G_0))} \leq C e^{C\sqrt{\lambda_{\sigma_\ell} + \tau(T_{2\ell-1}-T_{2\ell-2})}} \mathbb{E}[Y(T_{2\ell-2})]^2_{L^2(G)} |	imes|$$

and

$$\mathbb{E}[Y(T_{2\ell-1})]^2_{L^2(G)} \leq C \mathbb{E} \left[ e^{C\sqrt{\lambda_{\sigma_\ell} + \tau(T_{2\ell-1}-T_{2\ell-2})}} (T_{2\ell-1}-T_{2\ell-2})^{2n(n+1)+1} \right] \mathbb{E}[Y(T_{2\ell-2})]^2_{L^2(G)} |	imes|$$

On the other hand, consider the system (1) with $u \equiv 0$ on $J_{\ell-1} = [T_{2\ell-1}, T_{2\ell}]$. By Proposition 3, the solution $Y$ of (1) in $G \times J_{\ell-1}$ satisfies

$$\mathbb{E}[Y(T_{2\ell})]^2_{L^2(G)} \leq e^{-2\lambda_{\sigma_\ell} + \tau(T_{2\ell}-T_{2\ell-1})} \mathbb{E}[Y(T_{2\ell-1})]^2_{L^2(G)} |	imes|$$

and

$$P_{\sigma_\ell}(Y(t)) = 0 \quad \text{ in } G, \quad \mathbb{P} \text{-a.s., for any } t \in J_{\ell-1}.$$

**Step 4.** By (29) and (30), it is easy to show that

$$\mathbb{E}[Y(T_{2\ell})]^2_{L^2(G)} \leq C e^{-2\lambda_{\sigma_\ell} + \tau(T_{2\ell}-T_{2\ell-1})} \mathbb{E}[Y(T_{2\ell-1})]^2_{L^2(G)} |	imes|$$

$$\mathbb{E}[Y(T_{2\ell})]^2_{L^2(G)} \leq C e^{-2\lambda_{\sigma_\ell} + \tau(T_{2\ell}-T_{2\ell-1})} \mathbb{E}[Y(T_{2\ell-1})]^2_{L^2(G)} |	imes|$$
By Weyl’s formula, for sufficiently large $\sigma_\ell$, it holds that
\[
\mathbb{E}|Y(T_{2\ell})|^2_{L^2(G)}^n \leq C2^{[2n(n-1)+1]}e^{-C2^{-\ell}}a_\ell^2 \cdot e^{C\sigma_\ell} \cdot e^{C\tau^2 \ell} \mathbb{E}|Y(T_{2\ell-2})|^2_{L^2(G)}^n \leq \cdots \leq e^{-C4\ell} |Y_0|^2_{L^2(G)}^n.
\]
By a similar argument, by (28), it follows that
\[
|u_\ell|^2_{L^2((t_{\ell-1}; L^2(G_0)))} \leq C e^{-C4\ell} |Y_0|^2_{L^2(G)}.
\]
Choose a control function $u$ as follows:
\[
u(x, t) = \begin{cases} 
0 & \text{in } G \times (0, t_1), \\
u_\ell(x, t) & \text{in } G \times I_{\ell-1} (\ell \geq 1), \\
0 & \text{in } G \times J_{\ell-1} (\ell \geq 1), \\
0 & \text{in } G \times (t_2, T). 
\end{cases}
\]
By (28), \[|u|^2_{L^2(0, T; L^2(G_0))} = \sum_{\ell=1}^{\infty} |u_\ell|^2_{L^2((t_{\ell-1}; L^2(G_0)))} \leq C |Y_0|^2_{L^2(G)}.
\]
Also, $Y(T) = 0$ in $G$, $\mathbb{P}$-a.s. The proof of Theorem 1.1 is completed.

Next, we give a proof of Corollary 1.

**Proof of Corollary 1.** Assume that $Y$ is a solution of (3) associated to a control $u$, and set $\hat{Y} = N^{-1}Y$. Then it is easy to check that $\hat{Y}$ satisfies the following system:
\[
\begin{align*}
\dot{\hat{Y}} &= A\hat{Y} dt + B\hat{Y} dt + h_0 \chi_{G_0} u dt + \bar{D}(t)\hat{Y} dW(t) & \text{in } Q, \\
\hat{Y} &= 0 & \text{on } \Sigma, \\
\hat{Y}(0) &= \hat{Y}_0 & \text{in } G,
\end{align*}
\]
where $\bar{D}(t) = N^{-1}D(t)N$, $\bar{B} = \begin{pmatrix}
0 & 0 & \cdots & -a_n \\
1 & 0 & \cdots & -a_{n-1} \\
0 & 1 & \cdots & -a_{n-2} \\
\vdots & \vdots & \cdots & \vdots \\
0 & 0 & \cdots & 1 - a_1
\end{pmatrix}$ ($a_i \in \mathbb{R}, i = 1, \cdots, n$), and $\hat{Y}_0 = N^{-1}Y_0$. Since the assumptions $(H_1)$-$(H_3)$ hold for the system (31), by Theorem 1.1, one can get the null controllability for (31) and (3).

Finally, we give some counterexamples to show that the null controllability of the coupled stochastic parabolic system (1) may be untrue, if the assumption $(H_1)$, $(H_2)$ or $(H_3)$ for $n = 3$ does not hold.

**Example 1.** Choose $n = 3$, $A = \Delta$, $B$ is an identity matrix, and $D = 0$ in (1). Then the assumption $(H_1)$ fails, but the others hold. It is easy to find that the corresponding deterministic coupled parabolic system is not null controllable.

**Example 2.** In (1), choose $n = 3$, $A = \Delta$, $D$ is an identity matrix, and
\[
B = \begin{pmatrix}
0 & 0 & 0 \\
1 & 1 & 0 \\
1 & 1 & 0
\end{pmatrix}.
\]
Then the assumption \((H_2)\) fails, but the others hold. Also, (1) becomes
\[
\begin{aligned}
&dy_1 - \Delta y_1 dt = \chi_{G_0} u dt + y_1 dW(t) \quad \text{in } Q, \\
&dy_2 - \Delta y_2 dt = (y_1 + y_2) dt + y_2 dW(t) \quad \text{in } Q, \\
&dy_3 - \Delta y_3 dt = (y_1 + y_2) dt + y_3 dW(t) \quad \text{in } Q, \\
y_1 = y_2 = y_3 = 0 \quad \text{on } \Sigma, \\
y_1(0) = y_1^0, \ y_2(0) = y_2^0, \ y_3(0) = y_3^0 \quad \text{in } G,
\end{aligned}
\]
where \((y_1^0, y_2^0, y_3^0) \in (L^2(G))^3\) is any given initial value. Consider the following coupled backward stochastic parabolic system:
\[
\begin{aligned}
dz_1 + \Delta z_1 dt &= -(z_2 + z_3 + \tilde{z}_1) dt + \tilde{z}_1 dW(t) \quad \text{in } Q, \\
dz_2 + \Delta z_2 dt &= -(z_2 + z_3 + \tilde{z}_2) dt + \tilde{z}_2 dW(t) \quad \text{in } Q, \\
dz_3 + \Delta z_3 dt &= -z_3 dt + \tilde{z}_3 dW(t) \quad \text{in } Q, \\
z_1 = z_2 = z_3 = 0 \quad \text{on } \Sigma, \\
z_1(T) = z_1^T, \ z_2(T) = z_2^T, \ z_3(T) = z_3^T \quad \text{in } G.
\end{aligned}
\]
Then by the duality, the null controllability of (32) is equivalent to the following observability estimate for (33):
\[
|z_1(0)|^2_{L^2(G)} + |z_2(0)|^2_{L^2(G)} + |z_3(0)|^2_{L^2(G)} \\
\leq CE \int_0^T \int_{G_0} z_i^2(x,t) dx dt, \quad \forall z_i^T \in L^2(\Omega, \mathcal{F}_T, \mathbb{P}; L^2(G)) \ (i = 1, 2, 3).
\]
(34)

Consider the following stochastic differential equation:
\[
\begin{aligned}
d\zeta - \lambda_1 \zeta dt &= -\zeta dt + \zeta dW(t) \quad \text{in } (0,T), \\
\zeta(0) &= 1.
\end{aligned}
\]
Put \(\hat{z}_2 = \zeta(t)e_1\) and \(\hat{z}_3 = -\zeta(t)e_1\). Then it is easy to show that \(\hat{z}_2\) and \(\hat{z}_3\) satisfy that
\[
\begin{aligned}
d\hat{z} + \Delta \hat{z} dt &= -\hat{z} dt + \hat{z} dW(t) \quad \text{in } Q, \\
\hat{z} &= 0 \quad \text{on } \Sigma,
\end{aligned}
\]
and \(\hat{z}_2(0) = -\hat{z}_3(0) = e_1\). Choose \(z_1^T = 0, \ z_2^T = \zeta(T)e_1\) and \(z_3^T = -\zeta(T)e_1\).
Then in (33), \(z_2 = \hat{z}_2 = -\hat{z}_3 = -\hat{z}_3\) and \(z_1 = \hat{z}_1 = 0\) in \(Q\). Also, \(|z_2(0)|_{L^2(G)} = |z_3(0)|_{L^2(G)} = 1\). Hence, (34) fails.

**Example 3.** In (1), for any given \(\varepsilon_i > 0 \ (i = 1, 2, 3)\), choose \(n = 3, \ A = \Delta, \)
\[
B = \begin{pmatrix}
0 & 0 & 0 \\
1 & -1 & 0 \\
0 & 1 & -1
\end{pmatrix} \quad \text{and} \quad D = \begin{pmatrix}
0 & 0 & 0 \\
\varepsilon_1 & 0 & 0 \\
\varepsilon_2 & \varepsilon_3 & 0
\end{pmatrix}.
\]
Furthermore, consider the following backward stochastic parabolic equation:

\[
\begin{aligned}
dy_1 - \Delta y_1 dt &= \chi_{G_0} ud t & \text{in } Q, \\
dy_2 - \Delta y_2 dt &= (y_1 - y_2) dt + \varepsilon_1 y_1 dW(t) & \text{in } Q, \\
y_1(0) &= y_1^0, \ y_2(0) = y_2^0 & \text{in } G, \\
y_1(0) &= y_1^0, \ y_2(0) = y_2^0, \ y_3(0) = y_3^0 & \text{on } \Sigma, \\
y_1 &= y_2 = y_3 = 0 & \text{in } \Omega, \\
y_1 &= y_2 = y_3 = 0 & \text{on } \Sigma, \\
\end{aligned}
\]

Then the assumption \((H_3)\) fails, but the others hold. Also, \((1)\) becomes

\[
\begin{aligned}
dz_1 + \Delta z_1 dt &= -(z_2 + \varepsilon_1 \tilde{z}_2 + \varepsilon_2 \tilde{z}_3) dt + \tilde{z}_1 dW(t) & \text{in } Q, \\
dz_2 + \Delta z_2 dt &= (z_2 - z_3 - \varepsilon_3 \tilde{z}_3) dt + \tilde{z}_2 dW(t) & \text{in } Q, \\
dz_3 + \Delta z_3 dt &= z_3 dt + \tilde{z}_3 dW(t) & \text{in } Q, \\
z_1 &= z_2 = z_3 = 0 & \text{on } \Sigma, \\
z_1(T) &= z_1^T, \ z_2(T) = z_2^T, \ z_3(T) = z_3^T & \text{in } G. \\
\end{aligned}
\]

where \((y_1^0, y_2^0, y_3^0) \in (L^2(G))^3\) is any given initial value. Furthermore, consider the following coupled backward stochastic parabolic system:

\[
\begin{aligned}
dz_1 + \Delta z_1 dt &= -(z_2 + \varepsilon_1 \tilde{z}_2 + \varepsilon_2 \tilde{z}_3) dt + \tilde{z}_1 dW(t) & \text{in } Q, \\
dz_2 + \Delta z_2 dt &= (z_2 - z_3 - \varepsilon_3 \tilde{z}_3) dt + \tilde{z}_2 dW(t) & \text{in } Q, \\
dz_3 + \Delta z_3 dt &= z_3 dt + \tilde{z}_3 dW(t) & \text{in } Q, \\
z_1 = z_2 = z_3 = 0 & \text{on } \Sigma, \\
z_1(T) = z_1^T, \ z_2(T) = z_2^T, \ z_3(T) = z_3^T & \text{in } G. \\
\end{aligned}
\]

Then by the duality, the null controllability of \((35)\) is equivalent to the following observability estimate for \((36)\):

\[
|z_1(0)|^2_{L^2(G)} + |z_2(0)|^2_{L^2(G)} + |z_3(0)|^2_{L^2(G)} \\
\leq CE \int_0^T \int_{G_0} z_i^2(x, t) dx dt, \quad \forall z_i^T \in L^2(\Omega, F_T, P; L^2(G)) (i = 1, 2, 3). \tag{37}
\]

The following arguments will show that the estimate \((37)\) indeed does not hold.

**Case 1.** Assume that \(\varepsilon_1 \neq \varepsilon_3\).

Consider the following stochastic differential equation:

\[
\begin{aligned}
d\zeta_1 - \lambda_1 \zeta_1 dt &= \zeta_1 dt - \frac{1}{\varepsilon_3} \zeta_1 dW(t) & \text{in } (0, T), \\
\zeta_1(0) &= 1. \\
\end{aligned}
\]

Put \(\hat{z}_3 = \zeta_1(t)e_1\). Then it is easy to show that \(\hat{z}_3\) satisfies that

\[
\begin{aligned}
d\hat{z}_3 + \Delta \hat{z}_3 dt &= \hat{z}_3 dt - \frac{1}{\varepsilon_3} \hat{z}_3 dW(t) & \text{in } Q, \\
\hat{z}_3 &= 0 & \text{on } \Sigma, \\
\hat{z}_3(0) &= e_1 & \text{in } G. \\
\end{aligned}
\]

Furthermore, consider the following backward stochastic parabolic equation:

\[
\begin{aligned}
dz_3 + \Delta z_3 dt &= z_3 dt + \tilde{z}_3 dW(t) & \text{in } Q, \\
z_3 &= 0 & \text{on } \Sigma, \\
z_3(T) &= \zeta_1(T)e_1 & \text{in } G. \\
\end{aligned}
\]

Then it is easy to show that \(z_3 = \hat{z}_3\) and \(\tilde{z}_3 = -\frac{1}{\varepsilon_3} \hat{z}_3\). Hence, \(z_3 + \varepsilon_3 \tilde{z}_3 = 0\) in \(Q\) and \(|z_3(0)|_{L^2(G)} = 1\).
On the other hand, take $z_2^T = \frac{\epsilon_2}{\epsilon_3 - \epsilon_1} \zeta_1(T)e_1$, $z_2 = \frac{\epsilon_2}{\epsilon_3 - \epsilon_1} z_3$ and $\hat{z}_2 = \frac{\epsilon_2}{\epsilon_3 - \epsilon_1} \hat{z}_3$.

Then it is easy to show that $(z_2, \hat{z}_2)$ satisfies

$$
\begin{cases}
    dz_2 + \Delta z_2 dt = z_2 dt + \hat{z}_2 dW(t) & \text{in } Q, \\
    z_2 = 0 & \text{on } \Sigma, \\
    z_2(T) = \frac{\epsilon_2}{\epsilon_3 - \epsilon_1} \zeta_1(T)e_1 & \text{in } G,
\end{cases}
$$

and $z_2 + \epsilon_1 \hat{z}_2 + \epsilon_2 \hat{z}_3 = 0$ in $Q$. Hence, for $(z_1^T, z_2^T, z_3^T) = (0, \frac{\epsilon_2}{\epsilon_3 - \epsilon_1} \zeta_1(T)e_1, \zeta_1(T)e_1)$, (36) becomes:

$$
\begin{cases}
    dz_1 + \Delta z_1 dt = \hat{z}_1 dW(t) & \text{in } Q, \\
    dz_2 + \Delta z_2 dt = z_2 dt + \hat{z}_2 dW(t) & \text{in } Q, \\
    dz_3 + \Delta z_3 dt = z_3 dt + \hat{z}_3 dW(t) & \text{in } Q, \\
    z_1 = z_2 = z_3 = 0 & \text{on } \Sigma, \\
    z_1(T) = 0, z_2(T) = \frac{\epsilon_2}{\epsilon_3 - \epsilon_1} \zeta_1(T)e_1, z_3(T) = \zeta_1(T)e_1 & \text{in } G.
\end{cases}
$$

Since $|z_3(0)|_{L^2(G)} = 1$, $|z_2(0)|_{L^2(G)} = \frac{\epsilon_2}{\epsilon_3 - \epsilon_1}$ and $z_1 \equiv 0$ in $Q$, (37) does not hold.

**Case 2.** Assume that $\epsilon_1 = \epsilon_3$.

Choose $z_1(T) = z_3(T) = 0$ and $z_2(T) = \zeta_1(T)e_1$. Then (36) becomes:

$$
\begin{cases}
    dz_1 + \Delta z_1 dt = \hat{z}_1 dW(t) & \text{in } Q, \\
    dz_2 + \Delta z_2 dt = z_2 dt + \hat{z}_2 dW(t) & \text{in } Q, \\
    dz_3 + \Delta z_3 dt = z_3 dt + \hat{z}_3 dW(t) & \text{in } Q, \\
    z_1 = z_2 = z_3 = 0 & \text{on } \Sigma, \\
    z_1(T) = 0, z_2(T) = \zeta_1(T)e_1, z_3(T) = 0 & \text{in } G.
\end{cases}
$$

Since $z_1 \equiv 0$ in $Q$ and $|z_2(0)|_{L^2(G)} = 1$, (37) does not hold.

4. **Observability of coupled stochastic parabolic systems.** This section is devoted to observability problems for the coupled stochastic parabolic system (4).

To this aim, we recall a known Carleman estimate for single stochastic parabolic equations. First, introduce some auxiliary functions. By [6], there exists a function $\psi(\cdot) \in C^4(\bar{G})$, such that

$$
\psi(x) \geq 0 \text{ in } G, \quad \psi(x) = 0 \text{ on } \Gamma, \quad \text{and } \quad |\nabla \psi(x)| \geq 0 \text{ in } G \setminus G_1.
$$

Let $\beta \geq 1$ and $\lambda \geq 1$ be two parameters. For any positive integer $k$, define

$$
\gamma(t) = \frac{1}{t^k(T-t)^k}, \quad \alpha(x,t) = \frac{e^{\beta \psi(x)} - e^{2\beta |\psi|_{C(\partial)}}}{t^k(T-t)^k} \text{ and } \theta(x,t) = e^{\lambda \alpha(x,t)}.
$$
Consider the following stochastic parabolic equation:

\[
\begin{aligned}
&\begin{cases}
  dy - \sum_{i,j=1}^{m} (\tilde{a}_{ij} y_{x_i})_{x_j} dt = f dt + gdW(t) & \text{in } Q,
  \\
y = 0 & \text{on } \Sigma,
  \\
y(0) = y^0 & \text{in } G,
\end{cases}
\end{aligned}
\]  

(38)

where \(\tilde{a}_{ij}\) is the function given in (4), \(y^0 \in L^2(G)\) and \(f, g \in L^2_0(0,T; L^2(G))\). Then by [12], the following Carleman estimate holds for solutions of (38).

**Lemma 4.1.** There exist positive constants \(\beta_1, \lambda_1\) and \(C\), such that for any \(\beta \geq \beta_1\) and \(\lambda \geq \lambda_1\), solutions of (38) satisfy that for any \(y^0 \in L^2(G)\),

\[
\begin{aligned}
&\mathbb{E} \int_Q \theta^2(\lambda^3 \gamma^2 y^2 + \lambda \gamma |\nabla y|^2)dxdt \\
&\leq C \left( \mathbb{E} \int_0^T \int_{\Omega_1} \theta^2 \lambda^3 \gamma^2 y^2 dxdt + \mathbb{E} \int_Q \theta^2 f^2 dxdt + \mathbb{E} \int_Q \theta^2 \lambda^2 \gamma^2 y^2 dxdt \right).
\end{aligned}
\]

Let \(\Omega_0\) and \(\Omega_1\) be any two nonempty open subsets of \(G_*\), satisfying that \(G_1 \subseteq \Omega_1\), \(\Omega_1 \subseteq \Omega_0\) and \(\overline{\Omega}_0 \subseteq G_*\). In order to establish an observability estimate for (4), borrowing ideas from [7], we derive the following Carleman estimate for the system (4).

**Proposition 4.** Assume that \((\text{P}_1)-(\text{P}_2)\) hold. Then for any \(i = 1, \cdots, n-1,\) \(L \geq 3\) and \(\varepsilon > 0\), one can find positive integers \(k_{L,j}\) \((j = i+1, \cdots, n)\) and a positive constant \(C\), such that solutions \(Y = (y_1, \cdots, y_n)^T\) of (4) satisfy

\[
\begin{aligned}
&\mathbb{E} \int_0^T \int_{\Omega_1} \theta^2 \lambda^L \gamma^{L-i} y^2 dxdt \\
&\leq \varepsilon \mathbb{E} \int_Q \theta^2(\lambda^3 \gamma^2 y^2 + \lambda \gamma |\nabla y|^2)dxdt + \varepsilon \mathbb{E} \int_Q \theta^2 \lambda^3 \gamma^2 y^2 dxdt \\
&\quad + C \sum_{j=i+1}^{n} \mathbb{E} \int_0^T \int_{\Omega_0} \theta^2 \lambda^{L-j} \gamma^{k_{L,j}} y^2 dxdt, \quad \forall \ Y_0 \in (L^2(G))^n.
\end{aligned}
\]  

(39)

Also, for \(i = 0\), set \(y_0 = 0\).

**Proof.** First, choose a cut-off function \(\zeta \in C_0^\infty(\Omega_0)\), such that

\[
0 \leq \zeta \leq 1 \text{ in } \Omega_0, \quad \zeta = 1 \text{ in } \Omega_1 \quad \text{and} \quad |\nabla \zeta| \leq C \zeta^{\frac{1}{2}} \text{ in } \Omega_0.
\]

For the \(i\)-th and \((i+1)\)-th equations of (4) \((i = 1,2,\cdots, n-1)\), by Itô’s formula, we have that

\[
d(\zeta^2 \theta^2 \lambda^L \gamma^L y_{i+1}) = (\zeta^2 \theta^2 \lambda^L \gamma^L)_{i} y_{i+1} dt + \zeta^2 \theta^2 \lambda^L \gamma^L y_{i+1} dy_{i+1} \\
+ \zeta^2 \theta^2 \lambda^L \gamma^L y_{i+1} dy_{i} + \zeta^2 \theta^2 \lambda^L \gamma^L dy_{i} dy_{i+1}.
\]

By the assumption \((\text{P}_2)\), it is easy to check that

\[
\mathbb{E} \int_Q \tilde{b}_{i+1} i \zeta^2 \theta^2 \lambda^L \gamma^L y_{i+1}^2 dxdt \\
= -\mathbb{E} \int_Q (2\zeta^2 \theta^2 |\lambda^L \gamma^L y_{i+1} + L \zeta^2 \theta^2 \lambda^L \gamma^{L-1} \gamma y_{i+1}| dxdt
\]
Similarly, By Hölder’s inequality, for any \(\varepsilon > 0\),

\[
-\mathbb{E} \int_Q \left\{ \zeta^2 \theta^2 \lambda \gamma^2 y_i \left[ \sum_{i', j' = 1}^m (\tilde{a}_{i', j'}^{1+1} y_{i+1, x_{j'}})_{x_{j'}} + \tilde{b}_{i+1} + \cdots + \tilde{b}_{i+1} n y_n \right] \right. \\
+ \left. \zeta^2 \theta^2 \lambda \gamma^2 y_{i+1} \left[ \sum_{i', j' = 1}^m (\tilde{a}_{i', j'}^{1} y_{i, x_{j'}})_{x_{j'}} + \tilde{b}_{i} i-1 y_{i, i-1} + \tilde{b}_{i} y_{i} + \cdots \\
+ \tilde{b}_{in} y_n \right] \right\} dx dt \\
-\mathbb{E} \int_Q \zeta^2 \theta^2 \lambda \gamma^2 \left[ (\tilde{a}_{i} i x + \cdots + \tilde{d}_{in} y_n) (\tilde{a}_{i+1} i_1 y_{i+1} + \cdots + \tilde{d}_{i+1} n y_n) \right] dx dt.
\]

and

\[
-\mathbb{E} \int_Q \left( \zeta^2 \theta^2 \lambda \gamma^2 y_i \sum_{i', j' = 1}^m (\tilde{a}_{i', j'}^{1+1} y_{i+1, x_{j'}})_{x_{j'}} \right) dx dt \\
= \mathbb{E} \int_Q \left( \sum_{i', j' = 1}^m (\zeta^2 \theta^2 \lambda \gamma^2 y_i)_{x_{j'}} \tilde{a}_{i', j'}^{1+1} y_{i+1, x_{j'}} \right) dx dt \\
= \mathbb{E} \int_Q \left( \sum_{i', j' = 1}^m (2\zeta x_{j'} \theta^2 \lambda \gamma^2 \tilde{a}_{i', j'}^{1+1} y_{i+1, x_{j'}} + 2\zeta^2 \theta^2 \gamma^2 \lambda \gamma^{i+1} y_{i+1, x_{j'}} + \zeta^2 \theta^2 \gamma^2 \lambda \gamma^{i+1} y_{i+1, x_{j'}} \right) dx dt \\
\leq \varepsilon \mathbb{E} \int_Q \zeta \theta^2 \lambda \gamma^2 y_i^2 dx dt + \mathbb{E} \int_Q \zeta \theta^2 \lambda \gamma^2 \left| \nabla y_i \right|^2 dx dt.
\]

Similarly,

\[
-\mathbb{E} \int_Q \left( \zeta^2 \theta^2 \lambda \gamma^2 y_{i+1} \sum_{i', j' = 1}^m (\tilde{a}_{i', j'}^{1} y_{i, x_{j'}})_{x_{j'}} \right) dx dt \\
\leq \mathbb{E} \int_Q \zeta \theta^2 \lambda \gamma^2 \left| \nabla y_{i+1} \right|^2 dx dt + \mathbb{E} \int_Q \zeta \theta^2 \lambda \gamma^2 \left| \nabla y_{i+1} \right|^2 dx dt \\
+ \varepsilon \mathbb{E} \int_Q \zeta \theta^2 \lambda \gamma \left| \nabla y_i \right|^2 dx dt.
\]
Therefore, we have that
\[
E \int_Q b_{i+1} i \zeta^2 \theta^2 \lambda^{2L-1} y_i^2 dx dt \\
\leq \varepsilon E \int_Q (\zeta^2 \theta^2 \lambda^{2L-1} y_i^2 + \zeta^2 \theta^2 \lambda \gamma |\nabla y_i|^2) dx dt + \varepsilon E \int_Q \zeta^2 \theta^2 \lambda^{2L-1} y_{i-1}^2 dx dt \\
+ C \varepsilon \int_Q \zeta^2 \theta^2 \lambda^{2L-1} - \gamma^{2L-1} |\nabla y_{i+1}|^2 dx dt + C E \sum_{j=i+1}^n \zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1} y_j^2 dx dt.
\]
(40)

Next, we give an estimate on \( E \int_Q \zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1} |\nabla y_{i+1}|^2 dx dt \). By Itô’s formula again, we find
\[
d(\zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1} y_{i+1}^2) = (\zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1}_t y_{i+1}^2) dt \\
+ 2 \zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1} y_{i+1} dy_{i+1} + \zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1} (dy_{i+1})^2.
\]
By the assumption \((P_2)\), it follows that
\[
-2E \int_Q \zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1} y_{i+1} \sum_{i', j'=1}^m (\tilde{a}_{i,j} y_{i+1, x_{i'}})_{x_{i'}} dx dt \\
= E \int_Q \left[ 2 \zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1} y_{i+1}^2 + (2L - 1) \zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-2} \gamma^{2L-2} y_{i+1}^2 \\
+ 2 \zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1} y_{i+1} (\tilde{b}_{i+1} y_i + \tilde{b}_{i+1} + i_{i+1} y_{i+1} + \cdots + \tilde{b}_{i+1} + y_{i+1}) \\
+ \zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1} (\tilde{d}_{i+1} y_{i+1} + \cdots + \tilde{d}_{i+1} y_{2L-1} y_{i+1})^2 \right] dx dt.
\]
This implies that for any \( \varepsilon > 0 \),
\[
E \int_Q \zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1} |\nabla y_{i+1}|^2 dx dt \\
\leq C E \int_Q \left( \zeta^2 \theta^2 \lambda^{2L-1} y_{i+1}^2 + \zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1} |\nabla y_{i+1}|^2 \right) dx dt \\
\leq \varepsilon E \int_Q \zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1} |\nabla y_{i+1}|^2 dx dt + C E \int_Q \zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1} y_{i+1}^2 dx dt \\
+ \varepsilon E \int_Q \zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1} |\nabla y_{i+1}|^2 dx dt + C E \int_Q \sum_{j=i+1}^n \zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1} y_j^2 dx dt.
\]
Therefore,
\[
E \int_Q \zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1} |\nabla y_{i+1}|^2 dx dt \\
\leq \varepsilon E \int_Q \zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1} y_{i+1}^2 dx dt + C E \int_Q \sum_{j=i+1}^n \zeta^2 \theta^2 \lambda^{2L-1} \gamma^{2L-1} y_j^2 dx dt.
\]
(41)

Combining (40) and (41) with \((P_1)\), we get the desired Carleman estimate (39).
Finally, we give a proof of Theorem 1.2.

**Proof of Theorem 1.2.** Suppose that \( O^i (i = 1, \cdots, n) \) are nonempty open subsets of \( G^* \), satisfying \( G_1 \subseteq O^1, \overline{O^i} \subseteq O^{i+1} \) and \( \overline{O^n} \subseteq G^* \). First, applying Lemma 4.1 to the \( i \)-th equation in (4), and summing them with respect to \( i \) from 1 to \( n \), we can get that for a sufficiently large \( \lambda \),

\[
\sum_{i=1}^{n} \mathbb{E} \int_Q \theta^2 (\lambda^3 \gamma^3 y_i^2 + \lambda \gamma |\nabla y_i|^2) dx dt \leq C \sum_{i=1}^{n} \mathbb{E} \int_0^T \int_{O^i} \theta^2 \lambda^3 \gamma^3 y_i^2 dx dt. \tag{42}
\]

In Proposition 4, take \( O_0 = O^{i+1} \) and \( O_1 = O^i (i = 1, \cdots, n) \). Then by an iteration for the terms in the right side of (42), there always exists a positive integer \( L^* \), such that

\[
\sum_{i=1}^{n} \mathbb{E} \int_Q \theta^2 (\lambda^3 \gamma^3 y_i^2 + \lambda \gamma |\nabla y_i|^2) dx dt \leq C \mathbb{E} \int_0^T \int_{G_0} \theta^2 \lambda^{L^*} \gamma^{L^*} y_i^2 dx dt. \tag{43}
\]

Similar to arguments in [16], combining (43) with an energy estimate for (4), we can get the desired observability estimate (5). Also, (43) implies (6). \( \square \)

**Acknowledgments.** The authors would like to thank the anonymous referees for their valuable comments for improving this paper.

**REFERENCES**

[1] F. Ammar-Khodja, A. Benabdallah, C. Dupaix and M. González-Burgos, A generalization of the Kalman rank condition for time-dependent coupled linear parabolic systems, *Differ. Equ. Appl.*, 1 (2009), 427–457.

[2] F. Ammar-Khodja, A. Benabdallah, M. González-Burgos and L. de Teresa, Recent results on the controllability of linear coupled parabolic problems: A survey, *Math. Control Relat. Fields*, 1 (2011), 267–306.

[3] V. Barbu, A. Rășcanu and G. Tessitore, Carleman estimate and controllability of linear stochastic heat equations, *Appl. Math. Optim.*, 47 (2003), 97–120.

[4] J.-M. Coron, *Control and Nonlinearity*, Mathematical Surveys and Monographs, 136, American Mathematical Society, Providence, RI, 2007.

[5] X. Fu, Null controllability for the parabolic equation with a complex principal part, *J. Funct. Anal.*, 257 (2009), 1333–1354.

[6] A. V. Fursikov and O. Yu. Imanuvilov, *Controllability of Evolution Equations*, Lecture Notes Series 34, Seoul National University, Seoul, Korea, 1996.

[7] M. González-Burgos and L. de Teresa, Controllability results for cascade systems of \( m \) coupled parabolic PDEs by one control force, *Port. Math.*, 67 (2010), 91–113.

[8] N. V. Krylov and B. L. Rozovskii, Stochastic evolution equations, *J. Sov. Math.*, 16 (1981), 1233–1277.

[9] G. Lebeau and L. Robbiano, Contrôle exact de l’équation de la chaleur, *Comm. Partial Differential Equations*, 20 (1995), 335–356.

[10] H. Li and Q. Lü, Null controllability for some systems of two backward stochastic heat equations with one control force, *Chin. Ann. Math.*, 33 (2012), 909–918.

[11] X. Liu, Controllability of some coupled stochastic parabolic systems with fractional order spatial differential operators by one control in the drift, *SIAM J. Control Optim.*, 52 (2014), 836–860.

[12] X. Liu, Global Carleman estimate for stochastic parabolic equations, and its application, *ESAIM: Control Optim. Calc. Var.*, 20 (2014), 823–839.

[13] Q. Lü, A lower bound on local energy of partial sum of eigenfunctions for Laplace-Beltrami operators, *ESAIM Control Optim. Calc. Var.*, 19 (2013), 255–273.

[14] Q. Lü, Some results on the controllability of forward stochastic heat equations with control on the drift, *J. Funct. Anal.*, 260 (2011), 832–851.

[15] G. Prato and J. Zabczyk, *Stochastic Equations in Infinite Dimensions*, Cambridge University Press, Cambridge, 1992.
[16] S. Tang and X. Zhang, Null controllability for forward and backward stochastic parabolic equations, *SIAM J. Control Optim.*, 48 (2009), 2191–2216.

[17] G. Wang, $L^\infty$-null controllability for the heat equation and its consequence for the time optimal control problem, *SIAM J. Control Optim.*, 47 (2008), 1701–1720.

[18] X. Zhang, A unified controllability/observability theory for some stochastic and deterministic partial differential equations, *Proceedings of the International Congress of Mathematicians*, Hyderabad, India, 4 (2010), 3008–3034.

[19] E. Zuazua, Controllability and observability of partial differential equations: Some results and open problems, in *Handbook of Differential Equations: Evolutionary Differential Equations*, Elsevier Science, 3 (2007), 527–621.

Received October 2017; revised May 2018.

E-mail address: liuly938@nenu.edu.cn
E-mail address: liux216@nenu.edu.cn