Performance comparison for face recognition using PCA and DCT
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Abstract: In this paper Performance of Principle Component Analysis and Discrete Cosine Transform methods for feature reduction in face recognition system is compared. In face recognition system, feature extraction is based on wavelet transform and Support Vector Machine classifier for training and recognition is employed. According to experimental results on ORL face dataset the PCA method gives better performance compared to using DCT method.
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1. Introduction

Over the past few years, the user authentication is important because the security control is required everywhere. ID cards and passwords are traditional way for authentication although the security is not so reliable and convenient. Recently, biological authentication technologies through fingerprints, iris print, retina, palm print, face, etc are playing an important role in modern personal identification systems [1]. The face is chosen for the suggested system.

The key to face recognition is discriminant feature extraction and classification designing [2]. The extraction of image features is one of the fundamental tasks in image recognition [3].

Wavelet Transform is a popular tool in image processing and computer vision. Many applications, such as compression, detection, recognition, image retrieval et al have been investigated [4].

A problem in face recognition system is the curse of dimensionality in the pattern recognition literature. A common way of dealing with it is to employ a dimensionality reduction technique such as Principal Component Analysis ‘PCA’ to pose the problem into a low-dimensional feature space such that the major modes of variation of the data are still preserved [5].

Another way to reduce dimensionality of feature vector is Discrete Cosine Transform ‘DCT’. The DCT converts high-dimensional face images into low-dimensional spaces in which more significant features are maintained [3].

Support vector machines (SVMs) have been recently proposed as new kinds of feedforward networks for pattern recognition [6]. It belongs to a family of generalized linear classifiers. The main idea of a SVM is to construct a hyperplane as the decision surface in such a way that the margin of separation between positive and negative examples is maximized. The separating hyperplane is defined as a linear function drawn in the feature space [7].

This paper is organized as follows. Section 2 reviews the background of Wavelet decomposition of an image. In section 3, two ways to reduce dimensionality of feature vector (PAC-DCT) are defined. The multi-class SVMs are presented in section 4. The proposed method and experimental results are presented in section 5 and finally, section 6 gives the conclusions.

2. Feature Extraction

2.1. Discrete Wavelet Transform

Wavelet Transform (WT) has been a very popular tool for image analysis in the past ten years [6]. The wavelet decomposition of an image can then be interpreted as a set of independent, spatially oriented frequency channels [8].

The DWT is closely related to multi-resolution analysis and sub-band decomposition. The 1D-DWT recursively
decomposes the input signal, $S_0(n)$, in approximation and detail at the next lowest resolution stages. Let $S_i(n)$ and $W_i(n)$ be the approximation and detail, respectively, of the signal at level $i$. The approximation of the signal at level $i+1$ is computed using:

$$S_{i+1}(n) = \sum_{k=0}^{L-1} g(k) S_i(2n - k)$$  

(1)

and the detail of the signal at level $i+1$ is computed using:

$$W_{i+1}(n) = \sum_{k=0}^{L-1} h(k) S_i(2n - k)$$  

(2)

Where $g(k)$ and $h(k)$ are, respectively, the low-pass and high-pass filter coefficients, and $L$ is the size of filters. This technique for computing the DWT is often referred to as the pyramid algorithm or Mallat's algorithm[10]. Output of the low-pass filter is approximation coefficients and high-pass filter is detail coefficients.

The two-dimensional wavelet transform is got by applying one-dimensional wavelet transform to the rows and columns of two-dimensional data. An approximation image is derived from 1-level wavelet decomposition of an image and three detail images in horizontal, vertical and diagonal directions respectively. The approximation image is used for the next level of decomposition[11].Fig.1 show the process of decomposing an image.

![Figure 1. The process of decomposing an image](image)

Step 4: A covariance matrix is constructed as follows:

$$c = A^T A$$  

(5)

Step 5: Finding eigenvectors of $N^2 \times N^2$ matrix is very difficult. Therefore, we use the matrix $A^T A$ of size $M \times M$ and find eigenvectors of this small matrix.

Step 6: If $v$ is a nonzero vector and $\lambda$ is a number such as $Av = \lambda v$, then $v$ is an eigenvector of $A$ with eigenvalue $\lambda$.

Step 7: Consider the eigenvectors $v_i$ of $A^T A$

$$A^T A v_i = u_i v_i$$  

(6)

Step 8: Multiply both sides by $A$, we can obtain the result:

$$AA^T (Av_i) = u_i (Av_i)$$  

(7)

Step 9: A face image can be projected into this face space by

$$\Omega_k = U^T (f^k - \varphi) k = 1, ..., M$$  

(8)

3.2. Discrete Cosine Transform

The DCT is a popular technique in imaging and video compression, which transforms signals in the spatial representation into a frequency representation [14]. The DCT of an image basically consists of three frequency components namely low, middle, high each containing some detail and information in an image [15]. DCT is conceptually similar to Discrete Fourier Transform (DFT)[16].

The forward 2D-DCT [20] of a M x N block image is defined as

$$C(u, v) = \alpha(u) \alpha(v) \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} f(x, y) \cos \left( \frac{\pi(2x+1)u}{2M} \right) \cos \left( \frac{\pi(2y+1)v}{2N} \right)$$  

(9)

The inverse transform is defined as

$$f(x, y) = \frac{1}{M} \sum_{u=0}^{M-1} \sum_{v=0}^{N-1} \alpha(u) \alpha(v) C(u, v) \cos \left( \frac{\pi(2x+1)u}{2M} \right) \cos \left( \frac{\pi(2y+1)v}{2N} \right)$$  

(10)

where

$$a_p = \begin{cases} 
\frac{1}{\sqrt{M}} & u = 0 \\
\frac{2}{M} & u = 1, 2, ..., M - 1
\end{cases}$$

$$a_q = \begin{cases} 
\frac{1}{\sqrt{N}} & v = 0 \\
\frac{2}{N} & v = 1, 2, ..., N - 1
\end{cases}$$

and, $x$ and $y$ are spatial coordinates in the image block, and $u$ and $v$ are coordinates in the DCT coefficients block.

4. Support Vector Machine

Support Vector Machine(SVM) is a known supervised learning methods used for classification and regression. The
SVM is widely used in face detection and recognition. The support vector machine views the training data as two sets of vectors in an n-dimensional space, and then it will find a hyperplane which maximizes the margin between the two closest points in the training set which are termed as support vectors, and the calculation of SVM is only related with the support vectors. The optimal hyperplane can be computed as a decision of the form [2].

$$f(x) = \text{sgn}(\sum_{i=1}^{n} y_i a_i K(x_i, x) + b)$$

(11)

Where $x_i$ is the training vectors, $x$ is the testing vector and $K(.,.)$ is the kernel function that must satisfy Mercer’s condition. The coefficient $a_i$ and $b$ can be determined by solving the following quadratic programming (QP) problem:

$$\min_{\alpha} \frac{1}{2} \sum_{i,j} y_i y_j a_i a_j K(x_i, x_j) - \sum_j a_j$$

s.t. \hspace{0.5cm} $\sum_i y_i a_i = 0$

$$0 \leq a_i \leq C, \hspace{0.5cm} \forall i$$

The unbound $C$ is the penalty parameter that represents the tradeoff between minimizing the training set error and maximizing the margin [2].

The basic SVM is a binary classifier, so there are three developed methods for c-class recognition ($C > 2$). The first method is one against all approach, which needs to construct $c$ SVM classifiers and each one separates one signal class from all other classes. The second method is one against one approach and the third method is based on tree algorithm. In this paper, we use first method.

5. Experimental Results and Analysis

To evaluate the effectiveness of the proposed method, we used Cambridge ORL\(^1\) face database. This face database contains 40 individuals, and each individual has 10 images with variations in pose, illumination, facial expression and accessories [11].

The procedure of the algorithm design in this paper is as follows:

Step 1: Perform wavelet transform on ORL database,

Step 2: LL sub-image of wavelet decomposition levels are selected,

Step 3: For each person three images are selected as training images, and seven images as testing images,

Step 4: Apply reduce methods on extracted features:
- Apply PCA on features vector,
- Apply DCT on features matrix and the next convert it to vector,

Step 5: Train SVM with sample feature,
Step 6: Exert test vectors on SVM to calculate error.

In this paper, application of different mother wavelet such as, Haar, Db1 and Sym1 were tested. Also we assay different level of wavelet transform to find best result. Result shows the third level of Haar wavelet is the best.

In order to find efficient feature by DCT, this algorithm applied on different level. The resolution of images is changed in from of 48x48 to 6x6 using the third level of wavelet decomposition so, the size of DCT coefficients matrix is 6*6.

Table 1 shows that our method performs better than other algorithms.

| Size of DCT block | Error percent |
|-------------------|---------------|
| 1*1               | 93/3333       |
| 2*2               | 73/3333       |
| 3*3               | 25            |
| 4*4               | 14/1667       |
| 5*5               | 5/8333        |
| 6*6               | 5/7776        |

Figure 2. Changes of error by increasing the size of the DCT block

Table 2. Recognition rate

| Algorithm       | Recognition rate |
|-----------------|------------------|
| Original image  | 83/33            |
| DWT             | 87/5             |
| PCA             | 90               |
| DCT             | 87/5             |
| DWT/PCA         | 95               |
| DWT/DCT         | 94/17            |

Table 2 shows that our method performs better than other algorithms.

\(^1\)Oliverli Research Laboratory
6. Discussion and Conclusion

Our experimental results can be summarized as follows: The use of DWT as a feature extractor and DCT-PCA as feature reduction method to train and test support vector machines. The combination of DWT and DCT-PCA methods shows a very satisfactory result.

In the future, we plan to continue our research by investigating other possible methods (both feature extractors and classifiers) to achieve a better system performance.

Reference

[1] M. Sharkas, ‘Application of DCT Blocks with Principal Component Analysis for Face Recognition’ Proceedings of the 5th WSEAS Int. Conf. on SIGNAL, SPEECH and IMAGE PROCESSING, Corfu, Greece, August 17-19, 2005 (pp107-111)

[2] X.M. Wand, CH. Huang, G.Y. Ni, J.G. Liu, ‘Face Recognition Based on Face Gabor Image and SVM’ 978-1-4244-4131-0/09/$25.00 ©2009 IEEE

[3] M. Wang, H. Jiang, and Y. Li, ‘Face Recognition Based on DWT/DCT and SVM’ 2010 International Conference on Computer Application and System Modeling (ICCASM 2010)

[4] B. Luo, Y. Zhang, and Y.H. Pan, ‘Face Recognition Based on Wavelet Transform and SVM’ Proceedings of the 2005 IEEE International Conference on Information Acquisition June 27 - July 3, 2005, Hong Kong and Macau, China

[5] M. S. Sarfraz, O. Hellwich and Z. Riaz, ‘feature Extraction and Representation for Face Recognition’ ISBN 978-953-307-060-5, Published: April 1, 2010 under CC BY-NC-SA 3.0 license

[6] M. Mazloom, S. Kasaei, and H. Alemi, ‘Construction and Application of SVM Model and Wavelet-PCA for Face recognition’ 2009 Second International Conference on Computer and Electrical Engineering

[7] I.K. Timotius, I. Setyawan, and A.A. Febrianto, ‘Face Recognition between Two Person using Kernel Principal Component Analysis and Support Vector Machines’ International Journal on Electrical Engineering and Informatics - Volume 2, Number 1, 2010

[8] G. Yu, S.V. Kamarthi, ‘A cluster-based wavelet feature extraction method and its application’ , Engineering Applications of Artificial Intelligence 23 (2010) 196–202, Accepted 27 November 2009

[9] R.C. Palero, R.G. Girones and F. Ballester-Merelo, ‘Flexible architecture for the implementation of the two-dimensional discrete wavelet transform (20-DWT) oriented to FPGA devices’, Microprocessors and Microsystems, vol. 28, pp. 509-518,2004

[10] S. G. Mallalt, ‘Multifrequency channel decompositions of images and wavelet models’, IEEE Transactions on Acoustics, Speech, and Signal Processing, vol. 37, pp. 209 1-2 1 10, 1989.

[11] L. Xian, Y. Sheng, W. Qi, and L. Ming, ‘Face Recognition Based on Wavelet Transform and PCA’ 2009 Pacific-Asia Conference on Knowledge Engineering and Software Engineering

[12] H. Wang, S. Yang, and W. Liao, ‘An Improved PCA Face Recognition Algorithm Based on the Discrete Wavelet Transform and the Support Vector Machines’ 2007 International Conference on Computational Intelligence and Security Workshops

[13] M. Mazloom, S. Kasaei, ‘Combination of Wavelet and PCA for Face Recognition’ GCC Conference (GCC), 2006 IEEE , E-ISBN 978-0-7803-9591-6, E-ISBN 978-0-7803-9591-6, INSPEC Accession Number 11747056

[14] V.P.Vishwakarma, S. Pandey, and M.N. Gupta, ‘A Novel Approach for Face Recognition Using DCT Coefficients Re-scaling for Illumination Normalization’ 15th International Conference on Advanced Computing and Communications, 0-7695-3059-1/07 $25.00 © 2007 IEEE, DOI 10.1109/ADCOM.2007.12

[15] K. Manikantan, V. Govindanajan, ‘Face Recognition using Block Based DCT Feature Extraction’, Journal of Advanced Computer Science and Technology, 1 (4) (2012) 266-283

[16] A.R. Chadha, P.P. Vaidya, and M.M. Roja, ‘Face Recognition Using Discrete Cosine Transform for Global and Local Features’, Proceedings of the 2011 International Conference on Recent Advancements in Electrical, Electronics and Control Engineering (IConRAEeCE) IEEE Xplore: CFP1153R-ART; ISBN: 978-1-4577-2149-6