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Abstract

Innu-Aimun is an Algonquian language spoken in Eastern Canada. It is the language of the Innu, an indigenous people that now lives for the most part in a dozen communities across Quebec and Labrador. Although it is alive, Innu-Aimun sees important preservation and revitalization challenges and issues. The state of its technology is still nascent, with very few existing applications. This paper proposes a first survey of the available linguistic resources and existing technology for Innu-Aimun. Considering the existing linguistic and textual resources, we argue that developing language technology is feasible and propose first steps towards NLP applications like machine translation. The goal of developing such technologies is first and foremost to help efforts in improving language transmission and cultural safety and preservation for Innu-Aimun speakers, as those are considered urgent and vital issues. Finally, we discuss the importance of close collaboration and consultation with the Innu community in order to ensure that language technologies are developed respectfully and in accordance with that goal.

1 Introduction

In 2016, there were over 70 different indigenous languages in Canada, which together cumulated 260,550 speakers\(^1\), for a total country population of 35,151,728\(^2\). This number of indigenous language speakers shows how light their demographic weight is, considering the length of indigenous people’s presence throughout the country. Yet this number also hides important disparities between indigenous languages. While Cree, spoken in four of the country’s provinces, counts over 96,000 speakers, other languages like Haida are only spoken by a few hundreds\(^3\).

In this paper, we examine one specific indigenous language, spoken in Quebec and Labrador, Innu-Aimun (ISO code moe\(^4\), Glottolog mont1268\(^5\)). Like the aforementioned languages, its presence in the country’s linguistic landscape is fragile, especially compared to the official languages (English and French). While linguistic resources do exist for Innu-Aimun, the development of its language technology and NLP applications is almost inexistent.

Our contributions to the current research consist in two main parts: (1) a survey of Innu-Aimun linguistic resources and technology, followed by (2) discussions and perspectives concerning how to develop Innu-Aimun language technology and the role it could have for the community.

The structure of this paper is described as follows: Section 2 describes Innu-Aimun and its linguistic situation, and surveys the available linguistic resources and technologies. Section 3 addresses the question of how Innu-Aimun language technology should be developed, including the importance of collaboration with the community, examining language-related social issues and discussing what role technology could have to help on these issues. Section 4 provides some ideas for short term and longer term developments, focusing on short term development perspectives and how they could be carried out. Finally, Section 5 concludes this paper and suggests future directions for further research.

2 Language Description and Survey

2.1 Innu-Aimun language

Innu-Aimun is a language spoken by the Innu, an indigenous people of Canada, formerly known as Montagnais (Mollen, 2006). It is a polysynthetic

\(^1\)Statistics Canada: The Aboriginal languages of First Nations people, Métis and Inuit

\(^2\)Statistics Canada: Census Profile, 2016 Census

\(^3\)Statistics Canada: The Aboriginal languages of First Nations people, Métis and Inuit

\(^4\)ISO 639-3 - moe

\(^5\)Glottolog - mont1268
language and part of the Algonquian language family and of the Cree-Innu-Naskapi dialect continuum (Drapeau, 2014b). In 2017, the number of speakers was estimated at 12,000, spread over a dozen communities (Baraby et al., 2017).

As noted by Baraby et al. (2017), Innu-Aimun is “[...] alive but still fragile”. Its state of preservation can be seen as part of the broader situation of indigenous languages in Canada. Generally speaking there is a transfer to the majority language (English in general, French mostly in the case of Innu) and indigenous language fluency is lower in younger age groups than in older ones (Drapeau, 2011). In some Innu communities, lexical erosion has been observed due to the high rate of bilingualism among speakers (Drapeau, 2014a).

Originally an oral language with several dialects, Innu-Aimun had its orthography standardized in 1989 (Mollen, 2006). This standardization work, done through a consultation between representatives of the different dialects, concerns only the written language; the differences in pronunciation between dialects remain (Mollen, 2006). The standard Innu-Aimun orthography is based on the Latin alphabet and includes a special character: the “superscript-u”. This character has its own unicode code point 6, which has been incorporated in a keyboard developed specifically for Innu-Aimun 7.

2.2 Existing Innu-Aimun Resources and Technological Applications

While several linguistics resources are available, there are very few technological applications for Innu-Aimun. These were developed primarily for educational and language preservation purposes. This section describes existing linguistic resources for Innu-Aimun and applications that are part of a joint development effort with Cree language.

2.2.1 Primary linguistic resources

Despite its significant preservation challenges, Innu-Aimun is one of the best documented indigenous languages in Canada, and its documentation has become more technology-based in recent years (Baraby et al., 2017). Among the primary linguistic resources is the Innu Grammar (Grammaire de la langue innue) by Drapeau (2014b), which describes in detail many aspects of the Innu-Aimun grammatical structures.

The 1991 Montagnais-French Dictionary (Dictionnaire Montagnais-français) by Drapeau (1991) was the first to use the standardized orthography (Mollen, 2006). The most up-to-date published dictionary available is the Innu-French Dictionary (2016, second edition) which includes more than 28,000 Innu-Aimun words 8. However, an online version of this dictionary is available 9 and it is regularly expanded with new words (this tool is further discussed in the following section).

For conjugation, the guide Conjugation of Innu verbs (Conjugaison des verbes innus) by Baraby and Junker (2011) is available as a Website 10. This guide is based on the work started with Guide pratique des principales conjugaisons en montagnais (Baraby, 1998) which has since been updated.

2.2.2 Integrated Web tools and Search Engine

With Integrated Web tools for Innu language maintenance, Junker et al. (2016) presented a series of Web tools intended primarily for bilingual speakers of Innu-Aimun and whose main goal was the preservation of the language. These included language learning games, several basic language resources (grammars, lexicons, etc.), a catalog of works in Innu-Aimun (including educational books, children’s stories, etc.), an online dictionary and a verb conjugation application.

The verb conjugation application, developed by Baraby and Junker (2011), organizes verbs with respect to Innu-Aimun conjugation structure and includes audio clips for the pronunciation in the eastern and western dialects. The trilingual, pan-dialectal online dictionary (mentioned in the previous section) structures search results with respect to the Innu-Aimun morphology. Table 1 shows examples of entries from the Innu-Aimun-English part of dictionary. The dictionary uses the orthographic flexibility of the Innu-Aimun search engine developed by Junker and Stewart (2008).

In Building search engines for Algonquian languages, Junker and Stewart (2008) developed a search engine for East Cree (an Algonquian language related to Innu-Aimun) and then adapted it to Innu-Aimun. The authors’ work consists of two parts: flexible orthographic search and verb search. The flexible orthographic search aims to solve different spellings problem for the same word, as the recent standardization of spelling, the existence of
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6 Innu-Aimun.ca - Writing and Technology (in French)
7 Keyboard layout for Innu/Aimun
8 https://dictionary.innu-aimun.ca/
9 https://verbe.innu-aimun.ca
several dialects and the predominance of oral language mean that users will often look for a word with a different orthography than the standard one. The verb search component consists of a flexible search in a database of verbal paradigms, which identifies the most likely root and reconstructs the verb in its standard form. This aims to solve a challenge arising from the different forms of verb inflections in Cree and Innu-Aimun, as users can search for verbs in their non-canonical form.

Hasler et al. (2018) proposed an online terminology forum for multiple Algonquian languages, including Innu-Aimun, in order to provide translations and definitions for specialized terms in several fields such as healthcare, justice or environment. The forum is a tool for collaborative terminology development, with participation from communities and review from translators.

2.3 Existing Innu-Aimun digitized resources

To our knowledge, there is no publicly available annotated or aligned Innu-Aimun corpora, and few research works report on this subject. There exists however a certain amount of publicly available monolingual, bilingual and trilingual Innu-Aimun digitized texts.

2.3.1 Transcription and linguistic annotation

Citing the lack of linguistic documentation despite its importance to the preservation of the language, Drapeau and Lambert-Brétière (2013) presented a project to create and make available a corpus of linguistically analyzed Innu-Aimun texts. The corpus was built through the segmentation and transcription of oral recordings in standard orthography. The text analysis includes morphological segmentation and translation into French and English. The result is a multimodal, multilingual annotated Innu-Aimun corpus.

Kuhn et al. (2020) presented the language technology project by NRC Canada and its collaborators. This project aims to transcribe oral recordings for several indigenous languages in Canada, including Innu-Aimun.

2.3.2 Multilingual textual resources

The Tshakapesh Institute has an online catalog offering many texts in Innu-Aimun. This includes pedagogical books (primary and preschool), stories for children, novels, poetry, non-fiction and other types of works. However, many of these texts are available only in non-digitized versions.

The publishing house Mémoire d’encrier publishes bilingual Innu-Aimun-French works, such as novels (notably reeditions of works by Innu author An Antane Kapesh) and collections of poems (notably by the Innu poet Joséphine Bacon). Some of those titles are also published in bilingual Innu-Aimun-English versions; those can thus be considered as trilingual Innu-Aimun-French-English texts.

On rarer occasions, texts in multiple indigenous languages are made available. The FNQLSDI (First Nations of Quebec and Labrador Sustainable Development Institute) produces documents in 6 languages including English, French, Innu-Aimun and other indigenous languages such as East Cree, and sometimes up to 12 languages.

\[1\] Tshakapesh Institute - Catalogue
\[2\] Mémoire d’encrier - An Antane Kapesh
\[3\] Mémoire d’encrier - Joséphine Bacon
\[14\] For example: Mawenzi House - Message Sticks (Tshissinwatshitakana)
\[15\] FNQLSDI - Multilingual books

Table 1: Example entries from the Innu-English online dictionary (Junker et al., 2016)
3 Discussion: How Should Technology Be Developed for Innu-Aimun?

3.1 The imperative of respecting and collaborating with the community

Social and ethical aspects are of particularly great importance when it comes to practicing research involving indigenous languages in Canada. This should be emphasized not only considering the precarious situation of these languages, but also—and most importantly—in light of the well-documented historical prejudices and subsisting societal issues indigenous communities have been subjected to. This includes the appalling legacy of the Indian Residential Schools system, as documented by the Truth and Reconciliation Commission of Canada\(^{16}\).

Such considerations are crucial for indigenous languages in Canada in general and they should absolutely be kept in mind for Innu-Aimun language technology development.

As per the directives of the Social Sciences and Humanities Research Council (SSHRC) of Canada, “Whatever the methodologies or perspectives that apply in a given context, researchers who conduct indigenous research, whether they are indigenous or non-indigenous themselves, commit to respectful relationships with all indigenous peoples and communities.”\(^ {17}\)

Indigenous research should as much as possible be done \textit{by and for} the community. In the case of indigenous language technology development, this takes an even greater significance as such research aims first and foremost to have a concrete positive impact indigenous communities. Language technologies must address in their development the needs as well as the concerns of the community they serve.

If the developed technologies result in tools intended as applications with end users, evaluation of the technologies by members of the community should be a key component of a collaborative development. In the case of indigenous languages in Canada, an example of such an evaluation for a precise language is the one carried by Bontogon (2016) for a Plains Cree computer-aided language learning tool (CALL).

3.2 Language and social issues

Among the most urgent linguistic issues expressed by some community members\(^ {18}\) is the need for better and safer interactions between Innu and health and social workers, as well as in the educational and justice systems. In the latter, ensuring the clarity of interactions with an indigenous person, by using an interpreter if need be, is not only important but a legal obligation, as described by Newashish and Boivin (2019).

Language plays an important role in culturally safe communications with health workers, as discussed by Møller (2016) in their study of language for nursing in Nunavut and Greenland. Cultural safety overall has been identified as important to ensure safe interactions with health workers: if interactions between indigenous patients and health workers are not adequate, this can lead to potentially disastrous situations like death, as has been recently concluded by a coroner inquiry following the death of an indigenous patient in Canada\(^ {19}\).

The Viens Commission final report\(^ {20}\) mentions that 54% of indigenous people in Quebec live in cities rather than in indigenous communities and that this makes access to services in their language all the more difficult. The need to improve the relation and interactions between Innu and non-indigenous in urban context has also been identified as an important matter by Leroux (2014) when examining cohabitation within Sept-Îles: difference in native language between non-indigenous and Innu is considered to play a role in the divide between the two.

The Innu-Aimun language is an integral part of Innu identity and this makes language preservation all the more important. As highlighted by Leroux (2014) through her interviews with Innu community members, the attempted assimilation of the Innu people to the dominant non-indigenous society is still profoundly felt and has had an impact on transmission of the language.

According to one Innu-Aimun teacher from the Uashat mak Mani-wukum community, with whom we exchanged, the language is highly endangered. Rare are the students that properly master their mother tongue and French dominates in day-to-day interactions. Not enough time in the curriculum,

\(^{16}\)Truth and Reconciliation Commission of Canada
\(^{17}\)Social Sciences and Humanities Research Council - Definition of Terms, indigenous Research
\(^{18}\)ITUM (Innu Takuaikan Uashat mak Mani-wukum) - Council of Uashat mak Mani-wukum
\(^{19}\)Investigation Report on the Death of Joyce Echaquan (in French)
\(^{20}\)Final report of the Viens Commission (in French)
she says, is allocated to teaching Innu-Aimun and preserving the language should overall be considered as a more pressing societal concern.

3.3 NLP and Innu-Aimun revitalization

As stated earlier, research in Innu-Aimun language technologies should first address the priorities and needs of the Innu communities, as expressed by them. For that matter, consultation with the community is a key part of such research. In this section, we offer ideas of roles Innu-Aimun language technology could play, as a first step towards further consulting the community—should it be to validate these ideas or to stimulate discussion on the matter and encourage other ideas.

Language preservation is a role commonly projected onto indigenous language technologies. We indeed believe language technologies could help preserve Innu-Aimun by acting as educational tools to native speakers and by acting as technologically-oriented language documentation. From the existing tools like online bilingual dictionaries to potential developments like machine translation, conversational agents and learning assistants, we think language technology could help support native speakers learn their language or improve their knowledge of it, and especially so in a context of prevailing bilingualism.

Some community members have said in discussions we held with them that in their view, an even more important role language technology could play is that of raising awareness and understanding within non-indigenous people. It is believed that gaining better knowledge of Innu-Aimun could help better raise awareness and understand Innu realities, which is of great importance for reconciliation. This becomes even more crucial for non-indigenous workers that interact with the community, as is often the case in the health and education sectors. When it comes to interactions in the context of health and education services, ensuring language knowledge becomes a matter of cultural safety. This need has already been recognized and some steps have been taken, like the recent creation of a program for translation and interpretation to and from Innu-Aimun.

4 Perspectives: Innu-Aimun and NLP

In light of the discussed roles for Innu-Aimun language technology, we present here our proposed vision for potential technological developments in collaboration with the ITUM group. This vision is divided into two more accessible developments in the short term and two longer term developments.

4.1 Short term

4.1.1 Towards a first machine translation system

We consider machine translation could be a useful tool to the Innu community, both for language learning and to assist professional translators and teachers. On the language learning side, machine translation could serve as an extension or an enhancement of bilingual dictionaries. When it comes to forming Innu-Aimun words that correctly grasp the desired context, automated sentence translation could prove useful and machine translation can help reach that goal. On translation assistance, we concur with the view brought by Littell et al. (2018): that a general-purpose system like Google Translate is probably not achievable with the current state of resources and that translation assistance is a more accessible goal. Such an approach would also be more empowering for the community as it would aim to assist rather than replace Innu translators.

4.1.1.1 Parallel corpora

With the publicly available bilingual and trilingual Innu-Aimun texts, it is certainly possible to create experimental Innu-Aimun-French and Innu-Aimun-English parallel corpora. Some of the bilingual works mentioned earlier are only available in paper, while some are available in ebook and PDF formats. Naturally, books available in paper only would require a significant amount of work in order to be rendered usable as parallel data, as it would involve scanning the documents and using OCR (Optical Character Recognition) methods in order to obtain workable text. Considering only Innu-Aimun-French bilingual texts that are easily obtainable as ebook or PDF, we estimate that at least 3000 parallel Innu-Aimun-French sentences could be collectable with minimal effort. Such a

21Sept-Îles Cégep launches an Innu language translation program (in French)

22ITUM (Innu Takuaikan Uashat mak Mani-utenam) - the council of Uashat mak Mani-utenam
small number of examples might not be enough to train an Innu-Aimun-specific translation model, but it could be put to contribution using machine learning techniques that are better adapted to low-resource or zero-shot settings and that harness data from other languages, as discussed in the following section.

Table 2 examines three bilingual corpora for the Innu-Aimun and French language pair: FNQLSDI books, Mémoire d’encrier poetry and Mémoire d’encrier novels & essays. The number of parallel sentences is an approximation and it might vary following proper alignment. Also in this table is the vocabulary size for each corpus and the percentage of words from this vocabulary that are absent from the most complete Innu-Aimun dictionary available. We can observe that in all three cases, a very high proportion of the words found on the Innu-Aimun side (82-87%) are out-of-dictionary. Some of the out-of-dictionary words are simply proper nouns or words borrowed from other languages (e.g. French). But the main explanation probably resides in the polysynthetic nature of the language: as morphemes agglutinate to form longer words, a high proportion of the words will be in fact found in an inflected form that is not present in the dictionary. This observation also serves as a reminder of the importance of segmentation for the development of machine translation for Innu-Aimun.

The Innu-Aimun-French dictionary itself could be put to use as parallel data for Machine Translation. The 28K+ words and definitions found in the dictionary could probably not be counted as so many parallel sentences. But since many of these words are provided with translations that are as long as a sentence due to their high morphology, the parallel data found in the Innu-Aimun dictionary is certainly more useful to polysynthetic translation than that found in traditional bilingual dictionaries (where translation is usually provided as single corresponding words).

Since recent NMT (Neural Machine Translation) methods using auxiliary, higher-resourced languages have shown positive results for low-resource language pairs, even when the languages are unrelated (see Section 4.1.1.2), it is appropriate to survey other indigenous languages in Canada, with regard to their proximity and the availability of training data.

While the availability of open parallel corpora (and training data in general) is a major challenge for most indigenous languages in Canada, such a corpus has been published for the Inuktitut-English language pair and has made possible the development of machine translation models (Littell et al., 2018). This corpus contains in its third and latest version over 1.4 million pairs of aligned Inuktitut-English sentences, all collected from the proceedings of the Nunavut Hansard which is published in both languages (Joanis et al., 2020). This, according to the authors, constitutes the largest publicly available parallel corpus for a polysynthetic language.

Atikamekw, another indigenous language of Canada that belongs to the same family as Innu-Aimun (Algonquian languages) has a wikimedia project, which could help construct comparable corpora for these category of languages and thus enrich a multilingual neural machine translation framework. In addition, some of the FNQLSDI books available in Innu-Aimun are also available in Atikamekw, as well as in East Cree.

4.1.1.2 Applying methods for extremely low-resource language pairs

A large variety of methods have been proposed in different contexts to improve neural machine translation results for low-resource language pairs, as recent surveys show (Wang et al., 2021; Haddow et al., 2021). Several of these methods involve making use of data from auxiliary languages (such as transfer learning, multilingual modelling and others). Keeping in mind that the main goal of first experiments in machine translation is to assess feasibility, we focus here on the methods that allow the direct use of the parallel resources that have been mentioned so far.

Multilingual modelling, which aims at harnessing the most of many languages by sharing parameters between them, has shown good results for low-resource language pairs. This is done by Johnson et al. (2017), which show that it is possible to improve results for lower-resourced languages by combining them into a single model along with higher-resourced language pairs (with a total of 12 pairs). More recent contributions push
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23 FNQLSDI - Multilingual books
24 Mémoire d’encrier - Joséphine Bacon
25 Mémoire d’encrier - An Antane Kapesh
26 Innu-Aimun online dictionary
27 https://atj.wikipedia.org/wiki/Otitikowin
the number of languages much higher and label the method “massively multilingual modelling”. Aharoni et al. (2019) for example train models in one-to-many and many-to-one settings combining 102 languages and many-to-many models combining 59 languages. They improve previous results for low-resource pairs and show that adding more languages improves zero-shot performances, but point-out there exists a trade-off between the number of languages and overall translation performance, especially for higher-resourced pairs.

The goal of keeping a better performance for all language pairs in a multilingual model does not apply to our proposed experiments for Innu-Aimun translation: if adding more languages helps improve results for our low-resourced target language pairs, then there is no incentive not to do so. Furthermore, recent results suggest that transfer learning can even be beneficial to unrelated languages that have different alphabets (Kocmi and Bojar, 2018).

Another method of interest is meta-learning, which Gu et al. (2018) applied on low-resource machine translation. They show meta-learning can significantly improve translation results for lower-resourced pairs, especially in zero-shot situations or when training with few examples.

### 4.1.2 Developing a morphological segmenter

We take the view that one of the first steps to take for Innu-Aimun language technology development is to consolidate and expand building blocks that are considered part of a basic language toolkit, as described for Plains Cree by Arppe et al. (2016). These building blocks, like lexical databases, written corpora and transcriptors, are not only important technological tools for languages but also form the basis for more advanced developments.

A fundamental building block to develop for Innu-Aimun is automated morphological segmentation. As stated earlier, the polysynthetic nature of Innu-Aimun makes some of its words equivalent to whole sentences in Indo-European languages. This trait makes the use of morphological segmentation almost inevitable for applications like machine translation, as described for Inuktitut and Inuinnaqtun, other indigenous languages in Canada (Le and Sadat, 2020b, 2021).

In the absence of a language-specific segmentation model, some unsupervised methods (i.e. learning methods that do not require annotated data) allow the training of a model using solely monolingual data from the target language. This is the case of the BPE (Byte Pair Encoding) method proposed for segmentation by Sennrich et al. (2016), which merges most frequent pairs of characters or n-grams (i.e. sequences of items like words, syllables, letters, etc.) found in the text to construct a subword vocabulary for the targeted language. However, such a method does not replace a language-specific segmentation model. For example, Le and Sadat (2020a) improve the translation results obtained by Joanis et al. (2020) on their Nunavut Hansard Inuktitut-English corpus by proposing their own Inuktitut-specific segmentation model.

A logical step to develop an Innu-specific segmentation model is to adapt to Innu-Aimun the Plains Cree FST model proposed by Snoek et al. (2014). The authors consider their model to be adaptable to other Algonquian languages, since the language structure would be similar. Another similar approach would be to use the same development method used by Snoek et al. (2014) and Harrigan et al. (2017) for Plains Cree or by Arppe et al. (2017) for East Cree, in order to develop an FST model specific to Innu.

Another possible approach for Innu-Aimun automated segmentation is the semi-supervised method, as used by Le and Sadat (2021) to develop their segmentation model for Inuinnaqtun (an endangered indigenous language of Canada). Semi-supervised methods are usually hybrid approaches that combine unsupervised methods with the use of available annotated data. In the case of Le and Sadat (2021), the proposed approach uses the Adaptor Grammars based framework by Eskander et al. (2020), which can learn a model based on a list of unsegmented words using grammar rules. These rules can also include a list of morphemes from the target language.

| Corpus                        | Number of parallel sentences | Innu-Aimun vocabulary size | % of out-of-dictionary words |
|-------------------------------|------------------------------|----------------------------|------------------------------|
| FNQLSDI books                 | 1,450                        | 4,453                      | 87%                          |
| Mémoire d’encrier poetry      | 110                          | 1,558                      | 82%                          |
| Mémoire d’encrier novels & essays | 1,670                      | 4,170                      | 87%                          |

Table 2: Parallel Innu-Aimun - French corpora
The semi-supervised approach is promising in the Innu-Aimun context, since enough linguistic documentation exists to define general grammar patterns as done by Le and Sadat (2021) and since a list of Innu-Aimun words and morphemes could be collected from the available dictionaries and verb conjugators. Counting the number of unique Innu-Aimun words currently found in the Innu-Aimun online dictionary, combined with the words found the corpora analyzed in Table 2, a vocabulary size of 34K can be obtained and put to use in semi-supervised automated segmentation methods.

4.2 Longer term

4.2.1 Cross-lingual conversational agent

We propose the longer term development of a cross-lingual conversational agent whose primary purpose would be to act as an intelligent language tutor. This can be seen as being in line with the existing interactive learning games, proposed as part of the integrated web tools by Junker et al. (2016). First steps in the construction of the agent would involve collecting a Question-Answering dataset within educational and health groups/centers in Innu communities. Such a tool would assist not only native speakers in their learning of Innu-Aimun, but also non-native speakers in their communication and understanding of the communities’ culture and realities. It could play a positive role especially for beginner-level learners and in contexts where access to an Innu-Aimun teacher is problematic—which is the case especially outside communities.

4.2.2 Automatic Innu-Aimun multimodal machine translation

As stated earlier, standardization of Innu-Aimun orthography is relatively recent (since 1989) (Mollen, 2006). This means many community members learned the language before the standardization occurred. Automated transcription could bridge the gap between how speakers use their language and how orthography-based tools function.

Among indigenous languages in Canada, an attempt was made with the development of an ASR (Automatic Speech Recognition) system for Inuktitut (Gupta and Boulianne, 2020). This project aimed to automatically transcribe Inuktitut and used 23 hours of transcribed Inuktitut oral stories to build an acoustic model.

However, relying on voice-based technologies brings significant challenges. Due to lack of data, dialect variances, and other restrictions, it is difficult to create strong ASR systems for indigenous languages (Jimerson and Prud’hommeaux, 2018). In the case of Innu-Aimun, not only is the writing far from its pronunciation, but the existence of multiple dialects means there are multiple ways to pronounce, depending on the region or community, as mentioned by Mollen (2006).

Despite significant challenges, developing multimodal systems would help to better represent cultural and ancestral data through voice—considering that Innu-Aimun is traditionally an oral language Mollen (2006). Fortunately, in the last few years, there have been efforts to digitise content in Innu-Aimun, both in text and in audio format, as stated in section 2.2.

5 Conclusion

Despite substantial challenges ahead, like the limited amount of resources available or the complexity of the language, we consider the development of more advanced Innu-Aimun technology to be feasible. We also consider such a development to be important, in view of the very real social issues related to Innu-Aimun. We believe language technologies like machine translation could be useful in the efforts to ensure language transmission and improve cultural safety in services. The first steps we proposed in this article, besides their goal of demonstrating feasibility, will help better understand the difficulties in processing Innu-Aimun texts and building technological modules like morphological and translation models. This will allow defining further steps towards the longer term goals like intelligent tutors, conversational agents and automatic transcription.
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