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Abstract

Despite extensive research into adversarial attacks, we do not know how adversarial attacks affect image pixels. Knowing how image pixels are affected by adversarial attacks has the potential to lead us to better adversarial defenses. Motivated by instances that we find where strong attacks do not transfer, we delve into adversarial examples at pixel level to scrutinize how adversarial attacks affect image pixel values. We consider several ImageNet architectures, InceptionV3, VGG19 and ResNet50, as well as several strong attacks. We find that attacks can have different effects at pixel level depending on classifier architecture. In particular, input pre-processing plays a previously overlooked role in the effect that attacks have on pixels. Based on the insights of pixel-level examination, we find new ways to detect some of the strongest current attacks.

1 Introduction

In this work, we find instances where adversarial attack transferability of strong attacks is low, despite transferability being considered to be pervasive (27 18 10 5). In addition, we find that high attack transferability is not always indicative of a strong attack because some attacks can generate out-of-domain images that also misclassify across classifiers. Motivated by these findings, we focus on how attacks change pixels. The examination of pixel changes under attacks leads us to simple ways of detecting some of the strongest current attacks.

Transferability of adversarial attacks is currently measured with transferability metrics (18 33 15 13 17 16) that may not convey attack strength as intended. Attack transfer metrics are used to show the rate at which adversarial examples generated in one classifier cause misclassification in another classifier. However, there is an underlying assumption that the generated adversarial images do indeed belong to the dataset domain of images. This may not be the case because many attacks do not even minimize perturbation, using instead parameters that control perturbation: \( \kappa \) in Carlini&Wagner (CW) attack (5) and \( \epsilon \) in Projected Gradient Descent (PGD) (20) and Fast Gradient Sign Method (FGSM) (10). In addition, these parameters can cause different amounts of perturbation in different classifiers, depending on classifier architecture. We show that adversarial attacks can result in images that no longer belong in the dataset domain of images. Yet the attack transfer rate for such attacks is still high because other classifiers would also misclassify out-of-domain images. This indicates that we need to look deeper and beyond transferability metrics, into perturbation values, images pixel values and how classifier architecture affects perturbation.

Based on our findings of low attack transferability between classifiers of well-known architectures, a question arises:

Why has this low attack transferability not been found out before?

On the side of adversarial attacks, the initial findings of adversarial transferability by Szegedy et al. (27); Goodfellow et al. (10) examined transferability between simple convolutional and fully-
connected models. Despite the advent of new architectures such as VGG (26), ResNet (12) and Inception (29), some adversarial attacks have conducted limited transferability experiments. For example, in CW attack, Carlini & Wagner (5) test transferability to similar classifier, DeepFool (21) does no transferability tests, Madry et al. (20) in PGD attack tests the same architecture with layers of different sizes and different initializations. More recent research (33; 15; 13; 17; 16) on adversarial attacks is exclusively on the transferability of $L_\infty$ attacks between different architectures, but not other norms.

On the side of adversarial defenses, transferability to different architectures may have not been researched for different reasons. The main reason is the establishment of a framework for the evaluation of adversarial defenses (6) that required that defenses should perform transferability experiments with another model that is as similar to the defended model as possible. This framework was initiated by Carlini & Wagner (5), based on how Carlini & Wagner (5) defeated Defensive Distillation (23). But even before that framework, Kurakin et al. (18) test the transferability in the adversarial training defense with variations of the Inception architecture on ImageNet. Having to check transferability to very similar architectures (6), defenses do not test against transferability to different architectures because of the computational demands of generating adversarial examples.

The main contributions of our work are:

- Though adversarial attacks are claimed to be highly transferable, we find that even some of the strongest current attacks can have low transfer rates. We illustrate this in Figure 1 with a CW-$L_2$, $\kappa = 0$ attack that does not transfer. Further results are in Table 1 where transfer rates of CW-$L_2$ and several PGD attacks are as low as 6%. Based on this, defenses can use different classifiers to tell apart adversarial samples when the classifiers disagree.

- We find that transfer rates alone can be misleading indicators of attack strength. Some attacks can have high transfer rates because they generate images that do not belong in the domain of images and thus cause misclassification, such as blank or noise images. Attacks with high transfer rates shown in Table 1 are CW-$L_\infty$ and PGD $\epsilon = 8$ against InceptionV3 classifier. Figure 5 shows that the PGD $\epsilon = 8$ attack against InceptionV3 generates noise images. Figure 4 shows that the highly transferable CW-$L_\infty$ attacks are in fact mostly blank.

- Though we do not set out to do adversarial detection, the insights we gain from looking at what happens to image pixels under attacks enables us to devise simple ways to tell apart original samples and adversarial examples for CW, PGD and FGSM attacks. We show this for PGD and FGSM in Subsection 5.1 and Subsection 6.1 and for CW-$L_\infty$ in Subsection 5.3 and Subsection 6.3.

- We find that image pre-processing can affect perturbation magnitude, shown in Table 2.
2 Background and related work

2.1 Adversarial attacks

Fast Gradient Sign Method The FGSM attack by Goodfellow et al. (10), is a simple way to generate adversarial examples: $x_{adv} = x + \epsilon \cdot \text{sign}(\nabla_x J(x, y_{true}))$, where $J$ is the loss function.

Carlini&Wagner attack CW (5) is one of the current strongest white-box attacks. CW formulate their attack as an unconstrained optimization based on the following minimization problem:

$$\begin{align*}
&\text{minimize} & & \|x_{adv} - x\| + c \cdot \text{loss}_f(x_{adv}, t) \\
&\text{subject to} & & x_{adv} \in [0, 1]^n,
\end{align*}$$

where $\|v\|$ denotes a norm of vector $v$, and where $c$ is a regularizing parameter, $t$ is the target class. The CW attack can work on different perturbation norms, usually $L_2$ and $L_\infty$. However, CW does not only minimize perturbation. Instead, it uses a $\kappa$ parameter that controls the confidence of adversarial samples, taking values between 0 and up to 100.

Projected Gradient Descent attack The Projected Gradient Descent (PGD) attack (20) is a multi-step attack, where the perturbation of each step is determined by an $\alpha$ parameter. The PGD iterations start at a random point $x_0$ which is then perturbed. The perturbation gets projected on an $L_p$-ball $B$ at each iteration: $x(j + 1) = \text{Proj}_B(x(j) + \alpha \cdot \text{sign}(\nabla_x \text{loss}(\theta, x(j)), y))$.

2.2 Adversarial defenses

Adversarial Training (AT) (27; 18; 20) is the first adversarial defense and the only undefeated defense so far. AT enhances the training data with adversarial examples labelled correctly. One type of defense that has been consistently shown not to work is adversarial detection, with many detection methods defeated (25; 3; 4; 32). Other defenses based on gradient masking and obfuscation have also been defeated (2; 1).

ImageNet architectures There are several ImageNet architectures available: VGG (26), ResNET (12), Inception (28), Xception (9), InceptionV3 (29), EfficientNet (30). Architectures can pre-process images differently. In both ResNet (12) and VGG (26), images are mean-centered, and converted from RGB to BGR format. The subtracted channel mean values are calculated from the ImageNet dataset: $103.939, 116.779, 123.68$. In InceptionV3 (29), images are normalized to the $0.0 - 2.0$ range.

Recent transferability research There is an unchallenged consensus that transferability is a widespread phenomenon and adversarial samples generated with one classifier are highly likely to transfer to other classifiers (10; 5; 7). Current transferability research has since focused on increasing the transferability of $L_\infty$-norm multi-step attacks in a black-box setting. There have been several $L_\infty$ multi-step attacks. For example, Transferable Adversarial Perturbations (TAP) (33) - an attack that maximizes distance between natural images and their adversarial samples using intermediate feature maps. Activation Attack (AA) (15) and Intermediate Level attack (ILA) (13) are two other attacks that target a single hidden layer but different distortion. Inkawhich et al. (16) extends the FDA (17) attack to do multi-layer perturbations. Linear Backpropagation method focuses on untargeted $L_\infty$ attacks (11). Overall, recent transferability research has focused only $L_\infty$ attacks. Crucially, they focus only on transferability metrics without making sure that the resulting adversarial samples belong to the dataset image domain.

Explanations for adversarial transferability There are several hypotheses that attempt to explain adversarial transferability. Ilyas et al. (14) explain both adversarial attacks and adversarial transferability with non-robust features, claiming that transferability is caused by different models learning similar non-robust features. Madry et al. (20) also relate transferability to classifier robustness, and observe transferability decrease with higher classifier capacity. Goodfellow et al. (10) explain transferability with models learning similar model weights, and that perturbations are highly-aligned with the weights. Tramèr et al. (31), find that it is decision boundary similarity that enables transferability adversarial subspaces. They also find adversarial subspaces and conclude that the higher the
dimensionality of these subspaces, the likelier it is that these subspaces will intersect, resulting in transferability. These subspaces resemble the so-called pockets in the manifold with low probability that Szegedy et al. [27] explain adversarial attacks with. This view is also supported by Goodfellow et al. [10], explaining them as a property of high dimensional dot products, and a result of models being too linear, further supported by Guo et al. [11]. Even though explanations for adversarial attacks or transferability may differ, one thing they all agree on is that adversarial attacks are highly transferable [27] [10] [7] [14].

3 Methodology

We experiment on adversarial evasion attacks. We consider cross-model transferability between InceptionV3 [29], ResNet50 [12] and VGG19 [26]. For transferability experiments, we use one classifier to generate adversarial samples and the other classifiers used as target classifiers. We construct adversarial samples from 1000 randomly sampled clean images from the validation set of ImageNet [24], as suggested by Russakovsky et al. [24]. We conducted independent experiments for different adversarial attacks. Transferability was measured using transfer rate as defined by Kurakin et al. [18].

Transfer rate From 1000 randomly sampled clean images, we pick only the misclassified adversarial samples for the source model that had classified correctly as clean images (correctly classified as clean samples but misclassified as adversarial samples by the source model). We then measure the fraction of them that was misclassified by the target classifiers - transfer rate. This transfer rate reflects an attack where the attacker chooses samples that have misclassified in the source classifier and deploys them on the target classifiers.

Datasets We use the ImageNet [24] in our experiments. ImageNet is a 1000-class dataset with 1281167 training images. Evaluation of ImageNet with the validation set has been suggested by Russakovsky et al. [24]. For the architectures we use, the size of the ImageNet images used is 224 × 224 × 3 for ResNet50 and VGG19 classifiers, and 299 × 299 × 3 for InceptionV3 classifier.

ImageNet pre-trained classifiers We use pre-trained ImageNet [24] classifiers with no adversarial defense, with weights loaded from Keras [8].

Perturbation norm We use $L_\infty$ norm to make image perturbations comparable since the architectures we consider take inputs of different sizes. $L_\infty$ norm facilitates comparing the perturbations.

Attacks We generate adversarial examples with white-box attacks on one classifier and measure the attack transfer rate to other classifiers. None of the classifiers employ any adversarial defense. We consider targeted and untargeted evasion attacks and assume that the image perturbations are $L_p$-constrained. We assume that the adversary has access to the ImageNet dataset and is able to manipulate image pixels. We use Adversarial Robustness Toolbox (ART) [22] for FGSM, CW-$L_{inf}$ and PGD attacks, and CleverHans [5] for CW-$L_2$ attack. We use the CW, PGD and FGSM attacks. The settings for CW are: 9 steps, 1K iterations, 0 to 100 confidence values for CW-$L_2$ and 0 for CW-$L_{inf}$, based on [5]. For the PGD attack, the parameters are based on the PGD paper [20]: 7 steps of size 2 with a total $\epsilon = 8$ for untargeted and $\epsilon = 16$ for targeted attacks (based also on [19]). Because such $\epsilon$ values result in out-of-domain, just-noise adversarial images, we conduct additional experiments with $\epsilon$ values adjusted to the pixel range of InceptionV3 pre-processing. ResNet50 and VGG19 have a pixel range of 0 to 255, whereas InceptionV3 has a range of $-1$ to $1$. Therefore, we adjust $\epsilon$ values for additional InceptionV3 experiments to $\epsilon = 8/127.5$ for untargeted and $\epsilon = 16/127.5$ for targeted attacks. For all PGD attacks, we use 0 random initialisations. For FGSM attacks we use $\epsilon$ values up to 160 in order to study perturbation convergence. The target labels for targeted attacks are selected uniformly at random.

4 Transferability and perturbation experiments

Here, we conduct experiments by generating adversarial samples using one pre-trained classifier, and evaluating attack transfer rate to other classifiers. Table 1 summarizes results for untargeted attacks, Table 5 in the Appendix summarizes results for targeted attacks.

Important observations from transferability and perturbation experiments We make the following observations based on Table 1 and Table 5.
Table 1: Here we show transfer rates and average perturbation for untargeted attacks on ImageNet classifiers. (-) indicates that transfer rate could not be measured based on the definition of transfer rate because there was no original sample that classified correctly, the adversarial example of which became adversarial. We make three important observations from the results. (1) The attacks with highest transfer rate are the ones that cause close to maximum adversarial perturbation that classifier pixel range allows (2.0 for InceptionV3 and 255.0 for ResNet50 and VGG19). However, the high transfer rates fail to capture the fact that many of the adversarial examples that transfer to other classifiers are out-of-domain, just-noise images that naturally misclassify. The high perturbation values are an indication that the generated adversarial examples do not look like domain images. (2) The transfer rates of strong attacks such as CW and PGD can be as low as 6%. (3) For ResNet50 and VGG19, adversarial perturbation seems to saturate to values well below the maximum that the 255.0 pixel range should allow. The value where adversarial perturbation seems to saturate to is an indication that adversarial perturbation may depend on input pre-processing. ResNet50 and VGG19 share the same input pre-processing. Targeted attack experiments are shown in Table 5 in the Appendix with similar results.

| Attacked model | Attack | Average $L_\infty$ distances | InceptionV3 | VGG19 | ResNet50 |
|---------------|--------|-----------------------------|------------|-------|----------|
| InceptionV3   | PGD $\epsilon = 8$ | 1.99 | 100% | 100% | 100% |
| InceptionV3   | PGD $L_\infty, \epsilon = 8/127.5$ | 0.06 | 100% | 19% | 14% |
| InceptionV3   | CW-$L_2, \kappa = 0$ | 0.02 | 100% | 17% | 12% |
| InceptionV3   | CW-$L_2, \kappa = 100$ | 0.27 | 100% | 22% | 17% |
| InceptionV3   | CW-$L_\infty$ | 1.00 | 100% | 97% | 100% |
| VGG19         | PGD $\epsilon = 8$ | 8.00 | 34% | 100% | 31% |
| VGG19         | CW-$L_2, \kappa = 0$ | 2.22 | 6% | 100% | 11% |
| VGG19         | CW-$L_2, \kappa = 100$ | - | - | - | - |
| VGG19         | CW-$L_\infty$ | 144.52 | 100% | 100% | 100% |
| ResNet50      | PGD $\epsilon = 8$ | 8.00 | 36% | 42% | 100% |
| ResNet50      | CW-$L_2, \kappa = 0$ | 1.68 | 9% | 17% | 100% |
| ResNet50      | CW-$L_2, \kappa = 100$ | - | - | - | - |
| ResNet50      | CW-$L_\infty$ | 144.35 | 100% | 100% | 100% |

- It is the attacks with perturbation closest to maximum adversarial perturbation (2.0 for InceptionV3 and 255.0 for ResNet50 and VGG19) that have the highest transfer rates. However, the high perturbation also indicates that the generated adversarial examples might be out-of-domain images. We explore and show this in the following sections.

- We observe that transfer rates of some of the current strongest attacks are as low as 6%.

- Adversarial perturbation in attacks against ResNet50 and VGG19 seems to saturate to similar values that are far from the 255.0 that should be achieveable based on ResNet50 and VGG19 pixel ranges. We suspect that this might be related to the common input-preprocessing in ResNet50 and VGG19. We explore the limit of perturbation in classifiers in Table 2.

To resolve what the saturation value for attack perturbation is, we conduct FGSM experiments with a range of values. Table 2 shows that the maximum value of perturbation in ResNet50 and VGG19 is directly related to input image pre-processing: $151.061 = 255.0 - 103.939$, where 103.939 is the minimum of channel means that gets subtracted from input images. This shows that input pre-processing directly impacts perturbation and hints at the possibility that there might be some regularity in how attacks change pixels that we might be able to exploit. The following sections look closer at how image pixel values change under different attacks.
Table 2: Here, we show that $L_\infty$ perturbation saturates to a value much smaller than 255.0 in ResNet50 and VGG19. Untargeted FGSM attacks used. We observe that in both ResNet50 and VGG19, the value of $L_\infty$ saturation is 151.061. This value is related to the input pre-processing value of 103.939 because $151.061 = 255.0 - 103.939$.

| InceptionV3 | ResNet50 | VGG19 |
|-------------|----------|-------|
| FGSM $\epsilon$ | Max $L_\infty$ perturbation | FGSM $\epsilon$ | Max $L_\infty$ perturbation | FGSM $\epsilon$ | Max $L_\infty$ perturbation |
| 2.0 | 2.0 | 150.0 | 150.0 | 150.0 |
| 4.0 | 2.0 | 160.0 | 151.061 | 160.0 | 151.061 |

Figure 2: Here, we show how pixel values change when an original image becomes adversarial under PGD and FGSM attack using a $3 \times 3$ image for illustration. Positive pixels decrease in value by $\epsilon$ towards 0 or 1, while negative pixels increase in value by $\epsilon$ towards 0 or 1.

5 Examination of ResNet50 and VGG19 adversarial examples at pixel level

We examine ResNet50 and VGG19 adversarial examples together because pixel changes are similar in adversarial examples generated from these two classifiers. We examine the images in their ResNet50 and VGG19 pre-processed format, as described in Section 2.2.

5.1 PGD and FGSM attacks

For both PGD and FGSM, pixel values change by $\epsilon$ converging towards 0.0 or 1.0. Positive pixel values decrease by $\epsilon$ towards either 0 or 1, whereas negative pixel values increase by $\epsilon$ to either 0 or 1. Figure 2 illustrates the pixel changes.

As Figure 2 shows, PGD and FGSM attacks move pixel values away from extremum values towards 0 or 1 by $\epsilon$. This makes it possible to detect adversarial images based on channel minimum pixel values. Towards that goal, we take a closer look at channel minimum and maximum pixel values in 1000 random original images and find the following channel-wise pixel information, summarized in Table 6 in the Appendix.

In Figure 3, we summarize channel minimum and maximum values visually, as well as the values where channel pixel minimums and maximums move to after PGD or FGSM attack of $\epsilon = 8$ and $\epsilon = 16$. The histograms in Figure 3 show that channel extremum pixel values for most of 1000 random, original images are close to channel limit values, which are calculated as the limit pixel values 0.0 and 255.0 after ResNet50 and VGG19 pre-processing. We use this to find original examples and adversarial examples.

Detection of PGD and FGSM adversarial examples Based on how PGD and FGSM change image pixels, we can devise a simple way to detect adversarial examples based on $\epsilon$. For example, to detect PGD or FGSM adversarial examples generated with an $\epsilon = 8$, we find images where all pixel values have at least an absolute difference of 8 from channel limit values. This would detect all true positive adversarial examples. but could lead to false positives. We conduct an experiment to find out how many original, non-adversarial images would be falsely detected as adversarial, false positives, based
Figure 3: Here, we examine 1000 original, non-adversarial images to show that for all channels, channel minimum and maximum values are close to channel minimum and channel maximum limits respectively for most images. We can use this to detect when pixel values have been changed with PGD and FGSM attacks by $\epsilon$ towards 0 or 1.

Figure 4: Here, we show CW-$L_{\infty}$ adversarial examples generated using VGG19, Resnet50 and InceptionV3 classifiers. These adversarial examples show that the adversarial examples depend on both input pre-processing and what attacks do. Because $L_{\infty}$ attack drives pixel values to a small $0.0 - 1.0$ range, this translates to blank VGG19 and Resnet50 adversarial images where the pre-processing image range is much bigger. For InceptionV3 images where pixels range from $-1.0$ to $1.0$, the CW-$L_{\infty}$ attack does not reduce all original images to blank images.

on this detection method. We find that for $\epsilon = 8$, 21 images are falsely detected as adversarial, out of 1000 original, non-adversarial images. For $\epsilon = 16$, only 3 images are falsely detected as adversarial, out of 1000 original images.

5.2 CW-$L_2$ attack

We do not notice any regularity in pixel changes that can lead to detection. However, the non-transferability of the CW attacks to other classifiers makes feasible the following adversarial detection.

Detection of CW-$L_2$ adversarial examples Having two classifiers with different architectures, for example VGG19 and InceptionV3, we detect a possible adversarial sample when the two classifiers predict different classes.

5.3 CW-$L_{\infty}$ attack

From a first look at Table 1, it would appear that these attacks are highly transferable, with close to 100% transfer rates in all classifiers regardless of where they were generated. However, taking a closer look at the adversarial images, we see that they are blank images that cause misclassification for the obvious reason that they are blank images. Figure 4 shows some adversarial examples generated with the CW-$L_{\infty}$ attack using all three classifiers. We can see that the ResNet50 and the VGG19 images are blank and rightfully misclassified by the classifiers. The attacks in this case transfer to other classifiers because they are blank.

Looking at how pixels change from CW-$L_{\infty}$ attack in VGG19 and Resnet50, many pixels change into 0.0. As for the norms of channel minimums and maximums, the norms of channel minimums
converge to 0.0, whereas the norms of channel maximums converge to 1.0. We think that the effect of the CW-\(L_\infty\) attack depends on two things. On the one hand, the CW-\(L_\infty\) attack seems to be clipping pixel values to the 0.0 – 1.0 range. On the other hand, the range of image pixels in VGG19 and Resnet50 is much bigger than the range 0.0 – 1.0 where the pixels are converged to by the attack. This leads CW-\(L_\infty\) adversarial images for VGG19 and Resnet50 to be largely blank.

CW-\(L_\infty\) are generated with IBM Art, as explained in . IBM art CW-\(L_\infty\) attack does not take the clipping range as input but calculates it. This clearly affects the adversarial examples generated with IBM Art CW-\(L_\infty\) attack.

Detection of CW-\(L_\infty\) adversarial examples These adversarial images can easily be detected because many of the pixels become 0.0.

6 Examination of pixel values of InceptionV3 adversarial examples

In this section, we look closer at adversarial examples generated using the InceptionV3 classifier pre-trained on ImageNet.

6.1 PGD and FGSM attacks

We show PGD adversarial images generated with different \(\epsilon\) values in Figure 5. Looking at transfer rates of PGD in Table 1 and Table 5, we can see that PGD attacks on InceptionV3 have 100% transfer rates to other classifiers for \(\epsilon = 8\) and \(\epsilon = 16\). However, these high transfer rates have no bearing on the attack strength because we can see in Figure 5 that the corresponding adversarial examples are simply noise.

Focusing on adversarial examples at pixel level, the PGD attack causes channel minimums and maximums to shift to the right towards the values 0.0 or 1.0 respectively. For non-adversarial images, channel minimums and maximums are close to \(-1.0\) and \(1.0\) respectively. The shift of channel minimums and maximums towards 0.0 or 1.0 is proportional to \(\epsilon\) and converges to 0.0 or 1.0 starting from \(\epsilon = 1.0\). Table 3 shows this shift in channel minimums and maximums. FGSM attacks behave the same as PGD attacks.

Table 3: Here, we show that in PGD adversarial examples in InceptionV3, averages of channel-wise minimum and maximum values shift to the right towards 0.0 and 1.0 respectively, converging there for \(\epsilon \geq 1.0\).

| Images                        | Channel 0 avg. | Channel 1 avg. | Channel 2 avg. |
|-------------------------------|----------------|----------------|----------------|
|                               | min.           | max.           | min.           | max.           | min.           | max.           |
| Original images               | -0.979         | 0.967          | -0.979         | 0.963          | -0.989         | 0.949          |
| Adversarial (untarg PGD \(\epsilon = 8/127.5\)) | -0.916         | 0.978          | -0.915         | 0.975          | -0.922         | 0.960          |
| Adversarial (targ PGD \(\epsilon = 16/127.5\))  | -0.850         | 0.984          | -0.847         | 0.982          | -0.859         | 0.968          |
| Adversarial (untarg PGD \(\epsilon = 1\))       | 0.000          | 0.999          | 0.000          | 1.000          | 0.000          | 0.999          |
| Adversarial (targ PGD \(\epsilon = 2\))         | 0.000          | 1.000          | 0.000          | 1.000          | 0.000          | 1.000          |

Detection of CW-\(L_\infty\) adversarial examples Based on the shift of channel minimum and maximum values to the right towards 0.0 or 1.0 respectively, we can devise ways to detect PGD examples and original samples. For example, focusing on just one channel to detect PGD examples generated with an attack equal or stronger than a given \(\epsilon\), we can use \(\epsilon/2\) as a threshold on the average of channel minimum and channel maximum. We use a threshold on the average of the channel minimum and maximum because as these values shift in the same direction towards 0.0 or 1.0 respectively, their average also shifts to the right. We conduct such an experiment with channel 0, \(\epsilon = 8/127.5\), and a threshold of \(\epsilon/2\). With this threshold, we get 88% true negatives out of 1000 random original images; find 90% true positive adversarial images generated with PGD \(\epsilon = 8/127.5\), and find 97% true positive adversarial images generated with PGD \(\epsilon = 16/127.5\). Then we conduct the same experiment with same channel 0 and \(\epsilon = 16/127.5\) to detect non-adversarial examples and adversarial examples generated with PGD attack equal or stronger than \(\epsilon = 16/127.5\). We find 91% true negatives out of 1000 random original images, and find 95% true positive adversarial images generated with PGD \(\epsilon = 16/127.5\).
6.2 CW-$L_2$ attack

From Table 1 we see that untargeted CW-$L_2$ attacks do not transfer to the ResNet50 and VGG19 classifiers.

Detection of CW-$L_2$ adversarial examples We can use another classifier of ResNet50 or VGG19 architecture to detect adversarial examples because the attacks do not transfer to these other architectures.

6.3 CW-$L_\infty$ attack

Looking at how pixels change from CW-$L_\infty$ attack in InceptionV3, positive value pixels stay the same, negative pixels change into 0.0. As for the norms of channel minimums and maximums, the norms of channel minimums converge to 0.0, whereas the norms of channel maximums converge to 1.0 or values slightly below 1.0. Occasionally, all channel minimums and maximums collapse to 0.0, which leads to blank adversarial images such as the third CW-$L_\infty$ attack image for InceptionV3 in Figure 4.

Detection of CW-$L_\infty$ adversarial examples These adversarial images can be detected because many of the pixels become 0.0. We run an experiment to count the number of 0.0 pixels in CW-$L_\infty$ adversarial examples. We start with 1000 random ImageNet images and generate CW-$L_\infty$ adversarial examples from them. Then we look at the samples the were classified correctly as original images, but misclassified as adversarial images. We calculate the number of 0 pixels in original examples and their corresponding adversarial images. The results in Table 4 show that the average number of pixels with value exactly 0.0 increases from fewer than 10 per image to up to hundreds of thousands. The measurements are done on images on their InceptionV3 pre-processing format.

| Classifier   | Original images | Adversarial images |
|--------------|-----------------|--------------------|
|              | Min. # of zero pixels | Avg. # of zero pixels | Max. # of zero pixels | St.dev. # of zero pixels | Min. # of zero pixels | Avg. # of zero pixels | Max. # of zero pixels | St.dev. # of zero pixels |
| InceptionV3  | 0               | 0.1                | 5                   | 0.5                     | 14778              | 178270.6            | 268203              | 63102.4               |
| ResNet50     | 0               | 0                  | 1                   | 0.1                     | 145576             | 149604.3            | 150486              | 621.4                 |
| VGG19        | 0               | 0                  | 1                   | 0.1                     | 146171             | 149654.5           | 150512              | 512.3                 |

7 Broader impact

The attacks we consider are among the strongest current attacks. A possible limitation could be that other attacks might behave differently. We believe our research does not have potential negative societal impact. On the contrary, we think its broader impact would be positive because it would contribute to the safety and security of deep learning solutions by enabling adversarial defenses to counter adversarial attacks.

8 Conclusions

We have shown instances of strong attacks with low transferability among undefended classifiers. This is despite the fact that adversarial attacks are claimed to be highly transferable. We also find that high attack transfer rates can be misleading as a metric of attack strength. The reason is that attacks that generate out-of-domain adversarial images also have high transfer rate simply because such images misclassify across classifiers. From closer examination of image pixels, we conclude that image pre-processing in classifiers affects attack impact. From insights gained from examination of pixel changes from attacks, we are able to devise simple thresholds to tell apart adversarial samples and original samples.
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A Appendix

Table 5: Similarly to Table 1, here we show transfer rates and average perturbation for targeted attacks on ImageNet classifiers. (-) indicates that transfer rate could not be measured based on the definition of transfer rate because there was no original sample that classified correctly, the adversarial example of which became adversarial. Targeted attacks seem to be not as strong as untargeted attacks. The three observations we made for untargeted attacks hold for targeted attacks also. (1) The attacks with highest transfer rate are the ones that cause close to maximum adversarial perturbation that classifier pixel range allows (2.0 for InceptionV3 and 255.0 for ResNet50 and VGG19). However, the high transfer rates fail to capture the fact that many of the adversarial examples that transfer to other classifiers are out-of-domain, just-noise images that naturally misclassify. The high perturbation values are an indication that the generated adversarial examples do not look like domain images. (2) The transfer rates of strong attacks such as CW and PGD can be as low as 17%. (3) For VGG19, adversarial perturbation seems to saturate to values well below the maximum that the 255.0 pixel range should allow. The value where adversarial perturbation seems to saturate to is an indication that adversarial perturbation may depend on input pre-processing.

| Attacked model | Attack | Avg. \( L_{\infty} \) distances | InceptionV3 | VGG19 | ResNet50 |
|----------------|--------|----------------------------------|------------|-------|----------|
| InceptionV3    | PGD \( \epsilon = 16 \) | 1.99 | 100% | 100% | 100% |
| InceptionV3    | PGD \( \epsilon = 16/127.5 \) | 0.13 | 100% | 18% | 17% |
| InceptionV3    | CW-\( L_2, \kappa = 0 \) | - | - | - | - |
| InceptionV3    | CW-\( L_2, \kappa = 100 \) | - | - | - | - |
| InceptionV3    | CW-\( L_\infty \) | 0.96 | 100% | 100% | 100% |
| VGG19          | PGD \( \epsilon = 16 \) | 16.00 | 30% | 100% | 41% |
| VGG19          | CW-\( L_2, \kappa = 0 \) | - | - | - | - |
| VGG19          | CW-\( L_2, \kappa = 100 \) | - | - | - | - |
| VGG19          | CW-\( L_\infty \) | 150.79 | 100% | 100% | 100% |
| ResNet50       | PGD \( \epsilon = 16 \) | 16.00 | 36% | 63% | 100% |
| ResNet50       | CW-\( L_2, \kappa = 0 \) | - | - | - | - |
| ResNet50       | CW-\( L_2, \kappa = 100 \) | - | - | - | - |
| ResNet50       | CW-\( L_\infty \) | - | - | - | - |

Table 6: Here, we show channel-wise, pixel minimum, average, maximum, standard deviation for 1000 random, original ImageNet images. Based on average and standard deviation values, we can see that the channel minimum and maximum values are concentrated near extremum values.

| Metrics | Channel 0 | Channel 1 | Channel 2 |
|---------|-----------|-----------|-----------|
|         | Channel minimum | Channel maximum | Channel minimum | Channel maximum | Channel minimum | Channel maximum |
| limit   | -103.939 | 151.061 | 116.779 | 138.221 | -123.680 | 131.320 |
| minimum | -103.939 | 9.487 | -116.779 | -0.869 | -123.680 | 9.242 |
| average | -101.169 | 141.940 | -112.059 | 131.574 | -119.012 | 125.397 |
| maximum | -35.985 | 151.061 | -14.248 | 138.221 | 10.679 | 131.320 |
| standard dev. | 7.071 | 18.517 | 9.091 | 14.501 | 10.617 | 13.575 |
Figure 5: Here, we show PGD adversarial images generated with different $\epsilon$ values with InceptionV3 classifier. The images on the right have 100% transferability rate to other classifiers based on Table 1 and Table 5. However, we can see that for the images on the right, the adversarial images are just noise. Therefore, transfer rate of attacks does not in this case indicate a strong attack.