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Abstract

Time series prediction is often complicated by distribution shift which demands adaptive models to accommodate time-varying distributions. We frame time series prediction under distribution shift as a weighted empirical risk minimisation problem. The weighting of previous observations in the empirical risk is determined by a forgetting mechanism which controls the trade-off between the relevancy and effective sample size that is used for the estimation of the predictive model. In contrast to previous work, we propose a gradient-based learning method for the parameters of the forgetting mechanism. This speeds up optimisation and therefore allows more expressive forgetting mechanisms.

1. Introduction

We introduce a new framework for the problem of predicting time series that exhibit distribution shift, also known as concept drift in the domain of engineering (Lu et al., 2019) or forecasting under unstable environments in economics (Rossi, 2013). Time series exhibiting distribution shift appear in a wide range of domains (Zliobaite et al., 2016) from industrial management to biomedical applications. Financial time series distribution shift has been studied in the concept drift literature (Harries & Horn, 1996), as well as more recently in the statistics (McCarthy & Jensen, 2016) and learning theory (Kuznetsov & Mohri, 2020) literatures. We developed the forgetting mechanism approach to predicting time series under distribution shift. The key novel contribution of our work is a gradient-based learning framework for directly optimising the validation performance of differentiable forgetting mechanisms. The main advantages of our framework are that it is easy-to-use with any machine learning method based on empirical risk minimisation, provides quick estimation of forgetting mechanism hyperparameters – thereby facilitating expressive forgetting mechanisms – and maintains competitive performance to other common approaches for handling time series distribution shift. While our framework can be applied to any general time series distribution shift problem, we show how it may in particular improve financial risk predictive modelling. Our code is available here1.

2. Problem Definition

Consider a sequential supervised learning problem where for each \( t = 1, \ldots, T \), we wish to learn a mapping \( f(\cdot; \theta_t) : X_t \mapsto Y_t \) between features \( X_t \) and labels \( Y_t \) where \( \theta_t \in \Theta \), for some parameter space \( \Theta \). The labels, conditional on the features, follow a time-varying distribution \( Y_t | X_t \sim \pi_t(\cdot| X_t) \). At each time point \( t - 1 \), we are interested in minimising the one-step-ahead path-dependent risk \( R_t(\theta) = \mathbb{E}_{Y_t \sim \pi_t(\cdot|X_t)} \left[ L( f(X_t; \theta_t), Y_t) \mid \{(X_{\tau}, Y_{\tau})\}_{\tau=1}^{t-1} \right] \), over \( \theta \in \Theta \), for a given loss function \( L \). We follow an Empirical Risk Minimisation (ERM) (Kuznetsov & Mohri, 2020) approach in which we estimate the optimal model parameters \( \theta_t \) by minimising the risk estimator \( \hat{R}_t(\theta) \).

3. Model Description

3.1. Model Adaptation to Distribution Shift via Weighted Empirical Risk Minimisation

Our approach to accommodate distribution shift in the ERM formulation is through the choice of the one-step-ahead risk estimator

\[
\hat{R}_t(\theta) = \sum_{\tau=1}^{t-1} \alpha_{[t-1-\tau]} L( f(X_\tau; \theta), Y_\tau)
\]

where the weights \( \{\alpha_i\}_{i=0}^{T-1} \) are the outputs of a forgetting mechanism \( \alpha(i; \eta) = \alpha_i, i = 0, \ldots, T-1 \). The purpose of re-weighting empirical loss samples is to find a linear combination of training set sample losses that yields a model with improved generalisation. We can encode inductive biases by choosing the functional form of the forgetting mechanism. For instance, a monotonically decreasing forgetting mechanism encodes the hypothesis that more recent samples are more relevant for training. We introduce examples of
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functions in each argument, and let $\hat{\theta}(\eta) = \arg\min_{\theta} g^L(\eta, \theta)$.

Then the derivative of $\hat{\theta}$ with respect to $\eta_i$, $i = 1, \ldots, m$ is given by

$$
\frac{\partial \hat{\theta}(\eta)}{\partial \eta_i} = -\left( \nabla^T_{\eta} g^L(\eta, \theta) \right)_{\hat{\theta}}^{-1} \frac{\partial}{\partial \eta_i} \left( \nabla g^L(\eta, \theta) \right)_{\hat{\theta}}. \tag{1}
$$

Therefore, by the chain rule, the total derivative of $g^U(\eta, \hat{\theta}(\eta))$ with respect to $\eta_i$ is given by:

$$
\frac{d}{d\eta_i} g^U(\eta, \hat{\theta}(\eta)) = \frac{\partial g^U}{\partial \eta_i} + \left( \nabla g^U \right)^T \frac{\partial \hat{\theta}(\eta)}{\partial \eta_i} \bigg|_{\hat{\theta}}. \tag{2}
$$

where we use the gradient expression in equation (1). Equation (2) gives us the required expression to apply gradient descent in $\eta$ to the upper-level objective function:

$$
\eta \leftarrow \eta - \lambda \frac{d}{d\eta_i} g^U(\eta, \hat{\theta}(\eta)).
$$

where $\lambda \in \mathbb{R}$ is the step size.

3.3. Gradient Optimisation Routine

Since the upper level problem is generally non-convex with multiple local minima, we propose running gradient descent with multiple restarts to explore different local solutions.

Once we have estimated the parameters $\eta$ using bi-level optimisation on the train-validation split, we refit our predictive model on the combined train and validation sets. The weighting scheme for the training data points is given by the forgetting mechanism using the estimated $\eta$ while a uniform weighting scheme is applied to the validation data points: each of these is given the same weight as the last training set point, $\alpha(0, \eta)$.

There are further considerations when applying the bi-level optimisation procedure using a neural network as the underlying predictive model. Optimisation techniques such as flatness-aware learning (Izmailov et al., 2018) and Hessian approximation (Lorraine et al., 2020) are relevant for numerical stability and large Hessian computations; see Appendix C for further discussion.

4. Related Work

Recursive least squares (Haykin, 1986; Rossi, 2013; Harvey, 1990) provides an early example of the use of a simple forgetting mechanism for model adaptation. Since then, the concept drift literature has studied the use of forgetting mechanisms for time series distribution shift on an algorithm-by-algorithm basis (Koychev, 2000; Klinkenberg, 2004). The field of non-stationary time series forecasting (McCarthy & Jensen, 2016; Kuznetsov & Mohri, 2020) has also considered the use of forgetting mechanisms for dealing
with distribution shift. McCarthy & Jensen (2016) propose an alternative Bayesian formulation to our ERM-based approach. Kuznetsov & Mohri (2020) propose an estimator for the one-step-ahead risk that is based on a weighted empirical risk. They derive a learning guarantee on the one-step-ahead generalisation error that holds in the non-stationary time series setting. They minimise this learning guarantee over the weights in their empirical risk and the parameters of their model. The first key difference between their work and ours is that we model the weights using a parametric forgetting mechanism. Secondly, they optimise an upper bound on the generalisation error to derive \( \{ \alpha_t \} \) estimates whereas we directly minimise the validation-set prediction error to derive \( \{ \alpha_t \} \).

Our work distinguishes itself from the existing concept drift and non-stationary time series forecasting literature as it provides gradient-based learning for a generic forgetting mechanism and ERM-based learning model. A key novelty of our work is gradient-based minimisation of the validation error over the parameters of the forgetting mechanism. Gradient-based approaches are known to be much faster (Hutter et al., 2018) than grid search, which has typically been used to estimate the forgetting mechanism parameters in the concept drift (Koychev, 2000; Klinkenberg, 2004) and non-stationary time series literature (McCarthy & Jensen, 2016). Faster learning allows for more complex, richly-parameterised forgetting mechanisms that would be too computationally burdensome to fit using grid search. Our method connects time series prediction under distribution shift to the growing field of automated machine learning (Hutter et al., 2018), allowing us to leverage powerful modern automatic differentiation libraries for efficient implementation.

Beyond time series prediction, the idea of re-weighting empirical loss to address distribution shift has been considered in the context of importance weighting for transfer learning (Fang et al., 2020) and robust deep learning (Shu et al., 2019). For instance, in order to address the problem of data noise and class imbalance, Shu et al. (2019) propose to train a neural network that outputs the ERM importance weight of a training sample given that sample’s loss. The work of Shu et al. (2019) and Jenni & Favaro (2018) illustrates the interest in applying differentiable bi-level optimisation methods to the problem of generalisation in non-temporal data settings.

5. Experiments

5.1. Synthetic Data

Our synthetic data experiments are based on those from Kuznetsov & Mohri (2020) in order to facilitate comparison with their method. Four distribution shift settings are considered: regularly occurring change points, gradual distribution drift, irregularly occurring change points and no distribution shift. Data are generated by the following equations for \( t = 1, \ldots, 3000 \) and \( \epsilon_t \overset{iid}{\sim} N(0, 0.05^2) \):

**FixedRegime:** \( Y_t = \theta Y_{t-1} + \epsilon_t \), where \( \theta = -0.9 \) if \( t \in [1000, 2000] \) and 0.9 otherwise.

**RandomWalk:** \( Y_t = \theta Y_{t-1} + \epsilon_t \), where \( \theta = 1 - (t/1500) \).

**RandomRegime:** \( Y_t = \theta(t) Y_{t-1} + \epsilon_t \), where \( \theta_1 = -0.5, \theta_2 = 0.9 \) and \( \epsilon_t \) is the stochastic process on \( \{0, 1\} \) such that 

\[
P(i_{s+t} = i | i_{s+t-1} = i, i_{s-1} \neq i) = (0.99998255)^t.
\]

**Stat:** \( Y_t = -0.5 Y_{t-1} + \epsilon_t \).

The task in each setting is to forecast the time series value \( Y_t \) using a no-intercept linear model with a feature vector that consists of the last three values of the time series \( X_t = (Y_{t-1}, Y_{t-2}, Y_{t-3}) \). The train-validation-test split for the synthetic data experiments is \( D_{train} = \{ (X_t, Y_t) \}_{t=1}^{2975}, D_{val} = \{ (X_t, Y_t) \}_{t=2975}^{2976}, D_{test} = \{ (X_t, Y_t) \}_{t=2976}^{3000} \). We use 192 Monte Carlo runs for each data setting.

5.2. Real Data

We consider a financial dataset consisting of 19 years of daily log-returns for 50 NYSE equities; see Appendix A for data processing details.

Our first real data experiment investigates distribution shift in the problem of risk factor modelling (Fama & French, 1993). Specifically, we linearly decompose each equity return \( Y_{t(i)}^i \), \( i = 1, \ldots, 50 \) in excess of the risk-free rate \( RF_t \) using a three factor model parameterised by \( \theta_t^{(i)} \in \mathbb{R}^4 \):

\[
Y_{t(i)}^i - RF_t = \theta_t^{(i)T} X_t \text{ where } X_t := (1, MR_t, SB_t, HL_t)^T
\]

The three Fama-French factors correspond to market risk (MR), the risk factor related to size (SB) and the risk factor related to book-to-market equity (HL) (Fama & French, 1993).

Our second real data experiment investigates distribution shift in the problem of forecasting the absolute values of financial returns (Taylor, 1986). For this experiment, we restrict our dataset to 15 Exchange Traded Fund (ETF) instruments tracking industry sectors, commodity and bond prices\(^2\). We forecast the next day absolute value of the return for each ETF, \( Y_{t(i)}^i \), \( i = 1, \ldots, 15 \), using the five previous absolute return values for that ETF with a linear model parameterised by \( \theta_t^{(i)} \in \mathbb{R}^5 \):

\[
|Y_{t(i)}^i| = \theta_t^{(i)T} X_t \text{ where } X_t := (|Y_{t-1(i)}|, \ldots, |Y_{t-5(i)}|)^T.
\]

\(^2\)The ETFs used are listed in the Appendix A.
Table 1. This table reports the Mean Squared Error (MSE) for each model averaged across Monte Carlo repetitions or across time series (for the real data). For each data set, the MSE of the best performing model is shown in bold. A star is placed by a model’s MSE whenever its MSE is significantly larger, at the 5% level, than the best model’s MSE using a paired Wilcoxon signed-rank test\(^*\) (Wilcoxon, 1945).

| MODEL          | FIXEDREGIME ($\times 10^{-3}$) | RANDOMWALK ($\times 10^{-3}$) | RANDOMREGIME ($\times 10^{-3}$) | STAT ($\times 10^{-3}$) | FACTOR ($\times 10^{-4}$) | VOL ($\times 10^{-5}$) |
|----------------|---------------------------------|------------------------------|---------------------------------|-------------------------|---------------------------|------------------------|
| STATIONARY     | 4.00*                           | 17.2*                        | 4.20                            | 2.54                    | 2.60*                      | 8.77                   |
| WINDOW         | 2.62                            | 3.10*                        | 4.63*                           | 2.57*                   | 2.62*                      | 8.96                   |
| STATESPACE     | 2.73*                           | 3.30*                        | 5.25*                           | 2.60*                   | 3.81*                      | 9.75*                  |
| ARIMA          | 2.65*                           | 13.4*                        | 4.41*                           | 2.57*                   | –                         | 9.24*                  |
| DBF            | 4.44*                           | 23.3*                        | 4.55*                           | 2.64*                   | 5.11*                      | 10.7*                  |
| GRIDSEARCHEXP  | 2.63                            | 3.00                         | 4.31*                           | 2.58*                   | 2.59*                      | 9.84                   |
| GRADEXP        | 3.96*                           | 17.2*                        | 4.20                            | 2.55                    | 2.59*                      | 8.77                   |
| GRADMIXEDDECAY | 2.60                            | 2.80                         | 4.39*                           | 2.57*                   | 2.49*                      | 8.76                   |

For each real data time series, we use expanding time series cross validation to evaluate the methods. We start training for each time series using 6 years of data, the validation set is 150 days and we use the next 150 days as out-of-sample data. The train-validation-test split is moved forward by 150 days for the next model update.

5.3. Methods

We consider two simple instances of forgetting mechanisms in our experiments

\[
\alpha(\tau; \eta) = \exp(-\eta_1 \tau), \quad (3)
\]

\[
\alpha(\tau; \eta) = \exp(-\eta_1 \tau - \eta_2 \tau^2 - \eta_3 \log(\tau + 1)). \quad (4)
\]

Forgetting mechanism (3) corresponds to exponential decay while (4) corresponds to a mixture of various functional forms of decay. We fit each of these forgetting mechanisms using differentiable bi-level optimisation and call the resulting methods GradExp for mechanism (3) and GradMixedDecay for mechanism (4). Our gradient optimisation routines are implemented using 5 restarts from random initialisation, with each run performing 50 epochs of stochastic gradient updates. As a comparison to gradient-based optimisation, we fit forgetting mechanism (3) using grid search over \(\eta_1\); the corresponding method is known as GridSearchExp.

We compare against five baselines: Stationary, Window, StateSpace, ARIMA and DBF. The Stationary method assumes no distribution shift and fits the underlying models using unweighted historical samples. The commonly used Window method applies uniform weights to a fixed length interval of the most recent samples. In the StateSpace model, the state is the vector of model parameters which is modelled using random-walk update state transition equations (Brockwell & Davis, 2009). ARIMA is an autoregressive model (not applicable to the factor experiment) often used in econometrics (Brockwell & Davis, 2009). DBF is an implementation of the two-step, discrepancy-based forecasting algorithm from Kuznetsov & Mohri (2020). Details of model implementation and hyperparameters are reported in the Appendix B.

5.4. Results

We see from Table 1 that the GradMixedDecay performs best in 4 out of 6 datasets. It has near-best performance in the RandomRegime and Stationary datasets. These results demonstrate the competitive predictive performance under distribution shift that can be achieved with the use of a forgetting mechanism which is trained using gradient-based bi-level optimisation. The outperformance of GradMixedDecay over GradExp illustrates the advantage of using more expressive differentiable forgetting mechanisms, which would be too computationally burdensome to fit using grid search. We see that GradExp has comparable performance to GridSearchExp on most datasets. This shows that gradient-based optimisation is capable of achieving comparable performance to grid search in the low-dimensional \(\eta\) cases when grid search is feasible.

6. Conclusion

In summary, we propose learning forgetting mechanisms for time series prediction under distribution shift using gradient-based optimisation. Our approach is flexible, fast and can achieve competitive performance to baseline methods for time series prediction under distribution shift. In future work, we will investigate more complex forgetting mechanisms and sophisticated predictive models. Another interesting research extension would be to adapt our method to the online learning setting so that the predictive model can be updated in response to streaming data. More broadly, our paper motivates further research between the topics of distribution shift, time series prediction and hyper-parameter learning.
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A. Data

We consider the universe of NYSE equities spanning from 04-01-2000 to 31-12-2019 from Wharton’s CRSP database (WRDS). The data consists of daily closing prices from which we compute daily log-returns. We also compute the average daily dollar volume that is traded for each equity. We subset to the 50 equities that have the largest average daily dollar volume. Any missing prices are forward-filled prior to the calculation of log-returns.

Factor returns were downloaded from Kenneth French’s data repository https://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html.

The ETF ticker names used for volatility experiments are {‘SPY’, ‘IWM’, ‘EEM’, ‘TLT’, ‘USO’, ‘GLD’, ‘XLF’, ‘XLB’, ‘XLK’, ‘XLV’, ‘XLI’, ‘XLU’, ‘XLY’, ‘XLP’, ‘XLE’}.

B. Model Details

Each model is grid searched over its relevant hyper-parameters to maximise predictive performance on the validation set for each train-validation split of the data. In this Appendix, we provide details of the range of hyperparameter values searched over for each model.

Linear models in the Stationary, Window, DBF, GridSearchExp, GradExp and GradMixedDecay cases were fit using ridge regression with a squared error loss function, where the range of ridge penalty values searched over is $\lambda \in \{1 \times 10^{-i}: 3 \leq i \leq 6\} \cup \{0\}$.

- **GradExp, GradMixedDecay**: For optimising $\eta$ on the validation set we use standard mini-batch stochastic gradient descent with momentum for all experiments, keeping the learning rate and momentum constant at 0.1 and 0.9 respectively. We perform 5 restarts of gradient descent from a random initialisation per run. We used a batch size of 32 examples, and train for 50 epochs per restart. We then select the value of $\eta$ with the lowest overall validation loss for each method.

- **Window**: For a time series of length $T$, we grid search the length of the window over 25 values linearly spaced in $[5, T]$.

- **GridSearchExp**: We grid search $\eta_1$ in Equation (3) over 25 values. In order to ensure that the grid of values considered is of plausible a priori range, the $\eta_1$ grid is computed based on the window length grid which was searched over in the Window method. In particular, for each window length value considered, we select a value of $\eta_1$ that results in the GridSearchExp forgetting mechanism assigning almost all of its weight to the same span length.

- **ARIMA**: The hyperparameters of ARIMA are the autoregressive lag $p$, the differencing order $d$ and the number of moving average components $q$. Following Kuznetsov & Mohri (2020), we grid search over $p, d, q \in \{0, 1, 2\}^3$. The model is fit using maximum likelihood under a Gaussian emission model (Brockwell & Davis, 2009)

- **StateSpace**: The state-space model’s observation equation is a linear model with Gaussian noise where the states correspond to the predictive model’s regression coefficients for the given problem. In the state equation, the states are updated with a Gaussian increment. The model is fit using maximum likelihood.

- **DBF**: The DBF algorithm is an iterative two stage procedure that iteratively fits the predictive model and the weights in the ERM problem (see Kuznetsov & Mohri (2020), Section 7, Equation 14). Their procedure is run for 5 iterations. The lookback parameter, $s$, corresponding to the window in which the discrepancy is thought to be bounded (Kuznetsov & Mohri, 2020) is set to the value used in the original paper $s = 20$. The DBF algorithm has two penalty parameters $\lambda_1$ and $\lambda_2$, which correspond to regularisation on the weighting scheme and the model parameters. We grid search both of these parameters over the same grid as the ridge regression penalty.

C. Bi-Level Optimisation for Deep Learning

In ongoing work not presented in this paper, we found that further considerations are required when the lower level problem has multiple local minima (as is the case when using a neural network as the predictive model). We have empirically found
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that flatness-aware learning (Izmailov et al., 2018) of the lower level problem is important for the stability and generalisation performance of the bi-level optimisation solution. We conjecture that this is because a sharp minima leads to a large Hessian condition number and therefore unstable inversion in Equation (1).

Secondly, we have observed that identity approximation to the Hessian in Equation (1) yields competitive results while reducing the computational cost of running bi-level optimisation using a highly-parameterised predictive model such as a neural network. A number of other Hessian approximation schemes have been proposed in the gradient hyper-parameter optimisation literature, see Lorraine et al. (2020) for a comparison of these approaches in the context of hyper-parameter optimisation.