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Abstract—The continuous integration of renewable energy sources into power networks is causing a paradigm shift in energy generation and distribution with regards to trading and control; the intermittent nature of renewable sources affects pricing of energy sold or purchased; the networks are subject to operational constraints, voltage limits at each node, rated capacities for the power electronic devices, current bounds for distribution lines. These economic and technical constraints coupled with intermittent renewable injection may pose a threat to system stability and performance. We propose a novel holistic approach to energy trading composed of a distributed predictive control framework to handle physical interactions, \textit{i.e.}, voltage constraints and power dispatch, together with a negotiation framework to determine pricing policies for energy transactions. We study the effect of forecasting generation and consumption on the overall network’s performance and market behaviours. We provide a rigorous convergence analysis for both the negotiation framework and the distributed control. Lastly, we assess the impact of forecasting in the proposed system with the aid of testing scenarios.
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I. INTRODUCTION

The current landscape of the electricity market is characterised by the ever growing presence of renewable energy sources and a push for a deregulation of electricity markets. Both of these trends have a similar requirement: a decentralisation of operations, energy generation, control, and billing, which would grant more power to participants in the network \cite{1}. Decentralisation of control and pricing policies within power networks enhances reliability and flexibility, \textit{i.e.}, the systems involved are more responsive to local changes, and modifications do not require global redesigns. These allow participants to engage with each other and perform energy transactions across the system. One of the challenges associated with implementing such decentralisation lie in combining pricing schemes with the control layer \cite{2}.

A network encompassing renewable energy sources such as Photo voltaic (PV) panels, Wind Turbine (WT), and batteries, takes centre stage in the modern energy generation paradigm which has as a defining feature its intermittent generation patterns. The uncertainty introduced by a Distributed Energy Resource (DER) affects not only how each device is regulated but how energy is priced across the network. Furthermore several elements participating in a network act as prosumers, \textit{i.e.}, entities capable of both generation and consumption of electricity. Traditionally, generation uncertainty could be handled using demand-side management techniques coupled with game theoretic concepts; for example in \cite{3}, the authors propose scheduling of household appliances as strategies employed by users to drive electricity prices. Similarly, \cite{4} analyses the electricity price behaviour in response to the volatility of energy generation and transmission and concludes that the efficiency of market equilibria and average prices coincide with average marginal costs. As an alternative response to the volatility of renewable generation, peer-to-peer (P2P) trading platforms have emerged as a viable option, as seen in the Brooklyn Micro-Grid (MG) \cite{5}, to enable network members to transact energy surpluses or deficits granting flexibility to the grid. These trading platforms can be designed using techniques of game theory, auction theory, blockchain, and constrained optimisation \cite{6}; in this paper, however, we focus on the game theoretic aspects of this problem. A concept from game theory heavily utilised in P2P networks is that of the Stackelberg equilibrium. In \cite{7}, the authors propose and study a cooperative game theoretic framework where the grid acts as a leader and renewable sources as followers. A multiple leader, multiple follower structure was adopted in \cite{8} where authors show convergence to an equilibrium via simulations. Similar approaches are adopted by \cite{9}–\cite{11} where the common thread among them is the existence of an stable Stackelberg equilibrium. The study of P2P markets through the lens of game theory offers a rich framework that is capable of handling uncertainties arising from generation and consumption patterns; however, the relationship between these techniques and their physical implementations or relation to the control layers is not clear and requires a rigorous analysis.
The relation between physical and market layers of a P2P trading platform sheds light on the overall network behaviour, i.e., how power can be transferred from node to node and the coordination needed to achieve an energy transaction. One crucial aspect to the physical layer is the presence of hard operational constraints imposed by the underlying power system [12]. For example in [13], the authors show that careless operation, i.e., not taking into account existing constraints, in the market layer may lead to voltage violations which in turn may compromise the entire network. A similar study, see [14], analyses the power flow of a network subject to P2P and proposes allocation mechanisms to counteract the effect of power losses at transmission level. An alternative way to tackle this problem is given in [15] where the authors of aim to link both market and control layers by employing similar P2P protocols in the power converter voltage regulation; their approach relies heavily on distributed optimisation techniques which highlights the need of distributed methods for regulation at lower levels. Receding horizon techniques have been used before in the context of P2P trading schemes as seen in [16], [17] where the prediction capabilities and the inherent constraint handling offer attractive properties for these type of trading platforms. Therefore, understanding the relation between both the market layer and its physical counterpart is crucial to ensure seamless operation of the MG. Furthermore, the techniques required to regulate low level devices such as power converters require distributed controllers to maintain the spirit of P2P trading.

In the excellent review [9], the authors lay future possible research directions, among which they include the need for a unified model (incorporating both physical and market layers), the effect of injection limits in market mechanisms, and charge identification. This paper aims to contribute to bridge this gap in the understanding, using a rigorous mathematical framework, of how physical and market layers interact. Inspired by this framework, in the present paper, we propose a P2P trading platform comprising a distributed receding horizon controller to handle the physical layer, and a negotiation based market layer with nonlinear pricing policies. Both control and negotiation layers incorporate forecasts available in their formulation, much in the spirit of [18], to obtain more reliable pricing and robust control actions, hence reducing the effect of volatile generation patterns. The control layer is capable of handling local constraints, i.e., voltage levels or safety operation bounds, and coupled constraints, i.e., transmission line capacities. We provide a rigorous framework to guarantee the recursive feasibility properties of our proposed distributed controller. On the other hand, the interaction between both market layer and physical layer is given by the pricing policy; once all prosumers reach an agreement on what pricing policy to use, this function is then passed to the receding horizon controller which incorporates it into its optimisation cost. Similarly to the physical layer, we rigorously analyse the properties of the market layer. The resulting approach combines both layers by feeding the pricing policy obtained in the market layer to the optimisation cost used by the distributed controller in the physical layer. The contributions of this paper are the following:

- A rigorous mathematical framework for a novel distributed predictive controller managing interactions between local loads, DERs, and the physical network. The controller handles coupled voltage constraints; uses forecasts of generation and demand in addition to neighbouring voltage information to compute its control law. The optimisation cost used by each DER contains the pricing policy obtained in the market layer. Section III-I describes the different components of the Optimal Control Problem (OCP).
- A novel agent based market negotiation framework where all network elements engage in bargaining to determine suitable pricing policies used for energy transactions. This policies are used in the Distributed MPC cost such that performance of each MG element is optimal with respect to this cost. We show that the outcome of this negotiation process is an Stackelberg equilibrium where the utility grid acts as the leader setting bounds on prices while all DERs agree upon suitable policies. Section III-2 states the problem and relevant definitions of this negotiation problem.
- A holistic algorithm that is capable to integrate the predictive controller, agent based negotiation framework, and forecasting mechanisms in terms of convergence to game theoretic equilibrium concepts and recursive feasibility of predictive controllers. We propose a testing framework based on scenarios to better understand and evaluate the impact of forecasting approaches, pricing mechanisms, system configurations (i.e., modifying rated values for some devices), and network topology on the value that an energy market coupled with a distributed control solution can offer.

**Notation:** For a given graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ with nodes $\mathcal{V}$ and edges $\mathcal{E} \subset \mathcal{V} \times \mathcal{V}$, the node-edge matrix $B \in \mathbb{R}^{|\mathcal{E}| \times |\mathcal{V}|}$ characterises the relation between nodes and edges which for edge $e = (i, j) \in \mathcal{E}$ involving nodes $i$ and $j$ can be defined as $B_{i,j} = 1$ if node $i$ is the source of $e \in \mathcal{E}$, and $B_{j,i} = -1$ if node $j$ is its sink, and zero otherwise. The 2–norm is denoted $\|x\|_2$. A C-set is a compact and convex set containing the origin; A PC-set is a C-set with the origin in its nonempty interior. For a given set $A \subseteq \mathbb{R}^n$, and linear transformations $B \in \mathbb{R}^{m \times n}$ and $C \in \mathbb{R}^{n \times p}$, the image of $A$ by $B$ is $BA = \{Bx: x \in A\} \subseteq \mathbb{R}^m$ and the preimage of $A$ by $B$ is $C^{-1}A = \{x: Cx \in A\} \subseteq \mathbb{R}^p$.

II. PHYSICAL LAYER

In this section, we introduce the different components of the physical layer. The first component is composition of each prosumer (renewable sources, storage, and local loads), then, introduce the physical interconnection properties, and lastly we state the control objective from the perspective of the physical layer. Consider an undirected and connected graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ defining an electric network. The set of nodes $\mathcal{V}$ can be partitioned into two disjoint sets $\mathcal{V}_I$ and $\mathcal{V}_0$ corresponding to prosumers and utility electric grid respectively.

1) **System Model:** Each prosumer $i \in \mathcal{V}_I$ comprises DER sources interfaced via power converters and local loads, see Figure [1] The DER sources operate with a maximum point
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**Figure 1.** The DER sources operate with a maximum point
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tracking rationale enabling them to extract the maximum possible energy from given environmental conditions. The discrete power dynamics for each \( i \in \mathcal{V}_I \) and \( h \in \mathcal{H} := \{ \text{wind, PV} \} \) are:

\[
S^+_{h,i} = f_{h,i}(S_{h,i}, \Delta_{h,i}, w_{h,i})
\]

where \( S_{h,i} = (P_{h,i}, Q_{h,i}) \) denotes active and reactive power, \( + \) denotes the successor state, \( w_{h,i} \) is uncontrollable input power generated by renewable sources, and \( \Delta_{h,i} \) is a control input. Each prosumer has appended to it a battery with dynamics:

\[
\begin{align*}
R_{b,i}C_{b,i}(\text{SoC}_i^+ - \text{SoC}_i) &= -(V(\text{SoC}_i) - V_{b,i}), \\
R_{b,i}V_{b,i}(\text{SoC}_i) &= V_{b,i}^2 + R_{b,i}g_{b,i}(S_{b,i}),
\end{align*}
\]

where the state \( (\text{SoC}_i, V_{b,i}) \) contains the State of Charge (SoC) and battery DC voltage; \( V(\text{SoC}_i) \) is the SoC dependent battery output voltage; \( R_{b,i} \) is the internal resistance; and \( C_{b,i} \) is the battery capacity in [A h]. The nonlinear function \( g_{b,i}(\cdot, \cdot) \) determines the power electronic steady-state behavior in terms of desired active and reactive desired power \( S_{b,i} = (P_{b,i}, Q_{b,i}) \) which we consider as inputs. The power electronic components from all renewable sources exhibit faster dynamic behavior, therefore we can consider each node operating in a quasi stationary operation \[19\]. The overall state for each node can be summarised in \( x_i = (\{S_{h,i}\}_{h \in \mathcal{H} \setminus \{, \text{SoC}_i\}}, w_{b,i}) \), with control inputs \( u_i = (\{\Delta_{w,i}\}_{h \in \mathcal{H} \setminus \{, \text{SoC}_i\}}, C_{b,i}) \). Each DER is subject to exogenous inputs \( w_{g,i} = \{w_{b,i}\}_{h \in \mathcal{H} \setminus \{, \text{SoC}_i\}} \). In addition, local loads connected to node \( i \) draw an a-priori unknown active and reactive power \( S_{l,i} = (P_{l,i}, Q_{l,i}) \in \mathbb{R}^2 \); however, for each \( i \in \mathcal{V}_I \), the controller has access to preview information, i.e., forecasts for loads and DER which satisfy the following Assumption:

**Assumption 1** (Forecasting information available).

1. The state \( x_i(k) \) and exogenous input \( w_{i}(k) = (\{w_{b,i}(k)\}_{h \in \mathcal{H} \setminus \{, \text{SoC}_i\}}, S_{l,i}(k)) \) are known exactly at time \( k \); future external inputs are not known exactly but satisfy \( w_{i}(k + n) \in \mathcal{D}_i \) for \( n \in \mathbb{N} \).

2. At any time step \( k \), a prediction, \( \mathbf{d}_i = \{d_i(k)\}_{k \in \mathbb{N}_0 \cup \mathbb{N}} \), of \( N \) future exogenous inputs \( w_{i} \) over a finite horizon of time, is available.

Note that we do not assume anything about the accuracy of the predictions, and in fact will allow these to vary over time (this implicitly implies that previous predictions were not accurate). The states and inputs of each node are restricted to satisfy constraints \( x_i \in \mathcal{X}_i \) and \( u_i \in \mathcal{U}_i \), for which the following assumption hold

**Assumption 2** (Constraints). For each \( i \in \mathcal{V}_I \), the sets \( \mathcal{X}_i \) and \( \mathcal{D}_i \) are C-sets. The set \( \mathcal{U}_i \) is a PC-set.

The output of each node \( y_i = (P_{o,i}, Q_{o,i}) \) is given by its power balance equations \( y_i = \sum_{h \in \mathcal{H}} S_{h,i} + S_{l,i} - S_{i} \), which following **Assumption 2** is bounded for all time \( k \in \mathbb{N} \).

2) **Network model**: The network topology is characterized by the set of edges \( \mathcal{E} \) such that each \( e \in \mathcal{E} \) defines the existence of a physical link between two nodes. The network topology allows us to define the set of neighbours of each \( i \in \mathcal{V} \),

\[
\mathcal{N}_i = \{j \in \mathcal{V} : (i, j) \in \mathcal{E}\}.
\]

The matrix \( 2 \) is a complex structure on \( \mathbb{R}^2 \). Any complex number \( a + ib \) can be written as a 2 x 2 matrix or a vector in \( \mathbb{R}^2 \) as

\[
a + ib \iff \begin{bmatrix} a \\ b \end{bmatrix} \iff \begin{bmatrix} a & -b \\ b & a \end{bmatrix} = a \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} + b \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}.
\]
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Fig. 2. Physical network: each node \( \Sigma_i \) is interfaced via inductive lines to a distribution network which may have a meshed topology.

Similarly, if the currents flowing through the lines \( i_E = Y_E B u \) are also constrained to a PC-set \( \mathcal{I}_E = \prod_{e \in \mathcal{E}} \mathcal{I}_e \), i.e., bounds on each RMS current, these induce constraints on voltages by virtue of the algebraic relation \( i_E = 20 v_0 + B_1 v_I \). Following (7), the prosumer voltage satisfies \( v_I \in A^{-1}(\tilde{B} E_0 + \mathbb{I}_E) \), where \( \tilde{A} = Y_E (B_1 - 200 (Y_0 + L_0)^{-1} B_0^\top Y_E B_1) \) and \( \tilde{B} = Y_E B_0 (Y_0 + L_0)^{-1} Y_0 \). The overall constraint set is

\[
\forall_i \in \mathcal{I}_i \in \mathcal{I} \cap \prod_{i \in \mathcal{I} \setminus \mathcal{I}_i} \mathcal{I}_i,
\]

and by virtue of Assumption 3, is a PC-set.

3) Physical control Objective: The objective is twofold: find a suitable sequence of triplets \( (x, v, u) \) depending on external renewable injections \( d(k) \) for \( k \in \{0, 1, \ldots\} \) that minimizes the infinite horizon criteria

\[
J(x_0, v_0, d) = \sum_{k=0}^{\infty} \ell(k)(x(k), u(k), d(k))
\]

where \( \ell(k) \) is a time-varying stage cost comprising generation costs. And second, to derive a suitable stage cost \( \ell(k)(\cdot, \cdot) \) that captures energy pricing mechanisms allowing for maximum profit at each node in terms of the exogenous inputs (load consumption and renewable injection) and available battery storage.

III. PEER-2-PEER FRAMEWORK

In this section, we introduce the proposed P2P trading platform. We start by describing the physical controller in terms of the OCP, we provide remarks on how the system operates and on its properties. We then proceed to state the proposed trading framework which is modelled as a game with one leader (utility grid) and multiple followers (prosumers). We first state the general approach, and then we propose a tractable reformulation.

1) OCP for energy system: To achieve our control objectives, consider the finite horizon criteria for each \( i \in \mathcal{V}_I \) that employs exogenous predictions of Assumption 1

\[
J^N_i(z_i, u_i, d_i) = \sum_{k=0}^{N-1} \gamma(x_i, v_i, u_i) + \lambda_{k,i}(y_i)\ell_{k,i}(z_i, u_i, d_i)
\]

with \( z_i = (x_i, v_i) \), the stage cost \( \ell_{k,i}(z_i, u_i, d_i) \) is composed by two terms capturing the costs of operating each node, in terms of batteries and voltages, and time-varying term \( \lambda_{k,i}(\cdot) \) reflecting the cost of energy transactions. A standard Assumption on the stage cost for regularity purposes is

**Assumption 4 (Positive definite stage cost).** \( \lambda_{k,i} : \mathbb{R}_+ \times \mathbb{R}^2 \to \mathbb{R} \) and \( \gamma_i : U_i \times \mathbb{R} \to \mathbb{R} \) are, for each \( i \in \mathcal{M} \) and \( k \in \mathbb{N} \), continuous positive definite functions.

The former penalises deviations from a reference voltage point and the cost of operating the battery which depend on the power value and state of charge. The latter function is determined from the negotiation framework, see Section II-2 and depends on the surplus or deficit power at each node. The performance criteria arguments are sequences of states \( z_i = \{z_i(0), \ldots z_i(N)\} \) and controls \( u_i = \{u_i(0), \ldots u_i(N - 1)\} \). Both of these sequences depend on exogenous inputs \( d_i = \{d_i(0), \ldots , d_i(N - 1)\} \); each \( d_i(k) \) comprises predicted renewable injections \( \{w_{h,i}(k)\}_{h \in \mathbb{H}, k} \), load consumption \( S_{t,i}(k) \), and neighboring voltages \( \{\nu_j(k)\}_{j \in \mathbb{N}} \). The resulting optimal control problem for each node for \( \hat{z}_i = (\bar{x}_i, \bar{v}_i) \) and available predictions \( d_i \)

\[
\mathcal{P}_i(\hat{z}_i, d_i) : \min \{J^N_i(\hat{z}_i, u_i, d_i) : u_i \in \mathcal{U}^N_i(\hat{z}_i, d_i)\}.
\]

The constraint set \( \mathcal{U}^N_i(\hat{z}_i, d_i) \) is defined by

\[
\begin{align*}
(x_i(0), v_i(0)) & = \hat{z}_i, \quad (12a) \\
x^*_k,j & = f_k(x_i, u_i, d_i), \quad (12b) \\
x_i & \in \mathbb{X}_i, \quad u_i \in \mathcal{U}_i, \quad v_i \in \mathcal{V}_I(d_i), \quad (12c) \\
h_i(v_i, y_i) & = \mathcal{L}_i v_i + \mathcal{L}_i d_i, \quad (12d)
\end{align*}
\]

The prediction model (12b) differs from its counterpart [1] in the nature of the exogenous inputs; the former employs sequences of forecasts while the later uses the “true” values. This optimization problem is subject to coupled constraints (12c) and (12d) with respect to network voltages. The set \( \mathcal{V}_I(d_i) \) represents a “slice” of \( \mathcal{V}_I \) corresponding to node \( i \) for given fixed values of neighboring voltages; when coupled constraints are absent, i.e., no bounds on line currents, the voltage constraint sets are independent from neighbouring information. The matrix \( \mathcal{L}_i \) maps \( d_i \) to the current balance for node \( i \), i.e., forming the \( i \)th row of (6) representing the power flow for node \( i \). The solution of \( \mathcal{P}_i(\hat{z}_i, d_i) \) is a sequence of optimal control inputs \( u_i^0 \). One feature of this formulation is the introduction of cooperation between the MG nodes; by sharing voltage information, each node \( i \) is implicitly aware of power fluctuations from its physical neighbours. Suppose at time \( k \), each node \( i \) measures \( z_i = (x_i, v_i) \), exchanges voltage prediction sequences, obtains forecasts for renewable injections and load demands such that \( d_i(k) \) is available; then applies the first element of the optimal solution \( u_i^0 \) of (11) to the system. At the next sampling time, we discard the existing sequence, measure the plant, obtain new forecasts, then solve (11) with the updated information. This process is repeated ad infinitum. We discuss the recursive feasibility properties of the above OCP in Section IV-B.

2) Market negotiation: We propose an agent based approach to handle the market layer involving negotiations to choose
adequate pricing policies. The market layer of our approach aims to handle power deficits and surpluses at each node \( i \in \mathcal{V}_I \). The time-varying component of the cost \( \lambda_i, \), weighs this output power and is the tool used to interface both the energy trading scheme and lower control levels. In our approach, we propose the use of a nonlinear pricing policy for exporting and importing power as opposed to the traditional linear pricing used in the literature \([20]\). This results in a negotiation framework where the participating nodes decide upon a policy which provides a mechanism to take predicted battery storage levels into account.

This negotiation framework can be interpreted as a game with a leader when the network is connected \([21]\). The set of players is given by \( \mathcal{V}_I \cup \mathcal{V}_0 \); the set of actions for each \( i \in \mathcal{V}_I \) is the set of functions \( A_i = \{ \lambda_i \in \mathcal{L}_2[\mathcal{Y}_i, \mathbb{R}]: \lambda_i(y_i) \geq 0 \} \) with \( \mathcal{Y}_i \) the output constraint set which by Assumption \([1]\) and \([2]\) is compact. The choice of a non-negative function as the decision variable is directly linked with Assumption \([3]\) which imposes regularity on the physical layer optimisation problem (existence of a solution to the OCP). The action set for \( \mathcal{V}_0 \) is given by \( A_0 = \{ \{ \lambda_{0,s}, \lambda_{0,b} \} \in \mathbb{R}^2: \eta_s \leq \lambda_{0,s} < b_{0,b} \leq \eta_b \} \) representing the cost of purchasing or selling power to the grid. These prices are upper and lower bounded by \( \eta_s > 0 \) and \( \eta_b > 0 \) respectively. The total average network revenue is

\[
R = \frac{1}{\mu(Y)} \int_{\mathcal{Y}_i} \lambda_i \circ \sigma \, d\mu
\]

where each pricing policy is averaged over a set \( Y_i = (y_i + S_{\text{max}} - [\text{SoC}_i, 1 - \text{SoC}_i]) \cap \mathcal{Y}_i \) reflecting the available power with respect to current storage levels SoC and \( \mu \) is the Lebesgue measure for \( \mathcal{Y}_i \). On the other hand, the power purchased by each \( i \in \mathcal{V}_I \) acting as a buyer at a given time is

\[
\xi_i(\lambda_i, \lambda_{-i}, y) = \sum_{j \in N^\text{com}_i \cup \{i\}} \frac{\lambda_i(\sigma(-y_i))}{\lambda_j(\sigma(-y_j))} \sum_{j \in N^\text{com}_j \cup \{i\}} \sigma(y_j)
\]

which depends on neighbouring output power \( y = (y_1, \ldots, y_{|\mathcal{V}_I|}) \); it is worth noting that the only information needed to compute \([14]\) is that of the trading neighbours. Each node behaves as a prosumer and it has attached to it a utility functional \( r_i: \mathcal{A}_i \times \mathcal{A}_{-i} \rightarrow \mathbb{R} \), defined as

\[
r_i(\lambda_i, \lambda_{-i}) = \sum_{k=0}^{N-1} \left( \lambda_{0,b} \xi_k(\lambda_i, \lambda_{-i}, y_k) \right.
\]

\[
- \lambda_i(\xi_k(\lambda_i, \lambda_{-i}, y_k))
\]

\[
+ \log(1 + \frac{\sigma(y_k)}{\lambda_{0,b} \sigma(y_k)} + \gamma_i R_k \left( 1 + \sum_{j \in \mathcal{N}_v j} \left( \frac{\sigma(y_j)}{\lambda_{0,b} \sigma(y_j)} \right) \right))
\]

This utility functional measures revenue and satisfaction of each node with its current pricing policy, see \([22]\) and \([20]\). There are two prominent parts: the first two terms represent the cost of purchasing with respect to the price set by the utility grid \( \lambda_{0,b} > 0 \) which the agent seeks to minimise; the remaining terms correspond to the advantages of selling surplus power, the effect of available storage, and trade-off between increasing prices and loss of revenue. The choice of a logarithmic function represents a form of diminishing returns.

The function \( \sigma(\cdot) \) is a key component of this cost, depending on the output power sign, two terms will vanish implying that each node is either maximising profit or minimising costs but never both. This formulation avoids unwanted saddle or conservative behaviour when optimising. This approach induces a time-varying partition of \( \mathcal{V}_I \) into two disjoint sets of sellers \( \mathcal{V}_{I,S} \) when \( y_i > 0 \), and buyers \( \mathcal{V}_{I,B} \) for \( y_i < 0 \).

The set \( A_{-i} = \prod_{j \in N^\text{com}_i} A_j \) collects the actions of the neighbours in the communication network which are used to compute the total revenue \( R(k) \) known by the utility grid, characterises the negotiation framework communication properties, and is defined as an unweighted graph characterised by a set of edges \( E^\text{com} \subseteq \mathcal{V} \times \mathcal{V} \) which generates a set of neighbours \( N^\text{com}_i \subseteq \mathcal{V} \) similar to \([3]\). The particularity of this network is that for all \( i \in \mathcal{V}_I \), the utility grid, if present, satisfies \( 0 \in N_i \) implying each negotiating prosumer can communicate with the utility grid; this condition is necessary since the utility grid agent determines the upper and lower bounds on electricity prices. The utility grid solves the following optimisation problem with equilibrium constraints:

\[
\max_{\lambda_{0,b} \in A_0, \lambda_{-0} \in \prod_{j \in N_0} \mathcal{R}_j(\lambda_{-j})} r_0(\lambda_0, \lambda_{-0}) = \lambda_{0,s} \sum_{i \in \mathcal{V}_I} \sigma(y_i) + \lambda_{0,b} \sum_{i \in \mathcal{V}_I} \sigma(-y_i)
\]

\[
- \sum_{i \in \mathcal{V}_I} \lambda_i(\sigma(y_i))
\]

In this way, the utility grid agent sets the price according to the best response of the network members given by \( \mathcal{V}_I \). Similarly, for each \( i \in \mathcal{V}_I \) the corresponding optimisation problem is

\[
\max_{\lambda_i \in A_i} r_i(\lambda_i, \lambda_{-i})
\]

An important feature of the presented approach and its relation to P2P platforms lies in the way the revenue of energy transactions is obtained. After the agents are split into groups of buyers and sellers, the total revenue gained from a transaction is shared among the agents selling power. A method to establish direct contracts or bilateral negotiation schemes is the subject of ongoing research.

**Tractable reformulation:** The negotiation framework as stated in the previous section may be prohibitively difficult to solve. The action spaces for each \( i \in \mathcal{V}_I \) are infinite dimensional spaces, and to exacerbate the problem, the optimisation problem \([16]\) has equilibrium constraints. We propose a method to simplify this problem to make it computationally tractable for both utility and network elements. Our first step towards this goal is to invoke the following:

\[
The function \( \sigma(x) = \frac{\max(x, \alpha)}{\alpha x} \) for a fixed \( \alpha > 0 \) is a smooth approximation of \( \max(0, x) \). As \( \alpha \rightarrow \infty, \sigma(\cdot) \rightarrow \max(0, \cdot) \).
Assumption 5. Each node updates its pricing policy with a period $k_n \in \mathbb{N}$; the utility grid updates prices every $H k_n \in \mathbb{N}$ for some $H \gg 0$.

This Assumption may refer to the common practice of setting a day ahead price based on existing consumption and is common in leader-follower games as mentioned in [23]. Furthermore, Assumption 5 ensures that the utility grid is able to react only to the best replies from each network element.

Another potential bottleneck, from an implementation point of view, is that of the action space infinite dimensionality $A_i \subseteq \mathbb{L}_2[\mathbb{Y}_i, \mathbb{R}]$. To overcome this hurdle, we propose to reduce the action space to a class of parameterised functions. The starting point is the traditional linear pricing policies, i.e., $-\lambda_0 b_i y_i$ and $\lambda_0 a_i y_i$ for purchase and sale respectively. From Assumption 2, the output power is constrained to a bounded set.

The utility grid updates its decision variables in response to the market and control layers interaction. The starting point is the traditional linear pricing policies, i.e.,

$\lambda_i(\cdot) = \lambda_0 (y_i) = \lambda_0 b_i y_i^\max$, $\lambda_0 (0) = 0$, and $\lambda_i(y_i^\max) = \lambda_0 b_i y_i^\max$. Clearly, it is always possible to find a quadratic function fitting the positive part, and another fitting the negative one. The parameter we introduce is the deviation from a linear pricing: a way to measure this is to consider the area in between curves such that $b_i$ is

$$\int_0^{y_i^\max} \lambda_0 a_i y_i dy - \int_0^{y_i^\max} \lambda_0 b_i y_i dy - \int_0^{y_i^\max} \lambda_i y_i dy.$$ 

Solving the above conditions yield the desired parameterised piece-wise smooth convex parameterisation. The missing ingredient is to satisfy Assumption 4. This can be done by suitably constraining the available values for $b_i \in [0, \tilde{b}_i^\max]$ such that $\lambda_i(y_i, \tilde{b}_i^\max) \geq 0$ for all $y_i \in \mathbb{Y}_i$. This allows us to assign a mapping between real positive numbers and $A_i$ such that $b_i \mapsto \lambda_i(\cdot)$. Injectivity of this map follows naturally from construction; surjectivity, however, is not ensured since the image of the real numbers is not $A_i$ but only a strict subset. This discrepancy is because of the inequality condition used to parameterise desired positive definite functions. In this way and owing to the continuity of $b \mapsto \lambda_i(\cdot)$, the problem of optimising over function spaces is reduced to optimising over $\mathbb{R}^{\mathbb{Y}_i}$. Following Assumption 5, the game can be played as:

1. At time $k = 0$, $n = 0$, price bounds $\lambda_0 = (\eta_l, \eta_u)$.
2. if $\text{mod}(k, k_n) = 0$, do for all $i \in \mathbb{V}_I$ solve (17) using a best reply updating until A Nash equilibrium $\{\lambda_i^0(\cdot)\}_{i \in \mathbb{V}_I}$ is found.
3. if $\text{mod}(k, H k_n) = 0$, do Utility grid solves (16) and updates $\lambda_0$.
4. $k \rightarrow k + 1$, go to 2.

The utility grid updates its decision variables in response to optimal pricing profiles obtained by network agents. The negotiation between network and utility grid agents occurs on top of the control layer described in Section III-C.

IV. CONVERGENCE ANALYSIS

In this section, we analyse the theoretical properties of the proposed pricing approach. We divide our analysis into two main parts: market negotiation convergence, and recursive feasibility. We finish this Section with remarks on how both market and control layers interact.

A. Negotiation Convergence

In this section, we study the convergence properties of $(\mathbb{V}_I, \{A_i\}_{i \in \mathbb{V}_I}, \{r_i\}_{i \in \mathbb{V}_I})$ as a Stackelberg game. The outcome of this game will define the pricing policy used by each element $i \in \mathbb{V}_I$. We begin this part of the analysis by defining the equilibrium concepts that will be used:

Definition 1 (Nash equilibrium). An action profile $\lambda^0 = (\lambda_1^0, \ldots, \lambda_{|\mathbb{V}_I|}^0)$ is said to be a Nash equilibrium of the game $(\mathbb{V}_I, \{A_i\}_{i \in \mathbb{V}_I}, \{r_i\}_{i \in \mathbb{V}_I})$ if, for all $i \in \mathbb{V}_I$,

$$r_i(\lambda_i^0, \lambda_{-i}^0) = \min_{\lambda_i} r_i(\lambda_i, \lambda_{-i}). \quad (18)$$

The set of Nash equilibrium points for $\mathbb{V}_I$ parameterised by $\lambda_0 \in \mathbb{A}_0$ are $\mathbb{NE}(\lambda_0) \subset \prod_{i \in \mathbb{V}_I} \mathbb{A}_i$, this set represents the best network response to the prices set by the utility grid. This concept leads us to the other equilibrium concept we leverage on:

Definition 2 (Stackelberg equilibrium). An action profile $\lambda^* = (\lambda_1^*, \ldots, \lambda_{|\mathbb{V}_I|}^*)$ is said to be an Stackelberg equilibrium of the 1 leader, $M$–follower game $(\mathbb{V}, \{A_i\}_{i \in \mathbb{V}}, \{r_i\}_{i \in \mathbb{V}})$ if for all $i \in \mathbb{V}$

$$\sup_{\lambda_{-0} \in \mathbb{NE}(\lambda_0^*)} r_i(\lambda_0^*, \lambda_{-0}) \leq \sup_{\lambda_{-0} \in \mathbb{NE}(\lambda_0)} r_i(\lambda_0^*, \lambda_{-0}) \quad (19)$$

The Stackelberg equilibrium complements that of the Nash equilibrium and essentially leads to an optimal response from the utility grid side in response to the best possible actions from the network side. Following Assumption 5, it is possible to solve these two problems independently with the caveat that it leads to a problem with equilibrium constraints, see [24] for an in-depth study of this type of problems. Given the utility functionals $r_i$, naturally partition the set of nodes, it is possible without loss of generality to choose the buyer nodes to play first. Owing to the parameterisation of the pricing policy, $b_i \mapsto \lambda_i(\cdot)$, is convex by construction. Our first result considers the case when $y_i < 0$, i.e., node $i$ is purchasing power.

Lemma 1. Suppose $y_i < 0$, then the purchased power in (14) is a concave function with respect $b_i \in [0, \bar{b}_i^\max]$.

Proof. By construction, $\forall i \in \mathbb{V}_I \lambda_i(y_i, b_i) \geq 0$ and since the parameterisation is a linear problem, the policy is linear with respect to the parameter. Indeed, the conditions defined in Section IV-A for the negative part of the policy $\lambda_i(y_i) = a_2 y_i^2 + a_1 y_i$ are

$$\frac{a_2(y_i^\max)^2}{2} - \frac{a_1 y_i^\max}{2} = \lambda_0 b_i y_i^\max \frac{1}{2} \lambda_0 \frac{(y_i^\max)^2}{2} + \frac{1}{3} a_2 (y_i^\max)^3 + \frac{1}{2} a_1 (y_i^\max)^2 = b_i$$

This yields a policy

$$\lambda_i(y_i, b_i) = \frac{6b_i}{(y_i^\max)^3} y_i^2 + \frac{6b_i - \lambda_0 b_i (y_i^\max)^2}{(y_i^\max)^2} y_i.$$ 

This implies that the policy is concave on $b_i$. To prove the purchased power concavity, it is enough to check its derivatives. A direct calculation shows that

$$\frac{\partial^2 \xi_i}{\partial b_i^2} = -2 \sum_l \xi_l \frac{\partial}{\partial b_i} \left( \sum_{j \in \mathbb{N}_l - \{i\}} \lambda_j(y_j) \right)^2 < 0.$$
Lemma 2. Suppose $b_i \in [0, b_i^{\text{max}}]$ for all $i \in V_t$, then $r_i(\lambda_i, \lambda_{-i})$ is a concave function with respect to $b_i$ and $b_{-i}$.

Proof. The proof proceeds by cases: i) $y_i \geq 0$. In this case, the first two terms of $r_i(\cdot, \cdot)$ vanish. The total revenue is by construction a linear function of $b_i$ and $b_{-i}$ and the logarithmic term is concave with respect to its domain. The resulting function which is a sum of concave functions is therefore concave.

ii) $y_i < 0$. In this case only the first two terms of $r_i(\cdot, \cdot)$ contribute, the later vanish. Following Lemma 1, the purchased energy is a concave function of $b_i$. The argument follows, mutatis mutandis, that of Lemma 2 to obtain the negativity of the second derivative within the range $[0, b_i^{\text{max}}]$. □

These two Lemmas lead to our first result:

Theorem 3 (Network Nash equilibrium). The game $(V_t, \{A_i\}_{i \in V_t}, \{r_i\}_{i \in V_t})$ admits a Nash equilibrium.

The proof of this theorem follows from [25] Theorem 4.3 which is a theorem that guarantees the existence of a Nash equilibrium point with pure strategies given the concavity of the cost functionals. Therefore Theorem 3 guarantees the existence of an optimal piece-wise smooth pricing policy that is dependent on the prices set by the utility grid. The move played by the grid satisfies $\lambda_i^0 = \arg \max \rho_0(\lambda_0, \lambda_{-0})$ which is by construction a linear problem over a compact set. A consequence of this fact is the existence of a Stackelberg equilibrium between network and utility grid. In summary, the solution of the bi-level optimisation problem (16) and (17) follows an algorithmic procedure. First, initial utility $\lambda_0(0)$ prices are given; the followers, i.e., the elements of $V_t$, solve their optimisation problems to find a Nash equilibrium. Once this equilibrium is achieved, the utility grid responds to it by setting new prices for the new iteration $\lambda_i(1)$ and the process repeats until convergence. This approach to pricing guarantees that all $i \in V_t$ price their energy in an optimal way according to their own available power, in terms of storage, and information from their neighbours.

B. Recursive feasibility

From Assumption 1 and 3 the exogenous information available to the controller is contained within a PC-set $d_i(k) \in D_i$ for all $k \geq 0$. The set $\mathcal{D}_i^N = \prod_{k=0}^{N-1} D_i$ contains all sequences of length $N$. The challenge arises as a consequence of the receding horizon implementation of the control action: if $F_i(z_i, d_i)$ is feasible and yields a solution sequence $u_i^0(z_i^0, d_i)$, then its first element defines an implicit control law $\kappa_i^N(z_i, d_i) = u_i^0(0; z_i, d_i)$, is applied to the system resulting in the state evolution $z^+ = (x^+, v^+_1)$ obtained as a solution of the difference algebraic model (1), (2), and (4). At this sampling instant a new sequence of information is available to the controller, i.e., $d_i^+ \in \mathcal{D}_i^N$, and the problem to be solved is now $F_i(z_i^+, d_i^+)$. In this Section, we seek an answer to the question: What are the conditions necessary to ensure $F_i(z_i^+, d_i^+)$ has a solution when $d_i$ changes (perhaps arbitrarily) to $d_i^+$?

We begin by defining recursive feasibility, and some useful terminology in the analysis:

Definition 3 (Recursive feasibility). For each $i \in V$, the OCP $F_i(z_i, d_i)$ is said to be recursively feasible if $U_i^N(z_i, d_i) \neq \emptyset$, then for a successor state $z_i^+ = (x_i^+, v_i^+_1)$, and $d_i^+ \in \mathcal{D}_i^N$, the constraint set $U_i^N(z_i^+, d_i^+) \neq \emptyset$.

For a disturbance sequence at time $k$, $d_i = \{d_i(0), \ldots, d_i(N - 1)\}$, its associated $k$th tail for time $k + 1$ is $d_i(\cdot) = \{d_i(1), \ldots, d_i(k), d_i(k + 1), \ldots, d_i(N - 1)\}$. It is clear that both $d_i$ and $d(\cdot)$ belong to the set $\mathcal{D}_i$; the notion of the tail allows us to quantify the change in information that a controller is subject to, for two sequences $d, e \in \mathcal{D}_i$, the distance $\rho(d, e) = |d - e|$ is a metric on the sequence space $\mathcal{D}_i^N$.

A system is said to be locally controllable at a point $z_0 \in Z_0$ if for every $\varepsilon > 0$, $H \in \mathbb{N}$ and $\varepsilon$ such that $|z - z_0| \leq \varepsilon$, there exists a finite sequence of controls $\{u(0), \ldots, u(H)\}$ such that its solution satisfies $|z(k) - z_0| < \varepsilon$ for all $j \in \mathbb{N}$. If $z(0) = z_0$ and $H = z$. The set of feasible states is $Z_i^N(d_i) = \{z_i; U_i^N(z_i, d_i) \neq \emptyset\}$ defines the region in the state space such that the OCP is feasible. The first of our results is concerned when the exogenous information is unchanging, i.e., the future information is taken to be the tail of the initial sequence.

Theorem 4. Let $d_i \in \mathcal{D}_i^N$ and suppose each node is locally controllable with respect to $d_i$. If $d_i^+ = d_i$), then $(x_i, v_i) \in Z_i^N(d_i)$ implies $(x_i^+, v_i^+_1) \in Z_i^N(d_i^+)$. Proof. Given $(x_i, v_i) \in Z_i^N(d_i)$, then an optimal sequence of control actions $u_i^0(z_i, d_i) = \{u_i^0(0; z_i, d_i), u_i^0(1; z_i, d_i), \ldots, u_i^0(N - 1; z_i, d_i)\}$ exists and generates a sequence of states and voltages $v_i^0 = \{v_i^0(0), \ldots, v_i^0(N)\}$ and $v_i^0 = \{v_i^0(0), \ldots, v_i^0(N - 1)\}$ for a given information $d_i \in \mathcal{D}_i^N$. Now, we construct a sequence of control actions $u_i = \{u_i(0), \ldots, u_i(N - 1)\} \in U_i^N(z_i, d_i)$. Using the definition of a disturbance tail, the first $k$ elements of $d_i$ satisfy $d_i^+ = d_i$ implying that $u_i(k) = u_i^0(k + 1; z_i, d_i)$ for all $k \in \{0, \ldots, k - 1\}$. The state evolution is governed by a set of difference algebraic equations $F_i(z_i, u_i, d_i, z_i^+) = 0$ composed of $d_i^0$ dynamics (1)– (2) and (4). Using the implicit function theorem, it is possible to locally define a function $\Phi(z_i, \xi_i, u_i)$ such that $z_i^+ = \Phi(z_i, \xi_i, u_i)$ and ensure the existence of neighbourhoods $V_i$ and $Z_i$ such that for $(z_i, u_i, d_i) \in V_i$, $(z_i, u_i, d_i, \xi_i(z_i, u_i, d_i)) \in Z_i$ and $F_i(z_i, u_i, d_i, \xi_i(z_i, u_i, d_i)) = 0$. Consider the initial state to be $z_i(0) = (x_i^0(0), v_i^0(1))$, the subsequent states, following $\xi_i$, satisfy $z_i(k) = (x_i^0(k + 1), u_i^0(k + 1))$ for all $k \in \{0, \ldots, k\}$. The next element satisfies $z_i(k + 1) = \xi_i(z_i(k), u_i, d_i(k))$ for some $u_i(k) \in U$. Since each node is locally controllable with respect to $d_i$, there exists a control action $u_i \in U_i$, such that $\Phi(z_i, u_i, d_i) = 0$. Similarly, there exists a control action $\xi_i \in \mathcal{X}_i \times V_i(d_i)$. The resulting sequence satisfies $u_i = \{u_i(0), \ldots, u_i(k + 2), u_i(k + 2), \ldots, u_i(N - 1)\} \in U_i^N(z_i^+, d_i^+)$. □
Once recursive feasibility of the tail is achieved, we allow the information to vary (perhaps arbitrarily). To study this case, we turn to the continuity properties of both value function and constraints which depend on exogenous inputs and initial states. The set $\Gamma_i^N = \{(\bar{z}_i, \bar{d}_i) : \bar{z}_i \in \mathcal{Z}_i^N(\bar{d}_i), \bar{d}_i \in D_i^N\}$ is the graph $\mathcal{Z}^N$ of the set-valued map corresponding to the feasible set $Z_i^N : D_i^N \rightarrow 2^{\mathcal{X}_i}$.

**Definition 4** (Upper semicontinuity for set-valued maps). A set $\Phi : U \rightarrow 2^N$ is upper semicontinuous at $\xi_0 \in U$ if for an open neighbourhood $U_\xi \subset U$ of $\xi_0$, then for all $\xi \in U_\xi \Phi(\xi) \subset V_\xi$ for an open neighbourhood $V_\xi \subset X$.

**Proposition 1.** Suppose Assumptions 4, 7, 9 hold and the dynamics are continuous. Then the set valued map $\mathcal{Z}^N(\cdot)$ is upper semicontinuous.

**Proof.** The constraints given by (12), by Assumptions 2 and 3 together with the continuity of each node’s dynamics, have a structure $\mathcal{U}^N(\bar{z}_i, \bar{d}_i) = \{u_i : G_i(u_i, \bar{z}_i, \bar{d}_i) \in \mathbb{K}\}$ for a fixed compact set $\mathbb{K}$ and a continuous function $G(\cdot, \cdot, \cdot)$. This implies that the graph of $\mathcal{U}^N(\cdot, \cdot)$ is a compact set; since the underlying space is finite dimensional, there is a compact neighbourhood $V_{\Phi}$ such that $gr \mathcal{U}^N \subset V_{\Phi}$. If the set $\Gamma_i^N$ is closed and $\mathcal{X}_i \times V_{\Phi}(d_i)$ is compact then by [24] Lemma 4.3, our result follows. Consider a converging sequence $\{(\bar{z}_i, d_i, k), k \in \mathbb{N}\}$, to prove our result, we need to ensure that the limit point $(\bar{z}_i, \bar{d}_i)$ belongs to $\Gamma_i^N$. Using the definition of $\Gamma_i^N$, there exists $u_i$ such that $G_i(u_i, \bar{z}_i, \bar{d}_i, k, \bar{d}_i) \in \mathbb{K}$ which by continuity of $G(\cdot, \cdot, \cdot, \cdot)$, yields $u_i \rightarrow u_i$ and $G_i(\bar{z}_i, u_i, d_i) \in \mathbb{K}$. The closedness of $\Gamma_i^N$ follows. $\square$

The feasible map $Z_i^N(\cdot)$ is the domain of the constraint map $\mathcal{U}^N(\cdot)$. The proof of proposition 1 shows the close relation between the set defining constraints and the feasible region; moreover, this results implicitly states that for small deviation in the exogenous inputs $d_i$, the resulting optimisation problems associated to the feasible sets have a solution.

The following result builds on the previous ones:

**Proposition 2** (Value function continuity). Suppose Assumptions 2, 4, 9 hold and $f_i(\cdot)$ and $h_i(\cdot)$ are continuous, and the set of optimisers of $\mathbb{P}_i^N(\bar{z}_i, \bar{d}_i)$ is compact. Then the value function $\nu_i^{N,0}(\bar{z}_i, \bar{d}_i) = \min\{J_i^N(\bar{x}_i, u_i, d_i) : u_i \in U_i^N(\bar{z}_i, \bar{d}_i)\}$ (20) is continuous.

**Proof.** The proof is an adaptation of [26] Proposition 4.4] to our setting. The continuity of the value function depends on the upper semicontinuity of the constraint set, which holds by Proposition 1 and the existence of neighbourhoods of the set of optimisers of (11), which is guaranteed since these form a compact set by assumption. The compactness of the constraints implies that there exists a finite open covering of $(\bar{z}_i, \bar{d}_i) \times S(\bar{z}_i, \bar{d}_i) \subset V_{\Phi} \times V_{\Phi}$, where $S(\bar{z}_i, \bar{d}_i) = \text{arg} \min\{J_i^N(\bar{x}_i, u_i, \bar{d}_i) : u_i \in U_i^N(\bar{z}_i, \bar{d}_i)\}$. In this neighbourhood, the “almost” optimal points that satisfy $J_i(\bar{x}_i, u_i, \bar{d}_i) \leq \nu_i^{N,0}(\bar{z}_i, \bar{d}_i) + \varepsilon$ for all $(\bar{x}_i, u_i, \bar{d}_i) \in V_{\Phi} \times V_{\Phi}$. Since the neighbourhood $V_{\Phi}$ contains an optimal point which belongs to a closed set, the intersection $V_{\Phi} \cap U_i^N(\bar{z}_i, \bar{d}_i) \neq \emptyset$ which yields: $\nu_i^{N,0}(\bar{z}_i, \bar{d}_i) \leq \nu_i^{N,0}(\bar{z}_i, \bar{d}_i) + \varepsilon$.

On the other hand, $\nu_i^{N,0}(\bar{z}_i, \bar{d}_i) - \varepsilon \leq J_i(\bar{x}_i, u_i, \bar{d}_i)$. From the proof of Proposition 1, the set $U_i^N(\bar{z}_i, \bar{d}_i)$ is upper semicontinuous and there exists neighbourhoods $V_{\Phi}$, and $V_{\Phi}$ such that for all $(\bar{z}_i, \bar{d}_i) \in V_{\Phi}$, and $u_i \in V_{\Phi} \cap U_i^N(\bar{z}_i, \bar{d}_i), \nu_i^{N,0}(\bar{z}_i, \bar{d}_i) - \varepsilon \leq J_i(\bar{x}_i, u_i, \bar{d}_i)$ holds. Since $\varepsilon > 0$ is arbitrary, then $\nu_i^{N,0}(\bar{z}_i, \bar{d}_i) - \varepsilon \leq \nu_i^{N,0}(\bar{z}_i, \bar{d}_i)$. Continuity of $\nu_i^{N,0}(\cdot)$ follows. $\square$

The continuity of the value function is a crucial property for our objective. Consider a subset $\Omega_{i, \alpha} = \{((z_i, d_i) \in \Gamma_i^N : \nu_i^{N,0}(z_i, d_i) \leq \beta\}$ for $\beta > 0$.

**Assumption 6.** The exogenous input sequence evolves as $d_i^+ = \tilde{d}_i(d_i) + \Delta d_i$ where $\Delta d_i = d_i^+ - \tilde{d}_i(d_i) \in \Delta D_i^N$. The set $\Delta D_i^N$ is chosen such that $\lambda_i = \text{diam} D_i^N \Delta D_i^N$ satisfies $\lambda_i \leq \sigma_i^{-1}((\tilde{\gamma} - \gamma_i(\alpha_i))$ where $\tilde{\gamma}$ is a $K-$function, and $\alpha_i > 0$ such that $\Omega_{i, \alpha} \subset \Gamma_i^N$.

The overall dynamics for both states and disturbance satisfy

$$F_i(z_i, \nu_i^N(z_i, d_i), d_i, z_i^+) = 0 \quad (21a)$$

$$d_i^+ \in \tilde{d}_i(d_i) + \Delta D_i^N \quad (21b)$$

We claim that a subset $\Omega_{i, \beta} \subset \Omega_{i, \alpha}$ is a positive invariant set. The implications of this assertion is that the evolution of $\Omega$ is contained within one of this level sets. This is a nonlinear generalisation to the one presented in [27].

**Theorem 5.** Suppose Assumptions 4, 7, 9 hold and for all $i \in V_i (z_i(0)(d_i(0))) \in \Omega_{i, \beta} \subset \Gamma_i^N$ for some $\beta \geq \alpha$. The set $\Omega_{i, \beta}$ is positively invariant for the composite system (21).

**Proof.** Consider $(z_i, d_i) \in \Omega_{i, \beta}$ from Theorem 4, the optimisation problem remains feasible when the available exogenous sequence assumes the $k-$th tail. Following classical results from the MPC literature, feasibility of the optimisation problem implies stability. A consequence of this is that the value function is a Lyapunov function, i.e., $\nu_i^{N,0}(z_i^+, \bar{d}_i(d_i)) \leq \nu_i^{N,0}(z_i, d_i) - \theta_{i,i}(\|z_i\|)$ and $\theta_{i,i}(\|z_i\|) \leq \nu_i^{N,0}(\bar{d}_i, d_i, \|z_i\|)$ for some $\theta_{i,i}, \theta_{i,i} \in \mathcal{K}$. On the other hand, the continuity of $\nu_i^{N,0}$ over a compact set implies that is uniformly continuous on that set. From [28] Lemma 1, there exists a $K_\infty-$function $\alpha \sigma_i$ such that

$$\nu_i^{N,0}(z_i^+, d_i^+) \leq \nu_i^{N,0}(z_i, d_i) - \theta_i(\|z_i\|) + \alpha \sigma_i(d_i^+ - \tilde{d}_i(d_i)))$$

Using Assumption 6 we obtain

$$\nu_i^{N,0}(z_i^+, d_i^+) \leq \nu_i^{N,0}(z_i, d_i) - \theta_i(\|z_i\|) + (\rho_i - \gamma_i(\alpha_i))$$

$$\leq (id - \theta_i) \circ \theta_{i,i}^{-1} \nu_i^{N,0}(z_i, d_i) + (\rho_i - \gamma_i(\beta_i))$$

$$\leq (id - \theta_i) \circ \theta_{i,i}^{-1}(\beta_i) + (\rho_i - \gamma_i(\beta_i))$$

Taking $\gamma_i = id - \theta_i \circ \theta_{i,i}^{-1}$ yields $\nu_i^{N,0}(z_i^+, d_i^+) \leq \beta_i$ which implies that $z_i^+, d_i^+ \in \Omega_{i, \beta}$ $\square$

The main assertion of this section is a consequence of theorem 5.

*For a set $A \subset B$, its diameter with respect to $B$ is $\text{diam}_BA = \max\{|x - y| : x, y \in B, x - y \in A\}$.}
Corollary 1 (Recursive Feasibility). If \( z_i(0) \in \{ z_i : (z_i, d_i) \in \Omega_i \} \subset \mathbb{Z}^N_\Delta (d_i) \), then \( z_i(k) \in \mathbb{Z}^N_\Delta (d_i(k)) \) provided the exogenous inputs update rate is limited.

Recursive feasibility is obtained then as a consequence of the stability properties of the predictive controllers. One of the key components of the analysis is given by Assumption 6; this assumption is not strong since the rate of change of the exogenous renewable injection can be controlled using the control inputs \( \Delta_h,i \) of (11), and the voltages depend on the Laplacian of the connectivity graph which (provided the current injections are bounded) implies neighbouring voltages remain close to the kernel \( \forall k \in \mathbb{S} = \text{span } x_1 \mathcal{V}_{23} \). The negotiation framework modifies the cost according to the change in exogenous inputs, a variation in load demand or renewable injection will result in a potential update in the pricing policy.

If Assumption 6 holds, then the controller can handle variations in its cost criteria. On the other hand, the sources of potentially large variations arise from sudden load demands; renewable injections are bounded) implies neighbouring voltages remain close to the kernel \( \forall k \in \mathbb{S} = \text{span } x_1 \mathcal{V}_{23} \). The prediction and applying the proposed approach to a MG with a meshed topology and analyse its performance according to its effects on power flows, voltages, pricing and overall costs.

A. Forecasting

Assumption 1 lays the foundations of the proposed approach; the distributed MPC controller at each time \( k \) has access to forecasts of generation and consumption of power along a finite horizon, i.e., \( \{d(k); d(k+1), \ldots, d(k+N)\} \). In this section, we briefly discuss how we construct these exogenous inputs \( d_i = \{(w_{h,i})_{h \in \mathcal{H}}, S_{h,i}\} \in \mathcal{D}_i \) where \( \mathcal{H} \) denotes a set of the available renewable source, i.e., wind, PV, etc. The requirement of \( N \)-step prediction sequences is in line with the seasonality of consumption and renewable injection; therefore, the Seasonal Auto-Regression Integrated Moving Average (ARIMA) represents a natural choice for forecasting. Initially introduced in [29], ARIMA is a well known forecasting method that uses linear combinations of past data \( d_i(k-j) \) and errors \( e_i(k-j) \) for \( j \in \mathbb{N} \). These linear combinations are polynomials \( T(\cdot) \) and \( S(\cdot) \) of degree \( p \) and \( q \) with respect to the backward shifting operator, i.e., \( \Delta^j d_i(k) = d_i(k-j) \). The prediction and forecasting error relation at time \( k \) is \( T(\Delta) \hat{d}_i(k) = S(\Delta) e_i(k) \) with \( T(\Delta) \) containing factors of \( (1-\Delta)^j \). The numbers \( p, q, d \) completely characterise this method. The Seasonal ARIMA (SARIMA) employs the operator \( \Delta_d d_i(k) = \hat{d}_i(k-D) \), then the forecasting model uses \( \hat{T} = T(\Delta_D) \) and \( \hat{S} = S(\Delta_D) \).

Both ARIMA and SARIMA are commonly applied time-series based statistical models with low processing requirements as compared to deep neural networks models. The work in [30] shows that even without considering social and environmental factors SARIMA can achieve an Average Mean Percentage Error (AMAPE) of 9.44% on load forecasting with a 72h time-frame. Due to the lack of daily or weekly seasonality in wind turbine generation ARIMA models are more suitable for forecasting, with the work in [31] showing a forecast accuracy for the square root of the Mean Square Error (\( \sqrt{\text{MSE}} \)) of 11.87% with a 48h forecast window. For our testing data, the selected models for each component together with their Akaike information criterion (AIC) and Normalised Root Mean Square Error (NRMSE) are shown in Table I. The AIC value is based on training the models across all the scenarios and the NRMSE value is the average across all the scenarios when applied daily as a 24h forecast.

### V. TESTING AND EVALUATION ENVIRONMENT

In this section, we illustrate the properties of the proposed combination of negotiation framework and distributed control. First we briefly introduce the method to obtain the predicted sequences \( \hat{d}_i \); we explore the coupled constraint satisfaction properties of our approach in a simplified example. Lastly, we apply the proposed approach to a MG with a meshed topology and analyse its performance according to its effects on power flows, voltages, pricing and overall costs.

#### A. Forecasting

Assumption 1 lays the foundations of the proposed approach; the distributed MPC controller at each time \( k \) has access to forecasts of generation and consumption of power along a finite horizon, i.e., \( \{d(k); d(k+1), \ldots, d(k+N)\} \). In this section, we briefly discuss how we construct these exogenous inputs \( d_i = \{(w_{h,i})_{h \in \mathcal{H}}, S_{h,i}\} \in \mathcal{D}_i \) where \( \mathcal{H} \) denotes a set of the available renewable source, i.e., wind, PV, etc. The requirement of \( N \)-step prediction sequences is in line with the seasonality of consumption and renewable injection; therefore, the Seasonal Auto-Regression Integrated Moving Average (ARIMA) represents a natural choice for forecasting. Initially introduced in [29], ARIMA is a well known forecasting method that uses linear combinations of past data \( d_i(k-j) \) and errors \( e_i(k-j) \) for \( j \in \mathbb{N} \). These linear combinations are polynomials \( T(\cdot) \) and \( S(\cdot) \) of degree \( p \) and \( q \) with respect to the backward shifting operator, i.e., \( \Delta^j d_i(k) = d_i(k-j) \). The prediction and forecasting error relation at time \( k \) is \( T(\Delta) \hat{d}_i(k) = S(\Delta) e_i(k) \) with \( T(\Delta) \) containing factors of \( (1-\Delta)^j \). The numbers \( p, q, d \) completely characterise this method. The Seasonal ARIMA (SARIMA) employs the operator \( \Delta_d d_i(k) = \hat{d}_i(k-D) \), then the forecasting model uses \( \hat{T} = T(\Delta_D) \) and \( \hat{S} = S(\Delta_D) \).

#### B. Voltage constraints

To visualise the constraint satisfaction properties , we consider initially a simplified example that comprises a network with \( \mathcal{V} = \{0,1,2\} \) and \( \mathcal{E} = \{(0,1),(1,2)\} \). The voltage at each node \( v_i = (v_{d,i}, v_{e,i}) \in \mathbb{R}^2 \) is constrained to a set \( \mathcal{V}_i = \{v_i : |v_i|^2 \leq 230V^2 \land v_{d,i} \geq 205V^2\} \) satisfying Assumption 3. In addition, we consider line constraints on \( e_2 = (1,2) \) such that \( \mathcal{I}_E = \{i_e,1,i_e,2\} : |v_{e,1}| \leq 35 \). Following the discussion of Section II-2 these line constraints induce voltage constraints as shown in (8). The geometry of these constraints is hard to visualise since \( \mathcal{V}_I \subset \mathbb{R}^2 \); the only available visualisations are merely projection which may lose information. To visualise the effect of these constraints, we focus on the line currents which are computed explicitly as

\[
i_e = Y_E(B_{13}v_I + B_0(\mathcal{L}_0 + Z_0^{-1})(Z_0^{-1}E_0 - B_{13}^T Y_E B_{13}v_I))
\]

The network is initialised at \( v_I(0) = (315.1,-67.31) \) and \( v_2 = (323.6,-13.7) \) such that \( (v_1(0),v_2(0)) \in \mathcal{V}_I \). In

| Parameter | Model Type | Parameters | AIC | NRMSE |
|-----------|------------|------------|-----|-------|
| Consumption | SARIMA | (1,1,1)(0,1,1) | 349.5 | 12.0% |
| WT Generation | ARIMA | (2,0,1) | 4344.9 | 23.3% |
| PV Generation | SARIMA | (1,1,2)(0,2,2) | 2177.1 | 12.4% |

**TABLE I**

| Training Parameters and Accuracy of Forecasting Models as Applied to the Testing Scenarios | Parameter | Model Type | Parameters | AIC | NRMSE |
|--------------------------------|------------|------------|------------|-----|-------|
| Consumption | SARIMA | (1,1,1)(0,1,1) | 349.5 | 12.0% |
| WT Generation | ARIMA | (2,0,1) | 4344.9 | 23.3% |
| PV Generation | SARIMA | (1,1,2)(0,2,2) | 2177.1 | 12.4% |
C. Data Sources and Scenario Generation

In this section, we analyse the performance of the proposed algorithm that combines the distributed MPC controller and market layer subject to different methods of forecasting. Our study considers scenarios that cover a wide range of DER configurations and renewable inputs. For the wind turbine data, the scenarios were generated based on the data collected in [32] from real turbines in South Wales, UK. The data for PV panels is generated following a Clear-sky models and a burr distribution noise for Sheffield, UK. The consumption data is based on a data-set from [33]. The primary parameter that is iterated through is the time of year which varies between [Summer, Spring/Autumn, Summer]. This influences the week selection in the PV panels and sets the week for the consumption and wind turbine as well. The size of the panels varies between [15.4m², 45.6m², 85.2m²]. The wind turbine selects a value in the time of the year that matches one of the 4 identified patterns in the data. The battery sizes vary between [5 kWh, 13.5 kWh, 25 kWh]. The number of units in each scenario vary between [3, 6, 9]; all of these nodes are connected through a physical network, see Figure 4. The combination of the resulting 447 units into 74 scenarios with all of them running for a week enables us evaluate the influence of the various forecasting methods and their effects on power balance, voltages, pricing and overall costs.

D. Scenario Evaluation and Results

The variation of the prices and cost that an individual DER Unit received based on the type of forecast that was used can be seen in Figure 5 where the top figures shows how the lack of forecasting will result in the unit needing to purchase energy at peak consumption times, while in the case of an existing forecast, these peaks can be predicted and energy can be bought more consistently. The lack of forecasting also influences the energy price in the scenario as unforeseen demand can increase the price of available energy.

The variation of overall costs for each unit in all the scenarios as compared to the their generation, consumption, average peer energy balance and battery size can be seen in Figure 6. The first two figures show the change of overall costs based on consumption and generation where we can see that while there is an obvious trend outliers show that other parameters are also at play. The effect of the peer units behaviour on price shows that as available energy in the peer network increases the total costs decrease.

Figure 4. Topology of the proposed network in Section V.C. The utility grid is represented by Σ₀ and each Σᵢ is a node comprising renewable sources and loads.

Figure 3, we show the behaviour of the line currents with and without these constraints when subject to the same load demand and renewable input. The response that does not contain these coupled constraints shows more aggressive towards the a steady state value; on the other hand the proposed approach is more conservative in the transient but achieves the same result in steady state. Although a simplified network is considered here for better visualisation of the methods and results, our methodology can easily be extended to more complicated networks in a straightforward manner as seen in the next section.
costs also decrease as purchasing energy becomes cheaper. The final plot shows that in these scenarios the battery size has an influence on the quality of results, but at these scales the 25kW battery provides little advantage over the 5kW battery. If we consider all the 74 scenarios, the total cost of running the units is £1720.99 for the naive forecasting, £1652.69 for the SARIMA based forecasting and £1628.04 for the perfect forecast. This shows that the inclusion of forecasting into control methods and markets on a similar setup has the potential to improve costs by 5.41% in the case of perfect forecasting and can reduce costs by 3.96% even when using simple methods such as ARIMA and SARIMAX. An overview of the effects of forecasting on the whole scenario set can be seen in Table [II]

When considering the effects of forecasting on the stability of the resulting local grids we consider the .98 quantile values for power supply and demand for each unit as well as their mean voltage and .98 quantile of their $V_{\text{RMS}}$ Sag. We use the quantile values instead of the minimum values to filter out peaks in the system and to better understand the overall behaviour. The behaviour of each forecasting method can be seen in Table [III] where we can see that while the effect of the forecasting methods is minimal on the Power Demand, its effects are considerable on the Supply and $V_{\text{RMS}}$ Sag.

VI. CONCLUSIONS AND FUTURE WORK

We proposed a distributed predictive controller capable of handling coupled constraints which optimises generation costs. These costs are obtained via a negotiation framework based on a Multi Agent System (MAS); agents corresponding to each network agree upon pricing policies to transact their output power. Both control and market layers are subject to exogenous inputs dictating the interaction of the system with its environment. A rigorous analysis of the properties, existence of game theoretic equilibrium points for the market layer and recursive feasibility for the control layer, was given. The controller is proven to be recursively feasible in presence of time-varying information, both voltages form neighbouring layers and forecasts. We have developed a testing and evaluation environment to assess the performance of our controller.

We explored the effects of varying forecast accuracy in the controller performance and the pricing policies. The proposed system is a scalable solution to the problem of pricing and control. An avenue of future research is to investigate how global power flow phenomena, such as the existence of loop flows, affects our setting.
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