The Impact Assessment of Climate Change on Building Energy Consumption in Poland
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Abstract: A substantial share of the building sector in global energy demand has attracted scholars to focus on the energy efficiency of the building sector. The building’s energy consumption has been projected to increase due to mass urbanization, high living comfort standards, and, more importantly, climate change. While climate change has potential impacts on the rate of energy consumption in buildings, several studies have shown that these impacts differ from one region to another. In response, this paper aimed to investigate the impact of climate change on the heating and cooling energy demands of buildings as influential variables in building energy consumption in the city of Poznan, Poland. In this sense, through the statistical downscaling method and considering the most recent Typical Meteorological Year (2004–2018) as the baseline, the future weather data for 2050 and 2080 of the city of Poznan were produced according to the HadCM3 and A2 GHG scenario. These generated files were then used to simulate the energy demands in 16 building prototypes of the ASHRAE 90.1 standard. The results indicate an average increase in cooling load and a decrease in heating load at 135% and 40%, respectively, by 2080. Due to the higher share of heating load, the total thermal load of the buildings decreased within the study period. Therefore, while the total thermal load is currently under the decrease, to avoid its rise in the future, serious measures should be taken to control the increased cooling demand and, consequently, thermal load and GHG emissions.
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1. Introduction

The growth of the urban population due to economic and industrial development has sharply raised the demand for urban infrastructures such as energy systems and housing. These changes, alongside the enhancement of life quality, have led to higher greenhouse gas emissions. Increasing greenhouse gas (GHG) emissions are among the significant causes of climate change, and their impacts include changing weather patterns, extreme weather conditions, and global warming [1]. The Fifth Assessment Report of IPCC (AR5) concluded that as a consequence of these changes, the global mean surface temperature would rise around 2.5–4.5 °C by the end of the 21st century [2]. That is to say, the outdoor climate condition is among the main factors that substantially affect the energy consumption of buildings [3]. This sector, which has a considerably high share in the global energy consumption and total GHG emissions, according to EIA, is a crucial player in the energy context as it accounts for 67% of energy demand worldwide [4] and up to 40% in the E.U. and the U.S. in 2019 [5,6]. Furthermore, it is reported that the total energy-related CO2 emissions of the building sector have risen in recent years after flattening between 2013
and 2016, reaching an all-time high of 10 GtCO\textsubscript{2} in 2019 [7]. Therefore, various scholars have tried to address this issue from their own discipline [8].

At the same time, the evidence of climate change indicates its impact on the different aspects of urban life such as health, water resources, energy, economy, and politics. This is why adaptation to climate change is one of the vital challenges of the 21st century to mitigate its adverse effects. Several international committees have attempted to use various methods to study this subject [9]. According to recent studies, the impact of climate change on the building sector can be categorized into “HVAC system”, “heating and cooling demand”, and “power peak demand” [10].

To evaluate the categories above-mentioned, building performance simulation (BPS) helps designers to have a comprehensive energy consumption assessment of a design or an existing building about what it would face during its life cycle. However, studies have indicated that thermal load is a crucial factor in assessing the impact of climate change on a building’s energy consumption as a high proportion of the building’s energy consumption is usually dedicated to heating and cooling systems [11].

To be more precise, the thermal behavior of a building is related to three primary attributes: building physics, the microclimate of the outside environment, and the required thermal comfort inside the building [12]. Therefore, due to the significant impact of weather parameters on building energy demand, an appropriate portion of energy consumption in buildings can be controlled by evaluating only the heating and cooling space demand.

In the E.U., the energy consumption and, more specifically, thermal load in buildings has been decreasing since 2008. In detail, the average annual energy consumption per m\textsuperscript{2} in the E.U. for all building types in 2013 was around 180 kWh/m\textsuperscript{2} with different rates for each country (e.g., from 55 kWh/m\textsuperscript{2} in Malta to 300 kWh/m\textsuperscript{2} in Romania) according to the illustration of the energy consumption of buildings per m\textsuperscript{2} (Figure 1). Nevertheless, even for countries with a similar climate, notable differences have been reported (e.g., 200 kWh/m\textsuperscript{2} in Sweden, 18% lower than Finland). Climatic conditions can mainly explain such discrepancies, which is why there is a crucial need to focus on each country to analyze the impact of climate change on the building’s energy consumption by considering their current and future climatic conditions.

![Figure 1. Annual energy consumption of buildings per m\textsuperscript{2} on average [13].](image-url)
Poland, as one of the top five energy consumers in buildings per m² in the E.U. (Figure 1) with more than 200 kWh/m²/yr, has experienced substantial growth in energy efficiency by reducing at least 50% of its energy intensity over the last decades [14] thanks to Poland’s Thermo-modernization and Rehabilitation Fund program. However, despite this progress, coal still dominates the power sector. The draft energy policy of Poland has placed a particular emphasis on reducing greenhouse gas (GHG) emissions and increasing the energy efficiency of the building sector. Thus, the Polish government has formed the “Polish National Strategy for Adaptation to Climate Change (NAS 2020)” to focus on an adaptation plan for sectors vulnerable to climate change including the building industry. Among all energy-consuming sectors, the building industry ranked the highest in 2019, with around one-third of total energy consumption. More precisely, residential buildings were responsible for 29% of Poland’s TFC in 2014, and commercial buildings account for roughly 17%. They are also responsible for around 18% of CO₂ emissions in Poland since 1990 [15]. The share of the construction sector in Poland’s total energy consumption in recent years is notably high (Figure 2), which indicates the importance of this sector. Furthermore, around three-quarters of Poland’s buildings have either low or deficient energy efficiency standards, according to a survey by “The Buildings Performance Institute Europe (BPIE)” in 2016 [16]. In this sense, climate change can affect Poland’s energy consumption rate, which is why the impact assessment of climate change for the building sector in Poland is quite vital.

![Figure 2. Poland’s energy consumption by sectors [17].](image)

There is an increasing tendency in Poland to enhance energy efficiency, and fortunately, the building sector has always been one of the focal points of this improvement plan. However, limited information and unreliable data about building energy use allow for provisions to circumvent the system [14]. In this respect, solid national cooperation, led by the ‘build desk’, has been formed to address this issue by conducting comprehensive studies to analyze the energy consumption in the building sector in each region. Subsequently, several studies have been carried out in Poznan due to its rapid urban growth and its significance in Poland’s energy sector (Figure 3). Poznan is among the oldest Polish cities in the western region of this country and the fifth-largest city with a population of more than 534,813 according to the 2019 census [18].
and, more specifically, the thermal load, are among the challenging areas for scholars. Rosenthal et al. [30] were among the pioneer scholars who pointed out that the impacts of global warming do not necessarily lead to increased energy expenditure, particularly for reasons [31,32] in which an increase in U.S. energy demand would result in a decrease in energy consumption. However, the need for a thorough study of energy performance in different sectors, especially buildings, by considering the current (Cfb according to the Köppen climate classification [20]) and future conditions and uncertainties such as climate change remains crucial (see Table 1). Cfb climate zone, according to the Köppen climate classification, refers to locations where the oceanic climate is temperate; the coldest month averages above 0 °C or −3 °C, all months had average temperatures below 22 °C, and at least four months averaging above 10 °C. [20]. Therefore, as a response to this need and the significance of the building energy consumption in Poland and, more specifically, in Poznan, this study aimed to analyze the impact of climate change on the thermal load of the building sector in Poznan as a critical node of the E.U. energy-efficient research program.

Table 1. A short description of the research case study.

| Country | City  | Latitude | Longitude | Time Zone | KGC  |
|---------|-------|----------|-----------|-----------|------|
| Poland  | Poznan| 52.42N   | 16.83E    | 1.00      | Cfb  |
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| Country | City  | Latitude | Longitude | Time Zone | KGC  |
|---------|-------|----------|-----------|-----------|------|
| Poland  | Poznan| 52.42N   | 16.83E    | 1.00      | Cfb  |

2. Literature Review

2.1. Projecting Energy Consumption of Buildings

Due to the significance of energy demand, prediction of buildings’ energy demand (more specifically thermal load) has been one of goals of researchers from different perspectives [21–23] to reach sustainability [24,25] through optimizing energy consumption [26–28]. This knowledge, indeed, can lead to integrated management of buildings [29]. Evaluate and projecting the impact of climate change on building energy consumption and, more specifically, the thermal load, are among the challenging areas for scholars. Rosenthal et al. [30] were among the pioneer scholars who pointed out that the impacts of global warming do not necessarily lead to increased energy expenditure, particularly for reasonably cold regions. They estimated that with 1.0 °C global warming at the end of 2010, the U.S. will save more than $5.5 billion (1991 USD) by reducing energy consumption. Their claim, indeed, is in contrast to earlier studies [31,32] in which an increase in U.S.
energy consumption had been projected. In 2006, Nik estimated a sharp decrease in heating load and a more considerable increase of cooling load in Stockholm [33] in 1961–2100 according to uncertainty factors. Christenson and his colleagues [34] reached similar points for Switzerland until 2085. Similarly, Hosseini and her colleagues [35] predicted an average reduction in heating load and an increase in cooling load in Montreal in the period of 2020–2080 by studying a one-storey commercial building.

Cellura [36] studied all scenarios and concluded that we would experience an overall increase in thermal load with a relative decrease in heating and an increase in cooling demand. He stated this by studying 15 cities in southern Europe and generating future weather data by downsampling different general circulation models (GCMs) through the morphing method. To be more precise, he projected that the thermal load of buildings in their study areas increased in a range of 50–119%.

The projections of buildings’ thermal loads influenced by climate change have not always been consistent. That is to say, Crawley [37] concluded that regions with the predominant heating load usually experience a decrease in thermal load. Similarly, Triana, Lamberts, and Sassi asserted that since cooling consumption will significantly increase, the thermal load of social housing will also increase by analyzing the performance of social housing in Sao Paulo and Salvador [38]. Several scholars have reported that this figure could also be increased in a significant number of cases [39,40]. For instance, Shen [41], through the impact assessment of climate change in 2040–2069 for four cities in the U.S. under the IPCC SRES A2 scenario for GHG emissions, reported an average increase and a decrease in annual energy use was reported for residential buildings and office buildings, respectively.

In the most recent studies, Moazami, Nik, and their colleagues [1], by generating several future weather data for Geneva, clarified the importance of considering extreme weather condition for improving the reliability of future weather data. They also indicated that the cooling load would show a more considerable increase (20%) compared to typical conditions. Berardi and Jafarpur [3] also used the statistical downscaling method to analyze the future energy consumption of buildings in Toronto (Dfb zone according to the Köppen—Geiger climate classification [20,42]) by 2070. They discussed that Toronto’s cold climate would see a low magnitude decrease in heating needs and a considerable increase in cooling loads. Additionally, Velashjerdi Farahani et al., to assess the impact of using different passive measures to reduce the risk of overheating in an old and a new apartment in southern Finland, generated future weather data under two scenarios 2050 [43].

2.2. Weather Data

One of the most common kinds of weather data to assess a building’s energy performance and its emission is Typical Meteorological Year (TMY) files. These files consist of 8760 hourly values of selected climatic parameters in which each typical month is selected from different years over a long-term weather dataset [44]. TMY files can be generated through a different method, but the most common method of generating them is using the Finkelstein–Schafer (FS) statistics method, which was developed by Hall et al. [45] and has been widely used by scholars [46]. TMY files are usually generated by considering the data of a long time period as it should represent the typical weather of the intended location. For instance, Petrakis et al., by considering data of seven years, generated TMY for Nicosia in Cyprus [47]. There are also other types of typical meteorological files such as TRY (Typical Reference Year) and DSY (Design Summer Year), which are indeed introduced, analyzed, and modified through various efforts for creating weather data [48,49].

For generating TMY files, according to the definition of these types of weather data, a complete set of historical data is needed to assess before using an acceptable method to choose each month from the years of a dataset. Therefore, the availability of a historical dataset is highly critical. As it is limited for Poznan, which was the case study of this research, the authors, by admitting the fact that different historical weather data may result in some slight differences in the results, used a historical weather dataset of Poznan
belonging to 2004–2018, which is relatively recent compared to the usually available TMY files (Table 2).

| Location          | Jan | Feb | Mar | Apr | May | Jun | Jul | Aug | Sep | Oct | Nov | Dec |
|-------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Ławica Airport    | 2016| 2017| 2009| 2005| 2007| 2005| 2013| 2017| 2015| 2008| 2012| 2014|

2.3. Climate Models and Projection

In terms of research method, although GCMs have been widely used for projecting future climate files, they are not quite suitable for building performance simulation purposes as they provide monthly or daily data instead of hourly data needed for BPSs. To consider deviating results of different climate models because of internal climate variability and differences in model formulations, some scholars have used different climate models according to their availability for their study area. For instance, Berardi and Jafarpur, in one of the most recent studies in this area [3], apart from using the HadCM3 model for statistical downscaling, used Hadley Regional Model 3 (HRM3) coupled with Hadley Climate Model 3 (HadCM3) to generate future weather files through dynamical downscaling, which was indeed drawing on their previous work for generating future weather data [50].

More specifically, for climate projection in Poland, the Polish–Norwegian CHASE-PL project helps authors to have a clear overview of Poland’s future climatic conditions influenced by climate change. This projection was obtained through the downscaling of GCM simulations for future conditions. Indeed, model-based projection analyses of CHASEPL were carried out with the ensemble of climate projections comprising nine RCMs outputs stemming from the EURO-CORDEX ensemble for two time periods: 2021–2050 and 2071–2100 [51]. Mezghani et al. illustrated the outcomes of CHASE-PL climate projections [52] and the 5 km (CPLCP-GDPT5) dataset [53]. The projection showed that mean annual temperature is expected to increase by 1 °C until 2021–2050 and by 2 °C until 2071–2100, under the RCP4.5 (an intermediate scenario in which emissions peak around 2040, then decline [54]). However, by considering the RCP8.5 (the worst-case climate change scenario in which emissions continue to rise throughout the 21st century [55]), the same variable was projected to increase to 4 °C by 2071–2100 [56].

Several methods have been widely used to integrate the climate change impacts into weather data according to the current state of this field [57]. These methods can be categorized into two groups: the first group mainly relies on historical weather data and includes the imposed offset method, extrapolating statistical method, and the stochastic weather model. However, the second group relies on numeric climate models instead of historical weather data such as using GCMs to generate local future weather data through downscaling or RCMs. As one of the most widely used methods, downscaling can be performed in two ways: statistical and dynamic downscaling. The dynamic one is a computationally-intensive method that uses the regional scale forcing combined with the lateral boundary condition to generate regional climate models (RCMs) from a GCM.

On the other hand, statistical downscaling is less demanding because its required computations consist of two main stages: the statistical relationship development between large-scale and local climate variables. Second, it uses the previous relationship for the simulation of local climate conditions [58]. By assessing the existing downscaling method, Stephen Belcher introduced a new method of statistical downscaling called “morphing” in 2005 [59]. He discussed dynamic downscaling as being computationally expensive, unlike practical implementation on building design projects. In his study, the stochastic weather generation method that uses empirically derived statistics [60,61] was not considered an efficient way to generate future weather data. Although it is computationally cheap, it requires large datasets to train the model to have a reliable model, and the weather series it produces may not always be meteorologically consistent.
Although several scholars such as Nik [33] are still employing other methods such as regional climate models (RCMs) to downscale the results of the GCMs dynamically, they mainly need special requirements for the generated data. For instance, Nik’s work better represented topography and mesoscale processes than the statistical downscaling employed by authors to use other methods rather than morphing. However, in general, statistical downscaling and, more specifically, morphing has recently been one of the main preferred methods chosen by scholars for its relatively low computational requirements and fast calculations [3,62–67].

3. Methodology

For the research case study, a set of historical data in the form of a Typical Meteorological Year (TMY file) was used as it was very recent compared to the typical TMY files available for most locations in Poland. In this research, as the first step, a weather file from the Ławica Airport weather station in Poznan was used as the baseline of projection. These data were obtained from GCMs, and subsequently used as an input in the Climate Change World Weather Generator (CCWorldWeatherGen; the Sustainable energy research group (SERG) at Southampton university, Southampton, England) tool for projection. Initially developed by Jentsch [68,69], the Microsoft® Excel-based tool called the ‘Climate Change World Weather Generator’, commonly referred to as CCWorldWeatherGen, uses the output data of HadCM3 (Met Office Hadley Centre for Climate Science and Services; 2010), forced with the IPCC A2 emission scenario to generate future weather files by applying the morphing method. Jentsch et al., after assessing 23 GCMs under AR4 and six GCMs under AR3 around the world, showed that HadCM3 for the A2 emission scenario seems like a suitable GCM for use in the morphing technique [69]. This emission scenario put forward by the IPCC AR3 refers to a ‘business as usual’ condition in which the global population would continuously increase, and regionally oriented economic growth would grow. Therefore, it is evident that using HadCM3 for the A2 emission scenario for this tool, which uses a morphing method, is appropriate. Thus, this tool helps scholars have a fast projection about the future of climate change [70]. In detail, by adding the TMY file into CCWorldWeatherGen, the future weather data for 2050 and 2080 were created under the A2 scenario through the morphing procedure. The data obtained from GCMs were subsequently used as an input in CCWorldWeatherGen to statistically downscale the baseline and generate future weather data in the second stage. In this research, the life cycles of buildings were assumed to be at least 60 years, which means that up to the end of the analysis period, there would be no changes in the performance of building components in terms of thermal load.

Finally, current and future weather files were used to perform building energy modeling using EnergyPlus 9.0.1. To simulate the impact of climate change on the buildings’ thermal load for the city of Poznan, 16 building prototypes of the ASHRAE standard 90.1 were chosen to be used in this study [71] to assess the impact of climate change on a building’s thermal load. These prototypes were initially obtained from DOE’s Commercial Reference Building Models with modifications from the Advanced Energy Design Guide series and the ASHRAE 90.1 committee. Their detailed descriptions and modeling strategies are accessible in the Pacific Northwest National Laboratory’s (PNNL) reports [72,73]. Having realistic building characteristics, these 16 prototypes (Figure 4) were simulated with the current and future weather data to compare the relative impact of climate change on their energy performance. Technical descriptions of the prototypes’ envelope components are presented as given in Table 3.
Figure 4. Building prototypes from the ASHRAE 90.1 standard [74].

Table 3. Technical description of the prototype envelope components.

| Building Types          | U-Factor (W/m²K) | Solar Heat Gain Coefficient (SHGC) |
|-------------------------|------------------|-----------------------------------|
|                         | Roof             | External Wall | Glazing | Window | Skylight | Window | Glazing |
| Apartment               |                  |               |         |        |          |        |         |
| High-rise (BP1)         | 0.18             | 0.31          | 2.65    | -      | 0.43     | -      |         |
| Mid-rise (BP2)          | 0.18             | 0.31          | 2.65    | -      | 0.43     | -      |         |
| Large (BP4)             | 0.18             | 0.45, 0.51    | 2.65, 2.85 | -  | 0.43, 0.29 | -  |         |
| Hotel                   |                  |               |         |        |          |        |         |
| Small (BP5)             | 0.18             | 0.31          | 2.65    | -      | 0.43     | -      |         |
| Large (BP6)             | 0.18             | 0.51          | 2.65    | -      | 0.43     | -      |         |
| Office                  |                  |               |         |        |          |        |         |
| Medium (BP7)            | 0.18             | 0.31          | 2.65    | -      | 0.43     | -      |         |
| Small (BP8)             | 0.15             | 0.29          | 2.65    | -      | 0.43     | -      |         |
| Health                  |                  |               |         |        |          |        |         |
| Hospital (BP3)          | 0.18             | 0.45, 0.51    | 2.65    | -      | 0.43     | -      |         |
| Outpatient (BP9)        | 0.18             | 0.31          | 2.65    | -      | 0.43     | -      |         |
| Restaurant              |                  |               |         |        |          |        |         |
| Fast food (BP10)        | 0.15             | 0.29          | 2.65    | -      | 0.43     | -      |         |
| Sit-down (BP11)         | 0.15             | 0.31          | 2.65    | -      | 0.43     | -      |         |
| Retail                  |                  |               |         |        |          |        |         |
| Stand-alone (BP12)      | 0.18             | 0.51          | 2.65, 2.96 | -  | 0.43, 0.34 | -  |         |
| Stripe-mall (BP13)      | 0.18             | 0.31          | 2.65    | -      | 0.43     | -      |         |
| Primary (BP14)          | 0.18             | 0.31          | 2.65    | -      | 0.43     | -      |         |
| School                  |                  |               |         |        |          |        |         |
| Secondary (BP15)        | 0.18             | 0.31          | 2.65, 2.96 | -  | 0.43, 0.34 | -  |         |
| Warehouse               |                  |               |         |        |          |        |         |
| Standing-alone (BP16)   | 0.21, 0.53       | 0.28, 0.47    | 2.65, 2.96 | -  | 0.43, 0.34 | -  |         |
After performing the energy simulation for each prototype using current and future climate weather files, the comparative analysis showed the impact of climate change on the thermal load of buildings, which was the primary goal of this paper (Figure 5).

Figure 5. Research workflow.

4. Results

This section initially presents the results of the weather projection and the comparison between projected values and the current conditions to provide an overview of the future trend of climatic condition in Poznan. This section is followed by employing each weather data to build a prototype to assess the impact of climate change on their thermal load.

Comparing current and generated future weather data for the next 30 and 60 years showed the future trend discussed in detail. There were 13 influential variables that this study took into account, namely: dry bulb temperature, dew point temperature, relative humidity, direct normal radiation, global horizontal radiation, diffuse horizontal radiation, horizontal infrared radiation, direct normal illuminance, global horizontal illuminance, diffuse horizontal illuminance, ground temperature, total sky cover, and atmospheric pressure.

The future weather files forecast a notably warmer period with more direct illumination and radiation and less humidity with lower clouds in the sky (Table 4). In general, the temperature-related variables showed an average increase of 4 °C in this period, while this figure for the radiation and illuminances group was around 14.3 Wh/m² and 463 lux, respectively. On the other hand, although the change rate for total sky cover was considerable with an almost 15% decrease, rates for atmospheric pressure were negligible. To be more precise, the highest increase belonged to direct normal illuminance at around one
third, while the figure for atmospheric pressure ranked last. In contrast, total sky cover had the highest decrease (−13%), and the lowest decrease belonged to diffuse horizontal illuminance less than 1%.

Table 4. Relative changes of weather parameters for 2050 and 2080 compared to 2020.

| Weather Parameters                              | 2020 | 2050 | 2080 |
|------------------------------------------------|------|------|------|
| Dew point temperature (°C)                     | 4.2  | 6.0  | 7.2  |
| Average ground temperature (°C)                | 8.0  | 10.8 | 12.6 |
| Dry bulb temperature (°C)                      | 8.2  | 10.9 | 12.6 |
| Direct normal radiation (Wh/m²)                | 59.1 | 81.3 | 86.4 |
| Diffuse horizontal radiation (Wh/m²)           | 75.9 | 72.5 | 71.4 |
| Global horizontal radiation (Wh/m²)            | 109.7| 113.0| 115.7|
| Horizontal infrared radiation (Wh/m²)          | 303.0| 322.1| 331.5|
| Direct normal illuminance (lux)                | 7015 | 7385 | 7875 |
| Diffuse horizontal illuminance (lux)           | 8578.5| 8609.7| 8527.7|
| Global horizontal illuminance (lux)            | 12,157| 12,434| 12,739|
| Atmospheric pressure (Pa)                      | 101,325| 101,272| 102,249|
| Relative humidity (%)                          | 78.1 | 74.6 | 72.7 |
| Total sky cover (0–10)                         | 4.5  | 4.2  | 4.3  |

The next step to assess the impact of climate change on the building’s energy consumption, heating and cooling use intensity (EUI), and thermal load for all 16 prototypes were calculated, and the results are as follows. After the simulation process, the values for heating and cooling EUI were mapped in scatterplot graphs, and trendlines of these variables for each prototype were drawn. As expected, the heating load for most cases saw a steady fall while the cooling load showed a sharp rise in the study period.

In terms of heating EUI, a blatant downward trend with different decrease rates, depending on building prototypes with an average decrease of more than 41 kWh/m², was witnessed (Figure 6a). The heating load average value in 2020 was around 114 kWh/m², while for 2050 and 2080, it was more than 87 kWh/m² and 72 kWh/m² with a roughly 25% and 40% decrease, respectively. To be more specific, the heating load of the fast-food restaurant building (BP10) significantly decreased (324 kWh/m²) while in contrast, in the large office building (BP06), the decrease was not considerable (around 6 kWh/m²). On the other hand, while heating load changed averagely near 40% in building prototypes, the maximum decrease belonged to the small office building (BP08) with around 57%, and the minimum was for the hospital building (BP03) at roughly 13%.

As far as the cooling load is concerned, the results indicated a clear, stable upward trend in the cooling load with an average increase of 13 kWh/m² (Figure 6b). Indeed, while the average cooling load in 2020 was 13 kWh/m², it increased 1.5 and 2 times in 2050 and 2080, respectively. Among all BPS, the cooling load of the fast-food restaurant building (BP10) increased markedly (46 kWh/m²) while the warehouse building (BP16) increased slightly (0.7 kWh/m²). All prototypes saw the average increase rate of cooling load at 135%, while the maximum increase rate belonged to the warehouse building (BP16) with 371% and the minimum one was for the large office building (BP06) with 20%.

Comparing the heating and cooling from 2020 to 2080, a considerable difference was noticeable. The results suggest that increasing the cooling load was certain, and the heating load decreased for all cases. It is evident that although the average rate absolute change for the cooling load was 13 kWh/m², which was notably lower than that of the heating load with more than 41 kWh/m², the percentages of this change were roughly 135% and 40%, respectively. This difference indicates the relatively sharp rise of the cooling load and negligible decrease in heating load for Poznan in the study period. The highest relative difference change rate of the heating load was witnessed in the small office (BP08) with a 60% (around 10 kWh/m²) decrease. In addition, the relative change rate of the cooling load was reported to be the highest in the warehouse building (BP16) at 372%, where the absolute figure of this change was the lowest (0.7 kWh/m²).
Figure 6. Heating EUI (a) and cooling EUI (b) in building prototypes from 2020 to 2080; the numbers demonstrate relative changes of values for 2080 compared to 2020.

On the other hand, the lowest relative change rate of the heating and cooling load was for the hospital (BP03) with a 13% decrease and the large office building (BP06) with a 58% increase. Due to global warming, which has already started, the need for cooling has increased relatively higher. Therefore, the demand for heating energy would decrease. Indeed, according to this figure, the role of cooling load, which is not as important as heating load due to its small share in the thermal load within the study period, would probably be more significant as this share is changing.

5. Discussion

Required data availability and quality are essential for successful scenario projections, especially to assess the built environment where accurate energy data are very critical [75]. Admittedly, using a different historical weather dataset for different periods could provide an overview of the accuracy of the results by comparing their outcomes. However, the unavailability of historic weather datasets is among the limitations of studies, which is
why only one set of historical weather data was used in this study. Moreover, in contrast to megacities, there are various climate projections according to different climate models; Poznan’s only available climate model for projection was the HadCM3 and IPCC A2 emission scenario.

It should be noted that solely comparing the relative changing rate of heating and cooling demand cannot give us a clear image of the thermal load’s future as the initial magnitude of these figures was highly distinguished. In other words, although the relative changing rate of cooling demand was about three times higher than that of the heating load, however, as the share of cooling load in 2020 was considered negligible, this change would not change the pattern of total thermal load extensively. As shown in Figure 7, most BPs showed a relatively downward trend with different rates, with an average decrease of roughly 28 kWh/m² in thermal loads. To be more specific, while the average rate of changing thermal load was 20% (decrease), the minimum value was observed in the outpatient health care building (BP09) with 1% positive change, and the maximum value was for the warehouse building (BP16) with more than 50% negative change. Therefore, it can be concluded that the decrease rate in thermal loads in most cases was slight. The decrease rate also shows that despite the increasing trend of cooling load, its contribution in thermal load was negligible such as in the large hotel building (BP04) and the outpatient health care building (BP09) where the drop in the heating load was not sharp like in other cases, where the thermal load increased. The results predicted that while the average thermal load of cases was around 127 kWh/m², this figure changed for 2080 at around 98 kWh/m² with a more than 22% decrease. It was also reported that the slightest decrease in thermal load associated with the secondary school building (BP15) with 1.3 kWh/m², and the maximum value was for the fast-food restaurant building (BP10) with 188 kWh/m².

Despite the upward trend in the cooling loads, their contributions in thermal load were still lower than heating loads in most BPs. In a more detailed report (Figure 8), in 25% of prototypes (BP05, BP06, BP08, and BP15), the contribution of cooling and heating load in 2080 was reversed in another group with the same size (BP01, BP02, BP03, and BP16). Therefore, a considerable difference between the contribution of heating and cooling load has remained. Therefore, it can be concluded that the closer the heating and cooling contributions were, the more likely the contributions were to reverse.
Therefore, considering the earlier discussions, it can be concluded that, in general, climate change heavily changed the energy performance of all building prototypes through increasing cooling and decreasing heating load. In this sense, as the contribution of cooling was more petite than heating in most cases, the total thermal load of most cases was reduced due to the decreased heating load. Furthermore, in one quarter of cases, the cooling increment altered heating and cooling contributions in thermal load. Finally, whenever increased heating load was reported, the total thermal load showed an upward trend in the study period.

6. Conclusions

These days, we are witnessing that the share of the building sector in the total world energy consumption has been reported to be critically high, and it has also been predicted to increase for several reasons. These changes may lead to higher GHG emissions, one of the significant reasons behind climate change that can potentially affect the buildings’ thermal load. As the impacts of climate change on a building’s energy consumption have been different from one region to another according to several studies, this paper presents the impact assessment of climate change on the energy performance buildings for Poznan city in Poland. Furthermore, the current state literature established the importance of considering future weather data to evaluate the buildings’ energy performance. This is why generating future weather data based on statistical downscaling in the initial part of this paper enabled the authors to project the energy demand of prototypes in the future. Thus, one of the prevailing methods for generating future weather data, using the HadCM3 climate model and considering IPCC SRES A2 GHG scenario through statistical downscaling future weather data for Poznan for 2020–2080, was generated.

According to the developed future weather data, Poznan will see a notable increase in average temperature in the following 60 years. In this sense, changing the climate zone of Poznan would be a strong possibility. The results indicated that the cooling load of prototypes was in the mid-range, which is why the despite the negligible rate of cooling load in total thermal load compared to the share of heating load, almost all prototypes saw a sharp rise in cooling load and a slight fall in heating load at around 135% and 40% by 2080, respectively. This change led to altering the most significant share in total thermal load from heating load to cooling load in 25% of prototypes, but for other cases where heating load remained the highest share, the total thermal loads saw a steady decrease...
in the study period. Similar to other studies in this area, in general, it can be concluded that as the average temperature of Poznan will rise from 2020 to 2080, the climate zone of this region will probably shift as other scholars have had such predictions for cities with similar climatic conditions. As a result, the heating demand will decrease, and the cooling demand will substantially increase. However, what has been missing in the studies is the impact on the total thermal load. According to the results, the total thermal load of more than 85% of prototypes decreased because of the sharp decrease in heating loads. Therefore, by comparing the change rate of total thermal load and heating load, it is evident that the more heating load a prototype consumes, the more likely it will see a decrease in total thermal load in the future. It should also be noted that considering only the HadCM3 climate model for the A2 emission scenario was one of the limitations of this research.

The impacts of predicted climate change were seen in mild cooling seasons and warmer heating seasons. Buildings with high heating loads will likely decrease the total thermal load for the next 60 years for a cold Polish climate. Therefore, buildings that tend to sustain for decades should evaluate how their cooling load can be reduced as increasing it will lead to more GHG emissions and more extreme weather conditions. This evaluation means that to mitigate the impact of climate change on the energy load of buildings, it is highly critical to investigate ways to understand the energy resiliency of buildings. Future studies should consider a broader range of scenarios and use other climate models to increase the study’s accuracy. Furthermore, conducting a comprehensive study about all major cities of Poland would be a real boon for Polish decision-makers.
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