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Abstract: Expensive optimization problem (EOP) widely exists in various significant real-world applications. However, EOP requires expensive or even unaffordable costs for evaluating candidate solutions, which is expensive for the algorithm to find a satisfactory solution. Moreover, due to the fast-growing application demands in the economy and society, such as the emergence of the smart cities, the internet of things, and the big data era, solving EOP more efficiently has become increasingly essential in various fields, which poses great challenges on the problem-solving ability of optimization approach for EOP. Among various optimization approaches, evolutionary computation (EC) is a promising global optimization tool widely used for solving EOP efficiently in the past decades. Given the fruitful advancements of EC for EOP, it is essential to review these advancements in order to synthesize and give previous research experiences and references to aid the development of relevant research fields and real-world applications. Motivated by this, this paper aims to provide a comprehensive survey to show why and how EC can solve EOP efficiently. For this aim, this paper firstly analyzes the total optimization cost of EC in solving EOP. Then, based on the analysis, three promising research directions are pointed out for solving EOP, which are problem approximation and substitution, algorithm design and enhancement, and parallel and distributed computation. Note that, to the best of our knowledge, this paper is the first that outlines the possible directions for efficiently solving EOP by analyzing the total expensive cost. Based on this, existing works are reviewed comprehensively via a taxonomy with four parts, including the above three research directions and the real-world application part. Moreover, some future research directions are also discussed in this paper. It is believed that such a survey can attract attention, encourage discussions, and stimulate new EC research ideas for solving EOP and related real-world applications more efficiently.
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1 Introduction

Expensive optimization problem (EOP)\textsuperscript{[1–3]} refers to the problem that requires expensive or even unaffordable costs to evaluate candidate solutions, which widely exist in many significant real-world applications. For example, the deep learning-based AlphaFold2 for predicting protein structure is considered worldwide as a potential approach to a 50-year-old grand challenge in biology\textsuperscript{[4, 5]}. But the training of AlphaFold2 (i.e., optimizing the large-scale network parameters) requires 128 TPUv3 cores (i.e., the third generation of tensor processor unit for AI/deep learning) together with several weeks, where a TPUv3 can have much larger computational abilities than many supercomputers\textsuperscript{[6]}. That is, the parameter optimization of AlphaFold2 is very computationally expensive and will be unaffordable for many researchers. Moreover, the “expensive cost” is a relative concept rather than an absolute concept in many real-world problems. For instance, when encountering the emergencies like epidemics outbreaks or natural disasters, transportation and dispatching can be urgent for supporting daily operations and saving lives, where the time cost of optimization in normal situations will become too expensive to accept at this time\textsuperscript{[7]}. Therefore, with the progress of real-world society and the emerging issues like the smart cities, the internet of things, and the big data era, solving EOPs more efficiently has become increasingly essential for prospering various fields.

However, due to the expensive cost of evaluating candidate solutions, EOP is difficult for optimization algorithms to search for a satisfactory solution\textsuperscript{[8]}. For this aim, evolutionary computation (EC) has been widely adopted to solve EOPs, leading to a fast-growing research field\textsuperscript{[9–11]}. In general, EC is a type of optimization methodology that is inspired by biological evolution and live
organism characteristics\cite{12, 13}. Commonly seen EC algorithms include evolutionary algorithm (EA) like genetic algorithm (GA)\cite{14} and differential evolution (DE)\cite{15–17}, and swarm intelligence algorithms like particle swarm optimization (PSO)\cite{18–22} and ant colony optimization (ACO)\cite{23–29}. With the idea of “survival of the fittest” from natural evolution, EC algorithms generate new individuals via corresponding evolutionary operators and select individuals with better fitness as a new population into the next generation. Based on this, EC algorithms can find a satisfactory solution efficiently without the need for gradient information, which is very suitable for solving real-world problems\cite{20}.

To date, various researches into EC for EOP have been conducted and achieved considerable success. However, the work of EC for EOP is still dispersed in the literature and remains to be consolidated in a systematic manner. Therefore, given the rapid and important advancements of EC for EOP, it is essential to review these advancements in order to synthesize and give previous research findings and references to help develop relevant research fields. For this purpose, this paper attempts to provide a systematic and comprehensive survey to completely review and analyze how to enable and develop EC algorithms for tackling difficult EOPs efficiently. In addition to present the review more concisely and clearly, this paper selects and cites related work by considering their sources, publication years, impact, and the cover of different aspects of the topic surveyed in this paper. Overall, the main contributions of this paper are given as follows.

Firstly, this paper mathematically analyzes the total expensive cost of using EC for solving EOPs. Then, based on the analysis, this paper further gives three directions for reducing the total cost, as shown in Section 2 later. Note that, to the best of our knowledge, this paper is the first that derives the potential research directions by analyzing the total expensive cost of using EC for solving EOPs.

Secondly, a systematic taxonomy is introduced to systematically and structurally review the existing works according to their efforts in the above-pointed directions for solving EOPs efficiently. Although there exist some survey papers about EC for EOP in the literature\cite{9, 10, 26, 27}, our survey is based on the above novel taxonomy. It, therefore, can help better understand why and how existing works can be helpful in solving EOPs, as well as providing inspiration for future researches and studies.

Thirdly, this paper explores and discusses some future research areas and open problems related to the use of EC to tackle EOPs. This can encourage and support the broadening and deepening of research in the related fields.

The remainder of this paper is arranged as follows. Section 2 provides the preliminaries, including the definition of EOP, a brief introduction to the EC, the analysis of total cost for using EC to solve EOPs, and the novel taxonomy. Sections 3–6 review the research work systematically according to the taxonomy. Section 7 proposes and discusses some future research directions, while Section 8 gives the conclusions finally.

2 Preliminaries

2.1 Expensive optimization problem and relevant optimization problems

EOP is the same as other optimization problems except that the evaluation of candidate solutions is computationally/financially expensive to perform. Note that the evaluation can contain various aspects including the objective value, constraint violation degree, and robustness of candidate solutions. According to the problem characteristics and application needs, EOP can be extended to the corresponding complex problem\cite{26, 27}.

Moreover, the concept of EOP is usually mentioned together with some similar problem concepts, including data-driven optimization problem, surrogate-assisted optimization problem, and large-scale optimization problem. The relationship between EOP and these problems can be presented as Fig. 1, and is described as follows.

**Surrogate-assisted optimization problem**\cite{8}. Surrogate-assisted optimization problem refers to the problem that uses surrogates to assist the optimization. Often, the reason for using surrogates is that the fitness or constraint evaluation of candidate solutions is expensive or difficult to access. Based on this, most surrogate-assisted optimization problems are EOP. In fact, surrogates are also widely used to solve EOPs in the literature, where the related contents will be described later in Section 3.

**Data-driven optimization problem**\cite{9, 10}. The data-driven optimization problem is a type of real-world optimization problem that only data acquired from simulations, physical experiments, or daily life, can be used to evaluate the objectives and constraints of candidate solutions, because computationally cheap functions do not exist for this problem. Therefore, many data-driven optimization problems can also be considered as a special kind of EOP.

![Surrogate-assisted optimization problem](image1.png)

**Fig. 1** Relationship between expensive optimization problem and some relevant optimization problems
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**Large-scale optimization problem**\[^{28}\]. Large-scale optimization problems focus on the large-scale challenges that make optimization difficult. The challenges can include large search space, high variable dimension, and the need to process a large amount of data for evaluating solutions. As a result, the large-scale characteristic often makes the related calculation (e.g., fitness evaluation) expensive, and therefore many large-scale optimization problems can be regarded as EOPs\[^{29, 30}\].

### 2.2 Evolutionary computation

As mentioned earlier in the Introduction part, EC algorithms evolve better solutions generation by generation. In general, the flowchart of EC can be presented as Fig. 2, which includes initialization, fitness evaluation (FE), solution evolution with evolutionary operators, and selection. Moreover, the solution evolution, FE, and selection will be iteratively performed to generate and select better solutions from the previous generation to the next generation, so as to obtain the optimal or satisfactory solution. Therefore, the main computational cost of EC lies in performing evolutionary operators, FE, and selection, especially when the problem is an EOP.

### 2.3 Analysis of total optimization cost

As the key characteristic of EOP is the expensive evaluation, the total cost of using EC for solving the EOP can be defined as

\[
\text{Total\_cost} = O(N) \times O(C) = O(N \times C) \quad (1)
\]

where \(O(C)\) is the average cost of every expensive evaluation, \(O(N)\) indicates the time complexity of an EC algorithm for solving the problem with respect to the number of evaluations (i.e., the total number of required evaluations for finding a satisfactory solution). Specifically, if \(O(C)\) refers to the computational time cost, then (1) can be further rewritten as

\[
\text{Total\_cost} = \frac{O(N) \times O(C)}{P} = O\left(\frac{N \times C}{P}\right) \quad (2)
\]

where \(P\) \((P \geq 1)\) is the acceleration of optimization provided by parallel and distributed computation techniques.

As mentioned before, the key issue in EOP is the expensive fitness and/or constraint evaluation, i.e., \(O(C)\) in (1) and (2) will be very large, which lead to an unaffordable Total\_cost. However, (1) and (2) also indicate that efforts can be made in three directions to solve the EOP more efficiently. These three directions are decreasing \(O(C)\), decreasing \(O(N)\), and increasing \(O(P)\). In fact, existing works for EOP have been proposed and studied implicitly along with these three directions, which can be summarized as using problem approximation and substitution to reduce evaluation cost to decrease \(O(C)\), designing advanced EC algorithms to improve search efficiency to reduce \(O(N)\), and using parallel and distributed computation to accelerate the optimization by increasing \(O(P)\), as illustrated in Fig. 3.

### 2.4 Taxonomy

Based on the above contents and Fig. 3, the systematic taxonomy of existing research works can include three parts: problem approximation and substitution, algorithm design and enhancement, and parallel and distributed computation. Besides, as EOP arises from real-world applications, reported case studies and benchmark problems derived from real-world applications should also be surveyed. Therefore, the taxonomy of this paper includes four major parts, as shown in Fig. 4. Specifically, the first part (i.e., problem approximation and substitution) includes problem simplification, fitness approximation, constraint approximation, and multi-fidelity substitution; the second part (i.e., algorithm design and enhancement) introduces optimization framework and paradigm, novel operators, fitness inheritance, and hybrid algorithms and configurations; the third part (i.e., parallel and distributed computation) considers accelerations for approximation and optimizations; and the fourth part (i.e., real-world applications) is about the real-world applications.
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Fig. 4 An illustration of the taxonomy

case studies and competitions and benchmarks from real-world applications.

3 Problem approximation and substitution

In many optimization problems, mathematical or exact objective/constraint functions for evaluating solutions may not exist. In such situations, candidate solutions can only be evaluated by computationally expensive numerical simulations or physical experiments, e.g., wind tunnel experiments. This poses great challenges on EC, because most EC algorithms are based on FEIs for evolutionary optimization. In order to address this issue and reduce the optimization difficulty, approximation methods have been widely researched\cite{8, 9}. Generally speaking, existing approximation methods can be mainly classified into four categories, i.e., problem simplification, fitness approximation, constraint approximation, and multi-fidelity substitution.

3.1 Problem simplification

Problem simplification is a straightforward yet efficient approach when the original optimization problems are computationally expensive. Problem simplification aims to simplify the original EOP to be a problem model that is more computationally efficient to access, so as to relieve the expensive computational burden. For example, to replace the original expensive simulation for the dispatching rules design problem, Nguyen et al.\cite{11} developed a simplified simulation model with two proposed strategies. The first strategy eliminates the warmup and running time in simulations, whereas the second strategy minimizes the search space, e.g., by reducing the number of operations and machines for each job. The experimental results reveal that by combining the two strategies, a simplified but accurate enough simulation model can be developed with significantly less computational cost than the original and complete simulation evaluation. Furthermore, He et al.\cite{31} formulated the expensive ratio error estimation problem for the voltage transformer into a relatively simple and cheaper problem. Then, eight representative multi-objective evolutionary algorithms were used to analyze and solve the problem. Vountchkov et al.\cite{32} suggested a simplified mathematical model for solving sequential combinatorial finite element problems, which would minimize the expensive computational cost considerably. Besides, in some real-world optimization problems, there have been many FEIs with different computational costs for simplifying the specific real-world EOP. For example, 2-D and 3-D computational fluid dynamics (CFD) simulation can be used to replace the real-world wind tunnel experiment during the optimization of the aerodynamic structure, where the 2-D and 3-D simulations are significantly more computationally cheap\cite{33}.

3.2 Fitness approximation

Unlike the problem simplification methods that simplify the original problem, the fitness approximation directly approximates or predicts the fitness value of candidate solutions, so as to reduce the expensive cost of performing the expensive FE. Mathematically, for a continuous function, the relationship between the fitness of \( x \) predicted by the approximated fitness function, say \( f(x) \), and that given by the real fitness function, say \( F(x) \), can be expressed as

\[
F(x) = f(x) + \varepsilon(x) \tag{3}
\]

where \( \varepsilon(x) \) represents the approximation error of \( f \) on \( x \).

In general, fitness approximation methods approximate the objective fitness function based on evaluated data, i.e., the solutions evaluated by the original expensive FE. Based on this, the approximated objective function (also called surrogate model) will be employed to substitute the original FE to evaluate un-evaluated candidate solutions\cite{9}. Therefore, fitness approximation-based optimization is often referred as data-driven or surrogate-assisted optimization. In such an end-to-end approach, the fitness approximation only needs to focus on the relationship between candidate solutions and their real fitness. That is, the fitness approximation approach has a great generalization ability and can be used to solve a variety of EOPs. As a result, many fitness approximation methods have been investigated and proposed\cite{9, 12}.

Generally speaking, the fitness approximation mainly includes three procedures: data processing, surrogate model building, and model update and management. In order to approximate the fitness function and build surrogates accurately, various model building methods can be used, including traditional interpolation methods, such as polynomial regression model\cite{34, 35}, and machine learning techniques, such as the Kriging model\cite{36, 37}, artificial neural networks\cite{39, 40}, radial basis function neural networks\cite{41, 42}, and random forest\cite{45, 47}. To better show the
application scope of different surrogates, the comparison of some commonly seen surrogates is presented in Table 1.

Moreover, various fitness approximation methods have also been examined using effective machine learning strategies. For example, for constructing accurate surrogates, Wang et al.\[48\] proposed to use the active learning strategy to construct a committee-based surrogate ensemble for solving EOPs, which is shown to be effective. As for offline data-driven optimization problems, Wang et al.\[49\] investigated an ensemble learning-based surrogate management strategy that adaptively selects a small but diverse selection of surrogates to improve the approximation accuracy. To enhance the surrogate robustness and accuracy, Wei et al.\[50\] suggested a gradient boosting classifier, which can generate promising results with a limited training dataset. Considering that the evaluated data might not be enough for fitness approximation, Li et al.\[51\] proposed a localized data generation (LDG) method with a boosting learning method to obtain a better surrogate model, which can automatically improve both model accuracy and data quantity according to the targeted problem. Besides, Li et al.\[52\] combined a novel diverse surrogate generation method and selective ensemble method to design the perturbation-based ensemble surrogates (PES) for data-driven optimization, resulting in a larger training data amount, better data utilization, and enhanced surrogate accuracy in the proposed algorithm. These are the recent boosting data-driven EA with LDG (BDDEA-LDG) and data-driven EA with PEs (DDEA-PES) algorithms.

Besides finding a general approximated function via machine learning methods, fitness imitation has also been researched for evaluating individuals. Generally speaking, fitness imitation predicts the fitness of a new individual based on evaluated individuals that are related to that individual. For example, Salami and Hendtlass\[53\] suggested a fitness imitation method in which the new individual’s fitness is the weighted sum of the evaluated individuals’ fitness. Sun et al.\[54\] proposed a fitness imitation strategy that estimates the fitness of the targeted individual based on the distance between it and other evaluated individuals. Furthermore, Tian et al.\[55\] presented a Gaussian similarity measurement to better estimate individual fitness. Besides, Kim and Cho\[56\] split the population into different clusters and then estimated the fitness of the majority individual in each cluster based on the evaluated individual in the corresponding cluster. Similarly, Jin and Sendhoff\[57\] put forward a cluster-based method to decrease the FE, in which the individual closest to the cluster center is accessed using real fitness data while the others are accessed via estimation.

### 3.3 Constraint approximation

Real-world optimization problems usually contain constraints that need to be satisfied. Moreover, the constraint functions can be expensive to access during the FE. Therefore, many studies have been conducted to handle the expensive constraint functions via constraint approximation\[58\]. Similar to the fitness approximation described above in Section 3.2, expensive constraint functions can also be approximated via an end-to-end fashion, so as to reduce the expensive computational cost in FE. Consequently, methods mentioned in Section 3.2 for fitness approximation can also be used for constraint approximation, with one model for all constraints or multiple models for multiple constraints separately\[59\]. When compared with fitness approximation, the distinct and challenging issue in constraint approximation is how to handle the approximated constraints, which can be categorized into two main categories: full constraints-based and partial constraints-based handling techniques.

The first category handles all constraints via approximation. After approximating the constraint function, EC algorithms can use constraint handling techniques to generate feasible solutions. In general, commonly seen constraint handling techniques involve penalty method\[60\], repair method\[61\], multi-objective method\[62\], and epsilon level comparison method\[63\]. For example, Li and Zhang\[60\] proposed a method termed multiple penalties and multiple local surrogates for solving expensive constrained problems. The method identifies some subproblems and constructs local surrogates to optimize these subproblems in every generation. Each subproblem penalizes the constraints in the original problem with a different penalty coefficient and different local search subregions. By doing so, the method can approach the optimal solution from different directions based on different constraint influences, which only requires a low computational overhead for building corresponding local surrogates. Habib et al.\[64\] suggested a multiple surrogates-assisted decomposition-based evolutionary algorithm for solving

| Surrogate                      | Main applicable scope                  | Characteristic                                           |
|--------------------------------|----------------------------------------|----------------------------------------------------------|
| Gaussian process (Kriging model) | Continuous problem                     | High accuracy with the estimation of prediction uncertainty, but with a high computational burden |
| Artificial neural network      | Continuous problem                     | High accuracy, long training time                         |
| Radial basis function neural network | Continuous problem                  | Highly nonlinear approximation ability, low computational burden |
| Random forest                  | Discrete and combinational problem     | Less tuning parameters, suitable for discrete input       |
the expensive constrained problem, where an epsilon level comparison method is used to accept some individuals who violate constraints slightly to enhance the evolutionary search.

In contrast to considering all constraints, the partial constraints-based handling technique aims to utilize some of the representative constraints to replace all constraints without decreasing the quality of final solutions, so as to reduce the expensive cost of accessing unnecessary constraint evaluations. In order to achieve this, a straightforward idea is to use the constraint functions one by one and stop immediately until the solution violates the constraints, which is termed the “evaluate till you violate” approach. Following this, some studies have been undertaken to find suitable sequences for performing constraint evaluations one by one, e.g., the sequence in a ring topology and flexible sequence for different sub-populations, so as to minimize the unnecessary evaluation costs. Moreover, Rahi et al. proposed to learn the suitable sequence for performing constraint evaluations during the optimization, which has obtained better results than existing methods.

### 3.4 Multi-fidelity substitution

In many real-world optimization problems, the fidelity (i.e., accuracy level) and computational cost of the FE could be modified with various settings and configurations such as simulation time. As a result, there is a tradeoff between the fidelity level of the evaluation and the corresponding computational cost. Moreover, approximation methods with different fidelity or accuracy level could be cooperated to obtain a better final model. Based on the above, multi-fidelity substitution looks at ways to get a multi-fidelity evaluation model with a better balance between evaluation fidelity and computational cost to substitute the expensive FE. For example, Alexandrov et al. put forward a variable-fidelity model for meshes of various refinement based on Euler analysis. Zheng et al. developed a variable fidelity optimization (VFO) framework to achieve high-speed and high-fidelity optimization. Lim et al. developed a dynamic fidelity computational model for FE, in which the fidelity of the computational model grows as the evolution progresses. Koziel investigated a multi-fidelity optimization in which the computational model’s fidelity level can be adaptively modified. With simulation-based FE of different accuracy scales, Wu et al. developed a scale-adaptive FE (SAFE) approach for the crowdfshipping scheduling application problem, which can strike a better balance between solution accuracy and computational cost. Li et al. proposed a surrogate-assisted multi-level evaluation method to reduce the expensive computational cost in optimizing the CNN hyperparameters. In this method, two levels of evaluation, i.e., surrogate-based and training-based FE, are cooperated to balance the optimization accuracy and computational cost, which has shown great efficiency on real-world data.

Furthermore, some studies adopted a number of Kriging models to approximate the FE with varying degrees of validity. In such methods, the correlations between multiple Kriging models can be estimated using the bridge function of Kriging models to help the selection of different evaluation models.

In contrast to the selection for multi-fidelity models, Smith et al. explored how to produce models with both high accuracy and low complexity, and suggested a multi-objective algorithm to address this issue. Sun et al. designed a multi-fidelity optimization for the sheet metal forming process, in which low-fidelity models are used to approximate the high-fidelity models. Li et al. used a high-fidelity model to break the problem down into several sub-problems and then adopted the low-fidelity model to approximate each sub-problem. In addition, Sun et al. also coupled the fitness approximation and evolutionary approximation with different fidelities for high-dimensional expensive problems, which have proved to be beneficial. Besides, Li et al. designed a three-level surrogate model method for solving expensive optimization, where the three levels surrogate are utilized to guide the optimization for global search, subregion search, and local exploitation search, respectively.

### 3.5 Comparisons and discussions

This part gives a comparison and discussion on state-of-the-art problem approximation methods. According to the category in problem approximation methods for EOP, Table 2 lists and compares some representative works in recent three years, i.e., those published in IEEE Transactions from 2019 to 2021. In Table 2, three observations can be obtained. First, there is a lack of work for problem simplification in IEEE Transactions in recent years, which suggests that more research focuses are given to the other three categories. Second, the majority of these works are for multi-objective/many-objective and constrained problems. This may be due to that real-world application problems often have multiple objectives and constraints. Third, most methods consider fitness approximation with surrogates to learn a computationally efficient model to replace the original expensive FE. The reasons might be that with the development of artificial intelligence, end-to-end learning-based approximation methods have become more accurate, efficient, and convenient for researchers to use in these years.

### 4 Algorithm design and enhancement

This section reviews the methods for solving EOP via efficient algorithm design and enhancement. In fact, besides EOP, it is also very significant when evaluating an EC algorithm for solving non-expensive problems, which results in many studies for improving algorithm effi-
hybrid algorithms and configurations. As various EOPs have different characteristics, using suitable optimization framework and paradigm can solve the targeted problem in a more efficient way. For solving various EOPs, commonly seen optimization frameworks include multi-population/multi-swarm evolution\cite{86, 87}, co-evolution\cite{88-90}, decomposition-based evolution\cite{92, 93}, while widely used optimization paradigms involve single-objecti-

Table 2  Comparisons of some recent works with different problem approximation methods

| Category               | Recent works                  | Problem features                       | Approximation method                                                                 | Year | Publication                                      |
|------------------------|-------------------------------|----------------------------------------|--------------------------------------------------------------------------------------|------|-------------------------------------------------|
| Fitness approximation  | MGP-SLPSO\cite{36}            | Expensive, high-dimensional             | Multi-objective surrogate considering approximation accuracy and uncertainty           | 2019 | IEEE Transactions on Evolutionary Computation   |
|                        | KTA2\cite{37}                 | Expensive, many-objective              | Influential point-insensitive model with an adaptive infill criterion                  | 2021 | IEEE Transactions on Cybernetics               |
|                        | GCS-MOR\cite{38}              | Expensive, many-objective              | Multi-task surrogate to approximate subproblems                                        | 2019 | IEEE Transactions on Cybernetics               |
|                        | MTCNP\cite{39}                | Expensive, multi-task                  | Surrogate-assisted multi-task learning                                                | 2020 | IEEE Transactions on Evolutionary Computation  |
|                        | E2EPP\cite{40}                | Expensive optimization of the hyperparameters of deep learning models | Random forests with a selective ensemble strategy                                        | 2020 | IEEE Transactions on Evolutionary Computation  |
|                        | DDEA-SE\cite{41}              | Single-objective, small-data-driven    | Selective surrogate ensembles of radial basis function neural networks                | 2019 | IEEE Transactions on Evolutionary Computation  |
|                        | CA-LLSO\cite{42}              | Expensive, online data-driven, single-objective | Gradient boosting of weak models to obtain a powerful model                         | 2021 | IEEE Transactions on Evolutionary Computation  |
|                        | BDDEA-LDG\cite{43} / DDEA-PES\cite{44} | Single-objective, small-data-driven | Surrogate ensembles with data generation                                              | 2020/21 | IEEE Transactions on Evolutionary Computation / IEEE Transactions on Evolutionary Computation |
|                        | HSMEA\cite{45}                | Expensive, multi-/many-objective       | Approximating each objective function                                                | 2019 | IEEE Transactions on Evolutionary Computation  |
|                        | TLRBF\cite{46}                | Expensive, single-objective            | Three-level surrogate model                                                          | 2021 | IEEE Transactions on Cybernetics               |
|                        | DSCPSO-EMM\cite{47}           | Expensive, multi-modal                 | Modal-guided dual-layer cooperative surrogate model                                   | 2021 | IEEE Transactions on Evolutionary Computation  |
|                        | MISACO\cite{48}               | Expensive, mixed-modal                 | Combination of surrogates for mixed-variable approximation                            | 2021 | IEEE Transactions on Cybernetics               |
|                        | SGA\cite{49}                  | Expensive, high-dimensional            | Approximated surrogates for local search and solution update                        | 2020 | IEEE Transactions on Evolutionary Computation  |
| Constraint approximation | RF-CMOCO\cite{50}            | Data-driven, constrained, multi-objective, combinatorial | Approximating objective and constraint functions separately                         | 2020 | IEEE Transactions on Evolutionary Computation  |
|                        | MPMLS\cite{51}                | Expensive, constrained                 | Penalizing the constraints in the original problem                                   | 2021 | IEEE Transactions on Evolutionary Computation  |
|                        | GLoSADE\cite{52}              | Expensive, constrained                 | Using surrogates to refine solutions that violate constraints                         | 2019 | IEEE Transactions on Cybernetics               |
|                        | SParEA\cite{53}               | Expensive, constrained                 | Using partial evaluation to substitute full evaluations                              | 2021 | IEEE Transactions on Evolutionary Computation  |
| Multi-fidelity substitution | SAFE\cite{54}                | Expensive, single-objective            | A novel scale-adaptive fitness evaluation method                                      | 2021 | IEEE Transactions on Evolutionary Computation  |
|                        | SHEDA\cite{55}                | Expensive, mixed-variable              | A surrogate-assisted multi-level evaluation method                                    | 2021 | IEEE Transactions on Neural Networks and Learning Systems                              |

ciency via the algorithm design and enhancement. As a result, numerous existing works to improve algorithm efficiency for non-expensive problems can also be adopted to solve EOPs. However, to concentrate on the topic of this survey, this section will only review related work for improving the efficiency of EC for EOP, which are categorized into four parts, including optimization framework and paradigm, novel operators, fitness inheritance, and hybrid algorithms and configurations.

4.1 Optimization framework and paradigm
Multi-task optimization [54], multi-objective/many-objective optimization [92–95], constrained optimization [96], multimodal optimization [83, 97, 98], mix-variable optimization [84, 99], and multi-task optimization [100, 101].

Moreover, with proper problem transformation and reformulation methods, efficient optimization paradigms can be utilized to solve a variety of problems. For example, Han et al. [102] transferred a multi-objective optimization problem into a number of scalar subproblems and utilized infill-sampling criteria and constraint handling method to solve the subproblems, where real-world simulation-based engineering design optimization problems have verified the effectiveness of the proposed approach. Liao et al. [103] treated the multiple surrogate-assisted optimization processes for solving a computational EOP as a multitask optimization procedure, and then proposed to use multi-tasking optimization methods to accelerate the convergence. Experimental results have validated that treating multiple surrogate-assisted optimizations as a multitask optimization is effective on twelve widely used benchmark problems of up to 200 dimensions. However, although various optimization frameworks and paradigms have obtained great results for EOP, it could be better to choose the suitable framework and paradigms based on the prior knowledge about the problem characteristics and features, so as to obtain more satisfactory results.

4.2 Novel operators

Designing novel evolutionary operators can be helpful to accelerate the convergence and enhance the optimization accuracy of algorithms, so as to solve EOPs more efficiently. For example, Cai et al. [104] proposed a novel mutation operator that integrates the best solution indicated by different surrogates, so as to guide the mutation direction of the populations, where the effectiveness of the proposed operator is demonstrated in the experiments on high dimensional EOPs with dimensions up to 200. Gu et al. [105] presented an adaptive probability operator-based stochastic ranking strategy that enhances solution quality by considering both convergence and diversity. The proposed method is effective for constrained and multi-objective EOPs according to the numerical studies in the paper. Zhang et al. [106] adopted a batched constrained decomposition method with grids to balance the population convergence and diversity, so as to conduct better the batched sampling for solving the multi-objective EOP, which is shown effective on difficult test problems. Besides, various methods have also been studied to improve the algorithm efficiency [85, 107–109].

4.3 Fitness inheritance

Fitness inheritance is similar to the fitness approximation mentioned in Section 3.2 in that both of them attempt to reduce the need for expensive FEs by estimating some individual fitness. However, they are different in that the fitness inheritance is designed based on the individual relationship given by the evolutionary operator, while fitness approximation does not consider the evolutionary operator in EC. In general, fitness inheritance calculates the fitness of candidate individuals based on other related individuals during the evolution, such as the parents in crossover operators. For this, Smith et al. [110] demonstrated the theoretical and actual efficiency of fitness inheritance for GA. Furthermore, Chen et al. [111] suggested a fitness inheritance method to accelerate the algorithms, while Zheng et al. [112] used a fitness inheritance method in GA to tackle a design problem on vector quantization codebooks. In addition, Sastry et al. [113] provided analyses of the fitness inheritance in general EA. Although the fitness inheritance effectively reduces the need for FEs, it has a similar usage when compared with the methods for problem approximation and substitution (as mentioned in Section 3). Therefore, it might be helpful to combine the idea of fitness inheritance with methods for problem approximation and substitution to solve EOPs more efficiently.

4.4 Hybrid algorithms and configurations

Given that different algorithms may be suitable for different EOPs, hybrid algorithms have also been considered for solving various EOPs more efficiently. Zhan et al. [114] proposed an algorithm called Cloudde that integrates four populations with different configurations by an efficient resource allocation, which has shown significant efficiency in the design of power electronic circuits where the FE is very computationally expensive. Sun et al. [115] suggested a cooperative algorithm that hybrids a PSO algorithm for local search and a social learning PSO algorithm for exploration, so as to improve search efficiency. The proposed algorithm is shown to be efficient in solving high-dimensional EOPs. Zhen et al. [116] proposed data-driven evolutionary sampling optimization framework that combines two evolutionary sampling strategies and employs one of them in different evolutionary stages to effectively balance the global and local searches. In addition, other hybrid algorithms and configurations have also been studied and shown effective [116–118].

4.5 Comparisons and discussions

This part gives a comparison and discussion on the algorithm design and enhancement of the state-of-the-art works. According to the category in algorithm design and enhancement for EOP, Table 3 lists and compares some recent representative works in the recent three years, i.e., those published in IEEE Transactions from 2019 to 2021. Table 3 offers four observations. First, the works listed in Tables 2 and 3 have many overlaps. This indicates that both efficient problem approximations and powerful op-
Optimization algorithms are essential in solving EOPs efficiently. Second, the listed works are in the category of optimization framework and paradigm or novel operators, which indicates the recent research focus and direction in algorithm design for EOP. Third, enhanced algorithms are mainly the variants of GA, DE, and PSO. This may be because that these three algorithms are effective and efficient in solving various complex optimization problems. Fourth, as shown in Table 3, different EC algorithms are used for different problems, suggesting that different EC algorithms may be suitable for different EOPs.

5 Parallel and distributed computation

When evaluating candidate solutions is computationally expensive, parallel and distributed techniques can be used to accelerate the optimization and reduce the computational time cost. Existing related works can be roughly classified into two categories, i.e., acceleration for approximation and acceleration for the optimization process, which are described as follows.

5.1 Acceleration for approximation

Acceleration for approximation refers to the methods that incorporate parallel and distributed techniques with simulation and surrogate models. In an aerodynamic shape optimization problem, Karakasis et al. suggested a distributed EA with surrogates to help reduce the expensive computational time cost of invoking unnecessary computational fluid dynamics. The algorithm will divide the population into some sub-populations and evolve...
them with surrogates simultaneously. The best solution in each sub-population will be migrated to other sub-populations regularly to improve the optimization. The results in the experimental studies reveal that combining surrogates and distributed methods yields the highest computational efficiency in terms of the time cost. Furthermore, Akinsolu et al.\cite{120} suggested a parallel model to improve the parallelization of surrogate-assisted EA. To be specific, the proposed algorithm selects various solutions with potential fitness together for the computationally expensive FE. During this, the expensive FE of each selected solution can be done simultaneously, so as to reduce the expensive computational time cost.

Despite the above, the algorithm parallelization can be further improved if there are multi-fidelity or multi-level surrogates when solving EOPs. For example, Karakasis et al.\cite{125} put forward a hierarchical distributed EA for solving the expensive shape optimization problem, where each sub-population uses a surrogate with different accuracy levels and computational time costs. During the distributed evolution of sub-populations, better solutions will be reallocated to sub-populations that use a more expensive but also more accurate surrogate, while worse solutions will be reallocated to sub-populations with a less accurate but cheaper surrogate, so as to fully utilize the computational budget. In addition, Sun et al.\cite{122} presented an asynchronous parallel surrogate optimization algorithm, which is based on the ensemble surrogate model and the stochastic response surface method. The algorithm uses parallel computing techniques to speed up both the weights update of ensemble surrogates and parameter optimization, which has proven to be efficient for solving EOPs.

### 5.2 Acceleration for optimization

Despite the approximation, many parallel and distributed methods have been investigated to speed up the optimization process of EC algorithms, so as to solve EOPs more efficiently\cite{123}. For example, a parallel DE is proposed by Liu et al.\cite{124} for solving the power electronic circuit optimization problem with simulation-based time-consuming FEs. The parallel DE can assign candidate solutions to various resources for parallel FEs based on distributed cloud computing resources, and thereby reduce the expensive time cost. The experimental results showed that the parallel DE could significantly speed up the evolutionary search process. Knowing that the computational resources may have varying workloads and computing capabilities, Ma et al.\cite{125} developed a distributed DE with a load balance technique for efficiently and correctly allocating computational FE tasks to various resources. This method considers and calculates the load information of each resource for executing dynamic resource allocations, which allows the topology between individuals and resources to change adaptively for the better usage of the concurrent computational resources. Different from just assessing the load information of resources, Zhan et al.\cite{114} proposed a distributed cloud-ready differential evolution (CloudDE), which considers both the resource workload and the computational cost of all FE tasks. The CloudDE estimates the suitable number of FEs assigned to each processing node based on the corresponding resource workloads and computational burdens, and then allocates the individuals for FEs accordingly, which has proven to be very efficient in both numerical simulation and a real-world case study on power electronic circuit design application. Similarly, to solve complex EOPs efficiently, Zhan et al.\cite{126} developed an adaptive distributed DE, where three populations (for exploration, exploitation, and balance) co-evolve concurrently using the master-slave multi-population distributed framework. Experimental results on extensive benchmark problems and real-world problems have shown the great search efficiency of the proposed distributed DE. Besides, for the expensive neural-network-based controller optimization in a power electronic circuit, Liu et al.\cite{127} investigated a resource-aware method to utilize distributed resources more efficiently by adaptively assigning individuals to resources depending on the real-time performance of the resources, which can significantly reduce the expensive computational time cost. Besides, Li et al.\cite{128} proposed a generational-level parallelism to develop a pipeline-based parallel PSO algorithm, which has obtained promising speedup on various problems with different time delays in every FE.

In addition, as shown in Fig. 1, optimization problems with large-scale characteristics are often also EOPs. Moreover, the large-scale characteristics of some EOPs, such as large search space, high variable dimension, and the large quantity of data, often result in more expensive computational costs for optimization. When solving such large-scale optimization problems and/or large-scale EOPs, distributed methods can help improve algorithm efficiency to reduce the expensive time cost. For example, Ge et al.\cite{129} suggested a distributed DE with adaptive merge and split to quickly locate the best solutions for large-scale problems with computationally expensive FEs, where experimental results have demonstrated the good search efficiency, scalability, and speedup of the proposed algorithm. Wang et al.\cite{130} put forward a distributed PSO with a master-slave multigroup distributed model for coevolution, so as to improve the search efficiency and reduce the total expensive time cost. The proposed algorithm is applied to a large-scale cloud workflow scheduling application and obtains better results than compared algorithms. Furthermore, Wang et al.\cite{131} used a master-slave multi-subpopulation distributed model for PSO to avoid local optima and accelerate optimization convergence, which is proven effective in experiments with 35 large-scale optimization problems with computational expensive FEs. Moreover, distributed algorithms can integrate with problem decomposition and resource allocation methods to cope with the large-scale challenges of computational EOP efficiently. That is, EC
algorithms can decompose the problem into several smaller-scale sub-problems and optimize sub-problems concurrently via coevolution, so as to obtain a better solution more efficiently. In decomposition-based methods, it is suggested that more computational resources should be allocated to optimize sub-problems that have larger contributions to the overall problem optimization, so as to fully utilize the available computational resources wisely and efficiently. In general, methods for estimating the contributions of different sub-components can be based on moving average, weighted average, most recent contribution, average of recent contributions, predefined value function, sensitivity analysis, delta disturbance, Gini index, and multi-objective evaluation considering both fitness and diversity.

5.3 Comparisons and discussions

This part compares and discusses different parallel and distributed computation methods for EOP in recent works. According to the category in parallel and distributed computation methods for EOP, Table 4 introduces some works in three recent years, i.e., those published in IEEE Transactions from 2019 to 2021. From Table 4, we can have two observations. First, the majority of works in Table 4 are for real-world applications. This may be due to the fact that the expensive computational cost in real-world problems can help better show the benefits from parallel and distributed methods, while the benchmark problems (unless with time delay settings or large-scale characteristics) may not be computationally expensive enough to demonstrate the acceleration brought by parallel and distributed methods. Second, as shown in Table 4, parallel and distributed methods are usually used to improve search efficiency for accelerating the optimization rather than for accelerating the approximation. This suggests that the parallel and distributed methods for approximation may be insufficient in the current literature.

6 Real-world applications

6.1 Real-world case studies

As numerous EOPs arise from different real-world applications and have various challenges, many pieces of researches have been undertaken to deal with the corresponding challenges by considering the specific problem types and features, leading to application-driven methods and approaches. For example, Wang et al. focused on the health care area and suggested a novel evolutionary method for the trauma system design optimization, where a large number of historical records make the FE very computationally expensive. The authors recognized that the problem is an offline data-driven problem and proposed a clustering method with multi-fidelity surrogates to achieve a balance between computational time cost and optimization accuracy. The reported results reveal that the proposed algorithm can save up to 90% of computational cost while still producing a satisfactory outcome. Differently, Guo et al. researched the fused magnesium furnaces optimization, which is a typical small data-driven EOP. In this problem, the FE is expensive to conduct and only a small quantity of evaluated data may be used to develop surrogates to approximate the FE. In order to handle this challenge, a low-order polynomial model is built for generating more data to help better approximate the FE. Moreover, Wang et al.

| Category | Recent works | Problem features | Parallel and distributed methods | Time complexity and speedup analysis | Year | Publication |
|----------|--------------|------------------|---------------------------------|-------------------------------------|------|-------------|
| Acceleration for approximation | PSAED | Expensive optimization in electromagnetic design | Parallel simulations to obtain data to build approximation model | Up to 7.36 times speedup over compared methods | 2019 | IEEE Transactions on Emerging Topics in Computational Intelligence |
| Acceleration for optimization | RADDE | Expensive optimization of the neural-network-based controller in power electronic circuit | A distributed DE with a resource-aware strategy to dispatch individuals to resources | About 2 to 4 times speedup under situations with various load burdens and states | 2021 | IEEE Transactions on Neural Networks and Learning Systems |
| P^*SO | High-dimensional, single-objective, fitness evaluations with different time delays | A pipeline-based parallel PSO in the generational-level parallelism | Theoretical speedup can reach [NP/3] with NP as the number of particle individuals, which has been verified experimentally | | 2020 | IEEE Transactions on Cybernetics |
| DGLDPSO | Large-scale cloud workflow scheduling | A distributed PSO based on dynamic group learning | Time complexity is O(MaxFEs × D), where MaxFEs is the total number of FE evaluations, and D is the problem dimension | | 2020 | IEEE Transactions on Cybernetics |
| AGLDPSO | Large-scale, complexity | A distributed PSO based on adaptive group learning | Time complexity is O(MaxFEs × D) | | 2021 | IEEE Transactions on Cybernetics |
used an active learning and surrogate-assisted algorithm to solve a transonic airfoil design optimization challenge, where evaluating potential airfoils requires computationally expensive CFD simulations. The proposed algorithm can generate a high-quality solution quickly using the active learning-based surrogate. As for the crowdshipping scheduling application problem with multiple available computationally expensive evaluation methods, the SAFE\cite{SAFE} method is proposed with a scale-adaptive evaluation approach to solve the problem and obtain promising results. Moreover, Chugh et al.\cite{143} proposed a kriging-based EA to tackle main challenges in the expensive shape optimization of an air intake ventilation system, i.e., the challenges of formulating the optimization problem, connecting different simulation tools, dealing with computationally expensive objective functions, and obtaining promising results. In addition, in the blast furnace optimization problem, Chugh et al.\cite{144} implemented principal component analysis to reduce the problem complexity and optimization difficulties, which has shown to be effective. Nevertheless, the robust optimization of an airfoil design application with various possible worst-case scenarios was treated as a multi-task optimization problem by Wang et al.\cite{145}, who proposed a surrogate model in the joint space of the decision and scenario spaces to replace some of the expensive FEs to solve the problem efficiently.

6.2 Competitions and benchmarks from real-world

As mentioned above, different EOPs may favor different algorithm characteristics and features, which could not be ideal for testing and comparing new methods proposed by researchers. Therefore, some works have been conducted to provide EOP competitions and benchmarks that reveal the difficulties and challenges from real-world applications and evaluate various state-of-the-art methods, so as to bridge the gap between academic and application. For example, Table 5 lists the competitions based on real-world EOPs in the past three years. Due to the inconvenient and expensive FEs, the problems in the competitions listed in Table 5 are treated as data-driven optimization problems, where only some evaluated solutions will be provided for participants to build approximation models for optimization. Moreover, Wu et al.\cite{74} developed 35 test instances (i.e., 25 medium-scale instances and 10 large-scale instances) for the expensive crowd shipping optimization application based on existing open-source real-world vehicle routing application instances. He et al.\cite{146} selected seven multi-objective optimization benchmark problems from real-world applications with expensive FE, aiming to promote the research on data-driven evolutionary multi-objective optimization by suggesting a set of problems extracted from various real-world optimization applications. In addition, as design optimization problem often has an expensive and highly nonlinear objective and constraints functions, Picard and Schiﬀmann\cite{147} presented a framework to design electro-mechanical actuators, called the multi-objective design of actuators, and generated 20 constrained multi-objective test problems from the framework with a speciﬁc focus on constraints for analyses and studies.

7 Potential research directions and open problems

Many researches have successfully implemented the idea of using EC to solve EOPs eﬃciently. However, despite the fact that much work has been done and the studies have been reviewed in the previous sections, we discovered that research in this ﬁeld is still not systematic and that many issues remain unsolved. Therefore, this section highlights several possible research directions and open problems in the hope of inspiring further extensive and in-depth research on this topic. Speciﬁcally, as shown in Fig. 5, ﬁve potential future directions from three levels (i.e., theory-method-application level) are considered and discussed in the following contents.

7.1 Deeper theoretical analysis

As EC for EOP has become more complex by incorporating the problem approximation, novel operators, and

| Competitions | Description | Year | Links |
|--------------|-------------|------|-------|
| Competition at IEEE congress on evolutionary computation | Seven benchmark multi-objective optimization problems from real-world applications, where the evaluations are expensive | 2019 | https://mp.weixin.qq.com/s/0Qf3x3Z_06-Ww3hlQ/ | https://github.com/HandingWang/DDMOP |
| Competition at IEEE world congress on computational intelligence | Eight benchmark problems from two real-world applications of aerodynamic optimization and software configuration tuning | 2020 | https://mp.weixin.qq.com/s/02FTnctkC6ls-USAsqKJ/ | https://github.com/HandingWang/DDEO-WCCI2020 |
| Competition at IEEE congress on evolutionary computation | Six problems of parameter optimizations of 2021 flocking model for a swarm of robots in different scenarios | | | https://handingwang.github.io/DDEO-CEC2021/ |
parallelization methods, it will be more difficult to clarify whether the trade-off between optimization accuracy and optimization efficiency will be acceptable and how the trade-off is achieved. In addition to the numerical studies based on benchmark functions, it may be essential to make deeper theoretical analyses on the new EC algorithms for EOP, so as to clarify the influences of incorporating methods in the search procedure of EC. Therefore, it could be a worthwhile research direction to conduct a deeper theoretical analysis on the components of the proposed EC.

7.2 Larger search diversity

As approximation methods may have approximation bias and uncertainty in some search areas, populations with smaller diversity may be trapped in local optima indicated by the approximation models. Therefore, it could be a potential research direction to improve the search diversity of algorithm to reduce the negative influence of the approximation model as much as possible.

7.3 More adaptive configuration and control

Due to the expensive FEIs, it would be impossible to configure the parameters of both EC and approximation models for a new problem via a trial-and-error manner. Therefore, the adaptive and automatic configuration and control of the algorithm including the surrogate model management would be a necessary research direction for obtaining algorithms that can work well for various emerging problems and applications.

7.4 Better knowledge learning and utilization

The expensive FE cost poses great challenges in obtaining useful knowledge and information from the problems for improving the search process. Therefore, it would be appealing to consider advanced knowledge learning and utilization approaches to improve EC, such as few-shot learning, self-supervised learning, and knowledge transfer from related problems and scenarios.

7.5 Further test on different problems

The good performance of EC for EOP is mainly studied on continuous problems and is mainly in the field of several kinds of optimization problems, such as the multi-objective and constrained problem. However, the application of EC in more complex problems is still insufficient, such as problems with discrete and combinational\textsuperscript{[148–150]}, multitask\textsuperscript{[151]}, dynamic\textsuperscript{[152]}, many-objective\textsuperscript{[153, 154]}, and multi-modal characteristic\textsuperscript{[155–157]}. Moreover, powerful EC is also needed for complex problems with hybrid difficulties, such as combinational multi-objective difficulty\textsuperscript{[158, 159]}, constrained multi-objective difficulty\textsuperscript{[160–162]}, and sparse multi-objective difficulty\textsuperscript{[163, 164]}. Therefore, exploring how to design effective and efficient EC algorithms for these complex problems could be a potential research direction in the near future.

8 Conclusions

This article has provided a comprehensive survey on EC for EOP. In this paper, analysis has been provided mathematically on the total optimization cost of using EC to solve EOPs, based on which three research directions have been pointed out for reducing total cost. The taxonomy of researches has been defined by considering the three directions and the application. As a result, the taxonomy contains four parts: problem approximation and substitution, algorithm design and enhancement, parallel and distributed computation, and real-world applications. In each part, existing related works are further classified and introduced. Therefore, such a systematic taxonomy can offer a better understanding of why and how EC algorithms have been used to solve EOPs efficiently and provide references to help researchers in various fields to solve EOPs more efficiently. Based on the review of the existing works, some potential directions and open problems have also been proposed and discussed for this area, so as to provide inspiration to the ongoing development of the related research fields. We hope that this survey can help systematize existing work, evoke increased interest, inspire new ideas, and expand the scope of research in this new, exciting, and fascinating research area.

Acknowledgments

This work was supported by National Key Research and Development Program of China (No. 2019YFB2102102), the Outstanding Youth Science Foundation (No. 61822602), National Natural Science Foundations of China (Nos. 62176097, 61772207 and 61873097), the Key-Area Research and Development Program of Guangdong Province (No. 2020B010166002), Guangdong
Natural Science Foundation Research Team (No. 2018B030312003), and National Research Foundation of Korea (No. NRF-2021H1D3A2A01082705).

Open Access

This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made.

The images or other third party material in this article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.

To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

[1] Y. Jin, A comprehensive survey of fitness approximation in evolutionary computation. Soft Computing, vol. 9, no. 1, pp. 3–12, 2005. DOI: 10.1007/s00500-003-0328-5.

[2] S. Q. Shan, G. G. Wang, Survey of modeling and optimization strategies to solve high-dimensional design problems with computationally-expensive black-box functions. Structural and Multidisciplinary Optimization, vol. 41, no. 2, pp. 219–241, 2010. DOI: 10.1007/s00158-009-0420-2.

[3] Y. Tenne, C. K. Goh, Computational Intelligence in Expensive Optimization Problems, Berlin, Germany: Springer, 2010. DOI: 10.1007/978-3-642-10701-6.

[4] K. Tunyasuvunakool, J. Adler, Z. Wu, T. Green, M. Zielinski, A. Židek, A. Bridgland, A. Cowie, C. Meyer, A. Laydon, S. Velankar, G. J. Kleywegt, A. Bateman, R. Evans, A. Pritzel, M. Figurnov, O. Ronneberger, R. Bates, S. A. A. Kohl, A. Potapenko, A. J. Ballard, B. Romera-Paredes, S. Nikolov, R. Jain, E. Clancy, D. Reiman, S. Petersen, A. W. Senior, K. Kavukcuoglu, E. Binrey, P. Kohli, J. Jumper, D. Hassabis. Highly accurate protein structure prediction for the human proteome. Nature, vol. 596, no. 7873, pp. 590–596, 2021. DOI: 10.1038/s41586-021-03828-1.

[5] J. Jumper, R. Evans, A. Pritzel, T. Green, M. Figurnov, O. Ronneberger, K. Tunyasuvunakool, R. Bates, A. Židek, A. Potapenko, A. Bridgland, C. Meyer, S. A. A. Kohl, A. J. Ballard, A. Cowie, B. Romera-Paredes, S. Nikolov, R. Jain, J. Adler, T. Back, S. Petersen, D. Reiman, E. Clancy, M. Zielinski, M. Steinegger, M. Pacholska, T. Berghammer, S. Bodenstein, D. Silver, O. Vinyals, A. W. Senior, K. Kavukcuoglu, P. Kohli, D. Hassabis. Highly accurate protein structure prediction with AlphaFold. Nature, vol. 596, no. 7873, pp. 583–589, 2021. DOI: 10.1038/s41586-021-03819-2.

[6] A. Mirhoseini, A. Goldie, M. Yazgan, J. W. Jiang, E. Songhori, S. Wang, Y. J. Lee, E. Johnson, O. Pathak, A. Nazi, J. Pak, A. Tong, K. Srivivas, W. Hang, E. Tuncer, Q. V. Le, J. Lawton, R. Ho, R. Carpenter, J. Dean. A graph placement methodology for fast chip design. Nature, vol. 594, no. 7862, pp. 207–212, 2021. DOI: 10.1038/s41586-021-03544-w.

[7] T. H. Zhao, W. Tu, Z. X. Fang, X. F. Wang, Z. D. Huang, S. W. Xiong, M. Zheng. Optimizing living material delivery during the COVID-19 Outbreak. *IEEE Transactions on Intelligent Transportation Systems*, to be published. DOI: 10.1109/ITVT.2021.3061076.

[8] Y. C. Jin. Surrogate-assisted evolutionary computation: Recent advances and future challenges. *Swarm and Evolutionary Computation*, vol. 1, no. 2, pp. 61–70, 2011. DOI: 10.1016/j.swevo.2011.05.001.

[9] Y. C. Jin, H. D. Wang, T. Chugh, D. Guo, K. Miettinen. Data-driven evolutionary optimization: An overview and case studies. IEEE Transactions on Evolutionary Computation, vol. 23, no. 3, pp. 442–458, 2019. DOI: 10.1109/TEVC.2018.2869001.

[10] Y. C. Jin, H. D. Wang, C. L. Sun. Data-driven Evolutionary Optimization, Cham, Germany: Springer, 2021. DOI: 10.1007/978-3-030-74640-7.

[11] S. Nguyen, M. J. Zhang, K. C. Tan. Surrogate-assisted genetic programming with simplified models for automated design of dispatching rules. *IEEE Transactions on Cybernetics*, vol. 47, no. 9, pp. 2951–2965, 2017. DOI: 10.1109/TCYB.2016.2562674.

[12] W. J. Hong, P. Yang, K. Tang. Evolutionary computation for large-scale multi-objective optimization: A decade of progresses. *International Journal of Automation and Computing*, vol. 18, no. 2, pp. 155–169, 2021. DOI: 10.1007/s11633-020-1253-0.

[13] T. F. Zhao, W. N. Chen, X. X. Ma, X. K. Wu. Evolutionary computation in social propagation over complex networks: A survey. *International Journal of Automation and Computing*, vol. 18, no. 4, pp. 503–520, 2021. DOI: 10.1007/S11633-021-1302-3.

[14] J. H. Holland. *Adaptation in Natural and Artificial Systems: An Introductory Analysis with Applications to Biology, Control, and Artificial Intelligence*, Cambridge, USA: MIT Press, 1992.

[15] H. Zhao, Z. H. Zhan, Y. Lin, X. F. Chen, X. N. Luo, J. Zhang, S. Kwong, J. Zhang. Local binary pattern-based adaptive differential evolution for multimodal optimization problems. *IEEE Transactions on Cybernetics*, vol. 50, no. 7, pp. 3943–3957, 2020. DOI: 10.1109/TCYB.2019.2927780.

[16] Z. J. Wang, Z. H. Zhan, Y. Lin, W. J. Yu, H. Wang, S. Kwong, J. Zhang. Automatic niching differential evolution with contour prediction approach for multimodal optimization problems. *IEEE Transactions on Evolutionary Computation*, vol. 24, no. 1, pp. 114–128, 2020. DOI: 10.1109/TEVC.2019.2910721.

[17] X. H. Qiu, Y. T. Hu, B. Li. Sequential fault diagnosis using an inertial velocity differential evolution algorithm. *International Journal of Automation and Computing*, vol. 16, no. 3, pp. 389–397, 2019. DOI: 10.1007/s11633-016-1008-0.

[18] J. Kennedy, R. Eberhart. Particle swarm optimization. In *Proceedings of International Conference on Neural Networks*, IEEE, Perth, Australia, pp. 1942–1948, 1995. DOI: 10.1109/ICNN.1995.488968.

[19] G. H. Lin, J. Zhang, Z. H. Liu. Hybrid particle swarm op-
Evolutionary large-scale multiobjective optimization for ratio error estimation of voltage transformers. IEEE Transactions on Evolutionary Computation, vol. 24, no. 5, pp. 868–881, 2020. DOI: 10.1109/TEVC.2020.2967501.

[32] I. Voutchkov, A. J. Keane, A. Bhaskar, T. M. Olsen. Weld sequence optimization: The use of surrogate models for solving sequential combinatorial problems. Computer Methods in Applied Mechanics and Engineering, vol. 194, no. 30-31, pp. 3535–3551, 2005. DOI: 10.1016/

[33] Y. C. Jin, B. Sendhoff. A systems approach to evolutionary multiobjective structural optimization and beyond. IEEE Computational Intelligence Magazine, vol. 4, no. 3, pp. 62–76, 2009. DOI: 10.1109/MCI.2009.933094.

[34] Z. Zhou, Y. S. Ong, M. H. Nguyen, D. Lim. A study on polynomial regression and Gaussian process global surrogate model in hierarchical surrogate-assisted evolutionary algorithm. In Proceedings of IEEE Congress on Evolutionary Computation, IEEE, Edinburgh, UK, pp. 2832–2839, 2005. DOI: 10.1109/CEC.2005.1555050.

[35] T. Chugh, Y. C. Jin, K. Miettinen, J. Hakanen, K. Sindhy. A surrogate-assisted reference vector guided evolutionary algorithm for computationally expensive many-objective optimization. IEEE Transactions on Evolutionary Computation, vol. 22, no. 1, pp. 129–142, 2018. DOI: 10.1109/TEVC.2016.2622301.

[36] J. Tian, Y. Tan, J. C. Zeng, C. L. Sun, Y. C. Jin. Multiobjective infill criterion driven Gaussian process-assisted particle swarm optimization of high-dimensional expensive problems. IEEE Transactions on Evolutionary Computation, vol. 23, no. 3, pp. 459–472, 2019. DOI: 10.1109/TEVC.2018.2809247.

[37] Z. S. Song, H. D. Wang, C. He, Y. C. Jin. A Kriging-assisted two-archive evolutionary algorithm for expensive many-objective optimization. IEEE Transactions on Evolutionary Computation, to be published. DOI: 10.1109/TEVC.2021.3073648.

[38] J. P. Luo, A. Gupta, Y. S. Ong, Z. K. Wang. Evolutionary optimization of expensive multiobjective problems with Co-sub-Pareto front Gaussian process surrogate. IEEE Transactions on Cybernetics, vol. 49, no. 5, pp. 1708–1721, 2019. DOI: 10.1109/TCYB.2018.2811761.

[39] J. P. Luo, L. Chen, X. Li, Q. F. Zhang. Novel multitask conditional neural-network surrogate models for expensive optimization. IEEE Transactions on Cybernetics, to be published. DOI: 10.1109/TCYB.2020.3014126.

[40] T. Janus, A. Lübbers, S. Engell. Neural networks for surrogate-assisted evolutionary optimization of chemical processes. In proceedings of IEEE Congress on Evolutionary Computation, pp. 1–8, 2020. DOI: 10.1109/CEC48606.2020.9185781.

[41] S. Zapotoces martínez, C. A. Coello Coello. MOEA/D assisted by RBF networks for expensive multi-objective optimization problems. In Proceedings of the 5th Annual Conference on Genetic and Evolutionary Computation, ACM, Amsterdam, The Netherlands, pp. 1405–1412, 2013. DOI: 10.1145/2463372.2465805.

[42] D. Lim, Y. Jin, Y. S. Ong, B. Sendhoff. Generalizing surrogate-assisted evolutionary computation. IEEE Transactions on Evolutionary Computation, vol. 14, no. 3, pp. 329–355, 2010. DOI: 10.1109/TEVC.2009.2073609.

[43] C. L. Sun, Y. C. Jin, R. Cheng, J. L. Ding, J. C. Zeng. Surrogate-assisted cooperative swarm optimization of
high-dimensional expensive problems. *IEEE Transactions on Evolutionary Computation*, vol.21, no.4, pp.644–660, 2017. DOI: 10.1109/TEVC.2017.2675628.

[44] R. G. Regis. Evolutionary programming for high-dimen-
sional constrained expensive black-box optimization us-
ing radial basis functions. *IEEE Transactions on Evolu-
tionary Computation*, vol.18, no.3, pp.326–347, 2014. DOI: 10.1109/TEVC.2013.2262111.

[45] H. D. Wang, Y. C. Jin, A Random forest-assisted evolu-
tionary algorithm for data-driven constrained multiobjec-
tive combinatorial optimization of trauma systems. *IEEE Transactions on Cybernetics*, vol.50, no.2, pp.536–549, 2020. DOI: 10.1109/TCYB.2018.2869674.

[46] L. Han, H. D. Wang, A random forest assisted evolution-
ary algorithm using competitive neighborhood search for
expensive constrained combinatorial optimization. *Memetic Computing*, vol.13, no.1, pp.19–30, 2021. DOI: 10.1007/s12293-021-00326-9.

[47] Y. N. Sun, H. D. Wang, B. Xue, Y. C. Jin, G. G. Yen, M. J. Zhang. Surrogate-assisted evolutionary deep learning using an end-to-end random forest-based performance predictor. *IEEE Transactions on Evolutionary Computation*, vol.24, no.2, pp.350–364, 2020. DOI: 10.1109/TEVC.2019.2924461.

[48] H. D. Wang, Y. C. Jin, J. Doherty. Committee-based act-
ive learning for surrogate-assisted particle swarm optimi-
ization of expensive problems. *IEEE Transactions on Cy-
bernetics*, vol.47, no.9, pp.2664–2677, 2017. DOI: 10.1109/TCYB.2017.2710978.

[49] H. D. Wang, Y. C. Jin, C. L. Sun, J. Doherty. Offline data-driven evolutionary optimization using selective sur-
rogate ensembles. *IEEE Transactions on Evolutionary Computation*, vol.23, no.2, pp.203–216, 2019. DOI: 10.1109/TEVC.2018.2834881.

[50] F. F. Wei, W. N. Chen, Q. Yang, J. Deng, X. N. Luo, H. Jin, J. Zhang. A classifier-assisted level-based learning swarm optimizer for expensive optimization. *IEEE Transactions on Evolutionary Computation*, vol.25, no.2, pp.219–233, 2021. DOI: 10.1109/TEVC.2020.3017865.

[51] J. Y. Li, Z. H. Zhan, C. Wang, H. Jin, J. Zhang. Boosting data-driven evolutionary algorithm with localized data generation. *IEEE Transactions on Evolutionary Computation*, vol.24, no.5, pp.923–937, 2020. DOI: 10.1109/TEVC.2020.2979740.

[52] J. Y. Li, Z. H. Zhan, H. Wang, J. Zhang. Data-driven evolutionary algorithm with perturbation-based en-
semble surrogates. *IEEE Transactions on Cybernetics*, vol.51, no.8, pp.3925–3937, 2021. DOI: 10.1109/TCYB.2020.3008280.

[53] M. Salami, T. Hendtlass. A fast evaluation strategy for evolutionary algorithms. *Applied Soft Computing*, vol.2, no.3, pp.156–173, 2003. DOI: 10.1016/S1568-4946(02)00067-4.

[54] C. L. Sun, J. C. Zeng, J. Pan, S. D. Xue, Y. C. Jin. A new fitness estimation strategy for particle swarm optimization. *Information Sciences*, vol.221, pp.355–370, 2013. DOI: 10.1016/j.ins.2012.09.030.

[55] J. Tian, Y. Tan, C. L. Sun, J. C. Zeng, Y. C. Jin. A self-adaptive similarity-based fitness approximation for evolu-
tionary optimization. In *Proceedings of IEEE Symposium
Series on Computational Intelligence*, IEEE, Athens, Greece, pp.1–8, 2016. DOI: 10.1109/SSCI.2016.7850209.

[56] H. S. Kim, S. B. Cho. An efficient genetic algorithm with less fitness evaluation by clustering. In *Proceedings of IEEE Congress on Evolutionary Computation*, IEEE, Seoul, Korea, pp.887–894, 2001. DOI: 10.1109/CEC.2001.934284.

[57] Y. C. Jin, B. Sendhoff. Reducing fitness evaluations us-
ing clustering techniques and neural network ensembles. In *Proceedings of Genetic and Evolutionary Computation Conference*, Springer, Seattle, USA, pp.688–699, 2004. DOI: 10.1007/978-3-540-24854-5_71.

[58] P. F. Huang, H. D. Wang. Comparative empirical study on constraint handling in offline data-driven evolution-
ary optimization. *Applied Soft Computing*, vol.110, Art-
icle number 107603, 2021. DOI: 10.1016/j.asoc.2021.107603.

[59] K. Deb, R. Hussein, P. C. Roy, G. Toscano-Pulido. A tax-
ownomy for metamodeling frameworks for evolutionary multiobjective optimization. *IEEE Transactions on Evo-
lutionary Computation*, vol.23, no.1, pp.104–116, 2019. DOI: 10.1109/TEVC.2018.2828091.

[60] G. H. Li, Q. F. Zhang. Multiple penalties and multiple local surrogates for expensive constrained optimization. *IEEE Transactions on Evolutionary Computation*, vol.25, no.4, pp.769–778, 2021. DOI: 10.1109/TEVC.2021.3066606.

[61] Y. Wang, D. Q. Yin, S. X. Yang, G. Y. Sun. Global and local surrogate-assisted differential evolution for expen-
sive constrained optimization problems with inequality
constraints. *IEEE Transactions on Cybernetics*, vol.49, no.5, pp.1642–1656, 2019. DOI: 10.1109/TCYB.2018.2809430.

[62] B. C. Wang, H. X. Li, Q. F. Zhang, Y. Wang. Decomposition-based multiobjective optimization for constrained evolutionary optimization. *IEEE Transactions on Sys-
tems, Man, and Cybernetics: Systems*, vol.51, no.1, pp.574–587, 2021. DOI: 10.1109/TSMC.2018.2876335.

[63] A. Habib, H. K. Singh, T. Chugh, T. Ray, K. Miettinen. A multiple surrogate assisted decomposition-based evolution-
ary algorithm for expensive multi/multi-objective
optimization. *IEEE Transactions on Evolutionary Computation*, vol.23, no.6, pp.1000–1014, 2019. DOI: 10.1109/TEVC.2019.2899030.

[64] M. Asafuddoula, T. Ray, R. Sarker. Evaluate till you vi-
olate: A differential evolution algorithm based on partial evaluation of the constraint set. In *Proceedings of IEEE Symposium on Differential Evolution*, IEEE, Singapore, pp.31–37, 2013. DOI: 10.1109/SDE.2013.6601439.

[65] M. Asafuddoula, T. Ray, R. Sarker. A self-adaptive differ-
ential evolution algorithm with constraint sequencing. In *Proceedings of the 25th Australasian Joint Conference on Artificial Intelligence*, Springer, Sydney, Australia, pp.182–193, 2012. DOI: 10.1007/978-3-642-35101-3_16.

[66] M. Asafuddoula, T. Ray, R. Sarker. A differential evolu-
tion algorithm with constraint sequencing: An efficient approach for problems with inequality constraints. *Applied Soft Computing*, vol.36, pp.101–113, 2015. DOI: 10.1016/j.asoc.2015.07.007.

[67] M. Asafuddoula, T. Ray, R. Sarker. An improved self-ad-
aptive constraint sequencing approach for constrained optimization problems. *Applied Mathematics and Computation*, vol.253, pp.23–39, 2015. DOI: 10.1016/j.amc.2014.12.032.

[68] K. H. Rahi, H. K. Singh, T. Ray. Partial evaluation strategies for expensive evolutionary constrained optimiz-
ation. IEEE Transactions on Evolutionary Computation, to be published. DOI: 10.1109/TEVC.2021.3078486.

[69] H. D. Wang, Y. C. Jin, J. Doherty. A generic test suite for evolutionary multi-fidelity optimization. IEEE Transactions on Evolutionary Computation, vol 22, no. 6, pp. 836–850, 2018. DOI: 10.1109/TEVC.2017.2758360.

[70] N. M. Alexandrov, R. M. Lewis, C. R. Gumbert, L. L. Green, P. A. Newman. Optimization with variable-fidelity models applied to wing design. In Proceedings of the 38th AIAA Aerospace Sciences Meeting and Exhibit, ALAA, Reno, USA, 2000.

[71] J. Zheng, H. B. Qiu, H. Y. Feng. The variable fidelity optimization for simulation-based design: A review. In Proceedings of the 16th IEEE International Conference on Computer Supported Cooperative Work in Design, IEEE, Wuhan, China, pp. 289–294, 2012. DOI: 10.1109/CSCWD.2012.6221852.

[72] D. Lim, Y. S. Ong, Y. Jin, B. Sendhoff. Evolutionary optimization with dynamic fidelity computational models. In Proceedings of the 4th International Conference on Intelligent Computing Theories and Applications. With Aspects of Artificial Intelligence, Springer, Shanghai, China, pp. 235–242, 2008. DOI: 10.1007/978-3-540-85984-0_29.

[73] S. Koziel. Multi-fidelity multi-grid design optimization of planar microwave structures with sonnet. In Proceedings of the 26th Annual Review of Progress in Applied Computational Electromagnetics, Tampere, Finland, pp. 719–724, 2010.

[74] S. H. Wu, Z. H. Zhan, J. Zhang. SAFE: Scale-adaptive fitness evaluation method for expensive optimization problems. IEEE Transactions on Evolutionary Computation, vol 25, no. 3, pp. 478–491, 2021. DOI: 10.1109/TEVC.2021.3051608.

[75] J. Y. Li, Z. H. Zhan, J. Xu, S. Kwong, J. Zhang. Surrogate-assisted hybrid-model estimation of distribution algorithm for mixed-variable hyperparameters optimization in convolutional neural networks. IEEE Transactions on Neural Networks and Learning System, to be published. DOI: 10.1109/TNNLS.2021.3106399.

[76] D. J. J. Toal. Some considerations regarding the use of multi-fidelity kriging in the construction of surrogate models. Structural and Multidisciplinary Optimization, vol 51, no. 6, pp. 1223–1245, 2015. DOI: 10.1007/s00158-014-1209-5.

[77] G. H. Li, Q. F. Zhang, Q. Z. Lin, W. F. Gao. A three-level radial basis function method for expensive optimization. IEEE Transactions on Cybernetics, to be published. DOI: 10.1109/TCYB.2021.3061420.

[78] Z. H. Han, S. Göertz, R. Zimmermann. Improving variable-fidelity surrogate modeling via gradient-enhanced kriging and a generalized hybrid bridge function. Aerospace Science and Technology, vol 25, no. 1, pp. 177–189, 2013. DOI: 10.1016/j.ast.2012.01.006.

[79] N. Courrier, P. A. Boucard, B. Soulier. Variable-fidelity modeling of structural analysis of assemblies. Journal of Global Optimization, vol 64, no. 3, pp. 577–613, 2016. DOI: 10.1007/s10898-015-0345-9.

[80] C. Smith, J. Doherty, Y. C. Jin. Multi-objective evolutionary recurrent neural network ensemble for prediction of computational fluid dynamic simulations. In Proceedings of IEEE Congress on Evolutionary Computation, IEEE, Beijing, China, pp. 2609–2616, 2014. DOI: 10.1109/CEC.2014.6900552.

[81] G. Y. Sun, G. Y. Li, S. W. Zhou, W. Xu, X. J. Yang, Q. Li. Multi-fidelity optimization for sheet metal forming process. Structural and Multidisciplinary Optimization, vol 44, no. 1, pp. 111–124, 2011. DOI: 10.1007/s00158-010-0596-5.

[82] E. Y. Li, H. Wang, F. Ye. Two-level multi-surrogate assisted optimization method for high dimensional nonlinear problems. Applied Soft Computing, vol 46, pp. 26–36, 2016. DOI: 10.1016/j.asoc.2016.04.035.

[83] X. F. Ji, Y. Zhang, D. W. Gong, X. Y. Sun. Dual-surrogate-assisted cooperative particle swarm optimization for expensive multimodal problems. IEEE Transactions on Evolutionary Computation, vol 25, no. 4, pp. 794–808, 2021. DOI: 10.1109/TEVC.2021.3064855.

[84] J. Liu, Y. Wang, G. Y. Sun, T. Pang. Multisurrogate-assisted ant colony optimization for expensive optimization problems with continuous and categorical variables. IEEE Transactions on Cybernetics, to be published. DOI: 10.1109/TCSY.2021.3064676.

[85] X. W. Cai, L. Gao, X. Y. Li. Efficient generalized surrogate-assisted evolutionary algorithm for high-dimensional expensive problems. IEEE Transactions on Evolutionary Computation, vol 24, no. 2, pp. 365–379, 2020. DOI: 10.1109/TEVC.2019.2919762.

[86] Z. X. Li, V. Tam, L. K. Yeung, Z. L. Li. Applying an adaptive multi-population optimization algorithm to enhance machine learning models for computational finance. In Proceedings of the 22nd IEEE International Conference on High Performance Computing and Communications, the 18th IEEE International Conference on Smart City, the 6th IEEE International Conference on Data Science and Systems, IEEE, Yauca Island, Fiji, pp. 1322–1329, 2020. DOI: 10.1109/HPCC-SmartCity-DS3S50907.2020.00170.

[87] J. J. Zhou, X. F. Yao, Y. Z. Lin, F. T. S. Chan, Y. Li. An adaptive multi-population differential artificial bee colony algorithm for many-objective service composition in cloud manufacturing. Information Sciences, vol 456, pp. 50–82, 2018. DOI: 10.1016/j.ins.2018.05.009.

[88] J. Blanchard, C. Beauchier, T. Carletti. A surrogate-assisted cooperative Co-evolutionary algorithm for solving high dimensional, expensive and black box optimization problems. In Proceedings of the 6th International Conference on Engineering Optimization, Springer, Cham, Germany, pp. 41–52, 2018. DOI: 10.1007/978-3-319-97773-7_4.

[89] A. Życiowski, A. Gupta, J. Mańdziuk, Y. S. Ong. Addressing expensive multi-objective games with postponed preference articulation via memetic co-evolution. Knowledge-Based Systems, vol 154, pp. 17–31, 2018. DOI: 10.1016/j.knosys.2018.05.012.

[90] M. Neshat, B. Alexander, M. Wagner. A hybrid cooperative co-evolution algorithm framework for optimising power take off and placements of wave energy converters. Information Sciences, vol 534, pp. 218–244, 2020. DOI: 10.1016/j.ins.2020.03.112.

[91] Q. F. Zhang, W. D. Liu, E. Tsang, B. Virginas. Expensive multiobjective optimization by MOEA/D with Gaussian process model. IEEE Transactions on Evolutionary Computation, vol 14, no. 3, pp. 456–474, 2010. DOI: 10.1109/TEVC.2009.2033671.

[92] T. Akhtar, C. A. Shoemaker. Multi objective optimization of computationally expensive multi-modal functions with RBF surrogates and multi-rule selection. Journal of
Global Optimization, vol.64, no.1, pp. 17–32, 2016. DOI: 10.1007/s10898-015-0270-y.

[93] J. Y. Zhang, A. M. Zhou, G. X. Zhang. A classification and Pareto domination based multiobjective evolutionary algorithm. In Proceedings of IEEE Congress on Evolutionary Computation, IEEE, Sendai, Japan, pp. 2883–2890, 2015. DOI: 10.1109/CEC.2015.7257247.

[94] J. Knowles. ParEGO: A hybrid algorithm with on-line landscape approximation for expensive multiobjective optimization problems. IEEE Transactions on Evolutionary Computation, vol.10, no.1, pp.50–66, 2006. DOI: 10.1109/TEVC.2005.851274.

[95] L. Q. Pan, C. He, Y. Tian, H. D. Wang, X. Y. Zhang, Y. C. Jin. A classification-based surrogate-assisted evolutionary algorithm for expensive many-objective optimization. IEEE Transactions on Evolutionary Computation, vol.23, no.1, pp.74–88, 2019. DOI: 10.1109/TEVC.2018.2802784.

[96] T. Chugh, K. Sindhy, K. Miettinen, J. Hakanen, Y. C. Jin. On constraint handling in surrogate-assisted evolutionary many-objective optimization. In Proceedings of the 14th International Conference on Parallel Problem Solving from Nature, Springer, Edinburgh, UK, pp.214–224, 2016. DOI: 10.1007/978-3-319-45823-6_20.

[97] M. Herrera, A. Guglielmetti, M. Y. Xiao, R. F. Coelho. Metamodel-assisted optimization based on multiple kernel regression for mixed variables. Structural and Multidisciplinary Optimization, vol.49, no.6, pp.979–991, 2014. DOI: 10.1007/s00158-013-1029-z.

[98] H. C. Dong, B. W. Song, P. Wang, Z. M. Dong. Surrogate-based optimization with clustering-based space exploration for expensive multimodal problems. Structural and Multidisciplinary Optimization, vol.57, no.4, pp.1553–1577, 2018. DOI: 10.1007/s00158-017-1826-x.

[99] Y. Guo, J. Y. Li, Z. H. Zhan. Efficient hyperparameter optimization for convolution neural networks in deep learning: A distributed particle swarm optimization approach. Cybernetics and Systems, vol.52, no.1, pp.36–57, 2021. DOI: 10.1080/01969722.2020.1827797.

[100] J. L. Ding, C. E. Yang, Y. C. Jin, T. Y. Chai. Generalized multitasking for evolutionary optimization of expensive problems. IEEE Transactions on Evolutionary Computation, vol.23, no.1, pp.44–58, 2019. DOI: 10.1109/TEVC.2017.2785351.

[101] S. Huang, J. Zhong, W. Yu. Surrogate-assisted evolutionary framework with adaptive knowledge transfer for multi-task optimization. IEEE Transactions on Emerging Topics in Computing, to be published. DOI: 10.1109/TETC.2019.2945775.

[102] Z. H. Han, F. Liu, C. Z. Xu, K. S. Zhang, Q. F. Zhang. Efficient multi-objective evolutionary algorithm for constrained global optimization of expensive functions. In Proceedings of IEEE Congress on Evolutionary Computation, IEEE, Wellington, New Zealand, pp.2026–2033, 2019. DOI: 10.1109/CEC.2019.8789986.

[103] P. Liao, C. L. Sun, G. C. Zhang, Y. C. Jin. Multi-surrogate multi-tasking optimization of expensive problems. Knowledge-based Systems, vol.205, Article number 106262, 2020. DOI: 10.1016/J.KNOSYS.2020.106262.

[104] X. W. Cai, L. Gao, X. Y. Li, H. B. Qiu. Surrogate-guided differential evolution algorithm for high dimensional expensive problems. Swarm and Evolutionary Computation, vol.88, pp.288–311, 2019. DOI: 10.1016/j.swevo.2019.04.009.

[105] Q. H. Gu, Q. Wang, N. N. Xiong, S. Jiang, L. Chen. Surrogate-assisted evolutionary algorithm for expensive constrained multi-objective discrete optimization problems. Complex & Intelligent Systems, to be published. DOI: 10.1007/S40747-020-00249-X.

[106] F. Zhang, X. Y. Cai, Z. Fan. A batched expensive multi-objective optimization based on constrained decomposi- tion with grids. In Proceedings of IEEE Symposium Series on Computational Intelligence, IEEE, Xiamen, China, pp.2081–2087, 2019. DOI: 10.1109/SSCI44817.2019.9002765.

[107] L. Han, H. Wang. A random forest assisted evolutionary algorithm using competitive neighborhood search for expensive constrained combinatorial optimization. Memetic Computing, vol.13, no.1, pp.19–30, 2021.

[108] Z. Yang, H. B. Qiu, L. Gao, C. Jiang, L. M. Chen, X. W. Cai. A novel surrogate-assisted differential evolution for expensive optimization problems with both equality and inequality constraints. In Proceedings of IEEE Congress on Evolutionary Computation, IEEE, Wellington, New Zealand, pp.1688–1695, 2019. DOI: 10.1109/CEC.2019.8790113.

[109] P. S. Palar, T. Tsuchiya, G. T. Parks. A comparative study of local search within a surrogate-assisted multi-objective memetic algorithm framework for expensive problems. Applied Soft Computing, vol.43, pp.1–19, 2016. DOI: 10.1016/j.asoc.2015.12.039.

[110] R. E. Smith, B. A. Dike, S. A. Stegmann. Fitness inheritance in genetic algorithms. In Proceedings of ACM Symposium on Applied Computing, ACM, Nashville, USA, pp.345–350, 1995. DOI: 10.1145/315891.316014.

[111] J. H. Chen, D. E. Goldberg, S. Y. Ho, K. Sastry. Fitness inheritance in multi-objective optimization. In Proceedings of Genetic and Evolutionary Computation Conference, New York, USA, pp.319–326, 2002.

[112] Y. Zheng, B. A. Julstrom, W. D. Cheng. Design of vector quantization codebooks using a genetic algorithm. In Proceedings of IEEE International Conference on Evolutionary Computation, IEEE, Indianapolis, USA, pp.525–529, 1997. DOI: 10.1109/ICEC.1997.592666.

[113] K. Sastry, D. E. Goldberg, M. Pelikan. Don’t evaluate, inherit. In Proceedings of the 3rd Annual Conference on Genetic and Evolutionary Computation, ACM, San Francisco, USA, pp.551–558, 2001.

[114] Z. H. Zhan, X. F. Liu, H. X. Zhang, Z. T. Yu, J. Weng, Y. Li, T. L. Gu, J. Zhang. Cloudede: A heterogeneous differential evolution algorithm and its distributed cloud version. IEEE Transactions on Parallel and Distributed Systems, vol.26, no.3, pp.704–716, 2017. DOI: 10.1109/TPDS.2016.2597826.

[115] H. X. Zhen, W. Y. Gong, L. Wang. Data-driven evolutionary sampling optimization for expensive problems. Journal of Systems Engineering and Electronics, vol.32, no.2, pp.318–330, 2021. DOI: 10.23919/JSEE.2021.000027.

[116] I. B. Aydilek. A hybrid firefly and particle swarm optimization algorithm for computationally expensive numerical problems. Applied Soft Computing, vol.66, pp.232–249, 2018. DOI: 10.1016/j.asoc.2018.02.025.

[117] E. Ampellio, L. Vassio. A hybrid ABC for expensive optimizations: CEC 2016 competition benchmark. In Proceedings of IEEE Congress on Evolutionary Computation, IEEE, Vancouver, Canada, pp.1157–1164, 2016. DOI: 10.1109/CEC.2016.7743918.
[118] Q. Q. Kong, X. J. He, C. L. Sun. A surrogate-assisted hybrid optimization algorithms for computational expensive problems. In Proceedings of the 12th World Congress on Intelligent Control and Automation, IEEE, Guilin, China, pp.2126–2130, 2016. DOI: 10.1109/WCICA.2016.7578825.

[119] M. K. Karakasis, A. P. Giotis, K. C. Giannakoglou. Inexact information aided, low-cost, distributed genetic algorithms for aerodynamic shape optimization. International Journal for Numerical Methods in Fluids, vol.43, no.10–11, pp.1149–1166, 2001. DOI: 10.1002/fld.575.

[120] M. O. Akinsofu, B. Liu, V. Grout, I. P. Lazairidis, M. E. Mognassi, P. Di Barba. A parallel surrogate model assisted evolutionary algorithm for electromagnetic design optimization. IEEE Transactions on Emerging Topics in Computational Intelligence, vol.3, no.2, pp.93–105, 2019. DOI: 10.1109/TEICT.2018.2864747.

[121] M. K. Karakasis, D. G. Koubiogiannis, K. C. Giannakoglou. Hierarchical distributed metamodel-assisted evolution algorithms in shape optimization. International Journal for Numerical Methods in Fluids, vol.53, no.3, pp.455–469, 2007. DOI: 10.1002/fld.1288.

[122] Y. Z. Sun, J. Wang, Z. H. Lu. Asynchronous parallel surrogate optimization algorithm based on ensemble surrogating model and stochastic response surface method. In Proceedings of the 5th International Conference on Big Data Security on Cloud, IEEE International Conference on High Performance and Smart Computing, and IEEE International Conference on Intelligent Data and Security, IEEE, Washington, USA, pp.74–84, 2019. DOI: 10.1109/BIGDATASECURITY-HPS-IDS.2019.00024.

[123] Y. J. Gong, W. N. Chen, Z. H. Zhan, J. Zhang, Y. Li, Q. F. Zhang, J. J. Li. Distributed evolutionary algorithms and their models: A survey of the state-of-the-art. Applied Soft Computing, vol.34, pp.286–300, 2015. DOI: 10.1016/j.asoc.2015.04.061.

[124] X. F. Liu, Z. H. Zhan, J. H. Lin, J. Zhang. Parallel differential evolution based on distributed cloud computing resources for power electronic circuit optimization. In Proceedings of Genetic and Evolutionary Computation Conference Companion, ACM, Denver, USA, pp.117–118, 2016. DOI: 10.1145/2908961.2908972.

[125] N. Ma, X. F. Liu, Z. H. Zhan, J. H. Zhong, J. Zhang. Load balance aware distributed differential evolution for computationally expensive optimization problems. In Proceedings of Genetic and Evolutionary Computation Conference Companion, ACM, Berlin, Germany, pp.209–210, 2017. DOI: 10.1145/3067695.3075602.

[126] Z. H. Zhan, Z. J. Wang, H. Jin, J. Zhang, Adaptive distributed differential evolution. IEEE Transactions on Cybernetics, vol.50, no.11, pp.4633–4647, 2020. DOI: 10.1109/TCYB.2019.2944873.

[127] X. F. Liu, Z. H. Zhan, J. Zhang. Resource-aware distributed differential evolution for training expensive neural-network-based controller in power electronic circuit. IEEE Transactions on Neural Networks and Learning Systems, to be published. DOI: 10.1109/TNNLS.2021.3075205.

[128] J. Y. Li, Z. H. Zhan, R. D. Liu, C. Wang, S. Kwong, J. Zhang. Generation-level parallelism for evolutionary computation: A pipeline-based parallel particle swarm optimization. IEEE Transactions on Cybernetics, vol.51, no.10, pp.4848–4859, 2021. DOI: 10.1109/TCYB.2020.3028070.

[129] Y. F. Ge, W. J. Yu, Y. Lin, Y. J. Gong, Z. H. Zhan, W. N. Chen, J. Zhang. Distributed differential evolution based on adaptive merge and split for large-scale optimization. IEEE Transactions on Cybernetics, vol.48, no.7, pp.2166–2180, 2018. DOI: 10.1109/TCYB.2017.2728725.

[130] Z. J. Wang, Z. H. Zhan, W. J. Yu, Y. Lin, J. Zhang, T. L. Gu, J. Zhang. Dynamic group learning distributed particle swarm optimization for large-scale optimization and its application in cloud workflow scheduling. IEEE Transactions on Cybernetics, vol.50, no.6, pp.2715–2729, 2020. DOI: 10.1109/TCYB.2019.2933499.

[131] Z. J. Wang, Z. H. Zhan, S. Kwong, H. Jin, J. Zhang. Adaptive granularity learning distributed particle swarm optimization for large-scale optimization. IEEE Transactions on Cybernetics, vol.51, no.3, pp.1175–1188, 2021. DOI: 10.1109/TCYB.2020.2977956.

[132] M. N. Omidvar, X. D. Li, X. Yao. Smart use of computational resources based on contribution for cooperative co-evolutionary algorithm. In Proceedings of the 13th Annual Conference on Genetic and Evolutionary Computation Conference, ACM, Dublin, Ireland, pp.1115–1122, 2011. DOI: 10.1145/2001576.2001727.

[133] Z. G. Ren, Y. S. Liang, A. M. Zhang, Y. Yang, Z. R. Feng, L. Wang. Boosting cooperative coevolution for large scale optimization with a fine-grained computation resource allocation strategy. IEEE Transactions on Cybernetics, vol.49, no.12, pp.4180–4193, 2019. DOI: 10.1109/TCyB.2018.2859635.

[134] M. N. Omidvar, B. Kazimipour, X. D. Li, X. Yao. CB-CC3—A contribution-based cooperative co-evolutionary algorithm with improved exploration/exploitation balance. In Proceedings of IEEE Congress on Evolutionary Computation, IEEE, Vancouver, Canada, pp.3541–3548, 2016. DOI: 10.1109/CCECE.2016.7744238.

[135] M. Yang, M. N. Omidvar, C. H. Li, X. D. Li, Z. H. Cai, B. Kazimipour, X. Yao. Efficient resource allocation in cooperative co-evolution for large-scale global optimization. IEEE Transactions on Evolutionary Computation, vol.21, no.4, pp.493–505, 2017. DOI: 10.1109/TEVC.2016.2627581.

[136] B. Kazimipour, M. N. Omidvar, A. K. Qin, X. D. Li, X. Yao. Bandit-based cooperative coevolution for tackling contribution imbalance in large-scale optimization problems. Applied Soft Computing, vol.76, pp.265–281, 2019. DOI: 10.1016/j.asoc.2018.12.007.

[137] S. Mahdavi, S. Raahemifar, M. E. Shiri. Cooperative Co-evolution with sensitivity analysis-based budget assignment strategy for large-scale global optimization. Applied Intelligence, vol.47, no.3, pp.888–913, 2017. DOI: 10.1007/s10489-017-9926-x.

[138] A. Song, W. N. Chen, P. T. Luo, Y. J. Gong, J. Zhang. Overlapped cooperative co-evolution for large scale optimization. In Proceedings of IEEE International Conference on Systems, Man, and Cybernetics, IEEE, Banff, Canada, pp.3689–3694, 2017. DOI: 10.1109/SMC.2017.8123206.

[139] G. A. Trunfio. Adaptation in cooperative coevolutionary optimization. In Proceedings of Adaptation and Hybridization in Computational Intelligence, Springer, Cham, Germany, pp.91–109, 2015. DOI: 10.1007/978-3-319-14400-9_4.

[140] X. G. Peng, Y. P. Wu. Large-scale cooperative co-evolution with bi-objective selection based imbalanced multimodal optimization. In Proceedings of IEEE Congress on
Evolutionary Computation, IEEE, Donostia, Spain, pp. 1527–1532, 2017. DOI: 10.1109/CEC.2017.7969484.

[141] H. D. Wang, Y. C. Jin, J. O. Jansen. Data-driven surrogate-assisted multiobjective evolutionary optimization of a mushroom system. IEEE Transactions on Evolutionary Computation, vol.20, no.6, pp.939–952, 2016. DOI: 10.1109/TEVC.2016.2555315.

[142] D. Guo, T. Y. Chai, J. L. Ding, Y. C. Jin. Small data driven evolutionary multi-objective optimization of fused magnesium furnaces. In Proceedings of IEEE Symposium Series on Computational Intelligence, IEEE, Athens, Greece, pp.1–8, 2016. DOI: 10.1109/SSCI.2016.7850211.

[143] T. Chugh, K. Sindhy, K. Miettinen, Y. C. Jin, T. Kratky, P. Makken. Surrogate-assisted evolutionary multiobjective shape optimization of an air intake ventilating system. In Proceedings of IEEE Congress on Evolutionary Computation, IEEE, Donostia, Spain, pp.1541–1548, 2017. DOI: 10.1109/CEC.2017.7969486.

[144] T. Chugh, N. Chakraborti, K. Sindhy, Y. C. Jin. A data-driven surrogate-assisted evolutionary algorithm applied to a many-objective blast furnace optimization problem. Materials and Manufacturing Processes, vol.32, no.10, pp.1172–1178, 2017. DOI: 10.1080/10426914.2016.1269923.

[145] H. D. Wang, L. Feng, Y. C. Jin, J. Doherty. Surrogate-assisted evolutionary multitasking for expensive minimax optimization in multiple scenarios. IEEE Computational Intelligence Magazine, vol.16, no.1, pp.34–48, 2021. DOI: 10.1109/MCI.2020.3039607.

[146] C. He, Y. Tian, H. D. Wang, Y. C. Jin. A repository of real-world datasets for data-driven evolutionary multi-objective optimization. Complex & Intelligent Systems, vol.6, no.1, pp.189–197, 2020. DOI: 10.1007/s40747-019-00126-2.

[147] C. Picard, J. Schiﬀmann. Realistic constrained multiobjective optimization benchmark problems from design. IEEE Transactions on Evolutionary Computation, vol.25, no.2, pp.234–246, 2021. DOI: 10.1109/TEVC.2020.3020046.

[148] C. Lu, L. Gao, W. Y. Gong, C. Y. Hu, X. S. Yan, X. Y. Li. Sustainable scheduling of distributed permutation flowshop with non-identical factory using a knowledge-based multi-objective memetic optimization algorithm. Swarm and Evolutionary Computation, vol.60, Article number 100803, 2021. DOI: 10.1016/J.SWECO.2020.100803.

[149] Z. G. Chen, Y. Lin, Y. J. Gong, Z. H. Zhan, J. Zhang. Maximizing lifetime of range-adjustable wireless sensor networks: A neighborhood-based estimation of distribution algorithm. IEEE Transactions on Cybernetics, to be published. DOI: 10.1109/TCYB.2020.2977858.

[150] Y. F. Ge, W. J. Yu, J. L. Cao, H. Wang, Z. H. Zhan, Y. C. Zhang, J. Zhan. Distributed memetic algorithm for outsourced database fragmentation. IEEE Transactions on Cybernetics, vol.51, no.10, pp.4808–4821, 2021. DOI: 10.1109/TCYB.2020.3029762.

[151] J. Y. Li, K. J. Du, Z. H. Zhan, H. Wang, J. Zhang. Multi-criteria differential evolution: Treating multitask optimization as multi-criteria optimization. In Proceedings of Genetic and Evolutionary Computation Conference Companion, ACM, Lille, France, pp.183–184, 2021. DOI: 10.1145/3449726.3459456.

[152] X. F. Liu, Z. H. Zhan, T. L. Gu, S. Kwong, Z. Y. Lu, H. B. L. Duh, J. Zhang. Neural network-based information transfer for dynamic optimization. IEEE Transactions on Neural Networks and Learning Systems, vol.31, no.5, pp.1557–1570, 2020. DOI: 10.1109/TNNLS.2019.2920887.

[153] S. C. Liu, Z. H. Zhan, K. C. Tan, J. Zhang. A multiobjective framework for many-objective optimization. IEEE Transactions on Cybernetics, to be published. DOI: 10.1109/TCYB.2021.3082200.

[154] X. F. Liu, Z. H. Zhan, Y. Gao, J. Zhang, S. Kwong, J. Zhang. Coevolutionary particle swarm optimization with bottleneck objective learning strategy for many-objective optimization. IEEE Transactions on Evolutionary Computation, vol.23, no.4, pp.587–602, 2019. DOI: 10.1109/TEVC.2018.2875430.

[155] S. J. Li, W. Y. Gong, Q. Gu. A comprehensive survey on meta-heuristic algorithms for parameter extraction of photovoltaic models. Renewable and Sustainable Energy Reviews, vol.141, Article number 110828, 2021. DOI: 10.1016/J.RSER.2021.110828.

[156] W. Y. Gong, Z. W. Liao, X. Y. Mi, L. Wang, Y. Y. Guo. Nonlinear equations solving with intelligent optimization algorithms: A survey. Complex System Modeling and Simulation, vol.1, no.1, pp.15–32, 2021. DOI: 10.23919/CSMS.2021.0002.

[157] Z. G. Chen, Z. H. Zhan, H. Wang, J. Zhang. Distributed individuals for multiple peaks: A novel differential evolution for multimodal optimization problems. IEEE Transactions on Evolutionary Computation, vol.24, no.4, pp.708–719, 2020. DOI: 10.1109/TEVC.2019.2941480.

[158] X. Y. Cai, M. Hu, D. W. Gong, Y. N. Guo, Y. Zhan, Z. Fan, Y. H. Huang. A decomposition-based coevolutionary multiobjective local search for combinatorial multiobjective optimization. Swarm and Evolutionary Computation, vol.49, pp.178–193, 2019. DOI: 10.1016/J.SWECO.2019.05.007.

[159] X. Zhang, Z. H. Zhan, W. Fang, P. J. Qian, J. Zhang. Multi population ant colony system with knowledge based local searches for multiobjective supply chain configuration. IEEE Transactions on Evolutionary Computation, to be published. DOI: 10.1109/TEVC.2021.3097339.

[160] Z. W. Ma, Y. Wang, W. Song. A new fitness function with two rankings for evolutionary constrained multiobjective optimization. IEEE Transactions on Systems, Man, and Cybernetics: Systems, vol.51, no.8, pp.5005–5016, 2021. DOI: 10.1109/TSMC.2019.2943974.

[161] Y. Wang, J. P. Li, X. H. Xue, B. C. Wang. Utilizing the correlation between constraints and objective function for constrained evolutionary optimization. IEEE Transactions on Evolutionary Computation, vol.24, no.1, pp.29–43, 2020. DOI: 10.1109/TEVC.2019.2904900.

[162] Z. Z. Liu, Y. Wang. Handling constrained multiobjective optimization problems with constraints in both the decision and objective spaces. IEEE Transactions on Evolutionary Computation, vol.23, no.5, pp.870–884, 2019. DOI: 10.1109/TEVC.2019.2894743.

[163] Z. Tan, H. D. Wang. A kriging-assisted evolutionary algorithm using feature selection for expensive sparse multi-objective optimization. In Proceedings of IEEE Congress on Evolutionary Computation, IEEE, Lille, UK, pp.1–8, 2020. DOI: 10.1109/CEC48606.2020.9185825.

[164] Z. Tan, H. D. Wang, S. L. Liu. Multi-stage dimension reduction for expensive sparse multi-objective optimiza-
tion problems. Neurocomputing, vol. 440, pp. 159–174, 2021. DOI: 10.1016/j.neucom.2021.01.115.

**Jian-Yu Li** received the B. Sc. degree in computer science and technology from South China University of Technology, China in 2018, where he is currently pursuing the Ph. D. degree in computer science and technology with School of Computer Science and Engineering. He has been invited as a reviewer of *IEEE Transactions on Evolutionary Computation and the Neurocomputing.*

His research interests include computational intelligence, data-driven optimization, machine learning (deep learning, and their applications in real-world problems, and in environments of distributed computing and big data).

E-mail: jianyulics@qq.com
ORCID iD: 0000-0002-6143-9207

**Zhi-Hui Zhan** received the B. Sc. and the Ph. D. degrees in computer science from the Sun Yat-sen University, China in 2007 and 2013, respectively. He is currently the Changjiang Scholar Young Professor with School of Computer Science and Engineering, South China University of Technology, China. He was a recipient of the IEEE Computational Intelligence Society (CIS) Outstanding Early Career Award in 2021, the Outstanding Youth Science Foundation from National Natural Science Foundations of China (NSFC) in 2018, and the Wu Wen-Jun Artificial Intelligence Excellent Youth from the Chinese Association for Artificial Intelligence in 2017. His doctoral dissertation was awarded the IEEE Computational Intelligence Society (CIS) Outstanding Ph. D. Dissertation and the China Computer Federation (CCF) Outstanding Ph. D. Dissertation. He is listed as one of the Highly Cited Chinese Researchers in Computer Science. He is currently an Associate Editor of *IEEE Transactions on Evolutionary Computation, Neurocomputing,* and Memetic Computing.

His research interests include evolutionary computation algorithms, swarm intelligence algorithms, deep learning, and their applications in real-world problems, and in environments of cloud computing and big data.

E-mail: zhanapollo@163.com (Corresponding author)
ORCID iD: 0000-0003-0862-0514

**Jun Zhang** received the Ph. D. degree in electronic engineering from City University of Hong Kong, China in 2002. He is currently a Korea Brain Pool Fellow Professor with Hanyang University, Republic of Korea, a visiting professor with Victoria University, Australia, and a visiting professor with Chaoyang University of Technology, China. He has published over more than 150 IEEE Transactions papers in his research areas. He was a recipient of the Changjiang Chair Professor from the Ministry of Education, China in 2013, the National Science Fund for Distinguished Young Scholars of China in 2011, and the First-Grade Award in Natural Science Research from the Ministry of Education, China in 2009. He is currently an Associate Editor of *IEEE Transactions on Evolutionary Computation* and *IEEE Transactions on Cybernetics.*

His research interests include computational intelligence, cloud computing, operations research, and power electronic circuits.

E-mail: junzhang@ieee.org