Prediction and Analysis of Corona Virus Disease (COVID-19) using Cubist and OneR
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Abstract. Inflammatory syndrome usually occurs with the adults who have already affected with corona virus. Multi system syndrome in children may affect different parts of the body like lungs, liver, kidneys and brain. The level of current infection can be known by proceeding with two kinds of tests, namely viral tests and anti body tests. Viral tests determine the level of current infection and antibody tests are about past infection. Though decision on test will be provided by health care units, there will be an uncertainty in evaluation of results. The variation in potential of antibodies will influence the resulting parameters. The effect of inaccurate test results is to be traced, because people may suffer from reinfeciton in their bodies over a period of time. In this paper the uncertainty analysis is carried out using Cubist and OneR algorithms. In the cubist algorithm leaf nodes can be analyzed using regression models. Accuracy of the predictions are analyzed using contingency table and false positives and true negatives are tracked using confusion matrix. This analysis assists in determining the trans conditional state of the disease with dynamism. With the analysis carried out cubist proves to be the best algorithm.
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1 Introduction

Corona viruses cause illnesses like cold, respiratory problems such as Severe Acute Respiratory Syndrome (SARS) and Middle East Respiratory Syndrome (MERS). The greatest need of current situation of pandemic diseases is evaluation of test results. In order to make test result vigilant, the analysis of symptoms is to be carried out resourcefully. Even though there are antibodies persisting in the body, there may be a chance of getting reinfected. Since long the attention had been paid towards the people who had developed antibodies for raising immunity levels to the virus. Anti bodies are y shaped proteins that lie in certain regions of the body. Anti bodies are produced by immune cells also known as B cells. They fight against foreign body cells for not getting infected on the specific region that they bind with. There is an imbalance between the virus and the immune cells that fight against virus. Owing to
this, the results will vary. In this paper, the dataset is analyzed using two machine learning algorithms one is Cubist and the other OneRule(OneR). The Cubist algorithm is regression based model and target attribute prediction can be done with several predictor attributes. By submitting the dataset to OneR the impact of individual feature attributes can be well analyzed.

2 Related Work

Jian worked on Random Forest and Cubist algorithms for analyzing shear strength rockfill materials. Comparison of the models were done based on Root Mean Square Error(RMSE), Mean Estimation Error(MAE) and sensitivity analysis for prediction analysis[1,15]. Phan compared Multiple linear regression, Cubist Regression and Random Forest algorithms for estimating temperature of air. The dataset was divided into two parts one is calibration and the other is validation using 70% and 30% ratio respectively. Linear and Multiple linear regression models were used for Ta estimation using MODIS Land Surface Time(LST)[2]. Sathishkumar discussed a rule based regression predictive model for predicting bike sharing based on weather data. The model was evaluated using Cubist, Random Forest, classification and regression trees, KNN and conditional interference tree. Global Positioning System(GPS) enabled mobile application was developed for bicycle renting[3]. 36 machine learning algorithms were compared to predict indoor room temperature of a smart building. Finally, they came to conclusion that ExtraTrees regressor is the best for obtaining highest average accuracy[4,10]. The coronavirus was predicted with regards to accuracy using ARIMA, CUBIST, RIDGE and RF learners. This analysis will assist in decision making systems. Also it was inferred that SVR and stacking ensemble learning are best suitable for forecasting COVID-19 cases[5,11]. Xuan developed highly accurate artificial intelligence model for predicting slope in open pit mines. Author proposed M5Rules-GA model and proved to be the best in comparison with FFA SVR, ANN PSO, ANN ICA, ANN GA and ANN ABC [6,14]. Yaghoub Dabiri proposed a real time left ventricular mechanics simulator for analyzing both passive and active behavior of myocardium during diastole.LV pressures are estimated using XGboost and Cubist. They concluded that Cubist results are good when compared to Gradient Boost algorithm [7]. The transformations of portrait photographs are analyzed using deep learning and image processing techniques. Guanyu Lian worked with online selfie photographs [8,9,12].

3 Methodology

World Health Organization (WHO) emphasized that nobody can give confirmation about the period of protection that antibodies give. Expanding on this point, it is required to track the inaccurate tests by observing the error rates of tests based on the statistical data collected. The uncertainties caused due to inaccurate assumptions can be overcome by analyzing the data with different algorithms. Evidently, the algorithm that yields less error will be considered as solution. The strategic solution derived can
also be reassessed for obtaining better results. The problem is addressed in 2 phases:
1. Applying Cubist algorithm to predict target value with ‘n’ number of input variables that experiments on rules. 2. Using OneR evaluates accuracy of the prediction of each feature in decreasing order.

3.1. Modeling Using Cubist
The dataset is downloaded from kaggle and used for analysis. This contain the following information:
'data.frame': 374 obs. of 9 variables:
$ id : int 1 2 3 4 5 6 7 8 9 10 ...
$ country : chr "China" "China" "China" "China" ...
$ gender : chr "male" "female" "male" "female" ...
$ age : int 66 56 46 60 58 44 37 39 56 ...
$ visitingWuhan: int 1 0 0 1 0 0 1 1 1 ...
$ fromWuhan : int 0 1 1 0 0 1 1 0 0 ...
$ symptom1 : int 0 0 0 0 0 0 0 0 0 ...
$ symptom : chr "" "" "" "" ...
$ death : int 0 0 0 0 0 0 0 0 0 ...

Fig.1. Analysis of symptoms using WEKA.

The frequency count of the symptoms is shown in Fig.1. Cubist algorithm is applied for the dataset chosen, for conditional outcomes. The spread of the disease
may occur with people of age>60 and people visiting or coming from Wuhan as per the dataset. Also the deaths may cause with or without symptoms. Considering these factors, the rules are framed based on the current scenario and analyzed the outputs. The impact of disease attack of corona is analyzed with the rules as mentioned below:

Rule 1: age > 60 & visitingWuhan == 1 || fromWuhan == 1 & death == 1 [Fig.2]
Rule 2: age > 60 & visitingWuhan == 1 || fromWuhan == 1 & death == 0 [Fig.3]
Rule 3: age > 60 & symptom1 == 0 & death == 1 [Fig.4]
Rule 4: age > 60 & symptom1 == 1 & death == 0 [Fig.5]
Using cubist method in R, 299 cases are considered (80% training and 20% test data) with mean 0.1 and range 0 to 1 with estimated error 0.0 for applying one rule. Rule 1: [299 cases, mean 0.1, range 0 to 1, estimated err 0.0] Fig.2-5 represents the rule based analysis based on Cubist algorithm.
3.2. One Rule (OneR)

The implication of disease analysis is computed using OneR for evaluating predictions and is interpreted as below:

*OneR algorithm for resolving uncertainty:*

For each symptom
For each value of the symptom
Count for number of cases becoming positive
Observe the frequent symptoms for positive cases
Create rules based on the observations made
Compute error in each prediction
Select the predictor for which it is less error prone

The following are the observations obtained by implementing OneR algorithm. The OneR evaluation model is depicted in Fig.6. The number of people died off with or without symptoms in Fig.7, and the frequency of death occurred or not in Fig.8.

3.2.1. Contingency table for finding accuracy

Table.1. Contingency Table

| Death      | (0,88) | (88,177) | (177,264) | (264,352) | (352,440) | Sum |
|------------|--------|----------|-----------|-----------|-----------|-----|
| 0          | *63    | *65      | *58       | *72       | *75       | 333 |
| 1          | 24     | 15       | 0         | 0         | 0         | 39  |
| Sum        | 87     | 80       | 58        | 72        | 75        | 372 |

Contingency table is constructed for evaluation of association rules based on the symptoms. The number of deaths occurred in each interval is listed in Table.1.
3.2.2. Confusion matrix for tracking of false positives and true negatives [Table 2.]

Table 2 Confusion matrix

|                   | Actually negative(0) | Actually positive(1) |
|-------------------|-----------------------|----------------------|
| Predicted negative(0) | 335                   | 35                   |
| Predicted positive(1)  | 2                     | 2                    |

The accuracy based on rules using OneR analysis is 89.52 \%(333/372)\), error rate is 0.1043(39/374) and Maximum occurrences in each column is represented by ‘*’ using contingency table. Also the accuracy of prediction is 89.57 \%(335/374) with confusion matrix. The OneR model is explored as given below:

![Fig. 6. OneR model diagnostic plot](image1)

![Fig. 7. Disease clustering based on symptoms](image2)
The death rate analysis is calculated by taking bins, which discretizes the numerical data into clusters. In this scenario, number of bins is taken as 2, stating ‘0’ for alive and ‘1’ for death with people having symptoms. Like that we can pose and analyze rules for any dataset with any number of conditions. Data imbalance arises due to uneven distribution of instances for various classes. Data imbalance problem is analyzed in this paper by forming disease clusters based on symptoms (Fig.1 and Fig.7).

4 Results and Discussion

Based on computational analytics explored above the following observations are inferred and are tabulated in Table.3. as listed below.

Table.3. Comparative analysis of Cubist and OneR

| Parameter       | Cubist                                                                 | OneR                                                                 |
|-----------------|------------------------------------------------------------------------|---------------------------------------------------------------------|
| Purpose         | Regression model by pruning subsets of tree based on rules             | Baseline for classification using which number of deaths is counted using bins. |
| Accuracy        | Estimated error 0, average and relative errors are 0 and correlation coefficient 1. | Error rate: 0.1043 Accuracy: 89.52%                                  |
| Removed instances | 0                                                                       | Two instances are removed due to missing values                       |
| Ordering        | Accuracy will be evaluated based on number of rules                   | Accuracy of the attribute is in decreasing order                      |
| False predictions | 0                                                                       | 2(372 with Contingency table and 374 with confusion matrix           |
| Evaluation      | Evaluation based on training data                                      | Based on total instances                                             |
| Rules           | Only one rule is used. More number of rules can be imposed using ‘rules’ parameter of cubistcontrol method. | 5 rules are framed based on id attribute.                             |
**Conclusion**

With the time varying instances both the algorithms competed with each other in the performance point of view. However, since the accuracy takes highest priority, and the corona disease impact will be based on symptoms prediction analysis should be carried out properly. OneR evaluates accuracy based on the chosen attribute in decreasing order. If the individual feature is more of concern, OneR is preferable and Cubist evaluates large datasets in a very less amount of time. Cubist gives better result as the error rate is zero with reference to OneR algorithm. The analysis carried out so far, helps in facilitating baseline performance analysis of statistical data to the authorities involved in decision making.
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