A Discussion on the Effective Ventilation Distance in Dead-End Tunnels
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Abstract: Forcing ventilation is the most widely used system to remove noxious gases from a working face during tunnel construction. This system creates a region near the face (dead zone), in which ventilation takes place by natural diffusion, rather than being directly swept by the air current. Despite the extensive use of this system, there is still a lack of parametrical studies discerning the main parameters affecting its formation as well as a correlation indicating their interrelation. With this aim in mind, computational fluid dynamics (CFDs) models were used to define the dead zone based on the airflow field patterns. The formation of counter vortices, which although maintain the movement of air hinder its renewal, allowed us to discuss the old paradigm of defining the dead zone as a very low air velocity zone. Moreover, further simulations using a model of air mixed with NO₂ offered an idea of NO₂ concentrations over time and distance to the face, allowing us to derive at a more realistic equation for the effective distance. The results given here confirm the degree of conservativism of present-day regulations and may assist engineers to improve ventilation efficiency in tunnels by modifying the duct end-to-face distance.
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1. Introduction

Underground ventilation provides enough airflow to the workings to dilute and remove noxious gases and dust. Furthermore, underground ventilation supplies O₂ where it has been depleted and controls temperature. Noxious gases may come from strata rock (e.g., CH₄, CO₂, H₂S, Rn), be generated by underground machinery (e.g., CO, CO₂, NOₓ), or be a consequence of blasting operations (CO, NOₓ) [1,2]. Two systems are used for mine ventilation purposes, namely, principal and ancillary. The former provides air to the overall mine, establishing general air circulation. The latter is used in developing workings and galleries and provides fresh air to specific areas in the mine. The ancillary ventilation of mine galleries is similar to that used in tunnels under construction. The main difference between them is that, for tunnel ventilation purposes, outside air is directly conducted to the face, whereas in mine ventilation fresh air has to be diverted from the main ventilation system into the working faces.

The favorite ventilation system for ancillary mine ventilation is the forcing system. Forcing is preferred over exhaust ventilation, as the fresh air coming along the roadway usually enters the duct straight away without sweeping the face first [3] (p. 7). The physics of this ventilating system is similar to a that of free jet that progressively opens, reducing its velocity until it reaches zero. The region in which the air is immobile is termed “the dead zone”, and it is separated by distance from the face “dₑ” (Figure 1). In this zone, ventilation takes place by natural diffusion rather than being directly swept by the air current. The distance between the duct end and the dead zone is the air jet range, which is
termed “the effective distance” ($e_z$). The sum of both distances is the space between the duct end and the face ($d_s$). The limit case occurs when there is no dead zone so that “$e_z$” is equal to “$d_s$”.
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**Figure 1.** Section (S), dead ($d_z$) and effective zones ($e_z$) for a drivage forcing ventilation system.

The most simple reference range for $e_z$ is less than 15 m (e.g., [3] (p. 7)). Other authors consider “$e_z$” as a function of the gallery section ($S$) so that $e_z$ be less than $4 \sqrt{S}$ or less than $6 \sqrt{S}$ (e.g., [4] (p. 381)). Moreover, others consider the gallery section and a parameter “$a$”, which is usually 0.07, in which case $e_z < 0.5 \sqrt{S} \left(1 + \frac{1}{a}\right) = 4 \sqrt{S} \approx 12 - 15$ m [5] (p. 245). Finally, additional approaches consider the ventilation duct as a reference, in which case “$e_z$” should be 10–15 times as large as its diameter [6]. All legal requirements worldwide follow one of these recommendations, without getting into the physics of the dead zone formation.

Computational fluid dynamics (CFDs) has become an important tool for most fluid dynamics engineering problems, thus playing an emerging role in mine ventilation systems design [7]. Its popularity is mainly due to its low cost and capability of measuring parameters, which are difficult or almost impossible to obtain experimentally, as well as its fast assessment and adaptability to varying design conditions. In this context, CFDs may offer insight into the mechanics of dead zone formation.

The first CFDs in the field of mine ventilation were started by Herdeen and Sullivan (1993) and Srinivasa et al. (1993), who used a Eulerian–Lagrangian formulation. Since the apparition of modern commercial software, CFDs models have been used in several aspects of mine ventilation. Thus, extensive studies have been conducted in the field of dust transport (e.g., [7,8]) and heat transfer. The latter is important the case of heat fires and explosions in longwall working faces (e.g., [9,10]). Moreover, Sasmito et al. [11] studied air conditioning as a complement to ventilation for heat control in dead-end tunnels. Furthermore, Yuan and Smith [12] studied the low-temperature oxidation of coal using unsteady-state simulations. Likewise, Shi et al. [13] developed a CFDs model for coal spontaneous combustion under goaf gas drainage conditions.

As concerns auxiliary ventilation, Diego et al. [14] compared traditional and CFDs models for calculating losses in a dead-end circular tunnel, highlighting the advantages of CFDs over traditional calculations. Toraño et al. [15] studied auxiliary ventilation roadways driven with roadheaders, but their results cannot be directly transferred for dead-end tunnel ventilation. Sasmito et al. [16] performed a computational study on gas control in a room and pillar coal mine. Toraño et al. (2009) [17] modeled methane behavior, but did not consider blasting gases, in coal mines ancillary ventilation. Li, Aminossadat and Wu [18] studied ancillary ventilation in super large developments. Onder, Sarac and Cevik studied the ventilation of a cul-de-sac, but focused on fan–duct interaction rather than on the flow outside the duct. Fang, Yao and Lei conducted a parametrical study but did not consider the cross-sectional area as a variable [19]; thus, the magnitude of the effects associated with the whole set of parameters is yet to be established. Szlazak et al. [20] and Reed and Taylor [21] indicated that ancillary ventilation has been conducted under old-fashioned guidelines. As a consequence, it can be concluded that there is still a lack of knowledge concerning ventilation setup influence on dead zone formation in an empty heading. All things considered, the main aim of this study is to determine the correlations among the main factors influencing the effective distance in cul-de-sac ventilation so that their respective influences can be quantified. The following parameters are taken into account: tunnel
section, flow rate and position with regard to the tunnel axis. This distance was first assessed based on
the flow field patterns obtained, and later on a mixture model of air and NO\textsubscript{2}.

The rest of the paper is organized as follows. Section 2 defines the geometries, exposes the
discretization, presents the equations solved by the CFDs model, defines the boundary conditions,
indicates the software configuration, describes the criteria followed for the delimitation of the dead
zone and explains the mixture model. Section 3 discusses the delimitation of the dead zone and
presents the correlation for dead-end-to-face distance, based on both flow field patterns and flow field
patterns plus the mixture model correction. We conclude the paper in Section 4.

2. Materials and Methods

All the work was carried out by means of the ANSYS package, which allows for the modeling
of different engineering problems using numerical methods. In this case, the hardware used to run
the bulk of the simulations consisted in a cluster of computers equipped with i7-6800K processors
and 32 GB DDR4 RAM. With these computers and the settings described later, each simulation was
run for between 4 h and 5 h. Figure 2 illustrates a flow chart depicting the methodology followed by
the authors.
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**Figure 2.** Flow chart that depicts the methodology followed.

2.1. Geometries

The geometry was generated using an ANSYS Design Modeler, commercial software, which
is included in the ANSYS WorkBench package. A parametric study was performed for the study.
The geometries of the tunnel and the variables considered are given in Figure 3. Face-to-duct end
distances were large enough to ensure that the flow was not influenced by boundary conditions.
The tunnel profile was defined for a regular tunnel section. All of the analyzed profiles were concentric
to that depicted in Figure 3. Common sections for mine ducts were retrieved from commercial catalogs
and particularly from [22] (p. 236). The parametrized geometry is specified in Table 1 for the four
scenarios considered.

![Diagram](image)

**Figure 3.** Definition of the parameters. Tunnel view: Left, lateral; right, front.
Table 1. Geometrical parameters used for the parametric study.

| Geometrical Parameters for Each Scenario | Parameter |
|----------------------------------------|-----------|
|                                        | A | H | R | R_d | D | L_d | L_t | S |
| Units | m | m | m | m  | m | m  | m  | m^2 |
| Scenario | 1 | 5.4 | 1.8 | 2.7 | 1.8 | 0.54 | 50 | 100 | 21.17 |
|         | 2 | 6  | 2  | 3  | 2  | 0.60 |     |     | 26.13 |
|         | 3 | 7.2| 2.4| 3.6| 2.4| 0.72 |     |     | 37.63 |
|         | 4 | 9  | 3  | 4.5| 3  | 0.90 |     |     | 58.80 |

2.2. Discretization

The geometry discretization was performed by means of ANSYS ICEM CFD. This software allows for the formation of high-quality hexahedral meshes based on the blocking method. Each of the meshes generated for the four scenarios had about one million cells (Figure 4a). The mesh quality was assessed by means of the angle criterion. This criterion takes into account the internal angles of each cell and seeks the maximum internal angle deviation from 90° for each element. Figure 4b shows that the mesh quality was above the typical quality criterion for CFDs purposes, which is 18°. In addition, most of the cell angles were close to the optimum value (90°).

![Mesh](a)
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Figure 4. (a) Mesh and (b) mesh quality in terms of angle criterion.

In addition, a sensibility analysis of the mesh was also carried out. In Figure 5 the effective ventilation distance in front of the number of mesh cells in millions is shown. Three meshes were simulated (0.7 M/1 M/4 M cells) for scenario 2 and 20 m/s at the inlet boundary condition. It can be seen...
that the effective ventilation distance depends on the number of cells used, but the error committed with each of the meshes is negligible, as opposed to the value of the distance (about 1.5% for the mesh of 0.7 M cells). Nevertheless, in order to minimize the error while maintaining an optimum simulation time, the mesh of 1 million cells was selected for the subsequent experiments. The value for this mesh is near to the convergence value with a deviation of 0.3% (Figure 5), which is an assumable error.

![Figure 5. Mesh sensibility analysis.](image)

2.3. CFDs Model

Since the Navier–Stokes equations cannot be solved analytically, the assessment of the flow pattern was performed by means of ANSYS Fluent software. This software solves the Navier–Stokes Equations (1)–(7) [23] using the finite volume model.

Continuity equation:

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{v}) = S_m.$$  (1)

Simplified to the problem:

$$\frac{\partial (\rho u)}{\partial x} + \frac{\partial (\rho v)}{\partial y} + \frac{\partial (\rho w)}{\partial z} = 0.$$  (2)

Momentum conservation equation:

$$\frac{\partial}{\partial t}(\rho \vec{v}) + \nabla \cdot (\rho \vec{v} \vec{v}) = -\nabla P + \nabla \cdot (\vec{\tau}) + \rho \vec{g} + \vec{F}.$$  (3)

Simplified to the problem and decomposed in three axes:

$$-\frac{\partial P}{\partial x} + \frac{\partial (\tau_{xx})}{\partial x} + \frac{\partial (\tau_{yx})}{\partial y} + \frac{\partial (\tau_{zx})}{\partial z} = \nabla \cdot (\rho \vec{u} \vec{u}),$$  (4)

$$-\frac{\partial P}{\partial y} + \frac{\partial (\tau_{yx})}{\partial x} + \frac{\partial (\tau_{yy})}{\partial y} + \frac{\partial (\tau_{zy})}{\partial z} = \nabla \cdot (\rho \vec{v} \vec{v}),$$  (5)

$$-\frac{\partial P}{\partial z} + \frac{\partial (\tau_{zx})}{\partial x} + \frac{\partial (\tau_{zy})}{\partial y} + \frac{\partial (\tau_{zz})}{\partial z} = \nabla \cdot (\rho \vec{w} \vec{w}).$$  (6)

The stress vector was calculated as:

$$\vec{\tau} = \mu \left[ (\nabla \vec{v} + \nabla \vec{v}^T) - \frac{2}{3} \nabla \cdot \vec{v} I \right].$$  (7)

2.4. Turbulence Model

The equations above were solved using the SIMPLE scheme for the pressure–velocity coupling. In addition, for turbulence modeling, a k-ε model was selected [24]. The k-ε model is a two-equation model, which aims at resolving the turbulence using two parameters: the turbulence kinetic energy (k) and the dissipation rate (ε). The equations solved by this model are listed as Equations (8) and (9) [23]:

$$\frac{\partial k}{\partial t} + \nabla \cdot (\rho \vec{v} k) = \nabla \cdot (\mu) \nabla k + \nabla \cdot (\mu) \nabla \frac{\partial \vec{v}}{\partial t} - \epsilon,$$  (8)

$$\frac{\partial \epsilon}{\partial t} + \nabla \cdot (\rho \vec{v} \epsilon) = \nabla \cdot (\mu) \nabla \epsilon + \frac{\epsilon}{k} \left( \nabla \cdot (\rho \vec{v} k) \right)$$  (9)
model, which aims at resolving the turbulence using two parameters: the turbulence kinetic energy \( (k) \) and the dissipation rate \((\varepsilon)\).

The equations solved by this model are listed as Equations (8) and (9) [23]:

\[
\frac{\partial}{\partial t}(\rho k) + \frac{\partial}{\partial x_i}(\rho ku_i) = \frac{\partial}{\partial x_j}\left[\mu + \frac{\mu_t}{\sigma_k}\frac{\partial k}{\partial x_j}\right] + G_k + G_h - \rho \varepsilon - Y_M + S_k, \tag{8}
\]

\[
\frac{\partial}{\partial t}(\rho \varepsilon) + \frac{\partial}{\partial x_i}(\rho \varepsilon u_i) = \frac{\partial}{\partial x_j}\left[\mu + \frac{\mu_t}{\sigma_\varepsilon}\frac{\partial \varepsilon}{\partial x_j}\right] + C_{1\varepsilon}\frac{\varepsilon}{k}(G_k + C_3\varepsilon G_h) - C_{2\varepsilon}\rho \varepsilon^2 k + S_\varepsilon, \tag{9}
\]

Where:

\[\mu_t = \rho C_{\mu} \frac{k^2}{\varepsilon}\]

\[C_{3\varepsilon} = \tanh\left(\frac{2}{\|\mu\|}\right)\]

2.5. Boundary Conditions

The boundary conditions are represented in Figure 6. Walls were defined following the default criteria of the software. The inlet velocity varied from 1 to 20 m/s according to the practical values offered by Vergne (2003). The velocity at the pressure outlet was set uniform at 0 Pa, so data were in manometric pressure.

![Figure 6. Boundary conditions of the simulations.](image)

2.6. Software Configuration

In order to obtain reliable data, the following simulation parameters (Table 2) were selected.

| Turbulence Model                  | Realizable k-\(\varepsilon\) with Non-Equilibrium |
|-----------------------------------|---------------------------------------------------|
| Pressure–Velocity Coupling        | SIMPLE Scheme                                     |
| Transient Formulation             | Second-Order Implicit                             |
| Spatial Discretization            |                                                   |
| Gradient                          | Green-Gauss Cell-Based                            |
| Pressure                          | Second Order                                      |
| Momentum                          | Second Order                                      |
| Turbulent Kinetic Energy          | Second Order                                      |
| Turbulent Dissipation Rate        | Second Order                                      |
To minimize the results, errors all residuals of the simulation were set at $10^{-5}$. This fact enables us to obtain more reliable data. Also, all simulations were initialized with 0 velocity in the three components, which is more important in the mixture model simulations.

2.7. Dead Zone Delimitation

The dead zone is the area in which the ventilating flow is not capable of sweeping the blasting gases. For practical reasons, several authors and legislations have defined the dead zone as that where the air velocity is at most 0.5 m/s [19] or, less restrictively, at most 0.15 m/s [18,25]. This definition, for a long period, implies that any air clearance is still possible until the air velocity is zero. We can see in the discussion section that this definition does not fit into reality.

For this reason, two alternative methodologies were tested in order to design the dead zone, which are: (a) air jet velocity analysis through the tunnel axis; (b) analysis of the area-weighted mean vertical speed in sections transverse to the tunnel axis.

For this first method, the control surfaces 1.25 times as large as the duct diameter and coaxial with it, were generated every half meter, covering the distance between the duct and the face. In the second approach, control surfaces were generated every half meter, covering the entire section of the tunnel.

2.8. Mixture Model

A mixture model is a simplified multiphase model regularly used to simulate homogeneously mixed flows if the coupling between the phases is strong. This model was selected to monitor the concentration of a tracer gas inside the dead-end tunnel [26]. In general, the most problematic gases after blasting are CO and NO$_x$ (NO + NO$_2$), of which NO$_2$ is the most critical. This is because NO quickly oxidizes to NO$_2$, which is the most toxic and diffuses with greater difficulty.

All simulations were initialized at a concentration of 5% in the volume of this gas. Different flow rates of fresh air (0% NO$_2$) were simulated at the inlet to compare them with the aerodynamic simulation results. Ventilation times not greater than 20 min were considered because longer re-entry times after blasting significantly reduce tunneling productivity. All simulations were conducted for scenario 4 and with fresh air duct velocities less than 20 m/s.

3. Results and Discussion

3.1. Dead Zone Delimitation and Flow Field Patterns

Figure 7 was obtained by plotting contours of the air velocity magnitude in a longitudinal plane of the tunnel, which intersects the duct. It can be observed that the air jet tends to adhere to the tunnel roof owing to the Coandă effect [27,28]. This effect increases friction and energy losses of the air jet and reduces the effective distance. Moreover, as the jet flow expands, the air velocity decreases down to values close to zero. In light of this, the first option would be to consider the effective distance as that in which the air velocity is almost zero.
Figure 8 depicts the average velocity of the air jet along the tunnel, measured in control surfaces 1.25 times larger than the duct diameter and coaxial with it. In this way, a continuous decrease in the absolute value of the air jet velocity can be observed. This curve reaches a point when velocity is almost zero and, once again, this could be defined as the beginning of the dead zone.

The analysis of the area-weighted average vertical air velocity ($V_y$) on control surfaces covering the entire transverse section of the tunnel is shown in Figure 10. The first phenomenon, observable at approximately 90 m from the face, was a zone of highly positive velocities. Upon analyzing the flow pattern, it can be perceived that judging from the simulation, the return flow is constricted in the lower part of the tunnel. However, at a certain moment the flow was free from the influence of the ventilation jet and filled the entire tunnel section. This phenomenon generates turbulence inside the tunnel and is responsible for this zone of mean positive vertical velocities in the simulation. Moreover, the negative mean vertical velocity observed in Figure 10 corresponds to the region where all the ventilation flow changes its direction towards the floor of the tunnel. This point is considered as the delimitation of the dead zone. In this way, we consider the limit of the dead zone where the negative vertical velocity reaches its maximum, although both approaches suggest very similar results.
Figure 10. Mean vertical velocity along the tunnel axis for scenario 4 and inlet velocity 20 m/s.

Figure 11a shows the influence of the flow rate over the effective ventilation distance. According to this simulation, this distance grows rapidly for flow rates less than 1 m³/s, which are not common for mine ventilation purposes and reach a horizontal asymptote at a flow rate of about 5 m³/s. Moreover, this figure also shows a poor correlation between our expression and the legal requirements (shaded zone) for the low airflow rates and a good correlation for the large ones (horizontal asymptote). Moreover, it can be seen that the effective ventilation distance has a logarithmic relation to the flow rate. The linearization of this function allows us to assume that for common ventilation conditions, the effective distance is proportional to the logarithm of the flow rate (Figure 11b).

3.2. Mathematical Model for the Effective Distance

Figure 12a shows the effective distance as a function of the flow rate for each scenario. Raw data were adimensionalized using the following coefficients, where the second coefficient was derived from the Reynolds number:

\[ f_1 = \frac{e_z}{D_h} \]

\[ f_2 = \frac{Q \rho}{D_h \mu'} \]

where:

- \( e_z \): effective distance (m);
where:
- $D_h$: hydraulic diameter of the tunnel section (m);
- $Q$: ventilation flow rate (m/s);
- $\rho$: air density (kg/m$^3$);
- $\mu$: air dynamic viscosity (Pa·s).

Figure 12b shows the transformed data according to the first dimensionless coefficient and the logarithm of the second. It was observed that if the curves were adimensionalized, they overlapped. That is to say, the solution is proportional if tunnel and duct sections remain constant. These results imply that this section alone should no longer be a parameter to study, and further work should be undertaken to study other parameters—for instance, the ratio between tunnel and duct sections. In general terms, it can be observed that the larger the tunnel section and the clean airflow rate, the longer the maximum effective distance. These results are in accordance with Feroze and Genc [29].

\[ e_z = D_h \left( 4.40 \ln \left( \frac{Q \rho}{\mu D h} \right) - 28.36 \right) \]  

\[ D_h = \frac{4A}{P_w} \]

where:
- $A$: cross-sectional area of the tunnel (m$^2$);
- $P_w$: perimeter of the cross-section (m).

3.3. Mathematical Model Correction with the Mixture Model

The concentration of NO$_2$ along the tunnel axis for different ventilation times is shown in Figure 13. It can be seen that the majority of the gas dilutes in the first 12 min near the duct end (upper right part of the figure). This phenomenon corresponds to the aerodynamic sweep of NO$\x$ by the clean air jet. Moreover, it can be observed that the clearance times are longer than 12 min. The NO$\x$ concentration in the dead zone (left side of the figure) does not decrease significantly with the increasing ventilating time. This fact leads to the existence of a remaining concentration that can only be evacuated by diffusion. The minimum concentration remaining in the effective zone (bottom right of the figure) is the consequence of the existence of a dead zone, so the NO$\x$ that exits this area by diffusion must cross the effective zone to leave the tunnel dead end, provoking a residual concentration of NO$\x$. 

\[ e_z = D_h \left( 4.40 \ln \left( \frac{Q \rho}{\mu D h} \right) - 28.36 \right) \]  

\[ D_h = \frac{4A}{P_w} \]
The diffusion mechanism is not reliable or fast enough to be taken into account for tunnel ventilation purposes, so only the distance swept by the air and not the distance cleaned by diffusion has been considered for the determination of the final effective ventilation distance corrected by the mixture model. A comparison of the data derived from the aerodynamic and the mixture model simulations is given in Figure 14. According to the mixture model, the recommended distance between the duct-end and the face is shorter than that in the aerodynamic model because in this case the time needed to evacuate the gases is taken into consideration. Moreover, if the ventilation arrangement is one that does not permit the formation of a dead zone, as could be possible in practice, the ventilating time would be shorter due to the delay imposed by NOx diffusion inside the dead zone in the evacuation of the gases. Thus, the mixture model dilution times shown in Figure 13 are longer than the real ones as no dead zone is expected in a real tunnel ventilation situation.

Finally, upon studying the relationship between the maximum distance recommended by the mixture and the aerodynamic models (Figure 14), it can be observed that this quotient is about 0.8. Thus, a coefficient, \( C_1 = 0.8 \), was added to Equation (10) and thus Equation (11) is obtained:

\[
d_s = C_1 D_h \left( 4.40 \frac{Q \rho}{\mu D_h} - 28.36 \right)
\]  

(11)
It is important to keep in mind that Equation (11) does not search for the optimum distance for mine ventilation. On the contrary, it establishes a maximum duct end-to-face distance over which forced ventilation can evacuate blasting gases in a maximum of 20 min. Thus, these results do not disagree with the conventional recommendations that this distance should not to exceed \((4 \sqrt{S} - 6 \sqrt{S})\), but longer clearance times should probably be expected with this expression (e.g., [19]).

Equation (11) is plotted for practical reasons in Figure 15. This graph allows for the approximation of the maximum duct end-to-face distance for some ventilation in terms of the tunnel section, clean airflow rate and ventilation time, taking into account the mixture model. Firstly, it can be observed that the larger the tunnel section, the longer the effective distance. This fact agrees with legal requirements. Furthermore, our expression takes into consideration the clean airflow rate sweeping the face, which is not considered by legal specifications. In this way, our work indicates that the larger the airflow rate, the longer the effective distance. Better correlations between legal requirements and our expression were obtained for lower airflow rates, in the case of the smaller sections. On the contrary, less disparity was achieved in the case of higher airflow rates for the larger sections.

![Figure 15](image)

**Figure 15.** Maximum possible duct end-to-face distance for some ventilation of the dead zone, in terms of airflow rate and tunnel section.

### 4. Conclusions

The main aims of drivage ventilation are the evacuation of the blasting and machinery gases as well as the supply of the required air for the workers’ breathing. This type of ventilation is usually performed by means of a forcing system. In this study, a full-scale three-dimensional CFDs model of a forcing system was created to assess the ventilation performance of a dead-end gallery. The simulation was performed for different parameters, namely, tunnel section, flow rate and position with regard to the tunnel axis.

The existence of a dead zone between the duct end and the face influences the ventilation system setup. This zone has been traditionally defined as a region of reduced velocity of the air current that hinders the mixture of gases with fresh air. Our study suggests that common approaches defining the dead zone as the region in which air velocity tends to zero are not accurate. This fact is consequence...
of the formation counter vortexes that recirculate gases inside this zone obstructing their evacuation. Thus, although very little air renovation takes place in this zone, the gases inside it are actually in motion.

As a result of our work, we obtained an expression to approximate the maximum effective ventilating distance for some ventilation as a function of the tunnel section and the ventilation flow rate, considering a CFDs analysis with a mixture model. The equation obtained should be valid for any tunnel of similar geometry. Our calculations indicate that the maximum effective distance is larger than that suggested by traditional legal requirements, thus confirming their level of conservativism. The results obtained may assist practicing engineers in improving ventilation productivity during tunnel construction works. Future research should also consider dust when establishing an effective duct end-to-face distance for dead-end tunnel ventilation.
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**Nomenclature**

- \( C_{1r} \): Constant (-) (value 1.44)
- \( C_{2r} \): Constant (-) (value 1.92)
- \( C_{3r} \): Constant (-)
- \( C_\mu \): Constant (-) (value 0.09)
- \( F \): Model-dependent source terms (Pa m\(^{-1}\))
- \( G_b \): Generation of \( k \) due to buoyancy (m\(^2\) s\(^{-2}\))
- \( G_k \): Generation of \( k \) due to mean velocity gradients (m\(^2\) s\(^{-2}\))
- \( I \): Identity matrix (-)
- \( k \): Turbulent kinetic energy (m\(^2\) s\(^{-2}\))
- \( P \): Pressure (Pa)
- \( S \): Tunnel section (m\(^2\))
- \( S_k \): User-defined source terms for \( k \) (m\(^2\) s\(^{-2}\))
- \( S_m \): Sources of mass (kg m\(^{-3}\) s\(^{-1}\))
- \( S_\epsilon \): User-defined source terms for \( \epsilon \) (m\(^2\) s\(^{-2}\))
- \( t \): Time (s)
- \( u \): velocity in x axis (m s\(^{-1}\))
- \( v \): velocity in y axis (m s\(^{-1}\))
- \( v_a \): Absolute velocity (m s\(^{-1}\))
- \( w \): velocity in z axis (m s\(^{-1}\))
- \( Y_M \): Contribution of the fluctuating dilatation in compressible turbulence (m\(^2\) s\(^{-2}\))

**Greek symbols**

- \( \tau \): Stress tensor (Pa)
- \( \varepsilon \): Dissipation rate (m\(^2\) s\(^{-3}\))
- \( \mu \): Dynamic viscosity (Pa s)
- \( \mu_t \): Turbulent viscosity (Pa s)
- \( \rho \): Density (kg m\(^{-3}\))
- \( \sigma_k \): Prandtl number for \( k \) (-) (value 1.0)
- \( \sigma_\epsilon \): Prandtl number for \( \epsilon \) (-) (value 1.3)
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