A WEIGHTED SUM OVER GENERALIZED TESLER MATRICES
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ABSTRACT. We generalize previous definitions of Tesler matrices to allow negative matrix entries and negative hook sums. Our main result is an algebraic interpretation of a certain weighted sum over these matrices, which we call the Tesler function. Our interpretation uses a new class of symmetric function specializations which are defined by their values on Macdonald polynomials. As a result of this interpretation, we obtain a Tesler function expression for the Hall inner product \[ \langle \Delta_f e_n, p_{1^n} \rangle \], where \( \Delta_f \) is the delta operator introduced by Bergeron, Garsia, Haiman, and Tesler. We also provide simple formulas for various special cases of Tesler functions which involve \( q,t \)-binomial coefficients, ordered set partitions, and parking functions. These formulas prove two cases of the recent Delta Conjecture posed by Haglund, Remmel, and the author.
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1. INTRODUCTION

We say that a matrix \( U \in M_n(\mathbb{Z}) \) is a Tesler matrix if

(1) \( U \) is upper triangular,
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(2) $U$ has no zero rows, and
(3) every row of $U$ is entirely non-negative or entirely non-positive.

Given a Tesler matrix $U$, $\text{hooks}(U)$ is the vector whose $i$th entry is defined by
\[
\text{hooks}_i(U) = (U_{i,i} + \ldots + U_{i,n}) - (U_{1,i} + \ldots + U_{i-1,i}).
\]

We will sometimes call this the $i$th hook sum of $U$. For example, the matrix
\[
U = \begin{bmatrix}
0 & 1 & 0 & 2 \\
0 & -1 & -1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]
is a Tesler matrix with $\text{hooks}(U) = (3, -3, 2, -1)$. For $\alpha \in \mathbb{Z}^n$, we denote the set of all Tesler matrices with $\text{hooks}(U) = \alpha$ by $T_\alpha$.

The cases $\alpha = (1,1,\ldots,1)$ and $\alpha = (1,m,\ldots,m)$ for any positive integer $m$ are studied in [Hag11], where they are used to give an expression for the Hilbert series of the (generalized) module of diagonal harmonics. More values of $\alpha$ have appeared in the study of Hall-Littlewood polynomials [AGR+12], Macdonald polynomial operators [GHX14], and flow polytopes [MMR14].

We will sometimes refer to a matrix that satisfies condition (2) above as essential and a matrix that satisfies condition (3) as signed. Since previous work on Tesler matrices primarily addresses matrices with positive hook sums, and conditions (2) and (3) are trivial in that setting, our definition generalizes previous definitions of Tesler matrices.

Previous work on Tesler matrices for particular $\alpha$ has shown that it is unlikely that the number of Tesler matrices $|T_\alpha|$ has a simple formula. Perhaps the best way of counting Tesler matrices so far is to use the fact that they are integer points in the Tesler polytope [MMR14]; this gives us a concrete reason to try to extend the Tesler polytope to our setting.

Instead of attempting to count Tesler matrices, we will consider the weight of an $n \times n$ Tesler matrix $U$
\[
\text{wt}(U; q, t) = (-1)^{\text{entries}^+(U) - \text{rows}^+(U)} M^{\text{nonzero}(U) - n} \prod_{U_{i,j} \neq 0} [U_{i,j}]_{q,t}
\]
where $M = (1 - q)(1 - t)$, $\text{entries}^+(U)$ is the number of positive entries in $U$, $\text{rows}^+(U)$ is the number of rows of $U$ whose nonzero entries are all positive, $\text{nonzero}(U)$ is the number of nonzero entries of $U$, and $[k]_{q,t} = \frac{q^k - t^k}{q - t}$, the usual $q,t$-analogue of an integer $k$. Since $U$ is essential, the exponent of $M$ is nonnegative and $\text{wt}(U; q, t) \in \mathbb{Z}[q,t,1/q,1/t]$. When $U$ has no negative entries (which must be the case if each $\alpha_i$ is positive), this weight function is equal to the weight function defined in [Hag11]. It is also worth noticing that the weight of a Tesler matrix is independent of $\alpha$. We define the Tesler function with hook sums $\alpha$ to be
\[
\text{Tes}_\alpha(q, t) = \sum_{U \in T_\alpha} \text{wt}(U; q, t) \in \mathbb{Z}[q,t,1/q,1/t].
\]

In [Hag11], Haglund showed that $\text{Tes}_{1^n}(q, t)$ is equal to the Hilbert series of the module of diagonal harmonics, which can also be written in terms of Macdonald polynomial operators as $\langle \nabla e_n, p_1^n \rangle$ or $\langle \Delta e_n, e_n, p_1^n \rangle$. [GHX14] contains an algebraic interpretation for $\text{Tes}_\alpha(q, t)$ for any $\alpha$ with only positive entries. We summarize these results, along with the necessary notation, in Section 2.
In Section 3, we develop an algebraic interpretation for $\text{Tes}_\alpha(q,t)$ for any $\alpha \in \mathbb{Z}^n$ in terms of new symmetric function specializations which we call *virtual Hilbert series*. Our interpretation is equivalent to the interpretation in [GHX14] for positive hook sums; in this sense, the definition of Tesler matrices that we have used here is the natural extension of previous definitions. These specializations generalize the map that sends a symmetric function $f$ that is homogeneous of degree $n$ to its inner product with $p_{1^n}$. In the case that $f$ is the Frobenius image of an $\mathfrak{S}_n$-module, this inner product extracts the module’s Hilbert series. With this in mind, for *any* symmetric function $f$ that is homogenous of degree $n$, we will often use the notation

$$\text{Hilb } f = \langle f, p_{1^n} \rangle.$$ 

In Section 4, we show that certain sums of virtual Hilbert series appear in the study of diagonal harmonics, especially in connection with the Macdonald polynomial operators $\Delta_f$ and $\Delta'_f$. We use the algebraic interpretation of Tesler functions from Section 3 to produce a number of new results about these operators. In particular, we show that $\text{Hilb } \Delta'_f e_n$ and $\text{Hilb } \Delta_f e_n$ are always polynomials in $q$ and $t$ for any symmetric function $f$ and we derive a simple expression for $\text{Hilb } \Delta e_n$.

In the remainder of the paper, we prove results about special cases of Tesler functions. Section 5 addresses the case where $\alpha \in \{0, 1\}^n$ and $t = 0$. In particular, we extend an involution of Levande [Lev12] from the $\alpha = 1^n$ case to show that

$$\text{Tes}_\alpha(q, 0) = \prod_{i=1}^n [\alpha_1 + \alpha_2 + \ldots + \alpha_i]_q$$

via a connection to ordered set partitions. This completes a case of the Delta Conjecture, described in [HRW15]. In Section 6 we address the $t = 1$ case, providing a formula for $\text{Tes}_\alpha(q, 1)$ for any $\alpha \in \mathbb{Z}^n$. Furthermore, we show that

$$\text{Tes}_\alpha(1, 1) = \alpha_1(\alpha_1 + n\alpha_2)(\alpha_1 + \alpha_2 + (n-1)\alpha_3)\ldots(\alpha_1 + \alpha_2 + \ldots + \alpha_{n-1} + 2\alpha_n)$$

for any $\alpha \in \mathbb{Z}^n$, extending a formula from [AGR+12]. These results exploit new connections between Tesler matrices, ordered set partitions, and parking functions. Finally, we discuss some potential future directions in Section 7.

2. Background

First, we fix some notation. We use $\Lambda$ to denote the algebra of symmetric functions over the base field $\mathbb{Q}(q,t)$. If we wish to refer to the elements of $\Lambda$ which are homogeneous of degree $n$, we will write $\Lambda^{(n)}$. Similarly, we will use $\underline{\Lambda}$ and $\underline{\Delta}^{(n)}$ to refer to the algebra of symmetric Laurent polynomials. Occasionally, we will use $\mathbb{Z}[q,t]$ as a subscript to refer to the subalgebra of symmetric functions or symmetric Laurent polynomials consisting of the functions with coefficients in $\mathbb{Z}[q,t]$.

There are several important classical bases for the space of symmetric functions (viewed as a vector space): the monomial symmetric functions $\{m_\lambda\}$, the elementary symmetric functions $\{e_\lambda\}$, the homogeneous symmetric functions $\{h_\lambda\}$, the power symmetric functions $\{p_\lambda\}$, and the Schur functions $\{s_\lambda\}$. The (modified) Macdonald polynomials $\{\tilde{H}_\lambda\}$ are also a basis for this space, and generalize many of the important properties of the classical bases. We refer the reader to [Sta99, Mac95] for more material on symmetric functions and Macdonald polynomials. The only basis we will use for the symmetric Laurent polynomials is the monomial basis $\{m_\rho\}$, defined as the sum of all monomials whose exponents, when
Figure 1. This is the Young diagram (in French notation) of the partition $(4,3)$. The cell $c$ has $a(c) = 0$, $a'(c) = 2$ (represented by dots), $\ell(c) = 0$, and $\ell'(c) = 1$ (represented by dashes).

arranged in weakly decreasing order, equal the finite, weakly decreasing vector of nonzero integers $\rho$. We will refer to a finite vector of weakly decreasing nonzero integers as a \textit{Laurent partition}. Since each partition is also a Laurent partition, our choice to use $m$’s for both types of monomial bases is justified.

When studying Macdonald polynomials, it is quite useful to have the following notation. Given a partition $\mu \vdash n$ and a cell $c$ in the Young diagram of $\mu$ (drawn in French notation) we set $a(c), a'(c), \ell(c),$ and $\ell'(c)$ to be the number of cells in $\mu$ that are strictly to the right of, to the left of, above, and below $c$ in $\mu$, respectively. In Figure 1 we compute these values for a particular example.

We set
\[
T_\mu = \prod_{c \in \mu} q^{a'(c)} t^{\ell'(c)} \quad B_\mu = \sum_{c \in \mu} q^{a'(c)} t^{\ell'(c)}
\]

We will use this notation to define a number of operators on $\Lambda^{(n)}$. Each of the operators is defined by its action on the Macdonald polynomial basis. First, we define
\[
\nabla \tilde{H}_\mu = T_\mu \tilde{H}_\mu.
\]
The $\nabla$ operator has become quite famous due to its connection with the module of diagonal harmonics. Specifically, in [Hai02] Haiman proved that the Frobenius image of the character of the module of diagonal harmonics of order $n$ is equal to $\nabla e_n$. For more on this module, see [Hag08]. The main result in [Hag11] is that
\[
\text{Hilb } \nabla e_n = \text{Tes}_1^n(q,t).
\]

Given any symmetric Laurent polynomial $f$, we define two more operators on $\Lambda^{(n)}$ by
\[
\Delta_f \tilde{H}_\mu = f[B_\mu] \tilde{H}_\mu \quad \Delta'_f \tilde{H}_\mu = f[B_\mu - 1] \tilde{H}_\mu.
\]
Here, we have used the notation that, for a symmetric Laurent polynomial $f$ and a sum $S = s_1 + \ldots + s_k$ of monic monomials, $f[S]$ is equal to the specialization of $f$ at $x_1 = s_1, \ldots, x_k = s_k$, where the remaining variables are set equal to zero. Note that both operators are linear in their subscripts. The operator $\Delta_f$, at least in the case where $f$ is a symmetric function, appears often in the study of diagonal harmonics [Hag08]. Furthermore, it is clear that $\Delta_{e_n} = \nabla$ when applied to $\Lambda^{(n)}$, so $\nabla e_n = \Delta_{e_n} e_n$. We allow for $f$ to be a symmetric Laurent polynomial because it provides a way to obtain negative powers of $\nabla$ in terms of our operators via the identity
\[
\nabla^{-1} = \Delta_{m(-1)^n}
\]
on $\Lambda^{(n)}$. 

(1)
Although the operator $\Delta_f'$ is not as common, it can be connected to $\Delta_f$ via the identity

$$\Delta_{m\rho} = \Delta'_{m\rho} + \sum_\xi \Delta'_{m\xi}$$

where the sum is over all $\xi$ which can be obtained by removing one part from $\rho$. In particular,

$$\Delta_{e_k} = \Delta'_{e_k} + \Delta'_{e_{k-1}}$$

which, combined with the fact that $\Delta'_{f}g = 0$ if the degree of $f$ is greater than or equal to the degree of $g$, implies $\nabla_{e_n} = \Delta'_{e_{n-1}}e_n$.

We will also make use of the Pieri and skew Pieri coefficients of $\tilde{H}_\mu$. We define the skewing operator on $\Lambda$ by insisting that

$$\langle f \perp g, h \rangle = \langle g, fh \rangle$$

for any symmetric functions $f$, $g$, and $h$. Here and in the sequel, we use the Hall inner product on symmetric functions. Then the skew Pieri coefficients $c_{\mu,\nu}$ are defined by

$$e_1 \perp \tilde{H}_\mu = \sum_{\nu \rightarrow \mu} c_{\mu,\nu} \tilde{H}_\nu$$

where the sum is over all partitions $\nu$ that can be obtained by removing a single cell from $\mu$. In [GHX14], the authors use a constant term algorithm to provide a formula for $\text{Tes}_\alpha(q,t)$ for any vector $\alpha$ of positive integers in terms of the skewing operator. We will also use the Pieri coefficients $d_{\mu,\nu}$, defined by

$$\frac{e_1}{M} \tilde{H}_\nu = \sum_{\mu \leftarrow \nu} d_{\mu,\nu} \tilde{H}_\mu$$

where the sum is over all $\mu$ that can be created by adding a cell to $\nu$.

Finally, we will employ the following standard notation for $q,t$- and $q$-analogs of integers:

$$[n]_{q,t} = \frac{q^n - t^n}{q - t}$$

$$[n]_q = [n]_{q,1} = \frac{q^n - 1}{q - 1}.$$  

Note that $[n]_{q,t} \in \mathbb{N}[q,t]$ if $n \geq 0$ and $[n]_{q,t} \in \mathbb{Z}[1/q,1/t]$ if $n \leq 0$. This implies $\text{Tes}_\alpha(q,t) \in \mathbb{Z}[q,t,1/q,1/t]$ for any $\alpha \in \mathbb{Z}^n$.

3. Virtual Hilbert series

In this section, we use new symmetric function specializations to derive an algebraic interpretation for $\text{Tes}_\alpha(q,t)$ for any vector of integers $\alpha$. Our interpretation generalizes the formulas in [Hag11] [GHX14].

\footnote{Some authors do not divide by $M$ in the definition of the Pieri coefficients.}
3.1. Definitions and connections to Tesler functions. Given any $\alpha \in \mathbb{Z}^{n-1}$ and $\mu \vdash n$, we make the following recursive definition.

$$F_\mu^{\alpha} = \sum_{\nu \rightarrow \mu} c_{\mu,\nu} (T_\mu / T_\nu)^{\alpha_1} F_\nu^{(\alpha_2, \ldots, \alpha_{n-1})}$$

$$F_{(1)} = 1$$

It is worth noting that $F_\mu^{0^{n-1}} = \text{Hilb} \, \tilde{H}_\mu$, the Hilbert series of the Garsia-Haiman module associated with $\tilde{H}_\mu$, which is sometimes denoted $F_\mu$. As a result, $F_\mu^{\alpha}$ can be thought of as a modification of this Hilbert series. The famous $n!$ conjecture of Garsia and Haiman, proved in [Hai01], is simply the statement that setting $q = t = 1$ in $F_\mu$ yields $n!$. We list some open questions about the $F_\mu^{\alpha}$ below.

- Even though $c_{\mu,\nu}$ is generally in $\mathbb{Q}(q,t)$, computations in Sage suggest that $F_\mu^{\alpha}$ is always in $\mathbb{Z}[q,t,1/q,1/t]$ and $F_\mu^{\alpha} \in \mathbb{Z}[q,t]$ if $\alpha \in \mathbb{N}^n$. Is it true in general that $F_\mu^{\alpha} \in \mathbb{Z}[q,t,1/q,1/t]$ and that $\alpha \in \mathbb{N}^n$ implies $F_\mu^{\alpha} \in \mathbb{Z}[q,t]$?
- For which $\alpha, \mu$ is $F_\mu^{\alpha} \in \mathbb{N}[q,t]$?
- [HHL05a] provides a combinatorial formula for $F_\mu$. Is there a similar formula for $F_\mu^{\alpha}$?

Now we define a map

$$\tilde{\text{Hilb}}_{\alpha} : \Lambda^{(n)} \rightarrow \mathbb{Q}(q,t)$$

$$\tilde{H}_\mu \mapsto F_\mu^{\alpha}$$

We will sometimes refer to $\tilde{\text{Hilb}}_{\alpha} f$ as the virtual Hilbert series of $f$ with respect to $\alpha$. We can justify this terminology by noting that $F_\mu^{0^{n-1}} = F_\mu$ implies

$$\tilde{\text{Hilb}}_{0^{n-1}} = \text{Hilb}$$

on $\Lambda^{(n)}$. Furthermore, we have

$$\tilde{\text{Hilb}}_{k^{n-1}} = \text{Hilb} \, \nabla^k.$$ 

for any $k \in \mathbb{Z}$ on $\Lambda^{(n)}$. The following result gives an algebraic interpretation for $\text{Tes}_\alpha(q,t)$ for any $\alpha \in \mathbb{Z}^{n-1}$. We note that the right-hand side is equivalent to the right-hand side of I.9 in [GHX13] if each entry of $\alpha$ is positive.

**Theorem 3.1.** For any $\alpha \in \mathbb{Z}^{n-1}$, we have

$$\text{Tes}_\alpha(q,t) = \frac{(-1)^{n-1}}{n!} \tilde{\text{Hilb}}_{\alpha} p_n.$$ 

If we are willing to restrict our attention to vectors that begin with a 1, we can simplify the right-hand side of Theorem 3.1 slightly. We also obtain a direct generalization of the results in [Hag11].

**Corollary 3.1.** For any $\alpha \in \mathbb{Z}^{n-1}$, we have

$$\text{Tes}_{(1,\alpha)}(q,t) = \tilde{\text{Hilb}}_{\alpha} e_n.$$
3.2. Proof of Theorem 3.1 We will need the following lemmas in order to prove Theorem 3.1. For \( \mu \leftarrow \nu \), we abbreviate \( T_{\mu}/T_{\nu} \) by \( T \). We also use an overline to indicate the operation of replacing \( q \) by \( 1/q \) and \( t \) by \( 1/t \). For example, \( q + qt = 1/q + 1/(qt) \).

**Lemma 3.1.** For any partition \( \nu \) and \( k \in \mathbb{Z} \), we have
\[
\sum_{\mu \leftarrow \nu} d_{\mu, \nu} T^k = \begin{cases} 
(1)^{k-1}e_{k-1}[MB_{\nu} - 1]/M & k > 0 \\
1/M & k = 0 \\
\frac{1}{qt}e_{-k}[MB_{\nu} - 1]/M & k < 0 
\end{cases}
\]
and, as a result,
\[
\sum_{\mu \leftarrow \nu} d_{\mu, \nu}(1 - T)T^k = \begin{cases} 
(1)^{k-1}e_{k}[MB_{\nu}]/M & k > 0 \\
0 & k = 0 \\
\frac{1}{qt}e_{-k}[MB_{\nu}]/M & k < 0 
\end{cases}
\]

**Proof.** The \( k \geq 0 \) case of (6) was first noticed by Zabrocki and proved in [GHXZ14]. The \( k \geq 0 \) of (7) was shown to follow from (6) in [Hag11]. We begin by proving the \( k < 0 \) case of (6), which follows from the \( k \geq 0 \) case of (6) due to the following argument of Garsia (personal communication, 2015).

First, we need to relate \( d_{\mu, \nu} \) to \( \overline{d_{\mu, \nu}} \). We will use the identity \( \overline{T_{\mu}} = \overline{\omega_{\mu}} \). By definition, we have
\[
\sum_{\mu \leftarrow \nu} d_{\mu, \nu} \overline{H_{\mu}} = \frac{e_1}{M} \overline{H_{\nu}} 
\]
\[
= \frac{e_1}{M} T_{\nu} \overline{\omega_{\nu}} 
\]
\[
= \frac{T_{\nu}}{qt} \frac{e_1}{M} \overline{H_{\nu}} 
\]
\[
= \frac{T_{\nu}}{qt} \left( \sum_{\mu \leftarrow \nu} \overline{d_{\mu, \nu} H_{\mu}} \right) 
\]
\[
= \frac{T_{\nu}}{qt} \sum_{\mu \leftarrow \nu} \overline{d_{\mu, \nu} H_{\mu}} 
\]
\[
= \sum_{\mu \leftarrow \nu} \overline{d_{\mu, \nu} H_{\mu}} 
\]
which implies \( d_{\mu, \nu} = \frac{1}{qt} \overline{d_{\mu, \nu}} \). Now, for \( k < 0 \), we have
\[
\sum_{\mu, \nu} d_{\mu, \nu} T^k = \frac{1}{qt} \sum_{\mu, \nu} d_{\mu, \nu} T^{k-1} 
\]
\[
= \frac{1}{qt} \sum_{\mu, \nu} d_{\mu, \nu} T^{-k+1} 
\]
\[
= (1)^{-k}e_{-k}[MB_{\nu} - 1]/M. 
\]
This proves (6). The same plethystic computation used to derive Lemma 1 from (13) in [Hag11] can be used to prove (7).
Lemma 3.2 (Lemma 2 in [Hag11]). For any positive integer \( k \),

\[
(-1)^{k-1} e_k[M]/M = [k]_q.t.
\]

Our proof of Theorem 3.1 will closely follow the main proof in [Hag11]. First, we note that [Mac95]

\[
\left(\frac{-1}{[n]_q[t]_q}\right) p_n = \sum_{\mu \vdash n} M\Pi_{\mu} w_\mu \tilde{H}_\mu
\]

where

\[
\Pi_{\mu} = \prod_{c \in \mu \mid c \neq (0,0)} (1 - q^{a(c)} t^{c(c)})
\]

\[
w_\mu = \prod_{c \in \mu} (q^{a(c)} - t^{c(c)+1})(t^{c(c)} - q^{a(c)+1}).
\]

Thus, the right-hand side of Theorem 3.1 equals

\[
\tilde{\text{Hilb}}_{\alpha} \left( \sum_{\mu \vdash n} M\Pi_{\mu} w_\mu \tilde{H}_\mu \right) = \sum_{\mu \vdash n} M\Pi_{\mu} w_\mu \sum_{\nu \rightarrow \mu} c_{\mu,\nu} T^{\alpha_1} F_{\nu}^{(\alpha_2,\ldots,\alpha_{n-1})}
\]

\[
= \sum_{\nu \vdash n-1} M F_{\nu}^{(\alpha_2,\ldots,\alpha_{n-1})} \sum_{\mu \vdash \nu} \Pi_{\mu} w_\mu c_{\mu,\nu} T^{\alpha_1}
\]

where we have used the definition of \( \tilde{\text{Hilb}}_{\alpha} \) and switched the order of the sums. Using

\[
\Pi_{\mu} = (1 - T)\Pi_{\nu}
\]

\[
w_\mu = d_{\mu,\nu} w_\nu
\]

from the definition of \( \Pi_{\mu} \) and from [GH03], respectively, (19) equals

\[
\sum_{\nu \vdash n-1} M\Pi_{\nu} F_{\nu}^{(\alpha_2,\ldots,\alpha_{n-1})} \sum_{\mu \vdash \nu} d_{\mu,\nu}(1 - T)T^{\alpha_1}.
\]

Now we use Lemma 3.1 to simplify the inner sum. For the sake of compactness, let \( b_k = b_k(\nu) \) equal the right-hand side of Lemma 7 that corresponds to \( k \in \mathbb{Z} \) and \( a_k = (-1)^{k-1} e_k[M]/M \). Then (22) equals

\[
\sum_{\nu \vdash n-1} M\Pi_{\nu} F_{\nu}^{(\alpha_2,\ldots,\alpha_{n-1})} b_{\alpha_1}.
\]

We would like to iterate this argument. The only real difficulty comes from \( b_{\alpha_1} \).

In particular, we need to know how to simplify expressions of the form \( b_k \mid_{B_{\nu} \rightarrow B_{\nu} + T} \).

From [Hag11], for \( k > 0 \) we get

\[
b_k \mid_{B_{\nu} \rightarrow B_{\nu} + T} = b_k + T^k a_k - \sum_{j=1}^{k-1} M T^{k-j} a_{k-j} b_j.
\]

From Lemmas 3.1 and 3.2 we have

\[
b_k = -qtb_{-k}
\]

\[
a_k = -qta_k.
\]
We also have $M = \frac{M}{qt}$ by definition. Using these identities, for $k > 0$ we compute

\begin{align}
& b_{-k} |_{B_v \rightarrow B_v + T} = -\frac{b_{-k} |_{B_v \rightarrow B_v + T}}{qt} \\
& = -\frac{b_{-k} + T^{-k} a_k - \sum_{j=1}^{k-1} MT^{j-k} a_{k-j} b_j}{qt} \\
& = b_{-k} + T^{-k} a_k + \sum_{j=1}^{k-1} MT^{j-k} a_{k-j} b_{-j}.
\end{align}

(27)

(28)

(29)

Iterating this procedure $r$ times, we obtain an expression for the right-hand side of Theorem 3.1 of the form

$$\sum_{\nu \vdash n-r+1} M_{\Pi_\nu} F_{\nu}^{(\alpha_{r+1}, \ldots, \alpha_{n-1})} A_{\nu}^\alpha$$

where $A_{\nu}^\alpha$ is some expression in the $a_k$'s and $b_k$'s. Moreover, we can compute $A_{\nu}^{\alpha+1}$ from $A_{\nu}^\alpha$ by the following recursive procedure.

1. Replace the $b_k$'s in $A_{\nu}^\alpha$ with
   $$b_k + T^k a_k - \sum_{j=1}^{k-1} MT^{j-k} a_{k-j} b_j$$
   if $k > 0$
   $$b_k + T^k a_k + \sum_{j=1}^{k-1} MT^{k-j} a_{k-j} b_{-j}$$
   if $k < 0$.

2. Expand to form a Laurent polynomial in $T$, say $\sum_{j=1}^{n} \gamma_j T^j$.

3. Replace each $T^j$ with $b_{j+\alpha+1}$.

At $r = n$, we obtain

$$\frac{(-1)^{n-1}}{[n]_q} \Hilb_\alpha p_n = \sum_{\nu \vdash 1} \frac{M_{\Pi_\nu}}{w_\nu} A_{\nu}^\alpha = A_n^\alpha$$

since $\Pi_{(1)} = 1$ and $w_{(1)} = M$. Our next goal is to prove the following expression for $A_n^\alpha$ in terms of Tesler matrices

**Lemma 3.3.**

$$A_n^\alpha = \sum_{U \in T_n} (-1)^{\text{entries}^+(A) - \text{rows}^+(A)} M_{\text{nonzero}(A) - n} \prod_{U_{i,i} \neq 0} b_{U_{i,i}} \prod_{U_{i,j} \neq 0; i \neq j} a_{U_{i,j}}$$

where we have set $\nu = (1)$.

**Proof.** We will prove this claim by induction on $n = \ell(\alpha) + 1$. The crux of the induction step is noticing that there is a recursion on Tesler matrices. Given a Tesler matrix $U \in T_{(\alpha_1, \ldots, \alpha_p-1)}$, we create a Tesler matrix $V \in T_{(\alpha_1, \ldots, \alpha_p)}$ as follows:

1. For each row $i$ in $U$, we “move” some of the diagonal entry $U_{i,i}$ to the far right to create $v_{i,p}$.

2. To create row $p$, we choose $v_{p,p}$ such that the $p$th hook sum of $V$ is $\alpha_p$.

For example, one way to send a matrix in $T_{(3,-3,2)}$ to a matrix in $T_{(3,-3,2,0)}$ is depicted below.

$$\begin{bmatrix}
0 & 3 & 0 \\
0 & -1 & -1 \\
0 & 0 & 1
\end{bmatrix} \rightarrow \begin{bmatrix}
0 & 1 & 0 & 2 \\
0 & 0 & -1 & -1 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}$$
Now we check that this recursion matches the recursive procedure for generating \( A^\alpha_n \). We should think of each \( b_k \) as representing some integer \( k \) on the diagonal in \( U \) and each \( a_k \) as representing an off-diagonal entry \( k \). Then Step 1 of the procedure for generating \( A^\alpha_n \) corresponds to moving some part of each diagonal entry into the new rightmost column. The power of \( T \) tracks the entries in this new rightmost column. Note that a new \( M \) appears each time we increase the number of nonzero entries in the matrix and a new \( -1 \) appears each time we create a new positive entry. Step 3 of the procedure corresponds to choosing the new bottom right entry such that the final hook sum is correct. □

Finally, we note that, for \( \nu = (1) \),
\[
\alpha_{\lfloor k \rfloor} = b_k = [k]_{q,t}
\]
for any integer \( k \) by Lemma 3.2. This fact, along with Lemma 3.3, concludes the proof of Theorem 3.1. Corollary 3.1 follows by essentially the same argument except we use the expansion
\[
e_n = \sum_{\mu \vdash n} MB_\mu \Pi_\mu \tilde{H}_\mu.
\]
instead of the expansion for \( p_n \).

4. Applications to delta operators

The right-hand sides of Theorem 3.1 and Corollary 3.1 bear some similarity to symmetric function expressions popular in the study of diagonal harmonics. In this section, we explore these connections and use the connections to prove new results about the Macdonald polynomial operators \( \Delta_f \) and \( \Delta'_f \).

4.1. From virtual Hilbert series to delta operators. Recall that we have defined an operator \( \Delta'_f \) on \( \Lambda^{(n)} \) by stating that it acts on the Macdonald polynomials by
\[
\Delta'_f \tilde{H}_\mu = f[B_n - 1] \tilde{H}_\mu.
\]
Although we will not be able to describe every virtual Hilbert series in terms of this operator, we do have the following result involving symmetric sums of virtual Hilbert series. We let sort be the map that removes the zeros from \( \alpha \) and then sorts the remaining entries in weakly decreasing order.

**Theorem 4.1.** For any Laurent partition \( \rho \) and positive integer \( n \),
\[
\text{Hilb} \Delta'_m \rho = \sum_{\substack{\alpha \in \mathbb{Z}^{n-1} \\
\text{sort}(\alpha) = \rho}} \text{Hilb}_\alpha F^\alpha_m \tilde{H}_\mu
\]
as operators on \( \Lambda^{(n)} \).

**Proof.** We will show that these operators are equal by showing that their actions are equal on the Macdonald polynomial \( \tilde{H}_\mu \) for any \( \mu \vdash n \). The right-hand side of the statement in the theorem equals
\[
\sum_{\substack{\alpha \in \mathbb{Z}^{n-1} \\
\text{sort}(\alpha) = \rho}} F^\alpha_m \tilde{H}_\mu.
\]
Now we iterate through the recursive definition of \( F^\alpha_\mu \) in order to obtain an alternative definition. Rather than just considering \( \nu \to \mu \), we can consider all the saturated chains in Young’s lattice from \( \emptyset \) to \( \mu \). These are in bijection with the standard Young tableaux of shape \( \mu \), denoted SYT(\( \mu \)). Let \( c_S \) equal the product of all \( c_{\mu,\nu} \)'s that we encounter on the saturated chain from \( \emptyset \) to \( \mu \) associated with a given \( S \in \text{SYT}(\mu) \). Given a cell \( d \) in the Young diagram of \( \mu \), let \( S(d) \) denote the entry in cell \( d \) in \( S \). Then (34) equals

\[
\sum_{\alpha \in \mathbb{Z}^{n-1}} \sum_{S \in \text{SYT}(\mu)} c_S \prod_{d \in \mu \atop d \neq (0,0)} \left( q^{a'(d)t'^e(d)} \right)^{a_{\alpha+1-S(d)}} \tilde{H}_\mu
\]

\[
= \sum_{S \in \text{SYT}(\mu)} c_S \sum_{\alpha \in \mathbb{Z}^{n-1}} \prod_{\alpha \in \text{sort}(\alpha) = \rho \atop (0,0)} \left( q^{a'(d)t'^e(d)} \right)^{a_{\alpha+1-S(d)}} \tilde{H}_\mu
\]

\[
= \sum_{S \in \text{SYT}(\mu)} c_S m_\rho |B_\mu - 1| \tilde{H}_\mu
\]

\[
=F_\mu m_\rho |B_\mu - 1| \tilde{H}_\mu
\]

Applying Theorem 4.1 to the Tesler function expressions obtained in Section 3, we obtain the following identities.

**Corollary 4.1.**

\[
\frac{(-1)^{n-1}}{[n]_q!}\text{Hilb } \Delta'_{m_\rho} p_n = \sum_{\alpha : \text{sort}(\alpha) = \rho} \text{Tes}_\alpha(q,t)
\]

\[
\text{Hilb } \Delta'_{m_\rho} e_n = \sum_{\alpha : \text{sort}(\alpha) = \rho} \text{Tes}_{(1,\alpha)}(q,t)
\]

As a result, both left-hand sides are in \( \mathbb{Z}[q,t,1/q,1/t] \). Furthermore, by the linearity in the subscript of \( \Delta' \) we have

\[
\frac{(-1)^{n-1}}{[n]_q!}\text{Hilb } \Delta'_f p_n, \text{ Hilb } \Delta'_f e_n \in \mathbb{Z}[q,t,1/q,1/t]
\]

\[
\frac{(-1)^{n-1}}{[n]_q!}\text{Hilb } \Delta'_g p_n, \text{ Hilb } \Delta'_g e_n \in \mathbb{Z}[q,t]
\]

for any \( f \in \Delta_{Z[q,t]} \), \( g \in \Delta_{Z[q,t]} \). Finally, by [2] we could replace \( \Delta' \) by \( \Delta \) in (41), (42).

Corollary 4.1 can be thought of as a more concrete version of a special case of Theorem 1.3 in [BGHT99], in which the authors showed that \( \Delta_f \Delta_{Z[q,t]} \subseteq \Delta_{Z[q,t]} \) for any \( f \in \Delta_{Z[q,t]} \). Corollary 4.1 provides the first direct formulas for Hilbert series of expressions of this type.

It may be of interest to the reader to use Corollary 4.1 in order to explicitly compute some \( \text{Hilb } \Delta_f e_n \). Rather than state the exact analog of (41) for this case, we mention that the following process accomplishes this task.

1. Expand \( f \) into variables \( x_1, x_2, \ldots, x_{n-1}, 1 \).
2. Replace each monomial \( x^\alpha \) in this expansion with \( \text{Tes}_{(1,\alpha)}(q,t) \).
As an example, we compute \( \text{Hilb} \Delta_{s_3, 2, 1} e_3 \) using
\[
s_{3,2,1}(x_1, x_2, 1) = x_1^3 x_2^2 + x_1^2 x_2^3 + x_1^3 x_2 + 2 x_1^2 x_2^2 + x_1 x_2^3 + x_1^2 x_2 + x_1 x_2^2.
\]
Replacing each monomial with its associated Tesler function, we get
\[
\text{Hilb} \Delta_{s_3, 2, 1} e_3 = \text{Tes}_{(1,3,2)}(q, t) + \text{Tes}_{(1,2,3)}(q, t) + \text{Tes}_{(1,3,1)}(q, t) + 2 \text{Tes}_{(1,2,2)}(q, t) + \text{Tes}_{(1,1,3)}(q, t) + \text{Tes}_{(1,2,1)}(q, t) + \text{Tes}_{(1,1,2)}(q, t).
\]
One concludes the calculation by computing each of the Tesler functions. We have not explored how this method compares to current methods for computing \( \text{Hilb} \Delta_f e_n \) from a computational perspective.

### 4.2. Positive formulas

In this subsection, we use Corollary 4.1 to obtain formulas for \( \text{Hilb} \Delta_{1} e_n \), \( \text{Hilb} \Delta_{2} e_n \), and \( \text{Hilb} \Delta_{m-1} e_n \). Each formula shows that the Hilbert series of the given symmetric function is positive with respect to some set of variables.

**Corollary 4.2.**
\[
\text{Hilb} \Delta_{1} e_n = \sum_{k=1}^{n} \binom{n}{k} [k]_{q,t}
\]
\[
\text{Hilb} \Delta_{2} e_n = \sum_{k=1}^{n-1} \binom{n-1}{k} [k]_{q,t}.
\]
In particular, the left-hand sides of both statements are in \( \mathbb{N}[q,t] \).

**Corollary 4.3.**
\[
\text{Hilb} \Delta_{m-1} e_n = \left(1 - \frac{1}{qt}\right)^{n-1}.
\]
As a result, the left-hand side is in \( \mathbb{N} \left[\frac{1}{qt}\right] \).

In general, none of these symmetric functions are currently associated with modules, which means that direct formulas such as these are the only way to give positivity results at this point. In [HRW13], Haglund, Remmel, and the author use a reciprocity identity to obtain the full Schur expansion of \( \Delta_{1} e_n \), implying the \( e_1 \) statement in Corollary 4.2. Before we can prove Corollaries 4.2 and 4.3 we need the following lemma.

**Lemma 4.1.** For any \( \alpha \in \mathbb{Z}^n \),
\[
\text{Tes}_{(1,\alpha)}(q,t) = \text{Tes}_\alpha(q,t) + \sum_{i=1}^{n} \text{Tes}_{(\alpha_1, ..., \alpha_{i-1}, \alpha_i+1, \alpha_{i+1}, ..., \alpha_n)}(q,t).
\]

**Proof.** Consider a Tesler matrix \( U \) with hook sums \((1,\alpha)\). Its first row must consist of a single nonzero entry, which must be equal to 1. Say this entry occurs in column \( j \), i.e. \( U_{1,j} = 1 \). If \( j = 1 \), removing the first row of \( U \) produces a Tesler matrix with hook sums \( \alpha \), and this process produces a new matrix with hook sums \((\alpha_1, ..., \alpha_n)\). If \( j > 1 \), we produce a Tesler matrix with hook sums \((\alpha_1, ..., \alpha_{j-2}, \alpha_{j-1}+1, \alpha_{j}, ..., \alpha_n)\). Finally, we note that removing the first row does not change the weight of such a Tesler matrix.

\[\square\]
Proof of Corollary 4.2: By (3), the left-hand side of the statement involving $e_1$ in Corollary 4.2 is equal to

$$\text{Tes}_{(1,0^{n-1})}(q,t) + \sum_{i=0}^{n-2} \text{Tes}_{(1,0^i,1,0^{n-i-2})}(q,t).$$

In order to simplify this expression, we use Lemma 4.1 along with the fact that $\text{Tes}_{\alpha}(q,t) = 0$ if $\alpha_1 = 0$. As a result, (45) equals

$$= \text{Tes}_{(1,0^{n-1})}(q,t) + \sum_{i=0}^{n-2} \text{Tes}_{(1,1,0^i)}(q,t)$$

$$= \text{Hilb } \Delta_{e_1} e_{n-1} + \text{Tes}_{(1,1,0^{n-2})}(q,t).$$

Applying Lemma 4.1 again, we get

$$\text{Tes}_{(1,1,0^{n-2})}(q,t) = \text{Tes}_{(2,0^{n-2})}(q,t) + \text{Tes}_{(1,0^{n-2})}(q,t)$$

$$+ \sum_{i=0}^{n-3} \text{Tes}_{(1,0^i,1,0^{n-i-3})}(q,t)$$

$$= \text{Tes}_{(2,0^{n-2})}(q,t) + \text{Hilb } \Delta_{e_1} e_{n-1}.$$}

Therefore

$$\text{Hilb } \Delta_{e_1} e_n = 2 \text{Hilb } \Delta_{e_1} e_{n-1} + \text{Tes}_{(2,0^{n-2})}(q,t).$$

We claim that

$$\text{Tes}_{(2,0^k)}(q,t) = \sum_{i=1}^{k+2} \left( \binom{k+1}{i-1} - \binom{k+1}{i} \right) [i]_{q,t}.$$}

If we can prove this, induction on (50) implies

$$\text{Hilb } \Delta_{e_1} e_n = 2 \sum_{k=1}^{n-1} \binom{n-1}{k} [k]_{q,t} + \sum_{k=1}^{n} \left( \binom{n-1}{k-1} - \binom{n-1}{k} \right) [k]_{q,t}$$

$$= \sum_{k=1}^{n} \left( 2 \binom{n-1}{k} + \binom{n-1}{k-1} - \binom{n-1}{k} \right) [k]_{q,t}$$

$$= \sum_{k=1}^{n} \left( n \binom{n}{k} \right) [k]_{q,t}$$

concluding the proof. We consider what happens when we remove the first row of a Tesler matrix with hook sums $(2,0^{n-2})$. The only way such a matrix can avoid having a zero row is if its first row contains a 2 in column 2 or a 1 in column 2 and a 1 in some other column. By removing the first row and using induction, we get

$$\text{Tes}_{(2,0^k)}(q,t) = [2]_{q,t} \text{Tes}_{(2,0^{k-1})}(q,t) - M \text{Hilb } \Delta_{e_1} e_k.$$
We can use induction to write this as
\[\text{Tes}_{(2,0^+)}(q,t) = [2]_{q,t} \sum_{i=1}^{k+1} \left( \left( \binom{k}{i} - \binom{k}{i-1} \right) \right) [i]_{q,t} - M \sum_{i=1}^{k} \binom{k}{i} [i]_{q,t}\]
\[= \sum_{i=1}^{k+1} (q + t) \left( \binom{k}{i-1} - (1 - q)(1 - t) \binom{k}{i} \right) [i]_{q,t}\]
\[= \sum_{i=1}^{k+1} (q + t) \left( \binom{k}{i-1} - (1 + qt) \binom{k}{i} \right) [i]_{q,t}.\]

Now all that remains to show is that, for any \(a, b \geq 0\), the coefficient of \(q^a t^b\) in the previous statement is \((k+1)^{a+b+1} - (k+1)^{a+b+1}\). This coefficient equals
\[= \binom{k}{a+b+1} + 2 \binom{k}{a+b-1} - \binom{k}{a+b-1}\]
\[= \binom{k}{a+b-1} - \binom{k}{a+b+1}\]
\[= \left( \binom{k}{a+b-1} + \binom{k}{a+b} \right) - \left( \binom{k}{a+b} + \binom{k}{a+b+1} \right)\]
\[= \binom{k+1}{a+b} - \binom{k+1}{a+b+1}.\]

We omit the proof of the second statement in the corollary, as it follows directly from the argument above and Theorem 3.1. \(\square\)

To prove Corollary 4.3, we will need another lemma about Tesler functions.

**Lemma 4.2.** Given \(\alpha \in \mathbb{Z}^n\), let \(-\alpha = (-\alpha_1, \ldots, -\alpha_n)\). Then
\[\text{Tes}_{-\alpha}(q,t) = \left( -\frac{1}{qt} \right)^n \text{Tes}_{\alpha}(1/q, 1/t).\]

**Proof.** Given \(U \in \mathcal{T}_\alpha\), consider the matrix \(-U\). Clearly \(-U \in \mathcal{T}_{-\alpha}\). Furthermore, \(\text{wt}(-U; q,t)\)
\[= (-1)^{\text{entries}^+(U) - \text{rows}^-(U)} M_{\text{nonzero}(U) - n} \prod_{U_{i,j} \neq 0} \left[ -U_{i,j} \right]_{q,t}\]
\[= (-1)^{\text{entries}^-(U) - \text{rows}^+(U)} (qt^{M_{\text{nonzero}(U) - n}}) \prod_{U_{i,j} \neq 0} \left( -\frac{1}{qt} \right) [U_{i,j}]_{1/q, 1/t}.\]

We check that
\[(-1)^{\text{entries}^-(U) - \text{rows}^-(U) + \text{nonzero}(U)} = (-1)^{\text{entries}^+(U) - \text{rows}^+(U) + n}\]
\[qt_{\text{nonzero}(U) - n - \text{nonzero}(U)} = qt^{-n}\]

thus \((64)\) equals \((-qt)^{-n} \text{Tes}_{\alpha}(1/q, 1/t).\) \(\square\)
Proof of Corollary 4.3. We write
\[
\Delta_{m-1} e_n = \text{Tes}_{(1,0^{n-1})}(q,t) + \sum_{i=0}^{n-2} \text{Tes}_{(1,0^i,-1,0^{n-i-2})}(q,t)
\]
\[
= \text{Tes}_{(1,0^{n-1})}(q,t) + \sum_{i=0}^{n-2} \text{Tes}_{(1,-1,0^i)}(q,t)
\]
\[
= \Delta_{m-1} e_{n-1} + \text{Tes}_{(1,-1,0^{n-2})}(q,t)
\]
by induction. It is enough to show that
\[
\text{Tes}_{(1,-1,0^k)}(q,t) = -\frac{1}{qt} \left( 1 - \frac{1}{qt} \right)^k
\]
for \(k \leq n-2\). To accomplish this, we use Lemmas 4.1 and 4.2 to write
\[
\text{Tes}_{(1,-1,0^k)}(q,t) = \text{Tes}_{(-1,0^k)}(q,t) + \sum_{i=0}^{k-1} \text{Tes}_{(-1,0^i,1,0^{k-i-1})}(q,t)
\]
\[
= -\frac{1}{qt} \text{Tes}_{(1,0^k)}(1/q, 1/t)
\]
\[
+ \left( -\frac{1}{qt} \right)^{k+1} \sum_{i=0}^{k-1} \text{Tes}_{(1,0^i,-1,0^{k-i-1})}(1/q, 1/t)
\]
\[
= \left( -\frac{1}{qt} \right)^{k+1} \text{Hilb} \Delta_{m-1} e_{k+1}
\]
\[
= -\frac{1}{qt} \left( 1 - qt \right)^k
\]
\[
= \left( -\frac{1}{qt} \right)^{k+1} \left( 1 - \frac{1}{qt} \right)^k
\]
by induction on \(k\). \(\square\)

5. Combinatorics at \(t = 0\)

In this subsection, we show how to relate \(\text{Hilb} \Delta_{\epsilon_k} e_n \big|_{t=0}\) to the distribution of an inversion statistic on ordered set partitions. This verifies one part of the Rise Version of the Delta Conjecture [HRW15] in which we take an inner product with \(p_1 n\) and set \(t = 0\) or \(q = 0\).

We define \(\mathcal{OP}_{n,k}\) to be the collection of ordered partitions of \(\{1, 2, \ldots, n\}\) into exactly \(k\) blocks. Given a subset \(S\) of \(\{1, 2, \ldots, n\}\), we set \(\mathcal{OP}_{n,S}\) to be the ordered set partitions in which the minimal elements of the blocks are exactly the elements of \(S\). For example, \(7|236|45|1\) is an element of \(\mathcal{OP}_{\tau,\{1,2,4,7\}}\) and \(\mathcal{OP}_{\tau,4}\). For any \(\alpha \in \{0, 1\}^n\), we write
\[
\text{set}(\alpha) = \{ i : \alpha_i = 1 \}.
\]

Given an ordered set partition \(\pi\), we define a statistic \(\text{inv}(\pi)\) that counts the number of pairs of entries \((a,b)\) such that \(a > b\), \(a\) appears in a block strictly to the left of \(b\)'s block, and \(b\) is minimal in its block. For example, \(\text{inv}(5|24|13) = 4\).
Corollary 5.1.

$$\text{Tes}_n(q, 0) = \sum_{\pi \in \mathcal{OP}_{n, \text{set}(\alpha)}} q^{\text{inv}(\pi)} = \sum_{j=1}^{n} [\alpha_1 + \ldots + \alpha_j]_q$$

where the last equality uses [RW15]. Furthermore, summing over all $\alpha \in \{0, 1\}^n$ with $|\alpha| = k + 1 \geq 1$ yields

$$\text{Hilb} \Delta'_e e_k e_n |_{t=0} = [k + 1]_q S_{n,k+1}(q).$$

where $S_{n,k}(q)$ is defined by the recursion

$$S_{n,k}(q) = S_{n-1,k-1}(q) + [k]_q S_{n-1,k}(q)$$

with initial conditions $S_{0,0}(q) = 1$ and $S_{n,k}(q) = 0$ if $k < 0$ or $n < k$.

In order to prove Corollary 5.1, we first note that Levande defined a map $T_{1,n} \rightarrow S_n$ [Lev12]. We will denote this map by $L_n$. Furthermore, Levande used a weight-preserving, sign-reversing involution to prove

$$\sum_{U \in T_{1,n}} L_n(U) = [n]_q!$$

for any $\sigma \in S_n$. Summing (77) over all permutations $\sigma \in S_n$ yields

$$\text{Tes}_{1,n}(q, 0) = [n]_q!.$$

We extend Levande’s results to our setting as follows. For any $\alpha \in \{0, 1\}^n$, we define a map $L_{\alpha} : T_{\alpha} \rightarrow \mathcal{OP}_{n, \text{set}(\alpha)}$. To define $L_{\alpha}$, we first map a Tesler matrix $U$ with hook sums $\alpha$ to an intermediary array. This array is created as follows:

1. First, read the entries of the diagonal $U_{j,j}$ for $j = n$ to 1. If $U_{j,j} > 0$, record a $j$ in the rightmost column of the array $U_{i,j}$ times, recording from top to bottom. After this step, the array will have a single column of length $|\alpha|$ which weakly decreases from top to bottom.
2. For every $j = n$ to 1, read up the $j$th column from $U_{j,n,j}$ to $U_{1,j}$. For every $U_{i,j} > 0$, find the highest $j$ in the array that currently has no entries to its left. Place an $i$ to its left. Place an $i$ in this manner $U_{i,j}$ times.

For example, we send

$$\begin{bmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 2
\end{bmatrix} \mapsto \begin{pmatrix}
1 & 4 \\
4 \\
2 & 3
\end{pmatrix}.$$

Given such an array, we produce an ordered set partition by the following process.

1. Read the leftmost entries in each row of the array from bottom to top. Make these the minimal elements in $k$ different blocks, from left to right.
2. For each $i = 1$ to $n$ which is not yet placed into the ordered set partition, find the lowest row in the array in which it appears. Place it in the block which contains the leftmost entry of that row.

Continuing our example, we obtain the ordered set partition $23|4|1$. 

```
Lemma 5.1. For any \( \alpha \in \{0, 1\}^n \), \( L_\alpha \) is well-defined. Furthermore, for any \( \pi \in OP_{n, set(\alpha)} \),

\[
\sum_{U \in T_\alpha \atop L_\alpha(U) = \pi} \text{wt}(U; q, 0) = q^{\text{inv}(\pi)}.
\]

Once we have proved Lemma 5.1, we simply sum over all \( \pi \in OP_{n, set(\alpha)} \) to prove Corollary 5.1.

Proof of Lemma 5.1. First, we argue that an array can always be created from \( U \) in the manner described above. Consider the \( j \)-th column of \( U \). At this point in the process of creating the array associated with \( U \), we have processed all entries of the form \( U_{i,j} \) for any \( k \geq j \). Since the \( j \)-th hook sum of \( U \) is nonnegative, there are enough \( j \)'s available for us to place \( U_{i,j} \)’s to the left of a \( j \) for each \( i \).

Next, we show that we can always create an ordered set partition \( \pi \in OP_{n, set(\alpha)} \) from such an array. The number of leftmost elements \( j \) in the rows of the array is equal to the \( j \)-th hook sum of \( U \). Since \( \alpha \in \{0, 1\}^n \), the minimal elements of \( \pi \) are unique and they are indeed equal to \( \text{set}(\alpha) \). This proves \( \pi \in OP_{n, set(\alpha)} \).

Now that \( L_\alpha \) is well-defined, we wish to create an involution that concludes the proof of the lemma. Our proof is quite similar to the proof for the \( \alpha = 1^n \) case in [Lev12]. We begin by noting that, at \( t = 0 \), the weight of \( U \) is

\[
(q - 1)^{\text{entries}(U) - \text{rows}(U)} \prod_{U_{i,j} \neq 0} q^{U_{i,j} - 1}
\]

since \( U \) may not have any negative entries. We will assign a weight to the associated array in a way that corresponds to this weight. This weight will take the form of an array of the same shape as the associated array, except it will be filled with entries \( q, 1, \) or \(-1\). For every entry \( a \) in the array, let \( b \) be the entry directly to its right. (If \( a \) is in the rightmost column of the array, set \( b = n + 1 \).) If this is not the lowest appearance of the adjacent pair \( ab \) in the array, we assign a weight of \( q \). If this is the lowest appearance of \( ab \) but it is not the lowest appearance of \( a \), we assign a weight of \( q \) or \(-1\). Otherwise, we assign the weight 1. Then we define the weight of the array to be the product of these individual weights. For example, the only way to assign weights to the above array is

\[
\begin{pmatrix}
1 & 4 \\
4 & 3 \\
2 & 3
\end{pmatrix} \mapsto \begin{pmatrix}
1 & q \\
1 & 1
\end{pmatrix}
\]

where the weights are in parentheses. The total weight of this assignment is \( q \).

Now, we wish to define an involution \( \Phi_\pi \) on these weighted arrays. Let \( c \) be the highest leading (i.e. leftmost in its row) entry such that there exists a \( d > c \) with the property that either

- \( d \) appears below \( c \)'s row but does not appear in \( c \)'s row, or
- \( d \) appears in \( c \)'s row and \( d \) has a weight of \(-1\).

Choose \( d \) to be the smallest (and therefore leftmost) entry in \( c \)'s row that satisfies one of these conditions. In the first case, \( \Phi_\pi \) inserts a \( d \) into \( c \)'s row along with a \(-1\) weight. In the second case, \( \Phi_\pi \) removes the \( d \) from \( c \)'s row along with its \(-1\) weight. If no such \( c \) and \( d \) exist, \( \Phi_\pi \) leaves the array as a fixed point.

To prove that \( \Phi_\pi \) is an involution, first consider the case where \( d \) appears below \( c \)'s row but does not appear in \( c \)'s row. Set \( c' \) (respectively \( d' \)) to be the largest (resp.
smallest) element in $c$’s row that is less than (resp. greater than) $d$; in other words, if $d$ were in $c$’s row $c'$ and $d'$ would be its left and right neighbors, respectively. ($d'$ may be empty, in which case we consider it to be $n+1$.) We need to argue that $d$ can be inserted between $c'$ and $d'$ with a weight of $-1$, which can only happen if the lowest appearance of the successive pair $dd'$ is in $c$’s row. Say that there is some lower occurrence of $dd'$. This must occur below $c$’s row, which contains the adjacent pair $c'd'$. This cannot happen, by the way in which we create these arrays. By a similar argument, the resulting array is valid, i.e. the new adjacent pairs $c'd$ and $dd'$ obey the defining property of our matrices: if $ai$ and $bi$ are pairs with $ai$ occurring above $bi$, then $a>b$.

Now assume that $d$ appears in $c$’s row and $d$ has a weight of $-1$. Removing $d$ creates the adjacent pair $c'd'$. We need to show that any weight that had been assigned to $c'$ is still valid now that its right neighbor is $d'$ instead of $d$. If $c'$ had been assigned a weight of $q$, then there must have been a lower occurrence of $c'$, which must still exist. If $c'$ had been assigned a 1, then we must be considering the lowest appearance of $c'$, and removing $d$ does not alter this. Finally, $c'$ cannot be weighted with a $-1$ by the minimality of $d$.

It is clear that $\Phi_\pi$ is an involution that reverses signs of its non-fixed points. It only remains to investigate the fixed points of $\Phi_\pi$. In such a fixed point, for every $a$ that is the leftmost entry in a row of the array and $b>a$, $b$ must appear in $a$’s row. Furthermore, the weight associated with $b$ must either be $q$ or 1 (which can only occur if the entry immediately to the left of $b$ contains the lowest appearance of that element). Fixed points also contain no $-1$ weights. From this, we can see that each $\pi$ has a unique fixed point. It is the array created by the following process:

1. Write the blocks of $\pi$ as rows in the array, from left to right in $\pi$ and bottom to top in the array.
2. For each entry in the array $b$ and each leftmost element $a$ that appears above $b$, add $b$ to $a$’s row if $a<b$.
3. Add a weight of $q$ at all possible positions.

For example, the fixed point associated with $\pi = 23|4|1$ is

$$
\begin{pmatrix}
1 & 2 & 3 & 4 \\
4 & 2 & 3 \\
1 & 1 & 1 & 1 \\
1 & q & q
\end{pmatrix}.
$$

The weight of this fixed point is equal to the number of minimal elements to the right of $b$ in $\pi$ that are less than $b$ for each $b$. This is exactly the inv statistic on ordered set partitions. \hfill \square

6. Combinatorics at $t = 1$

Recall that the weight of an $n \times n$ Tesler matrix $U$ is given by

$$
\text{wt}(U; q, t) = (-1)^{\text{entries}^+(U)-\text{rows}^+(U)}M^{\text{nonzero}(U)-n}\prod_{i,j \neq 0} [U_{i,j}]_{q,t}
$$

where $M = (1-q)(1-t)$. At $t = 1$, it follows that this weight is zero unless nonzero($U$) = $n$, which occurs if and only if every row contains exactly one nonzero entry.

Following the vocabulary of [AGR+12], we say that a Tesler matrix $U \in T_n$ is permutational if it has exactly one nonzero entry in each row, and we denote the
set of these matrices by $\mathcal{PT}_\alpha$. Then

$$\text{Tes}_\alpha(q, 1) = \sum_{U \in \mathcal{PT}_\alpha} \text{wt}(U; q, 1).$$

In general, the collection of permutational Tesler matrices is much easier to manipulate than the set of all Tesler matrices. In particular, we will see that there is a bijection between permutational Tesler matrices and a certain class of ordered set partitions. This bijection will allow us to give several nice formulas for $\text{Tes}_\alpha(q, 1)$ and $\text{Tes}_\alpha(1, 1)$.

6.1. **Permutational Tesler matrices.** For $\alpha \in \mathbb{Z}^n$, we define $\text{set}(\alpha) = \{ i : \alpha_i \neq 0 \}$. Recall that, for any set $S$, $\mathcal{OP}_{n,S}$ is the set of ordered set partitions $\pi$ such that the set of minimal entries in the blocks of $\pi$ is equal to $S$. If we number the blocks of $\pi$ as $\pi_1, \pi_2, \ldots$ from left to right, it will be helpful to use the notation $\text{bl}_i(\pi)$ to mean the number of the block containing $i$.

Given $\alpha \in \mathbb{N}^n$, we will define a bijection $\psi\alpha : \mathcal{OP}_{n,\text{set}(\alpha)} \rightarrow \mathcal{PT}_\alpha$. We will then extend this idea to any $\alpha \in \mathbb{Z}^n$. In order to define this bijection, we first define a vector $\text{target}(\pi)$ by $\text{target}_i(\pi) = j$ where $j > i$, $\text{bl}_j(\pi) \geq \text{bl}_i(\pi)$, and $\text{bl}_j(\pi)$ is minimal among all such choices of $j$; if no such $j$ exist, then $\text{target}_i(\pi) = i$. In words, we begin at $i$ in $\pi$ (written with its blocks in increasing order) and move to the right; $j$ is the first element we encounter that is greater than $i$. If we never encounter a larger element, $i$ is its own target. For example, if $\pi = 3|12|4$, then $\text{target}(\pi) = (2, 4, 4, 4)$.

Given $\alpha \in \mathbb{N}^n$ and $\pi \in \mathcal{OP}_{n,\text{set}(\alpha)}$ we define a second vector $\text{tail}(\alpha, \pi)$ by

$$\text{tail}_i(\alpha, \pi) = \sum_{r = \text{min}\pi r}^{\text{bl}_i(\pi)} \alpha_{\text{min}\pi r}$$

where $m_i(\pi)$ is minimal such that $m_i(\pi) \leq \text{bl}_i(\pi)$ and $\pi_{m_i(\pi)}$ contains an entry larger than $i$. (If no block to the left of $\pi_{\text{bl}_i(\pi)}$ contains an entry larger than $i$, then $m_i(\pi) = 1$.) In words, we begin at $i$ in $\pi$ and scan to the left until we find an entry larger than $i$. The block to the right of the block containing this larger entry is block $m_i(\pi)$. Then we sum the entries of $\alpha$ indexed by the minimal elements of the blocks $\pi_{m_i(\pi)}, \pi_{m_i(\pi) + 1}, \ldots, \pi_{bl_i(\pi)}$. For example, if $\alpha = (2, 0, 3, 1)$ and $\pi = 3|12|4$,

$$\text{tail}_1(\alpha, \pi) = \alpha_1 = 2$$
$$\text{tail}_2(\alpha, \pi) = \alpha_1 = 2$$
$$\text{tail}_3(\alpha, \pi) = \alpha_3 = 3$$
$$\text{tail}_4(\alpha, \pi) = \alpha_3 + \alpha_1 + \alpha_4 = 3 + 2 + 1 = 6.$$

Now we are ready to define a bijection

$$\psi\alpha : \mathcal{OP}_{n,\text{set}(\alpha)} \rightarrow \mathcal{PT}_\alpha$$

given $\alpha \in \mathbb{N}^n$. Now that we have defined the target and tail vectors, the bijection is not difficult to state. Given $\pi \in \mathcal{OP}_{n,\text{set}(\alpha)}$, we form a permutational Tesler matrix by placing $\text{tail}_i(\alpha, \pi)$ in row $i$ and column $\text{target}_i(\pi)$. All other entries are zero.
Continuing the example above,

\[
\psi_{(2,0,3,1)}(3|12|4) = \begin{bmatrix}
0 & 2 & 0 & 0 \\
0 & 0 & 0 & 2 \\
0 & 0 & 0 & 3 \\
0 & 0 & 0 & 6 \\
\end{bmatrix}.
\]

**Proposition 6.1.** The map \( \psi_{\alpha} \) is a bijection from \( \mathcal{OP}_{n, \text{set}(\alpha)} \) to \( \mathcal{PT}_\alpha \) for \( \alpha \in \mathbb{N}^n \). Furthermore, for any \( \pi \in \mathcal{OP}_{n, \text{set}(\alpha)} \) we have

\[
\text{wt}(\psi_{\alpha}(\pi); q, 1) = \prod_{i=1}^{n} [\text{tail}_i(\alpha, \pi)]_q.
\]

This implies

\[
\text{Tes}_\alpha(q, 1) = \sum_{\pi \in \mathcal{OP}_{n, \text{set}(\alpha)}} \prod_{i=1}^{n} [\text{tail}_i(\alpha, \pi)]_q.
\]

**Proof.** The crux of the proof is verifying that \( \psi_{\alpha} \) is a bijection. The final two statements follow directly from the definitions.

First, we need to verify that the range of \( \psi_{\alpha} \) is actually contained in \( \mathcal{PT}_\alpha \). Given \( \pi \in \mathcal{OP}_{n, \text{set}(\alpha)} \), it is clear that \( U = \psi_{\alpha}(\pi) \) has at most one nonzero entry per row, namely the value \( U_{i, \text{target}_i(\pi)} = \text{tail}_i(\alpha, \pi) \) in each row \( i = 1, 2, \ldots, n \). Furthermore, every \( \text{tail}_i(\alpha, \pi) \) is a nonempty sum of the strictly positive entries in \( \alpha \), so \( U_{i,j} \) must be positive and \( U \) must have exactly one nonzero entry per row. Since \( \text{target}_i(\pi) \geq i \) by definition, \( U \) is also upper triangular.

Finally, we must show that \( \text{hooks}(U) = \alpha \). By the definition of \( \psi_{\alpha} \), we have

\[
\text{hooks}_i(U) = \text{tail}_i(\alpha, \pi) - \sum_{c < i; \text{target}_c(\pi) = i} \text{tail}_c(\alpha, \pi).
\]

Recall that \( \text{tail}_i(\alpha, \pi) \) is the sum \( \sum_{r = \min \pi}^{\min \pi} \alpha \min \pi_r \) where \( \pi_{\min \pi} \) is the leftmost block of \( \pi \) such that every element in the blocks \( \pi_{\min \pi}, \pi_{\min \pi+1}, \ldots, \pi_{i-1} \) is less than \( i \).

Let \( c_1, c_2, \ldots, c_k \) be the set of elements less than \( i \) such that \( \text{target}_{c_1}(\pi) = i \) as they occur from left to right in \( \pi \). For example, if \( \pi = 8|25|6|14|379 \) and \( i = 7 \), then \( m_i(\pi) = 2, c_1 = 6, c_2 = 4, \) and \( c_3 = 3 \). For each \( j \), every element between \( c_j \) and \( i \) in \( \pi \) must be less than \( i \), so \( c_1, c_2, \ldots, c_k \) appear among the blocks \( \pi_{\min \pi}, \ldots, \pi_{\min \pi} \) and we must have \( c_1 > c_2 > \ldots > c_k \). Furthermore, each entry between \( c_j \) and \( c_{j+1} \) must be less than \( c_{j+1} \); to see this, we note that if any such element were larger than \( c_{j+1} \) and its target were not equal to \( i \), then \( c_{j+1} \)'s target could not be \( i \), which is a contradiction. It follows that \( m_j(\pi) = \text{bl}_{c_{j-1}}(\pi) \) for each \( j \geq 2 \) and \( m_{c_1}(\pi) = m_i(\pi) \). By the definition of the tail vector, this implies

\[
\text{tail}_{c_j}(\alpha, \pi) = \sum_{r = m_{c_j}(\pi)}^{\text{bl}_{c_j}(\pi)} \alpha \min \pi_r = \sum_{r = \text{bl}_{c_{j-1}}(\pi)}^{\text{bl}_{c_j}(\pi)} \alpha \min \pi_r
\]

for \( j \geq 2 \) and

\[
\text{tail}_{c_1}(\alpha, \pi) = \sum_{r = \text{bl}_{m_i}(\pi)}^{\text{bl}_{c_i}(\pi)} \alpha \min \pi_r.
\]
Proposition 6.2. Now we allow $\alpha \in \mathbb{Z}^n$ and take $\pi \in \mathcal{OP}_{n, \text{set}(\alpha)}$. We extend the definition of $\text{tail}(\alpha, \pi)$ to this new setting with no changes. Then the final formula in Proposition 6.2 still holds, i.e.

$$ \text{Tes}_n(q, 1) = \sum_{\pi \in \mathcal{OP}_{n, \text{set}(\alpha)}} \prod_{i=1}^{n} [\text{tail}_i(\alpha, \pi)]_q. $$

Proof. We claim that the only place in the proof of Proposition 6.2 that relies on $\alpha \in \mathbb{N}^n$ is the assertion that $\text{tail}_i(\alpha, \pi)$ is always positive. When $\alpha \in \mathbb{Z}^n$, $\text{tail}_i(\alpha, \pi)$ can be negative (which is no problem, since we allow negative entries in our Tesler matrices) or zero; this is a problem, since Tesler matrices cannot have a row containing only zeros. For example, if $\alpha = (2, 0, -3, 1)$ and $\pi = 3|12|4$,

$$ \text{tail}_4(\alpha, \pi) = \alpha_3 + \alpha_1 + \alpha_4 = -3 + 2 + 1 = 0 $$

and the bottom row of $\phi_{\alpha}(\pi)$ contains only zeros. Therefore, for $\alpha \in \mathbb{Z}^n$, it is possible that $\psi_\alpha(\pi)$ may produce a matrix that is not in $\mathcal{PT}_\alpha$, so $\psi_\alpha$ cannot be a bijection between $\mathcal{OP}_{n, \text{set}(\alpha)}$ and $\mathcal{PT}_\alpha$.

However, we note that, if we ever have $\text{tail}_i(\alpha, \pi) = 0$, then

$$ \prod_{i=1}^{n} [\text{tail}_i(\alpha, \pi)]_q = 0. $$

In other words, the elements $\pi \in \mathcal{OP}_{n, \text{set}(\alpha)}$ on which $\psi_\alpha$ fails to be a bijection do not contribute to the right-hand side of the identity in the proposition. $\psi_\alpha$ is, in
fact, a bijection between the elements \( \pi \in \mathcal{OP}_{\pi, n, \alpha} \) such that \( \text{tail}_i(\alpha, \pi) \neq 0 \) for every \( i \) and \( \mathcal{PT}_\alpha \). Furthermore, \( \psi_\alpha \) satisfies
\[
\text{wt}(\psi_\alpha(\pi); q, 1) = \prod_{i=1}^{n} [\text{tail}_i(\alpha, \pi)]_q.
\]
This completes the proof. \( \square \)

6.2. Connections to parking functions. In this subsection, we will see that the product of tails associated to an ordered set partition in Subsection 6.1 has a connection to certain modifications of parking functions. This connection is especially interesting because of the conjectured relationships between Tesler functions and parking functions, such as the Shuffle Conjecture \cite{HHL+05b} and the new Delta Conjecture \cite{HRW15}. We focus on the case \( \alpha \in \{0, 1\}^n \) in this subsection, which will extend the results of \cite{AGR12} for \( \alpha = 1^n \).

A parking function of order \( n \) is a function \( f : \{1, 2, \ldots, n\} \rightarrow \{1, 2, \ldots, n\} \) such that the \( i \)th entry in the increasing rearrangement of \( f(1), f(2), \ldots, f(n) \) is at most \( i \) for every \( i = 1 \) to \( n \). A parking function is often written by simply listing \( f(1)f(2) \ldots f(n) \) from left to right. For example, 311 is a parking function but 313 is not. We will often write \( f \) as a sequence in this manner, and we use \( f(i) \) and \( f_i \) interchangeably. We will also write \( \mathcal{PF}_n \) to mean the set of all parking functions of order \( n \). Although parking functions were first defined in the setting of computer science \cite{KW66}, they have become important objects in algebraic combinatorics due to their connection to areas such as diagonal harmonics \cite{GH93, HHL+05b, Hag08}.

Parking functions inherited their name because they can be interpreted in the setting of a parking lot. Given cars 1, 2, \ldots, \( n \) and a parking lot with spaces numbered 1, 2, \ldots, \( n \), we imagine that the cars enter the lot one at a time in increasing order. Each car \( i \) has a preferred spot \( f_i \). It drives to that spot; if the spot is still unoccupied, it parks there. Otherwise, it parks in the smallest available spot \( j \) such that \( j \) is unoccupied and \( j > f_i \). The function \( f \) is a parking function by the above definition if and only if all cars park successfully, i.e. every car always finds some spot \( j \) to park in under the above procedure.

Given a parking function \( f \), let \( \text{car}_i(f) \) be the number of the car that parks in spot \( i \) and \( \text{spot}_i(f) \) be the spot that ends up containing car \( i \). Note that \( \text{car}(f) = (\text{car}_1(f), \text{car}_2(f), \ldots, \text{car}_n(f)) \) and \( \text{spot}(f) = (\text{spot}_1(f), \text{spot}_2(f), \ldots, \text{spot}_n(f)) \) are inverses as permutations. For example, the parking function \( f = 512142 \) has \( \text{car}(f) = 2345167 \) and \( \text{spot}(f) = 5123467 \).

We will consider a new property of the cars of a parking function. A car \( i \) is called considerate if \( \text{spot}_i(f) \neq f_j \) for all \( j \), i.e. no car hoped to park in the spot which car \( i \) eventually occupies. Note that this implies that \( f_i \neq \text{spot}_i(f) \), i.e. car \( i \) does not end up in its desired spot. A car \( i \) which satisfies \( f_i \neq \text{spot}_i(f) \) is sometimes called unlucky, so every considerate car must be unlucky. Although unlucky cars have appeared in the literature on parking functions, we are not aware of the use of any condition equivalent to being considerate.

We denote the set of considerate cars in \( f \) by \( \text{cons}(f) \). Given a set \( S \), we will consider the “decorated” parking functions
\[
\mathcal{CPF}_{n,S} = \{ f : f \in \mathcal{PF}_n, S \subseteq \text{cons}(f) \}.
\]
For example, \( \mathcal{CPF}_{3,\{2\}} = \{111, 113, 221\} \). 213 is not in \( \mathcal{CPF}_{3,\{2\}} \) because 2 is “lucky” in that case, and 112 is not in \( \mathcal{CPF}_{3,\{2\}} \) because car 3 desires to park in
spot 2, which is where car 2 parks. Note that a given parking function can be in $\mathcal{CPF}_{n,S}$ for several different sets $S$.

Given an element $f \in \mathcal{CPF}_{n,S}$, we define an ordered set partition by taking the underlying permutation $\text{car}(f)$ and adding bars before each car not in $S$ (except for the leftmost entry in $\text{car}(f)$, which cannot be considerate by definition). We denote this ordered set partition $\text{car}(f, S)$. For example,

$$\text{car}(5121142, \{4, 7\}) = 2|34|5|1|67$$

It is not immediately clear that the result is even an ordered set partition; namely, we need to ensure that bars are only placed at ascents in the permutation. Since every car $i$ in $S$ is unlucky, we must have $f_i < \text{spot}_i(f)$. It follows that each spot $f_i, f_i + 1, \ldots, \text{spot}_i(f) - 1$ must contain a car $j < i$; otherwise, car $i$ would have parked in that spot. In particular, the car that parks immediately to the left of $i$ must have some label less than $i$.

We also define a statistic on elements of $\mathcal{CPF}_{n,S}$:

$$\text{area}(f, S) = \sum_{i=1}^{n} \text{spot}_i(f) - f_i - |\{f_i, f_i + 1, \ldots, \text{spot}_i(f)\} \cap \{\text{spot}_j(f) : j \in S\}|.$$  

In words, this is the total number of spots passed by cars after passing their desired spot, minus those spots that they pass that contain a “considerate” car in $S$ (including possibly their own destinations). One can verify that, when $S = \emptyset$, this is the standard area statistic on parking functions [Hag08]. In general, this new area statistic is equal to the area of the parking function $f$ minus the areas of the columns $\text{spot}_j(f)$ for all $j \in S$ when $f$ is drawn as a labeled Dyck path minus $|S|$.

For example, consider $f = 5121142 \in \mathcal{CPF}_{7,\{4, 7\}}$, so $S = \{4, 7\}$. We have $\text{spot}(f) = 5123467$ and $\{\text{spot}_j(f) : j \in S\} = \{3, 7\}$. We can compute

$$\text{area}(f, S) = (5 - 5 - 0) + (1 - 1 - 0) + (2 - 2 - 0)$$

$$+ (3 - 1 - 1) + (4 - 1 - 1) + (6 - 4 - 0) + (7 - 2 - 2)$$

$$= 0 + 0 + 0 + 1 + 2 + 2 + 3$$

$$= 8.$$

The labeled Dyck path for $f = 5121142$ is drawn in Figure 2. To compute the area of $f$, we simply count the number of full squares between the Dyck path and the line $y = x$. Recall that $\{\text{spot}_j(f) : j \in S\} = \{3, 7\}$. These columns contribute 2 and 0 squares to the area of $f$, respectively. Then

$$\text{area}(f, S) = \text{area}(f) - 2 - 0 - |S| = 12 - 2 - 0 - 2 = 8.$$

This labeled Dyck path interpretation is important because it means that the forthcoming Proposition 6.3 proves the $q = 1$ case of the Rise Version of the Delta Conjecture [HRW15] where we take scalar products with $p_{1^n}$. For more information on parking functions as labeled Dyck paths, see [Hag08] [HRW15].

**Proposition 6.3.** Given $\alpha \in \{0, 1\}^n$, let $S = \{1, 2, \ldots, n\} \setminus \text{set}(\alpha)$. For any ordered set partition $\pi \in \mathcal{OP}_{n, \text{set}(\alpha)}$,

$$\prod_{i=1}^{n} [\text{tail}_i(\alpha, \pi)]_q = \sum_{f \in \mathcal{CPF}_{n,S} \atop \text{car}(f, S) = \pi} q^{\text{area}(f, S)}.$$


Figure 2. The labeled Dyck path associated with the parking function 5121142. The area of this parking function is 12.

Proof. For each car $i = 1$ to $n$, we claim that $\text{tail}_i(\alpha, \pi)$ gives the number of possible spots in which car $i$ could have wanted to park, i.e. the number of possibilities for $f_i$ for an element $f \in \mathcal{CPF}_{n,S}$. For example, if $\alpha = (1, 1, 1, 0, 1, 1, 0)$ and $\pi = 2|34|5|1|67$, we compute

$$\text{tail}(\alpha, \pi) = (1, 1, 2, 2, 3, 5, 5)$$

We know that the cars end up in order 2345167 and that cars 4 and 7 are unlucky. Car 1 always gets its preferred spot, so we must have $f_1 = 5$. Since car 2 is in spot 1, it must have preferred spot 1, so $f_2 = 1$. Car 3 could have preferred its eventual spot ($f_3 = 2$), or it could have wanted to park in spot 1, in which case it would have been pushed to spot 2 because car 2 was already parked in spot 1. Therefore car 3 could have wanted to park in 2 different spots. We know car 4 ends up in spot 3, but we also know that it is considerate. Hence, car 4 could not have wanted to park in its eventual spot ($f_4 \neq 3$). It is possible that $f_4 = 1$ or 2. Car 5 could have wanted to park in spots 1, 2, or 4; it could not have wanted to park in spot 3, because that would contradict the fact that car 4 is considerate. By similar logic, car 6 and car 7 could have wanted to park in 5 different spaces: 1,2,4,5, and 6.

It follows that

$$\prod_{i=1}^n \text{tail}_i(\alpha, \pi) = |\mathcal{CPF}_{n,S}|.$$  \hspace{1cm} (105)

In fact, for any car $i$, we claim

$$[\text{tail}_i(\alpha, \pi)]_q = \sum q^{\text{spot}_i(f) - f_i - |\{f_i, f_{i+1}, ..., \text{spot}_i(f)\} \cap \{\text{spot}_j(f) : j \in S\}|}$$

where the right sum is over all potential $f_i$’s that result in car $i$ parking in spot$_i(f)$. To see this, consider car 5 in the above example again. Car 5 ends up in spot 4, but it could have wanted to park in spots 1, 2, or 4. These possibilities would contribute 2, 1, or 0 to area$(f, S)$, respectively. Summing these contributions as powers of $q$, we obtain $[\text{tail}_5(\alpha, \pi)]_q$.

$\square$

6.3. The $q = t = 1$ case. If we also set $q = 1$, we can provide a simple product formula for the Tesler function. This same product formula was proved to hold in the case where $\alpha_i > 0$ for each $i$ in [AGR+12].
Proposition 6.4. For any $\alpha \in \mathbb{Z}^n$,

$$\text{Tes}_n(1, 1) = \sum_{\pi \in \mathcal{O}_n, \text{set}(\alpha)} \prod_{i=1}^{n} \text{tail}_i(\alpha, \pi)$$

$$= a_1(\alpha_1 + n\alpha_2)(\alpha_1 + \alpha_2 + (n - 1)\alpha_3) \ldots (\alpha_1 + \alpha_2 + \ldots + \alpha_{n-1} + 2\alpha_n).$$

Proof. We will roughly follow the proof of Proposition 6.2 in [AGR+12]. For any parking function $f$, we set

$$\text{wt}_\alpha(f) = \prod_{i=1}^{n} \alpha_{\text{car}_{f_i}(f)}.$$  \hfill (107)

In words, for each car $i$ we multiply by the entry in $\alpha$ whose subscript is equal to the number of the car that ends up in $i$’s desired spot, $f_i$. For example, if $\alpha = (2, -1, 0, 3)$ and $f = 2121$,

$$\text{wt}_\alpha(f) = \alpha_1\alpha_1 = (2)(-1) = 4. \quad \hfill (108)$$

First, we want to show that, for any $\pi \in \mathcal{O}_n, \text{set}(\alpha)$,

$$\prod_{i=1}^{n} \text{tail}_i(\alpha, \pi) = \sum_{f \in \mathcal{CP}_n, S} \text{wt}_\alpha(f)$$

where $S$ is the complement of $\text{set}(\alpha)$. This essentially follows from the proof of Proposition 6.3. For any $f \in \mathcal{CP}_n, S$, the spaces where $i$ could have wanted to park, i.e. the potential $f_i$, are exactly the spaces which contribute to the sum in the definition of $\text{tail}_i(\alpha, \pi)$.

Finally, we claim

$$\sum_{f \in \mathcal{CP}_n, S} \text{wt}_\alpha(f) = a_1(\alpha_1 + n\alpha_2)(\alpha_1 + \alpha_2 + (n - 1)\alpha_3) \ldots (\alpha_1 + \alpha_2 + \ldots + \alpha_{n-1} + 2\alpha_n). \quad \hfill (110)$$

This follows from Proposition 6.2 in [AGR+12], but we sketch their argument here for the sake of completeness. One well-known way to produce all parking functions in $\mathcal{PF}_n$ is to start with a lot with an extra space, which is labeled $n+1$. Then each car has $n+1$ choices for its preferred spot. After the cars are all parked, the numbers of the spaces are “rotated” until the unoccupied space is number $n+1$. There are $n+1$ options for rotating and only one of these options has $n+1$ unoccupied, so this corresponds to division by $n+1$. This argument shows that

$$|\mathcal{PF}_n| = (n+1)^n / (n+1) = (n+1)^{n-1}. \quad \hfill (112)$$

Now we run through this procedure again, account for the weight $\text{wt}_\alpha(f)$. Car 1 has $n+1$ choices of its preferred spot, yielding a term of $(n+1)\alpha_1$. Car 2 can either try to park where car 1 has just parked, producing a weight of $\alpha_1$, or it can pick one of the $n$ other spots, producing a weight of $n\alpha_2$. We continue this process until car $n$ has 2 ways to prefer a spot which is unoccupied, yielding $2\alpha_n$, or it can try to park where one of the other $n-1$ cars has already parked. Finally, we rotate the numbers of the spaces until space $n+1$ is empty; this yields a division by $n+1$. One can see that this product is equal to the product in the statement of this proposition. \hfill \square
7. Future work

In this section, we conclude by discussing some ways in which our results could be improved or extended in the future.

In our results so far, we have relied heavily on the fact that we are taking Hilbert series of the various symmetric functions at hand. It is reasonable to ask how Tesler matrices can be used to give formulas for the symmetric functions themselves. For example, in [GH14], Garsia and Haglund use Tesler matrices to give a formula for the symmetric function $\nabla e_n$. A similar (but not equivalent) formula for (rational extensions of) $\nabla e_n$ is given in [GN13].

In a similar vein, it would be interesting to obtain symmetric functions whose Hilbert series are equal to $P^\mu_\alpha$. Such a result would allow us to replace virtual Hilbert series with the actual Hilbert series of these symmetric functions.

It seems possible that the methods used in Subsection 4.2 could be applied when $e_1$ is replaced by a slightly more complicated function ($e_2$ or $m_2$, for example). Similarly, we may be able to extend the results in Section 5 to $\alpha$ with entries not equal to 0 or 1. The computations will be more difficult in these cases, but they may still be tractable.

As for special cases of Tesler functions, one would hope to be able to find a formula for the function Tes$_\alpha(q,0)$ and to derive a parking function interpretation for Tes$_\alpha(q,1)$ for any $\alpha \in \mathbb{Z}^n$. It would also be helpful to come up with a parking function interpretation for the full function Tes$_\alpha(q,t)$, even just for $\alpha \in \{0,1\}^n$.
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