Life Cycle Dynamics of a Key Marine Species Under Multiple Stressors
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Identifying key indicator species, their life cycle dynamics and the multiple driving forces they are affected by is an important step in ecosystem-based management. Similarly important is understanding how environmental changes and trophic interactions shape future trajectories of key species with potential implications for ecosystem state and service provision. We here present a statistical modeling framework to assess and quantify cumulative effects on the long-term dynamics of the copepod Pseudocalanus acuspes, a key species in the Baltic Sea. Our model integrates linear and non-linear responses to changes in life stage density, climate and predation pressure as well as stochastic processes. We use the integrated life cycle model to simulate copepod dynamics under a combination of stressor scenarios and to identify conditions under which population responses are potentially mitigated or magnified. Our novel modeling approach reliably captures the historical P. acuspes population dynamics and allows us to identify females in spring and younger copepodites in summer as stages most sensitive to direct and indirect effects of the main environmental stressors, salinity and temperature. Our model simulations furthermore demonstrate that population responses to stressors are dampened through density effects. Multiple stressor interactions were mostly additive except when acting on the same life stage. Here, negative synergistic and positive dampening effects lead to a lower total population size than expected under additive interactions. As a consequence, we found that a favorable increase of oxygen and phosphate conditions together with a reduction in predation pressure by 50% each could counteract the negative effect of a 25% decrease in salinity by only 6%. Ultimately, our simulations suggest that P. acuspes will most certainly decline under a potential freshening of the Baltic Sea and increasing temperatures, which is conditional on the extent of the assumed climate change. Also the planned nutrient reduction strategy and fishery management plan will not necessarily benefit the temporal development of P. acuspes. Moving forward, there is a growing opportunity for using population modeling in cumulative effects assessments. Our modeling framework can help here as simple tool for species with a discrete life cycle to explore stressor interactions and the safe operating space under future climate change.

Keywords: Pseudocalanus acuspes, Baltic Sea, stochastic life cycle model, polynomial regression, cumulative and cascading effects, model simulations, density dependence, vulnerable life stage
INTRODUCTION

With a growing human population and advances in technology comes an increase in interconnected threats to marine ecosystems at a rate unprecedented in human history (Halpern et al., 2019). In the recent past, the cumulative effects of a changing climate and anthropogenic pressures, such as habitat degradation, overfishing, bioinvasions or pollution, have led to increased environmental stress and ultimately to persistent changes in ecosystem structure and function. These include shifts from coral dominance to less desirable, degraded ecosystems (Jouffray et al., 2015), global fisheries collapses (Pinsky et al., 2011; Sguotti et al., 2019b) or re-organizations of entire food webs (e.g., Hare and Mantua, 2000; Daskalov et al., 2007; Möllmann et al., 2009; Conversi et al., 2010; Törnroos et al., 2019). As a consequence, research on cumulative effects and ecological futures has become increasingly important for improving planning and decision-making processes (Halpern and Fujita, 2013; Korpinnen and Andersen, 2016; Dietze et al., 2018). This is particularly true for key species, which may exert a dominant role in the cascading of predator-prey interactions due to a unique combination of physiological performance, metabolic demands and life history strategies (Verity and Smetacek, 1996). By dominating local ecosystem functions they have a proportionally large influence on the community and its stability (Power et al., 1996; Hooper et al., 2005). The more sensitive key species are to disturbances and stressors the less resilient and more prone to regime shifts communities become (Thrush et al., 2009).

Determining key species dynamics as a response to a single stressor is generally a relatively easy task as the relationship between the species’ traits and the specific stressor can often be well described by a function defining a linear, exponential, asymptotic or bell-shaped curve (Ruel and Ayres, 1999; Brown et al., 2004; Schulte, 2015). The extrinsic stressor can be any natural or human-induced change in environmental conditions that places stress on the health and functioning of organisms and ultimately a population such as oxygen deficiency or fishing pressure. Most often, stressors occur in combination with joint effects that are less predictable because of their additive, antagonistic or synergistic interactive natures (Crain et al., 2008; Piggott et al., 2015; Sguotti et al., 2019a). Especially synergistic and antagonistic interactions are considered to be the dominant mode in animal populations (Crain et al., 2008; Jackson et al., 2016) and by definition greater than the additive effects produced by multiple stressors acting in isolation (Folt et al., 1999). Moreover, stressors might act simultaneously, at a rate faster than the rate of recovery (Paine et al., 1998), or at different time periods, e.g., due to cyclic patterns of the drivers (Becks and Arndt, 2013), which then could be dampened or amplified through density-dependence effects (Hodgson et al., 2017).

An important, yet underrepresented task in assessing cumulative effects and in projecting animal populations is the consideration of life cycle dynamics (Russell et al., 2012). Life stages may differ in their environmental niches, and hence vary in their adaptive ability to changes in the stressors (Catalán et al., 2019). Stage-specific differences in thermal tolerance have been demonstrated for instance among eggs, larvae, and pupal of moth species (Kingsolver et al., 2011) or juveniles and adults of water snakes (Winne and Keck, 2005). Seasonal components in the stage-specific response to environmental changes can be additionally relevant as shown for ungulates (Coulson et al., 2001) or birds (Dybala et al., 2013). Population dynamics are even more complex as species are not only driven by their abiotic environment but strongly interact with other species in the community. Species interactions such as competition or predation can have a great influence on the spatial and temporal dynamics of species (Guisan and Thuiller, 2005; Poloczanska et al., 2008; Albouy et al., 2019), being sometimes the key driver as observed in trophic cascades (Pace et al., 1999; Frank et al., 2007). In the light of this complexity, Russell et al. (2012) have advocated a more integrated approach in ecosystem predictions, including the identification of key species, critical life stages as well as their main interactions.

One ubiquitous group with multiple distinct life stages are copepods, a species rich taxon which dominates the marine zooplankton community by numbers and biomass (Miller, 2005). Copepods have a complex life cycle developing through 11 larval stages (6 nauplii and 5 copepodite stages) to the adult stage with one to 12 generations per year in temperate and high latitude regions (Mauchline, 1998). Because of their rapid reproduction with wide dispersal ability (Cowen and Sponaugle, 2009), their high sensitivity to environmental changes (Reid et al., 1998; Richardson, 2008) and ability to integrate and transfer environmental signals over generation time (Goberville et al., 2014) they represent suitable indicators of the effect of climate change on marine ecosystems. In addition, copepods are essential for larval fish recruitment (Llopiz, 2013) and as such they could be used to evaluate planktivorous fish status (Beaugrand, 2005). But despite this undeniable indicator potential, their omnipresence, great abundance and vital role in mediating the energy flow from primary producers to consumers (Turner, 2004; Richardson, 2008) copepods have been in contrast to higher trophic levels (DeMaster et al., 2001; Lindegren et al., 2010; Barbraud et al., 2011; Cheung et al., 2011) or primary production (Litchman et al., 2006; Jang et al., 2011) underrepresented in scenario modeling. A few studies have now emerged that apply life cycle or bioclimate envelope models to project future geographic distributions of copepod species or communities (e.g., Helaouët et al., 2011; Reygondeau and Beaugrand, 2011; Maar et al., 2013; Beaugrand et al., 2019). However, projections of zooplankton dynamics using simulation models that incorporate biotic interactions and non-linearity are sparse.

In the Baltic Sea, the largest brackish water system worldwide, the study of copepod dynamics is especially challenging as most species live here at their physiological limits. This is particularly true for the calanoid copepod *Pseudocalanus acuspes*, which is considered a marine, glacial relict species in this system (Holmborn et al., 2011). As one of the dominant zooplankton species in the Central Baltic Sea it serves as important food source for the planktivorous Atlantic herring (*Clupea harengus*) and European sprat (*Sprattus sprattus*) (Möllmann et al., 2004) but also for Atlantic cod (*Gadus morhua*) larvae during the spawning season in spring (Voss et al., 2003). *P. acuspes* also played a key role in the regime shift from a cod- to a sprat-dominated system.
in the late 1980s/early 1990s (Möllmann et al., 2009). The climate-induced decrease in salinity and increase in temperature caused a change in dominance from *P. acuspes* to the copepod *Acartia* spp. (Otto et al., 2014a), which had negative implications for cod larval survival. In addition, the change in hydrography had a direct negative effect on the reproductive success of cod. Together with stabilizing fisheries-induced feedback loops this resulted in the dominance of the planktivorous sprat (Lade et al., 2015).

In contrast to other *Pseudocalanus* spp. congeners, the life cycle of Baltic *P. acuspes* is characterized by an annual generation with a reproductive peak in spring, usually around May (Renz and Hirche, 2006). Although a small fraction of the egg-carrying population is able to reproduce year round (Renz et al., 2007), a stable progression of the stage structure is observed with older copepodite stages accumulating in autumn and overwintering before they mature in spring. In addition to the seasonal stage structure, *P. acuspes* shows also an ontogenetic vertical distribution with nauplii living near the surface, younger copepodites in mid-depth water and older stages in the deep water near the permanent halocline (Hansen et al., 2006; Renz and Hirche, 2006). While experimental studies on the life cycle dynamic of the Baltic populations have been challenging, statistical analysis of seasonal stage dynamics in the Central Baltic Sea revealed a complex interplay of linear density and predation effects and non-linear hydro-climatic effects (Otto et al., 2014b). In general, younger stages (i.e., nauplii and copepodites I-III) were more affected by water temperature and regional climate conditions, while older stages (i.e., copepodites IV-V and females) were mainly influenced by salinity and predation.

While statistical analyses can help identify key stressors and sensitive life stages, quantifying the effect size of changes in individual stressors and their cumulative effects at the population level requires model simulations. For populations with non-overlapping generations such as *P. acuspes* in the Baltic, discrete time models are a useful tool and easy to apply (Turchin, 2003). In zooplankton ecology discrete population models are typically based on the Leslie matrix (Leslie, 1945) or a modification of it (Caswell, 2001). These approaches explicitly address the population structure (e.g., Davis, 1984b; Miller and Tande, 1993; Twombly et al., 2007; Maar et al., 2013) but model mainly vital rates instead of abundances. Such models have mainly been used to reconstruct past dynamics rather than to develop scenario-based projections. In this study, we develop and expand an alternative approach (see Otto, 2012) that has been so far used for food web simulations only (Blenckner et al., 2015; Kadin et al., 2019). Specifically, we link empirically derived statistical relationships of individual life stages with their environment into an integrative, stochastic stage-resolved population model. Using our novel modeling approach we aim to reproduce the observed long-term life cycle dynamics of *P. acuspes* in the Central Baltic Sea and to identify the cumulative effects and interaction types under single and multiple stressors on the population size. In our model all external predictors are considered as potential extrinsic stressors (climatic or biological) as they all can place stress on the organisms once outside the optimal range.

### MATERIALS AND METHODS

#### Data

##### Zooplankton Time Series

Abundance (N m$^{-3}$) data for *P. acuspes* are derived from a database of a zooplankton monitoring program of the Institute of Food Safety, Animal Health and Environment (BIOR) in Riga, Latvia. The sampling is conducted seasonally since the 1960s, usually in February, May, August and October, with a variable number of stations in the Eastern Gotland Basin, i.e., within the boundaries of the International Council for the Exploration of the Sea (ICES) subdivision 28 (see Otto et al., 2014b). These stations are irregularly sampled with a Juday Net as sampling gear (UNESCO, 1979), which has a mesh size of 160 µm and an opening diameter of 0.36 m. It is operated vertically and considered to quantitatively catch all copepodite stages as well as adult copepods, whereas nauplii may be slightly underestimated. Individual hauls were carried out in vertical steps, resulting in a full coverage of the water column to a maximum depth of 150 m. During analysis, abundance of nauplii (N), early copepodites 1–3 (C13), later copepodites 4–5 (C45) as well as adult females (F) were enumerated. For our simulation study, stage-specific abundance data were averaged across stations and season (i.e., annual quarters) and covered the period 1960 – 2017, except for winter where sampling stopped after 2008. Hence, the training data for the model fitting procedures ended in 2008. Only abundant stages of *P. acuspes* were considered for each season and all abundance data were ln(X + 1) – transformed to reduce intrinsic mean-variance relationships (see Supplementary Table 1). When modeling C13 stages in spring and summer we removed the outlier year 1983 as in Otto et al. (2014b).

##### Observed Environmental Data

For model construction and retrospective simulation we used observations from the period 1960 – 2017 as forcing, derived from the ICES$^1$ database (Supplementary Table 1 and Supplementary Figure 1). Spring and summer temperature time series (Temp$_{spr}$ and Temp$_{sum}$) were computed for the midwater (20–60 m) shown to affect early copepodite stages, while salinity in the deepwater layer (70–100 m) affects late copepodites (i.e., C45) and females stages from spring to autumn (Sal$_{spr}$ - Sal$_{aut}$) (Otto et al., 2014b). Oxygen concentrations were also calculated for the deepwater layer and aggregated for all four seasons (Oxy$_{win}$-Oxy$_{aut}$). All hydrographic time series were compiled to match the zooplankton sampling period, i.e., January–February for winter, April–May for spring, July–August for summer, and October–November for autumn.

The relative role of bottom–up control was tested using phosphate concentrations (PO$_{4}^{3-}$win; 0–10 m) during December – February as indicator for nutrient enrichment in the system and primary production in spring (Jurgensone et al., 2011; HELCOM, 2018). We included here December for the winter mean to ensure a consistent sampling design, since Phosphate was less frequently sampled than the hydrography. Top–down control

---

1http://www.ices.dk
was tested using annual sprat spawning stock biomass (SSB) as proxy for predation pressure. Late copepodite stages and females of *P. acuspes* represent major prey items for both Baltic planktivorous fish species herring (*Clupea harengus*) and sprat (*Sprattus sprattus*) (Möllmann and Koster, 2002). However, the population size of *P. acuspes* is mainly controlled by sprat (Casini et al., 2008). To cover the full study period we used SSB estimates for sprat from the latest official stock assessment that date back to 1974 (ICES, 2018) and extended the time series back to 1960 using estimates by Eero (2012). The recent time series reconstruction by Eero (2012) allowed us to include sprat as direct forcing in the model instead of using an indirect predation index based on Atlantic cod (*Gadus morhua*) as in Otto et al. (2014b).

**Modeling and Simulation Strategy**

We developed an integrative, stochastic life cycle model of *P. acuspes* by coupling individual, i.e., stage- and season-specific, statistical models through density effects between successive life stages (Figure 1). Compared to an earlier study (Otto et al., 2014b), we exchanged Generalized Additive Models (GAM; Hastie and Tibshirani, 1990) for linear and polynomial regression approximations to facilitate integration into numerical food web and end-to-end models. All statistical modeling was performed in R 3.5.0 (R Core Team, 2018) and using the ‘mgcv’ package, version 1.8-26 (Wood, 2006) for the GAMs. Below we present our modeling and simulation approach.

**Step 1: Stage-Specific Statistical Modeling**

First, we split the zooplankton and environmental data into a training and test set covering the periods 1960–2008 and 2009–2017, respectively. These periods were chosen to have a minimum number of training observations (∼50) required to robustly estimate coefficients in our complex multiple polynomial regression model for which we also had abundance data for all stages. At the same time the test period ensured a sufficient number of observations (∼15%) for model validation (Figure 1, step 1). Stage- and season-specific models were then built using GAMs in which seasonal stage abundances of the training period were modeled by a combination of internal density effects and external conditions:

\[
X_{sy} = \alpha + \sum_i f_i(D^i) + \sum_j g_j(I^j_y) + \epsilon_{sy} \tag{1}
\]

where \(X_{sy}\) is the natural logarithm \([\ln(X + 1)]\) of the abundance of a particular life stage group of *P. acuspes* during a particular season \(s\) in training year \(y\). \(D^i\) represents a vector of density effects, i.e., \([\ln(X + 1)]\)-transformed population abundances of different stage groups in the same or previous season of year \(y\) or \(y-1\). Density terms that showed a significant albeit weak effect but could not be directly modeled due to low abundances in a specific season (e.g., the effect of summer females on summer C13) were excluded. Environmental variables of the same year \(y\) (and in the case of hydrographical conditions also the same season) are summarized in the row vector \([I^j_y]\). The superscripts \(i\) and \(j\) identify the single components of both vectors. \(\alpha\) is the intercept and \(\epsilon_{sy}\) random noise term assumed to be normally distributed with zero mean and finite variance. \(f_i\) and \(g_j\) are thin plate regression spline functions describing the effect of internal and external processes, respectively. Effective degrees of freedom (edf) were restricted to a maximum of 4 to avoid over-fitting. The optimal model was selected based on the AIC in a backward-selection approach (Akaiae, 1973).

**Step 2: Model Coupling and Hindcast Simulations**

The fitted models were first used to simulate the observed intra- and inter-annual population dynamics of *P. acuspes* after linking the models through the detected stage dependencies (Figure 1, step 2). Specifically, we initialized our simulations in year 1960 with the first observation of older copepodes in winter (C45\textsubscript{win}). Subsequent life-stages were then predicted. Predictions of C45 in autumn eventually served as input for predicting C45\textsubscript{win} the following year hence closing the annual life cycle.

We performed time series reconstructions of individual stage abundances together for the training and test periods to compare model performances. We repeated the reconstructions 1000 times adding in each iteration the same level of random noise as observed in our models (see eq. 1) to the predicted abundances by re-sampling (with replacement) the residuals from the fitted models in step 1. For all model-specific predictions in a given year the residual samples were drawn from the same original year in order to preserve the contemporaneous correlation of errors. For model validation, we averaged the abundances of each seasonal life stage over the 1000 Monte Carlo simulations and calculated 95% confidence intervals. We used these mean abundances to calculate the error rates for the training and test period. For better comparison across life stages, we computed the root mean square error normalized by the standard deviation (NRMSE). Since the inter-annual variability in *P. acuspes* stage abundances is relatively high and the explanatory power of most models range between 50 and 60%, the remaining noise from which we re-sampled lead to rather high uncertainty levels. Supplementary Figure 2 demonstrates how narrow the
range of prediction uncertainty becomes if the magnitude of random noise would be a quarter of the one observed and added to our simulation.

Step 3: Simulation of Single Stressor Changes
To estimate the effect size of changes in a single target stressor on the total population abundance of *P. acuspes*, we ran 11-year simulations using the mean C45$_{win}$ abundance for 1960–2017 as starting value. Instead of using past observed environmental conditions as in step 2, we forced the model with constant environmental conditions, i.e., using the time series (1960–2017) mean of each stressor, except for the target stressor. Here, we increased or decreased the stressor by a constant value that amounted to a ± 10%, ± 25% or ± 50% change of the time series average (Figure 1, step 3). The same levels across all stressors were chosen to allow a quantitative comparison. But since the variability differed greatly between stressors (see Supplementary Figure 3) we also tested an increasing or decreasing trend equal to the maximum observed change from the mean). For each stressor and scenario we again performed 1000 Monte Carlo simulations and calculated average population sizes across all simulations as well as the difference between the second year and the first year in percentages. The first year served as spin up period in our simulation.

Step 4: Simulation of Multiple Stressor Changes and Types of Cumulative Effects
The effect size of changes in multiple stressors was estimated for 15 scenarios (see Table 1) using the same simulation set up as in step 3. Specifically, we estimated the combined effects under same step 3. Specifically, we estimated the combined effects under same...
load-driven stressors (oxygen and phosphate concentrations) and fisheries-related stressors (sprat SSB), with each other. While major trends in sprat biomass in past decades have also been linked to climatic changes and nutrient enrichment, key drivers were still fishing and particularly the release of predation pressure linked to climatic changes and nutrient enrichment, key drivers for the entire Baltic Sea as well as for individual subsystems. From this study, we regard in this study sprat SSB as mainly fisheries-related stressor, either directly or indirectly.

We tested furthermore to what extent favorable conditions of manageable stressors could mitigate a decrease in salinity conditions, a key stressor for P. acuspes. For comparability, we kept the trend magnitude of ±50% for all stressors constant, except for salinity (±25%) for which we found a much stronger individual effect on the overall abundance of P. acuspes. Ultimately, we combined changes in temperature, salinity and phosphate concentrations as projected by Saraiva et al. (2019) under the proposed nutrient load abatement strategy, i.e., the Baltic Sea Action Plan, and two greenhouse gas emission scenarios corresponding to the Representative Concentration Pathways (R), RCP 4.5 and RCP 8.5 (IPCC, 2014). Using a coupled physical-biogeochemical circulation model Saraiva and co-authors provide in their study long-term projections for temperature, salinity and biogeochemical variables for the entire Baltic Sea as well as for individual subsystems. From this study, we estimated the percent change of each stressors in the respective water depth and used these as trends in our simulations. According to Saraiva et al. (2019), oxygen concentrations under the BSAP are not expected to change, hence, we did not add a trend in these two scenarios. Similarly, we did not include a trend in sprat SSB. While sprat SSB is estimated to increase under the EU multiannual plan (ICES, 2019) the lower productivity under the BSAP might counteract such increase as projected by Niiranen et al. (2013). These two RCP4.5-BSAP and RCP8.5-BSAP scenarios are less comparable with the single stressor simulations but represent more realistic scenarios to evaluate potential trajectories of P. acuspes under expected climate change and management scenarios.

To identify the type of cumulative effects and potential interactions resulting from multiple stressor changes, we contrast the mean percent change in seasonal abundances under each scenario ($\Delta N_{\text{sc}}^\text{comb}$) with the sum of individual effects ($\Delta N_{\text{sc}}^\text{ind}$) obtained from the single stressor simulation. Following Piggott et al. (2015) and Fu et al. (2018) we consider a 1:1 ratio as additive interaction, while a ratio $\geq 1$ falls into the following category:

1. If the combined effect has an opposite direction than the sum of individual effects, the interaction is either positively antagonistic ($+\Delta N_{\text{sc}}^\text{comb}$ and $-\Delta N_{\text{sc}}^\text{ind}$) or negatively antagonistic ($+\Delta N_{\text{sc}}^\text{comb}$ and $-\Delta N_{\text{sc}}^\text{ind}$).
2. If both effects have the same positive or negative direction but the magnitude is increased under the combined effect this is considered as positive and negative synergistic interaction, respectively.
3. If both effects have the same positive or negative direction but the magnitude is dampened under the combined effect this is considered as positive and negative dampered interaction, respectively.

Consequently, any interaction type where $\Delta N_{\text{sc}}^\text{comb} < \Delta N_{\text{sc}}^\text{ind}$, i.e., where abundances are lower under the combined effect than expected under additive effects, is posing an additional risk for

**TABLE 1** Summary of scenarios and effect sizes under multiple environmental changes.

| Scenario                      | Direction of individual effects | Temp | Sal | Oxy | PO4 | Sprat | Combined effects (in %) | Sum of individual effects (in %) | Abs. diff. | Rel. diff. |
|-------------------------------|---------------------------------|------|-----|-----|-----|-------|-------------------------|---------------------------------|-----------|-----------|
| Climate                       | Multiple negative               | +50% | −25%| −25%| −25%| −25% | −33.1 ± 0.21            | −32.3 ± 0.47                     | −0.8      | −2        |
|                              | Multiple negative               | −50% | −25%| −25%| −25%| −25% | −32.7 ± 0.22            | −32.1 ± 0.48                     | −0.6      | −2        |
|                              | Opposing                       | +50% | +25%| +25%| +25%| +25% | −11.1 ± 0.25            | −10.8 ± 0.50                     | −0.3      | −3        |
|                              | Opposing                       | −50% | +25%| +25%| +25%| +25% | −10.8 ± 0.24            | −10.6 ± 0.51                     | −0.2      | −2        |
| Nutrients vs. fishing         | Multiple positive               | −50% | ±50%| ±50%| ±50%| ±50% | 4.4 ± 0.25              | 5.2 ± 0.53                       | −0.8      | −15       |
|                              | Multiple negative               | −50% | −25%| −25%| −25%| −25% | −5.3 ± 0.25             | −5.1 ± 0.51                      | −0.2      | −4        |
|                              | Opposing                       | −50% | ±50%| ±50%| ±50%| ±50% | −1.9 ± 0.25             | −1.0 ± 0.52                      | −0.9      | −9        |
|                              | Opposing                       | −50% | ±50%| ±50%| ±50%| ±50% | 0.9 ± 0.26              | 1.2 ± 0.51                       | −0.3      | −25       |
| Climate vs. nutrient and fishing | Opposing                      | −25% | ±50%| ±50%| ±50%| ±50% | −19.9 ± 0.23            | −18.3 ± 1.02                     | −1.6      | −9        |
| RCP4.5-BSAP                   | Opposing                       | +32% | −7% | −7% | −7% | −7%  | 3.1 ± 0.26              | 4.1 ± 0.78                       | −1        | −24       |
| RCP8.5-BSAP                   | Opposing                       | +56% | −6% | −6% | −6% | −6%  | −3.8 ± 0.26             | −2.4 ± 0.77                      | −1.4      | −58       |

Each scenario is a combination of increasing or decreasing trends in two or more stressors that had the same positive, negative or opposing effects on Pseudocalanus acuspes abundances. The combined effect, expressed as mean percentage change (±st. err.) of seasonal abundances over the course of 10 years, is contrasted with the sum of individual (i.e., additive) effects calculated from the single stressor simulations (shown in Supplementary Table 3). Percent changes are calculated for each of the 1000 Monte Carlo simulations and then averaged. The difference between combined and additive effect is expressed in absolute and relative values. Negative effect size values are highlighted in red. For the two climate-nutrient scenarios [Representative Concentration Pathway (RCP) 4.5 and 8.5 combined with nutrient loads according to the Baltic Sea Action Plan (BSAP)] individual effect estimates were not available.
the population. This applies to neg. antagonism and synergism as well as to positive dampened interactions (Fu et al., 2018).

We used the same approach to identify how effects of single stressors on multiple stages accumulate within the life cycle and whether effects are magnified or dampened on the total population level. Here, we contrasted the mean percent change in total seasonal abundances under each of the single stressor scenarios with the sum of mean percent change in individual seasonal stage abundances, averaged across seasons.

RESULTS

Key Predictors and Types of Relationships

Positive linear density effects were found for all seasonal stage abundances we tested for, which allowed us to couple the individual regression models (Table 2). In contrast, responses to external conditions were highly stage- as well as season-specific and in terms of the hydrography often better characterized by polynomial equations. Midwater temperature was the key predictor for younger copepodes (C13) in spring and summer where the relationship was best described by a dome-shaped response curve with an optimum around 4 and 5°C respectively (Supplementary Figure 4A). In contrast, deepwater salinity had a strong positive effect on females and older copepodes (C45) from spring till autumn. This effect saturated around 10 psu for females (Supplementary Figure 4B). Oxygen concentrations in the deepwater layer had a positive linear effect on the nauplii in spring and, hence, recruitment success, but also a highly non-linear effect on C45 summer abundances (Supplementary Figure 4C). The most parsimonious model for C45 in summer in fact did not include oxygen and salinity as explanatory variables (see Table 2), but failed to predict the observed decline during the test period (see Supplementary Figure 5F). Hence, we selected a better performing but slightly more complex model, which we trained based on the full time series. When including the last 9 years from the test period (i.e., 2009–2017), salinity and oxygen revealed also as important predictors of C45 summer abundances in addition to C13 summer abundances and sprat SSB.

Combinations of winter phosphate concentrations and sprat SSB as indicator for bottom–up and top–down control, respectively, were found for both nauplii and the younger copepodes in summer. On the other hand, older copepodite abundances in winter were better explained by phosphate alone, while in summer C45 were more affected by predation pressure from sprat. Similar to the density effects, all phosphate and sprat effects, which we consider here as indirect or direct biotic stressors, were linear in our final models.

Performance of the Coupled Life Cycle Model

Our coupled model reproduced well the past dynamics of seasonal stage abundances in the training period (Figure 2). The increase in *P. acuspes* population size in the 1970s and the following strong decline around the mid-1980s, observed mainly for older copepodes, females and nauplii in spring, is adequately captured. Model results furthermore agreed with observations of earlier copepodite stages, particularly in spring, that exhibited stationary dynamics without a clear temporal trend. For most time series the normalized root mean square error (NRMSE) of the training data is fairly similar and ranges between 0.70 and 1 indicating that the deviation of the predicted values is smaller than the standard deviation of the observations. The lowest training error rates were obtained for spring females and copepodes in summer (Figures 2B,E,F). A good test set performance was also obtained for the younger stages, i.e., the nauplii and C13. Here, the NRMSE for the test data was at similar levels or even lower than the NRMSE for the training data (Figure 2D).

We have unfortunately no data on C45 abundance since 2008 and hence could not derive information on the test set performance. But a less optimal test set performance was obtained for females in spring and C45 in summer and autumn, where the NRMSE ranged between 1.4 and 2.2 (Figures 2B,F,H). However, when producing an alternative hindcast based on a life cycle model that includes the more parsimonious C45 summer model with only C13 summer abundances and sprat SSB as covariates (Table 2), NRMSE test values are even higher for these stages (see Supplementary Figures 5B,F,H) but not for the others.

### Table 2 | Overview of the final linear and polynomial regression models we selected for our simulations.

| Season | Stage | Final model | adj. $R^2$ (%) |
|--------|-------|-------------|---------------|
| Winter | C4-5  | $C_{45}^{\text{win}} = 0.22 + 0.7596*C_{45aut}^{\text{py}} + 2.4822*PO_{4win}$ | 52 |
| Spring | Females | $F_{spr} = -71 + 0.8113*C_{45}^{\text{win}} + 13.9628*Sal_{spr} - 0.6921*Sal_{spr}^2$ | 64 |
| Nauplii | $N_{nsp} = 6.67 + 0.4624*F_{spr} + 0.2526*Oxy_{spr} - 2.0509*PO_{4win} - 0.0005*Sprat$ | 60 |
| C1-3 | $C_{13}^{\text{spr}} = 1.61 + 0.3865*N_{nsp} + 1.196*Temp_{spr} - 0.1252*Temp_{spr}^2$ | 68 |
| Summer | C1-3 | $C_{13}^{\text{sum}} = 1.09 + 0.3138*N_{nsp} + 1.6262*Temp_{sum} - 0.1981*Temp_{sum}^2 + 1.8069*PO_{4win}$ | 50 |
| C4-5 | $C_{45}^{\text{sum}} = 2.43 + 0.6909*C_{13}^{\text{sum}} + 0.0005*Sprat$ | 60 |
| C45 | $C_{45}^{\text{sum}} = -0.54 + 0.6864*C_{13}^{\text{sum}} + 0.2006*Sal_{sum} + 1.3963*Oxy_{sum} - 0.4789*Oxy_{sum}^2 + 0.0522*Oxy_{sum}^3 - 0.0005*Sprat$ | 64 |
| Autumn | C1-3 | $C_{13}^{\text{aut}} = 1.92 + 0.6022*C_{13}^{\text{sum}}$ | 24 |
| C4-5 | $C_{45}^{\text{aut}} = -1.15 + 0.5420*C_{45}^{\text{sum}} + 0.1952*C_{13}^{\text{aut}} + 0.3048*Sal_{aut}$ | 51 |

$py$, previous year. The fitted models were coupled in the presented order to simulate the observed intra- and inter-annual population dynamics of *P. acuspes*. Estimated coefficients and adjusted $R^2$ based on the training dataset are presented. For C45 in summer we present 2 alternative models, i.e., the most parsimonious model including only 2 predictors with poor test performance (in gray) and the more complex model we finally selected for our life cycle model.
FIGURE 2 | Hindcast of seasonal stage abundances for the training and test (gray shaded box) period using our coupled life cycle model. Simulations were started using the first observation of C45 winter abundances of the series (in 1960) from which the female spring abundance and consecutively the various seasonal stage abundances within this and the following years were predicted (from A–H). The red line represents the mean of the 1000 Monte Carlo simulations, the red shaded area the 95% confidence interval. The gray line with circles represents the observed time series. The normalized root mean square error (NRMSE) for both the training and test period is provided as measure of model performance.

(Supplementary Figures 5A,C–E,G). This is particularly notable for C45 in autumn where the NRMSE increases from 2.15 to 2.48 under the simpler model. The fact that modifications of a single stage- and season-specific model cause changes in the predictive performance of subsequent stages and seasons highlights the strong internal coupling and importance of cascading effects.

Individual Stressor Effects

The analysis of net effects of changes in single stressors on the total population size of *P. acuspes* revealed complex dynamics that were not simply the sum of individual stage effects. We found changes in individual stressors that have linear effects on individual stages (i.e., phosphate and sprat), leading to proportional changes in the total population size, while trends in hydrographical variables caused less self-evident population responses. When keeping all external stressors constant but increasing temperature (by ±10%, ±25%, ±50%, −60%, and +65%) from the observed time series mean, we found overall changes in the total population size of *P. acuspes* ranging between −11 and 0.2% (see Figure 3 and Supplementary Table 2). The direction of population responses was independent of the direction in temperature changes as *P. acuspes* showed major declines both when temperature decreased and increased by more than 50%. This net effect resembles largely the stage-specific dome-shaped effect found for younger copepods. Changes in deepwater salinity had by far the greatest impact on the total population size in our 10-year simulation. We found decreases of 10–50% leading to a drop in the overall population size.
by 7–86%, which was mainly driven by severe declines of females in spring (Supplementary Table 3 and Supplementary Figure 6). On the other hand, positive salinity trends caused little changes at the stage and population level except for unobserved high increases of 50%. Here, the population starts declining again triggered by the drop in spring females. An explanation for this is the saturating salinity effect on spring females we characterized by a polynomial approximation, which tends to become also dome-shaped and predict lower abundances at both side of the salinity range when extrapolating. However, the actual scale of salinity fluctuations observed in the past decades was at about −20 to +10% around the mean. Hence, potential changes of the total population size under more realistic salinity trends are not much greater than under observed temperature changes. In contrast, changes in oxygen, phosphate and sprat SSB caused only minor changes in the population size, which hardly exceeded 5% in our simulation (Supplementary Table 2). In addition, uncertainty levels were comparably greater, also in terms of the direction of change (Figure 3). Only at pronounced increases of oxygen concentrations by 160% as seen in the past, the overall stock size will most likely show a significant increase.

We found in our single-stressor simulations that stressor effects were clearly positively and negatively dampened at the total population level (Figure 4). While individual life stages directly affected showed a strong response to the stressor, effects mostly cascaded only to 1 or 2 subsequent stages and eventually faded over the course of the year (Supplementary Figure 6). For overwintering copepodites C45 and females in spring we even found opposite trends to previous stages indicating a dampening mechanisms through density dependence being greatest during the maturation period.

**Combined Stressor Effects and Dominant Mode of Interaction**

In contrast to single stressors, multiple stressors had rather an additive effect on the total abundance, although we did find indications of positive dampening and negative synergistic interactions (Figure 4 and Table 1). Both types of interactions lead to lower abundances than expected and were mainly found when multiple stressors affected the same life stage, e.g., oxygen conditions, phosphate concentrations, and sprat SSB affecting all nauplii in spring. The individual response direction, i.e., whether individual stressor effects on the population size are all positive, negative, or opposing, had no impact on the interaction type.

Given the strong individual response to climatic stressors and an additive interaction, the strongest decline in the *P. acuspes* abundances was observed under decreasing salinity conditions and changes in temperature. This decline could be mitigated by favorable changes in manageable stressors. In our multi-stressor simulation, we found that a 50% increase of oxygen and phosphate conditions together with a 50% reduction in predation pressure could counteract the negative effect of a 25% decrease in salinity by 6% (see Table 1 and Supplementary Table 2). This is overall less than expected under a purely additive interaction indicating a negative synergistic interaction. Under constant

---

**FIGURE 3** | Effect size of single environmental changes. The percent change of mean seasonal abundances over the course of 10 years under eight different trend scenarios is presented for each stressor. Percent changes are calculated for each of the 1000 Monte Carlo simulations and then averaged. The error bars represent the standard deviation. The numbers next to the stressor names represent the maximum observed negative and positive deviations from the time series mean.
climatic conditions the same stressor changes lead to notable but slightly dampened increases in the total population size. Current projections of long-term salinity reduction in the Baltic Sea and specifically Eastern Gotland basins under the intermediate and high RCP scenarios greatly diverge depending on the model setup but are generally below the 25% simulated here. Given a salinity decline by only 7% (RCP4.5) and 6% (RCP8.5) together with an increase in temperature and phosphate concentrations between 30-60% we still observe a decrease in the population size of *P. acuspes* concentrations between 30-60% we still observe a decrease in the population in comparison to the sum of individual seasonal stage effects. Stressor simulations the combined effect represents the net effect on the total population in comparison to the sum of individual seasonal stage effects. Population responses to single changes in salinity by 25 and 50% are not combined increasing or decreasing trends in two or more stressors that had the same positive, negative or opposing effects on *Pseudocalanus acuspes* abundances. Effects are presented as percent change of mean seasonal abundances over the course of 10 years, averaged across 1000 Monte Carlo simulations. The additive effects are calculated as the sum of mean percent change under single environmental changes (shown in Figure 3). For single stressor simulations the combined effect represents the net effect on the total population in comparison to the sum of individual seasonal stage effects. Population responses to single changes in salinity by 25 and 50% are not shown as they lied outside the selected X- and Y-range. The gray and yellow areas indicate the type of interaction present, i.e., positive, negative, synergism, antagonism and dampening effects. All interactions below the diagonal lines are considered as risk zones where combined effects lead to lower abundances than expected under additive interactions.

**DISCUSSION**

**Suitability of the Modeling Approach**

We here developed a novel stochastic stage-structured life cycle model for a zooplankton population that plays a key role in Baltic Sea ecosystem dynamics. Discrete stage- or age-structured population models in zooplankton ecology usually belong to the group of matrix models (Carlotti et al., 2000), which theoretically can be linear or non-linear, deterministic or stochastic (Caswell, 2001), the latter achieved by randomization of model parameters (Turchin, 2003). However, unlike our approach, in zooplankton ecology population models including stochasticity is seldomly considered (Carlotti et al., 2000) and applied matrix models are usually built on linear relationships only (e.g., Torres-Sorando et al., 2003; Twombly et al., 2007). The great advantage of our modeling approach lies hence in the explicit consideration of non-linear relationships between discrete life-stages. Furthermore, adding stochasticity in the population dynamics allowed us to provide robust uncertainty estimates associated with the direction and magnitude of stressor effects for a species with high interannual variability. Our statistical model is however not directly comparable with mechanistic stage-resolved copepod models that can be coupled to a 3-dimensional ecosystem model (see e.g., Fennel, 2001; Fennel and Neumann, 2003; Dzierzbicka-Głowacka et al., 2013) as it is constrained to the sampling design and does not resolve the spatial dynamics, both horizontal and vertical, at any desired resolution. However, being a more simple and data-driven approach that requires less prior knowledge and supercomputing power, the presented modeling framework can serve as ideal tool for management strategy evaluation and cumulative effect exploration.

**Relative Importance and Magnitude of Biotic and Abiotic Stressors**

Long-term dynamics of *P. acuspes* in our model were the result of multiple stressor effects (Otto et al., 2014b). These acted either in concert or asynchronously and then accumulated during the life cycle. Moreover, our model simulations demonstrate that climate-driven stressors, particularly salinity, are by far the most important players at the stage as well as population level. Females in spring and younger copepodites in summer were identified as the most vulnerable stages toward climate-driven changes in hydrography, while bottom-up and top-down processes were comparably negligible for all stages. Previous studies on long-term monitoring data showed that zooplankton species are highly sensitive to environmental conditions, which, in turn, can be influenced by large-scale hydroclimatic processes (Roemmich and McGowan, 1995; Taylor, 1995; Stephens et al., 1998; Greene and Pershing, 2000; Möllmann et al., 2000; Beare et al., 2002; Beaugrand, 2003; Molinero et al., 2005; Gislason et al., 2009). In the Baltic Sea, reproduction and population expansions of endemic as well as invading marine species are generally limited by the strong salinity gradient (Jaspers et al., 2011; Vuorinen et al., 2015). Similarly, *P. acuspes*, a marine arctic relict species in the Baltic Sea (Grabbert et al., 2010), is generally perceived as being driven by salinity since the brackish water may display sub-optimal reproductive conditions (Möllmann et al., 2003). Also in our analysis, salinity had the strongest and most significant impact on female abundance in spring, in particular when
salinity declined. Renz and Hirche (2006) suggested a direct physiological effect of low salinity on growth and reproduction but also considered a potential role of co-occurring low oxygen levels for the recruitment success. Indeed, our study suggests that while salinity is an important predictor for abundance of females, oxygen conditions determine the offspring survival. At low salinities reproducing females might be forced to move into anoxic or low oxygen deeper waters potentially affecting egg production, the attached eggs or hatched nauplii stages (Möller et al., 2015). On the other hand, temperature has not been identified as a key stressor of Baltic P. acuspes in previous long-term studies when disregarding stage-specific responses (Dippner et al., 2000; Möllmann et al., 2000), except for the spring season (Otto et al., 2014a). Here, we show that temperature plays a key role in summer when C13 stages are most abundant. Particularly juvenile copepodes are known to depend on temperature, affecting growth rates, development times and molting rates (Vidal, 1980a,b; Hirst and Bunker, 2003; Dzierzbicka-Głowacka, 2004) and ultimately abundances as shown in our simulation for C13 in spring and even more in summer.

While studies on long-term effects of biotic interactions on zooplankton species are sparse, we here show for the first time that climate effects have the potential to impact copepod species by nearly 2 orders of magnitude in comparison to biotic interactions, which supports recent findings of low ecotrophic efficiency in deeper basins of the Central Baltic Sea (Bernreuther et al., 2018). However, we did find stage-and season-specific bottom-up and top-down effects which we tested indirectly by winter phosphate concentrations and directly by sprat SSB. The genus Pseudocalanus sp. has been generally considered as not food-limited because of their low food requirements for maximal ingestions rates, development, and maximum body size and sufficient ambient concentrations of phytoplankton (Paffenhofer and Harris, 1976; Corkett and McLaren, 1978; Vidal, 1980a,b; Davis, 1984a; Ohman, 1985). But in the Baltic Sea, P. acuspes stages inhabiting deeper water layers are dependent on sinking algae, microzooplankton or detritus (Peters et al., 2006; Möller et al., 2012), which can strongly decrease after the degradation of the spring bloom (van Beusekom et al., 2009). This could negatively affect summer C13 abundances but also the overwintering stages. A negative top–down control is mainly exerted on C45 abundances in summer, when the estimated total predation of sprat is highest (Arrhenius and Hansson, 1993) with larval and young-of-the-year sprat feeding greatly on older P. acuspes stages (Dickmann et al., 2007). In spring, when sprat recruitment starts to peak (Karasiova, 2002), first-feeding larvae select particularly nauplii stages (Voss et al., 2003), which could explain the negative predation effect found for nauplii.

**Cumulative Effects of Multiple Stressors**

Predicting cumulative effects is challenging due to potential higher order interactions, but is key to devising appropriate management and conservation strategies under multiple changing stressors. The magnitude of climate and human impacts on the total size of a population can be attributed to a combination of the stressors’ effect size on individual stages, the level of exposure of the stages to the stressor, the interaction type between stressors and cascading effects between life-stages. The complex interplay of changes in abiotic and biotic ecosystem components can act multiplicatively on animal’s population dynamics, e.g., leading to an increase or decrease of the population or generating stable limit cycles (Shimada and Tuda, 1996). Identifying the type of interaction when both stressors operate in the same direction is generally much more straightforward than studying opposing individual effects (Piggott et al., 2015). More so, if the response curve for a stressor is a bell-shaped curve as in the typical thermal performance curve (Schulte, 2015) found also in our study, the effect direction might even be not constant. By applying an integrated life cycle modeling framework for P. acuspes, we revealed that population responses to stressors that act on distinct life stages are mitigated through density effects, particularly during the overwintering and maturation phase. Density-dependence is generally considered as a mechanism stabilizing animal population dynamics (Sinclair and Pech, 1996; Bjørnstad and Grenfell, 2001). The importance of density-dependence in population dynamics has been controversially debated for decades (Nicholson, 1933; Andrewartha and Birch, 1954), and only recently its role in zooplankton long-term dynamics has been acknowledged. Ohman et al. (2002) and Plourde et al. (2009) observed that mortality rates of eggs and nauplii of Calanus finmarchicus depended on the number of females during the growth period. Cannibalism and food supply are generally major sources for density-dependence in zooplankton, although both mechanisms are not well investigated for P. acuspes in the Baltic Sea.

Although density dependence has been shown to govern population responses to multiple effects (Hodgson et al., 2017), we did not find strong amplifications of the positive and negative dampening effect across life stages in our multi-stressor simulations. In fact, additive interactions were more prevalent than non-additive interactions when changing two stressors suggesting that stressors are operating independently of each other. Despite growing evidence for the importance of non-additive interactions between multiple stressors (e.g., Folt et al., 1999; Crain et al., 2008; Darling and Côté, 2008; Piggott et al., 2015; Fu et al., 2018) additive effects are still the dominant interaction mode on the individual and population level (see review in Côté et al., 2016). But when changing more than two stressors in our simulations interactions tended toward negative synergism and positive dampening effects. An explanation for this could be the cumulative effect on the same life stage. Impacts of two stressors are more likely to directly affect life stages such as in the case of temperature (affecting younger copepodes) and salinity (affecting older copepodes and females). In contrast, when changing manageable stressors altogether to mitigate the salinity decrease, nauplii in spring and older copepodite in summer were affected by two or three stressors directly leading to a slightly stronger decline than expected under additive effects. Thus, stressors acting at different life stages or asynchronously may be additive, while those acting jointly at the same stage may be synergistic. Similarly, Fu et al. (2018) found a relatively high risk of negative synergism for lower trophic levels in a multi-model simulation across regional seas. As a consequence,
increases of predation pressure under low primary productivity would cause larger than expected biomass declines.

**Implications for Management Under Climate Change**

Cumulative effects assessments have become an integral part of environmental impact assessments. Stage resolved population models offer a key tool for providing a mechanistic understanding of the impacts of multiple stressors and help predict future responses under changing human impacts. Simulations based on these models have the advantage to assess a broad range of potential scenarios and to explore possibilities in ecosystems with important uncertainties rather than to predict a unique future (Carpenter, 2002). Projections have gained increasing appreciation in recent years, particularly in conservation science and the decision-making process with a focus on socio-ecological scenarios (Tansey et al., 2002; Bohensky et al., 2006; Langmead et al., 2009). Our model simulations show that *P. acuspes* will most certainly decline under a potential freshening of the Baltic Sea and increasing temperatures, which is conditional on the extent of the assumed climate change (BACC II Author Team, 2015). A reduction in salinity conditions is likely to cause shifts in other marine species living at their physiological limits in the Central Baltic Sea (Vuorinen et al., 2015). Recent projections of water temperature based on dynamical downscaling of global model results using regional climate models show all an increase in time as a direct consequence of the increase in air temperature, which could be nearly twice as high under the RCP8.5 scenario (Saraiva et al., 2019). In terms of salinity projections, however, the differences between RCP 4.5 and RCP 8.5 are much smaller. Instead, the greatest differences were found between the individual climate models ranging from >25% to no salinity change until the end of the century. Given this high uncertainty in future salinity conditions, any long-term projection of *P. acuspes* is consequently difficult to make.

In the case of this Baltic key species, the observed prevalence of additive effects suggest that stressors are largely operating independently of each other, so mitigation of any of the individual stressors will yield predictable benefits. At the same time, the effectiveness of management strategies targeting eutrophication and commercial fish stocks depends highly on the climate development, due to the strong influence of temperature and salinity on *P. acuspes*. To mitigate the negative effect of the projected temperature and salinity changes on this key species, oxygen and phosphate concentrations would need to increase substantially while predation pressure would need to lessen by 50%. The implementation of the nutrient load abatement strategy under the Baltic Sea Action Plan is indeed expected to counteract the decrease in mean oxygen concentrations caused by increasing water temperature, but not to levels > 50% (Saraiva et al., 2019). At the same time, phosphate concentrations will rather be reduced under this strategy. A decrease in the sprat stock size is also not expected in the near future under the EU multiannual plan for Baltic cod, herring and sprat and the fisheries exploiting those stock (ICES, 2019), rather the opposite. Similarly, long-term projections of sprat under nutrient load reductions and reduced cod fishing mortality show a consistent stock size over the next decades. As a consequence, the planned management strategies do not necessarily benefit *P. acuspes*. Potential cascading effects in the ecosystem structure and functioning and ultimately ecosystem services could be extensive and underpin the importance of an ecosystem approach to management.

Our modeling approach demonstrates that zooplankton has the hitherto unused potential as an integrative indicator of ecosystem change under multiple global change drivers (i.e., climate, fisheries, eutrophication). Furthermore, our results provide a general framework for investigating how population consequences will be magnified or dampened under multiple stressors. For instance, management strategies to counteract climate-related stressors might be more successful and particularly more predictable when targeting life stages not affected by climate. Moving forward, there is a growing opportunity for using population modeling in cumulative effects assessments. Our modeling framework offers a simple tool for any species with a discrete life cycle to explore stressor interactions and the safe operating space under future climate change.
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