Reflected Light Spectrometry and AI-Based Data Analysis for Detection of Rapid Chicken Eggshell Change Caused by Mycoplasma Synoviae
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Abstract: Mycoplasma synoviae (MS) is a pathogen that causes economic losses in the poultry industry. It can be transmitted, amongst others, via the respiratory tract and spread relatively quickly. As such, MS infections are mainly controlled by maintaining MS-free breeder flocks. Routine diagnosis for the detection of MS may be based on serological, culture, and molecular tests. Here, we propose an optical solution where AI-based analysis of spectral data obtained from the light reflected from the eggshells is used to determine whether they originate from healthy or Mycoplasma synoviae-infected hens. The wavelengths proposed for spectral MS detection are limited to those of VIS and NIR DPSS lasers, which are freely accessible on market. The results are satisfactory: for white eggshells, the F-score is over 95% for five different combinations of wavelengths (using eight or nine wavelengths); for brown eggshells, the F-score is above 85%, also for five different combinations of 6–9 wavelengths.
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1. Introduction

M. synoviae is a member of the genus Mycoplasma of the class Mollicutes, a group of wall-less Gram-positive bacteria causing economic losses in the poultry industry. It is one of the major avian pathogenic agents and has a multifactorial etiology that involves complex interactions amongst pathogen, host, and environmental factors [1]. Poultry healthcare problems in this global industry associated with M. synoviae infections are related to respiratory infections, arthropathic problems, and strains causing eggshell pathology [1–4]. Eggs with eggshell apex abnormalities (EAAs) have a clear demarcation zone on the top zone of the egg, up to approximately 2 cm from the apex. Eggshell pathologies are also characterized by a roughened shell surface, shell thinning, increased translucency, cracks, and breaks [3,4].

Egg quality is important to the commercial egg industry. The deterioration in the quality of eggshells causes significant losses in the egg industry [5,6]. Any infection of the reproductive system of a laying hen can affect the quality of the eggs and eggshells [7]. The eggshell plays a crucial role in the development of the embryo, protecting it from mechanical damage, regulating gas exchange, and providing a source of nutrients. The eggshell protects the egg from contamination by bacteria and other pathogens, ensuring healthy embryo development [8].

M. synoviae is vertically transmitted and can cause egg infertility, embryonic death, poorly developed embryos, and weak poults, sometimes even without overt signs of active...
infection in the parent flock [9,10]. The occurrence of clinical signs may be related to many factors, such as high levels of ammonia, inadequate ventilation, high stocking densities, and extremes of temperature. Infections with other microorganisms, such as *E. coli*, infectious bronchitis virus, Newcastle disease virus, and *Ornithobacterium rhinotracheale*, are also often involved in the etiology of these diseases [11].

Mycoplasmas are important causes of disease and loss of production in intensively reared poultry, particularly in those that are under environmental stress [12].

The disease caused by MS is among the diseases for which the OIE must be notified [13]. As MS can be transmitted via the respiratory tract and egg, the main method of controlling MS infections is to maintain MS-free breeder flocks [14]. Routine diagnosis for the detection of MS may be based on serological, culture, and molecular tests. Sera collected from the flock can be tested for the presence of antibodies using the serum plate agglutination test (SPA), enzyme-linked immunosorbent assay (ELISA), and, rarely, hemagglutination inhibition (HI) [15,16]. The culture method requires the use of PPLO broth and is expensive and time-consuming (28 days). The most frequently used and more sensitive method is the detection of DNA using polymerase chain reaction (PCR) and its modifications, real-time PCR, multiplex PCR, and LAMP [17–20]. A quick and sensitive method is polymerase spiral reaction (PSR) [21]. The method is 100 times more sensitive than PCR and has a higher positive rate (69.9%) than ELISA (65.3%).

Optical methods can be used to classify eggs as being from healthy or MS-infected hens using spectroscopy in transmitted light [22]. The authors obtained the best results for a group of brown shells, attaining 88% accuracy. With the destruction method, an egg is required because the measurement is taken through a single eggshell piece. To overcome this disadvantage, we propose a significant change to the spectroscopic data acquisition process.

The proposed approach for spectroscopic data acquisition is based on the detection of reflected VIS light. Since the eggs are not destroyed, this method can be used on the production line for egg analysis.

2. Materials and Methods

For the evaluation of the proposed approach, a set of 1475 measurements of eggshell samples was used. The set consisted of brown- and white-colored eggshells with a confirmed origin from healthy or MS-infected hens. Table 1 shows the quantity of each subset of samples.

| Origin           | Brown | White |
|------------------|-------|-------|
| Healthy          | 315   | 516   |
| MS-infected      | 392   | 252   |
| Total            | 707   | 768   |
|                   |       | 1475  |

The samples from the healthy subgroups originated from the inner reference flock of the National Veterinary Research Institute (NVRI), while the MS-infected eggs originated from commercial flocks that were under the veterinary supervision of the NVRI and were confirmed by three techniques: a specific MS PCR [17,18,21], LAMP [19], and sequencing of the *vlhA* gene [20,21].

2.1. Spectral Data Acquisition

Spectral data were collected in a laboratory setup; a schematic of the setup is shown in Figure 1. The measured sample was placed on an XY translation stage, enabling proper sample positioning. The light source used was an incandescent lamp. The light beam was formed by a condenser lens for proper illumination of the object. The spectrometer fiber head (Thorlabs CCS100/M with M14L01 fiber head attached) was mounted on a movable arm that could be angularly adjusted to maximize the reflected signal on the detector.
Such placement of the head enabled the easy and fast adjustment of the setup to different curvatures of egg samples.

![Diagram of laboratory setup](image)

**Figure 1.** Scheme of the laboratory setup for spectral data acquisition.

Due to the large number of measurements, these measurements were recorded over several days. Before each measurement set, the setup was calibrated by the acquisition of spectral data of the calibration object—a white grinding plate. All measurements results were divided by the result of the measurement of the calibration object. This procedure removed the influence of sample illumination and recording path parameters.

### 2.2. Obtained Spectral Data—Initial Analysis

All data obtained in the laboratory setup (Figure 1) were collected in the spectral range of 350–750 nm, with a resolution of 0.5 nm. The amount of data collected in a real stand, for example, by a sorting machine, requires large calculation capacities when the whole range is analyzed. Researchers have tended to apply the method in commercial designs with VIS illumination; therefore, we needed to decrease the amount of analyzed data to ensure a reasonable processing time. From the whole spectral range registered by the spectrometer, we chose the wavelengths that correspond to commercially available lasers, such as diode-pumped solid-state (DPSS) lasers. The DPSS lasers were chosen because of their potential applicability in sorting and detecting systems, and their lasing parameters, stability, and relatively small dimensions. The available wavelengths of the DPSS lasers that are within the measurement range used for eggshells are 457, 473, 501, 515, 523, 526, 532, 543, 556, 561, 589, 593, 600, 671, 690, and 729 nm. The incandescent lamp used in the laboratory setup had a significant drop in intensity for wavelengths lower than 450 nm, which is the main reason for the lower limit on DPSS wavelengths because, based on the experiment, no reliable data were to be obtained from that region. Table 2 shows the exact wavelength and its full width at half maximum (FWHM) together with the assigned name, symbolizing the input variable.

Figure 2 visualizes an example of data for ten samples from each measurement category.

### 2.3. Support Vector Machine

Support vector machine (SVM) is a supervised learning algorithm introduced by Vapnik [23]. This algorithm aims to find a hyperplane that separates two classes of a multi-dimensional dataset with a maximum margin. For data to be classified by SVM, the dataset must be linearly separable. If the dataset does not fulfill this requirement, another kernel function must be used that will transform the data to a higher dimension to ensure they are linearly separable by a hyperplane that spans these dimensions. The choice of kernel depends on the type of data. The radial basis function (RBF) kernel is considered the best choice for practical applications [23]. When classifying spectral data collected from diseased and healthy eggs, the problem is the overlap of measurements from both classes. In this case, the use of RBF is preferred because it transforms the data to infinite
dimensions in which the relationship between observations might be found. Then, the resulting value enables the creation of the decision boundary that enables the classification of multidimensional data [23–25].
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**Figure 2.** The visualization of an exemplary ten samples taken from each categorical subset: brown eggshell from (a) MS-infected and (b) healthy hens; white eggshell from (c) MS-infected and (d) healthy hens. Different colors determine different samples.

**Table 2.** Notation of input data variables and corresponding DPSS wavelengths and their full width at half maximum (FWHM).

| Input Variable | Wavelength (nm) | FWHM (nm) |
|----------------|----------------|-----------|
| A0             | 457            | 3         |
| A1             | 473            | 3         |
| A2             | 501            | 3         |
| A3             | 515            | 3         |
| A4             | 523            | 3         |
| A5             | 526            | 3         |
| A6             | 532            | 3         |
| A7             | 543            | 3         |
| A8             | 556            | 3         |
| A9             | 561            | 3         |
| A10            | 589            | 3         |
| A11            | 593            | 3         |
| A12            | 632            | 3         |
| A13            | 660            | 3         |
| A14            | 671            | 3         |
| A15            | 690            | 3         |
| A16            | 729            | 3         |
2.4. Metrics

To determine whether the SVM algorithm was able to find the optimal solution for binary classification of the data, the numerical values that determine the quality of such a prediction were calculated.

Firstly, we define the outcomes of the model classification compared to their real labels. The technique that helps to represent the quality of classification is the confusion matrix. In binary classification, this matrix consists of four values: true positives (TPs), false positives (FPs), false negatives (FNs), and true negatives (TNs) [26]. Every observation is placed in the proper cell according to the real and predicted value. Then, the confusion matrix is analyzed to define the quality of the classification.

For binary classification, the three metrics extracted from the confusion matrix are used often when a dataset is unbalanced [27]. The first is precision:

\[ \text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}}. \]  

(1)

Precision indicates how well the algorithm classifies a positive class out of a provided dataset.

The second metric is recalled, which indicates the ability of the model to capture positive cases:

\[ \text{Recall} = \frac{\text{TP}}{\text{TP} + \text{FN}}. \]  

(2)

Since the goal of the experiment was to maximize both metrics, the third, auxiliary metric is usually introduced, the F-score:

\[ \text{F-score} = \frac{2(\text{Precision} \times \text{Recall})}{\text{Precision} + \text{Recall}}. \]  

(3)

The F-score represents the harmonic mean of the above two metrics. Therefore, maximizing this metric will improve the overall quality of the classification and in the case where harmonic mean smaller values have a strong impact on the result. In our case, this was especially important because the dataset was unbalanced. Thus, using a simple accuracy metric would not be sufficient. A model that classifies everything as one class may obtain a high score depending on the level of unbalance of the set. In addition, the previously mentioned metrics can be used to maximize individual classification tasks. For example, maximizing precision will allow for a much better classification of positive cases, i.e., eggs from sick hens. Unfortunately, this action incurs a tradeoff, i.e., observations belonging to the negative class are more likely to be incorrectly classified. This phenomenon is called the precision–recall tradeoff.

2.5. Hyperparameters Optimization

Using SVM with RBF as the kernel function, there are two important hyperparameters, C and gamma, that need to be optimized to obtain a robust and properly regularized classifier. The problems that arise in optimization are overfitting and underfitting of the classifier. The former means that the algorithm will fit its decision boundaries too strongly relative to the test dataset. Thus, when a new observation is being classified, there is a high probability that it will be classified incorrectly. This error can be verified using either an additional partitioning of the set into a validation dataset or \( k \)-fold cross-validation algorithms. Underfitting is easy to recognize because the model performs poorly by assigning random classes to the classified observations. The hyperparameter C is responsible for how the decision boundary is generated. The smaller the C, the smoother the decision boundary, but as C increases, the decision boundary becomes increasingly complicated, until it can separate individual observations, achieving maximum classification quality on the training set, but generating a highly overfitted model that is unusable when the predicted observations are not the same as in the learning set. The gamma used in the kernel function is responsible for the strength of the influence of each observation. When gamma is large, a single observation only affects observations in closer proximity in multidimensional space.
In our case, to optimize hyperparameters, a grid search algorithm was used [28,29]. The algorithm trained many models (classifying algorithms) on given data within given ranges of selected hyperparameters. After finishing the process, the best model with the chosen values of hyperparameters was returned. To increase the accuracy of classification, the process was repeated twice. Firstly, a coarse search was performed for a wide range of values (depending on the chosen parameter) with a large step size. The algorithm was then used again within the ranges based on the first search results and a much smaller step size. To obtain a model, regularized 5-fold cross-validation was used. Using k-fold cross-validation helps ensure that the model performs well with different training and learning sets, but for large datasets, this solution is not optimal because the learning time is multiplied k times [30]. In the subsequent sections, we use five-fold cross-validation with the F-score metric.

3. Results

The RBF-based SVM algorithm is highly susceptible to the different magnitudes of the individual features submitted for learning. Therefore, the features all need to be standardized so that one feature is not predominant compared to the rest [31]. In our case, the features were the integer reflectance intervals corresponding to the individual half-widths of the previously selected lasers. The standardization was performed by subtracting the mean of all observations from each observation and dividing by their standard deviation. This yielded a distribution with the mean at zero and a standard deviation equal to one. Even though all measurements were previously normalized after the data collection process, the use of additional standardization raised the classification result by 2% and 4% for white and brown eggs, respectively. However, this should be performed on a case-by-case basis, and it is best to test which of the scaling measures returns the highest quality classification. It is also important to check for outliers in the dataset, as they will disrupt not only the standardization process but also the learning process. In our dataset, there were no outliers, so it was possible to start learning. Since the dataset was not large, this provided the possibility of generating subsets consisting of all combinations without repetition from one to nineteen of all selected wavelengths. The combinations were ranked, and the top twenty positions are shown in Tables 3 and 4 for the white and brown eggshells, respectively.

Table 3. Top 20 ranking for multiple wavelength usage for white eggshells, without hyperparameter optimization.

| Ranking Position | Number of Wavelengths | Combination of Parameters | 5 CV Mean (%) | 5 CV SD |
|------------------|-----------------------|---------------------------|---------------|--------|
| 1                | 7                     | A10, A11, A12, A13, A14, A15, A0 | 82.473        | 7.683  |
| 2                | 6                     | A11, A12, A13, A14, A14, A0 | 82.438        | 8.068  |
| 3                | 5                     | A12, A13, A14, A15, A0    | 82.431        | 7.965  |
| 4                | 7                     | A11, A12, A13, A14, A15, A16, A0 | 82.421        | 8.247  |
| 5                | 8                     | A10, A11, A12, A13, A14, A15, A16, A0 | 82.271        | 8.249  |
| 6                | 9                     | A4, A7, A8, A11, A12, A13, A14, A15, A0 | 82.118        | 8.561  |
| 7                | 4                     | A11, A12, A13, A0         | 82.061        | 10.84  |
| 8                | 7                     | A5, A11, A12, A13, A14, A15, A0 | 81.938        | 8.375  |
| 9                | 7                     | A6, A11, A12, A13, A14, A15, A0 | 81.931        | 9.018  |
| 10               | 3                     | A12, A13, A0              | 81.928        | 10.986 |
| 11               | 8                     | A9, A10, A11, A12, A13, A14, A15, A0 | 81.921        | 8.058  |
| 12               | 7                     | A8, A11, A12, A13, A14, A15, A0 | 81.871        | 8.463  |
| 13               | 8                     | A8, A11, A12, A13, A14, A15, A16, A0 | 81.825        | 8.654  |
| 14               | 8                     | A4, A8, A11, A12, A13, A14, A15, A0 | 81.807        | 8.756  |
| 15               | 5                     | A7, A11, A12, A13, A0     | 81.76         | 10.479 |
| 16               | 4                     | A12, A13, A16, A0         | 81.744        | 10.861 |
| 17               | 8                     | A6, A8, A11, A12, A13, A14, A15, A0 | 81.723        | 8.451  |
| 18               | 8                     | A8, A10, A11, A12, A13, A14, A15, A0 | 81.723        | 8.451  |
| 19               | 8                     | A5, A8, A11, A12, A13, A14, A15, A0 | 81.68         | 8.671  |
| 20               | 6                     | A8, A12, A13, A14, A15, A0 | 81.671        | 8.088  |
Table 4. Top 20 ranking for multiple wavelength usage for brown eggshells without hyperparameter optimization.

| Ranking Position | Number of Wavelengths | Combination of Parameters | 5 CV Mean (%) | 5 CV SD |
|------------------|-----------------------|---------------------------|---------------|--------|
| 1                | 2                     | A15, A0                   | 73.514        | 8.112  |
| 2                | 7                     | A3, A4, A5, A7, A8, A14, A15 | 73.291        | 13.072 |
| 3                | 8                     | A3, A4, A5, A6, A7, A8, A14, A15 | 73.163        | 13.077 |
| 4                | 1                     | A15                       | 73.116        | 6.241  |
| 5                | 6                     | A4, A5, A6, A8, A14, A15 | 73.079        | 11.901 |
| 6                | 7                     | A3, A4, A6, A7, A8, A14, A15 | 73.051        | 12.939 |
| 7                | 5                     | A4, A6, A8, A14, A15      | 72.889        | 11.742 |
| 8                | 6                     | A4, A6, A7, A8, A14, A15 | 72.88         | 11.742 |
| 9                | 7                     | A3, A4, A5, A6, A8, A14, A15 | 72.854        | 12.534 |
| 10               | 4                     | A4, A8, A14, A15          | 72.82         | 11.509 |
| 11               | 6                     | A3, A4, A7, A8, A14, A15 | 72.813        | 12.653 |
| 12               | 6                     | A3, A4, A5, A8, A14, A15 | 72.802        | 12.431 |
| 13               | 7                     | A4, A5, A6, A7, A8, A14, A15 | 72.692        | 11.868 |
| 14               | 5                     | A3, A4, A8, A14, A15      | 72.597        | 12.627 |
| 15               | 2                     | A15, A16                  | 72.581        | 6.521  |
| 16               | 5                     | A4, A5, A8, A14, A15      | 72.472        | 11.697 |
| 17               | 6                     | A3, A4, A6, A8, A14, A15 | 72.383        | 12.773 |
| 18               | 5                     | A4, A7, A8, A14, A15      | 72.329        | 11.573 |
| 19               | 6                     | A4, A5, A7, A8, A14, A15 | 72.307        | 11.778 |
| 20               | 8                     | A3, A4, A5, A6, A8, A9, A14, A15 | 72.238        | 13.728 |

The quality of classification with hyperparameter optimization was then tested for each subset of features, and those with the highest results were selected. A new ranking for white and brown eggshells is shown in Table 5 and Table 6, respectively. This activity was important because an overabundance of features can lead to noise in the best solution, and too few features can lead to underfitting the classification model.

Table 5. Top 20 ranking for multiple wavelength usage for white eggshells with hyperparameter optimization.

| Ranking Position | Ranking Position w/o Optimization | Combination of Parameters | C            | Gamma |
|------------------|-----------------------------------|---------------------------|--------------|-------|
| 1                | 12                                | A8, A11, A12, A13, A14, A15, A0 | 110,217.97   | 0.0046 |
| 2                | 13                                | A8, A11, A12, A13, A14, A15, A16, A0 | 92,682.9     | 0.0039 |
| 3                | 17                                | A6, A8, A11, A12, A13, A14, A15, A0 | 55,108.98    | 0.0055 |
| 4                | 11                                | A9, A10, A11, A12, A13, A14, A15, A0 | 46,340.95    | 0.0110 |
| 5                | 18                                | A8, A10, A11, A12, A13, A14, A15, A0 | 8192         | 0.0110 |
| 6                | 1                                | A10, A11, A12, A13, A14, A15, A0 | 4096         | 0.0312 |
| 7                | 2                                | A4, A7, A8, A11, A12, A13, A14, A15, A0 | 17,554.49    | 0.0220 |
| 8                | 6                                | A4, A7, A8, A11, A12, A13, A14, A15, A0 | 55,108.98    | 0.0055 |
| 9                | 14                                | A4, A8, A11, A12, A13, A14, A15, A0 | 19,483.96    | 0.0065 |
| 10               | 4                                | A11, A12, A13, A14, A15, A16, A0 | 608.87       | 0.0625 |
| 11               | 5                                | A10, A11, A12, A13, A14, A15, A16, A0 | 9741.98      | 0.0065 |
| 12               | 8                                | A5, A11, A12, A13, A14, A15, A0 | 110,217.97   | 0.0046 |
| 13               | 19                                | A5, A8, A11, A12, A13, A14, A15, A0 | 72,554.49    | 0.0055 |
| 14               | 9                                | A6, A11, A12, A13, A14, A15, A0 | 110,217.97   | 0.0078 |
| 15               | 20                                | A8, A12, A13, A14, A15, A0 | 19,483.96    | 0.0110 |
| 16               | 7                                | A11, A12, A13, A0         | 128          | 0.1486 |
| 17               | 15                               | A7, A11, A12, A13, A0     | 107.63       | 0.0883 |
| 18               | 16                               | A12, A13, A16, A0         | 19,483.96    | 0.0032 |
| 19               | 3                                | A12, A13, A14, A15, A0    | 27,554.49    | 0.0092 |
| 20               | 10                               | A12, A13, A0              | 5792.61      | 0.0131 |
Table 6. Top 20 ranking for multiple wavelength usage for brown eggshells with hyperparameter optimization.

| Ranking Position | Ranking Position w/o Optimization | Combination of Parameters | C     | Gamma |
|------------------|----------------------------------|---------------------------|-------|-------|
| 1                | 5                                | A4, A5, A6, A8, A14, A15  | 4870.99 | 0.0743 |
| 2                | 9                                | A3, A4, A5, A6, A8, A14, A15 | 65,536 | 0.0185 |
| 3                | 20                               | A3, A4, A5, A6, A8, A9, A14, A15 | 55,108.98 | 0.0065 |
| 4                | 13                               | A4, A5, A6, A7, A8 A14, A15 | 4096  | 0.022 |
| 5                | 2                                | A3, A4, A5, A7, A8, A14, A15 | 608.87 | 0.0743 |
| 6                | 19                               | A4, A5, A7, A8, A14, A15  | 4096  | 0.0312 |
| 7                | 3                                | A3, A4, A5, A6, A7, A8, A14, A15 | 13,777.24 | 0.022 |
| 8                | 12                               | A3, A4, A5, A8, A14, A15  | 23,170.47 | 0.0312 |
| 9                | 16                               | A4, A5, A8, A14, A15  | 4096  | 0.022 |
| 10               | 8                                | A4, A6, A7, A8, A14, A15  | 38,967.93 | 0.0312 |
| 11               | 14                               | A3, A4, A8, A14, A15  | 23,170.47 | 0.0185 |
| 12               | 6                                | A3, A4, A6, A7, A8, A14, A15 | 77,395.87 | 0.0065 |
| 13               | 7                                | A4, A6, A8, A14, A15 | 55,108.98 | 0.011 |
| 14               | 10                               | A4, A8, A14, A15  | 9741.98 | 0.0312 |
| 15               | 18                               | A4, A7, A8, A14, A15  | 16,384 | 0.0185 |
| 16               | 17                               | A3, A4, A6, A8, A14, A15 | 38,967.93 | 0.0131 |
| 17               | 11                               | A3, A4, A7, A8, A14, A15 | 4096  | 0.0262 |
| 18               | 1                                | A15, A0  | 0.062  | 0.0371 |
| 19               | 15                               | A15, A16 | 27,534.49 | 0.0451 |
| 20               | 4                                | A15  | 8192  | 0.011 |

The importance of proper values of the C parameter and gamma were discussed in Section 2.2. A new ranking for wavelength combinations was performed, but with a lower value of C and a higher value of gamma. The results are shown in Table 7 (for white eggshells) and Table 8 (for brown eggshells).

Table 7. Top 20 ranking for multiple wavelength usage for white eggshells with hyperparameter optimization and decreased C parameter value.

| Ranking Position | Ranking from Table 3 | C     | Gamma | 5 CV Mean (%) | 5 CV SD |
|------------------|----------------------|-------|-------|---------------|---------|
| 1                | 5                    | 90.5  | 0.125 | 95.755        | 1.248   |
| 2                | 11                   | 107.63| 0.088 | 95.323        | 2.665   |
| 3                | 6                    | 107.63| 0.105 | 95.174        | 1.951   |
| 4                | 13                   | 107.63| 0.105 | 95.159        | 1.184   |
| 5                | 1                    | 90.5  | 0.176 | 95.116        | 1.676   |
| 6                | 4                    | 90.5  | 0.125 | 94.912        | 2.364   |
| 7                | 14                   | 38.05 | 0.148 | 94.717        | 2.008   |
| 8                | 17                   | 107.63| 0.125 | 94.56         | 1.376   |
| 9                | 9                    | 107.63| 0.125 | 94.511        | 0.868   |
| 10               | 8                    | 107.63| 0.176 | 94.324        | 1.249   |
| 11               | 18                   | 76.1  | 0.052 | 94.321        | 1.413   |
| 12               | 19                   | 107.63| 0.088 | 94.13         | 0.829   |
| 13               | 2                    | 107.63| 0.25  | 93.957        | 2.271   |
| 14               | 20                   | 45.25 | 0.125 | 93.897        | 0.938   |
| 15               | 12                   | 107.63| 0.148 | 93.751        | 0.815   |
| 16               | 3                    | 90.5  | 0.353 | 93.181        | 1.657   |
| 17               | 16                   | 9.51  | 0.50  | 90.842        | 1.726   |
| 18               | 15                   | 107.63| 0.074 | 90.569        | 0.880   |
| 19               | 7                    | 64    | 0.011 | 89.501        | 1.940   |
| 20               | 10                   | 16    | 0.018 | 89.07         | 1.477   |
Table 8. Top 20 ranking for multiple wavelength usage for brown eggshells with hyperparameter optimization and decreased C parameter value.

| Ranking Position | Ranking from Table 4 | C   | Gamma | 5 CV Mean (%) | 5 CV SD |
|------------------|----------------------|-----|-------|---------------|--------|
| 1                | 12                   | 107.63 | 0.176 | 86.210        | 0.719  |
| 2                | 20                   | 107.63 | 0.297 | 86.089        | 1.509  |
| 3                | 2                    | 107.63 | 0.125 | 86.034        | 0.512  |
| 4                | 3                    | 90.5   | 0.21  | 85.991        | 1.897  |
| 5                | 9                    | 107.63 | 0.148 | 85.377        | 1.641  |
| 6                | 6                    | 107.63 | 0.25  | 84.294        | 1.671  |
| 7                | 11                   | 107.63 | 0.125 | 84.07         | 1.418  |
| 8                | 13                   | 107.63 | 0.176 | 83.981        | 0.612  |
| 9                | 14                   | 107.63 | 0.148 | 83.972        | 1.407  |
| 10               | 17                   | 107.63 | 0.062 | 83.366        | 2.723  |
| 11               | 19                   | 107.63 | 0.176 | 83.154        | 0.673  |
| 12               | 16                   | 107.63 | 0.25  | 82.916        | 0.525  |
| 13               | 5                    | 107.63 | 0.125 | 82.532        | 0.970  |
| 14               | 8                    | 107.63 | 0.21  | 78.482        | 0.893  |
| 15               | 18                   | 107.63 | 0.044 | 76.722        | 0.933  |
| 16               | 7                    | 76.1   | 0.062 | 76.384        | 1.56   |
| 17               | 1                    | 64     | 0.044 | 75.617        | 2.224  |
| 18               | 10                   | 6.72   | 0.088 | 75.17         | 1.836  |
| 19               | 4                    | 26.9   | 0.011 | 74.639        | 1.425  |
| 20               | 15                   | 6.72   | 0.009 | 74.376        | 2.44   |

Tables 9 and 10 are included to increase the clarity of the results. The exact combination of wavelengths is shown; the bold ones are the key parameters that carry crucial spectral information for the proper classification of eggshells.

Table 9. Top 10 ranking for multiple wavelength usage for white eggshells with hyperparameter optimization and decreased C parameter value. Parameters given in bold indicate the key wavelengths for white eggs examination.

| Ranking Position | Number of Wavelengths | Combination of Parameters | 5 CV Mean (%) |
|------------------|------------------------|---------------------------|---------------|
| 1                | 8                      | A10, A11, A12, A13, A14, A15, A16, A0 | 95.755        |
| 2                | 8                      | A9, A10, A11, A12, A13, A14, A15, A0 | 95.323        |
| 3                | 9                      | A4, A7, A8, A11, A12, A13, A14, A15, A0 | 95.174        |
| 4                | 8                      | A8, A11, A12, A13, A14, A15, A16, A0 | 95.159        |
| 5                | 8                      | A10, A11, A12, A13, A14, A15, A16, A0 | 95.116        |
| 6                | 7                      | A11, A12, A13, A14, A15, A16, A0 | 94.912        |
| 7                | 8                      | A4, A8, A11, A12, A13, A14, A15, A0 | 94.171        |
| 8                | 8                      | A6, A8, A11, A12, A13, A14, A15, A0 | 94.56         |
| 9                | 7                      | A6, A11, A12, A13, A14, A15, A0 | 94.511        |
| 10               | 7                      | A5, A11, A12, A13, A14, A15, A0 | 94.324        |
Table 10. Top 10 ranking for multiple wavelength usage for brown eggshells with hyperparameter optimization and decreased C parameter value. Parameters given in bold indicate the key wavelengths for brown eggs examination.

| Ranking Position | Number of Wavelengths | Combination of Parameters | 5 CV Mean (%) |
|------------------|-----------------------|---------------------------|---------------|
| 1                | 6                     | A3, A4, A5, A8, A14, A15  | 86.210        |
| 2                | 9                     | A3, A4, A5, A6, A8, A9, A14, A15 | 86.089 |
| 3                | 7                     | A3, A4, A5, A7, A8, A14, A15 | 86.034 |
| 4                | 8                     | A3, A4, A5, A6, A7, A8, A14, A15 | 85.991 |
| 5                | 7                     | A3, A4, A5, A6, A8, A14, A15 | 85.377 |
| 6                | 7                     | A3, A4, A6, A7, A8, A14, A15 | 84.294 |
| 7                | 6                     | A3, A4, A7, A8, A14, A15 | 84.07 |
| 8                | 7                     | A4, A5, A6, A7, A8, A14, A15 | 83.981 |
| 9                | 5                     | A3, A4, A8, A14, A15 | 83.972 |
| 10               | 6                     | A3, A4, A6, A8, A14, A15 | 83.366 |

4. Discussion

For obtaining reliable results with the proposed algorithm, the value of the optimization parameter C must be decreased, and the value of the gamma parameter must be increased. The ranking of wavelength combinations together with the five-fold CV mean for white and brown eggshells are shown in Tables 9 and 10, respectively. The obtained F-score results are satisfactory. As predicted, the F-score value for the white eggshell dataset is higher than that for the brown eggshell dataset due to the broader variety of brown eggshell pigmentation, which strongly affects the spectral characteristics of the reflected light.

The F-score being higher than 94% in the white eggshell dataset indicates the key wavelengths are A0 = 457 nm, A11 = 593 nm, A12 = 632 nm, A13 = 660 nm, A14 = 671 nm, and A15 = 690 nm, which should be accompanied at least by one (A16 = 729 nm; F-score 94.912%) or two (A16 = 729 nm and A10 = 589 nm; F-score in this case reaches 95.755%) other wavelengths. The usage of only the key wavelengths (A0 = 457 nm, A11 = 593 nm, A12 = 632 nm, A13 = 660 nm, A14 = 671 nm, and A15 = 690 nm) results in an F-score of 93.957%, and a five-fold CV SD of 2.27 with C = 107.63 and gamma = 0.25.

For the brown eggshell dataset, to obtain an F-score higher than 83%, it was necessary to use at least five wavelengths (out of 17). Analysis of the data shown in Table 10 resulted in four key wavelengths: A4 = 532 nm, A8 = 556 nm, A14 = 671 nm, and A15 = 690 nm. The fifth wavelength necessary to reach a high F-score is A3 = 515 nm; nevertheless, the highest score (86.21%) was obtained by adding a sixth wavelength, A5 = 526 nm. Additional wavelengths that may be added to the key ones are A6 = 532 nm and A7 = 543 nm. The usage of only the key wavelengths (A4 = 532 nm, A8 = 556 nm, A14 = 671 nm, A15 = 690 nm) resulted in an F-score of 78.552%, and a five-fold CV SD of 3.35 with C = 76.1 and gamma = 0.84.

5. Conclusions

The application of the proposed algorithm (with the optimization of hyperparameters) for the classification of eggshells into groups from either a healthy flock or from an MS-infected flock produced the following results: for the white eggshell dataset, an F-score over 95% was obtained; for the brown eggshell dataset, 86% was the highest obtained result. The significantly lower F-score for the brown eggshell dataset is due to having the widest range of pigmentation in the samples. Analysis was performed using the wavelengths of DPSS lasers, which are easily available on the market, so further research with different wavelengths may result in better scores. The crucial conclusion drawn from obtained results is that parallel classification of white and brown eggshells requires increasing the number of wavelengths to eight. Only two wavelengths are common among the key ones for both groups: A14 = 671 nm, A15 = 690 nm. The sets differ in the number of key wavelengths and the spectral ranges of those wavelengths.
For white eggshells, an F-score higher than 94% was obtained with seven wavelengths, but to reach the top result (95.755%), eight wavelengths were required. For brown eggshells, five wavelengths were sufficient, with six required to reach the top F score (86.21%).
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