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ABSTRACT

The concern of researchers to study the success factors behind information systems is permanent, although it has evolved over the years; it is indeed an active area. Delone and McLean (2003) suggest that the quality of information, the quality of the system, the quality of service and the use and the satisfaction of users can increase performance in different areas. However, several other studies did not support the Delone and McLean study. Thus, the objective of this research is to study this triptych relationship, by showing the effect of information system quality, of information quality on the use of the information system.

INTRODUCTION

Due to the information system (IS), a set of data is collected, transformed into information and distributed to users Reix (2011). Users depend a lot on this information to carry out their daily tasks and increase their productivity. In order to support this, the organisation should have a high-quality information system, providing users with information in an easy-to-understand format to improve performance, a high quality of the system lead to high quality of information.

In other words, the quality of information is linked to the quality of the results of the information system and can be described in terms of useful outputs for users. Therefore, it is important to pay attention to the quality of the system in order to improve the quality of the information produced thus promoting usage behavior.

The purpose of this study is to clarify the concepts of the information system quality, information quality and use of the information system. Also explain the relationship between information system quality, information quality and use of the (IS). This article reviews other research. By synthesizing the literature, we hypothesize a positive relationship between the three constructs.

LITERATURE REVIEW AND HYPOTHESIS OF STUDY

This part is organized in four sections. The first section presents the Delon and McLean IS success model. The second section deals with empirical studies related to the relationship between information systems quality and information quality, while summarizing the results of previous research. The third section deals with empirical studies related to the relationship between information systems quality and the usage behaviour of the (IS) while summarizing the results of previous research. And the final section deals with empirical studies related to the
relationship between information quality and the usage behaviour of the (IS) while summarizing the results of previous research.

**IS success model of Delon and McLean:**
Researchers DeLone and McLean (1992) in "Management Information Systems" developed a model for evaluating information systems and its effect on performance. Their model is generally called the information systems success model.

Following the study of around 180 research studies published in 7 journals over the period from 1981 to 1987, the researchers identified six main dimensions of the success of an information system, namely: the quality of information, the quality of the information system, use, user satisfaction, individual impact and organizational impact.

This model has been the subject of several researches, Seddon (1997) judged that DeLone and McLean would have tried to integrate too many things into their model, confirmed confused and ill-specified. As a result, their basic model was updated in 2003 to respond to criticism, the researchers also included the quality of service dimension to account for the activity of providing assistance to end users, the individual impact and the organizational impact have been replaced by the net benefits which meet the intention of use and user satisfaction.

Indeed, the quality of the system is one of the most studied dimensions of the success of IS, it refers to treatment measures. Meanwhile, the quality of the information is a measure of the production of the information system rather than measuring the quality of the performance of the system, other IS researchers preferred to focus on the quality of the output of the information system, the quality of the information that the system produces.

**Information system quality:**
In the literature on information systems (SI), quality is a construction often cited as a reference, but relatively poorly defined (Srinivasan, A, 1985; King, W.R, et al, 1983). For example, for Gorla et al, (2010) the quality of the system represents the quality of information processing which is characterized by: the use of advanced technology, a system with key functions and functionalities and user-friendly software, easy to learn and easy to manage. Seddon (1997) notes that “the quality of the system is related to the presence of bugs in the system, consisting of the user interface, ease of use, quality of documentation, etc.”. These definitions focus on the technical characteristics of the system used.

Bailey-Pearson (1983) includes in their studies on user satisfaction a variety of dimensions and they equate the quality of the information system with operational measures such as ease of access, flexibility of the system, system flexibility, system reliability, system integration and response time (Sedera, D et al, 2004).

Also, Gorla et al, (2010) grouped the attributes of system quality into two broad categories: system characteristics from the point of view of the system designer (called system flexibility) and system characteristics from the point of view of the end-user’s (called system sophistication that is, using modern technology and provides user-friendly interfaces). Seddon and Kiew (1996) also found in their trajectory analysis that the quality of the information system is an important determinant of overall user satisfaction.

The quality of the information system is considered by several authors (Mason, RO, 1978; Rai, A et al, 2002; Shaw, NG, 2002) as an initial and essential antecedent of the success of the information system represented by the use and user satisfaction (Lee, Y, et al, 2003), its dimensions also represent users' perceptions of interaction with the system over time (R. Ryan Nelson et al, 2005). In this sense, higher quality systems should be seen as easier to use and ultimately more useful and usable.

As DeLone and McLean mentioned when we look at the quality of the system, it pays to think that information is the product of a system and that this system is the information processing system, which suggests that existence of cross effects or interaction between the two concepts. So poor IS quality leads to poor information quality due to irrelevant and incomplete information. However, a good quality information system makes it possible to respond quickly and efficiently to the information needs of users, which leads to relevant and up-to-date information for users, implying a high quality of information.
The first hypothesis is as follows

**Hypothesis 1:**
There is a significant, positive relationship between information system quality and information quality.

**Use of information system:**
The use is one of the most frequently used variables by researchers in measuring the success of an SI. And given the lack of definition around this variable Burton-Jones and Straub (2005) propose a definition which is based on three elements: user, system, and task, that is, we use a technology a system to accomplish a task. It should be noted that there are two environments of use, voluntary and mandatory, for our case it is the mandatory that interests us since at the level of retail sector the use of IS is a necessity for example store manager cannot carry out his work without IS, so he has no choice but to use it. By emphasizing the task-technology approach.

Indeed, the use of the system lacks definitions and even Delone and McLean did not define it in their research they limited themselves to the level of use, objectives of use... With this vagueness which surrounds the definition of use, several measures are available depending on the researcher’s vision, if we consider the use as behavior several researchers have measured it by the duration of use, the frequency of use, and if we consider it as knowledge, they measured it by the level of knowledge absorption, so if we consider it as an effect we use indicators such as the observation of user attitudes at the time of use.We can therefore say that there is an abundance of dimensions, but few researchers justify their choice, which justifies the theoretical lack linked to this variable.

The second hypothesis is as follows

**Hypothesis 2:**
There is a significant, positive relationship between information system quality and use of IS.

**Information quality:**
Information quality (IQ) has become a key concern in information systems research (Lee, Y. W et al, 2002), as many researchers consider it an important factor in the success of an information system (Al-Mamary et al, 2014), and is a determinant of its usefulness (Zhou, H et al, 2014). It is also defined as the extent to which the exchange of information is accurate, timely, complete, relevant and credible (Li & Lin, 2006; Monczka et al, 1998) reflecting a true picture of the situation.

Delone and McLean’s study of variables used to measure the success of information systems revealed that IQ is one of the most used variables, given the particularity of the current context, which is characterized by different sources and an increased need for information for users. For Petersen (1999) good information quality meets the needs of users. Nevertheless, Ackoff (1967) highlighted the problem of information quality, the main failure of which is the abundance of irrelevant and incorrect information, this finding Strong et al, (1997) justified it by the demands of users who change from day to day.

In addition, the quality of the information has been analysed by many researchers in order to identify and classify its dimensions. Huh et al, (1990) defines four dimensions of information quality: accuracy, comprehensiveness, consistency and timeliness. Also other researchers added other parameters such as accuracy, reliability, format, content, consistency, relevance, clarity and completeness (Nelson et al, 2005; Sidera and Gable, 2004; Somers et al, 2003; Delone and McLean, 2003; Sidera and Gable, 2004). Adding to this was the IQ measurement study of Sum and al, (1995) which used other dimensions such as internal/external connectivity and frequency of updating information.

Furthermore, Chopra and Meindl (2016) suggested that information shared between collaborators should be precise, accessible and correct. Thus, Vijayasarathy and Robey (1997) argue that the more precise, timely and complete information, the less misunderstandings and misinterpretations there are between collaborators. Note that better information quality can encourage partners to share more information and can develop a higher level of trust, which will encourage collaboration.

The third hypothesis is as follows

**Hypothesis 3:**
There is a significant, positive relationship between information quality and use of IS.
The relationship between information system quality, information quality and the use is illustrated as follows:

**Variables and Items Measured:**
Variables and items measured are listed in <Table 1> <Table 2> and <Table 3>.

**Information quality:**
From our literature review, we identified 5 dimensions of information quality namely: Accuracy, Timeliness, Format, Content and Completeness. And it was measured by 5 items (the items give meaning to the dimensions in question) which are summarized in the following table:

**Table 1:** Information quality items.

| Construct          | Dimensions                  | Item                                      | Item no | Reference                          |
|--------------------|-----------------------------|-------------------------------------------|---------|-----------------------------------|
| Information Quality| Accuracy                    | How accurate is the information circulating in your LIS? | INQ1    | Nelson, R. et al, (2005). Doll, M.J et al, (1994). Gorla, N et al, (2010). Doll, M.J (1994). Kahn, B.K. et al, (2002). Wang, R.Y et al, (1996). Moberg CR et al, (2002). Feldmann M, et al, (2003). Monczka RM et al, (1998). BerryD, et al, (1994). Metters R et al, (1997). |
|                    | Timeliness                  | How current is the information you receive? | INQ2    |                                   |
|                    | Format                      | How comprehensible is the information you receive (exchanged)? | INQ3    |                                   |
|                    | Content                     | How useful is the information you receive (exchanged) in your daily jobs? | INQ4    |                                   |
|                    | Completeness                | How complete is the information you receive (exchanged)? | INQ5    |                                   |

**Information system quality:**
Regarding the variable of the quality of the information system, here again we were able to identify, from the literature, five measurement dimensions, namely: Ease of use of the IS, Adequacy of the IS, Reliability of the IS, Rapidity of the IS, Flexibility of the IS. And it was measured by 5 items (the items give meaning to the dimensions in question) which are summarized in the following table:

**Table 2:** Information system quality items.

| Construct             | Dimensions                  | Item                                      | Item no | Reference                          |
|-----------------------|-----------------------------|-------------------------------------------|---------|-----------------------------------|
| Information System Quality | Ease of use of the IS | How easy is your SIL to use? | ISQ1    | Seddon, P et al, (1997). DeLone, et al, (2003). Gorla, N et al, (2010). Seder, D et al, (2004). Wang, R.Y et al, (1997). Nelson, R.R, et al, (2005). |
|                       | Adequacy of the IS          | How suitable are your LISs for your daily tasks? | ISQ2    |                                   |
|                       | Reliability of the IS       | How reliable is your IS                   | ISQ3    |                                   |
Use of information system:
For the variable of use, here again we were able to identify, from the literature, three dimensions of measurement, namely the Frequency of use, the Relevance of use and the ease of use. And it was measured by three items (the items give "meaning" to the dimensions in question) which are summarized in the following table:

| Construct                      | Dimensions     | Item                                              | Item no | Reference                              |
|--------------------------------|----------------|---------------------------------------------------|---------|----------------------------------------|
| Use of Information System      | Frequency of use | How often are you using IS?                       | US1     | William H. et al, (2004). Almutairi, H et al, (2005). Bernard B et al, (2008). R. REIX (1998). |
|                               | Relevance of use | How relevant is the use of IS in carrying out your tasks? | US2     |                                        |
|                               | Ease of use      | How do you assess the number of different transactions executed by your IS? | US3     |                                        |

Research Method:-
The research design used in this study is quantitative research with the sample were 256 as users of the Information System which in Moroccan retail sector. The sample selection method is a convenience sampling method. For data analysis, we used Partial Least Square (PLS).

Partial Least Square (PLS)
The partial least squares (PLS) approach makes it possible to estimate a model of structural equations, and was introduced for the first time by Wold (1973, 1980 b) who originally developed it for econometrics. Also this approach comes from an ancient theory, of the estimation of least squares based on simple and multiple regressions (Jakobowicz, 2007).

In this study, analysis of research data will be carried out using PLS (SmartPLS version 3.0).

Research Findings:
Measurement Model / Outher Model Test:
The measurement model, also called outer model in the PLS language, represents the linear relationships assumed between the manifest variables, and is carried out in three evaluation stages: the study of the reliability of internal coherence (Cronbach alpha), convergent validity and discriminant validity.

Reliability Measurement:
The data collected was subjected to reliability analysis to establish the reliability of the measures. The variables are assessed for reliability using the Cronbach’s Alpha in the questionnaires in this study. The value of the reliability coefficient ranges from 0 to 1. If the coefficient value is close to 1, then the instrument is reliable.

| Variables                  | Items | Cronbach’s Alpha | Conclusion |
|---------------------------|-------|------------------|------------|
| Information quality       | 5 Questions | =0.840          | Reliabel   |
| Information system quality| 5 Questions | =0.891          | Reliabel   |
| use                       | 3 Questions | =0.824          | Reliabel   |

Table 4:- Provides a summary for all the variables in the analysis.
Reliability Testing:

Convergent Validity:

Convergent validity shows how positively a measure is correlated with other measures of the same construct. According to Mbengue et al. (2013) it is an evaluation of the consistency of the measures across different operational modes. It corresponds well to the relationship between the variance of the measurement indicators explained by the latent concept and the total variance. At the time of the evaluation, the researchers take into account the CR Composite reliability index and the AVE Average Variance Extracted index and factorialscoresloading.

**Table 5:** Results of measurements Model - Convergent validity.

| Information Quality | Items | Loading | AVE | CR |
|---------------------|-------|---------|-----|----|
| INQ1                | 0.864 |         |     |    |
| INQ2                | 0.808 |         |     |    |
| INQ3                | 0.788 |         |     |    |
| INQ4                | 0.719 |         |     |    |
| INQ5                | 0.722 |         |     |    |
| Information System Quality | ISQ1 | 0.840 |       |    |
| ISQ2                | 0.875 |         |     |    |
| ISQ3                | 0.716 |         |     |    |
| ISQ4                | 0.879 |         |     |    |
| ISQ5                | 0.857 |         |     |    |
| Use                 | US1   | 0.820   | 0.739 | 0.895 |
|                     | US2   | 0.871   |       |     |
|                     | US3   | 0.887   |       |     |

Confirmatory factor analysis (CFA) for this measurement model was performed. The result is shown in <Table 5>. Each value of Cronbach’s alpha, composite reliability, and average variance extracted (AVE) exceed respectively the recommended value of 0.7, 0.7, and 0.5. The convergent validity is therefore met.

To go further in our analysis, we move on to discriminatory validity.

**Discriminant Validity:**

Regarding discriminant validity, it assumes that the manifest variable must be correlated to its own latent variable as well as the other latent variables and that each latent variable must better explain its own manifest variables. Also utilized to show that latent constructs predict the size of a particular block is better than the size of another block.

**Table 6:** Discriminant validity.

|             | INQ | ISQ  | USE |
|-------------|-----|------|-----|
| INQ1        | 0.863| 0.410| 0.303|
| INQ2        | 0.809| 0.402| 0.298|
| INQ3        | 0.793| 0.398| 0.331|
| INQ4        | 0.719| 0.366| 0.281|
| INQ5        | 0.717| 0.438| 0.327|
| ISQ1        | 0.314| 0.843| 0.345|
| ISQ2        | 0.417| 0.875| 0.383|
| ISQ3        | 0.288| 0.710| 0.225|
| ISQ4        | 0.344| 0.850| 0.335|
| ISQ5        | 0.398| 0.557| 0.400|
| US1         | 0.251| 0.255| 0.815|
| US2         | 0.329| 0.435| 0.873|
| US3         | 0.417| 0.347| 0.859|
In the table, it can be seen that the indicator correlation value for the construct (latent variable) is higher than the correlation value between indicators and other constructs.

**Structural Model / Inner Model Test:**
The inner model describes the relationship between latent variables based on substantive theory. Inner model testing is done to determine the relationship between constructs as hypothesized in this study.

**The coefficient of determination of the model R²:**
The explanatory power of the structural model is evaluated by the coefficient of determination R² of the endogenous variables, measuring the percentage of the variance of the variable explained by the explanatory variables. Recall that each measurement scale is composed of manifest variables, considered as explanatory variables, allowing to quantify latent variables, considered as explained variables.

| Table 7: | R-Square |
|----------|----------|
| Information Quality | 0.269 |
| Information System Quality | 0.403 |
| Use | 0.295 |

Chin, (1998) suggests that the R² values of 0.67, 0.33 and 0.19 in the PLS-SEM can be considered as high, moderate and low respectively. The R² value indicates that the model is good.

**Hypothesis Testing:**
The table below shows the statistical summary results to all hypothesis testing.

| Table 8: | The Results of Hypotheses Testing |
|----------|----------------------------------|
| Hypothesis | ßeta Path Coefficient | T-Value | P-Value | Hypothesis Status |
| H1- Information system quality => information quality | 0.518 | 11.522 | 0.000** | Supported |
| H2- Information system quality => Use of IS | 0.081 | 1.234 | 0.218 | No Supported |
| H3- Information quality => Use of IS | 0.302 | 3.609 | 0.000** | Supported |

+P<.15 ; *P<.10 ; **P<.05 ; ***P<.01 / NS : non significatif

The results for H1 show that there is a significant positive relationship between information system quality and information quality (t = 11.522 p = 0.000). Thus, H1 is accepted.

The results in Table for H2 show that there is no a significant positive relationship between information system quality and use (t = 1.234 p = 0.218). Thus, H2 is no accepted.

Lastly, Hypotheses testing for H3 also show that there is significant positive relationship between information quality and use (t =3.609, p = 0.000). Thus, H3 is also supported by the testing.

**Conclusion:**
Based on testing the hypothesis, the results of the analysis and discussing the results of the study, then conclusions can be put forward as follows:
According to the statistical processing carried out, it appears that the relationship between information system quality and its use is not significant. We find that the information system quality has no effect on use, so there is no positive relationship between the two variables.

The non-confirmation of this research hypothesis can be justified by the particularity of the retail sector, which is characterized by a large quantity of the information exchanged, which requires the establishment of an IS for the processing and sharing of this information. Use in this case is mandatory, users do not have the choice to use it or not, it is imposed. Our respondents felt compelled to use the information system, regardless of its quality.

The context of the research could play a role in the non-confirmation of this research hypothesis. After statistical processing, it appears that the relationship between information system quality and information quality is significant. We note that the quality of information system has a positive and significant effect on information quality.

The results of this study corroborate the results of similar studies in other contexts and sectors, which call for greater emphasis on the quality of the information system in order to improve the quality of information.

Our respondents in the retail sector consider the ease of use of the IS, the adequacy of the IS with their functional needs, the reliability of the IS, its speed in order execution and its flexibility, as key factors that positively impact the quality of information. It should be noted that the notion of the reliability of the system is assessed as the fifth and last dimension of the quality of the IS. This means that it is not one of the qualities expected by users, in other words the absence of failures and bugs is an obvious expectation.

Improved system quality provides reliable, accurate and up-to-date information content. Indeed, as long as the quality of the system is good, the more it increases the quality of the information exchanged.

The Delone and McLean study found that the quality of information is one of the most interesting variables tested and most frequently used, given the specificity of the current economic environment, which is characterized by the increased need for information for users. The important thing for our respondents is to have accurate, up-to-date, complete information with useful content and in an understandable format, as they hope to find information that will improve their decision-making.

In terms of dimensions of information quality, information accuracy and timeliness are the two most important dimensions for users to respond with agility (the right information at the right time). So that users can quickly understand and process information for their own purposes.

In short, user-generated quality information enables users to access superior resources and encourage the use of information system.
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