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Abstract
We propose using lexical resources (thesaurus, VAD) to fine-tune pretrained deep nets such as BERT and ERNIE. Then at inference time, these nets can be used to distinguish synonyms from antonyms, as well as VAD distances. The inference method can be applied to words as well as texts such as multiword expressions (MWEs), out of vocabulary words (OOVs), morphological variants and more. Code and data are posted on https://github.com/kwchurch/syn_ant.
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1. Introduction: Training on Lexicons
We do not normally think of lexical resources as training data, though others have trained on dictionaries (Brown et al., 1993; Chairatanakul et al., 2021). Suppose we have a thesaurus such as (Fallows, 1899). Consider the thesaurus to be a set of triples: \( w_1, w_2, \text{rel} \), where \( w_1 \) and \( w_2 \) are two words, and \( \text{rel} \) is 0 if \( w_1 \) and \( w_2 \) are synonyms and 1 if they are antonyms. We can then fine-tune a pretrained deep net such as BERT (Devlin et al., 2019) or ERNIE (Sun et al., 2020) using eq (1).

\[
\text{rel} \sim w_1 + w_2 \tag{1}
\]

The fine-tuning code is very simple. We modified an example from HuggingFace\(^2\) in straightforward ways\(^3\). This code takes a pretrained net as input, and a set of triples, and outputs a fine-tuned net.

\[
\begin{array}{ccc}
\text{text}_1 & \text{text}_2 & y_1 & y_2 \\
\text{good} & \text{bad} & -3.95 & 4.54 \\
\text{bad} & \text{evil} & 4.44 & -5.00 \\
\text{good} & \text{benevolent} & 4.43 & -5.05 \\
\text{bad} & \text{benevolent} & -3.44 & 4.16 \\
\text{good} & \text{terrorist} & -3.43 & 4.10 \\
\text{bad} & \text{terrorist} & 4.48 & -5.10 \\
\end{array}
\]

Table 1: Inference: synonymy iff \( y_1 > y_2 \)

Then there is another program for inference\(^4\). The inference program takes a fine-tuned net, and a pair of texts, and outputs two logits, \( y_1 \) and \( y_2 \), as illustrated in Table[|table2|]. The program predicts that the two input texts are synonymous iff \( y_1 > y_2 \).

\[
y \sim \text{text}_1 + \text{text}_2 \tag{2}
\]

This notation is inspired by general linear models in R\(^6\) (Guisan et al., 2002). We will start with binary classification (logistic regression). Later, classification will be replaced with regression when we consider VAD (Valence, Arousal and Dominance) distances in §5.

\[
\begin{array}{cccc}
\text{text}_1 & \text{text}_2 & y_1 & y_2 \\
\text{freedom fighter} & \text{good} & 2.33 & -2.56 \\
\text{freedom fighter} & \text{bad} & -1.50 & 2.19 \\
\text{white supremacist} & \text{good} & -2.05 & 2.91 \\
\text{white supremacist} & \text{bad} & 1.67 & -1.61 \\
\end{array}
\]

Table 2: Multiword Expressions (MWEs)

In Table[|table1|] the first two columns, \( \text{text}_1 \) and \( \text{text}_2 \), are single words, but the inference program accepts arbitrary texts as input (up to 512 subword units). Table[|table2|] shows inference on multiword expressions (MWEs)\(^5\) (Baldwin and Kim, 2010). It has been said that multiword expressions (MWEs) are a pain in the neck for natural language engineering (Sag et al., 2002), though MWEs are less of a pain in the neck for the proposed approach than for alternatives.

In other words, the inference program uses eq (2) to predict \( y \) from two input texts:

\[
y \sim \text{text}_1 + \text{text}_2
\]

This notation is inspired by general linear models in R\(^6\) (Guisan et al., 2002). We will start with binary classification (logistic regression). Later, classification will be replaced with regression when we consider VAD (Valence, Arousal and Dominance) distances in §5.

The proposed approach generalizes naturally to address many other challenges in natural language processing such as OOVs (out of vocabulary words), negation, multiple languages, etc.

The remainder of this paper is organized as follows:

- Syn/Ant Binary Classification (§2)
- From Words to Texts (§3)
- Leakage with Standard Benchmarks (§4)
- VAD (Valance, Arousal, Dom) Regression (§5)

\text{https://www.r-project.org/}
2. Syn/Ant Binary Classification

2.1. Baseline: Mixture of Experts (MoE)

Consider the synonym-antonym task discussed in (Nguyen et al., 2017). The task is to input a pair of words and output a binary label: 0 (synonym) or 1 (antonym). We will evaluate on the datasets in Table 3. The first three datasets are borrowed from the supplemental materials of (Xie and Zeng, 2021). Fallows is based on an online thesaurus (Fallows, 1898). Fallows-s (small) is a sample of Fallows. Our train/val/test splits are posted on github.

Tables 4-5 show the results of the mixture of experts (MoE) method, proposed by (Xie and Zeng, 2021), using their code (see footnote 7). Table 4 uses default settings and Table 5 uses a new embedding, dLCE, from their github. They suggested that dLCE is better. Tables 4-5 provide additional evidence in favor of dLCE, though performance on fallows remains an opportunity for improvement.

They report just 3 of these 25 pairs:

1. Train on adj and test on adj,
2. Train on noun and test on noun, and
3. Train on verb and test on verb

We added the off-diagonal cases to see how well various methods generalize to mismatches between training sets and testing sets. Testing, of course, is performed on the test splits, and training is performed on the other splits.

As expected, mismatches often degrade accuracy. In general, there is a trade-off between quantity (size of training set) and quality (representativeness of training set to test set). It is sometimes said that there is no data like more data. Pieraccini and Rabiner, 2012, Schmitt et al., 2021, but in this case, the relatively low scores in so many off-diagonal cells in Tables 4-5 suggest that quality often dominates quantity, at least for this task.

There is an exception, of course, for fallows-s. When testing on fallows-s, it is better to train on fallows than fallows-s, since they are both sampling from the same population.

Ideally, we would like to be able to generalize from the training data to as many other cases as possible. From this perspective, the degradation in accuracy for the off-diagonal cases is disappointing. It is useful, nevertheless, to have an estimate of how much degradation is to be expected from mismatches in training and testing. Tables 4-5 provide estimates of the performance penalty for mismatches between training and test.

2.2. Proposed Method: Fine-Tuning

Table 6 uses the proposed method described in §3. These results are competitive with results for MoE. Accuracy is higher on the diagonal; it is better to match testing and training conditions than not. That said, for practical applications, it would be convenient to train a system on whatever data is available at the time, even though users will run the system later on inputs that cannot always be anticipated in advance.

Differences between Tables 5-6 are shown in Table 7. Most differences are small with two exceptions highlighted in red. The proposed method is much better on fallows; MoE is slightly better on the datasets that it was developed on.

There are some special case rules in MoE for certain prefixes discussed in §3. While their ablation studies established that rules improve accuracy, such rules complicate the system and do not always generalize to new datasets such as fallows.
Table 7: Comparison of proposed method and MoE. Difference between two previous tables. MoE is better when difference is negative, and otherwise, proposed method is better. Large differences are shown in red.

|       | Test | Train |
|-------|------|-------|
|       | adj  | noun  | verb | fallows |
| adj   | -0.013 | -0.202 | -0.139 | -0.016 |
| noun  | -0.068 | -0.040 | -0.065 | -0.031 |
| verb  | -0.046 | -0.107 | 0.003 | 0.016 |
| fallows | 0.089 | 0.006 | 0.078 | 0.281 |

Table 8: Biases in output model. Top (logits); Bottom (correlations of logits). Positive logits → antonyms. Headings are abbreviations for words in Figure 1.

|       | black | ter  | bad  | evil | good | ff  | white |
|-------|-------|------|------|------|------|-----|-------|
| black | 3.493 | -5.090 | -5.05 | -5.05 | 3.59 | -3.117 | -4.46 |
| ter   | -5.107 | -4.635 | -5.06 | -5.07 | 4.27 | -0.517 | 3.99 |
| bad   | -5.051 | -5.105 | -5.06 | -5.00 | 4.02 | 1.804 | 3.74 |
| evil  | -5.008 | -5.042 | -4.99 | -4.99 | 4.35 | 2.685 | 4.28 |
| good  | 4.297 | 4.098 | 4.54 | 4.49 | -5.04 | -1.127 | -5.12 |
| ff    | -1.512 | 0.687 | 2.19 | 3.30 | -2.56 | -2.713 | -3.16 |
| white | -0.612 | 4.313 | 4.20 | 4.51 | -5.04 | -5.127 | -5.12 |

3. From Words to Texts

As mentioned in §1, although the proposed method was trained on words, it can be applied to texts. This was useful for multiword expressions (MWEs) such as freedom fighter.

3.1. Undesirable Biases

Some generalizations are desirable and some are not. Biases are clearly problematic for embeddings and deep nets (Bolukbasi et al., 2016; Ali et al., 2019; Mehrabi et al., 2021). Figure 1 and Table 8 show that the proposed model is encoding some highly undesirable biases.

This example illustrates the use of a probing technique (Goodwin et al., 2020; Hewitt and Manning, 2019) for interpreting fine-tuned models. The probing technique starts with a set of words/phrases/texts. We run inference on all pairs of the inputs to produce logits, as shown on the top of Table 8. Figure 1 plots correlations of the logits as a dendrogram. In this case, there are two salient clusters separating words “like” good from words “like” bad.

Figure 1: Clustering of correlations in Table 8 (bottom), illustrating biases in model.

3.2. Morphology, OOVs, MWEs, etc.

Figure 1 and Table 8 show how the proposed method can handle MWEs like freedom fighter. Out-of-vocabulary (OOV) words are another challenge for many methods. Figure 2 is similar to the previous tables and figures, but emphasizes OOVs and morphology. Note that the proposed method produces two distinct clusters: (1) positive: Brocking, Brock, Brockness, Brockify, Brock, Brocker, Brockable, and (2) negative: Brockless, Unbrocker, Disbrocker, and Ungrockification. This example was inspired by a rule in MoE for certain OOVs.

Figure 2: Heatmap of morphological variants of an out-of-vocabulary (OOV) word: grock.

10 The heatmap has slightly different rows and columns because predictions from the model need not be symmetric.
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prefixes: de, a, un, non, in, ir, anti, il, dis, counter, im, an, sub, ab. They attribute this rule to (Rajana et al., 2017) and (Ali et al., 2019). While such rules do well in ablation studies, they complicate the system and may not generalize well to unanticipated cases. The rule for a-, for example, degrades accuracy on fallows. Rather than stipulate such rules, we prefer to use such observations in probing tasks to interpret deep nets (so-called Bertology (Rogers et al., 2020)). Examples such as Figure 2-3 suggest that the model is remarkably successful in capturing some of these more salient morphological relations including both prefixes and suffixes. Both figures cluster variants of the OOV, grock. Figure 3 uses Google Translate to add some additional variants from other languages. The clusters separate the positive terms from the negative ones, as we hoped they would. These anecdotal examples are far from definitive evidence, but they suggest that the proposed approach offers a promising way forward on some challenging issues. Morphology is, of course, a huge topic. Some recent papers on morphology and OOVs include: (Hofmann et al., 2021) [Hofmann et al., 2020] [Haley, 2020].

3.3. Negation

Many other generalizations are possible. The example in Figure 4 is similar to previous examples, but this example clusters sentences as opposed to words. These sentences involve various negations that are somewhat similar to synonyms and antonyms. It appears that fine-tuning for the synonym/antonym task may be transferring some learnings from lexical semantics that may be useful for negation in sentences.

Transfer learning has been so successful on so many tasks that it is very natural to suggest its applicability to negation (Kassner and Schütze, 2020) [Khandelwal and Sawant, 2020]. It ought to be possible to use lexical resources such as (Fallows, 1898) to learn facts about negation that extend well beyond lexical semantics.

4. Paths and Leaks from Train to Test

It turns out that there is substantial leakage in the datasets in §2. This leakage casts serious doubt on the results reported in Tables 4-7, as well as (Nguyen et al., 2017) [Xie and Zeng, 2021]. This leakage is somewhat similar to leakage that we have discovered in WN18RR, a popular benchmark based on WordNet for research on knowledge graph completion (KGC) (Church and Bian, 2021). The clusters in the previous section suggest that there is considerable structure among synonyms and antonyms. From a theoretical point of view, one might expect synonyms and antonyms to be symmetric. Moreover, it is natural to assume transitivity. Of course, there are many exceptions in practice, but there are clearly larger structures that could leak information between splits in experiments like those reported above (Figures 4-6). The splits can be viewed as sparse graphs, as shown in Table 9. SimLex-999 (Hill et al., 2015) and NRC-VAD are shown for comparison. NRC-VAD will be discussed in §5. Fallows-s is a random sample of the edges in fallows. Note that fallows-s has many more connected components than fallows. More generally, the standard practice of randomly assigning edges to train, val and test splits will cut connected components. Parts of a component will end up in one split, and the rest will end up

https://sigmorphon.github.io/
Table 9: Most graphs are sparse, \( E \ll V^2 \), except NRC-VAD. \( V \) (vertices), \( E \) (edges) and CC (connected components) are computed over training sets.

| Path Length | adj | noun | verb | fallsows |
|-------------|-----|------|------|---------|
| 0           | 99  | 59   | 60   | 946     |
| 1           | 80  | 7    | 15   | 3835    |
| 3           | 59  | 3    | 7    | 1156    |
| 4+          | 70  | 2    | 35   | 639     |
| NA          | 90  | 135  | 65   | 612     |
| total       | 398 | 206  | 182  | 7190    |

Table 10: For most pairs of words in the validation set, \( w_1 \) and \( w_2 \), there is a short path from \( w_1 \) to \( w_2 \) based on edges in the training set.

Consider the 99 edges of length 1. These are particularly worrisome. There are 99 pairs like good and awful, where the same edge is in both train and validation, but in different directions. This pair is clearly leaking information between the training and validation splits.

Path lengths appear to be a useful clue for reconstructing components, as suggest in Table 10. Consider the 398 edges, \( E = (w_1, w_2) \), in the validation set for adj. Table 10 reports that that 99 of these 398 edges have a path of length 1 using edges from the training set. There are another 80 of 398 with a path of length 2. All but 90 of 398 are part of a connected component in the training set. When an edge in one split is part of a connected component in another split, it is likely that the label on the edge can be inferred from the labels associated with the component in the other split. In this way, it is likely that information is leaking across splits, when edges are randomly assigned to splits in the standard way.

Consider the 99 edges of length 1. These are particularly worrisome. There are 99 pairs like good and awful, where the same edge is in both train and validation, but in different directions. This pair is clearly leaking information between the training and validation splits. The path lengths in Table 10 were computed using a shortest path tool. The tool provides options for directed and undirected graphs. The undirected option was used to find pairs such as good and awful.

Edges of length 2 are not leaking as badly as edges of length 1, but we are concerned about them. Some examples from adj of length 2 paths are: innocent \( \rightarrow \) harmless (via harmful), fresh \( \rightarrow \) old (via aged), dead \( \rightarrow \) deceased (via alive).

How can we use these paths to leak labels across splits?

Let \( A \) be the number of antonym labels on a path. The decision trees in Figure 5 suggest that an edge should be labeled as an antonym iff \( A \) is odd. We will refer to this heuristic as \( A\)-leakage. Table 11 shows substantial \( A\)-leakage.

There are 4 trees in Figure 5. The two trees on the left fit: \( gold \sim A \) for two datasets: fallsows and adj. Based on these two trees, we obtained the simpler trees on the right by fitting: \( gold \sim A + A.\text{odd} \). Decision trees learn to ignore \( A \).

These trees were created with rpart. There are three numbers associated with each subtree: a label (1/0), \( Pr(1) \), coverage. By construction, at each level in the tree, the coverage sums to 1.

In short, the trees in Figure 5 make it clear that there is substantial leakage in these datasets. Work based on these resources may need to be retracted.

---

Table 11: \( A\)-leakage: \( Pr(\text{ant}) > Pr(\text{syn}) \) iff \( A \) is odd. Accuracy is computed over applicable edges. Denominators are borrowed from Table 10.

|          | val acc applicable | test acc applicable |
|----------|-------------------|---------------------|
| adj      | 0.916             | 0.906               |
| noun     | 0.930             | 0.983               |
| verb     | 0.872             | 0.882               |
| fallsows | 0.945             | 0.949               |
| fallsows-s| 0.683            | 0.694               |

Figure 5: \( A\)-leakage: Decision trees learn to classify pairs as antonyms iff \( A \) is odd.

---

\[ \text{https://www.rdocumentation.org/packages/rpart versions/4.1-15/topics/rpart} \]
Table 12: Words above the double line are near open. The last column is the Euclidean distance to open.

| word      | Val | Arousal | Dom | Dist |
|-----------|-----|---------|-----|------|
| open      | 0.620 | 0.480 | 0.569 | 0.00 |
| unfold    | 0.612 | 0.510 | 0.520 | 0.06 |
| reopen    | 0.656 | 0.528 | 0.568 | 0.06 |
| close     | 0.292 | 0.260 | 0.263 | 0.50 |
| closed    | 0.240 | 0.164 | 0.318 | 0.55 |
| undecided | 0.286 | 0.433 | 0.127 | 0.56 |

Table 13: VAD distances are positively correlated with antonyms, and negatively correlated with SimLex similarities, though none of these correlations are large.

| adj | Antonyms | verb | fallows | Sim | SimLex |
|-----|----------|------|---------|-----|--------|
| cor | 0.55     | 0.48 | 0.44    | 0.52| -0.40  |

5. VAD: Valence, Arousal & Dominance

Given the observations about leakage in the previous section, we became concerned about the syn/ant classification task. To address these concerns, we introduce a new task which we call VAD regression. Some examples of NRC-VAD scores are shown in Table 12. NRC-VAD lists 20k lemmas with three scores between 0 and 1 for V (Valence), A (Arousal) and D (Dominance).

There is a considerable literature on VAD norms in psychology (Osgood et al., 1957). VAD has some similarities with synonyms and antonyms, but there are some important differences. While many synonyms are near one another in VAD space, most antonyms are far from one another, there are many exceptions, as indicated by the modest correlations in Table 13.

We create train, val and test data by selecting pairs of words, \( w_1 \) and \( w_2 \). Each word is assigned VAD\((w)\), a point in \( \mathbb{R}^3 \), \( y \) distances between pairs of words. That is,\( y\left(w_1, w_2\right) = |VAD(w_1) - VAD(w_2)| \). VAD regression is similar to syn/ant classification.

Datasets consist of three splits: train, val, test. Each split contains pairs of words and labels. Eq (1) uses training and validation splits to learn a model that takes \( w_1 \) and \( w_2 \) as input and predicts \( \hat{y} \). Evaluations report loss between \( y \) and \( \hat{y} \) on the test split.

There are a few differences between regression and classification.\( \text{loss} = \frac{1}{n} \sum_{(w_1, w_2, y) \in \text{train}} |y - \hat{y}|^2 \). Losses are reported in terms of mean squared error (and R2)\(^2\) as opposed to classification accuracy\(^3\).

5.1. Morpheme Diagnostic

VAD can also be viewed as an embedding, though in three dimensions, as opposed to static and contextual embeddings that typically make use of hundreds of dimensions. Figure 6 introduces a novel morpheme diagnostic to compare VAD distances to WNews300\(^4\) and GNews300\(^5\). The diagnostic constructs 16 lists of word pairs based on 6 prefixes\(^6\) and 10 suffixes\(^7\). The list for over-\(\), for example, includes pairs of words that differ by that prefix, e.g., overlook/overtake/look.

The plots summarize vector distances for each list. Red lines are provided for reference at \( y = 0 \) (most similar) and \( y = \sqrt{2} \) (high reference).\(^8\) The morpheme diagnostic favors VAD embeddings over WNews and GNews because affixes toward the right should have relatively large distances. That is, pairs such as fear/fearless have large VAD distances, like most antonyms. Conversely, affixes toward the left should have relatively small distances. That is, pairs such as fear/fears have relatively small VAD distances.

5.2. Related Work

It is well-known that standard embeddings do not separate synonyms from antonyms very well (Nguyen et al., 2016). \(\text{Faruqui et al., 2015}\) proposed retrofitting to address this issue. Our proposal of fine-tuning on VAD distances can be viewed as a form of retrofitting.

\[^{16}\]https://github.com/kwchurch/syn_ant/blob/main/fine_tune_VAD_pairs.py

\[^{23}\]sklearn.metrics.r2_score

\[^{19}\]Empirically, mean square error and R2 have a correlation near \(-1\), and therefore, they are about equally informative. Much of the discussion below, though, will focus on R2 because it is easier to interpret. Ideally, R2 values should be near 1. Values will be near 0 (or even negative) when predictions are uninformative.

\[^{20}\]https://fasttext.cc/docs/en/english-vectors.html

\[^{21}\]https://code.google.com/archive/p/word2vec/

\[^{22}\]https://code.google.com/archive/p/word2vec/

\[^{23}\]||a − b|| ≈ \sqrt{2} \text{ if } a \text{ and } b \text{ are random vectors of unit length.}
Figure 6 suggests this kind of retrofitting could also be useful for capturing certain morphological regularities. (Mohammad, 2020; Mohammad, 2016) surveys work on VAD and similar topics such as sentiment classification (Pang et al., 2002; Turney, 2002; Liu, 2012) and emotion classification (Park et al., 2019). This survey mentions tasks at nearly every SemEval meeting since 2013. Challenges with antonyms are discussed in §5.2 (Cruse et al., 1986; Justeson and Katz, 1991; Fellbaum, 1995; Mohammad et al., 2008).

5.3. Results and Discussion

As mentioned above, the regression task is to input two texts and output $\hat{y}$, an estimate of the VAD distance between these two texts. The test, validation and training splits are based on a vocabulary of $V = 16k$ of the $20k$ entries in NRC-VAD. The remaining entries were held back so we could evaluate how well the proposed method generalizes to words that did not appear in the three splits.

Table 14 shows a case where fine-tuning transfers well across splits. In this case, the splits are large and similar to one another. All three sets sample edges between these two texts. The test, validation and training splits are based on a vocabulary of $V = 16k$ of the $20k$ entries in NRC-VAD. The remaining entries were held back so we could evaluate how well the proposed method generalizes to words that did not appear in the three splits.

\[^{24}\text{In Table 14 BERTc and BERTun refer to bert-base-cased and bert-base-uncased. Similarly, SciBERTc and SciBERTun refer to SciBERT with and without case. BERTmulti refers to bert-base-multilingual-cased. ERFIE refers to ernie-2.0-en.}\]
between the same $V = 16k$ words. The sets are disjoint but otherwise representative of one another. The training set contains 1M edges, and the validation and test sets contain 100k edges.

On the other hand, if the sets are too small or too different from one another, then fine-tuning does not transfer well. That is, fine-tuning improves $R^2$ on the training set, but not on the other splits. We experimented with training sets of 10k, 100k and 1M edges. With 1M edges, fine-tuning almost always transferred well. On the other hand, with 10k, fine-tuning rarely transfers well. With 100k edges, fine-tuning produced large improvements in $R^2$ on the training set, but the improvements on the other splits are relatively modest.

Unfortunately, even our best models do not generalize well to unseen words, as shown in Table 14. The unseen column in Table 14 is a test set sampled over words in in NRC-VAD but not in the 16k vocabulary used for fine-tuning.

Figure 7 uses the morpheme diagnostic to compare two sampling methods. The top panel uses 1M sampling (as in Figure 14). The bottom panel uses ABCD sampling, where the VAD vocabulary is partitioned into 4 sets: $A$, $B$, $C$, $D$. The training set samples edges from $A$ to $B$, the validation set samples edges from $A$ to $C$, and the test set samples edges from $A$ to $D$. Unfortunately, ABCD sampling does not transfer well, and does not pass the morpheme diagnostic.

### 6. Conclusions

This paper proposed fine-tuning pretrained deep nets such as BERT and ERNIE on lexical resources such as thesauri and VAD lexicons. We do not normally think of lexical resources as training data, but maybe we should.

We proposed a simple fine-tuning framework for syn/ant classification and VAD regression. Both methods fit: $y \sim text_1 + text_2$. For syn/ant classification, $y \in \{0, 1\}$ and for VAD regression, $y \in \mathbb{R}$. We compared the proposed method to MoE (Xie and Zeng, 2021). The proposed method is competitive on standard benchmarks, and considerably better on a new benchmark based on (Fallows, 1898). The proposed method can be applied at inference time to novel words, as well as MWEs, OOVs and longer texts in multiple languages.

On a cautionary note, we found evidence of leakage across splits in standard benchmarks as well as the proposed benchmark based on (Fallows, 1898). Work based on these resources may need to be retracted.

To address these concerns with leakage, we introduced a new task, VAD regression. Since the VAD graph is fully connected, we could study different methods for creating train/val/test splits.

Much of the rest of this paper is concerned with how well the proposed method transfers to unseen words and unanticipated cases. We found that transfer learning depends on the size and representativeness of the splits. If the splits are sufficiently large and representative of one another, then it is likely that fine-tuning on the training set will not only improve the loss on the training set, but also on the other splits as well. When fine-tuning improves validation loss, results often generalize well to unseen edges, though less well to unseen nodes. That is, the proposed method appears to be effective for predicting labels for pairs of words in the training set, but less effective for pairs of unseen words.
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