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1. Introduction

The investigation of this paper guarantees that the defined problem is controllable on any interval. Such problems come from some physical applications as a natural generalization of the classical initial value problems. Consider the Cauchy problem with state-dependent delay and control:

\[
\begin{align*}
    y''(t) &= \mathcal{A}y(t) + \mathcal{F}(t, y(t), y(t)), \quad t \in [0, b], \\
y(0) &= \varphi \in \mathcal{B} = C([-\gamma, 0]; X), \quad y'(0^+) = \varphi'(0) \in X, \\
\Delta y(t_k) &= I_k(x_k), \quad k = 1, 2, \ldots, n, \\
\Delta y'(t_k) &= J_k(x_k), \quad k = 1, 2, \ldots, n.
\end{align*}
\]

Here \( (X, \| \cdot \|) \) is a Banach space, \( \mathcal{A} \) denotes the infinitesimal generator of a strongly continuous cosine function of bounded linear operators \( (C(t))_{t \in \mathbb{R}} \) on \( (X, \| \cdot \|) \) and \( \mathcal{F}(\cdot), \sigma_j(\cdot), j = 1, 2 \) are appropriate functions; the function \( y_j : (-\infty, 0] \rightarrow X, y_j(\theta) = y(t + \theta) \), is a member of particular abstract phase space \( \mathcal{B} \) defined later; \( 0 < t_1 < \cdots < t_n < b \) are announced numbers; \( \sigma_j : I \times \mathcal{B} \rightarrow (-\infty, b], j = 1, 2, I_k(\cdot), J_k(\cdot) : \mathcal{B} \rightarrow X \) are suitable functions and \( \Delta \xi(t) \) symbolizes the bounds of the function \( \xi(\cdot) \) at \( t \), and it is described as \( \Delta \xi(t) = \xi(t^+) - \xi(t^-) \).
The theory of impulsive differential equations has become a quite active area of research in the last few years. We refer to [1–3] for a preamble to this theory, which also comprises a varieties of exciting examples and applications. Recently, the differential equation of second order with impulse systems on compact periods has been explored under inhomogeneous conditions by many authors, see [4,5]. From the publications [6,7], abstract partial differential equations with impulsive circumstances were investigated.

The concept of controllability is important in the research and application of control theory. Controllability has been investigated both with and without an impulse condition by many authors [8–11]. One of the most difficult aspects of controllability is demonstrating the presence of a control function, refer [4] and the existence of a controllable differential equation solution that steers the system’s solution from its initial state to its final state; it varies over the entire space. Although, the controllability of second-order differential system with impulses has not nevertheless been adequately investigated thoroughly when the comparison of ordinary differential equations.

The impulsive differential system with state-dependent delay is a significant topic of current research. The state-dependent delay conditions in the differential equations with first order related collection of articles are wide-ranging. The references related to the case of ordinary differential equations described in finite-dimensional spaces given by Aiello, Freedman & Wu [12] and the studies of the papers of [13–16] are also reviewed. Abstract differential equations and partial differential equations of the first order were investigated for the state-dependent delay condition in the papers provided by Hernandez, and et al. [17] and the research articles of [18–21]. The existence of solutions to the impulsive differential equation of second order with state-dependent delay has recently been investigated, refered to [22,23]. Also, the state dependent delay term for the parabolic and other ODE systems contributed by Krisztin et al. [24] and the cited papers [25–27] have been studied for the current research.

Buger and Martin [28] and Si’s [29] papers on ordinary differential equations of second order with state-dependent delay are interesting. Abstract differential equations and partial differential equations of second order were used in the research of state-dependent delay, as evidenced by a review of a few papers, see [5,30–34]. Many of these articles use fixed point theorems to impart at least one mild solution using the condensing maps property, but the existence of exactly one solution to the given problem is not addressed, but except the paper cited [31]. For more about recent development of the related field, one can refer to [10,11,35,36]. The details of the function \( y \rightarrow \mathcal{F}(\cdot, y_{\sigma}(\cdot, y_{\sigma}(\cdot))) \), \( j = 1, 2 \) are not Lipschitz in the space of continuous functions are collected from [24,25,27]. The goal of this article is to study the existence of controllability of the problem (1)–(4). Also, we show the wellposedness of the problem (1)–(4).

In some mathematical models of real-world processes, impulsive functional second order differential equations with state-dependent delays are becoming more important. Our research differs significantly from those of equations with a constant or time-dependent delay. We can represent numerous evolutionary processes using impulsive functional abstract second order differential equations with state-dependent delay in many disciplines of science, which is why the study of these equations has received a lot of interest in recent years. In engineering and natural sciences, the nature of a dynamic system is determined by the accuracy of the knowledge we have about the parameters that describe it. A deterministic dynamical system occurs when knowledge about a dynamic system is precise. To put it another way, evaluating the parameters of a dynamic system is not without risk. When our knowledge of the parameters of a dynamic system is statistical in nature, or when the information is probabilistic, differential equations or stochastic differential equations are commonly used in mathematical modeling of such systems.

Our prior work investigates the existence of mild solution for controllability of nonlocal impulsive differential equations via measure of noncompactness, see [37]. The measure of noncompactness property and Darbo-Sadovskii’s fixed point theorem are used to determine the controllability of nonlocal impulsive differential equations under Lipschitz
conditions. Next, we investigated the existence and uniqueness of the controllability of neutral impulsive differential equations with nonlocal conditions in prior work. The controllability of a nonlocal neutral impulsive differential equation under compactness conditions, Lipschitz conditions, and mixed-type conditions is obtained using the property of measure of noncompactness and Darbo-Sadovski’s fixed point theorem, read the cited papers [38,39]. We now extend our research to investigate the controllability and wellposedness of an impulsive functional abstract second order differential equation with state dependent delay. The study of controllability and wellposedness of impulsive functional abstract second-order differential equations with state dependent delay is a nearly unexplored area in the literature, which is the motivating factor behind this paper.

By using the ideas of cited papers [25,40], we investigate that problem (1)–(4) is controllable and also show the wellposedness of the problem (1)–(4). We use this fact in Theorem 1 that shows the controllability condition in $C^1_{Lip}([-\gamma,b];X)$ exists. The wellposedness of the problem (1)–(4) is proved in Proposition 1. Consider the condition $\sigma_j(0,\varphi) = 0, j = 1,2$ from the above results. The term $\mathcal{F}(t,y_{\varphi_1(t,y_1)},y'_{\varphi_2(t,y_1)})$ act as class of equations and it is represented as $\mathcal{F}(t,y(\rho_1(t,y_1)),y'(\rho_2(t,y_1)))$. The instance $\rho(0,\varphi) < 0$ is studied for the above cases. Finally, we illustrate few applications on impulsive differential equations of second order with delay condition.

2. Basic Preliminaries

The cosine family $(C(t))_{t \in \mathbb{R}}$ is defined in $X$ and the norm $\|y\|_{\mathcal{A}} = \|x\| + \|\mathcal{A}x\|$ is described from the domain $\mathcal{D}$ of $\mathcal{A}$. The sine function $(S(t))_{t \in \mathbb{R}}$ is associated to $(C(t))_{t \in \mathbb{R}}$ defined by $S(t)x := \int_0^t C(s)xds$, for $x \in X$ and $t \in \mathbb{R}$. Furthermore, $C_0$ is a non-negative constant and it's norm described as $\|C(t)\| \leq C_0$, for every $t \in [0,b]$. Here, we describe the phase space $\mathcal{B}$ axiomatically, using notions and annotations prepared in [41] and suitably modified to the impulsive differential equations. More particularly, $\mathcal{B} : (-\infty,0] \to X$ denotes the vector space of functions provided with a norm denoted as $\| \cdot \|_{\mathcal{B}}$ and thus, the following axioms hold:

(I) If $y : (-\infty, \mu + a] \to X, a > 0$, is a function such that $y_{\mu} \in \mathcal{B}$ and $x|_{[\mu,\mu+a]} \in C([\mu,\mu + a], X)$, then, for every $t \in [\mu,\mu + a]$, the following properties hold:

(i) $y_t$ is in $\mathcal{B}$,

(ii) $\|y(t)\| \leq H[y_{\mu}]_{\mathcal{B}}$,

(iii) $\|y_{\mu}\|_{\mathcal{B}} \leq K_1(t-\mu)\sup \|y(s)\|_X : \mu \leq s \leq t + K_2(t-\mu)\|y_{\mu}\|$, where $H > 0$ is a constant; $K_1, K_2 : [0,\infty) \to [1,\infty)$, $K_1$ is continuous, $K_2$ is locally bounded and $H, K_1, K_2$ are independent of $y(\cdot)$.

(II) The space $\mathcal{B}$ is complete.

The space $\mathcal{E} = \{x \in X : C(\cdot)x \text{ is continuously differentiable}\}$ awarded with the norm $\|x\|_{\mathcal{E}} = \|x\| + \sup_{0 \leq t \leq b} \|\mathcal{A}S(t)x\|$. From the literature of Kisierinski [42], since $\mathcal{E}$ is a Banach space, $\mathcal{A}S(t) \in \mathcal{L}(\mathcal{E}, X)$, for every $t$ in the real line $\mathbb{R}$ and if $s$ converges to 0 then $\mathcal{A}S(s)x$ converges to 0, for every $x \in \mathcal{E}$.

Now, We define the abstract differential equation of second order

\[ u''(t) = \mathcal{A}u(t) + \eta(t), \quad t \in [0,b], \quad u(0) = x_1, \quad u'(0) = x_2. \]  

Here, $\eta$ is an integrable function defined from $[0,b]$ to $X$ and $x_1, x_2 \in X$. The mild solution of (5) and (6) is described as

\[ u(t) = C(t)x_1 + S(t)x_2 + \int_0^t S(t-s)\eta(s)ds, \quad t \in [0,b], \]
and for \( x_1 \in E \), the \( C^1 \) function \( u(\cdot) \) defined on \([0, b]\),

\[
u'(t) = \mathcal{A} S(t)x_1 + C(t)x_2 + \int_0^t C(t-s)\eta(s) \, ds, \quad t \in [0, b].
\]  

(8)

We study the further feature on abstract Cauchy problem of second order and Cosine functions from the reference of the papers [43,44]. Let \( C([d, e]; X) \) and \( C_{Lip}([d, e]; X) \) be normed spaces and it’s norms are denoted as \( \| \cdot \|_{C([d, e]; X)} \) and \( \| \cdot \|_{C_{Lip}([d, e]; X)} \), respectively. We termed that

\[
\| \cdot \|_{C_{Lip}([d, e]; X)} \leq \| \cdot \|_{C([d, e]; X)} + \| \cdot \|_{C_{Lip}([d, e]; X)}.
\]

where, \( C_{Lip}([d, e]; X) = \sup_{t \neq s} \frac{|y(s) - y(t)|}{|t - s|} \). The space \( C_{Lip}([d, e]; X) \) is constructed for all \( c \in C_{Lip}([d, e]; X) \) such that \( c' \in C_{Lip}([d, e]; X) \), associated with the norm \( \| c \|_{C_{Lip}([d, e]; X)} \)

We use the state-dependent delay from [25]. The function \( y(\cdot) : [0, a] \to \mathcal{B} \) noted as \( y(\cdot) \) is defined by \( y(t)(s) = y_s, \) for \( y \in C([\gamma, a]; X) \) and \( 0 \leq a \leq b \). This consequence and the Lemma 1 are used for our main results of the article.

**Lemma 1** ([25] Lemma 1). Suppose \( y, z \in C([-\gamma, a]; X) \), \( 0 < a \leq b \), the function \( \sigma(\cdot) \) belongs to \( C_{Lip}([0, b] \times \mathcal{B}; \mathbb{R}^+), u \in C_{Lip}([0, a]; X) \), \( u_0 = \omega, v_0 = \phi \), for \( \omega, \phi \in C_{Lip}([-\gamma, 0]; X) \) and \( \sigma(t, h) \leq a \), for \( \gamma = y, z \) and every \( t \in [0, a] \). Then \( y(\cdot), z(\cdot) \in C_{Lip}([0, a]; \mathcal{B}), \) \( y(\cdot), z(\cdot) \in C_{Lip}([0, a]; \mathcal{B}) \)

\[
\| y(\cdot), z(\cdot) \|_{C_{Lip}([0, a]; \mathcal{B})} \leq \max\{ \| y(\cdot) \|_{C_{Lip}([0, a]; \mathcal{B})}, \| z(\cdot) \|_{C_{Lip}([0, a]; \mathcal{B})} \} \}
\]

and

\[
\| y(\cdot), z(\cdot) \|_{C_{Lip}([0, a]; \mathcal{B})} \leq \| y(\cdot) \|_{C_{Lip}([0, a]; \mathcal{B})} \| z(\cdot) \|_{C_{Lip}([0, a]; \mathcal{B})} \}
\]

**Lemma 2** ([4], Sadovskii’s Fixed Point Theorem). Let \( E \) be a condensing operator on a Banach space \( X \). If \( E(S) \subseteq S \) for a convex, closed and bounded set \( S \) of \( X \), then \( E \) has a fixed point in \( S \).

3. Main Results

First, the existence of controllability of the problem (1)–(4) is studied. We define the mild solution and controllable of the problem (1)–(4). Then we prove the wellposedness of problem (1)–(4). In view of simplification, suppose that \( \sigma_1(\cdot) = \sigma_2(\cdot) \) and we termed that \( \| \cdot \|_{\mathcal{B}} \) for \( \| \cdot \|_{C([-\gamma, 0]; X)} \). In our argument, we take \( \sigma_1 \neq \sigma_2 \) as in the remaining of this work. We present following definitions and assumptions for further study.

**Definition 1.** The function \( y \in C^1([0, a]; X) \) is mild solution of the problem (1)–(4) on \([-\gamma, a]\) defined by

\[
y(t) = C(t)\varphi(0) + S(t)x + \int_0^t S(t-s)(Bu(s) + \mathcal{F}(s, y(\cdot), y'(\cdot))) \, ds + \sum_{0 < t_k < t} C(t-t_k)J_k(y_k) + \sum_{0 < t_k < t} S(t-t_k)J_k(y_k),
\]

for all \( t \in [0, a], 0 \leq a \leq b \) and if \( y_0 = \varphi \).

Following conditions are useful to prove the main results.
\( (H_{\sigma, \varphi}) \) \( \sigma \in C_{\text{Lip}}([0, b] \times \mathcal{B}; \mathbb{R}^+), \sigma(0, \varphi) = 0 \) and a non-negative number \( r^* \) exists and 0 < \( a^* \leq b \) provides 0 \( \leq \sigma(t, \omega) \leq t \), for every \( t \in [0, a^*] \) and \( \omega \in \mathcal{B}_{\sigma}(\varphi, \mathcal{B}) \).

\( (H_{l_j}) \) There exists a positive constants \( L_{l_j}, L_{k} \) such that
\[
\| l_k(\omega_1) - l_k(\omega_2) \| \leq L_{l_j} \| \omega_1 - \omega_2 \|_{\mathcal{B}}, \quad j = 1, 2, \ldots, n, \\
\| l_k(\omega_1) - l_k(\omega_2) \| \leq L_{l_j} \| \omega_1 - \omega_2 \|_{\mathcal{B}}, \quad j = 1, 2, \ldots, n.
\]

\( (H_W) \) If \( B : U \rightarrow X \) is a continuous operator and the operator \( W : \mathcal{L}^2([0, b], U) \rightarrow X \) is linear, described by
\[
Wu = \int_0^b S(b - s)Bu(s)ds,
\]
has a bounded invertible operator \( W^{-1} \) provided \( \| B \| \leq \mathcal{M}_1 \) and \( \| W^{-1} \| \leq \mathcal{M}_2 \), for some positive constant \( \mathcal{M}_1, \mathcal{M}_2 \).

\( (H_{\Phi, \Psi}) \) Functions \( l_k, l_j : \mathcal{B} \rightarrow X, k = 1, 2, \ldots, n \) are continuous completely and there exist functions \( \Phi_k, \Psi_k : [0, \infty) \rightarrow (0, \infty), k = 1, 2, \ldots, n \) which are continuous and non-decreasing such that
\[
\| l_k(\omega) \| \leq \Phi_k(\| \omega \|_{\mathcal{B}}), \quad \liminf_{\xi \rightarrow +\infty} \frac{\Phi_k(\xi)}{\xi} = \xi_k < \infty.
\]

**Definition 2.** The system (1)–(4) is said to be controllable on the interval \([0, b]\), if for every \( \varphi \in \mathcal{D}(\mathcal{A}) \) and \( y_1 \in X \), there exists a control \( u \in \mathcal{L}^2([0, b], U) \) such that the mild solution function \( y(t) \) of (1)–(4) satisfies \( y(b) = y_1 \).

**Remark 1.** Also, we define the following constants for our convenience
\[
K_b = \| y(b) \| + C_0\| \varphi(0) \| + C_0 a\| \varphi'(0) \| + C_0 a b(2L_F + \sup_{t \in [0, b]} \| \mathcal{F}(\tau, \varphi, \varphi') \|) + C_0 \sum_{k=1}^n (\Phi_k(r^*) + a\Psi_k(r^*)).
\]

Now, we can obtain the first main result.

**Theorem 1.** Suppose \( (H_{\sigma, \varphi}), (H_{l_j}), (H_W) \) and \( (H_{\Phi, \Psi}) \) holds. Also, \( \varphi \in C^1_{\text{Lip}}([-\gamma, 0]; X), \]
\( C(\cdot)\varphi(0), \mathcal{A}\mathcal{S}(\cdot)\varphi(0), C(\cdot)\varphi'(0) \in C_{\text{Lip}}([0, a]; X) \) and \( \mathcal{F} \in C_{\text{Lip}}([0, b] \times \mathcal{B} \times \mathcal{B} \times X) \) holds. Then the system (1)–(4) is controllable on \([-\gamma, a]\), for any 0 < \( a \leq b \).

**Proof.** Using the hypothesis \( (H_W) \), we define the control function in terms of \( y(\cdot) \),
\[
u(t) = W^{-1}(y(b) - C(b)\varphi(0) - S(b)\varphi'(0) - \int_0^b S(b - s)\mathcal{F}(s, y_{\varphi(s)}(s), y'_{\varphi(s)}(s))ds - \sum_{k=1}^n C(b - t_k)l_k(y_{t_k}) - \sum_{k=1}^n S(b - t_k)l_k(y_{t_k}))(t).
\]

Let \( d^* \) and \( r^* \) be defined in condition \( (H_{\sigma, \varphi}) \) and the Equation (13) holds. Let \( \mathcal{R} > 0 \) be sufficiently large number satisfying
\[
\mathcal{R} > \left\{ \frac{\| \varphi \|_{C_{\text{Lip}}([-\gamma, 0]; X)} + \| C(\cdot)\varphi(0) \|_{C_{\text{Lip}}([0, b]; X)} + \| \mathcal{A}\mathcal{S}(\cdot)\varphi(0) \|_{C_{\text{Lip}}([0, b]; X)} + \| C(\cdot)\varphi'(0) \|_{C_{\text{Lip}}([0, b]; X)} + C_0 \| \varphi'(0) \| + 4C_0(2L_F + \sup_{t \in [0, b]} \| \mathcal{F}(\tau, \varphi, \varphi') \|) + 3C_0 a \mathcal{M}_1 \mathcal{M}_2 K_b + \sum_{k=1}^n (\| \mathcal{A}\mathcal{S}(\cdot) \|_{C_{\text{Lip}}([0, b]; X)} + C_0)\Psi_k(r^*), k = 1, 2, \ldots, n. \right\}
\]
Let us assume the condition $Ra \leq \min\{b,d^*,r^*,1\}$ when $0 < a < \min\{b,d^*,1\}$ and for $k = 1,2, \ldots, n$

$$
\Lambda = C_0 \left[ 2a(1 + a)(1 + C_0 a \|\Omega_1\|_1 M_2) L_F (1 + R \|\sigma\|_{C_{Lip}([0,b] \times \mathcal{S}_F \mathbb{R}^+)} + a(1 + a) M_1 M_2 \right] \\
\quad + (1 + 2C_0 a \|\Omega_1\|_1 M_2) \sum_{k=1}^n (L_k + a L_k) + \sum_{k=1}^n (\|\phi\| + L_k) \right] < 1,
$$

(14)

$$
[C(\cdot) \psi(0)]_{C_{Lip}([0,b];X)} + [\|\sigma\|_{C_{Lip}([0,b];X)} + [C(\cdot) \psi'(0)]_{C_{Lip}([0,b];X)} + C_0 \|\psi'(0)\| \\
+ 4C_0 (2L_F + \sup_{t \in [0,b]} \|\mathcal{F}(t, \varphi, \varphi')\|) + aC_0 L_F (1 + 2R \|\sigma\|_{C_{Lip}([0,b] \times \mathcal{S}_F \mathbb{R}^+)} (1 + R)) \\
\quad + 3C_0 a \|\Omega_1\|_1 M_2 K_n + \sum_{j=1}^n (\|\sigma\|_{C_{Lip}([0,b];X)} + C_0) \|\psi'(0)\| + \epsilon \leq R.
$$

(15)

Let $\mathcal{Y}(a, R) = \{ y \in C([-\gamma,a];X) : y_0 = \varphi, \max\{\|y\|_{C_{Lip}([-\gamma,a];X)}, \|y\|_{C_{Lip}([-\gamma,a];X)} \leq R \} \}$ provided that $d(y,z) = \|y - z\|_{C([-\gamma,a];X)}$ and the function $\mathcal{G} : \mathcal{Y}(a, R) \rightarrow C([-\gamma,a];X)$ given by $\mathcal{G} y(t) = \varphi(t)$ for $t \in [-\gamma,0]$, we have

$$
\mathcal{G} y(t) = C(t) \psi(0) + S(t) \psi'(0) + \int_0^t S(t-s) \mathcal{F}(s, y_{\sigma(\cdot,y_1)}, y'_{\sigma(\cdot,y_1)}) ds + \int_0^t S(t-s) BW^{-1} \{y(b) - C(b) \varphi(0) - S(b) \psi'(0) \\
- \int_0^b S(b-s) \mathcal{F}(s, y_{\sigma(\cdot,y_1)}, y'_{\sigma(\cdot,y_1)}) ds - \sum_{k=1}^n C(b-t_k) I_k(y_{\gamma_k}) - \sum_{k=1}^n S(b-t_k) I_k(y_{\gamma_k}) \} (\xi) d\xi \\
+ \sum_{0 \leq t_k < t} C(t-t_k) I_k(y_{\gamma_k}) + \sum_{0 \leq t_k < t} S(t-t_k) I_k(y_{\gamma_k}),
$$

(16)

for $t \in [0,a]$. Let $y \in \mathcal{Y}(a, R)$. By Lemma 1 and the selection of $R$, we have

$$
\|y_t - \varphi\|_{\mathcal{B}} \leq \|y_t\|_{C_{Lip}([0,a];\mathbb{R}^d)} \leq \max\{\|y\|_{C_{Lip}([-\gamma,0];\mathbb{R}^d)}, \|\varphi\|_{C_{Lip}([-\gamma,0];\mathbb{R}^d)} \} a \leq Ra \leq r^*,
$$

which gives $0 \leq \sigma(t, y_t) \leq t \leq a$, for every $t \in [0,a]$. Which shows that $y_{\sigma(\cdot,y_1)}, y'_{\sigma(\cdot,y_1)}$, $\mathcal{F}(\cdot, y_{\sigma(\cdot,y_1)}, y'_{\sigma(\cdot,y_1)})$ and $\mathcal{G} y(\cdot)$ are well defined. Moreover, since $\sigma(t, y_t) \leq t \leq a$ and $\max\{\|y_{\sigma(t,y_t)} - \varphi\|_{\mathcal{B}}, \|y'_{\sigma(t,y_t)} - \varphi'\|_{\mathcal{B}} \} \leq Ra \leq 1$, for every $t \in [0,a]$. Using this, we obtain that

$$
\|\mathcal{F}(t, y_{\sigma(t,y_t)}, y'_{\sigma(t,y_t)})\| \leq \|\mathcal{F}(t, y_{\sigma(t,y_t)}, y'_{\sigma(t,y_t)}) - \mathcal{F}(t, \varphi, \varphi')\| + \|\mathcal{F}(t, \varphi, \varphi')\| \\
\leq L_F (\|y_{\sigma(t,y_t)} - \varphi\| + \|y'_{\sigma(t,y_t)} - \varphi'\|) + \sup_{t \in [0,a]} \|\mathcal{F}(t, \varphi, \varphi')\| \\
\leq 2L_F + \sup_{t \in [0,a]} \|\mathcal{F}(t, \varphi, \varphi')\|.
$$

(17)

Since the map $I_k$ is continuous completely and $(C(t))_{t \in \mathbb{R}}$ is continuous strongly; for given $\epsilon > 0$, there is a number $\delta > 0$ implies

$$
\|C(t + \eta) - C(t)\| I_k(\Phi) \leq \frac{\epsilon}{n}, k = 1, \ldots, n.
$$

(18)

Using (17) and (18), for all $t \in [0,a]$, and $t + \eta \in [0,a]$, for $\eta > 0$, we have
\[
\| \mathcal{G}y(t + \eta) - \mathcal{G}y(t) \| \\
\leq \left[ C(\cdot)\varphi(0) \right]_{C_{Lip}([0,a];X)} \eta + C_0 \| \varphi'(0) \| \eta + \int_0^t \| S(s + \eta) - S(s) \| \left\| \mathcal{F}(s, y_{c(y,s)}, y'_{c(y,s)}) \right\| ds \\
+ \int_0^t \| S(t + \eta - s) \mathcal{F}(s, y_{c(y,s)}, y'_{c(y,s)}) \| ds \\
+ \int_0^b \| \mathcal{F}(s, y_{c(y,s)}, y'_{c(y,s)}) \| ds \\
- \int_0^b S(b - s) \mathcal{F}(s, y_{c(y,s)}, y'_{c(y,s)}) ds - \sum_{k=1}^n C(b - t_k) I_k(y_{t_k}) - \sum_{k=1}^n S(b - t_k) I_k(y_{t_k}) \| \xi \| \\
+ \int_0^t \| S(t + \eta - s) \mathcal{F}(s, y_{c(y,s)}, y'_{c(y,s)}) \| ds \\
- \int_0^b S(b - s) \mathcal{F}(s, y_{c(y,s)}, y'_{c(y,s)}) ds - \sum_{k=1}^n C(b - t_k) I_k(y_{t_k}) - \sum_{k=1}^n S(b - t_k) I_k(y_{t_k}) \| \xi \| \\
+ \sum_{k=1}^n \| [C(t + \eta - t_k) - C(t - t_k)] I_k(y_{t_k}) \| + \sum_{k=1}^n \| S(t + \eta - t_k) - S(t - t_k) \| I_k(y_{t_k}) \|
\]

\[
\leq \left[ C(\cdot)\varphi(0) \right]_{C_{Lip}([0,a];X)} \eta + C_0 \| \varphi'(0) \| \eta + 2C_0 \eta \sup_{s \in [0,a]} \| \mathcal{F}(s, y_{c(y,s)}, y'_{c(y,s)}) \| a \\
+ C_0 \eta \mathcal{M}_1 \mathcal{M}_2 \left[ \| y(b) \| + C_0 \| \varphi(0) \| + C_0 a \| \varphi'(0) \| + C_0 ab \sup_{s \in [0,b]} \| \mathcal{F}(s, y_{c(y,s)}, y'_{c(y,s)}) \| \\
+ C_0 \sum_{k=1}^n \| I_k(y_{t_k}) \| + C_0 a \sum_{k=1}^n \| I_k(y_{t_k}) \| \right] a + C_0 \mathcal{M}_1 \mathcal{M}_2 \left[ \| y(b) \| + C_0 \| \varphi(0) \| + C_0 a \| \varphi'(0) \| \\
+ C_0 ab \sup_{s \in [0,b]} \| \mathcal{F}(s, y_{c(y,s)}, y'_{c(y,s)}) \| + C_0 \sum_{k=1}^n \| I_k(y_{t_k}) \| + C_0 a \sum_{k=1}^n \| I_k(y_{t_k}) \| \right] a + C_0 \eta \sum_{k=1}^n (\Psi_k(r_\ast)) + \epsilon, \\
+ 2C_0 \eta \mathcal{M}_1 \mathcal{M}_2 K_b + C_0 \eta \sum_{k=1}^n (\Psi_k(r_\ast)) + \epsilon,
\]

since the Equation (15). \([\mathcal{G}y]_{C_{Lip}([0,a];X)} \leq \mathcal{R} \). We know that \([\mathcal{G}y(\cdot) = \varphi, \varphi \in C_{Lip}([-\gamma, 0]; X) \) and \(\mathcal{R} \geq \left[ \varphi \right]_{C_{Lip}([-\gamma, 0]; X)} \) from Lemma 1, we obtain that \( \mathcal{G}y \in C_{Lip}([-\gamma, a]; X) \) and \([\mathcal{G}y]_{C_{Lip}([-\gamma, a]; X)} \leq \mathcal{R} \).

To evaluate \([\mathcal{G}y(\cdot)]_{C_{Lip}([-\gamma, a]; X)} \), the C^1 function \( \mathcal{G}y(\cdot) \) is observed and

\[
(\mathcal{G}y)'(t) = \mathcal{S}(s)\varphi(0) + C(t)\varphi'(0) + \int_0^t C(t - s)\mathcal{F}(s, y_{c(y,s)}, y'_{c(y,s)}) ds + \int_0^t C(t - \xi)B^{-1}(y(b) - C(b)\varphi(0)) ds \\
- S(b)\varphi'(0) - \int_0^b S(b - s)\mathcal{F}(s, y_{c(y,s)}, y'_{c(y,s)}) ds - \sum_{0 < t_k < t} C(b - t_k) I_k(y_{t_k}) - \sum_{0 < t_k < t} S(b - t_k) I_k(y_{t_k}), \text{ for } t \in [0, a].
\]

Similarly, we have \( \mathcal{F}(s, y_{c(y,s)}, y'_{c(y,s)}) \in C_{Lip}([0,a]; X) \) by Lemma 1, and

\[
[\mathcal{F}^1(s, y_{c(y,s)}, y'_{c(y,s)})]_{C_{Lip}([0,a]; X)} \\
\leq L_f (1 + \left[ \left[ y(\cdot) \right]_{C_{Lip}([0,a]; X)} \right] + \left[ y'_{c(y,s)} \right]_{C_{Lip}([0,a]; X)}) \left[ \sigma \right]_{C_{Lip}([0,b] \times \mathbb{R}^+)} (1 + \left[ y(\cdot) \right]_{C_{Lip}([0,a]; X)}) \\
\leq L_f (1 + 2\mathcal{R} \left[ \sigma \right]_{C_{Lip}([0,b] \times \mathbb{R}^+)} (1 + \mathcal{R}).
\]
Using (18) and (19), as \( t \in [0, a) \) and \( \eta > 0 \) over \( t + \eta \in [0, a] \), it is noted that

\[
\| (Gy)'(t + \eta) - (Gy)'(t) \| \\
\leq \left[ \omega S(\cdot)(\phi(0)) c_{1,p}(0, [a, x] X) \eta + \| C(\cdot) \phi' \| c_{1,p}(0, [a, x] X) \eta + C_0(2L_F + \sup_{\tau \in [0, S]} \| \mathcal{F}(\tau, q, \phi') \|) \right] \eta \\
+ C_0 \eta M_1 M_2 K_0 + a C_0 L_F (1 + 2 R [\phi'] c_{1,p}(0, [a, x] X) (1 + R) \eta) + \sum_{k=1}^n \left[ \omega S(\cdot)(\Psi_k(r_s)) \right] c_{1,p}(0, [a, x] X) \eta + \epsilon.
\]

Hence, \( (Gy)' \mid_{c_{1,p}(0, [a, x] X)} \leq R \). In addition, since \( \frac{d^\gamma_y}{\partial \tau^\gamma} (0) = \phi'(0) = \frac{d^\gamma_x}{\partial \tau^\gamma} (0) = \frac{d^\gamma_z}{\partial \tau^\gamma} (0) \) and \( R > [\phi'] c_{1,p}(\gamma, x; X) \), we conclude that \( (Gy)' \mid_{c_{1,p}(\gamma, a; X)} \) \( \leq R \). Which shows that \( G \) is a \( \mathcal{Y}(a; R) \)-valued function.

A contrary result obtained from Lemma 1 and for every \( y, z \in \mathcal{Y}(a; R), t \in [0, a) \) gives

\[
\| G y(t) - G z(t) \| \leq \int_0^t C_0 a L_F \left( \| y_c(s, y_s) \| \_\_ R + \| y'_c(s, y_s) \| \_\_ R \right) ds \\
+ \int_0^t C_0 a M_1 M_2 \left[ \| y(b) - z(b) \| + \frac{1}{b} C_0 a L_F \left( \| y_c(s, y_s) \| \_\_ R + \| y'_c(s, y_s) \| \_\_ R \right) \right] ds \\
+ C_0 \sum_{k=1}^n \| I_k(y(t_k)) - I_k(z(t_k)) \| + C_0 a \sum_{k=1}^n \| I_k(y(t_k)) - I_k(z(t_k)) \| \right] ds \\
+ C_0 \sum_{k=1}^n \| I_k(y(t_k)) - I_k(z(t_k)) \| + C_0 a \sum_{k=1}^n \| I_k(y(t_k)) - I_k(z(t_k)) \| \\
\leq 2 C_0 a^2 L_F (1 + C_0 a M_1 M_2) (1 + \left[ \| y \| \_\_ R \right] c_{1,p}(0, [a, x] X) C_{1,p}(0, [a, x] X)) \| y - z \| c_{1,p}(0, [a, x] X) \\
+ C_0 a^2 M_1 M_2 \| y - z \| c_{1,p}(0, [a, x] X) + C_0 a^2 M_1 M_2 \| L_h + a L_h \| \| y - z \| c_{1,p}(0, [a, x] X) \\
+ C_0 a \sum_{k=1}^n \| L_h + a L_h \| \| y - z \| c_{1,p}(0, [a, x] X) \\
\leq C_0 \left[ 2 a^2 (1 + C_0 a M_1 M_2) L_F (1 + R \| \phi' \| c_{1,p}(0, [a, x] X)) \\
+ a^2 M_1 M_2 (1 + C_0 a M_1 M_2) \| L_h + a L_h \| \right] d(y, z).
\]

(20)

\[
\| (Gy)'(t) - (Gz)'(t) \| \leq \int_0^t C_0 a L_F \left( \| y_c(s, y_s) \| \_\_ R + \| y'_c(s, y_s) \| \_\_ R \right) ds \\
+ \int_0^t C_0 a M_1 M_2 \left[ \| y(b) - z(b) \| + \frac{1}{b} C_0 a L_F \left( \| y_c(s, y_s) \| \_\_ R + \| y'_c(s, y_s) \| \_\_ R \right) \right] ds \\
+ C_0 \sum_{k=1}^n \| I_k(y(t_k)) - I_k(z(t_k)) \| + C_0 a \sum_{k=1}^n \| I_k(y(t_k)) - I_k(z(t_k)) \| \right] ds \\
+ C_0 \sum_{k=1}^n \| I_k(y(t_k)) - I_k(z(t_k)) \| + C_0 a \sum_{k=1}^n \| I_k(y(t_k)) - I_k(z(t_k)) \| \\
\leq C_0 \left[ 2 a (1 + C_0 a M_1 M_2) L_F (1 + \pi c_{1,p}(0, [a, x] X)) + a M_1 M_2 \\
+ C_0 a M_1 M_2 \| L_h + a L_h \| + \frac{1}{b} C_0 a L_F \left( \| y_c(s, y_s) \| \_\_ R + \| y'_c(s, y_s) \| \_\_ R \right) \right] d(y, z).
\]

(21)

From (20) and (21), we get

\[
d(Gy, Gz) \leq \Lambda d(y, z).
\]

This shows the contraction map \( G \), which implies the map \( G \) is a condensing operator on the interval \([0, a]\) such that \( y \in c_{1,p}(\gamma, a; X) \). From Lemma 2, \( G \) has a fixed point in \( X \). Thus, any fixed point of \( G \) is a mild solution of (1)–(4). Hence the system (1)–(4) is controllable on \([\gamma, a]. \square \)
4. Wellposedness

The metric space \( (\mathcal{M}, \| \cdot \|_{\mathcal{M}}) \) is continuous and is defined on \( C([-\gamma, 0]; X) \). Now, suppose that \( \omega'(0) \) exists for every \( \omega \in \mathcal{M} \).

**Definition 3.** If for every pair of open and bounded convex subset \( S \) of \( \mathcal{M} \), there is any \( a_S > 0 \), in order to allow all \( \omega \in S \) and there is exactly one mild solution \( y^\omega \in C^1([-\gamma, a_S]; X) \) of (1) with the conditions \( y_0 = \omega \), \( y'(0^+) = \omega'(0) \) and \( \| y^\omega - y^\phi \|_{C^1([0,a_S];X)} \to 0 \) as \( \omega - \phi \to \mathcal{M} \to 0 \), then the problem (1) is called wellposed on the neighborhood of \( \mathcal{M} \).

The remaining results, \( \mathcal{M}_{\neq} \) denotes that

\[
\mathcal{M}_{\neq} = \{ \omega \in C^1_{lip}([-\gamma, 0];X) : \omega(0) \in \mathcal{E}, \{ C(\cdot) \omega(0), C(\cdot) \omega'(0) \} \subset C^1_{lip}([0,b];X) \},
\]

provided by taking \( \mathbb{D}(\omega, \phi) = \| \omega - \phi \|_{C^1_{lip}([-\gamma, 0];X)} + \| C(\cdot) \omega(0) - \phi(0) \|_{C^1_{lip}([0,b];X)} + \| C(\cdot) \omega'(0) - \phi'(0) \|_{C^1_{lip}([0,b];X)} \).

Further, we show the consequence of wellposedness and it is proved from Theorem 1. Now, we introduce the following hypothesis to demonstrate our next result of condition \( (H_{\sigma, \gamma}) \).

\( \sigma \in C^1_{lip}([0,b] \times \mathcal{B} ; \mathbb{R}^+), \sigma(0, \omega) = 0 \) for every \( \omega \in \mathcal{B} \) and for every open set \( \mathcal{U} \subset \mathcal{B} \) is bounded and there is a \( 0 < a^*_U \leq b \) provides \( 0 \leq \sigma(t, \omega) \leq t \), for every \( (t, \omega) \in [0, a^*_U] \times \mathcal{U} \).

**Theorem 2.** Suppose the condition \( H_{\sigma} \) holds and \( \mathcal{F} \in C^1_{lip}([0,b] \times \mathcal{B} \times \mathcal{B};X) \). Then the problem (1)–(4) is locally wellposed on \( \mathcal{M}_{\neq} \).

**Proof.** Let \( S \subset \mathcal{M}_X \) be open, bounded, convex sets, \( S_1 = S + B_1(0, \mathcal{B}) \subset \mathcal{B} \) and the number \( a^*_S \) is taken from condition \( H_{\sigma} \). Let \( \mathcal{R}_S > 0 \) be sufficiently large number such that \( \mathcal{R}_S > \Theta = \sup_{\omega \in S} \| [\omega]_{C^1_{lip}([-\gamma, 0];X)} + \mathbb{D}(\omega, 0) + C_0 \| \omega'(0) \| + 2C_0(2L_F + \sup_{t \in [0,b]} \| \mathcal{F}(t, \omega, \omega') \| + C_0 \sum_{k=1}^n (\mathcal{Y}_k(a^*_S))) \). Now, we select that \( 0 < a \leq \min \{ b, a^*_S, 1 \} \) such that \( \mathcal{R}_S a_S \leq \min \{ b, a^*_S, 1 \} \) and

\[
\begin{align*}
Y &= C_0 a_S (1 + a_S) (1 + C_0 a_S b \mathcal{M}_1 \mathcal{M}_2) L_F (1 + \mathcal{R}_S [\sigma]_{C^1_{lip}([0,b] \times \mathcal{B} ; \mathbb{R}^+)} < 1, \\
\Theta + a_S C_0 (1 + C_0 a_S b \mathcal{M}_1 \mathcal{M}_2) L_F (1 + 2 \mathcal{R}_S [\sigma]_{C^1_{lip}([0,b] \times \mathcal{B} ; \mathbb{R}^+)} (1 + \mathcal{R}_S) \leq \mathcal{R}_S.
\end{align*}
\]

Let \( \omega \in S \) and let \( \mathcal{Y}_w(a_S, \mathcal{R}_S) \) be the space defined by

\[
\mathcal{Y}_w(a_S, \mathcal{R}_S) = \{ y \in C^1([-\gamma, a_S];X) : y_0 = \omega, \max \{ \| y \|_{C^1([-\gamma, a_S];X)}, \| y' \|_{C^1([-\gamma, a_S];X)} \} \leq \mathcal{R}_S \},
\]

awarded with the metric \( d(y, z) = \| y - z \|_{C^1([-\gamma, a_S];X)} \) and if \( \mathcal{G}_w : \mathcal{Y}_w(a_S, \mathcal{R}_S) \to C([-\gamma, a_S];X) \) is given by \( (\mathcal{G}_w y)_0 = \omega \) and

\[
\mathcal{G}_w y(t) = C(t) \omega(0) + S(t) \omega'(0) + \int_0^t S(t-s) \mathcal{F}(s, y_{c(s,y)}, y'_{c(s,y)}) ds + \int_0^t S(t-s) BW^{-1} [y(b) - C(b) \omega(0) - S(b) \omega'(0) - \int_0^b S(b-s) \mathcal{F}(s, y_{c(s,y)}, y'_{c(s,y)}) ds - \sum_{k=1}^w C(b-t_k) I_k (y_{t_k}) - \sum_{k=1}^w S(b-t_k) I_k (y_{t_k}) (\xi_k)] d^\xi ds,
\]

\[
+ \sum_{0 < t_k < t} C(t-t_k) I_k (y_{t_k}) + \sum_{0 < t_k < t} S(t-t_k) I_k (y_{t_k}), \quad \text{for } t \in [0,a_S].
\]

Let \( y \in \mathcal{Y}_w(a_S, \mathcal{R}_S) \). For \( t \in [0,a_S] \), \( y - \omega \) \( \| \cdot \|_{\mathcal{R}_S a_S} \leq a^*_S \), gives that \( 0 \leq \sigma(t, y_t) \leq t \leq a^*_S \) and that the functions \( y_{c(t,y_t)}, y'_{c(t,y_t)} \), \( \mathcal{F}(\cdot, y_{c(t,y_t)}, y'_{c(t,y_t)}) \) and \( \mathcal{G}_w(y(t)) \) are well defined. From Theorem 1, we get

\[
\sup_{x \in [0,a_S]} \| \mathcal{F}(x, y_{c(x,y_t)}, y'_{c(x,y_t)}) \| \leq 2L_F + \sup_{t \in [0,a_S]} \| \mathcal{F}(t, \omega, \omega') \| .
\]
By using the proof of Theorem 1 and the Equations (25) and (26), we have

\[
\sup_{\varphi \in S} \left( |C(\cdot)\varphi(0)|_{C_{\text{Lip}}([0,a_S];X)} \right) + C_0 a^2 \parallel \varphi'(0) \parallel + C_0 a^2 (2L_F + \sup_{\tau \in [0,b_S]} \parallel \mathcal{F}(\tau, \varphi, \varphi') \parallel) \\
+ C_0 a^2 M_1 M_2 K_b + C_0 \sum_{k=1}^{n} (\Phi_k(a_{S1}^k) + a_S \Psi_k(a_{S1}^k)),
\]

(27)

\[
\left( \sup_{\varphi \in S} \left( |C(\cdot)\varphi(0)|_{C_{\text{Lip}}([0,a_S];X)} \right) + C_0 a_S (2L_F + \sup_{\tau \in [0,b_S]} \parallel \mathcal{F}(\tau, \varphi, \varphi') \parallel) \\
+ C_0 a_S M_1 M_2 K_b + C_0 \sum_{k=1}^{n} (\omega S(\cdot) \Phi_k(a_{S1}^k) + a_S \Psi_k(a_{S1}^k)),
\]

(28)

and

\[
\parallel G_\omega y - G_\omega z \parallel_{C([0,a_S];X)} \leq 2C_0 a^2 L_F (1 + C_0 a_S b_S M_1 M_2) (1 + R_S(\gamma)_{C_{\text{Lip}}([0,b_S] \times \mathbb{R})}) \\
+ C_0 a^2 M_1 M_2 (1 + C_0 a_S M_1 M_2) \sum_{k=1}^{n} (L_{i_k} + a_S L_{i_k}) d(y, z),
\]

(29)

\[
\parallel (G_\omega y)' - (G_\omega z)' \parallel_{C([0,a_S];X)} \leq C_0 \left[ 2a_S L_F (1 + C_0 a_S b_S M_1 M_2) (1 + R_S(\gamma)_{C_{\text{Lip}}([0,b_S] \times \mathbb{R})}) \\
+ C_0 a_S M_1 M_2 + C_0 a_S M_1 M_2 \sum_{k=1}^{n} (L_{i_k} + a_S L_{i_k}) + \sum_{k=1}^{n} (\omega S(\cdot) L_{i_k} + L_{i_k}) \right] d(y, z).
\]

(30)

By the Equations (23), (27) and (28), which shows that \( [(G_\omega y)]_{C_{\text{Lip}}([\gamma,a_S];X)} \leq R_S, \\
[(G_\omega y)]_{C_{\text{Lip}}([\gamma,a_S];X)} \leq R_S, G_\omega \) is a \( \mathcal{Y}_\omega (a_S, R_S) \)-valued function. From (22), (29) and (30), we have

\[
d(G_\omega y, G_\omega z) \leq Y d(y, z).
\]

Thus, there exists a mild solution \( y^\omega \in C_{\text{Lip}}([\gamma,a_S];X) \) of (1)–(4) on \([0,a_S]\) with the states \( \omega \) and \( \omega'(0) \).

Contrarily, we get the following result from Lemma 1 with \( \varphi, \omega \in S \). For \( t \in [0,a_S] \), we have

\[
\parallel y^\omega(t) - y^\varphi(t) \parallel \\
\leq \parallel C(t)(\varphi(0) - \omega(0)) \parallel + \parallel S(t)(\varphi'(0) - \omega'(0)) \parallel \\
+ \int_{0}^{t} C_0 a_S L_F (\parallel y^\omega(\xi) - y^\varphi(\xi) \parallel_{\mathcal{A}} + \parallel (y^\omega)'(\xi) - (y^\varphi)'(\xi) \parallel_{\mathcal{A}}) d\xi \\
+ \int_{0}^{t} C_0 a_S M_1 M_2 \left( \parallel y^\omega(b) - y^\varphi(b) \parallel_{\mathcal{A}} + \parallel C(t)(\varphi(0) - \omega(0)) \parallel + \parallel S(t)(\varphi'(0) - \omega'(0)) \parallel \right) \\
+ \int_{0}^{b} C_0 a_S L_F (\parallel y^\omega(\xi) - y^\varphi(\xi) \parallel_{\mathcal{A}} + \parallel (y^\omega)'(\xi) - (y^\varphi)'(\xi) \parallel_{\mathcal{A}}) d\xi \\
+ C_0 \sum_{k=1}^{n} \parallel I_k(y^\varphi_{i_k}) - I_k(y^\omega_{i_k}) \parallel_{\mathcal{A}} + C_0 a_S \sum_{k=1}^{n} \parallel I_k(y^\omega_{i_k}) - I_k(y^\varphi_{i_k}) \parallel_{\mathcal{A}} \\
+ C_0 \sum_{k=1}^{n} \parallel I_k(y^\omega_{i_k}) - I_k(y^\varphi_{i_k}) \parallel_{\mathcal{A}} + C_0 a_S \sum_{k=1}^{n} \parallel I_k(y^\omega_{i_k}) - I_k(y^\varphi_{i_k}) \parallel_{\mathcal{A}} \\
\leq (1 + C_0 a^2 M_1 M_2) D(\varphi, \omega) + \left[ 2C_0 a^2 (1 + C_0 a_S b_S M_1 M_2) L_F (1 + R_S(\gamma)_{C_{\text{Lip}}([0,b_S] \times \mathbb{R})}) \\
+ C_0 a^2 M_1 M_2 + C_0 (1 + C_0 a^2 M_1 M_2) \sum_{k=1}^{n} (L_{i_k} + a_S L_{i_k}) \right] \parallel y^\omega - y^\varphi \parallel_{C^1([\gamma,a_S];X)}.
\]

(31)
\| (y^\omega)'(t) - (y^\phi)'(t) \| \\
\leq \| \mathcal{A}(\omega(0)) - \mathcal{A}(\phi(0)) \| + \| \mathcal{C}(\omega(0)) - \mathcal{C}(\phi(0)) \| \\
+ \int_0^1 C_0 L_T \left[ \| y^\omega(\xi) - y^\phi(\xi) \|_{\mathcal{A}} + \| (y^\omega)'(\xi) - (y^\phi)'(\xi) \|_{\mathcal{A}} \right] ds \\
+ \int_0^1 C_0 \Omega^2 \left[ \| y^\omega(b) - y^\phi(b) \|_{\mathcal{A}} + C_0 \| \phi - \omega \|_{\mathcal{A}} + \alpha_s \| \phi' - \omega' \|_{\mathcal{A}} \right] ds \\
+ \int_0^1 C_0 a_s L_T \left[ \| y^\omega(\xi) - y^\phi(\xi) \|_{\mathcal{A}} + \| (y^\omega)'(\xi) - (y^\phi)'(\xi) \|_{\mathcal{A}} \right] ds \\
+ C_0 \sum_{k=1}^n \left\| I_k(y^\omega_k) - I_k(y^\phi_k) \right\|_{\mathcal{A}} + C_0 \sum_{k=1}^n \left\| I_k(y^\omega_k) - I_k(y^\phi_k) \right\|_{\mathcal{A}} \\
\leq (1 + C_0 a_s \Omega^2 M_2) D(\phi, \omega) + \left[ 2C_0 a_s (1 + a_s) \Omega^2 M_2 L_T (1 + R_S [\mathcal{C}_{L_T}(0, [0, b] \times [0, R_\infty])]) \\
+ C_0 a_s M_1 M_2 + C_0 a_s M_1 M_2 \sum_{k=1}^n (L_k + a_s L_k) \right] \| y^\omega - y^\phi \|_{C^1(-\gamma a_s; \mathbb{X})}, \quad (32)
Now, analyze the following problem

\[
\frac{d^2 y}{dt^2}(t, \xi) = \frac{d^2 y}{dx^2}(t, \xi) + f(t, y(t - \xi(t), y(t)), y'(t - \xi(t), y(t)), \xi), \quad (33)
\]

for all \( t \in [0, b] \) and \( \xi \in [0, \pi] \).

We have to show that the existence of a solution of the problem (33)–(37) by using any specified starting phase to end phase in a Banach space \( X \). Let \( \varphi \in \mathcal{C} = C([-\gamma, 0]; X) \), \( x \in X, \sigma_i : [0, \infty) \rightarrow [0, \infty), i = 1, 2, a \in C([0, b] \times X, \mathbb{R}) \) be continuous, the Lipschitz constant \( L_f < \infty \) and it holds the condition defined below:

The Equations (33)–(37) consists of (1)–(4),

(a) The functions \( \mathcal{F} : [0, b] \times \mathcal{B} \times \mathcal{B} \rightarrow X, \sigma : [0, b] \times C([-\gamma, 0]; \mathcal{B}) \rightarrow \mathcal{B} \) is defined as \( \mathcal{F}(t, \omega, \phi)(\xi) = f(t, \omega(0, \xi), \phi(0, \xi)) \) and \( \sigma(s, \omega) = s - \xi(s, \omega(0)) \). Clearly, \( \mathcal{F}(\cdot) \) and \( \sigma(\cdot) \) are Lipschitz.

(b) The operators \( a_k, \tilde{a}_k \in C(\mathbb{R}, \mathbb{R}) \) and \( L_k := \left( \int_{-\infty}^{0} \frac{a_k^2(s)}{s^2} ds \right)^{\frac{1}{2}}, L_k := \left( \int_{-\infty}^{0} \frac{\tilde{a}_k^2(s)}{s^2} ds \right)^{\frac{1}{2}}, k = 1, 2, \ldots, n \), are finite.

We describe the following functions \( I_k : \mathcal{B} \rightarrow X \) and \( \tilde{I}_k : \mathcal{B} \rightarrow X \) from the condition (b) by

\[
I_k(\omega)(\xi) = \int_{-\infty}^{0} a_k(-s)\omega(s, \xi) ds, k = 1, 2, \ldots, n,
\]

\[
\tilde{I}_k(\omega)(\xi) = \int_{-\infty}^{0} \tilde{a}_k(-s)\omega(s, \xi) ds, k = 1, 2, \ldots, n.
\]

(c) The operator \( B : U \subset [0, b] \rightarrow X \) is bounded and linear, defined by

\[
(Bu(t))(\xi) = \mu(t, \xi), \quad \xi \in [0, \pi].
\]

A linear operator \( W \) is given by

\[
(Wu)(\xi) = \sum_{n=1}^{\infty} \int_{0}^{\pi} \frac{1}{n} \sin(n) \mu(s, \xi) y_n ds, \quad \xi \in [0, \pi],
\]

and it has a bounded inverse \( W^{-1} \in \mathcal{L}^2([0, b], U) \).

With the selection of \( B, \mathcal{F}, \sigma_i, i = 1, 2, I_k, \tilde{I}_k \), the system (1)–(4) is the abstraction formulation of (33)–(37). Furthermore, the bounded linear operators \( I_k, \tilde{I}_k, k = 1, 2, \ldots, n \) is described by

\[
\| \mathcal{F}(t, \cdot) \|_{\mathcal{L}(\mathcal{B}, X)} \leq L_f, \quad \| I_k \|_{\mathcal{L}(\mathcal{B}, X)} \leq L_k, \quad \| \tilde{I}_k \|_{\mathcal{L}(\mathcal{B}, X)} \leq L_k.
\]

By using the previous result and Theorem 1, we get the next result. In this consequence, \( y \in C([-\gamma, a]; X) \) is called a mild solution of (33)–(37) defined in \([-\gamma, a]\) if \( y(\cdot) \) is the mild solution of (1)–(4) in the interval \([-\gamma, a]\). Thus, the system (33)–(37) is controllable on \([-\gamma, a]\).
Moreover, we investigate the following system
\[
\begin{align*}
\frac{\partial^2 y}{\partial t^2}(t, \xi) &= \frac{\partial^2 y}{\partial \xi^2}(t, \xi) + \mu(t, \xi) + f(t, y(t), \xi(t)), \\
y(t, x) &= 0, \quad x = 0, \pi, \\
y(\theta, \xi) &= \varphi(\theta, \xi), \quad \theta \in [-\gamma, 0], \\
y'(0^+, \xi) &= \varphi'(0, \xi), \\
\Delta y(t_k)(\xi) &= \int_{-\infty}^{t_k} a_k(t_k - s)y(s, \xi)ds, \quad k = 1, 2, \ldots, n, \\
\Delta y'(t_k)(\xi) &= \int_{-\infty}^{t_k} \tilde{a}_k(t_k - s)y(s, \xi)ds, \quad k = 1, 2, \ldots, n
\end{align*}
\]  

(38)

for all \( \xi \in [0, \pi] \) and \( t \in [0, b] \), here, \( \varphi(\cdot), \xi(\cdot), f(\cdot), F(\cdot) \) are defined as earlier and \( \rho : [0, b] \times \mathcal{X} \) by \( \rho(s, \omega) = \xi(s, \omega) - r \), for \( 0 < r \leq \gamma \). We get the following result from Theorem 2:

**Proposition 1.** Assume \( \varphi \in C^1_{Lip}([-\gamma, 0]; X) \) and \( \varphi(0) \in \mathcal{E} \). Then there is an exactly one mild solution \( y \in C([-\gamma, a]; X) \) of (38)–(42) on \([-\gamma, a]\) provides \( \rho(s, \omega) \leq 0 \) for every \( s \in [0, a] \). Also, if for all bounded sets \( S \subset X \) there exists a \( a_S > 0 \) such that \( s \leq \sigma(s, x) \), for every \( x \in S \) and \( s \in [0, a_S] \), then problem (33)–(37) is locally wellposed on the space \( \mathcal{M}_x \).

At last, we briefly discuss the following problem
\[
\begin{align*}
\frac{\partial^2 y}{\partial t^2}(t, \xi) &= \frac{\partial^2 y}{\partial \xi^2}(t, \xi) + \mu(t, \xi) + \int_0^t a(t - s, y(t - \xi(t), y(t)) + s, \xi), y'(t - \xi(t), y(t)) + s, \xi)ds, \\
y(t, x) &= 0, \quad x = 0, \pi, \\
y(\theta, \xi) &= \varphi(\theta, \xi), \quad \theta \in [-\gamma, 0], \\
y'(0^+, \xi) &= \varphi'(0, \xi), \\
\Delta y(t_k)(\xi) &= \int_{-\infty}^{t_k} a_k(t_k - s)y(s, \xi)ds, \quad k = 1, 2, \ldots, n, \\
\Delta y'(t_k)(\xi) &= \int_{-\infty}^{t_k} \tilde{a}_k(t_k - s)y(s, \xi)ds, \quad k = 1, 2, \ldots, n
\end{align*}
\]  

(43)

for \((t, \xi) \in [0, b] \times [0, \pi] \) and for all \( t \in [0, b] \), where \( a \in C^1_{Lip}(\mathbb{R}^3; \mathbb{R}), \varphi(\cdot) \) and \( \xi(\cdot) \) are defined earlier and \( b \leq \gamma \). Using the above result, describe the function \( F(\cdot), \sigma(\cdot) \) as
\[
\begin{align*}
F(t, \omega, \varphi) &= \int_0^t a(t - s, \omega(-s, \xi), \varphi(-s, \xi))ds, \quad Bu(t) = \mu(t, \xi) \quad \text{and} \quad \sigma(t, \omega) = t - \xi(t, \omega(0)).
\end{align*}
\]

Clearly, we show that \( F, \sigma \) are Lipschitz. We get the next consequence from Theorem 1:

**Proposition 2.** Suppose \( \varphi \in C^1_{Lip}([-\gamma, 0]; X), \alpha(\cdot) \varphi(0), C(\cdot) \varphi(0), C(\cdot) \varphi(0) \in C_{Lip}([0, a]; X) \) and there is a positive number \( 0 < r \leq b \) in the sense \( 0 \leq t - \xi(s, x) - s \) for every \((t, x) \in [0, r] \times B_r(\varphi(0); X) \) and \( 0 < s \leq t \) gives the existence of exactly one mild solution \( y \in C^1_{Lip}([-\gamma, a]; X) \) of (43)–(47) on \([-\gamma, a] \), for any \( 0 < a \leq b \) and \( y(\cdot) \) is a classical solution whenever \( \varphi(0) \in \mathcal{D}(\alpha) \). Furthermore, if for every \( S \subset X \) bounded, there exists a number \( a_S > 0 \) provides \( s \leq \sigma(s, x) \) for each \( x \in S \) and all \( s \in [0, a_S] \) and if \( I_k(y_k), J_k(y_k) \in H^2(0, \pi) \), for every \( k = 1, 2, \ldots, n \), then problem (43)–(47) is locally wellposed on \( \mathcal{M}_x \).

6. Conclusions

The conditions for controllability and wellposedness of an abstract second-order differential system with state-dependent delay are investigated in this paper. The use of the work is shown by demonstrating its application to dynamical systems. We came to the conclusion that the existence of controllability and wellposedness achieves the goal of a
Axioms 2021, 10, 188

stated problem and its remedies. It will be more fascinating to study the equivalent system’s trajectory controllability and numerical estimation. We plan to extend it to a fractional order system with state dependent indefinite delay and integral impulsive conditions in the future.
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