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A HERMITE–GAUSSIAN BASED EXOPLANET RADIAL VELOCITY ESTIMATION METHOD

BY PARKER H. HOLZER¹, JESSI CISIEWSKI-KHE², DEBRA FISCHER³,* AND LILY ZHAO³,†

¹Department of Statistics and Data Science, Yale University, parker.holzer@yale.edu
²Department of Statistics, University of Wisconsin–Madison, jjkehe@wisc.edu
³Department of Astronomy, Yale University, *debra.fischer@yale.edu; †lily.zhao@yale.edu

As the first successful technique used to detect exoplanets orbiting distant stars, the radial velocity method aims to detect a periodic Doppler shift in a stellar spectrum due to the star’s motion along the line sight. We introduce a new, mathematically rigorous approach to detect such a signal that accounts for the smooth functional relationship of neighboring wavelengths in the spectrum, minimizes the role of wavelength interpolation, accounts for heteroskedastic noise and easily allows for accurate calculation of the estimated radial velocity standard error. Using Hermite–Gaussian functions, we show that the problem of detecting a Doppler shift in the spectrum can be reduced to linear regression in many settings. A simulation study demonstrates that the proposed method is able to accurately estimate an individual spectrum’s radial velocity with precision below 0.3 m s⁻¹, corresponding to a Doppler shift much smaller than the size of a spectral pixel. Furthermore, the new method outperforms the traditional cross-correlation function approach for estimating the radial velocity by reducing the root mean squared error up to 15 cm s⁻¹. The proposed method is also demonstrated on a new set of observations from the EXtreme PREcision Spectrometer (EXPRES) for the host star 51 Pegasi, and successfully recovers estimates of the planetary companion’s parameters that agree well with previous studies. The method is implemented in the R package rrvmethod, and supplemental Python code is also available.

REFERENCES

ANGLADA-ESCUDE, G. and BUTLER, R. P. (2012). The harps-terra project. I. Description of the algorithms, performance, and new measurements on a few remarkable stars observed by harps. Astrophys. J., Suppl. Ser. 200 15.
ASTUDILLO-DEFRU, N., BONFILS, X., DELFOSSE, X., SÉGRANSAN, D., FORVEILLE, T., BOUCHY, F., GILLON, M., LOVIS, C., MAYOR, M. et al. (2015). The harps search for southern extra-solar planets-xxxvi. Planetary systems and stellar activity of the m dwarfs gj 3293, gj 3341, and gj 3543. Astron. Astrophys. 575 A119.
BARANNE, A., QUELOZ, D., MAYOR, M., ADRIANZKY, G., KNISPEL, G., KOHLER, D., LACROIX, D., MEUNIER, J.-P., RIMBAUD, G. et al. (1996). Elodie: A spectrograph for accurate radial velocity measurements. Astron. Astrophys. Suppl. Ser. 119 373–390.
BARKER, P. (1984). Ripple correction of high-dispersion iue spectra-blazing echelles. Astron. J. 89 899–903.
BEDELL, M., HOGG, D. W., FOREMAN-MACKEY, D., MONTET, B. T. and LUGER, R. (2019). Wobble: A data-driven method for precision radial velocities. Astron. J. 158 164.
BLACKMAN, R. T., SZYMKOWIAK, A. E., FISCHER, D. A. and JURGENSON, C. A. (2017). Accounting for chromatic atmospheric effects on barycentric corrections. Astrophys. J. 837 18.
BLACKMAN, R. T., FISCHER, D. A., JURGENSON, C. A., SAWYER, D., McCracken, T. M., SZYMKOWIAK, A. E., PETERSBURG, R. R., ONG, J. M. J., BREWER, J. M. et al. (2020). Performance verification of the EXtreme PREcision Spectrograph. Astron. J. 159 238.

Key words and phrases. Exoplanets, Hermite–Gaussian functions, linear regression, astrostatistics, Doppler effect.
Bouchy, F., Pepe, F. and Queloz, D. (2001). Fundamental photon noise limit to radial velocity measurements. *Astron. Astrophys.* **374** 733–739.

Branch, M. A., Coleman, T. F. and Li, Y. (1999). A subspace, interior, and conjugate gradient method for large-scale bound-constrained minimization problems. *SIAM J. Sci. Comput.* **21** 1–23. [MR1722103](https://doi.org/10.1137/S1064827595289108)

Butler, R. P., Marcy, G. W., Williams, E., McCarthy, C., Dosanjh, P. and Vogt, S. S. (1996). Attaining Doppler precision of 3 m s⁻¹. *Publ. Astron. Soc. Pac.* **108** 500.

Ciuryla, R. (1998). Shapes of pressure-and Doppler-broadened spectral lines in the core and near wings. *Phys. Rev.* **A 58** 1029.

Dai, C.-Q., Wang, Y. and Liu, J. (2016). Spatiotemporal Hermite–Gaussian solitons of a (3 + 1)-dimensional partially nonlocal nonlinear Schrödinger equation. *Nonlinear Dyn.* **84** 1157–1161. [MR3486561](https://doi.org/10.1007/s11071-015-2560-9)

Davis, A. B., Cisewski, J., Dumusque, X., Fischer, D. A. and Ford, E. B. (2017). Insights on the spectral signatures of stellar activity and planets from pca. *Astrophys. J.* **846** 59.

Delisle, J.-B., Segransan, D., Dumusque, X., Diaz, R., Bouchy, F., Lovis, C., Pepe, F., Udry, S., Alonso, R. et al. (2018). The harps search for southern extra-solar planets-xliii. A compact system of four super-Earth planets orbiting hd 215152. *Astron. Astrophys.* **614** A133.

Desort, M., Lagrange, A.-M., Galland, F., Udry, S. and Mayor, M. (2007). Search for exoplanets with the radial-velocity technique: Quantitative diagnostics of stellar activity. *Astron. Astrophys.* **473** 983–993.

Doppler, C. (1842). *Über Das Farbige Licht der Doppelsterne und Einiger Anderer Gestirne des Himmels.* Calve.

Dumusque, X. (2018). Measuring precise radial velocities on individual spectral lines-I. Validation of the method and application to mitigate stellar activity. *Astron. Astrophys.* **620** A47.

Dumusque, X., Boisse, I. and Santos, N. (2014). Soap 2.0: A tool to estimate the photometric and radial velocity variations induced by stellar spots and plages. *Astrophys. J.* **796** 132.

Dumusque, X., Borsa, F., Damasso, M., Diaz, R. F., Gregory, P., Hara, N., Hatzes, A., Rajpaul, V., Tuomi, M. et al. (2017). Radial-velocity fitting challenge-ii. First results of the analysis of the data set. *Astron. Astrophys.* **598** A133.

Einstein, A. et al. (1905). On the electrodynamics of moving bodies. *Ann. Phys.* **17** 50.

Fischer, D. A., Anglada-Escude, G., Arriaga, P., Balve, R. V., Bean, J. L., Bouchy, F., Buchhave, L. A., Carroll, T., Chakraborty, A. et al. (2016). State of the field: Extreme precision radial velocities. *Publ. Astron. Soc. Pac.* **128** 066001.

Giguere, M. J., Fischer, D. A., Zhang, C. X., Matthews, J. M., Cameron, C. and Henry, G. W. (2016). A combined spectroscopic and photometric stellar activity study of epsilon eridani. *Astrophys. J.* **824** 150.

Gray, D. F. (2005). *The Observation and Analysis of Stellar Photospheres.* Cambridge Univ. Press.

Halverson, S., Terrrien, R., Mahadevan, S., Roy, A., Bender, C., Stefansson, G. K., Monson, A., Levi, E., Hearty, F. et al. (2016). A comprehensive radial velocity error budget for next generation Doppler spectrometers. In *Ground-Based and Airborne Instrumentation for Astronomy VI* 9908 page 99086P. International Society for Optics and Photonics.

Han, E., Wang, S. X., Wright, J. T., FENG, Y. K., Zhao, M., Fakhouri, O., Brown, J. I. and Hancock, C. (2014). Exoplanet orbit database. II. Updates to exoplanets.org. *Publ. Astron. Soc. Pac.* **126** 827.

Hatzes, A. P. (2002). Starspots and exoplanets. *Astron. Nachr.* **323** 392–394.

Holzer, P. H. (2021). Source code for “A Hermite–Gaussian based exoplanet radial velocity estimation method.” [https://doi.org/10.1214/20-AOAS1406SUPP](https://doi.org/10.1214/20-AOAS1406SUPP)

Holzer, P. H., Cisewski-Kehe, J., Fischer, D. and Zhao, L. (2021). Supplement to “A Hermite–Gaussian based exoplanet radial velocity estimation method.” [https://doi.org/10.1214/20-AOAS1406SUPPA](https://doi.org/10.1214/20-AOAS1406SUPPA).

Isaacson, H. and Fischer, D. (2010). Chromospheric activity and jitter measurements for 2630 stars on the California planet search. *Astrophys. J.* **725** 875.

Johnston, W. (2014). The weighted Hermite polynomials form a basis for $L^2(\mathbb{R})$. *Amer. Math. Monthly* **121** 249–253. [MR3168998](https://doi.org/10.4169/amer.math.monthly.121.03.249)

Jurgenson, C., Fischer, D., McCracken, T., Sawyer, D., Szymkowiak, A., Davis, A., Muller, G. and Santoro, F. (2016). Expres: A next generation rv spectrograph in the search for Earth-like worlds. In *Ground-Based and Airborne Instrumentation for Astronomy VI* 9908 page 99086T. International Society for Optics and Photonics.

Lagrange, A.-M., Desort, M. and Meunier, N. (2010). Using the sun to estimate Earth-like planets detection capabilities-1. Impact of cold spots. *Astron. Astrophys.* **512** A38.

Lanczos, C. (1938). Trigonometric interpolation of empirical and analytical functions. *J. Math. Phys.* **17** 123–199.
LEET, C., FISCHER, D. A. and VALENTI, J. A. (2019). Towards a self-calibrating, empirical, light-weight model for tellurics in high-resolution spectra. *Astron. J.* 157 187.

MARCY, G. W., BUTLER, R. P., WILLIAMS, E., BILDSTEN, L., GRAHAM, J. R., GHEZ, A. M. and JERINGAN, J. G. (1997). The planet around 51 pegasi. *Astrophys. J.* 481 926.

MARHIC, M. E. (1978). Oscillating Hermite–Gaussian wave functions of the harmonic oscillator. *Lett. Nuovo Cimento* (2) 22 376–378. MR0495931

MAYOR, M. and QUELOZ, D. (1995). A Jupiter-mass companion to a solar-type star. *Nature* 378 355.

MÉSZÁROS, S. and PRIETO, C. A. (2013). On the interpolation of model atmospheres and high-resolution synthetic stellar spectra. *Mon. Not. R. Astron. Soc.* 430 3285–3291.

MEUNIER, N., DESORT, M. and LAGRANGE, A.-M. (2010). Using the sun to estimate Earth-like planets detection capabilities. *Impact of plages. Astron. Astrophys.* 512 A39.

MORÉ, J. J. (1978). The Levenberg–Marquardt algorithm: Implementation and theory. In *Numerical Analysis (Proc. 7th Biennial Conf., Univ. Dundee, Dundee, 1977)*. Lecture Notes in Math. 630 105–116. MR0483445

PAULSON, D. B., COCHRAN, W. D. and HATZES, A. P. (2004). Searching for planets in the hyades. V. Limits on planet detection in the presence of stellar activity. *Astron. J.* 127 3579.

PEPE, F., MAYOR, M., GALLAND, F., NAEF, D., QUELOZ, D., SANTOS, N., UDRY, S. and BURNET, M. (2002). The coraille survey for southern extra-solar planets vii-two short-period saturnian companions to hd 108147 and hd 168746. *Astron. Astrophys.* 388 632–638.

PETERSBURG, R. R., ONG, J. M. J., ZHAO, L. L., BLACKMAN, R. T., BREWER, J. M., BUCHHAVE, L. A., CABOT, S. H. C., DAVIS, A. B., JURGENSON, C. A. et al. (2020). An extreme precision radial velocity pipeline: First radial velocities from EXPRES. *Astron. J.* 159 187.

PLANCK, M. (1901). On the law of distribution of energy in the normal spectrum. *Ann. Phys.* 4 1.

QUELOZ, D., HENRY, G., SIVAN, J., BALIUNAS, S., BEUZIT, J., DONAHUE, R., MAYOR, M., NAEF, D., PERRIER, C. et al. (2001). No planet for hd 166435. *Astron. Astrophys.* 379 279–287.

RAJPAL, V. M., AIGRAIN, S. and BUCHHAVE, L. A. (2020). A robust, template-free approach to precise radial velocity extraction. *Mon. Not. R. Astron. Soc.* 492 3960–3983.

RAJPAL, V., AIGRAIN, S., OSBORNE, M. A., REECE, S. and ROBERTS, S. (2015). A Gaussian process framework for modelling stellar activity signals in radial velocity data. *Mon. Not. R. Astron. Soc.* 452 2269–2291.

RIFTEL, R. A. (2010). Profit: A new alternative for emission-line pro file fit ting. *Astrophys. Space Sci.* 327 239–244.

RIMMELE, T. R. and RADICK, R. R. (1998). Solar adaptive optics at the national solar observatory. In *Adaptive Optical System Technologies* 3353 72–82. International Society for Optics and Photonics.

SAAR, S. H. and DONAHUE, R. A. (1997). Activity-related radial velocity variation in cool stars. *Astrophys. J.* 485 319.

SIMOLA, U., DUMUSQUE, X. and CISIEWSKIKEHE, J. (2019). Measuring precise radial velocities and cross-correlation function line-profile variations using a skew normal density. *Astron. Astrophys.* 622 A131.

Sneden, C., Bean, J., Ivans, I., Lucatello, S. and Sobek, J. (2012). Moog: Lte line analysis and spectrum synthesis. Astrophysics Source Code Library.

TUOMI, M., ANGLADA-ESCUDE, G., GERLACH, E., JONES, H. R., REINERS, A., RIVERA, E. J., Vogt, S. S. and BUTLER, R. P. (2013). Habitable-zone super-Earth candidate in a six-planet system around the k2. 5v star hd 40307. *Astron. Astrophys.* 549 A48.

WANG, J. and FORD, E. B. (2011). On the eccentricity distribution of short-period single-planet systems. *Mon. Not. R. Astron. Soc.* 418 1822–1833.

Wright, J. and EASTMAN, J. (2014). Barycentric corrections at 1 cm s-1 for precise Doppler velocities. *Publ. Astron. Soc. Pac.* 126 838.

XU, X., CISIEWSKIKEHE, J., DAVIS, A. B., FISCHER, D. A. and BREWER, J. M. (2019). Modeling the echelle spectra continuum with alpha shapes and local regression fitting. *Astron. J.* 157 243.
HIERARCHICAL INTEGRATED SPATIAL PROCESS MODELING OF MONOTONE WEST ANTARCTIC SNOW DENSITY CURVES

BY PHILIP A. WHITE1, DURBAN G. KEELER2,∗ AND SUMMER RUPPER2,†

1Department of Statistics, Brigham Young University, pwhite@stat.byu.edu
2Department of Geography, University of Utah, ∗durban.keeler@gmail.com; †summer.rupper@geog.utah.edu

Snow density estimates below the surface, used with airplane-acquired ice-penetrating radar measurements, give a site-specific history of snow water accumulation. Because it is infeasible to drill snow cores across all of Antarctica to measure snow density and because it is critical to understand how climatic changes are affecting the world’s largest freshwater reservoir, we develop methods that enable snow density estimation with uncertainty in regions where snow cores have not been drilled.

In inland West Antarctica, snow density increases monotonically as a function of depth, except for possible microscale variability or measurement error, and it cannot exceed the density of ice. We present a novel class of integrated spatial process models that allow interpolation of monotone snow density curves. For computational feasibility we construct the space-depth process through kernel convolutions of log-Gaussian spatial processes. We discuss model comparison, model fitting and prediction. Using this model, we extend estimates of snow density beyond the depth of the original core and estimate snow density curves where snow cores have not been drilled.

Along flight lines with ice-penetrating radar, we use interpolated snow density curves to estimate recent water accumulation and find predominantly decreasing water accumulation over recent decades.
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ESTIMATING HIGH-RESOLUTION RED SEA SURFACE TEMPERATURE HOTSPOTS, USING A LOW-RANK SEMIPARAMETRIC SPATIAL MODEL

BY ARNAB HAZRA* AND RAPHAËL HUSER†

In this work, we estimate extreme sea surface temperature (SST) hotspots, that is, high threshold exceedance regions, for the Red Sea, a vital region of high biodiversity. We analyze high-resolution satellite-derived SST data comprising daily measurements at 16,703 grid cells across the Red Sea over the period 1985–2015. We propose a semiparametric Bayesian spatial mixed-effects linear model with a flexible mean structure to capture spatially-varying trend and seasonality, while the residual spatial variability is modeled through a Dirichlet process mixture (DPM) of low-rank spatial Student’s t processes (LTPs). By specifying cluster-specific parameters for each LTP mixture component, the bulk of the SST residuals influence tail inference and hotspot estimation only moderately. Our proposed model has a nonstationary mean, covariance, and tail dependence, and posterior inference can be drawn efficiently through Gibbs sampling. In our application, we show that the proposed method outperforms some natural parametric and semiparametric alternatives. Moreover, we show how hotspots can be identified, and we estimate extreme SST hotspots for the whole Red Sea, projected until the year 2100, based on the Representative Concentration Pathways 4.5 and 8.5. The estimated 95% credible region, for joint high threshold exceedances include large areas covering major endangered coral reefs in the southern Red Sea.
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LEARNING EXCURSION SETS OF VECTOR-VALUED GAUSSIAN RANDOM FIELDS FOR AUTONOMOUS OCEAN SAMPLING
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Improving and optimizing oceanographic sampling is a crucial task for marine science and maritime resource management. Faced with limited resources in understanding processes in the water column, the combination of statistics and autonomous systems provides new opportunities for experimental design. In this work we develop efficient spatial sampling methods for characterizing regions, defined by simultaneous exceedances above prescribed thresholds of several responses, with an application focus on mapping coastal ocean phenomena based on temperature and salinity measurements. Specifically, we define a design criterion based on uncertainty in the excursions of vector-valued Gaussian random fields and derive tractable expressions for the expected integrated Bernoulli variance reduction in such a framework. We demonstrate how this criterion can be used to prioritize sampling efforts at locations that are ambiguous, making exploration more effective. We use simulations to study and compare properties of the considered approaches, followed by results from field deployments with an autonomous underwater vehicle as part of a study mapping the boundary of a river plume. The results demonstrate the potential of combining statistical methods and robotic platforms to effectively inform and execute data-driven environmental sampling.
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AGGREGATED PAIRWISE CLASSIFICATION OF ELASTIC PLANAR SHAPES

BY MIN HO CHO*, SEBASTIAN KURTEK† AND STEVEN N. MACEachern‡

Department of Statistics, Ohio State University, *cho.829@osu.edu; †kurtek.1@stat.osu.edu; ‡snm@stat.osu.edu

The classification of shapes is of great interest in diverse areas ranging from medical imaging to computer vision and beyond. While many statistical frameworks have been developed for the classification problem, most are strongly tied to early formulations of the problem with an object to be classified described as a vector in a relatively low-dimensional Euclidean space. Statistical shape data have two main properties that suggest a need for a novel approach: (i) shapes are inherently infinite-dimensional with strong dependence among the positions of nearby points, and (ii) shape space is not Euclidean but is fundamentally curved. To accommodate these features of the data, we work with the square-root velocity function of the curves to provide a useful formal description of the shape, pass to tangent spaces of the manifold of shapes at projection points (which effectively separate shapes for pairwise classification in the training data) and use principal components within these tangent spaces to reduce dimensionality. We illustrate the impact of the projection point and choice of subspace on the misclassification rate with a novel method of combining pairwise classifiers.
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A STATISTICAL PIPELINE FOR IDENTIFYING PHYSICAL FEATURES THAT DIFFERENTIATE CLASSES OF 3D SHAPES
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The recent curation of large-scale databases with 3D surface scans of shapes has motivated the development of tools that better detect global patterns in morphological variation. Studies, which focus on identifying differences between shapes, have been limited to simple pairwise comparisons and rely on prespecified landmarks (that are often known). We present SINATRA, the first statistical pipeline for analyzing collections of shapes without requiring any correspondences. Our novel algorithm takes in two classes of shapes and highlights the physical features that best describe the variation between them. We use a rigorous simulation framework to assess our approach. Lastly, as a case study we use SINATRA to analyze mandibular molars from four different suborders of primates and demonstrate its ability to recover known morphometric variation across phylogenies.
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SIMULTANEOUS INFERENCE OF PERIODS AND PERIOD-LUMINOSITY RELATIONS FOR MIRA VARIABLE STARS
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The period-luminosity relation (PLR) of Mira variable stars is an important tool to determine astronomical distances. The common approach of estimating the PLR is a two-step procedure that first estimates the Mira periods and then runs a linear regression of magnitude on log period. When the light curves are sparse and noisy, the accuracy of period estimation decreases and can suffer from aliasing effects. Some methods improve accuracy by incorporating complex model structures at the expense of significant computational costs. Another drawback of existing methods is that they only provide point estimation without proper estimation of uncertainty. To overcome these challenges, we develop a hierarchical Bayesian model that simultaneously models the quasi-periodic variations for a collection of Mira light curves while estimating their common PLR. By borrowing strengths through the PLR, our method automatically reduces the aliasing effect, improves the accuracy of period estimation and is capable of characterizing the estimation uncertainty. We develop a scalable stochastic variational inference algorithm for computation that can effectively deal with the multimodal posterior of period. The effectiveness of the proposed method is demonstrated through simulations and an application to observations of Miras in the Local Group galaxy M33. Without using ad hoc period correction tricks, our method achieves a distance estimate of M33 that is consistent with published work. Our method also shows superior robustness to downsampling of the light curves.
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SCALABLE PENALIZED SPATIOTEMPORAL LAND-USE REGRESSION FOR GROUND-LEVEL NITROGEN DIOXIDE
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Nitrogen dioxide (NO₂) is a primary constituent of traffic-related air pollution and has well-established harmful environmental and human-health impacts. Knowledge of the spatiotemporal distribution of NO₂ is critical for exposure and risk assessment. A common approach for assessing air pollution exposure is linear regression involving spatially referenced covariates, known as land-use regression (LUR). We develop a scalable approach for simultaneous variable selection and estimation of LUR models with spatiotemporally correlated errors, by combining a general-Vecchia Gaussian-process approximation with a penalty on the LUR coefficients. In comparison to existing methods using simulated data, our approach resulted in higher model-selection specificity and sensitivity and in better prediction in terms of calibration and sharpness, for a wide range of relevant settings. In our spatiotemporal analysis of daily, US-wide, ground-level NO₂ data, our approach was more accurate, and produced a sparser and more interpretable model. Our daily predictions elucidate spatiotemporal patterns of NO₂ concentrations across the United States, including significant variations between cities and intra-urban variation. Thus, our predictions will be useful for epidemiological and risk-assessment studies seeking daily, national-scale predictions, and they can be used in acute-outcome health-risk assessments.
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PROBABILISTIC FORECASTING OF THE ARCTIC SEA ICE EDGE WITH CONTOUR MODELING
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Sea ice, or frozen ocean water, freezes and melts every year in the Arctic. Forecasts of where sea ice will be located weeks to months in advance have become more important as the amount of sea ice declines due to climate change, for maritime planning and other uses. Typical sea ice forecasts are made with ensemble models, physics-based models of sea ice and the surrounding ocean and atmosphere. This paper introduces Mixture Contour Forecasting, a method to forecast sea ice probabilistically using a mixture of two distributions, one based on postprocessed output from ensembles and the other on observed sea ice patterns in recent years. At short lead times, these forecasts are better calibrated than unadjusted dynamic ensemble forecasts and other statistical reference forecasts. To produce these forecasts, a statistical technique is introduced that directly models the sea ice edge contour, the boundary around the region that is ice-covered. Mixture Contour Forecasting and reference methods are evaluated for monthly sea ice forecasts for 2008–2016 at lead times ranging from 0.5–6.5 months using one of the European Centre for Medium-Range Weather Forecasts ensembles.
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ADDITIVE STACKING FOR DISAGGREGATE ELECTRICITY DEMAND FORECASTING
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Future grid management systems will coordinate distributed production and storage resources to manage, in a cost effective fashion, the increased load and variability brought by the electrification of transportation and by a higher share of weather dependent production. Electricity demand forecasts at a low level of aggregation will be key inputs for such systems. We focus on forecasting demand at the individual household level, which is more challenging than forecasting aggregate demand, due to the lower signal-to-noise ratio and to the heterogeneity of consumption patterns across households. We propose a new ensemble method for probabilistic forecasting which borrows strength across the households while accommodating their individual idiosyncrasies. In particular, we develop a set of models or “experts” which capture different demand dynamics, and we fit each of them to the data from each household. Then, we construct an aggregation of experts where the ensemble weights are estimated on the whole data set, the main innovation being that we let the weights vary with the covariates by adopting an additive model structure. In particular, the proposed aggregation method is an extension of regression stacking where the mixture weights are modelled using linear combinations of parametric, smooth or random effects. The methods for building and fitting additive stacking models are implemented by the gamFactory R package, available at https://github.com/mfasiolo/gamFactory.
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Causal mediation analysis seeks to investigate how the treatment effect of an exposure on outcomes is mediated through intermediate variables. Although many applications involve longitudinal data, the existing methods are not directly applicable to settings where the mediator and outcome are measured on sparse and irregular time grids. We extend the existing causal mediation framework from a functional data analysis perspective, viewing the sparse and irregular longitudinal data as realizations of underlying smooth stochastic processes. We define causal estimands of direct and indirect effects accordingly and provide corresponding identification assumptions. For estimation and inference, we employ a functional principal component analysis approach for dimension reduction and use the first few functional principal components instead of the whole trajectories in the structural equation models. We adopt the Bayesian paradigm to accurately quantify the uncertainties. The operating characteristics of the proposed methods are examined via simulations. We apply the proposed methods to a longitudinal data set from a wild baboon population in Kenya to investigate the causal relationships between early adversity, strength of social bonds between animals and adult glucocorticoid hormone concentrations. We find that early adversity has a significant direct effect (a 9–14% increase) on females’ glucocorticoid concentrations across adulthood but find little evidence that these effects were mediated by weak social bonds.
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RAPID DESIGN OF METAMATERIALS VIA MULTITARGET BAYESIAN OPTIMIZATION
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Composed of a large number of subwavelength unit cells with designable geometries, metamaterials have been widely studied to achieve extraordinary advantageous and unusual optical properties. However, ordinary computer simulator requires a time-consuming fine-tuning to find a proper design of metamaterial for a specific optical property, making the design stage a critical bottleneck in large scale applications of metamaterials. This paper investigates the metamaterial design under the framework of computer experiments, with emphasis on dealing with the challenge of designing numerous unit cells with functional responses, simultaneously, which is not common in traditional computer experiments. We formulate the multiple related design targets as a multitarget design problem. Leveraging on the similarity between different designs, we propose an efficient Bayesian optimization strategy with a parsimonious surrogate model and an integrated acquisition function to design multiple unit cells with very few function evaluations. A wide range of simulations confirm the effectiveness and superiority of the proposed approach compared to the naive strategies where the multiple unit cells are dealt with separately or sequentially. Such a rapid design strategy has the potential to greatly promote large scale applications of metamaterials in practice.
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A CONTINUOUS-TIME SEMI-MARKOV MODEL FOR ANIMAL MOVEMENT IN A DYNAMIC ENVIRONMENT
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We consider an extension to discrete-space, continuous-time models for animal movement that have previously been presented in the literature. The extension from a continuous-time Markov formulation to a continuous-time semi-Markov formulation allows for the inclusion of temporally dynamic habitat conditions as well as temporally changing movement responses by animals to that environment. We show that, with only a little additional consideration, the Poisson likelihood calculation for the Markov version can still be used within the multiple imputation framework commonly employed for analysis of telemetry data. In addition, we consider a Bayesian model selection methodology within the imputation framework. The model selection method uses a Laplace approximation to the posterior model probability to provide a computationally feasible approach. The full methodology is then used to analyze movements of 15 weaned northern fur seal (Callorhinus ursinus) pups with respect to surface winds, geostrophic currents and sea surface temperature. The highest posterior model probabilities belonged to those models containing only winds and current; SST was not a significant factor for modeling their movement.
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A BAYESIAN SEMIPARAMETRIC JOLLY–SEBER MODEL WITH INDIVIDUAL HETEROGENEITY: AN APPLICATION TO MIGRATORY MALLARDS AT STOPOVER
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We propose a Bayesian hierarchical Jolly–Seber model that can accommodate a semiparametric functional relationship between external covariates and capture probabilities, individual heterogeneity in departure due to an internal time-varying covariate and the dependence of arrival time on external covariates. Modelwise, we consider a stochastic process to characterize the evolution of the partially observable internal covariate that is linked to departure probabilities. Computationally, we develop a well-tailored Markov chain Monte Carlo algorithm that is free of tuning through data augmentation. Inferentially, our model allows us to make inference about stopover duration and population sizes, the impacts of various covariates on departure and arrival time and to identify flexible yet data-driven functional relationships between external covariates and capture probabilities. We demonstrate the effectiveness of our model through a motivating dataset collected for studying the migration of mallards (*Anas platyrhynchos*) in Sweden.
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INFERENCE OF LARGE MODIFIED POISSON-TYPE GRAPHICAL MODELS: APPLICATION TO RNA-SEQ DATA IN CHILDHOOD ATOPIC ASTHMA STUDIES
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Recent advances in next-generation sequencing technology have yielded huge amounts of transcriptomic data. The discreteness and the high dimensions of RNA-seq data have posed great challenges in biological network analysis. Although estimation theories for high-dimensional modified Poisson-type graphical models have been proposed for the network analysis of count-valued data, the statistical inference of these models is still largely unknown. We herein propose a two-step procedure in both edgewise and global statistical inference of these modified Poisson-type graphical models using a cutting-edge generalized low-dimensional projection approach for bias correction. Extensive simulations and a real example with ground truth illustrate asymptotic normality of edgewise inference and more accurate inferential results in multiple testing compared to the sole estimation and the inferential method under normal assumption. Furthermore, the application of our method to novel RNA-seq data of childhood atopic asthma in Puerto Ricans demonstrates more biologically meaningful results compared to the sole estimation and the inferential methods based on Gaussian and nonparanormal graphical models.
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TWO-WAY SPARSITY FOR TIME-VARYING NETWORKS WITH APPLICATIONS IN GENOMICS
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We propose a novel way of modelling time-varying networks by inducing two-way sparsity on local models of node connectivity. This two-way sparsity separately promotes sparsity across time and sparsity across variables (within time). Separation of these two types of sparsity is achieved through a novel prior structure which draws on ideas from the Bayesian lasso and from copula modelling. We provide an efficient implementation of the proposed model via a Gibbs sampler, and we apply the model to data from neural development. In doing so, we demonstrate that the proposed model is able to identify changes in genomic network structure that match current biological knowledge. Such changes in genomic network structure can then be used by neurobiologists to identify potential targets for further experimental investigation.
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A COMPOSITIONAL MODEL TO ASSESS EXPRESSION CHANGES FROM SINGLE-CELL RNA-SEQ DATA
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On the problem of scoring genes for evidence of changes in the distribution of single-cell expression, we introduce an empirical Bayesian mixture approach and evaluate its operating characteristics in a range of numerical experiments. The proposed approach leverages cell-subtype structure revealed in cluster analysis in order to boost gene-level information on expression changes. Cell clustering informs gene-level analysis through a specially-constructed prior distribution over pairs of multinomial probability vectors; this prior meshes with available model-based tools that score patterns of differential expression over multiple subtypes. We derive an explicit formula for the posterior probability that a gene has the same distribution in two cellular conditions, allowing for a gene-specific mixture over subtypes in each condition. Advantage is gained by the compositional structure of the model not only in which a host of gene-specific mixture components are allowed but also in which the mixing proportions are constrained at the whole cell level. This structure leads to a novel form of information sharing through which the cell-clustering results support gene-level scoring of differential distribution. The result, according to our numerical experiments, is improved sensitivity compared to several standard approaches for detecting distributional expression changes.
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LARGE-SCALE MULTIPLE INFERENCE OF COLLECTIVE DEPENDENCE WITH APPLICATIONS TO PROTEIN FUNCTION
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Measuring the dependence of \( k \geq 3 \) random variables and drawing inference from such higher-order dependences are scientifically important yet challenging. Motivated here by protein coevolution with multivariate categorical features, we consider an information theoretic measure of higher-order dependence. The proposed collective dependence is a symmetrization of differential interaction information which generalizes the mutual information of a pair of random variables. We show that the collective dependence can be easily estimated and facilitates a test on the dependence of \( k \geq 3 \) random variables. Upon carefully exploring the null space of collective dependence, we devise a Classification-Assisted Large scale Large inference procedure to DETect significant \( k \)-COmBorative DEpendence among \( d \geq k \) random variables, with the false discovery rate controlled. Finite sample performance of our method is examined via simulations. We apply this method to the multiple protein sequence alignment data to study the residue or position coevolution for two protein families, the elongation factor P family and the zinc knuckle family. We identify novel functional triplets of amino acid residues, whose contributions to the protein function are further investigated. These confirm that the collective dependence does yield additional information important for understanding the protein coevolution compared to the pairwise measures.
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A BAYESIAN NONPARAMETRIC MODEL FOR INFERRING SUBCLONAL POPULATIONS FROM STRUCTURED DNA SEQUENCING DATA
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There are distinguishing features or “hallmarks” of cancer that are found across tumors, individuals and types of cancer, and these hallmarks can be driven by specific genetic mutations. Yet within a single tumor there is often extensive genetic heterogeneity as evidenced by single-cell and bulk DNA sequencing data. The goal of this work is to jointly infer the underlying genotypes of tumor subpopulations and the distribution of those subpopulations in individual tumors by integrating single-cell and bulk sequencing data. Understanding the genetic composition of the tumor at the time of treatment is important in the personalized design of targeted therapeutic combinations and monitoring for possible recurrence after treatment.

We propose a hierarchical Dirichlet process mixture model that incorporates the correlation structure induced by a structured sampling arrangement, and we show that this model improves the quality of inference. We develop a representation of the hierarchical Dirichlet process prior as a Gamma–Poisson hierarchy, and we use this representation to derive a fast Gibbs sampling inference algorithm using the augment-and-marginalize method. Experiments with simulation data show that our model outperforms standard numerical and statistical methods for decomposing admixed count data. Analyses of real acute lymphoblastic leukemia cancer sequencing dataset shows that our model improves upon state-of-the-art bioinformatic methods. An interpretation of the results of our model on this real dataset reveals comutated loci across samples.
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In this paper an appropriate and interpretable diagnosis statistical model is proposed to predict Nonalcoholic Steatohepatitis (NASH) from near infrared spectrometry data. In this disease, unknown patients’ profiles are expected to lead to a different diagnosis. The model has then to take into account the heterogeneity of the data and the dimension of the spectrometric data.

To this end, we propose to fit a mixture model on the joint distribution of the diagnostic binary variable and the covariates selected in the spectra. The penalized maximum likelihood estimator is considered. In practice, a twofold penalty on both regression coefficients and covariance parameters is imposed. Automatic selection criteria, such as the AIC and BIC, are used to select the amount of shrinkage and the number of clusters. The performance of the overall procedure is evaluated by a simulation study, and its application on the NASH data set is analyzed. The model leads to better prediction performance than competitive methods and provides highly interpretable results.
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EFFICIENT BAYESIAN INFERENCE OF GENERAL GAUSSIAN MODELS ON LARGE PHYLOGENETIC TREES
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Phylogenetic comparative methods correct for shared evolutionary history among a set of nonindependent organisms by modeling sample traits as arising from a diffusion process along the branches of a possibly unknown history. To incorporate such uncertainty, we present a scalable Bayesian inference framework under a general Gaussian trait evolution model that exploits Hamiltonian Monte Carlo (HMC). HMC enables efficient sampling of the constrained model parameters and takes advantage of the tree structure for fast likelihood and gradient computations, yielding algorithmic complexity linear in the number of observations. This approach encompasses a wide family of stochastic processes, including the general Ornstein–Uhlenbeck (OU) process, with possible missing data and measurement errors. We implement inference tools for a biologically relevant subset of all these models into the BEAST phylogenetic software package and develop model comparison through marginal likelihood estimation. We apply our approach to study the morphological evolution in the superfamily of Musteloidea (including weasels and allies) as well as the heritability of HIV virulence. This second problem furnishes a new measure of evolutionary heritability that demonstrates its utility through a targeted simulation study.

REFERENCES

ABELES, P. (2016). Efficient Java Matrix Library v0.30.
AKAIKE, H. (1974). A new look at the statistical model identification: System identification and time-series analysis. IEEE Trans. Automat. Control AC-19 716–723. MR0423716 https://doi.org/10.1109/tac.1974.1100705
AL-MOHY, A. H. and HIGHAM, N. J. (2010). The complex step approximation to the Fréchet derivative of a matrix function. Numer. Algorithms 53 113–148. MR2566131 https://doi.org/10.1007/s11075-009-9323-y
ALIZON, S., VON WYL, V., STADLER, T., KOUYOS, R. D., YERLY, S., HIRSCHEL, B., BÖNI, J., SHAH, C., KLIMKAIT, T. et al. (2010). Phylogenetic approach reveals that virus genotype largely determines HIV set-point viral load. PLoS Pathog. 6 e1001123. https://doi.org/10.1371/journal.ppat.1001123
ÁLVAREZ-CARRETERO, S., GOSWAMI, A., YANG, Z. and DOS REIS, M. (2019). Bayesian estimation of species divergence times using correlated quantitative characters. Syst. Biol. 68 967–986. https://doi.org/10.1093/sysbio/syz015
ARISTIDE, L. and MORLON, H. (2019). Understanding the effect of competition during evolutionary radiations: An integrated model of phenotypic and species diversification. Ecol. Lett. 22 2006–2017. https://doi.org/10.1111/ele.13385
ARISTIDE, L., DOS REIS, S. F., MACHADO, A. C., LIMA, I., LOPES, R. T. and PEREZ, S. I. (2016). Brain shape convergence in the adaptive radiation of New World monkeys. Proc. Natl. Acad. Sci. USA 113 2158–2163.
BAELE, G., LEMEY, P. and SUCHARD, M. A. (2016). Genealogical working distributions for Bayesian model testing with phylogenetic uncertainty. Syst. Biol. 65 250–264.
BAELE, G., SUCHARD, M. A., RAMBAUT, A. and LEMEY, P. (2017). Emerging concepts of data integration in pathogen phylodynamics. Syst. Biol. 66 47–65.

Key words and phrases. Statistical phylogenetics, phylodynamics, Ornstein–Uhlenbeck process, Bayesian inference, Hamiltonian Monte Carlo, model selection, BEAST, heritability, HIV, Musteloidea, total evidence.
Hoffman, M. D. and Gelman, A. (2014). The no-U-turn sampler: Adaptively setting path lengths in Hamiltonian Monte Carlo. J. Mach. Learn. Res. 15 1593–1623. MR3214779

Housworth, E. A., Martins, E. P. and Lynch, M. (2004). The phylogenetic mixed model. Amer. Nat. 163 84–96. https://doi.org/10.1086/380570

Jeffreys, H. (1935). Some tests of significance, treated by the theory of probability. Math. Proc. Cambridge Philos. Soc. 31 203–222.

Jetz, W., Thomas, G. H., Joy, J. B., Hartmann, K. and Mooers, A. O. (2012). The global diversity of birds in space and time. Nature 491 444–448.

Ji, X., Zhang, Z., Holbrook, A., Nishimura, A., Baele, G., Rambaut, A., Lemy, P. and Suchard, M. A. (2020). Gradients do grow on trees: A linear-time O(N)-dimensional gradient for statistical phylogenetics. Mol. Biol. Evol. 37 3047–3060. https://doi.org/10.1093/molbev/msaa130

Jones, A. T., Nguyen, H. D. and Mclachlan, G. J. (2018). logKDE: Log-transformed kernel density estimation. J. Open Sour. Softw. 3 870.

Kass, R. E. and Raftery, A. E. (1995). Bayes factors. J. Amer. Statist. Assoc. 90 773–795. MR3363402 https://doi.org/10.1080/01621459.1995.10476572

Klopfstein, S. and Spasojevic, T. (2019). Illustrating phylogenetic placement of fossils using RoguePlots: An example from ichneumonid parasitoid wasps (Hymenoptera, Ichneumonidae) and an extensive morphological matrix. PLoS ONE 14 e0212942.

Kostikova, A., Silvestro, D., Pearman, P. B. and Salamin, N. (2016). Bridging inter- and intraspecific trait evolution with a hierarchical Bayesian approach. Syst. Biol. 65 417–431.

Landis, M. J., Schraiber, J. G. and Lynch, M. (2013). Phylogenetic analysis using Lévy processes: Finding jumps in the evolution of continuous traits. Syst. Biol. 62 193–204. https://doi.org/10.1093/sysbio/sys086

Lartillot, N. (2014). A phylogenetic Kalman filter for ancestral trait reconstruction using molecular data. Bioinformatics 30 488–496.

Law, C. J., Slater, G. J. and Mehta, R. S. (2018). Lineage diversity and size disparity in musteloidea: Testing patterns of adaptive radiation using molecular and fossil-based methods. Syst. Biol. 67 127–144. https://doi.org/10.1093/sysbio/syx047

Le Gall, J.-F. (2006). Intégration, Probabilités et Processus Aléatoires, Technical Report. Ecole Normale Supérieure, Paris.

Lebarbier, É. and Mary-Huard, T. (2006). Une introduction au critère BIC: Fondements théoriques et interprétation. J. Soc. Fr. Stat. 147 39–57. MR2500590

Lemy, P., Rambaut, A., Welch, J. J. and Suchard, M. A. (2010). Phylogeography takes a relaxed random walk in continuous space and time. Mol. Biol. Evol. 27 1877–1885.

Leonardi, M., Librado, P., Der Sarkissian, C., Schubert, M., Alfaran, A. H., Alquraish, S. A., Al-Rasheid, K. A. S., Gamba, C., Willerslev, E. et al. (2016). Evolutionary patterns and processes: Lessons from ancient DNA. Syst. Biol. 66 syw059.

Leventhal, G. E. and Bonhoeffer, S. (2016). Potential pitfalls in estimating viral load heritability. Trends Microbiol 24 687–698. https://doi.org/10.1016/j.tim.2016.04.008

Lewandowski, D., Kurowicka, D. and Joe, H. (2009). Generating random correlation matrices based on vines and extended onion method. J. Multivariate Anal. 100 1989–2001. MR2543081 https://doi.org/10.1016/j.jmva.2009.04.008

Lynch, M. (1991). Methods for the analysis of comparative data in evolutionary biology. Evolution 45 1065–1080. https://doi.org/10.1111/j.1558-5646.1991.tb04375.x

Maddison, W. P., Midford, P. E. and Otto, S. P. (2007). Estimating a binary character’s effect on speciation and extinction. Syst. Biol. 56 701–710.

Magnus, J. R. and Neudecker, H. (1986). Symmetry, 0-1 matrices and Jacobians: A review. Econometric Theory 2 157–190.

Manceau, M., Lambert, A. and Morlon, H. (2016). A unifying comparative phylogenetic framework including traits coevolving across interacting lineages. Syst. Biol. 66 syw115.

Mitov, V., Bartoszek, K. and Stadler, T. (2019). Automatic generation of evolutionary hypotheses using mixed Gaussian phylogenetic models. Proc. Natl. Acad. Sci. USA 201813823.

Mitov, V. and Stadler, T. (2018). A practical guide to estimating the heritability of pathogen traits. Mol. Biol. Evol. 35 756–772. https://doi.org/10.1093/molbev/msx328

Mitov, V., Bartoszek, K., Asimomitis, G. and Stadler, T. (2020). Fast likelihood calculation for multivariate Gaussian phylogenetic models with shifts. Theor. Popul. Biol. 131 66–78. https://doi.org/10.1016/j.tpb.2019.11.005

Müller, N. F., Rasmussen, D. A. and Stadler, T. (2017). The structured coalescent and its approximations. Mol. Biol. Evol. 34 2970–2981. https://doi.org/10.1093/molbev/msx186
Wiens, J. J., Kuczyński, C. A., Townsend, T., Reeder, T. W., Mulcahy, D. G. and Sites, J. W. (2010). Combining phylogenomics and fossils in higher-level squamate reptile phylogeny: Molecular data change the placement of fossil taxa. *Syst. Biol.* **59**, 674–688.

Xie, W., Lewis, P. O., Fan, Y., Kuo, L. and Chen, M.-H. (2011). Improving marginal likelihood estimation for Bayesian phylogenetic model selection. *Syst. Biol.* **60**, 150–160.

Yang, Z. (1994). Maximum likelihood phylogenetic estimation from DNA sequences with variable rates over sites: Approximate methods. *Journal of Molecular Evolution* **39**, 306–314.

Yu, G., Smith, D. K., Zhu, H., Guan, Y. and Lam, T. T.-Y. (2017). `<scp>ggtree</scp>`: An `<scp>r</scp>` package for visualization and annotation of phylogenetic trees with their covariates and other associated data. *Methods Ecol. Evol.* **8**, 28–36.

Yu, G., Lam, T. T.-Y., Zhu, H. and Guan, Y. (2018). Two methods for mapping and visualizing associated data on phylogeny using Ggtree. *Mol. Biol. Evol.* **35**, 3041–3043.
A COVARIANCE-ENHANCED APPROACH TO MULTITISSUE JOINT EQTL MAPPING WITH APPLICATION TO TRANSCRIPTOME-WIDE ASSOCIATION STUDIES
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Transcriptome-wide association studies based on genetically predicted gene expression have the potential to identify novel regions associated with various complex traits. It has been shown that incorporating expression quantitative trait loci (eQTLs) corresponding to multiple tissue types can improve power for association studies involving complex etiology. In this article we propose a new multivariate response linear regression model and method for predicting gene expression in multiple tissues simultaneously. Unlike existing methods for multitissue joint eQTL mapping, our approach incorporates tissue-tissue expression correlation which allows us to more efficiently handle missing expression measurements and to more accurately predict gene expression using a weighted summation of eQTL genotypes. We show through simulation studies that our approach performs better than the existing methods in many scenarios. We use our method to estimate eQTL weights for 29 tissues collected by GTEx, and show that our approach significantly improves expression prediction accuracy compared to competitors. Using our eQTL weights, we perform a multitissue-based S-MultiXcan (PLoS Genet. 15 (2019) e1007889) transcriptome-wide association study and show that our method leads to more discoveries in novel regions and more discoveries overall than the existing methods. Estimated eQTL weights and code for implementing the method are available for download online at github.com/ajmolstad/MTeQTLResults.
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There has been a long-standing interest in the analysis of university professor salary data. The vast majority of the publications on the topic employ linear regression models in an attempt to predict individual salaries. Indeed, the administration of any academic institution is interested in adequately compensating the faculty to attract and keep the best specialists available on the market. However, higher administration and legislators are not concerned with the matter of individual compensation and need to have a bigger picture for developing university strategies and policies. This paper is the first attempt to model university compensation data at the institutional level. The analysis of university salary patterns is a challenging problem due to the heterogeneous, skewed, multiway and temporal nature of the data. This paper aims at addressing all the above-mentioned issues by proposing a novel tensor regression mixture model and applying it to the data set obtained from the American Association of University Professors. The utility of the developed model is illustrated on addressing several important questions related to gender equity and peer institution comparison.
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INFLECTION POINTS IN COMMUNITY-LEVEL HOMELESS RATES
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Statistical models of community-level homeless rates typically assume a linear relationship to covariates. This linear model assumption precludes the possibility of inflection points in homeless rates—thresholds in quantifiable metrics of a community that, once breached, are associated with large increases in homelessness. In this paper we identify points of structural change in the relationship between homeless rates and community-level measures of housing affordability and extreme poverty. We utilize the Ewens–Pitman attraction (EPA) distribution to develop a Bayesian nonparametric regression model in which clusters of communities with similar covariates share common patterns of variation in homeless rates. A main finding of the study is that the expected homeless rate in a community begins to quickly increase once median rental costs exceed 30% of median income, providing a statistical link between homelessness and the U.S. government’s definition of a housing cost burden. Our analysis also identifies clusters of communities that exhibit distinct geographic patterns and yields insight into the homelessness and housing affordability crisis unfolding on both coasts of the United States.
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LENGTH-BIASED SEMICOMPETING RISKS MODELS FOR CROSS-SECTIONAL DATA: AN APPLICATION TO CURRENT DURATION OF PREGNANCY ATTEMPT DATA

BY ALEXANDER C. MCLAIN1,*, SIYUAN GUO1,†, MARIE THOMA2,§ AND JIAJIA ZHANG1,‡
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Cross-sectional length-biased data arise from questions on the at-risk time for an event of interest from those who are at risk but have yet to experience the event. For example, in the National Survey on Family Growth (NSFG) women, who were currently attempting to become pregnant, were asked how long they had been attempting pregnancy. Cross-sectional survival analysis methods use the observed at-risk times to make inference on the distribution of the unobserved time-to-failure. However, methodological gaps in these methods remain such as how to handle semicompeting risks. For example, if the women attempting pregnancy had undergone fertility treatment during their current pregnancy attempt. In this paper we develop statistical methods that extend cross-sectional survival analysis methods to incorporate semicompeting risks. They can be used to estimate the distribution of the length of natural pregnancy attempts (i.e., without fertility treatment) while correctly accounting for women that sought fertility treatment prior to being sampled using cross-sectional data. We demonstrate our approach based on simulated data and an analysis of data from the NSFG. The proposed method results in separate survival curves for time-to-natural-pregnancy, time-to-fertility treatment and time-to-pregnancy after fertility treatment.
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A BRIDGING MODEL TO RECONCILE STATISTICS BASED ON DATA FROM MULTIPLE SURVEYS

BY ANDREEA L. ERCIULESCU1,*, JEAN D. OPSOMER1,† AND F. JAY BREIDT2

Surveys designed to collect data on similar variables using samples representing the same population may still result in different estimates due, for example, to differences in sample designs or modes of data collection. Considered in this paper is the case where two surveys were conducted concurrently, with one using the same methodology as used in prior rounds of the survey and the other using an updated methodology, resulting in substantial differences in several key estimates. Due to differences in sample size, only the latter survey was detailed enough for disaggregated-level estimates of publishable quality. We propose a hierarchical model to account for discrepancies in the estimates from the two surveys and a Bayesian approach for producing reliable estimates at various levels of aggregation. The model relies on a common latent structure at the disaggregated level to allow “bridging” between the two surveys. The methodology is applied to the 2016 National Survey of Fishing, Hunting and Wildlife-Associated Recreation and the 2016 50-State Surveys of Fishing, Hunting and Wildlife-Related Recreation. Aligning these two surveys is critical to extend the series of related statistics that have been published since 1955, allowing for meaningful comparisons over time despite the change in survey methodology.
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We live in a new age for statistical inference, where modern scientific technology such as microarrays and fMRI machines routinely produce thousands and sometimes millions of parallel data sets, each with its own estimation or testing problem. Doing thousands of problems at once is more than repeated application of classical methods. Taking an empirical Bayes approach, Bradley Efron, inventor of the bootstrap, shows how information accrues across problems in a way that combines Bayesian and frequentist ideas. Estimation, testing, and prediction blend in this framework, producing opportunities for new methodologies of increased power. New difficulties also arise, easily leading to flawed inferences. This book takes a careful look at both the promise and pitfalls of large-scale statistical inference, with particular attention to false discovery rates, the most successful of the new statistical techniques. Emphasis is on the inferential ideas underlying technical developments, illustrated using a large number of real examples.