Detection of Power Quality Disturbance of the Best ASD Based on Dynamic PSO Search
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Abstract. This paper mainly studies the power quality disturbance feature detection and optimization method based on atomic sparse decomposition algorithm. In order to solve the problem of large amount of matching pursuit algorithm, this paper proposes a Particle Swarm Optimization dynamic search (PSO-DS) algorithm based on the PSO optimization algorithm, using the prior information provided by the fast Fourier transform and wavelet transform to search for parameters. The range and optimization of the search for the best atom are optimized. The simulation of the example shows that the PSO-DS algorithm can effectively extract the signal features with less decomposition times, avoiding the generation of unrelated and erroneous components, improving the detection accuracy of the disturbance signal and the simplicity and accuracy of the signal representation.

1. Introduction

Signal decomposition is an effective method for signal analysis and processing. In modern digital signal processing, a series of analysis methods that combine time-frequency information such as Fourier transform, short-time Fourier transform, and wavelet transform have emerged. In 1995, Dr. Kennedy and Eberhart proposed a PSO algorithm based on the similarity of behavior rules and optimization problem solving for birds flying to habitats[1].

The phenomenon of premature convergence or oscillation of the algorithm may occur when the parameters of the PSO algorithm are incorrectly set or the size of the population is unreasonable. The standard PSO algorithm tunable parameters include the inertia factor w and the acceleration factors $c_1$, $c_2$, w shows the influence of the historical position of the particle on the current position[2], and determines the local development ability and global exploration ability of the PSO algorithm. At that time, the PSO algorithm was similar to the local search algorithm, and it converged to the local optimal solution with fast speed. When the PSO algorithm has strong global exploration ability, but the algorithm converges slowly or cannot converge, its performance is intermediate. Acceleration factors $c_1$ and $c_2$ are also known as cognitive factors and social factors respectively[3, 4]. Ratnaweera proposed a time-varying acceleration factor, that is, at the beginning of the algorithm[5], set larger cognitive factors and smaller social factors.

Aiming at the phenomenon of “short-sightedness” in the matching pursuit algorithm, many scholars have optimized the PSO algorithm. The idea of windowing the original signal was proposed by[6], and gradually reduced the length of the atom to search for the best time domain of the atom. The time domain segmentation of the original signal was proposed by[7], and the length of the atom
was gradually reduced to search for the best time domain of the atom. The influencing factors of the fundamental wave amplitude in detail was analyzed in [8], also an iterative and based approach was proposed. The analysis shows that the PSO optimization algorithm can effectively reduce the complexity of the algorithm, but at the expense of the extraction accuracy of the parameters, coupled with the short-sighted and cumulative error effects of matching tracking itself, so that the process of decomposition has appeared irrelevant components and error components, interfere with the signal characteristics effective extraction.

2. Analysis of power quality disturbance characteristics of time-frequency atoms optimized by standard PSO

Transient oscillations and voltage sag is used as an example for simulation analysis in this section. In the next simulation, the sampling frequency of the signal be 6.4 kHz and the sampling data length be 0.32 s. The population of the algorithm is set to 100 and iterates 40 times. Figure 1 shows the decomposition results after five decompositions of transient oscillations and voltage sags, where \( f(t) \) is the original signal and \( c1(t) \) to \( c5(t) \) are atoms for each decomposition, and the ordinate in the figure is the amplitude. The atomic parameters of each decomposition are shown in Table 1. The transient oscillation signal is:

\[
f(t) = \cos(100\pi t + \pi / 3) + 0.5e^{-10(\pi / 0.16)} \cos(1000\pi t + \pi / 4)[u(t - 0.16) - u(t - 0.32)]
\]

The voltage dip signal is:

\[
f(t) = \{1 - 0.2[u(t - 0.08) - u(t - 0.14)]\} \cos(100\pi t + \pi / 3)
\]

According to the decomposition results of the transient oscillation signal, it can be seen that the PSO optimization algorithm can directly extract the main characteristics of the signal, such as the decomposition waveforms \( c1(t) \) and \( c3(t) \), which represent the fundamental and oscillatory components of the signal, respectively. The decomposition parameters are not accurate, the maximum amplitude error is 15.52%, and the attenuation parameter error is 19.44%. In the decomposition process, some uncorrelated or erroneous components are generated and the interference signal analysis results are obtained, which further affects the convergence performance of the algorithm. For the
voltage dip signal, the PSO optimization algorithm can effectively extract the fundamental wave component, but cannot extract the disturbance component.

The above causes of error can be summarized as the following three points:

1. The particle swarm optimization algorithm uses the suboptimal solution generated by the initial population to continuously approach the optimal solution, without traversing the entire atomic library, the optimization result may not be globally optimal.
2. The matching The tracking algorithm has a short-sighted phenomenon, which decomposes unsuitable atoms during signal decomposition, such as the decomposition waveform $c_2(t)$ of the transient oscillation and the decomposition waveform $c_2(t)$ of the voltage sag.
3. The matching pursuit algorithm uses the inner product size of the atom and the signal or residual signal as the evaluation criterion of the best atom. Due to the mutual interference between different disturbances, it is not possible to extract the signal characteristic parameters accurately by one matching, and the matching tracking algorithm has error accumulation. In effect, the previous decomposition error will definitely affect the accuracy of subsequent decomposition.

3. Dynamic power PSO search time-frequency atom power quality disturbance analysis

According to some problems existing in the second quarter PSO optimization algorithm, the following improvement measures are taken in this paper based on the specific application of power quality disturbance detection in the algorithm:

1. In the improved algorithm, Fast Fourier Transform will be used to detect the frequency and phase information of the signal, the atomic parameters are limited within the smaller range of the optimal value, which improves the convergence and accuracy of the algorithm.
2. In the improved algorithm, Wavelet Transform will be used to positioning the mutation point of the signal, and finding the best matching atom in each optimization interval.
3. After the first two optimization measures, the extracted atoms can effectively represent some characteristics of a certain disturbance, and they are superimposed by atoms that do not overlap in the same frequency and in the time domain or in the same frequency and in the time domain. Improve the detection accuracy of single disturbances.

3.1. Atomic Parameter Estimation Based on Fast Fourier Transform

FFT can obtain the amplitude, frequency and phase information of the signal. This paper first obtains the estimated frequency and phase of the signal through FFT transform, and the frequency and phase in the time-frequency atom library is limited to the corresponding estimated values. Moreover, the search range of parameters is reduced to further improve the convergence and accuracy of the algorithm.

Take the voltage oscillation signal as an example. Figure 2 shows the fast Fourier transform spectrogram. According to the spectrogram, it can be predicted that the signal contains 50Hz, 500Hz components, the corresponding phase detection value is $60.0233^\circ$, $44.5335^\circ$.

![Spectrum of voltage oscillation](image)

Fig. 2. Spectrum of voltage oscillation

3.2. Disturbance Point Localization Based on Wavelet Transform

The non-stationary power quality disturbance signal has a local mutation point. The wavelet transform $Wf(a,t)$ expresses the first-order reciprocal of the signal smoothed by the function $f(t)$ at the scale $a$,
and the corresponding point of the modular maximum of the first-order reciprocal is the mutation point of the function. Therefore, when the basic wavelet is taken as the first-order reciprocal of the smoothing function, the modulus maximum point of the wavelet transform corresponds to the location of the abrupt point of the signal. It can be used to locate the abrupt point of non-stationary power quality disturbance signals.

The voltage oscillation and voltage sags are taken as examples below. The disturbance signal parameters are the same as those in the second section. The db24 wavelet is used to locate the signal, as shown in Figure 3. In the figure (a) is the power quality disturbance signal, the ordinate is the amplitude (p.u.), and (b) is the scale 1 wavelet modulus modulus. The location of the disturbance point is the voltage oscillation starting point 0.1600s, the positioning error 0.00%, the voltage dips starting point 0.07984s, the ending point 0.1400s, and the positioning error of 0.2% and 0%, respectively. It can be seen that the wavelet transform can effectively locate the start and end time of the disturbance.

![Fig. 3. Disturbance location of signals](image)

### 3.3. Algorithm Implementation and Performance Comparison of Time-Frequency Atom Dynamic Search for PSO

The specific steps of the PSO Dynamic Search (PSO-DS) algorithm are as follows:

1. Using wavelet transform to locate the location of the catastrophe of the disturbance signal, and form multiple optimization intervals with the starting and ending moments of \([t_{s1}, t_{e1}], [t_{s2}, t_{e2}], \ldots, [t_{sn}, t_{en}]\);

2. Acquire the spectral maximum value corresponding to the frequency and phase through the Fast Fourier Transform and set the search range of \([f_{min}, f_{max}], [\phi_{min}, \phi_{max}]\);

3. Search for the best matching atom for the selected optimization interval;

4. Use the PSO optimization algorithm to search for the best atom. At this time, the particle swarm optimization position consists of three parameters: \(f, \phi, \rho\);

5. Go back to step 3 until all search optimizations are completed;

6. Comparing the best fitness function values of each optimization space, and taking the larger one as the best atomic parameter corresponding to the global optimal position as the current decomposition;

7. Organize the best atoms for each decomposition. If the frequency and the time domain are the same or the frequency and amplitude are the same but the time domain intervals do not overlap, merge them. Otherwise, use the single feature.

8. It is judged whether the resolution or energy threshold of matching pursuit is reached.

After the implementation steps of the PSO-DS algorithm are given, the convergence performance of the algorithm is further tested. The test results are shown in Figure 4. The ordinate is the residual energy and the abscissa is the number of decompositions. It can be seen from Figure 4 that the convergence performance of the PSO-DS algorithm is significantly better than the PSO optimization algorithm.
4. PSO-DS search for the best atom ASD power quality disturbance simulation analysis

In this paper, three common single power quality disturbance signals (voltage oscillation, voltage dips, voltage interruptions) and complex disturbance signals are taken as examples to verify the algorithm. The signal sampling frequency is 0.4kHz and the data length is 0.32s. The decomposition results of various types of disturbance signals are shown in Table 2 and Figures 5–8. The corresponding waveforms are shown in Fig. 5 to 8 (a). Figures (b) in Figures 5 to 8 extract the characteristics of the perturbation signal, the residuals, and the reconstructed signal. \( f(t) \) is the original signal. Feature 1, feature 2 and feature 3 are the extracted signal feature waveforms \( r(t) \). For the decomposition of the residual signal, \( f(t) \) is the reconstructed signal, and the ordinate is the amplitude.

4.1. Voltage oscillation

\[
f(t) = \cos(\omega t + \varphi) + ae^{-b(t-\tau)} \cos(c \omega t + \varphi)\left[u(t_i) - u(t_f)\right] + a'e^{-b'(t-\tau)} \cos(c' \omega t + \varphi)\left[u(t'_i) - u(t'_f)\right]
\]  \hspace{1cm} (3)

Simulation parameters are:

\( a = 0.5; b = 100; c = 6; t_i = 0.1s; \alpha = 0.4; \beta = 150; \gamma = 10; t_i' = 0.2s; \varphi_1 = \varphi_2 = \pi/4; t_2 = t_2' = 0.32s \)

According to the above decomposition results, it can be seen that the PSO-DS algorithm achieves the effective extraction of voltage oscillation signal features through five decompositions, and the parameter extraction accuracy is better than the PSO optimization algorithm, and there is no generation of unrelated or erroneous components in the decomposition process.
4.2. Voltage dips

\[ f(t) = \left[ 1 - \alpha \left[ u(t_1) - u(t_2) \right] \right] \cos(\omega t + \varphi_0) , 0.5T < t_2 - t_1 < 30T \]  

(4)

Simulation parameters are: \( \alpha = 0.2, t_1 = 0.08s, t_2 = 0.14s \).

\[ f(t) = \left[ 1 - \alpha \left[ u(t_1) - u(t_2) \right] \right] \cos(\omega t + \varphi_0) , 0.5T < t_2 - t_1 < 30T \]  

(5)

Simulation parameters are: \( \alpha = 0.9756, t_1 = 0.14s, t_2 = 0.2s \).

4.3. Voltage interruption

\[ f(t) = \left[ 1 - \alpha \left[ u(t_1) - u(t_2) \right] \right] \cos(\omega t + \varphi_0) , 0.5T < t_2 - t_1 < 30T \]  

(6)

Simulation parameters are: \( \alpha = 0.9756, t_1 = 0.14s, t_2 = 0.2s \).

4.4. Compound disturbance

\[ f(t) = \left[ 1 - \alpha \left[ u(t_1) - u(t_2) \right] \right] \sin(\omega t + \varphi_0) + ae^{-(t-t_i)} \sin(c a t + \varphi_0) \left[ u(t_i) - u(t_3) \right] \]  

(6)

Simulation parameters are:
\( \alpha = 0.2, t_i = 0.1s, t_2 = 0.16s, \varphi_1 = \pi / 4, a = 0.3, b = 100, c = 10, t_3 = 0.1s, t_4 = 0.32s \).
According to the decomposition results of different disturbance signals, we can see that the PSO-DS algorithm can effectively extract the signal features through several decompositions, and realize the alternate extraction of multiple features to make the decomposition results of a single perturbation more accurate. The PSO-DS algorithm improves the extraction accuracy of the perturbation signal's characteristic components, and effectively avoids the generation of unrelated and erroneous components in the initial stage of the algorithm, improving the simplicity and accuracy of the signal representation.

5. Conclusion
This paper mainly studies the power quality disturbance feature detection and optimization method based on atomic sparse decomposition algorithm. Firstly, for the problem that the matching tracking algorithm has a large amount of computation, the PSO algorithm is used to optimize, and the convergence performance of the algorithm is improved by linearly adjusting the inertia factor and the acceleration factor. The analysis shows that the PSO optimization algorithm can effectively reduce the complexity of the algorithm, but at the expense of the extraction accuracy of the parameters, coupled with the short-sightedness and error accumulation effect of the matching tracking itself, so that the uncorrelated components and error components appear in the decomposition process. In this paper, based on the PSO optimization algorithm, the PSO Dynamic Search (PSO-DS) algorithm is proposed, using the prior information provided by the fast Fourier transform and the wavelet transform, the search range of the parameters and the search method of the best atom are optimized. The simulation of the example shows that the PSO-DS algorithm can effectively extract the signal features with less decomposition times, avoiding the generation of unrelated and erroneous components, improving the detection accuracy of the disturbance signal and the simplicity and accuracy of the signal representation.
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