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Abstract. Wasserstein gradient flows on probability measures have found a host of applications in various optimization problems. They typically arise as the continuum limit of exchangeable particle systems evolving by some mean-field interaction involving a gradient-type potential. However, in many problems, such as in multi-layer neural networks, the so-called particles are edge weights on large graphs whose nodes are exchangeable. Such large graphs are known to converge to continuum limits called graphons as their size grow to infinity. We show that the Euclidean gradient flow of a suitable function of the edge-weights converges to a novel continuum limit given by a curve on the space of graphons that can be appropriately described as a gradient flow or, more technically, a curve of maximal slope. Several natural functions on graphons, such as homomorphism functions and the scalar entropy, are covered by our set-up, and the examples have been worked out in detail.

1. Introduction

Let \( x_1, x_2, \ldots, x_n \) be \( n \) vectors in \( \mathbb{R}^d \). Let \( f_n : (\mathbb{R}^d)^n \to \mathbb{R} \) be a permutation invariant function of those \( n \) variables. Here permutation invariant means \( f_n(x_1, \ldots, x_n) = f_n(x_{\pi(1)}, \ldots, x_{\pi(n)}) \) where \( \pi \) is any permutation on the set \([n] := \{1, 2, \ldots, n\}\). Throughout this text, we will denote the symmetric group on the finite set \([n] \) as \( S_n \). Consider the Cauchy problem

\[
\dot{x}_i(t) = -\nabla_x f_n(x_1(t), \ldots, x_n(t)), \quad i \in [n], \quad t \in \mathbb{R}_+,
\]

with given initial conditions \((x_i(0))_{i \in [n]}\). Here \( \nabla_x \) refers to the partial derivative with respect to the \( i \)-th variable and \( \mathbb{R}_+ \) denotes the set of all non-negative real numbers. The solution to this problem (which exists and is unique when, say, \( \nabla f_n \) is Lipschitz [Lin94]) is often called the gradient flow of \( f_n \). A natural question that appears in several applications is whether the solution to the above Cauchy problem has a scaling limit as \( n \) goes to infinity.
In order for such a limit to exist, it is imperative that there is some consistency over the dimension parameter $n$. The permutation invariance of $f_n$ offers a resolution. In fact, if $(x_i)_{i \in [n]}$ is thought of as positions of particles in space, $f_n$ can be thought of as a function acting on the empirical distribution $\mu_n := \frac{1}{n} \sum_{i=1}^n \delta_{x_i}$. Here $\mu_n$ is a discrete probability measure that puts mass $1/n$ on the positions of each of the $n$ particles, represented by the delta mass $\delta$.

For any metric space $(\Omega, d)$, denote its Borel sigma algebra as $\mathcal{B}(\Omega)$ and the set of all Borel probability measures as $\mathcal{P}(\Omega)$. Consider $\mathbb{R}^d$ with the usual Euclidean metric and let $F: \mathcal{P}(\mathbb{R}^d) \to \mathbb{R}$ be a suitable function. The function $F$ induces a sequence of permutation invariant functions $(f_n)_{n \in \mathbb{N}}$ as above by the definition

$$f_n(x_1, \ldots, x_n) := F(\mu_n), \quad n \in \mathbb{N}.$$ 

For such an $f_n$ for any $n \in \mathbb{N}$, the evolution (1) can be thought of as an evolution on the space of probability measures by defining

$$\mu_n(t) := \frac{1}{n} \sum_{i=1}^n \delta_{x_i(t)}, \quad t \in \mathbb{R}_+.$$ 

Now the following question makes sense. Suppose that the sequence of initial measures $(\mu_n(0))_{n \in \mathbb{N}}$ converges to a limiting probability measure $\mu(0)$ where the convergence is typically in the sense of weak convergence of probability measures. Does the sequence of curves $( (\mu_n(t))_{t \in \mathbb{R}_+} )_{n \in \mathbb{N}}$ converge to some limiting curve on $\mathcal{P}(\mathbb{R}^d)$ possibly after rescaling time?

The answer to the above, under suitable assumptions on $F$, is the so-called Wasserstein gradient flow [Vil03, San15] of $F$ on the metric space $\mathcal{P}(\mathbb{R}^d)$ equipped with the Wasserstein-2 metric, $W_2$. There is now a general theory of curves of maximal slopes (AKA gradient flows) developed for functions on metric spaces which may lack a differentiable structure [AGS08]. The Wasserstein space is a prominent example that has been thoroughly studied [AGS08, San17]. Recently there has been a surge in interest in the application of the above of gradient flows in the context of single hidden layer neural networks, see [SMN18, CB18, RVE18, MMM19, CCP19, AOV19, NP20, SS20a, SS20b, TR20, BC21].

However, we are interested in optimization problems where the arguments can be thought of as weights attached to the edges of a large dense graph. Let $G = ([n], E)$ be a graph. For $\{i,j\} \in E$ one has an associated variable $W_{i,j} = 0$ that we take it to be real-valued in this article. For all the applications we consider, we can take $W_{i,j} = 0$ if $\{i,j\} \not\in E$. Thus our variables can be arranged in an $n \times n$ symmetric matrix $(W_{i,j})_{i,j \in [n]}$. Let the set of $n \times n$ real valued symmetric matrices be denoted by $\mathcal{M}_n(\mathbb{R})$. Let $f_n: \mathcal{M}_n(\mathbb{R}) \to \mathbb{R} \cup \{\infty\}$ be a function of such matrices. The crucial difference from the previous set-up is that we want $f_n$ to satisfy a permutation invariance property with respect to relabeling the vertices of $G$: for every $\pi \in S_n$,

$$f_n ( (W_{\pi,i,j})_{i,j \in [n]} ) = f_n ( (W_{i,j})_{i,j \in [n]} ) .$$

That is, the function value does not change if we permute the rows and the columns of the symmetric matrix $(W_{i,j})_{i,j \in [n]}$ by the same permutation. In other words, such functions are invariant under graph isomorphisms of $G$. We call such functions invariant. One can now ask the same question as before. Consider the gradient flow Cauchy problem

$$(2) \quad \dot{W}_{i,j}(t) = -\nabla_{i,j} f_n ( (W_{i,j}(t))_{i,j \in [n]} ) , \quad i,j \in [n],$$
with given \((W_{i,j}(0))_{i,j\in[n]}\). Is there a suitable scaling limit as \(n\) goes to infinity? This paper answers this question in affirmative under reasonable conditions on \(f_n\).

We restrict ourselves to the case where the edge weights \((W_{i,j})_{i,j\in[n]}\) all lie in the bounded interval \([-1,1]\). Without loss of generality, we can take our graph to be the complete graph with its weighted adjacency matrix \((W_{i,j})_{i,j\in[n]}\). Just like empirical distributions of particle systems converge to probability measures, these graph adjacency matrices with bounded edge weights, identified up to graph isomorphisms, converge to a limiting object called graphons [LS06, BCL+08, BCL+12]. This is intimately connected with the theory of exchangeable arrays in probability theory [Ald81, Ald82, Hoo82, Kal89]. For a definitive modern account of exchangeable arrays and their connections with the limits of large graphs, the reader is referred to [DJ08, Aus08, Aus12, Aus15]. The theory of graph limits and graphons has found applications in many fields including extremal graph theory, combinatorics, data analysis, biology. We refer the reader to [DGKR15, LZ17, BG20, BEFLY21] and references therein for further details.

1.1. Setup and Main results. Let us define graphons rigorously. A kernel is a Borel measurable function \(W: [0,1]^{(2)} \rightarrow [-1,1]\) that is symmetric, i.e., \(W(x,y) = W(y,x)\) for Lebesgue a.e. \((x,y) \in [0,1]^{(2)}\). Two kernels are identified if they are equal Lebesgue a.e. Unless specified otherwise, we always consider the domain of a kernel to be the standard Borel probability space on \([0,1]^{(2)}\). We will denote the set of all kernels by \(W\). Let \(U, V \in W\). We say \(U \cong V\) if there exists Lebesgue measure preserving transforms \(\varphi\) and \(\psi\) on \([0,1]\) and a kernel \(W\) such that \(U(x,y) = W(\varphi(x), \varphi(y))\) and \(V(x,y) = W(\psi(x), \psi(y))\) for Lebesgue a.e. \((x,y) \in [0,1]^{(2)}\).

**Definition 1.1** (Graphons). *Equivalence class of functions in \(W\) under \((\cong)\) are called graphons and we denote the set of graphons by \(\hat{W} := W/\cong\).*

For a kernel \(W \in W\), we denote its equivalence class as \([W] := \{U \in W \mid U \cong W\}\). See Section 2 for more details. The set of graphons \(\hat{W}\) will be endowed with two different metrics. One, called the invariant \(L^2\) metric [Lov12, Jan16, BCCH18], \(\delta_2\), plays a similar role as the \(W_2\) metric does on probability measures. The metric space \((\hat{W}, \delta_2)\) is a geodesic space (Proposition 3.5). Our gradient flows will be with respect to this metric. The other, called the cut metric, \(\delta_\square\), is more traditional [BCL+08, Lov12] and is important here for the topology that it generates and will play the role of the metric of weak convergence of probability measures. Thus, although our gradient flows will be defined with respect to the invariant \(L^2\) metric \(\delta_2\), the various convergence statements will be with respect to the cut metric \(\delta_\square\).

To state our main results we need a set-up that is similar to particle systems and their limiting probability measures. For any \(k \in \mathbb{N}\), we denote the set of all \(k \times k\) symmetric matrices with entries in \([-1,1]\) as \(M_k\). Every symmetric matrix in \(M_k\) identified up to the same permutation on rows and columns can be embedded in the space of block graphons \(\hat{W}_k \subseteq \hat{W}\) (see Section 2 for details). Thus, any function \(F: \hat{W} \rightarrow \mathbb{R} \cup \{\infty\}\) induces a sequence of functions \((F_k: \hat{W}_k \rightarrow \mathbb{R} \cup \{\infty\})_{k \in \mathbb{N}}\), by restriction, and a sequence of invariant functions \((f_k)_{k \in \mathbb{N}}\) on such \(k \times k\) symmetric matrices with entries in \([-1,1]\).

The first pertinent question is that given \(F: \hat{W} \rightarrow \mathbb{R} \cup \{\infty\}\) and \([U_0] \in \hat{W}\) in the proper effective domain \(\text{eff-Dom}(F) := \{[U] \in \hat{W} \mid F([U]) < \infty\}\) of \(F\) (see [AGS08, equation 1.2.1]), under what assumptions on \(F\) a “gradient flow” of \(F\) on \((\hat{W}, \delta_2)\) exists starting at \([U_0]\). On a
in equation (4) converge to the Euclidean gradient flow as $\tau \to 0$ via the substitution $(5)$. Theorem 1.2 shows existence of Fréchet-like derivative suffices for the existence of a curve of maximal slope (see Theorem 4.14). Moreover, under a semiconvexity assumption, just the existence of Fréchet-like derivative suffices for the existence of a curve of maximal slope (see Theorem 4.14).

Since $(\hat{\mathcal{W}}, \delta_2)$ is a geodesic space, one can talk about $\lambda$-semiconvex functions for $\lambda \in \mathbb{R}$ over geodesics and generalized geodesics (see Section 2 and Section 3). Theorem 1.2 shows that under suitable assumptions on a semiconvex function $F$, the gradient flow of $F$ on $(\hat{\mathcal{W}}, \delta_2)$ can be obtained as the time-scaled limit of the Euclidean gradient flows of $(f_k)_{k \in \mathbb{N}}$ on $(\mathcal{M}_k)_{k \in \mathbb{N}}$ respectively. That is, suppose we have a sequence of block graphons $([U_{k,0}] \in \hat{\mathcal{W}}_{k})_{k \in \mathbb{N}}$, respectively. Then the gradient flow $\omega_0^k = (\omega_i^k)_{i \in \mathbb{R}^+}$ of $F_k$ starting at $\omega_0^k = [U_{k,0}] \in \hat{\mathcal{W}}_k$ converges, in $\delta_2$ to $\omega$ uniformly over compact time intervals as $k \to \infty$. The next argument shows that for any $k \in \mathbb{N}$, $\omega_k^k$ is a time-scaling of the Euclidean gradient flow of $f_k$.

For any $k \in \mathbb{N}$, the Euclidean gradient flow of the function $f_k$ over $\mathcal{M}_k$ can be approximated via the implicit Euler method. Starting from $X_{k,\tau} \in \mathcal{M}_k$ with a step size of $\tau > 0$, the next iterate of the implicit Euler method, say $X_{k,\tau,+}$, is obtained as

$$X_{k,\tau,+} \in \arg \min_{X_{k} \in \mathcal{M}_k} \left[ f_k(X_k) + \frac{1}{2\tau} \| X_k - X_{k,\tau} \|^2 \right].$$

Let $K$ be the natural embedding map from $k \times k$ symmetric matrices to the space of block kernels $\mathcal{W}_k$ (Definition 2.5). Since the function $f_k$ is permutation invariant, setting $[U_{k,\tau}] = [K(X_{k,\tau})]$, equation (4) is equivalent to obtaining

$$[U_k] \in \arg \min_{[U_k] \in \hat{\mathcal{W}}_k} \left[ F_k([U_k]) + \frac{k^2}{2\tau} \min_{X_{k,\tau} \in \mathcal{M}_k} \left[ \frac{1}{k^2} \sum_{i,j=1}^k (X_{k})_{i,j} - (X_{k,\tau})_{i,j} \right]^2 \right].$$

via the substitution $[U_k] = [K(X_k)]$. Equation (5) is precisely the implicit Euler iteration for gradient flow on $(\hat{\mathcal{W}}_k, \delta_2)$ with a step size of $\tau/k^2$ (see Section 4.1). Since iterations of the form in equation (4) converge to the Euclidean gradient flow as $\tau \to 0$, its image via the map $X \mapsto [K(X)]$ in equation (5) converges to the gradient flow on $(\hat{\mathcal{W}}_k, \delta_2)$ as $\tau \to 0$.

**Theorem 1.2** (Convergence of Gradient Flows). Suppose $F : \hat{\mathcal{W}} \to \mathbb{R} \cup \{\infty\}$ satisfies the following conditions:

1. $F$ is continuous in $\delta_{\square}$. 


(2) \( F \) is \( \lambda \)-semiconvex (Definition 2.16) along generalized geodesics on \((\hat{W}, \delta_2)\) (Definition 3.6), for some \( \lambda \in \mathbb{R} \).

Consider the gradient flow \( \omega^{(k)} = (\omega_t^{(k)})_{t \in \mathbb{R}^+} \subset \hat{W}_k \) of \( F \) on each \( \hat{W}_k \), starting at some \( \omega_0^{(k)} = [U_{k,0}] \) for \( k \in \mathbb{N} \). Assume that the sequence \( ([U_{k,0}])_{k \in \mathbb{N}} \stackrel{\delta_2}{\to} [U_0] \in \hat{W} \), and \( |\partial F|([U_0]) < \infty \) and \( \lim \sup_{k \to \infty} |\partial F|([U_0]) \leq G < \infty \), for some \( G \geq 0 \). Then,

\[
\lim_{k \to \infty} \sup_{t \in [0,T]} \delta_{G}(\omega_t^{(k)}, \omega_t) = 0,
\]

for any \( T \in \mathbb{R}_+ \), where \( \omega = (\omega_t)_{t \in \mathbb{R}_+} \) is the unique minimizing movement curve [AGS08, Definition 2.0.6, page 42] on \( \hat{W} \) for the function \( F \) starting at \( \omega_0 = [U_0] \). In addition, if the conditions for the existence of curves of maximal slope (Theorem 4.4 or Theorem 4.14) hold, then \( \omega \) is a curve of maximal slope.

**Remark 1.3.** Condition 2 in Theorem 1.2 is satisfied if the invariant extension \( f : \mathcal{W} \to \mathbb{R} \cup \{\infty\} \) of \( F \) is \( \lambda \)-semiconvex on \((\mathcal{W}, d_2)\) (see Section 2.1, and Definition 2.17).

An important theme in this work is that many important curves in \( \hat{W} \) are actually obtained as the projection of some curve defined in \( W \). In particular, the gradient flow of \( F \) is the natural image of an absolutely continuous curve in \((\mathcal{W}, d_2)\). More precisely, if \( f \) has a Fréchet-like derivative \( D_W f(W) \) for all \( W \in \mathcal{W} \), then there gradient flow \( \omega \) of \( F \) can be written as the image of the curve \( ([W_t])_{t \in \mathbb{R}_+} \) defined as

\[
W_t(x, y) = W_0(x, y) - \int_0^t D_W f(W_s)(x, y) 1_{G_{W_s}} \{ (x, y) \} \, ds,
\]

for a.e. \((x, y) \in [0, 1]^2\), where \( 1_{G_{W_s}} \) is a ‘boundary correction term’ that makes sure that the curve remains inside \([-1, 1]\). The reader is referred to Section 4.2.1 for details. In this sense our work is in the vein of [GT19] where the authors view the Wasserstein geometry as a projection of an \( L^2 \) geometry.

### 1.1.1. An example and discussion

To elucidate our results, consider the scalar entropy function \( \mathcal{E} : \hat{W} \to \mathbb{R} \cup \{\infty\} \) (see [CV11] for applications to large deviations of Erdős-Rényi random graphs):

\[
\mathcal{E}([W]) := \int_0^1 \int_0^1 h(W(x, y)) \, dx \, dy, \quad [W] \in \hat{W},
\]

where \( h : \mathbb{R} \to \mathbb{R} \cup \{\infty\} \) is the convex entropy function \( h(p) := p \log p + (1-p) \log(1-p) \), if \( p \in (0, 1) \), \( h(0) = h(1) = 0 \), and \( h(p) = \infty \), otherwise.

The function \( \mathcal{E} \) is lower semicontinuous in the cut metric [CV11, Lemma 2.1]. However, for a given \( \epsilon \in (0, 1/2) \), if we restrict the domain of \( \mathcal{E} \) to be all \([W] \in \hat{W}\) such that \( \epsilon \leq W \leq 1-\epsilon \), a.e., then \( \mathcal{E} \) is \( \delta_{G_{\epsilon}} \)-continuous on this restricted domain. The function \( \mathcal{E} \) can be shown to be convex along generalized geodesics and its local slope can be computed easily (see Section 5 for all the details). The Fréchet-like derivative \( D_W \mathcal{E} \) of \( \mathcal{E} \) at any such graphon \([W]\) is given by another graphon that is “coupled” with \([W]\) (see Definition 4.8)

\[
D_W \mathcal{E}(W)(x, y) = \log \left( \frac{W(x, y)}{1 - W(x, y)} \right), \quad (x, y) \in [0, 1]^2\).
Thus, starting from a graphon \([U_0]\) such that \(\epsilon \leq U_0 \leq 1 - \epsilon\), a.e., the gradient flow \(\omega\) evolves every coordinate of the graphon \(\omega_t\) at time \(t \in \mathbb{R}_+\) by the velocity \(-D_{\delta \beta} \mathcal{E}(\omega_t)\) (see Section 4.2.1). But the expression in equation (8) is positive for any \(W(x, y) > 1/2\) and negative for any \(W(x, y) < 1/2\). Thus, the gradient flow converges, as \(t \to \infty\), to the constant graphon \(\omega_\infty \equiv 1/2\), a.e., which is the unique minimizer of the function \(\mathcal{E}\). Restrict the domain of the scalar entropy function on \(k \times k\) symmetric matrices \(A\) with entries in \([\epsilon, 1 - \epsilon]\). Define \(\mathcal{E}_k(A) := k^{-2} \sum_{i=1}^k \sum_{j=1}^k h(A_{ij})\). Then Theorem 1.2 further says the following. If \(\omega^{(k)}\) is an Euclidean gradient flow of \(\mathcal{E}_k\), and if \(\delta_{\mathbb{R}^+} \lim_{k \to \infty} \omega^{(k)}(0) = [U_0] \in \mathcal{W}\), then \((\omega^{(k)})_{k \in \mathbb{N}}\) converges, uniformly in the cut metric on compact sets \([0, T]\) for \(T > 0\), as \(k \to \infty\), to the curve \(\omega\) described.

It is important to note that the curve \(\omega\) is actually obtained as the natural image of the curve \(t \mapsto W_t\) obtained by solving

\[
W_t(x, y) = W_0(x, y) - \int_0^t \log \left( \frac{W_s(x, y)}{1 - W_s(x, y)} \right) \, ds, \quad \text{a.e.} \ (x, y) \in [0, 1]^2,
\]

for \(t \in \mathbb{R}_+\), where the above integral is defined pointwise (See Section 5 for details). It is a recurring theme in this paper that many important curves in \(\mathcal{W}\) can be seen as the natural image of a curve in \(\mathcal{W}\).

More examples have been worked out in Section 5. This includes the case when \(F\) is any (simple) graph homomorphism function that features prominently in the theory of graph convergence to graphons. Our examples also cover the gradient flow of any linear combination of the scalar entropy function and homomorphism functions that are of particular interest in the study of exponential random graph models (see [Cha17, CD13, KY17, EG18, GK20]) and in the large deviation principle of dense random graphs [CV11, Cha17, LZ15, CD20] where one is interested in optimizing the so-called rate function. For example, see [Che16, Section 5.4.1] where the author is interested in computing the maximum likelihood estimate for a model of exponential random graphs analyzed in [CD13]. Since graphs are discrete, the optimization is more amenable to analytical tools on the limiting graphon space. But the space of graphons is infinite dimensional and the author uses gradient descent on discretized block graphons to perform the gradient descent. Our results show that the method is consistent as the discretization gets finer and provides a mathematical justification to the algorithm in [Che16].

It is well-known in optimal transport that an absolutely continuous curve in \(\mathcal{W}_2\) has an associated continuity equation [San15, Theorem 5.14]. Proposition 4.23 gives a partial analogue of this result in current setting. That is, a curve of gradient flow (which is absolutely continuous) has an associated family of equations, not just one continuity equation. This connection becomes is more definitively explored in [HOP+22] where authors show that the gradient flows (and more general class of curves) can be described by a McKean-Vlasov type equation.

1.2. A Computational example from extremal graph theory. We give an interesting example in this section that suggests how the tools developed in this paper can be used to provide heuristics or search for counterexamples in many problems that are of interest in extremal graph theory.

Mantel’s theorem [Man07] (a special case of Turán’s theorem) states that the maximum number of edges in an \(n\)-vertex triangle-free graph is \(n^2/4\). Further, any Hamiltonian graph with at least \(n^2/4\) edges must either be the complete bipartite graph \(K_{n/2,n/2}\) or it must be pancyclic [Bon71].
This suggests that if one maximizes the edge density subject to the condition that triangle density is 0, then the maximizer should correspond to a complete bipartite graph. Our current theory does not allow for such constrained optimization. However, one can attempt to computationally “verify” this result by simulating gradient flows of linear combinations of homomorphism functions, $T_\triangle - \alpha T_-$, over $(\hat{\mathcal{W}}, \delta_2)$ for sufficiently small weight $\alpha > 0$. We make an arbitrary choice of weight, say $\alpha = 1/10$ for numerical simulation and consider minimizing $T_\triangle - T_-/10$ over $[W] \in \hat{\mathcal{W}}$ such that $0 \leq W \leq 1$ a.e., where $\triangle$ and $-$ are the triangle and the edge graphs respectively. This is akin to minimizing triangle density while also maximizing the edge density as much as possible. We see that graphons with small function values have small triangle density and large edge density. We set $n = 128$, step size $\tau = 10^{-3}$ and use the forward Euler method starting from an initial graphon $W^{(0)} \in \hat{\mathcal{W}}_n$ as shown in Figure 1a. Figure 1 shows instances of the iterative process after $10^3$, $1.5 \times 10^3$, $2.5 \times 10^3$, $5 \times 10^3$ and $10^4$ many steps. We see in Figure 1f that after $10^4$ iteration, the kernel $W^{(10^4)}_{10^4}$ is close to the one corresponding to a complete bipartite graph as one would expect from Mantel’s theorem. Our Theorem 1.2 implies that one should expect a similar evolution for all large values of $n$.

Linear combinations of the homomorphism density functions are non necessarily strictly convex (see Section 5) and hence the theory does not guarantee exponential rates of convergence. However, in the simulation discussed above, we statistically observe an exponential rate of convergence.

Such a computational and optimization driven approach can be used to study conjectures in extremal graph theory, especially for producing counterexamples. For instance, studying the non-negativity of a linear combination of homomorphism density is an important problem in extremal graph theory and it is known to be undecidable [Lov12, Section 16.6.1].
Although our techniques would not yield a proof but it can be a useful tool for the search of counterexamples. We leave this as an interesting direction for further investigation.

1.3. Extensions and future directions. A more complicated example of the previous set-up is a neural network (NN) with multiple hidden layers. See Figure 2, where the NN consists of $b \in \mathbb{N}$ hidden layers, an initial input $x_0 \in \mathbb{R}^{d_0}$, and a terminal output $\hat{y}(x_0) \in \mathbb{R}$ (say), and an intermediate sequence of transformations

$$x_0 \mapsto x_1 \in \mathbb{R}^{d_1} \mapsto x_2 \in \mathbb{R}^{d_2} \mapsto \cdots \mapsto x_b \in \mathbb{R}^{d_b} \mapsto \hat{y}.$$  

Each transformation involves a matrix $A_{i+1} \in \mathbb{R}^{d_{i+1} \times d_i}$, a vector $\beta_{i+1} \in \mathbb{R}^{d_{i+1}}$, and the transformation is defined as

$$x_{i+1} = \sigma(A_{i+1}x_i + \beta_{i+1}),$$  

for all $i \in \{0\} \cup [b-1]$, where the function $\sigma : \mathbb{R} \to \mathbb{R}$ acts coordinate-wise. Finally, take $\hat{y}$ to be just the average of elements in $x_b$.

Given some probability model $\mu$ on $\mathbb{R}^{d_0} \times \mathbb{R}$, the goal is to minimize the risk function $R$, given by quadratic loss here for specificity,

$$R(A_i, \beta_i, \ i \in [b-1]) := \mathbb{E}_{(X,Y) \sim \mu} [(Y - \hat{y}(X))^2],$$

where the minimization is over all choices of the sequence of matrices $A_i$ and vectors $\beta_i$, for $i \in [b-1]$. Let us ignore the vectors $\beta_i$ from our discussion. The entries of the matrix $A_{i+1}$ can be thought of as associated with the edges of the bipartite graph connecting the nodes in layers $i$ and $i+1$. The output $R$ in equation (11) does not depend on the labeling of the nodes in either layer, in the sense that if we relabel the nodes and correspondingly permute the rows and columns of $A_{i+1}$ the output $R$ remains the same. Therefore the risk function $R$ can be thought of as a function of edge weights of a sequence of bipartite graphs that is invariant under vertex relabeling. A gradient descent algorithm on the NN tries to compute the Euclidean gradient flow with respect to these edge weights to reach the minimum value of $R$. One can again ask the question: as the number of vertices in each layer goes to infinity, is there a scaling limit for the gradient flow of $R$? This is a multivariate generalization of our set-up in this paper. Instead of a single graph we have

---

**Figure 2.** Finite width Neural Network with multiple hidden layers.
a sequence of \( b \) graphs, all bipartite, and successive graphs share vertices. Nevertheless, if we assume that all the dimensions \( d_0, \ldots, d_b \) go to infinity at the same rate while the edge weights remain bounded, the sequence of \( b \) matrices converge in the space of graphons in the cut metric topology [LS06, Lov12]. Although we do not take up this multivariate extension in this paper, it serves as an inspiration for our current work. Also, the theory developed here does not cover this case of noisy gradient flows since the technology needed there are quite different. This construction is left for our upcoming work.

One may also wonder if our theory applies to hydrodynamic limits of natural stochastic gradient flows of random graphs or matrices [Cra16, AdHR21]. This is what happens, for example, to particle systems diffusing according to the Fokker-Planck/Smoluchowski equations [JKO98].

1.4. Notations. For any set \( X \), we use \( X^2 \) to denote the usual Cartesian product \( X \times X \) while \( X^{(2)} \) is used to denote the set \( X^2/\sim \) where we identify \((a, b) \sim (b, a)\) for all \( a, b \in X \). We use this notation for domains of symmetric functions like kernels and arrays. In particular, the notation \([-1, 1]^{[n]}{(2)} \) is used, with an abuse of notation, to mean the space of all symmetric matrices with entries in \([-1, 1]\). Similarly, for \( \mathbb{R}^{[n]}{(2)} \).

Throughout the article we use the symbols \( A, X, Y \) and \( Z \) (and their variations with sub/superscripts, hats, tildes and primes) to represent matrices. For example, \( X_k, A_k \) would stand for \( k \times k \) (symmetric) matrices.

We use the letters \( U, V, W \) to represent kernels, that is, symmetric real-valued Borel measurable functions on the unit square. The set of all kernels is denoted by \( \mathcal{W} \) and \( \hat{\mathcal{W}} \) denotes the set of graphons.

For a kernel \( V \), we always use \([V]\) to represent its corresponding graphon. Note that a \( k \times k \) matrix, say \( A_k \), can be naturally embedded in the space of kernels (see Section 2 for details). We use \( K(A_k) \) to denote the kernel corresponding to the matrix \( A_k \).

1.5. Organization of the paper. Section 2 develops the background material on graphons. The relevant definitions and results from the existing literature are given in Section 2. It also discusses concepts from the general theory of gradient flow on metric spaces that are required in this paper.

Section 3 we prove some preliminary results. In particular, we show that the set of graphons \((\hat{\mathcal{W}}, \delta_2)\) equipped with the invariant \( \delta_2 \) metric is a geodesic metric space. This allows us to talk about convexity and so on. Another important takeaway from this section is Lemma 3.1 which shows that every absolutely continuous curve in \((\hat{\mathcal{W}}, \delta_2)\) can be obtained as the natural image of an absolutely continuous curve in \((\mathcal{W}, d_2)\).

Section 4 is forms the core of the technical part of this paper. In particular, it introduces one of our key tools, namely Fréchet-like derivatives and shows the existence of curves of maximal slopes (a.k.a. gradient flow). Another important aspect of this section is to show that the the gradient flow can be written as the image of an absolutely continuous curve in \((\mathcal{W}, d_2)\) and this absolutely continuous curve admits a simple and explicit form. This section also explores the relation between the the Fréchet-like derivative of a function on \( \hat{\mathcal{W}} \) and the Euclidean derivative when this function is restricted to the finite dimensional symmetric matrices. This is particularly important in the proof of our main theorem. Section 4.4 gives the proof of Theorem 1.2. Finally, Section 4.5 discusses the continuity equations that are associated to the gradient flows.
Section 5 works out examples of functions on graphons for which we can compute Fréchet-like derivatives and gradient flows. This includes the well-known graph homomorphism functions and scalar entropy and their linear combinations. Parallels are drawn to the well-known classes of functions studied in optimal transport: potential energy, interaction energy, and internal energy.

2. Background material

In Section 2.1, we introduce the required metric on graphons and other properties related to graphons. The material in this section is mostly borrowed from [Lov12, Jan16]. In Section 2.2, we introduce the necessary terminology to talk about the gradient flow on a metric space. The material in that subsection is adapted from [AGS08]. Readers familiar with theory of graphons [Lov12] and the theory of gradient flow in arbitrary metric spaces [AGS08] may safely skip this section.

2.1. Graphons and Metrics on Graphons. Recall that a kernel \( W: [0, 1]^{2} \to [-1, 1] \) is a Borel measurable, symmetric function. On the space of kernels, \( W \subset L^{2}([0, 1]^{2}) \), we have the usual \( L^{2} \) norm, \( \| \cdot \|_{2} := \int_{[0,1]^{2}} |W(x,y)|^{2} \, dx \, dy \). We also define the cut norm, denoted \( \| \cdot \|_{\square} \), on \( W \) as follows.

**Definition 2.1 (Cut norm).** The cut norm \( \| \cdot \|_{\square}: W \to \mathbb{R}_{+} \) is defined as

\[
\| W \|_{\square} := \sup_{S,T \subseteq [0,1]} \left| \int_{S \times T} W(x,y) \, dx \, dy \right|
\]

\[
= \sup_{\| f \|_{\infty}, \| g \|_{\infty} \leq 1} \left| \int_{[0,1]^{2}} W(x,y)f(x)g(y) \, dx \, dy \right|
\]

for all \( W \in W \) where \( S \) and \( T \) are Borel measurable subsets of \([0, 1]\), and \( f \) and \( g \) are Borel measurable functions on \([0, 1]\), and \( \| \cdot \|_{\infty} \) denotes the usual \( L^{\infty} \) norm.

The cut norm was first introduced in [FK99] in the context of matrices and was later extended to kernels in [BCL+08]. The cut norm is used to define a metric called the cut metric, \( \delta_{\square} \), on the space of graphons. In the following definitions we use \( T \) to denote the set of all Lebesgue measure preserving maps \( \varphi: [0, 1] \to [0, 1] \), and \( I \) to denote the set of all invertible Lebesgue measure preserving maps \( \varphi: [0, 1] \to [0, 1] \). Given a kernel \( W \in W \) and a Lebesgue measure preserving map \( \varphi \in T \), one can define \( W^{\varphi} \in W \) as \( W^{\varphi}(x,y) := W(\varphi(x), \varphi(y)) \) for Lebesgue a.e. \( x, y \in [0, 1] \).

From hereon in the text, we will always refer to Lebesgue measure preserving transformations, and Lebesgue almost everywhere (a.e.) unless explicitly specified otherwise.

For any \( k \in \mathbb{N} \), let \( Q_{k} := \{ Q_{k,i} \}_{i \in [k]} \) be a partition of \([0, 1]\) into intervals of equal Lebesgue measure, for example \( Q_{k,1} := [0, 1/k] \) and \( Q_{k,i} := ((i-1)/k, i/k] \) for \( i \in [k] \setminus \{1\} \). For every permutation \( \pi \in S_{k} \) we can define an invertible Lebesgue measure preserving map \( \tilde{\pi}: [0, 1] \to [0, 1] \) such that \( \tilde{\pi} \) is an increasing affine homeomorphism from \( Q_{k,i} \) to \( Q_{k,\pi(i)} \) for each \( i \in [k] \). We denote the set of all such maps by the set \( \mathcal{I}_{k} \).
Definition 2.2 (Cut metric [BCL+08, Section 3.2]). The cut metric $\delta\Box: \hat{W} \times \hat{W} \to \mathbb{R}_+$ is defined as

$$
\delta\Box([W_0], [W_1]) := \inf_{\varphi_0, \varphi_1 \in \Gamma} \|W_0^\varphi_0 - W_1^\varphi_1\|_\Box
$$

(12)

$$
= \inf_{\varphi \in \mathcal{I}} \|W_0 - W_1^\varphi\|_\Box = \lim_{k \to \infty} \min_{\hat{\varphi} \in \mathcal{I}_k} \|W_0 - W_1^{\hat{\varphi}}\|_\Box,
$$

for all $[W_0], [W_1] \in \hat{W}$, where the latter two equalities are due to [BCL+08, Lemma 3.5].

It is worth pointing that $\delta\Box$ naturally extends to kernels, but it only defines a pseudometric on $\mathcal{W}$. In fact, $\delta\Box(W_1, W_2) = 0$ if and only if there exists $U \in \mathcal{W}$ and Lebesgue measure preserving transforms $\varphi_1, \varphi_2: [0,1] \to [0,1]$ such that $W_i = U^{\varphi_i}$, for $i \in [2]$. The kernels $W_1, W_2$ in this case are said to be weakly isomorphic. In other words, graphs can be defined as the class of kernels identified up to weak isomorphism. We can also define the so-called invariant $L^2$ metric on $\hat{W}$.

Definition 2.3 (Invariant $L^2$ metric [BCCH18, Jan16]). The invariant $L^2$ metric $\delta_2: \hat{W} \times \hat{W} \to \mathbb{R}_+$ is defined as

$$
\delta_2([W_0], [W_1]) := \inf_{\varphi_1, \varphi_2 \in \Gamma} \|W_0^{\varphi_1} - W_1^{\varphi_2}\|_2 = \inf_{\varphi \in \mathcal{I}} \|W_0 - W_1^\varphi\|_2,
$$

(13)

for all $[W_0], [W_1] \in \hat{W}$, where $\|\cdot\|_2: L^2([0,1]^2) \to \mathbb{R}_+$ is the usual $L^2$-norm, and the second equality is a consequence of [Lov12, Theorem 8.13].

We denote the metrics induced by the cut norm and the $L^2$-norm as $d\Box$ and $d_2$ respectively. The space $(\hat{W}, d\Box)$ is a compact metric space [LS07], [Lov12, Section 9.3] while the metric space $(\hat{W}, d_2)$ is complete and separable, but not compact. It is clear that convergence in $d_2$ implies the convergence in $d\Box$, that is, the topology generated by $d\Box$ is weaker than the topology generated by $d_2$. The following Lemma says that the metric $d_2$ is lower semicontinuous with respect to $d\Box$.

Lemma 2.4. [Lov12, Lemma 14.16] The metric $d_2$ is sequentially $d\Box$-lower semicontinuous, i.e., if sequences $([U_n])_{n \in \mathbb{N}}$, $([V_n])_{n \in \mathbb{N}} \subset \hat{W}$, and $[U], [V] \in \hat{W}$ such that $([U_n])_{n \in \mathbb{N}} \stackrel{d\Box}{\to} [U]$ and $([V_n])_{n \in \mathbb{N}} \stackrel{d_2}{\to} [V]$, then

$$
\liminf_{n \to \infty} \inf_{m \in \mathbb{N}} \delta_2([U_n], [V_m]) \geq \delta_2([U], [V]).
$$

As we mentioned in the Section 1, the gradient flow on the space of graphons will be with respect to the invariant $L^2$ metric, but the convergence statements will be with respect to the topology generated by the cut metric.

Let us mention in passing that the invariant $L^2$ metric is closely related to the popular Gromov-Wasserstein metric [Mém11] used to compare two metric measure spaces or their sample equivalents [DSS+20]. This can be seen by considering $[0,1]$ as a metric measure space where the measure is the Lebesgue measure and, for a given bounded metric $d$, one defines a graphon as $W(x,y) = d(x,y)$ for $x, y \in [0,1]$. Then the Gromov-Wasserstein distance (for $p = 2$) between $([0,1], \lambda_{[0,1]}, d)$ and $([0,1], \lambda_{[0,1]}, d')$, for two distances $d$ and $d'$, is the same as computing the invariant $L^2$ distance between the corresponding graphons. In this vein also see the unpublished article [Stu12] which constructs gradient flows on the space of metric measure spaces in a spirit that is quite similar to ours.
2.1.1. **Block Graphons, Matrices and Graphons.** For any \( k \in \mathbb{N} \), define the set of kernels \( \mathcal{W}_k \subset \mathcal{W} \) which contain kernels which are constant a.e. over sets in \( Q_k \times Q_k \). The set \( \mathcal{W}_k \) can be naturally identified with a convex subset of the finite dimensional vector space of symmetric \( k \times k \) matrices. Since this identification will be used often, we make it a definition.

**Definition 2.5** (Kernels and finite symmetric matrices). For any \( k \in \mathbb{N} \), and a symmetric matrix \( A \in \mathcal{M}_k \), the kernel \( K(A) \) corresponds to the element in \( \mathcal{W}_k \) which takes the constant value \( A_{i,j} \) on \( Q_{k,i} \times Q_{k,j} \) for \( i,j \in [k] \). The inverse map from \( \mathcal{W}_k \) to \( \mathcal{M}_k \) is denoted by \( M_k \).

Kernels in \( \mathcal{W}_k \) can be thought of as adjacency matrices of vertex labeled graphs with edge weights. For a finite graph \( G = (V,E) \) with vertices labeled as \( [k] \) and associated weights with every edge with weight \( w\{i,j\} \in [-1,1] \) for \( \{i,j\} \in E \), we can construct its adjacency matrix \( A \in \mathcal{M}_k \) by defining

\[
A_{i,j} := w\{i,j\} \mathbb{1}\{i,j \in E\}, \quad i,j \in [k].
\]

Thus, we can also map vertex labeled graphs with weights associated with its edges to kernels by considering \( K(A) \in \mathcal{W}_k \). Naturally, we can also define \( \hat{W}_k := \mathcal{W}_k/\sim \). Given a graphon \( [W] \in \hat{W} \) and \( k \in \mathbb{N} \), we can obtain a \( k \times k \) exchangeable symmetric array as described in the following definition.

**Definition 2.6** (Sampling random graphs from graphons). Starting with a graphon \( [W] \in \hat{W} \), for any \( k \in \mathbb{N} \) we can sample a random graph \( G_k[W] \) of size \( k \) as follows. Consider any representative element \( W \in [W] \) and sample \( k \) i.i.d. elements \( \{U_i\}_{i=1}^k \) uniformly at random from \([0,1] \), and assign edge weight \( W(U_i, U_j) \) to edge \( \{i,j\} \) for all \( \{i,j\} \in [k] \). By an abuse of notation, we also denote the exchangeable symmetric \( k \times k \) weighted adjacency matrix of this random graph by \( G_k[W] \). The distinction will be apparent from the context. In either case, \( G_k[W] \) is measurable with respect to \( \sigma(\{U_i\}_{i=1}^k) \).

**Definition 2.7** (Extensions to \( L^p \) kernels for \( p \in [1,\infty] \)). Sometimes in our text, we will consider kernels and matrices whose entries are not necessarily in \([-1,1] \), but are rather elements in \( L^2([0,1]^{(2)}) \) or \( L^\infty([0,1]^{(2)}) \). For any \( k \in \mathbb{N} \), just like we defined \( \mathcal{W}_k \), we can restrict our attention to the subset of functions \( L_k^p([0,1]^{(2)}) \subset \mathcal{L}^p([0,1]^{(2)}) \) for every \( p \in [1,\infty] \) which contain symmetric measurable step functions over \( Q_k \times Q_k \). Using the equivalence relation \( \sim \), just like we defined \( \hat{W} \) and \( \hat{W}_k \), we can similarly define \( \hat{L}_k^p([0,1]^{(2)}) := \hat{L}_k^p([0,1]^{(2)})/\sim \) and \( \hat{L}_k^p([0,1]^{(2)}) := \hat{L}_k^p([0,1]^{(2)})/\sim \) for any \( p \in [1,\infty] \). When it is clear from the context, we will also call the elements in \( \hat{L}_k^\infty \) graphons. For simplicity, we use \( K \) and \( M_k \) for \( k \in \mathbb{N} \) from Definition 2.5 even when the kernels are in \( L^p([0,1]^{(2)}) \) for \( p \in [1,\infty] \).

2.2. **Gradient Flows on metric spaces.** The theory of gradient flow on a general metric space is well-developed by now and can be found in [AGS08]. Since our goal is to define gradient flows on \( (\hat{W},\delta_2) \), the definitions below are sometimes not the most general versions as given in [AGS08] but adapted to our particular setting.

**Definition 2.8** (Absolutely continuous curves). For a metric space \( (X,d) \), and any time horizon \( T \in \mathbb{R}_+ \), a curve \( \omega = (\omega_t)_{t \in [0,T]} \) in \( X \) is absolutely continuous with respect to the metric \( d \) if there exists \( m \in L^1([0,T]) \) such that for all \( 0 \leq r < s \leq T \)

\[
d(\omega_r,\omega_s) \leq \int_r^s m(t) \, dt.
\]
The set of such absolutely continuous curves will be denoted as \( AC(X,d) \).

**Definition 2.9 (Metric derivative).** For a metric space \((X,d)\), and any \(T \in \mathbb{R}_+\), the metric derivative \(|\omega'(t)|\) of a curve \( \omega = (\omega_t)_{t \in [0,T]} \) in \( X \) at \( t \in (0,T) \) is defined as

\[
|\omega'(t)| := \lim_{s \to t} \frac{d(\omega_s, \omega_t)}{|s-t|},
\]

provided this limit exists.

If \( \omega \in AC(X,d) \), then the limit in equation (15) exists for a.e. \( t \in (0,T) \) and \(|\omega'| \in L^1([0,T])\) [AGS08, Theorem 1.1.2]. In other words, every absolutely continuous curve in a metric space has metric derivative defined almost everywhere. And conversely, if the metric derivative \(|\omega'(t)|\) exists for a.e. \( t \in (0,T) \) and \(|\omega'| \in L^1([0,T])\), then \( \omega \) is absolutely continuous.

We now need to define some notion for the derivative of a function \( F : X \to \mathbb{R} \cup \{ \infty \} \). On a metric space the usual notion of derivative can not be defined. However, the following [AGS08, Definition 1.2.4] acts as a substitute in many situations of interest.

**Definition 2.10 (Local slope).** The local slope \( |\partial F|(v) \) of \( F : X \to \mathbb{R} \cup \{ +\infty \} \) on a metric space \((X,d)\), at \( v \in \text{eff-Dom}(F) \) is defined as

\[
|\partial F|(v) := \limsup_{w \in X, d(v,w) \to 0} \frac{(F(v) - F(w))^+}{d(v,w)}.
\]

The definition below is narrower than the one in [AGS08, Definition 1.3.2] since we restrict our choice of upper gradient in that definition to the local slope [AGS08, Theorem 1.2.5].

**Definition 2.11 (Curves of maximal slope).** On a metric space \((X,d)\), any locally absolutely continuous curve \( \omega = (\omega_t)_{t \in [0,T]} \) in \( X \) on a finite time horizon \( T > 0 \) is a curve of maximal slope for the function \( F : X \to \mathbb{R} \cup \{ +\infty \} \) with respect to its local slope, if \( F \circ \omega = G \) a.e. for some non-increasing map \( G \) on \((0,T)\), and

\[
G'(t) \leq -\frac{1}{2} |\omega'|^2(t) - \frac{1}{2} |\partial F|^2(\omega_t), \quad \text{a.e.} \quad t \in (0,T).
\]

On a general metric space, a curve of maximal slope can be referred to as a gradient flow although the concept of gradient itself is absent. See [AGS08, Section 1.3] for the intuition.

**Definition 2.12 (Length).** Given the metric space \((X,d)\), and a curve \( \omega = (\omega_t)_{t \in [0,T]} \) in \( X \), the length of \( \omega \) is defined as

\[
\ell(\omega) := \sup \left\{ \sum_{k=0}^{n-1} d(\omega_{t_k}, \omega_{t_{k+1}}) \mid n \in \mathbb{N}, 0 = t_0 < t_1 < \cdots < t_n = T \right\}.
\]

It is clear from Definition 2.12 that for any absolutely continuous curve \( \omega = (\omega_t)_{t \in [0,T]} \) in \( X \) and \( x, y \in X \) such that \( \omega_0 = x, \omega_T = y \), we have \( \ell(\omega) \geq d(x,y) \). Given \( x, y \in X \) it is natural to ask if there is an absolutely continuous curve \( \omega \) from \( x \) to \( y \) that achieves the length \( \ell(\omega) = d(x,y) \). Such a curve is called a geodesic between \( x \) and \( y \). If there exists a geodesic \( \omega \) between any two points \( x, y \in X \), we say that \((X,d)\) is a geodesic metric space. In a geodesic metric space, notions like convexity and semiconvexity make sense. We make those precise in the following definitions.
Definition 2.13 (Geodesic metric space). A metric space $(X, d)$ is called a geodesic metric space if for all $x, y \in X$

$$d(x, y) = \min\{\ell(\omega) \mid \omega \in \text{AC}(X, d), \omega_0 = x, \omega_1 = y\}.$$ 

Definition 2.14 (Constant speed geodesics). On a metric space $(X, d)$, a curve $\omega = (\omega_t)_{t \in [0, 1]}$ in $X$ is a constant speed geodesic if for all $0 \leq r \leq s \leq 1$,

$$d(\omega_r, \omega_s) = d(\omega_0, \omega_1)(s - r).$$ (18)

Note that if a curve $\omega$ satisfies equation (18), then $\omega$ is clearly Lipschitz and hence absolutely continuous. It is easy to see that such a curve $\omega$ is indeed a geodesic and the metric derivative $|\omega'(t)| = d(\omega_0, \omega_1)$ for a.e. $t \in [0, 1]$. This justifies the name ‘constant speed geodesic’.

Remark 2.15. It is also worth pointing that not only every geodesic, but every absolutely continuous curve can be reparametrized so that it becomes Lipschitz [San15, Box 5.1] under the new parametrization.

We now make precise the notion of convexity in metric spaces. On a metric space, we first define convexity (and semiconvexity) along curves. If a function is convex (or semiconvex) along every constant speed geodesic, then we call it convex with respect to the metric.

Definition 2.16 ($\lambda$-semiconvexity along curves w.r.t. a metric). On a metric space $(X, d)$, a function $F: X \to \mathbb{R} \cup \{\infty\}$ is said to be $\lambda$-semiconvex with respect to the metric $d$ along a curve $\omega = (\omega_t)_{t \in [0, 1]}$ in $X$ for some $\lambda \in \mathbb{R}$, if

$$F(\omega_t) \leq (1 - t)F(\omega_0) + tF(\omega_1) - \frac{1}{2}\lambda t(1 - t)d^2(\omega_0, \omega_1),$$ (19)

for all $t \in [0, 1]$. Particularly, if the above inequality holds for $\lambda = 0$, then we say that $F$ is convex with respect to the metric $d$ along the curve $\omega$.

Definition 2.17 ($\lambda$-geodesic semiconvexity w.r.t. a metric). On a metric space $(X, d)$, a function $F: X \to \mathbb{R} \cup \{\infty\}$ is $\lambda$-geodesically semiconvex with respect to the metric $d$, if for any $v_0, v_1 \in \text{eff-Dom}(F)$ there exists a constant speed geodesic $\omega = (\omega_t)_{t \in [0, T]}$ on $(X, d)$ (Definition 2.14) with $\omega_0 = v_0$ and $\omega_1 = v_1$ such that $F$ is $\lambda$-semiconvex on $\omega$ with respect to the metric $d$ for some $\lambda \in \mathbb{R}$ (Definition 2.16).

3. Preliminaries

In this section, we prove some results that are used in the proof of our main results but are also of independent interest. The two key results in this section are Lemma 3.1 and Proposition 3.5. Proposition 3.5 states that $(\hat{W}, \delta_2)$ is a geodesic metric space. If $(W_t)_{t \in [0, 1]} \in \text{AC}(W, d_2)$. It is easily seen that $(\omega_t := [W_t])_{t \in [0, 1]} \in \text{AC}(\hat{W}, \delta_2)$. Lemma 3.1 shows that the converse is also true.

Lemma 3.1. Let $\omega = (\omega_t)_{t \in [0, 1]} \in \text{AC}(\hat{W}, \delta_2)$. Then there exists $W = (W_t)_{t \in [0, 1]} \in \text{AC}(W, d_2)$ such that $\omega_t = [W_t]$, and $\delta_2(\omega_t, \omega_s) = \|W_t - W_s\|_2$ for all $s, t \in [0, 1]$.

The proof of Lemma 3.1 requires a strengthening of [Lov12, Theorem 8.13], [Jan13, Theorem 6.16] that we state and prove below. Before we begin the proof, we define some notations. Let $(\Omega, \mathcal{F}, \mu)$ be a probability space over some Polish space $\Omega$ equipped with the usual Borel
Combining equations (21), (22) and (23), and taking (23)
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for all \( t \in [0,1] \). For each \( \mu \) and \( \rho \) as a kernel on \( \Omega \)
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Proof. \( \| \cdot \|_{2,\Omega,\mu} \) as

\[ \| W \|^2_{2,\Omega,\mu} := \int_{\Omega^2} |W(x,y)|^2 \mu(dx)\mu(dy). \]

Also, Let \( W \in \mathcal{W} \) be a kernel. Let \( \varphi : (\Omega, \mathcal{F}, \mu) \to ([0,1], \mathcal{B}([0,1]), \lambda_{[0,1]}) \) be a measure preserving map (i.e., \( \mu(\varphi^{-1}(B)) = \lambda_{[0,1]}(B) \) for all Borel sets \( B \subseteq [0,1] \)). We can define \( W^\varphi \) as a kernel on \( \Omega \)

\[ (2) \]

\[ \omega \]

for \( \mu \)-a.e. \( \omega_1, \omega_2 \in \Omega \).

Let \( \pi, \rho : [0,1]^2 \to [0,1] \) be the usual coordinate projection maps, that is, \( \pi : (x,y) \mapsto x \) and \( \rho : (x,y) \mapsto y \). Using equation (20), we can define \( W^\pi \) and \( W^\rho \) as kernels on \( \Omega = [0,1]^2 \) for every kernel \( W \in \mathcal{W} \). For example,

\[ W^\pi((x_1,y_1),(x_2,y_2)) := W(x_1,x_2), \quad (x_1,y_1),(x_2,y_2) \in [0,1]^2. \]

It is easy to see that \( W^\pi \) is symmetric on \([0,1]^2 \times [0,1]^2\).

In the following discussion, we always equip \([0,1] \) with the Borel sigma-algebra and the Lebesgue measure, often without explicitly mentioning.

Lemma 3.2. Let \( \omega_1, \ldots, \omega_n \in \hat{\mathcal{W}} \). Then there exist \( W_1, \ldots, W_n \in \mathcal{W} \) such that \( W_i = \omega_i \) and \( \| W_i - W_{i+1} \|_2 = \delta_2(\omega_i, \omega_{i+1}) \) for every \( i \in [n-1] \).

Proof. Let \( U_i \in \omega_i \) for \( i \in [n] \). From [Lov12, Theorem 8.13] there exist probability measures \( \mu_i \) on \([0,1]^2 \) for \( i \in [n-1] \) such that each \( \mu_i \) is a coupling of Lebesgue measures satisfying

\[ \delta_2(\omega_i, \omega_{i+1}) = \| U_i^\pi - U_{i+1}^\rho \|_{2,[0,1]^2,\mu_i}. \]

Let \( \pi_o : [0,1]^n \to [0,1] \) be the usual projection map on the \( i \)-th coordinate. By the gluing lemma [Vil03, Lemma 7.6], there exists a measure \( \tilde{\mu} \) on \([0,1]^n \) such that \( (\pi_o, \pi_{i+1}) \tilde{\mu} = \mu_i \). Therefore we have

\[ \| U_i^\pi - U_{i+1}^\rho \|_{2,[0,1]^2,\mu_i} = \| U_i^\pi - U_{i+1}^\rho \|_{2,[0,1]^n,\tilde{\mu}}. \]

Let \( \eta : [0,1] \to ([0,1]^n, \tilde{\mu}) \) be a measure preserving bijection and let \( \varphi_i := \pi_o \circ \eta \). Then \( \varphi_i : [0,1] \to [0,1] \) is measure preserving and therefore we obtain

\[ \| U_i^\pi - U_{i+1}^\rho \|_{2,[0,1]^n,\tilde{\mu}} = \| U_i^{\varphi_i} - U_{i+1}^{\varphi_{i+1}} \|_{2,[0,1]^2}. \]

Combining equations (21), (22) and (23), and taking \( W_i = U_i^{\varphi_i} \) for all \( i \in [n] \), yields \( \delta_2(\omega_i, \omega_{i+1}) = \| W_i - W_{i+1} \|_2 \). This completes the proof. \( \square \)

Proof of Lemma 3.1. Following Remark 2.15, assume (possibly after a reparametrization) that the curve \( \omega \) is Lipschitz with Lipschitz constant \( L \geq 0 \). Let \( n \in \mathbb{N} \). From Lemma 3.2, there exists \( W_{i,n} \in \mathcal{W} \) such that \( W_{i,n} = \omega_{i,n} \) for all \( i \in \{0\} \cup [n] \), and

\[ \| W_{i,n} - W_{i+1,n} \|_2 = \delta_2(\omega_{i,n}, \omega_{i+1,n}). \]

for all \( i \in [n-1] \). For each \( n \in \mathbb{N} \), let us define the curve \( W^{(n)} = (W_t^{(n)})_{t \in [0,1]} \) as

\[ W_t^{(n)} := (1 - nt + i)W_{i,n} + (nt - i)W_{i+1,n}, \]

when \( t \in [i/n, (i+1)/n] \) for some \( i \in [n-1] \). Note that \( W^{(n)} \) is also Lipschitz with constant \( L \) and therefore the family \( \{W^{(n)}\}_{n \in \mathbb{N}} \) is equicontinuous w.r.t. \( d_2 \).

Since \( \mathcal{W} \subseteq L^2([0,1]) \) is bounded in \( L^2([0,1]^2) \), it is weak-* precompact [San15, Box 1.2]. Since \( \{W^{(n)}\}_{n \in \mathbb{N}} \) is equicontinuous w.r.t. \( d_2 \), it will also be equicontinuous w.r.t. the
weak-* topology. It follows from Ascoli’s theorem [Mun00, Theorem 47.1] (possibly after passing to a subsequence and relabeling) that \((W^{(n)})_{n \in \mathbb{N}}\) converges uniformly in weak-* to some curve \((W_t)_{t \in [0,1]} \subseteq L^2([0,1]^{(2)})\). It is easy to see that \(W_t\) is symmetric and \(|W_t| \leq 1\) a.e. on \([0,1]^{(2)}\) and hence \(W_t \in \mathcal{W}\) for every \(t \in [0,1]\).

To conclude our proof, we show that \((W_t)_{t \in [0,1]}\) is Lipschitz in \(\| \cdot \|_2\) and that \(\delta_2([W_t], \omega_t) = 0\) for all \(t \in [0,1] \cap \mathbb{Q}\) (therefore \([W_t] = \omega_t\) for rational \(t\)). Since \(\omega\) is also Lipschitz, it follows that \(\omega_t = [W_t]\) for all \(t \in [0,1]\).

To see that \((W_t)_{t \in [0,1]}\) is Lipschitz, observe that for any \(s, t \in [0,1]\),

\[
\left\langle W_t^{(n)} - W_s^{(n)}, W_t - W_s \right\rangle \to \|W_t - W_s\|_2^2.
\]

Using Cauchy–Schwarz inequality, we obtain

\[
\|W_t - W_s\|_2 \leq \liminf_{n \to \infty} \left\| W_t^{(n)} - W_s^{(n)} \right\|_2 \leq L|t - s|.
\]

We now show that \(\delta_2([W_t], \omega_t) = 0\) for all \(t \in [0,1] \cap \mathbb{Q}\). To see this, note that it follows from the proof of [Lov12, Lemma 14.16] that \(\delta_2([W_t], \omega_t) \leq \liminf_{n \to \infty} \delta_2([W_{np,nq}], \omega_t) = 0\). Note that the hypothesis in [Lov12, Lemma 14.16] states that \([W_{np,nq}] \to [W_t]\) in cut-sense, but the proof only requires \(W_{np,nq} \to W_t\) in weak-* sense.

\[\square\]

**Corollary 3.3.** If \(\omega \in AC(\mathcal{W}, \delta_2)\), then \(|\omega'|(t) = \|W_t'\|_2\) for a.e. \(t \in (0,1)\), where \((W_t)_{t \in [0,1]} \in AC(\mathcal{W}, d_2)\) is obtained as in Lemma 3.1.

**Proof.** Let \(\omega\) and \((W_t)_{t \in [0,1]}\) be as above. Recall that \((W_t)_{t \in [0,1]}\) is an absolutely continuous curve in \((\mathcal{W}, d_2)\). Since every absolutely continuous curve in a Hilbert space is differentiable a.e. (Radon–Nikodým property) [Huf77, page 30, Theorem 5], there exists a family \(W_t' \in L^2([0,1]^{(2)})\), for a.e. \(t \in [0,1]\), such that \(W_t - W_0 = \int_0^t W_s' ds\) holds pointwise a.e. on \([0,1]^{(2)}\). It follows from Lebesgue differentiation theorem [Hun14, Theorem 6.32] that

\[
\|\frac{W_t - W_s}{t-s} - W_t'\|_2 \to 0 \quad \text{as} \quad s \to t.
\]

We know from Lemma 3.1 that \(\delta_2(\omega_t, \omega_s) = \|W_t' - W_s'\|_2\). Thus, it follows that \(|\omega'|(t) = \lim_{s \to t} \frac{\delta_2(\omega_t, \omega_s)}{|s-t|} = \|W_t'\|_2\) for a.e. \(t \in (0,1)\).

\[\square\]

**Lemma 3.4.** The invariant \(L^2\) metric between two graphons \([U], [V] \in \mathcal{W}\) satisfies

\[
\delta_2([U], [V]) = \min_r \int_r^s \|W_t'\|_2 \, dt,
\]

for any \(0 \leq r < s \leq 1\), where the minimum is taken over \((W_t)_{t \in [r,s]} \in AC(\mathcal{W}, d_2)\) with domain \([r,s]\) such that \(W_r \in [U]\) and \(W_s \in [V]\).

**Proof.** Let \((W_t)_{t \in [r,s]} \subseteq AC(\mathcal{W}, d_2)\) be such that \(W_r \in [U]\) and \(W_s \in [V]\). Applying Jensen’s inequality, we obtain

\[
\int_r^s \|W_t'\|_2 \, dt \geq \left\| \int_r^s W_t' \, dt \right\|_2 = \|W_s - W_r\|_2 \geq \delta_2([U], [V]).
\]

Following Definition 2.3, there exists \(\varphi_1, \varphi_2 \in \mathcal{T}\) such that

\[
\delta_2([U], [V]) = \|U^{\varphi_1} - V^{\varphi_2}\|_2.
\]
Therefore, we can define an curve \((W_t)_{t \in [r,s]} \in \text{AC}(\mathcal{W}, d_2)\) as \(W_r := U^{\varphi_1}, W_s := V^{\varphi_2}\) and \(W_t := ((s-t)W_r + (t-r)W_s)/(s-r)\) for \(t \in (r,s)\). Since for any \(r \leq a < b \leq s\),
\begin{equation}
\|W_b - W_a\|_2 = \frac{\|W_s - W_r\|_2}{s-r} \cdot (b-a) = \frac{\|U^{\varphi_1} - V^{\varphi_2}\|_2}{s-r} \cdot (b-a),
\end{equation}
therefore \((W_t)_{t \in [r,s]} \in \text{AC}(\mathcal{W}, d_2)\) and \(W_t' = (U^{\varphi_1} - V^{\varphi_2})/(s-r)\) exists for all \(t \in (r,s)\). With this choice of \((W_t)_{t \in [r,s]} \in \text{AC}(\mathcal{W}, d_2)\), from equation (26) we get
\begin{equation}
\int_r^s \|W_t'\|_2 \, dt = \|U^{\varphi_1} - V^{\varphi_2}\|_2 = \delta_2([U], [V]).
\end{equation}
Combining equation (25) and equation (28) completes the proof. 

As a consequence of above discussion, we obtain that \((\widehat{\mathcal{W}}, \delta_2)\) is a geodesic space. To the best of our knowledge it has not been recorded in the earlier literature.

**Proposition 3.5.** The space \((\widehat{\mathcal{W}}, \delta_2)\) is a geodesic metric space.

**Proof.** Recall that (see the remark after the Definition 2.12) for any \(\omega = (\omega_t)_{t \in [0,1]} \in \text{AC}(\widehat{\mathcal{W}}, \delta_2)\) such that \(\omega_0 = [U]\), and \(\omega_1 = [V]\), we have
\begin{equation}
\ell(\omega) \geq \delta_2(\omega_0, \omega_1) = \delta_2([U], [V]).
\end{equation}
Given \([U], [V] \in \widehat{\mathcal{W}}\), it suffices to construct a curve \(\omega^* = (\omega_t^*)_{t \in [0,1]} \in \text{AC}(\widehat{\mathcal{W}}, \delta_2)\) such that \(\omega_0^* = [U], \omega_1^* = [V]\), and \(\ell(\omega^*) \leq \delta_2([U], [V])\). Without any loss of generality, we can choose \(U, V \in \mathcal{W}\) such that \(\delta_2([U], [V]) = \|U - V\|_2\). Define \(\omega^*\) as \(\omega_t^* := [W_t]\) where \(W_t := (1-t)U + tV\) for all \(t \in [0,1]\). The curve \(\omega^* \in \text{AC}(\widehat{\mathcal{W}}, \delta_2)\) since
\begin{equation}
\delta_2([W_s], [W_r]) \leq \|W_s - W_r\|_2 = \|U - V\|_2 \cdot (s-r),
\end{equation}
for all \(0 \leq r < s \leq 1\). Now observe that
\begin{align*}
\ell(\omega^*) &= \sup \left\{ \sum_{k=0}^{n-1} \delta_2([W_t_k], [W_{t_{k+1}}]) \middle| \ n \in \mathbb{N}, 0 = t_0 < t_1 < \cdots < t_n = 1 \right\} \\
&\leq \sup \left\{ \sum_{k=0}^{n-1} \|U - V\|_2 (t_{k+1} - t_k) \, dt \middle| \ n \in \mathbb{N}, 0 = t_0 < t_1 < \cdots < t_n = 1 \right\} \\
&= \|U - V\|_2 = \delta_2(\omega_0^*, \omega_1^*).
\end{align*}
This completes the proof. 

Since \((\widehat{\mathcal{W}}, \delta_2)\) is a geodesic metric space, the usual notions of geodesic convexity and semiconvexity makes sense in \((\widehat{\mathcal{W}}, \delta_2)\). We the subsequent sections we will need a notion of generalized geodesics( defined below) and show that generalized geodesics exist.

**Definition 3.6** (Generalized geodesics on \((\widehat{\mathcal{W}}, \delta_2)\)). Let \([W_0], [W_1] \in \widehat{\mathcal{W}}\). For every \([W] \in \widehat{\mathcal{W}}\), one can construct an absolutely continuous curve \(\vartheta\) (depending on \([W]\)) as follows. From Lemma 3.2, we obtain \(\varphi, \varphi_0, \varphi_1 \in \mathcal{T}\) such that
\begin{equation}
\delta_2([W], [W_0]) = \|W^\varphi - W_0^\varphi\|_2, \quad \text{and} \quad \delta_2([W], [W_1]) = \|W^\varphi - W_1^\varphi\|_2.
\end{equation}
Define the curve \(\vartheta := ([W_t])_{t \in [0,1]}\), where \(W_t := (1-t)W_0^\varphi + tW_1^\varphi\) for every \(t \in [0,1]\). This curve \(\vartheta\) is called a generalized geodesic (with base \([W]\)) between the graphons \([W_0]\)
and \([W_1]\) with respect to \(\delta_2\). Often, when the base is clear from the context, we simply refer it as a generalized geodesic. From the construction, we can see that any geodesic between \([W_0], [W_1] \in \hat{\mathcal{W}}\) is also a generalized geodesic (with suitably chosen base) between them.

Finally, we prove the following lemma that will be useful in the proof of Theorem 1.2.

**Lemma 3.7.** If \([W], [W_0], [W_1] \in \hat{\mathcal{W}}\), then there exists \(\vartheta = (\vartheta_t)_{t \in [0, 1]} \in AC(\hat{\mathcal{W}}, \delta_2)\) such that \(\vartheta_0 = [W_0], \vartheta_1 = [W_1]\), and \(\delta_2^2([W], \cdot)/2\) is 1-semiconvex over \(\vartheta\) w.r.t. \(\delta_2\).

**Proof.** From Lemma 3.2 we obtain \(\varphi, \varphi_0, \varphi_1 \in \mathcal{T}\) such that
\[
\delta_2([W], [W_0]) = \|W - W_0^\varphi\|_2, \quad \text{and} \quad \delta_2([W], [W_1]) = \|W - W_1^\varphi_1\|_2.
\]
Defining \(W_t := (1 - t)W_0^\varphi_0 + tW_1^\varphi_1\) and \(\vartheta_t := [W_t]\) for \(t \in [0, 1]\), we get that that
\[
\delta_2^2([W], [W_1]) \leq \|W - (1 - t)W_0^\varphi_0 - tW_1^\varphi_1\|^2_2
\]
\[
= (1 - t)^2\|W - W_0^\varphi_0\|^2_2 + t^2\|W - W_1^\varphi_1\|^2_2 - t(1 - t)(\|W_0^\varphi_0 - W_1^\varphi_1\|^2_2)
\]
\[
= (1 - t)\delta_2^2([W], [W_0]) + t\delta_2^2([W], [W_1]) - t(1 - t)\delta_2^2([W_0], [W_1]).
\]
Therefore, \(\delta_2^2([W], \cdot)/2\) is 1-semiconvex along \(\vartheta\) w.r.t. \(\delta_2\). \(\square\)

### 4. Gradient Flows on Graphons

The goal of this section is to prove Theorem 1.2. Section 4.1 is mostly for the completeness. In Section 4.1 we define an implicit Euler scheme following [AGS08] that allows one to prove the existence of gradient flow in Theorem 4.4. However, the conditions in Theorem 4.4 are hard to verify. We do not use this existence result. Later we prove an alternate existence theorem for gradient flow. However, the main highlight of Section 4.1 is Proposition 4.5 where we prove a \(\Gamma\)-convergence result for Euler iterates on finite dimensional matrices (or step-kernels). This result is crucial in the proof of our main theorem and we believe that it would be of independent interest as well.

In Section 4.2.1 we introduce a notion of ‘Fréchet-like derivative’ which in turn allows us to prove the existence of gradient flow for function \(F\) that have Fréchet-like derivative. We do verify this condition for a large class of functions in Section 5. As pointed out in the introduction, the existence of a Fréchet-like derivative not only allows us to prove the existence of gradient flow, but it also allows a kernel representation of the gradient flow (see Theorem 4.14) which is extremely useful in practice. This section is the most technical part of the paper and has many results of independent interest.

In Section 4.3 we give the proof of main result Theorem 1.2. This section can be read directly after Section 3 and Proposition 4.5.

Finally, Section 4.5 complements the discussion by proving that the gradient flows in \((\hat{\mathcal{W}}, \delta_2)\) can also be described by a family of continuity equations. This plays an important role in [HOP+22].

#### 4.1. Implicit Euler method, Generalized Minimizing Movements

Here we introduce an implicit Euler scheme and use to show the existence of gradient flow. We begin with the setup and definitions. Given \(F: \hat{\mathcal{W}} \to \mathbb{R} \cup \{\infty\}\), a step size \(\tau > 0\) and \([U] \in \hat{\mathcal{W}},\) define a
functional $\Phi_F(\tau, [U]; \cdot): \hat{W} \to \mathbb{R} \cup \{\infty\}$, called *penalized functional*, given by

$$\Phi_F(\tau, [U]; [V]) := F([V]) + \frac{1}{2\tau} \delta_2^2([V], [U]),\tag{34}$$

and a set-valued *resolvent operator* $J_\tau$ on $\hat{W}$ as

$$J_\tau([U]) := \arg\min_{\hat{W}} \Phi_F(\tau, [U]; \cdot), \quad \text{for } [U] \in \hat{W}.\tag{35}$$

For a sequence $\tau := (\tau_n)_{n \in \mathbb{N}}$ of positive time steps with $|\tau| := \sup_{n \in \mathbb{N}} \tau_n < \infty$, we can associate a partition of the time interval $(0, \infty)$ as

$$P_\tau := \{I^n_\tau := (t^{n-1}_\tau, t^n_\tau)\}_{n \in \mathbb{N}}, \quad \tau_n = t^n_\tau - t^{n-1}_\tau,$$

if $t^0_\tau = 0$ and $\lim_{n \to \infty} t^n_\tau = \infty$. Given such a sequence $\tau$ and $[U_{\tau,0}] \in \hat{W}$, we can obtain a sequence $([U_{\tau,n}])_{n \in \mathbb{N}}$ by iteratively solving for $[U_{\tau,n}]$, by setting

$$[U_{\tau,n}] \in J_{\tau_n}([U_{\tau,n-1}]),\tag{36}$$

provided $J_{\tau_n}([U_{\tau,n-1}])$ is non-empty for every $n \in \mathbb{N}$. Note that the iterates $([U_{\tau,n}])_{n \in \mathbb{N}}$ tries to minimize the function $F$ at each step, but it is penalized against taking big jumps. In practice, therefore, it makes sense to treat the curve obtained by joining these iterates as a proxy for gradient flow. We need the following definition to makes this idea precise.

**Definition 4.1** (Discrete solution). *Given the sequence $([U_{\tau,n}])_{n \in \mathbb{N}}$ as above in equation (36), interpolate the discrete points by a piece-wise constant left-continuous function $\overline{[U_\tau]}: [0, \infty) \to \hat{W}$, defined as*

$$\overline{[U_\tau]}(0) := [U_{\tau,0}], \quad \overline{[U_\tau]}(t) := [U_{\tau,n}], \quad t \in (t_{n-1}, t_n].\tag{37}$$

*We call $\overline{[U_\tau]}$ to be a discrete solution corresponding to the partition $P_\tau$."

Discrete solutions are simply a way of creating a curve from the iterates of resolvent operator. One should expect that as one take $|\tau_n| \to 0$, the discrete solutions yield a curve that is often a good candidate for gradient flow (a.k.a. curves of maximal slope) in an arbitrary metric space setting. Such curves are called generalized minimizing movements that we define below.

**Definition 4.2** (Generalized minimizing movements). *For a function $F$, its corresponding functional $\Phi_F$ as defined in equation (34), and an initial datum $[U_0] \in \hat{W}$, we say that a curve $\omega = (\omega_t)_{t \in \mathbb{R}_+}$ in $\hat{W}$ is a generalized minimizing movement (GMM) for $\Phi_F$ starting from $[U_0] \in \hat{W}$ if there exists a sequence of sequences $([\tau_k])_{k \in \mathbb{N}}$ with $\lim_{k \to \infty} |\tau_k| = 0$ and a corresponding sequence of discrete solutions $([\overline{[U_{\tau_k}]}])_{k \in \mathbb{N}}$ defined as in Definition 4.1 such that for all $t \in \mathbb{R}_+$,

$$\lim_{k \to \infty} F([U_{\tau_k,0}]) = F([U_0]), \quad \limsup_{k \to \infty} \delta_2([U_{\tau_k,0}], [U_0]) < \infty,$$

$$\delta_\square \lim_{k \to \infty} \overline{[U_{\tau_k}]}(t) = \omega_t.\tag{38}$$

There is a related definition of *minimizing movement* (MM) curves that can be found in [AGS08, Definition 2.0.6] where the conditions in equation (38) need to hold for all sequences of partitions with vanishing norm. The set of all minimizing movements and generalized minimizing movements on the metric space $(\hat{W}, \delta_2)$ with respect to the metric $\delta_\square$
starting from \([U_0] \in \text{eff-Dom}(F)\) are denoted by \(\text{MM}_{\delta_2,\delta_0}(\Phi_F,[U_0])\) and \(\text{GMM}_{\delta_2,\delta_0}(\Phi_F,[U_0])\) respectively. From their definitions it can be verified that the set of minimizing movements is contained in the set of generalized minimizing movements. See [AGS08, Definition 2.0.6] for the precise difference between them. Since \((\hat{\mathcal{W}},\delta_2)\) is a bounded metric space, the second conditions in equation (38) and [AGS08, equation 2.0.10] are trivially satisfied.

**Lemma 4.3.** If \(F:\hat{\mathcal{W}} \to \mathbb{R} \cup \{\infty\}\) is sequentially \(\delta_{\square}\)-lower semicontinuous, then

1. for every \(\tau > 0\) and \([U] \in \hat{\mathcal{W}}\), we have \(\inf_{\hat{\mathcal{W}}} \Phi_F(\tau, [U]; \cdot) > -\infty\), where \(\Phi_F\) is defined in equation (34), and
2. if \(([U_n])_{n \in \mathbb{N}} \subset \hat{\mathcal{W}}\) with \(\sup_{n \in \mathbb{N}} F([U_n]) < \infty\), then \(([U_n])_{n \in \mathbb{N}}\) admits a \(\delta_{\square}\)-converging subsequence.

**Proof.** Since \((\hat{\mathcal{W}},\delta_2)\) is a compact metric space [LS07], from the Weierstrass Theorem [San15, Box 1.1], both \(\arg\min_{\hat{\mathcal{W}}} F\) and \(\arg\min_{\hat{\mathcal{W}}} \Phi_F(\tau, [U]; \cdot)\) exist for all \(\tau > 0\) and \([U] \in \hat{\mathcal{W}}\). Thus the minima are greater than \(-\infty\), and every sequence admits a \(\delta_{\square}\)-converging subsequence. \(\square\)

From Lemma 2.4 we know that the topology induced by \(\delta_2\) is sequentially \(\delta_{\square}\)-lower semicontinuous. This with Lemma 4.3 shows that the assumptions in [AGS08, Proposition 2.2.3] are satisfied, guaranteeing that \(\text{GMM}_{\delta_2,\delta_0}(\Phi_F,[U_0])\) is non-empty. If \(|\partial F|\) is \(\delta_{\square}\)-lower semicontinuous and \(F\) is \(\delta_{\square}\)-continuous on the sublevel sets of \(|\partial F|\), then it follows from [AGS08, Theorem 2.3.1] that every element \(\omega \in \text{GMM}_{\delta_2,\delta_0}(\Phi_F,[U_0])\), for \([U_0] \in \text{eff-Dom}(F)\), is a curve of maximal slope. For the sake of clarity, we record the above discussion as a theorem.

**Theorem 4.4 (Existence of curves of maximal slope-I).** Suppose \(F:\hat{\mathcal{W}} \to \mathbb{R} \cup \{\infty\}\) satisfies the following conditions.

1. \(F\) is \(\delta_{\square}\)-lower semicontinuous on \(\text{eff-Dom}(F)\).
2. Its local slope \(|\partial F|\) is \(\delta_{\square}\)-lower semicontinuous in \(\text{eff-Dom}(F)\).
3. \(F\) is \(\delta_{\square}\)-continuous on the sublevel sets of \(|\partial F|\).

Then every curve \(\omega \in \text{GMM}_{\delta_2,\delta_0}(\Phi_F,[U_0])\), for \([U_0] \in \text{eff-Dom}(F)\), is a curve of maximal slope.

In practice, it is difficult to compute \(|\partial F|\) or to ascertain its \(\delta_{\square}\)-lower semicontinuity. This makes it difficult to apply Theorem 4.4 on natural examples. Later in Theorem 4.14 we show that, when \(f\) admits a Fréchet-like derivative that is \(\lambda\)-semiconvex on \((\mathcal{W},d_2)\) for some \(\lambda \in \mathbb{R}\), the existence of a curve of maximal slope follows without requiring \(\delta_{\square}\)-lower semicontinuity of \(|\partial F|\).

### 4.1.1. \(\Gamma\)-convergence of penalized functional.

Recall that the goal of this paper is to show that the Euclidean gradient flows on matrices converge in suitable sense to gradient flow on graphons. In the previous section, we establish that the gradient flows in very general settings can be obtained as the limits of discrete solutions. In this section, we show that iterates of \(J_\tau|_{\hat{\mathcal{W}}_k}\) converge in suitable sense to the iterates of \(J_\tau|_{\hat{\mathcal{W}}_k}\) as \(k \to \infty\).

More formally, for any \(k \in \mathbb{N}\), define \(J_\tau^{(k)}\) to be the resolvent operator on \(\hat{\mathcal{W}}_k\) as

\[
J_\tau^{(k)}([U]) := \arg\min_{\hat{\mathcal{W}}_k} \Phi_F(\tau, [U]; \cdot) = \arg\min_{\hat{\mathcal{W}}_k} \left\{ F + \frac{1}{2\tau} \delta_0^2([U], \cdot) \right\},
\]

for any \(\tau > 0\), \([U] \in \hat{\mathcal{W}}_k\).
The following Lemma essentially shows Γ-convergence of the penalized functionals \( \Phi_F \), restricted to \( \hat{W}_k \), as \( k \to \infty \).

**Proposition 4.5.** Fix some \( \delta \)-continuous function \( F : \hat{W} \to \mathbb{R} \cup \{ \infty \} \) and some step size \( \tau > 0 \). Consider a sequence \( ([U_k] \in \hat{W}_k)_{k \in \mathbb{N}} \) such that \( ([U_k])_{k \in \mathbb{N}} \xrightarrow{\delta} [U] \) as \( k \to \infty \) for some \([U] \in \hat{W}\). For each \( k \in \mathbb{N} \), let \( [U^+_{k,\tau}] \in \arg\min_{[U] \in \hat{W}} \Phi_F(\tau, [U]; \cdot) \). Suppose \([U^+_{k,\tau}] \) is any \( \delta \)-limit point of the sequence \( ([U^+_{k,\tau}])_{k \in \mathbb{N}} \). Then \( [U^+_{\infty,\tau}] \in \arg\min_{[U] \in \hat{W}} \Phi_F(\tau, [U]; \cdot) \).

**Proof.** Note that for any sequence of graphons \( ([W_k])_{k \in \mathbb{N}} \) such that \( ([W_k])_{k \in \mathbb{N}} \xrightarrow{\delta} [W] \) for some \([W] \in \hat{W}\), by Lemma 2.4 we have

\[
\liminf_{k \to \infty} \delta_2([U_k], [W_k]) \geq \delta_2([U], [W]).
\]

We now construct a recovery sequence of graphons \( ([W^*_k])_{k \in \mathbb{N}} \in \hat{W} \) such that \( \lim_{k \to \infty} \delta_2([U_k], [W^*_k]) = \delta_2([U], [W]), \) and \( \lim_{k \to \infty} \delta_2([W^*_k], [W]) = 0 \).

To do so, we first obtain \( \varphi, \psi \in \mathcal{T} \) from Definition 2.3 and [Jan13, Theorem 6.16] such that

\[
\delta_2([U], [W]) = \|U^\varphi - W^\psi\|_2.
\]

Since \( \delta_2([U_k], [U]) \to 0 \) as \( k \to \infty \), using [Lov12, Theorem 11.59] we can find \( (\varphi_k \in \mathcal{I}_k)_{k \in \mathbb{N}} \) such that

\[
\lim_{k \to \infty} \|U^\varphi_k - U^\varphi\|_\square = 0.
\]

We now define a sequence of kernels \( (Z_k \in W_k)_{k \in \mathbb{N}} \) as

\[
Z_k := U^\varphi_k - \mathbb{E}[U^\varphi | \mathcal{F}_k],
\]

where \( \mathcal{F}_k = \sigma\{Q_k \times Q_k\} \) for every \( k \in \mathbb{N} \). Note that

\[
\|Z_k\|_\square \leq \|U^\varphi_k - U^\varphi\|_\square + \|U^\varphi - \mathbb{E}[U^\varphi | \mathcal{F}_k]\|_\square
\]

\[
\leq \|U^\varphi_k - U^\varphi\|_\square + \|U^\varphi - \mathbb{E}[U^\varphi | \mathcal{F}_k]\|_2.
\]

Also note that for any \( V \in \mathcal{W} \), the martingale sequence \( (\mathbb{E}[V | \mathcal{F}_k] \in W_k)_{k \in \mathbb{N}} \) converges to \( V \in \mathcal{W} \) in \( L^2([0,1]^{(2)}) \) as \( k \to \infty \). Using \( L^2 \) convergence of the martingales \( \mathbb{E}[U^\varphi | \mathcal{F}_k] \) and equation (43) we conclude that

\[
\|Z_k\|_\square \to 0, \quad \text{as} \quad k \to \infty.
\]

The sequence of kernels \( (W^*_k \in W_k)_{k \in \mathbb{N}} \) can now be defined as

\[
W^*_k := \mathbb{E}[W^\psi | \mathcal{F}_k] + Z_k.
\]

It now follows that for any \( k \in \mathbb{N} \),

\[
\|W^*_k - W^\psi\|_\square \leq \|\mathbb{E}[W^\psi | \mathcal{F}_k] - W^\psi\|_\square + \|Z_k\|_\square
\]

\[
\leq \|\mathbb{E}[W^\psi | \mathcal{F}_k] - W^\psi\|_2 + \|Z_k\|_\square.
\]

Using \( L^2 \) convergence of the martingales, and equation (44) we obtain \( \|(W^*_k)^\psi - W^\psi\|_\square \to 0 \) and therefore have

\[
\limsup_{k \to \infty} \delta_\square([W^*_k], [W]) = 0.
\]
Moreover,
\[
\|U^{\phi_k}_k - W^*_k\|^2_2 = \|\mathbb{E}[U^\psi | \mathcal{F}_k] - \mathbb{E}[W^\psi | \mathcal{F}_k]\|^2_2
\]
(46)
\[
\leq \|U^\psi - W^\psi\|^2_2 = \delta_2([U], [W])
\]
(using equation (42)),
where the last inequality follows from [Lov12, Equation 9.7]. From equation (46) and Lemma 2.4 we obtain
\[
\lim_{k \to \infty} \delta_2([U_k], [W^*_k]) = \delta_2([U], [W]).
\]
(47)

Now, by the definition of \(U^+_{k, \tau}\), we have
\[
F([U^+_{k, \tau}]) + \frac{1}{2\tau} \delta^2_2([U_k], [U^+_{k, \tau}]) \leq F([W^*_k]) + \frac{1}{2\tau} \delta^2_2([U_k], [W^*_k]).
\]
(48)

Taking \(\liminf_{k \to \infty}\) on both sides of equation (48), and from equation (40), equation (41) and the \(\delta_2\)-continuity of \(F\), we get
\[
F([U^+_{\infty, \tau}]) + \frac{1}{2\tau} \delta^2_2([U], [U^+_{\infty, \tau}]) \\
\leq \liminf_{k \to \infty} F([U^+_{k, \tau}]) + \liminf_{k \to \infty} \frac{1}{2\tau} \delta^2_2([U_k], [U^+_{k, \tau}]) \\
\leq \liminf_{k \to \infty} F([W^*_k]) + \liminf_{k \to \infty} \frac{1}{2\tau} \delta^2_2([U_k], [W^*_k]) = F([W]) + \frac{1}{2\tau} \delta^2_2([U], [W]).
\]
(49)

Since \([W] \in \hat{W}\) was arbitrary, this completes the proof. \(\square\)

### 4.2. Fréchet-like derivatives and Existence of gradient flow.

In Section 4.2.1 we introduce the notion of Fréchet-like differentiability. The most important result in Section 4.2.1 is Lemma 4.9 which relates the Fréchet-like derivative with the local slope of the function. This plays a crucial role in Section 4.2.2 where we show the existence of gradient flow in Theorem 4.14.

#### 4.2.1. Fréchet-like derivatives and local slope.

Recall that given a function \(F: \hat{W} \to \mathbb{R} \cup \{\infty\}\), we can define an invariant function \(f: W \to \mathbb{R} \cup \{\infty\}\) such that \(f = F \circ [\cdot]\).

**Definition 4.6** (Fréchet-like derivative on \(W\)). Suppose \(f: W \to \mathbb{R} \cup \{\infty\}\) is an invariant function. Let \(V \in \text{eff-Dom}(f)\). The Fréchet-like derivative at \(V\) is given by any \(\phi \in L^\infty([0,1]^2)\) that satisfies the following condition,
\[
\lim_{W \in W, \|W - V\|_2 \to 0} \frac{f(W) - f(V) - \langle \phi, W \rangle - \langle \phi, V \rangle}{\|W - V\|_2} = 0,
\]
(50)
where \(\langle \cdot, \cdot \rangle\) is the usual inner product on \(L^2([0,1]^2)\). If \(f\) admits a Fréchet-like derivative at every \(V \in \text{eff-Dom}(f)\), we denote the map that takes \(V\) to the corresponding \(\phi\) by \(D_W f\). In that case we say that \(f\) is Fréchet differentiable.

In [DGKR15], the authors consider Gâteaux and Fréchet derivatives of functions on graphons with respect to the cut metric. However, as they remark [DGKR15, Remark 2.18, page 195], such a notion of Fréchet derivative is too weak to cover natural functions such as homomorphism densities.

The next lemma shows that Fréchet-like derivatives behave nicely under the Lebesgue measure-preserving transforms and hence is a well-defined map from \(\hat{W}\) to \(\hat{L}^\infty([0,1]^2)\).
That is, we can project $D_W f$ to obtain $D_{\hat{W}} f$: eff-Dom$(F) \to \hat{L}^\infty([0,1]^2)$ as $D_{\hat{W}} f([V]) := [D_W f(V)]$ for $V \in \mathcal{W}$.

**Lemma 4.7.** Let $f: \mathcal{W} \to \mathbb{R} \cup \{ \infty \}$ be an invariant function. Let $V, V' \in$ eff-Dom$(f)$ such that $V' = V^{\varphi}$ for some $\varphi \in \mathcal{T}$. Suppose that the Fréchet-like derivatives $D_W f(V)$ and $D_W f(V')$ exist. If $\varphi = D_W f(V)$ and $\varphi' = D_W f(V')$, then $\varphi' = \varphi \ a.e.$ In particular, this implies that $D_W f(V) \in L^\infty([0,1]^2)$ if it exists, is unique.

**Proof.** Let the sequence $(V_n)_{n \in \mathbb{N}} \subset \mathcal{W}$ be such that $\|V_n - V\|_2 \to 0$ as $n \to \infty$, then we have $\|V_n^{\varphi} - V^{\varphi}\|_2 \to 0$ as $n \to \infty$. We first show that

\[
\lim_{n \to \infty} \frac{\langle \varphi' - \varphi^{\varphi}, V_n^{\varphi} - V^{\varphi} \rangle}{\|V_n - V\|_2} = 0.
\]

To this end, recall that $f$ is invariant and hence $f(V) = f(V^{\varphi})$ and $f(V_n^{\varphi}) = f(V_n)$. Therefore, we have

\[
\lim_{n \to \infty} \frac{\langle \varphi' - \varphi^{\varphi}, V_n^{\varphi} - V^{\varphi} \rangle}{\|V_n - V\|_2} = \lim_{n \to \infty} \left[ \frac{f(V_n) - f(V) - \langle \varphi, V_n - V \rangle}{\|V_n - V\|_2} - \frac{f(V_n^{\varphi}) - f(V^{\varphi}) - \langle \varphi', V_n^{\varphi} - V^{\varphi} \rangle}{\|V_n^{\varphi} - V^{\varphi}\|_2} \right] = 0,
\]

where the last equality holds because each limit individually goes to 0 by the definition of Fréchet differentiability and our assumption that $f$ has Fréchet-like derivative at $V$ and $V'$.

We now show that $\varphi' = \varphi$ a.e. Let $A^+ := \{\varphi' - \varphi^{\varphi} > 0\}$ and $A^- := \{\varphi' - \varphi^{\varphi} < 0\}$. It suffices to show that $|A^+| + |A^-| = 0$. We only prove that $A^+$ has measure 0, the proof for $A^-$ follows similarly. Let $A := \{V = 1\} \cap A^+$ and $B := \{V < 1\} \cap A^+$. We claim that both $A$ and $B$ have measure 0. We prove this by contradiction. Suppose, for contradiction, that $|B| > 0$. Define the set $B^{\varphi} := \{(x,y) \in [0,1]^2 | (\varphi(x), \varphi(y)) \in B\}$ and note that $|B| = |B^{\varphi}|$ and hence $|B^{\varphi}|$ has positive measure. Set $V_n := V + \frac{1}{n} \chi_{B^{\varphi}}$ and note that $\|V_n - V\|_2 = \frac{|B|}{n} \to 0$ as $n \to \infty$. By equation (51) we conclude that

\[
0 = \langle \varphi' - \varphi^{\varphi}, \chi_{B^{\varphi}} \rangle = \int_B (\varphi' - \varphi^{\varphi})(x,y) \, dx \, dy > 0,
\]

which is a contradiction. Therefore, we must have that $B$ has measure 0. Repeating the same argument with $V_n := V - \frac{1}{n} \chi_{A^{\varphi}}$, shows that $A$ has measure 0. Since $A^+ = A \cup B$, it follows that $A^+$ has measure zero.

To conclude the second part, suppose that $\varphi$ and $\varphi'$ are two Fréchet-like derivatives of $f$ at $V$. Then, (taking $\varphi = \text{id}$) we must have that $\varphi = \varphi' \ a.e.$ Hence, $D_W f(V)$ is a unique element in $L^\infty([0,1]^2)$.

Let $F: \hat{W} \to \mathbb{R} \cup \{ \infty \}$ and let $f: \mathcal{W} \to \mathbb{R} \cup \{ \infty \}$ be the invariant extension of $F$. Lemma 4.7 justifies saying $F$ has Fréchet-like derivative if $f$ has a Fréchet-like derivative. Note that the Lemma 4.7 says that not only can the Fréchet-like derivative be thought of as a graphon, but also the two graphons $[D_W f(V)]$ and $[V]$ are ‘coupled’ in the sense that they are two sets of “edge weights” associated with the edges of the same exchangeable continuum “graph”. We make a formal definition to capture this relationship.
Definition 4.8 (Coupled graphons). For any $r \in \mathbb{N}$, we define the set $[W_1] \odot [W_2] \odot \cdots \odot [W_r] \subseteq \hat{\mathcal{W}}^r$ with initial labeling $(W_1, W_2, \ldots, W_r) \in \mathcal{W}^r$ as
\[(52) \odot [W_i] := \{(W_i^\varphi)^{r_{i=1}} | \varphi \in \mathcal{T}\}.
\]
Without loss of generality, we will always refer to the elements in $\odot_{i=1}^r[W_i]$ with the initial labeling $(W_i^\varphi)^{r_{i=1}}$ unless specified. Since we can also relabel elements in $L^\infty([0,1](2^2))$ (i.e., apply the map $V \mapsto V^\varphi$, for $V \in L^\infty([0,1](2^2)$ and $\varphi \in \mathcal{T}$), we can generalize Definition 4.8 to tuples with elements in $L^\infty([0,1](2^2)) \supseteq \mathcal{W}$. That is, we can consider sets of the form
\[(53) \odot_{i=1}^r [V_i] := \{(V_i^\varphi)^{r_{i=1}} | \varphi \in \mathcal{T}\},
\]
with initial labeling $(V_i \in L^\infty([0,1](2^2)))_{i=1}^r$. Therefore, from Lemma 4.7, if $V \in [V] \subseteq \hat{\mathcal{W}}$, and $\phi = D_W f(V)$, then $(V, \phi) \in [V] \odot [\phi]$.

For $(V, \phi) \in [V] \odot [\phi]$, we define the set $G_V \subseteq [0,1]^2$ as
\[(54) G_V := \{|V| < 1\} \cup \{V = 1, \phi > 0\} \cup \{V = -1, \phi < 0\}.
\]
Since $(V, \phi) \in [V] \odot [\phi]$, the set $G_V$ is well defined on $\hat{\mathcal{W}}$. For any $\varphi \in \mathcal{T}$, $G_{V^\varphi} = (G_V)^\varphi := \{r(x), \varphi(y)) \in [0,1]^2 | (x, y) \in G_V\}$.

The next lemma gives an expression for the local slope of $F$ in terms of its Fréchet-like derivative.

Lemma 4.9. Let $F \colon \hat{\mathcal{W}} \to \mathbb{R} \cup \{\infty\}$ be a function and $f \colon \mathcal{W} \to \mathbb{R} \cup \{\infty\}$ its invariant extension. Assume that for each $[V] \in \hat{\mathcal{W}}$ the Fréchet-like derivative $D_W f(V)$ exists for all $V \in [V]$, then the local slope (Definition 2.10) of $F$ at $[V]$ satisfies
\[(55) |\partial F|([V]) = \eta_F([V]) := \sup_{W \in \mathcal{W}} \frac{\langle \phi, V - \phi, W \rangle^+}{\|V - W\|_2} = \|\phi\|_{G^V},
\]
where $V \in [V]$ and $\phi = D_W f(V)$. In particular, $|\partial F|([V]) = \|\phi\|_F$ if $V \in \{U \in \mathcal{W} | |U| < 1 \text{ a.e.} \} \cap \text{eff-Dom}(f)$.

Proof. Fixing $[V] \in \text{eff-Dom}(F)$, we verify using Lemma 4.7 that $\eta_F$ is well defined on $\hat{\mathcal{W}}$. If $V_2 = V_1^\varphi$ for $V_1 \in [V]$ for some $\varphi \in \mathcal{T}$, and $\phi_1 = D_W f(V_1)$ then $D_W f(V_2) = \phi_1^\varphi =: \phi_2$, and
\[(56) \sup_{W \in \mathcal{W}} \frac{\langle \phi_1, V_1 - W \rangle^+}{\|V_1 - W\|_2} = \sup_{W \in \mathcal{W}} \frac{\langle \phi_1^\varphi, V_1^\varphi - \phi_1^\varphi, W^\varphi \rangle^+}{\|V_1^\varphi - W^\varphi\|_2} = \sup_{W \in \mathcal{W}} \frac{\langle \phi_2, V_2 - \phi_2, W\rangle^+}{\|W - V_2\|_2}.
\]

We will now break the proof of the claim into two parts:

1. For any $\epsilon > 0$, let us consider $[W] \in \hat{\mathcal{W}}$ such that $\delta_2([V], [W]) < \delta_\epsilon/2$ for some $\delta_\epsilon > 0$ such that if $\epsilon \to 0$, then $\delta_\epsilon \to 0$. From Definition 2.2, there exists $\varphi \in \mathcal{T}$ such that $\delta_2([V], [W]) < \|W^\varphi - V\|_2 \leq \delta_2([V], [W]) + \delta_\epsilon/2$, i.e.,
\[(57) \delta_\epsilon/2 > \delta_2([V], [W]) \geq \|W^\varphi - V\|_2 - \delta_\epsilon/2 > 0.
\]

From assumption if we choose $W^\varphi \in \mathcal{W}$, since $\|W^\varphi - V\|_2 < \delta_\epsilon$ we get
\[(58) -\epsilon \leq \frac{f(W^\varphi) - f(V) - \langle \phi, W^\varphi \rangle - \langle \phi, V \rangle}{\|W^\varphi - V\|_2} \leq \epsilon,
\]
where \( \phi = D_W(V) \). Using equations (58) and equation (57), we get

\[
\frac{(F([V]) - F([W]))^+}{\delta_2([V],[W])} \leq \frac{(F([V]) - F([W]))^+}{\|W^\varphi - V\|_2 - \delta \varepsilon /2} \\
\leq \frac{(\langle \phi, V \rangle - \langle \phi, W^\varphi \rangle + \varepsilon \|W^\varphi - V\|_2)^+}{\|W^\varphi - V\|_2 - \delta \varepsilon /2} \\
\leq \frac{(\langle \phi, V \rangle - \langle \phi, W^\varphi \rangle + \varepsilon)^+}{\|W^\varphi - V\|_2} \frac{\|W^\varphi - V\|_2}{\|W^\varphi - V\|_2 - \delta \varepsilon /2} \\
\leq (\eta_F([V]) + \varepsilon) \frac{\|W^\varphi - V\|_2}{\|W^\varphi - V\|_2 - \delta \varepsilon /2}
\]

(59)

for some \( V \in [V] \). Taking \( \varepsilon \to 0 \) in equation (59) we get

\[
|\partial F([V])| \leq \eta_F([V]).
\]

(60)

When \( \eta_F([V]) > 0 \), for all \( \varepsilon \in (0, \eta_F([V])) \), by the definition of \( \eta_F([V]) \), for any \( V \in [V] \) and \( \phi = D_W(V) \), there exists \( W \in \mathcal{W} \) such that

\[
0 < \varepsilon < \eta_F([V]) \leq \frac{(\phi, V) - (\phi, W)}{\|V - W\|_2} + \varepsilon.
\]

(61)

Let \( W_t := (1 - t)V + tW \) for all \( t \in [0, 1] \). Since \( \mathcal{W} \) is a convex subset of \( L^2([0, 1]^{(2)}) \), the curve \( (W_t)_{t \in [0, 1]} \subseteq \mathcal{W} \). Since \( \|W_t - V\|_2 \to 0 \) as \( t \to 0 \), by assumption we have

\[
\lim_{t \to 0} \frac{f(W_t) - f(V) - (\langle \phi, W_t \rangle - (\phi, V))}{\|W_t - V\|_2} = 0 \\
\implies \lim_{t \to 0} \frac{f(W_t) - f(V) - t((\phi, W) - (\phi, V))}{t\|W - V\|_2} = 0 \\
\implies \lim_{t \to 0} \frac{f(V) - f(W_t)}{t\|W - V\|_2} = \frac{(\phi, V) - (\phi, W)}{\|V - W\|_2} \geq \eta_F([V]) - \varepsilon > 0 \\
\implies \lim_{t \to 0} \frac{f(V) - f(W_t)}{\|W_t - V\|_2} = \lim_{t \to 0} \frac{(f(V) - f(W_t))^+}{t\|W - V\|_2} \geq \eta_F([V]) - \varepsilon \\
\implies \lim_{t \to 0} \frac{(F([V]) - F([W_t]))^+}{\delta_2([W_t],[V])} \geq \eta_F([V]) - \varepsilon.
\]

(62)

Therefore, the curve \( ([W_t])_{t \in [0, 1]} \to [V] \) along which equation (62) holds for every \( \varepsilon > 0 \). When \( \eta_F([V]) = 0 \), equation (62) trivially holds for \( \varepsilon = 0 \).

Combining the two parts, we find that \( |\partial F([V])| = \eta_F([V]) \).

For any \( n \in \mathbb{N} \) and \( \delta_n > 0 \), let \( A_{\delta_n} := \{V_i < \delta_n \} \cup \{V = 1, \phi > 0 \} \cup \{V = -1, \phi < 0 \} \). Note that for any \( t_n > 0 \) and \( \delta_n > 0 \), define \( W_n := V - t_n \phi 1_{A_{\delta_n}} \) and

\[
\frac{(\langle \phi, V \rangle - (\phi, W_n))^+}{\|V - W_n\|_2} = \|\phi 1_{A_{\delta_n}}\|_2.
\]

(63)

Let \( (\delta_n)_{n \in \mathbb{N}} \) be a sequence in \( (0, 1) \) such that \( \lim_{n \to \infty} \delta_n = 1 \). Since \( \phi \in L^\infty([0, 1]^{(2)}) \), for every \( \delta_n > 0 \), there exists \( t_n > 0 \) such that \( W_n = V - t_n \phi 1_{A_{\delta_n}} \in \mathcal{W} \) for each \( n \in \mathbb{N} \). It follows from
where the last equality follows from the dominated convergence theorem and the fact that \( \mathbb{1}_{A_n} \to \mathbb{1}_{G_V} \) a.e. as \( \delta_n \to 1 \).

For any \( W \in \mathcal{W} \), define \( W_0 = W \) on \( G_V \) and \( W_0 = V \) otherwise. Note that

\[
\langle \phi, V - W \rangle = \int_{G_V} \phi(V - W) \, d\lambda_{[0,1]^2} + \int_{[0,1]^2 \setminus G_V} \phi(V - W) \, d\lambda_{[0,1]^2} = \int_{G_V} \phi(V - W_0) \, d\lambda_{[0,1]^2} + \int_{[0,1]^2 \setminus G_V} \phi(V - W_0) \, d\lambda_{[0,1]^2} \\
\leq \int_{G_V} \phi(V - W_0) \, d\lambda_{[0,1]^2} = \int_{G_V} \phi(V - W_0) \, d\lambda_{[0,1]^2} = \langle \phi, V - W_0 \rangle,
\]

where the inequality above follows from the fact that \( \phi(V - W) \leq 0 \) on \([0,1]^2 \setminus G_V\). Using that \( \|V - W_0\|_2 \leq \|V - W\|_2 \), we obtain

\[
\frac{(\langle \phi, V \rangle - \langle \phi, W \rangle)^+}{\|V - W\|_2} \leq \frac{(\langle \phi, V \rangle - \langle \phi, W_0 \rangle)^+}{\|V - W_0\|_2}.
\]

It therefore follows that

\[
\eta_F([V]) := \sup_W \frac{(\langle \phi, V \rangle - \langle \phi, W \rangle)^+}{\|V - W\|_2},
\]

where the supremum is taken over \( W \in \mathcal{W} \) such that \( W = V \) on \([0,1]^2 \setminus G_V\). For any such \( W \), we obtain by the Cauchy–Schwarz inequality that \( \langle \phi, V - W \rangle \leq \|\phi\|_{G_V} \|V - W\|_2 \). Therefore, it follows from that

\[
\eta_F([V]) \leq \|\phi\|_{G_V}.
\]

Combining equations (64) and (67), the conclusion follows. \( \square \)

**Remark 4.10.** We can define a similar expression for the set valued function \( G \) when \( \text{eff-Dom}(f) \) is a cubic domain. As an example, when \( \text{eff-Dom}(f) = \{W \in \mathcal{W} \mid a \leq W \leq b \text{ a.e.}\} \) for some \(-1 \leq a \leq b \leq 1\) (see Section 5.1.1 for a discussed example), we can define \( G_V \subseteq [0,1]^2 \) for any \( V \in \text{eff-Dom}(f) \) as

\[
G_V = \{a < V < b \} \cup \{V = b, \phi > 0 \} \cup \{V = a, \phi < 0 \},
\]

for \( (V, \phi := D_W f(V)) \in [V] \circ [\phi] \). Lemma 4.9 continues to hold when \( V \in \text{eff-Dom}(f) \subseteq \mathcal{W} \) whenever \( \text{eff-Dom}(f) \) is a cubic domain. In this case, the set valued function \( G \) is defined as described above and the proof of Lemma 4.9 can be modified accordingly.

**Remark 4.11.** Lemma 4.9 has an important consequence that will be used later. As the metric derivative of a gradient flow is given by its local slope at each point, Lemma 4.9 says that if \( \omega \) is a gradient flow of \( F \), then its local slope is given by the \( L^2 \)-norm of its Fréchet-like derivative, i.e., \( |\partial F|([\omega_t]) = \|\phi(\omega_t)\|_{G_{\omega_t}} = \|D_{\dot{W}} F(\omega_t) \mathbb{1}_{G_{\omega_t}}\|_2 \) for all \( t > 0 \). Here for any \( t > 0 \),

\[
D_{\dot{W}} F(\omega_t) \mathbb{1}_{G_{\omega_t}} := \left\{ (D_W f(U_t) \mathbb{1}_{G_{U_t}}) \varphi \in L^\infty([0,1]^2) \mid \varphi \in \mathcal{T} \right\},
\]
for \( U_t \in \omega_t \). Since the \( L^2 \)-norm is invariant under measure preserving transformations \([}\text{Jan13}, \text{Lemma 5.5}]\), the \( L^2 \)-norms of graphons are well-defined. In fact, if one defines a kernel valued curve \((W_t)_{t \in [0, T]}\) by setting \( W'_t = -D_W f(W_t) \mathbb{1}_{G_{W_t}} \) pointwise, then the curve \( t \mapsto \omega_t = [W_t] \) is a gradient flow (a.k.a. curve of maximal slope). This is shown in Lemma 4.13 which in turn shows the existence of a gradient flow under suitable assumption (See Theorem 4.14).

**Lemma 4.12.** Let \( F : \hat{W} \to \mathbb{R} \cup \{\infty\} \) be a function and \( f : W \to \mathbb{R} \cup \{\infty\} \) be its invariant extension. Let \( F \) be Fréchet differentiable. Let us consider \( \omega \in AC(W, \delta_2) \), and let \((W_t)_{t \in [0, 1]} \in AC(W, d_2)\) be its representative curve such that \( W'_t = -\eta_F([W_t]) N_t \) for a.e. \( t \in [0, 1] \) for some \( N_t \in L^\infty([0, 1]) \) satisfying \( \|N_t\|_2 = 1 \) and \( \langle \phi_t, N_t \rangle = \eta_F([W_t]) \). Then, \( \omega \) is a curve of maximal slope on \((\hat{W}, \delta_2)\).

**Proof.** Since \((W_t)_{t \in [0, 1]} \in AC(W, d_2)\), the metric derivative of \((W_t)_{t \in [0, 1]} \) with respect to \( d_2 \) at any \( t \in (0, 1) \) is given by

\[
\lim_{h \to 0} \frac{\|W_{t+h} - W_t\|_2}{|h|} = \|W'_t\|_2 = \|\eta_F([W_t]) N_t\|_2 = |\eta_F([W_t])|.
\]

That is, the metric derivative of \((W_t)_{t \in [0, 1]} \in AC(W, d_2)\) equals the upper gradient. Moreover, by the absolute continuity of the curve and from Definition 4.6,

\[
\frac{d}{dt} f(W_t) = \lim_{h \to 0} \frac{f(W_{t+h}) - f(W_t)}{h} = \lim_{h \to 0} \frac{\langle \phi_t, W_{t+h} \rangle - \langle \phi_t, W_t \rangle}{h} + O(\|W_{t+h} - W_t\|_2) = \langle \phi_t, W'_t \rangle + O(\|W_{t+h} - W_t\|_2)
\]

(70)

where \( \phi_t = D_W f(W_t) \). Thus, \((W_t)_{t \in [0, 1]} \) satisfies Definition 2.11 and is a curve of maximal slope on \((W, d_2)\), and \( \omega \) is a curve of maximal slope on \((\hat{W}, \delta_2)\). \( \square \)

**4.2.2. Existence of gradient flow.** We now prove the existence of a curve of maximal slope if \( F \) satisfies reasonable assumptions. Moreover, as mentioned in the introduction, we show that the curve of maximal slope is the natural image of an absolutely continuous curve in \((W, d_2)\).

**Lemma 4.13.** Let \( f : W \to \mathbb{R} \cup \{\infty\} \) be a \( \lambda \)-semiconvex invariant function for some \( \lambda \in \mathbb{R} \) such that the Fréchet-like derivative, \( \phi(W) = D_W f(W) \), exists for all \( W \in \text{eff-Dom}(f) \). Let \((W_t)_{t \in [0, 1]} \in AC(W, d_2)\) be an absolutely continuous curve satisfying \( W'_t = -\phi(W_t) \mathbb{1}_{G_{W_t}} = -D_W f(W_t) \mathbb{1}_{G_{W_t}} \) for a.e. \( t \in [0, 1] \). Then, \([W_t]_{t \in [0, 1]}\) is the unique minimizing movement curve (MM) satisfying the following evolution variational inequality (EVI)

\[
\frac{1}{2} \frac{d}{dt} d^2_2(W_t, V) + \lambda \frac{1}{2} \|W_t - V\|_2^2 + f(W_t) \leq f(V),
\]

for every \( V \in \text{eff-Dom}(f) \).

**Proof.** The curve \((W_t)_{t \in [0, 1]}\) is a curve of maximal slope follows from Lemma 4.12. We now show that it satisfies the EVI. For \( t \in \mathbb{R}_+ \), let \( \phi_t := D_W f(W_t) \). Fix \( U \in W \) and define the function \( g_U : W \to \mathbb{R} \cup \{\infty\} \) by \( g_U(V) := f(V) - \lambda \|U - V\|_2^2/2 \), for \( V \in \text{eff-Dom}(f) \). We
first observe that \( D_W g_{W_t}(W_t) = \phi_t \). To see this, note that

\[
\lim_{s \to t} \frac{f(W_s) - f(W_t) - \langle \phi_t, W_s - W_t \rangle}{\|W_s - W_t\|_2} = 0
\]

(72)

\[
\Rightarrow \lim_{s \to t} \frac{g_{W_t}(W_s) - g_{W_t}(W_t) - \langle \phi_t, W_s - W_t \rangle}{\|W_s - W_t\|_2} = 0.
\]

The conclusion, that is \( D_W g_{W_t}(W_t) = \phi_t \), now follows from the uniqueness of Fréchet-like derivatives (Lemma 4.7). Since \( f \) is \( \lambda \)-semiconvex, \( g_{W_t} \) is convex, i.e.,

\[
g_{W_t}(V) \geq g_{W_t}(W_t) + \langle \phi_t, V - W_t \rangle, \quad V \in \text{eff-Dom}(f).
\]

From equation (65) and using the fact that \( W'_t = \phi_t \), we obtain

\[
\langle \phi_t, V - W_t \rangle \leq \langle \phi_t \mathbb{1}_{G_{W_t}}, V - W_t \rangle = \left\langle -\frac{d}{dt} W_t, V - W_t \right\rangle
\]

(74)

\[
= \frac{1}{2} \frac{d}{dt} \|W_t - V\|_2^2 = \frac{1}{2} \frac{d}{dt} d_2^2(W_t, V),
\]

where the second equality follows from the reflexivity of \( L^2([0,1]^2) \). Plugging equations (72) and (74) in equation (73) and rearranging, we get

\[
\frac{1}{2} \frac{d}{dt} d_2^2(W_t, V) + \lambda \frac{1}{2} \|W_t - V\|_2^2 + f(W_t) \leq f(V),
\]

(75)

for all \( V \in \text{eff-Dom}(f) \). Using equation (75) it follows from [AGS08, Theorem 4.0.4] that the curve \( ([W_t])_{t \in [0,1]} \) is the unique curve in \( \text{MM}_{\delta_2, \delta_\square}(\Phi_F, [W_0]) \).

\[\square\]

**Theorem 4.14** (Existence of curve of maximal slope-II). Let \( \overrightarrow{W} : \mathbb{R} \to \mathbb{R} \cup \{\infty\} \) be a real valued function such that the Fréchet-like derivative \( D_{\overrightarrow{W}} F([W]) \) exists for all \( [W] \in \text{eff-Dom}(F) \). Let \( f : W \to \mathbb{R} \cup \{\infty\} \) be its invariant extension. For \( W_0 \in [W_0] \in \text{eff-Dom}(F) \) and \( t \geq 0 \) define

\[
W_t := W_0 - \int_0^t \phi(W_s) \mathbb{1}_{G_{W_s}} \, ds, \quad t \in \mathbb{R}_+,
\]

where the above integral is pointwise. If \( f \) is \( \lambda \)-semiconvex w.r.t. \( d_2 \), then the curve \( t \mapsto \omega_t = [W_t] \) is a curve maximal slope for \( F \) starting at \( [W_0] \in \text{eff-Dom}(F) \).

**Proof.** Fix \( [W_0] \in \text{eff-Dom}(F) \) and define

\[
W_t := W_0 - \int_0^t \phi(W_s) \mathbb{1}_{G_{W_s}} \, ds, \quad t \in (0,1],
\]

where the above integral is a pointwise integral, i.e., for a.e. \( (x, y) \in [0,1]^2 \),

\[
W_t(x, y) := W_0(x, y) - \int_0^t \phi(W_s)(x, y) \mathbb{1}_{G_{W_s}} \{(x, y)\} \, ds, \quad t \in (0,1].
\]

By construction, we have \( (W_t)_{t \in [0,1]} \) \( \in AC(W, d_2) \) and \( W'_t = -\phi(W_t) \mathbb{1}_{G_{W_t}} \) for all \( t \in [0,1] \). It follows from Lemma 4.13 that \( (W_t)_{t \in [0,1]} \) is a minimizing movement. It follows from the definition of minimizing movements (see Section 4.1 and [AGS08, Definition 2.0.6]) that there exists a sequence of discrete solutions in \( \overrightarrow{W} \) that converges to \( ([W_t])_{t \in [0,1]} \) in \( \delta_\square \). Since \( W \) is closed in \( \| \cdot \|_\square \), \( W_t \in W \) for all \( t \in [0,1] \).
Set \( \omega_t = [W_t] \) for \( t \in [0,1] \). Then \( \omega \in \text{AC}(\hat{W}, \delta_2) \). From Lemma 4.9, we know that for any \( t \in [0,1] \), \( \eta_F([W_t]) = \| \phi(W_t) \mathbf{1}_{G_{W_t}} \|_2 \) and therefore we have \( W'_t = -\eta_F(W_t)N_t \) where \( N_t := \phi(W_t) \mathbf{1}_{G_{W_t}} / \| \phi(W_t) \mathbf{1}_{G_{W_t}} \|_2 \). It follows from Lemma 4.12 that \( \omega \) is a curve of maximal slope on \((\hat{W}, \delta_2)\). \( \square \)

**Remark 4.15.** An important consequence of the above Theorem is that if \( \omega \) is a gradient flow of \( F \) then there exists an absolutely continuous curve \((W_t)_{t \in [0,T]} \in \text{AC}(W, \delta_2) \) such that \( W_t = \omega_t \), \( | \omega'|(t) = \| D_W f(W_t) \mathbf{1}_{G_{W_t}} \|_2 \) and \( W'_t = -D_W f(W_t) \mathbf{1}_{G_{W_t}} \), for each \( t \in (0,T] \).

**Remark 4.16.** If \( F \) is \( \delta_\square\)-lower semicontinuous, \( \lambda \)-geodesically semiconvex for \( \lambda \in \mathbb{R}_+ \), and bounded from below, then one can say more about the convergence rate of a gradient flow to a minimizer of \( F \). When \( \lambda > 0 \), let \( \omega^* \) be the unique minimizer of \( F \). Then following [AGS08, Remark 4.0.5, part (d)], a gradient flow \( \omega \) of \( F \) on \( \hat{W} \) starting at \( \omega_0 \in \hat{W} \)

\[
\delta_2(\omega_t, \omega^*) \leq e^{-\lambda t} \delta_2(\omega_0, \omega^*), \quad t \in \mathbb{R}_+.
\]

In the limiting case when \( \lambda = 0 \) the exponential decay does not occur, in general, but some weaker results on the asymptotic behavior of \( \omega \) hold. Following [AGS08, Corollary 4.0.6], \( \omega \) satisfies

\[
F(\omega_t) - F(\omega_\infty) \leq \frac{\delta^2_2(\omega_0, \omega_\infty)}{2t}, \quad t \in \mathbb{R}_+,
\]

for some minimum point \( \omega_\infty \) of \( F \), such that the map \( t \mapsto \delta_2(\omega_t, \omega_\infty) \) is non-increasing. Moreover, \( \lim_{t \to \infty} \delta_2(\omega_t, \omega_\infty) = 0 \).

### 4.3 Finite dimensional Fréchet-like derivatives and upper gradients.

Recall the partition \( Q_k := \{Q_{ki}\}_{i \in [k]} \) defined for any \( k \in \mathbb{N} \) in Section 2.1. Given an invariant function \( f: W \to \mathbb{R} \cup \{\infty\} \), we can restrict its domain to kernels in \( W_k \) and still consider the Fréchet-like derivative \( D_{W_k} f: W_k \cap \text{eff-Dom}(f) \to L^\infty_k([0,1]) \).

There are two equivalent ways of doing this. First, suppose the Fréchet-like derivative of \( f \) at \( V \) is given by \( D_{W_k} f(V) = \phi_k \). Then define \( D_{W_k} f(V) = \phi_k \) by conditional expectations as \( \phi_k := \mathbb{E}[\phi | F_k] \), where \( F_k := \sigma(Q_k \times Q_k) \). The object \( \phi_k \) is referred to as a ‘quotient’ obtained by a ‘stepping’ of \( \phi \) in [BCL’08, Section 3.3] and [Lov12, Section 9.2.1] respectively. Since \( \phi = D_{W_k} f(V) \), by the Tower Property of conditional expectations we obtain that when \( W, V \in W_k \),

\[
\langle \phi_k, W \rangle - \langle \phi_k, V \rangle = \langle \phi, W \rangle - \langle \phi, V \rangle,
\]

\[
\implies \lim_{\| W - V \|_2 \to 0} \frac{f(W) - f(V) - \langle \phi_k, W \rangle - \langle \phi_k, V \rangle}{\| W - V \|_2} = 0.
\]

The second method of defining \( \phi_k \) is to relate it to the Euclidean gradient over \( k \times k \) symmetric matrices. This is done in Lemma 4.18 below.

In any case, we can define \( \eta_{F,k}: \hat{W}_k \cap \text{eff-Dom}(F) \to \mathbb{R}_+ \) for the function \( F: \hat{W} \to \mathbb{R} \cup \{\infty\} \) as follows. If \( V \in [V] \in \hat{W}_k \cap \text{eff-Dom}(F) \), then

\[
\eta_{F,k}([V]) := \sup_{W \in W_k} \frac{\langle \phi_k, V \rangle - \langle \phi_k, W \rangle}{\| V - W \|_2}.
\]
We can also define the local slope $|\partial_k F|$ restricted to $\hat{\mathcal{W}}_k$ as
\begin{equation}
|\partial_k F|([V]) := \limsup_{[W] \in \hat{\mathcal{W}}_k, \delta_2([W],[V]) \to 0} \frac{(F([V]) - F([W]))^+}{\delta_2([W],[V])},
\end{equation}
for $[V] \in \hat{\mathcal{W}}_k \cap \text{eff-Dom}(F)$. Then, by a similar argument as shown in the proof of Lemma 4.9, we have the following corollary.

**Corollary 4.17.** Let $F: \hat{\mathcal{W}} \to \mathbb{R} \cup \{\infty\}$ be a function and $f: \mathcal{W} \to \mathbb{R} \cup \{\infty\}$ be its invariant extension. Assume that for $[V] \in \hat{\mathcal{W}}_k \cap \text{eff-Dom}(F)$ the Fréchet-like derivative $D_{\hat{\mathcal{W}}_k}f(V)$ exists for all $V \in [V]$. Then the local slope (Definition 2.10) of $F$ at $[V]$ satisfies $|\partial_k F|([V]) = \eta_{F,k}([V])$.

### 4.4. Convergence of finite dimensional gradient flows

In Section 1 we discussed that implicit Euler iteration on $\hat{\mathcal{W}}_k$ for any $k \in \mathbb{N}$ can be viewed as the time scaling of the implicit Euler method on the Euclidean space of $k \times k$ symmetric matrices. The following lemma complements that discussion by saying that the gradient flow on $\mathcal{W}_k$ can be obtained from the Euclidean gradient flow on the space of $k \times k$ symmetric matrices.

To set the stage, let $f: \mathcal{W} \to \mathbb{R} \cup \{\infty\}$ be an invariant function. Consider its restriction to $\mathcal{W}_k$, viewed as the space of $k \times k$ symmetric matrices: $f_k := f \circ K$. This is a function on a closed convex subset of an Euclidean space. Suppose the function $f_k$ is $C^1$ up to the boundary then we show that the Euclidean gradient and the Fréchet-like derivative are equal up to a scaling.

**Lemma 4.18.** Let $k \in \mathbb{N}$. Let $f: \mathcal{W} \to \mathbb{R} \cup \{+\infty\}$ be an invariant function that is Fréchet differentiable according to Definition 4.6, that is, $D_{\mathcal{W}_k}f(V)$ exists for every $V \in \mathcal{W}_k$. If $f_k := f \circ K$ is differentiable up to the boundary of $\mathcal{M}_k$, then
\[
k^2(\nabla f_k \circ M_k)(V) = (M_k \circ D_{\mathcal{W}_k}f)(V), \quad V \in \mathcal{W}_k,
\]
where $(\nabla f_k)_{i,j} := \partial_{i,j}f_k$ for all $(i, j) \in [k]^{(2)}$, and $M_k$ is as defined in Definition 2.5.

**Proof.** Since $f_k$ is assumed to be differentiable on a finite dimensional Euclidean space, $\nabla f_k$ is its Fréchet derivative as well. By composing with $M_k$, which scales distances by a factor, we get that $k^2(\nabla f_k \circ M_k)$ is a Fréchet-like derivative on $\mathcal{W}_k$. We have already shown in equation (76) that $D_{\mathcal{W}_k}f$ is also a Fréchet-like derivative on $\mathcal{W}_k$. We are done by arguing that Fréchet-like derivatives are unique by following an argument very similar to that of Lemma 4.7. \qed

Let $k \in \mathbb{N}$, and $(W_{k,t} = W_k(t) \in \mathcal{W}_k \cap \text{eff-Dom}(f))_{t \in \mathbb{R}^+_0}$ be the Euclidean coordinate gradient flow of $f$. This may be obtained by suitably scaling the solution of the differential equation
\begin{equation}
\frac{d}{dt}M_k(W_k(t)) = -(\nabla f_k \circ M_k)(W_k(t)),
\end{equation}
with initial condition $W_k(0) = W_{k,0} \in \mathcal{W}_k \cap \text{eff-Dom}(f)$, until the process hits the boundary when one or more entries is $\pm 1$. At the boundary, however, the gradient might push the process outside $\mathcal{M}_k$ and it needs some care to have a proper definition. Instead, we consider the Euclidean gradient flow as the limit of implicit Euler iterations as the step size tends to zero. This definition is valid everywhere and is equivalent to the previous one on Euclidean spaces.
As a consequence of Lemma 4.18, we obtain that the Euclidean coordinate-wise gradient flow on $W_k$ is the gradient flow on $W_k$. We are now ready to prove Theorem 1.2. For completeness, we reproduce the theorem statement below.

**Theorem 4.19** (Convergence of Gradient Flows). Suppose $F: \hat{W} \to \mathbb{R} \cup \{\infty\}$ satisfies the following conditions:

1. $F$ is continuous in $\delta\square$,
2. $F$ is $\lambda$-seminconvex (Definition 2.16) along generalized geodesics on $(\hat{W}, \delta_2)$ (Definition 3.6), for some $\lambda \in \mathbb{R}$.

Consider the gradient flow $\omega^{(k)} = (\omega_t^{(k)})_{t \in \mathbb{R}_+} \subset \hat{W}_k$ of $F$ on each $\hat{W}_k$, starting at some $\omega_0^{(k)} = [U_{k,0}]$ for $k \in \mathbb{N}$. Assume that the sequence $([U_{k,0}])_{k \in \mathbb{N}} \xrightarrow{\delta_2} [U_0]$, and $|\partial F|([U_0]) < \infty$ and $\limsup_{k \to \infty} |\partial F|([U_{k,0}]) \leq G < \infty$, for some $G \geq 0$. Then,

$$\limsup_{k \to \infty} \sup_{t \in [0,T]} \delta_\square(\omega_t^{(k)}, \omega_t) = 0,$$

for any $T \in \mathbb{R}_+$, where $\omega = (\omega_t)_{t \in \mathbb{R}_+}$ is the unique minimizing movement curve [AGS08, Definition 2.0.6, page 42] on $\hat{W}$ for the function $F$ starting at $\omega_0 = [U_0]$ [AGS08, Theorem 4.0.4]. In addition, if the conditions for the existence of curves of maximal slope (Theorem 4.4 or Theorem 4.14) hold, then $\omega$ is also a curve of maximal slope.

**Proof.** By increasing the constant $G$ suitably, we may assume that

$$\max \left\{ \sup_{k \geq 2} |\partial F|([U_{k,0}]), |\partial F|([U_0]) \right\} \leq G < \infty.$$

Fix $T > 0$ and let $\tau_m$ be a sequence of positive time steps such that $|\tau_m| = T/m$. Since $F: \hat{W} \to \mathbb{R} \cup \{\infty\}$ is $\delta_\square$-continuous and $\delta_2([U], \cdot): \hat{W} \to \mathbb{R} \cup \{\infty\}$ is $\delta_\square$-lower semicontinuous, the functional $\Phi_F(\tau, [U]; \cdot)$ is $\delta_\square$-lower semicontinuous. From Lemma 3.7, it follows that $\Phi_F$ satisfies [AGS08, Assumption 4.0.1] and hence by [AGS08, Proposition 4.0.4] we have that

$$\omega^{(k)}(t) = \delta_\square^{-} \lim_{m \to \infty} \left( J_{m}^{(k)} \right)_{m}([U_{k,0}]) \quad \text{and} \quad \omega(t) = \delta_\square^{-} \lim_{m \to \infty} \left( J_{m} \right)_{m}([U_0]),$$

exist and are unique for all $k \in \mathbb{N}$ and $t \in [0,T]$. Let $[U_{k,\tau_m}]: [0,T] \to \hat{W}$ be the discrete solution (Definition 4.1) of the implicit Euler method with the sequence $\tau_m$ and initial point $[U_{k,0}]$, for each $k \in \mathbb{N}$. Inductively applying the Proposition 4.5, we obtain $[U_{\tau_m}]: [0,T] \to \hat{W}$ such that $[U_{\tau_m}]$ is the discrete solution of the implicit Euler method with the sequence $\tau_m$ and initial point $[U_0] \in \hat{W}$. Passing to a subsequence and relabeling, we may assume that $([U_{k,\tau_m}])_{k \in \mathbb{N}} \xrightarrow{\delta_\square} [U_{\tau_m}]$ uniformly on $[0,T]$ as $k \to \infty$, that is, for any fixed sequence of step sizes $\tau_m$, we have $\delta_\square([U_{k,\tau_m}(t), [U_{\tau_m}(t)]) \to 0$ uniformly over $t \in [0,T]$ as $k \to \infty$. For every $t \in [0,T]$ we have

$$\delta_2([U_{k,\tau_m}(t), \omega^{(k)}(t)] < \gamma(|\tau_m|, \lambda, t; T, |\partial F_k|([U_{k,0}]),$$

$$\delta_2([U_{\tau_m}(t), \omega(t)] < \gamma(|\tau_m|, \lambda, t; T, |\partial F|([U_0]),$$

for every $k \in \mathbb{N}$ where

$$\gamma: \{ (\tau, \lambda, t, T) \in \mathbb{R}_+ \times \mathbb{R} \times \mathbb{R}_+ \times \mathbb{R}_+ \mid \tau \lambda > -1, \tau \leq t, t \leq T \} \times (0, \infty) \to \mathbb{R}_+$$
is defined as

\[
\gamma(\tau, \lambda, t; T, G) := \begin{cases} 
\frac{\tau G}{\sqrt{\lambda T}} & \text{if } \lambda = 0, \\
\frac{\tau G}{1 + 2\lambda T} \cdot \frac{\tau G}{\sqrt{\lambda}} \cdot \exp(-\ln(\frac{1 + \lambda T}{\tau})) & \text{if } \lambda < 0, \\
\sqrt{1 + 2\lambda T} \cdot \frac{\tau G}{\sqrt{\lambda}} \cdot \exp(-\ln(\frac{1 + \lambda T}{\tau})) & \text{if } \lambda > 0,
\end{cases}
\]

by [AGS08, Equation 4.0.6, Theorem 4.0.9, Theorem 4.0.10], and the uniform bound in equation (81). Note that \(\gamma\) is independent of \(k\). Using the triangle inequality, we get

\[
\delta_{\Box}(\omega^{(k)}_t, \omega_t) \leq \delta_{\Box}(\omega^{(k)}_t, [U_{k, \tau_m}]_t) + \delta_{\Box}([U_{k, \tau_m}]_t, [U_{\tau_m}]_t) + \delta_{\Box}([U_{\tau_m}]_t, \omega_t) \\
\leq 2\gamma(\tau_m, \lambda, t; T, G) + \delta_{\Box}([U_{k, \tau_m}]_t, [U_{\tau_m}]_t),
\]

for all \(k \in \mathbb{N}\) and \(t \in [0, T]\) by equations (82) and (83).

It is clear that \(\gamma(\tau_m, \lambda, t; T, G) \to 0\) uniformly on \([0, T]\) as \(|\tau_m| \to 0\). Therefore, we conclude from equation (85) that \(\delta_{\Box}(\omega^{(k)}_t, \omega_t) \to 0\) uniformly on \([0, T]\) as \(k \to \infty\).

**Remark 4.20.** The proof of the Theorem 1.2 can be carried as long as we have the uniform estimates in equation (82). In particular, if \(\nabla f_k \circ M_k\) are uniformly Lipschitz, and there is a constant \(m \in \mathbb{R}_+\) such that

\[
f_k(B) \leq f_k(A) + \langle \nabla f_k(A), B - A \rangle + \frac{m}{2}||B - A||_F^2,
\]

for all \(A, B \in M_k\), where \(f_k := (f \circ K)|_{M_k}\), then [But16, Theorem 212A] guarantees a uniform estimate in (82) and therefore the conclusion of the theorem remains valid.

### 4.5. Continuity Equations

It is well-known that any absolutely continuous curve in the Wasserstein space can be represented as the solution of a continuity equation [San15, Section 5.3]. Something analogous is partially true for graphons as well. However, the presence of the boundary in \(\hat{W}\) makes the situation more delicate and we can only characterize \(AC\) curves via the continuity equation until it hits the boundary.

Before we state the main result, we introduce some notations. Let \(v \in L^1([0, 1]^{(2)})\) and let \([W] \in \hat{W}\). Let \(W \in [W]\) be a representative of \([W]\). For any \(k \in \mathbb{N}\), we can define \(X_k : [0, 1]^k \to \mathcal{M}_k\) and \(v_k : \mathcal{M}_k \to \mathbb{R}^{[k]^{(2)}}\) as

\[
X_k((u_i)_{i=1}^k) := (W(u_i, u_j))_{(i,j) \in [k]^{(2)}},
\]

\[
v_k(z)(i, j) = \mathbb{E}\left[v(U_i, U_j) \mid X_k((U_i)_{i=1}^k) = z\right],
\]

where \(\{U_i\}_{i \in \mathbb{N}}\) are i.i.d. as \(\text{Uni}[0, 1]\). Intuitively, formula (86) means that we average the edge weights from \(v\) over all embedding of the vertex labeled weighted graph \(z\) in the graphon \(W\). Since \(X_{k-1}\) is a leading principle submatrix of \(X_k\), i.e., \(X_{k-1} = (X_k(i, j))_{(i,j) \in [k-1]^{(2)}}\), we have that \(\sigma(X_{k-1}) \subseteq \sigma(X_k)\), which defines a filtration \(\mathcal{F} = (\mathcal{F}_k := \sigma(X_k))_{k \in \mathbb{N}}\). It is clear that \((v_k)_{k \in \mathbb{N}}\) is a martingale with respect to the filtration \(\mathcal{F}\). We also note that that \(v_k\) is a
function of the graphon and not its kernel representative. We record both these observations as lemma below.

**Lemma 4.21.** For every $i,j \in \mathbb{N}$, the process $(v_k(X_k)(i,j))_{k=\max\{i,j\}}^\infty$ is a martingale with respect to the filtration $\mathcal{F}$.

**Lemma 4.22.** For any $\varphi \in \mathcal{T}$, we have $v_k^\varphi(X_k^\varphi) = v_k(X_k)$, for all $k \in \mathbb{N}$, where $v^\varphi(x, y) := v(\varphi(x), \varphi(y))$ for all $(x, y) \in [0, 1]^{(2)}$.

**Proof.** For any $\varphi \in \mathcal{T}$, let $\{U_i\}_{i \in \mathbb{N}}$ be a set of i.i.d. uniform random variables in $[0, 1]$. Using this, observe that for any $(i,j) \in [k]^{(2)}$,

$$v_k^\varphi(X_k^\varphi)(i,j) = \mathbb{E}\left[ v^\varphi(U_i, U_j) \bigg| \left( U_{i,\ell} \right)_{\ell=1}^k \right] = \mathbb{E}\left[ v(U_i, U_j) \bigg| X_k\left(\varphi(U_{i,\ell})\right)_{\ell=1}^k \right] = \mathbb{E}\left[ v(V_i, V_j) \bigg| X_k\left( V_{i,\ell} \right)_{\ell=1}^k \right] = v_k(X_k)(i,j),$$

holds, completing the proof. \hfill \Box

Suppose we are given some $\omega = (\omega_t)_{t \in [0,1]} \in AC(\widehat{W}, \delta_2)$. From Lemma 3.1, we obtain $(W_i)_{t \in [0,1]} \in AC(\mathcal{W}, d_2)$ such that $\omega_t = [W_i]_t$ for all $t \in [0, 1]$. It follows from the Radon-Nikodým property [Huf77, page 30, Theorem 5] that there exists $v_t := W_i^t \in L^2([0, 1]^{(2)})$, for a.e. $t \in [0, 1]$, such that $W_t - W_0 = \int_0^t v_s \, ds$, where the integral is pointwise.

For any $t \in [0, 1]$, let $v_{k,t}$ and $X_{k,t}$ be defined as in equation (86) with $W_t$ replacing the role of $W$ and $v_t$ replacing $v$. The following Proposition 4.23 shows that the $\rho_{k,t} = \text{Law}(X_{k,t}(\left(U_i\right)_{i=1}^k))$ satisfies continuity equation with the velocity $v_{k,t}$ defined as

$$v_{k,t}(z) := \mathbb{E}\left[ (W_i(U_i, U_j))_{(i,j) \in [k]^{(2)}} \bigg| (W_i(U_i, U_j))_{(i,j) \in [k]^{(2)}} = z \right], \quad z \in \mathcal{M}_k.$$

**Proposition 4.23.** Let $k \in \mathbb{N}$, and $\rho_{k,t} = \text{Law}(X_{k,t}(\left(U_i\right)_{i=1}^k))$. Then, for a.e. $t \in [0, 1]$, the continuity equation $\partial_t \rho_{k,t} + \nabla \cdot (v_{k,t} \rho_{k,t}) = 0$ holds weakly with Dirichlet boundary conditions. That is, for any continuously differentiable test function $f$ on $\mathcal{M}_k$, vanishing at the boundary,

$$\partial_t \left( \int f(z) \, d\rho_{k,t}(z) \right) - \int \nabla f(z) v_{k,t}(z) \, d\rho_{k,t}(z) = 0, \quad \text{a.e. } t \in [0, 1].$$

**Proof.** By definition, $\rho_{k,t}$ is the law of the random symmetric matrix $X_{k,t}(\left(U_i\right)_{i=1}^k)$. Fix some $f \in C^1(\mathcal{M}_k, \mathbb{R})$ vanishing at the boundary of $\mathcal{M}_k$. By change of variables

$$\int_{\mathcal{M}_k} f(z) \rho_{k,t}(z) \, dz = \int_{[0,1]^k} f\left( (W_i(u_i, u_j))_{(i,j) \in [k]^{(2)}} \right) \, d\lambda_{[0,1]^k}(u),$$

where $\lambda_{[0,1]^k}$ is the Lebesgue measure on $[0, 1]^k$, and $u = (u_i)_{i=1}^k$. Note that $v_{k,t} \in L^2(\rho_{k,t})$. Taking time derivative on both sides of equation (88) for $t$ in the set of full measure where
$W_t$ is defined,
\[
\partial_t \int_{\mathcal{M}_k} f(z) \rho_{k,t}(z) \, dz = \int_{[0,1]^k} \partial_t f \left( (W_t(u_i, u_j))(i,j) \right) \, d\lambda_{[0,1]^k}(u) \\
= \int_{[0,1]^k} \left( \nabla f \circ X_{k,t}(u), (W'_t(u_i, u_j))(i,j) \right) \, d\lambda_{[0,1]^k}(u) \\
= \int_{\mathcal{M}_k} \left( \nabla f(z), \int_{\{u \in [0,1]^k \mid X_{k,t}(u) = z \}} (W'_t(u_i, u_j))(i,j) \, d\mu_z(u) \right) \, dz,
\]
where $\{\mu_z\}_{z \in \mathcal{M}_k}$ is the disintegration of $\lambda_{[0,1]^k}$, with respect to the function $X_{k,t}$. By definition of $v_{t,k}$, the above expression is exactly equal to $\int_{\mathcal{M}_k} \langle \nabla f(z), v_{k,t}(z) \rho_{k,t}(z) \rangle \, dz$. This completes the proof. \hfill \Box

Proposition 4.23 shows that an absolutely continuous curve in $(\hat{W}, \delta_2)$ determines a family of continuity equations. In [HOP+22], the authors take this analogy further and show that in the presence of noise the limiting curve can be described by a certain McKean-Vlasov type equation.

As an example, consider the continuity equation for the scalar entropy. From equation (105) it follows that the velocity of gradient flow for scalar entropy function satisfies
\[
v([W])(x, y) = -\log \left( \frac{W(x, y)}{1 - W(x, y)} \right), \quad (x, y) \in [0, 1]^{(2)},
\]
if $0 < W < 1$ a.e. Let $\{U_i\}_{i=1}^{\infty}$ be i.i.d. $\text{Uni}[0, 1]$, then using equation (86) we can compute the velocities $(v_k)_{k \in \mathbb{N}}$ appearing in the continuity equation as
\[
v_k(z)(i,j) = \mathbb{E} \left[ v(U_i, U_j) \mid X_k(U_{\ell=1}^k) = z \right] \\
= -\mathbb{E} \left[ \log \left( \frac{W(U_i, U_j)}{1 - W(U_i, U_j)} \right) \mid X_k(U_{\ell=1}^k) = z \right] \\
= -\log \left( \frac{z(i,j)}{1 - z(i,j)} \right), \quad z \in \mathcal{M}_k, \quad i,j \in [k].
\]
Unfortunately, for our other examples, the velocity fields do not have closed form expressions since they are averages over all possible embeddings of a labeled weighted graph in a graphon.

5. Examples of Gradient Flows on Graphons

In this section we find some natural classes of examples of functions on graphons with Fréchet-like derivatives. For any graphon $[W] \in \hat{W}$ and any $k \in \mathbb{N}$, sample $\{Z_i\}_{i \in [k]}$ i.i.d. from $\text{Uni}[0, 1]$. Let $G_k([W]) = (W(Z_i, Z_j))(i,j) \in [k]^{(2)}$. Let $\rho_k([W]) = \text{Law}(G_k([W]))$ denote its law over $k \times k$ symmetric matrices. Consider the functions $F_k : \hat{W} \to \mathbb{R} \cup \{\infty\}$ defined through the function composition $F_k = H_k \circ \rho_k$, for different choices of $H_k : \mathcal{P}(\mathcal{M}_k) \to \mathbb{R} \cup \{\infty\}$. Notice that the function $F_k$ is well-defined over $\hat{W}$. 
5.1. **Linear functions.** Let $H_k: \mathcal{P}(\mathcal{M}_k) \to \mathbb{R} \cup \{\infty\}$ be defined as a linear function such that $F_k$ takes the form

$$
F_k([W]) = \langle f_k, \rho_k([W]) \rangle := \int_{\mathcal{M}_k} f_k(z) \rho_k([W]) \, (dz),
$$

for all $[W] \in \hat{W}$ such that $\text{supp} (\rho_k([W])) \subseteq \text{eff-Dom}(f_k)$, where $f_k: \mathcal{M}_k \to \mathbb{R} \cup \{\infty\}$ satisfies $f_k \in \mathcal{L}^1(\rho_k)$ and $\nabla f_k \in \mathcal{L}^\infty(\rho_k)$. Let $f_k$ be continuously differentiable on an open set containing $\text{supp}(\rho_k)$. Suppose that $f_k$ satisfies either Assumption 1 or Assumption 2 stated below.

**Assumption 1.** For any $\varepsilon > 0$ there is some $\delta_\varepsilon > 0$ such that for all $X, X_0 \in \mathcal{M}_k$ satisfying $\|X - X_0\|_2 \leq \delta_\varepsilon$, we have

$$
|f_k(X) - f_k(X_0) - \langle \nabla f_k(X_0), X - X_0 \rangle| \leq \varepsilon \|X - X_0\|_2,
$$

where $\langle \cdot, \cdot \rangle: \mathcal{M}_k(\mathbb{R}) \times \mathcal{M}_k(\mathbb{R}) \to \mathbb{R}$ and $\|\cdot\|_2$ are the standard Frobenius inner product and Frobenius norm over $k \times k$ matrices respectively.

**Assumption 2.** There is a constant $C_0$ such that

$$
\sup_{X, X_0 \in \mathcal{M}_k} |f_k(X) - f_k(X_0) - \langle \nabla f_k(X_0), X - X_0 \rangle| \leq C_0.
$$

Then, $F_k$ admits a Fréchet-like derivative as shown below. By change of variables, note that

$$
F_k([W]) = \mathbb{E}_{X_k \sim \rho_k([W])}[f_k(X_k)]
= \mathbb{E}_{\{Z_i \sim \text{Uni}[0,1]\}_{i=1}^k} \left[ f_k \left( (W(Z_i, Z_j))_{(i,j)\in[k]^2} \right) \right].
$$

For two different graphons $[V], [W] \in \hat{W}$, consider their representative kernels $V$ and $W$. Since kernels are identified a.e. on $[0,1]^{(2)}$, we may assume $W(x, x) = V(x, x) = 0$ for a.e. $x \in [0,1]$. Now use the same sequence of Uni[0,1] random variables $(Z_i)_{i=1}^k$ to obtain a coupling of $\rho_k([V])$ and $\rho_k([W])$. This is used implicitly in the following derivation and, hence, we will skip referring to the random variables $(Z_i)_{i=1}^k$ from here on. Define $X_k := (W(Z_i, Z_j))_{(i,j)\in[k]^2}$ and $Y_k := (V(Z_i, Z_j))_{(i,j)\in[k]^2}$. As a consequence of this coupling,

$$
\mathbb{E}[\|Y_k - X_k\|_2^2] = \sum_{i=1, j \neq i}^k \mathbb{E}[(V(Z_i, Z_j) - W(Z_i, Z_j))^2]
= k(k-1) \int_{[0,1]^2} (V(x, y) - W(x, y))^2 \, dx \, dy = k(k-1)\|V - W\|_2^2.
$$

The first equality is using the fact that the diagonal terms of $Y_k - X_k$ are all zeroes. Hence $\mathbb{E}[\|Y_k - X_k\|_2] \leq k\|V - W\|_2$, by the Jensen’s inequality.

If either Assumption 1 or Assumption 2 hold, then for any $\varepsilon > 0$,

$$
|f_k(Y_k) - f_k(X_k) - \langle \nabla f_k(X_k), Y_k - X_k \rangle|
\leq \varepsilon \|Y_k - X_k\|_2 \mathbb{1}\{\|Y_k - X_k\|_2 \leq \delta_\varepsilon\} + C_0 \mathbb{1}\{\|Y_k - X_k\|_2 > \delta_\varepsilon\}.
$$

(93)
Taking expectations on both sides,
\[
\left| \mathbb{E}[f_k(Y_k)] - \mathbb{E}[f_k(X_k)] - \mathbb{E}[\langle \nabla f_k(X_k), Y_k - X_k \rangle] \right|
\leq \varepsilon \mathbb{E}[\|Y_k - X_k\|_2] + C_0 \mathbb{P}\{\|Y_k - X_k\|_2 > \delta \varepsilon \}
\leq \varepsilon k\|V - W\|_2 + C_0 \varepsilon k^2 \delta \varepsilon^2
\]
by Markov’s inequality. As \(\|V - W\|_2\) approaches zero, it is now clear that, for any \(\varepsilon’ > 0\),
\[
(94) \quad \limsup_{V \in \mathcal{W}, \|V - W\|_2 \to 0} \frac{\left| \mathbb{E}[f_k(Y_k)] - \mathbb{E}[f_k(X_k)] - \mathbb{E}[\langle \nabla f_k(X_k), Y_k - X_k \rangle] \right|}{\|V - W\|_2} \leq \varepsilon'.
\]
Since \(\varepsilon'\) is arbitrary, the above lim sup must be zero.

By the definition of Fréchet-like derivatives (Definition 4.6), we want to obtain some \(\phi \in L^\infty([0, 1]^2)\) such that
\[
(95) \quad \mathbb{E}[\langle \nabla f_k(X_k), Y_k - X_k \rangle] = \langle \phi, V - W \rangle.
\]
Let \(U_k := Y_k - X_k\) (also similarly measurable with respect to \(\{Z_i\}_{i=1}^k\)), and let us denote by \(A(Z) := \nabla f_k(X_k) = \nabla f_k((W(Z_i, Z_j))_{(i,j)\in[k]^2})\). Observe that
\[
\mathbb{E}[\langle \nabla f_k(X_k), Y_k - X_k \rangle] = \sum_{i,j=1}^k \mathbb{E}\left[ (A(Z))_{i,j} (U_k(Z))_{i,j} \right]
\]
\[
= \sum_{i,j=1}^k \mathbb{E}\left[ (A(Z))_{i,j} (U_k(Z))_{i,j} \Big| Z_i, Z_j \right]
\]
\[
= \sum_{i=1, j \neq i}^k \mathbb{E}\left[ (A(Z))_{i,j} U(Z_i, Z_j) \Big| Z_i, Z_j \right]
\]
\[
= \sum_{i=1, j \neq i}^k \mathbb{E}\left[ (A(Z))_{i,j} \big| Z_i, Z_j \right] U(Z_i, Z_j)
\]
\[
= \sum_{i=1, j \neq i}^k \int_{[0,1]^2} \mathbb{E}\left[ (A(Z))_{i,j} \big| Z_i, Z_j \right] (x, y) U(x, y) \, dx \, dy
\]
\[
(96) \quad \int_{[0,1]^2} \left( \sum_{i,j=1}^k \mathbb{E}\left[ (A(Z))_{i,j} \big| Z_i, Z_j \right] (x, y) \right) U(x, y) \, dx \, dy.
\]
Notice that, including the term \(i = j\) above makes no difference in the integral. Therefore, if we choose \(\phi \in L^\infty([0, 1]^2)\) to be defined as
\[
(97) \quad \phi(x, y) := \sum_{i,j=1}^k \mathbb{E}\left[ \nabla f_k((W(Z_i, Z_j))_{(i,j)\in[k]^2}) \big| Z_i = x, Z_j = y \right],
\]
for \((x, y) \in [0, 1]^2\), then the required equality in equation (95) is satisfied. And the action of the Fréchet-like derivative \(\phi\) on a kernel, say \(U \in \mathcal{W}\), is
\[
\mathbb{E}[\langle \nabla f_k \circ W_k, G_k[U] \rangle] = \mathbb{E}
\left[
\langle \nabla f_k \left( (W(Z_i, Z_j))_{(i,j) \in [k]^2} \right), (U(Z_i, Z_j))_{(i,j) \in [k]^2} \rangle \right].
\]

**Lemma 5.1.** If \(f_k\) is \(\lambda\)-semiconvex on the convex set \(\mathcal{M}_k\), then \(F_k\) is generalized geodesically \(k(k - 1)\lambda\)-semiconvex on \(\mathcal{W}\). In particular, it is also geodesically \(k(k - 1)\lambda\)-semiconvex on \(\mathcal{W}\).

**Proof.** Since every geodesic is also a generalized geodesic, it suffices to prove the result for a generalized geodesic. Since \(f_k\) is \(\lambda\)-semiconvex, for some \(\lambda \in \mathbb{R}\), it follows that for any \(X_0, X_1 \in \mathcal{M}_k\),
\[
f_k(X_t) \leq (1 - t)f_k(X_0) + tf_k(X_1) - \frac{\lambda}{2}t(1 - t)\|X_1 - X_0\|^2_2, \quad \forall t \in [0, 1],
\]
along the curve \((X_t := (1 - t)X_0 + tX_1)_{t \in [0, 1]}\).

Let \([W_0], [W_1]\) be two graphons and let \(\omega = ([W_t])_{t \in [0, 1]}\) be a generalized geodesic between \(\omega_0 = [W_0]\) and \(\omega_1 = [W_1]\). It follows from Definition 3.6 that \(\omega\) has a representation in the space of kernels given by the line segment \((W_t = (1 - t)W_0 + tW_1)_{t \in [0, 1]}\), where the kernels \(W_0\) and \(W_1\) are such that \(\|W_0 - W_1\|_2 \geq \delta_2([W_0], [W_1])\). Now use the same set \(\{Z_i\}_{i=1}^k\) of i.i.d. \(\text{Uni}[0, 1]\) random variables as above to get a process \((X_{t, k})_{k \in \mathbb{N}}\) of random matrices with distributions \((\rho_k([W_i]))_{k \in \mathbb{N}}\) respectively, for each \(t \in [0, 1]\). Note that \(X_{t, k} = (1 - t)X_{0, k} + tX_{1, k}, t \in [0, 1]\), \(k \in \mathbb{N}\). Hence applying equation (99) to this line segment and then taking expectations with respect to the joint law of \((Z_i)_{i=1}^k\), we get
\[
F_k([W_i]) \leq (1 - t)F_k([W_0]) + tf_k([W_1]) - \frac{\lambda}{2}t(1 - t)\mathbb{E}[\|X_{1, k} - X_{0, k}\|^2_2], \quad t \in [0, 1].
\]

Now by equation (93),
\[
\mathbb{E}[\|X_{1, k} - X_{0, k}\|^2_2] = k(k - 1)\|W_1 - W_0\|^2_2 \geq k(k - 1)\delta_2^2([W_1], [W_0]).
\]

Putting it back together we get that for \(t \in [0, 1]\),
\[
F_k(\omega_t) \leq (1 - t)F_k(\omega_0) + tF_k(\omega_1) - \frac{k(k - 1)\lambda}{2}t(1 - t)\delta_2^2(\omega_1, \omega_0).
\]

Therefore \(F_k\) is \(k(k - 1)\lambda\)-semiconvex along the generalized geodesic \(\omega\). \(\square\)

In the following subsections, we examine special cases of linear functions.

### 5.1.1. Scalar Entropy function.
Recall the scalar entropy function \(\mathcal{E} : \mathcal{W} \to \mathbb{R} \cup \{\infty\}\), defined in equation (7) as
\[
\mathcal{E}([W]) = \int_{[0,1]^2} h(W(x, y)) \, dx \, dy, \quad [W] \in \mathcal{W},
\]
where \(h : \mathbb{R} \to \mathbb{R} \cup \{\infty\}\) is the convex entropy function \(h(p) := p \log p + (1 - p) \log(1 - p)\), if \(p \in (0, 1)\), \(h(0) = h(1) = 0\), and \(h(p) = \infty\), otherwise, as defined in Section 1.1.1. Observe that it can also be thought of as a linear function with \(k = 2\). If
\[
f_2\left(\left((x_{(i,j)})_{(i,j) \in [2]^2}\right)\right) := h(x_{(1,2)}), \quad x \in \mathcal{M}_2,
\]
then from equations (91) and (92),

\[
F_2([W]) = \langle f_2, \rho_2([W]) \rangle = \mathbb{E}_{(Z_i \sim \text{Uni}[0,1])_{i=1}^{2}} \left[ f_2 \left( (W(Z_i, Z_j))_{(i,j) \in [2] \times [2]} \right) \right]
\]

\[
= \mathbb{E}_{(Z_i \sim \text{Uni}[0,1])_{i=1}^{2}} \left[ h(W(Z_1, Z_2)) \right] = \mathcal{E}([W]),
\]

for \([W] \in \hat{\mathcal{W}}\). Since, \(h(p)/p\) is bounded when \(\epsilon \leq p \leq 1 - \epsilon\) for some \(\epsilon \in (0, 1/2)\), it follows that \(\mathcal{E}\) restricted to \(\hat{\mathcal{W}}_\epsilon := \{[W] \in \hat{\mathcal{W}} \mid \epsilon \leq W \leq 1 - \epsilon \ \text{a.e.}\}\), is continuous with respect to the weak-* topology on \(L^2([0,1]^2)\). Since this is a weaker topology than the one generated by \(\delta_\square\), by \([\text{Lov}12, \text{Lemma 8.22}]\), it follows that \(\mathcal{E}\) restricted to \(\hat{\mathcal{W}}_\epsilon\) is \(\delta_\square\)-continuous.

Since \(h''(p) = 1/(p(1-p)) \geq 4\) for \(p \in \text{eff-Dom}(h)\), it follows that \(h\) is 4-semiconvex on \(\mathbb{R}\). Let \(E : \mathcal{W} \to \mathbb{R} \cup \{\infty\}\) be the invariant extension of \(\mathcal{E}\) such that \(E(W) := \mathcal{E}([W])\) for all \(W \in \mathcal{W}\). Then for any \(W_0, W_1 \in \mathcal{W}\), defining \(W_t := (1-t)W_0 + tW_1\) for \(t \in [0,1]\), we have

\[
E(W_t) = \int_0^1 \int_0^1 h(W_t(x,y)) \, dx \, dy
\]

\[
\leq \int_0^1 \int_0^1 [(1-t)h(W_0(x,y)) + th(W_1(x,y))] \, dx \, dy
\]

\[
- \int_0^1 \int_0^1 \frac{4}{2}(t-1)(W_0 - W_1)^2(x,y) \, dx \, dy
\]

\[
= (1-t)E(W_0) + tE(W_1) - \frac{1}{2}4t(1-t)||W_0 - W_1||_2^2,
\]

which implies that \(E\) is 4-semiconvex along generalized geodesics on \((\hat{\mathcal{W}}, \delta_2)\).

Suppose \(W\) is valued in \((0,1)\) a.e.. Then,

\[
\mathbb{E}[\langle \nabla f_2 \circ W_2, G_2[U] \rangle] = \int_0^1 \int_0^1 \log \left( \frac{W(z_1, z_2)}{1 - W(z_1, z_2)} \right) U(z_1, z_2) \, dz_1 \, dz_2,
\]

for all \(U \in \mathcal{W}\). By the characterization of the Fréchet-like derivative in equation (98), we get that \(\phi_\mathcal{E} = D_\mathcal{W} f_2(W)\) is given by

\[
\phi_\mathcal{E}(x,y) = \log \left( \frac{W(x,y)}{1 - W(x,y)} \right), \quad \text{a.e.} \quad (x,y) \in [0,1]^{(2)}.
\]

If \([W] \in \hat{\mathcal{W}}_\epsilon\) for some \(\epsilon \in (0,1/2)\), then by Lemma 4.9 the local slope of entropy \(|\partial \mathcal{E}|([W])\) is given by \(|\partial \mathcal{E}|([W])| = ||\phi_\mathcal{E}||_2\).

Note that \(\hat{\mathcal{W}}_\epsilon\) is closed in \(\hat{\mathcal{W}}\) and since \(W \mapsto ||W||_2\) is \(\delta_\square\)-lower semicontinuous \([\text{Lov}12, \text{Lemma 14.15}]\), it follows that the local slope of entropy, \(|\partial \mathcal{E}|\), is also \(\delta_\square\)-lower semicontinuous on \(\hat{\mathcal{W}}_\epsilon\). Following Remark 4.15, we conclude that starting from \([W_0] \in \hat{\mathcal{W}}_\epsilon\) the gradient flow of \(\mathcal{E}\) flows with the velocity \(-D_\mathcal{W} \mathcal{E}([W_0])\) at \([W_0]\) if \(\epsilon \leq W_0 \leq 1 - \epsilon\) a.e. Consider the flow \(W_t(x,y)\) obtained by solving

\[
W_t'(x,y) = -\log \left( \frac{W_t(x,y)}{1 - W_t(x,y)} \right), \quad \text{a.e.} \quad (x,y) \in [0,1]^{(2)},
\]

with initial condition \([W_0] \in \hat{\mathcal{W}}_\epsilon\). Then it follows that \((\omega_t := [W_t])_{t \in \mathbb{R}^+}\) is a gradient flow of \(\mathcal{E}\) starting from \(\omega_0 = [W_0]\).
**Takeaway.** It is worth emphasizing that, following equation (106), for any $\epsilon \in (0, 1/2)$, the stationary point for the gradient flow of $\mathcal{E}$ is the constant half graphon, which is also the minimizer of $\mathcal{E}$ on $\hat{\mathcal{W}}$. We also observe that the curve $(\omega_t)_{t \in \mathbb{R}_+}$ always stays inside $\hat{\mathcal{W}}_\epsilon$ if $\omega_0 \in \hat{\mathcal{W}}_\epsilon$. Since $\mathcal{E}$ is 4-semiconvex, it follows from Remark 4.16 that we are guaranteed an exponential rate of convergence of the gradient flow to the minimizer.

5.1.2. Homomorphism functions. For $k \in \mathbb{N} \setminus \{1\}$ we can consider interactions such as the homomorphism functions that are continuous in the cut-metric:

$$T_H([W]) := \mathbb{E} \left[ \prod_{\{i,j\} \in E(H)} W(Z_i, Z_j) \right] = \int_{\mathcal{M}_k} f_k(z) \rho_k(dz),$$

where $H$ is a simple graph with $|V(H)| = k$, $E(H) = \{e_i\}_{i=1}^m$, $\{Z_i\}_{i \in [k]}$ are i.i.d. uniformly in $[0, 1]$, and $f_k((x_{(i,j)})_{(i,j) \in [k]^2}) = \prod_{(i,j) \in E(H)} x_{(i,j)}$. In particular, the function $f_k$ is a monomial for every simple graph $H$. Let $t_H : \mathcal{W} \to \mathbb{R}$ be the invariant extension of $T_H$ such that $t_H := T_H \circ [\cdot]$. Since

$$\nabla f_k(X)_{(p,q)} = 1_{E(H)}(p,q) \cdot \prod_{\{i,j\} \in E(H) \setminus \{p,q\}} X_{(i,j)},$$

for $p, q \in [k]$, the action of the Fréchet-like derivative $\phi_{T_H} = D_W t_H(W)$ on $U \in \mathcal{W}$ according to equation (98) is given by

$$\sum_{\ell=1}^m \mathbb{E} \left[ \prod_{r=1}^{\ell-1} W(Z_{e_r}) \cdot U(Z_{e_r}) \cdot \prod_{r=\ell+1}^m W(Z_{e_r}) \right],$$

where $Z_e := (Z_{e(1)}, Z_{e(2)})$ for all $e \in E(F)$. Following a similar approach to equation (96), we obtain that $\phi_{T_H}$ satisfies

$$\phi_{T_H}(x, y) = \sum_{\ell=1}^m \mathbb{E} \left[ \prod_{r=1, r \neq \ell}^m W(Z_{e_r}) \bigg| Z_{e_\ell} = (x, y) \right]$$

$$= \sum_{\ell=1}^m t_{x,y}(H_{e_\ell}, W), \quad x, y \in [0, 1],$$

where $H_e$ is the graph obtained by removing edge $e$ from $H$ and $t_{x,y}(H_e, W)$ is the homomorphism density of a partially labeled graph [Lov12, Section 7.4] defined

$$t_{x,y}(H_e, W) := \mathbb{E} \left[ \prod_{f \in E(H_e)} W(Z_f) \bigg| Z_e = (x, y) \right].$$

Note that for fixed $W$ and $H_e$, we can think of $(x, y) \mapsto t_{x,y}(H_e, W)$ as a bounded measurable function on $[0, 1]^2$. We now show that the kernel valued map $W \mapsto t_{x,y}(H_e, W)$ is continuous with respect to $\|\cdot\|_{\square}$. To this end, let $W, W' \in \mathcal{W}$ and consider any product function $(x, y) \mapsto f(x)g(y)$ where $\|f\|_{\infty}, \|g\|_{\infty} \leq 1$. Note that

$$t_{x,y}(H_e, W) = \int_{[0,1]^{k-2}} \prod_{\{i,j\} \in E(H_e)} W(x_i, x_j) \prod_{\ell \in V(H_e) \setminus e} \mathbb{d}x_\ell.$$
For each edge \( \{m, n\} \in E(H_e) \), consider the integral

\[
I_{m,n} := \int_{[0,1]^k} (W(x_m, x_n) - W'(x_m, x_n)) \prod_{\{i,j\} \in E(H_e) \setminus \{m,n\}} W(x_i, x_j) \prod_{\ell \in V(H_e) \setminus e} \mathrm{d}x_\ell f(x)g(y) \, \mathrm{d}x \, \mathrm{d}y.
\]

It follows from [Lov12, Lemma 8.10] (or see the second last display in the proof of [Lov12, Lemma 10.24]) that \( |I_{m,n}| \leq \|W - W'\|_\infty \). From the same references above, it follows that

\[
\left| \int_{[0,1]^2} (t_{x,y}(H_e, W) - t_{x,y}(H_e, W')) f(x)g(y) \, \mathrm{d}x \, \mathrm{d}y \right| \leq \sum_{\{m,n\} \in E(H_e)} |I_{m,n}| \leq \|E(H_e)\| \|W - W'\|_\infty.
\]

Taking supremum over Borel measurable functions \( f, g \) such that \( \|f\|_\infty, \|g\|_\infty \leq 1 \), we get that \( W \mapsto t_{\cdot, \cdot}(H_e, W) \) is Lipschitz continuous with respect to \( \|\cdot\|_\infty \). Since \( t_{x,y}(H_e, W) \leq 1 \) for \( W \in \mathcal{W} \), it follows that \( \|\phi_{T_H}(W)\|_\infty \leq \|E(H)\| \), that is, \( \phi_{T_H} \) is uniformly bounded on \( \mathcal{W} \).

For example, when \( H \) is a triangle, the velocity \( \phi_{T_H} \) follows from equation (110) as \( \phi_{T_H}(x, y) = 3 \int_0^1 W(x, z)W(z, y) \, \mathrm{d}z \), for a.e. \( x, y \in [0,1] \), i.e., thrice the ‘operator product’ of \( W \) with itself [Lov12, Section 7.4]. If \( H \) is a path on 3 vertices and 2 edges, then \( \phi_{T_H}(x, y) = \int_0^1 W(x, z) \, \mathrm{d}z + \int_0^1 W(y, z) \, \mathrm{d}z = \deg(x) + \deg(y) \), where \( \deg(x) := \int_0^1 W(x, z) \, \mathrm{d}z \) for a.e. \( x, y \in [0,1] \).

Obtaining the expression for the Fréchet-like derivative in equation (110), given a gradient flow \( \omega \) of \( T_H \), we can compute the velocity of the gradient flow as \( D_{\mathcal{W}} T_H(\omega_t) \mathbb{1}_{G_{\omega t}} \) for \( t > 0 \).

The Hessian of the function \( f_k \) can be easily computed as

\[
\partial_{x(i,j)x(p,q)} f_k = \prod_{\{a,b\} \in E(H) \setminus \{\{i,j\}, \{p,q\}\}} x(a,b),
\]

if \( \{i,j\} \neq \{p,q\} \) are both edges in \( E(H) \), and zero otherwise.

Since every \( x(i,j) \in [-1,1] \) for all \( i,j \in [k]^2 \), every entry of the Hessian is uniformly bounded in \([-1,1]\) and hence \( \|\text{Hess}(f_k)\|_{\text{op}} \leq k(k-1)/2 \). Therefore, \( f_k \) is \((-k(k-1)/2)\)-semiconvex w.r.t. \( d_2 \). It follows from Lemma 5.1 that homomorphism function \( T_H \) is \((-k^2(k-1)/2)\)-semiconvex w.r.t. \( \delta_2 \). In fact, since \( \text{Hess}(f_k)(\{i,j\}, \{p,q\}) \) is non-zero only when \( \{i,j\}, \{p,q\} \in E(H) \), it follows that \( \|\text{Hess}(f_k)\|_{\text{op}} \leq \sqrt{m(m-1)} \leq m \). This would yield that \( T_H \) is \((-mk(k-1))\)-semiconvex w.r.t. \( \delta_2 \). This is useful when \( H \) is sparse.

**Takeaway.** Note that in this example, it is not clear if the minimizer is a constant graphon or not. If \( H \) has odd number of edges however constant graphon \( W \equiv -1 \) is trivially a minimizer. In the case of graphs \( H \) with even number of edges, explicitly determining the minimizer is trickier. As we discussed above, it is also not clear if the homomorphism density function is convex, therefore we cannot guarantee an exponential rate of convergence of the gradient flow to a minimizer following Remark 4.16. To alleviate this, one can regularize the objective function by adding the scalar entropy function. We discuss this in the next example in Section 5.1.3. However, in the simulation discussed in Section 1.2, it does appear that the gradient flow converges to the minimizer of the function of interest at an exponential rate.
5.1.3. **Linear combination of Scalar Entropy and Homomorphism function.** Let $\beta \in \mathbb{R}$ and let $H$ be a finite simple graph with $k \in \mathbb{N}$ vertices and $m \in \mathbb{N}$ edges. Define the function $G = G_{\beta,H} := \mathcal{E} + \beta T_H$ on the set $\mathcal{W}$ for $\epsilon \in (0, 1/2)$. The function $G$ is of particular interest in the theory of exponential graph models (see Section 1). The function $G$ is $\delta_2$-continuous on $\mathcal{W}$ and since $\mathcal{E}$ is 4-semiconvex and $T_H$ is $\lambda$-semiconvex w.r.t. $\delta_2$, it follows that $G$ is also $(4 + \beta \lambda)$-semiconvex w.r.t. $\delta_2$ for some $\lambda \in \mathbb{R}$ that we estimate in Section 5.1.2. The gradient flow of $G$, therefore, exists and the Fréchet-like derivative $\phi_G = D_{\mathcal{W}}G(W) = \phi_{\epsilon} + \beta \phi_{T_H}$.

Since $\mathcal{E}$ is 4-semiconvex and $T_H$ is $(-k^2(k-1)^2/2)$-semiconvex w.r.t. $\delta_2$, it follows that $G_{\beta,H}$ is $(4 - k^2(k-1)^2/2)$-semiconvex w.r.t. $\delta_2$. Therefore, $G_{\beta,H}$ is at least 0-semiconvex (i.e., convex) w.r.t. $\delta_2$ when $\beta \leq 8/k^2(k-1)^2$.

**Takeaway.** Note that $\beta < 8/k^2(k-1)^2$ guarantees exponential rates of convergence of the gradient flow curve. See Remark 4.16.

5.2. **Interaction energy.** In the optimal transport literature, linear functionals of probability measures are often called potential energy [San15, page 249]. Inspired by similar definitions, one can define interaction energy. Let $f_k : \mathcal{M}_k \times \mathcal{M}_k \to \mathbb{R}$ be a function defined on pairs of $k \times k$ symmetric matrices with entries in $[-1,1]$. Given a graphon $[W] \in \mathcal{W}$, as before let $\rho_k = \text{Law}(G_k[W])$. This defines a function $\mathbb{F}_k : \mathcal{W} \to \mathbb{R} \cup \{\infty\}$ given by

$$\mathbb{F}_k([W]) := \int_{\mathcal{M}_k} \int_{\mathcal{M}_k} f_k(z,z') \rho_k(dz) \rho_k(dz').$$

Although it looks different than before, this is also a particular case of equation (98) as shown below. Define two independent sequences of i.i.d. Uni[0,1] random variables: $(Z_1,\ldots,Z_k)$ and $(Z'_1,\ldots,Z'_k)$, and consider the corresponding matrices

$$X_k := (W(Z_i,Z_j))_{(i,j)\in[k]^2}, \quad \text{and } X'_k := (W(Z'_i,Z'_j))_{(i,j)\in[k]^2}.$$  

Then $X_k$ and $X'_k$ are i.i.d. samples from $\rho_k$ and $\mathbb{F}_k([W]) = \mathbb{E}[f_k(X_k,X'_k)]$. On the other hand, one can concatenate $(Z_i)_{i=1}^k$ and $(Z'_i)_{i=1}^k$ to construct a single vector $(Z_1,\ldots,Z_k,Z'_1,\ldots,Z'_k)$ of dimension $2k$ and consider the corresponding $2k \times 2k$ symmetric matrix $X_{2k}$ whose block diagonal components are $X_k$ and $X'_k$. By defining $\tilde{f}_k(X_{2k}) := f_k(X_k,X'_k)$, we represent $\mathbb{F}_k([W]) = \mathbb{E}[\tilde{f}_k(X_{2k})] = \int \tilde{f}_k(w) \rho_2(k)(dw)$ and equation (98) continues to hold.

An example of interaction energy is given by “variance of homomorphism functions”. As before, let $H$ be a simple graph and $W_k,W'_k$ be i.i.d. sampled $(k \times k)$ symmetric matrices from a graphon $[W]$. Consider the function

$$\mathbb{F}_k([W]) := \frac{1}{2} \mathbb{E} \left[ \left( \prod_{e \in E(H)} W(Z_e) - \prod_{e \in E(H)} W(Z'_e) \right)^2 \right] = \text{Var} \left[ \prod_{e \in E(H)} W(Z_e) \right],$$

by symmetry, where $Z_e := (Z_{e(1)},Z_{e(2)})$ and $Z'_e := (Z'_{e(1)},Z'_{e(2)})$ for all $e \in E(H)$. In fact, the above identity holds for whenever we take $\tilde{f}_k(z,z') = (g_k(z) - g_k(z'))^2$, for any function $g_k$ on $\mathcal{M}_k$ that is square-integrable w.r.t. $\rho_k$. Unfortunately this particular function $\mathbb{F}_k$ in (111) is continuous in $\delta_2$ but not in $\delta_\square$. See [Jan13, Theorem 10.15]. Hence, although the curve of maximal slope exists due to the existence of Fréchet-like derivatives, this particularly natural example does not satisfy the assumptions of our convergence theorem.

A similar but slightly different example of interaction which does satisfy our conditions can be constructed as follows. For a simple graph $H$ with $k$ vertices, consider its simple
Subgraphs \( H_1 \) and \( H_2 \) with \( k_1 \) and \( k_2 \) vertices respectively, such that every vertex and edge in \( H \) is contained in at least one of the subgraphs. Pool all the uniform random variables \( \{ Z_i \}_{i=1}^{k_1} \cup \{ Z'_i \}_{i=1}^{k_2} \) to get a single set of \( k_1 + k_2 \geq k \) i.i.d. \( \text{Uni}[0,1] \) random variables \( \{ U_i \}_{i=1}^{k_1+k_2} \) such that \( \{ U_i \}_{i=1}^{k_1} = \{ Z_i \}_{i=1}^{k_1} \) and \( \{ U_i \}_{i=k_1+1} = \{ Z'_j \}_{j \in V(H) \setminus V(H_1)} \). We can then define \( I_{H_1,H_2}(\cdot; H) : \hat{W}_\epsilon \to \mathbb{R} \cup \{ \infty \} \) as

\[
I_{H_1,H_2}([W]; H) := \log \left( \mathbb{E} \left[ \prod_{(i,j) \in E(H_1)} W(Z_i, Z_j) \right] \right) \\
+ \log \left( \mathbb{E} \left[ \prod_{(i,j) \in E(H_2)} W(Z'_i, Z'_j) \right] \right) \\
- 2 \log \left( \mathbb{E} \left[ \prod_{(i,j) \in E(H)} W(U_i, U_j) \right] \right),
\]

(112)

for some \( \epsilon \in (0,1) \). Each of the terms in the expression in equation (112) is the logarithm of the homomorphism densities of a simple graph. Logarithms of homomorphisms are well studied in graph theory and, in particular, related to the max-cut problem (see [Lov12, Remark 5.4, Example 5.18]).

We can construct a graph \( H_1H_2 \) by forming the disjoint union of \( H_1 \) and \( H_2 \), identifying the vertices of the same label, adding all the edges between vertices with the same label according to [Lov12, Section 4.2]. \( H_1H_2 \) can have multiple edges. Then, using [Lov12, Proposition 7.1] for the homomorphism density as a simple graph parameter, we get that the determinant of the connection matrix of the homomorphism density

\[
T_{H_1H_1}([W])T_{H_2H_2}([W]) - T_{H_1H_2}^2([W]) \geq 0,
\]

(113)

i.e., \( \frac{T_{H_1H_1}([W])T_{H_2H_2}([W])}{T_{H_1H_2}^2([W])} \geq 1 \).

By the assumption that each vertex and edge of \( H \) is contained in at least one of the subgraphs, if we identify the multiple edges between the same pair of vertices in \( H_1H_2 \) we get back \( H \). Since \( T \) is a simple graph parameter, we have \( T_{H_1,H_2} = T_H, T_{H_1,H_1} = T_{H_1} \) and \( T_{H_2H_2} = T_{H_2} \), by definition. Thus, taking logarithms in the final expression of (113), we get \( I_{H_1,H_2}(\cdot; H) \geq 0 \). It is exactly zero if \( H_1 \) and \( H_2 \) are vertex disjoint. Thus, one may think that \( I_{H_1,H_2}(\cdot; H) \) measures the dependence of the two subgraphs on the homomorphism density.

We can similarly construct higher order interactions by considering multiple subgraphs instead of just two. In that case, one may consider the logarithm of the determinant of the connection matrix of the homomorphism density and define \( I \) suitably.

The argument in Section 5.1.2 shows that this function satisfy all our conditions. The computation for its Fréchet-like derivative also follows from Section 5.1.2 followed by the application of the chain rule for derivatives. Logarithms of determinants of matrices play an important role in displacement convexity of Wasserstein optimal transport (see [McC97, proof of Theorem 2.2]). It is an interesting coincidence that they also appear in this context.

5.3. **Internal energy.** Similar to potential and interaction energies, one can define non-linear functions of \( \rho_k \) corresponding to what are called ‘internal energies’ in the optimal
transport literature. Let $u$ be a real-valued function on $\mathbb{R}_+$ such that $u(0) = 0$. For a probability measure $\rho$ on an Euclidean space, define the function

$$U(\rho) := \begin{cases} \int_{M_k} u(\rho(z)) \, dz, & \text{if } \rho \text{ is absolutely continuous}, \\ \infty, & \text{otherwise}. \end{cases}$$

Here we have used the standard abuse of notation in optimal transport literature of denoting an absolutely continuous measure and its density by the same notation. This defines a nonlinear function on graphons in the following manner. For $1 \leq l \leq k$, consider a function $G_{k,l}: M_k \to [-1,1]^l$ that selects a particular subset of length $l$ from the upper-diagonal elements of a $k \times k$ matrix. Consider the pushforward $\rho_{k,l}([W]) := (G_{k,l})_\sharp (\rho_k([W]))$. Since $\rho_k$ is generated by $k$ i.i.d. $\text{Uni}[0,1]$ random variables, and $l \leq k$, it is easy to come up with examples where $\rho_{k,l}$ has a density. For example, take $W(x,y) = \sin(x + y)$, $k = 3$, $l = 2$, and $G_{k,l}(A) = (A_{1,2}, A_{1,3})$. Thus $(G_{k,l} \circ G_k)([W]) = (\sin(Z_1 + Z_2), \sin(Z_1 + Z_3))$. This random vector has a density. Thus, the function $U(\rho_{k,l}([W]))$ for $[W] \in \hat{W}$ has a non-empty domain.

Such functions cannot have Fréchet-like derivatives since a necessary condition for its existence is that the function must be continuous in $L^2$. On the other hand, one cannot expect a discrete to continuum convergence as considered here. Even in the case of Wasserstein gradient flows, gradient flow of entropy is obtained by adding Brownian noise to particles and not by taking limits of Euclidean gradient flows [JKO98].
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