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Featured Application: The results of this work have been used in a development of a prototype computer game.

Abstract: Computer-controlled virtual characters are essential parts of most virtual environments and especially computer games. Interaction between these virtual agents and human players has a direct impact on the believability of and immersion in the application. The facial animations of these characters are a key part of these interactions. The player expects the elements of the virtual world to act in a similar manner to the real world. For example, in a board game, if the human player wins, he/she would expect the computer-controlled character to be sad. However, the reactions, more specifically, the facial expressions of virtual characters in most games are not linked with the game events. Instead, they have pre-programmed or random behaviors without any understanding of what is really happening in the game. In this paper, we propose a virtual character facial expression probabilistic decision model that will determine when various facial animations should be played. The model was developed by studying the facial expressions of human players while playing a computer videogame that was also developed as part of this research. The model is represented in the form of trees with 15 extracted game events as roots and 10 associated animations of facial expressions with their corresponding probability of occurrence. Results indicated that only 1 out of 15 game events had a probability of producing an unexpected facial expression. It was found that the “win, lose, tie” game events have more dominant associations with the facial expressions than the rest of game events, followed by “surprise” game events that occurred rarely, and finally, the “damage dealing” events.
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1. Introduction

In modern gaming environments, the development of effective virtual characters has the potential of augmenting in-game motivation, player sense of presence, as well as the believability and realism of the game [1–3]. This is where the principles of affective computing come into play by bridging the gap...
between research in computer science, Artificial Intelligence, and psychology. This interest in designing affective gameplay draws heavily on the already well-established premises of affective computing, which dictate that technology must be designed in such a way to recognize and replicate human emotions [4, 5]. In a gaming environment, both verbal and non-verbal methods of communication amongst players are implemented; nonetheless, the non-verbal aspects, such as facial expressiveness during gameplay, are either not communicated in some games (static virtual characters), or they are delivered via textual or audio messages. For example, affectivity could be achieved via designing game avatars that morph depending on the player’s facial expressions, motions, or body language [6, 7]. Even more, the reactions of the computer-controlled characters (C-CCs) should be aligned with what is happening in the game at a given time. This research attempts to answer the question of how the C-CCs can be programmed to react as a human opponent would have reacted in a similar situation.

This work takes a step forward into the modeling and development of C-CCs that react more realistically during gameplay, i.e., capture the unpredictability of human emotions as they engage with games. This research attempts to develop, evaluate, and apply a player behavior model by capturing and analyzing the reactions of human players during in-game events.

This research is based on the assumption that accurately predicted “expected” reactions of C-CCs based on in-game events can have a positive impact on non-functional game properties such as player enjoyment, game believability, replay value, and overall immersion. This research utilizes a player’s facial motion capture and knowledge of in-game events in order to produce a realistic behavioral model and apply it to C-CCs.

The main challenge of this research lies in the development of a realistic facial expression model, which demonstrates that a player’s engagement with a specific game event might produce several probable emotional reactions, not only one. This is highly dependent on the realistic nature of the dataset used to develop the model. Therefore, during this research, we generated a dataset with game events (such as a player receives 2 points of damage) mapped to the facial expressions of the human players who played against the Artificial Intelligence (AI) of a single-player video game (developed as part of this research and described in Section 3). The aim is to model the probable set of facial expressions the human player will likely produce in a certain situation (e.g., winning the game, or dealing the most damage) and make the C-CC (e.g., C-CC’s portrait in Figure 1) to play a similar expression (e.g., Laugh). In order to develop a dataset with realistic facial expressions, animations of a real human player (trainer) were captured using special hardware and software described in Section 3. Figure 1 shows a screenshot of the game in which the player’s avatar, also referred to in this research as player 1, is on the left, while the C-CC (player 2) is on the right. In Figure 1, the C-CC’s portrait is playing a sad animation because he received two points of damage. Prior to selecting this reaction, the game identified the game event and its possible reactions. Then, it generated a random number from 0 to 100, e.g. 28, which happened to be in the range of the “sad” reaction (as it will be explained in Section 4). In other words, the C-CC reacted as the human player (trainer) would have reacted in this situation. This was made possible by recording and analyzing the reactions of a real human player, who played multiple games against the computer.

In total, we have identified and captured 10 facial expressions associated with 15 game events. The proposed approach is using different decision trees that associate game events with facial animations based on the probability of occurrence. For example, if the enemy character loses the game, it has a 24% chance of playing the upset animation, a 38% chance of playing the angry animation, and a 38% chance of playing the furious animation. This is because based on the dataset used to produce this model, the human player reacted in such a way, expressing the same facial expressions with the same probability of occurrence. This way, the proposed system achieves more realistic C-CC reactions.

This paper is organized in the following manner. Section 2 presents related work. Section 3 explains the experiment in some detail, including how the data collection was conducted. Section 4 explains the dataset and analysis phases. Section 5 presents the evaluation based on user experience testing. Section 6 concludes this work.
2. Related Work

Research investigating the relationship between the expressivity of human emotions and game design has recognized, albeit in a holistic manner, how the human player’s emotions can be influenced by and impact game design and logic [5]. Basically, it is assumed that gameplay is generally conducive of emotions as it plays on the players’ engagement with an exciting narrative, where they can experience horror, thrills, fantasy, and a host of other themes [8]. To increase the player’s immersion in the game narrative, researchers proposed that game avatars replicate the human player’s emotions [9]. It is suggested that a game with an optimal enjoyment experience is the one that achieves a form of total immersion through allowing for an expression of emotions to the point where the player’s intuition, reason, and perception are heightened [10].

In a gaming environment, facial expressions are perceived as instances of observable physical responses that give an abundance of data about an individual’s emotions, expectations, and other interior states. Although facial expressions are culturally specific, yet they can be universal, as well [11]. Ekman [12] developed a model of human emotions based on universal facial expressions—anger, disgust, fear, surprise, happiness, sadness, and contempt—and reported that these emotions are shared across diverse cultures. Not surprisingly, research showed how enhancing game avatars with interfaced human emotions demonstrated an increase in interaction and communication with the game environment and other players [13], as well as an improvement in decision-making skills [14].

The emphasis, in research, has typically been on identifying methods by which the facial expressions of a gamer (denoting emotions in most cases) can be reflected on a game’s avatar. Mostly, research focuses on studying techniques that allow for aligning the player’s performance in in-game tasks to an expected set of emotions that logically correspond to the outcomes of these tasks. In reality, the unpredictability of human responses is always secondary in such research. Another aspect to consider as lacking in this kind of research is the belief that it is possible to predict facial emotions in all types of games based on a fixed categorical model of emotions, whereby instances of “wining” or “losing”, for example, are bound to elicit emotions of happiness and sadness, respectively. Moreover, studies almost neglect that it is nearly impossible to achieve total immersion in a game, hence a complete identification of the human player with his in-game avatars, which even impacts, sometimes, experiencing relevant emotions to gameplay.
Recent research in non-gaming-related contexts has recognized the significance of modeling facial expressions and emotions of humans for various applications, and the methods implemented in this kind of investigation varied. [15] is an example of template-based research in facial expression modeling, where the researchers used weighting schemes to achieve a reliable transfer of facial expressions collected from example poses to a high-resolution and customized blendshape. To make an animation lip-sync speech produced by a human in real time, the researcher in [16] developed a model based on a dataset of lower-face movements, which were prioritized using an algorithm to compute each motion segment’s importance and its plausibility as an expression in case a specific speech pattern was produced. Facial expressions modeling in [17] was part of the researchers’ pipeline for creating a system that can transform facial expressions from one to another. Their model detected facial emotions, landmarks, and head poses and used a technique based on an image to image translation model that does not demand paired examples to map two facial expressions to each other. In [18], the researchers proposed a facial expressions model that is based on hierarchical reconstruction with the purpose of capturing refined and finer details of human faces. Other researchers, [19,20], modeled facial expressions as part of a virtual character animation pipeline, where the blendshapes are transformed from a reference face to a target one using regression models. According to the researchers, these models performed well in comparison to other cited methods in the field. Real-time facial animation has been the subject of [21–23], where the researchers start with real-time tracking of a human actor, then transfer the collected data on facial emotions, expressions, or poses to either the face of an animated character [21,22] or another human’s face [23]. Overall, in these three papers, the researchers depended on the weighting of the resultant blendshapes vectors to generate plausible facial expressions, which led to successful facial expression transfer. In spite of the fact that these studies do not address gaming environments, the implications of reported success can be utilized or built upon to animate either player-controlled or computer-controlled gaming characters (avatars).

The accurate detection and recognition of the player’s in-game, face-reflected emotions and the interfacing of recognized expressions to game avatars with the purpose of making them imitate human expressions based on in-game variables is one area of research that has received much attention in recent years. [24], for example, implemented a fuzzy logic model, FLAME, to replicate emotions in virtual characters depending on event appraisal, i.e., based on the user’s emotional responses to a specific event. The researchers introduced, as well, inductive learning algorithms to dynamically adapt the virtual character to users’ actions and the environment. The study reported an overall positive evaluation of the model by the users with a focus on the impact of implementing the learning algorithms but emphasized the potential for extending it through considering personality attributes.

Zhou, Huang, and Wang [25], for instance, utilized an embedded Hidden Markov Model (HMM) for the real-time recognition of the players’ facial emotions while engaging in an interactive game; then, a face alignment depending on the game role and context was performed. The study reports an 84% accuracy rate for the classification of unknown cases. In a similar manner, the HMM model developed for emotion recognition in [26] was intended for gaming environments, and the input of the model was six recorded videos, which were processed and codified as representing six emotions: joy, astonishment, rage, antipathy, fear, and sadness.

Summarizing the results of the literature review, a number of researchers have pointed out the positive impacts of the virtual characters behavior to the gamers, and especially, the impact of facial expressions, as they can represent emotions. A number of researchers have automatically recognized emotions from facial expressions using various machine learning techniques. Some research has been done in the area of non-playable character (NPC) modeling, where they have modeled some standard behaviors and associate them with some in-game events. The main difference of all the above with our work is that we propose the development and use of a probability model that will govern the facial expressions of the computer-controlled character. The proposed model is trained using the facial expressions of a real human, playing the game and reacting to various game events. The aim is to enable a more realistic behavior of the computer-controlled character.
3. The Experiment

The aim of this research is to link the facial expressions of the C-CCs with game events (such as win, lose, etc.), mimicking the reactions of human players who previously recorded their facial expressions while playing a video game. For data collection, demonstration, evaluation, and as a proof of concept, this work utilized Unity3D [27] with the asset [28] to develop a game that resembled “Rock–Paper–Scissors”. This game was selected due to its simplicity and fitness to demonstrate the proposed approach.

3.1. The Game

The game used for this project is similar to “Rock–Paper–Scissors” with some additional game elements, including but not limited to fire, water, and ice spells. Basically, this is a single-player game where the human player is playing against the computer, referred to in this paper as AI, where the AI is selecting actions randomly. Both the human player and the AI are confronted with a total of seven possible actions during the whole game. These actions consist of performing three attacks, using three shields, and experiencing one surprise event. The game is divided into sequential rounds, where players have a limited time of 20 s to select their actions. Each player has five health points, which are represented as hearts. The aim of the attack is to reduce the health points of the opposing player. If the health points are reduced to zero or less, then the player loses the game. The shield will protect the caster from certain incoming attacks. There are three types of shields: water, fire, and ice. The water shield will protect the caster from water or fire attacks, while the fire will protect the caster from ice and fire attacks. The ice will protect the caster from ice and water attacks. Finally, during the game, the players may experience a random “surprise event” that can heal or stun a player. Figure 2 presents an overview of the game.

Table 1 explains the rules of the game in some detail.
Table 1. Game rules.

1. Each player can choose one ability out of seven each turn.

2. When either of the players’ health reaches zero or less, the game ends.
   - If the first player’s health reaches zero or less, the second player wins.
   - If the second player’s health reaches zero or less, the first player wins.

3. Each player can use each ability three times except for the stun ability, which can only be used once.
   - If both players finish their available actions while the health points of both remain above zero, the game will be considered a tie.

4. There are two surprise abilities that can occur only once per game.
   - “Health Increase Surprise” will increase the health points of a random player by one point.
   - “Stun Surprise” will randomly stun either player, preventing them from dealing or being dealt any damage.

5. Each player can receive 0–2 damage points according to the following situations
   - 0 points of damage:
     - If both players choose shield abilities.
     - If the “stun” is used
     - If a player uses an attack element and the other player uses a shield of the same element or counter element, e.g., in the case of player one using the fire attack while player two using either the fire or water shields. Note: water counters fire, ice counters water, and fire counters ice.
   - 1 point of damage
     - If both players used attack abilities.
   - 2 points of damage
     - If a player uses an attack element and the opponent player uses the element that doesn’t counter it as a shield. Note: water is weak to ice, ice has weakness to fire, and water’s weakness is ice.

Table 2 explains the game damage system.

Table 2 covers all the possible actions by both players. Figure 3 shows both players conducting a “fire attack”; hence, both will get 1 point of damage. Figure 4 shows player one conducting a “fire attack” while player two is casting an “ice shield”, so player 2 will receive two points of damage. Figure 5 shows both players casting the “stun” ability, so none of them will receive any damage.
Table 2. Game damage system.

| Player 1 Action | Player 2 Action | Damage                  |
|-----------------|-----------------|-------------------------|
| Fire Attack     | Fire Shield     | 0 Damage                |
| Fire Attack     | Water Shield    | 0 Damage                |
| Fire Attack     | Ice Shield      | 2 Damage to Player 2    |
| Fire Attack     | Fire Attack     | 1 Damage to Player 1 and Player 2 |
| Fire Attack     | Water Attack    | 1 Damage to Player 1 and Player 2 |
| Fire Attack     | Ice Attack      | 1 Damage to Player 1 and Player 2 |
| Fire Attack     | Water Stun      | 0 Damage                |
| Water Attack    | Ice Shield      | 0 Damage                |
| Water Attack    | Water Shield    | 0 Damage                |
| Water Attack    | Fire Shield     | 2 Damage to Player 2    |
| Water Attack    | Fire Attack     | 1 Damage to Player 1 and Player 2 |
| Water Attack    | Water Attack    | 1 Damage to Player 1 and Player 2 |
| Water Attack    | Ice Attack      | 1 Damage to Player 1 and Player 2 |
| Water Attack    | Water Stun      | 0 Damage                |
| Ice Attack      | Fire Shield     | 0 Damage                |
| Ice Attack      | Ice Shield      | 0 Damage                |
| Ice Attack      | Water Shield    | 2 Damage to Player 2    |
| Ice Attack      | Fire Attack     | 1 Damage to Player 1 and Player 2 |
| Ice Attack      | Water Attack    | 1 Damage to Player 1 and Player 2 |
| Ice Attack      | Ice Attack      | 1 Damage to Player 1 and Player 2 |
| Ice Attack      | Water Stun      | 0 Damage                |

Figure 4. Player 1 conducts a fire attack, while player 2 casts an ice shield.
3.2. Data Collection

In order to construct the dataset, the researchers played a total of 113 games and have recorded their facial expressions using the “motion live” plugin in IClone7 [29] with an Iphone10 and the “live face” application [30]. Then, the facial expression animations were manually grouped to 10 different types with a corresponding ID from zero to nine. While there are multiple ways to automatically detect facial expressions and even extract various types of emotions [31–33], the researchers felt that it was not worth the significant overhead and was out of the scope of this project, so they have decided to extract and group the various facial expressions manually from the recorded videos. Table 3 summarizes the grouped facial expressions.

During the experiment, we recorded all the game data per turn, such as turn number, player actions, health points, surprise events, and victory state. Table 4 presents all the actions and their corresponding ids.

The dataset produced by the experiment (available in Supplementary files) contains 10 columns. The first column named “y” represents the dependent value and consists of numbers from zero to nine that correspond to facial expressions as per Table 3. The second column is the ID of each game. The third column is the turn ID. The fourth and fifth columns contain the action IDs (see Table 4) of player 1 and player 2, respectively. Column six and seven present the remaining health points of player 1 and player 2. Columns eight and nine contain values from −1 to 2 representing the damage dealing events. Columns ten and eleven contain the ID of the player (1 or 2) that suffers a “stun surprise event” or a “heal supervise event” or the value zero if not applicable. Column twelve contains the ID of the player (1 or 2) who won the game or the value zero if not applicable or three in case of a tie. The following section attempts different machine learning algorithms for discovering any correlations between the dependent and independent columns.
Table 3. Facial expression summary.

| Facial Expressions | ID:0 | ID:1 | ID:2 | ID:3 |
|--------------------|------|------|------|------|
| Neutral            | ![Neutral Image] | ![Neutral Image] | ![Neutral Image] | ![Neutral Image] |
| Smile              | ![Smile Image] | ![Smile Image] | ![Smile Image] | ![Smile Image] |
| Laugh              | ![Laugh Image] | ![Laugh Image] | ![Laugh Image] | ![Laugh Image] |
| Evil Laugh         | ![Evil Laugh Image] | ![Evil Laugh Image] | ![Evil Laugh Image] | ![Evil Laugh Image] |
| Extreme Laugh      | ![Extreme Laugh Image] | ![Extreme Laugh Image] | ![Extreme Laugh Image] | ![Extreme Laugh Image] |
| Amazed             | ![Amazed Image] | ![Amazed Image] | ![Amazed Image] | ![Amazed Image] |
| Sad                | ![Sad Image] | ![Sad Image] | ![Sad Image] | ![Sad Image] |
| Angry              | ![Angry Image] | ![Angry Image] | ![Angry Image] | ![Angry Image] |
| Furious            | ![Furious Image] | ![Furious Image] | ![Furious Image] | ![Furious Image] |
| Nervous            | ![Nervous Image] | ![Nervous Image] | ![Nervous Image] | ![Nervous Image] |

Table 4. List of possible actions.

| ID | Ability     |
|----|-------------|
| 1  | Fire Atk.   |
| 2  | Water Atk.  |
| 3  | Ice Atk.    |
| 4  | Fire Def.   |
| 5  | Water Def.  |
| 6  | Ice Def.    |
| 7  | Water Stun  |

4. Analysis

The biggest challenge of analyzing the facial reactions and their association with game events was that the same combination of game events caused different facial expressions. In order to reflect that to our model, we linked the combination of various game events with the probability of occurrence of
the corresponding facial expression. During this process, we identified that some game events have a more dominant effect over others. The “win, lose, or tie” game event (from the last column of the dataset) was the most dominant, followed by the “surprises” (columns ten and eleven) and “damage dealing” (columns eight and nine) event combinations.

Therefore, we developed a three-step decision-making process that associates the facial animations with either of these events only instead of all game events. The system should first check if there is a “win, lose, or tie” game event, and if the check is positive, then it should play one of the corresponding animations. Else, it should check if a “surprise” game event is happening and one of its associated animations. Finally, if none of the above are present, the system should decide based on the “damage dealing” event combinations. To accommodate this, we studied these three associations separate from each other.

Based on the dataset, as it can be seen in Table 5 that when the player won, 14 out of 52 times, facial expression 4 (Extreme Laugh) occurred, and 12 times, it was facial expression 3 (Evil Laugh). In some cases, the dataset included unpredicted behaviors. For example, the player won the game and is furious (8) instead of happy. This was the result of a misrecording or the subject was disturbed by environmental factors during the data collection. However, this has a low number of occurrences and can be ignored as an outlier during the modeling.

Table 5. Summary of the occurrence of the various facial expressions in association with win, lose, and tie game events.

| Facial Expression | Player Win | Player Lose | Tie |
|-------------------|------------|-------------|-----|
| 0                 | 0          | 0           | 1   |
| 1                 | 9          | 1           | 0   |
| 2                 | 5          | 0           | 0   |
| 3                 | 12         | 1           | 0   |
| 4                 | 14         | 3           | 0   |
| 5                 | 6          | 2           | 1   |
| 6                 | 2          | 12          | 0   |
| 7                 | 2          | 19          | 0   |
| 8                 | 1          | 19          | 0   |
| 9                 | 1          | 0           | 0   |

Before the model can be produced, the dominant associations must be identified and have their possibility of occurrence calculated. To that extend, for the win and lose cases from Table 5, all facial expressions that occurred less than five times have been removed. That leaves four facial expressions (1, 2, 3, 4) for “Player Win” and three from “Player Lose” (6,7,8). In order to calculate the possibility of occurrence (P), we add the total occurrences of the facial expressions that were not eliminated (T). Then, we use it as a divider for the number of occurrences of the facial expressions (F) and multiply the result by 100. Equation (1) presents the formula used for calculating the individual possibilities.

\[ P = \frac{F \times 100}{T} \]  

(1)

The “Tie” column has only 1 occurrence of facial expression 5, so its possibility of occurrence will be 100%. Table 6 presents the possibility of the occurrence of various facial expressions.
Table 6. Summary of the possibility of occurrence of the various facial expressions in association with win, lose, and tie game events.

| Facial Expression | Player Win | Player Lose | Tie |
|-------------------|------------|-------------|-----|
| 0                 | 0          | 0           | 0   |
| 1                 | 20         | 0           | 0   |
| 2                 | 11         | 0           | 0   |
| 3                 | 26         | 0           | 0   |
| 4                 | 30         | 0           | 0   |
| 5                 | 13         | 0           | 100 |
| 6                 | 0          | 24          | 0   |
| 7                 | 0          | 38          | 0   |
| 8                 | 0          | 38          | 0   |

The possibilities in Table 6 were calculated using the formula (Equation (1)). According to Table 5, for 19 times where the player lost, he was furious (8). Since facial expressions 6, 7, and 8 were not eliminated, T will be the total number of occurrences, which is 50. So, the possibility of facial expression 8 is going to be \((19/50)\times100 = 38\%\). The rest of the possibilities were calculated in the same way. For simplification purposes, we conducted a rounding and/or manual alteration (up to 1%), in order to ensure that all possibilities are decimals and that the summary of each column is 100%. Table 7 lists all the possible combinations of “surprise events” and the number of occurrences of the various facial expressions for each combination. The two digits at the beginning and end of the column name present the values from the “stun” (column ten) and “1 health bonus” (column eleven), respectively. So, “0_1” means that there is no “stun” event and that player 1 (the human) received one point of bonus health. Likewise, the rest of the columns follow the same naming conversion based on all possible combinations of values from the dataset (explained in the previous section).

Table 7. Summary of the occurrence of the various facial expressions in association with the surprise game events.

| Facial Expression | Occurrences |
|-------------------|-------------|
| 0_1               | 1        |
| 1_0               | 3        |
| 1_1               | 4        |
| 1_2               | 3        |
| 2_0               | 6        |
| 2_1               | 1        |
| 2_2               | 2        |

It worth to be noticed that the number of occurrences in Table 7 were calculated by excluding the rows where the “Win” (last column) had a value other than zero. This is because, as explained before,
the “win, lose or tie” events were calculated separately and then temporally removed from the dataset so they will not affect the rest of the analysis.

Before the possibilities were calculated, some facial expressions with low occurrence values were eliminated. The possibilities for the rest of the facial expressions were calculated using (Equation (1)) and are presented in Table 8.

| Facial Expression | 0_1 | 0_2 | 1_0 | 1_1 | 1_2 | 2_0 | 2_1 | 2_2 |
|-------------------|-----|-----|-----|-----|-----|-----|-----|-----|
| Possibility (%)   |     |     |     |     |     |     |     |     |
| 0                 | 0   | 24  | 37  | 0   | 0   | 48  | 0   | 0   |
| 1                 | 54  | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 2                 | 23  | 0   | 0   | 0   | 0   | 24  | 0   | 0   |
| 3                 | 23  | 0   | 0   | 100 | 0   | 0   | 50  | 0   |
| 4                 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 5                 | 0   | 0   | 37  | 0   | 0   | 0   | 0   | 0   |
| 6                 | 0   | 48  | 26  | 0   | 0   | 28  | 0   | 0   |
| 7                 | 0   | 28  | 6   | 0   | 0   | 0   | 0   | 0   |
| 8                 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 9                 | 0   | 0   | 0   | 0   | 100 | 0   | 0   | 100 |

During the analysis, it was found that the “damage dealing” events summarized the remaining columns in terms of contribution to the association. Hence, we take all their combination in a similar manner, as the “surprise” events were enough for determining the association with the facial expressions. The possible combinations are four. No player received any damage “0_0”, player 1 receives no damage, but player two receives two points of damage “0_2”, both players receive one point of damage “1_1”, or player 1 receives two points of damage. Table 9 presents the number of occurrences of the various facial expressions under each game event.

| Facial Expression | 0_0 | 0_2 | 1_1 | 2_0 |
|-------------------|-----|-----|-----|-----|
| Occurrences       |     |     |     |     |
| 0                 | 219 | 4   | 125 | 1   |
| 1                 | 27  | 13  | 30  | 3   |
| 2                 | 11  | 8   | 8   | 2   |
| 3                 | 12  | 19  | 9   | 6   |
| 4                 | 5   | 3   | 1   | 2   |
| 5                 | 37  | 1   | 11  | 1   |
| 6                 | 18  | 2   | 7   | 20  |
| 7                 | 9   | 1   | 6   | 16  |
| 8                 | 3   | 0   | 2   | 2   |
| 9                 | 64  | 4   | 28  | 2   |
The counting of occurrences of facial animation during “damage dealing” events excluded the rows where the “surprise” or “win” events (last three columns) had values other than zero. If even one of these columns had a value other than zero, then this row was excluded from the counting as “surprise” events having priority over “damage dealing” events. The possibilities of occurrence of the non-eliminated facial expressions calculated using (Equation (1)) are presented in Table 10.

Table 10. Summary of the possibility of occurrence of the various facial expressions in association with damage dealing game events.

| Facial Expression | 0.0 | 0.2 | 1.1 | 2.0 |
|-------------------|-----|-----|-----|-----|
| Possibility (%)   | 63  | 0   | 64  | 0   |
| 1                 | 8   | 33  | 15  | 0   |
| 2                 | 0   | 20  | 0   | 0   |
| 3                 | 0   | 47  | 0   | 0   |
| 4                 | 0   | 0   | 0   | 0   |
| 5                 | 11  | 0   | 7   | 0   |
| 6                 | 0   | 0   | 0   | 56  |
| 7                 | 0   | 0   | 0   | 44  |
| 8                 | 0   | 0   | 0   | 0   |
| 9                 | 18  | 0   | 14  | 0   |

With all the game events identified and their associated probabilities calculated, it is possible to produce a tree that translates these relationships. The researchers opted for diagraming a tree in which the branches represented the facial expression outcomes (independent variable) of each game event being played (dependent variable). The root of the tree is the game event. The children include the possible facial expression ID and its possibility of occurrence.

Figure 6 presents a probability tree for the “win”, “lose”, and “tie” events. The possibilities taken from Table 6 were reversed, assuming that the computer-controlled player, referred to as Artificial Intelligence (AI), is the human player. For example, when the player is losing, it was assumed that the AI was losing, hence it will react in a similar way.

Figure 6. Selection of Facial Expression (FE) based on decision tree of win, lose, and tie game events.

Similarly, Figure 7 translates the results of Table 8 by converting 1 to 2 and 2 to 1, as these values represent player IDs. So, event “1_2” will use the values of column “2_1” from Table 8. The 0 was not affected.
Figures 7. Selection of Facial Expression (FE) based on a decision tree of surprise game events.

Translating the results from Table 10 required swapping the order of the digits that represent points of damage. For example, “0_2” is using the associations of “2_0”. The event “0_0” was not affected. The results are presented in Figure 8.

Figures 8. Selection of facial expression (FE) based on decision tree of damage dealing game events.

The trees from Figures 6–8 were translated directly to the code of the prototype application. The 15 different game events are represented as the roots of the trees from Figures 6–8. As it can been seen, the summary of the possibility of occurrence of the children is 100%. The game initially will identify which game event occurred. Then, it will partition a space from zero to 100 based on the possibility of occurrences starting from left to right. For example, as it can be seen in Figure 9, the AI lose condition will be partitioned based on the possibility of occurrence of the three facial expressions, which are extracted from Figure 5 for the AI lose condition. From zero to 24 is the space of facial expression 6. Twenty-five to 62 is the space of facial expression seven. Finally, the space of facial expression eight is from 63 to 100. The system will select which facial expression to play based on a randomly generated number from zero to 100. For example, if the generated number is 60, it will select facial expression seven. The same process is repeated in case of other game events.

Figure 9. Selection of « Artificial Intelligence (AI) lose» facial expression.
While the proposed model focuses on facial expressions, the same approach can be used for modeling any type of virtual character reaction, leading to more immersive virtual worlds. The populated possibility model developed and used in this work can not be used for other games. However, the proposed approach can be generalized using the steps from Figure 10.

![Figure 10. Methodology generalization.](image)

In order to generalize the proposed approach so it can be used in a different scenario, developers must first collect the animation data of real human subjects, while they are experiencing various game events. Then, they can extract the possibility of occurrence from the dataset. The next step is reverting the possibility of occurrence to represent the AI instead of the player behavior (as explained earlier in this section). Then, the possibility tree can be produced and used.

5. Evaluation

In order to evaluate this work, the researchers examined the trees from Figures 6–8 for reasonable results, and they conducted user experience testing. During the tree evaluation, it has been discovered that the “win, lose, tie” game events had reasonable reactions. The “surprise” event “1_0” (stun) sometimes caused laughter (28%) and sometimes upset (24%). While this is contradicting, it was a result of the small size of the occurrences, as “surprise” events were relatively rare. The rest of the “surprise” events produced expected behaviors. The “damage dealing” events had consistent happy and sad facial expressions when causing damage to the enemy or receiving damage. When nobody is receiving damage or both receive one point of damage, we got either negative or positive expressions, which is considered normal.

The user experience testing included asking 24 students attending the “3D Game Development” class, but who were not involved with this research, to play the prototype game and answer a questionnaire. The questionnaire and its responses are summarized in Table 11.

| Question                                                                 | 1       | 2       | 3       |
|-------------------------------------------------------------------------|---------|---------|---------|
| Was the computer-controlled character portrait reacting based on what was happening in the game? I don’t know (1), yes (2), no (3) | 0/24    | 0/24    | 24/24   |
| The behavior was random (1), pre-programmed (2), or dynamic response (3) | 0/24    | 17/24   | 7/24    |
| Did the computer-controlled character portrait facial reactions increase the game immersion? I don’t know (1), no (2), yes (3) | 0/24    | 0/24    | 24/24   |
| Did the computer-controlled character portrait facial reactions make the game more fun to play? I don’t know (1), no (2), yes (3) | 0/24    | 0/24    | 24/24   |

As can be seen from Table 11, all users notice that the computer-controlled character portrait was linked to the game events. The students did not realize that these reactions were the result of our model, but they were not aware of this research, and this is reflected in these results. All students agreed that the interactive computer-controlled character portrait made the game more immersive and fun to play. Overall, the researchers are satisfied with the proposed approach.
6. Conclusions

This work presented a new approach for developing interactive computer-controlled character behaviors that react based on what is happening in the game. The approach was based on modeling facial expressions based on a dataset collected by human subjects that were playing a computer game that was developed as part of this project. The prototype computer game was developed for the purposes of data collection and proof of concept. During the research, it was found that “win, lose, tie” game events have more dominant associations with the facial expressions than the rest of game events, followed by “surprise” game events that occurred rarely and finally “damage dealing” events. The association of these three types of events were modeled separately. The models were in the form of probabilistic trees that include game events as roots and the possible facial expressions with the possibility of occurrence as leaves. This work was evaluated by manually checking the trees for unexpected leaves as well as user experience testing. While manually inspecting the tree, it was found that only 1 out of 15 game events had a possibility to produce an unexpected facial expression. The user experience test was conducted by 24 test subjects that confirmed that the computer-controlled character was responsive to the game events, which was something that made the game more immersive and fun to play.

The main limitation of this work lies in the dataset that was collected while one human subject was playing the game. The problem is that different people with different personalities may react differently to the same game event. Utilizing more people could result in a richer dataset that can allow the computer-controlled character not only to mimic facial expressions based on the various game events but react differently based on different personality profiles. This is the main focus of our future work, together with more testing. While this work focused on associating computer-controlled character’s facial expressions with game events, the same process can be used for modeling any type of avatar reaction, which is something that can lead to more immersive virtual worlds and games that are more fun to play.

Supplementary Materials: The dataset and gameplay video are available online at http://www.mdpi.com/2076-3417/10/16/5636/s1.

Author Contributions: Conceptualization, W.A. and G.T.; methodology, N.A.-M.; software, M.A.S; validation, M.A. and A.A.; investigation, W.A, G.T., F.Q.K., N.A.-M.; resources, W.A.; data curation, M.A.S., M.A. and A.A.; writing—original draft preparation, W.A., G.T., F.Q.K., N.A.-M.; writing—review and editing, N.A., F.Q.K., G.T., W.A.; visualization, M.A.S.; supervision, W.A.; project administration, W.A.; funding acquisition, W.A. All authors have read and agreed to the published version of the manuscript.

Funding: Deanship of Scientific Research (DSR), King Abdulaziz University, Jeddah, Saudi Arabia, under grant No.(D-124-612-1441).

Acknowledgments: This project was funded by the Deanship of Scientific Research (DSR), King Abdulaziz University, Jeddah, Saudi Arabia, under grant No.(D-124-612-1441). The authors, therefore, gratefully acknowledge DSR technical and financial support.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Hudlicka, E. Affective game engines: Motivation and requirements. In Proceedings of the 4th International Conference on Foundations of Digital Games, Orlando, FL, USA, 26–30 April 2009; pp. 299–306.
2. Gilleade, K.; Dix, A.; Allanson, J. Affective videogames and modes of affective gaming: Assist me, challenge me, emote me. In DiGra 2005: Changing Views—Worlds in Play; Lancaster University: Lancaster, UK, 2005.
3. Robison, J.; McQuiggan, S.; Lester, J. Evaluating the consequences of affective feedback in intelligent tutoring systems. In Proceedings of the IEEE 2009 3rd Affective Computing and Intelligent Interaction and Workshops, International Conference, Amsterdam, The Netherlands, 10–12 September 2009; pp. 1–6.
4. Picard, R.W. Affective Computing; MIT Press: Cambridge, MA, USA, 1997.
5. De Byl, P. A conceptual affective design framework for the use of emotions in computer game design. Cyberpsychol. J. Psychosoc. Res. Cyberspace 2015, 9, 4. [CrossRef]
6. Vinayagamoorthy, V.; Gillies, M.; Steed, A.; Tanguy, E.; Pan, X.; Loscos, C.; Slater, M. Building Expression into Virtual Characters; The Eurographics Association: Allaville, Switzerland, 2006.

7. Arellano, D.; Varona, J.; Perales, F.J. Generation and visualization of emotional states in virtual characters. *Comput. Animat. Virtual Worlds* **2008**, 19, 259–270. [CrossRef]

8. Frome, J. Eight Ways Videogames Generate Emotion. In Proceedings of the Digra Conference, Tokyo, Japan, 24–28 September 2007.

9. Chowanda, A. Towards Emotional and Socially Realistic Game Companions with Personality. Ph.D. Thesis, University of Nottingham, Nottingham, UK, 2018.

10. Baharom, S.N.; Tan, W.H.; Idris, M.Z. Emotional design for games: A framework for player-centric approach in the game design process. *Int. J. Multimed. Ubiquitous Eng.* **2014**, 9, 387–398. [CrossRef]

11. Ekman, P. Universals of facial expressions of emotion. In *Nonverbal Communication: Where Nature Meets Culture*; Segerstrale, U.P., Molnar, P., Eds.; Routledge: Abingdon, UK, 1997; pp. 27–46.

12. Ekman, P. Universals and cultural differences in facial expressions of emotions. In *Nebraska Symposium on Motivation*; Cole, J., Ed.; University of Nebraska Press: Lincoln, NE, USA, 1971; Volume 19, pp. 207–283.

13. Oh, S.Y.; Bailenson, J.; Krämer, N.; Li, B. Let the avatar brighten your smile: Effects of enhancing facial expressions in virtual environments. *PLoS ONE* **2016**, 11, e0161794. [CrossRef] [PubMed]

14. Choi, A.; Melo, C.D.; Woo, W.; Gratch, J. Affective engagement to emotional facial expressions of embodied social agents in a decision-making game. *Comput. Animat. Virtual Worlds* **2012**, 23, 331–342. [CrossRef]

15. Li, H.; Weise, T.; Pauly, M. Example-based facial rigging. *ACM Trans. Graph. (ToG)* **2010**, 29, 1–6.

16. Ma, L.; Deng, Z. Real-Time Facial Expression Transformation for Monocular RGB Video. *Comput. Graph. Forum* **2019**, 38, 470–481. [CrossRef]

17. Wei, L.; Deng, Z. A practical model for live speech-driven lip-sync. *IEEE Comput. Graph. Appl.* **2014**, 35, 70–78. [CrossRef] [PubMed]

18. Ma, L.; Deng, Z. Real-time hierarchical facial performance capture. In Proceedings of the ACM SIGGRAPH Symposium on Interactive 3D Graphics and Games, Montreal, QC, Canada, 21–23 May 2019; pp. 1–10.

19. Mousas, C.; Anagnostopoulos, C.N. Structure-aware transfer of facial blendshapes. In Proceedings of the 31st Spring Conference on Computer Graphics, Smolenice, Slovakia, 22–24 April 2015; pp. 55–62.

20. Ouzounis, C.; Killias, A.; Mousas, C. Kernel projection of latent structures regression for facial animation retargeting. *arXiv 2017*, arXiv:1707.09629.

21. Weise, T.; Bouaziz, S.; Li, H.; Pauly, M. Realtime performance-based facial animation. *ACM Trans. Graph. (ToG)* **2011**, 30, 1–10. [CrossRef]

22. Li, H.; Yu, J.; Ye, Y.; Bregler, C. Realtime facial animation with on-the-fly correctives. *ACM Trans. Graph.* **2013**, 42, 1–10. [CrossRef]

23. Weise, T.; Li, H.; Van Gool, L.; Pauly, M. Face/off. Live facial puppetry. In Proceedings of the 2009 ACM SIGGRAPH/Eurographics Symposium on Computer Animation, New Orleans, LA, USA, 1–2 August 2009; pp. 7–16.

24. El-Nasr, M.S.; Yen, J.; Ioeger, T.R. Flame—Fuzzy logic adaptive model of emotions. *Auton. Agents Multi-Agent Syst.* **2000**, 3, 219–257. [CrossRef]

25. Zhou, X.; Huang, X.; Wang, Y. Real-time facial expression recognition in the interactive game based on embedded hidden markov model. In Proceedings of the IEEE International Conference on Computer Graphics, Imaging and Visualization, Penang, Malaysia, 2 July 2004; pp. 144–148.

26. Mishra, P.; Ratnaparkhi, S. HMM Based Emotion Detection in Games. In Proceedings of the IEEE 2018 3rd International Conference for Convergence in Technology, Pune, India, 6–8 April 2018; pp. 1–4.

27. Unity3D. Available online: https://unity.com/ (accessed on 31 May 2020).

28. Magic Effects Pack 1 Spells Unity Asset Store. Available online: https://assetstore.unity.com/packages/vfx/particles/spells/magic-effects-pack-1-99856 (accessed on 31 May 2020).

29. Reallusion. iPhone Face Mocap. 2019. Available online: https://mocap.reallusion.com/iclone-motion-live-mocap/iphone-live-face.html (accessed on 10 November 2019).

30. Available online: https://apps.apple.com/us/app/live-face/id1357551209 (accessed on 31 May 2020).

31. Shan, C.; Gong, S.; McOwan, P.W. Facial expression recognition based on local binary patterns: A comprehensive study. *Image Vision Comput.* **2009**, 27, 803–816. [CrossRef]
32. Ouellet, S. Real-time emotion recognition for gaming using deep convolutional network features. *arXiv* 2014, arXiv:1408.3750.

33. Littlewort, G.; Whitehill, J.; Wu, T.; Fasel, I.; Frank, M.; Movellan, J.; Bartlett, M. The computer expression recognition toolbox (CERT). In Proceedings of the IEEE Face and Gesture, Santa Barbara, CA, USA, 21–23 March 2011; pp. 298–305.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).