Abstract—This study focuses on self-balancing microgrids to smartly utilize and prevent overdrawing of available power capacity of the grid. A distributed framework for automated distribution of optimal power demand is proposed, where all buildings in a microgrid dynamically and simultaneously adjust their own power consumption to reach their individual optimal power demands while cooperatively striving to maintain the overall grid stable. Emphasis has been given to aspects of algorithm that yields lower time of convergence and is demonstrated through quantitative and qualitative analysis of simulation results.
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I. INTRODUCTION

Generally, during peak time utility companies may request the buildings to cut down their power in exchange of some incentives. This would require building managers to first receive messages or phone calls from the utility company and respond with an appropriate strategy. To facilitate automation of the entire process, each building will need to quantitatively adjust its own strategy while cooperatively trying to make the grid more stable. In a self-balancing electrical grid, the total consumption of all the buildings in the grid should not exceed the total power consumption of the grid, i.e.,

\[ \sum_{i=1}^{n} P_i^c \leq P_G^{\text{max}} \]  

(1)

If the total demand exceeds \( P_G^{\text{max}} \), all buildings must adjust their individual demand cooperatively such that the total remains below the grid maximum. Buildings will be able to consume power as per the final adjusted demand from the next time window. A building will not know what the other’s demand is. We assume a distributed model, where each building can communicate with its neighbors. Each building declares a price per unit time which it is willing to pay for the demand. Whoever is willing to pay more will get more. There is a utility function associated with each building, which is dependent on the willingness to pay parameter. Based on the price, each building tries to adjust their demand, so that their utility is maximized to reach their optimal demands under the constraint that the grid is maintained stable. In short, the goal should be to keep the total power consumption of all the buildings as close as possible to \( P_G^{\text{max}} \) but strictly below it.

In [1], Kelly et al. have proposed a pricing scheme based on which a group of users shares the capacity of a network. In this scheme, end users are informed whether their packets are marked or not and accordingly they adjust their transmission rates. They have shown that this is Proportionally Fair Pricing scheme and can decentralize the global optimum allocation of congestible resources. Ganesh et al. proposed a modification of this in [2] wherein the switch assigns each packet a price instead of the mark. The mechanism of congestion prices has been used to provide both feedback and incentives to the end-systems. A market-based mechanism has been proposed in [3] that allows the Smart Micro-Grid Operator (SMO) to control the behavior of internal loads through price signals and to provide feedback to the Independent System Operator (ISO). Reference [4] proposed a method for building managers to efficiently account for energy consumption and manage plug-loads in enterprise buildings during demand response events.

The rest of the paper is organized as follows. Section II presents the models for static and dynamic adjustments of power demand. In Section III, we numerically evaluate the performance of the models that we proposed in the previous section. Finally we conclude the paper in Section IV.

II. MODEL OF OPTIMAL DEMAND DISTRIBUTION

We follow the principles of demand response model proposed by Fan et al. in [5]. Consider a discrete time slot system with time window \( T \). Let the demand of the building in time slot be \( T \). The constraint is that at
convergence when optimal demands are reached, then
\[ \sum_{i=1}^{n} x_i(t) < P_G^{\text{max}} \]  
(2)
The unit price of demand at any time slot is a function of aggregate demand, i.e.
\[ p(t) = f \left( \sum_{i=1}^{n} x_i(t) \right) \]  
(3)
Based on the price information, each building will update its demand for the next time slot. A price function can be represented as [2],
\[ f(x) = a \left( \frac{x}{C} \right)^k \]  
(4)
where \( C \) is the capacity of the network. The constant \( a \) denotes the basic price of power and controls how the price is influenced by the variation of aggregate demand with respect to the capacity. Each building has utility \( u_i \left( x_i(t) \right) \) associated with it in time slot. A typical utility function is chosen as the logarithmic one [1],
\[ u_i(x) = w_i \log(x) \]  
(5)
where \( w_i \) is the willingness to pay (WTP) parameter for the \( i \)th building. A building \( i \) will choose its demand to maximize [2],
\[ u_i \left( x_i(t) \right) - x_i(t)p(t) \]  
(6)
Each building will adjust its demand for the next time slot as per the equation given by [5],
\[ x_i(t+1) = x_i(t) + \alpha \left( w_i - x_i(t)p(t) \right) \]  
(7)
where \( \alpha \) is a parameter controlling the convergence rate. \( p(t) \) is the price per unit given by,
\[ p(t) = a \frac{\sum_{i=1}^{n} x_i(t)}{P_G^{\text{max}}} + s \left( \sum_{i=1}^{n} x_i(t) - P_G^{\text{max}} \right) \]  
\[ \times \ u \left( \sum_{i=1}^{n} x_i(t) - P_G^{\text{max}} \right) \]  
(8)
where \( s(.) \) is a sigmoid and \( u(.) \) is a unit step function. In the above pricing scheme, depending on the willingness to pay, a building is free to choose how it should respond to price information which is motivated by the assumption that each is trying to maximize equation [6] and the constraint that overall demand is less than \( P_G^{\text{max}} \). The sigmoid function in the price has been included to incorporate the extra steepness of an extra amount of penalty in the price. The unit step function ensures that this extra penalty is applied only when the demand exceeds the grid maximum. For a building the convergence of equation [7] to optimal demand implies that equation [6] has been maximized.

A. Static Adjustment of Power Demand

The solution to the problem consists of the following parts:
1. Each building need to know the total demand at any time slot so that it can estimate the price and hence adjust its demand under the constraint. The buildings will compute the global average of the demand using distributed averaging. The distributed averaging is done using the Best Constant [6] method. From the global average, it now can determine the total demand at that time.
2. After knowing the total demand, each building will compute the estimate of the price. Based on the price information and its willingness to pay, it will adjust its demand at the next time slot as per equation [7] where \( p(t) \) is given by equation [8]
3. Go to step 1, until equilibrium is attained.

The system will reach equilibrium when the demand of each building will converge to individual optimal demand subject to the constraint of the problem. The optimal demand of each building depends on its initial demand, price information and its willingness to pay. This optimal demand will then be distributed to each building which it will consume.

B. Dynamic Adjustment of Power Demand

In the above approach, each time all buildings come to a consensus to know the total demand, adjusts it, and then again checks the total demand. This continues until the system reaches equilibrium, every building gets its optimal demand and the grid stays stable. Thus, the overall time taken to reach the optimal demand and the system to come to equilibrium may be high. An approach to reduce the overall time would be to allow each building to simultaneously estimate the global average of the demand and adjust their individual demand accordingly in one-time slot. In the next time slot, each building will update its own estimate as the weighted summation of the estimate received from its neighbors and the change in its demand [7], [8]. This approach can be summarized in the following steps:
1. Allow each building a time slot \( t \) to communicate its current demand \( x_i(t) \) to its neighbor and form an estimate of the global average \( x_i^{\text{est}}(t) \) at that time slot.
2. Based on the estimated global average of each building, it estimates the price per unit demand at that time slot as in equation [5]. Now based on the price and WTP parameter, each building will update its demand following equation [7] Let the change in
demand for building $i$ be denoted by $\Delta_i$ where,
\[ \Delta_i(t) = x_i(t+1) - x_i(t) \quad (9) \]
3. At the next time slot $t = t + 1$, the demand of some of the buildings have changed as the initial measurements that we have started with has changed for the next iteration. So, each building updates its own demand estimate as a weighted sum of demand estimate it receives from its neighbours and the change in its value. This is expressed as
\[ x_i^{\text{est}}(t+1) = \sum_j w_{ij} x_j^{\text{est}}(t) + \Delta_i(t) \quad (10) \]
Equivalently, in vector notation,
\[ x^{\text{est}}(t+1) = W x^{\text{est}}(t) + \Delta_i(t) \quad (11) \]
where $W$ is the weight matrix obtained by the “Best Constant” Algorithm [6].
4. Go to step 1 until equilibrium is attained.

III. SIMULATION RESULTS
The above model has been simulated with a network of 10 buildings. The weight matrix has been generated using the best constant method, where the optimal constant is found out to be 0.3135. In the demand updating equation, $\alpha = 0.05$. In the price equation, $\alpha = 1$ and $k = 4$. The following argument guides the above choice of $\alpha$:

The value of $\alpha$ is taken as 1, so we expect that in equilibrium, the price will also settle for a value close to but less than 1 as per equation 8, because the total demand at that time would be less than 700. Let this optimal price be $p_{\text{opt}}$. Maximizing equation 6 would then give the optimal demand,
\[ x_i^{\text{opt}} = \frac{w_i}{p_{\text{opt}}} \quad (12) \]
Fig. 1 And Fig. 2 shows demand adaptation for each building and the evolution of price per unit demand as a function of time slots respectively. Fig. 3 shows the variation of the total demand with time slot. Initially, the overall demand which is equal to 765.9, is higher than $P_{\text{max}} = 700$. The willingness to pay parameter $w$ has been randomly chosen as
\[ w = [45 \ 98 \ 67 \ 80 \ 90 \ 93 \ 50 \ 50 \ 57 \ 72] \]
The following argument guides the above choice of $w$: the value of $\alpha$ is taken as 1, so we expect that in equilibrium, the price will also settle for a value close to but less than 1 as per equation 8 because the total demand at that time would be less than 700. Let this optimal price be $p_{\text{opt}}$. Maximizing equation 6 would then give the optimal demand,
\[ x_i^{\text{opt}} = \frac{w_i}{p_{\text{opt}}} \quad (12) \]
As in our case $p_{\text{opt}} \approx 1$, the optimal demand should almost be equal to the WTP parameter $w_i$. Since the total initial demand is well above the grid maximum, all buildings will need to adjust their individual demands, so that when the system finally converges to equilibrium, each will reach its individual optimal demand and at the same time the total should be close to but less than 700.
demand depending on their willingness to pay parameter. The total demand would again start to increase and the overall price would then change accordingly. In this way, demand of each building will converge to a stable value, and the system will reach equilibrium. In slot 7 when the system is in equilibrium, the price is slightly below 1 and the total demand is slightly below the maximum of 700. Final values of the price and the total demand, when the system reached equilibrium, are 0.9804 and 696.0809 respectively. Thus, the demand is kept as close as possible to 700 at equilibrium, while not exceeding it and hence avoiding under-utilization of the grid capacity. The optimal demand is then finally available for consumption. Fig. 4 shows the demand cut down by each building to reach the optimal subjected to the constraint of the problem.

### B. Dynamic Adjustment of Power Demand

The static approach assumes that each building predicts its initial demand (for the next hour or minute, depending on the time granularity) at the beginning of a time window, which will be available for consumption at the end of that time window. Unlike the static approach, if the predicted demand of a building changes during a time window, it will be accommodated in the next time window in the dynamic approach. Simulation results of this approach, where the length of the time window is smaller than the static case, using the same parameters as in sub-section III-A is shown in Fig. 5 to Fig. 8. The results obtained are similar to that in the static approach, but with the potential adapt to dynamic changes in the predicted demand or grid maximum.

## IV. CONCLUSIONS

This work proposed a distributed model to continuously maintain a stable grid by co-operative action of all the buildings in the grid. Subject to the constraint that the total power consumption of all the buildings at any time is always less than the grid maximum, a pricing scheme has been formulated that will allow individual buildings to adapt to price estimates and adjust their demands to maximize their own benefit.
Simulation results have demonstrated the convergence of the algorithm. From the results, we saw that when the system reaches equilibrium, the demands of the individual buildings reaches its optimal demand and the final aggregate demand is close to but less than grid maximum. Maintaining the aggregate demand just close to the grid maximum prevents under-utilization of the grid capacity.
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