RIEMANN-HILBERT PROBLEMS FOR THE RESOLVED CONIFOLD
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Abstract. We study the Riemann-Hilbert problems associated to the Donaldson-Thomas theory
of the resolved conifold. We give explicit solutions in terms of the Barnes double and triple sine
functions. We show that the corresponding \( \tau \)-function is a non-perturbative partition function, in
the sense that its asymptotic expansion coincides with the topological string partition function.

1. Introduction

In [6] we studied a class of Riemann-Hilbert problems arising naturally in Donaldson-Thomas
theory. They involve piecewise holomorphic maps from the complex plane into an algebraic torus
\((\mathbb{C}^*)^n\) with prescribed discontinuities along a given collection of rays. These problems represent
the conformal limit of the Riemann-Hilbert problems appearing in the work of Gaiotto, Moore
and Neitzke [12]. The purpose of this paper is to give a detailed solution to the Riemann-Hilbert
problems associated to the resolved conifold using a class of special functions related to Barnes’
multiple gamma functions [1, 2, 3]. We also compute the \( \tau \)-function in the sense of [6], and
show that the asymptotic expansion of \( \log(\tau) \) reproduces the positive degree terms in the genus
expansion of the topological string free energy. Our calculations thus suggest a new approach to
defining non-perturbative partition functions in topological string theory.

1.1. BPS structures for the resolved conifold. Let \( X \) denote the resolved conifold: this is
the non-compact Calabi-Yau threefold which is the total space of the vector bundle \( \mathcal{O}_{\mathbb{P}^1}(-1)^{\oplus 2} \).
Contracting the zero-section \( C \subset X \) gives the threefold ordinary double point \( x_1 x_2 - x_3 x_4 \subset \mathbb{C}^4 \).
The Riemann-Hilbert problems we shall consider arise from the Donaldson-Thomas (DT) theory
of the category of compactly-supported coherent sheaves on \( X \). They depend on a point in the
space

\[
M = \{(v, w) \in \mathbb{C}^2 : w \neq 0 \text{ and } v + nw \neq 0 \text{ for all } n \in \mathbb{Z}\} \subset \mathbb{C}^2.
\]

Mathematically speaking, as we recall in Appendix A, this is the space of stability conditions on
the derived category \( \text{D}^b\text{Coh}(X) \), quotiented by the subgroup of the group of auto-equivalences
generated by spherical twists. From the physical standpoint, it can be thought of as the smallest
unramified cover of the natural \( \mathbb{C}^* \)-bundle over the stringy Kähler moduli space on which central
charges of branes are single-valued.

Associated to a point of \( M \) is a collection of data which we referred to in [6] as a BPS structure.
Mathematically it represents the output of unrefined DT theory applied to the given stability
condition. In physical terms it encodes the BPS invariants of the non-linear supersymmetric sigma model associated to the space $X$. It consists of

(i) The charge lattice $\Gamma_{\leq 1} = \mathbb{Z}\beta \oplus \mathbb{Z}\delta$ equipped with the skew-symmetric form $\langle -, - \rangle = 0$.

(ii) The central charge: this is the group homomorphism

$$Z_{\leq 1} : \Gamma_{\leq 1} \rightarrow \mathbb{C}, \quad Z_{\leq 1}(a\beta + b\delta) = 2\pi i (av + bw).$$

(iii) The nonzero BPS invariants

$$\Omega(\gamma) = \begin{cases} 1 & \text{if } \gamma = \pm \beta + n\delta \text{ for some } n \in \mathbb{Z}, \\ -2 & \text{if } \gamma = k\delta \text{ for some } k \in \mathbb{Z} \setminus \{0\}. \end{cases} \quad (1)$$

The lattice $\Gamma_{\leq 1}$ is the natural receptacle for Chern characters of compactly-supported sheaves on $X$. All such sheaves are supported in dimension $\leq 1$: the most important examples are the line bundles $\mathcal{O}_C(n)$ supported on the zero-section $C \subset X$, and the skyscraper sheaves $\mathcal{O}_x$ supported at points $x \in X$. We have

$$\operatorname{ch}(\mathcal{O}_C(n)) = \beta + n\delta, \quad \operatorname{ch}(\mathcal{O}_x) = \delta.$$  

The two cases in (1) give the contribution to DT theory from sheaves supported in dimension one and zero respectively, and arise from the above-mentioned sheaves and their shifts. For the mathematical derivation of (1) we refer to [16, Example 6.30].

The form $\langle -, - \rangle$, which in the general context of [6] is the Euler form of the relevant category, vanishes in this case because curves on a threefold have zero intersection number. This has the consequence that the BPS invariants $\Omega(\gamma)$ do not depend on the choice of point $(z, w) \in M$. It also implies that the Riemann-Hilbert problem associated to our BPS structure is trivial. To remedy this we consider the double of the above BPS structure. This involves replacing the lattice $\Gamma_{\leq 1}$ with the lattice

$$\Gamma = \Gamma_{\leq 1} \oplus \Gamma_{\geq 2}, \quad \Gamma_{\geq 2} := \Gamma_{\leq 1}^\vee \cong \operatorname{Hom}_\mathbb{Z}(\Gamma_{\leq 1}, \mathbb{Z}),$$

equipped with the canonical non-degenerate integral skew-symmetric form, and extending the map $\Omega$ by zero. We can extend the map $Z_{\leq 1}$ via an arbitrary group homomorphism

$$Z_{\geq 2} : \Gamma_{\geq 2} \rightarrow \mathbb{C},$$

so that the space of possible doubled BPS structures becomes the cotangent bundle $T^*M$.

1.2. The Riemann-Hilbert problem. Introduce the twisted torus

$$\mathbb{T} = \{ g : \Gamma \rightarrow \mathbb{C}^* : g(\gamma_1 + \gamma_2) = (-1)^{\langle \gamma_1, \gamma_2 \rangle} g(\gamma_1) \cdot g(\gamma_2) \}. $$

It is a torsor for the algebraic torus $\operatorname{Hom}_\mathbb{Z}(\Gamma, \mathbb{C}^*)$, and hence non-canonically isomorphic to $(\mathbb{C}^*)^4$. For each class $\gamma \in \Gamma$ there is a twisted character

$$x_\gamma : \mathbb{T} \rightarrow \mathbb{C}^*, \quad x_\gamma(g) = g(\gamma).$$
The ray diagram associated to a BPS structure consists of the rays $\mathbb{R}_{>0} \cdot Z(\gamma)$ determined by those classes $\gamma \in \Gamma$ for which $\Omega(\gamma) \neq 0$. These rays are said to be active. The ray diagram for the BPS structure corresponding to a point $(v, w) \in M_+$ is illustrated in Figure 1 below. Note that the doubling procedure does not affect this.

The Riemann-Hilbert problem associated to the doubled BPS structure defined by a point of $T^* M$ depends also on the choice of an element $\xi \in \mathbb{T}$ called the constant term. The problem then asks for a piecewise holomorphic map $\Phi: \mathbb{C}^* \rightarrow \mathbb{T}$ which is holomorphic in the complement of the active rays, has a prescribed discontinuity as $t \in \mathbb{C}^*$ crosses an active ray $\ell \subset \mathbb{C}^*$, and has certain given limiting behaviour as $t \rightarrow 0$ or $t \rightarrow \infty$. Composing with the twisted characters of $\mathbb{T}$ we can equivalently encode the solution in the system of maps $\Phi_{\gamma}: \mathbb{C}^* \rightarrow \mathbb{C}^*$, $\Phi_{\gamma}(t) = x_{\gamma}(\Phi(t))$ parameterised by $\gamma \in \Gamma$.

In a bit more detail, the required discontinuity as $t \in \mathbb{C}^*$ crosses an active ray $\ell \subset \mathbb{C}^*$ is

$$
\Phi_{\beta}(t) \mapsto \Phi_{\beta}(t) \cdot \prod_{Z(\gamma) \in \ell} (1 - \Phi_{\gamma}(t))^{\Omega(\gamma(\beta, \gamma))},
$$

and we ask that

$$
\exp(Z(\gamma)/t) \cdot \Phi_{\gamma}(t) \rightarrow x_{\gamma}(\xi),
$$

as $t \rightarrow 0$, and that each $\Phi_{\gamma}(t)$ should have moderate growth as $t \rightarrow \infty$, in the sense that there exists $k > 0$ such that for all $|t| \gg 0$

$$
|t|^{-k} < |\Phi_{\gamma}(t)| < |t|^k.
$$

We review the precise details of the Riemann-Hilbert problem in Sections 2 and 3.

Our first main result can be summarised in the following form.

**Theorem 1.1.** Consider the doubled BPS structure corresponding to a point of $T^* M$, and choose a constant term $\xi \in \mathbb{T}$ which satisfies $x_{\gamma}(\xi) = 1$ for all classes $\gamma \in \Gamma_{\leq 1}$. Then the corresponding Riemann-Hilbert problem has a unique solution, which can be written explicitly in terms of Barnes double and triple sine functions.

We will give a more precise statement of this result in Section 5, after the relevant special functions have been introduced in Section 4.

1.3. The $\tau$-function. It turns out that the unique solution to the Riemann-Hilbert problems for all points $(v, w) \in M$, and fixed constant term $\xi \in \mathbb{T}$, can be encoded in a single piecewise-holomorphic function $\tau = \tau(v, w, t)$. To do this we first re-express the unique solutions of Theorem 1.1 in terms of maps $\Psi_{\gamma}: \mathbb{C}^* \rightarrow \mathbb{C}^*$ by writing

$$
\exp(Z(\gamma)/t) \cdot \Phi_{\gamma}(t) = \Psi_{\gamma}(t) \cdot x_{\gamma}(\xi).
$$
It is easy to see that the maps $\Psi_\gamma$ are independent of the extended part of the central charge $Z_{\geq 2}$, and therefore only depend on $v, w$ and $t$. We then look for a piecewise-holomorphic function $\tau = \tau(v,w,t)$ which is invariant under simultaneous rescaling of all variables, and which satisfies

$$\frac{\partial}{\partial t} \log \Psi_{\beta^\vee}(t) = \frac{\partial}{\partial v} \log \tau(v,w,t), \quad \frac{\partial}{\partial t} \log \Psi_{\delta^\vee}(t) = \frac{\partial}{\partial w} \log \tau(v,w,t).$$

When it exists, such a function $\tau$ is easily seen to be unique up to multiplication by a nonzero constant. We review the details of this definition in Section 2.

In the case of the Riemann-Hilbert problems associated to the resolved conifold we show that a $\tau$-function in the above sense does indeed exist, and we compute it explicitly. Let us introduce a function $H(v, w, t)$ via the integral representation

$$H(v, w, t) = \exp \left( \int_C \frac{e^{ws} - 1}{e^{ws} - 1} \cdot \frac{e^{ts}}{(e^{ts} - 1)^2} \cdot \frac{ds}{s} \right),$$

where the contour $C$ is the real axis with a small detour above the origin. This representation is valid for $0 \leq \Re(v) \leq \Re(w)$. Let us also introduce

$$R(v, w, t) = \left( \frac{w}{2\pi it} \right)^2 \left( \text{Li}_3(e^{2\pi iv/w}) - \zeta(3) \right) + \frac{i\pi}{12} \cdot \frac{v}{w}.$$

In Section 5 we shall prove

**Theorem 1.2.** The expression

$$\tau(v, w, t) = H(v, w, t) \cdot \exp(R(v, w, t))$$

defines a $\tau$-function for the variation of BPS structures defined by the resolved conifold. As $t \to 0$ there is an asymptotic expansion

$$\log \tau(v, w, t) \sim -\frac{1}{12} \log \left( \frac{w}{t} \right) + \frac{i\pi}{12} \cdot \frac{v}{w} + \sum_{g \geq 1} \frac{B_{2g} \cdot \text{Li}_3(e^{2\pi iv/w})}{2g \cdot (2g - 2)!} \left( \frac{2\pi it}{w} \right)^{2g-2}$$

$$+ \sum_{g \geq 2} \frac{B_{2g} \cdot B_{2g-2}}{2g \cdot (2g - 2) \cdot (2g - 2)!} \left( \frac{2\pi it}{w} \right)^{2g-2}.$$

The positive degree part of the above series reproduces the free energy of the resolved conifold, with $2\pi t/w$ playing the role of the string coupling. In mathematical terms it is the generating function for the Gromov-Witten invariants of $X$. Since the function $\tau$ has pleasant analytic properties it can be considered as a good candidate for a non-perturbative partition function of the conifold. There is quite a large theoretical physics literature on such non-perturbative partition functions, which the author is unfortunately not competent to summarise. We merely note here that the expression (2) (with $w = 1$) does indeed appear in the string theory literature: see for example equation (3.9) in [22] (with $\beta = 1$). For more on non-perturbative partition functions in this context the reader could start by consulting [14, 20].
1.4. **Some motivation from mirror symmetry.** Classical mirror symmetry \([8, 13]\) relates the periods of a Calabi-Yau threefold \(Y\) to generating functions for enumerative invariants of a mirror Calabi-Yau threefold \(X\). This can be viewed as an identification between two variations of Hodge structures (VHS). On one side is the classical VHS on the moduli space of complex structures on \(Y\), considered in a neighbourhood of a maximally unipotent degeneration. On the other is a VHS over the complexified Kähler cone of \(X\), constructed from the genus 0 Gromov-Witten (GW) invariants of \(X\).

There is an obvious asymmetry here, in that the moduli of complex structures on \(Y\) is a global space with interesting topology, which we are choosing to view near a given boundary point, whereas on the other side, the complexified Kähler cone of \(X\) has no interesting topology. To remove this, we would like to see the complexified Kähler cone as a neighbourhood of a boundary point in a larger space with non-trivial topology. Moreover one would like to be able to extend the VHS on the Kähler cone to a global VHS on this ‘stringy’ Kähler moduli space. Mirror symmetry should then give rise to a map between the complex moduli space of \(X\) and the stringy Kähler moduli space of \(Y\), identifying the two VHS.

Our best hope for a mathematical definition of such a stringy Kähler moduli space is via the space of stability conditions \([4, 9]\) on the derived category of coherent sheaves \(D(X) = D^b \text{Coh}(X)\). In fact this space \(\text{Stab}(X)\) is better thought of as being mirror to the space of deformations of the category \(D(Y)\), which contains the classical moduli space of complex structures on \(Y\) within it (see \([5, \text{Section 7}]\)). On this larger space one should expect a generalization of the concept of a VHS referred to in \([18]\) as a non-commutative VHS. Nonetheless, the general conclusion remains that one should seek a geometric structure on the space of stability conditions which reproduces the A-model VHS in the large volume limit.

The definition of the GW invariants of \(X\) is too geometric in nature to generalise to the derived category \(D(X)\). Instead, the natural enumerative invariants associated to points of the space \(\text{Stab}(X)\) are (generalized) DT invariants \([16, 19]\), which encode the virtual Euler characteristics of moduli spaces of stable objects of each given Chern character. Although rank 1 DT invariants are known to encode equivalent data to the GW invariants \([23, 27]\), the two systems of invariants have very different formal properties. In particular, it is not at all clear how to extract a VHS from DT theory: in the case of GW theory this arises from the geometric properties of the compactification of the moduli of stable maps.

The most fundamental property of DT invariants is the Kontsevich-Soibelman wall-crossing formula \([19]\). The strong analogy with the iso-Stokes condition for families of irregular connections \([7]\) then suggests that the Riemann-Hilbert problem considered in \([6]\) might be the key to defining the required geometric structures on \(\text{Stab}(X)\). A closely-related version of this Riemann-Hilbert problem also plays a fundamental role in the work of Gaiotto, Moore and Neitzke \([12]\).
We view the calculations of this paper as an indication that this approach is on the right lines. We are performing a natural construction on the space of stability conditions which is appropriately invariant under the group of autoequivalences, and are obtaining non-perturbative quantities which reproduce Gromov-Witten theory near the large volume limit.
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2. BPS structures and Riemann-Hilbert problems

In this section we recall some relevant definitions and results from [6].

2.1. BPS structures and their doubles. We start with the basic definition

**Definition 2.1.** A BPS structure \((\Gamma, Z, \Omega)\) consists of

(a) A finite-rank free abelian group \(\Gamma \cong \mathbb{Z}^{\oplus n}\), equipped with a skew-symmetric form

\[ \langle -, - \rangle : \Gamma \times \Gamma \to \mathbb{Z}, \]

(b) A homomorphism of abelian groups \(Z: \Gamma \to \mathbb{C}\),

(c) A map of sets \(\Omega: \Gamma \to \mathbb{Q}\),

satisfying the following properties:

(i) Symmetry: \(\Omega(-\gamma) = \Omega(\gamma)\) for all \(\gamma \in \Gamma\),

(ii) Support property: fixing a norm \(\| \cdot \|\) on the finite-dimensional vector space \(\Gamma \otimes_{\mathbb{Z}} \mathbb{R}\), there is a constant \(C > 0\) such that

\[ \Omega(\gamma) \neq 0 \implies |\Omega(\gamma)| > C \cdot \|\gamma\|. \] (3)

The group homomorphism \(Z\) is called the central charge. The rational numbers \(\Omega(\gamma)\) are called BPS invariants. A class \(\gamma \in \Gamma\) is called active if \(\Omega(\gamma) \neq 0\). We call a BPS structure \((Z, \Gamma, \Omega)\)

(i) convergent, if for some \(R > 0\)

\[ \sum_{\gamma \in \Gamma} |\Omega(\gamma)| \cdot e^{-R|Z(\gamma)|} < \infty, \] (4)

(ii) uncoupled, if for any two active classes \(\gamma_1, \gamma_2 \in \Gamma\) one has \(\langle \gamma_1, \gamma_2 \rangle = 0\).

Given a BPS structure \((\Gamma, Z, \Omega)\) the doubled BPS structure takes the form

\((\Gamma \oplus \Gamma^\vee, Z \oplus Z^\vee, \Omega)\),

where \(\Gamma^\vee = \text{Hom}_\mathbb{Z}(\Gamma, \mathbb{Z})\) is the dual lattice, and \(Z^\vee: \Gamma^\vee \to \mathbb{C}\) is an arbitrary group homomorphism. We equip the doubled lattice \(\Gamma_D = \Gamma \oplus \Gamma^\vee\) with the non-degenerate skew-symmetric form

\[ \langle (\gamma_1, \lambda_1), (\gamma_2, \lambda_2) \rangle = \langle \gamma_1, \gamma_2 \rangle + \lambda_1(\gamma_2) - \lambda_2(\gamma_1). \] (5)
The central charge is defined by $Z(\gamma, \lambda) = Z(\gamma)$, and the BPS invariant $\Omega(\gamma, \lambda)$ is defined to be zero unless $\lambda = 0$ in which case $\Omega(\gamma, 0) = \Omega(\gamma)$.

2.2. Twisted torus. Given a BPS structure $(\Gamma, Z, \Omega)$, we consider the algebraic torus

$$T_+ = \text{Hom}_\mathbb{Z}(\Gamma, \mathbb{C}^*) \cong (\mathbb{C}^*)^n$$

and its co-ordinate ring (which is also the group ring of the lattice $\Gamma$)

$$\mathbb{C}[T_+] = \mathbb{C}[\Gamma] \cong \mathbb{C}[y_1^\pm 1, \cdots, y_n^\pm n].$$

We write $y_\gamma \in \mathbb{C}[T_+]$ for the character of $T_+$ corresponding to an element $\gamma \in \Gamma$. The skew-symmetric form $\langle - , - \rangle$ induces an invariant Poisson structure on $T_+$, given on characters by

$$\{y_\alpha, y_\beta\} = \langle \alpha, \beta \rangle \cdot y_\alpha \cdot y_\beta.$$  \hspace{1cm} (6)

The twisted torus of the BPS structure is a torsor over $T_+$ defined by

$$T = T_- = \{g : \gamma \to \mathbb{C}^* : g(\gamma_1 + \gamma_2) = (-1)^{\langle \gamma_1, \gamma_2 \rangle} g(\gamma_1) \cdot g(\gamma_2)\},$$

The co-ordinate ring of $T_-$ is spanned as a vector space by the twisted characters $x_\gamma : T_- \to \mathbb{C}^*$ tautologically defined by $x_\gamma(g) = g(\gamma) \in \mathbb{C}^*$. Thus

$$\mathbb{C}[T_-] = \bigoplus_{\gamma \in \Gamma} \mathbb{C} \cdot x_\gamma,$$

$$x_{\gamma_1} \cdot x_{\gamma_2} = (-1)^{\langle \gamma_1, \gamma_2 \rangle} \cdot x_{\gamma_1 + \gamma_2}. \hspace{1cm} (7)$$

There is a Poisson bracket on $\mathbb{C}[T_-]$ given on twisted characters by

$$\{x_\alpha, x_\beta\} = \langle \alpha, \beta \rangle \cdot x_\alpha \cdot x_\beta.$$ \hspace{1cm} (8)

A ray $\ell = \mathbb{R}_{>0} \cdot z \subset \mathbb{C}^*$ is called active if it contains a point $Z(\gamma)$ for some active class $\gamma \in \Gamma$. Associated to any ray $\ell \subset \mathbb{C}^*$ is a formal sum of twisted characters

$$DT(\ell) = \sum_{\gamma \in \Gamma : Z(\gamma) \in \ell} DT(\gamma) \cdot x_\gamma.$$

We would like to define an associated automorphism $S(\ell)$ of the twisted torus $T$ by taking the time 1 Hamiltonian flow of this function. In fact the best we can hope for in general is a partially-defined automorphism, as explained in the next subsection.

2.3. BPS automorphisms. Let $(\Gamma, Z, \Omega)$ be a convergent BPS structure and fix an acute sector $\Delta \subset \mathbb{C}^*$. For each real number $R > 0$ we define $U_\Delta(R) \subset T$ to be the interior of the subset

$$\{g \in T : Z(\gamma) \in \Delta \text{ and } \Omega(\gamma) \neq 0 \implies |g(\gamma)| < \exp(-R\|\gamma\|)\} \subset T.$$

It is proved in [6, Appendix B] that this is a non-empty open subset. The height of an active ray $\ell \subset \mathbb{C}^*$ is defined to be

$$H(\ell) = \inf \{|Z(\gamma)| : \gamma \in \Gamma \text{ such that } Z(\gamma) \in \ell \text{ and } \Omega(\gamma) \neq 0\}.$$
Non-active rays are considered to have infinite height. The support property ensures that for any $H > 0$ there are only finitely many rays of height $< H$. The following statement can be found in [6, Section 4] and is proved in [6, Appendix B].

**Proposition 2.2.** For sufficiently large $R > 0$ the following statements hold:

(i) For each ray $\ell \subset \Delta$, the power series $DT(\ell)$ is absolutely convergent on $U_\Delta(R)$, and hence defines a holomorphic function

$$DT(\ell): U_\Delta(R) \rightarrow \mathbb{C}.$$  

(ii) The time 1 Hamiltonian flow of the function $DT(\ell)$ with respect to the Poisson structure $\{-,-\}$ on $\mathbb{T}$ defines a holomorphic embedding

$$S(\ell): U_\Delta(R) \rightarrow \mathbb{T}.$$  

(iii) For each $H > 0$, the composition in clockwise order

$$S_{< H}(\Delta) = S_{\ell_1} \circ S_{\ell_2} \circ \cdots \circ S_{\ell_k},$$

corresponding to the finitely many rays $\ell_i \subset \Delta$ of height $< H$ exists, and the pointwise limit

$$S(\Delta) = \lim_{H \rightarrow \infty} S_{< H}(\Delta): U_\Delta(R) \rightarrow \mathbb{T}$$

is a well-defined holomorphic embedding.

We think of the maps $S(\ell)$ constructed in Proposition 2.2 as giving partially-defined automorphisms of the twisted torus $\mathbb{T}$. The following result is proved in [6, Appendix B].

**Proposition 2.3.** Fix a ray $\ell \subset \mathbb{C}^*$ and suppose that the following conditions are satisfied:

(i) there are only finitely many active classes $\gamma_i \in \Gamma$ with $Z(\gamma) \in \ell$.

(ii) any two active classes $\gamma_i \in \Gamma$ with $Z(\gamma_i) \in \ell$ satisfy $\langle \gamma_i, \gamma_j \rangle = 0$.

(iii) any active class $\gamma \in \Gamma$ with $Z(\gamma) \in \ell$ has $\Omega(\gamma) \in \mathbb{Z}$.

Then the map $S(\ell)$ of Proposition 2.2 extends to a birational automorphism of $\mathbb{T}$ whose pullback on twisted characters is given by

$$S(\ell)^*(x_\beta) = x_\beta \cdot \prod_{Z(\gamma) \in \ell} (1 - x_{\gamma})^{\Omega(\gamma)(\beta,\gamma)}.$$  \hspace{1cm} (10)

2.4. **Riemann-Hilbert problem.** Let $(\Gamma, Z, \Omega)$ be a convergent BPS structure. Given a ray $\ell \subset \mathbb{C}^*$ we consider the corresponding half-plane

$$\mathbb{H}_\ell = \ell \cdot \mathfrak{h} = \{z \in \mathbb{C}^*: z = u \cdot v \text{ with } u \in \ell \text{ and } \text{Re}(v) > 0\},$$

centered on it. We shall be dealing with functions of the form $\Phi_\ell: \mathbb{H}_\ell \rightarrow \mathbb{T}$. Composing with the twisted characters of $\mathbb{T}$ we can equivalently consider functions

$$\Phi_{\ell,\gamma}: \mathbb{H}_\ell \rightarrow \mathbb{C}^*, \quad \Phi_{\ell,\gamma}(t) = x_\gamma(\Phi_\ell(t)).$$
The Riemann-Hilbert problem associated to the BPS structure \((\Gamma, Z, \Omega)\) depends on a choice of element \(\xi \in \mathbb{T}\) which we refer to as the constant term.

**Problem 2.4.** Fix an element \(\xi \in \mathbb{T}\). For each non-active ray \(\ell \subset \mathbb{C}^*\) we seek a holomorphic function \(\Phi_\ell : \mathbb{H}_\ell \to \mathbb{T}\) such that the following three conditions are satisfied:

(RH1) **Jumping.** Suppose that two non-active rays \(\ell_1, \ell_2 \subset \mathbb{C}^*\) form the boundary rays of a convex sector \(\Delta \subset \mathbb{C}^*\) taken in clockwise order. Then

\[
\Phi_{\ell_1}(t) = S(\Delta) \circ \Phi_{\ell_2}(t),
\]

for all \(t \in \mathbb{H}_{\ell_1} \cap \mathbb{H}_{\ell_2}\) with \(0 < |t| \ll 1\).

(RH2) **Finite limit at 0.** For each non-active ray \(\ell \subset \mathbb{C}^*\) and each class \(\gamma \in \Gamma\) we have

\[
\exp(Z(\gamma)/t) \cdot \Phi_{\ell,\gamma}(t) \to \xi(\gamma)
\]

as \(t \to 0\) in the half-plane \(\mathbb{H}_\ell\).

(RH3) **Polynomial growth at \(\infty\).** For any class \(\gamma \in \Gamma\) and any non-active ray \(\ell \subset \mathbb{C}^*\), there exists \(k > 0\) such that

\[
|t|^{-k} < |\Phi_{\ell,\gamma}(t)| < |t|^k,
\]

for \(t \in \mathbb{H}_\ell\) satisfying \(|t| \gg 0\).

To make sense of the condition (RH1) note that condition (RH2) implies that \(\Phi_{\ell_1}(t) \in U_\Delta(R)\) whenever \(t \in \mathbb{H}_{\ell_1} \cap \mathbb{H}_{\ell_2}\) with \(0 < |t| \ll 1\). But we can find \(R > 0\) such that the partially-defined automorphism \(S(\Delta)\) is well-defined on the open subset \(U_\Delta(R) \subset \mathbb{T}\). Thus the given relation does indeed make sense.

It will be useful to consider the maps \(\Psi_\ell : \mathbb{H}_\ell \to \mathbb{T}_+\) defined by

\[
\exp(Z/t) \cdot \Phi_\ell(t) = \Psi_\ell(t) \cdot \xi.
\]

Composing with the characters of \(\mathbb{T}_+\) we can also encode the solution in the system of maps

\[
\Psi_{\ell,\gamma}(t) = x_\gamma(\Psi_\ell(t)) = \exp(Z(\gamma)/t) \cdot \Phi_{\ell,\gamma}(t) \cdot \xi(\gamma)^{-1}.
\]

Of course the maps \(\Phi_\ell\) and \(\Psi_\ell\) are equivalent data: we use whichever is most convenient.

An element \(\gamma \in \Gamma\) will be called null if it satisfies \(\langle \alpha, \gamma \rangle = 0\) for all active classes \(\alpha \in \Gamma\). Note that the definition of the wall-crossing automorphisms \(S(\ell)\) then implies that \(S(\ell)^*(x_\gamma) = x_\gamma\). The following result is proved in [6, Section 4.5].

**Proposition 2.5.** Let \((\Gamma, Z, \Omega)\) be a convergent BPS structure, and fix a constant term \(\xi \in \mathbb{T}\).

(i) If a class \(\gamma \in \Gamma\) is null then any solution to Problem 2.4 satisfies \(\Psi_{\ell,\gamma}(t) = 1\) for all \(t \in \mathbb{H}_\ell\).

(ii) If \((\Gamma, Z, \Omega)\) is uncoupled then Problem 2.4 has at most one solution.
2.5. The $\tau$-function. A variation of BPS structures $(\Gamma_p, Z_p, \Omega_p)$ over a complex manifold $M$ consists of a family of BPS structures indexed by the points $p \in M$ satisfying certain axioms, the most important of which is the Kontsevich-Soibelman wall-crossing formula, which describes the way the BPS invariants $\Omega_p(\gamma)$ change as the point $p \in M$ moves. A complete definition is given in [6, Appendix A].

For the purposes of this paper however, it is sufficient to consider the much simpler notion of a framed variations of uncoupled BPS structures over a complex manifold $M$, which is nothing more than a family of BPS structures $(\Gamma, Z_p, \Omega)$ indexed by the points $p \in M$, such that the lattice $\Gamma$, the form $\langle -, - \rangle$, and the BPS invariants $\Omega(\gamma)$ are all constant, and such that for any $\gamma \in \Gamma$, the central charge $Z_p(\gamma) \in \mathbb{C}$ varies holomorphically.

Given a variation of BPS structures, the obvious map

$$\pi : M \to \text{Hom}_\mathbb{Z}(\Gamma, \mathbb{C}) \cong \mathbb{C}^n,$$

$p \mapsto Z_p$

is called the period map, and the variation is called miniversal if it is a local isomorphism. In that case, if we choose a basis $(\gamma_1, \cdots, \gamma_n) \subset \Gamma$, the functions $z_i = Z(\gamma_i)$ form a system of local co-ordinates near any given point of $M$.

For each point $p \in M$ we can consider the Riemann-Hilbert problem associated to the BPS structure $(\Gamma, Z_p, \Omega)$ and seek a family of solutions given by a piecewise-holomorphic map

$$\Psi : M \times \mathbb{C}^* \to T_+,$$

which we view as a function of the co-ordinates $(z_1, \cdots, z_n) \in \mathbb{C}^n$ and the parameter $t \in \mathbb{C}^*$. We define a $\tau$-function for this family of solutions to be a piecewise-holomorphic map

$$\tau : M \times \mathbb{C}^* \to \mathbb{C}^*,$$

which is invariant under simultaneous rescaling of all co-ordinates $z_i$ and the parameter $t$, and which satisfies the equations

$$\frac{\partial \log \Psi_{\gamma_i}}{\partial t} = \sum_j \langle \gamma_i, \gamma_j \rangle \frac{\partial \log \tau}{\partial z_j}. \quad (11)$$

When the form $\langle -, - \rangle$ is non-degenerate these conditions determine $\tau$ uniquely up to multiplication by a constant scalar factor. The author does not yet have a good explanation of why such a function $\tau$ should exist in general, but in the case of the variation of BPS structures associated to the resolved conifold, such a function can indeed be defined.

3. THE CONIFOLD RIEmann-HILBERT PROBLEM

In this section we give an explicit description of the family of Riemann-Hilbert problems associated to the resolved conifold. The starting point is the family of BPS structures arising from DT theory applied to the derived category of coherent sheaves on the resolved conifold. We recall the relevant results on the space of stability conditions and the DT invariants in Appendix A, but it is not necessary to understand this material to follow the rest of this paper.
3.1. **The BPS structures.** The BPS structures we shall consider depend on a point in the space

\[ M = \{(v, w) \in \mathbb{C}^2 : w \neq 0 \text{ and } v + nw \neq 0 \text{ for all } n \in \mathbb{Z}\} \subset \mathbb{C}^2. \]

Mathematically speaking, as we recall in Appendix A, this is the space of stability conditions on the derived category of the resolved conifold, quotiented by the subgroup of the autoequivalence group generated by spherical twists. From the physical standpoint it can be thought of as the smallest unramified cover of the natural \( \mathbb{C}^* \)-bundle over the stringy Kähler moduli space on which the central charges of branes are single-valued. We decompose

\[ M = M_+ \sqcup M_0 \sqcup M_- \]

generating by spherical twists. From the physical standpoint it can be thought of as the smallest unramified cover of the natural \( \mathbb{C}^* \)-bundle over the stringy Kähler moduli space on which the central charges of branes are single-valued. We decompose

\[ M = M_+ \sqcup M_0 \sqcup M_- \]

according to the sign of \( \text{Im}(v/w) \). The BPS structure \((\Gamma_{\leq 1}, Z_{\leq 1}, \Omega)\) corresponding to a point \((v, w) \in M\) is given by

(i) The lattice \( \Gamma_{\leq 1} = \mathbb{Z}\beta \oplus \mathbb{Z}\delta \) with the form \( \langle - , - \rangle = 0 \).

(ii) The central charge \( Z_{\leq 1} : \Gamma_{\leq 1} \to \mathbb{C} \) defined by

\[ Z_{\leq 1}(a\beta + b\delta) = 2\pi i(aw + bw). \]

(iii) The non-zero BPS invariants

\[ \Omega(\gamma) = \begin{cases} 1 & \text{if } \gamma = \pm \beta + n\delta \text{ with } n \in \mathbb{Z}, \\ -2 & \text{if } \gamma = n\delta \text{ with } n \in \mathbb{Z} \setminus \{0\}. \end{cases} \] (12)

Together these structures form a framed and miniversal variation of uncoupled BPS structures over \( M \). The BPS invariants are constant because \( \langle - , - \rangle = 0 \). We also consider the corresponding doubled BPS structures. As in the introduction we denote these by \((\Gamma, Z, \Omega)\) and use the notation

\[ \Gamma = \Gamma_{\leq 1} \oplus \Gamma_{\geq 2}, \quad \Gamma_{\geq 2} := \Gamma_{\leq 1}^\vee = \text{Hom}_\mathbb{Z}(\Gamma_{\leq 1}, \mathbb{Z}). \]

We denote by \((\beta^\vee, \delta^\vee) \subset \Gamma_{\geq 2}\) the dual basis to \((\beta, \delta) \subset \Gamma_{\leq 1}\). The map \( \Omega : \Gamma \to \mathbb{Q} \) satisfies \( \Omega(\gamma) = 0 \) unless \( \gamma \in \Gamma_{\leq 1} \). The central charge takes the form

\[ Z = Z_{\leq 1} \oplus Z_{\geq 2} : \Gamma \to \mathbb{C}, \]

where the group homomorphism \( Z_{\geq 2} : \Gamma_{\geq 2} \to \mathbb{C} \) is arbitrary. The resulting BPS structures are all convergent, because

\[ \sum_{\gamma \in \Gamma} |\Omega(\gamma)| \cdot e^{-|Z(\gamma)|} = 2 \sum_{n \in \mathbb{Z}} e^{-|v+nw|} + 2 \sum_{n \geq 0} e^{-n|w|} < \infty. \]

Thus we obtain a framed and miniversal variation of convergent, uncoupled BPS structures over the cotangent bundle \( T^*M \).
3.2. **BPS automorphisms.** Let us fix a point \((v, w) \in M_+\). Define rays
\[
\ell_\infty = \mathbb{R}_{>0} \cdot 2\pi iw, \quad \ell_n = \mathbb{R}_{>0} \cdot 2\pi i(v + nw) \subset \mathbb{C}^*.
\]
The active rays for the corresponding BPS structure \((\Gamma, Z, \Omega)\) defined above are precisely the rays \(\pm \ell_\infty\) and \(\pm \ell_n\) for \(n \in \mathbb{Z}\). The corresponding ray diagram is illustrated in Figure 1. We let \(\Sigma(n)\) be the convex open sector with boundary rays \(\ell_{n-1}\) and \(\ell_n\). Note that the union of the active rays is a closed subset of \(\mathbb{C}^*\) whose open complement is the disjoint union of the open sectors \(\pm \Sigma(n) \subset \mathbb{C}^*\).

We shall now describe explicitly the BPS automorphisms \(S(\ell)\) of the twisted torus \(T\) associated to the doubled lattice \(\Gamma = \Gamma_{\leq 1} \oplus \Gamma_{\geq 2}\). We denote by \(x_\gamma : T \to \mathbb{C}^*\) the twisted character corresponding to an element \(\gamma \in \Gamma\). Since, all active classes lie in \(\Gamma_{\leq 1} \subset \Gamma\), and the form \(\langle -, - \rangle\) is zero on \(\Gamma_{\leq 1}\), it follows that all classes \(\gamma \in \Gamma_{\leq 1}\) are null, and hence all BPS automorphisms act trivially on the corresponding twisted characters \(x_\gamma\).

Proposition 2.3 shows that the BPS automorphism associated to the ray \(\ell_n\) takes the form
\[
S(\ell_n)^*(x_\gamma) = x_\gamma \cdot (1 - x_{\beta + n\delta})^{\langle \gamma, \beta + n\delta \rangle}.
\]
In particular, the twisted characters for the generators \((\beta^\vee, \delta^\vee) \subset \Gamma_{\geq 2}\) transform as
\[
S(\ell_n)^*(x_{\beta^\vee}) = x_{\beta^\vee} \cdot (1 - x_{\beta + n\delta}), \quad S(\ell_n)^*(x_{\delta^\vee}) = x_{\delta^\vee} \cdot (1 - x_{\beta + n\delta})^n.
\]

Since the ray \(\ell_\infty\) contains infinitely many active classes, Proposition 2.3 no longer holds. Nonetheless, Proposition 2.2 shows that \(S(\ell_\infty)\) exists on a suitable open subset of \(T\), and then the same calculation as the proof of Proposition 2.3 (see [6, Appendix B]) shows that its pullback on twisted
characters is given by
\[
S(\ell_\infty)^*(x_\gamma) = x_\gamma \cdot \prod_{k \geq 1} (1 - x_{k\delta})^{-2k \cdot \langle \gamma, \delta \rangle}.
\]
It then follows that \(S(\ell)\) extends to the analytic open subset of \(\mathbb{T}\) where \(|x_\delta| < 1\), but not to a Zariski open subset. The action on the basic twisted characters as above is
\[
S(\ell_\infty)^*(x_\beta^\vee) = x_\beta^\vee, \quad S(\ell_\infty)^*(x_\delta^\vee) = x_\delta^\vee \cdot \prod_{k \geq 1} (1 - x_{k\delta})^{-2k}.
\]

**Remark 3.1.** There is no need to consider the active rays \(-\ell_n\) and \(-\ell_\infty\) separately, since as explained in [6, Section 4.4], for any ray \(\ell \subset \mathbb{C}^*\) there is a relation
\[
S(-\ell) \circ \sigma = \sigma \circ S(\ell),
\]
where \(\sigma : \mathbb{T} \to \mathbb{T}\) is the involution which acts on twisted characters as \(x_\gamma \leftrightarrow x_{-\gamma}\).

We shall also need to describe the BPS automorphisms \(S(\Delta)\) associated to convex sectors \(\Delta \subset \mathbb{C}^*\). There are two possibilities: either \(\Delta\) contains a finite number of active rays, or it contains one of the two rays \(\pm \ell_\infty\), and hence also an infinite number of the rays \(\pm \ell_n\). In the first case the corresponding BPS automorphism \(S(\Delta)\) is a finite composition of the birational automorphisms \(S(\ell)\) and nothing more needs to be said. For the second case, we can suppose by Remark 3.1 that \(\Delta\) contains the ray \(\ell_\infty\). Since we understand finite compositions of the maps \(S(\ell_n)\) it is enough to consider the extreme case when \(\Delta\) is just less than a half-plane, so that its bounding rays lie in sectors \(\Sigma(m)\) and \(-\Sigma(m)\), and without loss of generality we can take \(m = 0\).

The BPS automorphism \(S(\Delta)\) is guaranteed to exist on some suitable open subset of \(\mathbb{T}\) by Proposition 2.2. By definition it is the limit as \(H \to \infty\) of the finite composition of BPS automorphisms corresponding to rays in \(\Delta\) of height \(< H\). Note that all the BPS automorphisms \(S(\ell)\) commute so there is no need to distinguish the order of these compositions. Since the active rays contained in \(\Sigma\) are \(\ell_n\) for \(n \geq 0\), \(-\ell_n\) for \(n < 0\) and \(\ell_\infty\), it follows that \(S(\Delta)\) satisfies
\[
S(\Delta)^*(x_\gamma) = x_\gamma \cdot \prod_{n \geq 0} (1 - x_{\beta + n\delta})^{(\gamma, \beta + n\delta)} \cdot \prod_{n \geq 1} (1 - x_{-(\beta - n\delta)})^{-\langle \gamma, \beta - n\delta \rangle} \cdot \prod_{k \geq 1} (1 - x_{k\delta})^{-2k \cdot \langle \gamma, \delta \rangle}.
\]
Once again, it follows that \(S(\Delta)\) is well-defined on the analytic open subset \(|x_\delta| < 1\).

### 3.3. The Riemann-Hilbert problem.
We now consider the Riemann-Hilbert problem defined by the doubled BPS structure \((\Gamma, Z, \Omega)\) corresponding to a point of \(T^*M\), together with a fixed choice of constant term \(\xi = (\xi_{\leq 1}, \xi_{> 2}) \in \mathbb{T}\). Since these structures are uncoupled and convergent, Proposition 2.5 ensures that there is at most one solution. We shall always assume that our constant term satisfies \(\xi_{\leq 1} = 1\), that is that \(\xi(\gamma) = 1\) for all \(\gamma \in \Gamma_{\leq 1}\). We do not currently know how to solve the Riemann-Hilbert problem without this simplifying assumption. For now we shall also assume that \((v, w) \in M_\pm\): for other cases see Section 3.5.
Remark 3.2. The symmetry (14) implies that any solution to the Riemann-Hilbert problem satisfies
\[ \Phi_{\ell, -\gamma}^\sigma(-t) = \Phi_{\ell, \gamma}^\xi(t). \] (16)
Indeed, this follows from the observation of [6, Section 4.4] once one has the uniqueness result of Proposition 2.5.

Given the assumption \( \xi \leq 1 = 1 \), our Riemann-Hilbert problem depends on the point \((v, w) \in M_+\), together with the extra data of homomorphisms
\[ Z^\nu: \Gamma_{\geq 1} \to \mathbb{C}, \quad \xi^\nu: \Gamma_{\geq 1} \to \mathbb{C}^*. \] (17)
The solution \( \Phi_\ell: \mathbb{H}_\ell \to \mathbb{T} \) does not depend in a very interesting way on this extra data. In fact it is easy to see that the maps \( \Psi_\ell: \mathbb{H}_\ell \to \mathbb{T}_+ \) defined by
\[ \exp(Z/t) \cdot \Phi(t) = \Psi(t) \cdot \xi \]
are independent of \((Z^\nu, \xi^\nu)\). We shall therefore make the trivial choice \( Z^\nu = 0 \) and \( \xi^\nu = 1 \).

Since all classes \( \gamma \in \Gamma \) are null, Proposition 2.5 shows that
\[ \Phi_{\ell, \gamma}^\xi(t) = e^{-Z(\gamma)/t}, \] (18)
for all non-active rays \( \ell \subset \mathbb{C}^* \), and all classes \( \gamma \in \Gamma_{\leq 1} \). It follows that a solution to the Riemann-Hilbert is specified by the functions \( B_n(t) = B_n(v, w, t) = \Phi_{r_n, \beta^\nu}(t), \quad D_n(t) = D_n(v, w, t) = \Phi_{r_n, \delta^\nu}(t), \)
where \( r_n \subset \Sigma(n) \) is an arbitrary non-active ray lying in the given sector. There is no need to consider the functions \( \Phi_{\ell, \gamma}(t) \) for non-active rays \( \ell \subset \mathbb{C}^* \) lying in the opposite sectors \(-\Sigma(n)\) since these are taken care of by Remarks 3.1 and 3.2 above. Define the half-plane
\[ \mathcal{H}(n) = \ell_n \cdot \mathfrak{h} = \{ z \in \mathbb{C}^* : z = ab \text{ with } a \in \ell_n \text{ and } \text{Im}(b) > 0 \}, \]
centered on the ray \( \ell_n \). Working out the conditions imposed on the functions \( B_n \) and \( D_n \) we obtain the following explicit version of the Riemann-Hilbert problem for the doubled BPS structure.

**Problem 3.3.** Fix \((v, w) \in M_+\). For each \( n \in \mathbb{Z} \) find holomorphic functions \( B_n(t) \) and \( D_n(t) \) on the region
\[ \mathcal{V}(n) = \mathcal{H}(n - 1) \cup \mathcal{H}(n), \]
satisfying the following properties.

(i) As \( t \to 0 \) in any closed subsector of \( \mathcal{V}(n) \) one has
\[ B_n(t) \to 1, \quad D_n(t) \to 1. \]

(ii) For each \( n \in \mathbb{Z} \) there exists \( k > 0 \) such that for any closed subsector of \( \mathcal{V}(n) \)
\[ |t|^{-k} < |B_n(t)|, |D_n(t)| < |t|^k, \quad |t| \gg 0. \]
(iii) On the intersection $\mathcal{H}(n) = \mathcal{V}(n) \cap \mathcal{V}(n + 1)$ there are relations

$$B_{n+1}(t) = B_n(t) \cdot (1 - xq^n)^{-1}, \quad D_{n+1}(t) = D_n(t) \cdot (1 - xq^n)^{-n}.$$ 

(iv) Note that $\mathcal{V}(0) \cap -\mathcal{V}(0) = i \cdot \Sigma(0) \sqcup -i \cdot \Sigma(0)$. In the region $-i \cdot \Sigma(0)$ there are relations

$$B_0(t) \cdot B_0(-t) = \prod_{n \geq 0} (1 - xq^n) \cdot \prod_{n \geq 1} (1 - x^{-1} q^n)^{-1},$$ 

$$D_0(t) \cdot D_0(-t) = \prod_{n \geq 0} (1 - xq^n)^n \cdot \prod_{n \geq 1} (1 - x^{-1} q^n)^n \cdot \prod_{k \geq 1} (1 - q^k)^{-2k}.$$

where we used the notation $x = \exp(-2\pi iv/t)$ and $q = \exp(-2\pi iw/t)$.

Part (iii) is obtained by plugging (18) into (13). Similarly (iv) is obtained by plugging (18) into (15) and using (16). Note that the last factor in the second equation of (iv) is the sole contribution of the ray $\ell_\infty$.

**Remark 3.4.** At first sight one might expect a simple solution to Problem 3.3 in which

$$B_n(v, w, t) = \prod_{m \geq n} (1 - xq^m).$$

Although this function does indeed satisfies the property (iii), it is not holomorphic, or even meromorphic, in the required half-plane. Indeed, the resulting function $B_0(v, w, t)$, which is essentially the (exponential of) the quantum dilogarithm function, is ill-defined for $w/t \in \mathbb{Q}$. Thus it fails to be holomorphic on a dense subset of the rays $\pm i \cdot \ell_\infty$.

### 3.4. Difference equations

Our variation of BPS structures carries a free action of $\mathbb{Z}$. This symmetry will allow us to restate the above Riemann-Hilbert problem as a pair of coupled difference equations. Consider the action of $\mathbb{Z}$ on the lattice $\Gamma$, preserving the form $\langle -, - \rangle$, in which $m \in \mathbb{Z}$ acts via

$$(\beta, \delta) \mapsto (\beta - m\delta, \delta), \quad (\beta^\vee, \delta^\vee) \mapsto (\beta^\vee, \delta^\vee + m\beta^\vee).$$

This induces an action on $T^*M$ by

$$(v, w) \mapsto (v + mw, w), \quad (v^\vee, w^\vee) \mapsto (v^\vee, w^\vee - nw^\vee).$$

More precisely, the map $m \colon \Gamma \to \Gamma$ defines an isomorphism between the BPS structure at a point $Z \in T^*M$, with the BPS structure at the point $m \cdot Z$. Note that a point $t \in \mathbb{C}^*$ lies in the sector $\Sigma(n)$ for the BPS structure defined by the point $(v, w)$ precisely if it lies in the sector $\Sigma(m + n)$ for the BPS structure defined by $(v - mw, w)$. A similar remark applies to the regions $\mathcal{H}(n)$.

There is an obvious induced action on the constant terms $\xi \in \mathbb{T}$, which preserves our choice $\xi = 1$ and $\xi^\vee = 1$. The uniqueness of solutions given by Proposition 2.5 then implies that if we can solve Problem 3.3 for all $(v, w) \in M_+$ then the solution must satisfy

$$B_n(v, w, t) = B_0(v + nw, w, t), \quad D_n(v, w, t) = D_0(v + nw, w, t) \cdot B_0(v + nw, w, t)^n. \quad (19)$$

We now restate Problem 3.3 in terms of just two functions $B = B_0$ and $D = D_0$. 

Problem 3.5. Find holomorphic functions $B(v, w, t)$ and $D(v, w, t)$ defined for $(v, w) \in M_+$ and $t \in \mathbb{C}^*$ lying in the region

$$\mathcal{V}(0) = \mathcal{H}(-1) \cup \mathcal{H}(0)$$

satisfying the following properties:

(i) For fixed $(v, w) \in M_+$, one has

$$B(v, w, t) \to 1, \quad D(v, w, t) \to 1,$$

as $t \to 0$ in any closed subsector of $\mathcal{V}(0)$.

(ii) For fixed $(v, w) \in M_+$ there exists $k > 0$ such that for any closed subsector of $\mathcal{V}(0)$

$$|t|^{-k} < |B(v, w, t)|, \quad |D(v, w, t)| < |t|^k, \quad |t| \gg 0.$$

(iii) For $(v, w) \in M_+$ and $t \in \mathbb{C}^*$ lying in the intersection $\mathcal{H}(0) = \mathcal{V}(0) \cap \mathcal{V}(1)$ there are relations

$$\frac{B(v + w, t)}{B(v, w, t)} = (1 - x)^{-1}, \quad \frac{D(v + w, t)}{D(v, w, t)} = B(v + w, t)^{-1}.$$

(iv) Note that $\mathcal{V}(0) \cap -\mathcal{V}(0) = i \cdot \Sigma(0) \cup -i \cdot \Sigma(0)$. In the region $-i \cdot \Sigma(0)$ there are relations

$$B(v, w, t) \cdot B(v, w, -t) = \prod_{n \geq 0} (1 - xq^n) \cdot \prod_{n \geq 1} (1 - x^{-1}q^n)^{-1},$$

$$D(v, w, t) \cdot D(v, w, -t) = \prod_{n \geq 0} (1 - xq^n)^n \cdot \prod_{n \geq 1} (1 - x^{-1}q^n)^n \cdot \prod_{k \geq 1} (1 - q^k)^{-2k},$$

where we again used the notation $x = \exp(-2\pi iv/t)$ and $q = \exp(-2\pi iv/w)$.

It is easy to see that a solution to Problem 3.5 gives rise to a solution to Problem 3.3 for all $(v, w) \in M_+$ via (19). In particular, this implies that Problem 3.5 has at most one solution.

3.5. Symmetry and the degenerate case. So far we have considered the Riemann-Hilbert problems associated to points $(v, w) \in M_+$. We should now consider the problems associated to points in $M_-$ and $M_0$. For this, note that there is an involution of $\Gamma$

$$(\beta, \delta) \mapsto (-\beta, \delta), \quad (\beta^\vee, \delta^\vee) \mapsto (-\beta^\vee, \delta^\vee),$$

preserving the BPS invariants, which therefore identifies the BPS structure at a point $(v, w) \in M_+$ with the BPS structure at the corresponding point $(-v, w) \in M_-$. We need a new convention to label the BPS rays for the BPS structures corresponding to points of $M_-$. We shall choose to label

$$\ell_n = \mathbb{R}_{>0} \cdot 2\pi i(-v + nw),$$

with $\Sigma(n)$ lying between $\ell_n$ and $\ell_{n+1}$ as before. The result is illustrated in Figure 3. With these conventions the above involution identifies the ray diagrams for the BPS structures at $(v, w)$ and $(-v, w)$, so we obtain relations

$$B_n(-v, w, t) = B_n(v, w, t)^{-1}, \quad D_n(-v, w, t) = D_n(v, w, t).$$

Thus the solutions for points of $M_-$ are trivially related to those for $M_+$.
We also consider the degenerate case when $(v, w) \in M_0$. By applying the $\mathbb{Z}$-action we can reduce to the case when $v/w \in (0, 1)$. We set $\ell = \mathbb{R}_{>0} \cdot 2\pi iw$ and define $\mathcal{H} = \mathfrak{h} \cdot \ell$. The only active rays are $\pm \ell$, and the wall-crossing formula implies that the (partially-defined) BPS automorphism $S(\ell)$ coincides with the map $S(\Sigma)$ considered above. The Riemann-Hilbert problem is

**Problem 3.6.** Fix $(v, w) \in M_0$ with $v/w \in (0, 1)$. Find holomorphic functions $B(t)$ and $D(t)$ on the region

$$V = \mathbb{C}^* \setminus (\mathbb{R}_{>0} \cdot w)$$

satisfying the following properties:

(i) As $t \to 0$ in any closed subsector of $V$ one has

$$B(t) \to 1, \quad D(t) \to 1.$$  

(ii) There exists $k > 0$ such that for any closed subsector of $V$

$$|t|^{-k} < |B(t)|, |D(t)| < |t|^k, \quad |t| \gg 0.$$  

(iii) Note that $V \cap -V = \mathcal{H} \sqcup -\mathcal{H}$. In the region $\mathcal{H}$ there are relations

$$B(t) \cdot B(-t) = \prod_{n \geq 0} (1 - xq^n) \cdot \prod_{n \geq 1} (1 - x^{-1}q^n)^{-1},$$

$$D(t) \cdot D(-t) = \prod_{n \geq 0} (1 - xq^n)^n \cdot \prod_{n \geq 1} (1 - x^{-1}q^n)^n \cdot \prod_{k \geq 1} (1 - q^k)^{-2k},$$

where, as before, we used the notation $x = \exp(-2\pi iw/t)$ and $q = \exp(-2\pi iw/t)$.
4. DOUBLE AND TRIPLE SINE FUNCTIONS

In this section we introduce some special functions which will be used in the next section to solve the conifold Riemann-Hilbert problem introduced in the last section. The relevant special functions are, up to some exponential factors, the double sine function, and the triple sign function with two equal parameters.

Multiple sine functions are usually defined using the multiple gamma functions of Barnes [3]. Both are functions of a variable \( z \in \mathbb{C} \) and \( r \) parameters \( \omega_1, \cdots, \omega_r \in \mathbb{C}^* \). One has
\[
\sin_r(z \mid \omega_1, \cdots, \omega_r) = \Gamma_r(z \mid \omega_1, \cdots, \omega_r) \cdot \Gamma_r \left( \sum_{i=1}^{r} \omega_i - z \mid \omega_1, \cdots, \omega_r \right)^{(-1)^r}.
\]
For definitions and results on multiple gamma and sine functions we recommend [15, 21, 25, 29].

4.1. Double sine function. We begin by considering a function of \( z \in \mathbb{C} \) and two parameters \( \omega_1, \omega_2 \in \mathbb{C}^* \). We shall use the notation
\[
x_1 = \exp(2\pi iz/\omega_1), \quad x_2 = \exp(2\pi iz/\omega_2), \quad q_1 = \exp(2\pi i\omega_2/\omega_1), \quad q_2 = \exp(2\pi i\omega_1/\omega_2).
\]
Our function is obtained by multiplying the double sine function by an exponential prefactor. The definition is
\[
F(z \mid \omega_1, \omega_2) = e^{-\frac{\pi i}{2} B_{2,2}(z \mid \omega_1, \omega_2)} \cdot \sin_2(z \mid \omega_1, \omega_2),
\]
where \( B_{2,2}(z \mid \omega_1, \omega_2) \) is the multiple Bernoulli polynomial
\[
B_{2,2}(z \mid \omega_1, \omega_2) = \frac{z^2}{\omega_1 \omega_2} - \left( \frac{1}{\omega_1} + \frac{1}{\omega_2} \right) z + \frac{1}{6} \left( \frac{\omega_2}{\omega_1} + \frac{\omega_1}{\omega_2} \right) + \frac{1}{2}.
\]
Up to trivial changes of variables the function \( F(z \mid \omega_1, \omega_2) \) coincides with the Fadeev dilogarithm appearing in the work of Fock and Goncharov on cluster theory [11].

Although \( F(z \mid \omega_1, \omega_2) \) is a single-valued function of \( z \in \mathbb{C} \) for fixed values of \( \omega_1, \omega_2 \in \mathbb{C}^* \), to make it a single-valued function of all three parameters we must introduce a cut-line. We will therefore only consider the function under the additional assumption that \( \omega_2/\omega_1 \notin \mathbb{R}_{<0} \).

Proposition 4.1. The function \( F(z \mid \omega_1, \omega_2) \) is a single-valued meromorphic function of variables \( z \in \mathbb{C} \) and \( \omega_1, \omega_2 \in \mathbb{C}^* \) under the assumption \( \omega_2/\omega_1 \notin \mathbb{R}_{<0} \). It has the following properties:

(i) The function is regular and non-vanishing except at the points
\[
z = a\omega_1 + b\omega_2, \quad a, b \in \mathbb{Z},
\]
which are zeroes if \( a, b \leq 0 \), poles if \( a, b > 0 \), and otherwise neither.

(ii) It is symmetric in the arguments \( \omega_1, \omega_2 \):
\[
F(z \mid \omega_1, \omega_2) = F(z \mid \omega_2, \omega_1),
\]
and is invariant under simultaneous rescaling of all three arguments.
(iii) It satisfies the two difference relations:
\[
\frac{F(z + \omega_1 | \omega_1, \omega_2)}{F(z | \omega_1, \omega_2)} = \frac{1}{1 - x_2}, \quad \frac{F(z + \omega_2 | \omega_1, \omega_2)}{F(z | \omega_1, \omega_2)} = \frac{1}{1 - x_1}.
\] (22)

(iv) There is a product expansion
\[
F(z | \omega_1, \omega_2) = \prod_{k \geq 0} (1 - x_1 q_1^{-k})^{-1} \cdot \prod_{k \geq 1} (1 - x_2 q_2^k),
\]
valid when \( \text{Im}(\omega_1/\omega_2) > 0 \).

(v) When \( \text{Re}(\omega_i) > 0 \) and \( 0 < \text{Re}(z) < \text{Re}(\omega_1 + \omega_2) \) there is an integral representation
\[
F(z | \omega_1, \omega_2) = \exp \left( \int_C \frac{e^{zs}}{(e^{s \omega_1} - 1)(e^{s \omega_2} - 1)} \frac{ds}{s} \right),
\] (23)
where the contour \( C \) follows the real axis from \(-\infty\) to \(+\infty\) avoiding the origin by a small detour in the upper half-plane.

Proof. Note that up to a trivial change of variables the double sine function coincides with the hyperbolic gamma function of Ruijsenaars [28, 30] (see particularly equation (3.52) of [28]). The global properties of this function are covered by [30, Prop. III.5], and since the exponential prefactor in (21) does not affect these, this implies part (i).

The integral formula, part (v), is proved in [25, Prop. 2]. Property (ii) is then obvious by analytic continuation, but in any case this is a standard property of the double sine function: see [15, Appendix A].

For part (iii) we only have to check one relation, by symmetry. The double sine function satisfies the difference relation
\[
\frac{\sin_2(z + \omega_1 | \omega_1, \omega_2)}{\sin_2(z | \omega_1, \omega_2)} = \frac{1}{2 \sin(\pi z/\omega_2)}.
\]
This can be found in [28, Prop. III.1] or [15, Equation (A.8)]. Combining this with the identity
\[
B_{2,2}(z + \omega_1 | \omega_1, \omega_2) - B_{2,2}(z | \omega_1, \omega_2) = 2B_{1,1}(z | \omega_2) = \frac{2z}{\omega_2} - 1
\]
gives (iii). Alternatively one can give a direct proof using the integral identity (v).

The product expansion, part (iv), is due to Shintani. It can be found in [25, Corollary 6] or [28, Equation (3.58)]. □

4.2. Triple sine with repeated argument. We now consider another function of \( z \in \mathbb{C} \) and \( \omega_1, \omega_2 \in \mathbb{C}^* \) related to the triple sine function. We define
\[
G(z | \omega_1, \omega_2) = e^{\frac{\pi i}{6} B_{3,3}(z + \omega_1 | \omega_1, \omega_2)} \cdot \sin_3(z + \omega_1 | \omega_1, \omega_1, \omega_2),
\] (24)
where \( B_{3,3}(z | \omega_1, \omega_2, \omega_3) \) is the multiple Bernoulli polynomial
\[
B_{3,3}(z | \omega_1, \omega_2, \omega_3) = \frac{z^3}{\omega_1 \omega_2 \omega_3} - \frac{3(\omega_1 + \omega_2 + \omega_3)z^2}{2\omega_1 \omega_2 \omega_3}.
\]
\[
\frac{\omega_1^2 + \omega_2^2 + \omega_3^2 + 3\omega_1\omega_2 + 3\omega_2\omega_3 + 3\omega_3\omega_1}{2\omega_1\omega_2\omega_3} z - \frac{(\omega_1 + \omega_2 + \omega_3)(\omega_1\omega_2 + \omega_2\omega_3 + \omega_3\omega_1)}{4\omega_1\omega_2\omega_3}.
\]

Note that the function \( G(z \mid \omega_1, \omega_2) \) is not symmetric in \( \omega_1, \omega_2 \): we will use both the functions \( G(z \mid \omega_1, \omega_2) \) and \( G(z \mid \omega_2, \omega_1) \) in what follows.

**Proposition 4.2.** The function \( G(z \mid \omega_1, \omega_2) \) is a single-valued meromorphic function of variables \( z \in \mathbb{C} \) and \( \omega_1, \omega_2 \in \mathbb{C}^* \) under the assumption \( \omega_2/\omega_1 \notin \mathbb{R}_{<0} \). It has the following properties:

(i) The function is everywhere regular and vanishes only at the points

\[
z = a\omega_1 + b\omega_2, \quad a, b \in \mathbb{Z},
\]

with \( a < 0 \) and \( b \leq 0 \), or \( a > 0 \) and \( b \geq 0 \).

(ii) It satisfies the symmetry relation

\[
\frac{\partial}{\partial \omega_2} \log G(z \mid \omega_1, \omega_2) = \frac{\partial}{\partial \omega_1} \log G(z \mid \omega_2, \omega_1), \tag{25}
\]

and is invariant under simultaneous rescaling of all three arguments.

(iii) It satisfies the difference relation

\[
\frac{G(z + \omega_1 \mid \omega_1, \omega_2)}{G(z \mid \omega_1, \omega_2)} = F(z + \omega_1 \mid \omega_1, \omega_2)^{-1}. \tag{26}
\]

(iv) There is a relation

\[
\frac{\partial}{\partial \omega_2} \log F(z \mid \omega_1, \omega_2) = \frac{\partial}{\partial z} \log G(z \mid \omega_2, \omega_1). \tag{27}
\]

(v) When \( \text{Re}(\omega_i) > 0 \) and \( -\text{Re}(\omega_1) < \text{Re}(z) < \text{Re}(\omega_1 + \omega_2) \) there is an integral representation

\[
G(z \mid \omega_1, \omega_2) = \exp \left( \int_C \frac{-e^{(z+\omega_1)s}}{(e^{\omega_1s} - 1)(e^{\omega_2s} - 1)} \frac{ds}{s} \right), \tag{28}
\]

where as before, the contour \( C \) follows the real axis from \(-\infty\) to \(+\infty\) avoiding the origin by a small detour in the upper half-plane.

**Proof.** The global properties follow from standard properties of multiple sine functions [15], or can be deduced from the corresponding properties of the function \( F(z \mid \omega_1, \omega_2) \) using the relations (27). The integral representation, part (v), is proved in [25, Prop. 2], and the relations (ii) and (iv) are then immediate by differentiating under the integral sign and comparing with Prop. 4.1(v). Part (iii) follows directly from the integral formula. \( \square \)
4.3. Reflection relations. The following reflection properties will be needed later.

**Proposition 4.3.** When $\text{Im}(\omega_1/\omega_2) > 0$ and $z \in \mathbb{C}$ the following relations hold

$$F(z + \omega_2 | \omega_1, \omega_2) \cdot F(z | \omega_1, -\omega_2) = \prod_{k \geq 0} (1 - x_2 q_2^k) \cdot \prod_{k \geq 1} (1 - x_2^{-1} q_2^k)^{-1},$$  \hspace{2cm} (29)$$

$$G(z + \omega_2 | \omega_1, \omega_2) \cdot G(z | \omega_1, -\omega_2) = \prod_{k \geq 1} (1 - x_2 q_2^k)^k \cdot \prod_{k \geq 1} (1 - x_2^{-1} q_2^k)^{k},$$  \hspace{2cm} (30)$$

where $x_2$ and $q_2$ are defined in (20).

**Proof.** We start with (29). For definiteness, we can assume that $z$ and the $\omega_1, \omega_2$ lie close to the positive real axis: since the right-hand side of our relation clearly defines an analytic function for $\text{Im}(\omega_1/\omega_2) > 0$, the result follows in general by analytic continuation. The contour $C$ defining the integral representation (23) can be rotated to point along a different ray $\ell = \mathbb{R}_{>0} \cdot r$, providing that it does not hit the rays spanned by $2\pi i/\omega_i$ where the poles of the integrand lie, and providing that

$$\text{Re}(\omega_i s) > 0, \quad 0 < \text{Re}(zs) < \text{Re}((\omega_1 + \omega_2)s),$$  \hspace{2cm} (31)$$

for $s \in \ell$, which ensures that the integrand decays exponentially as $|s| \to \infty$ with $s \in \pm \ell$. Note that for small enough $|z|$ the conditions (31) are equivalent to the assumption that the half-plane centered on $\ell$ contains the points $\omega_i^{-1}$ and $z^{-1}$.

Consulting Figure 3 it is easy to see that

$$F(z + \omega_2 | \omega_1, \omega_2) \cdot F(z | \omega_1, -\omega_2) = \exp \left( \int_{C_+} \frac{e^{(z+\omega_2)s}}{(e^{\omega_1 s} - 1)(e^{\omega_2 s} - 1)} \frac{ds}{s} + \int_{C_-} \frac{e^{zs}}{(e^{\omega_1 s} - 1)(e^{-\omega_2 s} - 1)} \frac{ds}{s} \right)$$

where $C_-$ and $C_+$ are rotations of our standard contour $C$ whose positive directions lie along small clockwise (resp. anti-clockwise) perturbations of the ray $\mathbb{R}_{>0} \cdot 2\pi i/\omega_2$. Since the integrands
differ only by a sign, the expression in the exponential is just the sum of residues at the points \( s = 2\pi im/\omega_2 \) for \( m \in \mathbb{Z} \setminus \{0\} \), taken with a positive or negative sign depending on the sign of \( m \).

This residue is

\[
2\pi i \cdot \text{Res}_{s=2\pi im/\omega_2} \left( \frac{e^{(z+\omega_2)s} ds}{(e^{\omega_1s} - 1)(e^{\omega_2s} - 1)s} \right) = \frac{e^{2\pi im\omega_1/\omega_2}}{m(e^{2\pi im\omega_1/\omega_2} - 1)} = \frac{x_2^m}{m(q_2^m - 1)}.
\]

Thus we obtain an expression

\[
F(z + \omega_2 | \omega_1, \omega_2) \cdot F(z | \omega_1, -\omega_2) = \exp \left( \sum_{m \geq 1} \frac{-x_2^m}{m(1 - q_2^m)} + \sum_{m \geq 1} \frac{x_2^{-m}q_2^m}{m(1 - q_2^m)} \right)
\]

which completes the proof.

To prove (30) we follow the same strategy. Under the same conditions as before we get

\[
2\pi i \cdot \text{Res}_{s=2\pi im/\omega_2} \left( \frac{-e^{(z+\omega_1+\omega_2)s} ds}{(e^{\omega_1s} - 1)^2(e^{\omega_2s} - 1)s} \right) = \frac{-e^{2\pi im(z+\omega_1)/\omega_2}}{m(e^{2\pi im\omega_1/\omega_2} - 1)^2} = \frac{-x_2^m q_2^m}{m(1 - q_2^m)^2}.
\]

Thus we obtain an expression

\[
G(z + \omega_2 | \omega_1, \omega_2) \cdot G(z | \omega_1, -\omega_2) = \exp \left( \sum_{m \geq 1} \frac{-x_2^m q_2^m}{m(1 - q_2^m)^2} + \sum_{m \geq 1} \frac{x_2^{-m}q_2^m}{m(1 - q_2^m)^2} \right).
\]

which completes the proof.

\[\square\]

4.4. Polylogarithm and zeta identities. The asymptotic expansions of the functions \( F \) and \( G \) which we derive in Sections 4.5 and 4.6 below involve the polylogarithm and Riemann zeta functions. In this section we collect some simple integral identities involving these functions.

The polylogarithm \( \text{Li}_k(x) \) is defined by the power series

\[
\text{Li}_k(x) = \sum_{n \geq 1} \frac{x^n}{nk}, \quad (32)
\]

which is absolutely convergent in the unit disc. For \( k \leq 0 \) the function \( \text{Li}_k(x) \) is rational, and regular except for a pole at \( x = 1 \). For \( k \geq 1 \) the function \( \text{Li}_k(x) \) has a single logarithmic singularity at \( x = 1 \). We list the special cases

\[
\text{Li}_{-1}(x) = \frac{x}{(1 - x)^2}, \quad \text{Li}_0(x) = \frac{x}{1 - x}, \quad \text{Li}_1(x) = -\log(1 - x).
\]
In what follows we shall only use expressions of the form $\text{Li}_k(e^{2\pi i a})$, and will always assume that $\text{Im}(a) > 0$, so the power series (32) will suffice to define the polylogarithm, and the multi-valuedness of the analytic continuation of $\text{Li}_k(x)$ for $k \geq 1$ will play no role.

**Proposition 4.4.** Take complex numbers $z$ and $\omega_1$ satisfying $0 < \text{Re}(z) < \text{Re}(\omega_1)$ and $\text{Im}(z/\omega_1) > 0$. Then for each integer $d \in \mathbb{Z}$ there is an expression

$$
\int_C \frac{e^{zs} \cdot s^{-d}}{e^{\omega_1 s} - 1} ds = \frac{\left(\frac{\omega_1}{2\pi i}\right)^{d-1}}{\pi i} \cdot \text{Li}_d(e^{2\pi i z/\omega_1}),
$$

where as before the contour $C$ follows the real axis from $-\infty$ to $+\infty$, with a small detour around the origin in the upper half-plane.

**Proof.** The integrand has poles at the points $2\pi in/\omega_1$ for $n \in \mathbb{Z}$, with residues

$$(2\pi i) \cdot \text{Res}_{s=\frac{2\pi in}{\omega_1}} \left(\frac{e^{zs}}{e^{\omega_1 s} - 1} \cdot \frac{ds}{s^d}\right) = \left(\frac{\omega_1}{2\pi i}\right)^{d-1} \cdot \frac{e^{2\pi in z/\omega_1}}{n^d}.
$$

Note that the assumption $\text{Im}(z/\omega_1) > 0$ ensures that the power series expansion (32) defining $\text{Li}_d(e^{2\pi i z/\omega_1})$ is absolutely convergent, and coincides with the sum of the contributions from the poles in the upper half-plane. To give a rigorous proof we note that since the integrand decays exponentially as $|\text{Re}(s)| \to \infty$ there is a relation

$$
\int_{C_0} \frac{e^{zs} \cdot s^{-d}}{e^{\omega_1 s} - 1} ds - \int_{C_N} \frac{e^{zs} \cdot s^{-d}}{e^{\omega_1 s} - 1} ds = \left(\frac{\omega_1}{2\pi i}\right)^{d-1} \cdot \sum_{n=1}^{N} \frac{e^{2\pi in z/\omega_1}}{n^d},
$$

where for each $N \geq 0$ we denote by $C_N$ the shifted contour $C + 2N\pi i/\omega_1$. But

$$
\int_{C_N} \frac{e^{zs} \cdot s^{-d}}{e^{\omega_1 s} - 1} ds = e^{2\pi i Nz/\omega_1} \cdot N^{-d} \cdot \int_{C_0} \frac{e^{zs}}{e^{\omega_1 s} - 1} \cdot \left(\frac{s + 2\pi i}{\omega_1}\right)^{-d} ds.
$$

The integral on the right can be bounded independently of $N$, so using the hypothesis $\text{Im}(z/\omega_1) > 0$ again, we conclude that the integral over $C_N$ in (34) tends to 0 as $N \to \infty$. $\square$

Note that differentiating (33) gives the relation

$$
-\int_C \frac{e^{(z+\omega_1)s} \cdot s^{1-d}}{(e^{\omega_1 s} - 1)^2} ds = \frac{d}{d\omega_1} \left(\left(\frac{\omega_1}{2\pi i}\right)^{d-1} \cdot \text{Li}_d(e^{2\pi i z/\omega_1})\right).
$$

The analogue of (35) when $z = 0$ involves the Riemann zeta function. Recall that $\zeta(x)$ is a meromorphic function of $x \in \mathbb{C}$ which is regular except for a simple pole at $x = 1$. For integers $n \leq 0$ one has

$$
\zeta(-n) = \frac{(-1)^n \cdot B_{n+1}}{n+1},
$$

where $B_{n+1}$ denotes the $(n+1)$th Bernoulli number.

**Proposition 4.5.** Take $\omega_1 \in \mathbb{C}^*$ with $\text{Re}(\omega_1) > 0$. Then for all $d \in \mathbb{Z}$ one has the relation

$$
-\int_C \frac{e^{\omega_1 s} \cdot s^{1-d}}{(e^{\omega_1 s} - 1)^2} ds = \frac{(d-1) \cdot \zeta(d) \cdot \omega_1}{2\pi i} \cdot \left(\frac{\omega_1}{2\pi i}\right)^{d-2},
$$

(37)
where the contour $C$ is as in Proposition 4.4, and in the case $d = 1$ the right-hand side of (37) is defined by setting $(d - 1) \cdot \zeta(d) = 1$.

**Proof.** When $d \geq 2$ the argument of Proposition 4.4 also applies with $\text{Re}(z) = 0$ and hence yields

$$\int_C \frac{s^{-d}}{e^{\omega_1 s} - 1} \, ds = \left( \frac{\omega_1}{2\pi i} \right)^{d-1} \cdot \zeta(d).$$

The result then follows by differentiating with respect to $\omega_1$.

When $d < 0$ the integrand is regular at $s = 0$ so we may replace the integral along $C$ by one along $\mathbb{R}$. The symmetry under $s \leftrightarrow -s$ then forces the integral to be zero unless $d$ is odd. In that case the standard integral representation of the zeta function together with the duplication formula shows that

$$2 \int_0^\infty \frac{s^{-d}}{e^{\omega_1 s} - 1} \, ds = \left( \frac{\omega_1}{2\pi i} \right)^{d-1} \cdot \zeta(d).$$

Differentiating with respect to $\omega_1$ then gives

$$-\int_C \frac{e^{\omega_1 s} \cdot s^{-d}}{(e^{\omega_1 s} - 1)^2} \, ds = -2 \int_0^\infty \frac{e^{\omega_1 s} \cdot s^{-d}}{(e^{\omega_1 s} - 1)^2} \, ds = \frac{(d - 1)}{2\pi i} \cdot \left( \frac{\omega_1}{2\pi i} \right)^{d-2} \cdot \zeta(d).$$

When $d = 0$ the identity (37) can be checked by a simple residue calculation. Since the integrand is invariant under $s \leftrightarrow -s$ we can combine the integral over $C$ and $-C$ to obtain

$$-\int_C \frac{e^{\omega_1 s} \cdot s}{(e^{\omega_1 s} - 1)^2} \, ds = \frac{1}{2} \cdot (2\pi i) \text{Res}_{s=0} \left( \frac{e^{\omega_1 s} \cdot s}{(e^{\omega_1 s} - 1)^2} \, ds \right) = \frac{1}{2} \cdot \frac{2\pi i}{\omega_1^2}.$$ 

Since $\zeta(0) = -1/2$ this agrees with (37). Finally, when $d = 1$ the integrand has an obvious primitive and we obtain

$$-\int_C \frac{e^{\omega_1 s}}{(e^{\omega_1 s} - 1)^2} \, ds = \frac{1}{\omega_1} \cdot \left[ \frac{1}{e^{\omega_1 s} - 1} \right]_0^\infty = \frac{1}{\omega_1},$$

which matches with our definition of the right-hand side of (37) in this case. \qed

### 4.5. Asymptotic expansions as $\omega_2 \to 0$. In this section we give asymptotic expansions for the functions $F$ and $G$ as the parameter $\omega_2 \to 0$.

**Proposition 4.6.** Fix $z \in \mathbb{C}$ and $\omega_1 \in \mathbb{C}^*$ with $0 < \text{Re}(z) < \text{Re}(\omega_1)$ and $\text{Im}(z/\omega_1) > 0$. Then there are asymptotic expansions

$$\log F(z \mid \omega_1, \omega_2) \sim \sum_{k \geq 0} \frac{B_k \cdot \omega_2^{k-1}}{k!} \cdot \left( \frac{2\pi i}{\omega_1} \right)^{k-1} \cdot \text{Li}_{2-k}(e^{2\pi i z/\omega_1}),$$

$$\log G(z \mid \omega_1, \omega_2) \sim \sum_{k \geq 0} \frac{B_k \cdot \omega_1^{k-1}}{k!} \cdot \frac{d}{d\omega_1} \left( \frac{2\pi i}{\omega_1} \right)^{k-2} \cdot \text{Li}_{3-k}(e^{2\pi i z/\omega_1}),$$

$$\log G(z \mid \omega_2, \omega_1) \sim \sum_{k \geq 0} \frac{(k - 1) \cdot B_k \cdot \omega_2^{k-2}}{k!} \cdot \left( \frac{2\pi i}{\omega_1} \right)^{k-2} \cdot \text{Li}_{3-k}(e^{2\pi i z/\omega_1}),$$

valid as $\omega_2 \to 0$ in any closed subsector $\Sigma$ of the half-plane $\text{Re}(\omega_2) > 0$. 


Proof. We focus first on (38), the other parts will then follow by a similar argument. Using the integral formula (23) and the Laurent expansion
\[ \frac{1}{e^{ω^2 s} - 1} = \sum_{k≥0} B_k \cdot (ω^2 s)^{k-1} = \frac{1}{ω^2 s} - \frac{1}{2} + \frac{ω^2 s}{12} + \cdots, \]
gives an expression
\[ \log F(z | ω_1, ω_2) = \int_C \frac{e^{zs}}{(e^{ω_1 s} - 1)(e^{ω_2 s} - 1)} ds = \int_C \sum_{k≥0} B_k \cdot (ω^2 s)^{k-1} \cdot \frac{s^{k-1}}{k!} \cdot \frac{e^{zs}}{e^{ω_1 s} - 1} \frac{ds}{s}. \]
The result then follows formally by exchanging the order of integration and summation and using the identity (33).

To justify this we must prove that for \( N > 0 \)
\[ \frac{1}{ω^2_N - 1} \int_C \left( \frac{1}{e^{ω^2 s} - 1} - \sum_{k=0}^{N} \frac{B_k \cdot (ω^2 s)^{k-1}}{k!} \right) \cdot \frac{e^{zs}}{e^{ω_1 s} - 1} \frac{ds}{s} \to 0 \]
as \( ω \to 0 \) in the closed subsector \( Σ \). Since \( F \) is invariant under rescaling all variables we can assume that \( |ω_1| < 1 \). Let us rewrite the left-hand side of (42) as
\[ ω_2 \cdot I(ω_2) = ω_2 \cdot \int_C R_N(ω_2 s) \cdot \frac{s^N \cdot e^{zs}}{e^{ω_1 s} - 1} \frac{ds}{s}, \]
where \( R_N \) denotes the meromorphic function
\[ R_N(x) = \frac{1}{x^N} \cdot \left( \frac{1}{e^x - 1} - \sum_{k=0}^{N} \frac{B_k \cdot x^{k-1}}{k!} \right). \]
We are reduced to proving that the integral \( I(ω_2) \) is bounded as \( ω \to 0 \) in \( Σ \).

The function \( R_N(x) \) is regular on the unit disc and on \( Σ \), and tends to 0 as \( |x| \to ∞ \) with \( ±x ∈ Σ \). Thus there is a constant \( K > 0 \) such that
\[ ±x ∈ Σ \text{ or } |x| < 1 \implies |R_N(x)| < K. \]
Since we assumed that \( |ω_1| < 1 \), we can take the contour \( C \) in (43) to consist of the union of the segments \((-∞, 1) \text{ and } (1, ∞) \) of the real axis, together with the intersection of the unit circle with the upper half-plane. It follows that
\[ s ∈ C \text{ and } ω_2 ∈ Σ \text{ with } |ω_2| < 1 \implies |R_N(ω_2 s)| < K. \]
This then gives a bound
\[ |I(ω_2)| < K \cdot \int_C \left| \frac{s^N \cdot e^{zs}}{e^{ω_1 s} - 1} \frac{ds}{s} \right| < ∞, \]
assuming \( ω_2 \). This completes the proof of (38).

The other two expansions can be derived in exactly the same way. For (39) we use the same Laurent expansion (41) and the identity (35), and for (40) we use the Laurent series
\[ \frac{e^{ω^2 s}}{(e^{ω^2 s} - 1)^2} = \sum_{k≥0} \frac{(1 - k) \cdot B_k \cdot (ω^2 s)^{k-2}}{k!} = \frac{1}{(ω^2 s)^2} - \frac{1}{12} + \frac{1}{240}(ω^2 s)^2 + \cdots \]
obtained by differentiating (41), together with the identity (33).

Note that the expansions of Proposition 4.6 are related by the identities (25) and (27). We shall also need the following analogues of the expansions (39) and (40) when \( z = 0 \).

**Proposition 4.7.** Fix \( \omega_1 \in \mathbb{C}^* \) with \( \text{Re}(\omega_1) > 0 \). Then there are asymptotic expansions

\[
\log G(0 \mid \omega_1, \omega_2) \sim \frac{\zeta(3)}{\pi i} \cdot \frac{\omega_1}{2\pi i \omega_2} - \frac{\pi i}{24} \cdot \frac{\omega_1}{\omega_2} \cdot \sum_{k \geq 2} \frac{(-1)^{k-1} \cdot B_k \cdot B_{k-2}}{(2\pi i) \cdot k!} \cdot \left( \frac{2\pi i \omega_2}{\omega_1} \right)^{k-1},
\]

\[
\log G(0 \mid \omega_2, \omega_1) \sim -\zeta(3) \cdot \left( \frac{\omega_1}{2\pi i \omega_2} \right)^2 + \frac{1}{12} \log \left( \frac{\omega_1}{\omega_2} \right) + \sum_{k \geq 2} \frac{(-1)^{k-1} \cdot B_k \cdot B_{k-2}}{k \cdot (k-2)!} \cdot \left( \frac{2\pi i \omega_2}{\omega_1} \right)^{k-2},
\]

valid as \( \omega_2 \to 0 \) in any closed subsector of the half-plane \( \text{Re}(\omega_2) > 0 \).

**Proof.** The expansion (45) is proved in exactly the same way as (40), replacing the identity (35) with (37). To prove (46) we first apply the argument of Proposition 4.6 to the integral

\[
\frac{\partial}{\partial \omega_1} \log G(0 \mid \omega_2, \omega_1) = \int_C \frac{e^{(\omega_1 + \omega_2)s}}{(e^{\omega_1 s} - 1)^2 (e^{\omega_2 s} - 1)^2} \, ds,
\]

using the Laurent series (44) and the identity (37). This gives

\[
\omega_2 \cdot \frac{\partial}{\partial \omega_1} \log G(0 \mid \omega_2, \omega_1) \sim -\sum_{k \geq 0} \frac{B_k \cdot (k-1)(k-2) \cdot \zeta(3-k)}{(2\pi i) \cdot k!} \cdot \left( \frac{2\pi i \omega_2}{\omega_1} \right)^{k-1}.
\]

Integrating term-by-term and using the identity (36) then gives the result. \( \square \)

4.6. **Asymptotic expansions as \( \omega_2 \to \infty \).** We shall also need the asymptotic expansions of the functions \( F \) and \( G \) as \( \omega_2 \to \infty \). These involve the Bernoulli polynomials \( B_n(x) \), which can be defined by the Laurent expansion (51) below.

**Proposition 4.8.** Fix \( z \in \mathbb{C} \) and \( \omega_1 \in \mathbb{C}^* \) satisfying \( 0 < \text{Re}(z) < \text{Re}(\omega_1) \) and \( \text{Im}(z/\omega_1) > 0 \). Then there are asymptotic expansions

\[
\log F(z \mid \omega_1, \omega_2) \sim -\frac{\pi i}{12} \cdot \frac{\omega_2}{\omega_1} + B_1(z/\omega_1) \cdot \log(\omega_2) + O(1)
\]

\[
\log G(z \mid \omega_1, \omega_2) \sim \frac{\zeta(3)}{4\pi^2} \cdot \frac{\omega_2^2}{\omega_1^2} + \frac{\pi i}{12} \cdot \frac{\omega_2}{\omega_1^2} + \frac{1}{2} \log(\omega_2) \cdot \frac{d}{d\omega_1} (\omega_1 \cdot B_2(z/\omega_1)) + O(1)
\]

\[
\log G(z \mid \omega_2, \omega_1) \sim -\frac{\zeta(3)}{2\pi^2} \cdot \frac{\omega_2}{\omega_1} - \frac{i \pi}{12} \cdot B_1(z/\omega_1) + \sum_{k \geq 2} \frac{(-1)^k \cdot B_k(z/\omega_1) \cdot B_{k-2}}{k! \cdot (2\pi i)} \cdot \left( \frac{2\pi i \omega_1}{\omega_2} \right)^{k-1}
\]

valid as \( \omega_2 \to \infty \) in any closed subsector of the half-plane \( \text{Re}(\omega_2) > 0 \).

**Proof.** Let us start with (50). Using the integral representation (28) we have

\[
\log G(z \mid \omega_2, \omega_1) = \int_C \frac{-e^{(z+\omega_2)s}}{(e^{\omega_1 s} - 1)(e^{\omega_2 s} - 1)^2} \cdot \frac{ds}{s}.
\]
Applying the Laurent expansion
\[ \frac{e^{z s}}{e^{\omega_1 s} - 1} = \sum_{k \geq 0} \frac{B_k(z/\omega_1) \cdot (\omega_1 s)^{k-1}}{k!}, \]
gives an expression
\[ \log G(z \mid \omega_2, \omega_1) = \int_C \sum_{k \geq 0} \frac{B_k(z/\omega_1) \cdot (\omega_1 s)^{k-1}}{k!} \cdot \frac{-e^{\omega_2 s}}{(e^{\omega_2 s} - 1)^2} \cdot \frac{ds}{s}. \]

Exchanging the order of integration and summation, and using (37) gives
\[ \log G(z \mid \omega_2, \omega_1) \sim \sum_{k \geq 0} \frac{B_k(z/\omega_1)}{k!} \cdot \frac{(2\pi i \omega_1)}{\omega_2} \cdot \frac{(2-k) \cdot \zeta(3-k)}{2\pi i}, \]
where as usual we set \((2-k) \cdot \zeta(3-k) = 1\) when \(k = 2\). Using the identity (36) this expression reduces to (50).

To justify this we must show that for \(N \gg 0\)
\[ \omega_2^{N-1} \cdot \int_C \left( \frac{e^{z s}}{e^{\omega_1 s} - 1} - \sum_{k \geq 0} \frac{B_k(z/\omega_1) \cdot (s \omega_1)^k}{k!} \right) \cdot \frac{-e^{\omega_2 s}}{(e^{\omega_2 s} - 1)^2} \cdot \frac{ds}{s} \to 0 \]
as \(\omega_2 \to \infty\) in a closed subsector \(\Sigma\) of the right-hand half-plane. We can rewrite this as
\[ \frac{1}{\omega_2} \cdot I(\omega_2) = \frac{1}{\omega_2} \cdot \int_C \left( \frac{R_N(s)}{s^N} \cdot \frac{e^{\omega_2 s} \cdot (\omega_2 s)^N}{(e^{\omega_2 s} - 1)^2} \right) \cdot \frac{ds}{s}, \]
where \(R_N(s)\) denotes the expression in brackets in (52). Now we proceed as in the proof of Proposition 4.6. The function \(f(s) = R_N(s)/s^N\) is regular near \(s = 0\) and is bounded on the real axis as \(|s| \to \infty\). We can therefore find a bound \(|f(s/|\omega_2|)| \leq K\) for \(s \in C\) independently of \(\omega_2\) satisfying \(|\omega_2| > 1\). Thus
\[ |I(\omega_2)| \leq K \cdot \int_C \left( \frac{e^{\eta s} \cdot (\eta s)^N}{(e^{\eta s} - 1)^2} \right) \cdot \frac{ds}{s}, \]
where \(\eta = \omega_2/|\omega_2|\) lies on the intersection of the unit circle with the sector \(\Sigma\). Since this is a compact subset of \(C\) we can find a uniform bound.

For (48) we apply the same argument to the integral
\[ \frac{\partial}{\partial \omega_2} \log F(z \mid \omega_1, \omega_2) = \int_C \frac{-e^{(z+\omega_2)s}}{(e^{\omega_1 s} - 1)(e^{\omega_2 s} - 1)^2} \frac{ds}{s} \]
to obtain an expansion
\[ \frac{\partial}{\partial \omega_2} \log F(z \mid \omega_1, \omega_2) \sim -\frac{\pi i}{12 \omega_1} + \frac{B_1(z/\omega_1)}{\omega_2} + \sum_{k \geq 2} \frac{(-1)^{k-1} \cdot B_k(z/\omega_1) \cdot B_{k-1}}{k! \cdot \omega_2} \cdot \left( \frac{2\pi i \omega_1}{\omega_2} \right)^{k-1}. \]

Integrating with respect to \(\omega_2\) gives (48). Similarly, for (49) we use the integral
\[ \frac{\partial}{\partial \omega_2} \log G(z \mid \omega_1, \omega_2) = \int_C \frac{e^{(z+\omega_1+\omega_2)s}}{(e^{\omega_1 s} - 1)^2(e^{\omega_2 s} - 1)^2} \frac{ds}{s} \]
together with (37) and the Laurent expansion
\[
\frac{e^\omega (\omega + \omega_1) s}{(e^\omega - 1)^2} = \sum_{k \geq 0} s^{k-2} \cdot \frac{d}{d\omega_1} (B_k(z/\omega_1) \omega_1^{k-1}),
\]
(53)

obtained by differentiating (51), to get an expression
\[
\frac{\partial}{\partial \omega_2} \log G(z \mid \omega_1, \omega_2) = \frac{\zeta(3)}{2\pi^2} \cdot \frac{\omega_2}{\omega_1^2} + \frac{\pi i}{12} \cdot \frac{z}{\omega_1^2} + \sum_{k \geq 2} \frac{(-1)^k \cdot B_{k-2} \cdot (2\pi i)^{k-2}}{k! \cdot \omega_2^{k-1}} \cdot \frac{d}{d\omega_1} (B_k(z/\omega_1) \cdot \omega_1^{k-1}).
\]

Integrating with respect to \( \omega_2 \) then gives (49).

\[\square\]

5. Solution to the Riemann-Hilbert problem

In this section we solve the conifold Riemann-Hilbert problems of Section 3 using the special functions \( F \) and \( G \) introduced in the last section.

5.1. Exponential pre-factors. Let us introduce the expression
\[
H(z \mid \omega_1, \omega_2) = \frac{G(z \mid \omega_1, \omega_2)}{G(0 \mid \omega_1, \omega_2)}.
\]

(54)
The functions \( F \) and \( H \) will form the basis of the solution to the Riemann-Hilbert problem which we give in the next subsection. However, to give the correct limiting behavior as \( \omega_2 \to 0 \) and \( \omega_2 \to \infty \) we first need to modify them by some exponential prefactors. Let us define
\[
F^*(z \mid \omega_1, \omega_2) = F(z \mid \omega_1, \omega_2) \cdot e^{Q_F(z \mid \omega_1, \omega_2)}, \quad H^*(z \mid \omega_1, \omega_2) = H(z \mid \omega_1, \omega_2) \cdot e^{Q_H(z \mid \omega_1, \omega_2)},
\]
(55)
where \( Q_F \) and \( Q_H \) are Laurent polynomials in \( \omega_2 \) given explicitly by
\[
Q_F(z \mid \omega_1, \omega_2) = -\frac{\omega_1}{2\pi i \omega_2} \cdot \text{Li}_2\left(e^{2\pi iz/\omega_1}\right) - \frac{1}{2} \log(1 - e^{2\pi iz/\omega_1}) + \frac{\pi i}{12} \cdot \frac{\omega_2}{\omega_1},
\]
\[
Q_H(z \mid \omega_1, \omega_2) = \frac{d}{d\omega_1} \left( \frac{1}{\omega_2} \left( \frac{\omega_1}{2\pi i} \right)^2 \cdot \zeta(3) - \text{Li}_3\left(e^{2\pi iz/\omega_1}\right) + \frac{\omega_1}{4\pi i} \left( \text{Li}_2\left(e^{2\pi iz/\omega_1}\right) - \zeta(2) \right) \right) - \frac{\pi i}{12} \cdot \frac{z \omega_2}{\omega_1^2}.
\]

These expressions are uniquely determined by the asymptotic properties of the resulting functions \( F^* \) and \( H^* \) (see the proof of Theorem 5.2 below).

Proposition 5.1. The functions \( F^* \) and \( H^* \) satisfy the difference relations
\[
\frac{F^*(z + \omega_1 \mid \omega_1, \omega_2)}{F^*(z \mid \omega_1, \omega_2)} = \frac{1}{1 - x_2},
\]
(56)
\[
\frac{H^*(z + \omega_1 \mid \omega_1, \omega_2)}{H^*(z \mid \omega_1, \omega_2)} = F^*(z + \omega_1 \mid \omega_1, \omega_2)^{-1},
\]
(57)
and the reflection relations
\[
F^*(z \mid \omega_1, \omega_2) \cdot F^*(z \mid \omega_1, -\omega_2) = \prod_{k \geq 0} \left( 1 - x_2 q_2^k \right) \cdot \prod_{k \geq 1} \left( 1 - x_2^{-1} q_2^k \right)^{-1},
\]
(58)
\[
H^*(z \mid \omega_1, \omega_2) \cdot H^*(z \mid \omega_1, -\omega_2) = \prod_{k \geq 1} \left( 1 - x_2 q_2^k \right)^k \cdot \prod_{k \geq 1} \left( 1 - x_2^{-1} q_2^k \right)^{-k},
\]
(59)
where \( x_2 \) and \( q_2 \) are defined in (20).
Proof. Relations (56) and (57) follow directly from the corresponding relations (22) and (26) for \( F \) and \( G \). One just needs to check that

\[
Q_F(z + \omega_1 | \omega_1, \omega_2) = Q_F(z | \omega_1, \omega_2),
\]

\[
Q_H(z + \omega_1 | \omega_1, \omega_2) - Q_H(z | \omega_1, \omega_2) = -Q_F(z | \omega_1, \omega_2),
\]

but this is easily done. Note that the denominator in (54) has no effect because it is constant in \( z \).

Similarly, the relations (58) and (59) follow from the corresponding reflection properties in Proposition 4.3. Note that in (29) one has \( F(z + \omega_2 | \omega_1, \omega_2) \) rather than simply \( F^*(z | \omega_1, \omega_2) \) as in (58), and similarly for \( H \). However this effect is precisely cancelled by the constant term of the Laurent polynomials \( Q_F \) and \( Q_H \). In detail the relations are

\[
\log F(z + \omega_2 | \omega_1, \omega_2) - \log F(z | \omega_1, \omega_2) = \log(1 - e^{2\pi i z/w}),
\]

\[
\log G(z + \omega_2 | \omega_1, \omega_2) - \log G(z | \omega_1, \omega_2) = \frac{d}{d\omega_1} \left( \frac{\omega_1}{2\pi i} \cdot \text{Li}_2(e^{2\pi i z/w}) \right).
\]

The first is immediate from the second relation of (22), whereas the second follows from the integral representation (28) and the identity (35).

5.2. The solution. We can now give the solution to our Riemann-Hilbert problem.

**Theorem 5.2.** The unique solution to Problem 3.5 is

\[
B(v, w, t) = F^*(v | w, -t), \quad D(v, w, t) = H^*(v | w, -t),
\]

(60)

where the functions \( F^* \) and \( H^* \) are defined in the previous subsection.

Proof. We must first check that for a fixed \((z, w) \in M_+\) these formulae do indeed define non-vanishing holomorphic functions on the domain \( V(0) = \mathcal{H}(-1) \cup \mathcal{H}(0) \). According to Proposition 4.1(i), the poles and zeroes of \( F(v | w, -t) \) occur when \( \pm v = aw - bt \) with \( a, b \in \mathbb{Z}_{\geq 0} \). Since \( \text{Im}(v/w) \neq 0 \), such a relation implies that \( b > 0 \), and hence \( t \) lies on the ray \( \pm v + aw \) for some \( a \geq 0 \). This ray only lies in one of the half-planes \( \mathcal{H}(-1) \) or \( \mathcal{H}(0) \) (centered on the rays \( \mathbb{R}_{>0} \cdot 2\pi i (v - w) \) and \( \mathbb{R}_{>0} \cdot 2\pi iv \) respectively) if we take the negative sign and \( a = 0 \), but consulting Proposition 4.1(i) more carefully, we see that this combination does not in fact correspond to a singularity of \( F \). The same argument applies to \( G(v | w, t) \) using Proposition 4.2(i). Finally, note that the denominator in (54) causes no trouble, since by Proposition 4.2(i) again, \( G(0 | w, -t) \) is regular and non-vanishing whenever \( t \notin \mathbb{R}_{>0} \cdot w \).

We now check the conditions of Problem 3.5 one by one. Parts (iii) and (iv) follow immediately from Proposition 5.1, so it remains to prove the first two. Let \( \Sigma \) be a closed subsector of \( V(0) \). We must show that for \( \omega_2 \in \Sigma \) one has

(i) \( F^*(z | \omega_1, \omega_2) \) and \( G^*(z | \omega_1, \omega_2) \) \( \to 1 \) as \( \omega_2 \to 0 \),

(ii) there exists \( k > 0 \) such that for all \( |\omega_2| > 0 \)

\[
|\omega_2|^{-k} < |F^*(z | \omega_1, \omega_2)|, |G^*(z | \omega_1, \omega_2)| < |\omega_2|^k.
\]
Note that it is enough to consider the case when \( \Sigma \) is contained in a half-plane \( \mathcal{H} \) centered on some ray in \( \Sigma(0) \), since \( \Sigma \) is in any case contained in a finite union of such half-planes. Then \( z, w \) and \( w - z \) all lie in \( -\mathcal{H} \). By homogeneity of the functions \( F \) and \( G \) we can rotate so that \( -\mathcal{H} \) is the right-hand half-plane. The claims then follows from Propositions 4.6 and 4.8. \( \square \)

A very similar argument shows that when \( z/w \in (0, 1) \) the expressions (60) give a solution to Problem (3.6). We leave the details to the reader.

**Remark 5.3.** Using (19), the unique solution to Problem 3.3 is

\[
B_n(v, w, t) = F^*(v + nw \mid w, -t),
\]

\[
D_n(v, w, t) = H^*(v + nw \mid w, -t) \cdot F^*(v + nw \mid w, -t)^n.
\]

5.3. The \( \tau \)-function. Let us introduce the expression

\[
H_\dagger(z \mid \omega_2, \omega_1) = H(z \mid \omega_2, \omega_1) \cdot e^{R(z \mid \omega_2, \omega_1)},
\]

where \( R \) is the Laurent polynomial in \( \omega_2 \) given by

\[
\left(\frac{\omega_1}{2\pi i \omega_2}\right)^2 \cdot \left( \text{Li}_3(e^{2\pi i z/\omega_1}) - \zeta(3) \right) + \frac{i\pi}{12} \cdot \frac{z}{\omega_1}.
\]

The point of this is that the relations (25) and (27) become

\[
\frac{\partial}{\partial z} \log H_\dagger(z \mid \omega_2, \omega_1) = \frac{\partial}{\partial \omega_2} \log F^*(z \mid \omega_1, \omega_2),
\]

\[
\frac{\partial}{\partial \omega_1} \log H_\dagger(z \mid \omega_2, \omega_1) = \frac{\partial}{\partial \omega_2} \log H^*(z \mid \omega_1, \omega_2).
\]

We can use these relations to write down a \( \tau \)-function \( \tau_n(v, w, t) \) for the family of solution \( B_n(v, w, -t) \) and \( D_n(v, w, -t) \). Such a function is uniquely defined up to multiplication by a nonzero constant. We claim that a possible choice is

\[
\tau_n(v, w, t) = H_\dagger(v + nw \mid t, w).
\]

Indeed, (67) is homogeneous under rescaling all variables and the required relations

\[
\frac{\partial}{\partial v} \log H_\dagger(v + nw \mid t, w) = \frac{\partial}{\partial t} \log F^*(v + nw \mid w, t),
\]

\[
\frac{\partial}{\partial w} \log H_\dagger(v + nw \mid t, w) = \frac{\partial}{\partial t} \left( \log H^*(v + nw \mid w, t) + n \log F^*(v + nw \mid w, t) \right).
\]

follow easily from (65) and (66).

In the case \( n = 0 \), combining the definition (54) with the integral representation (28) easily gives the integral representation (2) for the function \( H(v \mid t, w) \). Comparing (64) with (40) and
shows that as $t \to 0$ there is an asymptotic expansion
\[
\log \tau(v, w, t) \sim -\frac{1}{12} \log \left( \frac{w}{t} \right) + \frac{i\pi}{12} \cdot \frac{v}{w} + \sum_{g \geq 1} \frac{B_{2g} \cdot \text{Li}_{3-2g}(e^{2\pi iv/w})}{2g \cdot (2g-2)!} \left( \frac{2\pi it}{w} \right)^{2g-2} + \sum_{g \geq 2} \frac{B_{2g} \cdot B_{2g-2}}{2g \cdot (2g-2) \cdot (2g-2)!} \left( \frac{2\pi it}{w} \right)^{2g-2}.
\]
This completes the proof of Theorem 1.2.

APPENDIX A. STABILITY CONDITIONS AND DT THEORY FOR SHEAVES OF DIMENSION $\leq 1$

In this Appendix we recall some results on stability conditions on categories of coherent sheaves supported in dimension $\leq 1$ and the corresponding Donaldson-Thomas invariants. We start with the case of a projective Calabi-Yau threefold, before considering the case of the resolved conifold. We shall not give full proofs for the results on stability conditions stated here, since they are quite standard, and not logically necessary for the main results of the paper. For more on stability conditions in general the reader can consult [4, 5], while the particular stability conditions considered here are studied in detail in [31].

A.1. Stability conditions on a Calabi-Yau threefold. Let $X$ be a smooth, projective complex variety of dimension three, with trivial canonical bundle $\omega_X \cong \mathcal{O}_X$. Let $\text{Coh}(X)$ denote the abelian category of coherent sheaves on $X$, and let $A = \text{Coh}_{\leq 1}(X) \subset \text{Coh}(X)$ be the full subcategory consisting of sheaves whose set-theoretic support has dimension $\leq 1$. Any sheaf $E \in A$ has a Chern character
\[
\text{ch}(E) = (0, 0, \text{ch}_2(E), \text{ch}_3(E)) \in \bigoplus_{i=0}^{3} H^{2i}(X, \mathbb{Z}),
\]
which via Poincaré duality we can view as an element
\[
\text{ch}(E) = (\beta, n) \in \Gamma = H_2(X, \mathbb{Z}) \oplus \mathbb{Z}.
\]
This defines a group homomorphism $\text{ch}: K_0(A) \to \Gamma$.

Let $\mathcal{K}_C \subset H^2(X, \mathbb{C})$ be the complexified Kähler cone of $X$. By definition, it consists of classes of the form $\omega_C = B + i\omega$ with $B \in H^2(X, \mathbb{R})$ arbitrary and $\omega \in H^2(X, \mathbb{R})$ a Kähler class. Given such a complexified Kähler class $\omega_C \in \mathcal{K}_C$ we define the corresponding central charge to be the group homomorphism
\[
Z_{\omega_C}: K_0(A) \to \mathbb{C}, \quad Z(E) = \omega_C \cdot \text{ch}_2(E) - \text{ch}_3(E).
\]
The assumption that $\omega$ is Kähler ensures that for any nonzero object $E \in A$ the complex number $Z(E) \in \mathbb{C}$ lies in the semi-closed upper half-plane
\[
\mathcal{H} = \{ z = r \exp(i\pi\phi) : r \in \mathbb{R}_{>0} \text{ and } 0 < \phi \leq 1 \} \subset \mathbb{C}^*.
\]
This is precisely the statement that \( Z \) defines a stability condition on the abelian category \( A \).

Let \( \mathcal{D} \subset \mathcal{D}^b \text{Coh}(X) \) be the full triangulated subcategory of the bounded derived category of coherent sheaves on \( X \) consisting of complexes whose cohomology sheaves have set-theoretic support of dimension \( \leq 1 \). The standard t-structure on \( \mathcal{D}^b \text{Coh}(X) \) induces a bounded t-structure on the triangulated category \( \mathcal{D} \) whose heart can be identified with \( A \). General results give the existence of a complex manifold \( \text{Stab}(\mathcal{D}) \) parameterising stability conditions on \( \mathcal{D} \) whose central charge factors via the Chern character \( \text{ch} : K_0(\mathcal{D}) \to \Gamma \). It comes with a natural action of the group of triangulated auto-equivalences \( \text{Aut}(\mathcal{D}) \) of the category \( \mathcal{D} \), and a period map

\[
\pi : \text{Stab}(\mathcal{D}) \to \text{Hom}_\mathbb{Z}(\Gamma, \mathbb{C}), \quad (Z, \mathcal{P}) \mapsto Z,
\]

which is a local analytic isomorphism. There is also a natural action of \( \mathbb{C} \) on \( \text{Stab}(\mathcal{D}) \) which acts on central charges by rotation. The above construction gives

**Proposition A.1.** There is an open subset \( U(X) \subset \text{Stab}(\mathcal{D}) \) with the following properties:

(i) It is preserved by the action of \( \mathbb{C} \) and the double shift \( [2] \in \text{Aut} \mathcal{D}(X) \).

(ii) The restriction of the period map (68) to \( U(X) \) is the universal cover of the image of the open embedding

\[
\mathcal{K}_\mathbb{C} \times \mathbb{C}^* \subset \text{Hom}_\mathbb{Z}(\Gamma, \mathbb{C}), \quad (\omega_\mathbb{C}, q) \mapsto q \cdot Z_{\omega_\mathbb{C}},
\]

and the covering group is realised by the action of the double shift \( [2] \).

(iii) All points of \( U(X) \) are obtained by applying the action of \( \mathbb{C} \) to a unique stability condition with heart \( A \subset \mathcal{D} \) arising from the construction above.

The BPS invariants for stability conditions lying in the subset \( U(X) \subset \text{Stab}(\mathcal{D}) \) were studied by Joyce and Song [16] (see particularly Sections 6.3 and 6.4). More precisely, they considered the stability conditions on the abelian category \( A \) described above. They showed that

\[
\Omega(0, n) = -\chi(X)
\]

for all integers \( n \in \mathbb{Z} \setminus \{0\} \). They also conjectured that for any effective class \( \beta \in H_2(X, \mathbb{Z}) \) the BPS invariant

\[
\Omega(\beta, n) = \text{GV}(0, \beta)
\]

coincides with the genus 0 Gopakumar-Vafa invariant counting genus 0 curves in \( X \). This is now known to hold in many examples, but not in general. In particular, it is not known in general whether the numbers \( \Omega(\beta, n) \in \mathbb{Q} \) are independent of \( n \), or whether they are integral.
A.2. Stability conditions on the resolved conifold. The material of the last subsection can be generalised to quasi-projective Calabi-Yau threefolds with some extra assumptions. For example, in [16, Section 6.7] Joyce and Song require that \( X \) is compactly embeddable. Here we just consider the case of the resolved conifold \( X = \text{Tot} \mathcal{O}_{\mathbb{P}^1}(-1)^{\oplus 2} \).

The variety \( X \) contains a unique compact curve, namely the zero section \( C \sim \mathbb{P}^1 \subset X \). It defines a class \( \beta = [C] \in H_2(X, \mathbb{Z}) \). There are identifications

\[
\Gamma = H_2(X, \mathbb{Z}) \oplus H_0(X, \mathbb{Z}) = \mathbb{Z} \cdot \beta \oplus \mathbb{Z} \cdot \delta.
\]

We let \( \mathcal{A} \subset \text{Coh}(X) \) be the full subcategory consisting of objects with compact support. All such objects are supported in dimension \( \leq 1 \). The Chern character map together with Poincaré duality gives a group homomorphism

\[
\text{ch} = (\text{ch}_2, \text{ch}_3) : K_0(\mathcal{A}) \to \Gamma.
\]

We write \( \mathcal{O}_C(n) \) for the degree \( n \) line bundle supported on the rational curve \( C \subset X \), and \( \mathcal{O}_x \) for the skyscraper sheaf supported at a point \( x \in X \). We have

\[
\text{ch}(\mathcal{O}_C(n)) = \beta + n\delta, \quad \text{ch}(\mathcal{O}_x) = \delta.
\]

Let \( \mathcal{D}^b \text{Coh}(X) \) denote the bounded derived category of coherent sheaves on \( X \), and let \( \mathcal{D} \subset \mathcal{D}^b \text{Coh}(X) \) denote the full triangulated subcategory consisting of objects whose support is compact. As before, the standard t-structure on \( \mathcal{D}^b \text{Coh}(X) \) restricts to give a bounded t-structure on the category \( \mathcal{D} \) whose heart can be identified with \( \mathcal{A} \subset \mathcal{D} \). We can define an open subset \( U(X) \subset \text{Stab}(\mathcal{D}) \) exactly as in Proposition A.1. We denote by \( \text{Stab}^0(\mathcal{D}) \subset \text{Stab}(\mathcal{D}) \) the connected component containing it.

**Theorem A.2.** The period map (68) restricted to the connected component \( \text{Stab}^0(\mathcal{D}) \) is a regular covering map over its image, which is the open subset

\[
M = \{ Z : \Gamma \to \mathbb{C} : Z(\beta + n\delta) \neq 0, Z(\delta) \neq 0 \}.
\]

The deck transformations can be identified with the subgroup of auto-equivalences of \( \mathcal{D} \) generated by the spherical twists in the objects \( \mathcal{O}_C(n) \) for \( n \in \mathbb{Z} \) together with the second shift \([2]\).

There is a projection \( \pi : X \to \mathbb{P}^1 \), and pulling back the line bundle \( \mathcal{O}(1) \) gives a line bundle on \( X \) which we also denote \( \mathcal{O}(1) \). Tensoring with this generates a subgroup of \( \text{Aut}(\mathcal{D}) \) isomorphic to \( \mathbb{Z} \). The element \( n \in \mathbb{Z} \) acts on \( \Gamma \) via

\[
\beta \mapsto \beta + n\delta, \quad \delta \mapsto \delta.
\]

This is the origin of the \( \mathbb{Z} \)-symmetry used in Section 3.4.

Let us denote by \( \text{Aut}^0(\mathcal{D}) \) the group of auto-equivalences of \( \mathcal{D} \) generated by spherical twists in the objects \( \mathcal{O}_C(n) \), the double shift \([2]\), together with tensoring with \( \mathcal{O}(1) \). The standard action
of \( \mathbb{C} \) on \( \text{Stab}(\mathcal{D}) \) descends to an action of \( \mathbb{C}^* \) on \( \text{Stab}(\mathcal{D})/\mathbb{Z} \) which at the level of central charges is the obvious rescaling action. Taking the double quotient gives

\[
\mathbb{C}^* \backslash \text{Stab}^0(\mathcal{D}) / \text{Aut}^0(\mathcal{D}) = \mathbb{C}^* \backslash M / \mathbb{Z} = \mathbb{CP}^1 \setminus \{0, 1, \infty\},
\]

where the natural co-ordinate on \( \mathbb{CP}^1 \) is \( x = \exp(2\pi iv/w) \). This can be thought of as the stringy Kähler moduli space for the conifold. Two of the missing points correspond to large volume limits in the two small resolutions of the threefold ordinary double point, and the other is a conifold point where the mass of a spherical object becomes zero.

The BPS invariants for stability conditions in the open subset \( U(X) \) were calculated by Joyce and Song [16, Example 6.30]. One has

\[
\Omega(\gamma) = \begin{cases} 
1 & \text{if } \gamma = \pm \beta + n\delta \text{ for some } n \in \mathbb{Z}, \\
-2 & \text{if } \gamma = k\delta \text{ for some } k \in \mathbb{Z} \setminus \{0\},
\end{cases}
\]

with all others being zero.
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