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Abstract

In this paper we consider a class of structured monotone inclusion (MI) problems that consist of finding a zero in the sum of two monotone operators, in which one is maximal monotone while another is locally Lipschitz continuous. In particular, we first propose a primal-dual extrapolation (PDE) method for solving a structured strongly MI problem by modifying the classical forward-backward splitting method by using a point and operator extrapolation technique, in which the parameters are adaptively updated by a backtracking line search scheme. The proposed PDE method is almost parameter-free, equipped with a verifiable termination criterion, and enjoys an operation complexity of \( O(\log \varepsilon^{-1}) \), measured by the amount of fundamental operations consisting only of evaluations of one operator and resolvent of another operator, for finding an \( \varepsilon \)-residual solution of the structured strongly MI problem. We then propose another PDE method for solving a structured non-strongly MI problem by applying the above PDE method to approximately solve a sequence of structured strongly MI problems. The resulting PDE method is parameter-free, equipped with a verifiable termination criterion, and enjoys an operation complexity of \( O(\varepsilon^{-1} \log \varepsilon^{-1}) \) for finding an \( \varepsilon \)-residual solution of the structured non-strongly MI problem. As a consequence, we apply the latter PDE method to convex conic optimization, conic constrained saddle point, and variational inequality problems, and obtain complexity results for finding an \( \varepsilon \)-KKT or \( \varepsilon \)-residual solution of them under local Lipschitz continuity. To the best of our knowledge, no prior studies were conducted to investigate methods with complexity guarantees for solving the aforementioned problems under local Lipschitz continuity. All the complexity results obtained in this paper are entirely new.
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1 Introduction

A broad range of optimization, saddle point (SP), and variational inequality (VI) problems can be solved as a monotone inclusion (MI) problem, namely, finding a point \( x \) such that 0 \( \in \mathcal{T}(x) \), where \( \mathcal{T} : \mathbb{R}^n \rightrightarrows \mathbb{R}^n \) is a maximal monotone set-valued (i.e., point-to-set) operator (see Section
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1.1 for the definition of monotone and maximal monotone operators). In this paper we consider a class of MI problems as follows:

\[
\text{find } x \in \mathbb{R}^n \text{ such that } 0 \in (F + B)(x),
\]

where \(B : \mathbb{R}^n \rightrightarrows \mathbb{R}^n\) is a maximal monotone set-valued operator with a nonempty convex domain denoted by \(\text{dom}(B)\), and \(F : \text{dom}(F) \rightarrow \mathbb{R}^n\) is a monotone point-valued (i.e., point-to-point) operator with a domain \(\text{dom}(F) \supseteq \text{cl}(\text{dom}(B))\). It shall be mentioned that \(\text{dom}(B)\) is possibly unbounded. We make the following additional assumptions throughout this paper.

**Assumption 1.**

(a) Problem (1) has at least one solution.

(b) \(F + B\) is monotone on \(\text{dom}(B)\) with a monotonicity parameter \(\mu \geq 0\) such that

\[
(u - v, x - y) \geq \mu \|x - y\|^2 \quad \forall x, y \in \text{dom}(B), u \in (F + B)(x), v \in (F + B)(y).
\]

(c) \(F\) is locally Lipschitz continuous on \(\text{cl}(\text{dom}(B))\).

(d) The resolvent of \(\gamma B\) can be exactly evaluated for any \(\gamma > 0\).

The local Lipschitz continuity of \(F\) on \(\text{cl}(\text{dom}(B))\) is generally weaker than the (global) Lipschitz continuity of \(F\) on \(\text{cl}(\text{dom}(B))\) usually imposed in the literature. It can sometimes be easily verified. For example, if \(F\) is differentiable on \(\text{cl}(\text{dom}(B))\), it is clearly locally Lipschitz continuous there. In addition, by the maximal monotonicity of \(B\) and Assumptions 1(b) and 1(c), it can be observed that \(F + B\) is maximal monotone (e.g., see [12, Proposition A.1]) and it is also strongly monotone when \(\mu > 0\).

Some special cases of problem (1) have been considerably studied and can be solved by some existing methods. For example, when \(F\) is cocoercive\(^1\), problem (1) can be suitably solved by the newly developed Halpern fixed-point splitting (HFPS) method [18], and also the classical forward-backward splitting (FBS) method [7, 15] that generates a solution sequence \(\{x^k\}\) according to

\[
x^{k+1} = (I + \gamma_k B)^{-1} \left( x^k - \gamma_k F(x^k) \right) \quad \forall k \geq 1.
\]

In addition, a modified FBS (MFBS) method [19] and its variant [11] were proposed for (1) with \(F\) being Lipschitz continuous on \(\text{cl}(\text{dom}(B))\). An operation complexity of \(O(\varepsilon^{-1})\) and \(O(\varepsilon^{-2})\), measured by the amount of fundamental operations consisting of evaluations of \(F\) and resolvent of \(B\), was respectively established for the HFPS method [18, Theorem 3.1] and the variant of Tseng’s MFBS method [11, Theorem 4.6] for finding an \(\varepsilon\)-residual solution\(^2\) of these special cases of problem (1).

There has however been little algorithmic development for solving problem (1) with \(F\) being locally Lipschitz continuous. The forward-reflected-backward splitting (FRBS) method [9] appears to be the only existing method in the literature for solving problem (1). It modifies the forward term in the FBS method by using an operator extrapolation technique that has been popularly used to design algorithms for solving optimization, SP, and VI problems (e.g., [16, 10, 5, 2, 3]). Specifically, the FRBS method generates a solution sequence \(\{x^k\}\) according to

\[
x^{k+1} = (I + \gamma_k B)^{-1} \left( x^k - \gamma_k F(x^k) - \gamma_{k-1}(F(x^k) - F(x^{k-1})) \right) \quad \forall k \geq 1
\]

for a suitable choice of stepsizes \(\{\gamma_k\}\). Interestingly, it is established in [9, Theorem 3.4] that \(\{x^k\}\) converges weakly to a solution of problem (1), only assuming that \(F\) is monotone and

---

\(^1\)\(F\) is cocoercive if there exists some \(\sigma > 0\) such that \((F(x) - F(y), x - y) \geq \sigma \|F(x) - F(y)\|^2\) for all \(x, y \in \text{dom}(F)\). It can be observed that if \(F\) is cocoercive, then it is monotone and Lipschitz continuous on \(\text{dom}(F)\).

\(^2\)An \(\varepsilon\)-residual solution of problem (1) is a point \(x \in \text{dom}(B)\) satisfying \(\text{res}_{x,B}(x) \leq \varepsilon\), where \(\text{res}_{F,B}(x) = \inf\{\|v\| : v \in (F + B)(x)\}\).
locally Lipschitz continuous. Despite this nice convergence result, there is a lack of complexity guarantees for the FRBS method for finding an approximate solution of (1). Indeed, it is generally impossible to find an exact solution of problem (1) by this method. Consequently, when applying this method to solve (1), one has to terminate it once a certain approximate solution is found. Two natural questions then arise: (i) what approximate solution of (1) shall be found by this method in practice? (ii) what is the (worst-case) operation complexity of this method for finding such an approximate solution? The answer to these questions yet remains unknown.

To the best of our knowledge, there has been no method yet with complexity guarantees for finding an approximate solution of problem (1). In this paper we propose new variants of FBS method, called primal-dual extrapolation (PDE) methods, for finding an $\varepsilon$-residual solution of (1) with complexity guarantees. In particular, we first propose a PDE method for solving a strongly MI problem, namely, problem (1) with $\mu > 0$, by modifying the forward term in the FBS method by using a point and operator extrapolation technique that has recently been proposed to design algorithms for solving stochastic VI problems in [2]. Specifically, this PDE method generates a solution sequence $\{x^k\}$ according to

$$x^{k+1} = (I + \gamma_k B)^{-1} \left( x^k + \alpha_k(x^k - x^{k-1}) - \gamma_k[F(x^k) + \beta_k(F(x^k) - F(x^{k-1}))] \right) \quad \forall k \geq 1,$$

where the sequences $\{\alpha_k\}, \{\beta_k\}$ and $\{\gamma_k\}$ are adaptively updated by a backtracking line search scheme (see Algorithm 1). We show that this PDE method enjoys an operation complexity of $\mathcal{O}(\log \varepsilon^{-1})$ for finding an $\varepsilon$-residual solution of (1) with $\mu > 0$. We then propose another PDE method for solving a non-strongly MI problem, namely, problem (1) with $\mu = 0$ by applying the above PDE method to approximately solve a sequence of strongly MI problems $0 \in (F_k + B)(x)$ with $F_k$ being a perturbation of $F$ (see Algorithm 2). We show that the resulting PDE method enjoys an operation complexity of $\mathcal{O}(\varepsilon^{-1} \log \varepsilon^{-1})$ for finding an $\varepsilon$-residual solution of problem (1) with $\mu = 0$.

The main contributions of our paper are summarized as follows.

- Primal-dual extrapolation methods are proposed for the MI problem (1). These methods enjoy several attractive features: (i) they are applicable to a broad range of problems since only local rather than global Lipschitz continuity of $F$ is required; (ii) they are computationally cheap and their fundamental operations consist only of evaluations of $F$ and resolvent of $B$; (iii) they are (almost) parameter-free, equipped with a verifiable termination criterion, and guaranteed to output an $\varepsilon$-residual solution of problem (1) with complexity guarantees.

- Our proposed methods are the first ones in the literature with complexity guarantees for solving problem (1) under local Lipschitz continuity of $F$. In particular, they enjoy an operation complexity of $\mathcal{O}(\log \varepsilon^{-1})$ and $\mathcal{O}(\varepsilon^{-1} \log \varepsilon^{-1})$ for finding an $\varepsilon$-residual solution of problem (1) with $\mu > 0$ and $\mu = 0$, respectively. These complexity results are entirely new and fill the research gap in the relevant topics. Even for the case where $F$ is globally Lipschitz continuous, our operation complexity of $\mathcal{O}(\varepsilon^{-1} \log \varepsilon^{-1})$ is significantly better than the previously best-known operation complexity of $\mathcal{O}(\varepsilon^{-2})$ obtained in [11, Theorem 4.6] for finding an $\varepsilon$-residual solution of a non-strongly MI problem, namely, problem (1) with $\mu = 0$.

- The applications of our proposed methods to convex conic optimization, conic constrained SP, and VI problems are studied. Complexity results for finding an $\varepsilon$-KKT or $\varepsilon$-residual solution of these problems under local Lipschitz continuity are obtained for the first time.

---

$^3$Since the evaluation of $(I + \gamma B)^{-1}(x)$ is often as cheap as that of $(I + B)^{-1}(x)$, we count the evaluation of $(I + \gamma B)^{-1}(x)$ as one evaluation of resolvent of $B$ for any $\gamma > 0$ and $x$. 
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The rest of this paper is organized as follows. In Section 1.1 we introduce some notation and terminology. In Sections 2 and 3, we propose PDE methods for problem (1) with $\mu > 0$ and $\mu = 0$, respectively, and study their worst-case complexity. In Section 4 we study the applications of the PDE methods for solving convex conic optimization, conic constrained saddle point, and variational inequality problems. Finally, we present the proofs of the main results in Section 5.

1.1 Notation and terminology

The following notations will be used throughout this paper. Let $\mathbb{R}^n$ denote the Euclidean space of dimension $n$, $(\cdot, \cdot)$ denote the standard inner product, and $\| \cdot \|$ stand for the Euclidean norm. For any $\omega \in \mathbb{R}$, let $\omega_+ = \max\{\omega, 0\}$ and $[\omega]$ denote the least integer number greater than or equal to $\omega$.

Given a proper closed convex function $h : \mathbb{R}^n \to (-\infty, \infty]$, $\partial h$ denotes its subdifferential. The proximal operator associated with $h$ is denoted by $\text{prox}_h$, which is defined as

$$\text{prox}_h(z) = \arg \min_{x \in \mathbb{R}^n} \left\{ \frac{1}{2} \|x - z\|^2 + h(x) \right\}, \quad \forall z \in \mathbb{R}^n.$$  

Given an operator $\mathcal{F}$, $\text{dom}(\mathcal{F})$ and $\text{cl}(\text{dom}(\mathcal{F}))$ denote its domain and the closure of its domain, respectively. For a mapping $g : \mathbb{R}^n \to \mathbb{R}^m$, $\nabla g$ denotes the transpose of the Jacobian of $g$. The mapping $g$ is called $L$-Lipschitz continuous on a set $\Omega$ for some constant $L > 0$ if $\|g(x) - g(y)\| \leq L\|x - y\|$ for all $x, y \in \Omega$. Let $I$ stand for the identity operator. For a maximal monotone operator $\mathcal{F} : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$, the resolvent of $\mathcal{F}$ is denoted by $(I + \mathcal{F})^{-1}$, which is a mapping defined everywhere in $\mathbb{R}^n$. In particular, $z = (I + \mathcal{F})^{-1}(x)$ if and only if $x \in (I + \mathcal{F})(z)$. Since the evaluation of $(I + \gamma \mathcal{F})^{-1}(x)$ is often as cheap as that of $(I + \mathcal{F})^{-1}(x)$, we count the evaluation of $(I + \gamma \mathcal{F})^{-1}(x)$ as one evaluation of resolvent of $\mathcal{F}$ for any $\gamma > 0$ and $x$. The residual of $\mathcal{F}$ at a point $x \in \text{dom}(\mathcal{F})$ is defined as $\text{res}_\mathcal{F}(x) = \inf\{|v| : v \in \mathcal{F}(x)\}$. For any given $\varepsilon > 0$, a point $x$ is called an $\varepsilon$-residual solution of problem (1) if $x \in \text{dom}(B)$ and $\text{res}_{F + B}(x) \leq \varepsilon$.

Given a nonempty closed convex set $C \subseteq \mathbb{R}^n$, $\text{dist}(z, C)$ stands for the Euclidean distance from $z$ to $C$, and $\Pi_C(z)$ denotes the Euclidean projection of $z$ onto $C$, namely,

$$\Pi_C(z) = \arg \min\{\|z - x\| : x \in C\}, \quad \text{dist}(z, C) = \|z - \Pi_C(z)\|, \quad \forall z \in \mathbb{R}^n.$$  

The normal cone of $C$ at any $z \in C$ is denoted by $\mathcal{N}_C(z)$. For the closed convex cone $\mathcal{K}$, we use $\mathcal{K}^*$ to denote the dual cone of $\mathcal{K}$, that is, $\mathcal{K}^* = \{y \in \mathbb{R}^m : \langle y, x \rangle \geq 0, \forall x \in \mathcal{K}\}$.

2 A primal-dual extrapolation method for problem (1) with $\mu > 0$

In this section we propose a primal-dual extrapolation method for solving a strongly MI problem, namely, problem (1) with $\mu > 0$. Our method is a variant of the classical forward-backward splitting (FBS) method [7, 15]. It modifies the forward term in (3) by using a point and operator extrapolation technique\(^4\) that has recently been proposed to design algorithms for solving stochastic VI problems in [2]. Note that the choice of the parameters for extrapolations in [2] requires Lipschitz continuity of $F$. Since $F$ is only assumed to be locally Lipschitz continuous in this paper, the choice of them in [2] is not applicable to our method. To resolve

\(^4\)In the context of optimization, the operator $F$ is typically the gradient of a function and $F(x)$ can be viewed as a point in the dual space. As a result, $\{x^t\}$ and $\{F(x^t)\}$ generated by this method can be respectively viewed as a primal and dual sequence and thus the extrapolations on them are alternatively called primal and dual extrapolations just for simplicity. Accordingly, we refer to our method as a primal-dual extrapolation method.
this issue, we propose an adaptive scheme to decide on parameters for extrapolations and splitting by using a backtracking technique. In addition, we propose a verifiable termination criterion, which guarantees that our method outputs an ϵ-residual solution of problem (1) with µ > 0 for any given tolerance ϵ. The proposed method is presented in Algorithm 1 below.

Algorithm 1 A primal–dual extrapolation method for problem (1) with µ > 0

Input: ϵ > 0, γ_0 > 0, δ ∈ (0, 1), 0 ≤ ξ < ν ≤ 1/2, {κ_t} ⊂ [0, ξ/(1 + ξ)], and x^0 = x^1 ∈ dom(B).

1: for t = 1, 2, ... do
2: Compute

\[ x^{t+1} = (I + γ_t B)^{-1} \left( x^t + \alpha_t (x^t - x^{t-1}) - γ_t (F(x^t) + β_t (F(x^t) - F(x^{t-1}))) \right), \]

where

\[ γ_t = γ_0 n_t, \quad β_t = γ_{t-1} (1 - κ_t) \left( 1 + \frac{2 µ γ_{t-1}}{1 - κ_{t-1}} \right)^{-1}, \quad \alpha_t = \frac{κ_{t-1} γ_t β_t}{γ_{t-1}}, \]

and n_t is the smallest nonnegative integer such that

\[ ν(1 - κ_t)\|x^{t+1} - x^t\| ≥ γ_t \|F(x^{t+1}) - F(x^t) - κ_t γ_t^{-1}(x^{t+1} - x^t)\|. \]

3: Terminate the algorithm and output x^{t+1} if

\[ \|x^t - x^{t+1} + α_t (x^t - x^{t-1}) + γ_t (F(x^{t+1}) - F(x^t)) - γ_t β_t (F(x^t) - F(x^{t-1}))\| ≤ γ_t ϵ. \]

4: end for

Remark 1. (i) Algorithm 1 is almost parameter-free except that the monotonicity parameter µ of F + B is required.

(ii) As will be established below, Algorithm 1 is well-defined at each iteration. One can observe that the fundamental operations of Algorithm 1 consist only of evaluations of F and resolvent of B. Specifically, at iteration t, Algorithm 1 requires n_t + 1 evaluations of F and resolvent of B for finding x^{t+1} satisfying (6).

We next establish that Algorithm 1 well-defined and outputs an ϵ-residual solution of problem (1). We also study its complexity including: (i) iteration complexity measured by the number of iterations; (ii) operation complexity measured by the number of evaluations of F and resolvent of B.

To proceed, we assume throughout this section that problem (1) is a strongly MI problem (namely, µ > 0) and that x* is the solution of (1). Let \{x^t\}_{t \in T} denote all the iterates generated by Algorithm 1, where T is a subset of consecutive nonnegative integers starting from 0. We also define

\[ T-1 = \{t - 1 : t \in T\}, \quad r_0 = \|x^0 - x^*\|, \quad S = \left\{ x \in \text{dom}(B) : \|x - x^*\| ≤ \frac{r_0}{\sqrt{1 - 2ν^2}} \right\}. \]

where x^0 is the initial point and ν ∈ (0, 1/2] is an input parameter of Algorithm 1.

The following lemma establishes that F is Lipschitz continuous on S and also on an enlarged set induced by γ_0, r_0, ν, x*, F and S, albeit F is locally Lipschitz continuous on cl(dom(B)). This result will play an important role in this section.

Lemma 1. Let S be defined in (8). Then the following statements hold.

(i) F is L_S-Lipschitz continuous on S for some constant L_S > 0.
(ii) \( F \) is \( L_S \)-Lipschitz continuous on \( \hat{S} \) for some constant \( L_S > 0 \), where
\[
\hat{S} = \left\{ x \in \text{dom}(B) : \|x - x^*\| \leq \frac{(2 + 4\gamma_0 L_S)r_0}{\sqrt{1 - 2\nu^2}} \right\},
\]
where \( r_0 \) is defined in (8), and \( \gamma_0 > 0 \) and \( \nu \in (0, 1/2] \) are the input parameters of Algorithm 1.

**Proof.** Notice that \( S \) is a convex and bounded subset in \( \text{dom}(B) \). By this and the local Lipschitz continuity of \( F \) on \( \text{cl}(\text{dom}(B)) \), it is not hard to observe that there exists some constant \( L_S > 0 \) such that \( F \) is \( L_S \)-Lipschitz continuous on \( S \). Hence, statement (i) holds and moreover the set \( \hat{S} \) is well-defined. By a similar argument, one can see that statement (ii) also holds. \( \square \)

The following theorem shows that Algorithm 1 is well-defined at each iteration. Its proof is deferred to Section 5.

**Theorem 1.** Let \( \{x^t\}_{t \in \mathbb{T}} \) be generated by Algorithm 1. Then the following statements hold.

(i) Algorithm 1 is well-defined at each iteration.

(ii) \( x^t \in S \) for all \( t \in \mathbb{T} \), and moreover, \( n_t \leq N_t \) for all \( 1 \leq t \in \mathbb{T} - 1 \), where \( S \) is defined in (8) and
\[
N_t = \left\lceil \log \left( \frac{\nu(1 - \kappa_t) - \kappa_t}{\gamma_0 L_S} \right) / \log \delta \right\rceil_+.
\]

The next theorem presents iteration and operation complexity of Algorithm 1 for finding an \( \epsilon \)-residual solution of problem \((1)\) with \( \mu > 0 \), whose proof is deferred to Section 5.

**Theorem 2.** Suppose that \( \mu > 0 \), i.e., \( F + B \) is strongly monotone on \( \text{dom}(B) \). Then Algorithm 1 terminates and outputs an \( \epsilon \)-residual solution of problem \((1)\) in at most \( T \) iterations. Moreover, the total number of evaluations of \( F \) and resolvent of \( B \) performed in Algorithm 1 is no more than \( N \), respectively, where
\[
T = 3 + \left[ 2 \log \left( \frac{r_0(3 + 5\gamma_0 L_S)}{\epsilon \sqrt{1 - 2\nu^2} \min \left\{ \frac{2\delta(\nu - \xi)}{3L_S}, \gamma_0 \right\}} \right) / \log \left( \min \left\{ \frac{1}{L_S} \left( L_S + 2\mu\delta \nu - 2\mu\delta \xi \right), 1 + 2\mu\gamma_0 \right\} \right) \right]_+.
\]
\[
N = \left( 3 + \left[ \frac{2 \log \left( \frac{r_0(3 + 5\gamma_0 L_S)}{\epsilon \sqrt{1 - 2\nu^2} \min \left\{ \frac{2\delta(\nu - \xi)}{3L_S}, \gamma_0 \right\}} \right) }{\log \left( \min \left\{ \frac{1}{L_S} \left( L_S + 2\mu\delta \nu - 2\mu\delta \xi \right), 1 + 2\mu\gamma_0 \right\} \right) } \right]_+ \right) \left( 1 + \left[ \frac{\log \left( \frac{2(\nu - \xi)}{3\gamma_0 L_S} \right) }{\log \delta} \right]_+ \right).
\]

**Remark 2.** It can be seen from Theorem 2 that Algorithm 1 enjoys an iteration and operation complexity of \( \mathcal{O}(\log \epsilon^{-1}) \) for finding an \( \epsilon \)-residual solution of problem \((1)\) with \( \mu > 0 \) under the assumption that \( F \) is locally Lipschitz continuous on \( \text{cl}(\text{dom}(B)) \).

# 3 A primal-dual extrapolation method for problem \((1)\) with \( \mu = 0 \)

In this section we propose a primal-dual extrapolation method for solving a non-strongly MI problem, namely, problem \((1)\) with \( \mu = 0 \). Our method consists of applying Algorithm 1 to approximately solving a sequence of strongly MI problems \( 0 \in (F_k + B)(x) \), where \( F_k \) is a perturbation of \( F \) given in (13). The proposed method is presented in Algorithm 2.
Algorithm 2: A primal-dual extrapolation method for problem (1) with $\mu = 0$

Input: $\varepsilon > 0$, $\gamma_0 > 0$, $z^0 \in \text{dom}(B)$, $0 < \delta < 1$, $0 \leq \xi < \nu \leq 1/2$, $\{\kappa_k\} \subset [0, \xi/(1 + \xi)]$, $\rho_0 \geq 1$, $0 < \tau_0 \leq 1$, $\zeta > 1$, $0 < \sigma < 1/\zeta$, $\rho_k = \rho_0\zeta^k$, $\tau_k = \tau_0\sigma^k$ for all $k \geq 0$.

1: for $k = 0, 1, \ldots$ do
2: Call Algorithm 1 with $F \leftarrow F_k$, $\mu \leftarrow \rho_k^{-1}$, $\epsilon \leftarrow \tau_k$, $x^0 = x^1 \leftarrow z^k$ and the parameters $\gamma_0$, $\{\kappa_k\}$, $\delta$ and $\nu$, and output $z^{k+1}$, where

$$F_k(x) = F(x) + \frac{1}{\rho_k}(x - z^k) \quad \forall x \in \text{dom}(F).$$  

(13)

3: Terminate this algorithm and output $z^{k+1}$ if

$$\frac{1}{\rho_k}\|z^{k+1} - z^k\| \leq \frac{\varepsilon}{2}, \quad \tau_k \leq \frac{\varepsilon}{2}.$$  

(14)

4: end for

Remark 3. It is easy to see that Algorithm 2 is well-defined at each iteration and equipped with a verifiable termination criterion. In addition, it is parameter-free and shares the same fundamental operations as Algorithm 1, which consist only of evaluations of $F$ and resolvent of $B$.

We next show that Algorithm 2 outputs an $\varepsilon$-residual solution of problem (1). We also study its complexity including: (i) iteration complexity measured by the number of iterations; (ii) operation complexity measured by the total number of evaluations of $F$ and resolvent of $B$.

To proceed, we assume that $x^*$ is an arbitrary solution of problem (1) and fixed throughout this section. Let $\{z^k\}_{k \in \mathbb{K}}$ denote all the iterates generated by Algorithm 2, where $\mathbb{K}$ is a subset of consecutive nonnegative integers starting from 0. We also define $\mathbb{K} - 1 = \{k - 1 : k \in \mathbb{K}\}$, and

$$\bar{r}_0 = \|z^0 - x^*\|, \quad Q = \left\{x \in \text{dom}(B) : \|x - x^*\| \leq \left(\frac{1}{\sqrt{1 - 2\nu^2}} + 1\right)\left(\bar{r}_0 + \frac{\rho_0\tau_0}{1 - \sigma\zeta}\right)\right\},$$  

(15)

where $z^0$ is the initial point and $\rho_0$, $\tau_0$, $\nu$, $\zeta$, $\sigma$ are the input parameters of Algorithm 2.

The following lemma establishes that $F_k$ is Lipschitz continuous on $Q$ and also on an enlarged set induced by $F_k$ and $Q$ with a Lipschitz constant independent on $k$. This result will play an important role in this section.

Lemma 2. Let $F_k$ and $Q$ be defined in (13) and (15). Then the following statements hold.

(i) $F_k$ is $L_Q$-Lipschitz continuous on $Q$ for some constant $L_Q > 0$ independent on $k$.

(ii) $F_k$ is $\tilde{L}_Q$-Lipschitz continuous on $\tilde{Q}$ for some constant $\tilde{L}_Q > 0$ independent on $k$, where

$$\tilde{Q} = \left\{x \in \text{dom}(B) : \|x - x^*\| \leq \left(\frac{2 + 4\gamma_0L_Q}{\sqrt{1 - 2\nu^2}} + 1\right)\left(\bar{r}_0 + \frac{\rho_0\tau_0}{1 - \sigma\zeta}\right)\right\}.$$  

(16)

Proof. Notice that $Q$ is a convex and bounded subset in $\text{dom}(B)$. By this and the local Lipschitz continuity of $F$ on $\text{cl}($dom$(B))$, it is not hard to observe that there exists some constant $\tilde{L}_Q > 0$ such that $F$ is $\tilde{L}_Q$-Lipschitz continuous on $Q$. In addition, notice from Algorithm 2 that $\rho_k \geq \rho_0$ for all $k \geq 0$. Using these and (13), we can easily see that $F_k$ is $L_Q$-Lipschitz continuous on $Q$ with $L_Q = \tilde{L}_Q + 1/\rho_0$. Hence, statement (i) holds and moreover the set $\tilde{Q}$ is well-defined. By a similar argument, one can see that statement (ii) also holds.

The next theorem presents iteration and operation complexity of Algorithm 2 for finding an $\varepsilon$-residual solution of problem (1) with $\mu = 0$, whose proof is deferred to Section 5.
Theorem 3. Let
\[
\Lambda = \frac{\rho \tau_0}{1 - \sigma \zeta}, \quad C_1 = \log \left( \frac{(r_0 + \Lambda) (3 + 5 \gamma_0 L_Q)}{\tau_0 \sqrt{1 - 2 \nu^2 \min \left\{ \frac{28 (\nu - \xi)}{3 L_Q}, \frac{\gamma_0}{\rho} \right\}} \right),
\]
\[
C_2 = 1 + \left\lfloor \frac{\log \left( \frac{2 (\nu - \xi)}{3 \gamma_0 L_Q} \right)}{\log \delta} \right\rfloor, \quad C_3 = \frac{1}{(\zeta - 1) \log \left( \min \left\{ 1 + \frac{2 \delta \nu - 2 \xi}{\rho_0 L_Q}, 1 + \frac{2 \gamma_0}{\rho_0} \right\} \right)}.
\]

(17)

Suppose that \( \mu = 0 \), i.e., \( F + B \) is monotone but not strongly monotone on \( \text{dom}(B) \). Then Algorithm 2 terminates and outputs an \( \varepsilon \)-residual solution in at most \( K + 1 \) iterations. Moreover, the total number of evaluations of \( F \) and resolvent of \( B \) performed in Algorithm 2 is no more than \( M \), respectively, where
\[
K = \left\lceil \max \left\{ \log_\zeta \left( \frac{2 r_0 + 2 \Lambda}{\varepsilon \rho_0} \right), \frac{\log(2 \tau_0 / \varepsilon)}{\log(1/\sigma)} \right\} \right\rceil, \quad \text{(19)}
\]
and
\[
M = 4C_2 + 4C_2 \left\lceil \max \left\{ \log_\zeta \left( \frac{2 r_0 + 2 \Lambda}{\varepsilon \rho_0} \right), \frac{\log(2 \tau_0 / \varepsilon)}{\log(1/\sigma)} \right\} \right\rceil + \\
+ 2 \zeta (C_1) C_2 C_3 \max \left\{ \frac{2 \zeta (r_0 + \Lambda)}{\varepsilon \rho_0}, \zeta \left( \frac{2 \tau_0}{\varepsilon} \right)^{\log_\zeta \left( \frac{\log(1/\sigma)}{\log(1/\sigma)} \right)}, 1 \right\} \\
- 2 \zeta C_2 C_3 (\log \sigma) \max \left\{ \frac{2 \zeta (r_0 + \Lambda)}{\varepsilon \rho_0}, \zeta \left( \frac{2 \tau_0}{\varepsilon} \right)^{\log_\zeta \left( \frac{\log(1/\sigma)}{\log(1/\sigma)} \right)}, 1 \right\} \\
\times \left\lceil \max \left\{ \log_\zeta \left( \frac{2 r_0 + 2 \Lambda}{\varepsilon \rho_0} \right), \frac{\log(2 \tau_0 / \varepsilon)}{\log(1/\sigma)} \right\} \right\rceil. \quad \text{(20)}
\]

Remark 4. Since \( 1 < \zeta < 1/\sigma \), it can be seen from Theorem 3 that Algorithm 2 enjoys an iteration complexity of \( O(\log \varepsilon^{-1}) \) and an operation complexity of \( O(\varepsilon^{-1} \log \varepsilon^{-1}) \) for finding an \( \varepsilon \)-residual solution of problem (1) with \( \mu = 0 \) under the assumption that \( F \) is locally Lipschitz continuous on \( \text{cl}(\text{dom}(B)) \). These complexity results are entirely new. Even for the case where \( F \) is globally Lipschitz continuous, our operation complexity of \( O(\varepsilon^{-1} \log \varepsilon^{-1}) \) is significantly better than the previously best-known operation complexity of \( O(\varepsilon^{-2}) \) obtained in [11, Theorem 4.6] for finding an \( \varepsilon \)-residual solution of a non-strongly MI problem, namely, problem (1) with \( \mu = 0 \).

4 Applications

In this section we study applications of our PDE method, particularly Algorithm 2, for solving several important classes of problems, particularly, convex conic optimization, conic constrained saddle point, and variational inequality problems. As a consequence, complexity results are obtained for finding an \( \varepsilon \)-KKT or \( \varepsilon \)-residual solution of these problems under local Lipschitz continuity for the first time.

4.1 Convex conic optimization

In this subsection we consider convex conic optimization
\[
\begin{align*}
\min \quad & f(x) + P(x) \\
\text{s.t.} \quad & -g(x) \in K,
\end{align*}
\]

(21)
where \( f, P : \mathbb{R}^n \to (-\infty, \infty] \) are proper closed convex functions, \( K \) is a closed convex cone in \( \mathbb{R}^m \), and the mapping \( g : \mathbb{R}^n \to \mathbb{R}^m \) is \( K \)-convex, that is,
\[
\partial g(x) + (1 - \vartheta)g(y) - g(\vartheta x + (1 - \vartheta)y) \in K \quad \forall x, y \in \mathbb{R}^n, \vartheta \in [0, 1].
\]

(22)

It shall be mentioned that \( \text{dom}(P) \) is possibly unbounded.

Problem (21) includes a rich class of problems as special cases. For example, when \( K = \mathbb{R}^m_+ \times \{0\}^m_2 \) for some \( m_1 \) and \( m_2 \), \( g(x) = (g_1(x), \ldots, g_{m_1}(x), h_1(x), \ldots, h_{m_2}(x))^T \) with convex \( g_i \)'s and affine \( h_j \)'s, and \( P(x) \) is the indicator function of a simple convex set \( X \subseteq \mathbb{R}^n \), problem (21) reduces to an ordinary convex optimization problem
\[
\min_{x \in X} \{ f(x) : g_i(x) \leq 0, \ i = 1, \ldots, m_1; h_j(x) = 0, \ j = 1, \ldots, m_2 \}.
\]

We make the following additional assumptions for problem (21).

**Assumption 2.**

(a) The proximal operator associated with \( P \) and also the projection onto \( K^\ast \) can be exactly evaluated.

(b) The function \( f \) and the mapping \( g \) are differentiable on \( \text{cl}(\text{dom}(\partial P)) \). Moreover, \( \nabla f \) and \( \nabla g \) are locally Lipschitz continuous on \( \text{cl}(\text{dom}(\partial P)) \).

(c) Both problem (21) and its Lagrangian dual problem
\[
\sup_{\lambda \in K^\ast} \inf_x \{ f(x) + P(x) + \langle \lambda, g(x) \rangle \}
\]
(23)

have optimal solutions, and moreover, they share the same optimal value.

Under the above assumptions, it can be shown that \( (x, \lambda) \) is a pair of optimal solutions of (21) and (23) if and only if it satisfies the Karush-Kuhn-Tucker (KKT) condition
\[
0 \in \left( \nabla f(x) + \nabla g(x)\lambda + \partial P(x) \right).
\]
(24)

In general, it is difficult to find an exact optimal solution of (21) and (23). Instead, for any given \( \varepsilon > 0 \), we are interested in finding a pair of \( \varepsilon \)-KKT solutions \( (x, \lambda) \) of (21) and (23) that satisfies
\[
\text{dist}(0, \nabla f(x) + \nabla g(x)\lambda + \partial P(x)) \leq \varepsilon, \quad \text{dist}(0, -g(x) + N_{K^\ast}(\lambda)) \leq \varepsilon.
\]
(25)

Observe from (24) that problems (21) and (23) can be solved as the MI problem
\[
0 \in F(x, \lambda) + B(x, \lambda),
\]
(26)

where
\[
F(x, \lambda) = \left( \nabla f(x) + \nabla g(x)\lambda \right), \quad B(x, \lambda) = \left( \partial P(x) \right)
\]
(27)

One can also observe that \( F \) is monotone and locally Lipschitz continuous on \( \text{cl}(\text{dom}(B)) \) and \( B \) is maximal monotone. As a result, Algorithm 2 can be suitably applied to the MI problem (26). It then follows from Theorem 3 that Algorithm 2, when applied to problem (26), finds an \( \varepsilon \)-residual solution \( (x, \lambda) \) of (26) within \( O(\varepsilon^{-1} \log \varepsilon^{-1}) \) evaluations of \( F \) and resolvent of \( B \). Notice from (25) and (27) that such \( (x, \lambda) \) is also a pair of \( \varepsilon \)-KKT solutions of (21) and (23). In addition, the evaluation of \( F \) requires that of \( \nabla f \) and \( \nabla g \), and also the resolvent of \( B \) can be computed as
\[
(I + \gamma B)^{-1} \left( \begin{array}{c} x \\ \lambda \end{array} \right) = \left( \begin{array}{c} \text{prox}_{\gamma P}(x) \\ \Pi_{K^\ast}(\lambda) \end{array} \right) \quad \forall (x, \lambda) \in \mathbb{R}^n \times \mathbb{R}^m, \gamma > 0.
\]

The above discussion leads to the following result regarding Algorithm 2 for finding a pair of \( \varepsilon \)-KKT solutions of problems (21) and (23).
Theorem 4. For any $\varepsilon > 0$, Algorithm 2, when applied to the MI problem (26), outputs a pair of $\varepsilon$-KKT solutions of problems (21) and (23) within $O(\varepsilon^{-1} \log \varepsilon^{-1})$ evaluations of $\nabla f$, $\nabla g$, $\text{prox}_{s} P$ and $\Pi_{\gamma \mathcal{K}}$ for some $\gamma > 0$.

Remark 5. (i) This is the first time to propose an algorithm for finding an $\varepsilon$-KKT solution of problem (21) without the usual assumption that $\nabla f$ and $\nabla g$ are Lipschitz continuous and/or the domain of $P$ is bounded. Moreover, the proposed algorithm is equipped with a verifiable termination criterion and enjoys an operation complexity of $O(\varepsilon^{-1} \log \varepsilon^{-1})$.

(ii) A first-order augmented Lagrangian method was recently proposed in [8] for finding a pair of $\varepsilon$-KKT solutions of a subclass of problems (21) and (23), which also requires $O(\varepsilon^{-1} \log \varepsilon^{-1})$ evaluations of $\nabla f$, $\nabla g$, $\text{prox}_{s} P$ and $\Pi_{\gamma \mathcal{K}}$. However, this method and its complexity analysis require that $\nabla f$ and $\nabla g$ be Lipschitz continuous on an open set containing $\text{dom}(P)$ and also that $\text{dom}(P)$ be bounded. As a result, it is generally not applicable to problem (21).

(iii) A variant of Tseng’s MFBS method was proposed in [12, Section 6] for finding a pair of $\varepsilon$-KKT solutions of a special class of problems (21) and (23), in which $g$ is an affine mapping, $\mathcal{K} = \{0\}^m$, and $\nabla f$ is Lipschitz continuous on $\text{cl}(\text{dom}(P))$. Due to the latter assumption, this method is generally not applicable to problem (21). In addition, this method enjoys an operation complexity of $O(\varepsilon^{-2})$ (see [12, Theorem 6.3]). In contrast, the operation complexity of $O(\varepsilon^{-1} \log \varepsilon^{-1})$ achieved by our method is significantly better.

4.2 Conic constrained saddle point problems

In this subsection we consider the following conic constrained saddle point (CCSP) problem:

$$\min_{-g(x) \in \mathcal{K}} \max_{-\tilde{g}(y) \in \tilde{\mathcal{K}}} \{ \Psi(x, y) := f(x, y) + P(x) - \tilde{P}(y) \}, \tag{28}$$

where $f : \mathbb{R}^n \times \mathbb{R}^m \to [-\infty, \infty]$ is convex in $x$ and concave in $y$, $P : \mathbb{R}^n \to (-\infty, \infty]$ and $\tilde{P} : \mathbb{R}^m \to (-\infty, \infty]$ are proper closed convex functions, $\mathcal{K} \subseteq \mathbb{R}^p$ and $\tilde{\mathcal{K}} \subseteq \mathbb{R}^q$ are closed convex cones, and $g$ and $\tilde{g}$ are $\mathcal{K}$- and $\tilde{\mathcal{K}}$-convex in the sense of (22), respectively. It shall be mentioned that $\text{dom}(P)$ and $\text{dom}(\tilde{P})$ are possibly unbounded.

We make the following additional assumptions for problem (28).

Assumption 3. (a) The proximal operator associated with $P$ and $\tilde{P}$ and also the projection onto $\mathcal{K}^{*}$ and $\tilde{\mathcal{K}}^{*}$ can be exactly evaluated.

(b) The function $f$ is differentiable on $\text{cl}(\text{dom}(\partial P)) \times \text{cl}(\text{dom}(\partial \tilde{P}))$. Moreover, $\nabla f$ is locally Lipschitz continuous on $\text{cl}(\text{dom}(\partial P)) \times \text{cl}(\text{dom}(\partial \tilde{P}))$.

(c) The mapping $s g$ and $\tilde{g}$ are respectively differentiable on $\text{cl}(\text{dom}(\partial P))$ and $\text{cl}(\text{dom}(\partial \tilde{P}))$. Moreover, $\nabla g$ and $\nabla \tilde{g}$ are locally Lipschitz continuous on $\text{cl}(\text{dom}(\partial P))$ and $\text{cl}(\text{dom}(\partial \tilde{P}))$, respectively.

(d) There exists a pair $(x^{*}, y^{*}) \in \text{dom}(P) \times \text{dom}(\tilde{P})$ satisfying $-g(x^{*}) \in \mathcal{K}$ and $-\tilde{g}(y^{*}) \in \tilde{\mathcal{K}}$ such that

$$\Psi(x^{*}, y) \leq \Psi(x^{*}, y^{*}) \leq \Psi(x, y^{*})$$

holds for any $(x, y) \in \text{dom}(P) \times \text{dom}(\tilde{P})$ satisfying $-g(x) \in \mathcal{K}$ and $-\tilde{g}(y) \in \tilde{\mathcal{K}}$.

Problem (28) includes a rich class of saddle point problems as special cases. Several of them have been studied in the literature. For example, extragradient method [4], mirror-prox
where \( \tilde{f} \) is convex in \( x \) and concave in \( y \) with \textit{Lipschitz continuous} gradient on \( X \times Y \), and \( X \) and \( Y \) are simple convex sets. Also, optimistic gradient method [10] and extra anchored gradient method [23] were proposed for solving problem (29) with \( X = \mathbb{R}^n \) and \( Y = \mathbb{R}^m \). In addition, accelerated proximal gradient method [20], a variant of MFBS method [12], and also generalized extragradient method [12] were proposed for solving the special CCSP problem \( (28) \) with a strongly-convex-(strongly)-concave \( \tilde{f} \) (e.g., see [6, 22, 21]). Recently, extra-gradient method of multipliers [24] was proposed for solving a special case of problem (28) with \( g \) and \( \tilde{g} \) being an affine mapping, \( \text{dom}(P) \) and \( \text{dom}(\tilde{P}) \) being compact, and \( \nabla f \) being Lipschitz continuous on \( \text{dom}(P) \times \text{dom}(\tilde{P}) \). Iteration complexity of these methods except [23] was established based on the duality gap on the ergodic (i.e., weight-averaged) solution sequence. Yet, the duality gap can often be difficult to measure. In practice, one may use a computable upper bound on the duality gap to terminate these methods, which however typically requires the knowledge of an upper bound on the distance between the initial point and the solution set. Besides, there is a lack of complexity guarantees for these methods in terms of the original solution sequence.

Due to the sophistication of the constraints \(-g(x) \in \mathcal{K} \) and \(-\tilde{g}(y) \in \tilde{\mathcal{K}} \) and also the local Lipschitz continuity of \( \nabla f \), \( \nabla g \) and \( \nabla \tilde{g} \), the aforementioned methods [4, 14, 13, 20, 12, 10, 6, 22, 21, 23] are generally not suitable for solving the CCSP problem (28). We next apply our Algorithm 2 to find an \( \varepsilon \)-KKT solution of (28) and also study its operation complexity for finding such an approximate solution under the local Lipschitz continuity of \( \nabla f \), \( \nabla g \) and \( \nabla \tilde{g} \).

Under the above assumptions, it can be shown that \((x, y)\) is a pair of optimal minmax solutions of problem (28) if and only if it together with some \((\lambda, \tilde{\lambda})\) satisfies the KKT condition

\[
0 \in \begin{pmatrix}
\nabla_x f(x, y) + \nabla g(x)\lambda + \partial P(x) \\
-\nabla_y f(x, y) + \nabla g(y)\tilde{\lambda} + \partial \tilde{P}(y) \\
-g(x) + N_{\mathcal{K}}(\lambda) \\
-\tilde{g}(y) + N_{\tilde{\mathcal{K}}}(\tilde{\lambda}) 
\end{pmatrix},
\]

Generally, it is difficult to find a pair of exact optimal minmax solutions of (28). Instead, for any given \( \varepsilon > 0 \), we are interested in finding an \( \varepsilon \)-KKT solution \((x, y, \lambda, \tilde{\lambda})\) of (28) that satisfies

\[
\text{dist}(0, \nabla_x f(x, y) + \nabla g(x)\lambda + \partial P(x)) \leq \varepsilon, \quad \text{dist}(0, -\nabla_y f(x, y) + \nabla \tilde{g}(y)\tilde{\lambda} + \partial \tilde{P}(y)) \leq \varepsilon, \quad (32)
\]

\[
\text{dist}(0, -g(x) + N_{\mathcal{K}}(\lambda)) \leq \varepsilon, \quad \text{dist}(0, -\tilde{g}(y) + N_{\tilde{\mathcal{K}}}(\tilde{\lambda})) \leq \varepsilon. \quad (33)
\]

Observe from (31) that problem (28) can be solved as the MI problem

\[
0 \in F(x, y, \lambda, \tilde{\lambda}) + B(x, y, \lambda, \tilde{\lambda}),
\]

where

\[
F(x, y, \lambda, \tilde{\lambda}) = \begin{pmatrix}
\nabla_x f(x, y) + \nabla g(x)\lambda \\
-\nabla_y f(x, y) + \nabla \tilde{g}(y)\tilde{\lambda} \\
-g(x) \\
-\tilde{g}(y)
\end{pmatrix}, \quad B(x, y, \lambda, \tilde{\lambda}) = \begin{pmatrix}
\partial P(x) \\
\partial \tilde{P}(y) \\
N_{\mathcal{K}}(\lambda) \\
N_{\tilde{\mathcal{K}}}(\tilde{\lambda})
\end{pmatrix}.
\]
One can also observe that $F$ is monotone and locally Lipschitz continuous on $\text{cl}(\text{dom}(B))$ and $B$ is maximal monotone. As a result, Algorithm 2 can be suitably applied to the MI problem (34). It then follows from Theorem 3 that Algorithm 2, when applied to problem (34), finds an $\varepsilon$-residual solution $(x, y, \lambda, \tilde{\lambda})$ of (34) within $O(\varepsilon^{-1}\log\varepsilon^{-1})$ evaluations of $F$ and resolvent of $B$. Notice from (32), (33) and (35) that such $(x, y, \lambda, \tilde{\lambda})$ is also an $\varepsilon$-KKT solution of problem (28). In addition, the evaluation of $F$ requires that of $\nabla f$, $\nabla g$ and $\nabla \tilde{g}$, and also the resolvent of $B$ can be computed as

$$(I + \gamma B)^{-1} \begin{pmatrix} x \\ y \\ \lambda \\ \tilde{\lambda} \end{pmatrix} = \begin{pmatrix} \text{prox}_{\gamma P}(x) \\ \text{prox}_{\gamma P}(y) \\ \Pi_{K^*}(\lambda) \\ \Pi_{\tilde{K}^*}(\lambda) \end{pmatrix} \quad \forall (x, y, \lambda, \tilde{\lambda}) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^p \times \mathbb{R}^p, \gamma > 0.$$

The above discussion leads to the following result regarding Algorithm 2 for finding an $\varepsilon$-KKT solution of problem (28).

**Theorem 5.** For any $\varepsilon > 0$, Algorithm 2, when applied to the MI problem (34), outputs an $\varepsilon$-KKT solution of problem (28) within $O(\varepsilon^{-1}\log\varepsilon^{-1})$ evaluations of $\nabla f$, $\nabla g$, $\nabla \tilde{g}$, $\text{prox}_{\gamma P}$, $\text{prox}_{\gamma \tilde{P}}$, $\Pi_{K^*}$ and $\Pi_{\tilde{K}^*}$ for some $\gamma > 0$.

**Remark 6.** This is the first time to propose an algorithm for finding an $\varepsilon$-KKT solution of problem (28). Moreover, the proposed algorithm is equipped with a verifiable termination criterion and enjoys an operation complexity of $O(\varepsilon^{-1}\log\varepsilon^{-1})$ without the usual assumption that $\nabla f$ is Lipschitz continuous and/or the domains $P$ and $\tilde{P}$ are bounded.

### 4.3 Variational inequality

In this subsection we consider the following variational inequality (VI) problem:

$$\text{find } x \in \mathbb{R}^n \text{ such that } g(y) - g(x) + \langle y - x, F(x) \rangle \geq 0 \forall y \in \mathbb{R}^n, \quad (36)$$

where $g : \mathbb{R}^n \to (-\infty, \infty]$ is a proper closed convex function, and $F : \text{dom}(F) \to \mathbb{R}^n$ is monotone and locally Lipschitz continuous on $\text{cl}(\text{dom}(\partial g)) \subseteq \text{dom}(F)$. It shall be mentioned that $\text{dom}(g)$ is possibly unbounded. Assume that problem (36) has at least one solution. For the details of VI and its applications, we refer the reader to [1] and the references therein.

Some special cases of (36) have been well studied in the literature. For example, projection method [17], extragradient method [4], mirror-prox method [13], dual extrapolation method [14], operator extrapolation method [5], extra-point method [2, 3], and extra-momentum method [2] were developed for solving problem (36) with $g$ being the indicator function of a closed convex set and $F$ being Lipschitz continuous on it or the entire space. In addition, a variant of Tseng’s MFBS method [12], and generalized extragradient method [12] were proposed for solving problem (36) with $F$ being Lipschitz continuous. Iteration complexity of these methods except [5] was established based on the weak gap or its variant on the ergodic (i.e., weight-averaged) solution sequence. Yet, the weak gap can often be difficult to measure. In practice, one may use a computable upper bound on the weak gap to terminate these methods, which however typically requires the knowledge of an upper bound on the distance between the initial point and the solution set. Besides, there is a lack of complexity guarantees for these methods in terms of the original solution sequence. In addition, since $F$ is only assumed to be locally Lipschitz continuous on $\text{cl}(\text{dom}(g))$ in our paper, these methods are generally not suitable for solving problem (36).

Generally, it is difficult to find an exact solution of problem (36). Instead, for any given $\varepsilon > 0$, we are interested in finding an $\varepsilon$-residual solution of (36), which is a point $x$ satisfying $\text{res}_{F+\partial g}(x) \leq \varepsilon$. To this end, we first observe that problem (36) is equivalent to the MI problem

$$0 \in (F + \partial g)(x). \quad (37)$$
Since \( F \) is monotone and locally Lipschitz continuous on \( \text{cl}(\text{dom}(\partial g)) \) and \( \partial g \) is maximal monotone, Algorithm 2 can be suitably applied to the MI problem (37). It then follows from Theorem 3 that Algorithm 2, when applied to problem (37), finds an \( \varepsilon \)-residual solution \( x \) of (37), which is indeed also an \( \varepsilon \)-residual solution of (36), within \( O(\varepsilon^{-1} \log \varepsilon^{-1}) \) evaluations of \( F \) and resolvent of \( \partial g \). Notice that the resolvent of \( \partial g \) can be computed as

\[
(I + \gamma \partial g)^{-1}(x) = \text{prox}_{\gamma g}(x), \quad \forall x \in \mathbb{R}^n, \gamma > 0.
\]

The above discussion leads to the following result regarding Algorithm 2 for finding an \( \varepsilon \)-residual solution of problem (36).

**Theorem 6.** For any \( \varepsilon > 0 \), Algorithm 2, when applied to the MI problem (37), outputs an \( \varepsilon \)-residual solution of problem (36) within \( O(\varepsilon^{-1} \log \varepsilon^{-1}) \) evaluations of \( F \) and \( \text{prox}_{\gamma g} \) for some \( \gamma > 0 \).

**Remark 7.**

(i) This is the first time to propose an algorithm for finding an \( \varepsilon \)-residual solution of problem (36) without the usual assumption that \( F \) is Lipschitz continuous and/or the domain \( g \) is bounded. Moreover, the proposed algorithm is equipped with a verifiable termination criterion and enjoys an operation complexity of \( O(\varepsilon^{-1} \log \varepsilon^{-1}) \).

(ii) An operator extrapolation method [5] was recently proposed for finding an \( \varepsilon \)-residual solution of a special case of problem (36) with \( g \) being the indicator function of a closed convex set and \( F \) being Lipschitz continuous on it. Due to the latter assumption, this method is generally not applicable to problem (21). In addition, this method enjoys an operation complexity of \( O(\varepsilon^{-2}) \) (see [5, Theorem 2.5]). In contrast, the operation complexity of \( O(\varepsilon^{-1} \log \varepsilon^{-1}) \) achieved by our method is significantly better.

## 5 Proof of the main results

In this section we provide a proof of our main results presented in Sections 2 and 3, which are particularly Theorems 1, 2, and 3.

### 5.1 Proof of the main results in Section 2

In this subsection we first establish several technical lemmas and then use them to prove Theorems 1 and 2.

Before proceeding, we introduce some notation that will be used shortly. Recall from Section 2 that \( \{x^t\}_{t \in \mathbb{T}} \) denotes all the iterates generated by Algorithm 1, where \( \mathbb{T} \) is a subset of consecutive nonnegative integers starting from 0. For any \( 1 \leq t \in \mathbb{T} \), we define

\[
\Delta^t = F(x^t) - F(x^{t-1}),
\]

\[
\tilde{\Delta}^t = \Delta^t - \kappa_{t-1} \gamma_{t-1} (x^t - x^{t-1}).
\]

In addition, we define

\[
v^t = \frac{1}{\gamma_t} (x^t - x^{t+1} + \alpha_t(x^t - x^{t-1}) + \gamma_t \Delta^{t+1} - \gamma_t \beta_t \Delta^t) \quad \forall 1 \leq t \in \mathbb{T} - 1, \quad (40)
\]

\[
\tilde{\gamma}_t = \frac{\gamma_t}{1 - \kappa_t}, \quad \theta_t = \prod_{i=1}^{t-1} \left( 1 + 2 \mu \tilde{\gamma}_i \right) = \prod_{i=1}^{t-1} \left( 1 + \frac{2 \mu \gamma_i}{1 - \kappa_i} \right) \quad \forall 1 \leq t \in \mathbb{T} - 1. \quad (41)
\]

The following lemma establishes some properties of \( \{v^t\}_{1 \leq t \in \mathbb{T} - 1} \).
Lemma 3. Let \( \{x^t\}_{t \in T} \) be generated by Algorithm 1. Then for all \( 1 \leq t \in T - 1 \), the following relations hold.

\[
\begin{align*}
\text{(42)} & \quad v^t \in (F + B)(x^{t+1}), \\
\text{(43)} & \quad v^t = \frac{1}{\gamma_t}(x^t - x^{t+1} + \tilde{\gamma}t\Delta^{t+1} - \gamma_t\beta_t\tilde{\Delta}^t).
\end{align*}
\]

Proof. By (4), one has

\[
x^t + \alpha_t(x^t - x^{t-1}) - \gamma_t(F(x^t) + \beta_t(F(x^t) - F(x^{t-1}))) \in x^{t+1} + \gamma_tB(x^{t+1}).
\]

Adding \( \gamma_tF(x^{t+1}) \) to both sides of this relation, we obtain

\[
x^t + \alpha_t(x^t - x^{t-1}) + \gamma_t(F(x^{t+1}) - F(x^t)) - \gamma_t\beta_t(F(x^t) - F(x^{t-1})) \in x^{t+1} + \gamma_t(F + B)(x^{t+1}),
\]

which together with (38) and (40) yields

\[
v^t = \frac{1}{\gamma_t}(x^t - x^{t+1} + \alpha_t(x^t - x^{t-1}) + \gamma_t\Delta^{t+1} - \gamma_t\beta_t\Delta^t) \in (F + B)(x^{t+1}),
\]

and hence (42) holds. In addition, recall from (5) that \( \alpha_t = \kappa_t - \gamma_t\beta_t/\gamma_{t-1} \). By this, (39) and (41), one has

\[
v^t = \frac{1}{\gamma_t}(x^t - x^{t+1} + \alpha_t(x^t - x^{t-1}) + \gamma_t\Delta^{t+1} - \gamma_t\beta_t\Delta^t)
\]

\[
= \frac{1}{\gamma_t}\left((1 - \kappa_t)(x^t - x^{t-1}) + \gamma_t(\Delta^{t+1} - \frac{\kappa_t}{\gamma_t}(x^{t+1} - x^t)) - \gamma_t\beta_t(\Delta^t - \frac{\alpha_t}{\gamma_t\beta_t}(x^t - x^{t-1}))\right)
\]

\[
= \frac{1}{\gamma_t}(x^t - x^{t+1} + \tilde{\gamma}t\Delta^{t+1} - \tilde{\gamma}t\beta_t\tilde{\Delta}^t).
\]

Hence, (43) holds as desired. \( \square \)

The next two lemmas establish some properties of \( \{x^t\}_{t \in T} \).

Lemma 4. Let \( \{x^t\}_{t \in T} \) be generated by Algorithm 1. Then for all \( 1 \leq k \in T - 1 \), we have

\[
\frac{1}{2}\theta_1\|x^0 - x^*\|^2 - \frac{1}{2}(1 + 2\mu\tilde{\gamma}_k)\theta_k\|x^{k+1} - x^*\|^2 \geq -\tilde{\gamma}_k\theta_k(\tilde{\Delta}^{k+1}, x^{k+1} - x^*) + R_k,
\]

where

\[
R_k = \sum_{t=1}^{k} \left(\tilde{\gamma}_t\beta_t\theta_t(\tilde{\Delta}^t, x^{t+1} - x^t) + \frac{1}{2}\theta_t\|x^{t+1} - x^t\|^2\right).
\]

Proof. By (2), (42) and \( 0 \in (F + B)(x^*) \), one has

\[
\langle v^t, x^{t+1} - x^* \rangle \geq \mu\|x^{t+1} - x^*\|^2,
\]

which along with (43) implies that

\[
\tilde{\gamma}_t\mu\|x^{t+1} - x^*\|^2 \leq \langle x^t - x^{t+1} + \tilde{\gamma}_t\Delta^{t+1} - \tilde{\gamma}_t\beta_t\tilde{\Delta}^t, x^{t+1} - x^* \rangle
\]

\[
= \langle x^t - x^{t+1}, x^{t+1} - x^* \rangle + \tilde{\gamma}_t(\tilde{\Delta}^{t+1}, x^{t+1} - x^*) - \tilde{\gamma}_t\beta_t(\tilde{\Delta}^t, x^{t+1} - x^*)
\]

\[
= \frac{1}{2}\left(\|x^t - x^*\|^2 - \|x^{t+1} - x^*\|^2 + \|x^t - x^{t+1}\|^2\right) + \tilde{\gamma}_t(\tilde{\Delta}^{t+1}, x^{t+1} - x^*)
\]

\[
- \tilde{\gamma}_t\beta_t(\tilde{\Delta}^t, x^t - x^*) - \tilde{\gamma}_t\beta_t(\tilde{\Delta}^t, x^{t+1} - x^t).
\]
Rearranging the terms in the above inequality yields
\[
\frac{1}{2} \|x^t - x^*\|^2 - \frac{1}{2} (1 + 2\gamma_t \mu) \|x^{t+1} - x^*\|^2 \geq \tilde{\gamma}_t \beta_t (\tilde{\Delta}^t, x^t - x^*) - \tilde{\gamma}_t (\tilde{\Delta}^{t+1}, x^{t+1} - x^*) + 1 \|x^{t+1} - x^t\|^2.
\]
Multiplying both sides of this inequality by \(\theta_t\) and summing it up for \(t = 1, \ldots, k\), we have
\[
\sum_{t=1}^k \left( \frac{1}{2} \theta_t \|x^t - x^*\|^2 - \frac{1}{2} (1 + 2\gamma_t \mu) \theta_t \|x^{t+1} - x^*\|^2 \right) \\
\geq \sum_{t=1}^k \theta_t \tilde{\gamma}_t \beta_t (\tilde{\Delta}^t, x^t - x^*) - \sum_{t=1}^k \theta_t \tilde{\gamma}_t (\tilde{\Delta}^{t+1}, x^{t+1} - x^*) + R_k \\
= \theta_t \tilde{\gamma}_t \beta_t (\tilde{\Delta}^1, x^1 - x^*) + \sum_{t=1}^{k-1} (\theta_{t+1} \tilde{\gamma}_{t+1} \beta_{t+1} - \theta_t \tilde{\gamma}_t) (\tilde{\Delta}^{t+1}, x^{t+1} - x^*) - \tilde{\gamma}_k \theta_k (\tilde{\Delta}^{k+1}, x^{k+1} - x^*) + R_k.
\]

In addition, it follows from \(x^0 = x^1\) and (39) that \(\tilde{\Delta}^1 = 0\). Also, by the definition of \(\tilde{\gamma}_t\), \(\theta_t\) and \(\beta_t\) in (5) and (41), one has
\[
\theta_{t+1} \tilde{\gamma}_{t+1} \beta_{t+1} - \theta_t \tilde{\gamma}_t = \theta_t \left( 1 + \frac{2\mu \gamma_t}{1 - \kappa_t} \right) \frac{\gamma_{t+1}}{1 - \kappa_{t+1}} \frac{\gamma_t (1 - \kappa_{t+1})}{\gamma_{t+1} (1 - \kappa_t)} \left( 1 + \frac{2\mu \gamma_t}{1 - \kappa_t} \right)^{-1} - \theta_t \frac{\gamma_t}{1 - \kappa_t} = 0,
\]
\[
\theta_{t+1} = (1 + 2\gamma_t \mu) \theta_t. \tag{47}
\]
Using these, \(\tilde{\Delta}^1 = 0\) and (46), we obtain
\[
\sum_{t=1}^k \left( \frac{1}{2} \theta_t \|x^t - x^*\|^2 - \frac{1}{2} \theta_{t+1} \|x^{t+1} - x^*\|^2 \right) \geq -\tilde{\gamma}_k \theta_k (\tilde{\Delta}^{k+1}, x^{k+1} - x^*) + R_k,
\]
which yields
\[
\frac{1}{2} \theta_1 \|x^0 - x^*\|^2 - \frac{1}{2} \theta_{k+1} \|x^{k+1} - x^*\|^2 \geq -\tilde{\gamma}_k \theta_k (\tilde{\Delta}^{k+1}, x^{k+1} - x^*) + R_k.
\]
The conclusion then follows from this and (47) with \(t = k\).

\begin{lemma}
Let \(\{x^t\}_{t \in T}\) be generated by Algorithm 1. Then we have
\[
\|x^{k+1} - x^*\|^2 \leq \frac{1}{(1 - 2\nu^2) \theta_k} \|x^0 - x^*\|^2 \quad \forall 1 \leq k < T - 1. \tag{48}
\]
\end{lemma}

\begin{proof}
By the definition of \(\beta_t\) and \(\tilde{\gamma}_t\) in (5) and (41), one has \(\tilde{\gamma}_{t-1} \tilde{\gamma}_t \beta_t = (1 + 2\mu \gamma_{t-1}/(1 - \kappa_{t-1}))^{-1}\).
Using this and the definition of \(\theta_t\) in (41), we obtain
\[
\theta_{t-1} - 4\nu^2 \tilde{\gamma}_{t-1}^2 \tilde{\gamma}_t^2 \beta_t^2 \theta_t = \theta_{t-1} \left( 1 - 4\nu^2 \left( 1 + \frac{2\mu \gamma_{t-1}}{1 - \kappa_{t-1}} \right)^{-1} \theta_t \right) \left( 1 - 4\nu^2 \left( 1 + \frac{2\mu \gamma_{t-1}}{1 - \kappa_{t-1}} \right)^{-1} \right) \geq 0, \tag{49}
\]
where the last inequality follows from the fact that \(0 < \nu \leq 1/2\). In addition, it follows from (6), (38), (39), and the definition of \(\tilde{\gamma}_t\) in (41) that
\[
\|\tilde{\Delta}^t\| \leq \nu \tilde{\gamma}_{t-1} \|x^t - x^{t-1}\| \quad \forall 2 \leq t \in T. \tag{50}
\]
\end{proof}
Recall that $R_k$ is defined in (45). Letting $\theta_0 = 0$, and using (45), (49), (50) and $x^0 = x^1$, we have

\[
R_k \geq \sum_{t=1}^{k} \left( -\bar{\gamma}_t \beta_t \|x^t - x^t\| + \frac{1}{2} \theta_t \|x^{t+1} - x^t\|^2 \right)
\]

\[
\geq \sum_{t=1}^{k} \left( -\nu \bar{\gamma}_{t-1} \bar{\gamma}_t \beta_t \|x^t - x^{t-1}\| \|x^{t+1} - x^t\| + \frac{1}{4} \theta_t \|x^{t+1} - x^t\|^2 \right)
\]

\[
= \sum_{t=1}^{k} \left( -\nu \bar{\gamma}_{t-1} \bar{\gamma}_t \beta_t \|x^t - x^{t-1}\| \|x^{t+1} - x^t\| + \frac{1}{4} \theta_t \|x^{t+1} - x^t\|^2 + \frac{1}{4} \theta_{t-1} \|x^t - x^{t-1}\| \right)
\]

\[
+ \frac{1}{4} \theta_k \|x_{k+1} - x^k\|^2
\]

\[
\geq \sum_{t=1}^{k} \left( \left( \bar{\gamma}_t \beta_t \|x^t - x^{t-1}\| \|x^{t+1} - x^t\| \right) + \frac{1}{4} \theta_k \|x_{k+1} - x^k\|^2
\]

\[
\geq \frac{1}{4} \theta_k \|x_{k+1} - x^k\|^2.
\]

Using this, (44) and (50), we further obtain

\[
\frac{1}{2} \theta_1 \|x^0 - x^*\|^2 - \frac{1}{2} (1 + 2 \mu \bar{\gamma}_k) \theta_k \|x^{k+1} - x^*\|^2 \geq - \bar{\gamma}_k \theta_k \|\bar{\Delta}^{k+1}, x^{k+1} - x^*\| + \frac{1}{4} \theta_k \|x^{k+1} - x^k\|^2
\]

\[
\geq - \bar{\gamma}_k \theta_k \|\bar{\Delta}^{k+1}\| \|x^{k+1} - x^*\| + \frac{1}{4} \theta_k \|x^{k+1} - x^k\|^2
\]

\[
\geq - \nu \theta_k \|x^{k+1} - x^k\| \|x^{k+1} - x^*\| + \frac{1}{4} \theta_k \|x^{k+1} - x^k\|^2
\]

\[
\geq - \nu^2 \theta_k \|x^{k+1} - x^*\|^2.
\]

It then follows from this, $\theta_1 = 1$, and $0 < \nu \leq 1/2$ that

\[
\|x^{k+1} - x^*\|^2 \leq \frac{\theta_1}{(1 + 2 \mu \bar{\gamma}_k - 2 \nu^2) \theta_k} \|x^0 - x^*\|^2 \leq \frac{1}{(1 - 2 \nu^2) \theta_k} \|x^0 - x^*\|^2.
\]

In what follows, we will show that $\{n_t\}_{1 \leq t \in T - 1}$ is bounded, that is, the number of evaluations of $F$ and resolvent of $B$ is bounded above by a constant for all iterations $t \in T - 1$. To this end, we define

\[
x^{t+1}(\gamma) = (I + \gamma B)^{-1} \left( x^t + \alpha(\gamma)(x^t - x^{t-1}) - \gamma \left( F(x^t) + \beta(\gamma)(F(x^t) - F(x^{t-1})) \right) \right) \quad \forall \gamma > 0,
\]

\[
L_t(\gamma) = \|F(x^{t+1}(\gamma)) - F(x^t) - \kappa_t \gamma^{-1}(x^{t+1}(\gamma) - x^t)\|/\|x^{t+1}(\gamma) - x^t\| \quad \forall \gamma > 0,
\]

where

\[
\beta(\gamma) = \frac{\gamma - 1 - \kappa_t}{\kappa_t} \left( 1 + \frac{2 \gamma \bar{\gamma}_{t-1}}{1 - \kappa_{t-1}} \right)^{-1}, \quad \alpha(\gamma) = \frac{\kappa_{t-1} \gamma \beta(\gamma)}{\gamma_{t-1}}.
\]

The following lemma establishes some property of $x^{t+1}(\gamma)$, which will be used shortly.

Lemma 6. Let $S$ and $\tilde{S}$ be defined in (8) and (9). Assume that $x^t, x^{t-1} \in S$ for some $1 \leq t \in T - 1$. Then $x^{t+1}(\gamma) \in \tilde{S}$ for any $0 < \gamma \leq \gamma_0$.

Proof. Fix any $\gamma \in (0, \gamma_0]$. It follows from (51) that

\[
x^t - x^{t+1}(\gamma) + \alpha(\gamma)(x^t - x^{t-1}) - \gamma(F(x^t) + \beta(\gamma)(F(x^t) - F(x^{t-1}))) \in \gamma B(x^{t+1}(\gamma)).
\]
Also, by the definition of \( x^* \), one has \(-\gamma F(x^*) \in \gamma B(x^*)\). These along with the monotonicity of \( B \) imply that
\[
\langle x^t - x^{t+1}(\gamma) + w, x^{t+1}(\gamma) - x^* \rangle \geq 0,
\]
where
\[
w = \alpha(\gamma)(x^t - x^{t-1}) - \gamma(F(x^t) - F(x^*)) - \gamma/b(\gamma)(F(x^t) - F(x^{t-1})).
\]
It follows from (54) that
\[
\|x^{t+1}(\gamma) - x^*\|^2 \leq \langle x^t - x^* + w, x^{t+1}(\gamma) - x^* \rangle \leq \|x^t - x^* + w\|\|x^{t+1}(\gamma) - x^*\|,
\]
which implies that
\[
\|x^{t+1}(\gamma) - x^*\| \leq \|x^t - x^* + w\| \leq \|x^t - x^*\| + \|w\|.
\]
Notice from Algorithm 1 that \( 0 < \gamma_0 \leq \gamma_0 \) and \( 0 \leq \kappa_t, \kappa_{t-1} < 1/3 \). Using these and (53), we have
\[
\gamma/\beta(\gamma) = \frac{\gamma_0}{\gamma_0} \left( 1 + \frac{2\mu/\gamma_0}{1 - \kappa_{t-1}} \right)^{-1} \leq \frac{3}{2},
\]
\[
\alpha(\gamma) = \frac{\kappa_t - \gamma/\beta(\gamma) \gamma_0}{\gamma_0} \left( 1 + \frac{2\mu/\gamma_0}{1 - \kappa_{t-1}} \right)^{-1} \leq \frac{1}{2}.
\]
Recall that \( S, r_0 \) and \( w \) are given in (8) and (55), respectively. Using \( x^t, x^{t-1}, x^* \in S, 0 < \gamma \leq \gamma_0 \), (8), (55), (57) and (58), we have
\[
\|w\| \leq \alpha(\gamma)\|x^t - x^{t-1}\| + \gamma LS\|x^t - x^*\| + \gamma/\beta(\gamma) LS\|x^t - x^{t-1}\| \leq \left( \frac{1}{2} + \frac{3}{2} \gamma_0 LS \right) \|x^t - x^{t-1}\| + \gamma_0 LS\|x^t - x^*\| \leq \frac{2}{\sqrt{1 - 2\nu_2}} \left( \frac{1}{2} + \frac{3}{2} \gamma_0 LS \right) r_0 + \frac{1}{\sqrt{1 - 2\nu_2}} \gamma_0 LS r_0 = \frac{1}{\sqrt{1 - 2\nu_2}} \gamma_0 LS r_0 = \frac{(1 + 4\gamma_0 LS) r_0}{\sqrt{1 - 2\nu_2}}.
\]
This together with \( x^t \in S \), (8) and (56) yields
\[
\|x^{t+1}(\gamma) - x^*\| \leq \|x^t - x^*\| + \|w\| \leq \frac{2}{\sqrt{1 - 2\nu_2}} \gamma_0 LS r_0 \leq \frac{2 + 4\gamma_0 LS)r_0}{\sqrt{1 - 2\nu_2}}.
\]
The conclusion then follows from this and the definition of \( \hat{S} \) in (9).

The next lemma provides an upper bound on \( n_t \), which will be used to prove Theorem 1.

**Lemma 7.** Assume that \( x^{t-1}, x^t \in S \) for some \( t \geq 1 \) and Algorithm 1 has not yet terminated at iteration \( t - 1 \). Then \( x^{t+1} \) is successfully generated by Algorithm 1 at iteration \( t \) with \( n_t \leq N_t \), that is, the number of evaluations of \( F \) and resolvent of \( B \) at the iteration \( t \) is at most \( N_t + 1 \), where \( N_t \) is defined in (10).

**Proof.** Recall that \( x^{t+1}(\gamma) \) and \( L_{t+1}(\gamma) \) are defined in (51) and (52), respectively. It follows from Lemma 6 that \( x^{t+1}(\gamma) \in \hat{S} \) for any \( 0 < \gamma \leq \gamma_0 \). Also, notice that \( x^t \in S \subset \hat{S} \). By these and Lemma 1(ii), one has
\[
\|F(x^{t+1}(\gamma)) - F(x^t)\| \leq L_S\|x^{t+1}(\gamma) - x^t\| \quad \forall 0 < \gamma \leq \gamma_0.
\]
Using this and (52), we obtain that for any $0 < \gamma \leq \gamma_0$,
\[
L_{t+1}(\gamma) \leq (\| F(x^{t+1}(\gamma)) - F(x^t) \| + \kappa_t \gamma^{-1} \| (x^{t+1}(\gamma) - x^t) \|) / \| x^{t+1}(\gamma) - x^t \|
\]
\[
\leq \| F(x^{t+1}(\gamma)) - F(x^t) \| / \| x^{t+1}(\gamma) - x^t \| + \kappa_t \gamma^{-1} \leq L_S + \kappa_t \gamma^{-1}.
\]
(59)

Let $\gamma = \gamma_0 \delta_{N_t}$. One can verify that $0 < \gamma \leq \min\{ (\nu(1 - \kappa_t) - \kappa_t) / L_S, \gamma_0 \}$. It then follows from this and (59) that
\[
L_{t+1}(\gamma) \gamma \leq L_S \gamma + \kappa_t \leq \nu(1 - \kappa_t),
\]
which, together with (6), (52), $\gamma = \gamma_0 \delta_{N_t}$, and the definition of $n_t$ (see step 2 of Algorithm 1), implies that $n_t \leq N_t$ and hence $x^{t+1}$ is successfully generated.

We are now ready to prove the main results presented in Section 2, namely, Theorems 1 and 2.

**Proof of Theorem 1.** We prove this theorem by induction. Indeed, notice from Algorithm 1 that $x^0 = x^1 \in S$. It then follows from Lemma 7 that $x^2$ is successfully generated and $n_1 \leq N_1$. Hence, Algorithm 1 is well-defined at iteration 1. By this, (41), and (48) with $k = 1$, one has
\[
\| x^2 - x^* \|^2 \leq \frac{1}{(1 - 2\nu^2)\theta_t} \| x^0 - x^* \|^2 \leq \frac{1}{1 - 2\nu^2} \| x^0 - x^* \|^2,
\]
which together with (8) implies that $x^2 \in S$. Now, suppose for induction that Algorithm 1 is well-defined at iteration $t - 1$ and $x^t \in S$ for all $0 \leq i \leq t$ for some $2 \leq t \in \mathbb{T} - 1$. It then follows from Lemma 7 that $x^{t+1}$ is successfully generated and $n_t \leq N_t$. Hence, Algorithm 1 is well-defined at iteration $t$. By this, (41), and (48) with $k = t$, one has
\[
\| x^{t+1} - x^* \|^2 \leq \frac{1}{(1 - 2\nu^2)\theta_t} \| x^0 - x^* \|^2 \leq \frac{1}{1 - 2\nu^2} \| x^0 - x^* \|^2,
\]
which together with (8) implies that $x^{t+1} \in S$. Hence, the induction is completed and the conclusion of this theorem holds.

**Proof of Theorem 2.** Notice from Algorithm 1 that $0 < \gamma_t \leq \gamma_0$ and $0 \leq \kappa_t < 1/3$ for all $0 \leq t \in \mathbb{T} - 1$. Using these and (5), we have that for all $1 \leq t \in \mathbb{T} - 1$,
\[
\gamma_t \beta_t = \gamma_{t-1}(1 - \kappa_t) \left( 1 + \frac{2\mu \gamma_{t-1}}{1 - \kappa_{t-1}} \right)^{-1} \leq \frac{3}{2} \gamma_0, \quad \alpha_t = \frac{\kappa_t - 1}{\gamma_{t-1}} \beta_t = \frac{\kappa_t - 1}{1 - \kappa_{t-1}} \left( 1 + \frac{2\mu \gamma_{t-1}}{1 - \kappa_{t-1}} \right)^{-1} \leq \frac{1}{2}.
\]
(60)

In addition, it follows from Theorem 1 that $n_t \leq N_t$ for all $1 \leq t \in \mathbb{T} - 1$, where $N_t$ is defined in (10). By this and (5), one has
\[
\gamma_t = \gamma_0 \delta^{n_t} \geq \min \left\{ \frac{\delta (\nu(1 - \kappa_t) - \kappa_t)}{L_S}, \gamma_0 \right\} \quad \forall 1 \leq t \in \mathbb{T} - 1.
\]
(61)

Notice from Algorithm 1 that $0 \leq \kappa_t \leq \xi/(1 + \xi)$. It then follows that $\kappa_t/(1 - \kappa_t) \leq \xi$. Using this and (61), we obtain that for all $1 \leq t \in \mathbb{T} - 1$,
\[
\gamma_t \geq \min \left\{ \frac{\delta (1 - \kappa_t)}{L_S} \left( \nu - \frac{\kappa_t}{1 - \kappa_t} \right), \gamma_0 \right\} \geq \min \left\{ \frac{2\delta (\nu - \xi)}{3L_S}, \gamma_0 \right\},
\]
(62)
\[
1 + \frac{2\mu \gamma_t}{1 - \kappa_t} \geq \min \left\{ 1 + 2\mu \delta \left( \nu - \frac{\kappa_t}{1 - \kappa_t} \right) / L_S, 1 + \frac{2\mu \gamma_0}{1 - \kappa_t} \right\}
\]
\[
\geq \min \left\{ \frac{1}{L_S} (L_S + 2\mu \delta \nu - 2\mu \delta \xi), 1 + 2\mu \gamma_0 \right\}.
\]
(63)
By (8), (41), (48), and (63), one has that for all $1 \leq t < T$,
\[
\|x^{t+1} - x^*\|^2 \leq \frac{1}{(1 - 2\nu^2)} \prod_{i=1}^{t-1} \left( \frac{1 + 2\nu_0}{1 - \kappa_i} \right) \|x^0 - x^*\|^2
\]
\[
\leq \frac{r_0^2}{1 - 2\nu^2} \left( \max \left\{ \frac{L_S}{L_S + 2\mu \delta \nu - 2\mu \delta \xi}, \frac{1}{1 + 2\mu \gamma_0} \right\} \right)^{t-1}.
\]
It then follows that for all $3 \leq t \leq T - 1$,
\[
\max\{\|x^t - x^{t-1}\|, \|x^{t+1} - x^t\|\} \leq \max\{\|x^0 - x^*\| + \|x^{t-1} - x^*\|, \|x^{t+1} - x^*\| + \|x^t - x^*\|\}
\]
\[
\leq \frac{2r_0}{\sqrt{1 - 2\nu^2}} \left( \max \left\{ \frac{L_S}{L_S + 2\mu \delta \nu - 2\mu \delta \xi}, \frac{1}{1 + 2\mu \gamma_0} \right\} \right)^{t-3}. 
\]

Suppose for contradiction that Algorithm 1 runs for at least $T + 1$ iterations. It then follows that (7) fails for $t = T$, which along with (40) implies that $\|v^T\| > \epsilon$. In addition, recall from Theorem 1(ii) that $x^t \in S$ for all $t \in T$. By this, (38) and Lemma 1(i), one has
\[
\|\Delta^t\| = \|F(x^t) - F(x^{t-1})\| \leq L_S \|x^t - x^{t-1}\| \quad \forall 1 \leq t \leq T. 
\]
Also, notice from (11) that $T \geq 3$. By this, $\gamma_T \leq \gamma_0$, (11), (40), (60), (62), (64), and (65), one has
\[
\|v^T\| \leq \frac{1}{\gamma_T} \left( \|x^{T+1} - x^T\| + \alpha_T \|x^T - x^{T-1}\| + \gamma_T \|\Delta^{T+1}\| + \gamma_T \beta_T \|\Delta^T\| \right)
\]
\[
\leq \frac{1}{\gamma_T} \left( \|x^{T+1} - x^T\| + \alpha_T \|x^T - x^{T-1}\| + \gamma_T L_S \|x^{T+1} - x^T\| + \gamma_T \beta_T L_S \|x^T - x^{T-1}\| \right)
\]
\[
\leq 2r_0 \frac{1 + \alpha_T + \gamma_T L_S + \gamma_T \beta_T L_S}{\gamma_T \sqrt{1 - 2\nu^2}} \left( \max \left\{ \frac{L_S}{L_S + 2\mu \delta \nu - 2\mu \delta \xi}, \frac{1}{1 + 2\mu \gamma_0} \right\} \right)^{T-3}
\]
\[
\leq 2r_0 \frac{1 + \frac{1}{2} + \gamma_0 L_S + \frac{3}{2} \gamma_0 L_S}{\gamma_T \sqrt{1 - 2\nu^2}} \left( \max \left\{ \frac{L_S}{L_S + 2\mu \delta \nu - 2\mu \delta \xi}, \frac{1}{1 + 2\mu \gamma_0} \right\} \right)^{T-3}
\]
\[
\leq \frac{r_0}{\sqrt{1 - 2\nu^2}} \left( \frac{3 + 5\gamma_0 L_S}{3L_S}, \gamma_0 \right) \left( \max \left\{ \frac{L_S}{L_S + 2\mu \delta \nu - 2\mu \delta \xi}, \frac{1}{1 + 2\mu \gamma_0} \right\} \right)^{T-3} \leq \epsilon, 
\]
which leads to a contradiction. Hence, Algorithm 1 terminates in at most $T$ iterations. Suppose that Algorithm 1 terminates at iteration $t$ and outputs $x^{t+1}$ for some $t \leq T$. It then follows that (7) holds for such $t$. By this and (40), one can see that $\|v^T\| \leq \epsilon$, which together with (42) implies that $\text{res}_{F + B}(x^{t+1}) \leq \epsilon$.

Notice from Algorithm 1 that $0 < \delta < 1$, $0 \leq \kappa_i < 1/3$ and $\kappa_i / (1 - \kappa_i) \leq \xi$. By these, (10) and Theorem 1(ii), one has that
\[
n_t \leq N_t = \left\lfloor \log \left( \frac{(1 - \kappa_i) (\nu - \frac{\kappa_i}{1 - \kappa_i})}{\gamma_0 L_S} \right) / \log \delta \right\rfloor \leq \left\lfloor \log \left( \frac{2 (\nu - \xi)}{3\gamma_0 L_S} \right) / \log \delta \right\rfloor + 1 \leq t \leq |\mathbb{T}| - 2. 
\]

Observe that $|\mathbb{T}| \leq T + 2$ and also the total number of inner iterations of Algorithm 1 is $\sum_{t=1}^{T} (n_t + 1)$. It then follows from (66) that
\[
\sum_{t=1}^{T} (n_t + 1) \leq T \left( 1 + \left\lfloor \log \left( \frac{2 (\nu - \xi)}{3\gamma_0 L_S} \right) / \log \delta \right\rfloor \right),
\]
which together with (11) implies that the conclusion holds.
5.2 Proof of the main result in Section 3

In this subsection we first establish several technical lemmas and then use them to prove Theorem 3.

Recall from Section 3 that \( \{z^k\}_{k \in \mathbb{K}} \) denotes all the iterates generated by Algorithm 2, where \( \mathbb{K} \) is a subset of consecutive nonnegative integers starting from 0. Notice that at iteration \( 0 \leq k \in \mathbb{K} - 1 \) of Algorithm 2, Algorithm 1 is called to find an approximate solution of the following strongly MI problem

\[
0 \in (F_k + B)(x) = (F + B)(x) + \frac{1}{\rho_k} (x - z^k).
\]

(67)

Since \( F + B \) is maximal monotone, it follows that the domain of the resolvent of \( F + B \) is \( \mathbb{R}^n \).

As a result, there exists some \( z^*_k \in \mathbb{R}^n \) such that

\[
z^*_k = (I + \rho_k(F + B))^{-1}(z^k).
\]

(68)

Moreover, \( z^*_k \) is the unique solution of problem (67) and thus

\[
0 \in (F_k + B)(z^*_k) = (F + B)(z^*_k) + \frac{1}{\rho_k}(z^*_k - z^k).
\]

(69)

Lemma 8. Let \( \{z^k\}_{k \in \mathbb{K}} \) be generated by Algorithm 2. Then for all \( 0 \leq k \in \mathbb{K} - 1 \), we have

\[
\|z^{k+1} - z^*_k\| \leq \rho_k \tau_k,
\]

(70)

where \( z^*_k \) is defined in (68).

Proof. By the definition of \( z^{k+1} \) (see step 2 of Algorithm 2) and Theorem 2, there exists some \( v \in (F_k + B)(z^{k+1}) \) with \( \|v\| \leq \tau_k \). It follows from this and (69) that

\[
v - \frac{1}{\rho_k}(z^{k+1} - z^k) \in (F + B)(z^{k+1}), \quad -\frac{1}{\rho_k}(z^*_k - z^k) \in (F + B)(z^*_k).
\]

By the monotonicity of \( F + B \), one has

\[
\langle v - \frac{1}{\rho_k}(z^{k+1} - z^k), z^{k+1} - z^*_k \rangle \geq 0,
\]

which yields

\[
\|z^{k+1} - z^*_k\|^2 \leq \rho_k \langle v, z^{k+1} - z^*_k \rangle \leq \rho_k \|v\| \|z^{k+1} - z^*_k\|.
\]

It then follows from this and \( \|v\| \leq \tau_k \) that \( \|z^{k+1} - z^*_k\| \leq \rho_k \|v\| \leq \rho_k \tau_k \).

\( \square \)

Lemma 9. Let \( \{z^k\}_{k \in \mathbb{K}} \) be generated by Algorithm 2. Then we have

\[
\|z^s - x^*\| \leq \|z^0 - x^*\| + \sum_{k=0}^{s-1} \rho_k \tau_k \quad \forall 1 \leq s \in \mathbb{K},
\]

(71)

\[
\|z^{s+1} - z^s\| \leq \|z^0 - x^*\| + \sum_{k=0}^{s} \rho_k \tau_k \quad \forall 1 \leq s \in \mathbb{K} - 1.
\]

(72)

Proof. By (69) and the definition of \( x^* \), one has

\[
z^k - z^*_k \in \rho_k(F + B)(z^*_k), \quad 0 \in \rho_k(F + B)(x^*),
\]

which together with the monotonicity of \( F + B \) yield

\[
0 \leq 2\langle z^k - z^*_k, z^*_k - x^* \rangle = \|z^k - x^*\|^2 - \|z^k - z^*_k\|^2 - \|z^*_k - x^*\|^2.
\]
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It follows that
\[ \|z^k - z^k\|^2 + \|z^k_* - x^*\|^2 \leq \|z^k - x^*\|^2, \]
which implies that
\[ \|z^k_* - x^*\| \leq \|z^k - x^*\|, \quad \|z^k - z^k_*\| \leq \|z^k - x^*\|. \] (73)
By the first relation in (73), one has
\[ \|z^k+1 - x^*\| \leq \|z^k+1 - z^k_*\| + \|z^k_* - x^*\| \leq \|z^k+1 - z^k_*\| + \|z^k - x^*\|. \]
Summing up the above inequalities for \( k = 0, \ldots, s - 1 \) yields
\[ \|z^s - x^*\| \leq \|z^0 - x^*\| + \sum_{k=0}^{s-1} \|z^{k+1} - z^k_*\|, \]
which along with (70) implies that (71) holds. In addition, using (70) with \( k = s \), (71) and (73), we have
\[ \|z^{s+1} - z^s\| + \|z^{s+1} - z^{s}_*\| \leq \|z^s - x^*\| + \rho_k \tau_k. \]
Hence, (72) holds as desired. \( \square \)

Define
\[
\mathcal{S}_k = \begin{cases} 
   x \in \text{dom}(B) : \|x - z^k\| \leq \frac{1}{\sqrt{1 - 2\nu^2}} \|z^k - z^k_*\| & \forall 0 \leq k \in \mathbb{K} - 1, \quad (74) \\
\end{cases}
\]
\[
\mathcal{\hat{S}}_k = \begin{cases} 
   x \in \text{dom}(B) : \|x - z^k\| \leq \frac{2 + 4\gamma_0 L_Q}{\sqrt{1 - 2\nu^2}} \|z^k - z^k_*\| & \forall 0 \leq k \in \mathbb{K} - 1, \quad (75) \\
\end{cases}
\]
where \( z^k_* \) is defined in (68), \( L_Q \) is given in Lemma 2, and \( \nu \) and \( \gamma_0 \) are the input parameters of Algorithm 2.

**Lemma 10.** Let \( \mathcal{S}_k \) and \( \mathcal{\hat{S}}_k \) be defined in (74) and (75). Then for all \( 0 \leq k \in \mathbb{K} - 1 \), we have
\[ \mathcal{S}_k \subseteq Q, \quad \mathcal{\hat{S}}_k \subseteq \hat{Q}, \]
where \( Q \) and \( \hat{Q} \) are defined in (15) and (16). Consequently, for all \( 0 \leq k \in \mathbb{K} - 1 \), \( F_k \) is \( L_Q \)- and \( L_{\hat{Q}} \)-Lipschitz continuous on \( \mathcal{S}_k \) and \( \mathcal{\hat{S}}_k \), respectively, where \( L_Q \) and \( L_{\hat{Q}} \) are given in Lemma 2.

**Proof.** Fix any \( 0 \leq k \in \mathbb{K} - 1 \) and \( x \in \mathcal{S}_k \). By this, (71), (73), (74), and \( \sum_{i=0}^{\infty} \rho_i \tau_i = \rho_0 \tau_0/(1 - \sigma \zeta) \), we have
\[ \|x - x^*\| \leq \|x - z^k\| + \|z^k_* - x^*\| \leq \frac{1}{\sqrt{1 - 2\nu^2}} \|z^k - z^k_*\| + \|z^k_* - x^*\| \leq \left( \frac{1}{\sqrt{1 - 2\nu^2}} + 1 \right) \|z^k_* - x^*\| \leq \left( \frac{1}{\sqrt{1 - 2\nu^2}} + 1 \right) \left( \|z^0 - x^*\| + \sum_{i=0}^{k-1} \rho_i \tau_i \right) \leq \left( \frac{1}{\sqrt{1 - 2\nu^2}} + 1 \right) \left( \|z^0 - x^*\| + \frac{\rho_0 \tau_0}{1 - \sigma \zeta} \right), \]
which together with (15) implies that \( x \in Q \). It then follows that \( \mathcal{S}_k \subseteq Q \). Similarly, one can show that \( \mathcal{\hat{S}}_k \subseteq \hat{Q} \). By these and the definition of \( L_Q \) and \( L_{\hat{Q}} \) in Lemma 2, one can see that \( F_k \) is \( L_Q \)- and \( L_{\hat{Q}} \)-Lipschitz continuous on \( \mathcal{S}_k \) and \( \mathcal{\hat{S}}_k \), respectively. \( \square \)
Lemma 11. Let $\gamma_0, \delta, \nu, \xi, \{\rho_k\}$ and $\{\tau_k\}$ be defined in (15) and (17). Then for any $0 \leq k \in \mathbb{K} - 1$, the number of evaluations of $F$ and resolvent of $B$ performed in the $k$th iteration of Algorithm 2 is at most $M_k$, where

$$M_k = \left(3 + \left[2 \frac{\log \left(\frac{(\rho_0 + \Lambda)(3 + 3\gamma_0 L_Q)}{\tau_k \sqrt{1 - 2\nu \tau_k}}\right)}{\log \left(\min \left\{1 + \frac{2\delta(\nu - \xi)}{\rho_k L_Q}, 1 + \frac{2\gamma_0}{\rho_k}\right\}\right)}\right] + 1 \left[\frac{\log \left(\frac{2(\nu - \xi)}{3\gamma_0 L_Q}\right)}{\log \delta}\right] + \right) \cdot (76)$$

Proof. Recall that $F_k + B$ is $1/\rho_k$-strongly monotone and $(F_k + B)^{-1}(0) \neq \emptyset$. In addition, it follows from Lemma 10 that $F_k$ is $L_Q$- and $L_\tilde{Q}$-Lipschitz continuous on $S_k$ and $\tilde{S}_k$, respectively. Using (71), (73), and the fact that $\Lambda = \sum_{k=0}^{\infty} \rho_k \tau_k$, we have

$$\|z^k - z^*_k\| \leq \|z^k - x^*\| \leq \|z^0 - x^*\| + \sum_{\ell=0}^{k-1} \rho_\ell \tau_\ell \leq \bar{r}_0 + \Lambda,$$

where $z^*_k$ is given in (68). The conclusion then follows from applying Theorem 2 to the subproblem (67) with $\epsilon, \mu, L_S, L_\tilde{S}$, and $r_0$ in (12) being replaced by $\tau_k$, $1/\rho_k$, $L_Q$, $L_\tilde{Q}$, and $\bar{r}_0 + \Lambda$, respectively.

Proof of Theorem 3. Suppose for contradiction that Algorithm 2 runs for more than $K + 1$ outer iterations. By this and Algorithm 2, one can assert that (14) does not hold for $k = K$. On the other hand, by (72), $\rho_k = \rho_0 \nu_k$ and $\tau_k = \tau_0 \xi_k$, one has

$$\frac{\|z^{K+1} - z^K\|}{\rho_K} \leq \frac{\|z^0 - x^*\| + \sum_{k=0}^{K} \rho_k \tau_k}{\rho_K} \leq \frac{\|z^0 - x^*\| + \sum_{k=0}^{\infty} \rho_k \tau_k}{\rho_K} = \frac{\bar{r}_0 + \Lambda}{\rho_0 \nu K}.$$

This together with the definition of $K$ in (19) implies that

$$\frac{\|z^{K+1} - z^K\|}{\rho_K} \leq \frac{\bar{r}_0 + \Lambda}{\rho_0 \nu K} \leq \frac{\epsilon}{2}, \quad \tau_K = \tau_0 \xi K \leq \frac{\epsilon}{2},$$

and thus (14) holds for $k = K$, which contradicts the above assertion. Hence, Algorithm 2 must terminate in at most $K + 1$ outer iterations.

Suppose that Algorithm 2 terminates at some iteration $k$. Then we have

$$\frac{1}{\rho_k}\|z^{k+1} - z^k\| \leq \frac{\epsilon}{2}, \quad \tau_k \leq \frac{\epsilon}{2}. \quad (77)$$

In addition, by the definition of $z^{k+1}$ (see step 2 of Algorithm 2), Theorem 2, and (13), there exists some $v$ such that

$$v \in (F + B)(z^{k+1}) + \frac{1}{\rho_k}(z^{k+1} - z^k), \quad \|v\| \leq \tau_k. \quad (78)$$

Observe that $v - (z^{k+1} - z^k)/\rho_k \in (F + B)(z^{k+1})$. It follows from this, (77), (78), and the definition of $\text{res}_{F + B}$ that

$$\text{res}_{F + B}(z^{k+1}) \leq \left\|v - \frac{1}{\rho_k}(z^{k+1} - z^k)\right\| \leq \|v\| + \frac{1}{\rho_k} \|z^{k+1} - z^k\| \leq \tau_k + \frac{1}{\rho_k} \|z^{k+1} - z^k\| \leq \frac{\epsilon}{2}.$$

Recall from Lemma 11 that the number of evaluations of $F$ and resolvent of $B$ performed in the $k$th iteration of Algorithm 2 is at most $M_k$, where $M_k$ is given in (76). In addition, using (17), (18) and (76), we have

$$M_k = C_2 \left(3 + \left[\frac{2C_1 - 2k \log \sigma}{\log \left(\min \left\{1 + \frac{2\delta(\nu - \xi)}{\rho_0 \nu K}, 1 + \frac{2\gamma_0}{\rho_0 \nu K}\right\}\right)}\right] + \right). \quad (79)$$
By the concavity of $\log(1 + y)$, one has $\log(1 + \vartheta y) \geq \vartheta \log(1 + y)$ for all $y > -1$ and $\vartheta \in [0, 1]$. Using this, we obtain that

$$
\log \left( \min \left\{ 1 + \frac{2\delta(\nu - \xi)}{\rho_0 \zeta^k L_Q}, 1 + \frac{2\gamma_0}{\rho_0 \zeta^k} \right\} \right) = \min \left\{ \log \left( 1 + \zeta^{-k} \frac{2\delta(\nu - \xi)}{\rho_0 L_Q} \right), \log \left( 1 + \zeta^{-k} \frac{2\gamma_0}{\rho_0} \right) \right\} 
\geq \min \left\{ \zeta^{-k} \log \left( 1 + \frac{2\delta(\nu - \xi)}{\rho_0 L_Q} \right), \zeta^{-k} \log \left( 1 + \frac{2\gamma_0}{\rho_0} \right) \right\}.
$$

By (79), (80), $\sigma \in (0, 1)$ and $\zeta > 1$, one has that for all $k \geq 0$,

$$
M_k^{(79)} \leq C_2 \left( 4 + \frac{(2C_1 - 2k \log \sigma)_+}{\log \left( \min \left\{ 1 + \frac{2\delta(\nu - \xi)}{\rho_0 \zeta^k L_Q}, 1 + \frac{2\gamma_0}{\rho_0 \zeta^k} \right\} \right)} \right) \leq C_2 \left( 4 + \frac{2(C_1)_+ - 2k \log \sigma}{\log \left( \min \left\{ 1 + \frac{2\delta(\nu - \xi)}{\rho_0 \zeta^k L_Q}, 1 + \frac{2\gamma_0}{\rho_0 \zeta^k} \right\} \right)} \right)
$$

$$
\leq C_2 \left( 4 + \frac{2\zeta^k (C_1)_+ - 2k \zeta^k \log \sigma}{\log \left( \min \left\{ 1 + \frac{2\delta(\nu - \xi)}{\rho_0 \zeta^k L_Q}, 1 + \frac{2\gamma_0}{\rho_0 \zeta^k} \right\} \right)} \right) \leq C_2 \left( 4K + 4 + 2C_3 (C_1)_+ \zeta^{K+1} - 2C_3 (\log \sigma) K \zeta^{K+1} \right),
$$

where the second inequality is due to $\sum_{k=0}^{K} \zeta^k \leq \zeta^{K+1}/(\zeta - 1)$ and $\sum_{k=0}^{K} k \zeta^k \leq K \zeta^{K+1}/(\zeta - 1)$.

By the definition of $K$ in (19), one has

$$
K \leq \max \left\{ \log \zeta \left( \frac{2\tau_0 + 2\Lambda}{\varepsilon \rho_0} \right) + 1, \frac{\log(2\tau_0/\varepsilon)}{\log(1/\sigma)} + 1, 0 \right\},
$$

which together with $\zeta > 1$ implies that

$$
\zeta^K \leq \max \left\{ \frac{2\zeta (\tau_0 + \Lambda)}{\varepsilon \rho_0}, \frac{2\tau_0}{\varepsilon} \right\} \leq 1.
$$

Using (19), (20), (82) and (83), we can see that $\sum_{k=0}^{[K]-2} M_k \leq M$.
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