Asymptotics of the deformed Fredholm determinant of the confluent hypergeometric kernel
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Abstract
In this paper, we consider the deformed Fredholm determinant of the confluent hypergeometric kernel. This determinant represents the gap probability of the corresponding determinantal point process where each particle is removed independently with probability $1 - \gamma$, $0 \leq \gamma < 1$. We derive asymptotics of the deformed Fredholm determinant when the gap interval tends to infinity, up to and including the constant term. As an application of our results, we establish a central limit theorem for the eigenvalue counting function and a global rigidity upper bound for its maximum deviation.
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1 | INTRODUCTION

Eigenvalue spacing statistics are one of the fundamental problems in random matrix theory. There are mainly two regimes when we consider properties of the eigenvalue distribution as the matrix size gets large. In the global regime, the limiting eigenvalue distributions are very different in various matrix ensembles. However, in the local regime, the eigenvalue distributions only rely on symmetry classes and some general characteristics of the ensembles and display fascinating universal features; for example, see Refs. 1–4. Let us focus on a random unitary ensemble with the following joint eigenvalue probability density
\[ p(x_1, \ldots, x_n) = \frac{1}{Z_n^n} \prod_{1 \leq i < j \leq n} (x_i - x_j)^2 \prod_{j=1}^{n} w(x_j), \quad (1) \]

where \(Z_n\) is a normalization constant and \(w(x)\) satisfies certain regularity conditions. Near an interior point where the limiting mean eigenvalue density is positive (after an appropriate scaling if necessary), the limiting eigenvalue correlation kernel is given by the sine kernel. This result has been established for a large class of functions \(w(x)\) in \((1)\) and is well known as the bulk universality. For instance, Lubinsky\(^5\) proved that the bulk universality holds under an extremely weak condition: \(w(x)\) is positive and continuous at the interior point. If there exist singularities inside the bulk, the limiting correlation kernel near the interior singular point changes accordingly. One class of important singularities is the Fisher–Hartwig class, which combines a root-type and a jump-type singularity; see Ref. \(6\). Let us illustrate with a unitarily invariant ensemble with quadratic potential and a Fisher–Hartwig singularity at the origin, where the joint probability density is given by \((1)\) with

\[ w(x) = |x|^{2\alpha} \chi_\beta(x) e^{-x^2}, \quad \alpha > -\frac{1}{2}, \quad (2) \]

and

\[ \chi_\beta(x) = \begin{cases} e^{\pi i \beta}, & x < 0, \\ e^{-\pi i \beta}, & x > 0, \end{cases}, \quad \beta \in i\mathbb{R}. \quad (3) \]

In this case, the limiting correlation kernel near the origin is given by the confluent hypergeometric kernel\(^7,8\) below

\[ K^{(\alpha,\beta)}(x, y) = \frac{1}{2\pi i} \frac{\Gamma(1 + \alpha + \beta) \Gamma(1 + \alpha - \beta)}{\Gamma(1 + 2\alpha)^2} \frac{\mathbb{A}(x) \mathbb{B}(y) - \mathbb{A}(y) \mathbb{B}(x)}{x - y}, \quad (4) \]

where

\[ \mathbb{A}(x) = \chi_\beta(x)^{\frac{1}{2}} |2x|^\alpha e^{-ix} \phi(1 + \alpha + \beta, 1 + 2\alpha, 2ix), \quad \mathbb{B}(x) = \mathbb{A}(x), \quad (5) \]

and \(\phi(a, b, z)\) is the confluent hypergeometric function (cf. Ref. \([9,\text{Chap. 13}]\))

\[ \phi(a, b, z) = 1 + \sum_{k=1}^{\infty} \frac{a(a + 1) \cdots (a + k - 1)z^k}{b(b + 1) \cdots (b + k - 1)k!}, \quad (6) \]

Besides the unitary ensembles mentioned above, the confluent hypergeometric kernel \(K^{(\alpha,\beta)}(x, y)\) \((4)\) also appears in the study of circular unitary ensembles with a Fisher–Hartwig singularity\(^10\), and ergodic measures in infinite random matrices.\(^7,8\) Moreover, it reduces to the type-I Bessel kernel and sine kernel when the parameters \(\alpha\) and \(\beta\) equal 0. To be precise, we have

\[ K^{(\alpha,\beta)}(x, y) = K^{\text{Bess.1}}(x, y) = \frac{|x|^{\alpha} |y|^{\alpha} \sqrt{xy}}{x^{\alpha} y^{\alpha}} \frac{J_{\alpha + \frac{1}{2}}(x) J_{\alpha - \frac{1}{2}}(y) - J_{\alpha - \frac{1}{2}}(x) J_{\alpha + \frac{1}{2}}(y)}{x - y}, \quad (7) \]
\[ K^{(0,0)}(x, y) = K^{\sin}(x, y) = \frac{\sin(x - y)}{\pi(x - y)}. \]  

(8)

With the limiting correlation kernel, one may further investigate the eigenvalue spacing by considering the gap probability, namely, the probability that there is no eigenvalue in a given interval. Since eigenvalues of matrices drawn from unitary ensembles form a determinantal point process, the gap probability can be expressed as a Fredholm determinant. Let \( K^{(\alpha, \beta)}_s \) be the operator acting on \( L^2(-s, s) \) with the confluent hypergeometric kernel given in (4). Then, the Fredholm determinant

\[ \det(I - K^{(\alpha, \beta)}_s) \]  

(9)

gives the probability, in the bulking scaling limit, that there is no eigenvalue in \((-s, s)\) for the unitary ensemble (1) with a Fisher–Hartwig singularity at the center. Observing the relation between \( \det(I - K^{(\alpha, \beta)}_s) \) and a Toeplitz determinant, Deift et al.\(^{10}\) derived the large gap asymptotics as \( s \to \infty \), including the constant term. Recently, an integral expression has been established in Xu and Zhao\(^{11}\), Theorem 3:

\[ \det(I - K^{(\alpha, \beta)}_s) = \exp \left( \int_0^{-4is} H(\tau; \alpha, \beta) d\tau \right). \]  

(10)

where \( H(\tau; \alpha, \beta) \) is the Hamiltonian of a coupled Painlevé V system. The above representation is also regarded as a Tracy–Widom-type formula due to its similarity to the integral representation of the celebrated Tracy–Widom distribution; see Ref.\(^{12}\).

In the present paper, we will consider the deformed Fredholm determinant

\[ \det(I - \gamma K^{(\alpha, \beta)}_s), \quad \gamma \in [0, 1), \]  

(11)

which gives the gap probability in \((-s, s)\) when each eigenvalue is removed independently with probability \( 1 - \gamma \). Obviously when \( \gamma = 1 \), this is the gap probability mentioned in (9). The deformed Fredholm determinant (11) is related to the well-known “thinning” operation in the context of point processes; see Ref.\(^{13}\). It is introduced to the study of random matrices by Bohigas and Pato.\(^{14,15}\) In the literature, the undeformed and deformed distributions have been well studied for the classical kernels such as the sine kernel, Bessel kernel, and Airy kernel (see, e.g., Refs.\(^{16–24}\)), as well as the nonclassical ones, such as the Pearcey kernel and the hard edge Pearcey kernel in Refs.\(^{25–27}\). Although the integral expressions for the Fredholm determinant may look very similar between the undeformed case \( \gamma = 1 \) and the deformed one \( 0 \leq \gamma < 1 \), the large gap asymptotics are essentially different. Nontrivial transitions take place when \( \gamma \to 1^- \); for example, see Refs.\(^{18,19,28}\). Moreover, with the additional deforming parameter \( \gamma \), the Fredholm determinant of the form (11) can be understood as a moment-generating function. Then, one can apply its large gap asymptotics to obtain more information about the associated point process, such as central limit theorems for the counting function and global rigidity upper bounds for the eigenvalue fluctuation; see Refs.\(^{21,29–31}\).

In the present work, we will derive the large gap asymptotics of (11) for \( 0 \leq \gamma < 1 \), including the notoriously difficult constant term. Following similar ideas in Refs.\(^{10,11}\), we will make use of its relation with a Toeplitz determinant possessing Fisher–Hartwig singularities. Then, the Deift–Zhou nonlinear steepest descent method for Riemann–Hilbert (RH) problems (cf. Refs.\(^{32,33}\)) will be applied to derive asymptotics of the Toeplitz determinant. After modifying the model RH
problem in Ref. 11 to suit the local parametrix construction, we will reestablish the integral representation (10) for $0 \leq \gamma < 1$, whereas the Hamiltonian $H$ in the integrand is related to a different class of solutions to the coupled Painlevé V system.

$\textbf{2} \quad \textbf{STATEMENT OF RESULTS}$

$\textbf{2.1} \quad \textbf{Large gap asymptotics}$

Our main result for the large gap asymptotics is given in the following theorem.

**Theorem 1.** Let $K^{(\alpha, \beta)}_s$ be the operator acting on $L^2(-s, s)$ with the confluent hypergeometric kernel given in (4). Then, as $s \to +\infty$, we have

$$\det(I - \gamma K^{(\alpha, \beta)}_s) = e^{2\alpha \pi c} (G(1 + i\gamma)G(1 - i\gamma))^2 (4s)^{2c^2} e^{-4cs} \left[ 1 + O \left( \frac{1}{s} \right) \right], \quad \gamma \in [0, 1),$$

(12)

for $\alpha, \beta$ and $\gamma$ in any compact subsets of $\left(-\frac{1}{2}, \infty\right)$, $i\mathbb{R}$ and $[0, 1)$, respectively. Here, $G(z)$ is the Barnes G-function and $c$ is a positive real constant defined as

$$c := c(\gamma) = -\frac{1}{2\pi} \ln(1 - \gamma).$$

(13)

The above asymptotics show that the deformed gap probability, where each eigenvalue is removed independently with probability $1 - \gamma$, is exponentially small while the gap gets large. When $\gamma$ increases in $(0, 1)$, the eigenvalues are less likely removed, so that the gap probability gets smaller. This agrees with the asymptotics in (12) where the constant $c$ in the exponential factor is a positive and increasing function in $\gamma$. Recall the large gap asymptotics for $\gamma = 1$ in [Ref. 10, Theorem 1], which is much smaller with the exponent of the leading order in the exponential term doubled. More precisely, the exponential term $e^{-4cs}$ for $\gamma \in [0, 1)$ in (12) is replaced by a “superexponential” term $e^{-\gamma^2 + 2\alpha s}$ for $\gamma = 1$. This phenomenon seems to be universal for unitarily invariant matrix ensembles, which has been observed for the gap probability associated with classical Airy, sine, and Bessel kernels in Refs. 16, 18, 20, 34, as well as the Pearcey kernel in Ref. 26. Note that in all of the asymptotic results mentioned, there is a nontrivial leading order transition as $\gamma \to 1^-$ and $s \to \infty$ simultaneously. The transition problem of $\det(I - \gamma K^{(\alpha, \beta)}_s)$ will not be addressed in the present work. We refer the interested readers for a full transition picture of the sine process in Ref. 35 and references therein.

In the derivation of the large gap asymptotics, it is always a challenging problem to determine the constant factor explicitly. In (12), we have successfully obtained it with the aid of the integral representation (10), which will be established for $\gamma \in [0, 1)$ in Lemma 8. The Hamiltonian $H$ in the integrand is closely related to a tau-function of the coupled Painlevé V system in dimension four discovered in Ref. 36. Recently, a breakthrough has been achieved in Refs. 34, 37–39, which shows that the tau-functions are equal to the classical action differential up to a total differential. Therefore, one can establish crucial differential identities for the $\tau$-function with respect to parameters ($\gamma$ in our case). As our subsequent asymptotic analysis is uniform for $\gamma$ in compact subsets of $[0,1)$, we can finally evaluate the constant explicitly by integrating with respect to $\gamma$; see similar derivations in Refs. 26, 27, 40.
Remark 1. The parameter $\beta$ does not appear explicitly in the asymptotic formula (12), but is expected to be included in the $O\left(\frac{1}{s}\right)$ term. This indicates that on the level of large gap asymptotics, the jump-type singularity $\chi_\beta(x)$ in (3) is less significant than the algebraic singularity $|x|^{-2\alpha}$ and the thinning operation at least for a symmetric gap $(-s, s)$. It would be interesting to see whether the similar situation still occurs for a nonsymmetric gap, say $(-s_0, s_1)$.

Let us recall the relation between the confluent hypergeometric kernel, the type-I Bessel kernel, and sine kernel in (7) and (8). As Theorem 1 holds for $\alpha$ and $\beta$ in compact subsets containing 0, we obtain the following large gap asymptotics related to the type-I Bessel kernel and sine kernel immediately.

**Corollary 1.** Let $\mathcal{K}_{s}^{\text{Bess,1}}$ and $\mathcal{K}_{s}^{\text{sin}}$ be the operators acting on $L^2(-s, s)$ with the type-I Bessel kernel and the sine kernel given in (7) and (8), respectively. Then, as $s \to +\infty$, we have

$$
\det(I - \gamma \mathcal{K}_{s}^{\text{Bess,1}}) = e^{2\pi \gamma c} (G(1 + ic)G(1 - ic))^2 (4s)^{2c^2} e^{-4\pi s} \left[ 1 + O\left(\frac{1}{s}\right) \right], \quad \gamma \in [0, 1),
$$

$$
\det(I - \gamma \mathcal{K}_{s}^{\text{sin}}) = (G(1 + ic)G(1 - ic))^2 (4s)^{2c^2} e^{-4\pi s} \left[ 1 + O\left(\frac{1}{s}\right) \right], \quad \gamma \in [0, 1),
$$

for $\alpha$ and $\gamma$ in any compact subsets of $\left(-\frac{1}{2}, \infty\right)$ and $[0, 1)$, respectively.

The above result for the sine kernel in (15) agrees with those in Refs. 16, 20; see also Ref. [34, Eq. (1.33)].

2.2 Applications

Besides the large gap asymptotics, Theorem 1 gives us more information about the determinantal point process characterized by the confluent hypergeometric kernel (4). After choosing special parameter $\gamma$ in the Fredholm determinant (11) and viewing it as a moment generating function, we are able to obtain a central limit theorem for the related point process and establish a global rigidity upper bound for the maximum deviation of the points.

Let $N(s)$ be the random variable that represents the number of points in the process falling into the interval $(-s, s)$. Then, we have the following results.

**Corollary 2.** As $s \to +\infty$, we have

$$
\mathbb{E}(N(s)) = \mu(s) + O(s^{-1} \ln s), \quad \text{Var}(N(s)) = \sigma(s)^2 + \frac{1 + \gamma_E + 2\ln 2}{\pi^2} + O(s^{-1}(\ln s)^2),
$$

where $\gamma_E = -\Gamma'(1) \approx 0.57721$ is Euler's constant,

$$
\mu(s) = \frac{2s}{\pi} - \alpha, \quad \sigma(s)^2 = \frac{\ln s}{\pi^2}.
$$
The random variable \( \frac{N(s) - \frac{2s}{\pi} + \alpha}{\sqrt{\ln s / \pi}} \) converges in distribution to the normal law \( \mathcal{N}(0, 1) \), that is,

\[
\frac{N(s) - \frac{2s}{\pi} + \alpha}{\sqrt{\ln s / \pi}} \overset{d}{\rightarrow} \mathcal{N}(0, 1), \quad \text{as } s \to +\infty.
\]  

(18)

Moreover, for any \( \varepsilon > 0 \), we have

\[
\lim_{x \to +\infty} \mathbb{P} \left( \sup_{s > x} \left| \frac{N(s) - \frac{2s}{\pi} + \alpha}{\ln s / \pi} \right| \leq \frac{\sqrt{2}}{\pi} + \varepsilon \right) = 1.
\]

(19)

**Proof.** First, we recall the well-known joint probability generating function of the occupancy number \( N(s) \) below:

\[
\mathbb{E}(e^{-2\pi \nu N(s)}) = \sum_{k=0}^{\infty} \mathbb{P}(N(s) = k)e^{-2\pi \nu N(s)} = \det(I - (1 - e^{-2\pi \nu})K_s^{(\alpha, \beta)}), \quad \nu \geq 0,
\]

(20)

cf. Ref. 41, 42. Based on the above identity, on the one hand, we have

\[
\mathbb{E}(e^{-2\pi \nu N(s)}) = 1 - 2\pi \mathbb{E}(N(s))\nu + 2\pi^2 \mathbb{E}(N(s)^2)\nu^2 + O(\nu^3), \quad \nu \to 0.
\]

(21)

On the other hand, it follows by setting \( c = \nu \) in (12) that

\[
\det(I - (1 - e^{-2\pi \nu})K_s^{(\alpha, \beta)}) = 2^{4\nu^2} (G(1 + i\nu)G(1 - i\nu))^2 e^{-2\pi \mu(s)\nu + 2\pi^2 \sigma(s)^2 \nu^2} (1 + O(s^{-1})),
\]

(22)
as \( s \to +\infty \), where \( \mu(s) \) and \( \sigma(s) \) are given in (17). As

\[
G(1 + \nu) = 1 + \frac{\ln(2\pi) - 1}{2} \nu + \left( \frac{(\ln(2\pi) - 1)^2}{8} - \frac{1 + \gamma_E}{2} \right) \nu^2 + O(\nu^3), \quad \nu \to 0,
\]

(23)

then we have the following expansion for the leading term in (22):

\[
2^{4\nu^2} (G(1 + i\nu)G(1 - i\nu))^2 e^{-2\pi \mu(s)\nu + 2\pi^2 \sigma(s)^2 \nu^2}
\]

\[= 1 - 2\pi \mu(s)\nu + 2\pi^2 \left( \frac{2 \ln 2}{\pi^2} + \frac{1 + \gamma_E}{\pi^2} + \mu(s)^2 + \sigma(s)^2 \right) \nu^2 + O(\nu^3), \quad \nu \to 0.
\]

(24)

One can see from (20) and (21) that

\[
\mathbb{E}(N(s)) = -\frac{1}{2\pi} \frac{\partial}{\partial \nu} \det \left( I - (1 - e^{-2\pi \nu})K_s^{(\alpha, \beta)} \right) \bigg|_{\nu = 0},
\]

\[
\text{Var}(N(s)) = \frac{1}{4\pi^2} \left[ \frac{\partial^2}{\partial \nu^2} \det \left( I - (1 - e^{-2\pi \nu})K_s^{(\alpha, \beta)} \right) - \left( \frac{\partial}{\partial \nu} \det \left( I - (1 - e^{-2\pi \nu})K_s^{(\alpha, \beta)} \right) \right)^2 \right] \bigg|_{\nu = 0}.
\]

(25)

Then, we obtain asymptotics of \( \mathbb{E}(N(s)) \) and \( \text{Var}(N(s)) \) in (16) by substituting (22) and (24) into the above formulas, where the additional \( \ln s \) factor in the error terms comes from the derivatives with respect to \( \nu \); see also (200) below.
Next, it follows from (20) and (22) that
\[
\mathbb{E}\left( e^{\frac{N(s) - \mu(s)}{\sqrt{\sigma(s)^2} t}} \right) \rightarrow e^{\frac{i^2}{2}}, \quad s \rightarrow +\infty,
\] (26)
which gives us the central limit theorem in (18).

The proof of (19) is based on Ref. [30, Theorem 1.2]. Let \( Y = \{\xi_k\}_{k \geq 1} \) be a random point process associated with the confluent hypergeometric kernel (4). Note that the original theorem in Ref. 30 only applies to point processes that have almost surely a smallest particle. As \( Y \) does not have a smallest particle almost surely, we instead consider
\[
X = \{ |\xi_k|; \xi_k \in Y \};
\] (27)
see a similar treatment for the maximum deviation of the Pearcey process in Ref. 29. Let \( \tilde{N}(s) \) be the number of particles in \( X \) that are located in the interval \([0, s]\). Then, we have
\[
\tilde{N}(s) = \#(X \cap [0, s]) = \#(Y \cap [-s, s]) = N(s).
\] (28)
Obviously, the functions \( \mu(s) \) and \( \sigma(s) \) given in (17) are strictly increasing and differentiable with respect to \( s \). Moreover, we have
\[
\sqrt{\sigma^2(\mu^{-1}(s))} = \frac{\ln s}{\pi} (1 + o(1)), \quad \text{as } s \rightarrow +\infty.
\] (29)
Therefore, all conditions in Ref. [30, Theorem 1.2] are justified, and the upper bound (19) follows accordingly.

This finishes the proof of the corollary.

One may also expect a global rigidity lower bound for the point similar to (19), namely,
\[
\lim_{x \rightarrow +\infty} \mathbb{P}\left( \sup_{s > x} \left| \frac{N(s) - \frac{2s}{\pi} + \alpha}{\ln s} \right| \geq \sqrt{\frac{2}{\pi}} - \varepsilon \right) = 1.
\] (30)
However, this is a much more difficult problem. For example, see the recent progress in Ref. 43, where the convergence of the counting function to a Gaussian multiplicative chaos measure is used to establish the lower bounds.

### 2.3 The related coupled Painlevé V system and its asymptotics

As we have mentioned before, the explicit evaluation of the constant term in (12) relies on the integral representation (10). For \( 0 \leq \gamma < 1 \), we will show this representation still holds in Lemma 8 below. The Hamiltonian \( H \) in the integrand is related to a coupled Painlevé V system in dimension 4. In case readers are interested in the related integrable system and properties of special solutions, we list the corresponding results below.
The Hamiltonian $H(\tau; \alpha, \beta) = H(u_1, u_2, v_1, v_2, \tau; \alpha, \beta, \gamma)$ in (10) is given by

$$H(\tau; \alpha, \beta) = \frac{1}{2} \left( H_V(u_1, v_1, \frac{\tau}{2}; \alpha, \beta) - H_V(u_2, v_2, -\frac{\tau}{2}; \alpha, \beta) \right) + \frac{1}{\tau} u_1 u_2 (v_1 + v_2)(v_1 - 1)(v_2 - 1), \quad (31)$$

where $H_V(u, v, \tau, \alpha, \beta)$ is the Hamiltonian for the Painlevé V equation as follows:

$$\tau H_V(u, v, \tau, \alpha, \beta) = u_2^2 v(v - 1)^2 - \tau uv - \alpha u(v^2 - 1) - \beta u(v - 1)^2. \quad (32)$$

The Hamiltonian system

$$\frac{dv_k}{d\tau} = \frac{\partial H}{\partial u_k}, \quad \frac{du_k}{d\tau} = -\frac{\partial H}{\partial v_k}, \quad k = 1, 2, \quad (33)$$

gives us the following coupled Painlevé V system of dimension four (cf. Ref. 36):

$$\begin{cases}
\tau \frac{du_1}{d\tau} = \frac{\tau}{2} u_1 - u_1^2 (v_1 - 1)(3v_1 - 1) - u_1 u_2 (v_2 - 1)(2v_1 + v_2 - 1) + 2(\alpha + \beta) u_1 v_1 - 2\beta u_1, \\
\tau \frac{du_2}{d\tau} = -\frac{\tau}{2} u_2 - u_2^2 (v_2 - 1)(3v_2 - 1) - u_1 u_2 (v_1 - 1)(v_1 + 2v_2 - 1) + 2(\alpha + \beta) u_2 v_2 - 2\beta u_2, \\
\tau \frac{dv_1}{d\tau} = -\frac{\tau}{2} v_1 + 2u_1 v_1 (v_1 - 1)^2 + u_2 (v_1 + v_2)(v_1 - 1)(v_2 - 1) - \alpha(v_1^2 - 1) - \beta(v_1 - 1)^2, \\
\tau \frac{dv_2}{d\tau} = \frac{\tau}{2} v_2 + 2u_2 v_2 (v_2 - 1)^2 + u_1 (v_1 + v_2)(v_1 - 1)(v_2 - 1) - \alpha(v_2^2 - 1) - \beta(v_2 - 1)^2.
\end{cases} \quad (34)$$

Then, we have the following asymptotics for the Hamiltonian $H(\tau; \alpha, \beta)$ and the solutions $u_k(\tau)$, $v_k(\tau)$, $k = 1, 2$, of the coupled Painlevé V system.

**Theorem 2.** With $\alpha > -\frac{1}{2}$, $\gamma \in [0, 1)$, $\beta \in i\mathbb{R}$ and the constant $c$ given in (13), the Hamiltonian $H(\tau) = H(\tau; \alpha, \beta)$ in (31) is pole-free for $\tau \in -i(0, +\infty)$ and satisfies the following asymptotic behavior:

$$H(\tau) = -ic + \frac{2c^2}{\tau} + O(\tau^{-2}), \quad i\tau \to +\infty. \quad (35)$$

Moreover, there exist solutions to the coupled Painlevé V system (34) with the following asymptotic behaviors as $i\tau \to +\infty$:

$$u_1(\tau) = ic \frac{\Gamma(1 + \alpha + \beta)\Gamma(1 - ic)}{\Gamma(1 + \alpha - \beta)\Gamma(1 + ic)} 2\pi^2 e^{\pi i (\alpha - \beta)} e^{-\pi c^2 \frac{\tau}{2} - 2ic^2} \tau^{2ic} \left( 1 + O(\tau^{-1}) \right), \quad (36)$$

$$v_1(\tau) = \frac{\Gamma(1 + \alpha - \beta)\Gamma(1 + ic)}{\Gamma(1 + \alpha + \beta)\Gamma(1 - ic)} 2^{-2ic} e^{-\pi i (\alpha - \beta)} e^{-\pi c^2 \frac{\tau}{2} - 2ic^2} \tau^{2ic} \left( 1 + O(\tau^{-1}) \right), \quad (37)$$
\[ u_2(\tau) = -ic \frac{\Gamma(1 + \alpha + \beta)\Gamma(1 + ic)}{\Gamma(1 + \alpha - \beta)\Gamma(1 - ic)} 2^{-2\beta} e^{-\pi i (\alpha + \beta)} e^{\pi c e^{-\tau/2} e^{2i(\alpha + i\beta)}} (1 + O(\tau^{-1})), \quad (38) \]

\[ v_2(\tau) = \frac{\Gamma(1 + \alpha - \beta)\Gamma(1 - ic)}{\Gamma(1 + \alpha + \beta)\Gamma(1 + ic)} 2^{-2\beta} e^{\pi i (\alpha + \beta)} e^{-\pi c e^{\tau/2} e^{2i(\alpha + i\beta)}} (1 + O(\tau^{-1})). \quad (39) \]

**Theorem 3.** The Hamiltonian and the solutions to the coupled Painlevé V system also have the following asymptotic behaviors as \( it \to 0^+ \):

\[ H(\tau) = \frac{\gamma \Gamma(1 + \alpha - \beta)\Gamma(1 + \alpha + \beta)}{i\tau 2^{2\alpha+1}(2\alpha + 1)(\Gamma(1 + 2\alpha))^2} |\tau|^{2\alpha} + O(\tau^{2\alpha+1}), \quad (40) \]

\[ u_1(\tau) = -\frac{\gamma \Gamma(1 + \alpha - \beta)\Gamma(1 + \alpha + \beta)}{i\pi 2^{2\alpha+1}(\Gamma(1 + 2\alpha))^2} e^{-\pi i \beta} |\tau|^{2\alpha} (1 + O(\tau^{2\alpha+1}) + O(\tau)), \quad (41) \]

\[ v_1(\tau) = 1 + O(\tau^{2\alpha+1}) + O(\tau), \quad (42) \]

\[ u_2(\tau) = \frac{\gamma \Gamma(1 + \alpha - \beta)\Gamma(1 + \alpha + \beta)}{i\pi 2^{2\alpha+1}(\Gamma(1 + 2\alpha))^2} e^{\pi i \beta} |\tau|^{2\alpha} (1 + O(\tau^{2\alpha+1}) + O(\tau)), \quad (43) \]

\[ v_2(\tau) = 1 + O(\tau^{2\alpha+1}) + O(\tau). \quad (44) \]

**Remark 2.** Comparing the above asymptotics results with those in Ref. [11, Theorem 1] for the case \( \gamma = 1 \), one can see that the asymptotics as \( it \to 0^+ \) are similar. Indeed, by taking \( \gamma = 1 \) in the above formulas for \( it \to 0^+ \), one retrieve the asymptotics in Ref. [11, Theorem 1]. However, the asymptotics as \( it \to +\infty \) are significantly different. One can observe similar phenomena for the classical Painlevé equations as well; for example, see Ref. [9, Sec. 32.11]. From a technical perspective, the proof of Theorem 2 (as \( it \to +\infty \)) is much harder than that of Theorem 3 (as \( it \to 0^+ \)).

The rest of the paper is arranged as follows. With the inspiration of Ref. 10, we first establish a relation between the deformed Fredholm determinant and a Toeplitz determinant in Section 3. An RH problem related to the Toeplitz determinant is also constructed. Next, we set up a model RH problem for \( \Psi(z; \tau) \) and derive several important differential identities in Section 4. Then, we perform a steepest descent analysis for the RH problem associated with the Toeplitz determinant in Section 5, where the model problem for \( \Psi(z; \tau) \) is adopted in the local parametrix construction. Sections 6 and 7 are devoted to the steepest descent analysis for the RH problem for \( \Psi(z; \tau) \) as \( it \to +\infty \) and \( it \to 0^+ \), respectively. The proofs of Theorems 2 and 3 are also provided at the end of these two sections. Finally, in Section 8, we establish the integral representation for the deformed Fredholm determinant and prove the large gap asymptotics in Theorem 1.

## 3  RELATION WITH A TOEPLITZ DETERMINANT

In this section, we first establish a relation between the Fredholm determinant (11) and a Toeplitz determinant using similar ideas as in Refs. 10, 11, 44. Then, we formulate an RH problem for the corresponding orthogonal polynomials on the unit circle, which is related to the Toeplitz determinant via a differential identity.
3.1 The Fredholm determinant and the Toeplitz determinant

Let \( C \) be the unit circle and \( C_t \) be an arc:

\[
C_t = \{ e^{i\theta}; t \leq \theta \leq 2\pi - t \}, \quad t \in (0, \pi).
\]

Consider a circular unitary ensemble with the following joint eigenvalue probability density

\[
p_n(\theta_1, \ldots, \theta_n) = \frac{1}{Z_n'} \prod_{j=1}^{n} |e^{i\theta_j} - 1|^{2\alpha} e^{i\beta(\theta_j - \pi)} \prod_{j < k} (e^{i\theta_j} - e^{i\theta_k})^2, \quad \theta_1, \ldots, \theta_n \in (0, 2\pi),
\]

with \( \alpha > -\frac{1}{2} \) and \( \beta \in i \mathbb{R} \). Denote \( A_k \) as the event that there are exactly \( k \) eigenvalues in \( C \setminus C_t \).

Next, let us remove each eigenvalue independently with probability \( 1 - \gamma \). It is easy to see that

\[
\mathbb{P}(\text{all } n \text{ eigenvalues in } C_t \text{ after thinning}) = \sum_{k=0}^{n} (1 - \gamma)^k \mathbb{P}(A_k)
\]

\[
= \sum_{k=0}^{n} (1 - \gamma)^k \int_{A_k} \frac{1}{Z_n'} \prod_{j=1}^{n} |e^{i\theta_j} - 1|^{2\alpha} e^{i\beta(\theta_j - \pi)} \prod_{j < k} (e^{i\theta_j} - e^{i\theta_k})^2 \prod_{j=1}^{n} d\theta_j.
\]

Define

\[
f(z; t) = \begin{cases} 1 - \gamma, & z \in C \setminus C_t, \\ 1, & \text{otherwise}, \end{cases}
\]

and note that

\[
[0, 2\pi)^n = \bigcup_{k=0}^{n} A_k,
\]

it then follows from (47) that

\[
\mathbb{P}(\text{all } n \text{ eigenvalues in } C_t \text{ after thinning}) = \frac{1}{Z_n} \int_{[0, 2\pi)^n} \prod_{j=1}^{n} |e^{i\theta_j} - 1|^{2\alpha} e^{i\beta(\theta_j - \pi)} \prod_{j < k} (e^{i\theta_j} - e^{i\theta_k})^2 \prod_{j=1}^{n} f(e^{i\theta_j}) d\theta_j = \frac{D_n(t)}{D_n(0)},
\]

where \( D_n(t) \) is a Toeplitz determinant given below:

\[
D_n(t) = \det \left( \frac{1}{2\pi} \int_{0}^{2\pi} |e^{i\theta} - 1|^{2\alpha} e^{i\beta(\theta - \pi)} f(e^{i\theta}) e^{-ikj\theta} d\theta \right)^n_{j,k=1},
\]

see a similar derivation in Ref. 45. Finally, with an analogous argument as in Ref. [10, Lemma 6], we have from (50) that

\[
\det \left( I - \gamma K_x^{(\alpha, \beta)} \right) = \lim_{n \to \infty} \frac{D_n \left( \frac{2\alpha}{n} \right)}{D_n(0)}.
\]
3.2 Orthogonal polynomials on the unit circle

It is well known that Toeplitz determinants are related to orthogonal polynomials on the unit circle. Due to the explicit expression of the Toeplitz determinant in (51), we define a weight function as follows:

\[ w(z; t) = \tilde{w}(z)f(z; t), \quad z \in \mathbb{C} \setminus [0, +\infty), \]

with \( f(z; t) \) defined in (48) and

\[ \tilde{w}(z) = (z - 1)^{2\alpha}z^{\beta - \alpha}e^{-\pi i(\alpha + \beta)}, \]

where both branches of \((z - 1)^{2\alpha}\) and \(z^{\beta - \alpha}\) are taken such that \(\arg(\cdot) \in (0, 2\pi)\). Let

\[ p_n(z) := p_n(z; t) = \chi_n(t)z^n + \cdots, \]

be polynomials orthonormal with respect to \(w(z; t)\) on the unit circle, that is,

\[ \frac{1}{2\pi} \int_0^{2\pi} p_n(e^{i\theta}; t) p_m(e^{i\theta}; t) w(e^{i\theta}; t)d\theta = \delta_{nm}. \]

Then, \(p_n(z)\) is related to the following RH problem.

**RH problem 1.** The \(2 \times 2\) matrix-valued function \(Y(z)\) satisfies the following properties:

(a) \(Y(z)\) is analytic in \(\mathbb{C} \setminus C\), where \(C\) is taken in the counterclockwise direction.

(b) \(Y(z)\) satisfies the jump condition

\[ Y_+(z) = Y_-(z) \begin{pmatrix} 1 & z^{-n}w(z; t) \\ 0 & 1 \end{pmatrix}, \quad z \in C. \]

(c) As \(z \to \infty\), we have

\[ Y(z) = \left(I + O\left(\frac{1}{z}\right)\right) \begin{pmatrix} z^n & 0 \\ 0 & z^{-n} \end{pmatrix}. \]

(d) Let \(z_1 = e^{it}\), \(z_2 = e^{i(2\pi - t)}\) be the points where the jump discontinuity in \(w(z; t)\) takes place. Then, we have

\[ Y(z) = \begin{pmatrix} O(1) & O(\ln(z - z_i)) \\ O(1) & O(\ln(z - z_i)) \end{pmatrix}, \quad \text{as } z \to z_i, \quad i = 1, 2. \]

The unique solution of the above RH problem is given by

\[ Y(z) = \begin{pmatrix} \frac{p_n(z)}{\chi_n(t)} & \frac{1}{2\pi i \chi_n(t)} \int_C \frac{p_n(\xi) w(\xi)}{\xi^n (\xi - z)} d\xi \\ -\chi_{n-1}(t)p_{n-1}^*(z) & -\frac{1}{2\pi i \chi_{n-1}(t)} \int_C \frac{p_{n-1}^*(\xi) w(\xi)}{\xi^{n-1} (\xi - z)} d\xi \end{pmatrix}. \]
where $p_n^*(z)$ is the reverse polynomial of $p_n(z)$:

$$p_n^*(z) = z^n \overline{p_n(z^{-1})} = z^n \overline{p_n(z^{-1})}. \quad (61)$$

### 3.3 Differential identity

At the end of this section, let us present an important differential identity that relates the Toeplitz determinant (51) to the above RH problem for $Y$.

**Lemma 1.** Let $D_n(t)$ be the Toeplitz determinant given in (51), then we have

$$\frac{d}{dt} \ln D_n(t) = -\frac{\gamma}{2\pi} \sum_{i=1}^{2} z_i^{-n+1} \overline{\hat{w}(z_i)} \lim_{z \to z_i} \left( Y^{-1}(z) \frac{d}{dz} Y(z) \right). \quad (62)$$

**Proof.** The proof is similar to that of Ref. [10, Lemma 8] and [11, Lemma 2] where $\gamma = 1$.

Recalling the following relation between a Toeplitz determinant and the leading coefficient of the orthonormal polynomials of $p_n(z)$ in (55):

$$D_n(t) = \prod_{k=0}^{n-1} \chi_k^{-2}(t), \quad (63)$$

then we have

$$\frac{d}{dt} \ln D_n(t) = -2 \sum_{k=0}^{n-1} \chi_k^{-1}(t) \frac{d}{dt} \chi_k(t). \quad (64)$$

Setting $n = m$ in the orthogonal relation (56) and differentiating both sides with respect to $t$, we get

$$-\frac{\gamma}{2\pi} \left( \pi_n(z_1) \overline{\pi_n(z_1)} \overline{\hat{w}(z_1)} + \pi_n(z_2) \overline{\pi_n(z_2)} \overline{\hat{w}(z_2)} \right) = -2 \chi_n^{-3}(t) \frac{d}{dt} \chi_n(t), \quad (65)$$

where $\pi_n(z) = \frac{1}{\chi_n(t)} p_n(z)$ is the monic polynomial. It then follows from the above two formulas that

$$\frac{d}{dt} \ln D_n(t) = -\frac{\gamma}{2\pi} \sum_{i=1}^{2} \sum_{k=0}^{n-1} p_k(z_i) \overline{p_k(z_i^{-1})} \overline{\hat{w}(z_i)}. \quad (66)$$

Finally, we obtain the desired differential identity (62) with the aid of the Christoffel–Darboux formula, the three-term recurrence relation for orthogonal polynomials on the unit circle (cf. Ref. 46), and the explicit expression of $Y(z)$ in (60).

**Remark 3.** One may simply set $\gamma = 1$ in (62) to retrieve the differential identity for the Toeplitz determinant in the undeformed case, namely, Equation (5.7) in Ref. 10 or Equation (5.7) in Ref. 11.

Before we conduct a steepest descent analysis for the RH problem for $Y$, let us consider a model RH problem, which will be used in the local parametrix construction near $z = 1$. 
4 A MODEL RH PROBLEM AND ITS LAX PAIR

In this section, we study a model RH problem for a function $\Psi(z; \tau)$ and an associated Lax pair. This RH problem is similar to the one in Xu and Zhao\textsuperscript{11} [Sec. 2.1], with an additional deforming parameter $\gamma$ in the problem. When $\gamma = 1$, these two problems are identical.

4.1 Model RH problem

The $2 \times 2$ matrix-valued function $\Psi(z) = \Psi(z; \tau)$ satisfies an RH problem as follows.

**RH problem 2.**

(a) $\Psi(z; \tau)$ is analytic for $z \in \mathbb{C} \setminus \bigcup_{i=1}^{7} \Sigma_i$, where the oriented contours are defined as

$\Sigma_1 = 1 + e^{\frac{\pi i}{4}} \mathbb{R}^+, \Sigma_2 = -1 + e^{\frac{3\pi i}{4}} \mathbb{R}^+, \Sigma_3 = -1 + e^{-\frac{3\pi i}{4}} \mathbb{R}^+$,

$\Sigma_4 = e^{-\frac{\pi i}{2}} \mathbb{R}^+, \Sigma_5 = 1 + e^{-\frac{\pi i}{4}} \mathbb{R}^+, \Sigma_6 = (0, 1), \Sigma_7 = (-1, 0)$; \hfill (67)

see Figure 1.

(b) $\Psi$ has limiting values $\Psi_{\pm}(z; \tau)$ for $z \in \bigcup_{i=1}^{7} \Sigma_i$, where $\Psi_{\pm}$ denotes the values of $\Psi$ taken from the left/right side of $\Sigma_i$. Moreover, they satisfy the following jump conditions:

$$
\Psi_{+}(z; \tau) = \Psi_{-}(z; \tau) J_i(z), \quad z \in \Sigma_i,
$$

where

$$
J_1(z) = \frac{1}{e^{-\pi i(\alpha-\beta)}} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad J_2(z) = e^{\pi i(\alpha-\beta)} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad J_3(z) = \begin{pmatrix} 1 - e^{-\pi i(\alpha-\beta)} & 0 \\ 0 & 1 \end{pmatrix},
$$

$$
J_4(z) = e^{2\pi i \sigma_3}, \quad J_5(z) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad J_6(z) = \begin{pmatrix} 0 & -e^{\pi i(\alpha-\beta)} \\ e^{-\pi i(\alpha-\beta)} & 1 - \gamma \end{pmatrix},
$$

$$
J_7(z) = \begin{pmatrix} 0 & -e^{-\pi i(\alpha-\beta)} \\ e^{\pi i(\alpha-\beta)} & 1 - \gamma \end{pmatrix}.
$$

(69)
(c) When $z \to \infty$, we have

$$\Psi(z; \tau) = \left( I + \frac{\Psi_1(\tau)}{z} + \frac{\Psi_2(\tau)}{z^2} + O\left( \frac{1}{z^3} \right) \right) z^{-\beta \sigma_3} e^{\frac{i\pi}{4} \sigma_3},$$

where the branch cut of $z^\beta$ is taken along the negative imaginary axis such that $\arg z \in (-\frac{\pi}{2}, \frac{3\pi}{2})$.

Here, $\sigma_3$ is the third Pauli matrix $\begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$.

(d) When $z \to 0$ and $z \in \Omega_i, i = 1, 3, 4$, we have

$$\Psi(z; \tau) = \Psi^{(0)}(z; \tau) z^{a \sigma_3} \begin{cases} 
(1 - \gamma) \frac{\sin(\alpha + \beta) \pi}{\sin 2\alpha \pi} C_i^{(0)}, & \text{if } 2\alpha \not\in \mathbb{N}, \\
01, & \text{if } 2\alpha \in \mathbb{N}, 
\end{cases}$$

(71)

where both $z^\alpha$ and $\ln z$ take the principal branch, and the constant matrices $C_i^{(0)}$ are given by

$$C_1^{(0)} = I, \quad C_3^{(0)} = J_6^{-1} J_4^{-1}, \quad C_4^{(0)} = J_6^{-1}$$

with jump matrices $J_i$ given in (68). Here, $\Psi^{(0)}(z; \tau) = \Psi_0^{(0)}(\tau)(I + \Psi_1^{(0)}(\tau)z + O(z^2))$ is analytic at $z = 0$.

(e) When $z \to 1$ and $z \in \Omega_i, i = 1, 4, 5$, we have

$$\Psi(z; \tau) = \Psi^{(1)}(z; \tau) \begin{pmatrix} 1 - \frac{\gamma e^{\pi i (\alpha - \beta)}}{2\pi i} \ln(z - 1) \\ 0 \end{pmatrix} C_i^{(1)},$$

(73)

where $\ln(z - 1)$ takes the principal branch, and the constant matrices $C_i^{(1)}$ are given by

$$C_1^{(1)} = I, \quad C_4^{(1)} = J_1^{-1} J_5^{-1}, \quad C_5^{(1)} = J_1^{-1}.$$  

(74)

Here, $\Psi^{(1)}(z; \tau) = \Psi_0^{(1)}(\tau)(I + \Psi_1^{(1)}(\tau)(z - 1) + O(z - 1)^2))$ is analytic at $z = 1$.

(f) When $z \to -1$ and $z \in \Omega_i, i = 1, 2, 3$, we have

$$\Psi(z; \tau) = \Psi^{(-1)}(z; \tau) \begin{pmatrix} 1 - \frac{\gamma e^{-\pi i (\alpha - \beta)}}{2\pi i} \ln(z + 1) \\ 0 \end{pmatrix} C_i^{(-1)},$$

(75)

where the branch cut of $\ln(z + 1)$ is taken along $(-1, \infty)$ such that $\arg(z + 1) \in (0, 2\pi)$, and the constant matrices $C_i^{(-1)}$ are given by

$$C_1^{(-1)} = I, \quad C_2^{(-1)} = J_2^{-1}, \quad C_3^{(-1)} = J_2^{-1} J_3^{-1}.$$  

(76)

Here, $\Psi^{(-1)}(z; \tau) = \Psi_0^{(-1)}(\tau)(I + \Psi_1^{(-1)}(\tau)(z + 1) + O(z + 1)^2))$ is analytic at $z = -1$. 

4.2 Lax pair

As the jump matrices in (68) are independent of variables \( z \) and \( \tau \), one may derive a Lax pair from the above model RH problem. Comparing with the model RH problem in Xu and Zhao \(^{11}\), the additional deforming parameter \( \gamma \) appears in the (2,2)-entry of the jump matrices \( J_6 \) and \( J_7 \) in (68), as well as the endpoint conditions near 0 and \( \pm 1 \) in (71), (73), and (75). A straightforward computation shows that this additional parameter does not change the associated Lax pair. Therefore, we reproduce the following results.

**Proposition 1.** For the function \( \Psi(z;\tau) \) satisfying RH problem 2, we have

\[
\frac{\partial}{\partial z} \Psi(z;\tau) = L(z;\tau)\Psi(z;\tau), \quad \frac{\partial}{\partial \tau} \Psi(z;\tau) = U(z;\tau)\Psi(z;\tau),
\]

where

\[
L(z;\tau) = \frac{\tau}{4} \sigma_3 + \frac{A_0(\tau)}{z} + \frac{A_1(\tau)}{z-1} + \frac{A_2(\tau)}{z+1},
\]

and

\[
U(z;\tau) = \frac{z}{4} \sigma_3 + B(\tau).
\]

The above coefficient matrices are given by

\[
A_0(\tau) = \begin{cases} 
\alpha \psi_0^{(0)}(\tau) \sigma_3 \left( \psi_0^{(0)}(\tau) \right)^{-1}, & \alpha \neq 0, \\
\psi_0^{(0)}(\tau) \begin{pmatrix} 1 - \gamma \sin \beta \pi \\ 0 \end{pmatrix} \left( \psi_0^{(0)}(\tau) \right)^{-1}, & \alpha = 0,
\end{cases}
\]

\[
A_1(\tau) = -\frac{\gamma e^{\pi i(\alpha - \beta)}}{2\pi i} \psi_0^{(1)}(\tau) \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \left( \psi_0^{(1)}(\tau) \right)^{-1},
\]

\[
A_2(\tau) = -\frac{\gamma e^{-\pi i(\alpha - \beta)}}{2\pi i} \psi_0^{(-1)}(\tau) \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \left( \psi_0^{(-1)}(\tau) \right)^{-1}
\]

and

\[
B(\tau) = \frac{1}{2} \begin{pmatrix} 0 & (\Psi_1(\tau))_{21} \\ (\Psi_1(\tau))_{12} & 0 \end{pmatrix},
\]

where \( \Psi_1(\tau) \) is given in (70), \( \psi_0^{(k)}(\tau) \), \( k = 0, \pm 1 \) are the functions defined in (71), (73), and (75), respectively.

Moreover, the Hamiltonian \( H(\tau;\alpha,\beta) \) in (31) is related to \( \Psi(z;\tau) \) as follows:

\[
H(\tau;\alpha,\beta) = -\frac{1}{2} (\Psi_1(\tau))_{11} - \frac{\alpha^2 - \beta^2}{\tau}.
\]

**Proof.** The proof is similar to that of Proposition 1 in Ref. 11.

From (80)–(83), we also have the following explicit expressions for the coefficient matrices:
\[
A_0(\tau) = \begin{pmatrix}
  u_1(\tau)v_1(\tau) + u_2(\tau)v_2(\tau) - \beta & -(u_1(\tau)v_1(\tau) + u_2(\tau)v_2(\tau) - \alpha - \beta)y(\tau) \\
  (u_1(\tau)v_1(\tau) + u_2(\tau)v_2(\tau) + \alpha - \beta)/y(\tau) & -u_1(\tau)v_1(\tau) - u_2(\tau)v_2(\tau) + \beta
\end{pmatrix},
\]

(85)

\[
A_1(\tau) = \begin{pmatrix}
  -u_1(\tau)v_1(\tau) & u_1(\tau)y(\tau) \\
  -u_1(\tau)v_1^2(\tau)/y(\tau) & u_1(\tau)v_1(\tau)
\end{pmatrix},
\]

(86)

\[
A_2(\tau) = \begin{pmatrix}
  -u_2(\tau)v_2(\tau) & u_2(\tau)y(\tau) \\
  -u_2(\tau)v_2^2(\tau)/y(\tau) & u_2(\tau)v_2(\tau)
\end{pmatrix},
\]

(87)

and

\[
B(\tau) = \frac{1}{\tau} \begin{pmatrix}
  0 & (-u_1(\tau)(v_1(\tau) - 1) - u_2(\tau)(v_2(\tau) - 1) + \alpha + \beta)y(\tau) \\
  (-u_1(\tau)v_1(\tau)(v_1(\tau) - 1) - u_2(\tau)v_2(\tau)(v_2(\tau) - 1) + \alpha - \beta))/y(\tau) & 0
\end{pmatrix}.
\]

(88)

The above formulas, together with the compatibility condition of (77), give us the coupled Painlevé V system in (34).

Remark 4. The above result shows that the associated coupled Painlevé V system is the same for \(0 \leq \gamma < 1\) and \(\gamma = 1\). Although the parameter \(\gamma\) does not appear explicitly in the differential system (34), properties of the solutions \(u_k(\tau)\) and \(v_k(\tau)\), \(k = 1, 2\), depend on the parameter \(\gamma\), such as the pole distribution and asymptotic behaviors. This is a general phenomenon for the Painlevé equations. For example, one may refer to Ref. [47, Sec. 1.1] for a discussion of the well-known homogeneous Painlevé II equation.

Besides the Lax pair above, the following relations play an important role in our future analysis.

**Proposition 2.** Let \(\Psi_0^{(k)}(\tau), \ k = 0, \pm 1\), be the functions defined in (71), (73), and (75), respectively. Then, we have the following relations among \(\Psi_0^{(k)}(\tau)\), the Hamiltonian \(H(\tau)\) defined in (84), and the function \(y(\tau)\) appearing in the coefficient matrices (85)–(87):

\[
y(\tau) = \begin{pmatrix}
  \Psi_0^{(0)}(\tau) \\
  \Psi_0^{(0)}(\tau)
\end{pmatrix}_{11},
\]

(89)

\[
\frac{d}{d\tau}(\tau H(\tau)) = -\frac{\gamma}{2\pi i} \left( e^{\pi i(\alpha-\beta)} \frac{d}{d\tau} \begin{pmatrix}
  \Psi_1^{(1)}(\tau) \\
  \Psi_1^{(1)}(\tau)
\end{pmatrix}_{21} + e^{-\pi i(\alpha-\beta)} \frac{d}{d\tau} \begin{pmatrix}
  \Psi_1^{(-1)}(\tau) \\
  \Psi_1^{(-1)}(\tau)
\end{pmatrix}_{21} \right).
\]

(90)

In addition, let us define

\[
d(\tau) := 2\alpha \begin{pmatrix}
  \Psi_0^{(0)}(\tau) \\
  \Psi_0^{(0)}(\tau)
\end{pmatrix}_{11} \begin{pmatrix}
  \Psi_0^{(0)}(\tau) \\
  \Psi_0^{(0)}(\tau)
\end{pmatrix}_{21}.
\]

(91)

Then, the following differential relations hold:

\[
\tau \frac{d}{d\tau} \ln y(\tau) = u_1(v_1 - 1)^2 + u_2(v_2 - 1)^2 + 2\beta,
\]

(92)

\[
\tau \frac{d}{d\tau} \ln d(\tau) = -u_1(v_1^2 - 1) - u_2(v_2^2 - 1) + 2\alpha.
\]

(93)
Proof. It is obvious from the explicit expression of $A_0(\tau)$ in (85) that

$$y(\tau) = \frac{(A_0(\tau))_{11} + \alpha}{(A_0(\tau))_{21}}. \quad (94)$$

Since $A_0(\tau)$ is related to $\Psi_0^{(0)}(\tau)$ via Equation (80), we get (89) from the above formula.

To derive (90), we first make use of the second equation in the Lax pair (77) to obtain

$$\frac{d}{d\tau} \psi_0^{(0)}(\tau) = B(\tau) \psi_0^{(0)}(\tau), \quad (95)$$

$$\frac{d}{d\tau} \psi_1^{(k)}(\tau) = \frac{1}{4} \left( \psi_0^{(k)}(\tau) \right)^{-1} \sigma_3 \psi_0^{(k)}(\tau), \quad k = 1, -1. \quad (96)$$

Next, with the differential equations in (34) and the Hamiltonian system (33), a straightforward computation gives us

$$\frac{d}{d\tau} (\tau H(\tau)) = -\frac{1}{2} (u_1(\tau)v_1(\tau) - u_2(\tau)v_2(\tau)) \quad (97)$$

$$= \frac{1}{2} (A_1(\tau))_{11} - \frac{1}{2} (A_2(\tau))_{11}, \quad (98)$$

where the explicit expressions of $A_1$ and $A_2$ in (86) and (87) are also used in the last equation. We note the following identities from (81), (82), and (96):

$$(A_1(\tau))_{11} = -\frac{ye^{\pi i(\alpha-\beta)}}{\pi i} \frac{d}{d\tau} \left( \psi_1^{(1)}(\tau) \right)_{21}, \quad (A_2(\tau))_{11} = \frac{ye^{-\pi i(\alpha-\beta)}}{\pi i} \frac{d}{d\tau} \left( \psi_1^{(-1)}(\tau) \right)_{21}. \quad (99)$$

Combining the above two formulas, we have (90).

The derivation of the differential system (92) and (93) is the same as that of Ref. [11, Eq. (2.28) & (2.30)]. This completes the proof of the proposition.

Proof. Equation (100) is the same as that in Ref. [1, Proposition 3]. The differential identity (101) is a straightforward computation with the aid of (33). This completes the proof.

The following differential identities of the Hamiltonian play a crucial role in the future derivation of the large gap asymptotics, especially the constant term.

**Proposition 3.** The Hamiltonian $H = H(u_1, u_2, v_1, v_2, \tau; \alpha, \beta, \gamma)$ is equivalent to the classical action up to a total differential

$$H = \left( u_1 \frac{dv_1}{d\tau} + u_2 \frac{dv_2}{d\tau} - H \right) + \frac{d}{d\tau} (\tau H + \alpha \ln d(\tau) - \beta \ln y(\tau) - 2(\alpha^2 - \beta^2) \ln \tau). \quad (100)$$

The Hamiltonian system implies the following differential formula for the classical action with respect to $\gamma$:

$$\frac{\partial}{\partial \gamma} \left( u_1 \frac{dv_1}{d\tau} + u_2 \frac{dv_2}{d\tau} - H \right) = \frac{\partial}{\partial \tau} \left( u_1 \frac{\partial v_1}{\partial \gamma} + u_2 \frac{\partial v_2}{\partial \gamma} \right). \quad (101)$$

Proof. Equation (100) is the same as that in Ref. [1, Proposition 3]. The differential identity (101) is a straightforward computation with the aid of (33). This completes the proof.
4.3 | Vanishing lemma

As mentioned in Remark 4, although the deforming parameter does not change the differential system and the Lax pair, the existence and asymptotics of solutions to the model RH problem is not trivial at all. We will first establish the existence of the solution via proving the vanishing lemma below, and then investigate their detailed asymptotics in Sections 6 and 7.

**Lemma 2.** For \( \alpha > -\frac{1}{2}, \beta \in i\mathbb{R}, \) and \( \tau \in i(0, +\infty), \) let \( \Psi(z; \tau) \) be a function satisfying the same problem as \( \Psi(z; \tau) \) in RH problem 2, except that the behavior at infinity is altered to be

\[
\hat{\Psi}(z; \tau) = O \left( \frac{1}{z} \right) z^{\frac{\tau}{4} \sigma_3}, \quad \text{as} \ z \to \infty.
\]

Then, we have \( \hat{\Psi}(z; \tau) \equiv 0. \)

**Proof.** We first normalize the behavior of \( \hat{\Psi}(z; \tau) \) at infinity and reduce the jump contour to the real line. For this purpose, we introduce a transformation as follows:

\[
\tilde{\Psi}^{(1)}(z; \tau) = \hat{\Psi}(z; \tau) e^{-\frac{1}{2} \pi i \beta \sigma_3 \varphi(z)} e^{\frac{\tau}{4} \sigma_3},
\]

where \( \varphi(z) \) is defined as

\[
\varphi(z) := z + \sqrt{z^2 - 1}, \quad z \in \mathbb{C} \setminus [-1, 1],
\]

and \( \sqrt{z^2 - 1} \) takes the principal branch. For \( x \in (-1, 1), \) we have \( \varphi_+(x) \varphi_-(x) = 1. \) Note that the branch of \( z^\beta \) is taken as in (70) such that \( \arg z \in (-\frac{\pi}{2}, \frac{3\pi}{2}). \) Then, we have an RH problem for \( \tilde{\Psi}^{(1)}(z; \tau) \) as follows.

**RH problem 3.**

(a) \( \tilde{\Psi}^{(1)}(z) = \tilde{\Psi}^{(1)}(z; \tau) \) is analytic for \( z \in \mathbb{C} \setminus \mathbb{R}. \)

(b) For \( x \in \mathbb{R}, \) we have

\[
\tilde{\Psi}_+^{(1)}(x) = \tilde{\Psi}_-^{(1)}(x) \tilde{f}(x)
\]
with

\[
\hat{f}(x) = \begin{cases}
0 & \text{if } x > 1, \\
 e^{-\pi i \alpha} \varphi(x) e^{\frac{1}{2} \tau x} & \text{if } 0 < x < 1, \\
 e^{\pi i \alpha} e^{-\frac{1}{2} \tau x} & \text{if } -1 < x < 0, \\
 e^{\pi i |\varphi(x)|} e^{\frac{1}{2} \tau x} & \text{if } x < -1,
\end{cases}
\]

(106)

where \( \alpha > -\frac{1}{2}, \beta \in i \mathbb{R} \) and \( \tau \in -i (0, +\infty) \).

(c) When \( z \to \infty \), we have

\[
\hat{\Psi}(1)(z) = O \left( \frac{1}{z} \right).
\]

(107)

(d) When \( z \to 0 \) and \( \text{Im} \, z > 0 \), we have

\[
\hat{\Psi}(1)(z) = O(1)z^{\alpha \sigma_3}
\begin{cases}
1 & \text{if } 2 \alpha \not\in \mathbb{N}, \\
(1 - \gamma) \sin(\alpha + \beta) \pi \sin 2 \alpha \pi & \text{if } 2 \alpha \in \mathbb{N},
\end{cases}
\]

(108)

The behavior for \( \text{Im} \, z < 0 \) can be obtained via the jump condition (105).

(e) When \( z \to \pm 1 \), we have

\[
\Psi(1)(z) = O(\ln(z \pm 1)).
\]

(109)

Next, let us introduce

\[
Q(z) := \hat{\Psi}(1)(z) \left( \hat{\Psi}(1)(\bar{z}) \right)^*, \quad z \in \mathbb{C} \setminus \mathbb{R},
\]

(110)

where \((\cdot)^*\) represents the Hermitian conjugate. Consider the following integral:

\[
\int_{\mathbb{R}} [Q_+(x) + (Q_+(x))^*]dx = \int_{\mathbb{R}} \left[ \hat{\Psi}_+^{(1)}(x) \left( (J^{-1}(x))^* + J^{-1}(x) \right) \left( \hat{\Psi}_+^{(1)}(x) \right)^* \right] dx.
\]

(111)
Since \( \varphi_+(x) = \overline{\varphi_-(x)} = e^{i\beta(x)} \) for \( x \in (-1, 1) \) with \( \theta(x) = \arg \varphi_+(x) \), then the second term in the above integrand reduces to

\[
(j^{-1}(x))^* + j^{-1}(x) = \begin{cases} 
(2 0), & x < -1, \ x > 1, \\
(2(1 - \gamma)e^{-2\theta(x)i\beta} 0), & -1 < x < 1.
\end{cases}
\]  

(112)

We will show that the integral in (111) actually equals 0. Let us first consider the possible singularity at \( x = \pm 1 \) and \( x = 0 \). It is easy to see from (109) that the integral is convergent at \( x = \pm 1 \). Near \( x = 0 \), as \( \theta(0) \) is bounded, it is readily seen from (108) and the above formula that, as \( x \to 0 \),

\[
\Psi_+(1)(x) \left( (j^{-1}(x))^* + j^{-1}(x) \right) \left( \Psi_+(1)(x) \right)^* = \begin{cases} 
O(x^{2\alpha}), & 2\alpha \notin \mathbb{N}, \\
O(x^{2\alpha} \ln^2 x), & 2\alpha \in \mathbb{N}.
\end{cases}
\]  

(113)

Since \( \alpha > -\frac{1}{2} \), the above estimation implies that the integral (111) converges at \( x = 0 \) as well. Last, due to the large-\( z \) behavior in (107), the integrand is \( O(1/x^2) \) as \( x \to \pm \infty \). Therefore, we have

\[
\int_{\mathbb{R}} \left[ \Psi_+(1)(x) \left( (j^{-1}(x))^* + j^{-1}(x) \right) \left( \Psi_+(1)(x) \right)^* \right] dx = 0.
\]  

(114)

Next, we substitute (112) into the above formula to get

\[
2 \int_{-1}^{1} \left( \frac{|\Psi(1)_{11,+}(x)|^2}{\Psi(1)_{11,+}(x)\Psi(1)_{21,+}(x)} \right) \left( \frac{\Psi(1)_{11,+}(x)\bar{\Psi}(1)_{11,+}(x)}{|\Psi(1)_{11,+}(x)|^2} \right) dx + 2 \int_{-\infty}^{1} \left( \frac{|\Psi(1)_{11,+}(x)|^2}{\Psi(1)_{11,+}(x)\Psi(1)_{21,+}(x)} \right) \left( \frac{\Psi(1)_{11,+}(x)\bar{\Psi}(1)_{21,+}(x)}{|\Psi(1)_{21,+}(x)|^2} \right) dx
\]

\[
+ 2(1 - \gamma) \int_{-1}^{1} e^{-2\theta(x)i\beta} \left( \frac{|\Psi(1)_{11,+}(x)|^2}{\Psi(1)_{11,+}(x)\Psi(1)_{21,+}(x)} \right) \left( \frac{\Psi(1)_{11,+}(x)\bar{\Psi}(1)_{21,+}(x)}{|\Psi(1)_{21,+}(x)|^2} \right) dx = 0.
\]  

(115)

Recall that \( \beta \in i\mathbb{R} \), and the factor \( e^{-2\theta(x)i\beta} \) is always positive. Then, we have from the above formula that \( \Psi(1)_{11,+}(x) = \bar{\Psi}(1)_{21,+}(x) = 0 \) for \( x \in \mathbb{R} \). As a consequence, we conclude that the first column \( \Psi(1)_{11,+}(z) = \bar{\Psi}(1)_{21,+}(z) = 0 \) for \( \text{Im} \ z > 0 \) by analytic continuation. With the jump conditions (105), it is easy to see that entries of the second column \( \Psi(1)_{12,+}(z) \) and \( \Psi(1)_{22,+}(z) \) also vanish for \( \text{Im} \ z < 0 \) via a similar argument.

To show that the other entries also vanish, we introduce the following auxiliary scalar functions:

\[
g_k(z) = \begin{cases} 
- (\bar{\Psi}(1)(z))_{k2} e^{-\frac{rz}{4} \varphi(z)^2} e^{-\frac{\pi i\alpha}{2}}, & \text{Im} \ z > 0, \\
(\bar{\Psi}(1)(z))_{k1} e^{\frac{rz}{4}}, & \text{Im} \ z < 0,
\end{cases}
\]  

(116)

for \( k = 1, 2 \). One can see from (105) that \( g_k(z) \) is analytic for \( z \notin (-\infty, 1] \). Moreover, based on the large-\( z \) behavior (107), we have \( g_k(z) = O(e^{-|r z|/4}) \) for pure imaginary \( z \). According to Carlson’s theorem, we conclude that \( g_k(z) = 0 \) for \( k = 1, 2 \). This guarantees that the first and second columns of \( \bar{\Psi}(1)(z) \) vanish for \( \text{Im} \ z < 0 \) and \( \text{Im} \ z > 0 \), respectively.
This finishes the proof of the vanishing lemma.

By a standard analysis\textsuperscript{33,48,49}, the following proposition is an immediate consequence of the vanishing lemma, which gives us the existence of the unique solution for the model RH problem for $\Psi(z; \tau)$ and the associated Hamiltonian $H(\tau)$ in (84).

**Proposition 4.** For $\alpha > -\frac{1}{2}$, $\beta \in i\mathbb{R}$ and $\tau \in -i(0, +\infty)$, there exists a unique solution to the RH problem 2 for $\Psi(z; \tau)$. Moreover, the Hamiltonian $H(\tau)$ in (84) is pole-free for $\tau \in -i(0, +\infty)$.

5 | ASYMPTOTIC ANALYSIS OF THE RH PROBLEM FOR $Y(z)$

Now, we are ready to perform a Deift–Zhou nonlinear steepest descent analysis to derive asymptotics of $Y(z)$ as $n \to \infty$ and $nt$ is bounded. The first three steps in the analysis are the same as those in Ref. [50, Sec. 4], while the fourth step involves a local parametrix construction in terms of the function $\Psi(z; \tau)$ given in the previous section.

5.1 | Normalization

To normalize the large-$z$ asymptotics of $Y$ in (58), we simply introduce the first transformation as follows:

$$T(z) = \begin{cases} Y(z)z^{-n\sigma_3}, & |z| > 1, \\ Y(z), & |z| < 1. \end{cases}$$

(117)

It is straightforward to check that $T(z)$ satisfies the following RH problem.

**RH problem 4.**

(a) $T(z)$ is analytic in $\mathbb{C} \setminus C$.

(b) $T(z)$ satisfies the jump condition

$$T_+(z) = T_-(z) \begin{pmatrix} z^n w(z; t) \\ 0 \\ 0 \end{pmatrix}, \quad z \in C.$$ 

(118)

(c) As $z \to \infty$, we have

$$T(z) = I + O\left(\frac{1}{z}\right).$$

(119)

(d) As $z \to z_i$, $i = 1, 2$, we have

$$T(z) = \begin{pmatrix} O(1) & O(\ln|z - z_i|) \\ O(1) & O(\ln|z - z_i|) \end{pmatrix}.$$ 

(120)
5.2 Opening of the lens

For \( z = e^{i\theta} \in C \), the diagonal entries in (118) are highly oscillatory as \( n \to \infty \), which is not suitable for us to derive the large-\( n \) asymptotics. A standard approach is to conduct contour deformation in the complex plane, such that the oscillatory jump matrix is transformed to new ones, which are either \( n \)-independent or tending to the identity matrix as \( n \to \infty \). In our case, based on the factorization

\[
\begin{pmatrix}
  z^n w(z) \\
  0 
\end{pmatrix} = \begin{pmatrix}
  1 & 0 \\
  z^{-n}w(z)^{-1} & 1
\end{pmatrix} \begin{pmatrix}
  0 & w(z) \\
  -w(z)^{-1} & 0
\end{pmatrix} \begin{pmatrix}
  1 & 0 \\
  z^n w(z)^{-1} & 1
\end{pmatrix},
\]

we define the second transformation as

\[
S(z) = \begin{cases}
  T(z) \begin{pmatrix}
  1 & 0 \\
  z^{-n}w(z)^{-1} & 1
\end{pmatrix}, & z \in \Omega_E, \\
  T(z) \begin{pmatrix}
  1 & 0 \\
  -z^n w(z)^{-1} & 1
\end{pmatrix}, & z \in \Omega_I, \\
  T(z), & \text{otherwise},
\end{cases}
\]

where \( \Omega_E \) and \( \Omega_I \) denote regions outside and inside unit circle, respectively; see Figure 2 for an illustration. Then, \( S(z) \) satisfies the following RH problem.

RH problem 5.

(a) \( S(z) \) is analytic in \( C \setminus \{C \cup \Sigma_E \cup \Sigma_I\} \); see Figure 2.
(b) \( S(z) \) satisfies the jump condition

\[
S_+(z) = S_-(z)J_S(z), \quad z \in C \cup \Sigma_E \cup \Sigma_I,
\]
where

\[
J_S(z) = \begin{cases} 
  \begin{pmatrix} 1 & 0 \\ z^{-n}\bar{w}(z)^{-1} & 1 \end{pmatrix}, & z \in \Sigma_E, \\
  \begin{pmatrix} 1 & 0 \\ z^n\bar{w}(z)^{-1} & 1 \end{pmatrix}, & z \in \Sigma_I, \\
  \begin{pmatrix} 0 & \bar{w}(z) \\ -\bar{w}(z)^{-1} & 0 \end{pmatrix}, & z \in C_t, \\
  \begin{pmatrix} z^n (1 - \gamma)\bar{w}(z) \\ 0 & z^{-n} \end{pmatrix}, & z \in C \setminus C_t,
\end{cases}
\] (124)

and \( \bar{w}(z) \) is defined in (54). For convenience, we denote the jump matrices on \( \Sigma_E, \Sigma_I \) as \( J_{S,E}, J_{S,I} \), respectively.

(c) As \( z \to \infty \), we have

\[
S(z) = I + O \left( \frac{1}{z} \right). 
\] (125)

(d) As \( z \to z_i, \ i = 1, 2 \), we have

\[
S(z) = \begin{pmatrix} O(1) & O(\ln(z - z_i)) \\ O(1) & O(\ln(z - z_i)) \end{pmatrix}. 
\] (126)

5.3 Global parametrix

As \( |z| > 1 \) on \( \Sigma_E \) and \( |z| < 1 \) on \( \Sigma_I \), it is obvious that both \( J_{S,E}(z) \) and \( J_{S,I}(z) \) tend to the identity matrix when \( n \to \infty \). Although the endpoints \( z_1 = e^{it} \) and \( z_2 = e^{i(2\pi - t)} \) shrink to 1 when \( nt \) is bounded, we are led to a global parametrix for \( P^{(\infty)}(z) \) that only possesses jump on the unit circle.

**RH problem 6.**

(a) \( P^{(\infty)}(z) \) is analytic in \( \mathbb{C} \setminus C \).

(b) \( P^{(\infty)}(z) \) satisfies the jump condition

\[
P_+^{(\infty)}(z) = P_-^{(\infty)}(z) \begin{pmatrix} 0 & \bar{w}(z) \\ -\bar{w}(z)^{-1} & 0 \end{pmatrix}, \quad z \in C,
\] (127)

with \( \bar{w}(z) \) given in (54).

(c) As \( z \to \infty \), we have

\[
P^{(\infty)}(z) = I + O \left( \frac{1}{z} \right). 
\] (128)
The above RH problem can be solved explicitly with the solution given by (cf. Ref. [11, Eq. (6.12)])

\[ P^{(\infty)}(z) = \begin{cases} \frac{z-1}{z}^{(\beta-\alpha)\sigma_3}, & |z| > 1, \\ (z-1)^{(\beta+\alpha)\sigma_3}e^{-\pi i(\alpha+\beta)\sigma_3} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, & |z| < 1, \end{cases} \]  

(129)

where the branch of \( z^{\alpha-\beta} \) is taken along \([0, +\infty)\) such that \( \arg z \in (0, 2\pi) \), and the branches of \((z-1)^{\alpha+\beta}\) and \((z-1)^{\beta-\alpha}\) are taken along \([1, +\infty)\) such that \( \arg(z-1) \in (0, 2\pi) \).

### 5.4 Local parametrix

Since the jump of \( S(z) \) on \( C \setminus C_t \) has been ignored in the global parametrix construction, \( P^{(\infty)}(z) \) clearly cannot approximate \( S(z) \) when \( z \) is close to the endpoints \( z_1 \) and \( z_2 \). Note that both \( z_1 \) and \( z_2 \) belong to a neighborhood \( U(1, \delta) = \{z : |z - 1| < \delta\} \) of \( z = 1 \), with \( \delta \) small but fixed. Therefore, we look for a function \( P^{(1)}(z) \) satisfying the following RH problem in \( U(1, \delta) \).

**RH problem 7.**

(a) \( P^{(1)}(z) \) is analytic in \( U(1, \delta) \setminus \{C \cup \Sigma E \cup \Sigma I\} \); see Figure 2 for the contours.

(b) \( P^{(1)}(z) \) satisfies the jump condition

\[ P^{(1)}_+(z) = P^{(1)}_-(z)J_S(z), \quad z \in U(1, \delta) \cap \{C \cup \Sigma E \cup \Sigma I\}, \]  

(130)

where \( J_S(z) \) is given in (124).

(c) As \( n \to \infty \), we have the matching condition

\[ P^{(1)}(z) = \left( I + O\left(\frac{1}{n}\right) \right) P^{(\infty)}(z), \quad z \in \partial U(1, \delta). \]  

(131)

We solve the above RH problem explicitly in terms of the model RH problem 2 for \( \Psi \). First, let us introduce the following conformal mapping near \( z = 1 \):

\[ \zeta(z) := e^{\frac{\pi i}{2t} \ln z}, \quad z \in U(1, \delta), \]  

(132)

where the principal branch of \( \ln z \) is taken. Clearly, we have \( \zeta(z_1) = 1 \) and \( \zeta(z_2) = -1 \).
Lemma 3. Let $\Psi(z; \tau)$ be the solution to RH problem 2 with properties specified in Proposition 4. Then, the solution to RH problem 7 is given by

$$P^{(1)}(z) = E(z)\Psi(\zeta(z); -2int)z^\frac{n}{2}$$

(133)

where the principal branch of $z^n$ is taken. The prefactor $E(z)$ is an analytic function in $U(1, \delta)$ and defined as

$$E(z) = z^{\frac{\alpha - \beta}{2}}\left(\frac{\zeta(z)}{z - 1}\right)^{-\beta\sigma_3} \left\{ \begin{array}{ll}
-\beta\sigma_3 & , \text{Im } z > 0, \\
\alpha\sigma_3 & , \text{Im } z < 0,
\end{array} \right. \left(\begin{array}{c}
0 \\
1 \negmedspace 0
\end{array}\right)$$

(134)

where the branch of $z^{\frac{\alpha - \beta}{2}}$ is taken along $[0, \infty)$ such that $\arg z \in (0, 2\pi)$, and the principal branch of $(\cdot)^{-\beta}$ is taken.

Proof. The analyticity of $E(z)$ has been proved in Ref. [11, Proposition 6]. Next, let us verify the jump condition of $P^{(1)}(z)$. For $z \in C \setminus C_t$ and $\text{Im } z > 0$, it follows from in (132) that $0 < \zeta(z) < 1$. Note that $\tilde{w}(z)$ is analytic on $C$; see its definition in (54). Then, we have from (68) and (133) that

$$\left( P^{(1)}(z) \right)^{-1} P_+^{(1)}(z) = \left( \begin{array}{c}
0 \\
1 \negmedspace 0
\end{array}\right) \tilde{w}(z)^{-\frac{\sigma_3}{2}}z^{-\frac{1}{2}(\alpha - \beta)\pi i\sigma_3}z^{-\frac{n}{2}}\left(\begin{array}{c}
0 \\
-\pi i(\alpha - \beta)
\end{array}\right)z^{\frac{1}{2}}e^{\frac{n}{2}(\alpha - \beta)\pi i\sigma_3}\tilde{w}(z)^{\frac{\sigma_3}{2}} = \left( \begin{array}{c}
z^n (1 - \gamma)\tilde{w}(z) \\
0 \negmedspace z^{-n}
\end{array}\right),$$

which matches the jump of $S(z)$ for $z \in C \setminus C_t$ in (124). When $z$ belongs to the remaining contours of $U(1, \delta) \cap \{ \Sigma_E \cup \Sigma_I \cup C \}$, the jump condition can be verified in a similar way.

Finally, let us verify the matching condition (131). As $nt$ is bounded when $n \to \infty$, one can see $\zeta(z) = O(n)$ for $z \in \partial U(1, \delta)$. When $|z| > 1$ and $\text{Im } z > 0$, it follows from (70), (133), and (134) that

$$P^{(1)}(z)(P^{(\infty)}(z))^{-1} = E(z)\left( I + O\left( \frac{1}{n} \right) \right)\left( \begin{array}{c}
0 \\
1 \negmedspace 0
\end{array}\right) \tilde{w}(z)^{-\frac{\sigma_3}{2}} \left( P^{(\infty)}(z) \right)^{-1}.$$  

(135)

With the definition of $P^{(\infty)}(z)$ in (129), we have

$$\left( \begin{array}{c}
0 \\
1 \negmedspace 0
\end{array}\right) \tilde{w}(z)^{-\frac{\sigma_3}{2}} \left( P^{(\infty)}(z) \right)^{-1} = E^{-1}(z).$$  

(136)
Although $E(z)$ depends on $t$, one can see $E(z) = O(1)$ as $n \to \infty$ and $nt$ bounded because $\beta$ is a pure imaginary parameter. This justifies the matching condition (131) when $|z| > 1$ and $\text{Im} \ z > 0$. For $z$ in other sectors, the verification is similar. This completes our proof.

5.5 | Final transformation

Let us define the final transformation as

$$
R(z) = \begin{cases} 
S(z)(P^{(\infty)}(z))^{-1}, & |z - 1| > \delta, \\
S(z)(P^{(1)}(z))^{-1}, & |z - 1| < \delta.
\end{cases}
$$

(137)

It is easy to see that $R(z)$ satisfies the following RH problem.

**RH problem 8.**

(a) $R(z)$ is analytic in $\mathbb{C} \setminus \Sigma_R$, where $\Sigma_R$ is illustrated in Figure 3.

(b) $R(z)$ satisfies the jump condition

$$
R_+(z) = R_-(z)J_R(z), \quad z \in \Sigma_R,
$$

(138)

where

$$
J_R(z) = \begin{cases} 
P^{(1)}(z)(P^{(\infty)}(z))^{-1}, & |z - 1| = \delta, \\
P^{(\infty)}(z)J_{S,E}(z)(P^{(\infty)}(z))^{-1}, & z \in \Sigma_E, |z - 1| > \delta, \\
P^{(\infty)}(z)J_{S,I}(z)(P^{(\infty)}(z))^{-1}, & z \in \Sigma_I, |z - 1| > \delta.
\end{cases}
$$

(139)

(c) As $z \to \infty$, we have

$$
R(z) = I + O\left(\frac{1}{z}\right).
$$

(140)
For \( z \in \Sigma_{E,I} \) and \( |z - 1| > \delta \), one can readily see from (124), (129), and (139) that there exists a positive constant \( c > 0 \) such that

\[
J_R(z) = I + O(e^{-cn}), \quad n \to \infty.
\] (141)

For \( |z - 1| = \delta \), we have from the matching condition (131) that

\[
J_R(z) = I + O\left(\frac{1}{n}\right).
\] (142)

Therefore, RH problem 8 is a small norm problem when \( n \) is large. By a standard argument for RH problems\(^{51}\), we conclude that \( R \) exists for sufficiently large \( n \) and has the following asymptotics:

\[
R(z) = I + O\left(\frac{1}{n}\right), \quad \frac{d}{dz}R(z) = O\left(\frac{1}{n}\right),
\] (143)
as \( n \to \infty \), uniformly for \( z \in \mathbb{C} \setminus \Sigma_R \).

This finishes the steepest descent analysis for RH problem 1 for \( Y \).

5.6  The Toeplitz determinant and the Hamiltonian

Let us conclude this section by establishing a relation between the logarithmic derivative of the Toeplitz determinant \( D_n(t) \) and the Hamiltonian \( H(\tau) = H(\tau; \alpha, \beta) \) in (31) when \( n \) is large enough.

Tracing back the transformations \( Y(z) \mapsto T(z) \mapsto S(z) \mapsto R(z) \) in (117), (122), and (137), we have

\[
Y(z) = R(z)E(z)\Psi(\zeta(z); -2int)e^{\pm \frac{1}{2}(\alpha - \beta)\pi i \sigma_3} z^{\frac{n}{2} \sigma_3} \tilde{w}(z)^{-\frac{n}{2}}, \quad \pm \text{Im} z > 0
\] (144)

for \( |z| < 1 \) and \( z \in U(1, \delta) \). With the explicit formula for \( E(z) \) in (134) and the approximation in (143), as \( n \to \infty \), we get

\[
\left( Y^{-1}(z) \frac{d}{dz} Y(z) \right)_{21} = z^{n-1} i \tilde{w}(z) e^{\pm(\alpha - \beta)\pi i} \left( \Psi^{-1}(\zeta) \frac{d}{d\zeta} \Psi(\zeta) \right)_{21} + O(1), \quad \pm \text{Im} z > 0.
\] (145)

Substituting above equation into the differential identity (62), we have, as \( n \to \infty \),

\[
\frac{d}{dt} \ln D_n(t) = -\gamma e^{(\alpha - \beta)\pi i} \frac{2\pi it}{2\pi it} \lim_{\zeta \to -1} \left( (\Psi_+(\zeta))^{-1} \frac{d}{d\zeta} \Psi_+(\zeta) \right)_{21} + O(1)
\]

\[
= -\gamma e^{-(\alpha - \beta)\pi i} \frac{2\pi it}{2\pi it} \lim_{\zeta \to -1} \left( (\Psi_+(\zeta))^{-1} \frac{d}{d\zeta} \Psi_+(\zeta) \right)_{21} + O(1)
\]

\[
= -\gamma \frac{2\pi it}{2\pi it} \left( e^{(\alpha - \beta)\pi i} \Psi_1^{(1)}(-2int) + e^{-(\alpha - \beta)\pi i} \Psi_1^{(-1)}(-2int) \right)_{21} + O(1),
\] (146)

where \( \Psi_1^{(1)}(\cdot) \) and \( \Psi_1^{(-1)}(\cdot) \) are functions given by the local behaviors of \( \Psi(z; \tau) \) as \( z \to \pm 1 \); see (73) and (75). As \( \tau = -2int \), recalling the relation among \( H(\tau), \Psi_1^{(1)}(\tau), \) and \( \Psi_1^{(-1)}(\tau) \) in (90), we have
from the above formula

\[
\frac{d}{dt} \ln D_n(t) = -2i\ln H(\tau) + n\mathcal{L} + O(1), \quad n \to \infty,
\]

(147)

uniformly for \(nt\) bounded, with the constant \(\mathcal{L}\) given by

\[
\mathcal{L} := 2i \lim_{\tau \to 0+} \frac{1}{\tau} \left[ \pi H(\tau) + \gamma \frac{1}{2\pi i} \left( e^{\pi i(\alpha - \beta)} \left( \Psi_1^{(1)}(\tau) \right)_{21} + e^{-\pi i(\alpha - \beta)} \left( \Psi_1^{(-1)}(\tau) \right)_{21} \right) \right].
\]

(148)

The existence of the above limit will be established in Section 8.

6 ASYMPTOTIC ANALYSIS OF THE MODEL RH PROBLEM AS \(i\tau \to +\infty\)

To obtain our final asymptotics for the deformed Fredholm determinant, we need asymptotics of \(H(\tau)\) as \(i\tau \to +\infty\) and \(i\tau \to 0^+\); see the relation among \(\det(I - \gamma K_s^{(\alpha, \beta)})\), \(D_n(t)\), and \(H(\tau)\) in (52) and (147). Based on (84), this can be done by performing the steepest descent analysis for the model RH problem for \(\Psi(z; \tau)\) as \(i\tau \to +\infty\) and \(i\tau \to 0^+\). Besides, to determine the constant term, asymptotics of the functions \(u_k(\tau), v_k(\tau), k = 1, 2\), are also needed. In the present section, we will consider the case when \(i\tau \to +\infty\).

6.1 Normalization

We first normalize the behavior of \(\Psi(z; \tau)\) at infinity with the transformation below

\[
A(z) = \Psi(z; \tau) e^{-\frac{z^2}{4\sigma^3}}.
\]

(149)

Then, \(A(z)\) satisfies the following RH problem.

RH problem 9.

(a) \(A(z)\) is analytic on \(z \in \mathbb{C} \setminus \bigcup_{i=1}^7 \Sigma_i\), where the oriented contours are the same as those shown in Figure 1.

(b) \(A(z)\) satisfies the jump condition

\[
A_+(z) = A_-(z) J_A(z), \quad z \in \bigcup_{i=1}^7 \Sigma_i,
\]

(150)
where

\[
J_A(z) = \begin{cases} 
\begin{pmatrix} 1 & 0 \\ e^{-\pi i (\alpha - \beta)} e^{-\frac{\tau z}{2}} & 1 \end{pmatrix}, & z \in \Sigma_1, \\
\begin{pmatrix} 1 & 0 \\ e^{\pi i (\alpha - \beta)} e^{-\frac{\tau z}{2}} & 1 \end{pmatrix}, & z \in \Sigma_2, \\
\begin{pmatrix} 1 - e^{-\pi i (\alpha - \beta)} e^{\frac{\tau z}{2}} \\ 0 & 1 \end{pmatrix}, & z \in \Sigma_3, \\
e^{2\pi i \beta z}, & z \in \Sigma_4, \\
\begin{pmatrix} 1 - e^{\pi i (\alpha - \beta)} e^{\frac{\tau z}{2}} \\ 0 & 1 \end{pmatrix}, & z \in \Sigma_5, \\
e^{-\pi i (\alpha - \beta)} e^{-\frac{\tau z}{2}} & \begin{pmatrix} 1 - \gamma \\ 1 - \gamma \end{pmatrix}, & z \in \Sigma_6, \\
e^{\pi i (\alpha - \beta)} e^{\frac{\tau z}{2}} & \begin{pmatrix} 1 - \gamma \\ 1 - \gamma \end{pmatrix}, & z \in \Sigma_7.
\end{cases}
\]

(151)

For convenience, we denote the jump matrices as \(J_{A,i}\) on \(\Sigma_i\).

(c) As \(z \to \infty\), we have

\[
A(z) = \left( I + O\left(\frac{1}{z}\right) \right) z^{-\beta \sigma_3},
\]

(152)

where the branch of \(z^\beta\) is taken as (70) such that \(\arg z \in \left( -\frac{\pi}{2}, \frac{3\pi}{2} \right)\).

(d) The local behaviors of \(A(z)\) near \(\pm 1, 0\) are the same as \(\Psi(z; \tau)\); cf. (71), (73), and (75).

6.2 Opening of the lens

As \(i \tau \to +\infty\), the factors \(e^{-\frac{\tau z}{2}}\) and \(e^{\frac{\tau z}{2}}\) in \(J_{A,6}(z)\) and \(J_{A,7}(z)\) are highly oscillatory for \(z \in (-1, 1)\), namely, \(z \in \Sigma_6 \cup \Sigma_7\). To eliminate the highly oscillatory terms, we deform contours near \((-1, 1)\) by opening lens. This is based on the observation that both \(J_{A,6}(z)\) and \(J_{A,7}(z)\) can be factorized as

\[
J_{A,6}(z) = \begin{pmatrix} 1 - e^{\pi i (\alpha - \beta)} e^{\frac{\tau z}{2}} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ e^{-\pi i (\alpha - \beta)} e^{-\frac{\tau z}{2}} & 1 \end{pmatrix},
\]

(153)

\[
J_{A,7}(z) = \begin{pmatrix} 1 - e^{-\pi i (\alpha - \beta)} e^{\frac{\tau z}{2}} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ e^{\pi i (\alpha - \beta)} e^{-\frac{\tau z}{2}} & 1 \end{pmatrix},
\]

(154)
From the above decomposition, the second transformation is defined as

\[
B(z) = A(z) \begin{cases} 
1 & \text{if } z \in \Omega_6, \\
\left( \frac{1}{1 - \gamma} \right) e^{-\pi i (\alpha - \beta)} e^{-\frac{rz}{2}} & \text{if } z \in \Omega_7, \\
\left( \frac{1}{1 - \gamma} \right) e^{\pi i (\alpha - \beta)} e^{\frac{rz}{2}} & \text{if } z \in \Omega_8, \\
\left( \frac{1}{1 - \gamma} \right) e^{-\pi i (\alpha - \beta)} e^{-\frac{rz}{2}} & \text{if } z \in \Omega_9, \\
I, & \text{otherwise,}
\end{cases}
\]

where the regions $\Omega_i$, $i = 6, 7, 8, 9$, are depicted in Figure 4.

It is straightforward to verify that $B(z)$ satisfies the following RH problem.

**RH problem 10.**

(a) $B(z)$ is analytic for $z \in \mathbb{C} \setminus \{ \cup_{i=1}^{11} \Sigma_i \}$, where the oriented contours are shown in Figure 4.

(b) $B(z)$ satisfies the following jump condition:

\[
B_+(z) = B_-(z)J_B(z), \quad z \in \cup_{i=1}^{11} \Sigma_i,
\]
where

\[
J_B(z) = \begin{cases}
\begin{pmatrix}
1 & 0 \\
\frac{1}{1-\gamma} e^{-\pi i (\alpha - \beta)} e^{-\frac{rz}{2}} & 1 \\
1 - \frac{1}{1-\gamma} e^{\pi i (\alpha - \beta)} e^{\frac{rz}{2}} & 1
\end{pmatrix}, & z \in \Sigma_8, \\
\begin{pmatrix}
1 & 0 \\
\frac{1}{1-\gamma} e^{\pi i (\alpha - \beta)} e^{-\frac{rz}{2}} & 1 \\
1 - \frac{1}{1-\gamma} e^{-\pi i (\alpha - \beta)} e^{\frac{rz}{2}} & 1
\end{pmatrix}, & z \in \Sigma_9, \\
\begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}, & z \in \Sigma_{10}, \\
\begin{pmatrix}
1 & 0 \\
0 & 1 - \gamma
\end{pmatrix}, & z \in \Sigma_6 \cup \Sigma_7
\end{cases}
\]

(157)

(c) As \( z \to \infty \), we have

\[
B(z) = \left( I + O\left(\frac{1}{z}\right) \right) z^{-\beta \sigma_3}.
\] (158)

(d) The local behaviors of \( B(z) \) near \( \pm 1, 0 \) are the same as \( \Psi(z; \tau) \); cf. (71), (73), and (75).

6.3 Global parametrix

As \( i \tau \to +\infty \), the factors \( e^{-\frac{rz}{2}} \) and \( e^{\frac{rz}{2}} \) are exponentially small when \( z \) in upper and lower half plane, respectively. Therefore, all the jump matrices of \( B(z) \) decay to the identity matrix exponentially as \( i \tau \to +\infty \), except the ones on \( \Sigma_4, \Sigma_6, \Sigma_7 \). So, we focus on the remaining jumps on \( \Sigma_4 \cup \Sigma_6 \cup \Sigma_7 \) and consider the following RH problem for \( B^{(\infty)}(z) \).

RH problem 11.

(a) \( B^{(\infty)}(z) \) is analytic for \( z \in \mathbb{C} \setminus \{(-1,1) \cup \Sigma_4\} \).

(b) \( B^{(\infty)}(z) \) satisfies the jump condition

\[
B^{(\infty)}_+(z) = B^{(\infty)}_-(z) \begin{cases}
\begin{pmatrix}
1 & 0 \\
1-\gamma & 0
\end{pmatrix}, & z \in (-1,1), \\
e^{2\pi i \beta \sigma_3}, & z \in \Sigma_4.
\end{cases}
\] (159)

(c) When \( z \to \infty \), we have

\[
B^{(\infty)}(z) = \left( I + O\left(\frac{1}{z}\right) \right) z^{-\beta \sigma_3},
\] (160)
where the branch of $z^\beta$ is taken along the negative imaginary axis such that $\text{arg} \, z \in \left(-\frac{\pi}{2}, \frac{3\pi}{2}\right)$.

**Lemma 4.** With the constant $c$ defined in (13), the solution to above RH problem is explicitly given as

$$B^{(\infty)}(z) = \left(\frac{z + 1}{z - 1}\right)^{i\sigma_3} \frac{1}{z^\beta} \sigma_3,$$

where the branch for $z^\beta$ is taken such that $\text{arg} \, z \in (-\frac{\pi}{2}, \frac{3\pi}{2})$ and the principal branch of $\left(\frac{z + 1}{z - 1}\right)^{ic\sigma_3}$ is taken.

**Proof.** Based on the branches chosen above, it is easy to see that, for $z \in (-1, 1)$,

$$\left(B_{-}^{(\infty)}(z)\right)^{-1} B_{+}^{(\infty)}(z) = \left(\frac{z + 1}{z - 1}\right)^{-i\sigma_3} \left(\frac{z + 1}{z - 1}\right)^{i\sigma_3} = e^{2\pi i \sigma_3} = \begin{pmatrix} 1 & 0 \\ 1 - \gamma & 0 \end{pmatrix},$$

and

$$\left(B_{-}^{(\infty)}(z)\right)^{-1} B_{+}^{(\infty)}(z) = z^{-z^\beta} \frac{1}{z^\beta} = e^{2\pi i \beta \sigma_3}, \quad z \in \Sigma_4.$$  

Therefore, the jump condition (b) is verified. Conditions (a), (c) directly follow from the definition of $B^{(\infty)}(z)$. This completes our proof. 

The global parametrix $B^{(\infty)}(z)$ fails to approximate $B(z)$ near the endpoints $\pm 1$ and $0$. In the coming three subsections, we will construct the local parametrices near these endpoints separately. It turns out that all of them are given in terms of the confluent hypergeometric parametrix $\Phi(\zeta; a, b)$ in Appendix A, with different parameters $a$ and $b$.

### 6.4 Local parametrix at 1

Let $U(z_0, \delta)$ be an open disc centered at $z_0$ with fixed radius $\delta$. We look for a function $B^{(1)}(z)$ satisfying an RH problem in $U(1, \delta)$ as follows.

**RH problem 12.**

(a) $B^{(1)}(z)$ is analytic in $U(1, \delta) \setminus \cup \Sigma_i, \ i = 1, 5, 6, 8, 9$; see Figure 4 for the contours.

(b) $B^{(1)}(z)$ satisfies the following jump condition:

$$B^{(1)}_+(z) = B^{(1)}_-(z) J_B(z), \quad z \in U(1, \delta) \cap \cup \Sigma_i, \ i = 1, 5, 6, 8, 9,$$

where $J_B(z)$ is given in (157).

(c) As $i \tau \to +\infty$, we have the matching condition

$$B^{(1)}(z) = \left(I + O\left(\frac{1}{\tau}\right)\right) B^{(\infty)}(z), \quad z \in \partial U(1, \delta).$$
Let us introduce a conformal mapping \( \xi(1)(z) \) near \( z = 1 \) as

\[
\xi(1)(z) = e^{\pi i \tau (z - 1)/2}, \quad z \in U(1, \delta).
\]  \hfill (166)

Since we take \( i\tau \in \mathbb{R}^+ \), it is obvious that \( \xi(1)(z) \) simply maps the neighborhood near 1 on \( z \)-plane to the neighborhood near 0 on \( \xi(1) \)-plane with a rotation of \( \pi/2 \) counterclockwise. Then, we have the following result.

**Lemma 5.** Let \( \Phi(\xi; a, b) \) be the confluent hypergeometric parametrix given in Appendix A. Then, the solution to RH problem 12 is given by

\[
B^{(1)}(z) = E^{(1)}(z)\Phi(\xi^{(1)}(z); 0, i\epsilon)(1 - \gamma)^{-\frac{\sigma_3}{4}} \begin{cases} 
-\frac{1}{2} \pi i (\alpha - \beta) \sigma_3 e^{-\frac{iz}{4} \sigma_3}, & \text{Im } z > 0, \\
0 & \text{Im } z = 0, \\
-\frac{1}{2} \pi i (\alpha - \beta) \sigma_3 e^{-\frac{iz}{4} \sigma_3}, & \text{Im } z < 0.
\end{cases}
\]  \hfill (167)

The prefactor \( E^{(1)}(z) \) is an analytic function in \( U(1, \delta) \) and defined as

\[
E^{(1)}(z) = \left( \frac{z + 1}{2} \right)^{i\epsilon \sigma_3} z^{-\beta \sigma_3} e^{\frac{i\tau}{4} \sigma_3} e^{\frac{i}{2} \pi i (\alpha - \beta) \sigma_3} (1 - \gamma)^{\frac{1}{4} \sigma_3},
\]  \hfill (168)

where the branch for \( z^\beta \) is taken such that \( \arg z \in \left( -\frac{\pi}{2}, \frac{3\pi}{2} \right) \) and the principal branch of \( (z + 1)^i \epsilon \) is taken.

**Proof.** Obviously, \( E^{(1)}(z) \) is analytic in \( U(1, \delta) \). Next, let us verify the jump condition of \( B^{(1)}(z) \).

For \( z \in \Sigma_1 \), it is readily seen from (166) that \( \xi^{(1)}(z) \in e^{-\tau} \mathbb{R}^+ \). Then, we have from (A.2) that

\[
\left( B^{(1)}(z) \right)^{-1} B^{(1)}_+(z) = \frac{1}{\pi i (\alpha - \beta) \sigma_3} \left( \frac{1}{2} \right)^{\frac{\sigma_3}{4}} e^{-\frac{1}{2} \pi i (\alpha - \beta) \sigma_3} (1 - \gamma)^{-\frac{\sigma_3}{4}} e^{-\frac{1}{2} \pi i (\alpha - \beta) \sigma_3} e^{-\frac{iz}{4} \sigma_3}.
\]  \hfill (169)

where we use the relation \( e^{-2\pi i \epsilon} = 1 - \gamma \) in the last step. When \( z \) belongs to the remaining contours, the jump condition can be verified similarly.

For the matching condition (165), notice that \( \xi^{(1)}(z) = O(\tau) \) when \( |z - 1| = \delta \) and \( i\tau \to +\infty \). It then follows from the asymptotic behavior of \( \Phi \) at infinity in (A.4) that

\[
B^{(1)}(z)(B^{(\infty)}(z))^{-1} = E^{(1)}(z) \left( I + O\left( \frac{1}{\tau} \right) \right) \left( \frac{\tau(z - 1)}{2} \right)^{-i\epsilon \sigma_3} e^{-\frac{i\tau}{4} \sigma_3} (1 - \gamma)^{-\frac{\sigma_3}{4}} e^{-\frac{1}{2} \pi i (\alpha - \beta) \sigma_3} (B^{(\infty)}(z))^{-1}.
\]  \hfill (170)
With the definition of $B^{(\infty)}(z)$ in (161), we have
\[
\left( \frac{\tau(z - 1)}{2} \right)^{-i c \sigma_3} e^{-\frac{i z}{4} \sigma_3 (1 - \gamma)} e^{-\frac{1}{2} \pi i (\alpha - \beta) \sigma_3} (B^{(\infty)}(z))^{-1} = (E^{(1)}(z))^{-1}.
\] (171)

As both $\tau$ and $ic$ are pure imaginary, it is easy to see from (168) that $E^{(1)}(z) = O(1)$ as $i \tau \to +\infty$. Therefore, we have established (165) and completed the proof of the lemma. ■

6.5 Local parametrix at $-1$

Similar to the scenario near $z = 1$, we seek a function $B^{(-1)}(z)$ satisfying the following RH problem inside $U(-1, \delta)$.

**RH problem 13.**

(a) $B^{(-1)}(z)$ is analytic in $U(-1, \delta) \setminus \{\cup \Sigma_i, i = 2, 3, 7, 10, 11\}$; see Figure 4 for the contours.

(b) $B^{(-1)}(z)$ satisfies the following jump condition:
\[
B^{(-1)}_+(z) = B^{(-1)}_-(z) J_B(z), \quad z \in U(-1, \delta) \cap \{\cup \Sigma_i, i = 2, 3, 7, 10, 11\},
\] (172)

where $J_B(z)$ is given in (157).

(c) As $i \tau \to +\infty$, we have the matching condition
\[
B^{(-1)}(z) = \left( I + O \left( \frac{1}{\tau} \right) \right) B^{(\infty)}(z), \quad z \in \partial U(-1, \delta).
\] (173)

The construction of the local parametrix in $U(-1, \delta)$ is similar to that in $U(1, \delta)$. The conformal mapping $\xi^{(-1)}(z)$ near $z = -1$ is defined as
\[
\xi^{(-1)}(z) = e^{\pi i} \frac{\tau(z + 1)}{2}, \quad z \in U(-1, \delta),
\] (174)

which maps the neighborhood near $-1$ on $z$-plane to the neighborhood near 0 on $\xi^{(-1)}$-plane with a rotation of $\frac{\pi}{2}$ counterclockwise. Then, the solution to the above RH problem is given in the following lemma.

**Lemma 6.** Let $\Phi(\xi; a, b)$ be the confluent hypergeometric parametrix given in Appendix A. Then, the solution to RH problem 13 is given by
\[
B^{(-1)}(z) = E^{(-1)}(z) \Phi(\xi^{(-1)}(z); 0, -ic)(1 - \gamma) \begin{cases} \frac{1}{e^{\frac{\pi i (\alpha - \beta)}{2} \sigma_3}} e^{-\frac{i z}{4} \sigma_3}, & \text{Im } z > 0, \\
\begin{pmatrix} 1 & 0 \\ -1 & 0 \end{pmatrix} \frac{1}{e^{\frac{\pi i (\alpha - \beta)}{2} \sigma_3}} e^{-\frac{i z}{4} \sigma_3}, & \text{Im } z < 0. \end{cases}
\] (175)
The prefactor $E^{(-1)}(z)$ is analytic in $U(-1, \delta)$ and defined as

$$E^{(-1)}(z) = \left(\frac{z - 1}{2}\right)^{-i\sigma_3} z^{-\beta \sigma_3} e^{-\frac{\tau}{4} \sigma_3} e^{-i\pi i(\alpha - \beta) \sigma_3} \begin{cases} (1 - \gamma)^{\frac{1}{2} \sigma_3}, & \text{Im } z > 0, \\ (1 - \gamma)^{-\frac{3}{4} \sigma_3}, & \text{Im } z < 0, \end{cases}$$

(176)

where the branch for $z^{\beta}$ is taken such that $\arg z \in \left(-\frac{\pi}{2}, \frac{3\pi}{2}\right)$ and the principal branch of $(z - 1)^{-ic}$ is taken.

Proof. We just establish the analyticity of $E^{(-1)}(z)$ in $U(-1, \delta)$. The remaining proof is similar to that of Lemma 5. Due to the choice of the branches in (176), the only possible jump for $E^{(-1)}(z)$ occurs on $(-1 - \delta, -1 + \delta)$, where we have

$$\left(E^{(-1)}_{-}(z)\right)^{-1} E^{(-1)}_{+}(z) = (1 - \gamma)^{\frac{3}{4} \sigma_3} \left(\frac{z - 1}{z - 1}_{+}\right)^{i\sigma_3} (1 - \gamma)^{\frac{1}{2} \sigma_3} = (1 - \gamma)^{\sigma_3} e^{2\pi i \sigma_3} = I.$$

(177)

In the last identity above, the definition of the constant $c$ in (13) is used. Obviously, $E^{(-1)}(z)$ is bounded as $z \to -1$. Therefore, $E^{(-1)}(z)$ is indeed analytic for $z \in U(-1, \delta)$.

This completes the proof of the lemma.

6.6 Local parametrix at 0

It remains to construct the local parametrix near $z = 0$. We look for a function $B^{(0)}(z)$ satisfying an RH problem in $U(0, \delta)$ as follows.

RH problem 14.

(a) $B^{(0)}(z)$ is analytic in $U(0, \delta) \setminus \{\cup \Sigma_i, i = 4, 6, 7, 8, 9, 10, 11\}$; see Figure 4 for the contours.

(b) $B^{(0)}(z)$ satisfies the following jump condition:

$$B^{(0)}_{+}(z) = B^{(0)}_{-}(z) J_B(z), \quad z \in U(0, \delta) \cap \{\cup \Sigma_i, i = 4, 6, 7, 8, 9, 10, 11\},$$

(178)

where $J_B(z)$ is given in (157).

(c) As $i \tau \to +\infty$, we have the matching condition

$$B^{(0)}(z) = \left(I + O\left(\frac{1}{\tau}\right)\right) B^{(\infty)}(z), \quad z \in \partial U(0, \delta).$$

(179)

The conformal mapping in $U(0, \delta)$ is defined by

$$\zeta^{(0)}(z) = e^{\pi i \frac{\tau z}{2}},$$

(180)

which maps the neighborhood near 0 on $z$-plane to the neighborhood near 0 on $\zeta^{(0)}$-plane with a rotation of $\frac{\pi}{2}$ counterclockwise. Then, we have the following solution for the above RH problem.
Lemma 7. Let $\Phi(\zeta; a, b)$ be the confluent hypergeometric parametrix given in Appendix A. Then, the solution to RH problem 14 for $B^{(0)}(z)$ is given by

$$B^{(0)}(z) = E^{(0)}(z)\Phi(\zeta^{(0)}(z); \alpha, \beta)(1 - \gamma)^{-\frac{1}{2}\sigma_3},$$

$$\begin{align*}
E^{(0)}(z) &= \left(\frac{z + 1}{z - 1}\right)^{i\sigma_3} \left(\frac{\tau}{2}\right)^{\beta\sigma_3} (1 - \gamma)^{\frac{1}{2}\sigma_3}, \quad \pm \text{Im } z > 0, \\
\text{arg } z &\in \left(0, \frac{\pi}{2}\right), \\
\text{arg } z &\in \left(\frac{\pi}{2}, \pi\right), \\
\text{arg } z &\in \left(-\pi, -\frac{\pi}{2}\right), \\
\text{arg } z &\in \left(-\frac{\pi}{2}, 0\right).
\end{align*}$$

(181)

The prefactor $E^{(0)}(z)$ is analytic in the neighborhood in $U(0, \delta)$ and defined as

$$E^{(0)}(z) = \left(\frac{z + 1}{z - 1}\right)^{i\sigma_3} \left(\frac{\tau}{2}\right)^{\beta\sigma_3} (1 - \gamma)^{\frac{1}{2}\sigma_3}, \quad \pm \text{Im } z > 0,$$

(182)

where the principal branch of $\left(\frac{z + 1}{z - 1}\right)^{i\sigma_3}$ is taken.

**Proof.** First, let us check the analyticity of $E^{(0)}(z)$ in $U(0, \delta)$. According to the definition (182), the possible jump of $E^{(0)}(z)$ may occur on $(-\delta, \delta)$. For $z \in (-\delta, \delta)$, we have

$$\left(E_{-}^{(0)}(z)\right)^{-1} E_{+}^{(0)}(z) = (1 - \gamma)^{\frac{1}{2}\sigma_3} \left(\frac{z - 1}{z + 1}\right)^{i\sigma_3} (1 - \gamma)^{\frac{1}{2}\sigma_3} = e^{\frac{\pi i}{2} \sigma_3}.$$  

(183)

Obviously, $E^{(0)}(z)$ is bounded as $z \to 0$. Therefore, $E^{(0)}(z)$ is analytic for $z \in U(0, \delta)$.

Now we verify the jump condition. For $z \in \Sigma_6$, it is readily seen from (180) that $\zeta^{(0)}(z) \in e^{\frac{ni}{2} \mathbb{R}^+}$. Hence, it follows from (A.2) that

$$\left(B_{-}^{(0)}(z)\right)^{-1} B_{+}^{(0)}(z)$$

$$= e^{\frac{r z}{2} \sigma_3} \left(\begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array}\right) (1 - \gamma)^{\frac{1}{2}\sigma_3} e^{\frac{ni}{2} (\alpha + 2\beta) \sigma_3} \left(\begin{array}{cc} 0 & -e^{\pi i \beta} \\ e^{\pi i \beta} & 0 \end{array}\right) (1 - \gamma)^{-\frac{1}{2}\sigma_3} e^{\frac{ni}{2} \sigma_3} e^{-\frac{r z}{4} \sigma_3}$$

(184)

$$= e^{\frac{r z}{4} \sigma_3} (1 - \gamma)^{-\frac{1}{2}\sigma_3} e^{-\frac{1}{2} \pi i (\alpha + 2\beta) \sigma_3} \left(\begin{array}{cc} e^{\pi i \beta} & 0 \\ 0 & e^{-\pi i \beta} \end{array}\right) (1 - \gamma)^{-\frac{1}{2}\sigma_3} e^{\frac{ni}{2} \sigma_3} e^{-\frac{r z}{4} \sigma_3} = (1 - \gamma)^{-\sigma_3}.$$

When $z$ belongs to the remaining contours, the jump condition can be verified similarly.

For the matching condition (179), we first note that $\zeta^{(0)}(z) = O(\tau)$ when $|z| = \delta$ and $i\tau \to +\infty$. It then follows from (161), (181), (182), and (A.4) that

$$B^{(0)}(z) B^{(\infty)}(z)^{-1} = E^{(0)}(z) \left(I + O\left(\frac{1}{\tau}\right)\right) (E^{(0)}(z))^{-1}. $$

As $\beta$ is purely imaginary, $E^{(0)}(z) = O(1) as i\tau \to +\infty for |z| = \delta$. Thus, the matching condition is justified, which completes our proof. □
Final transformation

With all of the parametrices constructed, the final transformation is defined as

\[
R(z) = B(z) \begin{cases} 
(B^{(0)}(z))^{-1}, & z \in U(0, \delta), \\
(B^{(1)}(z))^{-1}, & z \in U(1, \delta), \\
(B^{(-1)}(z))^{-1}, & z \in U(-1, \delta), \\
(B^{(\infty)}(z))^{-1}, & \text{otherwise.}
\end{cases}
\]  

(186)

It is straightforward to verify that \( R(z) \) satisfies the following RH problem.

**RH problem 15.**

(a) \( R(z) \) is analytic in \( \mathbb{C} \setminus \Sigma_R \), where \( \Sigma_R \) is illustrated in Figure 5.

(b) \( R(z) \) satisfies the jump condition

\[
R_+(z) = R_-(z)J_R(z), \quad z \in \Sigma_R,
\]  

(187)

where

\[
J_R(z) = \begin{cases} 
B^{(1)}(z)(B^{(-1)}(z))^{-1}, & z \in \partial U(1, \delta), \\
B^{(-1)}(z)(B^{(0)}(z))^{-1}, & z \in \partial U(-1, \delta), \\
B^{(0)}(z)(B^{(\infty)}(z))^{-1}, & z \in \partial U(0, \delta), \\
B^{(\infty)}(z)J_B(z)(B^{(\infty)}(z))^{-1}, & \text{otherwise.}
\end{cases}
\]  

(188)

(c) As \( z \to \infty \), we have

\[
R(z) = I + O\left(\frac{1}{z}\right).
\]  

(189)

It is easy to see from (157) and (161) that \( B^{(\infty)}(z)J_B(z)(B^{(\infty)}(z))^{-1} \) tends to the identity matrix exponentially as \( \imath \tau \to +\infty \), uniformly for \( z \in \Sigma_R \setminus \{\partial U(-1, \delta) \cup \partial U(0, \delta) \cup \partial U(0, \delta)\} \). For \( z \in \Sigma_R \setminus \{\partial U(-1, \delta) \cup \partial U(0, \delta) \cup \partial U(0, \delta)\} \) and
\( \partial U(-1, \delta) \cup \partial U(0, \delta) \cup \partial U(0, \delta) \), it follows from (165), (173), and (179) that

\[
J_R(z) = I + \frac{J_{R,1}(z)}{\tau} + O \left( \frac{1}{\tau^2} \right), \quad i\tau \to +\infty. \tag{190}
\]

This shows that RH problem 15 is a small norm problem when \( i\tau \to +\infty \), which gives us the following approximation of \( R \).

**Proposition 5.** We have

\[
R(z) = I + \frac{R_1(z)}{\tau} + O \left( \frac{1}{\tau^2} \right), \quad i\tau \to +\infty, \tag{191}
\]

uniformly for \( z \in \mathbb{C} \setminus \Sigma_R \), where

\[
(R_1(z))_{11} = -(R_1(z))_{22} = \begin{cases} \frac{2\alpha^2}{z+1} + \frac{2(\beta^2 - \alpha^2)}{z}, & z \in U(1, \delta), \\ \frac{z+1}{2\alpha^2} - \frac{2z^2}{z}, & z \in U(0, \delta), \\ \frac{z-1}{2\alpha^2} + \frac{2\beta^2 - \alpha^2}{z}, & z \in U(-1, \delta), \\ \frac{z-1}{2\alpha^2} - \frac{2z^2}{z} + \frac{2(\beta^2 - \alpha^2)}{z}, & otherwise. \end{cases} \tag{192}
\]

**Proof.** The expansion (191) follows from (190) and a standard argument for a small norm RH problem.

To get explicit expressions for the diagonal entries of \( R_1(z) \), we need more information about \( J_{R,1}(z) \) in (190). First, we consider \(|z - 1| = \delta\). When \( \text{Im} \ z > 0 \), it follows from (161), (166)–(168), and (A.4) that

\[
J_{R,1}(z) = -\frac{2\alpha^2}{z-1} E^{(1)}(z) \left( \frac{1}{\Gamma(-i\gamma)} \frac{\Gamma(1+i\gamma)}{\Gamma(1+i\gamma)} E^{(-1)}(z)^{-1} \right). \tag{193}
\]

Note that \( E^{(1)}(z) \) is an analytic function near \( z = 1 \), which implies that the above formula also holds for \( \text{Im} \ z < 0 \) as well. By a similar argument, we have from (161), (174)–(176), (180)–(182), and (A.4),

\[
J_{R,1}(z) = -\frac{2\alpha^2}{z+1} E^{(1)}(z) \left( -\frac{1}{\Gamma(-i\gamma)} \frac{\Gamma(1+i\gamma)}{\Gamma(1+i\gamma)} E^{(-1)}(z)^{-1} \right), \quad |z + 1| = \delta. \tag{194}
\]

and

\[
J_{R,1}(z) = -\frac{2(\alpha^2 - \beta^2)}{z} \left( -\frac{1}{\Gamma(\alpha+\beta+1)} \frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha+\beta+1)} E^{(-1)}(z)^{-1} \right), \quad |z| = \delta. \tag{195}
\]

Now, we are ready to derive the explicit expression of \( R_1(z) \). A combination of (187), (190), and (191) shows that \( R_1(z) \) satisfies the following RH problem.
**RH problem 16.**

(a) $R_1(z)$ is analytic in $\mathbb{C} \setminus \{\partial U(1, \delta) \cup \partial U(-1, \delta) \cup \partial U(0, \delta)\}$.

(b) $R_1(z)$ satisfies the jump condition

$$R_{1,+}(z) = R_{1,-}(z) + J_{R,1}(z), \quad z \in \partial U(1, \delta) \cup \partial U(-1, \delta) \cup \partial U(0, \delta).$$

(196)

(c) As $z \to \infty$, we have $R_1(z) = O\left(\frac{1}{z}\right)$.

By Plemelj’s formula, we have

$$R_1(z) = \frac{1}{2\pi i} \int_{\partial U(0, \delta)} \frac{J_{R,1}(\xi)}{\xi - z} d\xi + \frac{1}{2\pi i} \int_{\partial U(1, \delta)} \frac{J_{R,1}(\xi)}{\xi - z} d\xi + \frac{1}{2\pi i} \int_{\partial U(-1, \delta)} \frac{J_{R,1}(\xi)}{\xi - z} d\xi.$$

(197)

As only the diagonal entries of $\Psi(z; \tau)$ are involved in the subsequent asymptotic derivation, we just focus on the diagonal entries of $R_1(z)$. Substituting the expressions of $J_{R,1}(z)$ in (193)–(195) into (197), we obtain (192) by a direct residue computation and the observation $(J_{R,1}(z))_{11} = -(J_{R,1}(z))_{22}$.

This finishes the proof of the proposition.

As an immediate consequence of (192), let us list the following estimation for $R_1(z)$:

$$R_1(z) = \frac{1}{z} \hat{R}_1 + O\left(\frac{1}{z^2}\right), \quad z \to \infty,$$

(198)

where the (1,1)-entry of $\hat{R}_1$ is given by

$$(\hat{R}_1)_{11} = -4c^2 + 2(\beta^2 - \alpha^2).$$

(199)

Moreover, one also gets asymptotics for the derivatives of $R$ with respect to the parameter $\gamma$ from the expansion (191):

$$\frac{\partial^k}{\partial \gamma^k} R(z) = \frac{1}{\tau} \frac{\partial^k}{\partial \gamma^k} R_1(z) + O\left(\frac{(\ln |\tau|)^k}{\tau^2}\right), \quad i\tau \to +\infty, \quad k = 1, 2, \ldots,$$

(200)

uniformly for $z \in \mathbb{C} \setminus \Sigma_R$; see similar analysis in Ref. [52, Sec. 3.5].

### 6.8 Proof of Theorem 2

With Propositions 1 and 2 and the steepest descent analysis above, we are ready to derive the large-$\tau$ asymptotics in Theorem 2.

First, let us consider the Hamiltonian $H(\tau)$, which is given in terms of the coefficient of $z^{-1}$-term in the large-$z$ expansion of $\Psi(z; \tau)$ in (70); see (84). Tracing back the transformations $\Psi \mapsto A \mapsto B \mapsto R$ in (149), (155), and (186), we have

$$\Psi(z; \tau) = R(z)B^{(\infty)}(z)e^{\frac{i\pi}{4}\sigma_3}$$

(201)
for \( z \in \mathbb{C} \setminus \{ U(-1, \delta) \cup U(0, \delta) \cup U(0, \delta) \} \). It then follows (161) and (191) that

\[
\Psi(z; \tau) = \left( I + \frac{R_1(z)}{\tau} + O\left( \frac{1}{\tau^2} \right) \right) \left( z + \frac{1}{z - 1} \right)^{i\sigma_3} z^{-\beta \sigma_3 e^{\frac{\tau z}{4} \sigma_3}}, \quad i\tau \to +\infty. \tag{202}
\]

It is easy to see from (70) that

\[
\Psi_1(\tau) = \lim_{z \to \infty} z \left( \Psi(z; \tau) z^{\beta \sigma_3 e^{-\frac{\tau z}{4} \sigma_3} - I} \right). \tag{203}
\]

Recalling (198), the above two formulas give us

\[
\Psi_1(\tau) = 2i c \sigma_3 + \frac{\hat{R}_1}{\tau} + O\left( \frac{1}{\tau^2} \right). \tag{204}
\]

Thus, we obtain the asymptotics of \( H(\tau) \) in (35) from (84) and the above formula.

To tackle the asymptotics of the solutions to the coupled Painlevé V system, we need asymptotics of the functions \( y(\tau) \) and \( d(\tau) \) given in (89) and (91), which are related to the behavior of \( \Psi(z; \tau) \) near \( z = 0 \); see (71). From (149), (155), and (186), we have

\[
\Psi(z; \tau) = R(z) B^{(0)}(z) e^{\frac{\tau z}{4} \sigma_3}, \quad z \in U(0, \delta). \tag{205}
\]

Recalling the definition of \( B^{(0)}(z) \) in (181), we get

\[
\Psi(z; \tau) = R(z) \left( \frac{z + 1}{z - 1} \right)^{i\sigma_3} \left( \frac{\tau}{2} \right)^{\beta \sigma_3} (1 - \gamma)^{\frac{1}{2} \sigma_3 \Phi(\zeta^{(0)}(z); \alpha, \beta)(1 - \gamma)^{-\frac{1}{2} \sigma_3 e^{\frac{1}{2} \pi i \sigma_3} \Phi(\zeta^{(0)}(z); \alpha, \beta)(1 - \gamma)^{-\frac{1}{2} \sigma_3 e^{\frac{1}{2} \pi i \sigma_3}}} \tag{206}
\]

for \( z \in U(0, \delta) \) and \( \text{arg} z \in \left( \frac{\pi}{4}, \frac{\pi}{2} \right) \). The above formula, together with the local behavior of \( \Phi \) in (A.9), yields

\[
\Psi(z; \tau) = R(z) \left( I + O(\frac{1}{\tau}) \right) \left( \frac{\tau}{2} \right)^{\beta \sigma_3} (1 - \gamma)^{-\frac{1}{2} \sigma_3} e^{\frac{\tau z}{4} \sigma_3}, \tag{207}
\]

as \( z \to 0 \), where * denotes certain unimportant entries. Substituting (191) into the above formula, a direct comparison with (71) shows that

\[
\begin{align*}
\left( \Psi^{(0)}_0(\tau) \right)_{11} &= \frac{\Gamma(1 + \alpha - \beta)}{\Gamma(1 + 2\alpha)} \left( \frac{\tau}{2} \right)^{\beta + \alpha - \beta} (1 - \gamma)^{-\frac{1}{2}} \left( 1 + O\left( \frac{1}{\tau} \right) \right), \\
\left( \Psi^{(0)}_0(\tau) \right)_{21} &= \frac{\Gamma(1 + \alpha + \beta)}{\Gamma(1 + 2\alpha)} \left( \frac{\tau}{2} \right)^{-\beta - \alpha + \beta} (1 - \gamma)^{-\frac{1}{2}} \left( 1 + O\left( \frac{1}{\tau} \right) \right),
\end{align*} \tag{208}
\]

as \( i\tau \to +\infty \). Therefore, with (89) and (91), we have, as \( i\tau \to +\infty \),

\[
\begin{align*}
y(\tau) &= \frac{\Gamma(1 + \alpha - \beta)}{\Gamma(1 + \alpha + \beta)} \left( \frac{\tau}{2} \right)^{2\beta} \left( 1 + O\left( \frac{1}{\tau} \right) \right), \\
d(\tau) &= \frac{2\alpha}{1 - \gamma} \frac{\Gamma(1 + \alpha - \beta)(1 + \alpha + \beta)}{\Gamma(1 + 2\alpha)^2} \left( \frac{\tau}{2} \right)^{2\alpha} \left( 1 + O\left( \frac{1}{\tau} \right) \right). \tag{209}
\end{align*}
\]
Next, we move to derive asymptotics of \( u_1(\tau) \) and \( v_1(\tau) \). Recalling the coefficient matrix \( A_1(\tau) \) in (86), we have

\[
v_1(\tau) = \frac{(A_1)_{21}}{(A_1)_{11}} y(\tau), \quad u_1(\tau) = -\frac{(A_1)_{11}}{v_1(\tau)}. \tag{211}
\]

As \( A_1(\tau) \) is the coefficient matrix of the \((z - 1)^{-1}\) term in (78), we need the asymptotics of \( \Psi(z; \tau) \) when \( z \to 1 \). Let us focus on the sector \( z \in U(1, \delta) \) and \( \arg(z - 1) \in (\frac{\pi}{4}, \frac{\pi}{2}) \). A combination of (149), (166), (167), (186), and (A.10) yields

\[
L(z) = \frac{\partial}{\partial z} \Psi(z; \tau) \cdot \Psi(z; \tau)^{-1} = R'(z)R^{-1}(z) + R(z)(E^{(1)}(z))' (E^{(1)}(z))^{-1} R^{-1}(z)
\]

\[
+ R(z)E^{(1)}(z) \left( \frac{1}{2} \sigma_3 + \frac{2}{e^{\pi i \tau(z - 1)}} \begin{pmatrix} -ic & \frac{\Gamma(1 - ic)}{\Gamma(-ic)} \\ \frac{\Gamma(1 + ic)}{\Gamma(ic)} & ic \end{pmatrix} \right) (E^{(1)}(z))^{-1} R^{-1}(z)(\zeta^{(1)}(z))',
\]

where \((\cdot)'\) represents the derivative with respect to \( z \). Note that both \( R(z) \) and \( E^{(1)}(z) \) are analytic functions for \( z \in U(1, \delta) \). It then follows from (168) and (191) that

\[
A_1(\tau) = \left( \frac{-ic}{\Gamma(1+i\tau)} \right) \left( \frac{\Gamma(1-i\tau)}{\Gamma(1+i\tau)} \right)^{-1} \left( \frac{\Gamma(1-i\tau)}{\Gamma(1+i\tau)} \right)^{-1} \left( \frac{1}{2} \sigma_3 + \frac{2}{e^{\pi i \tau(z - 1)}} \begin{pmatrix} -ic & \frac{\Gamma(1-i\tau)}{\Gamma(1+i\tau)} \\ \frac{\Gamma(1+i\tau)}{\Gamma(1-i\tau)} & ic \end{pmatrix} \right) \left( I + O \left( \frac{1}{\tau} \right) \right), \quad i\tau \to +\infty. \tag{212}
\]

Therefore, the asymptotics for \( u_1(\tau) \) and \( v_1(\tau) \) in (36) and (37) follow from (209), (211), and the above formula.

The derivation of asymptotics of \( u_2(\tau) \) and \( v_2(\tau) \) in (38) and (39) is analogous to that of \( u_1(\tau) \) and \( v_1(\tau) \). From (149), (174), (175), (186), and (A.10), we have

\[
L(z) = \frac{\partial}{\partial z} \Psi(z; \tau) \cdot \Psi(z; \tau)^{-1} = R'(z)R^{-1}(z) + R(z)(E^{(-1)}(z))' (E^{(-1)}(z))^{-1} R^{-1}(z)
\]

\[
+ R(z)E^{(-1)}(z) \left( \frac{1}{2} \sigma_3 + \frac{2}{e^{\pi i \tau(z + 1)}} \begin{pmatrix} ic & \frac{\Gamma(1+ic)}{\Gamma(-ic)} \\ \frac{\Gamma(1-ic)}{\Gamma(ic)} & -ic \end{pmatrix} \right) (E^{(-1)}(z))^{-1} R^{-1}(z)(\zeta^{(-1)}(z))'
\]

for \( z \in U(-1, \delta) \) and \( \arg(z + 1) \in (\frac{\pi}{4}, \frac{\pi}{2}) \). Since the remaining computations are similar, we omit the details.

This completes the proof of Theorem 2. □

7 | ASYMPTOTIC ANALYSIS OF THE MODEL RH PROBLEM AS \( i\tau \to 0^+ \)

In this section, we carry out a nonlinear steepest descent analysis for \( \Psi(z; \tau) \) as \( i\tau \to 0^+ \). The analysis is relatively simpler than the large-\( \tau \) case in the previous section. Moreover, it is similar to the case \( \gamma = 1 \) in Ref. [11, Sec. 3].
7.1 | Global parametrix

We first introduce a rescaling as

$$X(z; \tau) = \left( \frac{|\tau|}{2} \right)^{-\beta \sigma_3} \Psi \left( \frac{2z}{|\tau|} ; \tau \right).$$

(213)

Under this transformation, the interval $[-1,1]$ is mapped to $\left[-\frac{|\tau|}{2}, \frac{|\tau|}{2}\right]$, which is contained in $U(0, \delta)$ for an arbitrary small but fixed positive constant $\delta > 0$ as $i\tau \to 0^{+}$. Recalling the model RH problem 2 for $\Psi(z; \tau)$, the parameter $\gamma$ only appears in the jump on $(-1, 1)$ and the local behaviors near the endpoints $\pm 1$ and $0$. As a consequence, the global parametrix for $z \in \mathbb{C} \setminus U(0, \delta)$ is exactly the same as that in Ref. [11, Sec. 3.1]. Here, we decide to skip the details and just list the results for brevity.

The global parametrix is constructed in terms of the confluent hypergeometric functions as follows:

$$X^{(\infty)}(z) = e^{i\pi \beta \sigma_3} M(e^{z} z) \sigma_3, \quad \arg z \in \left(-\frac{\pi}{2}, \frac{3\pi}{2}\right),$$

(214)

where $M(z)$ is the $2 \times 2$ matrix-valued function given in Ref. [53, Sec. 4.2.1]. More precisely, we have

$$M(\xi) = \xi^{\alpha \sigma_3} \begin{pmatrix} U(\alpha + \beta, 1 + 2\alpha, \xi) & \frac{\Gamma(1+\alpha-\beta)}{\alpha-\beta} U(1+\alpha-\beta, 1 + 2\alpha, \xi) e^{-\pi i \beta} \Gamma(1+\alpha-\beta) \\ \frac{\Gamma(1+\alpha+\beta)}{\alpha+\beta} U(1-\alpha+\beta, 1 - 2\alpha, \xi) e^{\pi i \beta} \Gamma(1+\alpha+\beta) & U(-\alpha-\beta, 1 - 2\alpha, \xi) e^{\pi i \beta} \Gamma(1-\alpha-\beta) \end{pmatrix} e^{\frac{\xi}{2} \sigma_3},$$

(215)

for $\arg \xi \in \left(\frac{\pi}{4}, \frac{3\pi}{4}\right)$, where $U(a, b, z)$ is the Kummer function; see Ref. [9, Sec. 13.2]. In addition, with the explicit expression of $X^{(\infty)}(z)$, we are able to obtain the large-$z$ expansion for later use:

$$X^{(\infty)}(z) = \left( I + \frac{X^{(\infty)}_1(\tau)}{z} + O\left(\frac{1}{z^2}\right) \right) z^{-\beta \sigma_3} e^{-\frac{1}{2} \sigma_3} \text{ as } z \to \infty,$$

(216)

with

$$X^{(\infty)}_1(\tau) = \begin{pmatrix} -i(\alpha^2 - \beta^2) i & \frac{\Gamma(1+\alpha-\beta)}{\Gamma(1+\alpha+\beta)} \\ -i e^{\pi i \beta} \frac{\Gamma(1+\alpha+\beta)}{\Gamma(1-\alpha-\beta)} & (\alpha^2 - \beta^2) i \end{pmatrix}.$$

(217)

7.2 | Local parametrix

In $U(0, \delta)$, we seek a function $X^{(0)}(z)$ satisfying an RH problem as follows. Note that the parameter $\gamma$ will take effect in this problem.

RH problem 17.

(a) $X^{(0)}(z)$ is analytic in $U(0, \delta) \setminus \Sigma^{X}$, where $\Sigma^{X}$ represents the jump contours for $X(z; \tau)$.
(b) $X^{(0)}(z)$ satisfies the same jump condition as $X(z; \tau)$ in $U(0, \delta) \cap \Sigma^{X}$.
(c) As \( \tau \to 0^+ \), we have the following matching condition

\[
X^{(0)}(z) = (I + O(\tau^{2\alpha+1}))X^{(\infty)}(z), \quad z \in \partial U(0, \delta).
\]  

(218)

To construct the solution to the above RH problem, let us define the following functions:

\[
k(\zeta) := -\gamma e^{\pi i(\alpha - \beta)} \frac{2\pi i}{\pi} \int_0^{1/2} \frac{x^{2\alpha}}{x - \zeta} \, dx - \gamma e^{\pi i(\alpha + \beta)} \frac{2\pi i}{\pi} \int_{-1/2}^{0} \frac{|x|^{2\alpha}}{x - \zeta} \, dx,
\]

(219)

and

\[
X^{(\infty,0)}(z) := e^{-iz/2} \times \begin{pmatrix}
\frac{\Gamma(1+\alpha-\beta)}{\Gamma(1+2\alpha)} M(\alpha+\beta, 1+2\alpha, iz)^{1} e^{\pi i(\alpha-\beta)/2 \pi i} \\
\frac{\Gamma(1+\alpha+\beta)}{\Gamma(1+2\alpha)} M(-\alpha+\beta, 1-2\alpha, iz)^{1} e^{\pi i(\alpha+\beta)/2 \pi i} \\
\frac{\Gamma(1+\alpha+\beta)}{\Gamma(1+2\alpha)} M(1+\alpha+\beta, 1+2\alpha, iz)^{1} e^{\pi i(\alpha+\beta)/2 \pi i} \\
\frac{\Gamma(1+\alpha+\beta)}{\Gamma(1+2\alpha)} M(1-\alpha+\beta, 1-2\alpha, iz)^{1} e^{\pi i(\alpha+\beta)/2 \pi i}
\end{pmatrix},
\]

where \( M(a, b, z) \) is the Kummer function; see Ref. [9, Sec. 13.2]. Then, we have the following result.

**Proposition 6.** Let \( k(\zeta) \) and \( X^{(\infty,0)}(z) \) be given in (219) and (220). Then, the solution to RH problem 17 is given by, when \( 2\alpha \notin \mathbb{N} \),

\[
X^{(0)}(z) = X^{(\infty,0)}(z) \left( \begin{bmatrix} 1 & |\tau|^{2\alpha} k(z) & 1 \\
0 & 1 & 0 \\
0 & 0 & 1 \end{bmatrix} \right) \left( \begin{bmatrix} \sin \pi(\alpha+\beta) \\
\sin 2\pi \alpha \\
1 \end{bmatrix} \right) C_i, \quad z \in \Omega^X_i,
\]

(221)

where \( C_i \) are the constant matrices given by the jump matrices in (68), more precisely,

\[
C_1 = I, \quad C_2 = J_2^{-1}, \quad C_3 = J_2^{-1} J_3^{-1}, \quad C_4 = J_1^{-1} J_5^{-1}, \quad C_5 = J_1^{-1}.
\]

(222)

**Proof.** In the definition of \( X^{(0)}(z) \) in (221), the only \( \gamma \)-dependent factor is \( k(\zeta) \) given in (219). When \( \gamma = 1, k(\zeta) \) is the same as the function in Ref. [11, Eq. (3.12)]. Therefore, \( X^{(0)}(z) \) equals to that in Ref. [11, Eq. (3.12)] when \( \gamma = 1 \).

Let us just focus on the \( \gamma \)-dependent jump on \( \left( -|\tau|/2, |\tau|/2 \right) \). It is easy to see from (219) that \( k(\zeta) \) is analytic for \( \zeta \in \mathbb{C} \setminus \left[ -\frac{1}{2}, \frac{1}{2} \right] \) with the following jump condition:

\[
k_+ (\zeta) - k_- (\zeta) = \begin{cases} \\
-\gamma e^{\pi i(\alpha-\beta)} \zeta^{2\alpha}, & \zeta \in \left( 0, \frac{1}{2} \right), \\
-\gamma e^{\pi i(\alpha+\beta)} |\zeta|^{2\alpha}, & \zeta \in \left( -\frac{1}{2}, 0 \right).
\end{cases}
\]

(223)

This gives us

\[
\left( X^{(0)}_- (z) \right)^{-1} X^{(0)}_+ (z) = J_5(z) J_1(z) \left( \begin{bmatrix} 1 & -\gamma e^{\pi i(\alpha-\beta)} \\
0 & 1 \end{bmatrix} \right) J_6(z), \quad z \in \left( 0, \frac{|\tau|}{2} \right).
\]

(224)

The jump on \( \left( -\frac{|\tau|}{2}, 0 \right) \) can be verified similarly.
Next, we verify the matching condition. It follows from (219) that
\[
k(\zeta) = \frac{\gamma e^{\pi i \alpha} \cos \beta \pi}{\pi i 2^{2\alpha+1}(2\alpha + 1)} \cdot \frac{1}{\zeta} + O\left(\frac{1}{\zeta^2}\right), \quad \zeta \to \infty.
\] (225)

Then, as \(i\tau \to 0^+\), \(|z| = \delta\), and \(z \in \Omega_1^X\), we have from (214), (221), and the above formula that
\[
X^{(0)}(z)(X^{(\infty)}(z))^{-1}
= I + |\tau|^{2\alpha} k\left(\frac{z}{|z|}\right) X^{(\infty,0)}(z) \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} (X^{(\infty,0)}(z))^{-1}
\]
\[
= I + \frac{\gamma e^{\pi i \alpha} \cos \beta \pi}{\pi i 2^{2\alpha+1}(2\alpha + 1)} \cdot |\tau|^{2\alpha+1} \frac{1}{z} X^{(\infty,0)}(z) \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} (X^{(\infty,0)}(z))^{-1} + O\left(|\tau|^{3\alpha+2}\right).
\] (226)

The matching condition in other sectors can be verified similarly. This completes our proof. ■

**Remark 5.** When \(2\alpha \in \mathbb{N}\), there is a logarithmic singularity in \(\Psi(z; \tau)\) near \(z = 0\); see (71). Nevertheless, the solution to RH problem 17 can be constructed in a similar manner; see Ref. [11, Sec. 3.2] for more details.

### 7.3 Final transformation

Now we define the final transformation as
\[
Z(z) = X(z; \tau) \begin{cases} 
(X^{(\infty)}(z))^{-1}, & |z| > \delta, \\
(X^{(0)}(z))^{-1}, & |z| < \delta.
\end{cases}
\] (227)

It is easily seen that \(Z(z)\) satisfies the following RH problem.

**RH problem 18.** The \(2 \times 2\) matrix-valued function \(Z(z)\) defined in (227) has the following properties:

(a) \(Z(z)\) is analytic in \(\mathbb{C} \setminus \delta U(0, \delta)\).

(b) \(Z(z)\) satisfies the jump condition
\[
Z_+(z) = Z_-(z) J_Z(z), \quad |z| = \delta,
\] (228)

where the jump contour is taken clockwise and
\[
J_Z(z) = X^{(0)}(z) (X^{(\infty)}(z))^{-1}.
\] (229)

(c) As \(z \to \infty\), we have
\[
Z(z) = I + \frac{Z_1(\tau)}{z} + O\left(\frac{1}{z^2}\right).
\] (230)
The expression of $J_Z(z)$ has been given in (226), which indeed holds for $|z| = \delta$. As $i\tau \to 0^+$, the above RH problem is again a small-norm one. Finally, a direct residue computation gives us

$$Z(z) = \begin{cases} 
I + \frac{ye^{\pi i \frac{\alpha}{2} \cos \beta \pi}}{\pi i 2^{\alpha+1} (2\alpha + 1)} \cdot \frac{|\tau|^{2\alpha+1} z}{z} X(0) + O(\tau^{2\alpha+2}), & |z| > \delta, \\
I + \frac{ye^{\pi i \frac{\alpha}{2} \cos \beta \pi}}{\pi i 2^{\alpha+1} (2\alpha + 1)} \cdot \frac{|\tau|^{2\alpha+1} z}{z} (X(0) - X(z)) + O(\tau^{2\alpha+2}), & |z| < \delta, 
\end{cases}$$

(231)

where

$$X(z) = X^{(\infty,0)}(z) \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \left( X^{(\infty,0)}(z) \right)^{-1}.$$  

(232)

7.4 Proof of Theorem 3

Based on Propositions 1 and 2 and the above RH analysis, we are ready to derive the small-$\tau$ asymptotics in Theorem 3.

First, let us consider the Hamiltonian $H(\tau)$. Denote the large-$z$ behavior for $X(z;\tau)$ in (213) as

$$X(z;\tau) = \left( I + \frac{X_1(\tau)}{z} + O(z^{-2}) \right) z^{-\beta \sigma_3} e^{-\frac{i}{2} z \sigma_3}, \; z \to \infty.$$  

(233)

Recalling the transformations in (227), we have from the above formula and (70) that

$$(\Psi_1(\tau))_{11} = \frac{2(X_1(\tau))_{11}}{|\tau|} = \frac{2}{|\tau|} \left( (Z_1(\tau))_{11} + (X_1^{(\infty)}(\tau))_{11} \right).$$  

(234)

With the relation in (84), we obtain the asymptotics of $H(\tau)$ in (40) from (217) and (231).

Like in the large-$\tau$ case, we make use of $y(\tau)$ and $d(\tau)$ to derive the asymptotics of $u_k(\tau), v_k(\tau), k = 1, 2$. Due to the relations (89) and (91), let us investigate the local behavior of $\Psi(z;\tau)$ as $z \to 0$. As mentioned in Proposition 6 and Remark 5, we only consider the case $2\alpha \notin \mathbb{N}$, while the case for $2\alpha \in \mathbb{N}$ is similar. From (213) and (227), we have

$$\Psi \left( \frac{2z}{|\tau|}; \tau \right) = \left( \frac{|\tau|}{2} \right)^{\beta \sigma_3} Z(z) X^{(0)}(z), \; z \in U(0,\delta).$$  

(235)

With the explicit expression of $X^{(0)}(z)$ in (221) and the approximation (231), we obtain from (71) that

$$\Psi^{(0)}_0(\tau) = \begin{pmatrix} \frac{|\tau|}{2}^{\alpha + \beta} e^{-\frac{\pi i (\alpha + \beta)}{2} \frac{1}{\Gamma(1 + \alpha - \beta)}} & \frac{\Gamma(1 + \alpha - \beta)}{\Gamma(1 + 2\alpha)} \\ \frac{|\tau|}{2}^{\alpha - \beta} e^{-\frac{\pi i (\alpha - \beta)}{2} \frac{1}{\Gamma(1 + \alpha + \beta)}} & \frac{\Gamma(1 + \alpha + \beta)}{\Gamma(1 + 2\alpha)} 
\end{pmatrix} (I + O(\tau^{2\alpha+1})), \; i\tau \to 0^+.$$  

(236)

It then follows from (89) and (91) that

$$y(\tau) = \frac{\Gamma(1 + \alpha - \beta)}{\Gamma(1 + \alpha + \beta)} e^{-\pi i \beta} \left( \frac{|\tau|}{2} \right)^{2\beta} (1 + O(\tau^{2\alpha+1})), \; i\tau \to 0^+,$$

(237)

$$d(\tau) = 2\alpha \frac{\Gamma(1 + \alpha - \beta) \Gamma(1 + \alpha + \beta) e^{-\pi i \alpha}}{(\Gamma(1 + 2\alpha))^2} \left( \frac{|\tau|}{2} \right)^{2\alpha} (1 + O(\tau^{2\alpha+1})), \; i\tau \to 0^+.$$  

(238)
Now, we are ready to derive asymptotics of $u_1(\tau)$ and $v_1(\tau)$. Combining (81) and (211), we have

$$u_1(\tau) = \frac{(\psi^{(1)}_0(\tau))_{21}}{(\psi^{(1)}_0(\tau))_{11}}y(\tau), \quad u_1(\tau) = -\frac{ye^{\pi i(\alpha-\beta)}}{u_1(\tau)} \left(\psi^{(1)}_0(\tau)\right)_{11} \left(\psi^{(1)}_0(\tau)\right)_{21},$$

(239)

where $\psi^{(1)}_0(\tau)$ arises in the local behavior of $\Psi(z; \tau)$ at $z = 1$ in (73). Due to the relation (235), we take $\frac{2\pi}{|\tau|} = 1$. With the explicit expression of $X^{(0)}(z)$ in (221) and the following approximation

$$k(\zeta) \sim -\frac{ye^{\pi i(\alpha-\beta)}}{2\pi i}2^{-2\alpha} \ln(\zeta - \frac{1}{2}), \quad \zeta \to \frac{1}{2},$$

(240)
a straightforward computation yields

$$\left(\left(\psi^{(1)}_0(\tau)\right)_{11}^{*}\right) = \left(\left(\psi^{(1)}_0(\tau)\right)_{21}^{*}\right)^* = \begin{pmatrix} \frac{\alpha+\beta}{2} & e^{-\frac{\pi i(\alpha+\beta)}{2}} & \frac{\Gamma(1+\alpha-\beta)}{\Gamma(1+2\alpha)} \\ \frac{\alpha-\beta}{2} & e^{-\frac{\pi i(\alpha-\beta)}{2}} & \frac{\Gamma(1+\alpha+\beta)}{\Gamma(1+2\alpha)} \end{pmatrix} (I + O(\tau^{2\alpha+1}) + O(\tau)),$$

(241)

where the $O(\tau)$-terms come from the fact that

$$X^{(\infty,0)}(\pm |\tau|/2) = X^{(\infty,0)}(0)(I + O(\tau)), \quad i\tau \to 0^+. $$

(242)

Therefore, the small-$\tau$ asymptotics of $u_1(\tau)$ and $v_1(\tau)$ in (41) and (42) follow from the above equation and (239).

Following the analogous procedure, we can obtain the small-$\tau$ asymptotics of $u_2(\tau)$ and $v_2(\tau)$. In this case, we need to take $\frac{2\pi}{|\tau|} = -1$, and make use of the following approximations:

$$k(\zeta) \sim -\frac{ye^{\pi i(\alpha+\beta)}}{2\pi i}2^{-2\alpha} \ln(\zeta + \frac{1}{2}), \quad \zeta \to -\frac{1}{2},$$

(243)

and

$$\left(\left(\psi^{(-1)}_0(\tau)\right)_{11}^{*}\right) = \left(\left(\psi^{(-1)}_0(\tau)\right)_{21}^{*}\right)^* = \begin{pmatrix} \frac{\alpha+\beta}{2} & e^{\frac{\pi i(\alpha-\beta)}{2}} & \frac{\Gamma(1+\alpha-\beta)}{\Gamma(1+2\alpha)} \\ \frac{\alpha-\beta}{2} & e^{\frac{\pi i(\alpha+\beta)}{2}} & \frac{\Gamma(1+\alpha+\beta)}{\Gamma(1+2\alpha)} \end{pmatrix} (I + O(\tau^{2\alpha+1}) + O(\tau)), $$

(244)

which comes from (75), (221), (231), and (242).

This completes the proof of Theorem 3. □

**Remark 6.** Via a further computation, one can show that the coefficients of $O(\tau^{2\alpha+1})$-term in (42) and (44) are indeed 0. Hence, the asymptotics can be improved to be

$$v_1(\tau) = 1 + O(\tau) + O(\tau^{2\alpha+2}),$$

(245)

$$v_2(\tau) = 1 + O(\tau) + O(\tau^{2\alpha+2}).$$

(246)
8 | PROOF OF MAIN RESULTS

In the last section, we first establish the integral representation (10) for the deformed Fredholm determinant with $\gamma \in [0, 1]$. Then, with this expression, we derive the large gap asymptotics in Theorem 1.

8.1 | Integral expression for the Fredholm determinant

First, we show that the integral representation (10) holds for all $\gamma \in [0, 1]$.

**Lemma 8.** Let $K^{(s, s)}_{s, s}$ be the operator acting on $L^2(-s, s)$ with the confluent hypergeometric kernel given in (4), and $H(\tau; \alpha, \beta)$ be the Hamiltonian for the Painlevé V equation given in (31). Then, we have

$$\det(I - \gamma K^{(s, s)}_{s, s}) = \exp\left( \int_{-4s}^{0} H(\tau; \alpha, \beta) d\tau \right), \quad s > 0, \gamma \in [0, 1],$$

(247)

for $\alpha > -\frac{1}{2}$ and $\beta \in i\mathbb{R}$.

**Proof.** As the integral representation for $\gamma = 1$ has been established in Ref. [11, Theorem 3], we focus on the case $0 \leq \gamma < 1$.

To achieve the integral expression, we recall (147) and study the limit in (148). With (235), after a direct computation of $\Psi^{(\frac{2\tau}{|z|}, \tau)^{-1}}\Psi^{(\frac{2\tau}{|z|}, \tau)}$, we have

$$(\Psi^{(1)}_{1}(\tau))_{21} = O(\tau^{2\alpha+1}) + O(\tau), \quad i\tau \to 0^+,$$

(248)

$$(\Psi^{(-1)}_{1}(\tau))_{21} = O(\tau^{2\alpha+1}) + O(\tau), \quad i\tau \to 0^+.$$  

(249)

With the approximation (40), the above two formulas yield

$$\lim_{i\tau \to 0^+} \left[ \tau H(\tau) + \frac{\gamma}{2\pi i} \left( e^{\pi i(\alpha - \beta)} (\Psi^{(1)}_{1}(\tau))_{21} + e^{-\pi i(\alpha - \beta)} (\Psi^{(-1)}_{1}(\tau))_{21} \right) \right] = 0.$$  

(250)

Hence, an application of L’Hospital’s rule gives us

$$L = 2i \lim_{i\tau \to 0^+} \left[ \frac{d}{d\tau} (\tau H) + \frac{\gamma}{2\pi i} \left( e^{\pi i(\alpha - \beta)} \frac{d}{d\tau} (\Psi^{(1)}_{1}(\tau))_{21} + e^{-\pi i(\alpha - \beta)} \frac{d}{d\tau} (\Psi^{(-1)}_{1}(\tau))_{21} \right) \right].$$  

(251)

Recalling (90), it is immediate to see that $L = 0$. Then, integrating both sides of (147) with respect to $t$, we have

$$\frac{D_n(t)}{D_n(0)} = \exp\left( \int_{0}^{\tau_{2nt}} H(\tau) d\tau + O\left( \frac{1}{n} \right) \right), \quad n \to \infty,$$

(252)

uniformly for $nt$ bounded, where we also use the property that $H(\tau)$ is pole-free for $\tau \in -i(0, +\infty)$; see Proposition 4. Substituting the above formula into (52), we obtain (247).

This completes the proof of the lemma. ■
8.2 | Proof of Theorem 1

The differential identities in Proposition 3 play a significant role in our proof. We first integrate (100) to get

\[
\int_0^s H(\tau)d\tau = \int_0^s \left( u_1(\tau) \frac{dv_1(\tau)}{d\tau} + u_2(\tau) \frac{v_2(\tau)}{d\tau} - H(\tau) \right) d\tau
\]

\[
+ \left( \tau H(\tau) + \alpha \ln d(\tau) - \beta \ln y(\tau) - 2(\alpha^2 - \beta^2) \ln \tau \right) \bigg|_{\tau=0}^{s}.
\]

To tackle integral on the right-hand side of the above formula, we integrate the next differential identity (101) on the both sides about \( s \), as well as about \( \gamma \). This gives us

\[
\int_0^s \left( u_1(\tau) \frac{dv_1(\tau)}{d\tau} + u_2(\tau) \frac{v_2(\tau)}{d\tau} - H(\tau) \right) d\tau - \int_0^s \left( u_1(\tau) \frac{dv_1(\tau)}{d\gamma} + u_2(\tau) \frac{v_2(\tau)}{d\gamma} - H(\tau) \right) \bigg|_{\gamma=0}^{s} d\tau
\]

\[
= \int_0^\gamma \left( u_1(s) \frac{\partial v_1(s)}{\partial \gamma} + u_2(s) \frac{\partial v_2(s)}{\partial \gamma} \right) d\gamma - \lim_{\tau \to 0} \int_0^\gamma \left( u_1(\tau) \frac{\partial v_1(\tau)}{\partial \gamma} + u_2(\tau) \frac{\partial v_2(\tau)}{\partial \gamma} \right) d\gamma.
\]

(254)

It is obvious to see from (81) and (82) that \( A_1(\gamma) = A_2(\gamma) = 0 \) when \( \gamma = 0 \). This, together with the asymptotics in (42), (44), (86), and (87) implies \( u_1(\tau) = u_2(\tau) \equiv 0 \) when \( \gamma = 0 \). From the definition of \( H(\tau) \) in (31), we also have \( H(\tau) \equiv 0 \) when \( \gamma = 0 \). This shows that the second term on the left-hand side of the above formula vanishes. In addition, as the asymptotics in Theorem 3 is uniform in \( \gamma \), it is easy to check that the second integral on the right-hand side of the above formula tends to 0 as \( i\tau \to 0^+ \). Combining the above two formulas, we obtain

\[
\int_0^s H(\tau)d\tau = \int_0^\gamma \left( u_1(s) \frac{\partial v_1(s)}{\partial \gamma} + u_2(s) \frac{\partial v_2(s)}{\partial \gamma} \right) d\gamma
\]

\[
+ \left( \tau H(\tau) + \alpha \ln d(\tau) - \beta \ln y(\tau) - 2(\alpha^2 - \beta^2) \ln \tau \right) \bigg|_{\tau=0}^{s}.
\]

(255)

To compute asymptotics of the first term on the right-hand side of (255), we apply the large-\( s \) asymptotics for \( u_1, u_2, v_1, v_2 \). It follows from (36) and (37) that

\[
u_1(s) \frac{\partial v_1(s)}{\partial \gamma} = u_1(s) v_1(s) \frac{\partial \ln v_1(s)}{\partial \gamma}
\]

\[
= ic \left( -2i \ln s + \pi + \frac{i\Gamma'(1+ic)}{\Gamma(1+ic)} + \frac{i\Gamma'(1-ic)}{\Gamma(1-ic)} + O(s^{-1}) \right) \frac{\partial c}{\partial \gamma}.
\]

(256)

Similarly, we have from (38) and (39) that

\[
u_2(s) \frac{\partial v_2(s)}{\partial \gamma} = ic \left( -2i \ln s + \pi + \frac{i\Gamma'(1+ic)}{\Gamma(1+ic)} + \frac{i\Gamma'(1-ic)}{\Gamma(1-ic)} + O(s^{-1}) \right) \frac{\partial c}{\partial \gamma}.
\]

(257)

Combining the above two formulas, we get

\[
\int_0^\gamma \left( u_1(s) \frac{\partial v_1(s)}{\partial \gamma} + u_2(s) \frac{\partial v_2(s)}{\partial \gamma} \right) d\gamma
\]
\[
= \int_0^c 2i\tilde{c} \left( -2i \ln s + \pi + \frac{i\Gamma'(1 + i\tilde{c})}{\Gamma(1 + i\tilde{c})} + \frac{i\Gamma'(1 - i\tilde{c})}{\Gamma(1 - i\tilde{c})} + O(s^{-1}) \right) d\tilde{c}
\]
via a change of variables. With the integral expression of the Barnes $G$-function in Ref. [9, Eq. (5.17.4)], we have from the above formula
\[
\int_0^\gamma \left( u_1 \frac{\partial u_1}{\partial \tilde{y}} + u_2 \frac{\partial u_2}{\partial \tilde{y}} \right) d\tilde{y} = c^2 (2 \ln s + \pi i) + 2 \ln(G(1 + ic)G(1 - ic)) - 2c^2 + O(s^{-1}).
\]

Last, we drive asymptotics of the last term in the right hand of (255) by straightforward computations. From the large-$\tau$ asymptotics in (35), (209), and (210), we have, as $i\tau \to +\infty$,
\[
\tau H(\tau) + \alpha \ln d(\tau) - \beta \ln y(\tau) - 2(\alpha^2 - \beta^2) \ln \tau = -i\tau c + 2c^2
\]
\[
+ \alpha \ln \left( 2\alpha \frac{\Gamma(1 + \alpha - \beta)\Gamma(1 + \alpha + \beta)}{(\Gamma(1 + 2\alpha))^2 2^{2\alpha} e^{2\pi c}} \right) - \beta \ln \left( \frac{\Gamma(1 + \alpha - \beta)}{\Gamma(1 + \alpha + \beta) 2^{2\beta}} \right) + O(\tau^{-1}).
\]
Similarly, with (40), (237), and (238), we get, as $i\tau \to 0^+$,
\[
\tau H(\tau) + \alpha \ln d(\tau) - \beta \ln y(\tau) - 2(\alpha^2 - \beta^2) \ln \tau
\]
\[
= \alpha \ln \left( 2\alpha \frac{\Gamma(1 + \alpha - \beta)\Gamma(1 + \alpha + \beta)}{(\Gamma(1 + 2\alpha))^2 2^{2\alpha} } \right) - \beta \ln \left( \frac{\Gamma(1 + \alpha - \beta)}{\Gamma(1 + \alpha + \beta) 2^{2\beta}} \right) + O(\tau^{2\alpha+1}).
\]
Finally, substituting (259)–(261) into (255) and using the integral representation (247), we obtain (12).

This finishes the proof of Theorem 1. □
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APPENDIX A: CONFLUENT HYPERGEOMETRIC PARAMETRIX

This parametrix is given in Ref. [54, Sec. 4.3] for the case $a = 0$ and Ref. [44, Sec. 8.2] for general parameter $a$. With $a$ and $b$ be two constants, the $2 \times 2$ matrix-valued function $\Phi(\zeta; a, b)$ satisfies the following RH problem.

RH problem 19.

(a) $\Phi(\zeta) = \Phi(\zeta; a, b)$ is analytic for $\zeta \in \mathbb{C} \setminus \{(\bigcup_{i=1}^{8} \Gamma_i)\}$, where the contours are defined below

$$
\Gamma_1 = e^{\frac{\pi i}{2}} \mathbb{R}^+, \quad \Gamma_2 = e^{\frac{3\pi i}{4}} \mathbb{R}^+, \quad \Gamma_3 = (-\infty, 0), \quad \Gamma_4 = -e^{-\frac{3\pi i}{4}} \mathbb{R}^+,
$$

(A.1)
Figure A.1 Contours for the RH problem for $\Phi(\zeta)$. Regions I–VIII are also depicted.

\[ \Gamma_5 = -e^{-\frac{\pi i}{2}} \mathbb{R}^+, \quad \Gamma_6 = -e^{-\frac{\pi i}{4}} \mathbb{R}^+, \quad \Gamma_7 = (0, \infty), \quad \Gamma_8 = e^{\frac{\pi i}{2}} \mathbb{R}^+; \quad (A.1) \]

see Figure A.1 for an illustration.

(b) $\Phi(\zeta)$ satisfies the following jump conditions:

\[ \Phi_+(\zeta) = \Phi_-(\zeta) J_{\Phi,j}(\zeta), \quad \zeta \in \Gamma_i, \quad (A.2) \]

where

\[ J_{\Phi,1}(\zeta) = \begin{pmatrix} 0 & e^{-\pi ib} \\ -e^{\pi ib} & 0 \end{pmatrix}, \quad J_{\Phi,2}(\zeta) = \begin{pmatrix} 1 & 0 \\ e^{-2\pi ia} e^{\pi ib} & 1 \end{pmatrix}, \quad J_{\Phi,3}(\zeta) = \begin{pmatrix} e^{\pi ia} & 0 \\ 0 & e^{-\pi ia} \end{pmatrix}, \quad (A.3) \]

\[ J_{\Phi,4}(\zeta) = \begin{pmatrix} 1 & 0 \\ e^{2\pi ia} e^{-\pi ib} & 1 \end{pmatrix}, \quad J_{\Phi,5}(\zeta) = \begin{pmatrix} 0 & e^{\pi ib} \\ -e^{-\pi ib} & 0 \end{pmatrix}, \quad J_{\Phi,6}(\zeta) = \begin{pmatrix} 1 & 0 \\ e^{-2\pi ia} e^{-\pi ib} & 1 \end{pmatrix}, \quad (A.3) \]

\[ J_{\Phi,7}(\zeta) = \begin{pmatrix} e^{\pi ia} & 0 \\ 0 & e^{-\pi ia} \end{pmatrix}, \quad J_{\Phi,8}(\zeta) = \begin{pmatrix} 1 & 0 \\ e^{2\pi ia} e^{\pi ib} & 1 \end{pmatrix}. \quad (A.3) \]

(c) As $\zeta \to \infty$, we have

\[ \Phi(\zeta) = \left( I + \frac{a^2 - b^2}{\zeta} \right) \left( 1 - \frac{1}{\Gamma(a+b)\Gamma(a+b+1)} \frac{\Gamma(a-b)}{\Gamma(a-b+1)} \right) + O\left( \frac{1}{\zeta^2} \right) \zeta^{b\sigma_3} e^{-\frac{1}{2} \sigma_3} C(\zeta), \quad (A.4) \]
where the branch cut of $\zeta^{-b}$ is taken along the negative imaginary axis such that $\arg \zeta \in \left(-\frac{\pi}{2}, \frac{3\pi}{2}\right)$. And $C(\zeta)$ is the following constant matrix:

$$C(\zeta) = \begin{cases} e^{-\frac{1}{2}\pi i a} e^{\pi ib}, & \zeta \in I \cup II, \\ e^{\frac{1}{2}\pi i a} e^{\pi ib}, & \zeta \in III \cup IV, \\ \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} e^{-\frac{1}{2}\pi i a}, & \zeta \in V \cup VI, \\ \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} e^{\frac{1}{2}\pi i a}, & \zeta \in VII \cup VIII. \end{cases}$$ (A.5)

(d) As $\zeta \to 0$, $\Phi(\zeta)$ has the following local behavior:

for $a > 0$, $\Phi(\zeta) = \begin{cases} O\left(\frac{\zeta^{a} \zeta^{-a}}{\zeta^{a} \zeta^{-a}}\right), & \zeta \in II \cup III \cup VI \cup VII, \\ O\left(\frac{\zeta^{a} \zeta^{-a}}{\zeta^{a} \zeta^{-a}}\right), & \zeta \in I \cup IV \cup V \cup VIII. \end{cases}$ (A.6)

for $a = 0$, $\Phi(\zeta) = \begin{cases} O\left(\frac{1 \ln \zeta}{1 \ln \zeta}\right), & \zeta \in II \cup III \cup VI \cup VII, \\ O\left(\frac{\ln \zeta \ln \zeta}{\ln \zeta \ln \zeta}\right), & \zeta \in I \cup IV \cup V \cup VIII, \end{cases}$

for $a < 0$, $\Phi(\zeta) = O\left(\frac{\zeta^{a} \zeta^{-a}}{\zeta^{a} \zeta^{-a}}\right), \quad \zeta \in \mathbb{C} \setminus \bigcup_{i=1}^{8} \Gamma_{i}$.

Let $G$ and $H$ be functions defined in term of the standard Whittaker functions $M(\cdot)$ and $W(\cdot)$ as follows:

$$G(s, t, \zeta) := \zeta^{-\frac{1}{2}} M_{\frac{1}{2}, \frac{1}{2} - s, \frac{1}{2}}(\zeta), \quad H(s, t, \zeta) := \zeta^{-\frac{1}{2}} W_{\frac{1}{2}, \frac{1}{2} - s, \frac{1}{2}}(\zeta).$$ (A.7)

Then, the solution to the above RH problem is given explicitly as, for $\zeta \in II$,

$$\Phi_{0}(\zeta) = \begin{pmatrix} \frac{\Gamma(1+a-b)}{\Gamma(1+2a)} \frac{1}{\Gamma(1+a+b)} G(a + b, 2a, \zeta) e^{-\frac{3}{2}\pi i a} - \frac{\Gamma(1+a-b)}{\Gamma(a+b)} H(1 + a - b, 2a, e^{-\pi i \zeta}) e^{\frac{1}{2}\pi i a} \\ \frac{1}{\Gamma(1+2a)} \frac{\Gamma(1+a+b)}{\Gamma(1+2a)} G(1 + a + b, 2a, \zeta) e^{\frac{3}{2}\pi i a} \frac{1}{\Gamma(a+b)} H(a - b, 2a, e^{-\pi i \zeta}) e^{\frac{1}{2}\pi i a} \end{pmatrix}. \quad \text{(A.8)}$$

The solution in other sectors can be obtained from the above formula and the jump condition in (A.2). One can obtain more details about the local behavior as $\zeta \to 0$ in (A.6). More precisely, we
where $\gamma_E$ is Euler’s constant and $\psi$ is the polygamma function of order 0. In addition, $\Phi(\zeta)$ satisfies a differential equation as follows:

$$\frac{d\Phi(\zeta)}{d\zeta} \Phi^{-1}(\zeta) = -\frac{1}{2} \sigma_3 + \frac{1}{\zeta} \left( \frac{-b}{\Gamma(1+a+b)} e^{-4\pi i a} \right).$$

(A.10)