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Abstract—When approaching a clustering problem, choosing the right clustering algorithm and parameters is essential, as each clustering algorithm is proficient at finding clusters of a particular nature. Due to the unsupervised nature of clustering algorithms, there are no ground truth values available for empirical evaluation, which makes automation of the parameter selection process through hyperparameter tuning difficult. Previous approaches to hyperparameter tuning for clustering algorithms have relied on internal metrics, which are often biased towards certain algorithms, or having some ground truth labels available, moving the problem into the semi-supervised space. This preliminary study proposes a framework for semi-automated hyperparameter tuning of clustering problems, using a grid search to develop a series of graphs and easy to interpret metrics that can then be used for more efficient domain-specific evaluation. Preliminary results show that internal metrics are unable to capture the semantic quality of the clusters developed and approaches driven by internal metrics would come to different conclusions than those driven by manual evaluation.
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I. INTRODUCTION

Clustering is an area of unsupervised machine learning that attempts to find structure in unstructured data by creating groups of similar values [1], [2]. One of the primary challenges of clustering is that there are numerous algorithms, and algorithm selection can have a drastic impact on performance. Furthermore, the performance of a particular algorithm is often dependent on the nature of the clusters in the data [1]. Even two similar algorithms may find completely different sets of clusters in the same data set [1]. Clustering algorithms are also notoriously difficult to evaluate, as there is no ground truth available and multiple sets of clusters created from one data set could be equally valid [1].

The selection of a clustering algorithm and the algorithm parameters, a process known as hyperparameter tuning, is a considerable challenge when applying a clustering solution to real-world problems. Multiple iterations and considerable domain knowledge is often required to find an optimal algorithm configuration, and the process is often long and tedious [3], [4]. In supervised problems, where a ground truth is available, hyperparameter tuning is often automated, however, automated hyperparameter tuning requires accurate and objective evaluation metrics. As evaluating clustering algorithms is a considerable problem, completely automated methods of hyperparameter tuning for clustering algorithms often rely on internal evaluation metrics [3], [5], [6], or having some ground truth labels available for external evaluation metrics [4], [7], which moves the problem into the semi-automated space.

However, these methods of evaluation are often flawed, and cannot comment on the quality of the clusters developed for the use case [8]. Internal methods measure the cluster quality with similarity metrics and tend to be biased towards particular types of clustering algorithms [8]. Another method of evaluation is through meta-criteria, such as stability and statistical significance, which can be useful in determining the quality of a clustering algorithm but less so in comparing the results of multiple algorithms. Von Luxburg et al. [8] asserted that clustering algorithms cannot be evaluated independently to the context in which they will be used. Domain specific evaluation can be highly subjective and often requires significant time and resources to perform. As the effect of hyperparameters on clustering results cannot be described through a convex function, an exhaustive grid search is required to find the optimal hyperparameters [5]. For an individual to manually perform an exhaustive grid search and evaluate all of the possible results would be a time intensive and cumbersome process.

We propose a framework for semi-automated hyperparameter tuning of clustering problems, using internal metrics and meta-criteria to guide an individual performing manual, domain specific evaluation. Preliminary results were found by running the framework to identify the most appropriate algorithm and parameter combination for persona development. The results illustrated the framework’s facilitation of domain specific evaluation and ability to identify more use case relevant results than methods based purely on internal metrics. The key contributions of this preliminary study are that a framework for the semi-automated hyperparameter tuning of a clustering problem is presented and evaluated on a real-world clustering problem. This is then compared to results using internal metrics for hyperparameter tuning.

II. FRAMEWORK

The proposed framework performs an exhaustive grid search across multiple clustering algorithms and parameters. The results are then outputted as a set of graphs and simple meta-criteria metrics that can be used for focused domain specific evaluation. An overview of the framework is given in Fig. 1.
**A. Grid Search**

The framework takes a map with an identifier as the key and an exhaustive parameter map as the value. The parameter map also gives the function or class used to run the clustering algorithm. Each parameter combination is assigned a unique identifier that is used throughout the output, made up of the identifier given in the map and a number, e.g., kmeans_v0.

**B. Automated Outputs**

A number of metrics are collected from the clusters developed by each parameter combination: cluster sizes; internal metric, specifically Silhouette Coefficient [9], Calinski-Harabasz Index [10]; and, Davies-Bouldin Index [11]: the mean value for each feature in each cluster with the number of standard deviations each cluster mean is from the population mean, and its statistical significance, or p-value. Any features found to be statistically significant are tracked. All of the data is outputted to a CSV file for the parameter combination, as well as values such as the internal metrics and meta-criteria being additionally outputted to running CSV files for quick reference. A series of graphs are then built so that each graph represents how many standard deviations a cluster centroid is from the population mean for each of the predefined key features for domain specific evaluation.

**C. Domain Specific Evaluation**

When performing the manual evaluation, the individual is encouraged to first use the meta-criteria and internal metrics to rule out unacceptable cluster sets. For example, a set of clusters that has no significant features would be considered unacceptable. The individual can then use the graphs and knowledge of the statistically significant features for the remaining options to perform a subjective, domain specific evaluation. It was found most effective to perform a quick first pass of the graphs to find graphs that showed particularly weak clusters or obviously went against the domain specific evaluation criteria.

**III. PRELIMINARY RESULTS**

The framework was used to compare three algorithms for the purpose of persona development based on cyclone preparatory behaviour. A persona is a description of a fictitious person used to describe analytical data and customer segments in a manner that emphasises human attributes and empathy [12]. Personas are used in a wide range of fields, but primarily for marketing and design purposes. The three algorithms compared, each with multiple parameter options, were: 1) k-means [13]–[16]; 2) Agglomerative Hierarchical Clustering (AHC); and, 3) Non-negative Matrix Factorization (NMF) [17]. These algorithms were selected as they are most common within persona development [18]. The domain specific evaluation performed was based on how well the clusters could be explained via a behavioural model, specifically the Protection Action Decision Model (PADM) [19]–[21]. The data used was survey data from 519 residents of the cyclone prone North Queensland, Australia [22].

Of the 16 parameter combinations used, six could be immediately ruled out due to the meta-criteria and a further four were able to be easily ruled out from the graphs, which left six for domain specific evaluation. That is, the framework facilitated the identification of a preferred algorithm and parameter combination, in this case AHC using Ward’s linkage and 3 clusters. This result contradicted what would have been found using a fully automated framework based on internal metrics, as all of the internal metrics preferred other combinations, including combinations which were ruled out by meta-criteria in some cases.

**IV. CONCLUSION AND FUTURE WORK**

The quality of a set of clusters is highly dependent on the algorithm and parameters used to develop them. However, the subjective nature of cluster evaluation makes hyperparameter tuning difficult to automate, resulting in a time consuming, tedious process. Previous approaches have relied on having some ground truth labels available, moving the problem out of the unsupervised space, or on internal metrics, which are known to be biased and unreliable.

This preliminary study presented a semi-automated framework for hyperparameter tuning for clustering problems. The framework performs an exhaustive grid search of all algorithm parameter combinations to produce a series of graphs and easy to interpret outputs. Preliminary results show that these graphs and outputs can then be used for efficient domain specific evaluation that can produce results more relevant to the cluster’s use case.
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