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Abstract—The increased penetration of volatile renewable energy into distribution networks necessitates more efficient distributed voltage control. In this paper, we design distributed feedback control algorithms where each bus can inject both active and reactive power into the grid to regulate the voltages. The control law on each bus is only based on local voltage measurements and communication to its physical neighbors. Moreover, the buses can perform their updates asynchronously without receiving information from their neighbors for periods of time. The algorithm enforces hard upper and lower limits on the active and reactive powers at every iteration. We prove that the algorithm converges to the optimal feasible voltage profile, assuming linear power flows. This provable convergence is maintained under bounded communication delays and asynchronous communications. We further numerically test the performance of the algorithm using the full nonlinear AC power flow model. Our simulations show the effectiveness of our algorithm on realistic networks with both static and fluctuating loads, even in the presence of communication delays.
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I. INTRODUCTION

A. Motivation

Power grids are increasing the volume of renewable energy generation from unpredictable sources such as solar and wind.
As a consequence, large scale penetration of renewable energy will cause faster voltage fluctuations than today’s networks can handle [1], [2]. This means that too much injection of renewable energy can easily overload the power systems. However, the grid becomes better equipped to handle these challenges than before. For example, many smart home appliances will have adjustable active power demands that can be used to stabilize the voltage fluctuations caused by abruptly changes in renewable power generation. Similar flexible active power adjustments can come from smart distributed power generators and batteries of electric vehicles. It is also possible to use flexible reactive power to regulate the voltage fluctuations, e.g., from PV-inverters. However, to take advantage of the flexible active and reactive power injections and to use them to regulate the voltage fluctuations sophisticated control algorithms are needed.

B. Related Work

There is a vast literature on voltage control algorithms. Most works focus on VAR control where the buses regulate the voltage fluctuations by adjusting reactive power injection based on voltage measurements. Perhaps the most established of these algorithms are droop controllers [3], [4], which are implemented in the IEEE 1547-2018 standard [5]. In these algorithms each bus updates its reactive power based on piecewise-linear control law from local voltage measurements. However, droop control can fail in ensuring feasible voltages [6] and can become inefficient in large networks [7]. Other algorithms based purely on local measurements have addressed some of these issues by relaxing voltage or reactive power constraints [6], [7]. However, even though such local control algorithms may work well in some cases, e.g., when the voltage or reactive power limits are relaxed, they generally fail in providing feasible solutions as illustrated in [8], [9]. In particular, they cannot guarantee that the voltage and reactive power limits are satisfied simultaneously. This means that communication between the network’s buses is necessary to solve the general voltage control problem.

This has motivated studies on distributed VAR voltage control where each bus updates its reactive power based on local voltage measurements and communications to its neighbors in the power network [10], [11], [12], [13], [14], [15], [16]. The convergence of all these algorithms to a stable voltage profile is proved under linearized power flow models. However, for the algorithms in [10], [11], [12] to work the physical limits on the reactive power must be relaxed, which is often prohibitive in practice. The algorithms in [13], [14], [15] relax the voltage constraint and introduce a penalty on violating the constraint instead. Moreover, all of the above papers consider only reactive power control, whereas we consider both reactive and active power control in this paper.

To perform joint active and reactive power control typically requires solving an Optimal Power Flow (OPF) problem. There is much literature on distributed algorithms for solving OPF [17], [18], [19], [20], [21], [22]. However, solving a full OPF problem is a time consuming process that requires multiple communication rounds. It is impractical to repeatedly solve a full OPF problem at the fast time scales that are needed to respond to volatile voltage fluctuations. This has motivated studies on dynamic/online OPF algorithms [23], [24], where the OPF problem is updated at every iteration based on the most recent measurements. However, these algorithms require global information, i.e., they assume that at every iteration either a system operator communicates with all the buses or that every bus communicates to every other bus. Such global communications are often difficult or expensive since they lead to long delays and large network congestion in addition to violating the privacy of buses. Our work in this paper considers distributed algorithms where only neighbors in the power network communicate and communication can be asynchronous or delayed.

Limited communication, such as asynchronous updates and delays, are common in practice but hard to handle in distributed algorithms. Most existing voltage control algorithms require the buses to wait until they receive information from all of their neighbors before they can perform a control action, which is clearly a limitation if the algorithms are supposed to run in real time. There are some exception, however. For example, algorithms with random package delays and asynchronous updates are studied in [25], [13], [11]. Other types of communication limitations have also been considered, such as event triggered communications [26], [27], [28] and limited bandwidth [29]. However, all of these works have some limitations. For example, the algorithms in [25], [26], [28] require global communications and the work in [11], [15], [12], [29] only considers reactive power control and must either relax the reactive power or voltage constraints to ensure convergence.

C. Main Contributions

The main contribution of this paper is to design asynchronous distributed algorithms for optimal voltage control using both active and reactive power adjustment. Each bus updates its active/reactive power with a local control law that is only based on local voltage measurements and communications from its neighbors in the network. The buses can perform their local updates asynchronously even if they do not receive any communication from other nodes over some period of time. The algorithm enforces hard upper and lower limits on the active and reactive powers at every iteration of the algorithm. We prove the algorithms converges to an optimal solution to an optimal power flow problem with a feasible voltage profile, even with asynchronous and delayed communications. We prove the convergence assuming a linearized relationship between voltage and power injections. However, we illustrate the performance of our algorithm using the full nonlinear AC power flow model in the numerical studies. We show that our algorithm can well handle time-varying environments where the loading situation of the distribution network is changing in the meantime of the algorithm. Moreover, our numerical results shows that our algorithm can reduce 80% of the communication compared to a synchronous algorithm for achieving similar voltage control performance.

There is an intuitive explanation for why our algorithm is robust to asynchronous and delayed communications. Our
algorithm is equivalent to asynchronous dual decomposition algorithms [30], [31]. This equivalence is not obvious. In fact, the major efforts of our proofs go into showing this equivalence. Nevertheless, this means that our algorithm enjoys the strong robustness properties for asynchronous communications that have been established over a long time for dual decomposition in theory and practice [31].

It should be highlighted that our work makes a significant contribution to distributed voltage control even in the absence of asynchronous and delayed communications. This is, firstly, because existing distributed voltage control algorithms consider only reactive power control. Moreover, it is generally not possible to extend the ideas used to decompose these algorithms to handle both reactive and active power control. Secondly, most distributed voltage control algorithms that ensure convergence to a feasible voltage profile do so by allowing a violation of the reactive power constraint in the transient. There are two exceptions to this [9], [16]. In the algorithm in [9], to compute each new control action the nodes need to solve a subproblem by performing multiple iterations of communications, which is clearly limiting for algorithms that should run in real-time. However, our algorithm only requires one communication round per control action. Compared to [16], our algorithm development is different. The algorithm in [16] is based on inexact primal-dual saddle point iterations, which generally converge very slowly. Our algorithm is equivalent to asynchronous dual decomposition, which generally has better convergence properties. This is also why we can prove convergence in the presence of asynchronous and delayed communications.

A very preliminary version of this work was presented in [33]. Compared to this paper, [33] considers only reactive power control, omits most of the proofs and only presents very limited numerical tests. Including real power as control actions requires a significant amount of change in the algorithm and the analysis. All the numerical tests are new and many high-fidelity cases are tested and discussed. Finally, almost the entire paper has been rewritten, with much more detailed discussions on the main results and proofs explaining why the method works.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model: Branch Flow for Radial Networks

Consider a radial power distribution network with \( N + 1 \) buses represented by the set \( \mathcal{N}_0 = \{0\} \cup \mathcal{N} \), where \( \mathcal{N} = \{1, \ldots, N\} \). Bus 0 is a feeder bus and the buses in \( \mathcal{N} \) are branch buses. Let \( \mathcal{E} \subseteq \mathcal{N}_0 \times \mathcal{N}_0 \) denote the set of directed flow lines, so if \( (i, j) \in \mathcal{E} \) then \( i \) is the parent of \( j \). For each \( i \), let \( s_i = p_i + iq_i \in \mathbb{C} \), \( V_i \in \mathbb{C} \), and \( v_i \in \mathbb{R}^+ \) denote the complex power injection, complex voltage, and squared voltage magnitude, respectively, at Bus \( i \). For each \( (i, j) \in \mathcal{E} \), let \( S_{ij} = P_{ij} + iQ_{ij} \in \mathbb{C} \), \( I_{ij} \in \mathbb{C} \), and \( z_{ij} = r_{ij} + i\sigma_{ij} \in \mathbb{C} \) denote the complex power flow, current, and impedance in the line from Bus \( i \) to Bus \( j \). The relationship between the variables can be expressed as [32], [33],

\[
\begin{align*}
-p_i &= P_{\sigma,i} - r_{\sigma,i}I_{\sigma,i} - \sum_{k(i,k) \in \mathcal{E}} P_{ik}, & i \in \mathcal{N}, & (1a) \\
-q_i &= Q_{\sigma,i} - x_{\sigma,i}I_{\sigma,i} - \sum_{k(i,k) \in \mathcal{E}} Q_{ik}, & i \in \mathcal{N}, & (1b) \\
v_j - v_i &= -2(r_{ij}P_{ij} + x_{ij}Q_{ij}) + (r_{ij}^2 + x_{ij}^2)l_{ij}, & (i, j) \in \mathcal{E}, & (1c) \\
l_{ij} &= \frac{P_{ij}^2 + Q_{ij}^2}{v_i} & (i, j) \in \mathcal{E}, & (1d)
\end{align*}
\]

where \( \sigma_i \) is the parent of bus \( i \in \mathcal{N} \), i.e., the unique \( \sigma_i \in \mathcal{N}_0 \) with \( (\sigma_i, i) \in \mathcal{E} \), and \( l_{ij} = |l_{ij}|^2 \).

We develop our voltage control algorithm for the general nonlinear power flow in Equation (1). However, we prove the convergence of the algorithm by consider a linearized version of the above model. In particular, we consider the linear Distflow approximation of the above equations, which gives a good approximation in radial distribution networks [33]. The linear Distflow model is obtained by setting \( l_{ij} = 0 \) in which case Equation (1) can be written as

\[
v = Rp + Xq + 1v_0, \quad \text{where} \quad v = [v_1, \ldots, v_N]^\top, \quad q = [q_1, \ldots, q_N]^\top, \quad p = [p_1, \ldots, p_N]^\top, \\
X_{ij} = 2 \sum_{(h,k) \in \mathcal{P}_i \cap \mathcal{P}_j} x_{hk}, \quad \text{and} \quad R_{ij} = 2 \sum_{(h,k) \in \mathcal{P}_i \cap \mathcal{P}_j} r_{hk},
\]

where \( \mathcal{P}_i \subseteq \mathcal{E} \) is the set of edges in the path from Bus 0 to Bus \( i \).

B. Optimal Voltage Control

The goal of this paper is to design distributed feedback control laws for the active and reactive powers that drive the voltages \( v \) to some feasible range \( v \in [\underline{v}, \bar{v}] \). To that end, we assume that the active and reactive power injections can be adjusted within some interval \( p \in [\underline{p}, \bar{p}] \) and \( q \in [\underline{q}, \bar{q}] \). The active power can typically be adjusted by demand response programs in smart home appliances, HVAC systems, vehicle charging stations, etc. The reactive power can be adjusted by PV-inverters. For active and reactive power injection \( p, q \in \mathbb{R}^N \) the resulting voltage \( v(p, q) \) can be computed by solving Equation (1), i.e.,

\[
v(p, q) = \text{Solution to Equation (1)} \text{ for given } p \text{ and } q. \quad (3)
\]

Ideally, we wish to find the optimal active and reactive power:

\[
\begin{align*}
\text{minimize} & \quad C^p(p) + C^q(q) \\
\text{subject to} & \quad \underline{v} \leq v(p, q) \leq \bar{v} \\
& \quad \underline{p} \leq p \leq \bar{p} \\
& \quad \underline{q} \leq q \leq \bar{q}.
\end{align*}
\]

The active power (and the reactive power similarly) can be decomposed into \( p = p^{\text{adj}} + p^{\text{con}} \) where \( p^{\text{adj}} \) is adjustable reactive power and \( p^{\text{con}} \) is the fixed reactive power consumption.
The goal of this paper is to devise distributed algorithms that control algorithms and be modeled as follows:

\[ C^p(i) = \sum_{i=1}^{N} C_i^p = \sum_{i=1}^{N} \frac{a_i^p}{2} p_i^2 + b_i^p p_i + c_i^p \] (5)

is the generation cost for active power and

\[ C^q(i) = \sum_{i=1}^{N} C_i^q = \sum_{i=1}^{N} \frac{a_i^q}{2} q_i^2 + b_i^q q_i + c_i^q \] (6)

is the generation cost of reactive power. We provide the dual of (4) in Section IV. Throughout the paper we assume that Problem (4) is feasible and \( \lambda_i(0) = \alpha_i(0) = \beta_i(0) = 0 \) for all \( i \). Moreover, set \( a_{\min} := \min\{a_1^p, \ldots, a_N^p, a_1^q, \ldots, a_N^q\} \).

The goal of this paper is to devise distributed algorithms that solve the problem that are robust to communication delays and use asynchronous update among devices.

C. Distributed Optimal Voltage Control

We will propose a distributed feedback control algorithm to solve (4). Ideally, we would like algorithms that use only local information. That is, each bus \( i \in \mathcal{N} \) initializes its active and reactive powers as

\[ p_i(0) \in [p_i^l, p_i^u] \quad \text{and} \quad q_i(0) \in [q_i^l, q_i^u] \]

and then updates it as follows, for iteration index \( t \in \mathbb{N} \),

Measurement: \( v_i(t) = v_i(q(t)) \)  
(7a)

P-Control: \( p_i(t+1) = \text{Alg}^p_i(\text{Local}_i, t) \)  
(7b)

Q-Control: \( q_i(t+1) = \text{Alg}^q_i(\text{Local}_i, t) \)  
(7c)

where \( \text{Alg}^p_i : \mathbb{R}^{3(t+1)} \to [p_i^l, p_i^u] \) and \( \text{Alg}^q_i : \mathbb{R}^{3(t+1)} \to [q_i^l, q_i^u] \) are, respectively, the local active and reactive power control algorithms and

\( \text{Local}_i = \{p_i(0), \ldots, p_i(t), q_i(0), \ldots, q_i(t), v_i(0), \ldots, v_i(t)\} \),

is the local information available to bus \( i \) at iteration \( t \). Unfortunately, there exists no local algorithm that is guaranteed to solve the optimization problem, due to the impossibility result in [8]. Therefore, it is necessary to include some communication into the control law. Such communication can be modeled as follows:

\( (p_i(t+1), q_i(t+1)) = \text{Alg}^c_i(\text{Local}_i, \text{Comm}_i(t)) \),

where \( \text{Comm}_i(t) \) is information that bus \( i \) has received from other buses until iteration \( t \). In this paper, we consider algorithms in this form when the communicated information \( \text{Comm}_i(t) \) at each iteration comes only from physical neighbours of node \( i \). Moreover, there the algorithms considered in this paper are provably robust to asynchronous and delayed communication.

III. ALGORITHM AND MAIN RESULTS

A. Algorithm

We now illustrate the distributed algorithm for solving Problem (4). We first illustrate the main steps of the algorithm and then provide the main convergence results.

DIST-OPT: Distributed Optimal Voltage Control

STEP 1 Initialization: Set \( t = 0, z_i^p(t) = z_i^p(0) = \lambda_i(0) = \alpha_i(0) = \beta_i(0) = 0 \) for all \( i \).

STEP 2 Local Control: Each bus \( i \in \mathcal{N} \) injects into the grid the active and reactive power

\[ p_i(t) = \frac{1}{a_i^p} (z_i^p(t) - b_i^p) \quad \text{and} \quad q_i(t) = \frac{1}{a_i^q} (z_i^q(t) - b_i^q) \]

STEP 3 Local Measurement: Each bus \( i \in \mathcal{N} \) measures the voltage magnitude

\[ v_i(t) = v_i(p(t), q(t)) \]

and then updates

\[ \lambda_i(t+1) = \lambda_i(t) + \gamma (v_i(t) - v_i(t)) \]
(8a)

\[ \lambda_i(t+1) = \lambda_i(t) + \gamma (v_i(t) - v_i(t)) \]
(8b)

\[ \lambda_i(t+1) = \lambda_i(t+1) - \lambda_i(t+1), \]
(8c)

where \( \gamma > 0 \) is a step-size parameter.

STEP 4 Communication: Each bus \( i \in \mathcal{N} \) sends the following information to its neighbours:

- **If \( i \) has a parent**: Send to parent \( \sigma(i) \) the variable

\[ \alpha_i(t+1) = \lambda_i(t+1) + \sum_{j \in \mathcal{C}_i} \alpha_j(t) \]
(9)

where \( \mathcal{C}_i \) is the set of the children of node \( i \). The parent \( \sigma(i) \) receives the possibly delayed version

\[ \hat{\alpha}_i(t+1) = \alpha_i(t+1) - \tau_{\sigma(i)}(t) \].

- **If \( i \) has a child**: Send to each child \( j \in \mathcal{C}_i \) the variable

\[ \beta_j(t+1) = (\beta_j(t+1), \beta_j(t+1)) \]

where

\[ \beta_j(t+1) = \sum_{r \in \mathcal{C}_i \setminus \{j\}} \hat{\alpha}_r(t) \]
(10)

\[ \beta_j(t+1) = \sum_{r \in \mathcal{C}_i \setminus \{j\}} \hat{\alpha}_r(t) \]
(11)

\[ \beta_j(t+1) = \beta_j(t+1), \]

2 If node \( i \) has no parent then \( \hat{\beta}_i(t) = \beta_i(t) = 0 \).
Each child $j$ receives the possibly delayed version
\[
\beta_j^q(t + 1) = \beta_j^q(t + 1 - \tau_{ij}(t)), \\
\beta_j^p(t + 1) = \beta_j^p(t + 1 - \tau_{ij}(t)).
\]

**STEP 5 Local Computation:** Each bus $i \in N$ updates
\[
z_i^p(t + 1) = R_{ii} \left( \lambda_i(t + 1) + \sum_{j \in C_i} \alpha_j(t + 1) \right) + \beta_i^p(t + 1),
\]
\[
z_i^q(t + 1) = X_{ii} \left( \lambda_i(t + 1) + \sum_{j \in C_i} \alpha_j(t + 1) \right) + \beta_i^q(t + 1).
\]

**STEP 6 Update Iteration Index:** $t = t + 1$.

Note that all the variables besides voltage $v$ and the active/reactive powers $p$ and $q$ are auxillary variables. As illustrated in the next section, they are related to the dual variables of problem (4). In **STEP 1** of the algorithm each bus initializes its parameters. For simplicity of presentation, illustrated in the next section, they are related to the dual active/reactive powers available information in $z_i$. Each bus injects active and reactive power into the system based on the available information in $z_i^p(t)$ and $z_i^q(t)$. In **STEP 3** each bus $i$ takes a local measurement of the voltage of $v_i(p(t), q(t))$ corresponding to the active and reactive power injections $p(t)$ and $q(t)$. Moreover, based on these measurements bus $i$ also updates the parameters $\lambda_i$, $\alpha_i$, and $\beta_i$ according to (9) in **STEP 4** each bus $i$ communicates the parameter $\alpha_i(t + 1)$ to their parent bus (cf. Equation (9)) and $\beta_i(t + 1)$ to each of their children buses $j \in C_i$. In **STEP 5**, each bus $i$ updates its variable $z_i(t + 1)$ based on the local information $\lambda_i(t + 1)$ and $\alpha_j(t + 1)$ received from each of its child’s $j \in C_i$ and $\beta_j(t + 1)$ received from its parent. Note that the information in $\alpha_j(t + 1)$ and $\beta_j(t + 1)$ received by bus $i$ delayed by $\tau_{ji}$ and $\tau_{ij}$, respectively. It should be highlighted the computation done at each iteration by each bus consists of only a few binary operations per iteration and takes only a few microseconds. In particular, if we count the number of binary operations performed at each iteration then we find that
- in **step 2** each bus performs 1 subtraction, 1 division, and 1 projection,
- in **step 3** each bus performs 2 additions, 3 subtractions, 2 multiplications, and 2 projections,
- in **step 4** each bus performs at most $3c + 2$ additions and 2 multiplications, where $c$ is the maximal number of children of a node, i.e., $c = \max_{i=1,...,N} |C_i|$ where $C_i$ is the set of children of node $i$ and $|C|$ denotes the cardinality of the set $C$,
- in **step 5** each bus performs at most $2c + 4$ additions and 2 multiplications.

That is at most $22 + 5c$ binary operations, where $c$ is typically small, e.g., $c = 4$ for the test network we use in Section V.

This computation takes few microseconds on modern processors, as we report in Section V.

**B. Main Results**

We illustrate the performance of the algorithm on the full nonlinear power flow model in Section V. Due to the high nonlinearities of the AC power flows it is generally difficult to prove the convergence of voltage control algorithms using the full AC model. However, we prove the algorithms convergence assuming the linear relationship in Equation (2) between $v$, $p$, and $q$.

**Theorem 1.** Suppose that
\[
v(p, q) = Rp + Xq + 1v_0
\]
and that there exists $p, q \in \mathbb{R}^N$ such that (Slater’s condition):
\[
p < p < \bar{p}, \quad q < q < \bar{q}, \quad \text{and} \quad v < v(q) < \bar{v},
\]
and that the communication delays are bounded by $\tau_{\max}$, i.e., $\tau_{ij}(t) \leq \tau_{\max}$ for all $i, j \in N$. Let the step-size $\gamma$ be chosen from the interval
\[
\gamma \in \left(0, \frac{2}{(1 + ((\tau_{\max} + 1)d + 1)\sqrt{N})L} \right),
\]
where $d = \max_{i,j \in N} \text{dist}(i,j)$ is the diameter of the network and
\[
L = 2 \left(\frac{||R||^2 + ||X||^2}{a_{\min}}\right).
\]

Then the following holds
\[
\lim_{t \to \infty} (p(t), q(t)) = (p^*, q^*),
\]
where $(p^*, q^*)$ is the optimal solution to Problem (4).

*Proof. See Appendix A.*

The theorem shows that our distributed algorithm converges to the optimal solution to the problem (4) provided that the step-size is small enough. Moreover, the convergence is maintained even if the communication from neighboring buses is delayed. This means that each bus can asynchronously update its active and reactive powers based only on local measurements without waiting for communication from other nodes, as long as the time between communications is bounded. We note that theoretical step-size in Equation (16) is much larger step-sizes can be used. We now illustrate the intuition into why the algorithm works.

**C. Extension to General Cost and Constraint**

As will be illustrated in the next section, **STEP 2** of the DIST-OPT algorithm can be equivalently written as
\[
(p_i(t), q_i(t)) = \arg \min_{p_i, q_i} C_i^p(p_i) + C_i^q(q_i) - z_i^p(t)p_i - z_i^q(t)q_i
\]
s.t. $p_i \leq p_i \leq \bar{p}_i$
\[
q_i \leq q_i \leq \bar{q}_i
\]
where here $C_i^p(\cdot)$ and $C_i^q(\cdot)$ are the quadratic functions defined in (4), (5), and (6). In other words, $p_i(t)$ and $q_i(t)$ are

---

3 We show in Section V that $\lambda_i, \alpha_i$ are prices (or the dual variables) for violating the voltage constraint $v \leq v(q) \leq \theta$. 

---
in fact the solution of a local optimization problem, where the constraint corresponds to the local active/reactive power capacity constraint in (4), and the cost corresponds to the local cost \( C^R_i \) and \( C^Q_i \) in (4), plus a linear term depending on the multipliers \( z^R_i(t) \) and \( z^Q_i(t) \). Here the multipliers \( z^R_i(t) \) and \( z^Q_i(t) \) capture the voltage constraint violation at time \( t \), and their role in (17) can be understood as forcing the control action \((p_i(t), q_i(t))\) to respond to the voltage violation. As Theorem 1 shows, the algorithm will converge to the solution of (4).

Given this interpretation, our algorithm can be extended to handle more general local cost functions and constraints. In particular, instead of the optimization problem (4), we consider the following more general problem,

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{N} \tilde{C}_i(p_i, q_i) \\
\text{subject to} & \quad \bar{v} \leq v(p, q) \leq \bar{v} \\
& \quad g_i(p_i, q_i) \leq 0
\end{align*}
\]  

(18)

where \( \tilde{C}_i(p_i, q_i) \) is a strictly convex function and \( g_i(p_i, q_i) \) is convex. Here \( \bar{v} \) indicates that it is a vector, and can include more than one constraint. As an example, this \( g_i \) could include the apparent power limit constraint,

\[
p^2 + q^2 \leq \bar{s}_i^2
\]

in addition to the box constraint \( p_i \leq \bar{p}_i \) and \( q_i \leq \bar{q}_i \).

In light of the interpretation (17), we can actually derive a generalized version of our algorithm to solve the more generalized problem (18). To do this, we simply replace **STEP 2** in the **DIST-OPT** algorithm with the following step,

\[
(p_i(t), q_i(t)) = \underset{p_i, q_i}{\text{arg min}} \tilde{C}_i(p_i, q_i) - z^R_i(t)p_i - z^Q_i(t)q_i
\]

s.t. \( g_i(p_i, q_i) \leq 0
\]

(19)

which is essentially (17) with the local cost and local constraint replaced with the generalized cost \( \tilde{C}_i(p_i, q_i) \) and the generalized constraint \( g_i(p_i, q_i) \leq 0 \). Compared with the original **STEP 2**, (19) is a local optimization problem that might not have a simple closed form solution as the original **STEP 2**. However, in the case that \( \tilde{C}_i \) are convex quadratic functions, and \( g_i \) is the apparent power constraint, (19) is a simple convex Quadratic Constrained Quadratic Programming (QCQP) problem with two variables and can be solved efficiently. In the simulation section, we test this more generalized form of our algorithm to verify its validity.

**IV. ALGORITHM INTUITION**

We now give intuition into the algorithm and explain why it solves Problem (4). A key insight is that our **DIST-OPT** algorithm is equivalent to asynchronous dual decomposition methods similar to (31), (32), where the primal problem is solved using old dual variables. This is in no way obvious. For example, if we would directly apply similar dual decomposition approaches as in (31) to (4) then we get an algorithm where every node needs to communicate to every other node in the network. However, in our algorithm the nodes communicate only to their neighbours in the network. We achieve this by introducing the auxiliary variables \( z^R_i, z^Q_i, \beta^R, \beta^Q, \) and \( \alpha \), and their updates in **STEP 4** and **STEP 5** of the algorithm. We design these updates by exploiting the special structures of the voltage control problem. These auxiliary variables and their updates are novel in our algorithm and make our algorithm fully distributed, only neighbor to neighbor communication is needed. We illustrate this insight in more detail now.

We need to start by introducing the dual of the optimization problem in Equation (4), which is given by

\[
\begin{align*}
\text{maximize} & \quad L(p, q, \lambda) \\
\text{subject to} & \quad \lambda = (\lambda^R, \lambda^Q)
\end{align*}
\]

(20)

where \( \lambda \) and \( \bar{\lambda} \) are, respectively, the dual variable associated to the voltage lower and upper bounds and \( D : \mathbb{R}^{2N} \rightarrow \mathbb{R} \) is the dual function and \( L(\cdot) \) is the Lagrangian function defined as

\[
L(p, q, \lambda) = C^R(p) + C^Q(q) + \bar{\lambda}^T(v(p, q)) - \bar{\lambda}^T(v(p, q) - \bar{v})
\]

for \( \lambda = (\lambda^R, \lambda^Q) \in \mathbb{R}^N \times \mathbb{R}^N 
\]

(21)

where \( C^R(p) + C^Q(q) \) is the apparent power constraint, (19) is a simple constraint.

**Lemma 1. The dual gradient is**

\[
\nabla D(\lambda) = \begin{bmatrix} \sum \rightarrow \nabla v(p(\lambda), q(\lambda)) \\ v(p(\lambda), q(\lambda)) - \bar{v} \end{bmatrix}
\]

(22)

where

\[
\begin{align*}
p(\lambda) = & \left[ \Lambda p^{-1} R(\lambda - \bar{\lambda}) - b^R \right]^p, \\
q(\lambda) = & \left[ \Lambda q^{-1} X(\lambda - \bar{\lambda}) - b^Q \right]^q
\end{align*}
\]

(23)

and

\[
\Lambda_p = \text{diag}(a^p_1, \ldots, a^p_N) \quad \text{and} \quad \Lambda_q = \text{diag}(a^q_1, \ldots, a^q_N).
\]

Moreover, \( \nabla D(\lambda) \) is \( L \)-Lipschitz continuous where

\[
L = 2 \left( \frac{||R||^2 + ||X||^2}{a_{\text{min}}} \right).
\]

**Remark 1. Note that** \( (p(\lambda), q(\lambda)) \) **in Equation (23) is the projection of the unconstrained minimizer of** \( L(p, q, \lambda) \) **to the box constraint** \([p, \bar{p}] \times [q, \bar{q}]\). **In general, the optimal solution of a constrained optimization problem cannot be obtained by projecting the unconstrained optimizer to the constraint set, even for quadratic problems. However, this works here because of the special structures of the matrices in our problem, see Appendix B for the details.**

From the lemma we can derive a standard dual decent algorithm by setting

\[
\begin{align*}
p_i(t) = & \left[ \frac{1}{a^p_i} \left( \sum_{j=1}^{N} R_{ij} \lambda_i(t) - b^R_i \right) \right]_{p_i}^\bar{p}_i, \\
q_i(t) = & \left[ \frac{1}{a^q_i} \left( \sum_{j=1}^{N} X_{ij} \lambda_i(t) - b^Q_i \right) \right]_{q_i}^\bar{q}_i.
\end{align*}
\]

(24)
where $\lambda_i(t) = \lambda_i(t) - \hat{\lambda}_i(t)$ and $\lambda = (\lambda_i, \hat{\lambda}_i)$ is updated according to Equation (8), which is equivalent to the following gradient update

$$\lambda(t+1) = [\lambda(t) + \gamma \nabla D(\lambda(t))]_+.$$  (25)

This algorithm is guaranteed to converge to the optimal solution (provided that $\gamma > 0$ is small enough) since it is simply gradient ascent for maximizing the dual $D(\cdot)$. The downside of this update is that to calculate $q_i(t+1)$ in Equation (24) bus $i$ needs information form every other bus in the network. This is countered in the DIST-OPT algorithm where only neighbour to neighbour communication is needed. This is obtained by replacing the sums in Equation (24) by

$$z^i_t(t) \approx \sum_{j=1}^N R_{ij} \lambda_j(t) \quad \text{and} \quad z^i_q(t) \approx \sum_{j=1}^N X_{ij} \lambda_j(t)$$

which can be computed in distributed fashion, see Equation (13). In particular, $z^i_d(t)$ and $z^i_q(t)$ are delayed versions of $\sum_{j=1}^N R_{ij} \lambda_j(t)$ and $\sum_{j=1}^N X_{ij} \lambda_j(t)$, respectively, as shown in the following lemma (proved in the extended version [36]).

**Lemma 2.** If $\tau_{ij}(t) = 0$ for all $i, j \in \mathcal{N}$ and $t \in \mathbb{N}$, then we have for all $i \in \mathcal{N}$ that

$$z^i_p(t) = \sum_{j=1}^N R_{ij} \lambda_j(t - d_{ij}) \quad \text{and} \quad (26a)$$

$$z^i_q(t) = \sum_{j=1}^N X_{ij} \lambda_j(t - d_{ij}) \quad (26b)$$

where $\lambda_j(t) = 0$ for $t < 0$ and

$$d_{ij} = \begin{cases} 0 & \text{if dist}(i, j) \leq 1 \\ \text{dist}(i, j) - 1 & \text{otherwise.} \end{cases} \quad (27)$$

If $\tau_{ij}(t) \leq \tau_{\text{max}}$ for all $i, j \in \mathcal{N}$ and $t \in \mathbb{N}$ then

$$z^i_p(t) = \sum_{j=1}^N R_{ij} \lambda_j(t - \bar{\tau}_{ij}(t)), \quad (28a)$$

$$z^i_q(t) = \sum_{j=1}^N X_{ij} \lambda_j(t - \bar{\tau}_{ij}(t)), \quad (28b)$$

where $\bar{\tau}_{ij}(t) \leq (\tau_{\text{max}} + 1)d$.

The lemma shows that the DIST-OPT algorithm is equivalent to updating the dual variables $\lambda = (\lambda_i, \hat{\lambda}_i)$ according to the recursion

$$\lambda(t+1) = [\lambda(t) + \gamma g(t)]_+,$$  (29)

where $g(t)$ is an approximation of the dual gradient $\nabla D(\lambda(t))$ using old $\lambda$ values solve (24) (cf. Equation (26) and (28)). In particular,

$$(p(t), q(t)) = \arg\min_{p,q} C^p(p) + C^q(q) - z^p(t)^T p - z^q(t)^T q$$

s.t.

\[ \bar{p} \leq p \leq \bar{p} \]
\[ \bar{q} \leq q \leq \bar{q} \]

and we have that

$$g(t) = \begin{bmatrix} \nabla v(p(t), q(t)) \\ v(p(t), q(t)) - \bar{v} \end{bmatrix}.$$  (30)

We use this interpretation of the DIST-OPT algorithm to prove Theorem [1] see the extended version for details [36].

V. SIMULATIONS

We evaluate our algorithm DIST-OPT on the full nonlinear AC power flow model [1], using Matlab [37]. We do our experiments on the distribution circuit of South California Edison [38]. All results are expressed as per-unit (p.u.). The nominal voltage magnitude is 1p.u. and the acceptable range is set as plus/minus 5% of the nominal value. We divide the simulation into two parts. In the first part, we use a realistic load and PV generation data over a one-day period, and evaluate the performance of our algorithm. In particular, we evaluate its ability to keep voltage within the acceptable limits and its robustness against communication delays, measurement noise and modeling error. In the second part, we focus on the optimality of the proposed algorithm, i.e. how well the algorithm can minimize the optimization problem in Equation (1). Note that since now we are considering the full AC-nonlinear power flow in Equation (1), the optimization problem is nonconvex.
A. Performance and Robustness under Time-Varying Load and PV Generation

We consider the case where a subset of the buses have PV generation (bus 2, 4, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 19, 20, 23, 25, 26, 32). We use the load and PV generation profile in [39]. The time span of the data set is one day (24 hours), and the time resolution is 6 seconds. We plot the total load and PV generation profile across the buses in Figure 2. We assume that there are control components at all the buses and those control components can supply or consume at most 0.1 p.u. active power and reactive power (i.e. \( \bar{p}_i = 0.1, \bar{p}_i = -0.1, \bar{q}_i = 0.1, q_i = -0.1 \)). The parameter \( a_i^P, a_i^Q \) is synthetic data in the range of [1, 2], and \( b_i^P \) and \( b_i^Q \) is set as 0. Consistent with the time resolution of the dataset, the buses perform one iteration of the DIST-OPT algorithm every 6 seconds.

Figure 3 depicts the progress of the algorithm when there are no communication delays. The total serial running time of our algorithm is 5.383 seconds, running all 14400 iterations on all 55 buses. This means that computing 1 iteration takes roughly 7 microseconds on each bus. This is negligible compared to the 6 second time resolution. The resulting active injection and reactive power injection and voltage profile are shown in Figure 3a, 3b and 3c, respectively. For comparison, we also simulate the voltage profile when no control is applied in Figure 4a. A comparison between Figure 3c and Figure 4a shows that our algorithm can maintain the voltages within the upper and lower limit over almost the whole day. The only exception is around 16:00 where the voltages overshoot the feasible range for only a short period of time. During this time the PV generations are changing very rapidly as can be seen from Figure 2. However, our algorithm drives the voltages back to the feasible range in only few iterations. Further, Figure 3a and Figure 3b show that our algorithm does not violate the active and reactive capacity constraints at any

---

Fig. 3: Progress of the dynamic DIST-OPT algorithm when there are no time delays.

Fig. 4: Voltage profile of the DIST-OPT algorithm under different conditions.
time. We next test the robustness of our algorithm against communication delay, measurement noise and modeling error. In these tests, we use the same simulation setting as that of Figure 3.

Robustness against communication delays. We test two cases with different types of communication delays. In Figure 4b we set the communication delays between each pair of buses $i$ and $j$ at different times to be a constant $\tau_{ij}(t) = 5$ (30 seconds). In Figure 4c the delays $\tau_{ij}(t)$ are drawn independently and uniformly from $[0, \tau_{\text{max}}]$, where $\tau_{\text{max}}$ is the maximum delay and is set as 15 (90 seconds). It can be seen that Figure 4b has no significant difference from Figure 3c while Figure 4c exhibits small oscillations but are still able to maintain the voltage within the acceptable range. A delay of 5 iterations means 30 seconds, and a delay of 15 iterations means 90 seconds. These show our algorithm is robust against large communication delays.

Robustness against intermittent communication. In Figure 4d we consider intermittent communication, where the nodes communicate only every 5th iteration (with no communication delay). When no communication occurs then the nodes update their control based on the last received communication delay. This means that the nodes communicate only once every 30 seconds. This reduces the communication by 80% compared to communicating at every iteration. Compared to Figure 3c, Figure 4d exhibits small oscillations but the voltage is still maintained within the acceptable range. These show that when implementing our algorithm, each node does not need to communicate at every iteration, and can simply communicate every a few iterations (e.g. 5 iterations, 30 seconds as in Figure 4d), which greatly reduces the communication burden.

Robustness against measurement noise. We test a case where the measurement is corrupted by Gaussian noise with stand error 0.01 p.u. The results are shown in Figure 4e. Compared to 3c Figure 4e exhibits some small oscillations but still are able to maintain the voltage within the acceptable range.

Robustness against modeling error. We test a case where the $X_{ij}$ and $R_{ij}$ used in the algorithm are inaccurate, and are drawn from $[0.8, 1.2]$ of the true value. The results are shown in Figure 4f. It can be seen that Figure 4f has no significant difference from Figure 3e.

Remark 2. In these simulations the algorithm performs one iteration during every 6 second time window. However, since the computation time is very quick ($\approx 7$ microseconds) we can easily perform hundreds of iterations per each 6 second time window provided that the communication is fast enough. Even if the communication is slow compared to the computation, these simulations show that it is fine if the nodes do not communicate at every iteration or if they do not wait for the received communication before performing their computation. This means that it is often reasonable to do multiple iterations per time window. However, the simulations show that performing one iteration per time window is often enough.

B. Optimality Under AC Power Model

Theorem 4 ensures that the DIST-OPT algorithm drives the system operating point to the solution of an optimization problem assuming that the power flow model is the linear. In this subsection, we test whether the optimality still holds under the nonlinear model, i.e. whether the fixed point of the algorithm is still the solution of the optimization problem 4 the power flow equation is the full AC model.

To this end, we run three tests. In all the tests, we use a time-invariant load profile. In the first test, we set for each $i$, $\bar{p}_i = 0.1$, $\bar{q}_i = -0.1$ and $\tilde{q}_i = \tilde{q}_j = 0$, i.e., we only use active power $p$ injection to do the control. In the second test, we set $\bar{p}_i = \bar{q}_i = 0$, $\tilde{q}_i = 0.1$, $\tilde{q}_j = -0.1$, i.e., we only use reactive power $q$ to do the control. In the third test, we set $\bar{p}_i = 0.1$, $\bar{q}_i = -0.1$, $\tilde{q}_i = 0.1$, $\tilde{q}_j = -0.1$, i.e., we use both active power and reactive power to do the control. The cost function of the three cases are shown in Figure 5 where the dashed line depict the optimal solution of 4 under nonlinear AC Power Flow Model 4, using the SOCP relaxation in 40. It is seen from Figure 5a and Figure 5b that if we do only active power control or only reactive power control then DIST-OPT drives the system to the optimum whereas if we do joint active-reactive power control then DIST-OPT drives the system to a non-optimum point. To further support the above observation we re-do the three tests under 10 randomly generated load conditions. We consider the relative absolute error

$$\frac{|\text{Cost} - \text{Opt}|}{\text{Opt}} \times 100\%$$

where Cost is the cost function achieved by running DIST-OPT for 4000 iterations, and Opt is the optimal solution obtained by the SOCP relaxation. Our results indicate that the active-power-only and reactive-power-only controls achieve an 2.7% and 4.3% relative absolute error on average, respectively. However, joint active-reactive control achieves an 59.92% relative absolute error on average.

All these tests show that when doing active-power-only or reactive-power-only control, DIST-OPT can drive the system to (nearly) the optimum, and hence the conclusion of Theorem 4 still holds under nonlinear AC power flow models. However, when doing joint active-reactive control, DIST-OPT may fail to reach the optimum. We conjecture this may be due to that the linearized power flow model 4 that we used to develop our algorithm does not capture well some nonlinearities in the coupling between $p$ and $q$ in the full AC mode 4. Nevertheless, our algorithm does a good voltage regulations when we do a joint $p$ and $q$ control, as illustrated by our experiments in the previous section. Finally, we comment that reaching the optimal solution of an optimal power flow problem with nonlinear AC power flow equation is a very difficult non-convex problem, and to date there has been only limited theoretic understanding 40. Our results only empirically show DIST-OPT may reach the optimal solution under some circumstances. However to theoretically understand the optimality of DIST-OPT under nonlinear AC power flow remains challenging and interesting future work.
Cost function under joint simulations showed that our algorithm could reduce conditions using the full nonlinear AC power flow model. Our was further illustrated in simulations under realistic operation is asynchronous or delayed. The good performance of our profile under linear power flow model even if the communica-

\[ p_i^2 + q_i^2 \leq s_i^2 \]

where \( s_i \) is set as 0.12 (slightly larger than the box constraint on \( p_i, q_i \)). We run the extended algorithm described in Section III-C with the modified STEP 2 in [19]. The resulting voltage trajectory is given in Figure 6 and trajectories of active power \( p_i \), reactive power \( q_i \), and apparent power \( s_i = \sqrt{p_i^2 + q_i^2} \) are given in Figure 6. The results show that the extended algorithm can meet the additional apparent power constraint while still guaranteeing the voltage lies between the upper and lower limit.

VI. Conulsion

We studied distributed voltage control algorithms where the buses perform local voltage control based only on local measurements and communication to neighbours in the network. We proved that our algorithms converge to an optimal voltage profile under linear power flow model even if the communication is asynchronous or delayed. The good performance of our algorithm and its robustness to asynchronous communications was further illustrated in simulations under realistic operation conditions using the full nonlinear AC power flow model. Our simulations showed that our algorithm could reduced 80% of the communication compared to a synchronous algorithm while achieving similar performance. In future work we will study how we can extend our algorithms to cover more dynamic loads such as vehicle charging or smart appliances.
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**APPENDIX A**

**CONVERGENCE: PROOF THEOREM 1**

We now show that the algorithm converges to the optimal solution to Problem 4. The proof follows similar ideas as used in [30] to prove the convergence of asynchronous dual decomposition for internet data flow. However, we note that our problem is not a special case of the internet data flow problem and the proof ideas need to be adjusted to our problem to work. In particular, the proof is based on the following two lemmas, proved in appendices D and E, respectively.

**Lemma 3.** For all \( t \in \mathbb{N} \) the following holds:

\[
\|\nabla D(\lambda(t)) - g(t)\| \leq L \sqrt{N} \sum_{\tau=1-t_0}^{t-1} \|\lambda(\tau) - \lambda(\tau + 1)\|, \\
\]

where \( t_0 = d(\tau_{max} + 1) \),

\[
L = 2 \left( \|R\|^2 + \|X\|^2 \right)^{\frac{1}{2}} \frac{1}{\eta_{min}},
\]

and \( g(t) \) is the approximate dual gradient in Equation (30).

**Lemma 4.** For all \( t \in \mathbb{N} \) the following holds:

\[
D(\lambda(t+1)) \geq D(\lambda(0)) + \left( \frac{1}{\gamma} - \frac{1}{2} - (\tau_{max}(d+1) + 1)L\sqrt{N} \right) \sum_{\tau=0}^{t} \|\lambda(\tau + 1) - \lambda(\tau)\|^2.
\]
In particular, from the Slatters condition in Equation (15), the duality gap is zero and, hence, if γ is chosen as in Equation (16) then

$$\sum_{\tau=0}^{\infty} ||\lambda(\tau+1) - \lambda(\tau)||^2 < \infty \text{ and } \lim_{t \to \infty} ||\lambda(t+1) - \lambda(t)|| = 0.$$  

The two lemmas show that the approximate sequence $g(t)$ converges to the true gradient $\nabla D(\lambda(t))$ as $t$ goes to infinity, i.e.,

$$\lim_{t \to \infty} ||\nabla D(\lambda(t)) - g(t)|| = 0.$$  

In particular, Lemma 3 shows that the distance between $g(t)$ and $\nabla D(\lambda(t))$ is bounded by the finite sum

$$\sum_{t=t_0}^{t-1} ||\lambda(\tau) - \lambda(\tau + 1)||,$$

times a constant factor. Lemma 3 shows that the terms of the sum converge to zero when $\gamma$ is chosen as in Equation (16). Therefore, the sum also converges to 0, since it has only $t_0$ terms. We now use these results to prove the theorem.

**Proof of Theorem 1.** We start by showing that every limit point of $\lambda(t)$ is an optimal solution to the dual problem. Note that the sequence $\lambda(t)$ is bounded since from Lemma 4

$$\lambda(t) \in \{ \lambda \in \mathbb{R}^{2N}_+ | D(\lambda) \geq D(\lambda(0)) \} \text{ for all } t \in \mathbb{N}$$

and every level sets is bounded [35 Proposition B.9]. Let $\lambda^*$ be some limit point of $\lambda(t)$ and let $\lambda(t_i)$ be a subsequence that converges to $\lambda^*$. Then we have from the continuity of $\nabla D(\cdot)$ that $\lim_{t_i \to \infty} \nabla D(\lambda(t_i)) = \nabla D(\lambda^*)$. The gradient approximate sequence $g(t_i)$ also converges to $\nabla D(\lambda^*)$, since from the triangle inequality we get

$$\lim_{i \to \infty} ||\nabla D(\lambda^*) - g(t_i)|| \leq \lim_{i \to \infty} ||\nabla D(\lambda^*) - \nabla D(\lambda(t_i))|| + \lim_{i \to \infty} ||\nabla D(\lambda(t_i)) - g(t_i)|| = 0,$$

where the second limit convergence to zero because of lemmas 3 and 4. Therefore, we have

$$[\lambda^* + \gamma \nabla D(\lambda^*)]_+ - \lambda^* = \lim_{i \to \infty} [\lambda(t_i) + \gamma g(t_i)]_+ - \lambda(t_i) = \lim_{i \to \infty} (\lambda(t_i + 1) - \lambda(t_i)) = 0,$$

from Lemma 4. From the projection theorem [35 Proposition 2.1.3] we have that

$$\langle \nabla D(\lambda^*), \lambda^* - \lambda \rangle \geq 0, \text{ for all } \lambda \in \mathbb{R}^{2N}_+,$$

which implies that $\lambda^*$ is the optimal solution to the dual problem [35 Proposition 2.1.2].

We can now show that $q(t)$ converges to $q^*$. The sequence $q(t)$ is bounded since it is in $[q, \bar{q}]$. Moreover, since the function $q(\cdot)$ is continuous, see Equation (24), and from strong duality, every subsequence of $q(t)$ converges to $q^* = q(\lambda^*)$. Therefore, we can conclude that $q(t)$ converges to $q^*$.

\*\*\*\*

**Appendix B**

**Proof of Lemma 1.** The gradient of the Lagrangian function in Equation (21) with respect to $p$ and $q$ is

$$\nabla L(p, q, \lambda) = \left[ \begin{array}{c} \nabla p \mathcal{L}(p, q, \lambda) \\ \nabla q \mathcal{L}(p, q, \lambda) \end{array} \right] = \left[ \begin{array}{c} \Lambda^p p + b^p + R(\lambda - \bar{\lambda}) \\ \Lambda^q q + b^q + R(\lambda - \bar{\lambda}) \end{array} \right].$$

From Proposition 6.1.1 in [35] the dual gradient is

$$\nabla D(\lambda) = \left[ \begin{array}{c} \nabla p \mathcal{L}(p, q, \lambda) \\ \nabla q \mathcal{L}(p, q, \lambda) - \bar{v} \end{array} \right]$$  

and let

$$(p^*(\lambda), q^*(\lambda)) = \arg \min_{p,q} \mathcal{L}(p, q, \lambda).$$  

Therefore, to prove Equation (32) it suffices to show that

$$p^*(\lambda) = p(\lambda) \quad \text{and} \quad q^*(\lambda) = q(\lambda)$$

or, equivalently, to show that $(p(\lambda), q(\lambda))$ is an optimal solution to Problem (32) (its solution is unique since $a_{min} > 0$). By Proposition 2.1.2. in [35] $(p(\lambda), q(\lambda))$ is an optimal solution to Problem (32) if and only if

$$\left\langle \nabla L(p(\lambda), q(\lambda), \lambda), \left[ \begin{array}{c} p(\lambda) - p(\lambda) \\ q(\lambda) - q(\lambda) \end{array} \right] \right\rangle \geq 0$$

for all $(p, q) \in [\underline{p}, \bar{p}] \times [q, \bar{q}]$. We have that

$$\left\langle \nabla L(p(\lambda), q(\lambda), \lambda), \left[ \begin{array}{c} p(\lambda) - p(\lambda) \\ q(\lambda) - q(\lambda) \end{array} \right] \right\rangle = \sum_{i=1}^{N} \nabla L_i(p(\lambda), q(\lambda), \lambda_i)$$

and hence it suffices to prove that each term of the two sums above is positive. We prove that each term of the first sum is positive, the proof for the second sum is identical. In particular, we prove that each term of the sum is positive by considering separately the following three cases:

a) If $p_i(\lambda) \in (\underline{p}, \bar{p})$ then we show that

$$\nabla L_i(p(\lambda), q(\lambda), \lambda_i) = 0.$$

b) If $p_i(\lambda) = \bar{p}_i$ then we show that

$$\nabla L_i(p(\lambda), q(\lambda), \lambda_i) \geq 0.$$

c) If $p_i(\lambda) = \underline{p}_i$ then we show that

$$\nabla L_i(p(\lambda), q(\lambda), \lambda_i) \leq 0.$$  

We now conclude the proof by proving a), b), and c) below.  

**Prove of a):** Note that $p(\lambda) = [p^p_{min}]_{\underline{p}}$ where

$$p^p_{min} : = \arg \min_{p^{\underline{p}}} \mathcal{L}(p, q, \lambda) = \Lambda_p^{-1} R(\lambda - \bar{\lambda} - b^p)$$

is the unconstrained optimizer of $\mathcal{L}(\cdot, q, \lambda)$ (the optimal solution is independent of $q$). If $p_i(\lambda) \in (\underline{p}, \bar{p})$ then $p_i(\lambda) = [p^p_{\bar{p}}(\lambda)]_i$. Using that $\Lambda_p$ is a diagonal we have

$$\nabla L_i(p^p_{\bar{p}}(\lambda), q(\lambda), \lambda) = a^p_i p_i(\lambda) + b^p_i + [R(\lambda - \bar{\lambda})]_i$$

and hence is positive since

$$\nabla L_i(p^p_{\bar{p}}(\lambda), q(\lambda), \lambda) = 0 \quad \text{and} \quad \nabla p^p_{\bar{p}}(\lambda)_i = 0.$$  

Note that from Slatters condition (Equation (15)) the set of optimal solutions to the dual problem is bounded, see Lemma 1 in [34].
Prove of b) and c): If \( p_i(\lambda) = p_i \) then \([p_i^\ast UC(\lambda)]_i \leq p(\lambda)\). Therefore, since \( a_i^b > 0 \) we have

\[
0 = \nabla^2 L(p_i^\ast UC(\lambda), q, \lambda) = a_i^b \lambda^2_i + [R(\lambda - \bar{\lambda})]_i,
\]

where \( \bar{\lambda} = \sum_{p \in \mathcal{P}} p_i \). Then from Equations (22) and (23)

\[
\| \nabla D(\lambda_1) - \nabla D(\lambda_2) \| \leq \sqrt{2} \| v(p(\lambda_1), q(\lambda_1)) - v(p(\lambda_2), q(\lambda_2)) \|
\]

Condition c) follows from similar arguments as condition b).

Finally we show that \( \nabla D(\lambda) \) is -Lipschitz continuous. Take \( \lambda_1 = (\Delta_1, \chi_1), \lambda_2 = (\Delta_2, \chi_2) \in \mathbb{R}^2 \), then from Equations (22) and (23)

\[
\| \nabla D(\lambda_1) - \nabla D(\lambda_2) \| \leq \sqrt{2} \| \frac{|\Delta_1 - \Delta_2 + \chi_2 - \chi_1|}{a_{\min}} \| \| X \| \|
\]

where \( a_{\min} = \min_{i, j} a_i^b \).

**APPENDIX C**

**PROOF OF LEMMA 2**

We need the following definition.

**Definition 1.** Consider a rooted tree \( T = (\mathcal{N}, \mathcal{E}) \).

- For each node \( i \in \mathcal{N} \) we define the set of \( r \)-th descendants of \( i \) as follows
  \[ C^r_i = \{ j \in \mathcal{N} : \sigma^r(j) = i \} \]

- Moreover, define the set of \( i \) and all of its descendants as follows
  \[ D(i) = \bigcup_{k=0}^{\infty} C^r_i \]

- We define the **height** of a node \( i \in \mathcal{N} \) as follows
  \[ \text{Height}(i) = \max \{ n \in \mathbb{N} : C^n_i \neq \emptyset \} \]

- We define the **depth** of node \( i \in \mathcal{N} \) as the distance from \( i \) to the root node \( R \in \mathcal{R} \), i.e.,
  \[ \text{Depth}(i) = \text{dist}(i, R) \]

- We define the **most recent common ancestor** of nodes \( i, j \in \mathcal{N} \) as follows
  \[ \text{MRCA}(i, j) = \arg \max_{k \in \mathcal{A}_i \cap \mathcal{A}_j} \text{Depth}(k) \]

where \( \mathcal{A}_i = \{ k \in \mathcal{N} : \sigma^r(i) = k \text{ for some } r \in \mathbb{N} \} \) is the set of ancestors of node \( i \).

Using the notation from the definition, we have the following claims (proved in the sequel):

**Claim 1:** For \( \alpha_i(t) \) defined in Equation (9) we have

\[
\alpha_i(t) = \sum_{j \in C^r_i} \alpha_j(t) = \sum_{j \in D(i)} \lambda_j(t),
\]

where we set \( \lambda_j(t) = 0 \) for \( t < 0 \).

**Claim 2:** For \( \beta_i(t) \) defined in Equation (11) we have

\[
\beta_i(t) = \sum_{k=1}^{\text{Depth}(i)} \chi_{\sigma^k(i)} \sum_{j \in \mathcal{D}(i)} \lambda_j(t - d_{ij}),
\]

where \( \chi = [\chi_1, \ldots, \chi_{NN}] \) and \( \mathcal{D}(i, k) = \mathcal{D}(\sigma^k(i)) \setminus \mathcal{D}(\sigma^{k-1}(i)) \) and \( \lambda_j(t) = 0 \) for \( t < 0 \).

**Claim 3:** We have \( X_{ij} = X_{kk} \) where \( k = \text{MRCA}(i, j) \), i.e., \( X_{ij} = \chi_{\text{MRCA}(i, j)} \).

Plug in the equations from the three claims into Equation (12) and prove equations (26) and (28). We now prove the claims.

**Prove of Claim 1.** The equation follows from the following equation (proved in the sequel)

\[
\alpha_i(t) = \lambda_i(t) + \sum_{j \in C^r_i} \lambda_j(t - r),
\]

where \( \lambda_j(t) = \sum_{j \in C^r_i} \lambda_j(t - r) \)

**Prove of Claim 2:** Writing out the recursion in Equation (11) and using that \( \beta_j(t) = 0 \) for all \( t \), if \( i \) if \( i \) has no parent (i.e., if \( j \) is the root) then we get

\[
\beta_i(t) = \sum_{k=1}^{\text{Depth}(i)} \chi_{\sigma^k(i)} \left( \lambda_{\sigma^k(i)}(t + 1 - k) + \sum_{j \in \mathcal{C}_{\sigma^k(i)}} \alpha_j(t - k) \right)
\]

**Prove of Claim 3:** Follows from that \( X_{ij} = 2 \sum_{(k, j) \in \mathcal{P}_i \cap \mathcal{P}_j} X_{kk} \) and that MRCA(i, j) is the end point of the intersection of the two paths \( \mathcal{P}_i \) and \( \mathcal{P}_j \).

**APPENDIX D**

**PROOF OF LEMMA 3**

From equations (22) and (30), we have

\[
\| \nabla D(\lambda(t)) - g(t) \| = \sqrt{2} \| v(q(\lambda(t))) - v(q(t)) \|
\]

where \( \sqrt{2} \) factor in the first equation comes from the duplication of \( v(\cdot) \) in equations (22) and (30) and the second
To prove Equation (34), Equation (35) is provided similarly, we use the definition of $\lambda$, by noting that the triangle inequality and the fact that
\begin{equation}
\|\lambda(t) - \lambda(t+1)\| \leq -D(\lambda(t+1)) - D(\lambda(t)) + \frac{L}{2}\|\Delta(t)\|^2
\end{equation}

where in the last inequality we have used $\frac{\lambda}{\gamma} \|\Delta(t)\|^2 \leq \langle g(t), \Delta(t) \rangle$, which is obtained by noting that $\lambda(t+1) - \lambda(t) = [\lambda(t) + \gamma g(t)]_+$. From Equation (29) and hence from the projection theorem in [35, Lemma 2.1.3 (b)] we have
\begin{equation}
0 \geq \langle \lambda(t) + \gamma g(t) - \lambda(t+1), \lambda(t) - \lambda(t+1) \rangle
\end{equation}

Expanding further by using Lemma [3] we get
\begin{equation}
-D(\lambda(t+1)) \leq -D(\lambda(t)) - \frac{1}{\gamma} \frac{L}{2} \|\Delta(t)\|^2 + L\sqrt{N} \sum_{k=t-t_0}^{t-1} \|\Delta(k)\| \|\Delta(t)\|
\end{equation}

where the final inequality is obtained by using the fact that for any $s_1, s_2, \ldots, s_t \in \mathbb{R}_+$ it holds that $\sum_{k=t-t_0}^{t-1} s_k s_t \leq \sum_{k=t-t_0}^{t-1} s_k s_t^2$. If we sum over $t$ we get
\begin{equation}
-D(\lambda(t+1)) \leq -D(\lambda(0)) - \frac{1}{\gamma} \frac{L}{2} \sum_{k=0}^{t-1} \|\Delta(k)\|^2 + L\sqrt{N} \sum_{k=t-t_0}^{t-1} \|\Delta(k)\| \|\Delta(t)\|^2
\end{equation}

which concludes the proof.
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