Efficient and accurate identification of protein complexes from protein-protein interaction networks based on the clustering coefficient

Sara Omranian\textsuperscript{a,c}, Angela Angeleska\textsuperscript{b}, Zoran Nikoloski\textsuperscript{a,c,*}

\textsuperscript{a}Bioinformatics, Institute of Biochemistry and Biology, University of Potsdam, 14476 Potsdam, Germany
\textsuperscript{b}Mathematics Department, University of Tampa, Tampa, FL, USA
\textsuperscript{c}Systems Biology and Mathematical Modeling, Max Planck Institute of Molecular Plant Physiology, 14476 Potsdam, Germany

Abstract

Identification of protein complexes from protein-protein interaction (PPI) networks is a key problem in PPI mining, solved by parameter-dependent approaches that suffer from small recall rates. Here we introduce GCC-v, a family of efficient, parameter-free algorithms to accurately predict protein complexes using the (weighted) clustering coefficient of proteins in PPI networks. Through comparative analyses with gold standards and PPI networks from Escherichia coli, Saccharomyces cerevisiae, and Homo sapiens, we demonstrate that GCC-v outperforms twelve state-of-the-art approaches for identification of protein complexes with respect to twelve performance measures in at least 85.71% of scenarios. We also show that GCC-v results in the exact recovery of \approx35\% of protein complexes in a pan-plant PPI network and discover 144 new protein complexes in Arabidopsis thaliana, with high support from GO semantic similarity. Our results indicate that findings from GCC-v are robust to network perturbations, which has direct implications to assess the impact of the PPI network quality on the predicted protein complexes.
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1. Introduction

Protein-protein interactions (PPIs) govern many key cellular processes, from transcription and translation (e.g. pre-initiation complex and ribosomes)\textsuperscript{[1]} to signaling and metabolism (e.g. protein kinase complexes and enzyme complexes)\textsuperscript{[2,3]}. The collection of all PPIs in a given biological system is represented by a PPI network composed of nodes, denoting proteins, and edges, corresponding to the interactions between protein pairs. Systems biology has focused on assembling networks of PPIs across different organisms by combing computational and experimental approaches\textsuperscript{[4,5,6,7,8,9,10,11]}, with different resolution and quality\textsuperscript{[12,13,14,15,16]}. The resulting PPI networks of increasing size and improved quality require the development of efficient algorithms for their mining\textsuperscript{[17]}.

A key problem in PPI network mining is that of identification of protein complexes. At the core of the algorithms to solve this problem is the identification of network clusters with particular properties. The existing network-based approaches for identification of protein complexes can be categorized into three groups: cluster-quality-based\textsuperscript{[18,19]}, node-affinity-based\textsuperscript{[20,21,22,23,24]}, and ensemble clustering methods\textsuperscript{[25,26]}. The performance assessment of these algorithms has been facilitated by the assembly of gold standards of protein complexes (e.g. EcoCyc for Escherichia coli\textsuperscript{[27]}, MIPS, SGD, and CYC2008 for S. cerevisiae\textsuperscript{[28,29,30]}, and CORUM for H. sapiens\textsuperscript{[31]}).

Mounting evidence based on these PPI networks and gold standards has pointed out that the existing methods tend to predict dense and large protein complexes; however, the vast majority of real protein complexes are small and sparse\textsuperscript{[32]}. In addition, comparative analyses have demonstrated that these approaches are not able to predict high-confidence clusters and suffer from small recall\textsuperscript{[33]}. This observation has led to the design of algorithms to identify sparse\textsuperscript{[34,35]} and small complexes\textsuperscript{[36,37]}, which have slightly improved the recall of protein complexes. Yet, these algorithms depend on multiple parameters, which render it difficult to gauge the performance in absence of optimal parameter values for different combinations of PPI networks and gold standards. It was recently shown that a parameter-free approach, that models protein complexes as biclique spanned subgraphs, outperforms the existing, seminal approaches\textsuperscript{[38]} and allows for the identification...
of both dense and sparse clusters; however, only in unweighted networks of limited size.

Due to the participation of proteins in one or many protein complexes embedded in PPI networks, it can be argued that algorithms for protein complex identification must be able to: (i) predict, with high confidence, both overlapping and non-overlapping clusters of varying density, (ii) consider edge weights that capture the confidence of interactions [39], and (iii) scale with the network size, to facilitate its application on genome-scale PPI networks and verification of the robustness of the resulting predictions. However, the existing approaches are tailored to simultaneously address only some of these requirements, and most importantly, depend on multiple parameters.

Here we propose a class of efficient greedy algorithms, collectively termed GCC-v, to predict protein complexes based on the concept of (weighted) clustering coefficient of nodes in a given PPI network. Our findings demonstrate that GCC-v partitions the network into biclique spanned subgraphs [40], thus allowing the prediction of both sparse and dense protein complexes. The reason why GCC-v partitions the network into biclique spanned subgraphs is that for each of these subgraphs, say $H$, there exists a node whose first neighborhood contains $H$. Hence, $H$ is necessarily spanned by a star, which is a biclique. Furthermore, GCC-v is parameter-free, easy to implement and is efficient even on large-scale networks. By design, GCC-v can incorporate edge weights, facilitating the prediction of more accurate protein complexes and can detect overlapping clusters. Our comprehensive comparative analysis shows that GCC-v outperforms twelve state-of-the-art approaches based on twelve well-established performance measures on PPI networks from E. coli, S. cerevisiae, and H. sapiens, based on the corresponding gold standards. We also show that the predictions of protein complexes resulting from GCC-v are robust against network perturbation. Finally, by using the pan-plant PPI in combination with analysis of domain-domain interactions, we demonstrate that GCC-v accurately predicts existing and new protein complexes in Arabidopsis thaliana.

2. Results

2.1. GCC-v algorithm combines clustering coefficient with network transformations

The PPI networks used in this study are weighted, undirected networks. Let $G = (V, E, w)$ be a network with set of nodes $V$ corresponding to proteins, set of edges $E$ denoting PPIs, and $w(e)$ corresponding to the weight (positive real number) of edge $e$ that indicates the reliability of the interaction based on experimental and computational approaches. The set of neighbors consists of all the nodes that are connected to $v$ by an edge. Due to the propensity of edge formation between nodes in the same neighborhood in PPI networks, the number of triangles is larger in Erdos-Renyi random networks of same density [41,42]. The clustering coefficient [42] quantifies the number of triangles in which a node $v$ participates, normalized by the maximum possible number of triangles in the vicinity of node $v$:

$$CC(v) = \frac{2t_v}{k_v(k_v-1)},$$  \hspace{1cm} (1)

where $t_v$ denotes the number of triangles that node $v$ is involved in, and $k_v$ is a degree of node $v$. Hence, if none of the neighbors of $v$ are connected, then according to Eq. (1) $CC(v) = 0$, and if all neighbors of $v$ are connected to each other the $CC(v) = 1$ (rendering a clique).

Several studies [43,44,45] have proposed extensions to the clustering coefficient to consider edge weights. For instance, Omnella et al. defined a weighted clustering coefficient as the geometric average of subgraph edge weights (Eq. (2)) [44]. By this formulation, the contribution of each triangle is given by the product of normalized edge weights $\bar{w}_{uv} = \frac{w_{uv}}{\max w_{uv}}$:

$$CC(v) = \frac{2}{k_v(k_v-1)} \sum_{u,v} (\bar{w}_{uv}\bar{w}_{uv}\bar{w}_{uv})^{1/3}. \hspace{1cm} (2)$$

The clustering coefficient can readily be extended on the level of edges, by applying it to the line graph of a graph $G$ [46]. In a line graph of $G$, $L(G)$, each node denotes an edge in $G$ and there is an edge between two nodes in $L(G)$ if the corresponding edges of $G$ are adjacent (i.e. share a node) [47]. Further and in contrast to the existing approaches that entirely focus on clustering nodes, the edge communities approach predicts overlapping clusters, and helps in revealing the hierarchical organization in PPIs [48].

To obtain overlapping clusters by incorporating edge weights of graph $G$, one can determine the average score of two vertices (i.e., edges in $G$) at the endpoints of every edge in the line graph, $L(G)$.

Based on these concepts, we devised four different versions of a greedy algorithm based on the: (i) clustering coefficient (CC), (ii) weighted clustering coefficient (WCC), (iii) overlapping clustering coefficient (OCC), and (iv) overlapping weighted clustering coefficient (OWCC). Given a graph $G$, the greedy algorithm determines a score for every node based on the clustering coefficient (Eqs. (1) – (2)). Depending on whether the unweighted or weighted clustering coefficient is used to calculate the score for the nodes in the original or the line graph, we obtained the four different variants mentioned above. In the case of OCC and OWCC, the procedure continues by mapping each node (corresponding to an edge in the original graph $G$) in predicted clusters in a line graph into its corresponding nodes in the original graph $G$. Moreover, as a pre-processing step in OWCC, the average weight of two adjacent nodes in a line graph (i.e. two adjacent edges in the original graph $G$) is calculated and assigned to each edge of the line graph. The greedy algorithm selects a node with the highest score and removes its neighbors along with the node itself from the graph. In the next step, it updates the score of the nodes in the first neighborhood of the nodes in the identified cluster. This procedure is repeated as long as there are connected components in $G$ (Fig. 1, Algorithm 1, see Methods).

2.2. GCC-v predicted protein complexes of high GO similarity across PPI networks

We compared the performance of the four versions of our greedy algorithm (GCC-v) with twelve state-of-the-art approaches, including: Markov Clustering (MCL) [24], Molecular Complex Detection (MCODE) [20], Cfinder [21], Affinity Propagation (AP) [23], Clustering-based on Maximal Cliques (CMC) [22], Clustering with Overlapping Neighbourhood Extension (ClusterOne) [18], PEWCC [49], Prorank’ [50], Discovering Protein Complexes based on Neighbor Affinity and Dynamic Protein Interaction Network (DPC-NADPIN) [51], Core&Peel [19], Inter Module Hub Removal Clustering (IMHRC) [52], and Protein Complexes from Coherent Partition (PC2P) [38]. To facilitate fair comparison, we considered only approaches for which publicly available implementation exists and that do not rely on any additional knowledge (e.g. ontologies or gene expression data) (see Supplementary Table 2). We would like to note that PEWCC and DPC-NADPIN both rely on the concept of the clustering coefficient of a node, but unlike GCC-v, they do not consider a weighted variant.

The critical issue with all of the existing methods (except for PC2P) is that they all rely on at least one parameter. Optimizing the parameters is challenging, since it depends on both the PPI net-
works and gold standards used as well as on the objective to be optimized. Therefore, optimizing each method based on different evaluation metrics yields different sets of predicted protein complexes, rendering it impossible to do meaningful interpretation of the findings. In the comparative analyses, we used the default parameters value for every contending algorithm. In contrast, the proposed greedy variants based on the clustering coefficient are parameter-free and are applicable to large-scale networks.

To compare the performance of the GCC-v with that of the above mentioned contenders, we first determined the GO semantic similarity of the predicted complexes in two PPI networks for E. coli, i.e. Babu [5] and Cong [7], four for S. cerevisiae, i.e. Collins [53], Gavin [4], KroganCore, and KroganExt [54], and two for H. sapiens, i.e. STRING [55] and PIPS [6] (see PPI networks and gold standards of protein complexes, Supplementary Table 1). This comparison provides support for the hypothesis that proteins participating in a protein complex are involved in similar molecular functions and participate in the same cellular component. To this end, we computed the median semantic similarity, based on two different measurements, for every pair of proteins in each predicted complex for every considered method separately, and compared the distribution of these values over all predicted complexes. The first measure is graph-based [56] and the second one is information content-based [57]. We found that all the approaches show comparable distributions of GO semantic similarity across all datasets for the three GO categories, i.e., biological process (BP), cellular component (CC), and molecular function (MF) (Fig. 2 and Supplementary Figs. 1 and 2). Since the two measures lead to similar results, we only illustrate the results of the graph-based measures.

One factor that affects the distribution of median GO semantic similarity is the number of predicted clusters from different methods. Careful inspection revealed that the methods yielding a smaller number of predicted complexes tend to show, expectedly, narrower distributions for the median GO semantic similarity. However, CC and WCC algorithms showed the highest median GO semantic similarity for Collins and STRING PPI networks, in S. cerevisiae and H. sapiens, respectively, regarding both the BP and CC categories, and in Gavin PPI network of S. cerevisiae for the MF category. Furthermore, CC and WCC exhibited the largest median GO semantic similarity value of 1 regarding CC category in both Cong and Babu PPI network of E. coli. The aforementioned methods ranked second in the Collins and Gavin PPI networks S. cerevisiae concerning the median similarity regarding the MF and CC categories, respectively, as well as in the PIPS network H. sapiens for all three GO categories (see Supplementary Fig. 1).

2.3. GCC-v outperformed all contenders across combinations of PPI networks and gold standards

To assess the performance of GCC-v, we employed two E. coli, two S. cerevisiae, and one H. sapiens gold standard of protein complexes (see PPI networks and gold standards of protein complexes, Supplementary Table 1). We calculated twelve performance measures, including: maximum matching ratio (MMR), fraction match (FRM), separation (SEP), positive predictive value (PPV), Sensitivity (SN), accuracy (ACC), precision, recall, F-measure, precision+, recall+, and F-measure+ (see Evaluation metrics, Supplementary Files). The larger values for these scores are indicative of better performance. Moreover, to summarize these twelve performance measures, first we calculated a composite score that corresponds to the sum of four metrics, MMR, FRM, ACC, and F-measure [18,58,59,38,38]. Second, we calculated the MMR and F-measure+ over predicted protein complexes with different overlap scores and employed their sum as suggested in [60].

For all combinations of two PPI networks and gold standards of E. coli, GCC-v resulted in the highest values for MMR, FRM, and recall+ as well as the largest composite score. More precisely, OCC and OWCC ranked first for the combinations of Cong PPI network with both metabolic and EcoCyc gold standards; CC and WCC ranked first in combinations of Babu PPI network with metabolic and EcoCyc gold standards, respectively (Fig. 3A, and Supplementary Figs. 3, and Supplementary Table 3). The reason that GCC-v obtained a better composite score for Cong than the Babu PPI network with both gold standards is likely due to the smaller density of the latter, since Babu PPI network includes interactions of both high and medium confidence (Supplementary Table 1). Likewise, for all combinations of protein interaction networks and gold standards in S. cerevisiae, GCC-v exhibited the highest MMR and FRM values as well as the highest recall (Fig. 3B, Supplementary Table 3). Thereby, it is not surprising that the GCC-v exhibited the best composite score and outperformed the other approaches in six out of eight combinations of PPI networks and gold standards for S. cerevisiae. More precisely, in four out of eight combinations, WCC showed the best composite score, and in the two other cases, CC and OWCC exhibited the highest composite score. The only other parameter-free approach, PC2P, also based on modeling of protein complexes as biclique spanned subgraphs, ranked first regarding the composite score for the combinations of KroganExt with CYC2008 and KroganCore with SGD (Supplementary Table 3, and Supplementary Fig. 3). The average composite scores of GCC-v are 5.9% and 2.5% smaller than PC2P in the former
and latter mentioned cases; however, GCC-v is 6.44% on average more efficient than PC2P. The better performance on KroganCore in comparison to KroganExt can be explained by the smaller density of the former (see PPI networks and gold standards of protein complexes, Supplementary Table 3). The same analysis was carried on two combinations of H. sapiens PPI networks and one
gold standard. GCC-v demonstrated the highest MMR, FRM, PPV, recall, f-measure, and f-measure+ and resulted in the top four composite score among all other contenders (Fig. 3C, Supplementary Table 3 and Supplementary Fig. 3). Therefore, these findings demonstrated that predicting protein complexes by partitioning the graph into biclique spanned subgraphs based on simple scoring using the (weighted) clustering coefficients, outperformed other state-of-the-art approaches in 85.71% of the 14 considered scenarios specified by a combination of PPI network and gold standard across the different organisms.

We further evaluated the predicted protein complexes based on another composite score that is the sum of the MMR and F-measure+ calculated over complexes with overlap scores above a given threshold for all combinations of PPI networks and gold standards for E. coli, S. cerevisiae, and H. sapiens [52] (see Evaluation metrics, Supplementary Files). Here, too, the GCC-v was among the top five approaches for all combinations of PPI networks and gold standards over all organisms (Supplementary Fig. 4).

Finally, to further analyze the proposed algorithm on PPI networks of even larger size, we used the BioGRID network of H. sapiens [61] and the STRING PPI network with two different thresholds value, 700 and 800 (Supplementary Table 1). We selected the top three performers with efficient implementations, including: MCL, ClusterOne, and WCC. The result showed that WCC outperformed the other approaches across all PPI networks. More precisely, for STRING PPI network with two different thresholds, WCC obtained the highest score for all performance measure, except sensitivity for which WCC is ranked second after ClusterOne (Supplementary Table 10).

2.4. Effects of network perturbation on identification of protein complexes

We further examined the reliability of the results acquired from WCC, as the best performing approach according to the composite score, by performing network perturbations and repeating the identification of protein complexes. To this end, we randomly removed 5, 10, 15, and 20 percent of the edges from the PPI networks of E. coli, S. cerevisiae, and H. sapiens. In doing so, we ensured that the number of connected components of the networks is the same for the cases before and after the edge removal. We repeated the procedure 100 times and calculated the average of each performance measure over all repetitions. The results for all combinations of PPI networks and gold standards showed only a slight decrease in each performance measure, and thereby, in the composite score, when we removed 5 to 20 percent of the edges from the original PPI network. The exception is the PIPS network in H. sapiens regarding the CORUM complexes (Supplementary Figure 5), for which edge removal resulted in a composite score of a slightly higher value. Moreover, we compared the composite score obtained by removing edges with the original composite score of WCC across all organisms (Fig. 4). The composite score was generally smaller, except in the cases of Babu (E. coli), Gavin, and KroganExt (S. cerevisiae) with the metabolic, CYC2008, and SGD gold standards, respectively. This finding implied that the original PPI network, particularly in the case of KroganExt, contains more false-positive protein interactions than the other PPI networks, under the assumption that the prediction approaches and gold standard applied are of good quality (as shown by our findings).

We repeated the same procedure for the other two best-performing algorithms according to composite score, MCL and ClusterOne. The result suggested that ClusterOne performed similarly to WCC; however, MCL had a huge drop in its composite score. The fluctuation in the composite score is calculated as follows: we first calculated the average of the composite score of 100 times repetition for each network obtained by removing 5 to 20 percentages of edges; next, we computed the overall mean of these composite scores; finally, we compared the average composite score with the one resulted from the original network. On average, MCL has the highest fluctuation in the composite score followed by ClusterOne and then WCC with a fluctuation ratio of 848.57%, 18.88%, and 12.94%, respectively (Supplementary Figure 6–7).

2.5. Application of GCC-v to pan-plant PPI network identifies new, high-confidence protein complexes

Next, we aimed to determine new protein complexes in PPI networks from plant. To this end, we used the recently assembled pan-plant PPI network by using data from co-fractionation mass spectrometry from 13 plant species; the resulting protein interactions are scored based on the likelihood of physical interaction between two proteins [8]. Here, we considered the high-confidence interactions (with scores greater than 0.5), and used the same gold standard of plant protein complexes (see Supplementary Table 1).

We selected the top three best performing approaches, including: ClusterOne, MCL, and WCC, to analyze their performance on the plant PPI network. The result indicates that WCC outperformed the other two contenders and obtained the highest composite score (Supplementary Table 10). With further investigation of predicted protein complexes from the approaches, WCC captured fully 34.75% of known protein complexes in the plant gold standard (Supplementary Table 5), while ClusterOne and MCL captured
20.33% and 12.71% of known protein complexes from this gold standard, respectively.

We next determined the PPI network for A. thaliana by mapping the each eggNOG ID, used in the pan-plant network, to a TAIR locus ID [8]. By applying WCC and comparing the results clusters against the plant gold standard, we predicted 144 new protein complexes. Interestingly, 39.58% of these new complexes show GO semantic similarity of MF category equal to 1, suggesting coordinated functions of the involved proteins (see Supplementary Table 6). However, it has already been shown that functional modules may perform different molecular functions, but could be involved in the same process and can take place in the same organelle [62,63]. Therefore, we also investigated the new clusters that obtained maximum GO semantic similarity (of 1) for the BP and CC categories, but showed lower GO semantic similarity based on the MF category. Consequently, we considered 8.33% of the new predicted complexes as functional modules (see Supplementary Table 7).

Finally, we evaluated the selected clusters based on the GO semantic similarity by analyzing the domain-domain interactions (DDI) of the proteins comprising these clusters. For ~ 43% of the protein complexes we identified the domains, based on the Pfam database [64] and relied on the DDI network [65] for further characterization. By using the DDI of high confidence (gold and silver), we found support for eight protein complexes, of which six were also inferred by considering only the Gold DDI category (see Supplementary Table 8).

By inspecting the protein clusters for which there is a support from domain-domain interactions, we found that COL3 (AT2G24790) forms a complex with a peptidase M1 family protein (AT1G63770) and APM1 (AT4G33090), encoding an aminopeptidase. COL3 is a positive regulator of photomorphogenesis that acts downstream of COP1, but can promote lateral root development independently of COP1: it also functions as a daylength-sensitive regulator of shoot branching [66]. Loss-of-function mutants for APM1 show irregular, uncoordinated cell divisions throughout embryogenesis that affect the shape and number of cotyledons [67]. It is therefore expected that this complex may be implicated in control of root traits. In addition, our findings point at the protein complex involving AL3, AL4, and AL6; all AL proteins except AL3 bind to di- or trimethylated histone H3 (H3K4me3/2) [68], and may be involved in controlling hair elongation under particular nutrient availability [69]. The other protein complexes are composed of two proteins each, related to histones or part of histone superfamily protein, ferredoxin 2 and 3, serine hydroxymethyltransferases 2 and 3, SERINE HYDROXYMETHYLTRANSFERASE 3, two RNA helicases, and several proteins of unknown function. The largest of the 144 predicted, high-confidence complexes involved the functional interaction between light harvesting proteins of photosystems I and II as well as associated components (particularly subunits of photosystem I), supported by other chloroplast PPI network of A. thaliana [70] (see Supplementary Table 9). Therefore, these findings provide a rich resource for generating hypotheses for validation in dedicated experimental studies.

3. Discussion

Assembly of high-quality gold standards has demonstrated that protein complexes exhibit different densities, can overlap in one or more proteins, and show differences in sizes. However, the existing approaches have largely focused on identification of particular class of protein complexes (e.g. dense vs. sparse), affecting the resulting recall values. In addition, the existing approaches rely on multiple parameters, rendering it challenging to compare the predicted complexes in networks of increasing quality and size. Finally, many of the approaches do not scale well for large-scale networks or are difficult to parallelize.

We have shown that partitioning a PPI network into biclique spanned subgraphs provides the best performing approach to identify protein complexes [38]. However, while this approach is parameter-free and allows to detect both dense and sparse protein complexes, it does not scale well. Therefore, we introduced a new greedy approximation algorithm to efficiently partition a PPI network into biclique spanned subgraphs corresponding to protein complexes. The GCC-v is elegant and fast; it can predict protein complexes in large-scale PPI networks in order of seconds. In addition, GCC-v allows the consideration of edge-weights to prioritize more reliable interactions in the corresponding predicted complexes. Moreover, GCC-v allows the identification of overlapping clusters by employing line graph transformation. Finally, and most importantly, GCC-v is parameter-free and, therefore, can be employed objectively, without user-specified parameters that must be tuned in a case-to-case basis.

Extensive comparative analyses demonstrated that GCC-v outperformed state-of-the-art contending approaches with respect to seminal performance measures in PPI networks from E. coli, S. cerevisiae, and H. sapiens, while ensuring that the overall semantic similarity of the predicted proteins is high, in line with biological expectation. Most importantly, GCC-v resulted in the largest recall (and refinements of this measure), MMR, FRM, accuracy as well as F-measure (and its refinement) in majority of examined data sets. Therefore, we demonstrated that GCC-v offers a parameter-free and efficient means to overcome the key shortcoming of the existing approaches. Applications with pan-plant PPI network showed that GCC-v outperforms all other approaches, and resulted in new, high-confidence putative protein complexes of small size involved in variety of biological processes. Therefore, our computational approaches can be readily used to posit testable hypotheses about the role of protein complexes in shaping diverse cellular traits.

4. Conclusion and future work

The proposed family of greedy approaches, called GCC-v, provides a scalable means for accurate prediction of protein complexes as determined by our extensive comparative analyses. Interestingly, our analysis of the effects of network perturbations demonstrate approaches from GCC-v can also point out the quality of the used PPI network, provided a gold standard of protein complexes of high quality, as used in our study. These results point at the intimate relationship between the problem of network clustering based on biclique spanned partitions and that of link (or edge) prediction—a relationship that we aim to explore in future studies.

5. Methods

5.1. PPI networks and gold standards of protein complexes

To evaluate the performance of different network clustering approaches, we used two E. coli, four S. cerevisiae, and two H. sapiens PPI networks. All PPI networks are edge-weighted except one from E. coli. The S. cerevisiae PPI networks, including Gavin [4], Collins [53], Krogran Core, and Krogran Extended [54], were obtained experimentally, and the weights (in the range between zero and one) denote the reliability of each interaction. In the Collins PPI network, the interaction weights are based on purification enrichment score, while in the Gavin PPI network, the weight indicates the socio-affinity index that measures the affinity between proteins. The socio-affinity index calculates the log-odds of how many
times pairs of proteins are observed together as preys, or a bait and a prey in the network. In the Krogan PPI network, each interaction is assigned a probability based on the integration of mass spectrometry scores. This network has two versions, the Krogan core contains highly reliable interactions (probability $\geq 0.273$), the Krogan extended network includes more interactions of smaller reliability (probability $\geq 0.101$). In addition, we used the up-to-date H. sapiens PPI networks obtained from STRING [55] and PIPS [6]. In the STRING network, the score on each interaction does not indicate the strength but the confidence of an interaction, i.e., given all available evidence, denoting how likely it is that the interaction is real. Two different types of the score are available in the STRING dataset, i.e., combined score and sub-score. In this study, we considered the combined score that is supported by several types of evidence, namely: Conserved neighborhood, Gene fusions, co-expression, phylogenetic co-occurrence, database imports, large-scale experiments, and Literature co-occurrence. The interaction score in the PIPS network corresponds to the posterior odds ratio of interaction computed based on a naïve Bayes network [71]. Intuitively, the score indicates the likelihood of the interaction between pairs of proteins given the evidence. In the prediction of interactions, several features are considered, such as: expression data, protein domains, subcellular localization, and co-occurrence of domains. Therefore, to consider more reliable protein interactions into our study, we set the cut-off score of 999 and 25 for STRING and PIPS PPI networks, respectively. Moreover, two E. coli PPI networks that are obtained from [5,7] are used in this study. For simplicity, we named the PPI networks the same as the corresponding first author Babu and Cong throughout the paper. The protein interactions in Babu network inferred experimentally from affinity purification mass spectrometry (APMS). Later, they applied an integrative statistical framework on inferred interactions to obtain a confidence score for each PPI. The protein interactions in Cong network are predicted by utilizing evolutionary signatures in protein sequence and structure. Different sets of a gold standard are available to assess the predicted protein complexes. Here, the CYC2008 [30], an update to the Munich Information Centre for Protein Sequences (MIPS) catalog [28], and complexes derived from the Saccharomyces Genome Database (SGD) [29] are used as S. cerevisiae protein complex reference sets. Furthermore, we employed CORUM [31] as the gold standard for H. sapiens protein complexes. Finally, we used two gold standards for E. coli: metabolic gold standard based on the genome-scale metabolic network of E. coli [72] and EcoCyc [27]. The protein complexes in both CYC2008 and CORUM reference sets are verified by small-scale experiments and the protein complexes from EcoCyc are manually curated. The mentioned PPI networks and gold standards differ with respect to the number of proteins and interactions they include. For completeness, Supplementary Table 1 includes these features for the PPI networks, gold standards, and their intersections employed in the analyses.

5.2. Preliminaries

Let $G = (V, E)$ be an undirected graph with set of vertices $V$ and set of edges $E$. For a node $v \in V$, we define the neighborhood of $v$ by $N(v) = \{u \in V : (v, u) \in E\}$. Regardless of which input graph (original or line graph) and node scoring method (original or weighted clustering coefficient Eqs. (1) – (2)) used, the same Greedy Clustering Coefficient algorithm (GCC) holds. GCC scores all nodes, then identifies the node with highest score and its neighbors in a cluster (ties are broken arbitrarily). Next, it updates the scores and repeats this procedure until there is no node left in the graph (Algorithm 1).

Algorithm 1. Greedy Clustering Coefficient algorithm

1: procedure GCC ($G$)
2: clusters $\rightarrow \{\}$
3: connected_components $\rightarrow$ connected component of $G$
4: while there is a component in connected_components do
5: nodes_score $\rightarrow$ score(component,$V$|component)
6: $v \leftarrow \arg\max(nodes\_score)
7: cluster$\rightarrow\{v + N(v)\}$
8: append cluster to clusters
9: remove cluster from graph$G$
10: connected_components $\rightarrow$ connected component of$G$
11: Update score(N(cluster))
12: return (clusters)

The GCC-v and all the other competitors were carried on the same machine, an Intel(R) Core™ i7-8650U with 1.90 GHz–2.11 GHz, except PC2P that was performed on an Intel(R) Xeon(R) CPU E5-2670 v2 with 2.50 GHz. We investigated the empirical running time on the four PPI networks of S. cerevisiae, two PPI networks of H. sapiens, and two PPI networks of E. coli, for WCC, PC2P, and MCL approaches (Supplementary Table 4). We observed that the WCC has the lowest running time in comparison with the other two approaches. The WCC running time is always in the order of magnitude of seconds for all datasets however the MCL and PC2P are in the order of magnitude of minutes and in some cases for PC2P is hours or a day. GCC-v is available on GitHub at https://github.com/SaraOmranian/GCC-v.

5.3. Evaluation metrics

Here, we adopt twelve well-established metrics to assess the quality of predicted protein complexes, including sensitivity, positive predictive value, accuracy and separation from [73], fraction match and maximum matching ratio from [18], precision, recall, and F-measure from [22], and precision*, recall*, and F-measure* from [60].

These evaluation metrics are selected based on their usage in seminal studies about the prediction of protein complexes [18,22,19,60]. We further use the composite score which is the sum of the values of MMR, FMR, ACC, and F-measure [58,18,59], as well as the sum of MMR and F-measure* over different threshold values ($0 \leq t \leq 1$) [60] as other metrics to illustrate the overall performance. The definition and notations of evaluation metrics are all well explained in the Supplementary Files.

The functional similarity between two proteins can be assessed by semantic similarity of their respective GO annotation terms [74]. Thereby, we employed the GOSim R package [75] to determine the similarity between protein pairs in a given predicted complex. The final semantic similarity of each predicted complex is summarized by the median of the semantic similarity of the protein pairs in the corresponding complex.

6. Data availability

The data underlying this article are publicly available and their corresponding references are provided within the article.
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