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Abstract

Ensemble of predictions is known to perform better than individual predictions taken separately. However, for tasks that require heavy computational resources, e.g. semantic segmentation, creating an ensemble of learners that needs to be trained separately is hardly tractable. In this work, we propose to leverage the performance boost offered by ensemble methods to enhance the semantic segmentation, while avoiding the traditional heavy training cost of the ensemble. Our self-ensemble framework takes advantage of the multi-scale features set produced by feature pyramid network methods to feed independent decoders, thus creating an ensemble within a single model. Similar to the ensemble, the final prediction is the aggregation of the prediction made by each learner. In contrast to previous works, our model can be trained end-to-end, alleviating the traditional cumbersome multi-stage training of ensembles. Our self-ensemble framework outperforms the current state-of-the-art on the benchmark datasets ADE20K, Pascal Context and COCO-Stuff-10K for semantic segmentation and is competitive on Cityscapes. Code will be available at github.com/WalBouss/SenFormer.

1. Introduction

Semantic segmentation is the task of assigning each pixel of an image with a semantic category, and therefore is close to the task of image classification. Its many applications include robotics, autonomous cars, medical application, augmented reality and more. Most segmentation methods follow an Encoder-Decoder scheme. The encoder extracts the relevant features of the image to characterize each pixel, a process usually involving down-sampling the feature maps to increase the receptive field of the model. The decoder up-samples the feature maps to both recover the spatial information and produce a per-pixel classification. In [31] the authors extended this procedure to fully convolutional network (FCN), which paved the way for later work to achieve impressive results on various segmentation datasets and has since dominated the field of semantic segmentation, let it be for medical [19,38], self-driving cars [40] or robotics applications [20].

While for image classification all the extracted features are aggregated to generate a single prediction for the whole image, for semantic segmentation one prediction is made per pixel, and therefore, each location within a given feature map needs to contain information about its own class and the class of its surroundings. Research efforts have focused on enhancing FCN, mainly to compensate for the inherent locality of the convolution operation. Some examples of convolution enhancements for segmentation are the atrous convolution that introduces holes in convolution kernel [6, 7], the pyramid pooling module (PPM) that aggregates context information using different kernel pooling layers, and [48] that combine the PPM and the feature pyramid network (FPN) [27] to capture context information at different resolutions. The level of efforts to circumvent convolution locality reflects its limitation for semantic segmentation.

Following the hegemony of transformer-based architectures over natural language processing (NLP) tasks, much attention has been given to transformer-based network in vision applications. Since Dosovitskiy et al. introduced the Vision Transformer (ViT) [12] and Touvron et al. [42] an efficient training strategy, a series of transformer-based backbone have been developed [13, 30, 45, 46], tending towards replacing their convolution counterparts. Recently, semantic segmentation has been reformulated as a sequence-to-sequence prediction problem, and has resulted in state of the art results [9,41,44,49,53].

Another promising line of improvement, though not
widely explored, is the use of ensemble methods which combines predictions from multiple learners. Modern deep learning architectures rely on stochastic optimizers for training (e.g. SGD). They are highly sensitive to initialization, choices of hyper-parameters, and data augmentation, and, as a result, tend to converge to different local minimum and thus yield different predictions [15]. However, by training multiple models separately and averaging their predictions, it is possible to reduce the prediction variance and generate performances that are better than any individual model. While ensemble learning has been extensively applied to classification [24, 33, 50], deep metric learning [23, 25], and to some extent to object detection [1, 47], its application to semantic segmentation [34, 37] is still limited, mainly due to the prohibitive cost of model training.

We propose a simple transformer-based decoder that can be interpreted as a Self-ensemble segmentation transformer (SenFormer). To take advantage of the performance boost brought by ensemble methods while avoiding the inconvenience and cost of training several models, we propose to leverage the multi-scale feature pyramid naturally produced by the FPN-like methods, by feeding independent decoders with the aim to constitute an ensemble of learners, which can be interpreted as a form of self-ensemble segmentation. Since the inputs to the learners (i.e. decoders) come from different levels of the feature pyramid, they differ in scale and contain different spatial and semantic information, allowing each learner to make prediction that is inherently different from others. Such diversity introduced between the learners has been known to increase the performance in ensemble learning [55]. It has been reported that when the learners are trained with a loss function on the final merged decision, the boost in performance offered by ensemble is not observed [2]. However, our experiments indicate that it is not the case in our self-ensemble framework. After conducting extensive ablation studies, we further demonstrate that the benefits of our method effectively come from the self-ensemble framework by comparing the SenFormer to a custom baseline that uses a features fusion strategy.

Overall, our SenFormer approach achieves excellent results on benchmark datasets. Specifically, it outperforms similar architectures [48] that use feature fusion strategy, suggesting that our self-ensemble approach effectively leverage the expressive power of ensemble methods. In particular, when using a larger backbone model, SenFormer achieves an accuracy of 57.05% on the benchmark ADE20k data set [54], outperforming the current state-of-the-art of 56.7% [3]. To summarize, our contributions are three fold:

- We propose an innovative way to leverage the multi-scale features produced by the FPN to form an ensemble of learners inside a single model.
- We develop a transformer-based decoder that is used as a learner in our self-ensemble framework.
- We propose an enhancement of the traditional FPN that uses transformer blocks in place of convolutions.

2. Related Works

Semantic Segmentation. Since fully convolutional networks (FCN) have been introduced in the seminal work [31], it has dominated the field of semantic segmentation. However, due to the inherent locality of the convolution operation, architectures solely based on convolutions fail to capture long-range dependencies and thus prevent it from capturing global context information, which is vital for dealing with large and/or occluded objects. To alleviate the locality issue innate to convolution, a series of enhancements have been introduced to the FCN scheme. In [6, 7], atrous convolution was introduced to increase the convolution receptive field by introducing holes in the convolution kernel. In [52], it was acknowledged that due to the limited access to context information, FCN mainly based its prediction on the shape of the object of interest, rather than on the scene context. This led to the proposed Pyramid Scene Parsing Network (PSPNet) and the introduction of a pyramid pooling module (PPM) that consists of a series of pooling layers with different kernel sizes, processed in parallel and then concatenated before feeding to the decoder. Although PPM allows the aggregation of more context information, the PSPNet decoder in [52] used only low-resolution feature maps for segmentation and lacked spatial information in the decoder. In addition to using PPM, to obtain feature maps that were more spatially aware, a feature pyramid network (FPN) was used in [48], which were concatenated with PPM output for segmentation prediction.

Vision Transformers. More recently, motivated by the stupendous success of transformer-based architecture for image classification [12, 42], there have been several works leveraging the self-attention operation to improve segmentation performance of FCN scheme or even completely replacing it. Transformer-based architectures can be used as a drop-in replacement of traditional CNN backbones to enhance the extracted features supplied to the decoder [13, 30, 42, 45, 46]. It has been observed that transformer backbones that produce a hierarchical feature representation [30, 45] are the most suited for segmentation tasks. Additionally, following the original Encoder-Decoder Transformer [43] used in NLP, recent works proposed to formulate the problem of semantic segmentation as a sequence-to-sequence problem [41, 49, 53], freeing the architecture from any inductive prior biases.

Alternatively, motivated by the success of DETR [5] which used transformer for object detection, MaX-DeepLab [44] and MaskFormer [9] treated semantic (and panoptic) segmentation no longer as a per-pixel classification but as a
3. Method

In this section, we describe how the multi-scale feature pyramid is generated by the FPN and present our proposed version, which we call the feature pyramid network transformer (FPNT). Then, we introduce the transformer-based decoder architecture used in this paper. Finally, we describe our overall self-ensemble framework (Figure 1) to improve segmentation models.

3.1. Multi-scale feature extraction

3.1.1 Notations

Following the notations in [18, 27, 48], we denote the output of the last residual block of ResNet-like backbones as \{C_2, C_3, C_4, C_5\} with respective strides of \{4, 8, 16, 32\}. For Swin Transformer-like backbones, \{C_2, C_3, C_4, C_5\} correspond to the output of stage 1 up to stage 4 that also have respective stride of \{4, 8, 16, 32\}, see Figure 1.

3.1.2 Feature Pyramid Network

The set of features extracted by the backbone is enhanced by the FPN [27] to obtain a feature pyramid that has strong spatial and semantics at all scales. To do so, \{C_2, C_3, C_4, C_5\} undergo a linear projection to set the channel dimension of each scale to a fixed size denoted as \(D\). Consecutive levels are then upsampled to the same size (through bilinear interpolation) and merged by element-wise addition. Eventually, the merged features are processed by a \(3 \times 3\) convolution to alleviate the aliasing effect of the upsampling (see [27] for more details). We denote the FPN feature set output as \(\mathcal{P} = \{P_2, P_3, P_4, P_5\}\), where

\[
\begin{align*}
P'_i &= \text{Proj}(C_i), \quad i \in \{2, 3, 4, 5\} \\
P_5 &= P'_5 \\
P_i &= \text{Conv}_{3 \times 3}(P'_i + \text{Upsample}(P'_{i+1})), \quad i \in \{2, 3, 4\}
\end{align*}
\]

with \(\text{Conv}_{3 \times 3}\) being a convolution with \(3 \times 3\) kernel and \(\text{Upsample}\) being the nearest neighbor upsampling operation.

3.1.3 Feature Pyramid Network Transformer

We empirically found that while introducing marginal changes to the implementation and a minimal computational cost, replacing the \(3 \times 3\) convolution by a transformer block in the FPN increases the segmentation performance (see ablation studies Section 4.4). In practice, we use the window-based transformer block (denoted as WTB) of [30] to limit the memory footprint overhead. We name this enhanced FPN version as feature pyramid network transformer (FPNT), where

\[
\begin{align*}
P'_i &= \text{Proj}(C_i), \quad i \in \{2, 3, 4, 5\} \\
P_5 &= P'_5 \\
P_i &= \text{WTB}(P'_i + \text{Upsample}(P'_{i+1})), \quad i \in \{2, 3, 4\}
\end{align*}
\]

3.2. Decoders architecture

In this paper, the problem of semantic segmentation is approached as a per-pixel classification through ensemble learning. This means that the final class assignment prediction for each pixel is not the output of a single decoder, but rather the fused predictions made by different independent learners. Hereafter, we described the architecture of a single decoder and in the next section we present our self-ensemble framework.

Transformer Decoders. As depicted in Figure 1, the \(i^{th}\) decoder branch takes as input the features coming from the corresponding level of the FPN (with stride \(s_i\)) \(P_i \in \mathcal{R}^{D \times \frac{H_i}{s_i} \times \frac{W_i}{s_i}}\), as well as a set of \(N_c\) learnable embeddings termed as class embeddings, \(\text{cls} = \{\text{cls}_1^c, \ldots, \text{cls}_{N_c}^c\} \in \mathcal{R}^{N_c \times D}\), where \(N_c\) is the number of class. In this respect, there is one learnable class embedding \(\text{cls}^k_i\) per segmentation class and per level in the feature pyramid.

Each decoder is a transformer composed of \(L\) layers whose architecture is inspired by the traditional transformer [43], except that we do not use any encoder layers, plus we use pre-norm in place of post-norm for the placement of layer normalization (LN), meaning that the skip connections inside each transformer block are not affected by the LN [36].

In a nutshell, a single Transformer Decoder block consists of three successive operations: Cross-Attention, Self-Attention and Multi-Layer Perceptron layers.

First, the multi-scale features \(\{P_2, P_3, P_4, P_5\}\) are reshaped into a set of tokens \(\{z_2, z_3, z_4, z_5\}\) where \(z_i \in \mathcal{R}^{n_i \times D}\), \(n_i = \frac{HW}{s_i}\) is the number of token, and \(s_i\) is the stride of the \(i^{th}\) level of the pyramid.

In the CA layer, the FPN’s token features \(z_i’s\) are linearly transformed through matrix multiplication to acts as the keys and values, and the class embedding \(\text{cls}_i’s\) as the
The features extracted by the backbone \(\{C_2, C_3, C_4, C_5\}\) are enhanced in a feature pyramid to produce spatially and semantically strong features maps at every level of the pyramid. Each set of features is decoded by a different learner in the ensemble and the learners’ predictions are merged.

### 3.3. Ensemble Prediction

#### 3.3.1 Traditional Ensemble

Traditionally, an ensemble \(\mathcal{M}^{trad}\) is a set of \(M\) independently trained models, denoted as \(\mathcal{M}^{trad} = \{f_1, f_2, \ldots, f_M\}\) that we call learners. Each learner \(f_m, m \leq M\) produces its own prediction for the given task that is then merged to the others to generate the final prediction. For semantic segmentation, let \(f^i_m \in \mathbb{R}^{N_c}\) represent the classification prediction made by the \(m^{th}\) learner at pixel location \((i, j)\) for a \(N_c\)-class segmentation problem. Given an input image \(x \in \mathbb{R}^{3 \times H \times W}\), the final ensemble segmentation mask prediction \(m(x) \in \mathbb{R}^{N_c \times H \times W}\) at location \((i, j) \in \{1, \ldots, H\} \times \{1, \ldots, W\}\) is

\[
m(x)^{ij} = \frac{1}{M} \sum_{m=1}^{M} f^i_m(x) \in \mathbb{R}^{N_c}
\]

#### 3.3.2 Self-Ensemble

In our self-ensemble setting, we have an ensemble \(\mathcal{D} = \{d_2, d_3, \ldots, d_M\}\) of \(M-1\) independent learners/decoders, where \(M\) is the level index in the FPN \(^1\). The different learners do not receive the same input. Indeed, the learners share the same backbone but receive features coming from different levels of the feature pyramid.

Given an input image \(x \in \mathbb{R}^{3 \times H \times W}\), the final self-ensemble segmentation mask prediction \(m_{se}(x) \in \mathbb{R}^{N_c \times H \times W}\) is

\[
m_{se}(x)^{ij} = \frac{1}{M} \sum_{m=1}^{M} f^i_m(x) \in \mathbb{R}^{N_c}
\]

\(^1\)Typically \(M = 5\), but it can be more as in the case of RetinaNet [28].
\( R_{N_c \times H \times W} \) at location \((i, j) \in \{1, \ldots H\} \times \{1, \ldots, W\}\) is

\[
m^{ij}_{nc}(x) = \frac{1}{M - 1} \sum_{m=2}^{M} d^{ij}_m(P_m) \in R^{N_c} \tag{5}\]

where \( d^{ij}_m \in R^{N_c} \) represent the classification prediction made by the \( m \)th decoder at pixel location \((i, j)\).

Traditionally in ensembles, if one trains the different learners altogether (i.e., applying the loss on the merged prediction), the performance boost offered by ensemble disappear [2]. However, our experiments show that it is not the case in our setting. We hypothesis that it is due to fact that each learners are independently initialized (as in ensemble) and receives different inputs, therefore alleviating the need for separate training.

4. Experiments

Datasets. We evaluate our model performance using four semantic segmentation benchmark datasets, ADE20K [54], Pascal Context [35], COCO-Stuff-10K [4] and Cityscapes [11]. We focus on ADE20k, which is a challenging scene parsing dataset consisting of 20,210 training images and 2,000 validation images and covers 150 fine-grained labeled classes. Results on additional datasets can be found in the supplementary materials.

Evaluation metric. We report the mean Intersection over Union (mIoU), a standard metric for semantic segmentation.

Baseline model. To demonstrate that the performance improvement of our method is genuinely a result of self-ensemble instead of feature fusion, we introduce a simple decoder baseline module that borrows the feature fusion strategy from UperNet [48], but uses our transformer decoder, as shown in Figure 2. This way, the FeatureFusion-Baseline and SenFormer only differ by the multi-scale fusion strategy. Following [48], the baseline multi-scale fusion strategy is as follow: we first resize (through bilinear interpolation) all the features \( \{P_2, P_3, P_4, P_5\} \) to match \( P_2 \) dimension (i.e. 1/4 of the input image) and concatenate them. We then apply a 3 × 3 convolution followed by a batch normalization layer and a ReLU activation. Note that this baseline is only used for ablation purposes and SenFormer is thereafter also compared to state of the art methods in Section 4.3.

4.1. Implementation and training details

Backbones. Since SenFormer uses the FPN to build a multi-scale set of features, it is compatible with any backbone architecture. In our experiments we use both convolutional ResNet50 and ResNet101 [18]. For transformer-based backbones, we use Swin-Transformers [30] and BEiT [3].

FPN and FPNT. The channel dimension of the feature pyramid \( D \) is set to 512 for both FPN and FPNT. For the Window-based Transformer Block (WTB) of our FPNT, we follow the standard settings of [30], with a window size of 7 × 7, 8 attention heads and MLP dimension of 4D.

Transformer decoder ensemble. SenFormer is composed of an ensemble of decoders that all share the same transformer architecture, but receive their input feature maps from different levels of the feature pyramid. Each decoder is a succession of \( L \) transformer blocks composed of a sequence of cross-attention, self-attention and a multi-layer perceptron operations, enhanced with skip-connections and pre-norm layer normalization. The number of class embedding \( \text{cls}_i = [\text{cls}_1^i, \ldots, \text{cls}_{N_c}^i] \in R^{N_c \times D} \) for each decoder \( i \) in the ensemble is equal to \( N_c \), the number of classes in the training dataset. Similar to [5, 9], the class embeddings are initialized to zero.

Each learner is independently supervised with a cross-entropy loss. In addition, we apply a standard cross-entropy loss on the final ensemble prediction. To sum it all up, the final loss function is, \( \mathcal{L}(x, m^{gt}) = \mathcal{L}_{ce}(m_{se}(x)) + \sum_{m=2}^{5} \mathcal{L}_{ce}(d_{m}(P_m), m^{gt}). \)

Training setting. We use mmsegmentation [10] library as codebase and follow the standard training practice for each dataset. Moreover, we apply common data augmentation for semantic segmentation, which include left-right flipping, standard random color jittering, random resize with ratio 0.5 – 2 and random cropping.

For the optimizer, we use AdamW [32]. Following [6] in segmentation and as common practice, we use "poly" learning rate scheduler. Following [9, 48], we set the initial learning rate to \( 10^{-4} \) and weight decay to \( 10^{-4} \) for ResNet backbones, an initial learning rate of \( 6 \cdot 10^{-6} \) and a weight decay of \( 10^{-2} \) for Swin-Transformer, and an initial learning rate of \( 2 \cdot 10^{-5} \) and a weight decay of 0.05 for BEiT. Due to memory limitations, no learner is used for \( P_5 \) when BEiT-L is used as backbone, resulting in 3 learners instead of 4. We also use gradient clipping of 1 to help stabilizing the
| method       | backbone         | crop size | #params. | FLOPs  | mIoU  |
|--------------|------------------|-----------|----------|--------|-------|
| CNN          |                  |           |          |        |       |
| UperNet      | ResNet-50        | 512×512   | 67M      | 238G   | 42.05 |
| SenFormer    | ResNet-50        | 512×512   | 144M     | 179G   | 44.68 |
| UperNet      | ResNet-101       | 512×512   | 86M      | 257G   | 43.82 |
| SenFormer    | ResNet-101       | 512×512   | 163M     | 199G   | 46.54 |
| Transformer  |                  |           |          |        |       |
| UperNet      | Swin-T           | 512×512   | 60M      | 236G   | 44.41 |
| SenFormer    | Swin-T           | 512×512   | 144M     | 179G   | 46.0  |
| UperNet      | Swin-S           | 512×512   | 81M      | 259G   | 47.72 |
| SenFormer    | Swin-S           | 512×512   | 165M     | 202G   | 49.2  |
| UperNet      | Swin-B\(\d\)     | 640×640   | 121M     | 471G   | 50.04 |
| SenFormer    | Swin-B\(\d\)     | 640×640   | 124M     | 474G   | 51.75 |
| UperNet      | Swin-L\(\d\)     | 640×640   | 234M     | 647G   | 52.05 |
| SenFormer    | Swin-L\(\d\)     | 640×640   | 314M     | 546G   | 53.08 |
| UperNet      | BEiT-L\(\d\)     | 640×640   | 441M     | 1746G  | 56.7  |
| SenFormer    | BEiT-L\(\d\)     | 640×640   | 525M     | 934G   | 57.05 |

Table 1. **Semantic segmentation on ADE20K validation.** Comparison of self-ensemble based SenFormer with the counterpart of features-fusion based UperNet. Result in blue indicated the new state-of-the-art. Backbones pre-trained on ImageNet-22K are marked with \(\d\).

| \(d_2\) | \(d_3\) | \(d_4\) | \(d_5\) | mIoU |
|---------|---------|---------|---------|------|
| ✓       | x       | x       | x       | 42.31|
| x       | ✓       | x       | x       | 41.87|
| x       | ✓       | ✓       | x       | 41.84|
| ✓       | x       | x       | ✓       | 38.11|
| ✓       | ✓       | ✓       | ✗       | 44.55|
| ✓       | ✓       | ✓       | ✓       | **44.68**|

Table 2. **Performances by using different combinations learners,** where ✓/✗ indicates whether or not the learner is used for the prediction.

4.2. Self-ensemble

Features at different levels of the pyramid carries different scale of contextual information, and our experiments support that self-ensemble is capable of capturing and integrating such information.

We first analyze the output produced by each decoder and assess their performance. Table 2 outlines the \(mIoU\) scores of independent prediction of each decoder as well as for the ensemble. Notably, the ensemble \(mIoU\) score is +3.5 better than the mean score of the learners taken separately with \(\sum_{i=2}^{5} mIoU(d_i) = 41.03\). More surprisingly, even though \(d_5\) taken separately performs significantly worse than the others – due to its low-resolution inputs – when introduced in the ensemble it positively contributes to the model, thereby is consistent with traditional ensemble methods where even weak learners can be combined to enhance the prediction.

**Feature Fusion vs SenFormer.** To verify that the gain in performance of our model effectively arises self-ensemble, we compare SenFormer and the FeaturesFusionBaseline, since they only differ in the multi-scale fusion strategy (features fusion vs self-ensemble). In Table 3, we observe that SenFormer is +2 \(mIoU\) better than the baseline, suggesting that our self-ensemble approach is indeed the main drive for the improvement.

4.3. Main results

**Results.** The current state-of-the-art performance for pixel-based semantic segmentation on the benchmark data set ADE20K is obtained by an UperNet [48] with BEiT [3] backbone and a features fusion strategy, with a \(mIoU\) of 56.7. In our experiments, we compare SenFormer with UperNet architecture for a variety of CNN- and transformer-based backbones (see Supplementary Materials
for results on additional datasets). As we can see from Table 1, when using the same standard Swin-Transformer backbone, SenFormer consistently outperforms UperNet regardless of the backbone size. The same can be said for the BEiT backbone. In fact, SenFormer outperforms the current state-of-the-art and achieved a new score of 57.05 when a BEiT-L backbone is used. The performance gap is even larger when using convolutional backbones (+3 mIoU), suggesting that our transformer-based decoder successfully capture the long-range dependencies missed by the CNN-based backbones.

Since SenFormer uses one learner per level in the feature pyramid, it has more parameters than its features fusion counterpart. But when compared to traditional ensemble methods that require the training of several independent models, our self-ensemble framework is much more parameter- and computationally efficient as it involves training a single model. Moreover, SenFormer is more efficient than UperNet in terms of FLOPs.

Class embeddings similarity. In SenFormer, for a given learner, each class embedding vector represents a unique class and is used to produce the learner’s prediction for that given class. Hence, we expect the class embedding to retain specific information about that class. Accordingly, at the end of the training the different learners should converge to different vectors (as they represent different classes).

Figure 3 shows the distribution density of the cosine similarity between the different class embeddings of SenFormer trained on ADE20K with ResNet-50 as backbone; i.e. for the $i$-th learner the distribution of the following set $\{\cos(d_{l,k}^i, d_{l,k}^j), (k,l) \in \{1,...,N_c - 1\} \times \{k,...,N_c\}\}$.

Surprisingly, although ADE20K has a large number of classes, the density curves are close to the origin, suggesting that the different class embeddings converge to different vectors. Hence, for a given learner $i$, the class embeddings $\text{cls}_i = [\text{cls}_1^i, \ldots, \text{cls}_{N_c}^i]$ of SenFormer effectively acts as a memory bank that is used by the decoder to assess how likely a given feature token of $P_i$ represents a certain class.

In our experiments when we tried to use a unique class embedding for the different learners, it led to significantly degraded performance, hinting that the different decoders genuinely behave as independent learners. See Supplementary Materials for additional experiments on sharing settings between learners.

4.4. Ablation studies

For ablation studies, we solely use ResNet-50 pre-trained on ImageNet-1K [39] as backbone and trained all models for 100k iterations.

| # block | mIoU  | #params. | FLOPs |
|---------|-------|----------|-------|
| 1       | 42.44 | 55M      | 111G  |
| 3       | 43.25 | 89M      | 139M  |
| 6       | 43.6  | 144M     | 179G  |
| 9       | 43.7  | 190M     | 220G  |

(a) Number of decoder blocks.

| method    | mIoU |
|-----------|------|
| none      | 38.15|
| FPN       | 42.7 |
| FPNT      | 43.6 |

(b) FPN vs FPNT.

| method | mIoU |
|--------|------|
| Pre-Norm | 43.6 |
| Post-Norm | 42.63 |

(c) Normalization strategy.

Table 4. Ablation studies related to SenFormer architectural choices.

Number of blocks. Table 4 show the results of SenFormer trained with varying number of decoder block per learner. The mIoU improves with more decoder blocks added. Note that using a single decoder block leads to significantly poorer performance, suggesting that cross-correlation are iteratively drawn between the feature $P_i$’s and the class embeddings $\text{cls}_i$’s. We choose to use 6 decoder blocks per learner as it offers a good complexity/performance trade-off.

FPN/FPNT Multi-scales feature generation. In Table 4 we demonstrate the benefit of our feature pyramid network transformer (FPNT) over the traditional FPN and its crucial role in our architecture. We observe that FPNT is 0.9 mIoU better than the FPN baseline, while introducing a minimal parameter and computational overhead. Also, not using any FPN-like method significantly reduces the performance, which can be explained by the fact that each learner must receive semantically and spatially strong features.

Pre-Norm vs Post-Norm. Early versions of transformers [43] as well as recent applications to object detection
and segmentation [5, 9] applied layer normalization after the skip connection (post-norm), while recent implementations tend toward using pre-normalization setting. Table 4 shows that a pre-normalization strategy performs best for our architecture. We believe that, by leaving the skip connection pathway unaltered, the pre-norm setting ease the information flow from the ground truth supervision to the input class embeddings of the learner, therefore fostering the "memory bank" mechanism described Section 4.3. It may also explain why [5, 9] do not benefit from the use of pre-norm. Indeed, in DETR and MaskFormer, each query embedding vector (the equivalent of our class embedding) does not correspond to a unique class, but is rather dynamically routed to a class by using a bipartite matching, therefore the learned embeddings do not act as a "memory bank".

5. Conclusion

This paper introduces our self-ensemble framework for semantic segmentation, a simple methodology that benefits from ensemble learning while avoiding the inconvenience and cost of training multiple times the same model. To do so, we proposed to leverage the multi-scale feature set produced by FPN-like methods to build an ensemble of decoders within a single model, where learners in the ensemble are fed with features coming from different levels of the feature pyramid. We also developed a transformer-based architecture for the learner/decoders. In addition, we proposed an enhanced version of the traditional FPN that uses transformer blocks in place of convolutions and therefore introducing minimal changes to the implementation while notably improving segmentation performance.

Our approach outperforms current state-of-the-art on ADE20K, Pascal Context and COCO-Stuff-10K datasets for semantic segmentation. It is more efficient in terms of FLOPs, but requires notably more parameters due to the use of multiple decoders/learners. It is part of our future work to investigate light-weight learners and improve efficiency.
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To demonstrate the generality of our self-ensemble framework, we evaluate SenFormer performances on additional benchmark datasets for semantic segmentation with various number of classes and training samples. We first provide more information about the datasets used to evaluate SenFormer performances (Section A). Then we compare SenFormer to state-of-the-art architectures on these datasets (Section B). Eventually, to gain more insights about our self-ensemble approach, additional experiments and ablations on SenFormer are presented on ADE20K dataset (Section C).

| method            | backbone | mIoU   | +MS  |
|-------------------|----------|--------|------|
| DeepLabV3+ [8]    | ResNet-50| 44.0   | 44.9 |
| PerPixelBaseline+ [9] | ResNet-50| 41.9   | 42.9 |
| MaskFormer [9]    | ResNet-50| 44.5   | 46.7 |
| SenFormer         | ResNet-50| **44.68**| 45.2 |
| OCRNet [51]       | ResNet-101| -     | 45.3 |
| DeepLabV3+ [8]    | ResNet-101| 45.5   | 46.4 |
| MaskFormer [9]    | ResNet-101| 45.5   | 47.2 |
| SenFormer         | ResNet-101| **46.54**| 47.0 |
| SETR-L MLA [53]   | ViT-L    | -      | 50.3 |
| Segformer [41]    | ViT-L    | 50.71  | 52.25|
| Segformer-Mask [41]| ViT-L    | 51.82  | 53.63|
| SegFormer [49]    | MiT-B5   | 51.0   | 51.8 |
| UperNet [30]      | Swin-L   | 52.05  | 53.5 |
| SenFormer         | Swin-L   | 53.08  | 54.2 |
| MaskFormer [9]    | Swin-L   | **54.1**| 55.6 |

Table 5. State-of-the-art comparison on ADE20K validation set.

A. Additional datasets

ADE20K [54] is a scene parsing dataset built from ADE20K-Full dataset, where 150 classes were selected to constitute SceneParse150 challenge. It consists of 20, 210 training images, 2, 000 validation images, and covers 150 fine-grained labeled classes. Models are trained for 160k iterations, with a batch size of 16 and a crop size of 640 × 640 pixels when using Swin-B, Swin-L or BEiT-L as backbone, otherwise a crop size of 512 × 512 is used.

COCO-Stuff-10K [4] is a subset of the COCO dataset [29] for semantic segmentation. It consists of 9k images for training and 1k images for testing, covering 171 semantic-level categories. For training, all SenFormer models were trained for 80k iterations, with a batch size of 16 and a crop size of 512 × 512.

Pascal Context [35] training set contains 4, 996 images covering 59 classes and the testing set contains 5, 104 images. The data come from the PASCAL VOC 2010 contest [14], where annotations for the whole scene have been added. All SenFormer models were trained for 40k iterations, with a batch size of 16 and a crop size of 480 × 480.

Cityscapes [11] is a high-resolution dataset of 5, 000
street-view images with 19 semantic classes. Conventionally, the dataset is split into a training set of 2,975 images and a validation set of 500 images. All SenFormer models were trained for 100k iterations, with a batch size of 8 and a crop size of $512 \times 1024$.

### B. Additional results

In this section we further compare SenFormer to state-of-the-art methods on ADE20K and additional benchmark datasets.

**ADE20K.** In Table 5 we compare SenFormer to a variety of FCN- and transformer-based decoders using both CNN- and transformer-based backbones. When using standard ResNet backbones, SenFormer outperforms all other methods. The same can be said for per-pixel classification-based models when using transformer-based backbones, where SenFormer even outperforms recently introduced transformer-based decoders like SETR [53], Segmenter [41] and SegFormer [49]. Note however that MaskFormer [9] is doing better than SenFormer when using transformer-based backbones. Indeed, MaskFormer introduces a new approach for semantic segmentation that is based on mask classification (rather than traditional per-pixel classification) and that greatly improves segmentation performances. In fact, MaskFormer [9] significantly outperforms PerPixel-Baseline+ [9] while sharing the same architecture and only differing by the problem formulation (*per-pixel vs mask classification*). Therefore, we leave for the future work SenFormer’s formulation as a mask classification, as it has significant potential for semantic segmentation.

**Pascal Context.** In Table 6 we compare SenFormer to state-of-the-art methods on Pascal Context test dataset. The current state-of-the-art performance is obtained by CAA [21] using EfficientNet-B7 as backbone, with a mIoU of 60.5. SenFormer is outperforming previous FCN methods, as well as recent transformer-based methods. Our approach outperforms the current state-of-the-art (CAA) when using the same ResNet-101 backbone, showing the benefit of our approach. Moreover, we reach a score of **64.0** mIoU when using Swin-L as backbone. Overall, our approach shows a significant improvement of +3.5 mIoU over the previous state-of-the-art.

**COCO-Stuff-10K.** Table 7 compares SenFormer to state-of-the-art methods on COCO-Stuff-10K test dataset. The current state-of-the-art performance is obtained by CAA [21] using EfficientNet-B7 as backbone, with a mIoU of 45.4. When using standard ResNet backbones, SenFormer outperforms previous FCN methods, as well as the transformer-based method MaskFormer. Moreover, we obtain **50.1** mIoU when using Swin-L as backbone. Therefore, our approach pushes SOTA’s boundaries by a substantial margin of +4.6 mIoU over previous methods on COCO-

| method       | backbone   | mIoU | +MS |
|--------------|------------|------|-----|
| DANet [17]   | ResNet-50  | 50.5 | -   |
| EMANet [26]  | ResNet-50  | 50.5 | -   |
| CAA [21]     | ResNet-50  | 50.23| -   |
| SenFormer    | ResNet-50  | 53.18| 54.3|

| method       | backbone   | mIoU | +MS |
|--------------|------------|------|-----|
| DANet [17]   | ResNet-101 | 52.6 | -   |
| EMANet [26]  | ResNet-101 | 53.1 | -   |
| DeepLabV3+ [8] | ResNet-101 | 53.2 | 54.67|
| DRANet [16]  | ResNet-101 | 55.4 | -   |
| OCRNet [51]  | ResNet-101 | 54.8 | -   |
| CAA [21]     | ResNet-101 | 55.0 | -   |
| SenFormer    | ResNet-101 | 55.1 | 56.6|

| method       | backbone   | mIoU | +MS |
|--------------|------------|------|-----|
| OCRNet [51]  | HRNetV2-W48| 56.2 | -   |
| CAA [21]     | EfficientNet-B7 | 58.40 | 60.5+|

| method       | backbone   | mIoU | +MS |
|--------------|------------|------|-----|
| EMANet [26]  | ResNet-50  | 37.6 | -   |
| PerPixelBaseline+ [9] | ResNet-50 | 34.2 | 35.8|
| MaskFormer [9] | ResNet-50 | 37.1 | 38.9|
| SenFormer    | ResNet-50  | **39.0** | **39.7**|

| method       | backbone   | mIoU | +MS |
|--------------|------------|------|-----|
| DANet [17]   | ResNet-101 | 39.7 | -   |
| EMANet [26]  | ResNet-101 | 39.9 | -   |
| OCRNet [51]  | ResNet-101 | 39.5 | -   |
| CAA [21]     | ResNet-101 | 41.2 | -   |
| MaskFormer [9] | ResNet-101 | 38.1 | 39.8|
| SenFormer    | ResNet-101 | 39.6 | 40.6|

| method       | backbone   | mIoU | +MS |
|--------------|------------|------|-----|
| OCRNet [51]  | HRNetV2-W48| 40.5 | -   |
| CAA [21]     | EfficientNet-B7 | 45.4+| -   |
| SenFormer    | Swin-L     | **49.1** | **50.1**|

Table 6. State-of-the-art comparison on Pascal Context test. † indicates previous SOTA and score in blue indicates the new SOTA.

| method       | backbone   | mIoU | +MS |
|--------------|------------|------|-----|
| EMANet [26]  | ResNet-50  | 37.6 | -   |
| PerPixelBaseline+ [9] | ResNet-50 | 34.2 | 35.8|
| MaskFormer [9] | ResNet-50 | 37.1 | 38.9|
| SenFormer    | ResNet-50  | **39.0** | **39.7**|

| method       | backbone   | mIoU | +MS |
|--------------|------------|------|-----|
| DANet [17]   | ResNet-101 | 39.7 | -   |
| EMANet [26]  | ResNet-101 | 39.9 | -   |
| OCRNet [51]  | ResNet-101 | 39.5 | -   |
| CAA [21]     | ResNet-101 | 41.2 | -   |
| MaskFormer [9] | ResNet-101 | 38.1 | 39.8|
| SenFormer    | ResNet-101 | 39.6 | 40.6|

| method       | backbone   | mIoU | +MS |
|--------------|------------|------|-----|
| OCRNet [51]  | HRNetV2-W48| 40.5 | -   |
| CAA [21]     | EfficientNet-B7 | 45.4+| -   |
| SenFormer    | Swin-L     | **49.1** | **50.1**|

Table 7. State-of-the-art comparison on COCO-Stuff-10K test. † indicates previous SOTA and score in blue indicates the new SOTA.

**COCO-Stuff-10K.** Table 7 compares SenFormer to state-of-the-art methods on COCO-Stuff-10K test dataset. The current state-of-the-art performance is obtained by CAA [21] using EfficientNet-B7 as backbone, with a mIoU of 50.1. SenFormer outperforms previous FCN methods when using standard ResNet backbones, as well as recent transformer-based methods. Our approach outperforms the current state-of-the-art (CAA) when using the same ResNet-101 backbone, showing the benefit of our approach. Moreover, we reach a score of **50.1** mIoU when using Swin-L as backbone. Overall, our approach shows a significant improvement of +3.5 mIoU over the previous state-of-the-art.

**Cityscapes.** Table 8 compare SenFormer to state-of-the-art methods on Cityscapes validation dataset. We observe that SenFormer performs on par with the best FCN and transformer-based methods. We hypothesis that since Cityscapes dataset has only 19 classes, the object classification aspect of the segmentation is easier and therefore SenFormer cannot benefit as much from its class embed-
C. Additional experiments

To gain more insights on how SenFormer is making its predictions and how independent the different learners in SenFormer are from each other, we conduct additional experiments. For the following experiments, we use ResNet-50 pretrained on ImageNet-1K as backbone and train all the models for 160K iterations on ADE20K.

**Iterative cross-correlations.** In the ablation studies, we demonstrate that reducing the number of blocks per learner significantly poorer the performance – 
-1.3 mIoU when using a single decoder block compared to using 6. We therefore concluded that cross-correlations are iteratively drawn between the features \( P_i \)'s and the class embeddings \( \text{cls}_i \)'s. To further validate it, we trained a SenFormer variant where each learner is using a single block repeated 6 times – i.e., a single decoder is *shared across all the learners*. As we can see from Table 9, this sharing setting leads to significantly poorer performance, thus supporting our assumption.

To further verify that independence between learners is a key component in SenFormer, we trained another variant of SenFormer where the learners/decoders are distinct but use the same class embeddings – i.e., \( \text{cls}_2 = \text{cls}_3 = \text{cls}_4 = \text{cls}_5 \). Table 9 shows that sharing the class embeddings also leads to a significant degradation in performances, hinting that the different decoders genuinely behave as independent learners.

In summary, the process during which the knowledge contained in the features is distilled into the class embeddings, is an iterative process, therefore requires several decoder blocks (may their weights be shared or not). Moreover, independence between SenFormer’s learners is a key requirement of our approach, hence any weight sharing between the learners will significantly poorer performances.

### Table 9. Comparison performance on ADE20K val of different weight sharing settings for SenFormer.

| weight sharing setting | # blocks | mIoU  | #params. | FLOPs  |
|------------------------|----------|-------|----------|--------|
| shared                 | 6        | 42.69 | 68M      | 179G   |
| cls embedding          | 6        | 42.91 | 67M      | 179G   |
| repeated               | 6        | 44.16 | 55M      | 179G   |
| none                   | 1        | 43.12 | 55M      | 111G   |
| repeated               | 6        | **44.68** | 144M   | 179G   |

To further validate our hypothesis, we trained a variant of SenFormer where a single learner/decoder is used to process the different levels of the feature pyramid – i.e., a single decoder is *shared across all the learners*. As we can see from Table 9, this sharing setting leads to significantly poorer performance, thus supporting our assumption.
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