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ABSTRACT
Sequential recommendation models are primarily optimized to distinguish positive samples from negative ones during training in which negative sampling serves as an essential component in learning the evolving user preferences through historical records. Except for randomly sampling negative samples from a uniformly distributed subset, many delicate methods have been proposed to mine negative samples with high quality. However, due to the inherent randomness of negative sampling, false negative samples are inevitably collected in model training. Current strategies mainly focus on removing such false negative samples, which leads to overlooking potential user interests, lack of recommendation diversity, less model robustness, and suffering from exposure bias. To this end, we propose a novel method that can Utilize False Negative Samples for sequential Recommendation (UFNRec) to improve model performance. We first devise a simple strategy to extract false negative samples and then transfer these samples to positive samples in the following training process. Furthermore, we construct a teacher model to provide soft labels for false negative samples and design a consistency loss to regularize the predictions of these samples from the student model and the teacher model. To the best of our knowledge, this is the first work to utilize false negative samples instead of simply removing them for the sequential recommendation. Experiments on three benchmark public datasets are conducted using three widely applied SOTA models. The experiment results demonstrate that our proposed UFNRec can effectively draw information from false negative samples and further improve the performance of SOTA models. The code is available at https://github.com/UFNRec-code/UFNRec.

CCS CONCEPTS
• Information systems → Recommender systems.
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1 INTRODUCTION
Recommendation systems play an essential role in online platforms (e.g., Amazon [32], Facebook [23] and Google [8]) to learn evolving user preferences and fulfill user requirements. Generally, the core of the sequential recommendation task is to optimize neural models that can distinguish positive samples from negative ones based on users’ historical iterations. Many methods have been proposed to capture user interests and recommend items accurately, including RNN-Based methods [19, 45], GNNs structures [40, 55, 58], various CNNs frameworks [46, 48], and model variants [26, 30, 43] based on the effective multi-head self-attention [49].

Though achieving promising results, these methods commonly apply items with implicit historical feedback (e.g., clicks) of users as positive samples and regard items randomly selected from a specific set, e.g., the training dataset or a mini-batch samples, as negative samples. Thus, these methods significantly rely on the quality of negative samples and roughly assume that items without historical interactions are negative samples. However, due to the inherent randomness of negative sampling, false negative samples naturally exist in negative samples, which means a selected negative item can be clicked by the user in the future. For example, the items exposed to a user are entirely determined by the recommendation system, leading to exposure bias. Thus, an item is never recommended to the user, he/she will never have the opportunity to interact with this item. In other words, this item can be interacted with by the user if exposed. Such false negative samples can affect the recommendation quality and model robustness, especially for some data-sensitive models. Furthermore, since the false negative samples are potential positive samples, overlooking these false negative samples will lead the model to learn the narrow interests of users, which influences the recommendation diversity. Thus, a recommendation system should be able to distinguish false negative samples from all negative samples and further utilize them.

However, it is non-trivial to devise an effective method to utilize false negative samples in the following two noteworthy aspects: 1) Due to the randomness of negative samples and the lack of reliable
supervised signals for false negative samples, it is challenging to design a valid criterion to distinguish false negative samples from all randomly selected negative ones. Significantly, such a criterion should be instance-level and context-aware. For instance, if a negative sample fits the interests of the corresponding user or is highly related to the positive item, this sample can be a false negative sample. 2) Because of the inherent uncertainty of such false negative samples, we should carefully design an approach to utilize these samples. On the one hand, simply removing these samples can avoid introducing noise but roughly ignore the significant benefits of such samples. On the other hand, a loose criterion will bring additional noise and lead to inferior model performance. Thus, the strategy to utilize false negative samples should be thorough enough.

Many studies have paid attention to the influence of false negative samples [17, 71]. Early studies [31] rely on extra information such as item content to identify possible false negative samples and train them with low weights. Recently, SRNS [10] leverages a variance-based sampling strategy to remove false negative samples. Besides, studies in Knowledge Graph (KG) also find that introducing false negative samples will lead to inferior model performance. With the observation that the scores of false negative samples in KG can be very high, NSCaching [70] directly removes the sample with the largest score in each negative sample set. Though promising, these methods only focus on reducing the risk of false negative samples without explicitly utilizing them, which overlooks the importance of false negative samples in enhancing user experience.

To this end, in this paper, we propose an effective strategy to utilize false negative samples for sequential recommendation. Firstly, we leverage the item scores to filter out false negative samples from negative samples without involving extra data. Concretely, we record negative samples with larger scores than positive ones and consider negative samples recorded over certain times (i.e., reaching a given threshold) as false negative samples. Unlike SRNS [10] that simply removes false negative samples, we utilize these samples to further train the model. Specially, we reverse the labels of these samples and treat them as positive samples during the following training process. In this way, we distinguish the potential positive items from the original randomly sampled negative items, which can widen user interests and improve the recommendation diversity. Furthermore, to enhance model robustness, we adopt a consistency training loss on a teacher-student framework to regularize the output distribution of newly exploited false negative samples. Experiments on three backbone models and three real-world datasets prove that our proposed UFNRec can improve model performance for sequential recommendation over different state-of-the-art baselines. This work mainly includes the following contributions:

- We propose an effective strategy for sequential recommendation systems to identify false negative samples and transfer them to positive samples to train the model further. To our best knowledge, this is the first work to utilize false negative samples to improve recommendation performance.
- We introduce a consistency training method based on a teacher-student framework to regularize the predictions of false negative samples.
- Extensive experiments conducted with three SOTA models on three widely used public datasets indicate the superiority of our proposed UFNRec over SOTA models.

2 RELATED WORK

2.1 Sequential Recommendation(SR)

Early works widely apply Markov Chain (MC) to model sequential interactions, including both the first-order MC [42] and the high-order MC [15, 16]. With the prosperity of deep learning approaches, CNN-based [46, 48, 59], RNN-based [19, 20, 24, 29, 34, 41, 45], attention-based [26, 30, 43, 64, 65, 72], and GNN-based [28, 40, 50, 55, 58, 73] methods are proposed to capture user interests and enhance model performance. For example, GRU4Rec [19] utilized an RNN-based method for the SR task, and then many subsequent works have been proposed based on GRU4Rec [3, 6, 11, 18, 29, 36, 41, 45]. However, RNN-based methods are usually more sensitive to the problem of data sparsity and thus perform worse than CNN-based and attention-based methods. As for CNN-based methods, Caser [46] applied CNN to extract users’ short-term preferences, and Tuan and Phuong [48] used CNN to combine content features and session clicks. Then, NextItNet [66] designed dilated convolutions to comprehend long-range sequences. Also, many researchers introduced attention mechanisms [49] to improve recommendation performance and achieved great success [12, 25, 26, 30, 35, 43] in the SR task. For example, SASRec Kang and McAuley [26] introduced a self-attention mechanism to identify relevant items from users’ interaction history and recommend the next item. BERT4Rec [43] applied the bidirectional self-attention to model user interaction sequences. Moreover, combining attention mechanisms with GNNs [40, 55, 58] proves to be another alternative way for the SR task. Some methods like transfer learning and data augmentation also show their efficacy in improving the performance of SR [7, 14, 21, 22, 37, 62, 69].

Recently, contrastive learning is another effective way to solve the SR task. Specially, methods that combine contrastive learning and attention mechanisms [60, 68, 74] have achieved significant success. Concretely, CL4Rec [60] obtains self-supervision signals based on data augmentation methods and applies a contrastive loss to restrict the model outputs. Besides, StackRec [51] introduces a highly deep but easy-to-train model by stacking a pre-trained shallow model and fine-tuning it. ICAI-SR [67] introduces how to handle the complex relations between items and categorical attributes, and SINE [44] focuses on extracting multiple interests of users for the SR task. Also, CT4Rec [33] proposes an effective consistency training method by only adding two extra training objectives, and this method obtains outstanding achievement without any structural modifications or data augmentation strategies.

2.2 Negative Sampling for Sequential Recommendation

Many sampling-based methods [1, 2, 4, 39] have been used to improve the model performance for SR. Among them, some studies [13, 27, 54, 56] pay attention to the selection of hard negative samples. Concretely, ANCE [57] utilized an asynchronously updated ANN index to select hard negative samples globally. Besides, the efficiency of negative sampling [5, 8] has recently become a
research hotspot in recommendation tasks. Specifically, MNS [61] mixed uniformly and in-batch negative samples to alleviate the selection bias. CBNS [52] focused on cross batch negative sampling strategy instead of only sampling negative data in an in-batch way. [63] corrected the sampling bias by estimating item frequency through streaming data.

However, these methods mainly concentrate on effectively mining negative samples and ignore the existence of false negative samples [17]. Few studies notice the influence of false negative samples for the sequential recommendation. [31] identified possible false negative samples by additional information and then reduced the training weights of these samples. [71] interpreted the complicated and varied reasons for users’ inaction and emphasized that inaction information brings benefits to recommendation systems. In the domain of knowledge graph, NSCaching [70] found that the scores of false negative samples can be very high and thus removed the sample with the largest score in each negative sample set. For recommendation tasks, SRNS [10] recently proposed a variance-based strategy to filter out false negative samples and removed these samples during training. Though achieving strong performance, these methods only focus on how to distinguish false negative samples from all negative samples and then reduce the risk of introducing these samples. Different from their studies, we address the utilization of false negative samples, which can improve model robustness and recommendation diversity.

3 THE UFNREC MODEL

Figure 1 shows the overall architecture of our model. Before fully explaining UFNRec, we introduce some basic notations to describe the sequential recommendation task. Let \( \mathcal{V} = \{v_1, v_2, ..., v_{|\mathcal{V}|}\} \) and \( \mathcal{U} = \{u_1, u_2, ..., u_{|\mathcal{U}|}\} \) respectively denote a group of items and users. For a given user \( u \in \mathcal{U} \), the historical interaction sequence is denoted as \( s_u = \{v_1(u), v_2(u), ..., v_{|s_u|}(u)\} \), where \( v_{i}(u) \in \mathcal{V} \) is the item interacted with user \( u \) at time step \( t \) and \( |s_u| \) denotes the length of \( s_u \). The goal of sequential recommendation is to predict the probability of all alternative items based on the historical sequence \( s_u \) and then recommend the most likely item that the user \( u \) will interact with at time step \( |s_u| + 1 \). This prediction task can be formulated as below:

\[
P(v_{|s_u|+1}^{(u)} = v | s_u)\]  

3.1 Backbone Model

Since our proposed UFNRec method does not depend on structural information, we choose three widely used models (i.e., SASRec [26], BERT4Rec [43] and SSE-PT [53]) as backbones. Generally, user representation \( s_u = f(s_u) \) can be obtained at each time step \( t \), where \( f(\cdot) \) indicates the model encoder.

To learn the correlation between users and items in the sequential recommendation, a similarity function, e.g., inner product, is used to measure the distance between item representation and user representation. Then, as shown in Equation 2, a binary cross entropy loss function \( l_{u,t}(v_{t+1}^*) = \log(1 - \sigma(s_u, v_{t+1}^*)) \) can be inferred for the user representation \( s_{u,t} \) of user \( u \) at time step \( t \). Here, \( \sigma(s_u, v_{t+1}^*) \) is the prediction result and \( y \) is the label of \( v_{t+1} \), with \( y = 1 \) for positive samples and \( y = 0 \) for negative ones.

\[
l_{u,t}(v_{t+1}^*) = -y \log(\sigma(s_u, v_{t+1}^*)) - (1 - y) \log(1 - \sigma(s_u, v_{t+1}^*)) \]  

(2)

where \( \sigma(x) = 1/(1 + e^{-x}) \)  

(3)

Commonly, for each positive sample, \( n \) negative items are randomly selected from the dataset to obtain a set \( N \) with \( |N| = n \). Then, a basic loss is utilized to measure the prediction accuracy for the positive item \( v_{t+1}^* \) and \( n \) negative items \( v_{t+1}^- \) from the set \( N \):

\[
\mathcal{L}_{\text{basic}}(s_u, v_{t+1}; \omega) = l_{u,t}(v_{t+1}^*; \omega) + \sum_{v_{t+1}^- \in N} l_{u,t}(v_{t+1}^-; \omega) \]  

(4)
Then, we distinguish false negative samples from set \( \mathcal{N}_{\text{false}} \) corresponding positive item over \( m \). A larger \( m \) indicates the benchmark to identify false negative samples. A larger samples (i.e., set \( \mathcal{N} \)) consists of potential false negative samples. Concretely, when negative samples always have larger scores than true negative samples, the model will train with both true negative samples and false negative samples, making the model less robust. To address this problem, we design an efficient strategy to filter out false negative samples. Moreover, we utilize false negative samples to further train the model by reversing the labels of these samples.

**False Negative Mining.** Motivated by the observation that false negative samples always have larger scores than true negative samples [70], we identify false negative samples according to their prediction results. Before applying our strategy, we firstly warm up the model by utilizing the randomly sampling strategy until the basic loss converges. After that, we start to mine false negative samples. Concretely, during each epoch, we record negative samples (i.e., set \( \mathcal{N}_{\text{ran}} \)) that have larger prediction results than positive samples (i.e., \( \sigma(s_{u,t; t+1}) \)). Moreover, we retrain them with other randomly sampled negative items (i.e., set \( \mathcal{N}_{\text{rec}} \)) in the next epoch following Equation 5 with \( \omega_{t+1} \in \mathcal{N}_{\text{ran}} \cup \mathcal{N}_{\text{rec}} \) and \( |\mathcal{N}_{\text{ran}}| = n - |\mathcal{N}_{\text{rec}}| \).

\[
\mathcal{L}_{\text{basic}}(s_{u,t; \omega}) = \mathcal{L}_{\text{rec}}(s_{t+1}; \omega) + \sum_{\omega_{t+1} \in \mathcal{N}_{\text{ran}} \cup \mathcal{N}_{\text{rec}}} \mathcal{L}_{\text{ran}}(s_{t+1}; \omega) \quad (5)
\]

Then, we distinguish false negative samples from set \( \mathcal{N}_{\text{rec}} \) which consists of potential false negative samples. Concretely, when negative samples are recorded over \( m \) epochs (a predefined hyperparameter), we suppose these negative samples to be false negative samples (i.e., set \( \mathcal{N}_{\text{false}} \)). Here, the parameter \( m \) approximately indicates the benchmark to identify false negative samples. A larger \( m \) means a stricter rule for false negative samples and vice versa. Thus, if a negative sample obtains higher scores than the corresponding positive item over \( m \) times, we can conclude this sample is a potential positive sample. Figure 2 shows how to mine false negative samples through their scores with \( m = 3 \).

**False Negative Reversing.** Recent researches [10, 70] commonly treat false negative samples as noise and focus on reducing the risk of involving these samples. However, we suppose these false negative samples can provide undiscovered user interests. Thus, we believe that utilizing these false negative samples can achieve better model performance than removing them. Specially, we reverse the labels of samples in \( \mathcal{N}_{\text{false}} \) and train the model following Equation 4 with \( s_{t+1}^* \in \mathcal{N}_{\text{false}} \). Here, we utilize false negative samples for sequential recommendation in a simple but effective way.

3.3 False Negative Consistency Regularization (FCR)

**Exponential Moving Average (EMA).** Besides simply training false negative samples as positive ones, we derive soft labels for these samples to improve label quality. Considering that an ensemble of historical models is more stable and accurate than a single final model [47], we apply a teacher-student framework to construct soft labels. Models updated with gradient descent over each batch are regarded as student models, and an ensemble of student models generates a teacher model. Instead of directly averaging weights, the teacher model applies the Exponential Moving Averaging (EMA) weights of student models to emphasize the influence of newly updated student models. Concretely, the parameters \( \omega' \) of the teacher model at time step \( t \) are updated from the corresponding student model parameters \( \omega \) by EMA:

\[
\omega'_t = \alpha \omega'_{t-1} + (1 - \alpha) \omega_t \quad (6)
\]

where \( \alpha \in [0, 1] \) is a smoothing rate. In this way, we effectively introduce a teacher model from student models without any changes to the original model structures. Also, the teacher model can aggregate representations from current student models and provide stable soft labels for false negative samples.

**Consistency Regularization Loss.** Moreover, for false negative samples, we propose a consistency training method to regularize the outputs of the teacher model and the student model. For \( s_{t+1}^* \in \mathcal{N}_{\text{false}} \), we can obtain predictions from the teacher model and regard these predictions as soft labels \( \hat{y} \) for corresponding outputs from the student model. Then, a consistency loss is devised to regularize these outputs following Equation 7 and Equation 8.

\[
\mathcal{L}_{\text{con}}(s_{u,t; \omega}) = \sum_{\omega_{t+1} \in \mathcal{N}_{\text{false}}} \hat{y}_{t+1} - \sigma(s_{u,t; t+1}) \quad (7)
\]

3.4 Final Objective.

Finally, we train the above consistency objective together with the backbone model’s basic loss. The final objective is defined as:

\[
\mathcal{L}_{\text{final}} = \mathcal{L}_{\text{basic}} + \alpha \mathcal{L}_{\text{con}} \quad (9)
\]

where \( \alpha \) is the coefficient weight to control the effect of \( \mathcal{L}_{\text{con}} \). And the student model parameters are updated with the \( \mathcal{L}_{\text{final}} \):

\[
\omega = \omega - \gamma \frac{\partial \mathcal{L}_{\text{final}}}{\partial \omega} \quad (10)
\]
, where $\gamma$ is the learning rate.

### 3.5 Training Algorithm

The whole training process of UFNRec is shown in Algorithm 1. As shown in line 2-7, we only train the $L_{\text{basic}}$, while the basic loss descends rapidly. Then, we start to generate teacher models following Equation 6 (line 9). Here, negative samples are firstly collected from $N_{\text{rec}}$ and then randomly sampled from the whole dataset (line 11). We filter out negative samples that have larger scores than related positive samples and update $N_{\text{rec}}$ (line 12). After that, we regard negative samples recorded over $m$ times as false negative samples and update $N_{\text{false}}$ (line 13). Line 14-15 calculate $L_{\text{con}}$ only for $t_{i+1} \in N_{\text{false}}$ and calculate $L_{\text{basic}}$ for all positive samples including $t_{i+1} \in N_{\text{false}}$. Line 16-17 compute $L_{\text{final}}$ based on Equation 9 and update the model parameters. The whole training process will continue until convergence.

#### Algorithm 1 UFNRec Training Algorithm

**Input:** Training data $\mathcal{D} = \{s_{u,t}\}^N_{i=1}$  
**Output:** model parameters $\omega$  
1. Initialization model with parameters $\omega$  
2. Initialization empty set $N_{\text{rec}}$  
3. while $L_{\text{basic}}$ descending rapidly do  
4. $s_{u,t} \sim \mathcal{D}$  
5. randomly sample $t_{i+1} \sim \mathcal{V}$  
6. $g \leftarrow \nabla_{\omega} L_{\text{basic}}$  
7. $\omega \leftarrow \text{GradientUpdate}(\omega, g)$  
8. end while  
9. while not converged do  
10. $s_{u,t} \sim \mathcal{D}$  
11. sample $t_{i+1} \in N_{\text{rec}} \cup N_{\text{rec}}$  
12. update $N_{\text{rec}}$ based on prediction results $\sigma(s_{u,t}t_{i+1})$  
13. update $N_{\text{false}}$ based on parameter $m$  
14. update $L_{\text{basic}}$ based on Equation 4 including $t_{i+1} \in N_{\text{false}}$  
15. update teacher model parameters $\omega'$ with Equation 6  
16. update $L_{\text{con}}$ based on Equation 8 for $t_{i+1} \in N_{\text{false}}$  
17. $g \leftarrow \nabla_{\omega} L_{\text{final}}$  
18. $\omega \leftarrow \text{GradientUpdate}(\omega, g)$  
19. end while

### 4 EXPERIMENTS

To deeply understand UFNRec, we conduct extensive experiments to answer the following questions:

**RQ1** Does UFNRec improve the performance of state-of-art methods for the sequential recommendation?

**RQ2** Do different components of UFNRec benefit the model performance, i.e., FMR and FCR?

**RQ3** How do different false negative mining methods perform?

**RQ4** What is the effect of removing false negative samples compared with utilizing them?

**RQ5** What is the influence of essential hyper-parameters on UFNRec performance?

**RQ6** How does UFNRec impact the model performance during the training process?

### 4.1 Datasets

Extensive experiments have been conducted on three widely used public benchmark datasets. We present their detailed statistics in Table 1.

**Amazon**. Datasets introduced by [38] product reviews collected from Amazon.com. Top-level product categories are used to separate these datasets, and we utilize the **Beauty** and **Sports** categories to evaluate model performance.

**Yelp**. Is a well-known dataset for business recommendations, which is culled from the Yelp platform. Following Zhou et al. [75], we only leverage data after January 1st, 2019. Also, business categories are regarded as attributes.

### 4.2 Baselines

To prove the effectiveness of our proposed method, we choose three representative methods as baselines.

- **SASRec [26]**. It utilizes the multi-head self-attention mechanism to tackle the SR task, and this model is widely regarded as one of the state-of-the-art baselines.

- **BERT4Rec [43]**. It adopts a bidirectional self-attention mechanism to model user interaction sequences in the SR task. Like BERT [9], this model predicts the masked items in the historical sequences during training.

- **SSE-PT [53]**. SSE-PT proposes a personalized transformer architecture with a novel regularization technique of stochastic shared embeddings.

### 4.3 Experiment Settings

**Evaluation Metrics.** We choose the leave-one-out strategy to evaluate model performance, which has been widely used in many previous studies [26, 33]. Particularly, each user’s last interacted item will be used for testing. Similar to [26, 75], for each positive item, we randomly sample 100 items from the whole dataset and rank them by prediction scores. We evaluate model performance by HR@k and NDCG@k with $k = \{1, 5, 10\}$, which are commonly applied in SR tasks.

**Hyperparameter Settings.** All models are implemented based on PyTorch with well-tested versions from the open-source community. We follow the original model settings of the correlated papers, i.e., the embedding dimension size. All models are optimized by Adam with a learning rate of 0.001, and the batch size is set to 128. For all datasets, the maximum sequence length is 50. We apply our UFNRec

| Dataset | #users | #items | #actions | avg. | density |
|---------|--------|--------|----------|------|---------|
| Beauty  | 52,024 | 57,289 | 0.4M     | 7.6  | 0.01%   |
| Sports  | 25,598 | 18,357 | 0.3M     | 8.3  | 0.05%   |
| Yelp    | 30,431 | 20,033 | 0.3M     | 10.4 | 0.05%   |
Table 2: Model performance of backbones and our proposed UFNRec on three offline datasets, where ‘+UFN’ refers to adding UFNRec to baselines, e.g., SASRec, BERT4Rec, SSE-PT. Improv. refers to the relative improvements of UFNRec over backbones, which are statistically significant with $p < 0.05$.

| Datasets | Metrics | SASRec | +UFN | Improv. | BERT4Rec | +UFN | Improv. | SSE-PT | +UFN | Improv. |
|----------|---------|--------|------|--------|----------|------|--------|--------|------|--------|
| Beauty   | HR@1   | 0.2040 | 0.2175 | 6.62%  | 0.1919   | 0.1929 | 0.52%  | 0.2013 | 0.2256 | 12.07% |
|          | HR@5   | 0.3785 | 0.3978 | 5.10%  | 0.3689   | 0.3860 | 4.64%  | 0.3884 | 0.4097 | 5.48%  |
|          | HR@10  | 0.4765 | 0.4953 | 3.95%  | 0.4690   | 0.4877 | 3.99%  | 0.4843 | 0.5002 | 3.28%  |
|          | NDCG@5 | 0.2942 | 0.3125 | 6.22%  | 0.2864   | 0.2919 | 1.92%  | 0.2990 | 0.3208 | 7.29%  |
|          | NDCG@10| 0.3258 | 0.3439 | 5.56%  | 0.3187   | 0.3247 | 1.88%  | 0.3300 | 0.3500 | 6.06%  |
| Sports   | HR@1   | 0.1797 | 0.1909 | 6.23%  | 0.1619   | 0.1697 | 4.82%  | 0.1856 | 0.1951 | 5.12%  |
|          | HR@5   | 0.3952 | 0.4060 | 2.73%  | 0.3723   | 0.3841 | 3.17%  | 0.3982 | 0.4029 | 1.18%  |
|          | HR@10  | 0.5072 | 0.5120 | 0.95%  | 0.4936   | 0.5021 | 1.72%  | 0.5073 | 0.5126 | 1.04%  |
|          | NDCG@5 | 0.2925 | 0.3049 | 4.24%  | 0.2680   | 0.2775 | 3.54%  | 0.2970 | 0.3024 | 1.82%  |
|          | NDCG@10| 0.3286 | 0.3592 | 3.23%  | 0.3071   | 0.3153 | 2.67%  | 0.3322 | 0.3378 | 1.69%  |
| Yelp     | HR@1   | 0.2743 | 0.2891 | 5.40%  | 0.2686   | 0.2954 | 9.98%  | 0.2979 | 0.3043 | 2.08%  |
|          | HR@5   | 0.6040 | 0.6239 | 3.29%  | 0.6090   | 0.6475 | 6.32%  | 0.6211 | 0.6351 | 2.22%  |
|          | HR@10  | 0.7589 | 0.7637 | 0.63%  | 0.7530   | 0.7857 | 4.34%  | 0.7554 | 0.7708 | 2.00%  |
|          | NDCG@5 | 0.4434 | 0.4681 | 5.57%  | 0.4527   | 0.4829 | 6.67%  | 0.4670 | 0.4773 | 2.15%  |
|          | NDCG@10| 0.4934 | 0.5134 | 4.05%  | 0.4993   | 0.5276 | 5.67%  | 0.5106 | 0.5214 | 2.06%  |

4.4 Main Results(RQ1)

As shown in Table 2, we report experimental results of all models on three real-world datasets to compare their performance in the sequential recommendation. Notice that UFNRec only introduces a false negative mining and reversing component (FMR) and a consistency training strategy (FCR). For the false negative reversing step, we conduct experiments with $m$ selected from $\{1, 2, 3, 4, 6, 8, 10\}$. To verify the influence of the loss weight $\alpha$ and the model decay rate $d$, we adjust the values of $\alpha$ from $\{0.01, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5\}$ and $d$ from $\{0.9, 0.99, 0.999, 0.9999\}$. Besides, we test the influence of different batch sizes from $\{32, 64, 128, 256, 512\}$.

4.5 Ablation Study(RQ2)

As illustrated in Table 3, we conduct an ablation study to explore the influence of two essential components mentioned in Section 3, i.e., the FMR and the FCR.

**False Negative Mining and Reversing(FMR).** As shown in Table 3, the FMR operation contributes significant improvements over the backbone SASRec with a range from 1.87% to 3.53% on all metrics, which concludes that transferring false negative samples to positive samples can indeed improve model performance. In contrast, overlooking false negative samples can perturb the training process and yield inferior performance. Compared with the consistency regularization, the FMR operation contributes more improvements to the final results, which indicates that the FMR operation is more favorable to the model. Also, we suppose that false negative mining is the foundation of UFNRec, and the firstly proposed label reversing operation is the core novelty of UFNRec.

**False Negative Consistency Regularization(FCR).** To observe the effect of the consistency regularization objective, we maintain the false negative mining process and apply the consistency training objective to these samples without the label reversing step, which means false negative samples remain negative labels.

Table 3: Ablation study of FMR and FCR on the Beauty dataset. ‘+FMR’ refers to only adding the FMR operation to SASRec. ‘+FCR’ refers to SASRec applying $L_{final}$ without false negative reversing.

| Metrics     | SASRec | +FMR | +FCR | +UFN |
|-------------|--------|------|------|------|
| HR@1        | 0.2040 | 0.2112 | 0.2081 | 0.2175 |
| HR@5        | 0.3785 | 0.3903 | 0.3882 | 0.3978 |
| HR@10       | 0.4765 | 0.4872 | 0.4836 | 0.4953 |
| NDCG@5      | 0.2942 | 0.3044 | 0.3025 | 0.3125 |
| NDCG@10     | 0.3258 | 0.3356 | 0.3333 | 0.3439 |
Table 4: Performance comparison of different strategies (i.e., removal vs. utilization) for false negative samples and different variants of UFNRec (i.e., +UFN\textsubscript{rsrns} and +UFN\textsubscript{srns}) with varied false negative mining methods. Experiments are conducted on the Beauty dataset. Best performance is written in bold.

| Strategies | Metrics | Removal          | Utilization        |
|------------|---------|------------------|--------------------|
|            | SASRec  | SASRec\textsuperscript{R} +SNRS\textsuperscript{R} +SNRS | +UFN\textsubscript{rsrns} +UFN\textsubscript{srns} +UFN |
| HR@1       | 0.2040  | 0.2119 0.2164 0.2062 | 0.2152 0.2197 0.2175 |
| HR@5       | 0.3785  | 0.3886 0.3813 0.3879 | 0.3912 0.3864 0.3978 |
| HR@10      | 0.4765  | 0.4821 0.4744 0.4886 | 0.4897 0.4831 0.4953 |
| NDCG@5     | 0.2942  | 0.3024 0.3028 0.3004 | 0.3073 0.3071 0.3125 |
| NDCG@10    | 0.3258  | 0.3333 0.3329 0.3328 | 0.3385 0.3381 0.3439 |

4.6 Analysis on False Negative Mining and Removing (RQ3 and RQ4)

In this part, we compare the newly proposed SRNS \cite{10} with UFNRec. SRNS introduced a variance-based negative sampling method and emphasized the effect of false negative samples. Different from UFNRec, SRNS focused on removing false negative samples to reduce their influence. Here, we treat SRNS as an additional method to mine false negative samples and compare the performance with UFNRec. As shown in Table 4, for false negative samples, we conduct experiments on Beauty based on the backbone model SASRec with three methods to remove false negative samples and three variants of UFNRec to utilize them. Specially, the application of SRNS can rely on \textit{N\textsubscript{rec}} in Section 3.2 (i.e., +SNRS\textsuperscript{R} and +UFN\textsubscript{rsrns}) or not (i.e., +SNRS and +UFN\textsubscript{srns}).

Concretely, SASRec\textsuperscript{R} utilizes the false negative mining method in Section 3.2 and directly removes these samples during training. As for +SNRS\textsuperscript{R}, we apply the variance-based method proposed by SRNS \cite{10} to distinguish false negative samples from the set \textit{N\textsubscript{rec}} and remove these samples. Besides, we directly apply the variance-based method to mine false negative samples without relying on \textit{N\textsubscript{rec}} and remove these samples, which is denoted as +SNRS. Furthermore, for UFNRec, we apply SNRS to mine false negative samples and maintain all the remaining operations, including the label reversing step and the FCR part. Similarly, we can filter out false negative samples based on \textit{N\textsubscript{rec}} (namely +UFN\textsubscript{rsrns}) or not (namely +UFN\textsubscript{srns}).

The performance comparisons of different strategies for false negative samples, including removal and utilization, are shown in Table 4. Also, for UFNRec, we compare different variants of false negative mining methods. We can observe that: 1) The performance of SASRec is worst on all metrics, which indicates overlooking false negative samples will lead to inferior model performance. 2) Removal methods (e.g., +SASRec\textsuperscript{R}, +SNRS\textsuperscript{R}, and +SNRS) can approximately perform better than SASRec by reducing the effect of involving false negative samples. 3) Compared with simply removing these samples, +UFN outperforms all removal methods in all evaluation metrics by adding a label reversing and a consistency training loss. 4) As for methods to utilize false negative samples, +UFN performs better than +UFN\textsubscript{rsrns} and +UFN\textsubscript{srns} on most evaluation metrics, which proves the effectiveness of our false negative mining method.

4.7 Online A/B Test

Online Serving and Evaluation Protocol. We deploy UFNRec on a real-world recommendation platform used by over 300 million users. The online matching component consists of rule-based approaches and embedding-based approaches. Concretely, we utilize UFNRec as an additional embedding-based retrieval approach in the matching component with other matching approaches unchanged. In the online experiment, we deploy UFNRec on two recommendation scenarios with two metrics including CVR and value per thousand impressions (VPM). We conduct the online A/B test for 5 days with 330 thousand users in the Tab Page scenario and almost one million users in the First Page scenario.

Experimental Results. Table 5 shows the relative improvements of UFNRec, from which we can observe that: 1) UFNRec achieves remarkable improvements on CVR and VPM metrics in both scenarios, which proves the effectiveness of UFNRec in online serving. 2) The Tab Page is a small scenario with a few active users, where the corresponding user actions are relatively sparse and hard to learn. UFNRec can extend user interest from false negative samples, which enhances the recommendation performance. 3) The increment of CVR indicates that our system is attractive to more users. The improvement of VPM means that users attend to pay more in our system since UFNRec can draw user interests more accurately.

4.8 Hyper-Parameter Analysis (RQ5)

In this section, we mainly analyze the influence of four critical hyper-parameters for UFNRec, including the loss weight \(\alpha\) in Equation 9, the recorded times \(m\) to reverse labels, the decay rate \(d\) in Equation 6, and the batch size.
The Effect of $\alpha$. The first column in Figure 3 shows the performance of different $\alpha$ values. Since the combinations of the hyperparameters are complicated, we temporarily fix all the other parameters to analyze the effect of $\alpha$. As shown in Figure 3, the consistency loss can achieve significant improvements with a small $\alpha$. Both HR@10 and NDCG@10 slightly increase with the increase of $\alpha$ and then achieve the best result. These experiment results further prove that the consistency regularization of the above teacher-student framework on the false negative samples is very powerful even when applying only a small $\alpha$ for the final loss during the training process. With a continuous increase of $\alpha$, the HR@10 starts to decrease (e.g., $\alpha = 0.2$ v.s., $\alpha = 0.5$) since the excessive emphasis on the consistency of outputs from the teacher-student framework can dilute the original objective and affect the model performance.

The Effect of $m$. Similarly, we study the impact of different $m$ values with other parameters unchanged, as shown in the second column of Figure 3. Unlike $\alpha$, the reversing parameter $m$ leads to an inferior model performance when $m < 3$, which indicates that UFNRec with a small value of $m$ can not effectively distinguish false negative samples from negative samples and involve additional noise to the model. With the increase of $m$, UFNRec gradually achieves a consistent improvement until $m > 6$. If $m$ is too large, and the model cannot discover false negative samples successfully. The parameter $m$ is the benchmark to identify false negative samples from all negative samples. A small $m$ indicates a low criterion for false negative samples and vice versa.

The Effect of $d$. The hyper-parameter of the EMA algorithm is the decay rate $d$. Here, we test the model performance’s sensitivity to the parameter $d$. A smaller $d$ means the teacher model will quickly forget the old student models, and a larger $d$ means an extended memory teacher model. As shown in the third column of Figure 3, we can see that the model performance is approximately stable, with $d$ from 0.9 to 0.999. Also, there is a slight increase in HR@10 and NDCG@10 when $d$ increases. Since we warm up the model before the application of EMA, the student models improve and update relatively slowly. Thus, the model performance is not sensitive to the hyper-parameter $d$.

The Effect of Batch Size. Here, we apply UFNRec to the backbone model SASRec and study the influence of different batch sizes ranging from 32 to 512. The fourth column in Figure 3 shows that UFNRec outperforms SASRec on HR@10 and NDCG@10 with a relatively large batch size (e.g., batch size > 64) on the Beauty dataset. We can see that though SASRec achieves the best performance at batch size = 128, UFNRec can continuously improve the performance of SASRec. Besides, UFNRec achieves a poorer performance than SASRec with a small batch size (i.e., 32), but a small batch size can constantly lead to a less reliable model and is rarely applied in online recommendation systems.

4.9 Training Analysis(RQ6)

Figure 4 shows the performance curves of SASRec and UFNRec with training epochs on the Beauty dataset. During the early training process, the performance of SASRec is slightly better than UFNRec with the same epochs (around 30 epochs) since our model needs some epochs to warm up the model and identify false negative samples. After that, UFNRec continuously enhances the model performance and remarkably surpasses the well-trained SASRec. Also, we can see that the performance of SASRec tends to decline with the increment of training epochs, while UFNRec can maintain the model performance at a high level and continuously outperform SASRec. Here, we can conclude that UFNRec introduces additional training epochs to converge but can be alleviated by an early stop.
UFNRec: Utilizing False Negative Samples for Sequential Recommendation

Figure 5: Case study on the sequential recommendation task. For simplicity, items are presented by corresponding categories. (a) A history sequence of a randomly sampled user from a real-world platform. Items in green boxes are false negative samples mined by UFNRec. (b) The next click sequence of the user following the history sequence. (c) and (d) are top 5 recommendation results of SASRec and UFNRec respectively. Items belonging to Fashion are shown in bold boxes.

We can observe that the history sequence contains many items belonging to the fashion, which indicates the user has a strong interest in fashion. Meanwhile, false negative samples that UFNRec discovers are mainly fashion items. Thus, directly training the model with these negative samples will disturb the training process. As shown in Figure 5, UFNRec recommends three fashion items while SASRec only recommends one. Compared with the next click sequence of the user, the recommended items of UFNRec are better than SASRec and are more likely to be clicked by the user. As we can see, UFNRec can discover false negative samples hidden in all negative samples and further utilize them to learn user interests. In contrast, SASRec overlooks the existence of false negative samples and roughly trains the model with all randomly selected negative samples, which leads to a less robust model. Therefore, by utilizing false negative samples, our UFNRec can capture user interests more accurately and make the model more robust.

5 CONCLUSION

In this paper, we propose a simple yet effective method, named UFNRec, to utilize false negative samples for sequential recommendation tasks, which involves a false negative reversing step and a consistency training loss. We first design a strategy to distinguish false negative samples from true negative samples and transfer false negative samples to positive samples to train the model further. Then, we introduce a teacher-student framework to provide soft labels for such false negative samples and then apply a consistency
loss to regularize outputs from the framework. Extensive experiments demonstrate the effectiveness and compatibility of our model. To the best of our knowledge, this is the first work to utilize negative samples to improve model performance for the sequential recommendation. In the near future, we will explore more false negative mining methods for the recommendation systems.
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