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Abstract

An analogue of the Newton–Wigner position operator is defined for a massive neutral scalar field in de Sitter space. The one-particle subspace of the theory, consisting of positive-energy solutions of the Klein–Gordon equation selected by the Hadamard condition, is identified with an irreducible representation of the de Sitter group. Postulates of localizability analogous to those written by Wightman for fields in Minkowski space are formulated on it, and a unique solution is shown to exist. Representations in both the principal and the complementary series are considered. A simple expression for the time evolution of the Newton–Wigner operator is presented.

PACS numbers: 04.62.+v, 03.65.Sq, 03.65.Db

1. Introduction

The question of the existence and usefulness of a notion of localization for quantum particles moving at relativistic speed has a long history [1–4]. Although the idea of a position measurement is one of the most intuitive ideas of a quantum observable, there is no obvious mathematical counterpart to it in the relativistic domain. The conflict with intuition in such a fundamental subject is the main motivation to work on this problem. But there are also technical reasons for that. A quantum field theory is usually applied to the study of particle collision processes, so one needs to understand how to interpret the theory in terms of particles. The main question is how to assign probabilities for the detection of the produced particles in detectors placed at specific regions of space [5–8], what amounts to defining a position probability distribution. Besides that, there is the very fact that classical particles do exist, i.e. that a classical limit of the underlying quantum theory exists which describes particles. A position operator is the natural tool to deal with this limit [9, 10]. Now the current widespread interest in quantum effects in curved spacetimes, boosted by experimental and theoretical discoveries in cosmology, motivates the analysis of the problem of localizability in a more general context. In particular, the present accelerated expansion of the universe [11, 12] and the existence of an inflationary epoch in the very early Universe [13–15] suggest that there should be eras in the beginning of the Universe and in the distant future when the geometry
of the Universe is approximately a patch of de Sitter space, which justifies our interest in this special geometry. Local effects of de Sitter geometry on particle dynamics have been investigated at the classical and quantum levels [16–18].

In flat Minkowski space, an early solution to the problem was provided by the work of Newton and Wigner [1], later reformulated in more rigorous terms by Wightman [2]. It was proved that a natural set of postulates defines a unique position operator, at least for massive fields. But the operator found is frame dependent, and alternative covariant notions of localizability have been put forward since then [3, 4]. The interpretation of these operators and the possibility of actually measuring them have been discussed in the context of quantum field theory in terms of specific models of interaction between a detector and the quantum field (see [19, 20]). But if the particle moves in a curved spacetime, little is known. There are additional complications in the analysis, mainly due to the existence of multiple vacua. In fact, the concept of particles is not strictly necessary for quantum field theory in curved spacetimes—the general theory can be formulated without introducing the notion of particles [21]. Only in special circumstances does it still make sense to speak of particles. In a flat Minkowski spacetime, for instance, that is certainly true. In the case of ultrastatic spacetimes, a notion of Newton–Wigner (NW) localization is available, as discussed in [22]. It is also natural that in regions where the curvature is small, one should be able to speak of particle states—high-energy experiments are actually performed in a slightly curved space and particles are observed. However, there is no clear specification of the necessary conditions for a particle interpretation to be available.

We have studied the case of a neutral massive scalar field in 2D de Sitter space, and have showed that a particle interpretation of this theory is possible. This problem was previously investigated exploring special decompositions of the de Sitter group [23] or an analogy with the Minkowski space case [24]. We have considered it in the context of the modern formulation of quantum field theory in curved spacetimes, as described in [21, 22], for instance. Our strategy was the following. The main difficulty in defining particle states in a general curved spacetime lies in the existence of several inequivalent Fock representations for the canonical commutation relations. Since there is no preferred Fock representation, the concept of a particle becomes ambiguous. In the de Sitter space, however, it is possible (see [25]) to select a unique vacuum state—the Bunch–Davies vacuum—by requiring (i) physical states to satisfy the Hadamard condition, which corresponds to the requirement that the averaged energy-stress tensor can be renormalized by a point-splitting prescription [21], and (ii) the vacuum to be invariant under the action of de Sitter group [25, 26]. In this sense, there is a preferred Fock representation for massive free fields in the de Sitter space. It is clear that the maximal symmetry of the de Sitter space is crucial for that.

There is an important remark that we should add here. In the Minkowski case, the notion of NW localization belongs to the realm of relativistic quantum mechanics, not exactly to quantum field theory, and is implemented in a one-particle Hilbert space. In curved spacetimes, however, the choice of the adequate one-particle Hilbert space, even for free fields, is dictated by the interest of the quantum field theoretical model one wishes to implement. Hence, the possibility of defining a reasonable localization concept is also related to the choice of representations for the canonical commutation relations and, therefore, is not an exclusively relativistic quantum mechanical question.

We discuss the canonical quantization of the scalar field in the Bunch–Davies representation in section 2. An important fact is that the one-particle subspace $\mathcal{H}$ of the Fock representation can be interpreted as an irreducible representation of the de Sitter group as a result of vacuum invariance. That allowed us to write localizability conditions on $\mathcal{H}$ analogous to those formulated on irreducible representations of the Poincaré group in [1, 2].
We describe these conditions in section 3, and prove that a unique solution exists at $t = 0$. The position operator which satisfies these conditions is the natural analogue in the de Sitter space of the NW position operator. These results are then compared with previous investigations of particle localization in de Sitter spacetime [24], and the time evolution of the position operator is described based on an analogy with the case of Minkowski spacetime. Perspectives on future works are discussed in section 4.

2. The quantized field in spherical coordinates

The choice of a particular vacuum state and the associated Fock representation of the quantized scalar field theory in the de Sitter space is equivalent to the choice of a decomposition of the space $S$ of solutions of the Klein–Gordon equation with smooth Cauchy conditions as a direct sum $S = S^+ \oplus S^-$ of subspaces of positive and negative energies. In this section, we construct the space $S$ and describe the decomposition associated with the Bunch–Davies vacuum. Canonical quantization based on such a decomposition is then briefly discussed. In the last subsection, the one-particle subspace of the Fock representation is interpreted as an irreducible representation of the de Sitter group, and explicit expressions for the generators of the group and discrete symmetries are written. We consider de Sitter radii and particle masses compatible with principal and with complementary series representations.

2.1. Normal modes

We start our analysis describing in some detail the normal modes of the Klein–Gordon equation for the 2D de Sitter space. This is required for the process of canonical quantization we will present later.

The simplest way of looking at the 2D de Sitter space $dS^2$ is to consider it a submanifold embedded in a 3D Minkowski space $M^3$. Choosing a metric $\eta_{ab} = \text{diag}(1, -1, -1)$ for $M^3$, one has

$$dS^2 = \{X \in M^3 \mid X^2 = X^aX^b\eta_{ab} = -\alpha^2\},$$

where $\alpha > 0$ is the de Sitter radius. The space so obtained is a hyperboloid with topology $S^1 \times \mathbb{R}$. One may think of it as a spatial circle evolving in time. The symmetry group is the de Sitter group $O(2, 1)$, i.e. the isometries are Lorentz transformations in the ambient space. Changing to the so-called spherical coordinates,

$$X^0 = \alpha \sinh(t/\alpha),$$
$$X^1 = \alpha \cosh(t/\alpha) \cos \theta,$$
$$X^2 = \alpha \cosh(t/\alpha) \sin \theta,$$

the geometry of $dS^2$ is described by the induced Lorentzian metric tensor with components

$$g_{00} = 1, \quad g_{01} = 0, \quad g_{11} = -\alpha^2 \cosh^2(t/\alpha).$$

The volume density is $\sqrt{-g} = \alpha \cosh(t/\alpha)$, and the D’Alembertian is

$$\Box = \partial_\mu + \frac{1}{\alpha} \tanh(t/\alpha) \partial_\mu - \frac{1}{\alpha^2 \cosh^2(t/\alpha)} \partial_{\mu \nu}.$$

The Klein–Gordon equation reads

$$\left(\Box - \frac{m^2 + \xi R}{\hbar^2}\right) \phi = 0.$$

The scalar curvature is related to the de Sitter radius by $R = 2/\alpha^2$. We put $\mu^2 = m^2 + \xi R$. 
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After separation of variables, the Klein–Gordon equation becomes

\[ \psi'' = -k^2 \psi \quad \Rightarrow \quad \psi_k(\theta) = \frac{1}{\sqrt{2\pi}} e^{ik\theta}, \quad k \in \mathbb{Z}, \]

\[ T'' + \frac{1}{\alpha} \tan(t/\alpha) T' + \left( \frac{\mu^2}{\hbar^2} + \frac{k^2}{\alpha^2 \cosh^2(t/\alpha)} \right) T = 0. \]

In order to solve the time dependence of these ‘angular momentum modes’ described by the index \( k \), put \( x = i \sinh(t/\alpha) \) and obtain

\[ (1 - x^2) \frac{d^2 T}{dx^2} - 2x \frac{dT}{dx} + \left[ - \alpha^2 \mu^2 - \frac{k^2}{1 - x^2} \right] T = 0. \]  

(2)

This is an associated Legendre equation. The solutions are associated Legendre functions \( P^\mu_v(x) \) and \( Q^\mu_v(x) \) with \( v(v + 1) = -\alpha^2 \mu^2 / \hbar^2 \). The coefficient \( v \) is given by

\[ v = \frac{-1 \pm \sqrt{1 - 4\alpha^2 \mu^2 / \hbar^2}}{2}. \]

(3)

If \( \mu^2 \) is positive, then \( v \) is either a real number in the interval \([-1, 0]\) or a complex number with real part equal to \(-1/2\) and some nonzero imaginary part. If \( \mu^2 = 0 \), then \( v = 0, 1 \). If \( \mu^2 \) is negative, then \( v \) may assume arbitrary real values.

Throughout this work, we will restrict ourselves to the case \( \mu^2 > 0 \). The squared mass is always positive, so this restriction corresponds in fact to not allowing a large negative coupling with the scalar curvature. In this case, a nice pair of linearly independent solutions of (2) is given by

\[ T^k_v(i \sinh(t/\alpha)), \quad T^k_{-v}(-i \sinh(t/\alpha)), \]

where \( T^k_v(z) := e^{\pi ik/2} P^\mu_v(z) \) for \( \pm \text{Im}(z) > 0 \) is the Legendre function in ‘Ferrer’s notation’ [27]. The function \( T^k_v(z) \) is analytic in the whole complex plane, except for two branching cuts on the real axis, one from \(-\infty\) to \(-1\) and another from \(+1\) to \(+\infty\). It does not matter which root \( v \) of (3) is taken: both give the same function (that follows from the symmetry \( T^k_v = T^k_{-v+1} \)). The functions \( T^k_v(z) \) have the property that \([T^k_v(\pm i \alpha)]^* = T^k_{-v}(-i \alpha)\), i.e. the linearly independent solutions are complex conjugate (see appendix A).

Thus, there is a set of normal modes of the Klein–Gordon equation in the de Sitter space (1) of the form

\[ u_k(t, \theta) = \sqrt{\gamma_k} T^k_v(i \sinh(t/\alpha)) \frac{e^{ik\theta}}{\sqrt{2\pi}}, \]

\[ v_k(t, \theta) = \sqrt{\gamma_k} T^k_{-v}(-i \sinh(t/\alpha)) \frac{e^{ik\theta}}{\sqrt{2\pi}}, \]

(4)

with \( k \in \mathbb{Z} \), and where \( \gamma_k := \Gamma(-v-k) \Gamma(v-k+1) \) are conveniently chosen normalization coefficients, which will be discussed later. Here, \( \Gamma \) is Euler’s gamma function.

\[ \text{2.2. Space of solutions and positive-energy modes} \]

The normal modes derived in the last section can be used for the construction of the space \( \mathcal{S} \) of complex solutions of the Klein–Gordon equation in the de Sitter space (1) with smooth Cauchy conditions. It is the vector space formed by wavefunctions of the form

\[ \phi(t, \theta) = \sum_{k=-\infty}^{\infty} [c_k u_k(t, \theta) + d_k v_k(t, \theta)], \]

(5)
with coefficients $c_k$, $d_k$ of rapid decay in $|k|$, such as $\sum |c_k||k|^l < \infty$, $\forall l > 0$, and similarly for $d_k$. In order to see that, let us first prove that the series converges absolutely and uniformly to a $C^2$-solution of the Klein–Gordon equation with smooth initial conditions. Consider the sum containing terms with $c_k$ first. From (4), one has at each fixed $t$ a Fourier series

$$C(t, \theta) := \sum_{k=\infty}^{\infty} p_k e^{i k \theta \sqrt{\frac{\alpha}{2}}}.$$  

(6)

$$p_k := c_k \sqrt{\frac{\gamma t}{2}} T^k_\nu(i \sinh(t/\alpha)).$$

The asymptotic behavior of the coefficients $p_k$ can be obtained from the large $k$ asymptotic representation of the Legendre functions $T^k_\nu$ given in equation VI.95b of [27]. One finds that

$$\left| \sqrt{\frac{\gamma t}{2}} T^k_\nu(i \sinh(t/\alpha)) \right| \approx \frac{\Gamma(-\nu - k)}{\Gamma(-\nu + k + 1)} \left| \Gamma(\nu + k + 1) \right| \frac{1/2}{|k|^{1/2}}, \quad \text{for large } k \text{ and } \forall t.$$  

Since $c_k$ are of rapid decay, the series (6) converges absolutely and uniformly in spacetime. Similar arguments can be used for the terms with coefficients $d_k$. Thus, the sum in equation (5) is uniformly convergent. It also follows that $\phi(t, \theta)$ is continuous, since all terms in the uniformly convergent series are continuous. Consider now the derivatives $\partial^n_x \phi$ of spatial $n$. A finite number $n$ of spatial derivatives changes the coefficients $p_k$ by a factor $(ik)^n$, and the time derivatives have the following form for large $k$:

$$\frac{d}{dt} T^k_\nu(i \sinh(t/\alpha)) \approx \frac{-ik}{\alpha \cosh(t/\alpha)} T^k_\nu(i \sinh(t/\alpha)),$$

$$\frac{d^2}{dt^2} T^k_\nu(i \sinh(t/\alpha)) \approx \left[ \frac{-ik \sinh(t/\alpha)}{\alpha^2 \cosh^2(t/\alpha)} - \frac{k^2}{\alpha^2 \cosh^2(t/\alpha)} \right] T^k_\nu(i \sinh(t/\alpha)),$$

(7)

thus changing the Fourier coefficients only polynomially in $k$, and in a uniform manner in $t$. But then the rapid decay of $c_k$ ensures the uniform convergence of all second derivatives of (6). Again, all arguments can be repeated for the sum involving the $d_k$. It follows that $\phi(t, \theta)$ is $C^2$ and, by construction, a solution of the Klein–Gordon equation (derivatives can be applied inside the sum and each term is a solution of the equation). Moreover, at each fixed $t = t_0$, the restriction $\phi(t_0, \theta)$ is a smooth function on the circle, since any number of spatial derivatives can be applied to (6). From equation (7), the same is true for $\phi(t_0, \theta)$. We will therefore consider only smooth Cauchy data $\phi(0, \theta), \dot{\phi}(0, \theta)$. Finally, any smooth function on the circle has a Fourier series with rapidly decaying coefficients, so $S$ contains all solutions with smooth initial coefficients.

The vector space of solutions $S$ is equipped with an invariant Hermitian sesquilinear form

$$\langle f | g \rangle = i a(t) \int_{S_t} d\theta \left( f^* \dot{g} - \dot{f} g^* \right),$$

(8)

where $S_t$ is any spatial slice of constant time $t$ and $a(t) := \alpha \cosh(t/\alpha)$ is the corresponding scale factor—the radius of the circle $S_t$. Note that $\langle f^* | g^\ast \rangle = -\langle g | f \rangle$. Our choice of the normalization coefficients $\gamma_k$ in equation (4) ensures that the normal modes are orthonormal,

$$\langle u_k | u_l \rangle = \delta_{kl}, \quad \langle v_k | v_l \rangle = -\delta_{kl}, \quad \langle u_k | v_l \rangle = 0.$$  

(9)

Let us prove that. The fact that $\langle u_k | v_l \rangle = 0$ is a simple consequence of the definition of the invariant form together with the identity $[T^k_\nu(\pm i\alpha)]^* = T^k_\nu(-\pm i\alpha)$. For the modes $u_k$ (put now $y = \sinh(t/\alpha)$),

$$\langle u_k | u_l \rangle = -\delta_{kl} \gamma_k |\cosh^2(t/\alpha)| T^k_\nu(-iy) T^k_\nu(iy) + \text{c.c.}.$$

5
Invoke now the identity (from [27])

\[
(1 - z^2) \left[ T_v^k(z) \frac{d}{dz} T_v^k(-z) - \frac{d}{dz} T_v^k(z) T_v^k(-z) \right] = \frac{2}{\gamma_k}
\]

in order to obtain

\[
\langle u_k | u_l \rangle = \frac{\delta_{kl}}{\gamma_k}.
\]

Let us show that \( \gamma_k \) is positive for any \( k \). Consider first the case \( k = 0 \). Then

\[
\frac{1}{\Gamma(-\nu)\Gamma(\nu + 1)} = \frac{\sin[(\nu + 1)\pi]}{\pi},
\]

where \( \nu \) is either a real number in the interval \((-1, 0)\), or a complex number of the form \(-1/2 + i\lambda, \lambda \in \mathbb{R}\). In the first case, \( \nu + 1 \) is in the interval \((0, 1)\), so \( \sin[(\nu + 1)\pi] \) is positive. In the second case, \( \sin[(\nu + 1)\pi] = \cosh(\pi \lambda) \), positive too. For general \( k \), first note that, for \( k \) positive,

\[
\frac{1}{\gamma_k} = \frac{\prod_{l=1}^{k}(-\nu - l)(\nu - l + 1)}{\Gamma(\nu)\Gamma(\nu + 1)} = \frac{1}{\gamma_0} \prod_{l=1}^{k}(\alpha^2 \mu^2 / h^2 + l^2 - 1).
\]

It is clear that the product is positive (\( l^2 \geq 1 \) when \( l \) is integer). A similar trick does the work for negative \( k \). That completes the proof that \( \langle u_k | u_l \rangle = \delta_{kl} \). For the case of the normal modes \( v_k \), one can use the identity

\[
\sqrt{\gamma_k} T_v^k(z) = \sqrt{\gamma_{-k}} T_v^{-k}(z)
\]

(which is proved using the inversion formula for gamma functions and equation (A.2)) to see that \( v_k = u_{-k}^* \). Then the result obtained for the modes \( u_k \) implies that \( \langle v_k | v_l \rangle = -\delta_{kl} \).

In order to proceed to the canonical quantization of the scalar field \( \phi(t, \theta) \), one needs to choose a special decomposition of the space of solutions \( \mathcal{S} \) as a direct sum \( \mathcal{S} = \mathcal{S}^+ \oplus \mathcal{S}^- \), where \( \mathcal{S}^+ (\mathcal{S}^-) \) is interpreted as the space of positive (negative) energy solutions. The decomposition must be such that: (i) positive energy solutions have positive norm and (ii) the complex conjugate of a positive energy solution is a negative energy solution. From previous results, these conditions are satisfied if one picks a basis \( \{u_k(t, \theta); k \in \mathbb{Z}\} \) for \( \mathcal{S}^+ \) and a basis \( \{v_k(t, \theta); k \in \mathbb{Z}\} \) for \( \mathcal{S}^- \). This is the energy-splitting decomposition that will be used in this work. There are alternative valid decompositions which, after canonical quantization, are associated with distinct choices of the vacuum state of the quantized theory. Our choice will lead to the so-called Bunch–Davies vacuum, in which we are interested due to its invariance under de Sitter group actions and its Hadamard property.

### 2.3. One-particle subspace and canonical quantization

The NW position operator will be defined in the so-called ‘one-particle subspace’ \( \mathcal{H} \). This Hilbert space is defined as the completion of \( \mathcal{S}^+ \) in the scalar product defined by the sesquilinear form (8) (which is positive when restricted to \( \mathcal{S}^+ \)). The vectors \( \phi \in \mathcal{H} \) are superpositions of positive-energy solutions and can be represented explicitly as

\[
\phi(t, \theta) = \sum_k \phi_k u_k(t, \theta), \quad \sum_k |\phi_k|^2 = 1, \quad \phi_k \in \mathbb{C}.
\]

The scalar product in \( \mathcal{H} \) is simply \( \langle \phi | \psi \rangle = \sum_k \phi_k^* \psi_k \). We are going to think of the one-particle subspace as describing the quantum dynamics of a single relativistic particle in the de Sitter space following the usual physical interpretation: \( \phi(t, \theta) \) will be the spacetime representation of the wavefunction associated with the particle. Some problems with this interpretation might
be expected—it has been repeatedly remarked that the concept of particle for quantum fields in curved spacetimes is not well defined. Nevertheless, it is just as clear that there are situations where a particle-like behavior is evident. As remarked in [30], particle physics experiments are actually performed in a curved spacetime and we do see particle tracks in experiments. To understand how to deal with a quantum field theory in a curved spacetime under circumstances where a particle-like behavior is possible is one of the purposes of this paper.

After fixing the positive-energy modes of the classical field, canonical quantization in the de Sitter space follows pretty much the same steps as in the Minkowski space [28], as we now briefly describe. One considers the bosonic Fock space $F$ built in the usual way from the one-particle state $H$ as

$$F = \mathbb{C} \oplus \bigoplus_{n=1}^{\infty} (H \otimes H)^{\otimes n},$$

where the index 's' indicates the symmetrization of the tensor products. Following the usual prescription, the quantized neutral massive scalar field, acting on $F$, is expressed in the form

$$\hat{\phi}(t, \theta) = \sum_{k=-\infty}^{\infty} (a_k u_k + a_k^* u_k^*),$$

(13)

where $u_k$ are the chosen orthonormal positive energy modes and $a_k$ and $a_k^*$ are annihilation and creation operators satisfying the commutation relations

$$[a_k, a_l^*] = \delta_{kl}, \quad [a_k, a_l] = [a_k^*, a_l^*] = 0.$$

The vacuum $|\Omega\rangle$ is defined as the vector state annihilated by all annihilation operators, $a_k|\Omega\rangle = 0, \forall k$, and many-particle states are created by the repeated application of creation operators to the vacuum.

It is a well-known fact that the quantization of free fields in curved spacetimes is non-unique, and different choices of positive energy decompositions may lead to unitarily inequivalent representations of the algebra of canonical commutation relations. These different choices reflect different possible choices for the vacuum state.

Our particular choice of the previously defined positive energy modes $u_k$ in the expansion (13) corresponds to the choice of the so-called Bunch–Davies vacuum. In order to establish this claim, we present an explicit calculation of the two-point function in appendix B and compare it to the two-point function obtained in the original work of Bunch and Davies [29] (where flat coordinates were used), showing that both results agree. The choice of the Bunch–Davies vacuum is particularly relevant because of its previously mentioned relation to the Hadamard condition [25, 26].

2.4. Group action on the space of positive-energy solutions

The space $S^+$ of positive-energy solutions was described in a given system of spherical coordinates $(t, \theta)$, but there is a whole family of systems $(t', \theta')$ related by isometries in the de Sitter group $O(2, 1)$. We want to prove that the definition of $S^+$ is coordinate independent, i.e. the subspace of positive-energy modes is invariant under the action of the group (which is equivalent to the invariance of the vacuum state in the quantized theory), as well as to find out how the group acts on these modes. This will lead to an interpretation of its completion $\mathcal{H}$ as an irreducible representation of the de Sitter group.

Any element of $O(2, 1)$ is the product of an element of the restricted de Sitter group $O(2, 1)^\uparrow$ of Lorentz transformations of determinant 1 which do not reverse the direction of time, and possibly parity $P$ and time reversal $T$. There are three linearly independent generators in the algebra of $O(2, 1)$, which may be taken as the infinitesimal boosts along the rectangular axes, $N_{10}$ and $N_{20}$, and the generator of rotations, $N_{12}$. The question is how these transformations act on the modes defined in equation (4). The case of rotations is quite simple.
A transformation $U_1(\phi) = \exp(\phi N_{12})$ which rotates the space by an angle $\phi$ changes angles in spherical coordinates according to $\theta \mapsto \theta - \phi$, while the coordinate $t$ remains unaffected. The generator of rotations is $N_{12} = -\partial/\partial \theta$. Its action on the basis vectors is just $N_{12} u_k = -i k u_k$, i.e. the basis $u_k$ is that of the eigenvectors of the Hermitian operator $iN_{12}$.

Now consider the case of $N_{10}$. Since Lorentz transformations are naturally described in the flat coordinates of the ambient Minkowski space $M$, let us describe the modes $u_k$ in the same coordinates

$$u_k = \sqrt{\frac{\lambda}{\pi}} T^k (\frac{-iX^0}{\alpha}) (X^1 + iX^2)^k.$$ An infinitesimal Lorentz transformation along the axis $X^1$ is given by

$$(X^0)' = X^0 - \lambda X^1, (X^1)' = X^1 - \lambda X^0, (X^2)' = X^2,$$

where $\lambda$ is the infinitesimal parameter of the transformation (the transformation is Lorentz to first order in $\lambda$). Thus, the variation of $u_k$ is

$$N_{10} u_k = X^1 \frac{\partial u_k}{\partial X^0} + X^0 \frac{\partial u_k}{\partial X^1}.$$ A similar equation holds for boosts along the axis $X^2$. Evaluating the derivatives and using a few relations between Legendre functions from [27], one finds that the action of the generators of the de Sitter group is

$$N_{12} u_k = -i k u_k,$$

$$N_{10} u_k = i \frac{1}{2} [(v + k)(v - k + 1)]^{1/2} u_{k-1} + \frac{i}{2} [(v - k)(v + k + 1)]^{1/2} u_{k+1},$$

$$N_{10} u_k = i \frac{1}{2} [(v + k)(v - k + 1)]^{1/2} u_{k-1} - \frac{i}{2} [(v - k)(v + k + 1)]^{1/2} u_{k+1}. \quad (14)$$

These equations show that $\mathcal{H}$ is closed under the action of the infinitesimal generators. Hence, $\mathcal{H}$ is a representation space for $O(2, 1)_+^T$, the action of a Lorentz transformation $L$ on a wavefunction $\phi(x) \in \mathcal{H}$ being given by $\phi(x) \mapsto \phi(L^{-1}x)$. The Casimir operator which characterizes the irreducible representations is $C = N_{12}^2 - N_{10}^2 - N_{20}^2$ and is easily verified to be $C = -v(v + 1) = \alpha^2 \mu^2 / h^2$ for the above expressions.

With our restriction to $\mu^2 > 0$, the index $v$ may be (a) a real number in the interval $(-1, 0)$, or (b) a complex number of the form $v = -1/2 + i \lambda$, with $\lambda \in \mathbb{R}$. In the case (a), one has $0 < C < 1/4$, which corresponds to a representation of the de Sitter group in the so-called complementary series (the continuous representations $\mathcal{C}^c_\theta$ in the exceptional interval $0 < q < 1/4$ in Bargmann’s work [31]). In the case (b), one has $C \geq 1/4$, which corresponds to principal series representations (continuous representations $\mathcal{C}^p_\theta$ with $q \geq 1/4$).

Now let us introduce the discrete symmetries of parity $P$ and time reversal $T$. We represent parity as the reversal of the axis $X^2$ in the ambient Minkowski space. Then parity just reverses the sign of the angular coordinate of a wavefunction in $\mathcal{H}$, $P\phi(t, \theta) = \phi(t, -\theta)$. In particular, for the basis vectors $u_k$, one may use the identity (11) in order to obtain

$$P u_k = u_{-k}. \quad (15)$$

The action of $T$ has a peculiarity connected with the restriction to the space of positive-energy states. The geometrical realization of the transformation is the reversal of the time coordinate in the ambient Minkowski space. But this cannot be represented as $\phi(t, \theta) \mapsto \phi(-t, \theta)$, since the result is a negative-energy state. In order that the transformation is closed in $\mathcal{H}$, we take the anti-unitary representation $T\phi(t, \theta) = \phi^*(-t, \theta)$. But then the action of the operator on modes $u_k$ is the same as that of parity, with the difference that the action is anti-linear.

$$T u_k = u_{-k} \quad \text{(anti-linear)}. \quad (16)$$
3. Newton–Wigner localization

3.1. Definition of the localization system

The notion of localization of relativistic particles in the Minkowski space provided by the NW position operator was introduced in [1]. In that paper, a list of properties is postulated, which are assumed to hold for any reasonable relativistic position operator, and it is proved that there is a unique operator satisfying them. A more direct way to understand this position operator is described in [32]. Let us review the basic argument. Consider a massive scalar field in the Minkowski space. The one-particle subspace of the theory consists of vectors $\phi(p) \in L^2(\mathbb{R}, dp/\omega(p))$, with $\omega(p) = \sqrt{p^2 + m^2}$, i.e. the scalar product is

$$\langle \phi|\psi \rangle = \int \frac{dp}{\omega(p)} \phi^*(p)\psi(p).$$

Now absorb a factor $\sqrt{\omega(p)}$ in each wavefunction, i.e. consider the unitary transformation $M_\omega : L^2(\mathbb{R}, dp/\omega(p)) \rightarrow L^2(\mathbb{R}, dp)$, whose action is $\phi(p) \mapsto \phi_{NW}(p) = \phi(p)/\sqrt{\omega(p)}$. Then, introduce a unitary operator of time evolution $U_t : L^2(\mathbb{R}, dp) \rightarrow L^2(\mathbb{R}, dp)$, represented by the transformation $\phi_{NW}(p) \mapsto (U_t \phi_{NW})(p) = \exp(-i\omega(p)t/\hbar)\phi_{NW}(p)$. Finally, Fourier transform the result in order to obtain a spatial representation

$$\phi_{NW}(t, x) = \frac{1}{\sqrt{2\pi}} \int dp e^{iwp/\hbar} e^{-i\omega(p)t/\hbar} \phi_{NW}(p).$$

This gives the NW wavefunction. The probability density of detecting the particle at the point $x$ in time $t$ is $P(t, x) = |\phi_{NW}(t, x)|^2$. The position operator itself, at time $t$, is the multiplication operator in the spatial representation at the same time

$$(q|\phi)_{NW}(t, x) = x\phi_{NW}(t, x).$$

Some difficulties show up if one tries to repeat the same steps in the case of the de Sitter space. First, there is no canonical definition of a momentum space representation. We overcome this problem by looking at the mode expansion as a convenient (for our purposes) de Sitter analogue of the Fourier transform. It is clear that a mode expansion is a coordinate-dependent concept; therefore, the resulting position operator will depend on the choice of coordinates. But as is well known the NW operator is not a covariant object even in the Minkowski space: there is a distinct operator associated with each reference frame. The problem found in the Minkowski space is just carried over into the de Sitter space, and we do not attempt to solve it here.

The second point is the absence of a time-translation isometry in $dS^2$, which makes the time evolution of individual modes much more complicated than in the Minkowski space. Two aspects are relevant here: there is no definite frequency $\omega_k$ associated with each mode, so that time evolution in the momentum space is not just multiplication by varying phases $\exp(-i\omega t/\hbar)$ as before, and the oscillation of the field goes on together with a damping of the field amplitude, forced by the expansion of the universe (for increasing $|t|$). We will see that these effects can be isolated: the damping factor will be analogous to the factor $\sqrt{\omega}$ absorbed in the definition of the NW wavefunction in the Minkowski case, while the oscillating phases will be responsible for the time evolution of the position operator.

Let us now proceed to the definition of the de Sitter version of NW localization. Later, we will interpret the results drawing an analogy with the discussion above. We assume that a localization system in the de Sitter space is

1. a family of unitary transformations $W_t : \mathcal{H} \rightarrow L^2(S^3)$, $\phi \mapsto \phi_{NW}(t, \theta)$, where $L^2(S^3)$ is the Hilbert space of square-integrable functions on the circle $S^3$;
II. If \( U_{12}(\alpha) \in \text{SO}(1, 2) \) is a rotation by an angle \( \alpha \), then \( U_{12}(\alpha)\phi \mapsto \phi_{\text{NW}}(t, \theta - \alpha) \);

III. \( \Phi \mapsto \phi_{\text{NW}}(t, -\theta) \), and \( \mathbf{T}\Phi \mapsto \phi_{\text{NW}}^*(t, \theta) \);

IV. In the large mass limit, one has \( \phi_{\text{NW}}(t, \theta) \propto \phi(t, \theta) \).

Condition IV will be clarified below. As a regularity condition, we also assume that \( W_t^{-1}: L^2(S^1) \to \mathcal{H} \) depends continuously on the mass \( m \). Let us discuss the intuitive content of the postulates above.

The NW wavefunction \( \phi_{\text{NW}}(t, \theta) \) is interpreted, for each time \( t \), as describing quantum amplitudes for finding the particle at position \( \theta \). In other words, the probability of finding the particle in a Lebesgue measurable set \( \mathcal{I} \) is \( P(\mathcal{I}) = \int_\mathcal{I} |\phi_{\text{NW}}(t, \theta)|^2 d\theta \). Postulate I corresponds to the basic requirement that such a probability distribution exists for each time \( t \).

The second postulate is that the NW representation is well behaved under rotations. A rotation in the de Sitter group, when seen from the NW spatial representation, must rotate the probability amplitudes on the circle by the same angle. This condition can be reformulated as \( W_t U_{12}(\psi) W_t^* = R(\psi) \), where \( R \) is the operator of rotation for square-integrable functions on the circle.

Postulate III is the requirement that the discrete symmetries of parity and time reversal act as geometrical transformations on the NW representations. The complex conjugation under the time-reversal condition is necessary because the image of an anti-unitary operator under a unitary equivalence must be anti-unitary too. A quantum symmetry is in general defined up to a phase, according to the celebrated Wigner’s theorem; we are assuming here that the phases are equal to 1, avoiding complications with the possibility of a projective representation of the extended de Sitter group.

Finally, the postulate IV is necessary in order to fix some remaining ambiguities in \( W_t \), as we shall see. It is motivated by the following fact. In the large mass limit, the scalar product (8) of one-particle states \( \phi(t, \theta) \) and \( \psi(t, \theta) \) reduces to

\[
\langle \phi | \psi \rangle \simeq \frac{2mA(t)}{\hbar} \int_{S^1} d\theta \phi^*(t, \theta)\psi(t, \theta),
\]

i.e. it becomes the scalar product of \( L^2 \) functions on the circle. In this case, it is natural to interpret \( |\phi(t, \theta)|^2 \) directly as a probability distribution (up to the factor outside the integral). The postulate IV ensures that the NW distribution agrees with such an interpretation.

The consequences of the postulates can now be evaluated. Let us start with postulate II. For each \( t \), a suitable basis for \( L^2(S^1) \) is that composed of eigenvectors of the Hermitian generator of rotations. That is the same as describing the NW wavefunction in its Fourier expanded form

\[
\phi_{\text{NW}}(t, \theta) = \sum_k q_k(t) \frac{e^{i\theta k}}{\sqrt{2\pi}}, \quad \sum_k |q_k(t)|^2 = 1,
\]

with \( q_k \in \mathbb{C} \). Consider the vector \( u_k \in \mathcal{H} \). The action of a rotation \( U_{12}(\alpha) \) on it is to multiply the state by a phase, \( U_{12}(\alpha)u_k = \exp(-ik\alpha)u_k \). Since \( U_{12} \) is linear, the same must be true for its image in \( L^2(S^1) \):

\[
W_t(U_{12}(\alpha)u_k) = e^{-ik\alpha}W_t(u_k),
\]

which implies

\[
R(\alpha)W_t(u_k) = e^{-ik\alpha}W_t(u_k).
\]

But then it must be

\[
W_t(u_k) = e^{-i\theta t} \frac{e^{ik\theta}}{\sqrt{2\pi}}.
\]
where \( \phi_0(t) \) is some arbitrary phase. Suppose on the contrary that the space \( V \) of solutions \( W_t(u_k) \) of equation (18) has more than one dimension. Note that the action of the Hermitian generator \( J \) of rotations in \( V \) is multiplication by \( k \). Then there would be at least two orthogonal vectors with the same eigenvalue \( k \), which is impossible, since the eigenspaces of \( J \) are non-degenerate. Therefore, \( V \) is one-dimensional, the space of eigenvectors of \( J \) with the eigenvalue \( k \). Because the transformation \( W_t \) is unitary, and \( u_k \) has norm 1, there is just a phase freedom, which corresponds to equation (19).

The action of parity in \( \mathcal{H} \) is given by equation (15). The first part of postulate III, when applied to the general form of the solution of postulate II described in equation (19), leads to

\[
W_t(u_k) = W_t(Pu_{-k}) = e^{-i\nu_{-k}(t)} \frac{e^{ik\theta}}{\sqrt{2\pi}}.
\]

The action of time reversal in \( \mathcal{H} \) is given by equation (16). The second part of postulate III leads to

\[
W_t(u_k) = W_t(Tu_{-k}) = e^{i\nu_{-k}(-t)} \frac{e^{ik\theta}}{\sqrt{2\pi}}.
\]

Putting \( s_k(t) := e^{-i\nu_{k}(t)} \) and comparing equations (19), (20) and (21), one finds that

\[
s_k(t) = s_{-k}(t), \quad s_k(t) = s_k(-t).
\]

The form of the transformation \( W_t \) is restricted, but not uniquely fixed by the axioms I–III. The varying phases must satisfy equation (22), but a lot of freedom remains there after these conditions are imposed. In the following section, we describe the additional restrictions which follow from postulate IV at \( t=0 \), where a unique solution is obtained. Then we study the case of generic \( t \) and suggest a natural solution based on an analogy with the case of the Minkowski space.

### 3.2. The case of \( t=0 \)

At \( t=0 \), the identities in equation (22) simplify to \( s_k(0) = s_{-k}(0) = \pm 1 \). Thus, the transformation \( W_0 \) determined by postulates I–III is given by

\[
\phi(0, \theta) = \sum_k \phi_k \sqrt{\frac{\gamma}{2}} T^k_0(0) \frac{e^{ik\theta}}{\sqrt{2\pi}} \mapsto \phi_{NW}(0, \theta) = \sum_k \phi_k s_k(0) \frac{e^{ik\theta}}{\sqrt{2\pi}}.
\]

As we see, there is a sign ambiguity in each term of the above series due to the presence of the factor \( s_k(0) \).

This ambiguity was first pointed by Philips and Wigner in [24]. Below, we will discuss how these authors address this problem, but let us first show that our postulate IV fixes these ambiguities in a more natural way, leading to a unique solution for \( W_0 \).

From equation (3) and the definition \( \mu^2 = m^2 + \xi R \), it follows that the large mass limit \( m \to \infty \) corresponds to the limit \( \lambda \to \infty \) in the index of the Legendre functions \( \nu = -1/2 + \lambda i \). In order that the postulate IV is satisfied, it is necessary that \( \phi_{NW}(0, \theta) = f(m)\phi(0, \theta) \) in equation (23), with some mass-dependent normalization factor \( f(m) \). But from the asymptotic expression for the Legendre function in the large \( \nu \) limit (see equation VI.(93a) in [27]), and using the Stirling approximation for Gamma functions, one obtains

\[
\sqrt{\frac{\gamma}{2}} T^k_0(0) \simeq (-1)^k (2\lambda)^{-1/2}.
\]

The factor \((2\lambda)^{-1/2}\) is just a mass-dependent normalization coefficient, as can be seen from equation (17) with \( a(0) = a \), since \( \lambda \to a\mu/h \) for large masses. Therefore, postulate IV implies that, up to an irrelevant overall sign, one has

\[
s_k(0) = (-1)^k.
\]
The fact that the same choice is made for all masses $m$ is a consequence of the assumption that $W_0^{-1}$ is continuous with respect to the mass $m$. Since $s_k(0) = \pm 1$, it cannot change but discontinuously. Summing up, the transformation $W_0$ is completely determined by the postulates I–IV, being given by equation (23) with $s_k(0) = (-1)^k$.

3.3. Heuristical discussion on the ambiguities of signs

Let us discuss some heuristical aspects of the position probability distribution we have found and the origin of the sign ambiguities occurring in the coefficients $s_k(0)$ before the postulate IV is used. As we shall now explain, the existence of the sign ambiguities is a consequence of the fact that the localization postulates I–III alone do not fix the localization in the one-particle space $\mathcal{H}$ relative to the localization in the NW representation space $L^2(S^1)$.

Consider a specific choice of the signs $s_k = \pm 1$. If these coefficients are changed according to $s_k \mapsto s'_k = (-1)^k s_k$, then the NW representation is rotated by an angle of $\pi$. Hence, part of the freedom in the choice of the $s_k$ is due to the possibility of applying a rotation of $\pi$. In fact, analyzing the action of the map $W_0$ on a sufficiently large class of carefully chosen states, it is even possible to fix all sign ambiguities just by avoiding such antipodal reflections.

In order to see this, consider a simple example. Take a superposition of $k = -1, 0, 1$ states with $a_0 = s_0$, $a_1 = a_{-1} = s_1/2$:

$$\phi(0, \theta) = \frac{\sqrt{y_0}}{4\pi} T_{e}^0(0)s_0 + \frac{\sqrt{y_1}}{4\pi} T_{e}^1(0)s_1 \cos \theta, \quad (26)$$

$$\phi_{NW}(0, \theta) = \frac{1 + \cos \theta}{\sqrt{2\pi}}. \quad (27)$$

The NW wavefunction (27) has a maximum at $\theta = 0$ and decreases monotonically with increasing $|\theta|$, assuming the value zero at the antipodal point $\theta = \pi$. That is, it describes a particle more likely to be found in the region $|\theta| < \pi/2$ than in the antipodal related region. Let us now consider behavior of the corresponding one-particle state (26). One has

$$T_{e}^k(0) = \frac{(-1)^k2^k\sqrt{\pi}}{\Gamma\left(\frac{v-k+1}{2}\right)} \frac{1 + \cos \theta}{\sqrt{2\pi}}. \quad (28)$$

and it can be proved that the product of $\Gamma$s in the denominator is positive. Thus, the coefficients $T_{e}^k(0)$ have signs alternating in $k$, because of the factor $(-1)^k$. There are two distinct possibilities for the action of $W_0$: either $s_0 = s_1$ or $s_0 \neq s_1$. If $s_0 = s_1$, then the two terms on the rhs of (26) have different signs at $\theta = 0$, and the same sign at $\theta = \pi$. And the wavefunction has higher amplitudes in the region $\pi/2 < |\theta| < \pi$, with its maximum at $\theta = \pi$.

On the other hand, if $s_0 \neq s_1$, then $\phi(0, \theta)$ has its maximum at $\theta = 0$, and higher amplitudes in the region $|\theta| < \pi/2$. The two choices are related by a rotation of $\pi$. Therefore, in order that the wavefunction $\phi(0, \theta)$ is concentrated at the same region as $\phi_{NW}(0, \theta)$, and not at the antipodal related region, one must choose $s_0 \neq s_1$.

The same argument can be adapted to states constructed by superpositions of states with $|k| = p$, $p + 1$, allowing one to fix $s_{p+1}$ in terms of $s_p$. Note that this argument works only for very special states: in a generic state $\phi$, distinct choices of $s_k(0)$ are related by more complicated transformations than simple rotations by $\pi$.

In any case, as we saw above, different choices of signs reflect on the localization of states in the one-particle space $\mathcal{H}$ relative to the NW representation space $L^2(S^1)$. According to the usual interpretation of the localization operators and of the wavefunctions, it is natural to choose the signs in a way that the same interpretation of localization is found in both spaces:
if the NW wavefunction is concentrated about some $\theta_0$, then the corresponding one-particle state should be concentrated at the same region, and not at the antipodal point.

The choice $s_k(0) = (-1)^k$ can be obtained, alternatively, from a condition of ‘maximal localization’ of position eigenstates. Consider a sequence of localized functions in the NW representation,

$$\delta^K_{NW}(\theta) = \frac{1}{\sqrt{2\pi}} \sum_{|k| < K} e^{i k \theta} \sqrt{\frac{2}{\gamma_k}} T_k \nu(x),$$

which converges, for $K \to \infty$ (in a distributional sense), to the Dirac delta function $\delta_{NW}(\theta)$. Allowing for the sign freedom in the coefficients $s_k(0)$, these functions correspond to one-particle states of the form

$$\delta^K(0, \theta) = \frac{1}{\sqrt{2\pi}} \sum_{|k| < K} s_k(0) \sqrt{\frac{\gamma_k}{2}} T_k \nu(x),$$

so that at $\theta = 0$ one has

$$\delta^K(0, 0) = \frac{1}{\sqrt{2\pi}} \sum_{|k| < K} s_k(0) \sqrt{\frac{\gamma_k}{2}} T_k \nu(x).$$

As we saw from equation (28), we have $\text{sign}(T_k \nu(x)) = (-1)^k$. Hence, the choice $s_k(0) = (-1)^k$ maximizes the value of $|\delta^K(0, 0)|$, for all $K$. In other words, that is the choice which makes the localized state $\delta_{NW}(\theta)$ in the NW representation as concentrated as possible about $\theta = 0$ in the spacetime representation at $t = 0$. The notion of localizability contained in the transformation $W_0$ is associated with maximally localized wavefunctions being well behaved under de Sitter group symmetries.

### 3.4. Comparison with Philips–Wigner states

An earlier discussion of localizability in the de Sitter space was presented by Philips and Wigner in [24], and we would like to compare our results to theirs. A brief review of [24] is presented in appendix C, to which we refer for more details. The main result obtained in that paper was a description of (improper) states $\phi(\theta_0)$ localized at position $\theta_0$ in $t = 0$. Such states were described in terms of their Fourier coefficients in an explicit principal series representation of de Sitter group on a space $L^2(S^1)$ of square-integrable functions on the circle. We want to compare these with the localized states $\eta(\theta_0) = \delta_{NW}(\theta - \theta_0)$ of our NW representation in $t = 0$, whose Fourier coefficients in the NW representation are given by $\exp(-ik\theta_0)/\sqrt{2\pi}$. From equations (23) and (25), these localized states correspond to (improper) one-particle states in $H$ of the form

$$\eta(\theta_0)(t, \theta) = \sum_k (-1)^k e^{-ik\theta_0} \sqrt{\frac{\gamma_k}{2}} T_k \nu((i \sinh(t/\alpha))) \frac{e^{ik\theta}}{\sqrt{2\pi}},$$

that is, they have components

$$\eta_k = (-1)^k e^{-ik\theta_0}$$

in $H$. We shall restrict in this section to representations of the principal series, on which the work [24] is based.

Let us start by discussing the relation between the representation of Sitter algebra in the space $\mathcal{H}$ of one-particle states described in section 2.4 and the more traditional Bargmann’s representations used in [24]. The principal series Bargmann representation on $\mathcal{H}' := L^2(S^1)$ is briefly reviewed in appendix C. Let $|k\rangle$ be the basis of $\mathcal{H}'$ composed of normalized eigenstates.
of the generator of rotations, \( |k\rangle = \exp(i\theta k) / \sqrt{2\pi} \). The action of de Sitter algebra in this basis is given by

\[
\begin{align*}
N_{12}|k\rangle &= -ik|k\rangle, \\
N_{10}|k\rangle &= \frac{v + k}{2} |k - 1\rangle + \frac{v - k}{2} |k + 1\rangle, \\
N_{20}|k\rangle &= i\frac{v + k}{2} |k - 1\rangle - i\frac{v - k}{2} |k + 1\rangle,
\end{align*}
\]

(33)

with \( v = -1/2 + \lambda i \). These expressions are direct translations of equations (C.1) and (C.2), discussed in more detail in [24]. On the other hand, the representation of de Sitter algebra on \( \mathcal{H} \) is described explicitly in equation (14). The principal series representations are those with \( v = -1/2 + \lambda i, \lambda \in \mathbb{R} \), in which case equation (14) reduces to the simpler form

\[
\begin{align*}
N_{12}u_k &= -iku_k, \\
N_{10}u_k &= \frac{1}{2} [v + k]u_{k-1} + \frac{i}{2} [v - k]u_{k+1}, \\
N_{20}u_k &= -\frac{1}{2} [v + k]u_{k-1} + \frac{1}{2} [v - k]u_{k+1}.
\end{align*}
\]

(34)

Comparing the expressions in equations (33) and (34), it can be verified that a unitary equivalence \( U_B^\dagger : \mathcal{H}' \to \mathcal{H} \) is given by \( |k\rangle \to \chi_k u_k \), where \( \chi_k \) is a complex number defined by the recurrence relations:

\[
\chi_0 = 1, \quad \chi_{k+1} = -\frac{v + k + 1}{|v + k + 1|} \chi_k.
\]

The last relation is equivalent to

\[
\chi_{k-1} = -\frac{v - k + 1}{|v - k + 1|} \chi_k.
\]

Hence, the coefficients can be written as \( (k > 0) \)

\[
\chi_k = \chi_{-k} = (-1)^k \left[ \left( \frac{1}{2} + i\lambda \right) \left( \frac{1}{2} + i\lambda \right) \cdots \left( k - \frac{1}{2} + i\lambda \right) \right]^{1/2}.
\]

(35)

Now let \( \mathcal{H}_{\text{NW}}^{(0)} := L^2(S^1) \) denote the space of NW wavefunctions at time \( t = 0 \), and build the composition \( U_B^{(0)} := U_B \circ W_0^\dagger \). This transformation maps a NW wavefunction to the corresponding state in Bargmann’s representation. Choosing the basis \( \{|k\rangle \} = \exp(ik\theta) / \sqrt{2\pi}, k \in \mathbb{Z} \) for \( \mathcal{H}_{\text{NW}}^{(0)} \), one has \( W_0^\dagger|k\rangle = (-1)^k u_k \). Therefore, a NW wavefunction \( \phi_{\text{NW}}(0, \theta) = \sum \phi_k|k\rangle \) corresponds to a vector \( \phi_{\text{B}}(\theta) = \sum (-1)^k \chi_k^* \phi_k|k\rangle \) in Bargmann’s representation.

A Phillips–Wigner state \( \phi^{(\pi/2)} \) localized at \( \theta = \pi/2 \) has Fourier coefficients \( \sqrt{2\pi} l_k \) in \( \mathcal{H}' \) given by the explicit formula displayed in equation (C.5). Such state can be mapped to \( \mathcal{H} \) with the help of the unitary transformation \( U_B^\dagger \). One finds that \( U_B^\dagger \phi^{(\pi/2)} \) has coefficients \( \phi_k^{(\pi/2)} = \sqrt{2\pi} l_k \chi_k \) in \( \mathcal{H} \). From equations (35) and (C.5), it follows that \( l_k \chi_k = i^k \). Now we can compare these coefficients with those describing our localized NW states. From equation (32), an NW state \( \eta_{\text{NW}}^{(\pi/2)} \) localized at \( \theta_0 = \pi/2 \) at \( t = 0 \) has coefficients \( \eta_k^{(\pi/2)} = \theta^{k}/\sqrt{2\pi} \). Therefore, up to an irrelevant normalization factor, the localized states at \( \theta = \pi/2 \) are the same. Besides, both classes of states behave in the same way under rotations. So our definition of localized states allows one, for \( t = 0 \), and with the restriction to the principal series, to recover the results of [24].

Therefore, working in a quite different setting, we have arrived at the same localized states as obtained in [24] in the context of group theory. We would like to discuss now the main differences and similarities between these approaches, and emphasize some technical
simplifications and a conceptual clarification we believe our work brings to the discussion of localizability in de Sitter spacetime.

The work of Newton and Wigner [1] was written in terms of distributions describing improper states localized at specific points. The results were later reformulated by Wightman [2] in terms of projectors $E(S)$ in a Hilbert space associated with observables describing the property of the particle being in a region $S$ of space. So the idea of localization at a point was replaced by localization in a finite region. The main advantage in doing this is that technical complications associated with the theory of distributions are avoided. In short, the approach of Wightman allowed the results of [1] to be derived in a rigorous manner in the simplest context of a Hilbert space of square-integrable functions. In the de Sitter space, the work of Philips and Wigner follows the original idea of looking for localized states, while we have studied the analogue of Wightman’s localizability postulates, describing the probability $P(S)$ of detection of the particle in a finite, measurable region $S$ in terms of the norm of its state $\phi$ projected to a suitable subspace in the Hilbert space $H$, i.e. $P(S) = \int_S d\theta |\phi_{NW}(\theta)|^2 = \|\chi_S \phi\|^2$, where $\chi_S$ is the projection operator which acts as the characteristic function of $S$ in the NW representation.

In the Minkowski space, the approaches of [1] and [2] are essentially equivalent: the conditions used by Wightman were direct translations of the original conditions on distributions. In de Sitter spacetime, however, there are important differences between our approach and that of [24]. Firstly, distinct sets of axioms are used: one of the axioms of [24] (axiom (c) in appendix C) is replaced in our approach by postulate IV. These conditions play similar roles in each approach, being required for the elimination of sign ambiguities encoded in the factors $s_k(0) = \pm 1$. However, the physical motivation of axiom (c)—minimal disturbance of a localized state at $\theta_0$ under the action of boosts which leave the point $\theta_0$ invariant—is unclear. According to our previous discussion, the ambiguities can be fixed in a more natural way by a condition of ‘optimal localization’—that the probabilities should be as concentrated as possible about the wavefunction—and can be easily implemented requiring a reasonable large mass limit.

Moreover, there is a residual ambiguity in [24]. This is removed by requiring that the localized states have positive energy in the Minkowski space limit, which is done using a complicated process of contraction (roughly speaking, by taking the limit $\alpha \to \infty$) of Lie algebra representations of the de Sitter group. This step is not necessary in our approach. Such a simplification is due to the fact that negative energy states are not allowed here, the starting point being a space of positive-energy solutions of the Klein–Gordon equation. Importantly, we employ the Hadamard condition to select states with positive energy, making it unnecessary to check the sign of the energy of the localized states through a Minkowski space limit.

A second remark concerns the connection between representations of the de Sitter group and wave equations in the de Sitter space. As widely known, the irreducible representations of the de Sitter group were classified by Bargmann in [31]. Yet, when one considers applications to quantum field theory, it is natural to ask for an interpretation of the representations in spaces of solutions of wave equations in the de Sitter space. More than that, one wants to restrict to positive-energy solutions. Here, we have used the Hadamard condition in order to select a suitable space of positive-energy solutions of the Klein–Gordon equation, and displayed such an interpretation for the principal and complementary series representations.

In doing so, we identified the one-particle subspace of the quantized massive scalar field theory with a particular irreducible representation of the de Sitter group. In an intuitive sense, that identification provides a spacetime representation for vectors in the more abstract (from a physicist’s perspective) Bargmann’s representations: it allows one to see these vectors as wavefunctions in the de Sitter space. In particular, it becomes possible to determine how the localized states are spread in spacetime, i.e. equation (31) (remember that relativistic localized
states are not strictly localized, but ‘as localized as possible’ states). This question could not be dealt with without a prescription for the choice of the positive-energy states, and was not investigated in [24].

In Minkowski space, if one wants to see how a localized state defined in momentum space looks like in spacetime, one just goes to configuration space, using the well-known transformation \( \phi(p) \mapsto \phi(x, t) \), the relativistic Fourier transform. The result is a Hankel function, with an exponential decay for large spatial distances [1]. Such a familiar transformation has no natural analogue in curved spacetimes. A Bargmann’s representation can be seen as a sort of ‘momentum representation’, but the transformation to configuration space—that of wavefunctions in the de Sitter space—is not unique: it depends on the choice of a vacuum, or equivalently on the positive-energy states. It is necessary to combine purely group theoretical results with the modern specification of positive-energy states given by the Hadamard condition in order to find the spacetime representation of states of interest.

### 3.5. Time evolution of the NW wavefunction

The postulates I–IV determine uniquely the form of the NW wavefunction at time \( t = 0 \). They also impose restrictions on the time evolution of the wavefunction, but do not fix it uniquely. In this section, we discuss a solution of these conditions, suggested by an analogy with the definition of the position operator in the Minkowski space discussed in the beginning of section 3.1. It is natural that in generalizing structures defined in the Minkowski space to the context of curved spacetimes some non-uniqueness might be met with. Nevertheless, one would certainly like to restrict it as much as possible, and in the de Sitter space there is the advantage of dealing with a maximally symmetric spacetime. We discuss later in this section the possibility of using the group symmetry operations in the de Sitter space in order to fix the NW dynamics, but we will answer this question in the negative, at least for a simple implementation of these symmetries.

So, let us describe a solution of the time evolution \( W_t \) of the NW wavefunction, keeping in mind the discussion in section 3.1. From equation (12) and the explicit form of the normal modes given in equation (4), a generic vector in \( \mathcal{H} \) can be written as

\[
\phi(t, \theta) = \sum_k \phi_k \sqrt{\frac{\gamma_k}{2}} T^t_\nu (i \sinh(t/\alpha)) e^{i\phi_k(t)} e^{ik\theta} \sqrt{\frac{2}{\pi}} \tag{36}
\]

with \( \sum_k |\phi_k|^2 = 1 \). The scalar product is given by equation (8), which reduces to \( \langle \phi | \psi \rangle = \sum \phi^*_k \psi_k \) in this representation. Now, introduce

\[
N_k(t) := \frac{1}{\gamma_k |T^t_\nu(i \sinh(t/\alpha))|^2},
\]

and

\[
\phi_k(t) := -\arg \left( T^t_\nu(i \sinh(t/\alpha)) \right) \tag{37}
\]

and define a time-dependent unitary transformation \( W_t \) given for each \( t \) by

\[
\phi(t, \theta) \mapsto \phi_{NW}(t, \theta) = \sum_k \phi_k e^{-i\psi_k(t)} \frac{e^{i\phi_k}}{\sqrt{2\pi}}. \tag{38}
\]

Above, a factor \( [2N_k(t)]^{-1/2} \) is absorbed in each coefficient \( \phi_k \), and a time evolution \( \exp[-i\psi_k(t)] \) is associated with each mode. The analogy with the definition of the position operator in the Minkowski space should be clear. The absorption of the factor \( [2N_k(t)]^{-1/2} \) is a consequence of postulates I–III; what is added is the choice of the phases \( \psi_k(t) \) prescribed by equation (37). Note that for \( t = 0 \), it follows from equations (28) and (37)
that \( \exp(-i\phi_k(0)) = (-1)^k \). Substituting that in equation (38), we obtain the operator \( W_0 \) obtained in the previous section. Hence, we have the right transformation at \( t = 0 \). Moreover, it is easy to check that the postulates I–IV are satisfied. It must be verified that \( e^{-i\phi_k(t)} = e^{-i\phi_{-k}(t)} \) (parity), \( e^{-i\phi_k(t)} = e^{-i\phi_{k+1}(t)} \) (time reversal), and that the large mass limit is correct. The fact that the parity condition is satisfied is a consequence of equation (11), which shows that \( T_{-k}(z) \) and \( T_k(z) \) are proportional, with a positive proportionality factor. The time-reversal condition is a consequence of the identity \( [T_k(i \sinh(t/\alpha))]^* = T_k(-i \sinh(t/\alpha)). \) The large mass limit can be established using equation VI.(90) of [27]:

\[
P^{\nu}_{\nu}(z) \approx \frac{\mu^{-1/2}}{\sqrt{2\pi}(z^2 - 1)^{1/2}}[e^{-i\pi(\mu - 1)/2}e^{i(\nu+1)/2} + e^{-i(\nu+1)/2}e^{-i\pi(\mu - 1)/2}], \quad \text{for } \nu \to \pm \infty,
\]

where \( \nu = \nu_1 + i\nu_2 \) and \( z = \cos \omega \), together with the Stirling approximation for complex numbers with large imaginary part [33], which gives

\[
|\Gamma\left(\frac{1}{2} - k - \lambda i\right)| \approx \sqrt{2\pi} \lambda^{-k} e^{-\pi \lambda^2/2},
\]

so that the analogue of equation (24) is

\[
\sqrt{\frac{\gamma_k}{2} T^{\nu}_{\nu}(i \sinh(t/\alpha))} \approx (-1)^k (2\lambda \cosh (t/\alpha))^{-1/2} e^{-i\lambda t/\alpha}
\]

for large \( m \). The factor \((2\lambda \cosh(t/\alpha))^{-1/2}\) is a mass-dependent normalization coefficient, from equation (17).

There is a simple physical interpretation for the prescribed choice of the phases \( \phi_k(t) \). The NW wavefunction at time \( t \) is described in equation (38) as a square-integrable function on a circle of radius 1. Its squared value gives the probability of finding the particle in an infinitesimal interval of angles. But the actual spatial radius of the corresponding time slice is the scale factor \( a(t) = \alpha \cosh(t/\alpha) \), so if one wants to obtain the probability density in the spatial slice itself, a factor of \( \sqrt{a(t)} \) must be included, leading to

\[
\tilde{\phi}_{NW}(t, \theta) = \frac{1}{\sqrt{\alpha \cosh(t/\alpha)}} \sum_k \phi_k e^{-i\phi_k(t)} e^{i\lambda \theta} \frac{1}{\sqrt{2\pi}}.
\]

In this case, the transformation which defines \( \tilde{\phi}_{NW}(t, \theta) \) involves the absorption of a factor \([2\omega_k^{(S)}(t)]^{-1/2}\), with

\[
\omega_k^{(S)}(t) := \frac{1}{\gamma_k |T^\nu_k(i \sinh(t/\alpha))|^2 \alpha \cosh(t/\alpha)}.
\]

There is an interesting relation between the derivative of the phases \( \phi_k(t) \) and the factors \( \omega_k^{(S)}(t) \). Pick equation (10) and consider it on the imaginary axis, with \( z = iy \). Divide it by \( |T^\nu_k(-iy)|^2 = T^\nu_k(iy) T^\nu_k(-iy) \):

\[
-2 \frac{\gamma_k(1 + y^2)}{|T^\nu_k(-iy)|^2} |T^\nu_k(-iy)|^2 = \left[ \frac{T^\nu_k(-iy)}{T^\nu_k(-iy)} + \frac{T^\nu_k(iy)}{T^\nu_k(iy)} \right] = 2 \text{Re} \left[ \frac{T^\nu_k(iy)}{T^\nu_k(iy)} \right].
\]

The last identity follows from the fact that the derivative of a Legendre function can be written as a (real) linear combination of Legendre functions, which are complex conjugated by the inversion \( iy \to -iy \). Now, equation (37) implies

\[
\phi'_k(t) = -\frac{1}{\alpha \cosh(t/\alpha)} \text{Re} \left[ \frac{T^\nu_k(i \sinh(t/\alpha))}{T^\nu_k(i \sinh(t/\alpha))} \right].
\]
which in turn, using equations (39) and (40), leads to

\[ \psi_k(t) = \omega_k^{\text{ds}}(t). \]

Therefore, the dynamics described by equation (38) corresponds to that generated by normal modes \( k \) with a time-dependent energy \( \omega_k^{\text{ds}}(t) \), with the time \( t = 0 \) representation fixed by postulates I–IV. In other words, we are looking at equation (39) as a time-dependent dispersion relation giving the energy of a mode \( k \) as a function of time.

The solution we have found for the localizability postulates was written in a form valid both for the principal and complementary series, i.e. equation (38). But it must be noted that for representations in the complementary series the normal modes \( T_k^\nu \left( \sinh(t/\alpha) \right) \) are purely real and not oscillatory, implying that the phases \( \exp(-i\phi_k(t)) \) are constant. Therefore, the dynamics of the NW function in this case is trivial; there is no time evolution. Note that complementary series representations are associated with particle masses and de Sitter radii satisfying \( 4\alpha^2 \mu^2/\hbar^2 < 1 \). This inequality essentially states that the Compton wavelength of the scalar particle is bigger than the radius of de Sitter spacetime. Under these circumstances, the NW wavefunction describing the position of the particle is not able to move, and the notion of localization is trivial. In the principal series representations, on the other hand, the NW function has a nontrivial dynamics, and the time evolution of the distribution of probabilities might be used in order to study how wavepackets move.

It is a well-known fact that the NW operator displays acasual features in the propagation of wavepackets in Minkowski space, i.e. superluminal propagation is possible [34], and the same phenomenon should be expected in the case of de Sitter spacetime. The central result of [34] was the determination of upper bounds for the probability of detecting superluminal propagation. These depend on the experimental techniques available, but using some generous estimates of experimental parameters it was found in [34] that the probability of detecting superluminal propagation in a single experiment is smaller than \( 10^{-10^7} \). It was also argued that a more careful exam should reduce this bound considerably. It is natural to expect that curvature-dependent corrections to this result should be present in de Sitter spacetime, but given the order of magnitude of the effect, there shall be a considerable window in the space of parameters \( (m, \alpha, \text{a typical timescale } T, \text{etc}) \) where acasual effects are negligible.

For particles in the principal series, the position operator should be useful for the study of the dynamics of relativistic particles in de Sitter spacetime in a semiclassical regime. One could prepare an initially localized wavepacket, and study how the probability density propagates and spreads. It is clear that the expansion of the universe will enforce an additional spreading in the dispersion of wavepackets compared to that in Minkowski space, so that a wavepacket resembling a localized particle will remain so only for a finite amount of time. But that is a general feature in the study of classical limits of quantum systems, true even for non-relativistic systems: typically a classical limit is approached only inside a finite interval of time, as discussed in the classical work [9]. For how long the classical limit is reasonable and how exactly the wavepackets spread is described by the time evolution of the position probability distribution.

Finally, we should briefly mention that following a suggestion made in [24], but not further developed there, we analyzed the possibility of deriving the dynamics of the NW wavefunction from the action of the de Sitter group on the NW wavefunctions at time \( t = 0 \), thus trying to remediate with boots and rotations the absence of time-translation isometries. However, our attempts led to incompatibilities with our more natural postulates I–III and we came to the conclusion that the implementation of this seemingly sound idea is actually quite subtle, perhaps impossible.
4. Perspectives

We have showed that a notion of localization exists for massive neutral scalar fields in the de Sitter space compatible with the prescription for the choice of positive energy modes encoded under the Hadamard condition. In the de Sitter space, this condition is equivalent to the choice of the Bunch–Davies vacuum as the ‘physical vacuum’ among the family of \(\alpha\)-vacua. Therefore, we have proved that localizability is compatible with this choice of vacuum. A natural question arises whether other choices of vacuum are compatible or not with localizability. If they are not, that would be another argument in favor of the Bunch–Davies vacuum. We expect to investigate this problem in a future work.

Another direction of research is related to the problem of understanding the classical limit of quantum field theories in curved spacetimes. Following the general procedure for studying classical limits introduced by Hepp in [9], we have proved in a previous work [10] that the quantum theory of the free neutral massive scalar field in Minkowski space has two distinct kinds of classical limits: one of them describing a classical field theory, and the other one a classical particle dynamics. The NW position operator is used in order to prove the existence of the later. We expect that the same problem can be investigated in the de Sitter space along similar lines, with the position probability distributions discussed herein playing the role of the NW operator.

We have considered particles with positive mass in the principal and complementary series of representations of the de Sitter group. In the case of the complementary series, the position operator was found to be trivial, without dynamics. Hence, a nontrivial classical limit should exist only for representations in the principal series. Moreover, it has been recently discovered that it is also possible to formulate sensible free quantum fields in the de Sitter space using representations with a negative mass, the so-called tachyonic fields of [35]. The question of the localizability of these fields was not treated here, and could be investigated in a future work.
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Appendix A. Proof of \([T_k^+ (iy)]^* = T_k^+ (iy)\)

The functions \(T_k^+(z)\) are defined for \(|z - 1| < 2\) in terms of hypergeometric functions by

\[
T_k^+(z) := \frac{(1-z^2)^{k/2} \Gamma(v+k+1)}{2^k \Gamma(k+1) \Gamma(v-k+1)} f(z),
\]

with

\[
f(z) := F\left(-v+k, v+k+1, k+1; \frac{1-z}{2}\right).
\]

(A.1)
Let us see what happens to the function under complex conjugation. For $k \geq 0$, the hypergeometric function can be represented as a convergent power series in the radius $|z| < 1$.

The $(j+1)$th term in the expansion of $f$ in powers of $(1-z)/2$ has a coefficient of the form

$$
\prod_{l=0}^{j} (-v + k + l)(v + k + 1 + l) / \prod_{l=0}^{j} (k + 1 + l).
$$

The denominator is real, so ignore it. Recall that $v$ is a root of the quadratic equation $v(v + 1) = -\alpha^2 \mu^2$, so whenever $v(v + 1)$ makes an appearance, it is a real number. It follows that every factor in the product is real. Thus, the power function has real coefficients, and $|f(z)|^* = f(z^*)$.

Now, consider the gamma functions. The factor $\Gamma(k+1)$ is real. The part that matters is

$$
\frac{\Gamma(v + k + 1)}{\Gamma(v - k + 1)} = (v + k)(v + k - 1) \cdots (v - k + 2)(v - k + 1).
$$

This can be rewritten as

$$
\prod_{l=0}^{k-1} (v + k - l)(v + 1 - k - l) = \prod_{l=0}^{k-1} [v(v + 1) - (k - l)^2 + (k - l)],
$$

which is also real. Besides that, each factor in the product is a negative number: $v(v + 1) = -\alpha^2 \mu^2$, and $(k - l)^2 \geq (k - l)$, since $k - l$ is an integer. Therefore, the product is negative for odd $k$, and positive for even $k$. This result will be needed somewhere else.

Finally, take $z = iy$, $y \in \mathbb{R}$, and consider the factor $(1 - z^2)^{1/2}$. Here one must be careful. The functions $T_k^\nu$ are defined with square root cuts along distinct lines: the factor $\sqrt{1 - z}$ is cut along $x > 1$ on the real axis, while the factor $\sqrt{1 + z}$ has a cut along $x < -1$. With these choices, $\sqrt{1 - (ix)^2} = |1 + iy|$. Then it follows that $|(1 - (ix)^2)^{1/2}|^* = |1 - (-ix)^2|^{1/2}$, so that $[T_k^\nu(iy)]^* = T_k^\nu((iy)^*) = T_k^\nu(-iy)$, at least in the radius $|z| < 1$ and for $k \geq 0$.

In order to extend the result to the domain of $T_k^\nu$, introduce an auxiliary analytic function $[T_k^\nu(-x, y)]^*$. This function coincides with $T_k^\nu(-z)$ along the imaginary axis inside the radius $|z| < 1$. Moreover, both functions are defined on the same domain: $T_k^\nu(z)$ is single-valued on a domain invariant both under inversion $z \rightarrow -z$ and inversion of the real part $(x, y) \rightarrow (-x, y)$. Hence, $[T_k^\nu(-x, y)]^* = T_k^\nu(-z)$. Restricting to the imaginary axis, $[T_k^\nu(iy)]^* = T_k^\nu(-iy)$. The result is extended to negative $k$ using the relation

$$
T_{-k}^\nu(z) = (-1)^k \frac{\Gamma(v - k + 1)}{\Gamma(v + k + 1)} T_k^\nu(z).
$$

(A.2)

It was already proved that the factor with the $\Gamma$ is real.

**Appendix B. Two-point function**

The two-point function, $G := \langle \Omega | \phi(t, \theta), \phi(t', 0) | \Omega \rangle$, is given by

$$
G = \sum_k u_k(t, \theta) u_k^*(t', 0)
= \sum_k \frac{\Gamma(-v - k) \Gamma(v - k + 1)}{4\pi} e^{i\delta \phi} T_k^\nu(iy) T_k^\nu(-iy')
= \frac{1}{4|\sin \nu \pi|} \sum_k (-i)^k \frac{\Gamma(v - k + 1)}{\Gamma(v + k + 1)} e^{i\delta \phi} T_k^\nu(iy) T_k^\nu(-iy'),
$$

where

$$
\delta \phi = \phi(t, \theta) - \phi(t', 0).
$$
with \( y = \sinh(t'/\alpha) \). Call the sum in the last line \( S \). Using (A.2), it can be written as

\[
S = \sum_{k=-\infty}^{0} \left[ e^{i\phi} T_{v}^{-k}(iy)T_{v}^{k}(-iy') \right] - T_{v}(iy)T_{v}(-iy')
\]

\[
+ \sum_{k=0}^{\infty} \left[ e^{i\phi} T_{v}^{-k+1}(iy)T_{v}^{-k+1}(-iy') \right]
\]

\[
= 2 \sum_{k=0}^{\infty} \cos(k\theta)T_{v}^{k}(iy)T_{v}^{-k}(-iy') - T_{v}(iy)T_{v}(-iy')
\]

\[
= 2 \sum_{k=0}^{\infty} \epsilon_{k} \frac{\Gamma(v - k + 1)}{\Gamma(v + k + 1)} \cos(k(\pi - \theta))T_{v}^{k}(iy)T_{v}^{-k}(-iy'),
\]

where \( \epsilon_{k} = 1 - \delta_{k0}/2 \), i.e. \( \epsilon_{k} \) is 1 except for \( k = 0 \), when it is \( 1/2 \). There is a nice summation theorem for Legendre functions [27],

\[
P_{v}(zi\sqrt{1 - z^{2}}) = 2 \sum_{k=0}^{\infty} \epsilon_{k} \frac{\Gamma(v - k + 1)}{\Gamma(v + k + 1)} \cos(k\theta)T_{v}^{k}(zi)T_{v}^{-k}(zi),
\]

which leads to

\[
S = P_{v}(yy' - \sqrt{1 - (iy)^{2}}\sqrt{1 - (-iy')^{2}} \cos \theta) = P_{v}(Z).
\]

The argument in the function \( P_{v}(Z) \) can be written in the invariant form:

\[
Z = \sinh(t/\alpha) \sinh(t'/\alpha) - \cosh(t/\alpha) \cosh(t'/\alpha) \cos \theta
\]

\[
= \alpha^{-2} X \cdot X',
\]

where \( X \) is the vector in the Minkowski space \( M^{3} \) corresponding to the point \( (t, \theta) \) in the de Sitter space, while \( X' \) corresponds to the point \( (t', 0) \). It follows that,

\[
G = G(Z) = \frac{1}{4i \sin(v \pi)} P_{v}(Z).
\]

The Legendre function is singular at \( Z = -1 \), where a cut begins which extends along the real axis to \( -\infty \). This value has a simple geometric interpretation. Recall that the causality relations on the de Sitter hyperboloid are inherited from the Minkowski ambient space: two points \( x, x' \) are space (light, time) related if their corresponding vectors are space (light, time)-like. In particular, light-like related vectors satisfy \( (X - X')^{2} = 0 \) \( \Rightarrow X \cdot X' = -\alpha^{2} \), so that \( Z = -1 \) in this case. In other words, the two-point function is singular on the light cone. This property is characteristic of the Bunch–Davies vacuum: any other choice of modes would lead to an additional singularity at the antipodal points of the light-cone. Besides that, one can write the Legendre function in terms of a hypergeometric function to obtain

\[
G(Z) = \frac{1}{4i \sin(v \pi)} F \left( v + 1, -v, 1; \frac{1 - Z}{2} \right).
\]

Compare with the original Bunch and Davies work [29]. In their notation, a coefficient \( \mu \) is introduced,

\[
\mu = \sqrt{\frac{1}{4} - 2\xi - m^{2}\alpha^{2}}
\]

in terms of which our \( v \) becomes \( v = -1/2 + \mu \). It is easy to check this relation. Our definition (3) of \( v \) can be rewritten using \( R = -2/\alpha^{2} \) as

\[
v = -\frac{1}{2} \pm \sqrt{\frac{1}{4} - 2\xi - m^{2}\alpha^{2}}.
\]
Moreover, $\sin(\nu \pi) = \sin((-1/2 + \mu) \pi) = (-1) \cos(\mu \pi)$, where $\mu \in (-1/2, 1/2)$ or is purely imaginary, so that $\cos(\mu \pi)$ is positive either way. Thus,

$$G(Z) = \frac{1}{4} \sec(\mu \pi) F\left(\nu + 1, -\nu, 1; \frac{1 - Z}{2}\right).$$

That is just the expression in equation (2.13) for the two-point function in [29].

**Appendix C. Philips and Wigner localized states**

Our work has a close relation with that of Philips and Wigner [24], and for the sake of the reader, we present now a brief review of their little known article. Their purpose was to investigate how the existence of localized states is related to the condition of positivity of the energy. But it was not known at that time how to define positive energy states in curved spaces, so in order to check the sign of the energy of a given state it was necessary to study the limit where the geometry of de Sitter approached that of the Minkowski space, which was done invoking a contraction of the group representation. Although the problem remains unsolved in general, it is now known that, at least in the case of spacetimes with a compact Cauchy surface, the Hadamard condition is sufficient to fix the ambiguity in the choice of the positive energy solutions [21].

Let us describe the unitary representation of the de Sitter group used in [24]. We restrict to the case of $O(2, 1)$ which is relevant here. Let $\mathcal{H}'$ be the set of square-integrable functions $\psi(\theta)$ on the unitary circle $S^1$ on the Euclidean plane $\mathbb{R}^2$. Extend these functions to the whole plane: $\psi(\theta) \mapsto f(\rho)\psi(\theta)$, where $\rho$ is the radius $\rho = \sqrt{(X_1)^2 + (X_2)^2}$, and $f(\rho)$ is a fixed function, smooth and square-integrable on the plane. Rotations are realized as rotations on the circle, i.e.

$$N_{12} = -\partial / \partial \theta, \quad (C.1)$$

and infinitesimal boosts are represented by

$$N_{10} = -\sin \theta \frac{\partial}{\partial \theta} + \nu \cos \theta, \quad N_{20} = \cos \theta \frac{\partial}{\partial \theta} + \nu \sin \theta, \quad (C.2)$$

where $\nu = -1/2 + i \lambda$. The generators can be integrated to give finite boosts and rotations, so that there are unitary operators $U(S)$ corresponding to each element $S$ of the restricted de Sitter group. The parity operator $P$, understood as the representation of the geometric operation $p$ of reversing the axis $X_1$ in the ambient Minkowski space, must satisfy the group relations up to some projective factor,

$$PU(S) = \omega(S)U(pSp)P,$$

where $S$ is any Lorentz transformation in the restricted de Sitter group. But it can be proved that $\omega(S) = 1$, and that

$$P \psi(X_1, X_2) = \pm \psi(-X_1, X_2),$$

where the choice of the sign must be the same for all $\psi$. This choice is physically irrelevant, so just pick the sign $+1$. For the time-reversal operator $T$, the group relations lead to essentially two possibilities, corresponding to a unitary $T_u$ or an anti-unitary $T_a$, given by

$$T_u \psi(X_1, X_2) = \pm \psi(-X_1, -X_2)$$

and

$$T_a \psi(X_1, X_2) = \pm \psi(-X_1, X_2).$$
and
\[ T_a \psi(\theta) = \int K(\theta - \theta') \psi^*(\theta') \, d\theta', \tag{C.3} \]
where the kernel \( K \) is given in the Fourier expanded form by
\[ K(\theta - \theta') = \sum a_k e^{i k (\theta - \theta')}, \quad \frac{a_{k+1}}{a_k} = -\frac{1}{2} \gamma + k + i \lambda, \tag{C.4} \]
with \( a_0 = 1/(2\pi) \). The coefficients automatically satisfy \( a_k = a_{-k} \). In order that \( T_a \) is uniquely defined, it is assumed that \( T^2 = 1 \) (it could be \(-1\)), and that \( TP = PT \) (there could be a phase difference).

The definition of the localized states is based on a set of three postulates, which represent the de Sitter version of the postulates of Newton and Wigner adopted in the case of the Minkowski space [1]. The postulates are the following.

(a) A localized state is invariant under reflections that leave the point of localization invariant.

(b) A rotation applied to a localized state gives a new localized state—the point of localization is just rotated accordingly.

(c) A boost which keeps the point of localization invariant changes the state as little as possible.

The first result is that the postulates cannot be satisfied with a unitary time-reversal operator. Hence, the existence of localized states implies that \( T \) is anti-unitary—it must be the operator \( T_a \) defined in equations (C.3) and (C.4). In this case, the postulates are satisfied by two distinct sets of localized states.

Consider a state \( \psi_1(\theta) \) localized at \( \theta = \pi/2 \) at \( t = 0 \). It must be invariant under parity and time reversal. Writing a Fourier expansion
\[ \psi_1(\theta) = \sum l_k e^{i k \theta}, \]
invariance under parity implies
\[ l_{-k} = (-1)^k l_k, \]
while invariance under time reversal leads to
\[ 2\pi a_k l_{-k} = l_k. \]
Combining these results, and using (C.4), it follows that
\[ \frac{l_{k+1}}{l_k} = \zeta_{k+1/2} \frac{\frac{1}{2} + k - i \lambda}{\left[\left(\frac{1}{2} + k\right)^2 + \lambda^2\right]^{1/2}}, \]
where the \( \zeta \) are real numbers satisfying
\[ \zeta_{k+1/2} \zeta_{-k-1/2} = 1. \]

Then condition (b), together with (c), which reduces here to minimal deformation under boosts along \( X^1 \), fixes \( \zeta = 1 \) or \( \zeta = -1 \). The first possibility is ruled out by looking what happens in the contraction of the de Sitter group representation to a representation of the inhomogeneous Lorentz group. The choice \( \zeta = 1 \) corresponds to a state of negative-energy in the Minkowski space in this limit. So it must be \( \zeta = -1 \). The Fourier coefficients of \( \psi_1 \) are then completely determined, being given by (\( k > 0 \))
\[ l_k = (-1)^k \frac{\left(\frac{1}{2} - i \lambda\right)\left(\frac{3}{2} - i \lambda\right) \cdots \left(k - \frac{1}{2} - i \lambda\right)}{\left|\left(\frac{1}{2} - i \lambda\right)\left(\frac{3}{2} - i \lambda\right) \cdots \left(k - \frac{1}{2} - i \lambda\right)\right|}, \]
\[ l_0 = 1 \tag{C.5} \]
\[ l_{-k} = (-1)^k \frac{\left(-\frac{1}{2} + i \lambda\right)\left(-\frac{3}{2} + i \lambda\right) \cdots \left(-k + \frac{1}{2} + i \lambda\right)}{\left|\left(-\frac{1}{2} + i \lambda\right)\left(-\frac{3}{2} + i \lambda\right) \cdots \left(-k + \frac{1}{2} + i \lambda\right)\right|}. \]

States localized at other angles are obtained with the application of rotations.
It is curious that in this approach the condition (b) that localized states are well behaved under rotations is not as important as its counterpart in the Minkowski space. It is necessary to supplement it here with the auxiliary condition (c), which has a more obscure interpretation—it is not an invariance condition, nor a mapping of one localized state into another, corresponding to the geometrical action. What one would really like to require is that the boost must keep the state invariant; since this is impossible, the condition is relaxed to that of minimal deformation. In our approach, this axiom is not necessary, and the axiom of covariance under rotations is restored to its central position.
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