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Abstract—In this paper we address two forms of consensus for multi-agent systems with undirected, signed, weighted, and connected communication graphs, under the assumption that the agents can be partitioned into three clusters, representing the decision classes on a given specific topic, for instance, the in favour, abstained and opponent agents.

We will show that under some assumptions on the cooperative/antagonistic relationships among the agents, simple modifications of DeGroot’s algorithm allow to achieve tripartite consensus (if the opinions of agents belonging to the same class all converge to the same decision) or sign consensus (if the opinions of the agents in the three clusters converge to positive, zero and negative values, respectively).

I. INTRODUCTION

Social networks consisting of a finite number of individuals that mutually interact in a cooperative or antagonistic way are frequently represented by signed graphs, whose positive edges represent friendly ties, while negative edges denote enmity relationships. Generally speaking, consensus for a network of agents is the problem of achieving a common objective, of converging to a common decision, by making use of information provided by neighbouring agents. During the past few decades, consensus problems have attracted the attention of scientists and researchers from various fields such as sociology, engineering and mathematics, as it can be seen from the large amount of scientific literature related to this topic [1], [5], [6], [7], [11]. However, these problems have been typically investigated under the assumption that the overall communication network is purely cooperative (pure “consensus”) [15], [16], [23] or “structurally balanced”, by this meaning that agents split into two groups of cooperative agents that compete with those of the other group (“bipartite consensus”) [1], [2], [8], [25].

On the other hand, when focusing on signed graphs that represent meaningful social relationships, cooperation and structural balance are only two of the possible sign configurations, and additional models have been considered [13]. If we restrict our attention to the case when the interpersonal appraisals between agents are reciprocal, namely the signed graph that models the interactions between the agents is undirected, in addition to structural balance also “clustering balance” may arise [5]. Specifically, when the sign attribution over the graph network is given according to the following rules: 1) the friend of my friend is my friend, 2) the enemy of my friend is my enemy, 3) the friend of my enemy is my enemy, clustering balance is obtained. If in addition to the previous three rules, the rule: 4) the enemy of my enemy is my friend is observed, then the network is structurally balanced. The aforementioned four rules are a cornerstone of the research on the opinion dynamics in social networks and are known in literature as “Heider’s rules” [11].

To the best of our knowledge, the literature on consensus problems over clustering balanced networks, by this meaning the problem of making all agents belonging to the same cluster in a clustering balanced network achieve a common decision, is quite limited [17], [18]. On the other hand, there have been some interesting research efforts aiming to explore the possibility of achieving group consensus for networks whose agents have been partitioned in disjoint groups. Such group partition, however, does not represent a balanced clusterization, according to Heider’s rules, and hence it is not suitable for formalising consensus problems in a sociological context [20], [21], [22], [26], [27]. Indeed, in all of these papers, the group partitioning is obtained according to the “indegree balanced condition”, that ensures that agents within the same group cooperate, while each agent has both cooperative and antagonistic relationships with the agents of every other group, but the weights of such relationships sum up to zero.

The ambition of this paper is to fill in a gap between the scientific literature regarding clustering balanced networks and the one related to consensus, by proposing two forms of consensus problems on clustering balanced networks and by providing conditions for their solvability. Specifically, given an undirected, signed, weighted, and connected network, with three disjoint and antagonistic clusters, we investigate under what conditions the opinions of (cooperative) agents belonging to the same cluster converge to the same value/decision or at least they converge to values/decisions having the same sign, and such a sign varies with the specific cluster (so, one cluster converges to a positive decision, one to a negative one and the members of the third cluster all converge to the zero value). These two targets correspond to two different notions of consensus that we will refer to as tripartite consensus and sign consensus, respectively. The sociological interpretation of these two problems is easily found in contexts such as elections, group decisions, bets, and every time agents are called to express their approval, disapproval, or abstention on a given topic or decision (see [12]) and hence split into three classes. Additional applications of these problems can be found in rendezvous problems for multi-robots systems or formation flights.
The results presented in this paper have been inspired by the work of C. Altafini [1], where the concept of bipartite consensus has been introduced for structurally balanced networks, by the tutorial paper of A.V. Proskurnikov and R. Tempo [19] on social networks, and by the works of J. Davis [6] and P. Cisneros-Velarde and F. Bullo [5], where the concept of clustering balance plays a major role. In our recent papers [17], [18] we have investigated consensus problems for clustering balanced networks with 3 or, in general, $k \geq 3$ clusters, under some “homogeneity” constraint on the (positive and negative) weights of the communication network, namely by assuming that the amount of trust/mistrust that each agent attributes to its friends/enemies is prefixed for all the agents in the same cluster. In this paper we will focus on networks that are partitioned into three clusters, and we will first show that, even without the homogeneity assumption, (tripartite) consensus can be obtained by means of a slightly revised version of De Groot’s distributed feedback control law. Subsequently, we will introduce sign consensus and show that also in that case, under some mild assumptions, a modified version of De Groot’s control law allows to successfully achieve the target.

The paper is organized as follows. Notation and preliminaries are first introduced. Section II formalises the tripartite consensus problem for a multi-agent network, whose agents are described as simple integrators and whose communication graph splits into 3 clusters. Section III provides a complete solution to this problem, under some mathematical assumptions formalising the existence of a strong relationship among the individuals of at least one cluster and, on the contrary, strong competition among the agents of adverse clusters. Section IV explores, under the same assumptions, the more general target of sign consensus, namely the case when the three clusters asymptotically converge to a positive, negative and neutral (namely zero) decision, respectively, but this decision within each cluster is not necessarily of the same modulus, just of the same sign.

Preliminaries. For $k, n \in \mathbb{Z}, k \leq n$, we denote by $[k,n]$ the integer set $\{k,k+1, \ldots, n\}$. The symbol $[A]_{i,j}$ denotes the $(i,j)$th entry of the matrix $A$, while $[v]_i$ is the $i$th entry of the vector $v$. A matrix (in particular, a vector) $A$ is nonnegative (denoted by $A \succeq 0$) [9] if all its entries are nonnegative. A matrix is strictly positive (denoted by $A \succ 0$) if all its entries are positive. A symmetric matrix $P \in \mathbb{R}^{n \times n}$ is positive (semi) definite if $x^T P x > 0$ ($x^T P x \geq 0$) for every $x \in \mathbb{R}^n, x \neq 0$, and when so we use the symbol $P > 0$ ($P \succeq 0$).

The notation $A = \text{diag}\{A_1, \ldots, A_n\}$ indicates a block diagonal matrix with diagonal blocks $A_1, \ldots, A_n$. $0_n$ and $1_n$ are the $n$-dimensional vectors with all entries equal to 0 and 1, respectively. A real square matrix $A$ is Hurwitz if every eigenvalue $\lambda$ in $\sigma(A)$, the spectrum of $A$, has negative real part, i.e., $\text{Re}(\lambda) < 0$.

A Metzler matrix is a real square matrix, whose off-diagonal entries are nonnegative. For $n \geq 2$, an $n \times n$ nonzero Metzler matrix $A$ is reducible [10], [14] if there exists a permutation matrix $P$ such that $P^TA P$ is block-triangular, otherwise it is irreducible.

Every Metzler matrix $A$ exhibits a real dominant (but not necessarily simple) eigenvalue [24], known as Frobenius eigenvalue and denoted by $\lambda_F(A)$. In other words, $\lambda_F(A) > \text{Re}(\lambda), \forall \lambda \in \sigma(A), \lambda \neq \lambda_F(A)$. If $A$ is also irreducible, then $\lambda_F(A)$ is necessarily simple.

The following technical result will be used extensively in this paper.

Lemma 1: [17] Let $D \in \mathbb{R}^{n \times n}$ be a diagonal matrix and let $A \in \mathbb{R}^{n \times n}$ be a symmetric nonnegative matrix, then:

i) $D - A$ is positive definite if and only if there exists a strictly positive vector $v \in \mathbb{R}^n$ such that $(D-A)v > 0$.

ii) If condition i) holds, then $(D - A)^{-1} \succeq 0$ and is symmetric.

II. TRIPARTITE CONSENSUS: PROBLEM STATEMENT

We consider a multi-agent system consisting of $N$ agents, each of them described as a continuous-time integrator (see [1], [15], [16], [23]). The overall system dynamics is described as

$$\dot{x}(t) = u(t),$$

where $x \in \mathbb{R}^N, u \in \mathbb{R}^N$, are the state and input variables, respectively.

Assumption 1 on the communication structure. [Connectedness and clustering] The communication among the $N$ agents is described by an undirected, signed and weighted communication graph $\mathcal{G} = (\mathcal{V}, \mathcal{E}, A)$, where $\mathcal{V} = \{1, 2, \ldots, N\}$ is the set of vertices, $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ is the set of arcs, and $A$ is the adjacency matrix of $\mathcal{G}$ that describes how agents interact. The $(i,j)$th entry of $A$, $[A]_{i,j}$, $i \neq j$, is nonzero if and only if the information about the status of the $j$th agent is available to the $i$th agent. We assume that the interactions between pairs of agents are symmetric and hence $A = A^T$. The interaction between the $i$th and the $j$th agents is cooperative if $[A]_{i,j} > 0$ and antagonistic if $[A]_{i,j} < 0$. Also, $[A]_{i,i} = 0$, for all $i \in [1,N]$. We also assume that the graph $\mathcal{G}$ is connected and clustering balanced, with three clusters, i.e., all the agents are grouped in 3 clusters, $\mathcal{V}_i, i \in [1,3]$, with $n_i = |\mathcal{V}_i|$, such that for every $i, j \in \mathcal{V}_i$, $p \in [1,k]$, $[A]_{i,j} \geq 0$, while for every $i \in \mathcal{V}_p, j \in \mathcal{V}_q$, $p, q \in [1,k], p \neq q$, $[A]_{i,j} \leq 0$. However, the agents cannot be grouped into a smaller number of clusters.

In this paper we want to extend some recent results obtained for tripartite consensus of a multi-agent system with undirected, signed, weighted, connected and clustering balanced communication graph, by relaxing the homogeneity constraint regarding mutual relationships between agents introduced in [17], [18]. Specifically, in [17], [18] we proved that if each agent in a cluster distributes the same amount of “trust” to the agents in its own group and “distrust” to
the agents belonging to adverse clusters, then it is possible to adopt a slightly modified version of DeGroot’s algorithm in such a way that agents belonging to the same cluster \( V_i, i \in [1, 3] \), asymptotically converge to the same decision, i.e.,

\[
\lim_{t \to +\infty} x_k(t) = c_i, \quad \forall k \in V_i.
\]

We now want to explore under what conditions tripartite consensus can still be achieved even if the aforementioned homogeneity constraint is removed.

For the sake of simplicity, in the following we will assume that the agents are ordered in such a way that the first \( n_1 \) agents belong to the cluster \( V_1 \), the subsequent \( n_2 \) to the cluster \( V_2 \), and the last \( n_3 \) to the cluster \( V_3 \). Clearly, \( n_1 + n_2 + n_3 = N \). This assumption entails no loss of generality, since it is always possible to reduce ourselves to this structure by means of a relabelling of the nodes/agents. Accordingly, the adjacency matrix of the graph \( G \) can be block-partitioned as follows

\[
A = \begin{bmatrix}
A_{1,1} & A_{1,2} & A_{1,3} \\
A_{2,1} & A_{2,2} & A_{2,3} \\
A_{3,1} & A_{3,2} & A_{3,3}
\end{bmatrix}
\]

with \( A_{i,j} \), \( i,j = 1, 2, 3 \). Let \( A_{i,j} = A_{j,i}^T \geq 0 \), and \( A_{i,j} = A_{j,i}^T = 0 \) for \( i \neq j \). Since the block-partitioned adjacency matrix is symmetric, the kernel of \( A \) includes a single vector in the kernel of \( A_{i,j} \) having the same “close friendship” assumption that we have adopted in Assumption 1.

We consider a distributed control law for the system (1) of the type

\[
u(t) = -Mx(t),
\]

where \( M \in \mathbb{R}^{N \times N} \) takes the form

\[
M = D - A,
\]

with \( D \in \mathbb{R}^{N \times N} \) a diagonal matrix partitioned according to the block-partition of \( A \), namely

\[
D = \text{diag}\{D_1, D_2, D_3\},
\]

and \( D_i \in \mathbb{R}^{n_i \times n_i} \), \( n_i \) being the cardinality of the \( i \)th cluster, \( i \in [1, 3] \). The diagonal entries of \( D_i \) represent the degree of stubbornness of each agent in \( V_i \). They quantify how much individuals in the \( i \)th cluster are convinced of their own opinions.

The overall multi-agent system is hence described as

\[
x(t) = -Mx(t),
\]

and the aim of this paper is to investigate if it is possible to choose the matrices \( D_i \) so that all the agents reach tripartite consensus, by this meaning that for almost every initial condition\(^2\) \( x(0) \in \mathbb{R}^N \) all the state variables associated to agents in the same cluster converge to the same value, namely

\[
\lim_{t \to +\infty} x(t) = [c_11_{n_1}^T, c_21_{n_2}^T, c_31_{n_3}^T]^T,
\]

for suitable \( c_i = c_i(x(0)) \in \mathbb{R}, i \in [1, 3] \), not all of them equal to zero.

It is worth noticing that while in the homogeneous case investigated in [17], [18], the desired goal was achieved by suitably choosing a stubbornness degree common to all the agents belonging to the same class, now the degree of stubbornness is individually tuned.

### III. Tripartite Consensus: Problem Solution

We first present necessary and sufficient conditions for tripartite consensus.

**Lemma 2:** [17] Given an undirected, signed, weighted and connected communication graph, \( G \), having 3 clusters, the multi-agent system (1), with communication graph \( G \) and distributed control law (3), and hence described as in (6), reaches tripartite consensus if and only if the following conditions hold:

(i) \( M \) is a singular positive semi-definite matrix,

(ii) The kernel of \( M \) is spanned by vectors of the type

\[
v = [v_1^T n_1, v_2^T n_2, v_3^T n_3]^T, v_i \in \mathbb{R}, i \in [1, 3].
\]

We now focus on the previous condition (ii), and provide the following lemma, whose easy proof is omitted.

**Lemma 3:** Given the matrix \( M \in \mathbb{R}^{N \times N} \) described as in (4), \( D \in \mathbb{R}^{N \times N} \) described as in (5) and \( D_i \in \mathbb{R}^{n_i \times n_i} \), for \( i \in [1, 3] \), diagonal matrices, the kernel of \( M \) includes a vector of the type \( v = [v_1^T n_1, v_2^T n_2, v_3^T n_3]^T \), \( v_i \in \mathbb{R}, i \in [1, 3] \), if and only if

\[
\text{rank} \left( \begin{bmatrix}
d_1 - a_{11} & -a_{12} & -a_{13} \\
-a_{21} & d_2 - a_{22} & -a_{23} \\
-a_{31} & -a_{32} & d_3 - a_{33}
\end{bmatrix} \right) < 3,
\]

where

\[
d_i := D_i1_{n_i}, \quad a_{ij} := A_{ij}1_{n_j}, \quad i, j \in [1, 3].
\]

Based on Lemmas 2 and 3, in the sequel we will provide conditions ensuring the existence of diagonal matrices \( D_i \) (equivalently, of vectors \( d_i = D_i1_{n_i} \)), for \( i \in [1, 3] \), such that the corresponding matrix \( M \) is a singular positive semi-definite matrix, with a simple eigenvalue in 0 and condition (8) holds. In fact, if 0 is a simple eigenvalue, in order to fulfill condition (ii) of Lemma 2 it is sufficient to prove that there exists a single vector in the kernel of \( M \) having the desired block structure.

It is worth noticing that \( a_{ij} \neq 0 \) for every pair \( i, j \in [1, 3], i \neq j \). In fact \( a_{ij} = 0 \) implies \( A_{ij} = 0 \) and hence also \( A_{ji} = 0 \) which means that \( V_i \) and \( V_j \) could be grouped together, thus contradicting the minimality of the partitioning into 3 clusters introduced in Assumption 1.

To solve the tripartite consensus problem, we introduce the same “close friendship” assumption that we have adopted in [17], [18] and that strengthens the relationships among agents in the same cluster.

**Assumption 2 on the communication structure.** [Close friendship] There exist two distinct indices \( i_1 \) and \( i_2 \) in \( [1, 3] \) such that the cluster \( V_{i_1} \) either consists of a single node/agent or for every pair of distinct agents \( (i, j) \in V_{i_1} \times V_{i_2} \) either one of the following cases applies (see Figure 1):

i) \((i,j)\) are friends (i.e., the edge \((i,j)\) belongs to \( E \) and it has positive weight);
ii) \((i, j)\) are enemies (i.e., the edge \((i, j)\) belongs to \(E\) and it has negative weight) of two (not necessarily distinct) vertices \(r\) and \(s\) in \(\mathcal{V}_i\), that belong to the same connected component in \(\mathcal{V}_i\).

To ensure that (11) holds, we iterate the same procedure, and impose condition:

\[
\mathbf{D}_2 - \mathbf{A}_{2,2} - \mathbf{A}_{2,1}(\mathbf{D}_1 - \mathbf{A}_{1,1})^{-1}\mathbf{A}_{1,2} \succ 0, \tag{13}
\]

and as well as condition (14).

To address condition (13), we first observe that by Lemma 1, part ii), \((\mathbf{D}_1 - \mathbf{A}_{1,1})^{-1}\) is symmetric and nonnegative, and hence so is \(\mathbf{A}_{2,2} + \mathbf{A}_{2,1}(\mathbf{D}_1 - \mathbf{A}_{1,1})^{-1}\mathbf{A}_{1,2}\). But then we can apply Lemma 1, part i), again, by assuming \(\mathbf{D} = \mathbf{D}_2\) and \(\mathbf{A} = \mathbf{A}_{2,2} + \mathbf{A}_{2,1}(\mathbf{D}_1 - \mathbf{A}_{1,1})^{-1}\mathbf{A}_{1,2}\). Indeed, if we impose the following constraint on \(\mathbf{d}_2\):

\[
\mathbf{d}_2 \gg \mathbf{a}_{22} + \mathbf{A}_{2,1}(\mathbf{D}_1 - \mathbf{A}_{1,1})^{-1}\mathbf{a}_{12} \succeq 0, \tag{15}
\]

then it is easy to verify that

\[
(\mathbf{D} - \mathbf{A})\mathbf{1}_{n_2} = \mathbf{d}_2 - \mathbf{a}_{22} - \mathbf{A}_{2,1}(\mathbf{D}_1 - \mathbf{A}_{1,1})^{-1}\mathbf{a}_{12} \gg 0.
\]

Therefore \(\mathbf{D} - \mathbf{A}\) is positive definite, namely (13) holds.

On the other hand, we can always choose (see [17]) the positive diagonal entries of the diagonal matrix \(\mathbf{D}_2\), namely the vector \(\mathbf{d}_2\), so that not only \(\mathbf{d}_2\) fulfills condition (15), but it is also sufficiently large to ensure that the entries of \([\mathbf{A}_{3,2} + \mathbf{A}_{3,1}(\mathbf{D}_1 - \mathbf{A}_{1,1})^{-1}\mathbf{A}_{1,2}][\mathbf{D}_2 - \mathbf{A}_{2,2} - \mathbf{A}_{2,1}(\mathbf{D}_1 - \mathbf{A}_{1,1})^{-1}\mathbf{A}_{1,2}]^{-1}[\mathbf{A}_{2,3} + \mathbf{A}_{2,1}(\mathbf{D}_1 - \mathbf{A}_{1,1})^{-1}\mathbf{A}_{1,3}]\) are small enough to guarantee that

\[
-(\mathbf{\Phi}_3 - \mathbf{D}_3) \approx \mathbf{A}_{3,3} + \mathbf{A}_{3,1}(\mathbf{D}_1 - \mathbf{A}_{1,1})^{-1}\mathbf{A}_{1,3}.
\]

By Assumption 2, for \(i_1 = 1\) and \(i_3 = 2\), the matrix \(\mathbf{A}_{3,3} + \mathbf{A}_{3,1}(\mathbf{D}_1 - \mathbf{A}_{1,1})^{-1}\mathbf{A}_{1,3}\) has positive off-diagonal entries, and hence the same is true for \(-(\mathbf{\Phi}_3 - \mathbf{D}_3)\). This ensures that \(-\mathbf{\Phi}_3\) is an irreducible Metzler matrix.

So, now, we are remained with proving that for a suitable choice of \(\mathbf{D}_3\) we can ensure that (14) holds. If we apply the vector \(\mathbf{1}_{n_3}\) on the right side of the matrix \(\mathbf{\Phi}_3\), by making use of reasonings similar to those just exploited to prove (13), we obtain

\[
\mathbf{\Phi}_3\mathbf{1}_{n_3} = \mathbf{d}_3 - \mathbf{a}_{33} - \mathbf{A}_{1,1}(\mathbf{D}_1 - \mathbf{A}_{1,1})^{-1}\mathbf{a}_{13}
\]

\[
\mathbf{a}_{33} + \mathbf{A}_{3,1}(\mathbf{D}_1 - \mathbf{A}_{1,1})^{-1}\mathbf{a}_{12} 
\]

\[
\mathbf{D}_2 - \mathbf{A}_{2,2} - \mathbf{A}_{2,1}(\mathbf{D}_1 - \mathbf{A}_{1,1})^{-1}\mathbf{A}_{1,2} \succ 0, \tag{16}
\]

and (11) hold.

Assume that

\[
\mathbf{d}_1 \gg \mathbf{a}_{11} \succeq 0. \tag{12}
\]

Then \((\mathbf{D}_1 - \mathbf{A}_{1,1})\mathbf{1}_{n_1} \gg 0\), and hence Lemma 1, part i), holds for \(\mathbf{v} = \mathbf{1}_{n_1}\), thus ensuring that \(\mathbf{D}_1 - \mathbf{A}_{1,1}\) is positive definite.
\[
\begin{bmatrix}
D_2 - A_{2,2} - A_{2,1}(D_1 - A_{1,1})^{-1}A_{1,2} & -A_{2,3} - A_{2,1}(D_1 - A_{1,1})^{-1}A_{1,3} \\
-A_{3,2} - A_{3,1}(D_1 - A_{1,1})^{-1}A_{1,2} & D_3 - A_{3,3} - A_{3,1}(D_1 - A_{1,1})^{-1}A_{1,3}
\end{bmatrix} \succeq 0.
\] (11)

\[
\Phi_3 := \begin{bmatrix}
D_3 - A_{3,3} - A_{3,1}(D_1 - A_{1,1})^{-1}A_{1,3} - [A_{3,2} + A_{3,1}(D_1 - A_{1,1})^{-1}A_{1,2}] \\
\cdot [D_2 - A_{2,2} - A_{2,1}(D_1 - A_{1,1})^{-1}A_{1,2}]^{-1}[A_{2,3} + A_{2,1}(D_1 - A_{1,1})^{-1}A_{1,3}] \geq 0 \text{ and singular.}
\end{bmatrix}
\] (14)

1) and 2) we can determine vectors \(d_i, i \in [1, 3]\), so that condition (B) holds.

Note that by assumption 1), \(a_{23} \ll 0\), and by assumption 2), either \(a_{12} \ll 0\) or \(a_{13} \ll 0\). In the sequel we will focus on the case \(a_{12} \ll 0\), the other case being completely equivalent.

We want to prove that we can always find vectors \(d_i, i \in [1, 3]\), consistent with the constraints (12), (15) and (16), so that (B) holds and hence there exist \(v_2, v_3\) such that

\[
\begin{bmatrix}
1 \\
v_2 \\
v_3
\end{bmatrix}
= \begin{bmatrix}
d_1 \\
v_2d_2 \\
v_3d_3
\end{bmatrix}.
\] (17)

This is equivalent to determining scalars \(v_2\) and \(v_3\) that make the vectors

\[
d_1 = a_{11} + v_2a_{12} + v_3a_{13} \quad (18)
\]

\[
d_2 = a_{22} + \frac{v_3}{v_2}a_{23} \quad (19)
\]

\[
d_3 = a_{33} + \frac{v_3}{v_2}a_{31} + \frac{v_3}{v_2}a_{32}, \quad (20)
\]

consistent with the constraints (12), (15) and (16).

We first note that since \(a_{12} \ll 0\), we can always choose \(v_2 < 0\) with large module, and \(v_3 > 0\) and small, so that \(v_2a_{12} + v_3a_{13} \gg 0\), which automatically implies that \(d_1\) satisfies condition (12). Also, we can choose the modules of \(v_2\) and \(v_3\) in such a way that the entries of \(d_1\) and hence of \(D_1\), are so large that \(a_{23} + A_{2,1}(D_1 - A_{1,1})^{-1}a_{13} \approx a_{23} < 0\) and hence \(a_{23} + A_{2,1}(D_1 - A_{1,1})^{-1}a_{13} \ll 0\), and also \(\frac{v_3}{v_2}a_{23} + A_{2,1}(D_1 - A_{1,1})^{-1}a_{13} \gg 0\). (21)

By making use of (21), we obtain that

\[
d_2 = a_{22} + \frac{v_3}{v_2}a_{23}
\]

\[
= a_{22} + \frac{1}{v_2}a_{21} - \frac{v_3}{v_2}A_{2,1}(D_1 - A_{1,1})^{-1}a_{13}
\]

\[
= a_{22} + \frac{1}{v_2}A_{2,1}[v_2(D_1 - A_{1,1})^{-1}a_{12}]
\]

\[
= a_{22} + \frac{1}{v_2}A_{2,1}(D_1 - A_{1,1})^{-1}a_{12},
\]

where we used the fact that condition (18) is equivalent to

\[
1_{n_1} = v_2(D_1 - A_{1,1})^{-1}a_{12} + v_3(D_1 - A_{1,1})^{-1}a_{13}.
\] (22)

So, this proves that also (15) holds. Finally, it is possible to prove (details are omitted due to page constraints) that if the identities (18) and (19) hold, then the constraints (20) and (16) are equivalent.

Hence we conclude that there exist suitable choices of \(d_i, i \in [1, 3]\), such that both conditions (A) and (B) are fulfilled and hence the overall multi-agent system reaches tripartite consensus.

Example 1: Consider the undirected, signed, weighted, connected and clustered communication graph, with three clusters of cardinals \(n_1 = 5, n_2 = 4, n_3 = 2\), respectively, and adjacency matrix composed of the sub-matrices

\[
A_{1,1} = \begin{bmatrix}
0 & 4 & 0 & 0 & 1 \\
4 & 0 & 3 & 10 & 2 \\
0 & 3 & 0 & 1 & 0 \\
10 & 1 & 0 & 1 & 0 \\
1 & 2 & 0 & 1 & 0
\end{bmatrix},
\]

\[
A_{1,2} = \begin{bmatrix}
1.5 & 1.5 & 0 & 1.5 \\
0.5 & 3 & 0 & 2.5 \\
3 & 0 & 5 & 2 \\
3 & 3 & 0 & 2 \\
0 & 0 & 5 & 2.5
\end{bmatrix},
\]

\[
A_{1,3} = \begin{bmatrix}
7 & 2 \\
0 & 3 \\
4 & 2 \\
8 & 0 \\
7 & 3
\end{bmatrix},
\]

\[
A_{2,1} = \begin{bmatrix}
0 & 6 & 0 & 2 \\
6 & 0 & 4 & 4 \\
0 & 4 & 0 & 0 \\
2 & 4 & 0 & 0
\end{bmatrix},
\]

\[
A_{2,2} = \begin{bmatrix}
3 & 4 \\
6 & 1 \\
1 & 0 \\
4 & 6
\end{bmatrix},
\]

\[
A_{2,3} = \begin{bmatrix}
0 & 6 \\
0 & 6 \\
0 & 6 \\
0 & 6
\end{bmatrix},
\]

all the others being deduced by symmetry. Assumption 2 holds for \(i_1 = 1\) and \(i_2 = 3\), and both assumptions 1) and 2) of Theorem 4 hold, since \(a_{23} \ll 0\), \(a_{12}\) and \(a_{13}\) are both strictly negative vectors. So, we can assume, for example, \((v_1, v_2, v_3) = (1.5, -8)\), and hence \(d_1 = [54.5 \ 13 \ 19.5 \ 36.74]^T\), \(d_2 = [17.6 \ 23.6 \ 5.5 \ 19.9]^T\) and \(d_3 = [18 \ 14.125]^T\). The dynamics of the state vector of the system, with random initial conditions \(x(0)\) taken as realizations of a gaussian vector with 0 mean and variance \(\sigma^2 = 4\), i.e. \(x(0) \sim \mathcal{N}(0, 4)\), is given in Fig. 2. The plot shows that tripartite consensus is reached after about 1.8 units of time with regime values \((c_1, c_2, c_3) = (0.22 \ 1.11 \ -1.76) = 0.22 \cdot (1.5 \ -8) = 0.22 \cdot (v_1 \ v_2 \ v_3)\).
IV. SIGN CONSENSUS

In this section we introduce the concept of sign consensus for which a formal definition is given in the following.

Definition 1 (Sign Consensus): The overall multi-agent system described as in (6), with $M \in \mathbb{R}^{N \times N}$ described as in (4), $D \in \mathbb{R}^{N \times N}$ described as in (5) and $D_i \in \mathbb{R}^{n_i \times n_i}$, for $i \in [1,3]$, diagonal matrices, whose interconnection topology is described by an undirected, signed and connected communication graph $G$, having 3 clusters, reaches sign consensus if there exists a relabelling of the three clusters such that, for every index $i \in V_2$, $\lim_{t \to \infty} x_i(t) = 0$, while for every $i, j \in V_1 \cup V_3$

$$\lim_{t \to \infty} \text{sgn}(x_i(t)) - \text{sgn}(x_j(t)) = 0, \quad \text{if } \exists m : i, j \in V_m,$$

$$\lim_{t \to \infty} \text{sgn}(x_i(t)) - \text{sgn}(x_j(t)) \neq 0, \quad \text{if } \nexists m : i, j \in V_m.$$

The following lemma provides necessary and sufficient conditions for sign consensus to be reached.

Lemma 5: Given an undirected, signed, weighted and connected communication graph $G$, having 3 clusters, the multi-agent system (1), with communication graph $G$ and distributed control law (3), and hence described as in (6), with $M \in \mathbb{R}^{N \times N}$ given in (4), $A$ in (2), $D \in \mathbb{R}^{N \times N}$ in (5) and $D_i \in \mathbb{R}^{n_i \times n_i}$, for $i \in [1,3]$, diagonal matrices reaches sign consensus if and only if the following conditions hold:

i) $M$ is a singular positive semi-definite matrix.

ii) There exists a reordering $\{i_1, i_2, i_3\}$ of the index set $\{1,2,3\}$ such that every nonzero vector in the kernel of $M$ can be expressed as $v = [v_{i_1}^T, v_{i_2}^T, v_{i_3}^T]^T$ with $v_{i_3} = 0$, and in the pair $(v_{i_1}, v_{i_2})$ one of the vectors is strictly positive and one is strictly negative.

Proof: Analogous to the proof of Lemma 2 (see [17]).

Theorem 6: Consider the multi-agent system (1), with undirected, signed, weighted and connected communication graph $G$ satisfying Assumption 1 and Assumption 2 for a suitable choice of $i_1, i_2 \in [1,3], i_1 \neq i_2$. Also, suppose that the following conditions hold:

a) every agent in $V_{i_1}$ has at least one enemy in $V_{i_2}$, which means that $A_{i_1,i_2} \cdot n_{i_2} \ll 0$, and

b) there exist vectors $v_{i_1} \in \mathbb{R}^{n_{i_1}}$ and $v_{i_2} \in \mathbb{R}^{n_{i_2}}$, one of them strictly positive and the other strictly negative, such that $A_{i_3,i_1}v_{i_1} + A_{i_3,i_2}v_{i_2} = 0$, where $i_3 = [1,3] \setminus \{i_1,i_2\}$.

Then there exist diagonal matrices $D_i \in \mathbb{R}^{n_i \times n_i}, i \in [1,3]$, such that the distributed control law (3), with $M \in \mathbb{R}^{N \times N}$ described as in (4), $D \in \mathbb{R}^{N \times N}$ described as in (5), makes the closed-loop multi-agent system (6) reach sign consensus.

Proof: We can always relabel the vertices in $V$ so that assumption a) and b) hold for $i_1 = 1, i_2 = 3, i_3 = 2$.

By Lemma 5, it will be sufficient to prove that under assumptions a)-b), it is always possible to choose the diagonal matrices $D_1, D_2$ and $D_3$ so that (A) the matrix $M$ is singular and positive semi-definite with a simple eigenvalue in 0, and (B) the kernel of $M$ includes the vector $v = [v_1^T, v_2^T, v_3^T]^T$, where $v_1 \in \mathbb{R}^{n_1}$ and $v_3 \in \mathbb{R}^{n_3}$ are two vectors satisfying assumptions b), and we assume w.l.o.g. that $v_1 \gg 0$ and $v_3 \ll 0$.

To prove (B) we note that solving the system of equations $Mv = 0v$ is equivalent to solve the system

$$
\begin{bmatrix}
D_1 - A_{1,1} & -A_{1,2} & -A_{1,3} \\
-A_{2,1} & D_2 - A_{2,2} & -A_{2,3} \\
-A_{3,1} & -A_{3,2} & D_3 - A_{3,3}
\end{bmatrix}
\begin{bmatrix}
v_1 \\
v_2 \\
v_3
\end{bmatrix}
= 0_N,
$$

and this in turn is equivalent to the three identities

$$D_1v_1 = A_{1,1}v_1 + A_{1,3}v_3 \quad (24)$$

$$0_{n_2} = A_{2,1}v_1 + A_{2,3}v_3 \quad (25)$$

$$D_3v_3 = A_{3,1}v_1 + A_{3,3}v_3 \quad (26)$$

Identity (25) holds by assumption b) and we note that the constraint (24) and (26) allow to uniquely determine the diagonal matrices $D_1$ and $D_3$, since they can be component-wise written as

$$[D_p]_{i,i} = \frac{1}{|V_p|} \left( \sum_{j \neq i} |A_{p,j}| v_p^j + \sum_{k=1}^{n_q} |A_{p,q}| \cdot k \cdot v_q^k \right) \quad (27)$$

for $p, q \in \{1,3\}, p \neq q$.

We are now remained with proving that, after having determined the matrices $D_1$ and $D_3$, it is always possible to choose $D_2$ so that (A) is satisfied. To do so we proceed as follows (see [4], page 651): we first verify that the upper diagonal block of $M$:

$$M = \begin{bmatrix}
D_1 - A_{1,1} & -A_{1,2} & -A_{1,3} \\
-A_{2,1} & D_2 - A_{2,2} & -A_{2,3} \\
-A_{3,1} & -A_{3,2} & D_3 - A_{3,3}
\end{bmatrix}, \quad (28)$$

is positive definite, namely condition

$$D_1 - A_{1,1} \succ 0 \quad (29)$$

holds, and then impose (by means of a suitable choice of $D_2$) that its Schur complement is positive semi-definite with a simple eigenvalue in 0, namely it verifies condition (30), and it has a simple eigenvalue in 0. Condition (24) ensures

3Note, however, that the values of $D_1$ and $D_3$ depend on the specific choice of the vectors $v_1$ and $v_3$ satisfying (25), which are not necessarily uniquely determined.
that

\[(D_1 - A_{1,1})v_1 = A_{1,3}v_3 \gg 0, \quad (31)\]

where we used the fact that \(v_3 \ll 0\) and \(A_{1,3}\) has no zero rows. Then Lemma 1, part i), holds with \(v = v_1\), thus ensuring that \(D_1 - A_{1,1}\) is positive definite.

To ensure that (30) holds for a suitable choice of \(D_2\), we iterate the same procedure, and impose condition (32):

\[D_{2,2} - A_{2,2} - A_{2,1}(D_1 - A_{1,1})^{-1}A_{1,2} > 0, \quad (32)\]
as well as condition (33).

To address condition (32), we first observe that by Lemma 1, part ii), \((D_1 - A_{1,1})^{-1}\) is symmetric and nonnegative, and hence so is \(A := A_{2,2} + A_{2,1}(D_1 - A_{1,1})^{-1}A_{1,2}\). Let us set \(a_{i2} := A_{i2}1_{n_2}, i \in [1, 2]\), and \(d_2 := D_21_{n_2}\), and impose the following constraint on \(d_2\):

\[d_2 \gg a_{22} + A_{2,1}(D_1 - A_{1,1})^{-1}a_{12}. \quad (34)\]

Then it is easy to verify that

\[(D - A)1_{n_2} = d_2 - a_{22} - A_{2,1}(D_1 - A_{1,1})^{-1}a_{12} \gg 0,\]

where \(D = D_2\). But then we can apply Lemma 1, part i), again, to claim that \(D - A\) is positive definite, namely (32) holds.

We now observe (see [17]) that we can always choose the positive diagonal entries of the diagonal matrix \(D_2\) sufficiently large to ensure that (not only (34) holds, but also) the entries of \([A_{i2} + A_{i1}(D_1 - A_{1,1})^{-1}A_{1,2}] [D_2 - A_{2,2} - A_{2,1}(D_1 - A_{1,1})^{-1}A_{1,2}]^{-1} [A_{2,3} + A_{2,1}(D_1 - A_{1,1})^{-1}A_{1,3}]\) are arbitrarily small and hence also the matrix \(A = -\Phi_3 + D_3\) has positive off-diagonal entries. This ensures that \(-\Phi_3\) is an irreducible Metzler matrix.

So, we now prove that (33) holds. We observe that from assumption a) for \(i_1 = 1\) and \(i_2 = 3\) it follows that \(A_{3,3} + A_{3,1}(D_1 - A_{1,1})^{-1}A_{1,3}\) is a nonnegative matrix whose off-diagonal entries are all positive. If we apply the vector \(-v_3 \gg 0\) on the right side of the matrix \(\Phi_3\), appearing in (33), we obtain

\[-\Phi_3v_3 = -D_3v_3 + A_{3,3}v_3 + A_{3,1}(D_1 - A_{1,1})^{-1}A_{1,3}v_3 + [A_{3,2} + A_{3,1}(D_1 - A_{1,1})^{-1}A_{1,2}] \cdot [D_2 - A_{2,2} - A_{2,1}(D_1 - A_{1,1})^{-1}A_{1,2}]^{-1} \cdot [A_{2,3}v_3 + A_{2,1}(D_1 - A_{1,1})^{-1}A_{1,3}]\]

We first note that by (26) we have \(-D_3v_3 + A_{3,3}v_3 = -A_{3,1}v_1\). On the other hand, from equation (24) one gets

\[A_{1,3}v_3 = (D_1 - A_{1,1})v_1, \quad (35)\]

from which it follows

\[A_{3,1}(D_1 - A_{1,1})^{-1}A_{1,3}v_3 = A_{3,1}v_1. \quad (36)\]

Therefore

\[\Phi_3v_3 = -D_3v_3 + A_{3,3}v_3 + A_{3,1}(D_1 - A_{1,1})^{-1}A_{1,3}v_3 = 0. \quad (37)\]

On the other hand, from (35) it also follows that \(A_{2,1}(D_1 - A_{1,1})^{-1}A_{1,3}v_3 = A_{2,1}v_1\), and making use of (25), this latter identity leads to

\[A_{2,1}(D_1 - A_{1,1})^{-1}A_{1,3}v_3 + A_{2,3}v_3 = 0. \quad (38)\]

So, by replacing (37) and (38) in the expression of \(-\Phi_3v_3\) we obtain the zero vector.

Since \(-\Phi_3\) is an irreducible Metzler matrix, this ensures [3] that 0 is the simple dominant eigenvalue of \(-\Phi_3\) and hence \(\Phi_3\) is positive semidefinite and singular with a simple eigenvalue in 0. Since the eigenvalues of \(M\) are the union of the eigenvalues of the matrices in (29) and (32), and the matrix \(\Phi_3\), that have been obtained from \(M\) by applying the Schur complement, then \(M\) is positive semidefinite with a simple eigenvalue in 0, and hence (A) holds.

To conclude, we have proved that by setting \(D_1\) and \(D_3\) as in (27), by choosing the diagonal entries of the diagonal matrix \(D_2\) sufficiently large, both conditions of Lemma 5 are fulfilled, and the overall multi-agent system reaches sign consensus.

\[\Phi_3 = \begin{bmatrix} 3 & 3 & 0 & 3 \\ 6 & 6 & 0 & 12 \\ 6 & 6 & 0 & 6 \\ 0 & 0 & 3 & 3 \end{bmatrix}, \quad \Phi_3 = \begin{bmatrix} 3.5 & 1 \\ 0 & 1.5 \\ 1.5 & 0 \\ 3.5 & 1.5 \end{bmatrix}, \quad \Phi_3 = \begin{bmatrix} 36 & 3 \\ 24 & 6 \\ 12 & 0 \\ 12 & 15 \end{bmatrix}. \]

Condition b) of Theorem 6 holds for \(v_3 = [2, 1, 1, 1, 2]^T \gg_0 0\), \(v_3 = -[0.5, 2]^T \ll 0\), while \(d_2 = a_{22} + A_{2,1}(D_1 - A_{1,1})^{-1}a_{12} + v\), where \(v\) is a vector whose entries are the absolute value of the entries of the realization of a gaussian vector with 0 mean and standard deviation \(\sigma = 200\).

The dynamics of the state vector of system (6), with random initial conditions \(x(0)\) taken as realizations of a gaussian vector with 0 mean and variance \(\sigma^2 = 4\), i.e. \(x(0) \sim N(0, 4)\), is given in Fig. 3.
the partition into clusters does not and for every agent $i$ feedback control law needs to be re-tuned. An exception is pose is not adaptive and in general if the weights change, the implementation is distributed. Also, the algorithm we pro-

The design of the proposed algorithm is centralised, but its 

V. CONCLUSIONS

In this paper we have investigated the tripartite and the sign consensus problems for a multi-agent system whose agents are described as simple integrators, and whose communications graph is undirected, signed and weighted, and 

Fig. 3. Sign consensus for Example 2.
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