Use of Bayesian Nonparametric methods for Estimating the Measurements in High Clutter.
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Abstract—Robust tracking of a target in a clutter environment is an important and challenging task. In recent years, the nearest neighbor methods and probabilistic data association filters were proposed. However, the performance of these methods diminishes as number of measurements increases. In this paper, we propose a robust generative approach to effectively model multiple sensor measurements for tracking a moving target in an environment with high clutter. We assume a time-dependent number of measurements that include sensor observations with unknown origin, some of which may only contain clutter with no additional information. We robustly and accurately estimate the trajectory of the moving target in high clutter environment with unknown number of clutters by employing Bayesian nonparametric modeling. In particular, we employ a class of joint Bayesian nonparametric models to construct the joint prior distribution of target and clutter measurements such that the conditional distributions follow a Dirichlet process. The marginalized Dirichlet process prior of the target measurements is then used in a Bayesian tracker to estimate the dynamically-varying target state. We show through experiments that the tracking performance and effectiveness of our proposed framework are increased by suppressing high clutter measurements. In addition, we show that our proposed method outperforms existing methods such as nearest neighbor and probability data association filters.

I. INTRODUCTION

Target tracking in a high clutter environment is very challenging as sensor measurements, more often than not, contain detections from false targets [1]. Time-dependent number of measurements that include both clutter and true sensor observations with unknown origin makes the tracking in the clutter environment difficult. To solve this problem a set of assumptions is made: 1) true measurements from the target are present with some probability of detection, and 2) number and location of clutter measurements are unknown and random.

For accurate target parameter estimates, tracking algorithms must only incorporate target generated measurements. To this end, various methods have been considered to solve the problem of tracking in clutter. One of the widely used methods is the strongest-neighbor and nearest-neighbor (NN) filters [2]. In this method, a Gaussian object motion considered and measurements that are statistically closest to the predicted measurements are from the object and the rest are considered clutters. It is shown that these filters only process one measurement, the one with the highest probability that is generated by the target [3]; however, the performance of these methods diminish with increase in the probability of false alarm rate.

In [1], [4], the probabilistic data association (PDA) method was used to validate multiple measurements according to their probability of target origin. Similar to nearest-neighbor filters, PDA filters assume that the object motion obeys linear Gaussian statistics. The PDA filter assumes that all non-object originated measurements are clutter which is uniformly distributed in the space and Poisson distributed in time. Furthermore, several variations of the PDA method are proposed, such as the filtered gate structure method, the interactive-multiple model PDA [5], as well as other data association approaches, such as the Viterbi and fuzzy data association, were also considered [6]. Note, however, that PDA type methods can become computationally intensive as the number of measurements increases.

Recently, Bayesian nonparametric methods [7], [8] have been used in target tracking to solve problems such as multiple models [9], maneuvering [10], dependent measurements [11]–[13], waveform design [14], and measurement-to-target associations in multiple target tracking [15]–[17]. In this paper, we propose the measurement estimation for tracking in high clutter (METRIC) Bayesian nonparametric approach to track a target in high clutter. Our proposed model does not suffer from the issues that aforementioned methods face and is computationally inexpensive. In particular, the joint prior distribution of measurements with different origins is modeled using Dirichlet processes (DPs). The marginal DP prior of the target measurements is then integrated into Bayesian filtering methods to track the target.

The rest of the paper is organized as follows. In Section II, we briefly review Bayesian nonparametric methods. In particular, we study the Dirichlet process which is used in the rest of this paper. Section III discusses the joint modeling of the measurements through a joint Dirichlet process. We integrate the proposed model into a Bayesian tracker to robustly and accurately track the target trajectory. Section IV demonstrates the advantage of the proposed model over the existing methods.

II. BACKGROUND: BAYESIAN NONPARAMETRIC MODELING

With the surge of Monte Carlo (MC) methods, Bayesian nonparametric models have been ubiquitous in probabilistic modeling of the observations to avoid the limitations in parametric modeling such as model mismatch. The family of infinite dimension of random measures has been used as a substitute...
of finite mixture model estimate the density. In this section, we briefly describe one of the main stochastic processes that play an integral role in our investigation.

A. Dirichlet Process

Dirichlet process (DP) is the most well-studied nonparametric model that defines a prior over the space of probability distributions [13]. Dirichlet process can be considered as the infinite generalization of the Dirichlet distribution, that is

$$\lim_{K \to \infty} \sum_{k=1}^{K} \pi_k \delta_{\theta_k}$$

for mixing distribution $\pi = (\pi_1, \ldots, \pi_K)$ and $\delta_{\theta}$ is a point mass centered at the parameter $\theta \in \Theta$. It can be shown equation (1) results in a well-defined Dirichlet process [19], [20]. Dirichlet process is discrete with probability one and thus is mainly used as a prior on the parameters in the space of parameters $\Theta$. A Dirichlet process with concentration parameter $\alpha$ and base distribution $H$ is denoted by $\text{DP}(\alpha, H)$. A draw $G \sim \text{DP}(\alpha, H)$ is a probability random measure and is represented as [19]

$$G(\cdot) = \sum_{k=1}^{\infty} \pi_k \delta_{\theta_k}(\cdot)$$

for mixing probability $\pi \sim \text{GEM}(\alpha)$ and the sequence of $\theta_k$ is drawn independently and identically from $H$, i.e., $\theta_k \sim H$.

Note that since $G$ provides a distribution on $\Theta$, $\theta_k$ takes on values in $\Theta$. The GEM(\alpha) is defined as

$$\pi \sim \text{GEM}(\alpha) \iff v_k \sim \text{Beta}(1, \alpha), \pi_k = v_k \prod_{j<k} (1 - v_k) \text{ for } k = 1, 2, \ldots$$

This construction is known as stick-breaking construction of a Dirichlet process. Let $\Xi = \{\theta_1, \ldots, \theta_N\}$ be the independent draws from $G$.

B. Inference

The posterior distribution of $G$ given the observations $\Xi = \{\theta_1, \ldots, \theta_N\}$ is a Dirichlet process with concentration parameter $\alpha_{\text{post}}$ and base probability measure $H_{\text{post}}$.

$$G|\Xi \sim \text{DP}(\alpha_{\text{post}}, H_{\text{post}})$$

where $\alpha_{\text{post}} = \alpha + N$ and

$$H_{\text{post}} = \frac{N}{\alpha + N} \sum_{k=1}^{N} \delta_{\theta_k} + \frac{\alpha}{\alpha + N} H.$$
Algorithm 1 METRIC-Bayes: Tracking in high clutter using jointly DPs prior.

Initialize target state: $x_0$

for $k = 1 : K$ do

Predict $p(x_k | Z_{k-1}^{(i)})$ using

$$p(x_k | Z_{k-1}^{(i)}) = \int p(x_k | x_{k-1}) p(x_{k-1} | Z_{k-1}^{(i)}) \, dx_{k-1}$$

Input measurements $\{z_{1,k}, \ldots, z_{N_{k},k}\}$

Draw clutter prior $G_k^{(c)}$ from DP($\alpha_c, H_c$)

Use clutter prior to draw $\Theta_k | G_k^{(c)} \overset{iid}{\sim} G_k^{(c)}$

Draw target prior $G_k^{(t)}$ from

$$G_k^{(t)} | \Theta_k \sim \text{DP}(\alpha_t, H_t + \sum_{i=1}^{N_{k}} \delta_{\theta_{i,k}})$$

Use target prior to draw $W_k | G_k^{(t)}, \Theta_k \overset{iid}{\sim} G_k^{(t)}$

For target measurements, draw $z_{n,k}^{(t)}$, using Equation (12)

For clutter measurements, draw $z_{n,k}^{(c)}$, using Equation (11)

Cluster into target measurements $Z_k^{(t)}$ with cardinality $M_k^{(t)}$

Cluster into clutter measurements $Z_k^{(c)}$ with cardinality $M_k^{(c)}$

Compute likelihood ratio $L(Z_k^{(i)}; W_k, x_k)$ using Equation (13)

Compute and return the posterior density using

$$p(Z_k^{(i)} | x_k, W_k)$$

Update $p(x_k | Z_k^{(i)})$ using

$$p(x_k | Z_k^{(i)}) \propto p(Z_k^{(i)} | W_k, x_k) p(x_k | Z_{k-1}^{(i)})$$

end for

$z_{1,k}, \ldots, z_{N_{k},k}$). However, if all available measurements are used, the presence of clutter deteriorates the tracking performance. In order to improve the performance, we propose the METRIC-Bayes approach, as described in Algorithm 1. In what follows, we discuss this framework in detail.

B. Bayesian Nonparametric Prior

In this section, we discuss the framework summarized in Algorithm 1 in details. Our framework models the marginal distributions of the joint prior as two conditionally independent DPs. Note that in this model, no prior information on the measurements is required. Due to the joint measurement distribution factorization $p(z^{(i)}, z^{(c)}) = p(z^{(i)} | z^{(c)}) p(z^{(c)})$, we set two conditionally independent Dirichlet processes on the parameters of $z^{(c)}$ and $z^{(i)} | z^{(c)}$. Therefore, we may model the clutter prior independently as $G_k^{(c)} \sim \text{DP}(\alpha_c, H_c)$ where DP is a Dirichlet process with scale parameter $\alpha_c$ and base distribution $H_c$. To model the target prior, we first draw the sample set $\Theta_k = \{\theta_{1,k}, \ldots, \theta_{N_{k},k}\}$ from the clutter prior as $\Theta_k | G_k^{(c)} \overset{iid}{\sim} G_k^{(c)}$ and then given $\Theta_k$, the target prior is defined as

$$G_k^{(t)} | \Theta_k \sim \text{DP}(\alpha_t, H_t + \sum_{n=1}^{N_{k}} \delta_{\theta_{n,k}})$$

where $\delta(\theta_{n,k})$ is the Dirac delta concentrated at $\theta_{n,k}$. The set $W_k = \{w_{1,k}, \ldots, w_{N_{k},k}\}$ is drawn from according to the Equation 9 as $W_k | G_k^{(t)} \overset{iid}{\sim} G_k^{(t)}$. Using sets $\Theta_k$ and $W_k$, we can then draw the target and clutter measurements, respectively, as

$$z_{n,k}^{(t)} | W_k, \Theta_k \sim F_t(\cdot | W_k), n = 1, \ldots, N_{k}$$

$$z_{n,k}^{(c)} | W_k, \Theta_k \sim F_c(\cdot | \Theta_k), n = 1, \ldots, N_{k}.$$ (11)

For some distributions $F_t$ and $F_c$. The generative model describing this process is summarized as

$$\Theta_k | G_k^{(c)} \overset{iid}{\sim} G_k^{(c)}$$

$$G_k^{(t)} | \Theta_k \sim \text{DP}(\alpha_t, H_t + \sum_{n=1}^{N_{k}} \delta_{\theta_{n,k}})$$

$$z_{n,k}^{(t)} | W_k, \Theta_k \sim F_t(\cdot | W_k), n = 1, \ldots, N_{k}$$

$$z_{n,k}^{(c)} | W_k, \Theta_k \sim F_c(\cdot | \Theta_k), n = 1, \ldots, N_{k}.$$ (12)

C. Bayesian Tracker

Thus far, we modeled the joint distribution of measurements through the joint Dirichlet process. However, in order to get an accurate and efficient estimate, one needs to incorporate true measurements into the Bayesian tracker as follows. We cluster the target measurements into set $Z_k^{(t)}$ with cardinality $M_k^{(t)}$ and the clutter measurements into set $Z_k^{(c)}$ with cardinality $M_k^{(c)}$, where $M_k^{(t)} + M_k^{(c)} = N_{k}$. The likelihood ratio is thus computed as

$$L(Z_k^{(i)}; W_k, x_k) = \prod_{n=1}^{N_{k}} p(z_{m,k}^{(i)} | x_k; \text{target present})$$

$$\prod_{n=1}^{N_{k}} p(z_{m,k}^{(c)} | x_k; \text{target absent})$$

Equation (13) is then incorporated into a Bayesian tracker to estimate the target state as

$$p(x_k | Z_k^{(i)}) \propto p(Z_k^{(i)} | W_k, x_k) p(x_k | Z_{k-1}^{(i)}).$$ (14)

Joint Bayesian nonparametric prior allows us to effectively model the measurements at every time step without prior information. Any knowledge about the tracking scene or clutter may be included in the base measures $[\alpha_c, H_c, [\alpha_t, H_t]]$ of the joint Dirichlet process prior. A Markov chain Monte Carlo method may be employed to sample from the posterior. This model can be easily generalized to track multiple objects by incorporating it into multiple object tracking techniques e.g., integrating dependent priors on the states introduced in [15], [16] into the METRIC-Bayes framework.
IV. EXPERIMENTS

In this section, we demonstrate the performance of the proposed method and compare our results to that of the traditional Bayesian filtering as well nearest-neighbor (NN) and probabilistic data association (PDA) filters. We show through simulations that accounting for clutters drastically improves the performance the tracker. Furthermore, we demonstrate that METRIC-Bayes framework which incorporates a joint nonparametric prior in Bayesian tracker outperforms existing methods such as nearest neighbor and PDA filters. In particular, our simulation results indicate that estimating the trajectory of a target is exceedingly benefited from incorporating METRIC-Bayes to learn the distribution of measurements that are originated from the target.

We assume a linear Gaussian scenario so that we are able to compare our framework to the existing methods. The following linear Gaussian single-target model is used that was introduced in [22]. Assume that the state vector \( x_{\ell,k} \) is given by \( x_{\ell,k} = [x_{\ell,k}, y_{\ell,k}, \dot{x}_{\ell,k}, \dot{y}_{\ell,k}]^T \), \( \ell = 1, \ldots, N_k \), where \( [x_{\ell,k}, y_{\ell,k}]^T \) and \([\dot{x}_{\ell,k}, \dot{y}_{\ell,k}]^T \) are the 2-D position and 2-D velocity, respectively. We assume a linear Gaussian model with transition probability

\[
p(x_k | x_{k-1}) = \mathcal{N}(\mu, \Sigma)
\]

where \( \mu = A_k x_{k-1} \) and covariance matrix

\[
\Sigma = \text{diag}([\sigma^2 B_k B_k^T])
\]

where

\[
A_k = \begin{bmatrix}
1 & 0 & \Delta & 0 \\
0 & 1 & 0 & \Delta \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}, \quad B_k = \Delta \begin{bmatrix}
1 \\
1 \\
1 \\
1
\end{bmatrix}
\]

with \( \sigma = 7 \text{ m/s}^2 \) and \( \Delta = 1 \). We assume that the probability of a target remaining at a scene during transitioning to be \( P_{\ell,k|k-1} = 0.95 \), for all \( \ell \).

We also assume a Gaussian likelihood for measurements originated from the target according to the likelihood

\[
p(z_{\ell,k} | x_k) = \mathcal{N}(H_k x_k, Q_k)
\]

where

\[
H_k = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0
\end{bmatrix}, \quad Q_k = \sigma'^2 \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\]

where \( \sigma' = 10 m \). The observation region is the square \( Z = [-1000, 1000] \times [-1000, 1000] \) (units are in m). We also consider Poisson clutter with parameter \( \lambda_k = 5 \). Given the problem setup, we put our framework to test in the following scenarios. In both cases, the results are obtained by 10,000 Monte Carlo (MC) runs on the same trajectory.

A. METRIC-Bayes vs traditional Bayesian Filtering

In this section, we compare the performance of our proposed framework to that of traditional Bayesian filtering. Traditional Bayesian filtering does not take into account the importance of clutters and consider them as one of the measurements. We compare the target location estimation mean-squared error (MSE) obtained using METRIC-Bayes vs Bayesian filter that uses all the measurements. A typical sample run of our proposed method is shown in Figure 1 which suggests that the traditional filters tend to lose the track due to dealing with the clutters. Figure 1 also shows that we successfully estimate the trajectory of the target. Figure 2 shows the mean square error (MSE) for the location of the target which signifies the importance of utilizing the actual measurements distribution to track the target. We computed the signal to the noise ratio to be \( \text{SCR} = 5.9379 \).

B. METRIC-Bayes vs Nearest-Neighbor and PDA Filters

In this section, we compare our proposed method to nearest-neighbor (NN) and probability data association (PDA) filters on the same set of data, which suggests that the NN and PDA filters tend to follow the pattern of extraneous target-generated measurements (clutter) and thus lead to poor performance. The mean square error (MSE) comparison in Figure 3 demonstrates that even in linear Gaussian case, the METRIC-Bayes method outperforms the NN and PDA filters.

It is worth mentioning we run 10’000 Monte Carlo runs for algorithms and algorithms are evaluated on the same dataset.
In this paper, we developed a nonparametric model for the measurements in the presence of high clutter. Our generative model is integrated into a Bayesian tracker to robustly track a target using time-varying measurements. We exploited the joint Dirichlet process prior to model the clutter and the measurements that are originated from the target. The output of our framework was then fed to a Bayesian tracker to estimate the trajectory of the target. METRIC-Bayes provided a robust and computationally efficient framework that can model any clutter distribution as well as efficiently estimating the target trajectory in high clutter with unknown number of clutters. We demonstrated through simulations that the amalgamation of the Bayesian nonparametric prior with a Bayesian tracker improves the tracking algorithm.

V. CONCLUSION

In this paper, we developed a nonparametric model for the measurements in the presence of high clutter. Our generative model is integrated into a Bayesian tracker to robustly track a target using time-varying measurements. We exploited the joint Dirichlet process prior to model the clutter and the measurements that are originated from the target. The output of our framework was then fed to a Bayesian tracker to estimate the trajectory of the target. METRIC-Bayes provided a robust and computationally efficient framework that can model any clutter distribution as well as efficiently estimating the target trajectory in high clutter with unknown number of clutters. We demonstrated through simulations that the amalgamation of the Bayesian nonparametric prior with a Bayesian tracker improves the tracking algorithm.
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