A dimension-free estimate on $L^2$ for the maximal Riesz transform in terms of the Riesz transform
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Abstract
We prove a dimension-free estimate for the $L^2(\mathbb{R}^d)$ norm of the maximal truncated Riesz transform in terms of the $L^2(\mathbb{R}^d)$ norm of the Riesz transform. Consequently, the vector of maximal truncated Riesz transforms has a dimension-free estimate on $L^2(\mathbb{R}^d)$. We also show that the maximal function of the vector of truncated Riesz transforms has a dimension-free estimate on all $L^p(\mathbb{R}^d)$ spaces, $1 < p < \infty$.

Mathematics Subject Classification 42B25 · 42B20 · 42B15

1 Introduction

The Riesz transforms $R_j$, $j = 1, \ldots, d$, are an archetype of singular integral operators on $\mathbb{R}^d$. For a Schwartz function $f$ they are defined by

$$R_j f(x) = \lim_{t \to 0^+} R_t^j f(x), \quad (1.1)$$

where

$$R_t^j f(x) = \frac{\Gamma \left( \frac{d+1}{2} \right)}{\pi} \int_{|x-y| > t} \frac{x_j - y_j}{|x-y|^{d+1}} f(y) \, dy \quad (1.2)$$
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is the truncated Riesz transform. The proof of the boundedness of the Riesz transforms on $L^p(\mathbb{R}^d)$ spaces for $1 < p < \infty$ is a prime example of the Calderón–Zygmund theory of singular integral operators initiated in the seminal paper [8]. An important ingredient of the proof is the $L^2(\mathbb{R}^d)$ boundedness of $R_j$, which follows directly from Plancherel’s theorem and the well-known formula

$$
\hat{R_j f}(\xi) = -i \frac{\xi_j}{|\xi|} \hat{f}(\xi), \quad \xi \in \mathbb{R}^d; \quad (1.3)
$$

where $\hat{g}$ denotes the (unitary) Fourier transform of $g \in L^2(\mathbb{R}^d)$.

A direct application of the Calderón–Zygmund theory shows that the $L^p(\mathbb{R}^d)$ norm of $R_j$ grows at most exponentially in the dimension $d$. In [24] E. M. Stein proved that the vector of Riesz transforms $(R_1 f, \ldots, R_d f)$ has $L^p(\mathbb{R}^d)$ bounds which are independent of the dimension. More precisely,

$$
\left\| \left( \sum_{j=1}^d |R_j f|^2 \right)^{1/2} \right\|_{L^p(\mathbb{R}^d)} \leq C_p \| f \|_{L^p(\mathbb{R}^d)}, \quad 1 < p < \infty, \quad (1.4)
$$

where $C_p$ is independent of the dimension $d$. Note that in view of (1.3) the inequality (1.4) is clear on $L^2(\mathbb{R}^d)$ with $C_2 = 1$. Later it was realized that for $1 < p < 2$ one may take $C_p \leq C(p-1)^{-1}$ in (1.4), where $C$ is a universal constant, see [1, 13]. Still the optimal constant in (1.4) remains unknown when $d \geq 2$; the best results to date are given in [2] (see also [11]) and [15].

The maximal truncated Riesz transform is the maximal function counterpart of the singular integral (1.1) defining $R_j$. Namely, for $j = 1, \ldots, d$ we set

$$
R_j^* f(x) = \sup_{t>0} |R_j^t f(x)|.
$$

Clearly, for $f$ being a Schwartz function and $x \in \mathbb{R}^d$ we have the pointwise inequality $R_j^* f(x) \geq R_j f(x)$. In [18, Theorem 1] Mateu and Verdera proved that, up to a multiplicative constant, also the reverse inequality holds in the $L^p(\mathbb{R}^d)$ norm. Namely, they showed that there exists a constant $C_{p,d}$ such that

$$
\left\| R_j^* f \right\|_{L^p(\mathbb{R}^d)} \leq C_{p,d} \left\| R_j f \right\|_{L^p(\mathbb{R}^d)}, \quad (1.5)
$$

for all $f \in L^p(\mathbb{R}^d)$ with $1 < p < \infty$. The estimate (1.5) was later generalized to much broader classes of singular integral operators with even kernels [17] and with odd kernels [16]. We remark that in dimensions $d \geq 2$ inequality (1.5) does not follow from classical Cotlar’s inequality applied to the Riesz transform

$$
R_j^* f \leq \mathcal{M}(R_j f) + C_d \mathcal{M}(f),
$$

where $\mathcal{M}(f)$ denotes the Hardy–Littlewood maximal function.
see e.g. [14, Theorem 5.3.4]. This is because of the presence of the second term $M(f)$ which contains only the Hardy–Littlewood maximal function $M$ and not the Riesz transform $R_j$. 

The proof of (1.5) given in [18] produces a constant $C_{p,d}$ of an exponential order $C_p \cdot 4^d$, where $C_p$ depends only on $p$. This also happens if one applies more general methods from [16] to the particular case of the first order Riesz transforms, cf. [16, Section 4]. In the present paper we prove that for $p = 2$ one may take a universal constant.

**Theorem 1.1** For every $f \in L^2(\mathbb{R}^d)$ we have

$$\left\| R_j^* f \right\|_{L^2(\mathbb{R}^d)} \leq 2 \cdot 10^8 \left\| R_j f \right\|_{L^2(\mathbb{R}^d)}.$$

**Remark 1** There is nothing special in $2 \cdot 10^8$ and clearly, optimizing our method, one may get a better constant instead. We wrote down an explicit constant in order to get an impression of its magnitude.

**Remark 2** The theorem is true for all dimensions $d$, however we restrict our proof to the case $d \geq 4$ due to technical reasons and from now on we assume that $d \geq 4$. The case $1 \leq d \leq 3$ follows from [18, Theorem 1].

Theorem 1.1 is the main result of our paper. It is an example of a control of a singular integral by its maximal truncated singular integral. This theme has been developed in [3, 16, 17] for broad classes of singular integral operators and we kindly refer the reader to these papers for more details. However, as far as we know, our result is the first dimension-free estimate along these lines for the Riesz transforms $R_j^*$ and $R_j$, $j = 1, \ldots, d$.

We remark that for stating a result with a dimension-free control of norms one needs a definition of a family of operators in each dimension $d$. For this purpose the Riesz transforms (or higher order Riesz transforms) seem the most natural candidates. Apart from the dimension-free estimate given in Theorem 1.1 a dimension-free control of this sort also holds for second order maximal truncated Riesz transforms. In fact the maximal truncated second order Riesz transform is the composition of the centered Hardy–Littlewood maximal function and the appropriate second order Riesz transform, see [27, eq. 8]. Using this observation together with dimension-free bounds for the Hardy–Littlewood maximal function [23, 26] one may readily prove a dimension-free estimate for the second order Riesz transforms which is analogous to (1.6) but holds on all $L^p(\mathbb{R}^d)$ spaces with $1 < p < \infty$. Other than the truncated Riesz transforms of the first and second order, we do not know if a dimension-free control as in (1.6) is feasible between singular integral operators and their maximal counterparts.

Note that Theorem 1.1 combined with Plancherel’s theorem and (1.3) easily implies a dimension-free bound for the norm of the vector of maximal Riesz transforms on $L^2(\mathbb{R}^d)$.

**Corollary 1.2** For every $f \in L^2(\mathbb{R}^d)$ we have
\[ \left\| \left( \sum_{j=1}^{d} \left| R_{j}^* f \right|^2 \right)^{1/2} \right\|_{L^2(\mathbb{R}^d)} \leq 2 \cdot 10^8 \| f \|_{L^2(\mathbb{R}^d)}. \]

In the course of investigating the relation between the Riesz transforms and the maximal truncated Riesz transforms we also dealt with the maximal function associated with the vector of truncated Riesz transforms, i.e. the operator defined as

\[ \sup_{t > 0} |R^t f| := \sup_{t > 0} \left( \sum_{j=1}^{d} \left| R^t_{j} f \right|^2 \right)^{1/2}. \]

Note that the difference between \( \left( \sum_{j=1}^{d} \left| R^*_{j} f \right|^2 \right)^{1/2} \) and \( \sup_{t > 0} |R^t f| \) lies in the placement of the supremum. It turns out that the latter operator is significantly easier to estimate. In particular we have a dimension-free bound for its \( L^p(\mathbb{R}^d) \) norm for all \( p \in (1, \infty) \).

**Theorem 1.3** For each \( p \in (1, \infty) \) there exists a constant \( C_p > 0 \) independent of the dimension \( d \) and such that

\[ \left\| \sup_{t > 0} \left( \sum_{j=1}^{d} \left| R^t_{j} f \right|^2 \right)^{1/2} \right\|_{L^p(\mathbb{R}^d)} \leq C_p \| f \|_{L^p(\mathbb{R}^d)} \]

for all \( f \in L^p(\mathbb{R}^d) \).

We shall now describe ideas and methods employed in our paper, starting with Theorem 1.1. The main new idea behind its proof is to reduce matters to a problem which is susceptible to methods developed by Bourgain in [4], where he obtained dimension-free estimates for Hardy–Littlewood maximal functions over symmetric convex bodies. Bourgain’s approach is based on Fourier transform estimates. This is in contrast to previous approaches to the problem we study in the present paper which were undertaken in [16, 18]. In these papers the authors performed estimates on the kernel level and such a path produces bounds that grow exponentially in the dimension.

There are two main ingredients used in the proof of Theorem 1.1. Firstly, we need a factorization of the truncated Riesz transform \( R^t_{j} = M^t(R_j) \), where \( M^t, t > 0 \), is a family of multiplier operators. This is stated in Corollary 3.3 and is a crucial part of our argument. Such a factorization does not seem to appear in the literature. However, it is related to [18, Section 2], see Remark 3 for details. An application of Corollary 3.3 reduces Theorem 1.1 to estimating the \( L^2(\mathbb{R}^d) \) norm of the maximal operator \( M^* \) corresponding to the operators \( M^t \), see Theorem 3.4. The proof of this theorem is based on methods initiated by Bourgain in [4] and their later developments, see e.g. [7, 19]. In order to draw a dimension-free statement from these methods we need to justify appropriate dimension-free estimates for the multiplier symbols corresponding to \( M^t \),
This is accomplished in Lemmas 3.5, 3.7 and 3.8. An important ingredient in the proofs of Lemmas 3.7 and 3.8 is the estimate for the Bessel function of the first kind from Lemma 3.6. This is a restatement of [20, Lemma 4.1], which was only proved in the last year. Classical estimates for the Bessel function seem insufficient here.

It is noteworthy that in Corollary 3.3 we also show that (1.5) is in fact equivalent to the $L^p$ boundedness of the maximal operator $M^*$. Moreover, the optimal constant in (1.5) is exactly the $L^p(\mathbb{R}^d)$ norm of $M^*$. Thus the $L^p(\mathbb{R}^d)$ norm inequality (1.5) between the Riesz transform and its maximal truncation is reduced to the study of $M^*$. However, obtaining dimension-free estimates for the $L^p(\mathbb{R}^d)$ norm of $M^*$ with $p \neq 2$ seems in a way a harder task than proving such estimates for Hardy–Littlewood maximal functions over symmetric convex bodies. This is because the kernels of the operators $M_t$, $t > 0$, are not non-negative functions, see Remark 5 after Corollary 3.3. Moreover, it is not even clear if the $L^p(\mathbb{R}^d)$, $p \neq 2$, norm of the single operator $M^1$ can be estimated in a dimension-free fashion.

In order to prove Theorem 1.3 we use appropriately the method of rotations. This is a small variation on the paper [13] by Duoandikoetxea and Rubio de Francia.

### 2 Notation and Preliminaries

We abbreviate $L^p(\mathbb{R}^d)$ to $L^p$ and $\|\cdot\|_{L^p}$ to $\|\cdot\|_p$. For a sublinear operator $T$ on $L^p$ we denote by $\|T\|_{p \to p}$ its norm. We let $S$ be the space of Schwartz functions on $\mathbb{R}^d$. Slightly abusing the notation we say that a sublinear operator $T$ is bounded on $L^p$ if it is bounded on $S$ in the $L^p$ norm. This is convenient since all the operators (linear and sublinear) considered in this paper are naturally defined on Schwartz functions. We often do not distinguish between a bounded operator $T$ on $S \cap L^p$ and its unique bounded extension to $L^p$. Moreover, if no explicit condition is imposed on a function $f$, we tacitly assume that $f \in S$.

We will use some inequalities involving the gamma function. The first one is a sharper variant of Stirling’s formula [22, 5.6.1]

$$\sqrt{2\pi}x^{-\frac{1}{2}}e^{-x} \leq \Gamma(x) \leq \sqrt{2\pi}x^{-\frac{1}{2}}e^{-x+\frac{1}{12}}, \quad x > 0. \tag{2.1}$$

The second one is Gautschi’s inequality [22, 5.6.4]

$$x^{1-s} < \frac{\Gamma(x + 1)}{\Gamma(x + s)} < (x + 1)^{1-s}, \quad x > 0, \quad s \in (0, 1). \tag{2.2}$$

In the proof of Theorem 3.4 we shall need a numerical inequality (see e.g. [19, Lemma 2.5]) which says that for any $n \in \mathbb{Z}$ and continuous function $g : [2^n, 2^{n+1}] \to \mathbb{C}$ we have
\[
\sup_{t \in [2^n, 2^{n+1}]} \left| g(t) - g(2^n) \right| 
\leq \sqrt{2} \sum_{l=0}^{\infty} \left( \sum_{m=0}^{2^l-1} \left| g(2^n + 2^n - (m+1)) - g(2^n + 2^n - m) \right| \right)^{1/2} = \sqrt{2} \sum_{l=0}^{\infty} \left( \sum_{m=0}^{2^l-1} \left| g(2^n + 2^n - (m+1)) - g(2^n + 2^n - m) \right| \right)^{1/2}. \tag{2.3}
\]

Throughout the paper \(c_d\) denotes the constant
\[
c_d = \frac{\Gamma\left(\frac{d+1}{2}\right)}{\pi^{d/2}} \tag{2.4}
\]
and \(K_j^t\) denotes the kernel
\[
K_j^t(x) = c_d \chi_{|x|>t}(x) \frac{x_j}{|x|^{d+1}}, \quad x \in \mathbb{R}^d,
\]
where \(j = 1, \ldots, d\) and \(t > 0\). Then \(R_j^t f = K_j^t \ast f\) so that \(K_j^t\) is the kernel of the \(j\)-th truncated Riesz transform defined in (1.2).

The Fourier transform is defined for \(\xi \in \mathbb{R}^d\) by the formula
\[
\hat{f}(\xi) = \int_{\mathbb{R}^d} f(x) e^{-2\pi i x \cdot \xi} \, dx.
\]

Let \(P_t\) be the Poisson semigroup defined for \(f \in L^2\) by
\[
\left( P_t f \right)(\xi) = p_t(\xi) \hat{f}(\xi) \quad \text{with} \quad p_t(\xi) = e^{-t \frac{|\xi|^2}{\sqrt{d}}} \tag{2.5}
\]
We denote by \(P_\ast(f)\) and \(g(f)\) the maximal function and the square function associated with this semigroup, i.e.
\[
P_\ast f(x) = \sup_{t > 0} |P_t f(x)| \quad \text{and} \quad g(f)(x) = \left( \int_0^\infty t \left| \frac{d}{dt} P_t f(x) \right|^2 \, dt \right)^{1/2}.
\]

From [25, pp. 47–51] and [12, Theorem VIII.7.7] we know that for \(f \in L^2\) we have
\[
\| P_\ast f \|_2 \leq 4 \| f \|_2 \quad \text{and} \quad \| g(f) \|_2 \leq \frac{1}{\sqrt{2}} \| f \|_2. \tag{2.6}
\]

We will also need the so-called Poisson projections given by
\[
S_n = P_{2^n+1} - P_{2^n}, \quad n \in \mathbb{Z}.
\]

The sequence \((S_n)_{n \in \mathbb{Z}}\) is then a resolution of the identity on \(L^2\) which means that
\[
f = \sum_{n \in \mathbb{Z}} S_n f, \quad f \in L^2. \tag{2.7}
\]
Moreover, $S_n$ satisfies

$$S_n f(x) = -\int_{2^{n-1}}^{2^n} \frac{d}{dt} P_t f(x) dt,$$

so by the Cauchy–Schwartz inequality we have

$$|S_n f(x)|^2 \leq 2^{n-1} \int_{2^{n-1}}^{2^n} \left| \frac{d}{dt} P_t f(x) \right|^2 dt \leq \int_{2^{n-1}}^{2^n} \left| \frac{d}{dt} P_t f(x) \right|^2 dt.$$ 

Now summing over $n \in \mathbb{Z}$ and using (2.6) leads us to the conclusion that

$$\left\| \left( \sum_{n \in \mathbb{Z}} |S_n f|^2 \right)^{1/2} \right\|_2 \leq \frac{1}{\sqrt{2}} \| f \|_2.$$ 

(2.8)

Before we proceed let us mention that there is another way of defining the Riesz transform which results in a different maximal transform. However, as we will see, this case is easier to deal with. Let

$$P_t(x) = \frac{c_d}{2\pi \sqrt{d}} \frac{t}{\left( \frac{t}{2\pi \sqrt{d}} \right)^2 + |x|^2}^{d+1/2}$$

and

$$Q_j^t(x) = c_d \frac{x_j}{\left( \frac{t}{2\pi \sqrt{d}} \right)^2 + |x|^2}^{d+1/2},$$

be the Poisson kernel and the conjugate Poisson kernel, recall that $c_d$ was defined in (2.4). Note that we rescale the usual definition of the Poisson kernel to match (2.5). Their Fourier transform are

$$\hat{P}_t(\xi) = e^{-\frac{t |\xi|}{\sqrt{d}}}$$

and

$$\hat{Q}_j^t(\xi) = -i \frac{\xi_j}{|\xi|} e^{-\frac{t |\xi|}{\sqrt{d}}}.$$

which, together with the fact that the family $(P_t)_{t>0}$ is an approximate identity, immediately implies that for $f \in S$ we have $Q_j^t * f = R_j f * P_t \xrightarrow{t \to 0^+} R_j f$ pointwise. Thus, an equivalent definition of the Riesz transform is $R_j f(x) = \lim_{t \to 0^+} Q_j^t * f(x)$. This leads to the maximal Riesz transform

$$R_j^{*,P} f(x) = \sup_{t>0} \left| Q_j^t * f(x) \right|.$$ 

(2.9)

Now observe that the kernels $(P_t)_{t>0}$ are $L^1$ dilations of an integrable radially decreasing function $P_1$ of $L^1$ norm equal to 1, so by [14, Theorem 2.1.10] we have

$$R_j^{*,P} f = \sup_{t>0} \left| Q_j^t * f \right| = \sup_{t>0} \left| R_j f * P_t \right| \leq \| P_1 \|_1 \cdot \mathcal{M}(R_j f) = \mathcal{M}(R_j f),$$

(2.9)
where \( M \) is the centered Hardy–Littlewood maximal operator. In view of a dimension-free estimate of \( M \) due to Stein [23, Theorem 13] (see also [26]) this means that the inequality

\[
\left\| R_j^* P f \right\|_p \leq C_p \left\| R_j f \right\|_p
\]

holds for \( p \in (1, \infty) \) with the constant \( C_p \) independent of the dimension \( d \). Moreover, a recent result of Deleaval and Kriegler [10, Theorem 1] provides dimension-free bounds for the vector-valued Hardy–Littlewood maximal operator. Hence, using [10, Theorem 1] together with (2.9) and (1.4) we obtain

\[
\left\| \left( \sum_{j=1}^d \left| R_j^* P f \right|^2 \right)^{1/2} \right\|_p \leq C_p \| f \|_p
\]

(2.10)

for \( p \in (1, \infty) \) with \( C_p \) independent of the dimension \( d \).

Proving a version of (2.10) with \( R_j^* P \) replaced by \( R_j^* \) seems a much harder task.

## 3 A factorization of the truncated Riesz transform and multiplier estimates

First we state and prove results regarding the multipliers associated with the truncated Riesz transforms. Let \( m : [0, +\infty) \rightarrow \mathbb{C} \) be the function

\[
m(x) = \frac{2^\frac{d}{2} \Gamma \left( \frac{d+1}{2} \right)}{\sqrt{\pi}} \int_{2\pi x}^\infty r^{-\frac{d}{2}} J_{\frac{d}{2}}(r) dr.
\]

(3.1)

For \( \Re \nu > -\frac{1}{2} \) the symbol \( J_{\nu} \) denotes the Bessel function of the first kind defined by

\[
J_{\nu}(t) = \frac{t^\nu}{2^\nu \Gamma \left( \nu + \frac{1}{2} \right) \sqrt{\pi}} \int_{-1}^1 e^{its} \left( 1 - s^2 \right)^{\nu - \frac{1}{2}} ds, \quad t \geq 0,
\]

(3.2)

see e.g. [14, B.1]. It is known that for \( \nu \geq 0 \) the Bessel function satisfies \( |J_{\nu}(t)| \leq 1 \) (see [22, 10.14.1]) and \( |J_{\nu}(t)| \leq C(\nu) t^\nu \) (see [22, 10.14.4]). Using the assumption that \( d \geq 4 \) we thus see that (3.1) defines a bounded continuous function on \([0, \infty)\).

**Lemma 3.1** For each \( t > 0 \) the multiplier associated with the \( j \)-th truncated Riesz transform defined in (1.2) equals

\[
\widehat{K}_j^t(\xi) = -i \frac{\xi_j}{|\xi|} m(t |\xi|),
\]

where \( \xi \in \mathbb{R}^d, \xi \neq 0 \).
**Proof** First observe that $K_j^t(x) = K^1_j \left( \frac{x}{t} \right) t^{-d}$ which means that $\hat{K}_j^t(\xi) = \hat{K}_j^1(t\xi)$ and we can focus on $K_j := K_j^1$. Then we write

$$K_j(x) = c_d x_j \chi_{|x| > 1}(x) \frac{1}{|x|^{d+1}} = x_j K(x) \quad \text{with} \quad K(x) := c_d \chi_{|x| > 1}(x) \frac{1}{|x|^{d+1}}$$

so that $\hat{K}_j = -\frac{1}{2\pi i} \partial_j \hat{K}$. Since $K$ is radial, its Fourier transform $\hat{K}$ is also radial and has the form $\hat{K}(\xi) = h(|\xi|)$, where

$$h(x) = 2\pi c_d x^{-\frac{d}{2}+1} \int_1^{\infty} r^{-\frac{d}{2}-1} J_{\frac{d}{2}-1}(2\pi r x) dr,$$  \hspace{1cm} (3.3)

see e.g. [14, B.5]. Recalling the estimate $|J_d/2 - 1(x)| \leq 1$ we see that for $x > 0$ the integral in (3.3) is convergent and the function $h$ is well defined. Since by [22, 10.6.6] the Bessel function satisfies

$$\frac{1}{x} \frac{d}{dx} J_\alpha(x) x^\alpha = -J_{\alpha+1} x^{\alpha+1},$$  \hspace{1cm} (3.4)

differentiating (3.3) for $x > 0$ we obtain

$$h'(x) = -c_d(2\pi)^{\frac{d}{2}+1} \int_1^{\infty} r^{-\frac{d}{2}} J_d(r) dr.$$  

Passing with the derivative under the integral sign in (3.3) can be easily justified with the aid of (3.4). In summary we have proved that

$$\hat{K}_j(\xi) = -\frac{1}{2\pi i} \frac{\xi_j}{|\xi|} h'(|\xi|) = -i \frac{\xi_j}{|\xi|} \left(-\frac{1}{2\pi} h'(|\xi|) \right)$$

and noticing that $-h'(|\xi|) = 2\pi m(|\xi|)$ completes the reasoning. \hfill \Box

Let $M^t$, $t > 0$, be defined by

$$\hat{M^t f}(\xi) = m(t|\xi|) \hat{f}(\xi), \quad f \in L^2,$$  \hspace{1cm} (3.5)

and set

$$M^* f(x) = \sup_{t > 0} \left| M^t f(x) \right|.$$  \hspace{1cm} (3.6)

Since $m$ is a bounded function, Plancherel’s theorem implies that $M^t$ defines a bounded operator on $L^2$. Moreover, since $m$ is continuous, we see that if $f \in S$, then for each $x \in \mathbb{R}^d$ the mapping $t \mapsto M^t f(x)$ is continuous. In particular for such $f$ the supremum in the definition of $M^* f(x)$ may be restricted to rational numbers, which shows that the function $M^* f(x)$ is Borel measurable.
As a corollary of Lemma 3.1 we shall obtain a factorization of \( R^i_j \) in terms of \( M^i \) that is crucial for our purposes, see Corollary 3.3. For its proof we need a lemma on the density of \( R_j(L^p) \) in \( L^p \). For \( p = 2 \) this is an easy consequence of Plancherel’s theorem and (1.3). As we were unable to find in the literature a proof in the general case \( 1 < p < \infty \), we give ours below.

**Lemma 3.2** Let \( 1 < p < \infty \) and \( j = 1, \ldots, d \). Then the space \( R_j(L^p) \cap S \) is dense in \( L^p \). In particular \( R_j(L^p) \) is dense in \( L^p \).

**Proof** Throughout the proof we fix \( 1 < p < \infty \) and \( j = 1, \ldots, d \). It is sufficient to prove that \( (R_j)^2(L^p) \cap S \) is dense in \( L^p \) and this is our goal. Here the symbol \( (R_j)^2 \) denotes the two-fold composition \( (R_j)^2 = R_j \circ R_j \).

For \( t > 0 \) and \( f \in L^1 + L^\infty \) denote

\[
T^j_t f(x) = (4\pi t)^{-1/2} \int_{\mathbb{R}} \exp(-|x_j - y_j|^2/4t) f(x_1, \ldots, x_{j-1}, y_j, x_{j+1}, \ldots, x_d) dy_j.
\]

Then \( \{T^j_t\}_{t > 0} \) is the heat semigroup on \( \mathbb{R} \) applied to the \( j \)-th coordinate of \( \mathbb{R}^d \). It is a symmetric diffusion semigroup in the sense of Stein [25, Chapter 3]. Applying the Fourier transform for \( f \in S \) we obtain

\[
\hat{T}^j_t f(\xi) = \exp(-4\pi^2 t \xi_j^2) \hat{f}(\xi), \quad \xi \in \mathbb{R}^d.
\]

(3.7)

In particular if \( f \in S \), then also \( T^j_t f \in S \).

Take \( f \in S \). It is easy to show (see [14, Proposition 5.1.17]) that

\[
(R_j)^2(\Delta f) = -\partial^2_j f,
\]

(3.8)

where \( \Delta \) denotes the Laplacian on \( \mathbb{R}^d \). Using the Fourier inversion formula together with (3.7) and (3.8) we obtain for each \( t > 0 \)

\[
T^j_t f - f = \int_0^t T^j_s (\partial^2_j f) ds = -\int_0^t T^j_s ((R_j)^2(\Delta f)) ds
\]

\[
= -(R_j)^2 \left( \int_0^t T^j_s (\Delta f) ds \right).
\]

(3.9)

The integrals in (3.9) are Bochner integrals on \( L^2 \). Since \( f \in S \), we see that \( \lim_{t \to \infty} T^j_t f = 0 \) both pointwise and in the \( L^2 \) norm. Now invoking the \( L^p \) boundedness of the maximal operator \( f \mapsto \sup_{t > 0} |T^j_t f| \) (see [25, Chapter III, Section 3]) and the dominated convergence theorem we deduce that also \( \lim_{t \to \infty} \left\| T^j_t f \right\|_p = 0 \). Thus, denoting \( g_t = \int_0^t T^j_s (\Delta f) ds \) and coming back to (3.9) we see that \( (R_j)^2(g_t) \in S \) and

\[
\lim_{t \to \infty} \left\| (R_j)^2(g_t) - f \right\|_p = 0.
\]
Noticing that $g_t \in S$ we conclude that any $f \in S$ may be approximated arbitrarily close in the $L^p$ norm by an element of $(R_j)^2(S) \cap S$. At this point the density of $S$ in $L^p$ completes the proof.

Having proved Lemma 3.2 we now have all the ingredients for justifying the factorization announced earlier. Recall that the operators $M^t$ and $M^*$ are defined by (3.5) and (3.6), respectively.

**Corollary 3.3** Let $j = 1, \ldots, d$. Then for each $t > 0$ the truncated Riesz transform factorizes as

$$R^t_j f = M^t(R_j f), \quad f \in L^2.$$  

Moreover the maximal operator $M^*$ is bounded on all $L^p$ spaces, $1 < p < \infty$, and the optimal constant $C_p$ in the inequality $\|R^*_j f\|_p \leq C_p \|R_j f\|_p$ equals $\|M^*\|_{p \to p}$.

**Proof** Recalling (1.3) the decomposition (3.10) follows immediately from Lemma 3.1.

When studying the $L^p$ boundedness of $M^*$ by Lemma 3.2 it suffices to consider $M^* g$ with $g \in R_j(L^p) \cap S$. Note that for such $g$ the function $M^* g$ is measurable. Clearly, (3.10) implies $C_p \leq \|M^*\|_{p \to p}$. Applying (1.5) we see that $M^*$ is bounded on $R_j(L^p) \cap S$, which is a dense subset of $L^p$ by Lemma 3.2. Thus, using again (3.10) we see that $\|M^*\|_{p \to p} \leq C_p$. This completes the proof of the corollary.

**Remark 3** Using the argumentation in [18, Section 2] it is possible to obtain the factorization in Corollary 3.3 on the kernel level. Namely, for $t > 0$, we have $M^t f = h_t \ast f$, where $h_t(x) = -t^{-d} h(x/t)$ with $h$ being the function $h = \sum_{j=1}^d R_j(K^1_j)$, see [18, eq. (4), p. 959]. However, working at the kernel level does not lead to dimension-free estimates.

**Remark 4** Corollary 3.3 reduces the question of the $L^p$ control of $R^*_j$ by $R_j$ to the boundedness of the maximal operator $M^*$ with equality of norms. As we noted in the proof of the corollary inequality (1.5) implies that $M^*$ is indeed bounded on each $L^p$, $1 < p < \infty$. However, (1.5) only gives an estimate of an order $C_p \cdot 4^d$ for its $L^p$ norm, and the question of a dimension-free estimate on $L^p$, $p \neq 2$, for $M^*$ remains open.

**Remark 5** A necessary condition for a dimension-free boundedness of $M^*$ on $L^p$ is a dimension-free boundedness on $L^p$ of the single operator $M^1$. This is also not clear to us. What makes matters more complicated is the fact that the kernel function $h_1$ is not non-negative. Thus, in certain aspects our context furnishes difficulties that were not present in the case of dimension-free estimates for Hardy–Littlewood maximal functions over convex bodies studied in [4–6, 9, 21, 23, 26]. Indeed Hardy–Littlewood maximal operators are suprema over averaging operators, and each of these averaging operators is a positivity-preserving contraction on all $L^p$ spaces with $1 \leq p \leq \infty$.

By Corollary 3.3, Theorem 1.1 is equivalent to the following result.
**Theorem 3.4** Let $M^*$ be defined as in (3.6). Then for every $f \in L^2(\mathbb{R}^d)$ we have

$$
\| M^* f \|_2 \leq 2 \cdot 10^8 \| f \|_2.
$$

Till the end of this section we focus on proving Theorem 3.4 and on the operator $M^*$.

First we prove estimates for the multiplier $m$. We start with small arguments.

**Lemma 3.5** For $0 \leq x \leq \sqrt{d}$ we have

$$
|m(x) - 1| \leq 20 \frac{x}{\sqrt{d}}.
$$

**Proof** By [22, 10.22.43] we know that $m(0) = 1$, so

$$
m(x) - 1 = m(x) - m(0) = - \frac{2^d \Gamma \left( \frac{d+1}{2} \right)}{\sqrt{\pi}} \int_0^{2\pi x} r^{-d} J_d(r) dr.
$$

(3.11)

Now [14, B.6] gives

$$
J_\nu(x) = \frac{x^\nu}{2^\nu \Gamma(\nu + 1)} + S_\nu(x)
$$

with $S_\nu$ satisfying

$$
|S_\nu(x)| \leq \frac{2^{-\nu} x^{\nu+1}}{(\nu + 1) \Gamma(\nu + \frac{1}{2}) \sqrt{\pi}}.
$$

Hence, using (2.2) we estimate (3.11) as follows (recall that $\frac{x}{\sqrt{d}} \leq 1$)

$$
|m(x) - 1| \leq \frac{2\pi x \Gamma \left( \frac{d+1}{2} \right)}{\Gamma \left( \frac{d}{2} + 1 \right) \sqrt{\pi}} + \frac{1}{(\frac{d}{2} + 1) \pi} \int_0^{2\pi x} r dr
$$

$$
\leq \frac{2\sqrt{2\pi x}}{\sqrt{d}} + \frac{4\pi x^2}{d} \leq 20 \frac{x}{\sqrt{d}}.
$$

□

Our estimate for $m(x)$ when $x$ is large will be based on an inequality for the Bessel function $J_\nu$. This is essentially a restatement of [20, Lemma 4.1]. We present the proof in order to keep track of the constants.

**Lemma 3.6** For each $t \geq 0$ and $\nu \geq 0$ we have

$$
|J_\nu(t)| \leq \frac{2100 \nu^\nu}{2^\nu \Gamma \left( \nu + \frac{1}{2} \right) \sqrt{\nu \pi}} \left( e^{-\sqrt{\nu}} + e^{-\frac{\nu}{2}} \right).
$$


**Proof** Define for \( t \geq 0 \) and \( \nu \geq 0 \)

\[
M(t) := \sqrt{\nu} \int_{-1}^{1} e^{its} \sqrt{\nu} \left( 1 - s^2 \right)^{\nu - \frac{1}{2}} ds = \int_{-\sqrt{\nu}}^{\sqrt{\nu}} e^{its} \left( 1 - \frac{s^2}{\nu} \right)^{\nu - \frac{1}{2}} ds. \tag{3.12}
\]

Then, using the definition of the Bessel function (3.2) we see that

\[
J_{\nu}(t) = \frac{t^{\nu}}{2^{\nu} \Gamma \left( \nu + \frac{1}{2} \right) \sqrt{\nu \pi}} M \left( \frac{t}{\sqrt{\nu}} \right).
\]

Therefore in order to prove the lemma it suffices to show that

\[
|M(t)| \leq 2100 \left( e^{-t} + e^{-\frac{\nu}{5}} \right), \quad t \geq 0,
\tag{3.13}
\]

and till the end of the proof we focus on justifying (3.13).

We begin by splitting the second integral in (3.12) into two parts

\[
|M(t)| \leq \left| \int_{|s| \leq \sqrt{\nu}} e^{its} \left( 1 - \frac{s^2}{\nu} \right)^{\nu - \frac{1}{2}} ds \right| + \left| \int_{|s| \leq \sqrt{\nu}} e^{its} \left( 1 - \frac{s^2}{\nu} \right)^{\nu - \frac{1}{2}} ds \right|.
\tag{3.14}
\]

Then we observe that

\[
\left| \int_{|s| \leq \sqrt{\nu}} e^{its} \left( 1 - \frac{s^2}{\nu} \right)^{\nu - \frac{1}{2}} ds \right| \leq 2 \sqrt{\nu} \left( \frac{3}{4} \right)^{\nu - \frac{1}{2}} \leq 6 e^{-\frac{\nu}{8}}
\]

since \( 1 - \frac{s^2}{\nu} \leq \frac{3}{4} \) for \( |s| \geq \sqrt{\nu} \). This means that we can move on to estimating the second integral in (3.14). To do this we will change the contour of integration. However this will work only if \( \nu > \frac{4}{3} \), so we take care of \( \nu \leq \frac{4}{3} \) first. In this case we use (2.2) to write

\[
\left| \int_{|s| \leq \sqrt{\nu}} e^{its} \left( 1 - \frac{s^2}{\nu} \right)^{\nu - \frac{1}{2}} ds \right| \leq \sqrt{\nu} \int_{-1}^{1} \left( 1 - s^2 \right)^{\nu - \frac{1}{2}} ds
\]

\[
= \sqrt{\nu} \frac{\sqrt{\pi} \Gamma \left( \nu + \frac{1}{2} \right)}{\Gamma \left( \nu + 1 \right)} \leq \sqrt{\pi} \leq 3 e^{-\frac{\nu}{5}}.
\]

Now assume that \( \nu > \frac{4}{3} \) and let \( \gamma = \gamma_0 \cup \gamma_1 \cup \gamma_2 \cup \gamma_3 \) be the rectangle with the parametrization

\[
\gamma_0(s) := s \quad \text{for} \quad s \in \left[ -\sqrt{\nu}, \sqrt{\nu} \right],
\]

\[
\gamma_1(s) := is + \frac{\sqrt{\nu}}{2} \quad \text{for} \quad s \in [0, 1],
\]

 Springer
\[
\gamma_2(s) := -s + i \quad \text{for} \quad s \in \left[ -\frac{\sqrt{\nu}}{2}, \frac{\sqrt{\nu}}{2} \right],
\]
\[
\gamma_3(s) := i(1 - s) - \frac{\sqrt{\nu}}{2} \quad \text{for} \quad s \in [0, 1].
\]

The function \( z \mapsto e^{its} \left( 1 - \frac{s^2}{\nu} \right)^{v-\frac{1}{2}} \) is holomorphic in \( \{ z \in \mathbb{C} : |z| < \sqrt{\nu} \} \) so for \( \nu > \frac{4}{3} \) the Cauchy integral theorem gives

\[
\left| \int_{|s| \leq \frac{\sqrt{\nu}}{2}} e^{its} \left( 1 - \frac{s^2}{\nu} \right)^{v-\frac{1}{2}} ds \right| \leq \sum_{j \in \{1,3\}} \left| \int_0^1 e^{ity_j(s)} \left( 1 - \frac{\gamma_j(s)^2}{\nu} \right)^{v-\frac{1}{2}} ds \right|
\]
\[
+ \int_{|s| \leq \frac{\sqrt{\nu}}{2}} e^{it(i-s)} \left( 1 - \frac{(s-i)^2}{\nu} \right)^{v-\frac{1}{2}} ds.
\]

The first term can be estimated as

\[
\sum_{j \in \{1,3\}} \left| \int_0^1 e^{ity_j(s)} \left( 1 - \frac{\gamma_j(s)^2}{\nu} \right)^{v-\frac{1}{2}} ds \right| \leq 2 \left( \frac{3}{4} + \frac{1}{\nu} + \frac{1}{\sqrt{\nu}} \right)^{v-\frac{1}{2}} \leq 600 e^{-\frac{\nu}{8}}.
\]

Since \( e^{it(i-s)} = e^{-t e^{-its}} \), now it suffices to show that

\[
\left| \int_{|s| \leq \frac{\sqrt{\nu}}{2}} e^{-its} \left( 1 - \frac{(s-i)^2}{\nu} \right)^{v-\frac{1}{2}} ds \right| \leq 2100.
\]

Recall that \( \nu > \frac{4}{3} \) and observe that

\[
\left| 1 - \frac{(s-i)^2}{\nu} \right| \leq 1 - \frac{s^2 - 1}{\nu} + \frac{2|s|}{\nu} \leq \begin{cases} 1 + \frac{6}{\nu} & \text{if } |s| \leq \frac{5}{2} \\ 1 - \frac{25s^2}{25\nu} & \text{if } \frac{5}{2} \leq |s| \leq \frac{\sqrt{\nu}}{2} \end{cases}
\]

and thus

\[
\left| \int_{|s| \leq \frac{\sqrt{\nu}}{2}} e^{-its} \left( 1 - \frac{(s-i)^2}{\nu} \right)^{v-\frac{1}{2}} ds \right| \leq 5 \left( 1 + \frac{6}{\nu} \right)^{v-\frac{1}{2}} + \int_{|s| \leq \frac{\sqrt{\nu}}{2}} \left( 1 - \frac{s^2}{25\nu} \right)^{v-\frac{1}{2}} ds
\]
\[
\leq 5e^6 + 5\sqrt{\nu} \int_{-1}^1 \left( 1 - s^2 \right)^{v-\frac{1}{2}} ds
\]
\[
= 5e^6 + 5\sqrt{\nu} \frac{\sqrt{\pi} \Gamma \left( v + \frac{1}{2} \right)}{\Gamma \left( v + 1 \right)}
\]
\[
\leq 5e^6 + 5\sqrt{\pi} \leq 2100.
\]
This completes the proof of (3.13) and thus also the proof of Lemma 3.6. 

Applying Lemma 3.6 we now justify an estimate of \( m \) for large arguments.

**Lemma 3.7** For \( x \geq \sqrt{d} \) we have

\[
|m(x)| \leq 6 \cdot 10^4 \frac{\sqrt{d}}{x}.
\]

**Proof** We consider two cases. First we take \( x \geq d \). Recalling that \( |J_\nu(x)| \leq 1 \) and \( d \geq 4 \) we can estimate the integral in (3.1) by

\[
\left| \int_{2\pi x}^{\infty} r^{-\frac{d}{2}} J_\frac{d}{2}(r) dr \right| \leq \int_{2\pi x}^{\infty} r^{-\frac{d}{2}} dr \leq 2\frac{(2\pi x)^{1-\frac{d}{2}}}{d-2} \leq \frac{4(2\pi d)^{1-\frac{d}{2}}}{x}.
\]

Including the constant in (3.1) and using (2.1) for \( d \geq 4 \) gives

\[
|m(x)| \leq 8 \frac{(2\pi d)^{1-\frac{d}{2}}}{x} \Gamma \left( \frac{d+1}{2} \right) \leq \frac{8}{x} \sqrt{2\pi} \pi d (2\pi e)^{-\frac{d}{2}} e^{\frac{1}{6(d+1)}} \leq \frac{1}{x} \leq \sqrt{d}.
\]

(3.15)

The second case is when \( \sqrt{d} \leq x \leq d \). Then the integral in (3.1) can be split into two parts: from \( 2\pi x \) to \( 2\pi d \) and from \( 2\pi d \) to infinity; namely

\[
m(x) = \frac{2^d}{\sqrt{\pi}} \Gamma \left( \frac{d+1}{2} \right) \left( \int_{2\pi x}^{2\pi d} r^{-\frac{d}{2}} J_\frac{d}{2}(r) dr + \int_{2\pi d}^{\infty} r^{-\frac{d}{2}} J_\frac{d}{2}(r) dr \right) = I_1(x) + I_2.
\]

The second integral can be estimated as in (3.15)

\[
|I_2| = |m(d)| \leq \frac{\sqrt{d}}{d} \leq \frac{\sqrt{d}}{x}.
\]

To handle \( I_1 \), we use Lemma 3.6 which gives

\[
|I_1(x)| \leq \frac{2100\sqrt{2}}{\pi \sqrt{d}} \left( \int_{2\pi x}^{2\pi d} e^{-\frac{\sqrt{d}}{\sqrt{\pi} x}} dr + \int_{2\pi x}^{2\pi d} e^{-\frac{d}{\sqrt{\pi} x}} dr \right) \leq \frac{2100}{\pi} e^{-\frac{2\sqrt{d}}{\sqrt{\pi} x}} + 4200\sqrt{2} e^{-\frac{d}{\sqrt{\pi} x}} \leq 6 \cdot 10^4 \frac{\sqrt{d}}{x}.
\]

In the last inequality we used the fact that \( e^{-x} \leq \frac{1}{x} \) for \( x \geq 0 \). 

We will also need an estimate of the derivative of \( m \).

**Lemma 3.8** For all \( x \geq 0 \) we have

\[
|xm'(x)| \leq 10^4.
\]
\textbf{Proof} Differentiating (3.1) gives
\[ m'(x) = -\frac{2\sqrt{\pi} \Gamma \left( \frac{d+1}{2} \right)}{\pi x^{\frac{d}{2}}} J_{\frac{d}{2}}(2\pi x). \]

If \( x \geq d \), then we can estimate \( J_{\frac{d}{2}} \) by 1 and use (2.1) to get
\[ |xm'(x)| \leq \frac{2\Gamma \left( \frac{d+1}{2} \right)}{\pi x^{\frac{d}{2} - \frac{d-1}{2}}} \leq 2\sqrt{2}\pi d (2\pi e)^{-\frac{d}{2}} e^{\frac{1}{6(d+1)}} \leq 3. \]

Otherwise, when \( x < d \), we use Lemma 3.6 which yields
\[ |xm'(x)| \leq x \frac{2\sqrt{\pi} \Gamma \left( \frac{d+1}{2} \right)}{\pi x^{\frac{d}{2}}} \frac{2100\sqrt{2}}{2} (2\pi x)^{\frac{d}{2}} \sqrt{\frac{e^{-\frac{2\sqrt{2\pi}x}{\sqrt{d}}} + e^{-\frac{d}{2\pi}}}} \]
\[ = 4200\sqrt{2} \frac{x}{\sqrt{d}} \left( e^{-\frac{2\sqrt{2\pi}x}{\sqrt{d}}} + e^{-\frac{d}{2\pi}} \right) \leq \frac{2100}{\pi} + \frac{4200\sqrt{10}}{\sqrt{e}} \leq 10^4. \]

\[ \square \]

\section{4 Proof of Theorem 3.4}

Having established the technical results regarding the multiplier \( m \), we move on to the proof of Theorem 3.4. We estimate \( M^* \) as follows
\[ M^* f = \sup_{t > 0} |M^t f| \leq \sup_{n \in \mathbb{Z}} \left| M^{2^n} f \right| + \left( \sum_{n \in \mathbb{Z}} \sup_{t \in [2^n, 2^{n+1}]} \left| M^t f - M^{2^n} f \right|^2 \right)^{1/2}. \tag{4.1} \]

To bound the first part, we compare it with the maximal function of the Poisson semigroup
\[ \sup_{n \in \mathbb{Z}} \left| M^{2^n} f \right| \leq \sup_{n \in \mathbb{Z}} \left| M^{2^n} f - P_{2^n} f \right| + \left| P_* f \right|. \tag{4.2} \]

Since by (2.6) the norm of \( P_* \) is bounded on \( L^2 \) by 4, to estimate the first term in (4.1) it is enough to take care of the first term in (4.2).

\textbf{Theorem 4.1} For every \( f \in L^2 \) we have
\[ \left\| \sup_{n \in \mathbb{Z}} \left| M^{2^n} f \right| \right\|_2 \leq 1.3 \cdot 10^5 \| f \|_2. \]
Proof As noted above in order to prove the theorem it is enough to show that

\[
\left\| \sup_{n \in \mathbb{Z}} |M^{2^n} f - P^{2^n} f| \right\|_2 \leq 1.2 \cdot 10^5 \| f \|_2.
\]

Estimating the supremum by the sum and using Plancherel’s theorem we arrive at

\[
\left\| \sup_{n \in \mathbb{Z}} |M^{2^n} f - P^{2^n} f| \right\|_2^2 \leq \sum_{n \in \mathbb{Z}} \left\| M^{2^n} f - P^{2^n} f \right\|_2^2 = \sum_{n \in \mathbb{Z}} \left\| \hat{M}^{2^n} \hat{f} - \hat{P}^{2^n} \hat{f} \right\|_2^2.
\]

Recall that the multiplier symbol associated with \(M^t\) is \(m(t |\xi|)\) by (3.10) and the one of the Poisson semigroup \(P_t\) is \(e^{-t \sqrt{d}}\) by its definition (2.5). Combining these facts leads to

\[
\sum_{n \in \mathbb{Z}} \left\| \hat{M}^{2^n} \hat{f} - \hat{P}^{2^n} \hat{f} \right\|_2^2 = \sum_{n \in \mathbb{Z}} \left\| \left( m(2^n |\xi|) - e^{-2^n |\xi| / \sqrt{d}} \right) \hat{f} \right\|_2^2.
\]

(4.3)

Now we need to estimate the expression inside the norm. We split the analysis into two cases in order to use Lemma 3.5 and Lemma 3.7. First assume that \(2^n |\xi| \leq \sqrt{d}\). Then by Lemma 3.5 and the fact that \(1 - e^{-x} \leq x\) we have

\[
\left| m(2^n |\xi|) - e^{-2^n |\xi| / \sqrt{d}} \right| \leq |m(2^n |\xi|) - 1| + \left| e^{-2^n |\xi| / \sqrt{d}} - 1 \right| \leq 21 \frac{2^n |\xi|}{\sqrt{d}}.
\]

(4.4)

If, on the other hand, \(2^n |\xi| \geq \sqrt{d}\), then we use Lemma 3.7 and the fact that \(e^{-x} \leq \frac{1}{x}\) to get

\[
\left| m(2^n |\xi|) - e^{-2^n |\xi| / \sqrt{d}} \right| \leq 6 \cdot 10^4 \frac{\sqrt{d}}{2^n |\xi|}.
\]

(4.5)

Combining (4.4) and (4.5) gives

\[
\left| m(2^n |\xi|) - e^{-2^n |\xi| / \sqrt{d}} \right| \leq 6 \cdot 10^4 \min \left( \frac{2^n |\xi|}{\sqrt{d}}, \left( \frac{2^n |\xi|}{\sqrt{d}} \right)^{-1} \right).
\]

Squaring and summing over \(n \in \mathbb{Z}\) leads to

\[
\sum_{n \in \mathbb{Z}} \left| m(2^n |\xi|) - e^{-2^n |\xi| / \sqrt{d}} \right|^2 \leq 4 \cdot (6 \cdot 10^4)^2, \quad \xi \in \mathbb{R}^d.
\]

Plugging the inequality above into (4.3) finally gives

\[
\sum_{n \in \mathbb{Z}} \left\| \left( m(2^n |\xi|) - e^{-2^n |\xi| / \sqrt{d}} \right) \hat{f} \right\|_2^2 \leq (1.2 \cdot 10^5)^2 \| \hat{f} \|_2^2 = (1.2 \cdot 10^5)^2 \| f \|_2^2.
\]
This completes the proof of Theorem 4.1. □

Now we estimate the norm of the second term in (4.1).

**Theorem 4.2** For every $f \in S$ we have

\[
\left\| \left( \sum_{n \in \mathbb{Z}} \sup_{t \in [2^n, 2^{n+1}]} \left| M^t f - M^{2^n} f \right|^2 \right)^{1/2} \right\|_2 \leq 1.7 \cdot 10^8 \| f \|_2.
\]

**Proof** Since $f \in S$, we see that for each $x \in \mathbb{R}^d$ the function $t \mapsto M^t f(x)$ is continuous. Hence, an application of the numerical inequality (2.3) is legitimate. Using this inequality, the resolution of identity (2.7) given by $S_n$, and the triangle inequality on the space $L^2(\ell^2)$ we obtain

\[
\left\| \left( \sum_{n \in \mathbb{Z}} \sup_{t \in [2^n, 2^{n+1}]} \left| M^t f - M^{2^n} f \right|^2 \right)^{1/2} \right\|_2 \leq \sqrt{2} \sum_{l=0}^{\infty} \sum_{k \in \mathbb{Z}} \left\| \left( \sum_{n \in \mathbb{Z}} \sum_{m=0}^{2^l-1} \left( M^{2^n+2^{n-l}(m+1)} - M^{2^n+2^{n-l}m} \right) S_{k+n} f \right)^2 \right\|_2^{1/2}. \tag{4.6}
\]

Then we estimate the norm in the above expression in two ways. Similarly to the previous proof, by Plancherel’s theorem we have

\[
\left\| \left( \sum_{n \in \mathbb{Z}} \sum_{m=0}^{2^l-1} \left( M^{2^n+2^{n-l}(m+1)} - M^{2^n+2^{n-l}m} \right) S_{k+n} f \right)^2 \right\|_2^{1/2} = \sum_{n \in \mathbb{Z}} \sum_{m=0}^{2^l-1} \left\| \left( m \left( (2^n + 2^{n-l}(m + 1)) |\xi| \right) - m \left( (2^n + 2^{n-l}m) |\xi| \right) \right) \times \left( e^{-2^n + k \frac{|\xi|}{\sqrt{d}}} - e^{-2^n + k - 1 \frac{|\xi|}{\sqrt{d}}} \right) \hat{f}^2 \right\|_2.
\]

We estimate the first factor in the norm using Lemmas 3.5 and 3.7

\[
\left| m \left( (2^n + 2^{n-l}(m + 1)) |\xi| \right) - m \left( (2^n + 2^{n-l}m) |\xi| \right) \right| \leq 3 \cdot 10^5 \min \left( \frac{2^n |\xi|}{\sqrt{d}}, \left( \frac{2^n |\xi|}{\sqrt{d}} \right)^{-1} \right)
\]

and the second one by

\[
\left| e^{-2^n + k \frac{|\xi|}{\sqrt{d}}} - e^{-2^n + k - 1 \frac{|\xi|}{\sqrt{d}}} \right| \leq 3 \min \left( \frac{2^n + k |\xi|}{\sqrt{d}}, \left( \frac{2^n + k |\xi|}{\sqrt{d}} \right)^{-1} \right).
\]
The product of the right-hand sides of the two inequalities above can be further estimated by $10^6 \cdot 2^{-|k|}$, which gives

$$
\left\| \left( \sum_{n \in \mathbb{Z}} \sum_{m=0}^{2^l-1} \left( M^{2n+2^{n-l}(m+1)} - M^{2n+2^{n-l}m} \right) S_{k+n} f \right)^2 \right\|^2_2 \\
\leq 10^{12} \cdot 2^{-|k|} \int_{\mathbb{R}^d} \min \left( \frac{2^n |\xi|}{\sqrt{d}}, \left( \frac{2^n |\xi|}{\sqrt{d}} \right)^{-1} \right) \left| \hat{f}(\xi) \right|^2 d\xi \\
\leq (2 \cdot 10^6)^2 2^{-|k|} 2^l \| f \|^2_2. 
$$

(4.7)

For the second way of estimating (4.6) note that Lemma 3.8 implies

$$
\left| m \left( (2^n + 2^{n-l} (m + 1)) |\xi| \right) - m \left( (2^n + 2^{n-l} m) |\xi| \right) \right| \\
\leq \int_{2^n + 2^{n-l} m}^{2^n + 2^{n-l} (m+1)} \left| t |\xi| m'(t |\xi|) \right| \frac{dt}{t} \leq 10^4 \cdot 2^{-l}.
$$

We use the above inequality, Plancherel’s theorem and (2.8) to continue (4.6) as follows

$$
\left\| \left( \sum_{n \in \mathbb{Z}} \sum_{m=0}^{2^l-1} \left( M^{2n+2^{n-l}(m+1)} - M^{2n+2^{n-l}m} \right) S_{k+n} f \right)^2 \right\|^2_2 \\
\leq 10^8 \cdot 2^{-l} \sum_{n \in \mathbb{Z}} \| S_{k+n} f \|^2_2 \leq 10^8 \cdot 2^{-l} \| f \|^2_2. 
$$

(4.8)

Putting (4.7) and (4.8) together we reach

$$
\left\| \left( \sum_{n \in \mathbb{Z}} \sum_{m=0}^{2^l-1} \left( M^{2n} f - M^{2^n} f \right) \right)^2 \right\|^2_2 \\
\leq 2 \cdot 10^6 \sqrt{2} \sum_{l=0}^{\infty} \sum_{k \in \mathbb{Z}} 2^{-l} \min \left( 1, 2^{-|k|} \right) \| f \|^2_2 \\
\leq 1.7 \cdot 10^8 \| f \|^2_2.
$$

The proof of Theorem 4.2 is completed.

\( \square \)

In the light of (4.1), Theorems 4.1 and 4.2, the proof of Theorem 1.1 is concluded.

## 5 Proof of Theorem 1.3

Throughout the proof we fix $p \in (1, \infty)$. The reasoning is a minor variation on [13]. We use the method of rotations which lets us express the Riesz transform in terms of
the Hilbert transform. For basic facts regarding Hilbert transforms used in the proof see \cite[Sections 5.1 and 5.2.3]{14}. For a unit vector $\theta \in \mathbb{R}^d$ and $\varepsilon > 0$ define

$$H_\varepsilon^\theta f(x) = \frac{1}{\pi} \int_{|t| > \varepsilon} f(x - t\theta) \frac{dt}{t} \quad \text{and} \quad H^\theta f(x) = \sup_{\varepsilon > 0} |H_\varepsilon^\theta f(x)|;$$

here we take $x \in \mathbb{R}^d$ and $f \in S$. The latter operator is the directional maximal Hilbert transform. For a Schwartz function $g : \mathbb{R} \to \mathbb{C}$ we also let

$$H_\varepsilon g(x) = \frac{1}{\pi} \int_{|t| > \varepsilon} g(x - t) \frac{dt}{t} \quad \text{and} \quad H^\varepsilon g(x) = \sup_{\varepsilon > 0} |H_\varepsilon g(x)|,$$

be the truncated Hilbert transform on $\mathbb{R}$ and the maximal Hilbert transform on $\mathbb{R}$, respectively. Since $H^\varepsilon$ is bounded on $L^p(\mathbb{R})$ for $p \in (1, \infty)$, this is also the case for $H^\varepsilon_\theta$ on $L^p(\mathbb{R}^d)$. Moreover, the $L^p(\mathbb{R}^d)$ norm of $H^\varepsilon_\theta$ equals the $L^p(\mathbb{R})$ norm of $H^\varepsilon$. In particular $\|H^\varepsilon_\theta\|_{p \to p}$ depends only on $p \in (1, \infty)$ and not on $\theta$ nor on the dimension $d$. For details on these statements see the proof of \cite[Theorem 5.2.7]{14}.

Using \cite[5.2.20]{14} we may write

$$R^j_t f(x) = \frac{c_d \pi}{2} \int_{S^{d-1}} \theta_j H^\theta_t f(x) d\theta,$$

where $c_d$ is defined in (2.4) and $S^{d-1}$ denotes the unit sphere in $\mathbb{R}^d$. Now observe that for every $x \in \mathbb{R}^d$ there exists $\lambda(x) = (\lambda_1, \ldots, \lambda_d) \in S^{d-1}$ such that

$$|R^j_t f(x)| = \sum_{j=1}^d \lambda_j(x) R^j_t f(x) = \frac{c_d \pi}{2} \int_{S^{d-1}} \langle \lambda(x), \theta \rangle H^\theta_t f(x) d\theta.$$

Taking the supremum of both sides of the above equality we obtain

$$\sup_{t > 0} |R^j_t f(x)| \leq \frac{c_d \pi}{2} \int_{S^{d-1}} |\langle \lambda(x), \theta \rangle H^\theta_t f(x)| d\theta.$$

Then we use Hölder’s inequality with $\frac{1}{p} + \frac{1}{q} = 1$ and the fact that the spherical measure is invariant under rotations, which results in

$$\sup_{t > 0} |R^j_t f(x)| \leq \frac{c_d \pi}{2} \left( \int_{S^{d-1}} |\langle \lambda(x), \theta \rangle|^q d\theta \right)^{1/q} \left( \int_{S^{d-1}} H^\theta_t f(x)^p d\theta \right)^{1/p} = \frac{c_d \pi}{2} \left( \int_{S^{d-1}} |\theta_1|^q d\theta \right)^{1/q} \left( \int_{S^{d-1}} H^\theta_t f(x)^p d\theta \right)^{1/p}.$$
The first integral can be estimated with the help of [13, (1)] which says that

$$\int_{S^{d-1}} |\theta_1|^q d\theta = S_{d-1} \frac{\Gamma\left(\frac{d}{2}\right) \Gamma\left(\frac{q+1}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{d+q}{2}\right)},$$

where $S_{d-1} := \frac{2\pi^{d/2}}{\Gamma\left(\frac{d}{2}\right)}$ is the surface area of $S^{d-1}$. This leads to the estimate

$$\left\| \sup_{t > 0} |R^t f(x)| \right\|_p \lesssim c_d S_{d-1}^{1/q} \left( \frac{\Gamma\left(\frac{d}{2}\right) \Gamma\left(\frac{q+1}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{d+q}{2}\right)} \right)^{1/q} \left( \int_{\mathbb{R}^d} \int_{S^{d-1}} H_0^* f(x)^p d\theta dx \right)^{1/p}$$

$$= c_d S_{d-1}^{1/q} \left( \frac{\Gamma\left(\frac{d}{2}\right) \Gamma\left(\frac{q+1}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{d+q}{2}\right)} \right)^{1/q} \left( \int_{S^{d-1}} \|H_0 f\|_p^p d\theta \right)^{1/p}$$

$$\leq c_d S_{d-1} \left( \frac{\Gamma\left(\frac{d}{2}\right) \Gamma\left(\frac{q+1}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{d+q}{2}\right)} \right)^{1/q} \|H^*\|_{L^p(\mathbb{R}) \to L^p(\mathbb{R})} \|f\|_p.$$

(5.1)

The symbol $\lesssim$ in the inequality above denotes an estimate up to a multiplicative factor independent of the dimension. Now we use Stirling’s formula (more precisely inequality (2.1)) to estimate the gamma functions above as follows

$$\frac{\Gamma\left(\frac{d}{2}\right) \Gamma\left(\frac{q+1}{2}\right)}{\Gamma\left(\frac{d+q}{2}\right)} \leq \sqrt{2\pi} \left(\frac{d}{2}\right)^{d-1} e^{-\frac{d}{2}} \left(\frac{q+1}{2}\right)^{\frac{q}{2}} e^{-\frac{q+1}{2} + \frac{1}{8(q+1)}} \leq \sqrt{2\pi} \left(\frac{d}{2}\right)^{d-1} \left(\frac{q+1}{2}\right)^{\frac{q}{2}} e^{-\frac{d+q-1}{2}} e^{-\frac{1}{8d} + \frac{1}{8(q+1)}} \leq \sqrt{2\pi} \left(\frac{d}{2}\right)^{-\frac{q}{2}} \left(\frac{q+1}{2}\right)^{\frac{q}{2}}.$$

Using the estimate $c_d S_{d-1} \leq \sqrt{\frac{2d}{\pi}}$ (see [13, (2)]), the above calculation, and the $L^p(\mathbb{R})$ boundedness of $H^*$ we continue (5.1) and obtain

$$\left\| \sup_{t > 0} |R^t f(x)| \right\|_p \lesssim C'_p 2^{\frac{1}{2d}} \sqrt{\frac{2d}{\pi}} \sqrt{\frac{2}{d}} \sqrt{\frac{q+1}{2}} \|f\|_p \leq C_p \|f\|_p,$$

where $C'_p$ and $C_p$ are constants that depend only on $p \in (1, \infty)$. Thus, Theorem 1.3 is justified.
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