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1. Introduction

It is well known that the most well-known examples of Hopf algebras ([14]) are the linear spans of (arbitrary) groups. Dually, also the vector space of linear functionals on a finite group carries the structure of a Hopf algebra. In the case of infinite groups, however, the vector space of linear functionals (with finite support) possesses no unit. Consequently, it is no longer a Hopf algebra but, more generally, a multiplier Hopf algebra in [16] and [17]. Considering finite groupoids, both their linear spans and the dual vector spaces of linear functionals carry weak Hopf algebra structures in [5] and [6]. Finally, removing the finiteness constraint in this situation, both the linear spans of arbitrary groupoids and the vector spaces of linear functionals with finite support on them are examples of weak multiplier Hopf algebras as introduced in [19] and [20] (also see [2] [3] [4] and [9] for more references). Especially, multiplier Hopf algebras and weak Hopf algebras are the special examples of weak multiplier Hopf algebras.

In the classical Hopf algebra action theory: Let $H$ be a finite Hopf algebra and $A$ be a left $H$-module algebra. Then the smash product $A\#H$ is a left $H^*$-module algebra via a natural way: $h^* \cdot (a\#h) = (a\#h^* \to h)$, where $h^* \to h = \sum h_{(1)}(h^*, h_{(2)})$ for all $a \in A, h \in H, h^* \in H^*$. Furthermore, it follows from [1] that
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there is an isomorphism \((A \# H) \# H^* \cong M_n(A)\), where \(n = \text{dim} H\) and \(M_n(A)\) is an algebra of \(n\)-by-\(n\) matrices over \(A\). For weak Hopf algebras this result was proved in [10] (also see [24]). For groupoids the result was studied in [11]. For multiplier Hopf algebras with integrals it was established in [8] (where infinite dimensional case was considered). In this paper, we will show that this result can be extended to weak multiplier Hopf algebras with integrals in some form.

The paper is organized as follows.

First we recall some definitions and propositions related to weak multiplier Hopf algebras in Section 2. In Section 3 we define the notion of an action of a weak multiplier Hopf algebra \(A\) on an algebra \(R\) and study some examples. In Section 4, we discuss the smash product \(R \# A\) for a left \(A\)-module algebra \(R\).

In Section 5 we consider the pairing between a weak multiplier Hopf algebra \(A\) with integrals and its dual \(\hat{A}\). The main result is Proposition 5.5 and 5.6. These results will be basic for the theory in the next section.

In Section 6 we will get the main results of this paper. We first get some properties of bi-smash products. Then we apply them to any dual pair of algebraic quantum groupoids. Finally we obtain the main duality theorem in Theorem 6.1.

In the paper, we always consider the non-unital associative algebra \(A\) over \(C\) with non-degenerate product. By this one means that: given \(a \in A\) we have \(a = 0\) if either \(ab = 0\) for all \(b \in A\) or \(ba = 0\) for all \(b \in A\). We will also require the algebra \(A\) to be idempotent (i.e. \(A^2 = A\)). Clearly, also the algebra \(A^{\text{op}}\) on the same vector space \(A\) with the opposite multiplication is idempotent and non-degenerate, whenever \(A\) is so.

For any algebra \(A\), recall from [16] that a left multiplier of \(A\) is a linear map \(l : A \rightarrow A\) such that \(l(ab) = l(a)b\) for all \(a, b \in A\). A right multiplier of \(A\) is a linear map \(r : A \rightarrow A\) such that \(r(ab) = ar(b)\) for all \(a, b \in A\). A multiplier of \(A\) is a pair \((l, r)\) of a left and a right multiplier such that \(r(a)b = al(b)\) for all \(a, b \in A\). We denote by \(L(A)\), \(R(A)\), and \(M(A)\) the left, right, and multipliers of \(A\). It is clear that the composition of maps makes these vector spaces into algebras. If \(A\) has an identity then \(A = M(A) = L(A) = R(A)\) (cf.[16]).

We will use \(1\) for the identity in \(M(A)\) and we will use \(\iota\) to denote the identity map of each vector space. And if \(B\) is another non-unital non-degenerate algebra, we have the following natural embeddings \(A \otimes B \subseteq M(A) \otimes M(B) \subseteq M(A \otimes B)\).

2. Preliminaries on weak multiplier Hopf algebras

In this section we will recall the definition and some properties of weak multiplier Hopf algebras.

Recall from the Definition 1.1 in [19] that a \textit{coproduct} on an algebra \(A\) is a homomorphism \(\Delta : A \rightarrow M(A \otimes A)\) such that

- \(\Delta(a)(1 \otimes b)\) and \((a \otimes 1)\Delta(b)\) are in \(A \otimes A\) for all \(a, b \in A\),
• \(\Delta\) is coassociative in the sense that
\[
(c \otimes 1 \otimes 1)(\Delta \otimes \iota)(\Delta(a)(1 \otimes b)) = (\iota \otimes \Delta)((c \otimes 1)\Delta(a))(1 \otimes 1 \otimes b)
\]
for all \(a, b, c \in A\).

The coproduct \(\Delta\) is called full if the smallest subspaces \(V\) and \(W\) of \(A\) satisfying

\[
\Delta(A)(1 \otimes A) \subseteq V \otimes A \quad \text{and} \quad (A \otimes 1)\Delta(A) \subseteq A \otimes W
\]

are equal to \(A\). The coproduct \(\Delta\) is called regular if \(\Delta(a)(b \otimes 1)\) and \((1 \otimes a)\Delta(b)\) are in \(A \otimes A\) for all \(a, b \in A\).

For a coproduct \(\Delta\) on \(A\), the canonical maps \(T_1\) and \(T_2\) from \(A \otimes A\) to \(A \otimes A\) are defined by
\[
T_1(a \otimes b) = \Delta(a)(1 \otimes b) \quad \text{and} \quad T_2(a \otimes b) = (a \otimes 1)\Delta(b).
\]

If \(\Delta\) is regular, we define \(T_3\) and \(T_4\) on \(A \otimes A\) by
\[
T_3(a \otimes b) = (1 \otimes b)\Delta(a) \quad \text{and} \quad T_4(a \otimes b) = \Delta(b)(a \otimes 1).
\]

Recall from the Definition 1.8 of [19] that a linear map \(\varepsilon : A \to \mathbb{C}\) is called a counit on an algebra \(A\) with a coproduct \(\Delta\) if
\[
(\varepsilon \otimes \iota)(\Delta(a)(1 \otimes b)) = ab \quad \text{and} \quad (\iota \otimes \varepsilon)((a \otimes 1)\Delta(b)) = ab
\]
for all \(a, b \in A\).

For any vector space \(A\), denote by \(\text{fl}\) the flip map \(A \otimes A \to A \otimes A, a \otimes b \mapsto b \otimes a\). For a non-unital algebra \(A\) with a non-degenerate multiplication, and for a coproduct \(\Delta : A \to M(A \otimes A)\), define a multiplicative linear map \(\Delta^{\text{cop}} : A \to M(A \otimes A)\) via
\[
\Delta^{\text{cop}}(a)(b \otimes c) := \text{fl}(\Delta(a)(c \otimes b)) \quad \text{and} \quad (b \otimes c)\Delta^{\text{cop}}(a) := \text{fl}((c \otimes b)\Delta(a))
\]
and define \(\Delta_{13} : A \to M(A \otimes A \otimes A)\) by
\[
\Delta_{13}(a)(b \otimes c \otimes d) := (\iota \otimes \text{fl})(\Delta(a)(b \otimes d) \otimes c)
\]
and
\[
(b \otimes c \otimes d)\Delta_{13}(a) := (\iota \otimes \text{fl})(b \otimes d)\Delta(a) \otimes c).
\]

Recall from the Definition 1.14 of [20] that a weak multiplier Hopf algebra is a pair \((A, \Delta)\) of a non-degenerate idempotent algebra \(A\) with a full coproduct \(\Delta\) and a counit satisfying the following conditions:

(i) there exists an idempotent \(E \in M(A \otimes A)\) giving the ranges of the canonical maps:
\[
E(A \otimes A) = T_1(A \otimes A) \quad \text{and} \quad (A \otimes A)E = T_2(A \otimes A);
\]

(ii) the element \(E\) satisfies
\[
(\iota \otimes \Delta)E = (E \otimes 1)(1 \otimes E) = (1 \otimes E)(E \otimes 1); \quad (2.1)
\]
(iii) the kernels of the canonical maps are of the form

\[ \text{Ker}(T_1) = (1 - G_1)(A \otimes A) \quad \text{and} \quad \text{Ker}(T_2) = (1 - G_2)(A \otimes A) \]

where \( G_1 \) and \( G_2 \) are the linear maps from \( A \otimes A \) to itself, given as

\[ (G_1 \otimes \iota)(\Delta_{13}(a)(1 \otimes b \otimes c)) = \Delta_{13}(a)(1 \otimes E)(1 \otimes b \otimes c) \]

and

\[ (\iota \otimes G_2)((a \otimes b \otimes 1)\Delta_{13}(c)) = (a \otimes b \otimes 1)(E \otimes 1)\Delta_{13}(c) \]

for all \( a, b, c \in A \).

A weak multiplier Hopf algebra is called regular if the coproduct is regular and if also \((A, \Delta_{\text{cop}})\) is a weak multiplier Hopf algebra. This is the same as requiring that also \((A^{\text{op}}, \Delta)\) is a weak multiplier Hopf algebra.

**Remark 2.1.**

i) Let \((A, \Delta)\) be a regular weak multiplier Hopf algebra. As the same as in a regular multiplier Hopf algebra case (see Proposition 2.2 in [8]), we know from Proposition 2.21 in [21] that \( A \) has local units. More precisely, let \( a_1, a_2, \ldots, a_n \) be elements in \( A \). Then there exist elements \( e, f \) in \( A \) such that \( ea_i = a_i \), and \( a_if = a_i \), for all \( i \).

We would like to use a formal expression for \( \Delta(a) \) when \( a \in A \). The problem is that \( \Delta(a) \) is not in \( A \otimes A \) in general. We know however that \( \Delta(a)(1 \otimes b) \in A \otimes A \) for all \( a, b \in A \). We will use the Sweedler notation and write \( \Delta(a) = \sum a^{(1)} \otimes a^{(2)} \in M(A \otimes A) \) for any \( a \in A \). Then we know that \( \Delta(a)(1 \otimes b) \in A \otimes A \) for all \( a, b \in A \) and we will write \( \Delta(a)(1 \otimes b) = \sum a^{(1)} \otimes a^{(2)}b \). Then we say that \( a^{(2)} \) is covered by \( b \) in this equation. Now, we know that there is an element \( e \in A \) such that \( b = eb \) and we can think of \( \sum a^{(1)} \otimes a^{(2)} \) to stand for \( \Delta(a)(1 \otimes e) \). Of course, this is still dependent on \( b \). But we know that for several elements \( b \), we can use the same \( e \). Note that it should be careful when one uses the Sweedler notation in weak multiplier Hopf algebras everywhere.

ii) If the element \( E \) exists and satisfies the first condition, we can show that the coproduct \( \Delta \) has a unique extension to a homomorphism \( \bar{\Delta} : M(A) \rightarrow M(A \otimes A) \). We denote the extension still by \( \Delta \). In a similar way, we can extend \( \iota \otimes \Delta \) and \( \Delta \otimes \iota \) to the homomorphisms from \( M(A \otimes A) \) to \( M(A \otimes A \otimes A) \). So we can give a meaning to the formulas \((\iota \otimes \Delta)E\) and \((\Delta \otimes \iota)E\). We will call \( E \) the canonical idempotent. It is uniquely determined and it satisfies

\[ E\Delta(a) = \Delta(a) = \Delta(a)E \tag{2.2} \]

for all \( a \in A \).

There is a unique antipode \( S \) from \( A \) to \( M(A) \). Recall from Proposition 3.5 and 3.7 in [19] that the antipode \( S \) is an anti-algebra and an anti-coalgebra map. Moreover the antipode satisfies \( \sum S(a^{(1)})a^{(2)}S(a^{(3)}) = S(a) \) and

\[ \sum a^{(1)}S(a^{(2)})a^{(3)} = a \tag{2.3} \]
for all $a \in A$. If $A$ is regular then the antipode is a bijective map from $A$ to itself (see Definition 4.5 in [19]).

Let $(A, \Delta, \varepsilon, E, S)$ be a regular weak multiplier Hopf algebra. For any $a \in A$, we have the following four linear maps $\varepsilon_s, \varepsilon_t, \varepsilon'_s$ and $\varepsilon'_t$ from $A$ to $M(A)$ (see Proposition 2.1 and Remark 2.22 i) in [21]):

$$
\begin{align*}
\varepsilon_s(a) &= (\varepsilon \otimes \varepsilon)((1 \otimes a)E) = \sum a(1_2)S(a(2))a(1_1), \\
\varepsilon_t(a) &= (\varepsilon \otimes \varepsilon)(E(1 \otimes a)) = \sum a(a(1))S(a(2))a(1), \\
\varepsilon'_s(a) &= (\varepsilon \otimes \varepsilon)(E(1 \otimes a)) = \sum a(a(1))S^{-1}(a(2))a(1), \\
\varepsilon'_t(a) &= (\varepsilon \otimes \varepsilon)(E(a \otimes 1)) = \sum a(a(1))S^{-1}(a(2))a(1).
\end{align*}
$$

We will call $\varepsilon_s(A)$ the source algebra and $\varepsilon_t(A)$ the target algebra as in [21]. They can be identified resp. with the left and the right leg of $E$. We have $\varepsilon_s(a)\varepsilon_t(b) = \varepsilon_s(a)\varepsilon_s(b)$ and

$$
\varepsilon_t(a)\varepsilon_t(b) = \varepsilon_t(\varepsilon_t(a)b),
$$

where $a, b \in A$. In the regular case, they embed in $M(A)$ in such a way that their multiplier algebras $M(\varepsilon_s(A))$ and $M(\varepsilon_t(A))$ still embed in $M(A)$. These multiplier algebras are denoted by $A_s$ and $A_t$ resp. They are still commuting subalgebras of $M(A)$.

For a regular weak multiplier Hopf algebra, the multiplier algebras of the source and target algebras satisfy

$$
\begin{align*}
A_s &= \{ y \in M(A) \mid \Delta(ay)(1 \otimes b) = \Delta(a)(1 \otimes yb) \text{ for all } a, b \in A \}, \\
A_t &= \{ x \in M(A) \mid (1 \otimes c)\Delta(xa) = (cx \otimes 1)\Delta(a) \text{ for all } a, c \in A \}.
\end{align*}
$$

For element $y \in A_s$ and $x \in A_t$, we have $\Delta(y) = E(1 \otimes y) = (1 \otimes y)E$ and

$$
\Delta(x) = (x \otimes 1)E = E(x \otimes 1).
$$

For all $a \in A$, we also have from Proposition 2.7 in [21] that $\varepsilon_s(ay) = \varepsilon_s(a)y, \varepsilon_t(ya) = \varepsilon_t(a)S(y), \varepsilon_t(xa) = x\varepsilon_t(a)$ and $\varepsilon_s(ax) = S(x)\varepsilon_s(a)$.

We also list some formulas here. For any regular weak multiplier Hopf algebra $A$, we have (see [21]):

$$
\begin{align*}
E(a \otimes 1) &= \sum \Delta(a(1))(1 \otimes S(a(2))) = \sum a(1) \otimes \varepsilon_t(a(2)), \\
(1 \otimes a)E &= \sum (S(a(1)) \otimes 1)\Delta(a(2)) = \sum \varepsilon_s(a(1)) \otimes a(2), \\
E(1 \otimes a) &= \sum \Delta(a(2))(S^{-1}(a(1)) \otimes 1) = \sum \varepsilon'_s(a(1)) \otimes a(2),
\end{align*}
$$

for all $a \in A$. For any $y \in A_s$, we have:

$$
E(y \otimes 1) = E(1 \otimes S(y)).
$$

We now make an important remark about the covering of the previous formulas (see [21]).
Remark 2.2. i) First rewrite the (images of the) canonical maps $T_1$ and $T_2$, and of $T_3$ and $T_4$ in the regular case, using the Sweedler notation, as
\[ \Delta(a)(1 \otimes b) = \sum a_{(1)} \otimes a_{(2)}b \quad \text{and} \quad (c \otimes 1)\Delta(a) = \sum ca_{(1)} \otimes a_{(2)} \] (2.10) and
\[ (1 \otimes b)\Delta(a) = \sum a_{(1)} \otimes ba_{(2)} \quad \text{and} \quad \Delta(a)(c \otimes 1) = \sum a_{(1)}c \otimes a_{(2)} \]
where $a,b,c \in A$. In all these four expressions, either $a_{(1)}$ is covered by $c$ and or $a_{(2)}$ by $b$. This is by the assumption put on the coproduct, requiring that the canonical maps have range in $A \otimes A$.

If we first apply $S$ in the first or the second factor of the expressions in the formulas (2.10) and then multiply, we get the two elements
\[ \sum S(a_{(1)})a_{(2)}b \quad \text{and} \quad \sum ca_{(1)}S(a_{(2)}) \]
where $a,b,c \in A$. This is used to define the source and target maps above.

ii) Next consider the expressions
\[ \sum a_{(1)} \otimes S(a_{(2)})b \quad \text{and} \quad \sum cS(a_{(1)}) \otimes a_{(2)} \] (2.11) and
\[ \sum a_{(1)} \otimes ba_{(2)}S(a_{(2)}) \quad \text{and} \quad \sum S(a_{(1)})c \otimes a_{(2)} \]
where $a,b,c \in A$. In the first two formulas, we have a covering by the assumption that the generalized inverses $R_1$ and $R_2$ of the canonical maps exist as maps on $A \otimes A$ with range in $A \otimes A$ (see [20]). In the second pair of formulas, we have a good covering only in the regular case.

If we simply apply multiplication on the expressions in the formulas (2.11), we get the two elements
\[ \sum a_{(1)}S(a_{(2)})b \quad \text{and} \quad \sum cS(a_{(1)})a_{(2)} \]
where $a,b,c \in A$. This is also used to define the source and target maps above.

iii) Now, we combine the coverings obtained in the part i) and the part ii). Consider e.g. the two expressions:
\[ \sum \Delta(a_{(1)})(1 \otimes S(a_{(2)})b) \quad \text{and} \quad \sum (cS(a_{(1)}) \otimes 1)\Delta(a_{(2)}) \]
where $a,b,c \in A$. The first expression above is obtained by applying the canonical map $T_1$ to the first of the two expressions in (2.11). So this gives an element in $A \otimes A$ and we know that it is $E(a \otimes b)$ as we can see from the formula (2.6) above. Similarly, the second expression above is obtained by applying the canonical map $T_2$ to the second of the two expressions in (2.11). We know that this is $(b \otimes a)E$ as we see from the formula (2.7) above. Remark that $E(a \otimes b)$ and $(b \otimes a)E$ belong to $A \otimes A$ because by assumption $E \in M(A \otimes A)$, but that on the other hand, it is not obvious (as we see from the above arguments) that the expressions that we obtain for these elements belong to $A \otimes A$. 
iv) Finally, as a consequence of the above statements, also the four expressions

\[ \sum S(a^{(1)})a^{(2)}S(a^{(3)})b \quad \text{and} \quad \sum c a^{(1)}S(a^{(2)})a^{(3)} S(a^{(3)}) \]

are well-defined in \( A \) for all \( a, b, c \in A \). This justifies a statement made earlier about the properties of the antipode (see [21]).

And once again, in all these cases, the Sweedler notation is just used as a more transparent way to denote expressions. We refer to the coverings just to indicate how the formulas with the Sweedler notation can be rewritten without the use of it.

3. Module algebras over weak multiplier Hopf algebras

3.1. Definition and module extension

In this section, we fix a weak multiplier Hopf algebra \((A, \Delta)\). We do not assume that it is regular. We know that \( A \) still admits local units in the non-regular case, see Proposition 2.21 in [21].

By a left \( A \)-module we mean a vector space \( R \) equipped with a bilinear map \( A \otimes R \rightarrow R, a \otimes r \mapsto ar \) satisfying \((ab)r = a(br)\) for all \( r \in R \) and \( a, b \in A \). It is called unital if \( AR = R \). The module is called non-degenerate if \( r \in R \) and \( ar = 0\) for all \( a \in A \), implies \( r = 0 \). A unital module is automatically non-degenerate because we have local units. In this case, one can show the following.

**Proposition 3.1.** If \( R \) is a unital left \( A \)-module, then it is non-degenerate.

Let us give an important remark about the unital module which is from Section 3 in [8]. We just copy it here because it will help the reader to understand the Sweedler notation or the covering.

**Remark 3.1.** Let \( R \) be a unital \( A \)-module. Since \( A \) has local units, then there exists an \( e \in A \) such that \( ex = x \) for any \( x \in R \). Moreover, for all \( x_1, x_2, ..., x_n \in R \), we have an element \( e \) such that \( ex_i = x_i \) for all i. It means that elements in a unital \( A \)-module will cover elements \( a^{(k)} \in A \).

Next we show that unital \( A \)-modules can be extended to modules over \( M(A) \). This will help to explain the formulas in Definition 3.1.

**Theorem 3.1.** Let \( R \) be a unital left \( A \)-module. Then there is a unique extension to a left \( M(A) \)-module with \( 1x = x \) for all \( x \in R \), here \( 1 \in M(A) \).

For the proof we refer to Proposition 3.3 in [8]. Note that if \( A \) does not have local units, we can also get the above result. We only need \( R \) to be unital and non-degenerate. Let \( r \in R, m \in M(A) \). Since \( R \) is unital, we can write \( r = \sum a_i x_i \) where \( a_i \in A \) and \( x_i \in R \) for all i. Then we can define the action of \( M(A) \) by \( mr = \sum (ma_i)x_i \). It is well-defined because the module is non-degenerate.
If $R$ and $S$ are unital left $A$-modules, then we can make $R \otimes S$ into a unital left $(A \otimes A)$-module by $(a \otimes b)(r \otimes s) = ar \otimes bs$. By the above theorem we can extend it to a module over the multiplier algebra $M(A \otimes A)$. Now we can consider the action of $A$ on $R \otimes S$ by $a(r \otimes s) = \Delta(a)(r \otimes s)$. But the action is not unital any more since $T_1$ and $T_2$ are not surjective. Fortunately we can show that the subspace $E(R \otimes R)$ is a non-degenerate and unital module under the action. This is because $\Delta(A)(A \otimes A) = E(A \otimes A)$.

**Definition 3.1.** Let $R$ be an algebra and $R$ a unital left $A$-module via $a \otimes x \mapsto a \triangleright x$ for all $a \in A, x \in R$. Then $R$ is called a left $A$-module algebra if the following condition holds:

$$a \triangleright (xy) = \sum (a_{(1)} \triangleright x)(a_{(2)} \triangleright y)$$  

(3.1)

for all $a \in A, x, y \in R$.

Since $R$ is a unital left $A$-module we know that the elements $x$ and $y$ can be used to cover $a_{(1)}$ and $a_{(2)}$. We can also explain this expression as

$$a \triangleright m(x \otimes y) = m(\Delta(a) \triangleright (x \otimes y))$$  

(3.2)

where $m$ denotes multiplication in $R$.

**Proposition 3.2.** Let $R$ be a left $A$-module algebra. The following properties hold for all $r, r' \in R$ and $y \in \varepsilon_s(A)$,

$$m(E \triangleright (r \otimes r')) = rr'$$  

(3.3)

and

$$(y \triangleright r)r' = r(S(y) \triangleright r').$$  

(3.4)

**Proof.** (i) Note that $E \in M(A \otimes A)$, so the formula (3.3) is meaningful. For any $a \in A$,

$$a \triangleright m(E \triangleright (r \otimes r')) \overset{(3.1)}{=} m(\Delta(a)E \triangleright (r \otimes r')) \overset{(2.2)}{=} m(\Delta(a) \triangleright (r \otimes r')) \overset{(3.2)}{=} a \triangleright (rr').$$

By the non-degeneracy of the module, we get $m(E \triangleright (r \otimes r')) = rr'$.

(ii) Remark that by Theorem 3.1 we have a left $M(A)$-module, so the formula (3.4) is meaningful. Take any element $y$ in $\varepsilon_s(A)$, for any $a \in A$ we have

$$a \triangleright ((y \triangleright r)r') \overset{(3.1)}{=} \sum ((a_{(1)}y) \triangleright r)(a_{(2)} \triangleright r') \overset{(2.9)}{=} \sum (a_{(1)} \triangleright r)((a_{(2)}S(y)) \triangleright r') \overset{(3.1)}{=} a \triangleright (r(S(y) \triangleright r')).$$

Because the module is non-degenerate we find $(y \triangleright r)r' = r(S(y) \triangleright r')$. 

\qed
Assume that $R$ has a unit $1_R$ and $A$ is regular. Then we find
\[ a \triangleright 1_R = (a \triangleright 1_R)1_R \]
\[ = (a \triangleright 1_R) \otimes a(2)S(a(3)) \triangleright 1_R \]
\[ = \sum (a(1) \triangleright (1_R \otimes 1_R)) \]
\[ = \sum a(1) \triangleright (S(a(2)) \triangleright 1_R) \]
\[ = \varepsilon_t(a) \triangleright 1_R. \]

In the fourth and fifth equalities $a(2)$ is covered by $1_R$.

In the case of a multiplier Hopf algebra, this result means $a \triangleright 1_R = \varepsilon(a)1_R$, which is a true and known result. The above one generalizes this to weak multiplier Hopf algebras.

Let $A$ be a multiplier Hopf algebra and assume that $R$ is a left $A$-module algebra. In [8] the authors have extended the action of $A$ on $R$ to the multiplier algebra $M(R)$. Now we will generalize the theory to regular weak multiplier Hopf algebras.

**Proposition 3.3.** Let $A$ be a regular weak multiplier Hopf algebra. For any $a \in A$ and $r, r' \in R$, we have
\[ (ar)r' = \sum a(1)(rS(a(2))r'), \]
and
\[ r(ar') = \sum a(2)((S^{-1}(a(1))r)r'). \]

**Proof.** First remark that $a(2)$ is covered by $r'$ in the first formula and that $a(1)$ is covered by $r$. For the first formula we have
\[ \sum a(1)(rS(a(2))r') \]
\[ = \sum (a(1)r)(\varepsilon_t(a(2))r') \]
\[ = \sum (S^{-1}(\varepsilon_t(a(2)))a(1)r)r' \]
\[ = \sum (ar)r'. \]

For the second equality we have
\[ \sum a(2)((S^{-1}(a(1))r)r') \]
\[ = \sum (\varepsilon'_s(a(1))r)(a(2)r') \]
\[ = (E(1)r)(E(2)ar') \]
\[ = r(ar'), \]
where we use the Sweedler type notation: $E = E(1) \otimes E(2)$. 

Now inspired by the proposition above we can extend the action of $A$ from $R$ to $M(R)$. 


Proposition 3.4. Let $A$ be a regular weak multiplier Hopf algebras and assume that $R$ is a left $A$-module algebra. Then we can extend this action of $A$ from $R$ to $M(R)$. Also $a1 = \varepsilon_t(a)$ for any $a \in A$.

Proof. Let $a \in A, m \in M(R), r \in R$, we will define $am \in M(R)$ by

$$(am)r = \sum a_{(1)}(m(S(a_{(2)}))r)$$

$$r(am) = \sum a_{(2)}((S^{-1}(a_{(1)}))r)m).$$

As in the above proposition, we have well coverings for the two expression. Next we first show that the action is well-defined, it means that we need to prove that $am$ is actually a multiplier in $M(R)$. For this, let $r, s \in R$, we have

$$(r(am))s = \sum (a_{(2)}((S^{-1}(a_{(1)}))r)m))s.$$ 

On the other hand we have

$$r((am)s) = \sum r(a_{(1)}(m(S(a_{(2)}))s)))$$

$$= \sum a_{(2)}((S^{-1}(a_{(1)}))r)(m(S(a_{(3)}))s))$$

$$= \sum (a_{(2)}((S^{-1}(a_{(1)}))r)m)(\varepsilon_t(a_{(3)}))s)$$

$$= \sum (a_{(2)}((S^{-1}(a_{(1)}))r)m))s. \quad (3.4)$$

Next we will show that $M(R)$ is a left $A$-module. Let $a, b \in A, m \in M(R)$. Then for any $r \in R$, we have

$$(ab)m \in M(R) \quad \text{and} \quad (am)r = \sum (a_{(1)}S(a_{(2)})r) = \sum a_{(1)}b_{(1)}(m(S(b_{(2)})S(a_{(2)}))r)$$

$$= \sum a_{(1)}((bm)(S(a_{(2)}))r))$$

$$= (a(bm))r.$$ 

If $m = 1$, we have

$$(a1)r = \sum a_{(1)}(S(a_{(2)}))r = \sum (a_{(1)}S(a_{(2)}))r = \varepsilon_t(a)r,$$

so we have $a1 = \varepsilon_t(a)$ for any $a \in A$. 

So far we know that we can make $M(R)$ into a left $A$-module, but we can not make sure it is still a module algebra since $M(R)$ is not unital any more. However we do know that the action is non-degenerate. If $m \in M(R)$ and $am = 0$ for all $a$, by the definition we have \(\sum a_{(1)}(m(S(a_{(2)}))x)) = 0\) for all $x \in R$. We can write $x$ as $\sum S(b_i)x_i(b_i \in A, x_i \in R)$ and use the fullness of $\Delta$, then we can get the non-degeneracy.

3.2. Examples

Now let us treat some examples and special cases.
3.2.1. The trivial action

Let $A$ be a weak multiplier Hopf algebra. Then $\varepsilon_t(A)$ is an $A$-module algebra with the module action

$$a \triangleright \varepsilon_t(b) = \varepsilon_t(a \varepsilon_t(b)) = \varepsilon_t(ab)$$

for all $a, b \in A$.

It is easy to show that $\varepsilon_t(A)$ is an $A$-module. Since $A$ is idempotent, we know that $\varepsilon_t(A)$ is a unital $A$-module. Take $a, x, y \in A$, we have

$$a \triangleright (\varepsilon_t(x)\varepsilon_t(y)) = a(\varepsilon_t(\varepsilon_t(x)y)) = \varepsilon_t(a\varepsilon_t(x)y).$$

On the other hand,

$$\varepsilon_t(a_1)x\varepsilon_t(a_2)y = \varepsilon_t(a_1)x(s(a_2))S(a_2)a_3)y$$

$$= \varepsilon_t(a_1)\varepsilon_t(x)\varepsilon_s(a_2)y$$

$$= \varepsilon_t(a_1)\varepsilon_s(a_2)\varepsilon_t(x)y$$

$$= \varepsilon_t(a_1)\varepsilon_t(x)y \tag{2.3}.$$}

In the first equality $a_3$ is covered by $y$. The third equality follows by the commutative of the two base algebras $\varepsilon_s(A)$ and $\varepsilon_t(A)$. So $\varepsilon_t(A)$ is an $A$-module algebra.

Moreover we can check the formula (3.3) in Proposition 3.2. For any $a, b, c, d \in A$ we have

$$mE \triangleright (\varepsilon_t(ab) \otimes \varepsilon_t(cd)) = m((E(a \otimes c)) \triangleright (\varepsilon_t(b) \otimes \varepsilon_t(d)))$$

$$= \varepsilon_t(a_1)b\varepsilon_t(a_2)\varepsilon_t(cd) \tag{2.6}$$

$$= \varepsilon_t(s(a_1)b)\varepsilon_t(cd) \tag{2.4}$$

$$= \varepsilon_t(a_1)\varepsilon_s(a_2)\varepsilon_t(b)\varepsilon_t(cd) \tag{2.3}$$

$$= \varepsilon_t(ab)\varepsilon_t(cd).$$

In the second equality $a_1$ is covered by $b$. The fourth one follows because $\varepsilon_t(A)$ and $\varepsilon_s(A)$ are commuting algebras.

For the second formula (3.4), we have

$$\varepsilon_t(a)(S(\varepsilon_s(c)) \triangleright \varepsilon_t(b)) = \varepsilon_t(a)e_t(S(c)\varepsilon_t(b))$$

$$= \varepsilon_t(a)e_t(S(c)\varepsilon_t(b)) \tag{2.4}$$

$$= \varepsilon_t(e_t(\varepsilon_s(c)a)b) \tag{2.4}$$

$$= (\varepsilon_s(c) \triangleright \varepsilon_t(a))\varepsilon_t(b).$$

The first equality follows by $S \circ \varepsilon_s = \varepsilon_t \circ S$. The third one follows by $\varepsilon_t(a)S(y) = \varepsilon_t(ya)$.

Now let us consider the module extension. From the above proposition and $M(\varepsilon_t(A)) = A_t$, we know that we can extend the action of $A$ from $\varepsilon_t(A)$ to $A_t$. For
any \( a, b, c \in A_t, x \in A_t \), we have

\[
x \varepsilon_t(a) = \varepsilon_t(xa) = \sum x_{(1)} a_{(1)} S(a_{(2)}) S(x_{(2)})
\]

(2.5)

\[
= \sum E(1) x \varepsilon_t(a) S(E(2))
\]

\[
= \sum E(1) (x (S(E(2)) \varepsilon_t(a)))
\]

where we use the Sweedler type notation: \( E = E(1) \otimes E(2) \). In the third equality we have a covering by multiplying any element in \( A \) from the left or right. The last equality follows by the commutative of the two base algebras and the fact that the restriction of \( S \) is an anti-isomorphism from \( \varepsilon_t(A) \) to \( \varepsilon_s(A) \) (see Proposition 2.16 in [21]).

From this formula we can get the non-degeneracy of the extended module. In fact, if \( A \) is a weak Hopf algebra, the formula means \( 1x = x \).

3.2.2. The groupoid case

Let \( G \) be any groupoid and consider the groupoid algebra \( \mathbb{C} G \). It is the space of complex functions with finite support on \( G \) with the convolution product. Denote the canonical embedding of \( G \) in \( \mathbb{C} G \) by \( p \mapsto \lambda_p \). When \( pq \) is defined we have \( \lambda_p \lambda_q = \lambda_{pq} \), otherwise the product is 0. The coproduct on \( A \) is given by \( \Delta(\lambda_p) = \lambda_p \otimes \lambda_p \) and the counit is given by \( \varepsilon(\lambda_p) = 1 \) for all \( p \). The canonical idempotent \( E \) in \( M(A \otimes A) \) is defined as \( \sum \lambda_p \otimes \lambda_e \), where the sum is taken over all units.

Let \( \alpha \) be an action of \( G \) on an set \( X \). It means that for every \( p \in G \) there is a subset \( X_p \) of \( X \) and a map \( \alpha_p : X_p \rightarrow X \) such that:

- If \( pq \) exists then \( X_q \subseteq X_{pq} \), \( \alpha_q(X_q) \subset X_p \) and \( \alpha_p \alpha_q(x) = \alpha_{pq}(x) \) for any \( x \in X_q \),
- If \( e \) is a unit in \( G \) then \( \alpha_e(x) = x \) for all \( x \in X_e \).

We also assume that the action is true. The action is called true if \( s \in X_p \) and \( \alpha_p(s) \in X_q \) imply \( pq \) is defined. For more information about the notion of an action of groupoid on a set we refer to [13].

By the definition we have \( \bigcup_{p \in G} X_p = X \), moreover \( \bigcup_{e \in X} X_e = X \) where the union is taken over the set of units. Let \( R \) be the algebra \( K(X) \) of complex functions with finite support on \( X \) and pointwise product. For each \( p \in G \), \( \gamma_p \) is a map from \( R \) to \( R \) which is defined as

\[
\gamma_p(f)(x) = \begin{cases} f(\alpha_{p^{-1}}(x)), & \text{if } x \in X_{p^{-1}}, \\ 0, & \text{otherwise.} \end{cases}
\]

For any \( f \in R, x \in X \). If \( pq \) is defined, we have

\[
\gamma_p \gamma_q(f)(x) = \begin{cases} \gamma_q(f)(\alpha_{p^{-1}}(x)), & \text{if } x \in X_{p^{-1}}, \\ 0, & \text{otherwise.} \end{cases}
\]

When \( x \in X_{p^{-1}} \), we have \( \alpha_{p^{-1}}(x) \in X_q^{-1} \). So

\[
\gamma_p \gamma_q(f)(x) = \gamma_q(f)(\alpha_{p^{-1}}(x)) = f(\alpha_{q^{-1}}(\alpha_{p^{-1}}(x))) = f(\alpha_{q^{-1}p^{-1}}(x)) = \gamma_{pq}(f)(x).
\]
When \( x \not\in X_{p-1} \), we have

\[
\gamma_p \gamma_q(f)(x) = 0 = \gamma_{pq}(f)(x).
\]

If \( pq \) is not defined and \( x \in X_{p-1} \). Since the action is true we get \( \alpha_{p-1}(x) \not\in X_{q-1} \).

So we can also get \( \gamma_p \gamma_q(f) = \gamma_{pq}(f) \).

So we finally get

\[
\gamma_p \gamma_q = \begin{cases} 
\gamma_{pq}, & \text{if } pq \text{ is defined}, \\
0, & \text{otherwise}.
\end{cases}
\]

Now we can associate an action of \( A \) on \( R \) by \( \lambda_p \triangleleft f = \gamma_p(f) \) for \( p \in G, f \in R \).

Next we show that \( R \) is an \( A \)-module algebra. It is easy to see that \( R \) is an \( A \)-module.

Let \( e \) be a unit in \( G \), we have

\[
\gamma_e(f)(x) = \begin{cases} 
\sum a(1)xS(a(2)) & \text{if } x \in X_e, \\
0 & \text{otherwise}.
\end{cases}
\]

If we take \( f \) with support in \( X_e \), then \( \gamma_e f = f \). So the action is unital as \( \bigcup X_e = X \).

Finally, for any \( f, g \in R, x \in X \),

\[
\lambda_p(fg)(x) = \gamma_p(fg)(x) = \begin{cases} 
(fg)(\alpha_{p-1}(x)) & \text{if } x \in X_{p-1}, \\
0 & \text{otherwise}.
\end{cases}
\]

On the other hand,

\[
((\lambda_p f)(\lambda_p g))(x) = (\lambda_p f)(x)(\lambda_p g)(x) = \begin{cases} 
(f(\alpha_{p-1}(x))g(\alpha_{p-1}(x))) & \text{if } x \in X_{p-1}, \\
0 & \text{otherwise}.
\end{cases}
\]

So \( R \) is a \( \mathbb{C}G \)-module algebra.

### 3.2.3. The adjoint action

Now we consider a regular weak multiplier Hopf algebra \( A \). Take \( a \in A \) and define a map \( \alpha_a : A \rightarrow A \) by \( \alpha_a(x) = \sum a(1)xS(a(2)) \) where \( x \in A \). Observe that \( a(1) \) is covered by \( x \).

In what follows, we will still use the Sweedler type notation: \( E = E_{(1)} \otimes E_{(2)} \).

Let

\[
A_0 = \text{span}\{E_{(1)pS(E_{(2)}} | p, q \in A\}.
\]

Since we have \( \Delta(A)(A \otimes 1) = E(A \otimes A) \) and \( AS(A) = A \), so

\[
A_0 = \text{span}\{E_{(1)aS(E_{(2)}} | a \in A\} = \text{span}\{\alpha_a(x) | a, x \in A\}.
\]

Note that \( E(a \otimes 1) \in A \otimes \varepsilon(A) \) (see Remark 2.22 in [21]). Recall from Proposition 2.16 in [21] that we have

\[
E_{(1)aS(E_{(2)}} \in AS(\varepsilon(A)) \subseteq A\varepsilon_s(A) \subseteq A.
\]
Define a linear map $\phi : A \rightarrow A_0$, $a \mapsto E(1)aS(E(2))$. By definition $\phi$ is surjective.

**Proposition 3.5.** $A_0$ is a subalgebra of $A$.

**Proof.** Take $a, b \in A$. We write $\phi(a) = E(1)aS(E(2))$ and $\phi(b) = E(1)'bS(E(2)')$ where we use two copies $E = E(1) \otimes E(2)$ and $E = E(1)' \otimes E(2)'$ of $E$. Then we have

$$\phi(a)\phi(b) = E(1)aS(E(2))E(1)'bS(E(2)') = E(1)aS(S^{-1}(E(1))E(2))bS(E(2)')$$

$$= E(1)'E(1)aS(E(2))bS(E(2)')$$

$$= E(1)'aS(E(2))bS(E(2)')$$

$$= \phi(\phi(a)b).$$

In the third equality we use

$$(y \otimes 1)E = (1 \otimes S^{-1}(y))E$$

where $y$ is in the source algebra $\varepsilon_s(A)$. Note that we have everything well-covered here. In the first equality $E(1)$ is covered by $a$ and $E(1)'$ is covered by $b$. In the third equality the element $a$ covers $E(1)$ and $b$ covers $E(2)'$.  

**Proposition 3.6.** $A_0A = AA_0 = A$.

**Proof.** Note that $A_0 = \text{span}\{\sum a_{(1)}xS(a_{(2)}) \mid a, x \in A\}$, so one gets

$$AA_0 = \text{span}\{\sum ba_{(1)}xS(a_{(2)}) \mid a, b, x \in A\}.$$ 

Let $x$ be the local unit of $A$. Then we have

$$\text{span}\{\sum ba_{(1)}S(a_{(2)}) \mid a, b \in A\} \subseteq \text{span}\{\sum ba_{(1)}xS(a_{(2)}) \mid a, b, x \in A\}.$$ 

The left-hand side is $A\varepsilon(A)$ and because $A\varepsilon(A) = A$ we find that $AA_0 = A$. Similarly for the other equality.

**Proposition 3.7.** The product in $A_0$ is non-degenerate.

**Proof.** Let $a \in A_0$ and assume that $ab = 0$ for all $b \in A_0$, then $abc = 0$ for all $c \in A$. It means that $ax = 0$ for all $x \in A$, so $a = 0$.  

Moreover, we have the following propositions.

**Proposition 3.8.** For any $a \in A, y \in \varepsilon_s(A)$, we have $y\phi(a) = \phi(a)y$.

**Proof.** $y\phi(a) = yE(1)aS(E(2)) = E(1)aS(S^{-1}(y)E(2)) = \phi(a)y$.  

**Proposition 3.9.** Let $a \in A$ and assume that $a$ commutes with $\varepsilon_s(A)$. Then $\phi(a) = a$ and $\phi(ab) = a\phi(b)$ and $\phi(ba) = \phi(b)a$ for all $b \in A$.

It is easy to prove it. So we have that $\phi$ is a conditional expectation of $A$ onto $A_0$. Now we can give a characterization of $A_0$ and $M(A_0)$.  

Proposition 3.10. We have the following identities:

\[ A_0 = \{ a \in A \mid ay = ya, \forall y \in \varepsilon_s(A) \}, \]

and

\[ M(A_0) = \{ m \in M(A) \mid my = ym, \forall y \in \varepsilon_s(A) \}. \]

Proof. The first one is a consequence of Proposition 3.6 and Proposition 3.7. Now let us consider the multiplier algebra of \( A_0 \). We first want to show the inclusion "\( \subseteq \)". So take \( m \in M(A) \) and assume that \( y \in \varepsilon_s(A) \). For any \( a \in A_0, b \in A \), we have

\[ (my)a = m(ya) = m(ay) = y(ma) = (ym)a. \]

If we multiply any element in \( A \) from the left and use \( A_0A = A \), then we get

\[ (my)b = (ym)b. \]

Next we will show the inclusion "\( \supseteq \)". Take \( a \in A_0 \) and \( y \in \varepsilon_s(A) \), then

\[ (ma)y = m(ay) = y(ma) = y(ma). \]

It means that \( ma \in A_0 \). Similarly, we can get \( am \in A_0 \). Hence \( m \in M(A_0) \). \( \square \)

Proposition 3.11 (adjoint action). \( A_0 \) is an \( A \)-module algebra with the action \( \alpha : A \otimes A_0 \to A_0, \alpha_a(x) = \sum a_{(1)} x S(a_{(2)}) \), for any \( a \in A, x \in A_0 \).

Proof. Obviously \( A_0 \) is a unital left \( A \)-module. For all \( x, y \in A_0 \),

\[ \sum (a_{(1)} x S(a_{(2)}))(a_{(3)} y S(a_{(4)})) = \sum a_{(1)} x \varepsilon_s(a_{(2)}) y S(a_{(3)}) = \sum a_{(1)} x y S(a_{(2)}). \]

In the expression \( a_{(1)} x S(a_{(2)}) \), we observe that \( a_{(1)} \) is covered by \( x \). \( \square \)

3.2.4. The example associated with a separability idempotent

Now let us consider the example associated with a separability idempotent which is studied in [18] and [21].

Let \( B \) and \( C \) be non-degenerate algebras and assume that \( E \) is a regular separability idempotent in \( M(B \otimes C) \). We call \( E \) regular if it is a separability idempotent also when considered in \( M(B^{op} \otimes C^{op}) \). Consider the algebra \( P = C \otimes B \) with the coproduct \( \Delta(c \otimes b) = c \otimes E \otimes b \), where \( c \in C, b \in B \). Then \( (P, \Delta) \) is a regular weak multiplier Hopf algebra. The canonical idempotent \( E_P \) is \( 1 \otimes E \otimes 1 \). Let \( R \) be a left \( P \)-module algebra with action denoted by \( \triangleright \). Then \( R \) can be regarded as a \( C \)-module and a \( B \)-module through the following actions

\[ c \triangleright_C r = (c \otimes 1) \triangleright r, \quad b \triangleright_B r = (1 \otimes b) \triangleright r \]

for any \( c \in C, b \in B, r \in R \). For any \( s \in R \) we also have

\[ (c \otimes b) \triangleright r = c \triangleright_C (b \triangleright_B r) = b \triangleright_B (c \triangleright_C r) \]
and 
\[(c \otimes b) \triangleright rs = ((c \otimes E(1)) \triangleright r)((E(2) \otimes c) \triangleright s) = (E(1) \triangleright_B (c \triangleleft_C r))(E(2) \triangleright_C (b \triangleright_B s)) = (c \triangleleft_C r)(b \triangleright_B s).\]

If we consider the extended $M(P)$-module and the element $c \otimes 1$ in $M(P)$, then we get $c \triangleright_C (rs) = (c \triangleright_C r)s$. Similarly if we consider $1 \otimes c$, then $b \triangleright_C (rs) = r(b \triangleright_B s)$.

So there exists a left multiplier $\gamma_C(c)$ in $L(R)$ such that $c \triangleright_C r = \gamma_C(c)r$ and a right multiplier $\gamma_B(b)$ in $R(R)$ such that $b \triangleright_B r = r\gamma_B(b)$.

Note that $\varepsilon_s(P) = 1 \otimes B$ and $\varepsilon_t(P) = c \otimes 1$, so $(b \triangleright_B r)s = r(S_B(b) \triangleright_C s)$ for any $b \in B, c \in C, r, s \in R$. We can rewrite it as $(r\gamma_B(b))s = r(\gamma_C(S_B(b))s)$. Then $\gamma_B(b)$ is equal to $\gamma_C(S_B(b))$ as multipliers.

Now, we are ready to give the following proposition.

**Proposition 3.12.** As above, let $R$ be a left $P$-module algebra. For any $c \in C, b \in B, r \in R$, there exists a non-degenerate homomorphism $\gamma : C \rightarrow M(R)$ such that

(i) $c \triangleright_C r = \gamma(c)r$,
(ii) $b \triangleright_B r = r\gamma(S_B(b))$,
(iii) $(c \otimes b) \triangleright r = \gamma(c)r\gamma(S_B(b))$.

### 3.2.5. The dual action

Finally let us consider the examples that come from a dual pair of regular weak multiplier Hopf algebras. We will give the definition of a weak multiplier Hopf algebra pairing. Our idea is coming from [7]. In fact the definition is very similar to the case of multiplier Hopf algebras (see Definition 2.1 and Definition 2.8 in [7]).

Let $(A, \Delta)$ be a weak multiplier Hopf algebra. Recall from [9] or [22] that a linear functional $\varphi : A \rightarrow \mathbb{C}$ is called left invariant if $(i \otimes \varphi)\Delta(a) \in A_i$ for all $a \in A$. A non-zero left invariant functional is called a left integral on $A$; Similarly, a linear functional $\psi$ on $A$ is called right invariant if $(\psi \otimes i)\Delta(1) \in A_s$ for all $a \in A$. A non-zero right invariant functional is called a right integral on $A$.

Recall that $A_i$ and $A_s$ are defined as subspaces of $M(A)$ and so the above definition makes sense.

**Definition 3.2.** Let $A$ and $B$ be two regular weak multiplier Hopf algebras with enough integrals. Define two linear functions $af = \langle a, \cdot \rangle \in B'$ and $f_b := \langle \cdot, b \rangle \in A'$ where $a \in A, b \in B$. A pre-pairing between $A$ and $B$ is a bilinear form $\langle \cdot, \cdot \rangle$ from $A \times B$ to $\mathbb{C}$ satisfying the following: for all $a, a' \in A, b, b' \in B$

\[
(a f \otimes id)\Delta(b) \in B, \quad (id \otimes_a f)\Delta(b) \in B,

(f_b \otimes id)\Delta(a) \in A, \quad (id \otimes f_b)\Delta(a) \in A,

a f(id \otimes_a a')f\Delta(b) = a' f(a f \otimes id)\Delta(b) = a_{aa'} f(b),

f_b(id \otimes f_b)\Delta(b) = f_b(f_b \otimes id)\Delta(a) = f_{bb'}(a).
\]
The pre-pairing is called non-degenerate if $A$ and $B$ are dual with respect to the bilinear form.

Since $(af \otimes id)\Delta(b) \in B$ we will denote it as $\sum (a, b_{(1)})b_{(2)}$. Similarly for other cases. Remark that the Sweedler notation here is just a notation, thus we can denote formulas in a more transparent way.

For any pre-pairing we have the following four maps

$$
\varphi^l_{A,B} : A \otimes B \rightarrow B : a \otimes b \mapsto \sum (a, b_{(1)})b_{(2)} := a \triangleright b,
$$

$$
\varphi^r_{A,B} : B \otimes A \rightarrow B : b \otimes a \mapsto \sum (a, b_{(1)})b_{(2)} := b \triangleleft a,
$$

$$
\varphi^l_{B,A} : B \otimes A \rightarrow A : b \otimes a \mapsto \sum a_{(1)}(a_{(2)}, b) := b \triangleright a,
$$

$$
\varphi^r_{B,A} : A \otimes B \rightarrow A : a \otimes b \mapsto \sum a_{(2)}(a_{(1)}, b) := a \triangleleft b.
$$

**Definition 3.3.** The weak multiplier Hopf algebra pre-pairing $(A, B, \langle \cdot, \cdot \rangle)$ is called a **pairing** if the four maps defined above are surjective and $\varepsilon_A(a) = \langle a, 1 \rangle, \varepsilon_B(b) = \langle 1, b \rangle$, for any $a \in A, b \in B$.

**Remark 3.2.** In multiplier Hopf algebras theory, if one of the four maps is surjective then so do the others. We have similar results for weak multiplier Hopf algebras. But the proof is not the same and it involves a long paragraph to explain. We will discuss it in a separate paper. So in the definition above we require these four maps to be surjective.

We also need to give a meaning to the formula $\langle a, 1 \rangle$. We will explain it after the following proposition. And note that the formula is not involved in the following proposition.

**Proposition 3.13.** These four maps $\varphi^l_{A,B}, \varphi^r_{A,B}, \varphi^l_{B,A}, \varphi^r_{B,A}$ are actions, i.e. $(B, \varphi^l_{A,B})$ is a left $A$-module algebra and $(B, \varphi^r_{A,B})$ is a right $A$-module algebra. Analogously $(A, \varphi^l_{B,A})$ is a left $B$-module algebra and $(A, \varphi^r_{A,B})$ is a right $B$-module algebra.

**Proof.** Let us check the map $\varphi^l_{A,B}$. The action will be denoted by $\triangleright$. It is easy to show that $B$ is a left $A$-module. Since the map is surjective we know that $B$ is unital. So next we have to show that

$$
a \triangleright (bb') = \sum (a_{(1)} \triangleright b)(a_{(2)} \triangleright b')
$$

for all $a \in A, b, b' \in B$. Indeed, for any $x \in A$,

$$
\langle x, \sum (a_{(1)} \triangleright b)(a_{(2)} \triangleright b') \rangle = \sum \langle x_{(1)}, a_{(1)} \triangleright b \rangle \langle x_{(2)}, a_{(2)} \triangleright b' \rangle = \sum \langle x_{(1)}a_{(1)}, b \rangle \langle x_{(2)}a_{(2)}, b' \rangle = \langle xa, bb' \rangle = \langle x, a \triangleright (bb') \rangle.
$$
Since the module is unital so \( a(1) \) is covered by \( b \), then \( x(1) \) also be covered. The other cases are similar.

Since we have these four unital modules, the pairing on \( A \times B \) can be uniquely extended to \( A \times M(B) \) in such a way that
\[
\langle a, bm \rangle = (a \triangleright b, m) \quad \text{and} \quad \langle a, mb \rangle = (b \triangleright a, m)
\]
where \( a \in A, b \in B, m \in M(B) \). So we can give a meaning to the pairing of the form \( (a, 1) \) in \( A \times M(B) \). Remark that we have to show that this is well-defined. Similarly, the paring on \( A \times B \) can be extended to \( M(A) \times B \).

So for any \( (A, B) \) we have the following useful formula
\[
\langle a \otimes a', E_B \rangle = \langle a \otimes a', \Delta(1) \rangle = \varepsilon_A(aa')
\]
where \( a, a' \in A, 1 \in M(B) \).

Next we will give the definition of the dual space \( \hat{A} \) coming from Definition 2.8 in [22].

**Definition 3.4.** Let \( A \) be a regular weak multiplier Hopf algebra with a faithful set of integrals. Then we define \( \hat{A} \) as the space of linear functionals on \( A \) spanned by the elements of the form \( \varphi(a) \) where \( \varphi \) is a left integral of \( A \) and \( a \in A \).

We say that \( A \) has a faithful set of integrals if given an element \( x \in A \) we must have \( x = 0 \) if \( \varphi(ax) = 0 \) for any left integral \( \varphi \) and element \( a \in A \). Similarly also if \( \varphi(ax) = 0 \) for any left integral \( \varphi \) and element \( a \in A \), then \( x = 0 \). For more information about the integrals we also refer to [9].

If \( A \) is a regular weak multiplier Hopf algebra with a faithful set of integrals we call it an **algebraic quantum groupoid** (see Definition 2.10 in [22]). And the dual \( \hat{A} \) of an algebraic quantum groupoid \( A \) is a regular weak multiplier Hopf algebra (see Theorem 3.15 in [22]). For the convenience of studying the natural pairing \( \langle A, \hat{A} \rangle \) in Section 5 and Section 6, we here list Theorem 3.15 in [22] as follows.

**Theorem 3.2.** Let \( A \) be an algebraic quantum groupoid. Then the dual pair \( (\hat{A}, \hat{\Delta}) \) is a regular weak multiplier Hopf algebra with the following structure:

- **product**: \( (\omega \omega')(x) = (\omega \otimes \omega')(\Delta(x)) \);
- **counit**: \( \hat{\varepsilon} : \hat{A} \to \mathbb{C} \) defined by \( \hat{\varepsilon}(\omega) = \omega(1) \);
- **coproduct**: \( \hat{T} : \hat{A} \to M(\hat{A} \otimes \hat{A}) \) is determined by the following four identities:
  \[
  \hat{T}_1(\omega' \otimes \omega'') = \hat{\Delta}(\omega')(1 \otimes \omega''), \quad (x \otimes y, \hat{T}_1(\omega \otimes \omega')) = \langle T_2(x \otimes y), \omega \otimes \omega' \rangle,
  \]
  \[
  \hat{T}_2(\omega \otimes \omega') = (\omega \otimes 1)\hat{\Delta}(\omega'), \quad (x \otimes y, \hat{T}_2(\omega \otimes \omega')) = \langle T_1(x \otimes y), \omega \otimes \omega' \rangle;
  \]
- **antipode**: \( \hat{S} : \hat{A} \to \hat{A} \) defined by \( \langle x, \hat{S}(\omega) \rangle = \langle S(x), \omega \rangle \);
- **idempotent**: \( \hat{E} \in M(\hat{A} \otimes \hat{A}) \) defined by \( \langle x \otimes y, \hat{E} \rangle = \varepsilon(xy) \).

for all \( x, y \in A \) and \( \omega, \omega', \omega'' \in \hat{A} \).
Proposition 4.1. For any $R$-algebra. In this section we will use $\rhd$ to denote the action of $A$ on $R$. Define the product on $R \otimes A$ by

$$ (r \otimes a)(s \otimes b) = \sum r(a_{(1)} \rhd s) \otimes a_{(2)}b $$

(4.1)

for any $r, s \in R, a, b \in A$. Here $a_{(1)}$ is covered by $s$. Then we have the following proposition.

Proposition 4.2. The product given by (4.1) is associative.

Proof. For any $r, r', r'' \in R$ and $a, a', a'' \in A$,

$$ ((r' \otimes a')(r'' \otimes a'')(r \otimes a)) = \sum (r'(a'_{(1)} \rhd r'') \otimes a''(a'_{(2)}a'')(r \otimes a) $$

(4.1)

$$ = \sum (r'(a'_{(1)} \rhd (r''(a''_{(1)} \rhd r'))) \otimes a''(a'_{(2)}a')a $$

(4.1)

$$ = (r' \otimes a')((r'' \otimes a'')(r \otimes a)). $$

So $R \otimes A$ is an associative algebra with this product. We will use the notation $R\#A$ to denote $R \otimes A$ with the above product, and the elements $x \otimes a$ will be denoted by $x\#a$. We know that $R\#A$ can be considered as a $M(A \otimes A)$-module. So we can consider the space $E \triangleright (R\#A)$. The element $E \triangleright (r\#a)$ in $R\#A$ can be denoted by $E_{(1)} \triangleright r\#E_{(2)}a$. The formula is well covered because $R$ is unital.

Proposition 4.3. For any $r, s \in R, a, b \in A$. We have

$$ (E \triangleright (r\#a))(s\#b) = (r\#a)(s\#b) = (r\#a)(E \triangleright (s\#b)), $$

and

$$ E \triangleright ((r\#a)(s\#b)) = (E \triangleright (r\#a))(s\#b). $$

Proof. For any $r, s \in R, a, b \in A$, we have

$$ (E \triangleright (r\#a))(s\#b) = (E_{(1)} \triangleright r\#E_{(2)}a)(s\#b) $$

(4.1)

$$ = \sum (E_{(1)} \triangleright r)(E_{(2)}a)(s\#(E_{(2)}a)a_{(2)}b $$

(2.1)

$$ = \sum (E_{(1)} \triangleright r)((E_{(2)}a)(s)\#a_{(2)}b $$

(3.3)

$$ = \sum r(a_{(1)} \rhd s)\#a_{(2)}b $$

(3.3)

$$ = (r\#a)(s\#b). $$

(4.1)
On the other hand,

\[
(r \# a)(E \triangleright (s \# b)) = (r \# a)(E(1) \triangleright s \# E(2)b) = \sum r(a(1)E(1) \triangleright s) \# a(2)E(2)b
\]

\[
= \sum r(a(1) \triangleright s) \# a(2)b
\]

\[
= (r \# a)(s \# b).
\]

Now let us check the final equation.

\[
E \triangleright ((r \# a)(s \# b)) = \sum E(1) \triangleright (r(a(1) \triangleright s)) \# E(2)a(2)b
\]

\[
= \sum (E(1) \triangleright r)(E(2)a(1) \triangleright s) \# E(3)a(2)b
\]

\[
= \sum (E(1) \triangleright r)(E(2)a(1) \triangleright s) \# a(2)b
\]

\[
= (E \triangleright (r \# a))(s \# b).
\]

This completes the proof.

So \(E \triangleright (R \# A)\) is a subalgebra of \((R \# A)\), it is also a right ideal. Now we will investigate the product in \(E \triangleright (R \# A)\).

**Proposition 4.3.** The product in \(E \triangleright (R \# A)\) is non-degenerate.

**Proof.** For any \(\sum r_i \# a_i\) in \(R \# A\), assume that \((\sum r_i \# a_i)(s \# b) = 0\) for all \(s \in R, b \in A\). Then we get

\[
\sum r_{i(1)}(a_{i(1)} \triangleright s) \# a_{i(2)}b = 0.
\]

Apply \(\Delta\) and multiply by \(c \in A\), then we have

\[
\sum r_{i(1)}(a_{i(1)} \triangleright s) \otimes a_{i(2)}b \otimes a_{i(3)}b_2c = 0
\]

where \(b_{(2)}\) is covered by \(c\). Since \(\Delta(A)(1 \otimes A) = E(A \otimes A)\) and \(\Delta(a)E = \Delta(a)\), so

\[
\sum r_{i(1)}(a_{i(1)} \triangleright s) \otimes a_{i(2)}p \otimes a_{i(3)}q = 0
\]

for all \(s \in R, p, q \in A\). Apply \(S\) and replace \(s\) by \(mc\), this gives

\[
\sum r_{i(1)}((a_{i(1)}mc) \triangleright s) \otimes S(a_{i(2)})b \otimes a_{i(3)}q = 0
\]

for all \(m \in M(A), s \in R, b, c, q \in A\). Now replace \(m\) by \(S(a_{i(2)})b\) then we get

\[
\sum r_{i(1)}S(a_{i(2)})S(a_{i(2)})bc \triangleright s \otimes a_{i(3)}q = 0.
\]

Hence

\[
\sum (E(1) \triangleright r_i)(cb \triangleright s) \otimes E(2)a_iq = 0
\]

for all \(c, b, q \in A\) and \(s \in R\). Because \(R\) is unital and \(A\) is idempotent we can cancel \(cb \triangleright s\) and \(q\), then we obtain

\[
E \triangleright (\sum r_i \otimes a_i) = 0.
\]
On the other hand, suppose that $(s\# b)(\sum r_i\# a_i) = 0$ for all $s \in R$ and $b \in A$, then
$$\sum s(b(1)r_i) \otimes b(2)a_i = 0.$$
Multiply $a'$ from the left and use the fact $(1 \otimes A)\Delta(A) = (A \otimes A)E$, we get
$$s(bE(1) \triangleright r_i) \otimes b' E(2)a_i = 0.$$
As before, we can cancel $s, b, b'$ to get again $E \triangleright (\sum r_i \otimes a_i) = 0$. \hfill $\Box$

**Notation.** For the algebra $E \triangleleft (R \# A)$, we will use the notation $R \# E A$ instead and the element $E \triangleright (r \# a)$ will be denoted by $r \# E a$. And we call it the smash product algebra.

We can also form the smash product in the following way. Let $A$ be a regular weak multiplier Hopf algebra and let $R$ be a left $A$-module algebra. Then we have the following lemma.

**Lemma 4.1.** $R$ is a unital right $\varepsilon_t(A)$-module via
$$r \cdot \varepsilon_t(a) = S^{-1}(\varepsilon_t(a)) \triangleright r = \varepsilon'_t(a) \triangleright r$$
for all $r \in R, a \in A$.

**Proof.** It is easy to know that $R$ is a right $\varepsilon_t(A)$-module. From Proposition 2.10 in [21], $A$ can be regarded as a unital left $\varepsilon'_t(A)$-module. Because $R$ is unital, we have $R = AR = \varepsilon'_t(A)AR = \varepsilon'_t(A)R$. \hfill $\Box$

Also by Proposition 2.10 in [21], we know that $A$ is a unital left $\varepsilon_t(A)$-module. So we can define the tensor product $R \otimes_{\varepsilon_t(A)} A$. For concisely we will denote it by $R \otimes_t A$.

**Proposition 4.4.** Let $R$ be a left $A$-module algebra. Then the space $R \otimes_t A$ is a non-degenerate algebra with the product
$$(r \otimes_t a)(s \otimes_t b) = \sum r(a(1) \triangleright s) \otimes_t a(2)b$$
for all $r, s \in R$ and $a, b \in A$.

**Proof.** Remark that $a(2)$ is covered by $b$ or $s$ can be used to cover $a(1)$. First we show that the multiplication above is well defined. It means we have to show
$$(rx \otimes_t a)(s \otimes_t b) = (r \otimes_t xa)(s \otimes b)$$
for all $r \in R, a \in A, x \in \varepsilon_t(A)$. We have
$$(rx \otimes_t a)(s \otimes_t b) = \sum (rx)(a(1) \triangleright s) \otimes_t a(2)b$$
$$= \sum (S^{-1}(x)r)(a(1) \triangleright s) \otimes_t a(2)b$$
$$= \sum r(xa(1) \triangleright s) \otimes_t a(2)b$$
$$= (r \otimes_t xa)(s \otimes_t b).$$
The proof of the associativity of the product is straightforward. In a similar way as in Proposition 4.3 we can get the non-degeneracy of the product. 

Now we show that there is an isomorphism between \( R \otimes_t A \) and \( R \#_E A \).

**Proposition 4.5.** We have that \( R \otimes_t A \) is isomorphic with \( R \#_E A \).

**Proof.** For any \( r \in R, a \in A, x \in \varepsilon_t(A) \), define the map 
\[
f : R \otimes_t A \to R \#_E A : r \otimes xa \mapsto E_{(1)} r \otimes E_{(2)} xa.
\]
First we have to show that \( f \) is well-defined. It means that we must get 
\[
E_{(1)} r \otimes E_{(2)} xa = E_{(1)} S^{-1}(x) r \otimes E_{(2)} a.
\]
This is true since \( E(y \otimes 1) = E(1 \otimes S(y)) \) for any \( y \in \varepsilon_s(A) \). Obviously \( f \) is bijective. Finally it is easy to show that \( f \) is an isomorphism. 

In this paper we will mainly consider the algebra \( R \#_E A \). Let us study more properties about the algebra.

The product in \( R \#_E A \) is defined by the twist map 
\[
T : A \otimes R \to R \otimes A : a \otimes r \mapsto \sum a_{(1)} \triangleright r \otimes a_{(2)}
\]
where \( a \in A, r \in R \). We also know that \( T \) is bijective and its inverse is given by 
\[
T^{-1} : R \otimes A \to A \otimes R : x \otimes a \mapsto \sum a_{(2)} \otimes S_A^{-1}(a_{(1)}) \triangleright r
\]
So the product is given by \((m_R \otimes m_A)(id \otimes T \otimes id)\), here \( m_R \) and \( m_A \) denote the multiplication in \( R \) and \( A \), respectively. Remark that for the last expression, \( a_{(1)} \) is covered by \( r \).

If \( R \) has an identity \( 1_R \), then we have 
\[
(E \triangleright (1_R \# a))(E \triangleright (1_R \# b)) = E \triangleright ((1_R \# a)(1_R \# b)) = \sum \varepsilon_t(a_{(1)}) \triangleright 1_R \# E a_{(2)} b = \sum 1_R \# E \varepsilon_t(a_{(1)}) a_{(2)} b = 1_R \# E a b.
\]
It means that \( a \mapsto 1 \# E a \) is a homomorphism of \( A \) into \( R \#_E A \).

If \( A \) has an identity, then \( A \) is a weak Hopf algebra with \( E = \Delta(1) = 1_1 \otimes 1_2 \) (see Proposition 4.12 in [20]). And we have 
\[
(r \# 1)(s \# 1) = r(1_1 \triangleright s) \# 1_2 = rs(S(1_1)1_2 \triangleright 1) \# 1 = rs \# 1.
\]
This equality also gives a homomorphism of \( R \) into \( R \# A \) by \( r \mapsto r \# 1 \).

If \( A \) is a regular multiplier Hopf algebra, then it is the case which has been studied in [8]. If \( R \) and \( A \) have identities, then it is case which has been studied in [10, 24]. And \( 1 \otimes 1 \) is the identity in \( R \# A \).
Now let us consider the following useful homomorphisms which appeared in Proposition 5.7 in [8]. We will generalize it to weak multiplier Hopf algebras case.

**Proposition 4.6.** Let $A$ and $R$ be as before. For all $r, r' \in R, a, a' \in A$

(i) Define $\pi_A : A \to M(R \#_E A)$ by

$$\pi_A(a)(r \#_E a') = \sum a(1) r \#_E a(2)a'$$

$$(r \#_E a')\pi_A(a) = r \#_E aa'.$$

Then $\pi_A$ is a unital algebra homomorphism.

(ii) Define $\pi_R : R \to M(R \#_E A)$ by

$$\pi_R(r)(r' \#_E a) = rr' \#_E a$$

$$(r' \#_E a)\pi_R(r) = \sum r'(a(1) \triangleright r) \#_E a'(2).$$

Then $\pi_R$ is an algebra homomorphism.

**Proof.** (1) First we show that $\pi_A(a) \in M(R \#_E A)$. For all $r, r' \in R$ and $a, a', a'' \in A$ we have

$$(r' \#_E a'')(\pi_A(a)(r \#_E a')) = (r' \#_E a'') (\sum a(1) \triangleright r \#_E a(2)a')$$

$$= \sum r'((a_1' a_1) \triangleright r) \#_E a_2' a(2)a''$$

$$= ((r' \#_E a'')\pi_A(a))(r \#_E a').$$

So $\pi_A$ is well defined. Next we will show that $\pi_A$ is a homomorphism. For any $a, a'a'' \in A, r, r' \in R$, we have

$$\pi_A(aa')(r'' \#_E a'') = \sum (a(1) a(1)) \triangleright r \#_E a_2' a(2)a''$$

$$= \sum (\pi_A(a)\pi_A(a'))(r'' \#_E a'').$$

and

$$(r'' \#_E a'')\pi_A(aa') = r \#_E a'' a' \triangleright a'' = (r'' \#_E a'')\pi_A(a)\pi_A(a').$$

Since $A$ is idempotent and $\Delta(A)(1 \otimes A) = E(A \otimes A)$, we can get $\pi_A(A)(R \#_E A) = R \#_E A$. Then $\pi_A$ is a unital algebra homomorphism.

(2) The proof is similar.

**Remark 4.1.** With the above notation, $\pi_R$ is not unital any more. But if $R^2 = R$, then $\pi_R$ is unital. For any $r, r' \in R$ and $a \in A$, we have

$$(r' \#_E a)\pi_R(r) = \sum r'(a(1) \triangleright r) \#_E a'(2).$$

Because $\Delta(A)(1 \otimes A) = E(A \otimes A)$ and $R$ is unital, so the right-hand side is the element of the form

$$r' (E(1) \triangleright r) \#_E E(a).$$
It is also equal to
\[ E_{(1)}(r'(\varepsilon_s(E_{(2)})) r) \# E_{(3)} a. \]

If \( R^2 = R \), then the element of this form is actually equal to \( r \# E a \).

**Proposition 4.7.** For all \( r \in R, a \in A \), we have
\[ \pi_A(a)\pi_R(r) = \sum a_{(1)} \triangleright r \# E a_{(2)} \]
and
\[ \pi_R(r) \pi_A(a) = r \# E a. \]

**Proof.** The proof is straightforward. 

It follows that \( R \# E A = \pi_R(R)\pi_A(A) = \pi_A(A)\pi_R(R) \), with this proposition we can extend \( \pi_R \) from \( R \) to \( M(R) \). We also have the following universal property.

**Proposition 4.8.** Let \( A \) be a regular weak multiplier Hopf algebra, assume that \( R \) is an \( A \)-module algebra. Let \( B \) be an algebra over \( C \). If there exists homomorphisms \( \pi_A : A \rightarrow M(B) \) and \( \pi_R : R \rightarrow M(B) \) such that
\[ \pi_A(a)\pi_R(r) = \sum \pi_R(a_{(1)} \triangleright r)\pi_A(a_{(2)}) \]
for all \( a \in A, r \in R \). Then there is a homomorphism \( \pi : R \# E A \rightarrow M(C) \) such that
\[ \pi(r \# E a) = \pi_R(r)\pi_A(a). \]

**Proof.** Straightforward.

Now let us recall the definition of covariant module in [8].

**Definition 4.1.** Let \( A \) be a regular weak multiplier Hopf algebra and \( R \) be a left \( A \)-module algebra. Let \( V \) be a vector space which is both a left \( A \)-module and a left \( R \)-module. We say that \( V \) is a covariant \( A \# R \)-module if
\[ a(rv) = \sum (a_{(1)} r)(a_{(2)} v) \]
for all \( a \in A, r \in R, v \in V \).

\( V \) is called unital if it is unital both for \( A \) and \( R \). And \( V \) is called non-degenerate if it is non-degenerate both for \( A \) and \( R \). Note that if \( V \) is unital, then \( V \) is automatically a non-degenerate \( A \)-module.

The following theorem gives the relation between the covariant modules and the smash product modules (cf. [23]). The result is similar to the result for actions of locally compact groups on \( C^* \)-algebras (see Section 7.6 in [12]). And in [8] the authors also obtain the result for multiplier Hopf algebras. Now we are going to show that it is also true for weak multiplier Hopf algebras.
Theorem 4.1. Assume that $R^2 = R$. Then there is a one-to-one correspondence between unital $R\#_EA$-modules and covariant $R\cdot A$-modules with unital actions. And if one is non-degenerate, so is the other.

Proof. Suppose we have a left $R\#_EA$-module $V$ which is unital. Then we can extend $V$ to a $M(R\#_EA)$-module. With the homomorphisms $\pi_A$ and $\pi_R$, we have actions of $A$ and $R$ on $V$. With the formula in Proposition 4.7 we have

$$a(rv) = a(\pi_R(r)v) = \pi_A(a)(\pi_R(r)v) = \sum \pi_R(a(1)_r)(\pi_A(a(2))v) = \sum (a(1)_r)(a(2)v)$$

for any $a \in A, r \in R, v \in V$. Here $a(1)_r$ is covered by $r$. So $V$ is a covariant $A\cdot R$-module. Because

$$AV = \pi_A(A)(R\#_EA)V = (R\#EA)V = V$$

and

$$RV = \pi_R(R)(R\#_EA)V = (R\#EA)V = V,$$

we get $V$ is a unital covariant module.

Conversely, suppose that $V$ is a unital covariant $R\cdot A$-module. For any $a \in A, r \in R, v \in V$, define the action of $R\#_EA$ on $V$ by

$$(r\#_EA)v = r(\cdot)v.$$ 

It is easy to show that $V$ is a left $R\#_EA$-module. And since $V$ is unital, we have

$$(R\#_EA)V = R(AV) = RV = V.$$ 

So $V$ is a unital left $R\#_EA$-module.

Now let us discuss the non-degeneracy of these actions. Suppose that $V$ is a unital non-degenerate $R\#_EA$-module. Take any $v \in V$ and assume that $rv = 0$ for all $r \in R$. Then $rav = 0$ for all $r \in R, a \in A$. So we can get $v = 0$. It means that $V$ is a non-degenerate $R\cdot A$-module. Because $V$ is automatically a non-degenerate $A$-module, we get that $V$ is a unital non-degenerate covariant $R\cdot A$-module.

Conversely, suppose that $V$ is a non-degenerate $R$-module. Take any $v \in V$ and assume that $(r\#_EA)v = 0$ for all $r \in R, a \in A$. Then $r(\cdot)v = 0$ for all $r \in R, a \in A$. Because $V$ is a non-degenerate covariant $R\cdot A$-module, it follows that $v = 0$. This means that $V$ is a non-degenerate $R\#_EA$-module. \hfill \Box

5. The dual pairs

In this section we will consider the dual pair of regular weak multiplier Hopf algebras. For a dual pair $\langle A, B \rangle$ of regular weak multiplier Hopf algebras, we can define the smash product $A\#_{EA} B$ and $B\#_{EA} A$. For the algebra $B\#_{EA} A$ we have the following faithful action.

Proposition 5.1. $B$ is a left $(B\#_{EA} A)$-module by

$$(b\#_{EA} a) \cdot b' = b(a \triangleright b') = \sum b_{(1)}^l \langle a, b_{(2)}^l \rangle$$

(5.1)
for any \( a \in A, b, b' \in B \). And the action is faithful.

**Proof.** For all \( a', a'' \in A \) and \( b, b', b'' \in B \), we have

\[
((b'' #_E a''')(b' #_E a')) \cdot b \overset{(4.1)}{=} (b''(a''(1) \triangleright b') #_E a'(2) a') \cdot b \\
\overset{(5.1)}{=} b''(a''(1) \triangleright b')(a'(2) a' \triangleright b) \\
\overset{(3.1)}{=} b''(a'' \triangleright (b'(a' \triangleright b'))) \\
\overset{(5.1)}{=} (b'' #_E a'') \cdot (b'(a' \triangleright b)) \\
= (b'' #_E a'')(b' #_E a') \cdot b.
\]

So \( B \) is a left \((B # A)\)-module. Here \( a''(1) \) is covered by \( b' \). Next we show that the action is faithful. Let \( \sum b_i #_E a_i \in B #_E A \) and assume that \( \sum(b_i #_E a_i) \cdot b' = 0 \) for all \( b' \in B \). Then

\[
\sum \langle a_i, b'_i(2) \rangle b_i b'_i(1) = 0.
\]

Multiply by \( b'' \) on the right we get that

\[
\sum b_i \langle a_i, E_B(2) p \rangle E_B(1) q = 0
\]

for any \( p, q \in B \). So

\[
\sum b_i E_B(1) \otimes a_i \triangleleft E_B(2) = 0.
\]

Now we claim that

\[
b E_B(1) \otimes a \triangleleft E_B(2) = E_A(1) \triangleright b \otimes E_A(2) a
\]

for all \( a \in A, b \in B \). And if this is true, we finish the proof. Indeed, for any \( a' \in A, b' \in B \),

\[
\langle a', b E_B(1) \rangle \langle a \triangleleft E_B(2), b' \rangle = \sum \langle (a'_i(1), b) a'_2(2), E_B(1) \rangle \langle a, E_B(2) b' \rangle \\
= \sum \langle (a'_i(1), b) \varepsilon_A(a'_2(2) a(1)) \rangle \langle a(2), b' \rangle \\
\overset{(2.2)}{=} \sum \langle a'_1(1) E(1), b \rangle \varepsilon_A(a'_2(2) E(2) a(1)) \langle a(2), b' \rangle \\
\overset{(2.8)}{=} \sum \langle a'_1(1) a(2) S^{-1}(a(1)), b \rangle \varepsilon_A(a'_2(2) a(3)) \langle a(4), b' \rangle \\
= \sum \langle a' a(2) S^{-1}(a(1)), b \rangle \langle a(3), b \rangle \\
\overset{(2.8)}{=} \langle a', E_A(1) \triangleright b \rangle \langle E_A(2) a, b' \rangle.
\]

In the second equality and the fifth equality, we use

\[
\langle a \otimes a', E \rangle = \langle a \otimes a', \Delta(1) \rangle = \langle a a', 1 \rangle = \varepsilon(a a').
\]

Note that everything is well covered here. For example, in the second equality \( a'_2(2) \) is covered by \( \sum a_{(1)}(a_{(2)}, b') \in A \).

\( \Box \)
Proposition 5.2. $B \#_{E_A} A$ can be considered as the span of the elements $ab$ in the algebra $C$ generated by $A$ and $B$ subject to the following commutation relation

$$ab = \sum (a_{(1)}, b_{(2)}) b_{(1)} a_{(2)}$$

for all $a \in A, b \in B$.

Proof. From the definition of pairing we can get

$$\sum (a_{(1)}, b_{(2)}) a_{(2)} \otimes b_{(1)} \in A \otimes B.$$ 

Then $C$ is well-defined. Define

$$\phi : B \#_{E_A} A \to C, \quad b \#_{E_A} a \mapsto ba$$

for $a \in A, b \in B$. Since $B$ is a faithful module and we also have an action of $C$ on $B$, then $\phi$ is an injective homomorphism.

Similarly $A \#_{E_B} B$ is the span of the elements $ab$ in the algebra generated by $A$ and $B$ subject to the commutation relation

$$ba = \sum (a_{(1)}, b_{(2)}) a_{(1)} b_{(2)}$$

for any $a \in A, b \in B$. Then we can get the following easy result.

Proposition 5.3. We have that $B \#_{E_A} A$ is anti-isomorphic with $A \#_{E_B} B$.

The anti-isomorphism is defined as $b \#_{E_A} a \mapsto S^{-1} a \#_{E_B} S(b)$. With this map we can get a right $(B \#_{E_A} A)$-module structure on $A$.

Proposition 5.4. For all $a, a' \in A, b \in B$, define

$$a' \prec (b \# a) = (S^{-1} a \#_{E_B} S(b)) \triangleright a',$$

with this action, $A$ is a right faithful $(B \#_{E_A} A)$-module.

Inspired by the above module structure, $A$ can be also regarded as a faithful right $(B \#_{E_A} A)$-module with action

$$a' \prec (b \# a) = (a' \prec b) a$$

for any $a, a' \in A, b \in B$.

Now assume that $A$ is an algebraic quantum groupoid and $\hat{A}$ denotes the dual of $A$. Recall that an algebraic quantum groupoid is a regular weak multiplier Hopf algebra with a faithful set of left integrals. Consider the dual pair $(A, \hat{A})$, we have the smash product $A \#_{E} \hat{A}$. And $A$ is a left faithful $A \#_{E} \hat{A}$-module with the action given by

$$(a \#_{E} \hat{a}) a' = a (b \triangleright a') = \sum a a'_{(1)} \langle a'_{(2)}, b \rangle$$

for all $a, a' \in A, b \in \hat{A}$. 


Proposition 5.5. The algebra $A \#_E \hat{A}$ as acting on $A$ is the span of the maps of the form $a' \mapsto aS(E(1))\varphi(E(2)a')$ from $A$ to $A$, where $a, a' \in A$ and $\varphi$ is a left integral on $A$.

Proof. Let $a' \in A, b = \varphi(a') \in \hat{A}$. By Remark 3.3, we have

\[ (a \# b) \triangleright a'' = \sum aa''(1)\varphi(a''(2)) = \sum aS(a''(1))\varphi(a''(2)). \]

Here we use the property of the integral. Since $S$ is bijective and $\Delta(A)(A \otimes 1) = E(A \otimes A)$, so

\[ (a \# b) \triangleright a'' = pS(E(1))\varphi(E(2)q) \]

where $p, q \in A$. This finishes the proof. \hfill \Box

Consider the algebra $A \otimes \hat{A}$ with the product given by

\[ (a \otimes b)(a' \otimes b') = \langle a', b \rangle a \otimes b' \]

where $a, a' \in A, b, b' \in \hat{A}$. We will use $A\hat{\otimes} \hat{A}$ to denote $A \otimes \hat{A}$ with above product and $a\hat{\otimes} b$ to denote the element $a \otimes b$. Let

\[ A\hat{\otimes} \hat{A} = \{ S(E(1)a) \otimes \varphi(E(2)c) \mid a, c \in A \}. \]

It is a sub-algebra of $A\hat{\otimes} \hat{A}$. Following the idea as in Proposition 6.7 in [8], we have the following result.

Proposition 5.6. We have that $A \#_E \hat{A}$ is isomorphic with $A \hat{\otimes} \hat{A}$.

Proof. We give the sketch of the proof. The isomorphism map $\theta : A \#_E \hat{E} \rightarrow A \hat{\otimes} \hat{A}$ is given by

\[ \theta(a \#_E \varphi(c)) = \sum aS(c(1))\hat{\otimes} \varphi(c(2)). \]

And we know that $A$ is a faithful left $A\hat{\otimes} \hat{A}$-module with the action $(a \hat{\otimes} b) \triangleright a' = \langle a', b \rangle a$ for $a, a' \in A, b \in \hat{A}$. By Proposition 5.5, we can get that $\theta$ is an isomorphism. \hfill \Box

6. Duality Theorem

In this section we will study the bi-smash products and obtain the duality theorem for an algebraic quantum groupoid $A$. Let $(A, \Delta, EA)$ be an algebraic quantum groupoid, acting on an algebra $R$, so we can define the smash product $R \#_E A$. Let $B$ be another algebraic quantum groupoid paired with $A$. Also assume the pairing is non-degenerate. Given a pairing $(A, B)$, there is a left action of $B$ on $A : b \triangleright a = \sum a_{(1)}(a_{(2)}, b)$, with this action we can give $R \#_E A$ a $B$-module algebra structure.
Proposition 6.1. \( R\#_{E}A \) is a left \( B \)-module algebra with the action \( \cdot \) given by
\[
b \cdot (r\#_{E}a) = r\#_{E}(b \triangleright a) = \sum r\#_{E}a_{(1)}(a_{(2)}, b)
\]
for all \( a \in A, b \in B, r \in R \).

Proof. First we show it is a unital module. Let \( b, b' \in B, r \in R, a \in A \)
\[
(bb') \cdot (r\#_{E}a) = r\#_{E}(bb' \triangleright a) = \sum r\#_{E}a_{(1)}(a_{(2)}, bb') = \sum b \cdot (b' \cdot (r\#_{E}a)).
\]
Since \( A \) is a unital \( B \)-module, so \( R\#_{E}A \) is unital. For \( b \in B, r, r' \in R, a, a' \in A \), we have
\[
b \cdot ((r\#_{E}a)(r'\#_{E}a')) = \sum b \cdot (ra_{(1)}r'\#_{E}a_{(2)}a') = \sum ra_{(1)}r'\#_{E}(b \triangleright (a_{(2)}a')) = \sum ra_{(1)}r'\#_{E}a_{(1)'}a'_{(1)}(a_{(3)}, b_{(1)})\langle a'_{(2)}, b_{(2)} \rangle = \sum (r\#_{E}a_{(1)}(a_{(2)}, b_{(1)}))(r'\#_{E}a'_{(1)}(a'_{(2)}, b_{(2)})) = \sum (b_{(1)} \cdot (r\#_{E}a))(b_{(2)} \cdot (r'\#_{E}a')).
\]
So \( R\#_{E}A \) is a \( B \)-module algebra. Remark that in the above calculations we always have the well coverings. \( \square \)

Now we can form the bi-smash product \((R\#_{E_{A}}A)\#_{E_{B}}B\). And the following result is a consequence of Proposition 5.1.

Proposition 6.2. \( R\#_{E_{A}}A \) is a faithful left \((R\#_{E_{A}}A)\#_{E_{B}}B\)-module with the action given by
\[
((r\#_{E_{A}}a)\#_{E_{B}}b)(r'\#_{E_{A}}a') = (r\#_{E_{A}}a)(r'\#_{E_{A}}b \triangleright a').
\]

Let \( R \) be an \( A \)-module algebra. Set
\[
R\mathcal{O}A = \{ r \otimes a \in R \otimes A \mid r \otimes a = S^{-1}(E_{(1)}) \cdot r \otimes aE_{(2)} \}\)
Note that \((1 \otimes a)E \) belongs to \( \varepsilon_{s}(A) \otimes A \). Now consider the map \( T : R\mathcal{O}A \longrightarrow R\#_{E}A \) which is defined by
\[
T(r\mathcal{O}a) = \sum a_{(1)}r\#_{E}a_{(2)}
\]
for all \( r \in R, a \in A \). In fact the map is bijective, and its inverse is given by
\[
T^{-1}(r\#_{E}a) = \sum S^{-1}(a_{(1)})r\mathcal{O}a_{(2)}.
\]
Remark that $T$ is well-defined. For $a \in A, r \in R$, we get
\[
T(S^{-1}(E_{(1)} \cdot r \otimes aE_{(2)})) = T(\varepsilon'_1(a_{(1)}) \cdot r \otimes a_{(2)}) = a_{(2)}\varepsilon'_1(a_{(1)}) \cdot r \#_EA_{(3)} = a_{(1)} \cdot r \#_EA_{(2)} = T(r \otimes a).
\]

And with the map $T$ we can define a new faithful action $\pi$ of $(R \#_EA) \#_EB$ on $R \otimes A$.

**Proposition 6.3.** For all $a, a' \in A, r, r' \in R, b \in B$, define the action $\pi$ as
\[
\pi((r \#_EA) \#_EB)(r' \otimes a') = T^{-1}((r \#_EA) \#_EB)T(r' \otimes a'),
\]
with the action $\pi$, we have that $R \otimes A$ is a faithful $(R \#_EA) \#_EB$-module.

**Proof.** First we have
\[
T^{-1}bT(r \otimes a) = T^{-1} \sum a_{(1)} \cdot r \#_E(b \triangleright a_{(2)})
= \sum \langle a_{(4)}, b \rangle S^{-1}(a_{(2)})a_{(1)} \cdot r \otimes a_{(3)}
= \sum r \otimes a_{(1)} \langle a_{(2)}, b \rangle
\]
and
\[
T^{-1}(r \#_EA)T(r' \otimes a') = T^{-1} \sum r(a_{(1)}a'_{(1)}, r) \#_EA_{(2)}a'_{(2)}
= \sum \langle S^{-1}(a_{(2)})a'_{(2)} \cdot r \rangle (\varepsilon'_1(a_{(1)}a'_{(1)}) \cdot r') \otimes a_{(3)}a'_{(3)}
= \sum \langle S^{-1}(a_{(1)}a'_{(1)}) \cdot r \rangle r' \otimes a_{(2)}a'_{(2)}.
\]

Then we get
\[
\pi((r \#_EA) \#_EB)(r' \otimes a') = \sum \langle S^{-1}(a_{(1)}a'_{(1)}) \cdot r \rangle r' \otimes a_{(2)}a'_{(2)} \langle a_{(3)}, b \rangle.
\]

Next we are going to show that the map gives a module action.
\[
\pi((r \#_EA) \#_EB)(r' \otimes a'') = \sum \langle a'_{(3)}a'_{(4)}b' \rangle \langle a'_{(4)}a''_{(4)}b'' \rangle (S^{-1}(a_{(2)})a'_{(2)}a''_{(2)})(x(a_{(1)}x')) x'' \otimes a_{(3)}a'_{(3)}a''_{(3)}
\]
and
\[
= \sum \langle a'_{(3)}a'_{(4)}b' \rangle \langle a'_{(4)}a''_{(4)}b'' \rangle (S^{-1}(a_{(2)})a'_{(2)}a''_{(2)})(x(a_{(1)}x')) x'' \otimes a_{(3)}a'_{(3)}a''_{(3)}
\]

For the last equality we use $r \otimes a = S^{-1}(E_{(1)} \cdot r \otimes aE_{(2)})$. And remark that we have well coverings in the above equalities. Such as in the first equality $a_{(1)}$ is covered by $x'$, and then the others are well covered. On the other side we have
\[
\pi((r \#_EA) \#_EB)(r' \triangleright a'') = \pi((r \#_EA) \#_EB)(\sum \langle a''_{(3)}, b'' \rangle (S^{-1}(a_{(1)}a''_{(1)})) x'' \otimes a_{(2)}a''_{(2)}
\]
and
\[
= \langle a'_{(4)}a''_{(4)}b', \langle a'_{(4)}a''_{(4)}b' \rangle (S^{-1}(a_{(1)}a''_{(1)})) x'' \otimes a_{(2)}a''_{(2)}a''_{(3)}.
\]
So we get a left \((R\#E_A)\#E_B\) module \(R\hat{\otimes} A\). Since \(T\) is bijective and combine with Proposition 6.2, we have that \(R\hat{\otimes} A\) is a faithful \((R\#E_A)\#E_B\) module.

Now let us specialize to the case of an algebraic quantum groupoid \(A\) with a left integral \(\varphi\). Set

\[
A\hat{\otimes}\hat{A} = \{ a \otimes \varphi(c) \in A\hat{\otimes}\hat{A} \mid c \otimes a = E(1)c \otimes E(2)a, \forall a, c \in A\}.
\]

Following the same idea of Proposition 5.6 or Theorem 7.6 in [8], we get the following duality theorem.

**Theorem 6.1.** Let \(A\) be an algebraic quantum groupoid with a left integral \(\varphi\) and with the dual \(\hat{A}\). Let \(R\) be a left \(A\)-module algebra. Then we have that

\[
(R\#E_A)\#E_B\hat{A} \cong R \otimes (A\hat{\otimes}\hat{A})
\]

as algebras.

**Proof.** For \(a, a' \in A, b \in \hat{A}, r, r' \in R\), the resulting of the algebra \((R\#E_A)\#E_B\hat{A}\) acting on \(R\hat{\otimes} A\) is the span of operators of the form

\[
r' \hat{\otimes} a' \mapsto \sum (S^{-1}(a(1)a'(1)) \cdot r) r' \hat{\otimes} a(2)a'(2)(a(3), b).
\]

We denote the algebra of operators by \(P\). Since \(T\) is bijective and write \(b\) as \(\varphi(c \cdot)\) where \(c \in A\), we find that \(P\) is spanned by the operators of the form

\[
r' \hat{\otimes} a' \mapsto \sum \varphi(c(3)a')(c(2)x) x' \hat{\otimes} aS(c(1)).
\]

We can replace \(\sum c(2) \otimes aS(c(1))\) by \(E(1)p \otimes E(2)q\), for any \(p, q \in A\) and with the fact that \(T\) is bijective then \(P\) is spanned by the operators of the form

\[
r' \hat{\otimes} a' \mapsto rr' \hat{\otimes} \varphi(E(1)p)a'(2)E(2)q.
\]

Since both modules are faithful, then we get an isomorphism.

Let \(H\) be a regular weak multiplier Hopf algebra with an identity. Then it is a weak Hopf algebra (see Proposition 4.12 in [20]). In this case we obtain the following duality theorem for actions of quantum groupoids which was proven in [10].

**Corollary 6.1 ([10] Lemma 3.1).** Let \(H\) be a finite-dimensional weak Hopf algebra and \(A\) be a left \(H\)-module algebra. Then we can form the smash product \(A\#H\) and \((A\#H)\#\hat{H}\). The map \(\alpha : (A\#H)\#\hat{H} \rightarrow \text{End}(A\#H)_A\) defined by

\[
\alpha((x\#h)\#(y\#g)) = (x\#h)(y\#(\phi \rightarrow g)) = x(h(1) \cdot y)\#h(2)(\phi \rightarrow g)
\]

for all \(x, y \in A, h, g \in H, \phi \in \hat{H}\) is an isomorphism of algebras.

In [10] it is proved by a straightforward computation. Remark that we use a different method to prove the theorem. And also we generalize it to the infinite case.

If the canonical idempotent \(E\) is equal to 1, then the regular weak multiplier Hopf algebra \(A\) is a regular multiplier Hopf algebra. And now we can get the main result in [8].
Corollary 6.2 ([8] Theorem 7.6). If $A$ is an algebraic quantum group, acting on an algebra $R$ and if $\hat{A}$ is the dual of $A$, acting on the smash product $R\# A$ by means of the dual action, then the bi-smash product $(R\# A)\# \hat{A}$ is isomorphic with $R \otimes (A\hat{\otimes} \hat{A})$.
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