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A B S T R A C T
COVID-19 has been spreading rapidly around the world. With the growing attention on the deadly pandemic, discussions and research on COVID-19 are rapidly increasing to exchange latest findings with the hope to accelerate the pace of finding a cure. As a branch of information technology, artificial intelligence (AI) has greatly expedited the development of human society. In this paper, we investigate and visualize the on-going advancements of early scientific research on COVID-19 from the perspective of AI. By adopting the Latent Dirichlet Allocation (LDA) model, this paper allocates the research articles into 50 key research topics pertinent to COVID-19 according to their abstracts. We present an overview of early studies of the COVID-19 crisis at different scales including referencing/citation behavior, topic variation and their inner interactions. We also identify innovative papers that are regarded as the cornerstones in the development of COVID-19 research. The results unveil the focus of scientific research, thereby giving deep insights into how the academic society contributes to combating the COVID-19 pandemic.

© 2021 Elsevier Inc. All rights reserved.

1. Introduction

COVID-19, the pneumonia caused by 2019 new coronavirus infection, has been declared as a pandemic by the World Health Organization (WHO), with over 110 million confirmed cases all over the world as of early March 2021. The continuous growth of the COVID-19 pandemic has attracted attention from researchers worldwide. During this pandemic with high infection rate, research communities, funding agencies, and practitioners are working together to better control, mitigate, and suppress its spread. Most scholars have been committed to the study of COVID-19 transmission [1–3], outbreak detection and analysis [4,5], vaccines and treatments [6], and socio-economic impact analysis [7]. In addition, public, private and non-profit organizations have taken different initiatives to publicly share COVID-19 related scientific research. WHO and European Commission provide relevant information to the public every day. Similarly, COVID-19 Open Research Dataset (CORD-19) is a weekly-updated dataset for publications and research achievements on both COVID-19 and other coronaviruses.

It is important to review the current research situation during the on-going COVID-19 pandemic. On the one hand, it could help researchers understand how existing techniques such as machine learning and artificial intelligence (AI) could help the global response to the COVID-19 pandemic. On the other hand, related theoretical reference give insights into the decision-making of government, such as “social distancing”, “school closure”, and “telecommuting”. The analysis of scientific publications, especially theme or topic analysis, is usually considered as the key proxy of reflecting the trend of research in both theory and practice. Until now, a lot of scientific research have been devoted to studying publication data from the perspectives of topic modeling and analysis. For example, Sun et al. [8] reveal the evolution of transportation research relying on the ability of topic modeling techniques. Liu et al. [9] profile the field of Information Systems and highlight its evolution by studying its main trends from 1996 to 2015 at the age of Big Scholarly Data [10]. Topic modeling is also applied in COVID-19 research to help reflect people’s emotional response to the coronavirus and academic research hotspots. Jang et al. [11] analyze COVID-19 related tweets using topic modeling and aspect-based sentiment analysis to investigate people’s reactions and concerns about COVID-19 in North America and Canada. Similarly, Ordun et al. [12] also trace the distinctiveness of topics, key terms and features, speed of information dissemination, and network behaviors for COVID-19 tweets by using Latent Dirichlet Allocation (LDA) to
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generate topics. From the perspective of scientific article analysis, Sonbhadra et al. [13] extract the activity and trends of coronavirus related research articles using machine learning approaches from the paper content level. Dong et al. [14] use LDA to track semantic relationships between topics and compare the topic distribution between COVID-19 and other CoV infections. Different from these related studies, we not only identify the topics of early COVID-19 studies, but also track the temporal changes and internal relationship of these topics. More importantly, we also propose relevant methods to predict innovative topics, which have not been illustrated in other studies.

In order to study how early scientific research reacts to the pandemic, this paper present a scientometric analysis of COVID-19 related research based on artificial intelligence technology. The study can not only show important issues that scholars currently pay attention to, but also assist in predicting future research directions. We have conducted an extensive review of emerging literature to better understand the change in research context over time. To be more specific, we profile COVID-19 related research to explore answers of the following questions:

- What are the main areas of COVID-19 related publications? How do these fields change over time? Which areas of research are related to COVID-19 research?
- Which topics are of great concern to the authors in COVID-19 research? How do they relate to the on-going COVID-19 pandemic? How do these topics interact with each other?
- What problems for COVID-19 research have not been solved so far? What are potential future directions for the on-going COVID-19 pandemic?

The remainder of this study is organized as follows. Section 2 provides details of methodology used in this study, including data collection and pre-processing, as well as topic discovery techniques. We also list several metrics to measure the evolution of topics. Section 3 summarizes findings for extensive analysis of topic distribution and evolution over time. Finally, we conclude the study and list some limitations and potential future directions in Section 4.

2. Methodology

To give deep insights into COVID-19 related research, we obtain a large-scale scholarly dataset from the COVID-19 Open Research Dataset (CORD-19) [15]. CORD-19 is a growing resource containing not only scientific papers on COVID-19, but also relevant research achievement on other types of coronavirus. The publication metadata are collected from PubMed Central (PMC)² BioRxiv preprint servers, MedRxiv preprint servers, and WHO COVID-19 Database. Due to the scope of this review being restricted to COVID-19 related publications, the selection of the CORD-19 papers for analysis are limited to the papers published after 2020, with the title or abstract containing keywords “COVID-19”, “SARS-CoV-2”, or “2019-NCoV”. In order to classify papers by research fields, we match “Microsoft Academic Paper ID” of CORD-19 dataset in Microsoft Academic Graph provided by Microsoft Cognitive Services [16]. Finally, our corpus of study is comprised of a total of 6392 publications, including 714 preprinted papers from arXiv, 1307 papers from PubMed, 1648 papers from Elsevier, 66 papers from CHI, 480 papers from WHO, 2162 papers from MedRxiv, and 555 papers from BioRxiv.

2.1. Topic modeling and evolution

2.1.1. Topic modeling

Latent Dirichlet Allocation (LDA) is a generative probability model based on Bayesian learning proposed by Blei et al. [17]. It is used to generate topics from documents and has been widely used in text data mining and biological information processing. To quantify the variation of topics across COVID-19 research, we use LDA for topic modeling.

The LDA model consists of a word set \( W \), a document set \( D \), and a topic set \( Z \). In the word set \( W = \{w_1, \ldots, w_N\} \), \( N \) represents the number of words. For the document set \( D = \{d_1, \ldots, d_M\} \), \( M \) is the index of documents and \( M \) represents the number of documents. The document \( d_m \) is a word sequence \( d_m = (d_{m1}, \ldots, d_{mn}, \ldots, d_{mN_m}) \), where \( d_{mn} \) is the \( n \)-th word in \( d_m \). \( N_m \) is the number of words in \( d_m \). For the topic set \( Z = \{z_1, \ldots, z_k, \ldots, z_K\} \), \( k \) is the index of topics and \( K \) is the number of topics.

Each topic \( z_k \) is determined by the conditional probability \( p(w|z_k) \) of a word \( w \) in \( W \). The distribution \( p(w|z_k) \) obeys the multinomial distribution with the parameter \( \varphi_k \). \( \varphi_k \) is picked from a Dirichlet distribution with a hyper-parameter \( \beta \). \( \varphi_k = (\varphi_{k1}, \varphi_{k2}, \ldots, \varphi_{kW}) \) is a \( V \)-dimensional vector, where \( \varphi_{kw} \) is the probability of topic \( z_k \) generating word \( w_v \). Each document \( d_m \) is determined by the conditional probability distribution \( p(z|d_m) \) of a topic \( z \), \( w \in Z \). The distribution \( p(z|d_m) \) obeys the multinomial distribution with the parameter \( \vartheta_m \). \( \vartheta_m \) is picked from a Dirichlet distribution with a hyper-parameter \( \alpha \). \( \vartheta_m = (\vartheta_{m1}, \vartheta_{m2}, \ldots, \vartheta_{mk}) \) is a \( K \)-dimensional vector, where \( \vartheta_{mk} \) is the probability of document \( d_m \) generating topic \( z_k \). Each word \( w_{mn} \) in each document \( d_m \) is determined by the topic distribution \( p(z|d_m) \) of the document and the word distribution \( p(w|z_k) \) of all topics.

The generation process of LDA model is described as follows.

- **Generate \( K \) topics.** A \( \varphi_k \) is picked from a Dirichlet distribution \( \text{Dir}(\beta) \) to generate the word distribution \( p(w|z_k) \) of topic \( z_k \) over \( W \).
- **Generate topic distribution.** A \( \vartheta_m \) is picked from a Dirichlet distribution \( \text{Dir}(\alpha) \) to generate the topic distribution \( p(z|d_m) \) of document \( d_m \).
- **Generate word sequences.** It firstly samples particular topic \( z_{mn} \) from a multinomial distribution \( \text{Mult}(\vartheta_m) \), and then the word \( w_{mn} \) is selected from a multinomial distribution \( \text{Mult}(\varphi_{z_{mn}}) \).

LDA model takes the abstract of each paper as input, and the data pre-processing steps are listed as follows:

1. Use Langid³ to identify English papers.
2. Convert all uppercase initials in abstracts to lowercase.
3. Divide sentences into independent words.
4. Remove stopwords such as “is, the, have”.
5. Convert documents into bags-of-words representations.

After data pre-processing, LDA infers the posterior of document-topic distribution \( \theta \) and topic-word distribution \( \psi \) effectively. Finally, we generate 50 topics in total and infer the topic distribution of each paper.

2.1.2. Topic evolution metrics

After inferring the topic names, we first analyze the cumulative proportion of topics. For each topic \( z_k \), the cumulative proportion \( c_k \) is calculated as follows:

\[ c_k = \sum_{m=1}^{M} \sum_{n=1}^{N_m} \frac{d_{mn}}{\sum_{m=1}^{M} \sum_{n=1}^{N_m} d_{mn}} \]

² https://www.ncbi.nlm.nih.gov/pmc/
³ https://github.com/saffsd/langid.py
\[ c_k = \sum_{m=1}^{M} \theta_{mk} \]  

where \( \theta_{mk} \) is the proportion of topic \( z_k \) in paper \( d_m \).

In order to analyze the topic distribution over time, 7-day windows are applied in between January 1st and May 20th. We analyze the time variation of topics by calculating the proportion of each topic in each time period. The proportion \( c_{k}^{(l)} \) of topic \( z_k \) in time period \( p_l \) is calculated as follows:

\[ c_{k}^{(l)} = \sum_{m=1}^{M} \theta_{mk} \times \mathbb{I}(T_m \in p_l) \]  

where \( \mathbb{I}(e) = 1 \) if \( e \) is true, otherwise, \( \mathbb{I}(e) = 0 \). \( T_m \) is the submission date of paper \( d_m \).

To identify topics with growing popularity, we compute the popularity \( r_k \) of topics every month from February to May. The popularity of each topic in the current month is the ratio of its proportion in the current month to that in the period of the previous year. For example, the popularity \( r_k \) of topic \( z_k \) in February is computed as follows:

\[ r_k^{(Feb)} = c_{k}^{(Feb)} / c_{k}^{(Jan)} \]  

where \( c_{k}^{(Feb)} \) is the topic proportion in February, \( c_{k}^{(Jan)} \) is the topic proportion in January. The sum of the monthly popularity of each topic is the total popularity \( r_k \) of the topic. The formula of \( r_k \) is as follows:

\[ r_k = r_k^{(Feb)} + r_k^{(Mar)} + r_k^{(Apr)} + r_k^{(May)} \]  

where \( r_k > 1 \) indicates that the proportion of topic \( z_k \) has increased from the month \( m-1 \) to the month \( m \). These topics can be regarded as hot topics. On the contrary, \( r_k < 1 \) indicates that the proportion of topic \( z_k \) has decreased. We call these topics as unpopular topics.

### 2.2. Innovative paper identification

In order to identify milestones and key changes in COVID-19 research, we want to find innovative topics and papers. We first label papers according to their submission time. The label of papers submitted in January 2020 is 0, because only a few papers are submitted in this month. The label is incremented by 1 every seven days since February 1st. For example, the label of papers submitted on February 1st to February 7th is 1, and papers submitted from February 8th to February 14th are labeled as 2. The maximal label is 14. Following the steps mentioned in Section 2.1.1, we get representations of papers by 50-dimensional vectors reflecting their topic distribution. These vectors reflect the similarity between papers from topic level. We use \( v_p \) and \( L_p \) to denote the vector representation and label of paper \( p \), respectively.

We then use the K-Means clustering algorithm to divide papers into 15 classes. K-Means is an unsupervised method and performs well on unbalanced data, where papers of one class may outnumber papers of another class. We give each class \( c \) a label \( L_c \) according to labels of corresponding papers:

\[ L_c = \text{argmax}_c || \{ p \in P_y \land p \in P_c \} || \]  

where \( y \) is the label of papers, \( P_y \) and \( P_c \) are sets of papers of label \( y \) and class \( c \), respectively. As shown in the above equation, \( L_c \) is the label with the most papers of class \( c \). We define \( I_p \) as the time interval of paper \( p \) and papers that are similar to it:

\[ I_p = L_{cy} - L_p \]  

where \( c_p \) is the class of paper \( p \) predicted by K-Means. In this paper, two papers are considered similar if they fall under the same class, i.e., similar topic distribution. \( I_p \) reflects foreseeing ability of paper \( p \). A greater \( I_p \) means greater foreseeing ability. A paper is considered innovative if its topic distribution matches the topic distribution of papers published in the future, especially in the distant future [18]. Therefore, \( I_p \) also reflects the innovative ability of paper \( p \).

An innovative paper is considered the cornerstone with seminal work followed by many papers, and thus its topic vector is a center of vectors of the corresponding papers. We define the topic vector of one class as the average vector of its papers:

\[ v_c = \frac{1}{|P_c|} \sum_{p \in P_c} v_p. \]  

The distance between \( v_p \) and \( v_c \) is defined as:

\[ D_p = ||v_p - v_c||_1 \]  

where \( ||v||_1 \) is the L1-norm of vector \( v \). Smaller \( D_p \) means greater probability of being the center of class \( c_p \).

Last, we propose an index named \( IA \) to measure innovative ability. Specifically, the \( IA \) of paper \( p \) is defined as:

\[ IA_p = J_p \times I_p / D_p \]  

where \( J_p \) is the normalized journal impact factor for paper \( p \) published on journal \( J \). If the paper is a preprint, \( J_p \) is set as the average of all normalized journal impact factors. The index considers both the publication year, journal importance, and the position among similar papers. In this paper, the top ten papers that have maximal \( IA \) are considered as innovative papers.

We identify innovative topics through innovative papers, that is, topics from innovative papers are also innovative. LDA represents a passage by topic distributions and represents topics by word distributions. Topic distributions are latent variables and cannot be characterized by a simple word. For simplicity, we use some keywords to describe the topics of one paper. In this paper, the topics of one paper are represented by ten words that have the most probability to appear in the paper. For paper \( p \), the probability of word \( w \) to appear is calculated as:

\[ \text{pro}_{pw} = \sum_t \sum_w \text{pro}_{pt} \text{pro}_{tw} \]  

where \( \text{pro}_{pw} \) is the probability that paper \( p \) is generated via topic \( t \). \( \text{pro}_{tw} \) is the probability that word \( w \) appears in topic \( t \). These two variables are obtained from LDA.

### 3. Results and analysis

This section focuses on profiling COVID-19 research using defined measures and explores the following aspects: (1) Analyze the research field of COVID-19 publications and their citation behavior. (2) Detect topics variation over time and explore their inner connections. (3) Identify innovative papers and topics.

#### 3.1. Fields of research

Fig. 1 presents the weekly number of publications during the period of study. As shown in Fig. 1, only few papers have been published during the first several weeks. Then the number of papers has grown dramatically since mid-March 2020. Nearly 700 papers have been published every week in April. We divide all papers into 19 fields. Fig. 2 shows the number of publications in
different research fields. From the results we can see that most papers belong to Biology and Medicine. They accounted for 18% (Biology) and 19% (Medicine) of all publications, respectively. Beyond that, scholars pay more attention to psychological and economic research. In addition to coronavirus mechanisms and drug discovery, the most common applications of the scientific response to COVID-19 in the area include sentiment analysis, social and economic impact analysis, and outbreak detection. Overall, research contributions of COVID-19 span across diverse aspects of scientific fields.

To capture the temporal dynamics of papers in different fields and measure the overall development of COVID-19 research during the period of study, we uncover the correlations between topics and time. As shown in Table 1, Biology and Medicine papers account for the largest proportion since the first week. The proportion of Psychology and Political Science papers shows a rapid growth trend, especially in the second week of May. It suggests that at the early stage of the study, scholars pay more attention to Biology and Medicine related research such as protein structure prediction, drug repurposing, and gene expression signatures. With the passage of time, the analysis of social, economic, and psychological impacts caused by the coronavirus also attracts a lot of attention. In summary, with the increase of diversity in research fields, the proportion of publications in Medicine and Biology are decreasing, and the number of psychological research is steadily increasing. Public health emergencies have also sparked fears of an impending economic crisis and recession. As the literature illustrated [19,20], lockdown measures such as social distancing, self-isolation, and travel restrictions have not only lead to a reduced workforce across all economic sectors but also affected the mental health of individuals from the perspective of insecurity, confusion, and emotional isolation. Consequently, research on mental health and economic impact has also greatly increased.

3.2. Citation behavior analysis

We analyze the citations (i.e., references) of COVID-19 research from two aspects: published year distribution, and fields of research. After screening, the corpus of COVID-19 papers has more than 118,000 references, including more than 60,000 non-repetitive articles. Fig. 3 shows the published year distribution of all references and the proportions of references that belong to each decade. We can also find that the number of references published in 2002 has grown dramatically. The SARS pandemic in 2002 has drawn great attention to the research on coronavirus. The main reference object of COVID-19 is the SARS virus because of close similarity, and COVID-19 papers mostly cites SARS papers that are published after 2002. Among these papers, most literature published in 2010-2019, twice that of the previous decade. This is because during the outbreak of the Middle East Respiratory Syndrome (MERS) in 2012, interests in coronaviruses boomed again.

From the perspective of research fields, these references cover more than 30,000 subfields such as virology, medicine, biology, immunology, and AI. Here we redistribute these subfields into 19 large domains according to categorization in the MAG dataset including biology, medicine, chemistry, computer science, and so on. In order to facilitate the display of the proportion, we have classified history, art, and other fields which account for a smaller proportion as “other fields”. Fig. 4 shows the distribution of various fields and the proportion of each field. Unsurprisingly, references in the fields of Biology, Medicine, and Chemistry rank in the top three, followed by computer science. Most references are related to subfields of Biology and Medicine such as drug discovery and vaccine discovery. How to combine research in Computer Science and Biomedicine has also been studied in depth [21–24].

3.3. Topic discovery and variation

In this section, we analyze the topics of all publications related to COVID-19 from various aspects, including the number of times
the topics appears, the variation of topics over time, and the number of topic co-occurrences.

3.3.1. Topic discovery

After performing the LDA model on abstracts of all papers, we get two posterior distributions: the posterior topic distribution \( \theta_m \) of each paper \( \theta_m \), and the posterior word distribution \( \phi_k \) of each topic \( k \). Let \( \theta_m \) be denoted as the proportion of topic \( k \) in document \( \theta_m \). We represent \( \phi_k \) of each topic \( k \) as the word-cloud in Fig. 5 and Fig. 6.

Due to space limit, we only show the first 20 words with the highest posterior probability in each topic. In the word-cloud of each topic, the size of each word is directly proportional to its posterior probability. The topics are inferred from the distribution of words in the topic and related knowledge. The results can be used to analyze the topics of COVID-19 related papers because they correspond well with the research fields. For example, Topic 0: “probability, pregnant, non-pregnant, women, participants, UK, outbreaks, HCW, US, adults, ...” is mainly related to the impact of COVID-19 on pregnancy. Topic 1: “travel, travelers, aerosols, imported, liver, ARBs, united, states, locations, countermeasures, ...” mainly focuses on the impact of travel. In addition, there are some general topics related to the academic database. For example, Topic 27: “review, published, 25-th, PubMed, systematic, literature,
Fig. 5. Word-cloud of Topic 0 – Topic 24.

Fig. 6. Word-cloud of Topic 25 – Topic 49.
search, ICU, scopus, version, ...” involves many words in academic papers.

3.3.2. Topic proportion and topic distribution over time

Table 2 lists $r_m$ of all topics in a decreasing order. $r_m^{m-1} > 1$ indicates that the proportion of topic $z_k$ has increased from the month $m$ to the month $m−1$. These topics can be regarded as hot topics. On the contrary, $r_m^{m-1} < 1$ indicates that the proportion of topic $z_k$ has decreased. It can be seen from the results that the trend of each topic is different every month. Concerning the value of $r_m$, the top 5 hottest topics are: Topic 14: “Confidence Interval: 95%CI, cardiovascular, pooled, severity, ...”, Topic 46: “Iran & Diabetic: Iran, diabetic, disaster, animals, ...”, Topic 27: Review: “review, published, pubmed, systematic, ...”, Topic 40: “Social Control: lockdown, distancing, contact, tracing, ...”, Topic 44: “Post-exposure: post-exposure, transplantation, newborns, choice, ...”. From the evolution of these topics over time (Fig. 8(a)), we can easily find that the percentage of papers containing these topics has been increasing over time. These hot topics are mainly related to the treatment of comorbid symptoms of COVID-19 and other diseases, as well as the social control of COVID-19. This shows that among all the hot topics of COVID-19, the treatment and control of disease are the most widely concerned. Scholars pay attention to Biology and Medicine related research including epidemic control and its related symptoms as well as its treatment options.

The cumulative proportion $c_k$ of topics is also presented in Table 2. In addition, we also count the number of times each topic appears in the paper. We can regard the topic with a larger cumulative proportion as a more popular topic. The five most popular topics are: Topic 37, Topic 43, Topic 33, Topic 30, and Topic 35. These topics are mainly about the estimation and prediction of COVID-19 transmission (Topic 37), diagnosis/confirmation (Topic 43 and Topic 30), and related applications of deep learning technology (Topic 33 and Topic 35). The results not only reveal the focus that scholars pay attention to in the COVID-19 research, but also highlight the need for AI in future pandemics.

The distribution of all topics is presented in Fig. 7. Topics (from 0 to 49) are arranged from bottom to top. The horizontal axis is a time period divided every 7 days. The length of different colors on the vertical axis indicates the proportion of different topics. Fig. 7 illustrates the trend of different topics over time.

We also analyze the trends of the above five most popular topics (Fig. 7(b)). We find that Topic 37 accounts for a large proportion from mid-January to mid-February and Topic 43 accounts for a large proportion from the late February to mid-March. The proportion of Topic 33, 30, and 35 is relatively stable throughout the whole period. In the early stage of the epidemic, scholars pay attention to the estimation of the epidemic and the diagnosis of COVID-19. Predictions of epidemic outbreaks can help decision makers formulate future measures to prevent epidemics. With the development of computer science technology, especially deep learning technology, many aspects of the COVID-19 crisis at different scales including molecular, drug discovery, and societal applications are benefited [25].

3.3.3. Co-occurrence analysis

A paper may contain multiple topics. There may be strong connections between different topics that frequently appear together in the same paper. To explore the interaction among these topics, we calculate and analyze the co-occurrence between topics in all papers. Specially, we calculate the probability of two topics appearing in the same paper and visualize results using heat map (see Fig. 9).

We establish a co-occurrence matrix $C \in \mathbb{R}^{50 \times 50}$, where $C_{ij}$ is the co-occurrence times between Topic $z_i$ and Topic $z_j$ in all papers, $C_{ij} = C_{ji}$, and $C_{ij} = 0$ if $i = j$. In Fig. 9, the darker the color is, the smaller the co-occurrence times of two topics are. We find...
that the elements at other positions are not zero except for the diagonal elements of matrix C. This means that any two topics have appeared in the same paper. We can see that the co-occurrence times of most topics are below 300.

In order to better find topics with strong correlation, we list the top 20 topic pairs with the largest co-occurrence times in Table 3. The top five topics for the number of co-occurrences are Topic 35: "models, daily, trends, variations, Italy, SIR, day, government, cumulative, implemented, ..." and Topic 37: "estimated, period, estimate, daily, Hubei, cities, rates, incubation, interval, estimates, ...". Topic 30: "ICU, US, capacity, healthcare, cities, Hubei, implemented, province, January, peak, ..." and Topic 37, Topic 37 and Topic 40: "lockdown, distancing, contact, tracing, slow, infectious, economic, reduced, security, interventions, ...". Topic 33: “learning, quarantine, AI, proposed, dataset, spreading, algorithm, deep, show, paper, ..." and Topic 37, Topic 30 and Topic 35. Strong correlations between these topics are observed.

3.4. Innovative topics and papers discovery

To identify COVID-19 related research breakthroughs, we predict the innovative papers based on the approach mentioned in Section 2.2. To obtain deep insights into innovative papers, we select ten papers to analyze the field, topics, and keywords in the papers (as shown in Table 4). Note that all of these ten papers are published during January and March in 2020 with the development of the pandemic.

It is observed that the majority of COVID-19 papers belong to Medicine. Others fall into subfields such as Internal Medicine, Biochemistry, and Psychiatry. Three of them are about the clinical
of the disease are expected to remain active research topics of COVID-19. However, with the extension of the pandemic duration, emerging topics such as the impact to psychology and sociology are expected to arise.

Table 6 lists the distribution of the keywords in innovative topics. In these papers, “January” is the most frequent word, followed by “Travel”. The topics with a lower frequency are “2019-nCoV, Hubei, Growth, and Estimated”. If “January” and “Travel” are words that every paper will mention, these four words are more like the target of each paper, as five papers focus on the epidemic transmission and outbreak estimation. The words that often appear are “SARS-CoV, ARS, and Fever”. The comparison between COVID-19 and SARS-CoV is also the focus of researchers. They hope to gain experience from SARS-CoV research to help with the cure and detection of COVID-19. Other emerging words like “CT, psychology” appear once or twice. Some papers may focus on the effect of CT or the mental impact of the epidemic. In papers about clinical characteristics and virus detection, low-frequency words such as “ICU” will appear. In papers about candidates, words like drug and therapeutic will appear. In papers about prevention and infection, words like mobility and chest will appear. Therefore, we can draw a conclusion from these words in innovative topics. In the fields of Medicine and Chemistry, words about cure and infection will appear. Apart from these two fields, researchers from other fields have also contributed to COVID-19 research in their own way.

4. Conclusion

The purpose of this paper is to explore the anatomy of early COVID-19 related research, which can provide the society with a clearer understanding of the epidemic and help combat the COVID-19 pandemic at the early stage. By leveraging the methodology of AI and big data, this paper shows the scientific contribution against COVID-19 in different domains. Specifically, we have highlighted evolutionary patterns along the line of focus topics based on scientometric analysis. Our results provide important implications for understanding how research communities contribute to the current situation. The major findings include:

- In the early days of the epidemic, the majority of COVID-19 research focused on Medicine and Biology, such as coronavirus mechanisms and drug discovery. With the development of the epidemic, the research focus of COVID-19 has expanded to other research hotspots, such as analyzing the impact of coronavirus from social, economic, and psychological perspectives. In addition, AI is always a hot topic, which is also regarded as a common and effective method to be conducted in various research of different fields. In the studying process, we observe
that topics are not developing independently but interrelating with each other.

- In terms of citation behavior, results show that the COVID-19 cases are highly correlated with the SARS pandemic. Scholars learn from relevant research on SARS to find strategies for infection prevention or patient treatment of COVID-19. Similarly, most references are published in 2010-2019, which can be explained by the outbreak of the Middle East Respiratory Syndrome (MERS) in 2012. Besides, the proportion of references from computer science ranks forth, following Biology, Medicine, and Chemistry, which indicates the importance of computer science in academic research.

- Through distinguishing innovative papers and keywords, we find that signposted research of COVID-19 related research mainly focus on clinical characteristics and virus detection. The treatment and prevention of the virus will still be hot issues of COVID-19 before the pandemic is completely under control. In the analysis of 50 key topics, experimental results also indicate that the need for AI is highlighted in the future academic research of pandemics.

Overall, this study provides readers with deeper insights into topic development and the evolution of COVID-19 research at the early stage. It helps researchers understand how academic communities deal with the on-going pandemic, how they respond to the evolution of the current pandemic, and what they do to combat future pandemics. Furthermore, the temporal variation of topics could help researchers understand the research trends to guide subsequent research directions. We acknowledge the difficulty of contributing through academic research in the current situation. Nonetheless, we hope this paper could help research communities understand the value of academic research and the promising domains for collaboration, with the ultimate goal to direct research for actions to prevent and to treat pandemic.

There are also some minor limitations in this research. First of all, the literature data used in this paper is derived from CORD-19, without considering other databases. In the future, we may focus on more complete datasets for more comprehensive bibliometric results. Apart from this, it is also interesting to analyze COVID-19 related research from other aspects such as co-authorship network analysis to gain further insights.
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