A statistical reconstruction algorithm for positronium lifetime imaging using time-of-flight positron emission tomography
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Abstract—Positron emission tomography (PET) is an important modality for diagnosing diseases such as cancer and Alzheimer’s disease, capable of revealing the uptake of radiolabeled molecules that target specific pathological markers of the diseases. Recently, positronium lifetime imaging (PLI) that adds to traditional PET the ability to explore properties of the tissue microenvironment beyond tracer uptake has been demonstrated with time-of-flight (TOF) PET and the use of non-pure positron emitters. However, achieving accurate reconstruction of lifetime images from data acquired by systems having a finite TOF resolution still presents a challenge. This paper focuses on the two-dimensional PLI, introducing a maximum likelihood estimation (MLE) method that employs an exponentially modified Gaussian (EMG) probability distribution that describes the positronium lifetime data produced by TOF PET. We evaluate the performance of our EMG-based MLE method against traditional approaches using exponential likelihood functions and penalized surrogate methods. Results from computer-simulated data reveal that the proposed EMG-MLE method can yield quantitatively accurate lifetime images. We also demonstrate that the proposed MLE formulation can be extended to handle PLI data containing multiple positron populations.

Index Terms—Positron emission tomography, time-of-flight, positronium lifetime imaging, maximum likelihood.

I. INTRODUCTION

Positronium lifetime imaging (PLI) with time-of-flight (TOF) positron emission tomography (PET) represents a recent advancement in medical imaging, with its feasibility substantiated through various experimental studies [1]–[5]. Traditional PET is known for assessing the functional state of organs or tissues through the uptake of specific PET molecules. In contrast, PLI aims to measure the lifetime of positronium that is a meta-stable electron-positron pair formed by the positrons emitted by PET molecules [6]. More precisely, it measures the lifetime of so-called ortho-positronium (o-P) that can be significantly affected by the interaction of an o-P with nearby molecules, such as oxygen, that possess an unpaired electron. As a result, o-P lifetime can serve as a quantitative marker of such molecular presences in the tissue microenvironment, independent of the traditional PET molecule uptake mechanisms. This capability can be significant in clinical contexts.
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For instance, it may be used to identify hypoxic tissues that are often resistant to therapies [4], [7], potentially enabling enhanced treatment strategies for conditions like cancer.

Current experimental implementations of PLI ensure distinct separation of events based on their spatial origins [8], [9]. However, today’s TOF-PET systems, which have a coincidence resolving time (CRT) ranging from 200 to 600 ps full width at half maximum (FWHM) [10]–[12], have a spatial uncertainty of approximately 3-9 cm. Accurate image reconstruction of PLI data acquired by TOF-PET systems having a finite CRT presents a new challenge.

The inverse Laplace transform method [13] has been improved to separate various components in a lifetime histogram; it can substantially decreases the information loss commonly encountered when averaging lifetime data. This method does not perform image reconstruction. A few image reconstruction methods for PLI with TOF-PET have been recently reported [14]–[18]. A penalized surrogate (PS) method developed by Qi and Huang [14] for producing regularized maximum likelihood (ML) solution. Their model is based on a single-exponential probabilistic model for the PLI data that do not account for the effects of finite CRT to lifetime measurement. This paper introduces a refined statistical model for 2-dimensional TOF-PET PLI data, and an new algorithm that employs the Limited-memory Broyden-Fletcher-Goldfarb-Shanno Bound (L-BFGS-B) method from scipy.optimize [19], imposing nonnegativity condition for the solution.

The remainder of this paper is organized as follows: Section II details the formulation of the statistical model for the PLI list-mode data and the derivation of an algorithm to obtain the maximum likelihood estimates of lifetime images. Section III describes the computer-simulation study and presents the results. Section IV offers a summary and conclusions.

II. STATISTICAL MODEL FOR TOF-PET PLI DATA

A. Detection of a PLI event with TOF-PET

Figure 1 illustrates a two-dimensional (2D) TOF-PET system comprising a ring of uniformly spaced detectors that are numerically labeled by an integer $i$. It is assumed that a non-pure positron-emitter such as $\text{Sc-44}$, which emits a positron and a gamma ray effectively at the same time (called a prompt gamma), is employed. Compared to the popular PET isotopes like $\text{F-18}$, many non-pure positron-emitters have a larger positron range $\dagger$ that can limit the resulting image resolution $[21]$–[23]. In this work, we shall neglect positron range for it does not affect the fundamental validity of the proposed reconstruction method [14]. Similarly, photon acolinearity is also neglected [24].

$\dagger$Na-22 is a notable exception. See [20].
The time measurement has limited precision and is typically binned and stored as integers. CRT refers to the uncertainty of \( \Delta t \) in FWHM. With a finite CRT, \( r_{\text{decay}} \) cannot be precisely determined. A CRT of 200 ps to a 600 ps translates to an uncertainty of 3 cm to 9 cm in \( r_{\text{decay}} \). Similarly, \( \Delta t \) will have limited precision and be binned. Hence, in Eq. (3), \( \alpha \) is not precisely observed and all the time measurements involved contain statistical variations.

### B. Probability model for the TOF-PET PLI list-mode data

In conventional PET, data is associated with a line of response (LOR) \( \mathcal{L}(i_{511\text{keV},1},i_{511\text{keV},2}) \) connecting two detectors \( i_{511\text{keV},1} \) and \( i_{511\text{keV},2} \) that capture the annihilation photons. TOF-PET refines this by segmenting each LOR based on the binned TOF value, creating non-overlapping segments referred to as lines of segment (LOS). Each LOS is identified by a multi-index \( c = (i_{511\text{keV},1},i_{511\text{keV},2},m) \), indicating the specific TOF bin \( m \) on the LOR. We assume that the PLI events are given by \( w = (c,i_j,\Delta t) \), where \( c \) identifies the LOS, \( i_j \) is the detector that captures the prompt gamma, and \( \Delta t \) is the time difference between the detection of the annihilation photons and the prompt gamma. These PLI events are stored as list-mode (LM) data, represented as \( \mathcal{W}_N = \{w_k\}_{k=1}^N \), where \( k \) indexes a list of event words \( w_k = (c_k,i_{j,k},\Delta t_{f,k}) \) and \( N \) is the total number of events.

1) **Calculation of the system matrix:** Each element \( H_{j,k} \) of the system matrix \( H \) is designed to reflect the likelihood that an annihilation taking place in image pixel \( j \) results in a detection at LOS \( k \). The system matrix is calculated using a ray-tracing method [25], identifying which pixels are intersected by \( \mathcal{L}(i_{511\text{keV},1},i_{511\text{keV},2}) \) and measuring their boundaries. A Gaussian function, whose width is given by the CRT, is centered at the midpoint of these boundaries for each intersecting pixel \( j \). The integral of this Gaussian over each TOF bin yields the values for \( H_{j,(i_{511\text{keV},1},i_{511\text{keV},2},m)} \), using

\[
(2/\sqrt{\pi}) \int_b^e e^{-t^2} dt = \text{erf}(b) - \text{erf}(a), \quad \text{where erf}(x) \text{ is the error function.}
\]

Pixels not intersected by the LOS are assigned a zero value in the system matrix.

2) **Maximum likelihood estimation:** Let the vectors \( f = [f_j] \) and \( \lambda = [\lambda_j] \) be, respectively, the activity and o-P rate-constant images, where \( f_j \geq 0 \) and \( \lambda_j \geq 0 \) are their respective values in voxel \( j \). \( \tau_k \) can be computed from \( c_k, i_{j,k} \), and \( \Delta t_{f,k} \) to produce the LM data set \( \mathcal{W}_N = \{w_k\}_{k=1}^N \) with \( w_k = (c_k,i_{j,k},\Delta t_{f,k}) \) in place of \( \mathcal{W}_N \). We will derive in the Appendix that the log-likelihood for \( \lambda \) given \( f \) and \( \mathcal{W}_N^0 \) is

\[
\ell(\lambda;f,\mathcal{W}_N^0) = \sum_{k=1}^N \log \left( \sum_{j=1}^{N_j} H_{c_k,i_j,f} \text{EMG}(\tau_k;\lambda_j,\sigma^2) \right),
\]

where \( \text{EMG}(\tau;\lambda,\sigma^2) \) is the exponentially modified Gaussian (EMG) distribution, is the convolution of \( \text{Exp}(\tau;\lambda) \) with a
zero-mean Gaussian with standard deviation \( \sigma \) that is introduced to take in account the uncertainty in measurement of \( \tau \). The convolution can be explicitly evaluated to yield [26]:

\[
\text{EMG}(\tau; \lambda, \sigma^2) = \frac{1}{2} \lambda e^{-\lambda(\tau - \frac{1}{2}\sigma^2)} \left( 1 + \text{erf} \left( \frac{\tau - \frac{1}{2}\sigma^2}{\sqrt{2}\sigma} \right) \right),
\]

where \( \text{erf}(x) \) is the error function. It can be checked that \( \text{EMG}(\tau; \lambda, 0) = \text{Exp}(\tau; \lambda) \).

Note that the TOF-PET PLI LM data contains the traditional TOF-PET LM data \( \mathcal{W}_N = \{c_k\}_{k=1}^N \). Approaches for solving \( f \) from \( \mathcal{W}_N \), and from histogram-mode data derived from it, are well established [citation]. A popular algorithm is the ordered-subsets (OS) expectation-maximization (EM) algorithm [27] that is an accelerated version of the EM algorithm for PET image reconstruction that can produce maximum-likelihood estimation (MLE) for \( f \). In this paper, we will employ the OS-EM algorithm for estimation of \( f \). The MLE of \( \lambda \) is then obtained by maximizing \( \ell(\lambda; f, \mathcal{W}_N) \) given in Equation 4 by using either the true \( f \) or its estimate \( \hat{f} \) obtained by OS-EM. Maximization is carried out by using the Limited-memory Broyden-Fletcher-Goldfarb-Shanno Bound (L-BFGSB) method available from scipy.optimize [19]. Positivity condition on \( \lambda \) is implemented but no explicit noise regularization schemes are introduced.

III. COMPUTER-SIMULATION STUDIES

We generated the TOF-PET PLI LM data, \( \mathcal{W}_N \), using Monte Carlo methods tailored for a scanner configuration with \( N_{\text{det}} \) detectors uniformly distributed on a diameter \( D \). Given \( f \) and \( \lambda \), we simulated the decay process as follows.

First, given a desired number of total decays, the image \( f \) was scaled such that its pixel values represented the desired mean number of decays. Then, a list of decays was sampled from a Poisson distribution defined by these means. For each decay, its position, \( \mathbf{r}_{\text{decay}} = (x_{\text{decay}}, y_{\text{decay}})^T \), was sampled within the bounds of the selected pixel area \( A_j = [x_j - \Delta x/2, x_j + \Delta x/2] \times [y_j - \Delta y/2, y_j + \Delta y/2] \), where \((x_j, y_j)\) represented the center coordinates of pixel \( j \), and \( \Delta x \) and \( \Delta y \) were the pixel dimensions along the \( x \) and \( y \) axes, respectively, according to a uniform distribution, \( \mathcal{U}_{\lambda_j} \).

Then, a prompt gamma emitted in a random angle \( \phi_{\gamma} \), sampled from \( \mathcal{U}(0, 2\pi) \), was generated at \( \mathbf{r}_{\text{decay}} \). The travel distance \( \alpha_{\gamma} \) before detection was determined by solving:

\[
|\mathbf{r}_{\text{decay}} + \alpha_{\gamma} \mathbf{e}_{\gamma}| = D/2,
\]

where \( \mathbf{e}_{\gamma} = (\cos \phi_{\gamma}, \sin \phi_{\gamma})^T \) is the unit direction vector. This equation has two solutions given by:

\[
\alpha_{\gamma}^\pm = -\mathbf{e}_{\gamma}^T \mathbf{r}_{\text{decay}} \pm \sqrt{\mathbf{e}_{\gamma}^T \mathbf{r}_{\text{decay}}^2 - ||\mathbf{r}_{\text{decay}}||^2 + D^2/4},
\]

due to uniform sampling of \( \phi_{\gamma} \) the solution \( \alpha_{\gamma}^+ \) can be arbitrarily used for consistency, yielding \( \mathbf{r}_{\text{detect}, \gamma} = \mathbf{r}_{\text{decay}} + \alpha_{\gamma}^+ \mathbf{e}_{\gamma} \). The index \( i_{\gamma} \) of the detector that the prompt gamma hits was calculated by:

\[
i_{\gamma} = \left\lfloor \frac{N_{\text{det}}}{2\pi} \angle \mathbf{r}_{\text{detect}, \gamma} \right\rfloor.
\]

Fig. 2: Activity images (left column) and rate-constant images (right column) of Phantom 1. These images consists of 3.27×3.27 mm² square pixels. Radius of each disc is 12 mm.

We generated TOF-PET PLI LM data with \( N_{\text{det}} = 364 \), \( D = 57.2 \text{ cm} \), and a CRT of 400 ps, using nineteen 200-ps width time bins. These settings resulted in approximately 2.52 million TOF-PET channels. Our simulations considered only valid triple-coincidence events. Attenuation, scattering, and random events were not included. To evaluate our proposed reconstruction method, two numerical phantoms were considered. The rate-constant image of Phantom 1, shown in Fig. 2, has four discs (radii = 12 mm) with different considered. The rate-constant image of Phantom 1, shown in Fig. 2, has four discs (radii = 12 mm) with different
the number of decay events compared to those in the elliptical background. The decay-rate image for o-Ps includes two discs with different decay constants, \( \lambda \) (0.4 and 0.6 ns\(^{-1}\)), in contrast to the background ellipse with \( \lambda = 0.5 \) ns\(^{-1}\). All phantoms, and the reconstruction images, contained 41 \( \times \) 41 square pixels measuring 3.27 \( \times \) 3.27 mm\(^2\). The expected total number of events to generate was 1 million, and the initial estimate for \( \hat{\lambda} \) was a uniform image of 0.5 ns\(^{-1}\). Below, the proposed method is referred to as EMG-MLE. When \( \sigma = 0 \), the EMG distribution reduces to the Exp distribution; for distinction, the method will be referred to as Exp-MLE.

IV. RESULTS

The proposed reconstruction method will be compared with the penalized surrogate (PS) method developed by Qi and Huang [14], which iteratively updates an estimate for \( \hat{\lambda} \) by:

\[
\hat{\lambda}_j^{(m+1)} = \frac{\sum_{k=1}^{N_c} H_{k,j}^{(m)} \exp(-\tau_j \lambda_j^{(m)})}{\sum_{k=1}^{N_c} H_{k,j}^{(m)} \exp(-\tau_j \lambda_j^{(m)})},
\]

where \( m \) is the iteration number,

\[
H_{k,j}^{(m+1)} = \frac{H_{k,j}^{(m)} \hat{f}_j^{(m)} \exp(-\tau_j \lambda_j^{(m)})}{\sum_{k=1}^{N_c} H_{k,j}^{(m)} \exp(-\tau_j \lambda_j^{(m)})},
\]

and \( \beta^m = \eta^m \beta \) where \( \beta \geq 0 \) is a regularization parameter and \( \eta^m \) is calculated from neighbors of pixel \( j \) to adjust the strength of regularization locally.

Given an image \( x \), the SALR is defined as [28], [29]:

\[
\text{SALR}(x) = \frac{|| \log(x_p/x_b) ||_2}{\text{SD}(x_b)/x_b},
\]

where \( \bar{x} \) and \( \text{SD}(x) \) are the average and standard deviation over pixels in \( x \), \( x_p \) contains pixels of \( x \) in a region of interest (ROI) \( p \), and \( x_b \) contains pixels of \( x \) in the surrounding background of the ROI. As detailed in [28], higher SALR values are desired because it measures the contrast of an ROI against the background variability due to noise. Therefore, unless mentioned otherwise, for EMG-MLE, Exp-MLE and PS we calculate an overall SALR by averaging \( \text{SALR}(\hat{\lambda})_p \), where \( p \) is a number identifies a disc in the phantoms, and select the iteration number that yields the largest overall SALR.

A. Activity and decay rate constant reconstruction

Figure 3 illustrates the outcomes from various reconstruction methods applied to Phantom 1. The subfigures (1 & 2) show the rate-constant images, \( \hat{\lambda} \)\textsubscript{EMG-MLE} and \( \hat{\lambda} \)\textsubscript{Exp-MLE}, obtained by EMG-MLE and Exp-MLE, respectively. Subfigures (3 & 4) display the results of PS method, using \( \beta = 0 \) and 10. In these reconstructions, the true isotope image \( f \) is used. The differences between these images are not readily apparent.

Figure 4, on the other hand, compares the rate-constant images obtained by various reconstruction methods when using \( \hat{f} \) produced from simulated data using the OS-EM algorithm. With \( \hat{f} \), although the activity is low in the area external to the phantom, it does not vanish. As a result, unlike those shown in Figure 3, the external area of the resulting rate-constant images is not zero. In EMG-MLE, the external area remains at its initial value, which happens to be equal to the background circle (0.5 ns\(^{-1}\)). In PS, significant streaks occur when using \( \beta = 0 \) (no regularization) and they can be removed when using \( \beta = 10 \). Based on the profiles in Figure 4, the upper discs of the EMG-MLE are comparable, while the lower discs are closer to the true values than those in the PS images.

To quantitatively evaluate the reconstruction accuracy, we considered the normalized mean square error (NMSE), defined as:

\[
\text{NMSE} = \frac{|| \hat{\lambda} - \lambda ||^2}{|| \lambda ||^2},
\]

where \( || \cdot || \) denotes the Euclidean norm. We computed pixel-wise means and standard deviations of the NMSE of the images reconstructed from ten independent simulations, using EMG-MLE, Exp-MLE, and PS with \( \beta = 0, 5, 10 \). Then we obtained the average mean and standard deviation inside various regions, including the four discs and the background circle excluding the discs. The results, summarized in Supplementary Table S1 and illustrated as boxplots in Figure 5, demonstrate that EMG-MLE achieves lower NMSE means, at least comparable to those of PS, particularly for the upper-left disc, the lower-right disc, and the background. Most standard deviations given by EMG-MLE are less than those by PS. Notably, when using the true \( f \) in EMG-MLE achieves only slightly lower average NMSE means and standard deviations than when using the estimated \( \hat{f} \). This suggests stability of EMG-MLE with respect to noise even though no explicitly noise regularization scheme is incorporated.

We also conduct cross-correlation analysis to quantify potential cross-talk between the activity map used and the
resulting \( \hat{\lambda} \). The cross-correlation is defined as:

\[
C := \frac{(\hat{\lambda} - \lambda)^T \cdot f}{||\lambda|| \cdot ||f||}. \tag{14}
\]

The low cross-correlation values reported in Table 1 indicate negligible interactions from \( f \) into \( \hat{\lambda} \).

These findings underscore the efficacy of EMG-MLE in accurately reconstructing rate-constant images from TOF-PET having a CRT of 400 ps.

### B. Effects of CRT

To examine the potential effects of CRT on EMG-MLE, we performed reconstructions from simulated events with CRTs of 200, 400, 600, and 800 ps using Phantom 2 shown in Fig. 6. The total number of events to simulate was 3 million. For each CRT, ten independent Monte Carlo instances were generated. Fig. 7 shows the boxplot of the NMSE of the rate-constant images obtained using EMG-MLE and Exp-MLE. Here, the NMSE means and standard deviations are the average of the pixel-wise means and standard deviations over the entire phantom. Generally, in terms of the mean NMSE, the accuracy of both methods decreases as the CRT increases, and the EMG-MLE outperforms Exp-MLE. These may be explained by the fact that the uncertainty in \( \tau \) and the discrepancy of the Exp model with the data increase with the CRT. However, for EMG-MLE and Exp-MLE, smaller mean values are obtained at 800 ps than at 600 ps. Also, the EMG-MLE yields slightly larger standard deviations at 600 ps and 800 ps than Exp-MLE. At present, we do not have explanations for these behaviors. Fig. 8 compares the horizontal profiles across the center of the two top discs of the ground truth \( \lambda \) map and the reconstructed images obtained by the EMG-MLE and Exp-MLE. These results demonstrate that EMG-MLE consistently achieves superior accuracy for all CRT values. Furthermore, Fig. 7 displays the NMSE obtained from 10 simulations across various CRTs using both EMG-MLE and Exp-MLE for the activity and lifetime maps in Fig. 6 showing that EMG-MLE consistently yields lower NMSE compared to Exp-MLE for different CRTs.

### C. The presence of an additional constant decay component

Further comparisons of EMG-MLE and PS reconstructions are shown in Fig. 3. Additionally, the reconstruction accuracy of MLE using an Exponential distribution for the lifetime decays (Exp-MLE) and the proposed MLE using an Exponential modified Gaussian distribution for the lifetime decays (EMG-MLE) were assessed. Ten simulations for Phantom 2 were conducted for different CRTs ranging from 200 ps to 800 ps using 3 million PLI events and the estimated \( \hat{f} \) map, employing both EMG-MLE and Exp-MLE methods.

So far, we have considered only o-Ps. As already mentioned, substantially faster DA and p-P populations co-exist, and proportions of the DA, p-P and o-P populations, approximately equal to 0.6, 0.1, and 0.3, are not sensitive to the environment [29]. We extended our simulations to include two rate-constant images, \( \lambda_1 \) for o-P and \( \lambda_2 \) for DA, neglecting the p-P population for now due to its relatively population weight. As described in Appendix, in this case EMG(\( \tau_1; \lambda_j; \sigma^2 \)) in Eq. 1 will be replaced with

\[
w_1 \text{EMG}(\tau_1; \lambda_{1,j}; \sigma^2) + w_2 \text{EMG}(\tau_2; \lambda_{2,j}; \sigma^2), \tag{15}
\]

where \( \lambda_{1,j} \) and \( \lambda_{2,j} \) are the values of \( \lambda_1 \) and \( \lambda_2 \) at pixel \( j \), respectively, and \( w_1 \) and \( w_2 \) with \( w_1 + w_2 = 1 \) are the population weights for o-P and DA events, respectively. The isotope image \( f \) and the o-P rate-constant image \( \lambda_1 \) remained those of Phantom 2. On the other hand, the DA rate-constant image \( \lambda_2 \) was the background ellipse of the phantom taking the value of 2.5 ns\(^{-1}\). Also, \( w_1 = 0.3 \) was used. A simulated data had an expected 3-million events. In reconstruction, the exactly known \( w_1, f \), and \( \lambda_2 \), were used for obtaining the MLE of \( \lambda_1 \). More details about the two-population model can be found in [29].

Fig. 9 shows the reconstructed o-P rate-constant image of the single-population and two-population model for Phantom 2, using one million events and 400 ps CRT. The reconstructed image of the two-population model yields a higher contrast of two circular regions relative to the background compared to the single-population model. In addition, the single-population model fails to reconstruct the difference in the rate-constant value between the two circular regions. This preliminary experiment shows that the proposed method can be extended to handle multi-population data.

---

### Table 1: Comparisons of the cross-correlations using the five methods for Phantom 1 using \( \hat{f} \). The SD is shown in the parenthesis.

| Regions         | EMG-MLE                  | Exp-MLE                  | PS  | PS  | PS  |
|-----------------|--------------------------|--------------------------|-----|-----|-----|
|                 | \( 1.20 \times 10^{-4} \) | \( 1.23 \times 10^{-4} \) | \( \beta = 0 \) | \( 1.43 \times 10^{-4} \) | \( 1.41 \times 10^{-4} \) |
|                 | (9.51 \times 10^{-5})    | (8.39 \times 10^{-5})    |     |     |     |
| Upper left      | \( -6.14 \times 10^{-4} \) | \( 2.64 \times 10^{-4} \) | \( \beta = 5 \) | \( 9.45 \times 10^{-4} \) | \( 8.13 \times 10^{-4} \) |
|                 | (5.39 \times 10^{-5})    | (7.58 \times 10^{-5})    |     |     |     |
| Upper right     | \( -6.72 \times 10^{-4} \) | \( -7.09 \times 10^{-4} \) | \( \beta = 10 \) | \( 7.38 \times 10^{-4} \) | \( 7.78 \times 10^{-4} \) |
|                 | (5.90 \times 10^{-5})    | (5.41 \times 10^{-5})    |     |     |     |
| Lower left      | \( -1.20 \times 10^{-4} \) | \( -1.41 \times 10^{-4} \) | \( \lambda_\text{background} \) | \( 8.49 \times 10^{-4} \) | \( 9.31 \times 10^{-4} \) |
|                 | (5.17 \times 10^{-5})    | (3.37 \times 10^{-5})    |     |     |     |
| Lower right     | \( -2.73 \times 10^{-4} \) | \( -3.21 \times 10^{-4} \) | \( \lambda_\text{background} \) | \( 1.90 \times 10^{-3} \) | \( 1.93 \times 10^{-3} \) |
|                 | (1.85 \times 10^{-5})    | (1.99 \times 10^{-5})    |     |     |     |

---

The low cross-correlation values reported in Table 1 indicate negligible interactions from \( f \) into \( \hat{\lambda} \).
Fig. 4: Results obtained for Phantom 1. $\hat{f}$ in panels 1) shows the isotope image reconstructed from simulated data using OS-EM. $\hat{\lambda}$ in panel 2), 3), and 4) are rate-constant images obtained, respectively, by EMG-MLE, PS with $\beta = 0$, and PS with $\beta = 10$ when using $\hat{f}$. Plots in 5) & 6) show horizontal profiles across the center of, respectively, the upper and low discs of these reconstructed rate-constant images. For comparison, the true profiles and the profiles of rate-constant images obtained by Exp-MLE and PS with $\beta = 5$, using $\hat{f}$, are also shown.

V. SUMMARY AND DISCUSSIONS

In this study, we developed a maximum likelihood (ML)-based algorithm for reconstructing positronium lifetime images from list-mode data acquired by a TOF-PET system that is extended for detecting triple coincidences when a $\beta + \gamma$ isotope such as Sc-44 is used. We conducted computer simulation studies for a 2-D TOF-PET system that emulates the configurations of human TOF-PET systems with 288 detectors on a 57 cm diameter ring. CRTs of 200 ps, 400 ps, 600 ps, and 800 ps are considered.

Our results demonstrate that the estimated rate-constant images $\hat{\lambda}_{\text{EMG-MLE}}$ or $\hat{\lambda}_{\text{Exp-MLE}}$ agree well with the ground truth. As CRT increases, the accuracy of both methods generally decreases, but EMG-MLE consistently outperforms Exp-MLE. Our method incorporates Gaussian blur into the likelihood function and can be extended to a two-population model (o-P and p-P), which distinguishes it from existing approaches.

Fig. 5: Boxplots of NMSE of the EMG-MLE, Exp-MLE, and PS using $\beta = 0, 5, 10$ reconstructions of Phantom 1 in upper-left disc (1), upper-right disc (2), lower-left disc (3), lower-right disc (4), and background (5), respectively.

Fig. 6: The activity image (a) and the rate-constant image (b) of Phantom 2, with a pixel size of 3.27 mm. This phantom was used to examine the reconstruction method under different CRTs.

Our current studies have not accounted for attenuation, scatter, and random events. In addition, multiple lifetime populations are present and we have only preliminary extended the proposed method to include two populations (direct annihilation of positron with electron also is characterized by its own decay rate constant). Moving forward, we plan to extend our model to include these factors to fit real-world PLI data more accurately. Triple coincidences have a much lower probability of occurrence than the conventional annihilation coincidences. Although emerging systems such as the Total-Body systems can offer an adequate sensitivity [citation], we can expect the PLI data to be count limited, in general. Therefore, resolution-preserving noise regularization can be an important consideration in PLI reconstruction. Given the
complexity, discrepancies between the model assumed for reconstruction and the data are very likely to exist. Another issue of practical significance is the computation complexity when extending the method to 3-D TOF-PET systems. Therefore, we also plan to delve into Bayesian modeling and regularized optimization, coupled with parallel computation strategies, to develop accurate, robust, and compute-efficient reconstruction algorithms for PLI.

APPENDIX

In this appendix, we elaborate on the derivation of the joint likelihood for the PLI data acquired by using a TOF-PET system. Let $f_j \geq 0$ be the PET activity in pixel $j$ so that the number of positrons released in pixel $j$ during an interval $T$ is a Poisson random number with mean $f_j T$. A released positron in pixel $j$ can exist for a duration whose distribution following an exponential distribution $\exp(\tau; \lambda_j)$ with some $\lambda_j \geq 0$ before annihilation. Assume that the uncertainty in the measurement of $\tau$ is described by $g(\tau; 0, \sigma^2)$ -- a zero-mean Gaussian with standard deviation $\sigma$, the distribution of the observed $\tau$ will be the convolution of $\exp(\tau; \lambda)$ with $g(\tau; 0, \sigma^2)$, which can be evaluated to yield the Exponentially Modified Gaussian $\expMg(\tau; \lambda, \sigma^2)$ given in Eq. (5). Subsequently, annihilation of a positron produces two opposite 511 keV photons that may be detected by the TOF-PET system at an LOS, say $c = (i_{511keV1}, i_{511keV2}, m)$ where $i_{511keV1}$ and $i_{511keV2}$ are the indices of the detectors making the detection and $m$ is the TOF index (the TOF value is typically binned). In this treatment, a PLI detection is given by $(c, \tau)$.

Let $f = [f^\prime]^T$ and $\lambda = [\lambda^\prime]^T$ be vectors representing the activity and rate-constant images. Given a PLI detection, we denote by $p(c, \tau | \lambda, f) d\tau$ the probability for it to be in the set $S_{dt}(c, \tau) = \{(c, \tau') : \tau \leq \tau' < \tau + d\tau\}$ when the activity and rate-constant image are $f$ and $\lambda$, respectively. Evidently, $p(c, \tau | \lambda, f) d\tau$ equals to the ratio of $n_1(S_{dt}(c, \tau))$, the expected number of detections in $S_{dt}(c, \tau)$, to $n_2$, the expected total number of all detections. Evidently,

$$n_1(S_{dt}(c, \tau)) = \sum_{j=1}^{N_j} f_j T \times \expMg(\tau; \lambda_j, \sigma^2) d\tau \times H_{cj},$$

(16)

where $f_j T$ gives the expected number of positrons in pixel $j$, $\expMg(\tau; \lambda_j, \sigma^2) d\tau$ gives the probability for one of these positrons to exist for a duration $\tau' \in [\tau, \tau + d\tau)$, and $H_{cj}$ gives the probability for an annihilation in pixel $j$ to yield a detection at LOS $c$. Here we have two made two assumptions: (i) the isotope decay, positron annihilation, and coincidence detection in a chain leading to a PLI detection are independent processes, and (ii) the processes involved in different PLI detections are independent. $n_2$ is the totality of $n_1(S_{dt}(c, \tau))$ over all possible $c$ and $\tau$:

$$n_2 = \int_{\tau} S_{dt}(c, \tau) d\tau = Ts_f,$$

(17)

where $s_f = \sum_{c,j} H_{cj} f_j$. Therefore,

$$p(c, \tau | \lambda, f) = \frac{1}{d\tau} \frac{n_1}{n_2} \sum_{j=1}^{N_j} H_{cj} f_j \expMg(\tau; \lambda_j, \sigma^2) \frac{1}{s_f}.$$

(18)

Note that $p(c, \tau | \lambda, f)$ is a probability in $c$ but a density in $\tau$.

Under independence assumptions, given $N_0$ detections the probability for them to be $(c_1, \tau_1), \ldots, (c_{N_0}, \tau_{N_0})$ is therefore

$$p(W_{N_0}^0 \lambda, f) = \prod_{k=1}^{N_0} p(c_k, \tau_k | \lambda, f),$$

where $W_{N_0}^0 = \{(c_k, \tau_k) : 1 \leq k \leq N_0\}$. Consequently, we have the log-likelihood

$$\ell(\lambda, f; W_{N_0}^0) = \sum_{k=1}^{N_0} \log \left( \sum_{\tau} H_{ck} f_j \expMg(\tau; \lambda_j, \sigma^2) \right) - N_0 \log(s_f).$$

(19)
Above we consider preset-count (PC) acquisition in which a scan is stopped when reaching a prescribed number $N_k$ of detection. Alternatively, in preset-time (PT) acquisition a scan is conducted for a prescribed duration $T$ and hence $N_k$ becomes a Poisson random number with mean $N_2 = T s f$. With PT acquisition, the probability for having $N_k$ detections and they are given by $N_0^*$ is then $\mathbb{P}(N_0^*; f, \lambda, T) = \text{Poisson}(N_2TS_f) \times p(N_0^*; \lambda, f)$, yielding the log-likelihood (omitting constants):

$$\ell'(\lambda, f; N_0^*; T) = \sum_{k=1}^{N_k} \log \left( \sum_{j=1}^{N_2} H_{k_j, f_j} \text{EMG}(\tau_j; \lambda_j, \sigma^2) \right) - T s f. \quad (20)$$

If $f$ is known a priori, the 2nd terms of these log-likelihoods are constants. Therefore, omitting constants both acquisition modes have the same profile log-likelihood given $f$:

$$\ell(\lambda; N_0^*; f) = \sum_{k=1}^{N_k} \log \left( \sum_{j=1}^{N_2} H_{k_j, f_j} \text{EMG}(\tau_j; \lambda_j, \sigma^2) \right). \quad (21)$$

The gradient of $\ell(\lambda; N_0^*; f)$ is provided to the L-BFGS-B algorithm to speed up computation. It is an exercise to show

$$\frac{\partial \ell(\lambda; f; N_0^*)}{\partial \lambda_j} = \frac{N_k}{\sum_{j=1}^{N_2} H_{k_j, f_j} \text{EMG}(\tau_j; \lambda_j, \sigma^2)} \sum_{k=1}^{N_k} \sum_{j=1}^{N_2} H_{k_j, f_j} \text{EMG}(\tau_j; \lambda_j, \sigma^2), \quad (22)$$

where

$$\text{dEMG}(\tau; \lambda, \sigma^2) = \text{dEMG}(\tau; \lambda, \sigma^2)/\partial \lambda = \frac{1}{2} \left( 1 - \lambda \tau + \sigma^2 \lambda^2 \right) \left( 1 + \text{erf} \left( \frac{\tau - \sigma^2 \lambda}{\sqrt{2} \sigma} \right) \right). \quad (23)$$

As described in [2], positrons in fact can exist in multiple different states before annihilation, each of which is characterized by a distinct rate constant. In general, multiple rate-constant images, say $\lambda_p$, $p = 1, \ldots, N_p$, are therefore needed, and the probability distribution for the observed $\tau$ becomes $\sum_p W_p \text{EMG}(\tau; \lambda_p, \sigma^2)$ where $W_p$'s with $\sum_p W_p = 1$, $W_p \geq 0$ are the proportions of positrons existing in respective "population" (we shall assume that the population weights do not vary over pixels) and $\lambda_p$ is the value of $\lambda_p$ at pixel $j$. Following the above derivation, the profile log-likelihood given $f$ is

$$\ell(w, \lambda_1, \ldots, w_{N_p}, \lambda_{N_p}; N_0^*; f) = \sum_{x=1}^N \log \left( \sum_{j=1}^{N_2} H_{k_j, f_j} \sum_{p=1}^{N_p} w_p \text{EMG}(\tau_j; \lambda_p, \sigma^2) \right). \quad (24)$$

In Section [VC] we consider the case with $N_p = 2$ and treat $w_1$, $w_2$, and $\lambda_2$ as constants, obtaining $\ell(\lambda_1; w_1, w_2, \lambda_2, N_0^*; f)$. In this case, we need the gradient

$$\frac{\partial \ell(\lambda_1; w_1, w_2, \lambda_2, N_0^*; f)}{\partial \lambda_1} = \sum_{k=1}^{N_k} \sum_{j=1}^{N_2} H_{k_j, f_j} w_1 \text{dEMG}(\tau_j; \lambda_1, \sigma^2), \quad (25)$$

Although this paper does not consider simultaneous MLE of $f$ and $\lambda$ using the joint log-likelihoods, several observations are worth noting. First, from Equation (19) it can be readily checked that $\ell(\lambda, \xi; N_0^*) = \ell(\lambda, f; N_0^*)$ for any $\xi > 0$. This reflects that, since PC acquisition does not care about the scan time, $f$ scanned for an interval $\xi T$ and $\xi f$ scanned for an interval $T$ are equal likely for explaining a given dataset. This observation leads us to stipulate that the log-likelihood maximizing $f$ for PC- and PT-acquisitions differ only in scale. To verify this, using Equations (19) & (20) we have

$$\ell'(\lambda, \xi f; N_0^*) = \ell'(\lambda, f; N_0^*) + \alpha(\xi, \xi), \quad (26)$$

where $\alpha(f, \xi) = N_2 \log(\xi) + N_2 \log(\xi) - 2 \xi T S_f$. One can readily check that, for any $f$, $\alpha(f, \xi)$ can reach its maximum value of $N_2 \log(N_2/eT)$ by setting $\xi = N_2/T S_f$. Therefore, if $(f', \lambda')$ maximizes $\ell(\lambda, f; N_0^*)$, then $(\xi f', \lambda')$, $\xi' = N_2/T S_f$ maximizes $\ell(\lambda, f; N_0^*)$ because both terms on the right-hand side of Equation (26) are maximized. Consequently, it is sufficiently to consider only the PC joint log-likelihood $\ell(\lambda, f; N_0^*)$. It is not difficult to see that the role of scaling by $\xi^*$ is to fix the activity of a PC MLE solution to yield a PT MLE solution that best accounts for observation of $N_k$ events during the prescribed scan time $T$.
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| Given       | Regions      | Proposed method | Exp-MLE | $\beta = 0$  | $\beta = 5$  | $\beta = 10$ |
|-------------|--------------|-----------------|---------|--------------|--------------|--------------|
| $f$         | Upper left   | $1.88 \times 10^{-2}$ (1.93 x 10^{-3}) | $1.88 \times 10^{-2}$ (1.78 x 10^{-3}) | $2.86 \times 10^{-2}$ (3.35 x 10^{-3}) | $2.64 \times 10^{-2}$ (2.70 x 10^{-3}) | $2.56 \times 10^{-2}$ (2.99 x 10^{-3}) |
|             | Upper right  | $1.93 \times 10^{-3}$ (3.70 x 10^{-4}) | $1.79 \times 10^{-3}$ (2.67 x 10^{-4}) | $1.93 \times 10^{-3}$ (3.48 x 10^{-4}) | $1.64 \times 10^{-3}$ (3.62 x 10^{-4}) | $1.30 \times 10^{-3}$ (3.23 x 10^{-4}) |
|             | Lower left   | $5.43 \times 10^{-2}$ (7.64 x 10^{-3}) | $6.15 \times 10^{-2}$ (8.90 x 10^{-3}) | $6.32 \times 10^{-2}$ (8.33 x 10^{-3}) | $6.40 \times 10^{-2}$ (8.83 x 10^{-3}) | $6.99 \times 10^{-2}$ (8.87 x 10^{-3}) |
|             | Lower right  | $1.61 \times 10^{-3}$ (9.54 x 10^{-4}) | $1.86 \times 10^{-3}$ (1.04 x 10^{-3}) | $2.31 \times 10^{-3}$ (8.67 x 10^{-4}) | $2.27 \times 10^{-3}$ (1.22 x 10^{-3}) | $2.34 \times 10^{-3}$ (1.33 x 10^{-3}) |
|             | Background   | $2.99 \times 10^{-3}$ (1.77 x 10^{-4}) | $3.09 \times 10^{-3}$ (1.82 x 10^{-4}) | $6.60 \times 10^{-4}$ (1.95 x 10^{-4}) | $5.66 \times 10^{-4}$ (2.07 x 10^{-4}) | $5.62 \times 10^{-4}$ (1.98 x 10^{-4}) |
| $\hat{f}$  | Upper left   | $1.75 \times 10^{-2}$ (1.78 x 10^{-3}) | $1.80 \times 10^{-2}$ (3.03 x 10^{-3}) | $2.52 \times 10^{-2}$ (3.25 x 10^{-3}) | $2.42 \times 10^{-2}$ (3.62 x 10^{-3}) | $2.42 \times 10^{-2}$ (3.37 x 10^{-3}) |
|             | Upper right  | $2.59 \times 10^{-3}$ (5.23 x 10^{-4}) | $2.43 \times 10^{-3}$ (4.87 x 10^{-4}) | $1.88 \times 10^{-3}$ (3.46 x 10^{-4}) | $1.62 \times 10^{-3}$ (3.66 x 10^{-4}) | $1.33 \times 10^{-3}$ (3.07 x 10^{-4}) |
|             | Lower left   | $5.78 \times 10^{-3}$ (8.52 x 10^{-4}) | $6.18 \times 10^{-3}$ (8.53 x 10^{-4}) | $6.20 \times 10^{-3}$ (8.02 x 10^{-4}) | $6.30 \times 10^{-3}$ (9.49 x 10^{-4}) | $6.88 \times 10^{-3}$ (9.49 x 10^{-4}) |
|             | Lower right  | $1.79 \times 10^{-3}$ (1.26 x 10^{-3}) | $2.01 \times 10^{-3}$ (1.13 x 10^{-3}) | $2.25 \times 10^{-3}$ (8.93 x 10^{-4}) | $2.28 \times 10^{-3}$ (2.58 x 10^{-3}) | $2.40 \times 10^{-3}$ (2.70 x 10^{-3}) |
|             | Background   | $3.55 \times 10^{-3}$ (1.68 x 10^{-4}) | $3.63 \times 10^{-3}$ (1.59 x 10^{-4}) | $6.70 \times 10^{-3}$ (2.14 x 10^{-4}) | $5.89 \times 10^{-3}$ (2.29 x 10^{-4}) | $6.05 \times 10^{-3}$ (2.06 x 10^{-4}) |

Table S1: Comparisons of NMSE using the five methods for Phantom 1 with $f$ and $\hat{f}$. NMSE measurements of reconstructed images were taken across various regions including the upper left, upper right, lower left, lower right discs, and the background area defined by an ellipse excluding the four discs.