Using ANN to Evaluate the Climate Data that High Affect on Calculate Daily Potential Evapotranspiration with Modified-Penman Method in The Tropical Regions
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Abstract. In Indonesia, as part of tropical regions, calculating the amount of daily potential evapotranspiration (PET) becomes significant to ascertain the water balance. Applied Artificial Neural Network (ANN) as data-driven modeling in the period of Industrial Revolution 4.0 to develop a better world. Using ANN simplifies the process of modeling the various input climate data to count up the amount of daily PET. There six climate data that will be input in the Modified Penman Method, which are average-temperature, wind velocity, rainfall, relative-humidity, evaporation, and the time of solar radiation. Therefore, for further modeling using fewer input data than typically used in this method, so the high affect climatology data must be known. The methodology is to compare the best model, which has input six of the climate data with the model developed by just five of the climate data. The results of this research are the sequence of climate data that influence the daily PET model from the highest to the smallest: wind velocity, relative humidity, the time of solar radiation, temperature, rainfall, evaporation.

1. Introduction
The Potential Evapotranspiration (PET) commit to being interpreting as the estimated count of evapotranspiration (ET). The ET happens to a land area that covered with full crops, which has the probability of lessening the water quantity in the watershed [1]. PET models have been advanced from simple to complex models to measure evapotranspiration that appears. The simple models that have an uncomplicated and easy scheme in a calculation, the example are Lowry-Johnson method, Thornwaite method, and Blaney-Criddle method. They have only two climate data used to figure the PET. The results of the simple models are less factual than others. Otherwise, the results display from the complex models more decisive [2].

The Penman-Monteith model is distinguished for being the most definite model; however, its demands an entire climate data set that is not always securable at all weather stations, notably in most of the developing countries. That model has been standard for estimating PET in the world [3] [4], even in Indonesia as one of the tropical regions. The method used numerous climate data such are average temperature, relative-humidity, wind velocity, rainfall, evaporation, and the duration of solar radiation. There is preceding research to obtain the simple formulas with an identical outcome to the Penman equation for computing the PET even though from an uncomplete-set of the frequently meteorological variables [5] [6]. This research conducted to learn the climate data that strong influence to determine the daily PET with Modified-Penman Method. As a result, climate data that have the highest involved on
the PET considered as a very crucial variable and must be directed as input to figure out the PET. It can be advantageous for further modeling with limited of the climate data that happen in Indonesia.

The ordinary calculating process of the Modified-Penman Method complicated enough leads this research approached using the data-driven modeling for simplifying the process. Besides, in this industrial revolution era 4.0, one of the excuses and challenges that contribute to developing an improved world is applied data-driven modeling to generate the calculation process more practical and more manageable. So, too, the data-driven modeling established from the relationship between inputs and target variables [7] [8]. In hydrology, the practice of data-driven based modeling has begun to be developed in the last two decades [9], the examples are rainfall-runoff modeling [10] [11], stream-flow predicting [12] [13], stream-flow forecasting [14] [15], water-level fluctuations [16], etc. From all of that, data-driven modeling based can be approved and validated as a brand new action to estimate the hydrological data. In the case of the PET, the example of adopting data-driven modeling (e.g., Adaptive Neuro-fuzzy inference system (ANFIS) [17] [18] [19] [20], multivariate adaptive regression splines (MARS) [21], gene expression programming (GEP) [17] [21] [22], artificial neural network (ANN) [23] [24] [20], support vector machine (SVM) [23]) shows that can be applied and have a good modeling results to the PET with Modified-Penman Method.

The ANN is a computational model, which is found and influenced by the living process of the human brain functions. By training the network to grow the connections and rules that integrated within the data, so the neural network models developing. The network always has three layers consist of input, hidden, and output. The system enters the data through the input units classified as an input layer. These data are then continued to reach succeeding layers, including hidden layers in the core, then appear as the output layer. The inputs can be several combinations of the parameter of climate data, which considered to be notable toward forecasting the output [8].

2. Method

This research used daily climate data from Meteorological-Climatological-Geophysical-Agency (BMKG) Juanda, Surabaya, Indonesia, during 2018 as input. They are average-temperature, relative-humidity, rainfall, evaporation, wind velocity, and the duration of solar radiation, which investigated to know the highest affect to the ANN model. The targets are everyday PET measured by BMKG Juanda, Surabaya, Indonesia, during 2018 as input. They are average-temperature, relative-humidity, temperature, wind velocity, rainfall, evaporation, and the duration of solar radiation (hours) that recorded in BMKG Juanda Surabaya.

2.1. Data Collecting

In the data-driven modeling, it is the first move to assure data for the inputs and the targets of the model. Since the modeling process depends on the genuineness of the data, to ensure the source of collecting data are reliable. As previously revealed, the climate data for inputs for the ANN model is the average-temperature (°C), relative-humidity (%), rainfall (mm), evaporation (mm), wind velocity (km/h), and the duration of solar radiation (hours) that recorded in BMKG Juanda Surabaya.

2.2. Building a Network Model

The ANN data-driven modeled by the help of the toolbox neural network on MATLAB that is NFTOOL (Neural Network Fitting Tool). The following process:

2.2.1. Data inputs and targets. Prepare all the climatology data that would be inputs and targets as a workspace so can be straightforwardly imported in MATLAB.

2.2.2. Training, validation, testing. Distribute the data used in this research to be 70% as training, 15% as validation, and 15% as testing.

2.2.3. The architecture of the ANN model. The next step was creating several network model architectures. The first, 6-input ANN model that has all of six climate data used in the modeling. There are average-temperature, relative-humidity, wind velocity, rainfall, evaporation, and the duration of
solar radiation. The 6-1-1 architectural models, namely because of the model, have six inputs, one hidden layer, and one output. Therefore, it created several architectural models that have a number from 1 to 12 of the hidden layers. This step is to consider the best ANN model by comparing the outputs and the targets of several architectural models with a different number of the hidden layer. The best 6-input ANN model will be compared to the 5-input ANN model, so the highest climatology data affect the ANN model can be known. There six of architecture ANN models that only have 5-input of climate data. Each of them has five different input, which has the same target, as follows in Table 1 below:

| Model | The Climatology Data Not Used as An Input Layer |
|-------|-----------------------------------------------|
| 5A    | Temperature                                    |
| 5B    | Relative-humidity                              |
| 5C    | Wind Velocity                                  |
| 5D    | Rainfall                                       |
| 5E    | Evaporation                                    |
| 5F    | The Duration of Solar Radiation                |

2.2.4. Training process. Train the network model reaching out the smallest error, otherwise retrain it continually.

2.2.5. Validation process. Validation obtained the best network model that has the smallest Mean Squared Error (MSE) value, in case 0, it means no error altogether. The MSE value calculated with:

\[ M = \frac{1}{N} \sum_{t=1}^{N} (Y't - Y't)^2 \]

Where Y’t is output from the network model of ANN, Yt is the target as PET calculated with the Modified Penman Method; and N is the number of series data be analyzed. In addition to the MSE value, regression result (R) commits to consider. R is the correlation between input and target when one it means to have a high correlation, then 0 is the opposite.

2.2.6. Testing process and analysis. Compare the results of the network model between 6-input and 5-input so that the climatology data that has a high even smaller affect on the model found. These research results will relate to determining the climatology data used as input in further simplifying the network model.

3. Results and Discussion

During the learning process of the ANN model, the best model achieved by testing all of several architecture models. From the report of the validation process, the architecture model 6-5-1 shows the most dependable results instead of the other 6-input architecture models. On the validation of the architecture model 6-5-1, it has the smallest MSE-value, which is 0.365 and the highest R-value, which is 0.981. That can be noticed in Table 2 below:

| 6-Input ANN Model | TRAINING | VALIDATION | TESTING | ALL |
|-------------------|----------|------------|---------|-----|
|       | MSE      | R          | MSE     | R   | MSE | R   | R   |

Table 2. Result of MSE and R-value of 6-Input Architecture ANN Model
| The Architecture of ANN Model | TRAINING | VALIDATION | TESTING | ALL |
|-----------------------------|----------|-----------|---------|-----|
|                            | MSE      | R         | MSE     | R   |
| 6 - 5 - 1                   | 1.731    | 0.875     | 0.903   |
| 5A                         | 1.333    | 0.908     | 0.889   |
| ΔA                         | -0.398   | 0.034     | -0.014  |
| 5B                         | 2.290    | 0.853     | 0.820   |
| ΔB                         | -0.497   | 0.047     | -0.028  |
| 5C                         | 2.825    | 0.813     | 0.903   |
| ΔC                         | -0.559   | -0.022    | -0.083  |
| 5D                         | 1.093    | -0.061    | 0.000   |
| ΔD                         | 0.912    | -0.126    | 0.006   |
| 5E                         | 1.323    | 0.913     | 0.895   |
| ΔE                         | -0.408   | 0.039     | -0.009  |
| 5F                         | 0.824    | 0.890     | 0.906   |
| ΔF                         | -0.201   | 0.029     | -0.034  |

The 5-input model that has the most significant difference (Δ) MSE and R values with the 6-input model shows the climate data not used in this model has the highest affect on the ANN model. Based on Table 3 above the sequence of the 5-input architecture model are C – B – F – A – D – E. So the order of the climate data that affect in calculating daily PET with Modified-Penman Method from the highest to the smallest are: wind velocity, relative-humidity, the duration of solar radiation, temperature, rainfall, evaporation.
4. Conclusion
The sequence of the climate data that influence the daily PET model in the Tropical Region from the highest to the smallest is wind velocity, relative-humidity, the duration of solar radiation, temperature, rainfall, evaporation. The results can be different in another area that has no similarity characteristic to the origin area of the climate data taken for the development of the ANN Model. Therefore, the results become beneficial for further modeling with ANN with limitless of the climate data.
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