Study on growth rate of TiO$_2$ nanostructured thin films: simulation by molecular dynamics approach and modeling by artificial neural network
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ABSTRACT: Effects of the deposition process parameters on the thickness of TiO$_2$ nanostructured film were simulated using the molecular dynamics (MD) approach and modeled by the artificial neural network (ANN) and regression method. Accordingly, TiO$_2$ nanostructured film was prepared experimentally with the sol–gel dip-coating method. Structural instabilities can be expected, due to short- and/or long-range intermolecular forces, leading to the surface inhomogeneities. In the MD simulation, the Morse potential function was used for the inter-atomic interactions, and equations of motion for atoms were solved by Verlet algorithm. The effect of the withdrawal velocity, drying temperature and number of deposited layers were studied in order to characterize the film thickness. The results of MD simulations are reasonably consistent with atomic force microscopy, scanning electron microscopy and Dektak surface profiler. Finally, the outputs from experimental data were analyzed by using the ANN in order to investigate the effects of deposition process parameters on the film thickness. In this case, various architectures have been checked using 75% of experimental data for training of the ANN. Among the various architectures, feed-forward back-propagation network with trainer training algorithm was found as the best architecture. Based on the R-squared value, the ANN is better than the regression model in predicting the film thickness. The statistical analysis for those results was then used to verify the fitness of the complex process model. Based on the results, this modeling methodology can explain the characteristics of the TiO$_2$ nanostructured thin film and growth mechanism varying with process conditions. © 2013 The Authors. Surface and Interface Analysis published by John Wiley & Sons Ltd.
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Introduction

TiO$_2$ nano-sized particles have attracted a significant interest of materials scientists and physicists due to their special properties. This material has attained a great importance in several technological applications such as solar cells,$^{[1-3]}$ photo-catalyst$^{[4]}$ sensors$^{[5-7]}$ and memory devices.$^{[8]}$ TiO$_2$ nanostructured thin films are also used as various optical coatings for its good transmittance in the visible region, high refractive index and chemical stability.$^{[9,10]}$

In the last two decades, several experimental methods, such as chemical vapor deposition,$^{[11]}$ pulsed laser deposition,$^{[12]}$ sputtering$^{[13]}$ and sol–gel technique, were used for preparation of the TiO$_2$ nanostructured films.$^{[14-16]}$ In comparison with other methods, the sol–gel technique has some advantages such as controllability, reliability and reproducibility. It can be selected for preparation of nanostructured thin films. Sol–gel coating is classified as two distinct methods named as spin and dip coating. The dip coating has been applied for preparation of TiO$_2$ nanostructured films. Experimental results have shown that preparation of high transparent TiO$_2$ nanostructured film by dip-coating method necessitates the control of film thickness and surface roughness.$^{[14]}$

In recent years, computer simulation methods have been used for the study of thin film structures. In particular, molecular dynamics (MD) simulations have been used to study of the impact of single cluster over the solid surface. MD simulations of materials at the atomic level are becoming an important technique for investigation of the configuration of crystals, melting and crystallization phenomena, phase transitions, diffusion and thermodynamic properties of inorganic materials.$^{[17-19]}$ The MD simulation procedure is conceptually simple; an arbitrary assemblage of N atoms or molecules (approximately several hundreds or thousands of atoms or molecules) confined to a specific region of space is considered. The periodic boundary conditions are used to generate an infinite system. The atoms and molecules are given some initial positions and velocities. Time development of the system is then solved by means of the Newtonian equations of motion for each time step of $10^{-16}$ to $10^{-14}$ s. The essential point in the MD simulation of materials is the description of the atomic interactions in terms of an interaction potential. It is well known that the accuracy of the potential function essentially contributes to the quality of the simulation results. Matsui and Akaogi carried out MD simulations to reproduce the structure and physical properties of TiO$_2$ particles.$^{[20]}$ The inter-atomic
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The potential function used in their work was composed of Columbic, van der Waals and Gilbert-type repulsion terms. They reported on reproducing or predicting a wide range of TiO₂ morphological properties. Fukuda et al. performed MD simulations of rutile phase using the Morse potential instead of the van der Waals interaction term.

In the past few years, several methodologies for the modeling of nonlinear characteristics that affect the surface morphology of thin film have been studied. Due to the complexity and nonlinear relationships in the system, modeling methodology using artificial intelligence, such as artificial neural network (ANN), has been developed to analyze the processes difficult to characterize by classical modeling methods. ANN has a wide variety of applications from banking to engineering. These applications may have more than one input and/or output. ANN can perform the highly complex mapping between input variables and output responses to establish nonlinear input–output relationships. In addition, neural network (NNet) can cover many aspects of functional relationships using a limited number of processing data.

Han and May performed NNet for the process modeling and analyzed the various conditions on the predicted model via genetic algorithms. Tripllett, May and Brown applied NNet to a device manufacturing process. Ko et al. investigated the process modeling of ZnO thin films grown by pulsed laser deposition using NNet based on the back-propagation (BP) algorithm. They used optimal experimental design technique and examined two operating factors, that is, temperature and pressure, to characterize the growth rate of ZnO thin film.

Hongyi et al. used ANN with BP algorithm to predict the diameter and length of the TiO₂ nanotube. In addition, BP ANN was applied to estimate average particle size of TiO₂ nanoparticles. Khanmohammadi et al. applied a novel technique based on diffuse reflectance near-infrared spectrometry and BP ANN for size estimation of TiO₂ nanoparticles. They show that the ANN is capable of generalizing and predicting the average size of nanoparticles.

In this study, TiO₂ nanostructured thin films were investigated from three viewpoints: experimental work with sol–gel dip-coating method, computer simulation using MD approach and modeling using ANN. It was shown that the results of MD simulations provide a good level of consistency with atomic force microscopy (AFM) and scanning electron microscopy (SEM) images regarding the morphology and surface structure of prepared films, respectively. Finally, the outputs from experimental data and MD simulations were analyzed by using the ANN and regression model in order to investigate the effects of deposition process parameters on the film thickness. Based on the ANN modeling results, this method can explain the characteristics of the TiO₂ nanostructured thin film and its growth mechanism as a function of process conditions.

**Experimental procedure**

TiO₂ nanostructured films were prepared by the hydrolysis of titanium tetra-ISOPOXIDE (TTIP) (Aldrich, 99.99%), which is generally used for TiO₂ nanostructured films by the sol–gel method. This method can employ a colloidal inorganic sol precursor using metal salts. The chemical composition of the sol matrix was TTIP: EtOH: H₂O: HNO₃ with 1:10:18:0.1 in molar ratio. The sol matrix was prepared at room temperature by mixing TTIP with absolute ethanol (Aldrich, 99.9%) and nitric acid (Aldrich, 99.9%) as a catalyst. More details of the solution preparation and their characterization can be found in our last paper. The TiO₂ nanostructured films were obtained by immersion of ultrasonically well-cleaned soda lime glass as a substrate into precursor solution by dip-coating method. The withdrawal velocity of substrate was varied from 2 × 10⁻⁴ to 1 × 10⁻³ Å/ns in 2 × 10⁻⁴ Å/ns intervals.

For heat treatment, each wet sample was inserted in the oven under vacuum condition at drying temperatures ranging from 623 to 823 K in 100 K intervals for 60 min.

![Figure 1. Structure of a neural network.](image1)

![Figure 2. Schematic diagram of calculation in a network with BP algorithm: (a) prediction stage and first part of weight optimization process; (b) second part of weight optimization.](image2)
The surface morphologies of the TiO₂ nanostructured films were characterized by AFM (DME DS-95-50) and SEM (Cam Scan MV2300) techniques. The film thickness was measured using Dektak surface profiler (Talystep IIA).

### MD simulation

MD simulations have been used to study the TiO₂ nanostructure film over a solid surface. The approach of atomistic simulation is based on the approximation of quantum interactions by classical ones. Instead of solving the Schrödinger equation, a semi-empirical model of classical interaction between atoms is constructed, and then the Newton equations are solved. In this study, before the reaction probabilities are studied on the TiO₂ layer, the substrate has to be brought to the minimum energy configuration. For this, the forces on the atoms in the system were calculated by taking the first derivative of the potential. From the forces, the new positions are obtained by solving the Newtonian equations of motions. If the potential energy of the new structure is greater than the previous one, the velocity of all atoms is set to zero, and the process is repeated until the potential energy attains a minimum. In order to describe the inter-atomic interactions of TiO₂ nanostructure films, Morse potential function has been used. The coefficients for Ti–O, Ti–Ti and O–O interactions applied in this function are represented in Appendix A.

The MD simulations were performed based on the LAMMPS code, which is intended for massively parallel and large-scale atomic/molecular simulations, developed at Sandia National Laboratories. LAMMPS integrates Newton’s equations of motion for atoms, molecules or macroscopic particles that interact via short- or long-range forces with a variety of initial and/or boundary conditions. The MD simulations applied in this work are fully dynamical with three-dimensional calculations in a simulation cell. The results of simulation were obtained for number of 8000 TiO₂ molecules. These numbers of TiO₂ molecules were corresponding to five-deposited layer in the experiments. A layer of atoms on each side of the substrate also forms boundary atoms. In the present simulation, the Verlet algorithm was used for the motion of atoms in the simulation cell. Ti–O bonds were located about 20 Å average distances from substrate in the simulation space. TiO₂ molecules were moved towards the surface with $2 \times 10^{-3}$, $2 \times 10^{-4}$, $1 \times 10^{-5}$ Å/ns velocity. Each simulation time and time step were 5 ns and 2 ps, respectively. The total simulation time required for a system with formation of TiO₂ layer was approximately 48 h on a PC with a 3.2 GHz Pentium 4 CPU.

#### Table 1. Summary of process parameters

| Factor                        | Symbol | Value | Remark   |
|-------------------------------|--------|-------|----------|
| Withdrawal velocity           | $\nu$ (Å/ns) | $2 \times 10^{-4}$ | Controllable |
| Drying temperature            | $T$ (K) | 623–823 | Controllable |
| Number of deposited layer     | $N$ (-) | 2–10 | Controllable |
| Mean thickness of film        | $h_{avg}$ (nm) | 19.9–174 | |

#### Figure 3. SEM images of TiO₂ nanostructured film prepared at 623 K with two levels of withdrawal velocity of (a) $1.0 \times 10^{-3}$ and (b) $2.0 \times 10^{-4}$ Å/ns.

#### Figure 4. SEM images of TiO₂ nanostructured with withdrawal velocity of $6.0 \times 10^{-4}$ Å/ns, at different drying temperatures of (a) 623 and (b) 723 K.
Modeling scheme

ANN

An ANN is a computational simulation of a biological NNet. A NNet consists of complex units that, in turn, are demonstrative of neurons of the body. The units are in the shape of a conjunct loop structure that, in fact, functions like axons and dendrites. A NNet learns by determining the relation between the inputs and outputs. By calculating the relative importance of the inputs and outputs, the system can determine such relationships. One example of the layered networks is provided in Fig. 1.

In Fig. 1, ANN input, hidden and output layers are shown. In this network, each pair of lines is interconnected via a weight. The two important features of NNet are swift response to problems and the ability of generalization of these responses to unobserved samples.\(^\text{32–34}\) One type of the well-known NNets is the feed-forward network, which is utilized to classify and estimate problems. In the feed-forward network, the signal travels only from input to output. The ANN selected in this work is a feed-forward BP network. According to Fig. 2, the learning sample set is presented to the network, and a BP algorithm automatically adjusts the weights; therefore, the output response to input vector is as close as possible to the desired response (Fig. 2 a). Each time a prediction is made, the result is compared to the corresponding desired value. Then, the prediction error (the difference between the predicted and real outputs) was BP across the network in a manner that allowed the interconnection weights to be modified according to the scheme specified by the learning rule (Fig. 2 b).\(^\text{35,36}\)

Prediction error can be used by improvement technique to teach NNet. Three performance functions, including of mean square error (MSE), root MSE (RMSE) and sum of square error (SSE), were studied in this work, which are described in Appendix B (Eqns B.2–4). As for the number of neurons needed in the hidden layer, it is desirable to have the least number of neurons possible so as to avoid overfitting problem. Cross-validation technique provides a useful way to circumvent the problem. This technique provides an estimate of model predictivity by comparing the predictive sum of squares against the sum of squared deviations of each network output,\(^\text{37,38}\) which is described in Appendix B (Eqn B.5).

Briefly, training process is a way from input layer to output layer in order to compute outputs and a backward route to correct weights. This process continues until the error is minimized. As soon as errors were minimized, the teaching process terminates.\(^\text{28,29,36}\) In order to characterize the dip-coating method, the range of process variables, which were considered as input factors of interest, is summarized in Table 1.

Multiple regression

Regression method is one of the most commonly used statistical techniques to obtain the relation between different output variables and input parameters.\(^\text{39,40}\) In order to analyze the variation of the output response, multi-variable linear regression method was carried out using SPSS software based on the experimental data. In this study, the regressed equation was obtained by using the three deposition process parameters as independent
variables (inputs) and the film thickness as dependent variable (output). The mathematical expression of multi-variable linear regression is described in Appendix C.

Results and discussion

TiO₂ nanostructured thin films were investigated from three viewpoints: experimental work with sol–gel dip-coating method, computer simulation using MD approach and modeling using ANN. The results of each section are presented in the following.

Experimental results

Figure 3 shows the SEM image of TiO₂ nanostructured film at drying temperatures of (a) 623 K, (b) 723 K and (c) 823 K.

Figure 6. Dektak surface profiler of prepared TiO₂ film at drying temperatures of (a) 623 K, (b) 723 K and (c) 823 K.

Figure 7. MD simulation results for surface profile of 8000 TiO₂ molecules at deposition rate of (a) $2 \times 10^{-7}$, (b) $6 \times 10^{-7}$ and (c) $1 \times 10^{-3} \text{Å}/\text{ns}$. [$h_{avg}$ is simulated mean height of the film]

velocity (Fig. 3 b) results in the bigger particle size with the dimensions of 24.61–40.37 nm.

Figure 4 shows the SEM image of TiO₂ nanostructured film with withdrawal velocity of $6.0 \times 10^{-4} \text{Å}/\text{ns}$ at two drying temperatures of 623 (Fig. 4 a) and 723 K (Fig. 4 b). It can be seen that, lower drying temperature (Fig. 4 a) induces the smaller particle size with the dimensions of 18.00–25.99 nm, while higher drying temperature (Fig. 4 b) induces the bigger particle size with dimension of 23.44–38.07 nm.

Figure 5 shows the AFM image of TiO₂ nanostructured film at drying temperature of 623 K with different levels of withdrawal velocity of $1.0 \times 10^{-3}$ (Fig. 5 a) and $2.0 \times 10^{-3} \text{Å}/\text{ns}$ (Fig. 5 b), when five layers were deposited on the substrate. It can be seen that lower withdrawal velocity (Fig. 5 b) induces the smaller particle size with the dimensions of 17.58–28.95 nm, while higher withdrawal velocity (Fig. 5 a) results in the bigger particle size with the dimensions of 24.61–40.37 nm.
during the films formation. The dark grooves observed in the AFM images may suggest the presence of cracks; however, the height profile indicates that the grooves are relatively superficial. As indicated, the depths associated with the deepest grooves (for example 25.1 nm in Fig. 5 a) are still much smaller than the film thickness (240 nm). Comparison of the AFM images indicates that the mean height of the film increased from 19.9 (Fig. 5 a) to 24.3 (Fig. 5 b), and then to 30.5 nm (Fig. 5 c), when the withdrawal velocity of samples increased from $2.0 \times 10^{-4}$ to $6.0 \times 10^{-4}$ and then to $1.0 \times 10^{-3}$ Å/ns, respectively.

Figure 6 illustrates the variation in the height of the summits as determined by the Dektak surface profiler for the prepared TiO$_2$ film at drying temperatures of 623 (Fig. 6 a), 723 (Fig. 6 b) and 823 K (Fig. 6 c) when two layers deposited on the substrate. The Dektak analysis shows that the surface morphology of TiO$_2$ film is transformed from the relatively homogenous surface with some height variation at 623 K depicted in Fig. 6 a to an aggregated structure exhibiting non-uniform morphology of the film thickness at 823 K shown in Fig. 6 c.

**Table 2.** Experimental design of dip-coating process as neural network variables

| Run | Withdrawal velocity (Å/ns) | Drying temperature (K) | Number of layer | Film thickness (nm) | Remark |
|-----|-----------------------------|------------------------|-----------------|---------------------|--------|
| 1   | $2 \times 10^{-4}$          | 623                    | 2               | 19.9                | TR     |
| 2   | $4 \times 10^{-4}$          | 623                    | 2               | 21.7                | TR     |
| 3   | $6 \times 10^{-4}$          | 623                    | 2               | 24.3                | TE     |
| 4   | $8 \times 10^{-4}$          | 623                    | 2               | 27.4                | TR     |
| 5   | $10^{-3}$                   | 623                    | 2               | 30.5                | TR     |
| 6   | $2 \times 10^{-4}$          | 723                    | 5               | 57.5                | TR     |
| 7   | $4 \times 10^{-4}$          | 723                    | 5               | 59.6                | TR     |
| 8   | $6 \times 10^{-4}$          | 723                    | 5               | 63.5                | TE     |
| 9   | $8 \times 10^{-4}$          | 723                    | 5               | 70.5                | TR     |
| 10  | $10^{-3}$                   | 723                    | 5               | 75                  | TR     |
| 11  | $2 \times 10^{-4}$          | 623                    | 10              | 114                 | TR     |
| 12  | $2 \times 10^{-4}$          | 723                    | 10              | 133.2               | TR     |
| 13  | $4 \times 10^{-4}$          | 723                    | 10              | 136.2               | TR     |
| 14  | $6 \times 10^{-4}$          | 723                    | 10              | 140                 | TE     |
| 15  | $8 \times 10^{-4}$          | 723                    | 10              | 142.1               | TR     |
| 16  | $2 \times 10^{-4}$          | 823                    | 10              | 143                 | TR     |
| 17  | $10^{-3}$                   | 723                    | 10              | 155.1               | TR     |
| 18  | $1 \times 10^{-3}$          | 823                    | 10              | 174                 | TR     |

TR: Training data TE: Testing data

**Figure 9.** Mean square error for tested data versus number of neurons in the hidden layer.

**Figure 10.** The cross-validation MSE plotted against the number of neurons in the hidden layer.

**MD simulation results**

Figure 7 represents the results of MD simulation for surface profile of 8000 TiO$_2$ molecules after 5 ns under three deposition rate of $2 \times 10^{-4}$, $6 \times 10^{-4}$ and $1 \times 10^{-3}$ Å/ns. These numbers of TiO$_2$ molecules were corresponding to five deposited layers in the experiments. It was shown that Ti–O bonds attached to
bridging oxygen due to cluster–cluster aggregation. The rapid cluster growth took place through the aggregation of such small clusters. The morphology demonstrated that cavities and voids were formed within the formation of the film and finally the structure of the simulated film became dense and packed with TiO₂ molecules.

MD simulation results show that with increase of deposition rate from $2 \times 10^{-4}$ (Fig. 7a) to $6 \times 10^{-4}$ (Fig. 7b) and then to $1 \times 10^{-3}$ Å/ns (Fig. 7c), the simulated mean height of the film increased from about 56 nm to 62 nm and then to 75 nm, respectively. Observing the surface profile, we concluded that at the lower deposition rate (Fig. 7a), the probability of local clustering in free space of the simulation cell was low, thus provided an insufficient number of atoms to yield a uniformly dense simulated film. At the higher deposition rates (Fig. 7c), the local clustering of the incident atoms took place in free space of the simulation cell to yield a dense film with relatively high local clustering in the surface. Increase of local clustering of the atoms led to surface inhomogeneities in the simulated film. The results of Fig. 7 agree with comparison of the experimental data obtained for film thickness and surface morphology using AFM image when five layers of TiO₂ were deposited on the substrate by dip-coating method.

Figure 8 represents the results of MD simulation for surface profile of 8000 TiO₂ molecules after 5 ns at two drying temperatures of 623 (Fig. 8a) and 723 K (Fig. 8b). It can be found from MD simulation that with an increase in the simulated drying temperature from 623 to 723 K, the mean height of the simulated film increased from about 61 to 69 nm, respectively. The MD simulated results of Figs. 7 agree with the film thickness obtained by Dektak surface profiler when five layers of TiO₂ were deposited on the substrate.

Results of ANN modeling

In this study, we have used feed-forward BP network with Bayesian Regularization as a training function. The network was trained on 15 experimental runs, and the rest of data was used to test generalization capacity of the network. Table 2 illustrates the experimental design of dip-coating process factors used in each run as NNet variables.

In order to analyze the deviation and the variation of the ANN output, each performance function was calculated. As for the number of neurons needed in the hidden layer, it is desirable to have the least number of neurons possible so as to avoid the overfitting problem. The minimum number of neurons in this work was obtained from the testing MSE and cross-validation MSE plotted versus the number of neurons in the hidden layer. In Fig. 9, MSE for the tested data is plotted as a function of the number of neurons in the hidden layer. The plot shows the MSE value for networks of different sizes starting from one hidden neuron up to 50. Figure 9 also depicted that for the architecture with 25 neurons, we get the minimum MSE value. The
network architecture with 25 neurons into the hidden layer was considered as optimal for this application. During the training phase, the weights and biases which are the parameters of the ANN model are adjusted so that the network outputs fit the experimental data. Therefore, we selected a network with 25 neurons which has a little error with a fast computation time. The best ANN obtained in this study is a one hidden layer feed-forward BP network with 25 neurons, as indicated in Fig. 9.

To verify the number of neurons selected by the testing MSE, the cross-validation MSE versus the number of neurons in the hidden layer is plotted in Fig. 10. As can be seen, the cross-validation MSE decreases rapidly at first and then levels out but continues to approach the minimum value (about 0.1) as the number of neurons increases to 25. Subsequently, the MSE value starts to increase gradually again when the number of neurons increases to 50.

The transfer function of the first layer is hyperbolic tangent sigmoid, and that of the second layer is linear function. For this network, the predicted values versus measured values are shown in Fig. 12. It can be seen that there is a perfect match between experimental data and ANN output. The plot of residuals versus fitted values is shown in Fig. 12. It can be seen that the residuals are randomly distributed around zero, and no special pattern is observed.

The $R^2$ value represents the proportion of variation in the response explained by the model. The $R^2$ values of ANN and regression model are 0.994 and 0.903, respectively. Therefore, the portion of the model explained by ANN is better than that of regression model in predicting the film thickness of nanostructured thin films.

Table 3 shows the experimental data, ANN outputs (film thickness) and percent of error for the best network with 25 neurons in the hidden layer. The differences between experimental and predicted film thickness are less than 1.0%. This network can approximately be generalized to all sorts of data because the differences between predicted and measured value are diminutive, which proves the capability of ANN to predict unobserved data correctly. The values of MSE, RMSE and SSE obtained by the regression and ANN models are shown in Table 4.

The 3D plot of surface response for the film thickness when numbers of 10 layers of TiO$_2$ film were deposited on the substrate is shown in Fig. 13. It is observed that the thickness of the TiO$_2$ film is near the maximum value when the drying temperature is in the range of 723 to 823 K and the withdrawal velocity is in the range of $8 \times 10^{-4}$ to $1 \times 10^{-3}$ Å/ns. It can be found that, when withdrawal velocity and drying temperature increase, the growth rate and, as a result, mean thickness of film increase. The ANN model suggested in this study can be in good agreement with the growth rate related to the characteristics of TiO$_2$ nanoparticles such as SEM image and X-ray diffraction.$^{[30]}$

The main purpose for the use of ANN in this study is that it operates in series to the MD simulation. It also performs a multitude of activities such as prediction, data reconciliation and reduction of processing time. This means that the use of ANN model combining with MD simulated data results in the reduction of number of experiments. NNNet is found to be very efficient in terms of processing time and modeling error compared to the MD simulation. Of course, these methods must be compared on fair basis, namely computer speed and system memory. Overall simulation process is supervised by comparing the experimental results and MD outputs. Figure 14 shows the block diagram in the case of combining ANN method and MD simulation of thin film fabrication for a real system.

**Conclusion**

The characterization of the growth rate of TiO$_2$ nanostructured thin film prepared with the sol–gel dip-coating method has been investigated. At first, effects of deposition process parameters, such as withdrawal velocity, drying temperature and number of deposited layers on the thickness of the prepared film, were experimentally investigated. Experiments showed that the withdrawal velocity played a major role in the prepared film thickness. MD simulation considering Morse potential function simulations has been employed to study the morphology of the TiO$_2$ nanostructured film. The simulation results showed that with increase in withdrawal velocity, the mean height of the simulated film increased. In addition, at the low deposition rate, the probability of local clustering in free space of the simulation cell was low, and due to cluster–cluster aggregation, a uniformly packed and dense simulated film was obtained. MD simulations reveal that with increase of simulated temperature, the mean height of the simulated film increased. Moreover, in this study,
the results of MD simulation, in the cases of change in withdrawal velocity and drying temperature, were compared with the SEM, AFM and Dektak surface profiler, and there was good agreement between the simulated results and experimental data. Finally, the film growth mechanism of the dip-coating method was well explained by the NNet model in order to investigate the effects of deposition process parameters on the film thickness. In this case, various architectures have been checked using 75% of experimental data for training of ANN. Among the various architectures, feed-forward BP network with trainer training algorithm was found as the best architecture. Although the effects of deposition processing parameters were complex, the output responses were reasonably estimated by the proposed NNet model. Based on the modeling results, the ANN was more accurate model than the regression model, indicating that the ANN model is able to predict in complex system such as film deposition processing. Therefore, this methodology can be used to improve the manufacturability of the nanostructured thin films.

**Notations**

\[ \text{Å} \] angstrom  \\
avg average  \\
C cut-off distance  \\
D bond strength  \\
h height  \\
M measure  \\
N number of experiments  \\
P predict  \\
r radius  \\
\[ R^2 \] regression  \\
s second  \\
T temperature  \\
v displacement velocity

**Abbreviations**

ANN artificial neural network;  
BP back-propagation;  
MD molecular dynamics;  
MSE mean square error;  
NNet neural network;  
RMSE root mean square error;  
SSE sum of square error
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**Appendix A**

The Morse potential function consists of two exponential terms as follows:

\[
u(r_{ij}) = D \left( \exp[-\alpha(r_{ij} - r_0)] - 2 \exp[-\alpha(r_{ij} - r_0)] \right) r_{ij}, \
\]

where \(D\) (eV) is related to the bond strength, \(r_0\) (Å) is the equilibrium inter-atomic separation, \(\alpha (\text{Å}^{-1})\) is related to the curvature at the potential minimum and \(r_{ij}\) is the cut-off distance. The Morse potential coefficients \(\alpha\) for Ti–O, Ti–Ti and O–O interactions are represented in Table A.1.

**Table A.1.** The Morse potential parameters for Ti–O, Ti–Ti and O–O interactions \(\alpha\) for Ti–O, Ti–Ti and O–O interactions

| Interaction   | \(D\) (eV) | \(\alpha\) (Å\(^{-1}\)) | \(r_0\) (Å) |
|---------------|-----------|---------------------|-------------|
| Ti–O          | 1.0279493 | 3.640737            | 1.88265     |
| Ti–Ti         | 0.00567139| 1.5543              | 4.18784     |
| O–O           | 0.042117  | 1.1861              | 3.70366     |

**Appendix B**

Functions of errors studied in this work are represented as follows:
Mean square error (MSE)

\[ \text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (P_i - M_i)^2 \]  

(2)

Root mean square error (RMSE)

\[ \text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (P_i - M_i)^2} \]  

(3)

Sum of square error (SSE)

\[ \text{SSE} = \sum_{i=1}^{N} (P_i - M_i)^2 \]  

(4)

where \( P_i, M_i \) and \( N \) are the \( i \)th predicted model output, \( i \)th measured output and the number of samples, respectively.

Cross validation is:

\[ R^2 = 1 - \frac{\sum (P_i - M_i)^2}{\sum (M_i - \bar{M})^2} \]  

(5)

where \( \bar{M} \) is the mean value of measured output.

**Appendix C**

The mathematical expression of multi-variable linear regression model is summarized as follows:

\[ y^* = \alpha_1 x_1 + \alpha_2 x_2 + \ldots + \alpha_k x_k + \epsilon \]  

(6)

where \( y^* \) is a response variable, \( x_i \)'s are the process variables, \( \alpha_i \)'s are regression coefficients estimated using the ordinary least squares method and \( \epsilon \) is a modeling error.

The minimized SSE is:

\[ \text{SSE} = \sum_{i=1}^{n} (y_i - y^*)^2 \]  

(7)

\[ = \sum_{i=1}^{n} (y_i - \alpha_1 x_1 - \alpha_2 x_2 - \ldots - \alpha_k x_k + \epsilon)^2 \]  

(8)

for \( k \geq 2 \).

The relationship among each SSE and the notations is the following form:

\[ \text{SSE} = \text{SST}-\text{SSR} \]  

(9)

where SST is total sum of squares:

\[ \text{SST} = \sum_{i=1}^{n} (y_i - \bar{y})^2 \]  

(10)

SSR is sum of squares due to regression:

\[ \text{SSR} = \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \]  

(11)

where \( \bar{y} \) and \( \hat{y}_i \) are mean and fitted value, respectively.

The \( R^2 \) value can be expressed in the following form:

\[ R^2 = \frac{\text{SSR}}{\text{SST}} = 1 - \frac{\text{SSE}}{\text{SST}} \]  

(12)