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Abstract—Vision Transformers (ViTs) have achieved impressive performance over various computer vision tasks. However, modeling global correlations with multi-head self-attention (MSA) layers leads to two widely recognized issues: the massive computational resource consumption and the lack of intrinsic inductive bias for modeling local visual patterns. To solve both issues, we devise a simple yet effective method named Single-Path Vision Transformer pruning (SPViT), to efficiently and automatically compress the pre-trained ViTs into compact models with proper locality added. Specifically, we first propose a novel weight-sharing scheme between MSA and convolutional operations, delivering a single-path space to encode all candidate operations. In this way, we cast the operation search problem as finding which subset of parameters to use in each MSA layer, which significantly reduces the computational cost and optimization difficulty, and the convolution kernels can be well initialized using pre-trained MSA parameters. Relying on the single-path space, we introduce learnable binary gates to encode the operation choices in MSA layers. Similarly, we further employ learnable gates to encode the fine-grained MLP expansion ratios of FFN layers. In this way, our SPViT optimizes the learnable gates to automatically explore from a vast and unified search space and flexibly adjust the MSA-FFN pruning proportions for each individual dense model. We conduct extensive experiments on two representative ViTs showing that our SPViT achieves a new SOTA for pruning on ImageNet-1k. For example, our SPViT can trim 52.0% FLOPs for DeiT-B and get an impressive 0.6% top-1 accuracy gain simultaneously.

Index Terms—Efficient models, post-training pruning, vision transformers.

I. INTRODUCTION

VISION Transformers [1], [2], [3] have attracted substantial research interests and become one of the dominant backbones in various image recognition tasks, such as classification [2], [3], [4], [5], segmentation [6], [7], [8] and detection [9], [10], [11].

Fig. 1. Multi-path versus single-path search space. (a) Multi-path search space. MSA and different types of convolutional operations are added as separate trainable paths, leading to an expensive search cost. $P$ and $g_p$ denote the ordered operation set and the learnable gate for the $p$th operation, respectively. (b) Single-path search space. We propose to formulate searching as a subset selection problem where the outputs of the convolutional operations are directly indexed from the MSA intermediate results, thereby easing the optimization difficulty and reducing the search cost together with the number of trainable parameters.

Despite the huge excitement from the recent development, two limitations of ViTs introduced by multi-head self-attention layers [12] have been recognized. First, a well-known concern with MSA layers is the quadratic time and memory complexity, hindering the development and deployment of ViTs at scale, especially for modeling long sequences. To this end, post-training pruning methods [13], [14] prune the less important ViT components from pre-trained ViT models to adapt ViTs to more resource-limited scenarios. Another fundamental problem is that MSA layers lack a locality modeling mechanism for encoding local information [15], which is essential for handling low-level image patterns, e.g., edges and shapes. In this case, prior arts propose to introduce inductive bias by inserting convolutional layers in ViTs with various heuristics, e.g., inside feed-forward networks (FFNs) [15], [16], before the ViT encoder [17] or before the MSA layers [18]. One question is consequently asked: How to automatically prune pre-trained ViT models into efficient ones while adding proper locality at the same time? Recently, several neural architecture search (NAS) methods [19], [20], [21] propose to include candidate MSA and convolutional operations separately into the search space, thereby deriving efficient ViT models with locality. In this case, different operations are maintained as different paths and the NAS problem is solved by sampling a path from the multi-path space, as shown in Fig. 1(a). However, different operations are trained independently, which is computationally expensive yet unnecessary.

In this paper, we propose a simple yet effective method named Single-Path Vision Transformer (SPVoT), which automatically prunes pre-trained ViTs into compact ones with proper locality.
introduced. Critically, our SPViT exhibits low search costs. To be specific, inspired by the findings in [22] that MSA layers have the capacity for modeling local regions, we first develop a weight-sharing scheme between MSA and convolutional operations, which expresses convolutional operations with a subset of the MSA parameters. With the weight-sharing scheme, we further devise a novel single-path search space to encapsulate all the candidate operations (convolutions and MSA) into a single MSA per layer, as illustrated in Fig. 1(b). Therefore, we can directly derive the outputs of the convolutional operations by indexing MSA intermediate results and obtain good initialization of the convolution kernels using pre-trained MSA parameters. Instead of choosing a path in the multi-path space [19], [20], [21], our SPViT formulates the search problem as finding which subset of weights to use in each MSA layer, which significantly reduces the search cost and optimization difficulty.

We next propose a novel approach to search for compact and efficient architectures for ViTs using NAS. Our approach integrates pruning MSA and FFN layers within a unified search space. Specifically, we first introduce learnable binary gates into each MSA layer to encode the choice of operations (convolutions and MSA) based on our single-path search space. Additionally, considering that FFN layers consume a significant portion of computations (e.g., 11.1 G out of 17.5 G Mult-Adds for DeiT-B model [4] when processing 224×224 images), we incorporate pruning FFN layers. To jointly prune MSA and FFNs in a unified search space, we also introduce learnable binary gates to each of the FFN hidden dimensions. Our method then automatically optimizes these learnable gates and explores a wide range of efficient architectures with flexibly adjusted MSA-FFN pruning proportions for each individual dense model. After the search phase, we follow pruning literature [23], [24], [25] to fine-tune the searched architectures and deliver compact models.

Our main contributions can be summarized as follows:

- We propose a novel weight-sharing scheme between the MSA and convolutional operations, which enables encoding all candidate operations into an MSA layer in a single-path search space. We then cast the search problem as finding the subset of MSA parameters, thereby significantly reducing the search cost and optimization difficulty.
- Following the single-path search strategy, we propose SPViT that automatically prunes the costly and global MSA operations into the lightweight and local convolutional operations as well as searching for fine-grained MLP expansion ratios under desired efficiency constraints.
- Extensive experiments on ImageNet-1k [26] show that our SPViT derives favorable pruning performance when pruning DeiT [4], and Swin [3] models, achieving SOTA pruning performance. For instance, our SPViT variants with knowledge distillation achieve 23.1%, 28.3%, and 52.0% FLOPs reduction for DeiT-Ti, DeiT-S, and DeiT-B models with 1.0%, 0.4%, 0.6% top-1 accuracy gain over the uncompressed model, respectively. We also make several interesting observations on the searched architectures revealing the architecture preferences when pruning ViTs.
\textbf{B. Convolutional versus Self-Attention Layers}

Our work is motivated by recent studies that explore the properties of convolutional and self-attention layers. For instance, convolutional layers show a strong capability for extracting local texture cues with convolutional inductive bias [42], [43]. On the other hand, self-attention layers tend to emphasize object shapes by modeling global correlations [44], [45].

To enjoy merits from both operations, one line of work [15], [18], [46] treats convolutional and self-attention layers independently and combines them in different ways. For example, for better performance, various research efforts have been made to insert convolutional layers in ViT blocks [15], [18], [47], [48], put convolutional layers at different stages [49], [50], or stack self-attentions on top of CNNs [9], [51]. For higher efficiency, FastViT [52] and DHVT [53] devise hybrid architectures to enhance computational and data efficiency, respectively. Another line of work explores the intrinsic relationships between the two types of operations [22], [54]. Among them, pioneer work [22] shows that self-attention layers with the learnable quadratic position encoding and an abundant number of heads can express any convolutional layers. Following [22], ConViT [55] includes soft inductive bias as partial attention scores in self-attention layers and Transformed CNN [56] learns to cast pre-trained convolutional layers into self-attention layers. Our approach also falls into the scope of the latter line of work, we propose a novel weight-sharing scheme showing that a subset of MSA operation parameters can express convolutional operations. In contrast to the previous works that are limited to ViTs with certain types of positional encodings and high head numbers, our weight-sharing scheme transcends these limitations and is applicable to a wide range of pre-trained ViTs. Furthermore, our weight-sharing scheme enables us to encode all candidate operations into MSA layers in a single-path search space to reduce the search cost.

\section{III. Method}

We start by introducing the proposed weight-sharing scheme between MSA and convolutional operations in Section III-A. Then, we elaborate on our single-path vision transformer pruning approach that enjoys the benefits of the weight-sharing scheme in Section III-B.

\subsection{A. Weight-Sharing Between MSA and Convolutional Operations}

The weight-sharing scheme refers to sharing a subset of parameters among different operations, which has been demonstrated to be effective by a breadth of NAS approaches [57], [58], [59], e.g., sharing weights among the candidate convolutional operations largely reduces the search cost [57]. In this paper, we introduce a novel weight-sharing scheme between MSA and convolutional operations, which essentially helps us derive a single-path space that reduces the search cost and optimization difficulty.

1) \textit{Revisiting Convolutional and MSA Layers:} Convolutional layers are the basic building blocks for CNNs. Let $X \in \mathbb{R}^{n_w \times n_c \times c_{in}}$ and $W \in \mathbb{R}^{k \times k \times c_{in} \times c_{out}}$ be the input features and the convolutional kernel with kernel size $k$, where $n_w$, $n_c$, $c_{in}$ and $c_{out}$ are the spatial width, height, input dimensions, and output dimensions, respectively. Standard convolutional layers aggregate the features within the local receptive field, which is defined in set $\Delta := [-\frac{1}{2}, \ldots, \frac{1}{2} ] \times [ -\frac{1}{2}, \ldots, \frac{1}{2} ]$. Formally, let $S := [1, \ldots, n_w] \times [1, \ldots, n_c]$ be the index set for the width and height for $X$, the output for a standard convolutional layer at position $(i, j) \in S$ can be expressed as

$$\text{Conv}(X)_{i,j} := \sum_{(\delta_i, \delta_j) \in \Delta} X_{i+\delta_i, j+\delta_j} \cdot W_{\delta_i, \delta_j,:,:,;}: \tag{1}$$

Transformers take MSA layers as the main building blocks. However, instead of aggregating only neighboring features, MSA layers have larger receptive fields that cover the entire sequence. Considering the same input $X$ as in (1) as a set of $c_{in}$ dimensional embeddings and letting $(l, m) \in S$ be the index for any key feature embedding, the output for an MSA layer at position $(i, j)$ can be defined as

$$\text{MSA}(X)_{i,j} := \sum_{h \in \{m\}, (l,m) \in S} \text{Att}(X)_{i,j}^{h}(l,m) \cdot V_{l,m,h}, W_{h,:}:$$

where $\text{Att}(X)_{i,j}^{h} := \text{Softmax}(Q_{i,j;h}^T K_{i,j;h}^{T}/\sqrt{c_{h}})$, $Q := XW^{\text{q}y}, K := XW^{\text{k}y}, V := XW^{\text{v}al}$ and $n_h$ denotes the number of heads in MSA layers. Given the output dimension for the $h$th head $c_{h} = c_{in}/n_h$, we define $W^{\text{val}}$, $W^{\text{q}y}$ and $W^{\text{k}y} \in \mathbb{R}^{c_{in} \times n_m \times c_{h}}$ as the corresponding learnable value, query and key linear projections. Therefore, $\text{Att}(X)_{i,j}^{h}$ denotes the attention map for the $h$th head, and with the index of $(i, j)$ and $(l, m)$, $\text{Att}(X)_{i,j}^{h}(l,m)$ becomes a scalar. With another learnable linear projection $W^{\text{v}o} \in \mathbb{R}^{c_{in} \times n_m \times c_{h}}$, MSA($X$) keeps the original dimension as $X$. For simplicity, we ignore positional encodings [60] in MSA layers and all the learnable bias terms accompanied with the learnable projections in both convolutional and MSA layers. We discuss that our weight-sharing scheme is not dependent on a certain type of positional encoding in Section III-A3.

The computational complexity for MSA layers is $O(n_w n_c^2 + (n_w n_c)^2 c_{in})$ [2]. In this case, when modeling high-resolution feature maps that $n_w n_c \gg c_{in}$, the second quadratic term for modeling global correlations dominates the computation. Whilst, in standard convolutional layers outputting the features maps with the same width and height, the computational complexity for convolutional layers remains as $O(k^2 n_w c_{in} c_{out})$.

2) \textit{Weight-Sharing Scheme:} In this section, we demonstrate how a subset of MSA operation parameters can express bottleneck convolutional operations [61] when $c_{out} = c_{in}$, which is depicted in Fig. 2. In the following, we reveal the shared parameters for the two types of operations by gradually eliminating the parameters exclusive to the MSA operation.

First, since convolutional operations only process features within the local regions, we fix the attention score for the second quadratic term to 0 and the local correlations to 1 for each embedding when expressing convolutional operations with
Next, according to [22], it is possible to profile \( W^{val}_{\theta, h} \cdot W^{o}_{\theta, h} \), into a convolutional kernel from (6) by substituting \( V \) with \( XW^{val}_{\theta, h} \) and applying the associative law:

\[
\text{Conv}(X)_{i,j,:} = \sum_{(\delta_1, \delta_2) \in \Delta} X_{i+i_\delta, j+j_\delta, h, \cdot} \tilde{W}^{\theta, h}_{\delta_1, \delta_2, \cdot, :}
\]

where \( \tilde{W}^{\theta, h}_{\delta_1, \delta_2, \cdot, :} := \sum_{h \in [n_h]} \sigma(z)_{h, \delta_1, \delta_2} (W^{val}_{\theta, h, \cdot, \cdot})_{\cdot, h, \cdot, :} \). Instead, for the complexity consideration, we choose to form a bottleneck convolution operation [61] and modify (6) as

\[
\text{BConv}(X)_{i,j,:} = \sum_{h \in [n_h]} \sigma(z)_{h, \delta_1, \delta_2} (X_{i+i_\delta, j+j_\delta, \cdot} W^{\theta, h}_{\delta_1, \delta_2, \cdot, :})^{\theta, h}
\]

or

\[
\text{BConv}(X)_{i,j,:} = \sum_{(\delta_1, \delta_2) \in \Delta} X_{i+i_\delta, j+j_\delta, h, \cdot} W^{\theta, h}_{\delta_1, \delta_2, \cdot, :}
\]

Here in (11), the computational operation output dimension \( c_{out} = c_h \) and we project \( \text{Conv}(X) \in \mathbb{R}^{n_w \times n_h \times c_h} \) back to \( \mathbb{R}^{n_w \times n_h \times c_{in}} \) via \( W^{o} \). One can easily find that both \( \text{Rank}(\text{Conv}(X)) \) in (7) and \( \text{Rank}(\text{Conv}(X)W^{o}) \) in (10) are not greater than \( c_h \), the dimension of heads. However, the computational complexity for the former is \( O(k^2n_wn_hc_{in}) \) and for the latter is \( O(k^2n_wn_hc_{in}c_h) \). Since \( c_h \leq c_{in} \), we choose to employ the bottleneck convolutions for better efficiency.

We further add batch normalization (BN) [63] and ReLU non-linearity [64] and get the bottleneck convolutional operations expressed by \( W^{val}_{\theta, h} \) and \( W^{o} \):

\[
\text{BConv}(X)_{i,j,:} = \text{BN(ReLU(Conv(X)))}W^{o}_{\cdot, \cdot}
\]

3) Discussions: The proposed weight-sharing scheme encourages the attention heads of an MSA operation to model the global regions and learn ensembles to process the local region features simultaneously. The intuition for this approach mainly comes from two aspects. First, the local regions are indeed part of the global regions, and thus the ensemble of MSA heads naturally has the capacity for handling local regions. Second, since some attention heads in ViT encoders often attend to the local regions around the query pixels [22], [65], expressing the behaviors for convolutional operations with these heads is likely to get us reasonable outputs. However, considering the optimal places to add locality might vary for different ViT models, we thus introduce SPViT that automatically learns to choose the optimal operations in Section III-B.

In a nutshell, there are two main differences when comparing the proposed weight-sharing scheme with [22]. First, the weight-sharing scheme has broader applications on ViT models without the conditions of using the relative positional
We replace the original MSA and FFN layers with our UMSA and UFFN layers to search for a compact architecture, while keeping the other components intact. **UMSA layer (bottom):** We search for MSA or convolutional layers to encode the architecture configuration according to $\alpha \in K$. We first define the learnable binary gates for each of the $\alpha \in K$ transformed features $O_\alpha(X)$, where $\alpha$ and $c_\alpha$ represent the MLP expansion ratio and input dimensions. We optimize the learnable binary gates to search pruned FFN structures. **UMSA layer (bottom):** We search for MSA or convolutional layers in single path. In addition to the standard MSA operation (lower branch as described by (2)), we get the output of bottleneck convolutional layers (upper branch). The additional steps are in red lines where we index and scale the values $V$ with the scaling factors $\sigma(z)$ to get the convolution output $\text{Conv}(X)$, and then derive the bottleneck convolution output $B\text{Conv}(X)$ as described in (12). For simplicity, we only show deriving the $\text{Conv}(X)$ of one kernel size. In this way, we get both the MSA output and the bottleneck convolution outputs simultaneously and finally optimize the learnable gates to select operations.

**B. Single-Path Vision Transformer Pruning**

We introduce our SPViT method that prunes both MSA and FFN layers with NAS. To do so, we replace the original MSA and FFN layers with our UMSA and UFFN layers to search for a compact architecture, while keeping the other components intact. **UMSA layer (bottom):** We search for MSA or convolutional layers to encode the architecture configuration according to (5) between heads and the convolutional kernel positions with quadratic encoding. While we simplify this process by forming the convolutional kernels as ensembles of attention heads with $\sigma(z)$. Second, we propose to use a bottleneck convolutional operation with the same rank upper bound but higher efficiency compared to the standard convolutional operation in [22].

**1) Searching for MSA or Convolutional Layers:** We first search for the optimal places to prune MSA layers into convolutional layers in ViTs with our UMSA layers as depicted in Fig. 3 bottom. Both layers encode the architecture configuration choices with learnable binary gates to form a unified search space. We optimize these binary gates and model weights with an overall objective (Section III-B3) to explore a wide range of efficient architectures. Finally, we fine-tune the searched architectures and get the compact pruned ViTs (Section III-B4).

For efficiency consideration, we choose only one operation per layer. In this way, we enforce each UMSA layer to have at most one open gate by replacing $g$ with $\tilde{g}$: $\tilde{g}_p = g_p \prod_{q=p+1}^{\left|P\right|} (1 - g_q)$. It is essentially stated that once a more complex gate is selected ($g_q = 1$), all less complex gates will be closed. The output for the UMSA layer hence can be expressed as

$$O_{\text{UMSA}}(X) = \sum_{p=1}^{\left|P\right|} \tilde{g}_p \cdot O_p(X),$$

where $O_p(X)$ is the output for the $p$th operation. Each UMSA layer is then followed by a residual connection and layer normalization [68] as ViTs do. The skip-connection operation is adopted when all gates are closed. Hence, our UMSA search space includes three types of candidate operations: skip-connections, bottleneck convolutions with different candidate kernel sizes, and MSA.
2) Searching for Fine-Grained MLP Expansion Ratios: FFN layers also consume a large number of FLOPs. In this work, we jointly include MSA and FFN pruning configurations into a unified search space and flexibly adjust the MSA-FFN proportions for each specific dense model. To do so, we prune the unimportant FFN hidden dimensions to search for fine-grained MLP expansion ratios.

MLP expansion ratios control the number of hidden dimensions for the FFN layers. Previous works [19], [69], [70] define the search space for the MLP expansion ratios as a list of coarse-grained values, e.g., [3, 3.5, 4] in [69]. Instead, given the MLP expansion ratio \( \alpha \) defined by the pre-trained model, we propose a simple yet effective approach to search for fine-grained MLP expansion ratios \( \alpha' \) that \( 0 \leq \alpha' \leq \alpha \) for each FFN layer via our UFFN layer. The overview of our UFFN layer is depicted in Fig. 3 top right. Given input features \( \mathbf{X} \), the output for a FFN layer can be expressed as \( O_{FFN}(\mathbf{X}) = \sum_{i \in [\alpha c_{in}]} O_{i}(\mathbf{X}) \), where \( O_{i}(\mathbf{X}) = \text{ReLU}(\mathbf{W}^{f_{c1}}_{i} \mathbf{X} + \mathbf{b}_{c_{in}}^{f_{c1}}) \). Here, we use \( \alpha \) and \( \alpha c_{in} \) to denote the pre-defined MLP expansion ratio and the hidden dimension for FFN layers. \( \mathbf{W}^{f_{c1}} \in \mathbb{R}^{c_{in} \times \alpha c_{in}} \) and \( \mathbf{W}^{f_{c2}} \in \mathbb{R}^{\alpha c_{in} \times c_{in}} \) are learnable fully-connected projections where the former maps the channel dimension of \( \mathbf{X} \) to \( \alpha c_{in} \) and the latter projects the channel dimension back to \( c_{in} \). GeLU [71] activation is added between the two learnable fully-connected projections.

Like (13), we encode FFN hidden dimension choices with binary gates \( g_{t} \). By applying the binary gates to each hidden dimension during the search, we define the UFFN layer output as

\[
O_{UFFN}(\mathbf{X}) = \sum_{t \in [\alpha c_{in}]} g_{t} \cdot O_{t}(\mathbf{X}). \tag{15}
\]

This allows us to identify the most important hidden dimensions thereby searching for FFN layers with fine-grained MLP expansion ratios.

3) Searching Objective: To get the architectures with desired efficiency constraints, we optimize the network with an auxiliary computational complexity loss. Specifically, we define a look-up table containing the computational complexities for the candidate operations and modules. The computational cost \( \mathcal{L}_{\text{comp}} \) is defined as \( \mathcal{L}_{\text{comp}} = (F(\mathbf{X}) - \hat{F}(\mathbf{X}))^{2} \), where \( F(\mathbf{X}) \) is the current network computational complexity and \( \hat{F}(\mathbf{X}) \) is the target one. Finally, the overall searching objective is defined as \( \mathcal{L} = \mathcal{L}_{\text{CE}} + \lambda_{\text{comp}} \mathcal{L}_{\text{comp}} \), where \( \lambda_{\text{comp}} \) is the trade-off hyper-parameter balancing \( \mathcal{L}_{\text{comp}} \) and the cross-entropy loss \( \mathcal{L}_{\text{CE}} \). Benefiting from the weight-sharing scheme between MSA and convolutional operations, the search cost is largely reduced, as shown in Section IV-C1.

With our unified search space and the global loss, we explore a wide range of efficient architectures and flexibly adjust the MSA-FFN proportions for each specific dense model (Sections IV-C6) and make intriguing observations on the preferred compact architectures (Section IV-D).

4) Fine-Tuning: During fine-tuning, we make the previous stochastic binary gates in (13) (15) deterministic, i.e., \( \hat{g}_{p}' = 1 \) if \( \text{Sigmoid}(\theta_{p}) \geq 0.5 \). Same as the search, we obtain \( \hat{g}_{p}' \) and select only at most one operation in UMSA layers during fine-tuning. The output can be expressed as

\[
O'_{USSA}(\mathbf{X}) = \begin{cases} 
\text{MSA}(\mathbf{X}) & \text{if } \hat{g}_{p}' = 1 \text{ and } p = |\mathcal{P}| \\
\text{BConv}'(\mathbf{X}) & \text{if } \hat{g}_{p}' = 1 \text{ and } p < |\mathcal{P}| \\
0 & \text{otherwise}
\end{cases} \tag{16}
\]

If the selected operation is bottleneck convolution, we can profile the pre-trained \( \mathbf{W}^{val} \) and \( \mathbf{W}^{no} \) into convolutional kernels and directly perform convolutions as described in (10) and depicted in Fig. 2. The other MSA parameters are slimmed. Combining with (12), we can define the bottleneck convolutional layer during fine-tuning as \( \text{BConv}'(\mathbf{X}) = \text{BN}(\text{ReLU}(\mathbf{X} \ast \mathbf{W})) \), where \( \mathbf{W} = \text{Arrange}(\mathbf{W}_{1,1,:}, \ldots, \mathbf{W}_{k,k,:}) \). Similarly, for UFFN layers, we can automatically find a subset of hidden dimensions \( \mathcal{T} \subseteq [\alpha c_{in}] \) indicating the selected hidden dimensions. Therefore, \( \alpha' \) is \( |\mathcal{T}|/\alpha c_{in} \) and the UFFN layer outputs during fine-tuning can be derived by \( O'_{UFFN}(\mathbf{X}) = \sum_{t \in \mathcal{T}} O_{t}(\mathbf{X}) \).

We further incorporate our SPViT with knowledge distillation [41], which is a commonly utilized technology to compensate for the accuracy loss in the model compression scenario [14], [23]. Specifically, we let the pruned network learn from the hard labels predicted by the teacher network, akin to [41]. As our SPViT introduces convolutional inductive bias to the ViT models, it facilitates guidance from a CNN teacher (see Section IV-C2). Therefore, the final objective during fine-tuning is:

\[
\mathcal{L} = \mathcal{L}_{\text{CE}} + \lambda_{\text{dist}} \mathcal{L}_{\text{dist}}, \tag{17}
\]

where \( \mathcal{L}_{\text{dist}} \) is the hard-label distillation loss between the CNN teacher and the pruned ViT student and \( \lambda_{\text{dist}} \) is a balancing trade-off hyper-parameter. Note that although we employ a CNN teacher similar to DeiT [4], our SPViT does not require an additional distillation token as DeiT does, thereby introducing no computational overhead during inference.

IV. EXPERIMENTS

In this section, we validate the effectiveness of our SPViT by pruning different ViT models. We conduct experiments on two series of ViT models: DeiT [4] and Swin [3], which are representative standard ViT and hierarchical ViT [2], [74] models. In the following, we first compare with the baseline pruning methods in Section IV-B, then ablate the important components of SPViT in Section IV-C, and finally analyze some observed patterns when varying the target computational complexity in Section IV-D.

A. Experimental Setup

1) Implementation Details: We perform both searching and fine-tuning from the pre-trained models. Unless specified, the training details for our SPViT align with those introduced in DeiT [4] and Swin [3]. During the search, we set the initial learning rates for the gate parameters \( \theta \) and other network parameters as \( 1 \times 10^{-3} \) and \( 1 \times 10^{-4} \), respectively. The initialized value for the gate parameters \( \theta \) is set to 1.5 to enable a high initial probability for choosing MSA operations. In UMSA
layers, we include the most popular $1 \times 1$ and $3 \times 3$ bottleneck convolutions in our search space. We grid search and set different hyper-parameters $\lambda_{\text{comp}}$ when pruning different models, according to their redundancy. We set $\lambda_{\text{dist}}$ in (17) to 1.0. The network architectures converge at around 10 epochs on ImageNet-1k, and then, we follow [23], [75] to fine-tune from the searched architectures with a learning rate of $1 \times 10^{-4}$. For experiments on ImageNet-1k [26], we search and fine-tune our models with a total batch size of 1,024 on 8 NVIDIA V100 GPUs, except that SPViT-DeiT-Ti is trained on 4 NVIDIA V100 GPUs. We also evaluate our models with the same hardware specifications.

2) **Compared Methods:** When pruning DeiT [4], we compare with previous state-of-the-art ViT module pruning methods, including VTP [13], $S^2$ ViTE [24], UVC [23], and MDC [38]. We refer the readers to Section II-A for more details. We also compare with Salience-based Structured Pruning (SSP) [31], [35], which removes sub-modules by leveraging their weights, activations, and gradient information (implementation borrowed from [24]). In addition, we compare with representative token compression methods. For token merging methods [27], [72], [76], DynamicViT [76] and IA-RED2 [27] progressively estimate the uninformative tokens to prune with distinct prediction modules, while EViT [72] prunes the tokens with lowest attention scores. For token merging methods [29], [30], ToMe [29] merges the most alike tokens while eTPS [30] and dTPS [30] merge the unimportant tokens to the important ones. Since we are the pioneering work that prunes Swin [3], we tailor the Straight-Through Estimator Pruning method (STEP) [73] as the comparing baseline. STEP learns the importance scores for attention heads of MSA layers and hidden dimensions of FFN layers with the learnable gate parameters optimized by the Straight-Through Estimator [77], which is related to our SPViT. The top-k attention heads and hidden dimensions with the highest importance scores are kept.

**B. Main Results**

We investigate the effectiveness of our method by comparing SPViT with baseline methods in Table I.

**First, SPViT variants perform favorably against the module pruning methods:** For instance, our SPViT-DeiT-B compresses the DeiT-B to 48.0% of the original FLOPs while incurring only 0.3% Top-1 accuracy drop, outperforming the SOTA method UVC-DeiT-B$\text{-by}$ 0.9% Top-1 accuracy. We conjecture that the hybrid architectures searched by SPViT variants can learn more discriminative feature representations, thereby boosting the performance. Besides, since the inserted convolutions are computationally efficient, our SPViT shows higher FLOPs reduction and lower top-1 accuracy loss under large FLOPs reduction on DeiT-B. We can also find that the SPViT-Swin variants serve as a strong baseline when pruning the hierarchical Swin [3] models. For example, SPViT-Swin-S saves 29.9% FLOPs with only 0.6% Top-1 accuracy drop, outperforming STEP baseline counterparts [73] by 2.8% Top-1 accuracy.

**Second, SPViT distillation variants achieve the strongest results, outperforming the SOTA methods on multiple backbones:** We notice that the SOTA methods (UVC and MDC) achieve higher performance than the SPViT variants without knowledge distillation when pruning DeiT-Ti and DeiT-S models. The reason is that these methods enjoy a larger pruning space brought by their finer pruning granularity, as discussed in Section II-A. Nevertheless, our method that derives hybrid models with both MSAs and convolutions can further benefit from a CNN teacher and achieves higher performance. For example, our SPViT-DeiT-Ti§, SPViT-DeiT-S§, and SPViT-DeiT-B§ achieve the highest top-1 accuracy among the SOTA methods of 73.2%, 80.3%, and 82.4%, respectively. We also empirically find that that equipped with knowledge distillation, SPViT-Swin-Ti§ and SPViT-Swin-S§ achieve remarkable performance gain and barely have top-1 accuracy loss.

Furthermore, our SPViT-DeiT-B§ largely outperforms token compression methods [28], [30], [72] under fewer FLOPs with DeiT-B backbone. While with DeiT-S backbone, token compression methods generally demonstrate strong performance against the module pruning methods. It’s worth noting that token compression keeps the model weights intact and thus has the same or even increased model parameters. We conjecture that because DeiT-S backbone is small and more compact than DeiT-B, pruning the model weights with module pruning generally hurts the performance. Even so, our SPViT-DeiT-S§ still achieves comparable FLOPs-accuracy trade-off to SOTA token compression methods dTPS [29] and ToMe [29].

**C. Ablation Studies**

1) **Single-Path versus Multi-Path Search:** We investigate the effectiveness of our single-path search by comparing SPViT with the multi-path counterpart in Table II. Specifically, in the multi-path implementations, we randomly initialize the weights in candidate bottleneck convolution operations before the search and keep other components the same as the single-path version. We observe that compared with multi-path counterparts, single-path search methods save more than 50% of the search cost while obtaining better architectures with higher performance and fewer parameters under the same computational complexity. We conjecture that the superiority of our single-path formulation comes from the eased optimization difficulty and the good initialization of convolution kernels.

2) **Effectiveness of Each Module:** We investigate the effectiveness of each module of our SPViT by adding them step by step when pruning DeiT-Ti and DeiT-B. The results on ImageNet-1k are reported in Table III.

3) **Pruning Solely MSA or FFN Layers:** We investigate the effectiveness of pruning solely MSA or FFN layers under similar FLOPs savings. For both SPViT-DeiT-Ti and SPViT-DeiT-B, we empirically find that solely pruning MSA has slightly higher performance than solely pruning FFN, i.e., 0.1% higher top-1 accuracy. However, it exhibits more parameters. However, it exhibits more parameters, as FFN pruning is more parameter-efficient, e.g., saving 0.04 G FLOPs prunes 0.1 M and 0.2 M model parameters respectively for MSA (in both our SPViT and head pruning [31]) and FFN pruning. Moreover, jointly pruning MSA and FFN layers achieves similar or better performance compared to solely pruning MSA or FFN layers while
maintaining comparable or lower FLOPs. We conjecture that jointly pruning MSA and FFN layers greatly enlarges the search space, which facilitates finding powerful compact architectures with optimal MSA-FFN pruning trade-offs. We also observe that jointly pruning MSA and FFN layers has more model parameters than solely pruning FFN under the same FLOPs saving (SPViT-DeiT-Ti). This is because joint pruning needs to balance between pruning MSA and FFN layers. Nevertheless, when pruning DeiT-B with higher redundancy, we can seek more aggressive FLOPs saving in joint pruning to have a low number of parameters without sacrificing too much accuracy.

4) Knowledge Distillation: We employ hard label distillation to compensate for the accuracy loss following the recent pruning works [23], [24]. We observe that it achieves even better performance than the compact models. To further investigate this phenomenon, we report the results of different teacher choices in Table IV under the same setting of SPViT-DeiT-Ti. To better reflect the performance gain, we take UVC-DeiT-Ti§ as a reference, which employs the uncompressed DeiT-Ti model as the teacher and performs soft-label distillation. We find that the distillation strategy of UVC-DeiT-Ti§ provides a significant 2.0% top-1 accuracy gain. However, our SPViT-DeiT-Ti§ with the same distillation strategy only has 0.4% top-1 accuracy improvement from SPViT-DeiT-Ti. As is introduced in
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Section II, convolutions and MSAs exhibit different behaviors and learn different feature representations, we speculate that the knowledge from the uncompressed DeiT-Ti teacher might be noisy for the hybrid architecture searched by our SPViT. Nevertheless, when switching to a CNN teacher RegNetY-1.6GF that has similar capacity as DeiT-Ti, SPViT-DeiT-Ti§achieves a remarkable performance leap of 2.1% top-1 accuracy, which we conjecture that the searched convolutional layers in SPViT can receive better guidance from the CNN teacher. Finally, we switch to RegNetY-16GF, a CNN teacher with higher capacity, showing that the performance can be further improved for 0.4% top-1 accuracy, outperforming UVC-DeiT-Ti§with RegNetY-16GF by a large margin.

5) Effect of the Search Strategy: To validate the effectiveness of our searching strategy for each module, we compare SPViT-DeiT-Ti variants with randomly searched architectures in Table V. Specifically, we explore comparisons in two settings: 1) keep the FFN MLP expansion ratios fixed, compare only pruning MSA into convolutional layers with randomly sampled MSA or convolutional layers; 2) keep the MSA layers fixed, compare only pruning FFN expansion ratios with randomly sampled FFN expansion ratios. For each setting, we randomly sample 5 architectures with computational complexity around the target FLOPs and then fine-tune these architectures and report the highest Top-1 accuracy, outperforming UVC-DeiT-Ti§with RegNetY-16GF by a large margin.

6) Pruning Proportions for MSA and FFN Layers: As our SPViT can automatically search architectures under computational complexity constraints, we investigate the pruning proportions for MSA and FFN layers in Table VI. We observe that the pruning proportions are different among the models, e.g., SPViT-Swin-Ti has a higher pruning ratio for MSA layers while SPViT-Swin-S has a higher pruning ratio for FFN layers. It suggests that given target efficiency constraints, SPViT can flexibly customize the suitable pruning proportions for different dense models.

7) Impact of Introducing Locality: Our method prunes self-attentions into convolutional layers to compress the model while introducing locality. To investigate the impact of introducing locality, we keep the FFN layers intact and compare our method with two head pruning baselines under the same target FLOPs. One baseline selects the remaining heads randomly, and the other selects the remaining heads with the same NAS-based gating mechanism as SPViT. The results are reported in Table VII. We observe that our method outperforms the baselines in Rows 2 and 3 by large margins. The results validate our motivation to introduce suitable locality in ViT pruning.

D. Observations on Searched Architectures

Our SPViT can automatically prune pre-trained ViT models into efficient ones with proper locality inserted under desired efficiency constraints during the search. Here, we show empirical observations on the searched architectures using SPViT on standard and hierarchical ViTs when gradually decreasing...
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**Fig. 4.** SPViT searched architectures under different target FLOPs on ImageNet-1k. (a)-(c), (d)-(f), and (g)-(i) are architectures searched by SPViT-DeiT-S, SPViT-DeiT-B, and SPViT-Swin-Ti, respectively. Dashed lines represent the operations and the number of hidden dimensions for FFN layers before pruning. Solid lines represent the two types of architecture configurations searched by SPViT.

**Fig. 5.** Attention probabilities of the pre-trained DeiT-B model averaged over 100 images. We visualize the attention maps for all twelve heads in the shallow blocks (Block 1 and 2) and deep blocks (Block 11 and 12). Each map shows the attention probabilities between a query feature embedding (green square) and the other feature embeddings. Darker color indicates higher attention probability and vice versa. Best viewed in color.

the target FLOPs. In Fig. 4, we visualize the searched architectures for SPViT-DeiT-S under 3.9 G, 3.3 G and 2.4 G FLOPs, SPViT-DeiT-B under 11.7 G, 8.4 G, and 6.5 G FLOPs, and SPViT-Swin-Ti under 3.9 G, 3.4 G and 2.7 G FLOPs.

1) Locality is Encouraged in Shallow Blocks: As depicted in Fig. 4(a)-(i), SPViT variants learn to prune the shallow MSA layers into bottleneck convolutional layers or skip-connections (in the first two blocks for SPViT-DeiT-S, the first six blocks for SPViT-DeiT-B, and the first three blocks for SPViT-Swin-Ti). This observation aligns with the previous work [22], [62] indicating that the shallow MSA layers contain more superfluous global correlations. The last two blocks are observed to remain as the MSA layers for all models, demonstrating the importance of the global operations in the deep layers. To further support the observation, we visualize the attention probabilities for DeiT-B pre-trained model in Fig. 5. We can observe that the attention probabilities show clear different patterns between the shallow and deep blocks. In shallow blocks (Blocks 1 and 2), many...
For the pre-trained DeiT models, the MLP expansion \[F\] encourages pruning the shallow MSA layers into convolutional layers while keeping the deep MSA layers unchanged is reasonable.

2) Deep FFN Layers Have More Redundancy in Standard ViTs: For the pre-trained DeiT models, the MLP expansion ratios are set to be the same across all the blocks. As illustrated in Fig. 4(a)–(f), when pruning DeiT models, the networks prioritize pruning the hidden dimensions in the last few blocks. As a higher number of hidden dimensions in FFN layers indicates a higher capacity and vice versa [79], [80], we conjecture that the last few FFN layers need less capacity compared to the others since they handle less diverse attention maps [81], [82], [83] in standard ViTs.

3) Shallower FFN Layers Within Each Stage Require Higher Capacity in Hierarchical ViTs: Unlike standard ViTs, the Swin models have hierarchical architectures that separate the blocks into several stages. At the beginning of each stage, the input tokens are merged into higher embedding dimensions. As shown in Fig. 4(g)–(i), within the same stage, the shallower layers preserve more hidden dimensions. We conjecture that modeling the changes in the feature space caused by token merging requires a higher capacity for hierarchical ViTs.

V. CONCLUSION AND FUTURE WORK

In this paper, we have introduced a novel weight-sharing scheme between MSA and convolutional operations, which allows expressing convolutional operations with a subset of MSA parameters and optimizing the two types of operations simultaneously. Based on the weight-sharing scheme, we have proposed SPViT to reduce the computational cost of ViTs as well as introducing proper inductive bias automatically with low search cost. Specifically, SPViT can search whether to prune the MSA into convolutional layers in ViTs and search for optimal hidden dimensions of FFN layers under desired efficiency constraints. By applying SPViT to two popular ViT variants, we have made some meaningful observations towards the importance of ViT components.

One limitation of SPViT is that the granularity for pruning MSA into convolutional layers is too coarse, where pruning the former to the latter incurs a large loss of discriminative capability due to the huge parameter gap. Hence, we will explore adding head pruning into SPViT as future work. Another future direction is to extend the weight-sharing scheme to other convolutional operation variants such as depth-wise convolution [84] and group convolution [85], providing broader applications.
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