Convergence study of 1–D CFD\textsuperscript{1} cell size for shockwave parameters using Autodyne hydrocode
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The use of CFD codes has become widespread to solve the shockwave propagation problem, as they are able to successfully model explosions. Using the structured grid spherically and cylindrical charges cannot be modelled in 3D, thus remapping techniques have been developed to map spherical shockwaves from 1D to 2D and then to 3D. This method highlights the importance of the accuracy of the 1D model, which is mainly dependent on the mesh size. This study aims at finding the required division ratio for the calculation domain.

Introduction

Apart from the empirical formulas for shockwave parameters mentioned in TM5–1300 (Department of the Army, Navy and the Air Force, 1990), there is a growing use of more advanced techniques in blast effects engineering. Since CFD codes provide the possibility of calculation in 3D only on structured grids, one has to implement mapping techniques to get fine results. Remapping is a procedure where we calculate the explosion of a spherical charge only in 1D, and when it hits the ground, or any obstacle — and the problem turns into a 2D or 3D problem — we switch to the spatial solver, and copy the available 1D domain into the 3D model with all specific transport parameters. This way the spherical or cylindrical propagation of a shockwave can easily be handled in the 3D structured grid.

This procedure though requires caution, because care has to be taken about the accuracy of the 1D calculation. The accuracy of the 1D model will determine the accuracy of the whole — time consuming — calculation. Accuracy mainly depends on the mesh size, so the aim of this study is to carry out a convergence study for this problem, in order to determine the necessary mesh size for accurate results. At first, the model setup is discussed, then the results are presented, and then, the convergence study is carried out based on the analysis results, and finally a conclusion is made and the required cell size is described.

Model setup and analysis settings

The most widespread, up-to-date method to investigate effects of shockwaves is using the Jones–Wilkins–Lee equation of state of explosives linked with a numerical Euler flow solver code. (Nagy, 2012) The equation of the Jones–Wilkins–Lee equation of state for TNT is based on Lee, Finger, Collins (1973).\textsuperscript{3} Air is modelled as ideal gas. Initial condition of air is
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101.33 kPa ambient pressure and 15 °C temperature. An Euler–Multimaterial solver is used to run the calculation. (Century Dynamics, 2006)

The convergence study has been carried out on a domain, which is 6 m long with a spherical TNT charge, having a radius of 60 mm which corresponds to a charge weight of 1.47 kg. The one dimensional domain is visualized in Autody by a wedge, the angle of which is determined by the software. The spherical charge is located in the center with a given radius, the rest of the domain is air. Gauge points are set up every 100 mm measured from the center. Figure 1. shows the layout of the model, while Figure 2. shows a shaded pressure-distance diagram and a pressure-time function for one of the gauge points.

Results of the analysis

Table 1–2. show all the details — input and output — of the analysis. In the tables N shows how many cells were formed in the domain, cell size is the exact size of one cell in this study, and charge domain division shows how many parts are the charge divided into due to N. Each gauge point distance corresponds to a Hopkinson scaled distance [Z] (Hopkinson, 1915):

\[ Z = \frac{R}{W^{1/3}} \]

Covered Z values range from 0.439 m/kg^{1/3} to 3.953 m/kg^{1/3}, and it has to be pointed out that these values describe blast scenarios in a general way, so the convergence results to be determined and deductions to be made are independent of the actual charge size.
Table 1. Input and output pressure [kPa] data of the analysis

| N   | cell size | Charge domain division | Z [m/kg$^{1/3}$] | R       |
|-----|-----------|------------------------|------------------|---------|
|     |           |                        | 0.439 | 0.879 | 1.318 | 1.757 | 2.196 | 2.636 | 3.075 | 3.514 | 3.953 |
| 100 | 60.0 mm   | 1                      | 1549.2 | 706.8 | 368.7 | 238.8 | 192.9 | 168.2 | 151.6 | 142.0 | 135.1 |
| 200 | 30.0 mm   | 2                      | 2183.1 | 915.2 | 421.1 | 271.0 | 210.0 | 179.8 | 160.6 | 148.1 | 140.0 |
| 300 | 20.0 mm   | 3                      | 2697.5 | 1000.3 | 451.8 | 286.5 | 219.4 | 184.6 | 164.2 | 151.0 | 141.9 |
| 400 | 15.0 mm   | 4                      | 3049.3 | 1030.2 | 468.6 | 292.5 | 223.1 | 187.3 | 165.6 | 152.2 | 142.9 |
| 500 | 12.0 mm   | 5                      | 3324.7 | 1047.0 | 480.2 | 299.1 | 225.7 | 189.0 | 167.0 | 153.0 | 143.6 |
| 1000| 6.0 mm    | 10                     | 3780.6 | 1127.8 | 509.8 | 311.5 | 232.3 | 192.5 | 169.3 | 154.8 | 144.9 |
| 2000| 3.0 mm    | 20                     | 4086.1 | 1192.6 | 533.0 | 321.1 | 236.5 | 194.9 | 171.0 | 156.0 | 145.8 |
| 3000| 2.0 mm    | 30                     | 4217.8 | 1224.4 | 542.6 | 324.8 | 238.3 | 195.8 | 171.7 | 156.5 | 146.2 |
| 4000| 1.5 mm    | 40                     | 4272.5 | 1239.1 | 547.8 | 326.3 | 239.0 | 196.3 | 171.9 | 156.7 | 146.3 |
| 5000| 1.2 mm    | 50                     | 4333.9 | 1249.7 | 550.4 | 327.7 | 239.6 | 196.5 | 172.2 | 156.8 | 146.4 |
Pressure values show an increasing trend as they converge, while impulse values are quite the same, they show far less dependency on the division of the domain. To show the different characteristics of the pressure and impulse, values of gauge point at 2 m are plotted on Figure 3. It can be seen that impulse values show a little scattering about the converged value, there is no significant difference between results obtained by different mesh sizes. These findings are also valid for the other gauge points. So we can state without further investigation, that impulse values can be trusted no matter which domain division was used to calculate it, while pressure values require further investigation.

![Figure 3. Pressure and impulse values at 2 m as a function of N domain division ratio](image-url)

Table 2: Input and output impulse [kPams] data of the analysis

| N  | cell size | Charge domain division | Z [m/kg⁻¹/³] |
|----|----------|------------------------|--------------|
|    |          |                        | 0.439 0.879 1.318 1.757 2.196 2.636 3.075 3.514 3.953 |
|    |          |                        | R          |
|    |          | 0.5 m 1.0 m 1.5 m 2.0 m 2.5 m 3.0 m 3.5 m 4.0 m 4.5 m |
| 100| 60.0 mm  | 1 152.58 148.69 107.36 89.88 76.86 66.83 58.00 51.76 46.67 |
| 200| 30.0 mm  | 2 159.79 150.35 109.53 89.64 76.00 66.20 57.97 51.39 46.36 |
| 300| 20.0 mm  | 3 157.70 155.03 110.93 89.85 76.46 66.23 58.14 51.65 46.39 |
| 400| 15.0 mm  | 4 158.16 159.72 111.46 89.58 76.41 66.30 58.05 51.64 46.43 |
| 500| 12.0 mm  | 5 155.59 161.63 111.63 89.76 76.35 66.31 58.15 51.61 46.43 |
| 1000| 6.0 mm | 10 153.43 165.50 111.02 89.35 76.17 66.03 57.90 51.48 46.23 |
| 2000| 3.0 mm | 20 153.30 167.11 111.02 89.60 76.34 66.19 58.07 51.58 46.33 |
| 3000| 2.0 mm | 30 153.58 167.81 111.06 89.73 76.46 66.25 58.16 51.74 46.41 |
| 4000| 1.5 mm | 40 154.07 167.76 111.11 89.76 76.51 66.29 58.18 51.66 46.43 |
| 5000| 1.2 mm | 50 154.18 167.80 111.11 89.86 76.56 66.38 58.22 51.68 46.59 |
Convergence study

The idea of a convergence study is to declare a specific value for the examined variable, which is considered accurate. This specific value should be an analytical solution, but in this problem, no analytical value — either for overpressure or for impulse — is possible to determine. Some authors carried out a convergence study for CFD mesh cell size using Kingery–Bulmash blast parameters as a comparison. (Yanchao et al., 2008) The validity of this method is questionable, since it is known, that Kingery–Bulmash curves contain in-accuracies as well, and field-test data is dependent on more variables showing scattering when measured. Ambient pressure, temperature, wind, point of detonation, shape of charge, homogeneity of charge are all variables with scattering, while all these are handled as fix parameters in CFD–calculation, and empirical constants only play role in the EOS of explosive material. Because of this difference in the number of variables which they are depending on, comparing results of the Kingery–Bulmash curves with CFD–calculation results is not a reliable method to measure the accuracy of mesh size. The value which we consider accurate is determined based on a relative error limit. We use the domain division ratio number “N” to describe the number of cells. As “N” increases, the number of cells increases, and results are getting more accurate, they converge to a specific — yet unknown — value. Introducing the relative error ε for the n-th division step,

$$\varepsilon_n = \frac{P_n}{P_{n-1}}$$

we can declare a P pressure value to be accurate if its relative error compared to the previous N division step is below a convergence criteria, which we take here as 2%. This theory requires

- equal increments in N,
- which is chosen in a way so that calculation time remains within reasonable limits.

As discussed previously, the first step was to determine the relative error of overpressure values for each n>1 division increment step. Calculated ε values can be found in Table 3. It can be stated that the N=5000 division meets the convergence criteria at all distances. Based on this statement, results obtained with N=5000 are declared accurate. Absolute error of a certain step is calculated using the formula:

$$P_n \varepsilon_{n, abs} = \frac{N=5000}{P_n}$$

The absolute error, relative error and pressure values for gauge at 2 m can be seen on Figure 4. It can be clearly seen how the absolute error decreases as N increases, and how pressure values converge. However, relative error is non-monotonic (shows more increasing and decreasing regions), which is because of the unequal increments in N, and it can be seen here, in addition to why the relative error with unequal N increments can not be used for declaring the accurate value.
Table 3. Relative error of pressure values for each N increment

| N  | cell size | Charge domain division | Z [m/kg\(^{1/3}\)] |
|----|-----------|------------------------|--------------------|
|    |           |                        | 0.439  | 0.879  | 1.318  | 1.757  | 2.196  | 2.636  | 3.075  | 3.514  | 3.953  |
| 100 | 60.0 mm   | 1                      | -      | -      | -      | -      | -      | -      | -      | -      |
| 200 | 30.0 mm   | 2                      | 40.92% | 29.50% | 14.21% | 13.49% | 8.84%  | 6.90%  | 5.90%  | 4.35%  | 3.62%  |
| 300 | 20.0 mm   | 3                      | 23.56% | 9.29%  | 7.30%  | 5.73%  | 4.46%  | 2.67%  | 2.24%  | 1.91%  | 1.34%  |
| 400 | 15.0 mm   | 4                      | 13.04% | 2.99%  | 3.71%  | 2.08%  | 1.73%  | 1.42%  | 0.89%  | 0.80%  | 0.73%  |
| 500 | 12.0 mm   | 5                      | 9.03%  | 1.63%  | 2.48%  | 2.27%  | 1.13%  | 0.92%  | 0.83%  | 0.53%  | 0.47%  |
| 1000| 6.0 mm    | 10                     | 13.71% | 7.72%  | 6.16%  | 4.14%  | 2.94%  | 1.86%  | 1.38%  | 1.20%  | 0.93%  |
| 2000| 3.0 mm    | 20                     | 8.08%  | 5.75%  | 4.55%  | 3.08%  | 1.81%  | 1.25%  | 1.00%  | 0.78%  | 0.61%  |
| 3000| 2.0 mm    | 30                     | 3.22%  | 2.67%  | 1.79%  | 1.14%  | 0.76%  | 0.48%  | 0.39%  | 0.29%  | 0.25%  |
| 4000| 1.5 mm    | 40                     | 1.30%  | 1.20%  | 0.97%  | 0.47%  | 0.29%  | 0.23%  | 0.15%  | 0.14%  | 0.11%  |
| 5000| 1.2 mm    | 50                     | 1.44%  | 0.86%  | 0.47%  | 0.42%  | 0.23%  | 0.09%  | 0.14%  | 0.09%  | 0.08%  |

Figure 4. Absolute error, relative error and pressure values plotted against N at the gauge point at 2 m
Table 4. shows absolute error for all gauge points. At the bottom of the table, the N value corresponding to exactly 5% error was interpolated. For a given domain, these N values decrease as gauge points move away from the center, dashed cells in Table 4. show that the farther the gauge point is from the center, the smaller the N number is required for an absolute error smaller than 5%. However if we only calculate the required N for the given R value, where the gauge is located, we get a non–monotonic function, which is plotted on Figure 5.

| N    | cell size | Charge domain division | Z [m/kg]$^{1/3}$ | 0,439 | 0,879 | 1,318 | 1,757 | 2,196 | 2,636 | 3,075 | 3,514 | 3,953 |
|------|-----------|------------------------|-------------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 100  | 60.0 mm   | 1                      | 0,5 m             | 179.8%| 76.82%| 49.29%| 37.23%| 24.16%| 16.79%| 13.56%| 10.46%| 8.39% |
|      | 20.0 mm   | 2                      | 1.0 m             | 98.52%| 36.54%| 30.71%| 20.91%| 14.08%| 9.25% | 7.23% | 5.86% | 4.60% |
| 300  | 15.0 mm   | 4                      | 1.5 m             | 60.66%| 24.93%| 21.82%| 14.36%| 9.21% | 6.41% | 4.88% | 3.88% | 3.21% |
| 400  | 12.0 mm   | 5                      | 2.0 m             | 42.13%| 21.31%| 17.47%| 12.03%| 7.35% | 4.92% | 3.95% | 3.05% | 2.46% |
| 500  | 6.0 mm    | 10                     | 2.5 m             | 30.35%| 19.36%| 14.62%| 9.55% | 6.15% | 3.96% | 3.10% | 2.51% | 1.98% |
| 1000 | 3.0 mm    | 10                     | 3.0 m             | 14.64%| 10.81%| 7.96% | 5.19% | 3.12% | 2.06% | 1.70% | 1.30% | 1.05% |
| 2000 | 2.0 mm    | 20                     | 3.5 m             | 6.06% | 4.79% | 3.26% | 2.05% | 1.29% | 0.80% | 0.68% | 0.52% | 0.44% |
| 3000 | 1.5 mm    | 30                     | 4.0 m             | 2.75% | 2.07% | 1.45% | 0.90% | 0.52% | 0.32% | 0.29% | 0.23% | 0.19% |
| 4000 | 1.2 mm    | 40                     | 4.5 m             | 1.44% | 0.86% | 0.47% | 0.42% | 0.23% | 0.09% | 0.14% | 0.09% | 0.08% |
| 5000 | 6.0 mm    | 50                     | 5.0 m             | 0.00% | 0.00% | 0.00% | 0.00% | 0.00% | 0.00% | 0.00% | 0.00% | 0.00% |

Table 4. Absolute error of pressure values and N numbers corresponding to 5% error limit
Using Figure 5, one can determine the required division of domain based on Z and R input variables. It is worth pointing out that function shown in Figure 5, has a peak at about Z=1, and it is a non-monotonic function. As a conservative approach it can be stated that dividing the scaled distance into 400 cells is enough to get accurate results for all scaled distances.

Conclusion

A convergence study has been carried out for blast parameters using 1‒D Autodyn hydrocode. The investigation pointed out that impulse shows no dependency on the mesh size, while pressure values change considerably with mesh size. With the help of a parametric approach it has been shown that it’s possible to create a “required N” function for domain division corresponding to a desired error limit. In the study, the 5% absolute error criteria was chosen and the required N function was presented in terms of scaled distance, so this function can be used for other blast scenarios to estimate the required cell size for domain division. Further investigation should include the effect and influence of charge division, and possibilities of the use of cell size zoning.
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