Abstract: Ghana suffers from frequent power outages, which can be compensated by off-grid energy solutions. Photovoltaic-hybrid systems become more and more important for rural electrification due to their potential to offer a clean and cost-effective energy supply. However, uncertainties related to the prediction of electrical loads and solar irradiance result in inefficient system control and can lead to an unstable electricity supply, which is vital for the high reliability required for applications within the health sector. Model predictive control (MPC) algorithms present a viable option to tackle those uncertainties compared to rule-based methods, but strongly rely on the quality of the forecasts. This study tests and evaluates (a) a seasonal autoregressive integrated moving average (SARIMA) algorithm, (b) an incremental linear regression (ILR) algorithm, (c) a long short-term memory (LSTM) model, and (d) a customized statistical approach for electrical load forecasting on real load data of a Ghanaian health facility, considering initially limited knowledge of load and pattern changes through the implementation of incremental learning. The correlation of the electrical load with exogenous variables was determined to map out possible enhancements within the algorithms. Results show that all algorithms show high accuracies with a median normalized root mean square error (nRMSE) <0.1 and differing robustness towards load-shifting events, gradients, and noise. While the SARIMA algorithm and the linear regression model show extreme error outliers of nRMSE >1, methods via the LSTM model and the customized statistical approaches perform better with a median nRMSE of 0.061 and stable error distribution with a maximum nRMSE of <0.255. The conclusion of this study is a favoring towards the LSTM model and the statistical approach, with regard to MPC applications within photovoltaic-hybrid system solutions in the Ghanaian health sector.
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1. Introduction

The electrical demand in sub-Saharan Africa is increasing due to rapid growth in population, which results in the highest increase in electrical demand worldwide. Although the population of those without electricity access decreased by 2.45% between 2013 and 2018, the electrification rate remains low at 45%. Furthermore, 80% of sub-Saharan African businesses suffer from an unreliable electricity supply, resulting from old power grid hardware and poor network management [1]. Ghana in particular is the regional leader in terms of electrification rates, but still suffers from low access in rural areas [2]. In addition, the Ghanaian energy sector suffers from high transmission and distribution...
losses of around 20%, while electricity prices are rising due to inflation and poor contracting with foreign power plant suppliers, resulting in a shift from a low electricity access and moderate affordability to a high electricity access and low affordability [3].

Implementation of renewable energy systems, such as decentralized photovoltaic (PV) and diesel hybrid systems, presents a viable option for an independent and a reliable electricity source in rural electrification scenarios. However, renewable energy systems represent a minority in the Ghanaian electricity generation mix with 0.03%, compared to hydro power with 31.97% and thermal power with 68% [4–6]. Consumers strongly rely on diesel generators to complement low electricity access rates and the poor reliability. On one hand, the health sector ensures a high reliability of their electrical supply through diesel generators compared to obtaining their electrical supply through the public grid. On the other hand, airborne carcinogens emitted by the diesel generators present a health risk for people inside, and in close vicinity of, the health facility [7,8].

Model predictive control (MPC) algorithms, which use load and solar radiation forecasts to optimize the dispatch of PV-diesel hybrid systems, have shown significant advantages compared to rule-based dispatch algorithms [9,10]. The results from Sachs et al. [9] indicate a decrease in the levelized cost of electricity (LCOE) by 6.8% with the proposed MPC algorithm compared to rule-based dispatch algorithms. An optimal control with complete knowledge of the future load and PV yield decreases the LCOE by 7.8% compared to rule-based algorithms. However, the performance of MPC algorithms highly relies on the forecasting algorithms accuracy. Sachs et al. [9] applied a seasonal autoregressive integrated moving average (SARIMA) algorithm to generate electricity demand and solar radiation forecasts. While the reduction of the LCOE through the implementation of a SARIMA forecasting algorithm shows improvements close to an optimal control of the system, it is difficult to derive the relative performance of the forecasting algorithm as results are given in absolute values and detailed information about the data used is not available. However, other publications analyzing the SARIMA algorithm for load forecasting purposes applied relative metrics as a measure for comparison and indicated good overall performance [11,12].

Moreover, Bozkurt et al. [12] show that the usage of artificial neural networks outperforms SARIMA-based algorithms, which is also observed in other publications using long short-term memory (LSTM) neural networks [13–15]. A method proposed by Steinebach et al. [16] presented a computationally simple algorithm, which generates forecasts through an incremental linear regression (ILR) method generated through a look-up table of gradients based on previous observations. In Bruno et al. [17], the authors used a hybrid forecasting method, which combines an autoregressive integrated moving average (ARIMA) algorithm, a neural network approach, and a seasonal trend decomposition method based on local regression lines defined as locally estimated scatterplot smoothing (LOESS). The hybrid forecasting method determines throughout its operation which algorithm and parametrization suits best after a predefined duration, allowing a certain plasticity towards load pattern changes throughout the operation time of the algorithm, which is also addressed in our study. The authors also point out the relevance of MPC applications with regard to the domestic, commercial, and industrial sector.

Maitanova et al. [18] developed a forecasting algorithm with regard to PV power forecasts based on publicly available data of the global horizontal irradiance using an LSTM approach with the integration of meteorological exogenous variables, and addressing the relevance of accurate forecasting for energy management systems, of which the MPC algorithm is one approach. However, Diagne et al. [19] addressed the forecasts’ temporal resolution and the forecast horizon, which determine if either SARIMA algorithms or artificial neural network approaches are more suitable for solar irradiance forecasts, while not specifying the kind of artificial neural network approach evaluated in the study.
This study aims to identify the most suitable forecasting algorithm regarding the characteristics of typical load curves of a Ghanaian health facility, analyzing the following methods.

1. **SARIMA algorithm**
2. **ILR method**
3. **Neural networks with LSTM neurons**
4. **Custom statistical approach formulated throughout this research**

The forecasting algorithms will be tested using load data from a medium-sized hospital in Southern Ghana, while using incremental learning to consider initially limited data availability which increments throughout the operation period of a fictional PV-hybrid system. The algorithms should therefore adapt to pattern changes, noise, and changing base load. Literature suggests sophisticated approaches, optimizing incremental learning algorithms to minimize computation resources for training, while showing proper plasticity towards high temporal variability in the data set [20–23]. However, the goal of this study is to identify the most suitable and accurate forecasting algorithm. Incremental learning will be implemented as simply as possible, just to take the incrementing data availability over the simulation period into account.

The integration of exogenous variables, the ambient temperature in particular, will be statistically analyzed to map out improvement possibilities. The linkage between the ambient temperature and the electrical load has been discussed in literature and is mostly explained due to the usage of temperature sensitive electricity consumers, such as air conditioners or refrigerators [24–28]. Air conditioners in particular have a strong sensitivity towards the temperature which a person feels comfortable with, defined in literature as “thermal comfort” [24,29–31].

We used the programming language Python to implement the algorithms [32], the “statsmodels” library to implement the SARIMA algorithm, and the “tensorflow” library for the LSTM models [33,34] running on Ubuntu 20.04, a free and open source Linux distribution based on Debian. All simulations were performed on an Nvidia GTX 1080 GPU, AMD Ryzen 7 2700 CPU, and 16 GB of system memory.

This paper is structured as follows. Section 2 presents the electrical load data set, describing its characteristics, illustrating the data preprocessing, and identifying correlations between the ambient temperature and the health facility’s electrical demand. Section 3 presents the forecasting algorithms chosen for this study and the incremental learning method applied for each forecasting algorithm. Section 4 presents a summary of the results regarding the accuracy and stability throughout the simulation run-time and presents a comparison between the investigated algorithms, summarizing the computational effort for each algorithm. In Section 5, the conclusion of this research is presented with a recommendation which algorithm suits most for an MPC application regarding the Ghanaian health sector. Figure 1 presents a flowchart illustrating the research steps conducted in this study.
Figure 1. Flowchart of the research steps conducted in this study.

2. Data sets

2.1. Load Data

In our study, we use load data from a Ghanaian health facility in the city of Akwatia, metered by the regional utilities company in quarter-hour resolution. The data ranges from March 2014 to February 2018 and contains data gaps, which mainly result from blackouts at the hospital’s substation. During blackout timings we assume that the load demand does not diminish. Therefore, data filling is necessary to offer continuous load demand data for the forecasting algorithms. The data gaps during blackouts are statistically filled by deriving mean loads from available data points, clustered by season, year, and weekday. Figure 2 shows the derived mean loads for the wet season in 2015. Figure 3 shows exemplary the data filling for the first week of 2015, using the previously described data filling method.

The load data show the energy saving measures undertaken from the end of 2015 to the end of 2016. These energy savings were achieved by upgrading the interior and exterior lighting of the health facility with light-emitting diode (LED) lighting. Further continuous energy savings, due to raised awareness of the hospital staff, has likely occurred. Furthermore, PV panels were been installed, which had an initial rated power of 25 kWp as of the beginning of 2016 and were upgraded to a 90 kWp system at the beginning of 2017. Due to the partial coverage of the load by the PV system, the metering device at the hospitals substation only recorded the demand difference, which the PV panels could not satisfy. Therefore, data sets of the meter and the PV-panels need to be added, resulting noise and errors in the data set. Figure 4 shows the load data set and its trend via the least
square method and sen-slope \cite{35} caused by above-mentioned events. Table 1 summarizes the descriptive statistics in years and seasons, while Table 2 summarizes the results of the Mann–Kendall significance test \cite{36,37} in years.

![Figure 2. Mean load for the wet season 2015 (April–October), clustered by weekday.](image)

![Figure 3. Data filling (example for the first week of 2015).](image)

![Figure 4. Load trend throughout the whole time-series period.](image)
### Table 1. Quantitative statistical evaluation, divided by years and seasons (wet: April–October | dry: November–March). “SD” stands for standard deviation. Values in kW, except variance.

| Year   | Period        | Min. | Max. | Median | Mean | Q0.05 | Q1   | Q3   | Q0.95 | SD  | Var. |
|--------|---------------|------|------|--------|------|-------|------|------|-------|-----|------|
| 2014   | Mar.–Dec.     | 4.2  | 177.36 | 61.28  | 69.52 | 42.88 | 51.08 | 81.48 | 121.96 | 24.99 | 624.51 |
|        | wet season    | 5.68 | 177.36 | 60.68  | 68.90 | 42.40 | 50.32 | 80.88 | 121.71 | 24.09 | 629.60 |
|        | dry season    | 4.2  | 175   | 63.04  | 71.62 | 45.51 | 53.52 | 83.17 | 123.4  | 24.52 | 601.33 |
| 2015   | Jan.–Dec.     | 4.4  | 173   | 59.75  | 66.57 | 42.44 | 50.25 | 77.77 | 111.63 | 22.10 | 488.58 |
|        | wet season    | 4.44 | 154.5 | 58.86  | 65.78 | 42.38 | 50.09 | 76.19 | 109.5  | 21.29 | 453.13 |
|        | dry season    | 4.4  | 173   | 61.06  | 67.69 | 42.59 | 50.47 | 79.63 | 115.06 | 23.17 | 536.70 |
| 2016   | Jan.–Dec.     | 5.68 | 177.75 | 53.49  | 58.87 | 33.41 | 43.72 | 70.25 | 100.81 | 20.78 | 431.75 |
|        | wet season    | 5.68 | 155.5 | 53.4  | 59.01 | 35.84 | 43.75 | 70.19 | 99.81  | 20.17 | 406.87 |
|        | dry season    | 6.16 | 177.75 | 53.69  | 58.66 | 30.84 | 43.59 | 70.44 | 101.88 | 21.60 | 466.74 |
| 2017   | Jan.–Dec.     | 4.0  | 154.88 | 41.19  | 44.31 | 23.56 | 33.15 | 52.38 | 77.63  | 16.67 | 278.00 |
|        | wet season    | 4.04 | 121.81 | 40.69  | 43.36 | 22.48 | 32.44 | 51.53 | 75.01  | 16.10 | 259.23 |
|        | dry season    | 4.0  | 154.88 | 41.88  | 45.65 | 25.08 | 34.03 | 53.56 | 81.18  | 17.37 | 301.55 |
| 2018   | Jan.–Feb.     | 4.32 | 121.16 | 40.92  | 43.49 | 23.78 | 33.76 | 49.69 | 75.76  | 15.78 | 249.04 |

### Table 2. Mann–Kendall significance test, divided by years.

| Year   | Period        | p-Value | z-Value |
|--------|---------------|---------|---------|
| 2014   | Mar.–Dec.     | 0.089   | 1.7     |
| 2015   | Jan.–Dec.     | <0.05   | −14.13  |
| 2016   | Jan.–Dec.     | <0.05   | −52.84  |
| 2017   | Jan.–Dec.     | <0.05   | −17.26  |
| 2018   | Jan.–Feb.     | <0.05   | 8.35    |

While the electrical load shows no significant trend from March to December 2014, 2015–2018 shows significance with $p < 0.05$ with a negative trend from 2015–2017 peaking in 2016. The trend then becomes positive from January–February 2018 indicating significance with $p < 0.05$. The noise and error increase over time due to preprocessing, expecting a decreased accuracy of the generated forecasts. The data therefore have suitable properties to test the algorithm’s behavior on pattern changes and noise caused by the data preprocessing, energy saving measurements, and the installation of the PV-panels.

For evaluation purposes, the whole data set is normalized, to generate the normalized root mean squared error ($n$RMSE) for each forecast as a metric to evaluate and compare the algorithm’s performance, by

$$nRMSE = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (\hat{y}_t - y_t)^2}$$

with $n$ being the time steps forecasted, which is in our case 96 quarter-hour steps, resulting into a forecast horizon of 24 h. $\hat{y}_t$ is the forecasted load on time step $t$ and $y_t$ is the real load on time step $t$.

#### 2.2. Temperature Data

To identify exogenous variables, in order to enhance the forecasting performance, variables correlating with the health facility’s electricity demand have to be identified through descriptive and inductive statistics. Literature shows that a correlation exists between the ambient temperature and the electricity demand, resulting from the cooling demand of the health facility through air conditioning systems or other temperature sensitive devices. We have chosen data sets from the photovoltaic geographical information system (PGVIS) [38] and the European center for medium-range weather forecasts reanalysis 5th generation (ERA5) [39], to determine the correlation between these two variables using the Pearson’s $r$ metric. The significance of the correlation has been analyzed by computing the $p$-value [40,41]. The data sets are clustered into day time (6 a.m.–7 p.m.) and night-time (7 p.m.–6 a.m.) to determine effects of day time related activities. Table 3 shows the results on the PVGIS and ERA5 data set.
Table 3. Statistical results with different time frames, divided into the photovoltaic geographical information system (PVGIS) data set and the European center for medium-range weather forecasts 5th generation (ERA5) data set.

| Data Set | Timeframe  | Pearson’s r-Value | p-Value |
|----------|------------|--------------------|---------|
| PVGIS    | whole day  | 0.54               | <0.05   |
| PVGIS    | day-time   | 0.2                | <0.05   |
| PVGIS    | night-time | 0.49               | <0.05   |
| ERA5     | whole day  | 0.5                | <0.05   |
| ERA5     | day-time   | 0.27               | <0.05   |
| ERA5     | night-time | 0.28               | <0.05   |

The hourly temperature data have been linearly upsampled to quarter-hour data in order to fit to the quarter hourly sampling rate of the electrical load data set. Furthermore, only data from the year 2015 have been chosen to avoid manipulations of the results, due to the noise added through the PV panels data. Results show that for the whole day time frame, the Pearson’s r-value is 0.54 for the PVGIS data set and 0.5 for the ERA5 data set. Literature shows that these correlation values can be defined as fair–moderate depending on the field of study, as stated by Akoglu [42] and moderate–strong according to Cohen [43]. However, when dividing the data set to day-time and night-time, the Pearson’s r-value for the PVGIS data set is 0.2 and for the ERA5 data set 0.27 for day-time, which can be defined as poor–moderate correlation as by the interpretation of Akoglu [42] or small–medium as by the interpretation of Cohen [43], while the Pearson’s r-value for the PVGIS data set is 0.49 and ERA5 data set 0.28 for night-time, which can be defined as poor–fair correlation as by the interpretation by Akoglu [42] or small-strong as by the interpretation by Cohen [43]. All Pearson’s r-values stated above show statistical significance with \( p < 0.05 \).

This implies that there is some temporal influence in the data sets, which has to be diminished to verify the correlation between temperature and electrical load. Therefore, the cooling degree day (CDD) was introduced in this statistical analysis, defined by Wang et al. [24] as

$$CDD = \sum_{1}^{365} \sum_{1}^{24} \frac{(T_0 - T_b)^+}{24}$$

with \( T_b \) being the thermal comfort and \( T_0 \) being the ambient temperature. The plus sign indicates that only positive values are considered in the calculation. The thermal comfort represents the temperature, in which a person has no desire for heating or cooling and no energy is needed for temperature regulation. Due to the country specific context we are analyzing, the thermal comfort for people living in the West African climate differs from the thermal comfort for people living in Europe. Therefore, a thermal comfort of \( T_b = 26 \, ^\circ C \) is assumed, resulting from statements found in [29,30]. Table 4 shows the results of the statistical analysis, including the CDD introduced by Equation 2.

| Data Set | Timeframe  | Pearson’s r-Value | p-Value |
|----------|------------|--------------------|---------|
| PVGIS    | whole day  | -0.14              | <0.05   |
| ERA5     | whole day  | 0.01               | 0.61    |

While the ERA5 data set shows no statistical significance with \( p > 0.05 \) with a Pearson’s r-value of 0.01, the PVGIS data set shows a statistical significance with \( p = 0.05 \) and a negative correlation indicated by the Pearson’s r-value of \(-0.14\). This reveals that the ambient temperature and the electrical load do not correlate in the data sets used within our analysis. A forecast improvement by implementing the ambient temperature as exogenous variable is unlikely. Therefore, we are neglecting the ambient temperature as an exogenous variable.
3. Forecasting Algorithms

3.1. Incremental Learning Method

In order to simulate realistic conditions, all forecasting methods tested in this study are initiated without knowledge about the load. Therefore, each forecasting algorithm requires a certain amount of initial training data, which increments throughout the simulation runtime, depending on the used algorithm. We aim to minimize the initial training data, to offer a prompt operation of the forecasting algorithm. Furthermore, the algorithm should gain plasticity to new conditions of the data set it predicts. Setting up these constraints through incremental learning has been implemented in several studies to achieve more relevant results in terms of on-field applications, real-time electrical load forecasting in particular [20–23].

As stated prior, this study does not focus on determining the best incremental learning method, but moreover uses it to introduce incrementing data availability throughout the operation runtime of a fictional PV-hybrid system. Each algorithm proposed requires its own batching method, depending on the processing of the data set and the algorithms fitting characteristics, while the batching will remain static for all algorithms with varying batch size depending on the algorithm.

The algorithms also distinguish between weekdays, Saturdays, and Sundays and batch the data for learning and fitting accordingly. This clustering method is chosen due to the similarities and differences observed in Figure 2. However, this clustering needs to be altered depending on the working days and weekends in the country and sector examined.

3.2. Statistical Forecasting

This forecasting algorithm uses a limited amount of previous values to generate a day profile, which represents the day-ahead forecast. Initially, the training data used for generating the forecast starts out to use one day of past data and gradually grows with each time-step, until it reaches a predefined training data horizon. Therefore, the algorithm needs only one day of training data to start generating forecasts.

To estimate the suitable amount of previous values needed, we have tested four set-ups with varying training data horizons ranging from 4–16 weeks; 133,056 forecasts and the nRMSE were computed for each forecast. Therefore, we have 133,056 nRMSE values, of which the maximum, minimum, mean, and median are calculated and presented in Table 5.

| Horizon Configuration | Min. nRMSE | Med. nRMSE | Mean nRMSE | Max. nRMSE |
|-----------------------|------------|------------|-------------|------------|
| 4 weeks               | 0.023      | 0.065      | 0.068       | 0.2        |
| 8 weeks               | 0.018      | 0.065      | 0.061       | 0.22       |
| 12 weeks              | 0.016      | 0.065      | 0.061       | 0.232      |
| 16 weeks              | 0.018      | 0.065      | 0.062       | 0.234      |

Configuring the algorithm using eight weeks of training data indicates the best performance for this type of forecasting algorithm. Section 4 presents further analysis with regard to plasticity and accuracy of this configuration.

3.3. Seasonal Autoregressive Integrated Moving Average (SARIMA) Algorithm

The SARIMA algorithm is a forecasting method to generate time-series forecasts, which plays a role in a broad bandwidth of disciplines and represents an extension to the autoregressive moving average (ARMA) algorithm [13,17,19,44–46]. Its key advantage over the ARMA algorithm is the possibility to predict time-series data with non-stationary means and seasonal behavior. The algorithm consists of seven parameters $q, d, p, Q, D, P,$ and $s$.
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(further described as SARIMA(q,d,p)(Q,D,P)s), describing the order of the algorithm, and therefore the complexity. The SARIMA algorithm is described in the literature [44,47] by

\[ \phi_p(z)\Phi_P(z^s)(1-z)^d(1-z^s)^D y_k = \theta_q(z)\Theta_Q(z^s) a_k \]  

(3)

with the AR operator, \( \phi_p(z) \), and MA operator, \( \theta_q(z) \), defined as

\[ \phi_p(z) = 1 - \phi_1 z - \phi_2 z^2 - \cdots - \phi_p z^p, \]  

(4)

\[ \theta_q(z) = 1 - \theta_1 z - \theta_2 z^2 - \cdots - \theta_q z^q. \]  

(5)

and the seasonal AR operator, \( \Phi_P(z^s) \), and MA operator, \( \Theta_Q(z^s) \), defined as

\[ \Phi_P(z^s) = 1 - \Phi_1 z^s - \Phi_2 z^{2s} - \cdots - \Phi_P z^{Ps}, \]  

(6)

\[ \Theta_Q(z^s) = 1 - \Theta_1 z^s - \Theta_2 z^{2s} - \cdots - \Theta_Q z^{Qs}. \]  

(7)

while the difference operator \( (1-z)^d \) and the seasonal difference operator \( (1-z^s)^D \) include the non-stationary behavior, with \( z \) being the consecutive observations within the time-series. Equation (3) can then be written as

\[ y_{S_k} = \sum_{i=0}^{N_S} a_i y_{k-i} + b_i a_{k-i} \]  

(8)

with the forecast \( y_{S_k} \) and \( N_S = \max\{p, q, Q_S, P_S\} \) and \( a_i, b_i \in \mathbb{R} \).

The configuration SARIMA(1,1,1)(1,1,2)s and SARIMA(3,1,1)(0,1,2)s is used in this study, which is defined and used by Sachs [44]. The seasonality factor \( s \) is chosen to be 1440 due to the sample rate of one minute in Sachs [44] data sets, which defines the seasonality as a full day period. In our data set we are dealing with quarter-hour data sets, which therefore requires a seasonality factor \( s \) of 96.

The first tests with this configuration showed that the algorithm fails to predict Saturdays and Sundays with acceptable error rates. To solve this issue, the algorithm has been divided into three models. The first model predicts weekdays, the second Saturdays, and the third Sundays. The SARIMA parameters have not been altered for the weekday model, as the results were satisfactory. New ARMA parameters have been calculated, using the function \texttt{arma_order_select} of the Python statsmodels library [33], which resulted to SARIMA(3,1,2)(0,1,2)96 for the Saturday model and SARIMA(3,1,0)(0,1,2)96 for the Sunday model.

To apply an incremental learning method, we decided to re-fit the data after one day and we use the past two days for training data, as per clustering described in Section 3.1. However, past knowledge about the load will not be carried over to future fitting iterations.

3.4. Long Short-Term Memory (LSTM) Model

The LSTM model represents a subsection of recurrent neural networks (RNN), with an RNN being described in [48] as

\[ a^{(t)} = b + Wh^{(t-1)} + Ux^{(t)}, \]  

(9)

\[ h^{(t)} = tanh(a^{(t)}), \]  

(10)

\[ o^{(t)} = c + Vh^{(t)}, \]  

(11)

\[ \hat{y}^{(t)} = softmax(o^{(t)}), \]  

(12)

with \( U, V, \) and \( W \) being weight matrices for the input-hidden, hidden-hidden, and hidden-output connections, respectively, within the RNN; \( x^{(t)} \) being the input sequence and \( \hat{y}^{(t)} \) being the output sequence; and \( b \) and \( c \) are internal biases within the RNN. Through
forward propagation, the vector $h^{(t)}$ gets multiplied by the weight matrix $W$ to generate $h^{(t+1)}$. For each neuron within the RNN, the activation functions $\tanh()$ and $\text{softmax}()$ are used and are similar to the activation functions used in a traditional feedforward neural network. The weight matrices get updated through a loss function, which uses the error between the output $\hat{y}^{(t)}$ and the input $x^{(t)}$. The gradient matrix $L$ then updates the weight matrices $U$, $V$, and $W$ through back propagation, also called Backpropagation Through Time (BPTT). A major flaw of RNN’s is that information “stored” within the RNN weight matrices vanishes throughout iterations and does not propagate to further steps within the simulation process. Therefore, context dependent long term information storage for later reusage is not possible, which is important with regard to the long term seasonality of the data. Therefore, the LSTM model was introduced by Hochreiter et al. [49], which presents the concept of “gated” weights and an internal state of these LSTM cells. The weight matrices introduced with the RNN in Equations (9) and (11) were extended with these gated weights, to include context sensitivity and dynamics in the integration timescale of the weight matrices, consisting of a forget gate $f_{i}^{(t)}$, input gate $g_{i}^{(t)}$ and output gate $q_{i}^{(t)}$ described in [48] as

$$f_{i}^{(t)} = \sigma(b_{f}^{i} + \sum_{j} U_{ij}^{f} x_{j}^{(t)} + \sum_{j} W_{ij}^{f} h_{j}^{(t-1)})$$

$$g_{i}^{(t)} = \sigma(b_{g}^{i} + \sum_{j} U_{ij}^{g} x_{j}^{(t)} + \sum_{j} W_{ij}^{g} h_{j}^{(t-1)})$$

$$q_{i}^{(t)} = \sigma(b_{o}^{i} + \sum_{j} U_{ij}^{o} x_{j}^{(t)} + \sum_{j} W_{ij}^{o} h_{j}^{(t-1)})$$

with an input sequence $x^{(t)}$. $h^{(t)}$ that represents the output sequence of the hidden layer described in Equation (10). $b$, $U$, and $W$ represent the internal bias, input-hidden, and hidden-hidden weights, respectively, in Equations (9) and (11). All three equations are encapsulated within a sigmoid activation function $\sigma()$. The modified hidden output sequence $h_{i}^{(t)}$ is defined as

$$h_{i}^{(t)} = \tanh(s_{i}^{(t)} q_{i}^{(t)})$$

and the internal state of the LSTM cell $s_{i}^{(t)}$, which propagates the “memory” throughout the iterations as

$$s_{i}^{(t)} = f_{i}^{(t)} s_{i}^{(t-1)} + g_{i}^{(t)} \sigma(b_{i} + \sum_{j} U_{ij} x_{j}^{(t)} + \sum_{j} W_{ij} h_{j}^{(t-1)})$$

Generating load forecasts with an LSTM model indicates promising results, regarding the works in [13–15,18,46]. As stated before, the major advantage of the LSTM model is its capability to store memories about significant events within the data set and to propagate this knowledge into iterations of sequences far beyond an RNN’s capabilities, which is relevant for seasonal correlations within the load data. This may be advantageous, regarding the context of the Ghanaian health sector, in which seasonal correlations within the load patterns are not as much explored as in mid-latitude countries with strong summer-winter differences.

In this study, we design a four layer neural network through trial and error, consisting of following parameters as per tensorflow settings [34] shown in Table 6.

Table 6. Long short-term memory (LSTM) neural network architecture.

| Layer-Type               | Amount of Cells | Parameters          | Activation Function  |
|--------------------------|-----------------|---------------------|----------------------|
| LSTM                     | 96              | 37,632              | rectified linear unit|
| LSTM                     | 192             | 221,962             | rectified linear unit|
| fully connected neural network | 192            | 37,056              | rectified linear unit|
| fully connected neural network | 96             | 18,528              | rectified linear unit|
Returning sequences are activated in the first layer, to propagate the internal states to the second LSTM layer for every step within the input sequence. As elaborated in Section 3.1 and implemented in Section 3.2, we separate the model into three models for weekdays, Saturdays, and Sundays. For initial training, we used four weeks of training data. The models were retrained after each week of new data, representing an incremental learning method with fixed batching. Training and retraining configurations are shown in Table 7, which are obtained through trial and error, and literature review.

Table 7. Fitting settings for each neural network.

| Type           | Epochs | Batch Size | Loss Function          | Optimizer                         |
|----------------|--------|------------|------------------------|-----------------------------------|
| initial weekday| 5      | 12         | mean squared error      | adaptive moment estimation        |
| initial saturday| 5     | 12         | mean squared error      | adaptive moment estimation        |
| initial sunday | 5      | 6          | mean squared error      | adaptive moment estimation        |
| continuous weekday| 2    | 12         | mean squared error      | adaptive moment estimation        |
| continuous saturday| 2   | 12         | mean squared error      | adaptive moment estimation        |
| continuous sunday  | 2    | 6          | mean squared error      | adaptive moment estimation        |

We chose the adaptive moment estimation (ADAM) optimizer, due to its computational efficiency and better results, as stated by Kong et al. [14]. The parameters regarding learning rate, momentum, and decay remained as default. The mean squared error (MSE) loss function was chosen, due to our choice of the nRMSE as a performance indicator. However, mean average percentage error (MAPE) was chosen in the literature by Kong et al. [14], while Bouktif et al. [15] and Siami-Namini et al. [13] chose the MSE as loss function. Choosing the rectified linear unit (ReLU) activation function results in filtering negative values within computation of the forecast, as the electric load cannot be below zero.

Gradient clipping might be necessary to avoid exploding gradients by the ADAM optimizer, which we experienced in testing the model on seven different neural networks, each representing a day of the week. The input for all neural networks consists of a time-sequence of the last 96 time steps, which then outputs the next 96 time steps. This means, that it takes for each time step the last 24 h of load data as an input and outputs a forecast of 24 h.

3.5. Forecasting via Incremental Linear Regression (ILR)

The forecasting algorithm used in this section uses an ILR approach formulated by Steinebach et al. [16]. This method consists of incrementally stacking linear functions, which add together to a nonlinear curve representing the forecast generated. This method was designed for water demand forecasts. A look-up table was generated, which stored gradients of the above mentioned linear functions for each day time, weekday, and month formulated as

$$ q_i(q_{i-1}) = a_1q_{i-2} + a_0 $$  \hspace{1cm} (18)

with $q_i$ being the demand at given time-step $t_i$ and $q_{i-1}$ being the demand at time-step $t_{i-1}$. Therefore, this algorithm requires a year of load data, to generate these gradients in the look-up table, in order to perform the forecasting. Creating a look-up table for a month was considered, but would neglect the annual seasonal characteristic of the load data. After the forecast is generated, the given gradient at time-step $t_i$ replaces the gradient in the look-up table with the new values. This method had to be slightly modified, to fit to the higher sample rate of the load data described in Section 2.1. The input given for this forecasting algorithm is the load of one time step flagged with information about the day time, weekday, and month. As in the SARIMA algorithm in Section 3.3, this algorithm does not store any knowledge obtained from the past gradients generated to enhance forecasting accuracies.
4. Results

4.1. Statistical Forecasting

Figure 5 shows the error distribution of all forecasts generated through the statistical algorithm proposed in Section 3.2.

![Error distribution of the forecasts generated with the statistical forecasting algorithm.](image)

Figure 5. Error distribution of the forecasts generated with the statistical forecasting algorithm.

The final training data horizon chosen to generate the mean day load profile for each cluster (weekday, Saturday, Sunday) is eight weeks. Forecasts for each time-step were generated within the horizon of 198 weeks, resulting in 133,056 forecasts. The algorithm generates forecasts after one week, due to the clustering of the algorithm in weekdays, Saturdays, and Sundays. The error distribution shows some irregularities at nRMSE of 0.12, 0.15, and 0.22, indicating a slight instability of the algorithm. However, with a mean nRMSE of 0.065 and a median nRMSE of 0.061, this algorithm shows good performance for load forecasting purposes. The maximum nRMSE of 0.22 indicates the confidence in this algorithm, which is important for usage in MPC algorithms, as previously mentioned in Section 1. In Table 8, the algorithm is evaluated with different forecasting horizons.

Table 8. nRMSE with different prediction horizons | statistical forecasting algorithm.

| Prediction Horizon | Min. nRMSE | Median nRMSE | Mean nRMSE | Max. nRMSE |
|--------------------|------------|--------------|------------|------------|
| 3 h                | 0.003      | 0.047        | 0.056      | 0.41       |
| 6 h                | 0.004      | 0.051        | 0.058      | 0.385      |
| 9 h                | 0.005      | 0.054        | 0.060      | 0.338      |
| 12 h               | 0.009      | 0.056        | 0.062      | 0.302      |
| 15 h               | 0.011      | 0.058        | 0.063      | 0.272      |
| 18 h               | 0.015      | 0.060        | 0.064      | 0.25       |
| 21 h               | 0.018      | 0.061        | 0.064      | 0.234      |
| 24 h               | 0.018      | 0.061        | 0.065      | 0.220      |

The algorithm has lower minimum, median, and mean errors, if the prediction horizons are chosen to be shorter. However, the maximum error increases, which is not favorable for an MPC-algorithm application. Table 9 summarizes the computational effort with the presented forecasting method.
Table 9. Computational effort for the statistical forecasting method, divided in weekday, Saturday, and Sunday batching, clustered in training and prediction efforts.

| Type     | Data Batching | Median Computation Time | Overall Computation Time |
|----------|---------------|-------------------------|--------------------------|
| training | weekday       | 0.067 ms                | 131.428 ms               |
|          | Saturday      | 0.064 ms                | 12.229 ms                |
|          | Sunday        | 0.014 ms                | 2.763 ms                |
| prediction | weekday   | 0.032 ms               | 2.905 s                |
|          | Saturday     | 0.029 ms               | 0.446 s                |
|          | Sunday       | 0.029 ms               | 0.452 s                |

4.2. Seasonal Autoregressive Integrated Moving Average (SARIMA) Algorithm

Figures 6 and 7 show the error distribution of all forecasts generated through the models and parameters proposed in Section 3.3.

Figures 6 and 7 show the error distribution of all forecasts generated through the SARIMA algorithm with different models.

---

**Figure 6.** Error distribution of the forecasts generated with the SARIMA algorithm | SARIMA(1,1,1) (1,1,2)96 model.

**Figure 7.** Error distribution of the forecasts generated with the SARIMA algorithm | SARIMA(3,1,1) (0,1,2)96 model.
The training data horizon chosen to generate the forecasts through the SARIMA models is two days for each cluster (weekday, Saturday, Sunday). Therefore, two weeks of training data are necessary to initially operate this forecasting model; 131,712 forecasts were generated within a horizon of 196 weeks. The error distributions illustrated in Figures 6 and 7 show that some forecasts have an nRMSE >0.3 reaching over 1. The high gradients within the load data, seen in Figure 3, might explain these outliers within the forecasts. The mean nRMSE of 0.109 and a median nRMSE of 0.099 for SARIMA(1,1,1)(1,1,2)96 and mean nRMSE of 0.099 and a median nRMSE of 0.09 for SARIMA(3,1,1)(0,1,2)96, indicate an inferiority towards the statistical forecasting algorithm proposed in Section 3.2. Tables 10 and 11 show the evaluation of the SARIMA models with different forecasting horizons.

**Table 10. nRMSE with different prediction horizons | SARIMA(1,1,1)(1,1,2)96 model.**

| Prediction Horizon | Min. nRMSE | Median nRMSE | Mean nRMSE | Max. nRMSE |
|--------------------|------------|--------------|------------|------------|
| 3 h                | 0          | 0.070        | 0.086      | >1         |
| 6 h                | 0          | 0.075        | 0.09       | >1         |
| 9 h                | 0.002      | 0.081        | 0.094      | >1         |
| 12 h               | 0.005      | 0.087        | 0.098      | >1         |
| 15 h               | 0.021      | 0.091        | 0.102      | >1         |
| 18 h               | 0.028      | 0.095        | 0.105      | >1         |
| 21 h               | 0.029      | 0.097        | 0.107      | >1         |
| 24 h               | 0.032      | 0.099        | 0.109      | >1         |

**Table 11. nRMSE with different prediction horizons | SARIMA(3,1,1)(0,1,2)96 model.**

| Prediction Horizon | Min. nRMSE | Median nRMSE | Mean nRMSE | Max. nRMSE |
|--------------------|------------|--------------|------------|------------|
| 3 h                | 0          | 0.066        | 0.081      | >1         |
| 6 h                | 0.002      | 0.071        | 0.085      | >1         |
| 9 h                | 0.002      | 0.076        | 0.088      | >1         |
| 12 h               | 0.003      | 0.080        | 0.091      | >1         |
| 15 h               | 0.018      | 0.084        | 0.094      | >1         |
| 18 h               | 0.026      | 0.086        | 0.096      | >1         |
| 21 h               | 0.029      | 0.088        | 0.098      | >1         |
| 24 h               | 0.032      | 0.09         | 0.099      | >1         |

As with the statistical forecasting algorithm, the algorithm outputs lower minimum, median, and mean nRMSE, as the prediction horizons are chosen to be shorter, while the maximum nRMSE increases. Table 12 summarizes the computational effort with the presented forecasting method.

**Table 12. Computational effort for both SARIMA configurations, divided in weekday, Saturday, and Sunday batching, clustered in training and prediction efforts.**

| Configuration    | Type   | Data Batching | Median Computation Time | Overall Computation Time |
|------------------|--------|---------------|-------------------------|--------------------------|
| SARIMA 1,1,1, 1,1,2 | training | weekday       | 17.580 s               | 4.787 h                  |
|                   |        | Saturday      | 22.403 s               | 1.221 h                  |
|                   |        | Sunday        | 17.075 s               | 0.931 h                  |
|                   | prediction | weekday | 0.488 ms               | 46.440 s                 |
|                   |        | Saturday      | 0.510 ms               | 8.546 s                  |
|                   |        | Sunday        | 0.490 ms               | 10.505 s                 |
| SARIMA 3,1,1, 0,1,2 | training | weekday | 20.141 s               | 5.484 h                  |
|                   |        | Saturday      | 22.325 s               | 1.216 h                  |
|                   |        | Sunday        | 17.041 s               | 0.928 h                  |
|                   | prediction | weekday | 0.460 ms               | 45.660 s                 |
|                   |        | Saturday      | 0.499 ms               | 8.678 s                  |
|                   |        | Sunday        | 0.481 ms               | 8.348 s                  |
4.3. Long Short-Term Memory (LSTM) Model

Figure 8 shows the error distribution of all forecasts generated through the LSTM model proposed in Section 3.3.

129,696 forecasts were generated within a horizon of 193 weeks, while four weeks of training data were used for the initial training. The error distribution shows a smoother error distribution, compared to the statistical model in Figure 5, indicating that the forecasting is more stable. However, with a max. nRMSE of 0.254, this model shows a weaker confidence. With a median nRMSE of 0.061 and a mean nRMSE of 0.064, we see similar performance. Table 13 shows the evaluation of the LSTM model with different forecasting horizons.

Table 13. nRMSE with different prediction horizons | LSTM model.

| Prediction Horizon | Min. nRMSE | Median nRMSE | Mean nRMSE | Max. nRMSE |
|--------------------|------------|--------------|------------|------------|
| 3 h                | 0.002      | 0.048        | 0.058      | 0.376      |
| 6 h                | 0.006      | 0.053        | 0.06       | 0.287      |
| 9 h                | 0.007      | 0.056        | 0.062      | 0.26       |
| 12 h               | 0.011      | 0.058        | 0.063      | 0.279      |
| 15 h               | 0.018      | 0.059        | 0.064      | 0.281      |
| 18 h               | 0.019      | 0.06         | 0.064      | 0.276      |
| 21 h               | 0.02       | 0.061        | 0.064      | 0.266      |
| 24 h               | 0.02       | 0.061        | 0.064      | 0.254      |

As with the statistical forecasting method, the model outputs lower minimum, median, and mean nRMSE, as the prediction horizons are chosen to be shorter, while the maximum nRMSE rises. However, the max. nRMSE at a prediction horizon of three hours does not rise as much as with the statistical model (statistical model—0.41, LSTM model—0.376), which compensates for higher nRMSE at a prediction horizon of 24 h. Table 14 summarizes the computational effort with the presented forecasting method. The initial training for each batching method took for weekdays 119.645 s, Saturdays 72.740 s, and Sundays 48.119 s.
Table 14. Computational effort for the LSTM model, divided in weekday, Saturday, and Sunday batching, clustered in training and prediction efforts.

| Type     | Data Batching   | Median Computation Time | Overall Computation Time |
|----------|-----------------|-------------------------|--------------------------|
| training | weekday         | 6.941 s                 | 22.115 min               |
|          | Saturday        | 4.783 s                 | 26.326 min               |
|          | Sunday          | 4.784 s                 | 26.272 min               |
| prediction| weekday       | 39.987 ms               | 61.786 min               |
|          | Saturday        | 40.106 ms               | 25.761 min               |
|          | Sunday          | 40.108 ms               | 25.696 min               |

4.4. Forecasting via Incremental Linear Regression (ILR)

Figure 9 shows the error distribution of all forecasts generated through the algorithm from Steinebach et al. [16] in Section 3.4.

Figure 9. Error distribution of the forecasts generated with the ILR model.

One year of data is necessary, to generate the gradient look-up table for the regression lines. 99,264 forecasts were generated within a horizon of ~148 weeks. The error distribution shows outliers in the forecasts, which have an nRMSE >1, which result from high gradients within the load data set. The amount of outliers is higher compared with the SARIMA models, as indicated in Section 4.2. With a mean nRMSE of 0.112 and a median nRMSE of 0.093, this algorithm shows weaker performance than any other algorithm analyzed in this paper. The higher performance stated by Steinebach et al. [16] is probably resulting from the low temporal resolution of their data set. Furthermore, the water demand in a big community is less fluctuating than the electricity demand of a single Ghanaian health facility. Table 15 summarizes the performance of the proposed algorithm with different forecasting horizons. Table 16 summarizes the computational effort with the presented forecasting method.

Table 15. nRMSE with different prediction horizons | ILR method.

| Prediction Horizon | Min. nRMSE | Median nRMSE | Mean nRMSE | Max. nRMSE |
|--------------------|------------|--------------|------------|------------|
| 3 h                | 0.003      | 0.063        | 0.086      | >1         |
| 6 h                | 0.007      | 0.075        | 0.096      | >1         |
| 9 h                | 0.012      | 0.082        | 0.102      | >1         |
| 12 h               | 0.017      | 0.087        | 0.105      | >1         |
| 15 h               | 0.018      | 0.090        | 0.108      | >1         |
| 18 h               | 0.021      | 0.092        | 0.11       | >1         |
| 21 h               | 0.025      | 0.093        | 0.111      | >1         |
| 24 h               | 0.026      | 0.093        | 0.112      | >1         |
Table 16. Computational effort for the ILR method, clustered in initial training, training, and prediction efforts.

| Type          | Median Computation Time | Overall Computation Time |
|---------------|-------------------------|--------------------------|
| initial training | -                       | 0.125 ms                 |
| training       | 0.126 ms                | 12.630 s                 |
| prediction     | 21.406 ms               | 31.584 min               |

4.5. Summary

Overall, the statistical forecasting algorithm and the LSTM model show the best performance regarding forecasting accuracies. While the LSTM model shows a lower confidence with regard to the max. nRMSE for longer prediction horizons, it compensates the lower accuracy for shorter prediction horizons. Furthermore, the accuracies towards the first temporal steps of the forecasts are more important than the last steps due to their imminence throughout the operation of the MPC-algorithm. The statistical forecasting method might perform well, due to its similarity of the data reconstructing method described in Section 2.1. The low demand of initial training data for the statistical model and its computational simplicity (see Tables 9 and 14) are two major benefits when comparing to the LSTM model with four weeks of initial training data.

The SARIMA algorithm could perform better and more stable, by investing more time in tweaking the parameters to remove the outliers. However, the median nRMSE of 0.09 for SARIMA(1,1,1)(1,1,2)96 and 0.099 for SARIMA(3,1,1)(0,1,2)96 already show that diminishing the outliers would not contribute to the model’s performance. Furthermore, there is no indicator that these outliers will not appear again on a separate data set. The ILR algorithm indicates the lowest performance and highest sensitivity towards high gradients in the load data. Table 17 compares the performance metrics of all algorithms.

The incremental learning methods add enough plasticity to the forecasting models, to adapt themselves to environmental changes within the health facility, like power saving measurement or the addition of new medical equipment. However, noise added to the load data, by adding the PV generation, cause higher forecast errors. The moving average of 3200 nRMSE datapoints throughout the simulation time are illustrated in Figures 10–12 for the LSTM model and the statistical algorithm, with statistical descriptive details presented in Tables 18–20.

Between simulation steps 40,000–50,000 a remarkable accuracy difference between the statistical algorithm and the LSTM model can be observed for weekday predictions. 40,000 steps represent roughly the time, where the lighting was changed to more energy saving LED light bulbs. Shortly before 50,000 steps represents the period, where the 25 kWp PV array was installed and its yield data had to be merged with the load data from the substation. At around 70,000 steps, the PV array was upgraded to 90 kWp, which results into much more noise in the load data. This noise results into lower accuracies for both forecasting algorithms. Furthermore, Saturday forecasts of the LSTM model initially shows much lower accuracies compared to the statistical algorithm, while for Sundays the LSTM model slightly outperforms the statistical algorithm through the remaining simulation time.

Table 17. nRMSE comparison of all algorithms, with a forecasting horizon of 24 h.

| Algorithm          | Min. nRMSE | Median nRMSE | Mean nRMSE | Max. nRMSE |
|--------------------|------------|--------------|------------|------------|
| LSTM model         | 0.02       | 0.061        | 0.064      | 0.376      |
| statistical algorithm | 0.018      | 0.061        | 0.065      | 0.22       |
| SARIMA 1,1,1 1,1,2 | 0.032      | 0.099        | 0.109      | >1         |
| SARIMA 3,1,1 0,1,2 | 0.032      | 0.09         | 0.099      | >1         |
| ILR algorithm      | 0.018      | 0.090        | 0.108      | >1         |
Table 18. Descriptive statistics of the moving average nRMSE, generated by the LSTM model and the statistical algorithm (weekdays).

| Model               | Min. | Max. | Mean  | Median |
|---------------------|------|------|-------|--------|
| LSTM model          | 0.051| 0.087| 0.065 | 0.063  |
| statistical algorithm| 0.049| 0.088| 0.067 | 0.066  |

Figure 10. Moving average of the nRMSE generated by the LSTM model and the statistical algorithm (weekdays).

Table 19. Descriptive statistics of the moving average nRMSE, generated by the LSTM model and the statistical algorithm (Saturdays).

| Model               | Min. | Max. | Mean  | Median |
|---------------------|------|------|-------|--------|
| LSTM model          | 0.060| 0.078| 0.067 | 0.066  |
| statistical algorithm| 0.052| 0.079| 0.061 | 0.059  |

Figure 11. Moving average of the nRMSE generated by the LSTM model and the statistical algorithm (Saturdays).
Table 20. Descriptive statistics of the moving average nRMSE, generated by the LSTM model and the statistical algorithm (Sundays).

| Model               | Min. | Max. | Mean  | Median |
|---------------------|------|------|-------|--------|
| LSTM model          | 0.038| 0.062| 0.047 | 0.046  |
| statistical algorithm| 0.039| 0.061| 0.048 | 0.048  |

Figure 12. Moving average of the nRMSE generated by the LSTM model and the statistical algorithm (Sundays).

5. Conclusions

This study presents a thorough comparison of load forecasting algorithms for a PV hybrid system MPC algorithm application, with regard to the Ghanaian health sector. Results show that forecasting algorithms with LSTM or the statistical algorithm, proposed in Sections 3.2 and 3.4, outperform the SARIMA algorithm and the ILR algorithm. As mentioned earlier, the similarity between the data preprocessing method described in Section 2.1 and the customized statistical approach described in Section 3.2, may be a reason why the algorithm performs well in this study. Therefore, the algorithms require further validation and analysis, using different and complete load data sets of Ghanaian health facilities. Furthermore, the data filling method described in Section 2.1 can then be validated in terms of reliability of such a preprocessing method. A finer temporal resolution of the data set could also affect the results, as suggested in [19]. The EnerSHelF project [50], which this study is a part of, is currently carrying out load measurements in several health facilities in Ghana in a higher temporal resolution as presented in this study, to address this aspect in further research. With this portfolio of load data, a cross-validation can be conducted to analyze sector-specific generalization potentials. With regard to the LSTM model, changes in the neural network architecture might be necessary to grasp generalization features and increased variability, due to the higher temporal resolution of the load data. Non-equidistant prediction horizons have to be considered, to minimize computational efforts resulting from the higher frequency of the load data.

The correlation analysis undertaken in Section 2.2 should also be conducted on different load data sets. Differently sized and equipped Ghanaian health facilities could show different results regarding the correlation to exogenous variables, especially regarding varying temperature sensitive electrical consumers used in the health facility. An automated analysis of the temperature data throughout the operation of the forecasting algorithm can be considered to address the changes in electrical equipment within the health facility, similar to the method proposed by Bruno et al. [17].
The accuracy confidence through the maximum nRMSE shown in Section 4, can be implemented within the MPC-algorithm to ensure high reliability of a PV-diesel system, as a running metric throughout the operation time of the system. This metric should also be updated throughout the operation time of the PV-diesel system, to ensure an up-to-date indicator. The Ghanaian health sector in particular requires a highly reliable dispatch algorithm, to ensure an easier penetration of PV-diesel hybrid systems in the rural off-grid energy market. In rural on-grid scenarios within the Ghanaian health sector, a blackout forecasting algorithm can be implemented to ensure reliable electricity supply during blackout timings. Accurate forecasts can also present feedback possibilities towards the health facilities management, to indicate the PV-diesel systems reliability with the current usage pattern and identify possible demand side response potentials.

The rather low amount of computational effort of the LSTM model and the statistical approach, presented in Tables 9 and 14, motivates to test the forecasting algorithms in an embedded environment, within a PV-diesel-hybrid system in future research. A cloud-based environment to compute the forecasts more efficiently as proposed in [17] might be a more reasonable approach for locations with proper internet connection. However, a cloud-based computation approach is not suitable for the rural electrification context, which our study addresses.
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MPC Model predictive control
SARIMA Seasonal autoregressive integrated moving average
LSTM Long short-term memory
nRMSE Normalized root mean square error
PV Photovoltaic
LCOE Levelized cost of electricity
ILR Incremental linear regression
ARIMA Autoregressive integrated moving average
LOESS Locally estimated scatterplot smoothing
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