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Abstract—Energy system information valuable for electricity access planning such as the locations and connectivity of electricity transmission and distribution towers – termed the power grid – is often incomplete, outdated, or altogether unavailable. Furthermore, conventional means for collecting this information is costly and limited. We propose to automatically map the grid in overhead remotely sensed imagery using deep learning. Towards this goal, we develop and publicly-release a large dataset (263km²) of overhead imagery with ground truth for the power grid – to our knowledge this is the first dataset of its kind in the public domain. Additionally, we propose scoring metrics and baseline algorithms for two grid mapping tasks: (1) tower recognition and (2) power line interconnection (i.e., estimating a graph representation of the grid). We hope the availability of the training data, scoring metrics, and baselines will facilitate rapid progress on this important problem to help decision-makers address the energy needs of societies around the world.
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I. INTRODUCTION

Providing access to sustainable, reliable, and affordable energy access is vital to the prosperity and sustainability of modern societies, and it is the United Nation’s Sustainable Development Goal #7 (SDG7) [1]. Increased electricity access is correlated with positive educational, health, gender equality, and economic outcomes [2]. Ensuring energy access over the coming decades, and achieving SDG7, will require careful planning from non-profits, governments, and utilities to determine electrification pathways to meet rapidly growing energy demand.

A crucial resource for this decision-making will be high-quality information about existing power transmission and distribution towers, as well as the power lines that connect them (see Fig. 1); we collectively refer to these infrastructures as the power grid (PG). Information about the precise locations of PG towers and line connectivity is crucial for decision-makers to determine cost-efficient solutions for extending reliable and sustainable energy access [3]. For example, this information can be used in conjunction with modeling tools like the Open Source Spatial Electrification Tool (OnSSET) [4] to determine the optimal pathway to electrification: grid extension, mini/microgrids, or off-grid systems like solar.

Unfortunately, the PG information available to decision-makers is frequently limited. Existing PG data are often incomplete, outdated, or low resolution, or simply unavailable [3, 6]. Furthermore, conventional methods of collecting PG data, such as field surveys or collating utility company records, are either costly or require non-disclosure agreements. The importance of this problem and the lack of PG data has recently prompted major organizations such as the World Bank [5] and Facebook [6] to investigate solutions to it. In this work we propose to address this problem by using deep learning models to automatically map (i.e., detect and connect) the PG towers detectable in high-resolution color overhead imagery (e.g., from satellite imagery and aerial photography) using deep learning models.

A. Mapping the grid using overhead imagery

Recently deep learning models - namely deep neural networks (DNNs) - have been shown to be capable of accurately mapping a variety of objects in color overhead imagery, such as buildings [7], [8] roads [8], [9], and solar arrays [10], [11], [12]. Since PG towers and lines are often visible in overhead imagery, these results suggest that mapping the PG may be also feasible. However, PG mapping presents several unique challenges compared to mapping other objects in overhead imagery.

The most immediate challenge of PG mapping is the structure of the desired output. The PG is generally represented as a geospatial graph, where each tower represents a graph node with an associated spatial location, and each PG line represents a connection between two nodes [5], [6]. This representation is compact, and well-suited for subsequent use by energy researchers and decision-makers. Therefore, we require that any automatic recognition model produce a geospatial PG graph as output.

A second challenge is that PG infrastructure exhibits weak and geographically-distributed visual features in overhead imagery, making the problem both unique and challenging. Fig. 2 illustrates the weak visual features of PG infrastructure in representative examples of (a) distribution and (b) transmission
PG infrastructure. Looking closely at Fig. 2(a) it is apparent that PG towers exhibit very few visual features (if any), aside from their shadows. Shadows are useful for detection however their strength and visual appearance varies, and they are not always present (e.g., depending upon time of day). As illustrated in Fig. 2 PG lines typically appear as thin white or black lines that are only intermittently visible due to their varying contrast with the local background (e.g., white lines become faint, or disappear, as they cross pale background). From Fig. 2 it is also notable that transmission infrastructure tends to be relatively easy to detect because it is much larger, however, it is also much more rare than distribution infrastructure.

As a result of these two major challenges, PG mapping is a unique and challenging problem for existing visual recognition models. Fig. 3(a) demonstrates the desired output structure of the PG mapping where towers are represented in boxes or nodes and lines are represented in edges. Fig. 3(b) illustrates the large-scale topology of the PG in one region, which might be leveraged for recognition. On the contrast, modern DNNs for example rely primarily upon local visual features for object recognition [13], [14], making them poorly-suited for PG mapping. Additionally most existing DNNs do not typically produce output in the form of a geospatial graph. Some work has recently been conducted for inferring geospatial graphs on overhead imagery for the problem of road mapping [9], [15]. Unfortunately, however, these approaches make fundamentally different assumptions about the structure of the underlying graph, and the visual features associated with it, limiting their applicability to the PG mapping problem (see Section II for further discussion).

Therefore, effective PG mapping will require the development of novel models that can address its unique challenges. This raises a third major challenge of PG mapping: the absence of any publicly-available benchmark dataset to train and validate recognition models. Furthermore, it is unclear how to score a geospatial graph so that different models can be compared. Without a publicly-available dataset and scoring metrics, it is not possible to effectively study this problem.

**B. Contribution of this work**

In this work we make two primary contributions and lay the foundations for a practical PG mapping approach with overhead imagery. First, we develop and publicly-release a dataset of satellite imagery encompassing an area of 263km$^2$ across seven cities: two cities in the U.S. and five cities in New Zealand. In this work we employ imagery with a 0.3m ground sampling distance. Our primary motive for choosing this resolution is because it is the highest resolution that is also widely employed for research on object recognition in overhead imagery [8], [9], [16]. Imagery at this resolution is also commercially available across the globe, making any techniques developed using it widely applicable. Our dataset includes both imagery and corresponding hand annotations of transmission and distribution towers (as rectangles) and the power lines connecting them (as line segments), making it possible to train and validate deep learning approaches for PG mapping. We also perform additional tests to evaluate the quality of the hand annotations. To enable future benchmark testing, we describe a data handling procedure for training and validating models, and we propose metrics to score the graphical output of the models.

Our second contribution is a novel deep model – termed GridTracer – that makes a first step towards addressing the unique challenges of PG mapping in overhead imagery. GridTracer effectively splits PG mapping into three simpler steps: tower detection, line segmentation, and PG graph inference. In tower detection we use a deep object detection model to identify the location and size (e.g., with a bounding box) of individual PG towers. In line segmentation we use a deep image segmentation model to generate a pixel-wise score indicating the likelihood that a PG line is present. In PG graph inference, we integrate the output of steps one and two over large geographic regions, with the goal of estimating which transmission towers are likely to be connected by power lines. The final output of GridTracer is a geospatial graph, in which graph nodes represent PG tower locations, and graph edges (node connections) represent PG lines.

As we discuss in Section III existing DNN-based approaches are not suitable to solve the PG mapping problem, and therefore we propose GridTracer as a baseline for future work. To this end, we use our new benchmark dataset to comprehensively study the performance of GridTracer, including ablation studies to analyze the major designs and hyperparameter choices of GridTracer. We also compare GridTracer’s
performance to human-level PG mapping accuracy on our benchmark to provide insights on the level of PG mapping accuracy that may ultimately be achievable, and thereby how much further GridTracer could be improved with further research. We hope the availability of these resources (e.g., data, scoring metrics, and baseline) and analyses will facilitate rapid progress on this important problem to help decision-makers address the energy needs of societies around the world.

II. RELATED WORK

Mapping the power grid in remotely-sensed data. Until recently, the majority of work related to PG analysis using remote sensing techniques focused around identifying vegetation encroachment for monitoring known transmission lines [17], [18], [19]. More recently, Facebook [6] and Development Seed (in partnership with the World Bank) [5] have both proposed approaches to map PGs in overhead imagery within the past year.

Facebook’s approach uses nighttime lights imagery to identify distribution lines (medium voltage). This approach maps grid connectivity using VIIRS 750m-resolution day/night band nighttime lights imagery to identify and connect communities using electricity. Since nighttime light data is not perfectly correlated with energy access, especially in regions with lower electricity access rates, such an approach could potentially be less accurate in locations where it would be most beneficial for extending electricity access. Additionally, the 750m-resolution of the underlying data prevents individual towers and lines from being directly observed. This approach culminated in the release of a medium-voltage transmission dataset [6], which, while global in scope, only made PG estimates at a resolution of one estimate per square kilometer, and reported their performance in a scale no smaller than $1km^2$; both of which are coarser than what is needed for many types of electricity access planning.

A summary of the approach proposed by Development Seed is published online, along with software and their output PG mapping dataset [1]. Their approach relies on identifying high voltage transmission infrastructure in color overhead imagery, making it more similar to our proposed approach. However, because their approach uses a human in the loop, it will be costly to scale it to large geographic areas, or utilize their approach for repeated PG mapping over time.

Our work builds on the foundation laid by each of these approaches, seeking to achieve a high resolution mapping of the PG (i.e., individual towers and connections), and to do so with a fully-automated and scalable pipeline, akin to that of Facebook’s approach. Furthermore, and in contrast to both existing approaches, we map both transmission and distribution PG infrastructure, providing more comprehensive support for electricity access planning. Our experimental results also include comprehensive analysis of the proposed GridTracer model; providing support for its overall design, its performance under different deployment scenarios, and its sensitivity to hyperparameter settings.

1https://github.com/developmentseed/ml-hv-grid-pub

Object detection in overhead imagery. One of the first components of our approach is to identify the PG towers (or poles); for this step, we employ object detection. Object detection algorithms identify and localize the objects of interest within a given image, typically by placing a bounding box around the object. Recent state-of-the-art object detection algorithms employ deep neural networks (DNNs). The studies [20], [21], [22] first use DNNs to propose regions of interest (RoI), after which a second neural network is used to (i) classify and (ii) refine the bounding boxes identified by the first-stage network. This two-stage process generally yields higher accuracy on benchmark problems [23]. Based upon this approach, [24], [25], [26] have developed detectors specifically for the overhead imagery to address the specific challenges in remote sensing including the various scales of the objects as well as arbitrary orientation of their bounding boxes [24]. However, to our best knowledge there has been no previous work on object detection with PG towers, may limited by the lack of available datasets.

Segmentation of overhead imagery. The second step of GridTracer relies on a deep learning model to automatically segment PG lines in the overhead imagery. Although a variety of segmentation models have been employed on overhead imagery, we focus on two models: the U-net model, and StackNetMTL. The U-net model employs an encoder-decoder structure with skip connections between the encoder and decoder to maintain fine-grained imagery details to support accurate pixel-wise classifications [27], [28]. The U-Net [27] and subsequent variants (e.g., Ternaus models [29]) have recently yielded top performance on the Inria (2018) [16], DeepGlobe (2019) [8], and DSTL (2018) [30] benchmarks for object segmentation in overhead imagery. In addition to their benchmark success, PG lines are very small (sometimes just a single pixel wide) and therefore we hypothesize that fine-grained features will be crucial to detect PG lines.

The StackNetMTL [31] is a recent model that achieved state-of-the-art performance specifically for the segmentation of roads in overhead imagery. Like PG infrastructure, roads exhibit weak local visual features (though to a lesser extent than transmission lines), and considering the visual features over a larger context can improve recognition [31]. The StackNetMTL, for example, also trains a model to predict both the label of a pixel (i.e., road, or not) and its likely road orientation. The joint learning process helps the network to better learn the connectivity information, and can also be applied to PG lines in a similar fashion. For these reasons, and its state-of-the-art performance, we explore the StackNetMTL for PG line segmentation.

Graph extraction from overhead imagery. Once the PG towers are identified, we can infer a graphical representation of the grid (i.e., a map), with PG towers as nodes, and PG lines as edges; this is the final step of GridTracer. To our knowledge, the most closely related problem to ours is road mapping (e.g., [31], [32], [33]). Historically, road mapping was treated largely as a segmentation problem [33], [34], [35] however, in recent years road mapping has also been formalized as a geometric graph inference problem, in which road intersections are graph nodes and any intervening roadway are treated
as graph edges. Two recent and well-cited models for road graph extraction have recently been proposed: RoadTracer [9] and DeepRoadMapper [15]. Unfortunately, neither of these methods is directly applicable to the PG mapping problem. The most immediate challenge is the way in which these two methods create graph nodes: RoadTracer places nodes at regular spatial intervals without any regard for any local visual cues, and DeepRoadMapper assigns graph nodes at any location where a road segment (identified by a segmentation model) has a discontinuity. This leaves both methods without any clear mechanism to enforce graph nodes to reside on PG towers, and therefore these methods are not directly applicable to PG mapping (e.g., as baselines for comparison). For these reasons, we develop GridTracer as the first approach that is applicable to the PG mapping problem, and we propose it as a problem-specific baseline approach, upon which future methods can be developed and compared.

III. THE POWER GRID IMAGERY DATASET

The PG imagery dataset consists of 264 km$^2$ of overhead imagery collected over three distinct geographic regions: Arizona, USA (AZ); Kansas, USA (KS) and New Zealand (AZ). Some basic statistics of the dataset are presented in Table I where the PG infrastructure statistics are derived from human annotations. We chose these diverse geographic regions so that we (and future users) could demonstrate the validity of any PG mapping approaches across differing geographic settings.

Although our dataset includes both 0.15m and 0.3m resolution imagery, we resampled all of the imagery to 0.3m for our experiments. This was done, in part, to maintain consistency of testing results. A second reason was to enhance the practical relevance of our results; while it is likely that utilizing higher resolution imagery would yield greater PG mapping accuracy, 0.15m resolution imagery is only available via aerial photography, whereas 0.3m imagery is available from satellites (e.g., Worldview 2 and 3 satellites). Satellite-based imagery offers much greater geographic coverage and imaging frequency compared to aerial photography, while also being less expensive. Our aim here is to explore this problem for imagery that could ultimately support applications across the globe, including areas currently transitioning to electricity access. By employing 0.3m resolution imagery we will better support these objectives.

| Region          | Area (km$^2$) | # towers | # other towers | # lines |
|-----------------|---------------|----------|----------------|---------|
| Arizona, USA    | 108           | 595      | 23             | 503     |
| Kansas, USA     | 83            | 813      | 102            | 712     |
| New Zealand     | 73            | 1998     | 269            | 1729    |

A. Ground truth representation

There are two major classes of objects that we annotated in the imagery: towers and lines. For the purpose of PG mapping, we need to precisely localize each PG tower in the imagery, as well as provide information about its shape and size to support the training of object detection models. Therefore each tower was annotated with a bounding box (i.e., a rectangle), which is parameterized by a vector $t = (r, c, h, w)$ where $(r, c)$ encodes the pixel location of the top left corner of the box (the row and columns of the corresponding pixel), and $(h, w)$ encodes the height and width (again, in pixels) of the rectangle.

Let $T$ denote the set of all $t$-vectors in the ground truth of the dataset, which specifies the location of each tower. Given $T$, the PG lines can be represented very succinctly by observing that PG lines always form straight line segments between the centroids of PG tower bounding boxes. Therefore, the precise visual extent of a particular PG line can be accurately inferred simply by knowing which two towers are connected by that line. Therefore, we can succinctly represent the PG lines in the imagery by an adjacency matrix, $A$, where $A_{ij} = 1$ indicates that there is a connection (a power line) between the $i^{th}$ and $j^{th}$ towers in $T$, and $A_{ij} = 0$ otherwise. Adjacency matrices are commonly used to succinctly represent graphs, and therefore the PG is naturally conceptualized as a graph. However, the nodes in the PG graph are each associated with a geospatial location, distinguishing them from generic graphs in mathematics. Therefore, we refer to the PG as a geospatial graph, which is characterized by a set of node locations as well as an adjacency matrix.

B. Annotation details

All ground truth labels were acquired via manual human annotation of the color overhead imagery. The imagery was split into non-overlapping sub-images, termed "tiles", approximately $5k \times 5k$ in size. Each tile was manually inspected and annotated using a software tool especially designed for the rapid annotation of overhead imagery. The tool allows users to choose between two primary types of annotation: rectangles for towers (label “T”) and line segments for lines (“L”). These annotations are then used to generate the $T$ and $A$ ground truth matrices discussed in Section III-A. One separate $T$ and $A$ matrix was generated for each image tile, so that each tile could be processed and scored independently.

Rectangular annotations were drawn so that they enclosed the entire physical extent of each tower, excluding shadows. Examples of tower annotations are provided in Fig. 4 as blue squares. In a small subset of cases the annotators were uncertain about whether a tower is an electricity tower or some other type of tower e.g., streetlights. The annotators were instructed in those cases to assign an “Other Tower” category (“OT”). “OT” annotations are still included in the ground truth matrices as graph nodes however, the "OT" indicator is included in the ground truth meta data so that users can decide how to use these towers. In this work we use "OT" towers for training since many of these objects look similar to PG towers and the models may benefit from the additional training imagery. However, we exclude "OT" labels from evaluation because we want to measure performance only on true PG infrastructure.

Annotators were instructed to draw line segments between any two towers that were connected by a power line. In such cases, a line segment was drawn from the center of the first...
tower’s rectangle to the center of the second tower’s rectangle. Examples of line segment annotations are provided by the green lines in Fig. 4.

It sometimes occurs that PG lines connect towers in two neighboring tiles. This potentially creates substantial additional complexity when annotating and processing the imagery. This can also substantially slow down the processing of imagery with deep learning models because large image tiles may not fit into the memory of graphics processing units. In order to circumvent these potential problems, we created artificial ”Edge Nodes” (EN) that were placed at any location where a PG line crossed the boundary of an image tile. An example EN node is shown in Fig. 4. This formalism allows us to maintain a fully self-contained graph representation of each image tile so that each tile can be processed separately. Similar to the ”OT” nodes, the EN nodes were included in all ground truth as graph nodes. However, because EN nodes do not actually represent PG towers, we do not use ”EN” nodes for training or evaluating tower detection or PG graph inference output.

Each annotator was trained to recognize PG towers (including the OT and EN designations) and lines using two especially challenging tiles of imagery that were identified by our team. To ensure overall quality and consistency in the dataset, each annotator’s training annotations were reviewed for accuracy before that annotator was permitted to annotate more tiles. We also note that annotators were asked to annotate any substations (“SS”) that were present in the imagery. These substations were not included in our experiments, however for completeness, we include their annotation details in the Appendix.

C. Dataset characteristics and analysis

In this section, we present qualitative and quantitative analyses of the dataset to (i) illustrate the diversity of the dataset, as well as (ii) provide useful information for algorithm development and analysis of our experimental results. Basic statistics regarding the dataset are presented in Table I. From these basic statistics we can see that there are substantial differences between the three regions. For example, New Zealand has the highest density (per unit area) of PG infrastructure – by a large margin - while Kansas has a greater density than Arizona. New Zealand also has the greatest number of line connections per tower.

Fig. 5 presents several other useful statistical features associated with the dataset, stratified by location. We briefly summarize some of the main observations. The first row indicates that New Zealand has substantially smaller towers than the US locations on average. All three plots in the top row also show that the towers in all three regions are usually connected to two towers, with a small number of towers having three or more connections, especially in Arizona. The second row indicates that there is a wide, but relatively similar, distribution of line lengths across all three locations. This is a useful distribution for limiting the potential towers connected to a given tower (e.g., we need not consider towers further than 100 meters away). Furthermore, we observe New Zealand has substantially more power lines compared to the other three regions. Finally, in row three, we create a crude measure for the complexity of the PG (per unit area); we count the number of unique line angles within each tile, using 18 discrete possible angle bins. A histogram of the number of unique line angles, per tile, is created for each location. The results indicate that the PG in New Zealand is substantially more complex, on average, than the others, since the histogram suggests that power lines in New Zealand have various different orientations. This analysis provides important information such as the two regions in US are relatively similar, except Kansas has more power line connections and the grid pattern is slightly more complex. The New Zealand region has substantially more complex PG compared to the other two regions.

D. Annotation Quality Assessment

To assess the quality of our annotations, we chose approximately 10% of the image tiles randomly (distributed equally
IV. GridTracer: A Baseline Model for Power Grid Mapping in Overhead Imagery

In this section we present our baseline model GridTracer for the PG inference problem. We break down the PG graph inference problem into three sub-problems: tower detection, line segmentation and graph inference. The processing pipeline of GridTracer is illustrated in Fig. 7.

A. Tower Detection

The goal of tower detection is to predict the centroid of each PG tower. However, our ground truth annotations provide richer information about each tower – full rectangles. This makes it possible to naturally apply and train state-of-the-art object detection models for tower detection. Due to the challenging nature of tower detection, we focus on maximum accuracy and employ a two-stage (as opposed to one-stage) object detector: the Faster RCNN [21]. We trained faster RCNN with Inception V2 [37] on our proposed PG dataset to detect towers. In section VII-B we provide results from an ablation study using different backbone choices and find that the Inception V2 generally yields the best results. Due to the relatively small size of PG towers in imagery compared to other objects to which object detectors have been applied [23], [38], we had to significantly reduce the size of the bounding box anchors to achieve good results.

At inference time, we first extract the raw imagery into $500 \times 500$ sub-images. We apply the tower detector on those sub-images and only keep the boxes with a confidence higher than 0.5. Since we are only interested in the location instead of the size of the towers, the centers of the bounding boxes were retained as predictions. We use Non-Maximum Suppression (NMS) [39] to remove redundant predictions for nearby bounding boxes. The result of this process is a list of estimated PG tower centroid locations, termed $\hat{T}$, illustrated in Fig. 7.

B. Line segmentation

As described in section IV the PG lines are conceptualized as edges in the PG graph. As a result, the precise location (e.g., pixel-wise segmentation) of the PG lines are unnecessary for the final output of GridTracer, however, having such information is useful to determine whether a line exists. As a result, as an intermediate step, GridTracer employs a state-of-the-art segmentation model to infer all locations throughout the imagery that may indicate PG lines. The output of this model will then be utilized in the next stage of processing (graph inference) to infer which towers are most likely to be connected by PG lines.

To extract a segmentation map of PG lines, we employ the StackNetMTL, which has recently achieved success for road segmentation [41]. As discussed in [41] the StackNetMTL includes a greater visual context when inferring target labels, which we hypothesize may also benefit PG line segmentation. We provide ablation studies in section VII-B indicating that this is indeed the case.

In order to train our segmentation models, we must create ground truth imagery that indicates which pixels are PG lines (pixel value of one), and which are not (pixel value of zero). To do this, we use our manual annotations to draw straight lines between the centroids of each pair of connected towers. Each line is 30-pixels-wide and all pixels in the line are set to a value of one. This width is chosen to ensure that the ground truth labels encompass the real power lines, whose exact locations in the imagery are unknown. Once trained, we apply StackNetMTL to produce a map of pixel-wise PG line probabilities, termed $\hat{C}$, that is illustrated in Fig. 7.

C. Graph inference

The goal of this step is to infer an adjacency matrix, $\hat{A}$, where $\hat{A}_{ij} = 1$ indicates that there is a connection between

(b) Histogram of centroid distance between different annotators.
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Fig. 6. Quantitative measure of agreement between annotators. (a) Percentage of tower centroids being annotated within $3m$ range of different annotators. (b) Histogram of centroid distance between different annotators.
the $i$th and $j$th towers in $\hat{T}$, and $\hat{A}_{ij} = 0$ otherwise. To infer these connections, we will rely upon the output of the PG line segmentation model, $\hat{C}$. Each pixel in $\hat{C}$ indicates the relative likelihood that a power line exists at pixel $k$. GridTracer will label $\hat{A}_{ij} = 1$ if and only if two conditions are met: (i) the distance between tower $i$ and $j$ is less than some user-defined threshold, $d$; and (ii) $S_{ij} \geq \gamma$, where $\gamma$ is a user-defined threshold. $S_{ij}$ is the estimated likelihood that a connection exists between tower $i$ and $j$, based upon integrating the pixel-wise output of a power line segmentation model (StackNetMTL), along the path between the two towers, given by

$$S_{ij} = \frac{1}{|P_{ij}|} \sum C_{ij}. \tag{1}$$

Here $P_{ij}$ is the set of pixels in the path between the towers, which is a straight-line segment, of width $w$, between the two towers. This simple operation allows us to integrate visual cues well beyond the field-of-view of the segmentation model. Once $S_{ij}$ is obtained, we retain the connection between tower $i$ and $j$ if $S_{ij}$ exceeds a threshold value, $\gamma$, and the distance between the two towers is smaller than a predefined parameter, $d$. In practice, we only consider connections between towers that are within $d$ pixels of one another, dramatically limiting the number of candidate connections we need to consider.

As illustrated in Fig. 7, the final output of GridTracer is a geospatial graph of the PG characterized by $\hat{A}$ and its associated PG tower locations, $\hat{T}$.

V. EXPERIMENTAL DESIGN

In this section we describe the major experimental design details. A major goal of this paper is to establish a benchmark for PG mapping, and therefore we prescribe a proposed data handling scheme for training and evaluating PG mapping models. We also propose a set of scoring metrics for evaluating models. Finally, we describe the implementation details of GridTracer.

A. Data handling for model training

We explore three data handling schemes, as illustrated in Fig. 8. In all data handling schemes, we use the same subset of the imagery from each location for testing (first 20% of imagery of each city) so that, regardless of the data handling scheme, the exact same testing dataset is always employed. Fig. 8(a) is the "conventional" data-handling scheme, in which training imagery is available from all testing locations, and models are trained on all available training imagery. This approach is labeled as the "conventional" because it is commonly-employed on overhead imagery recognition benchmark problems (e.g., DeepGlobe [8], DSTL [30]). For this reason we prescribe this as the primary data handling scheme for our PG mapping benchmark dataset. Our main results in section VII are obtained using this scheme. Fig. 8(b,c) presents two additional data handling schemes that we utilize in Section VII for further analysis. We describe the motivation for these designs in Section VII.

B. Scoring: tower detection

As discussed in the introduction, we split the PG mapping problem into two sub-problems: tower detection and tower connection (i.e. line interconnection).

For tower detection, we adopt the mean average precision (mAP) metric because it is widely-used for object detection tasks (e.g., [38], [23], [25]). mAP is computed by first assigning a label to each predicted box, $\hat{b} \in \hat{B}$, indicating whether it is a correct detection, or a false detection. This label is based upon whether a given predicted box achieves a sufficiently high IoU with at least one ground truth box, $b \in B$. Mathematically, we have

$$l_i = \max_{b_j \in B} \text{IoU}(\hat{b}_i, b_j) > \tau \tag{2}$$
where \( l_i \) is the label assigned to the \( i^{th} \) predicted bounding box, and \( \tau \) is a user-defined threshold. In this work we utilize an alternative matching criteria that depends instead on the the distance between the centroid of the predicted and ground-truth boxes. Mathematically, we have

\[
l_i = \mathbb{1}[\max_{b_j \in B} d(\hat{b}_i, b_j) > \tau]
\]

where \( d \) is the distance between the centroids of the bounding boxes. We term this modified metric distance-based mAP (DmAP). We also utilize Eq. \( \ref{eq:3} \) for our PG graph scoring metric (discussed next in Section V-C), since it also requires linking predicted and ground truth towers.

We rely upon eq. \( \ref{eq:3} \) for linking because, in PG mapping, we are primarily concerned with the accuracy of the locations (e.g., centroids) of the predicted towers rather than their precise shape and size. Furthermore, we find that our mAP scores for PG tower detection are often very low, even while our DmAP scores are high, indicating that IoU may indicate a poor prediction even while the location of the predicted tower is accurate. We present results in Section VII indicating that this is indeed the case for our benchmark dataset and our models. Fig. 9 presents a typical example of such a scenario.

As a result of this problem we utilize the linking criterion in eq. \( \ref{eq:3} \) for all of our benchmark scoring metrics, unless otherwise noted. When using eq. \( \ref{eq:3} \) we use \( \tau = 3m \) because it reflects the variability of human annotations made over the same towers. As illustrated in Fig. 6 (b), centroids of human annotations fall within \( 3m \) of each other roughly 99% of the time.

![Fig. 9. A tower detector prediction example. Where the blue box is the annotated ground truth and green box is the prediction with confidence score on the top left.](image)

C. Scoring: power grid inference

For the evaluation of tower connections, our goal is to reward true power line connections between real towers, and penalize any predictions that are incorrect (including those between falsely detected towers). There is no previously defined metric for assessing the accuracy of PG network predictions, and therefore we propose one here to reflect our goals. One existing metric that captures these goals well is the SGEN+ proposed in [40] to score predictions of graphical structures in scene understanding problems. This metric includes a “recall” measure, indicating the proportion of true graph connections (i.e., power lines) identified by a model, but no “precision” metric. This is because in [40], the authors are trying to study the relationship between the object pairs contained in the image and the annotators are not able to use language to describe all relationship between object pairs. Therefore, the “precision” metric is not included since the authors do not want to penalize models for predicting relationship that is not described by the annotators. However, in the PG mapping task, the connection relationship is well defined by the power lines, therefore we propose the scoring metric as:

\[
R = \frac{C(T) + C(L)}{N_{\text{truth}}} \quad P = \frac{C(T) + C(L)}{N_{\text{pred}}} \quad F1 = 2 \times \frac{R \times P}{R + P}
\]

Here, \( R \) and \( P \) represents recall and precision, respectively. \( C(\cdot) \) is the counting operation and \( T, L \) stands for correctly recognized nodes (towers) and edges (lines), respectively. \( N_{\text{pred}} \) represents the total number given by predictions and \( N_{\text{truth}} \) represents the total number of objects and relationships given by the ground truth. As discussed in Section V-B, we use the criterion in equation \( \ref{eq:3} \) to determine when detected towers match ground truth towers.

D. Implementation details of GridTracer

There are two deep learning models in GridTracer: a tower detector and a tower connector (for identifying power line connections). We train each of these two components separately. We train the faster RCNN tower detectors (one for each set of training data) and evaluate them on \( 500 \times 500 \) uniformly extracted sub-images from our raw input imagery. We use anchors with area of \( \{10^2, 25^2, 50^2, 100^2, 200^2\} \) pixels, and aspect ratio of \( \{0.5, 1, 0.2, 0\} \). These boxes are much smaller than the original RCNN [40], inspired by similar work with overhead imagery in [41]. The first two anchor sizes were chosen specifically to capture the small-scale towers especially in New Zealand. During training, we augmented the training data using both random horizontal and vertical flips as well as 90, 180, and 270 degree rotations. For all of the experiments, we train the models with a batch size of 5 for 50,000 iterations. We train the faster RCNN tower detectors with the predicted tower locations to predict the PG. For the hyper-parameters, we set \( \gamma = 0.2, d = 600m, w = 9 \). We present ablation results for selecting these parameters in Section VII-D.

E. Human-level performance estimation

In order to aid our analysis of the PG mapping problem, and GridTracer, we estimate the level of performance that a human annotator may achieve on our dataset. Human-level performance is often used as a benchmark for visual recognition tasks [42], [43], [44], [45] because humans often (though not always) achieve strong performance on visual recognition techniques, and furthermore, a sufficiently sophisticated automatic approach should be able to achieve the same performance as a human. Therefore if an automatic approach does not reach human-level performance, it implies
that the recognition model may be making incorrect or incomplete assumptions, and further investment might yield greater performance. Similarly, if human performance is poor on a given task, it may indicate that a visual task is difficult or even infeasible. We will use human-level performance to ensure the overall feasibility of our PG mapping problem, and assess the relative performance of GridTracer.

As discussed in Section V to estimate human-level performance we randomly sampled 20% of the imagery from each of our three geographic regions, and had them annotated by a second group of human annotators. Then we treated these annotations as predictions, and assessed their accuracy using the same tower detection and graph inference metrics that we apply to GridTracer. In Section VI we will compare GridTracer to our human annotators on the same 20% subset of imagery.

VI. PG MAPPING BENCHMARK RESULTS

In this section, we present the performance of GridTracer using the “conventional” data handling scheme illustrated in Fig. 8(a). As discussed in Section V, this scheme has been employed in numerous recent benchmark for recognition in overhead imagery (e.g., DeepGlobe [8], DSTL [30]). Although GridTracer is composed of three steps, here we present the two metrics of our PG mapping benchmark: (i) PG tower detection, and (ii) PG graph inference. We provide line segmentation results, along with other analyses, in Section VII.

The results here with GridTracer represent the first results using an automatic recognition algorithm for both transmission and distribution mapping in overhead imagery, and therefore they represent a baseline upon which other approaches can build. However, because this is a new problem, it is difficult to evaluate (i) the relative success of GridTracer and (ii) how much better we could expect to perform with further research? To address these important questions we estimate human-level performance for this problem, and compare it with GridTracer on the same 20% subset of our testing dataset. Please see Section V for methodological details. The results of GridTracer and the human-level performance will be presented on the 20% subset of our testing dataset below, in addition to GridTracer’s performance on the full testing dataset.

A. Tower detection

The PG tower detection results for GridTracer are presented in Table II. The results indicate that the DmAP score is roughly 0.61 on average across our three testing regions, indicating that almost one out of every two detected towers is false, however, the level of performance varies substantially across regions. In Arizona, for example, only one in four detected towers is false, while it is closer to one in two in the other regions. We hypothesize that this difference may be caused by the differences in the background. The shadows, which is usually a critical feature for detectors, of the towers in Arizona, as shown in Fig. 10 top, usually blends with the nearby bushes. This makes the shadows more difficult to recognize, and therefore leads to a decrease in the detection performance.

To provide a reference point for judging the results of GridTracer, we can review the results in rows two and three, comparing the performance of GridTracer and humans over the same 20% of our testing data. First, we note that the performance of GridTracer in row one and three are similar, implying that our 20% testing subset is relatively representative of the full testing dataset. With this in mind, human annotators achieve a DmAP of 0.86 on average across the three regions, indicating that nearly nine of ten predicted towers will be correct. Although the level of performance needed to support energy-related decision-making and research will vary, these results provide both energy and computer vision researchers with an estimate of the accuracy that should be achievable with a baseline recognition model, given sufficient development.

Furthermore, these results help us understand the degree to which GridTracer can be improved, and possibly how it can be improved. Although GridTracer relies upon a state-of-the-art object detection model, human performance is substantially better, and more consistent across each of the geographic regions, suggesting significant improvements can be made. As discussed in Section I, modern DNNs rely primarily upon local visual cues to detect objects. The substantial performance advantage of humans suggests that they are therefore likely to be using additional cues to identify towers. We hypothesize that such cues may include the integration of non-local visual features, or exploitation of the known topology/structure of the PG. For example, it may be possible to infer the presence of a PG tower if its inclusion results in a more probable PG topology, even if there are limited visual cues for the tower itself.

| Method         | Arizona | Kansas | New Zealand | Average |
|----------------|---------|--------|-------------|---------|
| GridTracer (100%) | 0.73    | 0.54   | 0.55        | 0.61    |
| Human (20%)      | 0.92    | 0.88   | 0.79        | 0.86    |
| GridTracer (20%) | 0.72    | 0.55   | 0.49        | 0.59    |

B. PG graph inference

The PG graph inference results for GridTracer are presented in Table III. We apply a similar analysis here to the one before in Section VI-A. GridTracer’s average F1 score of 0.63 indicates that approximately 63% of the underlying PG (i.e., towers plus connections) is identified, and that 63% of the inferred PG infrastructure is correct. This is roughly similar to GridTracer’s performance for tower detection alone, although caution must be taken when comparing the results here to those in Table II due to differences in the scoring metrics.

Similar to the results for PG tower detection, we find that graph inference scores for GridTracer on the 20% subset are similar to those on the full dataset, indicating that the testing subset is representative of the full dataset. We also again find
that human annotators achieve substantially better performance than GridTracer, indicating that further improvements can be made to the PG graph inference approach. However, it is notable that human performance is lower on the graph inference problem, indicating that (given the 0.3m resolution of our imagery), PG graph inference may have a lower achievable performance than tower detection. As with tower detection, the level of accuracy in these output data that is needed to support energy-related decision-making and research will vary. These results may therefore provide valuable insights regarding the potential utility of PG mapping in overhead imagery for different applications.

### VII. Additional Analysis

In this section we present additional experimental results and analysis that provide further insights into the performance and design of GridTracer.

#### A. Object detection scoring metrics

Recall in Section VI-A we argued that the mAP-based metric tends to disagree with our DmAP metric, justifying our adoption of the DmAP scoring metric for our PG mapping benchmark. In this sub-section we provide experimental results supporting this claim. In Table IV we compare the DmAP metric to two commonly-used mAP-based metrics on our benchmark testing dataset: mAP_{0.5} and mAP_{0.75}. The subscript of each mAP score denotes the value of τ in eq.

We see that the DmAP score is higher (indicating better performance) compared to both of the mAP-based scores. This suggests (as argued in Section VI-A) that the shape and size of GridTracer’s predicted bounding boxes often meet the centroid-based DmAP score - the metric of our primary concern in PG mapping - even if they do not meet the IoU-based mAP score.

#### B. Object detector encoder comparisons

In this section we report the performance of three pre-trained backbone networks, or “encoders”, that we considered for inclusion in GridTracer’s tower detection model. It has been shown in several fields that large pre-trained encoders can offer performance advantages, including in overhead imagery [46], [29]. Here we consider three widely-used encoders, in order of their size: ResNet50 [47], ResNet101 [47], and InceptionV2 [37]. In Table V we compare the performance of faster R-CNN tower detector models, each using a different encoder, on our PG mapping benchmark task for tower detection. Among them, ResNet50 yielded the worst performance and the other two relatively larger backbones have significantly better results. This result is consistent with other recent findings [46], [29], and suggests that a large backbone is beneficial for extracting visual features for PG mapping.

#### C. PG line segmentation performance and model comparison

In this section we report the performance of two segmentation models that we considered for inclusion in GridTracer. The first is a UNet model with a ResNet50 [47] encoder that has been pretrained on the ImageNet [48]. Models of this form have recently achieved state-of-the-art performance for segmentation of overhead imagery [46], [29]. We also considered the StackNetMTL model (discussed in Section II) that recently achieved state-of-the-art performance on road segmentation. Due to the similarities between our task and road mapping, we hypothesized that StackNetMTL may yield better results.
Fig. 10. PG inference results of GridTracer. Ground truth PG towers and lines are presented in green, while predicted PG towers and lines are presented in blue.

To assess these two segmentation models, we employed the intersection-over-union (IoU) metric since it is widely used in recent segmentation benchmark problems (e.g., [30], [8]). The results of this experiment are presented below in Table VI. As we see, StackNetMTL provides substantially and consistently superior performance compared to the UNet. As a result of this superior performance, we adopted the StackNetMTL in GridTracer.

| Model     | Arizona | Kansas | New Zealand | Average |
|-----------|---------|--------|-------------|---------|
| UNet      | 50.02   | 33.85  | 38.38       | 40.75   |
| StackNetMTL | 54.43  | 40.04  | 46.70       | 45.57   |

**Table VI**

| Line Performance in IoU (Higher Better) of Different Backbones with the Data Handling Scheme in Fig. 8(a)
|-----|-----|-----|-----|
| Model     | Arizona | Kansas | New Zealand | Average |
|-----------|---------|--------|-------------|---------|
| UNet      | 50.02   | 33.85  | 38.38       | 40.75   |
| StackNetMTL | 54.43  | 40.04  | 46.70       | 45.57   |

**D. Robustness to graph inference hyperparameter settings**

The graph inference stage in GridTracer algorithm has three hyper parameters: $\gamma$, $d$ and $w$. In Table VII we show GridTracer’s benchmark performance when varying the value of each of these hyperparameters. We find that $d = 600m$ and $w = 9$ yields the best performance among the settings we considered, but we also find that GridTracer is relatively robust with respect to their settings. We find that performance is somewhat more sensitive to $\gamma$: if it is set too small then we obtain large numbers of false PG line connections, reducing our performance. However, performance appears to be insensitive once we use larger values, achieving the best performance when $\gamma = 0.2$, and dropping only slightly if we set it higher. Overall we find the model is relatively insensitive to these hyperparameter settings.

| $\gamma$ | Arizona | Kansas | New Zealand | Average |
|-----|---------|--------|-------------|---------|
| 0.1 | 0.62    | 0.51   | 0.54        | 0.56    |
| 0.2 | 0.68    | 0.59   | 0.61        | 0.63    |
| 0.3 | 0.69    | 0.56   | 0.59        | 0.61    |

| $d$   | Arizona | Kansas | New Zealand | Average |
|-----|---------|--------|-------------|---------|
| 200m | 0.64    | 0.55   | 0.59        | 0.59    |
| 400m | 0.65    | 0.58   | 0.61        | 0.61    |
| 600m | 0.68    | 0.59   | 0.61        | 0.63    |
| 800m | 0.68    | 0.60   | 0.60        | 0.63    |
| 1000m| 0.66    | 0.59   | 0.61        | 0.62    |

| $w$   | Arizona | Kansas | New Zealand | Average |
|-----|---------|--------|-------------|---------|
| 7    | 0.68    | 0.59   | 0.60        | 0.62    |
| 9    | 0.68    | 0.61   | 0.63        | 0.63    |
| 11   | 0.68    | 0.59   | 0.59        | 0.62    |

**E. GridTracer performance under varying testing scenarios**

In this section we consider the performance of GridTracer under less conventional testing scenarios. Our benchmark testing results were based upon the data handling scheme illustrated in Fig. 8(a), which is the conventional approach used in most benchmark problems in overhead imagery. Here we consider the performance of GridTracer when tested using the data handling schemes illustrated in Fig. 8(b,c). These experiments are aimed to address two questions: (a) is training on geographically-diverse imagery beneficial? and (b) how well does GridTracer generalize to previously-unseen geographic regions?

**Is geographically-diverse training data beneficial?** As discussed in section III-C, the three regions in the PG dataset had significantly different visual characteristics, and somewhat unique PG grid topologies. Given the unique characteristics of these regions, it is unclear whether it is beneficial to train a
single model on all regions simultaneously (the "conventional" scheme), as opposed to training a unique model that is tailored to the characteristics of each geographic region. We address this question by comparing the performance of GridTracer when using data handling schemes (a) and (b) in Fig. 8. In contrast to scheme (a), scheme (b) trains a model separately for each geographic region.

The results of this experiment are presented in Table VIII. In all three stages, the model trained with data handling scheme (a) generally outperforms the one trained with scheme (b). This suggests that sourcing training data from the same visual domain as the testing data tends to under-perform a more geographically (and thereby visually) diverse pool of training data.

**Table VIII**

| Data handling | Arizona | Kansas | New Zealand | Average |
|---------------|---------|--------|-------------|---------|
| (a)           | 0.73    | 0.54   | 0.55        | 0.61    |
| (b)           | 0.68    | 0.53   | 0.51        | 0.57    |
| Line segmentation (IoU) | | | |
| (a)           | 54.43   | 40.04  | 45.62       | 46.70   |
| (b)           | 52.97   | 39.42  | 46.30       | 46.30   |
| Graph inference (F1) | | | |
| (a)           | 0.68    | 0.59   | 0.61        | 0.63    |
| (b)           | 0.70    | 0.56   | 0.48        | 0.58    |

**Generalization to unseen geographies.** The conventional testing scenario in Fig. 8(a) is typical in computer vision research implicitly assumes that labeled training data is available in (or near) every geographic location on which we wish to apply our recognition models. In practice however it is cumbersome and costly to collect training imagery in each deployment location, and re-train the model with that imagery. In this section we consider how well GridTracer performs when evaluated in novel geographic locations - i.e., locations for which no training imagery is available in the training dataset. We use the data handling scheme in Fig. 8(c) to approximate this realistic scenario by limiting the model to be trained on only two regions and then testing on the third (unseen) region. The results are presented in Table IX compared to the conventional testing scenario.

In scheme (c) both the tower detection and line segmentation yields poor results. This indicates that the model does not generalize well to novel geographic regions. This finding is consistent with, and corroborates, other recent findings in the literature indicating that deep learning models do not generalize well to new geographic regions [99, 16].

**VIII. Conclusion**

In this work we proposed a novel approach for collecting power grid information automatically by mapping (i.e., detecting and connecting) transmission and distribution towers and lines in overhead imagery using deep learning. We developed and publicly released a dataset of overhead imagery with ground truth information for a variety of power grids. To our knowledge, this is the first dataset of its kind in the public domain and will enable other researchers to build increasingly effective transmission and distribution grid mapping algorithms.

We also took the first steps towards tackling the PG mapping problem as well. We developed and evaluated baseline algorithms for two problems: tower detection and identifying tower interconnections through power lines. In particular, we developed GridTracer as baseline approach to solve the PG mapping problem. We also estimate the ability of human annotators to perform PG mapping, providing future researchers with an estimate of the level of PG mapping accuracy that may ultimately be achievable with a fully-automatic mapping algorithm. In particular, we found that GridTracer does not yet reach human-level PG mapping accuracy, suggesting that further improvements can be made to bridge this performance gap. Ultimately these results provide a strong foundation for the development of automatic PG mapping techniques, which offer a powerful tool to collect valuable information to support energy researchers and decision-makers.
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