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We use a lattice simulation to study a model of axion inflation where the inflaton is coupled to a U(1) gauge field through Chern-Simons interaction. These kinds of models have already been studied with a lattice simulation in the context of reheating. In this work, we focus on the deep inflationary phase and discuss the new aspects that need to be considered in order to simulate gauge fields in this regime. Our main result is reproducing with precision the growth of the gauge field on the lattice induced by the rolling of the axion on its potential, thus recovering the results of linear perturbation theory for this model. In order to do so, we study in detail how the spatial discretization, through the choice of the spatial derivatives on the lattice, influences the dynamics of the gauge field. We find that the evolution of the gauge field is highly sensitive to the choice of the spatial discretization scheme. Nevertheless, we are able to identify a discretization scheme for which the growth of the gauge field on the lattice reproduces the one of continuous space with good precision.

I. INTRODUCTION

In its minimal realization, cosmological inflation is driven by a single scalar field whose negative pressure sources the accelerated expansion of the early universe. Scalar field inflation provides a natural mechanism to generate fluctuations in the energy-density of the universe, which are described as quantum fluctuations of the inflaton field and are observed as temperature fluctuations in the CMB radiation. Despite the remarkable observational success of the single scalar field theory, significant effort has been put into trying to embed inflation with gravity into a UV complete description of the early universe. For this purpose, more complicated models of inflation have been considered.

We consider a nonminimal class of models where inflation is driven by an axion field, which is naturally coupled to gauge fields through Chern-Simons interaction. The presence of this interaction is typically associated to an abundant gauge field production induced by the rolling inflaton, which then backreacts on the inflationary dynamics and results in interesting phenomenological signatures in the scalar and tensor perturbations in both Abelian and non-Abelian gauge field models. In many cases, these effects are non linear and potentially invalidate the use of linear perturbation theory, making it necessary to employ nonlinear tools to understand their rich phenomenology. For this reason, fully nonlinear lattice simulations might be a crucial tool in the future in order to compute observables from these models during inflation.

Various lattice codes have been developed in the last decades to study both scalar and gauge field models during the reheating epoch and the final e-folds of inflation. Recently, lattice techniques have also been generalized to the deep inflationary regime for scalar field models. However, gauge fields have never been simulated in this regime.

In this work, we use a lattice simulation to study a model of axion inflation where the inflaton is coupled to an Abelian U(1) field during the deep inflationary epoch. In particular, we aim at reproducing with precision the production of gauge field fluctuations induced by the rolling inflaton through the Chern-Simons interaction. Extending the work of for the single scalar field case, we are going to reproduce with a lattice simulation the well-known results of linear perturbation theory for this model. For this purpose, we only focus on the gauge field and neglect the backreaction on the dynamics of the inflaton.

In order to achieve this goal, we study in detail how the discretization scheme, through the choice of the spatial derivatives, influences the dynamics of the gauge field on the lattice. We demonstrate that the choice of the discretization schemes has a profound impact on the dynamics of the gauge field. In particular, we show that standard discretization schemes employed in the literature can lead to an unphysical behavior of the gauge field, whose growth is significantly suppressed on the lattice. Nevertheless, we are able to identify a discretization scheme that is able to reproduce with precision the linear results for this model. This is the main result of this work. As we explain in more details in the Conclusions, reproducing the linear results is a necessary step before
We split the inflaton as such that \( \epsilon F \) is the gauge field with \( \phi \) its potential. The action of the early universe in this model is coupled to a U(1) field through Chern-Simons interaction. The action of the early universe in this model is the following:

\[
S = \int d^4x \sqrt{-g} \left[ \frac{M_{Pl}^2}{2} R - \frac{1}{2} (\partial_\mu \phi)^2 - V(\phi) \right. \\
- \left. \frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{\alpha}{4 f} \phi F_{\mu\nu} F^{\mu\nu} \right].
\]  

where \( \phi \) is the axion and \( V(\phi) \) its potential. \( A_\mu = (A_0, \vec{A}) \) is the gauge field with \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \), \( \vec{F}_{\mu\nu} = \epsilon_{\mu\nu\rho\sigma} / 2 F^{\rho\sigma} \) and the Levi-Civita tensor \( \epsilon_{\mu\nu\rho\sigma} \) is defined such that \( \epsilon^{0123} = 1/\sqrt{-g} \). From now on everything will be expressed in reduced Planck units \( M_{Pl} \equiv 1 \).

The background metric is assumed to be the flat Friedmann-Lemaitre-Robinson-Walker\(^1\)

\[
ds^2 = a^2(\tau)(-d\tau^2 + dx^2). \tag{2}
\]

We split the inflaton as \( \phi(\vec{x}, \tau) = \bar{\phi}(\tau) + \varphi(\vec{x}, \tau) \), while we assume no background value for \( \varphi \). We assume a simple slow-roll potential for the inflaton, whose background slowly rolls on the potential so that \( \ddot{\bar{\phi}} = \dot{\phi}^2 / a \ll V(\bar{\phi}) \).

In this work we are interested in studying the growth of the gauge field induced by the slow roll of the background inflaton. In order to see this effect, we first quantize the gauge field as follows:

\[
\vec{A}(\tau, \vec{x}) = \sum_{\lambda = \pm} \int \frac{d^3 k}{(2\pi)^3/2} \left[ \epsilon_\lambda(\vec{k}) A_\lambda(\tau, \vec{k}) a_\lambda \ e^{i k \cdot \vec{x}} \right] + H.c.,
\]

\[
[a_-, a_+] = \delta(\vec{k} - \vec{k}'),
\]

where \( H.c. \) means Hermitian conjugate and \( \epsilon_\pm \) are the polarization vectors satisfying:

\[
\epsilon_+^* \cdot (\vec{k} \times \epsilon_+)(\vec{k}) = 0, \\
\epsilon_-^* \cdot (\vec{k} \times \epsilon_-)(\vec{k}) = \mp i k \epsilon_-^* \cdot (\vec{k} \times \epsilon_+)(\vec{k}).
\]  

Using this decomposition, one can show starting from the action (1) and using eq. (4) that the gauge polarizations \( A_\pm \) obey the following equations at linear order in perturbations |13| |14|:

\[
A''_\pm + k^2 \pm k f^2 \frac{\alpha}{f} A_\pm = 0.
\]  

From this equation we can see that the background velocity of the inflaton causes a tachyonic growth of one of the two polarizations of the gauge field for \( k < \dot{\phi} \alpha / f \). We assume that \( \dot{\phi} > 0 \), so that the growing polarization is \( A_- \). Assuming a de Sitter background \( \tau = -1 / (a H) \) with \( H = \dot{a} / a = \text{constant} \), we can rewrite the term in the bracket as \( k \dot{\phi} \alpha / f = -2\xi / \tau \), where \( \xi = \alpha / (2f H) \). In this case, assuming Bunch-Davies initial conditions for the gauge field inside the horizon:

\[
A_\pm(\vec{k}, \tau) = \frac{1}{\sqrt{2k}} e^{-i \omega_{\pm}} k \tau - k \tau \gg 1,
\]

we can write an exact solution for the growing mode \( A_- \) of eq. (5) |13| |14|:

\[
A_-(k, \tau) = \frac{1}{\sqrt{2k}} [G_\ell(\xi, -k\tau) + i F_\ell(\xi, -k\tau)],
\]  

where \( F_\ell \) and \( G_\ell \) are the Coulomb wave functions. From these equations we can see that the gauge field experiences a tachyonic growth for modes \( -k \tau < 2\xi \). This exponential growth will eventually backreact on the inflaton perturbation and will significantly change the 2 and 3 point function of the curvature perturbation |14| |17|.

This puts a constraint on \( \xi \), which must be roughly \( \xi \sim O(1) \). This means that the exponential growth of the gauge field occurs close to horizon crossing. As mentioned in the introduction, in this work we are not interested in the backreaction effect. Indeed, we will mainly focus on reproducing with a lattice simulation the growth of the gauge field in this observationally interesting parameter range.

---

1 We set the speed of light \( c = 1 \) here and throughout the rest of this work.

2 Here and throughout this work, we use the dot to indicate derivatives in cosmic time \( dt = a d\tau \), i.e. \( \dot{f} = \frac{df}{d\tau} \), while a prime to indicate derivatives in conformal time \( f' = \frac{df}{d\tau} \).
III. LATTICE SIMULATION

In our lattice simulation, we discretize space-time and think of it as a collection of $N^3$ points over a cubic lattice of comoving size $L$ and spacing $\Delta x = L/N$. We associate field values to these points and evolve them using the nonlinear classical equations of motion.

When considering models like the one of eq. (1), where an Abelian gauge field is coupled to an uncharged scalar, there are different ways of dealing with the discretization procedure. A first approach is to write a discretized action that enjoys a discretized version of the gauge symmetry through the use of link variables \(^ {14} \). A second approach, that we follow in this work, is to discretize the system directly at the level of the equations of motion \(^ {15} 51 58 \). Following this approach, we derive the equations of motion in a given gauge and check a posteriori that the gauge constraint is satisfied during the evolution. In the temporal gauge $A_0 = 0$, the Euler-Lagrange equations of motion for the axion-U(1) model of eq. (1) are the following \(^ {14} \):

$$
\phi'' + 2H\phi' - \nabla^2 \phi + a^2 \frac{\partial V}{\partial \phi} = -\frac{\alpha}{a} \epsilon_{ijk} A_i' \partial_j A_k
$$

$$
(\partial_j A_j)' = \frac{\alpha}{f} \epsilon_{ijk} \partial_k \phi \partial_i A_j = 0
$$

$$
A_i'' - \nabla^2 A_i + \partial_i (\partial_j A_j) \frac{\alpha}{f} \epsilon_{ijk} A_i' \partial_j \phi - \frac{\alpha}{f} \epsilon_{ijk} \phi' \partial_j A_k = 0
$$

(8)

where $i, j, k \in \{1, 2, 3\}$ and repeated indices are summed over. Here $\epsilon_{ijk}$ is the totally antisymmetric tensor such that $\epsilon_{123} = 1$, while $\nabla^2$ denotes the Laplacian operator $\nabla^2 \equiv \partial_j \partial_j$.

As stated in the Introduction, we are only interested in reproducing the growth of the gauge field induced by the background velocity of the rolling inflaton. For this reason, we will neglect all the terms in the equations of motion that involve spatial derivatives of the axion. We can then use the second equation of (8) to set $\partial_j A_j = 0$. Moreover, we neglect the right-hand side of the first equation because we are not interested in studying the backreaction of the gauge field on the perturbation of the inflaton. In the end we are left with the following equations of motion on the lattice:

$$
\partial_0^2 \phi + 2H \partial_0 \phi + a^2 \frac{\partial V}{\partial \phi} = 0
$$

(9)

$$
\partial_0^2 A_i(\vec{n}) - [\nabla^2 A_i](\vec{n}) - \frac{\alpha}{f} \epsilon_{ijk} \partial_0 \phi [\partial_j A_k](\vec{n}) = 0
$$

(10)

where the inflaton is spatially homogeneous and the gauge field is a function of the lattice point $\vec{n} = \{n_1, n_2, n_3\}$ with $n_i \in \{1, ..., N\}$. We implement periodic boundary conditions on the lattice in order to minimize boundary effects. Note that periodic boundary conditions are compatible with the homogeneity and isotropy of the inflationary universe.

We assume a monodromy potential for the inflaton $V(\phi) = \frac{1}{2} m^2 \phi^2$ \(^ {59} \), but the exact choice of the potential is not relevant for the purpose of this work as long as it provides the slow-roll motion of the axion. Note that, within this approximation where we neglect the scalar field fluctuations, eqs. (9) and (10) are the same also in the Lorentz gauge $\partial_i A_i = 0$. For this reason, the aspects discussed in this work also generalize to simulating the axion-U(1) model in this gauge.

The scale factor in eq. (9) is evolved using the second Friedmann equation:

$$
a'' = \frac{1}{3}(\bar{\rho} - 3\bar{p})a^3,
$$

(11)

where $\bar{\rho}$ and $\bar{p}$ are the mean energy density and pressure contained in the lattice. We neglect metric perturbations because they do not play a role in the production of the gauge field at this stage.

In the next section we are going to discuss the choice of the discretization scheme for the Laplacian $\nabla^2$ and for the spatial derivative $\partial_j$ appearing in eq. (10). Once a choice is made, eqs. (9) to (11) form a closed system of coupled second-order differential equations that we solve numerically with a Runge-Kutta second order integrator. The Coulomb constraint $\partial_j A_j = 0$, however, is not respected exactly on the lattice and we need to ensure that it is approximately satisfied during the evolution. This correspond to checking that the gauge symmetry is preserved and that there are no spurious degrees of freedom propagating on the lattice. We will further discuss this in Section IV.

Before proceeding, let us stress what are the main differences between the lattice approach presented in this section and more conventional lattice QCD (LQCD) techniques. First of all, as already mentioned, we do not require the gauge symmetry to be exactly preserved on the lattice. Another very important difference is the classical nature of the simulation. In LQCD, one solves the system using the full path integral, which incorporates all the quantum effects. In our simulation we use the classical equations of motion to evolve the system, and the quantum nature of the gauge field is only relevant when generating initial conditions on the lattice (see Section IV C for details). This semiclassical approximation is the working assumption of all lattice simulations in the context of inflation and preheating. This approach is equivalent to LQCD computations in the limit where boundary conditions on the lattice in order to minimize boundary effects.

\(^3\) These two approaches are equivalent in the case of the axion-U(1) model considered in this work, as it was shown in \(^ {50} \).

\(^4\) With the only exception that $A_0$ becomes dynamical with a wave-like equation of motion $A_0'' - \nabla^2 A_0 = 0$.

\(^5\) We also tried a second order staggered leapfrog integrator, and the results of this work are the same in this case.
the path integral is dominated by the saddle point corresponding to the classical trajectory and neglecting loop contributions, which are typically subdominant during inflation 60.

IV. SPATIAL DISCRETIZATION SCHEME

In this section we discuss about the choice of the discretization scheme for the spatial derivatives and about the initial conditions for the simulation. In order to do so, we first provide an analytical description of the gauge field dynamics on the lattice that will help us identify a consistent discretization scheme.

The starting point is the definition of the gauge polarizations on the lattice \( A_\pm \), that are obtained from the discrete Fourier transform of the gauge field as follows:

\[
\tilde{A}(\vec{m}) = \sum_{\vec{m}} \sum_{\lambda=\pm} \tilde{\epsilon}_\lambda(\vec{m}) A_\lambda(\vec{m}) e^{-i \frac{2\pi}{L} \vec{m} \cdot \vec{r}},
\]

where \( \epsilon_\pm \) are the polarization vectors defined in eq. (11) and \( \vec{m} = \{m_1, m_2, m_3\} \) with \( m_i \in \{1, \ldots, N\} \). The mode fields \( A_\pm \) live on the reciprocal lattice where we associate to each point the following comoving momentum:

\[
\vec{k}_m = 2\pi \frac{\vec{m}}{L}.
\]

We now proceed showing the effects of the discretization on the evolution of \( A_\pm \).

A. Consequences of the discretization on gauge field dynamics

In order to illustrate the issue, let us start with the following standard definitions of lattice Laplacian and one dimensional derivative with second order truncation errors \( O(\Delta x^2) \) 61:

\[
\begin{align*}
\left[ \nabla^2 f \right](\vec{n}) &= \frac{1}{(\Delta x)^2} \sum_{\alpha=\pm} \left( f(\vec{n} + \alpha \vec{e}_1) \right. \\
&+ f(\vec{n} + \alpha \vec{e}_2) + f(\vec{n} + \alpha \vec{e}_3) - 3f(\vec{n}) \right), \\
\left[ \partial_j f \right](\vec{n}) &= f(\vec{n} + \vec{e}_j) - f(\vec{n} - \vec{e}_j),
\end{align*}
\]

where \( \vec{e}_1 = (1, 0, 0), \vec{e}_2 = (0, 1, 0), \vec{e}_3 = (0, 0, 1) \). In Fourier space, these discrete derivative operators result in the following effective momenta:

\[
\begin{align*}
\left[ \nabla^2 f \right](\vec{n}) &\rightarrow k_{\text{lapl}}^2, \quad k_{\text{lapl}} = \frac{2}{\Delta x} \sin \left( \frac{\vec{k}_m \Delta x}{2} \right), \\
\left[ \partial_j f \right](\vec{n}) &\rightarrow \vec{k}_{\text{sd}}, \quad \vec{k}_{\text{sd}} = \frac{1}{\Delta x} \sin \left( \vec{k}_m \Delta x \right).
\end{align*}
\]

With these definitions, we can use the decomposition 12 to rewrite eq. (10) as follows:

\[
\begin{align*}
\tilde{\epsilon}_+ A_+'' + \tilde{\epsilon}_- A_-'' + k_{\text{lapl}}^2 (\tilde{\epsilon}_+ A_+ + \tilde{\epsilon}_- A_-) \\
+ i \frac{\alpha}{\phi} \vec{k}_{\text{sd}} \times (\tilde{\epsilon}_+ A_+ + \tilde{\epsilon}_- A_-) &= 0.
\end{align*}
\]

In order to simplify eq. (18), we notice the following identity

\[
\tilde{\epsilon}_\pm(\vec{k}) \cdot (\vec{V} \times \tilde{\epsilon}_\pm(\vec{k})) = \mp i \left( \vec{V} \cdot \frac{\vec{k}}{|\vec{k}|} \right) \delta_{\epsilon, \pm},
\]

which is valid for any three-dimensional vector \( \vec{V} \in \mathbb{C}^3 \). We can use this relation with \( \vec{V} = \vec{k}_{\text{sd}} \) to obtain two separate equations for the polarization modes of the gauge field \( A_\pm \). Indeed, multiplying eq. (18) by \( \tilde{\epsilon}_\pm(\vec{k})^* \) we obtain:

\[
A_\pm'' + \left( k_{\text{lapl}}^2 + \frac{\alpha}{\phi} \vec{k}_{\text{sd}} \cdot \frac{\vec{k}}{|\vec{k}|} \right) A_\pm = 0.
\]

This equation is different from its continuous version of eq. (5). Indeed, we can see that the main problem with simulating the growth of the gauge field on the lattice are the different effective momenta emerging from the definition of the Laplacian and of the one dimensional derivative. In order to illustrate this effect, let us take a lattice of \( N = 512 \) and \( L = 4 \). In fig. 1 we show a comparison between \( k_{\text{sd}} \) and \( k_{\text{sd}} \), which are computed as 1-dimensional quantities through a spherical binning on the lattice of eqs. (13), (16) and (17). From this plot we can see that \( k_{\text{sd}} \) (red line) is strongly suppressed with respect to \( k_{\text{lapl}} \) (yellow line) for most of the scales, and in particular for the largest modes of the simulation. Indeed, \( k_{\text{sd}} \) approaches zero for large \( \kappa \). From eq. (20) we can see that this results in an unphysical behavior of the gauge field, which will not be growing on the smaller scales of the lattice.

In Section V we will discuss in detail the consequences of this effect showing the results of a lattice simulation with spatial derivatives defined as in eqs. (14) and (15).

B. Choice of the discretization scheme

In order to correctly evolve the gauge field on the lattice, we need to find a discretization scheme for the Laplacian and for the one dimensional derivative such that \( k_{\text{sd}} = k_{\text{lapl}} \). Indeed, in this case eq. (20) will be very
similar to its continuous version of eq. (5), with the only exception of having \( \tilde{k}_{sd} \cdot \vec{k} / |\vec{k}| \) inside the bracket instead of \( |k_{sd}| \). Later in this section we will discuss about this difference, that turns to be negligible in the evolution of the gauge field. In order to achieve our goal, we define the Laplacian in the following way:

\[
\nabla^2 f(\vec{n}) = \frac{1}{(2\Delta x)^2} \sum_{\alpha=1,2} \left( f(\vec{n} + \alpha \vec{e}_1) + f(\vec{n} + \alpha \vec{e}_2) - 3f(\vec{n}) \right). 
\]

This choice corresponds to defining the Laplacian in a consistent way with respect to the one dimensional spatial derivative. Indeed, once we fix eq. (15) as one dimensional derivative, this expression for the Laplacian follows by requiring that \( \nabla^2 = \partial_j \partial_j \) on the lattice, i.e. \( \nabla^2 f(\vec{n}) = (\partial_j f(\vec{n} + \vec{e}_j) - \partial_j f(\vec{n} - \vec{e}_j)) / (2\Delta x) \). As the Chern-Simons interaction \( \phi F \bar{F} \) involves spatial derivatives, this will turn out to be a good feature in simulating this model because it allows to consistently compare the Laplacian term \( \nabla^2 A \) and the derivative term \( \partial A \) in eq. (19).

Using the Laplacian of eq. (21) together with the definition of the one dimensional derivative of eq. (15) will result in the same effective momenta:

\[
\tilde{k}_{\text{eff}} \equiv \tilde{k}_{\text{lat}} = \frac{1}{\Delta x} \sin (\vec{k} \Delta x).
\]

Note that, contrarily to eq. (14), the Laplacian of eq. (21) only employs the next to neighboring points of \( \vec{n} \), instead of the neighboring points directly. For this reason, we can interpret this choice as thinking of the \( N^3 \) cubic lattice as an effective lattice with \( N_{\text{eff}}^3 = (N/2)^3 \) points, and where the extra intermediate points are only needed to compute spatial derivatives in a way that is consistent with the problem at hand. As a consequence, only roughly the lower half of the Fourier modes will be physical and we will put a hard cutoff on the lattice in order to exclude the upper part of the spectrum. We choose this cutoff to be the value at which \( \tilde{k}_{sd}(\kappa) \) starts decreasing (in fig. 1 this happens roughly around \( \kappa \approx 250 \)).

Thanks to this equivalence between \( k_{sd} \) and \( k_{\text{lat}} \), eq. (20) will be much closer to its continuous counterpart of eq. (15). As mentioned, the only difference is the term inside the brackets where, instead of \( |k_{sd}| \), we have \( \tilde{k}_{sd} \cdot \vec{k} / |\vec{k}| \). We checked by solving numerically the linear equation (20) that the presence of this scalar product causes a negligible difference in the evolution of the gauge field. Therefore we neglect this effect and assume \( |k_{sd}| \approx \tilde{k}_{sd} \cdot \vec{k} / |\vec{k}| \). In fig. 1 we show the difference between these two quantities, which are depicted respectively as a red and a red dashed line in the plot. From this plot we can see that the difference between the two is quite small, and it is negligible in the relevant part of the spectrum (below \( \kappa = 250 \)). The validity of this approximation will be confirmed by the results of the simulation. However, as we will see in Section V C this approximation can be avoided by using a different definition of the \( \epsilon_\pm \) vectors.

In the end, we can use the results of this section to write a solution for the gauge field growth on the lattice in analogy to the continuous case:

\[
A^\text{lat}(\kappa, \tau) \approx \frac{1}{\sqrt{2k_{\text{eff}}}} \left[ G_0(\xi, -k_{\text{eff}}\tau) + iF_0(\xi, -k_{\text{eff}}\tau) \right].
\]

This solution is similar to eq. (7) but with \( k_{\text{eff}} \) instead of \( k \), and this is why we refer to it as the effective momentum. Indeed, the lattice solution is equivalent to the continuous one via the identification \( k_{\text{eff}} \leftrightarrow k \), in a similar way to what is shown in [45] for the single field case.

As we will see, this identification turns out to be very useful when comparing the results of the linear theory with the lattice ones.

The strategy that we adopted in this section to achieve the same effective momenta is not necessarily unique. Another way, for example, would be to keep the same definition of Laplacian operator and use the following...
With this choice we still have to find a larger range of modes for which \( \vec{k} \) field in the interesting parameter range \( \xi \). However, this is achieved only approximately, and the growth of the gauge field occurs only approximately at close to horizon crossing. For this reason, we initialize the system far from the end of inflation. This leads to the following effective momentum:

\[
\vec{k}^{(4)}_{\text{sd}} = \frac{1}{\Delta x} \left[ \frac{4}{3} \sin (\vec{\kappa} \Delta x) - \frac{1}{6} \sin (2\vec{\kappa} \Delta x) \right].
\]

This choice we still have \( \vec{k}_{\text{lapl}} \neq \vec{k}^{(4)}_{\text{sd}} \), but this time we can find a larger range of modes for which \( \vec{k}_{\text{lapl}} \simeq \vec{k}^{(4)}_{\text{sd}} \). This range constitutes roughly the lower half of the spectrum, in a similar way to the strategy above. However, this is achieved only approximately, and the \( O(\Delta x^4) \) derivative of eq. (24) is computationally more expensive. For these reasons, we prefer to stick to the first strategy.

C. Initial conditions for the gauge field

As stated in the introduction, the growth of the gauge field in the interesting parameter range \( \xi \sim O(1) \) occurs close to horizon crossing. For this reason, we initialize the system when the comoving size of the box is smaller than the horizon \( L \lesssim aH \). As a consequence, the gauge field is initiated in its Bunch-Davies vacuum of eq. (6). The starting point is the definition of the discretized version of eq. (3):

\[
\vec{A}(\vec{n}) = \sum_{\lambda=\pm} \sum_{\vec{m}} \epsilon_{\lambda}(\vec{\kappa}_{\vec{m}}) u_\lambda(\vec{\kappa}_{\vec{m}}) a_{\vec{m}} e^{-i \vec{k}_{\vec{m}} \cdot \vec{n}} + h.c.,
\]

\[
[a_{\vec{m}}, a_{\vec{m}'}^\dagger] = \frac{1}{L^3} \delta(\vec{m}, \vec{m}') \delta(\vec{m}^\prime, \vec{m}^\prime).
\]

The main ingredients are the discrete quantum mode functions \( u_{\pm} \), that we write in the following way:

\[
u_{\pm}(\vec{\kappa}_{\vec{m}}) = \frac{L^{3/2}}{\Delta x^3} \frac{1}{\sqrt{2\kappa_{\text{eff}}}} e^{-ik_{\text{eff}} \tau}.
\]

In this expression, we used \( k_{\text{eff}} \) instead of \( \kappa \) so that the initial conditions of the simulation are compatible with the lattice solution of eq. (23). The extra normalization factor \( L^{3/2} \) is introduced to correct for the finite volume of space \( 37, 38, 45 \), while the \( 1/\Delta x^3 \) factor takes into account the dimensionality of the lattice in the computation of the discrete Fourier transform \( 37, 45 \). Since the growth of the gauge field occurs only approximately at horizon crossing, a few modes will already be tachyonic at the beginning of the simulation. For this reason, we will initiate \( u_- \) taking into account some of the tachyonic growth, i.e.

\[
u_{-}(\vec{\kappa}_{\vec{m}}) = \frac{L^{3/2}}{\Delta x^3} \frac{1}{\sqrt{2\kappa_{\text{eff}}}} \left[ G_0(\xi, -\kappa_{\text{eff}} \tau) + i F_0(\xi, -\kappa_{\text{eff}} \tau) \right],
\]

where we made use of the solution of eq. (23) for the discrete dynamics. This expression reduces to (27) for \( -k\tau \gg 2\xi \), which will be true for most of the modes. Once the mode functions \( u_{\pm} \) are specified, the field configuration on the lattice is generated in Fourier space as statistical realization of a random process. In this way, the uncertainty associated to the quantum nature of the gauge field is replaced by a statistical uncertainty over the different random realizations of the lattice simulation. This procedure consists in initiating every classical mode \( A_{\pm}(\vec{\kappa}_{\vec{m}}) \) as a Gaussian random number with standard deviation equal to \( u_{\pm}(\vec{\kappa}_{\vec{m}}) \). We use the same procedure as \( 45 \), to which we refer for further details. After this, the gauge field \( A(\vec{n}) \) in real space is obtained from eq. (12) making use of the polarization vectors \( \epsilon_{\pm}(\kappa) \) defined in eq. (9).

V. RESULTS OF THE SIMULATION

In this section we show the results of the code and compare them to the results of linear perturbation theory. The system is initiated far from the end of inflation. This is determined by the background values of the inflaton, that we set to \( \phi_{in} = -14.5 \) and \( \phi'_{in} = 0.8152m \). Here \( m \) is the mass of the inflaton, that we set to \( m = 0.51 \cdot 10^{-5} \). With this choice, the system is initiated 53 e-folds before the end of inflation.

The system is evolved for \( N_e \approx 6.9 \) e-folds from \( a = 1 \) to \( a = 10^3 \) (\( N_e = 0 \) at the beginning of the simulation). In fig. 2 we show the background value of the inflaton and its velocity in cosmic time during the evolution, while the Hubble parameter \( H \) is shown in fig. 3.

We take a lattice of \( N^3 = 512^3 \) number of points and comoving length \( L = 4/m \). With these values, the lattice modes \( \kappa \) will range from \( \kappa_{\text{min}} \approx 0.3H_i \) to \( \kappa_{\text{max}} \approx 118H_i \), where \( H_i \) is the Hubble parameter at the beginning of the simulation.

As commonly done in lattice simulations in the context of inflation \( 37 \), we run the simulation with other values of \( N \) and \( L \) to ensure that our physical outputs (such as the energy density and the evolution of the background quantities) are not influenced by the finite resolution. In this section, however, we only show results with the parameters given above. Note that this is different to what is done in LQCD, where one typically extracts physical quantities by extrapolating lattice outputs in the continuum limit \( \Delta x \to 0 \).
The main observable that we want to reproduce is the power spectrum of the growing mode of the gauge field. We show results for $\alpha/f = 42$, which sets $\xi \approx 2.9$ at the initial time. Note that the results of this section do not depend on the particular value of the axion-gauge coupling, and we tested the simulation in the range $1 < \alpha/f < 100$ leading to the same results.

In fig. 2, we show the plot of $\xi$ during the simulation. In fig. 3, we show the power spectrum of $A_-$ computed from a simulation with the scheme defined by eqs. (14) and (15), for which $k_{\text{lapl}} \neq k_{\text{sd}}$. In this plot, the solid lines are the results from the simulation, while the dashed lines represent the expected theoretical power spectrum computed from the linear theory. The theoretical spectra are obtained by solving numerically the linear eq. (5), in order to take into account slow-roll corrections to eq. (7). From this plot we can see that the simulation is not able to correctly reproduce the growth of the gauge field. Indeed, the gauge field growth is exponentially suppressed with respect to the analytical expectation for most of the modes, affecting both the amplitude and shape of the power spectrum. This expected behavior is a consequence of the sensitivity of the gauge field dynamics to the choice of the spatial discretization scheme, as explained in Section IV A. Moreover, the lattice solution shows small oscillations in the form of wiggles at intermediate scales, which are particularly evident at late times (red curves). These oscillations are caused by a misalignment of phase between $A_-$ and its time derivative $A'_-$ at the initial time. This is a consequence of the fact that initial conditions are generated using the continuous solution (i.e. eq. (28)), which is not compatible with the lattice dynamics for this discretization scheme, as described by eq. (20).

In fig. 5, we show the result from a simulation with the improved scheme where the Laplacian is defined as in eq. (21), for which $k_{\text{eff}} = k_{\text{lapl}} = k_{\text{sd}}$. We can see that the simulation is now able to reproduce the growth of the gauge field with much better precision. Indeed, the lattice result basically overlaps with the spectra from the linear theory (dashed lines), making them barely visible in the plot. Within this scheme, $k_{\text{eff}}$ plays the role of the effective momentum of the simulation, and for this reason the analytical result in this plot is computed from the linear theory thinking of $k_{\text{eff}}$ as the physical momentum (i.e. $k_{\text{eff}}$ plays the role of the $k$ of the continuous theory). As we already discussed in Section IV B, the price that

\[ \text{Note that } \alpha/f = 42 \text{ with an harmonic potential for the inflaton are ruled out by observations [56, 57]. However, as we explain in the text, the results of this section do not depend on the particular value of } \alpha/f \text{ and we choose this value to better illustrate the growth of the gauge field.}\]

\[ \text{See [45] for details about how power spectra are computed in our code.}\]
we pay when using this discretization scheme is that the upper part of the spectrum is unphysical. For this reason, we set the value of the UV cutoff in this case to be $\kappa_{\text{max}} \simeq 250/m$, contrarily to $\kappa_{\text{max}} \simeq 600/m$ of the first scheme above.

**FIG. 4.** Plot of the power spectrum of the unstable mode of the gauge field, computed from a lattice simulation with a $O(\Delta x^2)$ spatial discretization scheme defined by eqs. (14) and (15). The solid lines represent the power spectrum computed from the simulation at different times, while the dashed lines represent the analytical expectation from the linear theory.

**FIG. 5.** Plot of the power spectrum of $A_-$, computed from a lattice simulation with the improved scheme defined by eqs. (15) and (21). The solid lines are the lattice power spectra, which almost overlap with the expectation from the linear theory depicted as dashed lines (barely visible in this plot).

**B. Energy density**

In this section we show the evolution of the energy density of the gauge field $\rho_{\text{GF}}$ during the simulation. We first show results from the same simulation of the last section with $\xi \simeq 2.9$. In the upper panel of fig. 6 we show the evolution of $\alpha^4 \rho_{\text{GF}}$ computed as an average energy density over the $N^3$ points of the lattice. We show both the results for the first scheme defined by eqs. (14)
and (15) (dashed blue line) and for the improved scheme of eqs. (15) and (21) (blue line). To check the accuracy of the lattice result, comparing it to an analytical prediction would be valuable. Unfortunately, an exact analytical result does not exist for a time-dependent \( \xi \). However, we can compare the lattice results to the ones obtained in the literature for a constant \( \xi \), as it is slowly varying during slow-roll. For a constant \( \xi \gg 1 \), the energy density can be approximated as [14]:

\[
\rho_{GF}^{(a)} \approx \frac{6!}{2^{19} \pi^2} \frac{H^4}{\xi^5} e^{2\pi \xi}.
\]

For a finite \( \xi \) this value needs to be corrected to account for a rigorous renormalization procedure [62–64]. In the upper panel of fig. 6 we show the corrected value of [63] for \( \rho_{GF}^{(a)} \) (orange line), that we avoid writing explicitly. In the bottom panel of the same figure we show \( \rho_{GF} \) from the simulation normalized by the same analytical prediction. The dashed orange line in the bottom panel of fig. 6 shows the ratio between the expression (29) and the corrected value.

We can see that the evolution of \( \rho_{GF} \) from the simulation can be divided into three phases. During the first phase, from the beginning until \( N_e \sim 1 \), the lattice energy density is much higher than the theoretical expectation due to the classical nature of the simulation. This is because the lattice calculation includes subhorizon UV-divergent contributions that are subtracted in the analytical computation due to the renormalization procedure. These UV-divergent contributions are not subtracted in the lattice computation, as this would lead to an unphysical spatial curvature in the Friedmann equations, as pointed out in [15]. The initial value of \( \rho_{GF}^{(a)} \) is bigger in the case of the first scheme, and this is a consequence of the higher UV-cutoff (see the end of the previous section). After this, there is a second phase until \( N_e \sim 4 \) in which the lattice result is the same order of the theoretical value (see more below). This is only true for the second scheme, as the first one significantly underestimates the energy density of the gauge field in real space. During the last \( e \)-folds of evolution (after \( N_e \sim 5 \)), there is a last phase in which the energy density is much lower than the analytical value, and this is due to the finite size of the lattice. Indeed, at the end of the simulation all the modes become superhorizon and the gauge field production is suppressed due to the finite spatial resolution of the lattice.

In fig. 7 we show the ratio between the energy density from the simulation and the analytical prediction for different values of the coupling \( \alpha/f \). We mainly focus on the results from the improved scheme, but we also show results from the first scheme as dashed lines in the plot.

Since \( \xi \) changes during the evolution due to slow-roll, we show the initial value of \( \xi \) in the legend of fig. 7. From this plot we can see that for \( \xi \gg 3 \) we can always find an intermediate time range (roughly \( 1 < N_e < 4 \)) in which the result of the simulation is roughly constant and it is close to the analytical expectation of [63], up to small corrections due to the time-varying \( \xi \). This means that, during this intermediate phase, the finite simulation box contains all the relevant excited modes of the gauge field. The situation is different for smaller values of \( \xi \), and this is because the UV-divergent contributions, subtracted in the analytical computation, become more important in this case. This is a consequence of the classical nature of the lattice simulation. Note that the result of [63] predicts a negative energy density for \( \xi < 1.5 \). Although the lattice result for the energy density is only approximated with respect to the rigorously normalized result, in particular for small \( \xi \), we can see that the second scheme performs significantly better than the first one. Indeed, the second one is never able to achieve a roughly constant \( \rho_{GF} \), and the energy density of the gauge field is clearly suppressed in this case.

C. Polarization vectors

Let us comment now about the definition of the \( \epsilon_{\pm} \) vector used to project \( \vec{A} \) into the polarization \( A_\pm \). As previously mentioned, \( \epsilon_{\pm} (\vec{k}) \) are defined as in continuous space from eq. (4). However, having identified \( k_{\text{eff}} \) as the physical modes of the lattice theory, it might be better to define the polarization states according to \( k_{\text{eff}} \) instead of \( \kappa \). This corresponds to defining the following lattice polarization vectors \( \epsilon_{L,\pm} (\vec{k}) \):

\[
\epsilon_{L,\lambda,\pm} (\vec{k}) \cdot \epsilon_{L,\lambda,\mp} (\vec{k}) = \delta_{\lambda,\lambda'}, \quad k_{\text{eff}} (\vec{k}) \cdot \epsilon_{L,\pm} (\vec{k}) = 0, \quad k_{\text{eff}} (\vec{k}) \times \epsilon_{L,\pm} (\vec{k}) = \mp i k_{\text{eff}} (\vec{k}) \epsilon_{L,\pm} (\vec{k}).
\]

Note that, if we do so, in the derivation of eq. (20) one ends up with \( |\tilde{k}_{\text{rad}}| \) inside the bracket instead of \( |\vec{k}_{\text{rad}}| \), which makes the approximation made in Section IVB unnecessary. In other words, in this case we have an exact equality \( = \) instead of \( \simeq \) in eq. (23) (exact in the de Sitter approximation, in the same way of eq. (7)). However, as we see from the results of this section, this approximation does not spoil the accuracy of the lattice simulation, and for this reason we kept the continuous definition of the \( \epsilon_{\pm} \) vectors throughout this work. This, however, might not be true in more complicated cases or when simulating the full axion-U(1) system.

D. Gauge constraint

Having reproduced the growth of the gauge field on the lattice, we need to check by hand that the temporal gauge \( A_0 = 0 \) is preserved during the evolution. In Section [11]
\[ \log_{10}(a^4 \rho_{GF}) \]

\[ \rho_{GF}/\rho_{GF}^{(a)} \]

\[ N_e \]

**FIG. 6.** Plot of the average value of \( \rho_{GF} \) on the lattice. In the top panel we show the value of \( \rho_{GF} \), and in the bottom panel we show the same quantity normalized by the analytical result. We call Scheme 1 the one defined by eqs. (14) and (15), and Scheme 2 the improved one defined by eqs. (15) and (21).

\[ \rho_{GF}/\rho_{GF}^{(a)} \]

\[ N_e \]

**FIG. 7.** Plot of the average value of \( \rho_{GF} \) on the lattice divided by the analytical prediction, shown for different values of \( \xi \). The \( \xi \) in the legend are the values at the beginning of the simulation. The full lines are obtained with the improved scheme of eqs. (15) and (21), while the dashed ones are obtained with the first scheme of eqs. (14) and (15).

we have seen that this corresponds to checking that the Coulomb condition \( \vec{\nabla} \cdot \vec{A} = 0 \) is satisfied. In fig. 8 we plot the average of this quantity over the lattice, normalized by \( \sqrt{\sum_i |\partial_i A_i|^2} \) to make it dimensionless. From this plot we can see that the gauge constraint is under control during the simulation. In fact, the violation of the gauge constraint gets smaller during the evolution.

### VI. CONCLUSIONS AND OUTLOOK

In this work we reproduced with a lattice simulation the linear results for an axion-U(1) model of inflation. In order to do so, we studied with analytical tools how the choice of the spatial derivatives influences the dynamics of the gauge field on the lattice. We found that, in order to reproduce with precision the growth of the gauge field, one needs to find a discretization scheme such that the effective momenta associated to the discrete Laplacian, namely \( k_{\text{lapl}} \), coincides with the momenta emerging from the one dimensional spatial derivative \( k_{\text{sd}} \). For standard discretization schemes this is typically not the case, and this can result in a lack of growth of the gauge field, whose power spectrum and energy density are significantly suppressed with respect to the analytical expectation. Our main result is finding a new spatial discretization scheme that is able to reproduce with good precision the growth of the gauge field on the lattice, both in terms of power spectrum and in terms of energy density contained in the
FIG. 8. Plot of the quantity $\nabla \cdot \vec{A}$, normalized by $\sqrt{\sum_i |\partial_i A_i|^2}$, averaged over the lattice as a function of time. We call Scheme 1 the one defined by eqs. (14) and (15), and Scheme 2 the improved one defined by eqs. (15) and (21).

gauge field.

When dealing with highly nonlinear reheating scenarios, one is mostly interested in qualitative features and a careful comparison between the power spectra coming from the simulation and analytical predictions is typically not relevant. For this reason, the importance of the discretization scheme was never discussed in previous literature. In the case of the deep inflationary regime, however, one is usually interested in computing small deviations from the linear theory. This is why it is important to reproduce with precision the well-known analytical results before performing any computation in the nonlinear regime.

Having reproduced the results of the linear theory on the lattice, the next natural step would be to study the full axion-U(1) system of eq. (8), allowing for a spatially varying inflaton as well. We leave this for future work. Moreover, the effects described in this work might be relevant also in more complicated models of axion-gauge inflation, where the inflaton is coupled to non-Abelian fields. Indeed, even if the field structure of these models is more complicated, they also manifest a similar gauge field particle production induced by the rolling inflaton [22, 26]. Therefore, we expect the aspects discussed in this work to be relevant also in simulating these models.
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