Efficient and low-backaction quantum measurement using a chip-scale detector
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Superconducting qubits are a leading platform for scalable quantum computing and quantum error correction. One feature of this platform is the ability to perform projective measurements orders of magnitude more quickly than qubit decoherence times. Such measurements are enabled by the use of quantum-limited parametric amplifiers in conjunction with ferrite circulators — magnetic devices which provide isolation from noise and decoherence due to amplifier backaction. Because these non-reciprocal elements have limited performance and are not easily integrated on-chip, it has been a longstanding goal to replace them with a scalable alternative. Here, we demonstrate a solution to this problem by using a superconducting switch to control the coupling between a qubit and amplifier. Doing so, we measure a transmon qubit using a single, chip-scale device to provide both parametric amplification and isolation from the bulk of amplifier backaction. This measurement is also fast, high fidelity, and has 70% efficiency, comparable to the best that has been reported in any superconducting qubit measurement. As such, this work constitutes a high-quality platform for the scalable measurement of superconducting qubits.

Qubit-specific projective measurement is a requirement for scalable quantum computation and quantum error correction [1]. In superconducting systems, qubit measurement generally involves scattering a microwave pulse off of a readout cavity dispersively coupled to the qubit [2]. This pulse is routed through ferrite circulators and/or isolators to a Josephson junction-based parametric amplifier [3,7], sent to room temperature, and digitized. This readout scheme can work well [8]: it is low-backaction, quantum non-demolition, and can have infidelity of $10^{-2}$ in less than 100 ns [9], with the best reported infidelity of less than $10^{-4}$ [10].

Challenges arise, however, as the scale and requirements of superconducting quantum systems increase. In particular, ferrite circulators are bulky and their requisite number scales linearly with the number of measurement channels. Fitting enough circulators at the base temperature stage of a cryostat is one eventual bottleneck associated with building a scalable quantum computer. Furthermore, circulators are both lossy and provide finite isolation from amplifier noise. Isolation can be improved using multiple isolators in series, but at the cost of increased resistive loss and impedance mismatches, which necessitate a stronger readout pulse in order to make a projective qubit measurement. This can be just as detrimental as amplifier backaction; both have the potential to drive higher-level state transitions which can cause readout errors, and reduce the extent to which a measurement is quantum non-demolition [11,12].

In recognition of these problems, it has been a longstanding goal to replace ferrite circulators and isolators with a chip-scale, higher-performance alternative. Efforts to do so have often involved parametrically coupling high-Q resonant modes [13,19] or concatenating frequency conversion and delay operations [20,23]. Such technologies show promise but have yet to supplant ferrites. Performance specifications such as isolation and bandwidth must still be improved, and multiple high frequency control tones per device are undesirable from the perspective of scalability. An alternate approach is to simply remove any isolation between the qubit and amplifier [21,20]. This allows for high efficiency but at the cost of full exposure to amplifier backaction.

Here, we instead engineer a replacement for ferrites based on the coordinated operation of superconducting switches. These switches are integrated into a single, chip-scale device we call a ‘Superconducting Isolating Modular Bifurcation Amplifier’ (SIMBA), Fig. 1. The SIMBA consists of a two-port parametric cavity (a Josephson parametric amplifier, JPA [3,4,27]) with fast, low-loss and high on-off ratio superconducting switches placed on both ports. Importantly, these switches are de-actuated, requiring no microwave control tones. Pulsed, unidirectional gain is realized by the sequential operation of these switches combined with resonant delay, and parametric gain, in the parametric cavity. We use this
FIG. 1. Procedure. (a) A transmon qubit is measured using a ‘Superconducting Isolating Modular Bifurcation Amplifier’ (SIMBA). (b) The SIMBA is comprised of a two-port parametric cavity with a Tunable-Inductor-Bridge (TIB) style coupler on each port. (c) To measure the qubit, a probe tone is sent into the readout cavity, swapped into the parametric cavity, and then amplified. The amplified state is then coupled to a standard cryogenic measurement chain and digitized. Cyan (pink) histograms correspond to single-shot measurements when the qubit has been prepared in the ground (excited) state.

procedure to demonstrate efficient, high-quality readout of a superconducting qubit while simultaneously isolating it from the bulk of amplifier backaction.

Central to the SIMBA is a flux-pumped parametric cavity: a lumped-element inductor-capacitor circuit where approximately half the inductance comes from an array of superconducting quantum interference devices (SQUIDs). When flux through these SQUIDs is modulated at twice the cavity resonance frequency, the cavity state undergoes phase-sensitive parametric amplification via three-wave mixing. The external coupling of the parametric cavity is controlled by superconducting switches constructed using a ‘Tunable Inductor Bridge’ (TIB) [29, 30]. TIB transmission is tuned by a dc signal which changes the balance of a Wheatstone bridge of SQUID arrays. Tested in isolation, the TIB has an on/off ratio greater than 50 dB tunable between 4 GHz and 7.3 GHz (see supplementary material Section III.B.).

The TIB 1-dB compression point is approximately -98 dBm, which crucially allows the TIB to function effectively while the state in the parametric cavity is amplified.

We use the SIMBA to measure a transmon qubit dispersively coupled to a readout cavity. As in conventional dispersive readout [2], a pulse is first sent into the weakly coupled port of a two-port readout cavity, where it acquires a qubit state-dependent phase shift. TIB1 is then set to transmit mode for a duration (20 ns), chosen to fully swap this pulse into the parametric cavity, which has previously been tuned near resonance, Fig. 2. We then strongly flux-pump the parametric cavity into the bistable regime [31, 32]: a non-unitary process in which the cavity latches into one of two bistable states with opposite phase but large, equal amplitudes. Readout is achieved by seeding the parametric cavity state with the probe tone, such that the post-measurement qubit state is correlated with the latched state of the parametric cavity [33, 34]. We choose to thus discretize and store the measurement result within the cryostat as a step toward
implementing rapid and hardware efficient feed-forward protocols \[29\]. To learn the measurement result outside of the cryostat, TIB2 is set to transmit mode, coupling this state to a standard cryogenic microwave measurement chain.

We focus on three figures of merit to describe the success of this readout: excess backaction \(n_b\), measurement efficiency \(\eta\), and maximum readout fidelity \(F_0\). To characterize these quantities we use the framework of measurement-induced dephasing \[36\].

Ideally, measurement-induced dephasing of the qubit comes only from a readout pulse. Consider a qubit prepared in a superposition state \((|0\rangle + |1\rangle)/\sqrt{2}\), a readout pulse at the appropriate frequency interacts with this qubit to create the entangled state

\[ |\alpha\rangle \langle \alpha| + |0\rangle \langle 0| \]

where \(|\alpha\rangle\) and \(|\alpha_1\rangle\) are coherent states both of amplitude \(|\alpha|\), separated in phase space by the angle \(2 \theta = 2 \arctan(2\chi/\kappa_r)\), where the readout cavity frequency shifts by \(\pm \chi/2\pi\) dependent on the qubit state, and \(\kappa_r/2\pi\) is the loss rate of the readout cavity \[4\].

After measurement, the off-diagonal element of the qubit density matrix becomes

\[ |\rho\rangle = \frac{1}{2} |\alpha\rangle \langle \alpha| + \frac{1}{2} e^{-2n_r} |0\rangle \langle 0| \]

where \(n_r = (|\alpha| \sin \theta)^2\) is the effective photon number of the readout pulse, corresponding to the square of half the separation in phase space between \(|\alpha\rangle\) and \(|\alpha_1\rangle\) (see supplementary material Section II.A). Here, \(n_r\) is nearly equal to the readout pulse photon number \(|\alpha|^2\)

\[ n_r = 0.95 |\alpha|^2 \]

In practice, measurement may include ‘excess backaction’ or additional dephasing. This is modeled as an additional pulse with an effective photon number,

\[ n_b = -\frac{1}{2} \log(2\rho_b) \]

such that the coherence of a superposition state is reduced to

\[ |\rho\rangle = \frac{1}{2} e^{-2(n_r + n_b)} |\alpha\rangle \langle \alpha| + \frac{1}{2} e^{-2n_r} |0\rangle \langle 0| \]

where \(0 \leq n_b \leq 1/2\) is the post-measurement coherence in the absence of readout photons. The effective photon number \(n_r\) in a given readout pulse is not a priori known, but is related to its amplitude expressed in experimental units, \(\epsilon \propto \sqrt{n_r}\). The measurement-induced dephasing can therefore be expressed as

\[ |\rho\rangle = \rho_0 e^{-2(\sqrt{\eta} + \sigma)} = \rho_0 e^{-2n_r} \]

where \(\sqrt{\eta} = \epsilon/2\sigma\) and physically, the constant \(\sigma\) calibrates the readout pulse amplitude in units of (photon number)\(^{1/2}\).

A dephased qubit indicates that information about its energy eigenstate may be learned by a detector. This information may be quantified by a readout fidelity \[22\]

\[ F_r = 1 - P(e|0) - P(g|\pi) \]

where \(P(e|0)\) and \(P(g|\pi)\) are the probability of incorrect assignment when the qubit is prepared in the ground or excited state, respectively.

For dispersive readout using a thresholded measurement (see supplementary material Section II.B), readout fidelity is

\[ F_r = F_0 \text{erf} \left( \sqrt{2n_e} \right) = F_0 \text{erf} [\mu \epsilon] \]

Here \(F_0\) is the maximum readout fidelity, and \(\eta = \eta_{\text{loss}} \eta_{\text{amp}}\) is the measurement efficiency \[35\], defined here such that \(1 - \eta_{\text{loss}}\) is the fraction of readout pulse energy which has been lost before the pulse undergoes parametric amplification, which is assumed to be noiseless such that \(\eta_{\text{amp}} = 1\). The constant \(\nu = \sqrt{2n_e} / \epsilon\) characterizes how quickly \(F_r\) increases with \(\epsilon\).

The relationship between \(\nu\) and \(\sigma\) gives the convenient formula,

\[ \eta = 2\sigma^2 \nu^2. \]

Intuitively, measurement efficiency \(\eta\) is determined by the readout fidelity of a weak measurement (quantified by \(\nu\)), compared to its backaction (quantified by \(\sigma\)) \[37\].

To experimentally determine the figures of merit \(n_b\), \(\eta\) and \(F_0\), we measure readout fidelity and post-measurement coherence, both as functions of the experimental readout amplitude \(\epsilon\). Readout fidelity \(F_r\) is simply computed by measuring \(P(e|0)\) and \(P(g|\pi)\), and using Eq. 3. To measure \(|\rho_{01}\rangle\), the qubit is prepared in a superposition state, exposed to backaction from a variable strength measurement with readout pulse amplitude \(\epsilon \propto \sqrt{n_r}\), and then projectively measured after a variable Ramsey delay and a second \(\pi/2\) pulse, Fig. 3. We first characterize the backaction from a ‘measurement’ of zero readout amplitude, \(\epsilon = 0\); meaning backaction solely due to actuating the TIBs (left-most point in the ‘pump off’ data, cyan, Fig. 3), and the combination of actuating the TIBs and pumping the parametric cavity (left-most data point, ‘pump on’ data, indigo). We then repeat this sweep over the variable amplitude \(\epsilon\), both with the parametric pump turned off (cyan) and on (indigo) during the variable measurement. For comparison, qubit coherence is also measured without exposure to any backaction, meaning no variable measurement inserted into the Ramsey delay (e.g. violet data, Fig. 3). The ratio of the Ramsey fringe amplitudes with/without exposure to backaction gives \(2|\rho_{01}|\), with the ratio taken to correct for readout infidelity.

This characterization determines that our readout is low-backaction, high fidelity, and high efficiency. Excess backaction is found from \(n_b = 0.141 \pm 0.002\) (left-most data point, ‘pump on’ data, Fig. 3). Uncertainty represents plus/minus one standard deviation). Using Eq. 1, this corresponds to \(n_b = 0.63 \pm 0.01\) effective photons of excess backaction; about one quarter of the \(n_{\text{proj}} = 2.4\) effective photons used in a projective measurement (the maximum value on the x-axis of Fig. 3), and far less than the \(\sim 150\) photons in the pumped state.
of the parametric cavity (see supplementary material Section IV.E.). Next, we find \( \nu \) and the maximum fidelity \( F_0 = 95.5\% \pm 0.3\% \) by fitting \( F_r \) vs. readout amplitude (red data, Fig. 3b) to Eq. 4. Finally we obtain \( \sigma \) from a fit of the ‘pump off’ data (cyan) to Eq. 2 and therefore determine \( \eta = 70.4\% \pm 0.9\% \) using Eq. 5. This fit excludes the first four data points, which level off more quickly than predicted such that excess backaction includes \( 0.05 \pm 0.01 \) effective photons caused solely by actuating the TIBs. This dephasing process is not captured by our model, and may result from a noise source on the parametric cavity side of TIB1 (see supplementary material Section V.B.). Including any or all of these points, or instead fitting the ‘pump on’ data, returns a larger value for \( \eta \).

The limitations on \( n_b \), \( \eta \) and \( F_0 \) are understood and their values may be improved upon (see supplementary material Section VI). Excess backaction primarily results from the \(-26\) dB of transmission through TIB1 when in reflect mode. This transmission is higher than the \(-50\) dB of transmission measured in a single TIB in isolation, a discrepancy which may result from the solvable problems of a spurious transmission path within the chip or sample box, or the pumped parametric cavity state approaching the power handling capability of the TIB. Maximum readout fidelity is limited by qubit decay and state preparation error including a \( \sim 2\% \) thermal population, errors which do not represent limitations of the SIMBA itself. Finally, efficiency is limited primarily by the \( 4.0 \) MHz \( \pm 0.2 \) MHz loss rate of the parametric cavity. The dominant contributions to this loss are the non-zero transmission through TIB2 when in reflect mode, on-chip dissipation, and coupling to cable modes: effects which may all be mitigated in future designs.

### TABLE I. Readout performance summary.

| Parameter                        | Value                  |
|----------------------------------|------------------------|
| Measurement efficiency           | \( \eta = 70.4\% \pm 0.9\% \) |
| Excess backaction                | \( n_b = 0.66 \pm 0.01 \) photons |
| Maximum readout fidelity         | \( F_0 = 95.5\% \pm 0.3\% \) |
| Measurement time                 | 265 ns                 |

In conclusion, we measure a transmon qubit using a chip-scale, pulsed directional amplifier. The qubit is isolated from amplifier backaction using a superconducting switch to control the coupling between a readout and parametric cavity. Simultaneously demonstrated metrics for this readout are given in Table I. With reasonable changes to the SIMBA and experimental setup, we estimate it is possible to achieve \( \eta > 90\% \) with \( F_0 > 99\% \), \( n_b \leq 0.02 \) and a measurement time of less than 100 ns (see supplementary material Section VI).

This demonstration combines state-of-the-art measurement efficiency and considerable isolation from amplifier backaction such that \( n_b \sim n_{proj}/4 \). The measurement efficiency of previous superconducting qubit readout schemes have been limited to \( \eta = 80\% \) [23], and less when providing any isolation before a parametric amplifier [3, 27, 38]. Near-unit measurement efficiency after future improvements would allow for near-complete ac-
cess to the information extracted from a quantum system. Additionally, the SIMBA is chip-scale, compatible with scalable fabrication procedures including the use of through-silicon-vias [30], and requires only one microwave control tone to operate. The SIMBA is therefore a favorable choice for high-quality and scalable superconducting qubit measurement.
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I. INTRODUCTION

A. Outline

In the main text we introduce a novel superconducting device: the ‘Superconducting Isolating Modular Bifurcation Amplifier’ (SIMBA). Using the SIMBA, we demonstrate efficient, low-backaction and high-fidelity measurement of a superconducting qubit. The purpose of this supplementary material is to clarify and support claims made in the main text, to present experimental details, and finally to serve as a resource for the future operation and design of SIMBAs or SIMBA-like devices. The supplementary material is organized as follows:

In Section II, we begin with a theoretical discussion of measurement-induced dephasing of a qubit. We show how this fundamental property of quantum mechanics can be used to calibrate the efficiency of a measurement [1]. We first show this for measurement using a linear amplifier, as previously done in Refs. [2–5]. This method is then extended to the similar case of a bifurcation amplifier. Finally, we examine qubit measurement from an information theoretical standpoint [6, 7], contrasting the use of a linear vs. bifurcation amplifier.

In Section III, we turn to hardware. First, we describe the SIMBA along with its components: two superconducting switches and the Josephson parametric amplifier. Section IV is devoted to a theoretical understanding of our parametric amplifier pumped into the bifurcation regime. This is useful for understanding the parametric amplifier design space. In particular, we build on work in Ref. [8] for the case of a parametric amplifier constructed from an array of SQUIDs. Section V discusses the calibration and performance of qubit readout using a SIMBA. Section VI concludes with a discussion of the limitations of the current SIMBA, along with suggested improvements.

B. Comparison to previous work

Before an in-depth analysis of readout using a SIMBA, we briefly compare this work to other recent demonstrations of superconducting qubit readout. Doing so is helpful for understanding how this work fits into the superconducting qubit literature. In this comparison, we focus on the different figures of merit reported in Table I of the main text: measurement efficiency $\eta$, excess backaction $n_b$, maximum readout fidelity $F_0$, and the time in which readout is completed [19].

Table. S1 gives a list (not exhaustive) of recent demonstrations of superconducting qubit readout in which the
TABLE S1. Comparison to related works. The references in this table are a selection of recent demonstrations of superconducting qubit readout in which the measurement efficiency $\eta$ is characterized. When doing conventional dispersive readout [9] using ferrite circulators or isolators, many recent demonstrations have readout fidelities of 0.95 or greater, readout times of several hundred nanoseconds, and measurement efficiencies between $\eta = 0.1$ and $\eta = 0.6$ (characterized by a comparison of measurement induced dephasing to the information gain of a weak measurement, as in this work), [2, 3, 5, 10–13].

| Reference             | Measurement efficiency | Isolation/backaction | Readout fidelity | Readout time |
|-----------------------|------------------------|----------------------|------------------|--------------|
| Andersen et al. (2020), [11] | 0.15 – 0.30            | ferrite-based        | 0.978 – 0.994    | 300 – 400 ns |
| Abdo et al. (2020), [14]   | $\sim 0.2^a$           | 0.002 photons        | 0.92             | 1000 ns      |
| Peromin et al. (2020), [13] | 0.11                   | ferrite-based        | 0.95$^b$         | 220 ns       |
| Andersen et al. (2019), [11] | 0.24                   | ferrite-based        | 0.987 – 0.992    | 200 ns       |
| Abdo et al. (2019), [15]   | $\sim 0.3^a$           | 0.01 photons$^c$     | 0.9              | 200 ns       |
| Touzard et al. (2019), [5] | 0.6                    | ferrite-based        | 0.978            | 870 ns       |
| Eddins et al. (2019), [4]  | 0.80                   | no isolation before amp. | not specified   | N/A          |
| Heimsoo et al. (2018), [10] | 0.43 – 0.52            | ferrite-based        | 0.936 – 0.988    | 250 ns       |
| Bultink et al. (2018), [2] | 0.08$^d$               | ferrite-based        | not specified    | N/A          |
| Eddins et al. (2018), [3]  | 0.38                   | ferrite-based        | not specified    | N/A          |
| Walter et al. (2017), [16] | 0.75$^e$               | ferrite-based        | 0.992            | 88 ns        |
| Macklin et al. (2015), [17]| 0.49                   | ferrite-based$^f$    | 0.967            | 100 ns       |

$^a$ Refs. [14, 15] characterize the measurement efficiency using the method described in Ref. [18].

$^b$ Ref. [13] reports readout fidelity using a different definition than in this work. Here, we convert their reported maximum readout fidelity to the definition in Eq. 3, main text.

$^c$ In Ref. [15], isolation between a qubit and amplifier is provided by the combination of a chip-scale superconducting isolator and a ferrite circulator.

$^d$ Ref. [2] reports a definition for $\eta$ which is scaled by a factor of 1/2 from our definition. Here, we converted their reported measurement efficiency to our definition in Section II.B.1.

$^e$ In Ref. [16], $\eta$ is estimated by determining the power spectral density of a readout pulse using the ac-Stark shift of the qubit, and comparing this to the power spectral density of a measured signal.

$^f$ Without any ferrite circulators or isolators at its input, a pumped JTWPA will in-principle not cause excess backaction if its pump signal is perfectly matched with the JTWPA. In practice, it is difficult to prevent some of this relatively large ($\gg 1$ photon) pump signal from scattering toward the qubit.

measurement efficiency $\eta$ has been characterized. The highest measurement efficiency which has thus-far been reported in a circuit quantum electrodynamics system is $\eta = 0.80$ in Ref. [4]. In Ref. [4], a qubit is dispersively coupled to a readout cavity which shares functionality as a flux-pumped parametric amplifier. There are therefore no non-reciprocal elements between the qubit and amplifier. To the authors’ knowledge, the highest measurement efficiencies that have yet been reported with considerable isolation between the qubit and amplifier are $\eta = 0.75$ in Ref. [16] (where $\eta$ is calibrated without a comparison to measurement-induced dephasing, as done elsewhere in Table S1), and $\eta = 0.6$ in Ref. [5]. Note that both of these experiments isolate the measured qubit from amplifier backaction by using ferrite circulators and isolators.

One advantage of the SIMBA is the elimination of any ferrite circulators or isolators between a qubit and parametric amplifier. There have thus-far been relatively few demonstrations of this in the superconducting qubit literature. To the authors’ knowledge, Refs. [14, 20] are the only such demonstration yet-reported with considerable isolation from amplifier backaction [21]. Read-out using a SIMBA claims novelty in the combination of high efficiency and relatively fast and high-fidelity measurement, while still limiting excess backaction to 0.66 photons, equivalent to isolation of approximately -26 dB.

II. EFFICIENCY

The inherent decoherence associated with quantum measurement can be used as a resource for metrology. As such, we describe how a variable strength quantum measurement is used to precisely measure the efficiency of a measurement, a metric which quantifies the loss and added noise of a detector [1].

A. Measurement-induced dephasing

Here we consider measurement of the state of a qubit via a projective measurement performed on an ancilla system, entangled with the qubit. A quantum measurement on the system as a whole is characterized by a positive operator-valued measurement (POVM) $\Pi = \{\Pi_x : x \in X\}$, which consists of a set of positive semidef-
inite operators $\Pi_x \geq 0$ labeled by the measurement outcome $x$ in some set $\mathcal{X}$, and satisfying $\sum_{x \in \mathcal{X}} \Pi_x = I$. For each $x$ one may choose Kraus operators $A_x$ such that $\Pi_x = A_x^\dagger A_x$. Note that the choice of Kraus operators is not unique. Given a measurement outcome $x$, the POVM maps a quantum state $\hat{\rho}$ to a new quantum state $\hat{\rho}_x$ via the formula [22],

$$\hat{\rho}_x = \frac{A_x \hat{\rho} A_x^\dagger}{\text{Tr}(\Pi_x \hat{\rho})}.$$  \hfill (S1)

Since the POVM is complete, $\sum_{x \in \mathcal{X}} \Pi_x = I$, the post-measurement state is then

$$\hat{\rho}' = \sum_x \lambda_x \hat{\rho}_x$$  \hfill (S2)

with probabilities $\lambda_x = \text{Tr}(\Pi_x \hat{\rho})$.

Now consider a qubit entangled with a measurement system in the states $|\varphi_0\rangle$ and $|\varphi_1\rangle$,

$$|\psi\rangle = \frac{1}{\sqrt{2}} (|0\rangle \langle \varphi_0 | + |1\rangle \langle \varphi_1 |),$$  \hfill (S3)

with density matrix $\hat{\sigma} = |\psi\rangle \langle \psi|$ describing the joint state of the qubit and the measurement system. For the POVM element $\Pi_x = |x\rangle \langle x|$, Eq. S1 gives the following state after obtaining the measurement outcome $x$,

$$\hat{\sigma}' = \frac{1}{2\lambda_x} \left( \begin{array}{cc} |\langle x|\varphi_0 ||^2 & \langle x|\varphi_1 | \langle \varphi_1 |x| \rangle \\ \langle x|\varphi_1 | & |\langle x|\varphi_1 ||^2 \end{array} \right) |x\rangle \langle x|,$$  \hfill (S4)

where $\lambda_x = \text{Tr}(\Pi_x \hat{\sigma})$. Summing Eq. S4 over all measurement outcomes as in Eq. S2 and taking the partial trace over the second system gives the average density matrix $\hat{\rho}' = \text{Tr}_2(\sum_x \lambda_x \hat{\sigma}_x')$ of the qubit after measurement [23],

$$\hat{\rho}' = \frac{1}{2} \left( \begin{array}{cc} 1 & \langle \varphi_1 |\varphi_0 | \rangle \\ \langle \varphi_0 |\varphi_1 | & 1 \end{array} \right).$$  \hfill (S5)

In other words, the projective measurement on the ancilla via POVM element $\Pi_x$ transforms the pure qubit state into the mixed state given by Eq. S5. Qubit coherence (the off-diagonal density matrix element of the qubit) will be reduced by the extent to which $|\varphi_0\rangle$ and $|\varphi_1\rangle$ are orthogonal.

In dispersive readout [9], a qubit is entangled with a coherent state such that $|\varphi_0\rangle = |\alpha_0\rangle$ and $|\varphi_1\rangle = |\alpha_1\rangle$, Fig. S1a. These states have equal amplitudes $|\alpha|$ but are separated by a maximum angle $\Theta = 2 \arctan (2\chi/\kappa_r)$ in quadrature space, Fig. S1a. Here, $\kappa_r/2\pi$ is the loss rate of the readout resonator, whose frequency changes by $\pm \chi/2\pi$ depending on the qubit state.

The wavefunction of a normalized coherent state in the quadrature basis is defined to be

$$\langle x|\alpha \rangle = \left( \frac{2}{\pi} \right)^{1/4} e^{-|\alpha|^2 \sin^2(\Theta)/2} e^{-i(x-\text{Re}[\alpha])^2 - 2x \text{Im}[\alpha]} \sin \theta \cos \theta.$$  \hfill (S6)

In this definition, the single-quadrature standard deviation of the coherent state is $1/\sqrt{2}$, its single-quadrature variance is $1/2$, and $|\langle x|\alpha \rangle|^2 = \sqrt{2/\pi} e^{-2(x-\text{Re}[\alpha])^2} [7, 24]$. From Eq. S5, the qubit after measurement is in a mixed state with coherence $\rho_{01}' = \frac{1}{2} \langle \alpha_0|\alpha_1 \rangle$. Evaluating this gives,

$$\hat{\rho}' = \frac{1}{2} \left( \begin{array}{cc} 1 & e^{-2|\alpha|^2 \sin^2 \theta} \\ e^{-2|\alpha|^2 \sin^2 \theta} & 1 \end{array} \right).$$  \hfill (S6)

As $|\alpha| \to \infty$, qubit coherence vanishes and Eq. S6 reduces to the density matrix of a qubit prepared in a superposition state and then projectively measured. Eq. S6 also concludes that dephasing goes to zero in the limit where $\theta \to 0$ such that $\kappa_r \gg 2\chi$. This makes sense: a readout signal much more strongly coupled to the environment than to the qubit will dissipate before becoming entangled with the qubit.

With no readout signal, $|\alpha| = 0$, a qubit may still be dephased by the excess backaction of a detector (for example, due to finite isolation between the qubit and amplifier). Post-measurement qubit coherence is then modified to,

$$|\rho_{01}'| = \rho_b e^{-2|\alpha|^2 \sin^2 \theta},$$  \hfill (S7)

where $0 \leq \rho_b \leq 1/2$ is the dephasing in excess of that caused by the readout pulse.

B. Measurement efficiency

1. Definition

As a qubit is dephased by measurement, classical information about the qubit state may also be gained. As given by Eq. S7, the amount of dephasing — and therefore possible information gain — is a function of the separation in phase space between coherent states $|\alpha_0\rangle$ and $|\alpha_1\rangle$. In practice, loss present between the qubit and detector will diminish this separation before $|\alpha_0\rangle$ and $|\alpha_1\rangle$ can be measured. Loss scales the measured coherent state amplitudes by $|\alpha| \to \sqrt{\rho_{\text{loss}}} |\alpha|$, where $0 \leq 1 - \rho_{\text{loss}} \leq 1$ is the fraction of readout energy remaining upon amplification, Fig. S1a. The total efficiency of a measurement chain, i.e. its measurement efficiency [25], is equal to $\eta = \rho_{\text{loss}} \eta_{\text{amp}}$, where $0 \leq \eta_{\text{amp}} \leq 1$ is the efficiency of the amplifier chain (quantifying its added noise). In this work, we measure $\eta$ but we assume $\eta_{\text{amp}} = 1$ and therefore $\eta = \rho_{\text{loss}}$, because we use a phase-sensitive parametric amplifier which in principle adds no noise along the amplified quadrature [26].

2. Linear measurement

Loss before measurement transforms $|\alpha_0\rangle$ and $|\alpha_1\rangle$ to the states $|\alpha_0\rangle'$ and $|\alpha_1\rangle'$, respectively, Fig. S1a. The ability of a detector to discriminate $|\alpha_0\rangle'$ and $|\alpha_1\rangle'$ may be
FIG. S1. Dispersive readout model. (a) A coherent state of amplitude $|\alpha|$ and single quadrature standard deviation $1/\sqrt{2}$ acquires a phase shift $\pm \theta$ dependent on the qubit state. Loss before a detector scales the amplitude of this coherent state by $\sqrt{\eta_{\text{loss}}}$ to create $|\alpha_0|$ and $|\alpha_1|$, here assuming that $\eta = \eta_{\text{loss}}$. (b) Linear measurement along the $x$-quadrature yields the cyan (pink) distribution if the qubit was prepared in the ground (excited) state. The height of these distributions are proportional to the amplitude squared of the coherent state wavefunctions $|\langle x | \alpha_0 \rangle|^2$ and $|\langle x | \alpha_1 \rangle|^2$, such that their standard deviations $w_0$ and $w_1$ represent the coherent state variance. After noiseless parametric amplification, the experimentally measured signal-to-noise ratio (SNR) is defined according to Eq. S9. Errors due to finite SNR and preparation infidelity, illustrated in (c), are indistinguishable when a linear measurement result is thresholded as shown in (d). This is true regardless of whether the thresholding is due to use of a bifurcation amplifier, or due to post-processing of a linear measurement.

quantified by a signal-to-noise ratio (SNR) [1]. We define SNR [5, 27] as the separation in phase space between these states divided by their single quadrature standard deviation of $1/\sqrt{2}$. The expected SNR of a measurement along the $x$-quadrature is therefore

$$\text{SNR} = \sqrt{8\eta} |\alpha| \sin \theta.$$  \hspace{1cm}  (S8)

Referring to Fig. S1b,c, this is equal to the experimentally measured value of

$$\text{SNR} = \frac{|d_1 + d_0|}{\sqrt{w_1^2 + w_0^2}},$$  \hspace{1cm}  (S9)

where $|d_1 + d_0|$ is the separation between the two measured histograms (corresponding to the qubit in the ground/excited state), and $w_1 = w_0$ are the standard deviations of these histograms (corresponding to the coherent state variance).

Eq. S7 and Eq. S8 can be used together to quantify the efficiency of a linear measurement

$$\eta = \frac{\text{SNR}^2}{-4 \log (|\rho_0' / \rho_b|)},$$  \hspace{1cm}  (S10)

which is a function of the experimentally measurable quantities of $|\rho_0'|$, $\rho_b$ and SNR. For any readout amplitude $|\alpha|$, measurement of SNR and dephasing $|\rho_0'|/\rho_b$ thus determines $\eta$. It is expedient to simplify this determination by measuring $|\rho_0'|$ and SNR at different values of readout amplitude. Consider a readout amplitude in the experimental units $\epsilon$ proportional to $|\alpha|$ (e.g. voltage bias on a mixer). From Eq. S8, the signal-to-noise ratio will increase linearly with $\epsilon$. From Eq. S7, qubit coherence is reduced as a Gaussian function of the readout amplitude $\epsilon$. Therefore,

$$\text{SNR} = a \epsilon, \quad |\rho_0' (\epsilon)| = \rho_b e^{-\epsilon^2/2\sigma^2},$$  \hspace{1cm}  (S11)

where $a$ is a constant of proportionality and $\sigma$ is a Gaussian standard deviation. Substituting these expressions into Eq. S10 and solving for $\eta$ gives

$$\eta = \frac{a^2 \sigma^2}{2}.$$  \hspace{1cm}  (S12)

Eq. S12 gives the measurement efficiency in terms of $\sigma$ and $a$, experimental quantities which are determined from fits to measurements of $|\rho_0'|$ and SNR as functions of the readout amplitude $\epsilon$. We reiterate that in this work, including Eq. S12, we define measurement efficiency such that $\eta = 1$ when using an ideal, phase-sensitive amplifier, with no other loss or added noise introduced by the detector [28].

3. Bifurcated measurement

The measurement discussed in this work, however, does not use a linear amplifier. Pumping a parametric amplifier into bifurcation is a non-unitary process which destroys information: all possible input states are irreversibly mapped to two output states, illustrated by the distribution in Fig. S1d. Finite SNR and preparation infidelity are indistinguishable after thresholding which prevents a direct measurement of SNR for use in Eq. S10 and thus Eq. S12.

To understand the efficiency of a bifurcated measurement, we instead consider the qubit readout fidelity [29]

$$F_r = 1 - P(e|0) - P(g|\pi),$$  \hspace{1cm}  (S13)

where $P(e|0)$ and $P(g|\pi)$ are the error probabilities of measuring the qubit to be in the excited (ground) state, when the qubit is prepared in the ground (excited) state,
respectively, such that $0 \leq F_r \leq 1$. Intuitively, readout fidelity is the probability of the detector to correctly discriminate the state that the qubit has been prepared in: $F_r = \frac{1}{2} (P(e|\pi) - P(e|0)) + \frac{1}{2} (P(g|0) - P(g|\pi))$.

Readout fidelity is limited by both finite readout amplitude and preparation infidelity. Preparation infidelities, $p_0$ and $q_0$, are defined as the probability of having prepared the qubit in the excited (ground) state when trying to prepare it in the ground (excited) state, respectively. These infidelities $p_0$ and $q_0$ define a maximum readout fidelity $F_0 = 1 - p_0 - q_0$.

To model the readout fidelity, we model our bifurcated measurement as a linear amplification whose result (a measured value along the $x$-quadrature, Fig. S1) is thresholded by its sign, assigning the qubit state to one of two distinct outcomes. Measurement error is the sum of correct state preparation but incorrect assignment, and incorrect state preparation with correct assignment [29]:

$$P(e|0) = \int_{-\infty}^{0} dx \left( (1 - p_0) |\langle x|\alpha_0'\rangle|^2 + p_0 |\langle x|\alpha_1'\rangle|^2 \right),$$

(S14)

$$P(g|\pi) = \int_{0}^{\infty} dx \left[ q_0 |\langle x|\alpha_0'\rangle|^2 + (1 - q_0) |\langle x|\alpha_1'\rangle|^2 \right].$$

(S15)

Evaluating these integrals and plugging the results into Eq. S13 yields,

$$F_r = F_0 \text{erf} \left( \sqrt{2\eta|\alpha| \sin \theta} \right).$$

(S16)

Note that the argument of Eq. S16 is always positive, since $0 \leq \theta \leq \pi/2$ as defined in Fig. S1a. Using Eq. S7, readout fidelity can be expressed in terms of the measurement induced dephasing,

$$F_r = F_0 \text{erf} \left( -\eta \log (|\rho|/\rho_0) \right).$$

(S17)

In order to finally determine $\eta$, we use Eq. S17 to solve for $\eta$ in a similar manner to how we obtained Eq. S12. Again, we consider readout amplitude in the experimental units of $\epsilon \propto |\alpha|$ (see Eq. 2 in the main text, also). From Eq. S16, readout fidelity will increase as an error function with respect to $\epsilon$, and qubit coherence will still decrease as a Gaussian:

$$F_r(\epsilon) = F_0 \text{erf} [\nu \epsilon], \quad |\rho_{01}'(\epsilon)| = \rho_0 e^{-\epsilon^2/2\sigma^2}.$$  

(S18)

Where $\nu$ and $\sigma$ are obtained from fits of experimental data, e.g. Fig 3c. Using Eq. S17 and Eq. S18 to solve for $\eta$ gives

$$\eta = 2\nu^2\sigma^2.$$  

(S19)

Eq. S19 (Eq. 5 in the main text) gives the measurement efficiency $\eta$ in terms of $\sigma$ and $\nu$, quantities which can be experimentally determined from fits to measurements of $|\rho_{01}'|$ and $F_r$ as functions of $\epsilon$.

C. Information efficiency

The methods described in the previous section are specific to either a linear or bifurcated measurement. Alternatively, measurement of a qubit using any type of detector can be understood in terms of information theory [6, 7]. This analysis can be useful if the specific mechanism for qubit readout measurement is unclear or does not cleanly follow the models of Eq. S12 or Eq. S19. This analysis will also allow us to quantitatively compare the information gained by linear vs. bifurcated measurements.

1. Accessible information

When a qubit prepared in a superposition state $(|0\rangle + |1\rangle)/\sqrt{2}$ is measured, it is collapsed toward the eigenstate $|0\rangle$ or $|1\rangle$. How projective, or how strong, the measurement is quantifies this collapse. For two quantum states $|\varphi_0\rangle$ and $|\varphi_1\rangle$ of a measurement system which are entangled with the qubit as given by Eq. S3, this collapse is characterized by the ‘error probability’ $r$ associated with discriminating $|\varphi_0\rangle$ and $|\varphi_1\rangle$. Error here, given by the Helstrom bound [30], is a function of the non-orthogonality of these states. For pure states $|\varphi_0\rangle$ and $|\varphi_1\rangle$ this minimum error probability is

$$r = \frac{1}{2} \left( 1 - \sqrt{1 - |\langle \varphi_0 | \varphi_1 \rangle|^2} \right),$$

which from Eq. S5 equals

$$r = \frac{1}{2} - \frac{1}{2} \sqrt{1 - 4|\rho_{01}'|^2},$$

(S20)

with $0 \leq r \leq \frac{1}{2}$. The Helstrom bound has a simple geometric interpretation: Fig. S2 illustrates a qubit density matrix before and after measurement in the $z$-basis, such that a superposition state is partially projected onto $|0\rangle$, with some remaining phase coherence $|\rho_{01}'|$. The error probability $r$ is the remaining uncertainty of the post-measurement qubit state, equal to the length of the green vector.

Explicitly, consider the states $|\varphi_0\rangle$ and $|\varphi_1\rangle$ to be prepared with equal probability. We take that a measurement of $|\varphi_0\rangle$ occurs with error probability $r_0$, and a measurement of $|\varphi_1\rangle$ with error probability $r_1$. The probability of obtaining the measurement outcomes corresponding to $|\varphi_0\rangle$ or $|\varphi_1\rangle$ are therefore $s_0 = (1 - r_0)/2 + r_1/2$ and $s_1 = 1 - s_0$, respectively. The quantities $r_1/2s_0$ and $r_0/2s_1$ are the fractional likelihoods of error, given by Bayes’ theorem. This is generalizable to the case where $|\varphi_0\rangle$ and $|\varphi_1\rangle$ are prepared with different probabilities, but here we consider only the case of Eq. S3 for simplicity.

Measurement therefore gains information about the qubit state, quantified by the probabilities $r_1/2s_0$ and $r_0/2s_1$. As in Ref. [7], this information is quantified by
We can similarly determine the information attained by measurement. The information $I_{\text{meas}}^{\text{bif}}$ gained from a bifurcated measurement (here meaning two possible outcomes) is:

$$I_{\text{meas}}^{\text{bif}} = 1 - \frac{1}{2} H(P(e|0) - \frac{1}{2} H(P(g|\pi)).$$

We refer to the supplementary material for a derivation of this equation. We refer to the supplementary material for a derivation of this equation.

2. Information gain

FIG. S3. **Information gained by a qubit measurement.**

(a) Accessible information, $I_{\text{acc}}$, from Eq. S23, after the qubit is measured by a coherent state with amplitude $|\alpha|$ (dashed line, and assuming $\theta = \pi/2$). $I_{\text{acc}}$ grows with $|\alpha|$, and (b) is always greater than or equal to the information gain from either a bifurcated (blue) or linear (red) measurement.

FIG. S2. **The Helstrom bound.** A qubit is prepared in a superposition state $\hat{\rho}$ and non-projectively measured in the $z$-basis. For a given measurement outcome, the post-measurement qubit state is $|\phi\rangle = \sqrt{1-r} |0\rangle + \sqrt{r} |1\rangle$, with density matrix $\hat{\rho}' = |\phi\rangle \langle \phi|$. The projection of this state along the $z$-axis, $1-r$, quantifies the remaining uncertainty $r$ about the qubit state. In this example a projection toward $|0\rangle$ is illustrated, but a projection toward $|1\rangle$ occurs with equal probability.

The mutual information,

$$I = 1 - \left[ s_0 H\left( \frac{r_1}{2s_0} \right) + s_1 H\left( \frac{r_0}{2s_1} \right) \right],$$

where $H(x) = -x \log_2(x) - (1-x) \log_2(1-x)$ denotes the binary entropy.

The accessible information $I_{\text{acc}}$ is defined as the maximum possible mutual information $I$ which may be obtained by a measurement. This occurs when the measurement error probabilities saturate the Helstrom bound, i.e., $r_0 = r_1 = r$ and $s_0 = s_1 = 1/2$. Eq. S21 then simplifies to

$$I_{\text{acc}} = 1 - H(r).$$

Note that $I_{\text{acc}}$ is a function of only the post-measurement qubit density matrix $|\hat{\rho}_{01}|$, on which $r$ depends via Eq. S20.

FIG. S1. **The Helstrom bound.** A qubit is prepared in a superposition state $\hat{\rho}$ and non-projectively measured in the $z$-basis. For a given measurement outcome, the post-measurement qubit state is $|\phi\rangle = \sqrt{1-r} |0\rangle + \sqrt{r} |1\rangle$, with density matrix $\hat{\rho}' = |\phi\rangle \langle \phi|$. The projection of this state along the $z$-axis, $1-r$, quantifies the remaining uncertainty $r$ about the qubit state. In this example a projection toward $|0\rangle$ is illustrated, but a projection toward $|1\rangle$ occurs with equal probability.
3. Analysis of experimental results

The ratio $I_{\text{meas}}/I_{\text{acc}}$ defines an information efficiency [7]. In Fig. S3b, we plot $I_{\text{meas}}/I_{\text{acc}}$ for the experimental readout characterization shown in Fig. 3, compared to various models for a bifurcated measurement.

![Graph showing information theory analysis](image)

**FIG. S4.** Information theory analysis. A comparison of the information gained $I_{\text{meas}}$ (Eq. S23) to the accessible information $I_{\text{acc}}$ (Eq. S22) for each variable strength measurement in Fig. 3c (data points). Cyan and indigo data points correspond to the parametric cavity pump turned off or on, respectively, within the variable strength measurement sequence whose backaction is being characterized. Data are compared to models (solid lines) which assume thresholded dispersive readout and the parameters obtained from fits to the data in Fig. 3. Dashed gray lines are models for bifurcated measurement with no excess backaction $n_b = 0$, and unit fidelity $F_0 = 1$, but measurement efficiency $\eta < 1$ (and $\eta = 1$ for the pink dashed line).

As seen in Fig. S3, choice of a bifurcated detector destroys information but only for a ‘weak’ (non-projective) measurement, i.e. $I_{\text{acc}} < 1$. This is seen quantitatively in Fig. S4: the black, dashed diagonal line at $I_{\text{meas}} = I_{\text{acc}}$ bounds any measurement. The pink, dashed line below it gives the limit of a ‘perfect’ bifurcated measurement (such that $n_b = 0$, $\eta = 1$ and $F_0 = 1$). However in the projective measurement limit, meaning that $I_{\text{acc}} \to 1$, the information gained for a bifurcated measurement also goes to one. There is therefore no disadvantage to using a bifurcated detector, as opposed to a linear detector, when making a projective measurement.

In Fig. S4 we also plot $I_{\text{meas}}$ vs. $I_{\text{acc}}$ for the variable strength measurements shown in Fig. 3c. Both the ‘pump on’ and ‘pump off’ data are compared to models (cyan and indigo lines) which use the parameters returned from the fits shown in Fig. 3c. The strong agreement between experiment and these models supports our determination of $n_b$, $\eta$ and $F_0$ in the main text.

III. DEVICE

In this section, we turn to the SIMBA itself; specifically, the microwave engineering which went into its design. The SIMBA is a relatively complicated multi-layer circuit. Its modular design can be understood, however, by its compartmentalization into two superconducting switches (Tunable inductor bridges, TIBs) surrounding a two port Josephson parametric amplifier (JPA).

A. Design and layout

A layout of the SIMBA chip used in this work is shown in Fig. S5, and an optical micrograph of the device is shown in Fig. S6.

B. Fabrication

Devices were fabricated at NIST Boulder in a Nb/AlO$_x$/Nb tri-layer process [31]. The SIMBA fabrication procedure is especially similar to that of the devices used in Refs. [32–36]. A low-loss amorphous silicon dielectric (loss tangent $\delta = 1.5 \times 5 \times 10^{-4}$ at mK temperatures) [37] was used in the metal-insulator-metal capacitors within the TIBs.

C. Superconducting switch

We now delve into the internal complexity of the TIB, showing how it has been engineered to function as a simple microwave switch. Conceptually, the TIB can be thought of as a superconducting analog to a microwave mixer, with diodes replaced by SQUID arrays. As with a mixer, the TIB functions as a microwave switching/modulation element where symmetry of a Wheatstone bridge allows for high-performance, broadband operation. In particular, the process of preserving vs. breaking the symmetry of the bridge allows for transmission through the TIB to be tuned by a far greater ratio than its constituent inductors can be tuned.

A lumped-element schematic of a TIB is shown in Fig. S6b: a balun couples the left port of the TIB to the differential voltage across the top and bottom nodes of the bridge (nodes $a$ and $c$). No signal can couple between the two ports when the bridge is balanced, meaning that all four bridge inductors have equal value. To see this, consider an oscillating signal of amplitude $v$ applied at the left port of the lumped element circuit in Fig. S6b. Voltage at the top and bottom nodes of the bridge (nodes
balance the bridge such that \( l_+ \neq l_- \) and transmission will be nonzero. The greatest imbalance is achieved when \( \Phi_g/2\phi_0 = \pi/4 \) and \( \Phi_u/2\phi_0 = \pi/4 + n\pi \), where \( n \) is an integer.

The gradiometric bias lines (red, Fig. S6a) contains a low-pass filter (LPF), realized with a \( \sim 20 \) nH spiral inductor. This filter limits microwave power coupling out of the bias line. A numerical finite-element simulation indicates that this inductor has a self-resonance frequency of 7.9 GHz (note that in this style of inductive filter, a higher inductance will generally lead to a lower self-resonance frequency). Further simulations indicate that transmission from a microwave port of the TIB out the bias port is generally smaller than \(-40 \) dB between 4 and 8 GHz with inclusion of this LPF, but as high as \(-20 \) dB without it. At the operational frequency of 6.34 GHz, transmission from a microwave port of a TIB out of its gradiometric bias port is simulated to be between \(-39 \) dB and \(-47 \) dB (the exact value changes slightly depending on which of the two microwave ports is used, and whether the TIB is in transmit or reflect mode). The TIBs used in this work contain a second on-chip bias line (blue, Fig. S6a), for applying a dc uniform flux \( \Phi_u \). This bias line also contains two LPFs.

1. On/off ratio

To test this design, we have fabricated chips which contain a single TIB by itself. In Fig. S7, we show a measurement of transmission through a single TIB when sweeping its gradiometric bias flux \( \Phi_g \). Near \( \Phi_g = 0 \) the TIB is in ‘reflect mode’, meaning transmission is near zero. As we change to \( \Phi_g \neq 0 \), the Wheatstone bridge becomes imbalanced and the TIB is changed to a ‘transmit mode’. Transmission is shown in Fig. S7c for both an example transmit mode and an example reflect mode, corresponding to horizontal linecuts of the data in Fig. S7b, at the gradiometric flux bias specified by the black arrows. By changing \( \Phi_g \), the on/off ratio can be tuned to greater than approximately 50 dB at any frequency between 4 and 7.3 GHz.

The bandwidth of the TIB is set by the octave bandwidth of its Marchand balun, here designed to have a center frequency near 6 GHz [38]. Bandwidth is also affected by the maximum bridge imbalances, \( l_+/l_- \sim 4 \) [32–34]. In general, a higher maximum imbalance improves bandwidth. The bandwidth and center frequency are also affected by choice of matching capacitors, here \( \sim 0.5 \) pF.

2. Power handling

For use in conjunction with a parametric amplifier, it is important for the TIB to remain linear when processing an amplified signal.
FIG. S6. SIMBA design. (a) False color optical micrograph of the region of the SIMBA boxed in Fig. S5. The SIMBA consists of a 2-port parametric cavity (the JPA) with a superconducting switch (a TIB) placed on each port, as in Fig. 1b. The TIB is the structure in the top half of this image, and the JPA is the structure in the bottom half. The bias lines to both devices contain low-pass filters (LPFs) in order to prevent microwave signal in the SIMBA being transmitted out of them. Note that the ground plane around the JPA is waffled in order to pin flux vorticies in place. (b) Lumpened element schematic for the TIBs used in this work. The input of the SIMBA (output of the readout cavity), is connected to the port of the TIB containing the balun (left), while the single-ended port (without a balun, right) is connected to the JPA. The TIB is constructed from a Wheatstone bridge of SQUID arrays, with capacitors added to match the circuit. (c) The Wheatstone bridge is constructed by twisting the SQUID arrays into a figure-eight geometry. The flux through the SQUID arrays is a combination of a background, uniform flux $\Phi_u$, and a gradiometric flux $\Phi_g$. The gradiometric flux is controlled by the current in a bias line running through the center of the figure-eight. (d) Lumpened element schematic of the JPA. The tunable inductor is also realized with an array of SQUIDs. Flux through the SQUIDs can be controlled by two on-chip bias lines. One of these bias lines is designed for the microwave frequency parametric cavity pump signal, and the other is designed to apply a dc flux to tune the parametric cavity frequency.
We characterize the power handling of a TIB by using the system described in Fig. S8: a single TIB operated near reflect mode is placed at the strongly coupled port of a readout cavity with a resonance frequency of approximately 6.1 GHz. The readout cavity contains a transmon qubit (a different qubit than used elsewhere in this work, at a frequency of approximately 8 GHz). We choose to characterize the TIB power handling in this manner because firstly, the TIB is measured by itself rather than integrated into the more complicated SIMBA. Secondly, inclusion of a qubit in this system allows for a direct comparison of the TIB linearity to that of the qubit-cavity system.

To characterize the TIB linearity, we measure transmission through the readout cavity while sweeping probe power. Doing so, we see a familiar low-power resonance which, at a certain power threshold, transitions into a high-power ‘bright-state’ peak [39]. As the probe power is further increased by about 10 dB, transmission begins to decrease due to the nonlinearity of the SQUID arrays in the TIB. We quote the power handling of the TIB as the power where this transmission decreases by 1-dB. Using an estimate of the attenuation between the network analyzer and TIB-chip, and the gain of our measurement chain, we determine that the TIB 1-dB compression point is approximately -98 dBm when near reflect mode, Fig. S8c. This is similar to the power handling reported in previous superconducting switch designs which use similar arrays of SQUIDs [32, 33].

D. Parametric amplifier

Next, we discuss the Josephson parametric amplifier (JPA) contained within our SIMBA. The lumped-element schematic of this JPA is shown in Fig. S6d. A resonator is formed by an inductor (realized with a SQUID array similar to that in the TIBs), with 430 fF capacitors to ground on either side. When the SQUID array inductance is biased to be minimum, the array has an inductance of 0.66 nH. The geometric inductance of the resonator is 0.52 nH. To turn on parametric gain, flux through these SQUIDs is modulated at twice the JPA resonance frequency using a microwave bias line, which contains an on-chip capacitor to block dc-current. Current through a second flux bias line (containing low pass filters) can be used to change the uniform dc-flux through the SQUID array, tuning the JPA frequency. A fingered capacitor (80 fF) is placed between the JPA and each TIB. This limits the coupling rate into/out of the JPA to $k_p/2\pi = 52$ MHz when a TIB is in transmit mode.

We characterize the JPA by setting TIB2 to transmit mode and measuring in reflection off of TIB2. Doing so, we find that the JPA frequency is tunable between approximately 4 and 7 GHz (Fig. S9), a similar range over which the TIB is designed to operate. We emphasize that the SIMBA may therefore be tuned to operate over a several GHz frequency range.

We note that the flux tuning curve shown in Fig. S9b was taken when sweeping current through an on-chip bias line rather than through an off-chip coil. The rest of the data reported in this work was taken in a separate cooldown, using an off-chip coil to tune the JPA frequency rather than the on-chip bias line. This functionality was temporarily removed out of concern for low-frequency noise in the on-chip bias line, which can cause the bifurcated amplifier state to become unstable, creating a source of readout error. With proper low-frequency filtering, however, no off-chip coil is needed to operate the SIMBA reported in this work.
FIG. S8. **TIB power handling characterization.** (a) Transmission as a function of probe power is measured through a readout cavity + transmon qubit system, with a sample box containing a single TIB at its output. The TIB is biased near reflect mode (not fully in reflect mode, so that transmission is still easily measured). (b) Transmission vs. probe power and probe frequency. (c) Linecuts of transmission at the low power cavity frequency (black) and high power cavity frequency (red), specified by the arrows in (b).

FIG. S9. **JPA characterization.** (a) The JPA within the SIMBA is characterized when TIB1 is set to reflect mode and TIB2 is set to transmit mode. Reflection off of TIB2 is measured. (b) The JPA resonance frequency is tuned by changing a uniform flux through its SQUID array, applied by current through its on-chip dc bias line (blue, Fig. S6). (c) When the JPA is pumped near resonance at the correct amplitude, it operates as a linear amplifier [36]. In the example shown here, the JPA is tuned to give greater than 20 dB of gain over a 2.2 MHz range, with a maximum of 35 dB of gain.

**IV. BIFURCATION AMPLIFIER**

In this section, we analyze a parametric amplifier pumped near twice its natural resonance frequency. When pumped hard enough, the steady-state field in the resonator bifurcates into one of two states, characterized by equal amplitude but opposite phase [40].

For simplicity, we model our amplifier as the parallel combination of a linear resistor, inductor and capacitor, along with an array of superconducting quantum interference devices (SQUIDs) also in parallel, Fig. S10 [41].

**A. SQUID array model**

To model an array of SQUIDs, we first assume that both the self capacitance of the Josephson junctions and the geometric inductance of the SQUIDs themselves, is negligible. We also assume that all junctions in the array have equal critical currents. In these limits, each SQUID is equivalent to a single Josephson junction whose critical current is $2I_c |\cos(\varphi_{ext}/2)|$ [42]. Here, $I_c$ is the critical current of a single Josephson junction, and $\varphi_{ext}(t) = 2\pi\Phi_{ext}(t)/\Phi_0$ is the external magnetic flux ap-
plied through each SQUID loop, $\Phi_{\text{ext}}(t)$, scaled by the magnetic flux quantum $\Phi_0$. In general, this flux may be time-dependent.

Denoting the superconducting phase difference over an array of identical SQUIDs as $2\pi\Phi/\Phi_0$, the phase difference across each individual SQUID equals $2\pi\Phi/N\Phi_0$, where $N$ is the number of SQUIDs. From Kirchoff’s current law, the common-mode current through each individual SQUID equals the current $I_{\text{array}}$ running through the entire SQUID array. The relationship between current flowing through the array and phase across it is given by the Josephson relation, therefore

$$I_{\text{array}} = 2I_c \cos\left(\frac{\Phi_{\text{ext}}}{2}\right) \sin\left(\frac{2\pi\Phi}{N\Phi_0}\right). \quad (S26)$$

From Eq. S26 we see that the effective nonlinearity of the SQUID-array is reduced relative to a single SQUID. In particular, the ratio of the leading nonlinearity to the linear term in the expansion of the current-phase relation around $\Phi = 0$ scales with $1/N^2$.

![Parametric cavity model](image)

**FIG. S10.** **Parametric cavity model.** A parametric amplifier is modelled as a parallel combination of a resistor, capacitor, linear inductor, and array of $N$ SQUIDs. The phase difference across the SQUID array is $2\pi\Phi/\Phi_0$.

### B. Full equations of motion

The equations of motion for the circuit in Fig. S10 are two coupled first order differential equations governing the evolution of flux $\Phi(t)$ across the inductor $l$, and charge $Q(t)$ across the capacitor $c$. From Kirchoff’s circuit laws, they are:

$$\dot{\Phi} = \frac{Q}{c}, \quad (S27)$$

$$\dot{Q} = -\frac{\Phi}{l} - \frac{Q}{rc} - I_{\text{array}}. \quad (S28)$$

It is useful to rewrite these equations in terms of the amplitude

$$a = \frac{1}{\sqrt{2\hbar}} \left( \frac{\Phi}{\sqrt{Z_0}} + i\sqrt{Z_0}Q \right), \quad (S29)$$

and its complex conjugate $a^* [43]$. Here, $Z_0$ is the characteristic impedance of the resonator. The circuit equation of motion becomes,

$$\dot{a} = i \left[ -\frac{a - a^*}{2cZ_0} - \frac{Z_0}{2l} (a + a^*) - \sqrt{\frac{Z_0}{2\hbar}} I_{\text{array}} \right] - \gamma (a - a^*), \quad (S30)$$

where $\gamma = 1/2rc$.

Note that the linear inductance in Eq. S30 is comprised both of the inductor $l$ and the linear inductance of the SQUID array $l_{\text{array}}$. We first consider a static external flux bias $\Phi_{\text{ext}}(t) = \Phi_s$. Combining Eq. S30 together with Eq. S26, it follows that the SQUID array adds a $\varphi_s$-dependent linear inductance $l_{\text{array}}$ in parallel to the inductor $l$. The resulting total linear inductance $l_{\text{res}}$ of the device becomes,

$$\frac{1}{l_{\text{array}}} = \frac{2\pi I_c \cos(\varphi_s/2)}{\Phi_0 N}, \quad \frac{1}{l_{\text{res}}} = \frac{1}{l} + \frac{1}{l_{\text{array}}}. \quad (S31)$$

The corresponding values for the resonator impedance and resonance frequency are,

$$Z_0 = \sqrt{\frac{l_{\text{res}}}{c}}, \quad \omega_0 = \frac{1}{\sqrt{l_{\text{res}} c}}. \quad (S32)$$

The resonance frequency $\omega_0$ is a $2\pi$-periodic function of the static external flux bias $\varphi_s$. It assumes a maximum at $\varphi_s = 0$ and a minimum at $\varphi_s = \pm \pi$.

Next, we consider the parametric modulation of the SQUID critical current. This is achieved by a modulation of the external flux $\varphi_{\text{ext}}$ through each SQUID around its static bias value,

$$\varphi_{\text{ext}}(t) = \varphi_s + \varphi_m \cos(\Omega t), \quad (S33)$$

$$\Omega = 2\omega_0 + 2\delta. \quad (S34)$$

where $\varphi_m$ is the modulation amplitude and the pump detuning $\delta$ is assumed to be small, such that $\delta \ll \omega_0$.

### C. Simplified equations of motion

Eq. S30, along with Eqs. S33 and S34 substituted into Eq. S26, represent the full time-dependent equations of motion for the circuit in Fig. S10. These equations greatly simplify in certain realistic limits.

First, we consider only weak excitations, $2\pi\Phi/\Phi_0 \ll 1$, and in this limit we can expand the current-phase relation of the SQUID arrays in Eq. S26. We also assume that for the entire modulation period, the resonator remains detuned from its maximum frequency such that $0 < \varphi_{\text{ext}}(t) < \pi$, so that we may ignore the absolute value in Eq. S26. Finally, we assume weak parametric modulation amplitude $\varphi_m \ll 1$ so that $\cos(\varphi_{\text{ext}}/2) = \cos(\varphi_s/2) - (\varphi_m/2) \sin(\varphi_s/2) \cos(\Omega t) + O(\varphi_m^2)$. In these
limits, the circuit equation of motion then becomes,
\[
\dot{a} = i \left[ -\omega_0 a + 2\beta \cos(\Omega t) (a + a^*) + \frac{\zeta}{3} (a + a^*)^3 \right] - \gamma (a - a^*). \quad (S35)
\]
Where we have defined an effective parametric drive amplitude $\beta$ and an effective nonlinearity $\zeta$,
\[
\beta = \frac{\varphi_m \tan(\varphi_s/2)}{8l_{\text{array}}} \quad (S36)
\]
\[
\zeta = \frac{(2e)^2}{\hbar} \frac{Z_0^2}{8N^2 l_{\text{array}}} \quad (S37)
\]
where $e$ is the charge of an electron.

Finally, we transform Eq. S35 to the rotating frame such that $a = Ae^{-i\Omega t/2}$ and $\dot{a} = \left(\dot{A} - i\Omega A/2\right)e^{-i\Omega t/2}$, where $A$ is the cavity field amplitude in the rotating frame. Averaging over fast oscillations removes explicit time-dependence, and the equation of motion simplifies to,
\[
0 = i\dot{A} + \delta A + \beta A^* + \zeta |A|^2 A + i\gamma A. \quad (S38)
\]

**D. Phase diagram**

We now examine stable solutions to Eq. S38. For absent or small parametric pumping, $\beta \leq \gamma$, Eq. S38 has only the trivial solution $A = 0$. However, for $\beta > \gamma$, Eq. S38 admits non-trivial steady-state solutions, a phenomenon known as parametric oscillation. One finds two stable, nontrivial steady states $A = |A|e^{i\theta_{po}}$ to Eq. S38, both with the same amplitude,
\[
|A|^2 = \frac{1}{\zeta} \left( -\delta + \sqrt{\beta^2 - \gamma^2} \right), \quad (S39)
\]
but with $\pi$-shifted phases which are determined by $\sin(2\theta_{po}) = \gamma/\beta$. Here $|A|^2$ is the steady-state photon number in the resonator.

From Eq. S39, we can see that these states appear only for $\beta > \gamma$ and $\delta < \delta_{th} = \sqrt{\beta^2 - \gamma^2}$. In the parameter regime $\beta > \gamma$ and $|\delta| < \delta_{th}$ the trivial state $A = 0$ is instable, while for $\beta > \gamma$ and $\delta < -\delta_{th}$ it coexists as a stable state with the parametric oscillation states [8, 44].

In general, noise and nonlinear terms in the resonator equations of motion will lead to more exotic behavior [45] which can limit the performance of the parametric cavity as a bifurcation amplifier. To understand any such effects, we map the region in parameter space where robust bifurcation is observed, Fig. S11. To do so, we make single-shot measurements of the pumped parametric cavity with TIB2 in transmit mode, TIB1 in reflect mode, and no readout or qubit pulses. The variance of the set of these measurements in the I/Q plane is plotted as the color axis in Fig. S11a,b. Variance above the background level indicates a pumped parametric cavity state which is
no longer vacuum, including the presence of parametric oscillation. Stable bifurcation is observed when pumping near twice the bare cavity resonance frequency, Fig. S11b. The region of gain deviates from the parabolic region predicted by Eq. S39, however. This deviation is understood to result from higher order nonlinearities in the cavity equations of motion, which can occur when pumping at high enough amplitudes such that the cavity resonance frequency is no longer modulated linearly with flux \[|\ell|\]. Such nonlinearities can lower the steady state photon number \[N\] and should be reduced and the effective nonlinearity \[\zeta\] should also be reduced, while taking care that the amplified state does not exceed the TIB power handling.

In conclusion, it is useful to understand the dynamics of the parametric cavity in order to use the SIMBA for qubit readout. The phase diagram in Fig. S11 shows that the parametric cavity used in this work deviates somewhat from the lowest-order model previously presented in this section, Eq. S39. This deviation can complicate calibration of readout using a SIMBA, as calibration is in general easier when the parametric cavity bifurcates over a wider range of pump amplitudes and detunings. In order to improve the robustness of bifurcation, loss \[\gamma\] should be reduced and the effective nonlinearity \[\zeta\] should also be reduced, while taking care that the amplified state does not exceed the TIB power handling.

\[E. \text{ Photon number}\]

\[1. \text{ Model}\]

We now estimate the pumped parametric cavity photon number \[|A|^2\], at the operating point used for the qubit readout reported in the main text. We make this estimate by plugging realistic experimental parameters into Eq. S39. Our JPA has \(c = 0.85 \text{ pF}, \ \ell_c = 5 \mu \text{A}\) and \(N = 20\), referring to the circuit in Fig. S10. At the operating point used in this experiment, the resonator has been detuned from its maximum frequency of \(7.1 \text{ GHz}\) to \(6.34 \text{ GHz}\) such that \(l_{\text{array}} = 0.86 \text{ nH}, l = 5.5 \text{ nH}\) and \(l_{\text{res}} = 0.74 \text{ nH}\). Eq. S37 therefore gives an effective nonlinearity of \(\zeta/2\pi = 49 \text{ kHz}\). Finally, at the operating point where readout is calibrated in the main text, \(\delta \sim 0\) and \(\beta/\gamma \sim 1.3\) (seen by the star in Fig. S11b). The parametric cavity loss rate is approximately \(\gamma/2\pi = 52 \text{ MHz}\) when TIB2 is in transmit mode such that \(\beta = 1.3 \times \gamma\) and \(\beta/2\pi = 68 \text{ MHz}\). Using these numbers, Eq. S39 predicts a steady-state amplitude of \(|A|^2 \sim 800\) photons. This number is expected to be an overestimate, given that higher-order modifications to Eq. S39 are present in this system, seen by the non-parabolic region of bifurcation in Fig. S11b \[8,46\].

\[2. \text{ Measurement}\]

We can alternatively measure the photon number in the bifurcated state by comparing the signal-to-noise of our qubit readout to the gain of our amplifier chain. The photon number in the pumped parametric cavity is equal to \[44,\]

\[|A|^2 = \frac{P_s - P_n}{2 (\kappa_p^*/2\pi) h\omega p 10^{G/10}}. \quad (S40)\]

where \(P_s = 710 \text{nW}\) and \(P_n = 200 \text{nW}\) are the measured signal and noise power levels of our readout, \(\kappa_p^* = 2\pi \times 52 \text{ MHz}\) is the coupling rate of the parametric cavity to the measurement chain, \(\omega_p = 2\pi \times 6.3432 \text{ GHz}\) is the parametric cavity frequency and \(G = 69 \text{ dB}\) is the estimated gain of our amplifier chain between the parametric cavity and I/Q mixer. Our estimate of \(G\) is based on the specified gain of the amplifiers and the specified loss in the cables/isolators in this line, at the parametric cavity resonance frequency. Using Eq. S40 we predict that the bifurcated state in the parametric cavity contains \(|A|^2 \sim 148\) photons. The power the TIBs are exposed to is therefore \(148 \times h\omega_p \times (\kappa_p^*/2\pi) = -105 \text{dBm}\), relatively close to, but below, the 1-dB compression point of the TIBs at \(-98 \text{dBm}\).

We note that this determination of photon number is approximately consistent with the excess backaction of our measurement and the isolation provided by TIB1, both of which we have independently measured. The ratio of excess backaction to bifurcated state amplitude is \(\frac{10 \log_{10}(0.66/148) = -24 \text{dB}}{10 \log_{10}(0.66/148) = -24 \text{dB}}\). For comparison, the isolation provided by TIB1 is \(-26 \text{dB}\) based on comparison of the swap times between the readout and parametric cavities with TIB1 in transmit mode or reflection mode, Fig. 2 and Fig. S14, respectively.

\[F. \text{ Bifurcated state stability}\]

Finally, we characterize the stability and reset time of the bifurcated state at the operating point used in qubit readout (Fig. S11d). Ideally, the pumped state in the bifurcation amplifier should be stable while pumped, and quickly decay when the pump is turned off. These qualities are tested by the measurements shown in Fig. S12. While TIB2 is set to transmit mode, the parametric cavity is pumped so that it latches into one of its two bistable states. While doing so, the state in the parametric cavity is digitized over two 100 ns intervals (the same duration used in our readout scheme). These intervals are separated by a delay in which the JPA pump is turned off and TIB2 is set to reflect mode. When sweeping this delay, the second measurement is initially highly correlated with the first. This indicates that the bistable state of the first measurement has yet to dissipate and is seeding the second measurement. After approximately 100 ns without pumping, however, correlation between the first
and second measurements has nearly vanished, indicating that the pumped state in the JPA has decayed to near-vacuum. When the pump and TIB state are not changed during the variable delay however, the bifurcated state is extremely stable: the two measurements are greater than 99.9% correlated for any delay between them (with a maximum measured delay of 50 µs).

FIG. S12. Bifurcation reset and stability. The bifurcated state of the pumped parametric cavity is measured twice, with a variable delay between measurements. Here, the measurements of ‘0’ and ‘1’ correspond solely to the state of the pumped parametric cavity, with TIB1 set to reflect mode for the entire sequence. (a) During the delay, the pump is turned off and TIB2 is set to reflect mode. (b) During the delay, the pump remains on and TIB2 remains in transmit mode. (c) When the pump is turned off, the second measurement quickly becomes uncorrelated with the first. (d) When the pump remains on, however, the state in the cavity remains exceedingly stable. Data points in both plots are the mean of 1024 single-shot measurements.

V. EXPERIMENTAL PROCEDURE

We now describe details about how the SIMBA is used to measure a superconducting qubit. We begin by listing parameters of the qubit-cavity system in Table S2. We are using a transmon qubit with a frequency ωq/2π coupled to a 3d aluminum readout cavity at frequency ωr/2π. The readout cavity dispersive shift χ is defined such that the readout cavity frequency is ωr/2π ± χ/2π dependent on the qubit state [9]. When TIB1 is in reflect mode, the readout cavity is nearly degenerate with the parametric cavity frequency ωp.

| Qubit parameters | Value |
|------------------|-------|
| probe frequency: ωr/2π | 6.3432 GHz |
| qubit frequency: ωq/2π | 4.5077 GHz |
| dispersive shift: 2χ/2π | -1.93 MHz |
| qubit anharmonicity: α | -285.9 MHz |
| T1 | ~ 9 µs |
| T2 | ~ 15 µs |

| Readout cavity parameters | Value |
|---------------------------|-------|
| external coupling rate (strong): κr/2π | 13.8 MHz |
| external coupling rate (weak): κp/2π | 8 kHz |
| loss rate, TIBs in reflect mode: κr/2π | 440 kHz |

| Parametric cavity parameters | Value |
|-----------------------------|-------|
| external coupling rate: κp/2π | 52 MHz |
| loss rate, TIBs in reflect mode: κp/2π | 4.0 MHz |

| Readout/parametric cavity coupling rate | Value |
|----------------------------------------|-------|
| g/2π, TIB1 in transmit mode | 12.5 MHz \(^{a}\) |
| g/2π, TIB1 in reflect mode | 660 kHz \(^{b}\) |

\(^{a}\) Measured as the inverse of 4× the 20 ns swap time reported in Fig. 2a.

\(^{b}\) Measured as the inverse of 4× the 380 ns swap time reported in Fig. S14.

A. Calibration

The calibration procedure for superconducting qubit readout using a SIMBA is not significantly more complicated than other superconducting qubit readout schemes. This procedure is summarized below:

1. Tune the JPA frequency to the readout cavity frequency (Fig. 2a).

2. Sweep the JPA pump amplitude such that the JPA gives desired gain/bifurcation Fig. S11c).

3. Choose the readout pulse amplitude and frequency, and the qubit pulse amplitude and frequency. Because the SIMBA is a phase-sensitive amplifier, the phase difference between the readout tone at ωr/2π and the pump tone at 2×ωq/2π must be calibrated.

4. To optimize readout fidelity, sweep the duration for which TIB1 is set to transmit mode (Fig 2b).

5. Fine-tune TIB reflect modes to minimize backaction (Fig. S13c), and to maximize the measurement efficiency.
The first three steps are generally true of any readout scheme which uses a tunable, narrow band and phase-sensitive parametric amplifier. The final two steps are SIMBA-specific.

To maximize efficiency and minimize excess backaction, special care should be taken to determine the best reflect modes for TIB1 and TIB2. The reflect modes of both TIBs occur when current in their gradiometric bias lines is set near zero. This can be quickly checked by measuring transmission through the readout cavity while sweeping the gradiometric flux bias on either TIB1 or TIB2 with the other fixed, Fig. S13a,b. In practice, the optimal reflect mode may occur when this current is slightly offset from zero. Fig. S13c shows a calibration of TIB1 reflect bias by characterizing excess backaction $n_b$, Eq. 2, as a function of the reflect mode gradiometric bias of TIB1 when making a qubit measurement.

In the main text, we characterize measurement efficiency when the reflect mode of TIB1 is tuned to provide minimum backaction (gold square, Fig. S13c). Measurement of excess backaction at this operating point is a measure of the isolation provided by TIB1. This isolation can alternatively be measured by the procedure illustrated in Fig. S14: the qubit is prepared in the excited state, and then projectively measured after a delay placed between the readout pulse and the rest of the measurement procedure. The resulting oscillations correspond to the readout pulse swapping back and forth between the readout and parametric cavities when TIB1 is in reflect mode. The average measured swap time is 380 ns.

The isolation provided by TIB1 can thus be expressed by comparing the ratio of the swap time when TIB1 is in reflect mode, Fig. S14 vs. when TIB1 is in transmit mode (20 ns, Fig. 2b): $T = 20 \log_{10}(20/380) = -25.6 \text{ dB}$. For comparison, one commercial cryogenic ferrite circulator provides $\sim -18 \text{ dB}$ of isolation.

**B. Dephasing due to TIB switching**

Next, we further examine the backaction caused by switching a TIB. In the main text, Fig. 3c, we measure that connecting the TIBs as in a projective measurement causes $0.05 \pm 0.01$ effective photons of backaction (the left-most data point in Fig 3c, ‘pump off’ data, cyan). Dephasing due to TIB switching is further investigated by square wave modulating either TIB1 or TIB2 during a Ramsey sequence.

Fig. S15 shows the result of this experiment. The red data (line to guide the eye) results from square-wave modulating TIB1 between reflect and transmit modes during a Ramsey sequence. The gray data results from square wave modulating TIB2. Modulating TIB2 does little to change the qubit coherence time of $T_2^* \sim 15 \mu s$. Modulating TIB1, however, reduces the coherence time to several $\mu s$. The reduction in coherence is abrupt with any square wave modulation frequency, and not highly dependent on the modulation rate. This indicates that perhaps the measured dephasing is not dominated by the act of switching a TIB itself, but is due to increased exposure of the qubit-cavity system to a noise source as a result of setting TIB1 to transmit mode.

**C. Quantum non-demolition measurement**

Finally, we characterize the degree to which qubit readout using a SIMBA is quantum non-demolition (QND). QND-ness is defined as the likelihood for a measured qubit to remain in its measured eigenstate [48]. It is important that a measurement is QND when a qubit must
be repeatedly measured, for instance in measurement-based quantum error correction schemes [12, 49]. In practice, a measurement can be non-QND by kicking the qubit out of its two-level subspace. In general, these effects can become pronounced in readout schemes which require high amplitude readout pulses, or have too much backaction [50, 51].

Low power dispersive readout of superconducting qubits is understood to be QND [9]. We test if this remains true when using a SIMBA by making the measurement shown in Fig. S16: the qubit is prepared in a superposition state, and then projectively measured twice with a 1 µs delay between measurements (much longer than the reset time, Fig. S12a). QND-fidelity is defined as the extent to which these two measurement outcomes are correlated [52],

\[ F_{QND} = \frac{1}{2} (P(e_2|e_1) + P(g_2|g_1)). \]  

(S41)

Where \( P(e_2|e_1) \) and \( P(g_2|g_1) \) are the probabilities that the second are first measurements both yield ‘excited state’ (\( e_2 \) and \( e_1 \)) or both yield ‘ground state’ (\( g_2 \) and \( g_1 \)), respectively. Plugging the data shown in Fig. S16 into Eq. S41 gives \( F_{QND} = 89\% \) [53].

QND-infidelity is reflected by the probability of outcomes \( g_2 e_1 \) and \( e_2 g_1 \) corresponding to decay from the excited to ground state, and excitation from the ground to excited state, respectively. Probability of decay from the excited to ground state is consistent with the qubit relaxation time of \( T_1 = 9 \mu s \), and the 1 µs delay between measurements. The rate of spontaneous excitation from the ground to excited state may be reflective of the cavity bath temperature when the TIBs are disconnected, potentially related to the dephasing measured when modulating TIB1, S15. (In this work, prior to any qubit measurement both TIBs are set to transmit mode for a duration much longer than \( T_1 \), as this improved readout fidelity seemingly by reducing the residual qubit excited state population).

D. Full experimental schematic

The qubit, readout cavity and SIMBA are placed inside of a cryoperm can at the base temperature stage of a...
In conclusion, using a SIMBA we demonstrate superconducting qubit readout with state-of-the-art measurement efficiency and low excess backaction. The combination of these features is achieved without any ferrite circulator or isolator placed between the qubit and parametric cavity. Readout is also fast, high fidelity and largely quantum non-demolition. As such, we believe the SIMBA is a promising platform for scalable superconducting qubit measurement. We conclude with an analysis of the limitations of this experiment and opportunities for future improvement.

VI. FUTURE PERSPECTIVES

We seek to understand the various sources of loss which limit measurement efficiency using this SIMBA. To do so, we begin with a model for the combined system of the readout and parametric cavity.

Consider the classical, time-dependent readout cavity and parametric cavity fields, $a e^{i \omega_0 t}$ and $b e^{i \omega_0 t}$, respectively, which rotate at bare cavity resonance frequency $\omega_0$ (assuming no detuning between the cavities). These cavities are coupled with a time-dependent coupling $g(t)$. The total loss rate in the parametric cavity is $\kappa_p$, and the total loss in the readout cavity is $\kappa_r$. Loss in the readout cavity is the sum of an internal loss rate $\kappa_r^{\text{int}}$ along with loss from a weakly coupled port $\kappa_r^{\text{w}}$ such that $\kappa_r = \kappa_r^{\text{int}} + \kappa_r^{\text{w}}$. Using input-output formalism [54], this port interacts with an input field $a_1 e^{i \omega_0 t}$ and output field $a_0 e^{i \omega_0 t}$. In a frame rotating at $\omega_0$, the Heisenberg-Langevin equations of motion for this system simplify to,

$$\sqrt{\kappa_r^{\text{w}}} \dot{a} = a_1 + a_0,$$

$$\dot{b} = -\frac{\kappa_p}{2} b + ig(t) a.$$(S44)

Eqs. S42-S44 are solved with the initial conditions $a = b = 0$ and $\dot{a} = \dot{b} = 0$ at time $t = 0$, and with the cavities initially decoupled, i.e. $g(t) = 0$. Beginning at $t = 0$, an input field with a Gaussian profile of standard deviation $s$ and amplitude maximum at time $\tau_1/2$ is incident on the readout cavity until time $\tau_1$. At $\tau_1$, the input field is turned off and a coupling $g(t) = g_0$ is turned on until $\tau_2$.

These boundary conditions and tunable interactions are described by the piecewise functions,

$$a_1(t) = \begin{cases} e^{-((t-\tau_1/2)^2/2s^2)}, & 0 < t < \tau_1 \\ 0, & \tau_1 < t \end{cases}$$

$$g(t) = \begin{cases} 0, & 0 < t < \tau_1 \\ g_0, & \tau_1 < t < \tau_2. \end{cases}$$

Time $\tau_2$ corresponds to the time at which the coupling $g(t)$ is turned off, and when phase-sensitive parametric
gain is turned on in the parametric cavity. In this model, gain is assumed to instantaneously exceed loss.

To estimate the fraction of readout power lost before \( \tau_2 \), we first numerically solve Eqs. S42-S44 using the definitions in Eq. S45 and Eq. S46, while setting the cavity internal loss rates to zero \((\kappa_r - \kappa_r^w = 0 \text{ and } \kappa_p = 0)\). Doing so, we compute the energy in the parametric cavity immediately before amplification to be \( E_0 = \hbar \omega_0 |b(\tau_2)|^2 \). Next, we choose \( \kappa_r \neq 0 \) and \( \kappa_p \neq 0 \), and re-simulate Eqs. S42-S44 to compute the energy in the parametric cavity before amplification including this loss, \( E' \). The estimated measurement efficiency is the ratio of these two numbers, \( \eta_{\text{model}} = E'/E_0 \).

The simulated efficiency depends on the parameters \( \kappa_p, \kappa_r \) and \( g_0 \). We experimentally measure the parametric cavity loss rate to be \( \kappa_p/2\pi = 4.0 \pm 0.2 \text{ MHz} \) with both TIBs in reflect mode, Fig. S19. We also measure \( g_0 = 12.5 \text{ MHz} \) from the data shown in Fig. 2a, and \( \eta = 0.70 \pm 0.01 \) from the measurement in Fig. 3. We compute \( \eta_{\text{model}} = 0.70 \) by using these parameters and estimating the loss rate of the readout cavity to be \( \kappa_r/2\pi = 440 \text{ kHz} \). Note that this efficiency is approximately equal to \( g_0/(g_0 + \kappa_r + \kappa_p) = 0.74 \).

2. Sources of loss

Estimates of the loss sources in both the readout and parametric cavities are given in Table S3. Loss in the parametric cavity is a combination of the imperfect iso-
TABLE S3. Sources of loss. Contributions to loss are determined by either measurement (M), simulation (S), referencing a similar system in the literature (L), or inferring a value (I) to be similar to related measurements, or so that total loss adds up to a measured value.

| Parametric cavity parameter | Estimate | Method | After improvement |
|-----------------------------|----------|--------|-------------------|
| Transmission rate through TIB2 when in reflect mode | 2.5 MHz | I^a | < 200 kHz^b |
| On-chip dissipation rate | 1 MHz | L^d | < 1 MHz^d |
| Coupling to cable modes | 400 kHz | I^l | negligible^f |
| Transmission rate out of the JPA pump bias line | 80 kHz | S^g | < 1 kHz^h |
| Transmission rate out of a TIB gradiometric bias lines | < 1 kHz | S | |
| Total loss rate, \(\kappa_p/2\pi\) | 4.0 MHz | M^i | |

| Readout cavity parameter | Estimate | Method | After improvement |
|--------------------------|----------|--------|-------------------|
| Coupling to cable modes | 400 kHz | I^h | negligible |
| Internal dissipation rate: | 30 kHz | L^j | < 1 kHz^m. |
| Weak port coupling rate, \(\kappa_r/2\pi\) | 8 kHz | M | |
| Transmission rate out of TIB1 gradiometric bias line | < 1 kHz | S | |
| Total loss rate, \(\kappa_r/2\pi\) | 440 kHz | M/S | |

| Connector dissipative loss | Estimate | Method | After improvement |
|---------------------------|----------|--------|-------------------|
| Single pass absorption in 3 cm of cryogenic Cu waveguide | 20 kHz | L^o | negligible^p |

^a Making the assumption that transmission through TIB2 when in reflect mode is similar to that measured through TIB1 when in reflect mode, Fig. S14.

^b We expect that improving the TIB1 reflect mode from \(-26\) dB (as demonstrated by TIB1 within this SIMBA) to \(-50\) dB (as demonstrated in a single TIB measured in isolation) should equivalently improve the reflect mode of TIB2.

^c Estimated to be similar to the dissipation measured in Ref. [55].

^d We believe the greatest source of on-chip dissipation within this SIMBA to be the \(\text{SiO}_2\) dielectric used within the SQUID arrays [31].

^e Estimated to be approximately the same as that of the readout cavity.

^f The dielectric has a loss tangent of \(2.8 \times 10^{-3}\) [56].

^g This reflection also depends on the value of the uniform bias flux seen by the TIBs. We estimate cable loss to be approximately the same as that of the readout cavity.

^h Note that a 1 cm length of coaxial transmission line has a half-wavelength resonance at 10 GHz. Reducing the connection between the readout and parametric cavities to below this length is desirable to ensure there are no cable modes near the readout/parametric cavity frequency.

^i This coupling is simulated using a finite-element model of the parametric cavity, with both of its microwave ports connected to 50 Ohms, both of its dc bias ports open as in this experiment, and its pump port connected to 50 Ohms through its on-chip coupling capacitor.

^j This coupling is simulated using a finite-element model of the parametric cavity connected to TIBs. The simulated loss rate is 0.9 kHz with both TIBs simulated in transmit mode, and even smaller when the TIBs are simulated in reflect mode.

^k Obtained from the measurement in Fig. S19.

^l We model coupling to all (lossy, detuned) cable modes as simply an effective loss rate. Here we infer this loss to account for the remaining fraction of readout cavity loss not accounted for by other known sources of dissipation.

^m Assumed to be approximately the same as in the similar cavities used in Ref. [47].

^n We believe the greatest source of on-chip dissipation to be the \(\text{SiO}_2\) dielectric within the SQUID arrays [31].

^o Readout cavity loss is determined so that the measurement of \(\kappa_p\) obtained in Fig. S19, the simulated measurement efficiency in Fig. S20a,b is \(\eta_{\text{model}} = 0.70\), therefore matching its measured value in Fig. 3c.

^p Based on the measurement of \(-56\) dB single pass absorption in Ref. [59], and taking and \(g_0 = 12.5\) MHz.

^q This resistive loss can be significantly decreased by engineering an all superconducting connection.

lation provided by TIB2 (coupling the parametric cavity to the 50 Ohm measurement chain, even when TIB2 is in reflect mode), on-chip dissipation, and coupling to spurious modes in the \(\sim 3\) cm connection between the readout and parametric cavities. These effects can all be mitigated in future designs. In particular, any coupling to cable modes can be greatly reduced by shortening the connection between the readout and parametric cavities to less than 1 cm. An effective way to achieve this would be to construct a chip-scale qubit + readout cavity + SIMBA system using through-silicon-via technology [60], or more simply, using a 2-dimensional transmon + read-
out resonator wire bonded to a SIMBA chip.

Estimates for measurement efficiency using several different loss models are shown in Fig. S20c. Model (1), blue bar, represents the measurement efficiency computed in Figs S20a,b. The other models are the simulated efficiency with lower amounts of loss. Making all improvements suggested in Table S3 predicts $\eta_{\text{model}} > 0.9$ (e.g. model (4) in Fig. S20). Loss may also be reduced by simply increasing the coupling rate between the readout and parametric cavities for a faster swap time (simulations assuming a 10 ns swap time is shown by the red bars in Fig. S20c), and also by using a faster readout pulse. In principle, a measurement efficiency of $\eta \geq 0.99$ can be achieved by making all of these changes and using lower loss Josephson junctions within the SIMBA.

**B. Excess backaction limitations**

Excess backaction, indicative of the finite isolation provided by TIB1, is limited to $n_b = 0.63 \pm 0.01$ effective photons for the data shown in Fig. 3 of the main text. In this experiment, turning down the parametric pump amplitude could reduce excess backaction to as low as $n_b \sim 0.1$ effective photons. However, doing so reduced the maximum readout fidelity to $F_0 \sim 80\%$, now limited by failure of the parametric cavity to latch due to low pump amplitude.

We determine TIB1 transmission to be $-26$ dB when set to reflect mode from comparison of the readout cavity to parametric cavity swap time with TIB1 in transmit mode (Fig. 2b) and reflect mode (Fig. S14), Table S2. This is worse than the 50 dB on/off ratio of the TIB measured in isolation, Fig. S7. The discrepancy between these numbers may result from an alternative on-chip transmission path within the SIMBA, which can in-principle be engineered-away in future designs. It could also result from too low a power handling of the TIB compared to the amplified state in the parametric cavity; this can be improved by increasing the number of SQUIDs per array in the TIBs, and the TIB junction critical currents (see Section IV.A).

In principle, excess backaction could also result from the $\sim 12.68$ GHz pump signal coupling into higher order modes of the readout cavity. To the extent that the qubit is still dispersively coupled to these modes, such coupling would dephase the qubit. We note that the readout cavity used in this work has a fundamental mode at 6.34 GHz, the next lowest frequency mode at 10.44 GHz, and remaining modes above 14 GHz. We therefore expect the vast majority of any JPA pump signal incident on the readout cavity to be reflected by the cavity. In general when using a SIMBA, however, care must be taken to prevent higher order readout cavity modes from falling near the JPA pump frequency — or at least, to carefully isolate the pump signal from these modes.

Rather than speculate further on the minimum excess backaction which can be achieved using a SIMBA, we briefly offer a proof-of-principle demonstration of minimal excess backaction $n_b \ll 1$, Fig. S21, using a different SIMBA than discussed elsewhere in this work. This existence-proof uses an earlier version of the SIMBA constructed from a one-port JPA connected to two TIBs via a microwave T-junction. The JPA and TIBs are on separate chips, connected together on the same printed circuit board. The measurement efficiency and readout fidelity of qubit readout demonstrated in this setup compare unfavorably to the readout demonstrated in the main text. Additionally, the calibration of this device was complicated both by the significant presence of trapped flux vortices near the Josephson parametric amplifier, and by the microwave T-junction between the TIBs and JPA. However, the excess backaction of qubit readout was significantly lower than reported in the main text, with $n_b = 0.018 \pm 0.002$ effective photons of excess backaction compared to $n_{\text{proj}} \sim 4$ effective photons in a projective readout pulse. We therefore conclude that it is indeed possible to reach a limit of negligible excess backaction $n_b \ll 1$ using a SIMBA.

**C. Readout fidelity limitations**

We believe readout infidelity to result from a combination of state preparation errors along with a probability of latching error in the parametric cavity. These error mechanisms are summarized in Table S4.

In the main text we report a maximum readout fidelity of $F_0 = 95.5 \pm 0.3\%$. The best readout fidelity we measured during the same cooldown is $F_0 = 96.5 \pm 0.2\%$ (measured by fitting Eq. 4 to a measurement of readout fidelity $F_\epsilon$ vs. readout amplitude $\epsilon$ as in Fig. 3). We attribute the 1% difference between these numbers to a parametric cavity latching failure probability, which can
be eliminated by increasing pump amplitude or more precisely calibrating the time at which the parametric pump is turned on.

Other sources of infidelity include decay before/during state preparation and measurement, and a residual excited state population which causes preparation infidelity. Note that for a projective measurement (e.g., the last red data point in Fig. 3), readout error probabilities are $P(g|\pi) = 2.9\%$ and $P(e|0) = 1.6\%$. The difference between these numbers $P(g|\pi) - P(e|0) = 1.3\%$ estimates the likelihood of the qubit to have decayed to the ground state before/during measurement. This is consistent with $T_1 = 9\mu s$, the 65 ns readout pulse duration, and the 100 ns duration $\pi$-pulse used to prepare the qubit in the excited state.

After accounting for latching failure and qubit decay, the remaining 2.3% infidelity is attributed to a residual thermal excited state population. This can also be estimated by the measured difference between $T_2^*$ and twice $T_1$. The cavity average thermal photon number $\bar{n}_{\text{th}}$ yields a dephasing rate of [61],

$$\frac{1}{T_{\text{th}}^2} = \frac{4\kappa\chi^2}{\kappa^2 + 4\chi^2}\bar{n}_{\text{th}},$$  \hspace{1cm} (S47)

where $1/T_{\text{th}}^2 = 1/T_2^* - 1/(2T_1)$, and taking the limit $\bar{n}_{\text{th}} \ll 1$. Plugging in the experimental values given in Table. S2 and solving for the readout cavity thermal occupancy gives $\bar{n}_{\text{th}} = 0.0042$ corresponding to a cavity temperature of $T = 56$ mK given that $\bar{n}_{\text{th}} = 1/(e^{\hbar\omega_0/\kappa B T} - 1)$. Assuming the qubit to be at the same temperature as the readout cavity, the Maxwell-Boltzmann distribution for a two-level system gives the qubit residual excited state population to be $1/(1 + e^{\hbar\omega_0/\kappa B T}) = 2\%$. In general the qubit can be at a different temperature than the cavity and also may not be in a thermal distribution [62], effects which will modify this estimate.

**TABLE S4. Sources of readout infidelity.**

| Error mechanism                        | Estimated probability |
|----------------------------------------|-----------------------|
| State preparation                      | 2.3%                  |
| Qubit decay before measurement         | 1.3%                  |
| Parametric cavity latching failure     | 1.1%                  |

FIG. S20. Measurement efficiency model. (a,b) Model of energy vs. time in the readout cavity (a), and parametric cavity (b), which is proportional to the square of their field amplitudes $|a(t)|^2$ and $|b(t)|^2$, respectively. This simulation uses Eqs. S42-S44 with the parameters $\kappa_p/2\pi \times 8$ kHz, $\kappa_\perp/2\pi \times 440$ kHz, $\kappa_p/2\pi = 4.0$ MHz, $s = 13$ ns, $\tau_1 = 65$ ns, $\tau_2 = \tau_1 + 20$ ns and $g_p/2\pi = 12.5$ MHz, chosen to emulate experiment. The solid green lines are the results of a simulation which includes the internal loss in both cavities, while the dashed black lines are the results of a simulation with the internal loss turned off, $\kappa_\perp = \kappa_{\perp} = 0$. Simulated measurement efficiency $\eta_{\text{model}}$ is taken to be the ratio of energy remaining at time $\tau_2$ with/without internal loss included in the model. The time $\tau_2$ corresponds to when the parametric pump is turned on in experiment. (c) Simulated measurement efficiency for five different models of loss in the readout and parametric cavities. The blue bar in model (1) is the simulation of the current experiment (subplots a,b). Measurement efficiency is expected to improve to above $\eta \geq 0.9$ after making the improvements suggested in Table S3 (model (4)), and can be improved to $\eta \geq 0.99$ if the internal loss rate of the parametric cavity can be substantially reduced (model (5)).
In conclusion, there are no indications of inherent limits to readout fidelity when using a SIMBA. State preparation errors can be improved by better thermalization at base temperature and optimized $\pi$-pulses. Fidelity should also improve using a qubit with a longer $T_1$ time and a faster readout sequence. Finally, any latching failure can be eliminated by increasing the parametric cavity pump amplitude, although potentially at the cost of additional excess backaction.

D. Measurement time limitations

Readout using a SIMBA can be improved to be significantly faster than the 265 ns measurement time reported in this work without detriment to the readout performance. Dispersive readout using a SIMBA is different from standard dispersive readout schemes because the external coupling rate is now tunable. Advantageously, the readout cavity external coupling can be made large during the measurement allowing for a fast readout, but is otherwise tuned close to zero so that the qubit $T_1$ time is not limited, obviating the need for a Purcell filter [39]. For optimal readout using a SIMBA, it is desirable to minimize loss in the readout cavity such that $2\chi \gg \kappa_r$. Then, to turn on a large external coupling $g_0$ to the parametric cavity in order to quickly and efficiently swap the readout signal.

The 265 ns readout reported in the main text is divided into four steps (Fig. 1c): sending a readout pulse into the readout cavity (65 ns), swapping the pulse into the parametric cavity (20 ns), ringing up the parametric cavity (80 ns), and data acquisition of the pumped state of the parametric cavity (100 ns). There is significant room for improvement in the speed of all these steps:

1. **Readout pulse** (65 ns): because in this experiment the readout cavity external coupling rate is tunable, the rate at which the readout pulse acquires a qubit state-dependent phase shift is set only by $\chi$, rather than the ratio of $\chi$ to $\kappa_r$ as in conventional dispersive readout [9, 63]. As such, increasing $\chi$ will allow for a proportionally faster readout pulse. Additionally, we note that a 50 ns readout pulse has been shown to achieve readout fidelity of greater than 98% in an experiment using a ferrite circulator and Josephson parametric amplifier [16]. Finally, careful pulse shaping of the readout pulse [16, 64], not yet done in this work, has been shown to increase readout fidelity for a given pulse duration.

2. **Swap time** (20 ns): the 20 ns swap speed is controlled by the coupling rates of readout and parametric cavities, Table S2. These coupling rates may be increased in order to decrease the swap time. In general, measurement efficiency increases as the swap time decreases, but, excess backaction also increases.

---

**FIG. S21. Negligible backaction proof-of-principle demonstration.** (a) Alternate SIMBA experiment. Rather than a 2-port JPA with TIBs on each port as discussed elsewhere in this work, a SIMBA is constructed from a one port JPA connected by a T-junction to two TIBs. (b) The TIBs are on a separate chip from the parametric cavity, but share the same circuit board. (c) Excess backaction, maximum fidelity, and measurement efficiency are characterized by inserting a variable measurement into a Ramsey sequence, as in Fig. 3. (d) Results of this procedure. Note that in the data shown, the JPA pump remains on during the variable measurement allowing for a fast readout, but additional excess backaction.
3. Digitization time (100 ns): The digitization time is chosen in order to be able to clearly distinguish two well separated bifurcated states (the histograms in Fig. 1c). In this experiment, effectively no readout infidelity is introduced by the inability to distinguish these states, and seen by the separation of the histograms in Fig. 1c. The digitization time required to do this depends on the amplitude of these states which depends on the JPA pump amplitude, pump detuning and resonator nonlinearity, Eq. S39. In particular, decreasing the resonator nonlinearity can lead to a much higher bifurcated state amplitude and thus a much shorter digitization time. Increasing $\kappa_0^\text{p}$, the maximum coupling rate between the JPA and measurement chain, can also reduce the digitization time.

In conclusion, all steps of the SIMBA readout pulse sequence may be sped up. Complicated trade-offs arise between the length of different readout steps and the various metrics for readout performance. With further optimization, we anticipate a total measurement time of approximately 100 ns is achievable without significant detriment to the performance reported in this work.

E. Ease of calibration

Finally, ease of calibration is an important factor to consider with regards to scalability. Calibration of qubit readout when using a SIMBA is not particularly more complicated than use of other parametric amplifiers, however it can still be improved.

In particular, in this experiment the parametric amplifier performance (for example, the region where it bifurcates as a function of pump frequency and amplitude), is somewhat dependent on the uniform bias flux seen by both TIBs. This is because the SQUID arrays within the TIBs participate to some extent in the parametric amplifier mode. In general this is undesirable; it requires extra care when choosing the uniform magnetic flux applied to the device. This participation can be easily lowered by reducing the coupling between the JPA and TIBs, but at the cost of a slower swap time. More difficult but perhaps more useful, the superconducting switch element can be redesigned to participate minimally in the parametric cavity resonance. Or, the parametric cavity parameters (such as maximum resonance frequency and nonlinearity), can be changed so that it bifurcates over a wider region in parameter space.
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