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We consider a global quantum system (the “Universe”) satisfying a double constraint, both on total energy and total momentum. Generalizing the Page and Wootters quantum clock formalism, we provide a model of 3+1 dimensional, non-relativistic, quantum spacetime emerging from entanglement among different subsystems in a globally “timeless” and “positionless” Universe.

I. INTRODUCTION

The idea that time may emerge from quantum entanglement was first proposed in 1983 by Don Page and William Wootters1–3 to solve the, so called, “problem of time”. This arises in the context of canonical quantization of gravity where, according to the Wheeler-DeWitt equation, the whole universe should be in an eigenfunction of gravity where, according to the Wheeler-DeWitt formalism for describing transformations to change the spatial degree of freedom, all these works have dealt only with internalization of the space reference frame. Only recently, in Ref. 65, has been introduced a fully relational formulation of a 1 + 1 dimensional spacetime for the case of a system of N relativistic quantum particles in a weak gravitational field.

In this work we first focus on space and we divide the total Hilbert space in two entangled subsystems, R and S, where R is the quantum rod that acts as a spatial reference frame for S. A generalization of the PaW mechanism for the spatial degree of freedom has already been addressed in Refs. 66–68 (see also Refs. 57 and 58). Here we give our own version adopting and generalizing the approach outlined in Ref. 69 (see also Ref. 70). We consider indeed discrete spectra for the momentum operators and we take the spatial degree of freedom described by POVMs. This choice allow us to recover continuous values for the spatial degrees of freedom even if the momenta have discrete spectra (the generalization to the case of a continuous spectrum is also discussed). We therefore assume the Universe satisfying a constraint on total momentum $\tilde{P}_{\text{tot}} \psi = 0$. Even if the global position is completely undetermined, a well-defined relative position emerges from the entanglement between the two subsystems R and S. Finally we introduce an additional subsystem C acting as a clock and we consider the Universe satisfying a double constraint: both on total momentum and total energy, that is $\tilde{P}_{\text{tot}} \psi = 0$ and $\tilde{H}_{\text{tot}} \psi = 0$. We show that this framework can be implemented consistently and we thus provide a model of non-relativistic quantum spacetime emerging from entanglement. In order to facilitate the reading and simplify the notation, in Sections II, III and VI we consider a single spatial degree of freedom for the subsystems R and S. In Section V we generalize the results to the case of 3 + 1 dimensional spacetime and we discuss some examples.

II. EMERGENT RELATIVE POSITION FROM ENTANGLEMENT

A. General Framework

We divide the total Hilbert space (the “Universe”) in two subsystems R and S where R acts as quantum reference frame for S. We consider the two subsystems non-interacting and entangled with global Hamiltonian

$$\hat{H} = \hat{H}_R + \hat{H}_S$$

(1)

where $\hat{H}_R$ and $\hat{H}_S$ act on R and S respectively. We consider the momenta of R and S having a discrete,
bounded, non-degenerate spectra and introduce the spatial degrees of freedom as POVMs. The case of momenta with continuous, unbounded spectrum will be discussed in Section III.E.

We begin by first considering the $R$ subspace. In introducing the POVMs of space we follow a generalization of the framework outlined in Ref. 69 (see also Refs. 18 and 19), namely we assume the momentum operator $\hat{P}_R$ of $R$ with point-like spectrum, equally-spaced eigenvalues and non-degenerate eigenstates. It can be illustrated by taking $d_R$ momentum states $|p_k\rangle$ and $p_k$ momentum levels with $k = 0, 1, 2, ..., d_R - 1$ such that (we set $\hbar = 1$):

$$p_k = p_0^{(R)} + \frac{2\pi}{L_R}k. \quad (2)$$

In this space we can define the states

$$|x_j\rangle_R = \frac{1}{\sqrt{d_R}} \sum_{k=0}^{d_R-1} e^{-ip_kx_j} |p_k\rangle_R \quad (3)$$

and the values

$$x_j = x_0 + j \frac{L_R}{D_R} \quad (4)$$

with $j = 0, 1, 2, ..., z = D_R - 1$ and with the constraint $z + 1 = D_R \geq d_R$. If we take $D_R = d_R$ the states (3) are orthogonal (with the $D_R = d_R$ values of $x_j$ uniformly distributed over $L_R$) and the spatial degree of freedom is described by the Hermitian operator $\hat{X}_R = \sum_j x_j |x_j\rangle \langle x_j|$ complement of $\hat{P}_R$. If, instead, we take $D_R > d_R$ the number of the states $|x_j\rangle_R$ is greater than the number of momenta states in $R$ (with the $D_R$ values of $x_j$ again uniformly distributed over $L_R$). These states still satisfy the key property $|x_j\rangle_R = e^{-i\hat{P}_R(x_j-x_0)} |x_0\rangle_R$ and it can furthermore be used for writing the resolution of the identity:

$$1_R = \frac{d_R}{D_R} \sum_{j=0}^{D_R-1} |x_j\rangle \langle x_j|. \quad (5)$$

Thanks to (5) the spatial degree of freedom is represented by a POVM, being $d_R D_R^{-1} |x_j\rangle \langle x_j|$ the $D_R$ non-orthogonal elements. In order to obtain a continuous representation of the coordinate $x$ (maintaining a discrete momentum spectrum), we can now consider the limit $z \to \infty$, defining

$$|x\rangle_R = \sum_{k=0}^{d_R-1} e^{-ip_kx} |p_k\rangle_R \quad (6)$$

where $x$ can now take any real value from $x_0$ to $x_0 + L_R$. In this limiting case the resolution of the identity (5) becomes

$$1_R = \frac{1}{L_R} \int_{x_0}^{x_0+L_R} dx \langle x| \langle x|. \quad (7)$$

The states $|x_j\rangle$ and $|x\rangle$ are not orthogonal, but we will see in the following that this will not constitute a problem in our derivation of spacetime.

As mentioned, also the subspace $S$ can be equipped with the POVMs of space considering $\hat{P}_S$ with discrete, bounded spectrum and applying the same formalism adopted in the subspace $R$. So we assume that also in $S$ all the momentum eigenvalues can be written as multiples of a minimum step, that is $p_k = p_0^{(S)} + \frac{2\pi}{D_S}k$ with $k = 0, 1, 2, ..., d_S - 1$. We thus define the states $|y_i\rangle_S = \frac{1}{\sqrt{d_S}} \sum_{k=0}^{d_S-1} e^{-ip_ky_i} |p_k\rangle_S$ and the $z + 1 = D_S$ values $y_i = y_0 + i \frac{L_S}{D_S}$ or, in the limiting case ($z \to \infty$) in which $y$ takes any real value from $y_0$ to $y_0 + L_S$, we consider the states $|y_i\rangle_S = \sum_{k=0}^{d_S-1} e^{-ip_ky_i} |p_k\rangle_S$. Also in this case, when taking $D_S = d_S$ we can define the operator $\hat{Y}_S = \sum_j y_i |y_i\rangle \langle y_i|$ (complement of $\hat{P}_S$) which is a Hermitian operator.

### B. Emergent Relative Distance

In order to obtain the emergence of space from entanglement we consider now the following constraint on the total momentum:

$$\hat{P}_R |\Psi\rangle = (\hat{P}_R + \hat{P}_S) |\Psi\rangle = 0 \quad (8)$$

where $\hat{P}_R$ and $\hat{P}_S$ act on $R$ and $S$ respectively. Assuming $d_R \gg d_S$ the global state $|\Psi\rangle$ satisfying (8) can be written as

$$|\Psi\rangle = \sum_{k=0}^{d_S-1} c_k |p = -p_k\rangle_R \otimes |p_k\rangle_S. \quad (9)$$

We can now expand $|\Psi\rangle$ in the $\{|x_j\rangle\}$ basis on $R$ through (5), thus obtaining

$$|\Psi\rangle = \frac{d_R}{D_R} \sum_{j=0}^{D_R-1} |x_j\rangle \langle x_j| \langle x_j| \Psi\rangle =$$

$$= \frac{\sqrt{d_R}}{D_R} \sum_{j=0}^{D_R-1} |x_j\rangle_R \otimes \sum_{k=0}^{d_S-1} c_k e^{-ip_kx_j} |p_k\rangle_S = \sum_{j=0}^{D_R-1} |x_j\rangle_R \otimes |\phi(x_j)\rangle_S \quad (10)$$

where in last step we have defined $|\phi(x_j)\rangle_S = \sum_{k=0}^{d_S-1} c_k e^{-ip_kx_j} |p_k\rangle_S$. This state can be obtained from the global state $|\Psi\rangle$ through the relative state definition.\(^6\)
of the subsystem $S$ with respect to $R$:

$$|\phi(x_j)\rangle_S = \frac{\langle x_j | \Psi \rangle}{\sqrt{d_R}} \quad (11)$$

Now using the fact that $|x_j\rangle_R = e^{-iP(x_j-x_0)}|x_0\rangle_R$ and equations (8) and (11), we obtain

$$|\phi(x_j)\rangle_S = \sqrt{d_R} \langle x_j | \Psi \rangle = \sqrt{d_R} \langle x_0 | e^{iP(x_j-x_0)} | \Psi \rangle = \sqrt{d_R} \langle x_0 | e^{i(\hat{P}_S - P_S)(x_j-x_0)} | \Psi \rangle = e^{-i\hat{P}_S(x_j-x_0)}|\phi(x_0)\rangle_S \quad (12)$$

that is, we have that the operator $\hat{P}_S$ is the generator of spatial translations in the coordinate $x_j$. In this framework it is evident that the translation moves the system with respect to the coordinate of the reference frame $R$ and therefore “external” to $S$. Furthermore we want to discuss briefly the consequences of using states $|x_j\rangle_R$ in $R$ that are not orthogonal. Clearly this fact introduces a possible conceptual warning because considering $|x_j\rangle_R$ that are not orthogonal implies that these are partially indistinguishable with a single measurement, the probability of indistinguishability being proportional to $|\langle x_i|x_j\rangle|^2$. Nevertheless, as mentioned previously, this does not constitute a problem in our framework. Indeed, even if the $|x_j\rangle_R$ are partially indistinguishable, the state of the system $S$ conditioned on a given $x_j$ does not depend on $x_i \neq x_j$ (as we can clearly see in equations (10) and (12)) and so interference phenomena are not present even if the coordinates in $R$ are not orthogonal.

These results can easily extended in the limiting case $z \longrightarrow \infty$. Indeed in this case the global state satisfying the constraint (8) can be written:

$$|\Psi\rangle = \frac{1}{L_R} \int_{x_0}^{x_0+L_R} dx |x\rangle \langle x| \Psi \rangle = \frac{1}{L_R} \int_{x_0}^{x_0+L_R} dx |x\rangle_R \otimes \sum_{k=0}^{d_S-1} c_k e^{-iP_k x} |p_k\rangle_S = \frac{1}{L_R} \int_{x_0}^{x_0+L_R} dx |x\rangle_R \otimes |\phi(x)\rangle_S \quad (13)$$

and, for the relative state $|\phi(x)\rangle_S = \langle x | \Psi \rangle$, can be easily obtained

$$\hat{P}_S |\phi(x)\rangle_S = \langle x | \hat{P}_S | \Psi \rangle = \langle x | (\hat{P} - \hat{P}_R) | \Psi \rangle = -\langle x | \hat{P}_R | \Psi \rangle = -\sum_{k=0}^{d_R-1} \langle p_k | p_k e^{iP_k x} | \Psi \rangle = \frac{\partial}{\partial x} \langle x | \Psi \rangle = i\frac{\partial}{\partial x} |\phi(x)\rangle_S \quad (14)$$

that is the same of equation (12), showing that the momentum $\hat{P}_S$ is the generator of translations in the coordinates $x$, but written through the differential expression $\hat{P}_S |\phi(x)\rangle_S = i\frac{\partial}{\partial x} |\phi(x)\rangle_S$.

In this framework the absolute position of $R+S$ is totally indeterminate. However, considering discrete values for the coordinates in $R$ and $S$, we can look for the conditional probability of obtaining $y_l$ on $S$ conditioned of having $x_j$ on $R$, where $y_l = y_0 + l\frac{L_S}{d_S}$, $x_j = x_0 + j\frac{L_R}{d_R}$. We have (see Appendix A for the proof)

$$P(y_l | x_j | R) = \frac{d_S}{D_S} |\langle y_l | \phi(x_j)\rangle|^2 = \frac{d_S}{D_S} \sum_{k=0}^{d_S-1} c_k e^{i p_k(y_l-x_j)} \quad (15)$$

that is a well-defined probability distribution, where $\sum_{l=0}^{d_S-1} P(y_l | x_j | R) = 1$. Working instead in the limit $z \longrightarrow \infty$, the probability for a value of $y$ in the small range between $y$ and $y + dy$ is given by $P(y | x | R) dy$, where the probability density $P(y | x | R)$ is (the proof is given in Appendix B):

$$P(y | x | R) = \frac{1}{L_S} |\langle y | \phi(x)\rangle|^2 = \frac{1}{L_S} \sum_{k=0}^{d_S-1} c_k e^{i p_k(y-x)} \quad (16)$$

that is again a well-defined probability density distribution depending on the distance between $S$ and $R$. Indeed, also in this case, if we consider the integral over all possible values of $y$ we obtain

$$\int_{y_0}^{y_0+L_S} dy P(y | x | R) = \frac{1}{L_S} \int_{y_0}^{y_0+L_S} dy \sum_{k=0}^{d_S-1} c_k e^{i p_k(y-x)} = 1 \quad (17)$$

where we have used (see Appendix C):

$$\int_{y_0}^{y_0+L_S} dy e^{i(p_k-p_n)(y-x)} = L_S \delta_{p_k-p_n}. \quad (18)$$

Equations (15) and (16) display an essential feature of the complementarity between positions and momenta. Indeed, if the system $S$ is in an eigenstate of the momentum, in the right-hand side of (15) and (16) there is only one term of modulus unity and we have $P(y_l | x_j | R) = 1/D_S$ and $P(y | x | R) = 1/L_S$. So, in this case, the probability $P(y_l | x_j | R)$ and the probability density $P(y | x | R)$ are constant across the whole interval $[y_0, y_0+L_S]$ indicating that, when the momentum of the system $S$ can be determined exactly, thus the position with respect to the reference frame $R$ is completely random.
We have so considered a “positionless” Universe, satisfying the constraint (8) on the total momentum (where the absolute position is totally indeterminate) and we found the well-defined conditional probability \( P(y|S) \) (for the case of discrete coordinates) and the probability density \( P(y|S|x) \) (for the limiting case \( z \to \infty \)) where appears the relative distance between the two entangled subsystems.

C. On the Position-Momentum Uncertainty Relation

In this paragraph we want to focus on the quantity \( \delta x \), namely the minimum interval in the \( x \) values of \( R \) over which the state of the system \( |\phi(x)\rangle_S \) varies significantly. We will show that, if the momentum spread in the expansion (9) is \( \Delta p \), than \( \delta x \geq \hbar/\Delta p \) (re-introducing \( \hbar \neq 1 \)). This means that will be impossible to distinguish states of the system \( S \) conditioned to \( x \) values on \( R \) which are close to each other, in accordance with position-momentum uncertainty relation.

For the sake of simplicity we consider here \( D_R = D_S = d_R = d_S = d \) and \( L_R = L_S = L \). We assume also discrete values for the space, so we have \( |x_j\rangle_R = \frac{1}{\sqrt{d}} \sum_k e^{-ipkx_j} |pk\rangle_R \) and \( |y_i\rangle_S = \frac{1}{\sqrt{d}} \sum_k e^{-ipky_i} |pk\rangle_S \) with \( x_j = x_0 + j \frac{L}{d} \) and \( y_i = y_0 + i \frac{L}{d} \). As already mentioned, in this particular case we can define the operators \( \hat{X}_R = \sum_j x_j |x_j\rangle\langle x_j| \) and \( \hat{Y}_S = \sum_i y_i |y_i\rangle\langle y_i| \) (complement of \( \hat{P}_R \) and \( \hat{P}_S \)) which are Hermitian operators.

The crucial point for our argument here is to understand that in this framework, since the reference frame \( R \) and the system \( S \) are entangled in the global state \( |\Psi\rangle \), the \( \Delta p \) relates to the spread of the coefficients in the expansion (9), that is \( |\Psi\rangle = \sum_k c_k |p\rangle_R \otimes |pk\rangle_S \), does not refer exclusively to \( R \), but to \( R \) and \( S \) together.

For this reason what we will find is that a limited spread in the expansion in the momentum eigenbasis will reduce the distinguishability of states of \( S \) conditioned on proximal values of \( R \). So, starting from equation

\[
|\phi(x_j)\rangle_S = \frac{\langle x_j|\Psi\rangle}{\sqrt{d}} = \sum_{k=0}^{d-1} c_k e^{-ih^{-1}p_kx_j} |pk\rangle_S ,
\]

we can calculate in the space \( S \):

\[
\langle \phi(x_i)|\phi(x_j)\rangle_S = \sum_{k=0}^{d-1} |c_k|^2 e^{-ih^{-1}p_k(x_j-x_i)}. 
\]

Equations (20) indicates that, if \( |c_k|^2 \) has a spread \( \propto \Delta p \), than the scalar product \( f(x_j - x_i) = \langle \phi(x_i)|\phi(x_j)\rangle \) will have a spread of the order \( \propto \hbar/\Delta p \). This means that the state \( |\phi(x_j)\rangle_S \) of the subsystem \( S \) varies significantly for intervals

\[
\delta x \geq \hbar/\Delta p
\]

where \( \Delta p \) is indeed the uncertainty in momentum related to the spread of the coefficients \( c_k \). This means that it is impossible to distinguish states of the system \( S \) conditioned to \( x \) values on \( R \) which are closer than \( \sim \hbar/\Delta p \) to each other, in accordance with the position-momentum uncertainty relation.

Expression (20) for \( f(x_j - x_i) \) holds also in the case of non-orthogonal space states where the spatial degrees of freedom are described by POVMs. So we notice here that the function \( f(x_j - x_i) \), and consequently the scale on which the system \( S \) varies significantly, is not related to the overlap of the states in \( R \). Namely the fact of using coordinates states that are not orthogonal does not have an effect on the derivation of the function \( f(x_j - x_i) \). As already mentioned, this is because, calculating the conditioned state of \( S \) to a certain value \( x_j \) on \( R \) through (19), we find no contributions from different positions \( x_i \neq x_j \), and so interference phenomena are not present even if the position states are not orthogonal. Rather \( f(x_j - x_i) \) is related to the spread of the coefficients appearing in the global state \( |\Psi\rangle \) and this fact shows us a condition for a good functioning of our framework: a large spread in the coefficients within the global state in the expansion (9) is needed in order to distinguish states of \( S \) projected to closer values of \( \hbar/\Delta p \).

III. SPACETIME FROM ENTANGLEMENT

A. Introducing the C Subspace

In order to introduce the temporal degree of freedom we have to consider an additional Hilbert space and assign it to time. So we assume that the Universe is divided into three subsystems, that is we work in \( H = H_C \otimes H_R \otimes H_S \), where \( H_C \) is the time Hilbert space. The three subsystems are non-interacting but still entangled, so we have

\[
\hat{H} = \hat{H}_C + \hat{H}_R + \hat{H}_S
\]

where \( \hat{H}_C, \hat{H}_R \) and \( \hat{H}_S \) act on \( C, R \) and \( S \) respectively.

We start assuming \( \hat{H}_C \) with point-like spectrum, non-degenerate eigenstates and having rational energy differences. The framework can be illustrated by taking \( p + 1 = d_C \) energy states \( |E_i\rangle \) and \( E_i \) energy levels with \( i = 0, 1, 2, ..., d_C - 1 \) such that \( E_{i+1} - E_i = \frac{A_i}{B_i} \), where \( A_i \) and \( B_i \) are integers with no common factors. Doing this we obtain (we set again \( \hbar = 1 \)):

\[
E_i = E_0 + i \frac{2\pi}{T}
\]

where \( T = \frac{2\pi r_1}{E_1}, r_i = r_1 \frac{A_i}{B_i} \) for \( i > 1 \) (with \( r_0 = 0 \)) and \( r_1 \)
equal to the lowest common multiple of the values of $B_i$. In this space we define the states

$$|t_m\rangle_C = \frac{1}{\sqrt{d_C}} \sum_{i=0}^{d_C-1} e^{-iE_it_m} |E_i\rangle_C$$  \hspace{1cm} (24)

where

$$t_m = t_0 + m \frac{T}{D_C}$$  \hspace{1cm} (25)

with $m = 0, 1, 2, \ldots, s = D_C - 1$ and $s + 1 \geq r_p$ (we notice here that also in this case, by assuming the energy spectrum with equally-spaced eigenvalues and taking $D_C = d_C$, the time states (24) are orthogonal and the temporal degree of freedom is described by the Hermitian operator $\hat{T}_C = \sum_m t_m |t_m\rangle \langle t_m|$. The number of $|t_m\rangle_C$ states is therefore greater than the number of energy states in $\mathcal{H}_C$ and the $D_C$ values of $t_m$ are uniformly distributed over $T$. These states satisfy the key property $|t_m\rangle_C = e^{-itE_C(t_m-t_0)}|t_0\rangle_C$ and furthermore can be used for writing the resolution of the identity in the $C$ subspace:

$$\mathbb{I}_C = \frac{d_C}{D_C} \sum_{m=0}^{D_C-1} |t_m\rangle \langle t_m|.$$  \hspace{1cm} (26)

Thanks to property (26) also time is represented by a POVM, being $d_CD_C^{-1} |t_m\rangle \langle t_m|$ the $D_C$ non-orthogonal elements. As we did for space, in order to obtain a continuous flow of time in the PaW framework, we can now consider the limit $s \rightarrow \infty$, defining

$$|t\rangle_C = \sum_{i=0}^{d_C-1} e^{-iE_it} |E_i\rangle_C$$  \hspace{1cm} (27)

where $t$ can now take any real value from $t_0$ to $t_0 + T$. In this limiting case the resolution of the identity (26) becomes

$$\mathbb{I}_C = \frac{1}{T} \int_{t_0}^{t_0+T} dt |t\rangle \langle t|.$$  \hspace{1cm} (28)

As in the case of space, the states $|t_m\rangle_C$ and $|t\rangle_C$ are not orthogonal, but thanks to the properties (26) and (28) they can be used as time states for introducing time through the PaW mechanism. This framework allows us to use a generic Hamiltonian as a clock Hamiltonian, with the only constraint of considering rational ratios of energy levels. However, we emphasize that this limitation can be opportually relaxed. Indeed, in the case of non-rational ratios of energy levels, the resolutions of the identity (26) and (28) are no longer exact but, since any real number can be approximated with arbitrary precision by a ratio between two rational numbers, the residual terms in the resolutions of the identity and consequent small corrections can be arbitrarily reduced. In this way we can consider that the mechanism works, at least approximately, for every generic Hamiltonian with no restrictions.

### B. Emergent 1+1 Dimensional Spacetime

We want now to obtain a model of spacetime emerging from entanglement. So we consider the global state $|\Psi\rangle \in \mathcal{H}_C \otimes \mathcal{H}_R \otimes \mathcal{H}_S$ simultaneously satisfying

$$\hat{H} |\Psi\rangle = (\hat{H}_C + \hat{H}_R + \hat{H}_S) |\Psi\rangle = 0$$  \hspace{1cm} (29)

and

$$\hat{P} |\Psi\rangle = (\hat{P}_R + \hat{P}_S) |\Psi\rangle = 0$$  \hspace{1cm} (30)

where we have assumed $\hat{P}_C = 0$. We notice that the mechanism works also with $\hat{P}_C \neq 0$ but, in this case, there could be limitations in the allowed momenta to ensure that (29) and (30) are simultaneously satisfied (we discuss the case of $\hat{P}_C \neq 0$ in Appendix D). The framework with $\hat{P}_C = 0$ can be implemented for example by assuming the subspace $C$ describing the internal degree of freedom (i.e. the spin) of the system $R$. If we want to look at the explicit form of the state $|\Psi\rangle$ we need to know the relation between the momenta and the energy of $R$ and $S$. Nevertheless, assuming again $d_C, d_R \gg d_S$, we can write in general:

$$|\Psi\rangle = \sum_{k=0}^{d_S-1} c_k |E = -\epsilon_k\rangle_C \otimes |p = -p_k\rangle_R \otimes |p_k\rangle_S$$  \hspace{1cm} (31)

where

$$\epsilon_k = E^{(R)}(-p_k) + E^{(S)}(p_k)$$  \hspace{1cm} (32)

is the energy function related to the momenta of $R$ and $S$. For simplicity we consider here that the energy function depends only on the momenta and not on the coordinates. Clearly the model works also considering the presence of external potentials in $R$ and $S$ (equations (34), (36) and (38) that we will find in the following would be indeed still valid) but, in this case, the state $|\Psi\rangle$ can not be written in the simple form (31) and we can not explicitly calculate the conditional probabilities (41) and (43). For this reason we prefer to simplify the model, as we believe this choice helps to capture the essence of the mechanism. In Section III.E we give a generalization to the case where potentials are present in $R$ and $S$. So, considering for example $R$ and $S$ as free particles (with mass $M$ and $m$ respectively), we have $\hat{H}_R = \frac{p^2}{2M}$ and $\hat{H}_S = \frac{p^2}{2m}$, which implies $\epsilon_k = \frac{p^2}{2M} + \frac{p^2}{2m}$.

Starting from the state $|\Psi\rangle$ satisfying (29) and (30),
we can now expand it on the basis \( \{|t_m\}_C \) in \( C \) thanks to (26), thus obtaining
\[
|\Psi\rangle = \frac{d_C}{D_C} \sum_{m=0}^{D_C-1} |t_m\rangle \langle t_m| \Psi\rangle = 
\]
\[
= \frac{\sqrt{d_C}}{D_C} \sum_{m=0}^{D_C-1} |t_m\rangle_C \otimes |\phi(t_m)\rangle_{R,S} \tag{33}
\]
where \( |\phi(t_m)\rangle_{R,S} = \sqrt{d_C} \langle t_m|\Psi\rangle \) is state of the composite system \( R+S \) at time \( t_m \), namely it is the relative state\(^6\) of \( R+S \) conditioned on having the value \( t_m \) on \( C \). For such a state, through (29) and the relative state definition, it is easy to find the time evolution with respect to the clock \( C \):
\[
|\phi(t_m)\rangle_{R,S} = \sqrt{d_C} \langle t_m|\Psi\rangle = 
\]
\[
= \sqrt{d_C} \langle t_0| e^{i\hat{H}_C(t_m-t_0)} |\Psi\rangle = 
\]
\[
= \sqrt{d_C} \langle t_0| e^{i(-\hat{H}_R+\hat{H}_S)(t_m-t_0)} |\Psi\rangle = 
\]
\[
= e^{-i(\hat{H}_R+\hat{H}_S)(t_m-t_0)} |\phi(t_0)\rangle_{R,S} \tag{34}
\]
and defining the relative state of \( R+S \) as \( |\phi(t)\rangle_{R,S} = \langle t|\Psi\rangle \) we obtain\(^18\):
\[
i \frac{\partial}{\partial t} |\phi(t)\rangle_{R,S} = (\hat{H}_R+\hat{H}_S) |\phi(t)\rangle_{R,S} \tag{36}
\]
that is the Schrödinger evolution for the state of \( R+S \) with respect to the clock time \( t \), written in the usual differential form.

We can therefore expand the state \( |\Psi\rangle \) in the coordinates \( \{|x_j\}_R \) in \( R \), thus obtaining:
\[
|\Psi\rangle = \frac{d_R}{D_R} \sum_{j=0}^{D_R-1} |x_j\rangle \langle x_j| \Psi\rangle = 
\]
\[
= \frac{\sqrt{d_R}}{D_R} \sum_{j=0}^{D_R-1} |x_j\rangle_R \otimes |\varphi(x_j)\rangle_{C,S} \tag{37}
\]
where \( |\varphi(x_j)\rangle_{C,S} = \sqrt{d_R} \langle x_j|\Psi\rangle \) is the relative state of \( C+S \) conditioned to the value \( x_j \) on the reference frame \( R \). All the results found in the previous Section apply to the state \( |\varphi(x_j)\rangle_{C,S} \). Indeed we have also in this case
\[
|\varphi(x_j)\rangle_{C,S} = e^{-i\hat{P}_S(x_j-x_0)} |\varphi(x_0)\rangle_{C,S} \tag{38}
\]
where the momentum of the clock \( C \) does not appear since we have chosen \( \hat{P}_C = 0 \). Also here we consider the limit \( z \to \infty \), where again \( x \) can take all the real values between \( x_0 \) and \( x_0 + L_R \). In this case the global state can be written
\[
|\Psi\rangle = \frac{1}{L_R} \int_{x_0}^{x_0+L_R} dx |x\rangle \langle x| \Psi\rangle = 
\]
\[
= \frac{1}{L_R} \int_{x_0}^{x_0+L_R} dx |x\rangle_R \otimes |\varphi(x)\rangle_{C,S} \tag{39}
\]
and defining the relative state of \( C+S \) as \( |\varphi(x)\rangle_{C,S} = \langle x|\Psi\rangle \) we obtain \( \hat{P}_S |\varphi(x)\rangle_{C,S} = i \frac{\partial}{\partial x} |\varphi(x)\rangle_{C,S} \). Through this latter equation and (38) we can see again that \( \hat{P}_S \) is the generator of translations in the coordinate values \( x \) for the relative state \( |\varphi(x)\rangle_{C,S} \).

Finally we can expand the state \( |\Psi\rangle \) simultaneously on the coordinates \( \{|x_j\}_R \) in \( R \) and on the time basis \( \{|t_m\}_C \) in \( C \). We have for the global state:
\[
|\Psi\rangle = \left( \frac{d_C}{D_C} \sum_{m=0}^{D_C-1} |t_m\rangle \langle t_m| \otimes \frac{d_R}{D_R} \sum_{j=0}^{D_R-1} |x_j\rangle \langle x_j| \right) |\Psi\rangle = 
\]
\[
= \frac{\sqrt{d_C}}{D_C} \frac{\sqrt{d_R}}{D_R} \sum_{m=0}^{D_C-1} \sum_{j=0}^{D_R-1} |t_m\rangle_C \otimes |x_j\rangle_R \otimes |\psi(t_m,x_j)\rangle \tag{40}
\]
where \( |\psi(t_m,x_j)\rangle_S = \sqrt{d_C} \sqrt{d_R} \langle t_m|x_j\rangle |\Psi\rangle \) is the relative state of the system \( S \) at time \( t_m \) conditioned on the value \( x_j \) for the reference frame \( R \). With the state \( |\psi(t_m,x_j)\rangle_S \) we have not yet defined the position of the system \( S \). This state indeed gives us the value of the time that enters as a parameter thanks to the entanglement with the subspace \( C \) and indicates the position of the reference frame \( R \). What we can now search is the conditional probability of having a certain position \( y_1 \) in \( S \) at time \( t_m \) and knowing that the reference frame is in \( x_j \), that is (see Appendix E):
\[
P(y_1 \text{ on } S | x_j \text{ on } R, t_m \text{ on } C) = 
\]
\[
= \frac{d_S}{D_S} ||y_1| \psi(t_m,x_j)||^2 = \frac{1}{D_S} \left| \sum_{k=0}^{d_S-1} c_ke^{-i\epsilon_k t_m} e^{i\hat{P}_R(y_1-x_j)} \right|^2 \tag{41}
\]
where, we recall, \( \epsilon_k \) is the energy function related to the momenta \( p_k \) of \( R \) and \( S \) and where it is easy to verify
that \( \sum_{j=0}^{d-1} P(y_j \mid x_j, R, t_m \mid C) = 1 \) given each \( x_j \) and \( t_m \). Clearly we can extend these results also to the limiting cases \( z, s \to \infty \). Indeed we can write the global state \(|\Psi\rangle\) as

\[
|\Psi\rangle = \left( \frac{1}{T} \int_{t_0}^{t_0+T} dt \langle t \mid \otimes \frac{1}{L_R} \int_{x_0}^{x_0+L_R} dx \langle x \mid \right) |\Psi\rangle = \\
\left( \frac{1}{T} \int_{t_0}^{t_0+T} dt \int_{x_0}^{x_0+L_R} dx \mid t \rangle_C \otimes \langle x \rangle_R \otimes |\psi(t,x)\rangle_S \right)
\]

where again \(|\psi(t,x)\rangle_S = (\langle t \mid \otimes \langle x \mid \rangle \rangle \mid \Psi\rangle\) is the relative state of the system \( S \) at time \( t \) conditioned on the value \( x \) for the reference frame \( R \). The conditional probability density of having a certain position \( y \) in \( S \) at time \( t \) and knowing that the reference \( R \) is in \( x \) is (see Appendix F):

\[
P(y \mid x \mid S, R, t \mid C) = \\
\frac{1}{L_S} |\langle y \mid \psi(t,x)\rangle|^2 = \frac{1}{L_S} \sum_{k=0}^{d_S-1} c_k e^{-ik \pi t} e^{ip_k (y-x)}
\]

We notice that also the probability density (43) is well-defined for each time (indeed it is easy to verify that \( \int_{y_0}^{y_0+L_S} dy P(y \mid x \mid S, R, t \mid C) = 1 \) for all \( x \) and \( t \)) and it depends on time \( t \) as well as on the distance \( y-x \) between \( S \) and \( R \).

So, through entanglement, we have found for the subsystem \( S \) a conditional probability density that gives us informations about the evolution of \( S \) in time and space, where for time we consider the clock time and for space we consider the relative distance between \( S \) and the quantum reference frame \( R \). All these results are obtained within a globally static and “positionless” Universe.

To conclude this paragraph we notice that a good spatial reference frame is a reference that moves only slightly in time. If a good spatial reference frame is considered, one can look at the evolution of \( S \) by itself. We show this point with an example: assuming \( R \) and \( S \) as free particles (with mass \( M \) and \( m \) respectively), we could take \( M \gg m \) thus obtaining \( \frac{\rho_S^2}{2M} \ll \frac{\rho_L^2}{2m} \). Starting from the state (42) we can consider the relative state \(|\psi(t,x)\rangle_S = (\langle t \mid \otimes \langle x \mid \rangle \rangle \mid \Psi\rangle\) and investigate its evolution. If the mass \( M \) is sufficiently large, we have:

\[
i \frac{\partial}{\partial t} |\psi(t,x)\rangle_S \simeq \hat{H}_S |\psi(t,x)\rangle_S.
\]

Equation (44) shows that if \( M \) is sufficiently large, the evolution of \( S \) alone can be recovered with respect to time \( t \) and with respect to a spatial reference frame that does not evolve (or that move negligibly in time). Furthermore, equation (44) together with the property \( \hat{P}_S \mid \psi(t,x)\rangle_S \rangle = \frac{-i}{2m} \frac{\partial^2}{\partial x^2} |\psi(t,x)\rangle_S \rangle \) lead to:

\[
i \frac{\partial}{\partial t} |\psi(t,x)\rangle_S \simeq -\frac{1}{2m} \frac{\partial^2}{\partial x^2} |\psi(t,x)\rangle_S
\]

which clearly describes the dynamics of the particle in \( S \) with respect to the coordinates of the \( 1+1 \) dimensional quantum reference frame. We emphasize here that, in this case, we can write the equation (45) for the state \(|\psi(t,x)\rangle_S \rangle \) because the values of time and space of the subspaces \( C \) and \( R \) enter as parameters in \( S \) thanks to the entanglement present in the global state \(|\Psi\rangle\). We will return to this point later, in Section V, when we also discuss the example of relativistic particles.

\[\text{C. A simple Example}\]

We consider here a simple example assuming \( R \) and \( S \) as free particles with mass \( M \) and \( m \) respectively and \( d_R = d_S = 3 \). We start assuming \( D_R = D_S = d_R = d_S \), \( L_R = L_S = L \) and discrete values of space and time. We have therefore:

\[
p_k^{(R)} = p_k^{(S)} = p_0 + \frac{i}{2} \hat{p} \text{ and } p_0 = -\frac{2M}{\pi} \text{ (that implies } p_1 = 0, p_2 = \frac{2M}{\pi} \text{)}, \quad x_j^{(R)} = x_0 + j\frac{L}{2}, \quad x_j^{(S)} = x_0 + j\frac{L}{2}, \quad \text{and } y_l^{(S)} = x_0 + \frac{L}{2}
\]

The global state satisfying the constraints on total energy and total momentum can be written as:

\[
|\Psi\rangle = c_0 |E_{2,0}\rangle_C |p_2\rangle_R |p_0\rangle_S + c_1 |E_{1,1}\rangle_C |p_1\rangle_R |p_1\rangle_S + c_2 |E_{0,2}\rangle_C |p_0\rangle_R |p_2\rangle_S
\]

where \( E_{k,n} = -\left( \frac{p^2}{2M} + \frac{p^2}{2m} \right) \) and where we assume, for simplicity, the coefficients \( c_i \) to be real. Furthermore we have \( E_{2,0} = E_{0,2} = \epsilon = \left( \frac{2M}{\pi} \right)^2 \left( \frac{1}{2M} + \frac{1}{2m} \right) \) and \( E_{1,1} = 0 \). We can now expand the global state \(|\Psi\rangle\) simultaneously on the coordinates \( \{|x_j\rangle_R\} \) in \( R \) and on the time basis \( \{|t_m\rangle_C\} \) in \( C \), and then we search the state \(|\psi(t_m,x_j)\rangle_S = \sqrt{\frac{2}{S}} \rangle m \otimes \langle x_j \rangle \rangle \mid \Psi\rangle\), thus obtaining:

\[
|\psi(t_m,x_j)\rangle_S = \sqrt{\frac{2}{S}} c_0 e^{-i\epsilon t_m \langle x_j \mid p_2 \rangle |p_0\rangle_S + c_1 \langle x_j \mid p_1 \rangle |p_1\rangle_S + c_2 e^{-i\epsilon t_m \langle x_j \mid p_0 \rangle |p_2\rangle_S} = \\
= c_0 e^{-i\epsilon t_m \langle x_j \mid \frac{2\pi}{L} \rangle |p_0\rangle_S + c_1 \langle 0 \rangle_S + c_2 e^{-i\epsilon t_m \langle x_j \rangle S} \frac{2\pi}{L} \rangle |p_2\rangle_S
\]
We can now calculate the conditional probability of obtaining \( y_l \) on \( S \) conditioned on having \( x_j \) on \( R \) and \( t_m \) on \( C \). Considering \( d_S = D_S = 3 \), we have:

\[
P(y_l \mid S \mid x_j \mid R, t_m \mid C) = |\langle y_l | \psi(t_m, x_j) \rangle|^2 = \frac{1}{3} \left| c_0 e^{-i\epsilon t_m e^{-i2\pi(y_l-x_j)/L}} + c_1 + c_2 e^{-i\epsilon t_m e^{-i2\pi(y_l-x_j)/L}} \right|^2. 
\]  

(48)

Proceeding with the calculations from equation (48) and remembering we have real coefficients, we obtain

\[
P(y_l \mid S \mid x_j \mid R, t_m \mid C) = \frac{1}{3} + \frac{2}{3} c_0 c_1 \cos(\epsilon t_m + \frac{2\pi}{L} (y_l - x_j)) + 
+ \frac{2}{3} c_1 c_2 \cos(\epsilon t_m - \frac{2\pi}{L} (y_l - x_j)) + \frac{2}{3} c_0 c_2 \left(1 - 2 \sin^2\left(\frac{2\pi}{L} (y_l - x_j)\right)\right) 
\]  

(49)

that is the expression of how the probability of having a certain relative distance between the particles \( S \) and \( R \) given \( x_j \) for the reference frame \( R \) at time \( t_m \).

If we consider the limiting cases \( s, z \to \infty \) (maintaining the assumption \( L_R = L_S = L \)), we obtain for the probability density:

\[
P(y \mid S \mid x \mid R, t \mid C) = \frac{1}{L} + \frac{2}{L} c_0 c_1 \cos(\epsilon t + \frac{2\pi}{L} (y - x)) + 
+ \frac{2}{L} c_1 c_2 \cos(\epsilon t - \frac{2\pi}{L} (y - x)) + \frac{2}{L} c_0 c_2 \left(1 - 2 \sin^2\left(\frac{2\pi}{L} (y - x)\right)\right). 
\]  

(50)

D. On the Quantum Speed Limit Time

An important question is the time scale over which the conditioned state \( |\phi(t)|_{R,S} \) evolve into an orthogonal configuration, thus becoming fully distinguishable. In dealing with this topic it is useful what was already said in Section II.C. For the sake of simplicity we consider again the case of \( d_R = D_R, d_S = D_S \) that leads to discrete values of space and orthogonal states. For the temporal degree of freedom we consider the limiting case \( s \to \infty \).

The conditioned state of \( R+S \) can be obtained from (31), calculating \( |\phi(t)|_{R,S} = \langle t | \Psi \rangle \). We have \( (\hat{H} \neq 1) \):

\[
|\phi(t)|_{R,S} = \sum_{k=0}^{d_S-1} c_k e^{-i\epsilon^{-1} \epsilon_k t} |p = -p_k \rangle_R \otimes |p_k \rangle_S 
\]

(51)

where \( \epsilon_k = E(R)(-p_k) + E(S)(p_k) \) is the energy function related to the momenta \( p_k \) of \( R \) and \( S \). Starting from equation (51) we can calculate in the space \( R+S \):

\[
\langle \phi(t_0) | \phi(t) \rangle = \sum_{k=0}^{d_S-1} |c_k|^2 e^{-i\epsilon^{-1} \epsilon_k (t-t_0)}. 
\]

(52)

Looking at equation (52), we can now consider the quantum speed limit time \( \delta t \) which gives us the minimum time needed for \( R+S \) to evolve to an orthogonal configuration. We have:

\[
\delta t \geq \max \left( \frac{\pi \hbar}{2E_{R,S}}, \frac{\pi \hbar}{2\Delta E} \right) 
\]

(53)

where \( E_{R,S} = \langle \phi(t_0) | \hat{H}_{R} + \hat{H}_S | \phi(t_0) \rangle \) and \( \Delta E \) is the spread in energy related to the coefficients \( c_k \) through

\[
\Delta E = \sqrt{\langle \phi(t_0) | (\hat{H}_{R} + \hat{H}_S - E_{R,S})^2 | \phi(t_0) \rangle}. 
\]

(54)

The aspect we emphasize is that, as in the case of space, the function \( f(t-t_0) = \langle \phi(t_0) | \phi(t) \rangle \), and consequently the time scale on which \( R+S \) varies significantly, is not related to the overlap of the states of the clock. This can be seen considering that in \( f(t-t_0) \) do not enter time values different from \( t, t_0 \) and \( f(t-t_0) \) takes the form expressed in Ref. 71. So the fact that our time states are not orthogonal does not have a consequence on the speed at which the state \( |\phi(t)|_{R,S} \) evolves with respect to \( t \). Rather \( f(t-t_0) \) is related to the spread of the coefficients \( c_k \) appearing in the state (51). These considerations, together with equation (53), indicate the key point in this framework: a large spread in the coefficients \( c_k \) within state \( |\phi(t)|_{R,S} \), and so in the global state \( |\Psi\rangle = \sum_{k=0}^{d_S-1} c_k |E = -\epsilon_k \rangle_C \otimes |p = -p_k \rangle_R \otimes |p_k \rangle_S \), is needed to make the time evolution of the subsystem \( R+S \) faster.27

E. Introducing Potentials in \( R \) and \( S \)

We illustrate here the case in which potentials are present within \( R \) and \( S \) by considering these two subspaces consisting of two harmonic oscillators. We use this example also to extend our framework assuming momentum operators with continuous spectra. So far we have indeed always used momentum operators in \( R \) and \( S \) with
discrete spectra, but the entire discussion can be easily

generalized to the case of continuous values for momenta
and coordinates, with orthogonal position states. Such
a framework allows us to more easily address the prob-
lem of considering the presence of potentials in $R$ and
$S$. What we need is indeed to have Hermitian operators
$\hat{X}$ (within $R$) and $\hat{Y}$ (within $S$) in order to describe
the potentials of the harmonic oscillators. In the subspace $C$
we assume the framework described so far working in the
limiting case $s \to \infty$.

We therefore start considering the Hamiltonians of $R$
and $S$ written as:

$$
\hat{H}_R = \frac{\hat{p}^2}{2M} + V_R(\hat{X}) = \frac{\hat{p}^2}{2M} + \frac{1}{2} M \omega_R \hat{X}^2
\quad, \quad (55)
$$

$$
\hat{H}_S = \frac{\hat{p}^2}{2m} + V_S(\hat{Y}) = \frac{\hat{p}^2}{2m} + \frac{1}{2} m \omega_S \hat{Y}^2.
\quad
$$

In this framework, the global state $|\Psi\rangle$ satisfying the con-
straint on total momentum $\left(\hat{P}_R + \hat{P}_S\right) |\Psi\rangle = 0$ is:

$$
|\Psi\rangle = \sum_{n=0}^{d_C-1} \int dp \ c_n \psi(p) |E_n\rangle_C \otimes \langle -p |_{R} \otimes |p \rangle_{S}
\quad, \quad (56)
$$

where $\sum_{n=0}^{d_C-1} |c_n|^2 = \int dp |\psi(p)|^2 = 1$. The state (56) can be rewritten in the energy eigenbasis for $R$ and $S$ as

$$
|\Psi\rangle = \sum_{n=0}^{d_C-1} \sum_{k} \sum_{l} \int dp \ c_n \psi(p) \times \beta(-p,E_K) \beta(p,E_i) |E_n\rangle_C \otimes |E_k\rangle_R \otimes |E_l\rangle_S
\quad, \quad (57)
$$

where $\beta(a,b) = \langle b | a \rangle$. Through the state (57) we can now impose the constraint on total energy $\hat{H} |\Psi\rangle = \left(\hat{H}_C + \hat{H}_R + \hat{H}_S\right) |\Psi\rangle = 0$ where the Hamiltonians of $R$
and $S$ can be rewritten (for $h = 1$):

$$
\hat{H}_R = \omega_R \left(\hat{a}_R \hat{a}_R + \frac{1}{2}\right)
\quad, \quad \hat{H}_S = \omega_S \left(\hat{a}_S \hat{a}_S + \frac{1}{2}\right),
\quad
$$

and $\hat{H}_S = \omega_S \left(\hat{a}_S \hat{a}_S + \frac{1}{2}\right)$, being $\hat{a}_R$, $\hat{a}_S$, $\hat{a}_R$ and $\hat{a}_S$ the usual rising and lowering operators for the subsystems $R$
and $S$. For the global state $|\Psi\rangle$ we thus find:

$$
|\Psi\rangle = \sum_{k} \sum_{l} \int dp \ \hat{c}_{kl} \psi(p) \times \beta(-p,E_K) \beta(p,E_i) |E_k\rangle_R \otimes |E_l\rangle_S
\quad, \quad (58)
$$

with

$$
\epsilon_{kl} = \omega_R \left(k + \frac{1}{2}\right) + \omega_S \left(l + \frac{1}{2}\right)
\quad, \quad (59)
$$

The state (58) provides the explicit form of the global
state of our quantum Universe simultaneously satisfying
both the constraints: on total energy and total momentu-
men. We can then expand again the subspaces $R$ and $S$
back on the momentum eigenbasis and rewriting (58) as

$$
|\Psi\rangle = \int dp' \sum_{k} \sum_{l} \int dp \ \hat{c}_{kl} \psi(p) \beta(-p,E_K) \beta(p,E_i)
\times \beta^*(-p',E_K) \beta^*(p',E_i) |E = -\epsilon_{kl}\rangle_C \otimes |-p'\rangle_R \otimes |p'\rangle_S.
\quad, \quad (60)
$$

Through the states (58) and (60) we can find again all
the results shown in Section III.B. For the relative state $|\phi(t)\rangle_{R,S} = \langle t | \Psi\rangle$ we have:

$$
\frac{\partial}{\partial t} |\phi(t)\rangle_{R,S} = \left(\hat{H}_R + \hat{H}_S\right) |\phi(t)\rangle_{R,S} =
\quad, \quad (61)
$$

which provides the Schrödinger evolution for the sub-
system $R + S$. In the same way, for the relative state $|\phi(x)\rangle_{C,S} = \sqrt{2\pi} \langle x | \Psi\rangle$ we have: $|\phi(x + a)\rangle_{C,S} = e^{i a H_{C,S}} |\phi(x)\rangle_{C,S}$ which shows how the operator $\hat{P}_S$ is the
generator of translations in the values of the reference
frame $R$ for the relative state of the subsystem $C + S$.
Finally we expand the state $|\Psi\rangle$ simultaneously on the
coordinates in $R$ and on the time basis in $C$ thus finding:

$$
|\Psi\rangle = \frac{1}{T\sqrt{2\pi}} \int dt \int dx \langle t |_{C} \otimes |x \rangle_{R} \otimes |\psi(t,x)\rangle_{S}
\quad, \quad (62)
$$

where the integral on $dt$ is evaluated from $t_0$ and
$t_0 + T$ and where now the relative state $|\psi(t,x)\rangle_{S} = \sqrt{2\pi} \langle \langle t \otimes \langle x | | \Psi\rangle}$ reads

$$
|\psi(t,x)\rangle_{S} = \int dp' \sum_{k} \sum_{l} \int dp \ \hat{c}_{kl} \psi(p) \beta(-p,E_K) \beta(p,E_i)
\times \beta^*(-p',E_K) \beta^*(p',E_i) e^{-i\epsilon_{kl} t} e^{-i\epsilon_{kl}} |p'\rangle_S.
\quad, \quad (63)
$$

Through the state (63) we can search also in this case
the probability density $P(y \ on \ S \ on \ R, t \ on \ C) = |\langle y | \psi(t,x)\rangle|^2$ obtaining:

$$
P(y \ on \ S \ on \ R, t \ on \ C) =
\quad, \quad (64)
$$

which still depends on time $t$ and on the relative distance
$y - x$ between $S$ and $R$.

**IV. MULTIPLE TIME MEASUREMENTS**

Throughout this work, we have seen how conditional
probabilities lie at the heart of the PaW mechanism. This
aspect of the theory has been criticised by K. V. Kuchar\textsuperscript{73} who emphasized that the PaW mechanism is not able to provide the correct propagators when considering multiple measurements. Indeed measurements performed at two times return wrong statistics because the first measurement “collapses” the time state and freezes the rest of the Universe (namely R and S in our framework). Two possible ways out of this problem have been proposed: the first by R. Gambini, R. A. Porto, J. Pullin, and S. Torterolo (GPPT) in Ref. 74 (see also Ref. 30) and the second by V. Giovannetti, S. Lloyd and L. Maccone (GLM) in Ref. 7.

We will now explore how these proposals can be applied to our framework of emerging spacetime. For the sake of simplicity we consider again a simple case: we start from the framework described in Sections II.A and III.A, we work with discrete values of space and time and we choose $d_C = D_C$, $d_R = D_R$, $d_S = D_S$. This latter assumption implies that we are considering an equally-spaced spectrum for $\hat{H}_C$ and we emphasize that this choice leads to orthogonal time states and position, namely $(t_m, t_m') = \delta_{m, m'}$ on $C$, $\langle x; x_j \rangle = \delta_{i, j}$ on $R$ and $\langle y_l; y_k \rangle = \delta_{l, k}$ on $S$. In the case of GPPT theory, this simplified framework can then be readily generalized to the case of unequally-spaced levels for $\hat{H}_C$ and to the limiting cases $z, s \to \infty$, where time and position are represented by POVMs. Conversely, for the GLM proposal the assumption of orthogonal time states in $C$ and orthogonal position states in $R$ and $S$ will be necessary.

\section{The GPPT proposal}

As pointed out in Ref. 30 one of the main ingredients of the GPPT theory is the averaging over the abstract coordinate time (the “external time”)\textsuperscript{73} in order to eliminate any external time dependence in the observables. With the perspective of calculating the probabilities for multiple time measurements, we look in this section at the probability $P(y_l| S, x_j| R| t_m| C)$ of having $y_l$ on $S$ and $x_j$ on $R$ conditioned to having $t_m$ on $C$. This probability essentially is not different from the probabilities we have calculated so far (apart from a numerical factor). We will see indeed that it will depend on the relative distance between $R$ and $S$ in the same way as we found in the previous Section. What clearly is different is the interpretation of this probability, where the value of the reference frame $R$ is not given and can vary. Following GPPT this probability is given by\textsuperscript{74}:

$$\begin{align*}
P(y_l| S, x_j| R| t_m| C) = \frac{\int d\theta Tr \left[ \hat{P}_{t_m, x_j; y_l}(\theta) \hat{\rho} \right]}{\int d\theta Tr \left[ \hat{P}_{t_m}(\theta) \hat{\rho} \right]} = \frac{1}{d_R} \frac{1}{d_S} \left| \sum_{k=0}^{d_S-1} e^{-i\epsilon_k (t_m - t_m')} e^{ip_k (y_l - x_j)} \right|^2 \end{align*}$$

where $\hat{\rho} = |\Psi\rangle \langle \Psi| = \sum_k c_k e^{i\epsilon_k} |E = -\epsilon_k\rangle \langle E = -\epsilon_k| \otimes |p = -p_k\rangle \langle p = -p_k| \otimes |y_k\rangle \langle y_k| is the global state of the Universe, $\theta$ is the external time, $\hat{P}_{t_m}(\theta) = U^\dagger(\theta)\hat{P}_{t_m} U(\theta)$ (with $\hat{U}(\theta) = e^{-i\theta \hat{H}}$) is the projector relative to the result $t_m$ for a clock measurement at external time $\theta$ and $\hat{P}_{t_m, x_j; y_l}(\theta) = U^\dagger(\theta)\hat{P}_{t_m, x_j; y_l} U(\theta)$ is the projector relative to the result $y_l$ for a measurement on $S$, $x_j$ for a measurement on $R$ and $t_m$ for a measurement on $C$ at external time $\theta$ (we are working here in the Heisenberg picture with respect to the external time $\theta$). Equation (65) now takes the place of equations (41) and (43) and, as expected, depends on time $t_m$ and on the distance $y_l - x_j$ between the two subsystems $S$ and $R$.

Equation (65) can be generalized to the case of multiple time measurements. For two measurements at times $t_m$ and $t_m'$ (with $t_m' > t_m$) we have:

$$P(y_l| S, x_j| R| t_m'| C, y_l, x_j, t_m) = \frac{\int d\theta \int d\theta' Tr \left[ \hat{P}_{t_m, t_m', x_j; y_l}(\theta) \hat{P}_{t_m, x_j, y_l}(\theta') \hat{P}_{t_m, x_j, y_l}(\theta) \right]}{\int d\theta \int d\theta' Tr \left[ \hat{P}_{t_m, t_m', x_j; y_l}(\theta) \hat{P}_{t_m, x_j, y_l}(\theta') \right]} \frac{1}{d_R} \frac{1}{d_S} \left| \sum_{k=0}^{d_S-1} e^{-i\epsilon_k (t_m - t_m')} e^{ip_k (\Delta_f - \Delta_i)} \right|^2 \tag{66}$$

which provides the conditional probability of obtaining $y_l$ and $x_j$ on $S$ and $R$ at clock time $t_m'$, given that a “previous” joint measurement of $S$, $R$ and $C$ returns $y_l$, $x_j$ and $t_m$. Proceeding with the calculations from the equation (66) we obtain:

$$P(y_l| S, x_j| R| t_m'| C, y_l, x_j, t_m) = \frac{1}{d_R} \frac{1}{d_S} \left| \sum_{k=0}^{d_S-1} e^{-i\epsilon_k (t_m - t_m')} e^{ip_k (\Delta_f - \Delta_i)} \right|^2 \tag{67}$$

where we have written $\Delta_i = y_l - x_j$ and $\Delta_f = y_l' - x_j$ respectively the initial and the final distance (namely the distance at the first measurement at time $t_m$ and the distance at the second measurement at time $t_m'$) between the particle $S$ and $R$. This equation provides the correct propagator (the same result can be indeed obtained calculating $\langle x_j| e^{-i(\hat{H}_R + \hat{H}_S)(t_{m'} - t_m)} |y_l\rangle^2$ ) and again depends on the initial and the final relative distances between $S$ and $R$.

As previously mentioned, these results can be readily generalized to the case of unequally-spaced levels for $\hat{H}_C$ and to the limiting cases $z, s \to \infty$. Indeed, in our framework, the fact of using POVMs in describing time and space does not constitute a problem in the application of the GPPT theory because when we calculate the probability $P(y_l| S, x_j| R| t_m'| C, y_l, x_j, t_m)$ through the (66) we do not find terms related to the overlap between the states and therefore interference phenomena are not present even if the states are not orthogonal\textsuperscript{19}. \hfill $\blacksquare$
B. GLM’s Multiple Measurements

We focus now on the GLM proposal applying it directly to our case of emergent spacetime. In this Section we consider the global state of the Universe written as in (33), that in our particular case of orthogonal states of time and space \((d_C = D_C, d_R = D_R, d_S = D_S)\) becomes

\[
|\Psi\rangle = \frac{1}{\sqrt{d_C}} \sum_{m=0}^{d_C-1} |t_m\rangle_C \otimes |\bar{U}_{R,S}(t_m-t_0)|\phi(t_0)\rangle_{R,S} \tag{68}
\]

where \(|\phi(t_0)\rangle_{R,S}\) is the state of \(R + S\) conditioned on \(t_0\) that is the value of the clock taken as initial time and where thanks to the (34) we have defined \(\bar{U}_{R,S}(t_m-t_0) = e^{-i(\bar{H}_R + \bar{H}_S)(t_m-t_0)}\). Again we start considering to perform a single measurement within \(R + S\) at time \(t_m'\). We divide the spaces \(R\) and \(S\) into two subsystems respectively: \(\mathcal{H}_R = \mathcal{H}_{QR} \otimes \mathcal{H}_{MR}\) and \(\mathcal{H}_S = \mathcal{H}_{QS} \otimes \mathcal{H}_{MS}\) where \(Q_R, Q_S\) are the systems to be measured (the observed) and \(M_R, M_S\) are the ancillary memory systems (the observers). In this framework GLM use von Neumann’s prescription for measurements\(^7\),\(^8\), where a measurement apparatus essentially consists in an (ideally instantaneous) interaction between the observed and the observers. The interaction correlates \(Q_R\) with \(M_R\) and \(Q_S\) with \(M_S\) along the eigenbasis \(|\{x_j, y_l\}\rangle\) of the observables \(\hat{X} = \sum_j x_j |x_j\rangle \langle x_j|\) and \(\hat{Y} = \sum_l y_l |y_l\rangle \langle y_l|\) to be measured, that is

\[
|\phi(t_m')\rangle_{Q_R,Q_S} \otimes |r,r\rangle_{M_R,M_S} \rightarrow \sum_{j=0}^{d_R-1} \sum_{l=0}^{d_S-1} \left( |x_j, y_l\rangle |\phi(t_m)\rangle \right) |x_j, y_l\rangle_{Q_R,Q_S} \otimes |r,r\rangle_{M_R,M_S} \tag{69}
\]

where \(|r,r\rangle_{M_R,M_S}\) is the state of the memories before the interaction and \(|x_j, y_l\rangle |\phi(t_m)\rangle\) is the probability amplitude of obtaining \(x_j\) and \(y_l\) when measuring the observables \(\hat{X}\) and \(\hat{Y}\). In this framework the Hamiltonian of \(R + S\) can be written as

\[
\hat{H}_R(t_m) + \hat{H}_S(t_m) = \hat{H}_{QR} + \hat{H}_{QS} + \delta_{m,m'} \left( \hat{h}_{QR,M_R} + \hat{h}_{QS,M_S} \right) \tag{70}
\]

where \(\hat{h}_{QR,M_R}\) are responsible for the mapping equation (69). So we can write the global state (68) including the measurement thus obtaining\(^7\):

\[
|\Psi\rangle = \frac{1}{\sqrt{d_C}} \sum_{m < m'} |t_m\rangle_C \otimes \hat{U}_{R,S}(t_m-t_0)|\phi(t_0)\rangle_{Q_R,Q_S} \otimes |r,r\rangle_{M_R,M_S} + \sum_{m \geq m'} |t_m\rangle_C \otimes \sum_{j=0}^{d_R-1} \sum_{l=0}^{d_S-1} \left( |x_j, y_l\rangle |\phi(t_m)\rangle \right) \hat{U}_{R,S}(t_m-t_m') |x_j, y_l\rangle_{Q_R,Q_S} \otimes |r,r\rangle_{M_R,M_S} \tag{71}
\]

where the first summation describes the evolution of \(R + S\) prior to the measurement, when the memories are in the state \(|r,r\rangle_{M_R,M_S}\); whereas the second summation describes the evolution after the measurement, when the memories are correlated with the subsystems \(Q_R\) and \(Q_S\). Now the probability that, at a given time \(t_m'\), the values \(x_j'\) and \(y_l'\) will be registered by the memories \(M_R\) and \(M_S\) respectively can be expressed as\(^7\):

\[
P(x_j', y_l' | t_m') = \frac{||\left( \left( C_{\{t_m'\}} |x_j'\rangle \right| \otimes |y_l'\rangle \right) |\Psi\rangle ||^2}{1/d_C} \tag{72}
\]

where we use the norm of a vector as \(||v||^2 = \langle v | v \rangle\). Equation (72) returns the correct result

\[
P(x_j', y_l' | t_m') = \langle x_j', y_l' |\phi(t_m')\rangle^2 = \frac{1}{d_R d_S} \sum_{k=0}^{d_S-1} c_k e^{-i\epsilon_k t_m'} e^{i\epsilon_k (y_l' - x_j')} \tag{73}
\]

The GLM formalism allows us easily to calculate also the probability \(P(y_l' | x_j', t_m')\) simply by dividing equation (72) by \(1/d_R\). In this case we obtain: \(P(y_l' | x_j', t_m') = \frac{1}{d_S} \sum_{k=0}^{d_S-1} c_k e^{-i\epsilon_k t_m'} e^{i\epsilon_k (y_l' - x_j')} \) in accordance with our previous results.

It is now possible to extend equations (70), (71) and (72) in order to perform multiple measurements. The framework allows an arbitrary number of measurements but we consider here only the simple case of a double measurement at
times $t_{m'}$ and $t_{m''}$ (with $t_{m''} > t_{m'}$). What we have to do is simply consider a larger set of memories $M_R^{(1)}$, $M_S^{(1)}$, $M_R^{(2)}$ and $M_S^{(2)}$ (where $M_R^{(1)}$, $M_S^{(1)}$ refer to the first measurement and $M_R^{(2)}$, $M_S^{(2)}$ refer to the second measurement) which couple with $Q_R$ and $Q_S$ through the time-dependent Hamiltonian

$$\hat{H}_R(t_m) + \hat{H}_S(t_m) = \hat{H}_{QR} + \hat{H}_{QS} + \delta_{m,m'}\left(\hat{H}_{QR,M_R^{(1)}(t_m)} + \hat{H}_{QS,M_S^{(1)}(t_m)}\right) + \delta_{m,m''}\left(\hat{H}_{QR,M_R^{(2)}(t_m)} + \hat{H}_{QS,M_S^{(2)}(t_m)}\right).$$

(74)

The global state (68) including the double measurement can then be written

$$|\Psi\rangle = \frac{1}{\sqrt{d_C}} \sum_{m < m'} |t_m\rangle_C \otimes \hat{U}_{R,S}(t_m - t_0)|\phi(t_0)\rangle_{Q_R,Q_S} \otimes |r,r\rangle_{M_R^{(1)}(t_m)} \otimes |r,r\rangle_{M_R^{(2)}(t_m)} +$$

$$+ \frac{1}{\sqrt{d_C}} \sum_{m' < m''} |t_{m'}\rangle_C \otimes \sum_{j=0}^{d_R-1} \sum_{l=0}^{d_S-1} \left(\langle x_j, y_l | \hat{U}_{Q_R,Q_S}(t_m - t_{m'}) \right| x_j, y_l\rangle \left(\langle x_j, y_l | \hat{U}_{Q_R,Q_S}(t_{m''} - t_m) \right| x_j, y_l\rangle \left(\langle x_j, y_l | \phi(t_m)\rangle\right)

$$

$$\times \hat{U}_{Q_R,Q_S}(t_m - t_{m''})|x_j, y_l\rangle_{Q_R,Q_S} \otimes |x_j, y_l\rangle_{M_R^{(1)}(t_{m''})} \otimes |x_j, y_l\rangle_{M_R^{(2)}(t_{m''})}.$$  

(75)

Through the state (75) we search now the probability of obtaining $x_{j''}$ and $y_{l''}$ on $R$ and $S$ at time $t_{m''}$, given that a “previous” measurement at time $t_{m'}$ returns $x_j$ and $y_l$. This can be formally expressed as follows

$$P\left(\left(x_{j''}, y_{l''} \mid t_{m''}\right) \mid \left(x_j, y_l \mid t_{m'}\right)\right) = \frac{P(x_{j''}, y_{l''}, x_{j'}, y_{l'} \mid t_{m''})}{P(x_j, y_l \mid t_{m'})} =$$

$$= \frac{||C(t_{m''} \otimes M_R^{(1)} \otimes M_S^{(1)} \otimes M_R^{(2)} \otimes M_S^{(2)} \langle x_{j''}, y_{l''} \mid \langle x_j, y_l \mid \phi(t_{m'}) \rangle \rangle ||\Psi\rangle||^2}{||C(t_{m''} \otimes M_R^{(1)} \otimes M_S^{(1)} \otimes M_R^{(2)} \otimes M_S^{(2)} \langle x_j, y_l \mid \phi(t_{m'}) \rangle \rangle ||\Psi\rangle||^2}$$

(76)

which returns the correct result for a two-times measurement:

$$P\left(\left(x_{j''}, y_{l''} \mid t_{m''}\right) \mid \left(x_j, y_l \mid t_{m'}\right)\right) =$$

$$= \left|\langle x_{j''}, y_{l''} \mid \hat{U}_{Q_R,Q_S}(t_{m''} - t_{m'}) \mid x_j, y_l\rangle\right|^2 = \frac{1}{d_R^2} \sum_{k=0}^{d_S-1} e^{-i\kappa(t_{m''} - t_{m'})} e^{ip_k(\Delta_j - \Delta_l)}$$

(77)

where $\Delta_i = y_l - x_j$ and $\Delta_j = y_{l''} - x_{j''}$ are again the distances between $R$ and $S$ at times $t_{m'}$ and $t_{m''}$ respectively. The result (77) follows from the fact that

$$P(x_{j''}, y_{l''}, x_{j'}, y_{l'} \mid t_{m''}) = \left|\langle x_{j''}, y_{l''} \mid \hat{U}_{Q_R,Q_S}(t_{m''} - t_{m'}) \mid x_{j'}, y_{l'}\rangle\right|^2 \times \left(\langle x_{j'}, y_{l'} \mid \phi(t_{m'})\rangle\right)$$

(78)

obtained from the third summation in (75) and $P(x_{j''}, y_{l''} \mid t_{m''}) = \left|\langle x_{j''}, y_{l''} \mid \phi(t_{m''})\rangle\right|^2$ obtained from the second summation in (75). It is finally easy to verify that the probability $P\left(\left(y_{l''}, x_{j''} \mid x_{j'}, t_{m''}\right) \mid \left(y_l, x_{j'} \mid t_{m'}\right)\right)$ can be obtained dividing (77) by $1/d_R^2$. So we find:

$$P\left(\left(y_{l''} \mid x_{j''}, t_{m''}\right) \mid \left(y_l \mid x_{j'}, t_{m'}\right)\right) = \frac{1}{d_S^2} \sum_{k=0}^{d_S-1} e^{-i\kappa(t_{m''} - t_{m'})} e^{ip_k(\Delta_j - \Delta_l)}$$

(79)

As we mentioned previously the GLM proposal can not be generalized, in our framework, to the case of non-orthogonal states of time and space and consequently in applying the GLM theory we are forced to assume $D_R = d_R$, $D_S = d_S$ and equally-spaced energy levels in $H_C$. 

V. GENERALIZATION TO 3 + 1 DIMENSIONAL SPACETIME

We generalize here the results of Section III.B to the case of 3 + 1 dimensional spacetime, meaning that we have now three degrees of freedom within the subspaces \( R \) and \( S \). The constraint on total energy reads again:

\[
\hat{H} |\Psi\rangle = (\hat{H}_C + \hat{H}_R + \hat{H}_S) |\Psi\rangle = 0.
\]

(80)

The Hamiltonians \( \hat{H}_R \) and \( \hat{H}_S \) in (80) depend respectively on the operators \( \hat{P}_R^{(1)}, \hat{P}_R^{(2)}, \hat{P}_R^{(3)} \) and \( \hat{P}_S^{(1)}, \hat{P}_S^{(2)}, \hat{P}_S^{(3)} \) where 1, 2, 3 are the three degrees of freedom identifying three orthogonal directions in space (also in this case, for simplicity, we assume that no potentials are present in \( R \) and \( S \)). The constraint on the total momentum reads now

\[
(\hat{P}_R^{(J)} + \hat{P}_S^{(J)}) |\Psi\rangle = 0 \quad \text{for } J = 1, 2, 3.
\]

(82)

Thus obtaining

\[
\frac{d}{dt} |\Psi\rangle = (\hat{P}_R + \hat{P}_S) |\Psi\rangle = 0,
\]

where we consider

\[
(\hat{P}_R^{(J)} + \hat{P}_S^{(J)}) |\Psi\rangle = 0 \quad \text{for } J = 1, 2, 3.
\]

(81)

Also in this case, for simplicity we have chosen \( \hat{P}_C = 0 \) (with \( \hat{P}_C^{(1)} = \hat{P}_C^{(2)} = \hat{P}_C^{(3)} = 0 \)). So, assuming \( d_C, d_R^{(1)}, d_R^{(2)}, d_R^{(3)} \geq d_S^{(1)}, d_S^{(2)}, d_S^{(3)} \) and simplifying the notation as much as possible, the global state \(|\Psi\rangle\) satisfying the constraints (80) and (82) can be written as

\[
|\Psi\rangle = \sum_{i=0}^{d_R^{(1)}} \sum_{j=0}^{d_R^{(2)}} \sum_{k=0}^{d_R^{(3)}} c_{ijk} |\psi_i^{(1)}\rangle \otimes |\psi_j^{(2)}\rangle \otimes |\psi_k^{(3)}\rangle_R \otimes |\phi^{(1)}_i\rangle \otimes |\phi^{(2)}_j\rangle \otimes |\phi^{(3)}_k\rangle_S
\]

(83)

where \( d_R^{(1)}, d_R^{(2)}, d_R^{(3)} \) and \( d_S^{(1)}, d_S^{(2)}, d_S^{(3)} \) are the dimensions of the subspaces of \( R \) and \( S \) (associated with the three spatial directions 1,2,3) and \( \epsilon_{ijk} \) is the energy function related with the momenta of \( R \) and \( S \). In the next two paragraphs we will study separately the case of discrete values for space and time and then the case of continuous values for space and time.

A. Discrete Values for Space and Time

Starting from the state \(|\Psi\rangle\) satisfying (80) and (82), we can now expand it on the basis \(|t_a\rangle_C\) in \( C \) thanks to (26), thus obtaining

\[
|\Psi\rangle = \sqrt{d_C} \sum_{a=0}^{D_C-1} |t_a\rangle \langle t_a| |\Psi\rangle = \sqrt{d_C} \sum_{a=0}^{D_C-1} |t_a\rangle_C \otimes |\phi^{(1)}(t_a)\rangle_{R,S}
\]

(84)

where the relative state \(|\phi(t_a)\rangle_{R,S} = \sqrt{d_C} \langle t_a| |\Psi\rangle\) takes now the form

\[
|\phi(t_a)\rangle_{R,S} = \sum_{i=0}^{d_R^{(1)}} \sum_{j=0}^{d_R^{(2)}} \sum_{k=0}^{d_R^{(3)}} c_{ijk} e^{-it_a\epsilon_{ijk}} |\psi_i^{(1)}\rangle \otimes |\psi_j^{(2)}\rangle \otimes |\psi_k^{(3)}\rangle_R \otimes |\phi^{(1)}_i\rangle \otimes |\phi^{(2)}_j\rangle \otimes |\phi^{(3)}_k\rangle_S
\]

(85)

For this relative state we again easily find the Schrödinger evolution with respect to the clock values, namely

\[
|\phi(t_a)\rangle_{R,S} = e^{-i(\hat{H}_R + \hat{H}_S)(t_a-t_0)} |\phi(t_0)\rangle_{R,S}
\]

(86)

where \( |\phi(t_0)\rangle_{R,S} = \sqrt{d_C} \langle t_0| |\Psi\rangle\) is the state of \( R + S \) conditioned on \( t_0 \) that is the value of the clock taken as initial time. All the consideration made in Section III.B are clearly still valid in this case and we do not repeat them.

We emphasize here that in each subspace of \( R \), related to the three degrees of freedom, we apply the formalism described in Section II. This means considering the states \(|x_n^{(J)}\rangle = 1/\sqrt{d_R^{(J)}} \sum_{k=0}^{d_R^{(J)}-1} e^{-ip_k^{(J)}x_n^{(J)}} |p_k^{(J)}\rangle\) and the values \( x_n^{(J)} = x_0^{(J)} + nL_R^{(J)}/D_R^{(J)} \) with \( n = 0, 1, 2, ..., z = D_R^{(J)} - 1 \) for \( J = 1, 2, 3 \). The same clearly holds for the subspaces
within the system $S$ that we equip with the states $|y^{(j)}_a\rangle = 1/\sqrt{d_S^{(j)}} \sum_{k=0}^{d_S^{(j)}-1} e^{-i\eta_k^{(j)} y^{(j)}_a} |p^{(j)}_k\rangle$ and with the values $y^{(j)}_a = y^{(j)}_0 + q P_S^{(j)}/D_S^{(j)}$ with $q = 0, 1, 2, \ldots, z = D_S^{(j)} - 1$ (for simplicity we choose $D_R^{(j)} = D_S^{(j)} = z + 1 \forall j$). We can now expand the state $|\Psi\rangle$ in the coordinates $\{|x_1^{(1)}, x_m^{(2)}, x_n^{(3)}\rangle_R\}$ in $R$:

$$
|\Psi\rangle = \frac{d_R^{(1)} d_R^{(2)} d_R^{(3)}}{D_R^{(1)} D_R^{(2)} D_R^{(3)}} \sum_{l=0}^{D_R^{(1)}-1} \sum_{m=0}^{D_R^{(2)}-1} \sum_{n=0}^{D_R^{(3)}-1} |x_1^{(1)}, x_m^{(2)}, x_n^{(3)}\rangle_R \langle x_1^{(1)}, x_m^{(2)}, x_n^{(3)}|\Psi\rangle =
$$

$$
= \frac{\sqrt{d_R^{(1)}} \sqrt{d_R^{(2)}} \sqrt{d_R^{(3)}}}{D_R^{(1)} D_R^{(2)} D_R^{(3)}} \sum_{l=0}^{D_R^{(1)}-1} \sum_{m=0}^{D_R^{(2)}-1} \sum_{n=0}^{D_R^{(3)}-1} |x_1^{(1)}, x_m^{(2)}, x_n^{(3)}\rangle_R \langle x_1^{(1)}, x_m^{(2)}, x_n^{(3)}|\varphi(x_1^{(1)}, x_m^{(2)}, x_n^{(3)})\rangle_{C,S}
$$

(87)

where $|\varphi(x_1^{(1)}, x_m^{(2)}, x_n^{(3)})\rangle_{C,S} = \sqrt{d_R^{(1)} d_R^{(2)} d_R^{(3)}} |x_1^{(1)}, x_m^{(2)}, x_n^{(3)}\rangle_R$ is the relative state of $C + S$ conditioned to the value $(x_1^{(1)}, x_m^{(2)}, x_n^{(3)})$ of the reference frame $R$. For this relative state we find:

$$
|\varphi(x_0^{(1)} + \tilde{a})\rangle_{C,S} = e^{-i\tilde{a} \cdot \hat{P}_S} |\varphi(x_0^{(1)})\rangle_{C,S}
$$

(89)

where $\hat{P}_S = (\hat{P}_S^{(1)}, \hat{P}_S^{(2)}, \hat{P}_S^{(3)})$, $x_0 = (x_0^{(1)}, x_0^{(2)}, x_0^{(3)})$ is the initial position of the reference frame and the translation vector is $\tilde{a} = (x_1^{(1)} - x_0^{(1)}, x_m^{(2)} - x_0^{(2)}, x_n^{(3)} - x_0^{(3)})$.

Finally we can expand the state $|\Psi\rangle$ simultaneously on time $\{|t_a\rangle_C\}$ and on the coordinates $\{|x_1^{(1)}, x_m^{(2)}, x_n^{(3)}\rangle_R\}$, thus obtaining:

$$
|\Psi\rangle = \left(\frac{d_C}{D_C} \sum_a |t_a\rangle \langle t_a| \otimes \frac{d_R^{(1)} d_R^{(2)} d_R^{(3)}}{D_R^{(1)} D_R^{(2)} D_R^{(3)}} \sum_{l,m,n} |x_1^{(1)}, x_m^{(2)}, x_n^{(3)}\rangle_R \langle x_1^{(1)}, x_m^{(2)}, x_n^{(3)}|\Psi\rangle =
$$

$$
= \frac{\sqrt{d_C}}{D_C} \frac{\sqrt{d_R^{(1)}} \sqrt{d_R^{(2)}} \sqrt{d_R^{(3)}}}{D_R^{(1)} D_R^{(2)} D_R^{(3)}} \sum_{a,l,m,n} |t_a\rangle_C \otimes |x_1^{(1)}, x_m^{(2)}, x_n^{(3)}\rangle_R \otimes \langle \psi(t_a, x_1^{(1)}, x_m^{(2)}, x_n^{(3)})\rangle_S
$$

(90)

where the summation on time runs from 0 to $D_C - 1$, the summations on $l,m,n$ run from 0 to $D_R^{(1)} - 1$, $D_R^{(2)} - 1$, $D_R^{(3)} - 1$ respectively and where $|\psi(t_a, x_1^{(1)}, x_m^{(2)}, x_n^{(3)})\rangle_S = \sqrt{d_C} \sqrt{d_R^{(1)} d_R^{(2)} d_R^{(3)}} (|t_a\rangle \otimes |x_1^{(1)}, x_m^{(2)}, x_n^{(3)}\rangle) |\Psi\rangle$ is the relative state of the system $S$ at time $t_a$ and conditioned on the value $(x_1^{(1)}, x_m^{(2)}, x_n^{(3)})$ for the spatial reference frame $R$. Through this state, extending the formalism of Section III.B, we can search the conditional probability:

$$
P(y_p^{(1)}, y_q^{(2)}, y_r^{(3)} | x_1^{(1)}, x_m^{(2)}, x_n^{(3)}, t_a) = \frac{d_S^{(1)} d_S^{(2)} d_S^{(3)}}{D_S^{(1)} D_S^{(2)} D_S^{(3)}} \left| \langle y_p^{(1)}, y_q^{(2)}, y_r^{(3)}|\psi(t_a, x_1^{(1)}, x_m^{(2)}, x_n^{(3)})\rangle\right|^2
$$

$$
= \frac{1}{D_S^{(1)} D_S^{(2)} D_S^{(3)}} \sum_{i,j,k} C_{ijk} e^{-i t_a m_{ijk}} P_{0i}^{(1)} (y_p^{(1)} - x_1^{(1)}) e_{P_{0j}}^{(2)} (y_q^{(2)} - x_m^{(2)}) e_{P_{0k}}^{(3)} (y_r^{(3)} - x_n^{(3)})
$$

(91)
where the summations on \( i,j,k \) run from 0 to \( d_S^{(1)} - 1, d_S^{(2)} - 1 \) and \( d_S^{(3)} - 1 \) respectively. Equation (91) provides the probability of having a certain position \( (y_p^{(1)}, y_q^{(2)}, y_r^{(3)}) \) on \( S \) at time \( t_a \) and knowing that the spatial reference frame \( R \) is in \((x_1^{(1)}, x_m^{(2)}, x_n^{(3)})\). This conditional probability is well-defined (indeed it is easy to verify that we have

\[
\sum_{p=0}^{d_R^{(1)}-1} \sum_{q=0}^{d_S^{(2)}-1} \sum_{r=0}^{d_S^{(3)}-1} P(y_p^{(1)}, y_q^{(2)}, y_r^{(3)} | x_1^{(1)}, x_m^{(2)}, x_n^{(3)}, t_a) = 1
\]

and, as expected depends on the relative distance between \( R \) and \( S \).

B. Continuous Values for Space and Time

We consider now the case of continuous values for space and time. We therefore assume \( s \rightarrow \infty \) for the space \( C \) and \( z \rightarrow \infty \) within the subspaces of \( R \) and \( S \). This implies that we have the states \( |x^{(J)}\rangle = \sum_{k=0}^{d_R^{(J)}-1} e^{-i \epsilon_p^{(J)} x^{(J)} | p^{(J)} \rangle} \) with \( x^{(J)} \in [x_0^{(J)}, x_0^{(J)} + L_R^{(J)}] \) within \( R \) and the states \( |y^{(J)}\rangle = \sum_{k=0}^{d_S^{(J)}-1} e^{-i \epsilon_p^{(J)} y^{(J)} | p^{(J)} \rangle} \) with \( y^{(J)} \in [y_0^{(J)}, y_0^{(J)} + L_S^{(J)}] \) within \( S \) for \( J = 1, 2, 3 \). Starting from the state (83) we can write:

\[
|\Psi\rangle = \frac{1}{T} \int_{t_0}^{t_0+T} dt |t\rangle \langle t|\Psi\rangle = \frac{1}{T} \int_{t_0}^{t_0+T} dt |t\rangle \otimes |\phi(t)\rangle_{R,S}
\]  

(92)

where the relative state \( |\phi(t)\rangle_{R,S} = \langle t|\Psi\rangle \) takes now the form

\[
|\phi(t)\rangle_{R,S} = \sum_{i=0}^{d^{(1)}-1} \sum_{j=0}^{d^{(2)}-1} \sum_{k=0}^{d^{(3)}-1} c_{ijk} e^{-i \epsilon_p^{(1)} x^{(1)} | -p^{(1)} \rangle \otimes |p^{(1)} \rangle_{R} \otimes |\Psi^{(1)}\rangle_{C,S} 
\]  

(93)

As in the 1 + 1 dimensional case, using (80) and (93), for this relative state we find:

\[
\frac{\partial}{\partial t} |\phi(t)\rangle_{R,S} = (\hat{H}_R + \hat{H}_S) |\phi(t)\rangle_{R,S}
\]  

(94)

which provides the Schrödinger evolution of \( R + S \) with respect to the clock time \( t \).

We can now expand the global state \( |\Psi\rangle \) in the coordinate basis \( \{|x^{(1)}, x^{(2)}, x^{(3)}\rangle_R\} \) in \( R \), that is

\[
|\Psi\rangle = \frac{1}{L^{(1)}_R L^{(2)}_R L^{(3)}_R} \int dx^{(1)} \int dx^{(2)} \int dx^{(3)} |x^{(1)}, x^{(2)}, x^{(3)}\rangle \langle x^{(1)}, x^{(2)}, x^{(3)}|\Psi\rangle = \frac{1}{T^{(1)}_R T^{(2)}_R T^{(3)}_R} \int dx^{(1)} \int dx^{(2)} \int dx^{(3)} |x^{(1)}, x^{(2)}, x^{(3)}\rangle_R \otimes |\varphi(x^{(1)}, x^{(2)}, x^{(3)})\rangle_C \otimes |\Psi^{(1)}\rangle_{C,S}
\]  

(95)

where each integral on \( dx^{(J)} \) is evaluated from \( x_0^{(J)} \) to \( x_0^{(J)} + L_R^{(J)} \) and where the state \( |\varphi(x^{(1)}, x^{(2)}, x^{(3)})\rangle_{C,S} \) takes the form:

\[
|\varphi(x^{(1)}, x^{(2)}, x^{(3)})\rangle_{C,S} = \sum_{i,j,k} c_{ijk} e^{-i \epsilon_p^{(1)} x^{(1)} | -p^{(1)} \rangle \otimes |p^{(1)} \rangle_{R} \otimes |\Psi^{(1)}\rangle_{C,S}}
\]  

(96)

where the summations on \( i,j,k \) run from 0 to \( d^{(1)} - 1, d^{(2)} - 1 \) and \( d^{(3)} - 1 \) respectively. Using the definition (96) and the constraint (82), for the relative state \( |\varphi(x^{(1)}, x^{(2)}, x^{(3)})\rangle_{C,S} = \langle x^{(1)}, x^{(2)}, x^{(3)}|\Psi\rangle \) we can now obtain:
where the summations on $i,j,k$ run again from 0 to $d_1^{(S)} - 1$, $d_2^{(S)} - 1$ and $d_3^{(S)} - 1$ respectively. Through this state we can calculate the conditional probability density of having the position $(y^{(1)}, y^{(2)}, y^{(3)})$ on $S$ at time $t$ and knowing that the spatial reference frame $R$ is in $(x^{(1)}, x^{(2)}, x^{(3)})$. We have:

$$
P(y^{(1)}, y^{(2)}, y^{(3)} | x^{(1)}, x^{(2)}, x^{(3)}, t) = \frac{1}{L_1^{(S)}} \frac{1}{L_2^{(S)}} \frac{1}{L_3^{(S)}} \left| \frac{\langle y^{(1)}, y^{(2)}, y^{(3)} | \psi(t, x^{(1)}, x^{(2)}, x^{(3)}) \rangle}{\langle x^{(1)}, x^{(2)}, x^{(3)} | y^{(1)}, y^{(2)}, y^{(3)} \rangle} \right|^2 = \frac{1}{L_1^{(S)}} \frac{1}{L_2^{(S)}} \frac{1}{L_3^{(S)}} \sum_{i,j,k} c_{ijk} e^{-it \epsilon_{ijk}} e^{-ip_{i}^{(1)}(y^{(1)} - x^{(1)})} e^{-ip_{j}^{(2)}(y^{(2)} - x^{(2)})} e^{-ip_{k}^{(3)}(y^{(3)} - x^{(3)})} \right|^2.
$$  

As in the previous cases, this probability density is well-defined (indeed we have $\int dy^{(1)} \int dy^{(2)} \int dy^{(3)} P(y^{(1)}, y^{(2)}, y^{(3)} | x^{(1)}, x^{(2)}, x^{(3)}, t) = 1$ with each integral on $dy^{(j)}$ evaluated from $y_0^{(j)}$ to $y_0^{(j)} + L_S^{(j)}$) and depends on time and on the relative distance between $R$ and $S$ in a 3-dimensional continuous space.

### C. Free Particles (with $M \gg m$) in 3+1 Spacetime

We give here a simple example of an emerging 3+1 dimensional spacetime using continuous values of space and time, by starting from the framework described in Section V.B. In doing so we adopt a slightly different formalism, which allows us to emphasize how space and time are treated here on equal footing.

We consider two systems that we call $S$ and $R$. The system $S$ acts as spacetime reference frame for $S$ and it is
composed of a free particle of mass $M$ together with an additional degree of freedom (with zero momentum) that acts as a clock. We choose also $S$ as free particle of mass $m$ and we assume $M \gg m$ (as mentioned in Section III.B this choice implies that we will be able to neglect the kinetic energy term of $\mathfrak{R}$ with respect to the kinetic energy of $S$, namely $\mathfrak{R}$ is a good reference frame and moves very slightly in time). The global Hamiltonian can be written:

$$\hat{H} = \hat{H}^{(0)}_{\mathfrak{R}} + \hat{H}^{(1)}_{\mathfrak{R}} + \hat{H}^{(2)}_{\mathfrak{R}} + \hat{H}^{(3)}_{\mathfrak{R}} + \hat{H}_S$$  \hspace{1cm} (101)

where $\hat{H}^{(0)}_{\mathfrak{R}}$ is the Hamiltonian of the temporal reference frame (which takes the place of what was $\hat{H}_C$ in the previous discussion), $\hat{H}^{(1)}_{\mathfrak{R}}$, $\hat{H}^{(2)}_{\mathfrak{R}}$, $\hat{H}^{(3)}_{\mathfrak{R}}$ are the Hamiltonians depending on the momenta of the reference frame in the three spatial directions through $\hat{H}^{(1)}_{\mathfrak{R}} = (\hat{p}^{(1)}_{\mathfrak{R}})^2 / 2M$, $\hat{H}^{(2)}_{\mathfrak{R}} = (\hat{p}^{(2)}_{\mathfrak{R}})^2 / 2M$, $\hat{H}^{(3)}_{\mathfrak{R}} = (\hat{p}^{(3)}_{\mathfrak{R}})^2 / 2M$ and $\hat{H}_S = \hat{H}^{(1)}_{S} + \hat{H}^{(2)}_{S} + \hat{H}^{(3)}_{S}$ is the Hamiltonian of $S$ depending on the momenta $\hat{p}^{(1)}_S$, $\hat{p}^{(2)}_S$, $\hat{p}^{(3)}_S$ through $\hat{H}^{(1)}_S = (\hat{p}^{(1)}_S)^2 / 2m$, $\hat{H}^{(2)}_S = (\hat{p}^{(2)}_S)^2 / 2m$, $\hat{H}^{(3)}_S = (\hat{p}^{(3)}_S)^2 / 2m$. With the intent of treating space and time on equal footing, within the time subspace we rewrite the time states as $|x^{(0)}\rangle = \sum_{k=0}^{d^{(0)}_{\mathfrak{R}}-1} e^{-ix^{(0)}_k} |p^{(0)}_k\rangle$ and the time values as $x^{(0)} \in [x^{(0)}_0, x^{(0)}_0 + L^{(0)}_{\mathfrak{R}}]$, where $d^{(0)}_{\mathfrak{R}}$ is the dimension of the time subspace, $p^{(0)}_k$ are the eigenvalues of $\hat{H}^{(0)}_{\mathfrak{R}}$ and where $L^{(0)}_{\mathfrak{R}}$ takes now the place of what was $T$ in the previous discussion. Furthermore we redefine the position states as $|x^{(J)}\rangle = \sum_{k=0}^{d^{(J)}_{\mathfrak{R}}-1} e^{-ix^{(J)}_k} |p^{(J)}_k\rangle$ in $\mathfrak{R}$ and $|y^{(J)}\rangle = \sum_{k=0}^{d^{(J)}_{\mathfrak{R}}-1} e^{-iy^{(J)}_k} |p^{(J)}_k\rangle$ in $S$ for $J = 1, 2, 3$.

The constraints (80) and (82) read now:

$$\hat{H} |\Psi\rangle = \left(\hat{H}^{(0)}_{\mathfrak{R}} + \hat{H}^{(1)}_{\mathfrak{R}} + \hat{H}^{(2)}_{\mathfrak{R}} + \hat{H}^{(3)}_{\mathfrak{R}} + \hat{H}_S\right) |\Psi\rangle = 0$$  \hspace{1cm} (102)

and

$$\hat{P} |\Psi\rangle = \left(\hat{P}^{(0)}_{\mathfrak{R}} + \hat{P}^{(1)}_{\mathfrak{R}} + \hat{P}^{(2)}_{\mathfrak{R}} + \hat{P}^{(3)}_{\mathfrak{R}}\right) |\Psi\rangle = 0$$  \hspace{1cm} (103)

with $(\hat{P}^{(1)}_{\mathfrak{R}} + \hat{P}^{(1)}_{\mathfrak{R}}) |\Psi\rangle = (\hat{P}^{(2)}_{\mathfrak{R}} + \hat{P}^{(2)}_{\mathfrak{R}}) |\Psi\rangle = (\hat{P}^{(3)}_{\mathfrak{R}} + \hat{P}^{(3)}_{\mathfrak{R}}) |\Psi\rangle = 0$. Assuming again $d^{(0)}_{\mathfrak{R}}, d^{(1)}_{\mathfrak{R}}, d^{(2)}_{\mathfrak{R}}, d^{(3)}_{\mathfrak{R}} \gg d^{(1)}_{\mathfrak{R}}, d^{(2)}_{\mathfrak{R}}, d^{(3)}_{\mathfrak{R}}$, the global state $|\Psi\rangle$ simultaneously satisfying (102) and (103) can be written as

$$|\Psi\rangle = \sum_{i=0}^{d^{(1)}_{\mathfrak{R}}-1} \sum_{j=0}^{d^{(2)}_{\mathfrak{R}}-1} \sum_{k=0}^{d^{(3)}_{\mathfrak{R}}-1} c_{ijk} |p^{(0)}_i, -p^{(1)}_j, -p^{(2)}_j, -p^{(3)}_k\rangle_{\mathfrak{R}} \otimes |p^{(1)}_k, p^{(2)}_k, p^{(3)}_k\rangle_S$$  \hspace{1cm} (104)

where $p^{(0)}$ is the value for the energy of the time reference and the energy function $\epsilon_{ijk}$ is: $\epsilon_{ijk} = (\frac{1}{2M} + \frac{1}{2m}) \left( (p^{(1)}_i)^2 + (p^{(2)}_j)^2 + (p^{(3)}_k)^2 \right) / 2m \left( (p^{(1)}_j)^2 + (p^{(2)}_j)^2 + (p^{(3)}_k)^2 \right)$.

We can now expand the global state $|\Psi\rangle$ in the basis $\left\{ |x^{(0)}_0, x^{(1)}_0, x^{(2)}_0, x^{(3)}_0\rangle_{\mathfrak{R}} \right\}$ in the space $\mathfrak{R}$, thus obtaining:

$$|\Psi\rangle = A \int dx^{(0)} \int dx^{(1)} \int dx^{(2)} \int dx^{(3)} |x^{(0)}_0, x^{(1)}_0, x^{(2)}_0, x^{(3)}_0\rangle \langle x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)}| \Psi\rangle =$$

$$= A \int dx^{(0)} \int dx^{(1)} \int dx^{(2)} \int dx^{(3)} |x^{(0)}_0, x^{(1)}_0, x^{(2)}_0, x^{(3)}_0\rangle_{\mathfrak{R}} \otimes |\Psi(x^{(0)}_0, x^{(1)}_0, x^{(2)}_0, x^{(3)}_0)\rangle_S$$  \hspace{1cm} (105)

where $A = \frac{1}{L^{(0)}_{\mathfrak{R}} L^{(1)}_{\mathfrak{R}} L^{(2)}_{\mathfrak{R}} L^{(3)}_{\mathfrak{R}}}$ and the integrals on $dx^{(J)}$ are evaluated from $x^{(J)}_0$ to $x^{(J)}_0 + L^{(J)}_{\mathfrak{R}}$ for $J = 0, 1, 2, 3$. The state $|\Psi(x^{(0)}_0, x^{(1)}_0, x^{(2)}_0, x^{(3)}_0)\rangle_S = \langle x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)}| \Psi\rangle$ is the relative state of the system $S$ conditioned on the value $(x^{(0)}_0, x^{(1)}_0, x^{(2)}_0, x^{(3)}_0)$ for the spacetime reference frame $\mathfrak{R}$ and it takes the form:
\[ |\psi(x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)})\rangle_S \simeq \sum_{i=0}^{d^{(1)}-1} \sum_{j=0}^{d^{(2)}-1} \sum_{k=0}^{d^{(3)}-1} c_{ijk} e^{-i \frac{1}{2m} \left( (p_{i}^{(1)})^2 + (p_{j}^{(2)})^2 + (p_{k}^{(3)})^2 \right) x^{(0)}} \times e^{i p_{i}^{(1)} x^{(1)}} e^{i p_{j}^{(2)} x^{(2)}} e^{i p_{k}^{(3)} x^{(3)}} |\psi_{i}, p_{j}, p_{k}\rangle_S. \]  

(106)

For the relative state (106), through (102) and (103), we easily find:

\[ i \frac{\partial}{\partial x^{(0)}} |\psi(x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)})\rangle_S \simeq \hat{H}_{S} |\psi(x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)})\rangle_S \]  

(107)

and

\[ -i \frac{\partial}{\partial x^{(j)}} |\psi(x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)})\rangle_S = \hat{P}^{(j)}_{S} |\psi(x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)})\rangle_S \]  

(108)

for \( J = 1, 2, 3 \). Equations (106), (107) and (108) lead to (writing \( \bar{x} = (x^{(1)}, x^{(2)}, x^{(3)}) \)):

\[ i \frac{\partial}{\partial \bar{x}} |\psi(x^{(0)}, \bar{x})\rangle_S \simeq -\frac{1}{2m} \left( \frac{\partial^2}{\partial x^{(1)}} \right)^2 + \frac{\partial^2}{\partial x^{(2)}} + \frac{\partial^2}{\partial x^{(3)}} \right) |\psi(x^{(0)}, \bar{x})\rangle_S \]  

(109)

which describes the dynamics of the particle in \( S \) with respect to the coordinates of the \( 3+1 \) dimensional quantum reference frame. We emphasize here that the formalism adopted allows us to write the equation (109) for the state \( |\psi(x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)})\rangle_S \) because the values of time and space of the subspace \( \mathfrak{H} \) enter as parameters in \( S \) thanks to the entanglement present in the global state \( |\Psi\rangle \).

D. System \( S \) as a Relativistic Particle

The formalism adopted in the previous paragraph is particularly well suited in describing the behavior of a relativistic particle. Considering indeed the system \( S \) to be a relativistic particle with no internal degree of freedom (namely with spin 0), we have for the energy function (\( c = 1 \)):

\[ \epsilon_{ijk} \simeq \pm \sqrt{(p_{i}^{(1)})^2 + (p_{j}^{(2)})^2 + (p_{k}^{(3)})^2 + m^2} \]  

(110)

which can be obtained from the energy constraint \( \left( \left( \hat{H}_{S}^{(1)} \right)^2 - |\hat{P}_{S}^{(2)}|^2 - m^2 \right) |\Psi\rangle \simeq 0 \) (where \( \hat{P}_{S} = \left( \hat{P}_{S}^{(1)}, \hat{P}_{S}^{(2)}, \hat{P}_{S}^{(3)} \right) \) and the kinetic energy term of \( \mathfrak{H} \) has been neglected). The relative state (106) of the system \( S \) conditioned on the value \( (x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)}) \) of the spacetime reference frame \( \mathfrak{H} \) reads now:

\[ |\psi_{\pm}(x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)})\rangle_S \simeq \sum_{i=0}^{d^{(1)}-1} \sum_{j=0}^{d^{(2)}-1} \sum_{k=0}^{d^{(3)}-1} c_{ijk} e^{ix^{(0)} \sqrt{(p_{i}^{(1)})^2 + (p_{j}^{(2)})^2 + (p_{k}^{(3)})^2 + m^2}} \times e^{i p_{i}^{(1)} x^{(1)}} e^{i p_{j}^{(2)} x^{(2)}} e^{i p_{k}^{(3)} x^{(3)}} |\psi_{i}, p_{j}, p_{k}\rangle_S \]  

(111)

where we have considered together both the results for the energy function (110). For the relative state (111) we find:

\[ \frac{\partial^2}{\partial (x^{(0)})^2} |\psi_{\pm}(x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)})\rangle_S \simeq - \left( \left( \hat{P}_{S}^{(1)} \right)^2 + \left( \hat{P}_{S}^{(2)} \right)^2 + \left( \hat{P}_{S}^{(3)} \right)^2 + m^2 \right) |\psi_{\pm}(x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)})\rangle_S \]  

(112)

and

\[ \frac{\partial^2}{\partial (x^{(J)})^2} |\psi_{\pm}(x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)})\rangle_S = - \left( \hat{P}_{S}^{(J)} \right)^2 |\psi_{\pm}(x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)})\rangle_S \]  

(113)
with $J = 1, 2, 3$. Through equations (112) and (113) we easily obtain:

$$\left( \frac{\partial^2}{\partial(x^{(0)})^2} - \frac{\partial^2}{\partial(x^{(1)})^2} - \frac{\partial^2}{\partial(x^{(2)})^2} - \frac{\partial^2}{\partial(x^{(3)})^2} + m^2 \right) |\psi_{\pm}(x^{(0)}, \bar{x})\rangle_S \simeq 0 \quad (114)$$

which describes the dynamics of the particle in $S$ with respect to the coordinates of the 3 + 1 dimensional quantum reference frame. Equation (114) has the form of the Klein-Gordon equation but differs from it being the derivatives applied to the state $|\psi_{\pm}(x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)})\rangle_S$ and not to the wave function. Also in this case, this is possible since the time and space values of $\mathcal{R}$ enter as parameters in the state of the subsystem $S$ thanks to the entanglement present in the global state $|\Psi\rangle$.

A similar result can be obtained considering the system $S$ as a relativistic particle with spin 1/2. In this case the global state of the Universe can be written:

$$|\Psi\rangle = \sum_{\sigma = 0}^3 \sum_{n = 0}^{d^{(0)}_\mathcal{R}} \sum_{i = 0}^{d^{(1)}_S} \sum_{j = 0}^{d^{(2)}_S} \sum_{k = 0}^{d^{(3)}_S} c_{nijk} |p_n^{(0)}, -p_i^{(1)}, -p_j^{(2)}, -p_k^{(3)}\rangle_{\mathcal{R}} \otimes |p_i^{(1)}, p_j^{(2)}, p_k^{(3)}, \sigma\rangle_S \quad (115)$$

where we have introduced the spin degree of freedom within the subspace $S$ in accordance to Refs. 22 and 76 and where the value of $p_n^{(0)}$ is constrained through

$$\left( \hat{H}^{(0)}_{\mathcal{R}} + \vec{\alpha} \cdot \vec{P}_S + \beta m \right) |\Psi\rangle \simeq 0. \quad (116)$$

In equation (116) we have written for the system $S$ the free Dirac Hamiltonian as $\hat{H}_S = \vec{\alpha} \cdot \vec{P}_S + \beta m^{22}$ and we have again neglected the kinetic energy term of $\mathcal{R}$. The state $|\psi(x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)})\rangle_S = |x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)}\rangle |\Psi\rangle$ reads now:

$$|\psi(x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)})\rangle_S = \sum_{\sigma = 0}^3 \sum_{n = 0}^{d^{(0)}_\mathcal{R}} \sum_{i = 0}^{d^{(1)}_S} \sum_{j = 0}^{d^{(2)}_S} \sum_{k = 0}^{d^{(3)}_S} c_{nijk} e^{-i p_n^{(0)} x^{(0)}} e^{i p_i^{(1)} x^{(1)}} e^{i p_j^{(2)} x^{(2)}} e^{i p_k^{(3)} x^{(3)}} |p_i^{(1)}, p_j^{(2)}, p_k^{(3)}, \sigma\rangle_S. \quad (117)$$

For the relative state (117) still holds

$$i \frac{\partial}{\partial x^{(0)}} |\psi(x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)})\rangle_S \simeq \hat{H}_S |\psi(x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)})\rangle_S \quad (118)$$

and

$$-i \frac{\partial}{\partial x^{(j)}} |\psi(x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)})\rangle_S = \hat{P}_S^{(j)} |\psi(x^{(0)}, x^{(1)}, x^{(2)}, x^{(3)})\rangle_S. \quad (119)$$

So, starting from equations (118) and (119), writing $\vec{\alpha} = (\alpha^{(1)}, \alpha^{(2)}, \alpha^{(3)})$ and remembering that $\hat{H}_S = \vec{\alpha} \cdot \vec{P}_S + \beta m$, we obtain:

$$i \frac{\partial}{\partial x^{(0)}} |\psi(x^{(0)}, \bar{x})\rangle_S \simeq \left( -i \alpha^{(1)} \frac{\partial}{\partial x^{(1)}} - i \alpha^{(2)} \frac{\partial}{\partial x^{(2)}} - i \alpha^{(3)} \frac{\partial}{\partial x^{(3)}} + \beta m \right) |\psi(x^{(0)}, \bar{x})\rangle_S \quad (120)$$

which has the form of the Dirac equation and again describes the dynamics of the particle in $S$ with respect to the coordinates of the 3 + 1 dimensional quantum reference frame. All the considerations made for equation (114) still apply in this case. Clearly, in order to give a complete relativistic generalization of the model, in addition to this discussion, we need to consider relativistic reference frames and a protocol that allows to change the point of view between different observers in different reference frames (so that dilation of times and contraction of lengths can be derived), but this is beyond the scope of the present work.
VI. CONCLUSIONS

The PaW mechanism was originally introduced in order to describe the emergence of time from entanglement. In this work we first extended the PaW mechanism at the spatial degree of freedom and then we provide a description of a model of non-relativistic quantum spacetime. In doing this we started focusing on space and degrees of freedom. In this way we recovered continuous description of a model of non-relativistic quantum space- 

opers and we introduce POVMs in describing the spatial degree of freedom and then we provide a description of a model of non-relativistic quantum spacetime. In this work we first extended the PaW mechanism at the spatial degree of freedom and then we provide a description of a model of non-relativistic quantum space-

Appendix A: Proof of Equation (15)

We start considering the global state written as

$$|\Psi\rangle = \sqrt{\frac{d_R}{D_R}} \sum_{j=0}^{D_R-1} |x_j\rangle_R \otimes |\phi(x_j)\rangle_S$$

where $|\phi(x_j)\rangle_S = \sum_{k=0}^{d_S-1} c_k e^{-ip_k x_j} |p_k\rangle_S$. We can now calculate the conditional probability as follows

$$P(y_l \text{ on } S | x_j \text{ on } R) = \frac{d_S}{D_S} \frac{\langle \Psi | x_j \rangle \langle x_j | y_l \rangle \langle y_l | \Psi \rangle}{\langle \Psi | x_j \rangle \langle x_j | \Psi \rangle} =$$

$$= \frac{d_S}{D_S} \frac{d_R}{D_R} \sum_n \sum_{m} \langle x_n | x_j \rangle \langle x_j | x_m \rangle \langle \phi(x_n) | y_l \rangle \langle y_l | \phi(x_m) \rangle \langle \phi(x_n) \rangle \langle \phi(x_m) \rangle$$

$$= \frac{d_S}{D_S} \sum_n \sum_{m} \langle x_n | x_j \rangle \langle x_j | x_m \rangle \sum_k \sum_{k'} c_k^* c_{k'} e^{ip_k x_n} e^{-ip_{k'} x_m} \langle p_k | y_l \rangle \langle y_l | p_{k'} \rangle$$

$$= \frac{1}{D_S} \sum_n \sum_{m} \sum_{i} \sum_{j} e^{-pi(x_j-x_n)} e^{ip_{y_l}(x_j-x_m)} \sum_k \sum_{k'} c_k^* c_{k'} e^{ip_k x_n} e^{-ip_{k'} x_m} e^{-iy_l p_k} e^{iy_{y_l} p_{k'}}$$

$$= \frac{d_R}{D_R} \sum_{j=0}^{D_R-1} e^{-ix_j(p_k-p_n)} = D_R \delta_{p_k,p_n}$$
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and so we obtain

\[ P(y \mid x \mid S) = \frac{1}{D_S} \sum_{k,k'} c_k^* c_{k'} e^{i(p_k - p_{k'})} \frac{\int_{|x_j|} dx \langle x \mid \phi(x) \rangle^2}{\sum_{k'} |c_{k'}|^2} = \frac{d_S}{D_S} |\langle y \mid \phi(x) \rangle|^2 = \frac{1}{D_S} \sum_{k=0}^{d_S - 1} c_k e^{-i p_k} |y - x_j|^2 \]

where we have considered that \( \sum_{k'} |c_{k'}|^2 = 1 \).

### Appendix B: Proof of Equation (16)

We start considering the global state written as

\[ |\Psi\rangle = \frac{1}{L_R} \int_{x_0}^{x_0 + L_R} dx \langle x \mid \phi(x) \rangle_S \]

where \( |\phi(x)\rangle_S = \sum_{k=0}^{d_S - 1} c_k e^{-i p_k x} |p_k\rangle_S \). We can now calculate the conditional probability density as follows (all the integrals are evaluated between \( x_0 \) and \( x_0 + L_R \)):

\[ P(y \mid x \mid S) = \frac{1}{L_S} \langle \Psi \mid x \rangle \langle x \mid y \rangle \langle y \mid \Psi \rangle \]

\[ = \frac{1}{L_S} \frac{1}{L_R} \int dx' \int dx'' \langle x' \mid \phi(x') \rangle \langle x'' \mid \phi(x'') \rangle \]

\[ = \frac{1}{L_S} \frac{1}{L_R} \int dx' \int dx'' \sum_{m} \sum_{m'} e^{-i p_m (x' - x'')} e^{i p_{m'} (x'' - x')} \sum_{k} \sum_{n} c_k^* c_n e^{i p_k x'} e^{-i p_n x''} \langle p_k \mid y \rangle \langle y \mid p_n \rangle \]

\[ = \frac{1}{L_S} \frac{1}{L_R} \int dx' \int dx'' \sum_{m} \sum_{m'} e^{-i p_m (x' - x'')} e^{i p_{m'} (x'' - x')} \sum_{k} \sum_{n} c_k^* c_n e^{i p_k x'} e^{-i p_n x''} e^{-i p_n y} \sum_{k'} |c_{k'}|^2 e^{i p_{k'} (x'' - x')} \]

We use now the fact that (see Appendix C for the proof)

\[ \int_{x_0}^{x_0 + L_R} dx' e^{-i x' (p_k - p_{k'})} = L_R \delta_{p_k, p_{k'}} \]

thus we obtain:

\[ P(y \mid x \mid S) = \frac{1}{L_S} \frac{1}{L_R} \sum_{k,k'} c_k^* c_{k'} e^{i(p_k - p_{k'}) (y - x)} \]

\[ = \frac{1}{L_S} \sum_{k} \sum_{k'} c_k^* c_{k'} e^{i(p_k - p_{k'}) (y - x)} \]

\[ = \frac{1}{L_S} \sum_{k} c_k e^{i p_k (y - x)} \]

where again we have considered that \( \sum_{k'} |c_{k'}|^2 = 1 \).

### Appendix C: Proof of Equations (18) and (A3)

We first approach the case with discrete space values (namely we first demonstrate equation (A3)). We start considering the global state \( |\Psi\rangle \) written as \( |\Psi\rangle = \sum_{k=0}^{d_S - 1} c_k |p = -p_k\rangle_R \otimes |p_k\rangle_S \) and we apply in sequence the resolutions
of the identity \( \mathbb{1}_R = \frac{d_R}{D_R} \sum_{j=0}^{D_R-1} |x_j \rangle \langle x_j| \) and \( \mathbb{1} = \sum_{n=0}^{d_R-1} |p_n \rangle \langle p_n| \). We obtain

\[
|\Psi\rangle = \frac{d_R}{D_R} \sum_{j=0}^{D_R-1} |x_j \rangle \langle x_j|\Psi\rangle = \frac{\sqrt{d_R}}{D_R} \sum_{j=0}^{D_R-1} |x_j \rangle_R \otimes \sum_{k=0}^{d_S-1} c_k e^{-ip_kx_j} |p_k\rangle_S = \sum_{n=0}^{d_R-1} |p_n \rangle \langle p_n| \frac{\sqrt{d_R}}{D_R} \sum_{j=0}^{D_R-1} |x_j \rangle_R \otimes \sum_{k=0}^{d_S-1} c_k e^{-ip_kx_j} |p_k\rangle_S = \sum_{n=0}^{d_R-1} \sum_{k=0}^{d_S-1} c_k \frac{1}{D_R} \sum_{j=0}^{D_R-1} e^{-ix_j(p_n+p_k)} |p_n\rangle_R \otimes |p_k\rangle_S
\]

from which we have

\[
\sum_{j=0}^{D_R-1} e^{-ix_j(p_n+p_k)} = D_R \delta_{p_n,-p_k}.
\]

Let us now consider the limiting case \( z \to \infty \), i.e. we assume the continuous representation of the coordinate \( x \) which can now take any real value from \( x_0 \) to \( x_0 + L_R \). We start again from the global state written as (9) and we apply in sequence the resolutions of the identity

\[
\mathbb{1}_R = \frac{1}{L_R} \int_{x_0}^{x_0+L_R} dx |x\rangle \langle x| \text{ and } \mathbb{1} = \sum_{n=0}^{d_R-1} |p_n \rangle \langle p_n|.
\]

We have:

\[
|\Psi\rangle = \frac{1}{L_R} \int_{x_0}^{x_0+L_R} dx |x\rangle \langle x|\Psi\rangle = \frac{1}{L_R} \int_{x_0}^{x_0+L_R} dx |x\rangle_R \otimes \sum_{k=0}^{d_S-1} c_k e^{-ip_kx} |p_k\rangle_S = \sum_{n=0}^{d_R-1} |p_n \rangle \langle p_n\rangle \frac{1}{L_R} \int_{x_0}^{x_0+L_R} dx |x\rangle_R \otimes \sum_{k=0}^{d_S-1} c_k e^{-ip_kx} |p_k\rangle_S = \sum_{n=0}^{d_R-1} \sum_{k=0}^{d_S-1} c_k \frac{1}{L_R} \int_{x_0}^{x_0+L_R} dx e^{-ix(p_n+p_k)} |p_n\rangle_R \otimes |p_k\rangle_S
\]

from which we can easily see that \( \int_{x_0}^{x_0+L_R} dx e^{-ix(p_n+p_k)} = L_R \delta_{p_n,-p_k} \).

**Appendix D: Emergent Spacetime with \( \hat{P}_C \neq 0 \)**

We discuss here our model of 1 + 1 dimensional spacetime in the case of \( \hat{P}_C \neq 0 \). The contraints for the global state \( |\Psi\rangle \in \mathcal{H}_C \otimes \mathcal{H}_R \otimes \mathcal{H}_S \) are now:

\[
\hat{H} |\Psi\rangle = (\hat{H}_C + \hat{H}_R + \hat{H}_S) |\Psi\rangle = 0 \quad (D1)
\]

and

\[
\hat{P} |\Psi\rangle = (\hat{P}_C + \hat{P}_R + \hat{P}_S) |\Psi\rangle = 0. \quad (D2)
\]

As we mentioned in the main text, in this case, there could be limitations in the allowed momenta to ensure that (D1) and (D2) are together satisfied and the global state \( |\Psi\rangle \) cannot be written here in the simple form (31). The limitations could arise from the fact that the energies and the momenta of \( C, R \) and \( S \) simultaneously have to sum to zero and the difficulty of the problem depends on the type of dispersion relations in the three subspaces. However, assuming \( |\Psi\rangle \) satisfying the constraints, the discussion follows as in the case of \( \hat{P}_C = 0 \) that we have seen in Section III.B.
We expand also here the global state on the basis \( \{ |t_m\rangle_C \} \) in \( C \) thanks to (26), thus obtaining

\[
|\Psi\rangle = \frac{d_C}{D_C} \sum_{m=0}^{D_C-1} |t_m\rangle_C \langle t_m|\Psi\rangle = \sqrt{\frac{d_C}{D_C}} \sum_{m=0}^{D_C-1} |t_m\rangle_C \otimes |\phi(t_m)\rangle_{R,S}
\]

(D3)

where \( |\phi(t_m)\rangle_{R,S} = \sqrt{d_C} \langle t_m|\Psi\rangle \) is state of the composite system \( R+S \) at time \( t_m \). For such a state, through (D1) and the relative state definition, it is easy to find again the time evolution with respect to the clock \( R \) and defining the relative state of \( |\phi(t)\rangle_{R,S} \)

\[
|\phi(t)\rangle_{R,S} = e^{-(\hat{H}_R+\hat{H}_S)(t_m-t_0)} |\phi(t_0)\rangle_{R,S}
\]

(D4)

where \( |\phi(t_0)\rangle_{R,S} = \sqrt{d_C} \langle t_0|\Psi\rangle \) is the state of \( R+S \) conditioned on \( t_0 \) that is the value of the clock taken as initial time. Equation (D4) shows, as expected, the simultaneous evolution of \( R \) and \( S \) over time. In the limiting case \( s \to \infty \) where \( t \) takes all the real values between \( t_0 \) and \( t_0+T \) the global state can again be written

\[
|\Psi\rangle = \frac{1}{T} \int_{t_0}^{t_0+T} dt \ |t\rangle \langle t|\Psi\rangle = \frac{1}{T} \int_{t_0}^{t_0+T} dt \ |t\rangle_C \otimes |\phi(t)\rangle_{R,S}
\]

(D5)

and defining the relative state of \( R+S \) as \( |\phi(t)\rangle_{R,S} = \langle t|\Psi\rangle \)

we obtain:

\[
i \frac{\partial}{\partial t} |\phi(t)\rangle_{R,S} = (\hat{H}_R + \hat{H}_S) |\phi(t)\rangle_{R,S}
\]

(D6)

that is the Schrödinger evolution for \( R+S \) with respect to the clock time \( t \), written in the differential form.

We can therefore expand the state \( |\Psi\rangle \) in the coordinates \( \{ |x_j\rangle_R \} \) in \( R \), thus obtaining:

\[
|\Psi\rangle = \frac{d_R}{D_R} \sum_{j=0}^{D_R-1} |x_j\rangle \langle x_j|\Psi\rangle = \sqrt{\frac{d_R}{D_R}} \sum_{j=0}^{D_R-1} |x_j\rangle_R \otimes |\varphi(x_j)\rangle_{C,S}
\]

(D7)

where \( |\varphi(x_j)\rangle_{C,S} = \sqrt{d_R} \langle x_j|\Psi\rangle \) is the relative state of \( C+S \) conditioned to the value \( x_j \) on the reference frame \( R \). For the state \( |\varphi(x_j)\rangle_{C,S} \) we find now:

\[
|\varphi(x_j)\rangle_{C,S} = \sqrt{d_R} \langle x_j|\Psi\rangle = e^{-i(\hat{P}_C+\hat{P}_S)(x_j-x_0)} |\phi(x_0)\rangle_{C,S}
\]

(D8)

where the momentum of the clock \( C \) appear in the equation since we have \( P_C \neq 0 \). Also here we consider the limit \( z \to \infty \), where again \( x \) can take all the real values between \( x_0 \) and \( x_0 + L_R \). In this case the global state can be written

\[
|\Psi\rangle = \frac{1}{L_R} \int_{x_0}^{x_0+L_R} dx \ |x\rangle \langle x|\Psi\rangle = \frac{1}{L_R} \int_{x_0}^{x_0+L_R} dx \ |x\rangle_R \otimes |\varphi(x)\rangle_{C,S}
\]

(D9)

and, defining the relative state of \( C+S \) as \( |\varphi(x)\rangle_{C,S} = \langle x|\Psi\rangle \), we obtain

\[
(\hat{P}_C + \hat{P}_S) |\varphi(x)\rangle_{C,S} = \langle x| (\hat{P}_C + \hat{P}_S) |\Psi\rangle = \langle x| (\hat{P}_C + \hat{P}_S) |\Psi\rangle = \langle x| (\hat{P}_C + \hat{P}_S) |\Psi\rangle
\]

(D10)

Through this latter equation and (D8) we can see again that now the generator of translations in the coordinate values \( x \) for the state \( |\varphi(x)\rangle_{C,S} \) is the operator \( \hat{P}_C + \hat{P}_S \).

Finally we can expand the state \( |\Psi\rangle \) simultaneously on the coordinates \( \{ |x_j\rangle_R \} \) in \( R \) and on the time basis \( \{ |t_m\rangle_C \} \) in \( C \). We have for the global state:

\[
|\Psi\rangle = \left( \frac{d_C}{D_C} \sum_{m=0}^{D_C-1} |t_m\rangle \langle t_m| \otimes \frac{d_R}{D_R} \sum_{j=0}^{D_R-1} |x_j\rangle \langle x_j| \right) |\Psi\rangle = \sqrt{\frac{d_C}{D_C}} \sqrt{\frac{d_R}{D_R}} \sum_{m=0}^{D_C-1} \sum_{j=0}^{D_R-1} |t_m\rangle_C \otimes |x_j\rangle_R \otimes |\psi(t_m,x_j)\rangle_S
\]

(D11)

where \( |\psi(t_m,x_j)\rangle_S = \sqrt{d_C} \sqrt{d_R} \langle t_m| \otimes \langle x_j| \rangle |\Psi\rangle \) is the relative state of the system \( S \) at time \( t_m \) conditioned on the value \( x_j \) for the reference frame \( R \). Also here we can search the conditional probability of having a certain position \( y_k \) in \( S \) at time \( t_m \) and knowing that the reference frame is in \( x_j \), that is:

\[
P(y_k \text{ on } S \mid x_j \text{ on } R, t_m \text{ on } C) = \frac{d_S}{D_S} |\langle y_k| \psi(t_m,x_j) \rangle|^2
\]

(D12)

that will depend on time \( t_m \) and on the values \( x_j \) and \( y_k \) of \( R \) and \( S \) respectively. Clearly we can extend these results also to the limiting cases \( z, s \to \infty \). Indeed we
can write the global state $|\Psi\rangle$ as
\[
|\Psi\rangle = \left(\frac{1}{T} \int_{t_0}^{t_0+T} dt |t\rangle \otimes \frac{1}{L_R} \int_{x_0}^{x_0+L_R} dx |x\rangle \langle x|\right) |\Psi\rangle =
\]
\[
= \frac{1}{T L_R} \int_{t_0}^{t_0+T} dt \int_{x_0}^{x_0+L_R} dx |t\rangle \otimes |x\rangle \otimes |\psi(t, x)\rangle_S
\]

(D13)

where again $|\psi(t, x)\rangle_S = (|t\rangle \otimes |x\rangle) |\Psi\rangle$ is the relative state of the system $S$ at time $t$ conditioned on the value $x$ for the reference frame $R$. The conditional probability density of having a certain position $y$ in $S$ at time $t$ and knowing that the reference frame is $x$ is:

\[
P(y \text{ on } S \mid x \text{ on } R, t \text{ on } C) = \frac{1}{L_S} |\langle y|\psi(t, x)\rangle|^2
\]

(D14)

which will depend on time $t$ as well as on the position values of $x$ and $y$. We can not explicitly calculate the probabilities (D12) and (D14) here since we can not write the state $|\Psi\rangle$ explicitly in the simple form (31).

In summary we assume as a “good clock” a system with $\hat{P}_C = 0$, a framework that can be easily implemented using an internal degree of freedom in describing the clock. If we want to use $\hat{P}_C \neq 0$ we have to find a state $|\Psi\rangle$ that satisfies (D1) and (D2), undergoing the limitations that this choice imposes and the discussion then follows as shown in this Appendix. A different (less elegant) framework might be to take $(\hat{P}_R + \hat{P}_S) |\Psi\rangle = 0$ as a constraint for the theory even in the case of a clock with non-zero momentum, but we believe that this choice (even if functional) does not have a good physical justification. In this latter case indeed the Universe would not be in an eigenstate of the global momentum and thus the symmetry with respect to the temporal degree of freedom (derived from a Universe in an eigenstate of the global Hamiltonian) would be lost.

Appendix E: Proof of Equation (41)

We start here considering the global state $|\Psi\rangle$ written as in equation 31, that is

\[
|\Psi\rangle = \sum_{k=0}^{d_S-1} c_k |E = -\epsilon_k\rangle_C \otimes |p = -p_k\rangle_R \otimes |p_k\rangle_S
\]

(E1)

where $\epsilon_k = E^{(R)}(-p_k) + E^{(S)}(p_k)$ is the energy function related to the momenta $p_k$ of $R$ and $S$. Now we write the conditional probability as:

\[
P(y_l \mid x_j, t_m, C) = \frac{d_S}{D_S} \frac{\langle \Psi | t_m \rangle \langle t_m \otimes |x_j\rangle \langle x_j \mid y_l \rangle}{\sqrt{\langle \Psi | t_m \rangle \langle t_m \otimes |x_j\rangle \langle x_j \mid \Psi \rangle}} =
\]

\[
= \frac{d_S}{D_S} \sum_{k,k'} c_k c_{k'}^* \langle E = -\epsilon_n|t_m\rangle \langle t_m|E = -\epsilon_k\rangle \langle p = -p_n|x_j\rangle \langle x_j|p = -p_k\rangle \langle y_l|p_k\rangle
\]

(E2)

\[
= \frac{1}{D_S} \sum_{k,k'} c_k c_{k'}^* e^{-it_m(\epsilon_k - \epsilon_n)} e^{i(p_k - p_n)(y_l - x_j)} \sum_{k'} |c_k|^2 = \frac{1}{D_S} \sum_{k=0}^{d_S-1} c_k e^{-it_m \epsilon_k} e^{ip_k(y_l - x_j)}
\]

where, in the last step, we have considered $\sum_{k'=0}^{d_S-1} |c_{k'}|^2 = 1$. From equation (E2) and considering $|\psi(t_m, x_j)\rangle_S = \sum_{k=0}^{d_S-1} c_k e^{-it_m \epsilon_k} e^{-ip_k x_j} |p_k\rangle$, we can also see that the probability $P(y_l \mid x_j, t_m, C)$ can be written as

\[
P(y_l \mid x_j, t_m, C) = \frac{1}{D_S} \sum_{k=0}^{d_S-1} c_k e^{-it_m \epsilon_k} e^{ip_k(y_l - x_j)}
\]

Appendix F: Proof of Equation (43)

We start also here considering the global state written as in 31, that is

\[
|\Psi\rangle = \sum_{k=0}^{d_S-1} c_k |E = -\epsilon_k\rangle_C \otimes |p = -p_k\rangle_R \otimes |p_k\rangle_S
\]

(F1)
where $\epsilon_k = E^{(R)}(-p_k) + E^{(S)}(p_k)$ is the energy function related to the momenta $p_k$ of $R$ and $S$. Now we write the probability density as:

$$P(y \text{ on } S | x \text{ on } R, t \text{ on } C) = \frac{1}{L_S} \frac{\langle \Psi | t \otimes | x \rangle \langle x \otimes | y \rangle \langle y | \Psi \rangle}{\langle \Psi | t \otimes | x \rangle \langle x | \Psi \rangle} =$$

$$= \frac{1}{L_S} \sum_k \sum_n c_k^2 \langle E = -\epsilon_n | t \rangle \langle t | E = -\epsilon_k \rangle \langle p = -p_n | x \rangle \langle x | p = -p_k \rangle = \frac{1}{L_S} \sum_m \sum_n c_m c_n^* \langle E = -\epsilon_l | t \rangle \langle t | E = -\epsilon_m \rangle \langle p = -p_l | x \rangle \langle x | p = -p_m \rangle =$$

$$= \frac{1}{L_S} \sum_k \sum_n c_k^2 e^{-it(\epsilon_k - \epsilon_n)} e^{i(p_k - p_n)(y - x)} \sum_m |c_m|^2 \left| \frac{1}{L_S} \sum_{k=0}^{d_S-1} c_k e^{-i\epsilon_k t} e^{-ip_k(y - x)} \right|^2$$

where, in the last step, we have considered again $\sum_{m=0}^{d_S-1} |c_m|^2 = 1$. Also in this case, from equation (F2) and considering $|\psi(t, x)|_S = \sum_{k=0}^{d_S-1} c_k e^{-i\epsilon_k t} e^{-ip_k} |p_k\rangle$, we can see that $P(y \text{ on } S | x \text{ on } R, t \text{ on } C) = \frac{1}{L_S} |\langle y | \psi(t, x) \rangle|^2$.

---

1D. N. Page and W. K. Wootters, Evolution without evolution: Dynamics described by stationary observables, Phys. Rev. D 27, 2885 (1983).
2W. K. Wootters, “Time” replaced by quantum correlations, Int. J. Theor. Phys. 23, 701–711 (1984).
3D. N. Page, Clock Time and Entropy. In: Physical Origins of Time Asymmetry, edited by J. J. Halliwell, J. Perez-Mercader, and W. H. Zurek, Cambridge University Press, Cambridge (1993).
4B. S. DeWitt, Quantum Theory of Gravity. I. The Canonical Theory, Phys. Rev. 160, 1113 (1967).
5C. J. Isham, Canonical Quantum Gravity and the Problem of Time, edited by L. A. Ibort, M. A. Rodriguez, 157 (1993).
6H. Everett, The Theory of the Universal Wave Function. In: The Many Worlds Interpretation of Quantum Mechanics, Princeton University Press, Department of Physics, 1-140 (1957).
7V. Giovannetti, S. Lloyd and L. Maccone, Quantum time, Phys. Rev. D 92, 045033 (2015).
8E. Moreva, M. Gramegna, G. Brida, L. Maccone and M. Genovese, Quantum time: Experimental multitime correlations, Phys. Rev. D 96, 102005 (2017).
9C. Marletto and V. Vedral, Evolution without evolution and without ambiguities, Phys. Rev. D 95, 043510 (2017).
10V. Vedral, Time, (Inverse) Temperature and Cosmological Inflation as Entanglement. In: R. Renner, S. Stupar, Time in Physics, 27-42, Springer (2017).
11L. Maccone and K. Sacha, Quantum measurements of time, Phys. Rev. Lett. 124, 110402 (2020).
12A. R. H. Smith and M. Ahmadi, Quantizing time: Interacting clocks and systems, Quantum 3, 160 (2019).
13A. Boette and R. Rossignoli, History states of systems and operators, Phys. Rev. A 98, 032108 (2018).
14A. Boette, R. Rossignoli, N. Gigena and M. Cerezo, System-time entanglement in a discrete time model, Phys. Rev. A 93, 062127 (2016).
15I. Leon and L. Maccone, The Pauli Objection, Found. Phys. 47, 1597–1608 (2017).
16P. A. Hoehn, A. R. H. Smith and M. P. E. Lock, The Trinity of Relational Quantum Dynamics, Phys. Rev. D 104, 066001 (2021).
17P. A. Hoehn, A. R. H. Smith and M. P. E. Lock, Equivalence of approaches to relational quantum dynamics in relativistic settings, Front. Phys. 9, 587083 (2021).
18T. Favalli and A. Smerzi, Time Observables in a Timeless Universe, Quantum 4, 354 (2020).
19T. Favalli and A. Smerzi, Peaceful coexistence of thermal equilibrium and the emergence of time, Phys. Rev. D 105, 023525 (2022).
20A. R. H. Smith and M. Ahmadi, Relativistic quantum clocks observe classical and quantum time dilation, Nat. Commun. 11, 5359 (2020).
21N. L. Diaz, J. M. Matera and R. Rossignoli, History state formalism for scalar particles, Phys. Rev. D 100, 125020 (2019).
22N. L. Diaz and R. Rossignoli, History state formalism for Dirac’s theory, Phys. Rev. D 99, 045008 (2019).
23C. Foti, A. Coppo, G. Barni, A. Cuccoli and P. Verrucchi, Time and classical equations of motion from quantum entanglement via the Page and Wootters mechanism with generalized coherent states, Nat. Commun. 12, 1787 (2021).
24E. Castro-Ruiz, F. Giacomini, A. Belenchia and Č. Brukner, Quantum clocks and the temporal localisability of events in the presence of gravitating quantum systems, Nat. Commun. 11, 2672 (2020).
25V. Baumann, F. Del Santo, A. R. H. Smith, F. Giacomini, E. Castro-Ruiz and Č. Brukner, Generalized probability rules from a timeless formulation of Wigner’s friend scenarios, Quantum 5, 524 (2021).
26V. Baumann, M. Krumm, P. A. Guérin and Č. Brukner, Non-causal Page-Wootters circuits, Phys. Rev. Research 4, 013180 (2022).
27AC. de la Hamette, S. L. Ludescher and M. P. Mueller, Entanglement/Asymmetry correspondence for internal quantum reference frames, arXiv:2112.00046.
28W. R. S. Mendes and D. O. Soares-Pinto, Time as a Consequence of Internal Coherence, Proc. R. Soc. A 475, 20190470 (2019).
29W. R. S. Mendes, F. Brito and D. O. Soares-Pinto, Non-linear equation of motion for Page-Wootters mechanism with interaction and quasi-ideal clocks, arXiv:2107.11452.
30E. Moreva, G. Brida, M. Gramegna, V. Giovannetti, L. Maccone and M. Genovese, Time from quantum entanglement: an experimental illustration, Phys. Rev. A 89, 052122 (2014).
31A. V. Rau, J. A. Dunningham, and K. Burnett, Measurement-Induced Relative-Position Localization Through Entanglement, Science 301, 1081 (2003).
32Y. Aharonov and L. Susskind, Charge Superselection Rule, Phys. Rev. 155, 1428 (1967).
33Y. Aharonov and L. Susskind, Observability of the Sign Change of Spinors under $2\pi$ Rotations, Phys. Rev. 158, 1237 (1967).
34Y. Aharonov and T. Kauﬀer, Quantum frames of reference, Phys. Rev. D 30, 368 (1984).
35S. D. Bartlett, T. Rudolph and R. W. Spekkens, Reference frames, superselection rules, and quantum information, Rev. Mod. Phys. 79, 555 (2007).
36S. D. Bartlett, T. Rudolph, R. W. Spekkens and P. S. Turner,
Quantum communication using a bounded-size quantum reference frame, New J. Phys. 11, 063013 (2009).

37G. Gour and R. W. Spekkens, The resource theory of quantum reference frames: manipulations and monotones, New J. Phys. 10, 033023 (2008).

38A. Kitaev, D. Mayers and J. Preskill, Superselection rules and quantum protocols, Phys. Rev. A 69, 052326 (2004).

39M. C. Palmer, F. Girelli, and S. D. Bartlett, Changing quantum reference frames, Phys. Rev. A 89, 052121 (2014).

40D. Bartlett, T. Rudolph, R. W. Spekkens and P. S. Turner, Degradation of a quantum reference frame, New J. Phys. 8, 58 (2006).

41A. R. H. Smith, M. Plani and R. B. Mann, Quantum reference frames associated with noncompact groups: The case of translations and boosts and the role of mass, Phys. Rev. A 94, 012333 (2016).

42D. Poulin and J. Yard, Dynamics of a quantum reference frame, New J. Phys. 9, 156 (2007).

43F. Girelli and D. Poulin, Quantum reference frames and deformed symmetries, Phys. Rev. D 77, 104012 (2008).

44M. Skotiniotis, B. Toliou, I. T. Durham and B. C. Sanders, Quantum Frameness for CPT Symmetry, Phys. Rev. Lett. 111, 020504 (2013).

45D. Poulin, Toy Model for a Relational Formulation of Quantum Theory, Int. J. Theor. Phys. 45, 1189–1215 (2006).

46T. Miyadera, L. Loveridge and P. Busch, Approximating relational observables by absolute quantities: a quantum accuracy-size trade-off, J. Phys. A: Math. Theor. 49, 185301 (2016).

47L. Loveridge, P. Busch and T. Miyadera, Relativity of quantum states and observables, EPL 117, 40004 (2017).

48L. Loveridge, T. Miyadera and P. Busch, Symmetry, Reference Frames, and Relational Quantities in Quantum Mechanics, Found. Phys. 48, 135–198 (2018).

49J. Pienaar, A relational approach to quantum reference frames for spins, arXiv:1601.07320.

50R. M. Angelo, N. Brunner, S. J. Short and P. Skrzypczyk, Physics within a quantum reference frame, J. Phys. A: Math. Theor. 44, 145304 (2011).

51R. M. Angelo and A. D. Ribeiro, Kinematics and dynamics in noninertial quantum frames of reference, J. Phys. A: Math. Theor. 45, 465306 (2012).

52S. T. Pereira and R. M. Angelo, Galilei covariance and Einstein’s equivalence principle in quantum reference frames, Phys. Rev. A 91, 022107 (2015).

53L. Maccione, A fundamental problem in quantizing general relativity, Found. Phys. 49, 1394–1403 (2019).

54C. Rovelli, Quantum reference systems, Class. Quantum Grav. 8, 317 (1991).

55C. Rovelli, Relational quantum mechanics, Int. J. Theor. Phys. 35, 1637–1678 (1996).

56F. Giacomini, E. Castro-Ruiz and Č. Brukner, Quantum mechanics and the covariance of physical laws in quantum reference frames, Nat. Commun. 10, 494 (2019).

57A. Vanrietvelde, P. A. Hoehn, F. Giacomini, E. Castro-Ruiz, A change of perspective: switching quantum reference frames via a perspective-neutral framework, Quantum 4, 225 (2020).

58A. Vanrietvelde, P. A. Hoehn and F. Giacomini, Switching quantum reference frames in the N-body problem and the absence of global relational perspectives, arXiv:1809.05093.

59J. M. Yang, Switching Quantum Reference Frames for Quantum Measurement, Quantum 4, 283 (2020).

60F. Giacomini, E. Castro-Ruiz and Č. Brukner, Relativistic Quantum Reference Frames: The Operational Meaning of Spin, Phys. Rev. Lett. 123, 090404 (2019).

61F. Streiter, F. Giacomini and Č. Brukner, Relativistic Bell Test within Quantum Reference Frames, Phys. Rev. Lett. 126, 230403 (2021).

62AC. de la Hamette and T. D. Galley, Quantum reference frames for general symmetry groups, Quantum 4, 367 (2020).

63M. Krumm, P. A. Hoehn and M. P. Mueller, Quantum reference frame transformations as symmetries and the paradox of the third particle, arXiv:2011.01951.

64A. Ballesteros, F. Giacomini and G. Gubitosi, The group structure of dynamical transformations between quantum reference frames, Quantum 5, 470 (2021).

65F. Giacomini, Spacetime Quantum Reference Frames and superpositions of proper times, Quantum 5, 508 (2021).

66AC. de la Hamette, T. D. Galley, P. A. Hoehn, L. Loveridge and M. P. Mueller, Perspective-neutral approach to quantum frame covariance for general symmetry groups, arXiv:2110.13824.

67S. A. Ahmad, T. D. Galley, P. A. Hoehn, M. P. E. Lock and A. R. H. Smith, Quantum Relativity of Subsystems, Phys. Rev. Lett. 128, 170401 (2022).

68P. A. Hoehn, M. Krumm and M. P. Mueller, Internal quantum reference frames for finite Abelian groups, arXiv:2107.07545.

69D. T. Pegg, Complement of the Hamiltonian, Phys. Rev. A 58, 4307 (1998).

70D. T. Pegg and S. M. Barnett, Phase properties of the quantized single-mode electromagnetic field, Phys. Rev. A 39, 1665 (1989).

71V. Giovannetti, S. Lloyd, and L. Maccone, Quantum limits to dynamical evolution, Phys. Rev. A 67, 052109 (2003).

72N. Margolus and L. B. Levitin, The maximum speed of dynamical evolution, Physica D 120, 188-195 (1998).

73K.V. Kuchar, Time and Interpretations of Quantum Gravity, Int. J. Mod. Phys. D 20, No. supp01, 3-86 (2011).

74R. Gambini, R. A. Porto, J. Pullin, and S. Tortorelo, Conditional probabilities with Dirac observables and the problem of time in quantum gravity, Phys. Rev. D 79, 041501(R) (2009).

75J. von Neumann, Mathematical Foundations of Quantum Mechanics, edited by Princeton University Press (1955).

76B. Thaller, The Dirac Equation, edited by Springer-Verlag (1992).