A Method for Estimating Aircraft Vertical Acceleration and Eddy Dissipation Rate in Turbulent Flight
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Featured Application: This work can be applied to turbulence severity estimation in flight, which is fundamental to flight safety of civil aviation aircraft.

Abstract: Atmospheric turbulence is a typical risk that threatens the flight safety of civil aviation aircraft. A method of estimating aircraft’s vertical acceleration in turbulence is proposed. Based on the combination of wing and horizontal tail, the continuous change of aerodynamic force in turbulent flight is obtained by unsteady vortex ring method. Vortex rings are assigned on the mean camber surface to further improve the computing accuracy. The incremental aerodynamic derivatives of lift and pitching moment are developed, which can describe the turbulence effects on aircraft. Furthermore, a new acceleration-based eddy dissipation rate (EDR) algorithm was developed to estimate the turbulence severity. Compared with wind tunnel test data, the aerodynamic performance of the lifting surface was computed accurately. A further test on wing–tail combination showed that the computed pitching moment change due to control-surface deflections approaches the aircraft-modeling data. The continuous change of vertical acceleration at any longitudinal locations of aircraft is obtained in turbulent flight. Compared with traditional transfer function-based EDR algorithms, the proposed algorithm shows higher accuracy and stability. Furthermore, the adverse influence of aircraft maneuvering on EDR estimation is eliminated.
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1. Introduction

Atmospheric turbulence—a chaotic motion added to constant wind—is frequently encountered in flight. In particular, the vertical component of turbulence threatens aircraft stability and even flight safety. On one hand, in-flight turbulence reduces passenger riding comfort and even causes causalities. On the other hand, it also leads to the manipulation difficulty for pilots and induces fatigue on aircraft structure [1]. To avoid such hazard, it is therefore fundamental to explore the occurrence mechanism, detection and risk judgment method for turbulence.

Atmospheric turbulence can be categorized into convective turbulence, low-altitude thermals, wake turbulence and clear air turbulence [2]. Clear air turbulence, though seriously threatening the flight safety of civil aviation aircrafts, is difficult for onboard weather radar to observe. A traditional method of assessing the turbulence hazard is by means of pilot weather report (PIREP). A major problem of the subjectively reported PIREP is that the turbulence severity experienced by the reporting aircraft may not be the same experienced by a following aircraft because of the different
aircraft type and its configuration [3]. Scholars put forward the method of assessing turbulence severity based on vertical acceleration of aircraft [4]. However, the measured acceleration cannot reflect the turbulence severity because it is in fact the turbulence induced response and is also related to other flight parameters. Based on the measured acceleration value, a further derived equivalent vertical gust velocity (DEVG) method was developed, with airspeed and aircraft mass considered [5]. However, measuring the turbulence via vertical acceleration or DEVG could be sensitive to different aircrafts. We need to obtain an objective evaluation criterion of turbulence severity which is independent of aircraft.

Eddy dissipation rate (EDR), a parameter to determine the amount of energy lost by the viscous forces in turbulence, has been widely used to describe the turbulence severity in recent years [6]. The National Center for Atmospheric Research (NCAR) proposed vertical wind-based and vertical acceleration-based EDR estimation method successively. A major advantage of the vertical wind-based algorithm is that only six parameters are required for computing EDR, including true airspeed, left and right vane angle of attack, inertial vertical speed, pitching and rolling angle [7]. The EDR value is obtained by frequency-domain-based maximum-likelihood estimation. The World Meteorological Organization (WMO) has added turbulence monitoring information in the aircraft meteorological data relay, in which vertical wind-based EDR value is reported [8]. However, this kind of EDR algorithm still must be improved because the air data measurements and derived vertical wind may not be accurate in turbulent flight. Furthermore, considering different aircraft, there are some empirically chosen parameters in the algorithm, including the selection of bandpass frequency and bias-correction term [9].

Vertical acceleration-based EDR algorithms, recovering the turbulence severity from an aircraft’s vertical acceleration response, is a rigorous method with better accuracy theoretically [10]. The acceleration response, initially described by a polynomial fitting function, though lack of adequate accuracy, has been applied in modern EDR estimation [11]. The other way of describing the acceleration response is to build a linear-transfer function from vertical wind to aircraft vertical acceleration. Research shows that vertical turbulence mainly leads to aircraft plunge and pitching motion, inducing aircraft bumpiness. Two linear-transfer functions describing plunge and pitching motion—based on small-perturbation approximations—were built, with vertical turbulence as the only excitation. To eliminate the influence of maneuvering flight and high-frequency structural vibration, a bandpass filter must be cascaded to the transfer function. However, it is still lack of enough accuracy to describe the acceleration response. To further explore the modeling accuracy, four linear-transfer function models reflecting aircraft’s plunge and pitching motion in turbulence were developed, with quasi-static aerodynamic model and controls fixed assumptions [12]. These models were tested, respectively and compared with the recorded acceleration data on Boeing 757 aircraft. In ref [13], real-time turbulent wind effects during aerial refueling were studied. Based on Dryden turbulence model assumption, turbulence parameters were identified. By feeding the identified turbulence into flight dynamics model, the simulation results and recorded data are compared. In ref [14], to study the riding comfort in turbulence, acceleration responses in different seating locations were studied by dynamic simulation. The above studies show that there are major differences between measured and theoretical responses. To summarize, the linear-transfer function or fitting function cannot accurately describe the acceleration response of aircraft in turbulence. Since EDR algorithm accuracy can easily be affected by control-surface deflection [15], another significant disadvantage is that with controls fixed assumption and only vertical wind as the excitation, these methods cannot distinguish the acceleration change caused by aircraft maneuvering or turbulence. In order to obtain real turbulence severity in a vertical acceleration-based EDR algorithm, the effect of maneuvering flight on vertical acceleration must be eliminated.

As an effective way of aerodynamic analysis and optimization, vortex lattice method (VLM) can be used to obtain the turbulence-effected vertical acceleration response. In earlier studies, planar VLM was adopted by assigning horseshoe vortices on lifting surface. In recent years, nonplanar vortex lattices are assigned on mean camber surface and vortex rings are formulated to obtain more accurate solutions [16]. Although aerodynamic characteristics can be analyzed accurately by compute
fluid dynamics method, VLM is still a popular and rapid medium-accurate computing method. VLM has been widely used in aero-elastic analysis [17], wind turbine design [18], lift and induced drag computation [19], wing design optimization [20] and gust wind response analysis [21]. When it comes to the aero-elasticity and gust wind analysis, the influence of aircraft motion and wake on aerodynamic performance must be considered. Unsteady vortex lattice method (UVLM) is used to solve these problems [17,19,20]. In some special applications, like aerodynamic analysis in aerial refueling formation flight [22–24] and innovative flap design [25], VLM possesses the advantage of rapid trial-and-error. NASA has developed wind shear coefficients based on steady VLM [26,27]. With no-sideslip assumption, additional aerodynamic effects induced by shear wind were computed and added to quasi-static aerodynamic model. With the simplified combination of wing and horizontal tail, satisfactory accuracy was obtained by VLM in shear wind. However, steady VLM is not suitable for computing aerodynamic force in high frequency turbulent wind. If the turbulence-effected aerodynamic performance is obtained by unsteady VLM, a more accurate vertical acceleration response can surely be acquired, which will be beneficial to vertical acceleration-based EDR algorithm.

In this study, a method for computing aircraft’s vertical acceleration response in turbulence is proposed. Based on nonplanar and unsteady vortex ring method (VRM), the continuous change of aerodynamic force in turbulent flight will be computed. Furthermore, an acceleration-based EDR algorithm will be developed to estimate the turbulence severity. For a specific wing, the computing results based on VRM will be verified by wind tunnel test data and aircraft-modeling data. After this, aerodynamic force and acceleration changes in turbulent flight will be analyzed. With comparison to theoretical EDR value, the performance of the proposed method will be further analyzed.

2. Vertical Acceleration and Turbulence Severity Estimation

2.1. Unsteady Vortex Ring Method

According to the thin-airfoil theory, the lifting-line method can be used to obtain the lift and induced drag of the straight wing with small sweep angle. The panel method is further applied to the lifting surface with large sweep angle. Different kinds of singularities can be assigned on the panel element and the strength of each singularity is determined according to its boundary condition. After this, the pressure distribution and aerodynamic force are further computed. The most commonly used panel method is VLM, in which horseshoe vortex is selected as the singularity [16]. In turbulent flight, the attitude and aerodynamic angle of civil aviation aircraft can change rapidly, leading to unsteady motion. As a result, the far-field wake is not parallel to the free flow, and conventional VLM with semi-infinite vortex filaments does not have satisfactory accuracy in solving this problem. By superimposing the wake vortices rather than semi-infinite filaments, vortex rings can be used to satisfy the trailing edge conditions. In addition, by assigning the vortex rings on the mean camber surface, the computing accuracy can be effectively improved.

It is the vertical turbulence component which leads to the change of aircraft’s longitudinal response. Aircraft’s vertical acceleration is mainly determined by aerodynamic force change of the wing and horizontal tail. Thus, the aircraft is simplified by wing–tail combination and the vortex rings are distributed on their mean camber surfaces. As shown in Figure 1, vortex rings are assigned on the whole reference area, rather than the lifting surface only exposed outside the fuselage.
2.2. Grid Generation on Wing-Tail Combination

As shown in Figure 1, the origin point is located on the leading edge of the wing root and a spatial coordinate system is established. A grid with certain number of rows and columns is assigned. The wing and horizontal tail are divided by dozens of rectangular vortex rings. Please refer to Appendix A for grid arrangement and further geometric parameters computation. The wing on one side is divided by \( N_{ch} \) rows chord-wise and \( N_{cy} \) columns span-wise, and the horizontal tail on one side is divided by \( N_{ct} \) chord-wise and \( N_{cy} \) span-wise. Since the circulation distribution changes greatly at the wingtip, wing root and leading edge, the neighboring lattices can be redesigned according to the semicircle division method [28]. In addition, the geometric boundary of the control surface is close to the boundary of each vortex ring since elevators and spoilers can be deflected by pilot’s manipulation or automatic flight control system.

As shown in Figure 2a, rectangular vortex rings are arranged on each lattice panel. The leading edge of the vortex ring is located at the 1/4 chord of the grid, the collocation point is located at the midpoint of the 3/4 chord of the grid and the trailing edge is located at the 1/4 chord of the grid in the next row. The trailing edge of the vortex in the last row coincides with the grid boundary. In order to approximate the mean camber surface, the vortex filaments of Section AE and BD are further divided by Section AF and FE, BC and CD, respectively.

In Figure 2b, according to Biot-Savart law, the velocity induced by a vortex filament at arbitrary point \( P \) in space is [16]

\[
V = \frac{\Gamma}{4\pi} \frac{r_1 \times r_2}{|r_1 \times r_2|^2} \left[ r_0 \cdot \left( \frac{r_1}{r_1^2} - \frac{r_2}{r_2^2} \right) \right] = \frac{\Gamma}{4\pi} \frac{(r_1 + r_2) \times (r_1 \times r_2)}{r_1 \cdot (r_1 \times r_2 + r_2 \cdot r_1)}
\]

Equation (1)

In Equation (1), \( V \) is the induced velocity, \( \Gamma \) is the strength of the vortex filament, \( r_0 \) is the vector of the vortex filament. \( r_1 \) and \( r_2 \) are the position vectors of both ends to an arbitrary point in space. Based on Equation (1), a coefficient vector \( k \) of induced velocity is defined as
\[ k = \frac{1}{4\pi} \frac{(r_1 + r_2)(r_1 \times r_2)}{r_1^2 + r_2^2} \] (2)

Except for the trailing edge, the induced velocity of a vortex ring to arbitrary point in space can be expressed as the vector sum of the induced velocity by six vortex filaments:

\[ V = \Gamma (k_{AB} + k_{BC} + k_{CD} + k_{DE} + k_{EF} + k_{FA}) = \Gamma K \] (3)

2.3. Vertical Acceleration Computation in Turbulent Flight

2.3.1. Local Velocity Induced by Aircraft’s Unsteady Motion

The nonplanar and unsteady vortex ring method (VRM) is applied to study the aerodynamic characteristics in turbulent flight. Local velocity induced by aircraft’s unsteady motion at arbitrary point can be divided by three parts. The first part is the far-field free flow \( V_c(t) = [V_{c,tx}(t), V_{c,ty}(t), V_{c,tz}(t)]^T \). The second part is the angular rate \([p(t), q(t), r(t)]^T\) effects of the aircraft. The third part is the instantaneous turbulence \([W(t), W'_r(t), W'_d(t)]^T\) effects. The local velocity of arbitrary point at any time \( t_s \) can be described by Equation (4), with \([x, y, z]^T\) the coordinate of arbitrary point,

\[
\begin{bmatrix}
V_x(t_s) \\
V_y(t_s) \\
V_z(t_s)
\end{bmatrix} = 
\begin{bmatrix}
V_{c,tx}(t) \cos \alpha(t) + q(t) \sin \beta(t) - r(t) \cos \beta(t) \\
V_{c,ty}(t) \cos \beta(t) + r(t) \sin \beta(t) - p(t) \cos \alpha(t) \\
V_{c,tz}(t) - q(t) \sin \alpha(t) + p(t) \sin \beta(t)
\end{bmatrix} + 
\begin{bmatrix}
W_x(t_s) \\
W_y(t_s) \\
W_z(t_s)
\end{bmatrix}
\] (4)

2.3.2. Unsteady Aerodynamics in Turbulence

At any collocation point, the boundary condition of zero normal flow through the airfoil’s surface is satisfied, which can be described by Equation (5):

\[ \nabla \Phi \cdot n = 0 \] (5)

where \( \Phi \) is the potential function of the flow field. Velocity components at any collocation point are described as \( \nabla \Phi = \frac{\partial \Phi}{\partial x} i + \frac{\partial \Phi}{\partial y} j + \frac{\partial \Phi}{\partial z} k \).

At any time \( t_s \), as shown in Figure 3, the aircraft moves along the flight path, vortices on the trailing edge fall off at local velocity, generating a series of wake vortices. Local velocity at the trailing edge is defined by

\[ V_{a,t}(t_s) = \left( \sum_j K_j \Gamma_j(t_s) \right) \left[ V_{a,tx}(t_s), V_{a,ty}(t_s), V_{a,tz}(t_s) \right]^T + \left[ V_{a,tx}(t_s), V_{a,ty}(t_s), V_{a,tz}(t_s) \right]^T \] (6)

where \( \sum_j K_j \Gamma_j(t_s) \) is the induced velocity of airfoil-attached vortices at trailing edge points \( m \) at time \( t_{s+1} \). \( \left[ V_{a,tx}(t_s), V_{a,ty}(t_s), V_{a,tz}(t_s) \right]^T \) is the induced velocity of wake vortices. The trailing edge continues to move forward with the aircraft and the corner points determined before each time step move forward along the airflow. By determining a new couple of corner points corresponding to the trailing edge points, a new wake vortex ring is constructed. The corner points determined at \( t_{s+1} \) move forward by \( V_{a}(t_{s+1}) \Delta t \). This is repeated at each time step to establish a series of wake vortices. The latest wake vortex ring has the same strength as the trailing edge vortex at \( t_s \). In other word, it is not affected by aerodynamic force. The wake vortices move at local velocity, which is achieved by modifying the positions of the corner point \( n \) at each time step:

\[ (\Delta x, \Delta y, \Delta z)_{n} = \left( \sum_j K_j \Gamma_j(t_s) \right) \Delta t + \left[ V_{w,tx}(t_s), V_{w,ty}(t_s), V_{w,tz}(t_s) \right] \Delta t + \left[ V_{w,tx}(t_s), V_{w,ty}(t_s), V_{w,tz}(t_s) \right] \Delta t \] (7)
As a result, the induced velocity of wake vortices at collocation points at \( t_i \) is obtained. The boundary condition of zero normal flow is adjusted by

\[
(\sum_{i=1}^{N} K_i \Gamma_i(t_i)) \cdot \mathbf{n} + [V_{x_i}(t_i), V_{y_i}(t_i), V_{z_i}(t_i)]^T \cdot \mathbf{n} + [W_{x_i}(t_i), W_{y_i}(t_i), W_{z_i}(t_i)]^T \cdot \mathbf{n} = 0
\]  

(8)

By further expanding the above equation, the following linear algebraic equation is obtained:

\[
\begin{bmatrix}
K_1 \cdot n_1 & K_1 \cdot n_1 & \ldots & K_1 \cdot n_1 \\
K_2 \cdot n_1 & K_2 \cdot n_2 & \ldots & K_2 \cdot n_2 \\
\vdots & \vdots & \ddots & \vdots \\
K_N \cdot n_1 & K_N \cdot n_2 & \ldots & K_N \cdot n_N
\end{bmatrix}
\begin{bmatrix}
\Gamma_i(t_i) \\
V_{x_i}(t_i) \\
V_{y_i}(t_i) \\
V_{z_i}(t_i) \\
W_{x_i}(t_i) \\
W_{y_i}(t_i) \\
W_{z_i}(t_i)
\end{bmatrix}
= \begin{bmatrix}
n_1 \\
n_2 \\
\vdots \\
n_N
\end{bmatrix}
\]  

(9)

By solving Equation (9), the circulation of each vortex ring \( \Gamma_i(t_i), \Gamma_j(t_i), \ldots, \Gamma_N(t_i) \) is acquired. It should be noted that there is no vortex ring at \( t=0 \). At the first time step \( t_1 \), the circulation of each vortex ring is also obtained without wake effects.

Here is an analysis about the boundary condition on each vortex ring. Figure 4a shows the decomposition of boundary condition along the wing chord. In turbulence, the boundary condition at the collocation point is expressed as

\[
U_x \sin(\alpha + \alpha_i - \delta) + (r_{y_i} - q_{z_i}) \sin(\alpha_i - \delta) + (q_{x_i} - p_{y_i}) \cos(\alpha_i - \delta) = (W_i + u) \sin(\alpha + \alpha_i - \delta) + (w + W_i) \cos(\alpha + \alpha_i - \delta)
\]  

(10)

As shown in Figure 4b, with the dihedral angle, the boundary condition is further modified by

\[
U_x \sin(\alpha + \alpha_i - \delta) + (r_{y_i} - q_{z_i}) \sin(\alpha_i - \delta) + (q_{x_i} - p_{y_i}) \cos(\alpha_i - \delta) \cos \lambda + (w + W_i) \sin(\alpha + \alpha_i - \delta) \cos \lambda + (w + W_i) \sin \lambda
\]  

(11)

where \( \delta \) stands for the increment of angle of attack due to control-surface deflection. It can be omitted if there is no deflection. Moreover, \( \alpha_i = \tan^{-1}\left(-\frac{dz}{dx}\right) \) shows the camber effects. \([u, v, w]^T\) represents the induced velocity decomposition along each axis.

Figure 4. (a) Boundary condition decomposition along the wing chord and (b) along the wingspan.
After obtaining the circulation of each vortex ring, aerodynamic force is further computed according to Kutta–Joukowski theorem [16]. As shown in Figure 5, any vortices and their adjacent vortices need to be superposed on the lattice panel to get actual circulation distribution. Taking the right half wing as an example, the aerodynamic force at the collocation point is

\[
F_t(t_i) = \rho(\Gamma_{\text{edge}, \text{circ}, 1}(t_i) - \Gamma_{\text{edge}, \text{circ}, 3}(t_i))V_t(t_i) + \frac{1}{2} \rho (V_t(t_i))^2 \times r_{x\omega} + \rho(\Gamma_{\text{edge}, \text{circ}, 1}(t_i) - \Gamma_{\text{edge}, \text{circ}, 3}(t_i))V_t(t_i) + \frac{1}{2} \rho (V_t(t_i))^2 \times r_{x\omega} + \rho(\Gamma_{\text{edge}, \text{circ}, 1}(t_i) - \Gamma_{\text{edge}, \text{circ}, 3}(t_i))V_t(t_i) + \frac{1}{2} \rho (V_t(t_i))^2 \times r_{x\omega} + \rho(\Gamma_{\text{edge}, \text{circ}, 1}(t_i) - \Gamma_{\text{edge}, \text{circ}, 3}(t_i))V_t(t_i) + \frac{1}{2} \rho (V_t(t_i))^2 \times r_{x\omega} \quad (12)
\]

where \( \rho \) is air density, \( V_t \) is the total induced velocity of airfoil-attached vortex at the collocation point. Since there is no vortex ring in front of the leading edge, \( \Gamma_{\text{edge}, \text{circ}, 1}(t_i) \) equals zero in Equation (12). At the trailing edge, the third item of \( k_{\omega} \) does not exist because the second half of the vortex ring is not on the panel. At each time step \( t_i \), the aerodynamic force with and without turbulence effects are solved, respectively, which are recorded as \( F \) and \( F^0 \).

![Figure 5. Neighboring rings for a general vortex ring.](image)

2.3.3. Solution of Vertical Acceleration

Since the lifting surface of the aircraft was simplified to the wing–tail combination, there may exist a gap between computing results and actual aerodynamic force. We try to develop the incremental aerodynamic derivatives induced by turbulence and add them into existing aerodynamic model. The incremental derivatives function as a supplement to the aerodynamic model, rather than replacement. For each collocation point, with the aerodynamic force in turbulence \( F \) and the force without turbulence effects \( F^0 \), the force increment is obtained by \( F - F^0 \). After summing the whole vortex rings, the turbulence-induced incremental aerodynamic force \( \Delta F \) is obtained by

\[
\begin{bmatrix}
\Delta F_x(t_i) \\
\Delta F_y(t_i) \\
\Delta F_z(t_i)
\end{bmatrix} = \begin{bmatrix}
\sum_{j=1}^{N} (F_{x_j}(t_i) - F_{x_j}^0(t_i)) \\
\sum_{j=1}^{N} (F_{y_j}(t_i) - F_{y_j}^0(t_i)) \\
\sum_{j=1}^{N} (F_{z_j}(t_i) - F_{z_j}^0(t_i))
\end{bmatrix}
\]

Furthermore, the incremental pitching moment around the gravity center is

\[
\Delta M_p(t_i) = \sum_{j=1}^{N} (x_j - x_c)(F_{x_j}(t_i) - F_{x_j}^0(t_i)) + \sum_{j=1}^{N} (z_j - z_c)(F_{z_j}(t_i) - F_{z_j}^0(t_i)) \quad (14)
\]

The turbulence-effected incremental aerodynamic derivatives are described by Equation (15). Since plunge and pitching motion are the main cause of aircraft bumpiness, the lift incremental derivative \( c_{l_{\omega}} \) and pitching moment incremental derivative \( c_{m_{\omega}} \) are computed by
where \( \bar{p} \) is the dynamic pressure, \( c \) is the mean chord length. \( c_{lw} \) and \( c_{nw} \) function as one of the derivative terms in lift and pitching moment coefficients, respectively. Due to the limitation of panel method, the incremental aerodynamic derivatives including side force, rolling and yawing moment cannot be computed accurately. However, it is of less importance to compute lateral motion accurately in the vertical-acceleration estimation. The plunge and pitching motion which mainly lead to aircraft bumpiness can be solved by VRM with a satisfactory precision. Moreover, CFD method can be adopted to obtain more accurate solutions. However, it cannot be solved in real time and needs a complete set of aircraft’s geometric and airfoil parameters. With the nonplanar and unsteady VRM, the real-time change of aerodynamic force caused by turbulence can be acquired accurately. Based on the modified aerodynamic model, flight parameters required in Equation (4) can be obtained by numeric integration [29] or states estimation in flight dynamic model [30]. Here only the differential equation of vertical acceleration \( a_z \) and pitching moment are listed:

\[
\begin{align*}
\begin{cases}
 a_z(t_s) = & q(t_s)W_{w_1}(t_s) - p(t_s)W_{w_2}(t_s) + g \cos \theta(t_s) \cos \phi(t_s) + F_z(t_s)/m \\
 I_z \dot{\theta}(t_s) = & M_z(t_s) + (I_z - I_y) p(t_s) r(t_s) + I_w (p^2(t_s) - r^2(t_s))
\end{cases}
\end{align*}
\]

where \( \theta(t_s) \) and \( \phi(t_s) \) are the pitching and rolling angle at \( t_s \), \( \begin{bmatrix} I_x & 0 & I_w \\ 0 & I_r & 0 \\ I_w & 0 & I_z \end{bmatrix} \) stands for the inertia matrix. Vertical acceleration at any position on the longitudinal plane is obtained by

\[
a_z'(t_s) = a_z(t_s) + \sqrt{(x-x_{cg})^2 + (z-z_{cg})^2} q(t_s)
\]

where \( (x_{cg}, z_{cg}) \) represent the location of gravity center.

2.4. Vertical-Acceleration Based EDR Estimation

The goal of the EDR algorithm, whether based on vertical acceleration or vertical wind, is to recover the same turbulence severity with acceptable accuracy. While the aircraft is flying through turbulence, the intensity and spatial frequency of turbulence are actually obtained by measuring the temporal frequency and acceleration response of aircraft. It is required to recover the objective EDR value which is independent of aircraft’s airspeed, mass and vertical acceleration. As mentioned before, although the wind-based EDR estimation is much easier, there exist deviations in measured air data and empirically selected parameters. In this paper, a new acceleration-based EDR estimation algorithm is proposed.

Given the power spectral density (PSD) of the input vertical turbulence component as \( \phi_{w_z}(\omega) \) and the frequency response function from turbulence input \( W_z(\omega) \) to vertical acceleration \( a_z(\omega) \), we get the PSD of the acceleration response by

\[
\phi_{a_z}(\omega) = \left| \frac{a_z(\omega)}{W_z(\omega)} \right|^2 \phi_{w_z}(\omega)
\]

Equation (18) is built up in temporal-frequency domain since the measurements are made by aircraft flying through turbulence with airspeed \( V \). According to Taylor’s frozen-field hypothesis, the length scale of the vertical turbulence component \( \Omega \) can be obtained by \( \Omega = \frac{\omega}{\omega_V} \). The estimation is conducted in frequency domain, and the above equation is integrated between the frequency segments \( \omega_1 \) and \( \omega_2 \) to obtain the acceleration response energy:
\[ \hat{\sigma}^2_{n_w} = \int_w^{\infty} \phi_{n_w}(\omega) d\omega = \int_w^{\infty} \left( \frac{a_0(\omega)}{W_0(\omega)} \right)^2 \phi_{n_w}(\omega) d\omega \]  

(19)

For flight conditions of civil aviation aircraft, a bandpass filter \( H_p(\omega_1, \omega_2, \omega) \) should be cascaded to eliminate the influence of aircraft maneuvering and high-frequency structural vibration, where \( \omega_1 \) and \( \omega_2 \) correspond to the filter's half-power points. In practice, the lower cutoff frequency must be greater than the phugoid response frequencies, while high-end cutoff frequency is made to lie below the elastic response mode of the given aircraft. For the typical flight conditions of civil aviation aircraft, the frequency band within which most vertical acceleration response occurs corresponds to the inertial sub-range of atmospheric turbulence, and \( \omega_1 \) and \( \omega_2 \) are chosen as 0.1 and 1.0 Hz, respectively in Equation (19) [10]. The above equation is modified by

\[ \hat{\sigma}^2_{n_w} = \int_w^{\infty} H_p(\omega_1, \omega_2, \omega) \left( \frac{a_0(\omega)}{W_0(\omega)} \right)^2 \phi_{n_w}(\omega) d\omega \]  

(20)

To estimate the response energy, the bandpass filter is transformed to time domain first, by Inverse Fourier transform (IFT) as follows:

\[ h_p(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} H_p(\omega_1, \omega_2, \omega) e^{j\omega t} d\omega \]  

(21)

After this, Parseval’s theorem (assuming local stationarity) and the convolution theorem are adopted to yield the approximation [31]:

\[ \hat{\sigma}^2_{n_w}(t) = \frac{1}{2T} \left( \int_{-T}^{T} h_p(\tau) a_0(\tau - \tau_1) d\tau \right)^2 \int_{-T}^{T} h_p(\tau) a_0(\tau - \tau_1) d\tau \]  

(22)

where \( a_0(t) \) is a curve equation obtained by fitting the acceleration calculated by Equation (16). This states that the frequency-limited response mean-square value is obtained by computing a running mean-square value of the bandpass filtered acceleration sequence. Before being discretized, nonzero mean value must be removed in computing the outer integration in Equation (22). The averaging integral \( 2T (T = 10s) \) is selected to satisfy the local-stationarity assumption and provide enough data values for statistical stability. The time constant \( \tau_1 \) is chosen such that \( h_p(\tau) \to 0 \) for \( \tau > \tau_1 \).

Dryden and von Karman turbulence model are commonly used in describing the stochastic behavior of high-altitude turbulence, while the latter can describe the turbulence characteristics with better accuracy [32]. The energy spectrum of von Karman model is built up according to large amounts of measuring and has a roll-off rate of \(-5/3\) in high frequency section. As an approximation of von Karman model, the roll-off rate of Dryden model is \(-2\) in high frequency section. Since most of the energy responsible for aircraft bumpiness is in the inertial sub-range, EDR estimation is generally based on an underlying turbulence model. In addition, faster-moving aircraft will also be responsive to larger scales that are typically outside the inertial sub-range. Von Karman turbulence model, representing both the inertial sub-range and the larger scales beyond it, has been widely used in both aerodynamics and meteorological field [10]. As a logical choice in describing the turbulence characteristics, von Karman model has been integrated into commonly used EDR estimation algorithm.

In addition, according to the Von Karman and Kolmogorov energy spectrum theory, the PSD of vertical turbulence is approximated by [10]:

\[ \hat{\phi}_{n_w}(\omega) = 0.7 V_{z0}^2 \omega^{-5/3} \]  

(23)

The energy spectrum of turbulence depends on the parameter \( \epsilon \). According to turbulence model, the theoretical EDR value, generally defined as \( \epsilon \), and commonly used to verify the severity estimation algorithm, is obtained. By inserting Equation (23) into Equation (20),
\[
\hat{\sigma}_{\alpha}^2 = 0.7V^{3/2} \mathcal{N} \int_0^\infty |H_p(\omega_1, \omega_2, \omega)|^2 \frac{a_i(\omega i)W_i(\omega i)}{W_i(\omega i)} \omega^{3/2} d\omega = 0.7V^{3/2} \mathcal{N} \hat{I}(\omega_1, \omega_2, t)
\] (24)

If \( I(\omega_1, \omega_2, t) \) in Equation (24) is known, the EDR value \( \mathcal{N} \) can be estimated. To estimate the acceleration response, Fourier transform is performed on the vertical acceleration and vertical wind sequence in the period \( T \). After that, the results are converted from time domain to frequency domain to obtain \( a_i(\omega i) \) and \( W_i(\omega i) \) respectively. The value of \( \frac{a_i(\omega i)}{W_i(\omega i)} \) forms a new sequence. According to the Wiener–Khinchin theorem, the autocorrelation function \( R \) of the new sequence by IFT is obtained with \( R(0) \) as the estimation results. After this, the acceleration response \( I(\omega_1, \omega_2, t) \) can be acquired. Finally, EDR value is estimated by the following equation:

\[
\mathcal{N} = \frac{\hat{\sigma}_{\alpha}(t)}{\sqrt{0.7V^{3/2} \mathcal{N} \hat{I}(\omega_1, \omega_2, t)}}
\] (25)

To summarize, an integrated computation flow for vertical acceleration and turbulence severity estimation is shown in Figure 6. The grid on wing–tail combination is generated beforehand. In the algorithm loop, external turbulence and flight parameters are used to compute local velocity by Equation (4) firstly. After that, the aerodynamic force is computed by nonplanar and unsteady VRM which has been assembled in the dashed box. In each cycle, by toggling the Flag, total aerodynamic force \( \mathbf{F} \) and the force without turbulence effects \( \mathbf{F}^0 \) are computed, respectively to obtain the force increment \( \Delta \mathbf{F} \). Based on the latest incremental derivatives, vertical acceleration is obtained by solving the FDM. Next, the time series of acceleration data are used to estimate \( \hat{\sigma}_{\alpha}(t) \) by Equation (22). In addition, after fast Fourier transform (FFT), the acceleration series in frequency domain are used to obtain the transfer function \( I(\omega_1, \omega_2, t) \) together with the frequency–domain vertical turbulence. At the end of each iteration, the estimated EDR value is output by solving Equation (25). It should be noted that the flight parameters including airspeed, attitude and angular velocity can be input by dynamic model integration or by state estimation with airborne measurements.

Figure 6. Computation flow.
3. Experiments and Discussion

In this section, the experimental verification is divided into two parts. First, steady VRM was used to analyze and verify the aerodynamic force of several lifting surfaces in the absence of turbulence. In addition, with the wing–tail combination, the pitching moment change due to control-surface deflection is computed and further compared with aircraft-modeling data. Second—based on nonplanar and unsteady VRM—the changes of aerodynamic force, location of pressure center and incremental aerodynamic derivatives of aircraft in turbulence are explored. After this, four kinds of turbulent wind fields with different intensities are used to analyze the change of acceleration spectra at typical locations of fuselage. Furthermore, the accuracy of the proposed EDR algorithm compared with theoretical EDR value is analyzed. The suppression ability of the new EDR algorithm to maneuvering flight is studied by a climbing-flight simulation.

3.1. Experiments on VRM

3.1.1. Analysis of Grid Convergence

The grid resolution should be first studied to improve the computing efficiency on the premise of ensuring the accuracy. Further experiments are based on the optimized grid level. Here a test was done using geometric and experimental data from NACA Technical Note 1270, in which several NACA-44 series airfoils were tested [33]. The test was to verify the influence of grid resolution on the convergence of aerodynamic coefficients. Based on the NACA-4412 airfoil, four wing geometries were studied, covering low aspect ratio–low sweep angle, low aspect ratio–high sweep angle, high aspect ratio–low sweep angle and high aspect ratio–high sweep angle. Details on the geometries of four test wings are presented in Table 1. Further airfoil parameters are shown in ref [33].

| Geometry parameters       | Wing 1 | Wing 2 | Wing 3 | Wing 4 |
|---------------------------|--------|--------|--------|--------|
| Aspect ratio              | 11.3   | 11.3   | 6.7    | 2.4    |
| Sweep angle               | 0      | 45     | 0      | 60     |
| Span                      | 34     | 34     | 10     | 12     |
| Root chord length         | 5      | 5      | 2      | 6      |
| Tip chord length          | 1      | 1      | 1      | 4      |
| Taper ratio               | 5      | 5      | 2      | 1.5    |

VRM requires a sufficiently refined grid to achieve results that are grid-independent. Ten different surface grids of increasing mesh density were generated for each of the geometries. Each grid had a constant spacing in both chord-wise and span-wise directions. The lattice number of chord-wise $N_{cw}$ and span-wise $N_{sw}$ are presented in Table 2.

| No. | $N_{cw}$ | $N_{sw}$ | Total |
|-----|----------|----------|-------|
| Grid 1 | 6 | 3 | 18 |
| Grid 2 | 12 | 6 | 72 |
| Grid 3 | 18 | 8 | 144 |
| Grid 4 | 20 | 10 | 200 |
| Grid 5 | 25 | 10 | 250 |
| Grid 6 | 30 | 12 | 360 |
| Grid 7 | 40 | 15 | 600 |
| Grid 8 | 40 | 20 | 800 |
| Grid 9 | 60 | 20 | 1200 |
| Grid 10 | 80 | 20 | 1600 |
Vortex rings were all assigned on the mean camber surface. In Figure 7, the changes of the lift coefficient $c_L$, drag coefficient $c_D$, and pitching moment coefficient $c_m$ about the 1/4 chord point of the root chord are presented, for the four test wings, as a function of the grid refinement level. All the coefficient values were normalized using the value obtained for the finest grid, Grid 10. When it comes to the eighth refinement level, the results for all three aerodynamic coefficients and for all four wing geometries were within 1% of the values obtained with the most refined grid. Thus, satisfactory accuracy can be obtained by adopting Grid 8 configuration.

![Figure 7. Convergence of aerodynamic coefficients with grid refinement level.](image)

### 3.1.2. Computation of Aerodynamic Performance

With the refined grid, the aerodynamic performance of lifting surface computed by nonplanar VRM was compared with wind tunnel test data. The NACA series airfoil data obtained by wind tunnel test are often used as the comparison validation of panel method. The asymmetric NACA-44 series airfoils were chosen for the following experiment. Based on NACA-4424-12 airfoil, a highly swept back, high aspect ratio wing was designed to compare the nonplanar VRM results with wind tunnel test data [33]. Table 3 shows the geometric parameters of the test wing.

#### Table 3. Geometric parameters of NACA-4424-12 test wing.

| Geometric parameter       | Value  |
|--------------------------|--------|
| Aspect ratio             | 12.06  |
| Span(ft)                 | 15     |
| M.A.C                    | 1.328  |
| Taper ratio              | 2.5    |
| Area(ft²)                | 18.661 |
| Root section airfoil     | NACA-4424 |
| Tip section airfoil      | NACA-4412 |
| Geometric washout(deg)   | 3.0    |

The test airspeed $V = 134 m/s$, angle of attack $\alpha = 4.7^\circ$ and Reynolds number of $Re = 3.9 \times 10^6$. In Figure 8, the changes of $c_L$, $c_D$, and quarter chord $c_m$ were compared with the wind tunnel test data. It was found that both planar VRM and nonplanar VRM approximate the test data, while nonplanar VRM had higher accuracy. According to ref [33], the aerodynamic characteristics of seven kinds of wings based on NACA-44 series airfoils were further analyzed (Figure 8 shows the first kind of wing). The mean square error (MSE) of both nonplanar and planar VRM was analyzed as shown in Figure 9. The MSE obtained by planar VRM had been reduced to 0.0254, 0.0073 lower than the MSE of planar VRM. It can be concluded that the nonplanar VRM better approximated the wind tunnel test data. If the nonplanar VRM was applied to the analysis of symmetric airfoils, the nonplanar VRM was simplified to traditional planar VRM.
Figure 8. Comparison of computation and experimental longitudinal aerodynamic coefficients.

Figure 9. Mean square error (MSE) of nonplanar and planar vortex ring method (VRM).

3.1.3. Computation of Pitching Moment Coefficient

There exists a gap of longitudinal aerodynamic characteristics between the whole aircraft and the wing–tail combination. Thus, the incremental aerodynamic derivatives $c_{L_{w}}$ and $c_{m_{w}}$ as the supplement to existing aerodynamic model are developed in this paper. However, since the pitching moment change is mainly caused by the deflection of elevator or stabilizer, the computing results based on wing–tail combination should be comparable with authentic aerodynamic data. The modeling data of B737-800 aircraft provides longitudinal pitching moment changes caused by elevator and stabilizer deflections [34,35]. According to the geometric parameters of wing and horizontal tail listed in ref [34], a nonplanar vortex ring model was built. Figure 10 shows the comparison results between computing results and the modeling data in three flight conditions. $\delta_m$ stands for the pitching moment change due to stabilizer deflection and $c_{m_{elev}}$ represents the moment change due to elevator deflection. It should be noted that the flight condition $M = 0.76, \alpha = 2^\circ, H = 10,000 m$ approximates the cruising flight condition of civil aviation aircraft.
Compared with modeling data, the MSE of $C_{molstab}$ is 0.0045 and the MSE of $C_{mele}$ is 0.0055. This shows that the pitching moment change caused by the deflection of stabilizer or elevator approximates the modeling data under the above flight conditions. Since the geometric boundary of the control surface approaches the boundary of each vortex ring, VRM can be used to accurately describe the pitching moment change.

The experiments in Section 3.1 prove that the VRM has satisfactory computing accuracy—which provides a good basis for further estimation of aircraft acceleration and turbulence intensity. In particular, the accurate computation of pitching moment coefficient is significant to separate maneuvering flight effects on EDR estimation.

### 3.2. Experiments on Vertical Acceleration and EDR Estimation

In order to verify the positive effect of the new method on vertical acceleration and turbulence severity estimation, an aircraft flying through turbulence with different intensities was simulated. The time history of vertical acceleration was obtained according to the computation flow shown in Figure 6. Different from Section 3.1, the nonplanar and unsteady VRM was adopted, in which the boundary condition caused by instantaneous turbulence changes in each time step. After the simulation, the estimated EDR value was compared with that of input turbulence.

A 3D turbulence field based on von Karman model was generated according to ref [32]. The wind field generated by time–frequency domain transformation and symmetric expansion conform well to the von Karman turbulence model. Four turbulence cases (TC) were used for experiment. The intensity, vertical scale and input $\varepsilon^{1/3}$ are shown in Table 4. A B737–800 aircraft with $m = 60,000$ kg was initially trimmed at $M = 0.76$ and $h = 30,000$ ft, with $\alpha = 2°$.

### Table 4. Theoretical input turbulence cases.

| Turbulence Case (TC) | $\sigma_u$ (m/s) | L (m) | $\varepsilon^{1/3}$ ($m^2/s$) |
|----------------------|-----------------|------|-----------------------------|
| TC1                  | 1               | 300  | 0.1291                      |
| TC2                  | 3.0             | 300  | 0.3874                      |
| TC3                  | 5               | 300  | 0.6457                      |
| TC4                  | 10              | 700  | 0.9737                      |
The theoretical EDR value is obtained according to ref [10] by:

\[
\varepsilon_{1/3} = \frac{55}{9\pi a^{1/2} A} \frac{\sigma_W}{L_{\text{vert}}} 
\]

(26)

where \( a = 1.339 \) and \( A = 1.6 \). \( \sigma_W \) and \( L \) represent the intensity and vertical scale of turbulence, respectively. As shown in Figure 6, the generated turbulence components \([W_x, W_y, W_z]^T\) according to von Karman model function as the algorithm input. In addition, the vertical turbulence was also used for computing \( I(\alpha_1, \alpha_2, t) \). After the vertical acceleration was obtained, the response energy \( \tilde{\sigma}_W^2 \) was computed. With computed \( \tilde{\sigma}_W^2 \) and \( I(\alpha_1, \alpha_2, t) \), the estimated \( \varepsilon_{1/3} \) was obtained by Equation (25).

3.2.1. Analysis of Vertical Acceleration Response

A time-history of a control-fixed B737-800 aircraft flying through severe turbulence (TC3) was studied. The vertical acceleration response was obtained according to the computation flow shown in Figure 6, instead of transfer function-based method. As shown in Figure 11, aerodynamic force, pressure center and incremental aerodynamic derivatives changed significantly in turbulence.

Under the influence of turbulence, the total aerodynamic force changes between 398–810 kN and the vertical acceleration value changes between 0.66 and 1.35 g. The position of the pressure center, as the acting point of aerodynamic force, changes with the angle of attack. The increment aerodynamic derivative \( c_{l_{\alpha}} \) and \( c_{m_{\alpha}} \) also change rapidly. According to the small perturbation linearization theory, the transfer function model could only be effective near the equilibrium state. The serious deviation of dynamic model from the equilibrium state brought by the transient turbulence will lead to an increase in the computing error of acceleration response. However, compared with the transfer function-based method, the fluctuation of aerodynamic force was more intense and there were more peak points.

![Figure 11. Time-series of vertical wind and acceleration response.](image)

One of the prominent features of the algorithm is that the acceleration on different positions of the fuselage can be obtained. Different locations were identified for investigation. Point A was chosen at the gravity center and point B located at cockpit position, about five meters from point A. Point C located at the aircraft’s tailgate—about 20 m away from the gravity center. The Welch spectral density estimation with the Hamming window function was used [31]. Compared with common spectrum estimation, Welch estimation performs better in frequency resolution and estimation variance [36].
The spectra of acceleration at three locations under TC1–TC4 are shown in Figure 12. For each curve, a 640 s acceleration series was analyzed. This resulted in a total of 10,240 points at a sampling rate of 16 Hz. The length of Hamming window was set as 160; the overlapping rate was selected as 50%.

![Acceleration spectrum of different locations.](image)

Figure 12. Acceleration spectrum of different locations.

It was found that the bumpiness at the tail of the fuselage was always stronger than that at the gravity center, while the bumpiness at the nose was the least. This was consistent with the analysis resulted in ref [14]. In moderated turbulence, there was little difference in magnitudes of vertical acceleration between locations A, B and C. However, with the increase of intensity, the difference of acceleration magnitudes increased.

3.2.2. Analysis of EDR Estimation

This section further explores the estimation accuracy by comparing the estimated EDR and input EDR value. Taking the B737-800 aircraft as an example, the EDR values under different intensities were estimated, respectively, and the results were compared with the transfer function-based algorithm. Using the stability derivatives given in the modeling data, a linear-transfer function model similar to the Model 4 in ref [12] was established for comparison, because the Model 4 followed the acceleration transients with the best accuracy [12].

The choice of input-data-length and EDR update was a compromise between having enough resolution to capture instantaneous aircraft bumping and having enough samples in the window to provide stable computational statistics. For aircraft in cruise, a nominal one-minute EDR reporting interval was used. Within the reporting window, sub-windows were chosen for the computation of EDR value. Since a 10 s sub-window was used in EDR estimation, the square root of median \( \varepsilon^{1/3} \) values were computed in one-minute period. Here, the estimated EDR values were both generated every 10 s.

Figure 13a shows the 100 times experiment results of the two algorithms. Under the four TCs, the estimated EDR values were all neighboring to the theoretical values. However, with the increase of intensity, the variance of EDR value by transfer function-based method increased, and the number of outliers increased. Figure 13b shows the statistical results of the two algorithms. We found that the performance of the transfer function-based method based on single equilibrium point deteriorated in severe turbulence. The actual flight state seriously deviated from equilibrium point, resulting in increasing deviation in acceleration computation. On the contrary—benefitted from accurately
obtained vertical acceleration—the EDR estimation accuracy was still satisfactory. Compared with the transfer function-based method, the variance of EDR value by the recommended method was smaller, and there were few outliers.

With the Grid 8 refinement, the CPU time of one-time complete EDR estimation was 3.17 s under MATLAB 2018a software environment with i7-9700 processor. The CPU time of vertical acceleration computation was 2.79 s, which mainly contributed to the algorithm complexity. As a result, the algorithm was capable to output the EDR value every 10 s. If the code was converted to C/C++, it could be further optimized and embedded into a real-time system onboard the aircraft. Furthermore, it should be noted that real atmospheric turbulence conforms to von Karman model in a probabilistic sense. The proposed EDR estimation algorithm was still effective by real input of turbulence measurements.

A major problem of the commonly used EDR algorithm is that the control-surface deflection has adverse effects on EDR estimation [15]. As far as the traditional acceleration-based EDR algorithm is concerned, there is no control input in transfer function. With the recommended method in this paper, the vertical acceleration induced by aircraft control or vertical turbulence can be effectively distinguished. The effect of turbulent wind on the vertical acceleration is effectively separated from the aerodynamic force \( F^a \). Therefore, the change of incremental aerodynamic derivatives is only decided by turbulent wind.

A simulation was designed in which the aircraft was approved to climb to the altitude above 11,000 m after encountering turbulence. As shown in Figure 14, during this process, the elevator deflected, and the aircraft kept climbing at a pitch angle of 5 degrees. In order to explore the dynamic process of EDR estimation, the EDR value was given per second in a sliding window of 10 s. The change of aerodynamic force and vertical acceleration caused by turbulence and elevator deflection were obtained. Through the computation of incremental derivatives, the influence of elevator-induced maneuvering was eliminated. Therefore, this new method only improved the accuracy of acceleration response calculation, but also effectively separated the adverse effects of aircraft maneuvering flight on EDR estimation.
Figure 14. Eddy dissipation rate (EDR) calculation under elevator deflection.

4. Conclusions

The accurate estimation of turbulence severity is important to flight safety of civil aviation aircraft. This paper proposes a new method for aircraft vertical acceleration and EDR estimation. Some innovations are as follows:

1. Based on the combination of wing and horizontal tail, an unsteady vortex ring method was introduced to compute the aerodynamic force induced by turbulence. In addition, three innovative operations were proposed to improve the calculation accuracy. First, vortex rings were distributed on the mean camber surface. Second, the semicircle division method was adopted to refine the lattices neighboring to wingtip, wing root and leading edge. Third, the divided lattices were as close as possible to the structural boundary of the control surface. Through the comparison of wind tunnel test data and aircraft-modeling data, we showed that with the proposed method, the aerodynamic force of the lifting surface was computed with high accuracy. The pitching moment change of real commercial aircraft was obtained accurately by the wing–tail combination.

2. An integrated computation flow for estimating vertical acceleration and turbulence severity was proposed. The fluctuation of vertical acceleration at arbitrary longitudinal locations of aircraft was computed. By the separation of turbulence-induced and maneuvering-induced aerodynamic force, lift and pitching incremental aerodynamic derivatives were developed. Compared with traditional transfer function-based algorithm, the new acceleration-based EDR algorithm showed higher accuracy and stability. In addition, the adverse influence of aircraft maneuvering on EDR estimation could be effectively eliminated.

This paper is the first attempt to apply the unsteady panel method on the estimation of vertical acceleration and turbulence severity, and some preliminary conclusions are obtained. In the future, the vortex ring model and related algorithm will be refined to further improve the accuracy of acceleration and EDR estimation.
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Appendix A

This appendix shows the method of grid arrangement and further geometric parameter computations. Wing and horizontal tail on the right side are taken as an example as shown in Figure A1.

![Diagram](image)

Figure A1. In Figure A, for $n_{RW}^{th}$ and $n_{RW}^{th-1}$ row, $x_{RW}^{nw}$ and $x_{RW}^{nw}$ represent the interception point on the root chord and tip chord, respectively. $y_{RW}$ is the span length of the $n_{CW}^{th}$ and $n_{CW}^{th-1}$ grid boundary. The specific coordinate is described as.

$$
\begin{aligned}
    x_{RW} &= \frac{c_w}{2} (1 - \cos \frac{n_{RW} - 1}{N_{RW}} \pi) \\
    x_{RW} &= b_w \cdot \tan \Lambda_w + \frac{c_w}{2} (1 - \cos \frac{n_{RW} - 1}{N_{RW}} \pi) \\
    y_{RW} &= \frac{b_w}{2} (1 - \cos \frac{n_{CW} - 1}{N_{CW}} \pi)
\end{aligned}
$$

(A1)

As a result, the coordinate of the starting point of the $i^{th}$ grid which locates in row $n_{RW}$ and column $n_{CW}$ is $(y_{RW}^{n_{RW}-\Delta x} - x_{RW}^{n_{RW}-\Delta x} + x_{RW}^{n_{RW},\Delta y}, y_{n_{RW}+\Delta y}, y_{n_{RW}+\Delta y}, \tan \Gamma_w)^T$. The coordinate of the end point of the $i^{th}$ grid is $(y_{RW}^{n_{RW}+\Delta x} - x_{RW}^{n_{RW}+\Delta x} + x_{RW}^{n_{RW}+\Delta y}, y_{n_{RW}+\Delta y}, y_{n_{RW}+\Delta y}, \tan \Gamma_w)^T$.

Accordingly, the coordinate position of corresponded grid on horizontal tail is calculated as follows
\[
\begin{aligned}
\Delta x &= \frac{c_\ell}{2} \left( 1 - \cos \frac{n_{x,0} - 1}{N_{x,0}} \pi \right) + \Delta x \\
\Delta y &= \frac{b_y \cdot g \Delta y + c_{\gamma}}{2} \left( 1 - \cos \frac{n_{y,0} - 1}{N_{y,0}} \pi \right) + \Delta y \\
\end{aligned}
\]  

(A2)

As a result, the coordinate of the starting point of the \(i^{th}\) grid which locates in row \(n_{x,0}\) and column \(n_{y,0}\) is \(y_{n_{x,0}+1} = \frac{x_{n_{x,0}+1} - x_{n_{x,0}}}{b_y} + x_{n_{x,0}}, y_{n_{y,0}+1} = y_{n_{y,0}} + \tan \gamma + \Delta y\). The coordinate of the end point of the \(i^{th}\) grid is \(y_{n_{x,0}+1} = \frac{x_{n_{x,0}+1} - x_{n_{x,0}}}{b_y} + x_{n_{x,0}}, y_{n_{y,0}+1} = y_{n_{y,0}} + \tan \gamma + \Delta y\).
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