AN $L_p$-THEORY FOR A CLASS OF NON-LOCAL ELLIPTIC EQUATIONS RELATED TO NONSYMMETRIC MEASURABLE KERNELS

ILDOO KIM AND KYEONG-HUN KIM

Abstract. We study the integro-differential operators $L$ with kernels $K(y) = a(y)J(y)$, where $J(y)dy$ is a Lévy measure on $\mathbb{R}^d$ (i.e. $\int_{\mathbb{R}^d}(1 \wedge |y|^2)J(y)dy < \infty$) and $a(y)$ is an only measurable function with positive lower and upper bounds. Under few additional conditions on $J(y)$, we prove the unique solvability of the equation $Lu - \lambda u = f$ in $L_p$-spaces and present some $L_p$-estimates of the solutions.

1. Introduction

There has been growing interest in the integro-differential equations related to pure jump processes owing to their applications in various models in physics, biology, economics, engineering and many others involving long-range jumps and interactions. In this article we study the non-local elliptic equations having the operators

$Lu := \int_{\mathbb{R}^d} \left( u(x + y) - u(x) - y \cdot \nabla u(x) \chi(y) \right) K(x,y)dy,$

and

$\tilde{L}u := \int_{\mathbb{R}^d} \left( u(x + y) - u(x) - y \cdot \nabla u(x) 1_{|y|<1} \right) K(x,y)dy,$

where the kernel $K(x,y) = a(y)J(y)$ depends only on $y$,

$\chi(y) = 0$ if $\sigma \in (0,1)$, $\chi(y) = 1_{|y|<1}$ if $\sigma = 1$, $\chi(y) = 1$ if $\sigma \in (1,2]$.

The constant $\sigma$ depends on $J(y)$ and is defined in (2.10). In particular, if $J(y) = c(d,\alpha)|y|^{-d-\alpha}$ for some $\alpha \in (0,2)$ then $\sigma = \alpha$. Note that if $a(y)$ is symmetric then $\tilde{L} = L$, and in general we (formally) have

$\tilde{L}u = Lu + b \cdot \nabla u,$

where

$b^i = -\int_{B_1} y^i a(y)J(y)dy$ if $\sigma \in (0,1)$, $\quad b^i = \int_{\mathbb{R}^d \setminus B_1} y^i a(y)J(y)dy$ if $\sigma \in (1,2]$.

The main goal of this article is to prove the unique solvability of the equations

$Lu - \lambda u = f \quad \text{and} \quad \tilde{L}u - \lambda u = f, \quad \lambda > 0$ \hspace{1cm} (1.1)
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in appropriate $L_p$-spaces and present some $L_p$-estimates of the solutions. Here $p > 1$. If $p = 2$, the only condition we are assuming is that $a(y)$ has positive lower and upper bounds and $J(y)$ is rotationally invariant. If $p \neq 2$, we assume some additional conditions on $J(y)$, which are described in (1.3) and (1.4) below (also see Assumption (1.8)).

Below is a short description on related $L_p$-theories. For other results such as the Harnack inequality and Hölder estimates we refer the readers to [2, 3, 5, 8, 10] and [14]. If $K(x, y) = c(d, \alpha)|y|^{-d-\alpha}$, where $\alpha \in (0, 2)$ and $c(d, \alpha)$ is some normalization constant, then $L$ becomes the fractional Laplacian operator $\Delta^{\alpha/2} := -(\Delta)^{\alpha/2}$. For the fractional Laplacian operator, $I_p$-estimates can be easily obtained by the Fourier multiplier theory (for instance, [10]). In [2] $I_p$-estimates were obtained for elliptic equations with “symmetric” kernels, and an $I_p$-theory for the equation $Lu - \lambda u = f$ with measurable nonsymmetric kernel $K(x, y) = a(y)|y|^{-d-\alpha}$ was recently introduced in [12]. For parabolic equations, the authors of [12] handled the equations with the kernel $K(x, y) = a(x, y)|y|^{-d-\alpha}$ under the condition that the coefficient $a(x, y)$ is homogeneous of order zero in $y$ and sufficiently smooth in $y$, but it is allowed that $a$ also depends on $x$. Lately in [17], an $I_p$-regularity theory for parabolic equations was constructed for $J(y)$ satisfying

$$\nu_1^{(a)}(B) \leq \int I_B(y) J(y) dy \leq \nu_2^{(a)}(B) \quad \forall B \in B(\mathbb{R}^d),$$

where $\nu_1^{(a)}$ are Lévy measures taking the form

$$\nu_1^{(a)}(B) := \int_{\mathbb{R}^{d-1}} \left( \int_0^\infty \frac{1_B(r\theta)}{r^{1+\alpha}} \right) dS_t(d\theta), \quad (1.2)$$

with finite surface measures $dS_t$ on $S^{d-1}$. Since the same constant $\alpha$ is used for both $\nu_1^{(a)}$ and $\nu_2^{(a)}$, even the Lévy measure $J(y)$ related to the operator $\Delta^{a_1/2} + \Delta^{a_2/2}$ is not of type $I_2$ if $a_1 \neq a_2$.

From the probabilistic point of view, the fractional Laplacian operator can be described as the infinitesimal generator of $\alpha$-stable processes. That is,

$$\Delta^{\alpha/2} f(x) = \lim_{t \to 0^+} \frac{1}{t} \mathbb{E}[f(x + X_t) - f(x)], \quad f \in C_0^\infty$$

where $X_t$ is an $\mathbb{R}^d$-valued Lévy process in a probability space $(\Omega, P)$ with the characteristic function $\mathbb{E} e^{i\lambda \cdot X_t} := \int_{\mathbb{R}^d} e^{i\lambda \cdot x_t} dP = e^{-t|\lambda|^\alpha}$. More generally, for any Bernstein function $\phi$ with $\phi(0+) = 0$ (equivalently, $\phi(\lambda) = \int_0^\infty (1 - e^{-\lambda t}) \mu(dt)$ for some measure $\mu$ satisfying $\int_0^\infty (1 \wedge 1) \mu(dt) < \infty$), the operator $\phi(\Delta)$ is the infinitesimal generator of the process $X_t := W_{S_t}$, where $S_t$ is a subordinator (i.e. an increasing Lévy process satisfying $S_0 = 0$) with Laplace exponent $\phi$ (i.e. $\mathbb{E} e^{\lambda S_t} = \exp\{t\phi(\lambda)\}$) and $W_t$ is a $d$-dimensional Brownian motion independent of $S_t$. Such process is called the subordinate Brownian motion. Actually $\phi$ is a Bernstein function with $\phi(0+) = 0$ if and only if it is a Laplace exponent of a subordinator. Furthermore, the relation

$$\phi(\Delta) f := -\phi(-\Delta) f = \int_{\mathbb{R}^d} (f(x + y) - f(x) - \nabla f(x) \cdot y \chi(y)) J(y) \ dy \quad (1.3)$$

holds with $j(|y|) := J(y)$ given by

$$j(r) = \int_0^\infty (4\pi t)^{-d/2} e^{-r^2/(4t)} \mu(dt). \quad (1.4)$$
For the equations with the kernel $K(x, y) = a(y)J(y)$, an $L_p$-estimate is obtained in aforementioned article [2] if $a(y)$ is symmetric. However to the best of our knowledge, if the coefficient $a(y)$ is only measurable and $J(y) \neq |y|^{-d-\alpha}$ then the $L_p$-estimate has not been known yet. In this article we extend [9] to the class of Lévy measures $J(y)$ satisfying the following two conditions: (i) there exists a constant $\alpha_0$, where $\alpha_0 \in (0, 1]$ if $\sigma \leq 1$ and $\alpha_0 \in (1, 2)$ if $\sigma > 1$, so that

$$
\frac{j(t)}{j(s)} \leq N\left(\frac{s}{t}\right)^{d+\alpha_0}, \quad \forall 0 < s \leq t,
$$

and, (ii) for any $t > 0$

$$
1_{\sigma < 1} \int_{|y| \leq 1} |y| j(t|y|) \, dy + 1_{\sigma \geq 1} \int_{|y| \leq 1} |y|^2 j(t|y|) \, dz \leq N j(t).
$$

See Section 2 for few remarks on these conditions. It is easy to check that (1.5) and (1.6) are satisfied if there exists $\alpha \geq \alpha_0$ so that

$$
(s/t)^{d+\alpha_0} j(s) \leq N_1 j(t) \leq N_2 (s/t)^{d+\alpha_0} j(s), \quad \forall 0 < s \leq t.
$$

One can construct many interesting jump functions $j(t)$ satisfying (1.7). For example, (1.7) holds if $J(y)$ is defined from (1.3) and $\phi$ is one of the following (see Example 2.12 for details):

1. $\phi(\lambda) = \sum_{i=1}^{n} \lambda^{\alpha_i}, 0 < \alpha_i < 1$
2. $\phi(\lambda) = (\lambda + \lambda^\alpha)^\beta, \alpha, \beta \in (0, 1)$
3. $\phi(\lambda) = \lambda^{\alpha}(\log(1 + \lambda))^\beta, \alpha \in (0, 1), \beta \in (0, 1 - \alpha)$
4. $\phi(\lambda) = \lambda^{\alpha}(\log(1 + \lambda))^{-\beta}, \alpha \in (0, 1), \beta \in (0, 1)$
5. $\phi(\lambda) = (\log(\cosh(\sqrt{\lambda})))^\alpha, \alpha \in (0, 1)$
6. $\phi(\lambda) = (\log(\sinh(\sqrt{\lambda}))) - \log \sqrt{\lambda}^\alpha, \alpha \in (0, 1)$

In these cases, the jump function $j(r)$ is comparable to $r^{-d}\phi(r^{-2})$.

Our approach is borrowed from [9]. We estimate the sharp functions of the solutions and apply the Hardy-Littlewood theorem and the Fefferman-Stein theorem. This approach is typically used to treat the second-order PDEs with small BMO or VMO coefficients (for instance, see [11]). In [9] this method is applied to a non-local operator with the kernel $K(x, y) = a(y)|y|^{-d-\alpha}$. As in [9], our sharp function estimates are based on some Hölder estimates of solutions. The original idea of obtaining Hölder estimates is from [3]. Nonetheless, since we are considering much general $J(y)$ rather then $c(d, \alpha)|y|^{-d-\alpha}$, many new difficulties arise. In particular, our operators do not have the nice scaling property which is used in [11] and [9], and this cause many difficulties in the estimates.

The article is organized as follows. In Section 2 we introduce the main results. Section 3 contains the unique solvability in the $L_2$-space. In Section 4 we establish some Hölder estimates of solutions. Using these estimates we obtain the sharp function and maximal function estimates in Section 5. In Section 6 the proofs of main results are given.

We finish the introduction with some notation. As usual $\mathbb{R}^d$ stands for the Euclidean space of points $x = (x^1, \ldots, x^d)$, $B_r(x) := \{ y \in \mathbb{R}^d : |x - y| < r \}$ and $B_r := B_r(0)$. For $i = 1, \ldots, d$, multi-indices $\beta = (\beta_1, \ldots, \beta_d)$, $\beta_i \in \{0, 1, 2, \ldots\}$, and functions $u(x)$ we set

$$
u_{x^i} = \frac{\partial u}{\partial x^i} = D_i u, \quad D^\beta u = D_1^{\beta_1} \cdots D_2^{\beta_2} u, \quad |\beta| = \beta_1 + \cdots + \beta_d.$$
For an open set $U \subset \mathbb{R}^d$ and a nonnegative non-integer constant $\gamma$, by $C^\gamma(U)$ we denote the usual Hölder space. For a nonnegative integer $n$, we write $u \in C^n(U)$ if $u$ is $n$-times continuously differentiable in $U$. By $C^0_b(U)$ (resp. $C^\infty(U)$) we denote the set of all functions in $C^n(U)$ (resp. $C^\infty(U)$) with compact supports. Similarly by $C^1_b(U)$ (resp. $C^\infty_b(U)$) we denote the set of functions in $C^n(U)$ (resp. $C^\infty(U)$) with bounded derivatives. The standard $L_p$-space on $U$ with Lebesgue measure is denoted by $L_p(U)$. We simply use $L_p, C^\infty, \mathcal{C}^\infty, C^\infty_b,$ and $C^\infty_0$ when $U = \mathbb{R}^d$. We use “:=” to denote a definition.

Note that if $u$ is $\nu$, $\chi_n$ can be replaced by the condition that $u$ is $\nu$ times continuously differentiable in $U$.

Let $e_1$ be a unit vector. Obviously, the condition that $J(y)$ is rotationally invariant can be replaced by the condition that $J(y)$ is comparable to $j(|y|)$ := $J(|y| e_1)$, because $J(y) u(y) = j(|y|) \cdot a(y) J(y) j^{-1}(|y|) := j(|y|) \tilde{a}(y)$ and $\tilde{a}$ also has positive lower and upper bounds.

Denote

$$\sigma := \inf \{ \delta > 0 : \int_{|y| \leq 1} |y|^\delta J(y) \ dy < \infty \}$$

and $\chi(y) = 0$ if $\sigma \in (0, 1)$, $\chi(y) = 1_{B_1}$ if $\sigma = 1$, $\chi(y) = 1$ if $\sigma \in (1, 2]$.

Note that if $J(y) = c(d, \alpha) |y|^{-d-\alpha}$ for some $\alpha \in (0, 2)$ then we have $\sigma = \alpha$.

For $u \in \mathcal{C}^\infty_b$ we introduce the non-local elliptic operators

$$Au = \int_{\mathbb{R}^d} (u(x+y) - u(x) - y \cdot \nabla u(x) \chi(y)) \ J(y) \ dy,$$

$$Lu = \int_{\mathbb{R}^d} (u(x+y) - u(x) - y \cdot \nabla u(x) \chi(y)) \ a(y) J(y) \ dy,$$

$$\bar{L}u = \int_{\mathbb{R}^d} (u(x+y) - u(x) - y \cdot \nabla u(x) I_{B_1}(y)) \ a(y) J(y) \ dy,$$

$$L^* u = \int_{\mathbb{R}^d} (u(x+y) - u(x) - y \cdot \nabla u(x) \chi(y)) \ a(-y) J(-y) \ dy,$$

and

$$\bar{L}^* u = \int_{\mathbb{R}^d} (u(x+y) - u(x) - y \cdot \nabla u(x) I_{B_1}(y)) \ a(-y) J(-y) \ dy.$$

We start with a simple but interesting result, which will be used later in the proof of Theorem 2.21.
Lemma 2.1. For any $p > 1$ and $\lambda > 0$,
\[ \|u\|_{L^p} \leq \frac{1}{\lambda} \|\tilde{L}u - \lambda u\|_{L^p}, \quad \forall u \in C_0^\infty. \]

Proof. Put
\[ \Phi(\xi) := -\int_{\mathbb{R}^d} (e^{i\xi \cdot y} - 1 - i(y \cdot \xi))I_{B_1}a(-y)J(-y) \, dy \]
and
\[ f := \tilde{L}u - \lambda u. \]
Since $a(-y)J(-y)$ is a Lévy measure (i.e. $\int_{\mathbb{R}^d} (1 \wedge |y|^2)a(-y)J(-y) \, dy < \infty$), there exists a Lévy process whose characteristic exponent is $-t\Phi(\xi)$ (for instance, see Corollary 1.4.6 of [1]). Denoting by $p\Phi(t, dx)$ its law at $t$, we have
\[ \int_{\mathbb{R}^d} e^{-i\xi \cdot x} p\Phi(t, dx) = \int_{\mathbb{R}^d} e^{i(-\xi) \cdot x} p\Phi(t, dx) = e^{-t\Phi(-\xi)}. \tag{2.11} \]
In non-probabilistic terminology it can be rephrased that if $\int_{\mathbb{R}^d} (1 \wedge |y|^2)a(-y)J(-y) \, dy < \infty$ then there exists a continuous measure-valued function $p\Phi(t, dx)$ such that $p\Phi(t, R^d) = 1$ and (2.11) holds. Since
\[ (-\Phi(-\xi) - \lambda)\mathcal{F}u = \mathcal{F}f \]
and $\text{Re} \Phi(-\xi) \geq 0$, we have
\[
\mathcal{F}u(\xi) = -\frac{1}{\Phi(-\xi) + \lambda} \mathcal{F}f(\xi) \\
= -\left( \int_0^\infty e^{-t\Phi(-\xi) - \lambda t} \, dt \mathcal{F}f(\xi) \right) \\
= -\left( \int_0^\infty \int_{\mathbb{R}^d} e^{-i\xi \cdot x} p\Phi(t, dx) e^{-\lambda t} \, dt \mathcal{F}f(\xi) \right) \\
= -\mathcal{F}\left( \int_0^\infty (p\Phi(t, \cdot) * f(x)) e^{-\lambda t} \, dt \right)(\xi).
\]
Therefore,
\[ u(x) = -\int_0^\infty (p\Phi(t, \cdot) * f) e^{-\lambda t} \, dt \]
and by Young’s inequality,
\[ \|u\|_{L^p} \leq \int_0^\infty \int_{\mathbb{R}^d} p\Phi(t, dx) e^{-\lambda t} \, dt \|f\|_{L^p} \leq \frac{1}{\lambda} \|f\|_{L^p}. \]
Hence the lemma is proved. \hfill \Box

Definition 2.2. We write $u \in \mathcal{H}^A_p$ if and only if there exists a sequence of functions $u_n \in C_0^\infty$ such that $u_n \to u$ in $L^p$ and $\{A u_n : n = 1, 2, \cdots\}$ is a cauchy sequence in $L^p$. By $Au$ we denote the limit of $Au_n$ in $L^p$.

Lemma 2.3. $\mathcal{H}^A_p$ is a Banach space equipped with the norm
\[ \|u\|_{\mathcal{H}^A_p} := \|u\|_{L^p} + \|Au\|_{L^p}. \]

Proof. It is obvious. \hfill \Box
Definition 2.4. We say that $u \in \mathcal{H}^A_p$ is a solution of the equation
\begin{equation}
Lu - \lambda u = f \quad \text{in } \mathbb{R}^d
\end{equation}
if and only if there exists a sequence $\{u_n \in C_0^\infty\}$ such that $u_n$ converges to $u$ in $\mathcal{H}^A_p$ and $Lu_n - \lambda u_n$ converges to $f$ in $L_p$. Similarly, we consider the equation
\begin{equation}
\tilde{L}u - \lambda u = f \quad \text{in } \mathbb{R}^d
\end{equation}
in the same sense.

Lemma 2.5 (Maximum principle). Let $\lambda > 0$, $b(x)$ be an $\mathbb{R}^d$-valued bounded function on $\mathbb{R}^d$ and $u$ be a function in $C^2_0$ satisfying $u(x) \to 0$ as $|x| \to \infty$. If $Lu + b(x) \cdot \nabla u - \lambda u = 0$ in $\mathbb{R}^d$, then $u \equiv 0$. Also, the same statement is true with $\tilde{L}$ in place of $L$.

Proof. Suppose that $u$ is not identically zero. Without loss of generality, assume $\sup_{\mathbb{R}^d} u > 0$ (otherwise consider $-u$). Since $u$ goes to zero as $|x| \to \infty$, there exists $x_0 \in \mathbb{R}^d$ such that $u(x_0) = \sup_{\mathbb{R}^d} u$. Thus $\nabla u(x_0) = 0$ and
\begin{align*}
Lu(x_0) &= \int_{\mathbb{R}^d} (u(x_0 + y) - u(x_0) - y \cdot \nabla u(x_0) \chi(y)) a(y) J(y) \, dy \\
&\leq 0.
\end{align*}
Therefore we reach the contradiction. Indeed,
\begin{equation}
Lu(x_0) + b(x_0) \cdot \nabla u(x_0) - \lambda u(x_0) < 0.
\end{equation}
The proof for $\tilde{L}$ is almost identical. The lemma is proved. \hfill \square

This maximum principle yields the denseness of $(L + b \cdot \nabla - \lambda)C^\infty_0$ and $(\tilde{L} + b \cdot \nabla - \lambda)C^\infty_0$ in $L_p$.

Lemma 2.6. Let $\lambda > 0$ and $b \in \mathbb{R}^d$ be independent of $x$. Then $(L + b \cdot \nabla - \lambda)C^\infty_0 := \{Lu + b \cdot \nabla u - \lambda u : u \in C^\infty_0\}$ is dense in $L_p$ for any $p \in (1, \infty)$. Also, the same statement holds with $\tilde{L}$ in place of $L$.

Proof. Due to the similarity we only prove the first statement. Suppose that the statement is false. Then by the Hahn-Banach theorem and Riesz’s representation theorem, there exists a nonzero $v \in L_{p/(p-1)}$ such that
\begin{equation}
\int_{\mathbb{R}^d} (Lu(x) + b \cdot \nabla u(x) - \lambda u(x)) v(x) \, dx = 0
\end{equation}
for all $u \in C^\infty_0$.

Fixing $y \in \mathbb{R}^d$, we apply (2.14) with $u(y - \cdot)$. Then, due to Fubini’s Theorem,
\begin{align*}
0 &= \int_{\mathbb{R}^d} (L^* u(y - x) - b \cdot \nabla u(y - x) - \lambda u(y - x)) v(x) \, dx \\
&= L^* u * v(y) - b \cdot (\nabla u * v(y)) - \lambda u * v(y) = (L^* - b \cdot \nabla - \lambda)(u * v)(y).
\end{align*}
Therefore from the previous lemma, we have $u * v = 0$ for any $u \in C^\infty_0$. Therefore, $v = 0$ (a.e.) and we have a contradiction. \hfill \square

Corollary 2.7 (Uniqueness). Let $\lambda > 0$. Suppose that there exist $u, v \in \mathcal{H}^A_p$ satisfying
\begin{equation}
Lu - \lambda u = 0, \quad \tilde{L}v - \lambda v = 0.
\end{equation}
Then $u = v$. 
Proof. By the definition of a solution and the assumption of this corollary, there exists a sequence \( \{ u_n \in C_0^{\infty} \} \) such that for all \( w \in C_0^{\infty} \)
\[
0 = \int_{\mathbb{R}^d} \lim_{n \to \infty} (Lu_n - \lambda u_n)w \, dx = \int_{\mathbb{R}^d} u(L^*w - \lambda w) \, dx.
\]
Since \( \{ L^*w - \lambda w : w \in C_0^{\infty} \} \) is dense in \( L_{p/(p-1)} \) owing to Lemma 2.6, we conclude \( u = 0 \), and by the same argument we have \( v = 0 \).

Here is our \( L_2 \)-theory. We emphasize that only (2.8) and (2.9) are assumed for the \( L_2 \)-theory. The proof of Theorem 2.8 is given in Section 3.

**Theorem 2.8.** Let \( \lambda > 0 \). Then for any \( f \in L_2 \) there exist unique solutions \( u, v \in \mathcal{H}_2^A \) of equation (2.12) and (2.13) respectively, and for these solutions we have
\[
\| Au \|_{L_2} + \lambda \| u \|_{L_2} \leq N(d, \nu, \Lambda) \| f \|_{L_2}, \quad (2.15)
\]
\[
\| Av \|_{L_2} + \lambda \| v \|_{L_2} \leq N(d, \nu, \Lambda) \| f \|_{L_2}. \quad (2.16)
\]

The issue regarding the continuity of \( L \) (or \( \tilde{L} \) : \( \mathcal{H}_p^A \rightarrow L_p \)) will be discussed later.

For the case \( p \neq 2 \), we consider the following conditions on \( J(y) = j(|y|) \):

(H1): There exist constants \( \kappa_1 > 0 \) and \( \alpha_0 > 0 \) such that
\[
j(t) \leq \kappa_1 (s/t)^{d+\alpha_0} j(s), \quad \forall \ 0 < s \leq t. \quad (2.17)
\]
Moreover, \( \alpha_0 \leq 1 \) if \( \sigma \leq 1 \) and \( 1 < \alpha_0 < 2 \) if \( \sigma > 1 \).

(H2): There exists a constant \( \kappa_2 > 0 \) such that for all \( t > 0 \),
\[
\int_{|y| \leq 1} |y| j(t|y|) \, dy \leq \kappa_2 j(t) \quad \text{if } \sigma \in (0, 1), \quad (2.18)
\]
\[
\int_{|y| \leq 1} |y|^2 j(t|y|) \, dz \leq \kappa_2 j(t) \quad \text{if } \sigma \geq 1. \quad (2.19)
\]

**Remark 2.9.** (i) By taking \( t = 1 \) in (2.17),
\[
j(1) \kappa_1^{-1} s^{-d-\alpha_0} \leq j(s), \quad \forall \ s \in (0, 1). \quad (2.20)
\]
An upper bound of \( j(s) \) near \( s = 0 \) is obtained in the following lemma.

(ii) H1 and H2 are needed even to guarantee the continuity of the operator \( L : \mathcal{H}_2^A \rightarrow L_2 \) (see Lemma 3.1).

**Lemma 2.10.** Suppose
\[
j(s) \geq C j(t), \quad \forall \ s \leq t, \quad (2.21)
\]
and H2 hold. Then there exists a constant \( N(d, \kappa_2, C) > 0 \) such that for all \( 0 < s \leq t \)
\[
j(t) \geq N(s/t)^{d+1} j(s) \quad \text{(if } \sigma < 1), \quad j(t) \geq N(s/t)^{d+2} j(s) \quad \text{(if } \sigma \geq 1). \quad (2.22)
\]
On the other hand, if there exists \( \alpha > 0 \) so that \( \alpha < 1 \) if \( \sigma < 1 \), \( \alpha < 2 \) if \( \sigma \geq 1 \), and
\[
j(t) \geq N(s/t)^{d+\alpha} j(s), \quad \forall \ 0 < s \leq t, \quad (2.23)
\]
then H2 holds.
Example 2.12. Let \( J(y) = j(|y|) \) be defined as in [1.4], that is for a Bernstein function \( \phi(\lambda) = \int_{\mathbb{R}} (1 - e^{-\lambda t}) \mu(dt) \) and \( u \in C_0^\infty \),
\[
j(r) = \int_0^\infty (4\pi t)^{-d/2} e^{-r^2/(4t)} \mu(dt),
\]
and
\[
\phi(\Delta) u = \int_{\mathbb{R}^d} (u(x + y) - u(x) - \nabla u(x) \cdot yI_{|y| \leq 1}) J(y) \, dy
= -\mathcal{F}(\phi(|\xi|^2)\mathcal{F}(u)(\xi)).
\]
Then, \( H_1 \) and \( H_2 \) are satisfied if \( \phi \) is given, for instance, by any one of
\begin{enumerate}
\item \( \phi(\lambda) = \sum_{i=1}^n \lambda^{\alpha_i}, \, 0 < \alpha_i < 1; \)
\item \( \phi(\lambda) = (\lambda + \lambda^\alpha)^\beta, \, \alpha, \beta \in (0, 1); \)
\item \( \phi(\lambda) = \lambda^\alpha (\log(1 + \lambda))^\beta, \, \alpha \in (0, 1), \beta \in (0, 1 - \alpha); \)
\item \( \phi(\lambda) = \lambda^\alpha (\log(1 + \lambda))^{-\beta}, \, \alpha \in (0, 1), \beta \in (0, \alpha); \)
\item \( \phi(\lambda) = (\log(\cosh(\sqrt{\lambda})))^\alpha, \, \alpha \in (0, 1); \)
\item \( \phi(\lambda) = (\log(\sinh(\sqrt{\lambda})) - \log \sqrt{\lambda})^\alpha, \, \alpha \in (0, 1). \)
\end{enumerate}

This is because all these functions satisfy the conditions
\begin{enumerate}
\item \( \exists \, 0 < \delta_1 \leq \delta_2 < 1, \quad N^{-1} \lambda^{\delta_1} \phi(t) \leq \phi(\lambda t) \leq N \lambda^{\delta_2} \phi(t), \quad \forall \lambda \geq 1, t \geq 1 \)
\item \( \exists \, 0 < \delta_3 \leq \delta_4 < 1, \quad N^{-1} \lambda^{\delta_3} \phi(t) \leq \phi(\lambda t) \leq N \lambda^{\delta_4} \phi(t), \quad \forall \lambda \leq 1, t \leq 1, \)
\end{enumerate}
and under these condition one can prove (see [10])
\[
N^{-1} \left( \frac{R}{r} \right)^{\delta_1 \wedge \delta_3} \leq \frac{\phi(R)}{\phi(r)} \leq N \left( \frac{R}{r} \right)^{\delta_2 \vee \delta_4}
\]
and
\[
N^{-1} \phi(|y|^{-2}) |y|^{-d} \leq J(y) \leq N \phi(|y|^{-2}) |y|^{-d}, \quad (2.24)
\]
and consequently our conditions \( H_1 \) and \( H_2 \) hold. One can easily construct concrete examples of \( j(r) \) using [2.24] and (1)-(6) (just replace \( \lambda \) by \( r^{-2} \)). See the tables at the end of [13] for more examples satisfying \( A \) and \( B \).

Remark 2.13. If \( p \neq 2 \), our \( L_p \)-theory does not cover the case when the jump function \( J(y) \) is related to the relativistic \( \alpha \)-stable process with mass \( m > 0 \) (i.e. a subordinate Brownian motion with the infinitesimal generator \( \phi(\Delta) = m - (m^{2/\alpha} - \Delta)^{\alpha/2} \)). This is because the related jump function decreases exponentially fast at the infinity (for instance, see [7]) and thus condition \( H_2 \) fails (see [2.22]).
Proof of Lemma 2.10 Assume (2.21) and H2 hold. We put $B_1 = \bigcup_{n=1}^{\infty} B_n$, where $B_n = B_{2^{-n}} \setminus B_{2^{-(n+1)}}$. Due to (2.21) for each $n \geq 0$,

$$\kappa_2 j(t) \geq \int_{|y| \leq 1} |y|^2 j(|y|) \, dy = \sum_{n=0}^{\infty} \int_{B_n} |y|^2 j(|y|) \, dy \geq N \sum_{n=0}^{\infty} 2^{-(n+1)(d+2)} j(t 2^{-n}) \geq N 2^{-(n+1)(d+2)} j(t 2^{-n}).$$

Put $s = t \lambda$, where $\lambda \in (0,1)$, and take an integer $m(\lambda) \geq 0$ such that $2^{-(m+1)} \leq \lambda \leq 2^{-m}$. Then by (2.21),

$$j(t) \geq N 2^{-(m+2)(d+2)} j(2^{-(m+1)} t) \geq N \lambda^{d+2} j(t).$$

Similarly, $j(\lambda t) \leq \lambda^{-d+1} j(t)$ if $\sigma < 1$.

For the other direction, put $s = t |y|$ in (2.23). If $\sigma < 1$ then

$$\int_{|y| \leq 1} |y| j(|y|) \, dy \leq N j(t) \int_{|y| \leq 1} |y| j(|y|) \, dy \leq N j(t) \int_{|y| \leq 1} |y|^{d-\sigma_1+1} \, dy \leq N j(t)$$

and otherwise, that is, if $\sigma \geq 1$ then

$$\int_{|y| \leq 1} |y|^2 j(|y|) \, dy \leq N j(t) \int_{|y| \leq 1} |y|^2 j(|y|) \, dy \leq N j(t) \int_{|y| \leq 1} |y|^{d-\sigma_2+2} \, dy \leq N j(t).$$

The lemma is proved. \qed

Define

$$\Psi(\xi) := -\int_{\mathbb{R}^d} (e^{i \xi \cdot y} - 1 - i (y \cdot \xi) \chi(y)) J(y) dy = \int_{\mathbb{R}^d} (1 - \cos \xi \cdot y) J(y) dy.$$  

Then

$$Au = \mathcal{F}^{-1}(-\Psi(\xi) \mathcal{F} u), \quad \forall u \in C_0^\infty.$$  

By abusing the notation, we also use $\Psi(|\xi|)$ instead of $\Psi(\xi)$ because $\Psi(\xi)$ is rotationally invariant.

The following result will be used to prove the continuity of the operator $L$.

Lemma 2.14. Suppose that (2.21) holds. Then there exists a constant $N(d, C) > 0$ such that for all $\xi \in \mathbb{R}^d$,

$$j(|\xi|) \leq N|\xi|^{-d} \Psi(|\xi|^{-1}).$$  

Proof. By (2.21),

$$\Psi(|\xi|^{-1}) = \int_{\mathbb{R}^d} (1 - \cos(y^1/|\xi|) J(y) \, dy = |\xi|^d \int_{\mathbb{R}^d} (1 - \cos(y^1)) J(|\xi| y) \, dy \geq |\xi|^d \int_{|y| \leq 1} (1 - \cos(y^1)) J(|\xi| y) \, dy \geq C j(|\xi|) |\xi|^d \int_{|y| \leq 1} (1 - \cos(y^1)) \, dy \geq N j(|\xi|) |\xi|^d.$$
Hence the lemma is proved.

The following condition will be considered for the case \( \sigma = 1 \). This condition is needed even to prove the continuity of \( L \).

**Assumption 2.15.** If \( \sigma = 1 \) then
\[
\int_{\partial B_r} y^i a(y) J(y) dS_r(y) = 0, \quad \forall r \in (0, \infty), \quad i = 1, \cdots, d,
\] (2.26)
where \( dS_r \) is the surface measure on \( \partial B_r \).

Here is our \( L_p \)-theory for equation (2.27) below.

**Theorem 2.16.** Suppose that \( H_1 \) and \( H_2 \) hold and Assumption 2.15 also holds if \( \sigma = 1 \). Let \( \lambda > 0 \) and \( p > 1 \). Then for any \( f \in L_p \) there exists a unique solution \( u \in H^A_p \) of the equation
\[
Lu - \lambda u = f,
\] (2.27)
and for this solution we have
\[
\|Au\|_{L_p} + \lambda \|u\|_{L_p} \leq N(d, p, \nu, \Lambda, J) \|f\|_{L_p}.
\] (2.28)
Moreover, \( L \) is a continuous operator from \( H^A_p \) to \( L_p \), and (2.28) holds for all \( u \in H^A_p \) with \( f := Lu - \lambda u \).

The proof of this theorem will be given in Section 6.

**Remark 2.17.** Since the constant \( N \) in (2.28) does not depend on \( \lambda \), for any \( u \in H^A_p \)
\[
\|Au\|_{L_p} \leq N \|Lu\|_{L_p}.
\]

To study the equations with the operator \( \tilde{L} \), we consider an additional condition, which always holds when \( \sigma = 1 \).

**Assumption 2.18 (H3).** Any one of the following (i)-(iv) holds:

(i) \( A \) is a higher order differential operator than \( I_{\sigma \neq 1} \nabla u \), that is for any \( \varepsilon > 0 \) there exists \( N(\varepsilon) > 0 \) so that for any \( u \in C_0^\infty \)
\[
I_{\sigma \neq 1} \|\nabla u\|_p \leq \varepsilon \|Au\|_p + N(\varepsilon) \|u\|_p.
\] (2.29)

(ii) \( \sigma < 1 \) and
\[
\int_{r \leq |y| \leq 1} y^i \left( a(y) - [a(y) \wedge a(-y)] \right) J(y) dy = 0, \quad \forall r \in (0, 1), \quad i = 1, \cdots, d.
\] (2.30)

(iii) \( \sigma < 1 \) and there exists a constant \( \kappa_3 > 0 \) such that for all \( 0 < t < 1 \),
\[
\int_{|z| \geq 1} |z| j(t|z|) \ dz \leq \kappa_2 j(t).
\] (2.31)

(iv) \( \sigma > 1 \) and
\[
\int_{1 \leq |y| \leq r} y^i \left( a(y) - [a(y) \wedge a(-y)] \right) J(y) dy = 0, \quad \forall r > 1 \quad i = 1, \cdots, d.
\] (2.32)
\textbf{Remark 2.19.} (i) Note that (2.20) is satisfied if for some \( \alpha > 1 \),
\[ \| \Delta^{\alpha/2} u \|_p \leq N(\| u \|_p + \| Au \|_p), \quad \forall u \in C_0^\infty, \]
(2.33)
or, equivalently \( |\xi|^\alpha (1 + \Psi(\xi))^{-1} \) is a \( L_p \)-Fourier multiplier. Thus, certain differentiability of \( J(y) \) is required (see Lemma 2.20 below).

(ii) It is easy to check that (2.31) holds if for a \( \alpha \),
\[ \Phi(\lambda t) \leq N \lambda^{-d-\alpha} \Phi(t), \quad \forall \lambda \in (1, \infty), \quad 0 < t < 1. \]
(2.34)

(iii) Obviously, (2.30) holds if \( a(y) = a(-y) \) for \( |y| \leq 1 \), and (2.32) holds if \( a(y) = a(-y) \) for \( |y| \geq 1 \).

Below we give a sufficient condition for (2.29).

\textbf{Lemma 2.20.} (i) \( H_3 \)–(i) holds if \( A = \phi(\Delta) \) for some Bernstein function \( \phi \) satisfying
\[ 1 + \phi(|\xi|^2) \geq N|\xi|^\alpha, \quad \forall \xi \in \mathbb{R}^d, \]
(2.35)
where \( \alpha > 1 \) and \( N > 0 \).

(ii) All of \( H_1, H_2 \) and \( H_3 \) hold if \( \sigma > 1 \), \( A = \phi(\Delta) \) and \( \phi \) satisfies conditions \( A \) and \( B \) described in Example 2.12.

\textbf{Proof.} (i). Let \( \phi(\lambda) = \int_{\mathbb{R}} (1 - e^{-\lambda t}) \mu(dt) \), where \( \int_{\mathbb{R}} (1 \wedge |t|) \mu(dt) < \infty \). Then from \( t^{-\alpha} e^{-t} \leq N(n)(1 - e^{-t}) \), we get
\[ |\lambda|^\alpha |D^n \phi(\lambda)| \leq N \phi(\lambda). \]
(2.36)

For any \( u \in C_0^\infty \),
\[ A u = \mathcal{F}^{-1}(\phi(|\xi|^2)\mathcal{F}(u)(\xi)), \]
\[ \Delta^{\alpha/2} u = \mathcal{F}^{-1}(\eta(\xi)(1 + \phi(|\xi|^2))\mathcal{F}(u)(\xi)), \]
where \( \eta(\xi) = |\xi|^\alpha (1 + \phi(|\xi|^2))^{-1} \). Using (2.35) and (2.36), one can easily check
\[ |D^n \eta(\xi)| \leq N(n)|\xi|^{-n}, \quad \forall \xi, \]
and therefore \( \eta \) is a Fourier multiplier (see Theorem IV.3.2 of [16]) and
\[ \| \Delta^{\alpha/2} u \|_p \leq N(\| u \|_p + \| Au \|_p), \]
\[ \| \nabla u \|_p \leq \varepsilon \| \Delta^{\alpha/2} u \|_p + N(\varepsilon) \| u \|_p \leq N \varepsilon \| Au \|_p + N \| u \|_p. \]

(ii) If \( A \) and \( B \) hold, then as explained before both \( H_1, H_2 \) hold, and we also have (see (2.24)),
\[ N^{-1} \phi(|y|^{-2}) |y|^{-d} \leq J(y) \leq N \phi(|y|^{-2}) |y|^{-d}. \]
Thus if \( |\xi| \geq 1 \), then
\[ \phi(|\xi|^2) \geq N |\xi|^{-d} J(|\xi|^{-1}) \geq N |\xi|^{\alpha_0}, \]
where (2.20) is used for the last inequality. Hence the lemma is proved. \( \square \)

Here is our \( L_p \)-theory for equation (2.57) below.
Theorem 2.21. Suppose that \( H1, H2 \) and \( H3 \) hold and Assumption 2.12 also holds if \( \sigma = 1 \). Let \( \lambda > 0 \) and \( p > 1 \). Then for any \( f \in L_p \) there exists a unique solution \( u \in H^A_p \) of the equation

\[
\tilde{L}u - \lambda u = f, \tag{2.37}
\]

and for this solution we have

\[
\|Au\|_{L_p} + \lambda\|u\|_{L_p} \leq N(d, \nu, \lambda, J)\|f\|_{L_p}. \tag{2.38}
\]

The proof of this theorem will be given in Section 6. Actually the constant \( N \) in 2.38 is independent of \( \lambda \) except the case when \( H3(i) \) is assumed.

3. \( L_2 \)-Theory

In this section we prove (2.15) and (2.16). These estimates and Lemma 2.6 yield the unique solvability of equations (2.12) and (2.13). The Fourier transform and Parseval’s identity are used to prove these estimates.

Lemma 3.1. Let \( \lambda \geq 0 \) be a constant.

(i) For any \( u \in C_0^\infty \)

\[
\|Au\|_{L_2} + \lambda\|u\|_{L_2} \leq N(d, \nu)\|Lu - \lambda u\|_{L_2}, \tag{3.39}
\]

and

\[
\|Au\|_{L_2} + \lambda\|u\|_{L_2} \leq N(d, \nu)\|\tilde{L}u - \lambda u\|_{L_2}. \tag{3.40}
\]

(ii) Let \( H1 \) hold and \( \sigma > 1 \). Then both \( L \) and \( \tilde{L} \) are continuous operators from \( H^A_2 \) to \( L_2 \), and for any \( u \in C_0^\infty \),

\[
\|Lu\|_{L_2} \leq N\|Au\|_{L_2}, \quad \|\tilde{L}u\|_{L_2} \leq N\|u\|_{H^A_2}, \tag{3.41}
\]

where \( N = N(d, \nu, J) \). Moreover, (3.39) and (3.40) hold for any \( u \in H^A_2 \).

(iii) Let \( H1 \) and \( H2 \) hold, and Assumption 2.12 also hold if \( \sigma = 1 \). Then the claims of (ii) hold for \( L \) (not for \( \tilde{L} \)) for any \( \sigma \in (0, 1] \).

Proof. (i). Let \( u \in C_0^\infty \). Taking the Fourier transform, we get

\[
\mathcal{F}(Lu)(\xi) = \mathcal{F}u(\xi) \int_{\mathbb{R}^d} (e^{i\xi \cdot y} - 1 - iy \cdot \xi \chi(y))a(y)J(y)dy. \tag{3.42}
\]

By Parseval’s identity,

\[
\int_{\mathbb{R}^d} |Lu(x)|^2 dx = (2\pi)^{-d} \int_{\mathbb{R}^d} |\mathcal{F}(Lu)(\xi)|^2 d\xi
\geq (2\pi)^{-d} \int_{\mathbb{R}^d} |\mathcal{F}u(\xi)|^2 \left| \Re \int_{\mathbb{R}^d} (e^{i\xi \cdot y} - 1 - iy \cdot \xi \chi(y))a(y)J(y)dy \right|^2 d\xi
= (2\pi)^{-d} \int_{\mathbb{R}^d} |\mathcal{F}u(\xi)|^2 \left( \int_{\mathbb{R}^d} (1 - \cos(\xi \cdot y))a(y)J(y)dy \right)^2 d\xi
\geq (2\pi)^{-d} \nu^2 \int_{\mathbb{R}^d} |\mathcal{F}u(\xi)|^2 \left( \int_{\mathbb{R}^d} (1 - \cos(\xi \cdot y))J(y)dy \right)^2 d\xi
= \nu^2 \int_{\mathbb{R}^d} |Au|^2 dx,
\]

where the facts that \( 1 - \cos(\xi \cdot y) \) is nonnegative and \( a(y) \geq \nu \) are used above.
Thus (3.39) holds. Also, (3.40) is proved similarly. By using (3.42) and Parseval’s identity again,

\begin{align*}
\geq \pi & = (2\nu) (1 - \cos(\xi \cdot y)) a(y) J(y) dy \xi \\
& \geq \frac{\nu}{2} (2\nu - ) (1 - \cos(\xi \cdot y)) J(y) dy \xi \\
& = - \frac{\nu}{2} \int \nu \int \nu \int u A u dx.
\end{align*}

Hence,

\begin{align*}
\int \nu \int \nu \int |Lu - \lambda u|^2 dx \\
= \int \nu \int \nu \int |Lu|^2 dx - 2\lambda \int \nu \int \nu \int u Lu dx + \lambda^2 \int \nu \int \nu \int |u|^2 dx \\
\geq \nu^2 \int \nu \int \nu \int |Au|^2 dx - \lambda \nu \int \nu \int \nu \int u Au dx + \lambda^2 \int \nu \int \nu \int |u|^2 dx \\
\geq \nu^2 \int \nu \int \nu \int |u|^2 dx - \nu^2 \int \nu \int \nu \int u dx + \lambda^2 \int \nu \int \nu \int |u|^2 dx \\
= \nu^2 \int \nu \int \nu \int |u|^2 dx + \frac{\lambda^2}{2} \int \nu \int \nu \int |u|^2 dx.
\end{align*}

Thus (3.39) holds. Also, (3.40) is proved similarly.

(ii)-(iii). Next, we prove (3.41) for any \( u \in C_0^\infty \). Unlike the case \( j(r) = r^{-d-\alpha} \), the proof is not completely trivial. Condition H1 is needed if \( \sigma > 1 \), and H2 is additionally needed if \( \sigma \leq 1 \).

By using (3.42) and Parseval’s identity again,

\begin{align*}
\int \nu \int \nu \int |Lu(x)|^2 dx &= (2\pi)^{-d} \int \nu \int \nu \int |F(Lu)(\xi)|^2 d\xi \\
& = (2\pi)^{-d} \left[ \int \nu \int \nu \int |F(u)(\xi)|^2 \Re \int \nu \int \nu \int (e^{i\xi y - 1 - iy \cdot \xi} y) a(y) J(y) dy \right] d\xi \\
& + \int \nu \int \nu \int |F(u)(\xi)|^2 \Im \int \nu \int \nu \int (e^{i\xi y - 1 - iy \cdot \xi} y) a(y) J(y) dy \right] d\xi \\
& \leq (2\pi)^{-d} \int \nu \int \nu \int |F(u)(\xi)|^2 \int \nu \int \nu \int (1 - \cos(\xi \cdot y)) a(y) J(y) dy \right] d\xi \\
& + (2\pi)^{-d} \int \nu \int \nu \int |F(u)(\xi)|^2 \int \nu \int \nu \int (\sin(\xi \cdot y) - y \cdot \xi a(y) J(y) dy \right] d\xi \\
& + (2\pi)^{-d} \int \nu \int \nu \int |F(u)(\xi)|^2 \int \nu \int \nu \int (\sin(\xi \cdot y) - y \cdot \xi a(y) J(y) dy \right] d\xi \\
& := I_1 + I_2 + I_3.
\end{align*}
Similarly,
\[ \int_{\mathbb{R}^d} |\tilde{L}u|^2 \, dx = \tilde{I}_1 + \tilde{I}_2 + \tilde{I}_3, \]
where \( \tilde{I}_i \) are obtained by replacing \( \chi(y) \) in \( I_i \) with \( I_{B_{1}}(y) \). Here \( I_1 \) and \( \tilde{I}_1 \) are easily controlled by \( N\|Au\|_{L_2}^2 \).

Due to H1, (2.20), the definition of \( \chi \), and the change of variables \( y \to \frac{y}{|\xi|} \),
\[
I_2 \leq N \int_{\mathbb{R}^d} |F\xi(u)|^2 |\xi|^{-2d} \left[ \int_{|y| \geq 1} \left( \sin\left( \frac{\xi}{|\xi|} \cdot y \right) - y \cdot \frac{\xi}{|\xi|} \chi\left( \frac{|y|}{|\xi|} \right) \right) \alpha\left( \frac{y}{|\xi|} \right) \right] dy \] 
\[ \leq N \int_{\mathbb{R}^d} |F\xi(u)|^2 |\xi|^{-2d} j(1/|\xi|)^2 \]
\[ \times \left( \int_{|y| \geq 1} \left| \sin\left( \frac{\xi}{|\xi|} \cdot y \right) - I_{\sigma \neq 1} y \cdot \frac{\xi}{|\xi|} \chi\left( \frac{y}{|\xi|} \right) \right| \alpha\left( \frac{y}{|\xi|} \right) |y|^{-d-\alpha_0} \right) ^2 \, dy \]
\[ \leq N \int_{\mathbb{R}^d} |F\xi(u)|^2 |\xi|^{-2d} j(1/|\xi|)^2 \, dx. \]

Hence, by Lemma 2.14
\[
I_2 \leq N \int_{\mathbb{R}^d} |F\xi(u)|^2 (\Psi(\xi))^2 \, dx = N \int_{\mathbb{R}^d} |Au|^2 \, dx. \]

Similarly, if \( \sigma > 1 \),
\[
\tilde{I}_2 \leq N \int_{\mathbb{R}^d} |F\xi(u)|^2 |\xi|^{-2d} j(1/|\xi|)^2 \]
\[ \times \left( \int_{|y| \geq 1} \left| \sin\left( \frac{\xi}{|\xi|} \cdot y \right) - I_{\sigma > 1} y \cdot \frac{\xi}{|\xi|} \chi\left( \frac{y}{|\xi|} \right) \right| \alpha\left( \frac{y}{|\xi|} \right) |y|^{-d-\alpha_0} \right) ^2 \, dy \]
\[ \leq N \int_{\mathbb{R}^d} |F\xi(u)|^2 |\xi|^{-2d} j(1/|\xi|)^2 \, dx \leq N \int_{\mathbb{R}^d} |Au|^2 \, dx. \]

Also, using the fundamental theorem of calculus, the definition of \( \chi \) and (2.20),
\[
I_3 \leq N \int_{\mathbb{R}^d} |F\xi(u)|^2 \left| \int_{|y| |\xi| < 1} \left( \sin(\xi \cdot y) - y \cdot \xi \chi(y) \right) a(y)J(y) \, dy \right| ^2 \, d\xi \]
\[ = N \int_{\mathbb{R}^d} |F\xi(u)|^2 \left| \int_{|y| |\xi| < 1} \frac{1}{t} \left( \sin(t \xi \cdot y) - ty \cdot \xi \chi(y) \right) a(y)J(y) \, dt \right| ^2 \, d\xi \]
\[ = N \int_{\mathbb{R}^d} |F\xi(u)|^2 \left| \int_{|y| |\xi| < 1} \frac{1}{t} \left( \cos(t \xi \cdot y) - \chi(y) \right) a(y)J(y) \, dt \right| ^2 \, d\xi \]
\[ = I_{\sigma \leq 1} N \int_{\mathbb{R}^d} |F\xi(u)|^2 \left| \int_{|y| |\xi| < 1} \cos(t \xi \cdot y) a(y)J(y) \, dt \right| ^2 \, d\xi \]
\[ + I_{\sigma > 1} N \int_{\mathbb{R}^d} |F\xi(u)|^2 \left| \int_{|y| |\xi| < 1} \left( \cos(t \xi \cdot y) - 1 \right) a(y)J(y) \, dt \right| ^2 \, d\xi. \]
Observe that by H1, for any \( t \in (0, 1) \),
\[
\Psi(t|\xi|) = \int_{\mathbb{R}^d} (1 - \cos(ty \cdot \xi)) J(y) dy = t^{-d} \int_{\mathbb{R}^d} (1 - \cos(y \cdot \xi)) J(t^{-1}y) dy \leq N t^{\alpha} \Psi(|\xi|).
\]
Thus, if \( \sigma > 1 \),
\[
\tilde{I}_3 \leq N \int_{\mathbb{R}^d} |F(u)|^2 \left( \int_0^1 \Psi(t|\xi|) dt \right)^2 d\xi \leq N \|Au\|^2_{L^2_c}.
\]
Also, if \( \sigma > 1 \),
\[
\tilde{I}_3 \leq (2\pi)^{-d} \int_{\mathbb{R}^d} |F(u)(\xi)|^2 \left| \int_{|y||\xi|<1} (\xi \cdot y) \int_0^1 \cos(t\xi \cdot y) I_{|y| \geq 1} dt a(y) J(y) dy \right|^2 d\xi
\]
\[
+ (2\pi)^{-d} \int_{\mathbb{R}^d} |F(u)(\xi)|^2 \left| \int_{|y||\xi|<1} (\xi \cdot y) \int_0^1 (1 - \cos(t\xi \cdot y)) dt a(y) J(y) dy \right|^2 d\xi
\]
\[
\leq N \int_{\mathbb{R}^d} |F(u)(\xi)|^2 \left( \int_{|y| \geq 1} J(y) dy \right)^2 d\xi + N \int_{\mathbb{R}^d} |F(u)|^2 \left( \int_0^1 \Psi(t|\xi|) dt \right)^2 d\xi
\]
\[
\leq N \|u\|^2_{H^2_c}. 
\]
Thus (3.31) is proved if \( \sigma > 1 \), and (3.39) and (3.40) are obtained for general \( u \in H^2_c \) owing to (3.31). Therefore (ii) is proved.

Now assume \( \sigma \leq 1 \). To estimate \( I_3 \) we use the Fubini’s Theorem, the change of variable \( |\xi|ty \rightarrow y \), H1, H2, and Lemma 2.14

\[
I_3 \leq N \int_{\mathbb{R}^d} |F(u)(\xi)|^2
\]
\[
\times \left| \int_0^1 t^{-d-1}|\xi|^{-d} \int_{|y|<t} \left( \frac{\xi}{|\xi|} \cdot y \right) \cos \left( \frac{\xi}{|\xi|} \cdot y \right) a(y) \left( \frac{y}{|\xi|t} \right) J\left( \frac{y}{|\xi|t} \right) dy dt \right|^2 d\xi
\]
\[
\leq N \int_{\mathbb{R}^d} |F(u)(\xi)|^2 \left| \int_{|y|<1} t^{-d-1} \int_0^1 |y| J\left( \frac{y}{|\xi|t} \right) dy dt \right|^2 d\xi
\]
\[
\leq N \int_{\mathbb{R}^d} |F(u)(\xi)|^2 \left| \int_{|y|<1} t^{-\alpha_0-1} \int_0^1 |y| J\left( \frac{y}{|\xi|} \right) dy \right|^2 d\xi
\]
\[
\leq N \int_{\mathbb{R}^d} |F(u)(\xi)|^2 \left| \int_{|y|<1} t^{-\alpha_0-1} dt \int_0^1 |y| J\left( \frac{y}{|\xi|} \right) dy \right|^2 d\xi
\]
Therefore the lemma is proved.

Corollary 2.7 and Lemmas 2.6 and 3.1 easily prove Theorem 2.8.

4. SOME HÖLDERS ESTIMATES

In this section obtain some Hölder estimates for functions \( u \in H^2_c \cap C^\infty_b \). The estimates will be used later for the estimates of the mean oscillation. Throughout this section we assume Assumption 2.15 holds if \( \sigma = 1 \).
Lemma 4.1. For any $\alpha \in (0,1)$, $b \in \mathbb{R}^d$, and a nonnegative measurable function $K(z)$, there exist $\eta_1, \eta_2 \in (0,1/4)$, depending only on $\alpha$, such that

$$
\int_C \left[ |(b + 2z|^{\alpha} + |b - 2|^{\alpha} - 2|b|^\alpha K(z)|\right] dz 
\leq -2\alpha^3(1 - \alpha) \int_C |b|^{\alpha - 2} |z|^2 K(z) dz,
$$

where

$$
C = \{|z| < \eta_1 |b| : |z \cdot b| \geq (1 - \eta_2)|b||z|\}.
$$

Proof. We repeat the proof of Lemma 4.2 in [9] with few minor changes. Put $\eta(t) := b + 2tz$ and $\varphi(t) := |b + 2tz|^{\alpha} = |\eta(t)|^{\alpha}$ for $z \in C$. Then

$$
\varphi''(t) = \sum_{i,j=1}^d (\alpha(\alpha - 2)(\eta_i(t))\eta_j(t))|\eta(t)|^{\alpha - 4} + I_{i=j} \alpha|\eta(t)|^{\alpha - 2} 4z_iz_j 
= 4\alpha(\alpha - 2)|\eta(t)|^{\alpha - 4} |\eta(t) \cdot z|^2 + 4\alpha|\eta(t)|^{\alpha - 2}|z|^2 
= 4\alpha(b + 2tz|^{\alpha - 4}[(\alpha - 2)(b + 2tz) \cdot z|^2 + |b + 2tz|^2 |z|^2].
$$

For $t \in [-1,1]$ and $z \in C$, observe that,

$$
|b + 2tz|^2 \leq (1 + 2\eta_1)^2 |b|^2
$$

and

$$
|(b + 2tz) \cdot z| \geq |b \cdot z| - 2|z|^2 
\geq (1 - \eta_2)|b||z| - 2|z|^2 \geq (1 - 2\eta_1 - \eta_2)|z||b|.
$$

Thus

$$
\varphi''(t) \leq 4\alpha|a + 2tz|^{\alpha - 4}[(\alpha - 2)(1 - 2\eta_1 - \eta_2)^2 + (1 + 2\eta_1)^2]|b|^2|z|^2. \quad (4.44)
$$

Since $(1 - 2\eta_1 - \eta_2)^2 \to 1$ and $(1 + 2\eta_1)^2 \to 1$ as $\eta_1, \eta_2 \downarrow 0$, one can choose sufficiently small $\eta_1, \eta_2 \in (0,1/4)$, depending only on $\alpha \in (0,1)$, such that

$$
(\alpha - 2)(1 - 2\eta_1 - \eta_2)^2 + (1 + 2\eta_1)^2 \leq (\alpha - 1)/2.
$$

By combining this with (4.44),

$$
\varphi''(t) \leq -2\alpha(1 - \alpha)|b + 2tz|^{\alpha - 4}|b|^2|z|^2. \quad (4.45)
$$

Furthermore observe that

$$
|b + 2tz|^{\alpha - 4} \geq (1 + 2\eta_1)^{\alpha - 4} |b|^{\alpha - 4} \geq 2^{\alpha - 4} |b|^{\alpha - 4}.
$$

Therefore, from (4.45),

$$
\varphi''(t) \leq -2^{\alpha - 3}(1 - \alpha)|b|^{\alpha - 2}|z|^2, \quad t \in [-1,1], \ z \in C.
$$

In addition to this, to prove (4.43), it is enough to use the fact that there exists $t_0 \in (-1,1)$ satisfying

$$
\varphi(1) + \varphi(-1) - 2\varphi(0) = \varphi''(t_0),
$$

which can be shown by the mean value theorem. The lemma is proved. $\square$
Theorem 4.2. Let \( R > 0, \lambda \geq 0 \) and \( H1 \) hold. Suppose \( f \in L_\infty (B_1) \) and \( u, \tilde{u} \in C_0^2 (B_R) \cap L_1 (\mathbb{R}^d, w_R), \) where \( w_R (x) = \frac{1}{r_j (R) + 1/j (x/2)}. \) Also assume

\[
Lu - \lambda u = f, \quad \tilde{L}u - \lambda \tilde{u} = f \quad \text{in } B_R.
\]

(i) For any \( \alpha \in (0, \min \{1, \alpha_0\}) \) and \( 0 < r < R, \) it holds that

\[
[u]_{C^\alpha (B_r)} \leq Nr^{-\alpha} ||u||_{L_\infty (B_R)} + N r^{-1} \int_{B_{r_1}} |z|^2 J (z) \, dz + I_{\sigma < r_1} - 1 \int_{B_{r_1}} |z|^2 J (z) \, dz + \frac{1}{N} \left( \frac{\alpha}{r_1^{d+\alpha}} \int_{B_{r_1}} |u||_{L_1 (\mathbb{R}^d, w_R)} + \frac{osc_{B_R} f}{j (r_1) r_1^{d+\alpha}} \right),
\]

where \( r_1 = (R - r)/2 \) and \( N = N (d, \nu, \Lambda, \kappa_1, \alpha_0, \alpha). \)

Consequently, if \( H2 \) is additionally assumed, then

\[
[u]_{C^\alpha (B_r)} \leq N \left( r^{-\alpha} ||u||_{L_\infty (B_R)} + \frac{1}{r^{d+\alpha} j (R)} ||u||_{L_1 (\mathbb{R}^d, w_R)} + \frac{osc_{B_R} f}{r^{d+\alpha} j (R)} \right).
\]

(ii) In addition to \( H1, \) let one of \( H3 (ii) - H3 (iv) \) hold. Then (4.44) holds for \( \tilde{u}. \)

Consequently, if \( H2 \) additionally holds, (4.44) holds for \( \tilde{u}. \)

Proof. We adopt the method used in [9] (cf. [3]). Assume that \( u \) is not identically zero in \( B_r. \) Set

\[
r_1 = (R - r)/2, \quad r_2 = (R + r)/2, \quad u (t, x) = I_{B_R} (x) u (t, x).
\]

For \( x \in B_{r_2}, \) \( u (x) = v (x) \) and \( \nabla u (x) = \nabla w (x). \) Thus

\[
Lu (x) = Lw (t, x) + \int_{|z| \geq r_1} \left( u (t, x + z) - w (t, x + z) \right) a (z) J (z) \, dz.
\]

So in \( B_{r_2} \)

\[
Lw (x) - \lambda w = g (x) + f (x),
\]

where

\[
g (x) = - \int_{|z| \geq r_1} \left( u (x + z) - w (x + z) \right) a (z) J (z) \, dz.
\]

Note that by \( H1 \)

\[
||g||_{L_\infty (B_R)} \leq N \frac{j (r_1)}{j (R)} ||u||_{L_1 (\mathbb{R}^d, w_R)},
\]

where \( N = N (d, \Lambda). \) Indeed, this comes from the fact that for all \( |z| \geq r_1, x \in B_R, \)

\[
|z| \leq N j (r_1) \leq \frac{j (r_1)}{j (R)} + \frac{N}{1/j (R) + 1/j (|z|/2)}.
\]

For \( x_0 \in B_r \) and \( \alpha \in (0, \min \{1, \alpha_0\}), \) we define

\[
M (x, y) := w (x) - w (y) - C |x - y|^{\alpha} - 8 r_1^{-2} ||u||_{L_\infty (B_R)} |x - x_0|^2,
\]

where \( C \) is a positive constant which will be chosen later so that it is independent of \( x_0 \) and

\[
\sup_{x, y \in \mathbb{R}^d} M (x, y) \leq 0.
\]
For $x \in \mathbb{R}^d \setminus B_{r_1/2}(x_0)$,
\[ w(x) - w(y) \leq 2\|u\|_{L_{\infty}(B_R)} \leq 8r_1^{-2}\|u\|_{L_{\infty}(B_R)}|x - x_0|^2. \]  
(4.52)
This shows
\[ M(x, y) \leq 0, \quad x \in \mathbb{R}^d \setminus B_{r_1/2}(x_0). \]
Assume that there exist $x, y \in \mathbb{R}^d$ such that $M(x, y) > 0$. We will get the contradiction by choosing an appropriate constant $C$. Due to (4.52), $x \in B_{r_1/2}(x_0)$. Moreover
\[ w(x) - w(y) > C|x - y|^{\alpha}, \]
which implies
\[ |x - y|^{\alpha} < \frac{2\|u\|_{L_{\infty}(B_R)}}{C}. \]  
(4.53)
If we take $C$ large enough so that $C \geq 2(r_1/2)^{-\alpha}\|u\|_{L_{\infty}(B_R)}$, then
\[ \tilde{y} \in B_{r_1}. \]
Therefore, there exist $\tilde{x}, \tilde{y} \in B_{r_1}$ satisfying
\[ \sup_{x,y \in \mathbb{R}^d} M(x, y) = M(\tilde{x}, \tilde{y}) > 0. \]
Moreover, from (4.49)
\[ -2\|g\|_{L_{\infty}(B_R)} - \text{osc}_{B_R} f \leq (Lw(\tilde{x}) - \lambda w(\tilde{x})) - (Lw(\tilde{y}) - \lambda w(\tilde{y})) \]
\[ = (Lw(\tilde{x}) - Lw(\tilde{y})) + \lambda(w(\tilde{y}) - w(\tilde{x})) \]
\[ \leq Lw(\tilde{x}) - Lw(\tilde{y}) := \mathcal{I}. \]  
(4.54)
Put $K(z) := a(z)J(z)$ and
\[ K_1(z) := K(z) \wedge K(-z), \quad K_2(z) := K(z) - K_1(z). \]
By $L_1$ and $L_2$, respectively, we denote the operators with kernels $K_1$ and $K_2$. Then
\[ \mathcal{I} = \mathcal{I}_1 + \mathcal{I}_2, \]
where
\[ \mathcal{I}_1 := L_1w(\tilde{x}) - L_1w(\tilde{y}) \quad \text{and} \quad \mathcal{I}_2 := L_2w(\tilde{x}) - L_2w(\tilde{y}). \]
Since $K_1$ is symmetric (i.e. $K_1(z) = K_1(-z)$),
\[ \mathcal{I}_1 = \frac{1}{2} \int_{\mathbb{R}^d} \mathcal{J}(\tilde{x}, \tilde{y}, z)K_1(z)dz, \]
where
\[ \mathcal{J}(\tilde{x}, \tilde{y}, z) = w(\tilde{x} + z) + w(\tilde{x} - z) - 2w(\tilde{x}) - w(\tilde{y} + z) - w(\tilde{y} - z) + 2w(\tilde{y}). \]
Also, since $M(x, y)$ attains its maximum at $(\tilde{x}, \tilde{y})$,
\[ w(\tilde{x} + z) - w(\tilde{y} + z) - C|\tilde{x} - \tilde{y}|^{\alpha} - 8r_1^{-2}\|u\|_{L_{\infty}(B_R)}|\tilde{x} + z - x_0|^2 \]
\[ \leq w(\tilde{x}) - w(\tilde{y}) - C|\tilde{x} - \tilde{y}|^{\alpha} - 8r_1^{-2}\|u\|_{L_{\infty}(B_R)}|\tilde{x} - x_0|^2 \]  
(4.55)
and
\[ w(\tilde{x} - z) - w(\tilde{y} - z) - C|\tilde{x} - \tilde{y}|^{\alpha} - 8r_1^{-2}\|u\|_{L_{\infty}(B_R)}|\tilde{x} - z - x_0|^2 \]
\[ \leq w(\tilde{x}) - w(\tilde{y}) - C|\tilde{x} - \tilde{y}|^{\alpha} - 8r_1^{-2}\|u\|_{L_{\infty}(B_R)}|\tilde{x} - x_0|^2 \]  
(4.56)
for all \( z \in \mathbb{R}^d \). By combining these two inequalities,
\[
\mathcal{J}(\bar{x}, \bar{y}, z) \leq 8\alpha_1 r_1^{-2} \|u\|_{L_\infty(B_R)} \left( |\bar{x} + z - x_0|^2 + |\bar{x} - z - x_0|^2 - 2|\bar{x} - x_0|^2 \right). \tag{4.57}
\]

Similarly,
\[
\begin{align*}
&u(\bar{x} + z) - u(\bar{y} - z) - C|\bar{x} - \bar{y}|^\alpha - 8\alpha_1^{-2} \|u\|_{L_\infty(B_R)} |\bar{x} + z - x_0|^2 \\
&\leq u(\bar{x}) - u(\bar{y}) - C|\bar{x} - \bar{y}|^\alpha - 8\alpha_1^{-2} \|u\|_{L_\infty(B_R)} |\bar{x} - x_0|^2,
\end{align*}
\]
\[
\begin{align*}
&u(\bar{x} - z) - u(\bar{y} + z) - C|\bar{x} - \bar{y}|^\alpha - 8\alpha_1^{-2} \|u\|_{L_\infty(B_R)} |\bar{x} - z - x_0|^2 \\
&\leq u(\bar{x}) - u(\bar{y}) - C|\bar{x} - \bar{y}|^\alpha - 8\alpha_1^{-2} \|u\|_{L_\infty(B_R)} |\bar{x} - x_0|^2.
\end{align*}
\]

It follows that, for any \( z \in \mathbb{R}^d \),
\[
\mathcal{J}(\bar{x}, \bar{y}, z) \leq C \left( |\bar{x} - \bar{y} + 2z|^\alpha + |\bar{x} - \bar{y} - 2z|^\alpha - 2|\bar{x} - \bar{y}|^\alpha \right) + 8\alpha_1^{-2} \|u\|_{L_\infty(B_R)} \left( |\bar{x} + z - x_0|^2 + |\bar{x} - z - x_0|^2 - 2|\bar{x} - x_0|^2 \right). \tag{4.58}
\]

Put \( b = \bar{x} - \bar{y} \). Since \((\bar{x},\bar{y})\) satisfy (4.59), \( |b| < r_1/2 \) if \( C \geq 2(r_1/2)^{-\alpha} \|u\|_{L_\infty(B_R)} \).

Also set for \( \eta_1, \eta_2 \in (0, 1/4) \) specified in Lemma 4.1
\[
C = \{|z| < \eta_1 |b| : |z \cdot b| \geq (1 - \eta_2) |b||z|\}.
\]

Then
\[
2\mathcal{I}_1 = \int_{|z| \geq r_1/2} \mathcal{J}(\bar{x}, \bar{y}, z) K_1(z) \, dz + \int_{B_{r_1/2} \setminus C} \mathcal{J}(\bar{x}, \bar{y}, z) K_1(z) \, dz \\
+ \int_C \mathcal{J}(\bar{x}, \bar{y}, z) K_1(z) \, dz := \mathcal{I}_{11} + \mathcal{I}_{12} + \mathcal{I}_{13}. \tag{4.59}
\]

Note that by H1,
\[
\mathcal{I}_{11} \leq N j(r_1/2) r_1^d \|u\|_{L_\infty(B_R)}.
\]

Indeed,
\[
\mathcal{I}_{11} \leq \|u\|_{L_\infty(B_R)} \int_{|z| \geq r_1/2} J(z) \, dz \\
\leq N r_1^d \|u\|_{L_\infty(B_R)} \int_{|z| \geq r_1/2} J(z) \, dz \\
\leq N j(r_1/2) r_1^d \|u\|_{L_\infty(B_R)} \int_{|z| \geq r_1/2} |z|^{-d-\alpha_0} \, dz.
\]

On the other hand from (4.57), it follows that
\[
\begin{align*}
\mathcal{I}_{12} &\leq 8\alpha_1^{-2} \|u\|_{L_\infty(B_R)} \int_{|z| \geq r_1/2} \left( |\bar{x} + z - x_0|^2 + |\bar{x} - z - x_0|^2 - 2|\bar{x} - x_0|^2 \right) K_1(z) \, dz \\
&\leq N \alpha_1^{-2} \|u\|_{L_\infty(B_R)} \int_{|z| \geq r_1/2} |z|^2 J(z) \, dz.
\end{align*}
\]

Next using (4.58) we obtain
\[
\begin{align*}
\mathcal{I}_{13} &\leq C \int_C \left( |\bar{x} - \bar{y} + 2z|^\alpha + |\bar{x} - \bar{y} - 2z|^\alpha - 2|\bar{x} - \bar{y}|^\alpha \right) K_1(z) \, dz \\
&\quad + 8\alpha_1^{-2} \|u\|_{L_\infty(B_R)} \int_C \left( |\bar{x} + z - x_0|^2 + |\bar{x} - z - x_0|^2 - 2|\bar{x} - x_0|^2 \right) K_1(z) \, dz \\
&:= \mathcal{I}_{131} + \mathcal{I}_{132}.
\end{align*}
\]
The term $I_{132}$ is again bounded by

$$N r_1^{-2} \|u\|_{L_\infty(B_R)} \int_{B_{r_1/2}} |z|^2 J(z) \, dz.$$ 

Furthermore, from lemma 4.3, we have

$$I_{131} \leq -2^{\alpha-3} C \alpha (1 - \alpha) \int_C |b|^{\alpha-2} |z|^2 K_1(z) \, dz.$$ 

Combining all these facts above, we obtain

$$I_1 \leq N \|u(\cdot)\|_{L_\infty(B_R)} \left( j(r_1/2) r_1^d + r_1^{-2} \int_{B_{r_1/2}} |z|^2 J(z) \, dz \right)$$

$$-2^{\alpha-3} C \alpha (1 - \alpha) \int_C |b|^{\alpha-2} |z|^2 K_1(z) \, dz.$$ 

(4.60)

For $I_2$, we first consider the case $\sigma < 1$. In this case,

$$I_2 = \int_{|z| \geq r_1/2} (w(\bar{x} + z) - w(\bar{x}) - w(\bar{y} + z) + w(\bar{y})) K_2(z) \, dz$$

$$+ \int_{B_{r_1/2}} (w(\bar{x} + z) - w(\bar{x}) - w(\bar{y} + z) + w(\bar{y})) K_2(z) \, dz := I_{21} + I_{22}.$$ 

Analogously to $I_{11}$, we bound $I_{21}$ by $N j(r_1/2) r_1^d \|u\|_{L_\infty(B_R)}$. For the other term $I_{22}$, since $|\bar{x} - x_0| < r_1/2$, from (4.59), we have

$$I_{22} \leq N r_1^{-2} \|u\|_{L_\infty(B_R)} \int_{B_{r_1/2}} (|\bar{x} + z - x_0|^2 - |\bar{x} - x_0|^2) K_2(z) \, dz$$

$$\leq N r_1^{-2} \|u\|_{L_\infty(B_R)} \int_{B_{r_1/2}} (|z|^2 + 2 |z||\bar{x} - x_0|) J(z) \, dz$$

$$\leq N r_1^{-1} \|u\|_{L_\infty(B_R)} \int_{B_{r_1/2}} |z| J(z) \, dz.$$ 

So

$$I_2 \leq N \|u\|_{L_\infty(B_R)} \left( j(r_1/2) r_1^d + r_1^{-1} \int_{B_{r_1/2}} |z| J(z) \, dz \right).$$ 

(4.61)

By combining (4.50), (4.51), (4.60) and (4.61),

$$0 \leq N_1 \left( \text{osc}_{B_R} f + \frac{j(r_1)}{j(R)} \|u\|_{L_1(\mathbb{R}^d, w_R)} \right.$$

$$+ \|u\|_{L_\infty(B_R)} \left[ j(r_1/2) r_1^d + r_1^{-1} \int_{B_{r_1/2}} |z| J(z) \, dz \right]$$

$$-2^{\alpha-3} C \alpha (1 - \alpha) \int_C |b|^{\alpha-2} |z|^2 K_1(z) \, dz.$$ 

Thus, if $C \geq C_1 := 2(r_1/2)^{-\alpha} \|u\|_{L_\infty(B_R)}$ and

$$C \geq C_2 := N_1 C_3 \left( \text{osc}_{B_R} f + \frac{j(r_1)}{j(R)} \|u\|_{L_1(\mathbb{R}^d, w_R)} \right.$$

$$+ \|u\|_{L_\infty(B_R)} \left[ j(r_1/2) r_1^d + r_1^{-1} \int_{B_{r_1/2}} |z| J(z) \, dz \right],$$
then

\[
0 \leq N_1 \left( \text{osc}_{B_R} f + \frac{j(r_1)}{j(R)} \|u\|_{L^1(\mathbb{R}^d, wR)} + \|u\|_{L^\infty(B_R)} \left[ j(r_1/2) r_1^d + r_1^{-1} \int_{B_{r_1/2}} |z| J(z) \, dz \right] \right) \\
\times \left( 1 - C_3 2^{\alpha - 3} (1 - \alpha) \int_C |b|^2 J(z) \, dz \right) \\
:= (1 - C_3 C_4(b)).
\]

If we take \( C_3 = 1/C_5 \) for a \( C_5 = C_5(r_1, \alpha) < C_4(b) \) which does not depend on \( b \) and will be chosen below, we get the contradiction. To select \( C_5 \), observe that with \( H1 \) and the fact \( |b| \leq r_1/2 \)

\[
C_4(b) = 2^{\alpha - 3} (1 - \alpha) \int_C |b|^2 J(z) \, dz \\
\geq \nu 2^{\alpha - 3} (1 - \alpha) \int_C |b|^2 J(z) \, dz \\
\geq \kappa_1^{-1} \nu 2^{\alpha - 3} (1 - \alpha) j(\eta_1 |b|) \int_C |b|^2 J(z) \, dz \\
\geq \kappa_1^{-1} \nu \eta_1^{d+2} 2^{\alpha - 3} (1 - \alpha) j(|b|) |b|^{d+\alpha} \int_{C_{\eta_2}} |z|^2 \, dz \\
\geq \kappa_1^{-2} \nu j(r_1/2) (r_1/2)^{d+\alpha} \eta_1^{d+2} 2^{\alpha - 3} (1 - \alpha) \int_{C_{\eta_2}} |z|^2 \, dz \\
= j(r_1/2) r_1^{d+\alpha} N(\alpha, \eta_1, \eta_2) := C_5,
\]

where \( C = \{ |z| < \eta_1 |b| : |z| \cdot b \geq (1 - \eta_2) |b| |z| \} \) and \( C_{\eta_2} = \{ |z| < 1 : |z| |b|/|b| |z| \geq (1 - \eta_2) \} \). Therefore, \( (4.61) \) holds with \( C = C_1 + C_2 \). Since \( C \) is independent of \( x_0 \), \( (4.47) \) is proved.

Next we consider the case \( \sigma = 1 \). Note that, because \( K_1 \) is symmetric, both \( K_1 \) and \( K_2 \) satisfy \( \text{Lip} \). Therefore, we can replace \( I_{B_1} \), with \( I_{B_{r_1}} \), in the definition of \( L_2 \), and get \( I_2 = I_{21} + I_{22} \), where

\[
I_{21} = \int_{|z| \geq r_1/2} (w(\bar{x} + z) - w(\bar{x}) - w(\bar{y} + z) + w(\bar{y})) K_2(z) \, dz,
\]

\[
I_{22} = \int_{B_{r_1/2}} (w(\bar{x} + z) - w(\bar{x}) - w(\bar{y} + z) + w(\bar{y}) - z \cdot (\nabla w(\bar{x}) - \nabla w(\bar{y}))) K_2(z) \, dz.
\]

\( I_{21} \) is already estimated in the previous case. Thus we only consider \( I_{22} \). Since \( M(x, y) \) attains its maximum at the interior point \( (\bar{x}, \bar{y}) \), we have \( \nabla_x M(\cdot, \bar{y})(\bar{x}) = 0 \), \( \nabla_y M(\bar{x}, \cdot)(\bar{y}) = 0 \), and therefore

\[
\nabla w(\bar{x}) - \nabla w(\bar{y}) = 16r_1^{-2} \|u\|_{L^\infty(B_R)} (\bar{x} - x_0).
\]

\[ (4.62) \]
We use (4.55) and (4.62) to get
\[ I_{22} \leq 8r_1^{-2} \|u\|_{L^\infty(B_R)} \int_{B_{1/2}} |z|^2 K_2(z) \, dz \]
\[ \leq 8r_1^{-2} \int_{B_{1/2}} |z|^2 J(z) \, dz \|u\|_{L^\infty(B_R)}. \]

Therefore, (4.47) is proved following the argument in the case \( \sigma < 1 \).

Finally, let \( \sigma > 1 \). Now we have \( I_2 = I_{21} + I_{22} \), where
\[
I_{21} = \int_{|z| \geq r_1/2} [w(x+z) - w(x) - w(y+z) + w(y) - z \cdot (\nabla w(x) - \nabla w(y))] K_2(z) \, dz,
\]
\[
I_{22} = \int_{B_{1/2}} [w(x+z) - w(x) - w(y+z) + w(y) - z \cdot (\nabla w(x) - \nabla w(y))] K_2(z) \, dz.
\]

Since \( \sigma > 1, |x - x_0| < r_1/2 \), by (4.62) and H1
\[
I_{21} \leq \int_{|z| \geq r_1/2} [4\|u\|_{L^\infty(B_R)} + 4(r_1/2)^{-1}\|u\|_{L^\infty(B_R)}|z|] K_2(z) \, dz
\]
\[ \leq Nr_1^{-2}\|u\|_{L^\infty(B_R)}. \]

For \( I_{22} \), we apply (4.55) and (4.62) to get
\[ I_{22} \leq Nr_1^{-2}\|u\|_{L^\infty(B_R)} \int_{B_{1/2}} |z|^2 J(z) \, dz. \]

So we again argue as in the first case to get the contradiction. Hence (i) is proved.

The proof of (ii) is quite similar to that of (i). Denote the counter parts of \( w \) and \( q \) by \( \tilde{w} \) and \( \tilde{q} \), respectively. Also we introduce \( I_1 \) and \( I_2 \) similarly. That is \( I_1 \) is same as before, and \( I_2 \) is given by
\[
I_2 = \int_{|z| \geq r_1/2} \left[ \tilde{w}(x+z) - \tilde{w}(x) - \tilde{w}(y+z) + \tilde{w}(y) \\
- I_{B_1}(z) z \cdot \nabla (\tilde{w}(x) - \tilde{w}(y)) \right] K_2(z) \, dz
\]
\[ + \int_{B_{1/2}} \left[ \tilde{w}(x+z) - \tilde{w}(x) - \tilde{w}(y+z) + \tilde{w}(y) \\
- I_{B_1}(z) z \cdot \nabla (\tilde{w}(x) - \tilde{w}(y)) \right] K_2(z) \, dz \]
\[ := I_{21} + I_{22}. \]

All of the differences are as follows. If \( r_1/2 \geq 1 \), then by using (4.55) and (4.62),
\[
I_{22} \leq Nr_1^{-2}\|\tilde{u}\|_{L^\infty(B_R)} \left[ \int_{B_1} |z|^2 K_2(z) \, dz + \int_{1 \leq |z| \leq r_1/2} (|z|^2 + (\tilde{x} - x_0) \cdot z) K_2(z) \, dz \right]
\]
\[ \leq NI_{\sigma < 1} r_1^{-2}\|\tilde{u}\|_{L^\infty(B_R)} \int_{B_{1/2}} |z| J(z) \, dz
\]
\[ + NI_{\sigma > 1} r_1^{-2}\|\tilde{u}\|_{L^\infty(B_R)} \int_{B_{1/2}} |z|^2 J(z) \, dz. \]

In the above, we also used \( \int_{1 \leq |z| \leq r_1/2} z^t K_2(z) \, dz = 0 \) if \( \sigma > 1 \) (due to H3(iv)).
Let $\sigma < 1$ and $r_1/2 < 1$. If $\textbf{H3}(\text{ii})$ hold, then by (2.17),
\[ I_{21} \leq N\|u\|_{L_\infty(B_R)} \int_{|z| \geq r_1/2} J(z) \, dz \]
\[ = N r_1^d \int_{|z| \geq 1} J(r_1 z/2) \, dz \leq N j (r_1/2) r_1^d \|u\|_{L_\infty(B_R)}. \]
Also, if $\textbf{H3}(\text{iii})$ holds, then by using (2.62),
\[ I_{21} \leq \|u\|_{L_\infty(B_R)} \int_{|z| \geq r_1/2} [1 + 8 r_1^{-1} |z|] K_2(z) \, dz \]
\[ \leq N j (r_1/2) r_1^d \|u\|_{L_\infty(B_R)}. \]
This completes the proof of the theorem. \qed

We remove sup$_{B_R} u$ on the right hand side of (4.48) in the following corollary. Recall $w_R(x) = \frac{1}{j(R) j(|x|/2)}$.

**Corollary 4.3.** Suppose that $\textbf{H1}$ and $\textbf{H2}$ hold. Let $\lambda \geq 0$, $f \in L_\infty(B_1)$, and $u, \tilde{u} \in C^2_0(B_R) \cap L_1(\mathbb{R}^d, w_R)$ satisfy
\[ Lu - \lambda u = f, \quad \tilde{L} u - \lambda \tilde{u} = f \quad \text{in} \quad B_R. \] (4.63)
(i) For any $\alpha \in (0, \min\{1, \alpha_0\})$, it holds that
\[ [u]_{C^\alpha(B_{R/2})} \leq N \frac{1}{j(R) R^{d+\alpha}} \left( \|u\|_{L_1(\mathbb{R}^d, w_R)} + \text{osc}_{B_R} f \right), \] (4.64)
where $N = N(d, \nu, \Lambda, \kappa_1, \alpha_0, \alpha)$.
(ii) If one of $\textbf{H3}(\text{ii})-\text{(iv)}$ is additionally assumed, then (4.64) holds for $\tilde{u}$.

**Proof.** For $n = 1, 2, \ldots$, set $r_n := R (1 - 2^{-n})$.

Observe that $(r_{n+1} - r_n)/2 = R 2^{-n-2} \leq R$ and by $\textbf{H1}$
\[ \frac{1}{j(r_{n+1})} \|u\|_{L_1(\mathbb{R}^d, w_{r_{n+1}})} \leq \left( \int_{|z| < 2R} u(z) \, dz + \frac{1}{j(r_{n+1})} \int_{|z| \geq 2R} u(z) j(z/2) \, dz \right) \]
\[ \leq N \left( \int_{|z| < 2R} u(z) \, dz + \frac{1}{j(R)} \int_{|z| \geq 2R} u(z) j(z/2) \, dz \right) \]
\[ \leq N \frac{1}{j(R)} \int_{\mathbb{R}^d} u(z) w_R(z) \, dz. \]

Then by Theorem 4.2 (i) and $\textbf{H1}$,
\[ [u]_{C^\alpha(B_{r_n})} \leq NR^{-\alpha 2^{\alpha n}} \sup_{B_{r_{n+1}}} |u| + N \frac{2^{(d+\alpha)n}}{j(R 2^{-n-2}) R^{d+\alpha}} \left( \frac{j(R 2^{-n-2})}{j(r_{n+1})} \|u\|_{L_1(\mathbb{R}^d, w_{r_{n+1}})} + \text{osc}_{B_{r_{n+1}}} f \right) \]
\[ \leq N \left[ R^{-\alpha 2^{\alpha n}} \sup_{B_{r_{n+1}}} |u| + \frac{2^{(d+\alpha)n}}{j(R) R^{d+\alpha}} \left( \|u\|_{L_1(\mathbb{R}^d, w_R)} + \text{osc}_{B_R} f \right) \right]. \] (4.65)
In order to estimate the term \( \sup_{B_{r_{n+1}}} |u| \) above, we use the following:

\[
\sup_{B_{r_{n+1}}} |u| \leq (\varepsilon r_{n+1})^\alpha [u]_{\alpha} + N(\varepsilon r_{n+1})^{-d} \|u\|_{L_1(B_{r_{n+1}})}, \quad \varepsilon \in (0, 1). \tag{4.66}
\]

Actually this inequality can be easily obtained as follows. For all \( \varepsilon \in (0, 1) \), \( x \in B_{r_{n+1}} \) and \( y \in B_{r_{n+1}} \cap B_{\varepsilon r_{n+1}}(x) \),

\[
|B_{r_{n+1}} \cap B_{\varepsilon r_{n+1}}(x)| \cdot |u(x)| \\
\leq \int_{B_{r_{n+1}} \cap B_{\varepsilon r_{n+1}}(x)} (|u(x) - u(y)| + |u(y)|) \, dy \\
\leq |B_{r_{n+1}} \cap B_{\varepsilon r_{n+1}}(x)| \cdot (\varepsilon r_{n+1})^\alpha [u]_{\alpha} + \int_{B_{r_{n+1}} \cap B_{\varepsilon r_{n+1}}(x)} |u(y)| \, dy.
\]

Now it is enough to note that \( |B_{r_{n+1}} \cap B_{\varepsilon r_{n+1}}(x)| \sim (\varepsilon r_{n+1})^d \) because \( \varepsilon \in (0, 1) \) and \( x \in B_{r_{n+1}} \).

Take \( N \) from (4.65) and define \( \varepsilon \) so that

\[
\varepsilon^{\alpha} = N^{-1} 2^{-\alpha} 2^{-3d}.
\]

Then by combining (4.65) and (4.66),

\[
[u]_{\alpha}(B_{r_n}) \leq 2^{-3d}[u]_{\alpha}(B_{r_{n+1}}) + NR^{-d-\alpha} 2^{2dn} \|u\|_{L_1(B_{r_{n+1}})} \\
+ N \frac{2^{(d+\alpha)n}}{j(R) R^{d+\alpha}} \left( \|u\|_{L_1(\mathbb{R}^d, w_R)} + \text{osc}_{B_R} f \right) \\
\leq 2^{-3d}[u]_{\alpha}(B_{r_{n+1}}) + NR^{-d-\alpha} 2^{2dn} \|u\|_{L_1(B_{r_{n+1}})} \\
+ N \left( \sum_{n=1}^{\infty} 2^{-dn} \right) \frac{1}{j(R) R^{d+\alpha}} \left( \|u\|_{L_1(\mathbb{R}^d, w_R)} + \text{osc}_{B_R} f \right). \tag{4.67}
\]

Multiply both sides of (4.67) by \( 2^{-3dn} \) and take the sum over \( n \) to get

\[
\sum_{n=1}^{\infty} 2^{-3dn}[u]_{\alpha}(B_{r_n}) \\
\leq \sum_{n=1}^{\infty} 2^{-3d(n+1)}[u]_{\alpha}(B_{r_{n+1}}) + N \sum_{n=1}^{\infty} 2^{-dn} R^{-d-\alpha} \|u\|_{L_1(B_{r_{n+1}})} \\
+ N \left( \sum_{n=1}^{\infty} 2^{-dn} \right) \frac{1}{j(R) R^{d+\alpha}} \left( \|u\|_{L_1(\mathbb{R}^d, w_R)} + \text{osc}_{B_R} f \right).
\]

Since \([u]_{\alpha}(B_{r_n}) \leq [u]_{\alpha}(B_{r}) < \infty \) and by \textbf{H1}

\[
\|u\|_{L_1(B_{r_{n+1}})} \leq \|u\|_{L_1(B_{r})} = \frac{j(R)}{j(R)} \|u\|_{L_1(B_R)} \leq \frac{N}{j(R)} \|u\|_{L_1(\mathbb{R}^d, w_R)};
\]

(i) is proved.

(ii) is proved similarly by following the proof of (i) with Theorem 4.2 (ii). \qed
5. SOME SHARP FUNCTION AND MAXIMAL FUNCTION ESTIMATES

For \( g \in L_{1,\text{loc}}(\mathbb{R}^d) \), the maximal function and sharp function are defined as follows:

\[
\mathcal{M}g(x) := \sup_{r>0} \frac{1}{|B_r(x)|} \int_{B_r(x)} |g(y)| \, dy, \\
g^\#(x) := \sup_{r>0} \frac{1}{|B_r(x)|} \int_{B_r(x)} |g(y) - (g)_{B_r(x)}| \, dy,
\]

and

\[
\text{where } (g)_{B_r(x)} = \frac{1}{|B_r(x)|} \int_{B_r(x)} g(y) \, dy \text{ the average of } g \text{ on } B_r(x).
\]

**Lemma 5.1.** Suppose that H1 and H2 hold. Let \( \lambda \geq 0, R > 0, f \in C_0^\infty \), and \( f = 0 \) in \( B_{2R} \). Assume that \( u, \tilde{u} \in H^1_2 \cap C^\infty_0 \) satisfy

\[
Lu - \lambda u = f, \quad \tilde{L}u - \lambda \tilde{u} = f.
\]

(i) Then for all \( \alpha \in (0, \min\{1, \alpha_0\}) \),

\[
[u]_{C^\alpha(B_{R/2})} \leq N R^{-\alpha} \sum_{j=0}^{\infty} 2^{-\alpha j} (u)_{B_{2^j R}}.
\]

(ii) If one of H3(ii)-(iv) is additionally assumed, then [5.69] and [5.70] hold for \( \tilde{u} \).

**Proof.** By Corollary 4.3 and the assumption that \( f = 0 \) in \( B_{2R} \),

\[
[u]_{C^\alpha(B_{R/2})} \leq N \frac{1}{j(R) R^{d+\alpha}} \|u\|_{L_1(\mathbb{R}^d, w_R)}.
\]

Set

\[
B_{(0)} = B_R, \quad B_{(k)} = B_{2^k R} \setminus B_{2^{k-1} R}, \quad k \geq 1.
\]

Observe that

\[
|u|_{L_1(\mathbb{R}^d, w_R)} = \int_{\mathbb{R}^d} |u(y)| \frac{1}{1/j(R) + 1/|y|^2} \, dy
\]

\[
= \sum_{k=0}^{\infty} \int_{B_{(k)}} |u(y)| \frac{1}{1/j(R) + 1/|y|^2} \, dy
\]

\[
\leq 2j(R) \int_{B_{2R}} |u(y)| \, dy + N \sum_{k=2}^{\infty} j(2^{k-2} R) \int_{B_{2^k R}} |u(y)| \, dy
\]

\[
\leq N \left( j(R) R^d (|u|)_{B_{2R}} + \sum_{k=2}^{\infty} 2^{-(k-2)(d+\alpha)} \int_{B_{2^k R}} |u(y)| \, dy \right)
\]

\[
\leq N \left( j(R) R^d (|u|)_{B_{2R}} + \sum_{k=2}^{\infty} 2^{-(k-2)(d+\alpha)} 2^{kd} j(R) R^d (|u|)_{B_{2^k R}} \right)
\]

\[
\leq N j(R) R^d \left( \sum_{k=1}^{\infty} 2^{-\alpha k} (|u|)_{B_{2^k R}} \right),
\]

\[\alpha \in (0, \min\{1, \alpha_0\}).\]
where the first and second inequalities come from $\textbf{H1}$. Therefore we get (5.69).

To prove (5.70), we apply the operator $A$ to both sides of $Lu - \lambda u = f$ and obtain

$$(L - \lambda)(Au) = Af.$$  

By applying Corollary 4.3 again,

$$[Au]_{C^0(B_{r/2})} \leq N \frac{1}{j(R)} \left( \|Au\|_{L^1(R^d, w_{R})} + \sup_{B_{R}} |Af| \right).$$

The first term on the right hand side of (5.72) is bounded by

$$NR^{-\alpha} \left( \sum_{k=0}^\infty 2^{-\alpha k} \|Au\|_{B_{2^k R}} \right) .$$

In order to estimate the second term, we recall the definition of $A$. For $|x| < R$,

$$|Af(x)| = \left| \int_{B_d} [f(x+y) - f(x)]J(y) \, dy \right|$$

$$\leq \sum_{k=1}^\infty \int_{B_{(k)}} |f(x+y)| \, dy$$

$$\leq N \sum_{k=1}^\infty j(2^{k-1} R) \int_{B_{(k)}} |f(x+y)| \, dy$$

$$\leq N \sum_{k=1}^\infty 2^{-(k-1)(d+\alpha)} j(R) \int_{B_{2^k R}} |f(y)| \, dy$$

$$\leq N \sum_{k=1}^\infty 2^{-(k-1)(d+\alpha)} j(R) \int_{B_{2^k+1 R}} |f(y)| \, dy$$

$$\leq N j(R) R^d \left( \sum_{k=1}^\infty 2^{-\alpha k} \|f\|_{B_{2^k+1 R}} \right) \leq N j(R) R^d M f(0),$$

where the first inequality is due to the assumption $f(x) = 0$ if $|x| < 2R$ and both the second and the third inequality are owing to $\textbf{H1}$. Therefore (i) is proved. Also, (ii) is proved similarly with Corollary 4.3 (ii). $\Box$

The above lemma easily yields the following mean oscillation estimate.

**Corollary 5.2.** Suppose that $\textbf{H1}$ and $\textbf{H2}$ hold. Let $\lambda \geq 0$ and $r, \kappa > 0$. Assume $f \in C_0^\infty$, $f = 0$ in $B_{2kr}$, and $u, \tilde{u} \in H^1_{\mathcal{A}} \cap C^\infty_0$ satisfy

$$Lu - \lambda u = f, \quad \tilde{L}u - \lambda \tilde{u} = f.$$  

(i) Then for all $\alpha \in (0, \min\{1, \alpha_0\})$,

$$\|u - (u)_{B_r}\|_{B_r} \leq N \kappa^{-\alpha} \sum_{k=1}^\infty 2^{-\alpha k} \|u\|_{B_{2^k r}},$$

(5.73)

$$\|Au - (Au)_{B_r}\|_{B_r} \leq N \kappa^{-\alpha} \left( \sum_{k=1}^\infty 2^{-\alpha k} \|Au\|_{B_{2^k r}} + M f(0) \right),$$

(5.74)

where $N$ depends only on $d, \nu, \Lambda, \kappa_1, \kappa_2, \alpha_0$, and $\alpha$.  

(ii) If one of $\textbf{H3}$ (ii)-(iv) is additionally assumed, then \((5.73)\) and \((5.74)\) hold for $\tilde{u}$.

**Proof.** It is enough to use the following inequality
\[
(|u - (u)_{B_r}|)_{B_r} \leq 2^\alpha r^\alpha [u]_{C^\alpha(r)} \leq 2^\alpha r^\alpha [u]_{C^\alpha(\kappa r/2)}
\]
and apply Lemma 5.1 with $R = \kappa r$. □

Next we show that the mean oscillation of $u$ is controlled by the maximal functions of $u$ and $Lu - \lambda u$.

**Lemma 5.3.** Suppose that $\textbf{H1}$ and $\textbf{H2}$ hold. Let $\lambda > 0$, $\kappa \geq 2$, $r > 0$, and $f \in C^\infty_0$. Assume $u, \tilde{u} \in H^2 \cap C^\infty_b$ satisfy
\[
Lu - \lambda u = f, \quad \tilde{Lu} - \lambda \tilde{u} = f.
\]

(i) Then for all $\alpha \in (0, \min\{1, \alpha_0\})$,
\[
\lambda(|u - (u)_{B_r}|)_{B_r} + (|Au - (Au)_{B_r}|)_{B_r} \leq N\kappa^{-\alpha} (\lambda M(u)(0) + M(Au)(0)) + N\kappa^{d/2}(M(f^2)(0))^{1/2},
\]
where $N$ depends only on $d, \nu, \Lambda$, and $J$.

(ii) If one of $\textbf{H3}$ (ii)-(iv) is additionally assumed, then \((5.76)\) holds for $\tilde{u}$.

**Proof.** Due to the similarity of the proof, we only prove the assertion (i).

Take a cut-off function $\eta \in C^\infty_0(\mathbb{B}_{4\kappa r})$ satisfying $\eta = 1$ in $\mathbb{B}_{2\kappa r}$. By Theorem 2.8 there exists a unique solution $u$ in $H^2$ satisfying
\[
Lu - \lambda w = \eta f
\]
and
\[
\lambda ||w||_{L^2} + ||Aw||_{L^2} \leq N||\eta f||_{L^2}.
\]
From \((5.78)\), Jensen’s inequality, and the fact $\eta f$ has its support within $B_{4\kappa r}$, for any $R > 0$,
\[
\lambda(|w|)_{B_R} + (|Aw|)_{B_R} \leq NR^{-d/2}(\lambda ||w||_{L^2} + ||Aw||_{L^2}) \leq NR^{-d/2}||\eta f||_{L^2} \leq NR^{-d/2}(\kappa r)^{d/2}(M(f^2)(0))^{1/2}.
\]
Furthermore, taking $(1 - \Delta)^\gamma$ to both sides of \((5.77)\) and using the fact $(1 - \Delta)^\gamma w = L(1 - \Delta)^\gamma w$, we can easily check that $w \in C^\infty_0$ by Sobolev’s inequality. By setting $v := u - w$, from \((5.77)\) and \((5.75)\)
\[
Lv - \lambda v = (1 - \eta)f, \quad v \in C^\infty_0 \cap H^2.
\]
Therefore, the lemma is proved.

\[\square\]

Suppose that Lemma 5.4.

Assume

Then for all \(\alpha\),

Proof. Exchanging the roles of \(A\) and \(L\) in the proof of Lemma 5.3. we easily get

Therefore, the lemma is proved as we follow the proof of Lemma 5.3. \(\square\)
6. Proof of Theorems 2.16 and 2.21

Proof of Theorem 2.16
The case $p = 2$ was already proved in Theorem 2.8. Due to Corollary 2.7 and Lemmas 2.6 it is sufficient to prove
\[ \|Au\|_{L_p} + \lambda \|u\|_{L_p} \leq N \|Lu - \lambda u\|_{L_p}, \quad \forall u \in C_0^\infty, \]  
(6.81)
where $N = N(d, \nu, \Lambda, \kappa_1, \kappa_2, \alpha_0)$.

First, assume $p > 2$. Put $f := Lu - \lambda u$. From Lemma 5.3 for all $\alpha \in (0, \min\{1, \alpha_0\})$
\[ \lambda \|u - (u)_{B_r}\|_{L_p} + \|Au - (Au)_{B_r}\|_{L_p} \leq N \kappa^{-\alpha} \left( \lambda \|Mu(0)\| + M(Au)(0) \right) + N \kappa^{d/2} \left( M(f^2)(0) \right)^{1/2}. \]

By translation, it is easy to check that the above inequality holds for all $B_r(x)$ with $x \in \mathbb{R}^d$ and $r > 0$. By the arbitrariness of $r$,
\[ \lambda u^\#(x) + (Au)^\#(x) \leq N \kappa^{-\alpha} \left( \lambda \|Mu(x)\| + M(Au)(x) \right) + N \kappa^{d/2} \left( M(f^2)(x) \right)^{1/2}. \]

Therefore, by the Fefferman-Stein theorem and Hardy-Littlewood maximal theorem (see, for instance, chapter 1 of [15]), we get
\[ \lambda \|u\|_{L_p} + \|Au\|_{L_p} \leq N \kappa^{-\alpha} \left( \lambda \|u\|_{L_p} + \|Au\|_{L_p} \right) + N \kappa^{d/2} \|f\|_{L_p}. \]

By choosing $\kappa > 2$ large enough so that $N \kappa^{-\alpha} < 1/2$,
\[ \lambda \|u\|_{L_p} + \|Au\|_{L_p} \leq N \|f\|_{L_p}. \]

We use the duality argument for $p \in (1, 2)$. Put $q := p/(p - 1)$. Then since $q \in (2, \infty)$, for any $g \in C_0^\infty$ there is a unique $v_g \in H^1_0$ satisfying
\[ L^* v_g - \lambda v_g = g \quad \text{in} \quad \mathbb{R}^d. \]

Therefore, by applying (6.81) with $q \in (2, \infty)$, for any $u \in C_0^\infty$,
\[ \|Au\|_{L_p} \leq \sup_{\|g\|_{L_q} = 1, \ g \in C_0^\infty} \int_{\mathbb{R}^d} |gAu| \ dx = \sup_{\|g\|_{L_q} = 1, \ g \in C_0^\infty} \int_{\mathbb{R}^d} |(L^* v_g - \lambda v_g)Au| \ dx = \sup_{\|g\|_{L_q} = 1, \ g \in C_0^\infty} \int_{\mathbb{R}^d} |Av_g(Lu - \lambda u)| \ dx \leq \sup_{\|g\|_{L_q} = 1, \ g \in C_0^\infty} \|Av_g\|_{L_p} \|Lu - \lambda u\|_{L_p} \leq \sup_{\|g\|_{L_q} = 1, \ g \in C_0^\infty} N \|g\|_{L_q} \|Lu - \lambda u\|_{L_p} = N \|Lu - \lambda u\|_{L_p}. \]

Similarly,
\[ \lambda \|u\|_{L_p} \leq N \|Lu - \lambda u\|_{L_p}. \]

Finally, we prove the continuity of the operator $L$ by showing
\[ \|Lu\|_{L_p} \leq N \|Au\|_{L_p}, \quad \forall u \in C_0^\infty. \]  
(6.82)

Recall that we proved (6.81) based on Lemma 5.3. Similarly, using Lemma 5.4 one can prove
\[ \|Lu\|_{L_p} \leq N \|Au - \lambda u\|_{L_p}, \quad \forall u \in C_0^\infty, \quad \forall \lambda > 0. \]
Since \(N\) is independent of \(\lambda\), this leads to (6.82). The theorem is proved.

**Proof of Theorem 2.21**

The proof is identical to that of Theorem 2.16 if one of \(H_3(ii)-(iv)\) holds. So it only remains to prove

\[
\|Au\|_{L^p} + \lambda \|u\|_{L^p} \leq N \|Lu - \lambda u\|_{L^p}, \quad \forall u \in C^\infty_0
\]

under the condition \(H_3(i)\). Define

\[
b^i = -\int_{B_1} y^i a(y) J(y) dy \quad \text{if} \quad \sigma \in (0, 1), \quad b^i = \int_{\mathbb{R}^d \setminus B_1} y^i a(y) J(y) dy \quad \text{if} \quad \sigma \in (1, 2).
\]

Then under \(H_1\) and \(H_2\), \(|b| < \infty\) and for for any \(u \in C^\infty_0\), we have

\[
\tilde{L}u = Lu + b \cdot \nabla u,
\]

and therefore

\[
\|u\|_{L^p} + \|Au\|_{L^p} \leq N \|Lu - \lambda u\|_{L^p} \leq N \left( \|Lu - \lambda u\|_{L^p} + \|\nabla u\|_{L^p} \right).
\]

Take \(\varepsilon = 1/(2N)\) in \(H_3(i)\) and apply Lemma 2.1. Then, the theorem is proved. □
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