A Scalable Blockchain-based Smart Contract Model for Decentralized Voltage Stability Using Sharding Technique

I. INTRODUCTION

The ongoing development of the Smart Grid is putting increasing pressure on the monitoring and control systems that keep it stable. Renewable generation, for instance, is a growing part of our energy mix - but its intermittency demands rapid, real-time control actions to preserve voltage stability. Likewise, distributed generation and micro-generation further complicate the Smart Grid landscape. Meanwhile, the deployment of Intelligent Electronic Devices (IEDs) and Phasor Measurement Units (PMUs) - meant to enable fine-grained monitoring and control of the grid - has in turn created a tsunami of sensor data that threatens to overwhelm centralized control systems. Therefore, several studies have investigated distributed monitoring and control systems, in order to mitigate data volumes. This implies that the distributed control algorithms will principally operate on localized voltage measurements, but must still ensure system-level stability [1] [2] [3] [4].

Blockchain technology and smart contracts are one possible approach to creating a decentralized IT infrastructure for the Smart Grid. In the past few years, there have been studies applying blockchains to various elements of the Smart Grid ecosystem. Some previous studies have investigated using smart contracts to provide ancillary services by tracking and managing energy distribution in the network [5] or organizing some DERs to act as voltage regulators and curtail their individual power outputs [6]. A few studies also focused on scheduling and trading energy among Energy Storage Units (ESUs) to minimize grid fluctuations [7] [8]. However, none of these studies have investigated or evaluated the capability and performance of blockchain as a real-time control system for complex objectives, using PMUs as the data sources. In the current paper, we design such a system for distributed voltage stability control. We have implemented an existing distributed voltage-stabilty control algorithm (DVS [1]) as a collection of smart contracts operating on a permissioned blockchain. This is in contrast to the original implementation, which was built on the Distributed Coordination Blocks (DCBlocks) [9] framework, which is a classic distributed-computing platform.

In addition, we propose a new transaction processing model based on the sharding technique to tackle the performance and scalability requirements of the Smart Grid. In this model, by growing the smart grid network, one or multiple local controllers can be assigned to different shards within the network, and a committee will be selected for each shard. This allows many more transactions to be processed in parallel at the same time, further improving the performance of the system. We used Hyperledger Fabric [10] to implement and evaluate our proposed model. For the Power flow simulation, we used the Matpower package \(^1\) [11] in Matlab. We analyzed the performance of our implementation using the Hyperledger

\(^1\)https://matpower.org/
Centralized monitoring and control techniques, but none of them used blockchain and smart contracts [14] as a distributed computing platform. Blockchain in this kind of system can increase trust, security, transparency, and the traceability of data shared across a power system network. We furthermore hypothesize that it provides a robust computational framework to implement local and distributed voltage stability algorithms. To test this hypothesis, we will implement one such algorithm as a set of blockchain-based smart contracts. From the existing literature, we select the DVS algorithm [9]. First proposed in 2016, DVS includes both monitoring and control algorithms in their architecture. The authors validated the algorithm in simulations using the IEEE 30, 57, 118, and 300 bus topologies [1] (these are standardized power network simulations, with a varying number of connections, used as research testbeds in power delivery systems research. Physically implementing and testing a new algorithm on the actual power grid is obviously inadvisable, and physical laboratory testbeds are either too simple to replicate actual power-system dynamics, or else prohibitively expensive.) The DVS algorithm is as follows:

**Initial Grouping and Group Formation:**

The DVS algorithm starts with an initial grouping method, which splits the power system grid and resources into multiple small groups. Each group is a set of nodes or substations aggregated based on their electric distance and network sensitivity. The substations or nodes in our blockchain-based model are able to instantiate smart contracts. They record and emit synchrophasor measurements from phasor measurement units (PMUs) to compute voltage stability indices [15] [16]. They can take control actions based on those measurements, using local reactive power sources or Volt Var Compensators (VVCs). At a minimum, each group is assumed to have a few reactive power sources or VVCs available, as well as at least one transmission line and load and generator.

The buses in the local group can be classified into one of three categories: load bus, tie or boundary bus, and generation bus. Load buses have a load connected to them. Generation buses have power sources or generators, and the tie buses are the interconnections among groups. For simplicity, they split each tie line in half and replace it with either a virtual load bus (virtual PQ bus) or a virtual generator (virtual PV bus) based on the power flow direction to represent power grid connections outside of the local group.

**DVS Monitoring Algorithm:**

The DVS monitoring algorithm estimates a voltage stability index (VSI) using the proposed Thevenin’s Equivalent approach in [15]. The equivalent voltage and impedance are calculated based on each group’s information for representing the external system connected to each load bus. First, they create an admittance matrix for each group for representing the network topology. Equation (1) shows the admittance matrix, in which the G denotes generation bus, L represents Load bus, and T shows the tie bus. Therefore, \( Y_{GL} \), \( Y_{GT} \), \( Y_{TL} \), \( Y_{TT} \), \( Y_{TG} \), and \( Y_{LL} \) are the admittances between generator to load, generator to tie line, tie line to load, tie line to tie line, tie line to generator, and load to load, respectively.

The remaining of this paper is organized as follows. In section II, we provide essential background in voltage stability and describe the DVS algorithm. In section III, we discuss the design of our smart contracts and the proposed model architecture on blockchain. Then we describe our second proposed model incorporating the sharding mechanism. In section IV, we describe our experimental methodology and results. Finally, we offer a summary and discussion of future work in section V.

**II. DECENTRALIZED VOLTAGE STABILITY (DVS) ALGORITHM**

In the electric power grid, power demand (load) must be less than or equal to the total available power. If the load in a given region exceeds the available power and no corrective actions are taken, the area voltages will become unstable and even collapse. This can severely damage electric systems, and so the response is to cut off the power flow to that region completely, resulting in a blackout. Voltage collapse or instability is a dynamic circumstance involving many nonlinear power system components, on a time scale that can range from seconds to hours [13].

Nowadays, ensuring voltage stability is a challenge due to the increasing number of renewable sources, increasing loads, environmental limitations on power system expansion, and high competition in the energy market. Voltage stability maintenance is an active process, which can be organized in a centralized or decentralized fashion. In the centralized voltage stability algorithms, a control center monitors the state of the power grid (or a subregion), commonly represented as one or more voltage stability indexes. These indexes essentially capture the grid’s current safety margin against a voltage collapse. When stability is threatened (the indices approach dangerous values), the control center intervenes. Stored power from capacitors (purposefully charged for such needs) could be released, large-scale power customers might see large machines idled (such load-shedding contracts are common in energy markets), or additional generation may be brought on-stream. However, the volume and velocity of data received at the control center means that it may not react swiftly to instabilities in a smaller region. Decentralized algorithms, on the other hand, should be able to react much more swiftly to local instabilities. In this case, a voltage stability index would be calculated just for a limited area of responsibility, implying a far lower volume of data. The challenge, of course, is that a local algorithm will have far fewer resources available to address any instability. A mechanism for escalating interventions so as to call on resources beyond the local area will be needed [1].

Several studies have proposed or investigated different decentralized monitoring and control techniques, but none of
\[
Y = \begin{bmatrix}
Y_{GL} & Y_{GT} & Y_{GG} \\
Y_{TL} & Y_{TT} & Y_{TG} \\
Y_{LL} & Y_{LT} & Y_{LG}
\end{bmatrix} \tag{1}
\]

\[
Z_{th} = Z_{LL} = (Y_{LL} - Y_{LT} Y_{TT}^{-1} Y_{TL})^{-1} \tag{2}
\]

\[
V_{th_j} = \left( \frac{S_{L_j}}{V_{L_j}} \right)^* Z_{th_j} - V_{L_j} \quad j = 1, ..., n
\]

\[
S_{L_j} = \text{complex power flow out of bus } j.
\]

\[
V_{L_j} = \text{voltage magnitude of load bus } j.
\]

Thevenin’s parameters are calculated using equations (2) and (3). The \( V_{th} \) (voltage equivalent) and \( Z_{th} \) (equivalent impedance) are then used to approximate maximum active power \( (P_{max}) \), maximum reactive power \( (Q_{max}) \), and maximum complex power \( (S_{max}) \) for each load bus [15]. (Recall that alternating current power follows a sine-wave pattern, which is analyzed using complex values; reactive power is the imaginary component of the complex power vector.) Similarly, \( (P_{load}, Q_{load}, S_{load}) \) are the real, reactive, and complex power values of load at each bus, respectively (please refer to [15] for a detailed derivation). Using calculated maximum power for each bus, the VSI for each load bus is calculated as follows:

\[
VSI = \min\left(\frac{P_{max} - P_{load}}{P_{max}}, \frac{Q_{max} - Q_{load}}{Q_{max}}, \frac{S_{max} - S_{load}}{S_{max}}\right). \tag{4}
\]

The VSI for each bus is used in the DVS algorithm to detect buses with a weak stability margin; the DVS control algorithm is then used to prevent voltage collapse.

**DVS Control Algorithm:**

When a bus is found to have a weak stability margin, additional reactive power from the closest source (in terms of electrical distance) is injected into the network. In this algorithm, a Priority Index (PI) matrix is first formed for each group using the admittance matrix. The PI matrix represents an electrical distance between buses and helps to find the closest VVCs to the weak bus. Based on this matrix, the top priority is given to a VVC directly connected to the weak bus; and the next set of priorities is given to reactive power sources based on the ascending ranking of electrical distance. After selecting the closest reactive power, the required reactive power to adequately raise the stability margin at the weak bus is calculated using the Jacobian Matrix. In Equation (5), \( V_{req} \) is the minimum acceptable voltage, \( Q_{req} \) is the required reactive power, and \( V_{WeakBus} \) is the voltage magnitude of the weak bus.

\[
Q_{req} = \frac{\delta Q}{\delta V} \star (V_{req}) - V_{WeakBus}. \tag{5}
\]

The \( \frac{\delta Q}{\delta V} \) term represents the sensitivity of the bus where the VVC is located versus the weak bus. In the DVS algorithm, the chain rule is used to calculate the sensitivity of buses that are not directly connected to the weak bus. If needed, the control algorithm may run multiple times to compensate for the voltage stability at the target bus. If the DVS algorithm cannot find enough reactive power sources within the group to correct the stability margin, it then merges the group with an adjacent group, and calls on that group’s resources as well. This process will continue, drawing in resources from a wider and wider area until enough additional power is injected to restore stability.

**III. BLOCKCHAIN-BASED SMART CONTRACT DESIGN FOR DVS ALGORITHM**

Blockchain technology offers security, traceability, decentralized, and immutability; characteristics which can be leveraged in implementing the DVS algorithm. The blockchain model provides a secure platform for each group to communicate with each other and reach a consensus on what buses require control action, and how best to organize the same. Utilizing smart contracts enables us to automate these procedures, then reacting faster to voltage instabilities; as noted previously, a voltage collapse can potentially happen in just seconds. At the same time, the security and immutability of the blockchain offer enhanced protection and auditability for critical infrastructure. While other authors have explored blockchain systems in the past, they either do not use blockchain as a platform for decentralized voltage stability, or neglect the performance of their consensus mechanism if they do [9].

This study proposes and evaluates a blockchain-based smart contract model to implement the DVS algorithm. We furthermore address scalability; plainly, in a large-scale grid there will be many groups, and transactions between groups. The blockchain network underlying the grid could thus be over-loaded. Therefore, we designed a sharding solution for our blockchain-based DVS algorithm. We formally discuss the design of our model for the sharding mechanism based on two consensus levels: shard-level consensus and mainchain consensus. This section will elaborate on our blockchain-based approach and workflow and then describe our sharding mechanism to improve scalability.

**A. Workflow**

In this subsection, we discuss the entire workflow of our proposed framework and elaborate on the network topology and smart contract details for DVS monitoring and control algorithms. Firstly, we categorize the participants in our network, following the notation in Fig. 1.

**Clients:**

We assume that multiple PMU devices are distributed inside each group for measuring phasor quantity. PMU devices estimate the magnitude and phase angle of an electrical phasor quantity such as voltage or current in the power grid. PMUs can report high temporal resolution measurements, up to 120
Fig. 1. Blockchain based architecture for the DVS algorithm - without sharding mechanism.

Hz [17]. Several papers investigated the optimal location of PMUs when the number of PMUs is limited [18] [19], which is out of the scope of this paper.

In order to gather measurements, we assume one or multiple computing devices are responsible for aggregating the PMUs measurement in each group and instantiating relative smart contracts through the Fabric SDK. The Hyperledger Fabric SDK allows applications to interact with a Fabric blockchain network via a simple API to submit transactions to the ledger or query the recorded data with minimal code. Furthermore, the reactive power sources and VVCs are also connected to the network and update their available resources on the ledger for control actions. In the case of need, smart contracts can send a control action to activate or deactivate VVCs on the grid. For simulating the client-side, we use the Matpower library in Matlab to run optimal power flow and inject reactive power to each bus. For interacting with Fabric SDK, the related data of each group is converted to JSON. Then the data is sent via an HTTPS request to the RESTful Web-service to submit or query a transaction on the ledger.

Organization and Peers:

The Hyperledger Fabric blockchain network is built up from the peers owned and contributed by the different organizations. Each organization can have one or multiple peers responsible for various tasks and offering API services for clients. The smart contracts are executed on the peers, and peers maintain copies of the ledger. We assigned one or multiple peers to each group.

Committee Peers:

Members of the committee are responsible for evaluating and validating every task and data during consensus. In a network with no sharding mechanism, we assume all peers in the blockchain network are responsible for validating and endorsing every executed task.

The Clients can instantiate and submit different transactions on the network, as managed by the smart contracts. We have implemented four primary tasks of the DVS algorithm as smart contracts:

**Initial grouping:** In our prototype system, we assume that all admittance values are constant, and the system’s topology will not change; therefore, this transaction will be executed once during the initializing of the network. The admittance matrix, Priority Index matrix, and the constant part of the Jacobian matrix are calculated through Matlab libraries, and their data are recorded for each group and combination of groups on the ledger. Note, however, that these values would change if the topology of the network changed.

**ComputeVSI:** This transaction receives the data of PMU measurements and uses the DVS algorithm to calculate the VSI for each load bus. Then the VSI values are sorted via the shell sort algorithm, and if the minimum VSI is less than the specified threshold, the LocalController transaction will be called. This transaction also reads information from the ledger, such as the impedance values of the local group determined during the initial grouping. Algorithm 1 shows the pseudo-code of ComputeVSI.

\begin{algorithm}
\caption{ComputeVSI}
\begin{algorithmic}
\Input{PMU measurements, GroupId}
\State Impedance= Retrieve the data from the ledger(GroupId)
\State \(V\)th and \(Z\)th for each load bus (3)(4)
\State Calculate VSI for each load bus (5)
\State Sort VSI ascending
\If {\(VSI[0]\leq\)Threshold}
\State Call LocalController
\Else
\If {mergedgroup == true}
\State Split the group
\EndIf
\EndIf
\State Save VVC index, Q req, and GroupId on the ledger
\end{algorithmic}
\end{algorithm}

\begin{algorithm}
\caption{LocalController}
\begin{algorithmic}
\Input{WeakBus, Resources, GroupId}
\State PI, Jacobian= Retrieve the data from the ledger(GroupId)
\State \(w=WeakBus\)
\State Calculate \(Q_{req}\) (6)
\If {resource available at WeakBus}
\State Activate a VVC at WeakBus
\Else
\State List= Create PI list
\While {List is not Empty}
\State \(i=\)List.GetNextPriority()
\State Calculate \(Q_{req}\) (6)
\If {Resource available at Bus i}
\State Activate a VVC at Bus i
\Break
\EndIf
\EndWhile
\State Save VVC index, Q req, and GroupId on the ledger
\end{algorithmic}
\end{algorithm}
**LocalController:** This transaction will be called inside of ComputeVSI to calculate the required reactive power to stabilize a weak bus, and activate VVCs to deliver it. The steps of this transaction are shown in Algorithm 2. It first retrieves the PI and Jacobian matrix from the ledger. Then it finds the electrically closest VVC to the weak bus and calculates the required reactive power. Two libraries (Jacobian, and List) were developed to help implement the DVS algorithm on smart contracts. The first one is used to calculate Jacobian Values with real-time voltage angle and magnitude, and the second one is used to find the top priority buses using the PI matrix. In the end, we save the amount of reactive power that is injected into the bus on the ledger. This data can be used to calculate the amount of money that we owe to each source, or predict the amount of power we may need in the grid in different periods, allowing us to actively prevent voltage collapse.

**GlobalController:** Suppose the LocalController transaction cannot find enough power resources. In that case, the system will call this transaction to find an adjacent group with additional available resources, and send control actions to merge the data of these two groups. After that, the ComputeVSI and LocalController will be called on the merged data until the weak bus is stabilized. Once this is accomplished, the two groups will again be split. In merging the groups, we consider that one of the group aggregator devices is responsible for aggregating all PMUs of two groups.

**B. Sharding Mechanism**

Adding sharding to the blockchain-based DVS allows scalability by splitting the blockchain network into smaller subgroups. The DVS is a real-time control algorithm and needs to react to each change in the power grid to prevent instability. However, as the size of the power grid controlled by DVS grows, it becomes likely that the many components of the grid are in constant flux. Hence, transaction volume and latency can be serious issues, which may delay and thus undermine DVS control actions in a rapidly-evolving voltage collapse. The sharding mechanism is designed to reduce storage and communication requirements while increasing throughput as the number of shards increases (while the physical network size remains constant) [20]. Sharding techniques and the scalability of blockchains have been investigated in various studies and applications such as IoT networks [21], federated learning [22] [23], and 6G networks [24]. Some of the studies also proposed a new blockchain protocol and cross-shard techniques such as RapidChain [25], and OmniLedger [26].

In this paper, we employed a sharding technique to make our system more scalable and adoptable by expanding the network. In this technique, instead of using all peers to endorse and validate tasks in the system, we assign a smaller group of committee peers for each shard. Each shard can be responsible for validating shard level transactions of one or multiple adjacent groups. Fig. 2 provides an overview of our sharding model.

If we assign enough reactive sources for each load bus in a group, the chance of solving the voltage stability problem in each group will be increased. Therefore, we can split transactions based on the importance and occurrence frequency to shard level and mainchain level. Shard level refers to the transactions executed and endorsed by a subset of peers in each shard, and mainchain level refers to the transactions executed by all peers in the network. At the mainchain level, we assume that the global controller and all data related to the topology of each group will be executed and validated by all peers or a subset of peers assigned to every single group. This will help to preserve high security for critical control actions and access to the data of all groups without needing cross-shard communication. The other transactions such as ComputeVSI and LocalController, which occur within a single group, are executed in the shard level consensus.

**IV. Experiment**

For our experiments, we seek to quantify what benefit, if any, is provided to our prototype system by implementing sharding. Accordingly, we first measure throughput and latency without sharding, and then compare this with specific levels of sharding; specifically, a model with two shards, and a model with three shards.

We used Hyperledger Fabric \(^2\) [10], a permissioned platform, to implement these three models \(^3\). The Fabric has a modular and configurable architecture and supports plug-n-play consensus and membership services. The execute-order-validate architecture for transactions provided by Fabric allows each peer to evaluate models in parallel within each shard, as opposed to most public blockchain platforms that have first-order transactions and execute them sequentially. Fabric also

---

\(^2\)https://hyperledger-fabric.readthedocs.io/en/release-2.2/

\(^3\)https://github.com/Scalable-Blockchain-Systems/DVSCode
provides communication through channels that is a private layer of communication between two or more specific network members such as organizations and peers. Each transaction executed on a channel must be authenticated and authorized by channel members to transact on that channel. Peers can be members of multiple channels and perform channel related operations.

Networks run locally on a single machine simulating a Fabric test-network with a single orderer running Raft [27]. For the no-shard model, we consider six peers, each owned by different organizations and a certificate authority. Every group sends their requests to three different peers, and all peers are responsible for validating and endorsing a transaction. In the 2-shards model, we consider that each shard has three peers that evaluate models in parallel within each shard. For the 3-shards model, we consider each shard has two peers responsible for validating each group’s requests. We implement two smart contracts, one for ComputeVSI and local transactions called VSIContract, and the other for handling Global Controller called GlobalContract. The smart contract is known as a chaincode in Fabric and deployed to a specific channel. The channels are used to simulate shards in the system, where each channel operates independently with the ability to have different membership and endorsement policies. All six peers are a member of the “mainchain” channel that we deployed the GlobalContract smart contract on, and we deployed a VSIContract to each shard channel.

For the power grid simulation, we applied the DVS algorithm to the IEEE 30-bus network [28] (also used in [1]). Following [1], we split the grid into three different groups and save the admittance, PI matrix, and constant part of Jacobian for each group on the ledger. We begin with a normal scenario, with no voltage stability problems. We collected this normal
For evaluation, we used Hyperledger Caliper [12] which is an open-source benchmarking tool allowing simulation of various workloads for our system. An independent process is responsible for sending a transaction with a specified configuration, and the system’s performance (latency, throughput, success rate) is reported. We conducted tests with varying numbers of workers, transactions numbers, and send rates (TPS) to evaluate the limits of each model for ComputeVSI and LocalController transactions. The experimental configuration is summarized in Table I.

### A. Result

The ComputeVSI transaction is the only transaction that will be called multiple times every second (based on the measurement frequency of the PMUs). In contrast, the Control transaction will be called a few times when needed. Therefore, most of the workload is run with the normal data, invoking just the ComputeVSI transaction.

To test the maximum throughput achieved by our system, we measure the send rate against the system throughput and average latency one time with normal data and the other time with unstable data. Fig. 3 shows the result for normal data that just run the ComputeVSI transaction, and Fig. 4 shows the result for unstable data that run both ComputeVSI and LocalController transactions. These workloads are run with 3 Caliper workers over 8000 transactions. By increasing the send rate, each model will reach a point that becomes saturated and is unable to handle a higher send rate. As shown in the figures, the no-shard model gets to this threshold sooner than the sharding model.

To explore the limits of a usage surge, we tested the number of transactions sent by the system with respect to throughput and average latency. This workload is run with 3 caliper workers and fix sent rate (tps) of 800. Fig. 5 shows the throughput and latency of this workload. As can be seen, the result shows that the sharding model can significantly improve the overall throughput and latency.

Finally, we tested how the system handles concurrent requests by running multiple workloads, varying the number of caliper workers. This workload configuration sends 8000 transactions with a send rate of 800 to measure the system's response time and throughput.

---

**Fig. 5.** Transaction number (txcnt) vs. System throughput (TPS) & Average response latency - Fixed values: 3 worker with tps of 800 - ComputeVSI transaction.

**Fig. 6.** Number of workers vs. System throughput (TPS) & Average response latency - Fixed values: 8000 transaction with tps of 800 - ComputeVSI transaction.
throughput and average latency. The number of caliper workers allows us to scale the workload generation, and each worker processes performs the actual workload generation in parallel and independently of each other. As we can see in Fig. 6, the throughput of the system has a general downward trend in the system throughput with respect to the number of workers. Similarly, we can see an upward trend in average latency. We can see that the number of shards plays the most important role for average latency due to these workloads being able to operate in parallel across shards.

V. CONCLUSION AND FUTURE WORKS

We designed and implemented a scalable blockchain-based DVS system to compute a voltage stability index and take control actions in the electrical power system. Our smart contracts regulate automatic computations of decentralized DVS algorithm and manage resources in the electric power system.

The experimental results demonstrate that permissioned blockchains can handle a large number of power grid transactions in a few seconds, and we can improve system performance close to linearly with the addition of shards. This helps address the scalability issue related to blockchain consensus in a large-scale power grid network.

In future work, we will analyze the trace and pattern of data associated with voltage collapse to identify potential threats in the system, predict possible vulnerabilities in the power system, and integrate automatic preventative action. This will also provide data on the required number of reactive power sources that need to be added to improve the grid’s stability. Hence, we will investigate the Machine learning models and AI techniques integrated with our model to reduce the complexity or give better intuition about the system.
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