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Abstract—The main objective of this work consists in analyzing sub-structuring method for the parallel solution of sparse linear systems with matrices arising from the discretization of partial differential equations such as finite element, finite volume and finite difference. With the success encountered by the general-purpose processing on graphics processing units (GPGPU), we develop an hybrid multiGPUs and CPUs sub-structuring algorithm. GPU computing, with CUDA, is used to accelerate the operations performed on each processor. Numerical experiments have been performed on a set of matrices arising from engineering problems. We compare C+MPI implementation on classical CPU cluster with C+MPI+CUDA on a cluster of GPU. The performance comparison shows a speed-up for the sub-structuring method up to 19 times in double precision by using CUDA.
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I. INTRODUCTION

Many engineering problems lead to the computation of large size sparse linear systems arising from the discretization of numerical methods such as finite element, finite volume and finite difference. Iterative Krylov methods are suitable to solve these kind of problems. According to the properties of the matrices involved in the linear systems, Krylov methods do not have the same efficiency [49]. In this paper, we consider problems that leads to symmetric and positive-definite matrices, which therefore places the Conjugate Gradient (CG) method as a suitable and efficient Krylov method. This method requires the computation of linear algebra operations such as scalar product, addition of vectors, matrix-vector multiplication (SpMV) that can be costly in terms of computations on a conventional processor (CPU). The use of GPGPU model can accelerate these operations. GPGPU is more efficient for large size problems. Unfortunately, most graphics cards have very limited memory size. We therefore propose to parallelize the CG algorithm [1], [45], [50] using sub-structuring approach, which corresponds to a natural parallelization methodology and is easy to implement. Then, GPU is used to accelerate the computation of local linear algebra operations. Each sub-structure is associated with a single processor (CPU) and an accelerated device (GPU).

This paper is organized as follows. The first section presents the partitionning of the data. The next section (IV) presents the main points of the implementation of the conjugate gradient in parallel for different partitionning, leading to the design of linear algebra operations. Section V collects and analyzes the numerical results and analyze them. Matrices and experiments hardware are also presented. Finally, concluding remarks are given in Section VI.

II. GPU: AN EFFECTIVE ACCELERATOR

A. GPU computing

Since a few decades, Graphics Processing Units (GPUs) are used to accelerate scientific computation by graphics card hardware. These graphics cards were before used only for graphics applications such as Graphical User Interface. The GPU is a processor with wide computational resources. The rapid improvement of GPU performances has allowed to give to GPU Computing an important place in scientific computing, helped by the flexibility of programming on GPU with language such as CUDA. GPU Computing or GPGPU has become essential in scientific computing when we deal with time consuming of a numerical simulation. Current GPUs are enable to compute simultaneously similar operations by more than one million of threads. The last graphics card of Kepler family, K40, reaches 4.29 teraflops single-precision and 1.43 teraflops double-precision peak floating point performance. The storage memory of the graphics cards have also seen their memory storage evolved in recent years, up to 12 GB for the K40. The performance of GPU algorithms strongly depends on both the configuration of the distribution of the threads on the grid [9] and the memory [23]. As indicated in [9], the performance of sparse matrix-vector multiplication, which is a time consuming linear algebra operation, depends on the structure of the matrix, i.e., the pattern of non-zero value, and the format of the matrix storage. References [24] [10] [11] confirm the influence of the distribution of the threads, the matrix structure and storage format, when solving linear systems with iterative Krylov methods on GPU.

B. Sparse matrix formats

Usually, solving partial differential equations by numerical methods such as finite element method (FEM) lead to large and sparse matrix, i.e., only a few elements of the matrix are nonzero. The distribution of non-zero coefficients depends on the features of the original problem. Sparse matrix is called structured when the non-zero values form a regular pattern along diagonals, otherwise it is called unstructured. The performance of the algorithms strongly depends on the structure of the sparse matrix [4], [5], [7]. In terms of memory storage, sparse matrices are stored in compressed formats, which consists in only allowing memory to their non-zero coefficients. Different data storage structures exist [49] such as Compressed-Sparse Row (CSR), Coordinate (COO), ELLPACK (ELL), Hybrid (HYB), etc. In this work, we consider
the CSR format. The CSR format stores the matrix using three one-dimensional arrays, as drawn in Fig. 1. Two arrays of size \( n_{nz} \), \( A \) and \( JA \) store respectively the non-zero coefficients of the matrix in consecutive rows and the column indices, i.e., \( JA(k) \) is the column index in \( A \) matrix of \( AA(k) \). The third array, \( IA \), of size \( n + 1 \), stores pointers to the beginning of each row. \( IA(i) \) and \( IA(i+1) - 1 \) correspond to the beginning and the end of the \( i-th \) row in arrays \( A \) and \( JA \), i.e., \( IA(n+1) = n_{nz} + 1 \). An example in CSR format of matrix \( A \) (Table I) is given in Figure 1.

![Fig. 1. Compressed sparse row storage format (CSR) of matrix Table I](image)

### III. GRAPH AND MATRIX PARTITIONING

Undoubtedly, parallelism is the future of computing. The main step in parallel processing consists in distributing the data on the cluster processors, what is commonly called parallel distributed computing. In this section we describe how data are distributed among processors for different splitting strategies: band-row, band-column, and sub-structuring splitting. The distribution of data is accomplished as a pre-processing step, independently to the solver code. The data such as matrix, right hand-size, vector solution and local to global, are written into file, and will be input by the solver presented in section IV.

#### A. Band-row splitting

The partition of the set of equations leads to allocate to each processor a band of rows, corresponding to the block of the vectors it treats. In Table II, these terms are located on a colorful area. The band-row splitting approach consists in partitioning the matrix \( A \) of size \( n \times n \) into horizontal band matrices. Each processor is in charge of the management of a band-row matrix of size \( N_p \times n \) and the associated unknown vector \( x \) of size \( N_p \times 1 \), as drawn in Table II. This method of partitioning by band-row allows to exhibit a sufficient degree of parallelism properly balanced. For this, it implies to assign to all processors, a block of rows of same size, containing approximately the same number of non-zero coefficients. It unfortunately suffers from a major lack of granularity for implementation on a distributed memory system. The algorithm of band-row partitioning of a given matrix for a given processor \( p \) is presented in Algorithm 1.

#### Algorithm 1 Band-row partitioning for the \( p-th \) band

**Require:** \( A(n \times n, rowptr, colidx, val) \): csr matrix  
**Require:** \( 0 < N_b <= n \): number of row-bands  
**Require:** \( 1 < p <= N_b \): processor number ( or band number)  
1: \( numb_rows_per_band \leftarrow n/N_p \)  
2: \( N_p \leftarrow numb_rows_per_band \)  
3: if \( p = N_b - 1 \) then  
4: \( N_p \leftarrow n - p \times numb_rows_per_band \)  
5: end if  
6: \( rowdisp \leftarrow i \times numb_rows_per_band \)  
7: \( nnzdisp \leftarrow A.rowptr[rowdisp] \)  
8: \( nnzcount \leftarrow A.rowptr[rowdisp + N_p] - A.rowptr[rowdisp] \)  
9: \{Allocate band-row matrix \( A_{band}(N_p \times n, nnzcount) \}\)  
10: \{ // - copy row indices\}  
11: \( A_{band}.rowptr[\cdot] \leftarrow A.rowptr[rowdisp + \cdot] \)  
12: \{ // - shift row indices to local \}  
13: \( A_{band}.rowptr[\cdot] \leftarrow A_{band}.rowptr[\cdot] - A_{band}.rowptr[1] \)  
14: \( A_{band}.rowptr[N_p + \cdot] \leftarrow nnzcount \)  
15: \{ // - copy cols numb and coef \}  
16: \( A_{band}.rowptr[\cdot] \leftarrow A_{band}.rowptr[\cdot] + \cdot \)  
17: \( A_{band}.val[\cdot] \leftarrow A_{band}.nnzdisp + \cdot \)
partitionning. At line 8 of the Algorithm 2, we recover the number of non-zero values computed outside the routine. All non-zero values of all processors are stored into an independent array, which is built using the same test process described at line 14 of Algorithm 2.

Algorithm 2 Band-column partitionning for the \( p \)-th band

Require: \( A(n \times n, \text{rowptr, colidx, val}); \text{csr matrix} \)

Require: \( 0 < N_p < n; \text{number of row-bands} \)

Require: \( 1 < p < r; \text{processor number (or band number)} \)

1: \( n, \text{rowptr, colidx, val} \) \((\text{csr matrix})\)
2: \( n, \text{rowptr, colidx, val} \) \((\text{csr matrix})\)
3: \( \) \( n, \text{rowptr, colidx, val} \)
4: \( n, \text{rowptr, colidx, val} \)
5: \( n, \text{rowptr, colidx, val} \)
6: \( n, \text{rowptr, colidx, val} \)
7: \( n, \text{rowptr, colidx, val} \)
8: \( n, \text{rowptr, colidx, val} \)
9: \( n, \text{rowptr, colidx, val} \)
10: \( n, \text{rowptr, colidx, val} \)
11: \( n, \text{rowptr, colidx, val} \)
12: \( n, \text{rowptr, colidx, val} \)
13: \( n, \text{rowptr, colidx, val} \)
14: \( n, \text{rowptr, colidx, val} \)
15: \( n, \text{rowptr, colidx, val} \)
16: \( n, \text{rowptr, colidx, val} \)
17: \( n, \text{rowptr, colidx, val} \)
18: \( n, \text{rowptr, colidx, val} \)
19: \( n, \text{rowptr, colidx, val} \)
20: \( n, \text{rowptr, colidx, val} \)

Require:
1. \( A(\text{rowptr}{[i]}) < c \)
2. \( A(\text{rowptr}{[i+1]}) < c \)
3. \( A(\text{rowptr}{[i+2]}) < c \)
4. \( A(\text{rowptr}{[i+3]}) < c \)

C. Block-diagonal splitting

Table IV gives the schema of block-diagonal partitionning. In this section we briefly highlight the particularity of the diagonal block and its computation in parallel. When the product is performed by the matrix, the product of the diagonal block requires only local terms of the vector \( x \). In contrast, off-diagonal coefficients require the corresponding terms of the vector \( x \). The diagonal block are thick black lines in Figure IV.

The optimal splitting is the one that partitions the mesh into sub-structures of the same size, in order to balance the load with a smallest possible boundary to limit data transfers. Sub-structures should be as spherical as possible topologically, since it is the sphere which has the smaller outer surface.

D. Sub-structuring splitting

In order to illustrate the sub-structuring method we consider a problem coming from the finite element discretization of an elliptic partial differential problem. To simplify the analysis, we consider the Laplace equation. However, the analysis can be carry out to any coercive elliptic problem. The model problem for the unknown \( u \), in a bounded domain \( \Omega \) with homogeneous Dirichlet boundary conditions on the boundary \( \partial \Omega = \Gamma \) can be expressed as: for \( f \in L^2(\Omega) \), find \( u \in H^1(\Omega) \) such that

\[
-\nabla^2 u = f \quad \text{in } \Omega \tag{1}
\]

\[
u = 0 \quad \text{on } \Gamma \tag{2}
\]

An equivalent variational formulation of this problem can be formulated as: for \( f \in L^2(\Omega) \), find \( u \in H^1(\Omega) \) such that

\[
\forall v \in H^1(\Omega), \int_\Omega \nabla u \nabla v = \int_\Omega f v \tag{3}
\]

This problem is well posed, i.e., has one and only one solution. After a Galerkin discretization with finite elements and a choice of nodal basis, the linear system is obtained

\[
S u = f \tag{4}
\]

where \( f \) denotes the right hand side, \( x \) the unknown and \( S \) the stiffness matrix which is a sparse, symmetric and positive-definite matrix. Conjugate gradient detailed in section IV is used to solve this linear system.

In practice, mesh partitionning is a crucial step of finite element method. A finite element matrix is associated with a finite element mesh and the elements of the matrix are correlated with the interaction of the basis functions defined in the elements of the mesh. The total matrix is calculated as an assembly of elementary matrices. Let’s consider a global domain \( \Omega \) partitionned into two sub-domains without overlap \( \Omega_1 \) and \( \Omega_2 \), with a shared interface \( \Gamma \) as drawn in Fig. 2. When a suitable numerotation of the degrees of freedom is harnessed, the stiffness matrix of the initial considered model problem can be written as the following matrix:

\[
S = \begin{pmatrix}
S_{11} & 0 & S_{13} \\
0 & S_{22} & S_{23} \\
S_{31} & S_{32} & S_{33}
\end{pmatrix}
\tag{5}
\]

It is formulated considering the case where the set of nodes numbered 1 and 2 are respectively associated to the sub-domains \( \Omega_1 \) and \( \Omega_2 \). The last set of nodes numbered 3 corresponds to the interface nodes of both sub-domains. The corresponding linear system for previous matrix (5) can be reformulated as follows

\[
\begin{pmatrix}
S_{11} & 0 & S_{13} \\
0 & S_{22} & S_{23} \\
S_{31} & S_{32} & S_{33}
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3
\end{pmatrix}
= \begin{pmatrix}
f_1 \\
f_2 \\
f_3
\end{pmatrix}
\tag{6}
\]

where \( x = (x_1, x_2, x_3)^t \) is the unknown vector and \( f = (f_1, f_2, f_3)^t \) is the right hand side. The blocks \( S_{13} \) and \( S_{23} \) are respectively the transpose matrix of \( S_{31} \) and \( S_{32} \), and the blocks \( S_{11} \) and \( S_{22} \) are symmetric positive-definite whether.
was symmetric positive-definite. By assigning the different sub-domains at distinct processors, the local matrices can be formulated in parallel as follows:

\[
S_1 = \begin{pmatrix} S_{11} & S_{13} \\ S_{31} & S_{33} \end{pmatrix}, \quad S_2 = \begin{pmatrix} S_{22} & S_{23} \\ S_{32} & S_{33} \end{pmatrix}
\]

(7)

The blocks \(S_{13}^{(1)}\) and \(S_{33}^{(2)}\) denotes the interaction between the nodes on the interface \(\Gamma\), respectively integrated in sub-domains \(\Omega_1\) and on \(\Omega_2\), i.e.,

\[
S_{33} = S_{33}^{(1)} + S_{33}^{(2)}
\]

(8)

In practice, the sub-domains \(\Omega_1\) and \(\Omega_2\) respectively knows the set of nodes (1, 3) and (2, 3). In order to avoid deadlock, the list of neighboring interface is re-ordering using the Welsh-Powell algorithm [8], [53] for graph coloring.

IV. CONJUGATE GRADIENT (CG) FOR SOLVING \(Ax = b\)

Among all iterative methods, the Conjugate Gradient method (CG) is very efficient for solving the linear system \(Ax = b\) when \(A\) is a symmetric positive-definite matrix. CG algorithm has the advantage of being effective and easy to implement [49]. The algorithm is based on the minimization of the distance of the iterative solution (||Ax − b||₂) to the exact solution on Krylov subspaces.

If we multiply \(S\) by \(v\) to obtain \(Sv\), we can then multiply \(S\) by the last obtained vector to get \(S²v\), and etc., so it is trivial to construct a Krylov sequences

\[
v, Sv, S²v, S³v, S⁴v, S⁵v, ...
\]

Krylov subspace methods are a large category of iterative methods used to solve linear systems from a wide range of applications. As introduced, in each iteration one or more sparse matrix-vector products is used, and Krylov subspace methods add vector(s) to a basis for one or more Krylov subspace(s)

\[
V(s) = \text{Span}\{v₁, Sv₁, \ldots, Sⁿ⁻¹v₁\}
\]

where \(v₁\) is the initial vector solution, which is equal to the initial residual \(r₁ = f - Sx₁\).

A. General conjugate gradient algorithm

Knowing how data are distributed on each processors, we now present the conjugate gradient method for each type of distribution. Algorithm 3 gives the basic conjugate gradient algorithm with preconditioner. Diagonal preconditioner is considered in this paper. We denote \(x₁\) the initial vector solution, \(rₖ\) the residual, \(xₖ\) the solution, \(pₖ\) the descent direction vector at the iteration \(k\) and (\(\ldots\)) is the Euclidean scalar product. At each iteration, a sparse matrix-vector product, which is the most time consuming operation, has to be performed. The other operations are only scalar products and linear combinations of vectors. The CPU and GPU code are similar, as described in Algorithm 3, except that in GPU version the linear algebra operations are performed on GPU. Many studies [2], [10], [12], [13], [21], [25], [26], [41] in sparse linear systems demonstrated the effectiveness of GPU Computing compared to sequential and parallel CPU code for large size matrices. The performance are more better when memory [15], [18], [19] is well managed and threading distribution is well tuned [9], [16]. In this paper, we use Alinea, our research group library that offers linear algebra operations in both CPU and GPU CUDA 4.0 [3], [44]. The implementation of this library are analyzed in [9]–[12] and have shown its effectiveness and robustness compared to Cusp [6], CUBLAS [42], CUSPARSE [43] for double precision arithmetics.

B. Band-row algorithm

1) Sparse matrix-vector product: The processor that will perform the matrix-vector product for a band-row has only the corresponding terms of the vector \(x\), colored area in Table II. In order to carry out the sparse matrix-vector, this process needs all the terms of the vector \(x\). The first step consists therefore to collect the terms that lacks, located out of the colored area in Figure 2. As it is the same for all processors, it will therefore be necessary to reconstruct the full vector \(x\) on each processor. This operation corresponds to a classic collective exchange, where everyone is both transmitter and receiver.

In this work, instead of using the collective operation, \(MPI\_\text{Allgather}\), including in message passing library (MPI), we use the equivalent Send/Recv, with a left-right ordering of sending and receiving. For the process \(p\), the left-right ordering consists in respectively sending and receiving to and from \(k = p - 1, k = p + 1, k = p - 2, k = p + 2, k = p - 3, k = p + 3, \ldots, \) if \(k > 0\). This process is described in Fig. 3. The number of arithmetical operations requires to perform the local sparse matrix-vector multiplication, which is approximately \(Ksn\), where \(s\) is the number of processors, \(n\) the dimension of the matrix, and \(K\) the average number of non-zero coefficients per row. On the other hand, the total number of terms of the vector \(x\) to recover before performing the product is approximately \(\frac{(s - 1)n}{2}\), if the local matrix has non-zero values in almost all columns. The amount of data is not small compared with the number of arithmetic operations. To optimize communications, it consists in finding a way to limit drastically the number of external values of vector \(x\), located on the others processors, and necessary to compute the product by the matrix.

Algorithm 3 Conjugate Gradient method

1: Compute \(r₁ = f - Sx₁\), \(z₁ = M^{-1}r₁\), set \(p₁ = z₁\\
2: for k = 1, 2, \ldots \ do\\n3: \quad αₖ = (rₖ, rₖ)/(Sₖpₖ, pₖ)\\n4: \quad xₖ₊₁ = xₖ + αₖpₖ\\n5: \quad rₖ₊₁ = rₖ - αₖSₖpₖ\\n6: \quad zₖ₊₁ = M⁻¹rₖ₊₁\\n7: \quad βₖ = (rₖ₊₁, zₖ₊₁)/(rₖ, zₖ)\\n8: \quad pₖ₊₁ = zₖ₊₁ + βₖpₖ\\n9: end for

Fig. 3. Send/Recv ordering f processor number \(p\).
2) Basic linear algebra operations: The computation of dot product is a relatively simple operation. Each processor performs local dot product, i.e., multiplies its elements and sums them, from their two local vectors. Finally, the local sums are added using MPI_Allreduce with MPI_SUM operation. Then, each processor has the global dot product. The operations such as addition of vectors, element wise product, etc. do not change compared to the sequential code. For GPU version, local operations have been performed on graphics card.

C. Band-column algorithm

1) Sparse matrix-vector product: Unlike the band-row splitting sparse matrix-vector multiplication, the SpMV for band-column splitting avoid the exchange of the vector \( x \). However, an MPI_Allreduce(MPI_SUM) is required, in order to assemble the vector \( y = Ax \). Note that basic operations are the same as for band-row splitting. For GPU version, local operations have been performed on graphics card. For the matrix-vector product, the results are first send to CPU before applying the same procedure as in CPU.

D. Sub-structuring method

1) Sparse matrix-vector product: Knowing how matrix is partitioned into sub-structures, Section III-D now focus on the analysis of the sub-structuring method based on CG algorithm described in Algorithm 3. This algorithm requires to perform a multiplication of the matrix \( S \) by a descent direction vector \( x = (x_1, x_2, x_3)^T \) at each iteration. With the splitting into two sub-domains, the global matrix-vector multiplication can be written as follows:

\[
\begin{pmatrix}
  y_1 \\
  y_2 \\
  y_3
\end{pmatrix} =
\begin{pmatrix}
  S_{11} & 0 & S_{13} \\
  0 & S_{22} & S_{23} \\
  S_{31} & S_{32} & S_{33}
\end{pmatrix}
\begin{pmatrix}
  x_1 \\
  x_2 \\
  x_3
\end{pmatrix}
\]

\[
= \begin{pmatrix}
  S_{11}x_1 + S_{13}x_3 \\
  S_{22}x_2 + S_{23}x_3 \\
  S_{31}x_1 + S_{32}x_2 + S_{33}x_3
\end{pmatrix}
\]

Considering the local matrices described equation (7), we can independently compute the both local matrix-vector products as follows:

\[
\begin{pmatrix}
  y_1^{(1)} \\
  y_2^{(1)} \\
  y_3^{(1)}
\end{pmatrix} =
\begin{pmatrix}
  S_{11}x_1 + S_{13}x_3 \\
  S_{22}x_2 + S_{23}x_3 \\
  S_{31}x_1 + S_{32}x_2 + S_{33}x_3
\end{pmatrix}
\]

\[
\begin{pmatrix}
  y_1^{(2)} \\
  y_2^{(2)} \\
  y_3^{(2)}
\end{pmatrix} =
\begin{pmatrix}
  S_{11}x_1 + S_{13}x_3 \\
  S_{22}x_2 + S_{23}x_3 \\
  S_{31}x_1 + S_{32}x_2 + S_{33}x_3
\end{pmatrix}
\]

Since \( S_{33} = S_{33}^{(1)} + S_{33}^{(2)} \), and \( y_3 = y_3^{(1)} + y_3^{(2)} \). According to this last remark, SpMV can be calculated in two steps:

- calculate the local matrix-vector multiplication in each sub-domain
- assemble on the interface, the local contributions

The first step involves only local data. The second requires the exchange of data between processes dealing with sub-domains with a common interface. In order to assemble interface values of neighboring sub-domains, each processor responsible to a sub-domain must know the description of its interfaces.

2) Exchange at the interfaces: When a sub-domain \( \Omega_i \) has several neighboring sub-domains, we denote \( \Gamma_{ij} \) the interface between \( \Omega_i \) and \( \Omega_j \) as described in Fig. 4. An interface is identified by its neighboring sub-domains and the equations associated with its nodes. The interface is evaluated from its sub-domains using sparse matrix-vector product. This computation is in two steps for each neighboring sub-domain (Algorithm 4):

- collect the values of the local vector \( y = Ax \) for all interfaces nodes, and then send this list to the \( y \) vector of the interface equation.
- The next step consists in updating these changes to all neighboring sub-domains at interfaces equations. First, the contributions of the array containing the result of the matrix-vector product at the interface are received and then values on corresponding interface nodes are updated. This processus is described in Algorithm 5. In GPU code, the construction of the inner buffer is carried out on CPU before sending it to the neighboring sub-domain. When an equation is shared by several interfaces, the node value of the local vector \( y = Ax \) in question is sent to all interfaces to which it belongs. For any number of sub-domains, the mechanism of interface exchange and update is similar to those previously presented. In GPU code, the procedure of exchange has been performed on CPU and then the assembled vector is copied back to GPU, before continuing the algorithm.

The use of the sub-structuring approach in the iterative GC algorithm is inherently parallel and making it excellent candidate for implementation on parallel computers. Indeed, we can distribute the sub-domains over all the available processors and thus compute locally the matrix-vector products, independently in parallel, and use distributed memory in order to limit the memory usage. As explained previously, after the computing of local matrix-vector multiplications, they required to be assembled along the interface. The key ingredient of the
data is the local matrix $C$ that arise from the finite element discretization, with this approach, each node $i$ only needs to store $C_i$, the corresponding local matrix to the sub-domain $\Omega_i$, which is only a fraction of the original matrix. The dot product requires that each processor compute a weighted combination of the interface contributions in order to update their own data. After that, an $MPI_{Allreduce}$ is required to compute the global inner product. Transfers between CPU and GPU at each iteration can decrease the performance of the exchanges algorithms.

This new version of the CG algorithm based on sub-structuring method introduces only two new steps, which reside on data exchange. They consist firstly to share the contributions of local computed SpMV at the interface. Each machine requires to know the list of nodes along the interface and the number of neighboring sub-domains. Secondly, to assemble results over the cluster in order to piece together the local scalar product. This action, realized with MPI, is independent to the splitting. Finally, another advantage of this algorithm is that it can easily be generalised for $n$ sub-domains. This approach presents however two disadvantages. The first drawback arises from an informatic point of view. The granularity, i.e., the number of operations to be performed by the processors compared to the amount of data received or send by the processors may be weak. Indeed, here the granularity is proportional to the number of nodes in the sub-domains compared to the number of nodes on the interface. The number of operations depend on the first parameter and the data transfer depends on the second parameter. If a lot of sub-domains are used, the interface size will not be small compared to the local sub-problem size. This means that the processors realize few computing operations (a local matrix-vector product) and a lot of communications. The second and more important drawback is an algorithmic one. The classical parallel preconditioners per sub-domain are based on incomplete factorization of the local matrices. Such preconditioners are less and less efficient when the number of sub-domain increases. The efficiency due to the parallelism is balanced by a slow convergence of the iterative algorithms.

**Remark:** A way to avoid this problem, is to use some preconditioners based on domain decomposition methods [20], [28], [35], [47], [51], [52]. Optimized transmissions conditions between the sub-domains are usually defined like in [14], [22], [27], [29], [31]–[34] for the Schwarz method, or in [30] for the FETI method. Optimization of the transmissions conditions based on small patch also exists as first introduced in [36], [37], [40], [48] for acoustics and in [38], [39] for linear elasticity. The problem on the interface, is then solved on the CPU with the processors may be weak. Indeed, here the granularity is proportional to the number of nodes on the interface. The number of operations depend on the first parameter and the data transfer depends on the second parameter. If a lot of sub-domains are used, the interface size will not be small compared to the local sub-problem size. This means that the processors realize few computing operations (a local matrix-vector product) and a lot of communications. The second and more important drawback is an algorithmic one. The classical parallel preconditioners per sub-domain are based on incomplete factorization of the local matrices. Such preconditioners are less and less efficient when the number of sub-domain increases. The efficiency due to the parallelism is balanced by a slow convergence of the iterative CG method.

### Experimental Evaluation

This section reports and presents the evaluation of the set of numerical experiments.

#### A. Hardware platform

For our performance analysis we considered a machine based on an Intel Core i7 920 2.67GHz, which has 4 physical cores and 4 logical cores, 12GB RAM, and two different system accelerated generations of nVidia graphics card: GTX275 with 895MB memory, which is double precision compatible.

#### B. Matrices tested

In order to evaluate our analysis on large scale engineering problems, we use a set of matrices from the University of Florida repository [17]. The properties of these matrices are reported in Table V where $h$, $nz$, $density$, $bandwidth$, $maxrow$, $nz/h$ and $nz/hstddev$ present the size of the matrix, the number of non-zero coefficients, the density corresponding to the number of non-zero values divided by the total number of matrix elements, the upper bandwidth, the maximum row density, the mean row density and the standard deviation of $nz/h$. A pattern of the structure matrix is collected in the first column, and the histogram row density is described in the second column.

| Timings | $h$ | $n$ | $density$ | $bandwidth$ | $maxrow$ | $nz/hstddev$ | $nz/hstddev$ |
|---------|-----|-----|------------|-------------|-----------|--------------|--------------|
| 3D acoustic FE max stress. A. Cunningham, Vibro-Acoustic Sciences Inc. | 66127 | 1660579 | 0.038 | 1048 | 27 | 4.183 |
| 2c_sphere | 101492 | 1674264 | 0.016 | 100407 | 31 | 2.654 |
| thermal2 | 1220845 | 850033 | 0.001 | 1226000 | 11 | 0.811 |
| Unstructured FEM, steady state thermal problem. Dani Schmid, Univ. Oslo. | 102158 | 711558 | 0.007 | 102138 | 10 | 0.715 |
| CFD, symmetric pressure matrix, from Ed Rothberg, Silicon Graphics, Inc. | 123440 | 3085406 | 0.020 | 4332 | 30 | 3.888 |
| finan512 | 74752 | 596992 | 0.011 | 78724 | 55 | 6.278 |
| Economic problem | 65025 | 1030225 | 0.024 | 64820 | 25 | 15.844 |
| Dubcov2 | 504855 | 17879155 | 0.007 | 4909 | 40 | 34.820 |
| af-ca608 | 54680 | 5762 | 1.285 | 1.285 | 1.285 |

**Table V: Sketches of Finite Element Matrices**
C. Numerical results

The time in seconds (s) of partitionning in row-bands, column-bands and sub-structures are reported in Table VI. The first column gives the name of the matrix. In the second column are collected sub-structuring splitting using themetis software at graph coloring step. The band column splitting is given in third column. The last column gives the band-row splitting. Table VII reports respectively the running times of sub-structuring CG in seconds (s) (CSR) on CPU and GPU. The experiments have been performed on a single node. Numerical results presented in Table VII clearly highlight the efficiency of GPU device compared to CPU parallel computation for solving linear systems with sub-structuring methods. The speed up to 19.9x for 4GPUs and 3.3x for 4CPUs (af_shell8). The ratio between sequential CPU and 1GPU reaches 25.7x for the same matrix.

VI. CONCLUSION

This paper gives an analysis of a parallel sub-structuring method based on conjugate gradient method for solving large and sparse linear systems on a cluster of GPU Computing. We have harnessed the efficiency of parallel algorithms, coupled with the high power computing of GPU. We have evaluated a parallelized conjugate gradient method on natural sub-structuring method, which has a natural approach of parallelization. The experiments have been performed on large sparse matrices arising from large scale engineering problems. The results clearly show the interest of sub-structuring accelerated with GPU Computing to solve linear systems for symmetric positive-definite matrices. The relative gains of the GPU cluster reaches 19x for 4GPUs compared to a 4 CPUs, and up to 27x compared to sequential CPU.
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