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ABSTRACT
Software developers frequently use the system shell to perform configuration management tasks. Unfortunately, the shell does not scale well to large systems, and configuration management tools like Ansible are more difficult to learn. We address this problem with Dozer, a technique to help developers push their shell commands into Ansible task definitions. It operates by tracing and comparing system calls to find Ansible modules with similar behaviors to shell commands, then generating and validating migrations to find the task which produces the most similar changes to the system. Dozer is syntagmatic, which should allow it to generalize to other configuration management platforms. We evaluate Dozer using datasets from open source configuration scripts.
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1 DOZER
Using Bash scripts to manage infrastructure is, according to Netflix engineer Lorin Hochstein, “like the dark side of the force: quicker, easier, and more seductive, but not the right way to go” [7]. Despite this, developers frequently begin their configuration management journey with the shell because it is a familiar environment that provides them with a “quick and dirty” solution to their configuration management needs [4, 12]. Many of these developers will eventually discover that the shell is not without its growing pains and seek to integrate a full configuration management system like Ansible [2, 3, 8]. This happened to NASA when they migrated 65 legacy applications to the cloud and realized that their shell-based process made it difficult to do seemingly simple tasks like managing user accounts [5].

Dozer\(^1\) is designed to address the often recommended approach of converting an existing shell script into an Ansible playbook: manually, one command at a time [1, 6, 9, 10]. It does so by accepting a shell command and returning an Ansible task that makes similar configuration changes to the system. Dozer is based on the insight that shell commands and Ansible modules can only change the system state by communicating with the kernel via the system call (syscall) interface. This shared interface provides an opportunity to observe and compare the behavior of different executables.

Before the Dozer migration pipeline begins, we collect system call traces (straces) for many Ansible module executions. These execution definitions and straces form the core of the Dozer knowledge base. When a developer wishes to migrate a shell command to Ansible, Dozer will compare the strace of the shell command to those in its knowledge base to find a collection of Ansible modules with similar behavior. We use a comparison scheme that attempts to map shell command parameters to Ansible module parameters for the best overall match, since recorded executions in the knowledge base likely used different parameters than the command to migrate, and weights syscall matches based on their information content to emphasize more infrequent syscalls [11]. Figure 1 gives a high-level view of how two straces are compared. Finally, Dozer uses the similar modules and parameter mappings discovered during the comparison step to generate different migrations of the shell command into an Ansible module. The shell command and each migration are executed against the same Docker image, and the migration with the most similar resulting system changes is selected.

2 EVALUATION
We evaluated Dozer on its ability to migrate 62 common shell commands found in open source Dockerfiles to Ansible modules. The Dockerfiles were sourced from projects on GitHub. Ansible modules were traced using the DebOps suite.\(^2\) Migrations were assessed on Dozer’s ability to select the correct Ansible module, select the correct module parameters, and to correctly map source to target parameters if applicable.

Overall, Dozer successfully chose the correct target module and parameters for 38 of the 62 commands being migrated. Figure 2 shows an example of one such migration of an echo shell command into an Ansible module (Figure 2a). Dozer first finds the definition of an Ansible module with similar behavior by comparing the strace of the shell command to the recorded straces of Ansible modules in its knowledge base. The similar module and inferred parameter mapping are used to generate the final migration to Ansible’s

\(^1\)https://github.com/config-migration/dozer
\(^2\)https://docs.debops.org/en/stable-1.2/
$ rm -rf 'file1.txt'

```
stat file1.txt
unlink file1.txt
exit_group 0
```

$ python -m ansible.builtin.stat
```
{
  "path": "file1.txt",
  "state": "absent"
}
```

$ python -m ansible.builtin.unlink
```
{
  "path": "fileA.txt",
  "state": "absent"
}
```

(a) An echo shell command that writes a configuration value to a line in a file.

```
echo 'daemon off;' >> /etc/nginx/nginx.conf
```

```
lineinfile:
  dest: '/root/.profile'
  regexp: '^.*mesg n.*$'
  line: 'tty -s && mesg n || true'
  state: 'present'
```

(b) An Ansible module with detected similar behavior to the shell command in Figure 2a.

```
lineinfile:
  dest: '/etc/nginx/nginx.conf'
  regexp: '^.*mesg n.*$'
  line: 'daemon off;'
  state: 'present'
```

(c) Dozer’s final migration of the shell command in Figure 2a into an Ansible module.

---

![Figure 1: A high-level depiction of the strace comparison between the shell command rm and the Ansible module file. Dozer first searches for instances of parameters within syscalls, then determines the mapping that will result in the best score. Finally, it matches equivalent syscalls between the straces and assigns an overall comparison score based on the weighted scores of the matched syscalls.](image_url)
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```
echo 'daemon off;' >> /etc/nginx/nginx.conf
```

(a) An echo shell command that writes a configuration value to a line in a file.

```
lineinfile:
  dest: '/root/.profile'
  regexp: '^.*mesg n.*$'
  line: 'tty -s && mesg n || true'
  state: 'present'
```

(b) An Ansible module with detected similar behavior to the shell command in Figure 2a.

```
lineinfile:
  dest: '/etc/nginx/nginx.conf'
  regexp: '^.*mesg n.*$'
  line: 'daemon off;'
  state: 'present'
```

(c) Dozer’s final migration of the shell command in Figure 2a into an Ansible module.

---
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