Using Machine Learning to Select High-Quality Measurements
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Abstract: We describe the use of machine learning algorithms to select high-quality measurements for the Mu2e experiment. This technique is important for experiments with backgrounds that arise due to measurement errors. The algorithms use multiple pieces of ancillary information that are sensitive to measurement quality to separate high-quality and low-quality measurements.
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1 Introduction

Artificial neural networks (ANNs) and boosted decision trees (BDTs) are important tools in particle physics experiments. They have been used to identify single-top production at the Tevatron [1, 2], discover the Higgs at the LHC [3, 4], and distinguish neutrino flavors in oscillation experiments [5, 6]. In these examples, the machine learning algorithms separated signal processes from background processes by combining measurements of multiple variables that each had some small separation power. In this paper, we present an example of a different use for machine learning algorithms: to separate high-quality and low-quality measurements.

Separating high-quality and low-quality measurements is important for experiments whose signals and backgrounds arise from similar physics processes. In these experiments there may only be one physics variable that distinguishes signal from background. This means that a mismeasurement of this variable will lead to backgrounds being mistaken for signals and vice versa. By separating high-quality and low-quality measurements, we can select high-quality measurements to enhance the signal sensitivity of such experiments.

Machine learning algorithms exploit ancillary information to separate different classes of events. For measurement quality, information such as the number of noise hits in the detector or the number of hits used in the fit will each offer some small separation power. By synthesizing the information from multiple variables, machine learning algorithms can achieve a larger separation.

Such techniques have been used before. The AMS experiment [7] used a BDT to identify reconstructed tracks with an incorrectly assigned charge [8]. This paper demonstrates the same technique for the Mu2e experiment [9].

The outline of the rest of the paper is as follows. In section 2, we briefly describe the Mu2e experiment and motivate why it needs machine learning algorithms to extract scientific results. In section 3, we describe the measurement quality variables used in this study. In section 4, we describe the training procedure used to train the machine learning algorithms. In section 5, we present the results of using the trained algorithms to separate high-quality and low-quality measurements. We conclude in section 6.

2 The Mu2e Experiment

The Mu2e experiment [9] will search for the charged lepton flavor violating process of $\mu \rightarrow e$ conversion by stopping muons in an aluminum stopping target. A stopped muon will emit a signal electron when it converts to an electron only, and a background electron when it decays to an electron and two neutrinos. The only variable that distinguishes the signal process from the background process is the momentum of the emitted electron. The momentum spectrum of signal electrons is monoenergetic at 105 MeV/c [10], and the momentum spectrum of background electrons [10, 11] falls steeply and ends at 105 MeV/c (figure 1, pale colors). The Mu2e experiment will use a straw tube tracker to measure the momentum of electrons by reconstructing their helical trajectories in a solenoidal magnetic field. The resolution of the momentum measurement will smear the theoretical spectra and cause signal and background to overlap.

To get the expected momentum resolution (figure 2, black circles), we simulate and reconstruct high-energy (75 – 110 MeV/c) electrons being emitted from the stopping target. The Mu2e
Figure 1: Energy spectra of signal electrons (red) and background electrons (blue) for various scenarios. The pale curves show the theoretical spectra [10, 11] (assuming signal rate is $10^{-16}$), the dashed curves show the theoretical spectra convolved with the measurement resolution without a measurement quality selection (figure 2, black), and the solid curves show the theoretical spectra convolved with the measurement resolution with the ANN measurement quality selection (figure 2, blue).

Simulation propagates the electrons through a realistic model of the experiment and calculates the energy deposited in individual detector elements with Geant4 [12–14]. Then, a dedicated tracker electronics simulation (tuned to prototype data) converts the energy deposited in the tracker straws into realistic tracker hits. To produce the expected hit environment for the track reconstruction, we add tracker hits from other processes (e.g. proton emission after nuclear muon capture or photon conversion in the stopping target). Standard Mu2e track finding identifies hits of potential signal tracks from the thousands of total hits per event, and a Kalman Filter fit reconstructs the electron trajectory from these hits, using simulated annealing [15] to improve the hit purity. From the Kalman Filter fit, we have a measurement of the electron’s momentum. Comparing this to the Monte Carlo truth momentum of the electron gives us the momentum resolution. The measurement resolution has a Gaussian core and non-Gaussian tails. The Gaussian core is due to multiple scattering of the electron, and the non-Gaussian tails are due to energy losses (on the low side) and the non-linear straw response, impact of pile-up hits, and pattern recognition errors (on the high side). The distribution fits well to a double-sided Crystal Ball function [16] in the high-side tail, in the core and at the start of the low-side tail. The furthest part of the low-side tail is not important.
Figure 2: Reconstructed momentum resolution for simulated electrons with an ANN quality selection (blue triangles) and without a quality selection (black circles) and their associated double-sided Crystal Ball fits.

Figure 1 (dashed) shows the convolution of the theoretical energy spectra with the double-sided Crystal Ball fit and we see that the Mu2e signal is overwhelmed by background. The large background comes from background electrons in the high-side tail of the resolution function. Although the fraction of such measurements is small, there are enough low-energy background electrons that this produces a significant challenge for the experiment. To overcome this challenge, Mu2e needs to identify and remove low-quality measurements in the high-side tail of the resolution.

3 Measurement Quality Variables

The variables selected for this study each have some sensitivity to the measurement quality. From the Kalman fit, we know both the fraction and absolute number of hits that survived the simulated annealing process and are used in the fit ($f_{\text{used}}$, $n_{\text{used}}$). Large values of these variables indicate a well-constrained fit with few background hits in the final reconstruction stage. Also from the Kalman fit, we can determine the tracker straws that should have seen hits and calculate the fraction of straws that did contain hits ($f_{\text{expected}}$). A large value would show that there are missing hits. The Kalman fit tries to assign a drift distance to the straw hits. If a large fraction of hits do not have an assigned drift distance ($f_{\text{drift}}$), then that would indicate a larger uncertainty in the hit position.
Finally, the Kalman fit reports the uncertainty in the momentum ($p_{\text{err}}$) and time ($t_{\text{err}}$) of the fit, and a fit chi-squared consistency ($\text{con}$) can be calculated to determine how closely the fit matches the hits. Table 1 summarizes the input variables and orders them by their separations. Separation is defined in ref. [17] as:

$$\langle s^2 \rangle = \frac{1}{2} \int \frac{(\hat{y}_S(y) - \hat{y}_B(y))^2}{\hat{y}_S(y) + \hat{y}_B(y)} dy,$$

(3.1)

where $\hat{y}_S$ and $\hat{y}_B$ are the signal and background PDFs of $y$. A separation of zero indicates identical PDFs, and a separation of one indicates PDFs with no overlaps.

| Input Variable | Brief Description                  | Separation |
|----------------|------------------------------------|------------|
| $p_{\text{err}}$ | fit momentum error                 | 0.4919     |
| $n_{\text{used}}$ | number of used hits                | 0.4131     |
| $f_{\text{expected}}$ | fraction of expected detector elements hit | 0.2122     |
| $f_{\text{drift}}$ | fraction of hits without a drift distance | 0.1900     |
| $f_{\text{used}}$ | fraction of used hits              | 0.1305     |
| $t_{\text{err}}$ | fit time error                     | 0.1274     |
| $\text{con}$ | fit chi-square consistency         | 0.09520    |

Table 1: The input variables used for the machine learning algorithms ordered by separation [17].

The separation of a variable is independent of the specific training. A separation of zero is total overlap and a separation of one is total separation.

We selected the input variables for this study from an initial pool of potential quality-sensitive variables. From these variables, we only used those with a strong effect on the training. This was determined by comparing different ANNs with individual variables removed. Since each ANN had a different response value for a given track, comparing ANN response values between different ANNs was meaningless. We therefore renormalized the response values to follow a uniform distribution from 0 to 1 and selected the 77% of tracks with the highest scores. To reach the value of 77%, we optimized a reference ANN with all potential input variables to reject 99% of low-quality measurements. With this technique we could check the resolution distribution of the highest-quality measurements and keep variables whose removal resulted in a larger high-side resolution tail (i.e. a worse resolution).

4 Training Procedure

We used TMVA [17] to train machine learning algorithms to separate high-quality and low-quality measurements. We used a large sample of simulated electrons with half used for training the algorithms and the other half used for testing the results.

For the training, we defined high-quality measurements as those with a difference between the reconstructed measurement and the true value of less than 250 keV/c ($|p_{\text{reco}} - p_{\text{true}}| < 250 \text{ keV/c}$), and low-quality measurements as those in the high-side tail of the resolution where the behavior becomes non-Gaussian ($p_{\text{reco}} - p_{\text{true}} > 700 \text{ keV/c}$).
We trained an ANN and a BDT. The ANN nodes had sigmoid activation functions, the network contained \((N, N - 1)\) nodes in the hidden layers, and it was trained for 500 cycles. The BDT used 850 trees with a maximum depth of 3, a minimum number of events per node of 150, and adaptive boosting [18] with \(\beta = 0.5\). Preliminary studies varied these parameters and found the variations to have a negligible effect on the results. We also investigated weighting the background sample to train the algorithms to weight the worst measurements as most important to separate. This also had a negligible effect on the results.

To compare to a non-machine learning algorithm, we performed a box-cut optimization with TMVA. This optimization finds a set of cuts of the same input variables for 100 high-quality measurement efficiency bins.

The output distributions of the independent training and testing samples matched and so there is no evidence that these algorithms were overtrained.

5 Results

The performance of a machine learning algorithm is summarized in its “receiver operating characteristic” (ROC) curve, which shows the low-quality measurement rejection power of the algorithm as a function of high-quality measurement efficiency.

Figure 3 shows the ROC curves of the ANN, BDT, and box-cut optimization. The ROC curves of the ANN and BDT (figure 3, blue circles and red squares, respectively) show similar performances (i.e. for a given low-quality measurement rejection, the high-quality measurement efficiency is similar), although we note that the BDT output value for each track takes four times longer to calculate than the ANN output value. The box-cut optimization (figure 3, black triangles) performs significantly worse than the machine learning algorithms (i.e. for a given low-quality measurement rejection, the high-quality measurement efficiency is lower).

We used each algorithm to select tracks such that we had a low-quality measurement rejection of 99%. The high-quality measurement efficiency at this rejection power was 0.60 for the ANN, 0.57 for the BDT, and 0.35 for the box-cut optimization. Selecting measurements with this level of low-quality measurement rejection reduces the high-side tail of the momentum resolution (figure 2, blue triangles), which leads to a much improved situation in the measured energy spectrum (figure 1, solid) where the signal peak is no longer overwhelmed by background.

6 Summary

In this paper, we described the training of machine learning algorithms to identify high-quality measurements. The improvement in high-quality measurement efficiency is a factor of 1.7 over a box-cut optimization for a low-quality measurement rejection of 99%.

For Mu2e, the optimal choice of quality selection will be the result of an optimization process that takes into account all background processes to maximize signal sensitivity. The machine learning algorithms presented in this paper are an important tool for Mu2e because they minimize the high-side tail of the momentum resolution, which would produce a large background contribution if it were left untreated. Further, the technique described in this paper may be useful for other precision experiments.
Figure 3: ROC curves for the BDT (red squares), ANN (blue circles) and box-cut optimization (black triangles). The ANN cut used for figure 1 (solid) and figure 2 (blue) is shown as a blue star in the inset.
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