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Abstract. Let $A$ be a matrix of size $n \times n$ over an algebraically closed field $F$ and $q(t)$ a monic polynomial of degree $n$. In this article, we describe the necessary and sufficient conditions of $q(t)$ so that there exists a rank one matrix $B$ such that the characteristic polynomial of $A + B$ is $q(t)$.

1. Introduction and main results

Let $A$ be an $n \times n$ matrix over an algebraically closed field $F$. The eigenspectrum of matrices of the form $A + B$ where $B$ is a low rank matrix has been studied extensively in the literature (for example, see [1], [6], [9], [10]). The case $B$ has rank at most one is particularly interesting. In [3, Theorem 1.1], the authors prove the following.

Theorem 1. (see [3, Theorem 1.1]) Let $A$ be a matrix with characteristic polynomial $p_A(t) = \prod_{i=1}^n (t - \lambda_i)$. Let $q(t)$ be a monic polynomial of degree $n$ and $(a_1, \ldots, a_n) \in F^n$ such that

$$
\frac{q(t)}{p_A(t)} = 1 + \sum_{i=1}^n \frac{a_i}{t - \lambda_i}.
$$

Then there exists a matrix $B$ of rank at most one such that the characteristic polynomial of $A + B$ is $q(t)$.

This is a quite interesting theorem. This leads to the following question.

Question 1. Suppose $A$ is given. Find the necessary and sufficient conditions on $q(t)$ so that there exists a rank 1 matrix $B$ such that the characteristic polynomial of $A + B$ is $q(t)$.
In this article, we solve this question completely. To state the main theorem, we introduce some notation. Let $\lambda \in F$. For a polynomial $f(t) \in F[t]$, we define $m_\lambda(f)$ to be the multiplicity of $(t - \lambda)$ in $f(t)$. For a matrix $A$, we denote by $p_A(t)$ its characteristic polynomial, and by $\text{alg}_\lambda(A)$ the algebraic multiplicity of $\lambda$ as an eigenvalue of $A$, namely

$$\text{alg}_\lambda(A) = m_\lambda(p_A(t)).$$

Finally, we let $j_\lambda(A)$ to be the size of the largest Jordan block in $A$ with $\lambda$ on the main diagonal. Our main theorem is the following.

**Theorem 2.** Let $A$ be an $n \times n$ matrix and $q(t)$ is a monic polynomial of degree $n$. Then there exists a rank one matrix $B$ such that

$$p_{A+B}(t) = q(t),$$

if and only if for all $\lambda \in F$, the following condition is satisfied

$$m_\lambda(q) \geq \text{alg}_\lambda(A) - j_\lambda(A).$$
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2. **Necessary conditions**

In this section, we describe the necessary conditions for Theorem 2. We first start with a simple observation. By theorem 1, if $q(t)$ satisfies

$$m_\lambda(q) + 1 \geq m_\lambda(p), \forall \lambda \in F$$

then there will be a rank 1 matrix $B$ such that the characteristic polynomial of $B + A$ is $q(t)$. While the above condition is sufficient, there are examples that do not have this property. Here is one particular example.

**Example 1.** Let

$$A = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}.$$
Let
\[ B = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix}. \]

Note that \( B \) has rank at most 1 if and only if \( a_{11}a_{22} - a_{12}a_{21} = \det(B) = 0 \). We then have
\[ p_{A+B}(t) = t^2 - (a_{11} + a_{22})t - a_{21}. \]

It is easy to see that for all monic quadratic polynomials \( q(t) = t^2 + at + b \), there exists \( B \) such that
\[ p_{A+B}(t) = q(t). \]

For example, we can take \( a_{11} = -a, a_{21} = -b, a_{12} = a_{22} = 0 \).

We see in particular that \( q(t) = t^2 + 1 \) violates the above inequality at \( \lambda = 0 \). However, there is still \( B \) such that \( p_{A+B}(t) = q(t) \).

This example shows that it is possible to find more relaxed conditions so that Theorem \( \Box \) still holds true. We begin the derivation of the necessary and sufficient conditions on \( q(t) \) with a lemma.

**Lemma 1.** Let \( R \) be a ring and let \( A, B \in R \). Then
\[ (B + A)^k = \left[ \sum_{m=0}^{k-1} A^m B(B + A)^{k-m-1} \right] + A^k. \]

**Proof.** Let us prove this by induction. For \( k = 1 \), the left hand side and the right hand side are both \( B + A \). Let’s consider \( k = 2 \). The left hand side is
\[ (B + A)^2 = (B + A)(B + A) = B(B + A) + A(B + A) = B(A + B) + AB + A^2. \]

Suppose the formula is true for \( k \). Let us show that it is true for \( k + 1 \). Indeed we have
\[ (B + A)^{k+1} = (B + A)(B + A)^k = B(B + A)^k + A(A + B)^k \]
\[ = B(B + A)^k + A \left[ A^k + \sum_{m=0}^{k-1} A^m B(B + A)^{k-m-1} \right] \]
\[ = B(B + A)^k + A^{k+1} + \sum_{m=0}^{k-1} A^{m+1} B(B + A)^{k-m-1}. \]

For the last term, let \( n = m + 1 \)
\[ \sum_{m=0}^{k-1} A^{m+1} B(B + A)^{k-m-1} = \sum_{n=1}^{k} A^n B(B + A)^{(k+1)-n-1}. \]
Therefore, we can see that

\[(B + A)^{k+1} = \left[ \sum_{m=0}^{k} A^m B(B + A)^{k-m} \right] + A^{k+1}.\]

By induction, the above formula is true for all \(k\).

We provide another pictorial proof for Lemma 1.

**Proof.** Terms in the expression of \((A + B)^k\) corresponds to paths of length \(k - 1\) in the following labelled graphs (with 2\(k\) nodes).

\[
\begin{array}{cccc}
A & A & \ldots & A \\
\downarrow & & & \downarrow \\
B & B & \ldots & B
\end{array}
\]

Apart from the term \(A^k\), each term has an initial block of the form \(A^m B\), \(0 \leq m \leq k - 1\). Visualizing that block in the graph above (starting from the left), and considering all terms which begin with that block, we see that they correspond to continuing paths through the expansion \((B + A)^{k-m-1}\).

Here is a direct corollary of Lemma 1.

**Corollary 1.** For each \(k\)

\[\text{rank}((A + B)^k) \leq k \text{rank}(B) + \text{rank}(A^k).\]

**Proof.** This is a direct consequence of lemma 1 and the facts that for two matrices \(M, N\)

\[\text{rank}(MN) \leq \min\{\text{rank}(M), \text{rank}(N)\},\]

and

\[\text{rank}(M + N) \leq \text{rank}(M) + \text{rank}(N).\]

**Remark 1.** After writing this article, we learned that Lemma 1 and Corollary 1 have been discussed in [10, Theorem 2.2]. We decide to keep those statements here in order to make this article self-contained.

We recall the following notation which was mentioned in the introduction. Let \(A\) be a matrix and \(\lambda_0 \in F\). We denote by \(\text{alg}_{\lambda_0}(A)\) the algebraic multiplicity of \(\lambda_0\) with respect to \(A\). More precisely,

\[\text{alg}_{\lambda_0}(A) = m_{\lambda_0}(p_A(t)).\]
**Proposition 1.** Let $B$ be a rank 1 matrix. Recall $j_\lambda(A)$ be the largest size of the Jordan block of $A$ of the form

$$J_{\lambda,r} = \begin{pmatrix} \lambda & 1 \\ \lambda & \ddots \\ \vdots & \ddots & 1 \\ \lambda \end{pmatrix}.$$

Then

$$\text{rank}((B + A - \lambda)^{j_\lambda}) \leq j_\lambda(A) \text{rank}(B) + n - \text{alg}_\lambda(A) = j_\lambda(A) + n - \text{alg}_\lambda(A).$$

In particular, $\lambda$ is an eigenvalue of $B + A$ with algebraic multiplicity at least $\text{alg}_\lambda(A) - j_\lambda$.

**Proof.** It is enough to prove the above statement when $\lambda = 0$. In this case, all Jordan blocks of $A$ with 0 on the diagonal will become zero when we raise $A$ the $j_0$-power. We then see that

$$\text{rank}(A^{j_0}) = n - \text{alg}_0(A).$$

Therefore, by Corollary 1, we get the inequality

$$\text{rank}((B + A - \lambda)^{j_\lambda}) \leq j_0(A) + n - \text{alg}_0(A).$$

The second statement is a direct consequence of this inequality. □

A direct consequence of this proposition is the following.

**Corollary 2.** Suppose that $q(t) = p_{A+B}(t)$ for some rank 1 matrix $B$. Then for all $\lambda \in \mathbb{F}$

$$m_\lambda(q) \geq \text{alg}_\lambda(A) - j_\lambda(A).$$

The matrix $q(t)$ in Example 1 has this property. In the next section we will show that in fact this condition is also sufficient.

### 3. Sufficient conditions

In this section, we show that the conditions given in Corollary 2 are in fact sufficient. To show this, we first introduce some lemmas in matrix algebra.

**Lemma 2.** (Weinstein–Aronszajn formula, see [4, Proposition 11]) Let $M$ be a $m \times n$ matrix and $N$ is an $n \times m$ matrix. Then

$$\det(I_m - MN) = \det(I_n - NM).$$
Lemma 3. Let $B = vw^T$ where $v, w \in F^n$. Let $p_{A+B}(t)$ and $p_A(t)$ be the characteristic polynomial of $A+B$ and $A$ respectively. Then

$$p_{A+B}(t) = p_A(t)(1 - w^t(tI - A)^{-1}v).$$

Equivalently

$$\frac{p_{A+B}(t)}{p_A(t)} = 1 - w^t(tI - A)^{-1}v.$$

Proof. We have

$$p_{A+B}(t) = \det(tI - B - A)$$
$$= \det(tI - A) \det(I - (tI - A)^{-1}B)$$
$$= \det(tI - A) \det(I - (tI - A)^{-1}vw^t)$$
$$= p_A(t)(1 - w^t(tI - A)^{-1}v)$$

Note that the third equality follows from Lemma 2 by taking $M = (tI - A)^{-1}v$ and $N = w^t$. □

By this lemma, we see that the condition $p_{A+B}(t) = q(t)$ is equivalent to

$$1 - w^t(tI - A)^{-1}v = \frac{q(t)}{p_A(t)}.$$

In other words

$$w^t(tI - A)^{-1}v = \frac{p_A(t) - q(t)}{p_A(t)} = \frac{h(t)}{p_A(t)},$$

with $h(t) = p_A(t) - q(t)$. Note that because $p_A(t), q(t)$ are both monic polynomials of degree $n$, $h(t)$ is a polynomial of degree at most $n - 1$.

By choosing a suitable basis of generalized eigenvectors for $A$, we can assume that in the standard basis of $F^n$, $A$ is a direct sum of Jordan blocks $J_{\lambda,r}$, namely

$$A = \bigoplus_{\lambda,r} J_{\lambda,r}.$$
Here $J_{\lambda,r}$ is a basic Jordan block of the form

$$J_{\lambda,r} = \begin{pmatrix} 
\lambda & 1 \\
& \lambda \\
& & \ddots \\
& & & 1 \\
& & & & \lambda 
\end{pmatrix}.$$ 

We will consider different cases.

3.1. **A is a single Jordan block.** We first consider the easiest case, namely $A$ is a single Jordan block $A = J_{\lambda,n}$. In this case, the corresponding condition in Corollary 2 is simply

$$m_\lambda(q) \geq n - n = 0.$$ 

We see that all monic polynomials of degree $n$ satisfy this condition. We will show that in fact, there always exists a rank 1 matrix $B$ such that

$$p_{A+B}(t) = q(t).$$

Let us write

$$A = \lambda I_n + N,$$

where $N$ is the nilpotent matrix

$$N = \begin{pmatrix} 
0 & 1 \\
& 0 \\
& & \ddots \\
& & & 1 \\
& & & & 0 
\end{pmatrix}.$$ 

We need the following lemma.

**Lemma 4.** Let $A = J_{\lambda,n} = \lambda I_n + N$ with $N$ is the above nilpotent matrix. Then

$$(tI_n - A)^{-1} = \sum_{i=0}^{n-1} \frac{N^i}{(t - \lambda)^{i+1}}.$$ 

**Proof.** We recall that if $x, y$ are two commuting matrices of the same size then

$$x^n - y^n = (x - y) \sum_{i=0}^{n-1} x^{n-i-1} y^i.$$
Apply this formula for \( x = (t - \lambda)I_n, y = N \) and note that \( N^n = 0 \), we have
\[
(t - \lambda)^n I_n = (t - \lambda)I_n^n - N^n
\]
\[
= ((t - \lambda)I_n - N) \left[ \sum_{i=0}^{n-1} (t - \lambda)^{n-1-i} I_n^{n-1-i} N^i \right]
\]
\[
= ((t - \lambda)I_n - N) \left[ \sum_{i=0}^{n-1} (t - \lambda)^{n-1-i} N^i \right].
\]

Consequently
\[
(t - \lambda)I_n - N = (tI_n - A).
\]

Note that \((t - \lambda)I_n - N = (tI_n - A)\). Therefore, the above lemma follows directly from Equation 3.1. \( \square \)

We are now ready to prove the following.

**Proposition 2.** Suppose \( A = J_{\lambda,n} \) and \( q(t) \) is a monic polynomial of degree \( n \). Then there exists a rank 1 matrix \( B = vw^t \) such that
\[
p_A + B(t) = q(t).
\]

More concretely, let \( \{e_1, e_2, \ldots, e_n\} \) be the standard basis for \( F^n \). Then we can take
\[
v = e_n \quad \text{and} \quad w = \sum_{i=1}^{n} a_{n-i} e_i,
\]
where \( a_i \) is determined explicitly by \( q(t) \).

**Proof.** Since \( A = J_{\lambda,n} \) we have
\[
p_A(t) = (t - \lambda)^n.
\]

By Lemma 3 it is enough to show that there exists \( v, w \in F^n \) such that
\[
w^t(tI - A)^{-1} v = \frac{h(t)}{p_A(t)} = \frac{h(t)}{(t - \lambda)^n},
\]
with \( h(t) = p_A(t) - q(t) \). Since \( h(t) \) is a polynomial of degree at most \( n - 1 \), by taking the Taylor expansion of \( h(t) \) at \( \lambda \) we have
\[
h(t) = \sum_{i=0}^{n-1} a_i (t - \lambda)^{n-1-i}. \]
Therefore Equation \ref{equation:3.2} is equivalent to

\begin{equation}
(3.3) \quad w^t(tI - A)^{-1}v = \sum_{i=0}^{n-1} \frac{a_i}{(t - \lambda_i)^{i+1}}.
\end{equation}

Let us take

\[ w = \sum_{i=0}^{n-1} a_i e_{n-i}, \quad v = e_n. \]

We claim that \( v, w \) satisfy the condition given in Equation \ref{equation:3.3}. In fact, by Lemma \ref{lemma:4} we have

\[ (tI - A)^{-1} = \sum_{i=0}^{n-1} \frac{N^i}{(t - \lambda)^{i+1}}. \]

Therefore

\[ w^t(tI - A)^{-1}v = w^t \left[ \sum_{i=0}^{n-1} \frac{N^i e_n}{(t - \lambda)^{i+1}} \right] \]

\[ = \sum_{i=0}^{n-1} \frac{w^t e_{n-i}}{(t - \lambda)^{i+1}} \]

\[ = \sum_{i=0}^{n-1} \frac{a_i}{(t - \lambda)^{i+1}}. \]

Here we use the fact that \( N^i e_n = e_{n-i} \) and \( w^t e_{n-i} = a_i \).

\[ \square \]

3.2. \textbf{A is the direct sum of Jordan blocks with different} \( \lambda_i \). Next, we consider the case where \( A \) is a direct sum of these blocks with different \( \lambda_i \), namely

\[ A = \bigoplus_{i=1}^m J_{\lambda_i, n_i}, \]

with \( \lambda_i \) are pairwisely different. We note that in this case, the condition in Corollary \ref{corollary:2} is simply

\[ m_{\lambda_i}(q) \geq n_i - n_i = 0. \]

In other words, all \( q(t) \) have this property. In fact, we have the following proposition

\textbf{Proposition 3.} Suppose

\[ A = \bigoplus_{i=1}^m J_{\lambda_i, n_i}, \]
with \( \lambda_i \) are pairwisely different. Let \( q(t) \) is a monic polynomial of degree \( n \). Then there exists a rank 1 matrix \( B = vw^t \) such that

\[
p_{A+B}(t) = q(t).
\]

**Proof.** In this case, we have

\[
p_A(t) = \prod_{i=1}^{m} (t - \lambda_i)^{n_i}.
\]

As before, we need to find \( v, w \) such that

\[
w^t(tI - A)^{-1}v = \frac{h(t)}{p_A(t)} = \frac{h(t)}{\prod_{i=1}^{m} (t - \lambda_i)^{n_i}}.
\]

with \( h(t) = p_A(t) - q(t) \). We need the following lemma.

**Lemma 5.** There exist polynomials \( h_i(t) \) such that \( \deg(h_i(t)) \leq n_i - 1 \) and

\[
\frac{h(t)}{q(t)} = \sum_{i=1}^{m} \frac{h_i(t)}{(t - \lambda_i)^{n_i}}.
\]

**Proof.** By the Chinese remainder theorem, there exist polynomials \( g_i(t) \in F[t] \) such that

\[
\frac{h(t)}{q(t)} = \sum_{i=1}^{m} \frac{g_i(t)}{(t - \lambda_i)^{n_i}}.
\]

By the Euclidean algorithm, we can write

\[
\frac{g_i(t)}{(t - \lambda_i)^{n_i}} = \frac{h_i(t)}{(t - \lambda_i)^{n_i}} + r_i(t),
\]

where \( h_i(t), r_i(t) \) are a polynomials and the degree of \( h_i(t) \) is at most \( n_i - 1 \). Hence we have

\[
\frac{h(t)}{q(t)} = r(t) + \sum_{i=1}^{m} \frac{h_i(t)}{(t - \lambda_i)^{n_i}},
\]

with \( r(t) = r(t) + \ldots + r_m(t) \). Since \( \deg(h) < \deg(q) \), we must have \( r(t) = 0 \). Consequently,

\[
\frac{h(t)}{q(t)} = \sum_{i=1}^{m} \frac{h_i(t)}{(t - \lambda_i)^{n_i}}.
\]

\[\Box\]

Let us denote by \( A_\lambda \) the generalized eigenspace associated with \( \lambda \), namely

\[
A_\lambda = \{ v \in F^n | (A - \lambda)^m v = 0, \text{for some } m \}.
\]
We see that, if \( z_i \in A_{\lambda_i}, \, z_j \in A_{\lambda_j}, \) and \( \lambda_i \neq \lambda_j \) then
\[
z_i^t z_j = z_j^t z_i = 0.
\]

Let us write
\[
v = \sum_{i=1}^{m} v_i, \quad w = \sum_{i=1}^{m} w_i.
\]
with \( v_i, w_i \in A_{\lambda_i} \). Since \((tI - A)^{-1}v_i \in A_{\lambda_i}\) and \( w_j \in A_{\lambda_j}\) we see that if \( i \neq j \) then
\[
w_j^t(tI - A)^{-1}v_i = 0.
\]

Therefore
\[
(3.4) \quad w^t(tI - A)^{-1}v = \sum_{i=1}^{m} w_i^t(tI_{n_i} - J_i)^{-1}v_i.
\]
Here for a vector \( z_i \in A_{\lambda_i}, \, z_i \) is the projection of \( z_i \) to the component corresponding to \( J_{\lambda_i} \). More precisely, suppose
\[
z_i = (0, \ldots, 0, m_{1i}, m_{2i}, \ldots, m_{ni}, \ldots 0) \in F^n,
\]
then
\[
\overline{z}_i = (m_{1i}, m_{2i}, \ldots, m_{ni}) \in F^{n_i}.
\]
Note that, we can recover \( z_i \) from \( \overline{z}_i \) as well.

Now, by Proposition 2 we know that we can find \( \overline{v}_i, \overline{w}_i \) (and hence \( v_i, w_i \)) such that that
\[
\overline{w}_i^t(tI_{n_i} - J_i)^{-1} = \frac{h_i(t)}{(t - \lambda_i)^{n_i}}.
\]
From Equation 3.4 we see that
\[
w^t(tI - A)^{-1}v = \sum_{i=1}^{m} \overline{w}_i^t(tI_{n_i} - J_i)^{-1} \overline{v}_i.
\]
This completes the proof in this special case.

\[\square\]

3.3. The general case. Finally, we consider the general case.

**Proposition 4.** Let \( A \) be an \( n \times n \) matrix. Suppose \( q(t) \) be a monic polynomial of degree \( n \) satisfying the condition in Corollary 2, namely
\[
m_\lambda(q) \geq \text{alg}_\lambda(A) - j_\lambda(A).
\]

Then, there exists a rank 1 matrix \( B \) such that
\[
p_{A+B}(t) = q(t).
\]
**Proof.** As explained above, it is enough to consider the case where $A$ is a direct sum of Jordan blocks (possibly with repeated $\lambda_i$). Let $\{\lambda_1, \lambda_2, \ldots, \lambda_m\}$ be the set of distinct eigenvalues of $A$. We can then decompose $A$ as

$$A = A_1 \oplus A_2,$$

where

$$A_1 = \bigoplus_{i=1}^{m} J_{\lambda_i, j_{\lambda_i}},$$

and $A_2$ is the rest. In other words, for each eigenvalue $\lambda$, $A_1$ contains exactly one copy of $J_{\lambda, r}$ with $r$ being the largest size of all Jordan blocks in $A$ of the form $J_{\lambda, r_k}$. We note, by the assumption, we can write

$$q(t) = q_1(t) \prod_{i=1}^{m} (t - \lambda_i)^{\text{alg}_{\lambda_i}(A) - j_{\lambda_i}(A)},$$

where $q_1(t)$ is a monic polynomial of degree $d = \sum_{j=1}^{n} j_{\lambda_j}(A)$. By Proposition 3, we know that there exists a rank 1 matrix $B_1$ of size $d \times d$ such that

$$p_{A_1 + B_1}(t) = q_1(t).$$

Let $B = B_1 \oplus 0_{n-d}$ be a matrix of size $n \times n$. Note that, $B$ has rank 1 as well. Furthermore

$$p_{A + B}(t) = p_{A_1 + B_1}(t)p_{A_2 + B_2}(t) = q_1(t)p_{A_2 + B_2}(t).$$

It is easy to see that

$$p_{A_2 + B_2}(t) = \prod_{i=1}^{m} (t - \lambda_i)^{\text{alg}_{\lambda_i}(A) - j_{\lambda_i}(A)}.$$

We then conclude that

$$p_{A + B}(t) = q(t).$$

□
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