Abstract

High-fidelity, AI-based simulated classroom systems enable teachers to rehearse effective teaching strategies. However, dialogue-oriented open-ended conversations such as teaching a student about scale factors can be difficult to model. This paper builds a text-based interactive conversational agent to help teachers practice mathematical questioning skills based on the well-known Instructional Quality Assessment. We take a human-centered approach to designing our system, relying on advances in deep learning, uncertainty quantification, and natural language processing while acknowledging the limitations of conversational agents for specific pedagogical needs. Using experts’ input directly during the simulation, we demonstrate how conversation success rate and high user satisfaction can be achieved.

1 Introduction

Significant amounts of improvements in natural language understanding [Brown et al., 2020] and common-sense reasoning [Sap et al., 2020], have come from large datasets and deep learning models. However, domain-specific conversational agents still suffer from the lack of large datasets and well-known challenges of deep learning models. One approach the community heavily relies on to mitigate the data scarcity and model fragility problem is to not rely only on AI models but also on human-AI collaborations. Human AI collaborations have been used for AI explanations [Bilgic and Mooney, 2005], [Feng and Boyd-Graber, 2019], [Kaur et al., 2020], content moderation [Haver et al., 2019] and even dialogue systems [Li et al., 2016]. The goal is to achieve complementary performance [Bansal et al., 2021]; that is, the system needs to outperform human and AI acting alone. Understanding and improving collaboration between humans and AI systems is tricky because capabilities are hard to calibrate, [Nado et al., 2021]. In this work, we explore Human-AI collaboration to address teacher questioning strategies. The teacher in training uses the system to practice the IQA questioning
Table 1: Example teacher utterances and IQA categories. Note that some utterances like “Sit Down”, or “Close the book”, or “Look at the diagram” are very classroom specific and teachers do not use such utterances while conversing with a CA.

| Question label | Description | Examples |
|---------------|-------------|----------|
| Probing or exploring mathematical meanings and relationships | Question clarifies student thinking, enables students to elaborate their own thinking for their own benefit and the class; Points to underlying mathematical relationships and meanings; Makes links among mathematical ideas | How did you get that answer? Explain to me how you got that expression? What does it represent in terms of the diagram? Why is it staying the same? |
| Factual or recall | Elicits a mathematical fact; Requires a single response answer; Requires the recall of a memorized fact or procedure, can be a yes/no answer but for a specific mathematical question | What is 3x5? Does this picture show ½ or ¼? What do you subtract first? |
| Expository or cueing | Provides mathematical cueing or mathematical information to students, tells them to look at specific information without engaging students’ ideas | Rhetorical questions (“The answer is three, right?”) Clarifying statements “Between the 2?” Look at this diagram |
| Other | Non-academic behavioral talk; General classroom management; everything else. | Sit down Close your books |

2 Difficulty in making conversational agents in educational settings

Model and Data Limitations (MDL): CA systems that use state of the art deep learning and machine learning also have failure modes. Despite the prevalence of deep learning and new advancements in CA architecture, only recently have limitations been uncovered. Deep learning models (models that are used in most modern CAs) can fail catastrophically because they work by exploiting spurious relationships within data sets which is known as shortcut learning [Geirhos et al., 2020]. These limitations also exist in Natural Language Processing [Poliak et al., 2018, McCoy et al., 2019], which makes relying on data and models to build extremely robust systems challenging, especially in domains with relatively less model training data like education.

User Expectation Limitations (UEL): Setting user expectation in task specific CA’s is difficult. Norman described the ‘gulfs of execution and evaluation’ [Norman, 1991], as the degree to which the system representations can be perceived and decoded by the user into accurate expectations and intentions of use. Long descriptive answers make designing CAs for teaching scenario difficult as most traditional CA’s generate short-answers or factual tasks (“What is 2+2?”). The “deep gulf of evaluation” [Norman, 1991] exists because CA systems lack meaningful feedback regarding the systems intelligence and capability. This mismatch of user expectations and current technology capabilities can lead to a mis-application of CAs and a lack of confidence that results in an avoidance of use and deployment for complex tasks or sensitive activities.

Figure 1: The entity recognition stage computes the uncertainty for individual entities. D1-D5 represents dialogue act uncertainty, L,W,H,V represents uncertainty about the dimensions of the object, L, R refer to the uncertainty in figure reference (whether it is a left figure or a right figure), and V, NV refer to whether the attribute mentioned has a value associated with it or not.
3 THE USER-AI-SUPERVISOR DIALOGUE SYSTEM WITH UNCERTAINTY MODELING

The MDL and UEL are difficult to meet in CA’s for any system and especially for a CA in the context of education. In order to design useful systems, we need to acknowledge that current advances in dialogue systems make having fluent conversations over multiple turns non-trivial. We designed a dialogue system to specifically address user expectation failure and model and data failures. At it’s core, the system minimizes bad user experience with uncertainty modeling. When a dialogue system component or a system fails, we redirect control to a supervisor whose task is to bring the conversation back on track. We rely on recent developments in deep learning and uncertainty estimation [Gal and Ghahramani, 2016] for each subcomponent of the dialogue system and build an interaction pipeline of user + system + supervisor that can pass the system’s control from the dialogue system to the supervisor based on the failure. The supervisor is an application that incorporates an expert user (someone familiar with the scenario and the system’s limitations) with the ability to send a response back to the system as a “Student”.

4 Experimental Setting

4.1 Participant and Model details

The evaluation included 8 teachers (age between 24-60), each conversing with the system twice. After each session, the users filled up a survey on a 5-point likert scale, as shown in Figure 3. The data for the dialogue system was collected through weak supervision based approaches as described in [Datta et al. 2021]. A 5-fold cross-validation using the DistilBERT model [Sanh et al. 2019] resulted in an F1 score: 0.71. We use ActiveDropout [Gal and Ghahramani, 2016] for uncertainty component in the classification task. We used pre-trained BERT [Devlin et al., 2018] sentence representations to train the logistic regression classifier for entity recognition similar to the approach by [Bar, 2016] (precision: 0.84, recall: 0.82, f1: 0.83). The entity uncertainty (see Figure 1) is computed using the softmax probability output on top of the entity extraction task in Table 2 (In Appendix).

4.2 Results

The system evaluation relied on survey responses from the teachers to judge the effectiveness of the Human-AI collaboration. The survey asked six questions on a 5-point Likert scale. Survey questions that relied on the calibrated uncertainty modules like dialogue act classification and entity recognition (Q1. Did the task get accomplished? Q2. Do you think the student learned anything?) scored higher in user satisfaction than metrics that relied on conversational agent responses (Q4. How
Figure 3: Survey responses to the user interaction with the system. The user rating of the conversation responses for fluency was significantly lower than the other metrics since the responses were generated from a scripted group of responses. Users of the system were somewhat unsure of the student’s understanding of the concepts when the system would fail on exploratory questions.

fluent was the conversation? Q5. How sensible were the responses?). This is because the system responses were not generative but instead used a template-based approach that seemed repetitive to the user. However, the overall user satisfaction of the system was high since teachers’ evaluation of the student involved the student being able to answer the math questions correctly. In this case, the scale factor computation by the conversational agent was deterministic.

5 Conclusion and Future Work

One of the main bottlenecks in building conversational agents is the failure mode of deep learning models in the dialogue system’s components. Our goal in this paper was to understand the inherent limitations of the dialogue system’s different components and effectively use intervention strategies to prevent conversations from derailing. In low resource domains, specifically in education, building new conversational agent scenarios often requires a lot of data, and incorporating uncertainty failure modes can help gather data progressively [Mitchell et al., 2018] while maintaining the utility of the tool throughout the process. Uncertainty quantification in deep learning is at its nascent stage. Despite the current limitations in uncertainty calibration in deep learning we believe future dialogue systems should leverage uncertainty as a core component to improve conversation quality.
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### A Appendix

Table 2: Entity extraction task for uncertainty modeling

| Text                                | Entities       | Relation               | Label |
|-------------------------------------|----------------|------------------------|-------|
| The length of the object is 5, what is the width? | length, 5, width | (length, 5)            | True  |
| What is the scale factor?           | scale factor   | (scale factor, __)     | False |
| No, the length is not 5, the width is. | length, 5, width | (width, 5)             | True  |
| No, the length is not 5, the width is. | length, 5, width | (length, 5)            | False |