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Abstract

Observations in Quantum Mechanics are subject to complex restrictions arising from the principle of energy conservation. Determining such restrictions, however, has been so far an elusive task, and only partial results are known. In this paper we discuss how constraints on the energy spectrum of a measurement device translate into limitations on the measurements which we can effect on a target system with non-trivial energy operator. We provide efficient algorithms to characterize such limitations and we quantify them exactly when the target is a two-level quantum system. Our work thus identifies the boundaries between what is possible or impossible to measure, i.e., between what we can see or not, when energy conservation is at stake.

1 Introduction

The success of quantum computation [1 2] and quantum simulation [3 4] schemes depends in part on our ability to measure quantum systems with good enough precision. Sometimes (e.g., in ion-trap experiments [5]), such measurements are conducted in systems with a non-trivial energy operator, and so are strongly limited by the law of energy conservation. Indeed, Wigner was among the first to notice the impossibility of measuring exactly any observable described by an operator which does not commute with the
system’s conserved quantities. He showed, nevertheless, that an arbitrarily
close measurement of such observables was possible if the dimensions of the
measurement device were large enough [6]. These results were formalized
in the Wigner-Araki-Yanase (WAY) theorem [7, 8] and quantified some time
later by Ozawa [9], who provided a general uncertainty relation which bounds
the mean square noise in the measurement of an arbitrary observable as a
function of the variances of the conserved quantities in system and measure-
ment apparatus. This relation has been applied successfully to estimate the
error of certain lab-induced evolutions of two-level quantum systems [10, 11].
Sadly enough, and despite its generality and range of applicability, Ozawa’s
uncertainty relation is not tight, and sometimes greatly underestimates the
errors it tries to bound.

In this article we study how measurements of a target system effected
by a quantum device are limited by the energy distribution of the latter.
We quantify such limits analytically when the target is a two-level system.
Additionally, we provide an efficient algorithm to completely characterize the
set of attainable measurements in arbitrarily high dimensional targets.

The structure of the article is as follows: in Section 2 we will motivate
our study by analyzing an experimental scheme for Bell inequality violation
by means of energy-conserving transformations. Then, in Section 3 we will
describe our measurement model and explain the role of the quantum de-
vice’s energy spectrum in the measuring process. To quantify the effect of
the energy spectrum on the set of available measurements, we introduce in
Section 4 two operational distances between an arbitrary pair of quantum
measurements. Using these notions, in Section 5 we find that the difference
between the set of all conceivable two-level measurements and the set of all
measurements implementable by measurement devices with a battery in one
of the states $\mathcal{B} = \{\sigma_B\}$ can be quantified operationally by a single parameter, $\tau(\mathcal{B})$. We will calculate this parameter in two interesting scenarios: 1) measurement devices with finite energy spectrum; and 2) measurement de-
vices with unbounded energy spectrum, but finite average energy $\bar{E}$. Later,
in Section 6 we will describe an efficient algorithm to characterize the set
of accessible measurements for target systems of any dimension. Finally, in
Section 7 we will propose a physical mechanism to explain why we should
expect to estimate non-trivial observables when the spectra of target system
and measurement apparatus are just approximately resonant.

Before starting, though, we would like to call attention to the recent and
related work of Ahmadi et al. [14], which also analyzes how the quantum
state of the control device influences its capabilities for quantum measurements and control. Among its main results the reader can find a reformulation of the WAY theorem in the language of resource theories \cite{12, 13} and the realization that, in finite dimensional systems, there does not exist such a thing as an optimal universal ancillary state, i.e., the optimal quantum state of the control device will depend on which specific quantum operation we wish to implement in the lab.

2 A Bell experiment under energy conservation

Let two parties, call them Alice and Bob, be distributed the entangled state $|\varphi\rangle_{AB} \equiv \frac{1}{\sqrt{2}}(|0\rangle_A|1\rangle_B + |1\rangle_A|0\rangle_B)$, expressed in the Fock basis (where $|n\rangle$ represents a state with $n$ photons). We will show that, when restricted to apply (energy-conserving) passive optical interactions, Alice and Bob cannot violate any Bell inequality. However, they can violate the Clauser-Horne-Shimony-Holt (CHSH) Bell inequality \cite{15} if, in addition, they are given each a copy of the state $|+\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$.

First, as beam-splitting and phase-shifting transformations (and photocounting) commute with the total photon number, if Alice and Bob are given the state $|\varphi\rangle_{AB}$, the statistics they will observe are indistinguishable from those generated by the locally dephased state $\frac{1}{\sqrt{2}}(|0\rangle_A \otimes |1\rangle_B + |1\rangle_A \otimes |0\rangle_B)$. Since such is a separable state, under no circumstances they will achieve a Bell inequality violation.

Suppose now that Alice and Bob are also distributed each a copy of the state $|+\rangle$. After local dephasing, their joint state $|\varphi\rangle_{AB}|+\rangle_{A'}|+\rangle_{B'}$ turns into

$$
\rho_{AA'BB'} = \frac{1}{8} \bigl\{ |0, 0\rangle_A \otimes (|0, 0\rangle_B + |1, 1\rangle_B) +
+(|1, 0\rangle_A \otimes |1, 1\rangle_B) + |0, 0\rangle_A \otimes |0, 0\rangle_B +
+|1, 1\rangle_A \otimes |0, 0\rangle_B + |0, 0\rangle_A \otimes |1, 1\rangle_B +
+2|\psi\rangle \langle \psi|_{AA'BB'} \bigr\}, \tag{1}
$$

with $|\psi\rangle = \frac{1}{\sqrt{2}}(|0, 1\rangle_A |1, 0\rangle_B + |1, 0\rangle_A |0, 1\rangle_B)$. Since with probability $\frac{6}{8}$ the density matrix $\rho_{AA'BB'}$ is a separable state; and with probability $\frac{2}{8}$, a maximally entangled state, no matter which mea-
Figure 1: **Bell experiment under energy-conserving interactions.** Alice and Bob can violate the CHSH Bell inequality by means of beam splitters of varying transmittivity $T_A, T_B$ and shifters of phase $\Phi_A, \Phi_B$ if, besides the entangled state $|\varphi\rangle$, they are distributed each a copy of the reference state $|+\rangle$. The quantity $N^k_A (N^k_B)$ denotes the number of photons registered by Alice’s (Bob’s) $k^{th}$ detector.

Surements Alice and Bob apply, they will never be able to violate CHSH by more than $\frac{4}{8} \times 2 + \frac{2}{8} \times 2\sqrt{2} \approx 2.071$

Now, define $\sigma_x \equiv |0, 1\rangle\langle 1, 0| + |1, 0\rangle\langle 0, 1|$, $\sigma_z \equiv |0, 1\rangle\langle 0, 1| - |1, 0\rangle\langle 1, 0|$, and, for $k = 1, 2$, consider the following dichotomic operators:

\[ A_k = |0, 0\rangle\langle 0, 0| - |1, 1\rangle\langle 1, 1| + \tilde{A}_k, \]
\[ B_k = |1, 1\rangle\langle 1, 1| - |0, 0\rangle\langle 0, 0| + \tilde{B}_k, \]

(2)

with

\[ \tilde{A}_1 = \sigma_z, \tilde{A}_2 = \sigma_x, \tilde{B}_1 = \frac{1}{\sqrt{2}}(\sigma_x - \sigma_z), \tilde{B}_2 = -\frac{1}{\sqrt{2}}(\sigma_x + \sigma_z). \]

(3)

It can be verified that

\[
\text{tr} \left\{ (\rho_{AA'BB'} (A_1 \otimes B_1 + A_1 \otimes B_2 + A_2 \otimes B_1 - A_2 \otimes B_2) \right\} =
1 + \frac{3}{4} \sqrt{2} \approx 2.0607,
\]

(4)
i.e., when these measurements are applied on state $\rho_{AA'BB'}$, they generate a CHSH value beyond the classical limit.

Given the setup depicted in Figure 1, Alice and Bob can implement measurements $A_1, A_2, B_1, B_2$ by fixing appropriately the values of their transmittivities and phase shifts, and assigning labels $\pm 1$ to the possible outcomes $N_{A1}, N_{A2}, N_{B1}, N_{B2}$ of their photo-detectors via the prescriptions:

$$A = \begin{cases} 1, & \text{if } N_{A1} + N_{A2} = 0, \text{ or } N_{A1} = 0, N_{A2} = 1 \\ -1, & \text{if } N_{A1} + N_{A2} = 2, \text{ or } N_{A1} = 1, N_{A2} = 0 \end{cases};$$  

(5)

$$B = \begin{cases} 1, & \text{if } N_{B1} + N_{B2} = 2, \text{ or } N_{B1} = 0, N_{B2} = 1 \\ -1, & \text{if } N_{B1} + N_{B2} = 0, \text{ or } N_{B1} = 1, N_{B2} = 0 \end{cases}. $$

(6)

It follows that the presence of coherent superpositions of energy eigenstates $|+\rangle$ increases the set of local measurements which Alice and Bob can implement over the state $|\varphi\rangle$.

It can be seen that, when distributed highly energetic coherent states rather than $|+\rangle$ as an ancilla, Alice and Bob can measure any observable in the subspace $\text{span}(|0\rangle, |1\rangle)$ up to arbitrary precision, and so they can get as close as they want to the maximal quantum violation of CHSH. Our work focuses precisely on how the energy spectrum of such ancillary states constrains the set of achievable measurements in quantum systems with non-trivial energy operator.

3 Measurements under energy conservation

3.1 The measurement model

A general measurement over a quantum system in state $\rho \in B(\mathcal{H})$ is described by a set of positive semidefinite operators $\{M_x\}_{x=0}^n$, with $\sum_{x=0}^n M_x = I_\mathcal{H}$, such that

$$p(x) = \text{tr}(\rho M_x)$$

(7)

denotes the probability of obtaining the outcome $x$. In general, such a measurement is physically realized by attaching our target system $S$ to a pointer.
and making them interact via a third system $C$ that we will denote the clock.

We will assume that the clock does not transfer energy to the system under observation, i.e., if we call $\Omega$ the quantum channel induced by the clock on to systems $S, P$, then $\Omega(\rho_{SP})$ must have the same energy distribution as $\rho_{SP}$ for whatever initial state $\rho_{SP}$ of the target and the pointer.

Such is the case, for instance, when the clock is a macroscopic object and the interaction is introduced adiabatically. Indeed, let $g(t)H_{SP}^{\text{int}}$ be the interaction effected by the clock on system $SP$ at time $t$, with $g(-\infty) = g(\infty) = 0$. If $g(t)$ varies slowly enough, the adiabatic theorem guarantees (modulo level-crossings) that the energy of system $SP$ will be the same at the end of the process [16]. In this measurement model, the outcome $x$ of the effective measurement on system $S$ is obtained by conducting a von Neumann measurement of the state of the pointer.

As we will see, energy conserving measurements are very limited, so we must include in the picture a fourth quantum system, the battery ($B$), to model the energy exchange between the target and the measurement apparatus. The battery has a non-trivial energy operator $H_B$, and only interacts with the system $SP$ via the clock.

Some clarifications about this model are in order: we divide the measurement device into three different parts (the clock, the pointer and the battery) to separate different effects so that we can easily follow and analyze them. A clock, by definition, must change its state, hence, first of all, its Hamiltonian cannot be identically zero and second, it cannot be in an energy eigenstate, but it must be in a superposition of different energy eigenstates. In general a clock may exchange energy with the system - turning on and off an interaction may excite the system. So when we discuss the energy exchange with the system we must take the clock into account as well. This significantly complicates the analysis. We thus prefer to separate the issue of energy exchange from the clock. When the turning on and off is adiabatic, such an energy exchange is prevented. The entire energy exchange is then with the battery. Effectively this way we succeed to separate the clock from the energy exchange, as intended. We also want to be able to keep track of all possible entanglements and to use the clock only for timing. If the target is to get entangled with some other system, we provide this as an explicit ancilla (that we can associate with the battery, for instance). Hence we take the clock as ‘classical’. The main point of all this is that such a clock allows us to produce
a well defined energy conserving unitary. Note, finally, that this formalism actually already contains implicitly a non-adiabatic, non-classical clock, if we regard part of the battery as part of the clock. Hence our simplified model loses no generality.

The interaction $U$ between the target, the pointer and the battery mediated by the clock will thus be such that the distribution of the total energy $H_T$ of the composed system $SPB$ will be conserved. In other words, if $H_T = \sum_n E_n P_n$ is the spectral decomposition of the total hamiltonian, then $\text{tr}\{\rho_{SPB} P_n\} = \text{tr}\{U\rho_{SPB} U^\dagger P_n\}$ must hold for all joint states $\rho_{SPB}$ of target, pointer and battery, and all $n$. This condition can be seen equivalent to $[U, H_T] = 0$, see Appendix A. In Appendix A it is also shown that any completely positive trace-preserving map $\Omega$ that conserves the energy distribution can be understood as a unitary $U$ acting on $SPB$ and an ancillary system $A$ such that $\Omega(\rho_{SPB}) = \text{tr}_A[U(\rho_{SPB} \otimes |0\rangle \langle 0|_A)U^\dagger]$ and $[U, H_T \otimes I_A] = 0$. Thus even if we relaxed our previous assumptions and allowed the clock to get entangled with system $SPB$, we could always redefine the battery as $BA$ (with hamiltonian $H_B \otimes I_A$) and again view the clock’s interaction as a unitary commuting with $H_T$.

What is the total energy $H_T$ in this model? Note that the pointer can always be chosen such that its local energy operator is trivial\(^1\). Denoting by $H_S$ the energy operator of system $S$, this means that

$$H_T = H_S \otimes I_{PB} + I_{SP} \otimes H_B. \quad (8)$$

For illustration, think of homodyne measurements in quantum optics: there, the target is the laser beam to be measured, and the battery is a high energy light pulse derived from a local oscillator. The displacement of these two beams through optical fibers plays the role of the clock, which switches on and off an interaction with a beam splitter and two photodetectors. Finally, the difference between the intensity of both photodetectors is then printed\(^1\).

\(^1\)Given that the pointer must hold a reliable record of the outcome of the measurement, the states $\{|a\rangle\}$ must be orthogonal and do not evolve in time, i.e., they must be eigenstates of the hamiltonian $H_P$ of the pointer. If the energy of such states is equal, then we can assume that $H_P = 0$. If not, we can always attach a pointer $P'$ to $P$ with $H_{P'} = 0$ and make the joint system evolve via the unitary $V = \sum_a |a\rangle \langle a|_P \otimes D(a)_{P'}$, where $D(a)|k\rangle = |k + a \mod n + 1\rangle$. If $P'$ is initially set to the state $|0\rangle$, this unitary will copy the measurement information to $P'$. Moreover, $[H_P \otimes I_{P'}, V] = 0$, i.e., $V$ represents an energy-conserving operation. We can hence take $P'$ to be our actual pointer and regard $P$ as part of the battery system.
3.2 The role of the battery

Suppose that we wish to measure our target system by means of a batteryless quantum device. Appendix A shows that the POVM elements \{M_x\} describing any such measurement must commute with \(H_S\). If, in addition, system \(S\) has a non-degenerate energy operator \(H_S = \sum_m E_m |m\rangle \langle m|\), then each \(M_x\) must admit a diagonalization of the form \(M_x = \sum_m p_x^{(m)} |m\rangle \langle m|\).

By the completeness relation, we further have that \(\sum_x p_x^{(m)} = 1\) for all \(m\). It follows that the measurement of any property \(x\) can be simulated by the following process:

1. Measure the energy operator \(H_S\), thus obtaining an outcome \(m\) (corresponding to the energy value \(E_m\)).

2. Generate \(x\) randomly according to the distribution \(p(x) = p_x^{(m)}\).

Measurements in this scenario are thus not very ‘quantum’, in the sense that all we need to return an outcome is the expression of the energy density of system \(S\). In particular, no matter how much entangled system \(S\) is with another system \(S'\), two experimentalists at each site could never violate a Bell inequality or even prove that their joint state is entangled. Indeed, let \(\rho_{SS'}\) be the joint state of systems \(S, S'\). Then, if the experimentalist at \(S\) is restricted to perform measurements which commute with \(H_S\), it is easy to see that \(\rho_{SS'}\) will produce the same bipartite measurement statistics as the classical-quantum state

\[
\tilde{\rho}_{SS'} = \sum_m p(m) |m\rangle \langle m| \otimes \rho_{S'}^{(m)}. \tag{9}
\]

where \(p(m)\) is the probability that system \(m\) has energy \(E_m\) and \(\rho^{(m)} = \langle m| \rho_{SS'} |m\rangle / p(m)\).

How does the picture change when our measurement device has a battery? Let us assume that such is the case, and that \(H_B = \sum_n \mu_n |n\rangle \langle n|\) is non-degenerate. This last condition is not restrictive in the least, since we can always introduce degeneracy later via the pointer.

As before, any effective measurement in the joint system \(SB\) will be described by a complete set of POVM elements \{\(M_x\}\) commuting with the
energy operator of the system. The difference stems in this case in that the new energy operator is not $H_S$, but $H_S \otimes I_B + I_S \otimes H_B$.

This can make a huge difference. Coming back to the example of homodyne measurements, note that a measurement of the quadrature $x$ cannot be performed via passive linear optical elements and photodetectors alone. Indeed, unlike in homodyne measurements, any such measurement would commute with the total photon number. Homodyne measurements can nevertheless be performed via linear optical elements up to arbitrarily good approximations if we introduce a second high energy laser pulse (i.e., a battery).

Note that

$$H_T = \sum_{m,n} (E_m + \mu_n)|m\rangle\langle m| \otimes |n\rangle\langle n|.$$  \hspace{1cm} (10)

We will say that there exists a resonance between the hamiltonians $H_B, H_S$ iff there exist $m, m', n, n'$ such that

$$E_m - E_{m'} = \mu_n - \mu_{n'}.$$  \hspace{1cm} (11)

In the particular case that there are no resonances, the eigenspaces of $H_T$ are given by $\{|m\rangle \otimes |n\rangle\}$. Any operator $M$ commuting with $H_T$ will necessarily be of the form $M = \sum_{m,n} M_{n,m}|m\rangle\langle m| \otimes |n\rangle\langle n|$. Let $\sigma_B \in B(H_B)$ be the initial state of the battery. Then, any measurement $\{M_x\}$ performed over the system $SB$ through this scheme can be simulated by the process:

1. Measure the energy of system $S$, obtaining outcome $m$.
2. Output $x$ randomly from the distribution $p(x) = \text{tr}(\langle m|M_x|m\rangle \sigma_B)$.

Non-resonant hamiltonians $H_B$ thus do not provide any advantage towards measuring or interacting with system $S$ in a quantum way.

What about resonant hamiltonians? Suppose that our target system $S$ is a two-level system, with $H_S = |1\rangle\langle 1|$, where $|1\rangle$ ($|0\rangle$) denotes the excited (ground state) of $S$. Let us study which kind of effective measurements we can implement on system $S$ if we couple it to a battery with hamiltonian $H_B = \sum_{k=0}^{d-1} k|k\rangle\langle k|$. The total energy of the system can be seen equal to
\[ H_T = \sum_{k=1}^{d-1} k \{ |0\rangle\langle 0| \otimes |k\rangle|k\rangle + |1\rangle\langle 1| \otimes |k-1\rangle|k-1\rangle \} + \\
+ d |1\rangle\langle 1| \otimes |d-1\rangle|d-1\rangle. \]

(12)

The eigenspaces of \( H_T \) are thus defined by the projectors

\[
|0\rangle\langle 0| \otimes |0\rangle\langle 0|, \\
\{ |0\rangle\langle 0| \otimes |k\rangle|k\rangle + |1\rangle\langle 1| \otimes |k-1\rangle|k-1\rangle \}_{k=1}^{d-1}, \\
|1\rangle\langle 1| \otimes |d-1\rangle|d-1\rangle\}
\]

(13)

Call the corresponding spaces \( \mathcal{H}^k \), with \( \mathcal{H}^0 = \text{span}\{ |0\rangle\langle 0| \} \) and \( \mathcal{H}^d = \text{span}\{ |1\rangle\langle d-1| \} \). Then, a generic POVM element in \( \mathcal{H}^k \) has the form

\[ M^k = \sum_{a,b=0,1} (M^k)_{ab} |a\rangle\langle b| \otimes |k-a\rangle\langle k-b|. \]

(14)

where \(|-1\rangle = |d\rangle = 0\) by definition. We will call such POVMs physical, since they correspond to the actual operation effected on the quantum system \( SB \).

Let \( \sigma_B \) be the state of the battery. Then, a physical POVM of the form \( M_x = \oplus_k M^k_x \) induces in system \( S \) an effective POVM

\[ (\tilde{M}_x)_{ab} = \sum_{k=0}^{d} \langle k-b|\sigma_B|k-a\rangle (M^k_x)_{ab}. \]

(15)

Now, take \( \sigma_B = |\psi_B\rangle\langle \psi_B| \), with \( |\psi_B\rangle = \frac{1}{\sqrt{d}} \sum_{k=0}^{d-1} |k\rangle \) and let \( \{ M^k_x \}_x \) be an arbitrary two-level POVM that we want to approximate. Set the physical POVM elements to be equal to \( \{ M^k_x \}_x \), i.e., \( (M^k_x)_{ab} = (M^k_x)_{ab} \). Then, one can verify that

\[ (\tilde{M}_x)_{ab} = (M^k_x)_{ab} \left( 1 + \frac{d \delta_{ab} - 1}{d} \right). \]

(16)

It thus follows that any measurement can be approximated up to arbitrary precision by taking \( d \) large enough. It is straightforward to extend this result to multi-level target systems.

Notice that, in order to perform non-trivial quantum measurements over the previous system, an exact resonance between \( H_B \) and \( H_S \) is required. This is certainly counter-intuitive: one would expect that ancillary systems
with energy operator $\tilde{H}_B \approx H_B$ nearly resonant with $H_S$ should induce similar effective measurements over system $S$ (and thus approximate the set of all possible two-level measurements for $d \gg 1$). In Section 7 we provide a possible solution to this apparent paradox, by invoking the existence of hidden continuous degrees of freedom.

The aim of the rest of the article is to determine exactly how the cardinality of the spectra and/or the energy of our measurement device constrain the set of effective POVMs that such a device is able to implement on its target system. But, before this, we will have to specify means to quantify such constraints.

4 Quantifying the size of the set of accessible measurements

Imagine that we hold a measurement device whose battery we can initially prepare in a set of states $B = \{\sigma_B\}^2$, and call $M(B, d)$ the set of all effective POVMs which it allows to implement in a target system of dimension $d$ and energy operator $H_S \in B(\mathbb{C}^d)$. In the following section, we will try to quantify how $M(B, d)$ compares with $M(d)$, the set of all possible POVMs in $\mathbb{C}^d$.

To do so, we must first introduce a natural distance between two different POVMs. Suppose that we have a device capable of implementing either the measurement $M^0 \equiv \{M^0_x\}_x$ or $M^1 \equiv \{M^1_x\}_x$ with probability $1/2$. We let it act over a suitably prepared quantum state $\rho$ and, from the outcome $x$ obtained, we try to guess which of the two POVMs our machine is actually implementing. It can be shown (see Appendix C) that the maximum probability $P_C$ of correctly guessing the POVM is then given by

$$P_C = \frac{1}{2}\{1 + \text{dist}_C(M^0, M^1)\},$$

(17)

where $\text{dist}_C(M^0, M^1)$ is defined as

$$\text{dist}_C(M^0, M^1) = \frac{1}{2} \max_{\rho} \sum_x |\text{tr}\{\rho(M^0_x - M^1_x)\}|,$$

(18)

Note that in the main text we identified $B$ with a set of energy distributions, and considered all possible battery states with energy density in $B$. Since that is a particular set of quantum battery states, the statements in the main article follow from the more general claim stated here.
and the maximization is to be performed over all normalized quantum states $\rho$. We will call this latter expression the classical distance between POVMs $M^0$, $M^1$. It satisfies the triangle inequality (i.e., it is a proper distance), and has maximum value 1. The reason why we call it classical is that, in the previous protocol, the POVM is guessed by analyzing the classical data $x$. The classical distance is somehow related to the distance between quantum maps introduced in [17].

Analogously, we can define a quantum distance between POVMs, by means of a protocol where the player is allowed to input part of an entangled state $\rho_{DQ}$ in the measurement device, which then performs a demolition measurement on system $D$. Depending on the outcome $x$ of such a measurement, the player will implement a POVM $N^x_a$, with outcomes $a \in \{0, 1\}$ on system $Q$ in order to decide which of the two POVMs, $M^0$ or $M^1$, is actually being measured. The probability $P_Q$ of correctly guessing the POVM can then be seen equal to

$$P_Q = \frac{1}{2} \{ 1 + \text{dist}_Q(M^0, M^1) \}, \tag{19}$$

with

$$\text{dist}_Q(M^0, M^1) = \frac{1}{2} \max_{\rho_{DQ}} \sum_x \| \text{tr}_D(\rho_{DQ}(M^0_x - M^1_x) \otimes I_Q) \|_1 \tag{20}$$

where $\rho_{DQ}$ varies over all possible states $\rho_{DQ} \in B(\mathcal{H}_D \otimes \mathcal{H}_Q)$ and all possible Hilbert spaces $\mathcal{H}_Q$. See Appendix C for a proof. As the classical distance, $\text{dist}_Q$ satisfies the triangle inequality and has maximum value 1. Also, $\text{dist}_Q(M^0, M^1) \geq \text{dist}_C(M^0, M^1)$, for all $M^0, M^1$. $\text{dist}_Q(M^0, M^1)$ actually corresponds to the diamond norm [18] between the quantum channels $\Omega^a(\rho) = \sum_x \text{tr}(\rho M_x) |x\rangle \langle x|$, with $a = 1, 2$.

It can be seen that, if $M^0, M^1$ are two-outcome POVMs, $\text{dist}_Q(M^0, M^1) = \text{dist}_C(M^0, M^1)$. However, even in dimension 2 there exist examples of POVMs where $\text{dist}_Q(M^0, M^1) > \text{dist}_C(M^0, M^1)$ (Appendix C).

These two distances suggest a simple way to quantify the difference between a particular set of POVMs $\mathcal{M}'$ acting on $\mathbb{C}^d$ and the set $\mathcal{M}(d)$ of all possible quantum measurements in that space, by computing the maximum distance between an arbitrary element of $\mathcal{M}(d)$ and the set $\mathcal{M}'$. This intuition leads to the following definitions:
\[ \epsilon_C(M') = \max_{M \in \mathcal{M}(d)} \text{dist}_C(M, M'); \quad \epsilon_Q(M') = \max_{M \in \mathcal{M}(d)} \text{dist}_Q(M, M'). \quad (21) \]

\( \epsilon_C(M') \), \( \epsilon_Q(M') \) thus measure the worst-case probability of correctly distinguishing a general POVM \( M \in \mathcal{M}(d) \) from its closest element in \( \mathcal{M}' \) in classical and quantum protocols, respectively. Intuitively, \( \epsilon_C(M') \), \( \epsilon_Q(M') \) measure the ability to distinguish between a device capable of implementing any measurement in \( \mathcal{M}(d) \) and another one restricted to POVMs in \( \mathcal{M}' \).

We have just defined two quantities to measure the performance of a quantum measurement device. Our next step will be to evaluate such quantifiers when the target system is a two-level quantum system.

5 Two-level systems

5.1 General considerations

As in section 3, suppose that our target system \( S \) is a two-level system with \( H_S = \Delta |1\rangle \langle 1| \), which we couple to a battery \( B \) with hamiltonian \( H_B \).

For the time being, assume that the spectrum of \( H_B \) is discrete. We say that an increasing sequence of eigenvalues of \( H_B \) forms a chain of length \( L \) iff it can be written as \( (\nu + \Delta k)^{L-1}_{k=0} \), for some \( \nu \in \mathbb{R} \). We call a chain maximal if it is not a subset of a larger chain. It is clear that each \( \mu \in \text{spec}(H_B) \) belongs to a unique maximal chain. Hence we have that

\[ H_T = \sum_j \nu_j |0\rangle \langle 0| \otimes |j, 0\rangle \langle j, 0| + \]
\[ + \sum_{k=1}^{L(j)-1} (\nu_j + k\Delta) \{ |0\rangle \langle 0| \otimes |j, k\rangle \langle j, k| + |1\rangle \langle 1| \otimes |j, k - 1\rangle \langle j, k - 1| \} + \]
\[ + (\nu_j + L(j)\Delta) |1\rangle \langle 1| \otimes |j, L(j) - 1\rangle \langle j, L(j) - 1|, \quad (22) \]

where each \( j \) denotes a maximal chain of length \( L(j) \) and \( |j, k\rangle \) is the normalized eigenvector of \( H_B \) with eigenvalue \( \nu_j + k\Delta \).

The eigenspaces of \( H_T \) are thus

\[ |0\rangle \langle 0| \otimes |j, 0\rangle \langle j, 0|, \]
\[ \{ |0\rangle \langle 0| \otimes |j, k\rangle \langle j, k| + |1\rangle \langle 1| \otimes |j, k - 1\rangle \langle j, k - 1| \}_{k=1}^{L(j)-1}, \]
\[ |1\rangle \langle 1| \otimes |j, L(j) - 1\rangle \langle j, L(j) - 1|. \quad (23) \]
In analogy with the previous section, call these spaces $\mathcal{H}^{j,k}$, with $\mathcal{H}^{j,0} = \text{span}(|0\rangle_j, 0\rangle)$ and $\mathcal{H}^{j,L(j)} = \text{span}(|1\rangle_j, L(j) - 1\rangle)$, and let $\sigma_B$ be the state of the battery. Then, a physical POVM $\{M_x = \oplus_{k,j} M_x^{j,k}\}$, with

$$M_x^{j,k} = \sum_{a,b=0,1} (M_x^{j,k})_{ab} |a\rangle \langle b| \otimes |j, k - a\rangle \langle j, k - b|, \quad (24)$$

induces in system $S$ an effective POVM

$$(\tilde{M}_x)_{ab} = \sum_j \sum_{k=0}^{L(j)} \text{tr} \{\sigma_B |j, k - a\rangle \langle j, k - b| (M_x^{j,k})_{ab} \}. \quad (25)$$

If $H_B$ is of the form (26), by eq. (25), a measurement device possessing a battery $B'$ with energy operator $H_{B'} = \sum_{n=0}^{L-1} n|n\rangle \langle n|$ (where $L = \max_j L(j)$) can simulate the above measurement via the following protocol:

1. Choose $j$ randomly according to the distribution $\{p_j\}$, with $p_j \equiv \sum_{k=0}^{L(j)-1} |j, k\rangle \langle j, k| \sigma_B |j, k\rangle$.

2. Prepare the state $\sigma_j \propto \sum_{k,k'=0}^{L(j)-1} |j, k\rangle \langle j, k'| \sigma_B |j, k'\rangle |k\rangle \langle k'|$ in the ancillary system $B'$.

3. Measure the joint system $SB'$ with the physical POVM $\{M_x = \oplus_{k,j} M_x^{j,k}\}$ (after any arbitrary completion, note that $\sum M_x^{j,k} \leq I$).

5.2 How close is our measuring device from being perfect?

Imagine that our preparation devices are capable of setting up any battery state $\rho_B \in \mathcal{B}$ at the beginning of the experiment. Suppose further that the energy operator of system $B$ is of the form

$$H_B = \sum_j \sum_{k=0}^{L(j)-1} (\nu_j + k\Delta) |k, j\rangle \langle k, j| \quad (26)$$

In Appendix D we show that, given those conditions,

$$\epsilon_C(M_B) = \epsilon_Q(M_B) = \frac{1}{2} \{1 - \tau(\mathcal{B})\}, \quad (27)$$
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where

$$\tau(\mathcal{B}) = \max_{\sigma \in \mathcal{B}} \sum_j \sum_{k=0}^{L(j)-2} |\langle j, k | j, k \rangle|.$$  \hspace{1cm} (28)

Moreover, let $\sigma^* \in \mathcal{B}$ be any state maximizing (28). Then, for any general one-qubit POVM $M = \{M_x\}_x \in \mathcal{M}$, $\sigma^*$ allows to generate an effective two-level POVM $\hat{M} = \{\hat{M}_x\}$, with

$$\left(\hat{M}_x\right)_{ab} = (M_x)_{ab}\{[1 - \tau(\mathcal{B})]\delta_{ab} + \tau(\mathcal{B})\}. \hspace{1cm} (29)$$

The resolution of (28) thus allows to define a prepare-and-measure strategy which simulates the whole set $\mathcal{M}$ with accuracy $1 - \tau(\mathcal{B})$.

Correspondingly, if the ancillary system has a continuous energy spectrum, the value of $\tau(\{\sigma_B\})$ equals:

$$\tau(\{\sigma_B\}) = \int dE \langle E | \sigma_B | E + \Delta \rangle. \hspace{1cm} (30)$$

In the particular case that $\sigma_B$ is a pure state with energy density $f(E)dE$, we can re-express this last equation as

$$\tau(\{\sigma_B\}) = \int dE f^{1/2}(E)f^{1/2}(E + \Delta). \hspace{1cm} (31)$$

For example, take $f(E)dE \approx \frac{e^{-E^2}}{\sqrt{2\pi\sigma}}dE$. Then, $\tau(\{\sigma_B\}, \Delta) \approx e^{-\frac{\Delta^2}{8\sigma}}$, i.e., the measurement device state is useless to measure systems with $\Delta \gg \sqrt{\sigma}$.

### 5.3 Finite spectrum

Picture an experimental scenario where we only have control over the first $d$ energy levels of our battery system. That is, we can only prepare battery states with energy density $f(E) = \sum_{k=0}^{d-1} p_k \delta(E - E_k)$, for some energy values $\{E_k\}$. Equivalently, suppose that the spectrum of $H_B$ is finite, i.e., that any measurement of the energy of the battery can only produce a finite set of outcomes. Denote by $d$ the cardinality of $\text{spec}(H_B)$. What is the set of measurements $\mathcal{M}(\mathbb{C}^d, 2)$ which one can perform over system $S$ with this model, and how does it differ from the set of all possible POVMs $\mathcal{M}(2)$? Most importantly, how fast does $\mathcal{M}(\mathbb{C}^d, 2)$ tend to $\mathcal{M}(2)$ in the limit $d \to \infty$?
As we saw in section 5.1, the existence of more than one chain in the spectrum of the battery does not provide any advantage. In the following we will hence assume that $H_B = \sum_{k=0}^{d-1} k \Delta |k\rangle \langle k|$. 

Our aim is therefore to study the set of effective POVMs implementable via measurement apparatuses equipped with a battery of energy distribution \( \{ p_k \geq 0 : \sum_{k=0}^{d-1} p_k = 1 \} \). By Appendix B, we can take the battery states to be pure, i.e., $|\psi\rangle = \sum_{k=0}^{d-1} c_k |k\rangle$. Then, according to the last section, in order to quantify the difference between $\mathcal{M}(\mathbb{C}^d)$ and $\mathcal{M}$, all we have to do is compute

$$\tau(\mathbb{C}^d) = \max \left\{ \sum_{k=0}^{d-2} |c_k c_{k+1}| : \sum_{k=0}^{d-1} |c_k|^2 = 1 \right\}. \quad (32)$$

In Appendix E we show that the solution of (32) is $\cos \left( \frac{\pi}{d+1} \right)$. It follows that

$$\epsilon_C(\mathcal{M}(\mathbb{C}^d)) = \epsilon_Q(\mathcal{M}(\mathbb{C}^d)) = \frac{1}{2} \left\{ 1 - \cos \left( \frac{\pi}{d+1} \right) \right\}. \quad (33)$$

Curiously enough, the states $|\psi^*_d\rangle$ maximizing eq. (28) happen to have a non-trivial energy distribution, given by

$$p(k) = \frac{2}{d+1} \sin^2 \left( \frac{(k+1)\pi}{d+1} \right), k = 0, \ldots, d-1. \quad (34)$$

5.4 Finite energy

Consider now a scenario where in principle we can prepare any initial battery state, but we do not wish to spend too much energy in the process. Note that the energy of states $|\psi^*_d\rangle$ in the previous section is equal to $(d-1)\Delta/2$, i.e., it grows linearly with the dimension $d$. This makes one wonder whether such energetic states are actually necessary in order to attain a good approximation to $\mathcal{M}(2)$. Or, in other words, how well can we approximate $\mathcal{M}(2)$ when our battery is infinite dimensional, but its energy is bounded?

Call $\mathcal{M}(\bar{E}, 2)$ the set of two-level POVMs attainable via devices with a battery of energy smaller or equal than $\bar{E} > 0$ for $H_B = \sum_{k=0}^{\bar{E}} k \Delta |k\rangle \langle k|$. In analogy with the previous section, define $\epsilon_C^*(\bar{E}), \epsilon_Q^*(\bar{E})$ as $\epsilon_C(\{ \rho : \text{tr}(\rho H_B) \leq \bar{E} \}), \epsilon_Q(\{ \rho : \text{tr}(\rho H_B) \leq \bar{E} \})$, respectively. From the previous section and
the observation that $\langle \psi_d^* | H_B | \psi_d^* \rangle = (d - 1)/2$, it follows that $\mathcal{M}(\bar{E}, 2)_{\bar{E} \to \infty} \to \mathcal{M}(2)$. Moreover,

$$
\epsilon^*_C(\bar{E}) = \epsilon^*_Q(\bar{E}) \leq \frac{1}{2} \left\{ 1 - \cos \left( \frac{\pi}{\frac{2\bar{E}}{\Delta}} + 2 \right) \right\},
$$

(35)

that is, for large $E$, $\epsilon^*_Q(\bar{E}) \lesssim \frac{0.6168 \Delta^2}{E^2}$. We wonder whether this last bound is tight, or close to tight. Could it be that there exists an energy threshold $E_0 > 0$ such that $\mathcal{M}(\bar{E}, 2) = \mathcal{M}(2)$ for $\bar{E} > E_0$?

Again, by eq. (28), the answer to these questions depends on how well we can approximate $1$ by $\sum_{k=0}^{\infty} |c_k c_{k+1}|$, under the constraints $\sum_k |c_k|^2 = 1$, $\sum_k |c_k|^2 k \Delta \leq \bar{E}$.

What we find in Appendix $F$ is that $\tau(\{ \sigma : \text{tr}(\sigma H_B) \leq \bar{E} \}) = \varphi(\bar{E}/\Delta)$, with

$$
\varphi(z) = \min_{\lambda} \frac{z + \{ \mu : j_{\mu - 1,1} = 2\lambda \}}{2\lambda},
$$

(36)

where $j_{n,1}$ denotes the first zero of the Bessel function of the first kind $J_n$. The numerical minimization of this function is not problematic, since all its extreme points are global minima, see Appendix $F$. For $z \gg 1$, $\varphi(z)$ behaves as

$$
\varphi(z) \approx 1 - \frac{0.9468}{z^2}.
$$

(37)

Consequently,

$$
\epsilon^*_Q(\bar{E}) = \epsilon^*_C(\bar{E}) = \frac{1}{2} \left\{ 1 - \varphi(\bar{E}/\Delta) \right\} \approx \frac{0.4734 \Delta^2}{E^2}, \text{ for } \bar{E} \gg \Delta.
$$

(38)

The states $|\Psi^*_E\rangle = \sum_{k=0}^{\infty} c_k |k\rangle$ with average energy $\bar{E}$ maximizing eq. (28) will be denoted power states. Their coefficients $\{c_k\}$ are given by the recurrence formula:

$$
c_{k+1} = \frac{k + \{ \mu : j_{\mu - 1,1} = 2\lambda^* \}}{\lambda^*} c_k - c_{k-1},
$$

(39)

where $\lambda^* \in \mathbb{R}^+$ denotes the minimizer of (36).
It is instructive to compare how useful power states are for high precision measurements as opposed to the usual coherent states, of the form $|\alpha\rangle = e^{-|\alpha|^2} \sum_{k=0}^{\infty} \frac{\alpha^k}{\sqrt{k!}} |k\rangle$, with $\bar{E} = |\alpha|^2 \Delta$. For coherent states, 

$$\tau(\{\langle\alpha|\alpha\rangle\}) = \sum_{k=0}^{\infty} \frac{|\alpha|^{2k+1}}{\sqrt{k!(k+1)!}} \approx 1 - \frac{1}{8|\alpha|^2} = 1 - \frac{\Delta}{8\bar{E}},$$

where the approximation holds for $|\alpha| \gg 1$ [19]. Now, we can quantify measurement precision by $\log_{10}(1 - \tau)$, i.e., by the number of significant decimal places up to which we can approximate $\mathcal{M}(2)$. According to this definition, the last equation means that, for $\bar{E}/\Delta \gg 1$, power states double the precision we may reach with coherent states of the same energy. It is hence an interesting question whether current technology allows producing power states in the lab.

## 6 Characterization of the sets of accessible measurements

The results of the last section show that $\mathcal{M}(\mathbb{C}^d, 2), \mathcal{M}(E, 2) \neq \mathcal{M}(2)$, and determine an operational distance between these sets. They leave open, though, the problem of characterizing which two-level POVMs $M \in \mathcal{M}(2)$ can be realized with a measurement device with bounded energy spectrum, or average energy. More generally, given a POVM $M \in \mathcal{M}(d)$, we would like to decide if such a POVM can be implemented in a $d$-dimensional target system $S$ with non-trivial energy operator $H_S$ with the aid of measurement devices with energy operator $H_B$.

The dual of this problem is also of interest for the quantum information theory community: given an arbitrary vector of operators $V = (V_0, V_1, ..., V_n)$, maximize $\sum_{x=0}^{n} \text{tr}(M_x V_x)$, for $M \in \mathcal{M}(\mathbb{C}^d)$. This class of problems includes the energy constrained state discrimination problem: given a device which randomly prepares a multi-level quantum state $\{\rho_i\}_{i=0}^{n}$ according to some known probability distribution $\{p_i\}_{i=0}^{n}$, maximize the probability of correctly guessing which state $\rho_i$ was produced by measuring it with a device possessing a $d$-level battery.

In Appendix B we show how to formulate the characterization of $\mathcal{M}(\mathbb{C}^d, 2)$ and linear optimizations over $\mathcal{M}(\mathbb{C}^d, 2)$ as semidefinite programs [20] involving $O(d) \ 2 \times 2$ complex matrices. Due to this small scaling, using standard
convex optimization packages like sedumi \cite{22}, we found that a normal desktop can carry optimizations over $\mathcal{M}(\mathbb{C}^d)$ for $d > 4000$. We used such programs to prove that the state $\sigma^*$ with energy distribution \cite{33} is not a universal resource state, in the sense that there exist measurements $M \in \mathcal{M}(\mathbb{C}^d, 2)$ which are not achievable with such an ancillary state, thus recovering the conclusions of \cite{14}. As shown in Appendix B the algorithm can be easily adapted to characterize the set $\mathcal{M}(\mathbb{C}^d, d')$ for arbitrary (given) hamiltonians $H_B \in \mathcal{B}(\mathbb{C}^d), H_S \in \mathcal{B}(\mathbb{C}^{d'})$. The corresponding semidefinite program involves $O(d d' d' \times d')$ complex matrices, and is therefore computationally efficient in both the ancilla and the target dimensions.

The next problem is how to characterize $\mathcal{M}(\bar{E}, 2)$. Since a full characterization of $\mathcal{M}(\bar{E}, 2)$ would involve optimizations over infinite dimensional energy distributions $\{p_k : k \geq 0\}$, it is unlikely that we can reduce it to a semidefinite program. The approach followed in Appendix B is to define two sequences of inner ($\{\mathcal{M}^I_d(\bar{E}, 2)\}$) and outer ($\{\mathcal{M}^O_d(\bar{E}, 2)\}$) approximations of $\mathcal{M}(\bar{E}, 2)$, i.e., $\mathcal{M}^I_d(\bar{E}, 2) \subset \mathcal{M}(\bar{E}, 2) \subset \mathcal{M}^O_d(\bar{E}, 2) \subset \mathcal{M}(2)$, with $\lim_{d \to \infty} \mathcal{M}^I_d(\bar{E}, 2) = \lim_{d \to \infty} \mathcal{M}^O_d(\bar{E}, 2) = \mathcal{M}(\bar{E}, 2)$. Each of these approximations can be computed via a semidefinite program involving $O(d) 2 \times 2$ positive semidefinite matrices. Moreover, the speed of convergence of the scheme is bounded by $O(\bar{E}/d \Delta)$ (see Appendix B). Maximizing a linear expression $f(M)$ over $M \in \mathcal{M}(\bar{E}, 2)$ can thus be accomplished by optimizing over the sets $\mathcal{M}^O_d(\bar{E}, 2)$ and $\mathcal{M}^I_d(\bar{E}, 2)$. The first optimization will return an upper bound $\hat{f}_d^O$ on the maximal value $\hat{f} = \max_{M \in \mathcal{M}(\bar{E}, 2)} f(M)$, while the second optimization will return a feasible POVM $M \in \mathcal{M}(\bar{E}, 2)$ attaining a sub-optimal value $\hat{f}_d^I$. The difference $\hat{f}_d^O - \hat{f}_d^I$ will quantify the error of the approximation. This algorithm can be adapted as well to describe effective measurements in multi-level quantum systems with devices of energy bounded by $\bar{E}$ if the spectrum of $H_B$ is either finite dimensional or admits a sufficiently simple description.

7 Why can we make quantum measurements at all?

As we pointed out in section B in order to perform non-trivial quantum measurements over system $S$, the hamiltonian of our device’s battery $H_B$ must be exactly resonant with the hamiltonian of the system under observation.
$H_S = \Delta |1\rangle \langle 1|$. Such a state of affairs seems very unphysical, since it would allow us to distinguish a Hamiltonian $\Delta |1\rangle \langle 1|$ from, say, $H_B = (\Delta + \epsilon)|1\rangle \langle 1|$ for arbitrarily small $\epsilon \neq 0$. How can we solve this paradox?

One possibility is that the energy difference is accounted for by extra degrees of freedom with continuous energy operator. Suppose that we are actually trying to perform a non-trivial measurement over a two-level system $S$ with $H_S = \Delta |1\rangle \langle 1|$ by coupling it to a two-level battery with energy operator $H_B = (\Delta + \epsilon)|1\rangle \langle 1|$, with $\Delta \gg \epsilon > 0$. If $|\psi_B\rangle = c_0|0\rangle + c_1|1\rangle$ and $\epsilon = 0$, we would expect to find a $\tau(\psi_B) = |c_0 c_1|$. For $\epsilon > 0$, on the contrary, the theory predicts $\tau(\psi_B) = 0$. Imagine, though, that there is an extra degree of freedom in the lab, i.e., a third quantum system $C$ with wavefunction $|\psi_C\rangle = \int_0^\infty \sigma^{1/2}(E)dE|E\rangle$, where $\sigma(E)dE$ denotes the energy density of system $C$, and $\{|E\rangle dE\}$ is an (undercomplete) orthonormal basis of energy states. This continuous degree of freedom could correspond, for example, to the kinetic energy of the clock mediating the measurement interaction. As shown in section 5.2, the value of $\tau$ for a pure ancillary state $|\phi_B\rangle$ with energy density $f(E)dE$ used to control a two-level system with energy operator $H_S$ is given by eq. (31).

The energy density $f(E)dE$ of the system $BC$ in the previous case can be seen equal to

$$f(E) = \{\sigma(E)|c_0|^2 + \sigma(E - \Delta - \epsilon)|c_1|^2\}dE,$$

and, consequently, the potential for measuring system $S$ is determined by the quantity

$$\tau(|\psi_B\rangle \otimes |\psi_C\rangle) = \int dE(\sigma(E)|c_0|^2 + \sigma(E - \Delta - \epsilon)|c_1|^2)^{1/2} \cdot (\sigma(E + \Delta)|c_0|^2 + \sigma(E - \epsilon)|c_1|^2)^{1/2}dE.$$

In the particular case in which $\sigma(E)dE$ is very concentrated around the energy values $[E_0 - \sigma, E_0 + \sigma]$, with $\epsilon \ll \sigma \ll \Delta$, the above expression is very close to $|c_0 c_1|$, as expected. Note, though, that due to the localization condition, $\tau(\{\psi_C\}) \approx 0$, i.e., the auxiliary system $C$ cannot do much by itself.

As an example, imagine that $|\psi_B\rangle, \rho_S$ correspond to the quantum description of the inner degrees of freedom of two systems, say, molecules, which are able to move in space. Suppose further that such systems are, at the beginning of the experiment, in a very-well localized state in momentum space.
(perhaps because they have been sent to collide and thus interact). Call $|\psi\rangle_C, |\psi\rangle_D$ the corresponding wavefunctions, and assume, for simplicity that they are identical and equal to

$$|\phi\rangle \propto \int d^3\vec{p} e^{-\frac{\vec{p}^2}{4\sigma}} |\vec{p}\rangle. \quad (43)$$

Under the assumption that the masses of each system are both equal to $m$, we have that

$$|\psi_C\rangle \otimes |\psi_D\rangle \propto \int d\vec{P} T d^3\vec{p} e^{-\frac{\vec{P}^2}{8\sigma}} e^{-\frac{\vec{p}^2}{2\sigma}} |\vec{P}\rangle |\vec{p}\rangle, \quad (44)$$

where $\vec{p}_C = \frac{1}{2} \vec{P} + \vec{p}$, $\vec{p}_D = \frac{1}{2} \vec{P} - \vec{p}$. If we further assume conservation of total linear momentum, we can imagine a prior measurement of $\vec{P}_T$ followed by an interaction between the systems $A,S$ and the remaining of $CD$. Now, for whatever outcome of $\vec{P}_T$, the energy density of the remaining of system $CD$ (we only count the kinetic terms) is given by the distribution

$$\sigma(E)dE = \left(\frac{m}{\sigma}\right)^{3/2} \frac{2}{\sqrt{\pi}} e^{-\frac{mE}{\sigma}} E^{-1/2}dE. \quad (45)$$

The application of formula (42) gives us

$$\tau(ABCD) > e^{-\frac{mE}{\sigma}} \int dE \left(\frac{m}{\sigma}\right)^{3/2} \frac{2}{\sqrt{\pi}} |c_0| |c_1| e^{-\frac{mE}{\sigma}} E^{-1/4}(E - \epsilon)^{1/4}$$

$$> |c_0| |c_1| e^{-\frac{3mE}{2\sigma}}. \quad (46)$$

The first inequality is close to being saturated for $\frac{m}{\sigma} \ll \Delta$, the second one is just an approximation. In either case, one can see that, as $\epsilon \to 0$, we recover the exact result in a continuous way.
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A General remarks about energy conservation

A.1 State evolution under energy conservation

Let $S$, be a quantum system, with associated Hilbert space $\mathcal{H}_S$. Call $H \in B(\mathcal{H})$ the energy operator of system $S$, and let $\Omega : B(\mathcal{H}_S) \rightarrow B(\mathcal{H}_S)$ be a trace-preserving quantum channel. The following statements are equivalent:

1. $\Omega(\rho)$ has the same energy distribution as $\rho$ for all states $\rho \in B(\mathcal{H}_S)$.

2. $\Omega(\rho) = \sum_i A_i \rho A_i^\dagger$, with

$$[A_i, H] = [A_i^\dagger, H] = 0, \sum_i A_i^\dagger A_i = \mathbb{I}_S. \quad (47)$$

3. There exists a quantum system $A$, with associated Hilbert space $\mathcal{H}_A$, and a unitary operator $U \in B(\mathcal{H}_S \otimes \mathcal{H}_A)$ with $[U, H \otimes \mathbb{I}_A] = 0$ such that $\Omega(\rho) = \text{tr}_A\{U(\rho \otimes |0\rangle \langle 0_A|)U^\dagger\}$.

Observation 1. Note that, for unitary operators $U \in B(\mathcal{H}_S \otimes \mathcal{H}_A)$, the condition
\[
\text{tr}\{U \rho_{SA} U^\dagger (H \otimes I_A)\} = \text{tr}\{\rho_{SA} (H \otimes I_A)\}
\]
for all joint states \(\rho_{SA}\) is equivalent to \([U, H \otimes I_A] = 0\).

**Proof.** \((1 \Rightarrow 2)\) Let \(H = \sum_n E_n P_n\) be the spectral decomposition of \(H\), where \(\{P_n\}_n\) denote orthogonal projectors. Let us assume that \((1)\) holds, and, consequently, \(\text{tr}\{\rho P_n\} = \text{tr}\{\Omega(\rho) P_n\}\), for all states \(\rho\). Since \(\Omega\) is a quantum channel, there exist Kraus operators \(\{A_i\}_i\) such that \(\Omega(\rho) = \sum_i A_i \rho A_i^\dagger\), with \(\sum_i A_i^\dagger A_i = I_S\). Condition \((1)\) thus implies that
\[
\sum_i A_i^\dagger P_n A_i = P_n,
\]
for all \(n\). For \(n \neq m\), it follows that \(\sum_i \text{tr}(P_m A_i^\dagger P_n A_i) = 0\), and so
\[
\text{tr}(P_m A_i^\dagger P_n A_i) = \text{tr}(P_m A_i^\dagger P_n A_i) = 0
\]
for all \(i, m \neq n\). This last condition implies that \(P_n A_i P_m = 0\) for all \(n \neq m\).

In other words, \(A_i = (\sum_n P_n) A_i (\sum_m P_m) = \sum_n P_n A_i P_n\), and thus \([A_i, H] = [A_i^\dagger, H] = 0\) for all \(i\).

\((2 \Rightarrow 1)\) If \([A_i, H] = [A_i^\dagger, H] = 0\), then \(A_i = \oplus_n A_i^{(n)}\), with \(A_i^{(n)} = P_n A_i P_n\).

Call \(H_S^{(n)}\) the support of \(P_n\), and consider the operator \(U = \oplus_n U^{(n)}\), with \(U^{(n)}\) being unitary operators defined in the subspace \(H_S^{(n)} \otimes H_A\) as
\[
U^{(n)} |\psi_n\rangle_S |0\rangle_A = \sum_i A_i^{(n)} |\psi_n\rangle_S |i\rangle_A,
\]
for all \(|\psi_n\rangle \in H^{(n)}\). Obviously, \([U, H \otimes I_A] = 0\). Moreover, it can be verified that
\[
\sum_i A_i \rho_S A_i^\dagger = \text{tr}_A\{U (\rho_S \otimes |0\rangle_0 0\rangle_A) U^\dagger\}.
\]

\((3 \Rightarrow 1)\) Since \(U\) commutes with \(H \otimes I_A\), \(\text{tr}\{U \rho_{SA} U^\dagger (P_n \otimes I_A)\} = \text{tr}\{\rho_{SA} (P_n \otimes I_A)\}\), for any initial state \(\rho_{SA} \in B(H_S \otimes H_S)\). In the particular case \(\rho_{SA} = \rho_S \otimes |0\rangle_0 0\rangle_A\) the previous relation implies that \(\Omega(\rho_S) = \text{tr}_A\{U (\rho_S \otimes |0\rangle_0 0\rangle_A)\}\) has the same energy distribution as \(\rho_S\).

\(\square\)

## A.2 Measurements under energy conservation

As before, consider two quantum systems: system \(S\), our target (with energy operator \(H \in B(H_S)\)) and system \(P\), the pointer (with trivial energy operator). We will model the measurement process of the state \(\rho_S\)
in system $S$ via coupling it with system $P$, initially in state $|0\rangle\langle 0|$, through an energy-conserving quantum channel $\Omega_{SP}$, followed by a von Neumann measurement of the pointer. Let $\{A_i\}_i$ be the Kraus operators of $\Omega$, with 
$[A_i, H] = [A_i^\dagger, H] = 0$. After a fine-grained von Neumann measurement 
$\{|k\rangle\langle k|\}_{k=0}^{n-1}$ of system $P$ with outcome $x$, the (unnormalized) state of system $S$ will be 

$$\sum_i \langle x|A_i|0\rangle \rho_S \langle 0|A_i^\dagger|x\rangle.$$  
(52)

The probability of obtaining outcome $x$ will thus be given by $p(x) = \text{tr}(\rho_S M_x)$, with $M_x \equiv \sum_i \langle 0|A_i^\dagger|x\rangle \langle x|A_i|0\rangle$ (note that $[M_x, H] = 0$). The statistics of any measurement under energy conservation are thus given by $p(x) = \text{tr}(\rho_S M_x)$, with 

$$M_x \geq 0, \sum_x M_x = \mathbb{I}_S, [M_x, H] = 0.$$  
(53)

Conversely, any measurement associated to a set of operators $\{M_x\}_{x=0}^{n}$ satisfying the above conditions can be realized by making system $S$ interact with a pointer $P$ via an energy-conserving quantum channel, followed by a von Neumann measurement of the pointer. To see why, define $A_x \equiv \sqrt{M_x} \otimes V_x$, where $V$ is the displacement unitary operator, i.e., $V|k\rangle = |k+1\rangle \mod n)$. Clearly, $[A_x, H \otimes \mathbb{I}_P] = 0$ and $\sum_x A_x^\dagger A_x = \mathbb{I}_{SP}$, so $\Omega(\rho_{SA}) = \sum_{x=0}^{n-1} A_x \rho_{SA} A_x^\dagger$ is an energy-conserving quantum channel. Finally, note that $\text{tr}\{\Omega(\rho_S \otimes |0\rangle\langle 0|_P)(\mathbb{I}_S \otimes |x\rangle\langle x|)\} = \text{tr}\{\rho_S M_x\}$.

B Algorithms

In this Appendix we will devise a collection of algorithms to characterize the effective POVMs generated by measurement devices with different constraints in their batteries’s energy distribution.

Note that, for a fixed battery state $\sigma_B$ (not just pure) eq. (25) can be used straightforwardly to formulate a semidefinite program [20] to characterize the set of effective POVMs generateable via $\sigma_B$. However, if we allow $\sigma_B$ to vary over a continuum of possible states $\mathcal{B} \subset \mathcal{B}(\mathcal{H}_B)$, eq. (25) is no longer an SDP. If we want to optimize over non-trivial sets of battery states, it is thus necessary to find a more appropriate reformulation of the problem.
Given an energy distribution \( \{ p_{j,k} \geq 0 : \sum_j \sum_{k=0}^{L(j)-1} p_{j,k} = 1 \} \), consider first the problem of characterizing all one-qubit POVM elements which can generated by any possible battery with such an energy distribution.

First of all, we can assume the battery state to be pure. Indeed, suppose that \( \sigma_B \) is mixed, and consider a purification \( |\psi_{BB'}\rangle \) in an extended space \( \mathcal{H}_B \otimes \mathcal{H}_{B'} \). Then, we can write
\[
|\psi_B\rangle = \sum_j \sum_{k=0}^{L(j)-1} \sqrt{p_{j,k}} |\varphi_{j,k}\rangle,
\]
with \( |\varphi_{j,k}\rangle \) being eigenvectors of the energy operator \( \mathcal{H}_B \otimes \mathbb{I}_{B'} \). By redefining the physical POVMs as \( \tilde{M}_{x}^{j,k} \rightarrow (|\varphi_{j,k}\rangle\langle \varphi_{j,k}| + |\varphi_{j,k-1}\rangle\langle \varphi_{j,k-1}|)M_{x}^{j,k} \otimes \mathbb{I}_{B'}(|\varphi_{j,k}\rangle\langle \varphi_{j,k}| + |\varphi_{j,k-1}\rangle\langle \varphi_{j,k-1}|) \), we end up with a pure state \( |\psi_B\rangle \), with the same energy distribution as \( \sigma_B \), defined over a battery system with a non-degenerate hamiltonian \( \mathcal{H}_B' \) with the same spectrum as \( \mathcal{H}_B \), and which allows to reproduce the same effective POVM \( \{ \tilde{M}_x \} \).

Now, the effective measurements generated by apparatuses with battery state \( |\psi_B\rangle = \sum_{j,k} c_{j,k}|j,k\rangle \) are given by
\[
\tilde{M}_x = \sum_j \sum_{k=0}^{L(j)-1} c_{j,k-a} c_{j,k-b} (M_{x}^{j,k})_{ab},
\]
with \( c_{j,-1} = c_{j,L(j)} = 0 \).

Note that we can rewrite this equation as
\[
\tilde{M}_x = \sum_j \sum_{k} \tilde{M}_{x}^{j,k},
\]
with
\[
\tilde{M}_{x}^{j,k} \equiv \begin{pmatrix} c_{j,k}^* & 0 \\ 0 & c_{j,k-1}^* \end{pmatrix} M_{x}^{j,k} \begin{pmatrix} c_{j,k} & 0 \\ 0 & c_{j,k-1} \end{pmatrix}.
\]

What conditions must \( \{ \tilde{M}_x \} \) satisfy? By definition, they are positive semidefinite. Also, by the completeness relation, they must satisfy
\[
\sum_x \tilde{M}_{x}^{j,k} = \begin{pmatrix} p_{j,k} & 0 \\ 0 & p_{j,k-1} \end{pmatrix},
\]
where \( \{ p_{j,k} \equiv |c_{j,k}|^2 \} \) denotes the energy distribution of the battery.
Conversely, for any set of non-negative operators \( \{ \tilde{M}_{j,k}^x \} \) satisfying (58), one can find a physical POVM \( \{ M_{j,k}^x \} \) such that \( \tilde{M}_{j,k}^x \) satisfies eq. (57).

A characterization of the set of POVMs attainable with states of energy distribution \( \{ p_{j,k} \} \) (remember that \( p_{j,-1} = p_{j,L(j)} = 0 \)) is thus given by

\[
\tilde{M}_x = \sum_j \sum_{k=0}^{L(j)} \tilde{M}_{j,k}^x, \\
s.t. \quad \tilde{M}_{j,k}^x \geq 0, \quad \sum_x \tilde{M}_{j,k}^x = \begin{pmatrix} p_{j,k} & 0 \\ 0 & p_{j,k-1} \end{pmatrix},
\]

which, in finite dimensions, constitutes a semidefinite program (SDP) [20].

In finite dimensions, it is thus immediate to design an algorithm to characterize all effective POVMs generatable through ancillary states with energy distribution defined via the shadow of a spectrahedron, i.e., all collections of numbers \( \{ p_{j,k} \} \) such that \( \sum_j \sum_{k=0}^{d-1} A_{j,k}p_{j,k} + \sum_l B_l y_l \geq 0 \) for some matrices \( A_{j,k}, B_l \) and some extra (free and fixed) variables \( y_l \). Simply turn \( \{ p_{j,k} \} \) into free variables in program eq. (59) and add the extra constraint \( \sum_j \sum_{k=0}^{d-1} A_{j,k}p_{j,k} + \sum_l B_l y_l \geq 0 \).

**B.1 Characterization of \( \mathcal{M}(\mathbb{C}^d, 2) \)**

As remarked in section [5.3], we just have to consider batteries with energy operator \( H_B = \sum_{k=0}^{d-1} |k\rangle \langle k| \). The energy distribution of the states of the battery \( \{ p_k \}_{k=0}^{d-1} \) is just limited by the constraint \( \sum_{k=0}^{d-1} p_k = 1 \). A program to characterize \( \mathcal{M}(\mathbb{C}^d, 2) \) is thus

\[
\tilde{M}_x = \sum_{k=0}^d \tilde{M}^k_x, \\
s.t. \quad \tilde{M}^k_x \geq 0, \quad \sum_x \tilde{M}^k_x = \begin{pmatrix} p_k & 0 \\ 0 & p_{k-1} \end{pmatrix},
\]

\[ p_{-1} = p_d = 0, \quad \sum_{k=0}^{d-1} p_k = 1. \]
B.2 Characterization of $\mathcal{M}(\bar{E}, 2)$

Our aim is to solve the feasibility problem

$$\tilde{M}_x = \sum_{k=0}^{\infty} \tilde{M}_x^k,$$

s.t.  
$$\tilde{M}_x^k \geq 0, \sum_x \tilde{M}_x^k = \begin{pmatrix} p_k & 0 \\ 0 & p_{k-1} \end{pmatrix},$$

$$\bar{E} = 0, \sum k p_k = 1, \sum_k p_k \Delta \leq \bar{E}.$$  \hspace{1cm} (61)

Unfortunately, the above problem is not an SDP, since it involves an infinite number of free variables.

The way we will solve this problem will involve relaxing or restricting the above program via truncations of order $d$ in order to get inner and outer approximations to the set $\mathcal{M}(\bar{E}, 2)$. We will then show that such approximations converge to $\mathcal{M}(\bar{E}, 2)$ and derive some bounds on the speed of convergence.

First, consider the obvious restriction $\mathcal{M}_d^i(\bar{E}, 2) = \mathcal{M}(\bar{E}, 2) \cap \mathcal{M}(\mathbb{C}^d, 2)$. This is equivalent to program (60) with the additional restriction $\sum_{k=0}^{d-1} p_k \Delta \leq \bar{E}$. This program thus constitutes an inner approximation of $\mathcal{M}(\bar{E}, 2)$.

As for a relaxation of (61), fix a number $d \in \mathbb{N}$ greater than 1, and note that, for any energy distribution $\{p_k\}$ we have that

$$\sum_{k \geq d} \sum_x M_x^k = \sum_{k \geq d} \begin{pmatrix} p_k & 0 \\ 0 & p_{k-1} \end{pmatrix} = \begin{pmatrix} P_d & 0 \\ 0 & P_d + p_{d-1} \end{pmatrix},$$

(62)

with $P_d = 1 - \sum_{k=0}^{d-1} p_k$. Also, notice that $\sum_{k=0}^{d-1} k p_k + d P_d \leq \sum_{k=0}^{\infty} k p_k \leq \bar{E}/\Delta$. A suitable relaxation of (61) is thus the program

$$\tilde{M}_x = \sum_{k=0}^{d-1} \tilde{M}_x^k + \tilde{M}_x^d,$$

s.t.  
$$\tilde{M}_x^k \geq 0, k = 0, \ldots, d$$

$$\sum_x \tilde{M}_x^k = \begin{pmatrix} p_k & 0 \\ 0 & p_{k-1} \end{pmatrix}, \forall k \leq d - 1.$$
\[ \sum_x \tilde{M}_x^d = \begin{pmatrix} P_d & 0 \\ 0 & P_d + p_d-1 \end{pmatrix}, \]

\[ p_{-1} = 0, \sum_{k=0}^{d-1} p_k + P_d = 1, \sum_{k=0}^{d-1} k p_k + d P_d \leq \frac{\bar{E}}{\Delta}. \] (63)

Let us call \( \mathcal{M}_d^O(\bar{E}, 2) \supset \mathcal{M}(\bar{E}, 2) \) the outer approximation of \( \mathcal{M}(\bar{E}, 2) \) so generated. An immediate question is how close \( \mathcal{M}_d^O(\bar{E}, 2) \) and \( \mathcal{M}_d^I(\bar{E}, 2) \) actually are. It turns out that, for any POVM \( M \in \mathcal{M}_d^O(\bar{E}, 2) \) it is fairly easy to construct an approximate POVM \( N \in \mathcal{M}_d^{I+1}(\bar{E}, 2) \). Indeed, define the matrices:

\[ \tilde{M}_0^d = \begin{pmatrix} P_d & 0 \\ 0 & p_d-1 \end{pmatrix}, \tilde{M}_x^d = 0 \text{ for } x \neq 0, \]

\[ \tilde{M}_0^{d+1} = \begin{pmatrix} 0 & 0 \\ 0 & P_d \end{pmatrix}, \tilde{M}_x^{d+1} = 0 \text{ for } x \neq 0. \] (64)

Then the POVM given by

\[ N_x = \sum_{k=0}^{d-1} \tilde{M}_x^k + \tilde{M}_x^d + \tilde{M}_x^{d+1} \] (65)

is trivially in \( \mathcal{M}(\bar{E}, 2) \cap \mathcal{M}(\mathbb{C}^{d+1}, 2) \).

Given an arbitrary POVM \( M \in \mathcal{M}_d^O(\bar{E}, 2) \), its distance with respect to \( \mathcal{M}_d^{I+1}(\bar{E}, 2) \) is bounded by

\[
\text{dist}_Q(M, \mathcal{M}_d^{I+1}(\bar{E})) = \frac{1}{2} \max_{\rho_{DQ}, N \in \mathcal{M}_d^{I+1}(\bar{E})} \sum_x \| \text{tr}_D \{ \rho_{DQ} (M_x - N_x) \otimes I_Q \} \|_1 \\
\leq \frac{1}{2} \max_{\rho_{BQ}} \sum_x \| \text{tr}_D \{ \rho_{DQ} (\tilde{M}_x^d - \tilde{M}_x^{d+1}) \otimes I_Q \} \|_1 \\
\leq \frac{1}{2} \max_{\rho_{BQ}} \sum_x \text{tr} \{ \rho_{DQ} (\tilde{M}_x^{d+1} + \tilde{M}_x^d + \tilde{M}_x^{d+1}) \otimes I_Q \} \\
\leq \frac{1}{2} \left\| \begin{pmatrix} 2P_d & 0 \\ 0 & 2(P_d + p_d-1) \end{pmatrix} \right\|_\infty \leq \frac{E}{\Delta(d-1)}, \] (66)

where the last inequality comes from the fact that \((p_{d-1} + P_d)(d-1) \leq \bar{E}/\Delta\).
Being this a rough estimation of the distance between $\mathcal{M}_{d}^{\mathcal{O}}(\bar{E}, 2)$ and $\mathcal{M}_{d+1}^{\mathcal{O}}(\bar{E}, 2)$, we recommend the reader to run both programs in order to perform linear optimizations over $\mathcal{M}(\bar{E}, 2)$.

### B.3 Extension to multi-level systems

The above results can be extended to characterize the set of effective POVMs implementable in a target system of dimension $d'$ and (non-degenerate) energy operator $H_{S}$ by a measurement device with (non-degenerate) hamiltonian $H_{B}$. Indeed, given $H_{S} = \sum_{m} E_{m} |n\rangle \langle n|$ and $H_{B} = \sum_{\mu} \mu_{\mu} |n\rangle \langle n|$, the total energy operator is described by eq. (10). Re-expressed in terms of energy subspaces, the operator reads:

$$H_{T} = \sum_{s} \tilde{E}_{s} P_{s},$$

(67)

where

$$P_{s} = \sum_{i=0}^{d(s)-1} |m(s, i)\rangle \langle m(s, i)| \otimes |n(s, i)\rangle \langle n(s, i)|.$$

(68)

Here, $d(s) \leq d'$ denotes the rank of the energy subspace $P_{s}$, and $\{m(s, i)\}_{i=0}^{d(s)-1}$, $\{n(s, i)\}_{i=0}^{d(s)-1}$ are used to denote the eigenvectors $|m(i, s)\rangle \otimes |n(i, s)\rangle$ of $H_{T}$ with eigenvalue $\tilde{E}_{s}$. Note that $\langle m(s, i)|m(s, j)\rangle = \langle n(s, i)|n(s, j)\rangle = 0$, for $i \neq j$. Now, let $\sigma_{B} = |\Psi_{B}\rangle \langle \Psi_{B}|$, with $|\Psi_{B}\rangle = \sum_{s} \sum_{i=0}^{d(s)-1} c_{n(s, i)} |m(i, s)\rangle \otimes |n(i, s)\rangle$.

Any physical POVM implemented over the joint system $SB$ must be of the form $\{M_{x} = \oplus_{s} M_{x}^{s}\}_{x}$, with $\sum_{x} M_{x}^{s} = P_{s}$. Then one can check that the effective POVM performed on system $S$ is given by

$$\tilde{M}_{s} = \sum_{s} \tilde{M}_{x}^{s},$$

(69)

with

$$(\tilde{M}_{x}^{s})_{m(s, i), m(s, j)} = c_{n(s, i)}^{*} c_{n(s, j)} (M_{x}^{s})_{m(s, i), m(s, j)}.$$

(70)

As before, it follows that $\{\tilde{M}_{x}^{s}\}_{x}$ are simply limited by the positive semidefiniteness condition and the completeness relation.
\[ \sum_x \tilde{M}_x = \text{diag}(p_{n(s,i)}), \]  

(71)

where \( p_{n(s,i)} = |c_{n(s,i)}|^2 \) denote the energy occupation numbers of \( \rho_B \).

Characterizing the set of all measurements effected on \( S \) by measurement devices with energy occupation numbers describable as the shadow of a spectrahedron can then be trivially formulated as a semidefinite program. That includes the case where such numbers are just constrained by summing up to one, i.e., we can easily characterize the set \( \mathcal{M}(\mathbb{C}^d, d') \). The case where the spectrum of the battery system has infinite cardinality can be also attacked by hierarchies of SDPs as in the previous section.

\section{Interpretation of dist\textsubscript{C}, dist\textsubscript{Q}}

Imagine a quantum device capable of performing a certain demolition measurement \( M^a \in \mathcal{M} \), thus producing an output \( x \). We are further promised that the device is actually measuring either \( M^0 \in \mathcal{M} \) or \( M^1 \in \mathcal{M} \) with probability 1/2. Suppose, then, that we input a given quantum state \( \rho \) and obtain an outcome \( x \). Let \( p^a_\rho(x) = \text{tr}\{\rho M^a_x\} \). Clearly, the strategy which maximizes the probability of guessing \( a \) is to choose \( a = \arg \max \left\{ p^0_\rho(x), p^1_\rho(x) : a = 0, 1 \right\} \). The maximum probability of guessing \( a \) by classical means is thus

\[
P_C = \max_\rho \frac{1}{2} \sum_x \max\{p^0_\rho(x), p^1_\rho(x)\} = \frac{1}{2} + \max_\rho \frac{1}{4} \sum_x |p^0_\rho(x) - p^1_\rho(x)| = \frac{1}{2} \{1 + \text{dist}_C(M^0, M^1)\},
\]

(72)

with \( \text{dist}_C \) defined as in eq. (18).

Suppose now that, rather than analyzing the inputs of the device, we let it measure subsystem \( D \) of an entangled state \( \rho_{DQ} \in B(\mathcal{H}_D \otimes \mathcal{H}_Q) \), where \( \mathcal{H}_D \) (\( \mathcal{H}_Q \)) denotes the Hilbert space corresponding to the device (the auxiliary system). After obtaining output \( x \) from the machine, we perform a POVM \( N^x = \{N^a_x : a = 0, 1\} \) over system \( Q \), whose outcome will be our guess on the value of \( a \). The maximum probability of success of this scheme is
\[ P_Q = \frac{1}{2} \max_{\rho, N_x} \sum_x \text{tr}\{\rho (M_0^0 \otimes N_0^x + M_1^1 \otimes N_1^x)\} = \]
\[ = \frac{1}{2} + \frac{1}{2} \max_{\rho, N_x} \sum_x \text{tr}\{\rho (M_0^0 - M_1^1) \otimes N_0^x\} = \]
\[ = \frac{1}{2} + \frac{1}{2} \max_{\rho} \sum_x \text{tr}\{\rho_x^0 - \rho_x^1\}, \quad (73) \]

with \( \rho_x^a = \text{tr}_D(\rho M_x^a \otimes I_Q) \) and \( \text{tr}_+(T) \) denoting the sum of the positive eigenvalues of operator \( T \). Now, it is easy to see that, for any self-adjoint operator \( T, \|T\|_1 = 2\text{tr}_+(T) - \text{tr}(T) \). Substituting in (73), we have that

\[ P_Q = \frac{1}{2} + \frac{1}{4} \sum_x \|\rho_x^0 - \rho_x^1\|_1 + \frac{1}{4} \sum_x \text{tr}_Q(\rho_x^0 - \rho_x^1) = \]
\[ = \frac{1}{2} \{1 + \text{dist}_Q(M^0, M^1)\}, \quad (74) \]

where \( \text{dist}_Q \) is defined as in (20) and in the last line we made use of the fact that \( \sum_x \text{tr}_Q(\rho_x^a) = \text{tr}(\rho \sum_x M_x^a \otimes I_Q) = 1 \), for \( a = 0, 1 \).

A natural question is whether \( \text{dist}_C \) and \( \text{dist}_Q \) are actually different. They can be proven equal if \( M^0, M^1 \) happen to have only two outcomes. Indeed, suppose that such is the case. Then we have that

\[ \text{dist}_Q(M^0, M^1) = \max_{\rho_D Q} \|\text{tr}_D\{\rho_D Q(M^0_0 - M^0_1)\}\|_1. \quad (75) \]

Using standard identities of the trace norm [23], we have that

\[ \|\text{tr}_D\{\rho_D Q(M^0_0 - M^0_1)\}\|_1 = \max_{-1 \leq A \leq 1} \text{tr}\{\rho_D Q(M^0_0 - M^0_1) \otimes A\} \]
\[ \leq \|M^0_0 - M^0_1\|_\infty. \quad (76) \]

On the other hand, we have that

\[ \text{dist}_C(M^0, M^1) = \max_{\rho} |\text{tr}\{\rho(M^0_0 - M^0_1)\}| = \|M^0_0 - M^0_1\|_\infty. \quad (77) \]

Comparison of these two relations yields \( \text{dist}_Q(M^0, M^1) = \text{dist}_C(M^0, M^1) \).
However, even in dimension 2 we can find pairs of POVMs $M^0, M^1$ with $\text{dist}_Q(M^0, M^1) > \text{dist}_C(M^0, M^1)$. Take, for instance the continuous POVMs defined by

$$M^0_\psi = 2|\psi\rangle\langle\psi|d\psi, M^1_\psi = \mathbb{I}_2d\psi, \quad (78)$$

where $d\psi$ denotes the invariant measure on the pure states of $\mathbb{C}^2$. Since both POVMs are invariant under rotations, we can choose $\rho = |0\rangle\langle 0|$ in eq. (18). Then we have

$$\text{dist}_C(M^0, M^1) = \int d\psi \left| \langle 0|\psi \rangle \right|^2 - \frac{1}{2} = \frac{1}{4}. \quad (79)$$

On the other hand, let $\rho = |\phi\rangle\langle \phi|$ in eq. (20), where $|\phi\rangle = \frac{1}{\sqrt{2}}(|01\rangle - |10\rangle)$. Then, we have that

$$\text{dist}_Q(M^0, M^1) \geq \int d\psi \left\| \frac{|\psi^{-}\rangle\langle \psi^{-}|}{2} - \frac{\mathbb{I}_2}{4} \right\|_1 = \frac{1}{2}. \quad (80)$$

### D The role of $\tau(\mathcal{B})$

The goal of this Appendix is to prove the following result.

**Theorem 2.** Let $\mathcal{B}$ be a set of states in $B(\mathcal{H}_B)$, and let $H_B \in L(\mathcal{H}_B)$ be a non-degenerate energy operator admitting a decomposition in terms of maximal chains $j$ as

$$H_B = \sum_j \sum_{k=0}^{L(j)-1} (\nu_j + k\Delta)|j, k\rangle\langle j, k|, \quad (81)$$

Then,

$$\epsilon_C(\mathcal{M}_B) = \epsilon_Q(\mathcal{M}_B) = \frac{1}{2}\{1 - \tau(\mathcal{B})\}, \quad (82)$$

where

$$\tau(\mathcal{B}) = \max_{\rho \in \mathcal{B}} \sum_j \sum_{k=0}^{L(j)-2} |\langle j, k + 1|\rho|j, k\rangle|. \quad (83)$$
Moreover, for any general one-qubit POVM $M = \{M_x\}_x$, the state $\sigma^* \in \mathcal{B}$ maximizing (83) allows to generate an effective two-level POVM $\hat{M} = \{\hat{M}_x\}_x$, with

$$(\hat{M}_x)_{ab} \{1 + \delta_{ab}(1 - \tau(\mathcal{B}))\}. \quad (84)$$

Proof. Let $\sigma \in \mathcal{B}$ and consider the problem of maximizing $2|(M_0)_{10}|$ over all $M \in \mathcal{M}([\sigma])$. From eq. (25), the result is

$$2 \max_{M_{j,k}} \left| \sum_j \sum_{k=0}^{L(j)} \langle j, k + 1 | \sigma | j, k \rangle (M_0^{j,k})_{10} \right|. \quad (85)$$

It is clear that the physical POVMs $\{M^{j,k}\}$ maximizing the last expression must be chosen such that

$$M^{j,k}_0 = \left( \begin{array}{cc} \frac{1}{2} & e^{i \theta_{jk}} \\
\frac{1}{2} & 1 \end{array} \right), \quad (86)$$

with $e^{-i \theta_{jk}} \langle j, k + 1 | \sigma | j, k \rangle \in \mathbb{R}^+ \cup \{0\}$. The maximum value of $2|(M_0)_{10}|$ attainable with $\mathcal{B}$ as a resource thus corresponds to $\tau(\mathcal{B})$, as defined in eq. (28).

Now, let $\sigma^* \in \mathcal{B}$ be the minimizer of eq. (28) [or a very good approximation, since the maximum may not be achievable], and suppose that we wish to approximate the POVM $M \in \mathcal{M}$. Take the physical POVMs to be

$$M^{j,k}_x = \left( \begin{array}{cc} 1 & 0 \\
e^{-i \theta_{jk}} & e^{i \theta_{jk}} \end{array} \right) M_x \left( \begin{array}{cc} 1 & 0 \\
0 & e^{i \theta_{jk}} \end{array} \right), \quad (87)$$

for all $k = 0, \ldots, d$. From eq. (25) we have that the final POVM $\hat{M}$ is then given by

$$(\hat{M}_x)_{00} = (M_x)_{00} \sum_j \sum_{k=0}^{L(j)} \text{tr}(\sigma | j, k \rangle \langle j, k |) = (M_x)_{00},$$

$$(\hat{M}_x)_{11} = (M_x)_{11} \sum_j \sum_{k=0}^{L(j)} \text{tr}(\sigma | j, k - 1 \rangle \langle j, k - 1 |) = (M_x)_{11},$$

34
\[(\hat{M}_x)_{10} = (M_x)_{10} \sum_j L(j) \sum_{k=0}^{L(j)} e^{i\theta_{jk}} \langle j, k | \sigma | j, k - 1 \rangle = (M_x)_{10} \tau(\mathcal{B}), \quad (88)\]

and, analogously, \((\hat{M}_x)_{01} = (M_x)_{01} \tau(\mathcal{B})\). The second part of the theorem is thus proven.

Let us now demonstrate the first part. Consider \(\bar{M} = \{ (I + (-1)^a \sigma_x) / 2 \} \in \mathcal{M}\). Then, by the triangle inequality, for any \(N \in \mathcal{M}(\mathcal{B}, 2)\), we have that

\[
\text{dist}_C(\bar{M}, N) = \frac{1}{2} \max_{x=0,1} \sum |\text{tr}\{\rho(\bar{M}_x - N_x)\}| + \sum_{x \geq 2} |\text{tr}\{\rho N_x\}| \geq \frac{1}{2} \max_{\rho} \sum_{x=0,1} |\text{tr}\{\rho(\bar{M}_x - N'_x)\}| = \text{dist}_C(\bar{M}, N'), \quad (89)
\]

with \(N' \in \mathcal{M}(\mathcal{B})\) defined as \(N'_0 \equiv N_0, N'_1 \equiv \sum_{x>1} N_x\).

It follows that, in computing \(\text{dist}_C(\bar{M}, \mathcal{M}(\mathcal{B}, 2))\) we can restrict to two-outcome POVMs \(N \in \mathcal{M}(\mathcal{B}, 2)\). For any such POVM we have that

\[
\text{dist}_C(\bar{M}, \mathcal{M}(\mathcal{B})) \geq \text{dist}_C(\bar{M}, N) = \frac{1}{2} \max_{\rho} \sum_{x=0,1} |\text{tr}\{\rho(\bar{M}_x - N_x)\}| = \|\bar{M}_0 - N_0\|_\infty \geq \left| \frac{1}{2} - \sup\{(N_0)_{01} : N \in \mathcal{M}(\mathcal{B}, 2)\} \right| = \frac{1}{2} \{1 - \tau(\mathcal{B})\}. \quad (90)
\]

Finally, call \(f : \mathcal{M} \to \mathcal{M}\) the map which transforms each POVM \(M\) into \(\hat{M}\), as defined in the theorem, and note that \(\text{dist}_Q(M, N)\) can be written as

\[
\text{dist}_Q(M, N) = \frac{1}{2} \max_{\rho, S^x} \sum_x \text{tr}\{\rho(M_x - N_x) \otimes S^x\}, \quad (91)
\]

with \(-\mathbb{I} \leq S^x \leq \mathbb{I}\). Then, for any POVM \(M \in \mathcal{M}\), we have that

\[
\text{dist}_Q(M, \mathcal{M}(\mathcal{B}, 2)) \leq \frac{1}{2} \max_{\rho, S^x} \sum_x \text{tr}\{\rho(M_x - f(M_x)) \otimes S^x\}
\]
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\[
\begin{align*}
&= \frac{1 - \tau(B)}{2} \max_{\rho, S} \sum_x |(M_x)_{01}| \text{tr}(\rho R_x \otimes S_t) \\
&\leq \frac{1 - \tau(B)}{2} \sum_x \sqrt{(M_x)_{00}} \sqrt{(M_x)_{11}} \\
&\leq \frac{1}{2} [1 - \tau(B)], \quad (92)
\end{align*}
\]

where \( R_x = e^{i\theta_x} |0\rangle\langle 1| + \text{h.c.} \), for some \( \theta_x \in [0, 2\pi) \) and the last inequality follows from the fact that the vectors \( v_x = \sqrt{(M_x)_{00}}, w_x = \sqrt{(M_x)_{11}} \) are unitary, since \( \sum_x (M_x)_{00} = \sum_x (M_x)_{11} = 1 \).

From eqs. (90) and (92), we therefore have that

\[
\frac{1}{2} \{1 - \tau(B)\} \leq \epsilon_C(B) \leq \epsilon_Q(B) \leq \frac{1}{2} \{1 - \tau(B)\}. \quad (93)
\]

The theorem is proven. \( \square \)

## E Computation of \( \tau(\mathbb{C}^d) \)

It is easy to see that the solution of eq. (32) corresponds to the maximum eigenvalue of a \( d \times d \) matrix of the form

\[
A_d = \begin{pmatrix}
0 & 1/2 \\
1/2 & 0 & 1/2 \\
1/2 & 0 & 1/2 \\
& & & \ddots
\end{pmatrix}. \quad (94)
\]

Let \( |\psi\rangle = \sum_{k=0}^{d-1} c_k |k\rangle \) be an eigenvector of \( A_d \) with eigenvalue \( \mu \). Then, the coefficients \( \{c_n\} \) must satisfy:

\[
\frac{1}{2} (c_{k+1} + c_{k-1}) = \mu c_k, \quad \text{for } k = 0, \ldots, d - 1, \quad (95)
\]

with \( c_{-1} = c_d = 0 \). Let us try the ansatz \( c_k = \sin[(k + 1)\alpha] \). Then, condition (95) translates as

\[
\frac{1}{2} \{ \sin((k + 2)\alpha) + \sin(k\alpha) \} = \cos(\alpha) \sin((k + 1)\alpha) = \mu \sin((k + 1)\alpha), \quad (96)
\]
with $c_d = \sin[(d+1)\alpha] = 0$. This last condition implies that $\alpha = m\pi/(d+1)$, with $m \in \mathbb{Z}$. From eq. (96) we thus have that $A_d$ has $d$ eigenvalues given by

$$\cos\left(\frac{m\pi}{d+1}\right), m = 1, ..., d.$$  

(97)

Since $A_d$ cannot have more than $d$ eigenvalues, it follows that its whole spectrum is contained in (97). The maximum eigenvalue is obtained by taking $m = 1$, in which case the corresponding (normalized) eigenvector is:

$$|\psi\rangle_d^* = \sqrt{\frac{2}{d+1}} \sum_k \sin\left(\frac{(k+1)\pi}{d+1}\right) |k\rangle.$$  

(98)

### F Computation of $\tau(\bar{E})$

The aim of this section is to solve the following problem:

$$\max \frac{1}{2} \sum_{k=0}^{\infty} c_k^* c_{k+1} + c_{k+1}^* c_k$$

s. t. $\sum_{k=0}^{\infty} |c_k|^2 = 1, \sum_{k=0}^{\infty} k|c_k|^2 \leq E,$

(99)

where, for simplicity, we have defined $E \equiv \bar{E}/\Delta$.

The dual of this problem is:

$$\mu(\lambda) \equiv - \inf \langle \psi | H_{\lambda} | \psi \rangle$$

s. t. $\langle \psi | \psi \rangle = 1,$

(100)

with

$$H_{\lambda} = \hat{H}_B - \lambda \sum_k \Lambda |k\rangle \langle k + 1| + |k + 1\rangle \langle k|.$$  

(101)

For finite values of $\lambda$, the infimum in eq. (100) is actually a minimum, i.e., problem (100) can be reformulated as an eigenvalue problem (namely,
computing the minimum eigenvalue of $H_\lambda$). To see this, note that we can approximate the above minimization over infinite-dimensional vectors $|\psi\rangle = \sum_{k=0}^{\infty} c_k |k\rangle$ by finite dimensional optimizations over vectors of the form $|\psi'\rangle \in \mathbb{C}^d$. Indeed, let $|\psi\rangle = \sum_{n=0}^{\infty} c_n |n\rangle$ be a normalized vector with $\langle \psi | H_\lambda | \psi \rangle < 0$ (it is easy to see that $\mu(\lambda) > 0$ for all $\lambda > 0$). Since $\|\Lambda\|_{\infty} = 2$, we have that

$$0 < -\langle \psi | H_\lambda | \psi \rangle \leq -\langle \psi | \hat{H}_B | \psi \rangle + 2\lambda. \quad (102)$$

It follows that $\sum_n |c_n|^2 n < 2\lambda$, and so, for any $D \in \mathbb{N}$,

$$\sum_{n>D} |c_n|^2 < \sum_{n>D} |c_n|^2 n < \frac{2\lambda}{D+1}. \quad (103)$$

Under the assumption that $c_n \geq 0$ for all $n$, it is easy to see that

$$\langle \psi | \hat{H}_B | \psi \rangle - \frac{2\lambda}{D+1} < \langle \psi_D | \hat{H}_B | \psi_D \rangle < \langle \psi | \hat{H}_B | \psi \rangle - \frac{4\lambda}{D+1}, \quad (104)$$

where $|\psi_D\rangle \propto \sum_{n \leq D} c_n |n\rangle \in \mathbb{C}^{D+1}$ is a (normalized) finite dimensional approximation of $|\psi\rangle$. Since we can make $D$ arbitrarily large, it is obvious that problem (100) can be approximated arbitrarily well by its finite-dimensional analog

$$\min_{\psi} \langle \psi | H_\lambda^d | \psi \rangle$$

s. t. $|\psi\rangle \in \mathbb{C}^d$, $\langle \psi | \psi \rangle = 1,$ \quad (105)

with $H_\lambda^d = \sum_{k=0}^{d-1} k|k\rangle \langle k| - \lambda \sum_{k=0}^{d-2} (|k\rangle \langle k+1| + |k\rangle \langle k+1|)$. Then, there exists a subsequence $(d_1, d_2, \ldots)$ such that $\lim_{d_i \to \infty} \langle 0 | \psi_{d_i}^* \rangle = c_0^*$ converges. Likewise we can find a subsequence $(d_i')_i$ of $(d_i)_i$ such that $\lim_{d_i' \to \infty} \langle 1 | \psi_{d_i'}^* \rangle = \langle 1 | \psi^* \rangle = c_1^*$ also converges. Iterating this process, we obtain a sequence of values $(c_0^*, c_1^*, \ldots)$. Now, as $\langle \psi_d | \psi_d \rangle = 1$ and the weight of the terms $\sum_{n>D} n |\langle n | \psi_{d_i}^* \rangle|^2$ becomes negligible for large $D$ irrespective of $d$, we have that the vector $|\psi^*\rangle = \sum_{k=0}^{\infty} c_k^* |k\rangle$ satisfies $||\psi^*||^2 = 1$ and $\langle \psi^* | H_\lambda | \psi^* \rangle = \mu(\lambda)$.

Let us thus solve (105). Let $|\psi\rangle = \sum_{k=0}^{d-1} c_k |k\rangle$ be an eigenvector of $H^d_\lambda$ with eigenvalue $-\mu$, with $\mu > 0$. Then,
\begin{equation}
    c_{k+1} = \frac{k + \mu}{\lambda} c_k - c_{k-1}, \tag{106}
\end{equation}

with \( c_{-1} = c_d = 0 \).

Now, for \( \lambda > 0 \), it is clear that the eigenvector with minimum eigenvalue of \( H^d_\lambda \) can be chosen such that \( c_k \geq 0 \). It is also straightforward that it cannot contain intermediate zeros in its component vector, that is, it cannot be of the form

\begin{equation}
    |\psi\rangle = \sum_{k=0}^{K} c_k |k\rangle + \sum_{k=K+1}^{d-1} c_k |k\rangle, \tag{107}
\end{equation}

for any \( L > 1 \). Indeed, if such were the case, the vector

\begin{equation}
    |\psi'\rangle = \sum_{k=0}^{K} c_k |k\rangle + \sum_{k=K+L}^{d-1} c_k |k - L + 1\rangle \tag{108}
\end{equation}

would satisfy \( \langle \psi'|H^d_\lambda|\psi'\rangle < \langle \psi|H^d_\lambda|\psi\rangle \). Finally, by the recurrence condition \( (106) \), it can also be seen not to be of the form \((c_1, c_2, ..., c_K, 0, 0, ..., 0)\) for \( \lambda > 0 \). It follows that \( c_k > 0 \) for \( k = 0, ..., d-1 \). For \( k = 0, ..., d-1 \) we can thus write the \( c \)'s as \( c_k \equiv \prod_{i=0}^{k} x_i \), for some \( x_k > 0 \). Substituting in eq. \( (106) \) we have that

\begin{equation}
    x_k = \frac{1}{\frac{k+\mu}{\lambda} - x_{k+1}}, \tag{109}
\end{equation}

for \( k \geq 1 \). We also derive the conditions \( x_1 = \frac{\mu}{\lambda}, x_d = 0 \).

Iterating \( (109) \), we have that

\begin{equation}
    \frac{\mu}{\lambda} = x_1 = \frac{1}{\frac{1+\mu}{\lambda} - \frac{1}{\frac{1+\mu}{\lambda} - \frac{1}{\frac{1+\mu}{\lambda} - \frac{1}{\frac{1+\mu}{\lambda} - \frac{1}{\frac{1+\mu}{\lambda} - \cdots}}}}}}. \tag{110}
\end{equation}

Since \( x_d = 0 \), this implies that the minimum eigenvalue \( \mu \) of \( H^d_\lambda \) must satisfy the characteristic equation

\begin{equation}
    \frac{\mu}{\lambda} - \frac{1}{\frac{1+\mu}{\lambda} - \frac{1}{\frac{1+\mu}{\lambda} - \frac{1}{\frac{1+\mu}{\lambda} - \cdots}}} = 0. \tag{111}
\end{equation}
Moreover, as long as any $\mu$ satisfies eq. (111) with each term in the fraction being different from zero, we can construct a set of weights $\{x_k\}_{k=1}^{d-1}$ such that $(1, x_1, x_1x_2, x_1x_2x_3, \ldots)$ is an eigenvector of $H^d$ with eigenvalue $\mu$. Suppose now that $\mu$ fulfills eq. (111), but some intermediate subfraction becomes zero, i.e.,

$$\frac{k + \mu}{\lambda} - \frac{1}{\frac{k+1+\mu}{\lambda} - \frac{1}{\ddots - \frac{1}{\frac{d}{\lambda}}}} = 0,$$

with $d - 1 \geq k \geq 1$, and such that no intermediate subfraction of (112) is zero. We could then create a vector $(1, x_1, x_1x_2, \ldots, \prod_{i=k}^{K-1} x_i) \in \mathbb{C}^{d-k}$ which happens to be an eigenvector of $H^d_{\lambda} + k\mathbb{I}$ with eigenvalue $-\mu$. But the minimum eigenvalue of $H^d_{\lambda} + k\mathbb{I}$ is strictly greater than that of $H^d_{\lambda}$. From the above discussion, it follows that the minimum eigenvalue of $H^d_{\lambda}$ is minus the maximum $\mu$ that satisfies eq. (111).

What happens when we take the limit $d \to \infty$ in expression (111)? In [24], page 349, we find the following beautiful identity:

$$\frac{J_{n-1}(z)}{J_n(z)} = \frac{\frac{2n}{z} - 1}{\frac{2(n+1)}{z(z/2)^2} - \frac{(z/2)^2}{(n+1)(n+2)} - \frac{(z/2)^2}{(n+2)(n+3)} - \ldots}.$$

Multiplying each numerator and denominator by $\frac{2(n+k)}{z}$ accordingly, the latter expression can be shown equal to

$$\frac{2n}{z} - \frac{1}{\frac{2(n+1)}{z} - \frac{2(n+2)}{z} - \frac{2(n+3)}{z} - \ldots}.$$

Identifying $\lambda = z/2$ in (111), we have that the solution of (100) is the maximum $\mu > 0$ such that

$$\frac{J_{\mu-1}(2\lambda)}{J_{\mu}(2\lambda)} = 0.$$

By the interlacing properties of the zeros of the Bessel function, this last condition is equivalent to $J_{\mu-1}(2\lambda) = 0$, and so the solution of problem (100) is given by the solution of the transcendent equation
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\[ j_{\mu-1,1} = 2\lambda. \]  \hspace{1cm} (116)

From now on, we will denote its solution \( \mu(\lambda) \).

How does this relate to our initial problem (99)? Let \( |\psi\rangle \) be such that
\[ \langle \psi|\hat{H}_B|\psi\rangle = E. \] By definition, we have that
\[ H_\lambda + \mu(\lambda) \geq 0, \]  \hspace{1cm} (117)
for all \( \lambda > 0 \).

Bracketing this expression by \( |\psi\rangle \), we conclude that
\[ \sum_k |c_kc_{k+1}| \leq \frac{E + \mu(\lambda)}{2\lambda}. \]  \hspace{1cm} (118)

Minimizing with respect to \( \lambda \), we thus arrive at
\[ \sum_k |c_kc_{k+1}| \leq \varphi(E), \]  \hspace{1cm} (119)
with \( \varphi(E) \) defined as in (36). To show that this last inequality is tight, denote by \( |\psi_\lambda\rangle \) the eigenvector with minimum eigenvalue of \( H_\lambda \) and notice that
\[ -\mu(\lambda + \delta\lambda) + \mu(\lambda) = \frac{1}{\langle \psi_\lambda|H_\lambda|\psi_\lambda\rangle} \{ \langle \psi_\lambda+\delta\lambda|H_\lambda+\delta\lambda|\psi_\lambda\rangle - \langle \psi_\lambda+\delta\lambda|H_\lambda|\psi_\lambda\rangle \} \]
\[ = -\delta\lambda \frac{\langle \psi_\lambda+\delta\lambda|\Lambda|\psi_\lambda\rangle}{\langle \psi_\lambda+\delta\lambda|\psi_\lambda\rangle} \]  \hspace{1cm} (120)

Dividing by \( \delta\lambda \) and taking the limit \( \delta\lambda \to 0 \), we have that
\[ \langle \psi_\lambda|\Lambda|\psi_\lambda\rangle = \frac{\partial \mu}{\partial \lambda}(\lambda). \]  \hspace{1cm} (121)

It follows that
\[ E(\lambda) \equiv \langle \psi_\lambda|\hat{H}_B|\psi_\lambda\rangle = \lambda \frac{\partial \mu}{\partial \lambda} - \mu(\lambda). \]  \hspace{1cm} (122)

Now, it is easy to see that \( E(0) = 0 \) and that \( E(\lambda) \) is continuous in \( \lambda \).

On the other hand, we have that, for \( \mu \gg 1 \),
\[ j_{\mu,1} = \mu + c\mu^{1/3} + O(\mu^{-1/3}), \]  \hspace{1cm} (123)
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with $c \approx 1.85575$ [25]. The identity $j_{\mu - 1, 1} = 2\lambda$ thus implies that $\mu \approx 2\lambda - 2^{1/3}c\lambda^{1/3} + O(1)$. Substituting in expression (122), we have that $\langle \psi_\lambda | \hat{H}_B | \psi_\lambda \rangle$ diverges for $\lambda \to \infty$. All this implies that, for any $E > 0$, we can find $\lambda > 0$ such that $\langle \psi_\lambda | \hat{H}_B | \psi_\lambda \rangle = E$. Such a state clearly saturates inequality (118). The relation $\tau(\{\rho : \text{tr}(\rho \hat{H}_B) \leq E\}) = \varphi(E)$ is thus proven.

It is worth noticing that any value of $\lambda = \bar{\lambda}$ locally minimizing the right hand side of (118) must satisfy

$$\frac{\partial}{\partial \lambda} \left( \frac{E + \mu(\bar{\lambda})}{2\lambda} \right) = 0.$$ (124)

Or, equivalently, $E = \bar{\lambda} \partial \mu(\bar{\lambda}) / \partial \bar{\lambda} - \mu(\bar{\lambda})$. The state $|\psi_\lambda\rangle$ thus saturates inequality (118) for $\lambda = \bar{\lambda}$, and, consequently, for $\lambda \neq \bar{\lambda}$ the r.h.s. of (118) cannot become smaller. Any extreme point of the latter function is hence a global minimum, and so computing $\varphi(E)$ numerically becomes an easy task.

Finally, let us speak about the asymptotic behavior of $\varphi(E)$. Replacing $\mu(\lambda)$ by $2\lambda - 2^{1/3}c\lambda^{1/3}$ in the right hand side of eq. (118), and minimizing with respect to $\lambda$, we find that $\lambda^* \approx \frac{27E^3}{16c^3}$. And, consequently,

$$\varphi(E) \approx 1 - \frac{4c^3}{27} \frac{1}{E^2}.$$ (125)

Substituting the value of $c$, we arrive at (37).