A Compressed Data Partition and Loop Scheduling Scheme for Neural Networks
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ABSTRACT Neural networks (NNs) have been widely adopted in various application domains. Deeper NNs greatly enhance the output accuracy, but complex NNs with more parameters incur intensive memory accesses, and the data usually need to be partitioned since it may exceed the on-chip storage. However, there is no research considering the partition and scheduling co-design of the NNs. In this paper, we propose a sparse NN data partition and loop scheduling scheme. We establish the compression efficiency model of the matrix sparse algorithm and design a partition selection method based on sparsity characteristics analyzed by the compression efficiency model. Further, we design a loop scheduling scheme based on the proper partition size. The experiment results show that the average memory access of each layer can be compressed to 68% of the original, and the throughput of the AlexNet, VGG and VGG19 is increased to an average of 1.66 times.
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I. INTRODUCTION

With the prosperity and development of the mobile internet, artificial intelligence applications based on deep neural networks are gradually migrating from cloud computing to mobile computing. With its wide application in image procession and speech recognition, the complexity of deep learning algorithms continues to increase to meet the requirements of modern applications. However, the large number of computations and memory accesses in deep neural networks generates considerable energy. There is a large contradiction between the power consumption and the limited power supply capability of mobile devices. In addition, large-scale network model data need to be transmitted to devices with limited storage. When the storage capacity is smaller than the model parameter size, the data usually need to be partitioned, thus, how to achieve optimal data partitioning and transformation to ensure efficient data processing becomes a hot research topic [1].

Since the weights of even a single convolutional layer can exceed the local storage capacity, researchers proposed data transformation schemes: graph partitioning uses the synchronous dataflow model, which splits the graph into subgraphs along convolutional layers and maps each subgraph to a different bitstream, however, this scheme requires FPGA (Field-Programmable Gate Arrays) reconfiguration when data flows to the next subgraph.

Folding is also an effective method to partition the data: this kind of method folds input by a factor, and a convolutional layer is split into multiple subgraphs that execute a fraction of total convolutional. The interim results are accumulated to generate the output. Thus, the storage requirement is reduced by the folding factor. The folding methods are further divided into coarse-grain folding and fine-grain folding. Coarse-grain folding fully unrolls the major operations of every layer and provides the highest throughput possible. Fine-grain folding is a time-multiplexed scheme between different operations, which use much smaller numbers of hardware units.

In addition, the parameter matrix of a neural network is usually sparse, and compression can effectively reduce the
storage space requirements. However, there is no research considering the partitioning of the spare matrix, which compression algorithm is selected, and how partitioning and scheduling the matrix computation directly affect the performance. Therefore, this paper focuses on how to select the compression scheme and partition data based on the matrix sparsity of different layers in the convolutional neural networks and proposes a sparsity model and partition scheme for the neural network. The main contributions of this paper are as follows:

1. We established the compression efficiency model of the matrix sparse algorithm, proposed the sparse coefficients and sparse offsets of different algorithms, and calculated the compression ratio of different compression algorithms.

2. We analyzed the sparsity characteristics of the convolutional neural network parameter matrix, introduced the concept of average density, and predicted the amount of sparse matrix memory access through statistical information to provide guidance for partitioning strategies.

3. We designed a partition size selection method for sparse neural networks. We first analyzed the relationship between memory access and model scale/sparsity, and then used the dynamic programming algorithm to solve the partition size selection problem.

4. We designed a loop scheduling scheme based on the proper partition size, and the optimal mapping method was designed for the sparse neural network.

II. RELATED WORKS

A. SPARE MATRIX COMPRESSION

Previous research has shown that most of the parameter matrices of neural networks are sparse, and compressed sparse matrices can effectively reduce memory overhead. Typical compression schemes include COO, CSR, SCNN, and Swallow.

We use sparse coefficients and sparse offsets to characterize the compression effect of the compression algorithm. The sparse coefficient $\alpha$ is used to characterize the memory resources occupied by each nonzero value in the actual storage requirements. The coefficient is only changed according to the sparse algorithm rules, and does not vary with different matrices, the sparse offset $\beta$ describes index size or data location, which is related to the layout of the nonzero matrix values.

COO [2] uses row number, column number, and element value to store nonzero elements. For nonzero elements in any matrix, three values need to be recorded, so its sparse coefficient is three, which means that when the number of nonzero elements is $K$, the storage space overhead is $3K$.

COO is a triple storage algorithm, that is effective when the matrix is very sparse, and it is less efficient for dense matrix compression.

The CSR scheme stores data values, column index, and row index. The row index records the number of newlines between adjacent data, that is, if there is no newline between adjacent nonzero data, the newline index will not be added. The sparse coefficient of the CSR algorithm is two. Ideally, only values and column numbers are stored, and the storage space overhead is $2K$. However, the actual situation cannot guarantee that all nonzero values are in the same row, nor can it guarantee that all data are evenly distributed in each row. Therefore, the CSR algorithm requires $2K+c$ storage space, where $c$ is the total number of rows occupied by data.

In addition to storing numerical bits, SCNN [3] also needs to store the number of 0 values from each data to the previous nonzero data. An additional data bit is stored to represent the number of nonzero values in the matrix. Therefore, the sparse coefficient of SCNN is two, and the storage requirement is $2K+1$.

The Swallow [4] scheme records the number of nonzero values in the same row for each channel and uses the offset bit to record the column number of the data. The sparse coefficient of the Swallow scheme is two. The sparse offset is $R$, which is the number of rows.

B. LOOP SCHEDULING

Scheduling research on CNN(Convolutional Neural Networks) accelerators has a long history. Since the 1980s, a series of early/late as possible algorithms [5], degrees of freedom-based algorithms [6], and mobility-based scheduling algorithms have been proposed [7], [8], [9], [10], [11]. Then, researchers found that the scheduling problem is not only how to split the operator into each multiplier-accumulator, but also how to implement a multi-batch pipeline for different convolutional layers [12]. Therefore, optimization is carried out from two aspects: resource allocation and dataflow [13]: resource allocation methods mainly focus on how to improve resource utilization, while data flow methods solve how to transport data to achieve the highest performance.

In terms of resource allocation optimization, the ACT laboratory extracts the the control components hyperparameters from the perspective of the Process Element(PE) configuration for optimization, imitating the Von Neumann control mode, with the help of a large number of expertly predefined template optimization to add instructions to guide dynamic scheduling in the FPGA [5]. [14] compared the size of the convolution kernel matrix with the memory bandwidth, thereby providing the basis for data partitioning and solving the problem of uneven resource allocation. Loop tiling and loop unrolling consider both on-chip data reuse and external storage and can be used to improve mapping efficiency and resource utilization [15]. [12] noted that the scheme of providing convolution processing unit for each stage of the convolution computation [16] is inefficient, and therefore proposed multiple multiprocess structures with different computing capabilities to pipeline the processing. 

[17] designed a scheduling algorithm based on the maximum value to improve the resource utilization problem under multi process element cooperative computing. A reloadable architecture of neural network was proposed in [18]. The above
scheme is simple and direct, but it is only effective on specific operators, and the generality is poor.

The data flow optimization problem involves modifying the control logic or timing relationship of the hardware, scheduling the flow order of the data, maximizing the reuse rate and enhancing the parallelism of data transmission/processing. [15] designed three on-chip buffer structures: full reuse, partial reuse, and independent handling. Arthur Stoutcinin et al. proposed a model HWC [19] to efficiently evaluate the reusability of network mappings, and based on the model, a better data scheduling scheme was given. Li et al. proposed a layer partition scheduling strategy SmartShuttle based on the difference in sensitivity of input data, input data and weight to reusing different convolutions [20]. Alwani et al. proposed caching the area shared by adjacent receptive fields, so that only the nonshared part needs to be fetched from memory in the next layer calculation [21].

Previous works focused on how data are transferred to the on-chip buffer, and [22] started with the data that have been transferred to the chip. Distributing the convolution operation and the fully connected operation on a 4-level parallelism design enables different types of network layers to make full use of the same multiply-add operation unit to form a timing relationship that does not generate pipeline bubbles [22], [23] changed the hardware storage method to two dimensional data storage in the form of window size, so that the start time of the convolution operation is advanced to when the matrix storage meets the window size, thereby shortening the time for pipeline task completion [23]. Lu et al. proposed FlexFlow, a flexible dataflow accelerator architecture for convolutional neural networks [24], and divided the loop unrolling methods into three categories: unrolled convolution kernel matrix [25], [26], [27], unwrapped feature map matrix [16], [28], [29] and unwrapped matrix channels [30].

The Imperial College of London proposed a real-time reconfigurable architecture. The directed graph corresponding to the convolutional network is divided into several subgraphs, and each subgraph corresponds to a different hardware architecture. Bitstream files need to be re.injected between network layers belonging to different subgraphs to reconfigure the hardware architecture [31]. Kwon et al. designed a NN accelerator with a built-in set of reconfigurable building blocks that can easily support countless DNN partitions and maps by appropriately configuring the interconnect architecture [32]. Xu et al. proposed converting a neural network’s hardware mapping into a dataflow graph. The graph shows whether the data to be processed by this layer is given by the output of the network model of the previous layer, so as to formulate the principle of time-sharing and multiplexing for PE(Processes Element) [33]. Rhu et al. [34] improved hardware performance through weight prefetching. Li proposed splitting the network to dynamically release memory resources [35]. Wicaksana Putra reused memory storage by filling data in any location that the memory can carry data, to optimize the data flow and improve the system performance [36].

Addressing scheduling problems can greatly optimize the model mapping so that both computing and storage resources can fully utilize their capacity. However the existing scheduling optimization schemes lack generality, and most scheduling solutions can only optimize some specific operators. Therefore, it is necessary to find a general solution to solve various neural networks consisting of complex operators and their variants [24], [37].

III. NNS’ PARTITION AND SCHEDULING SCHEME

The amount of data transmission in the NNs is the key to optimizing performance. To determine the actual quantity of data to be transported, it is necessary to obtain the matrix size, density, and sparse algorithm features. Therefore, we analyze the storage characteristics of the matrix according to the network model and dataset and find the optimal compression storage scheme by comparing the original storage capacity and the sparsely compressed data storage capacity. After the compression scheme is determined, the memory access footprint of the model is calculated, and the partition size with the largest throughput is selected according to the footprint. Finally, the enumeration method is used to select the loop scheduling scheme.

A. MODELING OF SPARSE MATRIX STORAGE FEATURES

The feature analysis module calculates the storage g of the compressed matrix, compares the value of $G_{comp}$ with the original uncompressed storage amount $G_{orig}$, and selects the strategy that occupies the smallest storage space. $G_{comp}$ is a linear function of the number of nonzero
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**FIGURE 1. Flow of the data partition and loop scheduling scheme.**
elements $K$, and the coefficient $\alpha$ and offset $\beta$ are related to the sparse matrix compression algorithm. The number $K$ of nonzero values in the matrix varies with the model and input data, so the average number of nonzero values $\bar{k}$ is introduced. To describe the sparsity of the matrix, the average density $\bar{D}$ is introduced, which is the normalization of the number of nonzero values. To calculate $\bar{k}$ and $\bar{D}$, the feature parameters of the matrix are extracted, as shown in Table 1. Note that the number of nonzero values in the input/weight/output matrix is $k_{IFM}$, $k_{KER}$, $k_{OFM}$, and the original storage requirements are $G_{IFM}$, $G_{KER}$, $G_{OFM}$. Then the average density of different matrices can be calculated using Formulation (1)-(3).

$$G_{IFM} = R_I \times C_I, \bar{D}_{IFM} = \frac{k_{IFM}}{N \times G_{IFM}}$$ (1-1)

$$\bar{k}_{IFM} = N \times G_{IFM} \times \bar{D}_{IFM}$$ (1-2)

$$G_{KER} = K^2, \bar{D}_{KER} = \frac{k_{KER}}{N \times M \times G_{KER}}$$ (2-1)

$$\bar{k}_{KER} = N \times M \times G_{KER} \times \bar{D}_{KER}$$ (2-2)

$$G_{OFM} = R_O \times C_O, \bar{D}_{OFM} = \frac{k_{OFM}}{M \times G_{OFM}}$$ (3-1)

$$\bar{k}_{OFM} = M \times G_{OFM} \times \bar{D}_{OFM}$$ (3-2)

The matrix feature extraction module obtains the matrix size of the input/weight/output matrix, the number of nonzero values and the layout of nonzero values. We use the feature information of the matrix, and the sparse coefficient and offset of the compression scheme to calculate the storage capacity of the compressed sparse matrix, as shown in Formulation (4).

$$g = \bar{k} \alpha + \sum_{i=0}^{\bar{k}} \beta_i$$ (4)

Based on the above formula, the storage capacity of a typical sparse matrix compression algorithm can be calculated, as shown in Table 2.

The layers close to the input layer have more original information, and the corresponding matrix is denser. The layers close to the output layer are sparser because the network removes redundant information and retains core features.

### Table 1. Matrix parameter features.

| parameters | $N/M$ | $R_I/C_I$ | $K$ | $R_O/C_O$ | $S$ |
|------------|-------|----------|-----|-----------|-----|
| The number of input/output channel | The number of row/column of input | Size of the CNN kernel | The number of row/column of output | The strip of the network |

### Table 2. Feature of the sparse compression algorithm.

| algorithm | COO | CSR | SCNN | Swallow |
|-----------|-----|-----|------|---------|
| coefficient ($\alpha$) | 3   | 2   | 2    | 2       |
| offset ($\beta_i$) | 0   | $c$ | 1    | $R$     |
| capacity ($g$) | $3\bar{k}$ | $2\bar{k} + c$ | $2\bar{k} + NM$ | $2\bar{x} + R$ |

Therefore, for a denser input-side matrix, the compressed storage cost is relatively high. Therefore, it is necessary to judge whether the compressed storage amount will exceed the original size, that is, $G_{comp} > G_{orig}$. If the above situation occurs, the original storage without compression is selected.

### B. THROUGHPUT-BASED PARTITION SIZE SELECTION

The size of the neural network model usually exceeds the on-chip storage, and the matrix partitioning technique is needed to transfer data to FPGA. Ideally, the partitioned input matrix $T$, output matrix, and weight matrix are stored in the on-chip buffer until the partial sum is completely superimposed and then written back to the memory. The total execution latency includes memory access time and computation time. The memory access time is the product of the bit transmission delay and the amount of transmitted data. The quantity of transmitted data is the sum of the input, weight, and output matrix transmissions. The amount of each matrix $X$ transmission is the matrix transmissions $\lambda X$ and the single transmission data amount $\mu X$, as shown in Table 3. $P_{in}$ is the partition size of input and $P_{out}$ is the partition size of output, and Our propose is finding the best partition size $P_{in}$ and $P_{out}$.

The total transmission volume is calculated as shown in Equation (5):

$$Total \ Data \ Transfer \ (TDT) = \lambda I \mu I + \lambda K \mu K + \lambda O \mu O \quad (5)$$

The calculation of the memory access time MAT is shown in Equation (6), where $A$ is the transmission time of single-bit data, which is only related to the system bit width and bandwidth.

$$Memory \ Access \ Time \ (MAT) = A \times TDT \quad (6)$$

The computing time is obtained by multiplying the total computing partitions and the computing time of each partition, where the computing time of each partition is represented by the data size $\gamma$ divided by the frequency $f$, and $\gamma$ is obtained by dividing the total network parameter size by the memory bandwidth $B$, as shown in Equation (7).

$$\gamma = \left[ \frac{G_{comp}}{B} \right] \quad (7)$$

Therefore, the final computation time is expressed as Equation (8):

$$Total \ Computation \ Time \ (TCT) = \left[ \frac{M}{P_{out}} \right] \times \left[ \frac{N}{P_{in}} \right] \times \frac{\gamma}{f} \quad (8)$$
Throughput is the total amount of transferred data divided by the latency. The transmission and computation of data are often performed in parallel, so latency is the maximum of TCT and MAT, then throughput is shown in Equation (9).

\[
\text{Throughput} = \frac{2 \times N \times M \times g_{\text{OFM}_0} \times g_{\text{KER}_0}}{\text{Max} \{\text{TCT}, \text{MAT}\}} \tag{9}
\]

Partition selection is a multi-objective optimization problem that needs to maximize throughput while minimizing memory occupation. The constraints are that the partition size is smaller than the channels of the neural network model and the memory capacity Capacity, which is shown in Equation (10).

\[
\text{constraint} \begin{cases} 
1 \leq P_{in} \leq N \\
1 \leq P_{out} \leq M \\
\mu_1 + \mu_K + \mu_O \leq \text{Capacity}
\end{cases} \tag{10-1}
\]

The objective function is shown in Equation (11).

\[
\text{goal} \begin{cases} 
\min \{\text{Capacity} - (\mu_1 + \mu_K + \mu_O)\} \\
\max \{\text{Throughput}\} 
\end{cases} \tag{11}
\]

Our propose is finding the partition size \(P_{in}\) and \(P_{out}\), and we propose a throughput-based maximum partition selection algorithm. The algorithm transforms the above dual-objective optimization problem into a single-objective and multiple constraint optimization problem. The algorithm first sets \(\text{MAT} = \text{TCT}\), uses \(P_{in}\) to represent \(P_{out}\) according to Equation 10-3, and then the range of \(P_{in}\) is obtained when the equal constraints are satisfied. According to the input partition size, the adjustment scheme of the solution is based on the fact that for \(P_{out}\) satisfying Equation (10-3), we discuss the following:

\[
y(P_{in}) = P_{in}P_{out}. \quad \text{Formulation (13) obtains the derivative of } y(\cdot) \text{ about } P_{in},
\]

\[
y'(P_{in}) = \frac{-g_{\text{IFM}_0}K^2P_{in}^2 - 2g_{\text{IFM}_0}g_{\text{KER}_0}P_{in} + g_{\text{OFM}_0}\text{Capacity}}{(g_{\text{KER}_0}P_{in} + g_{\text{OFM}_0})^2} \tag{13}
\]

Let \(y'(P_{in}) = 0\), and the right pole of the unary quadratic function can be solved as the maximum value point of the original function \(T_{in0}\) (14), as shown at the bottom of the next page.

Whether the maximum value of \(P_{in}\) falls in the range \((-\infty, V_1] \cap [1, N)\) and ensures that there is an integer solution for \(P_{out}\) satisfying Equation (10-3), we discuss the following:

1. If \(P_{in0} \in (-\infty, V_1] \cap [1, N)\), then compare \(y(P_{in})|_{P_{in}=1}\) and \(y(P_{in})|_{P_{in}=P_{in0}}\), and choose the largest result.
2. If \(P_{in0} \in (N, +\infty)\), then \(y(P_{in})|_{P_{in}=1}\) and \(y(P_{in})|_{P_{in}=\min(N,V_1)}\), and choose the largest one as the final result.

2) MAT DOMINANT INTERVAL
When \(P_{in} \in (V_2, +\infty) \cap [1, N], \text{MAT} > \text{TCT}\), then the throughput of the system is decided by \(\text{TCT}\), and the formula for calculating the MAT cost is shown in Equation (15).

\[
\text{MAT} = A \left( \frac{1}{T_{in}} - N_{g_{\text{IFM}_0}} + MN_{g_{\text{KER}_0}} + M_{g_{\text{OFM}_0}} \right) \tag{15}
\]

It can be found that MAT is only related to \(P_{out}\). The larger \(P_{out}\) is, the smaller MAT is. Therefore, it is only necessary to keep \(P_{out}\) as large as possible. Therefore, let \(P_{out} = M\), and use Equation (10-3) to solve the value of \(P_{out}\), which is the proper partition to maximum throughput.

3) RANDOM DOMINANT INTERVAL
Random dominance occurs when \(P_{in} \in [V_1, V_2] \cap [1, N]\), there will be a \(P_{out}\) that makes \(\text{MAT} = \text{TCT}\), and the enumeration method is used to traverse the partition value range and find the partition value.

The above optimal solution is a theoretical result, but in practical systems, due to the storage capacity limitation, some theoretical values may not be reached, which requires adjusting the results to meet system resource constraints. The adjustment scheme of the solution is based on the fact that for any convolutional layer, \(P_{in} = P_{out} = 1\), the storage overhead cannot exceed the memory capacity.

Based on the above analysis, the inverse solution function \(P_{x}(V(\cdot))\) is used for the problem that the current partition size has no solution. According to the input partition size, the partition size of another dimension is obtained when the equal sign is taken according to Formula (11-3). For example, the \(P_{x}(V(\cdot))\) function returns the maximum value of \(P_{out}\), and inputting \(P_{out}\) returns the maximum value of \(P_{in}\).
Taking the solution adjustment of the MAT-dominated interval as an example, the throughput is only related to the value of $P_{out}$, and $P_{out}$ needs to be as large as possible. However, since $P_{in}$ has a lower boundary and $P_{out}$ cannot achieve the upper boundary of $M$, we can set $P_{in} = 1$ and use the inverse solution function to obtain the maximum value of $P_{out}$ to reduce traversal trials. If the on-chip buffer is large enough, $P_{out}$ can be set to $N$ to ensure maximum resource utilization.

C. LOOP SCHEDULING SCHEME FOR A SPARSE MATRIX

The data partition is determined before running, and proper scheduling is required for dynamic execution. Eighty percent of the neural network computations are on the convolution layer and fully-connected layer, which are multilayer loops. Therefore, the loop execution order is the key technique for minimizing the data copy operation and the memory access overhead. We propose a memory access footprint model for sparse partitioning and design a traffic traversal algorithm based on the proposed footprint model to find the optimal loop scheduling order.

$$F_X(L_i) = F_X(L_{i-1}) \times \frac{n(L_i)}{R_X(L_i)} \quad (16)$$

Without considering sparseness, the model of the impact of the number of iterations and reuse distance on the memory traffic is as follows. Let the sequence $L_0, L_1, \cdots, L_{N-1}$ be the order of the loop from the inner layer to the outer layer, and the nonrepetitive sampling of $L_i \in \{LSX, LSY, \cdots, LOF\}$, denote $F_X(L_i)$ as the footprint of matrix X in cycle $L_i$, specifically $F_X(L_{i-1}) = 1$, $n(L_i)$ is the number of iterations in the loop $L_i$, and $R_X(L_i)$ is the reuse distance of the matrix X in the loop $L_i$. The reuse distance is shown in Table 4, and the footprint calculation formula is shown in Equation (16).

After the matrix is sparsely compressed, denote $K_X$ as the sparse storage footprint factor of matrix X, and the footprint calculation formula is shown in Equation (17)-(18).

$$F_X(L_i) = \text{MIN}(F_X(L_{i-1}) \times \frac{n(L_i)}{R_X(L_i)}) \quad (17)$$

$$F_X(L_{i-1}) \times \frac{n(L_i)}{R_X(L_i)} \times K_X \quad (18)$$

$K_X$ is a variable related to the matrix size and sparse algorithm. The sparse matrix footprint factor $\frac{n(L_i)}{R_X(L_i)}$ and the loop recursion factor $\prod_{j=i}^{N-1} n(L_j)$ will change with different loop execution sequences and different data partitions. When the matrix loop nesting order changes, the footprint model also changes accordingly. Different matrices have different reuse effects under different loop scheduling. Therefore, it is necessary to calculate the matrix memory footprint for different loop scheduling schemes, as shown in Equations (19) and (20), where $Trace_X$ is the memory footprint of matrix X, Trace is the total memory consumption of memory mapping, and $n(L_j)$ is the iteration number of loop $L_j$.

$$Trace_X = F_X(L_i) \times \prod_{j=i}^{N-1} n(L_j) \quad (19)$$

### Algorithm 1 Loop Scheduling Algorithm

**Input:** $dx$ is matrix average density, $l[K]$ is the set of all scheduling scheme for a loop, $px$ is reuse distance, $a$ is sparse coefficient, $b$ is spare offset, $s$ is the loop order of scheduling scheme of $li$, which is the $i$-th item in $l$, $Re$ is the current footprint recursion factor, $pai$ is multiply recursion factor

**Output:** min memory consumption $Tmin$ and the corresponding loop sequence

/∗ travers all the loop labels in the current order */

While($li < K$){
  mem=0
  n-loop-step = l [li][0]
  While(n-loop-step < CNN-loop-threshold){
    /∗ Add the matrices of different labels to the data in s according to the corresponding positions */
    mem+ = Re*pai
    mem* = min(mem, mem*dx*a + b)
    s[li].traffic= mem
  }
  loop-order = 0
  Tmin = s[0].traffic
  While(loop-order < K){
    if(s[loop-order].traffic < Tmin)
      Tmin = s[loop – order].traffic
  }
  Output Tmin and loop-order

TABLE 4. Matrix reuse distance.

|   | IFM | LFY | LSX | LSY | LIF | LOF |
|---|-----|-----|-----|-----|-----|-----|
| $IFM$ | $1/K$ | $K/1$ | $1/K$ | $K/1$ | $1$ | $M$ |
| $KER$ | $1$ | $1$ | $C$ | $R$ | $1$ | $1$ |
| $OFM$ | $K$ | $K$ | $1$ | $1$ | $N$ | $1$ |
IV. EXPERIMENTS

We adopt typical convolution networks: AlexNet, VGG and VGG19, and run the ImageNet dataset. First, we evaluate the storage capacity overhead of network parameters under different compression schemes, and the correctness of the sparse feature analysis model is verified. Then, we evaluate the system throughput and memory access under different partition schemes, and the effect of the partition selection algorithm is analyzed. Finally, the memory access of the partition and scheduling joint scheme is tested, and the comprehensive effect of our method is given.
A. MEMORY ACCESS FEATURE ANALYSIS

The memory access features are extracted for the convolution of different layers. Figures 2-3 show the memory consumption of four different sparse matrix compression methods for AlexNet, VGG16, and VGG19 networks under the ImageNet dataset. The results show that the sparse matrix compression method can greatly improve memory efficiency.

The improvement of COO is the smallest because each nonzero datapoint needs to be stored with two additional position parameters, which is effective only for matrices whose sparsity exceeds a certain range. SCNN is the most efficient, it generates a serial number for each nonzero data to indicate the number of columns and only stores the number of rows of an additional matrix to indicate the specific location of the data. CSR and Swallow are more balanced than the former two. Although CSR and Swallow cannot achieve the compression effect of the SCNN, there is no restoration problem.

B. PARTITION ALGORITHM EVALUATION

We compared our scheme with the average partition scheme. The average partition scheme does not consider the importance of matrix channels but only considers the matching of the number of input matrices and convolution kernels, so let \( T_m = T_n \) to reduce the computational time overhead and increase throughput. This section compares the throughput and memory access overhead of different partition methods at various layers of the network. The results are shown in Figures 4-6.
The following conclusions can be drawn from the experimental results. First, our maximum partition method achieves a higher system throughput than the average partition method. Especially in the hidden layer of the neural network, the maximum partition method can obtain the partition result corresponding to the optimal throughput of the current network layer, and the memory access cost and computation cost are low, while the average partition method can only reduce the computation cost. The memory access overhead is still high.

Second, the throughput-based maximum partition algorithm proposed in this paper is better optimized for deep convolutional neural networks. Since a deeper network has a larger scheduling space, the layers close to the output have a more obvious effect on the improvement of throughput and the reduction in memory access.

C. DATA PARTITION AND LOOP SCHEDULING JOINT EVALUATION

We compared the effectiveness of the scheduling scheme with HWC, and the results are shown in Figures 7-9. As seen in the figures, the method in this paper further reduces the overall memory access of the convolutional neural network. However, because the layer close to the input side has a high density, the advantages of the sparse matrix compression algorithm cannot be exerted, so the optimization result is not obvious, and the layer close to the output has a low matrix density due to more 0 values. At this time, the optimization effect of the sparse compression algorithm is obvious. Experiments show that, compared with the HWC scheme, using the compression algorithm with a sparse coefficient of 3, the average memory access of each layer is compressed to 83% in the AlexNet, VGG16 and VGG19 networks, while using the compression algorithm with a sparse coefficient of two, memory access is compressed to 68% of the original.

Figures 10-11 show the joint effect of the maximum partition scheme based on the sparse matrix and the loop scheduling scheme. The results show that in the AlexNet network, the throughput is increased by 1.95 times, the throughput of VGG is increased 1.38 times on average, the overall throughput is increased by 1.66x on average. The memory access is reduced by 14.6% on average, which verifies the effectiveness of our scheme.

V. CONCLUSION

With the development of neural networks, the complexity of the network model and the model parameters are increasing, which makes it difficult to save all the data on the limited memory of embedded or mobile devices. Although previous works achieved certain acceleration optimization effects, they ignored the impact of matrix sparsity on loop scheduling. How to use the matrix sparse compression algorithm has become the primary obstacle to solving the problem. We proposed a sparse neural network data partition and loop scheduling scheme. We extracted the sparse feature of the matrix and analyze the characteristics of the sparse compression algorithm. Based on the sparsity feature of the matrix, we selected the proper partition size to maximize throughput. Then, we used the loop sequential traversal algorithm to find the proper loop scheduling scheme using the chosen partition size. The experimental results show that the average memory access of each layer can be compressed to 68% of the original, additionally, the throughput of the three networks increases to an average of 1.66 times.
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