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ABSTRACT

The eikonal equation is utilized across a wide spectrum of science and engineering disciplines. In seismology, it regulates seismic wave traveltimes needed for applications like source localization, imaging, and inversion. Several numerical algorithms have been developed over the years to solve the eikonal equation. However, they suffer from computational bottleneck when repeated computations are needed for perturbations in the velocity model and/or the source location, particularly in large 3D models. Here, we employ the emerging paradigm of physics-informed neural networks (PINNs) to solve the eikonal equation. By minimizing a loss function formed by imposing the validity of the eikonal equation, we train a neural network to produce traveltimes that are consistent with the underlying partial differential equation. More specifically, to tackle point-source singularity, we use the factored eikonal equation. We observe sufficiently high traveltime accuracy for most applications of interest. We also demonstrate how machine learning techniques like transfer learning and surrogate modeling can be used to massively speed up traveltime computations for updated velocity models and source locations. These properties of the PINN eikonal solver are highly desirable in obtaining an efficient forward modeling engine for seismic inversion applications.
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1 Introduction

The eikonal (from the Greek word εικων = image) equation is a first-order non-linear partial differential equation (PDE) encountered in the wave propagation and geometric optics literature. It was first derived by Sir William Rowan Hamilton in the year 1831 [1]. The eikonal equation finds its roots in both wave propagation theory and geometric optics. In wave propagation, the eikonal equation can be derived from the first term of the Wentzel-Kramers-Brillouin (WKB) expansion of the wave equation [2], whereas in geometric optics, it can be derived using Huygen’s principle [3].

Despite its origins in optics, the eikonal equation finds applications in many science and engineering problems. To name a few, in image processing, it is used to compute distance fields from one or more points [4], inferring 3D surface shapes from intensity values in 2D images [5], image denoising [6], segmentation [7], and registration [8]. In robotics, the eikonal equation is extensively used for optimal path planning and navigation, e.g., for domestic robots [9].
autonomous underwater vehicles [10], and Mars Rovers [11]. In computer graphics, the eikonal equation is used to compute geodesic distances for extracting shortest paths on discrete and parametric surfaces [12, 13]. In semi-conductor manufacturing, the eikonal equation is used for etching, deposition, and lithography simulations [14, 15]. Furthermore, and of primary interest to us, the eikonal equation is routinely employed in seismology to compute traveltimes fields needed for many applications including statics and moveout correction [16], traveltime tomography [17], microseismic source localization [18], and Kirchhoff migration [19].

The fast marching method (FMM) and the fast sweeping method (FSM) are the two most commonly used algorithms for solving the eikonal equation. FMM belongs to the family of algorithms which are also referred to as single-pass methods. The first such algorithm is attributed to John Tsitsiklis [20], who used a control-theoretic discretization of the eikonal equation and emulated Dijkstra-like shortest path algorithm. However, a few months later, a finite-difference approach, also based on Dijkstra-like ordering and updating was developed [21]. The FMM combines entropy satisfying upwind schemes for gradient approximations and a fast sorting mechanism to solve the eikonal equation in a single-pass.

The FSM, on the other hand, is a multi-pass algorithm that combines Gauss-Seidel iterations with alternating sweeping ordering to solve the eikonal equation [22]. The idea behind the algorithm is that the characteristics of the eikonal equation can be divided into a finite number of pieces and information propagating along each piece can be accounted for by one of the sweeping directions. Therefore, FSM converges in a finite number of iterations, irrespective of the grid size.

Both FMM and FSM were initially proposed to solve the eikonal equation on rectangular grids. However, many different approaches have since been proposed, extending them to other discretizations and formulations. A detailed analysis and comparison of these fast methods can be found in [23].

On a different front, deep learning is fast emerging as a potential disruptive tool to tackle longstanding research problems across science and engineering disciplines [24]. Recent advances in the field of Scientific Machine Learning have demonstrated the largely untapped potential of deep learning for applications in scientific computing. The idea to use neural networks for solving PDEs has been around since the 1990s [25, 26]. However, recent advances in the theory of deep learning coupled with a massive increase in computational power and efficient graph-based implementation of new algorithms and automatic differentiation [27] have seen a resurgence of interest in using neural networks to approximate the solution of PDEs.

This resurgence is confirmed by the advances made in the recent literature on scientific computing. For example, [28] used a deep neural network (DNN) for modeling turbulence in fluid dynamics, while [29] proposed a deep learning algorithm to solve the nonlinear Black–Scholes equation, the Hamilton–Jacobi–Bellman equation, and the Allen–Cahn equation. Similarly, [30] developed a mesh-free algorithm based on deep learning for efficiently solving high-dimensional PDEs. In addition, [31] used a convolutional neural network to speed up the solution to a sparse linear system required to obtain a numerical solution of the Navier-Stokes equation.

Recently, Raissi et al. [32] developed a deep learning framework for the solution and discovery of PDEs. The so-called physics-informed neural network (PINN) leverages the capabilities of DNNs as universal function approximators. In contrast with the conventional deep learning approaches, PINNs restrict the space of admissible solutions by enforcing the validity of the underlying PDE governing the actual physics of the problem. This is achieved by using a simple feed-forward network leveraging automatic differentiation (AD), also known as algorithmic differentiation. PINNs have already demonstrated success in solving a wide range of non-linear PDEs, including Burgers, Schrödinger, Navier-Stokes, and Allen-Cahn equations.

In this paper, we develop a PINN-based algorithm for solving the eikonal equation. Based on a loss function defined by the underlying PDE, we train a DNN to yield the solution of the eikonal equation. To mitigate point-source singularity, we use the factored eikonal equation. Through tests on benchmark synthetic models, we study the accuracy properties of the proposed solver. We also explore how machine learning techniques like transfer learning and surrogate modeling can be used to massively speed up repeated traveltimes computations with updated velocity models and/or source locations. These properties are highly desirable in reducing computational bottleneck for applications in seismic inversion.

The rest of the paper is organized as follows. We begin by describing the theoretical underpinnings of the algorithm. After presenting the eikonal equation and deep feed-forward neural networks, we briefly discuss important concepts including the approximation property of neural networks and automatic differentiation. Tying these concepts together, we then show how PINNs can be used to solve the eikonal equation. Next, we present numerical tests probing into the accuracy of the proposed framework on synthetic velocity models. We also explore the applicability of transfer learning and surrogate modeling to efficiently solve the eikonal equation. Next, we discuss the strengths and limitations of the approach including implications of this work on the field of numerical eikonal solvers. This is followed by some concluding remarks.
2 Theory

In this section, we first introduce the eikonal equation and the factorization idea. This is followed by a brief overview of deep neural networks and their capabilities as function approximators. Next, we briefly explain the concept of automatic differentiation. Finally, putting these pieces together, we present the proposed algorithm for solving the eikonal equation.

2.1 Eikonal equation

The eikonal equation is a non-linear, first-order, hyperbolic PDE of the form:

\[
|\nabla T(x)|^2 = \frac{1}{v^2(x)}, \quad \forall x \in \Omega, \\
T(x_s) = 0,
\]

where \( \Omega \) is a domain in \( \mathbb{R}^d \) with \( d \) as the space dimension, \( T(x) \) is the travelt ime or Euclidean distance to any point \( x \) from the point-source \( x_s \), \( v(x) \) is the velocity defined on \( \Omega \), and \( \nabla \) denotes the spatial differential operator. Equation (1) simply means the gradient of the arrival time surface is inversely proportional to the speed of the wavefront. This is also commonly known as the isotropic eikonal equation as the velocity is not a function of the wave propagation direction \( (\nabla T/|\nabla T|) \).

To avoid the singularity due to the point-source [33], we consider the factored eikonal equation [34]. The factorization approach relies on factoring the unknown traveltime \( T(x) \) into two functions. One of the functions is specified analytically, such that the other function is smooth in the source neighborhood. Specifically, we consider multiplicative factorization, i.e.,

\[
T(x) = T_0(x) \tau(x),
\]

where \( T_0(x) \) is known and \( \tau(x) \) is the unknown function. Plugging equation (2) in equation (1), we get the factored eikonal equation:

\[
T_0^2 |\nabla \tau|^2 + \tau^2 |\nabla T_0|^2 + 2 T_0 \tau (\nabla T_0 \cdot \nabla \tau) = \frac{1}{v^2(x)},
\]

\[
\tau(x_s) = 1.
\]

The known factor \( T_0 \) is computed analytically using the expression:

\[
T_0(x) = \frac{|x - x_s|}{v(x_s)},
\]

where \( v(x_s) \) is the velocity at the source location.

2.2 Deep feed-forward neural networks

A feed-forward neural network is a set of neurons organized in layers in which evaluations are performed sequentially through the layers. It can be seen as a computational graph having an input layer, an output layer, and an arbitrary number of hidden layers. In a fully connected neural network, neurons in adjacent layers are connected with each other but neurons within a single layer share no connection.
Thanks to the universal approximation theorem, a neural network with \( n \) neurons in the input layer and \( m \) neurons in the output layer can be used to represent a function \( u : \mathbb{R}^n \rightarrow \mathbb{R}^m \) [35], as shown in Figure 1. For illustration, we consider a network of \( L + 1 \) layers starting with input layer 0, the output layer, and \( L - 1 \) hidden layers. The number of neurons in each layer is denoted as \( k_0 = n, k_1, \cdots, k_L = m \). Each connection between the \( i \)-th neuron in layer \( l - 1 \) and \( j \)-th neuron in layer \( l \) has a weight \( w_{ji}^l \) associated with it. Moreover, for each neuron in layer \( l \), we have an associated bias term \( b_i, i = 1, \cdots, k_l \). Each neuron represents a mathematical operation, whereby it takes a weighted sum of its inputs plus a bias term and passes it through an activation function. The output from the \( k \)-th neuron in layer \( l \) is given as [36]:

\[
u_k^l = \sigma \left( \sum_{j=1}^{k_{l-1}} w_{kj}^l u_j^{l-1} + b_k^l \right),
\]

where \( \sigma() \) represents the activation function. Commonly used activation functions are the logistic sigmoid, the hyperbolic tangent, and the rectified linear unit [37]. By dropping the subscripts, we can write equation (5) compactly in the vectorial form:

\[
u^l = \sigma \left( W^l u^{l-1} + b^l \right),
\]

where \( W^l \) is the matrix of weights corresponding to connections between layers \( l - 1 \) and \( l \), \( u^l \) and \( b^l \) are vectors given by \( u_k^l \) and \( b_k^l \), respectively, and the activation function is applied element-wise. Computational frameworks, such as Tensorflow [38], can be used to efficiently evaluate data flow graphs like the one given in equation (6) efficiently using parallel execution. The input values can be defined as tensors (multi-dimensional arrays) and the computation of the outputs is vectorized and distributed across the available computational resources for efficient evaluation.

### 2.3 Approximation property of neural networks

Neural networks are well-known for their strong representational power. It has been shown that a neural network with a single hidden layer and a finite number of neurons can be used to represent any bounded continuous function to any desired accuracy. This is also known as the universal approximation theorem [39]. It was later shown that by using a non-linear activation function and a deep network, the total number of neurons can be significantly reduced [40]. Therefore, we seek a trained deep neural network (DNN) that could represent the mapping between the input (\( x \)) and the output (\( \tau(x) \)) of the factored eikonal equation for a given velocity model (\( v(x) \)).

It is worth noting that while neural networks are, in theory, capable of representing very complex functions compactly, finding the actual parameters (weights and biases) needed to solve a given PDE can be quite challenging.

### 2.4 Automatic differentiation

Solving a PDE using PINNs requires derivatives of the network’s output with respect to the input. There are four possible ways to compute derivatives [27, 41]: (1) hand-coded analytical derivatives, (2) symbolic differentiation, (3) numerical approximation such as finite-difference, and (4) automatic differentiation (AD).

Manually working out the derivatives may be exact, but they are not automated, and thus, impractical. Symbolic differentiation is also exact, but it is memory intensive and prohibitively slow as one could end up with exponentially large expressions to evaluate. While numerical differentiation is easy to implement, it can be highly inaccurate due to round-off errors. On the contrary, AD uses exact derivatives with floating-point values instead of symbolic strings and it involves no approximation error, resulting in accurate evaluation of derivatives at machine precision. However, an efficient implementation of AD can be non-trivial. Fortunately, many existing computational frameworks such as Tensorflow [38] and PyTorch [42] have made available efficiently implemented AD libraries. In fact, in deep learning, backpropagation [43], a generalized technique of AD, has been the mainstay for training neural networks.

To understand how AD works, consider a simple fully-connected neural network with two inputs (\( x_1, x_2 \)), one output (\( y \)), and one neuron in the hidden layer. Let us assume the network’s weights and biases are assigned such that:

\[
u = 2x_1 + 3x_2 - 1,
\]

\[
u = \sigma(\nu) = \frac{1}{1 + e^{-\nu}},
\]

\[
y = 5h + 2,
\]

where \( h \) represents the output from the neuron in the hidden layer computed by applying the sigmoid function \( (\sigma()) \) on the weighted sum of the inputs (\( \nu \)).

To illustrate the idea, let us say we are interested in computing partial derivatives \( \frac{\partial y}{\partial x_1} \) and \( \frac{\partial y}{\partial x_2} \) at \( (x_1, x_2) = (1, -1) \). AD requires one forward pass and backward pass through the network to compute these derivatives as detailed in Table [4]
To compute high-order derivatives, AD can be applied recursively through the network in the same manner. For a deeper understanding of AD, we refer the interested reader to \[44\].

| Forward pass | Reverse pass |
|--------------|--------------|
| \[x_1 = 1\]  | \[\frac{\partial y}{\partial y} = 1\] |
| \[x_2 = -1\]  | \[\frac{\partial y}{\partial y} = \frac{\partial (5h + 2)}{\partial h} = 5\] |
| \[\nu = 2x_1 + 3x_2 - 1 = -2\] | \[\frac{\partial y}{\partial h} = \frac{\partial y}{\partial h} = 5 \times \frac{e^{-\nu}}{(1 + e^{-\nu})^2} = 0.525\] |
| \[h = \frac{1}{1 + e^{-\nu}} = 0.119\] | | |
| \[y = 5h + 2 = 2.596\] | \[\frac{\partial y}{\partial x_1} = \frac{\partial y}{\partial \nu} \frac{\partial \nu}{\partial x_1} = \frac{\partial y}{\partial \nu} = 2 = 1.050\] |
| | \[\frac{\partial y}{\partial x_2} = \frac{\partial y}{\partial \nu} \frac{\partial \nu}{\partial x_2} = \frac{\partial y}{\partial \nu} = 3 = 1.575\] |
| | | |

Table 1: Example of forward and reverse pass computations needed by AD to compute partial derivatives of the output with respect to the inputs at \((x_1, x_2) = (1, -1)\) for the expressions given in equation (7).

### 2.5 Solving the eikonal equation

To solve the eikonal equation (1), we leverage the capabilities of neural networks as function approximators and define a loss function that minimizes the residual of the factored eikonal equation at a chosen set of training (collocation) points. This is achieved with (i) a DNN approximation of the unknown traveltime field variable \(\tau(x)\); (ii) a loss function incorporating the eikonal equation and sampled on a collocation grid; (iii) a differentiation algorithm, i.e. AD in this case, to evaluate partial derivatives of \(\tau(x)\) with respect to the spatial coordinates.

To illustrate the idea, let us consider a two-dimensional domain \(\Omega \in \mathbb{R}^2\) where \(x = (x, z) \in [0, 2]\), as shown in Figure 2. A source term is considered at \(x_s = (x_s, z)\), where \(\tau(x_s) = 1\). The unknown traveltime factor \(\tau(x)\) is approximated by a multilayer DNN \(\mathcal{N}_\tau\), i.e. \(\tau(x) \approx \hat{\tau}(x) = \mathcal{N}_\tau(x; \theta)\), where \(x = (x, z)\) are network inputs, \(\hat{\tau}\) is the network output, and \(\theta\) represents the set of all trainable parameters of the network.

The loss function can now be constructed using a mean-squared-error (MSE) norm as:

\[
3 = 1\int \sum_{x \in I} \|\mathcal{L}\|^2 + \frac{1}{N_f} \sum_{x \in I} \|\mathcal{H}(-\hat{\tau})|\hat{\tau}|\|^2 + \|\hat{\tau}(x_s) - 1\|^2, \tag{8}
\]

where

\[
\mathcal{L} = T_0^2 |\nabla \hat{\tau}|^2 + \frac{\hat{\tau}^2 |\nabla T_0|^2}{2} + 2 T_0 \hat{\tau} (\nabla T_0, \nabla \hat{\tau}) - \frac{1}{v^2(x)}, \tag{9}
\]

forms the residual of the factored eikonal equation.

The first term on the right side of equation (8) imposes the validity of the factored eikonal equation on a given set of training points \(x^* \in I\), with \(N_f\) as the number of sampling points. The second term forces the solution \(\hat{\tau}\) to be positive by penalizing negative solutions using the Heaviside function \(\mathcal{H}(\cdot)\). The last term requires the solution to be unity at the point-source \(x_s = (x_s, z_s)\).

Network parameters \(\theta\) are then identified by minimizing the loss function (8) on a set of sampling (training) points \(x^* \in I\), i.e.,

\[
\arg\min \mathcal{L}(x^*; \theta) \tag{10}
\]

Once the DNN is trained, we evaluate the network on a set of regular grid-points in the computational domain to obtain the unknown traveltime part. The final traveltime solution is obtained by multiplying it with the known traveltime part, i.e.,

\[
\hat{T}(x) = T_0(x) \hat{\tau}(x). \tag{11}
\]
It is worth emphasizing that the proposed approach is different from traditional (or non-physics constrained) deep learning techniques. The training of the network here refers to the tuning of weights and biases of the network such that the resulting solution minimizes the loss function $J$ on a given set of training points. Also noteworthy is the fact that, contrary to supervised learning applications, the network here learns without any labeled set. To understand this point, consider a randomly initialized network, which will output a certain value $\hat{\tau}_{i,j}$ for each point $(i,j)$ in the training set. These output values will be used to calculate the residual using equation 8. Based on this residual, the network adjusts its weights and biases allowing it to produce $\hat{\tau}$ that adheres to the underlying factored eikonal equation (3).

### 3 Numerical Tests

In this section, we test the proposed PINN eikonal solver for computing traveltimes emanating from a point-source. We consider models with smoothly varying velocity fields along the horizontal and vertical directions, and a highly heterogeneous portion from the well-known Marmousi model. For each case presented below, we minimize the loss function given in equation 8 using the Adam optimizer with full-batch optimization. Moreover, the activation function used for the hidden layers of the network is the inverse tangent (arctan) whereas the final layer is linear. The PINN framework is implemented using the SciANN package [45] – a high level TensorFlow wrapper for scientific computations. For comparison, we use the first-order finite-difference fast marching solution, which is routinely used for traveltime computations in seismological applications.

First, we consider a $2 \times 2$ km$^2$ model with vertically varying velocity. The velocity at zero depth is 2 km/s and it increases linearly with a gradient of 0.5 s$^{-1}$. We consider the point-source to be located at $(1\ \text{km}, 1\ \text{km})$. The model is shown in Figure 2 with the black star depicting the point-source location. For a model with a constant velocity gradient, the analytical traveltime solution is given as [46]:

$$T(x) = \frac{1}{\sqrt{g_v^2 + g_h^2}} \arccosh \left(1 + \frac{(g_v^2 + g_h^2)|x - x_s|^2}{2 v(x) v(x_s)}\right), \quad (12)$$

where $T(x)$ is the traveltime value at some grid point $x = (x, y)$, from a point-source located at $x_s$. Likewise, $v(x)$ is the velocity at the grid-point $x$ and $v(x_s)$ is the velocity at the point-source location. The velocity gradients along the vertical and horizontal dimensions are denoted by $g_v$ and $g_h$, respectively. Therefore, for the model in Figure 2, $g_v = 0.5\ \text{s}^{-1}$, $g_h = 0\ \text{s}^{-1}$, $x_s = (1\ \text{km}, 1\ \text{km})$, and $v(x_s) = 2.5\ \text{km/s}$.

We begin the tests by studying the predictive accuracy of the PINN eikonal solver for different network architectures. For the considered point-source, we compute traveltime solutions by using a number of different architectures formed by varying the number of hidden layers and the number of neurons in each hidden layer. For each architecture, we use 2600 training points within the computational domain. As shown in Table 2, we compute relative $L_2$ error between the predicted solution and the analytical solution computed using equation (12). As expected, we observe that as we
Table 2: Relative $L_2$ errors between the predicted and the analytical solutions for different number of hidden layers and neurons per layer. The velocity model used is shown in Figure 2 and the point-source is located at (1 km, 1 km).

| Layers | 2       | 4       | 6       | 8       | 10      |
|--------|---------|---------|---------|---------|---------|
| 2      | 9.59e-03| 2.12e-03| 1.28e-03| 7.91e-04| 5.25e-04|
| 4      | 1.96e-03| 1.45e-03| 5.06e-04| 3.47e-04| 4.04e-04|
| 6      | 2.96e-03| 8.31e-04| 9.34e-04| 5.05e-04| 2.58e-04|
| 8      | 7.78e-04| 4.45e-04| 1.01e-03| 8.16e-04| 5.95e-04|
| 10     | 1.99e-03| 3.10e-04| 3.99e-04| 4.17e-04| 3.16e-04|

Figure 3: The absolute traveltime errors for the PINN eikonal solution (a) and the first-order fast marching solution (b) for the velocity model and the source location shown in Figure 2.

Figure 4: Traveltime contours for the analytical solution (red), PINN eikonal solution (dashed black), and the first-order fast marching solution (dotted blue). The velocity model and the source location considered are shown in Figure 2.

increase the number of layers and neurons, the predictive accuracy of the network is improved as it can approximate more complex functions.

Next, in Figure 3(a) we show the absolute traveltime errors for PINN eikonal solver considering the same velocity model and source position. The network contains 10 hidden layers and 20 neurons in each layer and is trained on 2000 randomly selected points in the computational domain. Once the network is trained, we evaluate the network on a
regular grid with 20 m grid spacing along the horizontal and vertical dimensions. For comparison, we also plot absolute traveltime errors for the first-order fast marching solution in Figure 3(b) on the same regular grid. We observe that despite using only 2000 randomly selected grid points, the PINN eikonal solution is significantly more accurate than the first-order fast marching solution. As can be seen in Figure 3(b), the fast marching solution suffers from large errors in the diagonal direction, whereas the errors for the PINN eikonal solver are more randomly distributed. We also plot traveltime contours in Figure 4 comparing the analytical solution with the PINN eikonal solution and the first-order fast marching solution visually.

Next, we investigate the applicability of transfer learning to the PINN eikonal solver. Transfer learning is a machine learning technique that relies on storing knowledge gained while solving one problem and applying it to a different but related problem. We explore if the network trained for the previous example can be used to compute the solution for a different source location and velocity model. To this end, we consider a different velocity model with a vertical gradient of 1 s$^{-1}$ and a horizontal gradient of 0.5 s$^{-1}$. The point-source is also relocated to (1.4 km, 0.3 km) as shown in Figure 5.

Figure 5: A velocity model with a constant vertical velocity gradient of 1 s$^{-1}$ and a horizontal velocity gradient of 0.5 s$^{-1}$. Black star indicates the point-source location used for the test.

To train the network for this case, instead of initializing the network with random weights, we use the weights from the network trained for the previous example. We observe that the network converges much faster than the previous example, which was randomly initialized, as shown in Figure 6. This is a highly desirable property of the PINN eikonal solver since seismic applications, such as earthquake source localization or seismic imaging, require repeated traveltime
computations for multiple source locations and updated velocity models. In comparison, conventional numerical algorithms, such as the fast marching method, require the same computational effort for even a slight variation in the velocity model or source location, which is a major source of the computational bottleneck, particularly in large 3D models.

Figure 7 compares the absolute traveltime errors computed using the PINN eikonal solution with the pre-trained initial model and the first-order fast marching solution. We observe that despite using significantly fewer epochs than in the previous example, the solution accuracy is not compromised. The traveltime contours, shown in Figure 8, confirm this observation visually.

Next, we explore if a PINN model trained on solutions computed for various source locations in a given velocity model can be used as a surrogate model. To do this, the network is modified to include the source location $x_s = (x_s, z_s)$ as inputs in addition to the grid points $x = (x, z)$. We train the network on solutions computed for 16 sources located at regular intervals in a constant vertical gradient model, as shown in Figure 9. Through this training process, the network learns the mapping between source locations, $x_s$, and the corresponding traveltime fields, $T(x)$. Once the surrogate model is trained with source locations as additional input parameters, traveltime fields for new source locations for the
Figure 9: A velocity model with a constant velocity gradient of $0.5\, \text{s}^{-1}$ in the vertical direction. Black stars indicate locations of sources used to train the network as a surrogate model.

Figure 10: The absolute traveltime errors for the solution computed using the PINN surrogate model (a) and the first-order fast marching solution (b) for the velocity model shown in Figure 9 and a randomly chosen source point.

given velocity model can be computed rapidly with just a single evaluation of the network. This is similar to obtaining an analytic solver as no training is needed for computing traveltimes corresponding to additional source locations.

To demonstrate if the surrogate model approach yields an accurate solution, we use the trained surrogate model to compute traveltime solutions for a randomly chosen source location in the model. We can confirm by looking at the absolute travelt ime errors, shown in Figure 10, that the trained surrogate model yields a highly accurate solution compared to the first-order fast marching solution even though no training is performed for this randomly chosen source point. This observation is confirmed by seeing the traveltime contours in Figure 8.

Moreover, transfer learning can be used to efficiently build surrogate models for updated velocity models, i.e. by initializing the PINN surrogate model for the updated velocities using weights from the already trained surrogate model. Therefore, the transfer learning technique combined with surrogate modeling can be used to build a highly efficient traveltime modeling algorithm for seismic inversion compared to conventional numerical algorithms that do not afford such flexibility.

Finally, we test the PINN eikonal solver on a highly heterogeneous portion of the Marmousi model as shown in Figure 12. We consider a source located at $(1\, \text{km}, 1\, \text{km})$. This is a particularly challenging model due to sharp velocity
Figure 11: Traveltime contours for solutions obtained using the analytical formula (red), the PINN surrogate model (dashed black), and the first-order fast marching solver (dotted blue). The velocity model considered is shown in Figure 9.

Figure 12: A highly heterogeneous portion of the Marmousi model used for traveltime computation. Black star indicates the point-source location used for the test.

variations. We train the network on 5000 randomly selected points in the computational domain. Once the network is trained, we evaluate the network on a regular grid with 20 m grid spacing along the horizontal and vertical dimensions. For comparison, we also compute the traveltime solution using the first-order fast marching method on the same regular grid. The absolute traveltime errors for both the approaches are compared in Figure 13 and the traveltime contours are shown in Figure 14. We observe significantly better accuracy for the PINN eikonal solver compared to the first-order fast marching method. However, for the PINN eikonal solution, we observe a small region of large errors indicated by the red arrow in Figure 14. This coincides with the region of the largest velocity gradient indicating that PINN models may suffer from inaccuracies in such cases. Compared to previous examples, we also observe slower convergence for the Marmousi example, which is explained by the highly non-convex loss function in this case.

4 Discussion

In a conventional deep learning application, a neural network is trained by minimizing a loss function that typically measures the mismatch between the network’s predicted output and some known outputs, also known as training data. However, there are several limitations associated with such models that solely rely on a labeled dataset and are oblivious
Figure 13: The absolute traveltime errors for the PINN eikonal solution (a) and the first-order fast marching solution (b) for the velocity model and the source location shown in Figure 12.

Figure 14: Traveltime contours for the reference solution (red), PINN eikonal solution (dashed black), and the first-order fast marching solution (dotted blue). The velocity model and the source location considered are shown in Figure 12. The red arrow indicates visible region of inaccuracy in the PINN eikonal solution.

to the scientific principles governing real-world phenomena. For cases when the available training and test data are insufficient, such models often learn spurious relationships that are misleading. However, the biggest concern of such a data-driven model is the lack of scientific consistency of their predictions to known physical laws that have been the cornerstone of knowledge discovery across scientific disciplines for centuries.

Therefore, in the present work, we propose an eikonal solver based on the framework of physics-informed neural networks [32]. We leverage the capabilities of neural networks as universal function approximators [35] and define a loss function to minimize the residual of the governing eikonal equation at a chosen set of training points. This is achieved with a simple feed-forward neural network leveraging the concept of automatic differentiation [27]. Through numerical tests, we observe that the proposed algorithm yield sufficiently accurate traveltimes for most seismic applications of interest. We demonstrate this by comparing the accuracy of the proposed approach against the first-order fast marching solution, which is a popular numerical algorithm for solving the eikonal equation.

We find that the training cost of the PINN eikonal solver can be reduced by using a few randomly selected grid points from the computational domain, particularly for smooth velocity models. For tests on the smoothly varying velocity models with constant horizontal and vertical gradients, we randomly selected only 20% of the total grid points, whereas we used 50% of the total grid points for the Marmousi model example. We also observe that the transfer learning
technique can be used to speed up the convergence of the network for new source locations and/or updated velocity models by initializing the PINN model with the weights of a previously trained network. Moreover, having computed solutions corresponding to a few sources for a given velocity model, we can also build a surrogate model with respect to the source locations by adding them as input parameters. This essentially means that this surrogate model can then be used to compute traveltime fields corresponding to new source locations for the same velocity model just by a single evaluation of the network. These observations effectively demonstrate the potential of the proposed approach in massively speeding up many seismic applications that rely on repeated traveltime computations for multiple source locations and velocity models. Moreover, the extension of the proposed framework to more complex eikonal equations, for example the anisotropic eikonal equation, is much simpler compared to the conventional numerical algorithms.

Nevertheless, there are a few challenges in our observation that need further investigation. Most importantly, we observe slow convergence for velocity models with sharp variations. This needs to be addressed particularly for areas with complex subsurface geologic structures. Possible solutions to this problem may include a denser sampling of training points around parts of the velocity model with a large velocity gradient [47] or the use of non-local PINN framework [48]. Another challenge is concerning the optimal choice of the network hyper-parameters that are often highly problem dependent. Recent advances in the field of meta-learning may enable automated selection of optimum architectures.

5 Conclusions

We proposed a method to solve the eikonal equation using the deep learning framework. Through tests on benchmark synthetic models, we show that the accuracy of the proposed approach is better than the first-order fast marching solution. Depending on the heterogeneity in the velocity model, we also note that training is needed for only a fraction of the total grid points in the computational domain to reliably reconstruct the solution. We also observed that transfer learning can be used to speed up convergence for new velocity models and/or source locations. Moreover, having computed solutions corresponding to a few source locations for a given velocity model, surrogate modeling can be used to train a network to instantly yield traveltime solutions corresponding to new source locations. These properties, not afforded by the conventional numerical algorithms, potentially allow us to massively speed up seismic inversion applications, particularly for large 3D models. We demonstrated the proposed framework on 2D models for the simplicity of illustration. The extension to 3D velocity models is straightforward.
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