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Abstract—Using Infrastructure-to-Vehicle (I2V) information can be of great benefit when driving autonomously in high-density traffic situations with limited visibility, since the sensing capabilities of the vehicle are enhanced by external sensors. In this research, a method is introduced to increase the vehicle’s self-awareness in intersections for one of the largest foreseeable challenges when using I2V communication: cyber security. The introduced anomaly detection algorithm, running on the automated vehicle, assesses the health of the I2V communication against multiple cyber security attacks. The analysis is done in a simulation environment, using cyber-attack scenarios from the Secredas Project (Cyber Security for Cross Domain Reliable Dependable Automated Systems) and provides insights into the limitations the vehicle has when facing I2V cyber attacks of different types and amplitudes and when sensor redundancy is lost. The results demonstrate that anomalies injected can be robustly detected and mitigated by the autonomous vehicle, allowing it to react more safely and comfortably and maintaining correct object tracking in intersections.

I. INTRODUCTION

Connected and automated driving is emerging as a solution to safer, more efficient, sustainable and comfortable road transport system, \textsuperscript{[1]}. Different driver assisting or autonomous functions are brought to the road by vehicle manufacturers, with increased connectivity possibilities, such as vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I, I2V) or vehicle-to-everything (V2X, X2V). These bring functionality and performance benefits but also risks and concerns in terms of cyber security and privacy: the automated vehicle is a thing in the Internet of Things (IoT), that can cause dangerous situations and that collects large amounts of data.

Via X2V communications it is now possible to breach a vehicle without being in a certain physical range or using previously installed hardware, \textsuperscript{[2]}. A lack of cyber security can lead to unsafe situations and will result in a lack of trust and reluctant users. This calls for improved safe- and secure-by-design concepts for connected and automated driving that can detect spoofed and tampered X2V messages and will react proactively and safely.

An anomaly, defined in the ISO 26262 standard as a condition that deviates from expectations, based for example on requirements, specifications, design documents, user documents, standards or on experience \textsuperscript{[3]}, can have multiple forms and patterns. More specifically, cyber network anomalies (i.e. intrusion attempts or threats) are used to access and manipulate information or to render a system as unreliable or unusable. Detecting cyber network anomalies refers to the problem of detecting in real-time wrong patterns and anomalies in I2V traffic that do not conform to the expected normal behaviour, \textsuperscript{[4]}. I2V communication can be very beneficial especially in intersection scenarios where a Road Side Unit (RSU) is used to communicate the position of observed Vulnerable Road Users (VRU), enhancing the tracking range and the state estimation accuracy of the detected objects, \textsuperscript{[5]}. Multiple anomaly detection methods have been developed that can be applied for I2V cyber attacks as well, with many focusing on single and known types of anomalies for limited scenarios or on taking into account the state of another leading vehicle as available in cooperative driving, \textsuperscript{[6]}. For example, particle filtering and maximum likelihood methods are used in \textsuperscript{[7]}, comparing sensor outputs using pairwise inconsistency graphs in \textsuperscript{[8]}. \textsuperscript{[9]} uses a combination between a convolutional neural network and a Kalman filter and \textsuperscript{[10]} uses long short-term memory (LSTM) neural networks. Furthermore, several studies have introduced the types of anomalies that can typically be expected from cyber attacks, \textsuperscript{[4], [9]} and the possible attackers’ behaviours, \textsuperscript{[11]}, yet no methods have been introduced that can deal with multiple types of attacks around intersections, via I2V communication, as depicted in Fig. \textsuperscript{[1]} It is also unknown how sensor redundancy can help in ensuring a safe operation of the vehicle and can be used to identify the anomaly.

Fig. 1. Intersection crossing scenario considered, where road side units (RSUs) communicate information to the vehicle about other road users.

To address this challenge, in this paper we propose an extended Kalman filter (EKF) to detect object tracking anomalies that result from in-vehicle cyber attacks coming from I2V communication. We chose this algorithm to benefit
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from the domain knowledge about the vulnerable road users and since EKF is a well-established anomaly detection method, \[9\]. Unlike previous works, we develop and validate our method on multiple types of attacks for intersection scenarios that the automated vehicle can encounter and we discuss the importance of sensor redundancy depending on different anomalies.

This paper is organized as follows. Section \[II\] introduces the functional architecture of the automated vehicle and the types of attacks considered while Section \[III\] introduces the anomaly detection problem, the scenarios and the developed simulation environment. Sections \[IV\] and \[V\] introduce the extended Kalman filter and simulation results resulting from this design. Finally, the conclusions and recommendations for future work are described in Section \[VI\].

II. Preliminaries

In an automated driving (AD) vehicle, internal and possibly external sensors are used to monitor the environment. The system architecture and the types of anomalies are important to be able to develop a robust method for detecting these anomalies. This section introduces the vehicle functional architecture used, an overview of the types of existing anomalies and a selection relevant for cyber-attacks via I2V.

A. Sensor fusion and object tracking

The functional architecture of the AD vehicle is depicted in Fig. 2, where world modeling contains the ego vehicle state estimation functions, object detection and tracking functions and road modeling functions, such as lane and empty drivable space models. The dynamic objects in the vehicle’s environment are tracked by on-board sensors (i.e., radar, lidar, camera) providing relative measurements to the vehicle. Furthermore, in the scenario of Fig. 1, the camera attached to the RSU is providing absolute measurements using I2V communication. These sensor measurements, together with the ego vehicle state estimation, are fused into a single object state estimate by a module, i.e. Target Tracker.

B. Types of anomalies

Anomalous sensor behaviour can have different forms, which pose different challenges in detecting the deviation from the healthy behaviour. Besides a malicious attack, these anomalies could come from e.g. wrong sensor calibration, limited sensor capabilities and environmental influence, \[9\]. Categories of possible sensor signals anomalies are introduced in \[14\], with three main classes being explained as important and observed in real-life deployments, i.e. short, noise and constant. In more detail, the authors in \[9\] distinguish between four types of anomalies, i.e. bias, gradual drift, instant and miss. Bias anomalies imply that the anomalous signal has a temporally constant error compared to the normal sensor reading. Gradual drift refers to a gradual drift (increasing or decreasing) in the observed data, for a period of time, with or without a bias. The longer the period of the drift, the more dangerous and unrepresentative the specific signal can become with respect to the true state of the observed object. Instant anomalies imply sharp, unexplained changes in the observed data between two successive sensor readings, while miss anomalies refer simply to the lack of available object or signal data during a time period.

The authors in \[6\] consider that additional anomalies can be noise, in which the signal gets perturbed (e.g. random variation of brightness or color information in an camera image), or burst, where the signal gets disturbed for a short amount of time (e.g., driving over a pothole).

To ensure a safe operation of the ego vehicle in case of I2V cyber-attacks, see Fig. 1 it is crucial to detect those anomalies that will offer wrong information in such a way that the automated vehicle will take the wrong decision (e.g., collide with the pedestrian or cyclist approaching). As the overview in \[15\] shows, cyber-attacks can also induce other anomalies (e.g. in-vehicle communication), but the focus of this research is on attacks coming from infrastructure to the vehicle that can lead to unsafe situations. Therefore, this work focuses specifically on instant, bias, and gradual drift anomalies, claiming that e.g. the noise and burst anomalies can be classified as an intense temporal instant, bias and/or drift anomalies, and the miss anomaly will be handled by the Target Tracker internally. These types of anomalies pose the highest threat and are the most dangerous for cooperative automated vehicles. \[16\] \[17\]. Since in the considered scenario the malicious data comes from a RSU, the focus in this work will be on detecting sensor anomalies (i.e. any sensor embedded in or attached to the vehicle, as well as sensors located in the environment). Anomalies that come from the fused state output are not addressed here as this poses a different type of problem.

III. Problem Description

While I2V can enhance the object detection capabilities of an AD vehicle in terms of field-of-view and sensor redundancy, communicating object information for sensor fusion does however introduce a cyber security threat as the data could potentially be spoofed or tampered with. Using this tampered data for sensor fusion could result in wrong
object position or velocity estimations and as a result could lead to safety-critical situations.

When anomalies are detected in the fused state estimate (in the World Modelling block in Fig. 2), a driver can be warned that the perception model might be compromised or the AD-system can bring the vehicle to a safe state. However, a compromised integrity of the state estimate cannot be avoided. By monitoring the sensors individually for anomalies, their health can be determined and compromised sensors can be temporarily ignored or permanently disabled in the sensor fusion algorithm.

A. System description

The automated vehicle considered is equipped with dedicated automotive sensors (radar, camera, lidar, GPS) as well as dedicated units for software and communication. The RSU is a monitoring system at the side of the intersection, e.g. cameras which detect the VRUs. The communication is done via the Collective Perception Message (CPM) receiver and object parser which takes the relative camera object detections and transforms them to a global reference frame, so that they can be correlated with the vehicle’s reference frame. This parser also adapts the information to an interface for the Target Tracker software.

B. The Scenario and its variations

In the considered scenario, an AD vehicle is approaching the intersection and receives malicious information from the hacked RSU, which is the only sensor considered in this study as affected by the attack. The vehicle detects the attack and mitigates it by ignoring the faulty external sensor information in the Target Tracker. In this scenario, a RSU transmits the wrong position of a VRU (a pedestrian or a cyclist), as shown in Fig. 3. Examples of variations include:

(i) a VRU at the side of the intersection, waiting to cross. The hacked RSU communicates that the VRU is in the intersection instead (case A in Fig. 3), possibly causing the AD vehicle to unnecessarily stop at the crossing. This can lead, for example, to other dangerous situations for upcoming traffic behind the ego vehicle;

(ii) a VRU is crossing the intersection (case B in Fig. 3). The hacked RSU communicates that the VRU is located on the side of the intersection. The vehicle is intentionally not alerted about the passing VRU, which could lead to a collision;

(iii) A VRU is either at the side of the intersection or at different locations on the intersection. The RSU sends wrong information about the heading or velocity of the VRU to the automated vehicle which can mislead prediction or intention classification models of the vehicle.

C. Simulation environment

Since real measured data is very hard to find for these scenarios, data is simulated for the considered scenario and its actors in a Gazebo simulator. [18] as depicted in Fig. 4. The intersection's road network is defined using the OpenDrive standard, [19]. The scenario itself, including actions and events, is described in the OpenScenario format [20]. To mimic realistic intrusion situations that can lead to unsafe situations, when the pedestrian is in the field of view of all on-board vehicle sensors as well as the RSU, an anomaly is injected as described next. Furthermore, to make the simulation as realistic as possible, sensor noises are introduced for both the on-board vehicle sensors, as well as the road side camera. Following typical sensor noises at automotive object tracking sensors, the noises levels, σ, are independent zero-mean white noises with the following standard deviations (used from [21] as 3σ values of a normal distribution):

\[
\begin{align*}
\sigma_{x(1)}^{(1)}, \sigma_{y(1)} &= 0.03 \text{ [m]}, & \sigma_{x(2)}, \sigma_{y(2)} &= 0.0067 \text{ [m]}, \\
\sigma_{v_x(2)}, \sigma_{v_y(2)} &= 0.17 \text{ [m/s]}, & \sigma_{x(3)}, \sigma_{y(3)} &= 0.03 \text{ [m]}, \\
\sigma_{v_x(3)}, \sigma_{v_y(3)} &= 0.17 \text{ [m/s]}, & \sigma_{x(4)}, \sigma_{y(4)} &= 0.03 \text{ [m]}, \\
\sigma_{v_x(4)}, \sigma_{v_y(4)} &= 0.17 \text{ [m/s]}, & \sigma_{\theta(4)}, \sigma_{\dot{\theta}(4)} &= 0.011 \text{ [rad]}\end{align*}
\] (1)

where the counter values \( j \in \{1, 2, 3, 4\} \) indicate the sensor source of the signals, being the radar, the lidar, the camera and the RSU respectively. For ease of notation, this counter \( j \) is used throughout the rest of the paper with identical meaning. Moreover, the subscripts \( x, y, v_x, v_y \) refer to the objects’ longitudinal and lateral positions and velocity respectively.

D. Anomaly injection

It is assumed that the vehicle is observed in 2D by the RSU, measuring at each time sample \( k \) the positions \( x_k^{(4)}, y_k^{(4)} \), the heading \( \theta_k^{(4)} \), and the corresponding velocities
The RSU measurement state is denoted by $u_k^{(4)}$ and defined as

$$ u_k^{(4)} = \begin{bmatrix} x_k^{(4)}, y_k^{(4)}, \theta_k^{(4)}, v_k^{(4)}, v_yk^{(4)}, v_yk^{(4)} \end{bmatrix}^\top. \tag{2} $$

The error injected for the different anomalies is defined by

$$ e_k = \begin{bmatrix} e_x^k, e_y^k, e_\theta^k, e_{v_x}^k, e_{v_y}^k, e_{v_y}^k \end{bmatrix}, \tag{3} $$

with $(\cdot)^k$ referring to the anomaly injected in each respective dimension. The hacked output going into the vehicle onboard sensor fusion algorithm at time $k$ will be denoted by $u_k^{(4)}$.

Three different injected anomalies are defined: $e_D$ for gradual drift, $e_B$ for bias, and $e_I$ for instant. Usually, $||e_D|| < ||e_B|| < ||e_I||$, resulting in three different hacked outputs,

$$ u_k^{(4)} = u_k^{(4)} + e^I \Delta(k, k_{\text{anomaly}}), $$

for instant anomalies, with $\Delta(k, k_{\text{anomaly}})$ a Kronecker delta function at the anomaly time $k_{\text{anomaly}}$,

$$ u_k^{(4)} = u_k^{(4)} + e^B, $$

for bias anomalies, and

$$ u_k^{(4)} = u_k^{(4)} + u_{k-1}^{(4)} - u_k^{(4)} + e^D, $$

for gradual drift anomalies. The drift and bias anomalies will be injected for different durations, from time $k_{\text{start}}$ until $k_{\text{end}}$, such that

$$ e_k \neq 0 \text{ for } k_{\text{start}} \leq k < k_{\text{end}}, $$

$$ e_k = 0 \text{ for } k < k_{\text{start}} \text{ or } k \geq k_{\text{end}}, $$

where $k_{\text{start}}$ is chosen such that the pedestrian is observed by the RSU as well as by all on-board vehicle sensors at the time of the anomaly injection.

IV. IN-VEHICLE CYBER THREATS ANOMALY DETECTION

Using simulated data from Section III and the scenario depicted in Fig. 1 and the available in-vehicle sensors and the RSU measurements, a fault diagnosis can be done.

A. Multi-sensor EKF anomaly detection algorithm

The algorithm for detecting anomalous sensor behaviour follows the architecture shown in Fig. 2 and the more detailed view is shown in Fig. 5. The anomaly detector is designed for detection of an anomaly on any of the sensor states. Once an anomaly is detected, the affected sensor state is disregarded in the Target Tracker for as long as the anomaly persists. This information can be used to disregard that measurement from the sensor fusion of the Target Tracker, in order to mitigate anomalies in the fused estimate of a certain state. For detection of the aforementioned fault types, an Extended Kalman Filter (EKF) is combined with a $L_2$ norm-based test for residual evaluation [22] (Section 11.2.2). The EKF algorithm uses an omnidirectional motion model with state $X = [x, y, \theta, v, v_y, a]$ where $x, y$ denote the longitudinal and lateral positions and $\theta$ represents the heading of the target with respect to the automated vehicle. With $v$ and $a$

$$ x_{k+1} = x_k + v_k \cos(\theta_k) \Delta t + \frac{1}{2} a_k \cos(\theta_k) \Delta t^2 + w_k^{(1)}, $$

$$ y_{k+1} = y_k + v_k \sin(\theta_k) \Delta t + \frac{1}{2} a_k \sin(\theta_k) \Delta t^2 + w_k^{(2)}, $$

$$ \theta_{k+1} = \theta_k + v_{\theta k} \Delta t + w_k^{(3)}, $$

$$ v_{\theta_{k+1}} = v_{\theta k} + a_{\theta k} \Delta t + w_k^{(4)}, $$

$$ a_{\theta_{k+1}} = a_{\theta k} + w_k^{(5)}, $$

where $k$ denotes the discrete time counter, $w_k^{(i)} \sim (0, \sigma_i^2) \forall i$ is a zero-mean white process noise and $\Delta t$ denotes the discrete sampling step. Note that the VRU is modelled as an undriven system, i.e., the object is only externally observed, using sensors on the automated vehicle as well as the RSU measurements. These available measurements can be modelled in the VRU model, used for EKF synthesis, as

$$ u_k = h(X_k) + z_k, $$

where $z_k$ is a vector signal of independent zero-mean white noises and the measurement matrix $H$ is defined by

$$ h^{(1)}(X_k) = \delta_k^{(1)} [x_k, y_k]^\top, $$

$$ h^{(2)}(X_k) = \delta_k^{(2)} [x_k, y_k, v_k \cos(\theta_k), v_k \sin(\theta_k)]^\top, $$

$$ h^{(3)}(X_k) = \delta_k^{(3)} [x_k, y_k, v_k \cos(\theta_k), v_k \sin(\theta_k)]^\top, $$

$$ h^{(4)}(X_k) = \delta_k^{(4)} [x_k, y_k, \theta_k, v_k \cos(\theta_k), v_k \sin(\theta_k), v_y][^\top], $$

where $\delta_k^{(i)} \forall i$ denotes a set of indicator signals, which depend on the availability of a new measurement $h_k^{(j)} \forall j$. I.e., when a specific sensor measurement is available, the indicator
function for that measurement is set to 1, otherwise it is equal to 0. The fused state prediction \( \hat{X}_{k|k-1} \) of the EKF and its covariance matrix can be denoted as

\[
\hat{X}_{k|k-1} = f(\hat{X}_{k-1|k-1}),
\]

\[
P_{k|k-1} = A_k P_{k-1|k-1} A_k^T + Q,
\]

\[
A_k = \left[ \frac{\partial f(\hat{X}_k)}{\partial \hat{X}_k} \right]_{\hat{X}_{k-1|k-1}},
\]

where \( P_{k-1|k-1} \) is the state prediction covariance matrix, \( A_k \) is the jacobian of \( f(\hat{X}_k) \) and \( Q \) is the process noise covariance matrix. The Kalman gain, used to update the internal state estimate for the current time-step, is calculated by

\[
H_k = \left[ \frac{\partial h(j)}{\partial X_k} \right]_{\hat{X}_{k|k-1}},
\]

\[
S_k = \epsilon_k^2 H_k P_{k|k-1} H_k^T + R_{j}\epsilon_k^2 + R_{j},
\]

\[
K_k = P_{k|k-1} H_k^T S_k^{-1},
\]

where \( H_k \) represents the linearized state measurement matrix, \( R \) represents the sensor noise covariance matrix for each respective sensor \( j \) and \( K_k \) represents the Kalman gain. Finally, \( \epsilon_k^2 \) is a set of indicator signals dependent on the presence of a fault for a certain sensor measurement, something which is explained further on in the residual evaluation. For the next time-step, the generated residual, the state estimate and its covariance matrix are predicted by the following equations

\[
r_k = (u_k - h(j)(\hat{X}_{k|k-1}))
\]

\[
\hat{X}_{k|k} = \hat{X}_{k|k-1} + K_k r_k,
\]

\[
P_{k|k} = (I - K_k H_k) P_{k|k-1},
\]

where \( r_k \) denotes the innovation residual signal. Note that this residual \( r_k \) as a fault detection indicator, i.e., the residual signal is used to detect whether a measurement deviates too much from the predicted measurement. This concludes the EKF algorithm. An illustrative example of the residuals coming out of the algorithm is given in Fig. 6.

Herein, a bias anomaly is injected in the RSU and it can be observed that the RSU residual is sensitive to this bias. As mentioned before, the EKF generates a residual signal which gives information about the deviation of the predicted measurement, calculated based on the predicted state \( \hat{X}_{k|k-1} \) and the measurement model with the measurements \( u_k \). A next layer of residual evaluation is needed. The residual evaluation is done using a \( L_2 \) norm-based detector of the form

\[
\hat{r}_k = \frac{1}{n} \sum_{i=k-n}^{k} r_i \circ r_i,
\]

where the operator \( \circ \) represents the pointwise Hadamard product. Each entry of the resulting vector of signals \( \hat{r}_k \) is compared with a pre-defined positive-valued threshold vector \( \alpha_{i,j} \) of which the size is equal to the number of measured states per measurement of each respective sensor \( j \). Subsequently, given a predetermined time horizon \( n \), an appropriate reaction is given using the indicator function \( \varepsilon \),

\[
\begin{align*}
\hat{r}_{i,k} &\leq \alpha_i \quad \text{No fault detected} \quad \varepsilon_{i,k} = 1, \\
\hat{r}_{i,k} &> \alpha_i \quad \text{Fault detected} \quad \varepsilon_{i,k} = 0, \quad \forall i, j,
\end{align*}
\]

where \( i \) selects the index of the measurement state. The reaction of a detected fault appears directly in the equations (8) and (9), where the affected measurement state is no longer taken into account in the update step (11), (12). However, the affected measurement is taken into account in (10) as to detect whether a fault is still present or not.

V. Results Analysis

As mentioned in Section III, in order to benchmark the performance of the anomaly detection algorithm, simulations are carried out with anomalies of varying size and duration. For the instant anomaly, an anomaly size \( e_{i,x}^j \) is chosen following a logarithmic distribution of 10 samples between 0.1 m and 10 m. The duration of the instant anomaly is \( d = 0.05 \) s. This results in a total of 10 tests for evaluation of the algorithm in the case of instant anomalies.

For the bias anomaly, an anomaly size \( e_{i,x}^B \) is chosen following a logarithmic distribution of 5 samples between 0.1 m and 3 m. A logarithmic distribution is chosen to determine which order of magnitude for fault size can be flagged by the anomaly detector. Furthermore, the anomaly duration is varied with the following variations: \( d = [0.25, 0.5, 1.0, 2.5] \) s. This results in a total of 20 tests for evaluation of the algorithm in the case of bias faults. For the drift anomaly, an anomaly size \( e_{i,x}^D \) is chosen again by following a logarithmic distribution of 5 samples between 0.1 m/s and 3 m/s. Furthermore, the anomaly duration is varied again with the following variations: \( d = [0.25, 0.5, 1.0, 2.5] \) s. This results in a total of 20 tests for evaluation of the algorithm in the case of drift faults.

A. Statistical results

To test the performance and reliability of the fault detection algorithm, the tests introduced before are applied online in the simulation environment. The initial state covariance matrix and state are chosen as \( P_0 = I, \hat{X}_0 = 0 \). The measurement noise covariance matrix \( R \) from (8) is chosen by directly substituting squared of the measurement noises defined in (1). The process noise covariance matrix, \( Q \), from (7) is chosen as \( Q = 0.001 \cdot I \). The residual evaluation horizon (13) is chosen as \( n = 30 \) and finally the evaluation
thresholds \( \alpha \) are chosen to be equal to \( \alpha_x = \alpha_y = \alpha_\theta = 0.18 \) for all position states and \( \alpha_{x_x} = \alpha_{x_y} = \alpha_{x_\theta} = 0.7 \) for all velocity states. These thresholds have been determined iteratively using the magnitude of the noise as a starting point. Using these parameters and initial conditions, the results are given in Fig. 7. This type of figure is interpreted as follows; faults are injected of certain type (bias, drift or instant) with a certain magnitude (y-axis) and a certain duration (x-axis). If the injected fault (blue star) is detected, it is marked (red circle). If a fault is detected on a sensor for which no fault is injected, it is marked as false positive (green circle). Using this graphical representation, it becomes straightforward to observe the actual fault, whether it was detected or not and whether any false positives on other sensors occurred.

Fig. 7. Results of the fault detection performance and false positive robustness; 72% true positive, 6% false positive.

These results show that the fault detection algorithm is able to detect 72% of the injected faults, where in 6% of the test cases a false positive is also detected on a different sensor measurement state. The undetected faults either have a too low maximum value (effect of threshold \( \alpha \), preventing noise on the residual to be classified as a fault), or the fault duration is too short (filtering effect of the fault horizon \( n \)). The false positives that are detected at high amplitudes of faults are caused by the combined internal estimate, \( \hat{X}_k \), being pushed up due to the faulty measurement before it is being disregarded. This phenomenon causes a discrepancy between the internal estimate and the healthy sensors, hence potentially classifying them as faulty.

### B. Case-study when losing sensor redundancy

The results from Section V-A show that the algorithm is able to detect faults above a certain uncertainty threshold very well. This threshold, determined by \( \alpha \), could be set lower, yet that is not desirable since it would compromise robustness as the remaining noise in the residual could induce false positives. However, it also shows that the algorithm starts detecting false positives for high fault amplitudes. The faulty measurements are not detected instantaneously due to the filtering effect of the EKF as well as the estimation horizon \( n \) of the residual evaluation. Therefore, the faulty measurement is used for a certain time to update the internal state estimate.

For a sufficiently high fault, the state estimate temporarily increases up to such an extent, that non-faulty measurements are being considered faulty due to their difference with the internal state estimate. It is expected that this effect would grow even further when losing sensor redundancy. In order to test this hypothesis, the matrix is retested without the lidar and radar sensor measurements, using the same initial conditions and parameters as in Section V-A. The results of this analysis are shown in Fig. 8. Here, one can observe that the cumulative sum of the false positive detection increases. This can be explained by the fact that there are only two sensors that construct the internal state estimate, \( \hat{X}_k \), and as such the error between \( \hat{X}_k \) and the healthy measurements increase as well. In comparison with the full redundancy-case however, the number of true positives only decreased by 4%, showing robustness of the algorithm for true positive detection in the case of loss of redundancy.

### C. Discussion

Detecting anomalies from external sensors as defined here does not offer information nor does it determine the cause of the fault (i.e., fault classification). The primary interest here was to detect the fault and as a mitigating action, to no longer incorporate the affected state in the sensor fusion. It depends on the safety criticality of the function whether the driver of the vehicle should be made aware of the cause of a fault.

The external observed object, is only observed using the vehicle’s sensors and sensors from the road infrastructure, while its intention and actual movement are unknown (no sensors are present on this external object). This implies that, to have a reliable fault detection algorithm, a degree of sensor redundancy is required which is a limitation of this algorithm. By using all these sensors to predict the same internal state of the externally observed object, the internal state estimate can be pushed off its true trajectory by a fault with sufficient amplitude. Nonetheless, it is possible that this problem can be circumvented by augmenting the model with predicted or known intentions of the externally observed object.

### VI. Conclusions and Future Work

The contribution of this work is twofold. The anomaly detection algorithm introduced here provides insights into the possibility to detect different types of attacks from
the automated vehicle’s point of view, in I2V-enabled road intersections. The results show that majority of relevant and potentially dangerous anomalies can be detected, especially if the fault magnitude is limited and in-vehicle sensor redundancy exists. In addition, the results show the benefits of having sensor redundancy for object tracking and the limitation when this does not exist. This implies the automated vehicle can maintain a safe and comfortable operation even in the face of I2V cyber-attacks. This methodology, used to detect attacks in the I2V communication can, be applied on detecting in-vehicle sensor anomalies as well, using a fusion of in-vehicle and I2V sensor data.

Future work includes the extension towards more scenarios, investigating robustness to network effects (delays, packet drop), incorporating more I2V signals (e.g., traffic light information) and incorporating the EKF anomaly detection method with the vehicle control mitigation strategies for cases where the anomalies can be detected. Furthermore, the extension of the method with data-driven methods can be considered to improve the false positive and false negative rates in case of large faults amplitudes.
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