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ABSTRACT Quantum computing is envisaged as an evolving paradigm for solving computationally complex optimization problems with a large-number factorization and exhaustive search. Recently, there has been a proliferating growth of the size of multi-dimensional datasets, the input-output space dimensionality, and data structures. Hence, the conventional machine learning approaches in data training and processing have exhibited their limited computing capabilities to support the sixth-generation (6G) networks with highly dynamic applications and services. In this regard, the fast developing quantum computing with machine learning for 6G networks is investigated. Quantum machine learning algorithm can significantly enhance the processing efficiency and exponentially computational speed-up for effective quantum data representation and superposition framework, highly capable of guaranteeing high data storage and secured communications. We present the state-of-the-art in quantum computing and provide a comprehensive overview of its potential, via machine learning approaches. Furthermore, we introduce quantum-inspired machine learning applications for 6G networks in terms of resource allocation and network security, considering their enabling technologies and potential challenges. Finally, some dominating research issues and future research directions for the quantum-inspired machine learning in 6G networks are elaborated.
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I. INTRODUCTION
Due to the rapid growth of dimensionality of the sample input and output space, huge data processing, and limited storage capacity, data training via traditional machine learning (ML) methods using out-fashioned central processing units is faced with data transmission delays. Specifically, the optimal resource allocation for future wireless communications is a major research challenge. [1], [2]. With the rising pace and continuous demands of wireless data traffic, a prolific beyond fifth-generation (5G) is a promising technology for future mobile communication [3], [4]. Beyond 5G technology empowers new deployment models and delivers new services with higher data rate, massive network capacity and connectivity, and ultra-reliable low-latency communication.

Sixth-generation (6G) conceptualizes an evolutionary communication platform relying on network software, satellite, and ultra-dense networks that need ultra-high speeds, tactile response time, and cost-effective network [5]. In addition, 6G is expected to improve the foundation of 5G, especially its ultra-high-speed, ultra-low latency, network coverage,
and reliability. These characteristics enable 6G to enhance new applications in virtual reality, immersive, tactile internet, connected robotics and autonomous systems, distributed blockchain technologies and augmented reality.

While most statistical analysis depends on rule-based decision-making, applying classical ML methods in high multi-dimensional data classifications and analysis will encounter critical processing deficiency and huge transmission overheads. As the voluminous number of datasets continues to grow exponentially, new technologies are required to enhance the data processing speed-up and computation efficiency according to Moore’s Law [6]. “The curse of dimensionality” coupled with the exploration strategy problem leads to difficult problems in practical applications as the number of datasets grows exponentially with its dimension. Quantum computing (QC) is a rapidly developing subfield in quantum mechanics, energizing quantum computations to efficiently solve complex computational and intractable tasks better than the classical counterpart [7].

The emerging QC is a promising paradigm and can play a significant role in addressing computationally complex problems, such as large-number factorization [8], non-convex optimization, and exhaustive computation and search. The recent literature demonstrates that QC has enviable prospects and is appealing in many practical applications as it considerably speeds-up the costly computational processes. It can stimulate new theoretical learning approaches that are not feasible with the classical computing counterpart. Quantum computers employ quantum phenomena to efficiently solve complex mathematical problems impractical to classical computers. The use of advanced Graphics Processing Units (GPUs) and Tensor Processing Units (TPUs) [9] in QC has demonstrated an extraordinary performance gain in parallel processing potential with computational speed-up and processing efficiency in implementing ML algorithms.

QC has been considered to exploit the powerful quantum mechanics to support fast computing tasks [10]. Recently, QC has been applied to support real-time optimal resource allocation in 6G networks [11]. Many tasks in ML, such as maximum likelihood estimation using hidden variables, principal component analysis, and training of neural networks, require optimization of a non-convex objective function [12]. Optimizing non-convex functions is an NP-hard problem. Classical optimization methods such as gradient descent can get stuck a local optimum or saddle points and may never find the global optimum.

In this paper, we provide the overview of quantum-inspired ML algorithms and their applications to 6G networks. We also introduce the fundamentals of QC, ML algorithms, and the new integrated approach combining QC into machine learning to speed up the computation. We also present the quantum security and optimal resource allocation using quantum-inspired ML algorithms. This paper will shed light on the challenges and future research direction of quantum-inspired ML in 6G networks. The rest of this study is structured as follows: Section II presents the fundamentals of QC. Section III looks at the ML algorithms inspired by QC. Section IV gives an overview on quantum-inspired ML in 6G wireless networks, with a focus on resource allocation. Section V presents quantum-inspired ML in network security and details how it provides 6G networks with strategies to protect against cyber-attack scenarios. Section VI discusses significant research challenges and future directions. Finally, conclusions are drawn in Section VII.

II. FUNDAMENTALS OF QUANTUM COMPUTING

Quantum-inspired ML and optimization solutions are envisaged to have the potential to revolutionize computation to solve classically intractable problems in 6G networks as shown in Fig. 1.

As observed in the figure, the end user includes operational mobile networks supported by the 6G with a computing component between the two layers. Computing can be done on devices or at the core, depending on the type of applications and their requirements for resources. It is worth noting that for classical computations over the network, on-device operations would improve the performance regarding delays. In contrast, quantum operations require additional resources to accumulate significantly large data, especially for real-time tasks. Quantum-inspired ML algorithms can overcome issues of classical computing and offer a better understanding of virtual and augmented reality, high-convergent data-intensive learning, and a better experience of the possible states of the systems. Another dimension to look into is data partitioners that can help disintegrate the data into quantum and classical subsets to help adopt better models and offer a concept of resource utilisation in quantum-inspired ML. The domain of data partitioning would need a clear answer to the applications’ requirement of classical or quantum computing. Irrespective of this, for 6G applications, intelligent devices is expected to compete for resources that can be better served with quantum-inspired ML algorithms.

A. QUANTUM COMPUTATION

In QC, the basic unit of quantum information is known as
a quantum bit (simply qubit). Qubit forms a two states that display the peculiarity of quantum mechanics [13]. However, quantum mechanics permits qubits to simultaneously coherent superposition of the two states. This illustrates that a single qubit can be represented as a linear combination of $|0\rangle$ and $|1\rangle$, respectively, as

$$|\psi\rangle = \alpha|0\rangle + \beta|1\rangle \quad \text{with} \quad \alpha, \beta \in \mathbb{C}, \quad |\alpha|^2 + |\beta|^2 = 1,$$

(1)

where $\alpha$ and $\beta$ are the complex vectors of probability amplitudes [14]. These values determine the occurrence probability of 0 or 1. In addition, a geometrical representation of a qubit space [15], utilizing the polar coordinates $\theta$ and $\phi$ is

$$|\psi\rangle = \cos \left( \frac{\theta}{2} \right) |0\rangle + e^{i\phi} \sin \left( \frac{\theta}{2} \right) |1\rangle,$$

(2)

where $0 \leq \phi \leq \pi$ and $0 \leq \theta \leq \pi$.

**B. QUANTUM PARALLELISM AND ENTANGLEMENT**

The quantum computation process can be assumed as a unitary transformation $U$ coming from input qubits to output qubits [16], [17]. We can superpose two or more quantum states and the potential result will form a new valid quantum state. The quantum processes that the transformation $U$ can perform calculations for different possible values of the quantum input registers simultaneously is known as quantum parallelism. Let the bounded function $f(z)$ for a definite input $z$, where the quantum computer evaluates $f(z)$ as

$$U_f : |z\rangle|0\rangle \mapsto |z\rangle|f(z)\rangle,$$

(3)

where $U_f$ represents a unitary matrix that utilizes the function $f$ [18].

Multiple qubits are depicted as the tensor product of the quantum states of the individual qubits. We consider a k-qubit system, which can be characterized with the tensor product of $z$ autonomous qubits [19] as follows

$$|\Omega\rangle = |\psi_1\rangle \otimes |\psi_2\rangle \otimes \ldots |\psi_z\rangle = \sum_{z=00\ldots0}^{11\ldots1} C_z |z\rangle,$$

(4)

where $\otimes$ signifies the tensor product, $C_z$ represents the complex coefficient, $\sum_{z=00\ldots0}^{11\ldots1} |C_z|^2 = 1$, $|C_z|^2$ is the occurrence probability of $|z\rangle$ by measuring the state $|\Omega\rangle$, as the superposition state takes integers from 0 to $2^k - 1$. Based on the Walsh-Hadamard transformation [20], [21] the superposition action through the unitary transformation on a k-qubit register in $|00\ldots0\rangle = |0\rangle \otimes |0\rangle \otimes \ldots \otimes |0\rangle$ gives

$$\frac{1}{\sqrt{2^k}} (|00\ldots0\rangle + |00\ldots1\rangle + \ldots |11\ldots1\rangle) = \frac{1}{\sqrt{2^k}} \sum_{z=0}^{2^k-1} |z\rangle |f(z)\rangle.$$

(5)

The quantum computation for function $f(z)$ is given by

$$U \sum_{z=00\ldots0}^{11\ldots1} C_z |z\rangle, 0\rangle = \sum_{z=00\ldots0}^{11\ldots1} C_z U |z, 0\rangle = \sum_{z=00\ldots0}^{11\ldots1} C_z |z, f(z)\rangle.$$

(6)

Hence, quantum parallelism uses a single circuit to measure the function simultaneously for multiple values as it exploits the quantum state superposition theory. It is noted that the superposition of $2^k = e^{1\ln{2}}$ states enhances quantum computation exponentially faster as compared to the classical counterpart [22].

**C. QUANTUM REPRESENTATIONS**

In QC, the selected observable system and its eigenstates and eigenactions form a complete set of orthonormal basis in a Hilbert space [13]. Using the Dirac’s notation in a Hilbert space, the resultant vector of $|\psi_1\rangle$ and $|\psi_2\rangle$ is $|\langle\psi_1|\psi_2\rangle\rangle = \alpha_1 \beta_1 + \beta_2$, and its normalization condition is $|\alpha|^2 + |\beta|^2 = 1$. The orthogonal set of linear superposition of eigenstates $|s_i\rangle$ and eigenactions $|a_i\rangle$ can be represented as

$$|S\rangle = \sum_k \alpha_k |s_i\rangle,$$

(7)

$$|A\rangle = \sum_k \beta_k |a_i\rangle.$$  

(8)

Let $N_s$ and $N_a$ represent the number of states and actions, whereby $k$ and $m$ guarantee $N_s \leq 2^k \leq 2N_s$ and $N_a \leq 2^m \leq 2N_a$, respectively.

$$s : [a_1 a_2 \ldots |a_k] = [b_1 b_2 \ldots |b_k], \quad |a_i|^2 + |b_i|^2 = 1, \quad i = 1, \ldots, k,$$

(9)

$$a : [\alpha_1 \alpha_2 \ldots |\alpha_m] = [\beta_1 \beta_2 \ldots |\beta_m], \quad |\alpha_i|^2 + |\beta_i|^2 = 1, \quad i = 1, \ldots, m.$$  

(10)

Therefore, the linear superposition becomes

$$|S^{(N_s)}\rangle \mapsto |S^{(m)}\rangle = \sum_{S=00\ldots0}^{11\ldots1} C_s |S\rangle, \sum_{S=00\ldots0}^{11\ldots1} |C_s|^2 = 1,$$

(11)

$$|A^{(N_a)}\rangle \mapsto |A^{(m)}\rangle = \sum_{A=00\ldots0}^{11\ldots1} C_a |A\rangle, \sum_{A=00\ldots0}^{11\ldots1} |C_a|^2 = 1.$$  

(12)

**D. QUANTUM GATES**

In QC, a quantum gate is a foundational quantum circuit operating on a number of qubits as building blocks [23]. The computational process in quantum gates is time-reversible. For instance, the reversible Toffoli gate executes Boolean functions using ancilla bits. Quantum gates are unitary operators, assumed as unitary matrices relative to basis [24].

Quantum logic gates can be represented by unitary matrices. A gate which acts on $k$ qubits is characterized as $2^k \times 2^k$. The quantum states form unit vectors in $2^k$ complex dimensions, and a quantum state is a linear combination of probable
measured outcomes. The vector quantum representation of a single qubit is:

$$|\psi\rangle = \alpha|0\rangle + \beta|1\rangle \rightarrow \begin{bmatrix} \alpha \\ \beta \end{bmatrix}.$$  \hspace{1cm} (13)

where $\alpha$ and $\beta$ are the complex number of probability amplitudes, which define the probability of measuring a 0 or a 1, by updating the state of the qubit. The basis vectors are

$$|0\rangle = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \text{ and } |1\rangle = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.$$  \hspace{1cm} (14)

The combined quantum state of two qubits is the tensor product (by the symbol $\otimes$) of the two qubits. If a quantum system accepts three different states, it is known as a qutrit, while if it admits $\rho$ different states, it is called a qudit.

The vector quantum representation of a two-qubit vector is:

$$|\alpha\beta\rangle = \alpha|00\rangle + \beta|01\rangle + v_{10}|10\rangle + v_{11}|11\rangle \rightarrow \begin{bmatrix} v_{00} \\ v_{01} \\ v_{10} \\ v_{11} \end{bmatrix}.$$  \hspace{1cm} (15)

### III. QUANTUM-INSPIRED MACHINE LEARNING APPROACHES

Although QC has emerged as a promising technology for future wireless networks, the classical ML algorithms face challenges in resource allocations and stochastic computation tasks, as they are usually computationally complex and time-consuming [25]. The high computation complexity poses a significant concern to the practical implementation of future wireless networks. QC capabilities incorporated into ML are proposed to address this challenge. The integration of QC capability with the ML algorithms can help in the effective utilization of big data analytic in the IoT environments [26], [27]. The key advantage of QC is in solving practically complex computation tasks and non-convex optimization problems faster with a quantum computer as compared to the classical counterpart, using the best-known classical procedure.

Several studies have tried to recognize practical ML applications to enhance quantum advantage; on the other hand, this is still an active area of research in the swiftly developing field of quantum ML [28], [29]. While ML algorithms estimate immense quantities of data, the applications of quantum ML use qubits and specialized quantum systems to speed up computation, increase data storage, and decrease the processing latency. Before we start to discuss some of the proposed quantum-inspired methods with ML approaches, some fundamentals of ML algorithms will be introduced in the sequel.

The ML field has remarkably gained prominence and is a rapidly developing research area among the and industries to empower ever-growing applications and services for connected environments in the past decade. ML is a subset of artificial intelligence where algorithms learn through interactions with environments using historical data to make predictions about future trends. It has been applied in advanced areas, such as in e-healthcare, robotics, augmented reality, sequential decision making, and IoT technologies. However, how to speed up the learning process has become a bottleneck challenge for real-time applications of ML methods.

ML is an innovative approach to handling the demand beyond fifth-generation (5G) re-configurations. This proliferated growth of data-driven learning with high computational complexities has reemerged to prepare fertile grounds for the 6G communication systems. Moreover, ML includes the studying of a huge amount of data, where the data classification and precision measurements are required for proper training and efficient time consumption. Traditionally, ML algorithms can be divided into the following categories based on the features of learning system available.

#### A. FUNDAMENTALS OF MACHINE LEARNING ALGORITHMS

1) **SUPERVISED MACHINE LEARNING**

A supervised machine learning (SML) algorithm uses labeled datasets for algorithm training and data classification to accurately predict outcomes [30]. It infers a function through labeled training data made of a set of training examples [31]. In SML, each example is a pair comprised of an input object and an expected output value. An SML algorithm analyzes the training data that creates an inferred function for the purpose of mapping new examples. The work in [32] explored the supervised learning algorithms that improve the probabilistic data classification process. A graph neural network-based framework was proposed to address resource allocation problems in wireless IoT networks [33].

2) **UNSUPERVISED MACHINE LEARNING**

An unsupervised machine learning (UML) algorithm is used to analyze and classify unlabeled datasets. It finds hidden patterns or data groupings without external human participation. It is an ideal solution for exploratory data analysis, image recognition, and data segmentation due to its ability to find similarities and differences in information. Unsupervised learning models are utilized for three main tasks including clustering, association, and dimensionality reduction. An overview of UML applications in the domain of networking is provided in [34]. In [35], the state-of-the-art UML algorithms focusing on the 6G wireless communication systems were examined. UML algorithms have been employed to tackle the optimization problem of user selection and power allocation under non-orthogonal multiple access (NOMA) scheme [36], power control problems for device-to-device scenarios [37], or user interference [38].

3) **REINFORCEMENT MACHINE LEARNING**

Reinforcement learning involves the training of ML models for sequential decision making [39]. The agent observes and learns to maximize its reward in a dynamically complex environment. Importantly, the state-action pair interact with the environment to maximize rewards [40].
B. QUANTUM SUPERVISED AND UNSUPERVISED LEARNING

From the classical ML perspective, supervised learning derives the essential practicality from the inference labeled training data, while unsupervised learning determines the hidden patterns and physical composition in the given unlabeled data [41]. By applying quantum functionalities with ML, QML algorithms can provide exponential speed-ups for large multi-dimensional data processing in both supervised and unsupervised learning approaches over classical ML algorithms. General optimization problems for quantum algorithms using ML methods were investigated to improve the quantum evaluation speed-up compared to the classical algorithms [42]. The future quantum ML algorithms by combining QC and ML through Moore’s law to create a new “rebooted computer” was introduced in [43]. A thorough study was investigated on supervised and unsupervised learning for quantum pattern recognition, quantum clustering, quantum classification, and quantum regression process [44], [45].

C. QUANTUM REINFORCEMENT LEARNING (QRL)

QRL designs RL agents that depend on quantum computation models [46]. A quantum intelligent agent interacts with the environment and takes actions to maximize its cumulative reward. It finds a balance between exploration and exploitation of the environment and models through a Markov decision process (MDP). The important difference between the classical dynamic programming methods and QRL algorithms is that the QRL has no prior knowledge of the mathematical model of the MDP and mostly targets large MDPs with infeasible approach [47]. The objective of a QRL agent is to learn a policy $\pi : A \times S \rightarrow [0, 1], \pi(a, s) = \Pr(a_t = a \mid s_t = s)$ that maximizes the probable cumulative reward. From the learning policy, $A$ represents the action space and $S$ is the state space. In the QRL method, the criteria of optimality are defined as follows:

1) POLICY SELECTION

The action selection of the agent is modeled as a mapping in the form

$$\pi : A \times S \rightarrow [0, 1]$$

$$\pi(a, s) = \Pr(a_t = a \mid s_t = s).$$ (16)

The policy map provides the probability of action taking $a$ when in state $s$ and $\pi(a, s)$ indicates the probability of selecting action $a$ based on the state space $s$ under policy $\pi$.

2) VALUE SELECTION

$$V^\pi(s) = \mathbb{E} \left\{ r_{t+1} + \gamma r_{t+2} + \cdots \mid s_t = s, \pi \right\}$$

$$= \mathbb{E} \left[ r_{t+1} + \gamma V^\pi_{t+1} \mid s_t = s, \pi \right]$$

$$= \sum_{a \in A} \pi(s, a) \left[ \mathbb{E} \left[ V^\pi(s', \pi) \right] + \gamma \sum_{s'} P(a, s') V^\pi(s') \right]$$ (17)

where $\gamma \in [0, 1]$ represents the rewarding discount factor, $P(a, s') = \Pr(s_{t+1} = s' \mid s_t = s, a_t = a)$ means the probability for state transition and $r(s, a) = \mathbb{E} \left[ r_{t+1} \mid s_t = s, a_t = a \right]$ is the one-step expected reward [48]. Moreover, the optimal state-value is given by

$$V^*(s) = \max_{a \in A} \left[ r^* + \gamma \sum_{s'} P(a, s') V^*(s') \right]$$

$$\pi^* = \arg \max_{\pi} V^\pi(s) \forall s \in S. \quad (18)$$

Similarly, the optimal state-action pair $Q^*(s, a)$, which is the Bellman’s optimality equation [49] can be expressed as

$$Q^\pi(s, a) = \mathbb{E} \left\{ r_{t+1} + \gamma r_{t+2} + \cdots \mid s_t = s, a_t = a, \pi \right\}$$

$$= r(s, a) + \gamma \sum_{s'} P(a, s') \max_{a'} \pi(s', a')$$

$$Q^*(s, a) = \max_{a} Q(s, a) = r(s, a) + P(a, s') \max_{a'} Q^\pi(s', a'). \quad (19)$$

Therefore, the one-step temporal-difference updating rule of $V^\pi(s)$ can be defined as

$$V(s) \leftarrow V(s) + \beta \left( r + \gamma V^\pi(s) - V(s) \right), \quad (20)$$

where $\beta \in (0, 1)$ denotes the quantum learning rate and $\gamma \in [0, 1]$ is the discount factor.

Notably, the quantum superposition states and parallelism are used to represent the eigenstates in quantum-inspired RL, where the random quantum state observation is simulated through the collapse of quantum measurement [50], [51]. However, the reward from the dynamic environment is employed to update the eigenactions to maximize the reward functions.

D. QUANTUM NEURAL NETWORK (QNN)

QNNs are made of computational neural network models that use the principles of quantum mechanics [52]. Ideal research in QNNs combines classical artificial neural network (NN) models employed in ML-based on quantum information to design efficient algorithms as training classical NNs encounters difficulty in big data applications [53]. However, it is hoped that the implementation of a quantum computer will be faster as the QNN models are mostly in theoretical experiments. Most QNNs are prepared as feed-forward networks. Compared with classical computers, this structure functions on input from one layer of qubits and forward that input onto an additional layer of qubits [54], [55]. The layer of qubits estimates the information, advancing the output to the next layer. Finally, the path goes to the final layer of qubits. Theoretically, QNNs can be trained similarly as in the training process of classical NNs. The only difference in their operations lies in the communication between the network layers. For classical NNs, at the end of a given process, the existing perceptron duplicates its output to the next perceptron layer of the network. Conversely, in a QNN, as each perceptron is a qubit, it violates the no-cloning theorem, which is impossible.
to generate an independent and identical copy of the quantum state [56].

A cost function is used to determine the effectiveness of a NN, which measures the network output proximity to the expected output [57]. In a classical NN, the weights \( w \) and biases \( b \) at each step define the cost function outcome, \( C(w, b) \). While training a classical NN, the \( (w) \) and \( (b) \) are adjusted after each iteration according to

\[
C(w, b) = \frac{1}{N} \sum_i \left| y(i) - \varphi^{\text{out}}(i) \right|^2,
\]

where \( y(i) \) denotes the expected output and \( \varphi^{\text{out}}(i) \) is the actual output. \( C(w, b) = 0 \) means that the cost function is optimized [58]. In the QNN, the cost function is evaluated by measuring the reliability of the outcome state \( (\rho^{\text{out}}) \) with the preferred outcome state \( (\varphi^{\text{out}}) \)

\[
C = \frac{1}{N} \sum_i \left| \langle \varphi^{\text{out}} | \rho^{\text{out}} | \varphi^{\text{out}} \rangle \right|.
\]

Hence, the unitary transformers are modified after each iteration, where the cost function is optimized at \( C = 1 \).

\section*{E. QUANTUM-INSPIRED SUPPORT VECTOR MACHINE (SVM)}

In classical ML algorithms, SVMs are supervised learning models related to learning algorithms that analyze datasets of classification and regression analysis [59]. SVMs are one of the most robust prediction methods, which apply statistical learning methods to categorize unlabeled data. An SVM training algorithm builds a model in a probabilistic classification setting to allocate new examples to one category [59]. It represents training examples to points to maximize the width of the difference between the two categories and new examples mapped into that same space into category prediction [60].

Besides linear classification, SVMs perform a non-linear classification efficiently using the kernel trick to map their inputs into multiple high-dimensional feature spaces. As such, QC functionalities can be introduced into SVMs in qubits-based manner to represent data [61]. The SVM algorithm complexity scales polynomially with the high multi-dimensionality of data space and the number of data points. To address the issue of big data, a quantum-inspired SVM algorithm has been proposed to enhance achieve exponential speed-up for least squares SVM [62].

\section*{F. QUANTUM SEARCH ALGORITHMS FOR MACHINE LEARNING}

To provide high computational speed-up and processing efficiency for quantum computers, QC algorithms, e.g., Shor’s period-finding algorithm and Grover’s search algorithm, constitute the two masterpieces of quantum-computational search methods.

\subsection*{1) SHOR’S ALGORITHM}

The Shor’s factoring algorithm enhances the method of finding the period of a function faster. Shor proposed a quantum algorithm to factorize integers efficiently than a classical computer [63]. A classical reduction of determining a factoring problem is computationally complex, slow, and limited processing power. Shor’s algorithm relies on quantum parallelism to make a superposition states function in one step. It employs the quantum Fourier transform to enhance the multiple representations of superposition states. With high probability, determining the quantum state obtains information through a classical means, and extracts the period factor. From classical ML methods, the Shor’s algorithm runs in \( O(n^2 \log n \log \log n) \) time complexity for computation with the space of \( O(n \log n \log \log n) \). Therefore, the total runtime complexity for a single iteration [64] of the Shor’s algorithm is \( O(n^2 \log n \log \log n) \), in polynomial time.

\subsection*{2) GROVER’S ALGORITHM}

This is a quantum algorithm for unstructured search with high probability of producing a particular output value. Grover’s algorithm tackles the frequent black box challenges [65]. It effectively finds a solution with \( O(\sqrt{N}) \) transmits to the oracle, compared to best executable classical approaches require \( O(N) \) calls. The query complexity of Grover’s algorithm \( O(\sqrt{N}) \) is best-known to be optimal and improvement over the classical case translates to a computational speed-up and processing efficiency. Grover’s algorithm is much simpler to reach than Shor’s, and has an easier geometrical interpretation. Grover’s algorithm has several applications, capable of reducing the computational complexity exponentially.

\section*{IV. QUANTUM RADIO RESOURCE ALLOCATION}

\subsection*{A. QUANTUM MARKOV CHAIN THEORY}

In classical Markov process, stochastic behavior and time-varying wireless conditions significantly degrade the system performance in the random environment. This affects the accurate predictions for huge dimensional data in dynamic large-scale environment [66]. To address this, quantum Markov chain theory is a promising approach, where a stochastic model is applied in determining sequence of possible events depending on the probability of past and present events. Markov chains as a statistical models have many real-world applications, such as speech and face recognition, mapping of animal life population dynamics, and modelling of biological populations evolution [67].

In stochastic processes, the quantum Markov chain is a reformulation of the classical Markov chain concepts, replacing the classical interpretations of probability with quantum probability. Let \( (E, \rho) \), where \( \rho \) represents the quantum density matrix and \( E \) is the quantum communication channel, whereby \( E : B \otimes B \rightarrow B \) forming a completely positive trace-preserving map, where \( B \) is C-algebra of bounded operators. This must satisfy the quantum Markov condition [68],

\[ E(a \otimes b) = a \otimes E(b) \]
FIGURE 2. An example of quantum operation for wireless optimization.

that \( \text{Tr} \rho (b_1 \otimes b_2) = \text{Tr} \rho E(b_1, b_2) \) for all \( b_1, b_2 \in \mathcal{B} \). Therefore, a tripartite state \( \rho_{A \otimes B \otimes C} \in \mathcal{S}(A \otimes B \otimes C) \) is known as quantum Markov chain following the order \( A \leftrightarrow B \leftrightarrow C \) if and only if there exists a recovery mapping set \( R_{BC} \to BC \in \{ (B, B \otimes C) \} \) such that \( \rho_{ABC} = R_{BC} \to BC \in (\rho_{AB}) \).

**B. QUANTUM THEORETIC GAME THEORY**

The quantum game theory forms an extension of classical game theory through a quantum superposition state and entanglement, through optimal strategic behavior by agents using a randomization device or a communication protocol [69]. Primarily, it differs from classical game theory in terms of superposition states, quantum entanglement of initial states to create new quantum amplitudes, and quantum games work in the Hilbert space. A classical and quantum game theory and review on the application of the methods of quantum mechanics were introduced [70]. Comprehensive reviews are provided on the current status of research quantum game theory.

**C. QUANTUM OPTIMIZATION FOR FUTURE WIRELESS COMMUNICATION**

Furthermore, recent frameworks envisage a significant increase of multi-dimensional optimization variables in 6G communication [71], [72]. For instance, a huge number of served devices may lead to more complex beam optimization [73]. In addition, by employing novel resources (e.g., power-based resource allocation in power-domain NOMA [74]), the resource assignment becomes more complex.

Quantum-based algorithms may provide a solution to this issue. In particular, quantum-based search methods may offer quadratic time reduction in finding the optimization solution; as mentioned earlier, classical and quantum search methods yield \( \mathcal{O}(N) \) and \( \mathcal{O}(\sqrt{N}) \), respectively (exhaustive classical search and Grover’s quantum search are considered) [75], [76]. Moreover, a quantum-based NN model may be utilized for the beam-user assignment problem.

An example of quantum operation for wireless optimization is showcased in Fig. 2. Here, the channel information (denoted as \( H \) in Fig. 2) is encoded into the quantum circuit using a set of \( R_Y \) gates (e.g., rotation around \( y \) axis). Moreover, to tune the quantum ansatz, another set of \( R_Y \) gates with set of phases

**FIGURE 3. A particular result of using quantum-based optimization for cell-free transmitter assignment. In the figure, \( \zeta \) indicates the inter-beam interference factor [77].**

\( w \) is employed; the range of each \( n \)th element of parameter set \( w \) can be particularly defined as \( w_n \in \{ -\frac{\pi}{2}, \frac{\pi}{2} \} \). In the end, the result of quantum measurement is decoded as optimization variables (e.g., estimated power ratio and beamforming vector). Using quantum-based optimization, different wireless optimization cases can be considered as follows.

- In Fig. 3, the quantum-based optimization was used for transmitter assignment for a number of \( \text{N}_{\text{user}} \) users in cell-free communication. The performance (in terms of achieved sum rate of users) is shown with respect to transmit signal-to-noise ratio (SNR).
- In Fig. 4, the quantum-based optimization was employed for beam optimization in power-domain NOMA. The considered system assumed \( \text{N}_{\text{user}} = 3 \). Let \( |h_1|^2, |h_2|^2, \) and \( |h_3|^2 \) be the channel vectors between the transmitting base station and receiving users \( U_1, U_2, \) and \( U_3, \) respectively, where user channel gain values are given by \( |h_1|^2 \geq |h_2|^2 \geq |h_3|^2, \) accordingly. NOMA power allocation ratio coefficients for users \( U_1, U_2, \) and \( U_3, \) was assumed as \( \lambda_1 = 0.1, \lambda_2 = 0.2, \lambda_3 = 0.7, \) respectively.

**V. QUANTUM SECURITY**

Quantum cryptography exploits the quantum mechanical properties to execute cryptographic tasks. In quantum cryptography, data are encrypted and transmitted in a virtually...
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denotes normalised user’s component and its possible security against quantum threats. Moreover, the security functions which are key to modern radio systems would need revisiting, considering the profiling of every component and its possible security against quantum threats. The attacks above are primary threats to quantum-inspired ML for 6G networks. The amount of data replicated across the network would define the extent of harm caused to the network.

For 6G networks enabled with quantum-inspired ML, security is motivated to prevent known and unknown attacks that may arise because of the computing capacity of quantum computers. ML algorithms backed by high computing capacity can crack them. However, at the same instance, the security of these functions would no longer be a concern which would be accompanied by possible remedies that must be in place to limit the impact of the security failures if the underlying

1) AUTHENTICATION
Ensuring that the quantum-inspired ML does not yield any information that can lead to spoofing attacks which are risks due to authentication failures of the network [81]. With the quantum computers’ high computing capacity and better convergence of ML algorithms, the authentication security would rely on the secret keys and the protocol functionalities. A spoofed network can release the details of the ML algorithms working behind the scenes. Here, access control needs management for network devices and the channels used to provide radio services.

2) ACCESS CONTROL
If the authentication and access control are violated, the networks are prone to DoS attacks, which quantum-inspired ML must overcome in post-quantum scenarios. In a conventional setup, quantum-inspired ML can prevent DoS as it would make it hard for classical computing to determine the system’s settings. Hence, quantum-inspired ML would provide more robust mechanisms to prevent networks against DoS attacks but up to the extent when post-quantum adversarial models can crack them.

3) DENIAL OF SERVICE
If the authentication and access control are violated, the networks are prone to DoS attacks, which quantum-inspired ML must overcome in post-quantum scenarios. In a conventional setup, quantum-inspired ML can prevent DoS as it would make it hard for classical computing to determine the system’s settings. Hence, quantum-inspired ML would provide more robust mechanisms to prevent networks against DoS attacks but up to the extent when post-quantum adversarial models can crack them.

4) SECURITY FUNCTION EXPLOITS
Quantum-inspired ML offers a wide range of utilities from the functional security point of view in 6G networks. It is evident that from 4G/LTE onwards, several functions are used to ensure the seamless working of the network, which also facilities their security. With quantum-inspired ML, strategies can be built to decide the location and operations of these functions, such as positioning the access control and mobility management entity, offering adaptive radio management, and supporting highly convergent software-defined radio [85]. However, at the same instance, the security of these functions become paramount as an attack on one of the security functions would expose the periphery of all the deployed security functions and reverse operations on the ML could lead to possible information disclosure.

The attacks above are primary threats to quantum-inspired ML for 6G networks. The amount of data replicated across the network would define the extent of harm caused to the users. It is essential to understand the exposure risks of the networks if the security fails. Moreover, these risks would be accompanied by possible remedies that must be in place to limit the impact of the security failures if the underlying
ML algorithms are exposed to cyber-attacks [86]. Here, the considerable challenge would be from the post-quantum adversarial modelling, which would operate with the ideology of affecting the quantum and classical ML for networks.

VI. OPEN RESEARCH ISSUES AND FUTURE DIRECTIONS
This section briefly examines the research challenges and future directions in the development of quantum ML algorithms and their applications in 6G networks.

A. RESEARCH ISSUES
The 5G and beyond 5G networks towards 6G have seen innovative-driven developments recently. There are many challenges to consider while developing 5G requirements on higher data rate, high reliability, ultra-low latency, and security. The deployment of large-scale QC faces many critical issues such as architecture, model optimization, security, and fabrication as quantum computers are envisaged to process and store complex quantum representation states in a single bit. The quantum computers need an extremely low temperature to operate bits and thus, require an accurate process to handle the delicate quantum states. Verification becomes challenging due to the difficulty in measuring the quantum state accurately.

A quantum ML algorithm must be exponentially faster and computationally efficient for complex multi-dimensional than a classical ML algorithm for the same function. This poses the practical design and implementation of a good quantum algorithm as a challenging task. In reality, quantum ML algorithms and their related applications are still in the infant stage, and very little information is known regarding the quantum number of gates and how to implement an quantum ML algorithm in quantum computers. At this theoretical phase, assured fully of its successful complexity integration with classical counterparts and implementations hinges on imbalance to predict the practical processing efficiency between quantum methods and classical computers.

B. FUTURE DIRECTIONS
It is anticipated that this study can be extended into several research directions. Below are some of the selected directions as presented as follows.

1) IN-DEPTH HYBRID QUANTUM ALGORITHM ANALYSIS
This study starts with classical computers and QC, which covers the major issues in different fields. Specifically, a topic like a hybrid algorithm, proposed algorithms that partially run both on quantum computers and classical computers can be further investigated. In areas such as significance, comparative and simulation analysis, the hybrid algorithm would be exciting to explore in the future.

The novel transformation of wireless networks makes 6G technologies significantly different from 5G due to the high degree of heterogeneity characterized by radio access technologies, intelligent communications, network infrastructures, and storage resources [87]. 6G foresees evolving four-tier network architecture expansion by integrating key enabling technologies such as millimetre-wave and quantum communications. Huge data processing in wireless networks is growing tremendously and opens new intelligent enablers for dynamic network environments [88]. By employing QC
techniques, the exponential processing speed and multi-functional global quantum network will be enhanced [89].

2) QUANTUM COMPUTING FOR DRONE NETWORKS AND TRAJECTORY PLANNING
The recent developments of quantum drones and drone-to-satellite connectivity and communications have been anticipated for real-time applications. An in-depth study is required to examine the quantum data processing, techniques, trajectory planning, and algorithms considerably for quantum drones and related networks.

3) QUANTUM-INSPIRED CRYPTO SYSTEM FOR BLOCKCHAIN
The fast progress and ubiquitous applications of QC have exposed the vulnerability of the Grover’s and Shor’s algorithms for future networks. This poses an imminent threat to both public-key cryptography and hash functions on these algorithms, and redesigning methods using a QC approach is needed for quantum-resistant cryptosystems. Further investigations are needed on the potential application of quantum-inspired blockchain transactions. Hence, the quantum-inspired blockchain developers are required to determine quantum key generation approaches to optimize blockchain efficiency, and this would be interesting remarkably for further research attention.

4) QUANTUM-INSPIRED MULTIMEDIA PROCESSING
Quantum image processing is an emerging research area focused on broadening the classical image processing tasks and functions to the QC model. By using the QC technique, several quantum images captured, manipulated, and recovered in different formats would be possible. However, it is anticipated that the quantum entanglement, parallelism, and superposition states would offer improvements in computation processing speed, efficient image and data storage, and guaranteed security.

5) QUANTUM-INSPIRED SATELLITE COMMUNICATIONS
In today’s communication networks, a large amount of data that are transferred through satellites require high processing speedup and ultra-low communication latency [90]. By using quantum communication protocols, the data-driven speed and processing efficiency will effectively improve space communications.

6) QUANTUM-INSPIRED NETWORK OPTIMIZATION FOR IOT APPLICATIONS
The IoT interconnects millions of smart communication devices for ubiquitous applications and services [91]. With massive device connectivity and communications, it becomes indispensable to employ high multi-dimensional accuracy data analysis for achieving an optimal IoT environment. Therefore, novel QC-empowered optimization techniques to maximize data accuracy are needed in a real-time optimized IoT environment application.

7) QUANTUM-INSPIRED SECURED CONNECTED-VEHICULAR COMMUNICATIONS
The key objective of the 6G network is using several promising communication technologies, such as software-defined networking, vehicular networks, multi-user mobile edge, and cloud computing [92]. Supporting a huge number of connected vehicles with innovating 5G advanced technologies poses a tremendous challenge for security, trust, and privacy [93]. Thus, secured communication mechanisms and protocols are fundamentally needed for 5G networks to tackle these security challenges in information sharing and data protection protocols for connected vehicles.

VII. CONCLUSION
This work has extensively reviewed the emerging technologies over QC with ML, 6G technology, classical computers, and quantum ML algorithms. More importantly, several potential applications for quantum ML algorithms have been identified and discussed. Furthermore, this study provides the recent novel applications of quantum-inspired future networks, research challenges and future directions. Therefore, this study provides insights into QC with ML and offers substantial guidelines for the quantum developers and researchers of the next generation of quantum computers and how they transform the quantum ML algorithms into practical applications.
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