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Abstract

Graphene serves critical application and research purposes in various fields. However, fabricating high-quality and large quantities of graphene is time-consuming and it requires heavy human resource labor costs. In this paper, we propose a Machine Learning-based Automatic Graphene Detection Method with Color Correction (MLA-GDCC), a reliable and autonomous graphene detection from microscopic images. The MLA-GDCC includes a white balance (WB) to correct the color imbalance on the images, a modified U-Net and a support vector machine (SVM) to segment the graphene flakes. Considering the color shifts of the images caused by different cameras, we apply WB correction to correct the imbalance of the color pixels. A modified U-Net model, a convolutional neural network (CNN) architecture for fast and precise image segmentation, is introduced to segment the graphene flakes from the background. In order to improve the pixel-level accuracy, we implement a SVM after the modified U-Net model to separate the monolayer and bilayer graphene flakes. The MLA-GDCC achieves flake-level detection rates of 87.09% for monolayer and 90.41% for bilayer graphene, and the pixel-level accuracy of 99.27% for monolayer and 98.92% for bilayer graphene. MLA-GDCC not only achieves high detection rates of the graphene flakes but also speeds up the latency for the graphene detection process from hours to seconds.

1 Introduction

Automatic graphene detection aims to collect the information for the material automatically in order to satisfy the increasing needs for the material from industry and academic research. Graphene is a two-dimensional (2D) honeycomb lattice consisting of a single layer of carbon atoms. This 2D material has been found to have a broad range of applications in recent years, such as material science, physics, and device engineering owing to its unique physical characteristics [26, 19, 39, 5, 27, 24, 21, 43, 20]. Graphene can suspend millions of times its own weight, and is highly thermally conductive so there are limitless research and application purposes. Hence, researchers have been trying to fabricate high-quality and large quantities of graphene flakes in order to meet the high demands. Specifically, for research purposes, many research topics focus on the monolayer and bilayer graphene flakes [5, 28].

In order to obtain high quality 2D materials, research has shown that mechanical exfoliation is the state-of-the-art method [13, 25] to obtain the material for their research purposes. In general, there are three main steps to find and evaluate the thickness of graphene flakes in a research lab. First, graphene flakes are placed on a substrate with a mechanical exfoliation method. Second, the images of graphene flakes on top of the substrate are taken by an optical microscope. Last, after manually identifying the potential regions of interest, in a physics research lab, Raman spectroscopy [31], atomic force microscopy (AFM) [36] and optical microscopy (OM) [13] are the most common methods to manually identify the graphene layers. Due to its heavy dependence on human labor in the device fabrication process, high volume graphene production has been a challenge. In addition to the heavy cost of labor, the quality of the graphene flakes can deteriorate due to exposure to air and dirt. Therefore, in order to ensure the quality of the material, and to reduce the time and the labor costs, accelerating
the fabrication process for the identification of the graphene flakes for making graphene-based devices has been a crucial research topic.

In recent years, many researchers applied artificial intelligence methods in order to identify graphene. [23] applied clustering methods to identify the features and classify monolayer, bilayer and trilayer graphene. [30] developed Mask-RCNN on the optical microscope 2D-material images to detect different materials, such as graphene and hBN, and classify the materials based on their thickness. However, a data-driven clustering analysis method and Mask-RCNN require a large dataset to train an accurate model. [22] implemented U-Net architecture to segment the monolayer and bilayer for both MoS$_2$ and graphene flakes. However, there is room for improvement on the false alarm rates (FAR) and the accuracy. In common segmentation problems, the dataset provides multiple features, and the objects on the images usually have high contrast from the background. However, on the graphene microscopic images, there are limited features, and the pixel values of the background and the graphene flakes may overlap, resulting in high pixel-level FAR. In addition, due to the color shift issues caused by different cameras, the modified U-Net fails to identify the regions of interest in our dataset without color correction.

In order to develop a fast, reliable and autonomous graphene detection method, we propose a Machine Learning-based Automatic Graphene Detection Method with Color Correction (MLA-GDCC). A MLA-GDCC contains a white balance (WB) method, a modified U-Net architecture, and a SVM algorithm to effectively segment the graphene flakes. To resolve the issue of the color shifts caused by different cameras, we apply a WB method to correct the color shifts on the input images. The WB method we implement in MLA-GDCC is the Gray world algorithm [4, 7, 17] which states that the average of all channels to be a gray image. The modified U-Net architecture can effectively segment the images of small datasets. Hence, in MLA-GDCC, the modified U-Net architecture is used to segment the regions of interest including monolayer and bilayer graphene from the background. In order to improve the pixel-level accuracy, MLA-GDCC adds a SVM model as a pixel-level classifier to separate the monolayer and bilayer graphene.

From the experiments, the pixel-level FAR is 0.51% for monolayer graphene and 0.71% for bilayer graphene. The pixel-level accuracy is 99.27% for monolayer graphene and 98.92% for bilayer graphene. By MLA-GDCC, the color shifts caused by the cameras is corrected. The graphene flakes on each image can be identified in seconds to replace the labor-intensive process of finding the graphene flakes manually.

2 Related Works

- **U-Net for Image Segmentation:** The U-Net architecture is one of the popular algorithms for semantic segmentation, otherwise known as pixel-based classification. It can efficiently segment the objects on the images with a very small training dataset. [10, 35, 42, 37, 40] There are various U-Net architectures modified in order to suit the dataset for better training processes. [16, 34, 22] The modified U-Net architecture in MLA-GDCC is designed to segment graphene, a nano-material, from the background. In order for the modified U-Net to accurately detect and classify the objects on the images, multiple features are required. However, due to the features of the graphene dataset having only color pixel values, this is a limitation. Common features such as shapes and textures on the graphene microscopic images are irregular, and thus they cannot be used as features for the modified U-Net. The modified U-Net in our work can segment the regions of interest for our dataset and thus it efficiently blocks the background and the graphene flakes which are not part of the regions of interest. The regions of interest at the output of the modified U-Net contain the monolayer and the bilayer graphene. However, due to the overlapping of the pixel values between the monolayer and the bilayer graphene, simply applying a modified U-Net architecture cannot segment the monolayer and the bilayer graphene. Hence, a SVM is required in our system in order to differentiate the monolayer and bilayer graphene.

- **Pixel-Level Classifiers:** A SVM is a supervised-learning algorithm using classification and regression to find the optimized data classification [3, 33, 38, 6]. A SVM has been used as a pixel-level classifier for object segmentation in images. The authors of [38] presented a color image segmentation method using a pixel-level SVM. Chapelle et al [6] showed that a SVM can generalize well on difficult image classification problems where the only features are high dimensional histograms. In 2014, Sakhthivel et al [23] also proposed that by using a SVM trained by using Fuzzy C-Means (FCM) can effectively segment the color images. Unlike other works, in which datasets provide many trainable features [41, 12, 14, 1]
In our work, the features on the dataset are limited. The shapes and the textures for graphene are not specific and thus we cannot include these two features in our training process. The only feature that we can apply to our training process is the color pixel values of graphene. In order to resolve this issue, we applied the SVM algorithm in MLA-GDCC as an image segmentation method to separate the monolayer and the bilayer graphene flakes from the regions of interest. Although the features in our dataset are very limited, the segmentation results for monolayer and bilayer graphene flakes show a high accuracy and a low FAR with the implementation of the SVM.

3 Machine Learning-based Automatic Graphene Detection Method with Color Correction (MLA-GDCC)

Fig. 1 shows the process of MLA-GDCC. First, we apply a WB method to the original images to correct the color shifts caused by different cameras. Second, the modified U-Net architecture is used to segment the regions of interest from the background in the white-balanced images. Third, a multiplier is implemented to mask the background from the white-balanced images. Last but not least, a SVM is implemented to classify the monolayer and bilayer graphene.

3.1 White Balance Method (WB)

Due to different types of the cameras used by different research groups to capture the graphene images, color shifts can happen on the images. Therefore, we implement a WB correction in the MLA-GDCC method to correct the color shifts. We implement a Gray world algorithm to make the average of all channels a gray image. With the WB correction, models can accurately detect the graphene on the color-shifted microscopic images captured by different cameras.

3.2 Modified U-Net architecture

In order to segment both the single layer and the bilayer graphene flakes from the background more accurately, we modify the traditional U-Net architecture by adding 5 convolutional layers in the decoder to generate more training parameters from the images. The inputs of the modified U-Net are RGB microscopic images of graphene on the SiO$_2$ substrates, and all the input images are resized into 256 x 256 pixels. The outputs of the modified U-Net are the detected masks containing both monolayer and bilayer graphene flakes, which provides pixel-level probability maps for the graphene devices. The output of the modified U-Net is shown in Fig. 2. (b) and (f) in Fig. 2 show the ground truths (GT) of the graphene flakes for both monolayer and bilayer graphene.

We use the weighted binary cross-entropy defined below as the loss for the modified U-Net,

$$L = \frac{1}{N h \cdot w} \sum_{i,j} (k \cdot \bar{y}_{i,j}^{(g)} \log(\bar{y}_{i,j}) + (1 - \bar{y}_{i,j}^{(g)}) \log(1 - \bar{y}_{i,j})), \quad (1)$$

where $i,j$ are the pixel positions on each image, $k$ represents the positive weight. Due to the data imbalance of the number of pixels values between the background and the graphene flakes, positive weight is added here to increase the weight of the positive samples, which are graphene pixel values. $\bar{y}_{i,j}$ is the output of the modified U-Net, $N$ is the number of the images in the dataset, $h$ is the height, $w$ is the width and $y_{i,j}^{(g)}$ is the GT.

$$\bar{y}_{i,j} = \theta(w_{i,j,m,z} \cdot x_{z,m} + b_{i,j}), \quad (2)$$

In Eq. 2 $\theta$ stands for the activation function, here we implement a sigmoid function as the activation function to confine the output values among [0,1]. $w_{i,j,m,z}$ is the weight, $m$ and $z$ are the input dimension indexes, $x_{z,m}$ stands for the input of the neural network, $b_{i,j}$ is the bias.
3.3 SVM: Color Pixels Classifier

A multiplier is implemented to mask the background in the white-balanced images as shown in Fig. 3. Only the regions of interest on the white-balanced images are left at the output of the multiplier. The limited features on the graphene dataset prevent the modified U-Net from classifying the monolayer and the bilayer graphene. Therefore, we use a SVM to identify and classify the monolayer and bilayer graphene flakes more accurately. SVM is a machine learning algorithm used to find the hyper-plane based on the dataset characteristics, this algorithm aims to maximize the margin of the hyper-plane and the data points in a linear or a nonlinear case.

A SVM has two criterias including the empirical error minimization and the control of model complexity. With the two criteria, the cost function of the model can be minimized. The empirical error minimization reduces the errors during the training to optimize the training result. The control of the model complexity can prevent overfitting by controlling the flexibility of the function. The pixel intensity indicates the number of layers of the graphene flakes.

Here we extract the RGB pixel values separately and assign the pixel values to the corresponding label $y_{i,j}$ indicating the layers of the graphene flakes. The features for the SVM algorithm include the mean values RGB pixel values and the mean RGB pixel values of the mode background pixel values. By using the detection masks from the U-Net, we use the histogram to select the peak value of the background for each R, G and B channel. Next, we average the three background RGB pixel values to obtain the mean RGB pixel value as one of the two features for the SVM algorithm. Since different images are composed of different mean pixel values, choosing the background pixel value as one of the features is necessary to allow the SVM to identify the graphene flakes more accurately.

Given by the input dataset $x$, the discriminant function for a linear SVM can be defined by

$$f(x) = \sum_{i=1}^{N} w \langle x, x_i \rangle + b,$$  \hspace{1cm} (3)

where $\omega$ is a vector normal to the hyper-plane and $b$ is a bias constant. However, the linear SVM cannot find the optimized hyper-plane for the graphene flake classification. According to the Cover’s theorem [8], we can adopt a nonlinear SVM to map $x$ onto the higher dimensional space with the nonlinear mapping function, $\phi(x)$. Therefore, the discriminant function for nonlinear SVM can be written as

$$f(x) = \sum_{i=1}^{N} y_i \langle \phi(x), \phi(x_i) \rangle + b,$$  \hspace{1cm} (4)

where $y_i$ is the label of the training pattern $x_i$, and $N$ is the total number of training samples. The discriminate function in Eq.4 is derived by minimizing the cost function defined as follows

$$C(\omega, \beta_i) = \frac{1}{2} ||w^2|| + p \sum_{i=1}^{N} \beta_i,$$  \hspace{1cm} (5)

where $\beta_i$ denotes the distance to the correct margin $\beta_i \geq 0$. with the constraints are as follows:

$$\beta_i \geq 1 - y_i [\omega \cdot \phi(x_i) + b], \hspace{0.5cm} i = 1, 2, ..., N$$  \hspace{1cm} (6)

where

$$\beta_i \geq 0 \hspace{0.5cm} \text{and} \hspace{0.5cm} C > 0$$  \hspace{1cm} (7)

where $p$ is the regularization parameter, and $\beta_i$ are non-negative slack variables which are used to resolve the noisy and nonlinearly separable data.

And thus the decision function becomes

$$g(x) = sgn[f(x)]$$  \hspace{1cm} (8)

According to the Mercer’s theorem [9, 15] the inner product in Eq.3 can be replaced by a Kernel function that is chosen for the dataset distribution.

$$\langle \phi(x), \phi(x_i) \rangle = K(x_i, x_j)$$  \hspace{1cm} (9)
With the replacement of the Kernel function as shown in Eq. 9, we can rewrite the discriminate function as the following equation:

\[ f(x) = \sum_{i=1}^{N} \alpha_i \omega_i K(x, x_i) + b, \]  

(10)

where \( K(x, x_i) \) represents the Kernel function. In our case, we select Gaussian Kernel to fit our dataset. The Gaussian Kernel can be defined as follows:

\[ K(x_i, x_j) = \exp\left(-\frac{||x_i - x_j||^2}{2\sigma^2}\right) \]  

(11)

With the implementation of the SVM algorithm, we can discriminate two classes in our dataset. The two classes here are the monolayer and bilayer graphene mean RGB pixel values. The SVM algorithm does not require a lot of training data. Although the training dataset is small, which in our case is 246 images, the model achieves high detection rates of the monolayer and bilayer graphene flakes.

4 Experiments

4.1 Datasets and Implementation Environments

The dataset in this work is the graphene microscopic images obtained using mechanical exfoliation on top of the SiO\(_2\)/Si wafers. The dataset includes 246 images for training and 57 images for testing. The height and width of the images are both 256 pixels. The GTs are labeled manually by the authors using labelbox.com. The GPU which is used to train the models in our work is a single 12GB NVIDIA Tesla K80 GPU.

4.2 Evaluation Metrics

We apply the evaluation metrics of Eqs. 12-16 to evaluate the results from the SVM. In the equations, P stands for graphene pixels and N stands for background pixels for the pixel-level evaluation metrics. For the flake-level DR, TP stands for graphene flakes correctly detected, and FN stands for graphene flakes failed to be detected by the model.

\[ \text{Precision}(\%) = \frac{TP}{TP + FP}. \]  

(12)

\[ \text{F1 score}(\%) = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}. \]  

(13)

\[ \text{Recall}(\%) = \frac{TP}{TP + FN}. \]  

(14)

\[ \text{Accuracy}(\%) = \frac{TP + TN}{TP + FN + TN + FP}. \]  

(15)

\[ \text{False alarm rate}(\%) = \frac{FP}{FP + TN}. \]  

(16)
4.3 The Accuracy of MLA-GDCC

The training process of the modified U-Net is 450 epochs, with a learning rate of 0.001, and the positive weight $k$ of 200. We adopt the Adam optimizer [18] for training the modified U-Net. The modified U-Net is used to separate the graphene flakes from the background. The pixel-level detection rate of the modified U-Net on the test dataset is 97%, and the false alarm rate of the modified U-Net is 3%.

We also compare the receiver operating characteristic (ROC) curves of the U-Net with and without the additional 5 layers in Fig. 4. At the knee point of the curves we observe an improvement of the implementation of the additional 5 convolutional layers added to the decoder. The detection rate at the knee point is increased compared to the U-Net architecture. With a higher detection rate at the output using the modified U-Net, we achieved an improvement of up to 0.7% in a detection rate of the modified U-Net compared to the original U-Net.

A multiplier is used to multiply the detected masks and the original images. Therefore, at the output of the multiplier, the detected masks cover the background and only the graphene regions of interest are left. The output from the multiplier are the input for the SVM. With the implementation of the SVM algorithm, the monolayer and the bilayer graphene can be separated at the output of the SVM, as shown in Fig. 5. The flake-level detection rates are 87.09% for monolayer and 90.41% for bilayer graphene.

The pixel-level evaluation metrics for MLA-GDCC calculated using from Eq. 12 to Eq. 15 can be found in Table 1. The precision is 51.01% for monolayer and 70.37% for bilayer graphene. The F1 score is 59.03% for monolayer and 75.38% for bilayer graphene. The recall or detection rate is 70.05% for monolayer and 81.16% for bilayer graphene. The accuracy is 99.27% for monolayer and 98.92% for bilayer graphene.

4.4 Ablation Study of White Balance Method

With the implementation of the Gray world algorithm, the results show that the SVM model can detect the graphene flakes and identify the layers with high detection rates. The detection results of the color-shifted images are shown in Fig. 6 and Fig. 7. In both Fig. 6 and Fig. 7, part (a) shows the images shifted with different numbers of pixel values in the blue channel. Part (b) shows the application of the Gray world algorithm on the images in part (a). Part (c) shows the output from the MLA-GDCC. The numerical results from the output of the MLA-GDCC can be found in Table 2. We use the numerical results in Table 2 to plot Fig. 8 and demonstrate the detection rates with different shifted pixel values of the original images. With the WB correction applied to the color-shifted images, the MLA-GDCC remains at high detection rates. The result shows how the robustness and the reliability of the color correction method applied in the MLA-GDCC can deal with the potential color-shift caused by different cameras.

5 Conclusions

In this paper, a MLA-GDCC method is introduced to automatically, precisely and rapidly classify monolayer and bilayer graphene flakes. With the implementation of the Gray world algorithm, the color shifts on the microscopic images caused by different cameras are resolved. We implement a modified U-Net architecture and a SVM algorithm to achieve high detection rates of graphene flakes on the microscopic images. The MLA-GDCC allows us to segment the graphene layers with high flake-level detection rates of 87.09% for monolayer and 90.41% for bilayer graphene, and high pixel-level accuracy of 99.27% for monolayer and 98.92% for bilayer graphene.
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![Figure 1: Complete process of the MLA-GDCC.](image-url)
Figure 2: (a) and (e) are the original images. (b) and (f) are the GT masks. (c) and (g) are the outputs from the modified U-Net architecture. (d) and (h) are the outputs from the modified U-Net architecture with a threshold.

Table 1: Pixel-level evaluation metrics

|            | precision(%) | F1 score(%) | recall(DR)(%) | accuracy(%) |
|------------|--------------|-------------|---------------|-------------|
| Monolayer  | 51.01        | 59.03       | 70.05         | 99.27       |
| Bilayer    | 70.37        | 75.38       | 81.16         | 98.92       |

Table 2: Flake-level detection rates changing with the shifted pixel values

| Shifted pixel values | -25 | -20 | -15 | -10 | -5  | 0   | 5   | 10  | 15  | 20  | 25  |
|---------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Monolayer DR(%)     | 82.25 | 82.25 | 85.48 | 87.09 | 87.09 | 87.09 | 87.09 | 87.09 | 87.09 | 87.09 | 82.25 |
| Bilayer DR(%)       | 93.15 | 91.78 | 91.78 | 91.78 | 90.41 | 90.41 | 90.41 | 83.56 | 80.82 | 78.08 | 72.6 |

Table 3: Pixel-level detection rates and false alarm rates changing with the shifted pixel values

| Shifted pixel values | -25 | -20 | -15 | -10 | -5  | 0   | 5   | 10  | 15  | 20  | 25  |
|---------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Monolayer DR(%)     | 62.45 | 63.7 | 65.31 | 67.08 | 67.75 | 70.05 | 71.33 | 72.49 | 71.4 | 68.07 | 59.89 |
| Bilayer DR(%)       | 81.63 | 81.11 | 80.92 | 81.4  | 80.81 | 81.16 | 80.15 | 74.32 | 74.54 | 68.55 | 66.46 |
| Monolayer FAR(%)    | 0.41  | 0.45  | 0.47  | 0.48  | 0.51  | 0.51  | 0.56  | 0.68  | 0.7   | 0.77  | 0.8  |
| Bilayer FAR(%)      | 0.75  | 0.73  | 0.66  | 0.72  | 0.71  | 0.71  | 0.69  | 0.68  | 0.74  | 0.76  | 0.76 |
Figure 3: (a)-(d) are the original images. (e)-(h) are the GT masks. (i)-(l) are the outputs from the modified U-Net. (m)-(p) are the outputs from the multiplier.
Figure 4: ROC comparison between the U-Net and the modified U-Net architecture.
Figure 5: (a)-(d) are the original images. (e)-(h) are the ground truth images of the monolayer graphene. (i)-(l) are the ground truth images of the bilayer graphene. (m)-(p) are the detected monolayer(green area) and bilayer(red area) graphene.
Figure 6: (a) shows the original images with the pixel values in the blue channel subtracted with the corresponding values on the images. (b) shows the images after applying white balance on (a). (c) shows the detection results from the SVM.

Figure 7: (a) shows the original images with pixel values in the blue channel added with the corresponding values on the images. (b) shows the images after applying white balance on (a). (c) shows the detection results from the SVM.
Figure 8: Detection rates of the input images shifted with different pixel values.