ABSOLUTE CONTINUITY OF THE IN Variant MEASURE IN PIECEWISE DETERMINISTIC MARKOV PROCESSES HAVING DEGENERATE JUMPS

E. LÖCHERBACH

Abstract. We consider piecewise deterministic Markov processes with degenerate transition kernels of the house-of-cards-type. We use a splitting scheme based on jump times to prove the absolute continuity, as well as some regularity, of the invariant measure of the process. Finally, we obtain finer results on the regularity of the one-dimensional marginals of the invariant measure, using integration by parts with respect to the jump times.

1. Introduction

We consider an interacting particle system $X_t = (X^1_t, \ldots, X^N_t)$ taking values in $\mathbb{R}^N$ and solving, for $t \geq 0$,

$$X_t = X_0 + \int_0^t b(X_s)ds + \sum_{i=1}^N \int_0^t \int_0^\infty a_i(X_{s-})1_{\{z \leq f_i(X_{s-})\}}N^i(ds, dz).$$

Here, $N^i(ds, dz), 1 \leq i \leq N$, are independent Poisson random measures on $\mathbb{R}_+ \times \mathbb{R}_+$ having intensity measure $dsdz$ each. The function $b : \mathbb{R}^N \to \mathbb{R}^N$ is a smooth drift function, and for each $1 \leq i \leq N$, $a_i : \mathbb{R}^N \to \mathbb{R}^N$ are jump functions, and $f_i : \mathbb{R}^N \to \mathbb{R}_+$ jump rate functions. The infinitesimal generator of the process $X$ is given for any smooth test function $g : \mathbb{R}^N \to \mathbb{R}$ by

$$Lg(x) = \sum_{i=1}^N f_i(x) [g(x + a_i(x)) - g(x)] + \langle \nabla g(x), b(x) \rangle.$$

We work under the assumption that there exists a unique non-explooding solution to (1.1) which is recurrent in the sense of Harris having a unique invariant probability measure $m$. 
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The aim of the present paper is to study the smoothness of the invariant measure $m$ of this particle system in the case of degenerate transitions which are of the form

$$
\begin{pmatrix}
  x^1 + a^1_i(x) \\
  \vdots \\
  x^{i-1} + a^{i-1}_i(x) \\
  0 \\
  x^{i+1} + a^{i+1}_i(x) \\
  \vdots \\
  x^N + a^N_i(x)
\end{pmatrix} \leftarrow \text{coordinate } i,
$$

for $x = (x^1, \ldots, x^N) \in \mathbb{R}^N$. This means that a jump of particle $i$ leads to a reset of this particle’s position to 0 and gives an additional $a^j_i(x)$ to any other particle $j$. We call such processes house-of-cards-like interacting particle systems. Systems of this type are good models for systems of interacting neurons as introduced by Galves and Löcherbach (2016) [17], see also Duarte and Ost (2016) [14] and Hodara et al. (2016) [18].

Notice that (1.1) is a Piecewise Deterministic Markov process (PDMP) in the sense of Davis (1993) [12]. The process evolves according to the deterministic flow $\gamma_{s,t}(x)$ solution of

$$
\gamma_{s,t}(x) = x + \int_s^t b(\gamma_{s,u}(x))du, s \leq t,
$$

between successive jumps, and the only randomness is given by the random jump times and the choice of the (random) positions of the process right after the jump. The jump rate of the process depends on the configuration of the process and is given by $\bar{f}(x) = \sum_{i=1}^N f_i(x)$. The transition kernel $Q(x, dy) = \sum_{i=1}^N f_i(dy) \delta_{x+a_i(x)}(dy)$ is (partly) degenerate if the jumps are governed by transitions as described in (1.3); indeed, in this case, not only transitions do not create density, but they even destroy density for the particles that jump – which are reset to 0. As a consequence, we are in a very singular scheme here.

Invariant measures and densities of PDMP’s or more generally of jump processes have been widely studied in the literature. An overwhelming number of articles is devoted to the study of the regularity of the transition semi-group, i.e. the study of the existence and regularity of a transition density. For this purpose, the Malliavin calculus for processes with jumps has been developed, using the regularity both created by the jump amplitudes or the jump times. We refer to the by now classical studies of Bichteler, Gravereaux and Jacod (1987) [6], Bismut (1983) [8], Carlen and Pardoux (1990) [9], Denis (2000) [13] and Picard (1996) [21]. These papers deal with a much wider class of models including infinite jump activity and degenerate jump measures (in the sense that jumps do not create density).

Concerning more specifically the world of PDMP’s which are models having a finite jump activity depending on state space, only few results on the regularity of the associated semi-group are available. Fournier (2002) [15] exploits some monotonicity properties of the jumps – but this monotonicity is not present in our situation, since transitions of the kind (1.3) are inherently non-monotone. Concerning the invariant measure of PDMP’s in an abstract frame, we refer the reader to Costa and Dufour (2008) [11] for a general study of the stability properties of PDMP’s. Regarding the regularity of the invariant measure in PDMP models, in most cases this study is based on the amplitude of the jumps, i.e. on some smoothness created by the transition kernel. This approach has been used e.g. by Biedrzycka and Tyran-Kaminska (2016) [7] in the case where the transition kernel transports Lebesgue absolute continuity. An approach based on the jump times has been followed by Benaim et al. (2015) [5], but
in the very specific situation of randomly switching systems of ODE’s without jumps in the spatial variable.

All these methods cannot be applied in our model, at least not directly. The main reason for this is the fact that not only the jumps do not create smoothness, but that they destroy it partially. The fact that the transition kernel is not creating Lebesgue density implies that we have to use the noise present in the jump times. In this sense we are close to Carlen and Pardoux (1990) \[9\] or also to Bally and Clément (2010) \[3\]. Finally we have also been inspired by the approach proposed by Coquio and Gravereaux (1992) \[10\]: They study the smoothness of the invariant measure of Markov chains, based on Malliavin calculus. In all these papers, preservation of smoothness is assumed in the sense that – once created – smoothness will not be destroyed again by the transition kernel. There is no such preservation of smoothness in our model.

To resume, we are facing a very singular situation where the only way of creating smoothness is by using the jump times and where transitions destroy accumulated smoothness partially.

The present article gives conditions implying that the invariant measure of the process possesses a Lebesgue density. Moreover we study conditions under which this density is smooth. In Section 2 we show how a good succession of jumps, characterized by a good order in which successive particles jump, can lead to the creation of Lebesgue density in \( \mathbb{R}^N \) (compare to Definition 1). In a typical house-of-cards-like interacting particle system, a good order is given if first the first particle jumps, then the second, then the third, and so on. As a consequence, a good succession of jumps does not happen all the time and is a rather rare event. However, due to Harris recurrence, it is sufficient that this event has strictly positive probability. Then a regenerative argument (inspired by the well-known technique of Nummelin splitting) allows to deduce the following: There exists a stopping time \( R \) which is finite almost surely, such that the position \( X_R \) of the process at the stopping time possesses a smooth Lebesgue density (see Theorem 3 and Corollary 2). This result is achieved by using a change of variables based on the jump times.

The most important point is then to study how this smoothness is transported by the dynamics. Already the next jump of, say, particle \( i \) destroys the smoothness in direction of \( e_i \), the \( i \)-th unit vector of \( \mathbb{R}^N \). The main idea is to show that this destruction of density in direction of \( e_i \) can be counter-balanced by the creation of density due to the next jump time. Loosely speaking, the exponential density of the next jumping time may create density in direction of \( e_i \) — under suitable conditions on the deterministic flow. The technical details are given in Theorem 7, the main ingredient is a simple change of variables using the coarea formula.

The principal application we have in mind is given by systems of interacting neurons as in \[14\], \[17\] and \[18\]. For these systems, it can be shown that our strategy works and that the system possesses an invariant probability measure which is absolutely continuous with respect to the Lebesgue measure. It is in \[14\] that good successions of jumps have been introduced to create Lebesgue density in view of proving the Harris recurrence of the process.

The idea of using favorable noise which is eventually created by the system, coupled to the Harris recurrence and based on a regeneration approach, goes back to the work of Poly (2012) \[22\], compare to his Theorem 1.1 and his Remark 1.3. The main difference with his work is that he also imposes the preservation of smoothness property for the transition kernel. Using splitting methods to create noise has also been applied in Bally and Rey (2015) \[4\], however in a different context.

Once we have obtained a Lebesgue density of the invariant measure, it is natural to ask for further smoothness properties. This is the content of Section 3.7 where we discuss the smoothness of the invariant density in systems where the only interactions between particles are given by the jumps. If
we dispose of a good control of the balance between the explosion rate $e^{Bt}$ of the inverse flow as time tends to infinity and the survival rate $e^{-\int_0^t f(\gamma_s(x))ds}$, see Theorem 9, then we obtain regularity of the invariant density up to some order which is given by the balance of these two rates. In particular, the invariant density will not be $C^\infty$ in general, even if all coefficients of the system are supposed to be smooth.

A second part of the paper is devoted to the study of the marginal density of a single particle in the invariant regime. By using an integration by parts formula with respect to the jump times, we obtain Theorem 5 which shows that the marginal density of a single particle in the invariant regime inherits the smoothness properties of the jump rate functions $f_i$ and of the drift function $b$, locally on a set of positions which are far from the equilibria of the flow and far from 0.

Our paper is organized as follows. In Section 2 we state our main assumptions, establish a useful relation with the invariant measure of the jump chain associated to the process – the positions of the process just before jumping – and give our regularity result concerning the invariant measure of a single particle in Theorem 5. The proof of this theorem is given in the Appendix. Section 3 is devoted to the study of the invariant measure of the whole particle process. We start by introducing skeletons for the jump chain, study its derivatives with respect to the successive jump times, introduce the notion of a good succession of jumps in Definition 1 and introduce the splitting procedure in Sections 3.4 and 3.5. An application of the coarea formula allows to prove the Lebesgue absolute continuity of the invariant measure (Theorem 7 in Section 3.6). Finally, in Section 3.7 and particularly in Theorem 9, we discuss the regularity properties of the invariant density.

2. Main assumptions and regularity of marginals

2.1. The dynamics. We consider $N$ independent Poisson random measures $N^i(ds,dz), 1 \leq i \leq N,$ on $\mathbb{R}_+ \times \mathbb{R}_+$ having intensity measure $dsdz$ each and study the piecewise deterministic Markov process (PDMP) $X_t = (X^1_t, \ldots, X^n_t)$ taking values in $\mathbb{R}^N$ and solving, for $t \geq 0$,

$$X_t = X_0 + \int_0^t b(X_s)ds + \sum_{i=1}^N \int_0^t \int_0^{\infty} a_i(X_{s-})1_{\{z \leq f_i(X_{s-})\}}N^i(ds,dz).$$

The coefficients of this system are the drift function $b : \mathbb{R}^N \rightarrow \mathbb{R}^N$ and for each $1 \leq i \leq N$, jump functions $a_i : \mathbb{R}^N \rightarrow \mathbb{R}^N$ and jump rate functions $f_i : \mathbb{R}^N \rightarrow \mathbb{R}_+$, satisfying (at least) the following assumption.

**Assumption 1.**
1. $a_i : \mathbb{R}^N \rightarrow \mathbb{R}^N, 1 \leq i \leq N,$ are measurable.
2. $f_i, 1 \leq i \leq N,$ are Lipschitz continuous such that $f_i(x) > 0$ for all $x$ and all $i$.
3. $b : \mathbb{R}^N \rightarrow \mathbb{R}^N$ is Lipschitz continuous and of linear growth.

As a consequence of item 3. of the above assumption, we may introduce the deterministic flow $\gamma_{s,t}(v) = (\gamma^1_{s,t}(v), \ldots, \gamma^N_{s,t}(v))$, solution of

$$(2.4) \quad \gamma_{s,t}(x) = x + \int_s^t b(\gamma_{u,t}(x))du, \ 0 \leq s \leq t,$$

for any starting configuration $x \in \mathbb{R}^N$. This flow exists on $0 \leq s \leq t < \infty$, due to the linear growth condition imposed on $b$. 
In most of the cases we will impose that \( \sup_x \sup_{x \in \mathbb{R}^N} f_i(x) < \infty \) implying that there is no accumulation of jumps in finite time. As a consequence, there exists a unique non-exploding solution to (1.1) for any starting configuration \( X_0 = x \). \(^1\)

We write
\[
\Delta_i(x) := x + a_i(x),
\]
for the configuration of the process after a jump of particle \( i \). Moreover, we introduce the short hand notation
\[
\bar{f}(x) = \sum_{i=1}^{N} f_i(x)
\]
which is the total jump rate of the system, when it is in configuration \( x \). We suppose that

**Assumption 2.** For all \( x \in \mathbb{R}^N \),
\[
\int_{0}^{\infty} \bar{f}(\gamma_s(x))ds = \infty;
\]
implies that the process will jump infinitely often almost surely.

Let \( T_0 = 0 < T_1 < T_2 \ldots < T_n < \ldots \) be the successive jump times of the process, defined by
\[
T_{n+1} = \inf\{t > T_n : X_t \neq X_{t-}\}, n \geq 0.
\]
We introduce the jump measure
\[
\mu(ds, dy, dz) = \sum_{n \geq 1} 1\{t_n < \infty\} \delta(t_n, X_{t_n}, \ldots, X_{t_n})(dt, dy, dz).
\]
By our assumptions, \( \mu \) is compensated by \( \nu(ds, dy, dz) = \sum_{i=1}^{N} f_i(X_s)ds\delta_{X_s}(dy)\delta_{\Delta_i(X_s)}(dz) \).

Finally, we impose the following condition.

**Assumption 3.** The process \( X \) is recurrent in the sense of Harris, with invariant probability measure \( m \); i.e. for any \( O \in \mathcal{B}(\mathbb{R}^N) \) with \( m(O) > 0 \), we have \( P_x \)-almost surely, \( \limsup_{t \to \infty} 1_O(X_t) = 1 \), for any \( x \in \mathbb{R}^N \). Moreover, we suppose that \( \int f_i(x)m(dx) < \infty \) for all \( 1 \leq i \leq N \), i.e. the total jump rate is integrable with respect to the invariant measure.

**Remark 1.** The purpose of the present paper is not to establish recurrence conditions ensuring that Assumption 3 holds. We refer the reader to Costa and Dufour (2008) \( [11] \) for a general treatment of the stability properties of PDMP’s and to Duarte and Ost (2015) \( [14] \) or to Hodara et al. (2016) \( [18] \) for examples of processes that follow our model assumptions, which are systems of interacting neurons where the Harris recurrence has been proven. \(^1\)

\(^1\)Of course, a finer study of conditions ensuring the existence of a non-exploding solution to (1.1) can be conducted, but this is outside the scope of the present paper.
Proposition 1. Grant Assumptions 1–3.

by preliminary considerations. Let An associated Markov chain and its invariant measure.

2.2. In other words, a jump of the particle \(i\) leads to a reset of particle \(i\) to the position 0, and raises the positions of the other particles \(j, j \neq i\), to the new position \(x^j + a_i(x)^j = \Delta_i(x)\). We call such processes house-of-cards-like interacting particle systems.

In this case, the transition kernel associated to the jumps of system

\[
Q(x, dy) = \mathcal{L}(X_{T_i} | X_{T_i-} = x)(dy) = \sum_{i=1}^{N} \frac{f_i(x)}{f(x)} \delta_{\Delta_i(x)}(dy)
\]

is degenerate since the \(i\)-th component \((x + a_i(x))^i = \Delta_i(x) = 0\) for all \(x\).

2.2. An associated Markov chain and its invariant measure. We start with some simple preliminary considerations. Let \(Z_k = X_{T_k-}, k \geq 1\), be the jump chain. Then the following holds.

**Proposition 1.** Grant Assumptions (Z) \(k\) is Harris recurrent with invariant measure \(m^Z\) given by

\[
m^Z(g) = \frac{1}{m(\bar{f})} m(\bar{f}g),
\]

for any \(g: \mathbb{R}^N \to \mathbb{R}\) measurable and bounded.

**Proof.** Let \(g\) be a bounded test function. It is sufficient to prove that \(\frac{1}{n} \sum_{k=1}^{n} g(Z_k) \to m^Z(g)\) as \(n \to \infty\), \(P_x\)-almost surely, for any fixed starting point \(x\). But

\[
\frac{1}{n} \sum_{k=1}^{n} g(Z_k) = \frac{1}{n} \sum_{k=1}^{n} g(X_{T_k-}),
\]

and, putting \(N_t = \sup\{n : T_n \leq t\}\),

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} g(X_{T_k-}) = \lim_{t \to \infty} \frac{1}{N_t} \sum_{k=1}^{N_t} g(X_{T_k-}) = \lim_{t \to \infty} \frac{1}{N_t} \int_0^t \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} g(y) \mu(ds, dy, dz).
\]

By the ergodic theorem, \(N_t/t \to \int \bar{f}(x)m(dx) = m(\bar{f})\), and this convergence holds almost surely. Moreover,

\[
\frac{1}{t} \int_0^t \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} g(y) \mu(ds, dy, dz) = \frac{1}{t} M_t + \frac{1}{t} \int_0^t \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} g(y) \nu(ds, dy, dz),
\]

where \(M_t = \int_0^t \int \bar{f}(y)[\mu(ds, dy, dz) - \nu(ds, dy, dz)]\). Then \(M_t\) is in \(\mathcal{M}_{loc}^{2,d}\), the set of all locally square integrable purely discontinuous martingales, with predictable quadratic covariation process

\[
< M >_t = \int_0^t g^2(X_s) \bar{f}(X_s) ds
\]
where
\[
\frac{< M >}{t} \to m(g^2\tilde{f})
\]
almost surely, as \( t \to \infty \). By the martingale convergence theorem, see e.g. Jacod-Shiryaev (2003) [19], \( t^{-1/2}M_t \) converges in law to a normal distribution. As a consequence, \( M_t/t \to 0 \) almost surely.

We now treat the second term in (2.8). By the ergodic theorem for integrable additive functionals,
\[
\frac{1}{t} \int_0^t \int_{\mathbb{R}^N} g(y)\nu(ds, dy, dz) = \frac{1}{t} \int_0^t g(X_s)\tilde{f}(X_s)ds \to m(\tilde{f}g),
\]
and this finishes the proof. □

As a consequence of the above proposition, to prove the absolute continuity of \( m \), it is sufficient to show that the invariant measure \( m_Z \) of the chain \((Z_k)_k \) is absolutely continuous with respect to the Lebesgue measure.

We first obtain a useful representation formula for \( m \) from the above proposition. Introduce
\[
e(x, t) = e^{-\tilde{f}(\gamma_t(x))ds},
\]
which is the survival rate of the process starting from position \( x \).

**Proposition 2.** Let \( g: \mathbb{R}^N \to \mathbb{R} \) be a bounded test function. Then
\[
m(g) = \sum_{i=1}^N \int_{\mathbb{R}^N} m(dx)f_i(x) \int_0^\infty e(\Delta_i(x), t)g(\gamma_t(\Delta_i(x)))dt.
\]

**Proof.** We have by the relation between \( m^Z \) and \( m \),
\[
m(g) = m(\tilde{f})E_{m^Z}(g(Z_n)\frac{1}{\tilde{f}(Z_n)}).
\]
We use that \( m^Z = \mathcal{L}(X_{T_2^-}|X_{T_1^-} \sim m^Z) \). Then we obtain
\[
m(g) = m(f)m^Z(g(Z_n)\frac{1}{\tilde{f}(Z_n)}) = \int_{\mathbb{R}^N} \tilde{f}(x)m(dx) \int_{\mathbb{R}^N} Q(x, dy) \int_0^\infty \tilde{f}(\gamma_t(y))e^{-\int_0^t \tilde{f}(\gamma_s(y))ds}g(\gamma_t(y))\frac{1}{\tilde{f}(\gamma_t(y))}dt
\]
\[
= \sum_{i=1}^N \int_{\mathbb{R}^N} m(dx)f_i(x) \int_0^\infty e(\Delta_i(x), t)g(\gamma_t(\Delta_i(x)))dt.
\]
□

As a corollary of the above representation, we deduce that the invariant measure of the process is absolutely continuous if \( N = 1 \), i.e. in the one-dimensional case.

**Corollary 1.** Grant Assumptions [1] [2] and [3]. Suppose that \( N = 1 \) and moreover that \( b \) is one times differentiable, having a bounded derivate. Then \( m \) is absolutely continuous with respect to the Lebesgue measure on \( A := \{x : b(x) \neq 0\} \), having a continuous density on \( A \).
Proof. Suppose that $A \neq \emptyset$ (otherwise, we do not have to prove anything), and let $g$ be a smooth test function having compact support included in $\{ x : |b(x)| \geq \varepsilon \} \subset A$, for some fixed $\varepsilon > 0$. We obtain

\[ m(g') = \int_{\mathbb{R}} m(dx)f(x) \int_{0}^{\infty} e(\Delta(x), t) \frac{e(\Delta(x), t)}{b(\gamma_1(\Delta(x)))} \frac{d\gamma_1(\Delta(x))}{dt} dt = \int_{\mathbb{R}} m(dx)f(x) \int_{0}^{\infty} \frac{e(\Delta(x), t)}{b(\gamma_1(\Delta(x)))} \frac{d}{dt} \left( g(\gamma_1(\Delta(x))) \right) dt, \]

where $\Delta(x) = x + a(x)$. Integration by parts yields that

\[ \int_{0}^{\infty} \frac{e(\Delta(x), t)}{b(\gamma_1(\Delta(x)))} \frac{d}{dt} \left( g(\gamma_1(\Delta(x))) \right) dt = \left[ \frac{e(\Delta(x), t)}{b(\gamma_1(\Delta(x)))} g(\gamma_1(\Delta(x))) \right]_{0}^{\infty} - \int_{0}^{\infty} \frac{d}{dt} \left( \frac{e(\Delta(x), t)}{b(\gamma_1(\Delta(x)))} \right) g(\gamma_1(\Delta(x))) dt. \]

Due to the support property of $g$ and of the fact that $e(\Delta(x), \infty) = 0$, by Assumption 2 the left hand side equals

\[ L = - \frac{g(\Delta(x))}{b(\Delta(x))}, \]

and the right hand side

\[ R = \int_{0}^{\infty} e(\Delta(x), t) \left[ \frac{f(\gamma_1(\Delta(x)))}{b(\gamma_1(\Delta(x)))} + \frac{b'(\gamma_1(\Delta(x)))}{b(\gamma_1(\Delta(x)))} \right] g(\gamma_1(\Delta(x))) dt. \]

Write $S_g$ for the support of $g$. Since $|b(\cdot)| \geq \varepsilon$ on $S_g$, we can upper bound

\[ |L| \leq \frac{\|g\|_\infty}{\varepsilon} \quad \text{and} \quad |R| \leq \sup_{x \in S_g} \left( \frac{f(x) + |b'(x)|}{\varepsilon} \right) \|g\|_\infty \int_{0}^{\infty} e(\Delta(x), t) dt. \]

Coming back to (2.13), we obtain

\[ |m(g')| \leq C(\varepsilon) \|g\|_\infty \left( 1 + \int_{\mathbb{R}} m(dx)f(x) \int_{0}^{\infty} e(\Delta(x), t) dt \right) = 2C(\varepsilon) \|g\|_\infty, \]

since $\int m(dx)f(x) \int_{0}^{\infty} e(\Delta(x), t) dt = m(1) = 1$. It is well known that (2.14) implies the existence of a continuous Lebesgue density of $m$ locally on $A$, see e.g. Theorem 8 of Bally and Caramellino (2011) 2.

Of course, in the multidimensional case, the above approach does not apply any more, since the noise present in single jump event is not enough to generate $N$-dimensional noise in any direction of the space. We will show in Section 3 below how to use $N$ successive jump times in order to create a Lebesgue density also in dimension $N$. But before doing so, we continue the above investigation and show how to obtain at least some regularity properties of the invariant density of a single particle within the configuration, based on the noise within the jump times.

2.3. Smoothness of the invariant density of a single particle. We exploit (2.11) to prove the regularity of the invariant density of a single particle when the whole system evolves in dimension $N$. This regularity will be expressed explicitly depending on the smoothness of the underlying jump rate functions $f_i$ and the underlying drift vector $b$. We work under the following additional assumptions.

**Assumption 4.** 1. “No interactions in the flow” : The drift vector is given by $b(x) = \tilde{b}(x^1), \ldots, \tilde{b}(x^N)$ where $\tilde{b} : \mathbb{R} \to \mathbb{R}$ is at least one times differentiable having a bounded derivative.

2. The jump functions are given by $a_i(x) = (a_i^1(x^1), \ldots, a_i^{i-1}(x^{i-1}), -x^i, a_i^{i+1}(x^{i+1}), \ldots, a_i^N(x^N))$, for
all $1 \leq i \leq N$, where all $a_i^j : \mathbb{R} \to \mathbb{R}$ are infinitely differentiable having bounded derivatives of any order. Moreover, for all $i \neq j$, $\mathbb{R} \ni v \to \Delta_i^j(v) := v + a_i^j(v)$ is invertible with

$$\inf_{v \in \mathbb{R}} \frac{d\Delta_i^j(v)}{dv} \geq a > 0$$

Finally, we suppose that

$$A := \max_{i \neq j} \sup_{k \geq 0} v \in \mathbb{R} \left| \frac{d^k a_i^j(v)}{dv^k} \right| < \infty.$$  

3. For all $1 \leq i \leq N$, $f_i(x) = f_i(x^t)$, for all $x \in \mathbb{R}^N$.

In this case, we can introduce the marginal flow for any single particle which is given by $\tilde{\gamma}_{s,t}(v) \in \mathbb{R}$, for $0 \leq s \leq t$, solution of

$$\tilde{\gamma}_{s,t}(v) = v + \int_s^t \tilde{b}(\tilde{\gamma}_{s,u}(v)) du.$$

We write $\tilde{\gamma}(v) := \tilde{\gamma}_{0,t}(v)$ for the flow starting from $v$ at time 0. Moreover, for any fixed $v \in \mathbb{R}$, we write $\tilde{\gamma}^+(v) = \{\tilde{\gamma}(v), t \geq 0\}$. We write $\mathcal{E} = \{v^* : \tilde{b}(v^*) = 0\}$ for the set of equilibrium points of $\tilde{\gamma}$ and observe that, due to the linear growth property of $\tilde{b}$, if $v \notin \mathcal{E}$, then also $\tilde{\gamma}^+(v) \cap \mathcal{E} = \emptyset$. (This is certainly well-known in the theory of one-dimensional dynamical systems, but we provide a short proof in the Appendix, see Section 3.9.)

We consider the following Hölder classes for jump rate functions and the drift function, for arbitrary constants $F, B > 0$.

(2.15) $H(k, F) = \{f \in C^k(\mathbb{R}, \mathbb{R}^+) : \left| \frac{d^l f(v)}{dv^l} \right| \leq F, \text{ for all } 0 \leq l \leq k, v \in \mathbb{R} \}$

and

(2.16) $H(k + 1, B) = \{\tilde{b} \in C^{k+1}(\mathbb{R}, \mathbb{R}) : \left| \frac{d^l \tilde{b}(v)}{dv^l} \right| \leq B, \text{ for all } 0 \leq l \leq k + 1, v \in \mathbb{R} \}$.

Our study is based on the following considerations. We start with the representation of the marginal law of the first particle in the invariant regime

(2.17) $E_m(g(X^t_1)) = \sum_{i=1}^{N} \int_{\mathbb{R}} m(dx) f_i(x) \int_{0}^{\infty} e^{-\int_{0}^{t} f(\gamma_t(\Delta_i(x))) ds} g(\tilde{\gamma}_t(\Delta_i^1(x))) dt,$

where $m$ is the invariant measure of the system, for any smooth test function $g : \mathbb{R} \to \mathbb{R}$. We then use integration by parts with respect to $t$ within the integral expression

$$\int_{0}^{\infty} e^{-\int_{0}^{t} f(\gamma_t(\Delta_i(x))) ds} g(\tilde{\gamma}_t(\Delta_i^1(x))) dt$$

$$= \left[ e^{-\int_{0}^{t} f(\gamma_t(\Delta_i(x))) ds} g(\tilde{\gamma}_t(\Delta_i^1(x))) \right]_{t=0}^{t=\infty}$$

$$- \int_{0}^{\infty} \frac{d}{dt} \left[ \frac{e^{-\int_{0}^{t} f(\gamma_t(\Delta_i(x))) ds}}{\tilde{b}(\tilde{\gamma}_t(\Delta_i^1(x)))} \right] g(\tilde{\gamma}_t(\Delta_i^1(x))) dt,$$

i.e. we exploit the smoothness of the flow as a function of time. In some sense, in doing so, we are close to the approach using the weak Hörmander condition in diffusion theory, since we work with the drift of the system. This is why we will have to restrict our study to parts of the state space.
which are sufficiently far away from $E$, the set of all equilibrium points of the flow. Moreover, the integration by parts gives rise to two border terms. The term corresponding to $t = \infty$ disappears since $e^{\int_0^\infty \tilde{f}(r_s(y)) ds} = 0$, for all fixed $y$. But the term corresponding to $t = 0$ does not necessarily disappear and is given by

$$
\frac{g(x + 1)}{\tilde{b}(x + 1)}. 
$$

If $i = 1$, i.e. if particle 1 has just jumped, and if the transitions are given as in (2.18), then the above expression equals

$$
- \frac{g(x + 1)}{\tilde{b}(x + 1)} = - \frac{g(0)}{\tilde{b}(0)},
$$

creating a Dirac measure in 0. The only way to prevent this fact is to suppose that $g(0) = 0$.

To summarize this discussion, we have to stay away from equilibrium points and from 0. It is for this reason that we restrict our study to the following open set defined by

$$
S_{d, k+2} = \{ v \in \mathbb{R} : (k + 2)A < |v|, |\tilde{b}(v)| > d \},
$$

where $k$ is the smoothness of the fixed classes $H(k, F)$ and $H(k + 1, B)$, where $A$ comes from Assumption 4 and where $d$ is such that $d > (k + 2)AB$.

**Theorem 5.** Grant Assumptions 1–3 and 4. Suppose that $f_i \in H(k, F)$, for all $1 \leq i \leq N$, and that $\tilde{b} \in H(k + 1, B)$. Fix some $1 \leq i \leq N$ and let

$$
\pi := \mathcal{L}_m(X_i^t)
$$

be the marginal law of the $i$–the particle in the invariant regime, i.e. $\int g d\pi = E_m(g(X_i^t))$. Then $\pi$ possesses a bounded continuous Lebesgue density $p_\pi$ on $S_{d, k+2}$ for any $d$ such that $d > (k + 2)AB$. The density $p_\pi$ is bounded on $S_{d, k+2}$, uniformly in $f_i \in H(k, F)$ and $b \in H(k + 1, B)$. Moreover, $p_\pi \in C^k(S_{d, k+2})$ and

$$
\sup_{k \leq k, v \in S_{d, k+2}} |p_\pi^k(v)| + \sup_{v \neq v', v, v' \in S_{d, k+2}} \frac{p_\pi^k(v) - p_\pi^k(v')}{|v - v'|^\alpha} \leq C,
$$

where the constant $C$ depends on $d$, on $A$ and $a$, and on the smoothness classes $H(k, F)$ and $H(k + 1, B)$, but on nothing else.

**Remark 2.** The above assertion remains true replacing $S_{d, k+2}$ by any set $S(k + 1, \varepsilon)$ such that for all $0 \leq m \leq k + 1$, for all choices $i_1, \ldots , i_m \in \{1, \ldots , N\} \setminus \{i\}$,

$$
(\Delta_{i_1} \circ \ldots \circ \Delta_{i_m})^{-1}(S(k + 1, \varepsilon)) \subset \{ v \in \mathbb{R} : |\tilde{b}(v)| > \varepsilon, |v| > \varepsilon \}.
$$

The proof of this theorem follows the same ideas as those used in the proof of Theorem 4. It is given in the Appendix.

3. **Lebesgue density in dimension $N$**

In the present section, we come back to the study of the invariant measure $m$ of the whole particle system $X_t = (X_1^t, \ldots , X_N^t)$. As argued before, it is sufficient to consider the jump chain $Z_k = X_{T_k}$. For this jump chain, we show how several, typically $N$, “favorable” transitions can create Lebesgue density in dimension $N$, despite the partial degeneracy of the transition kernel $Q$. In order to do so, we introduce skeletons for our process.
3.1. **Notations.** To fix notation, for any \( n, m \) and any smooth function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^m \), given by

\[
f = \begin{pmatrix} f^1(x^1, \ldots, x^n) \\
\vdots \\
f^m(x^1, \ldots, x^n) \end{pmatrix},
\]
we shall write

\[
\frac{\partial f}{\partial x} = \left( \frac{\partial f^i(x)}{\partial x^j} \right)_{1 \leq i \leq m, 1 \leq j \leq n} \in \mathbb{R}^{m \times n},
\]
which is the Jacobian matrix of \( f \). We shall also use the notation \( \bar{x}^i = (x^1, \ldots, x^{i-1}, x^{i+1}, \ldots, x^n) \) for any \( 1 \leq i \leq n \) and \( x = (x^1, \ldots, x^n) \in \mathbb{R}^n \).

3.2. **Skeletons.** Fix \( n \geq 1 \) and let \( t_1, \ldots, t_n, t_{n+1} \in \mathbb{R}_+ \) be a succession of jump times and \( i_0, \ldots, i_n \in \{1, \ldots, N\} \) a succession of indices of jumping particles. We shall write shortly \( t = (t_1, \ldots, t_{n+1}) \) and \( i = (i_0, \ldots, i_n) \). Finally, we write \( s_k = t_1 + \ldots + t_k \), for any \( 1 \leq k \leq n + 1 \).

For any fixed \( y \in \mathbb{R}^N \), we introduce the sequence of configurations \( y_k = y_k(t^k), 1 \leq k \leq n \), and \( x_k = x_k(t^k), 1 \leq k \leq n \), by

\[
y_0 = y, x_0 = \Delta_{i_0}(y), \ y_k+1 = \gamma_{k+1}(x_k), x_{k+1} = \Delta_{i_{k+1}}(y_{k+1}), 1 \leq k < n,
\]
which are the possible positions of the process just before and just after a jump occurring at time \( s_{k+1} \), by a particle with index \( i_{k+1} \). In the particular case \( t_k = 0 \), we have \( x_k = \Delta_{i_k}(x_{k-1}) \). We associate to this sequence the skeleton of our process

\[
\eta_{x_0, t, i}(t) := \begin{cases} 
\gamma_i(x_0), & t < t_1 \\
\gamma_{i-s_k}(x_k), & s_k \leq t < s_{k+1}, k < n \\
\gamma_{i-s_n}(x_n), & t \geq s_n
\end{cases}
\]
In particular, we will be interested in \( \eta_{x_0, t, i}(s_{n+1}) = \gamma_{i_{n+1}}(x_n) \) which is a possible configuration for \( Z_{n+1} \), starting from \( Z_0 = y \), when we have imposed jumps at times \( 0, t_1, \ldots, t_n \) by particles with indices \( i_0, \ldots, i_n \).

Recall that \( \Delta_i(x) = x + a_i(x) \) is the configuration after a jump of particle \( i \). Let

\[
A^i(x) = \left( \frac{\partial (\Delta_k^i(x))}{\partial x^l} \right)_{1 \leq k, l \leq N}.
\]

Introduce moreover \( Y_t(x) = \frac{\partial \gamma_t(x)}{\partial x} \). Notice that \( Y_t \) is solution of

\[
Y_t(x) = Id + \int_0^t b(\gamma_s(x)) Y_s(x) ds,
\]
where

\[
b(x) = \frac{\partial b(x)}{\partial x} = \left( \frac{\partial b^k(x)}{\partial x^j} \right)_{1 \leq k, j \leq N}.
\]
It is well known that under our conditions of linear growth on \( b \), \( Y_t(x) \) is invertible for all \( x \in \mathbb{R}^N \) and for all \( t \geq 0 \), having inverse matrix \( Z_t(x) \) solution of

\[
Z_t(x) = Id - \int_0^t b(\gamma_s(x)) Z_s(x) ds.
\]
Example 1. In our example, some The model assumptions are as follows. For all $1 \leq k \leq n$, 
\begin{equation}
\frac{\partial \eta_{x_0,t_i}(s_{n+1})}{\partial t_k} = \frac{\partial \gamma_{t_{n+1}}(x_n)}{\partial x}(x_n) \frac{\partial x_n}{\partial t_k} = Y_{t_{n+1}}(n) \frac{\partial x_n}{\partial t_k} \text{ and } \frac{\partial \eta_{x_0,t_i}(s_{n+1})}{\partial t_{n+1}} = b(\gamma_{t_{n+1}}(x_n)).
\end{equation}
Moreover, 
\begin{equation}
\frac{\partial x_n}{\partial t_k} = A^{i_n}(\gamma_{t_n}(x_{n-1})) \frac{\partial \gamma_{t_n}(x_{n-1})}{\partial x}(x_{n-1}) \frac{\partial x_{n-1}}{\partial t_k} = A^{i_n}(\gamma_{t_n}(x_{n-1}))Y_{t_n}(x_{n-1}) \frac{\partial x_{n-1}}{\partial t_k},
\end{equation}
for all $k < n$, and
\begin{equation}
\frac{\partial x_n}{\partial t_n} = A^{i_n}(\gamma_{t_n}(x_{n-1}))b(\gamma_{t_n}(x_{n-1})).
\end{equation}

3.3. The derivation matrix. We introduce the $N \times (n + 1)$-matrix
\begin{equation}
\sigma(x_0, t, i) := (\partial_{i_j} \eta_{x_0, t_i}(s_{n+1}))_{1 \leq i \leq N, 1 \leq j \leq n+1} = \begin{pmatrix}
(\nabla_t \eta_{x_0, t_i}(s_{n+1}))^T \\
\vdots \\
(\nabla_t \eta_{x_0, t_i}(s_{n+1}))^T
\end{pmatrix}.
\end{equation}
Now, let $G$ be a smooth test function and fix $n$ and $i$. Then a simple calculus shows that
\begin{equation}
\nabla_I(G \circ \eta_{x_0, t_i}(s_{n+1})) = (\sigma(x_0, t, i))^T (\nabla_x G)(\eta_{x_0, t_i}(s_{n+1})).
\end{equation}
Therefore we are interested in criteria ensuring that $\sigma \sigma^T(x_0, t, i)$ is not degenerate. Using (3.23)– (3.26), we obtain the following explicit representation of $\sigma(x_0, t, i)$.
\begin{equation}
(\sigma(x_0, t, i))^T = \begin{pmatrix}
[Y_{t_{n+1}}(x_n)A^{i_n}(\gamma_{t_n}(x_{n-1})) \cdots Y_{t_2}(x_1)A^{i_1}(\gamma_{t_1}(x_0))b(\gamma_{t_1}(x_0))]^T \\
[Y_{t_{n+1}}(x_n)A^{i_n}(\gamma_{t_n}(x_{n-1})) \cdots Y_{t_3}(x_2)A^{i_2}(\gamma_{t_2}(x_1))b(\gamma_{t_2}(x_1))]^T \\
\vdots \\
[Y_{t_{n+1}}(x_n)A^{i_n}(\gamma_{t_n}(x_{n-1}))b(\gamma_{t_n}(x_{n-1}))]^T \\
[b(\gamma_{t_{n+1}}(x_n))]^T
\end{pmatrix}.
\end{equation}
This explicit form of $\sigma(x_0, t, i)$ motivates the following definition.

**Definition 1.** Fix $n \geq 1$ and $i_0, \ldots, i_n$ a sequence of indices. We introduce for all $t_1, \ldots, t_{n+1}$ the following vector fields
\begin{align*}
V_1(t, i) &= b(\gamma_{t_{n+1}}(x_n)), V_2(t, i) = Y_{t_{n+1}}(x_n)A^{i_n}(\gamma_{t_n}(x_{n-1}))b(\gamma_{t_n}(x_{n-1})), \ldots, \\
V_{n+1}(t, i) &= Y_{t_{n+1}}(x_n)A^{i_n}(\gamma_{t_n}(x_{n-1}))Y_{t_2}(x_1)A^{i_1}(\gamma_{t_1}(x_0))b(\gamma_{t_1}(x_0)),
\end{align*}
where $x_0, \ldots, x_n$ are chosen as in (3.19).
We say that $(n + 1, t, i)$ is **good** if $\{V_1(t, i), \ldots, V_{n+1}(t, i)\}$ spans $\mathbb{R}^N$ for all $y \in \mathbb{R}^N$.

We given an example which is a system of interacting neurons, as considered in [14] and [18] where we can exhibit explicit sequences $i$ such that $(n + 1, t, i)$ is good for all $t$.

**Example 1.** In our example, $X_1^1, \ldots, X_1^N$ model the height of the membrane potential of $N$ neurons. The model assumptions are as follows. For all $1 \leq i \leq N$, let $b'(x) = -\lambda(x - v^*)$, $1 \leq i \leq N$, for some $\lambda > 0$ and $v^* > 0$. This means that each membrane potential is attracted at exponential speed $\lambda$. 
to a resting potential value $v^*$. Let $W_{i \to j} \in \mathbb{R}_+$ for all $1 \leq i, j \leq N$; we interpret $W_{i \to j}$ as synaptic weight of neuron $i$ on neuron $j$. We suppose that

$$x + a_i(x) = \begin{pmatrix} x^1 + W_{i \to 1} \\ \vdots \\ x^{i-1} + W_{i \to i-1} \\ 0 \\ x^{i+1} + W_{i \to i+1} \\ \vdots \\ x^N + W_{i \to N} \end{pmatrix},$$

i.e. $a_i^j(x) = W_{i \to j}$, for $i \neq j$, and $a_i^i(x) = -x^i$. Let $n = N - 1$ and take $i_k = k, 0 \leq k \leq N - 1$. Then it is easy to see that, for fixed $t_1, \ldots, t_N$,

$$x_{i-1} = \begin{pmatrix} W_{i \to 1} + \sum_{k=2}^{i-1} e^{-\lambda(t_{k+1} + \ldots + t_{i-1})} W_{k \to 1} + (1 - e^{-\lambda(t_1 + \ldots + t_{i-1})}) v^* \\ \vdots \\ W_{i \to i-1} + (1 - e^{-\lambda t_{i-1}}) v^* \\ 0 \\ * \\ * \\ * \end{pmatrix}.$$ 

In particular, the only coordinate depending on $t_1$ is the first one, the only two coordinates depending on $t_2$ are the first two, and so on. It is then easy to see that the $k$th column of the derivation matrix is given by

$$\frac{\partial \eta_{x_0, t^N, t_0, t_0^{N-1}(s_N)}}{\partial t_k} = \begin{pmatrix} * \\ * \\ * \\ \lambda v^* e^{-\lambda(s_N - s_{k-1})} \\ 0 \\ \vdots \\ 0 \end{pmatrix} \leftarrow \text{coordinate } k.$$ 

Therefore,

$$\det \sigma(x_0, t, i) = \lambda^N (v^*)^N \prod_{k=1}^{N} e^{-\lambda(s_N - s_{k-1})} \neq 0$$

for all $t_1, \ldots, t_N$, implying that for $i = (1, \ldots, N)$, $(N, t, i)$ is good for all $t$. Similar arguments apply for any $i$ such that $\{i_0, \ldots, i_{N-1}\} = \{1, \ldots, N\}$, i.e. each particle has jumped exactly once.

3.4 Absolutely continuous parts of the invariant measure. In general, it is difficult to check whether $(n + 1, t, i)$ is good, since one has to “solve” explicitly the flow for all $t_1, \ldots, t_{n+1}$, which leads to non-local criteria. For small $t_1, \ldots, t_{n+1}$, we can get rid of the flow in the following way. Let $\bar{x}_0 = \Delta_{i_0}(y), \bar{x}_1 = \Delta_{i_1}(\bar{x}_0) = \Delta_{i_1} \circ \Delta_{i_0}(y), \ldots, \bar{x}_n = \Delta_{i_n}(\bar{x}_{n-1}) = \Delta_{i_n} \circ \ldots \circ \Delta_{i_0}(y)$. This is the sequence of successive configurations introduced in (3.19), for $t_1 = \ldots = t_n = 0$.

Proposition 3. Introduce the vector fields

$$V_1(i) = b(\bar{x}_n), V_2(i) = A^1(\bar{x}_{n-1})b(\bar{x}_{n-1}), V_3(i) = A^2(\bar{x}_{n-1})A^1(\bar{x}_{n-2})b(\bar{x}_{n-2}), \ldots$$
Suppose that $V_1(i), \ldots, V_{n+1}(i)$ span $\mathbb{R}^N$ for some $i$. Then $(n+1, t, i)$ is good for $t_1, \ldots, t_{n+1}$ small enough.

**Proof.** The proof follows from the continuity of $t \mapsto \det \sigma^T(x_0, t, i)$ and the fact that, by definition, $\det \sigma^T(x_0, 0, i) > 0$, where $0$ denotes the sequence of successive times $t_1 = \ldots = t_{n+1} = 0$. 

Recall the definition of $Z_k = X_{T_k-}$ and write $K$ for its transition kernel and $K^n$ for its $n$–fold iteration.

**Theorem 6.** Grant Assumptions 1–3. Suppose that there exist $n$ and $i$ such that 

$$\inf_{x_0 \in \mathbb{R}^N} \det \sigma^T(x_0, 0, i) > 0,$$

i.e. $V_1(i), \ldots, V_{n+1}(i)$ span $\mathbb{R}^N$, uniformly in $x_0$. Then the following Doeblin type lower bound holds. For all $z_0 \in \mathbb{R}^N$, $\delta_1, \delta_2 > 0$ and $\beta \in [0, 1]$ such that

$$K^{n+1}(x, dy) \geq \beta \mathcal{L}(x) \nu(y)(dy),$$

where $C = B_{\delta_1}(z_0)$ and $\nu$ is a smooth probability density having compact support within $B_{\delta_2}(z_0)$.

**Proof.** Fix $\varepsilon > 0$ sufficiently small such that $(n+1, i, t)$ is good for all $t$ with $t_1, \ldots, t_{n+1} \leq \varepsilon$. Let

$$E = \{T_1 \leq \varepsilon, \ldots, T_{n+1} - T_n \leq \varepsilon, I_0 = i_0, \ldots, I_n = i_n\},$$

where $I_k$ denotes the index of the jumping particle at time $T_k, k \geq 0$. Then we have for any measurable $B \in \mathcal{B}(\mathbb{R}^N)$ and for any fixed $x$,

$$K^{n+1}(x, B) = P_x(Z_{n+1+1} \in B) \geq P_x(Z_{n+1} \in B, E) = \frac{f_{i_0}(x)}{f(x)} \int \delta_{\Delta_{i_0}(x)}(dx_0) \int_0^\varepsilon e(x_0, t_1) \int \delta_{\Delta_{i_1}(\gamma_{t_1}(x_0))}((dx_1) \ldots \int_0^\varepsilon e(x_{n-1}, t_n) \int \delta_{\Delta_{i_n}(\gamma_{t_n}(x_{n-1}))}(dx_n)$$

$$\int_0^\varepsilon \int \delta_{\Delta_{i_n}(\gamma_{t_n}(x_{n-1}))}(dx_n) = \frac{f_{i_0}(x)}{f(x)} \int \delta_{\Delta_{i_0}(x)}(dx_0) \int_0^\varepsilon dt_1 \ldots \int_0^\varepsilon dt_{n+1} q(x_0, t, i) 1_B(\eta_{x_0, t, i}(s_{n+1})),$$

where $t = (t_1, \ldots, t_{n+1}), i = (i_0, \ldots, i_n)$, and where

$$q(x_0, t, i) = \prod_{k=1}^n [e(x_{k-1}, t_k) f_{i_k}(\gamma_{t_k}(x_{k-1}))] \int \gamma_{t_{n+1}}(x_{n}) e(x_n, t_{n+1}) 1_B(\eta_{x_n, t_{n+1}}(s_{n+1})),$$

Under our conditions, the mapping

$$\frac{f_{i_0}(x)}{f(x)} q(x_0, t, i)$$

is strictly lower bounded on $x \in B_{\delta_1}(z_0), t_1, \ldots, t_{n+1} \leq \varepsilon$, for any fixed $\delta_1 > 0$ and $z_0$.

Moreover, under our assumptions,

$$\mathbb{R}^{n+1}_+ \ni t \mapsto \eta_{x, t, i}(s_{n+1}),$$

for any fixed $z \in \mathbb{R}^N$, is a submersion at $t$ for any $t$ with $t_1, \ldots, t_{n+1} \leq \varepsilon$, since the partial derivatives with respect to $t_1, \ldots, t_{n+1}$ span $\mathbb{R}^N$. Put $t_0 = (\varepsilon, \ldots, \varepsilon)$. For any fixed $x = z_0$ and $x_0 = \Delta_{i_0}(z_0)$,
write \(z_n := \eta_{x_n,t_n}1(z)\). Then we can apply Theorem 4.1 and Lemmata 6.2 and 6.3 of Benaïm et al. (2015) \[5\]. They imply that there exist \(\delta_1, \delta_2 > 0\) such that

\[
K^{n+1}(x, dy) \geq \tilde{\beta}1_C(x)1_{B_{\delta_2}(z_{n+1})}(y)(dy),
\]

for \(C = B_{\delta_1}(x_0)\). Choosing a \(C^\infty\)-function \(\tilde{\nu}\) such that \(0 \leq \tilde{\nu} \leq 1_{B_{\delta_2}(z_n)}\), \(\int \tilde{\nu} > 0\), and putting \(\nu := (\int \tilde{\nu} )^{-1}\tilde{\nu}\) implies the desired result \[3.29\]. \(\Box\)

3.5. Nummelin splitting and creation of Lebesgue density for \(Z_k\). We will use the above Doeblin lower bound to introduce a splitting procedure which is inspired by the so-called Nummelin splitting introduced by Athreya and Ney (1978) \[1\] and Nummelin (1978) \[20\]. First of all, since \((Z_k)_{k\geq 1}\) is Harris recurrent, we may choose \(z_0\) such that \(m^Z(B_{\delta_1}(z_0)) > 0\). As a consequence, \((Z_k)_k\) visits \(C = B_{\delta_1}(z_0)\) infinitely often. So let

\[
S_1 = \inf\{n : Z_n \in C\}, \ldots, S_{k+1} = \inf\{n > S_k : Z_n \in C\}
\]

be the successive visits of the set \(C\). We have \(S_k < \infty\) almost surely for all \(k\). Let \((U_n)_n\) be a sequence of i.i.d. uniform random variables, uniformly distributed on \([0, 1]\), independent of \((Z_k)_k\). Then \[3.29\] allows to write

\[
Z_{S_{k+n}+1} \overset{\mathcal{L}}{=} 1_{[0,\beta]}(U_k)Y_k + 1_{[\beta, 1]}(U_k)W_k,
\]

where \((Y_k)_k\) are i.i.d. random variables, distributed \(\sim \nu\), independent of \((Z_k)_k\), and where

\[
W_k \sim \frac{1}{1 - \beta} \left(K^{n+1}(Z_{S_k}, dy) - \beta \nu(y)(dy)\right).
\]

We will therefore use the representation \[3.30\] and introduce the regeneration time

\[
R = \inf\{S_k + n + 1 : k \geq 1, U_k \leq \beta\}.
\]

Since \((Z_k)_k\) visits \(C\) infinitely often almost surely, clearly, \(R < \infty\) almost surely. Then \(3.30\) reads as follows:

\[
Z_R \overset{\mathcal{L}}{=} \nu(y)dy.
\]

Therefore, we have proven the following.

**Corollary 2** (Nummelin splitting and creation of Lebesgue density for \(Z_k\)). *Grant the conditions of Theorem 7*. Then there exists an extended stopping time \(R\) with \(R < \infty\) almost surely and such that \(\mathcal{L}(Z_R)\) is absolutely continuous with respect to the Lebesgue measure on \(\mathbb{R}^N\) having smooth density \(\nu \in C^\infty\).

It remains to prove that the smoothness created at the regeneration time \(R\) is preserved, under suitable conditions, by the dynamics. This is far from being obvious, due to the degenerate structure of the transition kernel \(Q\). However, in some cases, we are at least able to show that Lebesgue absolute continuity is preserved.

3.6. Preservation of Lebesgue absolute continuity. We intend to find conditions implying that if \(Z_0 \sim p(x)dx\), for some measurable \(p\), then \(\mathcal{L}(Z_1)\) is also absolutely continuous with respect to the Lebesgue measure. Let \(g\) be a smooth test function. We write \(E_p\) for the conditional expectation, given \(Z_0 \sim p(x)dx\). Then

\[
E_p(g(Z_1)) = \sum_{i=1}^N \int p(x) \frac{f_1(x)}{f(x)} dx \int_0^\infty e(\Delta_i(x), t) \bar{f}(\gamma_t(\Delta_i(x))) g(\gamma_t(\Delta_i(x))) dt.
\]
As explained in Example 1, we are interested in transitions of the kind

\[ a_i(x) = \begin{pmatrix}
  a_1^i(x^1) \\
  \vdots \\
  a_i^{-1}(x^{i-1}) \\
  -x^i \\
  a_i^0(x^{i+1}) \\
  \vdots \\
  a^N_i(x^N)
\end{pmatrix}, \quad \Delta_i(x) = x + a_i(x) = \begin{pmatrix}
  x^1 + a_1^i(x^1) \\
  \vdots \\
  x^{i-1} + a_i^{-1}(x^{i-1}) \\
  0 \\
  x^{i+1} + a_i^0(x^{i+1}) \\
  \vdots \\
  x^N + a_i^N(x^N)
\end{pmatrix}. \]

\( \Delta_i(x) \) does not depend on \( x^i \) any more and has 0–entry in the \( i \)-th coordinate. Therefore, also \( \gamma_t(\Delta_i(x)) \), which is the evolution of the flow after a jump of the \( i \)-th particle, does not depend on \( x^i \). So even if we start with an \( N \)-dimensional density \( p(x) \) as in (3.32), after a jump of the \( i \)-the particle, there is no density in direction of \( e_i \), the \( i \)-th unit vector of \( \mathbb{R}^N \), any more.

The main idea is to replace this missing direction by the noise which is created by the jump times, i.e. to use the additional noise created by \( t \) in (3.32). This strategy works if the noise created by the exponential jump times has non zero component in direction of \( e_i \). The following theorem relies on this idea and the coarea formula (we refer to Federer (1996) [16]) which allows to make a simple change of variables. The theorem implies the absolute continuity of the invariant measure \( m \) but does not give any regularity of the invariant density.

**Theorem 7.** Grant Assumptions 1–3 and suppose that there exist \( n \) and \( i \) such that

\[ \inf_{x_0 \in \mathbb{R}^N} \det \sigma^T(x_0, 0, 1) > 0. \]

Suppose moreover that for all \( 1 \leq i \leq N \), for all \( t \geq 0 \) and \( x \in \mathbb{R}^N \), the columns of \( Y_i(\Delta_i(x)) A^i(x) \) and \( b(\gamma_t(\Delta_i(x))) \) span \( \mathbb{R}^N \). Then the invariant measure \( m \) of the process \( (X_t)_{t \geq 0} \) is absolutely continuous with respect to the Lebesgue measure.

**Remark 3.** In the non-interacting case of Assumption 4, the columns of \( Y_i(\Delta_i(x)) A^i(x) \) and the vector \( b(\gamma_t(\Delta_i(x))) \) span \( \mathbb{R}^N \) if and only if \( 0 \notin \mathcal{E} \), see Step 1. in the next Section 3.7.

**Proof.**

**Step 1.** We rely on (3.32) and study, for any fixed \( i \), the mapping \( (x^1, \ldots, x^N, t) \mapsto \gamma_t(\Delta_i(x)) := G(t, x) \). Its \( N \)-dimensional Jacobian is given by

\[ J_G(t, x) = \sqrt{\det \left( \frac{\partial G(t, x)}{\partial x} \left( \frac{\partial G(t, x)}{\partial x} \right)^T \right)}. \]

But the first column of \( \frac{\partial G(t, x)}{\partial x} \), the partial derivative with respect to time, is given by \( b(\gamma_t(\Delta_i(x))) \).

The following columns of \( \frac{\partial G(t, x)}{\partial x} \) are precisely the columns of \( Y_i(\Delta_i(x)) A^i(x) \). These columns span \( \mathbb{R}^N \), by our assumptions. As a consequence, \( J_G(t, x) > 0 \) for any fixed \((t, x)\). We use the coarea formula and obtain, for any smooth test function \( g : \mathbb{R}^N \to \mathbb{R}_+ \), putting \( W_i(t, x) = p(x) f_i(x) e(\Delta_i(x), t) f \circ
We impose Assumptions 1–3, Assumption 4 and Assumption 8. We suppose moreover that 
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Step 1. First of all, by the structure of our dynamics, 

\[ E_p(g(Z_1)) = \sum_i \int_{\mathbb{R}^N} dx \int_0^\infty dt W_i(t, x) g(G(t, x)) J_G(t, x) \]

\[ = \sum_i \int_{\mathbb{R}^N} \left( \int_{G^{-1}(x)} W_i(z) g \circ G(z) \mathcal{H}_1(\text{d}z) \right) \text{d}x \]

\[ = \sum_i \int_{\mathbb{R}^N} g(x) \left( \int_{G^{-1}(x)} W_i(z) \mathcal{H}_1(\text{d}z) \right) \text{d}x, \]

where \( \mathcal{H}_1 \) is the one-dimensional Hausdorff measure and \( G^{-1}(x) = \{ (t, z) : G(t, z) = x \} \).

This shows that if \( Z_n \) is absolutely continuous with respect to the Lebesgue measure, having density \( p \), then \( Z_{n+1} \) is also absolutely continuous having density

\[ q(x) = \sum_i \int_{G^{-1}(x)} W_i(z) \mathcal{H}_1(\text{d}z). \]

This implies a fortiori that \( Z_{n+k} \) is absolutely continuous for all \( k \geq 1 \).

Step 2. By \( \mathcal{C} \), \( E(Z_R) = \nu(x) \text{d}x \) is absolutely continuous, and \( R < \infty \) almost surely. We introduce

\[ R_1 := R, \quad R_{n+1} := R_n + R_1 \circ \theta_{R_n} \quad \text{for all } n \geq 1, \quad \text{where } \theta \text{ denotes the shift operator on the space of trajectories of } (Z_n)_n. \]

Then, by the Kac occupation formula, for any bounded test function \( g : \mathbb{R}^N \rightarrow \mathbb{R} \),

\[ m^Z(g) = \frac{1}{E(R_2 - R_1)} E \left( \sum_{k=R_1}^{R_2-1} g(Z_k) \right) = \frac{1}{E(R_2 - R_1)} \sum_{k=0}^{0} E_{\nu} \left( g(Z_k) 1_{k<R_1} \right), \]

which implies that \( m^Z << \lambda \), and therefore also \( m << \lambda \).

**Remark 4.** It is important to stress here that we did not use an integration by parts formula in the above proof.

Theorem 7 gives the absolute continuity of the invariant measure without any further smoothness properties of the invariant density. When imposing more structure on the dynamics of the process, we are able to obtain finer results as we will show in the next subsection.

3.7. **Discussion of the non-interacting case.** We will suppose within this subsection that there are no interactions between coexisting particles within the dynamics in the flow, i.e. the only interactions are produced by the jumps, as in Assumption 4. Recall that we denote in this case by \( \gamma_0(v) \) the marginal flow of a single particle issued from \( v \in \mathbb{R} \), and that \( \mathcal{E} = \{ v^* : b(v^*) = 0 \} \) is the set of equilibrium points of this flow.

**Assumption 8.** \( 0 \notin \mathcal{E} \).

Under Assumption 8, \( [0, \infty] \ni t \mapsto \gamma_t(0) \in \mathbb{R} \setminus \mathcal{E} \) is invertible, and we write \( \kappa : \gamma^+(0) \rightarrow [0, \infty] \) for its inverse.

We impose Assumptions and Assumption 8. We suppose moreover that \( f_i \in H(k, F) \), for all \( 1 \leq i \leq N \), and \( \tilde{b} \in H(k, B) \), for all \( k \geq 1 \). We write \( \mathcal{A} = \{ x \in \mathbb{R}^N : x^i \notin \mathcal{E}, \quad \forall 1 \leq i \leq N \} \).

**Step 1.** First of all, by the structure of our dynamics,

\[ A^i(x) = \text{diag} \left( (1 + (a_i^1)'(x^1), \ldots, 1 + (a_i^{i-1})'(x^{i-1}), 0, 1 + (a_i^{i+1})'(x^{i+1}), \ldots, 1 + (a_i^N)'(x^N)) \right), \]
where \((a_j^i)'(v) = \frac{d a_j^i(v)}{dv}\), for any \(v \in \mathbb{R}\). By Assumption 4, any of the elements \(|1 + (a_j^i)'(v)| \geq a > 0\). Moreover, since there are no interactions in the dynamics of the flow,

\[
Y_t(x) = \text{diag} \left( y_t(x^1), \ldots, y_t(x^N) \right), \text{where } y_t(v) = 1 + \int_0^t \hat{b}(\tilde{\gamma}_s(v)) y_s(v) ds.
\]

Introducing

\[
z_t(v) = 1 - \int_0^t \hat{b}'(\tilde{\gamma}_s(v)) z_s(v) ds,
\]

\(Y_t(x)\) has then the inverse matrix \(Z_t(x) = \text{diag} \left( z_t(x^1), \ldots, z_t(x^N) \right)\).

This implies that \((N, t, i)\) is good for \(i = (1, 2, \ldots, N)\), for any \(t\). Thus, the conditions of Theorem 6 are fulfilled. Moreover,

\[
Y_t(\Delta_i(x)) A^i(x) = \text{diag} \left( w_i^1(x^1), \ldots, w_i^{i-1}(x^{i-1}), 0, w_i^{i+1}(x^{i+1}), \ldots, w_i^N(x^N) \right),
\]

where \(w_i^i(x^i) = (1 + (a_j^i)'(x^j)) y_t(\Delta_i^j(x^j))\). Moreover,

\[
b(\gamma_t(\Delta^i(x))) = \begin{pmatrix} * & \vdots & * \\ \vdots & \ddots & \vdots \\ * & \vdots & * \end{pmatrix} \quad \text{← } \text{ith coordinate } \neq 0,
\]

implying that the columns of \(Y_t(\Delta_i(x)) A^i(x)\) and \(b(\gamma_t(\Delta^i(x)))\) span \(\mathbb{R}^N\) for all \(t\). Hence the conditions of Theorem 7 are fulfilled as well. We deduce from Theorem 6 that there exists an extended stopping time \(R\) such that \(Z_R \sim \nu(x) dx\), with \(\nu \in C_c^\infty(B_{\delta_2}(z_n))\) for some \(z_n \in \mathbb{R}^N\). In the proof of Theorem 7 we have shown that this implies that the invariant density is absolutely continuous. In the following step we will study how the smoothness of the “regeneration” density \(\nu\) is preserved by the dynamics.

**Step 2.** Suppose therefore that \(Z_n \sim \nu(x) dx\) with \(\nu\) the “regeneration density”. We first show that the law of \(Z_{n+1}\) possesses also a Lebesgue density for which we can exhibit an explicit representation.

In order to do so, we start with the following observation.

**Lemma 1.** It is always possible to choose the regeneration density \(\nu\) of Theorem 6 such that \(\nu(x)/\tilde{f}(x) = \prod_{i=1}^N r(x^i)\) is of product form, with \(r \in C_c^\infty(\mathbb{R}, \mathbb{R}^+).\)

**Proof.** This simply follows from choosing \(r \in C_c^\infty(\mathbb{R}, \mathbb{R}^+)\) such that \((\prod_{i=1}^N r(x^i))\tilde{f}(x) \leq 1_{B_{\delta_2}(z_n)}(x)\), as in the end of the proof of Theorem 6. This choice is always possible since \(\tilde{f}\) lower bounded on \(B_{\delta_2}(z_n)\). \(\square\)

Let \(g\) be a smooth test function. We condition on \(Z_n \sim \nu(x) dx\). Then, by (3.33),

\[
E(g(Z_{n+1})|Z_n \sim \nu) = \sum_{i=1}^N \int_{\mathbb{R}^N} \nu(x) \frac{f_i(x^i)}{\tilde{f}(x)} dx \int_0^\infty e(\Delta_i(x), t) \tilde{f}(\gamma_t(\Delta_i(x))) g(\gamma_t(\Delta_i(x))) dt.
\]

Notice that due to our assumptions, \(\Delta_i(x)\) does not depend on \(x^i\). As a consequence,

\[
\gamma_t(\Delta_i(x)) = (\tilde{\gamma}_t(\Delta_i^1(x^1)), \ldots, \tilde{\gamma}_t(\Delta_i^{i-1}(x^{i-1})), \tilde{\gamma}_t(0), \tilde{\gamma}_t(\Delta_i^{i+1}(x^{i+1})), \ldots, \tilde{\gamma}_t(\Delta_i^N(x^N)))
\]
does not depend on $x^j$, neither.

Fix $i$. We work with fixed $t$ and use $N-1$ times the one-dimensional transformation of variables given by

$$y^j = \tilde{\gamma}_t(\Delta^j_t(x^j)) := \beta(i \rightarrow j, t, x^j), \quad \frac{dy^j}{dx^j} = y_t(\Delta^j_t(x^j))(1 + (a^j_t)'(x^j)),$$

for any $j \neq i$.

By the explicit equation for $z_t(x)$ in (3.34) and the linear growth condition on $\tilde{b}$, we obtain

$$|\frac{1}{y_t(\Delta^j_t(x^j))(1 + (a^j_t)'(x^j))}| \leq \frac{1}{a} |z_t(\Delta^j_t(x^j))| \leq \frac{1}{a} e^{Bt}.$$  

As a consequence, $\mathbb{R} \ni v \mapsto \beta(i \rightarrow j, t, v) =: \beta_{i\rightarrow j,t}(v)$ is invertible. We write $\beta_{i\rightarrow j,t}^{-1}(\cdot)$ for its inverse function. Notice that $v \notin E$ implies that $\beta_{i\rightarrow j,t}^{-1}(v) \notin E$.

We obtain

$$dx^j = \lambda_{i\rightarrow j}(t, y^j) dy^j,$$

for all $j \neq i$, where

$$\lambda_{i\rightarrow j}(t, y^j) = \frac{1}{1 + (a^j_t)'(\beta_{i\rightarrow j,t}^{-1}(y^j))} z_t(\Delta^j_t(\beta_{i\rightarrow j,t}^{-1}(y^j))), \quad \max_{v \in \mathbb{R}} |\lambda_{i\rightarrow j}(t, v)| \leq \frac{1}{a} e^{Bt}.$$  

Once these $N-1$ transformations of variables done, we work at fixed $y^1, \ldots, y^{i-1}, y^{i+1}, \ldots, y^N$ and use the transformation of variables $y^i = \tilde{\gamma}_t(0), \frac{dy^i}{dt} = \tilde{b}(\tilde{\gamma}_t(0)) = \tilde{b}(y^i) \neq 0$ due to Assumption 8. Recall that

$$\tilde{\gamma}^+(0) \ni y \mapsto \kappa(y)$$

denotes the inverse function of $t \mapsto \tilde{\gamma}_t(0)$.

We write for any $z \in \mathbb{R}^N$,

$$z^i := (z^1, \ldots, z^{i-1}, z^{i+1}, \ldots, z^N)$$

and (\tilde{z}, y^i) := (z^1, \ldots, z^{i-1}, y^i, z^{i+1}, \ldots, z^N).

Moreover, let

$$\beta_{i\rightarrow y} := (\beta_{i\rightarrow 1, \kappa(y^1)}(y^1), \ldots, \beta_{i\rightarrow i-1, \kappa(y^i)}(y^i-1), \beta_{i\rightarrow i+1, \kappa(y^i)}(y^{i+1}), \ldots, \beta_{i\rightarrow N, \kappa(y^N)}(y^N))$$

and

$$(\beta_{i\rightarrow z}^{-1}, y^i) := (\beta_{i\rightarrow 1, \kappa(y^1)}^{-1}(y^1), \ldots, \beta_{i\rightarrow i-1, \kappa(y^i)}^{-1}(y^{i-1}), z^i, \beta_{i\rightarrow i+1, \kappa(y^i)}^{-1}(y^{i+1}), \ldots, \beta_{i\rightarrow N, \kappa(y^N)}^{-1}(y^N))$$

for any $z^i \in \mathbb{R}$. Then, coming back to (3.35) and resuming the above discussion,

$$\int_{\mathbb{R}^N} \nu(x) \frac{f_i(x^i)}{f(x)} dx \int_0^\infty e(\Delta_i(x), t) \tilde{f}(\gamma_t(\Delta_i(x))) g(\gamma_t(\Delta_i(x))) dt$$

$$= \int_{\mathbb{R}} \tilde{\gamma}^+(0)(y^i) dy^i \int_{\mathbb{R}^N} \frac{\tilde{b}(y^i)}{\tilde{b}(y^i)} g(y^i),$$

where

$$\tilde{e}(y) = \exp \left( - \int_0^{\kappa(y^i)} \sum_j f_j(\tilde{\gamma}^{-1}_{s, \kappa(y^i)}(y^j)) ds \right).$$
since $\tilde{\gamma}_s(v) = \tilde{\gamma}_{t,1}^{-1}(\tilde{\gamma}_t(v))$, for all $s \leq t$, where $\tilde{\gamma}_{t,1}^{-1}$ denotes the inverse flow.

Now we exploit the fact that we have chosen the regeneration density such that $\nu(x)/\bar{f}(x) = \prod r(x^i)$. As a consequence,

$$\int_\mathbb{R} dx^i(\nu/\bar{f})((\beta_{i}^{-1}(y^i), x^i))f_i(x^i) = C(f_i, \nu) \prod_{j \neq i} r(\beta_{i,j}^{-1}(\kappa(y^i))(y^j)),$$

where $C(f_i, \nu) = \int r(x^i)f_i(x^i)dx^i$.

Hence we may introduce

$$q_i(y) := C(f_i, \nu) \prod_{j \neq i} [r(\beta_{i,j}^{-1}(\kappa(y^i))(y^j))] \lambda_i \rightarrow_j (\kappa(y^i), y^j)] \tilde{e}(y) \frac{\bar{f}(y)}{b(y^j)} 1_{\tilde{\gamma}_i(0)(y^i)}.$$

Notice that $q_i(y)/\bar{f}(y)$ is once more of product form with respect to $y^j$, for $j \neq i$, once $y^i$ is fixed (the term $\tilde{e}(y)$ is also of product form). As a consequence, the density of $Z_{n+1}$ is the sum of densities such that each of them, divided by $\bar{f}$, is of product form:

$$E(g(Z_{n+1})|Z_n \sim \nu) = \int \left(\sum_{i=1}^{N} q_i(y)\right) g(y) dy.$$

**Step 3.** We have to study the regularity of the Lebesgue density $\left(\sum_{i=1}^{N} q_i(y)\right)$ in terms of the regularity of the initial density $\nu$. For that sake we introduce the following objects.

For any multi-index $\alpha = (\alpha_1, \ldots, \alpha_m) \in \{1, \ldots, N\}^m$ and any fixed $i$, we denote by $||\alpha||_{(i)} := \sum_{i=1}^{m} 1_{\alpha_i = 1}$ the number of times that a derivation with respect to $y^i$ arises. Moreover, we put $||\alpha|| = m$.

Let us then introduce the set of probability densities $\mathcal{P}^{(\infty)} = \{p(x)dx, p : \mathbb{R}^N \rightarrow \mathbb{R}_+, \int p(x)dx = 1\}$ satisfying the following three points.

1. $p \in C^\infty(A)$,
2. $\tilde{p}_j(\tilde{x}^j) := \int p(x)(f_j(x^j)/\bar{f}(x))dx^j$ belongs to $C^\infty(\{x \in \mathbb{R}^{N-1} : x^i \notin \mathcal{E}, \forall i\})$, for all $j$.
3. For all $\ell \leq N-1$, for all $k_1 < \ldots < k_\ell \in \{1, \ldots, N\} \setminus \{j\}$, for all $\alpha$ such that $||\alpha||_{(k_1)} = \ldots = ||\alpha||_{(k_\ell)} = 0$, $\int_{\mathbb{R}^\ell} [\partial_\alpha \tilde{p}_j(\tilde{x}^j)]dx^{k_1} \ldots dx^{k_\ell} < \infty$.

Clearly, $\nu \in \mathcal{P}^{\infty}$. We are seeking for conditions under which also $q_i \in \mathcal{P}^{\infty}$ for all $1 \leq i \leq N$.

The points (2) and (3) of the definition of $\mathcal{P}^{\infty}$ are actually the points that may pose problems: we are not a priori sure to stay away from $\mathcal{E}$ where the densities will possibly explode, when integrating. It is evident that $q_i \in C^\infty(A)$ since all coefficients are smooth. Moreover, we have the obvious upper bound

$$|q_i(y)| \leq C(f_i, \nu) \frac{NF}{a^{N-1}} e^{(N-1)B(\kappa(y^i))} e^{-N f_{0}(\kappa(y^i))} \frac{1}{|b(\kappa(y^i))|} \prod_{i} \frac{r}{||\alpha||^{N-1}},$$

where $f_0 = \min_{i \in \mathbb{R}} f_i(v)$ and where $B$ is the explosion rate of the inverse flow.
We wish to establish upper bounds for the partial derivatives of \(q_i\) with respect to \(y^j, j \neq i\), and with respect to \(y^i\). We start with the following control. For any \(j \neq i\),
\[
\left| \frac{\partial \beta^{-1}_{i \to j}(y^j)}{\partial t} \right| \leq \frac{|\bar{b}(y^j)|}{a} e^{Bt}.
\]

This implies, for all \(y \in \mathcal{A}\),
\[
\left| \frac{\partial \beta^{-1}_{i \to j}(y)}{\partial y^j} \right| \leq C(B, a) e^{B\kappa(y^j)} \frac{1}{|\bar{b}(y^i)|}.
\]

The above considerations lead to the following control.
\[
\left| \partial_y q_i(y) \right| \leq C(F, B, N, a, A) e^{(N-1)\|\alpha\|} B\kappa(y^j) e^{-Nf_0\kappa(y^i)} \frac{1}{|\bar{b}(y^i)|} \sup_{j \neq i} \|\partial_y r(x^j)\|_{\infty}.
\]

We are now going to check whether \(q_i\) satisfies also points (2) and (3) of the definition of \(P^\infty\).

**Case 1:** Integration with respect to \(y^j\) for \(j \neq i\). By the product form of \(q_i/f\), for any \(j \neq i\),
\[
\langle \tilde{q}_i \rangle_j(y^j) = C(f_i, v) e^{-\sum_{k \neq j} f_0^{(\alpha^{(i)})} f_k^{(\gamma^{(i)}(y^k))} \langle \Delta^{(i)} \rangle_y} \left[ \prod_{i \neq j, k} \left[ \frac{1}{|\bar{b}(y^i)|} \frac{1}{15y(0)}(y^i) \right] \int r(x^j) e^{-f_0^{(\alpha^{(i)})} f_j^{(\gamma^{(i)}(x^j))} \langle \Delta^{(i)}(x^j) \rangle} \right].
\]

But using the inverse transformation of variables \(x^j = \beta^{-1}_{i \to j, \kappa(y^j)}(y^j), dx^j = \lambda_{i \to j}(\kappa(y^j), y^j) dy^j\), the last integral equals
\[
\int r(x^j) e^{-f_0^{(\alpha^{(i)})} f_j^{(\gamma^{(i)}(x^j))} \langle \Delta^{(i)}(x^j) \rangle} dx^j < \infty
\]
since \(f_j\) is bounded and \(r\) a density.

The same argument shows that \(\partial_y \langle \tilde{q}_i \rangle_j\) is integrable with respect to any iteration of \(dy^k\) for any \(k \neq i, j\). As a consequence, points (2) and (3) are satisfied provided we do not integrate with respect to \(y^i\).

**Case 2:** Integration with respect to \(y^i\). The real difficulty is – of course – the integration with respect to \(y^i\). In order to check for instance that \(\langle \tilde{q}_i \rangle_i\) is smooth, we have to be able to integrate \(\partial_y q_i\), for \(\|\alpha\|_{(i)} = 0\), with respect to \(dy^i\). Using the upper bound [3.44], this means that we have to be able to control
\[
\int_0^{\tilde{\gamma}^\infty(0)} e^{(N-1)\|\alpha\|} B\kappa(y^i) e^{-Nf_0\kappa(y^i)} \frac{1}{|\bar{b}(y^i)|} dy^i,
\]
or, using the inverse transformation \(y^i = \tilde{\gamma}^i(0)\),
\[
\int_0^\infty e^{(N-1)\|\alpha\|} B\kappa(y^i) e^{-Nf_0\kappa(y^i)} dt.
\]

The next example illustrates the above discussion and the problems arising in doing such an integration.

**Example 2.** Let \(\bar{b}(x) = -(x - v^*)\) and \(\alpha^j_i(v) = a > 0\) for all \(i \neq j\). Then \(\tilde{\gamma}_i(x) = e^{-t} x + (1 - e^{-t}) v^*, \) and \(\kappa(y) = \log(v^*/(v^* - y))\). Moreover,
\[
\beta^{-1}_{i \to j, \kappa(y^j)}(y^j) = v^* y^j - y^j \quad \frac{v^* y^j - y^j}{v^* - y^j} - a, \quad \lambda_{i \to j}(\kappa(y^j), y^j) = \frac{v^*}{v^* - y^j}.
\]
Suppose finally that \( f_i(v) \equiv f > 0 \), where \( f \) is a positive constant. Then

\[
q_i(y) = C(f_i, \nu) \frac{N!^3}{(v^*)^{N_1 - N + 1}} \prod_{j \neq i} r \left( \frac{v^* y_j^i - y_j^i}{v^* - y_j^i} - a \right) (v^* - y_j^i)^{N_1 - N} 1_{0 \leq y_j^i < v^*}.
\]

Obviously, any derivative with respect to \( y_j^i, j \neq i \), of the above term gives an extra term \((v^* - y_j^i)^{-1}\). This shows two things. Firstly, if \( Nf - N - k > -1 \), i.e.

\[
f > 1 + (k - 1)/N,
\]

then we may derive \( k \) times \( q_i(y) \) with respect to any of the \( y_j^i, j \neq i \), and still get something integrable in \( y_j^i \) as \( y_j^i \uparrow v^* \).

Secondly, arguing like this is even too pessimistic, since the presence of the term

\[
\prod_{j \neq i} r \left( \frac{v^* y_j^i - y_j^i}{v^* - y_j^i} - a \right),
\]

for \( y_j^i \) fixed, imposes that \( v^* \frac{e^{k^i_B y_j^i} - e^{k^i_B \bar{y}^i_j}}{e^{k^i_B \bar{y}^i_j} - e^{k^i_B \bar{y}^i_j}} - a \in \text{supp}(r) \), for all \( k \neq i \), implying that \( |y_j^i - v^*| > \eta \) for some \( \eta > 0 \). It is however complicated to iterate this argument, since even if \( \nu \), hence \( r \), is of compact support, \( q_i \) will not be of compact support any more.

The above discussion leads to the following theorem.

**Theorem 9.** We impose Assumptions 1–3, Assumption 8 and Assumption 9. Let \( f_0 = \min_i \inf_v f_i(v) \).

If there exists \( k^* \) such that \( f_i \in H(k^*, F) \), for all \( 1 \leq i \leq N \), and \( \bar{b} \in H(k^*, B) \) and

\[
Bk^* < Nf_0 - (N - 1)B,
\]

then the invariant measure \( m \) of the process \((X_t)_{t \geq 0}\) possesses a density \( \rho \in C^{k^*}(A) \), where \( A = \{ x \in \mathbb{R}^N : x^i / \notin \mathcal{E}, \forall 1 \leq i \leq N \} \).

As a consequence, if there is some balance of the explosion rate \( e^{Bt} \) of the inverse flow and the survival rate \( e^{-f_0 t} \) of the system, then the invariant density is regular up to some order which is precisely given by this balance. Hence we can exhibit at least one regime in which we are able to say something about (some) regularity of the invariant measure. Of course, the conditions given in the theorem are far from being sharp and it would be interesting to find other regimes where regularity of the invariant density can be shown.

**Proof.** Using the transformation of variables \( t = \kappa(s) \), one sees that equation (3.47) is equivalent to

\[
\int_0^\infty e^{(N-1)B - Nf_0 + k^* B} \kappa(s) \int_0^{\tau_{\infty}(\bar{s})} e^{(N-1)B - Nf_0 + k^* B} \frac{1}{|b(s)|} ds < \infty,
\]

which shows that the expression arising in (3.47) is finite.

Following Step 3. of the above discussion, we introduce \( \mathcal{P}^{(k^*)} = \{ p(x)dx, p : \mathbb{R}^N \rightarrow \mathbb{R}_+, \int p(x)dx = 1 \} \) satisfying the following three points.

1. \( p \in C^{k^*}(A) \).
2. \( \bar{p}_j(x^j) = \int p(x)(f_j(x^j)/\bar{f}(x))dx^j \) belongs to \( C^{k^*} \{ x \in \mathbb{R}^{N-1} : x^i / \notin \mathcal{E}, \forall i \} \), for all \( j \).
3. For all \( \ell \leq N - 1 \), for all \( k_1 < \ldots < k_\ell \in \{ 1, \ldots, N \} \setminus \{ j \} \), for all \( \alpha \) such that \( ||\alpha||((k_1) = \ldots = ||\alpha||((k_\ell) = 0 \) and \( ||\alpha|| \leq k^* \), \( \int_{x^j} |\partial_\alpha \bar{p}_j(x^j)|dx^{k_1} \ldots dx^{k_\ell} < \infty \).
Under the conditions of the theorem, in particular \[3.47\], the Step 3. of the above discussion shows: If \( Z_n \sim p(x)dx \in \mathcal{P}^{(k)} \) then also \( \mathcal{L}(Z_{n+1}) \in \mathcal{P}^{(k)} \). By Nummelin splitting and since the regeneration law \( \nu(x)dx \) belongs to \( \mathcal{P}^{(k)} \), this implies the assertion, following the lines of Step 2. of the proof of Theorem \[7\]. \hfill \Box

**Corollary 3.** For the system of interacting neurons introduced in Example \[4\], if \( f_0 > \lambda \), the invariant density is at least \( k \)-times differentiable on \( \mathcal{A} \), for any \( k < Nf_0/\lambda - (N - 1) \).

**Proof.** We have already shown that \((N, t, i)\) is good for \( i = (1, 2, \ldots, N)\), for any \( t \). Thus, the conditions of Theorem \[4\] are fulfilled. Moreover, \( Y_t(x) = e^{-\lambda t}Id \) for all \( x \in \mathbb{R}^N \), with \( Id \) the \( N \times N \)-identity matrix, and \( A^i(x) = \text{diag}(1, \ldots, 1, 0, 1, \ldots, 1) \) is the diagonal matrix consisting of all \( 1 \)'s, except for the \( i \)-th entry which is a 0. As a consequence,

\[
Y_t(\Delta_i(x))A^i(x) = e^{-\lambda t} \left( e_1 \mid \cdots \mid e_{i-1} \mid 0 \mid e_{i+1} \cdots \mid e_N \right),
\]

where \( e_k \) are the unit vectors in \( \mathbb{R}^N \). Moreover,

\[
b(\gamma_t(\Delta_i(x))) = \left( \begin{array}{c}
* \\
\vdots \\
* \\
\vdots \\
*
\end{array} \right) \left( \begin{array}{c}
\lambda e^{-\lambda t}m \\
\vdots \\
\lambda e^{-\lambda t}m \\
\vdots \\
\lambda e^{-\lambda t}m
\end{array} \right) \quad \leftarrow \quad \text{\( i \)-th coordinate},
\]

implying that the columns of \( Y_t(\Delta_i(x))A^i(x) \) and \( b(\gamma_t(\Delta_i(x))) \) span \( \mathbb{R}^N \) for all \( t \). The assertion then follows from Theorem \[7\] observing that \( B = \lambda \). \hfill \Box

**APPENDIX**

3.8. **Proof of Theorem 5** W.l.o.g. we take \( i = 1 \), i.e. we study the smoothness of the invariant density of the first particle.

We rely on the following smoothness criterion in dimension 1 that we quote from Bally and Caramellino (2011) \[2\]. Let \( \lambda \) be the Lebesgue measure on \( \mathbb{R} \). Recall that we work locally on \( S_{d,k+2} = \{ v \in \mathbb{R} : (k + 2)A < |v|, |\hat{b}(v)| > d \} \), for \( d > (k + 2)AB \). We fix some \( m \geq 1 \). Let \( W^{m,p}_\lambda(S_{d,k+2}) \) be the space of all functions \( \phi \in L^p(\lambda) \) such that for all \( \ell \leq m \), for all \( g \in C^\infty_c(S_{d,k+2}) \),

\[
(3.48) \quad \int \partial_t g(x)\phi(x)\lambda(dx) = (-1)^\ell \int g(x)\theta_\ell(x)\lambda(dx),
\]

for some functions \( \theta_\ell \in L^p(\lambda) \), for all \( 1 \leq \ell \leq m \). If \[3.48\] holds, then we write \( \partial_\ell^\lambda \phi := \theta_\ell \). If \( \phi \) and all \( \theta_\ell \) are bounded on \( S_{d,k+2} \), then we say that \( \phi \in W^{m,\infty}_\lambda(S_{d,k+2}) \) and we introduce

\[
\|\phi\|_{W^{m,\infty}_\lambda(S_{d,k+2})} := \sup_{0 \leq \ell \leq m} \sup_{x \in S_{d,k+2}} |\partial_\ell^\lambda \phi(x)|.
\]

We quote the following theorem from \[2\].

**Theorem 10** (Theorem 8 of \[2\]). Write \( \pi(dx) = \phi(x)\lambda(dx) \). If \( \phi \in W^{m,\infty}_\lambda(S_{d,k+2}) \), then \( \pi(dx) = \pi(x)dx \) locally on \( S_{d,k+2} \). Moreover, \( \pi \in C^{m-1}(S_{d,k+2}) \) and for all \( \ell \leq m - 1 \),

\[
\sup_{x \in S_{d,k+2}} |\pi^{(\ell)}(x)| \leq C\|\phi\|_{W^{m,\infty}_\lambda(S_{d,k+2})},
\]

Furthermore, \( \pi \) is \( \lambda \)-equivariant.
where the constant $C$ does not depend on $\phi$. Finally, $\pi^{(m-1)}$ is Hölder-continuous of order $\alpha$ for any $\alpha < 1$, and

$$\sup_{x,x' \in S_{d,k+2}} |\pi^{(m-1)}(x) - \pi^{(m-1)}(x')| \leq C(\alpha)\|\phi\|_{W^{m,\infty}(S_{d,k+2})}|x - x'|^{\alpha},$$

where the constant $C(\alpha)$ does not depend on $\phi$.

We now show how to apply the above theorem. We work under stationary regime and suppose that $X_0 \sim m$. In this case, $Z_k \sim \frac{1}{m(f)}m(\tilde{f})$ for any $k$, where we recall that $Z_k = X_{T_k-}$.

Now, let $g \in C_c^\infty(S_{d,k+2})$ be a smooth test function having compact support in $S_{d,k+2}$. We start with a control on $\pi(g)$. Using (2.11), we obtain

$$\pi(g) = \sum_{i=1}^N \int_{\mathbb{R}^N} m(dx)f_i(x) \int_0^\infty e(\Delta_i(x), t)g(\gamma_i(\Delta_i^1(x)))dt. \tag{3.49}$$

**Step 1.** We work with a fixed value of $y := \Delta_i(x)$ and wish to use the change of variables

$$s = \gamma_i(y^1), ds = b(s)dt.$$

By the support properties of the function $g$, $g(\gamma_i(y^1)) \neq 0$ implies that $\gamma_i(y^1) \notin E$. Therefore, $y^1 = \Delta_i^1(x^1) \notin E$ neither and $t \mapsto \gamma_i(y^1)$ invertible for all $t \in [0, \infty]$. Let $\kappa_{y^1}(s)$ be the associated inverse function. Then we may rewrite

$$\int_0^\infty e(y, t)g(\gamma_i(y^1))dt = \int_{y^1}^{\tilde{\gamma}_i(y^1)} e(y, \kappa_{y^1}(s))\frac{g(s)}{b(s)}ds$$

and obtain from (3.49) that

$$d\pi = \phi d\lambda,$$

$\lambda$ the Lebesgue measure on $\mathbb{R}$, where

$$\phi(s) = \sum_{i=1}^N \int_{\mathbb{R}^N} m(dx)f_i(x)1_{\Delta_i((\Delta_i(x)))}(s)e(\Delta_i(x), \kappa_{\Delta_i^1(x)}(s))\frac{1}{|b(s)|}.$$ \tag{3.50}

Notice that $\phi$ is bounded on $S_{d,k+2}$, with bound given by

$$\sup_{s \in S_{d,k+2}} \phi(s) \leq \frac{NF}{d},$$

since $|b(s)| \geq d$. Therefore, we are exactly in the situation of Theorem 10. In particular, $\pi$ possesses a bounded Lebesgue density $\pi$ on $S_{d,k+2}$ which is precisely given by $\pi(s) = \phi(s)$ for all $s \in S_{d,k+2}$.

**Step 2.** Let us come back to (3.49). In general, we will have to consider expressions of the form

$$\pi_H(g) := \sum_{i=1}^N \int_{\mathbb{R}^N} m(dx)f_i(x) \int_0^\infty e(\Delta_i(x), t)H(\gamma_i(\Delta_i(x)))g(\gamma_i(\Delta_i^1(x)))dt, \tag{3.51}$$

where $\gamma_i(y) = (\gamma_i(y^1), \ldots, \gamma_i(y^N))$ is the joint flow of the $N$ particles and where $H : \mathbb{R}^N \to \mathbb{R}$ is bounded and smooth, for a smooth function $g : \mathbb{R} \to \mathbb{R}$ such that $g \equiv 0$ in a neighborhood of 0 and such that $g(v) \neq 0$ implies that $b(v) \neq 0$, i.e. $v \notin E$. Notice that for $H \equiv 1$,

$$\pi_1(g) = E_m(g(X_1)) = \pi(g)$$

and therefore $\pi_1(1) = 1.$
In order to clarify the structure of the problem, let us consider
\[ \pi_H(g'') = \sum_{i=1}^{N} \int m(dx) f_i(x) \int_{0}^{\infty} \frac{e(\Delta_i(x), t)}{b(\Delta_i^1(x))} H(\gamma_i(\Delta_i(x))) g''(\gamma_i(\Delta_i^1(x))) \frac{d\gamma_i^1(x)}{dt} dt. \]
Integration by parts yields
\[ \int_{0}^{\infty} \frac{e(y, t)}{b(\gamma_i(y^1))} H(\gamma_i(y)) g''(\gamma_i(y^1)) \frac{d\gamma_i^1(y^1)}{dt} dt = \left[ \frac{e(y, t)}{b(\gamma_i(y^1))} H(\gamma_i(y)) g'(\gamma_i(y^1)) \right]_{0}^{\infty} - \int_{0}^{\infty} \frac{d}{dt} \left[ \frac{e(y, t)}{b(\gamma_i(y^1))} H(\gamma_i(y)) \right] g'(\gamma_i(y^1)) dt. \]
The boundary terms that arise in this integration by parts formula have to be studied carefully. Firstly, exploiting Assumption 2,
\[ \left( \frac{e(y, t)}{b(\gamma_i(y^1))} H(\gamma_i(y)) g'(\gamma_i(y^1)) \right)_{t=\infty} = 0. \]
Moreover,
\[ \left( \frac{e(y, t)}{b(\gamma_i(y^1))} H(\gamma_i(y)) g'(\gamma_i(y^1)) \right)_{t=0} = \frac{g'(y^1)}{b(y^1)} H(y). \]
Finally, we calculate
\[ \frac{d}{dt} \left[ \frac{e(y, t)}{b(\gamma_i(y^1))} H(\gamma_i(y)) \right] = -e(y, t) \left[ \frac{\int H(\gamma_i(y)) - \nabla H \cdot b + H(\gamma_i(y)) b'(\gamma_i(y^1))}{b(\gamma_i(y^1))} \right] = -e(y, t) G(H)(\gamma_i(y)), \]
where
\[ G(H)(x) = \frac{[\int H(x) - \nabla H \cdot b(x) + H(x)b'(x^1)]}{b(x^1)}. \]
Hence
\[ \pi_H(g'') = - \sum_{i=1}^{N} \int m(dx) f_i(x) \frac{g'(\Delta_i^1(x^1))}{b(\Delta_i^1(x^1))} H(\Delta_i(x)) + \pi_{G(H)}(g'). \]
Let us study the first term in the above expression,
\[ T_1 := - \sum_{i=1}^{N} \int m(dx) f_i(x) \frac{g'(\Delta_i^1(x^1))}{b(\Delta_i^1(x^1))} H(\Delta_i(x)), \]
where \( \Delta_i^1(x^1) = 0 \) for \( i = 1 \). Since \( g'(0) = 0 \) (\( g \equiv 0 \) in a neighborhood of 0), the term \( i = 1 \) does not appear in the above sum. Therefore, the above term equals
\[ T_1 = - \sum_{i=2}^{N} \int m(dx) f_i(x) \frac{[g \circ \Delta_i^1]'(x^1)}{b(\Delta_i^1(x^1))(\Delta_i^1)'(x^1)} H(\Delta_i(x)), \]
where \( (\Delta_i^1)'(x^1) \neq 0 \) by Assumption 2.
We apply (2.11) to the test function \( f_i(x) \frac{[g \circ \Delta_1^i]'(x_1)}{b(\Delta_1^i(x_1))} H(\Delta_i(x)) := \sum_{i=2}^{N} G_i(H)(x)[g \circ \Delta_1^i]'(x_1) \), where

\[
G_i(H)(x) := \frac{f_i(x)}{b(\Delta_1^i(x_1))} H(\Delta_i(x)),
\]

for any \( i \geq 2 \). As a consequence,

\[
T_1 = -\sum_{j=1}^{N} \sum_{i=2}^{N} \int m(dx) f_j(x) \int_0^\infty e(\Delta_j(x), t) \frac{[g \circ \Delta_1^j]'(\Delta_j(x))}{b(\Delta_1^j(\Delta_j(x)))} f_i(\Delta_i(x)) H(\Delta_i(\gamma_i(\Delta_j(x)))) dt
\]

\[
= -\sum_{i=2}^{N} \pi_{G_i(H)}([g \circ \Delta_1^i]').
\]

Resuming the above discussion, we obtain

\[
\pi_H(g'') = \pi_{G(H)}(g') - \sum_{i=2}^{N} \pi_{G_i(H)}([g \circ \Delta_1^i]'),
\]

for any smooth test function \( g : \mathbb{R} \to \mathbb{R} \) such that \( \text{supp}(g) \subset \mathcal{E} \) and such that \( g \equiv 0 \) on a neighborhood of 0, where \( G(H) \) and \( G_i(H) \) are given in (3.52) and (3.55).

Of course, we want to iterate the above procedure. For that sake, we have to be sure that \( g \circ \Delta_1^i \) appearing in the second term of (3.57) belongs still to the class of functions which are admissible in order to obtain (3.57), i.e. \( g \circ \Delta_1^i \equiv 0 \) in a neighborhood of 0 and \( |\tilde{b}(v)| \) lower bounded on the support of \( g \circ \Delta_1^i \). This is why we have to restrict attention to the set \( S_{d,k+2} \). (We will give more details in the next step.)

**Step 3.** For a function \( H \) defined on \( \mathbb{R}^N \), \( r \in \mathbb{N} \) and any open set \( B \subset \mathbb{R}^N \), we denote

\[
\|H\|_{B,r,\infty} := \sum_{k=0}^{r} \sum_{|\alpha| = k} \sup_{x \in B} |\partial^\alpha H(x)|.
\]

Write \( S_{d,k+2} := \{ x \in \mathbb{R}^N : x_1 \in S_{d,k+2} \} = S_{d,k+2} \times \mathbb{R}^{N-1} \). Then

\[
\|G(H)\|_{S_{d,k+2,0,\infty}} \leq \frac{NF_B}{d} \|H\|_{S_{d,k+2,1,\infty}}
\]

and

\[
\|G_i(H)\|_{S_{d,k+2,0,\infty}} \leq \frac{F}{ad} \|H\|_{S_{d,k+2,0,\infty}}.
\]

Finally, the second term in (3.57) contains the test function \( g \) transported by the jump term, i.e. the function \( g \circ \Delta_1^i \). Its support is contained in

\[
(\Delta_1^i)^{-1}(S_{d,k+2}) \subset S_{d-AB,k+1}.
\]

This last inclusion can be seen as follows. \( \Delta_1^i(x_1) \in S_{d,k+2} \) implies on the one hand that \( |\tilde{b}(\Delta_1^i(x_1))| = |\tilde{b}(x_1 + a_1^i(x_1))| \geq d \). But

\[
\tilde{b}(x_1) = \tilde{b}(x_1 + a_1^i(x')) - \tilde{b}'(x_1 + \vartheta a_1^i(x))a_1^i(x),
\]
In order to conclude the proof and to apply Theorem 10 with 
\[ m(3.64) \]

\[ \pi \]

Then

Firstly,

\[ (\text{no choice of } 0). \]

for each choice

\[ (3.63) \]

These iterations give rise to the following tree. Let

\[ V := \{(i_1, \ldots, i_{k+1}) : i_l \in \{2, \ldots, N\} \cup \{0\}\}, \]

where each choice \( i_l = 0 \) will be interpreted as choice of \( G \). Of course, each choice \( i_l \in \{2, \ldots, N\} \) corresponds to the choice of \( G_{i_l} \). We write \( v \) for all elements of \( V \) and put

\[ G_v := G_{i_{k+1}} \circ G_{i_k} \circ \cdots \circ G_{i_1} \]

for \( v = (i_1, \ldots, i_{k+1}) \), where \( G_0 := G \), and

\[ \Delta_v := \Delta_{i_1} \circ \cdots \circ \Delta_{i_{k+1}} \]

with \( \Delta_0 \equiv \text{id} \). Finally we put \( \text{sgn}(v) := (-1)^{\sum_{l=1}^{k+1} 1(i_l \neq 0)} \).

Then

\[ \pi(g^{(k+1)}) = \sum_{v \in V} \text{sgn}(v) \pi_{G_v}(1)(g \circ \Delta_v). \]

In order to conclude the proof and to apply Theorem 10 with \( m = k+1 \), we have to show that each term appearing in the last expression of

\[ (3.64) \]

can be written as an integral with respect to the Lebesgue measure. This can be shown by using a simple change of variables. Consider e.g. the expression

\[ \pi_{G_{i_{k+1}} \circ \cdots \circ G_{i_2} \circ G_{i_1}}(1)(g \circ \Delta_{i_1} \circ \Delta_{i_2} \circ \cdots \circ \Delta_{i_{k+1}}), \]

corresponding to \( v = (i_1, \ldots, i_{k+1}) \in \{2, \ldots, N\}^{k+1} \) (no choice of 0).

Firstly,

\[ \text{supp}(\Delta_v)^{-1}(S_{d,k+2}) \subset S_{d-(k+1)AB,1}, \]

which follows from \( (3.60) \). Moreover, by \( (3.59) \),

\[ \|G_v(1)\|_{S_{d-(k+1)AB,1,0,\infty}} \leq C(F, B, k, a) \frac{1}{d(d-AB) \cdots (d-(k+1)AB)}. \]
Moreover, we have the bound
\[ \pi_{G_{\nu}(1)}(g \circ \Delta_{1}^{1}) = \sum_{l} \int m(dx) f_{l}(x) \int_{0}^{\infty} e(\Delta_{l}(x), t) (G_{\nu}(1)(\gamma_{l}(\Delta_{l}(x)))) g(\Delta_{l}^{1} \gamma_{l}(\Delta_{l}(x))) dt. \]

Therefore, we use the change of variables \( s = \Delta_{1}^{1} \gamma_{l}(\Delta_{l}(x)) \),
\[ ds = [\Delta_{1}^{1}]'(\gamma_{l}(\Delta_{l}(x))) \tilde{b}(\gamma_{l}(\Delta_{l}(x))) dt, \]
with
\[ ||[\Delta_{1}^{1}]'(\gamma_{l}(\Delta_{l}(x)))|| > C(k, a) \]
(recall Assumption 4) and
\[ |\tilde{b}(\gamma_{l}(\Delta_{l}(x)))| \geq d - (k + 1)AB > AB, \]
since \( \gamma_{l}(\Delta_{l}(x)) \in S_{d-(k+1)AB, 1} \) by the support property of \( g \circ \Delta_{1}^{1} \). We write \( \kappa_{\nu, l}(s, x^{1}) \) for the inverse function of \( t \mapsto \Delta_{l}^{1} \gamma_{l}(\Delta_{l}(x)) \) and obtain that
\[ \pi_{G_{\nu}(1)}(g \circ \Delta_{1}^{1}) = \int g(s) \theta_{\nu}(s) dy, \]
where
\[ \theta_{\nu}(s) = \sum_{l} \int m(dx) f_{l}(x) \Delta_{\nu}(\gamma_{l}(\Delta_{l}(x))) \]
\[ e(\Delta_{l}(x), \kappa_{\nu, l}(s, x^{1})) G_{\nu}(1)(\gamma_{\kappa_{\nu, l}(s, x^{1})}(\Delta_{l}(x))) \]
\[ (|[\Delta_{1}^{1}]'(\gamma_{\kappa_{\nu, l}(s, x^{1})}(\Delta_{l}(x)))| \tilde{b}(\gamma_{\kappa_{\nu, l}(s, x^{1})}(\Delta_{l}(x))))^{-1}. \]

Moreover, we have the bound
\[ ||\theta_{\nu}||_{S_{d,k+2,0,\infty}} \leq C(N, F, B, k, a) \frac{1}{d(d - AB) \ldots (d - (k + 1)AB)} \frac{1}{AB}. \]

Putting all things together, we see from the above considerations that
\[ \pi(g^{(k+1)}) = \int g(s) \Theta(s) \lambda(ds), \]
for some Lebesgue density \( \Theta \), where \( \sup_{s \in S_{d,k+2}} |\Theta(s)| \leq C(k, F, B, a, A, N, d) \) for some constant depending only on the classes of functions \( H(k, F) \), \( H(k + 1, B) \) and on \( a \) and \( d \).

**Step 5.** By Theorem 10 applied with \( m = k + 1 \), we deduce that \( \pi \in C^{k}(S_{d,k+2}) \), and \( \pi^{(k)} \) is Hölder continuous of any order \( \alpha < 1 \). Moreover,
\[ \sup_{l \leq k, w \in S_{d,k+2}} |\pi^{(l)}(w)| + \sup_{w \neq w', w, w' \in S_{d,k+2}} \frac{\pi^{(k)}(w) - \pi^{(k)}(w')}{|w - w'|^{\alpha}} \leq C, \]
for some constant which does only depend on the classes of functions \( H(k, F) \), \( H(k + 1, B) \) but not on \( f_{i} \) or \( \tilde{b} \). This finishes our proof. \( \square \)
3.9. On the equilibria of one-dimensional dynamical systems. For the one-dimensional flow $\tilde{\gamma}_t$ of Section 2.3, we have that
\begin{equation}
(3.65) \tilde{\gamma}^+(\mathcal{E}^c) \subset \mathcal{E}^c.
\end{equation}

Proof. Let $v$ be such that $\tilde{b}(v) \neq 0$ and suppose that there exists $0 < t^* < \infty$ such that $\tilde{\gamma}_{t^*}(v) = v^*$ with $\tilde{b}(v^*) = 0$. Using Taylor's formula in a neighborhood of $v^*$, we obtain
\[ \tilde{b}(x) = \tilde{b}'(\xi)(x-v^*), \]
for some $\xi \in [x, v^*], v^*, x]$. Since $v^*$ is necessarily attracting, $\tilde{b}'(\xi) \leq 0$, for $|x - v^*| \leq \epsilon$, for some appropriate $\epsilon > 0$. Therefore, $\tilde{b}(x) \leq B(v^* - x)$, if $x \in [v^* - \epsilon, v^*]$, and $\tilde{b}(x) \geq B(v^* - x)$, for $x \in [v^*, v^* + \epsilon]$, where $B$ is an upper bound on $\|\tilde{b}'\|_{\infty}$. Suppose w.l.o.g. that $v < v^*$. Let $t_{\epsilon} = \inf\{t : \tilde{\gamma}_t(v) \in [v^* - \epsilon, v^*]\}$. By assumption, $t_{\epsilon} < t^* < \infty$. A simple comparison argument shows that on $[t_{\epsilon}, t^*)$,
\[ \tilde{\gamma}_{t_{\epsilon}}(v) \leq \tilde{\gamma}_{t}(v) \]
where
\[ d\tilde{\gamma}_{t_{\epsilon}}(v) = -B(\tilde{\gamma}_{t_{\epsilon}}(v) - v^*)ds, s \geq t_{\epsilon}, \]
with initial condition $\tilde{\gamma}_{t_{\epsilon}}(v) = \tilde{\gamma}_{t_{\epsilon}} = v^* - \epsilon$. But the equation for $\tilde{\gamma}$ possesses an explicit solution given by
\[ \tilde{\gamma}_{t_{\epsilon}}(v) = e^{-B(s-t_{\epsilon})}[v^* - \epsilon] + (1 - e^{-B(s-t_{\epsilon})})v^* < v^* \]
for all $s > t_{\epsilon}$. As a consequence, $\tilde{\gamma}_{t_{\epsilon}}(v) \leq \tilde{\gamma}_{t}(v) < v^*$, which is a contradiction. This finishes our proof. 
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