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Abstract. We present a general framework for constructing cut sparsifiers in undirected graphs—weighted subgraphs for which every cut has the same weight as the original graph, up to a multiplicative factor of $(1 \pm \epsilon)$. Using this framework, we simplify, unify, and improve upon previous sparsification results. As simple instantiations of this framework, we show that sparsifiers can be constructed by sampling edges according to their strength (a result of Benczúr and Karger [Approximating s-t minimum cuts in $\tilde{O}(n^{2})$ time, in Proceedings of the Twenty-Eighth Annual ACM Symposium on Theory of Computing, ACM, New York, 1996, pp. 47–55], [SIAM J. Comput., 44 (2015), pp. 290–319]), effective resistance (a result of Spielman and Srivastava [SIAM J. Comput., 40 (2011), pp. 1913–1926]), or edge connectivity. Sampling according to edge connectivity is the most aggressive method, and the most challenging to analyze. Our proof that this method produces sparsifiers resolves an open question of Benczúr and Karger. While the above results are interesting from a combinatorial standpoint, we also prove new algorithmic results. In particular, we give the first (optimal) $O(m)$-time sparsification algorithm for unweighted graphs. Our algorithm has a running time of $O(m + O(n^2 \epsilon^2))$ for weighted graphs, which is also linear unless the input graph is very sparse itself. In both cases, this improves upon the previous best running times (due to Benczúr and Karger [Approximating s-t minimum cuts in $\tilde{O}(n^{2})$ time, in Proceedings of the Twenty-Eighth Annual ACM Symposium on Theory of Computing, ACM, New York, 1996, pp. 47–55], [SIAM J. Comput., 44 (2015), pp. 290–319]) of $O(m \log^{2} n)$ (for the unweighted case) and $O(m \log^{3} n)$ (for the weighted case), respectively. Our algorithm constructs sparsifiers that contain $O(n \log n / \epsilon^2)$ edges in expectation. A key ingredient of our proofs is a natural generalization of Karger’s bound on the number of small cuts in an undirected graph. Given the numerous applications of Karger’s bound, we suspect that our generalization will also be of independent interest.
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1. Introduction. Sparsification is an important technique in the design of fast graph algorithms. The goal of sparsification is to represent a dense graph using a sparse graph so that important structural properties are approximately preserved. Remarkably, this is possible, for various structural properties. For example, given any undirected graph, there are sparse subgraphs that approximate all pairwise distances up to a multiplicative and/or additive error (see [33] and subsequent research on spanners and emulators), every cut to an arbitrarily small multiplicative error (called cut sparsifiers, introduced by Benczúr and Karger [7, 8]), or the entire Laplacian.
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1.1. Connectivity parameters. In this paper, we will use several connectivity parameters for undirected graphs, of which edge connectivity is perhaps the most natural.

**Definition 1.1.** For any pair of vertices u and v, the edge connectivity between u and v, denoted $k_{uv}$, is defined as the minimum value of a cut that separates u and v. The connectivity of edge $e = (u, v)$, denoted $k_e$, is defined as $k_{uv}$.

Benczúr and Karger introduced a new connectivity parameter called edge strength and used it in their sparsification scheme.

**Definition 1.2.** A k-strong component of G is a maximal k-edge-connected, vertex-induced subgraph of G. The strength of edge $e = (u, v)$, denoted $s_e$ or $s_{uv}$, is the maximum value of k such that a k-strong component of G contains both u and v.

As a third connectivity parameter, we define electrical resistances and conduc-
stances of edges, which turns out to be useful for spectral sparsification.

**Definition 1.3.** The effective conductance of edge $e = (u, v)$, denoted $c_e$ or $c_{uv}$, is the amount of current that flows when each edge $e$ of weight $w_e$ is viewed as a resistor of resistance $1/w_e$ and a unit voltage difference is applied between $u$ and $v$. The effective resistance of an edge $e$ is the reciprocal of its effective conductance.

Nagamochi and Ibaraki [32, 31] introduced a simple graph partitioning scheme for estimating connectivities that leads to a new connectivity parameter called Nagamochi–Ibaraki (NI) indices.

**Definition 1.4.** A sequence of edge-disjoint spanning forests $T_1, T_2, \ldots$ of a graph $G$ is said to be an NI forest packing if $T_i$ is a spanning forest on the edges left in $G$ after removing those in $T_1, T_2, \ldots, T_{i-1}$. For weighted graphs, an edge with weight $w_e$ must appear in $w_e$ contiguous forests. The NI index of edge $e$, denoted $\ell_e$, is the index of the (last, if weighted) NI forest in which $e$ appears.

The parameters $s_e, c_e,$ and $\ell_e$ are mutually incomparable; however, the next lemma shows that edge connectivity $k_e$ dominates all of these parameters.

**Lemma 1.5.** Suppose edge $e$ in an undirected graph $G$ has edge connectivity $k_e$, effective conductance $c_e$, edge strength $s_e$, and NI index $\ell_e$. Then,

$$k_e \geq \max(c_e, s_e, \ell_e).$$

**Proof.** $k_e \geq s_e$ follows from the fact that the strength of an edge is equal to its connectivity in a subgraph.

Consider a cut $C$ of weight $k_e$ separating the terminals of edge $e$. We contract each side of this cut into a single vertex. In other words, we increase the conductance of each edge, other than those in $C$, to $\infty$. By Rayleigh’s monotonicity principle (see, e.g., [11]), the effective conductance of $e$ does not decrease due to this transformation. Since the effective conductance of $e$ after the transformation is $k_e$, $c_e \leq k_e$ in the original graph.

Note that there are $\ell_e$ edge-disjoint paths connecting the end-points of edge $e$ in the first $\ell_e$ NI forests. It follows, by Menger’s theorem (see, e.g., [10]), that $k_e \geq \ell_e$. 

Further, there are known bounds on the sum of reciprocals of these connectivity parameters. The bound on edge strengths is given in [7].

**Lemma 1.6** (see Benczúr and Karger [7]). Suppose $G$ is an undirected graph where edge $e$ has weight $w_e$ and strength $s_e$. Then,

$$\sum_e \frac{w_e}{s_e} \leq n - 1.$$ 

The bound on edge connectivities now follows from Lemma 1.5.

**Corollary 1.7.** Suppose $G$ is an undirected graph where edge $e$ has weight $w_e$ and connectivity $k_e$. Then,

$$\sum_e \frac{w_e}{k_e} \leq n - 1.$$ 

We now show similar bounds for conductances and NI indices. The bound for conductance is well known.

---

1 A spanning forest of a (not necessarily connected) graph is a collection of spanning trees, one on each connected component of the graph.
**Lemma 1.8** (see Bollobás [9, Exercise IX.23]). Suppose $G$ is an undirected graph where edge $e$ has weight $w_e$ and conductance $c_e$. Then,
\[ \sum_e w_e c_e = n - 1. \]

On the other hand, the bound for NI indices is slightly weaker and follows from a counting argument.

**Lemma 1.9.** Suppose $G$ is an undirected graph and let $T_1, T_2, \ldots$ be an NI forest packing where edge $e$ has weight $w_e$ and NI index $\ell_e$. If $W = \max_e w_e$, then
\[ \sum_e w_e \ell_e = O((n \log(nW))). \]
If particular, if all edge weights are polynomial in $n$, then
\[ \sum_e w_e \ell_e = O(n \log n). \]

**Proof.** Since the sum of edge weights $\sum_e w_e \leq n^2 W$, the number of NI forests in any NI forest packing is also at most $n^2 W$. Now, since $\ell_e$ is the *last* index of a forest that contains a copy of $e$, we can upper bound $\sum_e w_e \ell_e$ by treating edge $e$ as a set of $w_e$ distinct parallel edges, each having an NI index equal to the NI forest it belongs to. Then, NI forest $T_i$ contributes at most $(n - 1)/i$ to the sum, and the overall bound follows by summing over all $i$.

### 1.2. Edge compression.

A key idea in cut sparsification is that of edge compression.

**Definition 1.10.** If the input graph is unweighted, then an edge $e$ is said to be compressed with probability $p_e$ if the edge is sampled with probability $p_e$ and if selected, it is given a weight of $1/p_e$ in the output. If the input graph is weighted and edge $e$ has weight $w_e$, then it is said to be compressed with probability $p_e$ if its weight in the output graph is $1/p_e$ times a binomial random variable with parameters $w_e$ and $p_e$. Note that for integral $w_e$, this is equivalent to replacing the edge of weight $w_e$ with $w_e$ parallel unweighted edges and applying the unweighted compression procedure to each such edge independently.

Note that the expected weight of an edge after compression is equal to its weight before compression. However, the variance of the edge weight after compression depends on the probability $p_e$.

### 1.3. Related work.

For structural results in sparsification, we will describe the results for unweighted (multi-)graphs. This is without loss of generality (w.l.o.g.) for integer edge weights since an edge of weight $w$ is equivalent to $w$ parallel edges. However, as mentioned earlier, such a transformation affects algorithmic performance; hence, for algorithmic results, we will distinguish between weighted and unweighted graphs. It is important to note that in either case, the output graph, i.e., the sparsifier, is weighted due to edge compression.

The first result in cut sparsification was obtained by Karger [20] who proposed a uniform compression of edges.

**Theorem 1.11** (see Karger [20]). Let $G_e$ be obtained from an unweighted graph $G$ by independently compressing edge $e$ with probability $p = \min(\rho/\lambda, 1)$, where
\[ \rho = 3(d + 2) \ln n/e^2 \]
and \( \lambda \) is the value of a minimum cut in \( G \). Then, \( G' \) contains \( O\left(\frac{m \log n}{n^{1/2}}\right) \) edges in expectation, and \( G' \in (1 \pm \varepsilon)G \) with probability at least \( 1 - n^{-d} \).

Karger also gave an \( O(m) \)-time implementation of this compression scheme for weighted graphs. This theorem depends on the value of the minimum cut in \( G \). Benczúr and Karger [7] removed this dependence by using nonuniform compression of edges to show that that for every graph \( G \), there exists a cut sparsifier containing only \( O(n \log n/\varepsilon^2) \) edges.

**Theorem 1.12** (see Benczúr and Karger [7]). Let \( G' \) be obtained from an unweighted graph \( G \) by independently compressing edge \( e \) with probability \( p_e = \min(\rho/s_e, 1) \), where

\[
\rho = 16(d + 2) \ln n/\varepsilon^2.
\]

(Recall that \( s_e \) is the strength of edge \( e \).) Then, \( G' \) contains \( O(n \log n/\varepsilon^2) \) edges in expectation, and \( G' \in (1 \pm \varepsilon)G \) with probability at least \( 1 - n^{-d} \).

Benczúr and Karger also gave an efficient randomized algorithm to construct a cut sparsifier containing \( O(n \log n/\varepsilon^2) \) edges in expectation. This algorithm runs in \( O(m \log^2 n) \) time if \( G \) is unweighted and \( O(m \log^3 n) \) time if \( G \) is weighted. They also conjectured that replacing edge strengths by edge connectivity in their compression scheme will also yield cut sparsifiers, and will lead to significant simplification in both sparsification algorithms and their analysis.

As noted earlier, Spielman and Teng [37] introduced spectral sparsification as a generalization of cut sparsification and proved that every graph has spectral sparsifiers with \( O(n \log^2 n/\varepsilon^2) \) edges for a large constant \( c \). This was improved by Spielman and Srivastava [35] who obtained spectral sparsifiers containing \( O(n \log n/\varepsilon^2) \) edges.

**Theorem 1.13** (see Spielman and Srivastava [35]). Let \( G' \) be obtained from an unweighted graph \( G \) by independently compressing edge \( e \) with probability \( p_e = \min(\rho/c_e, 1) \), where

\[
\rho = 6 \ln n/\varepsilon^2.
\]

(Recall that \( c_e \) is the conductance of edge \( e \).) Then, \( G' \) contains \( O(n \log n/\varepsilon^2) \) edges in expectation, and \( G' \) is a spectral sparsifier of \( G \) with constant probability.

**Remark 1.** Actually, the result proven by Spielman and Srivastava [35] is slightly different: they construct the sparsifier by drawing exactly \( \rho(n - 1) \) independently and identically distributed (i.i.d.) samples, in which each edge \( e \) is sampled with probability \( \frac{1}{c_e(n - 1)} \) and is assigned weight \( \frac{1}{\rho} \). One may modify their analysis to obtain Theorem 1.13 by using the “matrix Chernoff bound,” e.g., Tropp [38]. On the other hand, the analysis of our paper can easily be modified to use their i.i.d. sampling process instead of our edge compression process. To do so, one simply modifies the proof of Lemma 3.1 to use a different form of the Chernoff bound.

Spielman and Srivastava [35] also gave an efficient algorithm to construct a spectral sparsifier with \( O(n \log n/\varepsilon^2) \) edges in expectation; using later improvements to linear system solvers [25, 26, 24], the best algorithm for producing a spectral sparsifier containing \( O(n \log n/\varepsilon^2) \) edges now runs in \( O(\min(m \log^2 n, m \log n + n \log^5 n)) \) time (ignoring \( \log \log n \) factors).

Further improvement in spectral sparsification was achieved by Batson, Spielman, and Srivastava [6], who showed the existence of spectral sparsifiers containing \( O(n/\varepsilon^2) \) edges for every graph, which is optimal for spectral sparsifiers [6], and even for cut sparsifiers [4]. Batson, Spielman, and Srivastava also gave a deterministic algorithm for constructing such spectral sparsifiers in \( O(n^3 m) \) time.
Subsequent work. Subsequent to our work, connections between spectral sparsifiers and graph spanners [18], and variants of spectral sparsification where specific subgraphs need to be retained [23] have been studied. Both cut sparsification [1, 14, 2, 3, 15] and spectral sparsification [22] have also been studied recently in the semi-streaming model. Furthermore, a series of efficient algorithms for spectral sparsification have been proposed [40, 39, 27], the current best being an algorithm with running time $O\left(\frac{n^{\gamma-5}}{\epsilon^4 + 4}\right)$ for constructing a spectral sparsifier containing $O\left(\frac{n\epsilon}{\epsilon^2}\right)$ edges.

1.4. Our contributions. We now outline our main contributions.

1.4.1. A general sparsification framework. We propose a general sparsification framework and set out sufficient conditions for a sampling scheme to result in cut sparsifiers. In describing the framework, we will assume that the input graph $G$ is unweighted (allowing for parallel edges). Let $G_\epsilon$ be obtained from $G$ by independently compressing edge $e$ with probability

$$p_e = \min\left(\frac{112\gamma\ln n}{0.38\lambda_e\epsilon^2}, 1\right),$$

where $\gamma$ is independent of $e$ and $\lambda_e$ is a parameter defined on edge $e$. We describe below a sufficient condition on the $\gamma$ and $\lambda_e$ values for $G_\epsilon$ to be a cut sparsifier.

To describe this sufficient condition, we partition the edges in $G$ according to the value of $\lambda_e$ into sets $F_0, F_1, \ldots, F_\Lambda$, where

$$\Lambda = \lfloor \log \max_{e \in E} \{\lambda_e\} \rfloor$$

and

$$F_i = \{e : 2^i \leq \lambda_e \leq 2^{i+1} - 1\}.$$

We will obtain concentration bounds for each $F_i$ separately since edges in any $F_i$ have roughly the same sampling probability in the compression scheme. Ideally, we would like to bound the error due to compression of edges in $F_i$ by a multiplicative factor of the size of $F_i$. Then, summing over all $F_i$'s would immediately yield a concentration bound on the entire graph since the $F_i$'s are disjoint. However, it might so happen that the number of edges in a particular $F_i$ is small, yet these edges have a low sampling probability. This is inconvenient since we cannot hope to bound the error due to such an $F_i$ by a multiplicative factor of the size of $F_i$. To overcome this problem, we define a subgraph $G_i$ of $G$ (with edges replicated, if required) for each $F_i$ such that edges in $F_i$ are well connected in $G_i$ and, therefore, the error due to $F_i$ can be bounded by a multiplicative factor of the size of $G_i$. The goal then becomes one of choosing $G_i$'s such that no edge in $G$ is replicated a large number of times across all the $G_i$'s. This ensures that the sum of the individual error bounds on the $F_i$'s in terms of the $G_i$'s can be expressed as a multiplicative error on the entire graph $G$.

Formally, let $G = \{G_i = (V, E_i) : 1 \leq i \leq \Lambda\}$ be a set of subgraphs of $G$ such that $E_i \supseteq F_i$ for every $i$. (As mentioned above, we are allowed to make multiple copies of the same edge in $G$ in defining $G_i$. This flexibility will be crucial to us in an application of the framework.) For a given set of parameters $\Pi = (\pi_0, \pi_1, \ldots, \pi_\Lambda)$, the following properties will play a crucial role in our definition of $G$:

- (II-connectivity.) The connectivity of any edge $e \in F_i$ in graph $G_i$ is at least $\pi_i$. 

• \((\gamma\text{-overlap})\) For any cut \(C\), 
\[
\sum_{i=0}^{\Lambda} e_i^{(C)} \pi_i^{2i-1} \leq \gamma \cdot e(C),
\]
where \(e(C)\) and \(e_i^{(C)}\) denote the value of cut \(C\) in graphs \(G\) and \(G_i\), respectively.

(Recall that \(\gamma\) is a parameter in the edge compression probabilities.)

Theorem 1.14 describes the properties of such a sampling scheme, and is our central theorem of the paper.

**Theorem 1.14.** Fix the parameters \(\gamma\) and \(\lambda\) for each edge \(e\). If there exists \(\mathcal{G}\) satisfying \(\Pi\)-connectivity and \(\gamma\)-overlap for some \(\Pi\), then \(G \in (1 \pm \epsilon)G\) with probability at least \(1 - 4/n\), where \(G\) is obtained by edge compression using parameters \(\gamma\) and \(\lambda\)’s. Furthermore, \(G\) has \(O(\gamma \log n \epsilon^{-2} \sum e \in E \frac{\lambda}{\pi})\) edges in expectation.

1.4.2. Applications of the sparsification framework. Our first application of the sparsification framework is to show that compressing by edge connectivities yields cut sparsifiers, thereby resolving the conjecture of Benczúr and Karger.

**Theorem 1.15.** Let \(G\) be obtained from an unweighted graph \(G\) by independently compressing edge \(e\) with probability \(p_e = \min(\rho / \kappa_e, 1)\), where \(\rho = Cd \ln^2 n / \epsilon^2\) for a large enough constant \(C\) and \(\kappa_e \leq k_e\). Then, \(G \in (1 \pm \epsilon)G\) with probability at least \(1 - n^{-d}\). Additionally, if \(\kappa_e = k_e\), then \(G\) contains \(O(n \log^2 n / \epsilon^2)\) edges in expectation.

The next three corollaries of this theorem follow from Lemmas 1.5, 1.6, 1.8, and 1.9.

**Corollary 1.16.** Let \(G\) be obtained from an unweighted graph \(G\) by independently compressing edge \(e\) with probability \(p_e = \min(\rho / s_e, 1)\), where \(\rho = Cd \ln^2 n / \epsilon^2\) for a large enough constant \(C\). Then, \(G\) contains \(O(n \log^2 n / \epsilon^2)\) edges in expectation, and \(G \in (1 \pm \epsilon)G\) with probability at least \(1 - n^{-d}\).

Recall that the corresponding result of Benczúr and Karger [7, Theorem 1.12] is stronger than this result since it produces sparsifiers containing \(O(n \log n / \epsilon^2)\) edges in expectation. We show later that we can match the Benczúr–Karger bound (up to constant factors) by using our sparsification framework directly.

**Corollary 1.17.** Let \(G\) be obtained from an unweighted graph \(G\) by independently compressing edge \(e\) with probability \(p_e = \min(\rho / c_e, 1)\), where \(\rho = Cd \ln^2 n / \epsilon^2\) for a large enough constant \(C\). Then, \(G\) contains \(O(n \log^2 n / \epsilon^2)\) edges in expectation, and \(G \in (1 \pm \epsilon)G\) with probability at least \(1 - n^{-d}\).

This is weaker than the result of Spielman and Srivastava stated earlier in Theorem 1.13: they prove spectral sparsification, not just cut sparsification, and their sparsifier only has \(O(n \log n / \epsilon^2)\) edges.
Corollary 1.18. Let \( G_e \) be obtained from an unweighted graph \( G \) by independently compressing edge \( e \) with probability \( p_e = \min(\rho/\ell_e, 1) \), where
\[
\rho = Cd\ln^2 n/\epsilon^2
\]
for a large enough constant \( C \). Then, \( G_e \) contains \( O(n \log^2 n \log(nW)/\epsilon^2) \) edges in expectation, and \( G_e \in (1 \pm \epsilon)G \) with probability at least \( 1 - n^{-d} \), where \( W \) is the maximum weight of an edge in \( G \).

Note that the additional factor of \( \log(nW) \) is due to this term in Lemma 1.9.

As in the case of edge strengths, we will show later that this result can be improved by applying the sparsification framework directly to obtain the following theorem. We state this theorem for weighted graphs since we will use this theorem for algorithmic applications.

Theorem 1.19. Let \( G_e \) be obtained from a weighted graph \( G \) by independently compressing edge \( e \) with probability \( p_e = \min(\rho/\ell_e, 1) \), where
\[
\rho = Cd\ln n/\epsilon^2
\]
for a large enough constant \( C \). Then, \( G_e \) contains \( O(n \log n \log(nW)/\epsilon^2) \) edges in expectation, and \( G_e \in (1 \pm \epsilon)G \) with probability at least \( 1 - n^{-d} \), where \( W \) is the maximum weight of an edge in \( G \).

Note that for both Corollary 1.18 and Theorem 1.19, the \( \log(nW) \) factor is replaced by \( \log n \) for input graphs with polynomial edge weights.\(^2\)

1.4.3. Sparsification algorithms. Our framework yields sparsification algorithms that are not only simpler, but also faster. For simplicity, we will state our running times for these algorithms assuming that the edge weights in the input graph are polynomial in \( n \). For larger weights, the running time of the algorithm and size of the sparsifier typically have a \( \log(nW) \) factor instead of a \( \log n \) factor. We do not state these more general results for the sake of brevity.

Nagamochi and Ibaraki showed that an NI forest packing can be constructed in \( O(m) \)-time for unweighted graphs [32], and \( O(m + n \log n) \)-time for weighted graphs [31]. For weighted graphs, note that sampling an edge \( e \) involves the generation of a binomial random variable with parameters \( w_e \) and \( p_e \). This can be done in \( O(w_e p_e) \) time (see, e.g., [17]); therefore, \( O(\sum_{e \in E} w_e p_e) \) time overall for all edges. Recalling that \( p_e = \min(\rho/\ell_e, 1) \), it follows from Lemma 1.9 that the time complexity of sampling all edges is \( O(n \log^2(n)/\epsilon^2) \), which is \( O(m) \). (If \( m = O(n \log^2(n)/\epsilon^2) \) then we can retain all edges; therefore, we assume w.l.o.g. that \( m = \Omega(n \log^2(n)/\epsilon^2) \).) Coupled with Theorem 1.19, we get the following theorem.

Theorem 1.20. For any input graph \( G \) (with edge weights polynomial in \( n \)) and any constants \( \epsilon \in (0, 1), d > 0 \), there is a randomized algorithm that runs in \( O(m) \)-time and produces a graph \( G_e \) containing \( O(n \log^2 n/\epsilon^2) \) edges in expectation, where \( G_e \in (1 \pm \epsilon)G \) with probability at least \( 1 - n^{-d} \).

The cut sparsifier produced by this algorithm contains \( O(n \log^2 n/\epsilon^2) \) edges in expectation, which is a factor of \( \log n \) greater than that produced by previous algorithms.

\(^2\)We remark that the \( \log(nW) \) factor can be replaced by \( \log(n) \), even with arbitrarily large edge weights, via a slightly more involved argument that appears in our technical report [13, Corollary 1.2]. However, this alternative argument is intended for the scenario that \( p_e = \min(\rho/k_e, 1) \) and does not use the general framework of this paper, so it leads to slightly worse algorithmic results and we do not discuss it herein.
of Benczúr and Karger. However, the output of this algorithm can be postprocessed using the previous algorithm for weighted graphs to obtain a cut sparsifier containing $O(n \log n/\epsilon^2)$ edges. Recall that the best previously known algorithm runs in $O(m \log^3 n)$ time for weighted graphs.

**Corollary 1.21.** For any input graph $G$ (with edge weights polynomial in $n$) and any constants $\epsilon \in (0, 1), d > 0$, there is a randomized algorithm that runs in $O(m + n \log^5 n)$-time, and produces a graph $G_\epsilon$ containing $O(n \log n/\epsilon^2)$ edges in expectation, where $G_\epsilon \in (1 \pm \epsilon)G$ with probability at least $1 - n^{-d}$.

We give a new algorithm for unweighted, simple graphs that reduces the running time to the optimal $O(m)$ (in expectation) without increasing the number of edges in the cut sparsifier. In the rest of the paper, when we talk of an unweighted graph, we mean a simple graph with no parallel edges and no edge weights (alternatively, every edge has unit weight).

**Theorem 1.22.** For any unweighted input graph $G$ and any constants $\epsilon \in (0, 1), d > 0$, there is a randomized algorithm with runtime $O(m)$ in expectation that produces a graph $G_\epsilon$ containing $O(n \log n/\epsilon^2)$ edges in expectation, where $G_\epsilon \in (1 \pm \epsilon)G$ with probability at least $1 - n^{-d}$.

1.5. **Roadmap.** This paper is organized as follows. Section 2 gives proofs of a cut counting theorem which is the main technical tool that we use to prove properties of the sparsification framework (Theorem 1.14) in section 3. Applications of the framework to various sampling schemes appear in section 4. Finally, we present sparsification algorithms in section 5.

2. **Counting cut projections.** One of our main ingredients is a natural generalization of the following cut counting theorem.

**Theorem 2.1** (see Karger [19, 21]). For any $\alpha \geq 1$, the number of cuts of value at most $\alpha \lambda$ in a graph is at most $n^{2 \alpha}$, where $\lambda$ is the minimum value of a cut in the graph.

To state our generalization, we need some definitions.

**Definition 2.2.** An edge is said to be $k$-heavy if its connectivity is at least $k$; otherwise, it is said to be $k$-light. The $k$-projection of a cut is the set of $k$-heavy edges in it.

Intuitively, we show that for a larger value of $\alpha$, the large number of cuts of size $\alpha \lambda$ predicted by Karger’s theorem arises from many distinct $k$-projections of these cuts for small values of $k$, whereas there are few distinct $k$-projections of these cuts for large values of $k$.

**Theorem 2.3.** For any $k \geq \lambda$ and any $\alpha \geq 1$, the number of distinct $k$-projections in cuts of value at most $\alpha k$ in a graph is at most $n^{2 \alpha}$, where $\lambda$ is the minimum value of a cut in the graph.

Before proceeding further, we need to introduce the splitting-off operation.

**Definition 2.4.** The splitting-off operation replaces a pair of edges $(u, v)$ and $(v, w)$ with the edge $(u, w)$, and is said to be admissible if it does not change the edge connectivity $k_{st}$ between any two vertices $s, t \neq v$.

A key technical tool in our proof of Theorem 2.3 is a theorem of Mader [28] on the feasibility of the splitting-off operation, whose statement requires us to define cut edges first.
Definition 2.5. A cut edge is an edge whose removal separates a connected graph into two disconnected components.

Theorem 2.6 (see Mader [28]). Let $G = (V, E)$ be a connected graph where $v \in V$ is a vertex that has degree $\neq 3$ and is not incident to any cut edge. Then, there is a pair of edges $(u, v)$ and $(v, w)$ such that their splitting-off is admissible.

Since uniformly scaling edge weights does not affect the conditions of Theorem 2.3, we may assume that $G$ is Eulerian and does not have any cut edge. Therefore, Theorem 2.6 applies to our graph. The operation of splitting-off of edges can also be extended to vertices.

Definition 2.7. The splitting-off operation on an even-degree vertex $v$ repeatedly performs admissible splitting-off operations on the edges incident on $v$ until $v$ becomes an isolated vertex.

Note that Theorem 2.6 implies that we can split-off any vertex in a Eulerian graph with no cut edge.

Our proof strategy for Theorem 2.3 is to give an algorithm (Algorithm 1) with the following property, which immediately implies Theorem 2.3. Here, $q(F)$ denotes the minimum value of a cut whose $k$-projection is $F$.

Lemma 2.8. For any $k$-projection $F$ with $q(F) \leq \alpha k$, Algorithm 1 outputs $F$ with probability at least $n^{-2\alpha}$.

To describe Algorithm 1, we need an additional definition.

Definition 2.9. A vertex is said to be $k$-heavy if it is incident to a $k$-heavy edge; otherwise, it is $k$-light.

As a preprocessing step, Algorithm 1 splits-off all $k$-light vertices in $G$. Since Algorithm 1 preserves Eulerianness in $G$ and does not introduce any cut edge, this step (and subsequent splitting-off operations) is feasible. Next, it performs a set of iterations, where in each iteration it contracts an edge selected uniformly at random (where an edge $e$ of weight $w_e$ is replaced by $w_e$ parallel edges), removes all self-loops, and splits-off any vertices that may have become $k$-light as a result of the contraction. The iterations terminate when at most $\lceil 2\alpha \rceil$ vertices are left in the graph. At this point, the algorithm outputs the $k$-projection of a cut selected uniformly at random. Note that the algorithm adds new edges to $G$ via the splitting-off process. All new edges are treated as $k$-light irrespective of their connectivity. Therefore, the $k$-projection of a cut that is output by the algorithm does not include any new edge.

When $k = \lambda$, there is no $k$-light vertex and Algorithm 1 reduces to a random contraction algorithm which was used by Karger to prove Theorem 2.1. Our main idea is that we can remove the $k$-light vertices while preserving the connectivities of all $k$-heavy edges by using the splitting-off operation.

To prove Lemma 2.8, we fix a $k$-projection $F$ with $q(F) \leq \alpha k$. We will show that the following invariants are maintained by Algorithm 1 with good probability:

- (I1) $F$ is a $k$-projection in the remaining graph,
- (I2) $q(F) \leq \alpha k$ (where $q(F)$ now minimizes over cuts in the remaining graph), and
- (I3) every remaining edge that is $k$-heavy (with respect to the initial graph) has connectivity at least $k$ (in the remaining graph).
Algorithm 1. An algorithm for proving bound on cut projections.

1: procedure Contract($G$, $k$, $\alpha$):
2: input: A graph $G = (V, E)$, a parameter $k \geq \lambda$ where $\lambda$ is the weight of a minimum cut in $G$, and an approximation factor $\alpha$
3: RemoveLight($G$, $k$)
4: while there are more than $\lceil 2\alpha \rceil$ vertices remaining do
5: Pick an edge $e$ uniformly at random
6: Contract $e$ and remove any self-loops
7: RemoveLight($G$, $k$)
8: end while
9: return the $k$-projection of a cut selected uniformly at random

d10: function RemoveLight($G$, $k$):
11: input: A graph $G = (V, E)$, a parameter $k$
12: while there exists a $k$-light vertex $v$ in $G$ do
13: Perform admissible splitting-off at $v$ until $v$ becomes an isolated vertex
14: Remove $v$
15: end while
16: return $G$

In Algorithm 1, modifications to the graph are due to admissible splitting-offs, contraction of edges, and removal of self-loops. Clearly, removing self-loops does not affect the invariants. For the splitting-off operation, we note that

- (I1) is preserved because we only split-off $k$-light edges,
- (I2) is preserved because splitting-off never increases the size of any cut, and
- (I3) is preserved because we only split-off at a light vertex and the splitting-offs are admissible.

Finally, we consider edge contraction.

**Lemma 2.10.** Let the number of remaining vertices be $r$. Assuming that the invariants hold, they will continue to hold after the contraction operation with probability at least $1 - 2\alpha/r$.

**Proof.** For (I3), note that since contraction does not create new cuts, the edge connectivity of an uncontracted edge cannot decrease. Now consider the graph before the contraction. Since every remaining vertex $v$ is $k$-heavy, the degree of each vertex is at least $k$; thus the number of remaining edges is at least $kr/2$. Let $C$ be a cut such that $F$ is the $k$-projection of $C$ and $q(F)$ is the value of $C$. Note that (I1) and (I2) are preserved if the contracted edge $e$ is not in cut $C$. Since $e$ is picked uniformly at random, the probability that $e$ is in $C$ is at most $q(F) / kr / 2 \leq 2\alpha / r$.

Let $r_i$ be the number of remaining vertices after the splitting-off operations in iteration $i$ of Algorithm 1. Then, the probability that all the invariants hold throughout
the execution of Algorithm 1, and \( F \) is the output, is at least

\[
\left( 1 - \frac{2\alpha}{r_0} \right) \left( 1 - \frac{2\alpha}{r_1} \right) \ldots \left( 1 - \frac{2\alpha}{\lceil 2\alpha \rceil + 1} \right) 2^{-\lceil 2\alpha \rceil - 1} \geq \left( 1 - \frac{2\alpha}{n} \right) \left( 1 - \frac{2\alpha}{n - 1} \right) \ldots \left( 1 - \frac{2\alpha}{\lceil 2\alpha \rceil + 1} \right) 2^{-\lceil 2\alpha \rceil - 1} \\
\geq \left( 1 - \frac{\lceil 2\alpha \rceil}{n} \right) \left( 1 - \frac{\lceil 2\alpha \rceil}{n - 1} \right) \ldots \left( 1 - \frac{\lceil 2\alpha \rceil}{\lceil 2\alpha \rceil + 1} \right) 2^{-\lceil 2\alpha \rceil - 1} \\
= \frac{\lceil 2\alpha \rceil(\lceil 2\alpha \rceil - 1) \ldots 1}{n(n - 1) \ldots (n - \lceil 2\alpha \rceil + 1)} \cdot 2^{-\lceil 2\alpha \rceil - 1} \\
\geq n^{-\lceil 2\alpha \rceil}.
\]

This proves the bound for half-integral \( \alpha \). For extension to arbitrary \( \alpha \), we need to use generalized binomial coefficients. This generalization is exactly identical to the corresponding generalization for Karger’s cut counting theorem, and the reader is referred to Corollary A.7 in [20] for the details.

This completes the proof of Lemma 2.8, which implies Theorem 2.3. Note that this theorem reduces to Karger’s cut counting theorem by setting \( k = \lambda \). Given the numerous applications of Karger’s theorem (e.g., [5, 16, 20, 34]), we believe that our generalization may be of independent interest.

3. The general sparsification framework. In this section, we will prove Theorem 1.14. We reuse the notation defined in section 1.4.1. Recall that the \( \Pi \)-connectivity property ensures that every edge in \( F_i \) has connectivity at least \( \pi_i \) in the subgraph \( G_i = (V, E_i) \). Also, the \( \gamma \)-overlap property ensures that for any cut \( C \),

\[
\sum_{i=0}^{\Lambda} e_i^{(C)} \cdot 2^{i-1} \cdot \pi_i \leq \gamma \cdot e^{(C)};
\]

where \( e^{(C)} \) and \( e_i^{(C)} \) denote the value of cut \( C \) in graphs \( G \) and \( G_i \), respectively.

We also introduce some additional notation. For any cut \( C \), let

\[
F_i^{(C)} = F_i \cap C \quad \text{and} \quad E_i^{(C)} = E_i \cap C;
\]
correspondingly, let

\[
f_i^{(C)} = |F_i^{(C)}| \quad \text{and} \quad e_i^{(C)} = |E_i^{(C)}|.
\]

Also, let \( f_i^{(C)} \) be the sum of weights of all edges in \( F_i^{(C)} \) that appear in the random graph \( G_i \). Note that

\[
E[f_i^{(C)}] = f_i^{(C)}.
\]

We first prove a key lemma.

**Lemma 3.1.** For any fixed \( i \), with probability at least \( 1 - 4/n^3 \), every cut \( C \) in \( G \) satisfies

\[
\left| f_i^{(C)} - \hat{f}_i^{(C)} \right| \leq \frac{\epsilon}{2} \max \left( \frac{e_i^{(C)} \cdot 2^{i-1}}{\pi_i \cdot \gamma}, f_i^{(C)} \right).
\]
Proof. If \( f_i^{(C)} = 0 \), then \( \widehat f_i^{(C)} = 0 \) and the lemma is trivial, so assume that \( f_i^{(C)} > 0 \). Thus, \( C \) contains some edge \( e \in F_i \), which must be \( \pi_i \)-heavy in \( G_i \) due to the \( \Pi \)-connectivity property. It follows that

\[
e_i^{(C)} \geq \pi_i.
\]

Let \( \mathcal{C}_{ij} \) be the set of all cuts \( C \) such that

\[
\pi_i \cdot 2^j \leq e_i^{(C)} \leq \pi_i \cdot 2^{j+1} - 1 \quad \text{for } j \geq 0.
\]

We will prove that with probability at least \( 1 - 2n^{-3}2^j \), all cuts in \( \mathcal{C}_{ij} \) satisfy the property of the lemma. The lemma then follows by using the union bound over \( j \) (keeping \( i \) fixed) since

\[
2n^{-3} + 2n^{-6} + \cdots + 2n^{-3}2^j + \cdots \leq 4n^{-3}.
\]

Suppose \( C \in \mathcal{C}_{ij} \). Let \( X_i^{(C)} \) denote the set of edges in \( F_i^{(C)} \) that are sampled with probability strictly less than one; correspondingly, let

\[
x_i^{(C)} = |X_i^{(C)}|,
\]

and let \( \widehat x_i^{(C)} \) be the total weight of edges in \( X_i^{(C)} \) in the sampled graph \( G_e \). Since edges in \( F_i^{(C)} - X_i^{(C)} \) retain their weight exactly in \( G_e \), it is sufficient to show that with probability at least \( 1 - 2n^{-2^{j+1}} \),

\[
|\hat x_i^{(C)} - x_i^{(C)}| \leq \left( \frac{\epsilon}{2} \right) \max \left( \frac{e_i^{(C)} \cdot 2^{i-1}}{\pi_i \cdot \gamma} , \frac{x_i^{(C)}}{\pi_i} \right)
\]

for all cuts \( C \in \mathcal{C}_{ij} \). Since each edge \( e \in X_i^{(C)} \) has \( \lambda_e < 2^{i+1} \), we can use Theorem A.1 with the lower bound on probabilities

\[
p = \frac{112\gamma \ln n}{0.38 \cdot 2^{i+1} \epsilon^2}.
\]

There are two cases. The first case is that

\[
x_i^{(C)} \leq \frac{e_i^{(C)} \cdot 2^{i-1}}{\pi_i \cdot \gamma}.
\]

Then, for any \( X_i^{(C)} \) where \( C \in \mathcal{C}_{ij} \), by Theorem A.1, we have

\[
P \left[ \left| x_i^{(C)} - \hat x_i^{(C)} \right| > \left( \frac{\epsilon}{2} \right) \frac{e_i^{(C)} \cdot 2^{i-1}}{\pi_i \cdot \gamma} \right] < 2 \exp \left( - \frac{0.38\epsilon^2}{4} \left( \frac{112\gamma \ln n}{0.38 \cdot 2^{i+1} \epsilon^2} \right) \frac{e_i^{(C)} \cdot 2^{i-1}}{\pi_i \cdot \gamma} \right)
\]

\[
\leq 2 \exp \left( - \frac{7 \cdot e_i^{(C)} \ln n}{\pi_i} \right)
\]

\[
\leq 2 \exp(-7 \cdot 2^{i} \ln n),
\]

since \( e_i^{(C)} \geq \pi_i \cdot 2^j \) for any \( C \in \mathcal{C}_{ij} \). The second case is that

\[
x_i^{(C)} > \frac{e_i^{(C)} \cdot 2^{i-1}}{\pi_i \cdot \gamma}.
\]

(3.1)
Then, for any $X_i^{(C)}$ where $C \in \mathcal{C}_{ij}$, by Theorem A.1, we have
\[
\mathbb{P}\left[ \left| X_i^{(C)} - \tilde{X}_i^{(C)} \right| > \left( \frac{\epsilon}{2} \right) x_i^{(C)} \right] < 2 \exp\left( -\frac{0.38\epsilon^2}{4} \left( \frac{112\gamma \ln n}{0.38 \cdot 2^{i+1} \epsilon^2} \right) x_i^{(C)} \right)
\leq 2 \exp\left( -\frac{7 \cdot e_i^{(C)} \ln n}{\pi_i} \right) \quad \text{(by (3.1))}
\leq 2 \exp(-7 \cdot 2^i \ln n),
\]

since $e_i^{(C)} \geq 2^i \pi_i$ by the assumption that $C \in \mathcal{C}_{ij}$. Thus, we have proved that
\[
\mathbb{P}\left[ \left| X_i^{(C)} - \tilde{X}_i^{(C)} \right| > \left( \frac{\epsilon}{2} \right) \max\left( \frac{e_i^{(C)} \cdot 2^{i-1}}{\pi_i \cdot \gamma}, x_i^{(C)} \right) \right] < 2e^{-7 \cdot 2^i \ln n}
= 2n^{-7 \cdot 2^i}
\]
for any cut $C \in \mathcal{C}_{ij}$. Now, by the II-connectivity property, we know that edges in $F_i^{(C)}$, and therefore those in $X_i^{(C)}$, are $\pi_i$-heavy in $G_i$. Therefore, by Theorem 2.3 applied to graph $G_i$ with $k = \pi_i$ and $\alpha k = \pi_i \cdot 2^{i+1} - 1$, the number of distinct $X_i^{(C)}$ sets for cuts $C \in \mathcal{C}_{ij}$ is at most
\[
n^{2\alpha k/k} < n^{4 \cdot 2^i}.
\]

Using the union bound over these distinct $X_i^{(C)}$ edge sets, we conclude that with probability at least $1 - 2n^{-3 \cdot 2^i}$, all cuts in $\mathcal{C}_{ij}$ satisfy the property of the lemma. \qed

We now use the above lemma to prove Theorem 1.14. Lemma 3.1 bounds the sampling error for a fixed $i$. Applying a naive union bound would incur an error probability that depends on $\Lambda = \lceil \log \max_{e \in E} \{ \lambda_e \} \rceil$. However, we observe that since there are at most $n^2$ distinct edges in $G$, the number of nonempty sets $F_i$ is also at most $n^2$. This allows us to use the union bound over these values of $i$ only, and bound the overall error probability to at most $4/n$.

Let $e^{(C)}$ and $\tilde{e}^{(C)}$ be the weight of edges crossing a cut $C$ in $G$ and $G_e$, respectively. As we just argued, the conclusion of Lemma 3.1 holds for every value of $i$ with probability at least $1 - 4/n$. Therefore,
\[
\sum_{i=0}^{\Lambda} \left| f_i^{(C)} - \tilde{f}_i^{(C)} \right| \leq \sum_{i=0}^{\Lambda} \left( \frac{\epsilon}{2} \right) \max\left( \frac{e_i^{(C)} \cdot 2^{i-1}}{\pi_i \cdot \gamma}, f_i^{(C)} \right)
\]
for all cuts $C$. Then, with probability at least $1 - 4/n,$
\[
|e^{(C)} - \tilde{e}^{(C)}| = \sum_{i=0}^{\Lambda} \left| f_i^{(C)} - \tilde{f}_i^{(C)} \right|
\leq \sum_{i=0}^{\Lambda} \left| f_i^{(C)} - \tilde{f}_i^{(C)} \right|
\leq \epsilon \sum_{i=0}^{\Lambda} \max\left( \frac{e_i^{(C)} \cdot 2^{i-1}}{\pi_i \cdot \gamma}, f_i^{(C)} \right)
\leq \epsilon \left( \sum_{i=0}^{\Lambda} \frac{e_i^{(C)} \cdot 2^{i-1}}{\pi_i \cdot \gamma} + \sum_{i=0}^{\Lambda} f_i^{(C)} \right)
\leq \epsilon \cdot e^{(C)},
\]
since 
\[ \sum_{i=0}^{\Lambda} e_i^{(C)} \cdot 2^{i-1} \leq e^{(C)} \]
by the \( \gamma \)-overlap property and 
\[ \sum_{i=0}^{\Lambda} f_i^{(C)} = e^{(C)} \]
since \( F_i^{(C)} \)'s form a partition of the edges in \( C \).

We now prove the bound on the expected number of edges in \( G \). The expected number of distinct edges in \( G \) is 
\[ \sum_{e \in E} (1 - (1 - p_e)^{w_e}) \leq \sum_{e} w_e p_e, \]
where \( w_e \) is the multiplicity of edge \( e \) in \( G \). The bound follows by substituting the value of \( p_e \).

This completes the proof of Theorem 1.14.

4. Sparsification by edge compression. In this section, we present edge compression schemes using various connectivity parameters and apply the sparsification framework to show that they yield cut sparsifiers.

4.1. Compression using edge connectivities. First, we use the sparsification framework to show Theorem 1.15. Although the theorem statement makes no reference to NI forests, our proof will use them since they allow for a convenient application of the general framework. Is it also possible to use a direct proof that avoids NI forests and instead certifies connectivity of edges using the entire graph, but we omit the details for the sake of brevity.

For any edge \( e = (u, v) \), set \( \lambda_e \) to the value \( \kappa_e \leq k_e \).

Recall that \( F_i \) is defined as the set of all edges \( e \) with
\[ 2^i \leq \lambda_e \leq 2^{i+1} - 1. \]
For any \( i \geq 1 + \lg n \), let \( G_i \) contain all edges in NI forests \( T_{2^{i-1} - 1} \), \( T_{2^{i-1} - 1 + 1} \), \ldots, \( T_{2^{i+1} - 1} \) and all edges in \( F_i \). For \( i \leq \lg n \), \( G_i \) contains all edges in \( T_1, T_2, \ldots, T_i \) and all edges in \( F_i \).

**Lemma 4.1.** The \( \gamma \)-overlap property is satisfied by the above definitions.

**Proof.** Let \( Y_i \) denote the set of edges in \( G_i \) but not in \( F_i \). For any \( i \neq j \),
\[ F_i \cap F_j = \emptyset \]
and each edge appears in \( Y_i \) for at most \( 2 + \lg n \) different values of \( i \). This proves the \( \gamma \)-overlap property.

To prove the \( \Pi \)-connectivity property, we will use the following fact that follows from the definition of NI forests.

**Fact 4.2.** Let \( T_1, T_2, \ldots \) be an NI forest packing of a graph \( G = (V, E) \). For any pair of vertices \( u, v \in V \) and for any \( i \geq 1 \), \( u, v \) are at least \( \min(k_{uv}, i) \)-connected in the first \( i \) NI forests, i.e., in \( T_1 \cup T_2 \cup \ldots \cup T_i \).
Proof. Consider any cut separating \( u, v \) in \( G \). Each such cut contains at least \( k_{uv} \) edges. For any NI forest \( T_j, j \leq i \), either there is at least one edge of the cut in \( T_j \), or all edges in the cut are already contained in \( T_1 \cup T_2 \cup \ldots \cup T_{j-1} \). It follows that \( T_1 \cup T_2 \cup \ldots \cup T_i \) contains at least \( \min(k_{uv}, i) \) edges in the cut.

**Lemma 4.3.** The \( \Pi \)-connectivity property is satisfied by the above definitions.

Proof. Note that since \( \kappa_e = \lambda_e \leq k_e \), the connectivity of any edge in \( F_i \) satisfies \( k_e \geq 2^i \). Then, from Fact 4.2, any edge \( e \in F_i \) is at least \( 2^i \)-heavy in the union of NI forests \( T_1, T_2, \ldots, T_{2^{i-1}} \). Since there are at most \( 2^{i-1} \) edges overall in \( T_1, T_2, \ldots, T_{2^{i-1}} \), any edge \( e \in F_i \) is \( 2^{i-1} \)-heavy in \( G_i \). This proves the \( \Pi \)-connectivity property.

Theorem 1.15 now follows from the above lemmas and Corollary 1.7 applied to Theorem 1.14. Note that Corollary 1.17 follows immediately from Lemma 1.5, Theorem 1.15, and Lemma 1.8; hence, we will not consider sampling by edge conductances separately.

### 4.2. Compression using edge strengths.

Now, we use the sparsification framework to show the result of Benczúr and Karger on compression using edge strengths (Theorem 1.12), up to constant factors.

For any edge \( e \), set \( \lambda_e \) to its strength \( s_e \). Let \( \gamma = 1 \) and \( \pi_i = 2^\Lambda \) for all \( i \), where, as usual, \( \Lambda = \lfloor \log_{\lambda_e} \{ \lambda_e \} \rfloor \). Let \( G_i \) contain all edges in \( F_r \) for all \( r \geq i \), where each edge in \( F_r \) is replicated \( 2^{i-r} \) times. (Recall that replication of edges is allowed in \( G_i \), which are only used in the analysis and not in the actual compression algorithm.)

Let us introduce the following notation. Suppose that \( C \) is a cut containing an edge \( e \in F_i \). Then \( C_i \) denotes the corresponding cut in \( G_i \) (i.e., with the same bipartition of vertices). Recall that \( f_i^{(C)} \) and \( c_i^{(C)} \), respectively, denote the number of edges in \( F_i \cap C \) and in \( C_i \), respectively.

**Lemma 4.4.** The \( \gamma \)-overlap property is satisfied by the above definitions.

Proof. The proof amounts to the following calculation:

\[
\sum_{i=0}^{\Lambda} \frac{c_i^{(C)}2^{i-1}}{\pi_i} = \sum_{i=0}^{\Lambda} \sum_{r=i}^{\Lambda} \frac{f_r^{(C)}2^{\Lambda-r}2^{i-1}}{2^\Lambda} < \sum_{r=0}^{\Lambda} f_r^{(C)},
\]
Lemma 4.5. The $\Pi$-connectivity property is satisfied by the above definitions.

To prove this lemma, we use the following property of edge strengths [7].

Lemma 4.6. The strength of an edge does not decrease even if all edges with lower strength are removed from the graph.

We need to show that the number of edges in $C_i$ is at least $2^\Lambda$ to prove Lemma 4.5. Let the maximum edge strength in $C$ be $k_C$, where

$$2^j \leq k_C \leq 2^{j+1} - 1$$

for some $j \geq i$. By Lemma 4.6, $C_i$ contains at least $2^j$ distinct edges of $G$, each of which is replicated at least $2^{\Lambda-j}$ times. Thus, $C_i$ contains at least $2^\Lambda$ edges. This completes the proof of Lemma 4.5.

Theorem 1.12 (with a different constant) now follows from the above lemmas and Lemma 1.6 applied to Theorem 1.14.

4.3. Compression using NI indices. Now, we use the sparsification framework to show Theorem 1.19.

For any edge $e = (u,v)$, set $\lambda_e$ to its NI index $\ell_e$. Let

$$\gamma = 2 \quad \text{and} \quad \pi_i = 2^{i-1}.$$ 

For any $i \geq 1$, define $G_i$ to be the union of the set of edges in NI forests $T_{2i-1}$, $T_{2i-1+1}$, $\ldots$, $T_{2i-1}$ (call this set of edges $Y_i$) and all edges in $F_i$. (Note that $Y_i$ may contain parallel edges.) Let $G_0$ only contain edges in $F_0$.

Lemma 4.7. The $\gamma$-overlap property is satisfied by the above definitions.

Proof. For any $i \neq j$,

$$F_i \cap F_j = Y_i \cap Y_j = \emptyset.$$ 

Thus, each edge appears in $G_i$ for at most two different values of $i$, proving the $\gamma$-overlap property.

Lemma 4.8. The $\Pi$-connectivity property is satisfied by the above definitions.

Proof. For any edge $e \in F_i$, the endpoints of $e$ are connected in each of $T_{2i-1}$, $T_{2i-1+1}$, $\ldots$, $T_{2i-1}$ by definition of an NI forest packing. It follows that $e$ is $2^{i-1}$-heavy in $G_i$, thereby proving the $\Pi$-connectivity property.

Theorem 1.19 now follows from the above lemmas and Lemma 1.9 applied to Theorem 1.14.

5. Cut sparsification algorithm. Recall that for graphs with polynomial edge weights, an implementation of edge compression using NI indices has a running time of $O(m)$ and produces a cut sparsifier containing $O(n \log^2 n/\epsilon^2)$ edges in expectation. In this section, we give a more refined algorithm for unweighted input graphs that will have the same time complexity, but will produce cut sparsifiers containing $O(n \log n/\epsilon^2)$ edges in expectation. This algorithm proves Theorem 1.22.

Before formally describing the algorithm, let us give some intuition about it. Let us abstractly view compression using NI indices as an iterative algorithm that finds a set of edges $F_i$ in iteration $i$ (these are the edges in NI forests $T_{2i}$, $T_{2i+1}$, $\ldots$, $T_{2i+1-1}$ and are sampled with probability $\Theta(\log n/2^i)$) with the following properties:

- (P1) Each edge in $F_i$ has connectivity of $\Theta(2^i)$ in $F_{i-1}$.
- (P2) The number of edges in $F_i$ is $\Theta(n \cdot 2^i)$.
Our first observation is that property (P1) can be weakened—using the general framework, we show it is sufficient for each edge in $F_i$ to have connectivity of $\Theta(2^i)$ in $H_{i-1} = (V, E_{i-1})$ where $E_{i-1} = F_{i-1} \cup F_{i} \cup \ldots$. Since we are aiming for a sparser sample than in the previous algorithm, we also need to make (P2) stricter. Our new requirement is that the number of edges in $E_{i-1}$ from any connected component $C$ of $H_{i-1}$ is $O(2^i)$ times the number of components into which $C$ decomposes in $H_i$. This stricter condition ensures that the expected number of edges in $G_\epsilon$ decreases to $\Theta(n \log n/\epsilon^2)$.

We also need to give a linear-time construction of $F_i$’s satisfying the above properties. Iteration $i$ runs on each component of $H_i$ separately; we describe the algorithm for any one component $C$. First, $(2^i + 1)$ NI forests $T_1, T_2, \ldots, T_{2^i+1}$ are constructed in $C$ and all edges in $T_{2^i+1}$ are contracted; let the resulting graph be $G_C = (V_C, E_C)$. If $|E_C| = O(|V_C| \cdot 2^i)$, we add the edges in $E_C$ to $F_i$ and retain the remaining edges for iteration $i + 1$. Otherwise, we construct $(2^i + 1)$ NI forests on $G_C$, contract the edges in the $(2^i + 1)$st NI forest, and update $G_C$ to this contracted graph. We repeat these steps until $|E_C| = O(|V_C| \cdot 2^i)$; then, we add the edges in $E_C$ to $F_i$ and retain the remaining edges for iteration $i + 1$. One may verify that the modified versions of properties (P1) and (P2) described above are satisfied by the $F_i$’s constructed by this algorithm.

This algorithm, with a preprocessing step where the number of edges is reduced to $O(n)$ by sampling using NI indices, runs in $O(m) + O(n)$ time, and yields a sparsifier of expected size $O(n \log n/\epsilon^2)$. We need one additional idea to turn this into a strictly linear-time algorithm for unweighted graphs. Observe that we would ideally like to place as many edges as we can in subsets $F_i$ for large values of $i$ so as to obtain a sparse $G_\epsilon$. On the other hand, the fact that these edges are retained till the later iterative stages implies that we pay for them in our time complexity repeatedly. To overcome this dilemma, we use the following trick: instead of sampling these edges with probability $1/2^i$ in iteration $i$, we sample them with probability $1/2$ in each iteration $j < i$, and retain them in the set of edges for the next iteration only if selected in the sample. Now, we are able to reduce the size of our edge set by a factor of 2 (in expectation) in each iteration; therefore, implementing a single iteration in linear time immediately yields a linear-time algorithm overall. However, this iterative sampling scheme creates several technical hurdles since it introduces dependencies between the sampling processes for different edges. Our key technical contribution is in showing that these dependencies are mild enough for us to continue to use the sparsification framework that we developed for independent compression of edges.

Now, we will formally describe our sparsification algorithm. The algorithm (Algorithm 2) has three phases.

The first phase has the following steps:
- If $m \leq 2\rho n$, where
  \[
  \rho = \frac{1014 \ln n}{0.38 \epsilon^2},
  \]
  then $G_\epsilon = G$.
- Otherwise, we construct an NI forest packing of $G$ and all edges in the first $2\rho$ NI forests are included in $G_\epsilon$ with weight one. We call these edges $F_0$.

The edge set $Y_0$ is then defined as $E - F_0$.

The second phase is iterative. The input to iteration $i$ is a graph $(V, Y_{i-1})$, which is a subgraph of the input graph to iteration $i - 1$ (i.e., $Y_{i-1} \subseteq Y_{i-2}$). Iteration $i$ comprises the following steps:
- If the number of edges in $Y_{i-1}$ is at most $2\rho n$, we take all those edges in $G_\epsilon$.
Algorithm 2. The cut sparsification algorithm.

1: procedure Sparsify($G$)
2:   input: An undirected unweighted graph $G = (V, E)$, a parameter $\epsilon \in (0, 1)$
3:   output: An undirected weighted graph $G_\epsilon = (V, E_\epsilon)$
4:   Set $\rho = 1014 \ln n / 0.38 \epsilon^2$.
5:   if $m \leq 2\rho n$ then
6:     $G_\epsilon = G$ and terminate
7:   end if
8:   Construct NI forests $T_1, T_2, \ldots$ for $G$.
9:   Set $i = 0$.
10:  Set $X_0 = E$.
11:  Set $F_0 = \cup_{1 \leq j \leq 2\rho} T_j$.
12:  Set $Y_0 = X_0 - F_0$.
13:  Add each edge in $F_0$ to $G_\epsilon$ with weight 1.
14:  OuterLoop:
15:    if $|Y_i| \leq 2\rho n$ then
16:      Add each edge in $Y_i$ to $G_\epsilon$ with weight $2^{i-1}$ and terminate
17:    end if
18:    Sample each edge in $Y_i$ with probability $1/2$ to construct $X_{i+1}$.
19:    Increment $i$ by 1.
20:    Set $E_c = X_i$.
21:    Set $V_c = V$.
22:    Set $k_i = \rho \cdot 2^{i+1}$.
23:    InnerLoop:
24:      if $|E_c| \leq 2k_i|V_c|$ then
25:        Set $F_i = E_c$; $Y_i = X_i - E_c$.
26:        for all $e \in F_i$ do
27:          Set $\lambda_e = \rho \cdot 4^i$.
28:        end for
29:        Go to OuterLoop.
30:      else
31:        Construct NI forests $T_1, T_2, \ldots, T_{k_i+1}$ for graph $G_c = (V_c, E_c)$.
32:        Update $G_c$ by contracting all edges in $T_{k_i+1}$.
33:        Go to InnerLoop.
34:      end if
35:      for all $F_i$ created in the previous loops do
36:        for all edge $e \in F_i$ do
37:          Set $p_e = \min \left(1, \frac{16128}{1521} \cdot \frac{1}{\lambda_e} \right)$.
38:          Generate $r_e$ from Binomial$(2^i, p_e)$.
39:          if $r_e > 0$ then
40:            Add edge $e$ to $G_\epsilon$ with weight $r_e / p_e$.
41:          end if
42:        end for
43:      end for
44:  end for
with weight $2^{i-1}$ each, and terminate the algorithm.

- Otherwise, all edges in $Y_{i-1}$ are sampled with probability $1/2$; call the sample $X_i$ and let $G_i = (V, X_i)$.
- We identify a set of edges $F_i \subseteq X_i$ with the following properties:
  - The number of edges in $F_i$ is at most $2k_i |V_c|$, where $k_i = \rho \cdot 2^{i+1}$, and $V_c$ is the set of components in $(V, Y_i)$, where $Y_i = X_i - F_i$.
  - Each edge in $Y_i$ is $k_i$-heavy in $G_i$.
- Each edge $e \in F_i$ is assigned the sampling probability
  \[
  p_i = p_e = \min\left( \frac{112 \cdot (32/3) \ln \frac{n}{\epsilon}}{0.38 \lambda_e (\epsilon/3)^2}, 1 \right) = \min\left( \frac{16128}{1521}, \frac{1}{4^{i+1}} \right),
  \]
  since $\lambda_e = \rho \cdot 4^i$ and $\rho = \frac{1014 \ln n}{0.38n^2}$.

The final phase consists of replacing each edge in $F_i$ with $2^i$ parallel edges, and then compressing each edge independently with probability $p_i$. (Recall that in the interest of time complexity of the compression procedure, we will generate a Binomial random variable to represent the weight of the edge in the sparsifier.) The weighted graph formed by this compression procedure is the sparsifier $G_c$.

We now give a short description of the subroutine that constructs the set $F_i$ in the second phase of the algorithm. This subroutine is iterative itself. We start with $V_c = V$ and $E_c = X_i$, and let $G_c = (V_c, E_c)$. We repeatedly construct an NI forest packing for $G_c$ and contract all edges in the $(k_i + 1)$st forest, where $k_i = \rho \cdot 2^{i+1}$, to obtain a new $G_c$. We terminate this iterative process when
\[
|E_c| \leq 2k_i |V_c|.
\]

The set of edges $E_c$ that finally achieves this property forms $F_i$.

### 5.1. Cut preservation

We use the following notation throughout: for any set of unweighted edges $Z$, $eZ$ denotes these edges with a weight of $e$ given to each edge. Our goal is to prove the following theorem.

**Theorem 5.1.** $G_c \in (1 \pm \epsilon)G$ with probability at least $1 - 8/n$.

Let $\Lambda$ be the maximum value of $i$ for which $F_i \neq \emptyset$; let
\[
S = \left( \cup_{i=0}^{\Lambda} 2^i F_i \right) \cup 2^\Lambda Y_\Lambda
\]
and $G_S = (V, S)$. Then, we prove the following two theorems, which together yield Theorem 5.1 using the union bound. (Observe that since $\epsilon < 1$, $(1 + \epsilon/3)^2 \leq 1 + \epsilon$ and $(1 - \epsilon/3)^2 \geq 1 - \epsilon$.)

**Theorem 5.2.** $G_S \in (1 \pm \epsilon/3)G$ with probability at least $1 - 4/n$.

**Theorem 5.3.** $G_c \in (1 \pm \epsilon/3)G_S$ with probability at least $1 - 4/n$.

The following property is key to proving both theorems.

**Lemma 5.4.** For any $i \geq 0$, any edge $e \in Y_i$ is $k_i$-heavy in $G_i = (V, X_i)$, where $k_i = \rho \cdot 2^{i+1}$.

**Proof.** Since all edges in $Y_0$ are in NI forests $T_{2^0+1}, T_{2^0+2}, \ldots$ of $G_0 = G$, the lemma holds for $i = 0$.

We now prove the lemma for $i \geq 1$. Let $G_c = (V_c, E_c)$ be the component of $G_i$ containing $e$. We will show that $e$ is $k_i$-heavy in $G_c$; since $G_c$ is a subgraph of $G_i$, the lemma follows. In the execution of the else block of **InnerLoop** on $G_c$, there are
multiple contraction operations, each comprising the contraction of a set of edges. We show that any such contracted edge is $k_i$-heavy in $G_e$; it follows that $e$ is $k_i$-heavy in $G_e$.

Let $G_e$ have $t$ contraction phases, and let the graph produced after contraction phase $r$ be $G_{e,r}$. We now prove that all edges contracted in phase $r$ must be $k_i$-heavy in $G_e$ by induction on $r$. For $r = 1$, since $e$ appears in the $(k_i + 1)$st NI forest of phase 1, $e$ is $k_i$-heavy in $G_e$. For the inductive step, assume that the property holds for phases $1, 2, \ldots, r$. Any edge that is contracted in phase $r + 1$ appears in the $(k_i + 1)$st NI forest of phase $r + 1$; therefore, $e$ is $k_i$-connected in $G_{e,r}$. By the inductive hypothesis, all edges of $G_e$ contracted in previous phases are $k_i$-heavy in $G_e$; therefore, an edge that is $k_i$-heavy in $G_{e,r}$ must have been $k_i$-heavy in $G_e$. □

We will now prove Theorem 5.2. First, we state a property of edge sampling. Let $R \subseteq Q$ be subsets of edges such that $R$ is $\pi$-heavy in $(V, Q)$. Suppose each edge $e \in R$ is sampled with probability $p$, and if selected, given a weight of $1/p$ to form a set of weighted edges $\widehat{R}$. Now, for any cut $C$ in $G$, let

$$R(C) = R \cap C, \quad Q(C) = Q \cap C, \quad \text{and} \quad \widehat{R}(C) = \widehat{R} \cap C,$$

respectively; also let the total weight of edges in $R(C)$, $Q(C)$, and $\widehat{R}(C)$ be $r(C)$, $q(C)$, and $\widehat{r}(C)$, respectively. Then the following lemma holds.

**Lemma 5.5.** For any $\delta \in (0, 1]$ satisfying $\delta^2 p \pi \geq \frac{6 \ln n}{n \cdot 38}$,

$$|r(C) - \widehat{r}(C)| \leq \delta q(C)$$

for all cuts $C$, with probability at least $1 - 4/n^2$.

**Proof.** Let $\mathcal{C}_j$ be the set of all cuts $C$ such that

$$2^j \cdot \pi \leq r(C) \leq 2^{j+1} \cdot \pi - 1$$

for each $j \geq 0$. We will prove that with probability at least $1 - 2n^{-2^{j+1}}$, all cuts in $\mathcal{C}_j$ satisfy the property of the lemma. Then, the lemma follows by using the union bound over $j$ since

$$2n^{-2} + 2n^{-4} + \cdots + 2n^{-2^{j+1}} + \cdots \leq 4n^{-2}.$$

We now prove the property for cuts $C \in \mathcal{C}_j$. Since each edge $e \in R(C)$ is sampled with probability $p$ in obtaining $\widehat{R}(C)$, we can use Theorem A.1 with sampling probability $p$. Then, for any $R(C)$ where $C \in \mathcal{C}_j$, by Theorem A.1, we have

$$P \left[ \left| \frac{r(C)}{r(C)} - \pi q(C) \right| > \delta q(C) \right] < 2e^{-0.38 \cdot \delta^2 \cdot p \cdot q(C)}$$

$$\leq 2e^{-0.38 \cdot \delta^2 \cdot p \cdot \pi \cdot 2^j}$$

$$\leq 2e^{-6 \cdot 2^j \ln n}$$

$$= 2n^{-6 \cdot 2^j},$$

since $q(C) \geq \pi \cdot 2^j$ for any $C \in \mathcal{C}_j$. Since each edge in $R(C)$ is $\pi$-heavy in $(V, Q)$, Theorem 2.3 ensures that the number of distinct $R(C)$ sets for cuts $C \in \mathcal{C}_j$ is at most

$$n^2 \left( \pi 2^{j+1} \right) = n^{4 \cdot 2^j}.$$

Using the union bound over these distinct $R(C)$ edge sets, we conclude that with probability at least $1 - 2n^{-2^{j+1}}$, all cuts in $\mathcal{C}_j$ satisfy the property of the lemma. □
To obtain Corollary 5.6, we use the following settings in Lemma 5.5:

\[ R = Y_i, \quad Q = X_i, \quad \hat{R} = 2X_{i+1}, \quad \delta = \frac{\epsilon/13}{2^{i/2}}, \quad p = 1/2, \quad \text{and} \quad \pi = \rho \cdot 2^{i+1}. \]

**Corollary 5.6.** With probability at least \(1 - 4/n^2\), for every cut \(C\) in \(G_i\),

\[ |2x_i^{(C)} + f_i^{(C)} - x_{i+1}^{(C)}| \leq \frac{\epsilon/13}{2^{i/2}} \cdot x_i^{(C)}, \]

where \(x_i^{(C)}, x_{i+1}^{(C)},\) and \(f_i^{(C)}\), respectively, denote the weight of \(X_i \cap C, X_{i+1} \cap C,\) and \(F_i \cap C\).

Next, we show the following fact.

**Fact 5.7.** Let \(x \in (0, 1]\) and \(r_i = 13 \cdot 2^{i/2}\). Then, for any \(k \geq 0\),

\[
\prod_{i=0}^{k} (1 + x/r_i) \leq 1 + x/3, \\
\prod_{i=0}^{k} (1 - x/r_i) \geq 1 - x/3.
\]

**Proof.** We prove by induction on \(k\). For \(k = 0\), the property trivially holds.

Suppose the property holds for \(k - 1\). Then,

\[
\prod_{i=0}^{k} (1 + x/r_i) = \prod_{i=0}^{k} \left(1 + \frac{x}{13 \cdot 2^{i/2}}\right) \\
= (1 + x/13) \cdot \prod_{i=1}^{k} \left(1 + \frac{x/\sqrt{2}}{13 \cdot 2^{(i-1)/2}}\right) \\
\leq (1 + x/13) \cdot (1 + x/(3\sqrt{2})) \\
\leq 1 + x/3,
\]

\[
\prod_{i=0}^{k} (1 - x/r_i) = \prod_{i=0}^{k} \left(1 - \frac{x}{13 \cdot 2^{i/2}}\right) \\
= (1 - x/13) \cdot \prod_{i=1}^{k} \left(1 - \frac{x/\sqrt{2}}{13 \cdot 2^{(i-1)/2}}\right) \\
\geq (1 - x/13) \cdot (1 - x/(3\sqrt{2})) \\
\geq 1 - x/3.
\]

We now use Fact 5.7 and Corollary 5.6 to prove the following lemma.

**Lemma 5.8.** Let

\[ S_j = (\cup_{i=j}^{(i)} 2^{i-j} F_i) \cup 2^{\Lambda-j} Y_{\Lambda} \]

for any \(j \geq 0\). Then,

\[ S_j \in (1 \pm (\epsilon/3)2^{j-2})G_j \]

with probability at least \(1 - 4/n\), where \(G_j = (V, X_j)\).
Proof. For any cut \( C \) in \( G \), let the edges crossing \( C \) in \( S_j \) be \( S_j^{(C)} \), and let their total weight be \( s_j^{(C)} \). Also, let

\[
X_i^{(C)} = X_i \cap C, \quad Y_i^{(C)} = Y_i \cap C, \quad \text{and} \quad F_i^{(C)} = F_i \cap C,
\]
and let their respective sum of weights be \( x_i^{(C)} \), \( y_i^{(C)} \), and \( f_i^{(C)} \).

Since \( \Lambda \leq n - 1 \), we can use the union bound on Corollary 5.6 to conclude that with probability at least 1 - 4/n, for every 0 \( \leq i \leq \Lambda \) and for all cuts \( C \),

\[
2x_{i+1}^{(C)} + f_i^{(C)} \leq (1 + \epsilon/r_i)x_i^{(C)},
\]

\[
2x_{i+1}^{(C)} + f_i^{(C)} \geq (1 - \epsilon/r_i)x_i^{(C)},
\]

where \( r_i = 13 \cdot 2^{i/2} \). Then,

\[
s_j^{(C)} = 2^{\Lambda-j}y_A^{(C)} + 2^{\Lambda-j}f_A^{(C)} + 2^{\Lambda-1-j}f_{A-1}^{(C)} + \ldots + f_j^{(C)}
= 2^{\Lambda-j}x_A^{(C)} + 2^{\Lambda-1-j}f_{A-1}^{(C)} + \ldots + f_j^{(C)}
\]

since \( y_A^{(C)} + f_A^{(C)} = x_A^{(C)} \)

\[
= 2^{\Lambda-1-j}(2x_A^{(C)} + f_{A-1}^{(C)}) + (2^{\Lambda-2-j}f_{A-2}^{(C)} + \ldots)
\leq (1 + \epsilon/r_{A-1})2^{\Lambda-1-j}x_{A-1}^{(C)} + (2^{\Lambda-2-j}f_{A-2}^{(C)} + \ldots)
\leq (1 + \epsilon/r_{A-1})(2^{\Lambda-1-j}x_{A-1}^{(C)} + 2^{\Lambda-2-j}f_{A-2}^{(C)} + \ldots)
\leq (1 + \epsilon/r_{A-1})(1 + \epsilon/r_{A-2}) \ldots (1 + \epsilon/r_j)x_j^{(C)}
\leq (1 + (\epsilon/3)2^{-j/2})x_j^{(C)}
\]

Similarly, we can show that

\[
s_j^{(C)} \geq (1 - (\epsilon/3)2^{-j/2})x_j^{(C)}. \quad \square
\]

Finally, we observe that Theorem 5.2 follows from Lemma 5.8 if we set \( j = 0 \).

Now, we will prove Theorem 5.3. First, observe that edges \( E_0 \cup 2^A \Lambda \) are identical in \( G_S \) and \( G_r \). Therefore, we do not consider these edges in the analysis below. For any \( i \geq 1 \), let \( \psi(i) \) be such that

\[
2^{\psi(i)} \leq \rho \cdot 4^i \leq 2^{\psi(i)+1} - 1.
\]

(Note that \( \psi(i) \)'s define doubling intervals on a function of \( i \), which will be useful later in invoking the sparsification framework.) Note that for any \( j \), \( \psi(i) = j \) for at most one value of \( i \). Then, for any \( j \geq 1 \),

\[
R_j = F_i \quad \text{if} \ j = \psi(i)
\]

and \( R_j = \emptyset \) if there is no \( i \) such that \( j = \psi(i) \).

We set

\[
\gamma = 32/3, \quad \pi_j = \rho \cdot 4^j, \quad \text{and for any} \ j \geq 1, \ Q_j = (V, W_j),
\]
where
\[ W_j = \bigcup_{i-1 \leq r \leq \Lambda 4^\Lambda - r + 1} 2^r F_r \quad \text{if } R_j \neq \emptyset \text{ and } j = \psi(i), \]
\[ W_j = \emptyset \quad \text{if } R_j = \emptyset. \]

The following lemma ensures \( \Pi \)-connectivity.

**Lemma 5.9.** With probability at least \( 1 - 4/n \), every edge \( e \in F_i = R_{\psi(i)} \) for each \( i \geq 1 \) is \( \pi \)-heavy in \( Q_{\psi(i)} \), where \( \pi = \rho \cdot 4^\Lambda \).

**Proof.** Consider any edge \( e \in F_i \). Since \( F_i \subseteq Y_{i-1} \), Lemma 5.4 ensures that \( e \) is \( \rho \cdot 2^i \)-heavy in \( G_{i-1} = (V, X_{i-1}) \), and therefore \( \rho \cdot 2^{2i-1} \)-heavy in \( (V, 2^{i-1} X_{i-1}) \). Since \( \epsilon \leq 1 \), Lemma 5.8 ensures that with probability at least \( 1 - 4/n \), the weight of each cut in \( (V, 2^{i-1} X_{i-1}) \) is preserved up to a factor of 2 in \( Z_i = (V, \bigcup_{i-1 \leq r \leq \Lambda 2^r F_r} \). Thus, \( e \) is \( \rho \cdot 4^{i-1} \)-heavy in \( Z_i \).

Consider any cut \( C \) containing \( e \in F_i \). We need to show that the weight of this cut in \( Q_{\psi(i)} \) is at least \( \rho \cdot 4^\Lambda \). Let the maximum \( \lambda_a \) of an edge \( a \) in \( C \) be \( \rho \cdot 4^{kC} \), for some \( kC \geq i \). By the above proof, \( a \) is \( \rho \cdot 4^{kC-1} \)-heavy in \( Z_{kC} \). Then, the total weight of edges crossing cut \( C \) in \( Q_{\psi(kC)} \) is at least
\[ \rho \cdot 4^{kC-1} \cdot 4^{\Lambda-kC+1} = \rho \cdot 4^\Lambda. \]

Since \( kC \geq i, \psi(kC) \geq \psi(i) \) and \( Q_{\psi(kC)} \) is a subgraph of \( Q_{\psi(i)} \). Therefore, the total weight of edges crossing cut \( C \) in \( Q_{\psi(i)} \) is at least \( \rho \cdot 4^\Lambda \). \( \square \)

We now prove the \( \gamma \)-overlap property. For any cut \( C \), let \( f_i^{(C)} \) and \( w_i^{(C)} \), respectively, denote the total weight of edges in \( F_i \cap C \) and \( W_{\psi(i)} \cap C \), respectively. Further, let the number of edges in \( \bigcup_{i=0}^{\Lambda} 2^i F_i \cap C \) be \( f^{(C)} \). Then, we have the following bound:

\[
\sum_{i=1}^{\Lambda} w_i^{(C)} \frac{2^{\psi(i)-1}}{\pi} \leq \sum_{i=1}^{\Lambda} \frac{w_i^{(C)} \rho \cdot 4^i}{2 \cdot 4^{\Lambda}}
= \sum_{i=1}^{\Lambda} \frac{w_i^{(C)}}{2 \cdot 4^{\Lambda-i}}
= \sum_{i=1}^{\Lambda} \sum_{r=i-1}^{\Lambda} \frac{f_r^{(C)} \cdot 2^r \cdot 4^{\Lambda-r+1}}{2 \cdot 4^{\Lambda-i}}
= \sum_{i=1}^{\Lambda} \sum_{r=i-1}^{\Lambda} \frac{f_r^{(C)}}{2^{2r-2i+1}}
= \sum_{i=1}^{\Lambda} \sum_{r=0}^{i} \frac{f_r^{(C)}}{2^r} \sum_{i=1}^{2^{2r+1}}
\leq \frac{32}{3} \sum_{i=0}^{\Lambda} 2^r \frac{f_i^{(C)}}{f_i^{(C)}}
= \frac{32}{3} f^{(C)}.
\]

Using Theorem 1.14 with \( \gamma = 32/3 \), we conclude the proof of Theorem 5.3.
5.2. Size of the sparsifier. We now prove that the expected number of edges in $G_\epsilon$ is $O(n \log n / \epsilon^2)$. For $i \geq 1$, define $D_i$ to be the set of connected components in the graph $G_i = (V, X_i)$; let $D_0$ be the single connected component in $G$. For any $i \geq 1$, if any connected component in $D_i$ remains intact in $D_{i+1}$, then there is no edge from that connected component in $F_i$. On the other hand, if a component in $D_i$ splits into $\eta$ components in $D_{i+1}$, then the algorithm explicitly ensures that $\sum_{e \in F_i} w_e / \lambda_e$ (where $w_e$ is the number of parallel copies of $e$ in the Binomial sampling step) from that connected component is

$$\sum_{e \in F_i} 2^i \leq \left( \frac{\rho \cdot 2^{i+2} \cdot 2^i}{\rho \cdot 4^i} \right) \eta = 4 \eta \leq 8(\eta - 1).$$

Therefore, if $d_i = |D_i|$, then

$$\sum_{i=1}^{\Lambda} \sum_{e \in F_i} w_e / \lambda_e \leq \sum_{i=1}^{\Lambda} 8(d_{i+1} - d_i) \leq 8n,$$

since we can have at most $n$ singleton components. It follows from Theorem 1.14 that the expected number of edges in $G_\epsilon$ is $O(n \log n / \epsilon^2)$.

5.3. Time complexity. If $m \leq 2m$, the algorithm terminates after the first step which takes $O(m)$ time. Otherwise, we prove that the expected running time of the algorithm is $O(m + n \log n / \epsilon^2) = O(m)$ since $\rho = \Theta(\log n / \epsilon^2)$. First, observe that phase 1 takes $O(m + n \log n)$ time. In iteration $i$ of phase 2, the first step takes $|Y_{i-1}|$ time. We will show that all of the remaining steps take $O(|X_i| + n \log n)$ time. Since $X_i \subseteq Y_{i-1}$ and the steps are executed only if $Y_{i-1} = \Omega(n \log n / \epsilon^2)$, it follows that the total time complexity of iteration $i$ of phase 2 is $O(|Y_{i-1}|)$. Since $Y_i \subset X_i$, $\mathbb{E}[|X_i|] = \mathbb{E}[|Y_{i-1}|]/2 \leq \mathbb{E}[|X_{i-1}|]/2$, and $|Y_0| \leq m$, it follows that the expected overall time complexity of phase 2 is $O(m)$. Finally, the time complexity of phase 3 is $O(m + n \log n / \epsilon^2)$ (see, e.g., [17]).

We are now left to prove that all, except the first step, of iteration $i$ in phase 2 takes $O(|X_i| + n \log n)$ time. Each iteration of the else block takes $O(|V_{\epsilon}| \log n + |E_{\epsilon}|)$ time for the current $G_{\epsilon} = (V_{\epsilon}, E_{\epsilon})$. So, the last invocation of the else block takes at most $O(|X_i| + n \log n)$ time. In any other invocation, $|E_{\epsilon}| = \Omega(|V_{\epsilon}| \log n)$ and hence the time spent is $O(|E_{\epsilon}|)$. Now, consider an iteration that begins with $|E_{\epsilon}| > 2k_i \cdot |V_{\epsilon}|$. Note that $E_{\epsilon}$ for the next iteration (denoted by $E'_{\epsilon}$) comprises only edges in the first $k_i$ NI forests constructed in the current iteration. Hence,

$$|E'_{\epsilon}| \leq k_i \cdot |V_{\epsilon}| < |E_{\epsilon}|/2.$$

Since $|E_{\epsilon}|$ decreases by a factor of 2 from one invocation of the else block to the next, the total time over all invocations of the else block is $O(|X_i| + n \log n)$.

6. Conclusion. In this paper, we gave a general sampling framework for cut sparsification and used it to show that various sampling schemes produce cut sparsifiers. In addition, we gave two algorithms for cut sparsification both of which run in $O(m)$ time and produce cut sparsifiers containing an expected $O(n \log n / \epsilon^2)$ edges for unweighted graphs and $O(n \log^2 n / \epsilon^2)$ edges for weighted graphs. For weighted graphs, using previously known algorithms for postprocessing, we can obtain cut sparsifiers with an expected $O(n \log n / \epsilon^2)$ edges in $O(m) + O(n \log^3 n)$ time. Several problems are left open by our work. For example, can the running time of the sparsification algorithm be improved to $O(m)$ even for weighted graphs? An interesting
combinatorial question is to remove the additional factor of \( \log n \) in the sampling probability used in Theorem 1.15, i.e., sampling using edge connectivities.

Appendix A. A variant of Chernoff bounds. Our sparsification techniques in sections 3 and 5 require the following form of Chernoff bounds for a set of random variables with nonuniform sampling probabilities but uniform expectation.

**Theorem A.1.** Let \( X_1, X_2, \ldots, X_n \) be \( n \) independent random variables such that \( X_i \) takes value \( 1/p_i \) with probability \( p_i \) and 0 otherwise. Then, for any \( p \) such that \( p \leq p_i \) for each \( i \), any \( \epsilon \in (0, 1) \), and any \( N \geq n \),

\[
P \left[ \left| n \sum_{i=1}^{n} X_i - n \right| > \epsilon N \right] < 2e^{-0.38\epsilon^2 p N}.
\]

We will derive Theorem A.1 using the following familiar form of the Chernoff bound, whose proof proceeds as in standard references [29, 30].

**Theorem A.2.** Let \( Y_1, \ldots, Y_n \) be \( n \) independent random variables such that \( Y_i \) takes values in \( [0, 1] \). Let \( \mu = \sum_{i=1}^{n} \mathbb{E}[Y_i] \) and \( c = 2 \ln(2) - 1 > 0.38 \). Then, for all \( \delta > 0 \),

\[
P \left[ \left| \sum_{i=1}^{n} Y_i - \mu \right| > \delta \mu \right] \leq 2 \exp(-c \cdot \min(1, \delta) \delta \mu).\]

**Proof of Theorem A.1.** Define \( Y_i = p \cdot X_i \), so that \( Y_i \in [0, 1] \) and \( \mathbb{E}[Y_i] = p \). Then \( \mu = \sum_{i=1}^{n} \mathbb{E}[Y_i] = pn \). We apply Theorem A.2 with \( \delta = \epsilon N/n \), obtaining

\[
P \left[ \left| \sum_{i=1}^{n} X_i - n \right| > \epsilon N \right] = P \left[ \left| \sum_{i=1}^{n} Y_i - \mu \right| > \delta \mu \right] \leq 2 \exp\left(-c \cdot \min(1, \delta) \delta \mu \right).
\]

If \( \delta \leq 1 \), then the bound is

\[
2 \exp\left(-c\delta^2 \mu \right) = 2 \exp(-c\epsilon^2 p N^2/n) < 2 \exp(-0.38\epsilon^2 p N)
\]

since \( N \geq n \). If \( \delta > 1 \), then the bound is

\[
2 \exp\left(-c\delta \mu \right) = 2 \exp(-c\epsilon p N) < 2 \exp(-0.38\epsilon^2 p N)
\]

since \( \epsilon \in (0, 1) \).
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