FOURIER MULTIPLIER THEOREMS ON BESOV SPACES UNDER TYPE AND COTYPE CONDITIONS
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Abstract. In this paper we consider Fourier multiplier operators between vector-valued Besov spaces with different integrability exponents $p$ and $q$, which depend on the type $p$ and cotype $q$ of the underlying Banach spaces. In a previous paper we considered $L^p$-$L^q$-multiplier theorems. In the current paper we show that in the Besov scale one can obtain results with optimal integrability exponents. Moreover, we derive a sharp result in the $L^p$-$L^q$-setting as well.

We consider operator-valued multipliers without smoothness assumptions. The results are based on a Fourier multiplier theorem for functions with compact Fourier support. If the multiplier has smoothness properties then the boundedness of the multiplier operator extrapolates to other values of $p$ and $q$ for which $\frac{1}{p} - \frac{1}{q}$ remains constant.

1. Introduction

In this paper we consider Fourier multiplier operators $T_m(f) = F^{-1}(mF f)$ on vector-valued Besov spaces. Here $F$ denotes the Fourier transform and $m$ is an operator-valued function on $\mathbb{R}^d$. In [28] we considered such operators on vector-valued $L^p$-spaces. The advantage of the Besov scale is that boundedness of the Fourier multiplier operator can be obtained with optimal integrability exponents $p$ and $q$, where $p$ is the type of $X$ and $q$ the cotype of $Y$.

In the case $p = q$, Fourier multiplier operators on vector-valued Besov spaces have been considered in [12,13] and in [4] in the periodic setting. In both papers it is shown that under Fourier type assumptions on $X$, one can obtain boundedness results under less restrictive smoothness conditions on the multipliers than in the $L^p$-scale. Moreover, it was shown by Amann in [2] and Weis in [35] that the UMD condition on the underlying space, which is required for multiplier theorems in the $L^p$-scale, can be avoided in the Besov scale. Similar results on Triebel–Lizorkin spaces have been obtained in [7,8]. In [31] some of the results of [12] have been extended to the setting where $p \neq q$.

We aim to prove Fourier multiplier results on Besov spaces without any smoothness conditions on the multiplier $m$. Our main result is as follows (for type and cotype see Section 4 for the definition of Besov spaces and the dyadic annuli $I_k$ see Section 2.1):
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Theorem 1.1. Let $X$ be a Banach space with type $p \in [1, 2]$ and $Y$ a Banach space with cotype $q \in [2, \infty]$, and let $r \in [1, \infty]$ be such that $\frac{1}{r} = \frac{1}{p} - \frac{1}{q}$. Let $m : \mathbb{R}^d \to \mathcal{L}(X, Y)$ be an $X$-strongly measurable map such that $(2^{k\sigma} \gamma(\{m(\xi) | \xi \in I_k\}))_{k \in \mathbb{N}_0} \in \ell^u$ for some $\sigma \in \mathbb{R}$ and $u \in [1, \infty]$. Then there exists a constant $C \geq 0$ independent of $m$ such that $T_m$ extends to a bounded linear map $\tilde{T}_m : B^s_{p,v}(\mathbb{R}^d; X) \to B^{s+\sigma-d/r}_{q,w}(\mathbb{R}^d, Y)$ with

$$
\|\tilde{T}_m\|_{\mathcal{L}(B^s_{p,v}(\mathbb{R}^d, X), B^{s+\sigma-d/r}_{q,w}(\mathbb{R}^d, Y))} \leq C \left\| \left(2^{k\sigma} \gamma(\{m(\xi) | \xi \in I_k\})\right)_k \right\|_{\ell^u}
$$

for all $s \in \mathbb{R}$ and all $v, w \in [1, \infty]$ with $\frac{1}{w} \leq \frac{1}{u} + \frac{1}{v}$.

For a proof of this result see Theorem 1.3. If $m$ is scalar-valued then the $\gamma$-bound reduces to a uniform bound. A similar result is derived under Fourier type assumptions and in that case the $\gamma$-bound can also be replaced by a uniform bound.

A version of Theorem 1.1 in the $L^p$-$L^q$-scale was obtained in [25], where it is assumed that $X$ has type $p_0 > p$ and $Y$ cotype $q_0 < q$. The proof of Theorem 1.1 is based on an $L^p$-$L^q$ Fourier multiplier result for functions with compact Fourier support. As a corollary of our results on Besov spaces we also obtain a multiplier theorem in the $L^p$-$L^q$-scale.

Under smoothness conditions on $m$ (which depend on the Fourier type of $X$ and $Y$) the boundedness result extends to all values of $1 < p \leq q \leq \infty$ such that $\frac{1}{p} - \frac{1}{q} = \frac{1}{r}$. The latter statement was given in [25] without proof. Here we present the proof which is an extension of the extrapolation results of the classical paper of Hörmander [16] to the case $p \leq q$. Part of our extrapolation result is new even in the scalar case.

Fourier multiplier theorems on vector-valued Besov spaces have found applications to boundary value problems, maximal regularity, the stability theory for $C_0$-semigroups and functional calculus theory (see [2, 3, 15, 35]). The results in this paper have already been applied in [27] and in the forthcoming paper [29].

The paper is organized as follows. In Section 2 we discuss preliminaries for the rest of the paper. In Section 3 we introduce operator-valued Fourier multipliers on vector-valued function spaces, and we consider some properties which are specific to multipliers on Besov spaces. In Section 4 we prove our main multiplier theorems on Besov spaces and derive a corolla in the $L^p$-scale. Then in Section 5 we prove our extrapolation results, first with conditions on the kernel of the Fourier multiplier operator and then with conditions on the symbol of the operator.

1.1. Notation and terminology. The natural numbers are $\mathbb{N} := \{1, 2, 3, \ldots\}$, and $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$.

Nonzero Banach spaces over the complex numbers are denoted by $X$ and $Y$, and the space of bounded linear operators from $X$ to $Y$ is $\mathcal{L}(X, Y)$. We set $\mathcal{L}(X) := \mathcal{L}(X, X)$, and we write $I_X$ for the identity operator on $X$.

For $p \in [1, \infty]$ and a measure space $(\Omega, \mu)$, we let $L^p(\Omega; X)$ be the Bochner space of equivalence classes of strongly measurable $X$-valued functions on $\Omega$ which are $p$-integrable. When, for a map $f : \Omega \to X$, we write $\|f\|_{L^p(\Omega; X)} < \infty$ then it is implicitly assumed that $f$ is strongly measurable. We denote by $p'$ the Hölder conjugate of $p$, which is defined by $1 = \frac{1}{p} + \frac{1}{p'}$. We let $\ell^p$ be the space of $p$-summable sequences $(x_k)_{k \in \mathbb{N}_0} \subseteq \mathbb{C}$ over $\mathbb{N}_0$, while $\ell^p(\mathbb{Z})$ is the space of $p$-summable sequences $(x_k)_{k \in \mathbb{Z}} \subseteq \mathbb{C}$ over $\mathbb{Z}$.
A function $m : \Omega \rightarrow \mathcal{L}(X, Y)$ is said to be $X$-strongly measurable if $\omega \mapsto m(\omega)x$ is strongly measurable as a map from $\Omega$ to $Y$ for all $x \in X$. Throughout we will identity a scalar function $m : \mathbb{R}^d \rightarrow \mathbb{C}$ with the associated operator-valued function $\tilde{m} : \mathbb{R}^d \rightarrow \mathcal{L}(X)$ given by $\tilde{m}(\xi) := m(\xi)1_X$ for $\xi \in \mathbb{R}^d$.

For $d \in \mathbb{N}$ the class of $X$-valued Schwartz functions is $\mathcal{S}(\mathbb{R}^d; X)$, and $\mathcal{S}'(\mathbb{R}^d; X)$ is the space of $X$-valued tempered distributions. We let $\mathcal{S}(\mathbb{R}^d) := \mathcal{S}(\mathbb{R}^d; \mathbb{C})$ and we denote by $\langle \cdot, \cdot \rangle : \mathcal{S}'(\mathbb{R}^d, X) \times \mathcal{S}(\mathbb{R}^d) \rightarrow X$ the $X$-valued duality between $\mathcal{S}'(\mathbb{R}^d, X)$ and $\mathcal{S}(\mathbb{R}^d)$. The Fourier transform of a $\Phi \in \mathcal{S}'(\mathbb{R}^d, X)$ is denoted by $\mathcal{F}\Phi$ or $\hat{\Phi}$, and its inverse Fourier transform by $\mathcal{F}^{-1}\Phi$ or $\check{\Phi}$. The Fourier transform is normalized as follows:

$$
\hat{f}(\xi) = \mathcal{F}f(\xi) := \int_{\mathbb{R}^d} e^{-2\pi i \xi \cdot t} f(t) \, dt
$$

for $f \in L^1(\mathbb{R}^d; X)$ and $\xi \in \mathbb{R}^d$. By $\text{supp}(\Phi) \subseteq \mathbb{R}^d$ we denote the distributional support of $\Phi \in \mathcal{S}'(\mathbb{R}^d; X)$. For $\Omega \subseteq \mathbb{R}^d$ we define

$$
\mathcal{S}\Omega(\mathbb{R}^d, X) := \{ f \in \mathcal{S}(\mathbb{R}^d, X) \mid \text{supp}(\hat{f}) \subseteq \Omega \} \subseteq \mathcal{S}(\mathbb{R}^d; X)
$$

and, for $p \in [1, \infty)$,

$$
L^p_\Omega(\mathbb{R}^d, X) := \{ f \in L^p(\mathbb{R}^d, X) \mid \text{supp}(\hat{f}) \subseteq \Omega \} \subseteq L^p(\mathbb{R}^d, X).
$$

A complex standard Gaussian random variable on a probability space $(\Omega, \mathcal{F})$ is a random variable $\gamma$ of the form $\gamma = \sum_{n=1}^{\infty} \gamma_n \xi_n / \sqrt{2}$, where $\gamma_n, \xi_n : \Omega \rightarrow \mathbb{R}$ are independent real standard Gaussians on $\Omega$. A Gaussian sequence is a sequence $(\gamma_k)_k$ (finite or infinite) of independent complex standard Gaussian random variables on some probability space.

2. Preliminaries on function spaces

In this section we present some of the background on function space theory which will be used throughout the paper.

2.1. Besov spaces. We first define vector-valued Besov spaces. For more details on these spaces see e.g. [20, 62].

Throughout this section, fix $d \in \mathbb{N}$. Let $\psi \in \mathcal{S}(\mathbb{R})$ be such that

$$
\text{supp}(\hat{\psi}) \subseteq \left[\frac{1}{2}, 2\right], \quad \hat{\psi} \geq 0 \quad \text{and} \quad \sum_{k=-\infty}^{\infty} \hat{\psi}(2^{-k} \xi) = 1 \quad (\xi \in (0, \infty)). \tag{2.1}
$$

For $k \in \mathbb{N}$, define

$$
I_k := \{ \xi \in \mathbb{R}^d \mid 2^{k-1} \leq |\xi| \leq 2^{k+1} \} \quad \text{and} \quad I_0 := \{ \xi \in \mathbb{R}^d \mid |\xi| \leq 2 \}. \tag{2.2}
$$

Moreover, let $(\varphi_k)_{k \in \mathbb{N}_0} \subseteq \mathcal{S}(\mathbb{R}^d)$ be such that

$$
\hat{\varphi}_k(\xi) = \hat{\psi}(2^{-k} |\xi|) \quad \text{for} \quad k \in \mathbb{N} \quad \text{and} \quad \hat{\varphi}_0(\xi) = 1 - \sum_{k=1}^{\infty} \hat{\varphi}_k(\xi) \tag{2.3}
$$

for all $\xi \in \mathbb{R}^d$. For notational simplicity we let $\varphi_k := 0$ for $k < 0$. Then $\sum_{k=0}^{\infty} \hat{\varphi}_k = 1$ for all $\xi \in \mathbb{R}^d$, and for all $k \in \mathbb{N}_0$ it holds that $\text{supp}(\hat{\varphi}_k) \subseteq I_k$, $\hat{\varphi}_k(\xi) = 0$ if $\xi \in I_n$ for $n \notin \{k-1, k, k+1\}$ and $\hat{\varphi}_{k-1}(\xi) + \hat{\varphi}_k(\xi) + \hat{\varphi}_{k+1}(\xi) = 1$ if $\xi \in \text{supp}(\hat{\varphi}_k)$. Throughout this article we keep the function $\psi$ from (2.1) and the sequence $(\varphi_k)_{k \in \mathbb{N}_0} \subseteq \mathcal{S}(\mathbb{R}^d)$ from (2.3) fixed.
Lemma 2.1. Let $X$ be a Banach space and let $s \in \mathbb{R}$ and $p, v \in [1, \infty]$. The inhomogeneous Besov space $B^s_{p,v}(\mathbb{R}^d; X)$ is the space of all $f \in \mathcal{S}'(\mathbb{R}^d; X)$ such that $\varphi_k * f \in L^p(\mathbb{R}^d; X)$ for all $k \in \mathbb{N}_0$ and $\|f\|_{B^s_{p,v}(\mathbb{R}^d; X)} := \left\| \left( 2^{ks} \| \varphi_k * f \|_{L^p(\mathbb{R}^d; X)} \right) \right\|_{\ell^v} < \infty$, endowed with the norm $\|\cdot\|_{B^s_{p,v}(\mathbb{R}^d; X)}$. Then $B^s_{p,v}(\mathbb{R}^d; X)$ is a Banach space and the continuous inclusions
$$S(\mathbb{R}^d; X) \subseteq B^s_{p,v}(\mathbb{R}^d; X) \subseteq \mathcal{S}'(\mathbb{R}^d; X)$$
hold. Here the second embedding has dense range, as does the first embedding if $p, v \in [1, \infty)$. A different choice of $\psi$ satisfying (2.1) would yield an equivalent norm on $B^s_{p,v}(\mathbb{R}^d; X)$. Generally $s$ is called the smoothness index of $B^s_{p,v}(\mathbb{R}^d; X)$.

For $p \in [1, \infty]$, $s, t \in \mathbb{R}$ with $t < s$ and $v, w \in [1, \infty]$ with $v \leq w$, the following embeddings hold:
$$B^s_{p,v}(\mathbb{R}^d; X) \subseteq B^s_{p,v}(\mathbb{R}^d; X) \subseteq B^t_{p,v}(\mathbb{R}^d; X).$$
Here the first embedding is a contraction and the norm of the second embedding is independent of $X$.

For later use we note, as is straightforward to check, that there exist constants $C_1, C_2 \in (0, \infty)$ such that, for each Banach space $X$ and all $p, v \in [1, \infty]$, $s \in \mathbb{R}$, $n \in \mathbb{N}$ and $f \in L^p(\mathbb{R}^d; X)$ with supp($\hat{f}$) $\subseteq I_n$,
$$C_1 2^{(n-1)s} \|f\|_{L^p(\mathbb{R}^d; X)} \leq \|f\|_{B^s_{p,v}(\mathbb{R}^d; X)} \leq C_2 2^{(n+1)s} \|f\|_{L^p(\mathbb{R}^d; X)}.$$

We will also consider homogeneous Besov spaces. To define these we first introduce vector-valued homogeneous distributions. Let
$$\mathcal{S}(\mathbb{R}^d; X) := \{ f \in \mathcal{S}(\mathbb{R}^d; X) \mid D^\alpha \hat{f}(0) = 0 \text{ for all } \alpha \in \mathbb{N}_0^d \}. \quad (2.4)$$
Endow $\mathcal{S}(\mathbb{R}^d; X)$ with the subspace topology of $\mathcal{S}(\mathbb{R}^d; X)$ and let $\mathcal{S}(\mathbb{R}^d) := \mathcal{S}(\mathbb{R}^d; \mathbb{C})$. Let $\mathcal{S}'(\mathbb{R}^d; X)$ be the space of continuous linear mappings from $\mathcal{S}(\mathbb{R}^d)$ to $X$. Each $f \in \mathcal{S}'(\mathbb{R}^d; X)$ induces an $\hat{f}\big|_{\mathcal{S}(\mathbb{R}^d)} \in \mathcal{S}'(\mathbb{R}^d; X)$ by restriction, and for $f, g \in \mathcal{S}'(\mathbb{R}^d; X)$ one has $f \big|_{\mathcal{S}(\mathbb{R}^d)} = g \big|_{\mathcal{S}(\mathbb{R}^d)}$ if and only if supp($\hat{f} - \hat{g}$) $\subseteq \{0\}$. Conversely, the following lemma shows that each $f \in \mathcal{S}'(\mathbb{R}^d; X)$ extends to an element of $\mathcal{S}'(\mathbb{R}^d; X)$.

Lemma 2.1. Let $X$ be a Banach space and let $u \in \mathcal{S}'(\mathbb{R}^d; X)$. Then there exists a $\tilde{u} \in \mathcal{S}'(\mathbb{R}^d; X)$ such that $\tilde{u} \big|_{\mathcal{S}(\mathbb{R}^d)} = u$.

In the scalar case the statement of the lemma is a straightforward consequence of the Hahn-Banach theorem. Unfortunately, in the vector-valued setting one cannot argue in this way.

Proof. Let $k \in \mathbb{N}_0$ be such that
$$\|uf\|_X \leq C \sum_{|\alpha|, |\beta| \leq k} \|x^\alpha D^\beta f\|_{\infty} \quad (2.6)$$
for all $f \in \mathcal{S}(\mathbb{R}^d)$. By an approximation argument $u$ can be extended to
$$\mathcal{S}_k(\mathbb{R}^d) := \{ f \in \mathcal{S}(\mathbb{R}^d) \mid D^\alpha \hat{f}(0) = 0 \text{ for all } |\alpha| \leq k \}.$$
Indeed, to see this by \((2.10)\) it suffices to show that \(\mathring{S}(\mathbb{R}^d)\) is dense in \(S_k(\mathbb{R}^d)\) with respect to the norm
\[
(2.7) \quad \sum_{|\alpha|,|\beta| \leq k} \| x^\alpha D^\beta (\cdot) \|_\infty.
\]

Let \(\varphi \in C^\infty(\mathbb{R}^d)\) be such that \(\varphi(\xi) = 1\) if \(|\xi| \geq 2\), \(\varphi(\xi) = 0\) if \(|\xi| \leq 1\), and \(0 \leq \varphi \leq 1\). For \(n \in \mathbb{N}\) and \(\xi \in \mathbb{R}^d\) let \(\varphi_n(\xi) := \varphi(n\xi)\). For \(f \in S_k(\mathbb{R}^d)\) let \(f_n := \mathcal{F}^{-1}(\varphi_n) \ast f\). By Taylor’s theorem there exists a constant \(C \geq 0\) such that
\[
\| D^\gamma \hat{f}(\xi) \| \leq C|\xi|^{k+1-|\gamma|}
\]
for every \(|\gamma| \leq k\) and \(\xi \in \mathbb{R}^d\) with \(|\xi| \leq 1\). Using this one readily checks that \(f_n \to f\) in the norm \((2.7)\).

Finally, we extend \(u\) from \(S_k(\mathbb{R}^d)\) to \(S(\mathbb{R}^d)\). In order to do so fix \(g_\beta \in S(\mathbb{R}^d)\) such that \(D^\alpha \hat{g}_\beta(0) = 1\) if \(\alpha = \beta\) and zero if \(\alpha \neq \beta\). Now let \(f \in S(\mathbb{R}^d)\) and let \(L_k f \in S(\mathbb{R}^d)\) be given by
\[
L_k f(\xi) := \sum_{|\beta| \leq k} g_\beta(\xi) D^\beta \hat{f}(0).
\]

Then \(f - L_k f \in S_k(\mathbb{R}^d)\) and we can define \(v f := u(f - L_k f) \in X\). Then \(v f = u f\) if \(f \in S_k(\mathbb{R}^d)\), since \(L_k\) vanishes on \(S_k(\mathbb{R}^d)\). Moreover, by \((2.6)\),
\[
\| v f \|_X \leq C \sum_{|\alpha|,|\beta| \leq k} \| x^\alpha D^\beta (f - L_k f) \|_\infty
\leq C \sum_{|\alpha|,|\beta| \leq k} \| x^\alpha D^\beta f \|_\infty + C \sum_{|\alpha|,|\beta| \leq k} \| x^\alpha D^\beta L_k f \|_\infty
\leq \tilde{C} \sum_{|\alpha|,|\beta| \leq k} \| x^\alpha D^\beta f \|_\infty
\]
for a constant \(\tilde{C} \geq 0\). Hence \(v \in S'(\mathbb{R}^d; X)\) and the proof is concluded. \(\square\)

It follows from Lemma \((2.4)\) and the statements preceding it that \(\mathring{S}'(\mathbb{R}^d; X) = S'(\mathbb{R}^d; X)/\mathcal{P}(\mathbb{R}^d; X),\) where \(\mathcal{P}(\mathbb{R}^d; X) := \{ f \in S'(\mathbb{R}^d; X) \mid \text{supp}(\hat{f}) \subseteq \{0\}\}\). Moreover, \(\mathcal{P}(\mathbb{R}^d; X) = \mathcal{P}(\mathbb{R}^d) \otimes X\) for \(\mathcal{P}(\mathbb{R}^d)\) the polynomials on \(\mathbb{R}^d\), as can be shown in the same way as \([13]\) Proposition 2.4.1. If \(F(\mathbb{R}^d; X) \subseteq S'(\mathbb{R}^d; X)\) is a linear subspace such that, for all \(\Phi \in F(\mathbb{R}^d; X), \hat{\Phi} = 0\) if \(\text{supp}(\hat{\Phi}) \subseteq \{0\}\), then we identify \(F(\mathbb{R}^d; X)\) with its image in \(S'(\mathbb{R}^d; X)\) under the quotient map \(S'(\mathbb{R}^d; X) \to \mathring{S}'(\mathbb{R}^d; X)\). This is the case if \(F(\mathbb{R}^d; X)\) is a Besov space or an \(L^p\)-space for some \(p \in [1, \infty]\).

Let \(\psi \in S(\mathbb{R})\) be as in \((2.1)\), and for \(k \in \mathbb{Z}\) let
\[
J_k := \{ \xi \in \mathbb{R} \mid 2^{k-1} \leq |\xi| \leq 2^{k+1}\}.
\]

Let \(\hat{\psi}_k \in S(\mathbb{R}^d)\) be such that \(\hat{\psi}(\xi) = \hat{\psi}(2^{-k} |\xi|)\) for \(\xi \in \mathbb{R}^d\). Throughout this article we will keep the sequence \((\hat{\psi}_k)_{k \in \mathbb{Z}}\) fixed.

Let \(s \in \mathbb{R}\) and \(p, v \in [1, \infty]\). The **homogeneous Besov space** \(\dot{B}^s_{p,v}(\mathbb{R}^d; X)\) consists of all \(f \in \mathring{S}'(\mathbb{R}^d; X)\) such that \(\psi_k \ast f \in L^p(\mathbb{R}^d; X)\) for each \(k \in \mathbb{Z}\) and
\[
\| f \|_{\dot{B}^s_{p,v}(\mathbb{R}^d; X)} := \left( \sum_{k \in \mathbb{Z}} 2^{ks} \| \psi_k \ast f \|_{L^p(\mathbb{R}^d; X)}^v \right)^{1/v} < \infty,
\]
endowed with the norm \( \| \cdot \|_{B_{p,v}^{s}(\mathbb{R}^d; X)} \). Then \( B_{p,v}^{s}(\mathbb{R}^d; X) \) is a Banach space and \( \mathcal{S}(\mathbb{R}^d; X) \subseteq B_{p,v}^{s}(\mathbb{R}^d; X) \subseteq \mathcal{S}'(\mathbb{R}^d; X) \) continuously, where the first embedding has dense range if \( p, v \in [1, \infty) \). Again a different choice of \( \psi \) would lead to an equivalent norm on \( B_{p,v}^{s}(\mathbb{R}^d; X) \). Finally, the first embedding in \( \mathcal{R}_{4.1} \) is clearly still true in the homogeneous setting.

2.2. Spaces of \( \gamma \)-radonifying operators. In this section we present some of the basics of the theory of \( \gamma \)-radonifying operators and \( \gamma \)-boundedness (see \( \mathcal{R}_{2.20}, \mathcal{R}_{2.22}, \mathcal{R}_{33} \)).

Let \( H \) be a Hilbert space and \( X \) a Banach space. An operator \( T \in \mathcal{L}(H, X) \) is \( \gamma \)-summing if

\[
\| T \|_{\gamma(H,X)} := \sup_{F} \left( \mathbb{E} \left[ \left\| \sum_{h \in F} \gamma_{h} T h \right\|_{X}^{2} \right] \right)^{1/2} < \infty,
\]

where the supremum is taken over all finite orthonormal systems \( F \subseteq H \) and \( (\gamma_{h})_{h \in F} \) is a Gaussian sequence. Let \( \gamma(H,X) \) be the space of all \( \gamma \)-summing operators in \( \mathcal{L}(H, X) \), endowed with the norm \( \| \cdot \|_{\gamma(H,X)} \). Then the space of finite-rank operators \( H \otimes X \subseteq \mathcal{L}(H, X) \) is contained in \( \gamma(H,X) \), and

\[
\| \sum_{k=1}^{n} h_k \otimes x_k \|_{\gamma(H,X)} = \left( \mathbb{E} \left[ \left\| \sum_{k=1}^{n} \gamma_{k} x_{k} \right\|_{X}^{2} \right] \right)^{1/2}
\]

for all \( n \in \mathbb{N} \), \( h_1, \ldots, h_n \subseteq H \) orthonormal and \( x_1, \ldots, x_n \subseteq X \). We let \( \gamma(H,X) \) be the closure of \( \gamma(H,X) \) in the space of finite-rank operators \( H \otimes X \subseteq \mathcal{L}(H, X) \), and we call \( \gamma(H,X) \) the space of \( \gamma \)-radonifying operators. If \( H \) is separable with orthonormal basis \( (h_k)_{k \in \mathbb{N}} \subseteq H \) and \( (\gamma_k)_{k \in \mathbb{N}} \) is a Gaussian sequence, then by \( \mathcal{R}_{33} \) Proposition 3.19 a \( T \in \mathcal{L}(H, X) \) is \( \gamma \)-summing if and only if \( \sup_{n \in \mathbb{N}} \mathbb{E} \left[ \left\| \sum_{k=1}^{n} \gamma_{k} T(h_k) \right\|_{X}^{2} \right] < \infty \), in which case

\[
\| T \|_{\gamma(H,X)} = \sup_{n \in \mathbb{N}} \left( \mathbb{E} \left[ \left\| \sum_{k=1}^{n} \gamma_{k} T(h_k) \right\|_{X}^{2} \right] \right)^{1/2}.
\]

Moreover, \( T \in \gamma(H,X) \) if and only if \( \sum_{k=1}^{\infty} \gamma_{k} T(h_k) \) converges in \( L^{2}(\Omega; X) \), in which case \( \mathcal{R}_{2.10} \) still holds and also equals the \( L^{2}(\Omega; X) \)-norm of the series.

The following lemma introduces a useful property of the spaces of \( \gamma \)-summing and \( \gamma \)-radonifying operators, the ideal property. For a proof see \( \mathcal{R}_{33} \) Theorem 6.2.

**Lemma 2.2.** Let \( H, K \) be Hilbert spaces and \( X, Y \) Banach spaces. Let \( R \in \mathcal{L}(X, Y) \), \( S \in \gamma_{\infty}(H, X) \) and \( T \in \mathcal{L}(K, H) \). Then \( RST \in \gamma_{\infty}(K, Y) \) with

\[
\| RST \|_{\gamma_{\infty}(K,Y)} \leq \| R \|_{\mathcal{L}(X,Y)} \| S \|_{\gamma_{\infty}(H,X)} \| T \|_{\mathcal{L}(K,H)}.
\]

If \( S \in \gamma(H,X) \) then \( RST \in \gamma(K,Y) \).

For a measure space \( (\Omega, \mu) \), let \( \gamma(\Omega; X) \) (resp. \( \gamma_{\infty}(\Omega; X) \)) be the space of all strongly measurable functions \( f : \Omega \to X \) such that \( (f, x^*) \in L^{2}(\Omega) \) for all \( x^* \in X^* \) and for which the operator \( J_f \in \mathcal{L}(L^{2}(\Omega), X) \), given by

\[
J_f(g) := \int_{\Omega} g f \, d\mu \quad (g \in L^{2}(\Omega)),
\]

is \( \gamma \)-radonifying (resp. \( \gamma \)-summing). Endow \( \gamma(\Omega; X) \) and \( \gamma_{\infty}(\Omega; X) \) with the norm \( \| f \|_{\gamma(\Omega; X)} := \| J_f \|_{\gamma_{\infty}(L^{2}(\Omega), X)} \). We will identify elements \( f \otimes x \in L^{2}(\Omega) \otimes X \) with
the corresponding functions $g \in \gamma(\Omega; X)$ given by $g(\omega) := f(\omega)x$ for $\omega \in \Omega$. If $\Omega = \mathbb{R}^d$ then the following continuous embeddings hold (see [21, Theorem 1.1]):

$$S(\mathbb{R}^d; X) \hookrightarrow \gamma(\mathbb{R}^d; X) \hookrightarrow S'(\mathbb{R}^d; X)$$

Each of these embeddings has dense range and the same holds with $S$ and $S'$ replaced by $\hat{S}$ and $\hat{S}'$. In fact, since any $f \in \gamma_\infty(\mathbb{R}^d; X)$ with $\text{supp}(\hat{f}) \subseteq \{0\}$ satisfies $f = 0$, we may view $\gamma_\infty(\mathbb{R}^d; X)$ and $\gamma(\mathbb{R}^d; X)$ as subsets of $S'(\mathbb{R}^d; X)$ through the quotient map $S'(\mathbb{R}^d; X) \to \hat{S}'(\mathbb{R}^d; X)$, and we will do so throughout.

Note also that $f \in \gamma(\mathbb{R}^d; X)$ and

$$\|f\|_{\gamma(\mathbb{R}^d, X)} = \|\hat{f}\|_{\gamma(\mathbb{R}^d, X)}$$

for each $f \in \gamma(\mathbb{R}^d; X)$, by Lemma 2.2.

Let $X$ and $Y$ be Banach spaces. A collection $\mathcal{T} \subseteq \mathcal{L}(X, Y)$ is said to be $\gamma$-bounded if there is a constant $C \geq 0$ such that

$$\mathbb{E}\left(\left\|\sum_{k=1}^{n} \gamma_k T_k x_k \right\|_Y^2\right)^{1/2} \leq C \left(\mathbb{E}\left(\sum_{k=1}^{n} \gamma_k x_k^2 \right)_X^2\right)^{1/2}$$

for all $n \in \mathbb{N}$, $T_1, \ldots, T_n \in \mathcal{T}$, $x_1, \ldots, x_n \in X$ and each Gaussian sequence $(\gamma_k)_{k=1}^{n}$. The smallest such $C$ is the $\gamma$-bound of $\mathcal{T}$ and will be denoted by $\gamma(\mathcal{T})$. Often we simply write $\gamma(\mathcal{T}) < \infty$ to indicate that a collection $\mathcal{T} \subseteq \mathcal{L}(X, Y)$ is $\gamma$-bounded. For example, when we write $(\gamma(m_k))_k \in \ell^\infty$, where $m_k \subseteq \mathcal{L}(X, Y)$ for each $k \in \mathbb{N}$, then we implicitly mean that $m_k \subseteq \mathcal{L}(X, Y)$ is $\gamma$-bounded for each $k \in \mathbb{N}$. By the Kahane-Khintchine inequalities, the $L^2$-norm in (2.14) may be replaced by an $L^p$-norm for each $p \in [1, \infty)$.

Each $\gamma$-bounded collection $\mathcal{T}$ is uniformly bounded by $\gamma(\mathcal{T})$. Conversely, each uniformly bounded collection is $\gamma$-bounded if and only if $X$ has cotype 2 and $Y$ has type 2 (see [3]). If $\mathcal{T} \subseteq \mathcal{L}(X, Y)$ is $\gamma$-bounded and $\lambda \in [0, \infty)$, then the Kahane contraction principle implies that the strong operator topology closure of $\{zT \mid z \in \mathbb{C}, |z| \leq \lambda, T \in \mathcal{T}\} \subseteq \mathcal{L}(X, Y)$ is $\gamma$-bounded, and

$$\gamma(\{zT \mid z \in \mathbb{C}, |z| \leq \lambda, T \in \mathcal{T}\}^{\text{SOT}}) \leq \lambda \gamma(\mathcal{T})$$

If one replaces the Gaussian random variables in (2.14) by Rademacher variables, one obtains an $R$-bounded collection $\mathcal{T} \subseteq \mathcal{L}(X, Y)$. Each $\gamma$-bounded collection is $R$-bounded, and the converse holds if and only if $X$ has finite cotype (see [24, Theorem 1.1]). However, the minimal constant $C$ in (2.14) may depend on whether one considers $\gamma$-boundedness or $R$-boundedness. In this article we work with $\gamma$-boundedness since we will obtain results for spaces which do not have finite cotype. Moreover, the notion of $\gamma$-boundedness occurs naturally in the context of $\gamma$-radonifying operators, as evidenced by the $\gamma$-Multiplier Theorem of [22, Proposition 4.11] (see also [33, Theorem 5.2]).

**Theorem 2.3 ($\gamma$-Multiplier Theorem).** Let $(\Omega, \Sigma, \mu)$ be a measure space, $X$ and $Y$ Banach spaces and $m : \Omega \to \mathcal{L}(X, Y)$ an $X$-strongly measurable mapping such that $\{m(\omega) \mid \omega \in \Omega\} \subseteq \mathcal{L}(X, Y)$ is $\gamma$-bounded. Then $mf \in \gamma_\infty(\Omega; Y)$ for all $f \in \gamma(\Omega; X)$, and

$$\|mf\|_{\gamma(\Omega; Y)} \leq \gamma(\{m(\omega) \mid \omega \in \Omega\}) \|f\|_{\gamma(\Omega; X)}.$$ 

Moreover, if there exists a dense subset $X_0 \subseteq X$ such that $1_{X_0} m(\cdot) x \in \gamma(\Omega; Y)$ for all $x \in X_0$ and $A \in \Sigma$ with $\mu(A) < \infty$, then $mf \in \gamma(\Omega; Y)$ for all $f \in \gamma(\Omega; X)$.
3. Fourier multipliers

In this section we introduce operator-valued Fourier multipliers on vector-valued function spaces. First we consider their basic properties and prove an approximation lemma which we will use later on, and then we discuss some of the specifics of Fourier multiplier operators on vector-valued Besov spaces.

3.1. Basic properties of multipliers. Throughout this section we fix $d \in \mathbb{N}$ and Banach spaces $X$ and $Y$. An $X$-strongly measurable $m : \mathbb{R}^d \to \mathcal{L}(X,Y)$ is of moderate growth at infinity if there are a constant $\alpha \in (0, \infty)$ and a $g \in L^1(\mathbb{R}^d)$ such that

$$(1 + |\xi|)^{-\alpha} \|m(\xi)\|_{\mathcal{L}(X,Y)} \leq g(\xi) \quad (\xi \in \mathbb{R}^d).$$

For such an $m$ we let

$$T_m(f) := \mathcal{F}^{-1}(m \cdot \hat{f}) \in \mathcal{S}'(\mathbb{R}^d;Y) \quad (f \in \mathcal{S}(\mathbb{R}^d;X)).$$

We call $T_m : \mathcal{S}(\mathbb{R}^d;X) \to \mathcal{S}'(\mathbb{R}^d;Y)$ the Fourier multiplier operator associated with $m$ and we call $m$ the multiplier or the symbol of $T_m$.

Let $F(\mathbb{R}^d;X)$ and $G(\mathbb{R}^d;Y)$ be function spaces such that $\mathcal{S}(\mathbb{R}^d;X) \cap F(\mathbb{R}^d;X) \subseteq F(\mathbb{R}^d;X)$ is dense and such that $G(\mathbb{R}^d;Y) \subseteq \mathcal{S}'(\mathbb{R}^d;Y)$. Then $m$ is a bounded $(F(\mathbb{R}^d;X), G(\mathbb{R}^d;Y))$-Fourier multiplier if there is a constant $C \in (0, \infty)$ such that $T_m(f) \in G(\mathbb{R}^d;Y)$ and

$$\|T_m(f)\|_{G(\mathbb{R}^d;Y)} \leq C\|f\|_{F(\mathbb{R}^d;X)}$$

for all $f \in \mathcal{S}(\mathbb{R}^d;X) \cap F(\mathbb{R}^d;X)$. In this case $T_m$ extends uniquely to a bounded operator from $F(\mathbb{R}^d;X)$ to $G(\mathbb{R}^d;Y)$ which will be denoted by $\hat{T}_m$, or just by $T_m$ when there is no danger of confusion. If $X = Y$ and $F(\mathbb{R}^d;X) = G(\mathbb{R}^d;Y)$ then we say that $m$ is an $F(\mathbb{R}^d;X)$-Fourier multiplier.

We will consider $(F(\mathbb{R}^d;X), G(\mathbb{R}^d;X))$-Fourier multipliers in the cases where $F(\mathbb{R}^d;X) = L^p(\mathbb{R}^d;X)$ or $F(\mathbb{R}^d;X) = B^-_{p,r}(\mathbb{R}^d;X)$ for $s \in \mathbb{R}$ and $p, r \in [1, \infty]$, and $G(\mathbb{R}^d;Y) = L^q(\mathbb{R}^d;Y)$ or $G(\mathbb{R}^d;Y) = B^t_{q,w}(\mathbb{R}^d;Y)$ for $t \in \mathbb{R}$ and $q, w \in [1, \infty]$. We shall also consider the case where $F(\mathbb{R}^d;X) = L^p_{\Omega}(\mathbb{R}^d;X)$ and $G(\mathbb{R}^d;Y) = L^q_{\Omega}(\mathbb{R}^d;Y)$ for certain $\Omega \subseteq \mathbb{R}^d$, as in [12].

We also consider Fourier multipliers on homogeneous function spaces. Let $X$ and $Y$ be Banach spaces and let $m : \mathbb{R}^d \setminus \{0\} \to \mathcal{L}(X,Y)$ be $X$-strongly measurable. We say that $m : \mathbb{R}^d \setminus \{0\} \to \mathcal{L}(X,Y)$ is of moderate growth at zero and infinity if there exist a constant $\alpha \in (0, \infty)$ and an $a \in L^1(\mathbb{R}^d)$ such that

$$|\xi|^{\alpha}(1 + |\xi|)^{-2\alpha} \|m(\xi)\|_{\mathcal{L}(X,Y)} \leq g(\xi) \quad (\xi \in \mathbb{R}^d).$$

For such an $m$, let $\check{T}_m : \mathcal{S}(\mathbb{R}^d;X) \to \mathcal{S}'(\mathbb{R}^d;Y)$ be given by

$$\check{T}_m(f) := \mathcal{F}^{-1}(m \cdot \hat{f}) \quad (f \in \mathcal{S}(\mathbb{R}^d;X)),$$

where $\check{T}_m(f) \in \mathcal{S}'(\mathbb{R}^d;Y)$ is well-defined by definition of $\mathcal{S}(\mathbb{R}^d;X)$. We use similar terminology as before to discuss the boundedness of $\check{T}_m$ with respect to various homogeneous function spaces. When considering bounded $\check{T}_m : L^p(\mathbb{R}^d;X) \to L^q(\mathbb{R}^d;Y)$ we will sometimes simply write $T_m = \check{T}_m$.

In later sections we use that the space $L^p_{\Omega}(\mathbb{R}^d;X) \cap \mathcal{S}(\mathbb{R}^d;X) = \mathcal{S}_{\Omega}(\mathbb{R}^d;X)$ is dense in $L^q_{\Omega}(\mathbb{R}^d;X)$ for a large class of $\Omega \subseteq \mathbb{R}^d$. A similar result will be needed for...
γ-spaces. For \( \Omega \subseteq \mathbb{R}^d \) define
\[
\gamma_\Omega(\mathbb{R}^d; X) := \{ f \in \gamma(\mathbb{R}^d; X) \mid \text{supp}(\hat{f}) \subseteq \Omega \}.
\]
In order to state such a denseness result we need the following definition. A bounded open set \( \Omega \subseteq \mathbb{R}^d \) is said to have the segment property if there exist \( N \in \mathbb{N} \), open balls \( B_1, \ldots, B_N \) in \( \mathbb{R}^d \) and \( y_1, \ldots, y_N \in \mathbb{R}^d \) such that \( \overline{\Omega} \subseteq \bigcup_{k=1}^{N} B_k \) and
\[
(3.2) \quad (\overline{\Omega} \cap B_k) + ty_k \subseteq \Omega \quad (k \in \{1, \ldots, N\}, t \in (0, 1]).
\]
Note that sets of the form \((a, b)^d\) for \( a, b \in \mathbb{R} \) with \( a < b \), and the interior of the annuli \( I_k \) and \( J_k \) from (2.2) and (2.8) have the segment property.

The following result is known in the scalar case, cf. [32] Section 1.4.3. For the reader’s convenience we include a proof and additionally we consider the case of γ-spaces as well.

**Lemma 3.1.** Let \( X \) be a Banach space, \( p \in [1, \infty) \) and let \( \Omega \subseteq \mathbb{R}^d \) have the segment property. Then \( S_\Omega(\mathbb{R}^d; X) \) is dense in \( L^p_\gamma(\mathbb{R}^d; X) \) and in \( \gamma^N_\Omega(\mathbb{R}^d; X) \).

**Proof.** Let \( N \in \mathbb{N} \), open balls \( (B_k)_{k=1}^{N} \) and \( (y_k)_{k=1}^{N} \subseteq \mathbb{R}^d \) be such that \( \overline{\Omega} \subseteq \bigcup_{k=1}^{N} B_k \) and such that (3.2) holds. Let \( (\chi_k)_{k=1}^{N} \subseteq \mathcal{S}(\mathbb{R}^d) \) be such that \( \sum_{k=1}^{N} \chi_k = 1 \) on \( \overline{\Omega} \) and such that \( 0 \leq \chi_k \leq 1 \) and \( \text{supp}(\chi_k) \subseteq B_k \) for all \( k \in \{1, \ldots, N\} \).

Let \( f \in L^p_\Omega(\mathbb{R}^d; X) \) and let \( f_k := \chi_k \ast f \in L^p(\mathbb{R}^d; X) \) for all \( k \in \{1, \ldots, N\} \). Then
\[
\text{supp}(\mathcal{F}(e^{-2\pi i y_k \cdot f_k})) = \text{supp}(\hat{f}_k(\cdot + ty_k)) \subseteq \Omega \quad \text{for all } k \in \{1, \ldots, N\} \text{ and } t \in (0, 1].
\]
Moreover, by the dominated convergence theorem, \( \lim_{t \to 0} e^{-2\pi i y_k \cdot f_k} = f_k \) in \( L^p(\mathbb{R}^d; X) \). Let \( \varepsilon > 0 \) and let \( t \in (0, 1] \) be such that \( g_k := e^{-2\pi i y_k \cdot f_k} \) satisfies
\[
\|g_k - f_k\|_{L^p(\mathbb{R}^d; X)} < \varepsilon \quad \text{for all } k \in \{1, \ldots, N\}.
\]
Let \( \varphi \in \mathcal{S}(\mathbb{R}^d) \) be such that \( \varphi(0) = 1 \) and \( \text{supp}(\hat{\varphi}) \subseteq [-1, 1]^d \). Let \( g_{k,n}(t) := \varphi(\frac{t}{n}) g_k(t) \) for \( k \in \{1, \ldots, N\} \), \( n \in \mathbb{N} \) and \( t \in \mathbb{R}^d \). Then \( g_{k,n} \) is a \( n \)-approximate \( \varphi \)-atom in \( \mathcal{S}(\mathbb{R}^d; X) \) (see [13] Theorem 2.3.20) and, for all \( n \in \mathbb{N} \) large enough, \( \text{supp}(g_{k,n}) \subseteq \Omega \). Moreover, \( g_{k,n} \to g_k \) in \( L^p(\mathbb{R}^d; X) \) as \( n \to \infty \), by the dominated convergence theorem. Fixing \( n \in \mathbb{N} \) large enough we obtain
\[
g_{k,n} \in \mathcal{S}_\Omega(\mathbb{R}^d; X) \quad \text{and} \quad \|g_{k,n} - g_k\|_{L^p(\mathbb{R}^d; X)} < \varepsilon
\]
for all \( k \in \{1, \ldots, N\} \). Let \( g := \sum_{k=1}^{N} g_{k,n} \in \mathcal{S}_\Omega(\mathbb{R}^d; X) \). Combining all these estimates and using that \( f = \sum_{k=1}^{N} f_k \), we obtain
\[
\|f - g\|_p \leq \sum_{k=1}^{N} \|f_k - g_{k,n}\|_p \leq \sum_{k=1}^{N} \|f_k - g_k\|_p + \sum_{k=1}^{N} \|g_k - g_{k,n}\|_p < 2N\varepsilon.
\]
Letting \( \varepsilon \) decrease to zero now yields the first statement.

Next let \( f \in \gamma^N_\Omega(\mathbb{R}^d; X) \) and let \( \varepsilon > 0 \). Let \( (h_k)_{k \in \mathbb{N}} \subseteq L^2_\Omega(\mathbb{R}^d) \) be an orthonormal basis for \( L^2_\Omega(\mathbb{R}^d) \), and for \( n \in \mathbb{N} \) let \( g_n := \sum_{k=1}^{n} h_k \otimes J_f(h_k) \in \gamma^N_\Omega(\mathbb{R}^d; X) \). Then, by (2.10),
\[
\|f - g_n\|_{\gamma^N(\mathbb{R}^d; X)} = \|J_f - J_{g_n}\|_{\gamma^N(\gamma^N_\Omega(\mathbb{R}^d; X))} = \|J_f - J_{g_n}\|_{\gamma^N(\gamma^N_\Omega(\mathbb{R}^d; X))} = \sup_{N \in \mathbb{N}} \left( \mathbb{E} \left( \sum_{k=1}^{N} \gamma_k(J_f(h_k) - J_{g}(h_k)) \right)^2 \right)^{1/2}.
\]
for all $I$. Hence it follows that we can find $n \in \mathbb{N}$ such that $\|f - g_n\|_{\gamma(X; Y)} < \varepsilon$.
Since $(h_k)_{k\in\mathbb{N}} \subseteq L^2_{\mathbb{N}} (\mathbb{R}^d)$ it follows from the previous part of the proof that for each $k \in \mathbb{N}$ there exist $\zeta_k \in S_{\Omega}(\mathbb{R}^d)$ such that $\|h_k - \zeta_k\|_2 < \frac{\varepsilon}{n}$. Let $g := \sum_{k=1}^{n} \zeta_k \otimes J_f(h_k) \in S_{\Omega}(\mathbb{R}^d; X)$. Then, by (3.3),
\[
\|f - g\|_{\gamma(X; Y)} \leq \|f - g_n\|_{\gamma(X; Y)} + \|g_n - g\|_{\gamma(X; Y)} \\
< \varepsilon + \|J_{g_n} - J_g\|_{\gamma_{\infty}(L^2(\mathbb{R}^d); X)} \\
\leq \varepsilon + \sum_{k=1}^{n} \|(h_k - \zeta_k) \otimes J_f(h_k)\|_{\gamma_{\infty}(L^2(\mathbb{R}^d); X)} \\
= \varepsilon + \sum_{k=1}^{n} \|J_f(h_k)\|_X \|h_k - \zeta_k\|_{L^2(\mathbb{R}^d)} < \varepsilon (1 + \|J_f\|_{\mathcal{L}(L^2(\mathbb{R}^d); X)}).
\]
Letting $\varepsilon$ tend to zero concludes the proof. \qed

3.2. Fourier multipliers on Besov spaces in an abstract setting. Fix $p \in [1, \infty]$ and $q \in [1, \infty]$. For $k \in \mathbb{N}_0$ recall the definition of $\varphi_k \in S(\mathbb{R}^d)$ from (2.3) and $I_k \subseteq \mathbb{R}^d$ from (2.2).

Below we consider $\mathbb{X}$-strongly measurable $m : \mathbb{R}^d \rightarrow \mathcal{L}(X, Y)$ of moderate growth at infinity with the following property. There exist $\beta \in \mathbb{R}$, $u \in [1, \infty]$ and $(c_k)_{k \in \mathbb{N}_0} \in \ell^u$ such that $m$ is an $(L^p_k (\mathbb{R}^d; X), L^q_k (\mathbb{R}^d; Y))$-Fourier multiplier for each $k \in \mathbb{N}_0$, and
\[
\|T_m(f)\|_{L^q(\mathbb{R}^d; Y)} \leq 2^{k\beta} c_k \|f\|_{L^p(\mathbb{R}^d; X)} \quad (f \in S_{I_k}(\mathbb{R}^d; X)).
\]
We will show how such an estimate can be used to obtain a Fourier multiplier result in the Besov scale.

Let $s \in \mathbb{R}$ and $v, w \in [1, \infty]$ be such that $\frac{1}{v} + \frac{1}{w} = \frac{1}{s} + \frac{1}{\ell^u}$. Note that
\[
\varphi_k \ast T_m(f) = \mathcal{F}^{-1}(\varphi_k \hat{m} \hat{f}) = \mathcal{F}^{-1}(\hat{m} \hat{f}) = T_m(\varphi_k \ast f)
\]
for all $f \in S(\mathbb{R}^d; X)$ and $\varphi_k \in S(\mathbb{R}^d)$. Therefore, using the contractive inclusion $\ell^u \subseteq \ell^w$ and Hölder’s inequality, we obtain
\[
\|T_m(f)\|_{B^0_{\ell^w,v} (\mathbb{R}^d; X)} = \\left\| \left(2^{k(s-\beta)} \|\varphi_k \ast T_m(f)\|_{L^q(\mathbb{R}^d; Y)} \right)_{k} \right\|_{\ell^w} \\
\leq \\left\| \left(2^{k(s-\beta)} \|T_m(\varphi_k \ast f)\|_{L^q(\mathbb{R}^d; Y)} \right)_{k} \right\|_{\ell^w} \\
\leq \\left\| \left(2^k c_k \|\varphi_k \ast f\|_{L^p(\mathbb{R}^d; X)} \right)_{k} \right\|_{\ell^w} \\
\leq \|c_k\|_{\ell^u} \|f\|_{B^0_{\ell^w,v} (\mathbb{R}^d; X)}
\]
for all $f \in S(\mathbb{R}^d; X)$. Since $S(\mathbb{R}^d; X)$ is dense in $B^s_{\ell^w,v} (\mathbb{R}^d; X) \subseteq B^s_{\ell^w,v} (\mathbb{R}^d; X)$ for $s \in [1, \infty)$, (3.4) implies that $T_m$ is a bounded $(B^s_{\ell^w,v} (\mathbb{R}^d; X), B^s_{\ell^w,v} (\mathbb{R}^d; Y))$-Fourier multiplier if $v < \infty$. In the remainder of this section we discuss a method that will allow us to deal with all $v \in [1, \infty]$ simultaneously.

For $n \in \mathbb{N}_0$ denote by $T_m^{(n)} \in \mathcal{L}(L^p_{I_n}(\mathbb{R}^d; X), L^q_{I_n}(\mathbb{R}^d; Y))$ the unique bounded extension of $T_m|_{S_{I_n}(\mathbb{R}^d; X)}$, which exists by (3.4) and Lemma 3.1 and which has
norm \( \| T_m^{(n)} \| \leq 2^n \beta c_n \). For later use we note, as follows easily from (3.3), that
\[
(3.6) \quad \varphi * T_m^{(n)}(g) = T_m^{(n)}(\varphi * g)
\]
for all \( \varphi \in S(\mathbb{R}^d) \), \( n \in \mathbb{N}_0 \) and \( g \in L^p_{\ell^1}(\mathbb{R}^d; X) \). Now define, for \( s \in \mathbb{R} \) and \( v \in [1, \infty] \),
\[
(3.7) \quad \hat{T}_m(f) := \sum_{n=0}^{\infty} T_m^{(n)}(\varphi_n * f) \quad (f \in B_p^s, v(\mathbb{R}^d; X))
\]
as a convergent series in \( S'(\mathbb{R}^d; Y) \). The following proposition shows in particular that this is well-defined. The assumption that \( m \) is of moderate growth at infinity is only made to ensure that \( T_m : S(\mathbb{R}^d; X) \to S'(\mathbb{R}^d; Y) \) is well-defined.

**Proposition 3.2.** Let \( X \) and \( Y \) be Banach spaces, \( p \in [1, \infty) \) and \( q \in [1, \infty) \). Let \( m : \mathbb{R}^d \to \mathcal{L}(X, Y) \) be an \( X \)-strongly measurable map of moderate growth at infinity such that (3.3) holds for all \( k \in \mathbb{N}_0 \) and for some \( \beta \in \mathbb{R} \), \( u \in [1, \infty) \) and \( (c_k)_{k \in \mathbb{N}_0} \in \ell^u \). Then (3.7) defines an extension of \( T_m \) to a bounded linear map \( \hat{T}_m \) from \( B_p^s, v(\mathbb{R}^d; X) \) to \( B_q^s, w(\mathbb{R}^d; Y) \) of norm \( \| T_m \| \leq \| (c_k) \|_{\ell^u} \) for all \( s \in \mathbb{R} \) and all \( v, w \in [1, \infty] \) with \( \frac{1}{w} = \frac{1}{u} + \frac{1}{v} \).

The extension of \( T_m \) is unique for \( v < \infty \), by the density of \( S(\mathbb{R}^d; X) \) in \( B_p^s, v(\mathbb{R}^d; X) \). The uniqueness of the extension for \( v = \infty \) is discussed in Remark 3.3.

**Proof.** Let \( s \in \mathbb{R} \), \( v \in [1, \infty] \) and \( f \in B_p^s, v(\mathbb{R}^d; X) \). Then, using Hölder’s inequality and the contractive inclusion \( \ell^u \subseteq \ell^\infty \), there exists a constant \( C \in (0, \infty) \) such that, for each \( \varphi \in S(\mathbb{R}^d) \) and with the obvious modification for \( v = 1 \),

\[
\sum_{n=0}^{\infty} \| (T_m^{(n)}(\varphi_n * f), \varphi) \|_Y = \sum_{n=0}^{\infty} \| (T_m^{(n)}(\varphi_n * f), (\varphi_n + \varphi_n) * \varphi) \|_Y \leq \sum_{n=0}^{\infty} \| T_m^{(n)}(\varphi_n * f) \|_{L^s(\mathbb{R}^d; Y)} \| (\varphi_n + \varphi_n + \varphi_n) * \varphi \|_{L^s(\mathbb{R}^d)} \leq \sum_{n=0}^{\infty} c_n 2^n \beta \| \varphi_n * f \|_{L^p(\mathbb{R}^d; Y)} \| (\varphi_n + \varphi_n + \varphi_n) * \varphi \|_{L^q(\mathbb{R}^d)} \leq \| (c_n) \|_{\ell^u} \sum_{n=0}^{\infty} 2^n \beta \| \varphi_n * f \|_{L^p(\mathbb{R}^d; Y)} \| (\varphi_n + \varphi_n + \varphi_n + \varphi_n) * \varphi \|_{L^q(\mathbb{R}^d)} \leq C \| f \|_{B_p^s, v(\mathbb{R}^d; X)} \sum_{n=0}^{\infty} 2^n \beta \| \varphi_n * \varphi \|_{L^q(\mathbb{R}^d)} \].

Since \( S(\mathbb{R}^d) \subseteq B_{q, w}^{\beta-s}(\mathbb{R}^d) \) continuously, \( \hat{T}_m(f) = \sum_{n=0}^{\infty} T_m^{(n)}(\varphi_n * f) \) converges as a limit in \( S'(\mathbb{R}^d; Y) \).

Now let \( w \in [1, \infty] \) be such that \( \frac{1}{w} = \frac{1}{u} + \frac{1}{v} \). We claim that
\[
\varphi_k * \hat{T}_m(f) = T_m^{(k)}(\varphi_k * f)
\]
for each $k \in \mathbb{N}_0$. Indeed, by Lemma 3.1 we can find $(f_j)_{j \in \mathbb{N}} \subseteq S(I_k(\mathbb{R}^d; X))$ such that $f_j \to \varphi_k \ast f$ in $L^p(\mathbb{R}^d; X)$ as $j \to \infty$. Note that $\varphi_k \ast \varphi_n = 0$ if $n \notin \{k-1, k, k+1\}$ and that $\sum_{n=k-1}^{k+1} \varphi_n \ast g = g$ if $g \in \mathcal{S}'(\mathbb{R}^d; Y)$ is such that supp$(\hat{g}) \subseteq I_k$. Therefore, using (3.6) and arguing in $\mathcal{S}'(\mathbb{R}^d; Y)$, we find
\[
\varphi_k \ast \tilde{T}_m(f) = \varphi_k \ast \sum_{n=0}^{\infty} T_m^{(n)}(\varphi_n \ast f) = \sum_{n=0}^{\infty} \varphi_k \ast T_m^{(n)}(\varphi_n \ast f)
\]
\[
= \sum_{n=k-1}^{k+1} T_m^{(n)}(\varphi_n \ast \varphi_k \ast f) = \sum_{n=k-1}^{k+1} \lim_{j \to \infty} T_m(\varphi_n \ast f_j)
\]
\[
= \lim_{j \to \infty} T_m\left(\sum_{n=k-1}^{k+1} \varphi_n \ast f_j\right) = \lim_{j \to \infty} T_m(f_j) = T_m^{(k)}(\varphi_k \ast f),
\]
as claimed. Now the required norm bound for $\tilde{T}_m$ follows as in (3.3).

To see that $\tilde{T}_m$ extends $T_m$, let $f \in \mathcal{S}(\mathbb{R}^d; X)$. Then, arguing in $\mathcal{S}'(\mathbb{R}^d; Y)$,
\[
\mathcal{F}(\tilde{T}_m(f)) = \mathcal{F}\left(\sum_{n=0}^{\infty} T_m^{(n)}(\varphi_n \ast f)\right) = \sum_{n=0}^{\infty} \mathcal{F}(T_m(\varphi_n \ast f))
\]
\[
= \sum_{n=0}^{\infty} m \cdot \varphi_n \hat{f} = \left(\sum_{n=0}^{\infty} \varphi_n\right) m \cdot \hat{f} = m \cdot \hat{f} = \mathcal{F}(T_m(f)),
\]
as required. 

\[\square\]

Remark 3.3 (Uniqueness). In the case $v = \infty$, the operator $\tilde{T}_m$ from $B^{s}_{p,\infty}(\mathbb{R}^d; X)$ into $B^{s-\beta}_{q,w}(\mathbb{R}^d; Y)$ given in Proposition 3.2 is also bounded from $B^{s-\beta-1}_{p,\infty}(\mathbb{R}^d; X)$ to $B^{s-\beta-1}_{q,w}(\mathbb{R}^d; Y)$. On this larger space (in which $\mathcal{S}(\mathbb{R}^d; X)$ is dense) it is the unique extension of $T_m$.

Remark 3.4. Considering functions $f$ with suitable support one sees that the boundedness of $T_m$ also implies (3.3) with $c_k$ replaced by $K(c_{k-1} + c_k + c_{k+1})$, where $K$ is a constant independent of $f$ and $(c_k)_{k \geq 0}$ and $c_{-1} = 0$. In this sense the boundedness of $T_m$ is equivalent to (3.3).

We will also consider Fourier multipliers on homogeneous Besov spaces. Let $X$ and $Y$ be Banach spaces, $p \in [1, \infty]$ and $q \in [1, \infty]$. For $k \in \mathbb{Z}$ recall the definition of $\psi_k \in \mathcal{S}(\mathbb{R}^d)$ and $J_k \subseteq \mathbb{R}^d$ from Section 2.4. Let $m : \mathbb{R}^d \setminus \{0\} \to L(X, Y)$ be an $X$-strongly measurable map of moderate growth at zero and infinity and with the property that there exist $\beta \in \mathbb{R}$, $u \in [1, \infty]$ and $(c_k)_{k \in \mathbb{Z}} \in \ell^u(\mathbb{Z})$ such that, for each $k \in \mathbb{Z}$, $m$ is an $(L^p_{\psi_k}(\mathbb{R}^d; X), L^q_{\psi_k}(\mathbb{R}^d; Y))$-Fourier multiplier and
\[
(3.8) \quad \|\hat{T}_m(f)\|_{L^q(\mathbb{R}^d; Y)} \leq 2^k c_k \|f\|_{L^p(\mathbb{R}^d; X)} \quad (f \in \mathcal{S}_{\psi_k}(\mathbb{R}^d; X)).
\]

For $n \in \mathbb{Z}$ denote by $\hat{T}_m^{(n)} \in L(L^p_{\psi_n}(\mathbb{R}^d; X), L^q_{\psi_n}(\mathbb{R}^d; Y))$ the unique bounded extension of $T_m|_{\mathcal{S}_{\psi_n}(\mathbb{R}^d; X)}$. For $s \in \mathbb{R}$ and $v \in [1, \infty]$, define
\[
(3.9) \quad \overline{T}_m(f) := \sum_{n = -\infty}^{\infty} \hat{T}_m^{(n)}(\psi_n \ast f) \quad (f \in \dot{B}^s_{p,v}(\mathbb{R}^d; X)).
\]
The following proposition is proved in the same way as Proposition 3.2.
Proposition 3.5. Let $X$ and $Y$ be Banach spaces, $p \in [1, \infty)$ and $q \in [1, \infty)$. Let $m : \mathbb{R}^d \setminus \{0\} \to \mathcal{L}(X, Y)$ be an $X$-strongly measurable map of moderate growth at zero and infinity such that (3.8) holds for all $k \in \mathbb{Z}$ and for some $\beta \in \mathbb{R}$, $u \in [1, \infty]$ and $(c_k)_{k \in \mathbb{Z}} \in \ell^u(\mathbb{Z})$. Then $T_m$ extends $\hat{T}_m$ to a bounded linear operator from $\dot{B}^s_{p,v}(\mathbb{R}^d; X)$ into $\dot{B}^s_{q,v}(\mathbb{R}^d; Y))$ with

$$
\|T_m\|_{\mathcal{L}(\dot{B}^s_{p,v}(\mathbb{R}^d; X), \dot{B}^s_{q,v}(\mathbb{R}^d; Y))} \leq \|(c_k)_{k \in \mathbb{Z}}\|_{\ell^u(\mathbb{Z})}
$$

for all $s \in \mathbb{R}$ and all $v, w \in [1, \infty]$ such that $\frac{1}{w} \leq \frac{1}{u} + \frac{1}{v}$.

As before, the extension $T_m$ is unique if $v < \infty$ by the density of $\dot{S}(\mathbb{R}^d; X)$ in $\dot{B}^s_{p,v}(\mathbb{R}^d; X)$. If $v = \infty$, then one cannot argue as in Remark 3.6 and we leave out any uniqueness assertions in this case.

As in Remark 3.4 one sees that the boundedness of $T_m$ is equivalent to (3.8).

Remark 3.6. Using the technique of [28, Proposition 3.4] one can transfer the results of Propositions 3.2 and 3.5 on $\mathbb{R}^d$ to the periodic setting $\mathbb{T}^d$. For the definition of the periodic Besov spaces we refer to [1,32]. Indeed, one can apply (3.3) or (3.8) to suitable functions $f$ with compact Fourier support as in the proof of the transference result mentioned above. In particular, this yields periodic analogues of Proposition 3.7 and Theorems 3.3 and 3.6. The details are left to the reader.

3.3. Fourier type setting. In this section we use that (3.3) holds under Fourier type conditions and apply Proposition 3.7 to obtain a first Fourier multiplier result on Besov spaces.

A Banach space $X$ is said to have Fourier type $p \in [1, 2]$ if the Fourier transform $\mathcal{F} : L^p(\mathbb{R}^d; X) \to L^p(\mathbb{R}^d; X)$ is bounded for some (and then for all) $d \in \mathbb{N}$. So that our terminology is consistent with results in the rest of the paper, we say that $X$ has Fourier cotype $q \in [2, \infty]$ if $X$ has Fourier type $q'$.

Proposition 3.7. Let $X$ be a Banach space with Fourier type $p \in [1, 2]$ and $Y$ a Banach space with Fourier cotype $q \in [2, \infty]$, and let $r \in [1, \infty]$ be such that $\frac{1}{r} = \frac{1}{p} - \frac{1}{q}$. Let $s \in \mathbb{R}$ and $v, w \in [1, \infty]$ be such that $\frac{1}{s} \leq \frac{1}{r} + \frac{1}{w}$. Let $m : \mathbb{R}^d \to \mathcal{L}(X, Y)$ be an $X$-strongly measurable map such that $c_k := |||m(\xi)|||_{\mathcal{L}(X, Y)}|||_{L^r(\mathbb{T}_k)} < \infty$ for all $k \in \mathbb{N}_0$. Assume that $(c_k)_{k \in \mathbb{N}_0} \in \ell^u$ for some $u \in [1, \infty]$. Then $T_m$ extends to a bounded mapping from $\dot{B}^s_{p,v}(\mathbb{R}^d; X)$ to $\dot{B}^s_{q,v}(\mathbb{R}^d; Y)$ of norm $\|T_m\| \leq C\|(c_k)_{k \in \mathbb{N}_0}\|_{\ell^u}$ for some $C \geq 0$ independent of $m$.

A similar result in the homogeneous setting follows from Proposition 3.7.

Proof. By the Fourier multiplier result of [28] under Fourier type conditions, there exists a constant $C \geq 0$ independent of $m$ such that

$$
\|T_m(f)\|_{L^q(\mathbb{T}^d; Y)} \leq C\|f\|_{L^p(\mathbb{T}^d; X)} \quad (f \in \dot{S}_{\mathbb{T}_k}(\mathbb{R}^d; X))
$$

for all $k \in \mathbb{N}_0$. Consequently, the result follows from Proposition 3.7.

4. Fourier multipliers under type and cotype conditions

In this section we prove our main results. We obtain Fourier multiplier theorems on Besov spaces under type and cotype conditions on the underlying spaces. As a corollary we derive a result for $(L^p, L^q)$-multipliers.
Let $X$ be a Banach space, $(\gamma_n)_{n \in \mathbb{N}}$ a Gaussian sequence on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and let $p \in [1, 2]$ and $q \in [2, \infty]$. We say that $X$ has (Gaussian) type $p$ if there exists a constant $C \geq 0$ such that for all $m \in \mathbb{N}$ and all $x_1, \ldots, x_m \in X$,

\[
\left( \mathbb{E} \left\| \sum_{n=1}^{m} \gamma_n x_n \right\|^2 \right)^{1/2} \leq C \left( \mathbb{E} \left\| \sum_{n=1}^{m} \|x_n\|^p \right\|^{1/p} \right).
\]

We say that $X$ has (Gaussian) cotype $q$ if there exists a constant $C \geq 0$ such that for all $m \in \mathbb{N}$ and all $x_1, \ldots, x_m \in X$,

\[
\left( \sum_{n=1}^{m} \|x_n\|^q \right)^{1/q} \leq C \left( \mathbb{E} \left\| \sum_{n=1}^{m} \gamma_n x_n \right\|^2 \right)^{1/2},
\]

with the obvious modification for $q = \infty$. The minimal constants $C$ in (4.1) and (4.2) are called the (Gaussian) type $p$ constant and the (Gaussian) cotype $q$ constant and will be denoted by $\tau_{p,X}$ and $c_{q,X}$. We say that $X$ has nontrivial type if $X$ has type $p \in (1, 2]$ and finite cotype if $X$ has cotype $q \in [2, \infty)$.

The Gaussian sequence in (4.1) and (4.2) is usually replaced by a Rademacher sequence, i.e. a sequence $(r_n)_{n \in \mathbb{N}}$ of independent identically distributed random variables with $\mathbb{P}(r_1 = 1) = \mathbb{P}(r_1 = -1) = \frac{1}{2}$. This does not change the class of spaces under consideration, only the minimal constants in (4.1) and (4.2) (see [10, Chapter 12]). We choose to work with Gaussian sequences because the Gaussian constants $\tau_{p,X}$ and $c_{q,X}$ occur naturally in the results in this section.

Each Banach space $X$ has type $p = 1$ and cotype $q = \infty$, with $\tau_{1,X} = c_{\infty,X} = 1$. If $X$ has type $p$ and cotype $q$ then $X$ has type $r$ with $\tau_{r,X} \leq \tau_{p,X}$ for all $r \in [1, p]$ and cotype $s$ with $c_{s,X} \leq c_{q,X}$ for all $s \in [q, \infty]$.

A Banach space with Fourier type $p \in [1, 2]$ has type $p$ and cotype $p'$ (see [20]). By a result of Bourgain a Banach space has nontrivial type if and only if it has nontrivial Fourier type (see [20, 5.6.30]).

For more on type and cotype see [1], [10], [20] and [25, Section 9.2].

### 4.1. Functions with compact Fourier support under type and cotype conditions

Fix $d \in \mathbb{N}$. For $X$ a Banach space, $\Omega \subseteq \mathbb{R}^d$ and $p \in [1, \infty]$, recall the definitions of $S_0(\mathbb{R}^d; X)$, $L^p_0(\mathbb{R}^d; X)$, and $\gamma_0(\mathbb{R}^d; X)$ from (4.1), (1.2) and (3.1). Note that distributions $f \in S'(\mathbb{R}^d; X)$ with $\text{supp}(\hat{f}) \subseteq \Omega$ for some compact $\Omega \subseteq \mathbb{R}^d$ satisfy $f \in C^\infty(\mathbb{R}^d; X)$ (see [13, Theorem 2.3.21]).

The following lemma is a consequence of [21, Lemma 2.1], which applies to $f \in S_{[0,1]^d}(\mathbb{R}^d; X)$.

**Lemma 4.1.** Let $X$ be a Banach space with type $p \in [1, 2]$ and cotype $q \in [2, \infty]$. Let $a, b \in \mathbb{R}$ with $a < b$. Then the following assertions hold.

1. $L^p_{[a,b]^d}(\mathbb{R}^d; X) \subseteq \gamma_{[a,b]^d}(\mathbb{R}^d; X)$ and

\[
\|f\|_{\gamma_{[a,b]^d}(\mathbb{R}^d; X)} \leq \tau_{p,X} (b-a)^{d(\frac{1}{p} - \frac{1}{2})} \|f\|_{L^p_{\Omega}(\mathbb{R}^d; X)}
\]

for all $f \in L^p_{[a,b]^d}(\mathbb{R}^d; X)$.

2. $\gamma_{[a,b]^d}(\mathbb{R}^d; X) \subseteq L^q_{[a,b]^d}(\mathbb{R}^d; X)$ and

\[
\|f\|_{L^q_{\Omega}(\mathbb{R}^d; X)} \leq c_{q,X} (b-a)^{d(\frac{1}{q} - \frac{1}{2})} \|f\|_{\gamma_{[a,b]^d}(\mathbb{R}^d; X)}
\]

for all $f \in \gamma_{[a,b]^d}(\mathbb{R}^d; X)$. 


Proof. First assume that \( f \in \mathcal{S}_{[a,b]}(\mathbb{R}^d; X) \). Let \( g(t) := e^{-2\pi i \frac{b-a}{b-a} t} f \left( \frac{t}{b-a} \right) \) for \( t \in \mathbb{R}^d \). Then \( g \in \mathcal{S}_{[-\frac{1}{2}, \frac{1}{2}]}(\mathbb{R}^d; X) \) and, by Lemma \( \ref{lem:fourier_transform} \),
\[
\| g \|_{L^p(\mathbb{R}^d; X)} = (b-a)^{\frac{d}{p}} \| f \|_{L^p(\mathbb{R}^d; X)} \quad \text{and} \quad \| g \|_{\gamma(\mathbb{R}^d; X)} = (b-a)^{\frac{d}{p}} \| f \|_{\gamma(\mathbb{R}^d; X)}.
\]
By Lemma \( \ref{lem:fourier_transform} \) (note that \( \mathcal{F} \) is normalized differently in \( \ref{lem:fourier_transform} \)),
\[
(b-a)^{\frac{d}{p}} \| f \|_{\gamma(\mathbb{R}^d; X)} = \| g \|_{\gamma(\mathbb{R}^d; X)} \leq \tau_{p, X} \| g \|_{L^p(\mathbb{R}^d; X)} = \tau_{p, X} (b-a)^{\frac{d}{p}} \| f \|_{L^p(\mathbb{R}^d; X)}.
\]
For a general \( f \in L^p_{[a,b]}(\mathbb{R}^d; X) \), let \( (f_n)_{n \in \mathbb{N}} \subseteq \mathcal{S}_{[a,b]}(\mathbb{R}^d; X) \) be such that \( \| f_n - f \|_{L^p(\mathbb{R}^d; X)} \to 0 \), as in Lemma \( \ref{lem:fourier_convergence} \). By the previous estimate, 
\[
\| f_n \|_{\gamma(\mathbb{R}^d; X)} \leq \tau_{p, X} (b-a)^{d(\frac{1}{p} - \frac{d}{p})} \| f_n \|_{L^p(\mathbb{R}^d; X)} \quad \text{for each} \quad n \in \mathbb{N}.
\]
Since the same estimate holds with \( f_n \) replaced by \( f_n - f_m \) for \( m \in \mathbb{N} \) with \( m \geq n \), it follows that \( (f_n)_{n \in \mathbb{N}} \) is a Cauchy sequence in \( \gamma(\mathbb{R}^d; X) \). Therefore, with \( J_{f_n} \) as in \( \ref{def:boundedness} \) for each \( n \in \mathbb{N} \), \( J_{f_n} \), \( (f_n)_{n \in \mathbb{N}} \) converges to some operator \( T \in \gamma(L^2(\mathbb{R}^d), X) \) as \( n \to \infty \). We claim that \( T = J_f \). Indeed, fix \( x^* \in X^* \). Then \( (J_{f_n})^{*} x^* \to T^{*} x^* \) in \( L^2(\mathbb{R}^d) \). It is straightforward to check that \( (J_{f_n})^{*} x^* = x^* \circ f_n \) for each \( n \in \mathbb{N} \). Moreover, also \( (J_{f_n})^{*} x^* = x^* \circ f_n \circ f = (J_f)^{*} x^* \) in \( L^p(\mathbb{R}^d) \) as \( n \to \infty \). Choosing appropriate almost everywhere convergent subsequences we find that \( (J_f)^{*} x^* = T^{*} x^* \), which yields the claim. The required estimate now follows by letting \( n \to \infty \) in \( \ref{eq:fourier_estimate} \).

\( \square \)

The main result of this section is a consequence of the following proposition, which is of independent interest.

**Proposition 4.2.** Let \( X \) be a Banach space with type \( p \in [1, 2] \) and \( Y \) a Banach space with cotype \( q \in [2, \infty] \), and let \( r \in [1, \infty] \) be such that \( \frac{1}{r} = \frac{1}{p} - \frac{1}{q} \). Let \( a, b \in \mathbb{R} \) with \( a < b \) and let \( m : \mathbb{R}^d \to L(X, Y) \) be an \( X \)-strongly measurable map such that \( \{ m(\xi) \mid \xi \in [a, b]^d \} \subseteq L(X, Y) \) is \( \gamma \)-bounded. Then there exists a unique bounded operator \( T \in L^{p}(L^{q}_{[a,b]}(\mathbb{R}^d; X), L^{q}_{[a,b]}(\mathbb{R}^d; Y)) \) such that
\[
T(f) = \mathcal{F}^{-1}(m \cdot \widehat{f})
\]
for each \( f \in L^{p}_{[a,b]}(\mathbb{R}^d; X) \). Moreover,
\[
\| T(f) \|_{L^{q}(\mathbb{R}^d; X)} \leq \tau_{p, X} c_{q, Y} (b-a)^{d/r} \gamma(\{ m(\xi) \mid \xi \in [a, b]^d \}) \| f \|_{L^{p}(\mathbb{R}^d; X)}
\]
for all \( f \in L^{p}_{[a,b]}(\mathbb{R}^d; X) \).

It follows from an example in \( \ref{ex:fourier_multiplier} \) that in certain cases the \( \gamma \)-boundedness condition is necessary in Proposition \( \ref{prop:fourier_estimate} \) and in the results that follow from it.

**Proof.** By Lemma \( \ref{lem:boundedness} \) it suffices to show that \( \mathcal{F}^{-1}(m \cdot \widehat{f}) \in L^{q}(\mathbb{R}^d; Y) \) with
\[
\| \mathcal{F}^{-1}(m \cdot \widehat{f}) \|_{L^{q}(\mathbb{R}^d; Y)} \leq \tau_{p, X} c_{q, Y} (b-a)^{d/r} \gamma(\{ m(\xi) \mid \xi \in [a, b]^d \}) \| f \|_{L^{p}(\mathbb{R}^d; X)}
\]
for all \( f \in L^{p}_{[a,b]}(\mathbb{R}^d; X) \). To this end, fix \( f \in L^{p}_{[a,b]}(\mathbb{R}^d; X) \) and first assume that \( \xi \mapsto m(\xi) x \in C_{c}^{\infty}(\mathbb{R}^d; Y) \) for all \( x \in X \). Then in fact \( m(\cdot) x \in \gamma(\mathbb{R}^d; Y) \), by \( \ref{def:boundedness} \), and by Lemma \( \ref{lem:fourier_estimate} \) also \( 1_{[a,b]^d}(\cdot) m(\cdot) x \in \gamma(\mathbb{R}^d; Y) \) for all \( x \in X \). Now use Lemma \( \ref{lem:fourier_convergence} \), Theorem \( \ref{thm:fourier_estimate} \) \( \ref{thm:fourier_estimate} \) and Lemma \( \ref{lem:fourier_convergence} \) in sequence to obtain that \( \mathcal{F}^{-1}(m \cdot \widehat{f}) \in L^{q}(\mathbb{R}^d; Y) \) with
\[
\| \mathcal{F}^{-1}(m \cdot \widehat{f}) \|_{L^{q}(\mathbb{R}^d; Y)} \leq c_{q, Y} (b-a)^{d/r} \| \mathcal{F}^{-1}(m \cdot \widehat{f}) \|_{\gamma(\mathbb{R}^d; Y)}
\]
\[= c_{q,Y}(b-a)^{d \left(\frac{1}{2} - \frac{1}{q}\right)} \|m \cdot \hat{f}\|_{\gamma(R^d;Y)} \]
\[= c_{q,Y}(b-a)^{d \left(\frac{1}{2} - \frac{1}{q}\right)} \|1_{[a,b]} m \cdot \hat{f}\|_{\gamma(R^d;Y)} \]
\[\leq c_{q,Y}(b-a)^{d \left(\frac{1}{2} - \frac{1}{q}\right)} \gamma(\{m(\xi) \mid \xi \in [a,b]^d\}) \|\hat{f}\|_{\gamma(R^d;X)} \]
\[= c_{q,Y}(b-a)^{d \left(\frac{1}{2} - \frac{1}{q}\right)} \gamma(\{m(\xi) \mid \xi \in [a,b]^d\}) \|f\|_{\gamma(R^d;X)} \]
\[\leq \tau_{p,X} c_{q,Y}(b-a)^{d \left(\frac{1}{2} - \frac{1}{q}\right)} \gamma(\{m(\xi) \mid \xi \in [a,b]^d\}) \|f\|_{L^p(R^d;X)}, \]

as required.

Now let \( m : \mathbb{R}^d \to \mathcal{L}(X,Y) \) be a general \( X \)-strongly measurable map such that 
\( \{m(\xi) \mid \xi \in [a,b]^d\} \subseteq \mathcal{L}(X,Y) \) is \( \gamma \)-bounded. Since \( \mathcal{F}^{-1}(m \cdot \hat{f}) = \mathcal{F}^{-1}(1_{[a,b]} m \cdot \hat{f}) \),
we may assume that \( \text{supp}(m) \subseteq [a,b]^d \). Let \( (h_n)_{n \in \mathbb{N}} \subseteq C_c^\infty(\mathbb{R}^d) \) be an approximate identity with \( \|h_n\|_{L^1(\mathbb{R}^d)} \leq 1 \) for all \( n \in \mathbb{N} \), and define \( m_n(\xi)x := (h_n * m(\cdot)x)(\xi) \) for \( n \in \mathbb{N} \), \( x \in X \) and \( \xi \in \mathbb{R}^d \). Then \( \{\xi \mapsto m_n(\xi)x\} \in C_c^\infty(\mathbb{R}^d;Y) \) and \( m(\xi)x = \lim_{n \to \infty} m_n(\xi)x \) for all \( x \in X \) and almost all \( \xi \in \mathbb{R}^d \). Moreover,
\[ \gamma(\{m_n(\xi) \mid \xi \in [a,b]^d\}) \leq \gamma(\{m(\xi) \mid \xi \in \mathbb{R}^d\}) \]
for each \( n \in \mathbb{N} \), by [28, Corollary 2.14]. In particular,
\[ \sup_{\xi \in [a,b]^d n \in \mathbb{N}} \gamma(\{m_n(\xi) \mid \xi \in [a,b]^d\}) < \infty. \]
Now, by what we have already shown and by [28, Lemma 3.1], \( T_m(f) \in L^q(\mathbb{R}^d;Y) \)
with
\[ \|T_m(f)\|_{L^q(\mathbb{R}^d;Y)} \leq \liminf_{n \to \infty} \|T_{m_n}(f)\|_{L^q(\mathbb{R}^d;Y)} \]
\[\leq \tau_{p,X} c_{q,Y}(b-a)^{d/r} \gamma(\{m(\xi) \mid \xi \in [a,b]^d\}) \|f\|_{L^p(\mathbb{R}^d;X)}, \]
which concludes the proof. \( \square \)

4.2. Multipliers on Besov spaces under type and cotype assumptions.
If \( m : \mathbb{R}^d \to \mathcal{L}(X,Y) \) is an \( X \)-strongly measurable map of moderate growth at infinity such that 
\( \{m(\xi) \mid \xi \in I_n\} \subseteq \mathcal{L}(X,Y) \) is \( \gamma \)-bounded for each \( n \in \mathbb{N}_0 \),
then by Proposition [12, applied to \( I_n \cdot m \) \( m \) is an \( (L^p_{I_n}(\mathbb{R}^d;X), L^q_{I_n}(\mathbb{R}^d;Y)) \)-Fourier multiplier for each \( n \in \mathbb{N}_0 \). As in Section 3.2 let \( T_m^{(m)} \in \mathcal{L}(L^p_{I_n}(\mathbb{R}^d;X), L^q_{I_n}(\mathbb{R}^d;Y)) \)
be the unique bounded extension of \( T_m|_{S^{(m)}(\mathbb{R}^d;X)} \) to \( L^p_{I_n}(\mathbb{R}^d;X) \). Recall that in
[3.7] we defined, for \( s \in \mathbb{R} \) and \( v \in [1,\infty] \),
\[ \tilde{T}_m(f) := \sum_{n=0}^{\infty} T_m^{(m)}(\varphi_n \ast f) \quad (f \in B^s_{p,v}(\mathbb{R}^d;X)) \]
as a limit in \( S'(\mathbb{R}^d;Y) \). The following result was already stated in the Introduction as Theorem [1.1].

**Theorem 4.3.** Let \( X \) be a Banach space with type \( p \in [1,2] \) and \( Y \) a Banach space with cotype \( q \in [2,\infty] \), and let \( r \in [1,\infty] \) be such that \( \frac{1}{r} = \frac{1}{p} - \frac{1}{q} \). Let \( m : \mathbb{R}^d \to \mathcal{L}(X,Y) \) be an \( X \)-strongly measurable map such that \( \{2^{k\sigma} \gamma(\{m(\xi) \mid \xi \in I_k\})\}_{k \in \mathbb{N}_0} \subseteq \ell^u \) for some \( \sigma \in \mathbb{R} \) and \( u \in [1,\infty] \). Then the operator \( \tilde{T}_m \) defined by [4.1] extends \( T_m \) to a bounded linear map \( \tilde{T}_m : B^s_{p,v}(\mathbb{R}^d;X) \to B^{s+\sigma-d/r}_{q,w}(\mathbb{R}^d;Y) \) with
\[ \|\tilde{T}_m\|_{\mathcal{L}(B^s_{p,v}(\mathbb{R}^d;X), B^{s+\sigma-d/r}_{q,w}(\mathbb{R}^d;Y))} \leq 4^{d/r} \tau_{p,X} c_{q,Y} \left(2^{k\sigma} \gamma(\{m(\xi) \mid \xi \in I_k\})\right)_{k \in \mathbb{N}_0} \]
for all \( s \in \mathbb{R} \) and all \( v, w \in [1, \infty] \) with \( \frac{1}{w} \leq \frac{1}{u} + \frac{1}{v} \).

In the case of scalar-valued multipliers the \( \gamma \)-bound of course reduces to a uniform bound. For the uniqueness of the extensions we refer to Remark 3.3.

**Proof.** First note that \( m \) is of moderate growth at infinity, so \( T_m : S(\mathbb{R}^d; X) \to \mathcal{S}'(\mathbb{R}^d; Y) \) is well-defined. By Proposition 4.2 applied to \( 1_{I_k} m \),

\[
\|T_m(f)\|_{L^p(\mathbb{R}^d; Y)} \leq \tau_{p,X} c_q, Y (2^{k+1})^{d/r} \gamma(\{m(\xi) | \xi \in I_k\}) \|f\|_{L^p(\mathbb{R}^d; X)}
\]

for all \( k \in \mathbb{N}_0 \) and all \( f \in S_{I_k}(\mathbb{R}^d; X) \). Letting \( \beta := \frac{d}{p} - \sigma \) and, for \( k \in \mathbb{N}_0 \),

\[
c_k := \tau_{p,X} c_q, Y (2^{k+1})^{d/r}\gamma(\{m(\xi) | \xi \in I_k\}),
\]

the proof is concluded by appealing to Proposition 6.5.

**Remark 4.4.** It also follows from [27] that the smoothness parameter \( \frac{d}{p} \) in Theorem 4.3 is sharp, since the results in [27] are derived from Theorem 4.3 and are sharp with respect to this parameter (see [27] Remark 6.5).

In the same manner we derive the following result from Proposition 3.5.

**Theorem 4.5.** Let \( X \) be a Banach space with type \( p \in [1, 2] \) and \( Y \) a Banach space with cotype \( q \in [2, \infty] \), and let \( r \in [1, \infty] \) be such that \( \frac{1}{r} = \frac{1}{p} - \frac{1}{q} \). Let \( m : \mathbb{R}^d \to \mathcal{L}(X, Y) \) be an \( X \)-strongly measurable map such that \( (2^{k\sigma} \gamma(\{m(\xi) | \xi \in J_k\}))_{k \in \mathbb{Z}} \in \ell^u(\mathbb{Z}) \) for some \( \sigma \in \mathbb{R} \) and \( u \in [1, \infty] \). Then (4.9) defines an extension \( \hat{T}_m \in \mathcal{L}(\hat{B}^s_{p,r}(\mathbb{R}^d; X), \hat{B}^s_{q,r}(\mathbb{R}^d; Y)) \) of \( T_m \) such that

\[
\|\hat{T}_m\|_{\mathcal{L}(\hat{B}^s_{p,r}(\mathbb{R}^d; X), \hat{B}^s_{q,r}(\mathbb{R}^d; Y))} \leq 4^{d/r} \tau_{p,X} c_q, Y \left( (2^{k\sigma} \gamma(\{m(\xi) | \xi \in J_k\}))_{k \in \mathbb{Z}} \right)_{k \in \mathbb{Z}}
\]

for all \( s \in \mathbb{R} \) and all \( v, w \in [1, \infty] \) with \( \frac{1}{w} \leq \frac{1}{u} + \frac{1}{v} \).

As a consequence we can derive an \((L^p, L^q)\)-multiplier result.

**Theorem 4.6.** Let \( X \) be a Banach space with type \( p \in [1, 2] \) and \( Y \) a Banach space with cotype \( q \in [2, \infty] \), and let \( r \in [1, \infty] \) be such that \( \frac{1}{r} = \frac{1}{p} - \frac{1}{q} \). Let \( m : \mathbb{R}^d \setminus \{0\} \to \mathcal{L}(X, Y) \) be an \( X \)-strongly measurable map such that

\[
(4.5) \quad (2^{kd/r} \gamma(\{m(\xi) | \xi \in J_k\}))_{k \in \mathbb{Z}} \in \ell^1(\mathbb{Z}).
\]

Then \( T_m \) extends uniquely to a bounded map \( \hat{T}_m \in \mathcal{L}(L^p(\mathbb{R}^d; X), L^q(\mathbb{R}^d; Y)) \) with

\[
\|\hat{T}_m\|_{\mathcal{L}(L^p(\mathbb{R}^d; X), L^q(\mathbb{R}^d; Y))} \leq C 4^{d/r} \tau_{p,X} c_q, Y \left( (2^{kd/r} \gamma(\{m(\xi) | \xi \in J_k\}))_{k \in \mathbb{Z}} \right)_{k \in \mathbb{Z}},
\]

where \( C \geq 0 \) is a constant which depends only on \( p \) and \( d \).

In [28] Theorem 1.1 we derived a similar result, with (4.3) replaced by the assumption that \( \{\xi \in \mathbb{R}^d \setminus \{0\} \} \) is \( \gamma \)-bounded. However, there we use to have that \( X \) has type \( p_0 > p \) and \( Y \) cotype \( q_0 < q \). Note that this is not needed in Theorem 1.6 at the cost of a more restrictive \( \gamma \)-boundedness condition.

**Proof.** First note that \( T_m : \hat{S}(\mathbb{R}^d; X) \to \mathcal{S}'(\mathbb{R}^d; Y) \) is well-defined since \( m \) is of moderate growth at infinity, where we use that \( (2^{kd/r} \gamma(\{m(\xi) | \xi \in J_k\}))_{k \in \mathbb{Z}} \in \ell^1(\mathbb{Z}) \). Moreover, since \( \hat{S}(\mathbb{R}^d; X) \subseteq L^p(\mathbb{R}^d; X) \) is dense, it suffices to show that

\[
\|T_m(f)\|_{L^\infty(\mathbb{R}^d; Y)} \leq C 4^{d/r} \tau_{p,X} c_q, Y \left( (2^{kd/r} \gamma(\{m(\xi) | \xi \in J_k\}))_{k \in \mathbb{Z}} \right)_{k \in \mathbb{Z}} \|f\|_{L^p(\mathbb{R}^d; X)}
\]
In order to prove the extrapolation result we extend several results of Hörmander our Fourier multiplier results on Besov spaces to different integrability exponents.

Theorem 4.6 can be improved for UMD spaces. For details on UMD spaces we refer to [9] and to the recent monograph [19].

Remark 4.7. Suppose, in addition to the assumptions of Theorem 4.6, that $X$ is a UMD space with cotype $q_0 \in [2, \infty)$ and $Y$ is a UMD space with type $p_0 \in (1, 2]$. Then the homogeneous version of [34, Proposition 3.1] (proved in the same way as in the inhomogeneous case) yields the continuous embeddings $L^p(\mathbb{R}^d; X) \hookrightarrow \dot{B}_{p,q_0}^0(\mathbb{R}^d; X)$ and $\dot{B}^0_{q,p_0}(\mathbb{R}^d; X) \hookrightarrow L^q(\mathbb{R}^d; X)$. Following the proof of Theorem 4.6 it then suffices to assume that for $\frac{1}{p} = \frac{1}{p_0} - \frac{1}{q_0}$, one has

$$\left(2^{kd/r_\gamma}\{m(\xi) \mid \xi \in I_k\}\right)_{k \in \mathbb{Z}} \in \ell^{p_0}.$$  

Remark 4.8. It is straightforward to check that the condition on $m$ in Theorem 4.6 holds if $\{\xi^\sigma m(\xi) \mid \xi \geq 1\} \cup \{\xi^\mu m(\xi) \mid \xi \leq 1\} \subseteq \mathcal{L}(X, Y)$ is $\gamma$-bounded for some $\sigma, \mu \in \mathbb{R}$ with $\sigma > \frac{d}{r} > \mu$. The exponent $\frac{d}{r}$ cannot be improved, as can be seen from the scalar case and the Hardy–Littlewood–Sobolev inequality (see [19, Theorem 6.1.3]).

As a consequence, by applying the same method as in [28, Lemma 3.26 and Proposition 3.27], one sees that in certain cases the type $p$ of $X$ and cotype $q$ of $Y$ are necessary for Theorem 4.6 and hence for Theorem 4.5.

5. Extrapolation

In this section we give a proof of [28, Theorem 4.1] and use it to extrapolate our Fourier multiplier results on Besov spaces to different integrability exponents. In order to prove the extrapolation result we extend several results of Hörmander in [10] to the vector-valued setting and $p \leq q$.

For $a, p, q \in [1, \infty]$ with $a \neq \infty$ consider the following identity:

$$\frac{1}{p} - \frac{1}{q} = 1 - \frac{1}{a}. \quad (5.1)$$

5.1. Kernels and extrapolation. Throughout this section we fix $d \in \mathbb{N}$ and Banach spaces $X$ and $Y$. Consider the following variant of Hörmander’s condition which we formulate in the strong operator topology:

(H)$_a$ Let $K: \mathbb{R}^d \setminus \{0\} \to \mathcal{L}(X, Y)$ be such that for all $x \in X$, $t \mapsto K(t)x$ is locally integrable on $\mathbb{R}^d \setminus \{0\}$. Suppose there exists a constant $C_{H,a} \geq 0$ such that

$$\left(\int_{|s| \geq 2|t|} \|K(s-t)x - K(s)x\|_X^a \, ds\right)^{\frac{1}{a}} \leq C_{H,a} \|x\| \quad (x \in X, t \in \mathbb{R}^d \setminus \{0\}).$$

We denote the infimum over all Hörmander constants $C_{H,a}$ by $C_{H,a}(K)$.

Remark 5.1. In particular, the condition (H)$_a$ holds with constant $C_{H,a} > 0$ if $K$ is $X$-strongly measurable and

$$\left(\int_{|s| \geq 2|t|} \|K(s-t) - K(s)\|_{\mathcal{L}(X,Y)}^a \, ds\right)^{\frac{1}{a}} \leq C_{H,a} \quad (t \in \mathbb{R}^d \setminus \{0\}), \quad (5.2)$$
where we assume that the integrand is measurable (or at least \(1_{|s| \geq 2|t|}\) \(\frac{K(s-t) - K(t)}{|s-t|} \leq f_1(s)\), where \(f \) is measurable and satisfies \(\|f_1\|_{L^s(R^d)} \leq C_{H,a} \) for all \(t \neq 0\).

Under the appropriate measurability conditions on \(K\), \(\text{(5.2)}\) implies \((H)_a\) for \(K^*\) as well.

The advantage of \((H)_a\) over \(\text{(5.2)}\) will become clear in the proof of Theorem \(5.6\).

Let \(L^\infty_t(R^d) \subset L^\infty(R^d)\) denote the subset of functions which have compact support. Let \(L^\infty_t(R^d) \otimes X\) be the linear span of the functions \(t \mapsto (f \otimes x)(t) := f(t)x\) where \(f \in L^\infty_t(R^d)\) and \(x \in X\).

Let \(K : R^d \setminus \{0\} \to L(X,Y)\) be such that for all \(x \in X\), \(t \mapsto K(t)x\) is locally integrable on \(R^d \setminus \{0\}\). For a bounded linear operator \(T : L^p_t(R^d;X) \to L^q_t(R^d;Y)\) and \(p, q \in [1, \infty]\), consider the following condition: for all \(f \in L^\infty_t(R^d) \otimes X\)

\[
\text{(5.3)} \quad Tf(s) = \int_{R^d} K(s-t)f(t) dt \quad \text{for almost all } s \in (\text{supp}(f))^c.
\]

The following result is a vector-valued extension of [16, Theorem 2.2]. Recall that the norm of the space \(L^{p, \infty}(R^d;X)\) is given by

\[
\|f\|_{L^{p, \infty}(R^d;X)} := \sup_{\alpha > 0} \lambda f(\alpha)^p < \infty,
\]

where \(\lambda f(\alpha) := \mu\{s \in R^d \mid \|f(s)\|_X > \alpha\}\) for \(\alpha > 0\) and \(\mu\) is the Lebesgue measure.

**Proposition 5.2** (Extrapolation to \(L^1 \to L^{a, \infty}\)). Let \(p, q \in (1, \infty)\) and \(a \in [1, \infty)\) satisfy \(\text{(5.1)}\). Let \(K : R^d \setminus \{0\} \to L(X,Y)\) satisfy condition \((H)_a\). Let \(T : L^p_t(R^d;X) \to L^q_t(R^d;Y)\) be a bounded linear operator of norm \(B\) satisfying \(\text{(5.3)}\). Then \(T : L^1(R^d;X) \to L^{a, \infty}(R^d;Y)\) is bounded and

\[
\|T\|_{L^1(R^d;X),L^{a, \infty}(R^d;Y)} \leq C_{a,B} + 4C_{H,a}(K),
\]

where \(C_{d,a} := 2 + 2d \frac{d}{d+4} \frac{a}{2}\).

**Proof.** We adopt the presentation from [16, Theorem 4.3.3] and show that it extends to the vector-valued setting with general \(p \leq q\).

Assume \(q < \infty\) (the case \(q = \infty\) is left to the reader, see [16, Exercise 4.3.7]). In order to prove the result it suffices to show that, for each simple function \(f \in L^\infty_t(R^d;X)\) of norm \(\|f\|_{L^1_t(R^d;X)} \leq 1\),

\[
\|Tf\|_{a, \infty} \leq C_{d,a} + 4C_{H,a}(K).
\]

We apply the Calderón-Zygmund decomposition of height \(c \alpha^a\) to write \(f\) as the sum of a good and bad part \(g + b\). Here \(\alpha > 0\) is fixed for the moment, and we set

\[
\gamma := B^{-a} 2^{-(d+a)}.
\]

To obtain this decomposition note that [16, Theorem 4.3.1 and Remark 4.3.2] have a straightforward generalization to the vector-valued setting. The decomposition given there yields \(f = g + b\), where \(b = \sum_{j \in N} b_j\) for simple \(b_j \in L^\infty_t(R^d) \otimes X\), and the existence of a sequence of disjoint cubes \((Q_j)_{j \in N}\) in \(R^d\) such that the following properties are satisfied, for each \(j \in N:\)

\[
\|g\|_1 \leq 1, \quad \|g\|_\infty \leq 2^d \gamma \alpha^a, \quad \|g\|_p \leq 2^d \gamma^d \alpha^{d+4}, \quad \|b\|_1 \leq 2,
\]

\[
\text{supp}(b_j) \subseteq Q_j, \quad \int b_j(t) dt = 0, \quad \sum_{k \in N} |Q_k| \leq \frac{1}{\gamma \alpha^a}.
\]
By subadditivity we can write (see below (5.4) for the definition of $\lambda_f$)
\[
\lambda_{Tg}(\alpha) \leq \lambda_{Tg}(\alpha/2) + \lambda_{Tg}(\alpha/2).
\]

The good part $Tg$ can be estimated directly using the boundedness of $T$ and (5.7):
\[
\lambda_{Tg}(\alpha/2) \leq \frac{2^q}{\alpha^q} \|Tg\|_q^q \leq \frac{2^q B^q}{\alpha^q} \|g\|_q^q \leq \frac{2^q B^q}{\alpha^q} 2^{ad^q} \alpha^m \gamma^q = \frac{2^a B^a}{\alpha^a},
\]
where we used (5.1) and the choice of $\gamma$ given in (5.6) in the last step. The bad part we split into two parts again. Let $Q_j^*$ be the unique cube with sides parallel to $Q_j$ and the same center as $Q_j$ but such that $\ell(Q_j^*) = 2\sqrt{d}\ell(Q_j)$, where $\ell(Q)$ denotes the side length of a cube $Q$. Setting $\Omega = \bigcup_{j \geq 1} Q_j^*$, we can write
\[
\lambda_{Tg}(\alpha/2) \leq |\Omega| + \left| \{ s \in \Omega^c : \|Tb(s)\|^a_Y > \frac{\alpha}{2} \} \right| \leq |\Omega| + \frac{2^q}{\alpha^q} \int_{\Omega^c} \|Tb(s)\|^a \, ds
\]
By the choice of $Q_j^*$ and by (5.8) and (5.9),
\[
|\Omega| \leq \sum_{j \geq 1} |Q_j^*| \leq \frac{(2\sqrt{d})^d}{\gamma \alpha^a} = \frac{4^d d^2 \alpha^a}{\alpha^a}.
\]

For the second part of (5.10) note that by the triangle inequality
\[
\|1_{\Omega^c} Tb\|_a \leq \sum_{j \geq 1} \|1_{\Omega^c} Tb_j\|_a \leq \sum_{j \geq 1} \|1_{Q_j^*} Tb_j\|_a.
\]

We first estimate each term of this series separately. Let $t_j$ denote the center of $Q_j$. By (5.8) and (5.9) (twice),
\[
\|1_{Q_j^*} Tb_j\|_a = \left( \int_{\mathbb{R}^n \setminus Q_j^*} \left( \int_{Q_j^*} K(s-t)b_j(t) \, dt \right)^a \, ds \right)^{\frac{1}{a}}
\]
\[
= \left( \int_{Q_j^*} \left( \int_{Q_j^*} K(s-t)b_j(t) - K(s-t_j)b_j(t) \, dt \right)^a \, ds \right)^{\frac{1}{a}}
\]
\[
\leq \int_{Q_j^*} \left( \int_{Q_j^*} K(s-t)b_j(t) - K(s-t_j)b_j(t) \, ds \right)^{\frac{1}{a}} \, dt
\]
\[
\leq \int_{Q_j} \left( \int_{|s| \geq 2|t-t_j|} \|K(s-t)b_j(t) - K(s)b_j(t)\|^a \, ds \right)^{\frac{1}{a}} \, dt
\]
\[
\leq C_{H,a}(K) \int_{Q_j} \|b_j(t)\| \, dt = C_{H,a}(K) \|b_j\|_1.
\]

In (i) we applied Minkowski’s inequality. The estimate (ii) follows from $|s| \geq \frac{1}{2}\ell(Q_j^*) = \sqrt{d}\ell(Q_j) \geq 2|t-t_j|$ for $s \in (Q_j^*)^c - t_j$ and $t \in Q_j$. In (iii) we applied (H)\#. With (5.12), (5.10) and (5.8) we can conclude that
\[
\|1_{\Omega^c} Tb\|_a \leq C_{H,a}(K) \sum_{j \geq 1} \|b_j\|_1 = C_{H,a}(K) \|b\|_1 \leq 2C_{H,a}(K).
\]

Now (5.10), (5.11) and (5.13) yield
\[
\lambda_{Tg}(\alpha/2) \leq \frac{4^d d^2 \alpha^a}{\alpha^a} + \frac{4^a C_{H,a}(K)^a}{\alpha^a}.
\]
Finally, combining the good part (5.9) and the bad part (5.14), we obtain
\[ \alpha \lambda_T f(\alpha)^{\frac{d}{n}} \leq \left( 2^a B^a + 4^d d^{2a} B^a + 4^a C_{H,a}(K)^{a} \right)^{\frac{d}{n}}. \]

Now (5.15) follows from the estimate \((x^a + y^a)^{\frac{d}{n}} \leq x + y\), for \(x, y > 0\), and by taking the supremum over all \(\alpha > 0\). \(\square\)

**Corollary 5.3** (Extrapolation I, kernel condition). Let \(p_0,q_0 \in (1,\infty]\) and \(a \in [1,\infty)\) be such that \(\frac{1}{p_0} - \frac{1}{q_0} = 1 - \frac{1}{a}\). Let \(K : \mathbb{R}^d \setminus \{0\} \to \mathcal{L}(X,Y)\) satisfy (H)\(_a\). Let \(T : L^p_0(\mathbb{R}^d;X) \to L^q_0(\mathbb{R}^d;Y)\) be a bounded linear operator of norm \(B\) satisfying (5.1). Then, for all \((p,q)\) satisfying \(p \in (1,p_0]\) and (5.1), \(T : L^p(\mathbb{R}^d;X) \to L^q(\mathbb{R}^d;Y)\) is bounded and
\[ \|T\|_{\mathcal{L}(L^p(\mathbb{R}^d;X),L^q(\mathbb{R}^d;Y))} \leq C_{p_0,q_0,p,d}(B + C_{H,a}(K)), \]
where \(C_{p_0,q_0,p,d} \sim (p-1)^{-1}\) as \(p \downarrow 1\).

**Proof.** By Proposition 5.2 we find that also \(T : L^1(\mathbb{R}^d;X) \to L^{a,\infty}(\mathbb{R}^d;Y)\) is bounded. From the Marcinkiewicz interpolation theorem (see [17] for a formulation with explicit constants which extends to the vector valued setting), we deduce the required boundedness and estimate. \(\square\)

Under other conditions on \(K\) we can extrapolate to \(p > p_0\):

**Corollary 5.4** (Extrapolation II, kernel condition). Let \(p_0,q_0,a \in [1,\infty)\) with \(q_0 \neq 1\) be such that \(\frac{1}{p_0} - \frac{1}{q_0} = 1 - \frac{1}{a}\). Let \(K : \mathbb{R}^d \to \mathcal{L}(X,Y)\) be such that \(K(\cdot)x\) and \(K^*(\cdot)y\) are locally integrable on \(\mathbb{R}^d\) for all \(x \in X\) and \(y^* \in Y^*\). Suppose that \(K^*\) satisfies (H)\(_a\). Let \(T : L^p(\mathbb{R}^d;X) \to L^q(\mathbb{R}^d;Y)\) be a bounded linear operator of norm \(B\) such that \(Tf = K^*f\) for all \(f \in L^\infty_c(\mathbb{R}^d) \otimes X\). Then, for all \((p,q)\) satisfying \(q \in [q_0,\infty)\) and (5.1), \(T : L^p(\mathbb{R}^d;X) \to L^q(\mathbb{R}^d;Y)\) is bounded and
\[ \|T\|_{\mathcal{L}(L^p(\mathbb{R}^d;X),L^q(\mathbb{R}^d;Y))} \leq C_{p_0,q_0,p,d}(B + C_{H,a}(K^*)), \]
where \(C_{p_0,q_0,p,d} \sim q\) as \(q \uparrow \infty\).

**Proof.** For \(g \in L^\infty_c(\mathbb{R}^d) \otimes Y^*\) and \(t \in \mathbb{R}^d\), let \(Sg(t) \in X^*\) be defined by
\[ Sg(t) := \int_{\mathbb{R}^d} K(s-t)^* g(s) \, ds. \]
One can check that
\[ (f,Sg) = \langle Tf,g \rangle \quad (f \in L^\infty_c(\mathbb{R}^d) \otimes X,g \in L^\infty_c(\mathbb{R}^d) \otimes Y^*). \]
Thus, by a density argument, \(S\) extends to a bounded mapping from \(L^q_0(\mathbb{R}^d;Y^*)\) into \(L^p_0(\mathbb{R}^d;X^*)\) of norm \(B\). By Corollary 5.3, \(S\) extends to a bounded mapping from \(L^q(\mathbb{R}^d;Y^*)\) into \(L^p(\mathbb{R}^d;X^*)\) for all \((p,q)\) satisfying \(q' \in (1,q_0']\) and (5.1). The proof is concluded by using (5.15) once again. \(\square\)

**Remark 5.5.**

(i) The extrapolation result of Hörmander [10, Theorem 2.1] was extended in [3] Theorem 2) to the vector-valued setting in the case \(p = q\). Moreover, they also considered extensions to \(L^p\) for vectors \(p \in (1,\infty)^d\). It is sometimes overlooked that the kernels in [3, Theorem 2] are assumed to be locally integrable on \(\mathbb{R}^d\), hence in particular integrable at zero. This assumption only plays a role in the duality argument. See [3, Theorem 3] for other possible conditions in the case where \(X\) and \(Y\) are Hilbert spaces.
(ii) To weaken the assumption of local integrability on $\mathbb{R}^d$ in the operator-valued setting in Proposition 5.2, Corollary 5.3 and Corollary 5.4, one can check that it suffices to assume $t \mapsto K(t)x$ and $t \mapsto K(t)y^*$ are locally integrable on $\mathbb{R}^d$ only for $x$ and $y^*$ in a dense subspace of $X$ and $Y^*$ respectively.

(iii) A slightly different presentation in the case $p = q \in [1, \infty]$ is given in [11] Theorem V.3.4, where the condition (5.2) is used. The argument given there has the advantage that no duality arguments are required. To extrapolate to $p \in (p_0, \infty)$ one first proves that $T$ maps $L^\infty$ into BMO, after which an interpolation argument can be applied again.

5.2. Multipliers and extrapolation. In this section we use the extrapolation results from above to prove an extension of the extrapolation theorem for Fourier multipliers in [10] Theorem 2.5. Let $m : \mathbb{R}^d \setminus \{0\} \rightarrow \mathcal{L}(X,Y)$ be a strongly measurable map of moderate growth at zero and infinity. Suppose that

\begin{equation}
\text{Corollary 5.7.}
\end{equation}

For $p, q \in [1, \infty]$ and $n \in \mathbb{N}$, consider the following variants of the Mihlin–Hörmander condition:

(M1)$_{r,q,n}$ There exists a constant $M_1 \geq 0$ such that for all multi-indices $|\alpha| \leq n$,

\begin{equation}
R^{(|\alpha|+\frac{d}{2}-\frac{d}{q})} \left( \int_{R \leq |\xi| \leq 2R} \|\partial^\alpha m(\xi)x\|^q d\xi \right)^{1/q} \leq M_1 \|x\| \quad (x \in X, R > 0).
\end{equation}

(M2)$_{r,q,n}$ There exists a constant $M_2 \geq 0$ such that for all multi-indices $|\alpha| \leq n$

\begin{equation}
R^{(|\alpha|+\frac{d}{2}-\frac{d}{q})} \left( \int_{R \leq |\xi| \leq 2R} \|\partial^\alpha m(\xi)y^*\|^q d\xi \right)^{1/q} \leq M_2 \|y^*\| \quad (y^* \in Y^*, R > 0).
\end{equation}

For $p = q = 2, r = 1, X = Y = \mathbb{R}$, condition (M1)$_{r,q,n}$ reduces to the classical Hörmander condition in [10] Theorem 2.5 (see also [13] Theorem 5.2.7).

Now we can prove the main result of this section. The following theorem was already stated as [28] Theorem 4.1 without proof, and extends [10] Theorem 2.5 to the vector-valued setting and to general exponents $p, q \in (1, \infty)$.

**Theorem 5.6 (Extrapolation, multiplier condition).** Let $p_0, q_0, r \in [1, \infty]$ with $r \neq 1$ be such that $\frac{1}{p_0} - \frac{1}{q_0} = \frac{1}{r}$. Let $m : \mathbb{R}^d \setminus \{0\} \rightarrow \mathcal{L}(X,Y)$ be a strongly measurable map of moderate growth at zero and infinity. Suppose that $T_m : L^{p_0}(\mathbb{R}^d; X) \rightarrow L^{q_0}(\mathbb{R}^d; Y)$ is bounded of norm $B$.

1. Suppose that $p_0 \in (1, \infty], Y$ has Fourier type $\varrho \in [1, 2]$ with $\varrho \leq r$, and (M1)$_{r,q,n}$ holds for $n := \lfloor \frac{4}{\varrho} - \frac{d}{r} \rfloor + 1$. Then $T_m \in \mathcal{L}(L^p(\mathbb{R}^d; X), L^q(\mathbb{R}^d; Y))$ and

\begin{equation}
\|T_m\|_{\mathcal{L}(L^p(\mathbb{R}^d; X), L^q(\mathbb{R}^d; Y))} \leq C_{p_0, q_0, p, d}(M_1 + B)
\end{equation}

for all $(p, q)$ such that $p \in (1, p_0)$ and $\frac{1}{p} - \frac{1}{q} = \frac{1}{r}$, where $C_{p_0, q_0, p, d} \sim (p - 1)^{-1}$ as $p \downarrow 1$.

2. Suppose that $q_0 \in (1, \infty), X$ has Fourier type $\varrho \in [1, 2]$ with $\varrho \leq r$, and (M2)$_{r,q,n}$ holds for $n := \lfloor \frac{4}{\varrho} - \frac{d}{r} \rfloor + 1$. Then $T_m \in \mathcal{L}(L^p(\mathbb{R}^d; X), L^q(\mathbb{R}^d; Y))$ and

\begin{equation}
\|T_m\|_{\mathcal{L}(L^p(\mathbb{R}^d; X), L^q(\mathbb{R}^d; Y))} \leq C_{p_0, q_0, q, d}(M_2 + B),
\end{equation}

for all $(p, q)$ satisfying $q \in [q_0, \infty)$ and $\frac{1}{p} - \frac{1}{q} = \frac{1}{r}$, where $C_{p_0, q_0, q, d} \sim q$ as $q \uparrow \infty$.

As in [28], we can deduce the following corollary from Theorem 5.6.

**Corollary 5.7.** Let $p_0, q_0, r \in [1, \infty]$ with $q_0 \neq 1$ and $r \neq 1$ be such that $\frac{1}{p_0} - \frac{1}{q_0} = \frac{1}{r}$. Let $X$ and $Y$ both have Fourier type $\varrho \in [1, 2]$ with $\varrho \leq r$ and let $n := \lfloor \frac{4}{\varrho} - \frac{d}{r} \rfloor + 1$. Let
$m : \mathbb{R}^d \setminus \{0\} \to \mathcal{L}(X, Y)$ be such that, for all multi-indices $|\alpha| \leq n$,
\begin{equation}
\|\partial^\alpha m(\xi)\| \leq C|\xi|^{-|\alpha| - \frac{d}{2}}, \quad \xi \in \mathbb{R}^d \setminus \{0\}.
\end{equation}

Suppose that $T_m : L^p(\mathbb{R}^d; X) \to L^q(\mathbb{R}^d; Y)$ is bounded of norm $B$. Then, for all exponents $p$ and $q$ satisfying $1 < p \leq q < \infty$ and $\frac{1}{p} - \frac{1}{q} = \frac{1}{r}$, $T_m : L^p(\mathbb{R}^d; X) \to L^q(\mathbb{R}^d; Y)$ is bounded and
\begin{equation}
\|T_m\|_{\mathcal{L}(L^p(\mathbb{R}^d; X), L^q(\mathbb{R}^d; Y))} \leq C_{p,q,d}(B + C)
\end{equation}
for some constant $C_{p,q,d} \geq 0$.

Note that one can always take $q = 1$ and $n = \lfloor \frac{d}{2} \rfloor + 1$ in the results above.

**Remark 5.8.** If $p_0 = q_0 = 1$, then the results above are true with $q = 1$. Indeed, one can repeat the proof of Theorem 5.4 using the trivial Fourier type 1 of $\mathcal{L}(X, Y)$ and apply [11, Theorem V.3.4] (see Remark 5.5).

**Proof of Theorem 5.6.** We follow the line of reasoning from [13, Theorem 5.2.7].

1: By replacing $\varrho$ by a slightly smaller number if necessary we can assume that $\varrho < \rho$. Let $\eta \in \mathcal{S}(\mathbb{R}^d)$ be such that
\begin{equation}
(\hat{\eta}(\xi) \in [0, 1]) \text{ for } \xi \in \mathbb{R}^d, \quad \hat{\eta} = 1 \text{ if } |\xi| \leq 1, \quad \hat{\eta} = 0 \text{ if } |\xi| \geq \frac{3}{2}.
\end{equation}

Let $(\hat{c}_j)_{j \in \mathbb{Z}} \subseteq \mathcal{S}(\mathbb{R}^d)$ be such that $\hat{c}_0(\xi) := \hat{\eta}(\xi) - \hat{\eta}(2\xi)$ and $\hat{c}_j(\xi) := \hat{\eta}(2^{-j}\xi)$ for $\xi \in \mathbb{R}^d$ and $j \in \mathbb{Z}$. Then supp$(\hat{c}_j) \subseteq \{\xi \in \mathbb{R}^d \mid |\xi| \in [2^{j-1}, 2^j]\}$ and
\begin{equation}
\sum_{j \in \mathbb{Z}} \hat{c}_j(\xi) = 1 \quad (\xi \in \mathbb{R}^d \setminus \{0\}).
\end{equation}

Set $m_j(\xi) := \hat{c}_j(\xi)m(\xi)$ for $j \in \mathbb{Z}$. Let $K_j := F^{-1}(m_j) \in L^\infty(\mathbb{R}^d; \mathcal{L}(X, Y))$. We fix $N \in \mathbb{N}$ and let $K^{(N)} = \sum_{j=-N}^{N} K_j$. Then,
\begin{equation}
K^{(N)} * f = T_{m^{(N)}} f = T_m T_\varrho f, \quad \text{for all } f \in C^\infty_c(\mathbb{R}^d) \otimes X,
\end{equation}
where $m^{(N)} = \hat{g}^{(N)} m$ and $\hat{g}^{(N)} = \sum_{j=-N}^{N} \hat{c}_j = (\hat{\eta}(2^{-N-1}\xi) - \hat{\eta}(2^{N+1}\xi))$. Since $\|g^{(N)}\|_{L^1(\mathbb{R}^d)} \leq 2$, also $\|K^{(N)} * f\|_{L^\infty(\mathbb{R}^d; Y)} \leq 2B\|f\|_{L^p(\mathbb{R}^d; X)}$ for all $f \in C^\infty_c(\mathbb{R}^d) \otimes X$. We will prove that (5.10) holds with $m$ replaced by $m^{(N)}$. Since $m^{(N)}(\xi) \to m(\xi)$ for almost all $\xi \in \mathbb{R}^d$ as $N \to \infty$, [28, Lemma 3.1] would then conclude the proof of (1). For this we will check the conditions of Corollary 5.3 with constants independent of $N$.

By the preceding discussion, from now on we may assume that $m = m^{(N)}$ and $K = K^{(N)}$. We first claim that (5.20) extends to all $f \in L^\infty_c(\mathbb{R}^d) \otimes X$. This is clear if $p_0 < \infty$ by a density argument. Next consider $p_0 = q_0 = \infty$. Using the Hahn-Banach theorem we can reduce to the scalar case. Fix $x \in X$ and $y^* \in Y$ and let $K_{x,y^*}(t) := \langle K(t)x, y^* \rangle$ and $m_{x,y^*}(t) := \langle mx, y^* \rangle$. Since $T_{m_{x,y^*}}$ is bounded on $L^\infty(\mathbb{R}^d)$, by duality $T_{m_{x,y^*}}$ is also bounded on $L^1(\mathbb{R}^d)$. Now we can apply the same density argument as before.

Let $\delta > 0$ be a constant which is chosen suitably small below, and let $x \in X$. We claim that there exists a constant $C_d \geq 0$ such that
\begin{equation}
\sup_{j \in \mathbb{Z}} T_{1,j} := \sup_{j \in \mathbb{Z}} \left( \int_{\mathbb{R}^d} \|K_j(s)x\|^{r'}(1 + 2^j|s|)^{\delta} ds \right)^{\frac{1}{r'}} \leq C_d M_1 \|x\|_X,
\end{equation}
Indeed, by Hölder’s inequality, with \(1 = \frac{2}{\theta} + \frac{1}{\delta}\) for some \(b \in [1, \infty)\),

\[
T_{1,j} = \left( \int_{\mathbb{R}^d} \|K_j(s)\|^{\theta'} (1 + 2^j |s|^\delta) \, ds \right)^{\frac{1}{\theta'}} 
\leq \left( \int_{\mathbb{R}^d} \|K_j(s)\|^{\theta'} (1 + 2^j |s|^\delta) \, ds \right)^{\frac{1}{\theta'}} \left( \int_{\mathbb{R}^d} (1 + 2^j |s|)^{(-nr' + \delta)b} \, ds \right)^{\frac{1}{\delta'}} 
\leq C2^{-j(\frac{1}{\theta'} - \frac{1}{\delta'})} \left( \int_{\mathbb{R}^d} \|K_j(s)\|^{\theta'} (1 + 2^j |s|^\delta) \, ds \right)^{\frac{1}{\theta'}} \left( \int_{\mathbb{R}^d} (1 + 2^j |s|)^{(-nr' + \delta)b} \, ds \right)^{\frac{1}{\delta'}} \,
\]

since \((-nr' + \delta)b < -d\), or equivalently \(n > \frac{d}{\theta} - \frac{n}{\delta'} + \frac{b}{\delta}\), for \(\delta > 0\) small enough. Writing \((1 + 2^j |s|)^n \leq C \sum_{|\gamma| \leq n} (2^j s)^{\gamma}\) and using the Fourier type \(q\) of \(Y\), it follows that

\[
T_{1,j} \leq C2^{-j(\frac{1}{\theta'} - \frac{1}{\delta'})} \sum_{|\gamma| \leq n} 2^{j|\gamma|} \left( \int_{\mathbb{R}^d} \|s^\gamma K_j(s)\|^{\theta'} \, ds \right)^{\frac{1}{\theta'}} 
\leq C2^{-j(\frac{1}{\theta'} - \frac{1}{\delta'})} \sum_{|\gamma| \leq n} 2^{j|\gamma|} \left( \int_{\mathbb{R}^d} \|\partial^\gamma m_j(x)\|^{\theta'} \, d\xi \right)^{\frac{1}{\theta'}}.
\]

Using the Leibniz rule, the support condition of \(\tilde{\zeta}_j\) and the assumption \((M1)_{r,e,n}\), as in [13] Theorem 5.2.7 we find that

\[
\left( \int_{\mathbb{R}^d} \|\partial^\gamma m_j(x)\|^{\theta'} \, d\xi \right)^{\frac{1}{\theta'}} \leq CM_1 2^{j(\frac{1}{\theta'} - \frac{1}{\delta'})} 2^{-j|\gamma|} \|x\|.
\]

Therefore, (5.21) follows if we combine the estimates. The proof of (5.22) is similar. The extra factor \(2^{-j}\) cancels out because of the extra factor \(|\xi|\) which comes from the Fourier transform of \(\nabla K_j\).

It remains to check that \(K\) satisfies \((II)_{r'\gamma}\). By the triangle inequality it suffices to prove that

\[
(5.23) \sum_{j \in \mathbb{Z}} \left( \int_{|s| \geq 2^j |t|} \|K_j(s - t)x - K_j(s)x\|^{r'} \, ds \right)^{\frac{1}{r'}} \leq CM_1 \|x\| \quad (t \neq 0, x \in X)
\]

for a constant \(C \geq 0\) independent of \(m\). Let \(x \in X\) and \(t \in \mathbb{R}^d \setminus \{0\}\), and choose \(k \in \mathbb{Z}\) such that \(2^{-k} \leq |t| \leq 2^{-k+1}\). Then, by (5.21), for the part of the sum with \(j > k\) we find

\[
\sum_{j \geq k} \left( \int_{|s| \geq 2^j |t|} \|K_j(s - t)x - K_j(s)x\|^{r'} \, ds \right)^{\frac{1}{r'}} 
\leq \sum_{j > k} 2 \left( \int_{|s| \geq |t|} \|K_j(s)x\|^{r'} \, ds \right)^{\frac{1}{r'}} 
\leq \sum_{j > k} 2 \left( \int_{|s| \geq |t|} \|K_j(s)x\|^{r'} (1 + 2^j |s|^\delta) \, ds \right)^{\frac{1}{r'}} 
\leq \sum_{j > k} 2C_dM_1 \|x\| \leq \sum_{j > k} 2C_dM_1 \|x\| = CM_1 \|x\|
\]
For the part with \( j \leq k \), it follows from Minkowski’s inequality and \( (5.22) \) that
\[
\sum_{j \leq k} \left( \int_{|x| \geq 2|t|} ||K_j(s-t)x-K_j(s)x||^r \, ds \right)^{\frac{1}{r}}
\]
\[
= \sum_{j \leq k} \left( \int_{|x| \geq 2|t|} \left\| \int_0^1 -t \cdot \nabla K_j(s-\theta t)x \, d\theta \right\|^r \, ds \right)^{\frac{1}{r}}
\]
\[
\leq \sum_{j \leq k} |t| \int_0^1 \left( \int_{\mathbb{R}^d} \|\nabla K_j(s-\theta t)x\|^r \, ds \right)^{\frac{1}{r}} \, d\theta
\]
\[
\leq \sum_{j \leq k} 2^{-k+1} \int_0^1 \left( \int_{\mathbb{R}^d} \|\nabla K_j(s-\theta t)x\|^r \left(1 + 2|s-\theta t|^\alpha \right) \, ds \right)^{\frac{1}{r}} \, d\theta
\]
\[
\leq \sum_{j \leq k} 2^{-k+1} 2^j C_d M_1 \|x\| = CM_1 \|x\|.
\]

Now Corollary 5.3 concludes the proof.

(2): Again, it suffices to prove \( (5.17) \) with \( m \) replaced by \( m^{(N)} \) with constants independent of \( N \). So fix \( N \in \mathbb{N} \) and write \( m = m^{(N)} \) and \( K = K^{(N)} \) again. It follows as in the proof of (1) that \( K \) satisfies the hypotheses of Corollary 5.4 \( \square \)

5.3. Applications. A straightforward application of Corollary 5.7 is that under suitable smoothness conditions on \( m \) one can extrapolate the result of Theorem 4.6 (assuming \( X \) has type \( p_0 \) and \( Y \) has cotype \( q_0 \)) to all values of \( 1 < p \leq q < \infty \) with \( \frac{1}{p} - \frac{1}{q} = \frac{1}{p_0} - \frac{1}{q_0} \).

Next we wish to extrapolate the result of Theorem 4.5. To this end, we first extrapolate Proposition 4.2 as it stands at the basis of our results on Besov spaces.

Lemma 5.9. Let \( X \) be a Banach space with type \( p_0 \in [1, 2] \) and \( Y \) a Banach space with cotype \( q_0 \in [2, \infty] \), and let \( r \in [1, \infty] \) be such that \( \frac{1}{p_0} - \frac{1}{q_0} = \frac{1}{r} \). Let \( m : \mathbb{R}^d \setminus \{0\} \to \mathcal{L}(X,Y) \) be an \( X \)-strongly measurable map such that \( \{m(\xi) : \xi \in [2^{k-2}, 2^{k+2}] \} \subset \mathcal{L}(X,Y) \) is \( \gamma \)-bounded by \( 2^{-k\sigma}M \) for some \( k \in \mathbb{Z}, \sigma \in \mathbb{R} \) and \( M \geq 0 \). Suppose that \( X \) and \( Y \) both have Fourier type \( q \) with \( q \leq r \), and let \( n := \lfloor d(\frac{1}{q} - \frac{1}{r}) \rfloor + 1 \). Assume that, for a constant \( C \geq 0 \) and for all multi-indices \( |\alpha| \leq n \),
\[
||\partial^\alpha m(\xi)||_{\mathcal{L}(X,Y)} \leq C||\xi||^{-|\alpha|-\sigma} \quad (||\xi|| \in [2^{k-2}, 2^{k+2}]).
\]

Then, for all \( 1 < p \leq q < \infty \) such that \( \frac{1}{p} - \frac{1}{q} = \frac{1}{r} \), the operator \( T_m : S_{J_k}(\mathbb{R}^d; X) \to S'(\mathbb{R}^d; Y) \) extends to a bounded operator \( \tilde{T}_m \) in \( \mathcal{L}(L^p_{J_k}(\mathbb{R}^d; X), L^q(\mathbb{R}^d; Y)) \). Moreover,
\[
||\tilde{T}_m(f)||_{L^q(\mathbb{R}^d; Y)} \leq C_{d,p,q}(C + M) 2^{kd/r} 2^{-k\sigma} ||f||_{L^p(\mathbb{R}^d; X)}
\]
for all \( f \in L^p_{J_k}(\mathbb{R}^d; X) \) and some \( C_{d,p,q} \geq 0 \).

Proof. Fix \( \zeta \in S(\mathbb{R}^d) \) such that \( \zeta(\xi) = 1 \) if \( |\xi| \in [\frac{1}{2}, 2] \) and \( \zeta(\xi) = 0 \) if \( |\xi| \notin [\frac{1}{4}, 4] \). Let \( \zeta_k := \zeta(2^{-k}) \). If we set \( m_k := \zeta m \) then clearly \( T_m f = T_{m_k} f \) for \( f \in S_{J_k}(\mathbb{R}^d; X) \). Using Leibniz’s rule one may check that \( m_k \) still satisfies \( (5.24) \) with a bound independent of \( k \). Note that \( \zeta_k \ast f \in S_{[-2^{k+2}, 2^{k+2}]}(\mathbb{R}^d; X) \) for each \( f \in S(\mathbb{R}^d; X) \). By Proposition 4.2,
\[
||T_{m_k}(f)||_{L^{q_0}(\mathbb{R}^d; Y)} = ||T_m(\zeta_k \ast f)||_{L^{q_0}(\mathbb{R}^d; Y)}
\]
\[
\leq \tau_{p_0,X} c_{p_0,Y} 2^{(k+3)d/r-2-k\sigma} \|f\|_{L^{p_0} (\mathbb{R}^d; X)}.
\]

hence \(T_{m_k}\) extends to a bounded linear operator from \(L^{p_0} (\mathbb{R}^d; X)\) into \(L^{q_0} (\mathbb{R}^d; Y)\). By Corollary 5.7 holds with \(T_m\) replaced by \(T_{m_k}\) (even without the support condition on \(f\)).

Now we can extrapolate Theorem 4.5 to other values of \(p\) and \(q\):

**Theorem 5.10.** Assume the conditions of Theorem 4.5 and suppose that \(\gamma\)-bounded and that, for all \(f \in S_{J_k} (\mathbb{R}^d; X)\) and using that \(T_{m_k} f = T_m f\), the required result follows from Lemma 5.9.

\[
\tilde{\gamma}_k
\]

\[
\tilde{\gamma} \in [1, 2].
\]

\[
\tilde{\gamma} < \infty
\]

\[
\frac{1}{p'} - \frac{1}{q'} = \frac{1}{\tilde{\gamma}}
\]

Then, for all \(1 < \tilde{p} \leq \tilde{q} < \infty\) satisfying \(\tilde{p} = \frac{d}{\tilde{q}}\), the operator \(T_m\) is bounded from \(B^{\gamma}_{\tilde{p}, \tilde{q}, \sigma-d/r} (\mathbb{R}^d; X)\) to \(B^{\gamma}_{\tilde{q}, \tilde{q}, \sigma-d/r} (\mathbb{R}^d; Y)\).

**Proof.** This is immediate from Lemma 5.9 and Proposition 3.5.

**Remark 5.11.** Lemma 5.9 also holds with \(J_k\) (see (2.2)) replaced by \(I_k\) (see (2.2)) if instead of \(L^{\gamma} (\mathbb{R}^d; X)\) one assumes for \(k = 0\) that \(\{m(\xi) : |\xi| \in [0, 4]\} \subseteq L(X, Y)\) is \(\gamma\)-bounded and that, for all \(|\alpha| \leq n\),

\[
\|\partial^\alpha m(\xi)\|_{L(X, Y)} \leq C (1 + |\xi|)^{-|\alpha| - \frac{d}{\tilde{\gamma}}} (\xi \in \mathbb{R}^d),
\]

\[
(\xi \in [0, 4]).
\]

Hence under this additional assumption Theorem 4.3 also extrapolates to all \(p\) and \(q\) as above.
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