Web advertisement detection using Naive Bayes
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ABSTRACT Nowadays, with the development of the internet, more and more people find information on the websites. So the network promoters pretend to write advertising content on websites, advertising content will reduce the user’s experiment if the users always find the advertisement instead of the content they need. It will take web managers a lot of time to review whether the content is advertisement or useful content. Even worse, when we daily use message applications, there are always groups full of advertisement messages. It takes a lot of time to manage the users and the content, so many managers just leave it and the groups will be worthless. Basically, when we try to separate useful content from advertisement, we use the keywords. For example, if the content contains keywords like promotion champion, sale, we prefer to define it as advertisement. On the other hand, if the content has keywords like weekend, dinner, we prefer to define it as useful content. This processing can be automated as a text classification problem with the help of machine learning algorithms: k-NN Algorithm, Naive Bayes Algorithm, support vector machine, decision tree, neural network [1][2][3][4][5][6]. This paper applies Naive Bayes to advertisement detection in web content [3].

1. INTRODUCTION

This paper mainly tries to apply Naive Bayes into advertisement problem. Human classify content actually by keywords, when we see content contains keywords like sale, promotion, we prefer to think it is advertisement. This is the same schedule like Naive Bayes. Naive Bayes will count actually what is the probability, when one keyword appears. So, it is convenient for the web managers to delete the advertisement and give the users more useful information. Advertisement content is gathered from a website full of advertisement without any manual management, normal content is gathered from an authoritative news website with strict management.

2. Related work

There are several ways of web spam detection. Some researchers use link based techniques, in detail, they use links and ranking algorithms method like link farm detection to detect spam. They want to detect the web page that attracts search engine referrals [7]. Some researchers try to analysis reviews spam by combining review content and user behavior. They summarize view spam to 3 types: untruthful opinions, reviews on brands only and non-reviews [8][9]. Some researchers use machine
learning algorithm to classify the reviews to two classes spam and non-spam. They collect the data by selecting the duplicate review as spam content and other review as normal content [10]. This paper gathers spam data from a website advertisement category and normal data from a news website.

3. Web advertisement detection

3.1 Data source

100,000 advertisement articles from a website full of advertisement are labeled as negative dataset. 100,000 normal content from an authoritative news website are labeled as positive dataset. We use 80,000 positive and 80,000 negative data as training set; 20,000 positive and 20,000 negative data as test set.

3.2 Data processing

At first, the articles contain words that need to be transformed as features that are represented as vectors.

Define articles as $D_i$, define words as $w_i$, So:

$D_1 = \{w_{11}, w_{12}, ..., w_{1n}\}$
$D_2 = \{w_{21}, w_{22}, ..., w_{2n}\}$
...
$D_n = \{w_{n1}, w_{n2}, ..., w_{nn}\}$

Let V represents the indexed vocabulary.

$V = \{w_1, w_2, ..., w_k\}$

When the vocabulary is built, every word has a unique id, so the articles can be transferred to vectors.

Define article as $D_i$, define word’s id as $k_i$, so:

$D_1 = \{k_{11}, k_{12}, ..., k_{1n}\}$
$D_2 = \{k_{21}, k_{22}, ..., k_{2n}\}$
...
$D_n = \{k_{n1}, k_{n2}, ..., k_{nn}\}$

3.3 Feature selection

The data is transferred to vectors, and a vocabulary is built. If all the keywords are taken into account, there will be too many features. Not only too many features will make the model too complex with many parameters, but also they may contain noise to the model.

At first the word’s frequency need to count, so the word has an id and frequency. The words that have a very high frequency will be removed because they may appear in positive and negative dataset. If the word’s frequency is too low, it will be removed from the features, because it is some special content’s feature instead of the class’s feature.

3.4 Naive Bayes

Naive Bayes is an algorithm that depends on Bayes Rules, the articles $D = \{D_1, D_2, ..., D_n\}$ are represented as vectors $d$, the classes are represented as $C = \{c_1, c_2\}$ while $c_1$ is positive and $c_2$ is negative.

The origin Naive Bayes is:

$$P(c|d) = \frac{P(d|c)P(c)}{P(d)}$$

The class that the content belongs to will be:

$$C_{MAP} = \arg \max_{c \in C} P(c|d), c \in C$$

$$C_{MAP} = \arg \max_{c \in C} \frac{P(d|c)P(c)}{P(d)}, c \in C$$

The denominator is the same, so drop the denominator:

$$C_{MAP} = \arg \max_{c \in C} P(d|c)P(c), c \in C$$
The document is represented as \((x_1, x_2, \ldots, x_n)\):

\[
C_{MAP} = \arg\max \, P(x_1, x_2, \ldots, x_n \mid c)P(c), \, c \in C
\]

4. Experiment

4.1 Share words trend
At first the top frequency words are counted in both classes. Since they share a same vocabulary of 10000 words. The figure shows that the classes only share a little more than 26% words in top 200, even in top 900 they only share a little more than 34% words. So the two classes will be easy to separate, because they are different enough to each other.

Fig. 1. Share words trend

4.2 Confusion matrix
According to the confusion matrix, the experiment has achieved expected result for spam detection. In 19906 positive samples, only 17 samples classified to negative class by mistake. In 20094 negative samples, only 172 samples classified to positive class by mistake.

Fig. 2. Confusion matrix
Fig. 3. Normalized confusion matrix

4.3 Analysis Detection percentage of different threshold

Normally, when the probability is bigger than 50% of a class or the probability of a class is the biggest, the model will predict to this class. To build a sensitive model to the negative content, we use a list of thresholds to show the improvement. It turned out that the thresholds are not useful, because the normal probability has achieved a very high accuracy.

4.4 Precision, Recall, F1 Score

Precision can be used to validate the classifier’s ability of not to label a negative sample as positive. Recall can be used to measure the classifier’s ability of find all the positive samples [11] [12] [13].

Define:

True Positives (TP) means that the positive article is classified as positive class.

True Negatives (TN) means that the negative article is classified as negative class.

False Positives (FP) means that the negative article is classified as positive class.

False Negatives (FN) means that the positive article is classified as negative class.

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN}
\]
5. Conclusions

Advertisement detection or spam detection is critically important nowadays. We use message applications to communicate; websites to find information, shopping applications to buy products. These applications are full of advertisement content or spam. The advertisement content waste a lot of our time and reduce our using experience. The content managers also pay much attention to these content. This paper proposes to use Naive Bayes to solve the problem automatically. At first, we try to analysis the words distribution in the two classes, so we can make sure that they are different enough to separate. The Naive Bayes Algorithm shows good performance in classifying the content to normal and spam classes. We try to figure out whether the threshold can make a contribution to the advertisement detection. It turns out to be helpless, because the model has achieved a very high performance at threshold of 50%.

Advertisement or spam exists everywhere, their words distribution different from each other. In the future work, more advertisement resources will be added to the dataset, so the model can be trained with more data and can detect more type of advertisement or spam. What’s more, the advertisers are changing their strategy, so the model has to update with more data added to it.
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