Hot Spots and Transition from $d$–Wave to Another Pairing Symmetry in the Electron-Doped Cuprate Superconductors
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I. INTRODUCTION

The superconducting pairing symmetry in the electron-doped cuprates \[1\], such as Nd$_{2-x}$Ce$_x$CuO$_4$ and Pr$_{2-x}$Ce$_x$CuO$_4$, has been debated for a long time. Originally, it was thought to be of the $s$-wave type \[2\]. Later, observation of the half-quantum magnetic flux in tricrystals \[3\], improved microwave measurements of temperature dependence of the London penetration depth \[4\], the angular-resolved photoemission spectroscopy (ARPES) \[5\] and Raman scattering \[6\] studies, and observation of the $\sqrt{H}$ dependence of specific heat on magnetic field \[7\] pointed to the $d$-wave symmetry. Recently, evidence was found for a transition from $d$- to $s$-wave pairing symmetry with the increase of electron doping \[8, 9\]. Biswas et al. \[10\] concluded that Pr$_{2-x}$Ce$_x$CuO$_4$ has $d$-wave pairing at $x \approx 0.15$ and $s$-wave pairing at $x \approx 0.17$. In this paper, we propose a simple scenario for the transition from the $d$-wave to another pairing symmetry and argue that the latter can actually be triplet $p$-wave.

First we present a qualitative picture in terms of the Fermi surface geometry shown in Fig. 1. According to the theoretical model \[11\] and \[12\], the antiferromagnetic spin fluctuations (ASF) peaked at the wave vector $Q = (\pi, \pi)$ are responsible for $d$-wave superconductivity in the hole-doped cuprates. Commensurate ASF at the wave vector $Q$ are also observed in the electron-doped cuprates \[13\].

The interaction via ASF has the highest strength at the so-called hot spots, the points on the Fermi surface connected to each other by the vector $Q$. These points are labeled in Fig. 1 by the consecutive numbers from 1 to 8. Since the interaction via ASF is repulsive in the single channel, the superconducting pairing potential $\Delta(p)$ has opposite signs at the two hot spots connected by the vector $Q$:

$$\Delta(p + Q) = -\Delta(p).$$  \[1\]

Thus, the eight hot spots can be divided into four groups (1,6), (2,5), (3,8), and (4,7), with the signs of $\Delta(p)$ being opposite within each group. However, the relative signs of $\Delta(p)$ between the different groups have to be determined from additional considerations.

In Fig. 1 the dashed and solid lines show the Fermi surfaces corresponding to the hole- and electron-doped cuprates. Notice that the $\Gamma$ point $(0,0)$ is located at the corner of Fig. 1 so that the area inside the Fermi surface is occupied by holes and outside by electrons. The dashed Fermi surface, corresponding to the hole-doped case, encloses a larger area, and the pairs of hot spots shown by the open circles in Fig. 1 are located close to the van Hove points $(0, \pi)$, $(\pi, 0)$, $(2\pi, \pi)$, and $(\pi, 2\pi)$. It is natural to assume that $\Delta(p)$ has the same sign within each pair of the neighboring hot spots. This assumption,
in combination with Eq. (1), immediately results in the familiar $d_{x^2-y^2}$ symmetry of the pairing potential.

However, the situation does change in the electron-doped case. With the increase of electron doping, the Fermi surface shrinks, and the hot spots move away from the van Hove points toward the Brillouin zone diagonals. The following pairs of the hot spots approach each other: (1, 2), (3, 4), (5, 6), and (7, 8). The $d_{x^2-y^2}$ pairing potential has opposite signs within each pair and vanishes at the zone diagonals. Thus, in the electron-overdoped cuprates, when the hot spots get close enough, the $d_{x^2-y^2}$ pairing becomes suppressed. Then, a superconducting pairing of another symmetry may emerge, with the pairing potential of the same sign on both sides of the zone diagonals. This is the mechanism that we propose for the transition observed in Refs. 8, 9.

II. SUPPRESSION OF d-Wave PAIRING

To illustrate how the $d_{x^2-y^2}$ pairing evolves with doping, we perform calculations employing the typical electron dispersion law

$$\xi(p) = -\mu - 2t_0 (\cos p_x + \cos p_y) + 4t_1 \cos p_x \cos p_y$$

with $t_1/t_0 = 0.45$. The chemical potential $\mu$ controls the hole concentration $n$, which is determined by the area $S$ inside the Fermi surface in Fig. 11 $n = 2S/(2\pi)^2$. The doping $x = n - 1$ is defined as the deviation of $n$ from half filling, so that $x > 0$ and $x < 0$ correspond to hole and electron doping $\mu < 0$. The relation $S \propto 1 + x$ is in agreement with ARPES, except for the region of small doping around $x = 0$, where the antiferromagnetic Mott insulating state intervenes. For Nd$_{2-x}$Ce$_x$CuO$_4$, this was established in Ref. [17], and movement of hot spots toward the zone diagonals with the increase of electron doping was directly observed in Refs. 8, 9, 10. Notice that, for the dispersion law (2), the hot spots exist only within a finite range of chemical potential $-4t_1 \leq \mu \leq 0$, which corresponds to the range of doping $-0.25 \leq x < x_+ = 0.53$. The respective pairs of the hot spots merge and disappear at the van Hove points when $x \rightarrow x_+$ and at the zone diagonals when $x \rightarrow x_-$. Thus, in this model, the $d_{x^2-y^2}$ superconductivity can exist only within a finite range of electron and hole doping, in qualitative agreement with the experimental phase diagram of cuprates. Doping dependence of the Fermi surface in the electron-doped cuprates obtained from the ARPES measurements 8, 9, 10 was quantitatively interpreted within a simple band-structure model in Ref. [17]. The results are in qualitative agreement with the Hall coefficient measurements 18.

To verify the qualitative picture given in the Introduction, we solve the BCS equation for the pairing potential

$$\Delta_{\alpha\beta}(p) = -\int V_{\alpha\beta}(p-p') \frac{\tanh \frac{E(p')}{2T}}{2E(p')} \Delta_{\gamma\delta}(p') \frac{d^dp'}{(2\pi)^d}. $$

Here $E(p) = \sqrt{\xi^2(p) + \Delta^2(p)}$, $T$ is temperature, and $V_{\alpha\beta}(q) = V_0(q) \delta_{\alpha\beta} + V_1(q) \sigma_\alpha \cdot \sigma_\beta$ is the effective interaction between electron charges and spins, where $\sigma$ are the Pauli matrices, and $\alpha, \beta, \gamma, \delta$ are the spin indices. For singlet and triplet pairings, the functions $V_0(q) = V_c(q) - 3V_s(q)$ and $V_1(q) = V_c(q) + V_s(q)$ enter Eq. (3), respectively. To simplify our calculations, we ignore the frequency dependence of $V_c$ and use the conventional ASF interaction of the form

$$V_0(q) = \frac{g}{(q - Q)^2 + \sigma^2}. $$

with the coupling constant $g = 2t_0$ and the width $\sigma = 0.1$.

The $d_{x^2-y^2}$ pairing potential $\Delta$, calculated at $T = 0$ for three different dopings, is shown in the main panel of Fig. 2 vs. the angle $\phi$ on the Fermi surface (see Fig. 1). The dashed line refers to the strong hole doping $x = 0.37$ close to $x_+$, the dotted line to the strong electron doping $x = x_- = -0.25$, and the solid line to the intermediate electron doping $x = -0.1$. The angle $\phi_{hs}$ indicates the position of the hot spot 1 for these dopings. We see that the maxima of $|\Delta(\phi)|$ are achieved at the hot spots, i.e. at $\phi \approx \phi_{hs}$, as discussed in Ref. 21. The solid curve in Fig. 2 qualitatively agrees with the nonmonotonic function $\Delta(\phi)$ inferred from the Raman scattering in Nd$_{1.85}$Ce$_{0.15}$CuO$_4$. 8. We also observe that $|\Delta|$ drops precipitously when the hot spots approach the zone diagonals. This happens because the integral in Eq. (3) is suppressed when positive and negative peaks of $\Delta(\phi)$ are

FIG. 2: The pairing potential $\Delta$ at $T = 0$ vs. the angle $\phi$ on the Fermi surface, shown by the dashed line for $x = 0.37$ ($\mu = -1.6t_0$), the solid line for $x = -0.1$ ($\mu = -0.6t_0$), and the dotted line for $x = -0.25$ ($\mu = 0$). The main panel represents the $d_{x^2-y^2}$ state, and the upper inset the chiral $p$-wave state. The angle $\phi_{hs}$ indicates position of the hot spot 1. The lower inset shows the phase $\theta$ of $\Delta(\phi) = |\Delta|e^{i\theta}$ for the chiral $p$-wave pairing.
III. ALTERNATIVE SUPERCONDUCTING PAIRINGS

Once the $d_{x^2−y^2}$ pairing is suppressed in the case of strong electron doping, pairing of a different symmetry may emerge in the system. Evidently, this pairing should provide the same sign of $\Delta$ within each pair $(1,2)$, $(3,4)$, $(5,6)$, and $(7,8)$ of the approaching hot spots. There are three possibilities depending on the relative signs of $\Delta$ between the different pairs of the hot spots. The same sign for all the hot spots corresponds to $s$-wave, the opposite sign between $(1,2)$ and $(3,4)$ to $d_{xy}$-wave, and the opposite sign between $(1,2)$ and $(5,6)$ to triplet $p$-wave pairing. We need to find out which of these states wins.

Measurements of the temperature dependence of the penetration depth $\lambda(T)$ show a transition from a gap with nodes to a nodeless gap with the increase of electron doping in Pr$_2$−xCe$_x$CuO$_4$ and La$_2$−xCe$_x$CuO$_{4−y}$ [6]. The point contact spectroscopy of Pr$_2$−xCe$_x$CuO$_4$ [8] shows a transition from a strong zero-bias conductance peak, originating from the midgap Andreev surface states in the $d$-wave case, to double peaks typical for $s$-wave. These experiments eliminate $d_{xy}$-wave pairing, because it has gap nodes and the midgap Andreev states. $d_{xy}$-wave pairing was proposed in Ref. [21] as a possible successor to $d_{x^2−y^2}$ in the electron-overdoped phase. In the theoretical model of Ref. [21], nonlocal corrections to the Hubbard interaction $U$ due to spin fluctuations were taken into account only in the lowest order in $U$, whereas in our model [1] the peak at $Q$ is obtained by summing an infinite number of RPA-like diagrams. The interaction [4] peaked at $Q = (π, π)$ is not favorable for $d_{xy}$-wave pairing.

The simplest alternative pairing symmetry consistent with the experiments [3, 4] is $s$-wave, which can be produced by phonons. This scenario was proposed by Abrikosov [22], who argued that, with the increase of doping, $d$-wave superconductivity is destroyed by disorder, whereas $s$-wave superconductivity survives. The $s$-wave energy gap $|\Delta|$ has no nodes and is roughly uniform along the Fermi surface. However, the $s$-wave scenario encounters some problems. When $|\Delta(p)|$ varies along the Fermi surface, measurements of $\lambda(T)$ yield the minimal value of the gap $\Delta_{\text{min}}$ at $T = 0$. The experiment [28] found $\Delta_{\text{min}}/T_c ≈ 0.85$, whereas, for the phonon-induced $s$-wave superconductivity, this ratio should be close to the BCS value 1.76. Furthermore, for the phonon mechanism, $T_c$ is not expected to depend on doping significantly [22], whereas the experimental $T_c$ declines steeply at $|x| ≳ 0.15$ and vanishes at $|x| ≳ 0.2$ outside of the dome-shaped phase diagram of the electron-doped cuprates [1, 24]. Incidentally, the value of doping where superconductivity disappears is close to $x_−$, which indicates that the hot spots may be equally important for the alternative superconducting pairing.

Thus, it is worth considering the last alternative pairing, namely the triplet $p$-wave. It has the order parameter $\Delta_{\alpha\gamma}\sigma^\alpha_j \cdot n$, where $\epsilon_{\alpha\gamma}$ is the antisymmetric spin tensor, and $n$ is the unit vector of spin-polarization [23]. The symmetry of triplet pairing in a tetragonal crystal was classified in Ref. [26]. In the $E_u$ representation, $n$ points along the $c$ axis, and the phase of $\Delta(p)$ changes by $2\pi$ around the Fermi surface. This order parameter is chiral and breaks the time-reversal symmetry. The simplest example is $\Delta(p) \propto (\sin p_x \pm i \sin p_y)$, which was originally proposed for Sr$_2$RuO$_4$ [27]. In the $A_{1u}$, $A_{2u}$, $B_{1u}$, and $B_{2u}$ representations, the vector $n$ lies in the $(a, b)$ plane and rotates around the Fermi surface by the angle $2\pi$. These order parameters are not chiral and do not break the time-reversal symmetry. Both types of the pairing potential have two components ($\Delta_1$, $\Delta_2$), the real and imaginary parts of $\Delta$ in the chiral case and $(n_x, n_y, n_z)$ in the nonchiral case, which satisfy the symmetry relation $|\Delta_2(p_x, p_y)| = |\Delta_1(p_y, p_x)|$. Then, the gap $|\Delta|^2 = \Delta_1^2 + \Delta_2^2$ does not have nodes, but is modulated along the Fermi surface. This easily explains the reduced value of $\Delta_{\text{min}}/T_c$ observed in Ref. [28]. The tunneling spectrum, shown in Fig. 3 of Ref. [28] for $\Delta \propto (\sin p_x \pm i \sin p_y)$, has double peaks, as in the experiment [8]. Thus, the experiments [8] are compatible with both $s$- and $p$-wave pairings and are not sufficient to distinguish between them.

Measurements of the Knight shift can distinguish between singlet and triplet pairing. The Knight shift in the electron-doped Pr$_{0.91}$LaCe$_{0.09}$CuO$_{4−y}$ was found to decrease below $T_c$ consistently with the singlet $d$-wave pairing [29]. However, the Knight shift in Pr$_{1.85}$Ce$_{0.15}$CuO$_{4−y}$ was found not to change below $T_c$ [30]. This is an indication of triplet pairing, like in Sr$_2$RuO$_4$ [31] and in the organic superconductors (TMTSF)$_2$X [32]. To obtain a complete picture, it is desirable to measure the Knight shift in the superconducting state systematically as a function of electron doping across the transition from $d_{x^2−y^2}$ pairing to a new pairing.

Spontaneous time-reversal-symmetry breaking in the chiral $p$-wave state can be detected by the muon spin-relaxation measurements [33] as in Sr$_2$RuO$_4$ [31], or by measuring the local magnetic field produced by the chiral Andreev surface states. Quantitative estimates done in Ref. [35] show that the latter effect can be realistically observed with a scanning SQUID microscope [36].

IV. COMPETITION BETWEEN $d$- AND $p$-WAVE PAIRINGS

As discussed after Eq. [8], the ASF interaction $V_c$ enters in the singlet and triplet superconducting pairing channels with opposite signs. Thus, it is unfavorable for $p$-wave pairing, and a different mediator is needed. Triplet pairing is usually associated with the ferromagnetic spin fluctuations, e.g. in the superfluid He–3 [23] or...
Sr$_2$RuO$_4$ \cite{37}. In Ref. \cite{38}, the symmetry of superconducting pairing was studied as a function of the Fermi surface change with doping in a square lattice model with nearest-neighbor interaction. It was found that the symmetry changes with doping from $d$-wave to $p$-wave to $s$-wave. The results were applied to Sr$_2$RuO$_4$, but they may be also relevant to the electron-doped cuprates.

In the calculations given below, we focus on another possible mediator for $p$-wave pairing, namely the charge-density fluctuations (CDF) enhanced in the vicinity of the charge-density-wave (CDW) instability. The role of CDW fluctuations in cuprates was emphasized in Ref. \cite{39}. In a crystal, the CDW wave vector is expected to be close to $Q = (\pi, \pi)$, and the CDF interaction $V_c(q)$ would have a peak at this vector. Such interaction has repulsive sign in the singlet and triplet particle-particle channels, resulting in the condition \cite{40} and supporting both $d$- and $p$-wave superconducting pairings.

The relative strength of CDF vs. ASF in cuprates is subject to debate, and detailed evaluation of $V_c(q)$ is not the purpose of our paper \cite{41}. Instead, we employ a toy model with the same interaction in the triplet and singlet channels: $V_1(q) = V_0(q) = V_c(q)$, where $V_c(q)$ is given by Eq. \cite{41}. Then, the difference in the solutions of the BCS equation \cite{41} for $d$- and $p$-wave pairings results only from the geometry of the Fermi surface. The upper inset in Fig. 2 shows the magnitude $|\Delta(\varphi)|$ and the lower inset the phase $\theta$ of $\Delta(\varphi) = |\Delta|e^{i\theta}$ calculated for the chiral $p$-wave pairing. We observe that $|\Delta(\varphi)|$ has maxima at the hot spots angles $\varphi_{hs}$, but, unlike in the $d_{x^2-y^2}$ case, it does not vanish at $\varphi = \pi/4$ and is not suppressed when the hot spots approach the zone diagonals.

In Fig. 3, we show how various quantities depend on doping $x$. Panel (a) shows the hot spot angle $\varphi_{hs}$. Panels (b), (c), and (d) show the transition temperature $T_c$, the maximal gap $\Delta_{\text{max}}$, and the condensation energy $F$ for the $d_{x^2-y^2}$ and chiral $p$-wave pairings. It is clear from Fig. 3 that, at the doping around $x \approx -8\%$, where the hot spots approach the zone diagonals closely enough, $p$-wave pairing wins over $d_{x^2-y^2}$ pairing. With further increase of electron doping beyond $x_\text{c}$, hot spots disappear, and the proposed $p$-wave superconductivity rapidly vanishes, in qualitative agreement with the experimental phase diagram \cite{1} \cite{24}. It would be very interesting to verify this conjecture by ARPES measurements of the hot spots positions simultaneously with the superconducting phase diagram in the electron-overdoped regime.

Notice that the doping $x_1 = -8.8\%$, where the $T_c$ curves for $d$- and $p$-waves cross in panel (b), is slightly different from the doping $x_2 = -6.6\%$, where the $F$ curves cross in panel (c). This means that the critical dopings for the transition from $d$- to $p$-wave are slightly different at $T_c$ and $T = 0$. Thus, the $d$-$p$ transition line, obtained by connecting the transition points at $T_c$ and $T = 0$, is not vertical, as shown in Fig. 4 by the solid line. If a sample has the doping $x$ in between $x_1$ and $x_2$, it should experience a transition from $p$-wave to $d$-wave with the increase of temperature, as shown in Fig. 4 by the dashed line. This effect was actually observed experimentally in the slightly overdoped samples of Pr$_{1.85}$Ce$_{0.15}$CuO$_4$ \cite{41}. At low temperature, specific heat was found to depend linearly on a magnetic field $H$, indicating a fully-gapped pairing potential consistent with $s$- or $p$-wave. With the increase of temperature, the field dependence was found to change to $\sqrt{H}$, indicating a transition into $d$-wave state, as shown in Fig. 4.

In the simplest case, the $d$-$p$ transition line in Fig. 4 is the first-order phase-transition line. Another possibility, calculated in Ref. \cite{38}, is that this line is split into two second-order phase-transition lines, and the $p$ and $d$ phases coexist in the intermediate region. Which of the two scenarios takes place is determined by the higher-order coefficients of the Landau expansion of the free-
ergy (e.g., see discussion in Ref. [42]). Calculations of these coefficients depend on fine details of a theoretical model and may be unreliable, e.g., they may be affected by renormalization [43]. Thus, the question of one first-order vs. two second-order transitions between d- and p-wave phases remains open, both theoretically and experimentally. We would like to point out that a similar question applies to a cascade of the magnetic-field-induced phase transitions in observed in organic conductors [42]. It was found experimentally [42] that in high magnetic fields the system exhibits single first-order phase transitions with hysteresis, whereas in lower fields it exhibits double-split second-order phase transitions without hysteresis. Thus, both scenarios can take place in the same sample under different conditions.

Positive $x$ in Fig. 3 corresponds to hole doping. At $x = x_+$, the hot spots merge and disappear at the van Hove points $(0, \pi)$ and $(\pi, 0)$. Comparing panels (a) and (b) in Fig. 3 one may notice that the maximum of $T_c$ is achieved at a hole doping $x < x_+$, and $T_c$ rapidly decreases to zero for $x > x_+$. Naively one would expect maximal $T_c$ at $x = x_+$, where the van Hove singularity is at the Fermi surface. However, the four hot spots surrounding each saddle point at $x < x_+$ cover more momentum space and, thus, produce a higher $T_c$ than at $x = x_+$, where the four hot spots merge into one. These results are in qualitative agreement with the phase diagram of La$_{2−x}$Sr$_x$CuO$_4$ mapped to the ARPES measurements of its Fermi surface in Figs. 8 and 7 of Ref. [40]. In the experiment, the maximal $T_c$ is achieved at $x = 15\%$, the Fermi surface passes through the van Hove points at $x = 22\%$, and $T_c$ vanishes at $x = 27\%$. Our theoretical Fig. 3 shows the same sequence albeit at different values of $x$, because our dispersion law parameters $t_0$ and $t_1$ in Eq. (2) are not optimized for La$_{2−x}$Sr$_x$CuO$_4$.

V. CONCLUSIONS

We have shown that, when the hot spots approach the Brillouin zone diagonals in the electron-overdoped cuprates, $d_{x^2−y^2}$ pairing becomes suppressed and is replaced by either singlet $s$-wave or triplet $p$-wave pairing. The transition is most likely of the first order as a function of doping $x$. To verify the proposed scenario, it is desirable to measure correlation between superconducting $T_c$ and the hot spots positions by ARPES. We have given a number of arguments in favor of the triplet $p$-wave pairing, which may break the time-reversal symmetry. The Knight shift measurements in different samples of electron-doped cuprates show both singlet [29] and triplet [30] superconducting pairing, which may be an indication of the transition between the two types. Muon spin-relaxation and the scanning SQUID experiments can detect spontaneous violation of the time-reversal symmetry. Relationship between our proposed theoretical scenario of the superconducting symmetry change and the phenomenon of the electron dispersion law flattening is discussed in review [44].
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Note added in proofs. Recently we became aware of Refs. [33] and [46], which studied evolution of $d$-wave superconductivity in the electron-doped cuprates.
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