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Abstract: Objective: Automatic prediction of COVID-19 using deep convolution neural networks based pre-trained transfer models and Chest X-ray images.

Methods: This research employs the advantages of computer vision and medical image analysis to develop an automated model that has the clinical potential for early detection of the disease. Using Deep Learning models, the research aims at evaluating the effectiveness and accuracy of different convolutional neural networks models in the automatic diagnosis of COVID-19 from X-ray images as compared to diagnosis performed by experts in the medical community.

Results: Due to the fact that the dataset available for COVID-19 is still limited, the best model to use is the InceptionNetV3. Performance results show that the InceptionNetV3 model yielded the highest accuracy of 98.63% (with data augmentation) and 98.90% (without data augmentation) among the three models designed. However, as the dataset gets bigger, the Inception ResNetV2 and NASNetLarge will do a better job of classification. All the performed networks tend to over-fit when data augmentation is not used, this is due to the small amount of data used for training and validation.

Conclusion: A deep transfer learning is proposed to detecting the COVID-19 automatically from chest X-ray by training it with X-ray images gotten from both COVID-19 patients and people with normal chest X-rays. The study is aimed at helping doctors in making decisions in their clinical practice due its high performance and effectiveness, the study also gives an insight to how transfer learning was used to automatically detect the COVID-19.

Keywords: Deep transfer learning, coronavirus, X-ray, CNN, inceptionNetV3, inceptionResNetV2.

1. INTRODUCTION

Coronavirus disease 2019 (COVID-19), caused by a novel coronavirus has spread to over 214 countries and areas in the world. The first infected novel coronavirus case was found in Wuhan, China towards the end of 2019. COVID-19 is easily spread in human-human transmissions. The World Health Organization (WHO) recognized COVID-19 as a global pandemic in March 2020 [1]. WHO and US Centers for Disease Control and Prevention (CDC) have released technical guidelines to support the response to this pandemic [2]. COVID-19 can be fatal with a mortality rate of 2%. Symptoms can include alveolar damage and progressive respiratory failure, which in the most serious cases can lead to death.

Governments are making efforts to address the pandemic e.g. applying regional lockdown to limit the spread of infection, ensuring healthcare facilities can accommodate patient numbers, quarantining for suspected infected individuals without clinical symptoms, and taking steps to alleviate impacts on the economy [3].

Reverse Transcription-Polymerase Chain Reaction (RT-PCR) test is a standard for confirming COVID-19 infection. But, RT-PCR is costly, time consuming, and insufficiently sensitivity. The RT-PCR method is also not suitable to meet the rapid detection rate required during this COVID-19 pandemic [4].

Covid-19 diagnoses and health status monitoring of patients has increased the number of X-ray images and Computed Tomography (CT) scans. Chest X-ray and CT scans are widely used in the diagnosis of COVID-19 [5, 6]. These medical images can be considered as a valuable dataset for researchers. This dataset has the potential to assist in the identification, tracking and prediction of COVID-19 infection.

Machine Learning and Deep Learning are parts of Artificial Intelligence that have contributed actively in the classification of medical images. The application of machine learning and deep learning has become a focus for research, analy-
sis, and pattern recognition. Recent improvements in these areas, as well as the growth in medical images and radiography datasets, provide new opportunities to augment medical decision-making systems [7]. In the case of COVID-19, X-ray images and CT scans can be used as the input of Deep Learning models for medical image analysis [6].

Deep learning models have shown superior performance over classical machine learning models in many studies. Mayr et al. [8] showed superior performance of Feed-Forward Neural Networks over other models such as SVM and Random Forest in drug target prediction. Bui et al. [9] showed similar results where deep learning neural networks outperformed MLP-NN, SVM and Random Forest in landslide susceptibility assessment. Korotcov et al. [10] ranked deep neural networks higher than SVM in diverse drug discovery. All the studies mentioned above belong to different fields, yet all studies have shown a similar outcome with deep learning models outperforming classical machine learning models. Other superior qualities of deep learning over classical machine learning models are that they are capable of multi-task learning [11, 12] and can extract complex features automatically [12]. This shows that using deep learning for the crucial problem of COVID-19 detection could be very beneficial.

Inception ResNet V2, InceptionNet V3 and NASNet-Large are proven state-of-the-art models and have been used previously using less data and without the contribution of auxiliary classifiers at the end of classification. InceptionNet V3 helps improve the accuracy at the end and does help in improving the overall accuracy of the model. InceptionNet V3 also contains features of V1 and V2 and helps working with scaled images [9]. Inception ResNet V2 has been used for Classification of Breast Cancer Histology Images with 90% accuracy, and has also shown better performance with the use of data augmentation [10]. Other research has shown that pretrained image-net models perform better [11]. ResNet has been used in X-ray images for the detection of COVID-19. This model distinguished between COVID-19 suspect or non-COVID-19. The result showed sensitivity of 96.0% along with AUC of 0.952 [12]. Hyper-tuning of the deep learning models can be achieved using transfer learning. Transfer learning can tune the parameters of the deep layer especially for the image classification model for COVID-19 infected patients [13]. To handle a small dataset data augmentation is available. Data augmentation can improve the training process efficiency in a Deep Learning image classification problem [14]. Hence, we are using Inception ResNet V2, InceptionNet V3 and NASNet-Large and applying data augmentation to get better results.

Our main purpose is to help the research community perform chest X-ray image analysis to detect different stages of COVID-19, using extraction and selection models that are completely automated. We also develop a state-of-the-art solution of chest X-ray image and Pneumonia analysis by exploring the latest deep learning and computer vision methods and verifying the performance over special collected dataset. This result will help doctors make decisions in their clinical practice due its high performance and effectiveness. The study also gives an insight into how transfer learning was used to automatically detect COVID-19.

This work is organized as follows. Section II presents the literature review of existing techniques related to the detection of COVID-19 from medical images. The proposed technique is explained in detail in Section III, followed by experimental evaluation and results with the discussion in Section IV. Section V concludes the paper and states possible future directions.

2. RELATED WORK

2.1. Overview of Deep Learning in Image Analysis

There have been some Machine Learning and Deep Learning research works available for effective detection of chest diseases in general rather than being performed specifically for COVID-19 detection. Arimura et al. [15] employed a template matching technique to identify chest-related diseases. Lehmann et al. [16] exploited traditional K-nearest neighbor technique to work with hernia identification. Kao et al. [17] utilized a two features-based methodology which can exploit body symmetry and background information for the classification of radiographic images. Jian-xin Yang et al. [18] computed tomography detected 154 lung atelectasis consolidation in 324 lung regions in 81 patients with 80% accuracy.

Pietka et al. [19] proposed a method which can identify view-based radiographic images for the detection of chest related infections. Boone, et al. [20] used projection profiles features and applied a neural network approach to classify the radiographic images. Similarly, Kao et al. [21] provided a technique to provide a view invariant chest infection identification methodology. Luo et al. [22] employed Bayes’s decision theory to identify Pneumonia. The features they used included the existence, shape, and spatial relation of medial axes of anatomic structures, as well as the average intensity of region of interest.

In Deep Learning, Dong et al. [23] used lung images that were divided into ten different classes using Vgg16 and ResNet-101 CNN with 90% accuracy. Gao et al. [24] used a 3D block based residual deep learning network to predict levels of tuberculosis using CT pulmonary images.

2.2. State-of-the-art of COVID-19 Issues

There are state-of-the-art studies on Deep Learning and Machine Learning models for COVID-19. A study by Apostolopoulos et al. [9] advantages of convolutional neural networks (CNN) for the automatic diagnosis of COVID-19 from chest X-ray images. Transfer learning was used to solve the small dataset problem. The dataset of COVID-19 consists of 224 sample images. Despite the limitation of dataset size, the results showed effective automatic detection of COVID-19 related diseases.

Abbas et al. [25] used a CNN based DeTraC framework and also used transfer learning to achieve best performance.
This model achieved 95.12% accuracy and 97.91% sensitivity. Chen et al. [26] provided prediction of COVID-19 infected patients or non-COVID-19 using a UNet++ based segmentation model. Narin et al. [8] classified Chest X-Rays using a ResNet50 model and got the highest classification performance with 98% accuracy using only 50 COVID-19 and 50 Normal samples for the dataset. Li et al. using 468 COVID-19 data, 1551 CAP and 1445 Non-Pneumonia using ResNet50 achieved 90.0% sensitivity. Using deep learning approaches to extract and transform features has proved its ability in COVID-19 diagnosis [11].

2.3. Transfer Learning with CNNs

Deep learning requires a large amount of data for training, otherwise the model will over-fit. Over-fitting occurs when a model captures noise from the data and as a result the model fits the data too well due to the data being small. The convolution neural network is used to process new sets of images of a different nature and extract features from these images; this is done by referring to previous training because transfer learning enables us to transfer information. Pre-trained convolutional neural networks are used in two ways, first, they are used for feature extraction which means after the data is analyzed and scanned, knowledge of important features is kept and used by another model that is designed for classification. This method is mainly used because it is much cheaper to set up as compared to building a very deep network from scratch, or to retain useful features extractors learned in the initial stage. The second strategy is a more sophisticated procedure where specific modifications are made to pre-trained models to achieve optimal results, these modifications may include architecture adjustment and parameter tuning. Transfer learning is used to tune the initial parameter of the deep layers [13]. Transfer learning is good in convolutional neural network especially for using DCNN in the medical domain that has a limited availability of experts, cost pressures and ethical concerns, and avoids DCNN from random weights [27].

Transfer learning is used by Abbassian et al. [28] to optimize the CNN to manage COVID-19 in routine clinical practice using CT images. Pathak et al. [13] also built a deep transfer learning-based classification model for COVID-19 disease. They added a top-2 smooth loss function with cost-sensitive attributes to handle a noisy and imbalanced COVID-19 dataset. The classification result achieved 96.2% training accuracy and 93.01% testing accuracy.

2.4. Data Augmentation

Data augmentation is the technique for increasing the amount of data by scaling existing images i.e. stretching, rotation, reflection, scaling and shearing. Data augmentation also uses geometric distortions to increase the number of samples for training the deep neural models, to balance the size of datasets [14]. To solve the lack of training data, recent methods have used data augmentation techniques to enlarge the dataset. Data augmentation reduces overfitting [29, 30].

3. PROPOSED METHODS

This research is aimed at evaluating the effectiveness and accuracy of different convolutional neural networks models. The automatic diagnosis of COVID-19 from Chest X-rays was compared to diagnosis performed by experts in the medical community. The effectiveness of state-of-the-art methods was demonstrated using a collection of 1765 X-ray radiographs from a well-known dataset by Joseph et al in GitHub [31, 32] and another dataset obtained from the Kaggle repository named “COVID-19 chest X-ray” [33]. These datasets were processed and used to train and validate convolutional neural networks models. Specifically, 850 X-ray scans of confirmed COVID-19 cases and 915 images of normal X-rays that have no disease were used.

Transfer learning is the preferred strategy to train deep convolutional neural networks [34]. The reason behind this is that other convolutional neural networks learning strategies require large-scale datasets to perform accurate feature extraction and classification [35]. The retention of knowledge extracted from one task is the key to perform an alternative task. For this problem, data augmentation has been applied to overcome over-fitting while using less data. As shown in Fig. (1), the input test images are entered in a preprocessing process [36]. The input data is processed through 2 paths, one that performed data augmentation and the other that did not perform data augmentation. Deep convolutional neural networks designed using InceptionNetV3, InceptionResNetV2 and NASNetLarge models were trained using these datasets. ImageNet is used as a last step for transfer learning to tune the parameters and produce high accuracy.

To build a COVID-Net method, we selected 3 models: Inception ResNet V2, InceptionNet V3 and NASNetLarge.
3.1. The InceptionNetV3

The InceptionNetV3 model has 48 deep layers and is pre-trained using an ImageNet dataset. The head of this model is also replaced with a modified head that will be used for two classes classification. In order to reduce the number of trainable parameters, the convolutional layers were set to ‘non-trainable’. By doing this, the number of trainable parameters was reduced from 22,982,626 to 1,179,842. The architecture of InceptionNetV3 is purposely designed to have a deep structure even though it has significantly less training parameters as compared to other neural networks. For example, VGG16 has about 90 million parameters but when compared to InceptionNetV3 it is found to have much less depth, and it is this depth that sharpens the accuracy of a model by allowing the model to capture finer details.

3.2. InceptionResNetV2

The Inception ResNetV2 is an advanced model as compared to InceptionNetV3 because it has 162 deep network layers, but for this research, we modified the architecture of the model in a similar way to the InceptionNetV3 by replacing the head with the required dense and classification layers. The Inception ResNetV2 combines the properties of both Inception and ResNet. The main property of ResNet is that the residual variants always show instability and the last layer results to zero whenever a large number of filters are used. This problem still continued even when the learning rate was changed or when we applied batch normalization to the layer. The best way to overcome this problem is to scale down the residuals before adding them to the previous activation layer.

3.3. NASNetLarge

Neural Architecture Search (NAS) is employed when designing the NASNetLarge. Inception cells are used to construct the layer of the model as in the case of InceptionNetV3. The two types of cells used for designing NASNet are normal cell and reduction cell and they are both presented pictorially below.

4. RESULTS AND DISCUSSION

In this research, we propose a COVID-Net method to predict and diagnose COVID-19 cases. It should be noted that COVID-19 is a new disease and there is a limited amount of research published to date. In the light of this, key contributions are expected as regards to image structure-based feature extraction and image structure analysis to predict positive COVID-19 infected patient.

To build COVID-Net, InceptionNetV3, InceptionResNetV2 and NASNetLarge models are designed and tasked with classifying X-ray images to predict COVID-19 positive and negative patients. Transfer learning is used due to the scarcity of data. Each convolutional neural network has an input shape of 512x512x3. In the experiments, all three models are trained both with and without data augmentation to observe the effects on each of the models. In data augmentation, we have only used the rotation parameter which generates data by rotating the images in a range of 15 degrees angle. Data was distributed as 80% for training and 20% for test.

The hyperparameters of the models are initial learning rate of 0.001, batch size of 16, 10 epochs. Activation functions used are Softmax and ReLU.

For the results, Table I shows the comparison of all the training and validation accuracies of the different convolutional neural network architectures used in our experiments. Performance was measured using a well-known metric in the deep learning area called Accuracy which is presented in equation (1):

\[
\text{Accuracy} = \frac{TP + TN}{(TP + FP) + (TN + FN)}
\]

Where:

- \(TP\) (True Positives): the number of correctly labeled instances of the class under observation.
- \(FP\) (False Positives): the number of miss-classified labeled rest of the classes.
- \(TN\) (True Negatives): the number of correctly labeled instances of rest of the classes.
- \(FN\) (False Negatives): the number of miss-classified labeled of the class under observation.

Each of our models was divided into two part, using data augmentation and non-augmentation. As shown in Fig. (2), the InceptionNetV3 model training accuracy is 98.63% and the validation accuracy 97.87% on the augmented data. As shown in Fig. (3), the InceptionNetV3 model training accuracy is 98.90% and the validation accuracy is 87.23% in non-augmented data.

InceptionResNetV2 had 98.64% training accuracy and 97.87% validation accuracy using augmented COVID-19 dataset as shown in Fig. (4). As shown in Fig. (5), the training accuracy is 99.47% and validation accuracy is 87.23% using un-augmented data, which is 0.57% higher than that of the InceptionNetV3 model.

NASNetLarge had 99.54% training accuracy and 92% validation accuracy using augmented dataset as shown in Fig. (6), which is higher than that of the COVID-19 un-augmented dataset. As shown in Fig. (1), the NASNetLarge model without data augmentation has result of 98.90% training accuracy and 61.70% validation accuracy. This validation accuracy of NASNetLarge model is lower than the other models.

Comparing with other models in Table I, the NASNetLarge consistently gets the higher training and validation accuracy when using data augmentation. But comparing with the other validation accuracy, InceptionNetV3 and InceptionResNetV2 has the same result. As presented in Figs. (2-7), the models tend to over-fit when data augmentation is not performed. This over-fitting is happening as a result of limited data available for the research. By performing data
The highest training accuracy is obtained with the NASNetLarge model when data augmentation is performed. The training accuracy of NASNetLarge is also better than all of the other architectures used in this experiment. However, NASNetLarge tends to overfit even when the data augmentation is not used. For validation accuracy, the highest accuracy is obtained with both of InceptionNetV3 and InceptionResNetV2 when data augmentation is performed.

Augmentation, we introduce the sense of generalization in models and as a result, they yield better and more effective results and are free of over-fitting. It can be seen that NASNetLarge only has 61.70% accuracy when data augmentation is not performed, and this may be because the models is overfitting.

By looking at Table 2 it can be said that our proposed approach gives a comparable accuracy to other state of the art models with a small amount of data. This shows that perfor-
Table 1. A comparison of training and validation accuracies of InceptionNetV3, InceptionResNetV2 and NASNetLarge.

|                  | Training Accuracy | Validation Accuracy | Data Augmentation |
|------------------|-------------------|---------------------|-------------------|
| InceptionResNetV2| 98.64%            | 97.87%              | Yes               |
|                  | 99.47%            | 87.23%              | No                |
| InceptionNetV3   | 98.63%            | 97.87%              | Yes               |
|                  | 98.90%            | 87.23%              | No                |
| NASNetLarge      | 99.54%            | 92%                 | Yes               |
|                  | 98.93%            | 61.70%              | No                |

Table 2. A comparison of different studies and models for detection of COVID-19.

| Reference        | Model                  | Accuracy |
|------------------|------------------------|----------|
| Narin et al. [13]| Inception-V3, ResNet50, Inception ResNet V2 | 100%, 100%, 95% |
| Wang et al. [16] | M-Inception            | 82.9%    |
| Abbas et al. [30]| DeTrac                 | 95.12%   |
| Pathak et al. [18]| GCNN (proposed)        | 3.01%    |

Ardaan et al. [33]

- AlexNet
- VGG-16
- VGG-19
- SqueezeNet
- GoogleNet
- MobileNet-V2
- ResNet-18
- ResNet-50
- ResNet-101
- Xception

Performance improvement can be achieved using data augmentation.

For all three architectures used in this research; the networks tend to overfit when data augmentation is not used especially in validation accuracy. Data augmentation improves both training and validation accuracy in all cases except for validation using NASNetLarge. NASNetLarge had the worst validation results when compared to the other models.

Therefore, our results show that InceptionNetV3 and InceptionResNetV2 are the optimal choices for this classification task using data augmentation. Both of InceptionNetV3 and InceptionResNetV2 have 97.87% validation accuracy. They also have a small gap between the training and the validation result. If more data is made available, there is a higher possibility that the deeper networks, i.e., NASNetLarge will perform better than both of them.

CONCLUSION

COVID-19 is a disease that has spread all over the world. The early and effective prediction of COVID-19 in suspected patients is vital to prevention, detection and tracking of the spread. In this research, we propose a COVID-Net that consists of deep learning architecture with transfer learning models and data augmentation for detecting COVID-19 automatically from chest X-ray of COVID-19 patients and people with normal chest X-rays. The research demonstrates that InceptionNetV3 and InceptionResNetV2 models yielded the highest accuracy compared with the other models. Both have 97.87% validation accuracy using data augmentation.

Therefore, the proposed method can be used as an alternative to predict COVID-19 in suspected patients. Despite the limited data availability, COVID-19 research is still ongoing with possibilities biomarkers in X-ray images being discovered which could be used for detection and diagnosis with high performance in image classification.

For future work, image classification with high accuracy can be increased using multi-classification techniques. Huge datasets will be required for effective, efficient, and accurate detection of COVID-19. Moreover, more information such as: patient age, gender, status, symptoms, etc. can be analyzed beside the x-ray images to assist radiologists in differential diagnosis. Thus, more information can be added to the x-ray scan as metadata and this can be used to feed the model with more details to reach its decision with greater certainty.
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