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Abstract

The use of simultaneous sources in geophysical inverse problems has revolutionized the ability to deal with large scale data sets that are obtained from multiple source experiments. However, the technique breaks when the data has non-uniform standard deviation or when some data are missing. In this paper we develop, study, and compare a number of techniques that enable to utilize advantages of the simultaneous source framework for these cases. We show that the inverse problem can still be solved efficiently by using these new techniques. We demonstrate our new approaches on the Direct Current Resistivity inverse problem.

keywords: simultaneous sources, inverse problems, stochastic programming, Direct Current Resistivity

1 Introduction

In this paper we investigate efficient methods for parameter estimation in partial differential equations (PDEs) with multiple right hand sides. The goal is to infer quantitative information (physical properties) of a media from indirect measurements. Our main focus are geophysical experiments, where a combination of sources and receivers are used. However, application such as electromagnetic imaging and electrical impedance tomography facing similar challenges [22, 3, 5, 16, 4]. Sources produce signals that are omitted into a media to be investigated. Receivers collect (measure) data obtained by signal probing the media. If the interaction between the media, sources and receivers can be described by a linear PDE
and \(n_s\) sources are used with \(n_r\) receivers then the measured data is an \(n_s \times n_r\) matrix \(D\), that can be approximated by

\[
D = C \odot (P^\top A(u)^{-1}Q + E). \tag{1}
\]

Here, \(A(u)\) is an \(n \times n\) matrix that is obtained by a discretization of a differential operator that depends on parameters \(u\), i.e., the media’s properties. The matrix \(Q\) of size \(n \times n_s\) represents a discretization of the sources, and \(P\) is an \(n \times n_r\) matrix that represents the discretization of the receivers. Furthermore \(E\) is an \(n_r \times n_s\) random matrix of the noise, assumed to be independent and normal distributed with zero mean, but not necessarily with the same standard deviation. In Equation (1) the operator \(\odot\) denotes the Hadamard product. The \(n_r \times n_s\) matrix \(C\) typically has three forms.

(a) First, \(C = \sigma^{-1}E\), \(E = e_{n_r}e_{n_s}^\top\) is a matrix that consists of entries that are all ones – all receivers share all sources – multiplied by the inverse standard deviation \(\sigma^{-1}\) which is identical for all data.

(b) Second, \(C\) is a matrix of non-negative numbers \(c_{ij} = \sigma_{ij}^{-1} \geq 0\). In this case all receivers share all sources but each datum has a different standard deviation.

(c) Third, \(C\) is a sparse matrix. In this case some receivers share some of the sources but the data is incomplete, that is, not all source-receiver combination are recorded. Clearly, a value \(c_{ij} = 0\) in the matrix \(C\) is a special case of (b), where some data has infinite standard deviation.

We refer to \(C\) as the “variance matrix”. Notice that \(C\) is not the covariance matrix but it carries the entries of the diagonal of the covariance matrix (that is the variance). The entries of data matrix, \(D_{ij}\), correspond to the \(i^{\text{th}}\) receiver and the \(j^{\text{th}}\) source normalized by the standard deviation of each datum.

Various other structures of the matrix \(C\) may occur and are application dependent. While the above cases (a)–(c) seems to be specific, many applied problems fall into the above category, applications such as seismic imaging, electromagnetic imaging, electrical impedance tomography, diffraction tomography [22, 3, 5, 16, 4] and more.

Consider some measured data \(D\). Our goal is to obtain a “reasonable” estimate of the parameters \(u\) that approximately give rise to the observed data. To obtain such an estimate we consider the output least squares approach. That is, we consider the regularized optimization problem

\[
\min_u J(u) = \frac{1}{2} \| C \odot (P^\top A(u)^{-1}Q - D) \|_F^2 + \alpha S(u), \tag{2}
\]

where \(S(u)\) is some regularization term that is used to obtain an estimate of \(u\) and incorporates some a-priori information such as smoothness or sparsity. Here, \(\alpha\) is a regularization parameter and \(\| \cdot \|_F\) denotes the Frobenius norm. The choice of the Frobenius norm rises naturally from a statistical point of view, where the minimization problem can be interpreted as a maximum likelihood approach with a-priori information.
It is straightforward to calculate the gradient of $J$ with respect to $u$ (see [7] for details). In a nutshell, let $Q_j$, $C_j$ and $D_j$ be the $j^{th}$ columns of $Q$, $C$ and $D$ respectively,

$$Y_j = A(u)^{-1}Q_j$$

the solution of the forward problem for the $j^{th}$ source, and let

$$G(u,v) = \nabla_u(A(u)v)$$

be a sparse matrix containing the derivatives of $A(u)v$ with respect to $u$ for a fixed vector $v$. The gradient of $J$ is given by

$$\nabla_u J(u) = -\sum_{j=1}^{n_s} G(u,Y_j)\top A(u)^{-\top}P ((C_j \odot C_j) \odot (P\top A(u)^{-1}Q_j - D_j)) + \alpha \nabla_u S(u). \quad (3)$$

In order to compute the objective function (2) and its gradient (3) we essentially need to solve the following two linear systems

$$A(u)Y = Q \quad \text{and} \quad A(u)\top \Lambda = P ((C \odot C) \odot (P\top Y - D)).$$

The first problem (the forward) has $n_s$ right hand sides while the second (the adjoint) has $n_r$ right hand sides. For small scale problems, this computation can be easily done using either a Cholesky (if the system is symmetric) or a LU factorization (for nonsymmetric systems). However, for large scale problems this computation becomes much more challenging. Indeed, solving large scale linear systems with multiple right hand sides is a difficult task that requires both efficient iterative solvers and large amount of memory. Even if powerful solvers such as multigrid methods can be utilized, the effective cost in computational speed and memory still increases linearly with the number of sources. For problems with many right hand sides such computation can become prohibitively expensive, especially for problems that stem from 3D applications.

A recent approach to solve such a problem that works well in the case that $C = \sigma^{-1}E$, a matrix with all entries $\sigma^{-1}$ – thus can be neglected ($\sigma^2$ is factored into the regularization parameter) – is obtained using the identity

$$\| P\top A(u)^{-1}Q - D \|^2_F = \text{trace} \left( (P\top A(u)^{-1}Q - D)\top(P\top A(u)^{-1}Q - D) \right) = \mathbb{E}_w \left( \| P\top A(u)^{-1}Qw - Dw \|^2 \right),$$

where $\| \cdot \|$ denotes the Euclidian norm, $\mathbb{E}$ is the expected value, and $w$ is a random variable with zero mean and standard deviation of 1, see [9]. Using this identity, problem (2) turns into a stochastic programming problem of the form

$$\min_u J(u) = \mathbb{E}_w \left( \frac{1}{2} \| P\top A(u)^{-1}Qw - Dw \|^2 \right) + \alpha S(u). \quad (4)$$
The key observation when solving the problem (4) is that given a single realization **w**, the evaluation of the objective function and the gradient, that correspond to that sample requires only a **single** inversion of the matrix **A**(**u**). Stochastic programming techniques attempt to use as little samples as possible to approximate minimal expected values. It is straightforward to apply efficient stochastic programming algorithms to solve problem (4), that requires significantly less inversions of the matrix **A**(**u**) than standard methods mentioned above. This approach, known also as “**simultaneous source**”, was first suggested in the context of waveform inversion \[20, 12, 15, 27\] and then explained and analyzed by means of stochastic programming in \[9\]. It has been shown to be highly effective in dealing with multiple sources.

Nonetheless, when \(C \neq \sigma^{-1}E\) the above approach loose its advantages and other techniques are required. This is due to the fact that the Hadamard product does not commute with the matrix vector product and thus computing \((C \odot (P^\top A(u)^{-1}Q - D))w\) requires first to compute \(C \odot (P^\top A(u)^{-1}Q - D)\) and only then apply the result to \(w\). It is therefore impossible to linearly combine sources and the approach breaks. One approach that has been used in the literature mentioned above is to ignore the non-uniform standard deviation and to work with \(C = E\). This can be seen as a weighted least square approach. If the data has similar standard deviations this approach works well, however, when the data has standard deviations that range over a large dynamical spectrum the approach tend to produce unsatisfactory results. This is because small data values are basically ignored while large data values are fitted. In research areas such as geophysical applications small data values are crucial. Roughly speaking, large data values rise close to the source and thus do not contain much information about the media. On the other hand, small magnitude data contain more information about the media. Ignoring this data may lead to serious artifacts in the reconstruction (see \[18, 24\] and our numerical experiments).

The goal of this paper is to explore techniques that give rise to efficient computations for problem when \(C\) is not just of the form \(\sigma^{-1}E\). We discuss a number of possible approximations and show that it is possible to generate efficient algorithms for these cases as well. We use the Direct Current (DC) Resistivity example to demonstrate the effectiveness of our approach.

The paper is structured as follows. In Section 2 we present possible extensions of the simultaneous sources approach and discuss their properties. In Section 3 we discuss efficient computations of these techniques. In particular we explore the use of the Sample Average Approximation (SAA) as a stochastic optimization technique. In Section 4 we investigate the numerical efficiency of the different approaches and we summarize our work in Section 5.

## 2 Numerical treatment of the non-standard form

In the previous section we reviewed the case where \(C = \sigma^{-1}E\) in which the original deterministic problem is converted into a stochastic programming problem with the feature that only a single matrix inversion is needed for every realization of the random vector. In this section we discuss a number of techniques that enable us to work with a matrix \(C\) that does
not all contain $\sigma^{-1}$s. We discuss the different conditions that enable each technique to work.

2.1 Data completion

Let us assume that the matrix $C$ contains only entries of $\sigma^{-1}$ and 0’s. Here, entries $c_{ij} = 0$ mirror the fact that the $i^{th}$ receiver is not connected to the $j^{th}$ source and therefore missing and has infinite uncertainty. The idea is to treat this problem as a missing data problem, where the complete data is given by

$$D^{\text{all}} = P^T A(u)^{-1} Q + \mathcal{E}$$

and the observed data is connected to the complete data by

$$D^{\text{obs}} = C \odot D^{\text{all}},$$

where $C$ is a sparse matrix.

It is possible to estimate missing data by matrix completion techniques. Interpolation of data is a major area of research (see [25] and reference within). For instance, in seismology, efficient methods for data interpolation are based on sparse recovery. Many other fields have a data-specific approach. Here, we present a simple data interpolation technique based on the solution of a reduced forward problem.

In some cases it is possible to compute the solution to the forward problem at reduced cost. For example, if $u$ is constant or, in many geophysical applications, admits a 1D or 2D structure it is possible to compute the solution to the forward problem in a low cost [28]. Here we assume that it is possible to solve the 1D or 2D problems and that the solution is readily available. Let the reduced forward problem be

$$D^{\text{red}} = P^T A_{\text{red}}(u_{\text{red}})^{-1} Q.$$ 

Here, $u_{\text{red}}$ is the reduced (say 1D or 2D) model and $A_{\text{red}}(u_{\text{red}})$ is a reduced forward model (that is the 1D or 2D forward modeling matrix). The reduced data $D^{\text{red}}$ therefore corresponds to the simple 1 or 2D model and we use this data to replace the missing data. Thus, we set

$$\hat{D}^{\text{all}} = C \odot D^{\text{obs}} + (\sigma^{-1} E - C) \odot D^{\text{red}},$$

We then use $\hat{D}^{\text{all}}$ to solve the optimization problem

$$\min_u J(u) = \frac{1}{2} E_w \left( \| P^T A(u)^{-1} Q w - \hat{D}^{\text{all}} w \|^2 \right) + \alpha S(u),$$

that can be done by using the algorithms proposed in [9].

Completing and using the data in this way has a distinctive advantage. Assuming for a moment, that we do not have any measured data. Then, the corresponding completed data is simply $D^{\text{red}}$ which has a solution $u_{\text{red}}$. That is, this data completion can be seen as a form of regularization, pulling the solution to a simple 1D or 2D “reasonable” model.

There is one obvious disadvantage to this approach. The matrix $\hat{D}^{\text{all}}$ contains some “invented” data. The missing data can be far from the true data and thus significantly bias the solution. Nonetheless, the approach is straightforward and as we see in numerical experiments in Section 4 may lead to very reasonable results.
2.2 The case of low rank $C$

In some cases it is possible to decompose $C$ into low rank matrices, or at least, to approximate $C$ by a matrix of small rank. Consider the case

$$C = XZ^\top,$$

where $X$ and $Z$ are $n_r \times k$ and $n_s \times k$ matrices respectively and with $k \ll \min(n_r, n_s)$. Using the low rank representation of $C$ we can now prove the following result.

**Lemma 1.** Let $R$ be an $n_r \times n_s$ matrix with columns $R_j$, $j = 1, \ldots, n_s$ and let $X$ and $Z$ be an $n_r \times k$ and $n_s \times k$ matrices respectively, with columns $X_j$ and $Z_j$, $j = 1, \ldots, k$. Finally, let $w$ be a vector of size $n_s$, then

$$(C \odot R)w = \sum_{j=1}^{k} X_j \odot R(Z_j \odot w).$$

**Proof.** Statement (7) can be shown by simple transformations

$$(C \odot R)w = (XZ^\top \odot R)w = \sum_{i=1}^{n_r} w_i R_i \odot \sum_{j=1}^{k} X_j Z_{ji} = \sum_{j=1}^{k} \sum_{i=1}^{n_r} w_i R_i \odot X_j Z_{ji}$$

$$= \sum_{j=1}^{k} \left( \sum_{i=1}^{n_r} R_i Z_{ji} w_i \right) = \sum_{j=1}^{k} X_j \odot R(Z_j \odot w).$$

This identity implies that it is possible to obtain a stochastic representation to the misfit of the form

$$\frac{1}{2} \| C \odot (P^\top A(u)^{-1} Q - D) \|^2_F = \frac{1}{2} \mathbb{E}_w \left( \left\| \sum_{j=1}^{k} X_j \odot (P^\top A(u)^{-1} Q - D)(Z_j \odot w) \right\|^2 \right).$$

By using the identity (8) it is possible to obtain a stochastic approximation that extends the case $C = \sigma^{-1} E$ using $k$ matrix solves. Here, $k$ is the rank of $C$ and we solve the stochastic programming problem

$$\min_u J(u) = \frac{1}{2} \mathbb{E}_w \left( \left\| \sum_{j=1}^{k} X_j \odot (P^\top A(u)^{-1} Q(Z_j \odot w) - D(Z_j \odot w)) \right\|^2 \right) + S(u).$$

In other cases, where $C$ is not low rank, it is possible to approximate $C$ by a low rank matrix and use the above decomposition as an efficient alternative to the original misfit function (2). The advantage of this approach is that it has the same structure of the efficient algorithm used in previous work on simultaneous sources [9]. Its disadvantage is that if the rank of $C$ is not low $k \ll \min(n_r, n_s)$ then this approach looses its computational advantages over (2).
2.3 Stochastic Approximation of the data matrix

For problems where the rank of $C$ is large and matrix completion fails, it is possible to obtain a different stochastic process that approximates the misfit function. It is straightforward to verify that

$$
\|C \odot (P^T A(u)^{-1} Q - D)\|_F^2 = \|E_w (C \odot ((P^T A(u)^{-1} Q - D) w w^T))\|_F^2
$$

Using this approximation we can replace the deterministic problem (2) with the stochastic programming problem

$$
\min_u J(u) = \frac{1}{2} \|E_w (C \odot ((P^T A(u)^{-1} Q - D) w w^T))\|_F^2 + \alpha S(u).
$$

(10)

It is important to note that the problem (10) is very different than the previous stochastic programming problems. The main difference is that the expected value is inside the norm rather than outside. Such stochastic programming problems are less common. However, it is possible to prove under certain conditions, that stochastic programming techniques converge to an optimal solution of the problem (see [21, Ch. 4]).

2.4 Working with a subset of sources

Finally, we consider a simple method that originated from a randomized Kaczmarz method [23], which solves large linear systems and is used for instance in methods for tomography such as OSEM [10]. Let $j \in [1, \ldots, n_s]$ be an equally distributed random variable. Then, the original problem (2) is equivalent to the following stochastic programming problem

$$
\min_u J(u) = \frac{1}{n_s} \|C \odot ((P^T A(u)^{-1} Q - D) w^T)\|_F^2 + \alpha S(u)
$$

(11)

where the expected value is on the index of the source $j$. This approach was proposed in [26] for the solution of the DC Resistivity problem using level sets. The approach is easy to implement, however, it may converge rather slowly if sources are not combined, especially if each source is sensitive only to a small part of the domain.

3 Solving the optimization problem using stochastic programming techniques

In this section we shortly discuss the solution of the stochastic programming problems (11), (10), (9), and (5). All proposed reformulations (besides (10)) have the structure

$$
\hat{u}_\alpha = \arg \min_u J(u) = \frac{1}{2} E_w (\|f(u, w)\|^2) + \alpha S(u)
$$

(12)
where \( f(u, w) \) is the misfit function for a single realization. We use variants of the Sample Average Approximation (SAA) method [13], which we adopt for the problems at hand. The idea is to replace the expected value with a sum minimizing

\[
\hat{u}_{\alpha,N} = \arg \min_u J_N(u) = \frac{1}{2N} \sum_{j=1}^{N} \|f(u, w_j)\|^2 + \alpha S(u). \tag{13}
\]

Notice that in statistical methods problem (12) can be viewed as a risk minimization problem and (13) as its empirical pendant. Obviously, an empirical approach is useful only if the number of samples \( N \ll n_s \), which implies that the number of matrix inversions in the stochastic programming implementation is substantially smaller than the number of matrix inversions needed to solve the deterministic problem (2).

Stochastic Approximation (SA) methods are another class to target stochastic optimization problem such as problem (12), see [11]. However, here we prefer to use SAA methods for the following two reasons.

- First, SAA methods can be used with optimization methods that utilize curvature information such as Gauss-Newton algorithms. Contrary, SA methods are limited to first order methods, since to the best of our knowledge no convergence theory exists for higher order methods. Thus, even if the number of realizations for SAA methods is larger, the solution can be obtained in much fewer iterations when utilizing higher order methods. In this work we use the Gauss-Newton method that is know to have faster convergence compared to steepest descent methods [19, 7].

- Since the results obtained by SAA methods are unbiased (or have a very small Bias), it is simple to use SAA in parallel architecture, with minimal communication and averaging the results at the end. This is unlike SA methods when parallelization requires communication is needed after each iteration.

Notice that the regularization parameter \( \alpha \), which is often crucial for the inverse solution, is a-priori unknown. To overcome this problem we use a process of continuation of the regularization parameter [7]. We start with a large value of \( \alpha \), solve the optimization problem and continue to reduce \( \alpha \) until the misfit reaches a desired value.

The process of reducing \( \alpha \) can be done independent of choosing the sample size. However, this, in general, is inefficient. If the sample size is too small then reducing \( \alpha \) does not lead to an approximate inverse solution. On the other hand, if the sample size is large then the solution of each optimization problem for each \( \alpha \) is expensive.

We therefore use another “enhancement” for the SAA technique, that we found to be efficient. We combine the process of reducing the value of \( \alpha \) with an adaptive approach that determines the sample size by continuation. That is, we start with a very small sample size and a large \( \alpha \) and solve the optimization problem (13). We then reduce \( \alpha \) and increase the sample size simultaneously. For each optimization problem we use “hot starts”. That is, we start from the solution of the previous optimization problem. The process is terminated
Algorithm 1 Stochastic Programming for Inverse Problems

1: Choose parameters $\gamma, \tau \in (0,1)$, $\alpha_0 \gg 0$ and $\beta > 1$
2: Initialize, set $N_1 = 1$, $k = 1$, and $\hat{u}_{N_0,0}^0 = u_0$
3: while not converged do
4:   Choose $w_{[1,N_k]}^j$
5:   Solve optimization problem (13) for $\hat{u}_{N_k,\alpha_k}^k$ with initial guess $\hat{u}_{N_k-1,\alpha_{k-1}}^{k-1}$
6:   if $\frac{1}{2N_k} \sum_{j=1}^{N_k} \| f(u, w_j) \|_2 \geq \text{tol}$ then
7:       $\alpha_{k+1} = \gamma \alpha_k$
8:   end if
9:   if $\| \hat{u}_{N_k,\alpha_k}^k - \hat{u}_{N_k-1,\alpha_{k-1}}^{k-1} \|_\infty \leq \tau$ then
10:      break
11:   end if
12:   Set $N_{k+1} = \text{ceil}(\beta N_k)$
13:   $k = k + 1$
14: end while

when the inverse solution obtains the target misfit and changes little while changing the sample size. This method is summarized in Algorithm 1.

Obviously, the foremost computational costs of the algorithm is in step 5, where we solve an optimization problem for $\hat{u}_{\alpha,N}$. Since we are using the Gauss-Newton method, we found that only a few iterations (1-3) are required in order to converge. Moreover, the number of iterations computed with the largest sample size is very small.

4 Numerical comparisons

In this section we perform a numerical comparisons between the approaches discussed earlier in Section 2.

Model Problem. As a model problem we consider the DC Resistivity inversion, where the forward problem is a discretization of the static Maxwell’s equations (see [8, 17])

$$\nabla \cdot u \nabla y_j = q_j, \quad \text{for } y_j \in \Omega \quad \text{and} \quad n \cdot \nabla y_j = 0 \quad \text{for } y_j \in \partial \Omega \quad j = 1, \ldots, n_s. \quad (14)$$

This is a common problem in geophysical exploration [28]. The goal is to recover the conductivity $u$ from measurements of the electric field $\nabla y$.

Experimental settings. We use the SEG salt model which is a common model for benchmarking geophysical inverse problems [1]. The experimental setting is shown in Figure 1. The model consists of a large salt body with conductivity of $10^{-2}$ S/m embedded within a layered media with conductivity that ranges from $1 \times 10^{-1}$ to $3 \times 10^{-1}$ S/m. The sources are line sources and we assume to have 800 dipole line sources, $20 \times 20 = 400$ equally spaced that are pointing in the $x$-direction and the same number of dipoles pointing in the $y$-direction.
Figure 1: The SEG model used for the numerical experiments and the experimental setting for a single source. Electric lines transmit current into the media and the resulting electric and or magnetic fields are recorded by the receivers.

The receivers are assumed to measure 2 components of the electric field on the surface. We assume to have 900 receivers spread over the surface uniformly. For this setting we have \(900 \times 800 \times 2 = 1,440,000\) data points.

**Discretization & Forward Problem.** For the experiments we use a stretched mesh of \(64 \times 64 \times 48\) cells where we assume that the conductivity of each cell is constant. We use a staggered grid (Yee’s method) for the discretization of the forward problem in first order form \[29, 14, 17, 6\] which leads to the linear system

\[
A(u) = B^\top \text{diag}(A_v u) B,
\]

where \(B\) is the discretization of the \(\nabla\)-operator and \(A_v\) is an averaging matrix. For the grid at hand, each forward problem (for a single source) consists of solving a linear system with 196,608 unknowns. This forward problem is solved using the direct solver MUMPS, see [2]. The computation of the forward problem in this environment takes about 1 minute. The matrix \(A(u)\) in this application is symmetric positive semidefinite and since we are able to compute and store the Cholesky factors we reuse them for the computation of the adjoint problem and for the Gauss-Newton iteration. For the calculation of Jacobians and other related inverse problem quantities see [8].
Further Settings. For the numerical experiments we set $\gamma = 0.5$, $\tau = 10^{-2}$ and $\beta = 2$. We use Tikhonov regularization

$$S(u) = u^\top L^\top Lu,$$

where we choose $L$ as a discretization of the corresponding gradient matrix.

Setup & Computations. To compare the computational costs of the different techniques we count the number of forward calculations. Since over 95% of the computations are in this phase this is an accurate indicator for the overall computational costs of each algorithm. We perform 5 types of experiments corresponding to 5 different types of the matrix $C$. In the first case we choose $C = \sigma^{-1}E$. This is the simplest case, where no data is missing and all data share the same standard deviation. The value of $\sigma$ is chosen as 1% of the average value of the data. In the second experiment we change the data’s standard deviation to be 1% of each datum. In the third, forth, and fifth experiments we use 70%, 40%, and 10% of the data, randomly selected, with standard deviations that are 1% of each datum.

More details about the numerical experiments are summarized below.

- The Gauss-Newton method uses a conjugate gradient (CG) solver that iterates up to 5 iterations. Each iteration involves calculating the forward and the adjoint problems.

- The matrices $C$ that correspond to this experiment do not admit low rank and their singular values decay exponentially from $10^3$ to $10^{-1}$. We therefore used a space of 5 and 10 vectors for our calculations.

- For the source-subset method we start with 10 sources and increase the number of sources if needed. We have found to use up to 50 sources at a time lead to satisfactory results.

Results. The results of the numerical experiments are summarize in Table 1. We record the total number of Gauss-Newton iterations as well as the number of forward problems solve. The recovery error (relative error) is also recorded and it is computed as $\|u^{\text{computed}} - u^{\text{true}}\|/\|u^{\text{true}}\|$.

In Figure 2 we slice through the true solution and the recovered solutions obtained by the different methods.

The numerical experiments reveal some interesting observations.

- First, we note that the number of forward problems solved is roughly equal to 2 times the average number of realizations times the number of Gauss-Newton iterations times the average of inner CG iterations plus one,

$$\#\text{forward problems} \approx 2(\#\text{average realizations})((\#\text{GNiter}) \times (\#\text{average CG iter}) + 1).$$

Thus, reducing the number of realizations plays a crucial role in the computational cost.
Figure 2: The true model and the resulting inverted data obtained for different choices of $C$. 
| Method                | GN Iterations | # forward calculation | Recovery error |
|-----------------------|---------------|------------------------|-----------------|
| **Uniform** $C_1 = \sigma^{-1}E$ |               |                        |                 |
| Low rank(1)           | 34            | 2043                   | 0.28            |
| Stochastic approx     | 43            | 9789                   | 0.29            |
| Subset                | 54            | 19446                  | 0.28            |
| **Standard deviation $(C_2)_{ij} = \sigma_{ij}^{-1}$** |               |                        |                 |
| Low rank(5)           | 33            | 11254                  | 0.19            |
| Low rank(10)          | 28            | 17232                  | 0.18            |
| Stochastic approx     | 56            | 20242                  | 0.19            |
| Subset                | 55            | 21897                  | 0.18            |
| **Same as $C_2$ with 30% of the data missing** |               |                        |                 |
| Data completion       | 35            | 2154                   | 0.29            |
| Low rank(5)           | 32            | 10913                  | 0.21            |
| Low rank(10)          | 27            | 16617                  | 0.20            |
| Stochastic approx     | 54            | 19519                  | 0.21            |
| Subset                | 55            | 22011                  | 0.19            |
| **Same as $C_2$ with 60% of the data missing** |               |                        |                 |
| Data completion       | 35            | 2142                   | 0.29            |
| Low rank(5)           | 31            | 10572                  | 0.24            |
| Low rank(10)          | 24            | 14771                  | 0.23            |
| Stochastic approx     | 54            | 19581                  | 0.25            |
| Subset                | 55            | 22032                  | 0.22            |
| **Same as $C_2$ with 90% of the data missing** |               |                        |                 |
| Data completion       | 35            | 2201                   | 0.31            |
| Low rank(5)           | 28            | 9548                   | 0.28            |
| Low rank(10)          | 21            | 12925                  | 0.28            |
| Stochastic approx     | 51            | 18493                  | 0.30            |
| Subset                | 50            | 20029                  | 0.27            |

Table 1: Comparison between different recovery techniques. The data completion correspond to Section 2.1, the low rank corresponds to Section 2.2, the stochastic approximation corresponds to Section 2.3 and the subset corresponds to Section 2.4.
• If we assign a constant standard deviation to each datum, small data in magnitude are not fitted well and as a result, the reconstruction has lower resolution (data not shown). This demonstrates the need for the development of the techniques suggested in this paper, see Figure 2.

• Assigning each datum an appropriate standard deviation leads to the best results but tends to also be the most expensive.

• The subset approach yield the best recovery closely followed by the low rank approach. Nonetheless, the low-rank approach is substantially cheaper that the subset approach.

• Reducing the number of data effected the inversion however, the resulting models are still very reasonable. This implies that the data admits redundancy. The question rises how to effectively collect data that has less redundancies.

• As the number of data is reduced, fewer iterations are needed. This is not surprising as it is easier to fit the data when there are fewer measurements.

5 Conclusions and Summary

In this paper we study the question of the so called simultaneous source with nonuniform standard deviation and with missing data. The technique offers significant computational saving over the traditional deterministic Gauss-Newton method. The saving is obtained by turning the problem into a stochastic programming problem and then using a version of the Stochastic Average Approximation (SAA) to solve the problem coupled with adaptive increase of the sample size. The paper study a number of different techniques that allow for non-uniform standard deviation.

We have conducted extensive experiments on the DC resistivity inverse problem. In terms of quality we have found that the nonlinear Kaczmartz iteration yields the best reconstruction but with the highest cost. Similar results but with much lower cost are obtained by low-rank approximation to the variances matrix $C$. Data completion using a reduced model seem to also yield reasonable results.

The application of our approach to other inverse problems in geophysics and medical physics is straight forward and can lead to significant saving in many applications.
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