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ABSTRACT

In this study, a fluidic oscillator was optimized based on the three-dimensional unsteady Reynolds-averaged Navier-Stokes analysis to enhance peak jet velocity at the outlet and simultaneously reduce pressure drop. A multi-objective genetic algorithm performed the optimization with surrogate modeling. The ratios of the inlet nozzle width and the distance between the splitters to the throat width were chosen as the design variables. And, two objective functions related to peak jet velocity at the outlet and pressure drop through the fluidic oscillator were selected for the optimization. Ten design points were selected in the design space using a Latin hypercube sampling method; the objective functions were calculated by unsteady Reynolds-averaged Navier-Stokes analysis at these design points to construct surrogate models that were used to approximate the objective functions. Two different surrogate models, namely response surface approximation and Kriging models were tested. Pareto-optimal front representing a compromise between the two objective functions was obtained from the multi-objective optimization. The optimization results indicated that a jet velocity-oriented optimum design increased the peak jet velocity ratio at the outlet and the friction factor by 11.18% and 16.82%, respectively, when compared to those of a friction factor-oriented design.

1. Introduction

Any viscous flow subjected to an adverse pressure gradient is prone to separation from a wall. The separated flow on a fluid machinery blade or aircraft wing has an undesirable effect on the aerodynamic performance of the entire system. Separation control using fluidic oscillators is a fast growing state of the art technology. In separation control, a fluidic oscillator injects high momentum fluid into the boundary layer. A jet ejected from the fluidic oscillator entrains high momentum fluid and energizes the boundary layer. Additionally, the pulsing jet increases the mixing rate across the flow field and thereby enhances momentum transfer. In this manner, the pulsing jet ejected from the fluidic oscillator allows viscous fluid to overcome a strong adverse pressure gradient and thus controls the flow separation.

The first fluidic oscillator with feedback loop channels was invented by Warren (1960). The fluidic oscillator again attracted research attention in the past decade and was applied to various processes such as fluid mixing in channels (Joen et al., 2005) and separation control (Burns, 2015; Cerretelli, Wuerz, & Gharaibah, 2010; Lee, Chung, Cho, & Shon, 2007; Nagib, Kiedaisch, Reinhard, & Demanett, 2006; Seele, Graff, Lin, & Wygnanski, 2013; Woszidlo & Wygnanski, 2011; You & Moin, 2008).

A few previous studies examined the effects of fluidic oscillators on airfoil flow characteristics. Woszidlo and Wygnanski (2011) performed an experimental study to evaluate the lift coefficient of an airfoil where an array of fluidic oscillators was embedded at a 60% chord length from the leading edge. The study indicated that the lift coefficients increased from 1.3 to 2.1 owing to the fluidic oscillator array. Lee et al. (2007) experimentally investigated the flow control on an elliptic airfoil using steady blowing and oscillating jets. The results of the study suggested that an oscillating jet at the leading edge was more effective in controlling the flow separation than a steady, blowing jet. Nagib et al. (2006) experimentally evaluated the lift coefficient of an airfoil in various operation conditions, such as mass flow rate, jet velocity ratio, and momentum coefficient, of fluidic oscillators. The results showed that jet velocity ratio was the best performance parameter for separation control. Cerretelli et al. (2010) experimentally investigated fluidic oscillators embedded on wind turbine blades. They reported that the relative lift increased from 10% to 60% and that the stall margin was extended by the fluidic oscillators. You and Moin (2008) numerically investigated the effectiveness of oscillating jets for separation control over an NACA 0015 airfoil. The results indicated good agreements (both
qualitatively and quantitatively) with experimental data for both uncontrolled and controlled cases. The study proved that oscillating jets effectively delayed flow separation and increased the lift coefficient by 70% to modify the boundary layer on the airfoil. Seele et al. (2013) experimentally investigated the effects of fluidic oscillator location and distribution on the performance of the vertical tail of an airplane. The results suggested that distributing fluidic oscillators evenly on the surface was considerably more effective in enhancing the performance than concentrating the fluidic oscillators in a specific region. Burns (2015) numerically investigated a novel method to reduce tip leakage flow by sealing the tip clearance of turbine blades with oscillating jets injected from the surface of the rotor tip.

Several numerical and experimental studies were conducted to examine the effects of fluidic oscillator shapes on performance and flow characteristics. Yang, Chen, Tsai, Lin, and Sheen (2007) experimentally tested a fluidic oscillator with step-shaped chamber walls. The results indicated that step-shaped walls promoted conditions to initiate oscillation and caused recirculation vortices to be more stable. Ostermann, Woszidlo, Nayeri, and Paschereit (2015) performed a comparative study on the pressure drop and jet deflection between angled and curved fluidic oscillators. The findings revealed that the curved fluidic oscillator generated less of a pressure drop and a larger jet deflection. Kim, Moin, and Seifert (2015) numerically evaluated the frequency and maximum jet velocity of a novel fluidic oscillator. The results showed that the Strouhal number was constant, and the maximum jet velocity increased as inlet pressure increased. A fluidic oscillator incorporated with a stationary rotating vortex inside a chamber was devised and experimentally examined by Tesar (2015). The findings suggested that this type of fluidic oscillator generated oscillation frequencies of up to 8.2 kHz. Xu and Meng (2013) performed an experiment to investigate the effect of fluidic oscillator configuration on the oscillation frequency. The results indicated that the frequency was dependent on the exit nozzle width, feedback channel width, and chamber shape.

Recent studies used optimization techniques based on the analysis using three-dimensional (3D) Reynolds-averaged Navier-Stokes (RANS) equations to design better systems with lower computational cost for various thermo-fluid engineering applications (Kim & Kim, 2006; Kim & Lee, 2007; Lee & Kim, 2015). In most engineering designs, multi-objective optimization is required owing to multiple disciplines and objectives. Recently, the surrogate modeling of objective functions has become a popular method to reduce the computing time required for repeated evaluations of objective functions (Queipo et al., 2005). Papila, Shyy, Griffin, and Dorney (2011) compared two surrogate models, namely the response surface approximation (RSA) model (Myers, Montgomery, & Anderson-Cook, 2016) and radial basis neural network model in the optimization of supersonic turbines. Husain, Lee, and Kim (2011) conducted the multi-objective optimization of a dimple channel using two surrogates, i.e. RSA and Kriging (KRG) models. Gao, Wang, Pang, and Cao (2016) performed a shape optimization of autonomous underwater vehicle (AUV) hulls. This optimization proved that the traditional AUV hull shape is not good for drag reduction. In order to maximize the performance of a bidirectional impulse turbine, shape optimization based on surrogate models was performed by Ezhilsabareesh, Rhee, and Samad (2017). Both the shaft power and pressure drop across the turbine were considered as objective functions. Through the optimization, the turbine efficiency was increased by 10.4%. Recently, there have been several other researches about real-life applications of contemporary soft computing techniques in different fields (Taormina & Chau, 2015; Wang, Chau, Xu, & Chen, 2015; Zhang & Chau, 2009).

Although some investigations examined the effects of fluidic oscillator shape on performance, systematic optimization of fluidic oscillators was not found in the literature. Hence, the present study investigated the multi-objective optimization of a fluidic oscillator using a multi-objective genetic algorithm (MOGA) and 3D unsteady RANS analysis to simultaneously enhance peak jet velocity at the outlet and reduce pressure drop. Optimization of a fluidic oscillator with multiple design variables generally requires a huge number of 3D unsteady RANS analyses of objective functions, which is a time-consuming job. However, in this work, the computational time was greatly reduced by employing surrogate modeling of objective functions. Two different surrogate models, RSA and KRG models, were tested to approximate the objective functions. The objective functions were calculated by unsteady RANS analysis at 10 design points to construct the surrogate models.

2. Fluidic oscillator model

A feedback-channel fluidic oscillator is one of the general types of fluidic oscillators that has two feedback channels connecting the upstream and downstream of a chamber as shown in Figure 1. The fluid flows steadily through the inlet nozzle owing to a pressure source. A jet formed upstream of the chamber attaches to one of the chamber walls because of the Coanda effect (Panitz & Wasan, 1972). The Coanda effect is the tendency of a jet to remain attached to a solid surface. Downstream
of the chamber, a splitter divides the jet into a feedback channel and the outlet nozzle. The feedback channel flow then returns upstream of the chamber and pushes the jet to the opposite wall of the chamber. Following this, an oscillating jet is ejected from the outlet nozzle. The same process is repeated to complete the oscillation cycle. This mechanism allows the fluidic oscillator to generate a self-induced and self-sustained oscillating jet without any moving parts.

The present study employed a feedback-channel fluidic oscillator that was experimentally investigated by Yang et al. (2007). The study reported that the Coanda effect occurred in an inlet flow rate ranging from 7 L/min to 75 L/min; the frequency of flow oscillation linearly increased with the inlet flow rate while the Strouhal number was nearly constant at 0.0025 in the inlet flow rate ranging from 7 L/min to 75 L/min. Therefore, 25 L/min was selected as the inlet flow rate in the present study where the fluidic oscillator was numerically investigated and optimized.

Figure 2 indicates the geometrical parameters of the fluidic oscillator. The throat width \((d_{th})\), hydraulic diameter of the throat \((D_h)\), feedback channel width \((b)\), and fluidic oscillator depth \((H)\) correspond to 5.2 mm, 9.4 mm, 3 mm, and 40 mm, respectively.

### 3. Numerical analysis

Figure 1 shows the schematic of the fluidic oscillator and computational domain considered in the present study. The computational domain is symmetric about the \(y\)-axis and consists of an inlet nozzle, a chamber, a splitter, a feedback channel, a throat, and an outlet nozzle.

The analysis involved the use of a commercial computational fluid dynamics (CFD) code, ANSYS CFX-15.0® (2013), to solve the continuity and RANS equations for a 3D unsteady, incompressible flow in the fluidic oscillator. Numerical schemes of second-order accuracy were used to discretize the convection terms of the governing equations. The \(k-\epsilon\) model was used as the turbulence closure model. Vasta, Koklu, Wygnanski, and Fares (2012) also used the \(k-\epsilon\) model in a numerical investigation of a fluidic oscillator that had geometry similar to the model considered in the present study; their findings indicated that the numerical results for mean and standard deviations of jet velocity profile agreed well with experimental data. In the present study, unstructured tetrahedral meshes were generated in most of the computational domain, and prism meshes were generated near the walls by the pre-processing software (ANSYS ICEM-CFD®). The first grid points adjacent to the wall were placed at \(y^+ > 30\) to implement empirical wall functions.

The working fluid was water. The Reynolds number based on the hydraulic diameter of the throat and a reference velocity \((U_{ref} = 1.57 \text{ m/s})\) corresponded to 14,570. A uniform velocity was assumed at the inlet of the inlet nozzle. A constant pressure was assigned at the outlet of the fluidic oscillator. A no-slip boundary condition was adopted on all the walls.

The time step was set as 0.001 s to adjust a Courant number less than 10. The root-mean-square relative residual values were kept below \(1.0 \times 10^{-4}\) as a convergence criterion. A personal computer with an Intel Core i7 2.67 GHz CPU was used for the computations; the total
computational time to obtain a single converged solution was in a range of 7 to 8 days with approximately 10 iterations for each time step.

4. Optimization methods

Figure 3 illustrates the optimization procedure employed in the study. Design variables, design space, and objective functions were determined to define the optimization problem in the first step. A design-of-experiment (DOE) technique was used to select the design points in the design space. The values of the objective function were calculated based on unsteady RANS analysis at the design points. These values were used to construct surrogate models of the objective functions. The Pareto-optimal solutions were determined using the MOGA. The optimization steps are explained in detail in the following sub-sections.

4.1. Design variables and objective function

A previous study investigated the effects of the fluidic oscillator geometry on the velocity ratio and pressure drop (Jeong & Kim, 2016). The aforementioned study reported that the maximum $F_{VR}$ and $F_f$ were commonly found at $w/d_h = 0.19$, which corresponded to the lower limit of the tested range. Additionally, $F_{VR}$ and $F_f$ decreased with increase in $w/d_h$. This indicates that the two objective functions presented a trade-off. Trends of variations in the objectives with $d_s/d_h$ were similar to those with $w/d_h$. The maximum $F_{VR}$ and $F_f$ were commonly found at $d_s/d_h = 0.53$, which also corresponded to the lower limit of the tested range, and the two objective functions decreased as $d_s/d_h$ increased. Conversely, the two objective functions were not sensitive to the other three design variables, i.e., outlet nozzle width, feedback channel width, and chamber length. Based on these results, ratios of the inlet nozzle width ($w/d_h$) and the distance between the splitters ($d_s/d_h$) to the throat width were determined as the design variables for optimization (as shown in Figure 2). The design space was determined as shown in Table 1.

In the present study, two objective functions related to the peak jet velocity at the exit and pressure drop through the fluidic oscillator were selected for the optimization. The velocity ratio ($F_{VR}$) was the first objective function responsible for the enhancement of the peak velocity of the expelled jet at the exit of the oscillator, and it is defined as follows (Greenblatt & Wygnanski, 2000):

$$F_{VR} = -\frac{U_{\text{peak}}}{U_{\text{ref}}}$$  \hspace{1cm} (1)

where

$$U_{\text{ref}} = \frac{\dot{m}}{A_{\text{ref}} \rho}$$

Here, $U_{\text{peak}}$ is the peak jet velocity at the exit of the oscillator during the oscillation period, and $U_{\text{ref}}$ is the reference velocity that is defined by considering the continuity equation (Ostermann et al., 2015). Additionally, $\dot{m}$ denotes the mass flow rate, $A_{\text{ref}}$ denotes cross-sectional area of the throat, and $\rho$ denotes the density of the working fluid. The negative sign was considered to minimize the objective function. In separation control applications, the velocity ratio is generally used as a performance parameter for fluidic oscillators.
The pressure drop directly affects the pumping power required to drive the fluid flow through the fluidic oscillator. The objective function related to pressure drop is formulated as follows:

\[ F_f = \frac{\Delta p D_h}{2 \rho U_{ref}^2 s} \]  \hspace{1cm} (2)

where \( \Delta p \) is the pressure drop, \( D_h \) is the hydraulic diameter of the throat, and \( S \) denotes the distance from the inlet to outlet of the oscillator. The optimization problem was defined as the minimization of both objective functions.

4.2. Design of experiment

Latin hypercube sampling (LHS) (McKay, Beckman, & Conover, 2000; Sack, Welch, Mitchell, & Wynn, 1989) was used for the DOE. Specifically, the LHS discretizes the design space constrained by the upper and lower bounds of the design variables to construct the surrogate models. Hence, LHS is a rational sampling method to find samples with an \( m \times n \) matrix. Here, \( m \) indicates the number of sample points, and \( n \) indicates the number of variables. Each of the \( n \) columns containing levels 1, 2, \ldots, \( m \) were randomly coupled to build a Latin hypercube. The sample points generated through this approach ensured that the entire portion of the design space was represented. In the present work, 10 design points were selected by employing the MATLAB function, `lhsdesign`.

4.3. Response surface approximation model

The RSA model (Goel et al., 2007) is a methodology to fit a function for discrete responses obtained from numerical analysis. It corresponds to the association between design variables and response functions. The present RSA model adopted the following second-order polynomial:

\[ y_i(x) = \beta_0 + \sum_{j=1}^{N} \beta_j x_j + \sum_{j=1}^{N} \beta_{ij} x_j^2 + \sum_{j=1}^{N} \beta_{ij} x_i x_j \]  \hspace{1cm} (3)

where \( N \) indicates the number of variables, \( \beta_j \) and \( \beta_{ij} \) are unknown coefficients, and \( x_j \) denotes variables in the polynomial. The number of coefficients corresponded to \( (N + 1) \times (N + 2)/2 \) for the second-order polynomial model. The second-order polynomial response functions formulated in Eq. (3) were constructed for \( F_{VR} \) and \( F_f \).

4.4. Kriging model

The KRG model (Martin & Simpson, 2005), can be formulated as a combination of two parts, namely the global model and a systematic departure, as follows:

\[ F(x) = f(x) + Z(x) \]  \hspace{1cm} (4)

where \( F(x) \) denotes the unknown function that is estimated for an unknown dataset. Additionally, \( f(x) \) indicates a regression function which represents the known values of the objective function at design points, and it is referred to as the global (trend) model. The second component \( Z(x) \) is a systematic departure and generates a localized deviation to interpolate the selected data points. The trend model (denoted as \( f(x) \)) and the systematic departure (denoted as \( Z(x) \)) were employed to capture large-scale and small-scale variations, respectively.

The KRG model has some options in selecting parameters, i.e. the regression function coefficient, process variance, and spatial correlation function (SCF). Martin and Simpson (2005) tested Maximum Likelihood Estimation (MLE) and Cross Validation (CV) to find optimum values of these parameters and estimated the accuracy of the KRG models. They found that MLE was the better method than CV. Based on this result, the authors used the MLE method to select the parameters in the present work. The KRG model construction with the MLE method was performed using MATLAB. The details of the mathematical formulation for MLE were reported by Martin and Simpson (2005).

4.5. Multi-objectives genetic algorithm

An MOGA (Deb, Pratap, Agarwal, & Metarivan, 2002) was employed to find Pareto-optimal solutions for the optimization problem in the present study. A MATLAB function (`gamultiobj`) was used to adapt this algorithm. The MOGA explored Pareto-optimal solutions in the reasonable solution space limited by the lower and upper bounds of the design variables. An operator for tournament selection having a size of two was employed for determination of parents for the succeeding generation. The crossover imitated mating in biological populations and paired two units as parents to generate a new unit as a child. The crossover function was set as intermediate, and this generated a new unit by using a weighted-average of the parents. Values of the parameters were set to execute the MOGA as follows: population size = 200, generations = 400, Pareto-front population fraction = 0.7, crossover fraction = 0.8, and function tolerance = \( 10^{-4} \).

5. Results and discussion

To secure grid dependency and accuracy in the prediction a grid-dependency test and turbulence model
Figure 4. Grid dependency test for frequency of flow oscillations at the feedback channel of the reference fluidic oscillator (Jeong & Kim, 2016).

The grid-dependency test was performed for the frequency of flow oscillation at the feedback channel of the reference oscillator \((w/dth = 0.37\) and \(ds/dth = 1.45\)), as shown in Figure 4. Four different numbers of grid nodes ranging from 300,000 to 3,400,000 were tested. The results indicated that the optimal number of grid nodes was approximately 2,600,000. In the present study, this grid system was employed to perform a validation of the unsteady RANS analysis for the frequency compared with the experimental results that were obtained by Yang et al. (2007) in a flow rate range from 10 to 65 L/min, as shown in Figure 5. Three different turbulence models, namely shear stress transport (SST), \(k-\varepsilon\), and baseline (BSL) (Menter, 1993) models, were used in this validation. As shown in Figure 5, the results with the \(k-\varepsilon\) model represent the best agreement with the experimental data compared to the other tested turbulence models.

Numerical optimization of the fluidic oscillator was conducted to minimize the two objective functions, \(F_{VR}\) and \(F_f\), using the two design variables, \(w/dth\) and \(ds/dth\), respectively. The values of the objective functions were evaluated using a 3D unsteady RANS analysis at the 10 design points selected by LHS. Table 2 lists the values of design variables and objective functions at these design points. Based on these objective function values, RSA and KRG models were constructed for the objective functions \((F_{VR}\) and \(F_f\)) and used as the input functions of the MOGA. Furthermore, \(R_{adj}^2\) was used to evaluate the accuracy of the RSA models. It is necessary that \(R_{adj}^2\) must be close to 1 to obtain a good fit. The \(R_{adj}^2\) values for the constructed RSA models of the \(F_{VR}\) and \(F_f\) corresponded to 0.9979 and 0.9747, respectively; this indicated that the RSA models were well-fitted (Sacket al., 1989). The constructed RSA models for \(F_{VR}\) and \(F_f\) correspond to the following second-order polynomial expressions:

\[
F_{VR} = -1.9398 - 1.5868(w/dth)_{nor} + 2.8914(ds/dth)_{nor}
- 0.0327(w/dth)_{nor}(ds/dth)_{nor}
+ 0.1204(w/dth)^2_{nor} - 1.6853(ds/dth)^2_{nor} \tag{5}
\]

\[
F_f = 0.3311 + 0.1438(w/dth)_{nor} - 0.3617(ds/dth)_{nor}
- 0.1770(w/dth)_{nor}(ds/dth)_{nor}
- 0.0052(w/dth)^2_{nor} + 0.2216(ds/dth)^2_{nor} \tag{6}
\]

Here, \((w/dth)_{nor}\) and \((ds/dth)_{nor}\) denote the normalized design variables in the range from 0 to 1, where 1 indicates maximum \(w/dth\) or \(ds/dth\).

The global Pareto-optimal solutions which were composed of 120 solutions, were obtained using MOGA based on the RSA and KRG models, as shown in Figure 6.
Table 2. Design variables and objective function values at all the LHS design points.

| Design point | w/d_{th} | d_{s}/d_{th} | F_{VR} | F_{f} |
|--------------|----------|--------------|--------|-------|
| 1            | 0.934    | 1.921        | -2.188 | 0.190 |
| 2            | 0.417    | 0.570        | -2.348 | 0.365 |
| 3            | 0.774    | 1.459        | -2.096 | 0.232 |
| 4            | 0.526    | 1.726        | -1.443 | 0.209 |
| 5            | 0.272    | 0.974        | -1.060 | 0.199 |
| 6            | 0.727    | 2.311        | -1.828 | 0.164 |
| 7            | 0.279    | 1.997        | -0.898 | 0.181 |
| 8            | 0.636    | 0.742        | -2.331 | 0.277 |
| 9            | 0.459    | 1.215        | -1.510 | 0.190 |
| 10           | 0.901    | 0.799        | -2.943 | 0.391 |

The two Pareto-optimal fronts (POFs) attained by the RSA and KRG models were similar in range and value, as shown in the figure. The POFs represent the trade-off between the two objective functions (F_{VR} and F_{f}). Therefore, a designer can select one of the Pareto-optimal designs based on their preference. As shown in Figure 7, four representative Pareto-optimal designs (PODs) were selected through K-means clustering for each POF. Specifically, POD A was located close to the left end of the POF where the velocity ratio is highest, and it was therefore regarded as a velocity ratio-oriented design. In contrast, POD D was located close to the right end of the POF, and thus it was considered as a pressure drop-oriented design. Table 3 shows the values of the objective functions and design variables for the reference design and the representative PODs of the RSA and KRG models. The variations of the objective functions (F_{VR} and F_{f}) were sensitive to the design variable, d_{s}/d_{th}. On the other hand, value of w/d_{th} was almost invariant at 0.932, which was close to the upper bound of the design variable range. The jet velocity ratio increased with decreasing d_{s}/d_{th}. However, the pressure drop deteriorated with decreases in d_{s}/d_{th}. Unsteady RANS analyses were performed at the representative PODs to evaluate the prediction accuracies of the two different surrogate models (RSA and KRG). The maximum relative errors of the RSA models for F_{VR} and F_{f} corresponded to 3.52% and 3.85%, respectively. On the other hand, the maximum relative errors of the KRG models for F_{VR} and F_{f} corresponded to 3.68% and 5.83%, respectively. Hence, the RSA models predicted objective functions with lower relative errors than the KRG models except for POD D. Thus, the RSA models show better prediction accuracy compared with the KRG models, and this led to better optimum objective functions. Therefore, the optimization results obtained by RSA models were employed as the final optimum designs in the study.

Figure 7. Representative Pareto-optimal designs.

Table 3. Design variables and objective function values at four cluster points and the reference design.

| Cluster | Design variables | Surrogate prediction | URANS calculation | Relative error [%] |
|---------|------------------|----------------------|------------------|-------------------|
| RSA-A   | 0.932 0.628       | -3.309 0.452         | -3.362 0.395      | 3.65              |
| RSA-B   | 0.931 0.904       | -2.916 0.374         | -2.986 0.362      | 3.49              |
| RSA-C   | 0.933 1.192       | -2.602 0.306         | -2.653 0.299      | 3.39              |
| RSA-D   | 0.933 1.608       | -2.234 0.204         | -2.315 0.198      | 3.34              |
| KRG-A   | 0.932 0.663       | -3.252 0.444         | -3.349 0.420      | 5.83              |
| KRG-B   | 0.932 0.901       | -2.917 0.378         | -2.929 0.360      | 5.03              |
| KRG-C   | 0.932 1.233       | -2.564 0.296         | -2.612 0.281      | 5.24              |
| KRG-D   | 0.932 1.679       | -2.301 0.221         | -2.255 0.209      | 5.32              |
| Reference | 0.370 1.450       | – –                 | -1.226 0.221      | – –              |

Figure 8 shows the frequency of flow oscillation from the feedback channels for the PODs–RSA (PODs hereafter). The feedback channel was an optimal location to measure the main frequency of the flow oscillation because of the simple flow pattern (Yang et al., 2007). The
frequency reached a minimum value at POD C with variations in $d_s/d_{th}$. This result implied that the time scale of the oscillation process depended on the distance between the splitters. A higher frequency indicated a smaller residence period of circulating flow in the chamber and a shorter oscillation period (Yang et al., 2007). In the airfoil application for separation control, the most effective oscillation frequency of the fluidic oscillator depended on various conditions including freestream conditions (Scott Collis, Joslin, Seifert, & Theofilis, 2004) and amplitude of oscillating jet (Hecklau et al., 2011; Nishri & Wygnanski, 2004).

Time-resolved mass flow rate and time-averaged mass flow rate through right-hand side feedback channels for the PODs are shown in Figure 9 and Table 4, respectively. As shown in Figure 9, PODs A and D have relatively high frequencies of flow oscillation compared with PODs B and C. The lowest frequency design (POD C) exhibited the highest time-averaged mass flow rate through the feedback channels. However, the highest frequency design (POD A) exhibited the lowest time-averaged mass flow rate through the feedback channel. The percentages of the time-averaged mass flow rate through the right-hand side feedback channel with respect to the total mass flow rate through the inlet nozzle for PODs A and C were 21.58% and 22.46%, respectively.

Figure 10 shows the local velocity ratio distributions and velocity vectors at $t = T/4$ and $3T/4$ on the central $x$-$y$ plane ($z = 0$) for POD A, POD D, and the reference design.
Figure 11. Vorticity ($\omega_z$) distributions at $t = T/4$ on the central x-y plane ($z = 0$) for POD A, POD D, and the reference design.

Figure 12. Local velocity ratio distributions and streamlines at $t = T/4$ on the cross-sectional plane $A$-$A'$. 
The local velocity ratio was defined as a ratio of local velocity to the reference velocity ($U_{ref}$). As shown in Figures 10(a) and (b), the velocity ratio-oriented design (that is, POD A) did not have a throat in the outlet nozzle ($d_t/d_h < 1.0$) and exhibited the largest region of high local velocity ratio downstream of the splitters. This contributed to the largest peak jet velocity at the outlet in POD A. Conversely, POD D exhibited lower local velocity ratios in the outlet nozzle compared with those in POD A. The reference design displayed the lowest velocity ratios in the same region. The reference design shows the largest region of low velocity in the chamber, and thus the deflection of the main stream also becomes the largest. On the contrary, due to the smallest region of low velocity in the chamber, the deflection of the main stream is minimized in POD A resulting in the largest peak jet velocity at the outlet.

The distributions of vorticity in the $z$-direction ($\omega_z$) at $t = T/4$ on the central $x$-$y$ plane ($z = 0$) for POD A, POD D, and the reference design, are shown in Figure 11. As widely known, a high overall vorticity leads to a large pressure drop (Liu, Wang, & Liu, 2006). In this respect, POD A which shows the largest pressure drop (i.e. the largest $F_f$) exhibited the largest overall level of absolute vorticity and also the largest variation of vorticity across the outlet nozzle downstream of the splitters.

Figure 12 shows the local velocity ratio distributions and streamlines at time $t = T/4$ on a cross-sectional

Figure 13. Local velocity ratio distributions at $t = T/4$ and $3T/4$ on outlet plane for POD A, POD D, and the reference design.
plane (plane A-A’) for the selected PODs. The working fluid flows upward (positive y-axis direction). It is observed that the local velocity distributions were qualitatively similar for the selected PODs. The geometry of the fluidic oscillator was symmetric about the central x-y plane. Nevertheless, the flow structures were asymmetric and the highest local velocities were observed around \( z = 0 \) at the outlet. Among the PODs, POD A included the largest region of high local velocity ratio between the splitters and the outlet, and this was consistent with the distribution on x-y plane as shown in Figure 10(a).

The local velocity distributions at \( t = T/4 \) and \( 3T/4 \) on the outlet plane for POD A, POD D, and the reference design, are represented in Figure 13. The maximum local velocities were commonly observed around the center of the plane (\( x = 0 \) and \( z = 0 \)) irrespective of the time. This indicated that there were no serious oscillations along the two central lines at \( x = 0 \) and \( z = 0 \). However, the distributions were asymmetric about these two central lines, and thus oscillation occurred at the other \( x \) and \( z \) lines. Additionally, the amplitude of oscillation increased as a line moved away from the center. As shown in Figures 13(a) and 13(b), the velocity ratio-oriented design (that is, POD A) exhibited the highest peak velocity and the highest local velocity variation among the tested three cases. This was consistent with the distributions shown in Figures 10 and 12.

6. Conclusion

In this study, the multi-objective optimization of a fluidic oscillator was performed using surrogate modeling and an MOGA algorithm with 3D unsteady RANS analysis. The results of analysis with three different turbulence models (\( k-\epsilon \), SST, and BSL) for the frequencies measured from the feedback channel were compared to those in the experimental data. The results indicated that the \( k-\epsilon \) model showed the best overall agreement with the experimental data, and it was used for further calculations in the study. With respect to the optimization, two design variables, namely the ratio of the inlet nozzle width (\( w/d_{th} \)) and the distance between splitters (\( d_s/d_{th} \)) to throat width, were selected among the various geometric parameters affecting the performance of the fluidic oscillator. The optimization aimed to simultaneously minimize the following two objective functions: the negative of the peak jet velocity ratio at the outlet (\( F_{VR} \)) and the friction factor through the fluidic oscillator (\( F_f \)). The values of the two objective functions were numerically evaluated by using a 3D unsteady RANS analysis at 10 design points selected by LHS to construct surrogate models for the objective functions. To ensure better prediction accuracy of the surrogate models, both the RSA and KRG models were tested. The findings revealed that the RSA model exhibited better prediction accuracies for the optimum objective functions with maximum relative errors of 3.85% compared to the unsteady RANS calculation using the KRG model. Analysis of the four representative PODs showed that the objective functions were sensitive to the design variable \( d_s/d_{th} \). With respect to moving along the POF in the direction to a higher velocity ratio (forward POD A), the PODs indicated smaller \( d_s/d_{th} \) values with nearly invariant \( w/d_{th} \) values. The jet velocity-oriented design (that is, POD A) did not have a throat in the outlet nozzle (\( d_s/d_{th} < 1.0 \)) and represented the largest region of high local velocity ratio from the splitters to the outlet surface. Meanwhile, the largest variation of vorticity occurred at the same region. These flow structures were related to the highest \( F_{VR} \) and the lowest \( F_f \). Consequently, a small \( d_s/d_{th} \) enhanced \( F_{VR} \), whereas a large \( d_s/d_{th} \) reduced \( F_f \). The jet velocity-oriented design increased \( F_{VR} \) and \( F_f \) by 11.18% and 16.82%, respectively, compared to those of the friction factor-oriented design (that is, POD D). The results of the present investigation would provide useful information for the design of a fluidic oscillator required to control a specific external flow. In future works, interaction between the jet issuing from a fluidic oscillator and external flow over an airfoil, is required to be analyzed and optimized to improve the control of the external flow.

Nomenclature

- \( b \): Feedback channel width (mm)
- \( BSL \): Baseline turbulence model
- \( D_{th} \): Hydraulic diameter of the throat (mm)
- \( DOE \): Design-of-experiment
- \( d_s \): Distance between splitters (mm)
- \( d_{th} \): Throat width (mm)
- \( F_f \): Objective function related to the pressure drop
- \( F_{VR} \): Objective function related to peak jet velocity at the outlet
- \( H \): Fluidic oscillator depth (mm)
- \( KRG \): Kriging
- \( LHS \): Latin hypercube sampling
- \( m \): Mass flow rate (kg/s)
- \( MOGA \): Multi-objective genetic algorithm
- \( POD \): Pareto-optimal design
- \( POF \): Pareto-optimal front
- \( R^2_{adj} \): adjusted coefficient of multiple determination in the polynomial regression
- \( RMS \): Root-mean square
- \( RSA \): Response surface approximation
- \( S \): Distance from the inlet to outlet plane (mm)
- \( SST \): Shear stress transport
- \( t \): Time
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