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Abstract

We investigate the problem of network utility maximization in multiple gateways wireless mesh networks by considering Signal to Interference plus Noise Ratio (SINR) as the interference model. The aim is a cross layer design that considers joint rate control, traffic splitting, routing, scheduling, link rate allocation and power control to formulate the network utility maximization problem. As this problem is computationally complex, we propose the Joint dynamic Gateway selection, link Rate allocation and Power control (JGRP) algorithm based on the differential backlog as a sub-optimal solution. This algorithm first constructs the initial network topology, and then in each time slot, determines the generation rate and destination gateway of each traffic flow, simultaneously. The other main task of this algorithm is joint routing, scheduling, links rate allocation and node power allocation in each time slot. Moreover, for improving the fairness, we propose some new parameters instead of the differential backlog in JGRP algorithm. Simulation results show that using the proposed parameters in JGRP algorithm improves fairness from throughput and delay point of views.
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I. INTRODUCTION

We study the network utility maximization problem by jointly considering rate control, traffic splitting among gateways, routing, scheduling, link rate allocation and power control in multiple gateways wireless mesh networks. Over the past two decades, the mesh structure has been considered as an appropriate solution to increase the coverage area and capacity of wireless networks [1]. Important features of the wireless mesh networks include low cost deployment, distributed communication and robustness. However, the performance of these networks could be degraded, which is mainly due to poor design of network protocols [2], [3].

In recent years, various approaches have been provided to improve the performance of wireless mesh networks, among them is cross layer design which could be performed with various aims, such as improvement of throughput, delay and other network parameters. Another approach is using multiple gateways in these networks. In the following, we briefly review some related works according to these approaches.

First, some researches on cross layer design in wireless mesh networks. In [4], the authors investigated joint routing, channel assignment, power control and rate adaptation to improve the throughput, load balancing and fault-tolerant in multi-radio multi-channel wireless mesh networks. As this problem is NP-hard, they proposed a heuristic algorithm with two levels. In the first level, a K-connectivity network topology is created using channel assignment and routing. In the second level, power control, rate adaption and scheduling are jointly considered for maximizing the throughput while K-connectivity network topology is preserved. In order to maximize the capacity of multi-radio multi-channel wireless mesh networks, the authors in [5], considered the link rate allocation, routing and channel assignment. In [6] the scheduling and routing design are performed jointly with the aim of minimizing the superframe length to support any random demand in multi-Tx/Rx wireless mesh networks. The authors of [7] considered joint scheduling and routing in multi-Tx/Rx wireless mesh networks for minimizing the end-to-end delays and superframe length. In [8], joint optimization of channel assignment, power control and routing is investigated under the Signal to Interference plus Noise Ratio (SINR) model with the aim of
increasing the network capacity. As this joint optimization problem is NP-hard, the Genetic and particle swarm optimization algorithms are employed in [8] for optimizing channel assignment and power control, and then according to the optimal values obtained by these two algorithms, optimal routing is achieved by solving an LP problem. In [9] the authors designed a joint routing and power control mechanism for reducing the power consumption in large wireless mesh networks. The authors of [10] considered joint routing and channel assignment to do multiple multicast routing and showed that this design increases the network throughput. In [11], joint routing and power control are considered to make trade-off between delay and energy consumption in wireless mesh networks. In [12], the authors considered joint scheduling and channel assignment to increase the throughput and load balancing of multi-radio multi-channel wireless mesh networks. The authors in [13], [14] have proposed joint rate control and scheduling for increasing the network utility. In [15], for improving the quality of service parameters such as reliability and end-to-end delay, the authors proposed a joint scheduling and routing algorithm. In [16], the authors considered joint rate control, routing, channel assignment and scheduling to maximize the network utility of the multi-radio multi-channel wireless mesh networks with directional antennas. As the considered problem in [16] is mixed integer nonlinear problem (MINLP), the authors used generalized Benders decomposition approach to solve it. In [17], the authors investigated joint power allocation and channel assignment for maximizing the aggregate throughput of cognitive wireless mesh networks. In [18], resource allocation scheduling and routing are jointly determined to maximize the network utility of wireless mesh networks in cloud computing. In [19], the authors considered joint topology control and partially overlapping channel assignment to improve the capacity of multi-radio multi-channel wireless mesh networks.

As mentioned before, a solution to improve the performance of wireless mesh networks is considering multiple gateways for these networks. In [20], a heuristic routing algorithm is proposed to increase the network throughput. This algorithm determines the transmission rate and destination gateway of each flow. In [21] the authors considered multi-rate multicast routing in multiple gateways multi-radio multi-channel wireless mesh networks for maximizing the throughput. Then, the authors split this NP-hard problem into three phases: gateway selection, channel assignment and rate allocation. In [22], considering multiple gateways, the authors proposed a multicast routing algorithm which constructs a multicast tree by maximizing the multicast-tree transmission ratio, and they showed that this algorithm improves the average delay and delivery ratio. In [23] the authors considered the problem of multicast routing with multiple gateways and partially overlapped channels, and they showed that such techniques in this problem lead to reduce the links interference.

The authors of [24] employed both cross layer design and multiple gateways approaches to improve the performance of wireless mesh networks. The authors considered joint rate control, traffic splitting, routing and scheduling under one-hop interference model to maximize the network utility of multiple gateways wireless mesh networks and they showed that using both cross layer design and multiple gateways approaches considerably improves the throughput and fairness.

In this paper, we consider joint rate control, traffic splitting, scheduling, routing, link rate allocation and power control under SINR as the interference model in a multiple gateways wireless mesh network. Actually, by considering the SINR model, we investigate a more realistic scenario compared to [24], which has considered the one hop interference model. In addition, besides rate control, traffic splitting, routing and scheduling that has been considered in [24], we consider also link rate allocation and power control in our cross layer design, as these tools have important roles in SINR model. Similar to [24], our aim is maximizing the network utility which is a widely-used performance metric and could measure both the aggregated throughput and fairness in the network. In this paper, we propose Joint dynamic Gateway selection, link Rate allocation and Power control (JGRP) algorithm based on the differential backlog as a sub-optimal solution for solving the network utility maximization problem. This algorithm has three parts; in the first part, the network topology is formed by pruning the full mesh network to reduce the complexity of other parts. In the second part, the mechanisms of rate control and traffic splitting are jointly obtained and in the third part, joint scheduling, routing, rate allocation to links and power allocation to nodes are obtained by employing a sub-optimal search method which we present. Moreover, we propose
some new parameters instead of the differential backlog to improve the fairness of our JGRP algorithm.

The rest of the paper is organized as follows: In Section II we describe the network model. In Section III the network utility maximization problem is formulated. Section IV describes the proposed JGRP algorithm as a sub-optimal solution to solve the network utility maximization problem. In Section V we attempt to improve the fairness by defining some new parameters. We provide some simulation results in Section VI, and finally Section VII concludes the paper.

II. NETWORK MODEL

We consider a wireless mesh network, where we have \( N \) mesh nodes and \( L \) links. We model the network with directed graph \( G = (\Gamma, E) \), where \( \Gamma \) is the set of mesh nodes and \( E \) is the set of links. We assume that there are multiple gateways in this networks and \( GW \subset \Gamma \) represents the set of mesh gateways.

A. Interference Model

In order to model the interference, we consider SINR model, where two directed links \((p, q), (i, j)\) could be activated with \( r_{ij} \) and \( r_{pq} \) rates, simultaneously if and only if these links satisfy the following conditions:

\[
\frac{G_{ij}P_{ij}}{N_0 + G_{pq}P_{pq}} \geq \beta(r_{ij}) \quad (i, j), (p, q) \in E
\]

\[
\frac{G_{pq}P_{pq}}{N_0 + G_{ij}P_{ij}} \geq \beta(r_{pq}) \quad (i, j), (p, q) \in E
\]

where \( P_{ij} \) is the transmission power from node \( i \) to node \( j \), \( \beta(r_{ij}) \) is the SINR threshold for acceptable bit error probability, and \( N_0 \) is the background noise power. Moreover, \( G_{ij} \) denotes the channel gain between nodes \( i \) and \( j \) and equals \( G_{ij} = \left( \frac{d_{ij}}{d_0} \right)^{-\alpha} \), where \( d_{ij} \) is the distance between nodes \( i \) and \( j \), \( d_0 \) is the reference distance and \( \alpha \) denotes the path loss exponent.

B. Scheduling, Link Rate Allocation and Power Control

Considering the interference model, scheduling specifies which of the links could be activated, simultaneously if and only if the links satisfy the following conditions:

\[
\frac{G_{ij}P_{ij}}{N_0 + \sum_{(p,q) \in s_m \atop (p,q) \neq (i,j)} G_{pq}P_{pq}} \geq \beta(r_{ij}^m) \quad \forall (i, j) \in s_m
\]

where the links may have different transmission rates and powers in nonidentical feasible schedules. Assuming that \( Y_{ij}^m = 1 \), \( r_{ij}^m \) is the allocated rate to link \((i, j)\) and \( P_{ij}^m \) is the transmit power from node \( i \) to node \( j \) where the transmission rate is equal to \( r_{ij}^m \).

C. Traffic and Queueing Model

**Traffic Model:** We assume that the number of traffic flows in our network is \( K \), where \( F = \{1, 2, ..., K\} \) represents the set of all traffic flows in the network. We show the acceptable amount of traffic for flow \( f \) at time slot \( t \) by \( r_{sf}^{(f)}(t) \), where \( s(f) \) is the source node of flow \( f \) and considering \( \sum_{f:s(f)=i} r_{sf}^{(f)}(t) \leq R_i^{\max} \forall i \in \Gamma \) as a constraint that shows the limitation of each node \( i \) in generating traffic. We assume that
each of the gateways could be chosen as the destination of the packets of each flow \( f \), where \( y_d^{(f)} \) shows the fraction of the traffic of flow \( f \) forwarded to gateway \( d \).

**Queening Model:** We assume that there are multiple queues in each node, where each queue is corresponding to a gateway. The packets corresponding to a gateway lie in the same queue, even if they belong to different flows. We represent the length of the queue in node \( i \) corresponding to gateway \( d \) at the beginning of time slot \( t \) by \( Q_d^{(d)}(t) \), where the queue of gateway \( d \) corresponding to this gateway is assumed empty, i.e., \( Q_d^{(d)}(t) = 0 \). In addition, we denote the number of packets belong to destination \( d \), which is transmitted over link \((i, j)\) at time slot \( t \) by \( \mu_{ij}^{(d)}(t) \) and the long term average of this parameter by \( \mu_{ij}^{(d)} \). Moreover, we represent all traffic on link \((i, j)\) by \( \mu_{ij} \). By these definitions, it is clear that the queue evolution is as follows [25]:

\[
Q_i^{(d)}(t + 1) \leq \max \left[ Q_i^{(d)}(t) - \sum_{b \in \Gamma} \mu_{ib}^{(d)}(t), 0 \right] + \sum_{f : s(f) = i} y_d^{(f)} r_i^{(f)}(t) + \sum_{a \in \Gamma} \mu_{ai}^{(d)}(t),
\]

where \( \sum_{b \in \Gamma} \mu_{ib}^{(d)}(t) \) is the output traffic from node \( i \), \( \sum_{a \in \Gamma} \mu_{ai}^{(d)}(t) \) is the input traffic to node \( i \) from upstream nodes and \( \sum_{f : s(f) = i} y_d^{(f)} r_i^{(f)}(t) \) is the generated traffic in node \( i \).

### III. Problem Formulation

Now, we formulate the network utility maximization problem under the constraints corresponding to scheduling, rate control, link rate allocation and power control. We define \( \mathbf{r} = [r_1^{(1)}, r_2^{(2)}, \ldots, r_K^{(K)}]^T \) as the long-term average traffic vector. The aim is to maximize the sum of long-term average traffics of all network flows. Moreover, as we would like to have fairness among the flows, \( \text{log}(.) \) function is considered as the utility function of the problem, which is also considered in [13], [14], [24],

\[
\max_{\mathbf{r}} \quad \sum_{f=1}^{K} \log \left( \frac{r_f^{(f)}}{s_f^{(f)}} \right) \tag{4a}
\]

subject to

\[
\sum_{f : s(f) = i} y_d^{(f)} r_i^{(f)}(s_f^{(f)}) + \sum_{a \in \Gamma} \mu_{ai}^{(d)} = \sum_{b \in \Gamma} \mu_{ib}^{(d)}, \forall i, d \in GW, i \neq d, \tag{4b}
\]

\[
\sum_{d \in GW} y_d^{(f)} = 1, \tag{4c}
\]

\[
\mu_{ij} = \sum_{d \in GW} \mu_{ij}^{(d)}, \forall (i, j) \in E, \tag{4d}
\]

\[
\sum_{m=1}^{\vert \Phi \vert} \pi_m = 1, \tag{4e}
\]

\[
\mu_{ij} = \sum_{(i, j) \in s_m} \frac{r_{ij}^m \times \pi_m \times l_i}{l_p}; \forall (i, j) \in E, \tag{4f}
\]

\[
\frac{G_{ij}^{p_{ij}^m}}{N_0 + \sum_{(p, q) \in s_m} G_{pq}^{p_{pq}^m}} \geq \beta r_{ij}^m \quad \forall (i, j) \in s_m, \tag{4g}
\]

\[
y_{ij}^m \in \{0, 1\}, \tag{4h}
\]
\[ Y_{ij}^m + Y_{ji}^m \leq 1, Y_{ip}^m + Y_{pq}^m \leq 1, Y_{ip}^m + Y_{iq}^m \leq 1, Y_{ij}^m + Y_{pj}^m \leq 1, \quad (4i) \]
\[ 0 < P_{ij}^m \leq P_{\text{max}} \quad (4j) \]

The constraint (4b) states that the total input traffic rate to the queue of gateway \( d \) in node \( i \) must be equal to the output traffic rate from this queue. The constraint (4c) ensures that the total traffic of flow \( f \) is forwarded to the gateways. The constraint (4d) indicates that the sum rate transmitted over link \((i, j)\) by different destinations must be equal to all traffic rate on the link \((i, j)\). The constraint (4e) means that sum of the fractions of the time slot corresponding to various feasible schedules must be equal to one. The constraint (4f) ensures that the allocated rate and the activation time of the link \((i, j)\) are enough for carrying the desired amount of traffic, where \( l_t \) and \( l_p \) represent the duration of each time slot and packet length, respectively. The constraint (4i) shows that each of the nodes in each scheduling could not be connected to more than one of the other nodes. The constraint (4j) limits the transmission power of the nodes.

IV. SUB-OPTIMAL SOLUTION

We must note that problem (4) is NP-hard (see e.g. [26]), then in this section, we propose a sub-optimal solution to solve the network utility maximization problem (4). Accordingly, we offer JGRP algorithm which has three parts:

- In the first part, we prune the full mesh network and form an initial network topology to reduce the computational complexity of the third part of the algorithm.
- In the second part, we jointly obtain the mechanism of the traffic splitting and rate control.
- In the third part, we determine the routing, scheduling, rate allocation to the links and power allocation to the nodes, Simultaneously.

We must note that the first part of the algorithm runs at the beginning (before network operation); but other parts run repeatedly at the beginning of each time slot.

A. Construction of Initial Network Topology

Assume that the number of links that could be connected to each node is an integer number between \( \left\lfloor \frac{N}{3} \right\rfloor \) and \( 2 \left\lfloor \frac{N}{3} \right\rfloor \), where \( N \) is the number of the nodes. Considering the channels between the nodes, we propose Algorithm 1 to form the initial network topology.

**Algorithm 1 Constructing the initial network topology.**

**Require:** The set of the mesh nodes \( \Gamma \), The channel gains between nodes \( i, j \in \Gamma \) \( G_{ij} \).

1: For each node \( i \), arrange the other nodes decreasingly, according to the channel gains between each of the nodes and node \( i \).
2: Considering the priorities of all the nodes based on ordering in step 1, establish a link between the nodes which are in the first \( \left\lfloor \frac{N}{3} \right\rfloor \) priority of each other.
3: \textbf{for} \( k = \left\lfloor \frac{N}{3} \right\rfloor \) to \( k = 2 \left\lfloor \frac{N}{3} \right\rfloor - 1 \) \textbf{do}
4: \hspace{1em} \textbf{for} \( j = 1 \) to \( j = \left\lfloor \frac{N}{3} \right\rfloor \) \textbf{do}
5: \hspace{2em} For each node \( i \) which is not connected to its \( j^{th} \) priority node, if the number of the links of the \( j^{th} \) priority node of node \( i \) is equal to \( k \), establish a link between this node and its \( j^{th} \) priority node.
6: \hspace{1em} \textbf{end for}
7: \textbf{end for}
B. Rate Control and Traffic Splitting

Similar to [24], at the beginning of each time slot $t$, the rate controller at the source node $s(f)$ of each flow $f \in F$ selects the gateway with the shortest queue length and enters the traffic to the queue as follows:

$$r^{s(f)}(t) = \frac{V}{Q^{(d^*)}_{s(f)}(t)}$$  \hspace{1cm} (5)

where $V$ is a constant parameter which controls the trade-off between the network utility and the queue length, $d^*$ is the gateway which has the shortest queue in $s(f)$ and $Q^{(d^*)}_{s(f)}(t)$ is the queue length of $d^*$ in $s(f)$.

C. Routing, Scheduling, Link Rate Allocation and Power Control

For each link $(i, j)$, the differential backlog is defined as,

$$W_{ij} = \max_{d \in GW} [Q^{(d)}_i(t) - Q^{(d)}_j(t)]$$  \hspace{1cm} (6)

This parameter specifies the gateways whose traffic is carried over link $(i, j)$. In addition, the differential backlog is related to the amount of congestion at nodes $i$ and $j$.

We must note the existed congestion in the nodes and maximization of the network links throughput during the specification of routing, scheduling and the rate allocation to the links and the power allocation to the nodes. In this end, we involve $W_{ij}$, $\pi_m$ and $r_m$ in the objective function of the problem to consider the amount of congestion of the nodes and the throughput of the links. So, we formulate the problem as follows:

$$\max_{r_m, \pi_m, Y_m} \sum_{m:s_m \in \Phi (i,j) \in E} \sum_{l} \left( \frac{r_m \times \pi_m \times l_t}{l_p} + W_{ij} \right) Y_{ij}$$

s.t

| $|\Phi|$
|---|
| $\sum_m \pi_m = 1$

$$\frac{G_{ij}P_{ij}^m}{N_0 + \sum_{l(m,n) \in s_m} G_{pq}P_{pq}^m} \geq \beta(r_m) \forall (i,j) \in s_m$$  \hspace{1cm} (7)

$$Y_{ij} \in \{0,1\}$$

$$r_{ij}^m + Y_{ij}^m \leq 1, Y_{ip}^m + Y_{pq}^m \leq 1, Y_{ip}^m + Y_{iq}^m \leq 1, Y_{ij}^m + Y_{pj}^m \leq 1$$

$$0 < P_{ij}^m \leq P_{\text{max}}$$

In order to solve the problem (7), we first assume that the variable $\pi_m$ be constant and reformulate the problem as follows:

$$\max_{r_m, p_{ij}^m, Y_m} \sum_{m:s_m \in \Phi (i,j) \in E} \sum_{l} \left( \frac{r_m \times \pi_m \times l_t}{l_p} + W_{ij} \right) Y_{ij}$$

s.t

$$\frac{G_{ij}P_{ij}^m}{N_0 + \sum_{l(m,n) \in s_m} G_{pq}P_{pq}^m} \geq \beta(r_m) \forall (i,j) \in s_m$$  \hspace{1cm} (8)

$$Y_{ij} \in \{0,1\}$$

$$r_{ij}^m + Y_{ij}^m \leq 1, Y_{ip}^m + Y_{pq}^m \leq 1, Y_{ip}^m + Y_{iq}^m \leq 1, Y_{ij}^m + Y_{pj}^m \leq 1$$

$$0 < P_{ij}^m \leq P_{\text{max}}$$
In problem (8) the variables $r_{ij}^m$ and $\beta(r_{ij}^m)$ should be selected from the discrete set of allowable rates and the variable $Y_{ij}^m$ is binary. Accordingly, we need a full search to obtain the optimal solution, which is not practical. Hence, we propose a sub-optimal search (Algorithm 2) to solve the problem. As a prerequisite, we rewrite the SINR constraints corresponding to a typical set of links which have not any common nodes denoted by $S \subset E$. In other words, for all values of $(i_k, j_k) \in S$ and $(i_m, j_m) \in S$, we have $i_m \neq i_n, i_m \neq j_n, j_m \neq i_m, j_m \neq j_n$. The SINR constraint for link $(i_k, j_k)$ would be,

$$\frac{G_{i_k j_k} p_{i_k j_k}^m}{N_0 + \sum_{(i_m j_n)\in S_{n \neq k}} G_{i_m j_n} p_{i_m j_n}^m} \geq \beta(r_{i_k j_k}^m)$$

(9)

By replacing the inequality to equality in the above constraint, we have:

$$\frac{1}{\beta(r_{i_k j_k}^m)} (G_{i_k j_k} p_{i_k j_k}^m) - \sum_{(i_m j_n)\in S_{n \neq k}} G_{i_m j_n} p_{i_m j_n}^m = N_0$$

(10)

Now, by writing (10) for all links, we have:

$$\begin{bmatrix}
p_{i_1, j_1}^m \\
p_{i_2, j_2}^m \\
\vdots \\
p_{i_n, j_n}^m \\
\vdots \\
p_{i_M, j_M}^m
\end{bmatrix} = A^{-1} 1N_0$$

(11)

Where matrix $A$ is:

$$A = \begin{bmatrix}
\frac{1}{\beta(r_{i_1 j_1}^m)} G_{i_1 j_1} & \ldots & -G_{i_n j_1} & \ldots & -G_{i_M j_1} \\
-G_{i_1 j_2} & \ldots & -G_{i_n j_2} & \ldots & -G_{i_M j_2} \\
\vdots & & \ddots & & \vdots \\
-G_{i_1 j_n} & \ldots & \frac{1}{\beta(r_{i_M j_n}^m)} G_{i_n j_n} & \ldots & -G_{i_M j_n} \\
\vdots & & & \ddots & \vdots \\
-G_{i_1 j_M} & \ldots & -G_{i_n j_M} & \ldots & \frac{1}{\beta(r_{i_M j_M}^m)} G_{i_M j_M}
\end{bmatrix}$$

(12)

Then, in Algorithm 2 after solving problem (8), in finally step of this algorithm, we obtain $\pi_1, \ldots, \pi_M$ by solving the following problem:

$$\max_{\pi_m} \sum_{m, \pi_m \in \Phi} \sum_{(i, j) \in E} \frac{r_{ij}^m \times \pi_m \times l_t}{l_p} Y_{ij}^m$$

s.t $\sum_{m=1}^{\Phi} \pi_m = 1$

(13)

V. IMPROVEMENT OF THE FAIRNESS

In Algorithm 2 for link rate allocation and finding the active feasible scheduling in each time slot, we only considered the congestion of the nodes and the total rate of the activated links in each scheduling. Moreover, we allocated more rate to the links with larger $W_{ij}$. This approach does not lead to an acceptable fairness among the flows from the average delay and throughput point of views. In this section, in order
Algorithm 2 Obtaining joint scheduling, routing, power control and link rate allocation.

Require: The graph of the network the channels between the nodes $i$ and $j$ $\forall i,j$. The set of rates in the Standard 802.11a: $R = \{R_1, R_2, \ldots, R_8|R_1 > R_2 \cdots > R_8\}$, the set of SINRs corresponding to the rates in the set $R$: $\beta = \{\beta(R_1), \ldots, \beta(R_8)\}$, the length of queue corresponding to gateway $d$ in node $i$: $Q_d^i(t)$.

Ensure: The activated schedules, the rates of the links and the power of the nodes, in each time slot.

1: For each link $(i, j) \in E$, compute the differential backlog as: 

$$W_{ij} = \max_{d \in GW} \left[ Q_d^i(t) - Q_d^j(t) \right].$$

2: Sort $W_{ij}$s decreasingly and lie them in the first row of $W_{sort} \in \mathbb{R}^{3 \times L}$, and set the second and third row of the column of $W_{sort}$ corresponding to $W_{ij}$, as $[i,j]^T$.

3: Select the first $M$ column of $W_{sort}$ and sort the second and third row of them as ordered pair and lie them in the sets $\text{sch}_1 \ldots \text{sch}_M$, respectively. Moreover, allocate the rate $R_1$ to these links and lie them in the families $R_{s1} \ldots R_{sM}$, respectively.

4: for $n = 1$ to $n = |R|$ do

5: for $q = L - M$ to $q = L$ do

6: if $[W_{sort}]_{1q} >= 0$ and $[W_1]_q = 0$ then

7: for $m = 1$ to $m = M$ do

8: if If the link corresponding to $[W_{sort}]_{1q}$ do not have common node with any links of the set $\text{sch}_m$ then

9: set $\text{temp} = (i, j) \cup \text{sch}_m$

10: Set the rate of the link corresponding to $[W_{sort}]_{1q}$, as $R_n$, set SINR of this link as $\beta(R_n)$ and set $\text{temp}_r = \{R_n\} \cup R_{sm}$.

11: Considering the saved rates in $\text{temp}_r$, formulate problem (11) for $\text{temp}$ and compute the powers; If the power of all nodes in $\text{temp}$ were positive and smaller than $P_{max}$, set $r_{ij}^m = R_n$, $R_{sm} = \text{temp}_r$, $\text{sch}_m = \text{temp}$ and $[W_1]_q = 1$.

12: end if

13: end for

14: end if

15: end for

16: end for

17: for $m = 1$ to $m = M$ do

18: In order to form $s_m$, if any link $(i, j)$ is in $\text{sch}_m$, set $Y_{ij}^m = 1$, else set it as zero.

19: end for

20: Set $\Phi = [s_1, s_2, \ldots, s_M]^T$.

21: Find $\pi_1, \ldots, \pi_M$ by solving the following problem:

$$\max_{\pi_1, \ldots, \pi_M} \sum_{m,s_m \in \Phi} \sum_{(i,j) \in E} \frac{r_{ij}^m \times \pi_m \times I_t}{I_p} Y_{ij}^m$$

s.t $\sum_{m=1}^{\Phi} = 1$
to improve the fairness among the traffic flows, we define some new parameters to be used in Algorithm 2 instead of \( W_{ij} \). These parameters are explained in the following,

1) Let \( R_{ij}(t) \) be sum of the allocated rates to link \((i, j)\) until the beginning of time slot \( t \) and define \( W_{ij}^{(r)} \) as:

\[
W_{ij}^{(r)} = \frac{W_{ij}}{R_{ij}^{(T)}(t)}.
\] (14)

By using \( W_{ij}^{(r)} \), the proposed algorithm allocates higher rates to the links to which we allocated less rate before the beginning of time slot \( t \).

2) Let \( D_{i}^{(p)}(t) \) be the delay of the first packet lied in the queue of the gateway corresponding to \( W_{ij} \) in time slot \( t \). In each time slot \( t \), we define \( W_{ij}^{(D)} \) as,

\[
W_{ij}^{(D)} = D_{i}^{(p)}(t)W_{ij}
\] (15)

By using \( W_{ij}^{(D)} \), we increase the probability of sending the packets which have experienced more delay.

3) In order to have trade-off between the packets delay and the allocated rate to links, we define \( W_{ij}^{(r,D)} \) as,

\[
W_{ij}^{(r,D)} = \frac{D_{i}^{(p)}(t)}{R_{ij}^{(T)}(t)}W_{ij}.
\] (16)

4) Assume \( d \in GW \) be the gateway corresponding to \( W_{ij} \) and \( R_{ij}^{(T,d)}(t) \) be the sum of allocated rates to link \((i, j)\) for transmitting the traffic of gateway \( d \) until the beginning of time slot \( t \). We define \( W_{ij}^{(r,d)} \) as,

\[
W_{ij}^{(r,d)} = \frac{W_{ij}}{R_{ij}^{(T,d)}(t)}.
\] (17)

5) In order to jointly consider all of the previously defined parameters related to delay, allocated rate to the links and allocated rate to transmit the traffic of the gateways, we define \( W_{ij}^{(r,d,D)} \) as,

\[
W_{ij}^{(r,d,D)} = \frac{D_{i}^{(p)}(t)}{R_{ij}^{(T,d)}(t)}W_{ij}.
\] (18)

VI. SIMULATION RESULTS

In order to evaluate and compare the proposed algorithms some simulation results are provided. the algorithms are implemented using MATLAB. In all simulations, we assume eight flows and two gateways. We set the simulation parameters as shown in Tables I and II.

A. Investigation of the performance of JGRP algorithm

In the simulated network, 10 nodes are distributed in \(350m \times 350m\) square area uniformly. By running Algorithm 1 the topology is constructed as shown in Fig. 1. We select two nodes 1 and 10 (which have the maximum distance from each other) as the mesh gateways, and we assume that nodes 2 to node 9 are the sources of traffic flows numbered 1 to 8, respectively. We run JGRP algorithm based on the six parameters \( W_{ij} \), \( W_{ij}^{(r)} \), \( W_{ij}^{(D)} \), \( W_{ij}^{(r,D)} \), \( W_{ij}^{(r,d)} \) and \( W_{ij}^{(r,d,D)} \) on the constructed topology (Fig. 1) over \(10^4\) time slots and compare their simulation results in Figs. 2, 3 and 4 and Tables III, IV and V.

In Fig. 2, we observe that by using the JGRP algorithm based on \( W_{ij} \), the throughput of different flows are different and therefore there is no fairness among flows. Moreover, we observe that this algorithm based
TABLE I
SIMULATION PARAMETERS

| Parameter | Value |
|-----------|-------|
| $N_0$ power of background noise \cite{27} | $-90$ dBm |
| $\alpha$ path loss exponent \cite{28} | 3 |
| $d_0$ reference distance | 10 m |
| duration of time slot \cite{29} | 625 $\mu$s |
| packet length \cite{29} | 1470 bytes |
| $v$ \cite{24} | 30 |
| $R_{\text{max}}^{(r)}$ \cite{24} | 10 |
| $P_{\text{max}}$ | 20 dBm |

TABLE II
SINR THRESHOLDS REQUIRED FOR SUPPORTED RATES IN IEEE802.11A STD \cite{30}.

| Rate(Mbps) | SINR Threshold(dB) |
|------------|---------------------|
| 54         | 24.56               |
| 48         | 24.05               |
| 36         | 18.8                |
| 24         | 17.04               |
| 18         | 10.79               |
| 12         | 9.03                |
| 9          | 7.78                |
| 6          | 6.02                |

on $W_{ij}^{(r)}$, $W_{ij}^{(D)}$ and $W_{ij}^{(rd)}$ improves the throughput of flows, that have low throughput using the algorithm based on $W_{ij}$. Furthermore, we observe that using the JGRP algorithm based on $W_{ij}^{(r,D)}$ and $W_{ij}^{(rd,D)}$, the throughput of various flows are close to each other. This is because of the reduction in throughput of the flows which achieve more throughput using parameters $W_{ij}^{(r)}$, $W_{ij}^{(D)}$ and $W_{ij}^{(rd)}$.

In Fig. 3, we observe that by using JGRP algorithm based on $W_{ij}$, the number of packets corresponding to various flows received by the gateways are very different. Moreover, it can be observed that using JGRP algorithm based on $W_{ij}^{(r)}$, $W_{ij}^{(D)}$, $W_{ij}^{(r,D)}$, $W_{ij}^{(rd)}$ and $W_{ij}^{(rd,D)}$ increases the number of packets received by the gateways from flows 4 and 5 whose source nodes are not connected directly to the gateways. Furthermore, we observe that using parameters $W_{ij}^{(r,D)}$ and $W_{ij}^{(rd,D)}$ reduces the number of received packets at the gateways compared to using parameters $W_{ij}^{(r)}$, $W_{ij}^{(D)}$ and $W_{ij}^{(rd)}$.

Fig. 1. The initial network topology constructed by Algorithm 1 in which nodes 1 and 10 are mesh gateways, and nodes 2 to 9 are the source nodes of the flows
In Fig. 2, we observe that using $W_{ij}^{(r)}$ improves the delay of all traffic flows which have high delay using $W_{ij}$ parameter. But, using the parameters $W_{ij}^{(D)}$ and $W_{ij}^{rd}$ improves the delay of only some of those flows. Moreover, we observe that using parameters $W_{ij}^{(r,D)}$ and $W_{ij}^{rd,D}$ increases the average delay of packets for all the flows.

So far we investigated fairness using intuitive metrics. Now, we use the Jain’s fairness index to indicate the amount of fairness more accurately. If $x_1, \ldots, x_n$ be the samples of random variable $X$ and $x_i > 0, i = 1, \ldots, n$, then the Jain’s fairness index is defined as [31]:

$$JFI = \frac{\left(\sum_{i=1}^{n} x_i\right)^2}{n \sum_{i=1}^{n} x_i^2}, \quad (19)$$

where $0 < JFI \leq 1$ and $JFI = 1$ indicate the complete fairness. Replacing $x_i$s in equation (19) with the desired parameters, the amount of the fairness corresponding to each of these parameters could be obtained. Here, we would like to investigate the fairness from throughput and delay points of view; then we substitute the parameters such as the throughput of each flow, the average delay of each flow and the ratio of the throughput and the average delay of each flow in (19). Then, we obtain the amount of
the fairness among traffic flows by running JGRP algorithm on the network depicted in Fig 1 based on parameters $W_{ij}$, $W_{ij}^{(r)}$, $W_{ij}^{(D)}$, $W_{ij}^{(r,D)}$, $W_{ij}^{(r,d)}$ and $W_{ij}^{(r,d,D)}$ as shown in Table III. From this table, we observe that Jain’s fairness index corresponding to throughput for $W_{ij}^{(r,D)}$ and $W_{ij}^{(r,d,D)}$ is equal to one, which means that employing these parameters, complete fairness will be provided among flows. Comparing JFI corresponding to the average delay of flow packets, we observe that all parameters $W_{ij}^{(r)}$, $W_{ij}^{(D)}$, $W_{ij}^{(r,D)}$, $W_{ij}^{(r,d)}$ and $W_{ij}^{(r,d,D)}$ could improve the fairness from delay point of view, where $W_{ij}^{(r,D)}$ and $W_{ij}^{(r,d,D)}$ obtain the most amount of fairness. By considering the ratio of the throughput and the average delay of each flow as the parameter of Jain’s fairness index, we can compare the fairness from both of the throughput and delay point of views as shown in the third row of Table III. We observe that parameters $W_{ij}^{(r,D)}$ and $W_{ij}^{(r,d,D)}$ could provide the most amount of fairness.

Using parameters $W_{ij}^{(r,D)}$ and $W_{ij}^{(r,d,D)}$ although improve the fairness in comparison with using $W_{ij}$ parameter, increase the average delay and reduce the aggregate throughput and the number of packets received by the gateways. Therefore, in order to justify the performance of this algorithm, for each flow, we show the ratio of the number of packets received by each gateway to the number of packets sent to that gateway for each flow in Tables IV and V. In Table V, we observe that by using $W_{ij}$, $W_{ij}^{(r)}$, $W_{ij}^{(D)}$ and $W_{ij}^{(r,d)}$, gateway 1 almost does not receive the packets of flows which their source nodes is connected directly to gateway 2, but by using $W_{ij}^{(r,d)}$ and $W_{ij}^{(r,d,D)}$ these packets are received more. This fact is also true for nodes with direct link to gateway 1 as shown in Table V. This is because the mentioned parameters consider the rate of links and the delay of packets simultaneously, and this leads to the result that the intermediate links be activated and all the flows be communicated to all the gateways. Due to the multi-hop distance between the nodes and the non-adjacent gateway, the activation of intermediate links increases the average delay and decreases the aggregate throughput.

Now, we investigate the performance of the JGRP algorithm in networks with different sizes by running
TABLE IV
Number of packet received from each flow by the gateway 1 to the number of packets sent by each flow to gateway 1 with the implementation of JGRP algorithm on the network Fig. 1

| flow index(source node) | 1(2) | 2(3) | 3(4) | 4(5) | 5(6) | 6(7) | 7(8) | 8(9) |
|------------------------|------|------|------|------|------|------|------|------|
| based on $W_{ij}$     | 99.3 | 96.02| 95.43| 99.63| 18.58| 0    | 0    | 0    |
| based on $W^r_{ij}$   | 98.45| 96.58| 96.29| 74.45| 86.59| 0    | 0    | 7.76 |
| based on $W^D_{ij}$   | 98.32| 96.52| 97.12| 82.49| 89.09| 0    | 0    | 54   |
| based $W^{r,D}_{ij}$  | 97.51| 95.72| 97.27| 76.53| 89.18| 19.49| 19.75| 51.26|
| based on $W^{r,d}_{ij}$| 98.39| 96.47| 96.06| 62.9 | 86.37| 0    | 0    | 35.17|
| based on $W^{r,d,D}_{ij}$| 96.77| 94.85| 96.66| 67.29| 88.27| 18.79| 12.98| 54.12|

TABLE V
Number of packet received from each flow by the gateway 2 to the number of packets sent by each flow to gateway 2 with the implementation of JGRP algorithm on the network Fig. 1

| flow index(source node) | 1(2) | 2(3) | 3(4) | 4(5) | 5(6) | 6(7) | 7(8) | 4(9) |
|------------------------|------|------|------|------|------|------|------|------|
| based on $W_{ij}$     | 0    | 0    | 4.41 | 90.6 | 90.37| 99.22| 99.31| 95.47|
| based on $W^r_{ij}$   | 0.72 | 0.35 | 16.76| 92.49| 91.01| 98.45| 98.59| 96.51|
| based on $W^D_{ij}$   | 0    | 1.578| 16.47| 92.4 | 86.30| 98.23| 98.8 | 94.8 |
| based on $W^{r,D}_{ij}$| 22.12| 39.01| 50.76| 90.58| 83.2 | 97.09| 97.83| 95.11|
| based on $W^{r,d}_{ij}$| 2.78 | 14.88| 38.93| 91.66| 84.94| 98.55| 98.38| 95.85|
| based on $W^{r,d,D}_{ij}$| 30.66| 45.76| 52.85| 86.11| 73.65| 97.03| 97.38| 93.4 |

it based on all the parameters on the networks with 10, 15 and 20 nodes over 2600 time slots. For simulating networks with 15 and 20 nodes, we respectively distribute 15 and 20 nodes in a $450m \times 450m$ and $500m \times 500m$ square areas uniformly. Then, we form the topology of each of the networks using Algorithm 1. In order to obtain the simulation results of the networks with 15 and 20 nodes, we randomly select eight nodes as source nodes of the flows. We compare the simulation results of the networks with 10, 15 and 20 nodes as shown in Tables VI, VII, VIII and IX.

In Table VI, we observe that JGRP algorithm based on $W_{ij}$ obtains the most aggregated throughput in the networks with all three 10, 15 and 20 nodes. Moreover, we observe that while increasing the number of nodes, the aggregated throughput obtained by JGRP algorithm based on $W_{ij}$ is not reduced. But, in JGRP algorithm based on the other parameters, the aggregated throughput is reduced when the number of the nodes is increased. This subject has two reasons; the first reason is that by using parameters $W^r_{ij}$, $W^D_{ij}$, $W^{r,D}_{ij}$ and $W^{r,d,D}_{ij}$, in each time slot, the packet delay and the total allocated rate to the links are considered to fairly allocate the rates to the links. The second reason is that the number of nodes in the network is more than the number of the flows. These reasons lead to the fact that the links whose nodes are not the sources of the flows or a gateway, are likely to be activated. Then we have more packets remaining in the flow source nodes and consequently the generated traffic is reduced.

In Table VII, we observe that by increasing the number of nodes, the average delay of one packet in the JGRP algorithm based on all parameters increases. This subject is because of that when the number of the nodes is increased, the number of hops between the flow source nodes and the gateways could be increased.

In Table VIII, it can be observed that increasing the number of the nodes in the networks, the number of the packets received by the gateways is reduced for all the parameters. But, this reduction is more pronounced for $W^r_{ij}$, $W^D_{ij}$, $W^{r,D}_{ij}$, $W^{r,d}_{ij}$ and $W^{r,d,D}_{ij}$. It can also be observed that increasing the number of nodes, the difference between the number of the received packets by the gateways using $W_{ij}$ and the other parameters increases. This subject is because the number of the flows is less than the number of
B. Multi-Radio Multi-Channel JGRP algorithm (MR-MC JGRP)

Now, we introduce MR-MC JGRP as an extension of the JGRP algorithm for multi-radio multi-channel networks. In the special case where the number of radios on each node is equal to the number of frequency channels, the extension is very simple. For this purpose, in the $20^{th}$ step of Algorithm 2, partition the set of schedules to some subsets and in each of them, use one of the frequency channels. Then, solve problem (13) for each of the frequency channels individually.

For simulation, we assume that each network node has two radios and the number of accessible frequency channels equals to the number of radios. Then, we run the JGRP algorithm based on $W_{ij}^{(r)}$
and $W_{ij}^{(r,D)}$ over $10^4$ time slots and compare this with the one radio one frequency channel case. The results are shown in Figs 5 and 6.

In Fig. 5 we observe that in the JGRP algorithm based on both parameters $W_{ij}^{(r)}$ and $W_{ij}^{(r,D)}$ using two frequency channels doubles the throughput of the flows comparing with the case of one radio one frequency channel.

In Fig. 6 we observe that in the JGRP algorithm based on both parameters $W_{ij}^{(r)}$ and $W_{ij}^{(r,D)}$ using two frequency channels and two radios per node reduces the average delay and improves the fairness from the delay point of view.

VII. CONCLUSION

In this paper, we formulated the problem of network utility maximization for multiple gateways wireless mesh networks by considering joint rate control, traffic splitting, scheduling, routing, link rate allocation and power control assuming SINR interference model. In addition, by considering the complexity of this problem, we proposed the JGRP algorithm as a sub-optimal solution. Then, in order to improve the fairness, we defined $W_{ij}^{(r)}$, $W_{ij}^{(D)}$, $W_{ij}^{(r,D)}$, $W_{ij}^{(r,a)}$ and $W_{ij}^{(r,a,D)}$ as new parameters to be used in the JGRP algorithm instead of the differential backlog ($W_{ij}$). Simulation results illustrate that using parameters $W_{ij}^{(r)}$ and $W_{ij}^{(r,a)}$ in which the sum of the allocated link rates are considered in their definition, improved the fairness from average delay and throughput points of view. Moreover, by using these parameters, the number of packets
received by the gateways is not reduced and the average delay is not increased in comparison to $W_{ij}$ parameter. We also showed that using $W_{ij}^{(r,D)}$ and $W_{ij}^{(r,D)}$ in which the sum of the allocated link rates and the delay of packets were considered in their definition, not only improves the fairness, but also improves the communication between mesh nodes and gateways. However, its negative effects increase the average delay and decrease the number of packets received by the gateways in comparison with other parameters. Finally, we extended the JGRP algorithm for multi-radio multi-channel networks in which the number of radios per node is equal to the number of accessible frequency channels. We showed that using two frequency channels and radios when $W_{ij}^{(r)}$ and $W_{ij}^{(r,D)}$ are used doubles the throughput of the flows and reduces the average delay in comparison to the single radio single channel case.

REFERENCES

[1] P. H. Pathak and R. Dutta, “A survey of network design problems and joint design approaches in wireless mesh networks,” IEEE Communications surveys & tutorials, vol. 13, no. 3, pp. 396–428, 2011.
[2] D. Benyamina, A. Hafid, and M. Gendreau, “Wireless mesh networks: a survey,” IEEE Communications surveys & tutorials, vol. 14, no. 2, pp. 299–310, 2012.
[3] I. F. Akyildiz, X. Wang, and W. Wang, “Wireless mesh networks: a survey,” Computer networks, vol. 47, no. 4, pp. 445–487, 2005.
[4] E. N. Maleki and G. Mirjalily, “Fault-tolerant interference-aware topology control in multi-radio multi-channel wireless mesh networks,” Computer Networks, vol. 110, pp. 206–222, 2016.
[5] J. J. Gálvez and P. M. Ruiz, “Joint link rate allocation, routing and channel assignment in multi-rate multi-channel wireless networks,” Ad Hoc Networks, vol. 29, pp. 78–98, 2015.
[6] L. Wang, K.-W. Chin, and S. Soh, “Joint routing and scheduling in multi-tx/rx wireless mesh networks with random demands,” Computer Networks, vol. 98, pp. 44–56, 2016.
[7] L. Wang, K.-W. Chin, S. Soh, and R. Raad, “Novel joint routing and scheduling algorithms for minimizing end-to-end delays in multi tx-rx wireless mesh networks,” Computer Networks, vol. 72, pp. 63–77, 2015.
[8] J. Jia, J. Chen, J. Yu, and X. Wang, “Joint topology control and routing for multi-radio multi-channel WMs under SINR model using bio-inspired techniques,” Applied Soft Computing, vol. 32, pp. 49–59, 2015.
[9] J. Kazemitabar, V. Tabatabaei, and H. Jafarkhani, “Joint routing, scheduling and power control for large interference wireless networks,” Journal of Communications and Networks, vol. 19, no. 4, pp. 416–425, 2017.
[10] J. Wang and W. Shi, “Joint multicast routing and channel assignment for multi-radio multi-channel wireless mesh networks with hybrid traffic,” Journal of Network and Computer Applications, vol. 80, pp. 90–108, 2017.
[11] M. Xu, Q. Yang, and Z. Shen, “Joint design of routing and power control over unreliable links in multi-hop wireless networks with energy-delay tradeoff,” IEEE Sensors Journal, vol. 17, no. 23, pp. 8008–8020, 2017.
[12] X. Deng, J. Luo, L. He, Q. Liu, X. Li, and L. Cai, “Cooperative channel allocation and scheduling in multi-interface wireless mesh networks,” Peer-to-Peer Networking and Applications, pp. 1–12, 2017.
[13] X. Lin and N. B. Shroff, “Joint rate control and scheduling in multihop wireless networks,” in Decision and Control, 2004. CDC. 43rd IEEE Conference on, vol. 2, pp. 1484–1489, IEEE, 2004.
[14] M. J. Neely, E. Modiano, and C.-P. Li, “Fairness and optimal stochastic control for heterogeneous networks,” IEEE/ACM Transactions on Networking (TON), vol. 16, no. 2, pp. 396–409, 2008.
[15] E. Stai, S. Papavassiliou, and J. S. Baras, “Performance-aware cross-layer design in wireless multihop networks via a weighted backpressure approach,” IEEE/ACM Transactions on Networking, vol. 24, no. 1, pp. 245–258, 2016.
[16] H.-T. Roh and J.-W. Lee, “Channel assignment, link scheduling, routing, and rate control for multi-channel wireless mesh networks with directional antennas,” Journal of Communications and Networks, vol. 18, no. 6, pp. 884–891, 2016.
[17] M. Islam, M. A. Razzaque, M. Mamun-Or-Rashid, M. M. Hassan, A. Alelaiwi, and A. Alamri, “Traffic engineering in cognitive mesh networks: Joint link-channel selection and power allocation,” Computer Communications, vol. 116, pp. 212–224, 2018.
[18] S. Min, Y. Jeong, and J. Kang, “Cross-layer design and performance analysis for maximizing the network utilization of wireless mesh networks in cloud computing,” The Journal of Supercomputing, vol. 74, no. 3, pp. 1227–1254, 2018.
[19] K. Zhou, H. Yuan, Z. Zhang, X. Ao, and H. Zhao, “Joint topology control and channel assignment employing partially overlapping channels in multiradio wireless mesh backbone,” International Journal of Wireless Information Networks, pp. 1–12, 2018.
[20] R. Lauffer, P. B. Velloso, L. F. M. Vieira, and L. Kleinrock, “Plasma: A new routing paradigm for wireless multihop networks,” in INFOCOM, 2012 Proceedings IEEE, pp. 2706–2710, IEEE, 2012.
[21] L. Farzinvash and M. Dehghan, “Multi-rate multicast routing in multi-gateway multi-channel multi-radio wireless mesh networks,” Journal of Network and Computer Applications, vol. 40, pp. 46–60, 2014.
[22] J. Park, Y. Jung, and Y.-M. Kim, “Cost-effective multicast routings in wireless mesh networks with multiple gateways,” Cluster Computing, vol. 19, no. 3, pp. 1599–1605, 2016.
[23] M. A. Shahmirzadi, M. Dehghan, and A. Ghasemi, “An optimization framework for multicasting in mcmr wireless mesh network with partially overlapping channels,” Wireless Networks, vol. 24, no. 4, pp. 1099–1117, 2018.
[24] A. Zhou, M. Liu, Z. Li, and E. Dutkiewicz, “Joint traffic splitting, rate control, routing, and scheduling algorithm for maximizing network utility in wireless mesh networks,” IEEE Transactions on Vehicular Technology, vol. 65, no. 4, pp. 2688–2702, 2016.
[25] L. Georgiadis, M. J. Neely, L. Tassiulas, et al., “Resource allocation and cross-layer control in wireless networks,” Foundations and Trends® in Networking, vol. 1, no. 1, pp. 1–144, 2006.
[26] M. R. Garey and D. S. Johnson, “Computers and intractability: A guide to the theory of n P-completeness (series of books in the mathematical sciences), ed.” Computers and Intractability, vol. 340, 1979.
[27] J. Tang, G. Xue, C. Chandler, and W. Zhang, “Link scheduling with power control for throughput enhancement in multihop wireless networks,” *IEEE Transactions on Vehicular Technology*, vol. 55, no. 3, pp. 733–742, 2006.

[28] J. Luo, C. Rosenberg, and A. Girard, “Engineering wireless mesh networks: joint scheduling, routing, power control, and rate adaptation,” *IEEE/ACM Transactions on Networking*, vol. 18, no. 5, pp. 1387–1400, 2010.

[29] R. Laufer, T. Salonidis, H. Lundgren, and P. Le Guyadec, “A cross-layer backpressure architecture for wireless multihop networks,” *IEEE/ACM Transactions on Networking (TON)*, vol. 22, no. 2, pp. 363–376, 2014.

[30] “Ieee standard for telecommunications and information exchange between systems - lan/man specific requirements - part 11: Wireless medium access control (mac) and physical layer (phy) specifications: High speed physical layer in the 5 ghz band,” *IEEE Std 802.11a-1999*, pp. 1–102, Dec 1999.

[31] R. Jain, D.-M. Chiu, and W. R. Hawe, *A quantitative measure of fairness and discrimination for resource allocation in shared computer system*, vol. 38. DEC Research Report TR-301, 1984.