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Abstract

This paper is concern with studying the dependence structure of a random pair \((Y_1, Y_2)\) conditionally upon a covariate \(X\) when the variable \(Y_1\) is subject to random right censoring. The dependence structure is described by a conditional copula, defined as the function \(C_x : [0, 1]^2 \rightarrow [0, 1]\) such that

\[
P(Y_1 \leq y_1, Y_2 \leq y_2 | X = x) = C_x\{P(Y_1 \leq y_1 | X = x), P(Y_2 \leq y_2 | X = x)\}.
\]

In this paper, we propose a procedure to estimate the conditional copula when the variable \(Y_1\) is censored. We establish the asymptotic properties of the proposed estimator. Its finite sample behavior is then investigate in a numerical study. The methodology is illustrated through a real data example featuring patients with malignant melanoma.
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1. Introduction

Copulas have become a popular tool to model dependence. Recently, many works in this field have been concerned with capturing the influence of a covariate $X \in \mathbb{R}$ on the dependence structure of a vector of interest $(Y_1, Y_2) \in \mathbb{R}^2$. An example is given in Gijbels et al. (2011), where a copula function is used to illustrate how the relationship between the life expectancy of men ($Y_1$) and women ($Y_2$) varies with the gross domestic product ($X$). To describe this copula function, consider the conditional joint distribution of $(Y_1, Y_2)$ given $X = x$, for a real number $x$, given by $F_x(y_1, y_2) = \mathbb{P}(Y_1 \leq y_1, Y_2 \leq y_2 | X = x)$. The conditional marginal distributions of $Y_1$ and $Y_2$ given $X = x$ are obtained from $F_x$ via $F_{1x}(y) = \lim_{w \to \infty} F_x(y, w)$ and $F_{2x}(y) = \lim_{w \to \infty} F_x(w, y)$. If $F_{1x}$ and $F_{2x}$ are continuous, then Sklar’s theorem ensures that there exists a unique copula $C_x : [0,1]^2 \to [0,1]$ such that $F_x(y_1, y_2) = C_x(F_{1x}(y_1), F_{2x}(y_2))$. Conversely, the copula associated to the bivariate conditional distribution $F_x$ can be extracted from the formula

$$C_x(u_1, u_2) = F_x \left\{ F_{1x}^{-1}(u_1), F_{2x}^{-1}(u_2) \right\}. \quad (1)$$

The bivariate function $C_x$ is called the conditional copula and contains all the dependence feature of $(Y_1, Y_2)$ given a fixed value taken by the covariate. For that reason, it is an important task to be able to estimate $C_x$.

The topic of modeling and estimating conditional copula models have recently gained momentum, since the pioneer work of Patton (2006). For example, models specifying a functional connection between the covariate and a parametric copula were studied in Jondeau & Rockinger (2006) and Patton (2006). A nonparametric estimation procedure for this functional connection was proposed in Acar et al. (2011) while Abegaz et al. (2012) have considered an extension of this method to the case of unknown conditional marginal distributions. Assuming the availability of an i.i.d sample, a nonparametric approach has been investigated in Veraverbeke et al. (2011) and Gijbels et al. (2011), and a bootstrap method suitable for this estimation procedure was developed in Omelka et al. (2013).

However, all of the previously-mentioned estimation strategies rely on the full knowledge of the random variables $(Y_{11}, Y_{21}, X_1), \ldots, (Y_{1n}, Y_{2n}, X_n)$ and therefore reveal unsatisfactory when the data are incomplete. Amongst others, the right censoring scheme is a source of incompleteness that frequently appears in medical studies and clinical trials. On this matter, this occurs in
a dataset, to be detailed later, featuring patients with malignant melanoma followed after their surgery for skin tumor.

For the unconditional case, the parametric and semiparametric estimation for the copula functions are studied by Shih & Louis (1995). A nonparametric estimation of the distribution functions for censored data are considered by Dabrowska (1988) and Akritas & Van Keilegom (2003) among others. The nonparametric copula estimation is investigated recently by Gribkova & Lopez (2015) under different scenarios of censoring. Also, they have proposed Goodness-of-fit procedure for copula when the data are right censored data.

The purpose of this work is to propose a proper methodology designed to estimate the conditional copula when a variable is subject to random right censoring. In that case, the true event time is not recorded for one component but instead a smaller time is observed. To be more specific, assume $Y_2$ is completely observed, and that the observed random variables are $(T_i, Y_2, X_i, \delta_i)$, where

$$T_i = \min(Y_{1i}, C_i), \quad \delta_i = I\{Y_{1i} \leq C_i\}, \quad i = 1, \ldots, n,$$

and $C_1, \ldots, C_n$ are independent and non-negative censoring variables. Hereafter, the conditional distribution function of $C_i$ given $X_i = x_i$ will be denoted $G_{x_i}(t) = \mathbb{P}\{C_i \leq t \mid X_i = x_i\}$. Assuming that $(Y_{1i}, Y_{2i})$ are independent from $C_i$ conditional upon $x_i$ implies that $F_{2x_i} - H_{x_i}(1 - G_{x_i})$, where $H_{x_i}(t, y) = \mathbb{P}\{T_i \leq t, Y_{2i} \leq y \mid X_i = x_i\}$ is the distribution function of the survival times with marginals $H_{1x_i}$ and $H_{2x_i}$.

This paper is organized as follows. In Section 2, we propose an estimator for the conditional copula in presence of censoring. This estimator relies on a nonparametric estimator for the joint conditional distribution, which is another original contribution of this paper. In Section 3, we investigate the asymptotic properties of these estimators by providing an asymptotic i.i.d. representation for the conditional distribution estimator, and by identifying the weak limit of properly re-scaled version of these estimators. A simulation study showing the performance of the conditional copula estimation procedure is presented in Section 4. In Section 5, we apply this methodology to the melanoma dataset to illustrate the influence of tumour thickness on the relationship between the survival time and the age of a patient after surgery. All the required assumptions and conditions for the theoretical validity of the results presented in Section 3 are provided in Section 6. The proofs are given in the Appendix.
2. An inverse-conditional-probability-of-censoring estimator for $C_x$

Let $(Y_{11}, Y_{21}, C_1, x_1), \ldots, (Y_{1n}, Y_{2n}, C_n, x_n)$ be a random sample of independent and identically distributed vectors. In this work, for the theoretical developments, we consider the fixed design, which means the case where $X$ is not random. The results can be extended from a fixed design to a random design by using quite similar arguments in the appendix and simply replacing $x_i$ by $X_i$ and using $O_P$ and $o_P$ instead of $O$ and $o$ in the assumptions stated in the appendix.

As previously mentioned, the estimation of $C_x$ from i.i.d. observations has been considered by Veraverbeke et al. (2011) and Gijbels et al. (2011). In fact, from independent (and fully observed) random variables $(Y_{11}, Y_{21}, x_1), \ldots, (Y_{1n}, Y_{2n}, x_n)$, consider the estimator of the joint conditional distribution $F_x$ given by

$$F_{xh}(y_1, y_2) = \sum_{i=1}^{n} w_{ni}(x, h) \mathbb{I}(Y_{1i} \leq y_1, Y_{2i} \leq y_2),$$

where $w_{n1}(x, h), \ldots, w_{nn}(x, h)$ are non-negative kernel-based weight functions that smooth the covariate and $h = h_n$ is a bandwidth parameter that typically depends on the sample size. Popular choices for these functions are the Nadaraya-Watson and the Local-Linear weights given respectively by

$$w_{ni}^{NW}(x, h) = \frac{K\left(\frac{x_i - x}{h}\right)}{S_{n,0}}$$
$$w_{ni}^{LL}(x, h) = \frac{K\left(\frac{x_i - x}{h}\right)\{S_{n,2} - \frac{2(x_i - x)}{h}S_{n,1}\}}{S_{n,0}S_{n,2} - S_{n,1}^2},$$

where $K$ is a symmetric and continuously differentiable kernel density function on $[-1, 1]$ and for $j \in \{0, 1, 2\}$,

$$S_{n,j} = \sum_{i=1}^{n} \left(\frac{x_i - x}{h}\right)^j K\left(\frac{x_i - x}{h}\right).$$

The conditional empirical marginal distributions extracted from $F_{xh}$ are simply

$$F_{1xh}(y) = \lim_{w \to \infty} F_{xh}(y, w) \quad \text{and} \quad F_{2xh}(y) = \lim_{w \to \infty} F_{xh}(w, y).$$

From representation (1), a natural plug-in estimator of $C_x$ is given by

$$C_{xh}(u_1, u_2) = F_{xh}\left\{F_{1xh}^{-1}(u_1), F_{2xh}^{-1}(u_2)\right\}$$
$$= \sum_{i=1}^{n} w_{ni}(x, h) \mathbb{I}\{Y_{1i} \leq F_{1xh}^{-1}(u_1), Y_{2i} \leq F_{2xh}^{-1}(u_2)\}, \quad (2)$$
where for \( j = 1, 2 \), \( F_{jxh}^{-1}(u) = \inf\{y \in \mathbb{R} : F_{jxh}(y) \geq u\} \) is the left-continuous generalized inverse of \( F_{jxh} \).

The goal of this section is to propose an estimator for the conditional copula in order to take into account the presence of censoring on the variable \( Y_1 \). To do this, we need an estimator for the conditional distribution function \( F_x \). In the unconditional context (i.e. without a covariate), the nonparametric estimation of the bivariate distribution of \((Y_1, Y_2)\) in presence of censoring have been studied by many authors, see for example Dabrowska (1988), Akritas (1994) and Akritas & Van Keilegom (2003). However, to the best of our knowledge, the nonparametric estimation of \( F_x \) have never been addressed and hence is an original contribution of the present paper.

To built our estimator for \( F_x \), we use a similar idea as the one originally exposed in Robins & Rotnitzky (1992). To compensate for the presence of censoring, each uncensored observation receives an extra weight equal to its inverse probability of failure. This idea is motivated by the fact that

\[
E \left\{ \frac{\delta}{1 - G_x(T -)} | X = x \right\} = F_x(t, y).
\]

Hence, provided \( G_x \) is known, one could estimate \( F_x \) with

\[
\sum_{i=1}^{n} w_{ni}(x, h) \mathbb{I}(T_i \leq t, Y_2 \leq y) \frac{\delta_i}{1 - G_x(T_i -)}.
\]

As \( G_x \) is unknown, we simply replace it with the conditional Kaplan-Meier estimator for the censoring variable \( C \). This estimator is given by:

\[
G_{xg}(t) = 1 - \prod_{T_{(i)} \leq t} \left\{ 1 - \frac{w_{n|i}(x, g)}{1 - \sum_{k=1}^{i-1} w_{n|k}(x, g)} \right\}^{1-\delta_{[i]}},
\]

where \( T_{(1)} \leq \ldots \leq T_{(n)} \) are the ordered \( T_i \), and \( \delta_{[i]} \) and \( w_{n|i}(x, h) \) are respectively the corresponding \( \delta_i \) and \( w_{ni}(x, h) \). Here, \( g = g_n \) is an auxiliary bandwidth parameter that may differ from \( h \). The resulting estimator for the conditional distribution function \( F_x \) is then given by

\[
F_{xh}^{(rc)}(t, y) = \sum_{i=1}^{n} \mathbb{I}(T_i \leq t, Y_2i \leq y) \frac{w_{ni}(x, h)\delta_i}{1 - G_{xg}(T_i -)}.
\]
Although $F_{xh}^{(rc)}$ depends on the bandwidth $g$, the latter is omitted for notational simplicity. This estimator can be seen as a conditional bivariate analogue to the inverse-probability-of-censoring estimator proposed in Robins & Rotnitzky (1992). Notice that when no censoring occurs, $F_{xh}^{(rc)}(t, y)$ is equal to $F_{xh}$.

The marginal distributions of $F_{xh}^{(rc)}$ are simply

$$F_{1xh}^{(rc)}(t) = \lim_{y \to \infty} F_{xh}^{(rc)}(t, y) \quad \text{and} \quad F_{2xh}^{(rc)}(t) = \lim_{y \to \infty} F_{xh}^{(rc)}(t, y).$$

When $g = h$, we can show that $F_{1xh}^{(rc)}(t)$ coincides with the conditional Kaplan-Meier estimator for the survival time $Y_1$ introduced in Beran (1981) (see Appendix D).

Following Equation (1), a plug-in estimator for the conditional copula could be defined as

$$F_{xh}^{(rc)}(u, v) = F_{xh}^{(rc)} \{ F_{1xh}^{(rc)}(u), F_{2xh}^{(rc)}(v) \}$$

However, this estimator does not properly take advantage of the fact that $Y_2$ is completely observed. Instead of using $F_{2xh}^{(rc)}$, consider the estimator

$$F_{2xh}(y) = \sum_{i=1}^{n} \mathbb{I}(Y_{2i} \leq y) w_{ni}(x, h).$$

Note that this expression does not, in general, coincide with $F_{2xh}^{(rc)}$. Nevertheless, $F_{2xh}$ uses all of the available knowledge related to $F_{2x}$. Then, one proceeds to the estimation of $C_x$ with

$$C_{xh}^{(rc)}(u, v) = F_{xh}^{(rc)} \{ F_{1xh}^{(rc)}(u), F_{2xh}^{(rc)}(v) \}$$

$$= \sum_{i=1}^{n} \mathbb{I}\{T_i \leq F_{1xh}^{(rc)}(u), Y_{2i} \leq F_{2xh}^{(rc)}(v)\} \frac{w_{ni}(x, h) \delta_i}{1 - G_{xg}(T_i - )}.$$

When all the survival times are observed, it follows that $C_{xh}^{(rc)}$ is equal to $C_{xh}$. Moreover, upon setting all the weight functions $w_{ni}(x, \cdot)$ equal to $n^{-1}$, we retrieve a very similar estimator as the one proposed in Gribkova & Lopez (2015) to estimate the (unconditional) copula. The only difference is in the estimation of the second marginal distribution.
3. Main theoretical results

The aim of this section is to investigate the large sample behaviour of the processes
\[ F_{xh}^{(rc)} = \sqrt{n} h(F_{xh}^{(rc)} - F_x) \quad \text{and} \quad B_{xh}^{(rc)} = \sqrt{n} h(C_{xh}^{(rc)} - C_x). \]

To this end, we first provide in Theorem 3.1 an asymptotic i.i.d representation for \( F_{xh}^{(rc)} \). Then, based on this representation, we obtain a weak convergence result for \( F_{xh}^{(rc)} \) in Corollary 3.2. Finally, the weak limit of \( F_{xh}^{(rc)} \) allows us to establish, in Proposition 3.5, the weak convergence of \( B_{xh}^{(rc)} \).

3.1. Asymptotic i.i.d representation for \( F_{xh}^{(rc)} \)

For any distribution function \( L \), let \( \tau_L \) be the right endpoint of its support, i.e.
\[ \tau_L = \inf \{ t : L(t) = 1 \} \]
and write \( \tau_x = \min \{ \tau_{F_{x1}}, \tau_{G_x} \} \). It is a well known problem in life time analysis that the tail support of the distribution of a random variable may not be identifiable due to right censoring (see Stute (1994)). This occurs when the support of the censoring variable is included in the support of the variable of interest, i.e when \( \tau_{C_x} < \tau_{F_x} \). As a consequence, we cannot hope to infer on the conditional distribution beyond \( \tau_x \). Nevertheless, we next establish the asymptotic behavior of \( F_{xh}^{(rc)} \) over any closed subset included in \([0, \tau_x] \times \mathbb{R} \).

Hereafter, the sub-distribution function of the uncensored observations will be denoted by \( H^u_{x} (t,y) = \mathbb{P}(T_i \leq t, X_i = x_i, Y_i \leq y) \). Also, we write \( H_{1x} (t) = \lim_{y \to \infty} H_{x} (t,y) \), \( H_{1x}^u (t) = \lim_{y \to \infty} H_{x}^u (t,y) \) and \( H_{1x}^c (t) = \mathbb{P}(T_i \leq t, X_i = x_i, \delta_i = 0) \).

To identify the asymptotic i.i.d representation for \( F_{xh}^{(rc)} \), we introduce the following random functions
\[ J_{ix}^{(1)} (t,y) = \frac{\mathbb{I}(T_i \leq t, Y_i \leq y, \delta_i = 1)}{1 - G_x(T_i)} - F_x(t,y) \]
and
\[ J_{ix}^{(2)} (t,y) = \int_0^t \mathbb{I}(T_i \leq v) \frac{H_{1x}(v)}{1 - H_{1x}(v)} v_x(t,y,v) dH_{1x}^c(v) \]
\[ + \int_0^t \mathbb{I}(T_i \leq v, \delta_i = 0) - H_{1x}(v) \frac{H_{1x}^c(v)}{1 - H_{1x}(v)} v_x(t,y,v) dH_{1x}(v) \]
\[ - \int_0^t \mathbb{I}(T_i \leq v) \frac{H_{1x}(v)}{1 - H_{1x}(v)} v_x(t,y,v) dH_{1x}(v), \]
where $h^5_u(v,y) = \frac{\partial}{\partial v} H^u_x(v,y)$ and $v_x(t,y,v) = \int_v^t \frac{h^5_u(z,y)}{1-G_x(z)} dz = F_x(t,y) - F_x(v,y).$

The required assumptions for the next theorem can be found in Section 6.

**Theorem 3.1.** Suppose that $\frac{nh^5}{\log(n)} = O(1)$, $\max(g,h) \to 0$, $\frac{ng^5}{\log(n)} = O(1)$ and $\frac{h}{g} = O(1)$. Assume Conditions $W_1$–$W_5$ are satisfied, and suppose that Assumptions (C$_1$) to (C$_6$) are fulfilled for $F_x, H_x, H^u_x, H^c_x$ and $G_x$. For any $0 < t < \tau_x$, write $\mathcal{T}_i = [0,t] \times \mathbb{R}$. Then, uniformly in $(t,y) \in \mathcal{T}_i$, we have

$$F^{(rc)}_{xh} = \sqrt{nh} \sum_{i=1}^n \left\{ w_{ni}(x,h) J^{(1)}_{ix} + w_{ni}(x,g) J^{(2)}_{ix} \right\} + o_P(1).$$

In some way, Theorem 3.1 decomposes the random function $F^{(rc)}_{xh}$ into two components. The first component can be associated to the estimation of a conditional distribution function provided that the conditional probability of censoring is known. In other words, it appears as a mildly modified and properly re-scaled version of the random function presented in Equation (3). From this perspective, the second component appears as a consequence of estimating the conditional probability of censoring.

We note that when no censoring occurs, then $J^{(2)}_{ix}(t,y) = 0$ and $J^{(1)}_{ix}(t,y) = I(Y_{1i} \leq t, Y_{2i} \leq y) - F_x(t,y)$. Therefore,

$$F^{(rc)}_{xh}(t,y) - F_x(t,y) = \sum_{i=1}^n w_{ni}(x,h) J^{(1)}_{ix}(t,y) = F_{xh}(t,y) - F_x(t,y).$$

Next, as $y$ goes to infinity, one has $F^{(rc)}_{xh}(t,y) - F_x(t,y) = F^{(rc)}_{1xh}(t,y) - F_{1x}(t,y)$. Also, when $g = h$, $F^{(rc)}_{1xh}$ is equal to the conditional Kaplan-Meier estimator introduced in Beran (1981). Hence, the random function $\sqrt{nh}\{F^{(rc)}_{1xh} - F_{1x}\}$ reduces to the conditional Kaplan-Meier process studied in Van Keilegom & Veraverbeke (1997). As expected, it is shown, in Appendix D.2, that
\[
\lim_{y \to \infty} \left\{ \sum_{i=1}^{n} w_{ni}(x, h) J_{ix}^{(1)}(t, y) + J_{ix}^{(2)}(t, y) \right\}
\]

\[
= \sum_{i=1}^{n} w_{ni}(x, h) \{1 - F_{ix}(t)\} \left[ \int_{0}^{t} \frac{1}{1 - H_{ix}(v)} \left( \frac{1}{1 - H_{ix}(v)} \right)^2 dH_{ix}(v)
\]

\[
+ \frac{1}{1 - H_{ix}(t)} \right] \right]
\]

which coincides with the asymptotic i.i.d representation given in Van Keilegom & Veraverbeke (1997).

3.2. Weak convergence of \( F^{(rc)}_{xh} \)

In view of Theorem 3.1, the large sample behavior of \( F^{(rc)}_{xh} \) will essentially depend on the conditions imposed on the weight functions and on the bandwidth parameters \( h \) and \( g \). To establish its weak limit, we consider the mean zero gaussian processes \( J_{x}^{(1)} \) and \( J_{x}^{(2)} \) with covariance function

\[
\text{Cov}\{J_{x}^{(1)}(t, y), J_{x}^{(1)}(t', y')\} = K_{4} \left[ \int_{0}^{t \wedge t'} \frac{f_{x}(v, y \wedge y')}{1 - G_{x}(v)} dv - F_{x}(t, y) F_{x}(t', y') \right]
\]

and

\[
\text{Cov}\{J_{x}^{(2)}(t, y), J_{x}^{(2)}(t', y')\} = K_{4} \int_{0}^{t \wedge t'} \frac{v_{x}(t \wedge t', y, v)v_{x}(t \wedge t', y', v)}{(1 - H_{ix}(v))^{2}} dH_{ix}(v),
\]

where the constant \( K_{4} \) is defined in Assumption W4 and \( f_{x}(t, y) = \frac{\partial}{\partial t} F_{x}(t, y) \). Moreover, let

\[
\nu_{x}^{(1)}(t, y) = K_{2} \tilde{F}_{x}(t, y) + \frac{K_{3}}{2} \tilde{F}_{x}(t, y)
\]

\[
\left. - \int_{0}^{t} K_{2} \tilde{G}_{x}(v) + \frac{K_{3}}{2} \tilde{G}_{x}(v) \right] f_{x}(v, y) dv
\]
and

\[ b_x^{(2)}(t, y) = \int_{0}^{t} \frac{K_2 \hat{H}_{1x}(v) + \frac{K_3}{2} \hat{H}_{1x}(v)}{1 - H_{1x}(v)} v_x(t, y, v) \, dH_x'(v) \]

\[ + \int_{0}^{t} \frac{v_x(t, y, v)}{1 - H_{1x}(v)} \, d \left\{ \frac{K_2 \hat{G}_x'(v) + \frac{K_3}{2} \hat{H}_x'(v)}{1 - H_{1x}(v)} \right\}. \]

In the latter, the constants \( K_2 - K_3 \) are given in Assumption \( W_2 - W_3 \). On one hand, the deterministic function \( b_x^{(1)} \) will appear as the asymptotic bias of the process \( \sum_{i=1}^{n} w_{ni}(x, h) J_i^{(1)} \). Therefore, it would have been present even if \( G_{xg} \) was replaced with \( G_x \) in the definition of \( F_{xh}^{(rc)} \). On the other hand, \( b_x^{(2)} \) will emerge as the bias related to the estimation of the conditional probability of censoring.

**Corollary 3.2.** Suppose that the assumptions of Theorem 3.1 are met. For any \( 0 < t < \tau_x \), write \( T_t = [0, t] \times \mathbb{R} \).

(a) If \( h g^{-1} \to 0 \), and in addition if \( \sqrt{n} h^2 g \to K_5 \) for some \( K_5 > 0 \), then \( \mathbb{E}^{(rc)}_{xh} \) converges weakly in \( l^\infty(T_t) \) to \( J_x^{(1)} + K_3 b_x^{(2)} \) over \( T_t \).

(b) If \( g = h \), and in addition if \( \sqrt{n} h^5 \to K_6 \) for some \( K_6 > 0 \), then \( \mathbb{E}^{(rc)}_{xh} \) converges weakly to a gaussian process having the representation \( J_x := J_x^{(1)} + J_x^{(2)} + K_6 \{ b_x^{(1)} + b_x^{(2)} \} \) over \( T_t \), with

\[
\text{Cov}\{J_x^{(1)}(t, y), J_x^{(2)}(t', y')\} = \int_{0}^{t} \frac{v_x(t', y', v)}{1 - H_{1x}(v)} \left\{ F_x(t \wedge v, y) - H_{1x}(v) F_x(t, y) \right\} \, dH_x'(v)
\]

\[ - F_x(t, y) \int_{0}^{t'} \frac{H_x'(v)}{1 - H_{1x}(v)} \, dv \times \left\{ 1 - G_x(v) \right\} h_x(v, y') \, dv
\]

\[ + F_x(t, y) \int_{0}^{t'} \frac{H_x'(v)}{1 - H_{1x}(v)} \times v_x(t', y', v) \, dH_{1x}(v). \]

**Remark 3.3.** In view of Part (a) of Corollary 3.2, the impact of estimating the conditional probability of censoring is negligible, provided that the bandwidth \( g \) is asymptotically larger than \( h \). However, it is still required that \( n g^5 < \infty \), which means that \( g \) must not exceed \( n^{-1/5} \). Also, because \( h / g \to 0 \), we have \( h \sim o(n^{-1/5}) \). Therefore, choosing \( g \) larger than \( h \) excludes the optimal bandwidth parameter order for \( h \) in terms of mean squared error.
When the probability of censoring is 0, the term \( J_x^{(2)} \) is not present in the weak limit of \( F_{x\mid t}^{(rc)} \). Therefore, the asymptotic covariance function of \( F_{x\mid t}^{(rc)} \) becomes

\[
\text{Cov}\{J_x^{(1)}(t, y), J_x^{(1)}(t', y')\} = K_4 \left[ \int_0^{u(t') \wedge y'} f_x(v, y \wedge y') \, dv - F_x(t, y) F_x(t', y') \right],
\]

which corresponds to the asymptotic variance of the process \( \sqrt{nh} (F_{x\mid t} - F_x) \) in the context of complete i.i.d data (see e.g. Veraverbeke et al. (2011)). Moreover, the bias reduces to

\[
K_2 \dot{F}_x(t, y) + \frac{K_3}{2} \ddot{F}_x(t, y),
\]

which matches the asymptotic bias of the process \( \sqrt{nh} (F_{x\mid t} - F_x) \).

**Remark 3.4.** As mentioned in Remark 3.3, using two different bandwidth parameters in the estimation of the conditional distribution excludes the theoretical optimal order for \( h \). Nevertheless, this implies that the bias related to the estimation of \( F_x \) provided \( G_x \) is known, namely \( b_x^{(1)} \), becomes negligible. Hence, in some cases, one might obtain a bias reduction at the cost of excluding the optimal order for \( h \). Note, however, that the same dilemma traditionally occurs in nonparametric density estimation, referring to the decision to under-smooth or not.

### 3.3. Weak convergence of \( B_{x\mid t}^{(rc)} \)

The next result states the weak limit of the conditional copula estimator under random censoring.

**Proposition 3.5.** Suppose that the assumptions in Theorem 3.1 are satisfied, and assume Condition (D), given in the appendix, regarding the partial derivatives of the conditional copula, is satisfied. For any \( 0 < t < \tau_x \) and by denoting \( \tilde{T}_t = [0, H_{1x}(t)] \times [0, 1] \), we have,

(a) If \( hg^{-1} \to 0 \), and \( \sqrt{nh}g^2 \to K_5 \) for some \( K_5 > 0 \), then \( B_{x\mid t}^{(rc)} \) converges weakly in \( l^\infty(\tilde{T}_t) \) to a gaussian process with the following representation:

\[
\alpha_x^{(rc)}(u, v) = C_x^{(1)}(u, v) \alpha_x^{(rc)}(u, 1) - C_x^{(2)}(u, v) \alpha_x^{(rc)}(1, v),
\]

where \( \alpha_x^{(rc)}(u, v) = J_x^{(1)} \{ F_{1x}^{-1}(u), F_{2x}^{-1}(v) \} + K_5 b_x^{(2)} \{ F_{1x}^{-1}(u), F_{2x}^{-1}(v) \} \).
(b) If \( h = g \) and \( \sqrt{n} h^5 \to K_6 \) for some \( K_6 > 0 \), then \( \mathbb{E}^{(rc)} \) converges weakly in \( l^\infty(\mathcal{T}_1) \) to a gaussian process with the following representation

\[
\beta_x^{(rc)}(u, v) - C_x^{[1]}(u, v)\beta_x^{(rc)}(u, 1) - C_x^{[2]}(u, v)\beta_x^{(rc)}(1, v),
\]

where \( \beta_x^{(rc)}(u, v) = \mathbb{J}_x\{ F_1^{-1}(u), F_2^{-1}(v) \} \).

As pointed out in Section 3.2, when all the survival times are completely observed, the term \( \mathbb{J}_x^{(2)} \) reduces to 0. In this case, the covariance structure of the limit process \( \alpha_x^{(rc)} \) matches the one of the conditional copula process \( \sqrt{n} h(C_{xh} - C_x) \) found in Veraverbeke et al. (2011).

4. Simulation study

The nonparametric estimation of the conditional copula involves a choice for the weight functions \( w_{n1}(x, h), \ldots, w_{nn}(x, h) \) that fulfills the required assumptions listed in Section 6.2. It is shown in Omelka et al. (2013) that the requirements \( W_1 - W_5 \) are satisfied, among others, by the Nadaraya–Watson and local linear weights, given in Section 2.

The simulation results that will be reported here have been obtained using the local linear weights with the triweight function \( K(y) = 35(1 - y^2)^3 I(|y| \leq 1)/32 \). When it happens, negative weights are taken to be zero and the remaining weights are simply re-scaled in order that they sum to one. As pointed out in Omelka et al. (2013), this modification is asymptotically negligible. Finally note that all the numerical experiments were also run using the Nadaraya–Watson kernel. As the results were very similar, they are not presented here.

The primary aim of this section is to evaluate the performance of the proposed conditional copula estimator with respect to the percentage of censoring, the influence of the covariate on the dependence and the effect of the sample size. This performance is evaluated by considering the average squared bias (ASB) and the average variance (AV). To be specific, if \( \hat{C}_x \) is some estimator of \( C_x \), then

\[
\text{ASB}(\hat{C}_x) = \frac{1}{K^2} \sum_{i,j=1}^K \left\{ E(\hat{C}_x(u_i, u_j)) - C_x(u_i, u_j) \right\}^2
\]
and
\[ AV(\hat{C}_x) = \frac{1}{K^2} \sum_{i,j=1}^{K} \mathbb{E} \left\{ \hat{C}_x^2(u_i, u_j) - \left( \mathbb{E}(\hat{C}_x(u_i, u_j)) \right)^2 \right\}. \]

The latter have been estimated from 1 000 replicates under each of the scenario considered for \( x = 0.5 \) with \( n = 250 \) and \( n = 1 000 \) and \( K = 15 \).

Also, the nonparametric estimation of \( C_x \) requires a choice for either one or two bandwidth parameters. Indeed, an interesting aspect of Proposition 3.5 is that the limiting distribution of the copula process \( \mathbb{B}^{(rc)}_{xh} \) differs in the case where \( g = h \) and \( \frac{h}{g} \to 0 \). The secondary aim of this section is to evaluate the impact of using a single or two bandwidth parameters in the estimation of \( C_x \). In the following, we denote by \( C^{(rc,1)}_{xh} \) and \( C^{(rc,2)}_{xh} \) the estimators resulting from the choices \( g = h \) and \( g \neq h \) respectively. Upon setting \( g = h \times 0.25 \log(n) \) for \( C^{(rc,2)}_{xh} \), their performance are compared for different values of \( h \).

The covariate is generated from the standard normal and the estimation of the conditional copula is evaluate at \( x = 0.5 \). The copula which joins the marginals is either a normal copula \( C_N^{\varrho} \) or a Clayton copula \( C_{CL}^{\gamma} \). Theses are defined for \(-1 < \varrho < 1 \) and \( \gamma > 0 \) by
\[ C_N^{\varrho}(u, v) = \int_{-\infty}^{\Phi^{-1}(u)} \int_{-\infty}^{\Phi^{-1}(v)} \varphi_{\varrho}(y, z) \, dz \, dy, \]
and
\[ C_{CL}^{\gamma}(u, v) = (u^{-\gamma} + v^{-\gamma} - 1)^{-1/\gamma}, \]
where \( \varphi_{\varrho} \) is the bivariate standard Normal density with correlation \( \varrho \) and \( \Phi \) is the standard Normal distribution. Their parameters will be set to vary with \( X \) in the following way. In fact, since the copula parameters are sometimes hard to interpret, it is convenient to quantify the dependence in a bivariate random vector using its corresponding value of Kendall’s tau. For any copula \( C \), its associate Kendall’s tau can be written as
\[ \tau(C) = 4 \int_0^1 \int_0^1 C(u_1, u_2) \, dC(u_1, u_2) - 1. \]

For a given conditional copula \( C_x \), the conditional Kendall’s tau is simply \( \tau_x = \tau(C_x) \). Both copulas are parameterized in such a way that \( \tau_x = \text{const} \times \{ \Phi(x) - 0.2 \}^2 \). From the relationships between Kendall’s tau and the
parameters of the Normal and Clayton copulas, this can be done by setting
\[
\varrho(x) = \sin \left( \frac{\Xi_x \times \pi}{2} \right) \quad \text{and} \quad \gamma(x) = \frac{2 \Xi_x}{1 - \Xi_x}.
\]
This means that the triplet \((Y_{1i}, Y_{2i}, x_i)\) is obtained by considering either \(\varrho(x_i)\) or \(\gamma(x_i)\) combined with the corresponding copula. The constant is chosen so that \(\Xi_x \in \{0, .1, .25, .35\}\).

As discussed at the beginning of Section 3.1, the tail support of the distribution of a random variable may not be identifiable due to right censoring when the support of the censoring variable is included in the support of the variable of interest, i.e when \(\tau_{C_x} < \tau_{F_x}\). To evaluate the impact on the estimation of \(\tau_{C_x}\), the cases where \(\tau_{C_x} = \tau_{F_x}\) and \(\tau_{C_x} < \tau_{F_x}\) are examined separately in the following two sections.

4.1. \(\tau_{C_x} = \tau_{F_x}\)

Here, we have considered the case where \(\tau_{C_x} = \tau_{F_x} = \infty\). To do this, the marginal distributions of \(Y_{1i}\) and \(Y_{2i}\) are generated from the exponential distribution with mean given by
\[
\lambda_{x_i} = a\{1 + \Phi(x_i) + \Phi(x_i)^2\},
\]
i.e
\[
F_{x_j}(y) = \mathbb{P}\{Y_{ji} \leq y \mid X = x_i\} = 1 - e^{-\lambda_{x_i} y}.
\]
The censoring variable \(C_i\) is also picked as an exponential but with mean \(c\{1 + \Phi(x_i) + \Phi(x_i)^2\}\). Hence, the probability of censoring conditional on \(X = x\), denoted \(\theta\) thereafter, is simply \(\frac{a}{a+c}\). The results are reported for \(a = 5\) and \(\theta \in \{.2, .4, .6\}\) in Table D.1 and D.2.

4.2. \(\tau_{C_x} < \tau_{F_x}\)

Here, we have considered \(\tau_{F_x} = \infty\) and \(\tau_{C_x} < \infty\). In that case, the marginal distributions of \(Y_{1i}\) and \(Y_{2i}\) are generated from the exponential distribution with mean \(\lambda_{x_i}\). The censoring variable \(C_i\) is generated from the uniform distribution over \([0, \text{const} \times \lambda_{x_i}]\). We can show that in this case, the percentage of censoring is given by
\[
\theta = \frac{1}{\text{const}} \times \left(1 - e^{-\text{const}}\right).
\]
The constant is chosen so that \(\theta \in \{0.2, 0.4\}\). We have also cover the scenario \(\theta = 0\), which corresponds to the situation when all the survival times are observed. The results are reported in Table D.3 and D.4.
4.3. Comments on the simulations results

From the obtained results it can be seen that, globally, when the association between $Y_1$ and $Y_2$ increases, the bias increases whereas the variance decreases slightly. Another interesting finding is that there is no significant difference between the results obtained with a single bandwidth ($g = h$) and double bandwidth ($g \neq h$), except for a large sample size ($n = 1000$). In this case, double bandwidth reduces the bias substantially without increasing the variance of the resulting estimator. The results from the Normal and Clayton copula are quite similar. Also, and as expected, increasing the percentage of censoring decreases the performances of the copula estimator both in terms of bias and variance. The opposite is observed regarding the effect of the sample size. A larger (smaller) bandwidth is needed when censoring (sample size) increase. Notice that we obtain much more accurate information on the conditional copula when $\tau_{C_x} = \tau_{F_x}$. When $\tau_{C_x} < \tau_{F_x}$, one needs a large sample size to get accurate estimates otherwise the results should be interpreted with care especially when the percentage of censoring is high. Finally, as for any kernel based estimator, we can see that a large bandwidth, typically, leads to a larger bias and smaller variance. This becomes clear with large sample size (see the results for $n = 1000$).

5. Illustrative example

In this section we consider a dataset that was used in Andersen et al. (1993). This data contains information on 205 patients with malignant melanoma that were followed for a period up to 15 years. The main variable of interest is $Y_1$ : the survival times after surgery for skin tumour. Other measured quantities include $Y_2$ : the age of the patient and $X$ : the tumour thickness in mm. 134 patients were alive by the end of the follow-up period and 14 patients died of causes unrelated to melanoma. These patients are censored ($status = 0$) at their last observed duration time or death time. All the remaining patients died from melanoma and so they are uncensored ($status = 1$). The typical objective of such studies is to asses the effect of risk factors (like age and tumour thickness) on survival time. This is done usually by constructing a regression model with $Y_1$ as response and $Y_2$ and $X$ as covariates. Before attempting to model the relations between these variables, it may be helpful to measure the strength of the relationship between them using model-free tools.
Kendall’s tau is a popular coefficient that measures the concordance-discordance between two random variables. This coefficient lies in \([-1, 1]\) and is equal to zero for independent random variables. In contrast to the well-known Pearson correlation coefficient, Kendall’s tau does not require knowledge of the parametric form of the marginal distributions. For more details, see Nelsen (2006). A conditional version of this coefficient was suggested by Gijbels et al. (2011). In terms of copula, the population version of the conditional Kendall’s tau of \((Y_1, Y_2)\) given \(X = x\) is

\[
\mathcal{T}(C_x) = 4 \int_0^1 \int_0^1 C_x(u_1, u_2) \, dC_x(u_1, u_2) - 1.
\]

A natural way to estimate this coefficient is to replace the unknown quantity \(C_x\) in the above expression by its nonparametric estimator \(\hat{C}_x\) given by (4). This can be expressed as

\[
\mathcal{T}(\hat{C}_x) = 4 \int_0^{H_{1x}(t)} \int_0^1 \hat{C}_x(u_1, u_2) \, d\hat{C}_x(u_1, u_2) - 1.
\]

Except the case when \(H_{1x}(t) = 1\), the truncation in the integral above is needed because \(\hat{C}_x\) is inconsistent outside \([0, H_{1x}(t)] \times [0, 1]\), see Proposition 3.5 above. Unfortunately the quantity \(H_{1x}(t)\) is unknown and there is no obvious way to estimate it without imposing some restrictive assumptions on the data generating process. In practice one may consider (6) without the truncation, but then the results should be interpreted with care.

Figure 1 (a) shows the scatter plot of the observed survival times on the y axis and age values on the x axis using different symbols for censored/uncensored observations and different colors for tumour thickness. From this figure it can be seen that there is a relationship between time and age: the survival time has tendency to decrease with increasing age. This tendency is not very strong as the estimated unconditional (global) Kendall’s tau is only of \(-0.13\). Figure 1 (b) shows the estimated conditional Kendall’s tau between time and age given thickness. The dashed curve corresponds to the estimator, say \(\mathcal{T}(\hat{C}_x^c)\), obtained ignoring censoring, i.e. we consider all observed times as exact, and the solid curve is the estimator \(\mathcal{T}(\hat{C}_x)\) obtained using our method that takes into account censoring. For both estimators a bandwidth \(h = 0.93\) was used. We can see that while the estimated conditional Kendall’s tau coefficients remain negative their magnitude changes with thickness. When the latter increases, the absolute value of \(\mathcal{T}(\hat{C}_x)\) slightly
increases to reach its maximum value of 0.242 when tumor thickness is 2mm and then it starts decreasing rapidly to reach 0. So unlike the global Kendall’s tau which measures only the “average” association between time and age, $\hat{\tau}(\hat{C}_x)$ gives us a more precise picture about this association accounting for the effect of tumor thickness. From the figure it seems that, except for large tumor thickness, the “uncorrected” estimator $\hat{\tau}(\hat{C}_{x})$ underestimates the strength of association between time and age.

6. Assumptions

6.1. (sub-)distribution functions

Smoothness conditions over $F_x, H_x, H_x^u, H_x^c$ and $G_x$ are needed in the proof of Theorem 3.1. We formulate the conditions for a general (sub-)distribution function $L_x$.

(C) $\hat{L}_x(t, y) = \frac{\partial}{\partial x} L_x(t, y)$ exists and is continuous over $V(x) \times T_i$, where $V(x)$ is a neighborhood of $x$;

(C) $L^{(1)}_x(t, y) = \frac{\partial}{\partial t} L_x(t, y)$ and $L^{(2)}_x(t, y) = \frac{\partial}{\partial y} L_x(t, y)$ exist and are continuous over $V(x) \times T_i$;

(C) $\tilde{L}_x(t, y) = \frac{\partial^2}{\partial x^2} L_x(t, y)$ exist and is continuous over $V(x) \times T_i$;
\( (C_4) \) \( L^{(1,1)}_x(t, y) = \frac{\partial^2}{\partial t^2} L_x(t, y), L^{(1,2)}_x(t, y) = \frac{\partial^2}{\partial y \partial x} L_x(t, y) \) and \( \check{L}^{(2,2)}_x(t, y) = \frac{\partial^2}{\partial y^2} L_x(t, y) \) exist and are continuous over \( V(x) \times T_t \);

\( (C_5) \) \( \dot{L}^{(1)}_x(t, y) = \frac{\partial^2}{\partial t^2} L_x(t, y) \) and \( \dot{L}^{(2)}_x(t, y) = \frac{\partial^2}{\partial y \partial x} L_x(t, y) \) exist and are continuous over \( V(x) \times T_t \);

\( (C_6) \) \( \dot{L}^{(1,2)}_x(t, y) = \frac{\partial^3}{\partial y \partial x \partial z} L_x(t, y) \) and \( \ddot{L}^{(1,2)}_x(t, y) = \frac{\partial^4}{\partial y \partial x \partial z^2} L_x(t, y) \) exist and are continuous over \( V(x) \times T_t \);

The following assumption is needed to guaranties the weak convergence of \( B_{xh}^{(rc)} \).

\( (D) \) The partial derivatives \( C_x^{[1]}(u, v) = \partial C_x(u, v) / \partial u \) and \( C_x^{[2]}(u, v) = \partial C_x(u, v) / \partial v \) exist and are continuous on \((0, 1) \times [0, 1] \) and \([0, 1] \times (0, 1)\) respectively.

6.2. Weight functions

Assumptions \( W_1 \)–\( W_5 \) below are required to establish the asymptotic behavior of \( \sqrt{n} h \{ F_{xh}^{rc} - F_x \} \) stated in Section 3.

\( W_1. \) \( \sqrt{n} h \max_{1 \leq i \leq n} |w_{ni}(x, h)| = o(1); \)

\( W_2. \) \( \sqrt{n} h \left| \sum_{i=1}^{n} w_{ni}(x, h)(x_i - x) - h^2 K_2 \right| = o(1) \) for some \( K_2 = K_2(x) \in (0, \infty) \);

\( W_3. \) \( \sqrt{n} h \left| \sum_{i=1}^{n} w_{ni}(x, h)(x_i - x)^2 / 2 - h^2 K_3 \right| = o(1) \) for some \( K_3 = K_3(x) \in (0, \infty) \);

\( W_4. \) \( nh \sum_{i=1}^{n} \{w_{ni}(x, h)\}^2 - K_4 = O(1) \) for some \( K_4 = K_4(x) \in (0, \infty) \);

\( W_5. \) \( \max_{i \in I_{nx}} x_i - \min_{i \in I_{nx}} x_i = o(1) \), where \( I_{nx} = \{i : w_{ni}(x, h) > 0\} \).
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Appendix A. Proofs of main results

In this section, all the expectations of the form $E\{f(T_i, Y_{2i}, C_i)\}$ have to be understood as taken conditional upon $X = x_i$. Formally, for any $1 \leq i \leq n$,

$$E\{f(T_i, Y_{2i}, C_i)\} = \int \int f(t, y, c) dF_{x_i}(t, y) dG_{x_i}(c),$$

whenever the left-hand side of the integral exists.

Appendix A.1. I.i.d representation for $\sqrt{n h} (F^{(rc)}_{xh} - F_x)$

We start by observing that $F^{(rc)}_{xh} = \sum_{i=1}^n \delta_i f(t, y, T_{1i}, Y_{2i}, G_{xg})$, where for any $(t, y) \in T_i$, $(v, v') \in \mathbb{R}^2$ and for any function $G : \mathbb{R} \rightarrow [0, 1)$:

$$f(t, y, v, v', G) = \frac{I(v \leq t, v' \leq y)}{1 - G(v)}.$$

To provide an i.i.d representation for $\sqrt{n h} (F^{(rc)}_{xh} - F_x)$, we apply the ideas of van der Vaart & Wellner (2007). To this end, we introduce the operator $\mathbb{E}()$ defined over the set of random variables of the form $\delta_i f(t, y, T_{1i}, Y_{2i}, G), \ldots, \delta_n f(t, y, T_{ni}, Y_{2ni}, G)$ such that

$$\mathbb{E} \{\delta_i f(t, y, T_i, Y_{2i}, G)\} = \int f(t, y, v, v', G) dH_{x_i}^u(v, v'),$$

whenever the right-hand side of the integral exists. Observe that when the function $G$ is fixed (non random), it follows that

$$\mathbb{E} \{\delta_i f(t, y, T_i, Y_{2i}, G)\} = \mathbb{E} \{\delta_i f(t, y, T_i, Y_{2i}, G)\}.$$

Then, we consider the following decomposition :

$$\sqrt{n h} (F^{(rc)}_{xh} - F_x) = \{A_{xh} - \mathbb{E} (A_{xh})\} + B_{xh} + \mathbb{E} (A_{xh}),$$

where

$$A_{xh}(t, y) = \sqrt{n h} \sum_{i=1}^n I(T_i \leq t, Y_{2i} \leq y) w_{ni}(x, h) \delta_i \left\{ \frac{1}{1 - G_{xg}(T_i)} - \frac{1}{1 - G_x(T_i)} \right\}$$
and

\[ B_{xh}(t, y) = \sqrt{nh} \left\{ \sum_{i=1}^{n} \mathbb{I}(T_i \leq t, Y_{2i} \leq y) w_{ni}(x, h) \frac{\delta_i}{1 - G_x(T_i)} - F_x(t, y) \right\} \]

\[ = \sqrt{nh} \sum_{i=1}^{n} w_{ni}(x, h) J_{ix}^{(1)}(t, y). \]

Firstly, we remark that \( B_{xh} \) is, by construction, an i.i.d. representation. Secondly, we show, in Appendix A.1.1, that \( A_{xh} - \mathbb{E}(A_{xh}) \) is asymptotically negligible. Finally, in Appendix A.1.2, we provide an i.i.d. representation for \( \mathbb{E}(A_{xh}) \).

**Appendix A.1.1. Asymptotic negligibility of \( A_{xh} - \mathbb{E}(A_{xh}) \)**

Recall that \( T_t = [0, t] \times \mathbb{R} \), where \( 0 < t < \tau_{H_x} \). Let \( \epsilon > 0 \) such that \( G_x(t) + \epsilon < 1 \), and set \( t_\epsilon = G_x(t) + \epsilon \). Introduce the set of functions \( G_{t_\epsilon} = \{ G : \mathbb{R} \to [0, 1] \text{ nondecreasing and } G(t) < t_\epsilon \} \). For \( (t, y, G) \in T_t \times G_{t_\epsilon} \), define the stochastic processes

\[ Z_{hi}(t, y, G) = \sqrt{nh} \mathbb{I}(T_i \leq t, Y_{2i} \leq y) w_{ni}(x, h) \frac{\delta_i}{1 - G(T_i)} \]

and \( Z_{xh} = \sum_{i=1}^{n} Z_{hi} \). The process \( Z_{xh} \) can be viewed as a process indexed by the family of functions from \( \mathbb{R}^2 \times \{0, 1\} \to \mathbb{R} \) given by

\[ \mathcal{F} = \left\{ (v, v', w) \mapsto \mathbb{I}(v \leq t, v' \leq y) \frac{w}{1 - G(v)}, (t, y) \in T_t, G \in G_t \right\}. \]

Hence, each function \( f \in \mathcal{F} \) may be formally identified by a triplet \( (t, y, G) \). The introduction of the process \( Z_{xh} \) is motivated by the fact that \( A_{xh}(t, h) = Z_{xh}(t, y, G_{xg}) - Z_{xh}(t, y, G_x) \). While the \( \epsilon \)-enlargement in the definition of the class \( G_{t_\epsilon} \) might appear overdone, it is however required to guaranty that \( G_{xg} \) asymptotically fits into \( G_{t_\epsilon} \).

Finally, we equip the index set \( \mathcal{F} \) with a semimetric \( \rho_{\mathcal{F}_x} \) defined for \( f = (t, y, G) \) and \( f' = (t', y', G') \) as

\[ \rho_{\mathcal{F}_x}(f, f') = |F_{1x}(t) - F_{1x}(t')| + |F_{2x}(y) - F_{2x}(y')| + \sup_{z \in [0, t]} |G(z) - G'(z)|. \]

Notice that \( (\mathcal{F}, \rho) \) is totally bounded for \( \rho_{\mathcal{F}_x} \), as \( \mathbb{I}(v \leq t, v' \leq y) \frac{w}{1 - G(v)} \leq \frac{\mathbb{I}(v \leq t)}{1 - G(v)} \leq \frac{1}{1 - t_\epsilon} < \infty \). Moreover, \( \mathcal{F} := \frac{1}{1 - t_\epsilon} \) is an enveloppe function for \( \mathcal{F} \).
In fact, as Assumptions $W_1 - W_5$ and $C_1$ are satisfied, we conclude from Appendix C.1 that the process $\bar{Z}_{xh} := Z_{xh} - EZ_{xh}$ indexed by $(\mathcal{F}, \rho_{F_x})$ is asymptotically $\rho_{F_x}$-equicontinuous. This implies that for any $\eta > 0$ and $\eta' > 0$, there exists $\delta > 0$ such that

$$\limsup_{n \to \infty} \mathbb{P}^* \left\{ \sup_{\rho_{F_x}(f,f') < \delta} |\bar{Z}_n(f') - \bar{Z}_n(f)| > \eta \right\} < \eta'.$$

For a particular choice of weight system $w_{n1}, \ldots, w_{nn}$, it is shown in Van Keilegom & Veraverbeke (1996) that as long as conditions $(C_1)$ and $(C_3)$ are satisfied for $H_x, G_x$ and $H^c_x$, then there exist constants $C_1, C_2 > 0$ that depend on the weight functions such that whenever $\epsilon > \max\{C_1g^2, C_2 \frac{1}{\sqrt{ng}}\}$, we have

$$\mathbb{P} \left\{ \sup_{t \in [0,1]} |G_{xg}(t) - G_x(t)| > \epsilon \right\} \leq C_3ng \epsilon e^{-C_4 \epsilon^2} \quad (A.1)$$

for some constants $C_3$ and $C_4$ that rely on $t$ and the weights. It can be shown for instance by using Lemma 3 in Omelka et al. (2013) that this result still holds for general $w_{n1}, \ldots, w_{nn}$, at the cost of perhaps enlarging the constants provided this weight system satisfy assumptions $W_1 - W_5$. Hence, we obtain

$$\sup_{t \in [0,1]} |G_{xg}(t) - G_x(t)| = O((ng)^{-1/2}(\log n)^{1/2}) \quad \mathbb{P} - \text{a.s.} \quad (A.2)$$

In view of Equation (A.2), we conclude that for any $\epsilon > 0$, $G_{xg} \in \mathcal{G}_\epsilon$ with probability 1. Moreover, as $\rho_{F_x}\{(t, y, G_{xg}), (t, y, G_x)\} = \sup_{t \in [0,1]} |G_{xg}(t) - G_x(t)|$, we deduce that for sufficiently large $n$:

$$\sup_{(t,y) \in \mathcal{T}_1} |A_{xh}(t, y) - \mathbb{E}\{A_{xh}(t, y)\}| \leq \sup_{\rho_{F_x}(f,f') < \delta} |\bar{Z}_n(f') - \bar{Z}_n(f)| \to 0.$$

which concludes the proof.

**Appendix A.1.2. Asymptotic representation of $\mathbb{E}(A_{xh})$**

Note that the random variable $D_{xh}(t, y) = \mathbb{E}\{A_{xh}(t, y)\}$ can be rewritten as

$$D_{xh}(t, y) = \sqrt{nh} \int_0^t \int_0^y \frac{G_{xg}(v) - G_x(v)}{(1 - G_x(v))\{1 - G_{xg}(v)\}} \sum_{i=1}^n w_{ni}(x, h) dH^u_{x}(v, v')$$

$$= \sqrt{nh} \int_0^t \frac{G_{xg}(v) - G_x(v)}{(1 - G_x(v))\{1 - G_{xg}(v)\}} \sum_{i=1}^n w_{ni}(x, h) \int_0^y dH^u_{x_i}(v, v')$$

$$= \sqrt{hg^{-1}} \int_0^t \frac{G_{xg}(v)}{(1 - G_x(v))\{1 - G_{xg}(v)\}} \sum_{i=1}^n w_{ni}(x, h) h^u_{x_i}(v, y) dv,$$
where \( h^u_x(v, y) = \frac{\partial}{\partial v} H^u_x(v, y) \) and \( G_{xg} = \sqrt{n} \{ G_{xg} - G_x \} \). Next, we write

\[
\tilde{D}_{xh}(t, y) = \sqrt{h g^{-1}} \int_0^t \frac{G_{xg}(v)}{\{1 - G_x(v)\}^2} \sum_{i=1}^n w_{ni}(x, h) h^u_x(v, y) dv
\]

and we introduce for any function \( g \in L^\infty([0, t]) \) the functional \( \Lambda_x : L^\infty([0, t]) \to L^\infty(T_t) \) defined as

\[
\Lambda_x(g)(t, y) = \int_0^t \frac{g(v)}{\{1 - G_x(v)\}^2} h^u_x(v, y) dv.
\]

The asymptotic representation of \( D_{xh} \) will follow from the representation of \( \sqrt{h g^{-1}} \Lambda_x(G_{xg}) \) and the asymptotic negligibility of the two terms \( \tilde{D}_{xh} - \sqrt{h g^{-1}} \Lambda_x(G_{xg}) \) and \( D_{xh} - \tilde{D}_{xh} \).

For the asymptotic representation of \( \sqrt{h g^{-1}} \Lambda_x(G_{xg}) \), let

\[
g_{ix}(t) = \{1 - G_x(t)\} \left[ \int_0^t \frac{\mathbb{I}(T_i \leq v) - H_{ix}(v)}{\{1 - H_{ix}(v)\}^2} dH_{ix}^c(v) 
+ \frac{\mathbb{I}(T_i \leq t, \delta_i = 0) - H_{ix}^c(t)}{1 - H_{ix}(t)} 
- \int_0^t \frac{\mathbb{I}(T_i \leq v, \delta_i = 0) - H_{ix}^c(v)}{\{1 - H_{ix}(v)\}^2} dH_{ix}(v) \right].
\]

It can be shown for instance by using Lemma 3 of Omelka et al. (2013) that the result stated in Theorem 2.1 in Van Keilegom & Veraverbeke (1997) still holds as long as conditions \((C_1)-(C_5)\) are satisfied for \( G_x \) and \( G^u_x \), provided assumptions \( W_1-W_5 \) on the weight functions are fulfilled. Hence, we conclude that, uniformly in \( t \in [0, t] \), \( \sqrt{h g^{-1}} G_{xg} = \sqrt{n h} \sum_{i=1}^n w_{ni}(x, g) g_{ix} + o_{a.s}(1) \) as long as \( \frac{n g^5_{\min}}{\ln(n)} < \infty \). As the map \( \Lambda_x(\cdot) \) is linear and continuous, the continuous mapping theorem implies that

\[
\sqrt{h g^{-1}} \Lambda_x(G_{xg}) = \sqrt{n h} \sum_{i=1}^n w_{ni}(x, g) \Lambda_x(g_{ix}) + o_{a.s}(1).
\]

Furthermore, from switching the order of integration and further computations, we show that \( \Lambda_x(g_{ix})(t, y) = J_{ix}^{(2)}(t, y) \).
To show the asymptotic negligibility of \( \tilde{D}_{xy} - \sqrt{hg^{-1}}\Lambda_x(G_{xy}) \), we observe that for any \((t, y) \in T_t\),

\[
\tilde{D}_{xy}(t, y) - \sqrt{hg^{-1}}\Lambda_x(G_{xy})(t, y) = \int_0^t \frac{G_{xy}(v) - G_x(v)}{(1 - G_x(v))^2} R_{xy}(v, y) dv 
\leq \frac{\sup_{v \in [0, t]} |G_{xy}(v) - G_x(v)|}{(1 - G_x(t))^2} \int_0^t \sup_{v \in [0, t]} |R_{xy}(v, y)| dv,
\]

where

\[
R_{xy}(v, y) = \sqrt{nh} \sum_{i=1}^n w_{ni}(x, h) \{ h^u_{xi}(v, y) - h^u_{zi}(v, y) \}.
\]

Condition \((C_6)\) together with \(W_5\) allows the Taylor expansion

\[
R_{xy}(v, y) = \dot{h}^u_{x}(v, y) \sqrt{nh} \sum_{i=1}^n (x - x_i) w_{ni}(x, h) 
- \frac{1}{2} \sqrt{nh} \sum_{i=1}^n (x - x_i)^2 w_{ni}(x, h) \ddot{h}^u_{zi}(v, y),
\]

where \(z_i\) lies between \(x_i\) and \(x\). Hence, from Assumptions \(W_2, W_3, W_6\) and \((C_6)\), we obtain that

\[
\sqrt{Nh} \int_0^t |R_{xy}(u, v)| dv = O(1).
\]

In view of the previous discussion, we use Equation (A.2) to obtain that uniformly in \((t, y) \in T_t\), \(\tilde{D}_{xy} - \sqrt{hg^{-1}}\Lambda_x(G_{xy}) = o_{a.s}(1)O(1)\).

Finally, notice that

\[
D_{xy} - \tilde{D}_{xy}
= \sqrt{Nh} \int_0^t \frac{\{G_{xy}(v) - G_x(v)\}^2}{(1 - G_x(v))^2 \{1 - G_{xy}(v)\}} \sum_{i=1}^n w_{ni}(x, h) h^u_{xi}(v, y) dv 
\leq \sqrt{Nh} \sup_{v \in [0, t]} \frac{\{G_{xy}(v) - G_x(v)\}^2}{\{1 - G_x(t)\}^2 \{1 - G_{xy}(t)\}} \int_0^t \sum_{i=1}^n w_{ni}(x, h) h^u_{xi}(v, y) dv.
\]

Hence, using Equation (A.2), we deduce that the latter is \(o_{a.s}(1)\).
Appendix A.2. Weak convergence of $\sqrt{n}h\{F_{xh}^{(rc)} - F_x\}$

From Theorem 3.1, we have

$$\sqrt{n}h(F_{xh}^{(rc)} - F_x) = \sqrt{n}h \sum_{i=1}^{n} \left\{ w_{ni}(x, h)J_{ix}^{(1)} + w_{ni}(x, g)J_{ix}^{(2)} \right\} + o_P(1).$$

We start by showing that the sequence $\sqrt{n}h \sum_{i=1}^{n} w_{ni}(x, h)J_{ix}^{(1)}$ is asymptotically gaussian. Then, regarding the assumptions over the bandwidth $h$ and $g$, we discuss the asymptotic representation of

$$\sqrt{n}h \sum_{i=1}^{n} w_{ni}(x, g)J_{ix}^{(2)} \quad \text{and} \quad \sqrt{n}h \sum_{i=1}^{n} \left\{ w_{ni}(x, h)J_{ix}^{(1)} + w_{ni}(x, g)J_{ix}^{(2)} \right\}.$$

Appendix A.2.1. Weak convergence of $\sqrt{n}h \sum_{i=1}^{n} w_{ni}(x, h)J_{ix}^{(1)}$

Let's prove that the process $\mathcal{J}_x^{(1)} := \sqrt{n}h \sum_{i=1}^{n} J_{ix}^{(1)}$ converges to the gaussian process $\mathcal{J}_x^{(1)} + Kb_x^{(1)}$ over $\mathcal{T}_t$.

First, the tightness of the sequence $\mathcal{J}_x^{(1)}$ can be checked using similar arguments as in Appendix A.1.1. Second, from direct computation,

$$\mathbb{E}\left\{ J_{xh}(t, y) \right\} = \sqrt{n}h \sum_{i=1}^{n} w_{ni}(x, h) \mathbb{E} \left\{ \delta_i \mid Y_{1i}, Y_{2i} \right\} \frac{\mathbb{I}(Y_{1i} \leq t, Y_{2i} \leq y)}{1 - G_x(Y_{1i})} - F_x(t, y)$$

$$= \sqrt{n}h \sum_{i=1}^{n} w_{ni}(x, h) \mathbb{E} \left\{ \frac{1 - G_x(Y_{1i})}{1 - G_x(Y_{1i})} \mathbb{I}(Y_{1i} \leq t, Y_{2i} \leq y) - F_x(t, y) \right\}$$

$$= \sqrt{n}h \sum_{i=1}^{n} w_{ni}(x, h) \{ F_x(t, y) - F_x(t, y) \} + o(1)$$

$$+ \sqrt{n}h \sum_{i=1}^{n} w_{ni}(x, h)(x_i - x) \mathbb{E} \left\{ \frac{-\dot{G}_x(Y_{1i})}{1 - G_x(Y_{1i})} \mathbb{I}(Y_{1i} \leq t, Y_{2i} \leq y) \right\}$$

$$+ \frac{1}{2} \sqrt{n}h \sum_{i=1}^{n} w_{ni}(x, h)(x_i - x)^2 \mathbb{E} \left\{ \frac{-\ddot{G}_x(Y_{1i})}{1 - G_x(Y_{1i})} \mathbb{I}(Y_{1i} \leq t, Y_{2i} \leq y) \right\}, (A.3)$$

where last equality follows from a Taylor expansion of the function $z \mapsto 1 - G_z$ around $z = x$ together with the fact that from Assumptions $C_1$ and $C_3$, $G_x, \dot{G}_x$
and $\dot{G}_x$ are uniformly continuous over $\mathcal{T}_i$. We calculate the first term. In fact,
\[
\sqrt{nh} \sum_{i=1}^{n} w_{ni}(x, h) \left\{ F_x(t, y) - F_x(t, y) \right\}
\]
\[
= \sqrt{nh} \sum_{i=1}^{n} w_{ni}(x, h) (x_i - x) \dot{F}_x(t, y)
\]
\[
+ \frac{1}{2} \ddot{F}_x(t, y) \sqrt{nh} \sum_{i=1}^{n} w_{ni}(x, h) (x_i - x)^2 + o(1), \quad (A.4)
\]
where last equality follows from a Taylor expansion of the function $z \mapsto F_z$ around $z = x$ together with the fact that $F_x, \dot{F}_x$ and $\ddot{F}_x$ are uniformly continuous over $V(x) \times \mathcal{T}_i$, where $V(x)$ is some neighborhood of $x$, as stated from Assumptions $C_1$–$C_3$. From Assumptions $W_2$ and $W_3$, Equation (A.4) is equal to
\[
\sqrt{nh} h^2 \left\{ K_2 \dot{F}_x(t, y) + \frac{K_3}{2} \ddot{F}_x(t, y) + o(1) \right\},
\]
where the constants $K_2$ and $K_3$ are defined via Assumptions $W_2$ and $W_3$. As $\sqrt{nh} h^2 \to K$, Equation (A.4) reduces to
\[
K \left\{ K_2 \dot{F}_x(t, y) + \frac{K_3}{2} \ddot{F}_x(t, y) \right\} + o(1).
\]
Next, for the second and third terms of Equation (A.3), we denote
\[
B^{(1)}_x(t, y) = \int_0^t \frac{-\dot{G}_x(v)}{1 - G_x(v)} f_z(v, y) dv
\]
and
\[
B^{(2)}_x(t, y) = \int_0^t \frac{-\ddot{G}_x(v)}{1 - G_x(v)} f_z(v, y) dv.
\]
The second and third terms of Equation (A.3) can re-written as
\[
\sqrt{nh} \sum_{i=1}^{n} w_{ni}(x, h) (x_i - x) B^{(1)}_{x_i}(t, y) + \sqrt{nh} \sum_{i=1}^{n} w_{ni}(x, h) (x_i - x)^2 B^{(2)}_{x_i}(t, y)
\]
\[
= K \left\{ K_2 B^{(1)}_x(t, y) + o(1) B^{(2)}_x(t, y) \right\} + o(1). \quad (A.5)
\]
Putting together Equations (A.3), (A.4) and (A.5) concludes to show that
\[
E \left\{ J^{(1)}_{xh} \right\} = Kb^{(1)}_x + o(1).
\]
Next, as Assumption \( W_4 \) is satisfied, we use a similar strategy to obtain

\[
\text{Cov}\{J_{xh}(t, y), J_{xh}(t', y')\} = nh \sum_{i=1}^{n} w_{ni}(x, h) \left[ E\left\{ \frac{\mathbb{I}(T_i \leq t \land t', Y_{2i} \leq y \land y') \delta_i}{1 - G_{x_i}(T_i)} \right\} \right] - E\left\{ \frac{\mathbb{I}(T_i \leq t, Y_{2i} \leq y) \delta_i}{1 - G_{x_i}(T_i)} \right\} E\left\{ \frac{\mathbb{I}(T_i \leq t', Y_{2i} \leq y') \delta_i}{1 - G_{x_i}(T_i)} \right\} = K_4 \left\{ \int_0^{t \land t'} \frac{f_x(v, y \land y')}{1 - G_{x}(v)} dv - F_x(t, y) F_x(t', y') \right\} + o(1).
\]

In view of the tightness of \( J_{xh} \), the fact that \( \text{Cov}\{J_{xh}(t, y), J_{xh}(t', y')\} \rightarrow \text{Cov}\{J_x(t, y), J_x(t', y')\} \), and using Theorem 2.11.1 of van der Vaart & Wellner (1996), we conclude that \( J_{xh} \) converges weakly to a gaussian process whose representation matches the one of \( J_x + K b_x^{(1)} \).

**Appendix A.2.2. Asymptotic representation of \( \sqrt{n}h \sum_{i=1}^{n} w_{ni}(x, g) J_{ix}^{(2)} \)**

From the definition of \( g_{ix} \) and of \( \Lambda_x(\cdot) \) in Appendix A.1.2, we can re-write

\[
\sum_{i=1}^{n} w_{ni}(x, g) J_{ix}^{(2)} = \sum_{i=1}^{n} w_{ni}(x, g) \Lambda_x(g_{ix}) = \Lambda_x \left\{ \sum_{i=1}^{n} w_{ni}(x, g) g_{ix} \right\}.
\]

Now because \( \Lambda_x(\cdot) \) is linear, we deduce that

\[
E\left[ \Lambda_x \left\{ \sum_{i=1}^{n} w_{ni}(x, g) g_{ix} \right\} \right] = \Lambda_x \left[ E\left\{ \sum_{i=1}^{n} w_{ni}(x, g) g_{ix} \right\} \right].
\]

From Van Keilegom & Veraverbeke (1997), using Assumptions \( W_2-W_3 \) together with \( C_1 \) and \( C_3 \), we obtain that

\[
E\left\{ \sum_{i=1}^{n} w_{ni}(x, g) g_{ix}(t) \right\} = g^2 \{1 - G_x(t)\} \int_0^{t} \frac{K_2 \dot{H}_{1x}(s) + K_3 \ddot{H}_{1x}(s)}{\left\{1 - H_{1x}(s)\right\}^2} dH_{1x}^c(s) + \frac{d\{K_2 \dot{H}_{1x}^c(s) + K_3 \ddot{H}_{1x}^c(s)\}}{\left\{1 - H_{1x}(s)\right\}} + o(g^2).
\]
Hence, integrating by parts leads to:

$$\Lambda_x \left[ \mathbb{E} \left\{ \sum_{i=1}^{n} w_{ni}(x, g)g_{ix} \right\} \right] (t, y) = g^2 \mathbb{E} \left\{ J_{ix}^{(2)}(t, y) \right\} + o(g^2). \tag{A.6}$$

Furthermore, provided Assumption $W_4$ is satisfied, Van Keilegom & Veraverbeke (1997) also gives us

$$\operatorname{Cov} \left\{ \sum_{i=1}^{n} w_{ni}(x, g)g_{ix}(t), \sum_{i=1}^{n} w_{ni}(x, g)g_{ix}(t') \right\} = \frac{K_4}{ng} \{1 - G_x(t)\} \{1 - G_x(t')\} \int_0^{t \wedge t'} \frac{dH_c^o(s)}{\{1 - H_{1x}(s)\}^2} + o\left( \frac{1}{ng} \right).$$

Then,

$$\operatorname{Cov} \left[ \Lambda_x \left\{ \sum_{i=1}^{n} w_{ni}(x, g)g_{ix} \right\} (t, y), \Lambda_x \left\{ \sum_{i=1}^{n} w_{ni}(x, g)g_{ix} \right\} (t', y') \right]$$

$$= \int_0^t \int_0^{t'} \frac{\operatorname{Cov}\{g_{ix}(v), g_{ix}(v')\} h^u_x(v, y)h^u_x(v', y')dv dv'}{\{1 - G_x(v)\}^2 \{1 - G_x(v')\}^2} \frac{dH^c_v(s)}{\{1 - H_{1x}(s)\}^2} + o\left( \frac{1}{ng} \right).$$

From the fact that $\int_s^t \frac{h^u_x(v, y)}{\{1 - G_x(v)\}} dv = \int_s^t f_x(v, y) dv = F_x(t, y) - F_x(s, y)$, the non negligible term of Equation (A.7) is equal to $\operatorname{Cov}\{ J_{ix}^{(2)}(t, y), J_{ix}^{(2)}(t', y') \}$. Since $\sqrt{ngh^2} < \infty$, and $\frac{h}{g} = O(1)$, we deduce from Equations (A.6) and (A.7) that the sequence $\sum_{i=1}^{n} w_{ni}(x, g)J_{ix}^{(2)}$ is asymptotically tight on $\mathcal{T}_i$.

**Appendix A.2.3. Asymptotic normality of $\sqrt{nH^c} \sum_{i=1}^{n} w_{ni}(x, h)\{ J_{ix}^{(1)} + J_{ix}^{(2)} \}$**

Upon setting $J_{xh} := \sqrt{nH^c} \sum_{i=1}^{n} w_{ni}(x, h)\{ J_{ix}^{(1)} + J_{ix}^{(2)} \}$, we compute

$$\operatorname{Cov}\{ J_{xh}(t, s), J_{xh}(t', s') \} = \frac{nh^n}{\sum_{i=1} w_{ni}(x, h)^2 \operatorname{Cov}\{ J_{ix}^{(1)}(t, s), J_{ix}^{(1)}(t', s') \}}$$

$$+ \frac{nh^n}{\sum_{i=1} w_{ni}(x, h)^2 \operatorname{Cov}\{ J_{ix}^{(1)}(t, s), J_{ix}^{(2)}(t', s') \}}$$

$$+ \frac{nh^n}{\sum_{i=1} w_{ni}(x, h)^2 \operatorname{Cov}\{ J_{ix}^{(1)}(t', s'), J_{ix}^{(2)}(t, s) \}}$$

$$+ \frac{nh^n}{\sum_{i=1} w_{ni}(x, h)^2 \operatorname{Cov}\{ J_{ix}^{(2)}(t, s), J_{ix}^{(2)}(t', s') \}}.$$
We obtain
\[
\sum_{i=1}^{n} w_{ni}(x, h)^2 \text{Cov}\{\mathcal{J}_{ix}^{(1)}(t, y), \mathcal{J}_{ix}^{(2)}(t', y')\} = o_{P}\left(\frac{1}{nh}\right)
\]
\[
- \frac{K_4}{nh} \left( F_{2x}(y') - F_x(t', y') \right) \int_0^{t'} \frac{F_x(t \land v, y) - H_{1x}(v)F_x(t, y)}{\{1 - H_{1x}(v)\}\{1 - G_x(v)\}} \, \text{d}H_{1x}(v)
\]
\[
- \frac{K_4}{nh} F_x(t, y) \int_0^{t'} \frac{1 - H_{1x}^u(v)}{\{1 - H_{1x}(v)\}\{1 - G_x(v)\}} h_x^{u}(v, y') \, \text{d}v - F_x(t, y)F_x(t', y')
\]
\[
+ \frac{K_4}{nh} F_x(t, y) \left( F_{2x}(y') - F_x(t', y') \right) \int_0^{t'} \frac{H_{1x}^u(v)}{\{1 - H_{1x}(v)\}\{1 - G_x(v)\}} \, \text{d}H_{1x}(v).
\]
Hence, \(\text{Cov}\{\mathcal{J}_{xh}(t, s), \mathcal{J}_{xh}(t', s')\} = \text{Cov}\{\mathcal{J}_x(t, s), \mathcal{J}_x(t', s')\} + o(1)\). The weak convergence follows from similar arguments as the ones expose in Appendix A.1.1.

**Appendix B. Weak convergence of \( \mathbb{B}^{(\text{rc})}_{xh} \)**

This section follows along the lines of Theorem 1 in Veraverbeke et al. (2011).

First, one decompose
\[
\sqrt{nh} (C_{xh}^{(\text{rc})} - C_x) = \{ \tilde{A}_{xh} - \mathbb{E}(\tilde{A}_{xh}) \} + \{ \tilde{A}'_{xh} - \mathbb{E}(\tilde{A}'_{xh}) \} + \tilde{B}_{xh} + \mathbb{E}(\tilde{A}_{xh}) + \mathbb{E}(\tilde{A}'_{xh}),
\]
where
\[
\tilde{A}_{xh}(u, v) = A_{xh} \left\{ F_{1xh}^{(\text{rc})}^{-1}(u), F_{2xh}^{-1}(u) \right\},
\]
\[
\tilde{A}'_{xh}(u, v) = \sqrt{nh} \sum_{i=1}^{n} w_{ni}(x, h) \left[ \mathcal{J}_{ix}^{(1)} \left\{ F_{1xh}^{(\text{rc})}^{-1}(u), F_{2xh}^{-1}(v) \right\} - \mathcal{J}_{ix}^{(1)} \left\{ F_{1xh}^{-1}(u), F_{2xh}^{-1}(v) \right\} \right],
\]
and
\[
\tilde{B}_{xh}(u, v) = \sqrt{nh} \sum_{i=1}^{n} w_{ni}(x, h) \mathcal{J}_{ix}^{(1)} \left\{ F_{1xh}^{-1}(u), F_{2xh}^{-1}(v) \right\}
\]
It will now be shown that both \( \{ \tilde{A}_{xh} - \mathbb{E}(\tilde{A}_{xh}) \} \) and \( \{ \tilde{A}'_{xh} - \mathbb{E}(\tilde{A}'_{xh}) \} \) are asymptotically negligible. Then, it will be establish that \( \mathbb{E}(\tilde{A}_{xh}) \) asymptotically equals
\[
\sqrt{nh} \sum_{i=1}^{n} w_{ni}(g, h) \mathcal{J}_{ix}^{(2)} \left\{ F_{1xh}^{-1}(u), F_{2xh}^{-1}(v) \right\}.
\]
Finally, the asymptotic representation of \( \mathbb{E}(\tilde{A}'_{xh}) \) will be given.
Appendix B.1. Asymptotic negligibility of $\sqrt{nh}\{\tilde{A}_{zh} - \mathbb{E}(\tilde{A}_{zh})\}$ and $\sqrt{nh}\{A'_{zh} - \mathbb{E}(A'_{zh})\}$

First, a weak consequence of Corollary 3.2 is that uniformly in $(t, y) \in T_i:$

$$F_{1x}^{(rc)}(t) - F_{1x}(t) = o_p(1) \quad \text{and} \quad F_{2x}(y) - F_{2x}(y) = o_p(1).$$

Second, it follows from assumption $W_1$ that, for any sufficiently small $\epsilon > 0,$

$$\lim_{n \to \infty} \mathbb{P}\left\{F_{1x}^{-1}(u - \epsilon) \leq F_{1x}^{(rc)}^{-1}(u) \leq F_{1x}^{-1}(u + \epsilon), u \in [0, H_{1x}(t)]\right\} = 1,$n \to \infty \mathbb{P}\left\{F_{2x}^{-1}(v - \epsilon) \leq F_{2x}^{-1}(v) \leq F_{2x}^{-1}(v + \epsilon), v \in [0, 1]\right\} = 1. \quad (B.1)$$

Now we recall the definition of $Z_{zh}$ in Lemma Appendix C.1, and we note that

$$\tilde{A}_{zh}(u, v) = Z_{zh}\{F_{1x}^{(rc)}(u), F_{2x}(v), G_x\} - Z_{zh}\{F_{1x}^{(rc)}(u), F_{2x}^{-1}(v), G_x\}$$

and

$$\tilde{A}'_{zh}(u, v) = Z_{zh}\{F_{1x}^{(rc)}(u), F_{2x}^{-1}(v), G_x\} - Z_{zh}\{F_{1x}^{-1}(u), F_{2x}^{-1}(v), G_x\}.$$

For $f_1 = (F_{1x}^{(rc)}(u), F_{2x}^{-1}(v), G_x),$ $f_2 = (F_{1x}^{(rc)}(u), F_{2x}^{-1}(v), G_x)$ and $f_3 = (F_{1x}^{-1}(u), F_{2x}^{-1}(v), G_x),$ it follows from Equations (A.2) and (B.1) that

$$\rho_{f_1}(f_1, f_2) \to 0 \quad \text{and} \quad \rho_{f_2}(f_2, f_3) \to 0.$$

The negligibility of $\tilde{A}_{zh} - \mathbb{E}(A_{zh})$ and $\tilde{A}'_{zh} - \mathbb{E}(A'_{zh})$ is then ensured by Lemma Appendix C.1 and identical arguments as the ones use in the end of Appendix A.1.1.

Appendix B.2. Asymptotic representation of $\mathbb{E}(\tilde{A}_{zh})$

For any small $\epsilon > 0$ such that $H_{1x}(t+\epsilon) < 1,$ one obtains from Equation (B.1) that uniformly in $u \in [0, H_{1x}(t)]$ and with probability 1, $F_{1x}^{(rc)}(u) \in [0, t+\epsilon].$

Thus, we get from Appendix A.1.2 that uniformly in $(u, v) \in \tilde{T}_i,$

$$\mathbb{E}(\tilde{A}_{zh}) = \sqrt{nh} \sum_{i=1}^{n} w_{ni}(x, y) \mathcal{F}_{zh}^{(2)} \left\{F_{1x}^{(rc)}(u), F_{2x}^{-1}(v)\right\} + o_p(1).$$
Now we let $t_{xh} = F_{xh}^{(rc)}(u)$, $t_x = F_{1x}^{-1}(u)$, and we define $y_{xh}$ and $y_x$ analogously. Recall, from Appendix A.1.2, that
\[
\mathcal{J}_{xh}^{(2)}(t_{xh}, y_{xh}) = A_x(g_{ix}) (t_{xh}, y_{xh})
\]
\[
= \int_0^{t_{xh}} \frac{g_{ix}(v)}{\{1 - G_x(v)\}^2} h_{x}^{u}(v, y_{xh}).
\]
Hence, from the mean value theorem, we have
\[
\mathcal{J}_{xh}^{(2)}(t_{xh}, y_{xh}) - \mathcal{J}_{xh}^{(2)}(t_x, y_{xh}) = \frac{g_{ix}(t_{xh}^{*})}{\{1 - G_x(t_{xh}^{*})\}^2} h_{x}^{u}(t_{xh}^{*}, y_{xh})(t_{xh} - t_x),
\]
for some $t_{xh}^{*}$ between $t_{xh}$ and $t_x$. Further, since the $g_{ix}$’s are bounded random variables, and since $h = O(1)$, we can show that
\[
\sup_{t, y \in T} \left| \sqrt{nh} \sum_{i=1}^{n} w_{ni}(x, t) \frac{g_{ix}(t)}{\{1 - G_x(t)\}^2} h_{x}^{u}(t, y) \right| = O_P(1).
\]
Thus, Equation (B.1) implies that
\[
\sqrt{nh} \sum_{i=1}^{n} w_{ni}(x, t) \left\{ \mathcal{J}_{xh}^{(2)}(t_{xh}, y_{xh}) - \mathcal{J}_{xh}^{(2)}(t_x, y_{xh}) \right\} = o_P(1).
\]
Similarly, we have
\[
\sqrt{nh} \sum_{i=1}^{n} w_{ni}(x, t) \left\{ \mathcal{J}_{xh}^{(2)}(t_x, y_{xh}) - \mathcal{J}_{xh}^{(2)}(t_x, y_x) \right\} = o_P(1).
\]

Appendix B.3. Asymptotic representation of $\mathbb{E}(A'_{xh})$

From the definition of $\mathbb{E}(\cdot)$, we can write
\[
\mathbb{E}(A'_{xh})(u, v) = \sqrt{nh} \sum_{i=1}^{n} w_{ni}(x, h) F_{x} \left\{ F_{1x}^{(rc)}(u), F_{2x}^{-1}(v) \right\} - C_x(u, v).
\]

Conditions $C_1$, $C_3$ and $W_2$–$W_3$ allow to mimick the proof of Theorem 1 in Veraverbeke et al. (2011) to obtain, uniformly in $(u, v) \in \tilde{T}_t$, that
\[
\mathbb{E}(A'_{xh})(u, v) = \sqrt{nh} \left( C_x \left[ F_{1x} \{ F_{1x}^{(rc)}(u) \}, F_{2x} \{ F_{2x}^{-1}(v) \} \right] - C_x(u, v) \right).
\]
Substituting \(v\) by 1 in the previous Equation with the asymptotic negligibility of \(\tilde{A}'_{xh} - \mathbb{E}A'_{xh}\) leads to

\[
\sqrt{nh} \left[ F_{1x} \left\{ F_{1x}^{(rc)}(u) \right\} - u \right] = -\sqrt{nh} \left[ F_{1x}^{(rc)} \left\{ F_{1x}^{-1}(u) \right\} \right] - u.
\]

Moreover, from Veraverbeke et al. (2011), we have

\[
\sqrt{nh} \left[ F_{2x} \left\{ F_{2x}^{-1}(v) \right\} - v \right] = -\sqrt{nh} \left[ F_{2x} \left\{ F_{2x}^{-1}(v) \right\} \right] - v.
\]

Then, following the end of the proof of Theorem 1 in Veraverbeke et al. (2011) yields, uniformly over \(\tilde{T}_t\), to

\[
\mathbb{E}(A'_{xh})(u, v) = -\sqrt{nh} \mathbb{C}_x^{[1]}(u, v) \left[ F_{1x}^{(rc)} \left\{ F_{1x}^{-1}(u) \right\} \right] - u
\]

\[
-\sqrt{nh} \mathbb{C}_x^{[2]}(u, v) \left[ F_{2x} \left\{ F_{2x}^{-1}(v) \right\} \right] - v.
\]

**Appendix C. Auxiliary Lemma**

The following lemma is required in Appendix A.1.1 to establish the i.i.d representation for \(F_{xh}^{(rc)}\).

**Lemma Appendix C.1.** Recall the definition of \(Z_{xh}, F_{xh}^{(rc)}\) and \(\rho_{F_{xh}^{(rc)}}\) at the beginning of Appendix A.1.1. Suppose Assumptions \(W_1, W_4\) and \(W_6\) are satisfied, and that the maps \(z \mapsto F_{1z}\) and \(z \mapsto F_{2z}\) are uniformly continuous for all \(z\) in a neighborhood of \(x\). Then, process \(\tilde{Z}_{xh} := Z_{xh} - \mathbb{E}Z_{xh}\) indexed by \((F, \rho_{F_{xh}})\) is asymptotically \(\rho_{F_{xh}}\)-equicontinuous.

**Proof.** From Theorem 2.11.1 of van der Vaart & Wellner (1996), we can conclude that \(Z_{xh}\) is tight if the following requirements hold:

\((R_1)\) \(\sum_{i=1}^{n} \mathbb{E} \left( \|Z_{hi}\|^2_{F} \right) \mathbb{I} \{ \|Z_{hi}\|_{F} > \eta \} \to 0\) for any \(\eta > 0\);

\((R_2)\) \(\sup_{\rho_{F_{xh}}(f,f') < \delta_n} \sum_{i=1}^{n} \mathbb{E} \left[ (Z_{hi}(f) - Z_{hi}(f'))^2 \right] \to 0\) for every \(\delta_n \downarrow 0\).

\((R_3)\) \(\int_{0}^{\delta_n} \left\{ \log N(\epsilon, F, d_n) \right\}^{1/2} d\epsilon \xrightarrow{P} 0\) for every \(\delta_n \downarrow 0\), where \(N(\epsilon, F, d_n)\) is the covering number of the set \(F\) with respect to the random semi-metric

\[
d_n^2(f, f') = \sum_{i=1}^{n} (Z_{hi}(f) - Z_{hi}(f'))^2.
\]
In the latter, \( \| \cdot \|_\mathcal{F} \) stands for the supremum norm over \( \mathcal{F} \).

(\( \mathcal{R}_1 \)): Because \( Z_{hi}(f) = 0 \) whenever \( Y_{1i} > t \), and since \( G \) is nondecreasing, we have

\[
Z_{hi}(f) \leq \sqrt{nh} \frac{w_{ni}(x, h)}{1 - G(t)} \leq \sqrt{nh} \frac{w_{ni}(x, h)}{1 - t_e}.
\]

From Assumption \( W_1 \), it follows that the latter is \( o(1) \). Hence, for any \( \eta > 0 \), one can find \( N > 0 \) such that for all \( n \geq N \): \( \max_{1 \leq i \leq n} Z_{hi}(f) < \eta \), proving that requirement \( \mathcal{R}_1 \) is fulfilled.

(\( \mathcal{R}_2 \)): Assume wlog that \( t \leq t' \) and \( y \leq y' \). It is useful to note that when \( \delta_i = 1 \), it follows that \( \mathbb{I}(T_i \leq t) \delta_i = \mathbb{I}(Y_{1i} \leq t) \) whereas \( \mathbb{I}(T_i \leq t) \delta_i = 0 \) if \( \delta_i = 0 \). As a consequence, \( \mathbb{I}(T_i \leq t) \delta_i \leq \mathbb{I}(Y_{1i} \leq t) \). Then,

\[
Z_{hi}(f') - Z_{hi}(f) = \sqrt{nh} \mathbb{I}(t < T_i \leq t', y < Y_{2i} \leq y') \frac{\delta_i w_{ni}(x, h)}{1 - G'(T_i)} + \sqrt{nh} \mathbb{I}(T_i \leq t, Y_{2i} \leq y) \frac{G(T_i) - G'(T_i)}{1 - G(T_i)} \frac{G'(T_i)}{1 - G'(T_i)} \ll (t < Y_{1i} \leq t', y < Y_{2i} \leq y') \delta_i + \| G - G' \|_{[0, 1]}.
\]

From the last equation, one directly obtains

\[
\sup_{\rho_{F_x}(f', f) < \delta_n} \sum_{i=1}^n \mathbb{E} \left\{ (Z_{hi}(f') - Z_{hi}(f))^2 \right\} \leq \sup_{\rho_{F_x}(f', f) < \delta_n} n \sum_{i=1}^n \frac{w_{ni}(x, h)^2}{(1 - t_e)^2} \mathbb{E} \left\{ |F_{1x_i}(t') - F_{1x_i}(t)| + |F_{2x_i}(y') - F_{2x_i}(y)| \right\} + \sup_{\rho_{F_x}(f', f) < \delta_n} \mathbb{E} \left\{ \mathbb{I}(t < Y_{1i} \leq t', y < Y_{2i} \leq y') \delta_i + \| G - G' \|_{[0, 1]} \right\}.
\]

From Assumption \( W_4 \), we obtain that \( nh \sum_{i=1}^n w_{ni}(x, h)^2 = O(1) \). Moreover, as Assumption \( W_6 \) holds together with the uniform continuity of the maps
$z \mapsto F_{1z}$ and $z \mapsto F_{2z}$, we deduce that the latter display is bounded by $O(1)\{2\delta_n + o(1)\}$. Hence, requirement $R_2$ is fulfilled as $\delta_n \to 0$.

($R_3$): To show the last requirement, the goal is to apply Lemma 2.11.6 of van der Vaart & Wellner (1996). To do this, three conditions must be verified. First, we rewrite

$$\{Z_{hi}(f') - Z_{hi}(f)\}^2 = \int \left\{ \frac{\mathbb{I}(v \leq t, v' \leq y)}{1 - G(v)} - \frac{\mathbb{I}(v \leq t', v' \leq y')}{1 - G'(v)} \right\}^2 d\mu_{ni},$$

where $\mu_{ni} = nhw_{ni}(x, h)^2\delta_i \mathbb{I}(v = Y_{1i}, v' = Y_{2i})$. Hence, the process $Z_n$ is measurelike with respect to the random measure $\mu_{ni}$ (see van der Vaart & Wellner (1996), Section 2.11). Second, as Assumption $W_4$ holds, $\sum_{i=1}^n \int \mathcal{F}_i d\mu_{ni} = nh \sum_{i=1}^n w_{ni}(x, h)^2 = O(1)$. Third, it is required to show that the class $\mathcal{F}$ satisfy the uniform entropy condition (2.11.5) of van der Vaart & Wellner (1996). To do this, let

$$\mathcal{F}_1 = \{(v, v', w) \mapsto \mathbb{I}(v \leq t, v' \leq y), (t, y) \in \mathcal{T}_t, w \in \{0, 1\}\}$$

and $\mathcal{F}_2$ be the class of monotone and bounded functions over $[0, 1-\epsilon]$. Now we observe that $\mathcal{F} \subset \mathcal{F}_1 \mathcal{F}_2 = \{f = f_1 f_2, f_1 \in \mathcal{F}_1, f_2 \in \mathcal{F}_2\}$. As $\mathcal{F}_1$ is a VC-class and $\mathcal{F}_2$ is a VC-hull class for sets with envelope functions respectively $\tilde{\mathcal{F}}_1 = \{1\}$ and $\tilde{\mathcal{F}}_2 = \frac{1}{1-\epsilon}$, an application Lemma 2.6.20 of van der Vaart & Wellner (1996) allows to conclude that $\mathcal{F}_1 \mathcal{F}_2$ is VC-hull class for sets with envelope function $\tilde{\mathcal{F}}_1 \times \tilde{\mathcal{F}}_2 = \tilde{\mathcal{F}}$. Therefore, the uniform entropy condition is fullfiled. As a result, the conclusion Lemma 2.11.6 of van der Vaart & Wellner (1996) applies which proves the requirement $R_3$. \qed

Appendix D. Auxiliary results

The following Proposition establishes that $F_{1z}^{(rc)}$ coincide with the conditional Kaplan-Meier estimator for $F_{1z}$ when the bandwidth parameters $g$ and $h$ in the definition of $F_{1z}^{(rc)}$ are equal.

**Proposition Appendix D.1.** Consider the conditional Kaplan-Meier esti-
mator given by:

\[
F_{1xh}^{(KM)}(t) = 1 - \left\{ \prod_{T(i) \leq t} \left( 1 - \frac{w_{n[i]}(x, h)}{1 - F_{1xh}(T(i)-)} \delta[i] \right) \right\}
\]

\[
= 1 - \left\{ \prod_{T(i) \leq t} \left( 1 - \frac{w_{n[i]}(x, h)}{1 - \sum_{k=1}^{i-1} w_{n[k]}(x, h)} \delta[i] \right) \right\}.
\]

Then, for any \( t \in \mathbb{R} \), \( F_{1xh}^{(KM)}(t) = F_{1xh}^{(rc)}(t) \) when the bandwidth parameters \( g \) and \( h \) in the definition of \( F_{1xh}^{(rc)} \) are equal.

**Proof.** First set \( T(0) = 0 \) and \( T_{n+1} = \infty \). Second, in order to prove the result, it suffices to show that for any \( 0 \leq k \leq n + 1 \), \( F_{1xh}^{(rc)}(T(k)) = F_{1xh}^{(KM)}(T(k)) \). To do this, we use the following induction argument.

**Basis:** Trivially, \( F_{1xh}^{(rc)}(0) = F_{1xh}^{(KM)}(0) = 0 \). Moreover,

\[
F_{1xh}^{(rc)}(T(1)) = \frac{\delta[1]w_{n[1]}(x, h)}{(1 - w_{n[1]}(x, h))^{1 - \delta[1]}} = \delta[1]w_{n[1]}(x, h)
\]

and

\[
F_{1xh}^{(KM)}(T(1)) = 1 - (1 - w_{n[1]}(x, h))^{\delta[1]} = \delta[1]w_{n[1]}(x, h).
\]

Hence, the Basis step is verified.

**Induction step:** Assuming that the equality \( F_{1xh}^{(rc)}(t) = F_{1xh}^{(KM)}(t) \) holds for \( t = T(0) \) up to \( t = T(k) \), let’s show that the equality is verified for \( t = T(k+1) \). From direct computations,

\[
F_{1xh}^{(KM)}(T(k+1))
\]

\[
= 1 - \prod_{i=1}^{k} \left( 1 - \frac{w_{n[i]}(x, h)}{1 - F_{1xh}(T(i)-)} \delta[i] \left( 1 - \frac{w_{n[k+1]}(x, h)}{1 - F_{1xh}(T(k))} \right) \delta[k+1] \right)
\]

\[
= 1 + \{ F_{1xh}^{(rc)}(T(k)) - 1 \} \left( 1 - \frac{w_{n[k+1]}(x, h)}{1 - F_{1xh}(T(k))} \right) \delta[k+1],
\]

\( \text{36} \)
where the latter equation follows from the induction hypothesis. If \( \delta_{k+1} = 0 \), we use the induction hypothesis to obtain
\[
F_{1xh}(T_{k+1}) = F_{1xh}(T_k) = F_{1xh}(T_k) = F_{1xh}(T_{k+1}).
\]
Otherwise, if \( \delta_{k+1} = 1 \), then
\[
F_{1xh}(T_{k+1}) = F_{1xh}(T_k) + \{1 - F_{1xh}(T_k)\} \left( \frac{w_{n[k+1]}(x,h)}{1 - F_{1xh}(T_{k+1})} \right).
\]
From the identity \( \{1 - F_{1xh}(T_k)\}\{1 - G_{1xh}(T_k)\} = 1 - F_{1xh}(T_k) \),
we deduce that
\[
F_{1xh}(T_{k+1}) = F_{1xh}(T_k) + \frac{w_{n[k+1]}(x,h)}{1 - G_{1xh}(T_k)}.
\]
The proof follows from the fact that \( G_{1xh}(T_k) = G_{1xh}(T_{k+1}) \) since \( \delta_{k+1} = 1 \).

The next Lemma shows that, upon setting \( y = \infty \), the i.i.d representation for \( F_{xh}^{(rc)} \), found in Theorem 3.1 is the same as the one obtained in Van Keilegom & Veraverbeke (1997) in the case where the bandwidths \( g \) and \( h \) required for \( F_{xh}^{(rc)} \) are equal.

**Lemma Appendix D.2.** The following identity holds:

\[
\lim_{y \to \infty} \{ J_{ix}^{(1)}(t,y) + J_{ix}^{(2)}(t,y) \}
= (1 - F_{1x}(t)) \left[ \int_0^t \frac{\mathbb{I}(T_i \leq v) - H_{1x}(v)}{\{1 - H_{1x}(v)\}^2} dH_{1x}(v) \right.
+ \mathbb{I}\{T_i \leq t, \delta_i = 1\} - H_{1x}^n(t) \left. \frac{1 - H_{1x}(t)}{1 - H_{1x}(v)} \right]
- \int_0^t \frac{\mathbb{I}(T_i \leq v, \delta_i = 1) - H_{1x}^n(v)}{\{1 - H_{1x}(v)\}^2} dH_{1x}(v) \right].
\]
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Proof. First, since \( h^u_x(v, \infty) = dH^u_x(v) \), we deduce that
\[
v_x(t, \infty, v) = \int_v^t \frac{h^u_x(v, \infty)dv}{1 - G_x(v)} = F_{1x}(t) - F_{1x}(v).
\]
(D.1)

In order to show the result, we first deal with the terms that contains the \( T_i \)'s in the sum \( \lim_{y \to \infty} \{ J_{i_1}(t, y) + J_{i_2}(t, y) \} \). In view of Equation (D.1), we have
\[
\frac{\mathbb{I}\{T_i \leq t, \delta_i = 1\}}{1 - G_x(T_i)}
\]
(D.2)
\[
+ \int_0^t \frac{\mathbb{I}\{T_i \leq v\}}{\{1 - H_{1x}(v)\}^2} \{F_{1x}(t) - F_{1x}(v)\} dH^u_{1x}(v)
\]
(D.3)
\[
+ \int_0^t \frac{\mathbb{I}\{T_i \leq v, \delta_i = 0\}}{\{1 - H_{1x}(v)\} \{1 - G_x(v)\}} dH^u_{1x}(v)
\]
(D.4)
\[
- \int_0^t \frac{\mathbb{I}\{T_i \leq v, \delta_i = 0\}}{\{1 - H_{1x}(v)\}^2} \{F_{1x}(t) - F_{1x}(v)\} dH_{1x}(v).
\]
(D.5)

Beginning with (D.3), from the relationship \( 1 - H_{1x}(v) = \{1 - F_{1x}(v)\} \{1 - G_x(v)\} \), we show that
\[
(D.3) = -\{1 - F_{1x}(t)\} \int_0^t \frac{\mathbb{I}\{T_i \leq v\}}{\{1 - H_{1x}(v)\}^2} dH^c_{1x}(v)
\]
\[
+ \int_0^t \frac{\mathbb{I}\{T_i \leq v\}}{\{1 - H_{1x}(v)\}^2} \{1 - F_{1x}(v)\} dH^c_{1x}(v)
\]
\[
= -\{1 - F_{1x}(t)\} \int_0^t \frac{\mathbb{I}\{T_i \leq v\}}{\{1 - H_{1x}(v)\}^2} dH^c_{1x}(v)
\]
\[
+ \int_0^t \frac{\mathbb{I}\{T_i \leq v\}}{\{1 - H_{1x}(v)\} \{1 - G_x(v)\}} dH^c_{1x}(v).
\]

Therefore,
\[
(D.3) =
\]
\[
-\{1 - F_{1x}(t)\} \left[ \int_0^t \frac{\mathbb{I}\{T_i \leq v\}}{\{1 - H_{1x}(v)\}^2} dH_{1x}(v) - \int_0^t \frac{\mathbb{I}\{T_i \leq v\}}{\{1 - H_{1x}(v)\}^2} dH^u_{1x}(v) \right]
\]
\[
+ \int_0^t \frac{\mathbb{I}\{T_i \leq v\}}{\{1 - H_{1x}(v)\} \{1 - G_x(v)\}} dH_{1x}(v)
\]
\[
- \int_0^t \frac{\mathbb{I}\{T_i \leq v\}}{\{1 - H_{1x}(v)\} \{1 - G_x(v)\}} dH^u_{1x}(v).
\]
because

\[ H_{ix}(v) = H_{ix}(v) - H_{ix}^u(v). \]

Now, from the fact that \( \mathbb{I}(T_i \leq v, \delta_i = 0) = \mathbb{I}(T_i \leq v) - \mathbb{I}(T_i \leq v, \delta_i = 1) \), we obtain

\[
(D.4) \quad = \int_0^t \frac{\mathbb{I}(T_i \leq v)}{\{1 - H_{ix}(v)\} \{1 - G_x(v)\}} dH_{ix}^u(v) \\
- \int_0^t \frac{\mathbb{I}(T_i \leq v, \delta_i = 1)}{\{1 - H_{ix}(v)\} \{1 - G_x(v)\}} dH_{ix}^u(v).
\]

Then, from the identity \( H_{ix}^u(v) = \int_0^v \{1 - G_x(t-)\} dF_{ix}(t) \), integration by parts leads to

\[
(D.4) \quad = \int_0^t \frac{\mathbb{I}(T_i \leq v)}{\{1 - H_{ix}(v)\} \{1 - G_x(v)\}} dH_{ix}^u(v) + \frac{\mathbb{I}\{T_i \leq t, \delta_i = 1\}}{1 - G_x(t)} \\
- \frac{\mathbb{I}\{T_i \leq t, \delta_i = 1\}}{1 - G_x(T_i)} - \int_0^t \frac{\mathbb{I}\{T_i \leq v, \delta_i = 1\}}{\{1 - H_{ix}(v)\}^2} dH_{ix}(v) \\
+ \{1 - F_{ix}(t)\} \frac{\mathbb{I}\{T_i \leq t, \delta_i = 1\}}{1 - H_{ix}(t)} - \frac{\mathbb{I}\{T_i \leq t, \delta_i = 1\}}{1 - G_x(T_i)} \\
- \int_0^t \frac{\mathbb{I}\{T_i \leq v, \delta_i = 1\}}{\{1 - H_{ix}(v)\} \{1 - G_x(v)\}} dH_{ix}(v).
\]

Proceeding similarly, we obtain that

\[
(D.5) \quad = \{1 - F_{ix}(t)\} \left[ \int_0^t \frac{\mathbb{I}(T_i \leq v)}{\{1 - H_{ix}(v)\}^2} dH_{ix}(v) - \int_0^t \frac{\mathbb{I}(T_i \leq v, \delta_i = 1)}{\{1 - H_{ix}(v)\}^2} dH_{ix}(v) \right] \\
- \int_0^t \frac{\mathbb{I}(T_i \leq v)}{\{1 - H_{ix}(v)\} \{1 - G_x(v)\}} dH_{ix}^u(v) \\
+ \int_0^t \frac{\mathbb{I}(T_i \leq v, \delta_i = 1)}{\{1 - H_{ix}(v)\} \{1 - G_x(v)\}} dH_{ix}(v).
\]

Then, adding these terms leads to

\[
(D.2) + \ldots + (D.5) \quad = \{1 - F_{ix}(t)\} \left[ \int_0^t \frac{\mathbb{I}(T_i \leq v)}{\{1 - H_{ix}(v)\}^2} dH_{ix}^u(v) \\
+ \frac{\mathbb{I}\{T_i \leq t, \delta_i = 1\}}{1 - H_{ix}(t)} - \int_0^t \frac{\mathbb{I}\{T_i \leq v, \delta_i = 1\}}{\{1 - H_{ix}(v)\}^2} dH_{ix}(v) \right],
\]
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which concludes the proof.

Table D.1: Average integrated square bias (AISB $\times 10^4$) estimated from 1 000 replicates of for $C_{zh}^{(rc)}$ with $n = 250$ and $n = 1 000$ in the case $\tau_{C_h} = \tau_{F_z} = \infty$. Upper panel: Normal Copula. Bottom panel: Clayton Copula.

| $\theta$ | $h$ | $|n = 250| \frac{\mathcal{I}_x}{25} = 1 |n = 1 000| g = h | g \neq h | n = 250| \frac{\mathcal{I}_x}{25} = 25 |n = 1 000| g = h | g \neq h | n = 250| \frac{\mathcal{I}_x}{25} = 35 |n = 1 000| g = h | g \neq h |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 20% | | | | | | | | | | | | |
| 0.9 | 1.420 | 0.510 | 0.223 | 0.023 | 1.403 | 0.481 | 0.232 | 0.028 | 1.515 | 0.536 | 0.286 | 0.051 |
| 1.2 | 0.356 | 0.167 | 0.014 | 0.009 | 0.361 | 0.178 | 0.022 | 0.028 | 0.471 | 0.264 | 0.057 | 0.057 |
| 1.5 | 0.138 | 0.116 | 0.021 | 0.030 | 0.138 | 0.118 | 0.057 | 0.073 | 0.237 | 0.212 | 0.102 | 0.115 |
| 1.8 | 0.049 | 0.050 | 0.047 | 0.049 | 0.083 | 0.083 | 0.106 | 0.111 | 0.188 | 0.185 | 0.164 | 0.168 |
| 2.1 | 0.038 | 0.037 | 0.085 | 0.087 | 0.091 | 0.090 | 0.161 | 0.167 | 0.216 | 0.214 | 0.225 | 0.231 |
| 2.4 | 0.049 | 0.048 | 0.095 | 0.096 | 0.114 | 0.114 | 0.189 | 0.195 | 0.254 | 0.251 | 0.265 | 0.270 |
| 2.7 | 0.063 | 0.064 | 0.120 | 0.121 | 0.159 | 0.163 | 0.234 | 0.240 | 0.296 | 0.299 | 0.319 | 0.324 |
| 40% | | | | | | | | | | | | |
| 0.9 | 1.707 | 1.464 | 0.532 | 0.050 | 1.525 | 1.282 | 0.535 | 0.045 | 1.553 | 1.304 | 0.609 | 0.068 |
| 1.2 | 0.973 | 0.639 | 0.078 | 0.032 | 0.859 | 0.537 | 0.072 | 0.039 | 0.948 | 0.604 | 0.119 | 0.074 |
| 1.5 | 0.535 | 0.405 | 0.054 | 0.035 | 0.435 | 0.311 | 0.072 | 0.067 | 0.530 | 0.392 | 0.149 | 0.131 |
| 1.8 | 0.390 | 0.374 | 0.060 | 0.056 | 0.318 | 0.302 | 0.114 | 0.111 | 0.430 | 0.409 | 0.214 | 0.204 |
| 2.1 | 0.329 | 0.321 | 0.079 | 0.077 | 0.300 | 0.286 | 0.145 | 0.151 | 0.457 | 0.432 | 0.270 | 0.265 |
| 2.4 | 0.291 | 0.280 | 0.088 | 0.084 | 0.273 | 0.258 | 0.190 | 0.186 | 0.448 | 0.425 | 0.340 | 0.328 |
| 2.7 | 0.259 | 0.249 | 0.090 | 0.087 | 0.291 | 0.277 | 0.210 | 0.208 | 0.487 | 0.466 | 0.384 | 0.375 |
| 60% | | | | | | | | | | | | |
| 0.9 | 10.841 | 8.653 | 1.551 | 1.059 | 9.378 | 7.289 | 1.271 | 0.788 | 8.699 | 6.667 | 1.186 | 0.683 |
| 1.2 | 5.339 | 4.948 | 0.923 | 0.764 | 4.297 | 3.935 | 0.699 | 0.538 | 3.915 | 3.566 | 0.662 | 0.480 |
| 1.5 | 4.463 | 4.420 | 0.881 | 0.733 | 3.342 | 3.283 | 0.715 | 0.566 | 2.959 | 2.888 | 0.743 | 0.571 |
| 1.8 | 4.441 | 4.230 | 0.752 | 0.758 | 3.329 | 3.130 | 0.618 | 0.590 | 2.968 | 2.762 | 0.723 | 0.662 |
| 2.1 | 3.699 | 3.680 | 0.687 | 0.691 | 2.764 | 2.713 | 0.627 | 0.601 | 2.602 | 2.530 | 0.798 | 0.739 |
| 2.4 | 3.705 | 3.641 | 0.791 | 0.743 | 2.622 | 2.538 | 0.713 | 0.659 | 2.423 | 2.315 | 0.950 | 0.844 |
| 2.7 | 3.607 | 3.502 | 0.824 | 0.787 | 2.673 | 2.561 | 0.782 | 0.721 | 2.550 | 2.424 | 1.053 | 0.961 |
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Table D.2: Average integrated variance (AIV $\times 10^4$) estimated from 1,000 replicates of for $C_{xh}$ with $n = 250$ and $n = 1,000$ in the case $\tau_{C_x} = \tau_{F_x} = \infty$. Upper panel: Normal Copula. Bottom panel: Clayton Copula.

| $\theta$ | $\frac{\tau_x}{\tau_0}$ | $\frac{\tau_x}{\tau_{1/2}}$ | $\frac{\tau_x}{\tau_{3/4}}$ | $\frac{\tau_x}{\tau_{5/4}}$ |
|----------|--------------------------|--------------------------|--------------------------|--------------------------|
| $\phi$   | $n = 250$ | $n = 1,000$ | $n = 250$ | $n = 1,000$ | $n = 250$ | $n = 1,000$ | $n = 250$ | $n = 1,000$ | $n = 250$ | $n = 1,000$ |
|----------|--------------------------|--------------------------|--------------------------|--------------------------|
| 0.9      | 20%                     | 40%                      | 60%                      |                           |
| 0.0                  | 25.033 9.210 14.408 3.398 | 26.750 9.235 15.656 3.515 | 27.752 9.117 16.448 3.559 |
| 1.2                  | 10.312 3.793 4.302 0.945   | 10.633 3.426 4.534 0.827   | 10.724 3.072 4.662 0.730   |
| 1.5                  | 5.537 4.444 1.934 0.807    | 5.385 4.176 1.968 0.723    | 5.187 3.902 1.959 0.640    |
| 1.8                  | 2.878 2.882 0.708 0.711    | 2.556 2.560 0.614 0.619    | 2.264 2.266 0.543 0.548    |
| 2.1                  | 2.691 2.693 0.645 0.648    | 2.378 2.382 0.569 0.571    | 2.069 2.075 0.497 0.499    |
| 2.4                  | 2.504 2.514 0.614 0.616    | 2.194 2.202 0.539 0.542    | 1.920 1.927 0.460 0.472    |
| 2.7                  | 2.438 2.449 0.589 0.591    | 2.106 2.115 0.509 0.511    | 1.812 1.819 0.446 0.448    |
| 0.9                  | 19.754 16.672 19.448 1.997 | 20.449 17.054 21.114 1.857 | 20.733 17.127 22.155 1.703 |
| 1.2                  | 12.547 6.187 5.979 1.536   | 12.789 5.728 6.301 1.392   | 12.750 5.243 6.474 1.264   |
| 1.5                  | 8.735 5.478 4.680 1.334    | 8.591 4.989 4.923 1.228    | 8.350 4.530 5.038 1.120    |
| 1.8                  | 4.810 4.798 1.172 1.166    | 4.347 4.339 1.052 1.051    | 3.932 3.923 0.952 0.956    |
| 2.1                  | 4.419 4.425 2.225 1.105    | 3.987 3.996 2.241 1.003    | 3.573 3.582 2.212 0.902    |
| 2.4                  | 4.256 4.257 1.012 1.012    | 3.831 3.835 0.916 0.918    | 3.448 3.457 0.815 0.821    |
| 2.7                  | 4.160 4.165 0.993 0.993    | 3.727 3.732 0.894 0.898    | 3.317 3.324 0.800 0.804    |
Table D.3: Average integrated square bias (AISB \times 10^4) estimated from 1 000 replicates of for $\zeta_{\chi h}$ with $n = 250$ and $n = 1 000$ in the case $\tau_{C_s} < \tau_{F_0}$. Upper pannel: Normal Copula. Bottom pannel : Clayton Copula.

| $\theta$ | $h$ | $n = 250$ $\tau_x = 1$ | $n = 1 000$ | $n = 250$ $\tau_x = 0.25$ | $n = 1 000$ | $n = 250$ $\tau_x = 0.35$ | $n = 1 000$ |
|----------|-----|-----------------|----------|-----------------|----------|-----------------|----------|
| 0%       |     | $g = h$ $g \neq h$ | $g = h$ $g \neq h$ | $g = h$ $g \neq h$ | $g = h$ $g \neq h$ | $g = h$ $g \neq h$ |
| 0.9      | 0.230 | 0.230 | 0.005 | 0.005 | 0.228 | 0.228 | 0.013 | 0.013 | 0.284 | 0.284 | 0.032 | 0.032 |
| 1.2      | 0.089 | 0.089 | 0.013 | 0.013 | 0.116 | 0.116 | 0.035 | 0.035 | 0.198 | 0.198 | 0.059 | 0.059 |
| 1.5      | 0.047 | 0.047 | 0.043 | 0.043 | 0.073 | 0.073 | 0.087 | 0.087 | 0.158 | 0.158 | 0.117 | 0.117 |
| 1.8      | 0.030 | 0.030 | 0.075 | 0.075 | 0.083 | 0.083 | 0.143 | 0.143 | 0.167 | 0.167 | 0.183 | 0.183 |
| 2.1      | 0.029 | 0.029 | 0.126 | 0.126 | 0.105 | 0.105 | 0.209 | 0.209 | 0.200 | 0.200 | 0.251 | 0.251 |
| 2.4      | 0.046 | 0.046 | 0.148 | 0.148 | 0.130 | 0.130 | 0.254 | 0.254 | 0.235 | 0.235 | 0.300 | 0.300 |
| 2.7      | 0.082 | 0.082 | 0.189 | 0.189 | 0.195 | 0.195 | 0.314 | 0.314 | 0.301 | 0.301 | 0.358 | 0.358 |
| 20%      |     | $g = h$ $g \neq h$ | $g = h$ $g \neq h$ | $g = h$ $g \neq h$ | $g = h$ $g \neq h$ | $g = h$ $g \neq h$ |
| 0.9      | 1.454 | 0.729 | 0.608 | 0.036 | 1.437 | 0.696 | 0.644 | 0.039 | 1.543 | 0.761 | 0.739 | 0.065 |
| 1.2      | 0.464 | 0.184 | 0.091 | 0.010 | 0.466 | 0.192 | 0.085 | 0.027 | 0.584 | 0.276 | 0.388 | 0.057 |
| 1.5      | 0.150 | 0.125 | 0.022 | 0.030 | 0.147 | 0.126 | 0.058 | 0.072 | 0.245 | 0.221 | 0.103 | 0.114 |
| 1.8      | 0.061 | 0.060 | 0.049 | 0.051 | 0.093 | 0.092 | 0.108 | 0.113 | 0.197 | 0.194 | 0.168 | 0.172 |
| 2.1      | 0.049 | 0.047 | 0.086 | 0.087 | 0.103 | 0.100 | 0.159 | 0.163 | 0.228 | 0.224 | 0.225 | 0.229 |
| 2.4      | 0.059 | 0.058 | 0.097 | 0.098 | 0.121 | 0.120 | 0.190 | 0.194 | 0.264 | 0.261 | 0.269 | 0.272 |
| 2.7      | 0.072 | 0.073 | 0.121 | 0.122 | 0.167 | 0.169 | 0.233 | 0.238 | 0.305 | 0.306 | 0.320 | 0.324 |
| 40%      |     | $g = h$ $g \neq h$ | $g = h$ $g \neq h$ | $g = h$ $g \neq h$ | $g = h$ $g \neq h$ | $g = h$ $g \neq h$ |
| 0.9      | 7.057 | 3.481 | 6.590 | 0.773 | 6.437 | 2.904 | 6.698 | 0.605 | 6.289 | 2.718 | 6.979 | 0.551 |
| 1.2      | 4.061 | 2.231 | 1.035 | 0.642 | 3.590 | 1.823 | 0.909 | 0.515 | 3.547 | 1.744 | 0.931 | 0.491 |
| 1.5      | 2.929 | 1.718 | 0.798 | 0.597 | 1.608 | 1.339 | 0.740 | 0.526 | 1.548 | 1.284 | 0.824 | 0.559 |
| 1.8      | 1.829 | 1.701 | 0.603 | 0.615 | 1.461 | 1.357 | 0.596 | 0.574 | 1.445 | 1.343 | 0.722 | 0.669 |
| 2.1      | 1.630 | 1.539 | 0.605 | 0.600 | 1.357 | 1.272 | 0.641 | 0.610 | 1.439 | 1.347 | 0.799 | 0.743 |
| 2.4      | 1.689 | 1.563 | 0.642 | 0.611 | 1.374 | 1.260 | 0.712 | 0.658 | 1.448 | 1.332 | 0.933 | 0.852 |
| 2.7      | 1.538 | 1.438 | 0.643 | 0.626 | 1.321 | 1.237 | 0.741 | 0.701 | 1.440 | 1.354 | 0.999 | 0.929 |

...
Table D.4: Average integrated variance (AIV × 10^4) estimated from 1,000 replicates of for $C_{xh}$ with $n = 250$ and $n = 1,000$ in the case $\tau_{C_x} < \tau_{F_z}$. Upper pannel: Normal Copula. Bottom pannel: Clayton Copula.

| $\theta$ | $h$ | $n = 250$ | $n = 1,000$ | $n = 250$ | $n = 1,000$ |
|----------|-----|------------|-------------|------------|-------------|
|          |     | $T_x = 1$  | $T_x = 0.25$| $T_x = 0.35$| $T_x = 0.35$|
|          |     | $g = h$    | $g \neq h$  | $g = h$    | $g \neq h$  |
|          |     | $g = h$    | $g = h$    | $g = h$    | $g = h$    |
| 0%       | 0.9 | 3.581      | 3.581      | 3.164      | 3.164      |
|          | 1.2 | 2.703      | 2.703      | 2.387      | 2.387      |
|          | 1.5 | 2.442      | 2.442      | 2.109      | 2.109      |
|          | 1.8 | 2.124      | 2.124      | 1.839      | 1.839      |
|          | 2.1 | 1.933      | 1.933      | 1.659      | 1.659      |
|          | 2.4 | 1.844      | 1.844      | 1.565      | 1.565      |
|          | 2.7 | 1.820      | 1.820      | 1.542      | 1.542      |
| 20%      | 0.9 | 24.956     | 13.299     | 26.604     | 13.807     |
|          | 1.2 | 12.322     | 3.652      | 12.878     | 3.294      |
|          | 1.5 | 5.445      | 4.353      | 5.294      | 4.083      |
|          | 1.8 | 2.832      | 2.831      | 2.498      | 2.500      |
|          | 2.1 | 2.631      | 2.641      | 2.316      | 2.326      |
|          | 2.4 | 2.438      | 2.436      | 2.125      | 2.126      |
|          | 2.7 | 2.390      | 2.391      | 2.055      | 2.057      |
| 40%      | 0.9 | 44.135     | 19.743     | 47.572     | 20.341     |
|          | 1.2 | 26.871     | 9.619      | 28.587     | 9.369      |
|          | 1.5 | 8.899      | 6.801      | 8.618      | 6.285      |
|          | 1.8 | 5.183      | 5.136      | 5.170      | 5.136      |
|          | 2.1 | 4.700      | 4.698      | 4.118      | 4.120      |
|          | 2.4 | 4.587      | 4.577      | 3.998      | 3.999      |
|          | 2.7 | 4.440      | 4.411      | 3.860      | 3.842      |
| 0%       | 0.9 | 3.605      | 3.605      | 3.197      | 3.197      |
|          | 1.2 | 2.790      | 2.790      | 2.417      | 2.417      |
|          | 1.5 | 2.332      | 2.332      | 1.996      | 1.996      |
|          | 1.8 | 2.154      | 2.154      | 1.827      | 1.827      |
|          | 2.1 | 1.926      | 1.926      | 1.626      | 1.626      |
|          | 2.4 | 1.798      | 1.798      | 1.476      | 1.476      |
|          | 2.7 | 1.764      | 1.764      | 1.463      | 1.463      |
| 20%      | 0.9 | 26.717     | 9.075      | 31.666     | 7.874      |
|          | 1.2 | 12.285     | 3.736      | 8.020      | 4.481      |
|          | 1.5 | 5.279      | 3.133      | 5.148      | 2.772      |
|          | 1.8 | 5.078      | 2.892      | 5.727      | 2.527      |
|          | 2.1 | 5.557      | 2.559      | 2.263      | 2.268      |
|          | 2.4 | 2.430      | 2.432      | 2.073      | 2.072      |
|          | 2.7 | 2.344      | 2.347      | 1.997      | 2.003      |
| 40%      | 0.9 | 47.333     | 22.684     | 56.433     | 19.019     |
|          | 1.2 | 21.724     | 7.633      | 25.853     | 6.950      |
|          | 1.5 | 13.852     | 5.634      | 12.944     | 4.986      |
|          | 1.8 | 9.272      | 5.075      | 5.661      | 4.508      |
|          | 2.1 | 7.816      | 4.750      | 4.180      | 4.170      |
|          | 2.4 | 4.441      | 4.421      | 3.934      | 3.912      |
|          | 2.7 | 4.291      | 4.294      | 3.681      | 3.683      |