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Abstract—This paper investigates the theory of resilience and stability in multi-microgrid (multi-µGs) networks. We derive new sufficient conditions to guarantee small-signal stability of multi-µGs in both lossless and lossy networks. The new stability certificate for lossy networks only requires local information, thus leads to a fully distributed control scheme. Moreover, we study the impact of network topology, interface parameters (virtual inertia and damping), and local measurements (voltage magnitude and reactive power) on the stability of the system. The proposed stability certificate suggests the existence of Braess’s Paradox in the stability of multi-µGs, i.e. adding more connections between microgrids could worsen the multi-µG system stability as a whole. We also extend the presented analysis to structure-preserving network models, and provide a stability certificate as a function of original network parameters, instead of the Kron reduced network parameters. We provide a detailed numerical study of the proposed certificate, the distributed control scheme, and a coordinated control approach with line switching. The simulation shows the effectiveness of the proposed stability conditions and control schemes in a four-µG network, IEEE 33-bus system, and several large-scale synthetic grids.

I. INTRODUCTION

RESTRUCTURING of distribution systems into multi-microgrids (multi-µGs) is one of the main ways of improving the resilience of the electricity grid. The structural modularity of such networks makes them remarkably resilient against extreme events, but inherently prone to instabilities nonetheless. A minor contingency in these networks may lead to cascading outages and a total blackout in all microgrids. There is, therefore, an urgent need for understanding the notion of stability in multi-µGs. The present paper is motivated by this urgent need and is aimed at characterizing the conditions under which a multi-µG is locally stable. We also attempt to understand how the topology and parameters of the network would affect the stability of a multi-µG, and how we can monitor and guarantee its stability using a distributed control scheme.

A key feature that distinguishes future multi-µG networks from the conventional distribution systems is that each microgrid will be connected to the rest of the system via a point of common coupling (PCC). Moreover, each microgrid either has a voltage source inverter (VSI)-based interface at PCC or is composed of a network of distributed energy resources (DERs), e.g. VSIs, diesel generators (DGs), etc [1], [2]. On the other hand, it can be mathematically proved (see Lemma 1) that the frequency dynamics of a droop-controlled VSI is equivalent to the dynamics of a synchronous generator or DG, represented by swing equations [3], [4]. Therefore, from a modeling perspective, the dynamical model of multi-µGs is closely related to that of interconnected generators [5], and analysis of multi-µGs’ behaviour is intertwined with an accurate understanding of swing equations.

Swing equations with zero transfer conductances (the so-called lossless model) have been studied in the 1980s (see e.g. [6]). Various methods in the broad category of the so-called direct methods have been developed to estimate the region of attraction of equilibrium points (EPs) and conduct transient stability analysis [7], [8]. Unfortunately, the existing direct methods are mostly cumbersome and limited to lossless systems. In a similar vein, the method in [9] algorithmically constructs Lyapunov functions for swing equations using semidefinite programming and sum of squares decomposition. Nevertheless, there are serious numerical difficulties with applying such methods to large power systems. More recently, some of these numerical problems are partially overcome by system decomposition [10], or by showing that there exists a convex set of Lyapunov functions certifying the transient stability of a given power system, and then finding the best suited Lyapunov function in the family to a specific contingency [11].

Swing equations with nonzero transfer conductances (the so-called lossy model) are more challenging to analyze. This is partly because there is no global energy function for such systems [12], and therefore, some basic techniques (e.g., the energy function method) for studying these equations cannot be directly applied. Nonetheless, several workarounds are developed over the years [9], [10], [13]–[18]. For instance, the method in [15] constructs Lyapunov functions for lossy swing equations using dissipative systems theory. However, the method still needs to be highly tuned to converge and has limitations on the bus angle differences. Athay et al. in [16] propose a method to estimate critical clearing times associated with first swing transient instability without explicitly solving any differential equations. The method was not supported by a sound theory at the time, but later in [17], a theory is also developed to support the method using the ideas of extended invariance principle.

In [19], the lossy swing equation model is extended by considering the dynamics of the excitation system, and the asymptotic stability of EPs is ensured by proving the existence of Lyapunov functions and designing a nonlinear feedback control for the generator excitation field. The approach in [19] is based on the assumption that the line transfer conductances are sufficiently small, and the angle differences at EPs are also small. Our approach in this paper does not require these two
assumptions and is aimed at finding a real-time certificate for the local stability (as opposed to global stability in [19]) of EPs.

In [20], the local stability of swing equations with nontrivial transfer conductances is examined by linearization, and conditions for stability of EPs are established. It is also shown that undamped swing equations can be stable only under very special circumstances. Contrary to [20], the stability certificate for lossy networks in the present paper can be evaluated using only local measurements, does not require a reference bus, and reveals new relationships between network topology and stability of EPs.

Swing equations can also be studied from a graph-theoretic perspective, where the main focus is on investigating the relationship between the underlying graph structure of the power system and the system stability [21]–[25]. Our work in this paper falls into this research category. We refer to [24] and [25] for a comprehensive survey on this topic. In particular, the existing results on the small-signal stability of lossless swing equations are reviewed and studied in [24]. It is shown that if bus angle differences at an EP are less than $\pi/2$, then the EP is locally asymptotically stable. The present paper provides a generalization of such results to lossy swing equations. Contrary to the lossless case, we will show that an EP in lossy networks could be unstable even if bus angle differences are less than $\pi/2$.

Swing equations also play an important role in studying droop-controlled inverters in microgrids. In the literature, various models with different complexities have been adopted for droop-controlled inverters, including first-order models [26], second-order models [1], [3], [5], third-order models [27], and higher-order models [28]–[30]. Each model is useful for studying a particular aspect of droop-controlled inverters such as their frequency stability, voltage stability, or electromagnetic transients. The application of swing equations is more common in second-order models and frequency stability [3], [5]. Swing equations with variable voltage magnitudes also appear in third-order models. For instance, in [27], each inverter is modeled by a third-order differential equation including swing equations with variable voltage magnitudes. Using this model, sufficient conditions are derived for boundedness of trajectories in lossy microgrids as well as asymptotic stability of EPs in lossless microgrids. In the present paper, we focus on frequency stability and adopt a second-order model with constant voltage magnitudes for each inverter. In comparison with [27], in the lossless case, our results match the results of [27]. In the lossy case, our sufficient condition in this paper certifies the asymptotic stability of EPs instead of boundedness of trajectories as in [27]. Nonetheless, our model for inverters here is different, and a direct comparison seems unfair.

The framework in [28] (and the follow-up articles [29], [30]) utilizes a more detailed dynamical model for inverter-based microgrids, modeling the droop-based frequency and voltage controls as well as the electromagnetic transients of power lines. After performing a model order reduction and constructing a Lyapunov function for the reduced model, a set of decentralized sufficient conditions are developed for guaranteeing the small-signal stability of the EPs. In the present paper, we pursue the same goal as in [28]–[30], i.e., finding decentralized sufficient conditions for small-signal stability. However, our focus is more on frequency stability, and deriving more explicit stability conditions that reveal the role of network topology and parameters in small-signal stability.

The small-signal stability of multi-$\mu$Gs is studied in [1], where various control frameworks are proposed for the microgrid’s interface. Moreover, a plug-and-play rule is proposed in [5], guaranteeing the stability of multi-$\mu$Gs without requiring the global knowledge of network topology or operating conditions.

The multi-$\mu$G model in the present paper is similar to the one in [5], except we do not incorporate a local integral control. Corollary 1 in the present paper matches the plug-and-play rule in [5]. Moreover, the main result in Theorem 1 generalizes the main result of [5] because our stability certificate considers the real-time operating condition of the system and is less conservative. Our result is also a generalization of the result in [3] as we do not require uniform damping of inverters.

Another set of literature that are conceptually related to our work are the recent studies on power grid synchronization [31], frequency control [32], [33], voltage stability [34], and also the study of Kuramoto oscillators which has been linked to the stability analysis of lossy power systems with strongly overdamped generators [35].

This paper is a significant extension to our work presented in [36] on a certificate for local stability of lossy swing equations. Compared to [36], here we further extend the certificate as a function of network physical measurements, analyze and provide a proof for the lossless case, generalize the presented analysis to structure-preserving network models, discuss the physical interpretation and Braess’s Paradox behind it, establish a distributed control scheme based on it, and finally show its application in multi-$\mu$G networks. The main contributions of the present paper can be summarized below.

- **Stability Certificates:** We derive explicit sufficient conditions that certify small-signal stability of multi-$\mu$Gs for both lossless and lossy networks. The new certificates provide significant insights about the interplay between system stability and reactive power absorption, voltage magnitude at PCC, network topology, and interface parameters of each microgrid. We also introduce a new weighted directed graph to study the spectral properties of the multi-$\mu$G Laplacian.

- **Distributed Control:** In addition to providing new insights into the theory of stability, the derived stability certificates use only local information and are suitable for real-time monitoring and fast stability assessment. Based on the developed theory, we introduce a fully distributed control scheme to adjust the dynamic parameters of each microgrid interface for maintaining the stability of the system.

- **Analog of Braess’s Paradox:** The stability conditions developed in this paper surprisingly reveal an analog of Braess’s Paradox in power system stability, showing
that adding power lines to the system may decrease the stability margin [37]. The current paper rigorously establishes the impact of switching-off lines, increasing damping, and decreasing virtual inertia on improving system stability.

- **Generalization to Structure-Preserving Models:** We extend the presented analysis to structure-preserving power network models. Specifically, we prove a monotonic relationship between entries of a nodal admittance matrix and its Kron reduced counterpart. This monotonic relationship enables us to derive a stability condition as a function of original network parameters, instead of the Kron reduced network parameters. This is beneficial to real-time distributed control as the network parameters constantly change and Kron reduction may not be available to individual controllers.

We believe the findings in this paper are also applicable to other problems whose models display similar structural properties, such as small-signal stability assessment in the transmission level and synchronization of coupled second-order nonlinear oscillators. The rest of our paper is organized as follows. Section II provides a brief background on multi-μGs. In Section III, the multi-μG model is linearized and several properties of the Jacobian matrix are proved. Section IV is devoted to the main results on sufficient conditions for the stability of multi-μGs. Section V further illustrates the developed analytical results through numerical examples, and finally, the paper concludes with Section VI.

II. BACKGROUND

A. Notations

We use $\mathbb{C}$ to denote the set of complex numbers with negative real part, and $\mathbb{C}_0$ to denote the set of complex numbers with zero real part. $j = \sqrt{-1}$ is the imaginary unit. The spectrum of a matrix $A \in \mathbb{R}^{n \times n}$ is denoted by $\sigma(A)$. For $A \in \mathbb{C}^{n \times n}$ and $\alpha, \beta \subseteq \{1, \ldots, n\}$, the submatrix of entries in the rows indexed by $\alpha$ and columns indexed by $\beta$ is denoted by $A[\alpha, \beta]$. Similarly, for a vector $x \in \mathbb{C}^n$, $x[\alpha]$ denotes the subvector consisting of entries indexed by $\alpha$.

B. Multi-Microgrid Model

Consider a distribution network represented as an undirected graph $G = (\mathcal{N}, \mathcal{E})$, where $\mathcal{N}$ is the set of nodes and $\mathcal{E}$ is the set of edges. Each node in $\mathcal{N}$ represents a microgrid and each edge in $\mathcal{E}$ represents an electrical branch connecting the two microgrids across the branch. We will refer to $G$ as the linking grid [2]. The linking grid $G$ is connected if for any two nodes $i, k \in \mathcal{N}$, $i \neq k$ there exists a path between $i$ and $k$ consisting of power lines with nonzero admittance.

To begin the study, let us assume that each microgrid is modeled by a grid-forming VSI connected to a node of the linking grid. Given the time window of small-signal stability assessment, characterization of each microgrid by a VSI can be understood in two ways:

1) The first possibility is that a microgrid contains an ensemble of devices (e.g., grid-forming inverters, diesel generators, and loads) whose aggregate behavior can be modeled by a VSI. The derivation of the aggregated VSI model is out of the scope of this paper. We refer to [38], [39] for details. Moreover, we restrict the type of microgrid DERs to grid-forming VSIs, DGs, and more generally to those whose dynamics can be captured by swing equations.

2) The second possibility is that a microgrid is connected to the linking grid through a grid-forming VSI at PCC [1], [2], [5]. VSI-based interfaces decouple the intramicrogrid dynamics from the grid side, and consequently, the interactions among different microgrids will be primarily determined by the VSI control law [1], [2].

When the model order reduction in way 1 introduces major errors, or VSI interfaces in 2 do not exist, it is inevitable that the internal structure, DERs, and loads of the microgrid be explicitly modeled. Later in Section IV-C, we will introduce a way to consider a structure-preserving model for each microgrid and extend our stability analysis to such cases. Let us for now focus on the case where each microgrid is represented as a node in the linking grid $G = (\mathcal{N}, \mathcal{E})$ and modeled by a VSI.

Accordingly, the dynamics of a multi-μG network is characterized by the following system of nonlinear autonomous ordinary differential equations (ODEs):

$$\dot{\delta}_i(t) = \omega_i(t) \quad \forall i \in \mathcal{N}, \quad (1a)$$
$$m_i \dot{\omega}_i(t) + d_i \omega_i(t) = P_{s_i} - P_{e_i}(\delta(t)) \quad \forall i \in \mathcal{N}, \quad (1b)$$

where for each microgrid $i \in \mathcal{N}$, $P_{s_i}$ is the active power setpoint in per unit, $P_{e_i}$ is the outgoing active power flow in per unit, $m_i$ is the virtual inertia in seconds induced by the delay in droop control, $d_i$ is the unitless damping coefficient, $t$ is the time in seconds, $\delta_i(t)$ is the terminal voltage angle in radian, and finally $\omega_i(t)$ is the deviation of the angular frequency from the nominal angular frequency in radian per seconds. For the sake of simplicity, henceforth we do not explicitly write the dependence of the state variables $\delta$ and $\omega$ on time $t$.

The PCC of two microgrids $i$ and $k$ are connected via a power line with the admittance $g_{ik} = g_{ik} + j b_{ik}$, where $g_{ik} \geq 0$ and $b_{ik} \leq 0$. In transmission-level small-signal stability studies, the conductance $g_{ik}$ of transmission lines is commonly assumed to be zero (aka lossless model). While this is a reasonable assumption in the transmission level, it may not hold in the distribution level and multi-μG networks. Therefore, our analysis will be based on the general lossy case, and we discuss the lossless model as a special case. Let $y_{ii}$ denote the admittance-to-ground at PCC $i$ and define the symmetric admittance matrix given by the diagonal elements $y_{ii} \triangleq \theta_{ii} = \sum_{k=1}^{n} y_{ik}$ and off-diagonal elements $y_{ik} \triangleq \theta_{ik} = -y_{ki}$. Based on this definition, the function $P_{e_i}$ in (1b) can be further spelled out:

$$P_{e_i}(\delta) = \sum_{k=1}^{n} V_i V_k y_{ik} \cos (\theta_{ik} - \delta_i + \delta_k), \quad (2)$$

where $V_i$ is the PCC terminal voltage magnitude of microgrid $i$. 
Definition 1 (flow function). The smooth function \( P_\omega : \mathbb{R}^n \to \mathbb{R}^n \) given by \( \delta \mapsto P_e(\delta) \) in (2) is called the flow function.

The smoothness of the flow function (it is \( C^\infty \) indeed) is a sufficient condition for the existence and uniqueness of the solution to the ODE (1). The flow function is translationally invariant with respect to the operator \( \delta \mapsto \delta + \alpha 1 \), where \( \alpha \in \mathbb{R} \) and \( 1 \in \mathbb{R}^n \) is the vector of all ones. In other words, \( P_e(\delta + \alpha 1) = P_e(\delta) \). A common way to deal with this situation is to define a reference bus and refer all other bus angles to it. This is equivalent to projecting the original state space onto a lower dimensional space.

Observe that EPs of the multi-\( \mu \)G dynamical system (1) are of the form \((\delta^*, \omega^*) \in \mathbb{R}^{2n}\) where \( \delta^* \) is a solution to the active power flow problem \( P_e(\delta^*) = P_s, \forall i \in \mathcal{N}\) and \( \omega^* = 0 \). We seek an answer to the following question: under what conditions is an EP \((\delta^*, \omega^*)\) locally asymptotically stable? A perfect answer to this question should give us a purely algebraic condition, shedding light on the relation between the stability of the EP and the parameters of system (1) (i.e., the interface parameters \( m_i \) and \( d_i \), the setpoints \( P_s \), and the underlying graph of the multi-\( \mu \)G network). The rest of this paper is devoted to finding such an answer.

As mentioned before, model (1) is identical to the well-known swing equation model describing the dynamics of interconnected synchronous generators [40], and this is because VSI control schemes are largely devised to emulate the behavior of synchronous machines [1], [2], [4]. Indeed, the equivalence of the dynamics of synchronous generators and droop-controlled VSIs can be rigorously formalized. Specifically, a droop-controlled VSI at node \( i \in \mathcal{N} \) can be modeled as [3]:

\[
\begin{align*}
\dot{\delta}_i(t) &= -k_i (P_{m_i}(t) - P_{d_i}) , \\
\tau_i \dot{P}_{m_i}(t) &= -P_{m_i}(t) + P_e ,
\end{align*}
\]

(3a)

(3b)

where \( k_i \geq 0 \) is the droop gain, \( P_{m_i} \in \mathbb{R} \) is the measured active power, \( P_{d_i} \in \mathbb{R} \) is the desired active power setpoint, and \( \tau_i \geq 0 \) is the time constant of the low-pass filter of the power measurement. Now, the next lemma shows the droop-controlled VSI model (3) can be reparametrized as the swing equation model (1).

Lemma 1 (VSI model reparametrization). The dynamics of the droop-controlled VSI model (3) is equivalent to the dynamics of the swing equation model (1).

Proof. Consider the VSI model (3) and define the new variable \( \omega_i(t) \) as

\[
\omega_i(t) := \dot{\delta}_i(t) = -k_i (P_{m_i}(t) - P_{d_i}) .
\]

(4)

Thus, using the new variable \( \omega_i(t) \), equation (3a) can be written as (1a). By substituting \( P_{m_i}(t) = -\omega_i(t)/k_i + P_{d_i} \) into (3b), we get

\[
-\tau_i \dot{\omega}_i(t)/k_i = \omega_i(t)/k_i - P_{d_i} + P_e .
\]

Now, for each node \( i \in \mathcal{N} \), define the virtual inertia coefficient \( m_i := \tau_i/k_i \), virtual damping \( d_i := 1/k_i \), and active power setpoint \( P_s := P_{d_i} \). Therefore, (3b) is equivalent to (1b).

Similar derivations can be found for example in [3], [41]. Accordingly, the application of model (1) is not restricted to the characterization of interconnected microgrids. The model (and consequently, the results developed in this paper) can be applied to a system of interconnected synchronous machines, coupled oscillators, etc.

III. LINEARIZATION AND SPECTRUM OF JACOBIAN

A. Linearization

Let us take the state variable vector \((\delta, \omega) \in \mathbb{R}^{2n}\) into account and note that the first step in studying the stability of multi-\( \mu \)G EPs is to analyze the Jacobian of the vector field in (1):

\[
J := \begin{bmatrix}
0 & I \\
-M^{-1}L & -M^{-1}D
\end{bmatrix} \in \mathbb{R}^{2n \times 2n}
\]

(5)

where \( I \in \mathbb{R}^{n \times n} \) is the identity matrix, \( M = \text{diag}(m_1, \ldots, m_n) \), and \( D = \text{diag}(d_1, \ldots, d_n) \). Throughout the paper, we assume \( M \) and \( D \) are nonsingular. Moreover, \( L \in \mathbb{R}^{n \times n} \) is the Jacobian of the flow function with the entries:

\[
L_{ii} = \sum_{k=1, k \neq i}^{n} V_i V_k Y_{ik} \sin (\theta_{ik} - \delta_i + \delta_k), \forall i \in \mathcal{N}
\]

(6a)

\[
L_{ik} = -V_i V_k Y_{ik} \sin (\theta_{ik} - \delta_i - \delta_k), \forall i \neq k \in \mathcal{N} .
\]

(6b)

The matrix \( L \) plays a prominent role in the spectrum of the Jacobian matrix \( J \) (and as a consequence, in the stability properties of the EPs of multi-\( \mu \)Gs). We illustrate this role in the following subsection.

B. Spectral Relationship Between Matrices \( J \) and \( L \)

The next lemma shows that the eigenvalues of \( J \) and \( L \) are linked through a singularity constraint. Recall that for \( n \times n \) real matrices \( Q_0, Q_1, \) and \( Q_2 \), a quadratic matrix pencil is a matrix-valued function \( P : \mathbb{C} \to \mathbb{R}^{n \times n} \) given by \( \lambda \mapsto P(\lambda) \) such that \( P(\lambda) = \lambda^2 Q_2 + \lambda Q_1 + Q_0 \).

Lemma 2. \( \lambda \) is an eigenvalue of \( J \) if and only if the quadratic matrix pencil \( P(\lambda) := \lambda^2 M + \lambda D + L \) is singular.

The proof of Lemma 2 is given in [36]. Next, Proposition 1 illustrates the relationship between the kernels and the multiplicity of the zero eigenvalue of the two matrices \( J \) and \( L \).

Proposition 1. Consider the Jacobian matrix \( J \) in (5). The following statements hold:

(i) The kernel of \( L \) is the orthogonal projection of the kernel of \( J \) onto the linear subspace \( \mathbb{R}^n \times \{0\} \). That is, \( \ker(L) = \text{proj}(\ker(J)) \).

(ii) The geometric multiplicity of the zero eigenvalue in \( \sigma(J) \) and \( \sigma(L) \) are equal.

(iii) \( J \) is nonsingular if and only if \( L \) is nonsingular.

Proof. See Appendix A.

As the role of \( L \) in the spectrum of \( J \) became more clear, we scrutinize the spectrum of \( L \) in the next subsection. Our
The final goal is to use the spectral properties of $L$ together with the relationships established in Lemma 2 and Proposition 1 to derive a stability certificate for multi-$\mu$Gs.

C. A Directed Graph Induced by $L$

The linking grid of a multi-$\mu$G is represented by the undirected graph $G$ defined in Section II-B. However, to fully represent the Jacobian $L$ of the flow function (2), we need to introduce a new weighted directed graph (digraph). Let $G = (N, A, W)$, where each node $i \in N$ corresponds to a microgrid and each directed arc $(i, k) \in A$ corresponds to the entry $(i, k), i \neq k$ of the admittance matrix. We further define a weight for each arc $(i, k) \in A$:

$$w_{ik} = V_i V_k \sin(\varphi_{ik}),$$

where $\varphi_{ik} := \theta_{ik} - \delta_i + \delta_k$. With the above definitions, we can see that the Jacobian $L$ of the flow function, which appeared in (6), is indeed the Laplacian of the weighted digraph $G$. In general, the arc weights $w_{ik}$ can take any values in $\mathbb{R}$, and the matrix $L$ is not necessarily symmetric. In practice, however, $w_{ik}$ varies in a small nonnegative range. Figure 1 illustrates the histogram of the angle $\varphi_{ik}$ for all lines $(i, k)$ in different IEEE and NESTA standard distribution test cases, where the converged load flow data are obtained from MATPOWER [42]. Accordingly, $\varphi_{ik} \in (0, \pi)$ in all of these cases. Thus, it is reasonable to assume that the EPs $(\delta^*, \omega^*)$ of the multi-$\mu$G dynamical system (1) are located in the set $\Omega$ defined as

$$\Omega = \left\{ (\delta, \omega) \in \mathbb{R}^{2n} : 0 < \theta_{ik} - \delta_i + \delta_k < \pi, \forall (i, k) \in A, \omega = 0 \right\}.$$

Under this assumption, the arc weights $w_{ik} > 0$ for all arcs $(i, k)$. So, there are two arcs $(i, k)$ and $(k, i)$ between microgrids $i$ and $k$ if and only if the two microgrids are physically connected. We always assume the physical network connecting all the microgrids is a connected (undirected) graph. The weighted digraph $G$ will be used to study the spectral properties of $L$.

D. Spectral Properties of $L$

When $\varphi_{ij}$’s satisfy the above angle assumption, the following proposition from [36] shows that $L$ is a singular M-matrix. Moreover, the zero eigenvalue of $L$ is simple, i.e. the algebraic and geometric multiplicities are one, which is important for preventing bifurcation from happening in the multi-$\mu$grid network.

**Proposition 2.** Let $(\delta^*, \omega^*) \in \Omega$ be an EP of the multi-$\mu$G system (1). Assume the linking grid $G$ is connected. The Jacobian matrix $L$ defined by (6) at this EP has the following properties:

(i) $L$ has a zero eigenvalue with an eigenvector $1$, and the real part of each nonzero eigenvalue of $L$ is positive, i.e. $L$ is a singular M-matrix.

(ii) The zero eigenvalue of $L$ is simple.

Properties (i) and (ii) of $L$ shown in the above proposition will be used in the next section to prove the stability of $J$ in the main result of the paper.

IV. STABILITY OF MULTI-MICROGRID NETWORKS

Now we are ready to answer the fundamental question posed in Section II-B: under what conditions is an EP $(\delta^*, \omega^*)$ locally asymptotically stable?

A. The Main Stability Theorem

**Theorem 1.** Let $(\delta^*, \omega^*) \in \Omega$ be an EP of the multi-$\mu$G system (1). Let $B \in \mathbb{R}^{n \times n}$ denote the imaginary part of the admittance matrix. Suppose all microgrid interfaces have positive damping coefficient and inertia, and the linking grid $G$ is connected. Then, the following statements hold:

(a) The Jacobian $J$ at this EP has a zero eigenvalue with geometric multiplicity of one.

(b) All the nonzero real eigenvalues of $J$ are negative.

(c) Let $Q_i$ be the net outgoing reactive power flow from microgrid PCC $i$. If

$$-Q_i - V_i^2 B_{ii} \leq \frac{d_i^2}{2m_i}, \quad \forall i \in N$$

then all the nonzero eigenvalues of $J$, both real and complex, are located in the left half plane, i.e., $\sigma(J) \subset \mathbb{C}_- \cup \{0\}$, and the EP is locally asymptotically stable.

(d) If the transfer conductance of the lines is zero, then all the nonzero eigenvalues of $J$ are located in the left half plane, and the EP is locally asymptotically stable.

**Proof.** See Appendix B.

**Remark 1.** Properties (a) and (b) hold independently of the sufficient conditions in (c) and (d). Property (d) says if the network is lossless, then regardless of (c), any EP is stable. If instead the network is lossy, then not every EP is stable and condition (8) provides a new certificate to guarantee the small-signal stability of an EP.

**Remark 2.** Notice that a salient feature of condition (8) is that it only requires local information at each microgrid interface, hence, leads to a fully distributed control scheme to stabilize the multi-$\mu$G system. Detailed numerical simulation will be shown in Section V.
B. Intuition and Paradox Behind Condition (8)

Condition (8) in Theorem 1 provides a practical and efficient way to certify the stability of the EPs in general lossy multi-MG networks. It also introduces a distributed control rule for tuning the interface parameters of each microgrid without compromising the network stability. In this section, we will explore the intuition behind this theory as well as two interesting paradoxes that come with it.

- **Note 1:** The variable \( Q_i \) in (8) is the net reactive power that microgrid \( i \) injects into the rest of the multi-MG network, that is, if microgrid \( i \) is supplying reactive power, then \( Q_i > 0 \). Otherwise, if it is consuming reactive power, then \( Q_i < 0 \). Intuitively, when microgrid \( i \) is a supplier of reactive power, the first term on the left-hand side of (8) is negative, and this situation will help condition (8) hold.

- **Note 2:** Recall that \( Y_{ii} \) is the admittance of line \((i,k)\), with \( g_{ik} \geq 0 \) and \( b_{ik} \leq 0 \). Therefore, \( B_{ii} \leq 0 \), and the second term on the left-hand side of (8) is always positive. Here, it is assumed that \( y_{ii} \), i.e., the admittance-to-ground at PCC \( i \) is negligible. Otherwise, we may have \( B_{ii} > 0 \), and the second term on the left-hand side of (8) could be negative.

- **Note 3:** The first two notes clarify that the left-hand side of (8) can be negative if microgrid \( i \) is supplying reactive power; otherwise it is positive. Consequently, condition (8) is not trivial.

- **Note 4:** Condition (8) enforces an upper bound which is proportional to the square of damping and inverse of inertia. This is consistent with the intuition that if we increase the damping, the stability margin of the system will increase. However, it is not intuitive (could be a paradox) that decreasing the virtual inertia of a microgrid interface will increase the stability margin.

- **Note 5:** By adding more transmission lines to the system, \( |B_{ii}| \) will increase, and this in turn could increase the left-hand side of (8) and lead to the violation of this condition. This can be called the Braess’s Paradox in power system stability.

The following corollary will further illustrate the aforementioned Braess’s Paradox.

**Corollary 1.** Under the assumptions of Theorem 1, if

\[
\sum_{k=1,k\neq i}^{n} V_iV_k y_{ik} \leq \frac{d_i^2}{2m_i}, \quad \forall i \in \mathcal{N} \quad (9)
\]

then the nonzero eigenvalues of \( J \) are located in the left half plane and the EP is locally asymptotically stable.

This corollary directly follows from the proof of Theorem 1 provided in Appendix B. Counterintuitively, according to (9), adding more power lines can lead to the violation of the sufficient condition for stability. This Braess’s Paradox in power systems has been also acknowledged in [43] and [5] in different contexts and using different approaches. Note that removing lines from a network could make the system more vulnerable to contingencies and eliminate the reliability benefits of having more transmission line capacity. This trade-off should be taken into account during the design and operation of power grids.

C. Stability Condition in Structure-Preserving Networks

1) **Motivation:** The stability certificate (8) in Section IV-A is derived for the linking grid \( \mathcal{G} = (\mathcal{N}, \mathcal{E}) \), where each microgrid is reduced to one node modeled as a grid-forming inverter using the swing equation. In this section, we consider the more general situation, where the internal active and passive elements of a microgrid are explicitly modeled. In particular, let \( \mathcal{G}^d = (\mathcal{N}^d, \mathcal{E}^d) \) be the distribution network composed of all microgrids \( \mathcal{G}_i = (\mathcal{N}_i, \mathcal{E}_i) \) for \( i \in \mathcal{N} \) as subnetworks. The buses \( \mathcal{N}_i \) of microgrid \( i \) may include both active nodes (i.e., those connected to DGs and/or VSIs) and passive nodes (i.e., those connected to a constant admittance load).

In order to study the stability property of \( \mathcal{G}^d \), we first use Kron reduction to eliminate all passive nodes from each microgrid and study the resulting reduced network \( \mathcal{G}^r \). The stability condition (8) can be applied to \( \mathcal{G}^r \). However, such a certificate is expressed in the system states and parameters of \( \mathcal{G}^r \), not of the original network \( \mathcal{G}^d \). This is not desirable, as it obscures the relations between the topology of the original network and the stability properties of the EPs. Moreover, the parameters of the Kron-reduced network \( \mathcal{G}^r \) may not be available to the individual microgrid controllers in real time.

We want to find a stability certificate for the Kron-reduced network \( \mathcal{G}^r \), expressed in the system states and network topology of the original network \( \mathcal{G}^d \).

To tackle this challenge, we first identify in Section IV-C2 a sufficient condition on the admittances of the original network \( \mathcal{G}^d \), under which certain monotonic relationship between the admittances of \( \mathcal{G}^d \) and \( \mathcal{G}^r \) can be obtained. Then in Section IV-C3, we use this monotonicity property to derive a stability certificate expressed directly in states and parameters of \( \mathcal{G}^d \).

2) **The Kron-Reduced and Original Networks:**

**Definition 2.** Let \( Y \) be the nodal admittance matrix of a microgrid \( \mathcal{G}_i = (\mathcal{N}_i, \mathcal{E}_i) \), where the set of active and passive nodes are denoted by \( \alpha, \beta \subseteq \mathcal{N}_i \), respectively. The Kron reduction of \( \mathcal{G}_i \) that eliminates all nodes in \( \beta \) has an admittance matrix given by \( Y r := Y[\alpha, \alpha] - Y[\alpha, \beta] Y[\beta, \beta]^{-1} Y[\beta, \alpha] \). This Kron-reduced network is denoted by \( \mathcal{G}_i^r \).

Assumption 1 below is widely satisfied in distribution grids.

**Assumption 1.** The nodal admittance matrix \( Y = G + jB \) of a distribution grid satisfies \( G_{ik} \leq 0, B_{ik} \geq 0 \), for all \( i \neq k \), and \( G_{ii} \geq 0, B_{ii} \leq 0 \) for self-admittances.

Assumption 2 below is the sufficient condition used in Lemma 3 to derive a monotonicity relation between the admittances of the original and Kron-reduced networks.

**Assumption 2.** Let \( Y = G + jB \) be the nodal admittance matrix of a distribution grid. There exist two fixed real numbers \( \nu_{\min} \) and \( \nu_{\max} \) that satisfy

\[
0 \leq \nu_{\min} \leq \nu_{\max} \leq \sqrt{1 + 2 \nu_{\min}^2} \quad (10)
\]
such that, for every line \((i,k)\), the conductance \(G_{ik}\) and susceptibility \(B_{ik}\) are bounded as
\[

\nu_{\min}[G_{ik}] \leq |B_{ik}| \leq \nu_{\max}[G_{ik}],
\]
(11)

Remark 3. By (11), if \(G_{ik} = 0\), then \(B_{ik} = 0\); otherwise, \(\nu_{\min} \leq |B_{ik}|/|G_{ik}| \leq \nu_{\max}\), where the upper and lower bounds satisfy (10). As an example, if \(\nu_{\min} = 5\), then we can set \(\nu_{\max} = \sqrt{1 + 2 \cdot 5^2} = 7.14\). Then, according to (11), all lines have \(|B_{ik}|/|G_{ik}|\) ratio between 5 and 7.14, which is typical in distribution grids, especially in microgrids.

Lemma 3. Suppose the nodal admittance matrix \(Y = G + jB\) of a distribution grid satisfies Assumptions 1 and 2 and the Kron-reduced matrix \(Y' = G' + jB'\) from eliminating a passive node \(k_0 \in \mathcal{N}_i\) satisfies Assumption 2. Then, \(Y'\) also satisfies Assumption 1. Furthermore, the monotonicity condition, \(B^+_{ik} \geq B_{kk}\), holds for all nodes \(k \neq k_0\).

See Appendix C for the proof of this lemma.

3) Stability Condition as a Function of Original Network: Recall that the Kron-reduced network \(\mathcal{G}'\) is obtained by Kron-reducing all passive nodes in all the microgrids. So \(\mathcal{G}'\) only contains active nodes and its dynamical system is defined by model (1), where each active node has a swing equation. The next theorem is the key result of this section that states a stability certificate for \(\mathcal{G}'\) but expressed in the states, network topology, and parameters of the original multi-\(\mu\)G, where microgrids are allowed to have an arbitrary internal structure with DGs, grid-forming inverters, and passive loads.

Theorem 2. Suppose Assumption 1 holds for all the microgrids \(\mathcal{G}_i = (\mathcal{N}_i, \mathcal{E}_i)\) for \(i \in \mathcal{N}\) in the distribution grid \(\mathcal{G}^d\) and Assumption 2 holds for the reduced admittance matrix of \(\mathcal{G}'^d\) resulting from removing any passive node \(k_0 \in \mathcal{N}_i\) for any \(i \in \mathcal{N}\). Then an EP of the Kron-reduced grid \(\mathcal{G}'\) is locally asymptotically stable, if the following condition holds
\[
-Q_k - V^2_k B_{kk} \leq \frac{d_k^2}{2m_k}, \quad \forall k \in \alpha_i, i \in \mathcal{N},
\]
(12)
where \(\alpha_i \subseteq \mathcal{N}_i\) is the set of active nodes in microgrid \(\mathcal{G}_i\) and all quantities \(Q_k, V_k, B_{kk}, d_k, m_k\) correspond to the original network \(\mathcal{G}^d\).

The proof of this theorem is given in Appendix D.

V. COMPUTATIONAL EXPERIMENTS

In this section, we test various aspects of Theorems 1 and 2, and show how they can be used not only as a fast stability certificate, but also as a quantitative measure of the degree of stability. Furthermore, we demonstrate that condition (8) offers a distributed control rule to retain and ensure the stability of interconnected microgrids in an emergency situation. Let us define
\[
S_i := -Q_i - V_i^2 B_{ii} - \frac{d_i^2}{2m_i},
\]
and recall that according to condition (8) in Theorem 1, if \(S_i \leq 0, \forall i \in \mathcal{N}\), then the EP of the multi-\(\mu\)G system is guaranteed to be asymptotically stable.

A. Control Schemes and Braess’s Paradox

Consider the four-microgrid system shown in Fig. 2a and its load-flow and dynamical data tabulated in Case (a1) of Table I. The system is normally operating in this case, but \(S_i > 0, \forall i \in \mathcal{N}\) and Theorem 1 does not certify the stability of the system. Such a positive \(S_i\) for all microgrids indicates that the multi-\(\mu\)G system, albeit operating normally, is close to its stability margins. We will show how a credible contingency could push such an uncertified system into instability.

Internal Outage Leads to Instability: Subsequent to a generation outage inside microgrid \(\mu G_4\), the active power \(P_{s_4}\) changes from \(-4.06\) to \(-7.06\), i.e., this microgrid starts to get 3 p.u. more active power from the linking grid to compensate for its internal outage. In response, microgrid \(\mu G_3\) aids \(\mu G_4\) by using its internal generation capacity and changing its active power \(P_{s_3}\) from \(-2.25\) to 0.25. See Case (a2) in Table I. Such a smart, resilient, and self-healing multi-\(\mu\)G system seems very appealing and is indeed one of the main purposes of building these interconnected systems. However, as it was hinted by positive values of \(S_i\) (i.e., violation of condition (8)), this new EP of the multi-\(\mu\)G system is unstable. The instability of this EP can be verified through eigenvalue analysis and time domain simulation, as depicted in Fig. 3. Now, Theorem 1 offers two remedial approaches to ensure system stability.

A Distributed Control Scheme: The first approach is based on a distributed control rule instructing how to change the interface controller parameters \(d_i\) or \(m_i\) in order to improve the multi-\(\mu\)G stability (recall the characterization of \(m_i\) and \(d_i\) for microgrids described in Section II-B). Based on local measurements of reactive power \(Q_i\) and voltage \(V_i\), each microgrid can increase its damping \(d_i\) and/or decrease its virtual inertia \(m_i\) to ensure that condition (8) is satisfied. The key features of the distributed control scheme include 1) by increasing \(d_i^2/m_i\), the system can always be stabilized according to condition (8); 2) the operating point of the system is not changed; 3) no information exchange from the neighboring microgrids is required. Implementing this approach, we reach to Case (a3) in Table I. The stability of the same EP as in Case (a2) is certified.

A Coordinated Control Scheme: The second approach offers coordination of a more general set of corrective actions including change of interface controller parameters \(d_i\) or \(m_i\), change of reactive power \(Q_i\) or voltage magnitude \(V_i\), and change of network topology. Condition (8) instructs which actions will improve the stability of the EP. The EP of the system may be moved in the coordinated control scheme to achieve corrective actions with smaller magnitude. To illustrate, we choose a combination of all available options to find a stable EP. Let us reconfigure the network by switching two lines off (see Fig. 2(b)) and also modify the dynamic parameters to reach Case (b) in Table I. The new EP satisfies condition (8) and therefore is stable. Note that by removing distribution lines from case (a), the value of \(|B_{ii}|, \forall i \in \{1, 2, 4\}\) will decrease. Moreover, increasing damping and decreasing inertia will increase the right-hand side of (8). Consistent with Braess’s Paradox, switching off two lines indeed improves system stability.
TABLE I: Dynamic parameters and converged load flow data of the four-microgrid system.

| Case | $m_i$ | $d_i$ | $P_{k_i}$ [p.u.] | $V_{s_i}$ [p.u.] | $\delta_{s_i}$ [rad] | $S_{i}$ |
|------|-------|-------|------------------|------------------|---------------------|--------|
| (a)  | 1     | 5.76  | 1.05             | 13.15            | 0.95                | 0.75   |
|      | 2     | 9.20  | 1.61             | 0.39             | 0.36                | 0.28   |
|      | 3     | 9.32  | 1.86             | -2.25            | 1.05                | -0.18  |
|      | 4     | 4.92  | 1.50             | -4.06            | 1.05                | -0.07  |
| (b)  | 1     | 5.76  | 1.03             | 13.13            | 0.96                | 0.47   |
|      | 2     | 9.20  | 1.61             | 0.39             | 0.95                | 0.07   |
|      | 3     | 9.32  | 1.86             | 0.25             | 0.99                | -0.25  |
|      | 4     | 4.92  | 1.50             | -7.06            | 1.02                | -0.37  |

B. Stability Measure and Location of Eigenvalues

As mentioned above, condition (8) can be used not only as a fast stability certificate, but also as a quantitative measure of the degree of stability. To further illustrate this, consider the IEEE 33-bus network during islanded operation, consisting of 4 DGs and 2 storage units interfaced via VSIs [44]. The load, line, and DG data can be found in [42], [44], [45], and Table III. Here, we first compute the Kron-reduced system to obtain a network of interconnected DGs. Note that Theorem 2 is applicable to this reduced network because by Lemma 1 the dynamical model of interconnected droop-controlled VSIs can be reparametrized as the swing equation model (1). Observe that according to Fig. 1, the assumption $\varphi_{ik} \in (0, \pi)$ holds in this system. We assume the network is operating at 80% of the nominal load, and the interface parameters $k_i$, $\tau_i$, $m_i$, $d_i$, and setpoints are designed following Theorem 2 (see Table III).

The simulations are carried out in MATLAB.

Fig. 4 shows the spectrum of matrix $J$ along with the value of $S_i, \forall i \in \{1, \ldots, 6\}$ under three different operating points referred to as Cases 1 to 3. In Case 1, $S_i > 0$ for $i = 4$ and $i = 6$. Moreover, in Case 2, $S_i > 0$ for $i = 6$. Case 3 is the only case where $S_i < 0, \forall i \in \{1, \ldots, 6\}$, and condition (12) guarantees that the system is asymptotically stable in this case. According to this figure, in all three cases the non-zero eigenvalues of $J$ are located in the left half plane and the system is asymptotically stable. However, from Case 1 to Case 3, as we move towards satisfying $S_i < 0, \forall i \in \{1, \ldots, 6\}$, the magnitude of the imaginary parts of the eigenvalues in $\sigma(J)$ is reduced, and their real parts are mainly moved towards $-\infty$, thereby making the system less oscillatory. Indeed, a smaller value of $S_i$ (say when $S_i > 0$) means the violation of constraint $S_i \leq 0$ is smaller, and it is easier to enforce condition (12), and therefore to make sure we have reached stability. Evidently, the value of $S_i$ can be seen as a stability measure, i.e., it roughly indicates how stable the system is. This application of condition (12) was also shown in the four-microgrid test case in the previous section. Finally, Fig. 5 depicts the frequency trajectories of the system in Case 3, where condition (12) holds. As can be seen, after a transient, all frequency deviations converge to zero, and the EP, which was certified by Theorem 2, is asymptotically stable. The initial condition in this simulation is chosen arbitrary within a reasonable range.

C. Larger-Scale Systems

Next, we test the proposed stability certificate on a set of large-scale synthetic networks. Figs. 6b and 6e show two examples of such multi-$\mu$G networks consisting of 50 and 100 microgrids, respectively. The network graphs are randomly generated, the sparsity patterns of their adjacency matrix are depicted in Figs. 6a and 6d, and the corresponding static and dynamic parameters are given Table II. Note also that the diameter (i.e., the longest graph geodesic) of the graphs 6b and 6e are 8 and 6, respectively. Adopting the aforementioned distributed control rule, each microgrid adjusts its controller parameters $d_i$ and $m_i$ (within the permissible range) to meet condition (8). Obeying this rule at an EP guarantees that all nonzero eigenvalues of the Jacobian matrix $J$ have negative real part, and consequently, the EP is locally asymptotically stable (see Figs. 6c and 6f).
This paper proposes new stability certificates for the small-signal stability of multi-µGs. In particular, we prove in Theorems 1 and 2 that an EP of a multi-µG system is locally asymptotically stable if either i) the network is lossless; or ii) in a lossy network, a local condition (i.e., condition (8)) is satisfied at each microgrid PCC/DER, which roughly speaking requires:

\[
\begin{align*}
&\text{Reactive power absorption} + \frac{\text{Voltage magnitude}}{\text{Line reactance}} \leq \frac{\text{Damping}^2}{2} \cdot \text{Inertia}.
\end{align*}
\]

This condition sheds new light on the interplay of system stability, network topology, and dynamic parameters. It also provides a fully distributed control scheme that is guaranteed to stabilize the multi-µG system. The new certificate also reveals an analog of Braess’s Paradox in multi-µG control that adding more lines in the linking grid may worsen system stability, and switching off lines may improve stability margin. The proposed condition in Theorems 1 and 2 can improve the situational awareness of system operators by providing a fast stability certificate as well as showing how different corrective actions would make the EP stable. In the literature, several stability criteria are developed based on various dynamical models, focusing on different aspects of stability. Finding a proper way to compare and merge these criteria and deriving a unified stability criterion will be an interesting direction for future work, and the framework proposed in [28]–[30] is a promising step towards this direction.

**APPENDIX A**

**Proof of Proposition 1**

Proof of (i). Let \((v_1, v_2) \in \ker(J)\) where \(v_1, v_2 \in \mathbb{R}^n\). Then

\[
\begin{bmatrix}
0 & I \\
-M^{-1}L & -M^{-1}D
\end{bmatrix}
\begin{bmatrix}
v_1 \\
v_2
\end{bmatrix} = 0,
\]

which implies that \(v_2 = 0\) and \(M^{-1}Lv_1 = 0\). Since \(M\) is non-singular, \(Lv_1 = 0\), i.e., \(v_1 \in \ker(L)\). Therefore, \(\text{proj}(\ker(J)) \subseteq \ker(L)\). Conversely, let \(v_1 \in \ker(L)\). Set \(v_2 = 0\). Then \((v_1, v_2) \in \ker(J)\) as it satisfies (13).

Proof of (ii) and (iii). From part (i) of this proposition, we know that \((v, 0) \in \ker(J) \iff v \in \ker(L)\). Therefore, \(\{(v_1, 0), \ldots, (v_m, 0)\}\) is a set of linearly independent eigenvectors in \(\ker(J)\) if and only if \(\{v_1, \ldots, v_m\}\) is a set of linearly independent eigenvectors in \(\ker(L)\), i.e., \(\dim(\ker(J)) = \dim(\ker(L))\). Finally, part (iii) is an immediate consequence of either of the first two parts.

**APPENDIX B**

**Proof of Theorem 1**

Proof of (a). This is an immediate consequence of Propositions 1 and 2.

Proof of (b). See [36, Proof of Theorem 1].

Proof of (c). The result holds for real nonzero eigenvalues of \(J\), as shown in the previous part. Now let \(\lambda \in \mathbb{C}, \lambda \in \sigma(J)\), then according to Lemma 2, \(\exists v \in \mathbb{C}^n, v \neq 0\) such that

\[
(L + \lambda D + \lambda^2 M)v = 0.
\]

It is always possible to normalize \(v\) such that \(\max_{i \in \mathcal{N}} |v_i| = 1\). Here and in the rest of this proof, if \(x \in \mathbb{C}\), then \(|x|\) denotes the modulus of \(x\). Let \(k := \arg \max_{i \in \mathcal{N}} |v_i|\), and spell out the \(k\)-th row of (14):

\[
L_{kk}v_k + \lambda d_k v_k + \lambda^2 m_k v_k = -\sum_{i=1,i\neq k}^n L_{ki}v_i.
\]

Using the triangle inequality, we have

\[
|\sum_{i=1,i\neq k}^n L_{ki}v_i| \leq \sum_{i=1,i\neq k}^n |L_{ki}||v_i| \leq \sum_{i=1,i\neq k}^n |L_{ki}|.
\]

Define \(\mathcal{R} := \sum_{i=1,i\neq k}^n |L_{ki}|\). Now assume that \(\lambda = \alpha + j\beta\) with \(\alpha \geq 0, \beta \neq 0\) is a nonzero eigenvalue of \(J\), and let us lead this assumption to a contradiction. Recall \(|v_k| = ||v||_\infty = 1\).

Equation (15) implies that

\[
\mathcal{R}^2 \geq |L_{kk}v_k + \lambda d_k v_k + \lambda^2 m_k v_k|^2 = |L_{kk} + \lambda d_k + \lambda^2 m_k|^2 = L_{kk}^2 + (\alpha d_k + (\alpha^2 - \beta^2) m_k)^2 + 2L_{kk}(\alpha d_k + \alpha^2 m_k)
\]

\[
-2L_{kk}\beta^2 m_k + 4\alpha^2 \beta^2 m_k^2 + \beta^2 d_k^2 + 4\alpha^2 m_k d_k.
\]

Recall that if \((\delta^*, \omega^*) \in \Omega\), matrix \(L\) has zero row sum, i.e., \(\mathcal{R} = L_{kk}\). By cancelling \(\mathcal{R}^2\) and \(L_{kk}^2\) terms and moving \(2L_{kk}\beta^2 m_k^2\) and \(\beta^2 d_k^2\) to the left-hand side, we arrive at

\[
\beta^2(2L_{kk}m_k - d_k^2) \geq (\alpha d_k + (\alpha^2 - \beta^2) m_k)^2 + 2L_{kk}(\alpha d_k + \alpha^2 m_k)
\]

\[
+ 4\alpha^2 \beta^2 m_k^2 + 4\alpha^2 m_k d_k.
\]
Now, note that the outgoing reactive power flow at PCC \( k \) is

\[
Q_k = -\sum_{i=1}^{n} V_k V_i Y_{ki} \sin (\theta_{ki} - \delta_k^* + \delta_i^*)
\]

\[
= -V_k^2 B_{kk} - \sum_{i=1,i\neq k}^{n} V_k V_i Y_{ki} \sin (\theta_{ki} - \delta_k^* + \delta_i^*)
\]

\[
= -V_k^2 B_{kk} - L_{kk},
\]

(17)

where \( B_{kk} = Y_{kk} \sin(\theta_{kk}) \). Therefore condition (8) implies that \( (2L_{kk} m_k - d_k^2) \leq 0 \), thus the left-hand side of the inequality (16) is nonpositive. If \( \alpha \geq 0 \) and \( \beta \neq 0 \), the right-hand side of (16) will be positive, which is the desired contradiction. According to Proposition 1, the simple zero eigenvalue of the Jacobian matrix \( J \) stems from the translational invariance of the flow function (2). As mentioned earlier, we can eliminate this eigenvalue by choosing a reference bus and refer all other bus angles to it. Therefore, the set of EPs \( \{\delta^* + \alpha 1: \alpha \in \mathbb{R}\} \) will collapse into one EP. Such an EP will be asymptotically stable.

\[ \square \]

\textit{proof of (d).} Let \( \lambda \in \sigma(J) \), then according to Lemma 2, \( \exists v \neq 0 \) such that \( (L + \lambda D + \lambda^2 M) v = 0 \). According to part (b) of this proof, if the eigenvalue \( \lambda \) is a real number, the desired result holds. We complete the proof in two steps:

\textbf{Step 1:} First, we prove that the eigenvalues of \( J \) cannot be purely imaginary. Suppose \( \lambda = j \beta \in \sigma(J) \) for some nonzero real \( \beta \). Let \( v = x + j y \), then \( (L - \beta^2 M + j \beta D)(x + j y) = 0 \), which can be equivalently written as

\[
\begin{bmatrix}
L - \beta^2 M & -\beta D \\
\beta D & L - \beta^2 M
\end{bmatrix}
\begin{bmatrix}
x \\
y
\end{bmatrix}
=
\begin{bmatrix}
0 \\
0
\end{bmatrix}.
\]

(18)

Define the matrix

\[
H(\beta) := \begin{bmatrix}
\beta D & L - \beta^2 M \\
L - \beta^2 M & -\beta D
\end{bmatrix}.
\]

(19)

For a lossless network, \( L \geq 0 \) (see Section III-C). Thus, \( H(\beta) \) is a symmetric matrix. Since \( D > 0 \), the determinant of \( H(\beta) \) can be expressed using Schur complement as

\[
\det(H(\beta)) = \det(-\beta D) \det(\beta D
\]

\[
+ \beta^{-1}(L - \beta^2 M) D^{-1}(L - \beta^2 M).
\]

Define the following matrices for the convenience of analysis:

\[
A(\beta) := L - \beta^2 M,
\]

\[
B(\beta) := D^{-1/2} A(\beta) D^{-1/2},
\]

\[
E(\beta) := I + \beta^{-2} B(\beta)^2.
\]

The inner matrix of the Schur complement can be written as

\[
\beta D + \beta^{-1}(L - \beta^2 M) D^{-1}(L - \beta^2 M)
\]

\[
= \beta D^{1/2} (I + \beta^{-2} D^{-1/2} A(\beta) D^{-1} A(\beta) D^{-1/2}) D^{1/2}
\]

\[
= \beta D^{1/2} (I + \beta^{-2} B(\beta)^2) D^{1/2} = \beta D^{1/2} E(\beta) D^{1/2}.
\]

Notice that \( E(\beta) \) and \( B(\beta) \) have the same eigenvectors and the eigenvalues of \( E(\beta) \) and \( B(\beta) \) have a one-to-one correspondence: \( \mu \) is an eigenvalue of \( B(\beta) \) if and only if \( 1 + \beta^{-2} \mu^2 \) is an eigenvalue of \( E(\beta) \). Indeed, we have \( E(\beta)v = v + \beta^{-2} B(\beta)^2 v = v + \beta^{-2} \mu^2 v = (1 + \beta^{-2} \mu^2) v \) for any eigenvector \( v \) of \( B(\beta) \) with eigenvalue \( \mu \). Since \( B(\beta) \) is symmetric, \( \mu \) is a real number. Hence, \( E(\beta) \) is positive definite (because \( 1 + \beta^{-2} \mu^2 > 0 \)), therefore \( H(\beta) \) is nonsingular for any real nonzero \( \beta \). Then the eigenvector \( v = x + j y \) is zero which is a contradiction. This proves that \( J \) has no eigenvalue on the punctured imaginary axis.

\textbf{Step 2:} Second, for a complex eigenvalue \( \alpha + j \beta \) of \( J \) with \( \alpha \neq 0, \beta \neq 0 \), by setting \( v = x + j y \), the pencil singularity equation becomes

\[
(L + (\alpha + j \beta) D + (\alpha^2 - \beta^2 + 2 \alpha \beta j) M)(x + j y) = 0.
\]

Similar to Step 1 of the proof, define the matrix \( H(\alpha, \beta) \) as

\[
\begin{bmatrix}
L + \alpha D + (\alpha^2 - \beta^2) M & -\beta(D + 2 \alpha M) \\
\beta(D + 2 \alpha M) & L + \alpha D + (\alpha^2 - \beta^2) M
\end{bmatrix}.
\]
We only need to consider two cases, namely i) \( \alpha > 0, \beta > 0 \) or ii) \( \alpha < 0, \beta > 0 \). For the first case, \( \beta(D + 2\alpha M) \) is invertible and positive definite, therefore, we only need to look at the invertibility of the Schur complement

\[
S(\alpha, \beta) + T(\alpha, \beta)S^{-1}(\alpha, \beta)T(\alpha, \beta),
\]

where \( S(\alpha, \beta) := \beta(D + 2\alpha M) \) and \( T(\alpha, \beta) := L + \alpha D + (\alpha^2 - \beta^2)M \). Using the same manipulation as in Step 1 of the proof, we can see that the Schur complement is always invertible for any \( \alpha > 0, \beta > 0 \). This implies the eigenvector \( \nu \) is 0, which is a contradiction. Therefore, the first case is not possible. So any complex nonzero eigenvalue of \( J \) has negative real part.

**APPENDIX C**

**Proof of Lemma 3**

Proof. Consider the nodal admittance matrix \( Y \in \mathbb{C}^{n \times n} \) which satisfies Assumptions 1 and 2. Let \( Y \) induce a network \( G = (N, E) \) with the set of active nodes \( \alpha \in N \) and passive nodes \( \beta = N \setminus \alpha \). According to Definition 2, the Kron reduced matrix after removing node \( k_0 \in \beta \) is \( Y^r \in \mathbb{C}^{(n-1) \times (n-1)} \) defined as

\[
Y^r_{ik} = Y_{ik} - Y_{ik,0}Y_{k,0}/Y_{k,0}, \quad \forall i,k \neq k_0 \tag{20}
\]

First, we prove that \( Y^r \) satisfies Assumption 1. Recall that the following two classes of matrices are invariant under Kron reduction [46]: i) matrices with zero row sum; ii) symmetric matrices. In other words, \( Y^r \) is a symmetric matrix with zero row sum. Hence, we can restrict our analysis to off-diagonal entries, and aim to prove that \( Y^r = G^r + jB^r \) satisfies \( G^r \leq 0, B^r \geq 0 \), for all \( i \neq k \). Consider \( Y_{ik} = G_{ik} + jB_{ik} \) with \( G_{ik} \leq 0 \) and \( B_{ik} \geq 0 \) and note that for off-diagonal entries \( Y^r_{ik}, i \neq k \), we have

\[
Y_{ik} - Y^r_{ik} = Y_{ik,0}Y_{k,0}/Y_{k,0} = (G_{ik} + jB_{ik})(G_{k,0} + jB_{k,0})/G_{k,0} + jB_{k,0}) = (G_{ik}G_{k,0} - B_{ik}B_{k,0})/\eta, \tag{21}
\]

where \( \eta = G^2_{k,0}B^2_{k,0} \). Observe that

\[
\Re(Y_{ik,0}Y_{k,0}/Y_{k,0}) = G_{ik}G_{k,0}B_{ik}G_{k,0} - B_{k,0}G_{k,0}G_{k,0}B_{k,0}B_{k,0} \leq 0,
\]

where the inequality holds because under Assumptions 1 and 2, we have

\[
G_{k,0}G_{k,0}B_{k,0} \leq 0, \quad G_{k,0}B_{k,0} \leq 0, \quad G_{k,0}G_{k,0}B_{k,0} \leq 0.
\]

This proves that \( B^r_{ik} \geq 0 \), for all \( i \neq k \). Also observe that

\[
\Re(Y_{ik,0}Y_{k,0}/Y_{k,0}) = G_{k,0}G_{k,0}B_{k,0} + B_{k,0}G_{k,0}G_{k,0}B_{k,0} - G_{k,0}G_{k,0}B_{k,0}B_{k,0} \geq 0,
\]

where the inequality holds because Assumptions 1 and 2, we have \( 1 + 2v^2_{\min} - v^2_{\max} \geq 0 \) and \( G_{k,0}G_{k,0}G_{k,0} \geq 0 \). This shows that \( G^r_{ik} \leq 0 \) for all \( i \neq k \), and completes the first part of proof. Next, we prove that \( B^r_{kk} \geq B_{kk} \) for all \( k \neq k_0 \).

**APPENDIX D**

**Proof of Theorem 2**

Proof. Let the nodal admittance matrix of \( G^d \) be \( Y \in \mathbb{C}^{n \times n} \) which satisfies Assumptions 1 and 2. Suppose \( G^d \) has the set of active nodes \( \alpha \in N^d \) and passive nodes \( \beta = N^d \setminus \alpha \). After properly labeling the nodes, we can have \( \beta = \{n - |\beta| + 1, \ldots, n\} \). In order to get the admittance matrix \( Y^r \) of the Kron reduced network \( G^r \), we need to remove the set of passive nodes \( \beta \) according to Definition 2, and this can be accomplished by constructing a sequence of matrices \( \{Y^r(\ell)\}_{\ell=1}^{s} \), where \( Y^r(\ell) \in \mathbb{C}^{(n-\ell) \times (n-\ell)} \) is defined as

\[
Y^r(\ell) = Y^r(\ell-1) - Y^r(\ell-1)Y^r(\ell-1)/Y_{m,0}^{r(\ell-1)}, \tag{21}
\]

where \( \ell \in \{1, \ldots, n - \ell\} \), \( Y^r(0) = Y \), \( Y^r(|\beta|) = Y^r \), and \( m_\ell = n - \ell + 1 \). Observe that the matrix sequence \( \{Y^r(\ell)\}_{\ell=1}^{s} \) is well-defined. Now, according to Lemma 3, for each \( \ell \in \{1, \ldots, s\} \) matrix \( Y^r(\ell) \) satisfies Assumptions 1. Hence, \( Y^r \) satisfies both Assumptions 1 and 2.

Next, let \( V \in \mathbb{C}^n \) and \( \nu \in \mathbb{C}^n \) be the vector of nodal voltages and power injections of network \( G^d \), respectively. It can be shown that if the vector of nodal voltages of the reduced network \( G^r \) is \( \nu \), then the vector of power injections in the reduced network is \( S(\alpha, \beta) \). Hence, if the voltage magnitudes in the original and Kron-reduced networks are equal, then the reactive power \( Q_i \) at active nodes in the two networks are equal.

Moreover, Lemma 3 asserts that \( B^r_{ii} \geq B^r_{ii}(\ell-1) \), for all \( i \in \{1, \ldots, n - \ell\} \). Since this inequality holds for all \( \ell \in \{1, \ldots, s\} \), by induction, we conclude that \( B^r_{ii} \geq B^r_{ii}, \forall i \in \{1, \ldots, n - |\beta|\} \) where \( B^r_{ii} \) and \( B_{ii} \) are the ith diagonal entries of the Kron-reduced and original admittance matrices, respectively. Note that \( -Q_i - B^r_{ii}V^2_i \leq -Q_i - B_{ii}V^2_i \). Therefore, if \( -Q_i - B^r_{ii}V^2_i \leq d_{2m}/2m_i \) holds for active nodes in the original network, then \( -Q_i - B^r_{ii}V^2_i \leq d_{2m}/2m_i \) also holds and according to Theorem 1, the stability of the system is guaranteed.

\[\square\]
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