Abstract

Learning based representation has become the key to the success of many computer vision systems. While many 3D representations have been proposed, it is still an unaddressed problem for how to represent a dynamically changing 3D object. In this paper, we introduce a compositional representation for 4D captures, i.e. a deforming 3D object over a temporal span, that disentangles shape, initial state, and motion respectively. Each component is represented by a latent code via a trained encoder. To model the motion, a neural Ordinary Differential Equation (ODE) is trained to update the initial state conditioned on the learned motion code, and a decoder takes the shape code and the updated pose code to reconstruct 4D captures at each time stamp. To this end, we propose an Identity Exchange Training (IET) strategy to encourage the network to learn effectively decoupling each component. Extensive experiments demonstrate that the proposed method outperforms existing state-of-the-art deep learning based methods on 4D reconstruction, and significantly improves on various tasks, including motion transfer and completion.

1. Introduction

Shape representation is one of the core topics in 3D computer vision, especially in the era of deep learning. Early work uses explicit representation, e.g. volume [13, 17, 58], point cloud [46, 16, 45, 1], and mesh [18, 23, 57] for 3D related tasks, such as shape reconstruction, synthesis, and completion. Recently, deep implicit representation [33, 40, 22] shows promising performance in producing accurate geometry with appealing surface details. However, arguably, we, humans, stay in a 3D world with an additional temporal dimension, and the majority of data we perceive everyday are moving or deforming 3D objects and scenes. Many existing applications also require understanding or reconstruction of 4D data, such as autonomous driving, robotics, and virtual or augmented reality. But the deep representation for 4D data, i.e. a deforming 3D object over a time span, is barely missing in the literature. As a pioneer work, Niemeyer et al. [37] propose to predict velocity field of the 3D motion via a Neural ODE [11]. However, the method mainly focuses on recovering and integrating local flow for 4D reconstruction, which might accumulate error and thus produce sub-optimal quality.

In this work, we propose a novel deep compositional representation for 4D captures. This representation not only can be used to reconstruct 4D captures, but they also extract key understanding that supports high-level tasks, such as motion transfer, shape completion, or future prediction. This is achieved by an encoder that takes a 4D capture as input and produces latent codes representing the geometry template, initial state, and temporal deformation respec-
atively. Taking human as an example, these three key factors are commonly understood as the identity, initial body pose, and motion\textsuperscript{1}.

To reconstruct the 4D capture, we design a novel architecture taking three latent codes as inputs. First, we keep the geometry template code (i.e., the identity) unchanged over time since it is not affected by the motion. Then, we propose a novel conditional latent Neural ODE \cite{11} to update the initial state code (i.e., the initial body pose) conditioned on the deformation code (i.e., the motion). The temporally varying state code is further concatenated with the geometry template code, and fed into a decoder to reconstruct an implicit occupancy field for each time frame, which recovers the 3D shape over time. Mostly similar to us, Occupancy Flow \cite{37} also use Neural ODE \cite{11} to update the position of each 3D point for 4D reconstruction. In contrast, our method applies the Neural ODE to update the latent state code that control the shape globally, which is empirically more stable.

To learn our compositional representation, we propose a training strategy to enable the encoder to decouple the geometry template and deformation, inspired by He et al. \cite{19}. Specifically, we take two 4D captures from different subjects and extract their latent codes respectively. We then swap their geometry template code and train the network to reconstruct the motion with swapped geometry template. The training is fully supervised by synthetic data, where parametric model is used to generate 4D captures with the same motion but different geometry template, e.g. SMPL model \cite{28} for human. We found this training strategy is effective in separating geometry template from the motion, which naturally supports motion transfer. The representation also enables 4D completion from captures with either missing frames or partial geometry by solving an optimization to update the latent codes until the partial observation is best explained.

Our contributions can be summarized as follows. First, we design a novel deep representation for 4D captures that understands the geometry template, initial state, and temporal deformation, and propose a novel training strategy to learn it. Second, we propose a novel decoder to reconstruct 4D captures from the learned representation, which includes, as a key component, a conditional Neural ODE to recover varying pose codes under the guidance of the motion code; and these codes are then translated into an occupancy field in implicit representation to recover the varying shape. Finally, we show that our model outperforms state-of-the-art methods on 4D reconstruction, and our compositional representation is naturally suitable for various applications, including motion transfer and 4D completion.

\textsuperscript{1}Since the experiment is mainly conducted on 4D human captures, we use these terms interchangeably.

2. Related Work

There is a large body of work that focuses on 3D representations, 4D captures and 3D pose transfer. We discuss the most related techniques in the context of our work.

3D Representation

There has been a lot of work aiming at reconstructing a continuous surface from various type of inputs, such as color images \cite{49, 57, 25, 10, 38}, point clouds \cite{7, 3, 26}, etc. Recently, great success has been achieved for 3D shape reconstruction using deep learning techniques. In early works, 3D volumes \cite{13, 17, 58} and point clouds \cite{46, 16, 45, 1} are adopted as the outputs of the networks, which suffer from the problems of losing surface details or limited resolutions. With the development of the graph convolution network, many recent methods \cite{18, 23, 57, 27} take the triangle mesh as the output representation, most of which regress the vertices and faces directly and require initial template and fixed topology. Most recently, there has been significant work \cite{33, 40, 22, 12, 15, 8} on learning an implicit field function for surface representations, which allow more flexible output topology and network architectures. Among those methods, Occupancy Networks \cite{33} represent the shapes using continuous indicator functions by specifying which subset of 3D space the shapes occupy, and the isosurface can be extracted by utilizing marching cube algorithms \cite{29}, which are adopted as the 3D decoder backbone for our network.

4D Capture

Research on 4D capture has been advancing significantly in the past decades \cite{42, 53, 32, 2}. However, most works are developed based on strong assumptions \cite{54, 42, 53, 31, 56}, demand the costly multi-view inputs \cite{36, 52, 35, 14}. Behl et al. \cite{4} provide the 4D scene flow estimation leveraging object localization or semantic priors from deep networks, while the motion of scenarios is assumed to be in a tiny range, fixed pattern, rigid or linear, and high quality multi-view inputs are required. This greatly limits the ease of use and stability. Meanwhile, some methods exploit guided transformations on predefined templates to capture the time-dependent 3D flow \cite{5, 28, 60, 43, 24}. Such methods usually focus on specific shape categories and the performance is restricted by the characteristic and generalization ability of the template model.

Recently, Occupancy Flow \cite{37} is presented to learn a temporally continuous field to model the motion of every point in space and time with Neural ODE \cite{11} and the continuous 3D occupancy representation. Nevertheless, since the network is trained to model the continuous flow of the initial occupancy space, the quality of 4D reconstruction results relies on the initial frame heavily.

3D Pose and Motion Transfer

Conventional methods solving the 3D pose transfer problem via discrete deformation transfer. Learning-based mesh deformation is presented
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3. Method

In this section, we introduce our compositional representation for 4D captures and the training strategy to learn it from data. The full pipeline of our framework is illustrated in Fig. 2. Taking a 3D model doing non-rigid deformation in time span $[0,1]$, we extract the sparse point cloud from the 3D model in $K$ uniformly sampled time stamps and feed them to the network as inputs. Our goal is to learn separate compact representations for identity $c_i$, initial pose $c_p$, and motion $c_m$, and reconstruct the 3D model at any continuous time stamp from them. On the encoder side, we train three PointNet [46] based networks to extract compact representations for identity $c_i$, initial pose $c_p$, and motion $c_m$, and reconstruct the 3D model in $K$ uniformly sampled time stamps and feed them to the network as inputs. To reconstruct mesh in target time $t$, we first update the initial pose code $c_p$ to $c_p^{(t)}$ encoding the pose of the 3D model in target time, which is achieved via a Neural ODE [11] conditioned on motion code $c_m$. The $c_i$ and $c_p^{(t)}$ are then concatenated and fed into a network to produce an implicit occupancy field indicating whether a 3D location is inside or outside the 3D shape, and the 3D mesh surface can be reconstructed via the Marching Cube algorithm [30].

3.1. Compositional Encoder

We utilize three separate encoders to extract 128-d latent codes for the identity, pose, and motion respectively. Inspired by Occupancy Flow [37], we use a PointNet-based [46] network architecture with ResNet blocks [20] as the backbone, although the input to each encoder is different according to the semantic meaning of each code. The initial pose only depends on the 3D shape in the first frame, therefore the corresponding encoder only takes the point cloud of the first frame, i.e. $t = 0$, as input. In contrast, the motion encoder takes the whole point cloud sequence as the input since the motion code needs to encode the deformation throughout the whole time span. To get the identity code, the encoder can take the whole sequence as input, but we empirically found that using only the first frame is enough and achieves similar performance.

3.2. Latent Pose Transformer

After obtaining the $c_i$, $c_p$, and $c_m$ from the compositional encoder, the next step is to update the pose code for target time $t$, i.e. $c_p^{(t)}$, which are used to reconstruct the 3D shape in corresponding time stamp. Intuitively, the target pose code should start from the initial pose code, i.e. $c_p^{(t=0)} = c_p$, and varies continuously over time conditioned on the motion code $c_m$. To this end, we propose a novel latent pose transformer, which is achieved by a conditional latent Neural ODE.

Neural ODE is used to reconstruct continuous temporal signals $S(t)$. Instead of directly estimating the target value, Neural ODE $f_\theta(t)$ predicts differential elements at each time stamp, which can be integrated to reconstruct the signal, i.e. $S(T) = S(0) + \int_0^T f_\theta(t, S(t)) \, dt$. For our specific scenario, we train a Neural ODE to predict the variation of the latent pose code over time. Different from original Neural ODE, our model is further conditioned on the motion code, which allows the same network to update initial poses in different manners according to the motion exhibit in the input sequence. Therefore, the pose code in target time $T$ is obtained by

$$c_p^{(T)} = c_p + \int_0^T f_\theta(c_p^{(t)}, t \mid c_m) \, dt,$$

where $f_\theta(\cdot)$ is modeled by a neural network of 5 residual blocks with $\theta$ as the parameters. Follow the advice of [11], we obtain the gradient using the adjoint sensitivity method [44]. For more details, please refer to the Supplementary Materials.

3.3. Implicit Occupancy Decoder

The last stage of our model translates the identity code $c_i$ and the pose code in target time $c_p^{(t)}$ into 3D shape. Inspired by high geometry quality from recent work using implicit representation [40, 33, 59], we train an Occupancy Network (ONet) [33] to predict for each 3D location if they were inside or outside the object surface:

$$o_p^{(t)} := \Phi_\eta(p \mid c_i \oplus c_p^{(t)}),$$

where $p$ is a 3D location, $\Phi_\eta$ is an ONet parameterized by $\eta$, $\oplus$ denotes the concatenate operation between codes, $o_p^{(t)}$ is the occupancy of location $p$ in time $t$. Note that the identity code $c_i$ remains the same as it should not change over time.

3.4. Identity Exchange Training

Naively training our network with 4D reconstruction is not sufficient to learn the compositional representation that isolates identity, initial pose, and motion. We introduce a simple yet effective training strategy (shown in Fig. 2), where the network is asked to reconstruct the same motion with different identities. Specifically, we extract latent codes for two sequences, $\{c_{i1}, c_{m1}, c_{p1}\}$ and $\{c_{i2}, c_{m2}, c_{p2}\}$, from different subjects $s_1$ and $s_2$. We then swap their identity codes and supervise the model to reconstruct ground truth 4D captures of the same motion performed by the other subjects, i.e. $s_1$ performing motion of $s_2$ and vice versa. Since the $c_{m1}$ and $c_{p1}$ has no visibility to $s_2$, all the identity information for $s_2$ has to be encoded in $c_{i2}$ for successful reconstruction. In practice, we perform this identity exchange training strategy for 50% of the iteration, and find it effective in disentangling identity and motion.
3.5. Loss Functions

Our model is trained by minimizing the binary cross entropy error (BCE) on the occupancy of 3D locations. Inspired by Occupancy Network [33], we randomly sample a time step $\tau$ and a set of 3D query points $S$, and compute the loss $L(\tau)$ between the predicted $\hat{o}(\tau)$ and the ground truth $o(\tau)$ occupancy values:

$$L(\tau) = \sum_{p \in S} \text{BCE} \left( \hat{o}(\tau), o(\tau) \right). \quad (3)$$

To get $S$, we normalize all the meshes to $[-0.5, 0.5]$, and sample 50% points uniformly in a bounding volume and 50% points near the surface of the mesh. We find the definition of the bounding volume affects the training performance, and experiment with two ways: 1) a fixed volume with length of 1; 2) a tight bounding volume around the mesh, in our experiments.

During training, we also supervise the predicted occupancy value at time step 0 to ensure a high quality initialization. Therefore, the complete loss function is defined as:

$$L = \lambda_1 L(0) + \lambda_2 L(\tau), \quad (4)$$

where $\lambda_1 = \lambda_2 = 1.0$ in all the experiments. We use Adam optimizer with the learning rate as $10^{-4}$. The model is trained with batch size equalling to 16 on a single Tesla V100 GPU.

4. Experiments

In this section, we perform extensive experiments evaluate our method. We first show the ability for 4D reconstruction, and then apply our compositional representation for various tasks like motion transfer and 4D completion.

4.1. Data Preparation

We use two datasets to train and evaluate our proposed method. The first dataset is Dynamic FAUST (D-FAUST) [6], which contains 129 mesh sequences of 10 real human subjects performing 14 different motions and all meshes are registered with SMPL [28] model. We augment D-FAUST to meet the needs of our Identity Exchanging Training strategy (Sec. 3.4). We first fit SMPL shape and pose parameters for all the data. Then, the ground truth mesh sequences of all the combinations of identities and motions are generated, extending the total number of mesh sequences to about 1000.

We also build a Warping Cars dataset using the approach introduced in Occupancy Flow [37] to investigate the performance of our method on non-human objects. Specifically, we randomly choose 10 car models from ShapeNet [9] Car category and generate 1000 warplings. To generate a warping field, Gaussian displacement vectors are sampled in a $3 \times 3 \times 3 \times 5$ grid and the RBF [39] interpolation is used to obtain a continuous displacement field. We combine different car shapes and warplings and finally get the dataset with total number of mesh sequences to 10000, each of which has 50 time steps.

4.2. 4D Reconstruction

We first verify the reconstruction ability of our model following the setting in Occupancy Flow [37]. The network consumes 300 sparse point trajectories as input, each of which consists 3D locations at $L = 17$ equally divided time stamps, and the goal is to reconstruct compact mesh at these time stamps even though the model is able to produce mesh at any particular time. For human model, we use the same train/test split on D-FAUST [6] as Occupancy Flow (OFlow), including data on subjects seen and unseen during the training respectively. For warping car dataset, we test on our own test set as it was not released.

The quantitative results on the D-FAUST dataset and the Warping Cars dataset are summarized in Tab. 1, where we report the average IoU and Chamfer Distance over 17 frames of all testing sequences. As our baseline, “PSGN 4D” is a 4D extension of Point Set Generation Network by predicting a set of trajectories instead of single points, and “ONet 4D” is an extension of Occupancy Network (ONet), which predicts occupancy value for points sampled in 4D space and reconstructs each frame of the sequence separately. OFlow uses Neural ODE to learn a continuous motion vector field for every point in space and time. While OFlow explicitly transform the 3D coordinates of each point, we transform the pose code in the latent space. The results of baselines on the D-FAUST dataset are cited from OFlow [37], and the results on Warping Cars dataset is produced by a retrained OFlow. Overall, our method performs comparable or better than other methods on D-FAUST Warping Cars dataset, indicating that our model is able to reconstruct accurate surfaces.

In Fig. 3, we show qualitative comparison on the D-FAUST dataset with OFlow. Our method is able to capture more details, such as the shape of the opening hands and the outline of the muscles on the body. In particular, OFlow fails to track the motion of hands in the last frame of the left sequence, while our method produces stable results during the whole sequence time. This is presumably because our method reconstructs each frame of the whole sequence individually with the transformed pose latent code, while OFlow only reconstructs the first frame and deforms it with the learned transformation flow. Furthermore, the qualitative results on the Warping Cars dataset are shown in Fig. 4, in which our methods shows better capability of recovering motion than OFlow.
4.3. Pose and Motion Transfer

Our compositional representation also naturally support motion transfer. Consider two subjects performing different motions, namely \(id_1 + \text{motion}_1\) and \(id_2 + \text{motion}_2\), and our goal is to generate 4D sequence with \(id_2 + \text{motion}_1\). To do so, we first extract the latent representations with our compositional encoder for each input sequence, namely namely \((c_i^1, c_{po}^1, c_m^1)\), \((c_i^2, c_{po}^2, c_m^2)\), and then feed \((c_i^2, c_{po}^1, c_m^1)\) to the latent pose transformer and implicit occupancy decoder.

We evaluate our method on D-FAUST test set, where we randomly select 20 identity and motion pairs, and generate the ground truth 4D sequences after motion transfer using the known SMPL parameters. As baseline, we compare to OFlow which also learns separate codes to represent first frame geometry (i.e. the identity) and velocity field (i.e. the motion) respectively. In addition, we also build a baseline with recent state-of-the-art neural pose transfer method NPT [55], which utilizes spatially adaptive instance normal-
ization to deform the identity point cloud to each time step of the target motion sequence using pose transfer. The transformed point clouds are then fed into OFlow to generate complete mesh.

The quantitative results are shown in Tab. 2. Our method significantly outperforms other baseline methods with large margins. One qualitative comparison is shown in Fig. 5. The performance of NPT is heavily limited by the density of the input identity and motion sequences, which makes it hard to transfer the continuous motion with sparse inputs. OFlow does not transfer the motion at all, presumably because the pose representations are not decoupled from the shape latent code, which leads to a wrong first frame pose initialization and the failure of the whole generated sequence. In contrast, our method successfully transfer the motion to the new identity, including both the initial pose and following frames. Additional results on Warping Car dataset are shown in Supplementary Materials.

| Method | IoU | Chamfer Distance |
|--------|-----|------------------|
| NPT    | 26.4% | 0.498            |
| OFlow  | 26.7% | 0.400            |
| Ours   | 85.0% | 0.055            |

Table 2: Motion transfer on D-FAUST testing set.

We further investigate if the motion code $c_m$ can be transferred without initial pose code $c_p$. Even though this is sometimes ill-posed problem (e.g. forcing a stand-up motion to start with a standing pose), we find, surprisingly, our model is still able to produce reasonable results if the new initial pose is not too different from the original one (See Supplementary Material for results). This indicates that our conditional Neural ODE is robust to some extent against the noise in the initial pose code.

| Methods | Temporal IoU | Temporal CD | Spatial IoU | Spatial CD |
|---------|--------------|-------------|-------------|------------|
| OFlow   | 85.2%        | 0.056       | 86.0%       | 0.054      |
| Ours    | 86.3%        | 0.056       | 87.2%       | 0.051      |

Table 3: 4D temporal completion and spatial completion (D-FAUST). CD is short for Chamfer Distance.

4.4. 4D Completion

Our compositional 4D representation also provides strong prior as the regularization for 4D completion task, in which the goal is to fill in the missing signals in a given 4D capture with only partial observation. This is practically useful when part of the 4D capture is corrupted due to imperfect capturing techniques or challenging scenarios. Specifically, this task can be categorized into two kinds based the missing data: 1) Temporal completion, which recovers the missing frames; 2) Spatial completion, which
complete partial geometry in each frame. To perform these task, we remove the encoder, fix the decoder parameters, and optimize the latent codes with back-propagation until the output 4D sequences matches the partial observation.

The experiments are conducted on the D-FAUST dataset. For temporal completion, we select 18 mesh sequences with \( L = 30 \) frames from the testing set, and randomly withhold half of the frames in each sequence for testing. For spatial completion, we randomly select three points in each frame and remove the points less than 0.2 away from them.

Comparison to OFlow is shown in Tab. 3. Our method performs comparable or better IoU and Chamfer distance than OFlow on both temporal and spatial completion. Fig. 6 shows a temporal completion results. Our method successfully interpolate correct poses for missing temporal frames with more complete geometry than OFlow. Please refer to Supplementary Materials for results on Warping Car dataset.

4.5. Future Prediction

Not only interpolating internal missing frames, our model can also predict the future of the motion by extrapolating temporal frames onward. To validate this, we select 15 mesh sequences with \( L = 20 \) frames from the testing set, and always remove the last 10 frames instead of randomly selected ones. Tab. 4 and Fig. 7 shows the comparison to OFlow. Though OFlow can also produce reasonable future motion, the magnitudes are usually small which leads to overly slow motion. In contrast, our method predicts much more accurate motion, e.g. with the other leg raised.

| Methods | D-FAUST IoU | CD | Warping Cars IoU | CD |
|---------|-------------|----|------------------|----|
| OFlow  | 82.6%       | 0.070 | 70.2%           | 0.206 |
| Ours   | 85.9%       | 0.060 | 76.1%           | 0.152 |

Table 4: Future prediction. We remove the last 10 frames of the test sequence to investigate the extrapolation ability of our method.

5. Conclusion

This paper introduces a compositional representation for 4D captures by disentangling the geometry template, initial state and temporal deformation with separated compact latent codes, which can reconstruct the deforming 3D object over a temporal span. Furthermore, an identity exchange training strategy is proposed to make geometry template and temporal deformation efficiently decoupled and exchangeable. Extensive experiments on 4D reconstruction, pose and motion transfer, 4D completion, and motion prediction validate the efficacy of our proposed approach.
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