Multi-Frame to Single-Frame: Knowledge Distillation for 3D Object Detection
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Abstract. A common dilemma in 3D object detection for autonomous driving is that high-quality, dense point clouds are only available during training, but not testing. We use knowledge distillation to bridge the gap between a model trained on high-quality inputs at training time and another tested on low-quality inputs at inference time. In particular, we design a two-stage training pipeline for point cloud object detection. First, we train an object detection model on dense point clouds, which are generated from multiple frames using extra information only available at training time. Then, we train the model’s identical counterpart on sparse single-frame point clouds with consistency regularization on features from both models. We show that this procedure improves performance on low-quality data during testing, without additional overhead.

1 Introduction

Recent advances in 3D object detection are beginning to yield practical vision systems for autonomous driving. Given the realities of data collection and allowable inference time in this application, however, most relevant 3D object detection methods take static one-frame point clouds as input, which can be extremely sparse. The goal of matching object detection rates achievable from dense point clouds constructed by fusing multiple frames remains elusive. On the other hand, aggregating point clouds from multiple frames is inherently hard in dynamical settings. For example, Figure 1(b) shows a point cloud generated by combining 5 LiDAR scans, which exhibits significant motion blur; this blur—unavoidable in a moving environment—yields ambiguity in the object detection model.

Point cloud object detection training data often comes in sequences, with consistent labels that track moving objects between frames in each sequence; this extra information allows us to generate Figure 1(c), which shows an aggregated point cloud after accounting for the motion of individual objects. This tracking information, however, is generally unavailable at testing time. This mismatch between training and testing data leads to an unavoidable dilemma: It is desirable
to build a model that gathers dense point clouds from multiple frames, but in
the absence of fine-tuned registration procedures this data is only available at
training time.

In this paper, we introduce a two-stage training pipeline to bridge the gap
between training on dense point clouds and testing on sparse point clouds. In
principle, our method is an intuitive extension and application of knowledge
distillation [1,2] and learning using privileged information [3,6,11]. First, we
train an object detection model on dense point clouds aggregated from multiple
frames, using information available during training but not testing. Then, we train
an identical model on single-frame sparse point clouds; we use the pre-trained
model from the first stage to provide additional supervision for the second model.
At test time, the second model makes predictions on single-frame point clouds,
without extra inference overhead. Compared with a model trained solely on sparse
point clouds, the proposed model benefits from distilled information gathered by
the model trained on dense point clouds.

2 Method

We study how to use privileged information available at training time in the
context of point cloud object detection. In contrast to existing works [1,4], which
use additional image information and require extra annotations, our model takes
advantage of the privileged information that is naturally available in a sequence
of point clouds. Our model bridges the gap between the single-frame model and
the (impractical) multi-frame model, while maintaining efficiency.

Consider a sequence of point clouds \( \{X_0, X_1, \ldots, X_t, \ldots, X_T\} \) up to frame
\( T \) with per-frame pose \( \{T_0, T_1, \ldots, T_t, \ldots, T_T\} \). Each frame is a point cloud
\( X_t = \{x^0_t, x^1_t, \ldots, x^i_t, \ldots, x^N_t\} \subset \mathbb{R}^3 \) with additional point-wise features
\( F_t = \{f^0_t, f^1_t, \ldots, f^i_t, \ldots, f^N_t\} \subset \mathbb{R}^c \), such as reflectance and material. For simplicity
of notation, we assume the same number of points \( N \) in each point cloud.

In each frame \( t \), a set of ground-truth bounding boxes \( \{b^0_t, b^1_t, \ldots, b^K_t, \ldots, b^N_t\} \)
is provided, where each bounding box is parameterized by its center location
\( p^K_t \), its size \( s^K_t \), and its heading angle \( \theta^K_t \). For ease of presentation, assume
\( \{b^0_t, b^1_t, \ldots, b^K_t, \ldots, b^N_t\} \) are bounding boxes of the \( k \)-th object over all frames;
Fig. 2: Our object detection model: first, point clouds are encoded using a lightweight PointNet; then, points are projected into BEV 2D grid, followed by additional 2D convolutional layers for further feature embedding; finally, a classification branch and localization branch predict the existence of bounding boxes per BEV pixel and bounding box parameters, respectively. cls: classification branch; loc: localization branch.

that is, we assume each frame in the sequence is labeled consistently. We can take advantage of these bounding box annotations to generate dense point clouds as in Figure 1 (c), but this is only possible at training time.

At test time, since we can no longer access the bounding box annotations, the inputs to the model are either single-frame point clouds (Figure 1 (a)) or multi-frame point clouds (Figure 1 (b)) without accounting for moving objects. So the model trained on the desired point clouds (Figure 1 (c)) can never be deployed for inference. To address this difference between training and testing, we propose a two-stage training pipeline. First, we produce dense point clouds by registering multiple frames and train an object detection model on dense point clouds. Then, we distill the previous model to a new model by leveraging both dense point clouds and sparse point clouds. Finally, we use the new model for testing on sparse point clouds without extra cost.

3 Experiments

First, we introduce the dataset, metrics, implementation details, and optimization details in §3.1. Then, we show performance of the proposed method for vehicle and pedestrian detection on the Waymo Open Dataset [12] in §3.2.

3.1 Details

Metrics. We use birds-eye view (BEV) and 3D mean average precision (mAP) as metrics. The intersection-over-union (IoU) threshold is 0.7 for vehicles and 0.5 for pedestrians. In addition to overall scores, we provide breakdowns based on the distances between the origin and ground-truth boxes: 0m-30m, 30m-50m, and 50m-infinity (Inf). Following existing works [5, 9, 14], we evaluate our method on bounding boxes that have more than 5 points.

Implementation details. As shown in Figure 2, the object detection model is a variant of PointPillars [5]: first, points in 3D are projected to BEV, with a lightweight PointNet [10] to aggregate features in each BEV pixel; then, three convolutional blocks are employed to further embed the BEV features; finally, we
use two branches to predict bounding box existence and bounding box parameters, respectively. The frame rate at test time is 24 FPS on par with PointPillars [5].

Optimization. We use Adam [3] to train both the multi-frame and the single-frame model. For both models, the initial learning rate is $3 \times 10^{-4}$. We then linearly increase it to $3 \times 10^{-3}$ in the first 5 epochs. Finally it is decreased to $3 \times 10^{-6}$ using cosine scheduling [7]. The model is trained for 75 epochs at each stage. The weight $\lambda$ of feature consistency is 0.1 for vehicles and 0.01 for pedestrians. We use 5 frames for the multi-frame model. Our batch size is 128. We train our models on TPUv3. Training the multi-frame model is about 2 times slower than training the single-frame model.

### 3.2 Results on the Waymo Open Dataset

In Table 1 and Table 2, we mainly compare the model trained with our two-stage strategy to a single-frame model trained from scratch. For the sake of completeness, we also provide results of StarNet [9], LaserNet [8], PointPillars [5], and MVF [14]; compared to them, even the single-frame model achieves better performance. The model trained on 5 frames significantly outperforms others, including the single-frame model, but this is an unrealistic setup for testing—points from multiple frames are aggregated by using ground-truth tracking information. The single-frame model with distillation improves over its vanilla counterpart in all metrics, which indicates the model indeed learns additional information with the supervision from a multi-frame model.
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