Research on smooth path planning method based on improved ant colony algorithm optimized by Floyd algorithm
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Aiming at the problems of slow convergence and easy fall into local optimal solution of the classic ant colony algorithm in path planning, an improved ant colony algorithm is proposed. Firstly, the Floyd algorithm is introduced to generate the guiding path, and increase the pheromone content on the guiding path. Through the difference in initial pheromone, the ant colony is guided to quickly find the target node. Secondly, the fallback strategy is applied to reduce the number of ants who die due to falling into the trap to increase the probability of ants finding the target node. Thirdly, the gravity concept in the artificial potential field method and the concept of distance from the optional node to the target node are introduced to improve the heuristic function to make up for the fallback strategy on the convergence speed of the algorithm. Fourthly, a multi-objective optimization function is proposed, which comprehensively considers the three indexes of path length, security, and energy consumption and combines the dynamic optimization idea to optimize the pheromone update method, to avoid the algorithm falling into the local optimal solution and improve the comprehensive quality of the path. Finally, according to the connectivity principle and quadratic B-spline curve optimization method, the path nodes are optimized to shorten the path length effectively.
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Introduction

The path planning of mobile robot is to plan the optimal path from the starting point to the target point in the specified area (Chen et al., 2020). At present, path planning algorithms is mainly presented in the form of traditional algorithms and intelligent algorithms. The traditional algorithms include the A* Algorithm (Xiong et al., 2020), Tabu Search (TS) (Khaksar et al., 2012), and D* Algorithm (Yao et al., 2021), etc. The intelligent algorithms include Ant Colony Optimization (ACO) (Wang, 2020), Particle Swarm Optimization (PSO) (Wang et al., 2020a), Genetic Algorithm (GA) (Chen and Gao, 2020), etc.
Intelligent algorithms can also be subdivided. Among them, the ant colony algorithm and particle swarm optimization algorithm belong to the swarm intelligent algorithm. Swarm intelligent algorithm has been a hot spot in path planning. There are two modes of swarm intelligence, namely, ant colony algorithm and particle swarm optimization algorithm. Swarm intelligence mainly refers to the intelligent behavior of many non-intelligent individuals in a group through simple cooperation. Swarm intelligence is applied to path planning, taking the ant colony algorithm as an example. It shows that a single ant in the ant colony has no intelligence, but through cooperation to form a complete system, it evolves into an intelligent whole that can explore the optimal path in a complex environment. Therefore, it is widely studied and applied in path planning.

Swarm intelligence is mainly manifested in five principles: (1) Proximity principle; (2) Quality principle; (3) The principle of diverse response; (4) Stability principle; (5) Adaptability principle.

Swarm intelligence also has four features.

1. The control of swarm intelligence is decentralized, and there is no unified control center, so it can adapt to various environments and has strong robustness. For example, the ant colony algorithm can carry out path planning in various complex environments and obtain the optimal path.

2. Each individual in the swarm can communicate by changing the environment, which has good scalability. For example, the ants change the pheromone content in the environment by leaving pheromones on the path, to realize communication with other individuals.

3. The behavior of individuals in the swarm or the rules they follow are very concise, so it is very convenient to realize swarm intelligence. For example, individuals in the ant colony only need to follow the state transition rules to find the path and leave pheromones to inform the latecomers.

4. The complex behavior of a swarm is the result of individual communication and cooperation. Under the guidance of appropriate rules, swarm intelligence can play a role in some form of emergence through communication and cooperation. For example, individuals in the ant colony interact through pheromones and then complete path exploration. Then pheromone update mechanism plays a role in guiding the ant colony to optimize the path further and finally get the optimal path.

Ant colony algorithm in swarm intelligence fully reflects the characteristics of swarm intelligence. It is simple to set parameters, suitable for various complex environments, and has strong robustness. Therefore, it is widely used in robot path planning. In this paper, the ant colony algorithm will be deeply studied and optimized.

Italian scholar Marco Dorigo proposed the ant colony algorithm in 1992. The algorithm was derived from the path finding behavior of ants looking for food sources in nature (Mac et al., 2016). The most prominent feature of the ant colony algorithm is the positive feedback mechanism (Zhang et al., 2021) which is conducive to obtaining the optimal solution quickly. Then, the ant colony can change the environment by releasing pheromones, so as to communicate indirectly (Yi et al., 2019). At last, the ant colony adopts the distributed computing method to search the path (Zheng et al., 2020), and the parallel computing is carried out by multiple individuals at the same time. Nevertheless, the defects of slow convergence speed and easy to fall into the local optimal solution cannot be ignored (Yang et al., 2019).

For the defects of the ant colony algorithm, many researchers have proposed optimization schemes that can be divided into three categories. (1) In consideration of the slow convergence speed of the ant colony algorithm, improve the initial pheromone allocation method, or improve the state transition probability matrix, such as Luo et al. (2020) and Li et al. (2021); etc. (2) In order to optimize the defect of the ant colony algorithm that it is easy to fall into local optimal solution, the pheromone matrix updating method is optimized or pheromone concentration is limited, such as Akka and Khaber (2018) and Wang et al. (2020), etc. (3) Many schemes to improve the path smoothness of ant colony algorithm have been proposed. There are mainly two ways: improving the heuristic function and optimizing the path nodes, such as Dai et al. (2019) and Yang et al. (2019), etc. Some optimization schemes will be introduced in detail below.

To improve the ant colony algorithm, there are a lot of optimization schemes (Akka and Khaber, 2018; Luo et al., 2020; Li et al., 2021). In Luo et al. (2020), an improved ant colony algorithm was proposed. The algorithm constructs unequally distributed initial pheromone in the early stage of path planning. At the same time, the pseudo-random state transition rule is used to select the trail. The deficiency is that the algorithm only sets the initial pheromone according to the position information of the node, which is not conducive to avoiding obstacles in the process of the ant search path, and the guidance of the ant colony is not direct enough. In Li et al. (2021), an improved algorithm based on turning angle constraint was proposed. Firstly, the initial pheromone concentration between the starting node and the target node is increased. Then, the evaluation function and rotation constraint factor of the A * algorithm is added to the heuristic function. The nodes with the optimal path length and rotation number can be selected in the next step. Finally, in the pheromone updating part, the distribution principle of the wolf swarm algorithm is introduced to strengthen the influence of a high-quality population. The algorithm
proposed by Li effectively avoids falling into optimal local solutions, but the convergence speed in a complex environment cannot meet the requirements. In Akka and Khaber (2018), an improved ant colony optimization algorithm was proposed. The algorithm uses stimulus probability to help ants select the following grid, and uses new heuristic information to improve visibility accuracy. In addition, the improved algorithm adopts new pheromone updating rules and dynamically adjusts the evaporation rate, which accelerates the convergence speed and expands the search space. This algorithm does not consider the requirements of path smoothness when effectively accelerating the convergence speed, which is not conducive to reducing the energy consumption and mechanical loss of the robot.

In summary, to solve the problems of slow convergence rate and easily fall into the local optimal solution of ant colony algorithm, this paper proposes an improved algorithm.

(1) For the difficulties in Luo et al. (2020), the Floyd algorithm is introduced to generate the guidance path. The path is a feasible path without collision with obstacles. Setting the initial pheromone based on the track can help the ant colony avoid blind search and take into account the obstacle avoidance needs.

(2) Considering that the ants easily fall into the deadlock and self-locking state, the fallback strategy is proposed to reduce the number of dead ants and help improve the success rate of the algorithm to solve the way.

(3) For the problems that have not been solved in Li et al. (2021), the APF method and the concept of the distance between the optional node and the target node are introduced to optimize the structure of the heuristic function, which improves the state transition probability and accelerates the convergence rate.

(4) Given the shortcomings of Akka and Khaber (2018), the connectivity principle and quadratic B-spline curve optimization method are proposed to optimize the corner nodes, further shortening the path length and reducing the mechanical loss of the robot in the working process.

(5) Moreover, this paper proposes a multi-objective optimization method, taking into account the path length, path safety, and path energy consumption, to solve the bearing with the highest comprehensive quality. The pheromone updating method is improved based on the multi-objective optimization method and dynamic principle, which prevents the algorithm from falling into the local optimal solution to the greatest extent.

The rest of this paper is as follows. The second part briefly describes the two-dimensional grid environment modeling method, which is a crucial environment for algorithm operation. The third part introduces the core part of the classic ant colony algorithm. The fourth part gives the progress measures of the algorithm in detail. In the fifth part, the classic ant colony algorithm and the improved algorithm are compared and analyzed. The sixth part summarizes the contributions and shortcomings of the improved algorithm, and briefly looks forward to future work.

Environment modeling

Environment modeling is the basic part of a path planning algorithm (Mac et al., 2016). The grid method is used in mobile robot path planning algorithms because of its simple modeling method, easy programming, and ability to express irregular obstacles. It is a commonly used environmental modeling method (Ouyang and Yang, 2014). The grid method converts environmental information into grid form (Zhang et al., 2019), and distinctive blocks are regularly processed and properly expanded, as shown in Figure 1, which greatly reduces the difficulty of path planning.

In the grid map, the white grid is the free space and optional node, represented by “0.” The black grid is the obstacle space and belongs to the tabu node, represented by “1.”

In addition, the selection of grid size is also a key factor of the algorithm. If the grid is too small, the map resolution is high, which is not conducive to fast decision-making. If the grid is too large, the map resolution will be low, which is conducive to quick decision-making. Still, it cannot guarantee a viable path in the dense obstacle environment.

Although the grid sequence number method saves more memory, it is not conducive to the rapid iteration of the ant colony algorithm (Xiao et al., 2021). To ensure the convergence speed, the grid sequence number will be converted to coordinate (x, y), and the conversion formula is as follows.

\[
\begin{align*}
x &= \text{mod}(i, M) - 0.5 \\
y &= M - \text{ceil}(i/M) + 0.5
\end{align*}
\]

(1)

In the formula, M is the map size, mod is the solution function that returns the abscissa of the grid, and the ceil/ process returns the grid ordinate (Ali et al., 2020).
The coordinate form of the grid map is shown in Figure 2.

Ant colony optimization algorithm

Ant colony algorithm is derived from the path finding behavior of ants looking for food sources in nature, which has strong robustness in complex environment. The classic ant colony algorithm is easy to implement, the parameter setting is convenient, and the requirement for the computing environment is low (Zhang et al., 2020). The two important mechanisms of the ant colony algorithm are positive feedback and pheromone communication. The positive feedback mechanism guarantees the convergence of the ant colony algorithm. The higher the path quality, the more pheromones will accumulate when the pheromone is updated, which will encourage more ants to choose and realize the fast convergence of the algorithm. The pheromone communication mechanism is indirect communication for ant colony individuals. Ants leave pheromones on the path they traversed. Other individuals combine known environmental information and pheromones on the course to become new prior knowledge, which will help ant colonies reduce blind search and find target nodes faster.

These two mechanisms evolve into two key links in algorithm implementation: state transition probability (Chen et al., 2021) and pheromone update (Li and Wang, 2020).

State transition probability

Ants need to go through many intermediate nodes in the process of finding the path. For the selection of each intermediate node, the state transition probability matrix of the optional node should be established first, and then select from the probability matrix by roulette operation (Wang et al., 2020b).

The state transition probability is shown in equation (2).

\[
p^k_{ij}(t) = \begin{cases} \frac{\tau^k_{ij}(t)\eta^k_{ij}(t)}{\sum_{j' \in \text{allowed}_k} \tau^k_{ij'}(t)\eta^k_{ij'}(t)} & s \in \text{allowed}_k \\ 0 & s \notin \text{allowed}_k \end{cases} \tag{2} \]

Where, \( \tau_{ij} \) is the pheromone content from node \( i \) to node \( j \), \( \eta_{ij} \) is the heuristic function, \( d_{ij} \) is the Euclidean distance from node \( i \) to node \( j \), \( \alpha \) is the pheromone heuristic factor, \( \beta \) is the expected heuristic factor, and \( \text{allowed}_k \) is the set of optional nodes in the next step (Xiong et al., 2021).

Pheromone update mode

Individuals in the ant colony will leave pheromones when passing through each path. As a prior knowledge of subsequent individuals, ants communicate indirectly through the pheromones. After several iterations, the ants traverse the map, and the pheromone content of the path indicates the quality of the trajectory. The higher the quality of the path pheromone concentration is higher. In the algorithm implementation process, to facilitate calculation, a pheromone update is placed after each iteration of the ant complete path search.

The pheromone update method is shown in equation (5).

\[
\tau_{ij}(t+1) = (1 - \rho) \times \tau_{ij}(t) + \Delta \tau_{ij}(t) \tag{5}
\]

\[
\Delta \tau_{ij}(t) = \sum_{k=1}^{m} \Delta \tau^k_{ij}(t) \tag{6}
\]

\[
\Delta \tau^k_{ij}(t) = \begin{cases} \frac{Q}{\tau^k_{ij}} & \text{tour}(i,j) \in \text{tour}_k \\ 0 & \text{tour}(i,j) \notin \text{tour}_k \end{cases} \tag{7}
\]

Where, \( \rho \) is the pheromone volatilization rate, \( \Delta \tau_{ij}(t) \) is the total pheromone increment of the path in this iteration, \( \Delta \tau^k_{ij}(t) \) is the pheromone increment brought by the \( k \)-th ant, \( m \) is the number of ants, \( Q \) is the pheromone increase intensity, and \( L_k \) is the path length traveled by the \( k \)-th ant (Tao et al., 2021).

Improvement of ant colony optimization algorithm

Initial pheromone matrix

The Floyd algorithm is named after Robert Floyd (Hao and He, 2008), one of the founders. Floyd algorithm is a dynamic programming algorithm, suitable for dense maps, simple and
effective, and easy to implement. Its efficiency is higher than the Dijkstra algorithm (Shi and Wang, 2009). Taking the optimal path obtained by the Floyd algorithm as the guiding path of the ant colony algorithm can help set the initial pheromone matrix with a guiding effect (Tian, 2021a).

Floyd algorithm can calculate the shortest path between each node in the map environment, and the core idea is to solve the shortest path matrix (Lyu et al., 2021). There are only two possible shortest paths from node to node. One is the Euclidean distance of two nodes. That is, two nodes are connected, and the other is from node to node through several intermediate nodes (Yang, 2020). Therefore, Dis(i, j) is set as the Euclidean distance from node to node, and then all nodes will except these two nodes are judged. If Dist(i, k) + Dist(k, j) < Dist(i, j), it is proved that the path from node to node and then to node is shorter than the path from node to node, then let Dist(i, j) = Dist(i, k) + Dist(k, j).

After traversing node k, the shortest distance from node i to node j is recorded in Dist(i, j).

The state transition equation is shown in equation (8).

$$\text{Dist}(i, j) = \begin{cases} 
\text{Dist}(i, j) & \text{Dist}(i, k) + \text{Dist}(k, j) \geq \text{Dist}(i, j) \\
\text{Dist}(i, k) + \text{Dist}(k, j) & \text{Dist}(i, k) + \text{Dist}(k, j) < \text{Dist}(i, j) 
\end{cases}$$

(8)

After determining the starting node and the target node, the Floyd algorithm can quickly obtain the optimal path. Then take the generated path as the guidance to change the pheromone content on the path so that it is different from other paths. Because the ant will be affected by pheromone when choosing the path, it is easier to choose the guidance path. The pheromone difference between the guide path and other paths will make the ant tend to the former to quickly find the target node. The initial pheromone matrix is set as follows.

$$\tau_{ij}(0) = \begin{cases} 
k \in \text{tour}_F & \text{tour}(i, j) \in \text{tour}_F \\
C & \text{tour}(i, j) \notin \text{tour}_F 
\end{cases}$$

(9)

Where, \(\tau_{ij}(0)\) is the initial pheromone matrix. \(\text{tour}_F\) is the guiding path generated by the Floyd algorithm, and the pheromone concentration of the guiding path is set tok times of other paths.

The APF has also been used to generate the guidance path of the ant colony algorithm. Therefore, under the same conditions, the path planning results of APF method and Floyd algorithm are compared. The results are shown below.

According to Figure 3 and Table 1, the path of APF method will pass through obstacles, which is not allowed, while the path of Floyd algorithm fully realizes the requirements of obstacle avoidance. In addition, the Floyd algorithm has few redundant nodes, and the length is only 51.40% of the APF method. The Floyd algorithm is much better than the APF method. Therefore, introducing the optimal path of the Floyd algorithm as the guiding path will help the ant colony algorithm quickly find the target node and accelerate the convergence speed of the algorithm.

**Ant fallback strategy**

The ants often encounter deadlock problems when exploring paths (Dai et al., 2019), including self-locking and deadlock caused by obstacles. The deadlock problem will cause excessive death of ants, weaken the ability of the ant colony to explore the path, and slow down the convergence speed of the algorithm (Tian, 2020b; Wang, 2020).

Obstacles that will form ant deadlocks are usually concave. Because the ant follows the rule of putting the passed nodes in the tabu list when exploring the path to reduce the generation of redundant nodes, when ants encounter concave obstacles, this rule will make ants unable to stay away from the obstacles and thus trapped near the obstacles. Self-locking is due to that ants have no clear direction of the target node at the beginning of the iteration, only blind search, and ultimately face the plight of no optional nodes. The above two deadlock problems are shown in Figure 4.

The particles in Figure 4 are the ants searching path. On the left side of Figure 4, the ant at node P1 chooses the left node P2. It cannot retreat away from the obstacles because of the tabu list rules. The ant can only continue to select the left node P3, and finally, it is trapped in the barrier. On the right side of Figure 4, the ant at node P1 does not get a clear direction of the target node and can only choose the next node based on roulette. The ant follows the series of nodes likeP1 → P2 → P3 → P4 → P5 → P6 and finally, the ant is trapped in a self-locking dilemma. In the classic ant colony algorithm, ants are usually discarded after they fall into the deadlock dilemma so that subsequent ants continue to search the path. The situation when ants fall into deadlock can be described by the following formula.

$$\text{allowed}_i \cap \text{Obs} = \text{allowed}_i$$

(10)
Comparison of boot paths.

TABLE 1. Comparison of boot paths length.

|          | APF method | Floyd algorithm |
|----------|------------|-----------------|
| Optimal path length | 74.4853    | 38.2843         |

Where, allowed is the list of optional nodes, Obs is the tabu list.

To solve the deadlock problem, the ant fallback strategy is proposed. When the ant has no optional node and has not reached the target point, the fallback strategy is implemented. That is, the current node is added to the tabu list and returned to the previous node, and the pheromone concentration at the current node is reduced. If there are new optional nodes at this time, the fallback strategy will end. If not, continue to execute the fallback strategy until there are optional nodes for ants to select.

The fallback strategy is shown in Figure 5.

In Figure 5, the ant at node P3 falls into the deadlock and starts to perform the fallback strategy. The node P3 is added to the tabu list, and the ant returns to node P2. There is no optional node for the ant to choose, so the ant continues to implement the strategy. When returning to node P1, the ants find new optional nodes. At this time, it ends the execution of the fallback strategy.

The pheromone update method when executing the fallback strategy is as follows.

\[ \tau_{ij}(t + 1) = (1 - \lambda) \times \tau_{ij}(t) \]

Where, \( \lambda \) is the pheromone penalty evaporation coefficient, which reduces the pheromone concentration of the trap nodes and helps the ant avoid the trap.

**Heuristic function optimization strategy**

To better solve the slow convergence problem of the ant colony algorithm, some optimization schemes are proposed for the heuristic function.

The heuristic function of the ant colony algorithm is the reciprocal of the Euclidean distance between the current node and the optional node, as follows.

\[ \eta_{ij} = \frac{1}{d_{ij}} \]

\[ d_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \]

The heuristic function does not contain the information of the target node, and the ant lacks guidance in finding the path, which is easy to search blindly, resulting in the slow convergence of the algorithm. This paper proposes the concept of distance between the optional node \( j \) and target node \( E \), replacing the original heuristic function, as follows.

\[ \eta_{ij} = \frac{1}{d_{jE}} \]

\[ d_{jE} = \sqrt{(x_E - x_j)^2 + (y_E - y_j)^2} \]
The heuristic value of the optional node closest to the target node is the largest, and the probability of being selected is also the largest. With the information of the target node, the ant colony has a clear direction in exploring the path, and the convergence speed will be accelerated.

Based on the new heuristic function, considering further improving the convergence speed of the algorithm, the APF method is an option. The APF method has the advantages of low calculation and fast convergence speed, so it is considered to optimize the heuristic function (Wang et al., 2020c).

As one of the widely used path planning algorithms, the APF method was first proposed by Khatib. O in 1985 (Pan et al., 2019). The main idea of the APF method is to regard the motion environment of the robot as a virtual force field (Li and Wang, 2022). The target node and obstacles generate gravitational and repulsive forces, respectively, in the robot, and the motion of the robot is controlled by the resultant force. The effect of the APF method is shown in Figure 6. The particle is a mobile robot (Wang and Wang, 2020a).

After simulation experiments, the gravity concept of the target node to the robot in the APF method is used to optimize the heuristic function, which is as follows.
\[ Gra = \sigma \sqrt{(x_E - x_j)^2 + (y_E - y_j)^2} \]  \hspace{1cm} (14)
\[ d_{ij} = \frac{\text{power}(0.5, \text{Gra})}{d_E} \]  \hspace{1cm} (15)
\[ \eta_{ij} = \frac{\text{power}(0.5, \text{Gra})}{d_E} \]  \hspace{1cm} (16)

Where, \(Gra\) is the gravitational effect of the target node on the optional node, \(\sigma\) is the gravitational constant, \(\text{power}\) is the power function that returns the value of the exponential power of the given bottom number. \(j\) is the optional node and \(E\) is the target node.

In the early iterations, the pheromone is accumulating, and the state transition probability is dominated by the heuristic function. In the middle and late iterations, the ants complete the path exploration, and the pheromone accumulates a lot. The pheromone dominates the state transition probability. Therefore, the heuristic function needs to be adjusted adaptively to match the pheromone matrix, so as to improve the update mode of the state transition probability matrix.

The adaptive adjustment of the heuristic function is related to the number of iterations. Therefore, the normal distribution function is introduced and combined with the heuristic function, as shown below.

\[ N_{\text{function}} = e^{-(k/K)^2/2} \]  \hspace{1cm} (17)
\[ P^k_{ij}(t) = \begin{cases} \tau_{ij}^p(t) \cdot (N_{\text{function}} + \eta_{ij}(t))^{\beta} & \text{if } s \in \text{allowed}_k \\ \tau_{ij}^p(t) \cdot (N_{\text{function}} + \eta_{ij}(t))^{\beta} & \text{if } s \notin \text{allowed}_k \end{cases} \]  \hspace{1cm} (18)

Where, \(N_{\text{function}}\) is the deformation of the standard normal distribution function, omitting the coefficient, \(k\) is the current number of iterations, \(N_{\text{function}}\) is the maximum number of iterations, \(P^k_{ij}(t)\) is the optimized state transition probability.

### Optimization strategy of pheromone updating method

In the classic ant colony algorithm, the pheromone updating method is only related to the path length. The shorter the path, the higher the pheromone increment. The updating method ignores other requirements, such as path security and energy consumption. In addition, the pheromone volatilization coefficient is constant and does not dynamically update with iterations. In the late iterations, the optimal path has been fixed. The behavior of finding a better path has stopped, which causes the local optimal solution (Wang and Wang, 2020b).

To solve the above problems, this paper proposes a pheromone updating method based on the multi-objective optimization method (Guo et al., 2020) and dynamic principle (Tian et al., 2020; Tian, 2021b).

Multi-objective optimization has been used in other path planning algorithms, mainly to improve the quality of the algorithm. Based on the idea of multi-objective optimization, this section puts forward three optimization objectives: path length, path security, and path energy consumption, which are used as the standard to update the pheromone matrix. Where, the path length is the sum of the distances of the path nodes, denoted as \(\text{Length}\); path safety is the number of dangerous nodes on the path, denoted as \(\text{Risk}\); path energy consumption depends on the number of turns and turning angles of the path, denoted as \(\text{Consumption}\). The multi-objective optimization function is shown below.

\[ \text{Length} = \sum_{i=E}^{j=i} d_{ij} \]  \hspace{1cm} (19)
\[ \text{Risk} = \sum D_{\text{nodes}} \]  \hspace{1cm} (20)
\[ \text{Consumption} = \sum 0.5 \cdot N\_{\text{corner}} + 0.5 \cdot T\_{\text{angle}} \]  \hspace{1cm} (21)
\[ J_{\text{quality}} = k_1 \cdot \text{Length} + k_2 \cdot \text{Risk} + k_3 \cdot \text{Consumption} \]  \hspace{1cm} (22)
\[ k_1 + k_2 + k_3 = 1 \]  \hspace{1cm} (23)

Where, \(\text{Length}\) is the sum of distances of all nodes in the path. \(\text{Risk}\) is the sum of dangerous nodes that the path passes. Dangerous nodes refer to nodes whose ratio of optional nodes to obstacle nodes is <1. \(\text{Consumption}\) is the sum of the number of corners and the turning angles of the path. \(J_{\text{quality}}\) is the comprehensive quality, a comprehensive index composed of path length, path safety, and path energy consumption with different proportions. The smaller the value is, the higher the comprehensive quality of the path is.

Replacing the path length with the comprehensive quality is the way to realize the multi-objective optimization idea. The improved pheromone update method is as follows.

\[ \Delta \tau^k_{ij}(t) = \begin{cases} \frac{Q}{\text{tour}} + \frac{b\times Q}{\text{tour}_{\text{best}}} & \text{if } (i,j) \in \text{tour}_{\text{best}} \\ \frac{Q}{\text{tour}} - \frac{w\times Q}{\text{tour}_{\text{worst}}} & \text{if } (i,j) \in \text{tour}_{\text{worst}} \\ \frac{Q}{\text{tour}} & \text{otherwise} \end{cases} \]  \hspace{1cm} (24)
\[ \Delta \tau_{ij} = \sum_{k=1}^{m} \Delta \tau^k_{ij}(t) \]  \hspace{1cm} (25)
\[ \tau_{ij}(t + 1) = (1 - \rho) \times \tau_{ij}(t) + \Delta \tau_{ij}(t) \]  \hspace{1cm} (26)

Where, \(J_{\text{best}}\) is the comprehensive quality of the local optimal path, \(b\) is the number of ants on the local optimal path, \(J_{\text{best}}\) is the comprehensive quality of the global optimal path, \(J_{\text{worst}}\) is the comprehensive quality of the local worst path, \(w\) is the number of ants on the local worst path, \(\text{WORST}\) is the comprehensive quality of the global worst path. The optimal path, the worst path
and other paths update the pheromone according to the three forms in equation (24), respectively.

The optimized pheromone updating method is based on the comprehensive quality of the path. The reward and punishment system is implemented for the optimal path and the worst path, and the pheromone gap between them gradually increases. The subsequent ants will be more inclined to the optimal path, which helps to accelerate the convergence speed of the algorithm (Dai et al., 2022).

In the late iteration of classic ant colony algorithm, the pheromone accumulation is completed, and ants are affected by pheromone, so it is difficult to continue to explore other paths, and the local optimal solution needs to be solved (Tian and Chen, 2021b).

In this paper, the concept of dynamic updating volatility coefficient is proposed. In the late iterations, if the quality of the optimal path of five consecutive iterations does not change, the volatility coefficient is dynamically updated, which can increase the volatilization of pheromone and weaken the attraction of pheromone. This helps ants explore other paths. The dynamic volatility coefficient is shown below.

\[
\rho = \begin{cases} 
1.2 \times \rho & J(k) = J(k - 5), k \geq 35 \\
0.8 & \rho \geq 0.8
\end{cases} \tag{27}
\]

Where, \(J(k)\) and \(J(k - 5)\) are the comprehensive quality of the optimal path of this iteration and five iterations ago, respectively. In the late iterations, if the \(J_{\text{best}}\) does not change in the five consecutive iterations, the volatilization coefficient \(\rho\) increases, and the volatilization is enhanced, which makes the ants explore better solutions. The upper limit of the volatilization coefficient is 0.8.

**Path smoothing**

The path obtained by classic ant colony algorithm has many redundant nodes and corners, which not only affects the path length, but also is not conducive to reducing the energy consumption of the robot. Therefore, the improved ant colony algorithm needs to optimize the path nodes. In this paper, the connectivity processing and quadratic B-spline curve optimization method are proposed to optimize the nodes, which further shortens the path length and reduces the energy consumption of the robot (Tian, 2020a; Tian et al., 2021).

Aiming at the path feature of the ant colony algorithm, which is composed of a series of nodes, the connectivity principle is proposed. Due to the limitation of step size, there are many redundant nodes. Connectivity processing is an effective method for eliminating redundant nodes, and its principle is shown in Figure 7.

As can be seen from the Figure 7, the line between P1 and P5 does not cross obstacles, so the two nodes are connected. P2, P3, and P4 are redundant nodes. After connectivity processing, the corner is reduced, and the path length is shortened, which is beneficial to the robot.

The connectivity processing of the complete path is shown in Figure 7.

As can be seen from the Figure 7, the left side is the path obtained by the classic ant colony algorithm. There are redundant nodes, and the path length is 43.6985. The right side is the path processed by connectivity. The corner is reduced, and the path length is 39.1901. It can be seen that the effect of connectivity processing is significant.

In addition to redundant nodes, the path smoothing also includes the smoothness operation of the corner. Therefore, this paper introduces the quadratic B-spline curve optimization method to optimize the corner.

In 1946, Schoenberg proposed a spline-based approach to approximate curves. In 1972, based on Schoenberg’s work, Gordon and Riesenfeld proposed B-spline curves and a series of corresponding geometric algorithms. The B-spline curve is the generalization of the Bezier curve, which solves the problem that the Bezier curve is difficult to smooth transition at the endpoint. Besides, the B-spline curve has higher accuracy (Zeng et al., 2019). The definition of the B-spline curve is as follows.

\[
P(t) = \sum_{i=0}^{n} P_i N_{i,k}(t) \tag{28}
\]

\[
N_{i,k}(t) = \frac{1}{k!} \sum_{j=0}^{k} (-1)^{j} \times C_j^k \times (t + k - i - j)^k \tag{29}
\]

\[0 \leq t \leq 1, i = 0, 1, \ldots, k - 1, C_j^k = \frac{(n + 1)!}{j! \times (n + 1 - j)!} \tag{30}\]

Where, \(P_i\) is the original endpoint, \(N_{i,k}(t)\) is the basic function, and \(P(t)\) is the set of points on the curve.

The quadratic B-spline method needs only three endpoints to construct a smooth curve. And it can meet the requirements of curve smoothness. Therefore, this paper selects the quadratic B-spline method to deal with the corner problem.

When \(n = 2n\) in equation (28), the quadratic B-spline curve of the following form can be obtained through the spline basis function.

\[
P(t) = \frac{1}{2} \times (1 - t)^2 \times P_0 + \frac{1}{2} \times (-2 \times t^2 + 2 \times t + 1) \times P_1 + \frac{1}{2} \times t^2 \times P_2 \tag{31}
\]

The quadratic B-spline method is shown below.

As can be seen from the Figure 8, the black path is the original path, and the red path at the corner is the new path generated by the quadratic B-spline method.
The comparison results between the path after connectivity processing and the path generated by the quadratic B-spline method based on connectivity processing is shown in Figure 8.

As can be seen from the Figure 8, the corner processed by the quadratic B-spline method is smoother. The path length before processing is 39.1901, and the path length after processing is 38.9281.

There is almost no redundant node of the path processed by connectivity and the quadratic B-spline method, which is shorter than the path generated by the classic ant colony algorithm and is more suitable for mobile robots.

Algorithm flow

To sum up, the flow of the improved ant colony algorithm is shown in Figure 9.

The execution steps of the algorithm are as follows.

Step 1: Initialize the parameters of the improved ant colony algorithm and Floyd algorithm.

Step 2: Set up the grid map, initialize the pheromone matrix and tabu list according to the guidance path generated by the Floyd algorithm.

Step 3: Build candidate solutions according to the tabu list and state transition rules and select the next node by roulette principle.

Step 4: Determine whether the ants fall into the deadlock. If so, execute the fallback strategy until the ants get out of the trap. Otherwise, continue step 5.

Step 5: Update the tabu list and record the path nodes and length.

Step 6: Determine whether the ant reaches the target node. If so, continue step 7. Otherwise, return to step 3.

Step 7: Determine whether the number of ants reaches the upper limit. If so, continue step 8. Otherwise, return to step 3.
Step 8: Smooth the path and update the global pheromone.
Step 9: Determine whether the maximum number of iterations is reached. If so, outputs the optimal solution and ends. Otherwise, return to step 3.
Step 10: Draw the algorithm iteration diagram and the optimal path curve.

**Experimental results and discussions**

In this section, the effectiveness of the improved algorithm in path planning is verified through different scenarios. All experiments were performed using the same PC. The MATLAB (R2016b) programming platform was used to encode and implement all algorithms. In order to obtain real experimental results and avoid accidental situations, all experiments were carried out independently under the same experimental conditions.

The 26 × 26 scale grid map is adopted in this paper. There are three different environments, namely, the concentrated obstacle environment, the partially dispersed obstacle environment, and the decentralized obstacle environment. The algorithm in this paper, the classic ant colony algorithm, and the algorithm of Li et al. (2021), Luo et al. (2020), and Akka and Khaber (2018) are compared experimentally. The algorithm parameters are set as shown in Table 2.
Concentrated obstacle environment

In the concentrated obstacle environment with the $26 \times 26$ scale grid, the experimental results of five algorithms are shown in Figure 10. The specific results of the experiment are shown in Table 3. Index 1 is the average path length, index 2 is the optimal path length, index 3 is the average number of iterations, and index 4 is the average number of corners.

It can be seen from Figure 10 and Table 3 that the comprehensive performance of the improved algorithm in this paper is the best in the concentrated obstacle environment. In terms of the optimal path length, the improved algorithm is 4.29% less than the classic ant colony algorithm, 2.82% less than the algorithm in Li et al. (2021), 8.10% less than the algorithm in Luo et al. (2020), and 2.04% less than the algorithm in Akka and Khaber (2018). In terms of the average path length, the improved algorithm is 4.43, 2.68, 9.70, and 1.99% less than other algorithms, respectively. In terms of the average number of iterations, the improved algorithm is 63 times less, 2 times more, 5 times less and 3 times less than other algorithms, respectively. In terms of the average number of corners, the improved algorithm is 41.67, 22.22, 53.33, and 30% less than other algorithms respectively. To sum up, in the concentrated obstacle environment, the performance of the improved algorithm in this paper is better than the other four algorithms, including the classic algorithm.

Partially decentralized obstacle environment

In the partially decentralized obstacle environment with the $26 \times 26$ scale grid, the experimental results of five algorithms are shown in Figure 11.
Experimental results of three algorithms in the concentrated obstacle environment. (A) Classic ant colony algorithm, Luo et al. (2020), Li et al. (2021), and Akka and Khaber (2018) (B) Improved algorithm and comparison of five algorithms.
TABLE 3 Comparison of five algorithms.

| Index | Concentrated obstacle environment | Partially decentralized obstacle environment | Decentralized obstacle environment |
|-------|-----------------------------------|---------------------------------------------|-----------------------------------|
| Classic ACO | 1 39.2843 | 41.4578 | 43.2763 |
| | 2 38.8701 | 40.0416 | 41.4558 |
| | 3 70 | 65 | 75 |
| | 4 12 | 14 | 18 |
| Li et al. (2021) | 1 38.5772 | 39.9771 | 48.6639 |
| | 2 38.2843 | 39.1127 | 46.2543 |
| | 3 5 | 10 | 18 |
| | 4 9 | 12 | 15 |
| Luo et al. (2020) | 1 41.5772 | 40.4056 | 43.2132 |
| | 2 40.4807 | 39.6985 | 41.7990 |
| | 3 12 | 9 | 8 |
| | 4 15 | 15 | 16 |
| Akka and Khaber (2018) | 1 38.3045 | 40.8078 | 41.3356 |
| | 2 37.9793 | 39.6853 | 40.9214 |
| | 3 10 | 10 | 12 |
| | 4 10 | 13 | 16 |
| Improved algorithm | 1 37.5438 | 39.0204 | 39.6872 |
| | 2 37.2033 | 38.9281 | 39.1280 |
| | 3 7 | 11 | 10 |
| | 4 7 | 9 | 11 |

The specific results of the experiment are shown in Table 3. As can be seen from Figure 11 and Table 3, the performance of the improved algorithm in this paper is still better than that of other algorithms in the partially decentralized obstacle environment. In terms of the optimal path length, the improved algorithm is 2.87% less than the classic ant colony algorithm, 0.47% less than the algorithm in Li et al. (2021), 1.94% less than the algorithm in Luo et al. (2020), and 1.91% less than the algorithm in Akka and Khaber (2018). In terms of the average path length, the improved algorithm is 5.88, 2.39, 3.43, and 4.38% less than other algorithms respectively. In terms of the average number of iterations, the improved algorithm is 54 times less, 1 time more, 2 times more and 1 time more than other algorithms respectively. In terms of the average number of corners, the improved algorithm is 35.71, 25, 40, and 30.77% less than other algorithms respectively. It can be seen from the above that the performance of the improved algorithm in this paper still has certain advantages in the partially decentralized obstacle environment.

Decentralized obstacle environment

In the decentralized obstacle environment with the 26×26 scale grid, the experimental results of five algorithms are shown in Figure 12. The specific results of the experiment are shown in Table 3.

It can be seen from Figure 12 and Table 3 that the improved algorithm in this paper has more obvious advantages than other algorithms in the decentralized obstacle environment. In terms of the optimal path length, the improved algorithm is 5.62% less than the classic ant colony algorithm, 15.41% less than the algorithm in Li et al. (2021), 6.39% less than the algorithm in Luo et al. (2020), and 4.38% less than the algorithm in Akka and Khaber (2018). In terms of the average path length, the improved algorithm is 8.29, 18.45, 8.16, and 3.99% less than other algorithms, respectively. In terms of the average number of iterations, the improved algorithm is 65 times less, 8 times less, 2 times more and 2 times less than other algorithms, respectively. In terms of the average number of corners, the improved algorithm is 38.89, 26.67, 31.25, and 31.25% less than other algorithms, respectively. From the above comparisons, as the complexity of the environment increases, the improved algorithm in this paper always has significant advantages.

From the above experiments, it can be seen that in the simple environment, except for the classic ant colony algorithm, the other three algorithms are close to the improved algorithm. As the complexity of the environment increases, the indicators of the five algorithms have changed, and the performance of the improved algorithm has always remained stable, which has been better than the other four algorithms, including the classic...
Experimental results of three algorithms in the partially decentralized obstacle environment. (A) Classic ant colony algorithm, Luo et al. (2020), Li et al. (2021), and Akka and Khaber (2018). (B) Improved algorithm and comparison of five algorithms.
Experimental results of three algorithms in the decentralized obstacle environment. (A) Classic ant colony algorithm, Luo et al. (2020), Li et al. (2021), and Akka and Khaber (2019). (B) Improved algorithm and comparison of five algorithms.
Conclusion

The ant colony algorithm is widely used in robot path planning. However, the classic ant colony algorithm still has the problems of slow convergence speed and easily fall into the local optimal solution. Therefore, this paper proposes an improved ant colony algorithm. Firstly, the Floyd algorithm is introduced to generate the guidance path to optimize the initial pheromone matrix and effectively accelerate the initial convergence speed of the ant colony algorithm. Ant fallback strategy can help avoid ants dying due to the deadlock dilemma and improve the global search ability of the algorithm. The improved heuristic function proposed by referring to the gravity concept in the APF method accelerates the convergence speed of the ant colony algorithm. It makes up for the influence of the fallback strategy on the convergence rate. The pheromone updating method based on a multi-objective optimization idea and dynamic principle considers the path length, path security, and path energy consumption. It helps the ant colony algorithm avoid the local optimal solution and improves the comprehensive performance of the algorithm, which is more suitable for mobile robots. Connectivity processing and the quadratic B-spline method effectively reduce the redundant nodes of the path, improve the smoothness of the path and further shorten the path length.

Through experimental comparisons, as can be seen, the improved algorithm has strong stability. From the simple obstacle environment to the complex obstacle environment, it can always maintain the optimal comprehensive performance, the shortest path, and the least corner. The problems of the classic ant colony algorithm have been solved. In addition, the multi-objective optimization idea and the node optimization method introduced in the improved algorithm can effectively help the mobile robot to save energy and improve the work efficiency.
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