Robust cooperative platoon control in mixed traffic flow considering the uncertainty of human-driven vehicles
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Abstract

Cooperative adaptive cruise control (CACC) is one of the promising intelligent transportation technologies. Considering that connected and automated vehicles (CAVs) and human-driven vehicles (HDVs) will coexist for a long period, the design of CACC methods in mixed traffic flow becomes critical. Theoretically, the maneuvers of CAVs can be controlled based on the prediction results of HDVs. However, considering the stochastic nature of human drivers, the prediction uncertainty cannot be avoided and could accumulate significantly. To handle the uncertainty, one method utilizes feedback control, which cannot explicitly satisfy constraints and usually requires wireless connectivity of HDVs. The other method utilizes time-triggered feedforward control (e.g., Model Predictive Control, MPC), which suffers from the huge burden of inter-vehicular communication and computation. To address these limitations, this paper proposes a robust cooperative platoon control as follows. First, the dynamics of the prediction uncertainty are formulated and analyzed. It is found that the prediction uncertainty increases significantly with the time step (e.g., quadratically for position uncertainty), which leads to the accumulation of the tracking error disturbance. Second, to mitigate and bound the accumulation, a time-triggered feedback control is designed. It is proved that the accumulated disturbance is bounded if the new prediction uncertainty of each control interval is bounded, i.e., robust. Third, an
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event-triggered feedforward control is designed to handle the disturbance outside the bound. The tight constraints are satisfied by the feedforward control. Based on tube methods, the overall method can guarantee the constraints, e.g., safety, stability, and string stability. Compared with pure feedback control, the proposed method guarantees the constraints and does not require connectivity of HDVs. Compared with MPC methods, the modified feedforward control is event-triggered, and therefore the intervehicle communication and planning costs can be significantly reduced. Theoretical analysis and numerical experiments validate the robustness, efficiency, and scalability of the proposed method.
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1. Introduction

Cooperative adaptive cruise control (CACC) is one of the promising intelligent transportation technologies that contribute to improving traffic flow stability, throughput, and safety (Van Arem et al. (2006); Li et al. (2014); Feng et al. (2015); Li et al. (2015); Gong et al. (2016); Zheng et al. (2018); Sun and Yin (2019); Wang et al. (2019a)). Through vehicle-to-vehicle and vehicle-to-infrastructure wireless communication, CACC can utilize more information (e.g., historical and plan information of vehicles) to better track desirable trajectories, which are coordinated with external disturbances, e.g., intersection control (Feng et al. (2018b); Yu et al. (2018); Yang et al. (2019)) or traffic maneuvers (e.g., cut-in, cut-out, and merge) (Xu et al. (2019)). To guarantee the control performance, different constraints are usually satisfied, e.g., velocity limits, acceleration limits, safety, stability, and string stability. Intuitively, stability describes vehicles converging to given trajectories, while string stability describes that the disturbances are not amplified along the string of vehicles (Feng et al. (2019b)).

Most existing CACC methods focus on the pure connected and automated vehicle (CAV) flow. However, given that CAVs and human-driven vehicles (HDVs) will coexist in the future traffic flow for a long period, it is critical to design CACC methods, which can be applied in the mixed traffic flow. Fig. 1 illustrates a sample of the mixed traffic flow, where a CAV directly follows a HDV and is connected with a predecessor CAV. Unlike CAVs whose behaviors can be well characterized and controlled, HDVs usually do not follow deterministic control laws, and therefore will compromise the performance of CACC systems. To address this issue, several CACC methods have recently been proposed for the mixed traffic flow, which usually first predict the behaviors of HDVs and then control the maneuvers of CAVs (Milanés
Various methods can be used for the prediction step, e.g., model-based methods (Chen et al. (2010); Jin and Orosz (2018); Gong and Du (2018); Zheng et al. (2018)) and model-free methods (Wang et al. (2018); Feng et al. (2018a); Wang et al. (2019b)). Considering the stochastic nature of human drivers, however, behaviors of HDVs cannot be exactly predicted, and therefore the prediction uncertainty exists.

How to model and handle the prediction uncertainty of HDVs is the major difficulty of CACC methods for mixed traffic flow. As shown in Fig. 1, because the tracking error of \( f \)-CAV is defined based on the state of \( n \)-HDV, the prediction uncertainty of \( n \)-HDV causes the disturbance between the actual tracking error and the planned tracking error of \( f \)-CAV. The planned tracking error is zero in equilibrium state or influenced by external disturbances, e.g., intersection control or traffic maneuvers. To distinguished with the external disturbance, the tracking error disturbance caused by the prediction uncertainty is denoted as internal disturbance. If the internal disturbance is not mitigated timely, it will accumulate with the time step and significantly impair the performance of platoon.

The accumulation of the internal disturbance brings great challenge to CACC methods. To address this challenge, the existing CACC methods mainly rely on two control methods, which suffer from different limitations. One method is the feedback control, which determines maneuvers of CAVs by a feedback gain of the current traffic states (Jin and Orosz (2014); Jin and Orosz (2017); Jin and Orosz (2018)). However, the feedback control cannot explicitly satisfy constraints (e.g., speed and acceleration limits) and usually requires the wireless connectivity of all HDVs. The other method is the time-triggered feedforward control (e.g., Model Predictive Control, MPC), which optimizes future maneuvers and utilizes the first input in the optimal sequence at each control interval (e.g., 0.1 second) (Li and Wang (2017); Gong and Du (2018); Chen et al. (2018)). Because the trajectory
of CAVs is replanned at each control interval, the internal disturbance is mitigated timely. However, the feedforward control usually relies heavily on the intervehicular communication and computation, which impairs the robustness of the method (Guo and Wen (2016); Wen et al. (2018)). To decrease the computational burden, a distributed algorithm was recently designed by (Gong and Du (2018)). Different with this study, the aim of our paper is to propose a new control method, which can significantly decrease the trigger number of the feedforward control and intervehicular communication.

The major idea of the new method is to integrate the feedforward control with a feedback control, which can mitigate and bound the accumulation of the internal disturbance. Because the internal disturbance is bounded by the feedback control, the feedforward control is only triggered when external disturbance emerges. Compared with the internal disturbance, the external disturbance emerges less frequently. Therefore, the trigger number of the feedforward control and intervehicular communication is much reduced, compared with MPC methods. Moreover, to overcome the limitations of the feedback control, the tube method (Mayne and Langson (2001); Langson et al. (2004); Feng et al. (2019a)) is utilized to modify the feedforward control to explicitly satisfy all constraints. Specifically, the proposed method mainly includes the following three parts, i.e., prediction uncertainty analysis, uncertainty handling by feedback control, and feedforward control with tight constraints.

First, the dynamics of the prediction uncertainty are formulated and analyzed. It is found that the prediction uncertainty increases significantly with the time step (e.g., quadratically for position uncertainty), which leads to the accumulation of tracking error disturbance. Second, to bound the accumulation, a time-triggered feedback control is designed by the discrete linear quadratic regulator method (Bender and Laub (1987)). To quantitatively measure the effectiveness of the feedback control, the minimal robust invariant positively (mRPI) set is calculated by the \( \epsilon \)-approximation method (Rakovic et al. (2005)). It is proved that if the new prediction uncertainty of each control interval is bounded, the accumulated disturbance is bounded inside the mRPI set. Third, to handle the disturbance outside the mRPI set (e.g., external disturbance), an event-triggered feedforward control is designed. The tight constraints are satisfied by the feedforward control so that the overall method can guarantee the constraints (e.g., safety, stability, and string stability). Equivalently, the feedforward control with tight constraints determines a sequence of mRPI set (i.e., the tube), which satisfies the constraints. The flowchart of the proposed control method is illustrated in Fig. 2, and an illustration of the tube is shown in Fig. 3.

From the perspective of car-following method, the \( f \)-CAV follows both its pre-
Figure 2: Flowchart of the proposed robust CACC method.
decessor CAV (p-CAV) and predecessor HDV (n-HDV). Specifically, f-CAV follows p-CAV by the feedforward control and follows n-HDV by the feedback control. Compared with the MPC methods, the integration of feedback control utilizes more information of the predecessor HDV, and therefore increases the robustness of the proposed method.

To validate the performance of the proposed method, theoretical analysis is provided and numerical experiments are designed. First, the properties of the prediction uncertainty are analyzed. Simulation results demonstrate the tendencies of the prediction uncertainty with the time step, numbers of consecutive HDVs, penetration rates of CAVs, and platoon lengths, respectively. Second, the performance of the proposed method are validated regarding safety, stability, and string stability. Compared with the MPC method, the proposed method significantly reduces the burden of computation and communication. Third, simulation results of the long mixed traffic platoon validate the scalability of the proposed method.

The rest of this paper is organized as follows. The problem formulation is proposed in Section 2. In Section 3 we analyze the properties of the prediction uncertainty of HDVs. In Section 4, a feedback control is designed to mitigate the influence of the prediction uncertainty. The overall robust CACC method is illustrated in Section 5. The feasibility and control objectives are analyzed in Section 6. Finally, we provide simulation results in Section 7 and conclusions in Section 8.
2. Problem formulation

2.1. Notations

The field of a real number is denoted by $\mathbb{R}$, whereas $\mathbb{N} = \{1, 2, \ldots \}$. For a vector $x \in \mathbb{R}^n$, its $p$-norm is given as

$$
\|x\|_p = \left( \sum_{i=1}^{n} |x_i|^p \right)^{1/p}, \quad p \in [1, \infty) \tag{1}
$$

$$
\|x\|_\infty = \max_i |x_i| \tag{2}
$$

Given a Lebesgue measurable signal $x(t) : I \to \mathbb{R}^n$, $\|x\|_{L^p}^I$ denotes its $L^p$ norm defined as

$$
\|x\|_{L^p}^I = \left( \int_I \|x(t)\|_p^p \, dt \right)^{1/p} < \infty, \quad p \in [1, \infty) \tag{3}
$$

$$
\|x\|_{\infty}^I = \sup_{t \in I} \|x\|_\infty \tag{4}
$$

where the shorthand notation $\|x\|_{\infty}^I = \|x\|_{\mathbb{L}^0}^{\infty}$ is used when $I = [0, \infty)$ (see Zhou et al. (1996) for details). A continuous function $\alpha : [0, a) \to [0, \infty), a \in \mathbb{R}^+$ is said to be of class $\mathcal{K}$ if it is strictly increasing and $\alpha(0) = 0$. A continuous function $\beta : [0, a) \times [0, \infty) \to [0, \infty)$ is said to be of class $\mathcal{KL}$ if, for each fixed $s$, the function $\beta(\cdot, s)$ is of class $\mathcal{K}$, and for each fixed $r$, $\beta(r, \cdot)$ is decreasing and satisfies $\beta(r, s) \to 0$ as $s \to \infty$. We say $x \in \mathcal{L}_\infty$ if $\|x\|_{\mathcal{L}_\infty} < \infty$. We recall Minkowski sum for sets $A, B$ is $A \oplus B = \{x + y | x \in A, y \in B\}$ and the Pontryagin difference is $A \ominus B = \{x | x + y \in A, y \in B\}$.

2.2. Scenario description

Similar to existing studies (Gong et al. (2016); Gong and Du (2018)), a sample scenario of mixed traffic flow is studied, as shown in Fig. 1. Specifically, this scenario consists of a predecessor CAV (p-CAV), HDVs, and a following CAV (f-CAV). Intervehicular communication exists from the p-CAV to the f-CAV. On-board sensors (e.g., millimeter-wave radars) of the f-CAV can measure the distance and speed of its predecessor HDV, i.e., $n$-HDV. It is assumed that CAVs can be exactly modeled and controlled. The situation before the p-CAV is not specified. There can exit more HDVs before the p-CAV, so the scenario is a sample of a long mixed traffic flow. The p-CAV can also be the leading vehicle of the platoon and influenced by intersection control (Yu et al. (2019a); Yu et al. (2019b)) or traffic maneuvers.
2.3. Vehicle dynamics

The discrete vehicle dynamics of CAVs can be formulated by the continuous-time dynamics with Zero Order Hold method \cite{Ogata1995} and Taylor equation. Denote $s$ and $v$ as the position and speed. By determining a sampling time interval $\tau$, we obtain the discrete dynamics as

$$x_i(k + 1) = Ax_i(k) + Bu_i(k), i \in \{p, f\}$$  \hspace{1cm} (5)

where $x_p$ and $x_f$ denote the states of $p$-CAV and $f$-CAV respectively, and

$$x_i = \begin{bmatrix} s_i \\ v_i \end{bmatrix}, A = \begin{bmatrix} 1 & \tau \\ 0 & 1 \end{bmatrix}, B = \begin{bmatrix} 0.5\tau^2 \\ \tau \end{bmatrix}.$$  \hspace{1cm} (6)

2.4. Tracking error

The tracking error between the $f$-CAV and its predecessor HDV (i.e., $n$-HDV) is denoted as

$$e = [e_s, e_v]^T,$$  \hspace{1cm} (7)

where $e_s$ denotes the position tracking error, and $e_v$ denotes the speed tracking error. To determine the tracking error, the range policy is important, which specifies the tracking trajectory. Several range policies have been proposed in the past decades, e.g., constant distance policy \cite{Sheikholeslam1993, Liu2001}, constant time headway policy \cite{Chien1992, Zhou2005}, and nonlinear policy \cite{Orosz2016, Santhanakrishnan2003}. In this paper, we apply the constant time headway policy as an example, so the tracking error is calculated as

$$e_s(k) = s_n(k) - s_f(k) - h \cdot v_f(k),$$
$$e_v(k) = v_n(k) - v_f(k),$$  \hspace{1cm} (8)

where $k$ denotes the discrete time step, $s_n$ and $s_f$ denote the position of the $n$-HDV and $f$-CAV respectively, $v_n$ and $v_f$ denote their speeds, and $h$ denotes the constant time headway. To make the paper concise, the tracking error is represented compactly as

$$e(k) = x_n(k) + Cx_f(k),$$  \hspace{1cm} (9)

where

$$C = \begin{bmatrix} -1 & -h \\ 0 & -1 \end{bmatrix}.$$  \hspace{1cm} (10)
2.5. Control objective

For a pure CAV flow, the control objective is to ensure all vehicles in the same group to move at a consensual speed while maintaining the desired spaces between adjacent vehicles, i.e., keep the tracking error as zero (Horowitz and Varaiya, 2000). To this end, two types of objectives have been proposed, i.e., stability and string stability. Stability describes vehicles converging to given trajectories, while string stability describes that the disturbances are not amplified along the string of vehicles, which is critical for traffic flow stability (Talebpour and Mahmassani (2016); Ke et al. (2018)). Various definitions and analysis methods of string stability have been proposed, which can be found in a detailed review (Feng et al., 2019b).

For the mixed traffic flow, however, only CAVs can be controlled, so the objectives should be modified correspondingly. Specifically, we propose the related definitions as follows:

**Definition 1.** (Stability): A mixed platoon of Eq. (5) is said to be stable if

\[ \dot{v}_n(t) = 0, \forall t \geq 0 \Rightarrow \lim_{t \to \infty} e(t) = 0, \]

where \( v_n \) denotes the speed of \( n \)-HDV.

**Definition 2.** (\( L_p \) String Stability): A mixed platoon of Eq. (5) is said to be \( L_p \) string stable if there exist class \( K \) function \( \alpha \) and constant \( c > 0 \), such that, for any initial disturbance of the \( p \)-CAV satisfying

\[ |e_{s,p}(0)| < c, \]

the solution \( e_s(t) \), exists for all \( t > 0 \) and satisfies

\[ e \in D = \left\{ e \in \mathbb{R}^2 : \|e_s(t)\|_{L_p} \leq \alpha (|e_{s,p}(0)|) \right\}, \]

where \( e_{s,p}(0) \) denotes the initial position tracking error of the \( p \)-CAV.

To better understand the definitions, we explain their properties as follows. First, the definition of stability requires that if the \( n \)-HDV keeps its speed constant, the tracking error of the \( f \)-CAV should converge to zero. This property guarantees that the controlled CAV can converge to the given trajectory if there is no new disturbance. Second, the definition of string stability requires that the tracking error of the \( f \)-CAV is bounded if the initial disturbance of the \( p \)-CAV is bounded. Generally, \( L_2 \) and \( L_\infty \) norms are utilized, which refer to the energy and maximal amplitude respectively.
Besides of the stability and string stability, the safety is another critical control objective. Moreover, the speed range and acceleration range should be considered. Therefore, the constraints of the f-CAV are summarized as

\[ e \in \mathbb{E} = \{ e \in \mathbb{R}^2 : e \in \mathbb{D}, -d_{\text{min}} \leq e_s, v_n - v_{\text{max}} \leq e_v \leq v_n - v_{\text{min}} \}; \]
\[ u_f \in \mathbb{U} = \{ u_f \in \mathbb{R} : -u_{\text{max}} \leq u_f \leq u_{\text{max}} \}; \]

(14)

where \( e \in \mathbb{D} \) is the requirement of string stability, \(-d_{\text{min}}\) represents the minimal range error for safety requirement, \(v_{\text{min}}\) and \(v_{\text{max}}\) denote the minimal and maximal speeds respectively, and \(u_{\text{max}}\) denotes the maximal acceleration.

3. Prediction uncertainty of HDVs

3.1. Prediction model of HDVs

One common step for CACC methods in mixed traffic flow is to explicitly or implicitly predict behaviors of HDVs. The transmitted information from the p-CAV is utilized to predict the future behaviors of HDVs, which provide foundation to the feedforward control (e.g., MPC) of the f-CAV.

In this paper, we apply the simple Newell car-following model (Newell (2002)) as the prediction model for proof of concept. It is assumed that the following vehicle would share the same trajectory shape of its predecessor but with spatial-temporal delay, i.e.,

\[ s^p_n(t + \tau_n) = s_{n-1}(t) - d_n, \]
\[ v^p_n(t + \tau_n) = v_{n-1}(t), \]

where \( \tau_n \) and \( d_n \) denote the temporal and spatial delay respectively, and \( s^p_n, v^p_n \) denote the predicted position and speed of the \( n \)-HDV. Therefore, when the f-CAV receives both the historical and planned trajectory information of the p-CAV, the trajectory of the \( n \)-HDV can be predicted as

\[ s^p_n(t + \sum_{i=1}^{n} \tau_i) = s_p(t) - \sum_{i=1}^{n} d_i, \]
\[ v^p_n(t + \sum_{i=1}^{n} \tau_i) = v_p(t). \]

The parameters of total temporal delay \( \sum_{i=1}^{n} \tau_i \) and spatial delay \( \sum_{i=1}^{n} d_i \) can be estimated online by various methods, e.g., the curve matching algorithm (Zhang (1994); Gong and Du (2018)) and the parallel recursive least square with inverse QR decomposition (PRLS-IQR) algorithm (Li et al. (2019)).
3.2. Prediction uncertainty

The major difference between HDV and CAV is that the HDV cannot be exactly manipulated and predicted. As the stochastic nature of human drivers, there always exists uncertainty no matter which prediction method is utilized. How to handle the uncertainty is the major difficulty for CACC methods in mixed traffic flow.

In this subsection, we analyze the temporal and spatial properties of the prediction uncertainty. Let $\tilde{x}_n$ denote the state prediction uncertainty of the $n$-HDV and $\Delta \tilde{x}_n$ denote the new uncertainty during the last control interval. First, the state uncertainty will accumulate with the time step (i.e., temporally) as

$$\tilde{x}_n(k) = A\tilde{x}_n(k - 1) + \Delta \tilde{x}_n(k - 1),$$

$$= \sum_{j=1}^{k-1} A^{k-j-1} \Delta \tilde{x}_n(j),$$

where $\Delta \tilde{x}_n(k - 1) = [\Delta \tilde{s}_n(k - 1), \Delta \tilde{v}_n(k - 1)]^T$ denotes the new prediction uncertainty at the control interval $[(k - 2)\tau, (k - 1)\tau)$. Considering

$$A^k = \begin{bmatrix} 1 & k\tau \\ 0 & 1 \end{bmatrix},$$

and Eq. (15), the absolute value of the position prediction uncertainty can be derived as

$$|\tilde{s}_n(k)| = \left| \sum_{j=1}^{k-1} \Delta \tilde{s}_n(j) + \sum_{j=1}^{k-1} (k - j - 1)\tau \Delta \tilde{v}_n(j) \right|,$$

$$\leq (k - 1) \cdot \max_j |\Delta \tilde{s}_n(j)| + \frac{(k - 1)(k - 2)\tau}{2} \max_j |\Delta \tilde{v}_n(j)|,$$

and the absolute value of the velocity prediction uncertainty can be derived as

$$|\tilde{v}_n(k)| \leq (k - 1) \cdot \max_j |\Delta \tilde{v}_n(j)|.$$

Therefore, the prediction uncertainty of position increases quadratically with the time step $k$, whereas the prediction uncertainty of velocity increases linearly.

Second, the prediction uncertainty will increase with the number of consecutive HDVs (i.e., spatially). Since the behaviors of the $n$-HDV are predicted based on the trajectories of the $p$-CAV, the uncertainty of all the $n$ consecutive HDVs contributes to the prediction uncertainty of the $n$-HDV. For example, if the uncertainty of one
HDV can be represented by a normal distribution, e.g., $\mathcal{N}(0, \sigma_i^2)$, then the uncertainty of the $n$-HDV can be represented as

$$\Delta \tilde{x}_n \sim \sum_{i=1}^{n} \mathcal{N}(0, \sigma_i^2),$$

(19)

which is the addition of the uncertainty of all consecutive HDVs.

Therefore, the prediction uncertainty of the $n$-HDV increases both temporally and spatially, which much compromises the performance of the platoon control methods.

### 3.3. Tracking error disturbance

The major influence of the prediction uncertainty lies at the tracking error disturbance. Denote the actual tracking error as $e$ and the planned tracking error as $\bar{e}$. Then the disturbance is defined as

$$\tilde{e} = e - \bar{e},$$

(20)

where $\tilde{e} = [\tilde{e}_s, \tilde{e}_v]^T$. By Eq. (9), the tracking error disturbance can be derived as

$$\tilde{e} = \tilde{x}_n + C\tilde{x}_f,$$

(21)

where $\tilde{x}_f$ denotes the prediction disturbance of the $f$-CAV, i.e., $\tilde{x}_f = x_f - \bar{x}_f$. The planned trajectory ($\bar{x}_f$) can be determined with $\bar{e} = 0$ in equilibrium or be optimized by feedforward control (e.g., MPC methods). Because the CAV is assumed exactly controlled, the prediction disturbance is zero, i.e., $\tilde{x}_f = 0$. If there is no additional control of the $f$-CAV, $\tilde{e}$ will increase with the accumulation of $\tilde{x}_n$ and eventually violate the constraints (e.g., safety, stability, and string stability) of the platoon.

Another source of the tracking error disturbance is the external disturbance, e.g., traffic maneuvers and intersection control. For example, the cut-in and cut-out maneuvers of HDVs will dramatically change the intervehicular space immediately, and therefore produce significant tracking error disturbance. For another example, when approaching intelligent intersections, CAVs could receive the guidance of trajectory, which is significantly different from the equilibrium. Compared with the disturbances caused by the prediction uncertainty, these disturbances are usually large-amplitude and occurring infrequently.

### 4. Influence mitigation of prediction uncertainty

To mitigate the influence of the prediction uncertainty of HDVs, i.e., mitigate the tracking error disturbance, the maneuver of the $f$-CAV should be fine-tuned
accordingly, as indicated in Eq. (21). Ideally, if the state disturbance of f-CAV can counteract the prediction uncertainty, i.e., $\tilde{x}_n = C\tilde{x}_f$, the tracking error disturbance is eliminated. To this end, MPC methods replan the trajectory of the f-CAV at each control interval, and therefore rely heavily on the intervehicular communication and computation. However, it is unnecessary to replan the trajectory at each control interval, considering the small amplitude of the new uncertainty ($\Delta\tilde{x}_n$). Instead, we utilize the feedback control to determine an additional control input ($\tilde{u}_f$) at each control interval, which can fine tune the planned trajectory ($\tilde{x}_f$) and mitigate the tracking error disturbance ($\tilde{e}$). Because the feedback control does not rely on the intervehicular communication and is very easy to compute, it is much more efficient than MPC methods.

4.1. Feedback control design

The aim of the feedback control is to mitigate the tracking error disturbance caused by the prediction uncertainty. According to Eq. (15, 21), the dynamics of tracking error disturbance can be derived as

$$
\tilde{e}(k+1) = \tilde{x}_n(k+1) + C\tilde{x}_f(k+1),
$$

$$= A\tilde{x}_n(k) + \Delta\tilde{x}_n(k) + C(A\tilde{x}_f(k) + B\tilde{u}_f(k)),
$$

(22)

where the last equation is derived considering $AC = CA$.

The feedback control determines the additional acceleration $\tilde{u}_f$ to mitigate the tracking error disturbance, as

$$
\tilde{u}_f(k) = K\tilde{e}(k),
$$

(23)

where $K$ denotes the feedback gain. The actual acceleration is the summation of the planned acceleration and the additional acceleration, i.e., $u_f = \bar{u}_f + \tilde{u}_f$.

To determine the feedback gain, the feedback control is formulated and solved as a discrete linear quadratic regulator problem (Bender and Laub (1987)) as Problem 1.

$$
\min_K J = \sum_0^\infty \{ ||Q\tilde{e}_n(k)||_2 + ||L\tilde{e}_v(k)||_2 + ||R\tilde{u}_f(k)||_2 \},
$$

(24)

where the weighting matrices, i.e., $Q, L,$ and $R$, are symmetric and positive definite.

Substituting the acceleration $\tilde{u}_f$ into the Eq. (22), the dynamics of the tracking error disturbance are rewritten as

$$
\tilde{e}(k+1) = A_K\tilde{e}(k) + \Delta\tilde{x}_n(k),
$$

(25)

where $A_K = A + CBK$. 
4.2. Minimal robust positively invariant set

In this subsection, we quantitatively measure the performance of the feedback control, i.e., how much the tracking error disturbance is mitigated. To this end, we first recall the following well-known definitions (Blanchini (1999)).

Definition 3. (RPI set): The set \( Z \subset \mathbb{R}^n \) is a robust positively invariant (RPI) set of the system (25) if \( A_K \tilde{e} + \Delta \tilde{x}_n \in Z \) for all \( \tilde{e} \in Z \) and all \( \Delta \tilde{x}_n \in W \), i.e., if and only if \( A_K Z \oplus W \subset Z \).

Definition 4. (Minimal RPI set): The mRPI set \( Z \) of system (25) is the RPI set in \( \mathbb{R}^2 \) that is contained in every closed RPI set of system (25).

Definition 3 indicates that if the initial tracking error disturbance is restricted by a RPI set \( Z \) and the prediction uncertainty has the bound \( W \), then the tracking error disturbance can be always restricted inside the set \( Z \) by the feedback control. For the platoon control, the initial tracking error is zero at the plan time. Therefore, if the new prediction uncertainty is bounded, the tracking error disturbance (Eq. (25)) is bounded by the feedback control.

The remaining problem is how to determine the mRPI set, which can equivalently defined as \( Z = \lim_{s \to \infty} F_s \), where

\[
F_s = \bigoplus_{i=0}^{s-1} A^K_i W, F_0 = \{0\}. \tag{26}
\]

However, it is generally impossible to obtain an explicit characterization of \( Z \) using Eq. (26) (Gayek (1991)). In this paper, the \( \epsilon \)-approximation method (Rakovic et al. (2005)) is applied to estimate a outer convex set of the mRPI set, i.e., \( Z \subseteq F \). By decreasing the difference between \( F \) and \( Z \), the outer convex set can well estimate the mRPI set. The details of the \( \epsilon \)-approximation method can be found in (Rakovic et al. (2005)).

4.3. Uncertainty bound

As shown in Eq. (26), the mRPI set is determined by the uncertainty bound (\( W \)) after the feedback control is designed. In practice, however, the bound of the prediction uncertainty could be hard to determine or even not exist, e.g., the uncertainty is changeable for different drivers and extreme behaviors could happen for the same driver.

To solve this issue, the uncertainty bound is generalized and relaxed to bound the new uncertainty most of the time (i.e., with a probability \( \theta \)) as

\[
P(\Delta \tilde{x}_n \in W) = \theta, \tag{27}
\]
where
\[ \mathbb{W} = \{ \Delta \tilde{x}_n \in \mathbb{R}^2 : |\Delta \tilde{s}_n| \leq \omega_s, |\Delta \tilde{v}_n| \leq \omega_v \} , \]
\( \omega_s \) and \( \omega_v \) denote the bound of the position and speed uncertainty respectively.

By this way, the tracking error disturbance can be bounded inside the mRPI set with the probability larger than \( \theta \) if there is no external disturbance, i.e.,
\[ P(\tilde{e} \in \mathbb{Z}) \geq \theta . \]

Note that the bounded prediction uncertainty is the sufficient but unnecessary condition for the bounded tracking error disturbance. It is the reason why the probability in Eq. (29) is larger than \( \theta \). When out-of-bound prediction uncertainty emerges, it usually needs more time to accumulate before the disturbance exceeds the mRPI set. When it happens, the feedforward control will be triggered to replan the trajectory of the \( f \)-CAV, as elaborated in next section. Actually, \( \theta \) becomes a hyper-parameter to balance the feedforward control and feedback control, which increases the flexibility of the proposed method.

5. Robust cooperative platoon control

Based on the feedback control, the feedforward control is designed to construct the robust cooperative platoon control method. As discussed above, the feedback control can mitigate the tracking error disturbance inside the mRPI set most of time. The goal of the feedforward control is to handle the large-amplitude disturbance which is defined as

**Definition 5.** (Large-amplitude Disturbance) A system is said to have a large-amplitude disturbance if the disturbance of the tracking error does not belong to the mRPI set, i.e., \( \tilde{e} \notin \mathbb{Z} \).

The large-amplitude disturbance can be caused by out-of-bound prediction uncertainty (i.e., \( \Delta \tilde{x}_n \notin \mathbb{W} \)), traffic maneuvers (e.g., cut-in or cut-out of HDVs), speed guidance from intersection control, etc. To satisfy the constraints, the feedforward control is conducted with tight constraints, which is equivalent to plan a sequence of mRPI set (i.e., the tube), as shown in Fig. 3.

5.1. Tight constraints

Instead of satisfying the original constraints, the feedforward control is required to satisfy the tight constraints. The tight constraints preserve the space for the trajectory adjustment of the feedback control. Essentially, optimizing a trajectory satisfying the tight constraints is equivalent to optimizing a tube satisfying the original
Therefore, if the actual trajectory is inside the tube, the original constraints are satisfied. As shown in Eq. (14), the original constraints are
\[ e \in E, u_f \in U. \] (30)
If denote \( Z \) as the mRPI set, the tight constraints are obtained as
\[ \mathcal{E} = E \ominus Z, \mathcal{U} = U \ominus KZ, \] (31)
where the Pontryagin difference \( \ominus \) is defined as \( A \ominus B = \{ x \mid x + y \in A, y \in B \} \).

### 5.2. Feedforward control

The goal of the feedforward control is to replan the tube to handle the large-amplitude tracking error disturbance, satisfying all constraints. To this end, the optimization problem with the tight constraints is formulated. To guarantee the stability, the terminal constraints are designed as
\[ \bar{e} \in \mathcal{E}_t = \{ \bar{e} \in \mathbb{R}^2 : \bar{e}(N_p) = 0 \}, \]
\[ \bar{u}_f \in \mathcal{U}_t = \{ \bar{u}_f \in \mathbb{R} : \bar{u}_f(N_p) = 0 \}, \] (32)
where \( N_p \) denotes the number of predictive steps. To improve the performance of the platoon, the multi-objective function is designed as
\[ J = \sum_{0}^{N_p} \left\{ \|G\bar{e}(k)\|_2 + \|F\bar{u}_f(k)\|_2 \right\}, \] (33)
where all weighting matrices, i.e., \( G, F \), are symmetric and positive.

Final, the optimization problem of feedforward control is obtained as

**Problem 2.**

\[ \min_{\bar{u}_f(1), \cdots, \bar{u}_f(N_p)} J \] (34)
subject to
\[ \bar{e}(k) \in \mathcal{E} \cap \mathcal{E}_t, \]
\[ \bar{u}_f(k) \in \mathcal{U} \cap \mathcal{U}_t, \] (35)
where \( k = 1, \cdots, N_p \).
5.3. Overall algorithm

The overall algorithm of the robust cooperative platoon control is summarized as shown in Algorithm 1, which is divided into the offline and online parts. In the offline part, the feedback gain is optimized by solving the Problem 1, the mRPI set is calculated by the $\epsilon$-approximation method after determining the prediction uncertainty bound, and then the tight constraints are computed. In the online part, the feedforward control is triggered if large-amplitude disturbances emerge or the $f$-CAV receives new planned trajectory from the $p$-CAV. The behaviors of the $n$-HDV are predicted and the Problem 2 is solved. The planned trajectory of the $f$-CAV is transmitted to the following CAV and triggers its feedforward control. Therefore the plan information is propagated along the traffic flow. Finally, the $f$-CAV is controlled by the feedback control and the feedforward control, i.e., $u_f = \bar{u}_f + \tilde{u}_f$.

Algorithm 1: The algorithm of the robust cooperative platoon control

**Offline:**
- Compute the feedback gain $K$ by solving Problem 1;
- Determine the uncertainty bound $\mathcal{W}$ after selecting the prediction method;
- Compute the mRPI set $\mathcal{Z}$ by the $\epsilon$-approximation method;
- Compute the tight constraints $\mathcal{E}, \mathcal{U}$;

**Online:**
- Initialize planned trajectory $\bar{e}(t) = 0, \bar{u}(t) = 0, t = 1, \cdots, N$;
- for $t = 1$ to $N$ do
  - Observe the actual tracking error $e(t)$;
  - Compute the tracking error disturbance $\tilde{e}(t) = e(t) - \bar{e}(t)$;
  - if $\tilde{e}(t) \notin \mathcal{Z}$ or $f$-CAV receives new planned trajectories of $p$-CAV then
    - Predict the trajectory of the $n$-HDV;
    - Compute the feedforward control $\bar{u}(k), k = t + 1, \cdots, t + N_p$ by solving the Problem 2;
    - Update the planned tracking error $\bar{e}(k), k = t + 1, \cdots, t + N_p$;
    - Transmit the historical and planned trajectory to its following CAV;
  - else
    - Compute the feedback acceleration $\tilde{u}(t) = K \cdot \tilde{e}(t)$;
    - Compute the actual acceleration $u(t) = \bar{u}(t) + \tilde{u}(t)$;
    - Implement the actual acceleration;
- end
- end
6. Theoretical analysis

In this section, we analyze the feasibility of the proposed method and the achievements of the control objectives (i.e., safety, stability, and string stability) as follows:

**Theorem 1.** The maximal uncertainty bound (i.e., \( \theta = 1 \)) increases linearly with the number of consecutive HDVs, i.e.,

\[
\omega_{s,n} = n \cdot \omega_s, \quad \omega_{v,n} = n \cdot \omega_v,
\]

where \( \omega_{s,n}, \omega_{v,n} \) denote the maximal position and speed bound of the \( n \)-HDV respectively, and \( \omega_s, \omega_v \) denote the maximal bound of one HDV.

**Theorem 2.** The Algorithm 2 is feasible if the control horizon \( N_p \) is sufficiently large and the uncertainty bound \( \bar{W} \) is sufficiently small.

**Theorem 3.** The Problem 2 is a convex optimization problem.

**Theorem 4.** The CAVs are safe, stable and string stable if the algorithm is feasible.

*Proof. See Appendix A.*

Theorem 1 indicates the tendency of the prediction uncertainty with the number of consecutive HDVs. Although only the maximal prediction uncertainty is analyzed and all HDVs are assumed identical, it indicates the linear increase speed for the prediction uncertainty. As indicated by Theorem 2, the feasibility of Algorithm 2 is guaranteed given two conditions, i.e., sufficiently large control horizon and sufficiently small uncertainty bound. The first condition can be easily satisfied by extending the control horizon. For the second condition, as indicated by Theorem 1, the uncertainty bound is determined by the uncertainty bound of each HDV and the consecutive number of HDVs. For low penetration rate of CAVs in long platoon, the number of consecutive HDVs is large. To make the algorithm feasible, a smaller probability \( \theta \) in Eq. (27) can be chosen to decrease the uncertainty bound of each HDV. Essentially, the probability \( \theta \) works as a balance between feedforward control and feedback control. Taking \( \theta = 0 \) as an example, the proposed method will degrade as the MPC method with \( Z = \emptyset \). Therefore, the introduction of \( \theta \) increases the flexibility of the proposed method.
7. Numerical experiments

7.1. Numerical experiment design

This study conducts numerical experiments to verify the control performance of the proposed robust cooperative platoon control method. First, the properties of the prediction uncertainty are analyzed. Second, the experiments verify the communicational and computational efficiency, compared with MPC methods. Third, the experiments verify the control performance regarding safety, stability, and string stability.

To achieve the above test objectives, two platoons in mixed traffic flow and two test scenarios are designed. First, besides of the platoon in Fig. 1 (denoted as P-1), a generalized platoon with another $f$-CAV is designed as shown in Fig. 4 (denoted as P-2). The P-2 can demonstrate the scalability of the proposed method for long mixed traffic flow. Second, two test scenarios are designed, i.e., the scenario 1 only has initial large-amplitude disturbance, and the scenario 2 has multiple large-amplitude disturbances with different occurring frequency. A Poisson process with different $\lambda$ is simulated to generate the large-amplitude disturbances, which can represent the influence of intersection control or traffic maneuvers.

The car-following behaviors of HDVs are simulated by the Newell car-following model with truncated normal uncertainty. Note that the verification of the prediction method is out of the scope of this paper, so the simple car-following model and simple prediction method are applied for the proof of the concept. Specifically, the normal uncertainty is designed as $\Delta \tilde{s} \sim N(0, \sigma_s^2)$ and $\Delta \tilde{v} \sim N(0, \sigma_v^2)$, and then the distribution is truncated with the interval $[-n_s, n_s]$ and $[-n_v, n_v]$ respectively. The values of the parameters can be found in Table 1.

To validate the efficiency regarding computation and communication, the trigger number of the feedforward control and intervehicular communication is compared with the MPC method, which solves the Problem 2 with $Z = \emptyset$ at each control time.
Table 1: The parameter values used in this paper.

| Parameter | Value | Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|-----------|-------|
| $n$       | 5     | $n_1$     | 3     | $n_2$     | 3     |
| $\sigma_s$ | 0.1   | $\sigma_v$ | 0.1   | $n_s$     | 1.0   |
| $n_v$     | 1.0   | $\tau$    | 0.5   | $h$       | 0.5   |
| $v_{min}$ | 0     | $v_{max}$ | 50    | $u_{max}$ | 5     |
| $Q$       | 1     | $L$       | 1     | $R$       | 1     |

interval. To study the tendency with the frequency of large-amplitude disturbances, the comparisons are conducted at the scenario 2 with different values of $\lambda$.

7.2. Uncertainty bound and mRPI set

The uncertainty bound $\mathbb{W}$ is a critical parameter to balance the control effectiveness and efficiency. Fig. 5 (a, b) show the simulation results of the prediction uncertainty of the $n$-HDV with $n = 3$ and $n = 5$ respectively. As shown in Fig. 5 (a), the bound is set $w_s = w_v = 0.2$, and the simulation results show that

$$P(\Delta \tilde{x}_3 \in \mathbb{W}) = 0.751.$$  

Similarly, as shown in Fig. 5 (b), the bound is set $w_s = w_v = 0.3$ where $\theta = 0.820$ for $n = 5$.

To study the temporal tendency of the prediction uncertainty, the prediction uncertainty is studied with the increase of time step. As shown in Fig. 5 (c), the position prediction uncertainty increases quadratically with the time step without the feedback control. To study the spatial tendency, we conduct simulations with different numbers of consecutive HDVs, i.e., from $n = 1$ to $n = 20$, and obtain the uncertainty bound $w_s = w_v$ with $\theta = 0.7$. As shown in Fig. 5 (d), the uncertainty bound increases slower than linear function of the HDV number, which ensures the scalability of the proposed method.

The penetration rate of the CAVs in the mixed traffic flow also affects the uncertainty bound. To study this influence, we simulate a platoon of total 100 vehicles with different penetration rates of CAVs from 1 to 0.1. As shown in Fig. 5 (e), as the decrease of the penetration rate, the prediction uncertainty grows significantly. It indicates that CAVs behave as stabilizers to decrease uncertainty. Fig. 5 (f) further analyzes the influence of both penetration rate and platoon length. Results show the increasing tendency of the uncertainty bound with penetration rate and platoon length.

The feedback gain is determined offline by solving the Problem 1. With the parameters in the Table 1, we obtain $K = [0.6406, 1.0192]$. After the uncertainty
Figure 5: Simulation results of the prediction uncertainty with (a) $n = 4$, (b) $n = 5$, (c) increasing time step without feedback control, (d) increasing numbers of consecutive HDVs, (d) decreasing penetration rates of CAVs, and (e) different lengths and penetration rates.
bound is determined, the mRPI sets are calculated by the \( \epsilon \)-approximation method, as shown in Fig. 6. It is obvious that the mRPI sets expand with the increase of the uncertainty bound.

7.3. Control performance evaluation for the platoon P-1

This section evaluates the performance of the proposed method as it is implemented in the platoon P-1. Fig. 7 shows the results at the scenario 1, where only initial large-amplitude disturbance exists. To validate the effectiveness of the proposed method, the feedforward control and feedback control are studied respectively. Fig. 8 shows the results at the scenario 2, where the large-amplitudes emerge following the Poisson progress with different values of \( \lambda \).

Specifically, Fig. 7(a) illustrates the planned trajectory of the \( f \)-CAV to handle the initial large-amplitude disturbance, i.e., the leading vehicle has a speed disturbance from the initial time. The planned trajectory of the \( f \)-CAV eliminates the disturbance and guarantees the safety, stability (i.e., convergence), and string stability (i.e., the disturbance is not amplified along the string of CAVs). Considering the uncertainty of HDVs, Fig. 7(b) demonstrates the actual trajectory of the \( f \)-CAV, which is manipulated simultaneously by both the feedforward control and feedback control. The control objectives of safety, stability, and string stability are achieved. To validate the effectiveness of mRPI set, all the tracking error disturbances are analyzed. As shown in Fig. 7(c), all the disturbances are bounded by the mRPI
Figure 7: Simulation results of the platoon P-1 in the scenario 1: without uncertainty (a); with uncertainty (b); error disturbances (c); and total acceleration (d).
Figure 8: Simulation results of the platoon P-1 in the scenario 2 with different values of $\lambda$: (a) $\lambda = 10$; (b) $\lambda = 7.5$; (c) $\lambda = 5$; (d) $\lambda = 2.5$.

set, i.e., the actual trajectory is tuned inside the planned tube. Fig. 7 (d) demonstrates the actual acceleration of the $f$-CAV, which is the combination of the planned acceleration $\bar{u}$ and the acceleration of the feedback control $\tilde{u}$.

Fig. 8 further demonstrates the ability of the proposed method in handling multiple large-amplitude disturbances. It shows that the proposed method can handle different occurring frequencies of large-amplitude disturbances, guaranteeing the safety, stability, and string stability. Note that though the HDVs could amplify the disturbances, the $f$-CAV can significantly reduce the disturbances, which are beneficial to the traffic stability and efficiency.

Fig. 9 compares the trigger numbers of the feedforward control and intervehicular
communication between the MPC method and the proposed method with different values of $\lambda$. Since the MPC method solves the optimization problem at each control interval, which relies on the communication information, the trigger number of the MPC method keeps equal to the total simulation steps (i.e., 150). For the proposed method, the feedforward control as well as the intervehicular communication is only triggered when the large-amplitude disturbance emerges. Therefore, with the increasing of the $\lambda$, the occurring number of the large-amplitude disturbances decreases, so the trigger number of feedforward control and communication decreases. Considering the computational burden mainly comes from the feedforward control, the proposed method is efficient regarding computation and intervehicular communication.

### 7.4. Control performance evaluation for the platoon P-2

This section further evaluates the performance of the proposed method in a long mixed traffic flow as it is implemented in the platoon P-2. Fig. 10 shows the simulation results at scenarios with different large-amplitude disturbances. To make the paper concise, the similar results of the planned trajectory, mRPI set, and acceleration profile are not analyzed again. We mainly provide the velocity results to demonstrate the effectiveness of the proposed method in the long mixed traffic flow. Specifically, Fig. 10 (a) demonstrates the performance regarding safety, stability, and string stability. Different with the HDVs which amplify the disturbances, the two CAVs behave as stabilizers which decrease the disturbance. From the perspective of $f$-CAV-2, the $f$-CAV-1 is the predecessor and plays the role of $p$-CAV. By this way, the proposed method can be applied in a long mixed traffic flow. Fig. 10 (b-d) demonstrate the performance in the scenario 2 with multiple large-amplitude disturbances. The results show that the propose method works well even for the consecutive large-amplitude disturbances, as shown in Fig. 10 (d).
Figure 10: Simulation results of the platoon P-2 in different scenarios: (a) scenario 1; (b) scenario 2 with $\lambda = 7.5$; (c) scenario 2 with $\lambda = 5$; (d) scenario 2 with $\lambda = 2.5$. 
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8. Conclusions

In this paper, we proposed a robust cooperative platoon control method in mixed traffic flow, which leveraged the properties (i.e., amplitude bound and occurring frequency) of the prediction uncertainty of HDVs. The major idea was to integrate the event-triggered feedforward control with the time-triggered feedback control, which can mitigate and bound the accumulation of the disturbance tracking error caused by the prediction uncertainty. To measure the disturbance boundary, the mRPI set was calculated. To satisfy the constraints, tight constraints are determined for the feedforward control based on tube methods. It was proved that the proposed method can explicitly guarantee all constraints, require no wireless connectivity of HDVs, and significantly reduce the burden of intervehicular communication and computation. Theoretical analysis and numerical experiments validate the robustness, efficiency, and scalability of the proposed method.

There are several promising future studies following this research. First, the integration of advanced prediction models of HDVs can further improve the control performance. Second, extension of the proposed method into the traffic network level is promising.

Appendix A. Proof of Theorem 1-4

Proof. (Theorem 1) Consider the worst case where all HDVs have the maximal prediction uncertainty \( \Delta \bar{x} = [\omega_s, \omega_v]^T \) at the same time. Then the total prediction uncertainty \( \Delta \bar{x}_n \) is the summation of the all uncertainty as

\[
\Delta \bar{x}_n = n \cdot \Delta \bar{x}.
\]

Therefore, the maximal prediction uncertainty is determined as

\[
\omega_{n,s} = n \cdot \omega_s, \omega_v = n \cdot \omega_v,
\]

which concludes the theorem.

Proof. (Theorem 2) It is immediately obvious that two conditions are required for the feasibility of Algorithm 1: first, the mRPI set is sufficiently small such that all tight constraints exist; second, the Problem 2 is feasible. To satisfy the first condition, the mRPI set \( F_s = \bigoplus_{i=0}^{s-1} A_K^i \mathcal{W} \) is required sufficiently small. Since the \( A_K \) is unchanged, the mRPI set can be sufficiently small if the uncertainty bound \( \mathcal{W} \) is sufficiently small. To satisfy the second condition, the key is to reserve sufficient control time for the feedforward control to eliminate the initial tracking error, i.e., satisfy the terminal constraints.
Proof. (Theorem 3) Note the mRPI set computed by $\epsilon$-approximation method is convex and the set of string stability constraint, i.e., $\mathcal{D}$, is also convex. The theorem is concluded, considering that the objective function $J$ is a convex function and the sets of constraints, i.e., $\overline{E}$, $\bar{E}$, $\bar{U}$, $\bar{U}^t$, are convex sets.

Proof. (Theorem 4) First, the constraints of the CAVs, i.e., $e \in \bar{E}$ and $u_f \in \bar{U}$, are satisfied if the algorithm is feasible (Mayne and Langson (2001)). Therefore, the safety constraint is satisfied considering the prediction uncertainty, i.e., the CAV is safe. Second, the terminal constraints are satisfied by the feedforward control if there is no more uncertainty, i.e., $\dot{v}_n = 0$, which is consistent with the definition of stability. Third, the constraint of string stability is also satisfied by guaranteeing $e \in \bar{E}$.
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