Universality classes of the Anderson transitions driven by quasiperiodic potential in the three-dimensional Wigner-Dyson symmetry classes
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Quasiperiodic system is an intermediate state between periodic and disordered systems with unique delocalization-localization transition driven by the quasiperiodic potential (QP). One of the intriguing questions is whether the universality class of the Anderson transition (AT) driven by QP is similar to that of the AT driven by the random potential in the same symmetry class. Here, we study the critical behavior of the ATs driven by QP in the three-dimensional (3D) Anderson model, Peierls phase model, and Ando model, which belong to the Wigner-Dyson symmetry classes. The localization length and two-terminal conductance have been calculated by the transfer matrix method, and we argue that their error estimations in statistics suffer from the correlation of QP. With the correlation under control, the critical exponents $\nu$ of the ATs driven by QP are estimated by the finite size scaling analysis of conductance, which are consistent with $\nu$'s of the ATs driven by the random potential. Moreover, the critical conductance distribution and the level spacing ratio distribution have been studied. We also find that a convolutional neural network trained by the localized/delocalized wavefunctions in a disordered system predicts the localized/delocalized wavefunctions in quasiperiodic systems. Our numerical results strongly support that the universality classes of the ATs driven by QP and random potential are similar in the 3D Wigner-Dyson symmetry classes.

I. INTRODUCTION

In the seminal work by Anderson, the extended wave-function could become localized by random potential because of the quantum interference\textsuperscript{[1]}. This delocalization-localization transition is called the Anderson transition (AT), which can be described by the single parameter scaling theory\textsuperscript{[2]}. As a second-order phase transition, the universality class of AT, which is characterized by the critical exponents, depends on the symmetry and dimension, but not the detail of the system\textsuperscript{[3]}. On the other hand, the quasiperiodic potential (QP) can also drive the Anderson localization, which has been extensively studied both theoretically\textsuperscript{[4–24]} and experimentally\textsuperscript{[25–32]}. Quasiperiodic systems are ubiquitous in nature and can be realized in the quasicrystals\textsuperscript{[33]}, photonic lattices\textsuperscript{[25–27]}, ultracold quantum gases\textsuperscript{[28–30]},\textsuperscript{31,32} and Moiré superlattices (i.e., the twisted bilayer graphene at $30^\circ$\textsuperscript{[38,39]}). One of the famous examples is the one-dimensional (1D) Aubry-André-Harper (AAH) model\textsuperscript{[4,40]}, where there is a delocalization-localization transition with the same critical point at any Fermi energy due to the self-duality. Generalized AAH models involve the exact mobility edges\textsuperscript{[8–13]}, connections to higher-dimensional topological matter phases\textsuperscript{[14,15]}, and higher-dimensional ATs\textsuperscript{[17,20]}. Both random potential and QP can drive the ATs, and a natural question is whether the universality classes of the ATs driven by QP and those by random potential are the same or not\textsuperscript{[17]}. For 1D and two-dimensional (2D) systems in orthogonal class, the infinitesimal random potential will localize the wavefunctions and there is no AT at all\textsuperscript{[2]}. However, the 1D AAH model shows a delocalization-localization transition driven by QP with exact critical exponent $\nu = 1$\textsuperscript{[4]}, and the critical exponent is estimated as $\nu \approx 1$\textsuperscript{[19]} for the generalized 2D AAH model. Both of them belong to the orthogonal class. Therefore the ATs in 1D and 2D AAH models belong to new universality classes without counterparts in the disordered systems. However, it is reported that the universality class of AT in the generalized three-dimensional (3D) AAH model is similar to that of the AT driven by random potential in 3D orthogonal class\textsuperscript{[17,18]}. Considering the uniqueness of 3D case, it is necessary to study the critical behavior by independent methods, such as the localization length, conductance, level statistics, and deep learning. Moreover, it is also interesting to check the conclusion in other symmetry classes, such as unitary and symplectic symmetry classes\textsuperscript{[16,48]}. In this paper, we focus on the critical behavior of the ATs driven by QP in the 3D Anderson model (AM)\textsuperscript{[1]}, Peierls phase model (PPM)\textsuperscript{[49,50]}, and Ando model\textsuperscript{[51,52]}, which belong to orthogonal, unitary, and symplectic classes, respectively. The localization length and conductance have been calculated by the transfer matrix method\textsuperscript{[53,55]}. We find that the estimates of their statistical error are difficult since the samples are not independent due to QP. Because the estimates of critical exponents $\nu$ by the polynomial fitting method are sensitive to the error bar of the physical quantities\textsuperscript{[56]}, the incorrect error bar for the localization length or conductance will result in incorrect estimates of $\nu$. We have
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chosen the proper number of samples so that they are regarded as independent, and the critical exponents $\nu$ have been estimated based on the conductance, which are similar to those of the ATs driven by random potential (see Table I). Based on the critical points estimated by conductance, we also calculated the critical conductance distributions for the three models, which are independent of the system size and significantly different from each other. By properly taking account of the anisotropy, they are shown to be the same as those of disordered systems in the same symmetry class. Although the level spacing ratio distribution $P(r)$ in the delocalized phase of 1D AAH model is special [57, 58], we find that $P(r)$ in the delocalized states of the three models in this paper follow the Wigner-like surmise [59]. To further understand the localization properties, we constructed a convolutional neural network (CNN), whose parameters have been trained by the localized/delocalized wavefunctions in a disordered system [60]. We find this CNN can predict the localized/delocalized wavefunctions in quasiperiodic systems, which indicates that the localization properties in the disordered and quasiperiodic systems are similar.

The rest of the paper is organized as follows. In the next section, we will first introduce the three models with QP belonging to the Wigner-Dyson symmetry classes. Next, we will study the phase diagram spanned by eigenenergy and QP strength, and the mobility edge in section III. Then we will discuss the finite size scaling of conductance in section IV. Moreover, the critical conductance distribution (section V) and the level spacing ratio distribution (section VI) are studied. In section VII we apply the CNN trained for the random potential to the wavefunctions in QP, and show that the CNN correctly predicts the critical strength of QP. The final section is devoted to the summary and concluding remarks.

### II. MODEL AND QUASIPERIODIC POTENTIAL

We first introduce the following tight-binding models defined on a 3D cubic lattice,

$$\mathcal{H} = \sum_{\mathbf{r}} \varepsilon_{\mathbf{r}} c_{\mathbf{r}}^\dagger c_{\mathbf{r}} + \sum_{\langle \mathbf{r}, \mathbf{r}' \rangle} e^{2\pi i \theta_{\mathbf{r}, \mathbf{r}'}} c_{\mathbf{r}}^\dagger c_{\mathbf{r}'},$$

(1)

where $c_{\mathbf{r}}^\dagger$ ($c_{\mathbf{r}}$) is the creation (annihilation) operator. $\mathbf{r}$ and $\mathbf{r}'$ specify the cubic lattice site; $\mathbf{r} = (x, y, z)$ and $r_\mu = 1, 2, \cdots, L_\mu$ with $\mu = x, y, z$. $(\mathbf{r}, \mathbf{r}')$ means that $\mathbf{r}$ and $\mathbf{r}'$ are the nearest neighbor lattice sites. $i = \sqrt{-1}$ is the imaginary unit. The model in Eq. (1) is the Anderson model with $\theta_{\mathbf{r}, \mathbf{r}'} = 0$ [1]. When $\theta_{\mathbf{r}, \mathbf{r}'} = \Phi_r \mathbf{e}_z$ with $\mathbf{e}_z$ the unit vector in $z$-direction and $\theta_{\mathbf{r}, \mathbf{r}'} = 0$ in the hoppings along $x$ and $y$ directions, the model is the Peierls phase model [19, 50]. $\Phi$ is a magnetic gauge flux that penetrates through every square plaquette in the $x$-$z$ plane of the cubic lattice in units of $\hbar/e$. Following Ref. 17, we set $\Phi = 0.1$ in the following calculations.

The Ando model can be constructed in the 3D cubic lattice as follows [51, 52].

$$\mathcal{H} = \sum_{\mathbf{r}} \varepsilon_{\mathbf{r}} c_{\mathbf{r}, \sigma}^\dagger c_{\mathbf{r}, \sigma} + \sum_{\langle \mathbf{r}, \mathbf{r}' \rangle, \sigma, \sigma'} R(\mathbf{r}, \mathbf{r}')_{\sigma, \sigma'} c_{\mathbf{r}, \sigma}^\dagger c_{\mathbf{r}', \sigma'},$$

(2)

where $c_{\mathbf{r}, \sigma}^\dagger$ ($c_{\mathbf{r}, \sigma}$) is the creation (annihilation) operator with $\sigma = \uparrow, \downarrow$. We set the spin-orbit coupling between the nearest neighbor lattice sites as $R(\mathbf{r}, \mathbf{r} + \mathbf{e}_\mu) = e^{i \theta_{\sigma}}$, where $\mathbf{e}_\mu$ is the unit vector in the $\mu = x, y, z$ directions and $\sigma$ is the Pauli spin matrix. The parameter $\theta$, which is set to be $\theta = \pi/6$ in our simulations, represents the strength of spin-orbit coupling.

$\varepsilon_{\mathbf{r}}$ in Eq. (1) and (2) is the onsite potential. Here we study the critical behavior of ATs driven by QP, so the QP is added into these three models instead of random potential. QP has already been directly realized in the photonic lattices [25, 26], ultracold atomic experiments [28, 30, 34, 37], and Moiré superlattices [38, 39]. Following Ref. 17 we set

$$\varepsilon_{\mathbf{r}} = 2V \sum_{i=1}^{3} \cos(2\pi b_i \cdot \mathbf{r} + \phi_i),$$

(3)
where $V$ is the strength of QP, $\{b_i\}$ are vectors determining the quasiperiodicity, and $\{\phi_i\}$ are the arbitrary phases. We write $b_i$ in the matrix form $B = [b_1 \ b_2 \ b_3]^T$. In order to keep quasiperiodicity and make the model nonseparable, we set $B = \beta R(\alpha)$ with $\beta = \sqrt{\frac{\pi - 1}{2}}$ and

$$R(\alpha) = \begin{pmatrix} c^2 + s^3 & cs & cs^2 - cs \\ cs & -s & c^2 \\ cs^2 - cs & c^2 & c^2s + s^2 \end{pmatrix}, \quad (4)$$

where $c = \cos(\alpha)$ and $s = \sin(\alpha)$. $\beta = \sqrt{\frac{\pi - 1}{2}}$ is the golden mean, which is an irrational number characterizing the quasiperiodicity. $R(\alpha)$ is a symmetric orthonormal matrix which makes the model nonseparable, as long as we avoid $\alpha = 0$, $\alpha = \pi/2$, and multiples thereof. In the following calculations, we set $\alpha = \pi/7$. We always impose open boundary condition in the calculations because of the quasiperiodicity. In order to simulate many samples, we randomize the arbitrary phases $\{\phi_i\}$ in the cosines within $(0, 2\pi]$. These systems will be equivalent by an overall translation in the thermodynamic limit.

### III. PHASE DIAGRAM AND MOBILITY EDGE

We first study the phase diagrams of these models spanned by the eigenenergy $E$ and the QP strength $V$. Here, we diagonalize the Hamiltonians in cubic systems with linear size $L$ and obtain the eigenenergies $\{E_i\}$ and the normalized eigenfunctions $\{\psi_i(r)\}$. The participation ratio for the eigenfunction $\psi_i(r)$ is defined as

$$PR(E_i) = \frac{1}{\sum_r |\psi_i(r)|^4} . \quad (5)$$

The delocalization/localization states can be characterized by the normalized participation ratio \[13 \ 61 \ 62\] in the logarithmic form, which is defined as

$$\eta(E_i) = \frac{\ln PR(E_i)}{\ln L} . \quad (6)$$

When the wavefunction is well delocalized, $PR \sim L^3$ and $\eta \approx 3$. On the contrary, when the wavefunction is localized, $PR \sim \xi^3$ with $\xi$ the localization length, and $\eta \approx 0$. $\eta$ is plotted in the plane spanned by $E$ and $V$ (Fig. 1) for the three quasiperiodic models introduced in Section II. As seen in Fig. 1, the values of $\eta$ change rapidly, indicating the existence of mobility edges which fluctuate significantly as we vary QP strength $V$.

From now we focus on the Fermi energy level $E = 0$ and analyze the critical behavior. In order to characterize the delocalization-localization transitions, the localization length and conductance are calculated by the transfer matrix method. Then the critical exponents are extracted by the polynomial fitting method. We note that the fitting is sensitive to the statistical error estimates of the fitting data, and the incorrect error estimates result in incorrect evaluation of critical exponents. Therefore we should be careful of the statistical error estimates of the localization length and conductance in quasiperiodic systems. We argue that there is a correlation between samples for localization length and conductance resulting from the QP, which result in incorrect error estimates of them. However, the correlation can be controlled by the limited number of samples (see the detailed analysis in Appendices \[B \ 5\] and \[C \]). In this paper, we take conductance as an example to study the critical behavior. We think the localization length analysis also gives a similar result if the error estimates are correctly done.

In the next section, we will introduce the calculation of conductance and perform the finite size scaling analysis to extract the critical parameters, such as critical exponent $\nu$ and critical quasiperiodic potential strength $V_c$. 

---

**FIG. 1.** Normalized participation ratio in the logarithmic form $\eta$ for different eigenenergies $E$ as a function of quasiperiodic potential strength $V$ for the three quasiperiodic models. $\eta \approx 3$ stands for the well delocalized state and $\eta \approx 0$ for the strongly localized state. $\eta$ is simulated with cubic system with linear size $L = 10$. 

(a) Anderson model 
(b) Peierls phase model 
(c) Ando model
IV. FINITE SIZE SCALING OF THE CONDUCTANCE

The zero temperature two-terminal conductance in units of $e^2/h$ is given by
\[ g = \text{tr}(tt^\dagger) \] (7)
with $t$ the transmission matrix. The transmission matrix $t$ can be calculated by the transfer matrix method [63]. The two-terminal conductance is calculated along $z$ direction with ideal lead in the two side of the cubic system ($L_x = L_y = L_z = L$).

The mean conductance $\langle g \rangle$ is averaged over 50000 samples for the AM and PPM, $10^5$ samples for the Ando model with random phase $\{\phi_i\}$. We note that $g(\{\phi_i\})$ and $g(\{\phi_i + \delta\phi_i\})$ are correlated for small $\delta\phi_i$, but uncorrelated when $\delta\phi_i$ is large enough (see Appendix B), just like the magnetoconductance in mesoscopic systems [64–68]. The behavior of the mean conductance $\langle g \rangle$ or logarithmic average $\langle \ln g \rangle$ with error bar are shown in Fig. 2 for various $V$ and $L$. The scale invariant point of conductance indicates the critical point $V_c$ of the AT driven by QP. With $V < V_c$ ($V > V_c$), the conductance increases (decreases) with system size $L$, indicating it is in the delocalized (localized) phase. To extract the universal critical parameters near the critical point, the polynomial fitting method based on the finite size scaling theory is introduced as follows.

The single parameter scaling theory [2] assumes that the dimensionless physical quantity $\Gamma$, such as the normalized localization length and the two-terminal conductance, obeys the universal scaling function,
\[ \Gamma = f(\phi_1 L^{1/\nu}), \] (8)
where $\phi_1$ is the relevant scaling variable, $L$ is the system size, and $\nu$ is the critical exponent describing the power-law divergence of the length scales near the critical point. For the actual fitting, we often need to take into account the irrelevant scaling variables because of the corrections to the single parameter scaling [56, 69]. Here we just consider the least-irrelevant scaling variable $\phi_2$, then the universal scaling function can be written as
\[ \Gamma = F(\phi_1 L^{1/\nu}, \phi_2 L^{-y}), \] (9)
where $-y$ is the scaling dimension for the irrelevant scaling variable. The term $\phi_2 L^{-y}$ will decrease to zero in power-law with $L$ increasing and the scaling function returns to the single parameter scaling form in Eq. (8) in the thermodynamic limit. The relevant or irrelevant scaling variables depend on the system parameter driving the AT. In this paper, QP strength $V$ is this system parameter, and a normalized distance of $V$ from the critical point $V_c$ is define as $w \equiv (V - V_c)/V_c$. Then scaling variables $\phi_1$ and $\phi_2$ are functions of $w$ with $\phi_1(w = 0) = 0$ by definition. Considering the possible non-linearity of $w$ near the critical point, $\phi_1$ and $\phi_2$ are expanded in powers...
The universal scaling function $F$ is expanded in powers of its small arguments, $i \rightarrow 1, 2$, $b_{1,0} = 0$. When $V$ is sufficiently close to $V_c$ and the values of $\Gamma$ are controlled in a finite range, the universal scaling function $F$ in Eq. (9) can also be expanded in powers of its small arguments,

$$F = \sum_{j_1=0}^{n_1} \sum_{j_2=0}^{n_2} a_{j_1,j_2} (\phi_1 L^{1/\nu} v_1)^{j_1} (\phi_2 L^{-\nu} v_2)^{j_2}. \tag{11}$$

To reduce the redundant two degrees of freedom in Eq. (11), we set $a_{0,1} = a_{1,0} = 1$. We note that the assumption here is a posteriori justified by the numerical analysis.

Given $(m_1, n_1, m_2, n_2)$ in Eqs. (10) and (11), $F$ is a finite-order of polynomial of $L$ and $w \equiv (V - V_c)/V_c$. Numerical data of $\Gamma$ for different $L$ and $V_c$ are fitted by the polynomial with fitting parameters $V_c, \nu, y, a_{i,j}$ and $b_{i,j}$. We minimize $\chi^2$ in terms of the fitting parameters,

$$\chi^2 = \sum_{k=1}^{N_D} \frac{(\Gamma_k - F_k)^2}{\sigma_{\Gamma_k}^2}. \tag{12}$$

Here $k$ counts the data points $(k = 1, \cdots, N_D)$, and each data point is specified by $L$ and $V_c$; $k = (L, V_c)$. $\Gamma_k$ and $\sigma_{\Gamma_k}$ are the mean value of dimensionless physical quantity and its standard deviation at $k = (L, V_c)$, respectively, while $F_k$ is the fitting value from the polynomial $F$ at $k = (L, V_c)$. $\Gamma_k$ depends on the fitting parameters and $\chi^2$ is minimized in terms of them. The minimization is carried out for several different choices of $(m_1, n_1, m_2, n_2)$. The quality of the fitting is characterized by the goodness of fit in statistics $[70, 71]$. The 95% confidence intervals for the fitting results are determined by 1000 sets of $N_D$ synthetic data points, which are statistically generated from the fitting value $F_k$ with the same standard deviation of $\Gamma_k$ at each point $k$.

Here the dimensionless physical quantity $\langle |g| \rangle$ or $\langle |b| g \rangle$ will be fitted by the polynomial fitting method. The fitting results with the goodness of fit greater than 0.1 are shown in Table I. $V_c$ and $\nu$ are shown to be robust against the change of the expansion orders and various system sizes in Table I. The critical exponents $\nu$ are estimated as $\nu = 1.613 \ [1.587, 1.639]$ for the AM, $\nu = 1.45 \ [1.42, 1.49]$ for the PPM, and $\nu = 1.37 \ [1.35, 1.39]$ for the Ando model, which are consistent with the critical exponents of ATs driven by random potential, i.e., $\nu \approx 1.57 \ [56]$ for 3D orthogonal class, $\nu \approx 1.43 \ [69]$ for 3D unitary class, and $\nu \approx 1.36 \ [72]$ for 3D symplectic class, respectively. We also find that the critical QP strength $V_c$ increases for the PPM and Ando model compared with that for the AM, which is similar to that in disordered systems. This increase of $V_c$ by the magnetic field (Peierls phase model) and spin-orbit interaction (Ando model) is consistent with the weak localization $[73]$. In conclusion, the universality classes of ATs driven by QP are similar to those of ATs driven by the random potential in the 3D Wigner-Dyson symmetry classes $[17]$.  

FIG. 3. (a) Critical conductance distributions (CCDs) along $z$ direction for the Anderson model (AM), Peierls phase model (PPM), and Ando model at critical quasiperiodic potential $V_c$ estimated in TABLE I. (b) The CCDs of quasiperiodic AM along $x$, $y$, and $z$ directions. For comparison, the CCD of disordered AM at critical disorder $W_c$ is also shown in circles. The two-terminal conductance $g$ is calculated in cubic system with linear size $L$ and $L = 16$ for (b). Data for each distribution comes from $10^6$ samples.
FIG. 4. Comparison of the critical conductance distributions (CCDs) between quasiperiodic and disordered systems. The lines with points stand for the CCDs of disordered systems at critical disorder $W_c$, i.e., Anderson model (AM), U(1) model, and SU(2) model in cubic systems with linear size $L$. The lines with circles are the CCDs for quasiperiodic systems at critical quasiperiodic potential $V_c$, i.e., AM, Peierls phase model (PPM) and Ando model, with tuned geometry (cross-section linear size $L$ and transmission length $L_z$). Data for each distribution comes from $10^6$ samples.

FIG. 5. Level spacing ratio distribution $P(r)$. The solid lines stand for the distributions of the random matrix in the Gaussian orthogonal ensemble (GOE), Gaussian unitary ensemble (GUE), and Gaussian symplectic ensemble (GSE). The circles are the distributions in the delocalized states of the Anderson model (AM), Peierls phase model (PPM), and Ando model.

V. CRITICAL CONDUCTANCE DISTRIBUTION

To reinforce our conclusion that the universality classes in 3D quasiperiodic systems are the same as the cases in disordered systems, we have also studied the critical conductance distributions (CCDs) and compared them with those in disordered systems. At the critical point, the correlation length will diverge and the conductance distribution will not depend on the system size $L$, which has been shown in Fig. 3 (a). This also indicates that the estimates of critical points are correct.

The CCDs along $x$ and $y$ directions are also calculated for the 3D AM. We notice that the CCDs along $x$, $y$, and $z$ directions are significantly different from each other [Fig. 3 (b)], which indicates the system is anisotropic because of the QP we use. We also find that the average conductance along $x$, $y$, and $z$ directions, i.e., $\langle g_x \rangle \approx 0.24$, $\langle g_y \rangle \approx 0.47$, $\langle g_z \rangle \approx 0.26$, and the average conductance of AM with random potential $\langle g \rangle \approx 0.3$ satisfy the relationship $\langle g_x \rangle \langle g_y \rangle \langle g_z \rangle \approx \langle g \rangle^3$. We note that this relation is similar to that for the quasi-1D localization length.

To test the universality classes of the ATs driven by QP, we compare the CCDs between disordered and quasiperiodic systems. Besides the symmetry and dimension, CCD also depends on the topology (i.e., the boundary conditions) and effective geometry (i.e., the ratio of the linear sizes between transverse direction and transmission direction, or the mean value of conductance). In order to compare the CCDs, we need to keep the symmetry, dimension, boundary condition, and effective geometry the same.

For the disordered systems, we impose the open boundary condition in the transverse direction and calculate the conductance in the cubic geometry. Anderson model, U(1) model, and SU(2) model with random potential are chosen as the examples of Wigner-Dyson symmetry classes because of their isotropic property. We add the random potential with a box distribution $[-W/2, W/2]$ to these models. The critical disorder $W_c$ is believed to be independent of the boundary conditions so here we just use $W_c$ estimated in systems with periodic boundary condition for the CCD calculations.

The effective geometry in quasiperiodic systems is different from the real geometry because of the anisotropic conductance caused by the QP. Following the idea in Ref. 76, we can fine-tune the geometry ratio of these quasiperiodic models; $\rho \equiv L/L_z$ with $L$ the size in the transverse direction and $L_z$ the transmission length, so that the mean value of conductance for quasiperiodic and isotropic disordered systems is almost the same. The ratios are set as $\rho = 19/18$, 1, and 23/24, for the AM, PPM, and Ando model, respectively. Fig. 4 shows that CCDs of quasiperiodic and disordered systems are almost similar, which again indicates that the universality classes of the ATs in quasiperiodic and disordered systems are the same.
The level spacing ratio has been introduced to characterize the energy level repulsion in Ref. [78]. Let \( \{ E_i \} \) be a series of energy levels indexed in ascending order and \( s_i = E_i - E_{i-1} \) is the nearest-neighbor spacing. Then the level spacing ratio is defined as

\[
 r_i = \frac{\min \{ s_i, s_{i-1} \}}{\max \{ s_i, s_{i-1} \}}. \tag{13}
\]

According to the Wigner-Dyson random matrix theory [40–48], the level spacing ratio distribution \( P(r) \) follows the Wigner-like surmisises for all the three random matrix ensembles [59], i.e., Gaussian orthogonal ensemble (GOE), Gaussian unitary ensemble (GUE), and Gaussian symplectic ensemble (GSE). \( P(r) \) in the delocalized states of the 1D AAH model doesn’t follow the distribution of GOE [57, 58]. On the other hand, \( P(r) \) for the non-interacting Hamiltonians defined on the 2D quasiperiodic Ammann-Beenker tiling [79], 2D Moiré lattice [79], and 3D generalized AAH model [17] show the distribution expected from GOE.

Here we study the level spacing ratio distribution in the three quasiperiodic models. We diagonalize the Hamiltonian in a cubic system with linear size \( L = 10 \). We set \( V = 0.5 \) for the three models and take half of the eigenenergy near \( E = 0 \) so that all of the states are delocalized (see Fig. 1). \( 6 \times 10^4 \) samples with random phase \( \{ \phi_i \} \) have been simulated for the distribution. We observe that \( P(r) \) in the delocalized states of the AM, PPM, and Ando model well coincide with the distributions of GOE, GUE, and GSE, respectively (Fig. 5).

Deep neural networks have been trained to predict the delocalization/localization probability and topological/non-topological probability of the wavefunctions in the 2D [80] and 3D [81, 82] disordered systems. Here we use a convolutional neural network (CNN) whose parameters have been trained by the localized/delocalized wavefunctions in the 3D disordered Anderson model. The details of the network structure is found in Ref. [60]. We input the wavefunctions of quasiperiodic systems at \( E = 0 \) to this CNN, and let it determine the localization/delocalization probability. The predicted critical points (Fig. 6) well coincide with those estimated by conductance, which means that the localization behavior in 3D QP systems is similar to the ones in random systems.

In this paper, we have used three models in the 3D Wigner-Dyson symmetry classes to study the critical behavior of the ATs driven by QP. The two-terminal conductance and localization length have been calculated by the transfer matrix method. We find there is a correlation between samples, which results in the wrong estimation of their statistical errors. By carefully taking account of the statistical independence of samples, the critical exponents \( \nu \) and critical points \( V_c \) have been estimated by the finite size scaling analysis of two-terminal conductance. The estimated critical exponents \( \nu \) coincide with those of the ATs driven by random potential with the same symmetries. Our estimations of \( \nu \) for the AM and Ando model are consistent with those reported in Ref. [17] and [18]. Moreover, the critical conductance distribution

\[
 \begin{align*}
 (a) & \text{ Anderson model} \\
 (b) & \text{ Peierls phase model} \\
 (c) & \text{ Ando model}
\end{align*}
\]
and the level spacing distribution have also been studied. We also find that a convolutional neural network trained by the localized/delocalized wavefunctions in a disordered system can determine whether the wavefunctions in quasiperiodic systems are localized or not. These numerical results strongly support that the universality classes of ATs driven by QP and random potential are the same in the 3D Wigner-Dyson symmetry classes.

Considering the recent works about the universality classes of the Anderson transitions in non-Hermitian disordered systems [83,86], we can also extend the present work to check the universality classes in the non-Hermitian systems with QP, which is an interesting topic left for the future.
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Appendix A: Autocorrelation

To test whether a series of data is correlated or not, let us review how the autocorrelation is defined and calculated. Suppose there is a series of data sorted by time \( t \), i.e., \( \{y_t\} \) with \( t = 1, 2, \ldots, T \). The autocorrelation measures the correlation between \( y_t \) and \( y_{t+k} \) with \( k = 0, 1, 2, \ldots, K \). According to Ref. [87], the autocorrelation for lag \( k \) is defined as

\[
 r_k \equiv \frac{c_k}{c_0},
\]

where

\[
 c_k \equiv \frac{1}{T} \sum_{t=1}^{T-k} (y_t - \langle y \rangle)(y_{t+k} - \langle y \rangle).
\]

\( \langle \cdot \rangle \) stands for the mean value in statistics and \( c_0 \) is the sample variance of the time series.

Suppose that \( q \) is the lag beyond which the theoretical autocorrelation is effectively zero. Then, according to Ref. [87], the estimated standard error of the autocorrelation at lag \( k > q \) is

\[
 \sigma_{r_k} = \sqrt{\frac{1}{T} \left(1 + \sum_{j=1}^{q} r_j^2\right)}.
\]

If the series is completely random, then the standard error reduces to \( 1/\sqrt{T} \). Two standard error limits determine the 95% confidence interval under the assumption that the series is completely random. If all of the autocorrelation for lag \( k > 0 \) is within the 95% confidence interval, then we can accept the assumption, otherwise, we should reject the assumption.

In this paper, the time is replaced with the sample index, and the time \( T \) will be replaced by the number of samples \( N \).

Appendix B: Autocorrelation of conductance

The conductance has been averaged by \( N \) samples with random phase \( \{\phi_i\} \):

\[
 \langle g \rangle = \frac{1}{N} \sum_{i} g_i.
\]

Then the standard error of \( \langle g \rangle \) has been estimated as follows,

\[
 \sigma_g = \frac{\sigma_g}{\sqrt{N}},
\]

where \( \sigma_g \) is the standard deviation for the single sample,

\[
 \sigma_g = \sqrt{\frac{\sum_{i=1}^{N} (g_i - \langle g \rangle)^2}{N - 1}}.
\]

Eq. (B2) is correct when each \( g_i \) is independent and obeys the same probability distribution. However, in the quasiperiodic systems of this paper, the conductance will be almost the same when the two sets of \( \{\phi_i\} \) are close to each other. Then it would produce the correlation between the conductance when \( \{\phi_i\} \)’s are close to each other. We use \( \{\delta_{\phi_i}\} \) to characterize the distance between \( \{\phi_i\} \) and its nearest neighbor. \( \{\delta_{\phi_i}\} \) should be large enough to guarantee there is no correlation between samples. The allowed minimum distance is labeled as \( \delta_\phi \).

In the actual calculations, we simulate \( N \) samples in the space of \( \phi_1 - \phi_2 - \phi_3 \) with \( \phi_i \in [0, 2\pi], i = 1, 2, 3 \), then the allowed simulated samples satisfy

\[
 N < (2\pi/\delta_\phi)^3. \tag{B4}
\]

In order to estimate \( \delta_\phi \), we check the correlation of conductance with \( \{\phi_i\} \) in a linear line in the space of \( \phi_1 - \phi_2 - \phi_3 \). For example, we fix \( \phi_1 \) and \( \phi_2 \), and change \( \phi_3 \). Then the conductance \( g \) is a continuous function of \( \phi_3 \), which varies smoothly within \( \delta_\phi \). We use the autocorrelation introduced in Appendix A to test whether there is any correlation. From Fig. 7 (a)-(d), it is safe to say there is no correlation when \( \delta_\phi = 0.04\pi \). However, the correlation is obvious when \( \delta_\phi = 0.01\pi \) [Fig. 7 (e)-(h)]. Then the allowed number of samples should satisfy \( N < 1.25 \times 10^5 \). We, therefore, chose \( N = 50000 \) for the AM. We also checked the \( \delta_\phi \) for the PPM and Ando model and found that the number of samples set in this paper satisfies Eq. (B4).
Appendix C: Autocorrelation of Lyapunov exponent

The localization length $\lambda \equiv 1/\gamma$ with $\gamma$ the Lyapunov exponent is also a good quantity to characterize the Anderson transition. However, we find there is also a problem with the error estimation because of the long-range correlation of QP.

Let us first review the method to estimate the error of the Lyapunov exponent [56]. We focus on the wavefunction decay in a quasi-1D system with $L_x = L_y = L \ll L_z$. The localization length is the slowest decay of the amplitude of wavefunction and is related to the smallest positive Lyapunov exponent $\gamma$ by $\lambda \equiv 1/\gamma$. In practice, we do the $QR$ decomposition every $q$ layer of multiplications of the transfer matrix. We treat $p (= n \times q$ with $n$ integer) layers as a statistics independent sample, and the $i$th sample gives the estimated smallest positive Lyapunov exponent $\gamma_i$. Then the smallest positive Lyapunov

FIG. 7. The upper panel of (a)-(h): the conductance as a function of $\phi_3$ with $\phi_3$ changed from zero to $2\pi$ with the interval $\delta_\phi = 0.04\pi$ for (a)-(d), and $\delta_\phi = 0.01\pi$ for (e)-(h). $\phi_1$ and $\phi_2$ are fixed. The conductance is calculated along the $z$ direction for the Anderson model with quasiperiodic potential strength $V = 2$ in the cubic system $L_x = L_y = L_z = 20$. The lower panel of (a)-(h): the autocorrelation $r_k$ as a function of lag $k$ for the conductance in the upper panel. The red-filled circles are the autocorrelation and the two blue lines are the two standard error limits indicating the 95% confidence interval under the assumption that the series is completely random.
FIG. 8. The autocorrelation \( r_k \) as a function of lag \( k \) for the consecutive series of \( \{\gamma_i\} \) in the quasi-1D Anderson model with cross-section size \( L \) and transmission length \( L_z \). The red-filled circles are the autocorrelations and the two blue lines are the two standard error limits determines the 95% confidence interval under the assumption that the series is completely random. Insets in (c) and (d): the enlarged pictures to show the detail except \( r_0 = 1 \).

\[
\gamma = \frac{1}{N} \sum_{i=1}^{N} \gamma_i
\]  

(C1)

with \( N = L_z/p \). Then their sample standard deviation is estimated as,

\[
\sigma = \sqrt{\frac{\sum_{i=1}^{N} (\gamma_i - \gamma)^2}{N - 1}}
\]  

(C2)

and the standard deviation of \( \gamma \) is estimated as,

\[
\sigma_\gamma = \frac{\sigma}{\sqrt{N}}
\]  

(C3)

Similar to the conductance, \( \{\gamma_i\} \) should be independent and without correlations in order to estimate \( \sigma_\gamma \) correctly according to Eq. (C3). However, we find there are correlations for \( \{\gamma_i\} \) in our quasiperiodic systems. We use the autocorrelation introduced in Appendix A to test the correlation of a series of \( \{\gamma_i\} \). We just take the AM with QP as an example and set \( V = 2 \) and \( p = 50 \). In Fig. 8 (a)-(c), the autocorrelation for cross-section size \( L = 12 \) have a tendency to go beyond the 95% confidence interval with increasing the transmission length \( L_z \), which suggests the correlation would be strong for \( \{\gamma_i\} \) with larger \( L_z \). This means \( L_z \) should be large if we want to guarantee that there is no correlation. However, to extract the critical exponent precisely from localization length, the transmission length \( L_z \) should be large enough, such as \( 10^7 \). Then the correlation of the Lyapunov exponent will limit the precise estimations of the critical exponents in quasiperiodic systems. We also note that a larger cross-section size \( L = 16 \) could reduce the correlation [Fig. 8 (d)], but the cost of computation will increase as \( L^2 \).
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