Detection of rotational periodic torque deviations in variable-speed wind turbine systems using disturbance observer and phase-locked loop
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Abstract. We discuss the detection of rotational periodic torque deviations in variable speed wind turbine systems. These deviations can be caused by faults in the system. The turbine torque is estimated with an observer and an estimate of the ideal aerodynamical torque is calculated. These torques are analysed using a phase-locked loop to detect deviations. The torque observer is based on the model of the turbine drive train. It is modelled as a two-mass-system with a flexible shaft. The design of the observer and the phase-locked loop are shown and their stability is discussed. Simulations show, that the presented concept is capable of detecting the amplitude of the deviations at different periodicities, online and for variable speed.

Notation
\( \mathbb{N}, \mathbb{R}, \mathbb{C} \): natural, real and complex numbers. \( \mathbb{R}_{>\alpha} := (\alpha, \infty) \), \( \mathbb{R}_{\geq \alpha} := [\alpha, \infty) \): real numbers greater than (and equal to) \( \alpha \in \mathbb{R} \). \( \mathbb{R}(s), \Im(s) \in \mathbb{R} \): real, imaginary part of \( s \in \mathbb{C} \) with imaginary unit \( j \). \( \mathbf{x} := (x_1, \ldots, x_n)^T \in \mathbb{R}^n \): column vector, \( n \in \mathbb{N} \) where \( 'T' \) and \( ':=' \) mean ‘transposed’ and ‘is defined as’. \( \text{diag}(a_1, \ldots, a_n) \in \mathbb{R}^{n \times n} \): diagonal matrix with entries \( a_1, \ldots, a_n \in \mathbb{R} \), \( n \in \mathbb{N} \). \( \mathbf{I}_n \in \mathbb{R}^{n \times n} := \text{diag}(1, \ldots, 1) \): identity matrix. \( \mathbf{0}_{n \times p} \in \mathbb{R}^{n \times p} \) zero matrix, \( n, p \in \mathbb{N} \). \( \xi \stackrel{(#1)}{=} \zeta \): equivalence of \( \xi \) and \( \zeta \) follows by invoking Eq. \((#1)\) and Eq. \((#2)\). \( \mathbf{x} \in \mathbb{R}^n \) (in \( X \))^n: physical quantity \( \mathbf{x} \) where each of the \( n \) elements has SI-unit \( X \). WHITENOISE is a function producing a signal with white noise distribution and maximal amplitude of 1.

1. Introduction
Condition monitoring and fault detection of wind turbines is an important task in the attempt of reducing failures and maintenance costs [1]. There is a huge variety of condition monitoring systems already available in the market. Most of the systems are based on vibration detection and require additional sensors and hardware installed in the wind turbine [2]. The purpose of these systems basically is to detect faults in the mechanical system of a wind turbine. Although stated to have relatively low costs (see [1]), the systems still cause additional expenses. To keep the costs of electricity—produced by wind turbine systems—at a minimum, while at the same time improving reliability of the system, condition monitoring techniques without the need of additional sensors seem to be an attractive choice.
There are several faults which not only cause vibrations in the components of a wind turbine, but also cause rotational periodic deviations on the turbine shaft torque \(m_T\) (in N m) (see [3]). So the turbine shaft torque can be represented as sum

\[
m_T(t) := m_T,\text{ideal}(t) + m_{T,\text{dev}}(t),
\]

of the ideal aerodynamical turbine torque \(m_{T,\text{ideal}}\) (in N m) (caused by the wind speed on a fault-free wind turbine) and a deviation torque \(m_{T,\text{dev}}\) (in N m). The deviation torque is the sum

\[
m_{T,\text{dev}}(t) := \sum_r m_{T,\text{dev},r}(t) := \sum_r M_{T,\text{dev},r}(t) \cos \left( \int_0^t r \omega_T(\tau) d\tau + \varphi_{T,\text{dev},r,0} \right), \quad r \in \mathbb{R}_{>0}.
\]

of the rotational periodic deviations \(m_{T,\text{dev},r}\) (in N m) with amplitude \(M_{T,\text{dev},r}\) (in N m), \(r\)-th multiple \((r \in \mathbb{R}_{>0})\) of the turbine angular velocity \(\omega_T\) (rad/s) and initial deviation angle \(\varphi_{T,\text{dev},r,0}\) (in rad).

There are faults causing torque deviations for \(r = 1\) (see [3], [4], [5], [6], [7]) like blade/ shaft imbalance (e.g. due to icing), aerodynamic asymmetry (e.g. aged blades, unequal pitching of the blades, bended blades, defect blades) and partial damage in the magnets of a permanent magnet synchronous generator (at \(r = \frac{1}{g_r}\), with gear box ratio \(g_r\); only for direct drive systems at \(r = 1\)). Effects like yaw error, wind shear and tower shadow cause torque deviations with a multiple of \(r = 3\) (see [8], [9]). There are torque deviations at other values of \(r\) as well. E.g. there are several faults for ball bearings resulting in different values of \(r\) depending on the number of balls, the diameter of inner and the outer race, etc. (see [3]).

There are two different detection approaches based on the analysed physical quantities. One directly analyses the torque signal. The other approach uses the machine currents. The idea behind the detection via the current is, that oscillations in the turbine torque also cause oscillations in the machine torque. As the machine torque is proportional to the machine currents, the oscillations are also visible in the machine currents. This approach is often chosen because the machine currents are usually measured; whereas the turbine torque is not measured, due to the high costs of torque sensors, see [1].

The publications [3], [4], [10], [11], [12], [13] use currents to detect faults in the wind turbine drive train. To overcome the problem of the missing torque sensor, these publications propose the use of an observer for the shaft torque of the turbine (see [14]), or use an observer for the aerodynamical torque cf. (4) (see [15], [16], [17]). The observed shaft torque is mostly used for fault detection. The aerodynamical torque is usually used for control purposes.

After obtaining signals—measured currents or observed torque—affecting the above mentioned faults, these signals need to be evaluated. The main technique to detect the periodic deviations given in (2), is the Fourier Transform (FT). Due to the varying turbine rotational speed \(\omega_T\), the Fourier Transform is not the best choice. So the Short Time Fourier Transform (STFT) or the Wavelet Transform (WT) are the standard methods for analysing the signals (see [2], [18], [19]). Both methods come with some disadvantages. To be able to work with variable frequencies, the STFT only takes the measurements of a time range in which the turbine speed is assumed to be constant. But due to the very slow rotation and the resulting oscillations with very low frequency, a wide time range is required to achieve an appropriate frequency resolution in the spectrum. But within this time range, \(\omega_T\) is not constant any more. To overcome this time-frequency issue, the use of the WT is proposed (see [19], [20], [21], [22], [23]). But one significant disadvantage of WT is its long computation time, which makes online implementation quite challenging (see [22], [23]).

In view of the advantages and disadvantages of the available fault detection methods, we present in this paper a different approach. We combine a shaft torque observer with the calculation of the
(ideal) aerodynamical torque and the use of a Phase-Locked Loop (PLL) to analyse the signals to detect faults. The obtained amplitude of the torque deviation can be compared to a specific threshold to detect a fault. The proposed method is derived in detail and design guidelines are given.

The paper is organized as follows. First the modelling of a wind turbine system is presented focusing on the ideal aerodynamical torque and the turbine shaft torque. Based on these models, a disturbance observer for the wind turbine shaft torque is designed. To ease understanding, the working principle of a single-phase PLL and the design of its parameters is explained afterwards. Simulation results illustrate the capabilities and the properties of the proposed fault detection strategy for different experiments. A conclusion is drawn at the end.

2. Modelling of wind turbine system
This section describes the modelling of the considered wind turbine systems (aerodynamical modelling is based on [24]). Figure 1 shows a model of the corresponding wind turbine system. The extractable turbine power \( P_T \) (in W) can be calculated as

\[
P_T(\lambda, \beta, v_W) = c_P(\lambda, \beta) p_W(v_W) = c_P(\lambda, \beta) \frac{1}{2} \rho \pi r_T^2 v_W^3,
\]

(3) Figure 1: Wind turbine system with flexible low speed shaft.

based on air density \( \rho \) (in \( \frac{kg}{m^3} \)), turbine radius \( r_T \) (in m), wind speed \( v_W \) (in \( m/s \)) and a power coefficient \( c_P(\lambda, \beta) \) which is a function of the tip speed ratio \( \lambda := \frac{r_T \omega_T}{v_W} \) (depending on turbine radius \( r_T \), turbine rotational speed \( \omega_T \) (in \( rad/s \)) and wind speed \( v_W \)) and the pitch angle \( \beta \) (in \( ^\circ \)).

2.1. Modelling of turbine torque
Using (3) and the relation \( P_T = M_T \omega_T \) the ideal (caused by the wind speed \( v_W \) on a perfectly working wind turbine) turbine torque \( M_{T,\text{ideal}} \) (in Nm) can be calculated as

\[
M_{T,\text{ideal}}(\lambda, \beta, \omega_T) := \frac{P_T(\lambda, \beta, v_W)}{\omega_T} = \frac{3}{2} \rho \pi r_T^2 v_W^3 \frac{c_P(\lambda, \beta)}{\omega_T} = \frac{3}{2} \rho \pi r_T^2 v_W^3 \frac{c_P(\lambda, \beta)}{\lambda^2} \omega_T.
\]

2.2. Drive train modelling
The wind turbine’s drive train is modelled as two-mass system with high speed shaft and low speed shaft (see Fig. 1, [25, Chap. 12]). The dynamics of such a flexible TMS are given by the following nonlinear third-order state-space model

\[
\begin{bmatrix}
\frac{d}{dt} x(t) \\
\frac{d}{dt} y(t)
\end{bmatrix} = \begin{bmatrix} A & b \end{bmatrix} \begin{bmatrix} x(t) \\
y(t) \end{bmatrix} + \begin{bmatrix} b_u(t) + b_d(t) \end{bmatrix}
\]

(5)

where

\[
x(t) = \begin{bmatrix} \omega_T(t) \\
\omega_M(t) \\
\Delta \varphi_{TM}(t) \end{bmatrix}, \quad u(t) = m_M(t), \quad d(t) = m_T(t), \quad b = \begin{bmatrix} 0 \\
\frac{1}{\omega_M + \omega_{GB}} \end{bmatrix},
\]

\[
A = \begin{bmatrix}
\frac{d_T}{\omega_T} & 0 & 0 \\
\frac{d_S}{\omega_T} & \frac{d_T}{\omega_T} & 0 \\
-d_T \omega_T & -d_S \omega_T & d_T + d_S + d_{GB}
\end{bmatrix}, \quad b_d = \begin{bmatrix} 1 \\
0 \\
0 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

(6)
are the state vector $x \in \mathbb{R}^3$, input $u \in \mathbb{R}$, disturbance $d \in \mathbb{R}$, output vector $y \in \mathbb{R}^3$, state matrix $A \in \mathbb{R}^{3 \times 3}$, input vector $b \in \mathbb{R}^3$, disturbance input vector $b_d \in \mathbb{R}^3$ and output matrix $C \in \mathbb{R}^{3 \times 3}$. The initial values of the state vector are given by $x(0) = (\omega_{T,0}, \omega_{M,0}, \varphi_{TM,0})^T \in \mathbb{R}^3$ (in $(\text{rad s}^{-1}, \text{rad s}^{-1}, \text{rad})^T$). The physical quantities in (6) represent turbine inertia $\Theta_T$ (in kg m$^2$), gear box inertia $\Theta_{GB}$ (in kg m$^2$), machine inertia $\Theta_M$ (in kg m$^2$), turbine damping $d_T$ (in N m s rad$^{-1}$), gear box damping $d_{GB}$ (in N m s rad$^{-1}$), machine damping $d_M$ (in N m s rad$^{-1}$), shaft damping $d_S$ (in N m s rad$^{-1}$), shaft stiffness $c_S$ (in N m rad$^{-1}$), turbine rotational speed $\omega_T$ (in rad s$^{-1}$), machine rotational speed $\omega_M$ (in rad s$^{-1}$), turbine torque $m_T$ (in N m), machine torque $m_M$ (in N m), angle of twist $\varphi_{TM} := \int (\omega_T - \frac{1}{g_T} \omega_M) dt + \varphi_{TM,0}$ (in rad), turbine rotational speed initial value $\omega_{T,0}$ (in rad s$^{-1}$), machine rotational speed initial value $\omega_{M,0}$ (in rad s$^{-1}$) and initial torsion angle $\varphi_{TM,0}$ (in rad).

3. Observation of turbine torque

In modern wind turbine systems usually the three states, $\omega_T$, $\omega_M$ and $\Delta \varphi_{TM}$ are measured (actually $\Delta \varphi_{TM}$ is calculated using the measured machine angle $\varphi_M$ and turbine angle $\varphi_T$). The machine torque is known due to its reference value, see (A.1). But the turbine torque is usually unknown, because there is no torque sensor used in wind turbine drive trains (e.g. due to the high price). So an observer has to be derived to estimate the turbine torque $m_T$. To determine the turbine torque the machine torque is needed. Therefore, we impose the following assumption:

**Assumption (A.1)** The machine torque $m_M$ equals$^1$ the reference torque $m_{M,\text{ref}}$ (in N m), i.e.

$$m_M(t) = m_{M,\text{ref}}(t), \quad \forall t \geq 0. \quad (7)$$

The time delay between $m_{M,\text{ref}}$ (demanded by the control system) and the actual machine torque $m_M$ is neglected because of the much faster dynamics of the electrical machine compared to the mechanical dynamics of the turbine or the two-mass system.

3.1. Augmented system model

To create a disturbance observer, an augmented system with an additional virtual state $x_d$ (in N m) representing the disturbance is necessary (variables with $^\dagger$ represent augmented variables due to the changed system). The disturbance $d$ is split up into a constant value $d_0$ and a changing value $\ddot{d}$

$$\begin{align*}
\frac{d}{dt} x'(t) &= A' x'(t) + b' u(t) + b_d' \ddot{d}(t) \\
y(t) &= C' x'(t)
\end{align*} \quad (8)$$

with $\frac{d}{dt} x_d(t) = 0$ and initial value $x_d(0) = d_0$

$$x'(t) := \begin{bmatrix} x(t) \\ x_d(t) \end{bmatrix}, \quad u(t) = m_M(t), \quad d(t) = d_0 + \ddot{d}(t) = m_T(t)$$

$$A' := \begin{bmatrix} A & b_d \\ 0_{1 \times 4} \end{bmatrix}, \quad b' := \begin{bmatrix} b \\ 0 \end{bmatrix}, \quad b_d' := \begin{bmatrix} b_d \\ 0 \end{bmatrix}, \quad C' := \begin{bmatrix} C & 0_{3 \times 1} \end{bmatrix}. \quad (9)$$

3.2. Disturbance observer

To implement an observer, the system (8) has to be observable. To test observability, the matrix $Q' := [(C')^T, (C'A)^T, (C'A^2)^T, (C'A^3)^T]^T \in \mathbb{R}^{12 \times 4}$ must have full rank. Since $\frac{1}{g_T} \neq 0$, it becomes apparent that $\text{rank}(Q') = 4$. Hence, system (8) is observable.

$^1$ This implies a perfectly working torque control. If this assumption does not hold, this might impact wind turbine efficiency and power production, [26].
The state equations of the observer can be summarized as follows

\[
\begin{align*}
\frac{d}{dt} \dot{x}_i(t) &= A_i^T \dot{x}_i(t) + C_i^T \omega(t), \\
\dot{\omega}(t) &= -L_i^T \dot{x}_i(t), \\
\end{align*}
\]

(11)

with dual state \( x_i \), its initial value \( x_i(0) = x_{i,0} \) and dual input \( u_i \) is used. The property \( \det(A^T - C^T L^T) = \det(A' - LC') \) ensures the same stability behaviour as for the original system, see [28, Sect. 13.7.2].

The LQR design minimizes the cost function

\[
J = \int_0^\infty e^{2\alpha t} \left( x_i^T(t)Qx_i(t) + u_i^T(t)Ru_i(t) \right) dt
\]

with stability margin \( \alpha \geq 0 \) and weighting matrices \( 0 \leq Q = Q^T \in \mathbb{R}^{4 \times 4} \) and \( 0 < R = R^T \in \mathbb{R}^{3 \times 3} \). For given \( Q \) and \( R \), the observer-gain matrix can be calculated as \( L_i = PC_i^T R^{-1} \) where \( 0 < P = P^T \in \mathbb{R}^{4 \times 4} \) is the solution of the Riccati-equation \( Q x_4 = (A' + \alpha I_4) P + P (A' + \alpha I_4)^T + Q - P C_i^T R^{-1} C_i^T P \). Is the system with \( A' + \alpha I_4 \) and \( C' \) observable, all poles of the observer have a real part with at least \(-\alpha\), see [27, Sect. 10.4.5]. To ensure observability of the system (10) with gain \( L' \) and stability margin \( \alpha_0 := \det(C', (A' + \alpha I_4)^T, (C' (A' + \alpha I_4))^2)^T, (C' (A' + \alpha I_4)^3)^T \) \( \in \mathbb{R}^{12 \times 4} \) must have full rank. Again (see observability of original system (6)), since \( \frac{1}{\beta^2} \neq 0 \) the extended system with \( A' + \alpha I_4 \) and \( C' \) is observable.

4. Single phase phase-locked loop (PLL)

Phase-locked loops are applied in many fields. They are used for tracking filters, frequency synthesis, clock synchronization, frequency and phase demodulation, etc. (see [29]). In power grids three-phase PLLs are applied. In order to detect the deviations in the observed torque of the wind turbine, a single-phase phase-locked loop will be used. Figure 3 shows the structure and the parts of the applied PLL. This section explains the functionality of the PLL and its tuning for torque deviation detection.

The PLL uses a Park-transform-based quadrature signal generator (QSG) to create the signal \( v^{\delta} \) (in X) which is perpendicular to input \( v = v^{\alpha} \) (in X) (with arbitrary SI-unit X). For that, the Park transform \( T_P(\phi) := \begin{bmatrix} \cos(\phi) & -\sin(\phi) \\ \sin(\phi) & \cos(\phi) \end{bmatrix} \) and its inverse \( T_P^{-1}(\phi) := \begin{bmatrix} \cos(\phi) & \sin(\phi) \\ -\sin(\phi) & \cos(\phi) \end{bmatrix} \) with angle \( \phi \) (in rad) are employed. The inverse Park transform transforms stationary (sinusoidal) signals \( \xi^{\alpha \beta} := (\xi^{\alpha}, \xi^{\beta})^T \) (in X) into constant signals \( \xi^{dq} := (\xi^d, \xi^q)^T := T_P^{-1}(\phi) \xi^{\alpha \beta} \) (in X) in
the synchronously rotating $d$-$q$-reference frame. The Park transform does vice-versa. For the functionality of the QSG, a first-order low-pass filter

$$\frac{d}{dt} \bar{v}^{d/q}(t) = \frac{1}{T_F} \left( v^{d/q}(t) - \bar{v}^{d/q}(t) \right) , \quad \bar{v}^{d/q}(0) = \bar{v}_0^{d/q}$$

with filter time constant $T_F$ (in s) or filter frequency $\omega_f$ (in $\frac{1}{s}$) and transfer function

$$F(s) = \frac{\bar{v}^{d/q}(s)}{v^{d/q}(s)} = \frac{\omega_f}{\omega_f + s} \text{ with } T_F = \frac{1}{\omega_f}$$

is necessary, see Sect. 4.2.1 and [30]. It filters the identified values $v^{d/q}$ (in X) and $v^{d/q}$ (in X). The resulting values are $\bar{v}^{d/q}$ (in X) and $\bar{v}^{d/q}$ (in X) with initial values $\bar{v}_0^{d/q}$ (in X) and $\bar{v}_0^{d/q}$ (in X), respectively.

### 4.1. Small signal approximation of QSG

Based on the overall system parameters the gains of the PI controller of the PLL (loop filter (LF) in Fig. 3) and the filter frequency $\omega_f$ will be chosen. For that a small signal approximation of the PLL will be performed (for more details see [30] and [31, Sect. 4.4]). To do so the following assumptions are imposed.

**Assumption (A.2)** The input signal $v$ (in X) of the PLL is a cosine signal, i.e.

$$v(t) = V(t) \cos(\varphi(t)) , \text{ where } \varphi(t) := \int_0^t \omega(\tau)d\tau + \varphi_0$$

with positive but time-varying amplitude $V$ (in X), angular velocity $\omega$ (in rad s), angle $\varphi$ (in rad) and its initial value $\varphi_0$ (in rad).

**Assumption (A.3)** The QSG works ideally, i.e.

$$v^{\beta}(t) = V(t) \cos \left( \varphi(t) - \frac{\pi}{2} \right) = V(t) \sin(\varphi(t)) = v^{\beta}(t) ,$$

so $v^{\beta}$ is rotated by $90^\circ$ with respect to $v$. 

![Figure 3: Phase-locked loop based on inverse Park transform (based on [30, Figure 4]). It consists of three components: quadrature signal generator (QSG), loop filter (LF) and the frequency/phase-angle generator (FPG) which provides the phase angle for the QSG.](image)
Assumption (A.4) The PLL works already close to the correct value, i.e. $\varphi^\ast(t) \approx \varphi(t)$ and hence $\cos(\varphi^\ast(t) - \varphi(t)) \approx 1$ and $\sin(\varphi(t) - \varphi^\ast(t)) \approx \varphi(t) - \varphi^\ast(t)$.

Assumption (A.5) The amplitude of the input signal is $V(t) = 1$ (or was normalized a priori).

Combining (A.2) and (A.3), $\varphi_{\alpha\beta}^\ast$ can be expressed as

$$\varphi_{\alpha\beta}^\ast(t) = \left( \begin{array}{c} \varphi_{\alpha}^\ast(t) \\ \varphi_{\beta}^\ast(t) \end{array} \right) = \left( \begin{array}{c} \varphi(t) \\ \varphi_{\alpha\beta}^\ast(t) \end{array} \right) \left( \begin{array}{c} \cos(\varphi(t)) \\ \sin(\varphi(t)) \end{array} \right).$$

This results in

$$\varphi_{\alpha\beta}^\ast(t) = T^{-1}_P(\varphi^\ast(t)) \varphi_{\alpha\beta}^\ast(t) = V(t) \left( \begin{array}{c} \cos(\varphi(t) - \varphi^\ast(t)) \\ \sin(\varphi(t) - \varphi^\ast(t)) \end{array} \right).$$

Using Assumptions (A.4) and (A.5), this relation simplifies to

$$\varphi_{\alpha\beta}^\ast(t) = V(t) \left( \varphi(t) - \varphi^\ast(t) \right).$$

Remark 4.1. Assumption (A.5) is crucial. For the PLL to lock, the output of the quadrature signal generator (QSG) has to be normalized. For this at least the dimension of the wanted amplitude should be known and used for normalization. For fault detection e.g. the limit of the amplitude for indicating a fault could be used. A flexible normalization of the $q$-component $\varphi_{\alpha}^\ast$ with the norm of the vector $\|\varphi_{\alpha\beta}^\ast\|$, as used in [24] is not advisable here. For the fault free case the norm $\|\varphi_{\alpha\beta}^\ast\|$ is zero and one would divide $\varphi_{\alpha\beta}^\ast$ by zero.

For the $q$-component $\varphi_{\alpha}^\ast$ in (19) (see Fig. 3), the small-signal block diagram of the PLL is depicted in Fig. 4.

4.2. Determination of PLL parameter

The parameter of the PLL—filter time constant and proportional and integral gain of the PI controller—will be designed applying a parameter based approach. For that, the small signal approximation of the PLL in Fig. 4 is used.

4.2.1. Determination of filter time constant A DC-component in the signal $v$ will result in an oscillation in $\varphi_{\alpha\beta}^\ast$ with the frequency of $\omega^\ast$ (see Fig. 3). To damp these oscillations, the low pass filter is used (see [30]). Since the desired damping is also required for the minimal rotational frequency $\omega_{\min,r}$ (in rad/s), we chose the filter frequency $\omega_f$ as follows

$$\omega_f = \sqrt{\frac{\left| F_{\varphi_{\alpha\beta}^\ast \rightarrow \varphi_{\alpha\beta}^\ast}(j\omega_{\min,r}) \right|^2}{1 - \left| F_{\varphi_{\alpha\beta}^\ast \rightarrow \varphi_{\alpha\beta}^\ast}(j\omega_{\min,r}) \right|^2}} \omega_{\min,r} = \sqrt{\frac{\left| F_{\varphi_{\alpha\beta}^\ast \rightarrow \varphi_{\alpha\beta}^\ast}(j\omega_{\min,r}) \right|^2}{1 - \left| F_{\varphi_{\alpha\beta}^\ast \rightarrow \varphi_{\alpha\beta}^\ast}(j\omega_{\min,r}) \right|^2}} \omega_{\min,r}$$

with

$$F_{\varphi_{\alpha\beta}^\ast \rightarrow \varphi_{\alpha\beta}^\ast}(j\omega_{\min,r}) = \left( \begin{array}{c} \omega_f \omega_f \omega_f \end{array} \right).$$

So $\omega_f$ depends on the desired damping $\left| F_{\varphi_{\alpha\beta}^\ast \rightarrow \varphi_{\alpha\beta}^\ast}(j\omega_{\min,r}) \right|_{dB}$ at the minimal frequency $\omega_{\min,r}$. Depending on the rotational periodicity $r$ of the turbine, the minimal rotational speed $\omega_{T,\min}$ of the turbine, the minimal frequency $\omega_{\min,r}$ of the PLL has to be chosen accordingly i.e. $\omega_{\min,r} = r \omega_{T,\min}$, which is a turbine specific parameter.
4.2.2. Determination of PI controller parameter The small-signal system shown in Fig. 4 can be seen as the combination of an integrator and a first-order lag system with transfer function

$$F_w\omega \rightarrow \varphi (s) = \frac{\omega^2(s)}{\omega^2(1+\frac{1}{sT_F})}.$$  \hspace{1cm} (22)

Based on the symmetrical optimum, the parameters of the PI-controller can be determined (see [32, Chap. 3]) as follows $k_P = \frac{1}{2T_F} = \frac{\omega_f}{2}$, $k_I = \frac{1}{8T_F^2} = \frac{\omega_f^2}{8}$. To include the necessary normalization (see (A.5) and Remark 4.1), the controller parameter are modified to $k_{P,norm} := \frac{1}{2T_F\kappa} = \frac{\omega_f}{2\kappa}$; $k_{I,norm} := \frac{1}{8T_F^2\kappa} = \frac{\omega_f^2}{8\kappa}$ with normalization factor $\kappa$. This factor has to be chosen according to the knowledge of the turbine and the expected fault (see Remark 4.1). The PI controller of the PLL is finally given by

$$\begin{align*}
\dot{u}_{LF}(t) &= k_{P,norm}\dot{\psi}(t) + k_{I,norm}\dot{\xi}(t) \\
\dot{\xi}(t) &= \ddot{\psi}(t), \quad \xi(0) = 0.
\end{align*}$$  \hspace{1cm} (23)

5. Simulation results

To demonstrate the functionality of the proposed detection system, simulations are conducted. Figure 5 illustrates the overall idea of the torque deviation detection system. Based on the observed turbine torque $\hat{m}_T$ and the computed (ideal) aerodynamical turbine torque $\hat{m}_{T,ideal}$ (optional), a deviation torque $\hat{m}_{T,dev}$ is calculated. This deviation torque is analysed by several PLLs for torque oscillations at the respective multiples $r$ of the turbine rotational speed $r\omega_T$. If the amplitude below a certain threshold, then there is no fault at the respective multiple.

5.1. Simulation scenario

Figure 5 illustrates the simulation scenario. The simulation parameters are given in Tab. 1. For the evaluation of the proposed torque deviation detection system, realistic wind data from the FINO1-platform\(^2\) is used. There are in total four experiments, that are discussed in the following:

\(^2\) The wind data was measured at the research platform FINO1 (geographical coordinates: 54° 00’ 53.5’’ N, 06° 35’ 15.5’’ E) on the 24th Nov. 2012 between 11:50-12:00. The values were saved with a 0.1 s resolution.
Table 1: System parameters for simulations unless otherwise stated.

| Description                | Symbols & Values |
|----------------------------|------------------|
| implementation             |                  |
| solver (fixed-step)        | Runge-Kutta (ode4) |
| fixed-step size            | $h = 0.1 \cdot 10^{-3} \text{s}$ |
| turbine                    |                  |
| turbine inertia            | $\Theta_T = 8.6 \cdot 10^6 \text{kg m}^2$ |
| turbine damping            | $d_T = 0 \frac{\text{N m}}{\text{rad s}}$ |
| rotor radius               | $r_T = 40 \text{m}$ |
| power coefficient          | $c_p(\lambda, \beta) = c_{P2}(\lambda, \beta)$ as in [24] |
| minimal turbine speed      | $\omega_{T, \text{min}} = 0.691 \frac{\text{rad}}{\text{s}}$ |
| periodicity of deviation   | $r = 3$ |
| flexible shaft             |                  |
| shaft stiffness            | $c_S = 2.36 \cdot 10^9 \frac{\text{N m}}{\text{rad s}}$ |
| shaft damping              | $d_S = 1.35 \cdot 10^7 \frac{\text{N m}}{\text{rad s}}$ |
| gear box                   |                  |
| gear box inertia           | $\Theta_{GB} = 0 \text{kg m}^2$ |
| gear box damping           | $d_{GB} = 0 \frac{\text{N m}}{\text{rad s}}$ |
| gear box relation          | $g_r = 100$ |
| environment                |                  |
| air density                | $\rho = 1.293 \frac{\text{kg}}{\text{m}^3}$ |
| machine                    |                  |
| machine inertia            | $\Theta_M = 150 \text{kg m}^2$ |
| machine damping            | $d_M = 0 \frac{\text{N m}}{\text{rad s}}$ |
| disturbance observer       |                  |
| weighting matrix           | $Q = \text{diag}(1, 1, 1)$ |
| weighting matrix           | $R = 0.01 \cdot \text{diag}(1, 1, 1)$ |
| stability margin           | $\alpha = 10$ |
| PLL                        |                  |
| filter damping             | $|F_{\omega_{\text{min},r}}\rightarrow\omega_{\text{min},r} \cdot (j\omega_{\text{min},r})|_{\text{dB}} = -30 \text{ dB}$ |
| normalization factor       | $\kappa = 1 \cdot 10^4$ |
| controller                 |                  |
| pitch angle                | $\beta = 0^\circ$ |
| machine torque             | $m_M(t) = -k_P g_r^2 \omega_T(t)^2$ as in [24], [26], [33, Ch. 8] |
| torque controller gain      | $k_P = 0.278 \frac{\text{kg}}{\text{m}^2}$ |

(E1) Demonstration of system states and disturbance tracking capability of the disturbance observer (10) (as designed in Sect. 3.2) for an artificial wind profile.

(E2) Analysis of torque deviation detection using the PLL without taking the ideal turbine torque $\hat{m}_{T, \text{ideal}}$ (see upper block in Fig. 5) into account for a realistic wind speed profile.

(E3) Analysis of torque deviation detection using the PLL and taking the ideal turbine torque $\hat{m}_{T, \text{ideal}}$ (see upper block in Fig. 5) into account for a realistic wind speed profile.

(E4) Same experiment as (E3), but with measurement noise and deviations in the wind speed measurement and an additional torque deviation at $r = 1$.

5.2. Discussion of torque observer (E1)

Experiment (E1) investigates the tracking behaviour of the disturbance observer—designed in Sect. 3.2—for an artificial wind profile. Figure 6(a) shows the results. The upper subplot shows the wind speed, that varies between $5 \frac{\text{m}}{\text{s}}$ and $7 \frac{\text{m}}{\text{s}}$. The following subplots show the turbine speed $\omega_T$, the machine speed $\omega_M$ and the related angle difference $\Delta \varphi_{TM}$ on the shaft between turbine and machine side and the corresponding estimates of the observer. It can be seen, that the observer tracks the real values fast and accurately. The turbine torque $m_T$, the observed turbine torque $\hat{m}_T$ and the related negative machine torque $-\hat{m}_M = -g_r m_M$ are shown in subplot five. The observed torque follows the turbine torque accurately even after fast torque changes. In the last subplot, the error between turbine torque $m_T$ and observed turbine torque $\hat{m}_T$ is illustrated. The thin spikes at the jumps in the artificial wind speed are due to the resulting sudden torque jumps. But the disturbance observer quickly changes its estimate to the right value. Besides these thin spikes, the estimation error $m_T - \hat{m}_T$ is very small.

Remark 5.1. Subplot five shows, that the turbine controller is quite slow (in equilibrium $m_T$ and $-\hat{m}_M$ are equal). This is a well known issue for the used turbine controller (see Tab. 1) and there are possibilities to overcome this issue while ensuring convergence to the optimal operating point (for partial load conditions, as shown here), e.g. [33, Ch. 8]. But as that issue is not the focus of this work, the topic is not pursued.
5.3. Amplitude detection using torque observer (E2)
From Experiment (E2) on, a real wind speed profile is used. This experiment is used to investigate the amplitude detection of the torque deviations using only the observed turbine torque. The calculation of the ideal aerodynamical wind torque $\hat{m}_{T,\text{ideal}}$ (see upper block in Fig. 5) is not used (i.e. $\hat{m}_{T,\text{ideal}} = 0 \text{ Nm}$). The wind speed is shown in the upper subplot of Fig. 6(b). The corresponding turbine speed $\omega_T$ is shown in the subplot below. The third subplot shows the turbine torque $m_T$, the observed turbine torque $\hat{m}_T$ and the ideal aerodynamical turbine torque $m_{T,\text{ideal}}$. Recall that, the turbine torque (1) is the sum of the ideal aerodynamical turbine torque and the deviation torque: $m_T(t) = m_{T,\text{ideal}}(t) + m_{T,\text{dev}}(t)$. One can see, that $m_T$ and $\hat{m}_T$ match quite well, the difference between $m_T$ and $m_{T,\text{ideal}}$ is quite substantial, especially between 200s and 400s. This is due to the enhanced amplitude of the oscillating deviation torque, as shown in the forth subplot. This can also be seen in the last subplot, where the amplitude $M_{T,\text{dev,3}}$ and the observed amplitude $\hat{M}_{T,\text{dev,3}}$ are shown. $\hat{M}_{T,\text{dev,3}}$ follows $M_{T,\text{dev,3}}$ with some time delay and oscillates in a band of about 10 kNm. But a deviation from zero—the value for absence of a torque deviation with $r = 3$—is clearly shown.

Remark 5.2. The PLL works with the observed turbine torque $\hat{m}_T$ provided by the torque observer. As can be seen, e.g. in the middle subplot in Fig. 6(b), some time is needed between starting the disturbance observer and tracking the turbine torque $m_T$. For this reason the startup of the PLL algorithm is delayed (here for 2s).

5.4. Amplitude detection using torque observer and ideal torque calculation (E3) & (E4)
In contrast to Experiment (E2) (where the observed turbine torque $\hat{m}_T$ is fed to the PLLs), in Experiment (E3) and Experiment (E4), the calculated ideal aerodynamical wind torque $\hat{m}_{T,\text{ideal}}$ is used in addition to create a so called residual $\hat{m}_T - \hat{m}_{T,\text{ideal}}$ to feed the PLLs (see Fig. 5). This can improve the detection due to feeding (almost) only the periodic deviation torque to the
PLLs (see (1)).

5.4.1. Discussion of Experiment (E₃) Experiment (E₃) investigates the performance for ideal measurements. This means all measured values equal the real ones. The first and second subplot show the wind speed \( v_W \) and the turbine rotational speed \( \omega_T \), respectively. Similar to Experiment (E₂), the third subplot shows \( m_T, \hat{m}_T \) and \( m_{T,\text{ideal}} \). In Fig. 7(a), the signal \( \hat{m}_{T,\text{ideal}} \) is added to the subplot. It can be seen, that \( \hat{m}_{T,\text{ideal}} \) equals \( m_{T,\text{ideal}} \) (which is reasonable due to the ideal measurement). Subplot four shows the torque deviation \( m_{T,\text{dev}} \) and the residual \( \hat{m}_T - \hat{m}_{T,\text{ideal}} \). The residual deviates slightly from \( m_{T,\text{dev}} \) due to the deviation of \( m_T \) and \( \hat{m}_T \), cf. (1). In the last subplot \( M_{T,\text{dev,3}} \) and \( \hat{M}_{T,\text{dev,3}} \) are shown. Compared to Experiment (E₃), the dynamics of the observed deviation amplitude \( M_{T,\text{dev,3}} \) remains the same, but the noise (as shown in the last subplot in Fig. 6(b)) is removed. This is plausible, because of the absence of the (almost) dc-value \( m_{T,\text{ideal}} \) in the signal fed into the PLL, that causes oscillation in \( \varphi_{\text{PLL}} \) (recall Sect. 4.2.1).

5.4.2. Discussion of Experiment (E₄) Experiment (E₄) is identical to Experiment (E₃) except the following changes:

- The measurements \( \omega_{T,\text{meas}}, \omega_{M,\text{meas}} \) and \( \Delta \varphi_{T,M,\text{meas}} \) are affected by noise with an amplitude of 5% of the respective values (i.e. \( \gamma_{\text{meas}}(t) := \gamma(t) + 0.05 \gamma(t) \cdot \text{WHITENOISE} \) where \( \gamma \in \{ \omega_T, \omega_M, \Delta \varphi_{T,M} \} \)).
- The wind speed measurement is erroneous (the measured value is too small) and affected by noise \( v_{W,\text{meas}}(t) := 0.85(v_W(t) + 0.05 \cdot v_W(t) \cdot \text{WHITENOISE}) \)
A torque deviation for \( r = 1 \) is added to investigate the capability of the torque deviation system to distinguish between oscillations with different multiples of \( \omega_T \). An additional PLL is designed according to the rules given in Sect. 4.2.

At 300s, the angle \( \varphi_{T,\text{dev},3} \) is increased by \( \varphi_{T,\text{dev},3} \) (to investigate the behaviour of the PLL for jumps in the deviation angle).

Figure 7(b) shows the simulation results. The upper subplot shows the wind speed \( v_W \) and the—reduced and noisy—measured wind speed \( v_{W,\text{meas}} \). In the second subplot, the turbine rotational speed \( \omega_T \) and its measured value \( \omega_{T,\text{meas}} \) are shown. The noise in the measured value is obvious. Subplot three shows the torques \( m_T, m_{T,\text{ideal}}, m_T \) and \( m_{T,\text{ideal}} \). One can clearly see the noise in the observed torque \( m_T \). The amplitude of the noise is significantly higher than the actual value of the torque \( m_{T,\text{ideal}} \). Another fact is, that the calculated ideal turbine torque \( m_{T,\text{ideal}} \) is smaller and has more noise than \( m_{T,\text{ideal}} \). This is explainable due to the deviations in \( v_{W,\text{meas}} \). According to the properties of \( m_T \) and \( m_{T,\text{ideal}} \), the residual \( m_T - m_{T,\text{ideal}} \) is very noisy and not symmetrical to the x-axis, as shown in subplot four. A similarity between the residual and \( m_{T,\text{dev}} \) can hardly be seen. The fifth subplot shows the amplitude \( M_{T,\text{dev},3} \) of the deviation signal and the observed \( m_{T,\text{dev},3} \). The dynamic of the observer is identical to Experiment (E1) and Experiment (E2). But compared to Experiment (E2), the band of oscillation is reduced by approximately 5 kN.m. So it can be seen, that even with noisy measurements and errors in the wind speed measurement, the amplitude of the torque deviation can be detected. In addition, the usage of the calculated ideal torque \( m_{T,\text{ideal}} \)—even for noisy and erroneous wind measurements—improves the signal quality of the detected amplitude. One reason for this is the reduction of the (almost) d-value \( m_{T,\text{ideal}} \) in the signal fed to the PLL. The change in the angle \( \varphi_{T,\text{dev},3} \) at 300s causes a deviation between \( M_{T,\text{dev},3} \) and \( M_{T,\text{dev},3} \), that is corrected by the PLL after about 50s. The last plot shows the output \( M_{T,\text{dev},1} \) of the PLL designed for \( r = 1 \) and compares it with the amplitude \( M_{T,\text{dev},1} \) of the deviation. It can be seen, that the tracking behaviour of the PLL for \( r = 1 \) is slower than that of the PLL for \( r = 3 \). This is due to the reduced frequency of the deviation and the resulting design of the PLL parameters. But the PLL tracks the amplitude \( M_{T,\text{dev},1} \) of the deviation. This experiment shows, that the PLL approach for detecting torque deviations works in presence of (a) measurement noise, (b) measurement errors in the wind speed, (c) phase changes in the deviation angle and (d) for deviations with different periodicities at the same time.

6. Discussion and Conclusion

This paper discussed the detection of rotational periodic torque deviations in variable speed wind turbine systems. For that a turbine torque disturbance observer was designed. The observer is based on a two-mass model of the turbine drive train. Assuming known model parameters, a LQR approach was used to compute the observer gain. To compute a residual between fault-free (ideal, without torque deviation) turbine torque and real turbine torque (with torque deviation), the aerodynamical torque is calculated, based on the power curve of the turbine and the measurement of the wind speed. To analyse the time series of the resulting torque, a phase-locked loop (PLL) was designed. The working principle of a single-phase PLL with a quadrature-signal-generator (QSG) based on the Park transform was investigated. Additionally, guidelines for filter tuning and controller design were presented.

Simulation results illustrated the functionality and capability of the torque observer and compared the deviation detection performance for different torque signals by the PLL. Without the usage of the calculated aerodynamical torque, the amplitude of the deviation can be detected but fluctuates. Using the aerodynamical torque, the amplitude can be detected without noise in the signal. Furthermore, even with noisy measurements, wrong wind measurement and torque deviations at different periodicities, these deviations can be detected by the proposed approach.
using the residual of observed turbine torque and calculated aerodynamical torque. The simulations are a first proof of concept. But for assessment of the applicability of this approach in a real wind turbine, precise knowledge of the relevant deviations, their amplitudes, their periodicity and the disturbance components in the measured signals of a specific wind turbine are essential. Unfortunately the authors do not have access to that kind of information. This wide range of necessary information of a specific wind turbine is probably only known to the manufacturer. As a next step, the testing with real turbine data would be a good possibility to further investigate suitability of this approach for fault detection.

The approach using a PLL for signal analysis has some limitations. The periodicity for each fault has to be known a priori, to design a suitable PLL. Additionally, for each possible fault—as long as the periodicity is different—a separate PLL is needed. The first point might be an issue, if knowledge of the turbine is not available, but as stated before, the wind turbine manufacturer should be aware of the relevant periodicities. The latter might be tedious but due to the simplicity of the proposed PLL should not be a problem regarding implementation.
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