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ABSTRACT. We study the zero distribution of non-orthogonal polynomials attached to \( g(n) = s(n) = n^2 \):

\[
Q^g_n(x) = x \sum_{k=1}^{n} g(k) Q^g_{n-k}(x), \quad Q^g_0(x) := 1.
\]

It is known that the case \( g = \text{id} \) involves Chebyshev polynomials of the second kind \( Q^\text{id}_n(x) = x U_{n-1}(\frac{x}{2} + 1) \). The zeros of \( Q^a_n(x) \) are real, simple, and are located in \((-6\sqrt{3}, 0]\). Let \( N_n(a, b) \) be the number of zeros between \(-6\sqrt{3} \leq a < b \leq 0\). Then we determine a density function \( v(x) \), such that

\[
\lim_{n \to \infty} \frac{N_n(a, b)}{n} = \int_a^b v(x) \, dx.
\]

The polynomials \( Q^a_n(x) \) satisfy a four-term recursion. We present in detail an analysis of the fundamental roots and give an answer to an open question on recent work by Adams and Tran–Zumba. We extend a method proposed by Freud for orthogonal polynomials to more general systems of polynomials. We determine the underlying moments and density function for the zero distribution.
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1. Introduction and results

We construct the density function for the asymptotic distribution of the zeros of a recursively defined system of non-orthogonal polynomials. These recently discovered polynomials \[15\] are candidates for auxiliary functions approximating more complicated polynomials, coding information in complex analysis and number theory.

Therefore, we extend a method offered by Freud (\[7\], Chapter III) for orthogonal polynomials, where the weight function is given and has compact support. We also refer to Szegő \[26\] and Nevai \[22\]. The polynomials satisfy a priori a hereditary recurrence equation of the Volterra type. In particular, the \(n\)th polynomial depends on all the previous ones (we refer to \[6\], Section 6.3). Let \(g(n) = s(n) = n^2\). Then

\[
Q^g_n(x) = x \sum_{k=1}^{n} g(k) Q^g_{n-k}(x), \quad Q^g_0(x) := 1.
\]

It is known \[15\], that the case \(g(n) = id(n) = n\) involves Chebyshev polynomials of the second kind. We start with a generalization of definition (1.1), which contains several important families of polynomials arising in analysis, combinatorics, number theory and physics. This underpins the need to know more about the zero distribution of \(\{Q^s_n(x)\}_n\).

Let \(g\) and \(h\) be two normalized, non-vanishing arithmetic functions:

\[
P^{g,h}_n(x) := \frac{x}{h(n)} \sum_{k=1}^{n} g(k) P^{g,h}_{n-k}(x), \quad P^{g,h}_0(x) := 1.
\]

Let \(1(n) = 1\) and let \(L^{(\alpha)}_n(x)\) denote the associated Laguerre polynomials for \(\alpha > -1\). Then

\[
P^{id,id}_n(x) = \frac{x}{n} L^{(1)}_{n-1}(-x) \quad \text{and} \quad Q^{id}_n(x) = P^{id,1}_n(x) = x U_{n-1} \left( \frac{x}{2} + 1 \right).
\]

One of the most complicated, but also most interesting examples is related to \(\sigma(n) := \sum_{d|n} d\). The polynomials \(P^{\sigma,id}_n(x)\) are the so-called D’Arcais polynomials \[5\]. They parametrize the Fourier coefficients of powers of the Dedekind eta function \[24\]. For example, \(P^{\sigma,id}_n(-1) = p(n)\) are the partition numbers and \(P^{\sigma,id}_n(-24) = \tau(n)\) the Ramanujan \(\tau\)-function. Both sequences play a fundamental role in combinatorics and number theory. Lehmer’s famous conjecture \[18\] \[25\] states that \(\tau(n)\) is never vanishing. Note that the \(P^{\sigma,id}_n(x+1)\) are the Nekrasov–Okounkov polynomials \[21\]. Further, let \(h = 1\) and \(k\) be an even and positive integer. Let \(g(n) = \sum d|n d^{k-1}\) and \(B_k\) be the \(k\)th Bernoulli number. Then \(\left\{ P^{g,k}_n \left( \frac{2k}{k} \right) \right\}_n\) denote the coefficients of the reciprocals of Eisenstein series. These coefficients were first
studied by Hardy and Ramanujan [11]. Recently, there have been further studies in this area (see Berndt and Bialek [2], Bringmann and Kane [3], and [14]).

Although, at present, a direct approach is beyond our scope, it is obvious that properties of the polynomials, especially their zero distribution, are of fundamental interest. The ultimate goal is to prove the Lehmer conjecture.

Our strategy is the following. We have evidence that the zero distribution of \( P_n^{g,\text{id}}(x) \) and \( P_n^{g,1}(x) \) are related. For example, let \( h = 1 \) or \( h = \text{id} \). Then for \( g = 1, \text{id}, s, \text{or} \sigma \), there exists a \( \kappa_g > 0 \), such that \( P_n^{g,h}(x) \neq 0 \) for all \( |x| > \kappa_g h(n-1) \) [15]. As in the theory of orthogonal polynomials, polynomials with zeros located in a finite interval are easier to study, so we first study polynomials with \( h = 1 \). Then, since the \( \sigma(n) \) function is very complicated, we study polynomials attached to the upper and lower bounds: \( \text{id}(n) \leq \sigma(n) \leq s(n) \). Numerical experiments show that it is very likely that we can choose \( \kappa_{\text{id}} < \kappa_\sigma < \kappa_s \), which gives a first approximation where the zeros are located. Also, the coefficients of these polynomials are related. Let \( P_n^{g,h}(x) = \sum_{k=0}^{n} A_{n,k}^{g,h} x^k \). Let \( h \in \{1, \text{id}\} \), then

\[
0 < A_{n,k}^{\text{id},h} \leq A_{n,k}^{\sigma,h} \leq A_{n,k}^{s,h}, \quad \text{for } 1 \leq k \leq n.
\]

This implies that it is very likely that properties of \( Q_n^\sigma(x) \) can be finally deduced from the lower and upper bounds \( Q_n^{\text{id}}(x) \) and \( Q_n^{s}(x) \). This paper is devoted to the properties of \( Q_n^s(x) \).

1.1. Properties of the polynomials \( Q_n^s(x) \). To state our main theorem, we recall the following result by Młotkowski and Penson [20]. Let the sequence \( \{L_m\}_m \) A091527 recorded in OEIS [23] be given:

\[
1, 4, 30, 256, 2310, 21504, 204204, 1966080, 19122246, \ldots,
\]

defined by \( L_0 := 1 \) and

\[
L_m = 4^m \binom{3m/2 - 1/2}{m}.
\]

**Theorem 1.1** (Młotkowski, Penson [20]). The sequence \( \{L_m\}_m \) is positive definite in the sense of a moment sequence and has the density function

\[
v(x) = \frac{x^{4/3} + 9 \cdot 2^{4/3} \left(1 + \sqrt{1 - x^2/108}\right)^{4/3}}{2^{8/3} \cdot 3^{5/2} \cdot \pi \cdot x^{2/3} \sqrt{1 - x^2/108} \left(1 + \sqrt{1 - x^2/108}\right)^{2/3}},
\]

In this paper we prove the following result. Let \( Q_n(x) = Q_n^s(x) \) then:
Theorem 1.2. Let $0 \leq a \leq b \leq 6\sqrt{3}$. We denote by $N_n(a, b)$ the number of zeros of $Q_n(-x)$ in $[a, b]$. Then we have

$$\lim_{n \to \infty} \frac{N_n(a, b)}{n} = \int_a^b v(x) \, dx.$$ 

One crucial step in the strategy to prove such kind of asymptotic distributions outlined by Freud [7] is to determine the coefficients of the inverse of a certain power series. This we accomplish by applying a formula by Lagrange–Bürmann (cf. Gessel and Henrici [10, 16]).

We remark that similar results had been obtained for orthogonal polynomials in the bounded case (e.g. [26, 22, 8, 29, 19]). We recommend the excellent survey by Van Assche [29], which also reports on the unbounded case. Note that Gawronski obtained results for the Jonquière polynomials, which are non-orthogonal. But his method is different from the one presented in this paper.

In Figure 1 we have plotted the number of zeros of $Q_{1000}(-x)$ in a histogram and the density function $v(x)$. For the histogram we sliced the interval $[0, 6\sqrt{3}]$ into 100 equal length subintervals. The zeros were computed using PARI/GP. The histogram already very closely matches the density function.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1}
\caption{Distribution of zeros of $Q_{1000}(-x)$ (bars) in comparison to $v$ (smooth curve).}
\end{figure}

Through integration we can find the cumulative distribution function of $v$.

Theorem 1.3. The cumulative distribution function of $v$ in (1.2) is

$$F(x) = \frac{1}{\pi} \left( 2 \arctan(z) + \arctan\left(2z - \sqrt{3}\right) + \arctan\left(2z + \sqrt{3}\right) \right)$$

with $z = \frac{6}{\sqrt{1-x^2/108} \left(1+\sqrt{1-x^2/108}\right)}$. 

The cumulative distribution function is plotted in Figure 2.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure2.png}
\caption{Cumulative distribution function $F$ of $v$.}
\end{figure}

The proof of Theorem 1.2 builds on the properties that the zeros are real, simple, and located in $[0, 6\sqrt{3}]$. The sequence $\{Q_n(x)\}$ does not satisfy a three-term recurrence in the sense of Favard [4], which implies that it is not orthogonal. To obtain these properties extra work is needed.

**Theorem 1.4.** Let $Q_n(x) := P_n^{s,1}(x)$ for all $n \in \mathbb{N}_0$. Then $Q_n(x)$ is uniquely determined by $Q_0(x) = 1$ and the following 4-term recursion,

\begin{equation}
Q_n(x) = (x + 3)Q_{n-1}(x) + (x - 3)Q_{n-2}(x) + Q_{n-3}(x) \quad \text{for } n \geq 4,
\end{equation}

with the initial conditions $Q_1(x) = x$, $Q_2(x) = x^2 + 4x$, and $Q_3(x) = x^3 + 8x^2 + 9x$. Further, they do not constitute a sequence of orthogonal polynomials.

Nevertheless, with a detailed analysis of the characteristic polynomial of (1.3) and the classification of the fundamental solutions depending on $x$, we obtain:

**Theorem 1.5.** Let $n$ be a positive integer. The polynomial $Q_n(x)$ is hyperbolic and the zeros are simple. The zeros are located in the half-open interval $(-6\sqrt{3}, 0]$.

**Corollary 1.6.** The polynomials $Q_n(x)$ are log-concave. Thus, $Q_n^{id}(x)$ and $Q_n^s(x)$ are unimodal. It would be interesting to analyze the position of the modes, with the growth of the coefficients of $Q_n^s(x)$.

Following Laguerre’s theorem [17] and an inversion theorem [13] relating the coefficients of $P_n^{g,1}(x)$ and $P_n^{g,\text{id}}(x)$, where $\tilde{g}(n) := ng(n)$, we obtain:

**Corollary 1.7.** Let $g(n) = n^3$. Then the polynomials $P_n^{g,\text{id}}(x)$ are hyperbolic.

From the proof of Theorem 1.5 and some extra effort, we obtain:

**Corollary 1.8.** The set of all zeros is dense in $[-6\sqrt{3}, 0]$. 
1.2. Recent work related to 4-term recursion. The hyperbolicity of polynomials satisfying a 3-term recursion is well understood. Important examples are Hermite, Laguerre, and Chebyshev polynomials. All are orthogonal. Little is known about 4-term recurrences, although Adams and Tran–Zumba \[1, 27, 28] made some progress. They studied sequences of polynomials \( \{ P_m(x) \}_m \) satisfying

\[
P_m(x) + C(x) P_{m-1}(x) + B(x) P_{m-2}(x) + A(x) P_{m-3}(x) = 0,
\]

where the coefficients \( A(x), B(x), C(x) \) are certain linear polynomials in \( x \). They provided necessary and sufficient conditions for the hyperbolicity of \( P_m(x) \). In some cases they also proved density results. In \[1, 28]\ section 5 and section 6, they proposed the problem of determining the \( A(x), B(x), C(x) \), where the polynomials \( P_m(x) \) are hyperbolic. The polynomials \( Q_n^s(x) \) studied in this paper give a partial answer to the problem proposed by Adams and Tran–Zumba.

2. Non-orthogonality of \( \{ Q_n(x) \}_n \)

In this paper we prove that \( \{ Q_n(x) \}_n \) has real and simple zeros. It is well known that orthogonal polynomials have this property. According to Favard’s theorem a system of orthogonal polynomials is characterized by three-term recursion, with certain obstructions on the coefficients. In this section we prove that \( \{ Q_n(x) \}_n \) does not satisfy a three-term recursion with Favard’s restrictions. Thus, they are not orthogonal and the hyperbolicity has to be proven differently. We prove a more general theorem on non-orthogonality of \( \{ P_n^{g,1}(x) \}_n \) and apply it to \( g(n) = s(n) = n^2 \).

**Theorem 2.1.** The \( P_n^{g,1}(x) \) do not constitute a sequence of orthogonal polynomials if \( (g(2))^3 - 2g(2)g(3) + g(4) \neq 0 \).

**Proof.** We can obtain the highest coefficients of \( P_n^{g,1}(x) \) from \[12\] (Theorem 1) as follows:

\[
A_{n,n}^{g,1} = 1, \quad n \geq 0,
\]

\[
A_{n,n-1}^{g,1} = g(2)(n-1), \quad n \geq 1,
\]

\[
A_{n,n-2}^{g,1} = (g(2))^2 \binom{n-2}{2} + g(3)(n-2), \quad n \geq 2,
\]

\[
A_{n,n-3}^{g,1} = (g(2))^3 \binom{n-3}{3} + 2g(2)g(3)\binom{n-3}{2} + g(4)(n-3), \quad n \geq 3.
\]

The binomial coefficients \( \binom{n}{k} \) are 0 if \( n < k \).
We obtain
\[ P^{g,1}_{n+1}(x) - xP^{g,1}_n(x) = \sum_{k=1}^{n} (A^{g,1}_{n+1,k} - A^{g,1}_{n,k-1}) x^k \]
where the leading coefficients have canceled. For \( k = n, n-1, n-2 \) we obtain
\[
\begin{align*}
A^{g,1}_{n+1,n} - A^{g,1}_{n,n-1} &= g(2), \\
A^{g,1}_{n+1,n-1} - A^{g,1}_{n,n-2} &= (g(2))^2 (n - 2) + g(3), \\
A^{g,1}_{n+1,n-2} - A^{g,1}_{n,n-3} &= (g(2))^3 \left(\frac{n - 3}{2}\right) + 2g(2) g(3) (n - 3) + g(4).
\end{align*}
\]
From (2.1) we obtain that the coefficient of \( x^n \) of
\[ P^{g,1}_{n+1}(x) - xP^{g,1}_n(x) - g(2) P^{g,1}_n(x) \]
is 0. Since the degree of \( P^{g,1}_n(x) \) is \( n \) the coefficient of \( x^{n+1} \) remains 0.

For the coefficients of \( x^{n-1} \) and \( x^{n-2} \) we obtain
\[
\begin{align*}
A^{g,1}_{n+1,n-1} - A^{g,1}_{n,n-2} - g(2) A^{g,1}_{n,n-1} &= - (g(2))^2 + g(3), \\
A^{g,1}_{n+1,n-2} - A^{g,1}_{n,n-3} - g(2) A^{g,1}_{n,n-2} &= - (g(2))^3 (n - 3) + g(2) g(3) (n - 4) + g(4).
\end{align*}
\]
Going back we can observe that the coefficient of \( x^{n-1} \) of
\[ P^{g,1}_{n+1}(x) - xP^{g,1}_n(x) - g(2) P^{g,1}_n(x) - (g(3) - (g(2))^2) P^{g,1}_{n-1}(x) \]
is 0. For \( x^{n-2} \) we obtain
\[
\begin{align*}
A^{g,1}_{n+1,n-2} - A^{g,1}_{n,n-3} - g(2) A^{g,1}_{n,n-2} - (g(3) - (g(2))^2) A^{g,1}_{n-1,n-2} &= (g(2))^3 - 2g(2) g(3) + g(4).
\end{align*}
\]
This means that the polynomial
\[ P^{g,1}_{n+1}(x) - xP^{g,1}_n(x) - g(2) P^{g,1}_n(x) - (g(3) - (g(2))^2) P^{g,1}_{n-1}(x) \]
can only be 0 if \((g(2))^3 - 2g(2) g(3) + g(4) = 0\).

This implies:

**Corollary 2.2.** \( Q_n(x) \) does not constitute a sequence of orthogonal polynomials.

**Proof of Theorem 1.4.** In [15] we have shown that we can obtain a four-term recurrence relation \( Q_n(x) = (x + 3) Q_{n-1}(x) + (x - 3) Q_{n-2}(x) + Q_{n-3}(x) \) for \( n \geq 4 \) with initial conditions \( Q_1(x) = x, Q_2(x) = x^2 + 4x, \) and \( Q_3(x) = x^3 + 8x^2 + 9x. \)
Corollary 2.2 implies that this cannot be reduced to a three-term recursion satisfying Favard’s restrictions. Thus, by Favard’s theorem, \( \{Q_n(x)\}_n \) is not a system of orthogonal polynomials.

\[ \square \]

3. On the fundamental roots of \( \{Q_n(x)\}_n \)

The characteristic equation of (1.3) is given by

\[
\lambda^3 - (x + 3) \lambda^2 - (x - 3) \lambda - 1 = 0.
\]

The discriminant is \( D = D(x) = x^4 - 108x^2 \). For \( x < -6\sqrt{3} \) we have shown ([15], Lemma 5.1) that there are three real fundamental roots of (3.1) which satisfy

\[ \lambda_1 < -2 - \sqrt{3} < \lambda_2 < -1, \quad 0 < \lambda_3 < 1. \]

From [15] (proof of Theorem 5.2) we can see that

\[ Q_n(x) = \left( b_1 \lambda_1^{n-1} + b_2 \lambda_2^{n-1} + b_3 \lambda_3^{n-1} \right) x \]

for \( n \geq 1 \) for some \( b_1, b_2, b_3 \neq 0 \) depending on \( x \). Therefore, we have

\[
\lim_{n \to \infty} \sqrt[(-1)^n Q_n(x)} = -\lambda_1 = -\lambda_1(x).
\]

We obtain from [15] (proof of Theorem 5.2) that

\[
b_m = \frac{(\lambda_m^2 + \lambda_m)^2}{(\lambda_m - 1)^2 (\lambda_m^2 + 4\lambda_m + 1)}.
\]

Note that this is independent from the condition \(-6\sqrt{3} < x < 0\). Let \( c_m = \frac{x b_m}{\lambda_m} = \frac{\lambda_3^{2n} - 1}{\lambda_m^2 + 4\lambda_m + 1} \), then

\[
Q_n(x) = c_1 \lambda_1^n + c_2 \lambda_2^n + c_3 \lambda_3^n
\]

for \( n \geq 1 \). We also denote by \( \lambda_3 : \mathbb{R} \to \mathbb{R}_{>0} \) the unique positive real solution of (3.1).

Lemma 3.1. For \(-6\sqrt{3} < x < 0\) there is a single real solution \( 7 - 4\sqrt{3} < \lambda_3 < 1 \) of (3.1) and \( \lambda_3 \mapsto x \) is a diffeomorphism.

Proof. For \( \lambda_- = -2 - \sqrt{3} \) we have seen in [15] (proof of Lemma 5.1) that there is a local maximal point of \( x = \frac{(\lambda_- - 1)^3}{\lambda_- + \lambda} \). It can also be observed that at \( \lambda_+ = -2 + \sqrt{3} \) there is a local minimal point and that for \(-6\sqrt{3} < x < 6\sqrt{3} \) there is only one real \( 7 - 4\sqrt{3} < \lambda_3 < 7 + 4\sqrt{3} \) that solves (3.1). Let \(-6\sqrt{3} < x < 0\), then \( 7 - 4\sqrt{3} < \lambda_3 < 1 \) and \( \frac{\partial x}{\partial \lambda} > 0 \) (for the last see again [15], proof of Lemma 5.1). Therefore, there is a continuous and even differentiable inverse \( x \mapsto \lambda_3 \).
Proposition 3.2. Let \( 7 - 4\sqrt{3} < \lambda_3 < 1 \). Then the corresponding two other solutions of (3.1) can be described, depending on \( \lambda_3 \) as \( \lambda_1 = \mu + iv \) and \( \lambda_2 = \mu - iv \) with

\[
\begin{align*}
\mu &= \mu (\lambda_3) = -\frac{1}{2} \frac{\lambda_3^2 - 6\lambda_3 + 1}{\lambda_3^2 + \lambda_3}, \\
\nu &= \nu (\lambda_3) = \frac{1}{2} \sqrt{-\lambda_3^2 + 14\lambda_3 - 1} \frac{1 - \lambda_3}{\lambda_3^2 + \lambda_3}. 
\end{align*}
\]

Proof. Let \( \lambda_1 = \mu + iv \) with \( \mu, v \in \mathbb{R} \). Let \( 7 - 4\sqrt{3} \leq \lambda_3 \leq 7 + 4\sqrt{3} \). Then

\[
3 + x = \lambda_1 + \lambda_2 + \lambda_3 = 2\mu + \lambda_3 \text{ and therefore}
\]

\[
\mu = \mu (\lambda_3) = \frac{1}{2} (3 + x - \lambda_3) = -\frac{1}{2} \frac{\lambda_3^2 - 6\lambda_3 + 1}{\lambda_3^2 + \lambda_3}.
\]

Since \( 1 = \lambda_1\lambda_2\lambda_3 = (\mu^2 + v^2) \lambda_3 \) we obtain

\[
\nu = \nu (\lambda_3) = \sqrt{\frac{1}{\lambda_3} - (\mu (\lambda_3))^2} = \frac{1}{2} \sqrt{-\lambda_3^2 + 14\lambda_3 - 1} \frac{1 - \lambda_3}{\lambda_3^2 + \lambda_3}.
\]

\[\Box\]

Proposition 3.3. Let \( 7 - 4\sqrt{3} < \lambda_3 < 1 \). Then the corresponding \( c_1 = \frac{\lambda_3^2 - 1}{\lambda_3^4 + 4\lambda_1 + 1} \) can be described as

\[
(3.6) \quad c_1 = c_1 (\lambda_3) = \frac{1 - \lambda_3^2}{2 (\lambda_3^2 + 4\lambda_3 + 1)} + i \frac{(1 - \lambda_3) (\lambda_3^2 + 10\lambda_3 + 1)}{2 (\lambda_3^2 + 4\lambda_3 + 1) \sqrt{-\lambda_3^2 + 14\lambda_3 - 1}}.
\]

The real and imaginary parts are positive.

Proof. We have \( c_1 = \frac{(\lambda_3^2 - 1)(\lambda_3^2 + 4\lambda_3 + 1)}{|\lambda_3^2 + 4\lambda_1 + 1|^2} \) and as \( \text{Im} (\lambda_1^2) = 2\mu v \) with numerator

\[
|\lambda_1|^4 + 2i \text{Im} (\lambda_1^2) + 4 (|\lambda_1^2| \lambda_1 - \overline{\lambda_1}) - 1
\]

\[
= (|\lambda_1|^2 + 4\mu + 1) (|\lambda_1^2| - 1) + 4i (\mu + |\lambda_1^2| + 1) v.
\]

Using \( \lambda_1\lambda_2\lambda_3 = 1 \) and \( \lambda_2 = \overline{\lambda_1} \), we obtain \( \frac{1}{\lambda_3} + 4\mu + 1 = \frac{-\lambda_3^2 + 14\lambda_3 - 1}{\lambda_3^2 + \lambda_3} > 0 \) and \( \mu + \frac{1}{\lambda_3} + 1 = \frac{\lambda_3^2 + 10\lambda_3 + 1}{2 (\lambda_3^2 + \lambda_3)} > 0 \). Now \( \text{Re} (\lambda_1^2) = \mu^2 - v^2 = \frac{\lambda_3^4 - 14\lambda_3^2 + 34\lambda_3 - 14}{2 (\lambda_3^2 + \lambda_3)^2} \). Therefore,

\[
|\lambda_1^2 + 4\lambda_1 + 1|^2 = (\mu^2 - v^2 + 4\mu + 1)^2 + (2\mu + 4)^2 v^2
\]

\[
= \frac{2 (-\lambda_3^2 + 14\lambda_3 - 1) (\lambda_3^2 + 4\lambda_3 + 1)}{(\lambda_3^2 + \lambda_3)^2}.
\]
From this we obtain

\[
\begin{align*}
\text{Re} (c_1) & = \frac{1 - \lambda_3^2}{2 (\lambda_3^2 + 4 \lambda_3 + 1)} > 0, \\
\text{Im} (c_1) & = \frac{(1 - \lambda_3) (\lambda_3^2 + 10 \lambda_3 + 1)}{2 (\lambda_3^2 + 4 \lambda_3 + 1) \sqrt{-\lambda_3^2 + 14 \lambda_3 - 1}} > 0.
\end{align*}
\]

\[\square\]

**Corollary 3.4.** Let \(7 - 4 \sqrt{3} < \lambda_3 < 1\). Then

\[
|c_1| = \sqrt{\frac{8 (\lambda_3 - 1)^2 \lambda_3}{(-\lambda_3^2 + 14 \lambda_3 - 1) (\lambda_3^2 + 4 \lambda_3 + 1)}},
\]

and

\[(3.7) \quad |c_1| > |c_3|.
\]

**Proof.** Using (3.6) we obtain

\[
|c_1|^2 = \frac{8 (\lambda_3 - 1)^2 \lambda_3}{(-\lambda_3^2 + 14 \lambda_3 - 1) (\lambda_3^2 + 4 \lambda_3 + 1)}
\]

and

\[
|c_1|^2 - |c_3|^2 = \frac{(\lambda_3 - 1)^6}{(\lambda_3^2 + 14 \lambda_3 - 1) (\lambda_3^2 + 4 \lambda_3 + 1)^2} > 0 \text{ for } 7 - 4 \sqrt{3} < \lambda_3 < 1.
\]

\[\square\]

**Proposition 3.5.** Let \(7 - 4 \sqrt{3} < \lambda_3 < 1\). Then in the polar decompositions \(\lambda_1 = re^{i\vartheta}\) and \(c_1 = se^{i\omega}\) holds \(\vartheta = \vartheta (\lambda_3) = \arccot \left( \frac{\mu}{\nu} \right) = \arccot \left( \frac{\lambda_3^2 - 6 \lambda_3 + 1}{(\lambda_3 - 1) \sqrt{-\lambda_3^2 + 14 \lambda_3 - 1}} \right)\) and \(\omega = \omega (\lambda_3) = \arccot \left( \frac{(\lambda_3 + 1) \sqrt{-\lambda_3^2 + 14 \lambda_3 - 1}}{\lambda_3^2 + 10 \lambda_3 + 1} \right)\). Both are strictly decreasing functions of \(\lambda_3\).

**Proof.** From (3.4) and (3.5) we obtain \(\cot (\vartheta) = \frac{\mu}{\nu} = \frac{\lambda_3^2 - 6 \lambda_3 + 1}{(\lambda_3 - 1) \sqrt{-\lambda_3^2 + 14 \lambda_3 - 1}}\). Further,

\[
\frac{\partial}{\partial \lambda_3} \mu = \frac{\lambda_3^2 - 2 \lambda_3 + 5}{(\lambda_3 - 1)^2 \sqrt{-\lambda_3^2 + 14 \lambda_3 - 1}} - \frac{(\lambda_3^2 - 6 \lambda_3 + 1)(-2 \lambda_3 + 14)}{2 (\lambda_3 - 1) (-\lambda_3^2 + 14 \lambda_3 - 1)^{3/2}} = \frac{2 (\lambda_3 + 1) (\lambda_3^2 + 10 \lambda_3 + 1)}{(\lambda_3 - 1)^2 (-\lambda_3^2 + 14 \lambda_3 - 1)^{3/2}} > 0.
\]

Therefore, \(\frac{\mu}{\nu}\) is monotonically increasing in \(\lambda_3\).

We have \(\frac{\text{Re}(c_1)}{\text{Im}(c_1)} = \frac{(\lambda_3 + 1) \sqrt{-\lambda_3^2 + 14 \lambda_3 - 1}}{\lambda_3^2 + 10 \lambda_3 + 1}\). Deriving we obtain

\[
\frac{\partial}{\partial \lambda_3} \frac{\text{Re} (c_1)}{\text{Im} (c_1)} = \frac{16 (1 - \lambda_3)^3}{(\lambda_3^2 + 10 \lambda_3 + 1)^2 \sqrt{-\lambda_3^2 + 14 \lambda_3 - 1}} > 0
\]
for $7 - 4\sqrt{3} < \lambda_3 < 1$. \qed

4. **Proof of Theorem 1.5, Corollary 1.7, and Corollary 1.8**

4.1. **Proof of Theorem 1.5.** The simplified representation (3.3) shows for $n \geq 1$ with $\mu$ and $\nu$ from (3.4) and (3.5), resp., and (3.6) that $Q_n(x) = c_1(\mu + i\nu)^n + c_2(\mu - i\nu)^n + c_3\lambda_3^n$.

Let $7 - 4\sqrt{3} < \lambda_3 < 1$. There is $0 < \vartheta < \pi$ and $r = \frac{1}{\sqrt{\lambda_3}}$, such that $\lambda_1 = \mu + i\nu = re^{i\vartheta}$ and $\lambda_2 = re^{-i\vartheta}$ as $\lambda_2 = \overline{\lambda_1}$. Then $c_1\lambda_1^n + c_2\lambda_2^n = 2\text{Re}(c_1\lambda_1^n)$. If $c_1 = se^{i\omega}$ then $0 < \omega < \pi$, $s = |c_1| > 0$, and $2\text{Re}(c_1\lambda_1^n) = 2r^n s \cos(\omega + n\vartheta)$. Therefore, $Q_n(x) = 2r^n s \cos(\omega + n\vartheta) + c_3\lambda_3^n$.

We have the following continuous functions of $\lambda_3$: \( \vartheta = \arccot \left( \frac{\omega}{\mu} \right) \) and \( \omega = \arccot \left( \frac{\text{Re}(c_1)}{\text{Im}(c_1)} \right) \). They are both strictly decreasing, with $0 < \omega < \frac{\pi}{2}$ and surjectively $0 < \vartheta < \pi$. If $n$ is fixed, then $\lambda_3 \mapsto \omega + n\vartheta$ is a continuous function of $\lambda_3$ with $\omega + n\vartheta > n\pi$ for $\lambda_3 > 7 - 4\sqrt{3}$ and $\omega + n\vartheta < \frac{\pi}{2}$ for $\lambda_3 < 1$. In this way we can obtain $0 < \omega_{n,k} < \frac{\pi}{2}$ and $0 < \vartheta_{n,k} < \pi$, such that

\[
\omega_{n,k} + n\vartheta_{n,k} = k\pi
\]

for $1 \leq k \leq n$ which by monotonicity uniquely correspond to values $\lambda_{3,n,k}$ and the associated values of $c_{1,n,k}$ and $\lambda_{1,n,k}$. Therefore, $\text{Re}(c_{1,n,k}\lambda_{1,n,k}^n) = (-1)^k r^n s$. Since \( r = |\lambda_1| = \frac{1}{\sqrt{\lambda_3}} > \lambda_3 \) and $s = |c_1| > |c_3|$ by (3.7) the sign of $Q_n(x)$ in the range $-6\sqrt{3} < x < 0$ is determined by $\text{Re}(c_1\lambda_1^n)$.

We have shown, that on $-6\sqrt{3} < x < 0$ there are $n - 1$ changes of sign of $Q_n(x)$ which imply by continuity $n - 1$ real zeros. The last one is located at $x = 0$.

4.2. **Proof of Corollary 1.8.** We order the zeros $\bar{x}_{n,k}$ of $Q_n(x)$:

\[
-6\sqrt{3} < \bar{x}_{n,n} < \bar{x}_{n,n-1} < \ldots < \bar{x}_{n,1} = 0.
\]

We show first that the limits of the interval are limits of $\bar{x}_{n,n}$ and $\bar{x}_{n,2}$, resp. For $-6\sqrt{3}$ we know that there are $\omega_{n,n-1} < \bar{\omega}_{n,n} < \omega_{n,n}$ and $\vartheta_{n,n-1} < \bar{\vartheta}_{n,n} < \vartheta_{n,n}$ that correspond to the zero $\bar{x}_{n,n}$ of $Q_n(x)$. Since $\omega_{n,n-1} + n\vartheta_{n,n-1} = (n-1)\pi$ and $0 < \omega_{n,n-1} < \frac{\pi}{2}$ we can observe that $\vartheta_{n,n-1} = \pi - \frac{\pi + \omega_{n,n-1}}{n} \rightarrow \pi$. As $\vartheta$ is strictly decreasing in $\lambda_3$ and surjective we obtain $x_{n,n} \rightarrow -6\sqrt{3}$. Similarly, there are $\omega_{n,1} < \bar{\omega}_{n,2} < \omega_{n,2}$ and $\vartheta_{n,1} < \bar{\vartheta}_{n,2} < \vartheta_{n,2}$ that correspond to the zero $\bar{x}_{n,2}$ of $Q_n(x)$. Again, we can observe from $\omega_{n,2} + n\vartheta_{n,2} = 2\pi$ that $\lim_{n \rightarrow \infty} \bar{\vartheta}_{n,2} = \lim_{n \rightarrow \infty} \frac{2\pi - \omega_{n,2}}{n} = 0$. Since $\bar{\omega}_{n,2} < \vartheta_{n,2}$ the same holds for $\bar{\omega}_{n,2}$ and therefore, $\bar{x}_{n,2} \rightarrow 0$.

Let now $-6\sqrt{3} < x < 0$. We know that there are unique $0 < \omega < \frac{\pi}{2}$ and $0 < \vartheta < \pi$ corresponding to $x$. Since $\bar{x}_{n,n} \rightarrow -6\sqrt{3}$ and $\bar{x}_{n,2} \rightarrow 0$, we obtain
that for all $n$ large enough there are $2 \leq k_n \leq n$, such that $\omega_{n,k_n-1} \leq \omega \leq \omega_{n,k_n}$ and $\vartheta_{n,k_n-1} \leq \vartheta \leq \vartheta_{n,k_n}$. By passing to a subsequence we can assume that $k_n/n$ converges. Since $\omega_{n,k_n} + n\vartheta_{n,k_n} = k_n\pi$ we obtain that $\vartheta_{n,k_n} = \pi k_n/n - \omega_{n,k_n}/n$ converges and the limit has to be $\geq \vartheta$. Similarly $\vartheta_{n,k_n-1}$ converges to the same limit but this time we know that the limit must be $\leq \vartheta$. Let $\omega_{n,k_n-1} < \omega_{n,k} < \omega_{n,k_n}$ and $\vartheta_{n,k_n-1} < \vartheta_{n,k} < \vartheta_{n,k_n}$ be corresponding to the zeros $\bar{x}_{n,k}$. Then also $\vartheta_{n,k_n}$ converges to the same limit $\vartheta$. This implies that $\bar{x}_{n,k_n}$ converges and the limit has to be $x$.

4.3. **Proof of Corollary [1.7]** From Theorem [1.5] we know that the polynomial $P_n^{s,1}(x)$ has only real zeros. Laguerre [17] showed that then also the polynomial with the coefficients $\frac{1}{M} A_n^{s,1}$ has only real zeros. In [13] we showed that the coefficients of $P_n^{q,id}(x)$ are $A_n^{q,id} = \frac{1}{M} A_n^{s,1}$. Therefore, also $P_n^{q,id}(x)$ has only real zeros.

5. **Distribution of the zeros in the limit: proof of Theorem 1.2**

Let now $x_{n,k} = -\bar{x}_{n,k}$ for $1 \leq k \leq n$ denote the zeros of $Q_n(-x)$ and $M_m = \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} x_{n,k}^m$ for $m \geq 0$ if it exists. The information about the $M_m$ for $m \geq 1$ can be obtained in the following way ($M_0 = 1$). Note that we are studying $(-1)^n Q_n(-x) = c_1 (-\lambda_1)^n + c_2 (-\lambda_2)^n + c_3 (-\lambda_3)^n$. Let $\lambda = \hat{\lambda}(x) = -\lambda_1 (-x)$.

Similar to [7] (III.9) we obtain:

**Proposition 5.1.** Let $\ln \left( \frac{1}{x} \right) = -\sum_{m=1}^{\infty} L_m \frac{x^{-m}}{m}$ for $|x| > \rho$ for some $\rho > 0$, then $L_m = \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} x_{n,k}^m = M_m$.

**Proof.** We have $(-1)^n Q_n(-x) = \prod_{k=1}^{n} (x - x_{n,k}) = x^n \prod_{k=1}^{n} \left( 1 - \frac{x_{n,k}}{x} \right)$. From (3.2) we obtain by continuity

\begin{equation}
\ln \left( \frac{\hat{\lambda}}{x} \right) = \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \ln \left( 1 - \frac{x_{n,k}}{x} \right)
\end{equation}

By [15] (Theorem 7.1) we know that there is a $\kappa > 0$ independent from $n$ such that $|x_{n,k}| \leq \kappa$ for all $1 \leq k \leq n$. Therefore we can expand the logarithm in (5.1) as a series and obtain

\begin{equation}
\ln \left( \frac{\hat{\lambda}}{x} \right) = - \lim_{n \to \infty} \sum_{m=1}^{\infty} \frac{1}{n} \sum_{k=1}^{n} x_{n,k}^m \frac{x^{-m}}{m}.
\end{equation}

Again with [15] (Theorem 7.1) we obtain $|\frac{1}{n} \sum_{k=1}^{n} x_{n,k}^m| \leq \kappa^m$. Therefore the series $\sum_{m=1}^{\infty} \left( \frac{1}{n} \sum_{k=1}^{n} x_{n,k}^m \frac{x^{-m}}{m} \right)$ is bounded by the series $\sum_{m=1}^{\infty} \frac{1}{m} \left( \frac{\rho}{\kappa} \right)^m$ which is uniformly convergent for $|x| \geq \rho$ and any $\rho > \kappa$. Therefore we can interchange in (5.2) the limit and the infinite sum and obtain the result. $\square$
Since we want to study the expansion at $\infty$, let $\tilde{x} = -x^{-1}$ and $\tilde{\lambda} = -\lambda^{-1}$ (encoding also the transition from $x$ to $-x$ and $\lambda$ to $-\lambda$ in the original equation). From (3.1) we then obtain

$$\left(1 + \tilde{\lambda}\right)^3 - \left(\tilde{\lambda} - \tilde{\lambda}^2\right)(-x) = 0.$$ 

Therefore, we have

$$(5.3) \quad \tilde{x} = \frac{\tilde{\lambda} - \tilde{\lambda}^2}{(1 + \tilde{\lambda})^3}.$$ 

Proposition 5.2. For some $\rho > 0$ and all $|x| > \rho$

$$\ln (\lambda/x) = -\sum_{n=1}^{\infty} \left(\sum_{k=0}^{n} \binom{3n}{k} \left(\frac{2n - 1 - k}{n - 1}\right)\right) \frac{(-x)^{-n}}{n}.$$ 

Proof. We have $\tilde{\lambda} = \tilde{x} \frac{(1 + \tilde{\lambda})^3}{1 - \tilde{\lambda}}$. Let $\Phi(\tilde{\lambda}) = \left(1 + \tilde{\lambda}\right)^3 \sum_{n=0}^{\infty} \tilde{\lambda}^n$ be the series expansion of $\frac{(1 + \tilde{\lambda})^3}{1 - \tilde{\lambda}}$. We now apply the Lagrange–Bürmann formula in the following way. (See e. g. [10] (eq. 2.1.1) for a very good introduction and for a reference to Bürmann e. g. [16], Section 1.9.) In its general form it says that for an analytic function $\Psi$ we have that the $n$th coefficient of the expansion of $\Psi(\tilde{\lambda})$ in $\tilde{x}$ is equal to the $n - 1$st coefficient of $\frac{1}{n} \Psi'(\tilde{\lambda}) \left(\Phi(\tilde{\lambda})\right)^n$. Applied to the present case we can obtain the $n$th coefficient of $\Psi(\tilde{\lambda}) = \ln \left(\frac{\lambda}{\tilde{x}}\right) = \ln \left(\Phi(\tilde{\lambda})\right)$ as the $n - 1$st coefficient of $\frac{1}{n} \Psi'(\tilde{\lambda}) \left(\Phi(\tilde{\lambda})\right)^n = \frac{1}{n} \Phi'(\tilde{\lambda}) \left(\Phi(\tilde{\lambda})\right)^{n-1}$. But passing to the anti-derivative this is equal to the $n$th coefficient of $\frac{1}{n} \left(\Phi(\tilde{\lambda})\right)^n$. Since

$$\frac{(1 + \tilde{\lambda})^{3n}}{(1 - \tilde{\lambda})^n} = \sum_{k=0}^{3n} \binom{3n}{k} \tilde{\lambda}^k \sum_{j=0}^{\infty} \binom{j + n - 1}{n - 1} \tilde{\lambda}^j,$$

this yields $L_n = \sum_{k=0}^{3n} \binom{3n}{k} (2n-1-k)$. □

Corollary 5.3. For $m \geq 1$ we obtain

$$L_m = 4^m \binom{3m/2 - 1/2}{m}.$$ 

Proof. This follows from [9] (page 4 and Theorem 3). □

Proposition 5.4. Let $\varepsilon > 0$, $0 \leq a < b \leq 6\sqrt{3}$, and $\chi$ the characteristic function of $[a,b]$. Then there are polynomials $R(x)$ and $S(x)$, such that

$$(5.4) \quad R(x) \leq \chi(x) \leq S(x) \quad (0 \leq x \leq 6\sqrt{3})$$
and

\[ (5.5) \int_0^{6\sqrt{3}} (S(x) - R(x)) v(x) \, dx < \varepsilon. \]

Proof. Let \( a_- < a < a_+ < b_- < b < b_+ \) (if \( a = 0 \) or \( b = 6\sqrt{3} \) we can choose \( a_- = 0 \) or \( b_+ = 6\sqrt{3} \), resp.) such that

\[
\int_{a_-}^{a} v(x) \, dx, \int_{a}^{a_+} v(x) \, dx, \int_{b_-}^{b} v(x) \, dx, \int_{b}^{b_+} v(x) \, dx < \frac{\varepsilon}{8}.
\]

There then exist continuous functions \( \varphi, \psi : [0, 6\sqrt{3}] \to \mathbb{R} \) such that 
\( \chi(x) - 1 \leq \varphi(x) \leq \chi(x) \leq \psi(x) \leq \chi(x) + 1 \), \( \varphi(x) = 0 \) for \( 0 \leq x \leq a \) and \( b \leq x \leq 6\sqrt{3} \), \( \varphi(x) = 1 \) for \( a_+ \leq x \leq b_- \), \( \psi(x) = 0 \) for \( 0 \leq x \leq a_- \) and \( b_+ \leq x \leq 6\sqrt{3} \), and \( \psi(x) = 1 \) for \( a \leq x \leq b \). Since \([0, 6\sqrt{3}]\) is compact and \( \varphi, \psi \) are continuous by the Stone–Weierstrass theorem there are polynomials \( \tilde{R}(x) \) and \( \tilde{S}(x) \) which uniformly approximate \( \varphi \) and \( \psi \), resp. In particular such that 
\( \left| \varphi(x) - R(x) \right| < \frac{\varepsilon}{8} \) and \( \left| \tilde{S}(x) - \psi(x) \right| < \frac{\varepsilon}{8} \). Let \( R(x) = \tilde{R}(x) - \frac{\varepsilon}{8} \) and \( S(x) = \tilde{S}(x) + \frac{\varepsilon}{8} \). Then \( \varphi(x) - \frac{\varepsilon}{4} < R(x) < \varphi(x) \) and \( \psi(x) < S(x) < \psi(x) + \frac{\varepsilon}{4} \). Therefore,

\[
\int_0^{6\sqrt{3}} (S(x) - R(x)) v(x) \, dx
\leq \int_0^{6\sqrt{3}} (S(x) - \psi(x)) v(x) \, dx + \int_0^{6\sqrt{3}} (\psi(x) - \chi(x)) v(x) \, dx
+ \int_0^{6\sqrt{3}} (\chi(x) - \varphi(x)) v(x) \, dx + \int_0^{6\sqrt{3}} (\varphi(x) - R(x)) v(x) \, dx
< \frac{\varepsilon}{4} + \int_{a_-}^{a} v(x) \, dx + \int_{b_-}^{b} v(x) \, dx + \int_{a}^{a_+} v(x) \, dx + \int_{b}^{b_+} v(x) \, dx + \frac{\varepsilon}{4}
< \frac{\varepsilon}{2} + \frac{4\varepsilon}{8} = \varepsilon.
\]

5.1. Final steps for the proof of Theorem 1.2. It follows from Theorem 1.1 (20) that for a polynomial \( T(x) \) holds that

\[ (5.6) \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} T(x_{n,k}) = \int_0^{6\sqrt{3}} T(x) v(x) \, dx. \]
Let $R(x)$ and $S(x)$ be chosen such that (5.4) and (5.5) are satisfied. Then
\begin{equation}
(5.7) \quad \int_{a}^{b} v(x) \, dx - \varepsilon < \int_{a}^{b} R(x)v(x) \, dx \leq \int_{a}^{b} S(x)v(x) \, dx < \int_{a}^{b} v(x) \, dx + \varepsilon.
\end{equation}

It follows from (5.4), (5.6), and (5.7) that
\begin{align*}
\int_{a}^{b} v(x) \, dx - \varepsilon &\leq \int_{a}^{b} R(x)v(x) \, dx = \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} R(x_{n,k}) \\
&\leq \liminf_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \chi(x_{n,k}) \leq \limsup_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \chi(x_{n,k}) \leq \lim_{n \to \infty} S(x_{n,k}) \\
&= \int_{a}^{b} S(x)v(x) \, dx \leq \int_{a}^{b} v(x) \, dx + \varepsilon.
\end{align*}

5.2. Proof of Theorem 1.3. It can be seen from [20], that we have $v(x) = v_{3/2,-1/2}(x/4)/4$ for a certain density function, which can be given as
\begin{align*}
v_{3/2,-1/2}(x) &= \left(1 + \sqrt{1 - z}\right)^{2/3} \frac{2}{3\pi \sqrt{3(1 - z)}} z^{-1/3} + \left(1 + \sqrt{1 - z}\right)^{-2/3} \frac{2}{3\pi \sqrt{3(1 - z)}} z^{1/3} \\
\text{with } z &= 4x^2/27, \quad 0 < x < \sqrt{\frac{27}{4}}.
\end{align*}

Then
\begin{align*}
\int v(x) \, dx &= \int v_{3/2,-1/2}(x/4)/4 \, dx,
\end{align*}

which is equal to
\begin{align*}
\int \left(\frac{1}{12\pi \sqrt{3(1 - z)}} \left(\frac{x^2}{108}\right)^{2/3} - \frac{1}{12\pi \sqrt{3(1 - z)}} \left(\frac{x^2}{108}\right)^{-2/3}\right) \, dx.
\end{align*}

We substitute $x = \sqrt{108(1-u^2)}$. Then $\frac{dx}{du} = -\frac{108u}{\sqrt{108(1-u^2)}}$ and we obtain
\begin{align*}
\int v(x) \, dx &= - \int \left(\frac{(1+u)^{2/3}}{12\pi \sqrt{3u}} (1 - u^2)^{-1/3} + \frac{(1+u)^{-2/3}}{12\pi \sqrt{3u}} (1 - u^2)^{1/3}\right) \frac{108u}{\sqrt{108(1-u^2)}} \, du \\
&= - \frac{1}{2\pi} \int \left(\left(\frac{1}{1-u}\right)^{1/3} + \left(\frac{1}{1+u}\right)^{1/3}\right) \frac{1}{\sqrt{1-u^2}} \, dx.
\end{align*}
Now we substitute $u = \frac{1-w}{1+w}$ and obtain $\frac{du}{dw} = -\frac{2}{(1+w)^2}$ and 
\[ \int v(x) \, dx = \frac{1}{2\pi} \int \frac{w^{-1/6} + w^{-5/6}}{(1+w)^2} \, dw. \]

Further, we substitute $w = z^6$. Then $\frac{dw}{dz} = 6z^5$ and we obtain 
\[ \int v(x) \, dx = \frac{3}{\pi} \int \frac{1+z^4}{1+z^6} \, dz \]
\[ = \frac{1}{\pi} \left( 2 \arctan(z) + \arctan\left(2z - \sqrt{3}\right) + \arctan\left(2z + \sqrt{3}\right) \right). \]

This we can show by deriving 
\[ \frac{d}{dz} \left( 2 \arctan(z) + \arctan\left(2z - \sqrt{3}\right) + \arctan\left(2z + \sqrt{3}\right) \right) \]
\[ = \frac{2}{1+z^2} + \frac{2}{4 - 4\sqrt{3}z + 4z^2} + \frac{2}{4 + 4\sqrt{3}z + 4z^2} \]
\[ = \frac{2}{1+z^2} + \frac{1+z^2}{1-z^2+z^4} = \frac{3}{1+z^6}. \]

Re-substituting, we obtain $z = \sqrt[6]{\frac{1-\sqrt{1-x^2}/108}{1+\sqrt{1-x^2}/108}}$.

References

[1] R. Adams: On hyperbolic polynomials with four-term recurrence and linear coefficients. Calcolo 57 no. 22 (2020), https://doi.org/10.1007/s10092-020-00373-7.
[2] B. Berndt, P. Bialek: On the power series coefficients of certain quotients of Eisenstein series. Trans. American Math. Society 357 no. 11 (2005), 4379–4412.
[3] K. Bringmann, B. Kane: Ramanujan and coefficients of meromorphic modular forms. J. Math. Pures Appl. 107 (2017), 100–122.
[4] T. Chihara: An Introduction to Orthogonal Polynomials. Dover Publications, INC., Mineola, New York (2011).
[5] F. D’Arcais: Développement en série. Intermédiaire Math. 20 (1913), 233–234.
[6] S. Elaydi: An Introduction to Difference Equations. Undergraduate Texts in Mathematics, Springer-Verlag, New York (2005).
[7] G. Freud: Orthogonal Polynomials. Akadémiai Kiadó/Pergamon, Budapest (1971).
[8] W. Gawronksi: On the asymptotic distribution of the zeros of Hermite, Laguerre, and Jonqui ère polynomials. Journal of Approx. Theory 50 (1987), 214–231.
[9] I. Gessel: A short proof of the Deutsch–Sagan congruence for connected noncrossing graphs. arXiv:1412.8360 [math.CO].
[10] I. Gessel: Lagrange inversion. Journal of Combinatorial Theory. Series A 144 (2016), 212–249.
[11] G. Hardy, S. Ramanujan: *On the coefficients in the expansion of certain modular functions.* Proc. R. Soc. Lond. A 95 (1918), 144–155.

[12] B. Heim, M. Neuhauser: *Formulas for coefficients of polynomials assigned to arithmetic functions.* arXiv:2010.07890 [math.NT].

[13] B. Heim, M. Neuhauser: *Horizontal and vertical log-concavity.* Res. Number Theory 7 no. 18 (2021).

[14] B. Heim, M. Neuhauser: *Asymptotic expansion of Fourier coefficients of reciprocals of Eisenstein series.* arXiv:2101.07309 [math.NT].

[15] B. Heim, M. Neuhauser, R. Tröger: *Zeros of recursively defined polynomials.* J. Difference Equ. Appl. 26 no. 4 (2020), 510–531.

[16] P. Henrici: *Applied and Computational Complex Analysis. Vol. 1: Power Series, Integration, Conformal Mapping, Location of Zeros.* Wiley–Interscience Publication, John Wiley & Sons, New York etc. (1974).

[17] E. Laguerre: *Mémoire sur la théorie des équations numériques.* J. Math. Pures Appl. (3) 9 (1883), 99–146.

[18] D. H. Lehmer: *The vanishing of Ramanujan’s \( \tau(n) \).* Duke Math. J. 14 (1947), 429–433.

[19] A. Máté, P. Nevai, W. Van Assche: *The supports of measures associated with orthogonal polynomials and the spectra of the related self-adjoint operators.* Rocky Mountain J. of Math. 21 Number 1 (1991), 501–527.

[20] W. Młotkowski, K. A. Penson: *Probability distributions with binomial moments.* Infinite Dimensional Analysis, Quantum Probability and Related Topics 17 no. 2 (2014), Id/No 1450014, 32 pp.

[21] N. Nekrasov, A. Okounkov: *Seiberg–Witten theory and random partitions.* In: P. Etingof, V. Retakh, I. M. Singer (eds.) *The unity of mathematics. In honor of the ninetieth birthday of I. M. Gelfand.* Papers from the conference held in Cambridge, MA, USA, August 31–September 4, 2003. Progr. Math. 244, Birkhäuser, Boston (2006), 525–596.

[22] P. Nevai: *Orthogonal polynomials.* Mem. Amer. Math. Soc. 213 (1979).

[23] OEIS Foundation Inc.: *The On-Line Encyclopedia of Integer Sequences.* (2021), http://oeis.org/A091527.

[24] K. Ono: *The Web of Modularity: Arithmetic of the Coefficients of Modular Forms and q-series.* CBMS Regional Conference Series in Mathematics 102, American Math. Society, Providence, RI (2004).

[25] K. Ono: *Lehmer’s conjecture on Ramanujan’s tau-function.* Journal of the Indian Math. Society Special Centenary Issue (2008), 149–163.

[26] G. Szegő: *Orthogonal Polynomials.* American Math. Society, Colloquium Publications Vol. 23, American Math. Society (1975).

[27] K. Tran, A. Zumba: *Zeros of polynomials with four-term recurrence.* Involve 11 no. 3 (2018), 501–518.

[28] K. Tran, A. Zumba: *Zeros of polynomials with four-term recurrence and linear coefficients.* The Ramanujan Journal (2020), https://doi.org/10.1007/s11139-020-00263-0.

[29] W. Van Assche: *Asymptotics for orthogonal polynomials and three-term recurrences.* in Orthogonal Polynomials (P. Nevai, Ed.), NATO ASI Series C, Vol. 294, Kluwer Academics Dordrecht (1990), 435–462.
Lehrstuhl A für Mathematik, RWTH Aachen University, 52056 Aachen, Germany
Email address: bernhard.heim@rwth-aachen.de

Kutaisi International University, Youth Avenue, Turn 5/7 Kutaisi, 4600 Georgia
Email address: markus.neuhauser@kiu.edu.ge

Lehrstuhl A für Mathematik, RWTH Aachen University, 52056 Aachen, Germany