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Abstract—In this paper, we consider an unconstrained distributed optimization problem over a network of agents, in which some agents are adversarial. We solve the problem via gradient-based distributed optimization algorithm and characterize the effect of the adversarial agents on the convergence of the algorithm to the optimal solution. The attack model considered is such that agents locally perturb their iterates before broadcasting it to neighbors; and we analyze the case in which the adversarial agents cooperate in perturbing their estimates and the case where each adversarial agent acts independently. Based on the attack model adopted in the paper, we show that the solution converges to the neighborhood of the optimal solution and depends on the magnitude of the attack (perturbation) term. The analyses presented establishes conditions under which the malicious agents have enough information to obstruct convergence to the optimal solution by the non-adversarial agents.

I. INTRODUCTION

To solve an optimization problem over a network of agents in a distributed manner, gradient-based methods alongside an agreement update step are commonly used [1] [2]. In the process, each agent iteratively updates their estimates and exchanges it with neighboring nodes. This well-studied process arrives at the optimal solution depending on certain assumptions made on the cost function being optimized and the choice of the step-size. The presence of adversarial nodes in the network who may have a different objective causes a problem and can hinder the non-adversarial agents from arriving at an optimal solution. Agents in the network may act in a malicious or adversarial way either because they are faulty, or have been compromised and are being used as stooges for an undesired goal in the network.

In typical formulations of distributed optimization problems, the objective can be considered decomposable as

$$\min_{x \in \mathbb{R}^p} f(x) = \sum_{i=1}^{n} f_i(x_i), \quad (1)$$

where $n$ is the total number of agents, $f_i(\cdot)$ is the local objective function of agent $i$, $x_i$ is the decision variable of each agent and $f(x)$ is the global objective function that is meant to be optimized. Each agent $i$ will also optimize its local objective function $f_i(x_i)$ and iteratively exchanges its decision variable $x_i$ with neighboring agents over a communication network. In the presence of malicious agents, however, the local and consensus computations are altered. In [3], for example, where an attempt is made to detect sensitive malicious insider threats.

Different approaches have been taken to solve distributed optimization problems when adversarial nodes are present. An example is the approach taken in [4] where the author uses the Fast Row-stochastic Optimization with uncoordinated Step-sizes (FROST) algorithm that does not require the nodes to compute step sizes. The authors in [4] also considers the bounds on a parameter and a gradient bounds to show the strength of the attack, though an explicit characterization of the extent to which the perturbed parameter alters and prevents convergence is not presented. Another method is the topological approach in tolerating malicious nodes shown in [5] where the author examines the conditions under which a malicious agent can be identified based on the topology and the size of the network. Some approaches to decision problems in the presence of adversaries often assume certain so-called ’trusted’ agents cannot be compromised, and use information being shared by those agents as a benchmark to identify and exclude malicious information; thus, building in resilience to their optimization algorithm [6] [7]. Similarly flavored problems have been studied in the context of state estimation where methods to identify and extract malicious information are proposed [8] [9]. Other related adversarial problems like [10] [13] explore the detection of attacks on distributed systems and protection strategies.

A. Contribution

This paper presents an analysis of the effects of malicious agents on the solution of a distributed optimization problem over a network using the gradient descent algorithm. We show how adversarial nodes can disrupt convergence to optimal solution of the network with knowledge of the average initial value of the non-malicious agents. When the communication structure amongst the agents is a complete graph, we show how cooperation enables the agents to prevent convergence to the optimal solution by perturbing their local estimates. And when the communication structure is not a complete graph, we characterize how the malicious agents can cause disruption if they have an initial value of the regular agents estimates. We show that for the agents solving the distributed optimization problem to converge to a neighborhood of the optimal solution, the distance between their average initial value and the optimal solution has to be less than the magnitude of the attack vector.

The rest of the paper follows the following structure: In Section II the optimization problem and attack model is presented. Section III summarizes the convergence analyses and main results of the paper. Numerical experiments follow in Section IV to illustrate the theoretical results. The paper ends with concluding remarks in Section V.

B. Notation

We respectively denote the set of positive and negative reals as $\mathbb{R}_+$ and $\mathbb{R}_-$. We denote a vector or matrix transpose as
for the adversarial agents such that the optimal solution to the problem is known to the rest of the network, as they allow for analysis.

II. Problem formulation and Attack Model

We consider a network comprising $n$ agents represented by an undirected graph $G = (V, E)$ where $V = 1, 2, ..., n$ is the set of nodes (agents) and $E = (i, j)$ is the set of edges. Let the neighbors of each agent $i$ be denoted by the set $N_i = \{ j : (i, j) \in E \}$. Because the graph is undirected, $(i, j) \in E$ also implies $(i, j) \in E$. The agents collectively solve the unconstrained distributed optimization problem

$$\min_{x \in \mathcal{X}} f(x) = \sum_{i=1}^n f_i(x), \quad (2)$$

where each local objective function $f_i(\cdot)$ is convex and smooth and $\mathcal{X}$ is the feasible set. To solve the optimization problem using the gradient descent method, each agent $i$ maintains a local copy $x_i \in \mathbb{R}^p$ of the decision variable $x \in \mathbb{R}^p$ and carries out a local update using their local cost function and broadcast the same to their neighbors:

$$x_i(k + 1) = x_i(k) - \alpha_i \nabla f_i(x_i(k)) + \epsilon(k), \quad (3)$$

where $\alpha_i \in \mathbb{R}_+$ is an appropriately chosen step size. It is assumed that $f_i$ is convex and differentiable, with an appropriately chosen step size $\alpha_i$, the updates in Equation (2) will converge to the optimal solution $[2]$. The problem setup considers two cases – the complete graph and the non-complete graph case. In the complete graph case, the malicious agents are assumed to know each other and coordinate to choose an attack vector. We assume the adversarial agents are not known to the rest of the network a priori. The objective of the adversarial or malicious nodes is to distort the network from reaching the true optimal solution $x^\ast$ of Problem [2]. To accomplish the malicious objective, rather than follow the update in Equation (2) the adversarial nodes perturb their local estimates with an attack vector $\epsilon \in \mathbb{R}^p$:

$$x_i(k + 1) = x_i(k) - \alpha_i \nabla f_i(x_i(k)) + \epsilon(k), \quad (4)$$

before broadcasting their estimates to neighboring agents in the network. We note that an alternative formulation is to assume a different objective function

$$\min_{\hat{x}} \hat{f}(x) \quad (5)$$

for the adversarial agents such that the optimal solution to $\hat{f}(x)$ is $x^\ast = x^\ast + \hat{\epsilon}$, where $x^\ast$ is the optimal solution to the objective function $f(x)$. We assume the adversarial agents carefully pick values of $\epsilon$ by which to perturb their local estimates so that they remain undetected; and the non-adversarial nodes do not know which of their neighbors are malicious.

Next, we analyze the convergence of the distributed gradient-based method to solve Problem (2) using the update in (3) when there are malicious agents. Before proceeding, however, we note the assumptions being made on Problem (2).

Assumption 1. The decision set of agents in the network $\mathcal{X}$ is bounded. This means there exists some positive constant $0 \leq B < \infty$ such that $|\mathcal{X}| \leq B$.

Assumption 2. The cost function $f(x)$ in Problems (2) is strongly convex and twice differentiable. This implies that for any vectors $x, y \in \mathbb{R}^p$, there exists $\mu \in \mathbb{R}_+$ such that:

$$f(x) \geq f(y) + \nabla f(y)^T (x - y) + \frac{\mu}{2} \|x - y\|^2.$$  

Assumption 3. The gradient of the objective function $\nabla f$ is Lipschitz continuous. This implies that for all vectors $x, y \in \mathbb{R}^n$, there exists a constant $L \in \mathbb{R}_+$ such that:

$$\|\nabla f(x) - \nabla f(y)\| \leq L\|x - y\|.$$  

These assumptions are standard in the distributed optimization literature, as they allow for analysis.

III. Convergence Analysis

We will characterize convergence for the problem and attack model presented in Section II based on the distributed gradient descent algorithm and agreement updates. Each agent $i$ updates their local estimate $x_i$ and takes a weighted average of neighboring nodes following

$$x_i(k + 1) = \sum_{j \in N_i \cup \{i\}} W_{ij} (x_j(k) - \alpha_i \nabla f_i(x_i(k))), \quad (6)$$

where $W$ is an $n$-dimensional square weighting matrix comprising entries $W_{ij}$ that denote the weight attached to agent $i$’s estimate by agent $j$. Let $X = [x_1; x_2; \ldots; x_n]^T \in \mathbb{R}^{np}$ be the concatenation of the local variables $x_i$, $I_p$ be the identity matrix whose dimension is $p$, $\otimes$ be the Kronecker operation, $1_n$ be an $n$ dimensional vector of ones and let $W$ be doubly stochastic. We can express equation (6) more compactly as:

$$X(k + 1) = (W \otimes I_p) X(k) - \alpha_i \nabla f(X(k)), \quad (7)$$

where $W \otimes I_p \in \mathbb{R}^{np \times np}$, and $\nabla f(X(k)) \in \mathbb{R}^{np}$ is the gradient of the objective function $f(\cdot)$ evaluated at $X(k)$. The doubly stochastic matrix $W$ has one eigenvalue $\lambda = 1$ and the other eigenvalues satisfy $0 < \lambda < 1$.

A. Convergence Analysis over a Complete Graph

To characterize convergence in the complete graph case, we introduce some additional notation to be used in the analyses. Let the average of local estimates be $\bar{x}(k)$ and the average of local gradients at current estimates be $\bar{\nabla} f(k)$; that is,

$$\bar{x}(k) = \frac{1}{n} \sum_{i=1}^n x_i(k), \quad \text{and} \quad \bar{\nabla} f(k) = \frac{1}{n} \sum_{i=1}^n \nabla f_i(x_i(k)).$$

where $\bar{x}(k) \in \mathbb{R}^p$ and $\bar{\nabla} f(k) \in \mathbb{R}^p$. Based on the definition of $\bar{X}(K)$, let $\bar{X}(k)$ be such that $\bar{X}(k) = [\bar{x}(k), \ldots, \bar{x}(k)] \in \mathbb{R}^{np}$, then according to Lemma I.2 in [3], we have the following:

$$\bar{X}(k) = \frac{1}{n} ((1_n 1_n^T \otimes I) X(k)).$$

Since $W$ is doubly stochastic, we have:

$$\bar{X}(k + 1) = \frac{1}{n} ((1_n 1_n^T \otimes I) X(k)). \quad (8)$$
From Equation (8) as proved in [14], the consensus update can be expressed as
\[ x(k+1) = x(k) - a\bar{g}(k). \]
For the complete graph case, since the malicious agents are aware of one another and can cooperate, collectively deciding on the degree \( \epsilon \) to which they want to perturb their local estimates for their adversarial goal. Therefore, all malicious agents choose the same \( \epsilon \in \mathbb{R}^p \). In our first result, we derive the condition under which convergence to a neighborhood of the optimal solution may be attained. As we will see, the size of the neighborhood, amongst others depends on the magnitude of the attack vector \( \epsilon \).

Lemma 1. Suppose Assumptions 1, 2 and 3 hold and let the perturbation parameter \( \epsilon > 0 \) be given. If the average initial value of of the agents when malicious agents are present satisfy \( \|x(0) - x^*\| < \|\epsilon\| \) and the step size \( \alpha \) satisfies
\[ \alpha < \frac{2}{\mu + L} \quad \text{and} \quad \frac{\mu + L}{4\mu L} < \alpha < \frac{\mu + L}{2\mu L}, \]
then the iterates generated converge to a neighborhood of the optimal solution, \( x^*; \) where \( \mu \) and \( L \) are the strong convexity parameter and Lipschitz constant of the objective function and its gradient respectively with \( \mu \leq L \).

Proof. The iterative equation solution for a distributed gradient descent is:
\[ x(k) = -\alpha \sum_{s=0}^{k-1} \left( W^{(k-1-s)} \otimes I \right) \nabla f(x(s)), \]
which accounts for the consensus step as well. The relationship between the optimal solution \( x^* \) and the desired malicious solution \( x^a \) of the adversarial agents can be expressed as:
\[ x^a = x^* + \epsilon. \]
When malicious agents are present, we have the following update:
\[ x(k+1) - x^a = x(k) - a\bar{g}(k) - x^a. \]
We now have the iterate equation as:
\[ x(k+1) - (x^* + \epsilon) = x(k) - (x^* + \epsilon) - a\bar{g}(k). \]
To analyze convergence of the iterates to the optimal solution, we will begin by considering the iterative equation. We can express \( \|x(k+1) - x^* - \epsilon\|^2 \) as:
\[ \|x(k+1) - x^* - \epsilon\|^2 = \|x(k) - x^* - \epsilon - a\bar{g}(k)\|^2, \]
\[ = \|x(k) - x^*\|^2 + \|\epsilon\|^2 + 2\langle a\bar{g}(k) - (x(k) - x^*), \epsilon \rangle \]
\[ = 2\|a\bar{g}(k) - (x(k) - x^*)\|^2 + 2\langle \bar{g}(k), \epsilon \rangle - 2\langle (x(k) - x^*)^T (a\bar{g}(k)) \rangle. \]

By using vector norm principle, we know that for vectors \( a \), \( b \), the inequality \( 2a^T b \leq \|a\|^2 + \|b\|^2 \) is satisfied. By similarly applying vector norm principles, we have the following:
\[ 2\epsilon(a\bar{g}(k) - (x(k) - x^*)) \leq \|\epsilon\|^2 + \|a\bar{g}(k) - (x(k) - x^*)\|^2, \]
\[ = \|\epsilon\|^2 + \|a\bar{g}(k)\|^2 + \|x(k) - x^*\|^2 - 2\langle (x(k) - x^*)^T (a\bar{g}(k)) \rangle \]
\[ \leq \|\epsilon\|^2 + \alpha^2\|\bar{g}(k)\|^2 + \|x(k) - x^*\|^2 - 2\alpha_1 \|\bar{g}(k)\|^2 - \alpha_2 \|x(k) - x^*\|^2, \]
where the values of \( c_1 \) and \( c_2 \) are [2]:
\[ c_1 = \frac{2}{\mu + L} \quad \text{and} \quad c_2 = \frac{2\mu L}{\mu + L}. \]
By using strong convexity of the objective function we obtain (Theorem 2.1.12 in [2]):
\[ \|x(k+1) - x^* - \epsilon\|^2 = \|x(k) - x^* - \epsilon - a\bar{g}(k)\|^2, \]
\[ \leq \|x(k) - x^*\|^2 + \|\epsilon\|^2 + \alpha^2\|\bar{g}(k)\|^2 \]
\[ + \|\epsilon\|^2 + \alpha_1 \|\bar{g}(k)\|^2 + \|x(k) - x^*\|^2 - 2\alpha_1 \|\bar{g}(k)\|^2 - \alpha_2 \|x(k) - x^*\|^2 \]
\[ = (2 - 2\alpha_2)\|x(k) - x^*\|^2 \]
\[ + (2\epsilon^2 - 2\alpha_1 \|\bar{g}(k)\|^2)\|x(k)\|^2 + 2\epsilon\|\|x(k)\|^2. \]

In what follows we would show that the terms in the right hand side of Equation (9) does not grow unbounded and is, in fact, related to the initial iterates and magnitude of the malicious attack. Clearly \( \|\epsilon\|^2 \) is positive and \( (2\epsilon^2 - 2\alpha_1 \|\bar{g}(k)\|^2) \) is negative when \( \alpha < c_1 \). Now we will show that \( (2 - 2\alpha_2) > 0 \) by equivalently showing that \( \alpha c_2 < 1 \).

By using the value \( c_2 = \frac{2\mu L}{\mu + L} \), we obtain:
\[ \alpha c_2 = \frac{\alpha \mu L}{\mu + L}. \]
Since \( \alpha < \frac{1}{\mu} \), then we obtain:
\[ \alpha c_2 < \frac{1}{\mu} \frac{\mu L}{\mu + L} = \frac{L}{\mu + L}. \]
We know that both \( L \) and \( \mu \) are positive and \( \mu \leq L \). Therefore \( L/(\mu + L) < 1 \). So we obtain the fact that \( \alpha c_2 < 1 \). We have now affirmed that \( (2 - 2\alpha c_2) > 0 \). Moreover, if \( \alpha c_2 > \frac{1}{2} \), then we obtain that \( 1 - \alpha c_2 < \frac{1}{2} \) and we obtain that \( 2 - 2\alpha c_2 < 1 \). Therefore by using the condition:
\[ 0 < 2 - 2\alpha c_2 < 1 \]
the left hand side of Equation (9) can be upper bounded by
\[ \|x(k+1) - x^* - \epsilon\|^2 \leq (2 - 2\alpha c_2)\|x(k) - x^*\|^2 + 2\|\epsilon\|^2. \]
(10)
If \( x(k+1) - x^* < \epsilon \), then we have the result:
\[ \|x(k+1) - x^* - \epsilon\|^2 \leq \|x(k+1) - x^*\|^2. \]
(11)
From equations (10) and (11), we obtain the following relationship:
\[ \|x(k+1) - x^*\|^2 \leq (2 - 2\alpha c_2)\|x(k) - x^*\|^2 + 2\|\epsilon\|^2. \]
By recursion we obtain:
\[ \|\pi(k) - x^*\|^2 \leq (2 - 2\alpha c)^k \|\pi(0) - x^*\|^2 + 2k\epsilon, \]
from which we conclude
\[ \|\pi(k) - x^*\| \leq (2 - 2\alpha c)^k \|\pi(0) - x^*\| + \sqrt{2k\epsilon}. \] (12)
Therefore, the iterates converge to the neighborhood of the optimal solution, \( x^* \).

The central idea in Lemma 1 is that the average initial value of the agents need to lie within \( \epsilon \) of the optimal solution \( x^* \) for the agents to converge to a neighborhood of the optimal solution in the presence of malicious agents. Knowledge of the average initial starting value is also critical for the adversarial nodes, because their choice of \( \epsilon \) could depend on the initial average value of \( \pi \). The complete graph case in Lemma 1 also allows for the malicious agents who know one another to cooperate in choosing the attack vector or perturbation parameter \( \epsilon \). Next, we consider a general case where cooperation is not as easy because of the subset of malicious agents may not be neighbors.

B. Convergence Analysis over General Graph Structures

We consider the case in which the communication structure is more general, as opposed to being a complete graph. With a general structure, malicious agents do not necessarily have the liberty to cooperate and agree on values for the attack vector \( \epsilon \), since they may not be adjacent to one another in the network. In other words, each regular agent independently solves the minimization problem (2) with the malicious agents additively perturbing their local estimates by the attack vector \( \epsilon \). We will now examine the conditions on the attack parameter that enables convergence when non-adversarial and malicious agents are present in a general graph structure.

We will now show conditions on \( \epsilon \) that enable neighborhood convergence of iterates to the optimal point.

**Lemma 2.** Suppose Assumptions 1, 2 and 3 hold, and let \( \epsilon \geq 0 \). If \( \|x(i)(0) - x^*\| < \epsilon_i \forall i \) and the step size \( \alpha \) satisfies
\[ \alpha < \frac{2}{\mu + L} < \frac{1}{\mu} \quad \text{and} \quad \frac{\mu + L}{4\mu L} < \alpha < \frac{\mu + L}{2\mu L}, \]
then the individual iterates generated converge to the neighborhood of the optimal solution, \( x^* \), where \( \mu \) and \( L \) are the strong convexity parameter and Lipschitz constant of the objective function and its gradient respectively with \( \mu \leq L \).

**Proof.** The proof is similar to the one in Lemma 1 except that in this scenario, each agent is individually solving its own problem. In this case, the malicious agents are not cooperating to coordinate the attack vector \( \epsilon \). We begin with the iterate equation:
\[ \|x_i(k + 1) - x^* - \epsilon_i\|^2 = \|x_i(k) - x^* - \epsilon_i - \alpha g(k)\|^2, \]
\[ = \|x_i(k) - x^*\|^2 + \|\epsilon_i\|^2 + \alpha^2 \|g(k)\|^2 + 2\alpha \epsilon_i \langle g(k), x_i(k) - x^* \rangle \]
\[ - 2\alpha \epsilon_i g(k)^T (x_i(k) - x^*), \] (13)
\[ \text{Leveraging the fact that for vectors } a, b, \text{ the inequality} \]
\[ 2a^T b \leq ||a||^2 + ||b||^2 \]
holds, we can further simplify the fourth summand in Equation (13) as
\[ 2\epsilon_i \langle g(k), x_i(k) - x^* \rangle \leq \|\epsilon_i\|^2 + \|\alpha g(k)\|^2 + \|x_i(k) - x^*\|^2, \]
\[ = \|\epsilon_i\|^2 + \|\alpha g(k)\|^2 + \|x_i(k) - x^*\|^2, \]
\[ - 2\alpha \epsilon_i g(k)^T (x_i(k) - x^*), \]
where the values of \( c_1 \) and \( c_2 \) are respectively (2):
\[ c_1 = \frac{2}{\mu + L} \quad \text{and} \quad c_2 = \frac{2\mu L}{\mu + L}. \]

Hence, Equation (13) can be upper bounded by:
\[ \|x_i(k + 1) - x^* - \epsilon_i\|^2 \leq \|x_i(k) - x^* - \epsilon_i - \alpha g(k)\|^2, \]
\[ \leq \|x_i(k) - x^*\|^2 + \|\epsilon_i\|^2 + \alpha^2 \|g(k)\|^2 \]
\[ + \|\epsilon_i\|^2 + \alpha^2 \|g(k)\|^2 + \|x_i(k) - x^*\|^2 \]
\[ - \alpha \epsilon_i g(k)^T (x_i(k) - x^*), \]
\[ = (2 - 2\alpha c_1) \|x_i(k) - x^*\|^2 \]
\[ + 2\alpha \|x_i(k) - x^*\|^2 + 2\|\epsilon_i\|^2, \]
\[ \text{Since } \|\epsilon_i\|^2 \text{ is positive, the term } (2\alpha^2 - 2\alpha c_1) \text{ is negative when} \]
\[ \alpha < c_1 \text{ and using the fact that } 0 < (2 - 2\alpha c_2) < 1, \text{ which we showed in Lemma 1 we obtain} \]
\[ \|x_i(k + 1) - x^* - \epsilon_i\|^2 \leq (2 - 2\alpha c_2) \|x_i(k) - x^*\|^2 + 2\|\epsilon_i\|^2. \] (14)

Since \( x_i(k + 1) - x^* < 0 < \epsilon_i \), we have that
\[ \|x_i(k + 1) - x^* - \epsilon_i\|^2 > \|x_i(k + 1) - x^*\|^2. \] (15)

From equations (14) and (15), we obtain:
\[ \|x_i(k + 1) - x^*\|^2 \leq (2 - 2\alpha c_2) \|x_i(k) - x^*\|^2 + 2\|\epsilon_i\|^2, \]
and by the recursive relationship, we obtain:
\[ \|x_i(k) - x^*\|^2 \leq (2 - 2\alpha c_2)^k \|x_i(0) - x^*\|^2 + 2\|\epsilon_i\|^2, \]
from which we conclude that
\[ \|x_i(k) - x^*\| \leq (2 - 2\alpha c_2)^{\frac{k}{2}} \|x_i(0) - x^*\| + \sqrt{2\|\epsilon_i\|}. \]
Therefore, the individual iterates converge to the neighborhood of the optimal solution, \( x^* \).

**Remark.** Lemma 2 illustrates the deviations of individual agents from the optimal solution and the bound indicates the chosen attack vector affects the neighborhood of convergence. While in Lemma 1 allows adversarial agents to coordinate and use a uniform attack vector, the result in Lemma does not require cooperation or the use of a uniform attack vector.

IV. Numerical Experiments

In this section, we illustrate our theoretical results of Lemmas 1 and 2 over a network of \( n = 10 \) agents and 100
iterations where the objective is to solve the unconstrained problem
\[ f(x) = \frac{1}{2} x^T x \]  
(16)
in a distributed way. Clearly the cost function is strongly convex with strong convexity parameter $\mu = 1$. Also, its gradient has Lipschitz continuity parameter $L = 1$. By inspection, the optimal solution of Problem (16) is $x^* = 0$. We will show how the choices of attack vectors of different magnitudes and agents’ initial estimates influence convergence to the neighborhood of the optimal solution. In the illustrations to follow, entries of the attack vector was drawn uniform distribution over the interval $(0, 1)$. For the complete and general graph cases below, we use a step size of $\alpha = 0.6$.

A. Complete Graph Case with Common Attack Vector

We begin with the case when the communication network is a complete graph, the case in which the adversarial agents perturb their local iterates with a common attack vector. We define the error as the distance between the average iterate and the optimal solution and present the error convergence in Figure 1 to 3. For the plot in Figure 3, we assumed the number of non-adversarial nodes was 1 with 9 adversarial nodes.

In Figure 2, we illustrate convergence of the error when there are 5 adversarial and 5 non-adversarial nodes in the 10-node network. As can be observed, the gap between the upper bound of the error (that is the neighborhood of convergence), and the actual error obtained increased, indicating that with an increased number of non-adversarial nodes, a closer solution to the optimal solution is obtained. In the three figures, we can also observe that the average iterate of all agents in the network stays close to the optimal solution. And as the proportion of adversarial agents in the network increase, the average value moves away from zero.

B. General Graph Case with Different Attack Vectors

Similar illustrations are made in Figures 4 to 6 where we vary the number of malicious nodes for the general (non-complete) graph case comprising $n = 10$ agents solving Problem (16). We also show the error evolution for different proportions of malicious to non-malicious nodes. In this case, each malicious node perturbs their local estimate with a different attack vector $\epsilon$ at each time step. Figure 6 shows the case with 3 non-adversarial and 7 adversarial nodes. Figure 5 shows the case comprising 8 non-adversarial nodes and 2 malicious nodes. From the figures, we can observe that as the ratio of malicious nodes in the network increases, the error increases towards the bound of the convergence neighborhood. In addition, the average iterates of agents in the network stays close to the optimal solution of zero. And as the proportion of adversarial nodes in the network increase, the average of the iterates move away from zero. This outcome is intuitive and expected, since the presence of more agents...
causing disruption to the distributed consensus-based gradient algorithm would cause a greater deviation from the optimal solution.

V. CONCLUSIONS

This paper considered a distributed optimization problem over a network of agents in which some agents exude adversarial behavior by perturbing their local iterates of the decision variable before sharing it with neighboring agents at each time step. We established conditions needed for the iterates of the agents to converge to a neighborhood of the optimal solution; and demonstrated our results via simulations. Convergence of the agents’ iterate to a neighborhood of the optimal solution depended on not only an appropriate choice of the step size, but also on the distance between the initial iterate and the optimal solution being less than the attack vector. The simulations show that as the number of adversarial agents in the network increase, the convergence neighborhood increases towards the upper bound in the Lemmas 1 and 2.
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