Early-Stage Detection of Solid Oxide Cells Anode Degradation by Operando Impedance Analysis
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Abstract: Solid oxide cells represent one of the most efficient and promising electrochemical technologies for hydrogen energy conversion. Understanding and monitoring degradation is essential for their full development and wide diffusion. Techniques based on electrochemical impedance spectroscopy and distribution of relaxation times of physicochemical processes occurring in solid oxide cells have attracted interest for the operando diagnosis of degradation. This research paper aims to validate the methodology developed by the authors in a previous paper, showing how such a diagnostic tool may be practically implemented. The validation methodology is based on applying an a priori known stress agent to a solid oxide cell operated in laboratory conditions and on the discrete measurement and deconvolution of electrochemical impedance spectra. Finally, experimental evidence obtained from a fully operando approach was counterchecked through ex-post material characterization.
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1. Introduction

New technology solutions for renewable energy storage are necessary for the green transition towards decarbonized and resilient energy systems. Hydrogen and fuel cells are deemed to be pivotal as they allow cross-sectoral integration (energy-transport-industry nexus) and high efficiency in electrochemical energy conversion processes. In such a technological sector, Solid Oxide Cells (SOCs) appear to be very promising [1]. In power generation, Solid Oxide Fuel Cells (SOFCs) have several advantages over state-of-the-art competitors, such as superior electric efficiency in the hydrogen-to-power process (up to 60–70%, based on the hydrogen low heating value) [2], availability of high-grade heat for co-generation purposes, and almost negligible pollutant emission due to the absence of direct combustion [3]. Moreover, SOFC modules can be customized in size without losing efficiency (1 kW–1 MW) [4]. In electric energy storage processes, they are the most efficient electrolysis technology. At high temperatures (c.a. 973–1023 K), power-to-gas efficiency [5] is well beyond state-of-the-art performances achieved by commercial low-temperature electrolyzers [6] (around 80% for SOC, versus 50% for alkaline and polymer membrane electrolyzers). In addition to that, SOCs appear promising since they support reversible operation (reversible Solid Oxide Fuel Cells, rSOC) [7]. This operation mode sounds particularly interesting when coupling the SOC unit with intermittent renewable power sources like photovoltaic [8]. The possibility to revert the cell mode operation is vital to increase the electrochemical device’s utilization factor, thereby shortening the system’s payback time.

According to evidence from scientific reports and literature, reversible operation may cause harsher degradation on fuel cell materials [9]. The real operation of SOCs implies cyclic temperature and load variation [10], which are responsible for undesired
side reactions involving the SOC materials and, finally, ending in a loss of performance [11]. These problems are already debated when the same materials are employed in either single-effect fuel cell or single-effect electrolysis SOCs [12]. When it comes to the dual operation mode [13], the early detection of degradation phenomena is more complicated since degradation may be worsened by the frequent commutation in cyclic operation, beyond the effect occurring in every single operating phase.

To reach commercial maturity, lifetime, maintenance, and related costs are overriding concerns [14,15]. Real-time diagnosis techniques are thereby necessary to understand and measure incumbent degradation processes.

1.1. Operando Measurement Techniques for SOC Degradation

Performance losses often occur in SOCs, as a macroscopic effect of several degradation phenomena, such as poisoning from unwanted species like sulfur [16,17], chromium from the interconnect plates or metal piping [18–20] and chlorine [21], or maybe oxidation of nickel in the fuel electrode [22]. A concise measurement of performance losses may be done by the polarization measurements. However, this technique provides non-specific results regarding single processes.

Several techniques based on spectroscopic and electrochemical principles are available to monitor degradation phenomena and the state of health of the cell for a more detailed insight. On the one hand, spectroscopic techniques include Raman [23,24], electron microscopy [25,26] and X-rays, such as X-ray diffraction and X-ray absorption [27]. The main common shortcomings are [28]: (i) the difficulty to implement such techniques, as the experiment is running, and (ii) high complexity and costs of testing apparatus. On the other hand, characterizations based on Electrochemical Impedance Spectroscopy (EIS) [29] can be applied while the cell runs without complex experimental setups. EIS is a well-known non-destructive technique able to provide information on polarization losses due to reaction kinetics, ohmic resistances, and transport phenomena. Besides fuel cells, EIS is rather popular in electrochemical characterization techniques, from batteries to solar and microbial cells [30–32]. In SOCs, the electrochemical impedance is determined by processes such as ion and electron transport, interfacial charge transfer, gas diffusion. These processes are strongly conditioned by the electrode’s microstructure (i.e., grain size, porosity, surface morphology, interfaces between material phases), which may undergo modifications as an effect of either aging or contamination during the cell lifetime. EIS data processing can be used to detect and analyze poisoning phenomena by chromium [33] and sulfur [34] or to evaluate the degradation of the electrodes, as demonstrated by Sumi et al. [35].

Over the last years, several researchers have dealt with the electrochemical characterization of SOCs through EIS [36]. In the usual practice, EIS is approximated by a complex nonlinear least squares (NLLS) function to find an equivalent circuit model (ECM) [37], which fits the experimental data. Multiple models may provide fits of the same quality [38]. However, only models with a sound physicochemical meaning can be accepted after being validated in different operating conditions. To make the identification of the ECM parameters easier, it is useful to deconvolute the measured impedance data into their components, according to their time constant (\(\gamma(\tau)\), Equation (1)) [36]. This is a complementary method to the ECM approach and takes the name of distribution of relaxation time function (DRT) [39].

\[
Z(\omega) = Z_r(\omega) + Z_i(\omega) = R_0 + Z_{pol}(\omega) = R_0 + R_{pol} \int_0^\infty \frac{\gamma(\tau)}{1 + j\omega \tau} d\tau \tag{1}
\]

Starting from previous scientific literature results, the authors proposed a diagnosis method based on operando EIS and its deconvolution by DRT, whose outcomes have been published in [40]. The study tunes this methodology on NiYSZ/8YSZ/GDC-LSCF solid oxide cells.
EIS-DRT Analysis for SOCs: A Summary

The cell impedance may be written according to Equation (1), as a function of the frequency $\omega$, and decomposed into a pure ohmic resistance $R_0$ and a polarization impedance $Z_{pol}(\omega)$. The deconvolution of $Z_{pol}(\omega)$ into a $\gamma(\tau)$ is not trivial. Since the real ($Z_r(\omega)$) and imaginary part ($Z_i(\omega)$) of a linear, time-invariant system are connected by the Kramers-Kronig transformation [41], it is sufficient to consider only $Z_i(\omega)$ to go through the solution of the problem Equation (2). Equation (2) is an example of Fredholm integral of the first kind, yet the inversion of the equation is an ill-posed problem leading to many possible solutions. Anyhow, it can be solved by numerical approaches [42], as explained in Section 2.2.

$$Z_i(\omega) = -R_{pol} \int_0^\infty \frac{\omega \tau}{1 + (\omega \tau)^2} \gamma(\tau) d\tau$$  \hspace{1cm} (2)

The calculation of the function $\gamma(\tau)$ allows identification of the main physicochemical processes behind polarization losses in SOC and consequently builds an adaptive ECM suitable for real-time diagnosis. Based on the previous study made on a SOC specimen of the same typology [40], an example of DRT deconvolution from EIS measurement is reported in Figure 1 on the left side (Figure 1a), an experimental EIS characterization is shown in a Nyquist-plot fashion, while on the right side (Figure 1b), the function $\gamma(\tau)$ is plotted as a function of relaxation time. The SOC impedance is decomposed in the time domain into five different contributions, which can be ascribed to independent physicochemical phenomena.

![Typical EIS spectrum for a SOC and its DRT deconvolution.](image)

**Figure 1.** Typical EIS spectrum for a SOC (a), and its DRT deconvolution (b).

The EIS behavior is fitted with the ECM reported in Figure 2. Other researchers [43–45] agree on choosing this circuit for SOCs materials alike. The correlation between the deconvoluted contribution to the cell impedance (Figure 1b) and the circuit elements (Figure 2) stand as it is here explained (the nomenclature Fuel Electrode—FE—and Air Electrode—AE—is here preferred over fuel cell “anode” and “cathode” respectively. This avoids ambiguous definitions regarding electrochemical cells in which the electrode polarity may be inverted: when rSOCs operate as electrolyzers, the FE and the AE are the cathode and anode, respectively):

- Oxygen transfer at the FE is highlighted by a peak in the DRT at $\tau = 10^{-4}$ s ($P_{A1}$); moreover, it is modeled with a parallel Resistance//Constant Phase Element (R$_{A1}$Q$_{A1}$);
- The Hydrogen Oxidation Reaction (HOR) at the fuel electrode yields a peak at $\tau = 10^{-3}$ s ($P_{A2}$) and it corresponds to a parallel Resistance//Constant Phase Element (R$_{A2}$Q$_{A2}$);
• Similarly, the Oxygen Reduction Reaction (ORR) at the AE is modeled with another parallel Resistance/Constant Phase Element \((R_c/Q_c)\) and it gives a peak in the DRT at \(\tau = 10^{-3} \text{ s} (P_{C1})\).

![Figure 2. Equivalent circuit model for the SOC type used in this experiment. The model is tuned on a cell with a NiYSZ fuel electrode and GDC/LSCF air electrode.](image)

Note that constant phase elements are used instead of pure capacitors in the circuit to consider electrodes’ inhomogeneity and roughness [46]. Then, two diffusive elements [29,47] are used to model the diffusion in the FE and the mixed ionic electronic conductor AE. Namely, they are:

- A finite-length Warburg element \((W_{FLWa})\) modeling the gas transport to the fuel electrode. This process is highlighted by the peak at \(\tau = 10^{-2} \text{ s} (P_{A3})\);

- A Gerischer element \((G)\), standing for gas transport at the mixed ionic-electronic conductor (MIEC) AE. It corresponds to the signal at \(\tau = 10 \text{ s} (P_{C1})\).

\(R_0\) models the ion conduction in the electrolyte, and it can be immediately identified in the Nyquist plot representation as the positive shift from the origin in the Z\(_r\) axis. Finally, an inductor \(L\) fits the inductive feature at high frequency due to cell geometry and wiring.

According to the operating condition of the SOC, each contribution to the overall impedance may either increase or decrease. Hence, a comprehensive overview of the physicochemical phenomena is reported in Table 1, together with an explicit notation for the ECM elements and a simplified overview of the process variables affecting them. Each circuital element coefficient depends on the process variables, like temperature, reactive gas concentration and flow rates, and current density. When a complete library of the circuital coefficients is available to describe the new\&clean condition for the SOC operation, the ECM can be used as a useful reference model to detect cell degradation and isolate the principal cause leading to a global increase of performance losses.

### Table 1. Physicochemical phenomena occurring in the SOC vs. ECM notation.

| Phenomenon | Variation With: | DRT Peak | ECM Element |
|------------|----------------|----------|-------------|
| Oxygen transport | Temperature | \(P_{A1} \text{ at } \tau = 10^{-4} \text{ s}\) | \(R_{a1}Q_{a1} = \frac{R_{a1}}{1+R_{a1}Q_{a1}(j\omega)^{1/2}}\) |
| HOR | Hydrogen partial pressure, catalytic activity at the FE, temperature | \(P_{A2} \text{ at } \tau = 10^{-3} \text{ s}\) | \(R_{a2}Q_{a2} = \frac{R_{a2}}{1+R_{a2}Q_{a2}(j\omega)^{1/2}}\) |
| ORR | Oxygen partial pressure, catalytic activity at the AE, temperature | \(P_{C1} \text{ at } \tau = 10^{-1} \text{ s}\) | \(R_{c1}Q_{c1} = \frac{R_{c1}}{1+R_{c1}Q_{c1}(j\omega)^{1/2}}\) |
| Mass transport FE (NiYSZ) | Reactants space velocity, utilization rate (current density) at the FE | \(P_{A3} \text{ at } \tau = 10^{-2} \text{ s}\) | \(W_{FLWa} = R_{W}(j\omega \tau)^{-1/2} \tanh(j\omega \tau)^{1/2}\) |
| Mass transport AE (GDC/LSCF) | Reactants space velocity, utilization rate (current density) at the AE | \(P_{C2} \text{ at } \tau = 10 \text{ s}\) | \(G = \frac{1}{\sqrt{k_{r}}+k_{a}}\) |
| Electrolyte | Temperature | - | \(R_0\) |
| Wiring—Cell geometry | Not relevant | - | \(L_j\) |
1.2. Aim of the Study

This research paper aims to validate the methodology developed by the authors in [40], hence showing how the technique may be implemented for the operando diagnosis of faults and aging of SOCs. While this study overlooks applications of SOCs in reversible operation, the technique is developed to be applied in the fuel cell working mode since electrical signals and power flows from the cell are more stable and more comfortable to be deconvoluted.

2. Materials and Methods

This section provides detailed instructions about the realization of the physical experiment (Section 2.1) and the methodology implemented while post-processing the experimental measurements (Section 2.2). Comprehensively, the methodology followed abides by the workflow sketched in the chart in Figure 3.

![Figure 3. Conceptual workflow chart.](image)

2.1. Experimental

2.1.1. Materials

Experiments were performed on a planar two-electrode round cell, with an active surface area of 1 cm². The cell composition and geometric features are reported briefly in Table 2. Before running the experiments, the cell was sealed onto an alumina housing with Schott G018-311 (Schott AG, Mainz, Germany).

| Layer          | Composition | Thickness |
|---------------|------------|-----------|
| Fuel Electrode| NiYSZ      | 240 µm    |
| Electrolyte   | 8YSZ       | 8 µm      |
| Air Electrode | GDC-LSCF   | 50 µm     |

A schematic of the testing apparatus is displayed in Figure 4. The cell housing was placed into a temperature-controlled electric furnace equipped with two K-thermocouples for temperature regulation (TR) and measurement (TM). The cell was fed with technical-purity gases conveyed by alumina pipes. Regarding gas flow rate regulation, the test bench...
was equipped with Vögtlin Red-y Smart digital mass flow meter controllers (FMC), one for each gas feed. The instrument accuracy was 0.2% on the full scale (200 Sml/min for hydrogen and nitrogen, 1000 Sml/min regarding air). On the fuel gas line side, a room-temperature humidifier was interposed between the gas flow meters and the piping reaching the inner part of the housing. The electrodes were covered with high-purity metal meshes to realize a proper gas distribution over the cell electrodes, together with good electric contact. In detail, the mesh for the air electrode (cathode in fuel cell operation) was made of 99.999% purity gold, while the one for the fuel electrode (anode in fuel cell operation) by 99.999% purity nickel. Each metal mesh was connected to voltage sensors and a DC load circuit. All electrical measurements are performed with a Keysight DAQ system (accuracy 0.0004%). The standard operation of the fuel cell was managed with Lab-view software developed in-house. For impedance measurement, the analyzer Biologic SP-240 was used, and data were acquired and processed by the software EC-Lab.

![Testing apparatus schematic (cell, housing, and measurement hardware).](image)

**Figure 4.** Testing apparatus schematic (cell, housing, and measurement hardware).

### 2.1.2. Methods

The testing protocol is described in terms of both operating conditions and instructions to perform measurements. SOC operating settings are resumed in Table 3 for each phase. The operating voltage and current of the cell were continuously measured and saved throughout the entire test duration.

Below the test phases:

1. **Start-up:** When starting the test, the sealing paste is cured according to the instructions provided by the supplier, without exceeding a temperature rising rate of 1 K/min. During this phase, the cell is supplied with nitrogen at the fuel electrode and air at the air electrode. Once 1073 K are reached, the fuel electrode catalyst reduction begins.

2. **Reduction:** Nitrogen is gradually substituted with hydrogen to reduce the fuel electrode catalysts from NiO to Ni.

3. **Stabilization:** The cell is stabilized for at least 100 h at 1073 K, exposing the fuel electrode to a pure hydrogen atmosphere. A constant mild current load (250 mA/cm²) is set.

4. **Begin Reference:** Reference performances are acquired at 1048 K, feeding the fuel electrode with a mixture of hydrogen (50 Sml/min) and nitrogen (150 Sml/min). The air electrode gas supply does not change (air, 300 Sml/min). Reference performance is characterized by both polarization and impedance analysis. For the further, the i-V
curve of the cell is sampled with a potentiostat method, varying the working electrode potential from Open Circuit (OC) down to 0.7 V, by a rate of $-40 \text{ mV/min}$, and then reverting to OC with a rising ramp of $+40 \text{ mV/min}$. Then, for the latter, impedance is measured in galvanostatic mode with a single-sine method, applying a current wave of 20 mA amplitude. Electrochemical impedance is scanned from 100 kHz down to 100 MHz, acquiring 10 points per frequency decade, logarithmically spaced. Every single measurement is the average of 6 samplings. Impedance spectra are sampled at different selected points on the i-V curve (0, 100, 250, 500, and 750 mA/cm$^2$). Both techniques are implemented through a BioLogic SP-240 analyzer, setting a voltage range of 0.5–1.5 V (resolution 20 $\mu$V) and a current range of 4A.

5. Stress test: The cell temperature is kept at 1048 K and the gas flow rates and composition at both electrodes do not change regarding the reference characterization. The cell is continuously operated at 1500 mA/cm$^2$ for time intervals of 4 h. After each 4-h time interval, the cell is brought back to OC to perform a galvanostatic EIS scan. The settings are the same as above: 20 mA single-sine current wave, 10 points per frequency decade, logarithmic spacing, 6 samplings per point. The impedance analysis is carried out at three current values of the polarization curve (0, 250, 500 mA/cm$^2$), with both forward (from 100 kHz down to 100 MHz) and backward frequency scan (from 100 MHz up to 100 kHz). After the EIS characterization, constant load operation at 1500 mA/cm$^2$ is restored for the following 4 h. This process is iterated as long as the working electrode potential is above 0.60 V.

6. End Point: The final characterization is performed in the same conditions set for the beginning reference test. Both polarization and impedance are recorded, following the procedure already presented at the previous point 4.

7. Shut down: The electric load is disconnected. Then, the cell is cooled down to room temperature (RT) with a decreasing temperature rate of $-1 \text{ K/min}$, supplying former gas at the fuel electrode (hydrogen 5 Sml/min + nitrogen 95 Sml/min) and nitrogen at the air electrode (100 Sml/min).

Table 3. Test protocol: electrode feeding gases flowrates and composition, and cell operating settings (Legend: X = volume composition [%vol dry basis], Q = volume flow rate [Sml/min], T = temperature [K]. The stress test is repeated until a noticeable performance decay is measured.

| TEST          | Fuel Electrode | Air Electrode | Operating Settings | Duration |
|---------------|----------------|---------------|--------------------|----------|
| ID            | X | Q | x | Q | T | Load | Hours |
| Start-up      | 100% N$_2$ | 50 | 21% O$_2$ + 79% N$_2$ | 300 | RT$^1 \rightarrow$ 1073 | OC | 16 h |
| Reduction     | 100% N$_2 \rightarrow$ 100% H$_2$ | 150 | 21% O$_2$ + 79% N$_2$ | 300 | 1073 | OC | 1.5 h |
| Stabilization | 100% H$_2$ | 150 | 21% O$_2$ + 79% N$_2$ | 300 | 1073 | Constant $j = 250$ mA/cm$^2$ | 100 h |
| Begin Ref     | 25% H$_2$ + 75% N$_2$ | 200 | 21% O$_2$ + 79% N$_2$ | 300 | 1048 | i-V: OC $\rightarrow$ 0.7 V EIS: 0, 100, 250, 500, 750 mA/cm$^2$ | 30 min |
| Stress test (repeated) | 25% H$_2$ + 75% N$_2$ | 200 | 21% O$_2$ + 79% N$_2$ | 300 | 1048 | Constant $j = 1500$ mA/cm$^2$ EIS: 0, 100, 250, 500, 750 mA/cm$^2$ | 4 h |
| End Point     | 25% H$_2$ + 75% N$_2$ | 200 | 21% O$_2$ + 79% N$_2$ | 300 | 1048 | i-V: OC $\rightarrow$ 0.7 V EIS: 0, 100, 250, 500, 750 mA/cm$^2$ | 30 min |
| Shut down     | 5% H$_2$ + 95% N$_2$ | 100 | 100% N$_2$ | 100 | 1073 $\rightarrow$ RT | OC | c.a. 12 h |
2.1.3. Cell Material Characterization

After the test is concluded, the exhausted SOC specimen is used for material post-analysis. The morphology of both cell face and section is characterized using a scanning electron microscope (ZEISS Sigma Series 300 FE-SEM). Raman spectra are recorded on a Horiba iH320 spectrometer with a 532 nm laser source. The material characterization is performed on the cell used for the experiment and on two other samples: on the one hand, a new cell as it comes from the supplier and, on the other hand, a new cell after a chemical reduction.

2.2. Impedance Data Post-Processing

The deconvolution of the impedance spectrum is done by applying a DRT function based on Tikhonov regularization. Therefore, a regularization parameter of \( \lambda = 0.001 \) is used to deconvolute the experimental data. The inductive feature in the high-frequency region due to the cell geometry and electrical wiring was cut before the DRT data-processing. Complex non-linear least square fit was pursued by using the equivalent circuit model \( L - R_0 - (RQ_{A1}) - (RQ_{A2}) - W_{FLW} - G - (RQ_{C1}) \), already discussed in the previous section. In spectrum fitting, the inductive feature has not been cut and was modeled by adding an inductor element in the ECM. All the \( \chi^2 \) obtained from fitting were in the order of \( 10^{-5} - 10^{-6} \). The Kramer-Kronig Transform test and residual analysis were done using the imaginary part of the impedance spectrum. Data processing concerning the impedance data was pursued using the impedance analysis software Relaxis3 from the RHD instrument.

3. Results

This section presents experimental results and their post-processing. Section 3.1 shows the whole history of the stress test and the reference tests, reporting the measured voltage evolution and i-V curves, respectively. Then, Section 3.2 shows and comments about the evolution of the cell impedance through the DRT and ECM approach. Finally, the operando investigation’s main outcomes are validated with material post-mortem analysis in Section 3.3 (following the workflow reported in Figure 3).

3.1. Experimental

The cell under test completed 32 h in the stress test conditions (8 intervals of 4 h each). After the 8th interval, the average voltage measured over the last 4 h was below the warning threshold of 0.6 V. Consequently, the stress test ceased. The i-V characterization reported in Figure 5 shows the global performance loss scored. From Figure 5, it is clear that the endpoint test curve (red curve, i-V end) is below the begin reference curve (blue curve, i-V begin) in the whole operating range investigated. The gap increases with current density. Despite that, as profoundly debated in the introduction, this technique does not provide information about single processes deviating from the initial state.

Figure 6 reports the stress test history, clearly showing that the stress test comprises eight 4-h intervals, spaced out by EIS measurements (each lasting about 30 min). The current density was kept at 1500 mA/cm\(^2\) in all intervals, as planned. In the first three intervals, the cell voltage was relatively stable around an average value of 0.643 V. In interval IV, a sudden voltage drop appeared (\(-30 \text{ mV}\)). Then, the cell voltage kept stable in intervals V and VI (0.615 V), and finally, it smoothly decreased in the last two intervals. The test was stopped after falling below the 0.600 V warning threshold.

3.2. Diagnosis Investigation

Figure 7a reports a typical impedance Nyquist plot of the cell under investigation. It is characterized by: (i) an inductive feature at high frequencies due to the electrical wiring and cell geometry, (ii) a small depressed semi-circle at high frequencies, and (iii) a bigger semi-circle in the mid-low frequency region. Then, the deconvolution of the physical and electrochemical processes occurring inside the cell was done through their characteristic relaxation times (Figure 7b). Before doing that, the quality of the impedance data was
assessed by analyzing the Kramer-Kronig residuals in the imaginary part of the spectrum, as shown in Figure 7c. Most of the residuals fell below the 0.5% threshold. Nonetheless, at mid-high frequencies \((10^3–10^4 \text{ Hz})\), this threshold was almost reached, and it can be referred to as the unwanted inductive feature.

![Figure 5. Polarization characterization: Begin reference versus endpoint i-V curve.](image)

![Figure 6. Test history through voltage and current data logs. Monitoring spots are flagged.](image)
As mentioned in Section 2, impedance spectra were collected during the stress test every 4 h to monitor the cell state of health. Figure 8 reports impedance arcs measured in three checkpoints of the stress test, namely:

- Figure 8a: begin of stress test (begin reference), corresponding to the label “REF EIS” from Figure 6;
- Figure 8b: after 28 h from the start, corresponding to the label “EIS 6” from Figure 6;
- Figure 8c: end of the experiment (end point), corresponding to the label “END EIS” from Figure 6.

The data were deconvoluted by the Tikhonov Regularization. At least five peaks are resolved and, by an extended experimental campaign, assigned to different physical and chemical processes—as explained in Section 1. Then, the impedance spectrum was fitted with the proposed ECM shown in Figure 2. The fitting procedure led to a $\chi^2 = 10^{-5} - 10^{-6}$, and residuals (shown in Figure 7d) mostly $\leq 0.5\%$. As for the Kramer-Kronig residuals, only at high frequencies, this limit was almost reached.

As mentioned in Section 2, impedance spectra were collected during the stress test every 4 h to monitor the cell state of health. Figure 8 reports impedance arcs measured in three checkpoints of the stress test, namely:

- Figure 8a: begin of stress test (begin reference), corresponding to the label “REF EIS” from Figure 6;
- Figure 8b: after 28 h from the start, corresponding to the label “EIS 6” from Figure 6;
- Figure 8c: end of the experiment (end point), corresponding to the label “END EIS” from Figure 6.

Figure 7. (a) Experimental (blue empty scatter) and Fitted (solid red line) impedance spectrum acquired at 1048 K with H$_2$:N$_2$ 25:75 200 Sml/min at the anode and air at 300 Sml/min at the AE, (b) DRT of the impedance spectrum with the assigned peaks, (c) Kramer-Kronig residuals of the real part of the impedance spectrum, (d) residuals of the real part of impedance spectrum after fitting with the proposed ECM.
for the area, the width, the minimum height, and the center point of each peak, respectively) to monitor how the center point and area of the peaks change as the experiment progresses:

\[ y = y_0 + \frac{A}{\sqrt{2\pi}} e^{-\frac{2(x-x_c)^2}{w^2}} \]  

Thereby, the DRT plot was fitted until reaching a \( \chi^2 = 10^{-9} \). An example spectrum is shown in Figure 9. The peak’s shape was totally fitted and, at the same time, information about the peak’s area and relaxation time were acquired.
Figure 9. Fitted DRT plot by the Gaussian function. The shape of the peaks is highlighted.

Figure 10 reports the relaxation time and the area of each peak vs the experiment time at 250 mA/cm². In all cases, the relaxation time and the area oscillated during the experiment. This could be due to oscillations coming from data acquisition and elaboration within the experimental error. Looking at the general trend, some peaks had a considerable change in both relaxation time and area. Specifically, after \( \approx 16 \) h both peaks \( P_{A2} \) and \( P_{A3} \) (HOR and the hydrogen diffusion in the fuel electrode) had a complete change in their shape and \( \tau \), while \( P_{A1} \) had a small change after few hours from the start. This feature was in good agreement with the \( E vs. t \) and \( I vs. t \) plots reported in Figure 6, in which at the interval IV, there was a sudden voltage drop at \( \approx 16 \) h. \( P_{A2} \) area increases and shifts to higher relaxation times, meaning that somehow the HOR’s kinetic started worsening, increasing the contribution of this phenomenon to the overall impedance. In the case of \( P_{A3} \), one can remark a decrease in the area (and lower related impedance). However, this change is less noticeable than \( P_{A2} \).

Then, in Figure 11, the relaxation time and the area of each peak vs the experiment time at 500 mA/cm² are shown. In this case, smaller changes can be noticed.

This can be attributable to the overall impedance decrease caused by the higher applied current density. The peak \( P_{A1} \) had similar behavior to the previous case (\( j = 250 \) mA/cm²), with an increase of relaxation time and decrease of the peak area after a few hours from the start of the experiment. As in the first case, the \( P_{A2} \) relaxation time increases, and the \( P_{A3} \) area decreases after \( \approx 30 \) h from the start of the experiment.

Concerning the cathodic peaks, at both applied current densities, \( P_{C1} \) had small changes at the end of the experiment, probably due to the HOR and the ORR interrelation. In contrast, \( P_{C2} \) had no significant change in both peak relaxation time and area.
Figure 10. Relaxation time and area as a function of the experiment time. T = 1048 K, H₂:N₂ 27:75 200 Sml/min at the FE, air 300 Sml/min at the AE, j = 250 mA/cm².

3.3. Diagnosis Validation

The diagnosis validation was achieved thanks to post-mortem analysis of the exhausted specimen. The exhausted SOC specimen was taken out from the testing apparatus for further characterizations, namely SEM analysis and Micro-Raman spectroscopy. In Figure 12, the SEMs of both fuel electrode face and section of the cell are shown. Looking at the cells section micrographs (A₁ and B₁), neither delamination’s were observed at the electrode-electrolyte interface nor cracks on the electrode. Concerning the micrographs of FE faces, no coarsening of both Ni catalyst and YSZ particles nor agglomeration were detected. This means that the high-current stress test did not irreversibly damage the cell. To have a clearer view of the microstructural composition of the FE, Micro-Raman spectroscopy was employed (Figure 13). The pristine cell presented all the characteristics peaks of YSZ and NiO. The peaks at 157 cm⁻¹, 271 cm⁻¹, 333 cm⁻¹, 474 cm⁻¹, and 650 cm⁻¹ (labeled as Δ) can be assigned to tetragonal ZrO₂ [48]. Four peaks assignable to NiO can
be observed at a wavenumber higher than 700 cm\(^{-1}\). Specifically, the two-phonon 2nd order transverse optical mode at \(\approx 730\) cm\(^{-1}\) (Ni\(_2P\)), the two-phonon mode transverse optical + longitudinal mode at \(\approx 906\) cm\(^{-1}\) (Ni\(_2P\)), the two-phonon 2nd order longitudinal optical mode at \(\approx 1090\) cm\(^{-1}\) (Ni\(_2P\)), and at last the two-magnon mode at \(\approx 1500\) cm\(^{-1}\) (2M) \([49,50]\). No peaks of the one-phonon mode (<700 cm\(^{-1}\)) appear, probably because they overlapped with the scattering of YSZ. As the cell is started, the NiO in the FE is reduced with 100 % H\(_2\) at 150 Sml/min. Indeed, all the peaks coming from NiO scattering are no more visible, suggesting a complete reduction of NiO to metal Ni.

![Figure 11. Relaxation time and area as a function of the experiment time. T = 1048 K, H\(_2\):N\(_2\) 27:75 200 Sml/min at the FE, air 300 Sml/min at the AE, j = 500 mA/cm\(^2\).](image-url)
To study the composition on the exhausted SOC specimen, Raman spectra were acquired on two different spots, i.e., the center and near the circumference of the electrode.

Figure 12. SEM micrographs of both section (800 × magnification) and anode face (20 kx magnification) of the pristine cell after reduction (A1,A2) and stressed SOC specimen (B1,B2).

Figure 13. (a) Raman spectra of the pristine cell (black line), pristine reduced cell (red line), side of exhausted SOC specimen (green line), the center of exhausted SOC specimen (blue line). (b) Comparison of pristine cell and exhausted SOC specimen from 600 up to 1800 cm⁻¹.
The peaks due to the scattering of tetragonal ZrO$_2$ were still visible. Two peaks, which were at 474 cm$^{-1}$ and 650 cm$^{-1}$, shifted at 478 cm$^{-1}$ and 640 cm$^{-1}$, respectively. A new set of peaks appeared from 190 cm$^{-1}$ up to 730 cm$^{-1}$. These peaks were assigned to NiO as zone-boundary phonon mode (190 cm$^{-1}$), one-phonon transverse optical mode (380 cm$^{-1}$), one-phonon longitudinal optical mode (570 cm$^{-1}$), and two-phonon 2nd order transverse optical mode (730 cm$^{-1}$). The higher intensity of the one-phonon mode peaks can be explained by the defect-rich surface of the catalyst particles, probably induced by the stress test [49]. The two-phonon modes of NiO (>730 cm$^{-1}$) could be weak because of two factors: (i) the surface layer is amorphous, and (ii) the presence of adsorbate species on the surface such as oxygen or water [50]. Finally, the absence of the two-magnon peak (1500 cm$^{-1}$) could be due to the laser-induced heating above the Néel temperature and the destruction of magnetic ordering [51].

4. Discussion and Concluding Remarks

In the test here proposed, the stress agent causing early degradation of the SOC material was known a priori. Thus, the comprehensive analysis of the evolution of DRT peaks features (center and area) revealed the effect of the stress test. Similar experiences might be conducted, perturbing the SOC operation with different stress agents. Nonetheless, the experimental evidence, profusely presented and discussed in Section 3, already provides a validation of the diagnostic technique here proposed, encompassing EIS signal analysis and post-mortem SOC material investigation. Therefore, the technique based on EIS and DRT can be implemented as a tool for SOC operando diagnosis. Real-time deconvolution of EIS data and the comparison of results with new&clean deconvoluted spectra allow identifying faults outbreak and deliver specific information on the leading cause behind performance loss. The detection of faults at the early stage is fundamental for process control and management and permits mitigation actions to reduce the stress on the SOC material; hence, preventing its performance from decaying beyond physiological rates.

The diagnostic tool here presented is related to a particular family of hydrogen electrochemical energy technologies, namely Solid Oxide Cells. As presented in the Introduction, this technology embeds a great potential in both fuel cell and electrolysis processes, as well as in reversible operated cells. Moreover, the methodology adopted in the diagnostic tool shows relevance in the broader framework of hydrogen energy conversion technologies. Hence, provided that DRT peaks are correctly identified, their utilization can be extended beyond solid oxide cells.

Author Contributions: Conceptualization, L.B.; methodology, A.B.; software, A.S.; validation, A.B., and A.S.; formal analysis, A.S. and F.N.; investigation, A.B.; resources, L.B.; data curation, A.S.; writing—original draft preparation, A.B. and A.S.; writing—review and editing, L.B. and F.N.; visualization, A.B. and A.S.; supervision, G.B.; project administration, L.B.; funding acquisition, L.B. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Italian Ministry for Education and Research (MIUR), under the program “Progetti di Ricerca di rilevante Interesse Nazionale” (PRIN-2017) in the context of HERMES (High Efficiency Reversible technologies in fully renewable Multi-Energy System project)—Prot. 2017F4S2L3.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data sharing not applicable.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to publish the results.
Abbreviations

AE     Air Electrode
DAQ    Digital Acquisition System
DC     Direct Current
DRT    Distribution of Relaxation Times
ECM    Equivalent Circuit Model
EIS    Electrochemical Impedance Spectroscopy
FMC    Flow Meter Controller
FE     Fuel Electrode
HOR    Hydrogen Oxidation Reaction
MIEC   Mixed Ionic-Electronic Conductor
NLLS   Non-Linear Least Square
OC     Open Circuit
OCV    Open Circuit Voltage
ORR    Oxygen Reduction Reaction
rSOC   Reversible Solid Oxide Cell
RT     Room Temperature
SEM    Scanning Electron Microscopy
SOC    Solid Oxide Cell
SOFC   Solid Oxide Fuel Cell
TM     Temperature Measurement
TR     Temperature Regulation
YSZ    Yttria-stabilized Zirconia
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