Abstract
Preordered semialgebras and semirings are two algebraic structures frequently occurring in real algebraic geometry. They have many interesting and promising applications in the fields of probability theory, theoretical computer science, quantum information theory, etc. Strassen’s Vergleichsstellensatz and its generalized versions, analogs of those well-known Positivstellensätze, play important roles in these applications. While these Vergleichsstellensätze accept only a commutative setting (for the semirings in question), we prove in this paper a noncommutative version of one of the generalized Vergleichsstellensätze proposed by Fritz [Comm. Algebra, 49 (2) (2021), 482-499].

The most crucial step in our proof is to define the semialgebra of the fractions of a noncommutative semialgebra, which generalizes (at least some of) the definitions in the literature. Our new theorem characterizes the relaxed preorder on a noncommutative semialgebra induced by all monotone homomorphisms to $\mathbb{R}_+$ via three other equivalent conditions on the semialgebra of its fractions.
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1. Introduction
A (noncommutative) semiring $S$ is a set together with binary operations $+, \ast : S \times S \to S$,

respectively called addition and multiplication. Elements $0_S, 1_S \in S$ such that $(S, +, 0_S)$ is a commutative monoid, $(S, \ast, 1_S)$ is a noncommutative
monoid and such that the multiplication distributes over the addition [1]. A (noncommutative) semialgebra $S$ is a (noncommutative) semiring together with a (nonnegative) scalar multiplication

$$\mathbb{R}_+ \times S \rightarrow S, (r, x) \mapsto r \cdot x$$

that is a commutative monoid homomorphism from $(\mathbb{R}_+, +)$ or $(S, +)$ in the first or the second argument respectively, and satisfies the following addition laws: i) $1 \cdot x = x$, ii) $(r \cdot x) * (s \cdot y) = (rs) \cdot (x * y)$ [2, Definition 3.5].

A semialgebra $S$ is zero-sum-free if for any $a, b \in S$, $a + b = 0_S$ implies $a = b = 0_S$. It is zero-divisor-free if for any $a, b \in S$, $a \ast b = 0_S$ implies $a = 0_S$ or $b = 0_S$. In a zero-divisor-free semialgebra $S$, $r \cdot a = 0_S$ implies $r = 0$ or $a = 0_S$ for any $r \in \mathbb{R}_+$ and $a \in S$: $r \cdot a = 0_S \Rightarrow (r \cdot 1_S) \ast a = 0_S \Rightarrow r \cdot 1_S = 0_S$ or $a = 0_S$. If $a \neq 0_S$ and $r \neq 0$, then $1_S = r^{-1} \cdot (r \cdot 1_S) = r^{-1} \cdot 0_S = 0_S$. Hence $a = a \ast 1_S = a \ast 0_S = 0_S$, which is a contradiction.

A preorder relation (or, preorder) $\leq$ on a set $X$ is a binary relation that is both reflexive and transitive ([1], page 119). Set $x, y \in X$, we sometimes write “$x \geq y$” instead of “$y \leq x$”, and write “$x < y$” or “$y > x$” instead of the condition “$x \leq y$ and $x \neq y$” throughout the paper. A preorder relation $\leq$ on $X$ is considered trivial if $x \leq y$ holds for any $x, y \in X$.

A preordered semiring [3, Definition 2.2] is a semiring with a preorder relation $\leq$ such that for all $a, x, y$ in the semiring,

$$x \leq y \text{ implies } \begin{cases} a + x \leq a + y, \\ a \ast x \leq a \ast y, \\ x \ast a \leq y \ast a. \end{cases} \quad (1)$$

Similarly, a preordered semialgebra is a semialgebra with a preorder relation $\leq$ such that $x \leq y$ implies the inequalities in (1). Note that it also implies the inequality

$$r \cdot x \leq r \cdot y \quad (2)$$

for any $r \in \mathbb{R}_+$, since $r \cdot x = (r \cdot 1_S) \ast x \leq (r \cdot 1_S) \ast y = r \cdot y$.

Let $E$ and $K$ be two semialgebras. A map $f$ from $E$ to $K$ is a semialgebra homomorphism (or, simply homomorphism) if $f(0_E) = 0_K$, $f(1_E) = 1_K$ and for any $x, y \in E$ and any $r \in \mathbb{R}_+$, the following equations hold

$$f(x + y) = f(x) + f(y), \quad f(x \ast y) = f(x) \ast f(y) \quad \text{and} \quad f(r \cdot x) = r \cdot f(x).$$
If $\leq_E$ and $\leq_K$ are two preorder relations on $E$ and $K$ respectively, then a map $f$ from $E$ to $K$ is monotone (w.r.t. $\leq_E$ and $\leq_K$) if for any $x, y \in E$, $x \leq_E y$ implies $f(x) \leq_K f(y)$.

The following definition of a power universal element in a noncommutative preordered semialgebra is a natural generalization of [3, Definition 2.8].

**Definition 1.1.** Let $S$ be a noncommutative preordered semialgebra with $1_S \geq 0_S$. An element $u \in S$ with $u \geq 1_S$ is power universal (w.r.t. the preorder $\leq$) if for every nonzero $x \in S$ there is a number $k \in \mathbb{N}$ such that

$$u^k \cdot x \geq 1_S, \quad x \cdot u^k \geq 1_S \quad \text{and} \quad u^k \geq x. \tag{3}$$

Recently, Strassen’s separation theorem [4, 5] for preordered semirings (called “Strassen’s Vergleichsstellensatz” [6]) has been generalized tremendously by Fritz and Vrana [2, 3, 6, 7] due to its varies applications to real algebraic geometry, probability theory, theoretical computer science, and quantum information theory [3, 5, 8, 9, 10, 11, 12]. Strassen’s Vergleichsstellensatz and its generalizations are analogs of those Positivstellensätze in real algebraic geometry focusing mainly on ordered rings and fields. Among them, Fritz’s results [3, 6] recover the classical Positivstellensatz of Krivine-Kadison-Dubois, which suggests that the theory of semirings and semialgebras can provide us with new insights into real algebraic geometry.

While Strassen’s Vergleichsstellensatz and its generalizations accept only the commutative setting for the semirings under consideration, we prove in this paper a noncommutative version of one of Fritz’s generalized Vergleichsstellensätze in [3]. As in the commutative case, the main assumption on the preordered semialgebra $S$ considered in our theorem is:

**Assumption 1.2.** The inequality “$1_S \geq 0_S$” holds in the preordered semialgebra $S$, and there is a power universal element $u \in S$.

The assumption of the existence of a power universal element is similar to the Archimedean condition in the traditional real algebraic geometry. Moreover, the semialgebra $S$ considered in this paper also satisfies the following assumption:

**Assumption 1.3.** The semialgebra $S$ is both zero-sum-free and zero-divisor-free, and the inequality “$1_S \neq 0_S$” holds.

Then our main result can be stated as follows:
Theorem 1.4. Let \((S, \leq)\) be a preordered semialgebra satisfying Assumptions 1.2 and 1.3 with a power universal element \(u \in S\). Then, for every nonzero \(x, y \in S\), the following are equivalent:

(a) \(f(x) \geq f(y)\) for every monotone semialgebra homomorphism \(f : S \to \mathbb{R}_+\).

(b) For every real number \(\epsilon > 0\), there is a finite number \(m \in \mathbb{N}\) such that

\[
\overline{x} + \sum_{j=0}^{m} e^{j+1} \cdot \overline{w}^j \succ \overline{y}. \tag{4}
\]

(c) For every real number \(r \in \mathbb{R}_+\) and every real number \(\epsilon > 0\), there is a polynomial \(p \in \mathbb{Q}_+[X]\) such that \(p(r) \leq \epsilon\) and

\[
\overline{x} + p(\overline{u}) \succ \overline{y}.
\]

(d) For every real number \(r \in \mathbb{R}_+\) and every real number \(\epsilon > 0\), there is a polynomial \(p \in \mathbb{Q}_+[X]\) such that \(p(r) \leq 1 + \epsilon\) and

\[
p(\overline{u}) \star \overline{x} \succ \overline{y}. \tag{5}
\]

The elements \(\overline{x}, \overline{y}\) and \(\overline{u}\) above are the images of \(x, y\) and \(u\) for the canonical map (Definition 2.9) from \(S\) to the semialgebra of its fractions, and the preorder “\(\preceq\)” is a preorder on the semialgebra of the fractions which is directly derived from the original preorder “\(\leq\)” on \(S\) (Definition 3.1).

Example 1.5. Let \(\mathbb{R}_+(x_1, \ldots, x_n)\) be the set of all noncommutative polynomials in \(n\) variables with coefficients in \(\mathbb{R}_+\) whose constant terms are nonzero. Then, the semialgebra \(S = \{0\} \cup \mathbb{R}_+(x_1, \ldots, x_n)\) equipped with the coefficient-wise preorder is one of the simplest examples of preordered semialgebras. It satisfies Assumptions 1.2, 1.3 with the element \(u = 2 + \sum_{i=1}^{n} 2 \cdot x_i\) being power universal. Theorem 1.4 can therefore be applied.

The main technical difficulty in proving Theorem 1.4 is to define properly the semialgebra of the fractions of a noncommutative semialgebra: In the commutative case, every fraction of elements in a commutative semialgebra/semiring can be written in the simple form “\(\frac{a}{b}\)” for two elements \(a, b\) in the semialgebra/semiring. However, “fractions” in the noncommutative case can be of more complicated forms, e.g., “\(d^{-1} \star g \star h^{-1}\)” and “\((d + g^{-1})^{-1}\),” which can no longer be written in the form “\(\frac{a}{b}\).” Our definition for the semialgebra of the fractions of a noncommutative semialgebra in Subsection 2.3.
generalizes the definition in the literature, and we also show that it coincides with the usual definition in the commutative case (Proposition 3.4).

Now that theories on commutative semirings and semialgebras help us better understand commutative real algebraic geometry, it is reasonable to expect the same thing in the noncommutative case. Moreover, we hope the theory of noncommutative semirings and semialgebras (including our new theorem) could be applied to quantum information theory and other related areas.

The main difference between Theorem 1.4 and Fritz’s Vergleichsstellen- satz ([3, Theorem 2.12]) is that, in the commutative case, the corresponding inequalities in conditions (b) - (d) can be rewritten as inequalities in the original semialgebra $S$ (Proposition C.2), while in Theorem 1.4 one may find it non-trivial to do the same thing.

In the next section, we define the semialgebra of the fractions of a noncommutative semialgebra that satisfies Assumption 1.3. This definition is the cornerstone of the main theorem of our paper. Section 3 indicates how a preorder relation on a semialgebra derives another preorder relation on the semialgebra of its fractions. Section 4 is devoted to interpreting how an $\mathbb{R}_+$-valued semialgebra homomorphism can be extended from a semialgebra to the semialgebra of its fractions. In Section 5, we explain in detail how an $\mathbb{R}$-linear space can be constructed from a (noncommutative) semialgebra. This is mentioned in [3], but we include it for rigorousness and completeness. Finally, in Section 6, we present the proof of Theorem 1.4.

2. The Semialgebra of the Fractions of a Noncommutative Semialgebra

Throughout the paper, the letter “$S$” stands for a noncommutative semialgebra that satisfies Assumption 1.3.

The following example introduces a simple method to define the semialgebra of nonnegative rational numbers $\mathbb{Q}_+$ from the semialgebra of nature numbers $\mathbb{N}$. Then we define the semialgebra of the fractions of $S$ similarly.

**Example 2.1.** To define $\mathbb{Q}_+$ from $\mathbb{N}$, there are 3 steps:

i) Define the set of formal expressions $U = \{n \otimes m \mid n, m \in \mathbb{N}\}$ with $\otimes$ the formal division.

ii) There are obviously some “illegal” expressions like $3 \otimes 0$ and $0 \otimes 0$, but we only care about the set of “legal” expressions $W = \{n \otimes m \mid n, m \in \mathbb{N}, m > 0\}$. 
iii) Since some expressions, e.g., \(2 \otimes 6\) and \(3 \otimes 9\), stand for the same rational number, we need an equivalence relation \(R\) on \(W\) telling whether two expressions “equal”. Here is a simple way to define \(R\): 
\[n \otimes m \sim i \otimes j\] if and only if \(nj = mi\). We then define \(\mathbb{Q}_+ = W/R\), which can be regarded as the semialgebra of the fractions of \(\mathbb{N}\).

We can define the semialgebra of the fractions of \(S\) similarly.

2.1. Defining the set of formal rational expressions of the elements in \(S\)

The first step is to construct the set of all formal expressions of fractions (as the set \(U\) in Example 2.1). Since \(S\) is noncommutative, the “fractions” of \(S\) may have more complicated forms than just \(a/b\). For instance, we should allow expressions like \((2 \cdot a \ast b + c^{-1})^{-1}\), which contains multiplication, scale multiplication, addition, and inversion. Thus, we define \(U\) to be the set of all finite formal expressions in the elements in \(S\) with the formal addition “\(\oplus\)”, the formal multiplication “\(\otimes\)”, the formal scalar multiplication “\(\odot\)” and the formal inversion “\(^{-1}\)” (\(\oplus, \otimes, \text{and } \odot\) are binary operations while \(^{-1}\) is unary). To be precise, we have

**Definition 2.2.** The set \(U(S)\) (or simply \(U\), if it won’t cause any ambiguity) of formal rational expressions consisting of finitely many formal operations and elements in a semialgebra \(S\), refers to the set determined exactly by the following rules:

i) \(S \subset U\),  
ii) \(a \otimes b \in U\) if and only if both \(a, b \in U\),  
iii) \(a \oplus b \in U\) if and only if both \(a, b \in U\),  
vii) \(r \odot a \in U\) if and only if \(r \in \mathbb{R}_+\) and \(a \in U\),  
iv) \(a^{-1} \in U\) if and only if \(a \in U\).

There is no such element as \(a \oplus b \oplus c\) in \(U\) since \(\oplus\) is a binary operation. But there are elements of \(U\) of the form \((a \oplus b) \oplus c\) or \(a \oplus (b \oplus c)\). By Definition 2.2 every element of \(U\) either contains no formal operations (i.e., it is in \(S\)) or is of exactly one of the following forms: \(r \odot a, a \otimes b, a \oplus b, a^{-1}\). To illustrate, set \(s_i \in S\), then these are respectively some elements of \(U\) of those forms:

\[2 \odot (s_1 \oplus s_2)^{-1}, \ 0_S \oplus s_1, \ (0_S \otimes s_1) \oplus (0_{\mathbb{R}} \odot s_2^{-1}), \ (0_S \oplus s_1)^{-1} \]

It is clear that the last expression is “illegal” since it is the inverse of an expression that “equals” to zero, which makes no sense. Therefore, the set
of “legal” expressions in $U$ are those ones such that whenever they contain a sub-expression of the form $a^{-1}$, $a$ is not an expression “equaling” zero. On the other hand, there are many expressions in $U$ “equaling” zero, as the second and the third ones shown above. The set of all “legal” expressions (denoted by $W$) is not as clear as in the commutative case in Example 2.1, since the set (denoted by $O$) of the expressions “equaling” zero is more complicated. These two sets have to be defined together because they “tangle” with each other: for any $a \in W$, $a^{-1}$ should be in $W$ if and only if $a \notin O$, and for any $a \in W$, $0_S \otimes a$ should be in $O$. The precise definition of them is as follows:

**Definition 2.3.** The sets of legal and null formal rational expressions of the elements in a semialgebra $S$, denoted by $W(S)$ (or $W$) and $O(S)$ (or $O$) respectively, refer to the subsets of $U$ which are determined exactly by the following rules:

i) $S \subset W$ and $O \cap S = \{0_S\}$;

for all $a, b \in U$,

ii) $a \oplus b \in W$ if and only if $a, b \in W$, and

$a \oplus b \in O$ if and only if $a, b \in O$;

iii) $a \otimes b \in W$ if and only if $a, b \in W$, and

$a \otimes b \in O$ if and only if one of $a, b$ is in $O$ but the other is in $W$;

for all $a \in U$ and $r \in \mathbb{R}_+$,

iv) $r \otimes a \in W$ if and only if $a \in W$, and

$r \otimes a \in O$ if and only if $a \in O$ or ($r = 0_\mathbb{R}$ and $a \in W$);

for all $a \in U$,

v) $a^{-1} \notin O$, and

$a^{-1} \in W$ if and only if $a \in W \setminus O$.

All these rules are natural and easy to understand: Rule i) means elements of $S$ are “legal” expressions, and $0_S$ is the only element in $S$ that “equals” zero. The first conditions of Rules ii) – iv) mean that the “legal” expressions are closed concerning the formal operations $\oplus, \otimes$ and $\odot$ and that only “legal” expressions can generate other “legal” expressions. The second condition in Rule v) means that only the inverses of “legal” expressions not “equaling” zero are “legal” inverses. The second condition in Rule ii) says the set of “zeros” is closed for the formal addition, and the zero-sum-free property holds. The second condition in Rules iii) – iv) means zero times anything “legal” is again zero, and that the zero-divisor-free property holds. The
condition \( a^{-1} \notin O \) in Rule v) is quite natural since anything of the form \( a^{-1} \) cannot be zero.

Definition 2.3 does uniquely characterize two subsets of \( U \) since there is an algorithm deciding whether a given expression \( a \in U \) is in \( W \) (or \( O \)) or not. Some examples are sufficient for the readers to understand that:

**Example 2.4.** Let \( s_i \) be some nonzero elements of \( S \). Then we have

\[
(s_1 \oplus s_2)^{-1} \in W
\]
\[
\Leftrightarrow s_1 \oplus s_2 \in W \setminus O
\]
\[
\Leftrightarrow s_1 \oplus s_2 \in W \land s_1 \oplus s_2 \notin O
\]
\[
\Leftrightarrow s_1, s_2 \in W \land (s_1 \notin O \lor s_2 \notin O)
\]
\[
\Leftrightarrow \text{True.}
\]

The reasoning above uses only rules in Definition 2.3, time after time. Whenever a rule is used, an operation in the expression \((s_1 \oplus s_2)^{-1}\) is reduced. When there are no operations, Rule i) in Definition 2.3 helps decide true or false. Here is another example:

\[
(0 \odot s_1)^{-1} \in W
\]
\[
\Leftrightarrow 0 \odot s_1 \in W \setminus O
\]
\[
\Leftrightarrow 0 \odot s_1 \in W \land 0 \odot s_1 \notin O
\]
\[
\Leftrightarrow (0 \odot s_1 \in W) \land 0 \odot s_1 \notin O \land s_1 \notin O
\]
\[
\Leftrightarrow \text{False},
\]

which means \((0 \odot s_1)^{-1}\) is “illegal”. We can also decide whether an element of \( U \) is in \( O \). For instance, we have \((s_1 \oplus s_2)^{-1} \notin O\) according to Rule v) in Definition 2.3 and

\[
s_1 \oplus s_2 \in O
\]
\[
\Leftrightarrow s_1, s_2 \in O \quad \text{and} \quad 0 \odot s_1 \in O
\]
\[
\Leftrightarrow \text{False} \quad \text{and} \quad \text{True}
\]

The following proposition shows that all expressions “equaling” zero are “legal”, which is important.

**Proposition 2.5.** The set \( O \) is a subset of \( W \).

*Proof.* It suffices to show that \( \forall i \in \mathbb{N}, \forall a \in O, \) “\( a \) has \( i \) operations in it” implies “\( a \in W \)”. But this can be proved inductively (for \( i \)) using Definition 2.3. \( \square \)
The proposition below gives another definition for the sets \( W \) and \( O \).

**Proposition 2.6.** Set \( W_0 = S \) and \( O_0 = \{0_S\} \). Define the recurrence sequences \( \{W_i\} \) and \( \{O_i\} \) as follows:

\[
W_{i+1} = W_i \cup (W_i \oplus W_i) \cup (W_i \odot W_i) \cup (\mathbb{R_+} \odot W_i) \cup (W_i \setminus O_i)^{-1},
\]

\[
O_{i+1} = O_i \cup (O_i \oplus O_i) \cup (O_i \odot W_i) \cup (W_i \odot O_i) \cup (\{0\} \odot W_i) \cup (\mathbb{R_+} \odot O_i),
\]

where \( W_i \oplus W_i \) means \( \{a \oplus b \mid a, b \in W_i\} \), \( (W_i \setminus O_i)^{-1} \) means \( \{a^{-1} \mid a \in W_i \setminus O_i\} \) and the meanings of the other sets in the expressions are similar. Then we have \( W = \bigcup_{i=0}^{\infty} W_i \) and \( O = \bigcup_{i=0}^{\infty} O_i \) for the sets \( W \) and \( O \) in Definition 2.3.

**Proof.** Set \( \hat{W} = \bigcup_{i=0}^{\infty} W_i \) and \( \hat{O} = \bigcup_{i=0}^{\infty} O_i \). It suffices to show that they satisfy all the rules in Definition 2.3 since the pair \((W, S)\) of subsets of \( U \) satisfying those rules is unique. It is clear that \( \hat{W} \) and \( \hat{O} \) satisfy all those rules, excluding the second one in rule v). To show that they also satisfy that rule, it suffices to have \( W_i \setminus \hat{O} = W_i \setminus O_i \) for any \( i \in \mathbb{N} \). This is a direct corollary of Lemma 2.7.

**Lemma 2.7.** For any \( i \in \mathbb{N} \) and the sets \( W_i, O_i \) and \( \hat{O} = \bigcup_{i=0}^{\infty} O_i \) defined in Proposition 2.6, we have \( W_i \cap \hat{O} = O_i \).

**Proof.** It is clear that \( W_i \cap \hat{O} \supset O_i \) since \( O_i \subseteq W_i \) and \( O_i \subseteq \hat{O} \). By simply reasoning inductively on the index \( i \), one shows the opposite containment, which we omit the details. The trick is, for any \( w \in W_i \cap \hat{O} \), it is of one of the forms: \( a \oplus b, a \odot b \) and \( r \odot a \). In every case, we have \( a, b \in W_{i-1} \). Using the rules in Definition 2.3 for the set \( \hat{O} \), one finds that the induction step works. \( \square \)

In the rest of the paper, some proofs will be carried out based on the definition of the sets \( W \) and \( O \) given in Proposition 2.6.

### 2.2. Constructing an equivalence relation on the set of “legal” expressions

As in Example 2.1, we define in this subsection an equivalence relation \( R(S) \) (or written as \( R \)) on the set \( W \) so that the quotient \( W/R \) becomes a semialgebra of the fractions of \( S \) with every nonzero element invertible. This is why it is called the *semialgebra-oriented* equivalence relation (Definition 2.8). The principal is to ensure that \( R \) includes only necessary relations, such that \( R \) is as small as possible, and the semialgebra of fractions \( W/R \) can then be as general as possible.
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On the one hand, there are no semialgebra laws in the set of “legal” expressions $W$, e.g., $w_1 = (a \oplus b) \oplus c$ and $w_2 = a \oplus (b \oplus c)$ are not the same. On the other hand, from Example 2.11 we know that $(a, b) \in R$ means $a = b$ in the semialgebra of fractions $W/R$. Therefore, we will have $w_1 = w_2$ (and thus the associative law of addition) in $W/R$ if and only if we include the pair $(w_1, w_2)$ into the equivalence relation $R$. Since we expect $W/R$ to be a semialgebra, all pairs (like $(w_1, w_2)$ mentioned above) which stand for any semialgebra axioms should necessarily be included in $R$. These pairs are in the sets listed below:

$$A_1 = \{(a \oplus b) \oplus c, a \oplus (b \oplus c), ((a \oplus b) \oplus c, a \oplus (b \oplus c)), (a \oplus (b \oplus c), (a \oplus b) \oplus (a \oplus c)), ((b \oplus c) \oplus a, (b \oplus a) \oplus (c \oplus a)), (a \oplus b, b \oplus a), (0_S \oplus a, a), (a \oplus 0_S, a) \mid a, b, c \in W\},$$

$$A_2 = \{(1_S \oplus a, a), (a \oplus 1_S, a), (0_S \oplus a, 0_S), (a \oplus 0_S, 0_S) \mid a \in W\},$$

$$A_3 = \{(r \circ (a \oplus b), (r \circ a) \oplus (r \circ b)), ((r +_R t) \circ a, (r \circ a) \oplus (t \circ a)), (r \circ (a \oplus b), (r \circ a) \oplus b), (r \circ (a \oplus b), a \oplus (r \circ b)), ((rt) \circ a, r \circ (t \circ a)), (1_R \circ a, a), (0_R \circ a, 0_S) \mid r, t \in \mathbb{R}_+, a, b \in W\}.$$  

Similarly, since $(a \oplus b)^{-1}$ and $b^{-1} \oplus a^{-1}$ are different expressions in $W$, we need to include into $R$ those axioms involving the inversion:

$$A_4 = \{(a^{-1} \oplus a, 1_S), (a \oplus a^{-1}, 1_S), ((a \oplus b)^{-1}, b^{-1} \oplus a^{-1}), (1_S^{-1}, 1_S), (s \circ (a^{-1}), (1_S \circ a)^{-1}) \mid a, b \in W \setminus \mathcal{O}, s \in \mathbb{R}_{>0}\}.$$  

Besides, we also expect that the identities in $S$ remain valid in $W/R$. For instance, suppose $s_1 = x_1 * x_2 + 2, s_2 = x_1 * x_2 * x_1 * x_2 + 2$ and $s_3 = 2x_1 * x_2 + 1$ are elements in the semialgebra $S$ defined in Example 1.6 then $s_1^2 = s_2 + 2s_3$ is an identity in $S$. This identity should also be true in the semialgebra of the fractions of $S$. To explain that explicitly, we define

$$Q = \{w \in W \mid w \text{ does not contain the formal inversion}\},$$

then any $w \in Q$ can be evaluated in the semialgebra $S$: one takes off all the “circles” of the symbols $\oplus, \oplus$ and $\circ$, turning them into $+, \ast$ and $\cdot$ (the operations in $S$) respectively, whenever they occur in the expression $w$. In this way, the expression $w$ results in an element of $S$, denoted by $w_S$. To illustrate, let $s_1$ and $s_2$ be as above, then $w = s_2 \oplus (2 \cdot s_3)$ is an expression without the formal inversion and $w_S = s_2 + 2s_3$, which is an element in
Now the condition “identities in $S$ remains valid in $W/R$” require us to include into $R$ the following set of pairs:

$$A_5 = \{(a, b) \in Q \times Q \mid a_S = b_S\}.$$  \hspace{1cm} (10)

Finally, the expressions in the set $\mathcal{O}$ defined in Definition 2.3 should be regarded as zero. Thus we need to include into $R$ the pairs in the set below:

$$A_6 = \{(a, 0_S) \mid a \in \mathcal{O}\} = \mathcal{O} \times \{0\}.$$ \hspace{1cm} (11)

From above, the pairs in the set $\bigcup_{i=1}^{6} A_i$ should be included in $R$. However, to define operations in the semialgebra of fractions $W/R$, $R$ needs to be closed under formal operations $\oplus, \otimes, \odot$ and $^{-1}$. This means

i) $(a, b), (c, d) \in R \Rightarrow (a \oplus c, b \oplus d), (a \otimes c, b \otimes d) \in R,$

ii) $(a, b) \in R \Rightarrow (r \odot a, r \odot b) \in R$, and

iii) $((a, b) \in R \land a \notin \mathcal{O} \land b \notin \mathcal{O}) \Rightarrow (a^{-1}, b^{-1}) \in R$

for any $a, b, c, d \in W$ and any $r \in \mathbb{R}_+$. To see why the set $R$ has to meet these conditions, suppose $\bar{a}, \bar{b} \in W/R$ are the equivalence classes of $a, b \in W$, respectively. Then it is natural to define the addition in $W/R$ by

$$\bar{a} + \bar{b} = a \oplus b.$$

Now “the relation $R$ is closed under the formal addition $\oplus$” ensures that this addition is well-defined. Otherwise, it seems impossible to define an addition in $W/R$.

Note that if $R_1, R_2 \subset W \times W$ are two equivalence relations on $W$ which are both closed under all the formal operations, then so is their intersection $R_1 \cap R_2$. Therefore we have the following definition

**Definition 2.8.** The semialgebra-oriented equivalence relation $R(S) \subset W \times W$ on the set $W$ of legal formal rational expressions in elements of a semialgebra $S$ is defined to be the minimal subset of $W \times W$ such that (1) it contains $\bigcup_{i=1}^{6} A_i$, that (2) it is an equivalence relation and that (3) it is closed under the formal operations $\oplus, \otimes, \odot$ and $^{-1}$. In other words, if $\mathcal{R}$ is the set of all those subsets of $W \times W$ which meet these three conditions, then

$$R = \bigcap_{T \in \mathcal{R}} T.$$

The equivalence relation $R$ is well-defined since $W \times W \in \mathcal{R}$ and $\mathcal{R}$ is not empty.
Definition 2.9. For any \( w \in W \), we denote by \( \overline{w} \) the \( R \)-equivalence class containing \( w \). The map \( \overline{\cdot} : W \to W/R, w \mapsto \overline{w} \) is called the generalized canonical map while its restriction to \( S \), i.e., the map \( \overline{\cdot} : S \to W/R, s \mapsto \overline{s} \), is called the canonical map. A subset \( B \subseteq W \) is called \( R \)-saturated if for any \( w \in W \), \( w \in B \) implies \( \overline{w} \subseteq B \).

The following proposition provides another definition of the semialgebraic-oriented equivalence relation.

Proposition 2.10. Set \( R_0 = (\bigcup_{i=0}^6 A_i) \cup \{(a, a) \mid a \in W\} \) and define the recurrence sequence \( \{R_i\}_{i \in \mathbb{N}} \) as

\[
R_{i+1} = R_i \cup (R_i \oplus R_i) \cup (R_i \otimes R_i) \cup (\mathbb{R}_+ \circ R_i) \cup (R_i \backslash ((\mathcal{O} \times W) \cup (W \times \mathcal{O})))^{-1} \\
\quad \cup \text{rev}(R_i) \cup \{(a, c) \in W \times W \mid \exists b \in W \text{ s.t. } (a, b), (b, c) \in R_i\},
\]

with

\[
\begin{align*}
R_i \oplus R_i &= \{(a \oplus c, b \oplus d) \mid (a, b), (c, d) \in R_i\}, \\
R_i \otimes R_i &= \{(a \otimes c, b \otimes d) \mid (a, b), (c, d) \in R_i\}, \\
\mathbb{R}_+ \circ R_i &= \{(r \circ a, r \circ b) \mid r \in \mathbb{R}_+, (a, b) \in R_i\}, \\
(R_i \backslash ((\mathcal{O} \times W) \cup (W \times \mathcal{O})))^{-1} &= \{(a^{-1}, b^{-1}) \mid (a, b) \in \mathcal{O}, (a, b) \in R_i\}, \\
\text{rev}(R_i) &= \{(b, a) \mid (a, b) \in R_i\}.
\end{align*}
\]

Then, \( R = \bigcup_{i=0}^\infty R_i \) for \( R \) defined in Definition 2.8.

Proof. Set \( \hat{R} = \bigcup_{i=0}^\infty R_i \). By the definition of \( R_i \), we see that \( \hat{R} \) is an equivalence class on \( W \) which contains the set \( \bigcup_{i=0}^6 A_i \) and is closed under the formal operations \( \oplus, \otimes, \circ \) and \( ^{-1} \). Hence \( R \subseteq \hat{R} \) by Definition 2.8. To prove the converse containment, it suffices to show \( R_i \subseteq R \) for any \( i \in \mathbb{N} \). This can be done inductively on the index \( i \), which only contains routine checks; therefore, we omit it. The trick is to choose any \( p \in R_k \) and then to prove \( p \in R \). When \( p \) is of one of the following forms

\[
(a \oplus c, b \oplus d), (a \otimes c, b \otimes d), (r \circ a, r \circ b), (a^{-1}, b^{-1}), (b, a)
\]

shown in equations (13) with \( (a, b), (c, d) \in R_{k-1} \), then the induction step works for this case. Otherwise, \( p = (a, c) \) with \( (a, b), (b, c) \in R_{k-1} \) for some \( b \in W \). In this case, the induction step also works. \( \square \)
In the rest of the paper, we may use the definition of $R$ given in Proposition 2.10 rather than the one in Definition 2.8 while conducting some proofs. For instance, we show in Lemma A.2 that the set $O$ is $R$-saturated. And with that lemma, the following proposition is then straightforward. It is, however, important while define the semialgebra of fractions in the next subsection.

**Proposition 2.11.** It holds that $\overline{0}_S = O$.

*Proof.* Since $O \times \{0_S\} \subset R$, $\overline{0}_S \supset O$. Conversely, set $x \in \overline{0}_S$, then $(x, 0_S) \in R$. Clearly, $(x, 0_S) \in R_i$ for some $i \in \mathbb{N}$ and $0_S \in O$. By Lemma A.2 we have $x \in O$. $\square$

### 2.3. Defining the semialgebra of the fractions of $S$

Set $F = W/R$ to be the set of equivalence classes in $W$, to turn it into a semialgebra, and we can define an addition, a multiplication, an inversion, and a scalar multiplication in $F$ as follows,

\[
\begin{align*}
\overline{a} + \overline{b} &= \overline{a \oplus b} \\
\overline{a} \ast \overline{b} &= \overline{a \otimes b} \\
r \cdot \overline{a} &= \overline{r \odot a} \\
\overline{a}^{-1} &= \overline{c^{-1}}, \quad \forall a, b \in W, \forall r \in \mathbb{R}^+, \forall c \in W \setminus O.
\end{align*}
\]

**Proposition 2.12.** The operations given above are well-defined, and they turn $F$ into a semialgebra with any nonzero element invertible.

*Proof.* The definitions of addition, multiplication, and scalar multiplication are all well-defined since $R$ is closed under the formal operations $\oplus$, $\otimes$, and $\odot$. The relations in the set $A_1 \cup A_2 \cup A_3$ ensure that all semialgebra axioms are valid in $F$. Moreover, $\overline{0}_S$ and $\overline{1}_S$ are the identities of addition and multiplication, respectively.

We need to show that the inversion is well-defined and it is indeed “the inversion” for the multiplication defined here.

Set $e \in W$ and suppose that $\overline{e} = \overline{c}$. By Proposition 2.11, $c \notin O$ implies $\overline{c} \neq \overline{0}_S$. Hence $\overline{e} \neq \overline{0}_S$, meaning that $e \notin O$. Thus $e^{-1} \in W$. Moreover, $e^{-1} = \overline{c^{-1}}$ since $R$ is closed under inversion. Therefore, the inversion is well-defined for any $c \notin O$, i.e., for any $\overline{c} \neq \overline{0}_S$. Finally, the relations in the set $A_4$ guarantee that the following equations hold for any $\overline{a}, \overline{b} \neq \overline{0}_S$: $\overline{a}^{-1} \ast \overline{a} = \overline{1}_S = \overline{a} \ast \overline{a}^{-1}$, $(\overline{a} \ast \overline{b})^{-1} = \overline{b}^{-1} \ast \overline{a}^{-1}$, meaning that this is exactly the inversion for the multiplication “$\ast$”. $\square$
Therefore, we have the following important definition:

**Definition 2.13.** The semialgebra of the fractions of a semialgebra $S$ satisfying Assumption 1.3, denoted by $F(S)$ (or simply by $F$), refers to the semialgebra $W(S)/R(S)$ proposed in Proposition 2.12.

The proposition below is clear since $A_5 \subset R$:

**Proposition 2.14.** The canonical map from $S$ to $F$ is a semialgebra homomorphism.

**Remark 2.15.** The semialgebra $F$ is also zero-sum-free and zero-divisor-free:

- $\overline{a + b} = \overline{0}_S$ implies that $a \oplus b \in O$. Hence $a, b \in O$, that is, $a = b = \overline{0}_S$;
- $\overline{a \ast b} = \overline{0}_S$ implies that $a \otimes b \in O$. Hence $a \in O$ or $b \in O$, that is, $a = \overline{0}_S$ or $b = \overline{0}_S$;
- $r \cdot b = \overline{0}_S$ implies that $r \odot b \in O$. Hence $r = 0_R$ or $b \in O$, that is, $r = 0_R$ or $b = \overline{0}_S$.

The following proposition is natural.

**Proposition 2.16.** Suppose that $S$ is a semialgebra satisfying Assumption 1.3 and that $E \subset S$ is a sub-semialgebra with $0_S$ and $1_S$ its additive and multiplicative identities. Let $U(S), W(S), O(S)$ and $R(S)$ be the sets defined in Definitions 2.2, 2.3 and 2.8 for the semialgebra $S$, and $U(E), W(E), O(E)$ and $R(E)$ the corresponding sets defined for the sub-semialgebra $E$. Then, we have

\[
\begin{align*}
U(E) & \subset U(S), \\
W(E) & \subset W(S), \\
O(E) & \subset O(S), \\
W(E) \setminus O(E) & \subset W(S) \setminus O(S), \\
R(E) & \subset R(S).
\end{align*}
\] (14)

Moreover, there is a natural semialgebra homomorphism between the following two semialgebra of fractions: $F(E) \rightarrow F(S) : \overline{a}^E \mapsto \overline{a}^S$, where $a \in W(E)$ is any “legal” formal expressions in the elements of $E$, and $\overline{\ast}^E : W(E) \rightarrow F(E)$ and $\overline{\ast}^S : W(S) \rightarrow F(S)$ are the generalized canonical maps.
Proof. By Definition 2.2, it is clear that \( U(E) \subset U(S) \) since \( E \subset S \). For any \( x \in U(E) \subset U(S) \), we denote by \( |x| \) the number of formal operations in \( x \). Then, to prove the second, the third, and the fourth containment in inequalities (14), it suffices to show that for any \( i \in \mathbb{N} \) and any \( x \in U(E) \) with \( |x| = i \), we have

\[
\begin{align*}
    x \in W(E) & \text{ implies } x \in W(S), \\
    x \in O(E) & \text{ implies } x \in O(S), \\
    x \in W(E) \setminus O(E) & \text{ implies } x \in W(S) \setminus O(S).
\end{align*}
\]

That can be done inductively on the index \( i \). We omit the details as usual. The trick is, \( x \) is always of one of forms: \( a \oplus b, a \otimes b, r \circ a \) and \( a^{-1} \). In every case we have \( |a| < |x| \) and \( |b| < |x| \). Hence the inductive step works. One should also notice that implications in (15) sometimes “prove each other”. For instance, if \( x = a^{-1} \in W(E) \) and we want to show \( x \in W(E) \). Then we have \( |a| < |x| \) and \( a \in W(E) \setminus O(E) \). By the inductive assumption, we have \( a \in W(S) \setminus O(S) \). Thus \( x = a^{-1} \in W(S) \).

Suppose \( A_1(S), \ldots, A_6(S) \) are the sets defined w.r.t. the semialgebra \( S \) in equations (8)–(11), and

\[
R_0(S) = (\bigcup_{i=0}^{6} A_i(S)) \cup \{(a, a) \mid a \in W(S)\}
\]

is as in Proposition 2.10. Similarly, we have \( A_1(E), \ldots, A_6(E) \) and

\[
R_0(E) = (\bigcup_{i=0}^{6} A_i(E)) \cup \{(a, a) \mid a \in W(E)\}
\]

defined for the semialgebra \( E \). From the first four inequalities in (14), we see that \( A_i(E) \subset A_i(S) \) for any \( 1 \leq i \leq 6 \). Thus \( R_0(E) \subset R_0(S) \). Using the definition of semialgebra-oriented equivalence relation given in Proposition 2.10 we have the sequences \( \{R_i(S)\} \) and \( \{R_i(E)\} \) such that \( R(S) = \cup_i R_i(S) \) and \( R(E) = \cup_i R_i(E) \). To prove \( R(E) \subset R(S) \), it suffices to show \( R_i(E) \subset R_i(S) \) for any \( i \in \mathbb{N} \), which can be done inductively on the index \( i \). That is similar to proving “\( R_i \subset R, \forall i \in \mathbb{N} \)” in Proposition 2.10.

Now that we have \( R(E) \subset R(S) \), the map \( \overline{a}^E \mapsto \overline{a}^S \) is well-defined and is clearly a semialgebra homomorphism.

2.4. Related work

The new definition of the semialgebra of fractions in this section generalizes the one in [1, Proposition 11.5], where elements in the semiring of
the fractions of a noncommutative semiring are only allowed to be of the form $a^{-1} * b$. While our definition allows the inversion to appear in any position or even to be nested in an element, e.g., we have elements of the form $a^{-1} * b * c^{-1} + d * p^{-1} * q$ and $(a + b^{-1})^{-1}$, etc., which are much more complicated.

In [1, Chap. 18], the author also generalized the definition of the semiring of fractions in [1, Chap. 11] via the concept of a Gabriel filter of a semiring. Although our definition in this section generalizes the one in [1, Chap. 11], we do not know how our definition and the one given in [1, Chap. 18] could possibly be related since they look utterly different from each other. The advantage of our definition is that it is elementary. Moreover, it is more convenient to prove the main theorem using our definition than the Gabriel filter.

Another topic related to the content in this section is the theory of skew fields [13], which mainly studies the rings (or fields) of fractions of commutative and noncommutative rings. While many methods exist to construct skew fields of noncommutative rings, this section illustrates a particular way to construct a “semi-skew field” of a noncommutative semialgebra. We do not use the theory of skew fields directly for two reasons: i) There are subtractions in those skew fields that are not allowed in semirings and semialgebras. One has to rule out the subtraction while defining the semialgebra of fractions via the definition of the skew field, which is more troublesome than defining it from nothing. ii) One of the most important noncommutative skew fields is the fractions of noncommutative polynomials. Two elements in such a skew field are equal if and only if their values coincide with each other at every matrix tuple in a certain set. This definition of equality relies on other algebraic structures but not the skew field itself. That is, this kind of equality is not an “intrinsic” property. The advantage of our definition of equality (i.e., the set $R$) relies only on the semialgebra $S$ itself, which is “intrinsic”.

In Proposition B.4, we show that when the semialgebra $S$ is commutative, the semialgebra $F$ of its fractions defined in this section coincides with the corresponding concept in the commutative case, which can be obtained naturally from [1, Example 11.7]. Therefore, the new definition of the semialgebra of fractions generalizes the corresponding concept in the commutative case, indicating that our definition is reasonable.
3. Preordered Semialgebra and the Derived Preorder Relation on the Semialgebra of its Fractions

This section discusses how a preorder relation on a semialgebra $S$ derives a relation on the semialgebra $F = F(S)$ of the fractions of $S$.

In a semialgebra, we are only concerned with preorders that are compatible with all the semialgebra operations (that is, which satisfy the implication in $\mathbf{1}$). Denote by $\mathcal{P}$ the set of such preorders on the semialgebra $F(S)$, then the intersection of any elements of $\mathcal{P}$ is still an element of $\mathcal{P}$. On the other hand, an inequality in $S$ is naturally expected to be true in $F$. Therefore, we have the following definition:

**Definition 3.1.** Let $(S, \leq)$ be a preordered semialgebra, and $F$ be the semialgebra of the fractions of $S$. Set $\mathcal{I} = \{(x, y) \mid x \leq y \text{ in } S\}$. Then the derived preorder “$\preceq$” on $F$ w.r.t. the preorder “$\leq$” is the minimal preorder which is compatible with all the semialgebra operations and contains the set $\mathcal{I}$. That is,

$$\{(a, b) \in F \times F \mid a \preceq b\} = \bigcap_{\mathcal{I} \subset P \in \mathcal{P}} P.$$  \hspace{1cm} (16)

**Definition 3.2.** For any $a, b \in F$, if there are $k \in \mathbb{N}_{\geq 1}$, $g_1, \ldots, g_k, h_1, \ldots, h_k \in F$ and $A_1, \ldots, A_k, B_1, \ldots, B_k \in S$ such that $A_i \leq B_i$ for all $i$, and that

$$\begin{cases}
  a = \sum_{i=1}^{k} g_iA_ih_i \\
  b = \sum_{i=1}^{k} g_iB_ih_i
\end{cases}$$  \hspace{1cm} (17)

in $F$, then we write “$a \preceq b$”.

The proposition below gives another perspective into the derived preorder:

**Proposition 3.3.** If $a, b \in F$, then $a \preceq b$ if and only if there are $c_1, \ldots, c_k \in F$ for some $k \in \mathbb{N}$ such that

$$a \preceq c_1 \preceq \cdots \preceq c_k \preceq b.$$  \hspace{1cm} (18)

**Proof.** The “if” part: This is clear from the observation that for any two elements $w_1, w_2$ in $F$, $w_1 \preceq w_2$ implies $w_1 \preceq w_2$, which follows from the fact that the preorder $\preceq$ contains the set $\mathcal{I}$ and is compatible with all the semialgebra operations.
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The “only if” part: Define a binary relation “≼′” on $F$ by the condition that for any $a, b \in F$, $a \preceq \prime b$ if and only if inequalities (18) hold for some $k$ and some $c_i$. Since $k$ can be zero in this proposition, the binary relation $\preceq$ is contained in the binary relation $\preceq′$. It suffices to show that the derived preorder is contained in the binary relation $\preceq′$. By the minimality of the derived preorder in Definition 3.1, it suffices to show that the binary relation $\preceq′$ is a preorder relation compatible with all the semialgebra operations and contains the set $\mathcal{I}$. The relation $\preceq′$ is reflexive since the relation $\preceq$ is, while it is transitive by its definition. Thus it is a preorder relation. The set $\mathcal{I}$ is contained in the relation $\preceq$, which is again contained in the preorder $\preceq′$. It is clear that the relation $\preceq$ is compatible with all the semialgebra operations, from which one proves that this is also true for the preorder $\preceq′$.

The following corollary is interesting:

**Corollary 3.4.** If $a \preceq b \in F$, then there is a $w \in F$ such that $a + w \preceq b + w$. That is, there are $k \in \mathbb{N}_{\geq 1}$, $g_1, \ldots, g_k, h_1, \ldots, h_k \in F$ and $A_1, \ldots, A_k, B_1, \ldots, B_k \in S$ such that $A_i \preceq B_i$ for all $i$, and

$$
\begin{align*}
\begin{cases}
a + w = \sum_{i=1}^{k} g_i A_i h_i, \\
b + w = \sum_{i=1}^{k} g_i B_i h_i.
\end{cases}
\end{align*}
$$

**Proof.** One observes that $a \preceq c \preceq b$ implies $a + c \preceq c + b$. Thus, there is some $w \in F$ (e.g., $w = c$) such that $a + w \preceq b + w$. By reasoning inductively, one finds that condition (18) also ensures the existence of such a $w$.

The proposition below gives a recurrence characterization for the derived preorder.

**Proposition 3.5.** For any $g, h \in F$, $g \preceq h$ if and only if the pair $(g, h)$ is in the set $L = \bigcup_{i=0}^{\infty}L_i$ with

$$
\begin{align*}
\begin{cases}
L_0 &= \{(x, y), (y, a), (a, a) \mid x, y \in S, x \leq y, a \in F\}, \\
L_{i+1} &= L_i \cup (\mathbb{R}_+ \cdot L_i) \cup (L_i + L_i) \cup (F \ast L_i) \cup (L_i \ast F) \\
&\quad \cup \{(a, c) \mid \exists b \in F \text{ such that } (a, b), (b, c) \in L_i\},
\end{cases}
\end{align*}
$$

where

$$
\begin{align*}
\mathbb{R}_+ \cdot L_i &= \{(r \cdot b_1, r \cdot b_2) \mid (b_1, b_2) \in L_i, r \in \mathbb{R}_+\}, \\
L_i + L_i &= \{(b_1 + c_1, b_2 + c_2) \mid (b_1, b_2) \in L_i, (c_1, c_2) \in L_i\}, \\
F \ast L_i &= \{(a \ast b_1, a \ast b_2) \mid (b_1, b_2) \in L_i, a \in F\},
\end{align*}
$$
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and

\[ L_i \ast F = \{(b_1 \ast a, b_2 \ast a) \mid (b_1, b_2) \in L_i, a \in F\}. \]

**Proof.** To prove that the derived preorder is contained in the binary relation \( L \) via its minimality, we need to show that \( L \) is a preorder relation that is compatible with all the semialgebra operations and contains the set \( \mathcal{I} = \{(x, y) \mid x \leq y \text{ in } S\} \). It is reflexive since \((a, a) \in L_0\) for every \( a \in F \), while its transitivity follows from the last component of the union in the definition of \( L_{i+1} \) in equations (19). Therefore, \( L \) is a preorder. Clearly, we have \( \mathcal{I} \subset L_0 \subset L \). The fact that \( L \) is compatible with all the semialgebra operations is straightforward if one notices the components

\[ (\mathbb{R}_+ \cdot L_i) \cup (L_i + L_i) \cup (F \ast L_i) \cup (L_i \ast F) \]

in the definition of \( L_{i+1} \).

Now we prove the converse, that is, every \((g, h) \in L\) satisfies \( g \preceq h \). It suffices to show that for every natural number \( i \), every \((g, h) \in L_i\) satisfies \( g \preceq h \). This is clearly true once we prove it inductively on the index \( i \). One thing that should be noticed while proving the \( i = 0 \) case is that \( 0 \preceq a \) for every \( a \in F \) since \( 0_S \preceq 1_S \) and \( a \ast 0_S \preceq a \ast 1_S \).

In the rest of the paper, we sometimes use equations (19), i.e., the definition of the relation \( L \), as the definition of the derived preorder.

Recall that, for a commutative zero-divisor-free semiring \( K \) with preorder relation “\( \leq \)”, the derived preorder relation “\( \preceq \)” on the semiring \( K^{fr} \) of the fractions of \( K \) (see Appendix B) is defined as follows: for any \( x, y \in K \) and any \( a, b \in K \setminus \{0_K\} \),

\[ \frac{x}{a} \preceq \frac{y}{b} \text{ if and only if } \exists t \in K \setminus \{0_K\}, x \ast b \ast t \leq y \ast a \ast t \quad (3), \text{ page 13}. \quad (20) \]

If \( K \) is a commutative zero-sum-free semialgebra, then the derived preorder relation “\( \preceq \)” can naturally be defined as in (20), too. In Appendix C Proposition C.2 we indicate that, when \( S \) is commutative, and if one takes \( K = S \) in (20), then the derived preorder relation for \( F \) given in Definition 3.1 coincides with the definition in (20) for \( S^{fr} \). This explains the motivation of Definition 3.1.

The following proposition is important for the proof of the main theorem:

**Proposition 3.6.** If \( u \in S \) is power universal in \( S \) (with respect to \( \leq \)), then \( \overline{u} \) is power universal in \( F \) (with respect to \( \preceq \)).
Proof. We may assume that \( u \neq 0_S \), since otherwise, both the preorder relations \( \leq \) on \( S \) and \( \prec \) on \( F \) would be trivial. In that case, the property that we want to prove is trivially true. Since \((S\setminus\{0_S\})\cap O = \emptyset\), \( u \neq 0_S \) clearly implies \( \lambda \cdot \overline{u} \neq \overline{0}_S \) for any fixed real number and \( \lambda > 1 \). In the following, we first prove that \( \lambda \cdot \overline{u} \) is power universal in \( F \), and then indicate that \( \overline{u} \) is power universal, too.

For any \( x \in W \setminus O \) (or equivalently, any nonzero \( \overline{x} \in F \)), we need to show that there is a number \( k \in \mathbb{N} \) such that

\[
(\lambda \cdot \overline{u})^k \cdot \overline{x} \succcurlyeq 1_S, \quad \overline{x} \cdot (\lambda \cdot \overline{u})^k \succcurlyeq 1_S \quad \text{and} \quad (\lambda \cdot \overline{u})^k \succcurlyeq \overline{x}.
\]  

(21)

Suppose that \( x \in W_i \) for \( i \in \mathbb{N} \) with \( W_i \) defined as in Proposition 2.6, we then prove inductively on the index \( i \):

The “\( i = 0 \)” case:

When \( i = 0 \), \( x \in W_0 = S \) and \( x \neq 0_S \). Since \( u \) is power universal in \( S \), there is an integer \( k \in \mathbb{N} \) such that inequalities (3) hold. By the definition of \( \prec \) in equations (19), we also have

\[
\overline{u}^k \cdot \overline{x} \succcurlyeq 1_S, \quad \overline{x} \cdot \overline{u}^k \succcurlyeq 1_S \quad \text{and} \quad \overline{u}^k \succcurlyeq \overline{x}.
\]

Since \( \lambda > 1 \), \( \lambda \cdot \overline{u} = \overline{u} + (\lambda - 1) \cdot \overline{u} \succcurlyeq \overline{u} \). Thus \( (\lambda \cdot \overline{u})^k \succcurlyeq \overline{u}^k \), and we obtain the inequalities in (21).

The induction step:

Assume that for any \( 0 \leq i \leq \ell \) (\( \ell \in \mathbb{N} \)) and any \( x \in W_i \setminus O \), there is an integer \( k \in \mathbb{N} \) such that the inequalities in (21) hold. We prove that this is also valid for \( i = \ell + 1 \):

Set \( x \in W_{\ell+1} \setminus O \). Then there are several cases corresponding to the components in the definition of \( W_{\ell+1} \) in equation (6):

1) \( x \in W_\ell \): The conclusion follows directly from the inductive assumption.

2) \( x \in W_\ell \oplus W_\ell \): Then \( \overline{x} = \overline{b} + \overline{c} \) with \( b, c \in W_\ell \). Since \( \overline{x} \neq \overline{0}_S \), \( \overline{b} \neq \overline{0}_S \) or \( \overline{c} \neq \overline{0}_S \). If one of \( \overline{b} \) and \( \overline{c} \) equals \( \overline{0}_S \), say, \( \overline{b} = \overline{0}_S \), then \( \overline{x} = \overline{c} \). According to the inductive assumption, for \( c \in W_\ell \), there is an integer \( k \in \mathbb{N} \) such that (21) hold with “\( \overline{x} \)” replaced by “\( \overline{c} \)”. Therefore, inequalities in (21) hold for \( \overline{x} \) itself as well. Now, set \( \overline{b} \neq \overline{0}_S \) and \( \overline{c} \neq \overline{0}_S \), then we have \( k_1, k_2 \in \mathbb{N} \) such that

\[
\left\{
\begin{array}{l}
(\lambda \cdot \overline{u})^{k_1} \cdot \overline{b} \succcurlyeq \overline{1}_S, \quad \overline{b} \cdot (\lambda \cdot \overline{u})^{k_1} \succcurlyeq \overline{1}_S, \quad (\lambda \cdot \overline{u})^{k_1} \succcurlyeq \overline{b}, \\
(\lambda \cdot \overline{u})^{k_2} \cdot \overline{c} \succcurlyeq \overline{1}_S, \quad \overline{c} \cdot (\lambda \cdot \overline{u})^{k_2} \succcurlyeq \overline{1}_S, \quad (\lambda \cdot \overline{u})^{k_2} \succcurlyeq \overline{c}.
\end{array}
\right.
\]

(22)
Set \( \hat{k} = \max\{k_1, k_2\} \), and choose sufficiently large \( k \geq \hat{k} \) satisfying \( \lambda^k \geq 2\lambda^\hat{k} \), then

\[
(\lambda \cdot \overline{w})^k \cdot \overline{v} \succ (\lambda \cdot \overline{w})^\hat{k} \cdot \overline{v} = (\lambda \cdot \overline{w})^\hat{k} \cdot (\overline{b} + \overline{r}) \succ \overline{I}_S + \overline{I}_S \succ \overline{I}_S.
\]

Similarly, we have \( \overline{v} \cdot (\lambda \cdot \overline{w})^k \succ \overline{I}_S \). On the other hand,

\[
(\lambda \cdot \overline{w})^k = \lambda^k \cdot \overline{w}^k \succ (2\lambda^\hat{k}) \cdot \overline{w}^\hat{k} = 2 \cdot (\lambda \cdot \overline{w})^\hat{k} \succ \overline{b} + \overline{r} = \overline{v}.
\]

3) \( x \in W_\ell \otimes W_\ell \): Then \( \overline{v} = \overline{b} \cdot \overline{c} \) with \( b, c \in W_\ell \setminus \mathcal{O} \) and the inequalities (22) hold for some \( k_1, k_2 \in \mathbb{N} \). Set \( k = k_1 + k_2 \). Multiplying the rightmost inequalities in each rows of (22), we get \( (\lambda \cdot \overline{w})^k \succ \overline{b} \cdot \overline{c} = \overline{v} \). Multiplying the leftmost inequality in the first row and the middle inequality in the second row of (22), we obtain \( (\lambda \cdot \overline{w})^{k_1} \cdot b \cdot \overline{c} \cdot (\lambda \cdot \overline{w})^{k_2} \succ \overline{I}_S \). Then, by multiplying \( (\lambda \cdot \overline{w})^{-k_1} \) and \( (\lambda \cdot \overline{w})^{-k_2} \) from the left and the right sides respectively, one derives \( \overline{v} \succ (\lambda \cdot \overline{w})^{-k} \). From that, one obtains both \( (\lambda \cdot \overline{w})^k \cdot \overline{v} \succ \overline{I}_S \) and \( \overline{v} \cdot (\lambda \cdot \overline{w})^k \succ \overline{I}_S \) by simply multiplying \( (\lambda \cdot \overline{w})^k \) from the left and the right sides respectively.

4) \( x \in \mathbb{R}_+ \otimes W_\ell \): In this case, \( x = r \cdot \overline{b} \) with \( b \in W_\ell \setminus \mathcal{O} \) and \( r \) is a positive real number. Hence there is an integer \( k_1 \in \mathbb{N} \) such that the inequalities in the first row or (22) hold. Choose a sufficiently large integer \( m \in \mathbb{N} \) satisfying \( \lambda^m \geq \max\{r, 1/r\} \) and set \( k = m + k_1 \). Then we have

\[
(\lambda \cdot \overline{w})^k \cdot \overline{v} \succ (\lambda \cdot \overline{I}_S)^m \cdot (\lambda \cdot \overline{w})^{k_1} \cdot (r \cdot \overline{b})
\]

\[
\succ (\lambda^m r) \cdot ((\lambda \cdot \overline{w})^{k_1} \cdot \overline{b})
\]

\[
\succ 1_{\mathbb{R}} \cdot \overline{I}_S
\]

\[
= \overline{I}_S,
\]

and similarly

\[
\overline{v} \cdot (\lambda \cdot \overline{w})^k \succ (r \cdot \overline{b}) \cdot (\lambda \cdot \overline{w})^{k_1} \cdot (\lambda \cdot \overline{I}_S)^m
\]

\[
\succ (\lambda^m r) \cdot (\overline{b} \cdot (\lambda \cdot \overline{w})^{k_1})
\]

\[
\succ 1_{\mathbb{R}} \cdot \overline{I}_S
\]

\[
= \overline{I}_S.
\]

Moreover, we have \( (\lambda \cdot \overline{w})^k = (\lambda \cdot \overline{w})^m \cdot (\lambda \cdot \overline{w})^{k_1} \succ (\lambda \cdot \overline{I}_S)^m \cdot \overline{b} = \lambda^m \overline{b} \succ r \cdot \overline{b} = \overline{v} \).

5) \( x \in (W_\ell \setminus \mathcal{O}_\ell)^{-1} \): Then \( \overline{v} = \overline{b}^{-1} \) with \( b \in W_\ell \setminus \mathcal{O}_\ell \) satisfying the inequalities in the first row of (22) for some integer \( k_1 \in \mathbb{N} \). From the rightmost inequality we obtain both \( (\lambda \cdot \overline{w})^{k_1} \cdot \overline{b}^{-1} \succ \overline{I}_S \) and \( \overline{b}^{-1} \cdot (\lambda \cdot \overline{w})^{k_1} \succ \overline{I}_S \) by
multiplying $b^{-1}$ from its right and left sides, respectively. From the leftmost one we obtain $(\lambda \cdot \overline{u})^k \succeq b^{-1}$ by multiplying $b^{-1}$ from its right side.

By now we have shown that $\lambda \cdot \overline{u}$ is power universal in $F$ since the inequalities in (21) hold. Now we show that $\overline{u}$ is also power universal. Apparently, $(\lambda \cdot 1_S)^k \neq 0_S$, hence there is $k_0 \in \mathbb{N}$ such that $u^{k_0} \geq (\lambda \cdot 1_S)^k$. Therefore $\overline{u}^{k_0} \succeq (\lambda \cdot \overline{1}_S)^k$ in $F$. Using the inequalities in (21), we have $\overline{u}^{k_0+k} \succeq (\lambda \cdot \overline{1}_S)^k \overline{u}^k \succeq (\lambda \cdot \overline{1}_S)^k \succeq 1_S$. Similarly, we also have $\overline{x} \cdot \overline{u}^{k_0+k} \succeq 1_S$. Hence $\overline{u}$ is indeed power universal. 

4. Extending $\mathbb{R}_+^+$-Valued Homomorphisms from a Semialgebra to the Semialgebra of its Fractions

This section explains how a monotone homomorphism from the preordered semialgebra $S$ to some other preordered semialgebra $T$ (which shares some good properties) can be extended to the semialgebra $F$ of the fractions of $S$. In particular, the extension is always guaranteed when $T = \mathbb{R}_+^+$.

The following lemma due to [3] is straightforward:

**Lemma 4.1.** Suppose that $(T, \leq_T)$ is a preordered semialgebra with nontrivial preorder relation $\leq_T$ such that $1_T \geq_T 0_T$, and $(E, \leq_E)$ is a preordered semialgebra with $1_E \geq_E 0_E$ and a power universal element $u$. Then for any monotone semialgebra homomorphism $f : E \rightarrow T$ and any nonzero $x \in E$, we have $f(x) \neq 0_T$.

**Proof.** There is an integer $k \in \mathbb{N}$ satisfying

$$u^k \cdot x \geq_E 1_E. \tag{23}$$

Applying the homomorphism $f$ to the inequality (23), we get $f(u)^k \cdot f(x) \geq_T 1_T$. Assume that $f(x) = 0_T$, then we have $0_T \geq_T 1_T$. For any $y, z \in T$, we obtain

$$y = y \cdot 1_T \leq_T y \cdot 0_T = z \cdot 0_T \leq_T z \cdot 1_T = z, \tag{24}$$

which contradicts the assumption that $\leq_T$ is nontrivial. 

Let $T$ be given as in Lemma 4.1 and suppose that $(S, \leq_S)$ is a preordered semialgebra satisfying Assumption 1.2. We assume further, throughout the rest of the paper, that $T$ is both zero-sum-free and zero-divisor-free, and that every nonzero element of $T$ is invertible (e.g., if $T = \mathbb{R}_+^+$, then all the assumptions on the semialgebra $T$ are satisfied).
For any monotone semialgebra homomorphism \( f : S \to T \), the following proposition defines a map \( f^W \) from the set of legal formal rational expressions \( W(S) \) (Definition 2.2) to the semialgebra \( T \):

**Proposition 4.2.** Suppose \( f : S \to T \) is a monotone semialgebra homomorphism with preordered semialgebras \( S \) and \( T \) described as above. Let \( \{W_i\} \) be the sequence defined in Proposition 2.6 such that \( W = \cup_i W_i \). Then, the recursive assignment below for \( f^W \) makes it a well-defined map from \( W \) to \( T \):

1) For any \( x \in W_0 = S \), set \( f^W(x) = f(x) \);

2) Otherwise, suppose that \( x \in W_\ell \) with \( \ell = \min \{i \in \mathbb{N} \mid x \in W_i \} > 0 \), then set

\[
 f^W(x) = \begin{cases} 
 f^W(a) + f^W(b), & \text{if } x = a \oplus b \in W_{\ell-1} \oplus W_{\ell-1}, \\
 f^W(a) \cdot f^W(b), & \text{if } x = a \odot b \in W_{\ell-1} \odot W_{\ell-1}, \\
 r \cdot f^W(a), & \text{if } x = r \odot a \in \mathbb{R}_+ \odot W_{\ell-1}, \\
 (f^W(a))^{-1}, & \text{if } x = a^{-1} \in (W_{\ell-1} \setminus \mathcal{O}_{\ell-1})^{-1}.
\end{cases}
\]

(25)

**Proof.** It is sufficient to prove (inductively on the index \( i \)) that for any \( i \in \mathbb{N} \) and any \( x \in W_i \), \( f^W(x) \) is a well-defined element in \( T \) and \( f^W(x) \neq 0_T \) whenever \( x \notin \mathcal{O}_i \) (thus the assignment in the last row of (25) is well-defined due to the assumption that every nonzero element in \( T \) is invertible and Lemma 4.1):

If \( i = 0 \), \( x \in W_0 = S \), and \( f^W(x) = f(x) \) is well-defined. When \( x \notin \mathcal{O}_0 = \{0_S\} \), we have \( x \in S \setminus \{0_S\} \). Then Lemma 4.1 indicates that \( f^W(x) = f(x) \neq 0_r \).

Suppose that for any \( 0 \leq i < k \) (\( k \in \mathbb{N}_{\geq 1} \)) and any \( x \in W_i \), \( f^W(x) \) is a well-defined element in \( T \) and \( f^W(x) \neq 0_T \) whenever \( x \notin \mathcal{O}_i \). We then show that this is also valid for \( i = k \) and any \( x \in W_i \):

Let \( x \in W_k \), we may assume that \( x \notin W_{k-1} \) (Since, if \( x \in W_{k-1} \), then the inductive assumption implies the conclusions that we need). Hence \( k \geq 1 \) is the minimal nature number such that \( x \in W_k \). According to equation (6), there are several cases we need to check:

i) If \( x = a \odot b \in W_{k-1} \odot W_{k-1} \), then \( f^W(x) = f^W(a) + f^W(b) \) is well-defined since \( f^W(a) \) and \( f^W(b) \) are well-defined. When \( x \notin \mathcal{O}_k \), we have either \( a \notin \mathcal{O}_{k-1} \) or \( b \notin \mathcal{O}_{k-1} \). Hence one of \( f^W(a) \) and \( f^W(b) \) is nonzero in \( T \). We conclude that \( f^W(x) = f^W(a) + f^W(b) \) is also nonzero due to the fact that \( T \) is zero-sum-free.
ii) If \( x = a \otimes b \in W_{k-1} \otimes W_{k-1} \), then \( f^W(x) = f^W(a) \ast f^W(b) \) is well-defined. When \( x \notin \mathcal{O}_k \), we have \( a, b \notin \mathcal{O}_{k-1} \). By the inductive assumption, both \( f^W(a) \) and \( f^W(b) \) are nonzero. Hence \( f^W(x) = f^W(a) \ast f^W(b) \) is also nonzero (since \( T \) is zero-divisor-free).

iii) If \( x = r \odot a \in \mathbb{R}_+ \odot W_{k-1} \), then \( f^W(x) = r \ast f^W(a) \) is well-defined. When \( x \notin \mathcal{O}_k \), we have \( r \neq 0 \) and \( a \notin \mathcal{O}_{k-1} \). By the inductive assumption, \( f^W(a) \) is nonzero in \( T \). Hence \( f^W(x) = r \ast f^W(a) \) is also nonzero (using again the fact that \( T \) is zero-divisor-free).

iv) If \( x = a^{-1} \in (W_{k-1} \setminus \mathcal{O}_{k-1})^{-1} \) with \( a \in W_{k-1} \setminus \mathcal{O}_{k-1} \), then \( f^W(a) \) is well-defined and nonzero in \( T \) by the inductive assumption. Since every nonzero element in \( T \) is invertible, \( f^W(x) = (f^W(a))^{-1} \) is also well-defined. Moreover, it is nonzero since \( (f^W(a))^{-1} = 0_T \) would imply

\[
1_T = f^W(a) \ast (f^W(a))^{-1} = f^W(a) \ast 0_T = 0_T,
\]

which indicates that \( 1_T \leq_T 0_T \leq_T 1_T \). And this would result in the triviality of \( \leq_T \) as shown in (24), contradicting one of the assumptions in Lemma 4.1.

Note that by formulae (25) we have

\[
\begin{align*}
\begin{cases}
 f^W(a \oplus b) &= f^W(a) + f^W(b), \\
f^W(a \odot b) &= f^W(a) \ast f^W(b), \\
f^W(r \odot a) &= r \ast f^W(a), \\
f^W(c^{-1}) &= (f^W(c))^{-1},
\end{cases}
\end{align*}
\tag{26}
\]

for all \( a, b \in W, c \in W \setminus \mathcal{O} \) and \( r \in \mathbb{R}_+ \), no matter what concrete value the letter \( \ell \) in formulae (25) takes. Therefore, Proposition 4.2 can be rewritten concisely as follows:

**Proposition 4.3.** Suppose \( f : S \to T \) is a monotone semialgebra homomorphism with preordered semialgebras \( S \) and \( T \) described as before. Then, the recursive assignment below for \( f^W \) makes it a well-defined map from \( W \) to \( T \):

1) For any \( x \in S \), set \( f^W(x) = f(x) \);

2) If \( x \in W \setminus S \) contains some formal operations, then set

\[
f^W(x) = \begin{cases}
 f^W(a) + f^W(b), & \text{if } x = a \oplus b \text{ with } a, b \in W, \\
f^W(a) \ast f^W(b), & \text{if } x = a \odot b \text{ with } a, b \in W, \\
r \ast f^W(a), & \text{if } x = r \odot a \text{ with } r \in \mathbb{R}_+, a \in W, \\
(f^W(a))^{-1}, & \text{if } x = a^{-1} \text{ with } a \in W \setminus \mathcal{O}.
\end{cases}
\tag{27}
\]
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Equations (26) are useful in the proof of the following proposition:

**Proposition 4.4.** For any monotone semialgebra homomorphism \( f : S \to T, \) the map \( f^F : F \to T, \varphi \mapsto f^W(x) \) (\( \forall x \in W \)) is well-defined.

**Proof.** For any \( x, y \in W \) with \( \varphi = \varphi(x, y) \) (that is, \((x, y) \in R \) with \( R \) in Definition 2.3), we will show that \( f^W(x) = f^W(y) \). By Proposition 2.10, we have \( R = \bigcup_{i=0}^{\infty} R_i \) with \( R_i \) defined therein. Hence it is sufficient to prove that for any \( i \in \mathbb{N} \) and any \( x, y \in W \) satisfying \((x, y) \in R_i \), we have \( f^W(x) = f^W(y) \). The proof is inductive on the index \( i \):

The “\( i = 0 \)” case:

Note that \( R_0 = (\bigcup_{j=1}^{\infty} A_j) \bigcup \{(a, a) | a \in W \} \) as in Proposition 2.10 there are several sub-cases:

1. If \((x, y) \in \bigcup_{j=1}^{\infty} A_j \subset R_0\), \( f^W(x) = f^W(y) \) follows from (26).
2. If \((x, y) \in A_5\), then \( x, y \in Q \) and \( x = y \). We claim that, for any \( z \in Q \), it holds that \( f^W(z) = f(z) \). Instead of giving a formal proof, we only provide a simple example to illustrate the claim above: if \( z = s_1 \oplus ((r \odot s_2) \odot s_3) \in Q \) for some elements \( s_1, s_2, s_3 \in S \) and a real number \( r \in \mathbb{R}^+ \), then clearly we have

\[
\begin{align*}
f^W(z) &= f(s_1) + ((r \cdot f(s_2)) \star f(s_3)) \\
&= f(s_1 + ((r \cdot s_2) \star s_3)) \\
&= f(z),
\end{align*}
\]

where the first equality is due to the definition (25) of \( f^W \) and the identities in (26), while the second one is valid since \( f \) is a semialgebra homomorphism from \( S \) to \( T \). Thus \( f^W(x) = f(x) = f^W(y) \).

3. If \((x, y) \in \{(a, a) | a \in W \}\), then we have \( x = y \) and \( f^W(x) = f^W(y) \).

4. If \((x, y) \in A_6\), then we have \( x \in O \) and \( y = 0_S \). Since \( f^W(0_S) = 0_T \), we need to show that \( f^W(x) = 0_T \) for any \( x \in O \). Clearly, \( f^W(x) = 0_T \) for any \( x \in O_0 = \{0_S\} \). Assume that for any \( 0 \leq i < k \ (k \in \mathbb{N}_{\geq 1}) \) and any \( x \in O_i \), we have \( f^W(x) = 0_T \). We then prove that this is also valid for \( i = k \). Set \( x \in O_k \) and \( x \notin O_{k-1} \). Then, by the equation (7), we have \( x = a \oplus b \in O_{k-1} \oplus O_{k-1} \) or \( x = r \odot a \in (\mathbb{R}_+ \odot O_{k-1}) \cup \{0 \} \cup W_{k-1} \). From the equations in (26), we see that \( f^W(x) = 0_T \) holds in all cases.

Hence \( f^W(x) = f^W(y) \) whenever \((x, y) \in R_0\).

The inductive case:
Suppose that for any \(0 \leq i < \ell\) (\(\ell \in \mathbb{N}_{\geq 1}\)) and any \((x, y) \in R_i\), we have \(f^W(x) = f^W(y)\). We then prove that this is also valid for \(i = \ell\).

Assume without loss of generality that \((x, y) \in R_{\ell-1}\). There are several cases left:

1. If \((x, y) \in (R_{\ell-1} \oplus R_{\ell-1})\), then \(x = x_1 \oplus x_2, y = y_1 \oplus y_2\) and \((x_1, y_1), (x_2, y_2) \in R_{\ell-1}\). Thus \(f^W(x) = f^W(x_1) + f^W(x_2) = f^W(y_1) + f^W(y_2) = f^W(y)\).

2. Similarly, we can deal with the cases where \(x \in (R_{\ell-1} \oplus R_{\ell-1}) \cup (R_+ \ominus R_{\ell-1})\).

3. If \((x, y) = (x_1^{-1}, y_1^{-1}) \in (R_{\ell-1}\setminus((\mathcal{O} \times W) \cup (W \times \mathcal{O})))^{-1}\), then \(x_1, y_1 \notin \mathcal{O}\), \(x = x_1^{-1}, y = y_1^{-1}\) and \((x_1, y_1) \in R_{\ell-1}\). Since \(x_1, y_1 \notin \mathcal{O}\), neither of \(f^W(x_1)\) and \(f^W(y_1)\) is zero according to the proof of Proposition 4.2.

4. If \((x, y) \in \text{rev}(R_{\ell-1})\), then \((y, x) \in R_{\ell-1}\). The inductive assumption indicates that \(f^W(y) = f^W(x)\).

5. If there is \(z \in W\) such that \((x, z), (z, y) \in R_{\ell-1}\), then \(f^W(x) = f^W(z)\) and \(f^W(z) = f^W(y)\) again by the inductive assumption.

The above discussion shows that \(f^F\) is a well-defined map from \(F\) to \(T\). \(\square\)

**Proposition 4.5.** The map \(f^F : F \to T\) is a monotone semialgebra homomorphism.

**Proof.** The fact that it is a semialgebra homomorphism directly follows from the identities in (26): e.g.,

\[
f^F(x + y) = f^F(x) + f^F(y) = f^W(x) + f^W(y) = f^F(x) + f^F(y).
\]

The rest three identities corresponding to the last three rows in (26) can be derived similarly.

We now prove that \(f^F\) is monotone.

Remember that the preorder relation \(\preceq\) on \(F\) is given by the set \(L \subset F \times F\) defined in Proposition 3.3. We need to show that \(f^F(g) \leq_T f^F(h)\) for any \((g, h) \in L = \cup_i L_i\) with \(L_i\) defined in equations (19).

If \((g, h) \in L_0\), then \(g = \overline{y}_S, g = h\) or \(g = \overline{x}, h = \overline{y}\) for some \(x, y \in S\) such that \(x \leq y\). The first two sub-cases are trivial while the last one follows from

\[
f^F(\overline{x}) = f^W(x) = f(x) \leq_T f(y) = f^W(y) = f^F(\overline{y}).
\]
Assume that for any \(0 \leq i < k\) (\(k \in \mathbb{N}_{\geq 1}\)) and any \((g, h) \in L_i\), we have \(f^F(g) \leq_T f^F(h)\). We then prove the case where \(i = k\).

We may assume that \((g, h) \notin L_{k-1}\), thus

\[
(g, h) \in L_k \setminus L_{k-1} = \left( (\mathbb{R}_+ \cdot L_{k-1}) \cup (L_{k-1} + L_{k-1}) \cup (F \ast L_{k-1}) \cup (L_{k-1} \ast F) \right) \cup \{(g, h) \mid \exists d \in F \text{ so that } (g, d), (d, h) \in L_{k-1}\} \setminus L_{k-1}. \tag{28}
\]

Those cases corresponding to the components in the formula \(28\) can be dealt with separately, by using the transitivity and the compatible properties \(\text{(1)}\) of a preorder relation on a semialgebra. To illustrate, consider the case where \((g, h) = (g_1, h_1) + (g_2, h_2) \in L_{k-1} + L_{k-1}\). We have \(g = g_1 + g_2\), \(h = h_1 + h_2\) and

\[
f^F(g) = f^F(g_1 + g_2) = f^F(g_1) + f^F(g_2) \leq_T f^F(h_1) + f^F(g_2) \leq_T f^F(h_1) + f^F(h_2) = f^F(h_1 + h_2) = f^F(h).
\]

The two \(\leq_T\)'s above are due to the inductive assumption and the first rule in \(\text{(1)}\). The other cases can be handled similarly, hence we omit the details. \(\square\)

**Remark 4.6.** For any monotone semialgebra homomorphism \(\eta : F \to T\) such that \(\eta(\overline{x}) = f^F(\overline{x})\) for all \(x \in S\) (i.e., it extends the monotone semialgebra homomorphism \(f\)), we can prove inductively that \(\eta = f^F\). This indicates the universal property of the semialgebra \(F\) of the fractions of \(S\).

**Remark 4.7.** Set \(T = \mathbb{R}_+\), then Propositions 4.4 and 4.5 indicate that any monotone semialgebra homomorphism \(f : S \to \mathbb{R}_+\) can be extended to a monotone semialgebra homomorphism mapping from \(F\) to \(\mathbb{R}_+\).

5. From A Semialgebra to A Linear Space

In this section, we define a preordered \(\mathbb{R}\)-linear space based on the semialgebra \(F\). This definition is already given by \([3]\), while we rewrite it in detail for the completeness of the present paper.

Define \(V = F - F\) to be the Grothendieck group \([14\text{, Chap. II}]\) of the commutative monoid \((F, +)\), with each element in \(V\) of the form \(a - b\) for some \(a, b \in F\), and with \(a - b = a' - b'\) in \(V\) if and only if \(\exists c \in F\) s.t.
\[ a + b' + c = a' + b + c \text{ in } F. \] Then, \( V \) becomes an \( \mathbb{R} \)-linear space once we define a scalar multiplication on it as below:
\[
r \cdot (a - b) = \begin{cases} 
    r \cdot a - r \cdot b, & \text{if } r \in \mathbb{R}_{\geq 0}, \\
    (-r) \cdot b - (-r) \cdot a, & \text{if } r \in \mathbb{R}_{< 0}.
\end{cases}
\]
It’s straightforward to verify that this operation is well-defined. One also observes the following identities:
\[
1_\mathbb{R} \cdot (a - b) = a - b,
\]
\[
(rs) \cdot (a - b) = r \cdot (s \cdot (a - b)),
\]
\[
r \cdot ((a - b) + (c - d)) = r \cdot (a - b) + r \cdot (c - d),
\]
\[
(r + s) \cdot (a - b) = r \cdot (a - b) + s \cdot (a - b)
\]
with \( r, s \in \mathbb{R} \) and \( a, b, c, d \in F \). All of the above identities can be verified straightforwardly. While most of them can be checked concisely, it is not the case for the last one: One may need to consider six cases corresponding to the different sign(s) of the real numbers \( r, s \) and \( r + s \). To illustrate, we deal with the case where \( r \geq 0, s < 0 \) and \( r + s < 0 \) but leave the rest of them to the readers.

Now that \( r + s < 0 \),
\[
(r + s) \cdot (a - b) = (-r - s) \cdot b - (-r - s) \cdot a
\]
by the definition. On the other hand, we have
\[
r \cdot (a - b) + s \cdot (a - b)
= (r \cdot a - r \cdot b) + ((-s) \cdot b - (-s) \cdot a)
= (r \cdot a + (-s) \cdot b) - (r \cdot b + (-s) \cdot a).
\]
Then it is sufficient to show that
\[
(-r - s) \cdot b - (-r - s) \cdot a = (r \cdot a + (-s) \cdot b) - (r \cdot b + (-s) \cdot a) \quad \text{(in } V) \]
\[
\Longleftrightarrow (-r - s) \cdot b + r \cdot b + (-s) \cdot a = (-r - s) \cdot a + (r \cdot a + (-s) \cdot b) \quad \text{(in } F) \]
\[
\Longleftrightarrow (-s) \cdot b + (-s) \cdot a = (-s) \cdot b + (-s) \cdot a. \quad \text{(in } F) \]
The last equality is trivially true. Hence the last identity in (29) is verified for the case of \( r \geq 0, s < 0 \) and \( r + s < 0 \).

The identities in (29) suggest that \( V \) is indeed an \( \mathbb{R} \)-linear space. In the sequel we define a preorder relation on \( V \) based on the preorder relation \( \preceq \) on \( F \).
For any $a, b, c, d \in F$ (or equivalently, for any $a - b, c - d \in V$), we write $a - b \unlhd c - d$ if and only if there is a $g \in F$ so that $a + d + g \preceq b + c + g$ in $F$. It is straightforward to prove that the relation $\preceq$ is well-defined and it is also a preorder. Furthermore, it is not hard to show that

$$a - b \unlhd c - d \quad \implies \quad \left\{ \begin{array}{l} (a - b) + (g - h) \preceq (c + d) + (g - h), \\ r \cdot (a - b) \preceq r \cdot (c - d), \end{array} \right. \quad (30)$$

for any $a, b, c, d, g, h \in F$ and any $r \in \mathbb{R}_+$. These inequalities are similar to the ones given in (1).

To conclude, the $\mathbb{R}$-linear space $V$ is preordered with the relation $\preceq$ which is compatible with the addition and the scalar multiplication defined in itself.

6. The Main Theorem and the Proof

This section is devoted to the proof of the main theorem. We state it again for convenience:

**Theorem 1.4** Let $(S, \preceq)$ be a preordered semialgebra satisfying Assumptions 1.2 and 1.3 with a power universal element $u \in S$. Suppose that $(F, \preceq)$ is the preordered semialgebra of the fractions of $S$ defined in Subsection 2.3 with “$\preceq$” in Def. 3.1 and $\overline{\cdot} : S \to F, x \mapsto \overline{x}$ the canonical map in Def. 2.9. Then, for every nonzero $x, y \in S$, the following are equivalent:

(a) $f(x) \geq f(y)$ for every monotone semialgebra homomorphism $f : S \to \mathbb{R}_+$.

(b) For every real number $\epsilon > 0$, there is $m \in \mathbb{N}$ such that

$$\overline{x} + \sum_{j=0}^{m} \epsilon^{j+1} \cdot \overline{w}^j \succ \overline{y}. \quad (31)$$

(c) For every $r \in \mathbb{R}_+$ and every real number $\epsilon > 0$, there is a polynomial $p \in \mathbb{Q}_+[X]$ such that $p(r) \leq \epsilon$ and

$$\overline{x} + p(\overline{u}) \succ \overline{y}. \quad (32)$$

(d) For every $r \in \mathbb{R}_+$ and every real number $\epsilon > 0$, there is a polynomial $p \in \mathbb{Q}_+[X]$ such that $p(r) \leq 1 + \epsilon$ and

$$p(\overline{u}) \ast \overline{x} \succ \overline{y}. \quad (33)$$
Proof. The proof of the implication “(b) ⇒ (c)” is almost the same as its counterpart in the proof of Theorem 3.1 in [3].

The proof of “(c) ⇒ (d)” is also similar to the corresponding part of the proof of Theorem 3.1 in [3]. But since we are dealing with noncommutative semialgebras, there are some tiny differences. So we rewrite the proof of “(c) ⇒ (d)” for clearness:

Since $x \in S$ and $x \neq 0_S$, we have $\overline{x} \neq \overline{0}_S$. By Proposition 3.6, $\overline{u}$ is power universal in $F$. Hence there is an integer $k \in \mathbb{N}$ so that $\overline{u}^k \ast \overline{x} \succcurlyeq \overline{1}_S$. For any $r \in \mathbb{R}_+$ and any real number $\epsilon > 0$, set

$\epsilon' = \begin{cases} \frac{\epsilon}{r^k}, & \text{if } r > 0, \\ 1, & \text{if } r = 0. \end{cases}$

Applying (c) to the numbers $r$ and $\epsilon'$, we obtain $p_0 \in \mathbb{Q}_+[X]$ such that $p_0(r) \leq \epsilon'$ and $p_0(\overline{x}) + \overline{p}_0 \succcurlyeq \overline{y}$. Set $p = 1 + p_0 X^k$, then

$p(r) = 1 + p_0(r) r^k \leq 1 + \epsilon r^k \leq 1 + \epsilon$

and

$p(\overline{u}) \ast \overline{x} = \overline{x} + p_0(\overline{u}) \ast \overline{u}^k \succcurlyeq \overline{x} + p_0(\overline{u}) \succcurlyeq \overline{y}$.

Hence (d) is deduced.

“(d)⇒(a)”: Let $f : S \to \mathbb{R}_+$ be a monotone semialgebra homomorphism, we need to show that $f(x) \geq f(y)$. By Remark 4.7, the map $f^F : F \to \mathbb{R}_+, \overline{a} \mapsto f^W(a) \quad (\forall a \in W)$

is a well-defined monotone semialgebra homomorphism. Setting $r = f^F(\overline{a})$ and applying $f^F$ to inequality (33), we obtain

$p(r)f^F(\overline{x}) \geq f^F(\overline{y})$,

where $p(r) \leq 1 + \epsilon$, $f^F(\overline{x}) = f^W(x) = f(x)$ and $f^F(\overline{y}) = f(y)$. Thus, we have $(1 + \epsilon) f(x) \geq f(y)$ for any real number $\epsilon > 0$. Taking $\epsilon \to 0$, we obtain $f(x) \geq f(y)$.

“(a)⇒(b)”: This part of the proof is almost the same as the proof of Theorem 3.1 in [3]. This is mainly due to the well-defined semialgebra of the fractions of a noncommutative semialgebra given in previous sections. We only sketch the proof of this part below.
Assume that $F$ is order-cancellative, i.e. $g + w \succeq h + w$ implies $g \succeq h$ $(\forall g, h, w \in F)$. Let $V$ be the linear space defined in Section 5. Define

$$C = \{v \in V \mid v \succeq 0_v\} = \{g - h \in V \mid g, h \in F, g \succeq h\},$$

then $C$ is a cone in $V$ by (30). For any real number $\epsilon > 0$, set

$$\mathcal{N}_\epsilon = \{a \in F \mid \exists m \in \mathbb{N} \text{ s.t. } a \preceq \sum_{j=0}^{m} e^{j+1} \cdot \omega_j\},$$

and define $\mathcal{N}_\epsilon - \mathcal{N}_\epsilon = \{a - b \in V \mid a, b \in \mathcal{N}_\epsilon\}$. Then, as in [3], using the set $\mathcal{N}_\epsilon - \mathcal{N}_\epsilon$ as $\epsilon$ varies a basis of neighborhoods of $0_v$ makes $V$ a locally convex topological vector space. Denoting by $\bar{C}$ the closure of $C$ in that topology, we have

$$\bar{x} - \bar{y} \in \bar{C} \iff \text{the condition (b) holds},$$

where the proof of the direction “$\Rightarrow$” relies on the assumption that $\preceq$ is order-cancellative. Denote by $V^*$ the dual space of $V$, i.e., the topological vector space consisting of all continuous linear (real-valued) functions on $V$ and equipped with the weak-* topology. Define

$$C^* = \{\ell \in V^* \mid \ell(C) \subset [0, \infty)\},$$

then $C^*$ is a closed convex cone in $V^*$ such that

$$C^* = \overline{\text{conv}}(\text{Er}(C^*)),$$

with $\text{Er}(\cdot)$ the set of all the extreme rays of a cone and $\overline{\text{conv}}(\cdot)$ the closure of the convex hull of a set. In the following, we assume that (b) does not hold and deduce the negation of condition (a).

According to [34], “(b) does not hold” means $\bar{x} - \bar{y} \notin \bar{C}$. By the geometric Hahn-Banach theorem [15], there is an $\ell \in C^*$ such that $\ell(\bar{x} - \bar{y}) < 0$. Combining with the property in (35), one further claims that

$$\exists f \in \text{Er}(C^*) \subset C^*, \ f(\bar{x} - \bar{y}) < 0.$$  

Then we have $f(\bar{1}_S - \bar{0}_S) > 0$ and the function

$$\hat{f} : S \to \mathbb{R}_+, c \mapsto \frac{1}{f(\bar{1}_S - \bar{0}_S) f(\bar{c} - \bar{0}_S)}$$
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is a monotone semialgebra homomorphism such that \( \hat{f}(x) < \hat{f}(y) \), contradicting to the condition (a).

If \( F \) is not order-cancellative, the method used in \([3]\) works as well in the present case.

In Observations 6.1–6.4 we verify the condition given in \((34)\), the equation \((35)\), the claim given in \((36)\) and the claim that the function \( \hat{f} \) in \((37)\) is a monotone homomorphism. These claims have already been given by Fritz in \([3]\) and part of the proofs of them are also contained therein. However, we rewrite these proofs for completeness. Note that the proof of the equation \((35)\) below (Observation 6.2) is provided by Fritz through private communications.

**Observation 6.1.** \( \bar{x} - \bar{y} \in \overline{C} \iff \text{the condition (b) holds.} \)

**Proof.** The condition \( \bar{x} - \bar{y} \in \overline{C} \) implies that

\[
\forall \epsilon > 0, \exists v \in C \text{ s.t. } v \in (\bar{x} - \bar{y}) + (N_{\epsilon} - N_{\epsilon}).
\]

This means that there are \( c, d \in N_{\epsilon} \) such that \((\bar{x} - \bar{y}) + (c - d) = v \geq 0_{v} \). By the assumption that \( F \) is order-cancellative, this implies \( \bar{x} + c \geq \bar{y} + d \geq \bar{y} \).

Since \( c \in N_{\epsilon} \), then \((31)\) holds.

Since the inequality \((31)\) holds, we have

\[
(\bar{x} + \sum_{j=0}^{m} \epsilon^{j+1} \cdot \bar{u}^j) - \bar{0}_S \geq \bar{y} - \bar{0}_S.
\]

Adding \( \bar{0}_S - \bar{y} \) to the both sides, one obtains

\[
(\bar{x} + \sum_{j=0}^{m} \epsilon^{j+1} \cdot \bar{u}^j) - \bar{y} \geq \bar{y} - \bar{y} = 0_{v},
\]

which is equivalent to

\[
(\bar{x} - \bar{y}) + \left( \sum_{j=0}^{m} \epsilon^{j+1} \cdot \bar{u}^j - \bar{0}_S \right) \in C \quad (38)
\]

with \( \sum_{j=0}^{m} \epsilon^{j+1} \cdot \bar{u}^j - \bar{0}_S \in N_{\epsilon} - N_{\epsilon} \). By inequality \((38)\), we know that there is a point in \( C \) which is also in the neighborhood \((\bar{x} - \bar{y}) + (N_{\epsilon} - N_{\epsilon})\) for any \( \epsilon > 0 \). Thus \( \bar{x} - \bar{y} \in \overline{C} \). \( \square \)
Observation 6.2. $C^* = \overline{\text{conv}}(\text{Er}(C^*))$.

Proof. Proposition 21 in [16] indicates that any well-capped [17] closed convex cone in a locally convex topological vector space is the closed convex hull of its extreme rays. To prove (35), it is sufficient to show that $C^*$ is well-capped (since $V^*$ is already locally convex). In [3], Fritz defined the sets

$$C^*_\epsilon = \{ \ell \in C^* \mid \ell(N_\epsilon - \overline{0}_S) \text{ is bounded} \}$$

and

$$D_\epsilon = \{ \ell \in C^*_\epsilon \mid \ell(N_\epsilon - \overline{0}_S) \subset [0, 1] \},$$

which satisfy the equation

$$C^* = \bigcup_{\epsilon > 0} C^*_\epsilon = \bigcup_{\epsilon > 0} nD_\epsilon$$  \hspace{1cm} (39)

and claimed that $D_\epsilon$ was a cap [17] of $C^*$ (hence $C^*$ is well-capped by equation (39)). However, the proof of the condition “the set $C^*_\epsilon \setminus D_\epsilon$ is convex”, which is required in the definition of a cap, is omitted in [3]. The following proof of the condition is provided by Fritz through private communications:

Note that $\sum_{j=0}^{m} e^j \cdot \overline{\pi}_j \in N_\epsilon$ for any $m \in \mathbb{N}$, we have

$$D_\epsilon = \left\{ \ell \in C^*_\epsilon \mid \forall m \in \mathbb{N}, \ell(\sum_{j=0}^{m} e^j \cdot \overline{\pi}_j - \overline{0}_S) \leq 1 \right\}.$$

Then

$$C^*_\epsilon \setminus D_\epsilon = \left\{ \ell \in C^*_\epsilon \mid \exists m \in \mathbb{N}, \ell(\sum_{j=0}^{m} e^j \cdot \overline{\pi}_j - \overline{0}_S) > 1 \right\}$$

is convex. Set $f_i \in C^*_\epsilon \setminus D_\epsilon$ with $m_i$ such that $f_i(\sum_{j=0}^{m_i} e^j \cdot \overline{\pi}_j - \overline{0}_S) > 1$, $i = 1, 2$. For any $\mu_1, \mu_2 = 1 - \mu_1 \in (0, 1)$ and $\hat{m} = \max\{m_1, m_2\}$, we have

$$(\mu_1 f_1 + \mu_2 f_2)(\sum_{j=0}^{\hat{m}} e^j \cdot \overline{\pi}_j - \overline{0}_S)$$

$$= \mu_1 f_1(\sum_{j=0}^{\hat{m}} e^j \cdot \overline{\pi}_j - \overline{0}_S) + \mu_2 f_2(\sum_{j=0}^{\hat{m}} e^j \cdot \overline{\pi}_j - \overline{0}_S)$$

$$\geq \mu_1 f_1(\sum_{j=0}^{m_1} e^j \cdot \overline{\pi}_j - \overline{0}_S) + \mu_2 f_2(\sum_{j=0}^{m_2} e^j \cdot \overline{\pi}_j - \overline{0}_S)$$

$$> 1.$$  \hspace{1cm} (40)
Thus \( \mu_1 f_1 + \mu_2 f_2 \in C^*_e \setminus D_e \).

The set \( C^*_e \setminus D_e \) is also convex. Set \( f_1, f_2 \in C^*_e \setminus D_e \) and \( \mu_1, \mu_2 = 1 - \mu_1 \in (0, 1) \). If one of \( f_1 \) and \( f_2 \) is not in \( C^*_e \) (i.e., is not bounded over the set \( N_e - \overline{O}_S \)), then neither is the functional \( \mu_1 f_1 + \mu_2 f_2 \). Thus, \( \mu_1 f_1 + \mu_2 f_2 \in C^*_e \setminus C^*_e \subset C^*_e \setminus D_e \). On the contrary, if both \( f_1 \) and \( f_2 \) are in \( C^*_e \), then they are in \( C^*_e \setminus D_e \). Now (40) implies \( \mu_1 f_1 + \mu_2 f_2 \in C^*_e \setminus D_e \subset C^*_e \setminus D_e \). \( \square \)

**Observation 6.3.** \( \exists f \in \text{Er}(C^*) \) s.t. \( f(\overline{F} - \overline{O}) < 0 \).

**Proof.** This part was also omitted in \( [3] \), hence we give a proof here. Since there is an \( \ell \in C^* \) so that \( \ell(\overline{F} - \overline{O}) < 0 \), the intersection \( \mathcal{H} \cap C^* \) is not empty, where

\[
\mathcal{H} = \{ \phi \in V^* | \phi(\overline{F} - \overline{O}) < 0 \}
\]

is an open half-space in \( V^* \). It is sufficient to show that there is \( f \in \text{Er}(C^*) \) so that \( f \in \mathcal{H} \). Assume on the contrary that none of the extreme rays of \( C^* \) is in \( \mathcal{H} \). By the equation (35), for any \( \phi \in C^* \) and any neighborhood \( O \ni \phi \), there is \( \phi' \in O \cap \text{conv}(\text{Er}(C^*)) \). Thus \( \phi' = \sum_{i=1}^{s} \mu_i \phi_i \) for some \( s \in \mathbb{N} \), some \( \phi_i \in \text{Er}(C^*) \) and some real numbers \( \mu_i \in [0, 1] \) with \( \sum_{i=1}^{s} \mu_i = 1 \). Since \( \phi_i \notin \mathcal{H} \) by the assumption, \( \phi_i(\overline{F} - \overline{O}) \geq 0 \) for any \( 1 \leq i \leq s \). Hence \( \phi'(\overline{F} - \overline{O}) \geq 0 \), i.e., \( \phi' \notin \mathcal{H} \). This means that \( O \cap (V^* \setminus \mathcal{H}) \neq \emptyset \) for any neighborhood \( O \) of \( \phi \). Since \( V^* \setminus \mathcal{H} \) is clearly closed, \( \phi \in V^* \setminus \mathcal{H} \). Noting that \( \phi \) is an arbitrary element in \( C^* \), we conclude that \( C^* \cap \mathcal{H} = \emptyset \), which is a contradiction. \( \square \)

**Observation 6.4.** Let \( f \in \text{Er}(C^*) \) be any extreme ray of \( C^* \), then \( f(\overline{I}_S - \overline{O}_S) > 0 \) and \( \hat{f} \) defined in (37) is a monotone semialgebra homomorphism.

**Proof.** We may assume, without loss of generality, that for any nonzero \( a \in F \), \( \overline{I}_S + a \neq \overline{O}_S \). Otherwise, there would be a nonzero \( a \in F \) so that \( \overline{O}_S = \overline{I}_S + a \supseteq \overline{I}_S \). Note that \( \overline{I}_S \supseteq \overline{O}_S \), one concludes that the preorder \( \leq \) is trivial, as is shown in (24). Now the conditions (a)–(d) are all trivially true, so is the conclusion of the theorem.

Set \( f_F(w) = f(w - \overline{O}_S) \) for any \( w \in F \), then we have

\[
f_F((\overline{I}_S + a)^{-1} * w) + f_F(a * (\overline{I}_S + a)^{-1} * w) = f_F(w)
\]

by the linearity of \( f \). Let

\[
\begin{cases}
g(w) = f_F((\overline{I}_S + a)^{-1} * w), \\
h(w) = f_F(a * (\overline{I}_S + a)^{-1} * w).
\end{cases}
\]
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then \( g, h \) are both linear and monotone on \( F \) since \( f_F \) is. Set \( g^V(b - d) = g(b) - g(d) \) and \( h^V(b - d) = h(b) - h(d) \) for any \( b, d \in F \) (or equivalently, for any \( b - d \in V \)), then both \( g^V \) and \( h^V \) are well-defined on \( V \). Moreover, a routine check indicates that they are monotone and linear maps from \( V \) to \( \mathbb{R} \) and \( g^V + h^V = f \). (41)

For any nonzero \( t \in F \), the operator

\[
t_\ast : b - d \mapsto t * b - t * d, \ V \to V
\]

is well-defined and continuous (Lemma 6.3). Noting that \( g^V = f \circ (I_S + a)^{-1} \) and \( h^V = f \circ (a \circ (I_S + a)^{-1})_a \), one observes that both \( g^V \) and \( h^V \) are continuous since \( f \) is. To conclude, we have \( g^V, h^V \in C^* \).

By the equation (41) and the fact that \( f \) is an extreme ray, we conclude that there are nonnegative real numbers \( s_1 \) and \( s_2 \) such that \( g^V = s_1 f \) and \( h^V = s_2 f \). As a ray of \( C^* \), \( f \neq 0 \). There is some \( b_0 - d_0 \in V \) such that \( f(b_0 - d_0) \neq 0 \). Thus

\[
g^V((I_S + a) * b_0 - (I_S + a) * d_0) = f(b_0 - d_0) \neq 0
\]

and

\[
f^V((I_S + a) * a^{-1} * b_0 - (I_S + a) * a^{-1} * d_0) = f(b_0 - d_0) \neq 0,
\]

which means \( g^V \neq 0 \) and \( h^V \neq 0 \). Hence \( s_1, s_2 \in \mathbb{R}_{>0} \). Therefore, we have \( h^V = \gamma g^V \) for the positive number \( \gamma = s_2 / s_1 \) and \( h^V(w - \overline{0}_S) = \gamma g^V(w - \overline{0}_S) \) for any \( w \in F \), i.e.,

\[
f_F(a * (I_S + a)^{-1} * w) = \gamma f_F((I_S + a)^{-1} * w).
\]

Replacing \((I_S + a)^{-1} * w \) by \( w \) in (43) one obtains

\[
f_F(a * w) = \gamma f_F(w)
\]

for any \( w \in F \) (with \( \gamma \) in (44) depending on \( a \)). Taking \( w = I_S \) in (44), we have

\[
f_F(a) = \gamma f_F(I_S).
\]

Now \( 0 \neq f(b_0 - d_0) = f_F(b_0) - f_F(d_0) \) indicates that \( f_F(b_0) \neq 0 \) or \( f_F(d_0) \neq 0 \). We may assume \( f_F(b_0) \neq 0 \), then clearly \( b_0 \neq \overline{0}_S \). Taking \( a = b_0 \) in (45),
we have $f_F(b_0) = \gamma f_F(1_S)$. Since $f_F(b_0) \neq 0$, we obtain $f_F(1_S) \neq 0$. In fact, $f_F(1_S) > 0$ since $f \in C^*$. From (44), we see that $\gamma = f_F(a)/f_F(1_S)$. Substituting that back to (44), we have

$$f_F(a \ast w) = \frac{f_F(a)}{f_F(1_S)} f_F(w)$$

(46)

for any $w \in F$ and any nonzero $a \in F$. Indeed, when $a = 0$, the identity (46) also holds: both of its two sides equal 0. Define $\hat{f}(c) = \frac{1}{f_F(1_S)} f_F(c)$ for any $c \in S$, then the identity (46) indicates that $\hat{f} : S \to \mathbb{R}_+$ preserves the multiplications. The facts that it also preserves the additions and the scalar multiplications, and that it is monotone are straightforward. Thus, $\hat{f}$ is a monotone semialgebra homomorphism.

The following lemma (also claimed in [3]) is needed in the proof above.

**Lemma 6.5.** For any nonzero $t \in F$, the map given in (42) is well-defined and continuous w.r.t. the topology in $V$.

**Proof.** Suppose that $b - d = b' - d'$ in $V$ for some $b, d, b', d' \in F$. Then there is $e \in F$ such that $b + d' + e = b' + d + e$ in $F$. Hence

$$t \ast b + t \ast d' + t \ast e = t \ast b' + t \ast d + t \ast e,$$

which means $t \ast b - t \ast d = t \ast b' - t \ast d'$ in $V$. Therefore, the map $t_*$ is well-defined.

The map $t_*$ is clearly linear. To prove the continuity, it is sufficient to show that it is continuous at the point $0_V = 0_S - 0_S$: Let $k \in \mathbb{N}$ such that $u^k \geq t$. For any $\epsilon > 0$, we set $\delta = (\min\{\epsilon, 1\})^{k+1}$. Then, for any $b \in N_\delta$, $b \preceq \sum_{j=0}^m \delta^{j+1} \cdot \bar{w}^j$ for some $m \in \mathbb{N}$. On the other hand,

$$t \ast b \preceq \bar{u}^k \ast \left( \sum_{j=0}^m \delta^{j+1} \cdot \bar{w}^j \right)$$

$$= \sum_{j=0}^m \delta^{j+1} \cdot \bar{w}^{j+k}$$

$$\preceq \sum_{j=0}^{m+k} \left( \min\{\epsilon, 1\} \right)^{k+j+1} \cdot \bar{w}^j$$

$$\preceq \sum_{j=0}^{m+k} \left( \min\{\epsilon, 1\} \right)^{j+1} \cdot \bar{w}^j,$$
which means \( t \ast b \in \mathcal{N}_{\min\{\epsilon, 1\}} \subset \mathcal{N}_\epsilon \). Therefore, for any \( b, d \in \mathcal{N}_\epsilon \), we have \( t \ast b - t \ast d \in \mathcal{N}_\epsilon - \mathcal{N}_\epsilon \). That is, \( t_\ast \) is continuous at \( 0_\mathcal{V} \). \qed

Remark 6.6. Theorem 1.4 is a noncommutative counterpart of Theorem 2.12 in [3], although in the noncommutative case, an equivalent characterization for the preorder relation \( \preceq \) via the original relation \( \leq \) similar to the one in (20) is presently not available.

7. Conclusion

We provide a noncommutative version of the Vergleichsstellensatz proved by Fritz in [3]. This is the first Vergleichsstellensatz for noncommutative semialgebras in the literature. It characterizes the relaxed preorder induced by monotone homomorphisms to \( \mathbb{R}_+ \) by “asymptotic” inequalities in the semialgebra of the fractions. Finding out how it can be applied to other areas such as probability theory and quantum information theory or how it is related to classical noncommutative real algebraic geometry would be interesting topics in the future.

As a byproduct, we provided a particular method to define the semialgebra of the fractions of a noncommutative semialgebra which generalizes the corresponding concept in the commutative case. One can also apply this method to noncommutative semirings by getting rid of those expressions containing (formal or non-formal) scalar multiplications in the definition.
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A. Two lemmas needed in the proof of Proposition 2.11

The first lemma below characterizes when an expression in \( Q \) lies in \( O \).

**Lemma A.1.** If \( w \) is an expression in \( Q \), then \( w \in O \) if and only if \( w_S = 0_S \).

**Proof.** “If”: We prove inductively on the number \( \ell \) of operations that occur in the expression \( w \). When \( \ell = 0 \), \( w \in W_0 = S \). Thus \( w = w_S \). But \( w_S = 0_S \), so \( w = 0_S \in O \). Assume that for any \( w \in Q \) with the number of operations less than \( k \) \((k \geq 1)\), it holds that \( w_S = 0_S \) implies \( w \in O \). We then prove that this also holds for those expressions \( w \in Q \) containing \( k \) operations.

Since \( w \in Q \) does not contain any formal inverse, by the definition of \( W_{i+1} \) in equation (6), \( w \) is of the form \( w(1) \oplus w(2) \), \( w(1) \odot w(2) \) or \( r \odot w(1) \) with \( w(1), w(2) \in W \) and \( r \in \mathbb{R}_+ \). These cases are discussed separately:

If \( w = w(1) \oplus w(2) \), then the number of operations contained in \( w(j) \) \((j = 1, 2)\) is less than \( k \). Moreover, \( w(1), w(2) \in Q \) and \( w_S = w_S(1) + w_S(2) \). Since \( w_S = 0_S \), by the assumption that the semialgebra \( S \) is zero-sum-free, we see that \( w_S(1) = w_S(2) = 0_S \). By the inductive assumption, we have \( w(1), w(2) \in O \).

Suppose that \( w(1) \in O_m \) and \( w(2) \in O_n \), then \( w(1), w(2) \in O_{\max\{m,n\}} \). Thus we have \( w = w(1) \oplus w(2) \in O_{\max\{m,n\}+1} \subset O \).

The case where \( w = w(1) \odot w(2) \) is similar to the above one. Except that in this case we have \( w_S = w_S(1) \ast w_S(2) \) which implies \( w_S(1) = 0_S \) or \( w_S(2) = 0_S \) via the assumption that \( S \) is zero-divisor-free. Again, by the inductive assumption, \( w(1) \in O \) or \( w(2) \in O \). Hence \( w \in O_{n+1} \) if \( w(1) \in O_n \) or \( w(2) \in O_n \).

Assume that \( w = r \odot w(1) \). If \( r = 0 \in \mathbb{R} \), then \( w \in O_{n+1} \) whenever \( w(1) \in W_n \) for some \( n \in \mathbb{N} \). Suppose that \( r \) is a positive real number, then \( 0_S = w_S = r \cdot w_S(1) \) implies that \( w_S(1) = 0_S \) by the assumption on \( S \). Hence the inductive assumption indicates that \( w(1) \in O \). Thus \( w \in O_{m+1} \) whenever \( w(1) \in O_m \) for some \( m \in \mathbb{N} \).

“Only If”: If \( w \in O_0 \), then \( w = 0_S \). Clearly, \( w_S = 0_S \). Assume that for any \( 0 \leq i < k \) \((k \geq 1)\), \( w \in O_i \) implies \( w_S = 0_S \). We then prove that \( w \in O_k \) also implies \( w_S = 0 \):
If \( w \in \mathcal{O}_{k-1} \), then \( w_S = 0_S \) follows from the assumption.

If \( w \in \mathcal{O}_{k-1} \oplus \mathcal{O}_{k-1} \), then \( w = w^{(1)} \oplus w^{(1)} \) with \( w^{(1)}, w^{(2)} \in \mathcal{O}_{k-1} \). Thus \( w_S = w_S^{(1)} + w_S^{(1)} = 0_S + 0_S = 0_S \).

If \( w \in \mathcal{O}_{k-1} \circledast W_{k-1} \), then \( w = w^{(1)} \circledast a \) with \( w^{(1)} \in \mathcal{O}_{k-1} \) and \( a \in W_{k-1} \).

We have \( w_S = w_S^{(1)} \ast a_S = 0_S \ast a_S = 0_S \). When \( w \in W_{k-1} \circledast \mathcal{O}_{k-1} \), the proof is similar.

It is straightforward to verify the rest of the cases with \( w \in \{0_R\} \circledast W_{k-1} \) and with \( w \in \mathbb{R}^+ \circledast \mathcal{O}_{k-1} \).

The following lemma indicates that the set \( \mathcal{O} \) is \( R \)-saturated.

**Lemma A.2.** Let the sequence \( \{R_i\} \) be as in Proposition 2.11. For any \( i \in \mathbb{N} \) and any \( x \in W \), if there is an expression \( y \in \mathcal{O} \) such that \( (x, y) \) or \( (y, x) \) is in \( R_i \), then \( x \in \mathcal{O} \).

**Proof.** We prove inductively on the index \( i \). When \( i = 0 \), it is sufficient to show that if \( (a, b) \in R_0 \), then \( a \in \mathcal{O} \) iff \( b \in \mathcal{O} \). Since \( R_0 = (\bigcup_{j=0}^{\infty} A_j) \cup \{(a, a) \mid a \in W\} \), we need to discuss several cases separately:

We need two obvious observations: i) \( 0_S \in \mathcal{O} \), ii) \( 1_S \notin \mathcal{O} \). The latter one is due to the assumption that \( 1_S \neq 0_S \) in the semialgebra \( S \) (hence \( 1_S \notin \{0_S\} = \mathcal{O}_0 \)) and the fact that \( 1_S \notin \mathcal{O}_\ell \) for any integer \( \ell > 0 \).

Using the rules for the set \( \mathcal{O} \) in Definition 2.3 several times, one proves “\( a \in \mathcal{O} \) iff \( b \in \mathcal{O} \)” in each case where the pair \( (a, b) \) admits a particular form given by the elements of the set \( A_1 \cup A_2 \cup A_3 \). For example, if \( (a, b) \in A_1 \) and

\[
(a, b) = ((b \oplus \hat{c}) \circledast \hat{a}, (b \circledast \hat{a}) \oplus (\hat{c} \circledast \hat{a})),
\]

then \( a \in \mathcal{O} \) implies \( \hat{a} \in \mathcal{O} \) or \( b \circledast \hat{c} \in \mathcal{O} \). If \( \hat{a} \in \mathcal{O} \), then both \( b \circledast \hat{a} \) and \( \hat{c} \circledast \hat{a} \) are in \( \mathcal{O} \). Hence \( b = (b \circledast \hat{a}) \oplus (\hat{c} \circledast \hat{a}) \in \mathcal{O} \). If \( b \circledast \hat{c} \in \mathcal{O} \), then \( b, \hat{c} \in \mathcal{O} \). Thus \( b \circledast \hat{a}, \hat{c} \circledast \hat{a} \in \mathcal{O} \) and also \( b \in \mathcal{O} \). Conversely, \( b \in \mathcal{O} \) implies \( \hat{b} \oplus \hat{a} \), \( \hat{c} \oplus \hat{a} \in \mathcal{O} \). So \( \hat{a} \in \mathcal{O} \) or \( \hat{a} \notin \mathcal{O} \), \( b, \hat{c} \in \mathcal{O} \). If \( \hat{a} \in \mathcal{O} \), then \( a = (b \circledast \hat{c}) \circledast \hat{a} \in \mathcal{O} \). If both \( \hat{b} \) and \( \hat{c} \) are in \( \mathcal{O} \), then so are \( b \circledast \hat{a} \) and \( \hat{c} \circledast \hat{a} \). Thus \( b = (b \circledast \hat{a}) \oplus (\hat{c} \circledast \hat{a}) \in \mathcal{O} \).

This is another example: set \( (a, b) \in A_2 \) and \( (a, b) = (1_S \circledast \hat{a}, \hat{a}) \). If \( \hat{a} \in \mathcal{O} \), then \( 1_S \circledast \hat{a} \in \mathcal{O} \). If \( 1_S \circledast \hat{a} \in \mathcal{O} \), then we have \( \hat{a} \in \mathcal{O} \) since \( 1_S \notin \mathcal{O} \).

The remaining cases may occur when \( (a, b) \in A_1 \cup A_2 \cup A_3 \) can be dealt with similarly. Hence we omit the discussion about them.

When \( (a, b) \in A_4 \), one finds the first rule in v) of Definition 2.3 useful: For example, if \( (a, b) = ((\hat{a} \circledast b)^{-1}, b^{-1} \circledast \hat{a}^{-1}) \) for some \( \hat{a}, \hat{b} \in W \setminus \mathcal{O} \), then since \( a = (\hat{a} \circledast b)^{-1} \notin \mathcal{O} \), it is sufficient to prove that \( b^{-1} \circledast \hat{a}^{-1} \notin \mathcal{O} \). Assume
on the contrary that \( b^{-1} \odot a^{-1} \in \mathcal{O} \), then \( b^{-1} \in \mathcal{O} \) or \( a^{-1} \in \mathcal{O} \). Both of these contradict that rule. As usual, we omit the discussion about the other cases that may occur when \((a, b) \in A_4 \). 

If \((a, b) \in A_5\), then \(a, b \in \mathcal{Q}\) and \(a_S = b_S\). By Lemma \(\text{A.1}\) it is sufficient to show that \(a_S = 0_S\) if and only if \(b_S = 0_S\). But this is clear since \(a_S = b_S\).

The cases with \((a, b) \in A_6 \cup \{(a, a) \mid a \in \mathcal{W}\}\) are trivial. Thus the lemma holds for \(i = 0\).

**The inductive step:**

Now assume that it holds for \(0 \leq i < k\), we show that it also holds for \(i = k\):

For \((x, y) \in R_k\) or \((y, x) \in R_k\), we consider first the case \((x, y) \in R_k\). By the definition of \(R_k\) \((\text{12})\), there are several sub-cases:

If \((x, y) \in R_{k-1}\), then \(x \in \mathcal{O}\) by the inductive assumption.

If \((x, y) \in R_{k-1} \oplus R_{k-1}\), then \(x = x_1 \oplus x_2\) and \(y = y_1 \oplus y_2\) with \((x_1, y_1), (x_2, y_2) \in R_{k-1}\). Since \(y \in \mathcal{O}\), \(y_1, y_2 \in \mathcal{O}\). By the inductive assumption, \(x_1, x_2 \in \mathcal{O}\). Thus \(x = x_1 \oplus x_2 \in \mathcal{O}\).

If \((x, y) \in R_{k-1} \odot R_{k-1}\), then \(x = x_1 \odot x_2\) and \(y = y_1 \odot y_2\) with \((x_1, y_1), (x_2, y_2) \in R_{k-1}\). Hence \(y \in \mathcal{O}\) implies \(y_1 \in \mathcal{O}\) or \(y_2 \in \mathcal{O}\). By the inductive assumption, \(x_1 \in \mathcal{O}\) or \(x_2 \in \mathcal{O}\). Thus \(x = x_1 \odot x_2 \in \mathcal{O}\).

If \((x, y) \in \mathbb{R}_+ \odot R_{k-1}\), then \(x = r \odot x_1\) and \(y = r \odot y_1\) with \((x_1, y_1) \in R_{k-1}\). When \(r = 0_\mathbb{R}\), \(x = r \odot x_1 \in \mathcal{O}\). When \(r\) is a positive real number, \(y = r \odot y_1 \in \mathcal{O}\) implies \(y_1 \in \mathcal{O}\), which, by the inductive assumption, indicates that \(x_1 \in \mathcal{O}\). Again, \(x = r \odot x_1 \in \mathcal{O}\).

If \((x, y) \in \text{rev}(R_{k-1})\), that is, \((y, x) \in R_{k-1}\), then \(x \in \mathcal{O}\) by the inductive assumption.

Finally, if there is \(z \in \mathcal{W}\) such that both \((x, z)\) and \((z, y)\) are in \(R_{k-1}\), then, by applying the inductive assumption to the pair \((z, y)\), we have \(z \in \mathcal{O}\). Applying it again to the pair \((x, z)\), we conclude that \(x \in \mathcal{O}\).

By now the proof of the \(\text{“}(x, y) \in R_k\text{”}\) case is done. The proof of the \(\text{“}(y, x) \in R_k\text{”}\) case is similar. Hence we omit it. 

**B. Comparing definitions of semialgebras of the fractions in non-commutative and commutative cases**

For a commutative zero-divisor-free semiring \(K\), the semiring of its fractions is usually defined to be the quotient

\[
K^{fr} = (K \times (K \setminus \{0_K\})) / \sim
\]

(47)
with \( \sim \) an equivalence relation on the set \( K \times (K \setminus \{0_K\}) \) such that \((a_1, a_2) \sim (b_1, b_2)\) if and only if there is \( t \in K \setminus \{0_K\}\) such that \(a_1* b_2 * t = a_2 * b_1 * t\) in \(K\). The elements in the set \(K^{fr}\), for instance, the equivalent class containing the pair \((a_1, a_2) \in K \times (K \setminus \{0_K\})\), is denoted by \(\frac{a_1}{a_2}\). The addition and multiplication are defined as usual, and an element \(\frac{a_1}{a_2}\) is invertible if and only if \(a_1 \neq 0_K\). This definition is equivalent to the one given by [1] Example 11.7. It can be generalized to the semialgebra case: If \(K\) is a commutative zero-divisor-free semialgebra, then we can define the semialgebra of its fractions \(K^{fr}\) as in equation (17), with the same equivalence relation \(\sim\). Using the same notation, we define the (nonnegative) scalar multiplication by \(r \cdot \frac{a_1}{a_2} = \frac{r \cdot a_1}{a_2}\). Then one verifies without difficulty that this \(K^{fr}\) is indeed a semialgebra.

We prove that when the semialgebra \(S\) (satisfying Assumption 1.3) is commutative, the semialgebra \(F\) of its fractions defined in the Subsection 2.3 is isomorphic to the semialgebra \(S^{fr} = (S \times (S \setminus \{0_S\}))/\sim\).

We need the following result in the proof of Proposition 13.4.

**Proposition B.1.** If \(S\) is commutative, so is the semialgebra \(F\) of its fractions.

**Proof.** It is sufficient to show that for any \(a, b \in W\), \((a \circ b, b \circ a) \in R\). We prove that inductively on the number of operations in the expression \(a \circ b\).

If \(a \circ b\) contains only one operation, i.e., \(a, b \in W_0 = S\), then both \(a \circ b\) and \(b \circ a\) are in \(Q\) and \((a \circ b)_S = a_S * b_S = b_S * a_S = (b \circ a)_S\). Thus \((a \circ b, b \circ a) \in A_5 \subset R_0 \subset R\).

Now we assume that \((c \circ d, d \circ c) \in R\) for any expression \(c \circ d\) which contains fewer operations than \(a \circ b\) does, and then prove that \((a \circ b, b \circ a) \in R\).

We may assume that \(a \circ b\) contains at least two operations. That means \(a\) or \(b\) contains at least one operation. Without generality loss, we further assume that \(a\) contains at least one operation. Hence \(a = x \oplus y, x \circ y, r \circ x\) or \(z^{-1}\) for some \(x, y \in W, z \in W \setminus \mathcal{O}\) and \(r \in \mathbb{R}_+\).

If \(a = x \oplus y\), then \(a \circ b = (x \oplus y) \circ b \equiv (x \circ b) \oplus (y \circ b) \equiv (b \circ x) \oplus (b \circ y) \equiv b \circ (x \oplus y) \sim b \circ a\). The second “\(\equiv\)” is due to the inductive assumption (note that both \(x \circ b\) and \(y \circ b\) contain fewer operations than \(a \circ b\) does), while the other ones are according to the definition of \(R\).

Similarly, if \(a = x \circ y\), then \(a \circ b = (x \circ y) \circ b \equiv x \circ (y \circ b) \equiv x \circ (b \circ y) \equiv (x \circ b) \oplus (y \circ b) \equiv (b \circ x) \oplus (y \circ b) \equiv b \circ (x \circ y) = b \circ a\). If \(a = r \circ x\), then \(a \circ b = (r \circ x) \circ b \equiv r \circ (x \circ b) \equiv r \circ (b \circ x) \equiv b \circ (r \circ x) = b \circ a\). If \(a = z^{-1}\).
for some \( z \in W \setminus \mathcal{O} \), then \( z \otimes b \) has less operations than \( a \otimes b \) does. Hence \( z \otimes b \not\in b \circ z \), namely \( x = \frac{x}{y} = b * \frac{y}{z} \). Thus \( \frac{x}{y} * \frac{y}{z} * \frac{y}{z} = \frac{x}{y} * \frac{y}{z} * \frac{y}{z} \), which is \( b * \frac{y}{z} = \frac{x}{y} * b \). This means \( (x^{-1} \otimes b, b \otimes z^{-1}) \in R \). And the inductive proof is completed. \( \square \)

The following lemma defines a map (which is key to the proof of Proposition [B.4]) from \( W \) to \( S^{fr} \) when \( S \) is commutative:

**Lemma B.2.** The recursive assignment below for \( \mathcal{G} \) makes it a well-defined map from \( W \) to \( S^{fr} \):

1) For any \( x \in W_0 = S \), set \( \mathcal{G}(x) = \frac{x}{S} \in S^{fr} \);

2) Suppose that \( x \in W_{\ell} \) for a minimal \( \ell \in \mathbb{N} \) and \( \ell > 0 \), then set

\[
\mathcal{G}(x) = \begin{cases} 
\mathcal{G}(a) + \mathcal{G}(b), & \text{if } x = a \oplus b \in W_{\ell-1} \oplus W_{\ell-1}, \\
\mathcal{G}(a) \ast \mathcal{G}(b), & \text{if } x = a \otimes b \in W_{\ell-1} \otimes W_{\ell-1}, \\
r \cdot \mathcal{G}(a), & \text{if } x = r \circ a \in \mathbb{R}^+ \circ W_{\ell-1}, \\
(\mathcal{G}(a))^{-1}, & \text{if } x = a^{-1} \in (W_{\ell-1} \setminus \mathcal{O}_{\ell-1})^{-1},
\end{cases}
\]

with “+”, “∗”, “·” and “−1” the operations in \( S^{fr} \).

**Proof.** It is sufficient to prove (inductively on the index \( i \)) the following statement: for any \( i \in \mathbb{N} \) and \( x \in W_i \), \( \mathcal{G}(x) \) is well-defined, and \( \mathcal{G}(x) \) is invertible in \( S^{fr} \) whenever \( x \not\in \mathcal{O}_i \).

The “\( i = 0 \)” case is true. We then assume that this statement holds for \( i = k - 1 \) and prove it for \( i = k \). Now that \( x \in W_k \), there are several sub-cases:

If \( x \in W_{k-1} \), then \( \mathcal{G}(x) \) is well-defined. When \( x \not\in \mathcal{O}_k \), we also have \( x \not\in \mathcal{O}_{k-1} \). Hence \( \mathcal{G}(x) \) is invertible.

If \( x \not\in W_{k-1} \) but \( x = a \oplus b \in W_{k-1} \oplus W_{k-1} \), then \( k \) is the minimal nature number such that \( x \in W_k \). Hence \( \mathcal{G}(x) = \mathcal{G}(a) + \mathcal{G}(b) \) for some \( a, b \in W_{k-1} \) and \( \mathcal{G}(x) \) is well-defined. When \( x = a \oplus b \not\in \mathcal{O}_k \), at least one of \( a \) and \( b \) is not in \( \mathcal{O}_{k-1} \). Hence \( \mathcal{G}(a) = \frac{a}{a_2} \) and \( \mathcal{G}(b) = \frac{b}{b_2} \) with \( a_2, b_2 \) nonzero and one of \( a_1 \) and \( b_1 \) nonzero. Thus, \( a_1 \ast b_2 + a_2 \ast b_1 \neq 0_S \) follows the assumption that \( S \) is zero-divisor and zero-sum-free. Hence \( \mathcal{G}(x) = \frac{a_1 \ast b_2 + a_2 \ast b_1}{a_2 \ast b_2} \) is invertible.

If \( x \not\in W_{k-1} \) but \( x = a \oplus b \in W_{k-1} \oplus W_{k-1} \), then \( \mathcal{G}(x) = \mathcal{G}(a) \ast \mathcal{G}(b) \) is well-defined. When \( x = a \oplus b \not\in \mathcal{O}_k \), neither of \( a \) and \( b \) is in \( \mathcal{O}_{k-1} \). Hence, \( \mathcal{G}(a) = \frac{a}{a_2} \) and \( \mathcal{G}(b) = \frac{b}{b_2} \) with none of \( a_1, a_2, b_1 \) and \( b_2 \) equals to \( 0_S \). Thus \( a_1 \ast b_1 \neq 0_S \) and \( \mathcal{G}(x) = \frac{a_1 \ast b_1}{a_2 \ast b_2} \) is invertible.
If \( x \notin W_{k-1} \) but \( x = r \odot a \in \mathbb{R}_+ \odot W_{k-1} \), then \( \mathcal{G}(x) = r \cdot \mathcal{G}(a) \) is well-defined. When \( x = r \odot a \notin \mathcal{O}_k \), \( r \neq 0 \) and \( a \notin \mathcal{O}_{k-1} \). Hence \( \mathcal{G}(a) = \frac{a_1}{a_2} \) with \( a_1 \neq 0 \), and \( \mathcal{G}(x) = \frac{r a_1}{a_2} \) is invertible.

If \( x \notin W_{k-1} \) but \( x = a^{-1} \in (W_{k-1} \setminus \mathcal{O}_{k-1})^{-1} \), then \( \mathcal{G}(a) \) is well-defined and invertible. Thus \( \mathcal{G}(x) = (\mathcal{G}(a))^{-1} \) is also well-defined. Clearly \( \mathcal{G}(x) \) is invertible. 

The lemma below defines a push-forward of the map \( \mathcal{G} \) from \( W \) to the semialgebra \( F \) of the fractions of \( S \):

**Lemma B.3.** Let the sequence \( \{R_i\} \) be as in Proposition 2.10. Set \( x, y \in W \). If \( (x, y) \in R \), then \( \mathcal{G}(x) = \mathcal{G}(y) \). That is, \( \overline{x} = \overline{y} \) implies \( \mathcal{G}(x) = \mathcal{G}(y) \).

**Proof.** For \( (x, y) \in R_0 \), we prove that \( \mathcal{G}(x) = \mathcal{G}(y) \):

From the definition of \( \mathcal{G} \) it follows that for any \( a, b \in W \) and \( c \in W \setminus \mathcal{O} \),

\[
\begin{aligned}
\mathcal{G}(a \oplus b) &= \mathcal{G}(a) + \mathcal{G}(b), \\
\mathcal{G}(a \otimes b) &= \mathcal{G}(a) \ast \mathcal{G}(b), \\
\mathcal{G}(r \circ a) &= r \cdot \mathcal{G}(a), \\
\mathcal{G}(c^{-1}) &= (\mathcal{G}(c))^{-1}.
\end{aligned}
\]

(48)

If \( (x, y) \in \bigcup_{i=1}^{4} A_i \), then \( \mathcal{G}(x) = \mathcal{G}(y) \) follows from the above identities. If \( (x, y) \in A_5 \), i.e., \( x, y \in Q \) and \( x_S = y_S \), then \( \mathcal{G}(x) = \frac{x_S}{1_S} = \frac{y_S}{1_S} = \mathcal{G}(y) \) (by using the identities above recursively for any \( a \in Q \), we see that \( \mathcal{G}(a) = \frac{a}{1} \)).

If \( (x, y) \in \{(a, a) \mid a \in W\} \), then \( x = y \) and \( \mathcal{G}(x) = \mathcal{G}(y) \). If \( (x, y) \in A_6 \), then \( x \in \mathcal{O} \) and \( y = 0_S \). It is straightforward to prove that for any \( a \in \mathcal{O} \), \( \mathcal{G}(a) = \frac{0}{1} \), hence \( \mathcal{G}(x) = \mathcal{G}(y) \). Thus, \( \mathcal{G}(x) = \mathcal{G}(y) \) for any \( (x, y) \in R_0 \).

We then assume that \( \mathcal{G}(x) = \mathcal{G}(y) \) for any \( (x, y) \in R_k \), and prove this identity for \( R_{k+1} \):

If \( (x, y) \in R_k \cup \text{rev}(R_k) \), then \( \mathcal{G}(x) = \mathcal{G}(y) \) follows right from the assumption. If \( (x, y) = (x_1 \oplus x_2, y_1 \oplus y_2) \in R_k \oplus R_k \) with \( (x_1, y_1) \) and \( (x_2, y_2) \) in \( R_k \), then \( \mathcal{G}(x_j) = \mathcal{G}(y_j) \) for \( j = 1, 2 \). Thus \( \mathcal{G}(x) = \mathcal{G}(x_1) + \mathcal{G}(x_2) = \mathcal{G}(y_1) + \mathcal{G}(y_2) = \mathcal{G}(y) \). If \( (x, y) \) is in the sets \( R_k \oplus R_k, \mathbb{R}_+ \odot R_k \) or \( R_k \setminus ((\mathcal{O} \times W) \cup (W \times \mathcal{O})) \), the identity follows similarly. If there is \( z \in W \) such that \( (x, z), (z, y) \in R_k \), then we have \( \mathcal{G}(x) = \mathcal{G}(z) = \mathcal{G}(y) \).

We can thus define the map \( \overline{\mathcal{G}} : F \to S'_{fr}, \overline{x} \mapsto \mathcal{G}(x) \).

Let \( E \) and \( K \) be two semialgebras. A homomorphism \( f \) from \( E \) to \( K \) is a **semialgebra isomorphism** (or, simply **isomorphism**) if there is a homomorphism \( g \) from \( K \) to \( E \) such that \( g \circ f = \text{id}_E \) and \( f \circ g = \text{id}_K \). If there is an
isomorphism from $E$ to $K$, we say they are isomorphic to each other. We will see that $\overline{\mathcal{F}}$ is a semialgebra isomorphism:

**Proposition B.4.** Define $\mathcal{H} : S^{\text{fr}} \to F$, $\frac{a}{b} \mapsto \overline{\pi} \ast \overline{b}^{-1}$ and let $\overline{\mathcal{F}}$ be as above, then $\mathcal{H}$ and $\overline{\mathcal{F}}$ are semialgebra isomorphisms which are also compatible with the inversions such that $\overline{\mathcal{F}} \circ \mathcal{H} = \text{id}_{S^{\text{fr}}}$ and $\mathcal{H} \circ \overline{\mathcal{F}} = \text{id}_F$.

**Proof.** The map $\mathcal{H}$ is well-defined: for any $\frac{a}{b} = \frac{c}{d}$ in $S^{\text{fr}}$, there is nonzero $t \in S$ so that $a \ast d \ast t = b \ast c \ast t$. Hence $(a \oplus d) \oplus t \sim^F (b \oplus c) \oplus t$ and therefore $(\overline{\pi} \ast \overline{d}) \ast \overline{t} = (\overline{b} \ast \overline{c}) \ast \overline{t}$ in $F$. Since none of $b, d, t$ is in $\mathcal{O}$, their corresponding equivalent classes are invertible in $F$. Because $F$ is commutative, we have $\overline{\pi} \ast \overline{b}^{-1} = \overline{c} \ast \overline{d}^{-1}$.

Using, if necessary, the fact that $F$ is commutative, one verifies directly that $\mathcal{H}$ is compatible with the additions, the multiplications, the scalar multiplications, and the inversions in $S^{\text{fr}}$ and $F$. Moreover, $\mathcal{H}(\frac{a}{1_S}) = \overline{\pi}_S$ and $\mathcal{H}(\frac{1_S}{1_S}) = \overline{1}_S$. Thus $\mathcal{H}$ is a semialgebra homomorphism compatible with the inversions.

Noting that, for any $a, b \in W$, $\overline{\mathcal{F}}(\overline{\pi} + \overline{b}) = \overline{\mathcal{F}}(\overline{a} \oplus \overline{b}) = \overline{\mathcal{F}}(\overline{a} \oplus \overline{b})$ and that $\mathcal{F}(a \oplus b) = \mathcal{F}(a) + \mathcal{F}(b) = \mathcal{F}(\pi) + \mathcal{F}(b)$ by equations (48), we see that $\overline{\mathcal{F}}$ is compatible with the additions in $F$ and $S^{\text{fr}}$. Similarly, we conclude that $\overline{\mathcal{F}}$ is also compatible with the other three pairs of operations in $F$ and $S^{\text{fr}}$.

Moreover, $\overline{\mathcal{F}}(\overline{0}_S) = \overline{\mathcal{F}}(0_S) = \frac{0_S}{1_S}$ and $\overline{\mathcal{F}}(\overline{1}_S) = \overline{\mathcal{F}}(1_S) = \frac{1_S}{1_S}$. Hence $\overline{\mathcal{F}}$ is a semialgebra homomorphism compatible with the inversions.

Finally, since $\mathcal{F}(\mathcal{H}(\frac{a}{b})) = \mathcal{F}(\overline{\pi} \ast \overline{b}^{-1}) = \mathcal{F}(a \oplus b^{-1}) = \mathcal{F}(a \ast (\mathcal{F}(b))^{-1}) = \mathcal{F}(a \ast \overline{b}^{-1}) = \mathcal{F}(a \ast \overline{c}^{-1}) = \mathcal{F}(a \ast (\mathcal{F}(b))^{-1}) = \mathcal{F}(a \ast \overline{d}^{-1}) = \mathcal{F}(a \ast \overline{d}^{-1})$ for any $(a, b) \in S \times (S \setminus \{0_S\})$, we have $\overline{\mathcal{F}} \circ \mathcal{H} = \text{id}_{S^{\text{fr}}}$. Consequently, $\mathcal{F}(\mathcal{H}(\frac{a}{b})) = \mathcal{F}(\overline{\pi} \ast \overline{b}^{-1}) = \mathcal{F}(a \oplus b^{-1}) = \mathcal{F}(a \ast (\mathcal{F}(b))^{-1}) = \mathcal{F}(a \ast \overline{b}^{-1}) = \mathcal{F}(a \ast \overline{d}^{-1})$.

To prove $\mathcal{H} \circ \overline{\mathcal{F}} = \text{id}_F$, it is sufficient to show that for any $i \in \mathbb{N}$ and any $w \in W_i$, it holds that $\mathcal{H}(\mathcal{F}(w)) = \overline{w}$. This can be done inductively on the index $i$: When $i = 0$, $w \in S$. Thus $\mathcal{H}(\mathcal{F}(w)) = \mathcal{H}(\frac{w}{1_S}) = \overline{w} \ast \overline{1}_S^{-1} = \overline{w}$. We suppose that this claim holds for $i = k$ and then prove it for $i = k + 1$.

If $w = a \oplus b \in W_k \oplus W_k$, with $a, b \in W_k$, and set $\mathcal{F}(a) = \frac{a}{a_2}$ and $\mathcal{F}(b) = \frac{b_2}{b_2}$ for some $(a_1, a_2), (b_1, b_2) \in S \times (S \setminus \{0_S\})$, then we have $\mathcal{H}(\mathcal{F}(w)) = \mathcal{H}(\frac{a}{a_2} + \frac{b}{b_2}) = a_1 \ast b_2 + a_2 \ast b_1 \ast a_2 \ast b_2^{-1} = \overline{a_1} \ast \overline{b_2}^{-1} + \overline{b_1} \ast \overline{b_2}^{-1} = \mathcal{H}(\frac{a}{a_2}) + \mathcal{H}(\frac{b}{b_2}) = \mathcal{H}(\mathcal{F}(a)) + \mathcal{H}(\mathcal{F}(b)) = \overline{a} + \overline{b} = \overline{w}$, where the second last equality is due to the inductive assumption. The rest cases where $w \in W_k \oplus W_k, \mathbb{R} \circ W_k$ or $(W_k \setminus \mathcal{O}_k)^{-1}$ can be dealt with in a similar way. Hence $\mathcal{H}(\mathcal{F}(w)) = \overline{w}$ for any $w \in W$ and therefore we have $\mathcal{H} \circ \overline{\mathcal{F}} = \text{id}_F$. Thus both $\mathcal{H}$ and $\overline{\mathcal{F}}$ are semialgebra isomorphisms. \[\square\]
C. The derived preorder relations in the commutative and the non-commutative cases coincide

The following proposition characterizes the derived preorder relation in the commutative case (see condition (20)) recursively:

**Proposition C.1.** Let $K$ be a commutative zero-divisor-free semialgebra with preorder relation “$\leq$” (such that $0_K \leq 1_K$) and the derived preorder relation “$\preceq$” on the semialgebra $K^\text{fr}$ of its fractions as in (20), then for any $g, h \in K^\text{fr}$, $g \preceq h$ iff the pair $(g, h)$ is in the following set $\Gamma = \bigcup_{i=0}^\infty \Gamma_i$ with

$$
\begin{align*}
\Gamma_0 &= \{(\frac{x}{1_K}, \frac{y}{1_K}), (\frac{0}{1_K}, a), (a, a) \mid x \leq y, x, y \in K, a \in K^\text{fr}\}, \\
\Gamma_{i+1} &= \Gamma_i \cup (\mathbb{R}^+ \cdot \Gamma_i) \cup (\Gamma_i + \Gamma_i) \cup (K^\text{fr} \ast \Gamma_i) \\
&\quad \cup \{(a, c) \mid \exists b \in K^\text{fr} \text{ such that } (a, b), (b, c) \in \Gamma_i\}.
\end{align*}
$$

**Proof.** “If”: It is clear that every pair $(g, h)$ in $\Gamma_0$ satisfies $g \preceq h$ by the condition (20). Noting that the preorder relation defined in condition (20) satisfies the implications in (1) and (2) (since the preorder relation “$\leq$” does), that it is transitive and that every pair $(g, h) \in \Gamma_0$ satisfies $g \preceq h$, we see that every pair $(g, h) \in \Gamma_1$ also satisfies $g \preceq h$. By induction on the index $i$ of $\Gamma_i$, we see that every pair $(g, h) \in \Gamma$ also satisfies $g \preceq h$.

“Only if”: Suppose that $g = \frac{x}{a} \preceq h = \frac{y}{b}$ for some $x, y \in K$ and some $a, b \in K \setminus \{0_K\}$, we need to show that $(\frac{x}{a}, \frac{y}{b}) \in \Gamma$. Since $\frac{x}{a} \preceq \frac{y}{b}$, by condition (20) there is $t \in K \setminus \{0_K\}$ such that $x \ast b \ast t \leq y \ast a \ast t$ in $K$. Hence $(\frac{x \ast b \ast t}{1_K}, \frac{y \ast a \ast t}{1_K}) \in \Gamma_0$, thus $(\frac{x}{a}, \frac{y}{b}) = \frac{1_K}{a \ast b \ast t} \ast (\frac{x \ast b \ast t}{1_K}, \frac{y \ast a \ast t}{1_K}) \in \Gamma_1 \subseteq \Gamma$. 

Note that the recursive definition of $\Gamma$ above is of the same form as the equations in (19) once we identify the semialgebra $F$ of the fractions of $S$ defined in Subsection 2.3 and the semialgebra $S^\text{fr}$ defined in Appendix B through the bijections $\mathcal{F}$ and $\mathcal{H}$ in Proposition B.4. In other words, we have $\mathcal{F}(L) = \Gamma$ and $\mathcal{H}(\Gamma) = L$, that means

**Proposition C.2.** Let $(S, \leq)$ be a commutative preordered semialgebra satisfying Assumption 1.3 such that $1_S \geq 0_S$ and $(F, \preceq)$ be the semialgebra of the fractions of $S$ defined in Subsection 2.3 with $\preceq$ the derived preorder relation defined in Section 3. Let $S^\text{fr}$ be the semialgebra of the fractions of $S$ defined in Appendix B with a preorder relation $\preceq$ given by condition (20). Then the map $\mathcal{F}$ and $\mathcal{H}$ are preordered semialgebra isomorphisms. That means, we have $g \preceq h$ in $F$ if and only if $\mathcal{F}(g) \preceq \mathcal{F}(h)$ in $S^\text{fr}$ for any $g, h \in F$, or equivalently, we have $a \preceq b$ in $S^\text{fr}$ if and only if $\mathcal{H}(a) \preceq \mathcal{H}(b)$ for any $a, b \in S^\text{fr}$.