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Abstract: The paper proposes an approach to analyze citizens’ comments in e-government using topic modeling and clustering algorithms. The main purpose of the proposed approach is to determine what topics are the citizens’ commentaries about written in the e-government environment and to improve the quality of e-services. One of the methods used to determine this is topic modeling methods. In the proposed approach, first citizens' comments are clustered and then the topics are extracted from each cluster. Thus, we can determine which topics are discussed by citizens. However, in the usage of clustering and topic modeling methods appear some problems. These problems include the size of the vectors and the collection of semantically related of documents in different clusters. Considering this, the semantic similarity of words is used in the approach to reduce measure. Therefore, we only save one of the words that are semantically similar to each other and throw the others away. So, the size of the vector is reduced. Then the documents are clustered and topics are extracted from each cluster. The proposed method can significantly reduce the size of a large set of documents, save time spent on the analysis of this data, and improve the quality of clustering and LDA algorithm.

Index Terms: E-government, text mining, topic modeling, K-Means.

1. Introduction

Currently, e-government is one of the most important social platforms that are in use. Today, any government's aim is to build firm cooperation with its citizens by involving them in the decision-making process. E-government platform has been established to provide the availability of public services and facilitate the delivery of information to citizens [1].

Basing on public interest, E-government services should increase the efficiency of the services, reduce the costs and improve the quality of the services considering their needs as much as possible. The proposed e-services should be based on a demand-driven principle. To achieve this goal, government agencies should be interactively informed about the citizens’ information needs and to study the real needs of the public. For this purpose, citizen's (user's) comments may be used. However, such user comments can lead to the creation of big textual information, which makes it difficult to analyze them in terms of their complexity and being unstructured. The advanced computational and analytical tools such as text mining is intended to be used for text mining and detection of correlations [2]. Topic modeling methods have gained popularity to determine which topics are discussed by citizens recently. Topic modeling algorithms are statistical methods that detect the topics by analyzing words in texts [3]. The methods used in machine learning and text mining have been implemented successfully in identifying hidden topics in most documents. These algorithms are described as a "soft" (fuzzy) classification of documents, especially in the classification problem, that is, the document does not belong to one class, but to several classes with different affiliation degrees. The results of these models can also be used to include the document in only one cluster.

Considering this, in the paper, an approach has been proposed to analyze citizen's comments on services in the e-government environment using topic modeling and clustering algorithms. Through the proposed approach, it is possible to find the priorities of services that reflect the needs of citizens, to determine what people think about the use of e-government services, and so on. The main goal here is to solve the problem by reducing the size of the data and saving time and memory. The article is structured as follows. A summary of the related works is presented in the second section. The third section gives information on topic modeling methods and their application fields. The steps of the proposed method are presented in section four, and section five gives information on the experiments and results, and
the sixth section represents the conclusion and future investigations.

2. Related Work

As mentioned above, the interest in modeling methods is increasing. In this regard, research in this field has also increased. Thus, several methods and approaches have been proposed to develop topic modeling methods. In this section, several studies in the field of topic modeling have been analyzed.

For example, researches in [4] a method based on topic modeling to analyze texts and the description of objects in Wikipedia and the relationships between them is proposed. In [5], a model has been proposed to identify the clusters between individuals and determine the topics among relevant documents (texts, articles) belonged to them. [6] presents a model based on the most commonly used Latent Dirichlet Allocation (LDA) of topic modeling algorithms. The author-topic model has been developed in [7]. This study proposes a model that identifies the authors and their appropriate topic distributions. The result of the experiment carried out in this study shows that LDA gives a good result when only a few words are used in test documents. In the researches, conducted in [8], the LDA model has been developed and its usage in the micro-blog environment has been studied. In [9], the modeling problem of short texts through LDA has been investigated. In [10], the Probabilistic Latent Semantic Analysis and LDA models have been studied for the clustering of documents. In this study, topic modeling is used to determine the number of topics in order to evaluate the characteristics of documents. Similarly, in [11], models such as Correlated Topic Models, Hierarchical Latent Dirichlet Allocation, and Hierarchical Dirichlet Process have been used for document clustering. Here, scientific articles from different fields have been collected and are the articles from the same field clustered or not, have been analyzed. [12] proposed a method to improve the quality of clustering using the topic and fusion models. In the proposed method, the topic modeling algorithm is first applied to the sets of documents several times, and in each iteration, specific topics are determined for each document. Then, the specific topics obtained in each iteration are combined, the document is represented as a single vector, and finally, the documents are clustered. In the approach proposed in [13], the clustering method is first applied to a set of documents, then the topics are extracted from each cluster. The method consists of four steps. In the first step, similar documents are grouped by the clustering method. In the second step, the algorithm LDA is applied to each cluster to identify cluster topics. In the third step terms with global frequency are derived from extracted topic terms and semantically similar words are identified using WordNet. In the last step, sentences containing these terms and words similar to them are selected and summarized.

As can be seen, a lot of work has been done to extract topics from a large number of documents in different environments through the LDA algorithm. In these studies, the LDA algorithm was expanded and its modified models were used to cluster documents. In the literature, very little attention has been paid to the application of this model in the e-government environment. Considering this, we have focused in this paper on the application of topic modeling and clustering algorithms in e-government. In the paper, the approach has been proposed to extract key topics from citizens' comments in e-government by analyzing them using topic modeling and clustering algorithms. The main goal is to increase the effectiveness of the clustering algorithm and the accuracy of the topic modeling algorithm, reducing the measure of the vectors (using semantic similarity between words). Detailed information on the approach is given in Section Four.

3. Topic Modeling Methods and its Application Fields

In recent years the rapid increase in the number of e-documents requires the use of new methods and tools for their management, search, etc. One of the models created for this purpose is topic modeling algorithms. Topic modeling algorithms is a generative model for documents [14, 15]. Thus, each document is treated as a mixture of topics, and each topic is defined as a probability distribution of the words over them. Several models, for example, Latent Semantic Analysis, Probabilistic Latent Semantic Analysis, Latent Dirichlet Allocation, and etc. topic models have been successfully applied in the detection of topics from documents (in the development of classification accuracy) [16,17]. These models are described below.

3.1. Latent Semantic Analysis

Latent Semantic Analysis (LSA) is one of the methods used in Natural Language Processing. In the past, LSA has been called Latent Semantic Indexing but then it has been improved for information search. The documents relevant to the query are selected from sets of documents through this method. The usage of semantically similar words in related segments of the text is considered in this algorithm. Here, a matrix is formed from the big text segments based on the number of words, and the rows of the matrix represent the words and the columns represent the paragraphs. Using a mathematical method called singular value decomposition, the number of rows is reduced keeping the relationship between the columns. Then, the paragraphs are compared with the calculation of the cosine of the angle between the vectors created by both columns. If the evaluation values are close to 1, the paragraphs are considered similar otherwise, they are different. The main application fields of LSA are: the detection of relationship between terms, analysis of word combinations in text sets, search of relevant documents (information retrieval), etc.
3.2. Probabilistic Latent Semantic Analysis

Probabilistic Latent Semantic Analysis (pLSA) is an approach created to reduce some disadvantages of the LSA method. Jan Puzicha and Thomas Hofmann introduced it in 1999 [18]. PLSA is a method produced to automate indexing of documents based on a latent class model. The main purpose of pLSA is to distinguish between different contexts of the word without using of the dictionary or thesaurus. It has two important impacts. First, this method allows you to differentiate polysemantic words. Second, by grouping words with common content defines typical similarities. PLSA has been successfully applied in such areas as image retrieval, automatic question recommendation, etc. [19].

3.3. Latent Dirichlet Allocation

The main purpose of creating the Latent Dirichlet Allocation (LDA) is to develop the pLSA and LSA methods. LDA is a text mining algorithm based on a statistical Bayesian topic model. LDA is considered to be one of the standard tools in topic modeling and is one of the most common algorithms for topic modeling [20]. Note that, here only the number of topics is known beforehand, and two main principles are expected: 1) Each document is a mixture of several latent topics; 2) Each topic is a mixture of several words.

The relation between the document and the topic is determined by Dirichlet distribution and the relation between the topic and the word by polynomial distribution. The generative process of LDA is illustrated in Fig. 1 [21]:

![Fig. 1. Generative process of LDA](image)

Where, $M$ – is the number of documents, $K$ – is the number of latent topics, $N$ – is the number of words in the document. $z$ – is the topic of the $j$-th word in the $i$-th document, $w$ – is the word observed in the document, $\alpha$, $\beta$ – are the parameters, $\alpha$ – defines the relative power of latent topics in the sets of documents, $\beta$ – is a probability distribution of all latent topics. $\theta$ – is the topic probability distribution for the current document, $\varphi$ – word distribution on the current latent topic. The rectangle presents the selection process, the circle shows latent variables, and the binary circles are the obvious variables. The formula for this model is given below:

$$p(\theta, z, w | \alpha, \beta) = p(\theta | \alpha) \prod_{n=1}^{N} p(z_n | \theta) p(w_n | z_n, \beta)$$  

(1)

The main steps of LDA are as follows:

1) For $i$ -th latent topic, the polynomial distribution $\varphi$ is calculated according to Dirichlet distribution;
2) The number of words ($N$ ) in the document is obtained according to the Poisson distribution;
3) For each text, topic probability distribution $\theta$ is calculated;
4) In the set of documents, the following is considered for each word involved in the document:
   a. latent topic $z$ is randomly chosen from probability distribution on topic $\theta$;
   b. the word is randomly chosen from the polynomial distribution of topic $z$.

The application fields of LDA are the following: determination of Emotion topic or topic-based sentiment analysis, Automatic essay grading, Anti-Phishing, etc. [22].

4. The Application of Topic Modeling in E-government

We need regular user-focused evaluations for increasing the accessibility and efficiency of e-government services. With this evaluation, we can improve the quality of resources and services of e-government sites. Here, we can touch on a few issues:
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- What services do citizens need most?
- How should we determine the priority of services that reflect the citizens' requirements?
- What do people think about the use of e-government services? etc.

As is known, citizens can show their attitude to any service by commenting on in the e-government environment. Analyzing these comments, it is possible to identify the main issues annoying them [23, 24]. It is known that as the number of comments increases, it becomes more difficult to analyze them. The LDA algorithm is currently being used successfully to extract key topics from a large number of documents. Through this algorithm, it is possible to identify the main concerns of citizens in the e-government environment. Considering this, we propose an approach using LDA and clustering algorithms to determine what topics they are concerned about or interested in through the analysis of citizen comments in the e-government environment. The main steps of the proposed approach are illustrated in Fig. 2.

Fig.2. Methodology of the proposed approach

These steps are described in detail below:

**Step 1.** Firstly, user comments are collected in the e-government environment. For simplicity, these comments are treated as documents and are signified as follows:

$$D = \{d_1, d_2, \ldots, d_n\}$$  \hspace{1cm} (2)

Where $n$ - is the number of documents (comments).

**Step 2.** The collected comments are pre-processed. In pre-processing, common words, figures and punctuation marks are extracted from the documents. Each word is converted to its original (root) form as they take affixes in their different forms.

**Step 3.** The terms are extracted from the comments. Then, the sets of documents are described using the TF-IDF[25].

$$d_i = \{w_{i1}, w_{i2}, \ldots, w_{im}\}, \hspace{0.5cm} i = 1, 2, \ldots, n$$ \hspace{1cm} (3)

Where $w_{ij}$ - is the TF-IDF weight of $j$ -th term in the $i$ -th document. $w_{ij}$ weight is calculated according TF-IDF scheme as follow:

$$w_{ij} = tf_{ij} \times \log\left(\frac{n}{n_j}\right)$$  \hspace{1cm} (4)

where $tf_{ij}$ - is the term frequency of $j$ -th in the $i$ -th document, $n_j$ - is a number of documents where term $j$ -th is observed.

Euclidean distance is used to calculate the distance between documents. Then, the similarity between the vectors $d_i = \{w_{i1}, w_{i2}, \ldots, w_{im}\}$ and $d_l = \{w_{l1}, w_{l2}, \ldots, w_{lm}\}$ is calculated as follows:

$$dist(d_i, d_l) = \sqrt{\sum_{j=1}^{m} (w_{ij} - w_{lj})^2} \hspace{0.5cm} i, l = 1, \ldots, n$$  \hspace{1cm} (5)
Known that, the number of terms in the set of documents is too high and this number is greater than the number of terms found in a single document. Then, most vector elements represented by the TF-IDF of documents will be "0". In other words, vectors will be sparse. This creates two important problems in document clustering:

1) "Cursed" measurement problem;
2) Quality of clustering.

Sparse terms are pre-removed from the vector to overcome these problems. After removing the sparse terms, another factor emerges that affects to the problems represented above. The reason for this is the existence of synonyms in the documents. If the set of documents contains a lot of synonyms, then documents with similar contents may fall into different groups in clustering. This leads to a decreasing in quality of clustering. To overcome such situations, it is suggested to find and extract semantic similar words from the sets of documents. The usage of extended sets of synonyms of each term is suggested to find the semantic similarity of words. For this purpose, we find the set of synonyms of each term using the WordNet and they are signified by \( t_i \rightarrow \text{synset}(t_i) \). Note that WordNet is a network that provides you to determine semantic relationships between words. For example, synonyms, hypernyms, hyponyms, etc. can be easily detected via this network [26, 27].

After finding sets of the extended synonyms of each term, the semantic similarity between words is calculated using the following metric: [28]:

\[
\text{sim}(t_g, t_s) = \frac{2 \cdot |\text{synset}(t_g) \cap \text{synset}(t_s)|}{|\text{synset}(t_g) \cup \text{synset}(t_s)|} \geq \alpha
\]

where \( |\text{synset}(t)| \) – is the number of synonyms of the word \( t \), \( 0 \leq \alpha \leq 1 \) – is a managed parameter. If the similarity between words is greater than \( \alpha \), these words are considered as an unique term. Thus, only one of these words is maintained and the others are omitted. So, we reduce the measure of the vector \( d \). In this case, the vector \( d_i \) is transformed into the following vector:

\[
d_i \rightarrow d_i^* = \left[ w_{i1}, w_{i2}, ..., w_{i0} \right] \quad m_0 \leq m
\]

where \( w_{ij} \) – is TF-IDF weight of \( j \)-th word in the \( i \)-th document after removing the synonyms.

**Step 4.** Documents are clustered after displaying as vectors. Various methods exist for document clustering. In this paper, we propose the use of the K-means method for document clustering [29]. K-means is considered to be one of the most popular algorithms in the analysis of big data due to its low-performance time and ease of use. According to this algorithm, clusters are defined by the formula (8):

\[
E = \sum_{i=1}^{k} \sum_{d \in C_i} |d - O_i|^2 \rightarrow \min
\]

where \( k \) – is the number of clusters, \( C_i \) – is a \( i \)-th cluster, \( O_i \) – is the center of \( i \)-th cluster.

**Step 5.** After the clustering of documents, we can find topics for each cluster. For this purpose, the usage of LDA is proposed. The previous sections provide detailed information about LDA. The extraction of main topics from the documents for each cluster via LDA is implemented as follows.

The LDA algorithm is applied to each cluster separately and the most commonly used terms are identified in the documents in the cluster. When we look at these terms, we see that each of them is related to a specific topic. By analyzing the content of these terms, we can identify the topics in the cluster. Note that depending on the accuracy of the clustering, the same topics can be found in different clusters.

Let’s assume that clusters \( \{C_1, C_2, ..., C_k\} \) are selected. The LDA algorithm is applied to each cluster and for each \( C_q \) cluster, \( T_q = \{T_{q1}, T_{q2}, ..., T_{qs}\} \) topics are assigned. Where \( s \) – is the number of topics. The process is schematically illustrated in Fig. 3.
Thus, we identify the main topic of citizens’ comments. Experiments on the proposed method and their results are presented in Section 5.

5. Experiments and Results

This chapter presents the experiments and their results based on the proposed method. The experiments were conducted in the R programming language. The BBC News database was used for the experiment. This dataset contains 2225 documents collected from the BBC news website in five associated areas: Business, Entertainment, Politics, Sports and Technology covering 2004-2005 [30]. In the experiment, a large number of documents from Business, Entertainment, and Sports were collected and analyzed. The criterion of “purity coefficient” was used to evaluate the clustering results. The purity coefficient is a simple and transparent evaluation criterion related to the concept of entropy. According to this criterion, the purity coefficient of the cluster is defined as follow [31]:

$$purity(C_p) = \frac{1}{|C_p|} \max_{p=1,\ldots,k} |C_p \cap C_{p^+}|,$$

$$p = 1, 2, \ldots, k, \quad p^+ = 1, 2, \ldots, k^+$$

(9)

Where $k^+$ – is the number of classes, $C^+ = (C^+_1, \ldots, C^+_k)$ – is the sets of classes, $k$ – is the number of clusters.

Note that each cluster can contain documents from different classes. The purity coefficient shows the ratio of the dominant class measure to the measure of the cluster. The purity coefficient always gets the value from $\left[ \frac{1}{k^+}, 1 \right]$ interval.

The high value of this coefficient shows that the cluster is a "purity" sub-class of the dominant class. The purity coefficient of the sets of clusters is accepted as the sum of the coefficients of the different clusters:

$$purity(C) = \sum_{p=1}^{k} \frac{|C_p|}{n} purity(C_p) =$$

$$= \frac{1}{n} \sum_{p=1}^{k} \max_{p^+ = 1, \ldots, k^+} |C_p \cap C_{p^+}|$$

(10)

where $n$ – is the number of all documents. The high value of the purity coefficient indicates the high quality of clustering. The main purpose of the experiment is to evaluate the effectiveness of the proposed method. The expected result of the experiment is to reduce the size of the vector, to save time and to determine the subject of each cluster.

Pre-processing is one of the key steps in text mining. Considering this, the documents collected during the experiment were pre-processed. In pre-processing, punctuation marks, figures, symbols, common words were removed...
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from the sets of documents, and they were represented in vector form using the TF-IDF scheme. Then, the documents were cleared from sparse terms. The number of words remaining in the sets of documents before and after the pre-processing is described in Table 1.

| Number of documents | Number of words |
|---------------------|----------------|
|                     | Before the pre-processing | After the pre-processing |
| 100                 | 8040             | 4421             |
| 300                 | 18356            | 8851             |
| 500                 | 25490            | 11766            |
| 800                 | 33410            | 14750            |
| 1000                | 36346            | 15860            |

Table 1. Number of documents and related words

After pre-processing, the proposed method has been applied to the sets of documents. The semantic similarity between words was calculated at different values (0.1, 0.2, 0.3, 0.4, 0.5) of $\alpha$. The number of terms remaining in the sets of documents after the method is described in Table 2. In the version where the number of documents is 100, we observe that more semantic similar words were found at $\alpha = 0.1$ value and the vector measure decreased significantly (26.42%) compared to the remaining words after removing the sparse terms. Since the $\alpha$-th value is increased fewer words were omitted. Thus, at the value of $\alpha = 0.5$, we notice that the vector measure gets more less (1.29%). As the number of documents increases, the number of semantically similar words also increases accordingly, and the vector measure significantly decreases. For example, if we consider the number of documents with 800, we observe that the vector measure decreases by 31.67% at $\alpha = 0.1$ value.

Table 2. The number of words remaining in the documents after the removal of sparse and semantically similar words

| Number of documents | Number of words |
|---------------------|----------------|
|                     | After removing the sparse terms | After the removal of semantically similar words ($\alpha$) |
|                     | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 |
| 100                 | 772 | 568 (26.42%) | 691 (10.49%) | 733 (5.05%) | 756 (2.07%) | 762 (1.29%) |
| 300                 | 878 | 633 (27.90%) | 777 (11.50%) | 838 (4.56%) | 856 (2.51%) | 865 (1.48%) |
| 500                 | 827 | 589 (28.77%) | 725 (12.33%) | 789 (4.59%) | 809 (2.17%) | 816 (1.33%) |
| 800                 | 821 | 561 (31.67%) | 716 (12.79%) | 778 (5.23%) | 802 (2.31%) | 810 (1.34%) |
| 1000                | 801 | 561 (29.96%) | 702 (12.36%) | 765 (4.49%) | 784 (2.12%) | 791 (1.25%) |

Then, the K-means clustering method was applied to sets of documents, and the clustering accuracy is illustrated in Table 3. Note that the value of $\alpha = 0$ indicates that sets of the remaining documents after removing the sparse terms. As seen from the table, the removal of semantically similar words did not negatively affect the quality of the clustering, but rather, the purity coefficient got sufficiently high value. This also shows the high quality of clustering. As seen from the table, the purity coefficient gets significantly high value as the number of documents increases. Thus, if we consider the case $\alpha = 0.1$, the purity coefficient is 0.88 when the number of documents is 100, and when the number of documents is 1000, the purity coefficient increases to 0.97.

Table 3. Evaluation of the purity coefficient of clustering at different values of $\alpha$

| Number of documents | Purity $\alpha = $ |
|---------------------|----------------|
|                     | 0.0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 |
| 100                 | 0.950 | 0.880 | 0.810 | 0.820 | 0.820 | 0.880 |
| 300                 | 0.996 | 0.980 | 0.980 | 0.980 | 0.980 | 0.980 |
| 500                 | 0.996 | 0.930 | 0.940 | 0.990 | 0.990 | 0.990 |
| 800                 | 0.980 | 0.810 | 0.890 | 0.990 | 0.990 | 0.990 |
| 1000                | 0.982 | 0.970 | 0.980 | 0.970 | 0.980 | 0.980 |

After the clustering of documents, topic modeling method was used to extract topics from each cluster. For this purpose, Latent Dirichlet Allocation was applied to each cluster and the clustering topics were extracted. Table 4 and 5 represent the top 10 words extracted from each topic within the cluster. The top 10 words mean the most commonly used words in sets of documents.
Table 4 describes $\alpha = 0$, the top 10 words extracted from the sets of documents before the removal of semantic similar words. For comparison, Table 5 describes $\alpha = 0.3$, the top 10 words extracted from the documents after the removal of semantic similar words. These two tables demonstrate that the removal of semantically similar words from the sets of documents does not affect the result. That is, the quality of LDA has not decreased. So, in both table, when we look through the cluster 1, we observe the terms related to entertainment, in cluster 2 terms related to sport, and in cluster 3 the Business documents. This shows that cluster 1 contains the Entertainment, in cluster 2 the Sport and in cluster 3 the Business documents. As seen, the topics extracted from the clusters overlap with each other in both tables. This means that the proposed method works well. Note that this result is also true at other values (0.1, 0.2, 0.4, 0.5) of $\alpha$. That is, in other values of $\alpha$, the topics extracted from the clusters overlap with Table 5, so only $\alpha = 0.3$ value was given for comparison.

Table 4. Topics and top 10 words on clusters ($\alpha = 0$)

| Cluster 1 | Cluster 2 | Cluster 3 |
|-----------|-----------|-----------|
| Topic 1   | Topic 2   | Topic 3   |
| film      | music     | music     |
| star      | award     | band      |
| year      | people    | show      |
| role      | year      | album     |
| actor     | won       | number    |
| cluster   | radio     | cluster   |
| director  | veto      | chart     |
| includ    | years     | top       |
| festiv    | song      | singer    |

Table 5. Topics and top 10 words on clusters ($\alpha = 0.3$)

| Cluster 1 | Cluster 2 | Cluster 3 |
|-----------|-----------|-----------|
| Topic 1   | Topic 2   | Topic 3   |
| music     | film      | music     |
| band      | star      | show      |
| album     | year      | song      |
| number    | award     | peopl     |
| top       | cluster   | award     |
| chart     | includ    | radio     |
| singer    | director  | make      |
| cluster   | bbc       | british   |

We observe that the topics were accurately extracted, and we win in time. Thus, the following table describes the time spent on clustering and the extraction of topics from each cluster and their comparative analysis (Table 6).

Table 6. Clustering of documents at different values of $\alpha$ and the time spending on the application of LDA

| Number of documents | $\alpha = 0$ | $\alpha = 0.1$ | $\alpha = 0.2$ | $\alpha = 0.3$ | $\alpha = 0.4$ | $\alpha = 0.5$ |
|---------------------|--------------|----------------|----------------|----------------|----------------|----------------|
| 100                 | 11.6 (19.82%)| 9.3 (15%)      | 9.86 (11.04%)  | 10.32 (11.04%) | 10.65 (8.19%)  | 11.06 (4.65%)  |
| 300                 | 12.39 (19.82%)| 9.08 (26.71%)  | 9.74 (21.39%)  | 10.68 (13.80%) | 11.26 (9.12%)  | 11.51 (7.10%)  |
| 500                 | 18.7 (39.30%)| 11.35 (31.18%) | 12.87 (28.98%) | 13.28 (29.26%) | 14.21 (24.01%) | 14.98 (19.89%) |
| 800                 | 22.28 (39.30%)| 13.49 (34.52%) | 14.59 (29.26%) | 15.76 (25.63%) | 16.57 (20.33%) | 17.85 (18.09%) |
| 1000                | 21.06 (39.30%)| 12.78 (33.09%) | 14.09 (28.72%) | 15.01 (23.97%) | 16.01 (23.97%) | 17.25 (18.09%) |

As seen in Table 6, a significant success was achieved for time through the proposed method. Thus, if the number of documents is 100 then we win 19.82% at a time, we observe the increases in percentage to 39.31% at $\alpha = 0.1$ as the number of documents increases (the number of documents is 1000). This means a significant increase in efficiency.
Thus, the experiments and results show that increasing the measure of large documents the proposed method can significantly save time for analyzing this data, improve the clustering and the quality of the LDA algorithm.

6. Conclusion and Future Works

Evaluation of services should regularly be carried out to improve the availability and effectiveness of e-government services for citizens. Therefore, to precisely understand the current state of e-government services, it is necessary to analyze both the technical quality and the content of these services. By analyzing the comments on these services, we can improve the quality of services and decrease existing dissatisfaction. LDA topic models can be used to analyze large text sets of citizens' opinions and recommendations in identifying their thoughts quickly. Considering this, in the paper, the proposed approach analyzes citizens' comments using the LDA algorithm and K-Means clustering methods. The main purpose of the method is to increase the efficiency and accuracy of clustering and topic modeling methods by reducing vector size. Through this method, the vector size was reduced, the efficiency of the method was calculated at different boundary values, and the comparative analysis was performed. Finally, the comments were analyzed and the main topics were extracted on each cluster. The result of the experiment it was determined that the method works better as the number of documents increases. This method can reduce the size of large data, save time, and improve the quality of clustering. In future studies, the comments in different languages will be analyzed.
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