We propose and experimentally demonstrate a high-efficiency single-pixel imaging (SPI) scheme by integrating time-correlated single-photon counting (TCSPC) with time-division multiplexing to acquire full-color images at extremely low light level. This SPI scheme uses a digital micromirror device to modulate a sequence of laser pulses with preset delays to achieve three-color structured illumination, then employs a photomultiplier tube into the TCSPC module to achieve photon-counting detection. By exploiting the time-resolved capabilities of TCSPC, we demodulate the spectrum-image-encoded signals, and then reconstruct high-quality full-color images in a single-round of measurement. Based on this scheme, the strategies such as single-step measurement, high-speed projection, and undersampling can further improve the imaging efficiency.

Single-pixel imaging (SPI), which reconstructs images from the signals of a fixed single-pixel detector, has received increasing attentions in recent years [1]. As a representative of computational imaging schemes, photon-counting single-pixel imaging (PCSPI) allows one to utilize time-correlated single-photon counting (TCSPC) to capture intensity profiles and three-dimensional structures at extremely low light level. Benefiting from TCSPC, PCSPI has two significant performance advantages: high sensitivity and precise timing resolution. Combined with compressed sensing, spatial correlations, total variation constraints, PCSPI enables fewer imaging photons [2][4], faster imaging acquisition [5][6], longer imaging distances [7][8], and lower imaging noise [9]. In addition, photon-counting detectors, especially photomultiplier tubes (PMTs), have a wide spectral response range. Therefore, the PCSPI should also enable full-color imaging at extremely low light level.

In conventional SPI, a direct method to obtain full-color images is to acquire the red (R), green (G), and blue (B) components separately in three rounds of measurement. However, this would consume triple of the time of monochromatic imaging, making SPI inefficient and hard to be implemented. Several methods have been proposed to enhance the imaging efficiency of full-color SPI. Welsh et al. proposed to use three spectrally filtered single-pixel detectors to obtain the RGB components separately [10]. This approach can acquire full-color images in one round of measurement, but increases the complexity of the detection system. Subsequently, with the help of time-division multiplexing (TDM) [11] and spatial multi-modulation [12][15], full-color SPI schemes with one single-pixel detector in one round of measurement have been achieved. These schemes can reduce the multispectral imaging time to monochrome imaging time without significantly increasing the complexity of the imaging system. Recently, Kanno et al. used frequency-time-division multiplexing to achieve ultrafast two-color single-pixel microscopy [16]. In addition, by exploiting the sparsity of natural images and human visual characters, it has been found that appropriate undersampling can be performed to further improve the efficiency of full-color SPI [17][18]. If these full-color SPI approaches are introduced into photon-counting imaging to achieve efficient full-color PCSPI, it will be of great interest on account of its important applications under extreme environments, such as night vision, remote sensing, and biological imaging.

In this letter, we propose and experimentally demonstrate a high-efficient full-color PCSPI scheme. We extend the spectral resolution capability of PCSPI by integrating it with TDM. Specifically, the proposed scheme utilizes a sequence of red, green, and blue laser pulses with preset delays for light source, a digital micromirror device (DMD) for structured illumination, and a PMT with the help of TCSPC module for photon-counting detection. By exploiting the powerful time-resolved capabilities of TCSPC, we are able to demodulate spectrum-image-encoded signals, and then reconstruct full-color images. As a proof-of-principle demonstration, we use this method to experimentally acquire a high-quality full-color image of a color slide of a small rocket in one round of measurement through the Hadamard basis scan (HBS). The strategies to further improve the imaging efficiency are also discussed, such as using single-step measurement, increasing the projection rate, and undersampling imaging.

The schematic of our proposed full-color PCSPI system is depicted in Fig. 1. A supercontinuum picosecond pulsed laser (SuperK EXTREME, NKT) is employed as
FIG. 1. Schematic of our full-color PCSPI. M, plane mirror; DM_1, DM_2, longpass dichroic mirrors with cut-on wavelengths of 505 nm and 605 nm; BPF_1, BPF_2, BPF_3, bandpass filters with 10 nm bandwidth and centered at 480 nm, 550 nm, and 670 nm; CM, multimode fiber collimator; FCB, 3×1 fiber combiner.

To efficiently obtain full-color imaging, the approach of HBS is used. The two-dimensional Hadamard transform pair is defined as

\[ F = HfH, \]

\[ f = \frac{1}{N^2}HFH, \]

where \( f \) represents the spatial sampling matrix of the object, \( F \) represents the spectrum matrix of the object, \( H \) denotes the Walsh ordered Hadamard matrix, \( N \) is the order of Hadamard matrix. It is worth noting that \( f \) needs to be a square matrix on the order of \( N \). The complete set of Hadamard basis patterns can be generated as follows

\[ \{ P_{uv}|P_{uv} = H^*_uH_v, u, v = 0, 1, \ldots, N - 1 \}, \]

where \( H_u, H_v \) are the \( u \)-th, \( v \)-th row vectors of \( H \), respectively. Then the spectrum coefficient \( F(u, v) \) can be written as

\[ F(u, v) = \langle f, P_{uv} \rangle_F, \quad u, v = 0, 1, \ldots, N - 1, \]

where the \( \langle \cdot, \cdot \rangle_F \) denotes the Frobenius inner product. According to Eq. (4), each spectrum coefficient can be acquired one by one, hence this method is called HBS.

Differential measurement is a common implementation of HBS. In order to acquire each spectrum coefficient \( F(u, v) \) using intensity modulation, each basis pattern \( P_{uv} \) is transformed into two non-negative patterns as follows

\[ P_{uv}^{(+)} = \frac{1}{2}(1 + P_{uv}), \]

\[ P_{uv}^{(-)} = \frac{1}{2}(1 - P_{uv}). \]

These two non-negative patterns are projected onto the object in turn, and the transmitted object light intensities measured by the single-pixel detector are

\[ D^{(+)}(u, v) = k\langle f, I_sP_{uv}^{(+)} + I_s(b(u, v)) \rangle_F, \]

\[ D^{(-)}(u, v) = k\langle f, I_sP_{uv}^{(-)} + I_s(b(u, v)) \rangle_F, \]

where \( k \) represents the quantum efficiency of the single-pixel detector, \( I_s \) represents the light source intensity.
and $I_b(u,v)$ represents background light intensity. By differential intensity signals between the positive and inverse patterns, the corresponding spectrum coefficient can be achieved, i.e.

$$F(u,v) = \alpha [D^+(u,v) - D^-(u,v)],$$

(9)

where $\alpha = 1/kI_s$. The background light hardly changes during the measurement of the couple of patterns. Therefore, the differential method can also remove the background light very well. During the imaging process, the whole set of non-negative patterns

$$\{P^{(+)}_{uv}, P^{(-)}_{uv}|u, v = 0, 1, \cdots, N - 1\}$$

(10)

are projected one by one, and then the spectrum of the object can be acquired as

$$F = \alpha [D^+ - D^-].$$

(11)

Finally, according to Eq. 4, the image of the object can be reconstructed by inverting the Hadamard spectrum.

Differential measurement requires $2N^2$ non-negative basis patterns to reconstruct an $N \times N$ pixels image. In present experiments the resolution of all reconstructed images is set to $64 \times 64$ pixels. Thus, for differential measurement, the total number of non-negative patterns to be projected is $M = 8192$. The projection rate of DMD is set at $f_D = 1000$ Hz. Therefore, the image acquisition time is $t_A = M/f_D = 8.192$ s. During image acquisition, the light pulses output by the laser are $N_L = f_L \times t_A \times 3 \approx 3.834 \times 10^8$, in which the factor of 3 comes from RGB light pulses, and the total photon counts given by the PMT are about $7.644 \times 10^6$. Thus, only 2% of laser pulses generate a photon count at the PMT, which maintains single-photon counting detection.

The TCSPC module records the delay time for each photon event with respect to the sync laser trigger. So a histogram of the photon counts can be drawn with respect to the delay time, as shown in Fig. 2. There are three main peaks, indicated by RGB ribbons, respectively. They are generated by the transmitted object light pulses of the corresponding color. The width of these main peaks is 3 ns, depending on the response time of the TCSPC system, and the separation between main peaks is about 24 ns, depending on the optical path difference between the delay paths. Three associated peaks are also observed, but these are fake signals formed due to afterpulses in the PMT.

The photon counts within each main peak are highly time-correlated, being overwhelmingly generated by the signal light pulses of the corresponding color, while the photon counts outside the peak are mainly background counts and dark counts. In order to reduce the impacts from dark counts and background counts, only photon counts within the three shaded regions are selected to reconstruct the corresponding RGB color component of the full-color image. Based on the time-tag of the photon events, each photon count can correlate with the projection pattern that generated it. Then all the photon counts from the same projection pattern are accumulated as the bucket intensity measured by the PMT. By using Eqs. 11 and 2, the B, G, and R component images can be reconstructed from the corresponding photon counts, as shown in Figs. 3(a) – (c). The ultimate full-color image, as shown in Fig. 3(d), has good imaging quality with normal color. It should be noted that the relative height of the main peaks in the photon counts histogram affect the color balance of the reconstructed ultimate full-color image. In our experiments, we made the heights of the three main peaks to be nearly equal, as shown in Fig. 2, through independent adjustment of each color light intensity. These peaks are formed due to afterpulses.

Therefore, the ultimate full-color image will show color imbalance (See Supplement 1, Section 2).

![Fig. 2. The histogram of the photon counts with respect to the delay times during the image acquisition. The width of the delay time bin is 16 ps. The vertical axis is log-10 scale. The photon counts located in the B, G and R shaded regions are generated by the transmitted object light of the corresponding color. The three associated peaks are formed due to afterpulses.](image)

![Fig. 3. Experimentally reconstructed images with differential measurement. (a) – (c) B, G , and R component images reconstructed from the corresponding photon counts; (d) full-color composite image.](image)
192 × 192 pixels by the nearest-neighbor interpolation process and then displayed onto the DMD. The light patterns modulated by the DMD are projected onto the object at a magnification of 2.52. Thus the spatial resolution and size of the reconstructed image are about 103.42 μm and 6.62 mm, respectively.

The above differential method requires two measurements to obtain a spectrum coefficient, which can effectively eliminate the influence of background light, but doubles measurements. Recently, Xiao et al. proposed a single-step measurement method to reduce half of the measurements [19]. Its principle is as follows. By substituting Eq. (3) into Eq. (7) yields

\[ D^{(+)}(u, v) = \frac{kI_u}{2} F(0, 0) + \frac{kI_v}{2} F(u, v) + kI_b F(0, 0) b(u, v). \]

(12)

Let \( F'(u, v) = \alpha[2D^{(+)}(u, v) - D^{(+)}(0, 0)] \), then it can be find that \( F'(u, v) = F(0, v) + \beta b'(u, v), \) where \( \beta = (I_u / I_v) F(0, 0), b'(u, v) = 2b(u, v) - b(0, 0). \) This indicates that each spectrum coefficient can be obtained by just a single-step measurement. During image acquisition, only the positive patterns are measured, and the entire Hadamard spectrum can be obtained as

\[ F' = \alpha[2D^{(+)} - D^{(+)}(0, 0)]. \]

(13)

However, the measured spectrum contains a background term, i.e. \( F' = F + \beta b' \). If the Hadamard inversion of the measured spectrum is performed directly, the reconstructed image can be expressed as \( f' = f + \beta B' / N^2 \), where \( B' = B + B_c, B = HbH, B_c = H[b - b(0, 0)]H. \) Note that the influence of the background light on each measured spectrum coefficient is statistically homogeneous, but not on the reconstructed image.

The energy of the background spectrum \( B \) is mainly concentrated around the upper left corner, while the relative changes \( b - b(0, 0) \) of the background are associated with the high-frequency components, and the energy of its spectrum \( B_c \) is mainly concentrated around the other corners. Therefore, when the image of the object has no energy distribution at the edge of the imaging area, the background term can be separated for reasonable estimation. Let \( \beta \tilde{B}/N^2 \) represents the estimation of the background term, the estimation of the Hadamard spectrum of object can be written as \( \tilde{F} = F' - \beta \tilde{b}' \), where \( \tilde{b}' = H \tilde{B}' H / N^2. \) Then perform the inverse Hadamard transform to obtain the estimation of the object image.

Based on the single-step measurement technique, one can increase the projection rate of DMD, and reduce the measurements by under-sampling to further improve efficiency. The reconstructed images using the single-step method with different projection rates and different sampling ratios are shown in Fig. 4. Since the rocket image is located within the target region, the part outside the target region in the reconstructed image is considered as the background term (See Supplement 1, section 3). As

the projection rate \( f_D \) increases, the noise of the reconstructed image increases significantly. This is because the projection rate \( f_D \) increases, the dwell time of every single projection pattern is shortened, and the photon counts are more affected by the Poisson noise. As the sampling ratio \( R \) decreases, the reconstructed image gradually lost its details. However, the noise is also reduced by spatially smoothing. Therefore, it is possible to quickly acquire the contours of the object at high projection rate and low sampling ratio.

For reference, the structural similarity index (SSIM) and the peak signal-to-noise ratio (PSNR) are used to quantitatively evaluate the quality of reconstructed images in Fig. 4. The calculation of these quality parameters is based on the target region of the differential reconstructed image. The reconstructed image quality with single-step measurement is more susceptible to the sampling strategy. Although the commonly used zig-zag strategy can preserve more details [20], it may also introduce more noise. To solve this issue, we propose a new sampling strategy, named hyperbolic sampling strategy, which only acquire the spectrum coefficients whose spatial frequency \( u, v \) satisfy \( [(N - 1 - u)(N - 1 - v)]^{1/2} \geq \rho_c \), where \( \rho_c \) is called cutoff frequency, and takes the values in the range \([0, N - 1] \) (See Supplement 1, Section 4).

In conclusion, we demonstrate an efficient full-color PCSPI scheme. This PCSPI scheme fully exploits the time-resolved capabilities of TCSPC to acquire a full-color image, using only one single-pixel detector in a single round of measurements. Benefiting from TDM, this method takes time to acquire a full-color image the same as that for a monochromatic image. Based on this scheme, one can also use single-step measurement, high-speed projection, and undersampling to further improve

FIG. 4. Experimentally reconstructed images with single-step measurement at different projection rates and different sampling ratios.
imaging efficiency, which offers a possibility to achieve full-color imaging of 3D realistic moving objects at extremely low light level. In addition, this scheme can also be adopted by other computational imaging techniques to achieve multispectral imaging.
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