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Quantum technologies are currently the object of high expectations from governments and private companies, as they hold the promise to shape safer and faster ways to extract, exchange and treat information. However, despite its major potential impact for industry and society, the question of their energetic footprint has remained in a blind spot of current deployment strategies. In this Perspective, I argue that quantum technologies must urgently plan for the creation and structuration of a transverse quantum energy initiative, connecting quantum thermodynamics, quantum information science, quantum physics and engineering. Such initiative is the only path towards energy efficient, sustainable quantum technologies, and to possibly bring out an energetic quantum advantage.

I. INTRODUCTION

Quantum technologies were born out of blue sky research lines investigated in the eighties. Their efficacy relies on the most counter-intuitive features of quantum physics, a.k.a. quantum coherence and entanglement, that are exploited to process information more efficiently, to communicate it more safely, and to extract it more precisely than in the classical realm. Owing to huge experimental efforts in academic labs and more recently startups and large industry vendors, we enter an era where the potential impact of quantum technologies on national and industrial sovereignty has become clear to decision makers, giving rise to strategic programs all around the world and important funds allocated to quantum research both in the public and the private sector. Addressing the challenges raised by quantum technologies requires to structure new interdisciplinary approaches, putting in synergy the work of quantum information science, engineering, and quantum physics. The concept of “quantum engineering” [1] captures this desirable hybridization of fundamental research and technology developments, which combines creativity, intuition skills, potential for scalability and care for practical use cases.

Oddly enough, the question of the resources consumed by quantum technologies – especially energy – has only discreetly started to enter into the landscape. It is all the more surprising as the energetic footprint of classical Information and Communication Technologies (ICT) reaches new highs, representing 11% of the global electricity consumption in 2020 [2]. Meanwhile gains in efficiency have saturated, and cannot compensate for the increasing number of users and use-cases – giving rise to specific research and development programs [3]. In this view, quantum technologies can appear as a potential way to escape the energetic dead end, but there is currently a lot of confusion on the claims. On the one hand, gains in complexity provided by the quantum logic are put forward to anticipate potential energy savings. In this spirit, first estimations have compared the power consumed by Google’s Sycamore quantum processor and by the supercomputer solving the same problem, revealing 5 orders of magnitude difference and pointing towards a quantum advantage of energetic nature [4]. On the other hand, on the fault tolerant quantum computing side, it is generally acknowledged that the overhead of physical qubits used in error correction will be an issue on the road to scalability. This blatant lack of consensus on the apparently simple question: “Is there an energetic quantum advantage?” – not only on the answer, but also on the methodology to address the question – demonstrates that we have barely scratched the surface of the energetic dimension, and that there is an urgent need to address it by putting together a proper combination of expertises.

Figure 1. Structure of the Quantum Energy Initiative (QEI) for quantum computing. The performance of a quantum computation is set at the fundamental level, and increases with the control over noise. More control over noise mandates more resources provided by the macroscopic level. These macroscopic resources bring more noise at the fundamental level. Optimized resource management relies on the alliance between different fields of expertise. This alliance defines the QEI called in the present Perspective.

In this Perspective, I argue that the deployment of quantum technologies urgently calls for the creation and structuration of a Quantum Energy Initiative (QEI, see Fig[1], i.e. an interdisciplinary research line putting in synergy quantum thermodynamics, quantum physics, information science, and enabling technologies. Bridging this gap is more than timely. From a technological standpoint, only a tight connection between fundamental research and engineering can draw quantitative con-
connections between the computing performances appearing at the quantum level and the energetic consumption at the macroscopic, full-stack level. Such considerations will directly impact technological choices and avoid dead-ends as quantum computers are being designed. Adopting such a transverse approach is also the only way to define energy based performance metrics, inspire smart and realistic resource optimization strategies, benchmark different qubits technologies or computing architectures, and rank the most energy efficient quantum processors. This global framework will shape the energetic future of information technologies, possibly bringing out a quantum energy advantage.

I first present how the concepts of thermodynamics help mitigating energetic issues in the classical computing paradigm. In the second section, I propose a structure for the QEI. I finally draw a partial state of the art, that provides the first seeds of the initiative. My examples are drawn from quantum computing based on solid state qubits, but these ideas can be extended to any qubit type, allowing to benchmark them. They can also be developed for quantum simulation, quantum communication and quantum sensing. This whole Perspective intends to trigger a general awareness of the timeliness and relevance of energetic questions in quantum technologies. It also proposes objectives and roadmaps for future research calls and international collaborations.

II. THERMODYNAMICS OF CLASSICAL COMPUTING

A. Thermodynamic metrics

Thermodynamics was born in the nineteenth century from practical considerations, namely optimizing thermal machines like heat engines and fridges. It can be seen as the first physical theory that aimed to quantify and optimize the resource consumption of devices operating at a given level of performance – allowing to define an efficiency as the ratio between the performance and the resource cost. As an example for heat engines, the resource (resp. the performance) equals the heat provided by the hot source (resp. the extracted work), giving rise to an efficiency with no physical dimension. A major lesson of thermodynamics is the existence of fundamental bounds, that relate efficiency and thermodynamic time arrow: hitting them requires to operate in a thermodynamically reversible fashion. For instance, a heat engine efficiency cannot overcome Carnot bound. The bound is only reached if the device is run quasi-statically, i.e. if it delivers zero power, giving rise to a well-known trade-off between power and efficiency in heat engines.

Along the twentieth century, the concepts of work, heat and irreversibility were extended to non-equilibrium systems where thermal fluctuations become predominant, defining the framework of stochastic thermodynamics. Remarkably, irreversibility acquires a meaning at the level of single realizations of thermodynamic processes or “stochastic trajectories”, where it gets quantified through the stochastic entropy production. Stochastic entropy production gives rise to the celebrated fluctuation relations, which connect the fluctuations of non-equilibrium quantities (e.g. the stochastic work) to the change of equilibrium ones (e.g. the free energy). Like nano-thermodynamics, stochastic thermodynamics provides deep insights into the thermodynamics of small systems, such as bits of information – providing precious tools to quantify the energy cost of information processing.

Very early in the history of computing, the founding fathers of information thermodynamics analyzed computers as thermal engines: a computer is a machine operating at finite temperature, inducing transformations on a “data register” whose final state encodes the result of the computation. The register is a set of bits, i.e. physical systems characterized by two states denoted 0 and 1. A computing sequence typically consists of four steps, namely: (i) copy some external input state on the data register, initially prepared in a well defined reference state (ii) induce physical transformations on the data register, such that the result of the computation is encoded on its final state (iii) read the result (iv) reset the data register in its reference state. Step (iv) is logically irreversible: once the register has been reset, there is no way to retrieve the information it carried. It was argued by R. Landauer that each such logically irreversible operation leads to some minimal amount of heat dissipation, namely $k_B T \log 2$ per erased bit. This bound is known as Landauer’s bound: it scales like $10^{-21}$ J at room temperature and is reached if the process is thermodynamically reversible. Importantly, logical irreversibility and thermodynamic reversibility peacefully coexist: logical irreversibility captures the erasure of the correlations between the external input state and the data register, a process which can be conducted at thermal equilibrium. The cost of measurement and information erasure spent in steps (i) and (iv) have been shown to define the fundamental cost of information processing, solving the Maxwell demon paradox.

Since the first computers implemented in the forties, huge progresses have been accomplished in energy management as it can be seen from their switching costs, i.e. the energy needed to turn 0 to 1 and vice-versa. While they scaled like a few mJ with vacuum-tubes, switching costs have continuously decreased to reach now $10^{-17}$ J in CMOS technologies. It is still four orders of magnitude above Landauer’s bound. Such discrepancy is due to the lack of reversibility of CMOS based information technology, both thermodynamical and logical. On the one hand, one wants to compute “as fast as possible”, which is not consistent with thermodynamic reversibility: one recovers the trade-off between speed and energy efficiency already encountered for heat engines. On the other hand, a classical gate-based computation involves
NAND gates. CMOS based NAND gates input 2 bits and output 1, hence are logically irreversible. The search for better energy management has triggered explorations of alternative technologies and computing paradigms (see below).

In classical computing, one cares about how fast one can process information: the computing performance is quantified by the number of floating point operations per second and expressed in FLOPs, usually with 32-bit numbers. Thus, a natural energy-based figure of merit is the “Performance per Watt”. This metric allows to benchmark different computing architectures or technologies and gave rise to the Green 500 ranking, that singles out the most energy efficient supercomputers. Expressed in FLOPs/W, the performance per Watt has the dimension of the inverse of an energy, and continuously increased over the years [15]. The gains are not only due to hardware, but also to software improvements related to the computing architecture and the compilers. The best recorded performance is currently 40 GFLOPs/W for a full system including cooling costs, and can exceed 100 GFLOPs/W for individual Graphic Processor Units (GPUs) [19].

### B. Towards energy efficient computing

To save energy, thermodynamics teaches us to compute in a thermodynamically reversible way. The basic principle can be grasped by modeling a bit of information as the two states of a particle in a double potential well [3 11 20]. Information is stable when the potential barrier between the wells is large with respect to thermal fluctuations, but switching the bit state is expensive. Conversely, zero-energy switches and energy efficient erasures can be realized by slowly changing the size of the potential barrier. In this way, Landauer’s bound was experimentally reached, e.g. with colloidal particles [20] and with adiabatic CMOS components, by shaping their voltage control [21]. Interestingly, superconducting platforms such as Single Flux Quantum (SFQ), Rapid Single Flux Quantum, Adiabatic Quantum Flux Parametron (AQFP) are expected to provide gains both in clock frequency and power consumption [15].

To reduce even more the computing costs, a ground-breaking strategy is reversible computing. First proposed by Charles Bennett [22], reversible computing relies on the assumption that logically reversible operations can be implemented in a way that is energetically free. This mandates the use of reversible gates, i.e. that input and output the same number of bits and can be physically reversed. Once the computation is executed and the result is read, the idea is simply to “rewind” the computation and “uncompute” (i.e. inverse the step (ii) above), then uncopy (i.e. inverse the step (i)), such that the data register is brought back in its reference state. Such sequence allows to get rid of the erasure step, and brings the fundamental energy cost below Landauer’s bound.

A pioneering example of reversible computer was the ballistic model proposed by Fredkin and Toffoli [23], in which billiard balls follow deterministic trajectories mapping computational paths. This model appeared to be very sensitive to errors, making thermal noise a foe [11]. On the opposite, the model of reversible Brownian computing treats noise as a resource, letting probabilistic computing trajectories follow a minimal potential path towards the computation result [11 24]. Reversible computing benefits from a revival of interest lately [25 26], as erasures below Landauer limit have been demonstrated on various platforms: Reversible Quantum Flux Parametron [27], classical electronics [28] and adiabatic CMOS (See e.g. in [29]). Probabilistic computing is another strategy to compute at low energy cost while exploiting thermal noise. Reminiscent of neural networks, it relies on probabilistic bits or “p-bits” where the two logical states are separated by a low potential barrier [30]. Brownian and probabilistic computing are alternative computing paradigms where information is subjected to fluctuations, such that the tools of stochastic thermodynamics are needed to explore their fundamental energy costs [24 31].

### III. QUANTUM ENERGY INITIATIVE

#### A. Quantum computing, an overview

A quantum processor is made of qubits instead of bits, whose states live in Hilbert space and evolution is ruled by the laws of quantum mechanics. The promise of quantum computing is to exploit quantum coherence and entanglement to achieve universal quantum computing with polynomial to exponential gains in complexity with respect to classical computing [32]. Such quantum computational advantage can only show up if decoherence is sufficiently well contained. At the onset of quantum information science in the nineties, the detrimental impact of decoherence triggered fundamental debates of a similar nature as the existence of the Schrödinger cat state [33], putting in question the mere existence of quantum computers. Just like for this mythical animal, quantum noise was suspected to destroy massive entanglement, and thus any hope to implement universal, large scale quantum computing.

Fault tolerant quantum error correction schemes drew a path out of this fundamental obstacle [34 35]. The quantum threshold theorem states that it is possible to correct errors, even by using noisy gates, provided that the noise level remains below a certain threshold. This allows in principle to execute large scale quantum computations, making it possible to solve large optimization problems, chemistry simulations, or break large RSA keys. The drawback is that it requires huge overhead of physical qubits and classical information processing. However, these theoretical results have motivated an intense experimental work inside academic labs, then in the
private sector, in order to design and fabricate qubits of increasing quality and number.

Owing to this huge experimental effort, small noisy quantum computations have recently been realized. A milestone was reached in 2019 with Google’s Sycamore quantum processor made of 53 functional superconducting qubits [4], followed by boson sampling experiments involving a few tens of photons [37]. Such experiments are dubbed Noisy Intermediate Scale Quantum computations (NISQ) [38]. NISQ processes encompass both gate-based and analog computing, e.g. quantum annealers and quantum simulators. Quantum annealing is a kind of adiabatic quantum computing [40], where the quantum data register is prepared in the ground state of a Hamiltonian, which is externally tuned via the control parameters. Adiabatic evolution of the data register brings it in the state encoding the solution of the computation. Among the envisioned use cases of NISQ platforms, let us mention the resolution of small optimization problems, quantum machine learning and chemistry simulations. Important efforts are currently undertaken to develop useful quantum algorithms on these platforms, and create a possible quantum advantage [39].

B. Resource costs of quantum computing

At the present time, the question of the energetic consumption of quantum computing is barely treated – the resources usually taken into account for quantum computing being rather the number of physical qubits and cables, or the cryogenic costs – if there are. In this section I provide a quick overview of the global resources needed to build a quantum computer and how they may translate into an energetic bill. Establishing this bill and minimize it is one of the purposes of the QEI as detailed below.

To render a fair account of the resource consumption of a quantum computer, one should first recall what it is made of. Qubits can be defined by single transitions in natural or artificial atoms, spins, or molecules, polarized photons... Whatever the quantum hardware, the first move is to isolate such quantum levels, and be able to prepare them in well-defined states, coherently manipulate and entangle them, and to finally measure them. This capacity to dig “poaches of quantum” inside the natural world and address the qubits they contain defines the biggest resource cost. Let us leave aside the cost to fabricate high quality qubits, and to build the physical context around them, and focus on the costs incurred during the computation itself. They encompass the classical drives to manipulate the qubits (laser or microwave pulses, magnets, passive and active electronics...) and the physical means to bring them near the quantum processor (wires, interconnections, optical fibers...), the macroscopic means to isolate the processor from the environment (cryostat, shielding, vacuum...), and the qubit readout (amplifiers, superconducting detectors, Charge Coupled Devices...). Below I refer to this ensemble of expenditures as the cost of macroscopic control.

Let us face it: however hard we try, it is impossible to perfectly isolate the quantum processor, for the simple reason we need to control it and extract information from it. Hence even after having paid the macroscopic control bill, the quantum processor is still described as a noisy quantum system. The computation consists in preparing a set of noisy qubits in a reference state, apply a time-dependent Hamiltonian and perform classical measurements. The computation performance (e.g. fidelity, probability of success...) is lowered by the noise, which can be of thermal origin, but can also involve pure dephasing, be colored, squeezed, non-Markovian... [41].

A first set of strategies is developed in the field of quantum control, to optimize quantum tasks in the presence of natural noise: in particular, it explores how fast one can drive quantum systems, leading to the derivation of e.g. quantum speed limits [42] and shortcuts to adiabaticity [43]. These strategies come with fundamental resource costs, below referred to as the cost of quantum control.

Another set of strategies directly targets the processor’s environment and aims to lower the noise level, by evacuating its entropy. Heat management at the quantum and nano-scale levels is the most natural way (see below). Reservoir engineering [44] gathers an ensemble of techniques modifying the qubits environment and the noise afflicting them. It ultimately leads to engineer the qubits themselves, as it is the case with cat-qubits [45].

Finally, the noise entropy can be lowered by encoding quantum information on larger Hilbert spaces, such that errors can be detected and corrected – which is the essence of quantum error correction. Depending on the code type (concatenated, surface, colored, bosonic...), fault tolerant quantum processors may involve large numbers of physical qubits to address individually, and important flows of information to process – both resources generating heat that must eventually be evacuated. Note that quantum error correction usually relies on classical information processing, such that the processor description involves a classical and a quantum shell of description. Only autonomous quantum error correction holds the promise to maintain the description at the sole quantum level [46].

C. Objectives, challenges, methodology

The shells of description described above are sketched in Fig[4]. The management of resources at the full-stack, macroscopic level is ensured by enabling technologies. It relies on effective models that are technology- and hardware dependent. Conversely, fundamental research investigates quantum and nano-scale levels which are largely system-independent. It is at this level that the ultimate assessment between noise and resource cost is made, determining the final computing performance. The management of resources at these levels is ensured by
quantum and information thermodynamics, mesoscopic physics and thermoelectricity, quantum algorithmics and computer sciences.

Focusing now on energy, it appears from the description above that the issue of energy management in quantum computing is extremely challenging because of its interdisciplinary nature. The study cannot be restricted to the fundamental level, because it provides no access to the macroscopic energy costs. Reciprocally, the sole macroscopic approach remains blind to the computing performances: in other words, we don’t know what we are paying for. As a strong motivation to strongly couple the fundamental and the macroscopic level, let us stress that cost management gives rise to the search for non-trivial sweet spots: increasing the performance requires to lower the noise, lowering the noise requires to increase the control, hence the resources, but increasing the resources generates more noise, which degrades the performance. Optimizations must be jointly conducted by a large range of disciplines: their articulation is the Quantum Energy Initiative called in the present Perspective. For quantum computing, here are a few scientific and technological goals such an initiative could address:

- At the fundamental level: derive the fundamental bounds of quantum computing and cooling, explore how energy costs scale with the size of the processor, explore advanced scenarios for energy savings (autonomous error correction, reservoir engineering, reversible computing, quantum energy devices for energy storage and recycling...)

- At the macroscopic level: optimize e.g. cryogenic costs, wire conduction, multiplexing, interconnections...

- Connect the fundamental and the macroscopic levels: how does a target quantum computing performance impact macroscopic resource consumption? Reciprocally, how do constraints on macroscopic resources impact quantum computing performances?

- Propose guidelines to minimize the global energy consumption in a quantum computation with a given performance; reciprocally, propose guidelines to maximize computing performances under resource constraints.

- Define energy-based metrics, such as a quantum computing efficiency. Use these metrics to benchmark different qubit technologies (quantum hardware), different computing architectures, codes and compilers (software).

- Define the quantum energy advantage and the conditions to draw it out.

IV. STATE OF THE ART AND FIRST RESULTS

In this last section I present a corpus of results already obtained within the various communities, that can serve as seeds to grow the QEI.

A. Fundamental Level

Quantum thermodynamics is the natural place to address the fundamental limits of energy consumption at the quantum level. Lying at the crossroad between quantum information science, quantum physics, and stochastic thermodynamics, it aims to extend the concepts of thermodynamics in the quantum realm [47, 48]. One of its primary motivations has been the study of quantum coherence and entanglement as energetic resources. Quantum thermodynamics was formalized as a new kind of resource theory [49], searching to exhibit the work value of quantum coherence [50, 53] or quantum advantages in quantum heat engines [54, 59]. Quantum information thermodynamics [60] investigates how quantum features impacts the links between information, entropy and energy – shedding new light on Landauer’s bound [61], the thermodynamic cost of quantum operations [62], and quantum Maxwell demons [63, 65]. Quantum stochastic thermodynamics [66] brings these investigations down to the level of stochastic quantum trajectories. Fluctuation theorems are extended in the quantum regime (See [67] and the Chapter “Quantum fluctuation theorems” in [48]), possibly involving measurement and feedback processes [65, 68]. Thermodynamic Uncertainty Relations (TUR) [69] that constraint power, fluctuations, and entropic cost are also expected to impact the cost of quantum tasks. The derivation of fundamental quantum bounds requires to understand and quantify irreversibility in the quantum world [70].

Directly related to fundamental energy costs of quantum technologies, an important corpus of results has been obtained on the energetics of quantum computing [71], of single qubit gates [72, 75], of quantum measurements [73], the relation between noise and performances in quantum amplifiers [76] and communication channels [77], thermodynamic analyzes of error correcting codes as Maxwell demons [79, 80] and adiabatic quantum computing [81, 82]. Quantum batteries are promising devices to store and retrieve energy on demand at the quantum level, with a predicted impact of quantum coherence and correlations on charging powers and efficiencies [83, 90]. Heat management at the nano and mesoscopic level is the field of expertise of thermo-electricity, that optimizes the performances of quantum energy devices such as thermal diodes and refrigerators [91, 92] towards fundamental limits of cooling [95].

Importantly in the last ten years, the community enrolled an increasing number of experimenters, leading to the definition of operational concepts associated to measurable quantities. Quantum Maxwell’s demons,
quantum engines, fine thermometry experiments, measurement of entropy production were implemented on a wide range of experimental platforms: ion traps [96–98], single electron transistors [99], quantum photonics [100], Nitrogen-Vacancy centers [101], Rydberg atoms [102], superconducting circuits [63–65, 103, 104], Nuclear Magnetic Resonance [105], cold atoms [106, 107], levitated nanoparticles [108], SIN membranes [109], including working quantum processors [110].

B. Relating fundamental to full-stack

As presented above, the QEI relies on the creation of connections between the fundamental and the full-stack level. We have created some of these connections between quantum computing, quantum thermodynamics and cryo-electronics, giving rise to the results reported in [111–113]. Our first task was to set up a common language, focusing on the most important concepts and their relations: noise, resource and metric of performance. The methodology is general: noise can be any kind of quantum noise, and the resource any available physical resource (cryogenic power, number of qubits, fidelity of the qubits, multiplexing, complexity of decoding errors...). Metrics of performance for quantum computing can be e.g. the fidelity (average or minimal), or the probability of success of the algorithm. As explained above, noise and metric of performance are characteristics of the fundamental level. Conversely each level of description is associated to a specific resource cost, e.g. energy or power – predominant costs being billed at the macroscopic level. At this level of generality and if they are properly listed and quantified, noise, resources and metric are expected to abide by the following principles:

1. Unbounded resources principle: for a fixed noise rate, arbitrary large metrics of success can be reached by consuming arbitrary resources in arbitrary large amounts.

2. Resource minimization principle: for a fixed noise rate and target metric of success, there is a minimum resource cost.

3. Resource limitation principle: for a fixed noise rate and resource cost, there is a maximal metric of success.

We have dubbed this framework MNR as for Metric, Noise, Resource. At the fundamental level, when the noise is thermal, and only energetic resources are considered, MNR exactly matches the thermodynamical framework. “resources” corresponding to “work” and the resource minimization principle to the existence of a fundamental bound. In a full-stack approach, MNR provides effective and intuitive conceptual tools to optimize global energy costs. MNR thus serves as a proper soil for crossed fertilization. Each MNR principle stated above defines a joint roadmap for both fundamental research and technological developments. The unbounded resources principle captures the mindset that has prevailed so far, whose motto “Maximize the performance, whatever the cost” is less and less sustainable. Conversely, the resource minimization principle and the resource limitation principle quantitatively take into account the impact of the resource cost. They lay the ground for a desirable paradigm shift promoted by the present Perspective.

1. Resource limitation

We have explored to which extent resource constraints impact the quantum threshold theorem [111]. As a matter of fact, this cornerstone of fault tolerant quantum computing was derived without resource limitation, apart from the one set by the qubit natural fidelity. It states that arbitrary accuracies can always be reached, at the price of always larger overheads of physical qubits to encode a logical qubit – provided that the noise affecting the quantum gates remains below a certain threshold. But putting a resource constraint at the full-stack level (such as the available cooling budget, or the size of the quantum processor) generates an effective scale-dependent noise that impacts the processes at the fundamental level. In particular, we have evidenced that upper bounding the available resources leads to a breakdown of the mere concept of threshold: there is an optimal “code size”, i.e. number of physical qubits per logical qubit, that maximizes the metric of performance – and beyond which more error correction degrades the computation accuracy. This gives a glimpse of the massive change of landscape to expect as soon as resources limitations will start being taken into account – and the extremely stimulating questions that will emerge from this new situation.

2. Resource cost minimization

Conversely, we have studied the energetic behavior of a full-stack, fault-tolerant quantum computer made of superconducting qubits [112, 113]. The model involves the classical control (control electronics, amplifiers, attenuators), the wires conduction, different cryogenic stages, and realistic qubits models. The resource to optimize is the power consumption at the macroscopic level, which encompasses the cryogen and the classical control. In a nutshell, the connection between the microscopic and the macroscopic standpoint is captured by the simple relation:

$$P = \frac{T}{T_q} \dot{Q},$$  \hspace{1cm} (1)

where $T$ (resp. $T_q$) stands for the room temperature (resp. the quantum processor temperature) and $P$ is the power consumed by the cryogeny. The large ratio
$T/T_q$ acts as a magnification factor between the heat generation at the quantum level $\dot{Q}$ and the cryo-power consumption $P$ at the full-stack level. Two mechanisms are competing: less noise mandates a bigger code and more physical qubits, but more physical qubits give rise to more heat generation $\dot{Q}$, hence more noise – motivating the search for an optimized power consumption. The study reveals the strong impact of the classical control electronics and of the qubit quality on the global energetic performance. In particular, our extensive account of resources provides us with realistic estimations for the cryo-power consumption to break a 2048 bits RSA key, which could get reduced to a few tens of kW after optimizing the macroscopic cost [112] and use an optimized surface code [114]. Actually in this situation, the energy cost appears to be largely dominated by the classical information processing, necessary to decode errors – another argument for a global, interdisciplinary treatment of energetic issues.

3. Quantum computing efficiency

MNR brings out quantitative and possibly analytic relations between computing performance and resource consumption, at all levels between the fundamental and the full-stack. This ability invites to define a quantum computing (energetic) efficiency $\eta = \mathcal{M}/\mathcal{R}$, where $\mathcal{R}$ stands for the (energetic) resource cost and $\mathcal{M}$ for the metric of success. $\eta$ plays a quite different role from figures of merit previously proposed for quantum computing, such as the quantum volume or the Q-score. These metrics capture the capacity of a given qubit technology to perform complex algorithms with a good accuracy — whatever the cost. Conversely, $\eta$ captures the sustainability of a computing strategy, and can be seen as a quantum equivalent of the "Performance per Watt" used in the classical computing paradigm. Just like the most energy efficient supercomputers give rise to the "Green500" ranking, the quantum computing efficiency carries the seeds for an upcoming QuGreen 500 ranking.

Like its classical counterpart, the quantum computing efficiency is versatile and allows to benchmark both the hardware and the software. On the one hand, it provides a fair way to compare different technologies of qubits, whether at the level of bare quantum gates and circuits, or in a "dressed", full-stack picture. In particular, it will be interesting to study how photonic and ion-based quantum computing compares to solid-state quantum computing, and if the less stringent cryogenic needs make photons and ions natural candidates for energy efficient quantum computing. On the other hand for a given hardware and a given quantum algorithm, $\eta$ allows to benchmark different computing architectures, e.g. various circuits, codes size and connectivity. $\eta$ is a component of the score card assessing the potential for scalability.

V. DISCUSSION

1. Quantum energy advantage

Let us first recall that the primary meaning of the quantum advantage is computational: it is said to be reached if a quantum processor performs a task faster than its hypothetical classical counterpart, usually a supercomputer programmed to solve the same problem with the best in-class algorithm for each architecture. The quantum energy advantage is defined by drawing the energetic consequences of the computational one: if a quantum processor requires fewer physical operations than its classical counterpart to implement a given algorithm, then an equivalent advantage should appear in its energetic consumption. This guess was phenomenologically confirmed by comparing the power consumed by Google’s Sycamore processor and IBM Summit supercomputer [4]. The present Perspective demonstrates that minimal energy costs at the full-stack level do not simply scale like the number of operations, and require non-trivial optimizations – only after which a clear quantum advantage can be claimed.

From a fundamental point of view, justifying the existence of a quantum advantage and quantifying it is a tricky and fascinating problem. Firstly, the "classical counterpart" is a moving target since classical algorithms and systems architectures can benefit from various optimizations. This is an ongoing debate [115]. Secondly on the quantum side, the choice of qubits technology, computing architecture, classical control, impacts the energetic performance. In the same way, the choice of technology (especially its potential for reversibility, whether thermodynamical or logical) impacts the minimal energy cost of classical computing. As a consequence, it would be fair to compare technology-independent energy costs, i.e. classical and quantum bounds – whose derivation is still to come. Demonstrating a fundamental quantum energy advantage thus brings us back to hitting fundamental bounds. It is the final destination of the roadmap for resource minimization, where all intermediate steps will generate huge progresses in terms of resource management and sustainability.

2. Societal and technological impact

The emergence of quantum technologies is a fantastic opportunity to create new circles of innovation between fundamental research and technological developments. The QEI is one of these circles or “short loops” 1. The present Perspective demonstrates how such a QEI is a necessity to bring out energy efficient quantum technologies, by optimizing their resources consumption along their development. While I solely treated the case of quantum computing, the missions of the QEI are transversal, impacting all branches of quantum technologies (quantum communication, quantum simulation,
quantum sensing) as well as classical informations technologies.

I have voluntarily left aside the potential of quantum computers to solve energetic problems and bring solutions to the climate change \[117\]. These considerations, however, must be taken into account by society to assess how much it wants to invest in quantum technologies. In the same way, I have not elaborated on the “rebound effect”, i.e. the well-identified mechanism by which gains in the energetic efficiency of a technology tend to translate into more needs, increasing the global energetic consumption. This is a societal and political issue which is beyond the scope of this Perspective. As scientists and technologists, our work is to provide physically sound options to allow society makes enlightened choices, and that’s what a quantum energy initiative could deliver.

My final words are to emphasize the timeliness of a QEI. I hear too often in discussions that one should first build a useful quantum computer, or the quantum internet, and show that these technologies work before caring about their energetic consumption. It won’t come as a surprise, but I don’t subscribe to this view. Optimizing resources to reach well-defined performances guarantees the possibility to make smart technological choices while the technology is being built and before dead-ends show up. It also allows end users to know what performance they are exactly paying for, and to know how to get an optimal price. On the contrary, being blind to energetic consumption is the surest way to get stuck in dead ends and waste money – especially on the road to universal quantum computing where unoptimized energetic costs may quickly reach GigaWatt levels \[112\].

Our recent works show that looking at the energetics of quantum computing from a multi-disciplinary perspective reveals new design principles, optimization and benchmarking techniques which bring new and essential milestones on the road to scalability. Our collaboration involves experts in fault-tolerant quantum computing, quantum thermodynamics, solid-state physics, cryo-CMOS. It already attracted experimenters from the superconducting, silicon and photon qubits platforms. The initiative should now grow to involve the full range of quantum hardware, and give rise to experiments where energy-based metrics are actually optimized and measured. It should quickly enroll software researchers and developers, who will use energetic considerations to benchmark and optimize quantum computing architectures, codes and compilers. As mentioned in the introduction, it should also extend its scope to all pillars of quantum technologies, i.e. metrology and communication. Ultimately, energetic workpackages should appear in research and development projects, energy departments in startups and companies.

Behind these considerations, there is a much deeper societal reason. Quantum technologies are very young, and are just entering the economical sphere. As “deep techs”, they are still strongly coupled to fundamental research and rely a lot on public funding, such that there is flexibility on priority adjustments. Integrating the energetic dimension now is possible and will send a strong signal to society. It would ensure that science and technology stakeholders care about bringing out responsible innovations \[117\], by developing conceptual tools and applying them to minimize the resource consumption. It will make quantum technologies a model of virtuous deployment process for future innovations. This is essential in a world where resources are limited, and where the positive impact of science and technology for mankind must be demonstrated more than ever.
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