A PALEY-WIENER THEOREM IN EXTENDED GEVREY REGULARITY

STEVAN PILIPOVIĆ, NENAD TEOFANOV, AND FILIP TOMIĆ

ABSTRACT. In this paper we introduce appropriate associated function to the sequence $M_p = p^{\tau p^\sigma}$, $p \in \mathbb{N}$, $\tau > 0$, $\sigma > 1$, and derive its sharp asymptotic estimates in terms of the Lambert $W$ function. These estimates are used to prove a Paley-Wiener type theorem for compactly supported functions from extended Gevrey classes. As an application, we discuss properties of the corresponding wave front sets.

1. INTRODUCTION

Paley-Wiener type theorems describe relationship between the rate of decay at infinity for functions (distributions) and regularity properties of their Fourier transforms. In its simplest form these type of theorems state the following: if $\varphi$ is a smooth compactly supported function, then its Fourier transform $\hat{\varphi}(\xi)$ decreases at infinity faster than $(1 + |\xi|)^{-N}$ for any $N \in \mathbb{N}$. These results give important theoretical insight to the objects under the study, and could be applied for example in qualitative analysis of (hyperbolic) partial differential equations (cf. [3, Chapter 7.3], [12, Chapter 7.2]), and structure theorems (cf. [6]). Associated function to a given positive and increasing sequence $M_p$, $p \in \mathbb{N}$, plays an essential roll for the proofs of Paley-Wiener type theorems in the context of ultradifferentiable classes of functions ([4, 6, 11]). For example, if $\varphi$ is a compactly supported Gevrey function of Roumieu (resp. Beurling) type with index $\tau > 1$ (cf. [7, 11]) then

$$|\hat{\varphi}(\xi)| \leq Ae^{-B|\xi|^{1/\tau}}, \quad \xi \in \mathbb{R}^d,$$

(1.1)

for some constants $A, B > 0$ (resp. for every $B > 0$ there exists $A > 0$). The function $B|\xi|^{1/\tau}$ (cf. [4, 7]) in the exponent of (1.1) precisely describes the asymptotic behavior of the associated function to the Gevrey sequence $M_p = p^{\tau p^\sigma}$, $p \in \mathbb{N}$.

Classes of extended Gevrey functions and their defining sequences $M_p^{\tau,\sigma} = p^{\tau p^\sigma}$, $p \in \mathbb{N}$, $\tau > 0$, $\sigma > 1$, are introduced and investigated in [8–10, 13–15]. Such classes are of interest for the analysis of certain strictly hyperbolic equations. We refer to [1], where the the sequence $M_p^{1,2} = p^{p^\sigma}$ (and the corresponding associated function) gives rise to the well posedness of the related Cauchy problem.
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The aim of this paper is to extend the notion of the associated function to sequences $M_p^{\tau,\sigma} = p^{\tau p^{\sigma}}$, $\tau > 0$, $\sigma > 1$, and give an estimate which can be used in the proof of Paley-Wiener type results for the extended Gevrey classes.

The paper is organized as follows. We end this section with some notation, and the definition and basic facts on the Lambert $W$ function (cf. [2]) which is the main technical tool in our investigations. Section 2 contains the basic facts concerning the spaces of ultradifferentiable functions defined by the means of sequences $M_p^{\tau,\sigma} = p^{\tau p^{\sigma}}$, $\tau > 0$, $\sigma > 1$. These classes of smooth functions contain Gevrey classes, and for that reason we refer to them as to extended Gevrey classes, see Remark 2.1. We introduce appropriate associated function $T_p^{\tau,\sigma,h}(k)$ for the sequence $p^{\tau p^{\sigma}}$, $p \in \mathbb{N}$ in Subsection 2.1, and, as the first main result of the paper, we derive the essential (sharp) estimates for its asymptotic behavior, Theorem 2.1. In Section 3 we use the asymptotic estimates from Theorem 2.1 to prove a Paley-Wiener type theorem for $D_p^{K\tau,\sigma}(U)$ (see Theorem 3 and its Corollary 3.1), which is our second main result. As an application, in Section 4 we introduce wave front sets related to the extended Gevrey classes and prove Theorem 4.2 which states that the definition of such wave front sets is independent on the choice of the cutoff function $\phi \in D_p^{K\tau,\sigma}$. We present the proof of Theorem 2.1 in Section 5.

1.1. Preliminaries. We denote by $\mathbb{N}$, $\mathbb{Z}_+$, $\mathbb{R}$, $\mathbb{C}$ the sets of nonnegative integers, positive integers, real numbers and complex numbers, respectively. For $x \in \mathbb{R}^d$ we put $\langle x \rangle = (1 + |x|^2)^{1/2}$. The floor and the ceiling functions, the integer parts of $x \in \mathbb{R}_+$, are denoted by $[x] := \max\{m \in \mathbb{N} : m \leq x\}$ and $\lceil x \rceil := \min\{m \in \mathbb{N} : m \geq x\}$, respectively. For a multi-index $\alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}^d$ we write $\partial^{\alpha} = \partial^{\alpha_1} \ldots \partial^{\alpha_d}$, $D^{\alpha} = (-i)^{|\alpha|} \partial^{\alpha}$, and $|\alpha| = |\alpha_1| + \ldots + |\alpha_d|$. We put $A \lesssim B$ when $A \leq C \cdot B$ for some positive constant $C$. We write $A \asymp B$ if $A \leq C \cdot B$ and $B \leq A$.

The Fourier-Laplace transform is denoted by

$$\hat{u}(\eta) = \int_{\mathbb{R}^d} u(x)e^{ix \cdot \eta} \, dx \quad \eta \in \mathbb{C}^d, \quad u \in L^1(\mathbb{R}^d).$$

For locally convex topological spaces $X$ and $Y$ we write $X \hookrightarrow Y$ when $X \subseteq Y$ and the identity mapping from $X$ to $Y$ is continuous.

The Lambert $W$ function is defined as the inverse function of $ze^z$, $z \in \mathbb{C}$, wherefrom the following property holds:

$$x = W(x)e^{W(x)}, \quad x \geq 0. \quad (1.2)$$

We denote its principal (real) branch by $W(x)$, $x \geq 0$ (see [2]). It is a continuous, increasing and concave function on $[0, \infty)$, $W(0) = 0$, $W(e) = 1$, and $W(x) > 0$, $x > 0$. 
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It can be shown that $W$ can be represented in the form of the absolutely convergent series

$$W(x) = \ln x - \ln(\ln x) + \sum_{k=0}^{\infty} \sum_{m=1}^{\infty} c_{km} \frac{(\ln(\ln x))^m}{(\ln x)^{k+m}}, \quad x \geq x_0 > e,$$

with suitable constants $c_{km}$ and $x_0$, wherefrom the following estimates hold:

$$\ln x - \ln(\ln x) \leq W(x) \leq \ln x - \frac{1}{2} \ln(\ln x), \quad x \geq e. \quad (1.3)$$

The equality in (1.3) holds if and only if $x = e$. We refer to [2, 5] for more details about the Lambert $W$ function.

2. Extended Gevrey Classes $E_{\tau,\sigma}(U)$ and $D_{\tau,\sigma}(U)$

We employ Komatsu’s approach [6] to spaces of ultradifferentiable functions and recall the definition of test function spaces denoted by $E_{\tau,\sigma}(U)$ and $D_{\tau,\sigma}(U)$ via defining sequences of the form $M_p^{\tau,\sigma} = p^{r\tau^p}, \ p \in \mathbb{N}$, depending on parameters $\tau > 0$ and $\sigma > 1$, [9]. The flexibility obtained by introducing the two-parameter dependence enables the study of smooth functions which are less regular than the Gevrey functions. When $\tau > 1$ and $\sigma = 1$, we recapture the usual Gevrey classes.

First we recall the essential properties of the defining sequences $M_p^{\tau,\sigma}$. We refer to [8] for the proof of the next Lemma.

**Lemma 2.1.** Let $\tau > 0, \sigma > 1$ and $M_p^{\tau,\sigma} = p^{r\tau^p}, \ p \in \mathbb{Z}^+, \ M_0^{\tau,\sigma} = 1$. Then there exists an increasing sequence of positive numbers $C_q, q \in \mathbb{N}$, and a constant $C > 0$ such that:

1. $M_p^{\tau,\sigma} \leq M_{p-1}^{\tau,\sigma} M_{p+1}^{\tau,\sigma}$, $p \in \mathbb{Z}^+$
2. $M_p^{\tau\sigma, p\sigma} \leq C^{\sigma} \sigma M_p^{\tau\sigma, p\sigma}$, $p \in \mathbb{N}$
3. $\sum_{p=1}^{\infty} M_p^{\tau\sigma, p\sigma} < \infty$. Moreover, $\frac{M_p^{\tau\sigma, p\sigma}}{M_{p-1}^{\tau\sigma, p\sigma}} \leq \frac{1}{(2p)^{(p-1)^\sigma}}, \ p \in \mathbb{N}$.

Let $\tau, h > 0, \sigma > 1$ and let $K \subset \subset \mathbb{R}^d$ be a regular compact set. By $E_{\tau,\sigma,h}(K)$ we denote the Banach space of functions $\phi \in C^\infty(K)$ such that

$$\|\phi\|_{E_{\tau,\sigma,h}(K)} = \sup_{\alpha \in \mathbb{N}^d} \sup_{x \in K} \frac{|\partial^\alpha \phi(x)|}{h_{\|\alpha\|}^{\tau \alpha}} M_{\|\alpha\|}^{\sigma} < \infty. \quad (2.1)$$

Then

$E_{\tau_1,\sigma_1,h_1}(K) \hookrightarrow E_{\tau_2,\sigma_2,h_2}(K)$, \quad $0 < h_1 \leq h_2$, \quad $0 < \tau_1 \leq \tau_2$, \quad $1 < \sigma_1 \leq \sigma_2$,

where $\hookrightarrow$ denotes the strict and dense inclusion.

The set of functions $\phi \in E_{\tau,\sigma,h}(K)$ whose support is contained in $K$ is denoted by $D_{\tau,\sigma,h}^K$. 
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Let $U$ be an open set $\mathbb{R}^d$ and $K \subset U$. We define families of spaces by introducing the following projective and inductive limit topologies:

$$
E_{(\tau, \sigma)}(U) = \lim_{K \subset U} \lim_{h \to \infty} E_{\tau, \sigma, h}(K),
$$

$$
E_{(\tau, \sigma)}(U) = \lim_{K \subset U} \lim_{h \to 0} E_{\tau, \sigma, h}(K),
$$

$$
D_{(\tau, \sigma)}(U) = \lim_{K \subset U} D^K_{(\tau, \sigma)} = \lim_{h \to \infty} \lim_{K \subset U} D^K_{\tau, \sigma, h},
$$

$$
D_{(\tau, \sigma)}(U) = \lim_{K \subset U} D^K_{(\tau, \sigma)} = \lim_{h \to 0} \lim_{K \subset U} D^K_{\tau, \sigma, h}.
$$

We will use abbreviated notation $\tau, \sigma$ properties of those spaces.

Remark 2.1. If $\tau > 1$ and $\sigma = 1$, then $E_{(\tau, 1)}(U) = E_{(\tau)}(U)$ is the Gevrey class, and $D_{(\tau, 1)}(U) = D_{(\tau)}(U)$ is its subspace of compactly supported functions in $E_{(\tau)}(U)$. If $0 < \tau \leq 1$, then $E_{(\tau, 1)}(U)$ consists of quasianalytic functions. In particular, $D_{(\tau, 1)}(U) = \{0\}$ when $0 < \tau \leq 1$, and $E_{(1, 1)}(U) = E_{(1)}(U)$ is the space of analytic functions on $U$.

The space $E_{(1, 2)}(U)$ appears in [1] in the study of strictly hyperbolic equations. For this class the assumptions that coefficients belong to $E_{(1, 2)}(U)$ with respect to space variable, and with the certain lower regularity in time, imply that the corresponding Cauchy problem is well posed in appropriate solution spaces.

In the following proposition, main embedding properties between the above introduced families are captured.

Proposition 2.1. [9] Let $\sigma_1 \geq 1$. Then for every $\sigma_2 > \sigma_1$ and $\tau > 0$

$$
\lim_{\tau \to 0^+} E_{\tau, \sigma_1}(U) \hookrightarrow \lim_{\tau \to 0^+} E_{\tau, \sigma_2}(U).
$$

Moreover, if $0 < \tau_1 < \tau_2$, then

$$
E_{(\tau_1, \sigma)}(U) \hookrightarrow E_{(\tau_2, \sigma)}(U) \hookrightarrow E_{(\tau_2, \sigma)}(U), \quad \sigma \geq 1,
$$

and

$$
\lim_{\tau \to \infty} E_{(\tau, \sigma)}(U) = \lim_{\tau \to \infty} E_{(\tau, \sigma)}(U),
$$

$$
\lim_{\tau \to 0^+} E_{(\tau, \sigma)}(U) = \lim_{\tau \to 0^+} E_{(\tau, \sigma)}(U), \quad \sigma \geq 1.
$$

We conclude that

$$
E_{\tau_0, \sigma_1}(U) \hookrightarrow \bigcap_{\tau > \tau_0} E_{\tau, \sigma_1}(U) \hookrightarrow E_{\tau_0, \sigma_2}(U),
$$

for any $\tau_0 > 0$ whenever $\sigma_2 > \sigma_1 \geq 1$. In particular (see Remark 2.1),

$$
\lim_{t \to \infty} E_{(t)}(U) \hookrightarrow E_{\tau, \sigma}(U) \hookrightarrow C^\infty(U), \quad \tau > 0, \sigma > 1,
$$

for any $\tau_0 > 0$ whenever $\sigma_2 > \sigma_1 \geq 1$. In particular (see Remark 2.1),
so that the regularity in $E_{\tau,\sigma}(U)$ can be thought of as an extended Gevrey regularity.

The non-quasianalyticity condition $(M.3)'$ provides the existence of partitions of unity in $E_{\{\tau,\sigma\}}(U)$ which we formulate in the next Lemma.

**Lemma 2.2** ([8]). *Let $\tau > 0$ and $\sigma > 1$. Then there exists a compactly supported function $\phi \in E_{\{\tau,\sigma\}}(U)$ such that $0 \leq \phi \leq 1$ and $\int_{\mathbb{R}} \phi \, dx = 1$."

Of course, any compactly supported Gevrey function from $E_{\{\tau,\sigma\}}(U)$ belongs to $D_{\{\tau,\sigma\}}(U)$ as well. However, in the proof of Lemma 2.2 given in [8] we constructed a compactly supported function in $D_{\{\tau,\sigma\}}(U)$ which does not belong to $D_{\{t\}}(U)$, for any $t > 1$.

Note that the additional exponent $\sigma$, which appears in the power of term $h$ in (2.1), makes the definition of $E_{\{\tau,\sigma\}}(U)$ different from the definition of Carleman class, cf. [3]. This difference is essential for many calculations. For example, defining sequences for Carleman classes satisfy Komatsu’s condition (M.2)' known as “stability under differential operators”, while $M^{\tau,\sigma}_p$ do not satisfy (M.2)' for $\tau > 0$ and $\sigma > 1$. However, we have the following “stability properties”.

If $P = \sum_{|\alpha| \leq m} a_\alpha(x) \partial^\alpha$ is a partial differential operator of order $m$ with $a_\alpha \in E_{\tau,\sigma}(U)$, then $P : E_{\tau,\sigma}(U) \to E_{\tau,\sigma}(U)$ is a continuous linear map with respect to the topology of $E_{\tau,\sigma}(U)$. In particular, $E_{\tau,\sigma}(U)$ is closed under pointwise multiplications and finite order differentiation, see [14, Theorem 2.1]. For operators of “infinite order“ continuity properties are slightly different, see [9].

### 2.1. Extended associated functions.

Let $M_p$, $p \in \mathbb{N}$, be the sequence of positive numbers such that $M_1^p/p$ is bounded from below and $M_0^p = 1$. The **associated function** to $M_p$ is defined by

$$T(k) = \sup_{p \in \mathbb{N}} \frac{k^p}{M_p^k}, \quad k > 0.$$  

These functions play an essential role in theory of ultradistributions, see [6]. A convenient modification of the above definition is given as follows.

**Definition 2.1.** Let $\tau > 0, \sigma > 1$ and $M_p^{\tau,\sigma} = p^{\tau p^\sigma}, p \in \mathbb{Z}_+$, $M_0^{\tau,\sigma} = 1$. The **extended associated function** related to the sequence $M_p^{\tau,\sigma}$, is given by

$$T_{\tau,\sigma,h}(k) = \sup_{p \in \mathbb{N}} \frac{h^{\sigma^p} k^p}{M_p^{\tau,\sigma}}, \quad h, k > 0,$$

where $\ln^{+} A = \max\{0, \ln A\}$, for $A > 0$.

Note that for fixed $\tau, h > 0$ and $\sigma > 1$, $T_{\tau,\sigma,h}(k)$ is always positive for $k$ sufficiently large.

In the following lemma we compare the usual associated functions to the sequences $p^{\tau p^\sigma}$, $\tau > 0, \sigma > 1$, and Gevrey sequences $p^{t^p}$, $t > 1$ for which the associated function satisfies $T_t(k) \asymp C k^{1/t}$, when $k \to \infty$, [11].
Lemma 2.3. Let $\tau > 0$, $\sigma > 1$ and $M_p^{\tau,\sigma} = p^{\tau p^\sigma}$, $p \in \mathbb{N}$. Then for any $t > 1$ there exists constant $C > 0$ such that
\[
\sup_{p \in \mathbb{N}} \ln \frac{k^p}{M_p^{\tau,\sigma}} < C k^{1/t}, \quad k > 0.
\]

Proof. Note the for arbitrary $t > 0$ there exists constant $H > 0$ such that
\[
p^{\tau p} < H p^{\tau p^\sigma}, \quad \tau > 0, \sigma > 1, p \in \mathbb{N},
\]
wherefrom
\[
\ln \frac{k^p}{p^{\tau p^\sigma}} < \ln \frac{k^p}{p^{\tau p}} + \ln H, \quad k > 0.
\]
Since
\[
T_t(k) = \sup_{p \in \mathbb{N}} \ln \frac{k^p}{p^{\tau p^\sigma}} \asymp C k^{1/t}, \quad k \to \infty,
\]
for some $C > 0$ the proof is immediate. \qed

By Lemma 2.3 it follows that the growth of $T_{\tau,\sigma,h}(k)$, $k > 0$, is slower then $k^{1/t}$ for any $t > 0$. The precise result is given in the following Theorem. For given $\sigma > 0$, $\tau, h > 0$ let
\[
\Re(h, \cdot) := h^{- \frac{\sigma - 1}{\tau \sigma}} e^{\frac{\sigma - 1}{\tau \sigma - 1}} \ln k, \quad k > e.
\]

Theorem 2.1. Let $h > 0$, $\tau > 0$ and $\sigma > 1$. Then
\[
\hat{A}_{\tau,\sigma,h} \exp \left\{ \left( \frac{\sigma - 1}{\sigma} - 1 \right) \frac{1}{\tau \sigma - 1} W^{- \frac{1}{\tau \sigma - 1}} (\Re(h, k)) \ln \frac{\sigma}{\tau} k \right\} \leq e^{T_{\tau,\sigma,h}(k)}
\]
\[
\leq A_{\tau,\sigma,h} \exp \left\{ \left( \frac{\sigma - 1}{\tau \sigma} \right) \frac{1}{\tau \sigma - 1} W^{- \frac{1}{\tau \sigma - 1}} (\Re(h, k)) \ln \frac{\sigma}{\tau} k \right\}, \quad k > e, \quad (2.2)
\]
for some $A_{\tau,\sigma,h}, \hat{A}_{\tau,\sigma,h} > 0$.

The proof is given in Section 5.

Notice that the right-hand side of (2.2) states that for any given $h > 0$ there exists $A_h > 0$ such that
\[
\sup_{k > 0} k^p \exp \left\{ - \left( \frac{\sigma - 1}{\tau \sigma} \right) \frac{1}{\tau \sigma - 1} W^{- \frac{1}{\tau \sigma - 1}} (\Re(h, k)) \ln \frac{\sigma}{\tau} k \right\} \leq A_h (1/h)^{p^\sigma} p^{\tau p^\sigma},
\]
for $p \in \mathbb{N}$.

We finish this section with some useful remarks.

Remark 2.2. When $\tau > 0$, $h > 0$ and $1 < \sigma < 2$, the first inequality in (2.2) can be improved. In particular, since the second term in (5.15) is equal to zero when $1 < \sigma < 2$, it can be shown that
\[
\hat{A}_{\tau,\sigma,h} \exp \left\{ \left( \frac{\sigma - 1}{\tau \sigma} \right) \frac{1}{\tau \sigma - 1} W^{- \frac{1}{\tau \sigma - 1}} (\Re(h, k)) \ln \frac{\sigma}{\tau} k \right\} \leq e^{T_{\tau,\sigma,h}(k)}
\]
\[
\leq A_{\tau,\sigma,h} \exp \left\{ \left( \frac{\sigma - 1}{\tau \sigma} \right) \frac{1}{\tau \sigma - 1} W^{- \frac{1}{\tau \sigma - 1}} (\Re(h, k)) \ln \frac{\sigma}{\tau} k \right\}, \quad k > e,
\]
for some $A_{\tau,\sigma,h}, \hat{A}_{\tau,\sigma,h} > 0$. 
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with suitable $A_{\tau,\sigma,h} > \tilde{A}_{\tau,\sigma,h} > 0$.

**Remark 2.3.** In the view of (1.3), for every $h > 0$ we have

$$W^{-\frac{1}{\sigma-1}}(\Re(h,k)) \ln^{\frac{\sigma}{\sigma-1}} k \sim \left(\frac{\ln k}{\ln(C_h \ln k)}\right)^{\frac{\sigma}{\sigma-1}} \ln k, \quad k \to \infty, \quad (2.4)$$

where $C_h := h^{-\frac{\sigma}{\tau\sigma}} e^{\frac{\sigma}{\tau\sigma} \sigma - 1}$.

Since $\lim_{k \to \infty}(\ln k)^{1/(\sigma-1)}(\ln(C_h \ln k))^{-1/(\sigma-1)} = \infty$, for every $h > 0$, (2.4) implies that for every $M > 0$ there exists $B > 0$ (depending on $h$ and $M$) such that

$$W^{-\frac{1}{\sigma-1}}(\Re(h,k)) \ln^{\frac{\sigma}{\sigma-1}} k > M \ln k, \quad k > B. \quad (2.5)$$

### 3. Paley-Wiener Theorems

Next we prove the Paley-Wiener theorem for the spaces $D_{\tau,\sigma}(U)$ and $D_{\{\tau,\sigma\}}(U)$. We use some ideas presented in [7].

**Theorem 3.1.** Let $\tau > 0$, $\sigma > 1$, $U$ be open set in $\mathbb{R}^d$ and $K \subset U$. If $\varphi \in D_{\tau,\sigma,h}^K$ for some $h > 0$, then its Fourier-Laplace transform is an entire function and satisfies

$$|\hat{\varphi}(\eta)| \leq A_{\tau,\sigma,h} \exp \left\{ -\left(\frac{\sigma - 1}{\sigma}\right)^{\frac{1}{\sigma-1}} W^{-\frac{1}{\sigma-1}}(\Re\left(\frac{1}{2\sqrt{\sigma}} e + |\eta|\right)) \ln^{\frac{\sigma}{\sigma-1}}(e + |\eta|) + H_K(\eta) \right\},$$

for some $A_{\tau,\sigma,h} > 0$, where $H_K(\eta) = \sup_{y \in K} \text{Im}(y \cdot \eta)$.

Conversely, if an entire function $F$ satisfies

$$|F(\eta)| \leq A_{\tau,\sigma,h} \exp \left\{ -\left(\frac{\sigma - 1}{\sigma}\right)^{\frac{1}{\sigma-1}} W^{-\frac{1}{\sigma-1}}(\Re\left(\frac{2(\eta)}{h} e + |\eta|\right)) \ln^{\frac{\sigma}{\sigma-1}}(e + |\eta|) + H_K(\eta) \right\},$$

for some $h > 0$ and $A_{\tau,\sigma,h} > 0$, then $F$ is the Fourier-Laplace transform of some $\varphi \in D_{\frac{2}{\tau},\sigma,h}^K$.

**Proof.** Let $K \subset U$, $\tau > 0$ and $\sigma > 1$ be fixed and let $\varphi \in D_{\tau,\sigma,h}^K$ for some $h > 0$. Throughout the proof we will use the following simple inequalities:

$$|\eta|^\alpha \leq (e + |\eta|)^{\alpha} \leq (2e)^{\alpha} |\eta|^{\alpha},$$

$$(1/\sqrt{d})|\eta|^{\alpha} \leq |\eta|^{\alpha} \leq |\eta|^{\alpha}, \quad \alpha \in \mathbb{N}^d, \eta \in \mathbb{C}^d.$$  

This gives

$$|(e + |\eta|)^{\alpha} \hat{\varphi}(\eta)| \leq (2e\sqrt{d})^{\alpha} |\widehat{D^\alpha \varphi}(\eta)| \leq \sup_{x \in K} |D^\alpha \varphi(x)| \cdot \int_K e^{\text{Im}(x \cdot \eta)} dx,$$
wherefrom
\[ |\tilde{\varphi}(\eta)| \leq \inf_{\alpha \in \mathbb{N}^d} \left( \frac{(2eh\sqrt{d})^{\alpha|\alpha|} |\alpha|^{\tau|\alpha|}}{(e + |\eta|)^{|\alpha|}} \right) e^{H_K(\eta)}, \alpha \in \mathbb{N}^d, \eta \in \mathbb{C}^d. \quad (3.3) \]

Now (3.11) follows directly from the left-hand side of (2.2), since
\[ \inf_{\alpha \in \mathbb{N}^d} \left( \frac{(2eh\sqrt{d})^{\alpha|\alpha|} |\alpha|^{\tau|\alpha|}}{(e + |\eta|)^{|\alpha|}} \right) = \left( \sup_{\alpha \in \mathbb{N}^d} \left( \frac{(2eh\sqrt{d})^{\alpha|\alpha|} |\alpha|^{\tau|\alpha|}}{(e + |\eta|)^{|\alpha|}} \right) \right)^{-1}. \]

To prove the second part of the theorem, set \( \eta = \xi + i\mu, \) for \( \xi, \mu \in \mathbb{R}^d \) and note that \( H_K(\eta) = \sup_{y \in K} \text{Im}(y \cdot \eta) = \sup_{y \in K} y \cdot \mu. \) Let
\[ \varphi(x) := (2\pi)^{-d} \int_{\mathbb{R}^d} F(\xi) e^{i\xi \xi} d\xi, \quad x \in \mathbb{R}^d, \]
and note that for some \( h > 0 \) (3.12) implies
\[ |D^\alpha \varphi(x)| = \left| \int_{\mathbb{R}^d} \xi^\alpha F(\xi) e^{i\xi \xi} d\xi \right| \]
\[ \leq \int_{\xi \in \mathbb{R}^d} |\xi^\alpha| \exp \left\{ -\left( \frac{\sigma - 1}{2\sigma - 1}\right) \frac{1}{\tau^2} W - \frac{1}{\tau^2} \left( \Re \left( \frac{2\tau}{h}, e + |\xi| \right) \right) \right\} d\xi \]
\[ \leq \sup_{\xi \in \mathbb{R}^d} (e + |\xi|)^{|\alpha|} \exp \left\{ -\left( \frac{\sigma - 1}{2\sigma - 1}\right) \frac{1}{\tau^2} W - \frac{1}{\tau^2} \left( \Re \left( \frac{2\tau}{h}, e + |\xi| \right) \right) \right\} \]
\[ \times \int_{\mathbb{R}^d} \exp \left\{ -\left( \frac{\sigma - 1}{2\sigma - 1}\right) \frac{1}{\tau^2} W - \frac{1}{\tau^2} \left( \Re \left( \frac{2\tau}{h}, e + |\xi| \right) \right) \right\} d\xi, \quad x \in \mathbb{R}^d. \quad (3.5) \]

By choosing \( M = d + 1 \) in (2.5) we conclude that there is a constant \( B > 0 \) such that
\[ \exp \left\{ -\left( \frac{\sigma - 1}{2\sigma - 1}\right) \frac{1}{\tau^2} W - \frac{1}{\tau^2} \left( \Re \left( \frac{2\tau}{h}, \xi \right) \right) \right\} \leq e^{-(d+1)\ln|\xi|} = |\xi|^{-d-1}, \]
when \( |\xi| > B, \) wherefrom
\[ \int_{\mathbb{R}^d} \exp \left\{ -\left( \frac{\sigma - 1}{2\sigma - 1}\right) \frac{1}{\tau^2} W - \frac{1}{\tau^2} \left( \Re \left( \frac{2\tau}{h}, e + |\xi| \right) \right) \right\} d\xi \leq C_h, \]
for some \( C_h > 0. \) Moreover, since
\[ \Re \left( \frac{2\tau}{h}, e + |\xi| \right) = h^{\frac{1}{\tau^2}} e^{\frac{1}{\tau^2} \frac{\sigma - 1}{2\sigma - 1} \ln(e + |\xi|)}, \quad h > 0, \xi \in \mathbb{R}^d, \]
the inequality (2.3) implies that for a given \( h > 0 \) there exists \( A_h > 0 \) such that
\[ \sup_{\xi \in \mathbb{R}^d} |\xi|^{|\alpha|} \exp \left\{ -\left( \frac{\sigma - 1}{2\sigma - 1}\right) \frac{1}{\tau^2} W - \frac{1}{\tau^2} \left( \Re \left( \frac{2\tau}{h}, e + |\xi| \right) \right) \right\} \]
\[ \leq A_h h^{|\alpha| |\alpha|} \exp \left\{ -\left( \frac{\sigma - 1}{2\sigma - 1}\right) \frac{1}{\tau^2} W - \frac{1}{\tau^2} \left( \Re \left( \frac{2\tau}{h}, e + |\xi| \right) \right) \right\} \]
\[ \leq A_h h^{|\alpha| |\alpha|}, \quad \alpha \in \mathbb{N}^d. \quad (3.7) \]
Now (3.5), (3.6) and (3.7) imply
\[
\sup_{x \in \mathbb{R}^d} |D^\alpha \varphi(x)| \leq \widetilde{A}_h |x|^{\alpha - 1} |\alpha|^{\sigma - 1} |\alpha|^{\sigma}, \quad \alpha \in \mathbb{N}^d,
\]
for some \( \widetilde{A}_h > 0 \).

It remains to show that \( \text{supp} \varphi \subseteq K \). Arguing as in the proof of [3, Theorem 7.3.1] we may shift the integration in (3.4) so that
\[
\varphi(x) = (2\pi)^{-d} \int_{\mathbb{R}^d} F(\xi + i\mu)e^{iz(\xi + i\mu)}d\xi, \quad x \in \mathbb{R}^d, \tag{3.8}
\]
for any \( \mu \in \mathbb{R}^d \). This is possible since (3.12) and (2.5) implies
\[
|F(\eta)| \leq Ce^{H_K(\eta)}|\eta|^{-d-1} \leq Ce^{\sup_{y \in K} (y, \eta)^{\sigma-1}} \leq C e^{\sup_{y \in K} (y, \eta)^{\sigma-1}}, \quad \eta = \xi + i\mu, \tag{3.9}
\]
for some \( C > 0 \), where the last inequality follows from \( |\eta|^2 = |\xi|^2 + |\mu|^2 > |\xi|^2 \). Now by (3.8) and (3.9) we have
\[
|\varphi(x)| \leq C \exp\{\sup_{y \in K} (y, \mu) - x \cdot \mu\} \int_{\mathbb{R}^d} |\xi|^{-d-1} d\xi \tag{3.10}
\]
for a suitable constant \( \tilde{C} > 0 \).

If \( x \not\in K \), then [3, Theorem 4.3.2] implies that there exists \( \mu_0 \in \mathbb{R}^d \) such that \( x \cdot \mu_0 > \sup_{y \in K} (y, \mu_0) \) and choosing \( \mu = t\mu_0, t > 0 \) in (3.10), we have
\[
|\varphi(x)| \leq \tilde{C} \exp\left\{t\left(\sup_{y \in K} (y, \mu_0) - x \cdot \mu_0\right)\right\} \to 0, \quad t \to \infty.
\]
Thus, \( \text{supp} \varphi \subseteq K \), and the proof is finished. \( \square \)

**Corollary 3.1.** Let \( \tau > 0, \sigma > 1, U \) be open set in \( \mathbb{R}^d \) and \( K \subset U \). If \( \varphi \in \mathcal{D}_{(\tau, \sigma)}(U) \) (\( \varphi \in \mathcal{D}_{(\tau, \sigma)}(U) \) respectively) then its Fourier-Laplace transform is an entire function and satisfies
\[
|\hat{\varphi}(\eta)| \leq A_{\tau, \sigma, h} \exp\left\{-(\tau 2^{\sigma-1})^{-\frac{1}{\sigma}} \left(\frac{\sigma - 1}{\sigma}\right)^{\frac{\sigma}{\sigma-1}} W^\frac{\sigma}{\sigma-1} \left(\Re\left(\frac{1}{2eh \sqrt{d}}, e + |\eta|\right)\right) \ln^{\frac{\sigma}{\sigma-1}}(e + |\eta|) + H_K(\eta)\right\} \tag{3.11}
\]
for some \( h > 0 \), (for every \( h > 0 \), respectively) and for some constant
\[
A_{\tau, \sigma, h} > 0, \quad \text{where} \quad H_K(\eta) = \sup_{y \in K} \text{Im}(y \cdot \eta).
\]

Conversely, if an entire function \( F \) satisfies
\[
|F(\eta)| \leq A_{\tau, \sigma, h} \exp\left\{-(\tau 2^{\sigma-1})^{-\frac{1}{\sigma}} \left(\frac{\sigma - 1}{\tau \sigma}\right)^{\frac{\sigma}{\sigma-1}} W^\frac{\sigma}{\sigma-1} \left(\Re\left(\frac{2^{\sigma}}{h}, e + |\eta|\right)\right) \ln^{\frac{\sigma}{\sigma-1}}(e + |\eta|) + H_K(\eta)\right\}, \tag{3.12}
\]

\eta \in \mathbb{C}^d,
for some $h > 0$ for every $h > 0$, respectively) and for some constant $A_{\tau, \sigma, h} > 0$, then $F$ is the Fourier-Laplace transform of some $\varphi \in \mathcal{D}_{(\tau, \sigma)}(U)$ ($\varphi \in \mathcal{D}_{(\tau, \sigma)}(U)$ respectively).

4. WAVE FRONT SETS

Let $\tau > 0$, $\sigma > 1$, $\overline{K} \subset U \subset \mathbb{R}^d$, where $\Omega$ and $U$ are open sets in $\mathbb{R}^d$, and let $u \in \mathcal{D}'(U)$. We studied in [8] the nature of regularity related to the condition

$$|\hat{u}_N(\xi)| \leq A \frac{h^N N^{\tau/\sigma}}{|\xi|^{N+\sigma}}, \quad N \in \mathbb{N}, \ |\xi| \geq B > 0,$$

(4.1)

where $\{u_N\}_{N \in \mathbb{N}}$ is bounded sequence in $\mathcal{E}'(U)$ such that $u_N = u$ in $\Omega$ and $A, h$ are some positive constants.

The sequence $N \in \mathbb{N}$ in the right hand side of (4.1) can be replaced by another positive and increasing sequence $a_N$ such that $a_N \to \infty, N \to \infty$, and which gives the same asymptotic behavior of $|\hat{u}_N(\xi)|$ when $N \to \infty$. This change of variables called enumeration. The effect is “speeding up” or “slowing down” the decay estimates of single members of the corresponding sequences, without changing the asymptotic behavior of the whole sequence when $N \to \infty$. After applying the enumeration $N \to a_N$, we can write again $u_N$ instead of $u_{a_N}$, since we are only interested in the asymptotic behavior.

For example, Stirling’s formula and enumeration $N \to N^\sigma$ applied to (4.1) give an equivalent estimate of the form

$$|\hat{u}_N(\xi)| \leq A_1 \frac{h_1 N^{\sigma} N^{\tau N^\sigma}}{|\xi|^{N}}, \quad N \in \mathbb{N}, \ |\xi| \geq B > 0,$$

for some constants $A_1, h_1 > 0$. We refer to [9] for more details on enumeration.

Wave front sets $WF_{(\tau, \sigma)}(u)$ are introduced in [9] in the study of local regularity in $\mathcal{E}_{(\tau, \sigma)}(U)$, see also [10, 14]. For the definition, appropriate sequences of cutoff functions are used in a similar way as it is done in [3] in the context of analytic wave front set $WF_A$. We recall the definition of $WF_{(\tau, \sigma)}(u)$.

**Definition 4.1.** Let $u \in \mathcal{D}'(U)$, $\tau > 0$, $\sigma > 1$, and $(x_0, \xi_0) \in U \times \mathbb{R}^d \setminus \{0\}$. Then $(x_0, \xi_0) \not\in WF_{(\tau, \sigma)}(u)$ (resp. $(x_0, \xi_0) \not\in WF_{(\tau, \sigma)}(u)$) if there exists a conic neighborhood $\Gamma$ of $\xi_0$, an open neighborhood $\Omega$ of $x_0$, and a bounded sequence $\{u_N\}_{N \in \mathbb{N}}$ in $\mathcal{E}'(U)$ such that $u_N = u$ on $\Omega$ and (4.1) holds for all $\xi \in \Gamma, \ |\xi| \geq B > 0$, and for some constants $A, h > 0$ (resp. for every $h > 0$ there exists $A > 0$).

Let $u \in \mathcal{D}'(U)$. Then, immediately follows that $WF_{(\tau, \sigma)}(u)$ is a closed subset of $U \times \mathbb{R}^d \setminus \{0\}$. Note that for $\tau > 0$ and $\sigma > 1$

$$WF_{(\tau, \sigma)}(u) \subseteq WF_{(1, 1)}(u) = WF_A(u), \quad u \in \mathcal{D}'(U),$$
where \( \text{WF}_A(u) \) denoted the analytic wave front set of a distribution \( u \in \mathcal{D}'(U) \), cf. [3]. We refer to [9] for the relation between the wave front set in Definition 4.1 and other commonly used wave front sets.

The following theorem states that in the definition of \( \text{WF}_{\tau,\sigma}(u) \) a bounded sequence of cut-off functions \( \{u_N\}_{N \in \mathbb{N}} \subset \mathcal{E}'(U) \) can be replaced by a single function from \( \mathcal{D}_{\tau,\sigma}(U) \).

**Theorem 4.1.** [10] Let \( u \in \mathcal{D}'(U) \), \( \tau > 0 \), \( \sigma > 1 \), and let \( (x_0, \xi_0) \in U \times \mathbb{R}^d \setminus \{0\} \). Then \( (x_0, \xi_0) \notin \text{WF}_{\tau,\sigma}(u) \) (resp. \( (x_0, \xi_0) \notin \text{WF}_{(\tau,\sigma)}(u) \)) if and only if there exists a conic neighborhood \( \Gamma_0 \) of \( \xi_0 \), a compact neighborhood \( K \) of \( x_0 \) and \( \phi \in \mathcal{D}_{\tau,\sigma}^K \) (resp. \( \phi \in \mathcal{D}_{(\tau,\sigma)}^K \)) such that \( \phi = 1 \) on a neighborhood of \( x_0 \), and

\[
|\hat{\phi u}(\xi)| \leq A \frac{h^{N\sigma} N^{\tau N\sigma}}{|\xi|^N}, \quad N \in \mathbb{N}, \xi \in \Gamma_0,
\]  

for some \( A, h > 0 \) (resp. for every \( h > 0 \) there exists \( A > 0 \)).

In Theorem 4.1 it is implicitly assumed that the definition is independent of the choice of a cutoff function. However, this is a nontrivial fact, and the proof is based on the properties of the extended associated function. In the next theorem we actually prove that the characterization of both Roumieu and Beurling wave front sets, \( \text{WF}_{\{\tau,\sigma\}} \) and \( \text{WF}_{(\tau,\sigma)} \) respectively, given in Theorem 4.1 is independent on the choice of the corresponding cutoff functions.

**Theorem 4.2.** Let \( u \in \mathcal{D}'(U) \), \( \tau > 0 \), \( \sigma > 1 \). The following assertions are equivalent:

i) \( (x_0, \xi_0) \notin \text{WF}_{\{\tau,\sigma\}}(u) \) (resp. \( (x_0, \xi_0) \notin \text{WF}_{(\tau,\sigma)}(u) \))

ii) There exists a conic neighborhood \( \Gamma \) of \( \xi_0 \), a compact neighborhood \( K \) of \( x_0 \) such that for every \( \phi \in \mathcal{D}_{\tau,\sigma}^K \) (resp. \( \phi \in \mathcal{D}_{(\tau,\sigma)}^K \)) there exists \( A, h > 0 \) (resp. for every \( h > 0 \) there exists \( A > 0 \)) such that

\[
|\hat{\phi u}(\xi)| \leq A e^{-T_{\tau,\sigma,h}(|\xi|)}, \xi \in \Gamma.
\]  

**Proof.** Take arbitrary \( h > 0 \). Since the proofs for the Beurling and Roumieu case are similar, we prove theorem only for Roumieu type wave front sets and leave the proof of the Beurling case for the reader.

\( ii) \Rightarrow i) \) Let \( \Gamma \) be conic neighborhood of \( \xi_0 \), \( K \) a compact neighborhood of \( x_0 \), such that for every \( \phi \in \mathcal{D}_{\tau,\sigma}^K \) and \( h > 0 \) there exits \( A_{\phi, h} \) such that (4.3) holds. Then, by setting \( \phi = \psi, \psi \in \mathcal{D}_{(\tau,\sigma)}^K, \psi = 1 \) on some neighborhood of \( x_0 \), we have that for every \( h > 0 \) there exists \( A_{\psi} > 0 \) so that

\[
|\hat{\psi u}(\xi)| \leq A_{\psi} e^{-T_{\tau,\sigma,h}(|\xi|)} = A_{\psi} \inf_{N \in \mathbb{N}} \frac{h^{N\sigma} N^{\tau N\sigma}}{|\xi|^N}, \xi \in \Gamma,
\]

and the conclusion follows.

\( i) \Rightarrow ii) \) Let \( (x_0, \xi_0) \notin \text{WF}_{\{\tau,\sigma\}}(u) \), i.e., there exists conical neighborhood \( \Gamma_1 \) of \( \xi_0 \), compact neighborhood \( K_1 \) of \( x_0 \), and \( \phi \in \mathcal{D}_{(\tau,\sigma)}^{K_1} \), \( \phi = 1 \) on
some neighborhood of $x_0$, such that for every $h > 0$ there exists $A > 0$ so that (4.2) holds.

Let $K \subset K_1$ be a compact neighborhood of $x_0$ such that $\phi(x) = 1$, $x \in K$. Moreover, let $\Gamma$ be a conic neighborhood of $x_0$ with the closure contained in $\Gamma_1$, and $\varepsilon > 0$ such that $\xi - \eta \in \Gamma_1$ when $\xi \in \Gamma$ and $|\eta| < \varepsilon |\xi|$. Let $\psi \in \mathcal{D}_{(\tau,\sigma)}^K$. Then

$$\int_{|\eta|<\varepsilon |\xi|} \hat{\psi}(\eta) \hat{\phi}_u(\xi - \eta) d\eta = I_1 + I_2,$$

for $\xi \in \Gamma$.

Since $|\eta| < \varepsilon |\xi|$ implies $|\xi - \eta| \geq |\xi| - |\eta| > (1 - \varepsilon) |\xi|$, we obtain

$$|I_1| = \left| \int_{|\eta|<\varepsilon |\xi|} \hat{\psi}(\eta) \hat{\phi}_u(\xi - \eta) d\eta \right| \leq A \int_{|\eta|<\varepsilon |\xi|} \left| \hat{\psi}(\eta) \right| \frac{h^{N^\sigma} N^{\tau N^\sigma}}{|\xi - \eta|^N} d\eta$$

$$\leq A \frac{h^{N^\sigma} N^{\tau N^\sigma}}{(1 - \varepsilon)^N |\xi|^N} \int_{\mathbb{R}^d} \exp \left\{ -(\tau 2^\sigma - 1) - \frac{\tau}{\sigma} \left( \frac{\sigma - 1}{\sigma} \right)^{\tau \sigma} W^{-\pi^{\sigma \tau}} \left( \mathcal{R} \left( \frac{1}{h \sqrt{d}} \langle \eta \rangle \right) \right) \ln^{\pi^{\sigma \tau}} \langle \eta \rangle \right\}$$

$$\leq A \frac{h_1^{N^\sigma} N^{\tau N^\sigma}}{|\xi|^N}, \quad \xi \in \Gamma, N \in \mathbb{N}, \quad (4.4)$$

for $A > 0$ and $h_1 = (1 - \varepsilon)^{-1} h$, where we have used Theorem 3.1 (for $\eta \in \mathbb{R}^d$) and the fact that

$$\int_{\mathbb{R}^d} \exp \left\{ -(\tau 2^\sigma - 1) - \frac{\tau}{\sigma} \left( \frac{\sigma - 1}{\sigma} \right)^{\tau \sigma} W^{-\pi^{\sigma \tau}} \left( \mathcal{R} \left( \frac{1}{h \sqrt{d}} \langle \eta \rangle \right) \right) \ln^{\pi^{\sigma \tau}} \langle \eta \rangle \right\} \leq C_h,$$

for some $C_h > 0$, which follows from (2.5).

In particular,

$$|I_1| \leq A \inf_{N \in \mathbb{N}} \frac{h_1^{N^\sigma} N^{\tau N^\sigma}}{|\xi|^N} = e^{-T_{\tau,\sigma, h_1}(\langle \xi \rangle)}, \quad \xi \in \Gamma.$$

To estimate $I_2$, we use that $|\eta| \geq \varepsilon |\xi|$ implies

$$|\xi - \eta| \leq |\xi| + |\eta| \leq (1 + 1/\varepsilon) |\eta|.$$

Since $\hat{\phi}_u \in \mathcal{E}'(U)$, there exists $C, M > 0$ such that $|\hat{\phi}_u(\xi)| \leq C \langle \xi \rangle^M$, $\xi \in \mathbb{R}^d$. For a given $N \in \mathbb{N}$, we put $|\alpha| = N + M + d + 1$. Then, applying inequality (3.3) to $\hat{\psi}(\eta)$, $\eta \in \mathbb{R}^d$, we obtain

$$|I_2| = \left| \int_{|\eta| \geq \varepsilon |\xi|} \hat{\psi}(\eta) \hat{\phi}_u(\xi - \eta) d\eta \right|$$

$$\leq A \frac{h^{(N + M + d + 1)^\sigma} (N + M + d + 1)^{(N + M + d + 1)^\sigma}}{(\varepsilon |\xi|)^N} \int_{|\eta| \geq \varepsilon |\xi|} \langle \eta \rangle^{-M - d - 1} \langle \xi - \eta \rangle^M d\eta$$

$$\leq A \frac{h_2^{N^\sigma} N^{\tau N^\sigma}}{|\xi|^N}, \quad \xi \in \Gamma, N \in \mathbb{N},$$
for $A, C > 0$ and $h_2 = C \max\{h, h^{2\sigma - 1}\}$, where in the last inequality we have used (M.2) property of $M_p^{r, \sigma} = p^{r\sigma}$ and

$$|\alpha|^\sigma + |\beta|^\sigma \leq |\alpha + \beta|^\sigma \leq 2^{\sigma - 1}(|\alpha|^\sigma + |\beta|^\sigma), \quad \alpha, \beta \in \mathbb{N}^d.$$ 

Hence we conclude that

$$|I_2| \leq A e^{-T_{\tau, \sigma, h_2}(|\xi|)}, \quad \xi \in \Gamma.$$ 

This, together with (4.4) gives (4.3) and the proof is finished. \[\square\]

5. PROOF OF THEOREM 2.1

Let $h, \tau > 0$ and $\sigma > 1$ be fixed. It is enough to prove that there exist constants such that $H_{\tau, \sigma, h}, C_{\tau, \sigma, h} > 0$ such that

$$(2^{\sigma - 1})^{-\frac{1}{\tau\sigma}} \left(\frac{\sigma - 1}{\sigma}\right)^{\frac{\sigma - 1}{\tau\sigma}} W^{-\frac{1}{\tau\sigma}}(\mathfrak{R}(h, k)) \ln \frac{\sigma - 1}{\tau\sigma} k - H_{\tau, \sigma, h}$$

$$\leq \sup_{p \in \mathbb{N}} \ln \frac{h^{\sigma - 1} k^{\sigma - 1}}{p^{r\sigma - 1}} \leq \left(\frac{\sigma - 1}{\tau\sigma}\right)^{\frac{\sigma - 1}{\tau\sigma}} W^{-\frac{1}{\tau\sigma}}(\mathfrak{R}(h, k)) \ln \frac{\sigma - 1}{\tau\sigma} k,$$  \hspace{0.5cm} (5.1)

when $k \geq C_{\tau, \sigma, h} > e$. Then (2.2) follows after taking exponentials.

To prove the right-hand side of (5.1), note that

$$\sup_{p \in \mathbb{N}} \ln \frac{h^{\sigma - 1} k^{\sigma - 1}}{p^{r\sigma - 1}} \leq \sup_{r > 0} \ln \frac{\sigma - 1}{\tau\sigma} r, \quad h > 0, \quad k > e. \hspace{0.5cm} \text{(5.2)}$$

We compute the supremum on the right-hand side as follows:

Put

$$f(r) := r^{\sigma - 1} \ln h + r \ln k - \tau r^{\sigma - 1} \ln r, \quad r > 0,$$  \hspace{0.5cm} (5.3)

and note that the equation $f'(r) = 0$, that is,

$$\sigma r^{\sigma - 1} \ln h + \ln k - \tau \sigma r^{\sigma - 1} \ln r - \tau r^{\sigma - 1} = 0,$$  \hspace{0.5cm} (5.4)

can be rewritten in the form

$$r^{\sigma - 1} \ln \frac{\frac{\sigma - 1}{\tau\sigma} r^{\sigma - 1}}{h^{\frac{\sigma - 1}{\tau\sigma}}} = \frac{\sigma - 1}{\tau\sigma} \ln k,$$

or equivalently

$$\frac{e^{\frac{\sigma - 1}{\tau\sigma} r^{\sigma - 1}}}{h^{\frac{\sigma - 1}{\tau\sigma}}} \ln \frac{e^{\frac{\sigma - 1}{\tau\sigma} r^{\sigma - 1}}}{h^{\frac{\sigma - 1}{\tau\sigma}}} = \mathfrak{R}(h, k), \quad r > 0, \quad k > e. \hspace{0.5cm} (5.5)$$

Applying the Lambert function to (5.5) and using the fact that

$$W(a \ln a) = W(e^{\ln a \ln a}) = \ln a, \quad a > e,$$

we obtain the equation

$$\ln \frac{e^{\frac{\sigma - 1}{\tau\sigma} r^{\sigma - 1}}}{h^{\frac{\sigma - 1}{\tau\sigma}}} = W(\mathfrak{R}(h, k)), \quad h > 0, \quad k > e,$$

and the solution $r_0$ of the equation (5.4) is given by

$$r_0 := h^{1/r} e^{\frac{1}{\tau\sigma} W(\mathfrak{R}(h, k)) - 1/\sigma}. \hspace{0.5cm} (5.6)$$
To shorten the notation, in the sequel we write $\mathfrak{R}$ instead of $\mathfrak{R}(h, k)$.

Now we have
\[
\sup_{r>0} \ln h^{\sigma} k^r \frac{k^r}{M_r^\sigma} = \tau \ln h - \tau \ln r_0 = r_0^\sigma \left( \ln h - \tau \ln r_0 \right) + r_0 \ln k, \quad k > e.
\] (5.7)

For the first summand in (5.7) we obtain
\[
r_0^\sigma \left( \ln h - \tau \ln r_0 \right) = \tau h^{\frac{\sigma}{\tau}} e^{\frac{\sigma}{\tau^2} W(\mathfrak{R}) - 1} \ln \left( e^{-\frac{1}{\tau^2} W(\mathfrak{R})} + \frac{1}{\tau} \right) = \tau h^{\frac{\sigma}{\tau}} e^{\frac{\sigma}{\tau^2} W(\mathfrak{R}) - 1} - \frac{1}{\sigma} h^{\frac{1}{\tau^2}} e^{\frac{1}{\tau^2} W(\mathfrak{R}) - \frac{1}{\tau}} \ln k, \quad k > e,
\]

where for the last equality we use
\[
W(\mathfrak{R}(h, k)) e^{\frac{W(\mathfrak{R}(h, k))}{\mathfrak{R}}(5.8)} = \mathfrak{R}(h, k), \quad h > 0, k > e,
\]
see (1.2). Therefore we obtain
\[
\sup_{r>0} \ln h^{\sigma} k^r \frac{k^r}{M_r^\sigma} = \tau h^{\frac{\sigma}{\tau}} e^{\frac{\sigma}{\tau^2} W(\mathfrak{R}) - 1} + \frac{\sigma - 1}{\sigma} h^{\frac{1}{\tau^2}} e^{\frac{1}{\tau^2} W(\mathfrak{R}) - \frac{1}{\tau}} \ln k.
\] (5.9)

Since
\[
\ln k = h^{\frac{\sigma - 1}{\tau}} e^{-\frac{\sigma - 1}{\tau} \frac{\tau \sigma}{\sigma - 1} \mathfrak{R}(h, k), \quad h > 0, k > e,
\]
using $e^{H(\mathfrak{R})} = \frac{\mathfrak{R}}{W(\mathfrak{R})}$ again, we may rewrite (5.9) as
\[
\sup_{r>0} \ln h^{\sigma} k^r \frac{k^r}{M_r^\sigma} = \frac{\tau}{e} h^{\frac{\sigma}{\tau}} \left( \frac{1}{\tau} \left( \frac{\mathfrak{R}}{W(\mathfrak{R})} \right)^{\frac{\sigma}{\sigma - 1}} + \left( \frac{\mathfrak{R}}{W(\mathfrak{R})} \right)^{\frac{1}{\sigma - 1}} \mathfrak{R} \right)
\]
\[
= \frac{\tau}{e} h^{\frac{\sigma}{\tau}} \mathfrak{R}^{\frac{1}{\sigma - 1}} \left( \frac{1}{W(\mathfrak{R})} \right)^{\frac{1}{\sigma - 1}} \left( \frac{1}{\sigma} W(\mathfrak{R}) + 1 \right)
\]
\[
= \tau \left( \frac{\sigma - 1}{\sigma} \right)^{\frac{\sigma}{\tau}} W^{-\frac{1}{\sigma - 1}}(\mathfrak{R}(h, k)) \ln \frac{\sigma}{\sigma - 1} k \left( \frac{1}{\sigma} W(\mathfrak{R}(h, k)) \right),
\] (5.10)

for $h > 0$ and $k > e$.

Next, we put $C_{\tau, \sigma, h} := e^{r_0^\sigma e^{-\frac{1}{\tau^2}}}$, $h > 0$, and prove that
\[
\frac{1}{\sigma} W(\mathfrak{R}) \leq \frac{1}{\sigma} e^{\frac{\sigma - 1}{\tau^2}} W(\mathfrak{R}),
\] (5.11)

if and only if $k \geq C_{\tau, \sigma, h}$.

In fact, (5.11) is equivalent to
\[
W(\mathfrak{R}) \geq \frac{1}{\tau} \frac{1}{\sigma - 1} W(\mathfrak{R}),
\] (5.12)

Applying the inverse of the Lambert $W$ function we obtain
\[
\mathfrak{R} = h^{\frac{\sigma - 1}{\tau}} e^{\frac{\sigma - 1}{\tau^2} \frac{1}{\sigma - 1} \ln k} \geq \frac{1}{\sigma} \frac{1}{\tau} \frac{1}{\sigma - 1} e^{\frac{1}{\tau^2}}, \quad h > 0,
\]
which is true if and only if $k \geq C_{\tau, \sigma, h}$.  

Hence, by (5.2), (5.10) and (5.11), we conclude that
\[
\sup_{r > 0} \ln \frac{h_r^s k_r^s}{M_{r, \sigma, h}} \leq \left( \frac{\sigma - 1}{\tau \sigma} \right)^{\frac{\tau}{\sigma - 1}} W^{-\frac{1}{\sigma - 1}}(R) \ln^{\sigma - \tau} k, \quad k \geq \tilde{C}_{\tau, \sigma, h},
\]
which gives the right-hand side of (5.1) for \( k > \max\{e, \tilde{C}_{\tau, \sigma, h}\} \).

To prove the left-hand side of (5.1), recall that the first derivative of the function \( f \) introduced in (5.3) is given by
\[
f'(r) = -\tau \sigma (\sigma - 1) \ldots (\sigma - n + 1) r^{\sigma - n} \ln \frac{r}{h_{1/\tau}^{1/\tau}} \exp \left\{ \sum_{l=0}^{n-1} \frac{1}{\sigma - l} \right\},
\]
for \( 2 \leq n \leq \lfloor \sigma \rfloor, h > 0 \) and \( r > 0 \).

Thus the \( n^{th} \) derivative of \( f \) is given by
\[
f^{(n)}(r) = -\tau \sigma (\sigma - 1) \ldots (\sigma - n + 1) r^{\sigma - n} \ln \frac{r}{h_{1/\tau}^{1/\tau}} \exp \left\{ \sum_{l=0}^{n-1} \frac{1}{\sigma - l} \right\},
\]
for \( h > 0, r > 0, \) (5.13)

when \( \sigma \notin \mathbb{N} \), and, for \( \sigma \in \mathbb{N} \),
\[
f^{(\lfloor \sigma \rfloor + 1)}(r) = -\tau \sigma (\sigma - 1) \ldots (\sigma - (\lfloor \sigma \rfloor + 1)) r^{\sigma - (\lfloor \sigma \rfloor + 1)} \ln \frac{r}{h_{1/\tau}^{1/\tau}} \exp \left\{ \sum_{l=0}^{\lfloor \sigma \rfloor} \frac{1}{\sigma - l} \right\},
\]
h > 0, r > 0, (5.14)

Set \( r_1 := \lceil r_0 \rceil \), where \( r_0 \) is given by (5.6). Then Taylor’s formula implies
\[
f(r_1) = f(r_0) + \sum_{n=1}^{\lfloor \sigma \rfloor} \frac{f^{(n)}(r_0)}{n!} (r_1 - r_0)^n + \frac{f^{(\lfloor \sigma \rfloor + 1)}(r_2)}{\lfloor \sigma \rfloor + 1)!} (r_1 - r_0)^{\lfloor \sigma \rfloor + 1}
\]
for some \( r_2 \in (r_0, r_1) \).

Now we estimate the third summand in (5.15). We first consider the case \( \sigma > 1 \) and \( \sigma \notin \mathbb{N} \). Let \( \varepsilon = \lfloor \sigma \rfloor - \sigma + 1 \) and \( 0 < \varepsilon' < \varepsilon \). Then, by (5.13), we have
\[
f^{(\lfloor \sigma \rfloor + 1)}(r_2) = -\tau \sigma (\sigma - 1) \ldots (\sigma - (\lfloor \sigma \rfloor + 1)) r^{\sigma - (\lfloor \sigma \rfloor + 1)} \ln \frac{r_2}{h_{1/\tau}^{1/\tau}} \exp \left\{ \sum_{l=0}^{\lfloor \sigma \rfloor} \frac{1}{\sigma - l} \right\},
\]
for \( h > 0 \) and \( r_2 \in (r_0, r_1) \). Since
\[
\ln \left( \frac{r_2}{h_{1/\tau}^{1/\tau}} \exp \left\{ \sum_{l=0}^{\lfloor \sigma \rfloor} \frac{1}{\sigma - l} \right\} \right) \leq L_{\tau, \sigma, h} r_2^{\varepsilon'},
\]
for \( r_2 > 0 \),
for some constant $L_{r,\sigma,h} > 0$. Using that $r_1 - r_0 < 1, r_0 < r_2$ and $\varepsilon' < \varepsilon$, we obtain

$$
\sum_{n=2}^{\lfloor \sigma \rfloor} \frac{\sigma(\sigma - 1) \ldots (\sigma - n + 1)}{n!} h^{-n} e^{-n} W(\mathcal{R}) + \sum_{l=1}^{\sigma-1} \frac{1}{\sigma - l} W(\mathcal{R})
$$

where the last inequality follows from the fact that $W(\mathcal{R})(h,k) > 0$ when $h > 0$ and $k > e$.

Next, we estimate the second term in (5.15). Since $f'(r_0) = 0$ that term is equal to zero when $1 < \sigma < 2$, so it remains to consider the case $\sigma \geq 2$.

We have

$$
\sum_{n=2}^{\lfloor \sigma \rfloor} \frac{\sigma(\sigma - 1) \ldots (\sigma - n + 1)}{n!} h^{-n} e^{-n} W(\mathcal{R}) + \sum_{l=1}^{\sigma-1} \frac{1}{\sigma - l} W(\mathcal{R})
$$

where

$$
\sum_{n=2}^{\lfloor \sigma \rfloor} \frac{\sigma(\sigma - 1) \ldots (\sigma - n + 1)}{n!} h^{-n} e^{-n} W(\mathcal{R}) + \sum_{l=1}^{\sigma-1} \frac{1}{\sigma - l} W(\mathcal{R})
$$

By the similar procedure as in the in the proof of (5.11) we can find $B_{r,\sigma,h} > 0$ such that

$$
\frac{1}{\sigma - 1} W(\mathcal{R}) + \sum_{l=1}^{\sigma-1} \frac{1}{\sigma - l} W(\mathcal{R}) \leq \frac{\sigma}{\sigma - 1} W(\mathcal{R}).
$$

if and only if $k \geq B_{r,\sigma,h}$.

We use the simple inequality

$$
e^{(\varepsilon-\varepsilon)x} < \frac{1}{D} \cdot e^{cx}, \text{ if and only if } x > \frac{\ln D}{\varepsilon}, \ c, D, \varepsilon > 0,$$
with \( c = \sigma / (\sigma - 1) \), \( \varepsilon = 2 / (\sigma - 1) \), \( D = 2h^{2-\sigma / \tau} e^{\sigma / (\sigma - 1)} \bar{L}_{\tau, \sigma, h} \), where \( \bar{L}_{\tau, \sigma, h} \) is given as above (cf. (5.18)). We obtain
\[
e^{\sigma - 2} W^0(\mathfrak{R}) \leq \frac{1}{2L_{\tau, \sigma, h}} \sigma \tau^{-\sigma / \tau} \left( \frac{\sigma - 1}{\sigma} \right)^{\sigma / \tau} W^{-\sigma / \tau}(\mathfrak{R}) \ln \frac{\sigma}{\sigma - 1} k, \quad (5.20)
\]
if and only if \( W(\mathfrak{R}) > \frac{\ln D}{\varepsilon} \). Similarly as in (5.12), inequality (5.20) holds if and only if \( k > \tilde{B}_{\tau, \sigma, h} \) for some \( \tilde{B}_{\tau, \sigma, h} > 0 \). Note that for (5.20) we also use (5.8).

Therefore, by (5.18), (5.19) and (5.20) it follows that the second term in (5.15) is bounded by
\[
(2^\sigma - 1)^{-1 / \sigma} \left( \frac{\sigma - 1}{\sigma} \right)^{\sigma / \tau} W^{-\sigma / \tau}(\mathfrak{R}) \ln \frac{\sigma}{\sigma - 1} k.
\]

Finally, by (5.10), (5.15), (5.16) and (5.17) we have
\[
\sup_{p \in \mathbb{N}} \ln \frac{h^p k^p}{p!} \geq f(r_1) \geq \tau^{-1 / \sigma} \left( \frac{\sigma - 1}{\sigma} \right)^{\sigma / \tau} W^{-\sigma / \tau}(\mathfrak{R}) \ln \frac{\sigma}{\sigma - 1} k - H_{\tau, \sigma, h}
\]
\[
- (2^\sigma - 1)^{-1 / \sigma} \left( \frac{\sigma - 1}{\sigma} \right)^{\sigma / \tau} W^{-\sigma / \tau}(\mathfrak{R}) \ln \frac{\sigma}{\sigma - 1} k - H_{\tau, \sigma, h},
\]
for suitable \( H_{\tau, \sigma, h} > 0 \) and \( k > \max\{e, B_{\tau, \sigma, h}, \tilde{B}_{\tau, \sigma, h}\} \). Therefore, we obtain the left-hand side of (5.1) and the proof is finished.
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