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• We improve spectral properties of isogeometric multipatch discretizations via a variational approach based on perturbed eigenvalue analysis.

• We present an iterative procedure to estimate optimal scaling parameters such that the outlier frequencies are effectively reduced.

• Our approach allows for a much larger critical time-step size in explicit dynamics, independently of the polynomial degree.
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Abstract

A key advantage of isogeometric discretizations is their accurate and well-behaved eigenfrequencies and eigenmodes. For degree two and higher, however, optical branches of spurious outlier frequencies and modes may appear due to boundaries or reduced continuity at patch interfaces. In this paper, we introduce a variational approach based on perturbed eigenvalue analysis that eliminates outlier frequencies without negatively affecting the accuracy in the remainder of the spectrum and modes. We then propose a pragmatic iterative procedure that estimates the perturbation parameters in such a way that the outlier frequencies are effectively reduced. We demonstrate that our approach allows for a much larger critical time-step size in explicit dynamics calculations. In addition, we show that the critical time-step size obtained with the proposed approach does not depend on the polynomial degree of spline basis functions.
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1. Introduction

Isogeometric analysis (IGA) was first introduced in 2005 as a computational framework to improve the integration of computer-aided design (CAD) and finite element analysis (FEA) [1]. Compared with classical $C^0$ FEA, isogeometric discretizations exhibit better spectral properties [2, 3, 4, 5]. While the upper part of the spectrum in classical FEA is inaccurate [6, 7] and the errors diverge with increasing interpolation degree $p$, almost the entire spectrum converges with increasing $p$ in the case of smooth isogeometric discretizations [2, 3, 4, 5]. A small number of modes, however, form the so-called optical branch at the end of the spectra and are denoted as “outliers” [8, 9]. Isogeometric discretizations using multiple patches with lower smoothness at patch interfaces increase the number of spurious outlier frequencies [5], as illustrated in Figure 1. In the case where the number of patches equals the number of elements (dark red curves), the outliers form the well-known three branches of cubic $C^0$ finite elements in classical FEA, see e.g. [3]. We can also see that the highest frequencies are significantly overestimated, which may negatively affect the
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stable critical time-step size in explicit dynamics calculations. The outlier modes, illustrated in Figure 2 for a single-patch discretization and Figure 3 for a two-patch discretization, behave in a spurious manner and may negatively affect the solution accuracy and robustness, particularly in hyperbolic problems [3]. We observe two types of outliers: one with all strain energy located near the boundaries (Figures 2, 3c) and one near the patch interface (Figure 3a), to which we refer as boundary and interior outliers, respectively. For an in-depth discussion of these outlier types, we refer to [5] (interior outliers) and [8, 10] (boundary outliers). Some of the outlier modes result from the combination of boundary and interior outliers, as illustrated in Figures 3b and d. We list the number of interior outliers in Tables 1 and 2 for univariate multipatch discretizations of second-order and fourth-order problems, respectively, after removing the boundary outliers using the reduced spline basis introduced in [10]. We count the number of interior outliers as a function of the degree $p$ and the number of patches $n_{pa}$. We also note that the total number of outliers is obtained by adding the number of interior outliers when the boundary ones are removed, and the number of boundary outliers when the interior outliers are not present. For counting boundary outliers dependent on the boundary types and the degree $p$, we refer to [10]. For multivariate tensor-product discretizations, the authors of [10] also provide formulas for the number of boundary outliers for multivariate tensor-product discretizations, which can be straightforwardly extended to discretizations with interior outliers.
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(a) Normalized frequencies (b) $L^2$ errors in the mode shapes

Figure 1: Normalized frequencies and $L^2$ errors in the mode shapes of a free vibrating bar with free boundary conditions, unit length and unit material parameters, computed with cubic $C^2$ B-splines ($p = 3$), $N = 1050$ modes and increasing number of patches with $C^0$ continuity at patch interfaces. The rigid body mode is excluded.

The first idea on how to remove boundary outliers in an IGA context was based on the nonlinear parameterization of the domain via a uniform distribution of the control points [9]. On the one hand, this approach removes the outliers for arbitrary degree $p$. On the other hand, a nonlinear parameterization changes the original geometry representation from CAD, which contradicts the isogeometric paradigm of using the same geometry in design and analysis. Furthermore, in [10], the authors verified that this approach leads to a loss of spatial accuracy of the low modes and frequencies. In more recent contributions [10, 11, 12], the authors imposed additional boundary constraints arising from higher-order eigenvalue problems, either by building constraints into the
Figure 2: Discrete outlier modes \( U_n^h \) (blue) corresponding to the example of the free bar studied in Figure 1, computed with one patch of cubic \( C^2 \) B-splines \( (p = 3) \) and discretized with 30 elements. These modes behave significantly differently compared to the exact modes (gray) \( U_n = \cos(\pi n) \), \( n = 1, \ldots, N \), where \( N = 33 \) is the number of modes.

\[
\begin{array}{cccccc}
\text{Number of patches} & 2 & 3 & 4 & 5 & p \\
2 & 1 & 2 & 3 & 4 & p-1 \\
3 & 2 & 4 & 6 & 8 & 2(p-1) \\
\end{array}
\]

\( \text{n}_{\text{pa}} \) 

\[ n_{\text{pa}} - 1 \quad 2(n_{\text{pa}} - 1) \quad 3(n_{\text{pa}} - 1) \quad 4(n_{\text{pa}} - 1) \quad (n_{\text{pa}} - 1)(p-1) \]

Table 1: Number of interior outlier modes in one-dimensional multipatch discretizations with \( C^0 \) patch continuity applied to a second-order problem, e.g. the axial vibration of a bar.

\[
\begin{array}{cccccc}
\text{Number of patches} & 2 & 3 & 4 & 5 & 6 & p \\
2 & 1 & 2 & 3 & 4 & 5 & p-2 \\
3 & 2 & 4 & 6 & 8 & 2(p-2) \\
\end{array}
\]

\( \text{n}_{\text{pa}} \) 

\[ n_{\text{pa}} - 1 \quad 2(n_{\text{pa}} - 1) \quad 3(n_{\text{pa}} - 1) \quad 4(n_{\text{pa}} - 1) \quad (n_{\text{pa}} - 1)(p-2) \]

Table 2: Number of interior outlier modes in one-dimensional multipatch discretizations with \( C^1 \) patch continuity applied to a fourth-order problem, e.g. the transverse vibration of a beam.

basis [10, 12] or via penalization [11], to improve the spectral properties of isogeometric discretizations. The strong approach entirely removes the outlier frequencies and modes for arbitrary degree \( p \) in one- and multidimensional settings. The penalty approach reduces the outlier frequencies, but does not remove the corresponding spurious outlier modes. An alternative treatment is the penalty approach introduced in [13] that imposes additional higher-order continuity constraints at interfaces of multipatch discretizations, as well as the first-order derivative at the Neumann boundary, i.e. a penalty treatment of both boundary and interior outliers. The authors reported an improvement of the eigenvalue spectra after removing “unphysical” modes using a cut-off normalized eigenvalue. The penalty approach of [13], using large values of penalty parameters, serves purely as an indicator for the outlier eigenvalues / frequencies such that these are identified easily,
Figure 3: Discrete outlier modes $U_n^h$ (blue) corresponding to the example of the free bar studied in Figure 1, computed with two patches of cubic $C^2$ B-splines ($p = 3$), and $C^0$ patch continuity. Each patch is discretized with 15 elements. These modes behave significantly different compared to the exact modes (gray) $U_n = \cos(\pi n)$, $n = 1, \ldots, N$, where $N = 35$ is the number of modes.

as verified in subsequent sections in this paper. Another approach is to weakly enforce the continuity constraints at patch interfaces in the framework of mortar methods [14, 15], or to apply the optimally-blended quadratures [16] that can suppress the boundary outlier [17, 18, 19] as well as the interior outlier frequencies [5].

Alternatively, the highest frequencies may be reduced via mass scaling. Its idea is to add artificial terms to the mass matrix in such a way that high frequencies are affected and any negative impact on the lower frequencies and modes is kept at a minimum. A widely used variant scales the density in combination with mass lumping, see e.g. [20]. One existing mass-scaling technique is to add a weighting of some form of stiffness matrix as a mass scaling [21, 22, 23, 24]. The approach is then called selective mass scaling when it targets specific frequencies and modes [22]. In another technique, the added mass follows from a penalized Hamilton’s principle [25, 26], which is a variationally consistent approach. Further artificial mass terms are also developed to optimize accuracy and efficiency in e.g. [27, 28].

In this paper, we introduce a novel variational approach based on perturbed eigenvalue analysis
that improves the spectral properties of isogeometric multipatch discretizations. We combine the ideas of penalizing both the stiffness and the mass matrix [11] and of adding higher-order continuity constraints at patch interfaces [13] to arrive at an improved suppression of the interior outlier frequencies. In particular, we add scaled perturbation terms that weakly enforce the patch continuity constraints of [13] to both the stiffness and the mass matrix. We note that this approach results in modified left- and right-hand sides of the standard formulation in explicit dynamics, where the term involving the stiffness matrix affects the right-hand side residual. This differs from a mass scaling approach which modifies only the mass matrix. To remove boundary outliers, we combine the proposed variational approach with the methodology introduced in [10]. The proposed approach is consistent given that the analytical solution satisfies the patch continuity constraints of [13], i.e. the solution is sufficiently smooth, as well as the additional boundary constraints of [10]. Moreover, we introduce an approach for estimating optimal scaling parameters of the perturbation term, in the sense that the outlier frequencies are effectively reduced and the accuracy in the remainder of the spectrum and modes is not negatively affected. We also show how this approach can be cast into a pragmatic iterative procedure that can be readily implemented in any IGA framework.

We discuss different perturbation variants, such as perturbation of the stiffness matrix only (equivalent with the approach of [13]), perturbation of the mass matrix only (equivalent with a selective mass scaling approach), and perturbation of both stiffness and mass matrices. The proposed iterative procedure can also be applied to approximate the optimal scaling parameters for the approach of [11] such that the boundary outliers are optimally suppressed. We verify numerically via spectral analysis of second- and fourth-order problems that the proposed approach improves spectral properties of isogeometric multipatch discretizations in one- and multidimensional settings. For the examples of membrane and plate structures in an explicit dynamics setting, we confirm that our approach maintains spatial accuracy and enables a larger critical time-step size. We also demonstrate that it is effective irrespective of the polynomial order $p$.

The structure of the paper is as follows: In Section 2, we derive the variational formulation based on perturbed eigenvalue analysis. In Section 3, we motivate the iterative scheme for parameter estimation, focusing on a one-dimensional problem. In Section 4, we generalize our approach to multidimensional discretizations, including its practical implementation, and demonstrate its effectiveness for discretizations of second- and fourth-order problems. In Section 5, we discuss its advantages in explicit dynamics. In Section 6, we summarize our results and draw conclusions.

2. Variational formulation

We start this section with a brief review of the equations of motion that govern free vibrations of an undamped linear structural system, and derive the corresponding generalized eigenvalue problem in the continuous and discrete settings. We then introduce a variational formulation based on a perturbed eigenvalue problem that weakly enforces additional continuity constraints at patch interfaces. These additional constraints suppress only the interior outliers and do not negatively affect the important low frequency part.

2.1. Natural frequencies and modes

The equation of motion that governs the free vibration of an undamped linear structural system is:

$$K u(x, t) + M \frac{d^2}{dt^2} u(x, t) = 0, \quad x \in \Omega, \quad t > 0. \quad (1)$$
Here, $M$ and $K$ are the mass and stiffness operators, respectively, and $u(x, t)$ is the displacement of a point $x$ in the domain $\Omega$. Using separation of variables, the displacement can be expanded in terms of the eigenmodes $U_n(x)$ and the time-dependent coefficients $T_n(t)$, that is $u(x, t) = \sum_n U_n(x) T_n(t)$. Substitution in (1) leads to two results. Firstly, $T_n(t) = C_+ e^{i\omega_n t} + C_- e^{-i\omega_n t}$, which satisfies the equation:

\[
\frac{d^2}{dt^2} T_n(t) + \omega_n^2 T_n(t) = 0,
\]

and describes an oscillation at a frequency $\omega_n$. Here, $C_+$ and $C_-$ are constants determined from initial conditions. Secondly, it results in the strong form of the generalized eigenvalue problem in the continuous setting, that is: find eigenmodes $U_n(x)$ and eigenfrequencies $\omega_n$, $(U_n, \omega_n) \in \mathcal{V} \times \mathbb{R}^+$ such that:

\[
(K - \omega_n^2 M) U_n(x) = 0.
\]

Here, $\mathcal{V}$ is the space of functions with sufficient regularity that allows the differential operators in $M$ and $K$ to be applied.

Applying the standard Galerkin method and subsequently discretizing with $N$ finite element basis functions $B_i(x)$ results in the following semi-discrete system of equations:

\[
K u^h(t) + M \frac{d^2}{dt^2} u^h(t) = 0,
\]

where $K$ and $M$ denote the stiffness and consistent mass matrix, respectively, and $u^h(t)$ is the unknown time-dependent displacement vector, such that:

\[
u^h(x, t) = [B_1(x) \, \ldots \, B_N(x)] u^h(t), \quad u^h(x, t) \in \mathcal{V}^h \subset \mathcal{V}.
\]

Here, $u^h(x, t)$ is the discrete displacement and $\mathcal{V}^h$ is a discrete space spanned by sufficiently smooth basis functions $B_i(x)$, $i = 1, \ldots, N$. The corresponding discrete eigenvalue problem can be expressed in the following matrix equation:

\[
K U^h_n = (\omega^h_n)^2 M U^h_n,
\]

where $U^h_n$ denotes the vector of unknown coefficients corresponding to the $n^{th}$ discrete eigenmode $U^h_n$, and $\omega^h_n$ is the $n^{th}$ discrete eigenfrequency.

2.2. Perturbed second- and fourth-order eigenvalue problems

In this paper, we focus on second-order eigenvalue problems involving rods and membranes, and fourth-order problems involving square plate structures. These are of unit size and unit material parameters and include either homogeneous Dirichlet or homogeneous Neumann boundary conditions. Since we consider spaces with sufficient regularity, as discussed in the previous subsection, the minimum patch continuity of multipatch discretizations is $C^0$ and $C^1$ for second- and fourth-order problems, respectively. We employ spaces of $C^{p-1}$ B-splines of degree $p$ that are free of boundary outliers, i.e. spaces with outlier removal constraints that are strongly enforced at the boundary [10].
Remark 2.1. The choice of unit material parameters, i.e. unit mass and stiffness, is not a realistic scenario and does not represent the true conditioning of the problem. In this paper, however, this choice is trivial since we mostly look at the normalized eigenfrequency. We plan to further study realistic scenarios and the problem conditioning in future research.

The discrete eigenvalue problem (5) can be expressed in the following variational form: find $(U^h_n, \omega^h_n) \in V^h \times \mathbb{R}^+$, for $n = 1, 2, \ldots, N$, such that:

$$a(U^h_n, v^h) = (\omega^h_n)^2 b(U^h_n, v^h) \quad \forall v^h \in V^h \subset V.$$ (6)

Here, the bilinear form $b(\cdot, \cdot)$ is:

$$b(u^h, w^h) = \int_{\Omega} u^h w^h \, dx.$$ (7)

The bilinear form $a(\cdot, \cdot)$ of a discrete second-order eigenvalue problem is:

$$a(u^h, w^h) = \int_{\Omega} \nabla u^h \cdot \nabla w^h \, dx,$$ (8)

which corresponds to the second-order stiffness operator of the strong form (3):

$$K := -\Delta = -\sum_{k=1}^d \frac{\partial^2}{\partial x_k^2} \quad d = 1, 2, 3,$$ (9)

where $d$ is the dimension of the problem.

For fourth-order problems, the bilinear form $a(\cdot, \cdot)$ is:

$$a(u^h, w^h) = \int_{\Omega} \Delta u^h \Delta w^h \, dx,$$ (10)

which corresponds to the bi-harmonic operator:

$$K = \Delta^2 = \Delta \Delta.$$ (11)

In two-dimensional settings, i.e. the case of a vibrating plate, we consider the simply supported boundary conditions in this paper, since only the analytical solution of this case is known [29].

For improving the spectral properties of isogeometric multipatch discretizations, focussing on the interior outliers, we weakly enforce the following $C^{p-1}$ continuity constraints at patch interfaces:

$$[\partial^l_{\nu} U_n(x)] = 0 \quad \text{on} \: \Gamma^e, \: l = 1, \ldots, p - 1,$$ (12)

where $\Gamma^e$ denotes the $e^{th}$ patch interface, $e = 1, \ldots, E$ and $E$ is the number of patch interfaces. $\nu$ denotes the outward unit normal to the patch interface, and $[\cdot]$ denotes the jump across the interface, $[w] = w_+ - w_-$. The $l^{th}$ constraint of (12), i.e. the $C^l$ continuity constraint, at the $e^{th}$ patch interface corresponds to the bilinear form:

$$c^l_e(u^h, w^h) = \int_{\Gamma^e} [\partial^l_{\nu} u^h] [\partial^l_{\nu} w^h] \, dx.$$ (13)
We propose the following variational formulation for perturbing the eigenvalue problem (6) that weakly enforces (12): find \((\tilde{U}_n^h, \tilde{\omega}_n^h) \in \mathcal{V}^h \times \mathbb{R}^+\), for \(n = 1, 2, \ldots, N\), such that \(\forall \, \nu^h \in \mathcal{V}^h \subset \mathcal{V}\):

\[ a(\tilde{U}_n^h, \nu^h) + \sum_{l=1}^{p-1} \sum_{e=1}^\mathcal{E} \alpha^l_e \, c^l_e(\tilde{U}_n^h, \nu^h) = (\tilde{\omega}_n^h)^2 \left[ b(\tilde{U}_n^h, \nu^h) + \sum_{l=1}^{p-1} \sum_{e=1}^\mathcal{E} \beta^l_e \, c^l_e(\tilde{U}_n^h, \nu^h) \right], \tag{14}\]

where \(\alpha^l_e\) and \(\beta^l_e\) are scaling factors of the perturbation \(c^l_e(\cdot, \cdot)\). The tilde in the superscript of \(\tilde{U}_n^h\) and \(\tilde{\omega}_n^h\) distinguishes the eigenmode and frequency corresponding to the perturbed eigenvalue problem (15) from those corresponding to the standard non-perturbed problem (6).

Based on empirical observation, we find that, for uniform discretizations, \(\alpha^l_1 = \cdots = \alpha^l_\mathcal{E} = \alpha^l\) and \(\beta^l_1 = \cdots = \beta^l_\mathcal{E} = \beta^l\). The variational formulation (14) then becomes: find \((\tilde{U}_n^h, \tilde{\omega}_n^h) \in \mathcal{V}^h \times \mathbb{R}^+\), for \(n = 1, 2, \ldots, N\), such that \(\forall \, \nu^h \in \mathcal{V}^h \subset \mathcal{V}\):

\[ a(\tilde{U}_n^h, \nu^h) + \sum_{l=1}^{p-1} \alpha^l \, c^l(\tilde{U}_n^h, \nu^h) = (\tilde{\omega}_n^h)^2 \left[ b(\tilde{U}_n^h, \nu^h) + \sum_{l=1}^{p-1} \beta^l \, c^l(\tilde{U}_n^h, \nu^h) \right], \tag{15}\]

where

\[ c^l(u^h, w^h) = \sum_{e=1}^\mathcal{E} c^l_e(u^h, w^h). \tag{16}\]

The matrix equation of the perturbed eigenvalue problem (15) is:

\[ \left( \mathbf{K} + \sum_{l=1}^{p-1} \alpha^l \mathbf{K}_l^T \right) \tilde{\mathbf{U}}_n^h = (\tilde{\omega}_n^h)^2 \left( \mathbf{M} + \sum_{l=1}^{p-1} \beta^l \mathbf{K}_l^T \right) \tilde{\mathbf{U}}_n^h, \tag{17}\]

where the stiffness matrix \(\mathbf{K}\) and the consistent mass matrix \(\mathbf{M}\) correspond to the bilinear forms \(a(\cdot, \cdot)\) from (8) or (10) and \(b(\cdot, \cdot)\) from (7), respectively, which are symmetric positive definite matrices; and the perturbation matrix \(\mathbf{K}_l^T\) corresponds to the bilinear form \(c^l(\cdot, \cdot)\) from (16), which is a symmetric positive semi-definite matrix.

We note that the proposed approach (14) is applicable to non-uniform discretizations while the approach (15) is developed for uniform mesh discretizations. In this paper, we focus on uniform discretizations.

2.3. A note on consistency vs. variational consistency

Consistency and variational consistency are important properties of a finite element formulation. They play key roles in error analysis and are necessary for ensuring optimal orders of convergence of the method [6, 7, 30]. Additionally, they guarantee that the method yields the true solution if that solution lies in the trial function space. The variational approach proposed in the previous subsection is consistent when the true solution is sufficiently smooth, but it is not variationally consistent.

Variational consistency relates to the equivalence of the strong and weak forms in the limit \(h \to 0\), with \(h\) being the characteristic mesh size. If the formulation is also stable, and when the data (body force and boundary conditions) are sufficiently regular, then variational consistency ensures that the finite element approximation converges to the strong solution with mesh refinement [6, 7, 30]. The variational formulation (14) is not equivalent to the strong formulation of the
eigenvalue problem (3) as \( h \to 0 \). Instead, we obtain the following alternative strong formulation after performing integration by parts on a patch level:

\[
\left( \mathcal{K} - (\omega_n^h)^2 \mathcal{M} \right) U_n(x) = 0 \quad \text{in } \Omega, \tag{18a}
\]

\[
\left[ \partial_l^l U_n(x) \right] = 0 \quad \text{on } \Gamma, \ l = 1, \ldots, p - 1, \quad \tag{18b}
\]

where \( \Gamma \) is a collection of all patch interfaces. This corresponds to the following strong form of the governing equation of free vibrations:

\[
\mathcal{K} u(x, t) + \mathcal{M} \frac{d^2}{dt^2} u(x, t) = 0 \quad \text{in } \Omega, \tag{19a}
\]

\[
\left[ \partial_l^l u(x, t) \right] = 0 \quad \text{on } \Gamma, \ l = 1, \ldots, p - 1, \quad \tag{19b}
\]

which thus involves more constraints on jumps of higher order derivatives across the patch interface compared to the strong form (1).

In a broader sense, consistency refers to some specific solution. A formulation is consistent with respect to the solution \( u_{\text{true}} \) if the variational statement is satisfied when \( u_{\text{true}} \) is substituted in the trial function slot. This property immediately implies a form of Galerkin orthogonality with respect to \( u_{\text{true}} \), i.e.:

\[
a(u_{\text{true}} - u^h, v^h) = 0 \quad \forall \ v^h \in V_h \subset V \quad \tag{20}
\]

Céa’s lemma then only requires that the formulation satisfies a stability criterion (i.e., coercivity) to yield the optimal order of convergence to the solution \( u_{\text{true}} \) in the natural norm \([6, 30]\):

\[
\| u_{\text{true}} - u^h \|_{H^1} \leq C_b \min_{v^h \in V_h} \| u_{\text{true}} - v^h \|_{H^1} \quad \tag{21}
\]

where \( C_b \) is the boundedness coefficient and \( C_c \) is the coercivity coefficient.

Our formulation (14) is consistent with respect to solutions that satisfy the conditions of (19). This means that we can expect to converge optimally to solutions that satisfy these conditions. Put simply, we can expect to converge optimally for solutions in \( H^p(\Omega) \). Such solutions often correspond to system response governed by free vibrations. For an isogeometric discretization, these are generally the solutions we focus on, since the optimal order of convergence to a function in \( H^m(\Omega) \) in the \( H^3(\Omega) \) norm is \( \min(p + 1, m) - q \), with \( 0 \leq q = \min(p + 1, m, s) \), where \( p \) is the polynomial degree of the B-spline basis function, \( m \) is the order of smoothness of the solution, and \( s \) is the minimum global regularity of the basis functions \([31, 32]\). We thus see that our formulation is consistent with respect to solutions for which the B-spline discretization yields optimal convergence and not for those solutions for which the B-spline discretization convergences suboptimally anyway.

3. Parameter estimation for a one-dimensional case study

In the next step, we will address the systematic choice of the open parameters \( \alpha \) and \( \beta \) in (17). To approach this aspect, we consider the perturbed eigenvalue problem (17) of a fixed bar (unit length, unit axial stiffness, unit mass), discretized by a univariate multipatch discretization with quadratic \( C^1 \) B-splines \( (p = 2) \) and sufficient regularity, i.e. \( C^0 \) patch continuity. The perturbed eigenvalue problem (17) then simplifies to:

\[
[\mathbf{K} + \alpha \mathbf{K}_\Gamma] \bar{\mathbf{U}}_n^h = (\bar{\omega}_n^h)^2 [\mathbf{M} + \beta \mathbf{K}_\Gamma] \bar{\mathbf{U}}_n^h, \quad n = 1, \ldots, N. \quad \tag{22}
\]

We consider a discretization of two patches \( (n_{\text{pa}} = 2) \). The resulting spectrum consists of one interior outlier frequency (see Table 1) which is the maximum frequency.
3.1. First-order approximation of the perturbation

The objective of the perturbation is to ensure that $\tilde{\omega}^h$ is a good approximation to the true eigenfrequency over the complete spectrum. Specifically, the parameters $\alpha$ and $\beta$ need to be chosen to reduce the severely over-estimated maximum $\omega^h$ without compromising the accuracy of the lower $\omega^h$'s. Focusing on the highest frequency mode, relation (22) becomes:

\[
K\tilde{U}^h_{max} + (\alpha - \beta (\tilde{\omega}^h_{max})^2)K_\Gamma \tilde{U}^h_{max} = (\tilde{\omega}^h_{max})^2 M\tilde{U}^h_{max},
\]

and after premultiplying by $\tilde{U}^h_{max}^T$:

\[
\tilde{U}^h_{max}^T K\tilde{U}^h_{max} + (\alpha - \beta (\tilde{\omega}^h_{max})^2)\tilde{U}^h_{max}^T K_\Gamma \tilde{U}^h_{max} = (\tilde{\omega}^h_{max})^2 U^h_{max}^T M U^h_{max},
\]

where we assume that the eigenmodes are normalized with respect to the unperturbed mass matrix (i.e., $\tilde{U}^h_{max}^T M \tilde{U}^h_m = \delta_{nm}$).

A first order approximation of a perturbed eigenvalue problem reveals that $(\tilde{\omega}^h_{max})^2$ changes with order $O(\|U^h_{max}\|^2)$ and eigenmode $U^h_{max}$ changes with order $O(\|U^h_{max}\|^2 / (\omega^h_{max})^2)$ [33, Section 15.4]. Since $\omega^h_{max}$ is large, the relative change in eigenmodes can be expected to be much smaller than the relative change in frequencies. This implies that, for small $\alpha$ and $\beta$, we may approximate $\tilde{U}^h_{max} \approx U^h_{max}$ and thus also:

\[
\tilde{U}^h_{max}^T K\tilde{U}^h_{max} \approx U^h_{max}^T KU^h_{max} = (\omega^h_{max})^2 U^h_{max}^T M U^h_{max} = (\omega^h_{max})^2.
\]

3.2. Identifying (un)suitable parameter windows

To help identify suitable ranges of parameter values, we choose to write $\beta$ in terms of $\alpha$ and a scaling factor $f$ as:

\[
\beta = f \frac{1}{(\tilde{\omega}^h_{max})^2} \alpha.
\]

Substitution of (25) and (26) into (24) gives:

\[
\alpha (1 - f) = \frac{(\tilde{\omega}^h_{max})^2 - (\omega^h_{max})^2}{U^h_{max}^T K_\Gamma U^h_{max}}.
\]

Depending on our choice of the scaling factor $f$, we can identify different parameter windows that we will briefly discuss in the following.

Case $f = 0$ (no perturbation of the mass matrix): The left-hand side is positive for positive choice of $\alpha$. This necessarily means that $\tilde{\omega}^h_{max} > \omega^h_{max}$, which is precisely not our goal: the frequency $\omega^h_{max}$ needs to be reduced. Adding perturbations only to the stiffness matrix is thus unsuitable for improving the spectrum.

We note that this case is equivalent to the formulation introduced in [13], excluding the penalty terms on the Neumann boundary and at cross-points. In Figure 4, we illustrate the discrete frequencies of a fixed bar with values for $\alpha$ that are scaled with $1/h$ based on [13], without removing any outlier frequency. We note that $\alpha$ scaled with $1/h$ is not a consistent scaling factor of the matrices $K$ and $K_\Gamma$ (to the contrary, a consistent scaling factor would be $\alpha = h$). As expected, we observe in Figure 4 that the outlier frequency $\tilde{\omega}^h_N$ increases with increasing $\alpha$. 
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\( \alpha = 0 \)
\( \alpha = \frac{1}{h} \)
\( \alpha = \frac{10}{h} \)
\( \alpha = \frac{100}{h} \)

Figure 4: Discrete frequencies of a freely vibrating fixed bar, computed with \( f = 0 \) and different values of \( \alpha \) chosen according to [13]. We apply two patches of quadratic \( C^1 \) B-splines and discretize each patch with 25 elements \( (h = 0.01) \).

**Remark 3.1.** Instead of ordering the discrete frequencies in ascending order, as is typically done, the frequencies in Figures 4 to 7 are ordered in such a way that the corresponding analytical frequencies are ascending. The corresponding pairs of discrete and analytical frequencies are identified by inspecting the corresponding mode shapes. In particular, we find the discrete mode that best fits, in the \( L^2 \) sense, a certain analytical mode.

**Case \( 0 < f < 1 \):** The left-hand side of (27) is also positive when \( \alpha \) is chosen larger than zero, i.e. \( \tilde{\omega}^h_{\text{max}} > \omega^h_{\text{max}} \). Thus, a choice of \( f \) in \((0,1)\) does not improve the spectrum. In Figure 5, we illustrate the discrete frequencies of a fixed bar using \( f = 0.5 \). We choose \( \alpha = h \) and \( \beta = \alpha f/(\omega^h_N)^2 \), where \( \omega^h_N \) is the \( N \)th frequency of the non-perturbed eigenvalue problem, i.e. the maximum outlier frequency. As expected, \( \omega^h_N \) increases.

**Figure 5:** Discrete frequencies of a freely vibrating fixed bar, computed with \( f = 0.5 \). We apply two patches of quadratic \( C^1 \) B-splines and discretize each patch with 25 elements.

**Case \( f > 1 \):** For a choice of \( \alpha \) larger than zero, the left-hand side of (27) is negative, such that \( \tilde{\omega}^h_{\text{max}} < \omega^h_{\text{max}} \). We thus observe that it is the mass matrix to which we should add the perturbation
to improve the spectrum. In Figure 6, we illustrate the discrete frequencies of a fixed bar computed with a value $f = 2$. We compute $\alpha$ and $\beta$ using (26)-(27). As expected, the resulting frequency $\tilde{\omega}_N^h$ is reduced.

![Figure 6: Discrete frequencies of a freely vibrating fixed bar, computed with $f = 2$. We apply two patches of quadratic $C^1$ B-splines and discretize each patch with 25 elements.](image)

**Case $\alpha = 0$ and $\beta > 0$:** Based on the previous observation, we may consider only adding the perturbation to the mass matrix, which can be interpreted as an approach of selective mass scaling [22, 25]. In this case, values of $\beta$ that are scaled with $h^3$ are consistent scaling factors of the matrices $M$ and $K_\Gamma$. In Figure 7, we illustrate the discrete frequencies of a fixed bar using a factor $\beta = h^3$. We observe that the outlier frequency is also effectively reduced.

![Figure 7: Normalized frequencies of a freely vibrating fixed bar, computed with $\alpha = 0$, $\beta = h^3$. We apply two patches of quadratic $C^1$ B-splines and discretize each patch with 25 elements.](image)

3.3. An iterative scheme based on first-order perturbed eigenvalue analysis

In this work, we focus on the parameter estimation in the case of perturbing both the stiffness and mass matrix that reduces the outlier frequency, i.e. the case of $f > 1$. 
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3.3.1. Suppressing a single outlier frequency

Based on the first-order perturbation discussed above, we propose to use the following iterative procedure for approximating $\alpha$ and $\beta$ in the case $f > 1$:

$$\alpha^{(i)} = \left( \frac{\omega_{\text{max}}^{h*}}{\hat{\omega}_{\text{max}}^{h(i-1)}} \right)^2 - \hat{U}_{\text{max}}^{h(i-1)T} \mathbf{K} \hat{U}_{\text{max}}^{h(i-1)} \frac{1}{\hat{U}_{\text{max}}^{h(i-1)T} \mathbf{K} \hat{U}_{\text{max}}^{h(i-1)} - 1 - f},$$

$$\beta^{(i)} = f \frac{1}{\left( \frac{\omega_{\text{max}}^{h*}}{\hat{\omega}_{\text{max}}^{h(i-1)}} \right)^2} \alpha^{(i)},$$

where $\hat{\omega}_{\text{max}}^{h(i-1)}$ correspond to the eigenvalue problem (22) that is:

$$\left( \mathbf{K} + \alpha^{(i-1)} \mathbf{K}_\Gamma \right) \hat{U}_n^{h(i-1)} = (\tilde{\omega}_n^{h(i-1)})^2 \left( \mathbf{M} + \beta^{(i-1)} \mathbf{K}_\Gamma \right) \hat{U}_n^{h(i-1)},$$

and $\omega_{\text{max}}^{h*}$ is the target maximum frequency. A practical choice of the target maximum frequency is a fraction of the unperturbed outlier frequency $\omega_{\text{max}}^{h}$. In this section, to illustrate the effectiveness of the proposed iterative scheme, we choose as target value $\omega_{\text{max}}^{h*}$ the maximum analytical frequency. For the studied benchmarks of bars and beams, the analytical solution is well-known. We find that only three or four iterations are required to obtain sufficiently converged values for $\alpha$ and $\beta$, i.e. these parameters converge within a small number of iterations. In Section 4, we propose an alternate strategy that avoids the need for a known analytical solution.

3.3.2. Suppressing multiple outlier frequencies

We now discuss the parameter estimation of an example using cubic $C^2$ B-splines ($\rho = 3$) with $C^0$ patch continuity. The resulting spectrum of a two-patches-discretization ($n_{\text{pa}} = 2$) consists of two interior outliers (see Table 1). The perturbed eigenvalue problem (17) then simplifies to:

$$\left[ \mathbf{K} + \alpha^1 \mathbf{K}_\Gamma^1 + \alpha^2 \mathbf{K}_\Gamma^2 \right] \hat{U}_n^h = (\tilde{\omega}_n^h)^2 \left[ \mathbf{M} + \beta^1 \mathbf{K}_\Gamma^1 + \beta^2 \mathbf{K}_\Gamma^2 \right] \hat{U}_n^h.$$

To iteratively estimate the parameters $\alpha^l$ and $\beta^l$, $l = 1, 2$, in each iteration, we first identify the two outlier modes corresponding to each continuity constraint of (12) as follows:

$$n^l = \arg \max_{N^l} \left( \hat{U}_n^{hT} \mathbf{K}_\Gamma^l \hat{U}_n^h \right), \quad N^l = \{ 1, \ldots, N \} \setminus \{ n^1, \ldots, n^{l-1} \}.$$

Inserting these outlier modes in (31), aiming at the corresponding target frequencies, and performing the steps (23)-(24), as well as expressing $\beta^l$ in terms of $\alpha^l$ and the target frequencies, we obtain the following system of equations:

$$\alpha^1 \left( 1 - f^1 \right) \hat{U}_{n^1}^{hT} \mathbf{K}_1^1 \hat{U}_{n^1}^h + \alpha^2 \left( 1 - f^2 \frac{\omega_{\text{max}}^{h*}}{\omega_n^{h*}} \right) \hat{U}_{n^2}^{hT} \mathbf{K}_1^2 \hat{U}_{n^2}^h = (\tilde{\omega}_n^h)^2 - \hat{U}_{n^2}^{hT} \mathbf{K} \hat{U}_{n^2}^h,$$

$$\alpha^1 \left( 1 - f^1 \frac{\omega_{\text{max}}^{h*}}{\omega_n^{h*}} \right) \hat{U}_{n^2}^{hT} \mathbf{K}_1^2 \hat{U}_{n^2}^h + \alpha^2 \left( 1 - f^2 \right) \hat{U}_{n^2}^{hT} \mathbf{K}_2^2 \hat{U}_{n^2}^h = (\tilde{\omega}_n^h)^2 - \hat{U}_{n^2}^{hT} \mathbf{K} \hat{U}_{n^2}^h,$$

where

$$\beta^1 = f^1 \frac{1}{\left( \frac{\omega_{\text{max}}^{h*}}{\omega_n^{h*}} \right)^2} \alpha^1, \quad \beta^2 = f^2 \frac{1}{\left( \frac{\omega_{\text{max}}^{h*}}{\omega_n^{h*}} \right)^2} \alpha^2.$$

13
Solving this system of equations, we obtain $\alpha^l$ and $\beta^l$ at each iteration. We find that only four or five iterations are required to obtain sufficiently converged values for $\alpha^l$, $l = 1, 2$.

In general, the resulting system of equations consists of $(p - 1)$ equations and $(p - 1)$ unknown parameters $\alpha^l$. Given a choice of $(p - 1)$ factors $f^l$, we obtain $\beta^l$ in terms of $f^l$, $\alpha^l$, and the target maximum frequency, see (29). We note that the proposed iterative scheme requires $(p - 1)$ target maximum frequencies and an identification of $(p - 1)$ outlier modes corresponding to the continuity constraint (12) at each iteration.

3.4. Spectral analysis of a second-order problem

The proposed iterative parameter estimation still requires a choice of the scaling factor $f > 1$ between $\alpha$ and $\beta$. Figure 8 illustrates the relative error in the frequency, $|\omega_n^h/\omega_n - 1|$, and the relative $L^2$ error in the mode, $||U_n^h - U_n||_{L^2}/||U_n||_{L^2}$, of a fixed bar discretized with two patches of quadratic $C^1$ B-splines. We order these results in the same way as described in Remark 3.1. We observe that optimal accuracy is preserved in the remainder of the spectrum and modes for all values $f > 1$. In all numerical studies that follow we choose a factor $f = 2$.

![Figure 8: Relative error in frequencies and $L^2$ error in the mode shapes of a freely vibrating fixed bar, computed with different values $f > 1$. We apply two patches of quadratic $C^1$ B-splines and discretize each patch with 25 elements.](image)

The corresponding outlier mode, as expected, remains spurious as illustrated in Figure 9, since the addition of perturbations improves the eigenvalue spectrum, but does not remove spurious outlier modes. Nevertheless, the introduced perturbation reduces the error in the outlier mode, as demonstrated in Figure 8b, since the perturbed outlier mode approximates the analytical solution better than the unperturbed mode, as shown in Figure 9.

We now consider the free axial vibration of a fixed bar with unit length, unit axial stiffness and unit mass. We employ a multipatch discretization with two patches ($n_{pa} = 2$) of $C^{p-1}$ B-splines of different polynomial degrees $p = 2$ through 5 where interior outliers exist (see Table 1), and $C^0$ patch continuity. Figures 10 and 11 illustrate the normalized frequency and the relative $L^2$ error in the mode shapes of the studied bar, respectively. We compare results obtained with multipatch discretizations based on non-perturbed and perturbed eigenvalue problems (plotted in black and blue, respectively). We include results of the single-patch discretization in Figures 10 and 11 in
gray as the reference solution, and keep the same number of degrees of freedom $N$ for the single- and multipatch discretizations. The discrete frequencies are ordered as described in Remark 3.1.

We first focus on the normalized frequencies plotted in Figure 10. The inset figures of Figure 10 focus on the last four frequencies including the outlier frequencies that are present in the upper part of the spectra. It can be observed that the entire spectrum obtained with multipatch discretizations without perturbations (in black) is accurate except for the $(p-1)$ interior outlier frequencies at the end of the spectrum (see also Table 1). These outliers are significantly reduced by our approach (in blue), while the remaining frequencies are not negatively affected. We observe that the reduction factor increases with increasing $p$ since the outlier frequencies increase. We note that the reduced normalized outlier frequencies are not at the same level for all cases, as illustrated via small jumps at the end of the blue spectra for $p = 4$ and 5 in Figures 10c and d. The mode errors are plotted in Figure 11. We observe that our approach results in smaller errors in the outlier modes (in blue), as discussed in the previous subsection, without affecting the remaining modes. We conclude that our approach improves the spectral properties of univariate multipatch discretizations without affecting the accuracy of the remaining frequencies and modes.

We then verify that the proposed approach does not negatively affect the accuracy nor the optimal convergence behavior of the lower frequencies and modes. For second-order problems, the optimal convergence rate of the frequency error and the $L^2$ error in the mode is $O(2p)$ and $O(p+1)$, respectively [7, 8]. Figure 12 illustrates the convergence of the relative error in the 18th frequency (left) and the $L^2$ errors in the corresponding mode (right) of the bar. We plot these errors vs. the mode number $N$ for degrees $p = 2$ through 5. We observe that our approach preserves the optimal accuracy of the frequency and mode. We can also see in Figure 12 that the error converges optimally in all cases.
Figure 10: Normalized frequencies of a freely vibrating fixed bar, computed with two patches of $C^{p-1}$ B-splines and discretized with 500 elements.

3.5. Spectral analysis of a fourth-order problem

We then consider the free transverse vibration of a fixed beam with unit length, unit bending stiffness and unit mass. We employ a multipatch discretization with two patches ($n_{pa} = 2$) of $C^{p-1}$ B-splines of different polynomial degrees $p = 3$ through 6 where interior outliers exist (see Table 2), and with sufficient regularity, i.e. $C^1$ patch continuity. Figures 13 and 14 illustrate the normalized frequency and the $L^2$ error in the mode shapes corresponding to the studied beam, respectively. We order and present the results in the same way as those of the fixed bar in the previous subsection. We observe a similar effect of the proposed approach on the frequencies and modes as in the case of the fixed bar. Thus, we conclude that the proposed approach improves the spectral properties of univariate multipatch discretizations for both second- and fourth-order problems.

We also verify that the proposed approach preserves the optimal accuracy and optimal convergence behavior of the lower frequencies and modes. For fourth-order problems, the optimal convergence rate of the frequency error and the $L^2$ error in the mode is $O(2(p-1))$ and $O(p+1)$, respectively [7, 8]. Figure 15 demonstrates the convergence of the relative error in the $18^{th}$ frequency (left) and the $L^2$ errors in the corresponding mode (right) of the beam, as functions of the mode number $N$ with polynomial degrees $p = 3$ through 6. We observe that our approach preserves
Figure 11: $L^2$ errors in the mode shapes of a freely vibrating fixed bar, computed with two patches of $C^{p-1}$ B-splines and discretized with 500 elements.

Figure 12: Convergence of the relative error in the 18$^{th}$ eigenfrequency and mode of a fixed bar, obtained with 2 patches of quadratic, cubic, quartic and quintic $C^{p-1}$ B-spline basis functions.
the optimal accuracy and convergence behavior in all cases.

4. Generalization to multidimensional discretizations

The iterative scheme proposed in the previous section is shown to work effectively for univariate multipatch discretizations. There are two major issues that need to be addressed in order to generalize this scheme to multidimensional discretizations. First, the scheme requires \((p - 1)\) target maximum frequencies, which are typically unknown in practical applications. Second, for each continuity constraint (12) a corresponding outlier mode needs to be identified that maximizes (32). This would necessarily imply that all modes need to be precomputed. In this section, we tackle both these problems by further simplifying the current approach (15), giving rise to a new iterative scheme for estimating the scaling parameters of the perturbation terms. We then demonstrate via spectral analysis of two-dimensional second- and fourth-order problems that the simplified approach is able to effectively improve the spectra of multipatch discretizations.
Figure 14: $L^2$ errors in the mode shapes of a freely vibrating fixed beam, computed with two patches of $C^{p-1}$ B-splines and discretized with 500 elements.

Figure 15: Convergence of the relative error in the 18th eigenfrequency and mode of a fixed beam, obtained with 2 patches of cubic, quartic, quintic and sextic $C^{p-1}$ B-spline basis functions.
4.1. A pragmatic approach to parameter estimation

We assume a uniform mesh with mesh size \( h \). The variational formulation (15) can then be simplified by choosing the \( l \)th parameter as: \( \alpha^l = \alpha \, h^{2l-2} \) and \( \beta^l = \beta \, h^{2l-2} \). The scaling factor \( h^{2l-2} \) is based on the dimensional consistency of the inner-products of the \( l \)th derivatives in the perturbation (13). The proposed variational formulation of the perturbed eigenvalue problem (15) becomes: find \((\tilde{U}_{n}^{h}, \tilde{\omega}_{n}^{h}) \in \mathcal{V}^{h} \times \mathbb{R}^{+} \), for \( n = 1, 2, \ldots, N \), such that \( \forall v^{h} \in \mathcal{V}^{h} \subset \mathcal{V}^{h} \):

\[
 a(\tilde{U}_{n}^{h}, v^{h}) + \alpha \sum_{l=1}^{p-1} h^{2l-2} c^{l}(\tilde{U}_{n}^{h}, v^{h}) = \left( \tilde{\omega}_{n}^{h} \right)^{2} \left[ b(\tilde{U}_{n}^{h}, v^{h}) + \beta \sum_{l=1}^{p-1} h^{2l-2} c^{l}(\tilde{U}_{n}^{h}, v^{h}) \right].
\]

(35)

The corresponding matrix equation (17) is then simplified to:

\[
 \begin{pmatrix}
 K + \alpha \sum_{l=1}^{p-1} h^{2l-2} K^{l}_{T} \setminus \text{Kr} \\
 \end{pmatrix}
 \tilde{U}_{n}^{h} = \left( \tilde{\omega}_{n}^{h} \right)^{2} \begin{pmatrix}
 M + \beta \sum_{l=1}^{p-1} h^{2l-2} K^{l}_{T} \setminus \text{Kr} \\
 \end{pmatrix}
 \tilde{U}_{n}^{h},
\]

(36)

On this basis, we design Algorithm 1 for estimating the parameters \( \alpha \) and \( \beta \) in (35) (or (36)). Here, we iteratively estimate \( \alpha \) and \( \beta \) such that the maximum frequency is reduced by a target factor \( c \in (0, 1) \) in each iteration, and thus do not require a choice of the target maximum frequency or any analytical value. In Algorithm 1, the target maximum frequency in each iteration, \( \tilde{\omega}^{h}_{\text{max}} \), is a fraction of the maximum frequency obtained from the previous iteration. To obtain \( \alpha \) and \( \beta \) in each iteration, instead of the outlier, we focus on the maximum frequency and corresponding mode, such that no identification of outlier modes is required. The equation for estimating these parameters in Algorithm 1 is based on the iterative scheme (28)-(29) described in the previous section. We note that to ensure stability, we employ the unperturbed outlier mode \( U_{\text{max}}^{h} \) instead of the perturbed one \( \tilde{U}_{\text{max}}^{h} \) in the denominator for computing \( \alpha \), since \( \tilde{U}_{\text{max}}^{h} \) is not necessarily an outlier mode in all iterations and thus could result in infinitesimal values in the denominator.

Figure 16 illustrates how the Algorithm 1 affects the discrete frequency (left) and changes the parameters \( \alpha \) and \( \beta \) (right) in each iteration for a fixed square membrane (see next subsection for details of the example). We observe that the maximum outlier frequency is reduced in each iteration, from the first through the fourth iteration (see Figure 16a), and the parameters \( \alpha \) and \( \beta \) increase in the same iteration (see Figure 16b). We can also see in the inset figure of Figure 16a that our approach reduces not only the outlier frequencies (data points on the right of the dashed gray line) but also the non-outlier ones (data points on the left of the dashed gray line). In the last (fifth) iteration, the maximum frequency increases (purple curve in Figure 16a), which then meets the stopping criterion defined in Algorithm 1. This increase in the maximum frequency corresponds to decreasing parameters \( \alpha \) and \( \beta \) (see Figure 16b). Then, the output of Algorithm 1 are the parameters \( \alpha \) and \( \beta \) of the previous (fourth) iteration.

**Remark 4.1.** Algorithm 1 stops when the perturbation reduces the outlier frequencies by such a factor that they become smaller than the highest non-outlier frequency, see Figure 16a.

**Remark 4.2.** The factor \( c \in (0, 1) \) determines the reduction in each iteration of Algorithm 1. Due to the chosen stopping criterion (Remark 4.1), the resulting maximum frequency lies within a range of 100⋅(1−c)% of the minimum value that can be achieved. For example, a choice of \( c = 0.9 \) results in a reduced maximum frequency within 10% of the minimum value.
**Algorithm 1:** Iterative estimation of the parameters involved in (35). The algorithm terminates when the maximum frequency does not correspond to an outlier anymore (see Remark 4.1).

---

**Figure 16:** Discrete frequencies and parameters, $\alpha$, $\beta$ in each iteration, corresponding to a freely vibrating square membrane with fixed boundary conditions, computed with $2 \times 2$ patches and $15 \times 15$ elements of quadratic B-splines ($p = 2$) via Algorithm 1 with $f = 2$, $c = 0.9$.  

---
Figure 17: Normalized frequencies of a freely vibrating **square membrane with fixed boundary conditions**, computed with $2 \times 2$ patches of $C^{p-1}$ B-splines. Each patch is discretized with $15 \times 15$ elements.

Algorithm 1 updates only the maximum frequency and the corresponding mode in each iteration. It requires two input parameters: a scaling factor $f > 1$ between $\alpha$ and $\beta$, which can be chosen as discussed in the previous section, and a target reduction factor $c \in (0, 1)$ in each iteration. A choice of a small $c$ results in a large reduction step of the maximum frequency and a small number of iterations. The reduced maximum frequency, however, could be far away from the minimum value that can be achieved (see Remark 4.2), i.e. the maximum frequency is reduced ineffectively. Moreover, a very small $c$ leads to a very small value in the denominator of the equation for $\beta$ (see Algorithm 1), negatively affecting the convergence of $\beta$. Large values of $c$ avoid this issue, but require more iterations. For our numerical studies in the remainder of this paper, we choose $f = 2$ and $c = 0.9$ for all cases. We find that this choice of factor $c$ typically requires only up to five iterations to sufficiently reduce the maximum frequency, i.e. the maximum frequency is significantly reduced within 10% of the lowest possible value (see also 4.2) with a small number of iterations.

4.2. **Spectral analysis of 2D second- and fourth-order model problems**

We consider the free transverse vibration of a square membrane, of unit edge size with fixed boundary conditions, unit membrane stiffness and unit mass. We study $C^{p-1}$ B-splines of polyno-
Figure 18: Normalized frequencies of a freely vibrating square membrane with fixed boundary conditions, computed with $5 \times 5$ patches of $C^{p-1}$ B-splines. Each patch is discretized with $5 \times 5$ elements.

We then consider the free vibration of a square plate structure of unit edge size with simply supported boundary conditions, unit bending stiffness and unit mass. We use $C^{p-1}$ B-splines of polynomial degrees $p = 3$ through 6 and $C^1$ patch continuity. We employ multipatch discretizations of $2 \times 2$, $5 \times 5$ patches, and the limit case of $C^0$ Bézier elements (one element per patch, $n_{pa} = n_{ele} = 15 \times 15$). Figures 20 and 21 illustrate the normalized frequencies, $\frac{\omega^h_n}{\omega_n}$, corresponding to the square plate discretized with $2 \times 2$ and $15 \times 15$ patches, respectively. These results confirm that our approach (35) in combination with Algorithm 1 reduces the outlier frequencies of multipatch discretizations effectively for both second- and fourth-order problems, without negatively affecting lower frequencies, and works well for different polynomial degrees and patch configurations.
5. Application in explicit dynamics

The critical time-step size in explicit dynamics calculations is inversely proportional to the maximum discrete eigenfrequency [7]. Significantly overestimated outlier frequencies therefore negatively affect the critical time-step size, and hence the computational cost of explicit dynamics calculations. It can be thus expected that the approaches presented in this work are able to effectively improve this issue for multipatch isogeometric discretizations, which we will illustrate in the following.

5.1. Semidiscrete formulation

In this section, we consider the semi-discrete form (4) of an free-vibrating, undamped linear structural system, which can be expressed as follows:

\[
\mathbf{M} \frac{d^2}{dt^2} \mathbf{u}^h(t) = -\mathbf{K} \mathbf{u}^h(t) + \mathbf{F}_{\text{int}},
\]  

(37)
where $\mathbf{F}_{\text{int}}$ is the vector of internal forces. Using the proposed approach in Section 4.1 leads to the following semi-discrete form:

$$\frac{d^2}{dt^2} \mathbf{u}^h(t) = - \left( \mathbf{K} + \beta \mathbf{K}_\Gamma \right) \mathbf{u}^h(t) - \mathbf{F}^\prime_{\text{int}},$$

where $\mathbf{F}^\prime_{\text{int}}$ is the perturbed vector of internal forces. Both the left- and right-hand sides of the standard formulation (37) are modified using our approach. This is not the case when using the mass scaling approach where only the mass matrix on the left-hand side is modified by adding artificial mass terms [22, 25, 26, 28]. The perturbation matrix $\mathbf{K}_\Gamma$ is computed once and hence no reassembly of the mass matrix is needed, so that this does not increase the computational cost of explicit dynamics calculations.

**Remark 5.1.** Explicit dynamics applications typically involve the use of a lumped mass matrix in combination with an explicit time integration scheme. There are currently no widely accepted mass lumping techniques that maintain higher-order spatial accuracy. To demonstrate that our
methodology maintains higher-order spatial accuracy, we employ the consistent mass matrix in all subsequent computations.

5.2. Optimum spatial accuracy

We consider the free vibration of the annular membrane problem illustrated in Figure 22a, see also [10], where boundary conditions are fixed along the inner radius \( a \) and outer radius \( b \). We choose the following displacement solution \( u \) that satisfies the differential equation (1):

\[
    u(r, \theta, t) = J_4(r) \cos(\lambda_2 t) \cos(4\theta),
\]

with radial coordinate \( r \), angular coordinate \( \theta \) and time \( t \). Here, \( J_4(r) \) denotes the 4th Bessel function of the first kind and \( \lambda_k, k = 1, 2, \ldots \) denote its positive zeros. We choose the second and fourth zeros as the inner and outer radii of the annulus, respectively, i.e. \( a = \lambda_2 \approx 11.065 \) and \( b = \lambda_4 \approx 17.616 \). The analytical solution (39) at time \( t = 0 \) plotted in Figure 22b defines the initial displacement field \( u(r, \theta, 0) \).

We study the semi-discrete form (38) of the annular membrane in explicit dynamics. We employ a multivariate spline space that is an extension of the univariate spaces of the angular
coordinate \( \theta \in [0, 2\pi] \) and radial coordinate \( r \in [a, b] \). The univariate spline spaces are free of boundary outliers due to outlier removal boundary constraints [10]. In the spline space of the angular coordinate, we also build in the periodic end-conditions. We consider \( C^{p-1} \) B-splines of different polynomial degrees \( p = 2 \) through 5 for multipatch discretizations with 2 patches in the radial direction, and 4 patches in the angular direction, and \( C^0 \) patch continuity (see Figure 22a). We apply the proposed approach to enforce the \( C^{p-1} \) continuity constraints (12) at patch interfaces (see Figure 22a). We perform uniform mesh refinement of each patch with 4, 8, 16 elements, i.e. \( n_{\text{ele}} = 8, 16, 32 \) elements in the radial coordinate, and 16, 32, 64 elements in the angular coordinate.

We simulate up to a final time of \( T = 2\pi/\lambda_2 \) which is one full period of the periodic function \( u(r, \theta, t) \) (39). For time integration, we apply the central difference method [7]. To verify that spatial accuracy is maintained, we choose a small, order-dependent time step of \( \Delta t = (p/(2n_{\text{ele}}))^p \).

Figure 22: Transient model problem on an annulus.

Figure 23 compares the convergence behavior of the \( L^2 \) error in the discrete displacement field \( u^h(r, \theta, t) \), when we do standard analysis (circle) and when we do analysis with the proposed approach based on perturbed eigenvalue problems (cross). We observe that the analysis with our perturbation approach maintains optimum spatial accuracy.

5.3. Critical time-step size

For an undamped problem, the time step \( \Delta t \) in the central difference method is bounded from above by the critical time step \( \Delta t_{\text{crit}} \) [7, Chapter 9, p. 492]:

\[
\Delta t \leq \Delta t_{\text{crit}} = 2/\omega_{\text{max}}^h.
\]

(40)

Remark 5.2. The maximum eigenfrequency is obtained as part of Algorithm 1. Hence, in our approach, we directly compute the critical time step size which is inversely proportional to the maximal frequency.
Figure 23: Convergence of the relative $L^2$ error in the vertical displacement field $u$ of the annular membrane in Figure 22, computed with a small, order-dependent time step of $\Delta t = (p/(2n_{ele}))^p$.

Figure 24: Critical time step size in explicit dynamics of a square membrane and plate with fixed and simply supported boundary conditions, respectively, as a function of the mesh $N = 2n_{ele} \times 2n_{ele}$ using $2 \times 2$ patches, resulting from standard and improved spectrum.

Figure 24 plots the critical time-step size with respect to the number of elements per patch $n_{ele}$, obtained with our perturbation approach (dashed curves) and with standard analysis (solid curves), for the examples of a square membrane and plate with fixed and simply supported boundary conditions, respectively, as defined in the sections above. We consider $C^{p-1}$ B-splines of polynomial degrees $p = 2$ through 6 and multipatch discretizations of $2 \times 2$ patches with $C^0$ and $C^1$ patch continuity for the membrane and plate, respectively. We observe that using our perturbation ap-
Figure 25: Increase in critical time step size due to improved spectrum in explicit dynamics of a square membrane and plate with fixed and simply supported boundary conditions, respectively, as a function of the mesh $N = 2n_{ele} \times 2n_{ele}$ using $2 \times 2$ patches.

6. Summary and conclusions

In this paper, we presented a variational approach based on perturbed eigenvalue analysis that reduces overestimated outlier frequencies due to reduced continuity at patch interfaces in isogeometric multipatch discretizations. It relies on the addition of scaled perturbation terms that weakly enforce $C^{p-1}$ continuity at patch interfaces. We also presented an iterative procedure to estimate effective scaling parameters for the perturbation term. It requires two input parameters (scaling factor $f > 1$ and reduction factor $c \in (0, 1)$) and computation of the maximum eigenfrequency and corresponding mode, which can be efficiently computed via power iteration. We demonstrated that our approach is robust with respect to the scaling factor $f > 1$, i.e. it reduces the outlier frequencies to approximately the same values for all $f > 1$. Furthermore, a reduction factor $c = 0.9$ showed good results in all test cases.

We demonstrated numerically that the proposed approach improves spectral properties of multipatch discretizations for a variety bar, beam, membrane and plate. We showed that the approach effectively addresses the outlier frequencies, while maintaining accuracy in the remainder of the spectrum and modes. We confirmed that spatial accuracy of the response was maintained in an explicit dynamics setting and showed that our approach allows for a much larger time-step size. In particular, we observed that the proposed approach removes the negative dependency of the critical time-step size on the polynomial degree $p$.

We note that our approach may be combined with the approach of [11] to reduce outlier frequencies due to patch interfaces and boundaries. There are a number of avenues for future work. One aspect is the extension of our approach to non-uniform spline discretizations, trimmed
and unfitted spline discretizations, and problems with non-smooth solution fields, where continuity constraints at patch interfaces cannot be consistently formulated. A second aspect is the further exploration of the case when $\alpha = 0$ and $\beta < 1$, which reduces the perturbation approach to the mass matrix, and to further study the resulting perturbation schemes in the context of mass lumping. One could investigate operator splitting techniques to move the added mass matrix to the right-hand side, which enables e.g. row-sum lumping of the unperturbed mass matrix. Another aspect is to study the performance of the proposed approach and the resulting problem conditioning in realistic scenarios with different material parameters.
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