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Abstract

Quantile Regression (QR) provides a way to approximate a single conditional quantile. To have a more informative description of the conditional distribution, QR can be merged with deep learning techniques to simultaneously estimate multiple quantiles. However, the minimisation of the QR-loss function does not guarantee non-crossing quantiles, which affects the validity of such predictions and introduces a critical issue in certain scenarios. In this article, we propose a generic deep learning algorithm for predicting an arbitrary number of quantiles that ensures the quantile monotonicity constraint up to the machine precision and maintains its modelling performance with respect to alternative models. The presented method is evaluated over several real-world datasets obtaining state-of-the-art results as well as showing that it scales to large-size data sets.

1 INTRODUCTION

Quantile Regression (QR) allows us to approximate a desired quantile – unlike the classical regression that only estimates the mean or the median – of the conditional distribution \( p(Y \mid X) \). This is useful since we can capture confidence intervals without making strong assumptions about the distribution function to approximate. The formal definition of QR is:

\[
\text{Definition 1 (Conditional quantile regression). Let } X \in \mathbb{R}^D \text{ and } Y \in \mathbb{R} \text{ be respectively a covariate and a response random variable. Given } \tau \text{ in the real interval } [0, 1], \text{ the conditional quantile regression (QR) consists in finding a function } q_\tau: \mathbb{R}^D \to \mathbb{R} \text{ which approximates the } \tau\text{-th quantile of } p(Y \mid X) \text{ by minimising the } \tau\text{-th quantile regression loss function defined as}
\]

\[
\mathcal{L}_{QR}(X, Y, \tau) = \mathbb{E} \left[ (Y - q_\tau(X))^+ \cdot \left( \tau - 1[Y < q_\tau(X)] \right) \right],
\]

\[\text{where } 1[c] \text{ denotes the indicator function that verifies the condition } c.\]

Generically, the loss function in Eq. 1 is asymmet-
rmonic, convex, and it penalises overestimation errors with weight \( \tau \) and underestimation errors with weight \( 1 - \tau \).

Based on this loss function, QR models such as quantile regression forests (Meinshausen and Ridgeway 2006), gradient boosted quantile regression models (Zhang et al. 2018) or even neural network models (Dabney et al. 2018d) can be designed to approximate \((Zhang et al., 2018)\) or even neural network models (Dabney et al. 2018d) can be designed to approximate a discrete set of quantiles.

In all these cases the set of values of each \( \tau \) is fixed a priori. Thus, the number of quantiles to approximate in a QR scenario constitutes a hyperparameter of the model definition and does not allow to approximate the full quantile function.

Alternatively, following Dabney et al. (2018a); Tagasovska and Lopez-Paz (2019); Brando et al. (2019), if the models are trained stochastically (such as the neural networks which use stochastic gradient descent), they can be defined to learn implicitly the quantile function, i.e. where the quantile to predict is an input parameter, \( \tau \). As Dabney et al. (2018a) states, this approach allows to approximate any conditional distribution given sufficient model capacity. In that case, we can extend Eq. 1 to learning the full quantile distribution as follows:

**Definition 2** (Conditional quantile function). A function \( \Phi_w : [0, 1] \times \mathbb{R}^D \rightarrow \mathbb{R} \) with parameters \( w \) approximates the quantile function when it minimises the conditional quantile regression loss function defined as

\[
\mathcal{L}(X, Y) = \mathbb{E} \left[ \int_0^1 \left( Y - \Phi_w(\tau, X) \right) d\tau \right].
\]

where \( 1[c] \) denotes the indicator function that verifies the condition \( c \).

The integral in Eq. 2 is numerically hard to compute because the analytical expression of \( \Phi_w \) is, generically, not known. Following Brando et al. (2019), we can apply a Monte-Carlo strategy to provide a feasible loss function. This is based on considering a uniform random variable \( \tau \sim \mathcal{U}(0, 1) \) and for each evaluation of the loss function in Eq. 2 a \( \tau \)-sample set, \( \{\tau_i\}_{i=1}^{N_\tau} \), of \( N_\tau \) points is generated in each training iteration such that

\[
\mathcal{L}(X, Y) \approx \mathbb{E} \left[ \frac{1}{N_\tau} \sum_{i=1}^{N_\tau} \left( Y - \Phi_w(\tau_i, X) \right) \left( \tau_i - 1[Y < \Phi_w(\tau_i, X)] \right) \right].
\]  

As we highlighted, the \( \Phi_w \) requires to be a model that can be trained by using a Monte-Carlo approach. Hence, neural networks models will be suitable.

The modellisation of quantile functions (shown in Eq. 2) constitutes an important goal, especially when the distribution to be predicted, \( p(Y \mid X) \), is complex or when we are interested to impose the minimum assumptions about the shape of the distribution. A common practice is to consider an exponential power distribution (e.g. the Normal or Laplace distributions). In such cases, it is assumed unimodality, symmetry, and lose critical information regarding the shape of the distribution.

Importantly, by building a quantile function we are able to approximate - in a discrete manner but with arbitrary precision - the distribution \( p(Y \mid X) \). Typically, quantiles are used to build confidence intervals. However, when these confidence intervals are tight or when we want to recover the distribution shape from the discretization, we might face with the critical problem described below.

Since the different predicted quantile values are esti-
imated individually, they may not be ordered according to their quantile value, \( \tau \). For instance, the predicted quantile 0.1 may not be a value greater than the quantile 0.05. As a consequence, we obtain an non-valid distribution of the response variable. That phenomenon is known as the crossing quantile phenomenon (Koenker et al., 2017).

**Definition 3** (Crossing quantile phenomenon). Let \( f : [0, 1] \times \mathbb{R}^D \to \mathbb{R} \) be a conditional quantile function that predicts a certain quantile of a random variable \( y \in \mathbb{R} \) given \( x \in \mathbb{R}^D \). If there exist \( \tau_1, \tau_2 \in [0, 1] \) being \( \tau_1 < \tau_2 \) and \( x \in \mathbb{R}^D \) such that

\[
f(\tau_1, x) > f(\tau_2, x),
\]

then \( f \) suffers the crossing quantile phenomenon.

Different solutions have been proposed to overcome this phenomenon. Most of them are based on adding a penalisation term to regularise the optimisation process and “encourage” the model to reduce the number of crossing quantiles (Koenker and Hallock, 2001; Bonde et al., 2010; Tagasovska and Lopez-Paz, 2018). Nevertheless, since the model is not restricted to be partially monotonic - i.e. monotonic with respect to \( \tau \) and not over the other inputs - some quantiles may still cross.

## 2 IMPOSING A POSITIVE PARTIAL DERIVATIVE

Following the idea of partial monotonicity, we want to estimate a partial derivative and use its integral as a quantile function.

**Definition 4** (Partial Derivative of the Conditional Quantile Function). Let \( \Phi_w : [0, 1] \times \mathbb{R}^D \to \mathbb{R} \) be a quantile function with parameters \( w \) and let \( \phi_w : [0, 1] \times \mathbb{R}^D \to \mathbb{R}_+ \) and \( K_w : \mathbb{R}^D \to \mathbb{R} \) be two functions with parameters \( w \). If we assume that

\[
\Phi_w(\tau, x) = K_w(x) + \tau \int_0^\tau \phi_w(t, x) \, dt,
\]

then the conditional quantile function can be approximated by minimizing the following loss function,

\[
L(X, Y) = \mathbb{E} \left[ \int_0^1 \left( Y - \Phi_w(X) - \int_0^\tau \phi_w(t, X) \, dt \right)^2 \right],
\]

\[
\left( \tau \int_0^\tau \phi_w(t, X) \, dt \right) \right) \, d\tau,
\]

where \( 1[c] \) denotes the indicator function that verifies the condition \( c \).

Applying the approach in Definition 4 we are modelling the partial derivative with respect to the quantile function, i.e. \( \partial \Phi(\tau, x)/\partial \tau =: \phi_w(\tau, x) \). Thus, we can impose conditions to that derivative. In our case, we want to impose that it will always be strictly positive to ensure the partial monotonic property of the predicted quantile function, i.e. \( \forall \tau_1, \tau_2 \in [0, 1], \text{if} \ \tau_1 < \tau_2 \text{ then} \ \Phi(\tau_1, x) < \Phi(\tau_2, x) \).

### 2.1 Model Definition

Following the Definition 4, the main contribution of this article considers a conditional quantile function \( \Phi_w : [0, 1] \times \mathbb{R}^D \to \mathbb{R} \) that it is obtained by integrating its partial derivative \( \phi_w \) and considering the constant of integration, \( K_w(x) \). Generically speaking, \( K_w(x) \) will manage the modelling of the conditional mean or the quantile 0 of \( p(Y \mid X) \) and \( \phi_w(\tau, x) \) will approximate the rest of the \( p(Y \mid X) \) distribution as quantiles of a new \( q(Y \mid X) \).

To ensure the partial monotonicity of \( \Phi_w \), a neural network \( \phi_w : \mathbb{R}^D \to \mathbb{R}^+ + \cdots + \mathbb{R}_+^{d} \) with \( d \) positive outputs (as it is shown in Figure 1) will be considered as the partial derivative of \( \Phi_w \). Thus, the neural network \( \phi_w \) approximates the derivative of the final quantile function with respect to the quantile \( \tau \).

The integration process of \( \phi_w \) will be done by using truncated Chebyshev polynomial expansion of order \( d \). Due to the truncation, we consider a finite mesh of quantile values, called Chebyshev roots or roots, \( \{t_k\}_{k=0}^{d-1} \subset [0, 1] \) which are defined as

\[
t_k = \frac{1}{2} \cos \left( \frac{\pi k + 1}{d} \right) + \frac{1}{2}, \quad 0 \leq k < d. \tag{6}
\]

These Chebyshev roots only depend on the degree \( d \) and not on the quantile input. Therefore, the roots are fixed once the degree is chosen.

The truncated Chebyshev expansion consists in expressing a function as a linear combination of Chebyshev polynomials. These polynomials are defined as mappings \( T_k : [-1, 1] \to \mathbb{R} \) given by the recurrent formula

\[
T_0(t) = 1,
\]

\[
T_1(t) = t,
\]

\[
T_{k+1}(t) = 2tT_k(t) - T_{k-1}(t), \quad k \geq 1.
\]

In our case, \( \tau \) is in \([0, 1]\) rather than in \([-1, 1]\) which slightly modifies the standard polynomial definition and allows us to approximate \( \phi_w(\tau, x) \) by

\[
p(\tau, x; d) = \frac{1}{2} c_0(x) + \sum_{k=1}^{d-1} c_k(x) T_k(2\tau - 1). \tag{8}
\]

1The non-dependency of the quantile value will be crucial to ensure the monotonicity of the global predicted quantile function up to the machine precision.
Like the roots, the coefficients $c_j(x)$ in Eq. 7 are independent of the quantiles. These quantities are computed for $j = 0, \ldots, d - 1$, by
\begin{equation}
  c_j(x) = \frac{2}{d} \sum_{k=0}^{d-1} \phi_w(t_k, x) \cos\left(\frac{j \pi (k + \frac{1}{2})}{d}\right), \quad (9)
\end{equation}

Eq. 9 is merely a matrix-vector product from the matrix of cosines and the vector of $\phi_w(t_k, x)$ that instead of a complexity $\Theta(d^2)$, it can be computed in logarithmic complexity, $\Theta(d \log d)$.

The polynomials $T_k$ in Eq. 8 do not need to be explicitly computed and, by construction of the coefficients $c_k(x)$ in Eq. 9, $p(t_k, x; d)$ is “equal to” $\phi_w(t_k, x)$ for all the Chebyshev roots, $\{t_k\}_{k=0}^{d-1}$ in Eq. 6. Note that $\phi_w(t_k, x)$ are denoted by $p_{t_k}$ in Figure 1. That equality must, in practice, be understood in terms of machine precision of the numerical representation system, classically $\approx 10^{-16}$ in double-precision or $\approx 10^{-8}$ in single-precision arithmetic. The root evaluation step is illustrated in Figure 1 and its values are denoted as $p_{t_k}$.

Once $p(t, x; d)$ has been encoded by its $c_j(x)$ coefficients in Eq. 9 we can easily compute its integral function $\int_0^t p(t, x; d) dt$ denoted by $P(\tau, x; d)$. Thus $P$ will be an approximation of the integral of the neural network, $\phi_w$. That is,
\begin{equation}
  P(\tau, x; d) \approx \Phi_w(\tau, x) = K_w(x) + \int_0^\tau \phi_w(t, x) dt. \quad (10)
\end{equation}

Additionally, given that we imposed that the neural network $\phi_w(t, x)$ gives only positive values for all $t \in [0, 1]$, then $P(\tau, x; d)$ would be an increasing function with respect to $\tau$ as long as $d$ is large enough.

In the above procedure, the integral of $\phi_w$ in Eq. 10 is, in general, not straightforward to compute. However, the neural network $\phi_w(\cdot, x)$ is globally being represented by $p(\cdot, x; d)$ on the quantile interval $[0, 1]$. Therefore, by using its Chebyshev coefficients $c_k(x)$, we can encode the integral of $P$ to provide its Chebyshev coefficients $C_k(x)$. In fact, according to Clenshaw (1955), the integral of $p(\tau, x; d)$ gives another Chebyshev expansion, say $P(\tau, x; d)$, with coefficients $C_k(x)$, i.e.,
\begin{equation}
  P(\tau, x; d) = \frac{1}{2} C_0(x) + \sum_{k=1}^{d-1} C_k(x)T_k(2\tau - 1). \quad (11)
\end{equation}

To deduce the expressions for $C_k(x)$ in Eq. 11 we need to recurrently integrate the polynomials $T_k(t)$, whose integral are
\begin{align}
  \int T_0(t) dt &= T_1(t) + \text{constant}, \\
  \int T_1(t) dt &= \frac{T_2(t) + T_0(t)}{4} + \text{constant}, \\
  \int T_k(t) dt &= \frac{T_{k-1}(t)}{2(k-1)} - \frac{T_{k+1}(t)}{2(k+1)} + \text{constant}, \quad k \geq 2. \quad (12)
\end{align}

By ordering the coefficients $c_j(x)$ in Eq. 8 in terms of $C_j(x)$ of Eq. 11 we deduce that
\begin{equation}
  C_k(x) := \frac{c_{k-1}(x) - c_{k+1}(x)}{4k}, \quad 0 < k < d - 1, \quad (13)
\end{equation}

and $C_0(x)$ depends on the constant of integration $K_w(x)$ in Eq. 10 and the other coefficient values in Eq. 11.

On the whole, the proposed method consisting of the following steps: for each $x$ value,

1. A set of values, $\{p_{t_k}(x)\}_{k=0}^{d-1}$ is obtained via the neural network $\phi_w$ at the corresponding roots, $\{t_k\}_{k=0}^{d-1}$.
2. These are transformed to $d$ coefficients, $\{c_k(x)\}_{k=0}^{d-1}$ using a fast matrix-vector multiplication algorithm. This results in a truncated Chebyshev polynomial, $p(\tau, x; d)$.
3. This polynomial is then integrated to obtain another Chebyshev polynomial, $P(\tau, x; d)$, whose coefficients are $\{C_k(x)\}_{k=0}^{d-1}$ in Eq. 13.

The final output is a Chebyshev polynomial for each $x$ value that approximates the unknown conditional quantiles of $p(Y \mid X)$.

### 2.2 Selecting the Constant of Integration

The formula used to calculate the constant of integration $C_0(x)$ (shown in Eq. 13) will depend on which statistic we choose for $K(x)$, as shown in the following propositions.

**Proposition 5** (Our-$q_0$). Let $(P, K)$ be the proposed model and $q(Y \mid X)$ the distribution that $P$ produces as quantiles. If $K$ is the lowest quantile ($\tau = 0$) of $q(Y \mid X)$, then the $C_0$ coefficient of the Chebyshev polynomial $P$ verifies:
\begin{equation}
  C_0(x) = 2K(x) - 2 \sum_{k=1}^{d-1} C_k(x)(-1)^k. \quad (14)
\end{equation}
Proof. The learning process is subjected to the condition that the lowest quantile value, i.e. \( \tau = 0 \), must be the \( K \). That is, \( P(0; x; d) = K(x) \). By taking the value \( t = -1 \) in Eq. \[\text{12}\] we derive that \( T_k(-1) = (-1)^k \). Therefore, using Eq. \[\text{11}\] with \( \tau = 0 \), we obtain Eq. \[\text{13}\].

**Proposition 6 (Our-Mean).** Let \((P, K)\) be the proposed model and \( q(Y \mid X) \) the distribution that \( P \) produces as quantiles. If \( K \) is the **mean** of \( q(Y \mid X) \), then the \( C_0 \) coefficient of the Chebyshev polynomial \( P \) verifies:

\[
C_0(x) = 2K(x) - 2 \sum_{k=1, \text{odd}}^{d-1} C_k(x) \frac{k^2 - 4}{k^2}.
\]

**Proof.** Taking into account the definition of the (continuous) mean, the condition we must impose is

\[
\int_0^1 \tau P(\tau; x; d) \, d\tau = K(x).
\]

Then, taking into account the linearity of the integral and after a change of coordinates \((t = 2\tau - 1)\), the integral is reduced to compute the mean of the Chebyshev polynomials. That is,

\[
\int_{-1}^1 tT_k(t) \, dt.
\]

Taking into account the symmetries of the Chebyshev polynomials, we obtain the equality

\[
\int_{-1}^1 tT_k(t) \, dt = (1 + (-1)^{k+1}) \int_0^1 tT_k(t) \, dt.
\]

Then if \( k \) is even, Eq. \[\text{17}\] is zero. If \( k \) is now assumed to be an odd integer, then taking into account the recurrent definition of the Chebyshev polynomials, \( 2T_k(t) = T_{k+1}(t) + T_{k-1}(t) \) and then Eq. \[\text{12}\]

\[
\int_{-1}^1 tT_k(t) \, dt = \frac{T_{k-2}(t)}{2(k-2)} - \frac{T_{k+2}(t)}{2(k+2)} \bigg|_0^1 = \frac{2}{k^2 - 4}.
\]

From here, we can recover the expression in Eq. \[\text{15}\].

**2.3 Rate of Convergence of the Chebyshev Expansion and Machine Precision**

In Chebyshev series theory (Trefethen 2008; Majid-Ian 2017), if a function \( \phi_w \) is of class \( C^1 \) in \([-1,1]\), then its Chebyshev expansion converges absolutely and uniformly to \( \phi_w \) in \([-1,1]\). In case that \( \phi_w \) is in \( C^k([-1,1]) \), then its Chebyshev coefficients \( c_k \) verify that \( |c_k| = o(1/k^k) \). Moreover, if \( \phi_w \) is now analytic, its Chebyshev expansion will have an exponential rate, i.e. \( |c_k| = o(\exp(-\rho k)) \) for some \( \rho > 0 \) denoting the radius strip in the complex plane whose strip contains all the Chebyshev coefficients \( c_k \). Therefore, smoother mappings are going to require less Chebyshev coefficients. To have a kind of measure about the accuracy of the approximation \( \rho \approx \phi \), one needs to check the decay rate of the Chebyshev coefficients \( c_k \). Most of the times, it will be enough to monitor the last two coefficients \( c_{d-1}(x) \), and \( c_{d-2}(x) \) in absolute value.

Due to the discretisation in the root mesh \( \{t_k\}_{k=0}^{d-1} \), which acts as a linear transformation, the evaluation of \( P(t_k; x) \) will have roundoff error (i.e. machine precision) with respect to the integral of \( \int_0^1 \phi_w(t; x) \, dt \) and for the other values not in the mesh, its (absolute) error will be bounded by the aforementioned convergence rate.

**2.4 Ensure Monotonicity for all Quantiles**

There is one last detail to be totally confident that the function \( P(\tau; x) = f(\tau; x) \) is monotonic with respect to \( \tau \). It is required to consider that \( p \) is an approximation of \( \phi_w \), i.e. \( p(\tau; x) \approx \phi_w(\tau; x) \). Thus, although the \( \phi_w \) function has been forced to be strictly positive, the approached Chebyshev polynomial \( p \) may not be. According to Section \[\text{2.3}\], we are certain that for the roots values, \( \{t_k\}_{k=0}^{d-1} \), the Chebyshev estimation has a negligible error. However, in the middle points between the roots it is important to be careful.

Once the appropriate degree is known, the model with that degree can be considered a monotonic function. However, it is important to note that although the error will be small, the possibility of \( P \) ceasing of being monotonic exists in all non-root points. In case that the order must be increase to ensure the monotonicity, the number of parameters to learn will increase as well.

**2.5 Calculation Procedure of Coefficients**

To evaluate Equation \[\text{8}\] or Equation \[\text{11}\] for a value \( \tau \) in \([0, 1]\), the Clenshaw’s method (Clenshaw 1955), or its stable numerical error version (Elliott 1968; Newbery 1974) work. Let us briefly summarise the evaluation at \( \tau \) of \( p(\tau; x) \) in Equation \[\text{8}\] (or \( P(\tau; x) \) in Equation \[\text{11}\]), whose numerical complexity is \( \Theta(d) \).

**2.6 Chebyshev Polynomial as a Framework**

On the whole, the proposed method can be seen as a framework to use any deep learning architecture to build a partial monotonic function. This monotonic function with respect some of the input variables could be applied to solve, with guarantees, the crossing quantile phenomenon of conditional quantile regression models. The implementation of this framework
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Algorithm 1 Evaluation of a Chebyshev sum at a given \( \tau \in [0, 1] \). In particular, useful for Eqs. 8 and 11.

1: procedure EVAL_CHEB(\( \tau, c_0(x), \ldots, c_{d-1}(x) \))
2: \( d_1(x) \leftarrow d_2(x) \leftarrow d_3(x) \leftarrow 0 \).
3: \( \sigma \leftarrow 2\tau - 1 \).
4: for \( k = d - 1, d - 2, \ldots, 1 \) do
5: \( d_3(x) \leftarrow d_1(x) \).
6: \( d_1(x) \leftarrow 2\sigma d_1(x) - d_2(x) + c_k(x) \).
7: \( d_2(x) \leftarrow d_3(x) \).
return \( \sigma d_1(x) - d_2(x) + 0.5c_0(x) \).

Algorithm 3 Chebyshev coefficients of the integral of a non-negative neural network.

1: procedure CHEB_CS(x, d, \( \phi_w, K \))
2: \( \{o_k(x)\}_{k=0}^{d-1} \leftarrow \phi_w(x) \quad \triangleright \text{Apply any NN, } \phi_w \).
3: \( \{c_k(x)\}_{k=0}^{d-1} \leftarrow \text{DCT-II}(o, d) \quad \triangleright \text{Eq. 9} \).
4: \( \{C_k(x)\}_{k=0}^{d-1} \leftarrow \text{Integration step wrt } \{c_k(x)\}_{k=0}^{d-1} \).
5: \( C_0(x) \leftarrow 2K(x) - 2\sum_{k=1}^{d-1} C_k(x)(-1)^k \quad \text{return} \)
\( \{C_k(x)\}_{k=0}^{d-1}, \{c_k(x)\}_{k=0}^{d-1} \).

Algorithm 4 How to build the model by using any deep learning architecture for regression.

1: procedure BUILD_MODEL_GRAPH(x, y, d, \( \phi, K, N_r \))
2: \( \triangleright \text{N_r is the number of non-roots to evaluate.} \)
3: \( \{C_k(x)\}_{k=0}^{d-1}, \{c_k(x)\}_{k=0}^{d-1} \leftarrow \text{CHEB_CS}(x, d, \phi, K) \).
4: \( \tau \leftarrow U(0, 1) \quad \triangleright \text{\( \tau \) must have } [b_s \cdot N_r, 1] \text{ shape.} \)
5: \( \mathcal{O}_p \leftarrow \text{EVAL_CHEB}(\tau, C_0(x), \ldots, C_{d-1}(x)) \).
6: \( \mathcal{L} \leftarrow (y - \mathcal{O}_p) \cdot (\tau - 1[y < \mathcal{O}_p]) \quad \triangleright \text{Eq. 1} \text{ loss.} \)
7: return \( \mathcal{L} \).

Using these coefficients, applying to quantile regression is shown in Algorithm 4 and could be done with any automatic differentiation library such as TensorFlow [Abadi et al., 2016] or PyTorch [Paszke et al., 2017]. Additionally, this implementation takes care of performing the matrix-vector product efficiently by using the DCT-II referred previously.

2.7 The Desired Quantile as an Input

It is important to highlight that even if the number of \( \phi_w \) outputs is fixed in the proposed model, we are able to estimate any quantile as it is show in Algorithm 5.

Algorithm 5 How to evaluate the model for any quantile \( \tau \in [0, 1] \) desired to obtain \( P(\tau; x) \) and \( p(\tau; x) \).

1: procedure EVAL_MODEL(x, d, \( \phi_w, K, \tau \))
2: \( \{C_k(x)\}_{k=0}^{d-1}, \{c_k(x)\}_{k=0}^{d-1} \leftarrow \text{CHEB_CS}(x, d, \phi_w, K) \).
3: \( \mathcal{O}_p \leftarrow \text{EVAL_CHEB}(\tau, c_0(x), \ldots, c_{d-1}(x)) \).
4: \( \mathcal{O}_p \leftarrow \text{EVAL_CHEB}(\tau, C_0(x), \ldots, C_{d-1}(x)) \).
5: return \( \mathcal{O}_p, \mathcal{O}_p \).

2.8 Inverse Mapping

For all \( x \in \mathbb{R}^D \), when the predicted function is monotonic, then \( P(\cdot; x) \) is bijective: Given \( y \in \mathbb{R} \) in the image of a monotone \( P(\cdot; x) \), we can get the unique quantile \( \tau \), for some fixed \( x \) and \( y \), such that \( P(\tau; x) = y \). To obtain \( \tau^* \approx P^{-1}(y, x) \), we can proceed by an iterative scheme given by

\[
\tau_{n+1} = \tau_n - P(\tau_n, x)^{-1}(P(\tau_n; x) - y), \quad n \geq 1,
\]

where the value \( p(\tau_n, x) \) as well as \( P(\tau_n; x) \) can be calculated by Equation 8.

3 ABLATION STUDY

To clarify the proposed method, in the following section we will propose a quasi non-crossing quantile model (not up to machine precision), which also estimates the partial derivative and the closest - as far as we know - literature model, but it cannot applicable as a quantile function estimator because it does not provide a uniform global behaviour in \([0, 1]\).

3.1 Non-Strictly Positive Partial Derivative

We propose a slight variation of the proposed model, which we will denote as Not Always Monotonic model (NAM). Rather than considering the interval of roots fixed, which implies to fix the roots values, an alternative manner to compute the Eq. 4 integral can be to compute the Clenshaw-Curtis formula over the interval \([0, \tau]\). In that case, that formula, considering the quantile input, consists in the following steps:

1. First, we fix an even integer \( d \), called degree, and we define the so-called nodes depending on \( \tau \):

\[
\hat{v}_k^d(\tau) = \frac{\tau}{2} \cos \left( \frac{\pi k}{d} \right) + \frac{\tau}{2}, \quad 0 \leq k \leq d.
\]

These nodes have the property that \( \hat{v}_k^d(\tau) = \hat{v}_{k/2}(\tau) \), which means that half of them can be reused when the value of \( d \) is doubled.
2. Second, we compute the quantities \( \bar{c}_j(\tau, \mathbf{x}) \) defined for \( 0 \leq j \leq d \) as
\[
\bar{c}_j(\tau, \mathbf{x}) = \sum_{k=0}^{d} \phi_w(t_k^j(\tau), \mathbf{x}) \cos \left( \frac{j \pi k}{d} \right),
\]
which is just a matrix-vector multiplication. Here, we can use an algorithm, such as the Discrete Cosine Transform of type 1 (DCT-I), which performs the matrix-vector multiplication in Eq. \( \ref{eq:20} \) with a complexity \( \Theta(d \log d) \) rather than a standard \( \Theta(d^2) \) procedure. In general, this algorithm produces the unnormalized coefficients defined in Eq. \( \ref{eq:20} \). To normalize them with respect to the degree, we must apply a factor, for instance, \( 2/d \). Thus, let us redefine the quantities
\[
\tilde{c}_j(\tau, \mathbf{x}) = \frac{2}{d} \bar{c}_j(\tau, \mathbf{x}).
\]

3. Finally, \( \Phi_w(\tau; \mathbf{x}) \) in Def. \( \ref{def:4} \) is approximated by \( P(\tau; \mathbf{x}, d) \) such that \( P(0; \mathbf{x}, d) = \Phi_w(0; \mathbf{x}) \), i.e. the constant of integration in Def. \( \ref{def:4} \) is the conditional quantile \( \tau = 0 \). All of the above leads us to the final Clenshaw-Curtis expression used in the NAM,
\[
P(\tau, \mathbf{x}; d) = \tau \left( \frac{\bar{c}_0(\tau, \mathbf{x})}{2} - \sum_{k=1}^{d/2} \frac{\bar{c}_k(\tau, \mathbf{x})}{4k^2 - 1} \right) + \Phi_w(0; \mathbf{x}).
\]

Note that Eq. \( \ref{eq:21} \) has a \( \tau \) dependency on all the coefficients of \( \bar{c}_k(\tau, \mathbf{x}) \), which comes from the fact that the \( P \) depends on \( \tau \), because the nodes in Eq. \( \ref{eq:19} \) also originally depend on the quantile \( \tau \). This dependency will avoid to have a certain values of quantiles while ours methods can ensure - in machine precision - that the crossing quantile phenomenon does not appear because it approximates \( \phi_w \) independently on \( \tau \).

### 3.2 Related Work

Building generic monotonic functions poses an important problem in several areas (Archer and Wang, 1993; Sill, 1998; Daniels and Velikova, 2010; Gupta et al., 2016; You et al., 2017; Wang et al., 2020). In the econometric field there are works such as (Koenker and Ng, 2005), which precisely explore the incorporation of monotonicity constraints and the estimation of the whole quantile function at once. However, as (Feldman et al., 2021) states, these models, such as the VQR in (Carlier et al., 2020), assume linearity, which in some contexts is a strong assumption. Differently, in the current approach, we are estimating the partial derivative of the quantile function by means of a truncated Chebyshev polynomial. Moreover, the proposed technique allows us to guarantee that the resulting quantile function is always partial monotonous in the desired quantiles even our proposal is using internally a deep learning model. Therefore, our proposal goes beyond modelling the conditional quantile function and not only constitutes a crossing quantile phenomenon solution but it allows us to estimate the partial derivative of the quantile function by means of a neural network.

The closest neural network method in the literature to the proposed method is the following. Differently, this method approximates the non-partially derivative, which in consequence cannot be applied to approximate a quantile function as we desire, but it has several similarities in the way the derivative is approximated as we will explain hereafter.

Generically, this method is a deep learning approach to building a monotonic function \( H : \mathbb{R}^D \rightarrow \mathbb{R} \), called the Unconstrained Monotonic Neural Network (UMNN) proposed in (Wehenkel and Louppe, 2019). The UMNN estimates the derivative of that function as
\[
H(z) = H(0) + \int_0^z h(t) \, dt,
\]
where the integral in Eq. \( \ref{eq:22} \) is approximated using the Clenshaw-Curtis quadrature (Clenshaw and Curtis, 1960).

Furthermore, this derivative can be approximated by means of a neural network \( h : \mathbb{R}^D \rightarrow \mathbb{R}_+ \), whose output is restricted to strictly positive values. Therefore, when \( h(z) := \frac{dH}{dz}(z) > 0 \), the \( H(z) \) behaves as a monotone function with respect to \( z \), if \( h(z) = h(z) \).

The main novelty of our method, compared to the UMNN, is that we build a partial monotonic function, which allows us to approximate a quantile function. Further, the non-dependence of roots regarding \( \tau \) (as it can be seen comparing Eq. \( \ref{eq:6} \) and Eq. \( \ref{eq:19} \)) ensures that, in these points, the quantile function is always partial monotonic (according to Section 2.3).

On the whole, our goal is to show how the proposed solution solves the crossing quantile phenomenon while maintains (or even improves) the performance with respect to other existing alternatives. This can be extended to other fields where crossing quantiles is critical such as Reinforcement Learning (RL) (Dabney et al., 2018), (Yang et al., 2019), (Zhou et al., 2020) as future work.

### 4 EXPERIMENTS

In this section, we show the performance of the proposed model compared to the non-always monotonic
The deep heteroscedastic Normal distribution (N) The conditional normal distribution will be considered. Given that these quantiles are calculated from the parametric conditional distribution as \( F(x, \tau) = \Phi(\mu(x) + \sigma(x) \sqrt{t}; \tau) \) where \( \mu \) is the desired quantile and \( \sigma \) will not cross. We will denote this approach as N.

The Implicit Quantile Network (IQN) Following Section 4 we are going to consider the IQN model. In particular, Keras and Lopez-Paz (2018) propose to add a regularization term with respect to the derivative as \( \text{max} \left( -\frac{\phi_w(x, \tau)}{\phi_\tau(x)} \right) \) to alleviate the crossing quantile phenomena. We will note this alternative optimisation process as IQN-D. On the other hand, we will consider another regularization term that penalises quantiles when crossing quantile phenomena appears as \( \text{max}(0, \phi_w(\tau_1; \tau) - \phi_w(\tau_2; \tau)) \) for each \( \tau_1 < \tau_2 \). We will refer to this approach as IQN-P.

The Partial Constrained Dense Network (PCDN) The main idea of that model is to force a selected subset of weights to be only positive combined with only considering ReLU activation functions (Glorot et al., 2011). As it is described in the Appendix Section, the corresponding selected neurons will be increasing functions and can be used to produce a quantile function that is always partial monotonic.

The Not Always Monotonic model (NAM) Similarly to our main proposed model, NAM has two different functions to optimise: The \( \phi_w \) and the \( K \). In that case, \( K \) corresponds to the \( q_0 \) value as a general shift of all the quantiles. The predicted quantile function does not ensure that always will avoid crossing quantile phenomenon but will be added to the comparison to analyse their difference.

Our model (Our) The main proposal of the article can be defined as a partial monotonic function. All alternative selections of \( C_0 \) described in Section 2.2 are considered for the following comparisons.

### 4.1 Data Sets and Experiment Settings

All experiments are implemented in TensorFlow (Abadi et al., 2015) and Keras (Chollet et al., 2019), running in a workstation with Titan X (Pascal) GPU and GeForce RTX 2080 GPU. To ensure the strictly positive output values of \( \phi_w \) in the proposed model, the final output will have a softplus function (Zheng et al., 2015) with a certain shift, in particular \( \phi_w(\tau; \tau) = 10^{-3} + \text{softplus}(NN(\tau; \tau) + 10^{-5}) \) where \( NN(\tau; \tau) \) is the output of the neural network. In addition, according to the notation of Section A, to force the selected weights to be positive we will apply to it a ReLU function (Glorot et al., 2011) to their values. All improved selection of \( \phi_w \) and the \( K \) is to verify that imposing the monotonicity constraint does not lead to a clearly worse predictive model.

In short, the different approaches analysed are:

- IQN
- IQN-P
- IQN-D
- PCDN
- NAM
- Ours-q0
- Ours-Mean

### Table 1: Minimum and maximum, [min, max], of the crossing quantile numbers over all the test folds proposed in Hernández-Lobato and Adams (2015). * denotes the number of crossing quantiles evaluating the roots quantiles.

| Housing | Concrete | Energy | KinSmn | Naval | Power | Protein | Wine | Yacht |
|---------|----------|--------|--------|-------|-------|---------|------|-------|
| IQN     | [0, 0]   | [0, 0] | [0, 0] | [0, 0] | [0, 0] | [0, 0]  | [0, 0]| [0, 0] |
| IQN-P   | [0, 0]   | [0, 0] | [0, 0] | [0, 0] | [0, 0] | [0, 0]  | [0, 0]| [0, 0] |
| IQN-D   | [0, 0]   | [0, 0] | [0, 0] | [0, 0] | [0, 0] | [0, 0]  | [0, 0]| [0, 0] |
| PCDN    | [0, 0]   | [0, 0] | [0, 0] | [0, 0] | [0, 0] | [0, 0]  | [0, 0]| [0, 0] |
| NAM     | [0, 0]   | [0, 0] | [0, 0] | [0, 0] | [0, 0] | [0, 0]  | [0, 0]| [0, 0] |
| Ours-q0 | [0, 0]   | [0, 0] | [0, 0] | [0, 0] | [0, 0] | [0, 0]  | [0, 0]| [0, 0] |
| Ours-Mean | [0, 0] | [0, 0] | [0, 0] | [0, 0] | [0, 0] | [0, 0]  | [0, 0]| [0, 0] |

### Table 2: Comparison of the Log-Likelihood sum of the test set over all of the train-test folds proposed in Hernández-Lobato and Adams (2015) for all the QR-based models. The bigger the better.

| Housing | Concrete | Energy | KinSmn | Naval | Power | Protein | Wine | Yacht |
|---------|----------|--------|--------|-------|-------|---------|------|-------|
| IQN     | 703.2 ± 228.4 | 158.6 ± 228.3 | 127.2 ± 127.9 | 213.9 ± 114.2 | 305.3 ± 112.4 | 430.3 ± 103.4 | 490.2 ± 102.5 | 449.1 ± 101.5 |
| IQN-P   | 613.2 ± 161.3 | 109.2 ± 157.1 | 77.4 ± 136.0 | 129.5 ± 114.9 | 209.6 ± 93.1 | 277.5 ± 75.8 | 309.0 ± 102.5 | 318.5 ± 99.7 |
| IQN-D   | 115.7 ± 115.7 | 106.3 ± 151.7 | 155.9 ± 115.7 | 202.4 ± 100.5 | 263.6 ± 64.9 | 421.2 ± 70.9 | 450.3 ± 95.7 | 461.6 ± 88.9 |
| PCDN    | 25.4 ± 10.3 | 198.5 ± 10.3 | 131.7 ± 10.3 | 106.4 ± 10.3 | 500.0 ± 10.3 | 105.0 ± 10.3 | 130.0 ± 10.3 | 120.0 ± 10.3 |
| NAM     | 267.5 ± 210.6 | 111.2 ± 207.2 | 123.4 ± 207.2 | 111.2 ± 207.2 | 111.2 ± 207.2 | 111.2 ± 207.2 | 111.2 ± 207.2 | 111.2 ± 207.2 |
| Ours-q0 | 491.9 ± 114.2 | 852.8 ± 148.9 | 723.3 ± 112.4 | 535.5 ± 305.3 | 403.0 ± 139.8 | 452.1 ± 155.9 | 256.0 ± 72.5 | 210.6 ± 157.4 |
| Ours-Mean | 407.9 ± 111.9 | 808.7 ± 122.8 | 736.4 ± 103.7 | 530.9 ± 346.4 | 403.5 ± 102.5 | 449.4 ± 145.8 | 255.6 ± 92.4 | 123.9 ± 154.2 |
ternal activation functions will be ReLU. Furthermore, all experiments will be trained using an early stopping training policy with 200 epochs of patience for all compared methods. All the details of the data sets used are detailed in the Appendix Section.

4.2 Experimental Results

Quantile regression models fit the conditional density distribution \( p(Y \mid X) \) in a discrete manner. Thus, we want to study the performance between the different models in order to produce that distribution. However, not all models proposed in this work ensure monotonicity. Therefore, we will decide a common procedure to generate the forecasted likelihood for all of them to perform the following comparison. We calculate the number of predictive quantiles that fall within a discretization of the response space to predict for a thousand of equidistant \( \tau \in (0,1) \) points (as it is detailed in the Appendix section).

Evaluating the Number of Crossing Quantiles

In Table 1, we show the minimum and maximum number of crossing quantiles taking into account all the folds. We can see that effectively, the normal distribution does not have crossing quantiles due to it comes from the quantile function formula. The PCDN never has any crossing quantile as stated in Appendix section A. Finally, as it is shown in Section 2.4, all the main proposed models (Our-\( q_0 \) and Our-Mean) do not have any crossing quantiles in the root quantile values.

Log-Likelihood Estimation

In Table 2, we compare the log-likelihood adaptation for all the QR-based presented models for the eight different UCI problems. Each position is reporting the mean and standard deviation over the 20 splits previously defined in Hernández-Lobato and Adams (2015). We observe that the first five options are far from our proposed model in terms of likelihood, that is the best. Additionally, we show that PCDN and NAM are not significantly worst than IQN. However, we need to take into consideration that PCDN and our proposed model are the only presented options that we can be sure that they are monotonic functions when are evaluated in the desired root quantiles.

5 CONCLUSIONS

Quantile regression is an approach to estimate the conditional density distribution of the response variable in a discrete manner. However, when a single model tries to approximate several quantiles at once the order between them matters. When they are not predicted in an increasing way, then the predicted distribution is invalid. This phenomenon is called “crossing quantile”. In this work, we introduce a method that solves this issue as shown in Figure 1.

In particular, the proposed method uses a deep learning model to approximate the partial derivative of an ending quantile function with respect to the quantile input. This partial derivative is imposed to be positive, thus, the ending function will be partially monotonic as desired. In Section 2, we described how to calculate this derivative by using a Chebyshev Polynomial approximation ensuring the monotonicity of the quantile function up to any desired precision.

Having computationally guarantees of the monotonicity of these models, our final goal was to verify if the imposed restrictions would adversely affect the performance of the model compared with a non-ensured quantile regression model. As we saw in Section 4, the proposed models outperform in terms of likelihood estimation and yields non-quantile crossing forecasts with respect the other compared models.

The proposed model constitutes a generic deep learning wrapper for any architecture to build a partial monotonic quantile function avoiding the crossing quantile phenomenon.
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A PARTIAL CONSTRAINED DENSE NETWORK

PCDN has been used as reference method to be compared in the experiments, Section 4. Although it is not in the literature, PCDN is a natural approach to be considered in order to address the problem of crossing quantiles because it considers a classical approach of constraining the weights and activation functions to ensure that fully-connected neural network layers are monotonic. As an extension to this, PCDN constitutes a combination of partial monotone layers to ensure that the global model is partially monotone with respect to the quantile input as we will detail hereafter.

Then, we select a desired part of the neurons for each hidden layer to ensure that $\psi$ is monotonic with respect to $\tau$; for instance, 50% of the neurons in each layer.

Next, we force that these selected neurons only have positive weights, their activation function are monotonically increasing, and they are only connected with the previous layer neurons that were also selected.

Finally, in the first layer, we only connect the weights that start from the input $\tau$ to the previously selected neurons of the following hidden layer as it is shown in Figure 3. We refer to these kind of models as Partial Constrained Dense Network (PCDN).

On the one hand, the inputs $x$ are connected to the output with restricted and non-restricted weights. On the other hand, the $\tau$ value is connected with the output of the model only with restricted neurons to ensure it is a partial monotonic increasing function with respect to $\tau$. By applying PCDN we restrict the number of constrained weights and neurons to only selected part of the neural network. This model could be considered as an extension of other proposed models in the literature such as Monotone Composite Quantile Regression Neural Network (MCQRNN) (Cannon, 2018), which predicts a fixed number of quantiles.

B DETAILS OF THE DATA SETS ON THE EXPERIMENTS

In this section, we show the performance of the proposed models compared to the baseline IQN. The goal is to verify that imposing the monotonicity of the PCDN or the main proposed model does not lead to a clearly worse predictive model.

Synthetic Glasses Data set The points in the back of the curves of Figure 1 corresponds to the mixture of two distributions. On the one hand, a noisy evaluation of $5 \cdot \sin(x_i) + 0.5 + \varepsilon$ is done where each $x_i$ corresponds to evaluate 3000 equidistant points such that $0 < x_i < 3\pi$. The random noise correspond to a $\varepsilon \sim \text{Beta}(\alpha = 0.5, \beta = 1)$. On the other hand, the second distribution of the mixture is the evaluation of 3000 points such that $\pi < x_j < 4\pi$ into $5 \cdot \sin(x_j) + 0.5 + \varepsilon$. This time, the noise is defined by $\varepsilon \sim -\text{Beta}(\alpha = 0.5, \beta = 1)$. After that, all these values are normalized taking into account the maximum value of them. The regression problem consists in predicting, given an assigned value $x \in [0,1]$, the corresponding $y \in \mathbb{R}$ generated as explained. These data have multi-modalities to encourage crossings of the predicted quantiles. The 50% generated data was considered as test data, 40% for training, and 10% for
validation.

The neural network architecture used for the $\phi_w$ of IQN and the $\phi_w$ and $K_w$ of our method consists of 4 dense layers with output dimensions 120, 60, 10, and 1 respectively. Regarding the training time, all models took less than 4 minutes to converge.

**UCI data sets** In order to satisfy the goal of this section of checking the performance of IQN, PCDN, NAM and the main proposed models, we applied these models to 8 different UCI Machine learning data sets ([Dua and Graff] 2017). These data sets are commonly used for various regression tasks. In particular, we used the 20 splits proposed in [Hernández-Lobato and Adams] (2015) and widely used in later works ([Gal and Ghahramani] 2015; [Lakshminarayanan et al.] 2017).

Regarding the trained models, all of them share the same architecture for all the models: a single dense hidden layer of 200 neurons. However, as NAM and the main proposed model requires the architecture for $\phi_w$ and $K_w$, we decided to assign the half part of the neurons of the single hidden layer to each of them.

In addition, we will analyse the number of crossing quantiles that are obtained for each test set considering the 980 quantiles $[0.010, 0.011, 0.012, \ldots, 0.990]$. 