Correlated disorder induced anomalous transport in magnetically doped topological insulators
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We examine the transport properties of magnetically doped topological insulator (TI) thin films subject to correlated nonmagnetic disorder. For the disorder we choose a quasiperiodic potential with a random phase. We restrict the disorder to a central region, which is coupled to two leads in a clean quantum spin Hall insulator (QSHI) state and concentrate on different orientations of the quasiperiodicity in the two-dimensional central region. In the case of a diagonally oriented or purely longitudinal quasiperiodicity we find different topological Anderson insulator (TAI) phases, with a quantum anomalous Hall insulator (QAHI), a quantum spin Chern insulator (QSCI), or a QSHI phase being realized before the Anderson insulator takes over at large disorder strength. Quantized transport from extended bulk states is found for diagonal quasiperiodicity in addition to the above TAI phases that are also observed for the case of uncorrelated disorder. For a purely transverse orientation of the quasiperiodicity the emerging QSHI and QSCI phases persist to arbitrarily strong disorder potential. These topological phase transitions (except to the Anderson insulator phase) can be understood from a self consistent Born approximation.
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I. INTRODUCTION

In recent years various noninteracting quantum Hall phases such as, the quantum anomalous Hall insulator (QAHI) [1,2], the quantum spin Hall insulator (QSHI) [3–5], as well as Weyl and Dirac semimetals [6–8] have been identified. The QSHI phases have been proposed theoretically [9,10] as well as observed experimentally [11,12] in nonmagnetic materials for example, HgTe and Bi2Te3. Interestingly, the QSHI turns into a QAHI, harbouring chiral edge states, when time reversal symmetry (TRS) is broken [7,13–18]. This can be achieved by magnetic doping [19,20], exchange field [21,22], and staggered magnetic flux [23], and was recently experimentally realized [24–34].

Remarkably, the QSHI phases are robust against weak nonmagnetic disorder while moderate disorder can induce a topological phase, called a topological Anderson insulator (TAI), even if the clean system remains a normal insulator (NI) [35–37]. The disorder results in a negative mass term for the band inversion as captured by the self consistent Born approximation (SCBA). Importantly, weak magnetic disorder is shown to stabilize the QAHI phase while the AI phase emerges for substantially strong disorder [38–49]. However, nonmagnetic disorder, originating from the spatial inhomogeneities constitutes an important factor in experiments as well [31,46,47,50–52] and has attracted recent attention [53–59]. The nature of the various TAI phases also depend on the types of disorder such as, site versus bond disorders [60].

Interestingly, the topological phase transitions (TPTs) in the presence of both nonmagnetic correlated disorder, caused by quasiperiodic Aubry-André-Harper potential [61] in the two dimensional (2D) plane, and the magnetic exchange field remain uncharted so far while the effect of on-site random disorder [58], correlated disorder [62,63], and magnetic disorder [41,42] are investigated separately. Also, the random disorder effects on topological Penrose-type quasicrystal systems [64] and magnetic Weyl semimetal in the presence of intra and inter-orbital disorder [65] have been already studied. In particular, we answer the following question, which is experimentally relevant as well [25,26]: How can we understand the rich interplay between magnetism and orientation of correlated disorder in the 2D plane by examining the topological phase diagram? The existence of a mobility edge in one-dimensional (1D) quasiperiodic systems [66–71] further motivates us to explore its connection with the edge transport in 2D topological systems.

In this paper, we consider Bi2Te3 thin film in the presence of magnetic exchange field and correlated disorder (here, chosen as a quasiperiodic potential with random phase), coupled to two semi-infinite clean nonmagnetic leads in the QSHI phase, to investigate the conductance through the former. The disorder, depending upon its orientation (see Fig. 1), can mediate a series of TPTs as observed in the rich phase diagrams where the system transits through a number of phases such as, NI, QAHI, QSHI, quantum spin Chern insulator (QSCI), and AI phases. The diagonal quasiperiodic case, called isotropic in the following, surprisingly yields quantized conductance...
FIG. 1. The studied setup is demonstrated in (a). The spatial representation of quasiperiodic potential $\epsilon_i = \cos(2\pi n\eta r)$ and disorder averaged local density of states from the retarded Green's function of the central system are shown for isotropic [(b),(e)]; longitudinal [(c),(f)]; and transverse [(d),(g)] cases. Here, \(r\) represents the location of lattice sites on the 2D square lattice. We choose \(gM = 30\) and \(W = 350\) meV to depict edge modes at \(j = 1,100\) for the QAHI phase in [(c)--(g)].

from the extended bulk states beside the TAI (QAHI, QSHI, and QSCI) phases with quantized edge transport (see Fig. 2). For anisotropic longitudinal (transverse) quasiperiodicity, the QSCI phase gets remarkably suppressed [extended] when the exchange field and disorder amplitude increase (see Fig. 3) [see Fig. 4]. The TPTs in the above cases are successfully captured by the sign change of renormalized mass term computed from SCBA.

II. MODEL AND METHOD

We start with a model of three quintuple layers of (Bi, Sb)$_2$Te$_3$ given by [9,72,79]

$$H_0(k) = N \cdot \Gamma = \sum_{i=1}^{3} N_i \Gamma_i$$

(1)

where $N_1 = v_F \sin(k_x a)/a$, $N_2 = -v_F \sin(k_y a)/a$, $N_3 = m(k) = m_0 + 2B[2 - \cos(k_x a) - \cos(k_y a)]/a^2$, and $\Gamma_1 = \tau_x \sigma_0$, $\Gamma_2 = \tau_x \sigma_z$, and $\Gamma_3 = \tau_z \sigma_0$. We note that $\tau$ and $\sigma$ represent orbital and spin degrees of freedom. Here, $v_F$ (a) denotes the Fermi velocity (lattice spacing). A ferromagnetic order in the above topological insulator (TI) thin film can be induced by magnetic doping with Cr or Fe atoms [25,27,72]. Such a TRS broken TI can be modeled as $H(k) = H_0(k) + gM \tau_z \sigma_z$ where $g$ represents the Landé g factor and $M$ is the magnetic exchange field. The Hamiltonian thus reads in the block-diagonal form [24]:

$$H(k) = \begin{pmatrix} H_u(k) & 0 \\ 0 & H_l(k) \end{pmatrix}$$

(2)

where the upper and lower block Hamiltonian $H_{u,l}(k) = N_2 \sigma_+ + N_3 \sigma_- + m_{u,l}(k) \sigma_z$ with $N_\pm = N_1 \pm i N_2$, $\sigma_\pm = (\sigma_x \pm i \sigma_y)/2$ and $m_{u,l}(k) = N_3 \pm gM$.

We study the effect of an on-site nonmagnetic impurity potential on the central magnetic TI [Eq. (2)] of dimension $L_x \times L_y$, which is coupled to semi-infinite QSHI leads [Eq. (1)]. The setup is shown in Fig. 1(a). We model the impurity potential by a quasiperiodic potential with random phase $\epsilon_{i,j} = W \cos[2 \pi \eta (\Pi_x + \beta)] + \phi_i/2$, where $W$ denotes the amplitude of the potential, i.e., disorder strength, $\phi$ is an offset chosen from a uniform random distribution between $[0,2 \pi]$, and $\eta = (\sqrt{5} - 1)/2$ is an irrational number. The disorder correlation function takes the form $C_{m,n} = \langle \epsilon_{i,j} \epsilon_{i+m,j+n} \rangle = W^2 \cos[2 \pi \eta (m \alpha + n \beta)]/8$. Owing to the finite value of $C_{m,n}$ for quasiperiodic potential with random phase, unlike the random potential with $C_{m,n} = \delta_{n,0} \delta_{m,0}$, we refer to $\epsilon_{i,j}$ as correlated disorder. The real space Hamiltonian for the central system and the leads are given by $H_{CS}(m_0, M, W) = \sum_r (\delta_r \epsilon_r + \delta_r \phi_r)^2 C_r$, and $H_{L,H}(m_0) = H_{CS}(-|m_0|, M = 0, W = 0)$, respectively, where $H_{CS}(m_0, M)$ is obtained from a Fourier transformation of $H(k)$ in Eq. (2) where $r$ represents the location of lattice sites on the 2D square lattice. The annihilation (creation) operator $C_r (C_r^\dagger)$ consists of a two-orbital and a spin-1/2 degrees of freedom. Generally, $\alpha = \beta = 1$ refers to the 2D isotropic (diagonally oriented) quasiperiodicity. We also consider purely longitudinal (transverse) quasiperiodicity only along $x (y)$ direction choosing $\alpha = 1, \beta = 0$ (\(\alpha > 1, \beta = 1\)). The spatial configurations of these disorder potentials are demonstrated in Figs. 1(b), 1(c), and 1(d) for $\phi = 0$. Here, we consider a thickness of three quintuple layers such that the model becomes trivial in the clean and undoped limit with appropriate material parameters: $v_F = 3.07 eV \AA$, $m_0 = 44 meV$, $B = 37.3 eV \AA^2$ [72], and $\alpha = 20 \AA$ [58]. We compute the disorder averaged conductance $G$ (in units of $e^2/h$) for the central region and the corresponding standard deviation $SG$ (in units of $e^2/h$), following the Landauer-Büttiker formalism [73,74] with recursive Green's function technique [58,75–77], as a function of both disorder strength $W$ and exchange field $gM$ (see Figs. 2–4). The QSHI and QSCI phases both are identified by quantized conductance $G = 2$ (green) while the former [latter] appears in the absence [presence] of exchange field. The QAHI phases are characterized by quantized conductance $G = 1$ (orange).

We also analyze the emergence of disorder mediated TPTs using the SCBA [36]. Importantly, TAI phases appear when the renormalized topological mass $m = m + \delta m$ becomes negative $m < 0$ as well as the renormalized chemical potential $\tilde{E}_F = E_F + \delta \mu$ lies inside the band gap $|\tilde{E}_F| < -\bar{m}$. Exploiting the block diagonal form of the Hamiltonian [Eq. (2)], we can decompose the self-energy into upper and lower blocks $\Sigma_{u,l} = \Sigma_{u,l}^0 \delta_0 + \Sigma_{u,l}^1 \alpha_+ + \Sigma_{u,l}^1 \alpha_- + \Sigma_{u,l}^1 \sigma_z$. The correction terms, caused by the disorder, are thus found to be $\delta m_{u,l} = Re \Sigma_{u,l}^1$ and $\delta \mu_{u,l} = -Re \Sigma_{u,l}^1$. The self-energy can be expressed through self-consistent equations by incorporating $C(k)$, i.e., Fourier transform of the disorder correlation function $C_{m,n}$, as follows...
FIG. 2. (a), (e), and (i) [(c), (g), and (k)] depict the conductance $G$ with $gM = 0, 30$, and $52$ meV, respectively, for isotropic correlated disorder $\epsilon_i = W \cos(2\pi \eta r + \phi)/2$ with $\alpha = \beta = 1$ (uncorrelated random disorder $\epsilon_i \in [-W/2, W/2]$ [58]). The corresponding standard deviation $\delta G$ are shown for isotropic correlated [uncorrelated random] disorder in (b), (f), and (j) [(d), (h), and (l)]. We consider a central system $H_{CS}(m_0, M, W)$ of dimension $L_x \times L_y = 400a \times 100a$ and $400a \times 200a$, respectively, for zero and nonzero values of $gM$. The solid and dashed [blue and purple] lines trace out the phase boundaries associated with $H_{\alpha}(k)$ and $H_{\beta}(k)$ $|E_F|=\tilde{m}_0^\alpha$ and $|E_F|=\tilde{m}_0^\beta$, respectively, according to the SCBA. The cartoon pictures (A)–(F), depict the evolution of the band gap for topological (red valence and blue conduction bands in the uniform orange and green background) and trivial (blue valence and red conduction bands in the white background) phases for $H_{\alpha}(k)$ separately.

\[ \Sigma_{u,l} = \int dk \ C(k) \ (E_F + i\zeta - H_{\alpha,l}(k) - \Sigma_{u,l})^{-1} \]

\[ = W^2(\Sigma_{u,l}^+ + \Sigma_{u,l}^-)/16 \]

with $\Sigma_{u,l}^\pm = (E_F + i\zeta - H_{\alpha,l}(\pm\alpha Q, \pm\beta Q) - \Sigma_{u,l})^{-1}$, $Q = 2\pi \eta$ and $\zeta \to 0$. The phase boundaries can be determined by $|E_F|=\tilde{m}_0^\alpha$ for $\tilde{m}_0^\alpha < 0$ and $|E_F|=\tilde{m}_0^\alpha$ for $\tilde{m}_0^\alpha > 0$ segregating the TAI phases with quantized $G \neq 0$ from the trivial phases with nonquantized $G$. Note that the SCBA fails to detect the TPTs to an AI phase for strong disorder $W > \mathcal{O}(B/a^2, v_F/a)$.

III. RESULTS

We start our discussion on TPTs induced by the correlated disorder with Fig. 2 where we consider the isotropic quasiperiodicity, i.e., $\alpha = \beta = 1$ [see Fig. 1(a)] and compare to the random disorder case [58]. The bulk gap $\Delta$ of the central system can be read off by the Fermi energy $E_F$ at which the quantized conductance $G = 0, 1$, and $2$ (accompanied by $\delta G = 0$) can either change to a nonquantized value with $\delta G \neq 0$ or a quantized value with $G > 2$. The later phase with $G > 2$ is exclusively observed for the case of correlated disorder, which stems from extended bulk modes lying well above the trivial and topological gap. The thin film is in the NI phase for $\Delta = m_0 = 44$ meV in the clean nonmagnetic case [see Fig. 2(a)]. With increasing disorder strength regardless of whether the disorder is correlated or uncorrelated, the trivial gap reduces and eventually the gap becomes topological at $(W, E_F) \approx (500$ meV, $0$ meV), i.e., $\Delta < 0$ due to band inversion. At this point the thin film enters into a QSHI phase with quantized $G = 2$. The QSHI phase has a maximal gap at $W \approx 900$ meV and for larger disorder $W$ rapidly turns into an AI. Upon including a magnetic field $gM = 30$ meV as shown in Fig. 2(e), the trivial gap $\Delta$ reduces to $14$ meV in the clean limit. The trivial system now first enters into a QAHI with quantized $G = 1$ upon inclusion of disorder, followed by a QSCI phase with quantized $G = 2$ and eventually an AI phase takes over for strong disorder. Upon increasing the magnetic field to $gM = 52$ meV, as shown in Fig. 2(i), the system already resides in the QAHI phase, with topological gap $|\Delta| = 8$ meV, even in the clean limit. For increasing disorder $W$, the system similarly traverses through a series of QAHI $\rightarrow$ QSCI $\rightarrow$ AI phases. However, the size of the QSCI (QAHI) phase decreases (increases) significantly for $gM = 52$ meV as compared to that of $gM = 30$ meV.
FIG. 3. We investigate the longitudinal quasiperiodicity, $\alpha = 1$ and $\beta = 0$ for the same set of parameters as Fig. 2. The size of the QSHI (QSCI) phase for zero (nonzero) values of $gM$ reduces as compared to the Figs. 2(a) and 2(e).

The different TPTs except the transition to the AI phase at large disorder are well captured by the SCBA as indicated by the lines in Fig. 2. The evolution of the bulk gap for the central system in various phases and their boundaries are schematically demonstrated in Figs. 2(A)–2(F). All these above features, obtained for correlated disorder, are qualitatively similar to random disorder. However, the correlated disorder is found to stabilize the TAI phases more clearly than random disorder as evident from the standard deviation $\delta G$ profiles [see Figs. 2(b), 2(d), 2(f), 2(h), 2(j), and 2(l)].

For longitudinal quasiperiodicity $\alpha = 1$ and $\beta = 0$ [see Fig. 1(b)] we find a qualitatively similar picture, as shown in Fig. 3, compared to the previous isotropic case. Interestingly, the marked differences are that the quantized transport from the bulk mode as well as the QSCI phase at larger magnetic fields $gM$ are absent in the present case. The latter is due to the reservoir effect: When the topological gap of the lead is less than or comparable to the gap of the central system, a hybridization of the edge modes in the central system with the bulk modes in the leads may occur. The reservoir effect is analyzed in more detail in the Sec. II in the Supplemental Material (SM) [79].

Next we analyze transverse quasiperiodicity along $y$ direction, i.e., perpendicular to the transport direction, with $\alpha = 0$ and $\beta = 1$ [see Fig. 1(c)]. Contrary to the above cases, the QSHI and QSCI phases continue to exist with a topological gap $\Delta < 0$ even for strong disorder $W > 1000$ meV irrespective of the values of exchange field as shown in Figs. 4(a), 4(c), and 4(e). This effect unique to the case of transverse quasiperiodicity can be captured within a simple SCBA approach. It is noteworthy that the phase transition boundaries, evaluated by SCBA, are exactly the same in Figs. 3 and 4. This is due to the underlying $C_4$ symmetry of the clean central system. The above crystalline symmetry further ensures that the phase diagram for longitudinal (Fig. 3) and transverse (Fig. 4) quasiperiodicities would be interchanged once the leads are connected to the top and bottom instead of the left and right of the central system. The results only depend on the relative orientation of the quasiperiodicity with regard to the transport direction.

IV. DISCUSSIONS

It is evident from the above investigations that the upper and lower block of the Hamiltonian in Eq. (2), can be selectively made topological under the appropriate orientations of correlated disorder. With increasing disorder $W$, the lower block becomes topological first followed by the upper block.
As long as the direction of the magnetic field is not altered, the above feature is observed in all the cases (flipping the magnetic field flips upper and lower block). We note that the individual phases for $E_F > 0$ would also symmetrically appear for $E_F < 0$ owing to the emergent spectral symmetry of the system under $W \rightarrow -W$ (see Sec. IV in the SM for more discussion) [58,79].

The quasiperiodicity generically introduces mobility edges such that there exist extended bulk states within an energy interval between $[E_-, E_+]$ in the middle of the single particle spectrum around zero energy (see Sec. V in the SM for more discussion). One expects these states to participate in the electron transport through the central disordered system above its bulk gap $\Delta$ provided $|\Delta| < |E_+ - E_-|$. For the isotropic quasiperiodicity, this mechanism of bulk transport might lead to the quantized conductance with $G > 2$ and $\delta G \rightarrow 0$ even though $\mathfrak{p}_G^\text{bulk} > 0$ [see Figs. 2(a), 2(e), and 2(i)]. These regions appear just outside the NI and TAI phases when $E_- < E_F < E_+$ and $|E_F| > |\Delta|$, in marked contrast to the random disorder case. The universality classes of the TPTs between the TAI and non-TAI phases, [62,63,80–82] reported here are left for future research.

On the other hand, for anisotropic quasiperiodicities, the mobility edge energy interval $[E_+ - E_-]$ for the extended bulk states shrinks significantly resulting in the suppression of quantized transport from the bulk states lying above $|\Delta|$. This could be the reason why nonquantized bulk conductance with $G > 2$ and $\delta G > 0$ for longitudinal and transverse quasiperiodicities is observed. The edge transport along $x$ direction is severely (minimally) influenced for longitudinal (transverse) quasiperiodicity as the midgap conducting edge modes can (can not) become localized, which are otherwise delocalized along the transport direction at $y = 1, L_y$ [see Figs. 1(e)–1(g)]. Combining these insights one notes that the TAI phase diagram for isotropic quasiperiodicity is an admixture of the anisotropic quasiperiodicities along longitudinal and transverse directions.

Our findings suggest that in terms of the current transport, the AI phase does not emerge for the transverse quasiperiodic case unlike to the remaining cases. In the strong disorder regime, localized states reside in the interior bulk of the central system. For the 1D quasiperiodicity, such localization is expected to occur only over the 1D line of lattice sites on which the quasiperiodicity is embedded. This further indicates that longitudinal quasiperiodicity leads to spatially separated localized states through which the transport current can not propagate. The same is also true for diagonal quasiperiodicity. On the other hand, for transverse quasiperiodicity, such localization along the $y$ direction essentially allows the current flow.

Our study is potentially relevant to model the experimental findings on QAHI phases in magnetic TIs [25,26,31,83–85]. Besides solid-state systems, TIs are also realized for ultracold atomic gases in optical lattices [86–91]. To be specific, The Su-Schrieffer-Heeger model [92] has already been implemented in optical lattice [93]. Furthermore, the quasiperiodic potential has been proposed [94] and implemented [95] in optical lattices. The optical laser speckle potential could be engineered to introduce the correlated disorder of the type discussed here [96,97]. In the light of the above considerations, we believe that TPTs induced by the interplay between the correlated disorder and magnetism can be investigated with ultracold atoms.
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