Narrow-line absorption at 689 nm in an ultracold strontium gas
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We analyse the spectrum on the narrow-line transition 5s21S0 − 5s5p3P1 at 689 nm in an ultracold gas of 88Sr via absorption imaging. In the low saturation regime, the Doppler effect dominates in the observed spectrum giving rise to a symmetric Voigt profile. The atomic temperature and atom number can accurately be deduced from these low-saturation imaging data. At high saturation, the absorption profile becomes asymmetric due to the photon-recoil shift, which is of the same order as the natural line width. The line shape can be described by an extension of the optical Bloch equations including the photon recoil. A lensing effect of the atomic cloud induced by the dispersion of the atoms is also observed at higher atomic densities in both the low and strong saturation regimes.

I. INTRODUCTION

The existence of metastable states and narrow-line transitions among the alkaline-earth and alkaline-earth-like atoms brings new opportunities for studying cold and ultracold atoms, for example the optical-lattice clocks [1, 2], the time variation of fundamental constants [3–5], atom interferometers [6–8], nonlinear quantum optics [9–11], and strongly correlated Rydberg gases [12, 13]. While many of these applications rely on the clock transition 1S0 − 3P0 with a linewidth on the level of mHz, the other narrow one 1S0 − 3P1 with a (1 − 100)-kHz linewidth enable the cooling of the atoms down to the photon-recoil-limited regime [14–16] and a direct laser cooling to quantum degeneracy was demonstrated [17]. Very recently, the kHz-transitions play an essential role in the realizations of optical tweezer arrays of alkali-earth [18, 19] and alkali-earth-like [20] atoms.

Benefiting from the narrow line width of the 1S0 − 3P1 transitions in alkali-earth or alkali-earth-like systems, fluorescence signals from these transitions can be employed for studying collective atomic scattering and motional effects [21], measuring atomic transition properties [22–24], and detecting single atoms with high fidelities [20]. On the other hand, absorption imaging using broad dipole-allowed transitions (≈ 10 MHz) may be by far the most widely-used method in diagnosing ultracold-atom systems, providing accurate information on the spatial distribution of atoms, the atom number, and the atomic temperature [25, 26]. However, absorption with narrow-line transitions were rarely studied in the ultracold regime, where the photon recoil energy is comparable to the absorption linewidth including the Doppler effect. Oates et al. studied the atomic-recoil-induced asymmetries in a form of saturation spectroscopy with a Ca optical-clock apparatus [27], and the photon-recoil effect on the dispersion was observed in a Yb vapor cell in Ref. [28]. Stellmer et al. have implemented the absorption imaging on the 7.5-kHz transition at 689 nm to resolve the hyperfine structure of the fermionic 87Sr at a magnetic field of about 0.5 G [29]. They observed a Lorentzian lineshape with a full width at half maximum (FWHM) of about 40 kHz, without discussing further details on the spectrum.

In this work, we study in detail the absorption spectrum on the narrow transition 5s21S0 − 5s5p3P1 at 689 nm with an ultracold 88Sr atomic cloud. We measure the spectrum in both the weak and strong saturation regimes. At low saturations, the absorption lineshape is close to a Gaussian shape essentially determined by the Doppler effect in the temperature range studied here. Thus, this regime can be exploited for thermometry of the atomic sample, which is confirmed by a comparison to the temperature obtained by the standard time-of-flight (TOF) method [25, 26] using the broadband transition 5s21S0 − 5s5p1P1. The narrow-line absorption imaging at low saturation also provides information on the atom numbers and atomic densities with a comparable accuracy to detection methods based on the broad (blue) line. In the strong saturation regime, an asymmetric lineshape is observed. We have performed a theoretical simulation based on the optical Bloch equations (OBEs) involving the momentum transfers during the imaging process and confirmed that the photon recoil has important influence on the line shape. We also observe a density-dependent lensing effect in the absorption images at large detunings of the imaging light.

The article is organized as follows: We show our experimental setup in Sec. II. The low- and high-saturation absorption spectra are described in Secs. III A and III B, respectively. The theoretical simulation and comparison to experiments in the high-saturation regime are discussed
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II. EXPERIMENTAL SETUP

Fig. 1(a) shows the experimental setup. The $^{88}$Sr atoms are first loaded into a two-stage magneto-optical trap (MOT) for the laser cooling and trapping [30, 31], operated on the broad $5s^2\,^1S_0 \rightarrow 5s5p\,^3P_1$ and narrow $5s^2\,^1S_0 \rightarrow 5s5p\,^3P_1$ transitions, respectively. We could create an atomic cloud of $10^5$ atoms with a density of about $10^{10}$ cm$^{-3}$ and a temperature around 0.1 µK. A cigar-shaped optical dipole trap (ODT) formed by two horizontally propagating beams at the wavelength of 532 nm, is simultaneously switched on at the second-stage MOT. The two ODT beams both have a waist of about 60 µm and cross at an angle of 18°. Holding atoms in the ODT for 200 ms to reach equilibrium after switching off the MOT, we obtain about $(0.5 \cdots 5) \times 10^5$ atoms at a temperature of 0.7 · 6 µK depending on the ODT power. At a power of 0.6 W for each beam the trap depth of the ODT is about 6µK and the trap frequencies are $2\pi \times (217, 34, 217)$ Hz along the $x$, $y$, and $z$ directions [see Fig. 1(a)], respectively, resulting in cloud radii of (27, 69, 27) µm and a peak density of $7 \times 10^{11}$ cm$^{-3}$. The temperatures along the $y$ and $z$ directions are mapped out by the standard TOF method. The above-mentioned atom numbers, cloud sizes, and temperatures are measured using absorption imaging with the broad $5s^2\,^1S_0 \rightarrow 5s5p\,^3P_1$ transition. The lifetime of the atomic clouds in the ODT is about 2 s, limited by the collisions with background gas.

The imaging light at 689 nm is delivered from a commercial tapered amplifier seeded by an external-cavity diode laser (Toptica TApro), used also for the narrow-line MOT cooling, which is frequency-stabilized to a passive ultra-low expansion cavity with a short-term noise of 1 kHz level and a long-term drift of 8 kHz/day [31]. As shown in Fig. 1(a), the imaging beam propagates along the $z$ direction with a tunable linear polarization and has a $1/e^2$ diameter of 4.2 mm. The imaging pulse length and intensity are controlled by an acousto-optic modulator (not shown in the figure). The imaging system consists of two achromatic lenses with focal lengths of +200 mm and +300 mm, and maps the absorption to an EM-CCD camera from Andor with a magnification factor of 1.5. We have an imaging resolution of about 12 µm.

The imaging sequence is described in Fig. 1(b). The absorption imaging on the narrow-line transition is performed after rapidly switching off the ODT to avoid the differential AC Stark shifts on the energy levels. A quantization magnetic field along the vertical direction is applied (rising time 2 ms) before the imaging pulse to split the Zeeman sublevels of $^3P_1$ state, as seen in Fig. 1(c). After a given time-of-flight (TOF) time $\tau_{\text{exp}}$, the atoms are shined by the imaging light with an exposure time $\tau_{\text{exp}} = 200\, \mu$s. By tuning the $\tau_{\text{TOF}}$ we can tune the atomic density during the absorption, which plays an important role in observing the dispersive lensing effect discussed in Sec. III. As done in a standard absorption imaging sequence, two additional images with and with-

in Sec. III.C. The observation of lensing effect is presented in Sec. IV. Sec. V concludes the paper.
out the imaging light are taken after the first pulse. The three images are then processed (see, e.g., [32]) to obtain the two-dimensional optical density (OD) distribution (see the insets of Fig. 5).

By changing the linear imaging polarization angle in the $x - y$ plane, all three Zeeman sublevels of the $^{3}\text{P}_{1}$ state are addressable. An example is shown in Fig. 1(d). The peak OD is measured as a function of the imaging detuning showing three peaks at a magnetic field of about 80 mG. The relative line strengths are determined by the polarization and the different coupling strengths of the three corresponding transitions (see Fig. 1(d)). We have used this measurement to optimize the compensation of the background magnetic field to be better than 5 mG in our setup and to calibrate the quantization fields. For the absorption studies, we apply a field of 4 G to split the sublevels and the imaging polarization is tuned parallel to the quantization axis, so that the system is subjected only to the closed $\pi$ transition ($m_{j} = 0 \rightarrow m_{j} = 0$), which can be treated as a perfect two-level system.

III. MEASUREMENTS AND ANALYSIS

Thanks to the high sensitivity and large dynamical range of our imaging camera (Andor iXon 897) at 689 nm, we can study the absorption spectrum on the narrow-line transition with a saturation parameter $s$ ranging from 0.01 to more than 100. Meanwhile, the cloud temperature and the atomic density can be controlled via the ODT depth and the TOF time $\tau_{\text{TOF}}$ independently.

A. Low-saturation absorption

In Fig. 2(a), we show two measured absorption spectra at temperatures of 1.3 $\mu$K (black points) and 5.7 $\mu$K (red points) with a saturation parameter $s = 0.1$. The TOF time $\tau_{\text{TOF}}$ (see Fig. 1(b)) is chosen to be 3.1 ms to minimize the lensing effect (see Sec. IV) as well as to keep large enough signal-to-noise ratios (SNRs) in the OD images. The plotted signals in Fig. 1(b) are the OD integrals over the whole atomic cloud region divided by the peak cross section $\sigma_{0} = 3\lambda^{2}/2\pi$, which is the standard way to calculate the atom number in the absorption imaging (see the following paragraph for a correction).

Symmetric lineshapes are observed in both cases and the linewidth increases with the increasing temperature. The spectra fit well to Voigt profiles with a fixed Lorentzian width of $v_{L} = 10.01$ kHz, resulted from the power broadening $\Gamma\sqrt{1 + s/2\pi}$ and the detection bandwidth $0.9/\tau_{\text{exp}} = 4.5$ kHz due to the finite length of the square-shape imaging pulse (see Fig. 1(b)), where $\Gamma/2\pi = 7.5$ kHz is the natural linewidth. The FWHM Gaussian width $v_{G}$ obtained from the Voigt profile fitting is used to deduce the temperature $T_{\text{Fit}}$ along the imaging propagation direction, from the relation $v_{G} = 2\sqrt{2\ln 2}k_{B}T_{\text{Fit}}/m$. Here $k_{B}$ is the Boltzmann constant, $\lambda$ is the transition wavelength, and $m$ is the atomic mass. $T_{\text{Fit}}$ obtained in this way are compared to those measured by the TOF method in the lower panel of Fig. 2(b). The linear fit between $T_{\text{Fit}}$ and $T_{\text{TOF}}$ (black dashed line) results in a slope of 1.05(3), which agrees excellently with the ideal case of $T_{\text{Fit}} = T_{\text{TOF}}$ (red dashed line). We also notice the empirical density broadening in the saturation fluorescence spectroscopy reported in [23]. The linear
the empirical density relation following Ref. [23].

In addition to the temperature, the atom number and atomic density can also be extracted from the narrow-linewidth absorption imaging in the low saturation regime. The broad (blue) transition typically used in determining the atom number and atomic density has a natural linewidth on the order of 10 MHz, much broader than the Doppler width. The absorption cross-section in the broad-transition imaging can hence be regarded as temperature-independent. However, for the narrow transition with a natural linewidth smaller than the Doppler width ($\Gamma/2\pi v_G < 1$), the Doppler effect has to be considered when calculating the atom number [33]. This is done by convolving the velocity-dependent Lorentzian absorption profile with the Maxwell-Boltzmann velocity distribution in the atomic sample (see Appendix V). The convolution results in a relationship between the measured OD and the atom number similar to the broadband absorption imaging case, modified by a coefficient depending on the ratio between the Doppler-broadened width and the natural linewidth,

$$OD_0(x, y) = n(x, y)\sigma_0 \times C(\Gamma, v_G),$$  

where $C(\Gamma, v_G) = \sqrt{\pi}\alpha e^{\alpha^2}\text{erfc}(\alpha)$ is the coefficient with $\alpha = \sqrt{\ln 2\Gamma/2\pi v_G}$, $OD_0(x, y)$ are the on-resonance OD spatial distribution, and $n(x, y)$ is the atomic column density. erfc($x$) is the complementary error function. The derivation of the coefficient is presented in the Appendix V. With the on-resonance OD and the temperature-dependent $v_G$ determined from the spectrum fitting, the atom number and atomic density can be obtained with Eq. (1). The upper panel of Fig. 2(b) shows the ratio of the atom number determined by absorption imaging with the narrow $5s^2 1S_0 - 5s5p^3P_1$ ($N_{\text{red}}$) and broad $5s^2 1S_0 - 5s5p^3P_1$ ($N_{\text{blue}}$) transitions, which lies close to 1 (gray solid line).

B. Strong-saturation absorption

In this section we study the narrow-line absorption spectrum at strong saturations with $s \gg 1$. The question arises, to what extent the photon recoils impacts the absorption profile, as the the recoil shift is comparable to the natural linewidth ($\sim 4.78$ kHz vs. 7.5 kHz for the narrow transition studied here). During the absorption process, absorption and spontaneous emission events give rise to the change of momentum distribution, and hence affecting the subsequent absorption. For narrow-line transitions, few photon-recoil events are enough to drive the atom out of resonance with the imaging laser. This in stark contrast to broadband transitions, since the natural linewidth is usually much larger than the Doppler shifts induced by photon recoils in a cold atom sample. Nevertheless, the photon-recoil effect was already considered when imaging light species like Li using broad transitions [34], where the recoil-induced detuning and blurring place strong constraints on the proper imaging conditions.

In Fig. 3(a) we show two absorption spectra at saturation parameters of $s = 0.09$ and $s = 35.8$, respectively. We observe a decrease of the integrated OD signal at all detunings due to the saturation effect (note that the data at higher saturation is magnified by a factor of 6 for a better view). More importantly, the lineshape is asymmetric at the high saturation, namely the integrated OD approaches zero more slowly on the negative-detuning side than that on the positive one, and the absorption peak is shifted by a few kHz to the positive detuning. At high saturation, differences can already be seen in the OD images at the two detuning sides [see lower rows in the insets of Figs. 3(b-d)], namely a wider spatial extension for the position detuning than that for the negative one. In this series of experiments, the influence of the lensing effect on the OD measurement (see Sec. IV) is negligible due to the low atomic densities involved here.

The observed asymmetry and peak shift can be interpreted qualitatively by considering the absorption process including the influence of the photon recoil. The photon recoil associated with each absorption-spontaneous emission cycle redistributes the momentum of atoms, which depends strongly on the light detuning [35]. Consequently, an asymmetric lineshape and the shift of the maximum of absorption emerges when more and more photons are scattered due to the momentum redistribution in the atomic cloud. In order to resolve such effects, the Doppler width has to be comparable to the power-broadened line width. In the case of the strong saturation in Fig. 3(a), the power-broadened Lorentzian width $\Gamma\sqrt{1+s} \sim 45$ kHz is close to the Doppler one of $\sim 40$ kHz. In the following subsection a quantitative description is presented incorporating the photon-recoil effect in an OBE formalism.

C. Spectrum lineshape simulation

We take an OBE formalism including the method of so-called ’momentum families’ from Ref. [36], originally developed to understand laser cooling on a narrow-line transition. The model considers a two-level atom system with an initial Maxwell-Boltzmann thermal distribution, interacting with a single near-resonant monochromatic homogeneous probe beam. The state of an atom with momentum $p$ is expressed in the form of $\{|g, p\rangle, |e, p\rangle\}$, where $|g(e)\rangle$ corresponds to the atomic ground (excited) state. The system Hamiltonian driven under a laser beam propagating along the $z$ axis is,

$$H_0 = \frac{\vec{p}^2}{2m} + \hbar\omega_0 \langle e|\langle e| - \hat{D} \cdot \hat{E}$$

where $\omega_0$, $\hat{D}$, $\hat{E}$ are the transition frequency, dipole moment operator, and laser electric field, respectively. In
FIG. 3. High-saturation absorption. (a) The measured absorption lineshapes at low (blue dots) and high (red dots) saturations. The data in the high-saturation case \( s = 35.8 \) showing asymmetric profile is fitted to the numerical solution of Eq. (5) (red curve) and magnified by 6 times to have a better visualization. As a comparison, the low-saturation \( s = 0.09 \) data is symmetric and fits well to the Voigt profile (blue curve). (b) - (d), the population difference \( \Delta \rho(p) \) obtained from the OBE solutions at there different detunings \([0, \pm 5\Gamma]\), as marked by the grey vertical lines in (a) after an exposure time of 100 \( \mu s \) and 200 \( \mu s \), respectively. As a reference, we also show the initial distribution at \( t = 0 \), which is the Maxwell-Boltzmann one determined by the cloud temperature. The black solid vertical lines mark the resonant momentum positions, where the probe detuning is compensated by the Doppler effect. The inset images show measurements of the two-dimensional OD distributions at low (upper) and high (lower) saturations for their respective detunings.

In our case, only the \( \pi \)-transition branch \( m_f = 0 \rightarrow m_{f'} = 0 \) is considered, and only momentum along the light propagation axis \( p = p_z \) is preserved, with the other two components \( p_x, p_y \) traced over. The system Hamiltonian under the rotating-wave approximation becomes,

\[
H_S = \frac{\hat{p}^2}{2m} - \hbar \delta |e\rangle \langle e| + \frac{\hbar \Omega}{2} |e^{ikz}| |e\rangle + |g\rangle \langle e| e^{-ikz} \tag{3}
\]

where \( \delta, \Omega \) are the bare detuning and Rabi frequency.

The evolution of states \([g, p], [e, p + \hbar k]\) with any momentum \( p \) remains globally closed under \( H_S \) when the spontaneous emission is not considered, for which reason the states \([g, p], [e, p + \hbar k]\) are grouped as a family \( \mathcal{F}(p) \). The system density matrix \( \rho \) expanded in this basis is,

\[
\rho_{gg}(p) = \langle g, p|\rho|g, p\rangle
\]

\[
\rho_{eg}(p) = \langle e, p + \hbar k|\rho|e, p + \hbar k\rangle
\]

\[
\rho_{ge}(p) = \rho_{eg}^*(p) = \langle g, p|\rho|e, p + \hbar k\rangle
\]

The equations of evolution under \( H_S \) together with the spontaneous emission processes are,

\[
\dot{\rho}_{gg}(p) = \Gamma \pi_e(p - \hbar k) - \frac{i\Omega}{2} (\rho_{eg}(p) - \rho_{ge}(p)),
\]

\[
\dot{\rho}_{ee}(p) = -\Gamma \pi_e(p) + i\Omega (\rho_{eg}(p) - \rho_{ge}(p)),
\]

\[
\dot{\rho}_{ge}(p) = \dot{\rho}_{eg}^*(p) = -i(\delta - \frac{kp}{m}) \rho_{ge}(p) + \frac{\Gamma}{2} (\rho_{gg}(p) - \rho_{ee}(p)),
\]

where \( \delta = \delta - \hbar k^2/(2m) \) and the term \( \pi_e \) represents the impact of spontaneous decay on the system evolution.
One can gain further insight into the photon-recoil effects by considering the quasi-steady solution of the off-diagonal element in Eq. (5), $\text{Im} \rho_{eg}(p) \propto \Delta \rho(p) = \rho_{gg}(p) - \rho_{ee}(p)$. We show from Fig. 3(b) to 3(d) the calculated distribution of the population difference $\Delta \rho(p)$ at two saturation parameters of $s \approx 0.09$ (blue curves) and $s = 35.8$ (red curves) after 200-µs atom-light interaction time (about 10/Γ, the imaging pulse length in this measurement), when the probe laser is detuned by $-5\Gamma, 0, +5\Gamma$ from left to right. At the low saturation ($s \approx 0.09$), $\Delta \rho(p)$ is only slightly modified compared to the initial Maxwell-Boltzmann distribution (black dotted lines), remaining almost Gaussian even after long interaction time, such that the convolution between the velocity-dependent Lorentzian profile. The momentum distribution results in a lineshape nearly the Voigt one, as the blue curves seen in Fig. 3(a). When highly saturated ($s = 35.8$), however, the $\Delta \rho(p)$ distribution is strongly modified and depleted near the resonant momentum (marked by vertical dashed lines) where the Doppler shift compensates the bare imaging detuning. In Fig. 3(b) with a detuning of $-5\Gamma$, the distribution maintains a Gaussian shape with the center shifted by $\sim 1.2\hbar k$ after 200 µs. While at a detuning of $+5\Gamma$ in Fig. 3(d), two peaks appear on the opposite sides of the resonant momentum. Such a strong dependence on the detuning leads to the observed asymmetric lineshapes and the peak shift.

The effects of the photon recoil can also be revealed by studying the time evolution of the momentum distribution. In Figs. 3(b-d) the $\Delta \rho(p)$ at $s = 35.8$ after 100-µs interaction (red dash-dot curves) are shown as a comparison to the 200-µs case. Small but clear differences of $\Delta \rho(p)$ are observed for all three detunings indicating that the momentum distribution undergoes some time evolution, which may result in a time-dependent absorption lineshape. This is actually demonstrated in Fig. 4 by comparing the saturation-dependent shift of the absorption peak position for the 100- and 200-µs imaging durations. The peak position is shifted towards the positive detuning when increasing the imaging intensity and such a shift becomes larger in the case of a longer exposure, i.e., more photons are scattered. The solid curves represent the calculated results without any free parameters, while the solid dots are from fits with the peak position and height as the free fitting parameters [see Fig. 3(a)]. Overall, the fitted shifts agree well with the calculations without free parameters, while deviations are seen for some points coming from fluctuations of experimental conditions like laser power and atom number, as well as the low SNR for large saturation parameters.

**IV. THE LENSING EFFECT**

As shown in Fig. 5, we have also experimentally observed another phenomenon in the absorption spectrum at high atomic densities, the so-called lensing ef-
FIG. 5. Absorption spectrum with $s = 17$ at two different atomic densities of $8.9 \times 10^{10}$ cm$^{-3}$ (red circles) and $2.8 \times 10^{11}$ cm$^{-3}$ (blue diamonds). The red curve is a fit to the numerical solution of Eq. (5). We obtain negative peak ODs at some large positive detunings. In the right inset, the lower OD image measured at a large positive detuning with the high atomic density has a dark hole instead of a bright peak in the cloud center, caused by the lensing effect. At the large negative detuning, the dark position appears at the edges of the cloud (left inset). As a comparison, we also show an example of the OD images for the low-density case with a normal Gaussian distribution in the upper panel of the inset.

The observed lensing effect here mainly stems from the density inhomogeneity as indicated by the density-dependence (see Fig. 5) and the fact that the imaging beam is much larger than the atomic cloud ($\sim 200$ times). The lensing induced by such density inhomogeneity was observed in both the weak- and strong-saturation regimes. The lensing effect shown in Fig. 5 with strong saturation is also observable in the weak-probe case in our experiment. However, to quantitatively explain our observation, detailed calculations on the light propagation are needed like in Refs. [41, 43], even including the atom dipolar interactions or multiple scattering events (e.g. [21, 44, 45]), which is beyond the scope of this paper.

V. CONCLUSION

In conclusion, we have studied both experimentally and theoretically the absorption spectrum of a narrow-line transition at 689 nm in an ultracold $^{88}$Sr gas. The atomic cloud temperature down to $1 \mu$K can be inferred from the measured absorption lineshape at low probe saturations ($s \ll 1$) if the Doppler width dominates over other line-broadening effects. Information on the atom number can also be reliably extracted from the low-saturation absorption. In the strongly saturated regime, we observed the photon-recoil-induced asymmetry in the absorption spectrum, which can be described by two-level OBEs involving the photon recoils. We also showed a lensing effect when probing a high-density sample, which is due to the spatial-dependent dispersive response of the atomic cloud to the imaging beam. It is of strong interest in studying further the weak-probe high-density regime because of the collective and cooperative effects that are predicted theoretically [44, 46–48]. The narrow-line absorption can also be employed as sensitive probe for other cold atom systems with similar narrow-line transitions, like, e.g., Yb. The good resolution also makes the narrow-line absorption applicable to detection of interactions in more complicated systems, e.g. the spatial correlation [49] due to Rydberg blockade.
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APPENDIX

The low-saturation ($s \ll 1$) OD spatial distribution is represented as,

\[ OD(x, y) = \int_{-\infty}^{+\infty} \sigma_0 n(x, y) f(v) L(\delta, v, \Gamma) dv \tag{8} \]

where \( L(\delta, v, \Gamma) = \frac{\Gamma^2/4}{(\delta - kv)^2 + \Gamma^2/4} \) is the Lorentzian profile with \( \delta \) the bare laser detuning, \( \Gamma \) the natural linewidth, \( k = 2\pi/\lambda \) the laser wavenumber, and \( v \) the atom velocity, \( f(v) = \frac{1}{u\sqrt{\pi}} e^{-v^2/u^2} \) is the Gaussian velocity distribution with \( u = \sqrt{2k_B T/m} \) the most probable speed. The Doppler width \( v_G \) is related to \( u, v_G = kv\sqrt{\ln 2/\pi} \). Then Eq. (8) reads

\[
OD(x, y) = \sigma_0 n(x, y) \int_{-\infty}^{+\infty} \frac{1}{u\sqrt{\pi}} e^{-(v/u)^2} \frac{\Gamma^2/4}{(\delta - kv)^2 + \Gamma^2/4} dv
= \sigma_0 n(x, y) \frac{\Gamma^2}{\pi} \int_{-\infty}^{+\infty} \frac{e^{-(v' + \delta/kv)^2/4}}{v'^2 + \alpha^2} dv'
\tag{9}
\]

The substitution \( v' = kv - \delta \) is used in the second step. Here \( \alpha = \frac{\sqrt{\ln 2}}{2\pi v_G} \) represents the ratio between the natural linewidth and the Doppler width. At the on-resonance condition (\( \delta = 0 \)) we have the Eq. (1).

The coefficients \( C(\Gamma, v_G) = \sqrt{\pi} a e^{\alpha^2} \text{Erfc}(\alpha) \) for correcting the on-resonance absorption cross section are plotted in Fig. for the \( 5s^2 1S_0 - 5s5p^1P_1 \) (black dashed line), \( 5s^2 1S_0 - 5s5p^3P_1 \) (blue dashed line) transitions of \( ^{88}\text{Sr} \) and the D2 transition of \( ^{87}\text{Rb} \) (red dotted line) as a comparison.

FIG. 6. The coefficient for correcting the on-resonance absorption cross section due to the Doppler effect. The plotted temperature range is \( 0.01 - 10 \) \( \mu \)K. Three atomic transitions are compared: the broad \( 5s^2 1S_0 - 5s5p^1P_1 \) (black dashed line) and narrow \( 5s^2 1S_0 - 5s5p^3P_1 \) (blue dashed line) transitions in \( ^{88}\text{Sr} \), and the D2 line of \( ^{87}\text{Rb} \) (red dotted line). This coefficient is 1 for broad transitions (\( \Gamma \gg 2\pi v_G \)) and strongly modified for narrow ones (\( \Gamma \lesssim 2\pi v_G \)) in the ultracold range.
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