Image Super-Resolution Based on CNN Using Multilabel Gene Expression Programming
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Abstract: Current mainstream super-resolution algorithms based on deep learning use a deep convolution neural network (CNN) framework to realize end-to-end learning from low-resolution (LR) image to high-resolution (HR) images, and have achieved good image restoration effects. However, as the number of layers in the network is increased, better results are not necessarily obtained, and there will be problems such as slow training convergence, mismatched sample blocks, and unstable image restoration results. We propose a preclassified deep-learning algorithm (MGEP-SRCNN) using Multilabel Gene Expression Programming (MGEP), which screens out a sample sub-bank with high relevance to the target image before image block extraction, preclassifies samples in a multilabel framework, and then performs nonlinear mapping and image reconstruction. The algorithm is verified through standard images, and better objective image quality is obtained. The restoration effect under different magnification conditions is also better.
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1. Introduction

Aiming at addressing image degradation during digital image acquisition and processing, Single-Image Super-Resolution (SISR) technology [1,2] enables high-resolution (HR) images to be recovered from low-resolution (LR) ones with high-frequency texture details and edge structure information observations of images to meet people’s image quality needs.

Early reconstruction-based SR methods mainly modeled the acquisition process of low-resolution observation images, used the regularization method to construct the prior constraints of high-resolution images, estimated the HR images from the LR observation images, and finally restored the super-resolution image. The problem turns into an optimization problem of a cost function under a constraint [3]. Learning-based super-resolution restoration technology was first proposed by Freeman [4]. This type of algorithm uses the similarity of different images in high-frequency details to obtain the relationship between the HR and LR images through the algorithm to guide the reconstruction of the output image. Prior knowledge can be obtained through learning, instead of defining the prior knowledge in the model-based reconstruction method.

In recent years, deep learning has been a hot topic in the field of machine learning, and its related theories have attracted widespread attention from researchers. It has been gradually used in the field of image super-resolution reconstruction and has better effects than shallow learning [5–13]. The most classic of them is an end-to-end deep learning model, the super-resolution convolution neural network (SRCNN), constructed by a three-layer convolutional neural network proposed by Dong et al. [5]. The image is input after Bicubic preprocessing, and it is trained on LR and HR images in pairs.
The gradient descent method continuously adjusts the weights to obtain a mapping from LR to HR. Its simple network structure design and excellent image restoration results created a precedent for deep learning in super-resolution image reconstruction. However, the SRCNN method does not obtain better results when the number of layers in the network is increased. The training convergence rate is slow and it is not suitable for multiscale amplification.

Based on the above problems, we propose an improved deep learning algorithm for Gene Expression Programming (GEP) preclassification. This method uses the GEP multilabeling algorithm to classify the trained image set and select a subset of samples that are related in color and texture feature categories, thereby reducing the complexity of the convolutional neural network parameters. We compare the performance of our approach to that of other state-of-the-art methods and obtain improved objective image quality.

2. Related Work

In recent years, deep learning and artificial intelligence have been widely used in various industries, especially in the field of computer vision, and have achieved better results than traditional methods [14,15]. Using the feed-forward depth network methods of CNN is the mainstream of the current super-resolution reconstruction field after sparse representation. Such methods focus less on the reconstruction speed and more on whether the high-resolution map can be better restored at a large magnification. They have better generalization ability and ability to characterize the high-level characteristics, compared with traditional shallow learning algorithms.

2.1. SRCNN/Fast SRCNN (FSRCNN)

Dong et al. [5] first proposed the use of a convolutional neural network for image super-resolution reconstruction. An LR image was first enlarged to the target size using Bicubic interpolation, and then a nonlinear mapping was performed through a three-layer convolutional network. The obtained results were output as high-resolution images, and good results were obtained. As shown in Figure 1, the network structure design of this method is simple. Compared with previous learning algorithms, it saves a lot of artificial feature extraction steps and post-integration, thus opening up the era of deep CNN super-resolution image processing problems.

After that, Dong et al. [6] improved upon the SRCNN, and the fast SRCNN (FSRCNN) was proposed, which increases the depth of the network and introduces a deconvolution layer to restore features. The deconvolution layer can realize the conversion from low-resolution space to high-resolution space. This feature allows the FSRCNN to directly use the low-resolution image instead of the interpolation result as the network input. Directly using LR images as input can not only

![Figure 1. Network architecture of the super-resolution convolution neural network (SRCNN).](image-url)
reduce the calculation amount of the model, but also avoid the obvious artificial traces introduced by interpolation. FSRCNN offers a great improvement in speed, without any preprocessing, to achieve end-to-end input and output of the network, but the restoration accuracy is somewhat insufficient.

2.2. Sparse-Coding-Based Network (SCN)

The SCN method [9] firstly obtains the sparse prior information of the image through the feature extraction layer, then establishes a feed-forward neural network which can implement sparse encoding and decoding of the image, and finally uses a cascade network to complete the image enlargement. This method can improve the Peak Signal-to-Noise Ratio (PSNR) at a higher magnification, and the algorithm running speed is further improved. Moreover, with the correct understanding of each layer’s physical meaning, the SCN method offers a more principled way to initialize the parameters, which helps to improve optimization speed and quality.

2.3. Very Deep Convolutional Networks for Image Super-Resolution (VDSR)

The ultra-deep super-resolution network proposed by Kim et al. [8] extended the SRCNN from a 3-layer shallow network structure to a 20-layer ultra-deep network, and they concluded that the reconstruction effect will be improved as the number of layers increases. Compared to SRCNN, which only depends on the image context in a small area, VDSR, by exploring more contextual information through a larger receptive field, helps to better restore the detailed structure, especially in super-resolution applications with large magnification factors. In addition, in order to solve the problem of slow convergence in SRCNN, VDSR residual learning was introduced, which greatly increased the learning rate.

VDSR accepts image features of different scales by adjusting the size of the filter to produce a fixed feature output. Although VDSR can achieve specific-scale magnification, it cannot achieve free-scale, multiscale magnification, and its parameter storage and retrieval also have obvious shortcomings.

3. The Proposed Method

3.1. Multifeature Representation of Images

Image features include color, texture, shape, and spatial relationships. Features can be extracted from the image after being detected by the computer. The result is called a feature description or feature vector. In this paper, the Multilabel Gene Expression Programming (MGEP) algorithm mainly uses image color and texture features for multilabel recognition.

3.1.1. Color Feature

The color feature is a global feature that describes the surface properties of the scene corresponding to the image or image area, and is also the most direct visual feature in the physical characteristics of the image. Compared with various other image features, the color feature has two obvious advantages: one is stability, low sensitivity to various changes in the image such as translation, scaling, rotation, etc., and strong robustness; the second is that its complicated calculation degree is low. The pixel values in the image are converted, and the corresponding numerical expression is used to obtain the image characteristics [16]. Because of the stability and simple calculation, the color feature has become a widely used image feature.

Shown in Figure 2, the color histogram is widely used in many image retrieval systems. It describes the proportion of different colors in the entire image, and does not pay attention to the spatial location of each color; that is, it cannot describe the objects or objects in the image.
The color histogram can be defined as the joint probability density function of the three color channels (RGB) in the image:

\[ h_{R,G,B}(a, b, c) = N \cdot P(R = a, G = b, B = c) \]  

where \( R, G, \) and \( B \) represent the RGB color channels of the image, \( N \) indicates the number of image pixels, \( P \) represents the probability density function, and \( h \) represents a histogram function, defined as a four-dimensional eigenvector \( H(H_R, H_G, H_B, \mu) \). The first three dimensions \( H_R, H_G, \) and \( H_B \) correspond to the three color channels, and the last dimension \( \mu \) indicates the proportion of the color in the entire image.

3.1.2. Texture Feature

Texture is a visual feature that reflects homogeneous phenomena in an image, and it reflects the surface structure organization and arrangement properties of an object surface with slow or periodic changes. Texture is a pattern produced by the gray or color of the target image in space in a certain form [17]. From the perspective of texture, the image can be roughly divided into three cases: first, the gray distribution has a certain periodicity (even if the gray change is random, it also has certain statistical characteristics, and may be in a larger area repeatedly); second, the basic components that make up the sequence are regular rather than random; third, the texture of each part in the texture area shows roughly the same size, structure, and image, and is uniformly distributed as a whole.

The Fourier power spectrum method is used to measure the texture characteristics of the image. Let the texture image be \( f(x, y) \); its Fourier transform can be expressed by Equation (2).

\[ F(u, v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \exp(-j2\pi(ux + vy)) \, dx \, dy \]  

The definition of the power spectrum of the two-dimensional Fourier transform is shown in Equation (3):

\[ |F|^2 = FF^* \]  

where \( F^* \) stands for the conjugate of \( F \). The power spectrum \( |F|^2 \) reflects the nature of the entire image. If the Fourier transform is expressed in polar form, i.e., \( F(r, \theta) \) form, then the energy on the circle \( r \) from the origin is

\[ \Phi_r = \int_{0}^{2\pi} |F(r, \theta)|^2 \, d\theta. \]  

From research on the energy in the small fan-shaped region in the angle \( \theta \) direction, the law of this energy changing with the angle can be obtained by Equation (5):

\[ \Phi_\theta = \int_{0}^{\infty} |F(r, \theta)|^2 \, dr. \]
When a texture image runs along $\theta$ and there are many lines, edges, etc., in the direction $\theta + \frac{\pi}{2}$, i.e., in a right-angle direction to $\theta$, the energy is concentrated. If the texture does not show directionality, there is no directionality in the power spectrum. Therefore, the $|F|^2$ value reflects the directionality of the texture.

3.2. GEP Network

Gene Expression Programming (GEP) was proposed by Ferreira in 2001. It is a new evolutionary model and belongs to the family of genetic algorithms [18,19]. The GEP algorithm, like the Genetic Algorithm (GA) and Genetic Programming (GP), is a computational model that simulates the evolutionary process of living things. Because GEP chromosomes are simple, linear, and compact; make it easy to carry out genetic operations, etc.; and have stronger problem-solving capabilities, they are 2 to 4 orders of magnitude faster than GA and GP [19]. Because of these advantages, GEP technology has attracted the attention of many researchers and has been used in machine learning fields such as function discovery, symbol regression, classification, clustering, and association rule analysis.

$(S, F, T)$ represents a GEP gene as a 3-tuple, of which $S$ is a fixed-length string, $F$ is the set of calculation functions, and $T$ is the basic terminal set. Sometimes, for convenience, the fixed-length string $S$ is called a gene. The gene is divided into two parts, the head and the tail. The former symbol can be taken from $F$ and $T$, and the latter must be taken from $T$. GEP gene coding rules ensure that it can be decoded into an expression tree corresponding to a legal mathematical expression. Suppose its head length is $h$, tail length is $t$, and $n_{max}$ is the maximum number of parameters of a function in the function set; then the relationship between $h$ and $t$ can be expressed by Equation (6).

$$t = h(n_{max} - 1) + 1$$ (6)

GEP’s neural network selective integration process is divided into two stages.

**Stage 1**: Network group generation.

We use existing methods such as Boosting and Bagging to generate network groups. Assume the output vector of the network population is $Y = (y_1, y_2, \ldots, y_n)$, $y_i \in \{0, 1\}$.

**Stage 2**: Individual network selection and conclusion generation based on GEP.

For input $x$, there are the following integrated classification results:

$$y(x) = \text{sign}(f(Y')).$$ (7)

Among them, $Y' \subseteq Y$, $Y' = (y_{i_1}, y_{i_2}, \ldots, y_{i_m})$. That is, the final classification result is synthesized from some network outputs in the network group in some way. Because GEP has powerful function discovery and parameter selection functions, it can be discovered using the GEP method $f(Y')$.

Taking the threshold $\lambda = 0.5$, the integrated classification result $y(x)$ is calculated as follows:

$$y(x) = \begin{cases} 
1 & f(Y') \geq 0.5 \\
0 & f(Y') < 0.5
\end{cases}$$ (8)

3.3. Fitness Function Design

The fitness function is the guideline for the evolution of the GEP algorithm. For feed-forward neural networks, the topology selection and training of weights can be regarded as an optimization process. The purpose of optimization is to design the network so that the fitness function value reaches the maximum value. The performance of the current network for a given training data set is described by a least squares error function.

We use category-based multilabel evaluation indicators. We first measure the classifier’s corresponding two-class classification performance on a single class, and then calculate the average performance of the classifier on all classes as the evaluation index value of the classifier. Suppose we
have a multilabeled test set with \( p \)-many sample data \( S = \{(x_i, Y_i) \mid 1 \leq i \leq p\} \) for the \( j \)-th category \( y_j \) \((1 \leq j \leq q)\). In terms of the multilabel classifier, the two-class classification performance of \( h(\cdot) \) in this category can be described by the four statistics given by Equations (9)–(12).

1. \( TP_j \) (#true positive instances)
   \[
   TP_j = \left| \{x_i \mid y_j \in Y_i \land y_j \in h(x_i), (x_i, Y_i) \in S\} \right|
   \] (9)

2. \( FP_j \) (#false positive instances)
   \[
   FP_j = \left| \{x_i \mid y_j \notin Y_i \land y_j \in h(x_i), (x_i, Y_i) \in S\} \right|
   \] (10)

3. \( TP_j \) (#true negative instances)
   \[
   TP_j = \left| \{x_i \mid y_j \notin Y_i \land y_j \notin h(x_i), (x_i, Y_i) \in S\} \right|
   \] (11)

4. \( FP_j \) (#false negative instances)
   \[
   FP_j = \left| \{x_i \mid y_j \in Y_i \land y_j \notin h(x_i), (x_i, Y_i) \in S\} \right|
   \] (12)

From Equations (9)–(12), \( TP_j + FP_j + TN_j + FN_j = p \) is established. Most classification performance indicators, such as accuracy, precision, and recall, can be derived from the above four statistics—see Equations (13)–(15).

\[
\text{Accuracy} = B(TP_j, FP_j, TN_j, FN_j) = \frac{TP_j + TN_j}{TP_j + FP_j + TN_j + FN_j}
\] (13)

\[
\text{Precision} = B(TP_j, FP_j, TN_j, FN_j) = \frac{TP_j}{TP_j + FP_j}
\] (14)

\[
\text{Recall} = B(TP_j, FP_j, TN_j, FN_j) = \frac{TP_j}{TP_j + FN_j}
\] (15)

Therefore, combined with category-based multilabel classification evaluation index, we design a fitness function for the MGEP classification algorithm.

1. Design of fitness function based on macro-averaging:
   \[
   \text{Fit}_i = \left| R - 100 \times \frac{1}{q} \sum_{j=1}^{q} B(TP_j, FP_j, TN_j, FN_j) \right|
   \] (16)

2. Design of fitness function based on micro-averaging:
   \[
   \text{Fit}_i = \left| R - B\left(\sum_{j=1}^{q} TP_j, \sum_{j=1}^{q} FP_j, \sum_{j=1}^{q} TN_j, \sum_{j=1}^{q} FN_j\right) \right|
   \] (17)

In Equations (16) and (17), \( \text{Fit}_i \) is the fitness value of the \( i \)-th individual to the environment, and \( R \) is the selected bandwidth.

3.4. MGEP Classification before CNN Image Super-Resolution

In the process of image super-resolution reconstruction, the traditional K-means clustering algorithm [20] is used to classify the trained image set to improve the training effect and reduce the training time. In the K-means clustering algorithm, the value of \( K \) needs to be determined in advance,
and it cannot be changed during the entire course of the algorithm, which makes it difficult to accurately estimate the value of $K$ when training high-dimensional data sets.

We used the MGEP classification algorithm instead of the K-means clustering algorithm, and its preclassification model is shown in Figure 3.

Let $p$-many sample pattern pairs $(x_k, y_k)$ constitute the training set, $k = 1, 2, \ldots, p$. According to the definition of the GEP classifier, for sample $k$, there are $x_k = (x_{k1}, x_{k2}, \ldots, x_{km})$ and $y_k = (y_{k1}, y_{k2}, \ldots, y_{kn})$, where $x_{kj}$ is the sample in the attribute $A_j$ ($j = 1, 2, \ldots, m$) and $y_{ki}$ is the degree of membership of the sample to the category $C_i$ ($i = 1, 2, \ldots, n$). The training set constitutes the set of adaptive instances, and the set of adapted instances of a particular problem forms the adaptive environment of the MGEP algorithm. Under a certain adaptive environment, starting from the initial population, selection, replication, and various genetic operations are performed according to individual fitness to form a new population. This process is repeated until the optimal individual is evolved and decoded to obtain a GEP multilabel classifier. In the MGEP preclassification learning, we find similar samples for LR image blocks in terms of color and texture features, thereby shortening the time of the next precise matching and improving the efficiency and effect of SR image restoration.

In the training of the CNN, the MGEP algorithm is used to classify the trained image set, classify the approximate images into one category, and reduce the parameter scale of the convolutional neural network model, which can reduce the training time of the network to a certain extent and improve the training efficiency of the CNN. The improved algorithm flow based on SRCNN is shown in Figure 4.
According to Equation (1), the texture category calculated according to Equation (18), and the texture category calculated according to Equation (19) of the input LR image block.

3 homologous genes. The three homologous genes respectively output the color category calculated as the fitness function to implement the MGEP classification algorithm, which was then applied to sample preclassification in the SR image restoration process.

As the training set, we used ImageNet-91 [5], and as the test set, we used Set5 [21], Set14 [22], BSD100 [23], and Urban100 [24]. We tested on three commonly used scale factors, 2, 3, and 4, and compared the results with those of the Bicubic, SCN [9], SRCNN [5], VDSR [8], and DRCN [10] algorithms. Two evaluation indexes, PSNR and Structural Similarity (SSIM), were selected as an objective reference basis for the superiority of algorithm reconstruction to measure the effect of image restoration.

4. Experiments

4.1. Experimental Environment and Parameter Settings

The experimental software environment used was Ubuntu 14.04, Python 2.7, TensorFlow 1.4; the hardware environment was an Intel Core i7-6700K, RAM 16GB, and the GPU was an NVIDIA GTX1080.

As the training set, we used ImageNet-91 [5], and as the test set, we used Set5 [21], Set14 [22], BSD100 [23], and Urban100 [24]. We tested on three commonly used scale factors, 2, 3, and 4, and compared the results with those of the Bicubic, SCN [9], SRCNN [5], VDSR [8], and DRCN [10] algorithms. Two evaluation indexes, PSNR and Structural Similarity (SSIM), were selected as an objective reference basis for the superiority of algorithm reconstruction to measure the effect of image restoration.

4.2. MGEP Preclassification Settings

We used the MGEP algorithm to preclassify the trained image set before deep learning. We selected a subset of samples that were related in color and texture feature categories. Equation (16) was used as the fitness function to implement the MGEP classification algorithm, which was then applied to sample preclassification in the SR image restoration process.

The function set was set to \{+ , −, ×, ÷\}, the evolution algebra gen was set to 1000, and the population size N was set to 100. The total number of genes was set to 10, of which there were 7 common genes and 3 homologous genes. The three homologous genes respectively output the color category calculated according to Equation (1), the texture category calculated according to Equation (18), and the texture category calculated according to Equation (19) of the input LR image block.

$$T(j, k) = \sum_{\varepsilon = -T}^{T} \sum_{\eta = -T}^{T} \varepsilon^2 \eta^2 C(\varepsilon, \eta, j, k)$$

Figure 4. MGEP-SRCNN algorithm flow chart.

The algorithm uses Wiener filtering to construct a deconvolution layer, which is used to implement multiscale image reconstruction. The deconvolution network part adopts the mirror structure of the convolution network. The purpose is to reconstruct the shape of the input target, so the multilevel deconvolution structure can also capture the shape details of different levels like the convolution network. In the model of the convolutional network, low-level features can describe the rough information of the entire target, such as target position and approximate shape, while more complex high-level features have classification characteristics and also contain more detailed target information.
Each gene had a head length of 5 and a chromosome length of 110. The genetic manipulation probability was set to 0.1.

The MGEP preclassification effect is shown in Figure 4. The training samples “Car”, “Building”, and “Cobblestone” in ImageNet-91 that have little correlation with the color texture features of the input image “Flowers” were excluded, thereby improving the training effect and matching accuracy.

4.3. Image Restoration Results

CNN deep learning was performed after MGEP preclassification. All convolutional layer filters were 3 × 3 in size and the number of filters was 64. We used the method of He et al. [25] to initialize the convolutional layer. The convolution kernel moved in steps of 1. In order to keep the size of all feature maps the same as the input of each layer, 0 was filled around the boundary before applying the convolution. The learning rate of all layers was initialized to 5 × 10⁻⁴, and the learning rate dropped by 2 times every 15 epochs until the learning rate was less than 5 × 10⁻⁹.

Tables 1–4 show the PSNR/SSIM values and running times of the six algorithms on the Set5, Set14, BSD100, and Urban100 test sets when the upscale factors were 2, 3, and 4, respectively.

Table 1. Average Peak Signal-to-Noise Ratio (PSNR)/Structural Similarity (SSIM) values for 2× scale. Red color indicates the best and the blue color indicates the second-best performance.

| Dataset  | Bicubic | SRCNN [5] | SCN [9] | VDSR [8] | DRCN [10] | MGEP-SRCNN |
|----------|---------|-----------|--------|----------|-----------|------------|
| Set5     | 33.66/0.9299 | 36.66/0.9542 | 36.93/0.9552 | 37.53/0.9587 | 37.63/0.9588 | 37.78/0.9594 |
| Set14    | 30.24/0.8688 | 32.42/0.9063 | 32.56/0.9074 | 33.03/0.9124 | 33.04/0.9118 | 33.29/0.9135 |
| BSD100   | 29.56/0.8431 | 31.36/0.8879 | 31.40/0.8884 | 31.90/0.8960 | 31.85/0.8942 | 32.01/0.8979 |
| Urban100 | 26.88/0.8403 | 29.50/0.8946 | 29.50/0.8960 | 30.76/0.9140 | 30.75/0.9133 | 31.19/0.9181 |

Table 2. Average PSNR/SSIM values for 3× scale. Red color indicates the best and the blue color indicates the second-best performance.

| Dataset  | Bicubic | SRCNN [5] | SCN [9] | VDSR [8] | DRCN [10] | MGEP-SRCNN |
|----------|---------|-----------|--------|----------|-----------|------------|
| Set5     | 30.39/0.8682 | 32.75/0.9090 | 33.10/0.9144 | 33.66/0.9213 | 33.82/0.9226 | 34.04/0.9250 |
| Set14    | 27.55/0.7742 | 29.28/0.8209 | 29.41/0.8238 | 29.77/0.8314 | 29.76/0.8311 | 29.97/0.8333 |
| BSD100   | 27.21/0.7385 | 28.41/0.7863 | 28.50/0.7885 | 28.82/0.7976 | 28.80/0.7963 | 28.92/0.7972 |
| Urban100 | 24.46/0.7349 | 26.24/0.7989 | 26.21/0.8010 | 27.14/0.8279 | 27.15/0.8276 | 27.24/0.8330 |

Table 3. Average PSNR/SSIM values for 4× scale. Red color indicates the best and the blue color indicates the second-best performance.

| Dataset  | Bicubic | SRCNN [5] | SCN [9] | VDSR [8] | DRCN [10] | MGEP-SRCNN |
|----------|---------|-----------|--------|----------|-----------|------------|
| Set5     | 28.42/0.8104 | 30.48/0.8628 | 30.86/0.8732 | 31.35/0.8838 | 31.53/0.8854 | 31.66/0.8899 |
| Set14    | 26.00/0.7027 | 27.49/0.7503 | 27.64/0.7578 | 28.01/0.7674 | 28.02/0.7670 | 28.19/0.8359 |
| BSD100   | 25.96/0.6675 | 26.90/0.7101 | 27.03/0.7161 | 27.29/0.7251 | 27.23/0.7233 | 27.34/0.7238 |
| Urban100 | 23.14/0.6577 | 24.52/0.7221 | 24.52/0.7250 | 25.18/0.7524 | 25.14/0.7510 | 25.21/0.7837 |
Table 4. Comparison of the running times (sec) for scales 2×, 3×, and 4×. Red color indicates the best performance.

| Dataset | Scale | Bicubic | SRCNN [5] | SCN [9] | VDSR [8] | DRCN [10] | MGEP-SRCNN |
|---------|-------|---------|-----------|---------|----------|-----------|------------|
| Set5    | ×2    | -       | 2.191     | 0.941   | 0.054    | 0.735     | 0.039      |
|         | ×3    | -       | 2.235     | 1.829   | 0.062    | 0.748     | 0.052      |
|         | ×4    | -       | 2.193     | 1.245   | 0.054    | 0.735     | 0.044      |
| Set14   | ×2    | -       | 4.324     | 1.709   | 0.113    | 1.579     | 0.097      |
|         | ×3    | -       | 4.402     | 3.611   | 0.122    | 1.569     | 0.113      |
|         | ×4    | -       | 4.397     | 2.377   | 0.112    | 1.526     | 0.101      |
| BSD100  | ×2    | -       | 2.517     | 1.015   | 0.071    | 0.983     | 0.069      |
|         | ×3    | -       | 2.583     | 2.138   | 0.071    | 0.996     | 0.067      |
|         | ×4    | -       | 2.516     | 1.290   | 0.071    | 0.984     | 0.061      |
| Urban100| ×2    | -       | 22.123    | 4.779   | 0.451    | 5.010     | 0.401      |
|         | ×3    | -       | 19.358    | 4.012   | 0.514    | 5.054     | 0.484      |
|         | ×4    | -       | 18.462    | 3.199   | 0.448    | 5.048     | 0.407      |

As can be seen from Tables 1–3, the MGEP-SRCNN algorithm achieved the best PSNR effect at different magnifications on the four test sets. Compared with SRCNN, the PSNR evaluation index increased by 0.44–1.69 dB, and the improvement effect obtained in the Set5 dataset was the best. In terms of SSIM indicators, except for the suboptimal data obtained under the 2× and 3× conditions on the BSD100 dataset, other SSIM indicators were all optimal. Compared with SRCNN, the SSIM evaluation index improved by about 0.005–0.062, where 4× showed the best improvement. In addition, from Table 4 we can see that the MGEP-SRCNN algorithm achieved the best performance of running time on the precondition of accuracy.

Then, we subjectively determined the quality of the output image and compared the performance of the six SR algorithms by observing the visual effects of the restored image. For comparison, given a 3× upscale factor, the restoration effects of the different SR algorithms used on the Set5, Set14, BSD100, and Urban100 test sets are shown in Figures 5–8.

Figure 5. Super-resolution restoration results of the image “Baby” in Set5 [21]. (a) Bicubic; (b) SRCNN [5]; (c) SCN [9]; (d) VDSR [8]; (e) DRCN [10]; (f) MGEP-SRCNN; (g) Ground truth.
Figure 6. Super-resolution restoration results of the image “Flowers” in Set14 [22].
(a) Bicubic; (b) SRCNN [5]; (c) SCN [9]; (d) VDSR [8]; (e) DRCN [10]; (f) MGEP-SRCNN; (g) Ground truth.

Figure 7. Super-resolution restoration results of the image “016” in BSD100 [23].
(a) Bicubic; (b) SRCNN [5]; (c) SCN [9]; (d) VDSR [8]; (e) DRCN [10]; (f) MGEP-SRCNN; (g) Ground truth.

Figure 8. Super-resolution restoration results of the image “002” in Urban100 [24].
(a) Bicubic; (b) SRCNN [5]; (c) SCN [9]; (d) VDSR [8]; (e) DRCN [10]; (f) MGEP-SRCNN; (g) Ground truth.

It can be intuitively seen from the figure that the reconstructed images of both traditional Bicubic and SRCNN have aliasing, while the restored image provided by our algorithm is clearer and sharper, and the reconstruction quality is better. In the details, as seen in the baby eye in Figure 5, petal color...
in Figure 6, branch texture in Figure 7, and building glass in Figure 8, MGEPTSRCNN reconstructed images have clearer features, have no sawtooth texture, and are more in line with the visual needs of the human eye.

Figure 9 shows the PSNR/SSIM values of the six algorithms on the Set5, Set14, BSD100, and Urban100 test sets when the upscale factor was 3. The MGEPTSRCNN algorithm achieved the best PSNR effects in all four datasets. Except for the suboptimal data obtained in BSD100, the SSIM indicators were all optimal.

![Image Restoration Results](image.png)

**Figure 9.** Image restoration results of the six SR algorithms. (a) PSNR; (b) SSIM.

5. Conclusions

In this work, we presented a super-resolution method using Multilabel Gene Expression Programming. This method uses MGEPT to extract a subset of image samples related to color and texture features in advance, and then performs nonlinear mapping and image reconstruction, thereby reducing the complexity of the convolutional neural network parameters so as to avoid the SR problems of slow training convergence and unstable recovery results. It was experimentally verified that the image restoration effect of this method under different magnifications and on training sets is better than that of the commonly used deep learning algorithms, and it also performs well in terms of subjective visual effects.
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