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Abstract—We present TransMOT, a novel transformer-based end-to-end trainable online tracker and detector for point cloud data. The model utilizes a cross- and a self-attention mechanism and is applicable to lidar data in an automotive context, as well as other data types, such as radar. Both track management and the detection of new tracks are performed by the same transformer decoder module and the tracker state is encoded in feature space. With this approach, we make use of the rich latent space of the detector for tracking rather than relying on low-dimensional bounding boxes. Still, we are able to retain some of the desirable properties of traditional Kalman-filter based approaches, such as an ability to handle sensor input at arbitrary timesteps or to compensate frame skips. This is possible due to a novel module that transforms the track information from one frame to the next on feature-level and thereby fulfills a similar task as the prediction step of a Kalman filter. Results are presented on the challenging real-world dataset nuScenes, where the proposed model outperforms its Kalman filter-based tracking baseline.

I. INTRODUCTION

Multi-object tracking (MOT) is an important chain link in the perception, prediction and planning pipeline of an autonomous or automated vehicle. The task comprises keeping track of all relevant surrounding objects over time, where every object should have a unique identity that remains unchanged in the time frame of interest. On a frame-by-frame basis, each track can have four different states. Initialization: The object is seen for the first time and its track starts. Continuation: The same objects is visible in the following measurement(s), each time appending its new position to the track. Occlusion: An object can be occluded for a certain time and possibly reappear in the measurements afterwards. Completion: It is seen for the last time at some point, concluding its track. Since a multi-object-tracking module provides the current and past state of the surrounding agents of a vehicle, it is an essential component for the subsequent modules of the driving pipeline such as prediction of the agents’ future movement, which, in turn, is essential for planning the behaviour of the ego vehicle.

There exist multiple fundamentally different approaches to tracking. Classically, the task has been addressed with Bayesian approaches, such as joint probabilistic data association filters [1] and random finite set based filters [2], which are especially suited for measurements with known noise characteristics. With the emergence of reliable deep-learning based object detectors, less computation-intensive Bayesian approaches are widely used for 3D MOT [3], [4]: In [3], the authors found that their plain Kalman-filter based approach could achieve state-of-the art results on the nuScenes dataset [5], powered by the output of a reliable object detector, and it outperformed more complicated tracking methods such as [6]. The aforementioned tracking approaches can be described as tracking-by-detection, which means that tracking is regarded as a capsuled problem, i.e. detections serve as input and tracks are output, commonly on a frame-by-frame basis. Each detection is described by a set of parameters, such as location, extent, and orientation. Approaches that belong to this group can function without access to raw measured data and can be very fast. However, the trackers are restricted to their low-dimensional input, which does not include higher-dimensional features that the detector inferred from the input data. This additional information, however, has the potential to provide useful insights, e.g. for recognition of an object based on its appearance. To mitigate this drawback, some workarounds were proposed, such as utilizing re-identification features [7].

In this work, we propose a model, which is illustrated in Figure 1 that performs tracking and detection jointly to make use of said latent space that an object detector has. This paradigm, tracking-and-detection, has recently become more popular, especially in the area of image-based 2D tracking, as

Fig. 1: Illustration of one tracking step. A main component is our novel ego-motion compensation (EMC) module that transforms the tracker state in feature space. Refer to Fig. 2 for a full model overview, as some details are not pictured in this graphic, which is implied by dashed lines.
its potential became apparent [8]. Some existing approaches on lidar data take a stack of frames as input, e.g. the past $N$ frames, and some perform different tasks jointly, such as detection, tracking and prediction [9]. In our model on the other hand, a sequence is processed on a frame-by-frame basis, avoiding overlap that occurs with stacked input frames.

In 2017, transformers were proposed as a novel machine learning model based on dot-product attention [10], which revolutionized the field of natural language processing. Besides this, the transformer showed promising results in vision tasks [11], such as object detection [12] and tracking [8] on the image domain and shape classification on lidar data [13].

Track management requires a global overview of all tracks and object candidates. This makes a transformer a natural fit for this task since it can employ self-attention between the tracklets. However, image data and lidar data behave fundamentally different when it comes to detection and tracking, therefore it is non-trivial to apply existing approaches in the lidar domain. We develop a model that performs both detection and tracking on point cloud data, such as lidar, based on a transformer.

One peculiarity of lidar data in an automotive setting is that the ego vehicle can travel significant distances between two frames, making an ego-motion compensation (EMC) necessary. Because the tracker state is encoded implicitly in feature space in our proposed model, we develop a novel trainable EMC module to perform the compensation in this space. The module can ego-motion correct the tracker state to any point in time, enabling us to be robust against frame skips and delayed sensor input, which is a common occurrence in practice [14].

To summarize, the main contributions of this work are:

- A transformer-based model for 3D detection is presented that is applicable to point clouds, particularly lidar data in an automotive application, and that serves as a building block for tracking in latent space.
- We develop a novel ego-motion compensation (EMC) module that operates in feature space and can be used to compensate skipped frames.
- We propose a novel tracking-and-detection model based on a transformer that can accept new input frames at arbitrary time steps. It is modular and therefore suitable for further enhancements such as multi-modality.

II. RELATED WORK

This work belongs to the field tracking-and-detection, for which related work is detailed this section, as well as the Bayesian baseline that we compare our method to: ProbMOT [4]. Since we build upon the transformer model [10], we outline its functionality.

A. Multi-Object Tracking (MOT)

ProbMOT [4] is a Bayesian tracking-by-detection method, where the association problem between existing tracks and new measurements is solved with a Mahalanobis distance-based matching. Then, a Kalman filter update incorporates the new measurements, followed by a prediction for the next frame, where each of the tracked agents is described with a constant-velocity motion model. The tracking model operates within a global coordinate frame, therefore a motion correction of the ego-vehicle is not necessary. ProbMOT performed best at the nuScenes [5] tracking challenge at NeurIPS 2019, which is why we use it as a baseline to compare our approach with a traditional Bayesian tracking-by-detection method.

In this paper, we continue a new line of work, denoted as tracking-and-detection. For image-based 2D tracking, it is already common to replace parts of the tracking pipeline, such as feature extraction, affinity computation or association with a deep learning model [15]. Furthermore, there exist models that tackle the tracking and detection task with a single model, such as [8], [16]. In [17], a detector’s regression head is used to regress each track to the next timestep. A framework for training deep multi-object trackers is proposed in [18]. In recent years, tracking-and-detection approaches for MOT on point clouds also emerged, aiming to enrich the tracking with detector knowledge. A model-based method is proposed in [19]. In [20], an affinity computation and data association module based on deep learning is developed. Some methods combine even more tasks into one model and operate on a stack of consecutive frames [9], [21]. Different from other methods, our approach performs in a frame-by-frame online manner and does not need a separate data association model, as track association is performed implicitly by the transformer. Besides this, it is designed to not be a ‘black-box’ deep learning model, but rather an extendable approach that performs track association and measurement update, but the transition of the tracker state from one frame to the next can be modeled as desired, for which we introduce a novel EMC module.

B. Transformers and Attention

Our method is based on a transformer model [10], which is briefly introduced in the following. For a more thorough review, the reader is referred to [10]. A main principle that transformers are based on is attention. Input to the model is a sequence of tokens, where every token is a feature vector $x_i$, $i = 1, \ldots, N$.

For self-attention between the tokens, a query $q_i$, key $k_i$ and value $v_i$ vector is computed from each token by multiplying it with the learnt weight matrices $W_{Q}$, $W_{K}$ and $W_{V}$, respectively. The attention weight of a token $x_a$ to another, $x_b$, $a, b \in \{1, \ldots, N\}$, is simply the dot product $q_a \cdot k_b$. To compute the attention weights for all token-to-token combinations, a compact matrix notation can be used: $QK^\top$, stacking the query and key vectors together. This weight matrix is scaled and applied to the stacked values $V$ to obtain

$$\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^\top}{\sqrt{d_k}} \right) V,$$

where $d_k$ is the dimension of the keys and queries. For cross-attention between two sets of tokens, rather than self-attention, the query vectors are computed from the second
sequence \( y_i, i = 1, \ldots, M \). Besides this, the attention module is unchanged. In the transformer model [10], multiple attention heads are employed in parallel to allow each of them to focus on different aspects. Besides, multiple multi-head attention blocks are stacked on top of each other to facilitate a larger field of view, i.e. not only one-to-one attention, but many-to-many. A full transformer consists of an encoder and a decoder. In the encoder, self-attention is applied to the input. In the decoder, both kinds of attention can be found: self-attention within its (decoder) input tokens as well as cross-attention between the decoder tokens and the output tokens of the encoder. What is input to the decoder depends on the task.

Transformers have been applied to object detection on images [12], where the input to the model encoder is a sequence of pixel embeddings on a coarse grid that is computed by a backbone. The decoder input tokens, on the other hand, serve as slots for the detection of objects and are learnt vectors.

III. PROPOSED MODEL

An overview of our proposed joint tracking and detection model can be found in Fig. 2. Each of its components is introduced in the following.

A. Object Detection

To perform object detection on lidar data with a transformer, we follow the general approach of the Detection Transformer (DETR) [12]. However, it is non-trivial to apply this image-based model, which consists of an image backbone followed by a full transformer with encoder and decoder, to lidar data in an automotive context. One issue is that in a transformer encoder, the size of the self-attention matrix grows quadratically with the input sequence length \( N \), limiting it to a maximum length of \( N_{\text{max}} \), which can be as low as about 2000 tokens, depending on the available GPU type. This is why DETR [12] operates on a grid of only 35 \( \times \) 45 cells as input to the encoder, which is feasible for image data. With automotive lidar data on the other hand, objects tend to be small compared to the sensor range. When a grid-based backbone for lidar data, such as PointPillars [22] is used before the encoder, this limitation in turn limits the side length of the grid to \( \sqrt{N_{\text{max}}} \) and therefore bloats the size of each cell. The same holds for a point-based backbone such as PointNet++ [23], where the influence region around each subsampled point grows as the number of tokens becomes limited.

An overview of our transformer detector for point clouds is pictured in Fig. 2 (a). We found that the backbone we selected, PointPillars [22], can fulfill some of the context encoding that the transformer encoder normally would. Therefore, it is possible to remove said encoder entirely. An alternative to this would be to use one of the modified transformer models that aim to remedy the memory limitation issue that self-attention has [24] [25].

Our experiments showed, however, that skipping the encoder entirely yields the best results, because the other remedies still limit the grid size. Following [22], the input to the PointPillars backbone is a point cloud, which consists of three-dimensional coordinates. Within PointPillars, it is discretized into a set of pillars, which are located on a grid on the birds-eye-view plane. The backbone outputs one feature vector per grid cell. Note that PointPillars could be replaced with any other backbone, which is able to output feature vectors that are bound to a certain location in 3D space or on a grid. From this location, a sine and cosine positional encoding [12] is computed and added to the vectors. Then, the backbone result is flattened into a sequence of feature vectors and input into the transformer decoder to constitute keys and values for cross-attention. This decoder consists of six layers with eight attention heads. The dimension of the keys, values and queries is \( d = 256 \). In our model, the queries for the decoder are data-dependent rather than learnt. Inspired by [26], we use a farthest point sampling [23] to obtain locations \( \rho_i \) from the data, with \( i = 1, \ldots, M \), and encode them with a Fourier encoding [27], [28]:

\[
y_i = \text{FFN} \left[ \sin(B \rho_i), \cos(B \rho_i) \right],
\]

where \( B \in \mathbb{R}^{\frac{d}{2} \times 3} \) is a matrix that contains entries drawn from a normal distribution, the feed-forward network (FFN) consists of two layers with ReLU activation and is trained with the rest of the model and \( Y = \{ y_i \}_{i=1}^{M} \) denotes the set of tokens that is input to the decoder. As introduced in [28], each line of \( B \) projects the coordinates \( \rho_i \) into a different direction, which is chosen randomly in order to approximate a shift-invariant kernel with the inner product of two encoded points. We name the locations \( \rho_i \in \mathbb{R}^3 \) anchor locations because the queries computed from them serve as a prior in the search for objects. However, the model is not restricted by them and can find objects at a distance from their anchor. Besides this, the anchor locations are different from anchor boxes, which are commonly used in other detection approaches such as [22].

In our model, the anchor locations change with every frame, since they are drawn from the data in the present input frame. Farthest point sampling is a commonly used, fast strategy to select locations within a point cloud that are spread out well over the data. For lidar data, location-bound queries are superior to learnt queries, because the point cloud can be very sparse. Otherwise, the model would need to waste resources on finding locations that actually contain data.

Now, each decoder query token \( y_i \), i.e. anchor-based object query, serves as slot for a possible object. From every output token \( y'_i \) of the decoder with anchor \( \rho_i \), a feed-forward network is used to compute the parameters

\[
d_i = (\Delta x, \Delta y, \Delta z, w, l, h, \gamma, v_x, v_y, \text{cls}),
\]

\( i = 1, \ldots, M \), with location \( (x, y, z) = \rho_i + (\Delta x, \Delta y, \Delta z) \), dimensions \( (w, l, h) \), heading \( \gamma \), velocity \( (v_x, v_y) \) and class identifier \( \text{cls} \).

During training, those \( y'_i \) with closest box parameters to ground truth are matched with the Hungarian algorithm in
the dataset.

Fig. 2: Tracking and detection model overview. a. Detection model, which can function as a standalone detector as well as a track initializor in the first frame of a sequence. The input point cloud is pre-processed through a backbone and a positional encoding is added to retain the location information of the computed feature vectors. Through a sampling method, $M$ anchor locations are obtained from the input point cloud, which are encoded to generate object queries for the transformer decoder that serve as slots for possible objects at the output. b. Joint tracking and detection with track and object queries, whereas the track queries are propagated from the previous time step and ego-motion corrected through the proposed EMC module. When a track query results in a valid object at the output of the decoder, it is considered a continued track, while new tracks originate from object queries.

terms of $\ell_1$-distance, while all others are assigned a 'no-object' class id. An $\ell_1$-loss is then used to train the model. We use a pre-trained PointPillars backbone and fine it in combination with our model.

B. Tracking

A model overview of our proposed tracker is pictured in Fig. 2 (a) and (b). To initialize the tracks, the detector as introduced above is run on the first frame at timestep $t$, with queries $Y_t = \{y_{t,i}\}_{i=1}^M$, obtaining decoder output $y'_{t,i}$ and (merely as a by-product) detections $d_{t,i}$. The high-dimensional vectors $y'_{t,i} \in \mathbb{R}^{d_i}$, $i = 1, \ldots, M$ each contain encoded information about an object, such as its dimension, location and object type as well as additional latent space. This makes them usable to carry tracking information over to the next timestep [8]. Therefore, we only use these $d$-dimensional vectors as tracker state, instead of the low-dimensional bounding boxes $d_{t,i}$.

With lidar data, the ego vehicle can move a significant distance between two frames, making an ego-motion correction (EMC) necessary:

$$y''_{t,i} = \text{EMC}(y'_{t,i}, \rho_{t,i}, p), \quad (4)$$

where $p$ is the ego pose change. Our EMC module is introduced in the following subsection. The transformed output tokens $y''_{t,k}$, $k = 1, \ldots, K$ that belong to an object are used as input to the transformer decoder in the next timestep, denoted as track queries, where $K$ is the number of detected objects in frame $t$. Since it is always possible for a new track to spawn, the object queries $y_{t+1,i}$, computed as in Eq. 4 from newly sampled anchor locations $\rho_{t+1,i}$, are passed into the decoder as before to serve as slots for new objects, in addition to the track queries. The set of decoder tokens is therefore $Y_{t+1} = \{y''_{t,k}\}_{k=1}^K \cup \{y_{t+1,i}\}_{i=1}^M$. Due to the transformer design [10], the number of tokens that is passed into the decoder at a time, i.e. track and object queries, does not impede with its performance: An additional token merely adds an additional participant in attention and therefore an additional output token.

During training, pairs of consecutive frames are selected, whereas up to $n$ intermediate frames can be skipped, $n \in \mathbb{N}$. For the first frame of the pair, detections and corresponding decoder output $y_t$ are computed. Those that were assigned closest to ground truth objects are then used as track queries for the second frame. From ground truth it is known which tracks are to be continued, which are occluded or terminated and which will spawn newly. Those that shall continue are assigned to their respective track queries’ slots. Those estimates belonging to track queries whose track is occluded or terminated are assigned to the 'no-object' class. Ground truth objects belonging to new tracks on the other hand are assigned to the closest estimate that stems from an object query using the Hungarian algorithm. Like for the detector training, the $\ell_1$-loss is applied on the difference between the estimated box parameters and the ground truth.

At inference time, a track is considered to be continued if its corresponding track query results in a detection in the next frame of a confidence above a certain threshold $\lambda_{\text{track}}$. If it however results in a detection that is assigned to the 'no-object' class, the track is either terminated or occluded. To allow for recognition after occlusion, such track queries are carried over for some frames until the track is finally either terminated or continued. A new track on the other hand is spawned when a new object is detected with one of the object
queries, which is above a certain confidence threshold \( \lambda_{\text{detect}} \). We found that a non-maximum suppression, which favours boxes that stem from track queries over those originating from object queries, improves the tracking results.

We utilize track augmentation methods, following [8]: Since the event that new tracks spawn occurs rather rarely, it is simulated by removing each track query with a certain probability. A track query can also randomly spawn an additional, previously discarded, track query, which is meant to simulate occluded or terminated tracks.

In Fig. 3 the cross-attention in the decoder between one track query and the input birds-eye-view grid is visualized, where dark purple denotes low, and brighter colors high attention. The object that belongs to this track query (yellow) moved between the previous and this frame. This is why, in the first decoder layer, the query seems to search for its object in the 'wrong' place, but, due to its broad field of view in attention, it is able to shift its attention until the last decoder layer. Note that we do not explicitly model the motion of tracked agents, which might be a beneficial addition to the model in the future. We do, however, correct the motion of the ego-vehicle between frames, since this ego-motion would require too large attention shifts to be corrected by the transformer. The proposed EMC module for this is introduced in the following subsection.

C. Ego-Motion Compensation

An ego-vehicle can travel a significant distance between two lidar frames, making an ego-motion correction necessary. Since the tracker state is encoded in feature vectors rather than explicit parameters, such as bounding boxes, its transformation with the known pose change is non-trivial. Note that image-based trackers, such as [8], do not require such a correction, since a moving ego-vehicle does not impact the position of objects in image space as much as it does in lidar space.

An alternative to correcting the internal state of the tracker may be to transform the input data into a certain global coordinate frame. However, after processing many consecutive frames, the area occupied by the measured data will become very large. This is problematic since the positional encoding at the transformer input would need to have an arbitrarily high resolution to cover the space.

Therefore, the only option for ego-motion compensation with our combined tracker and detector is shifting the internal tracker state according to the pose change. To achieve this task, we develop a novel ego-motion compensation (EMC) module as introduced in Eq. 4 which is pictured in Fig. 4. Our model is inspired by a transformation in 3D space: We compute a feature-agnostic transformation matrix \( T \in \mathbb{R}^{k \times k} \) from the known pose change \( p \) by using a feed-forward network (FFN) and reshaping the output, where \( p = (t_1, t_2, t_3, q_0, q_1, q_2, q_3) \) contains a translation as well as a rotation in quaternion form. With a second FFN, the feature vectors \( y_i' \) to be transformed are reduced to length \( k \),
after which the transformation takes place with a dot product. The result of the transformation is scaled back up to length \( d \) with a FFN and a residual connection is added that is meant to prevent information loss. The overall model design serves two purposes: Firstly, the transformation is performed in a lower dimension than the full feature length to encourage only transforming necessary parts of the vector. Besides, \( T \) is computed without access to the feature vectors, aiming to make it independent of the location of the objects to be transformed.

For realistic training of the EMC module, nuScenes [5] data is used. Each frame is first input into the transformer detector, which has previously been trained and is now used with fixed weights, to obtain the decoder output \( y'_i \). These vectors are input into the EMC module, together with the pose change \( p \) w.r.t. the following frame that is obtained from nuScenes meta data. To obtain ground truth data for training, the detector’s FFN is used to compute box parameters \( d_i \), as defined in Eq. [3] from the vectors \( y'_i \). With the pose change information, the expected location, heading and velocity of each box after transformation for the following frame is computed, using standard transformations in 3D space, resulting in parameters \((x', y', z'), (v'_x, v'_y)\) for each object. Meanwhile, the size and class identifier shall be unchanged. Now, the change in location is implemented into a new, transformed anchor \( \rho'_i = (x', y', z') \), while the other parameters serve as ground truth for the EMC module:

\[
d'_i = (0, 0, 0, w, l, h, \gamma', (v'_x, v'_y), \text{cls}),
\]

where \( \Delta x, \Delta y \) and \( \Delta z \) are set to zero to align them with the new anchor location \( \rho'_i \). To allow for large pose changes and to be prepared for possible frame skips in practice, the frame pairs used for training can have up to \( n \) discarded frames between them, \( n \in \mathbb{N} \).

IV. RESULTS

We evaluate each component of the proposed model, i.e. the EMC module, the object detector and the tracker. For object detection and tracking, the nuScenes metrics, as defined in [5], are used.

We show exemplary results for the class ‘car’ in this section. It is straightforward to incorporate many different classes as described in [12]. The required number of queries and, thus, the memory requirement of the model does, however, depend linearly on the maximum number of expected objects throughout all frames. Since the number of objects fluctuates heavily between frames in the nuScenes dataset, it is a current topic of research to adapt the number of queries dynamically based on an expected number of objects in the current frame.

A. Ego-Motion Compensation

The EMC module evaluation is performed on the nuScenes \( \text{val} \) dataset. For this, a frame is first drawn, and detections \( d_i \) as well as the corresponding feature vectors \( y'_i \) are computed using the fully trained transformer detector. A second frame is loaded, either one, two or three frame lengths (\( \Delta t \)) apart from the first. The feature vectors and the ego pose change \( p \) between the two frames are input into the EMC module obtaining the results \( y''_i \). To generate ground truth, the box parameters \( d_i \) are ego-motion corrected manually as described before and compared to the box parameters that result from the EMC module’s output through the estimation head, FFN\( (y''_i) \).

To gain an understanding whether the error depends on the extent of the ego pose change, mean RMSE values are plotted in terms of the absolute length of the translation in the pose change, see Fig. 5 (top). We find that the error does not depend on the pose change magnitude, which can be explained with the fact that a similar distribution of pose change magnitudes was present during EMC training. This means that the EMC module has no issue transforming the track queries to the next available frame, even if two frame skips occurred in between. The RMSE for size is generally smaller than for location and velocity, because it is supposed to be unchanged during ego-motion correction, which the model seems to be able to obey.

Concerning the RMSE in terms of the angle in the rotation component of the ego pose change, see Fig. 5 (bottom). We find that 95% of pose change angles in nuScenes data (with up to two frame skips in between) lay in the range of \(-6\) to \(6\) degrees. Therefore, the EMC module performs best in this range, while it is still able to correct larger ego pose rotation angles. If another distribution of angles is desired, the pose change parameters can be curated manually during training, rather than using those from nuScenes metadata.
B. Object Detection

The nuScenes metrics [5] for detection of cars on the nuScenes val dataset can be found in Table I. We find that the detector part of our model can not reach state of the art results yet. However, it does outperform its PointPillars [22] basis. More research is necessary on detection on lidar data with transformers which will directly benefit our model. A more powerful backbone may also improve performance.

| Method                  | AP↑ | ATE (m)↓ | ASE (1-IOU) ↓ | AOE (rad)↓ |
|-------------------------|-----|----------|---------------|------------|
| PointPillars [22]       | 0.684 | 0.281   | 0.164         | 0.204      |
| Transformer det. (ours) | 0.727 | 0.284   | 0.161         | 0.076      |

C. Tracking

We evaluate the performance of our tracking model on the nuScenes val dataset. The nuScenes metrics [5] for the category car can be found in Table II. TransMOT was trained for 300 epochs on an NVIDIA A100 GPU on the nuScenes train dataset with a learning rate of $3 \cdot 10^{-5}$, $n = 2$ maximum intermediate frame skips and $M = 100$ object queries. During inference, the confidence thresholds are set to $\lambda_{\text{detect}} = 0.95$, $\lambda_{\text{track}} = 0.5$.

Our results are compared with the ProbMOT [4] baseline that is based on a Kalman filter as described in section II-A. We choose this comparison in order to investigate the model’s tracking capabilities independent from its object detection capability. For this, bounding boxes as output by our transformer detector module are passed to the ProbMOT model for tracking. The default parameters of the model for nuScenes are used [4]. In the table, $\text{thr}$ denotes the confidence threshold above which boxes were given to the tracker. Although our model follows a radically new approach, it is able to outperform the ProbMOT baseline. This shows the potential of our proposed method, since it can still be extended, e.g. with a better detector, or a motion model per tracked object. Such improvements will enable it to further outperform its traditional Bayesian baseline.

As mentioned in the introduction, skipped frames or delayed sensor input is a major issue in practice. To evaluate the susceptibility to such events, we run our tracking model on all scenes of the val dataset. Each frame has a certain probability $p$ to be dropped and withheld from the tracker. The results are pictured in Figure 6. Interestingly, TransMOT can handle many frame skips without a noticeable performance drop, even multiple skips at once are not an issue. This makes the tracker robust for real-world scenarios. It outperforms ProbMOT clearly in this regard, although Kalman filter based methods are known for their ability to predict the per-agent movement.

D. Ablation Study

To evaluate the necessity of our ego-motion compensation (EMC) module, we perform an ablation study. First, a tracker model is trained that has no ego-motion compensation, while all other parameters remain unchanged. For this, the feature vectors belonging to found objects are used as track queries in the next timestep without modifying them at all. This change leads to a significant performance drop in terms of the average multi-object tracking accuracy (AMOTA [5]), as noted in Table III. Another experiment we perform is to only transform the anchor locations that belong to the track queries, but to not correct the other parameters. We find that this also leads to a performance drop of the model.

V. CONCLUSION AND OUTLOOK

We presented TransMOT, a novel joint detection-and-tracking approach for point cloud data based on a transformer. We utilize the detector’s latent space as tracker state and are able to outperform a Kalman filter-based baseline method on our given detections. We believe that the future of tracking will be in such joint models. The detector component of TransMOT is able to outperform its PointPillars baseline. Besides this, the current surge in research on computer vision with transformers can contribute to improve its performance in the future, which, in turn, will improve our tracker. One example for ongoing
research in the area of transformer-based object detection is the very recent publication [29], which reaches state of the art results for lidar-based object detection and can be used as a building block within our proposed tracking model.

TransMOT is applicable to automotive lidar data, which was not possible with prior transformer-based trackers. It is able to handle sensor input at arbitrary timesteps and includes was not possible with prior transformer-based trackers. It is also possible to feed an additional data source into a transformer [30], such as camera data.
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