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Abstract

AI-generated content has attracted lots of attention recently, but photo-realistic video synthesis is still challenging. Although many attempts using GANs and autoregressive models have been made in this area, the visual quality and length of generated videos are far from satisfactory. Diffusion models (DMs) are another class of deep generative models and have recently achieved remarkable performance on various image synthesis tasks. However, training image diffusion models usually requires substantial computational resources to achieve a high performance, which makes expanding diffusion models to high-dimensional video synthesis tasks more computationally expensive. To ease this problem while leveraging its advantages, we introduce lightweight video diffusion models that synthesize high-fidelity and arbitrary-long videos from pure noise. Specifically, we propose to perform diffusion and denoising in a low-dimensional 3D latent space, which significantly outperforms previous methods on 3D pixel space when under a limited computational budget. In addition, though trained on tens of frames, our models is generate videos with arbitrary lengths, i.e., thousands of frames, in an autoregressive way. Finally, we further introduce conditional latent perturbation to reduce performance degradation during generating long-duration videos. Extensive experiments on various datasets and generated lengths suggest that our framework is able to sample much more realistic and longer videos than previous approaches, including GAN-based, autoregressive-based, and diffusion-based methods.

1. Introduction

A video can provide more informative, attractive, and immersive visual content that presents the physical 3D world. A powerful video generation tool can benefit novel content creation, gaming, and movie production. Thus, rendering photorealistic videos is a long-standing and exciting goal of the computer vision and graphics research community. However, the high-dimensional video samples and the statistical complexity of real-world video distributions make video synthesis quite challenging and computationally expensive. The synthesizing quality is also far from satisfactory, which limits its real-world applications.

Existing works capitalize on different types of generative models including GANs [2, 25, 26, 29, 34, 35, 39], VAEs [7, 43], autoregressive models [6, 21, 41], and normalizing flows [17]. Particularly, GANs have achieved great success in image generation [1, 14–16], thus extending it to video generation with a dedicated temporal design achieves outstanding results [29, 34]. However, GANs suffer from mode collapse and training instability problems, which makes GAN-based approaches hard to handle complex and diverse video distributions. Besides, many GAN-based methods usually assume that different frames share similar content in a video, which limits the ability to produce videos with novel content emerging over time [29, 34]. Recent GAN-based methods attempt to exploit implicit neural representations of GANs [29, 44], which encounter the problem of periodic motion and performance degradation across time. Most recently, TATS [6] proposes an autoregressive approach that leverages the VQGAN [5] and transformers to synthesize long videos. However, the generation fidelity and resolution still have much room for improvement.

To overcome these limitations, we leverage diffusion models (DMs) [9], another class of generative models that achieve impressive performance in various image synthesis tasks [4, 18, 22–24]. However, directly extending DMs to video synthesis requires substantial computational resources [12, 38]. Thus, we aim to leveraging the powerful representation ability of diffusion models while maintaining a reasonable computing budget for video synthesis. We achieve this by projecting videos to the latent space via a 3D autoencoder and performing denoising and diffusion processes in this low-dimensional space. In addition, to generate long-range videos, we introduce conditional latent prediction and interpolation diffusion models that can extend videos to arbitrary lengths in an autoregressive and hierarchical manner. We further propose conditional latent perturbation, which are pivotal for slowing the performance degradation over time. Ultimately, our framework surpasses
many previous works in short and long video generation and establishes new state-of-the-art performance on multiple video generation benchmarks.

In sum, our work makes the following contributions:

- We introduce LVDM, a novel and efficient diffusion-based framework for video synthesis, which can jointly perform unconditional generation, autoregressive self-extension, and hierarchical interpolation, facilitating rendering arbitrary-long videos.

- We propose a new latent space normalization for training effective latent-based diffusion models.

- We design a conditional latent perturbation technique for autoregressive diffusion models, which distinctly mitigates the problem of quality degradation during long video generation.

- We achieve state-of-the-art results on three datasets and both short and long video generation, demonstrating the effectiveness of our method.

2. Related Work

2.1. Video Synthesis

Video synthesis aims to model the distribution of real-world videos, and then one can randomly draw realistic and novel video samples from the learned distribution. Prior works mainly exploit deep generative models, including GANs [25, 26, 29, 34, 35, 39, 44], autoregressive models [6, 43], VAEs [7, 40], and normalizing flows [17]. Among them, the most dominant ones are GAN-based approaches due to the great success of GANs in image modeling. MoCoGAN [35] and MoCoGAN-HD [34] learn to decompose latent codes into two subspaces, i.e., content and motion. MoCoGAN-HD [34] leverages the powerful pretrained StyleGAN2 as the content generator, demonstrating higher-resolution video generation results. StyleGAN2 [29] and DiGAN [44] introduce implicit neural representation to GANs for modeling the continuity of temporal dynamics. They built long-video GAN on top of StyleGAN3 and apply hierarchical generator architecture for long-range modeling, thus producing videos with new content arising in time. Despite these achievements made by GANs, those methods tend to suffer from mode collapse and training instability. Autoregressive methods have also been exploited for video generation. VideoGPT [43] uses VQVAE [20] and transformer to autoregressively generate tokens in a discrete latent space. TATS [6] changes the VQVAE [20] to a more powerful VQGAN [5] and combines a frame interpolation transformer to render long videos in a hierarchical manner. Different from the aforementioned methods, we study diffusion models for video generation in this work.

2.2. Diffusion Models

Diffusion models are a class of likelihood-based generative models that have shown remarkable progress in image synthesis tasks. Due to their desirable properties like stable training and easy scalability, diffusion models have
We present LVDM, a novel diffusion model (DM)-based framework for video generation. The diffusion and denoising process is performed on the video latent space, which is learned by a 3D autoencoder. Then an unconditional DM is trained on the latent space for generating short video clips. To extend videos to arbitrary lengths, we further propose two frame-conditional models, including a prediction DM and an infilling DM which can synthesize long-duration videos in autoregressive and hierarchical ways. We utilize noisy conditions at diffusion timestep $s$ to mitigate the condition error induced during the autoregressive sampling process. The frame-conditional DMs are jointly trained with unconditional inputs, where the conditional and unconditional sample frequencies are controlled by their corresponding probabilities, i.e., $p_c$ and $p_u$.

Fig. 2 shows our overall framework. We first compress video samples to a lower-dimensional latent space by a 3D autoencoder. Then we design a unified video diffusion model, which can perform both unconditional generation and conditional video prediction in one network, in the latent space. This enables our model to self-extend the generated video to an arbitrary length in an autoregressive way. To further improve the coherence of generated long video and alleviate the quality degradation problem caused by accumulated errors over time, we propose to first generate one video sparsely using an autoregressive model and then interpolate it to a higher frame rate by an interpolation diffusion and conditioning model.
model.

3.1. Video Compression via a 3D Autoencoder

We compress videos using a lightweight 3D autoencoder, including an encoder \( E \) and a decoder \( D \). Both of them consist of several layers of 3D convolutions. Formally, given a video sample \( x_0 \sim p_{data}(x_0) \) where \( x_0 \in \mathbb{R}^{H \times W \times L \times 3} \), the encoder \( E \) encodes it to its latent representation \( z_0 = E(x_0) \) where \( z_0 \in \mathbb{R}^{H \times W \times L \times c} \), \( h = H/f_s \), \( w = W/f_s \), and \( l = L/f_t \). \( f_s \) and \( f_t \) are spatial and temporal downsampling factors. The decoder \( D \) decodes \( z_0 \) to the reconstructed sample \( \tilde{x}_0 \), i.e. \( \tilde{x}_0 = D(z_0) \). To ensure that the autoencoder is temporally shift-equivariant, we follow [6] to use repeat padding in all three-dimensional convolution kernels.

The training objective includes a reconstruction loss \( \mathcal{L}_{rec} \) and an adversarial loss \( \mathcal{L}_{adv} \). The reconstruction loss \( \mathcal{L}_{rec} \) is comprised of a pixel-level mean-squared error (MSE) loss and a perceptual-level LPIPS [45] loss. The adversarial loss [5] is used to eliminate the blur in reconstruction usually caused by the pixel-level reconstruction loss and further improve the realism of the reconstruction. In summary, the overall training objective of \( E \) and \( D \) is

\[
\mathcal{L}_{AE} = \min_{E,D} \max_{\psi} \mathcal{L}_{rec}(x_0, D(E(x_0))) + \mathcal{L}_{adv}(\psi(D(E(x_0)))).
\]

where \( \psi \) is the discriminator used in adversarial training.

Our autoencoder is a vanilla auto-encoder without any KL or VQ regularization [23]. These two techniques are proposed to avoid an arbitrarily high-variance latent space in LDM [23]. For KL regularization, LDM rescales the latent by an estimated scale factor before performing diffusion model training, which, however, is vulnerable and has a great effect on generation performance (see Fig. 3 (a)). Imperfect scale factors could lead to implausible generation and bright spot artifacts when conducting experiments with different attention blocks (e.g., 3D attention block, see Fig. 3 (b)). We hypothesize that it is because a slight KL-regularization is not enough to reduce the variance of the latent space, and high-variance and center-shifted latent distribution harms the generation ability of diffusion models. Therefore we remove the KL regularization of the autoencoder during training and instead simply normalize the learned latent space with its post-computed mean \( \mu \) and standard deviation \( \sigma \) after training, yielding \( z_0 \leftarrow (z_0 - \mu)/\sigma \). We show in Fig. 3 that this process significantly improves the performance of latent diffusion models while the bright spot artifacts also disappear.

3.2. Short Video Generation

Revisiting Diffusion Models. We propose to perform diffusion and denoising on the video latent space. Given a compressed latent code \( z_0 \sim p_{data}(z_0) \), we train diffusion models to generate latent samples starting from a pure Gaussian noise \( z_T \sim \mathcal{N}(z_T; 0, I) \) in \( T \) timesteps, producing a set of noisy latent variables, i.e., \( z_1, \ldots, z_T \). The forward diffusion process is gradually adding noise to \( z_0 \) according to a predefined variance schedule \( \beta_1, \ldots, \beta_T \):

\[
q(z_{1:T} | z_0) := \prod_{t=1}^T q(z_t | z_{t-1}),
\]

\[
q(z_t | z_{t-1}) := \mathcal{N}(z_t; \sqrt{1-\beta_t}z_{t-1}, \beta_t I).
\]

Eventually, the data point \( z_T \) becomes indistinguishable from pure Gaussian noise. To recover \( z_0 \) from \( z_T \), diffusion models learn a backward process via

\[
p_\theta(z_0; T) := p(z_T) \prod_{t=1}^T p_\theta(z_{t-1} | z_t),
\]

\[
p_\theta(z_{t-1} | z_t) := \mathcal{N}(z_{t-1}; \mu_\theta(z_t, t), \Sigma_\theta(z_t, t)),
\]

where \( \theta \) is a parameterized neural network, typically a UNet commonly used in image synthesis, to predict \( \mu_\theta(z_t, t) \) and \( \Sigma_\theta(z_t, t) \). In practice, we parameterize \( \mu_\theta(z_t, t) \) by

\[
\mu_\theta(z_t, t) = \frac{1}{\sqrt{\alpha_t}} \left( z_t - \frac{\beta_t}{\sqrt{1-\alpha_t}} \epsilon_\theta(z_t, t) \right),
\]

where \( \epsilon_\theta(z_t, t) \) is eventually estimated, which is shown to work best [9]. We simply set \( \Sigma_\theta(z_t, t) = \beta_t I \) as in [9].

The training objective is a simplified version of variation bound:

\[
\mathcal{L}_{simple}(\theta) := \| \epsilon_\theta(z_t, t) - \epsilon \|^2_2,
\]

where \( \epsilon \) is drawn from a diagonal Gaussian distribution.

Video Generation Backbone. To model video samples in the 3D latent space, we follow [12] that exploits a spatial-temporal factorized 3D UNet architecture to estimate the \( \epsilon \). Specifically, we use space-only 3D convolution with the shape of \( 1 \times 3 \times 3 \) and add temporal attention in partial layers. We investigate two kinds of attention: joint spatial-temporal multi-head self-attention and factorized space-time multi-head self-attention. We observe that applying the joint spatial-temporal attention does not exhibit significant benefit compared with the factorized one while increasing the model complexity and introducing spot-like artifacts in random locations sometimes (see Fig. 3). Thus we use factorized spatial-temporal attention as the default setting in our experiments. We use adaptive group normalization to inject the timestep embedding into normalization modules to control the channel-wise scale and bias parameters, which have also been demonstrated to be beneficial for improving sample fidelity in [4].
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Figure 3. **Effect of latent-space normalization.** We discover that the generation performance is significantly affected by a hyper-parameter: the scale factor imposed on latent codes when using a KL-regularized autoencoder (see (a)). An imperfect scale factor also induces obvious bright-spot artifacts when experimenting with different attention blocks (i.e., 3D attention block, see (b)). We remove the KL regularization and perform a normalization process on the latent space to make its distribution become mean 0 and variance 1, which largely improves the generation performance ((a) below) and avoids the bright-spot artifacts ((b) below). Comparisons in (a) and (b) are made with similar training epochs.

### 3.3. Long Video Generation

**Autoregressive Video Generation.** The aforementioned framework can only generate short videos, whose lengths are determined by the input frame number during training. We therefore propose a conditional latent diffusion model, which can produce future latent codes conditioned on the previous ones in an autoregressive manner, to facilitate long video generation. Considering a short clip latent $z_t = \{z_i\}_{i=1}^l$ where $z_i \in \mathbb{R}^{h \times w \times c}$ and $l$ is the number of latent codes within the clip, we can learn to predict future latent codes conditioned on the former ones. For each video frame in a clip latent, we add an additional binary map along the channel dimension to indicate whether it is a conditional frame or a frame to predict. Formally, given a binary clip $b = \{b_i\}_{i=1}^l$ where $b_i \in \mathbb{R}^{h \times w \times 1}$, we obtain the conditional input clip as $\tilde{z}_t = \{\tilde{z}^{i}_{t} = [z_{i}^{l}, b_{i}^{l}]\}_{i=1}^l$ where $\tilde{z}_{t}^{i} \in \mathbb{R}^{h \times w \times (c+1)}$. By randomly setting different binary maps to ones or zeros, we can train our diffusion model to perform both unconditional video generation and conditional video prediction jointly. Concretely, we set all maps in the binary clip to zeros for unconditional diffusion model training. For conditional video prediction, we set the first $k$ binary maps $\{b_{i}^{l}\}_{i=1}^{k}$ to ones and the remaining $\{b_{i}^{l}\}_{i=k+1}^{l}$ to zeros. At the same time, we replace the first $k$ latent codes with the ground truth, i.e., $\{z_{i}^{l}\}_{i=1}^{k} \leftarrow \{\tilde{z}_{i}^{l}\}_{i=1}^{k}$.

**Hierarchical Video Generation.** Generating videos in an autoregressive way has the risk of quality degradation caused by accumulated errors over time. We thus utilize a common strategy, hierarchical generation [3, 6, 13], to alleviate this problem. Specifically, we first train an autoregressive video generation model on sparse frames to form the basic storyline of the video and then train another interpolation model to fill the missing frames. The training of the interpolation model is similar to the autoregressive model, except that we set the binary maps of the middle frames between every two sparse frames to zeros.

**Conditional Latent Perturbation.** Although the aforementioned hierarchical generation manner has demonstrated its effectiveness in prior works [6, 13], more prediction steps are indispensable to produce long-enough video samples. Thus, we propose conditional perturbation to mitigate the conditional error induced by the previous generation step. Specifically, rather than directly conditioning on $z_{0}$, we use the noisy latent code $z_{s}$ at an arbitrary time $s$, which could be computed by (3), as the condition during training, i.e., $\{z^{l}_{t}\}_{i=1}^{k} \leftarrow \{z^{s}_{i}\}_{i=1}^{k}$. This means we also perform a diffusion process on the conditional frames. To keep the conditional information preserved, a maximum threshold $s_{\text{max}}$ is used to clamp the timesteps in a minor noise level. During sampling, a fixed noise level is used to consistently add noise during autoregressive prediction. Conditional latent perturbation is inspired by conditional noise augmentation, which has been proposed in cascaded diffusion models [10] to improve the performance of super-resolution diffusion models. While we extend it to video prediction, we are the first to demonstrate its effectiveness in producing long video samples.
4. Experiments

4.1. Experimental Setup

Datasets and Evaluation. We evaluate our method on UCF-101 [33], Sky Time-lapse [42], and Taichi [27]. We train all our models with the resolution of 256×4 on these datasets for unconditional video generation. The short clips used for training are selected with the frame stride of 1 at a random location of one video. For taichi, we select clips with the frame stride of 4 (i.e., skip three frames after selecting one) following prior work [6, 44] to make the human motion more dynamic. Due to the limited number of videos in UCF-101 and Taichi, we adopt the full dataset for training. For the Sky Time-lapse dataset, we only train the model on its training split. All models are trained under the unconditional setting with no guidance information provided, such as class label. For quantitative evaluation, we report the commonly-used FVD [36] and KVD [37] for both short and long video generation. Specifically, we calculate FVD and KVD between 2048 real and fake videos with 16 frames, which we refer to FVD_{16} and KVD_{16}, for short video evaluation. All results for short video generation are calculated among 10 runs and report their mean and standard deviation. For long video evaluation, we estimate FVD and KVD among 512 samples in every non-overlapped 16-frame clip and report an FVD curve across 1024 frames calculated in 1 run, referred to as FVD_{1024}.

Baselines. We compared our approach with seven competing baselines, including GAN-based methods: TGAN-v2 [26], DiGAN [44], MoCoGAN-HD [34], and long-video GAN [2], autoregressive models TATS [6], and most recent diffusion-based models including Video Diffusion Models (VDM) [12] and MCVD [38]. Please note that VDM has mentioned in its main paper that it will not publish the source code. Thus we implement it by ourselves. Detailed implementations are documented in the supplement.

Implementation Details. We train the 3D autoencoder with the spatial and temporal downsampling factors of 8 and 4, respectively. The channel dimension of latent space is 4, which means a 256 × 256 × 16 × 3 video sample is encoded to a 32 × 32 × 4 × 4 latent. After the training of autoencoder, we fix its weights and then start to train an unconditional LVDM for short video generation. After that, the LVDM-prediction and LVDM-interpolation models are resumed from the unconditional one, starting the joint training with unconditional-conditional inputs, where the probabilities of unconditional and conditional inputs for the prediction model and interpolation model are (0.5, 0.5) and (0.1, 0.9), respectively. When synthesizing long videos, we use unconditional guidance with a scale equal to 0.1, and the noise level for conditional frames is set at 200 timesteps. Sampling is performed via DDPM standard denoising process unless otherwise specified. Most of our models are trained on 8 or 32 A100 GPUs. More details are illustrated in supplementary materials.

4.2. Efficiency Comparison

To demonstrate the training and sampling efficiency of our method, we compare our approach with two pixel-space video diffusion models, including VDM [12] and MCVD [38] in Tab. 1 on the UCF-101 dataset. We implemented VDM with a base unconditional video diffusion model to synthesize videos of low resolution (16 frames with the resolution of 64×2) and a video super-resolution diffusion model to upscale the spatial resolution to 256×2. We train MCVD following its official setting, except that we scale it to resolution 256×2. Our method achieves better FVD than them when trained with a similar time and a similar number of model parameters.

4.3. Short Video Generation

Quantitative Results. In Tab. 2, we provide quantitative comparisons with previous methods on Sky-Timelapse, UCF-101, and Taichi, respectively. Our method outperforms previous state-of-the-art methods by a large margin. Specifically, on the Sky-Time-lapse dataset, we reduce FVD from 116.5 to 95.18 under the resolution of 256×2. In addition, our high-resolution performance also surpasses those of the state-of-the-art methods in FVD under the resolution of 128×2. On the UCF-101 and taichi datasets, we achieve new state-of-the-art results under the resolution of 256×2, while our FVD is comparable to the best result under the resolution of 128×2. LVDM outperforms diffusion-based method MCVD on UCF-101 regarding both scores and resolution.

Qualitative Results. In Fig. 4, we showcase visual comparisons with DIGAN [44] and TATS [6]. We observe that samples produced by DIGAN exhibit coordinates-like artifacts in many samples, TATS tends to generate samples with flat contents and lacks diversity, while our LVDM can synthesize video samples with high fidelity and diversity. More
4.4. Long Video Generation

We compare our method LVDM with TATS [6] for long video generation with 1024 frames on the UCF-101 and Sky Time-lapse datasets. Both LVDM and TATS experiment with a pure autoregressive prediction model (autoregressive) and a combination of a prediction model with an interpolation model (hierarchical). Fig. 5 and Fig. 6 present the qualitative and quantitative comparison results, respectively. Note that TATS does not provide its hierarchical checkpoints on UCF-101. On the Sky Time-lapse, both two hierarchical-based approaches achieve minor quality degradation over time, while our methods have better FVD scores.

4.5. Ablation Study

Latent Space Normalization. In Tab. 3, we show FVD and KVD results of different scale factors (λ) and our latent space normalization to demonstrate its effectiveness. All the results are evaluated with 100 DDIM timesteps. Our latent space normalization significantly improves the generation results, while we do not need any extra regularizations.
Figure 5. Qualitative results of generated long videos compared with state-of-the-art approach TATS [6] on UCF-101. Each frame is selected with a frame step 16. Both approaches are compared in the autoregressive setting.

Figure 6. Quantitative comparison with TATS on long video generation (1024 frames) on the UCF-101 and Sky Time-lapse datasets. Note that our method renders long videos at the 256² resolution, while videos produced by TATS are at the 128² resolution. LVDM outperforms TATS in both autoregressive and hierarchical manners. * indicates DDIM sampling with 100 timesteps.

Table 3. Results of different λ values and latent space normalization (Ours). We restrict the training time to 500 epochs for all models.

| Method | FVD↓ | KVD↓ |
|--------|------|------|
| λ=1    | 2111±43 | 150±5 |
| λ=0.26 | 1304±29 | 93±5  |
| λ=0.1  | 1869±50 | 136±6 |
| Ours   | 791±24  | 64±4  |

Figure 7. Ablation study of conditional latent perturbation on long video generation (1024 frames) on UCF-101.

Figure 8. Effect of unconditional guidance. It works well on Sky Time-lapse but harms the FVD on UCF-101.

5. Conclusion

In this work, we devise an efficient DM-based framework for video generation, which significantly reduces the data dimension and speeds up the training and sampling. Our novel framework is a joint framework for both unconditional and conditional video synthesis (i.e., prediction and infilling). With its better modeling capacity, we achieve new state-of-the-art results and higher resolution on various datasets under short and long video generation settings. We further demonstrate the effectiveness of conditional latent perturbation in reducing the accumulated error induced during autoregressively extending video lengths. We hope our method will serve as a strong baseline for future video generation works. Future explorations could be made regarding better architecture design choices and further speeding up the training and sampling of video diffusion models.
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