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Summary

In this paper, a mixed spectral element formulation is presented for planar, linear elasticity. The degrees of freedom for the stress are integrated traction components, i.e., surface force components. As a result, the tractions between elements are continuous. The formulation is based on minimization of the complementary energy subject to the constraints that the stress field should satisfy equilibrium of forces and moments. The Lagrange multiplier, which enforces equilibrium of forces, is the displacement field and the Lagrange multiplier, which enforces equilibrium of moments, is the rotation. The formulation satisfies equilibrium of forces pointwise if the body forces are piecewise polynomial. Equilibrium of moments is weakly satisfied. Results of the method are given on orthogonal and curvilinear domains, and an example with a point singularity is given.
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1 INTRODUCTION

The finite element method (FEM) is a common tool in the engineering and scientific community to simulate physical problems, and other works\textsuperscript{1-4} describe the method in depth. The FEM was first developed for structural problems, but later also adapted for heat and fluid problems,\textsuperscript{5} and now, it is applicable for many physical problems such as electromagnetism.\textsuperscript{6} In the FEM, the unknown quantities of a problem are approximated by polynomial nodal expansions defined in elements of the computational domain. This means that the equilibrium of forces is satisfied in the computational nodes;\textsuperscript{7} however, the governing differential equations of force equilibrium are not satisfied within an element and across interelement boundaries pointwise\textsuperscript{8} or the work of Cook et al.\textsuperscript{9(p119)} Newton’s third law, which states that an action should have an equal and opposite reaction, is therefore violated at such interfaces. The equations describing structural problems and its variables are very geometrical,\textsuperscript{10} and a more physically correct approach would be to consider the geometric aspects of the problem and expand variables associated to geometrical structures such as lines, surfaces, and volumes, in addition to points, see the works Moitinho de Almeida and Texeira de Freitas\textsuperscript{8} or Moitinho de Almeida and Almeida Pereira.\textsuperscript{11(p2795)}

The displacement field is typically only $C^0$ across neighboring elements, which means that the stress field is discontinuous over the common boundary. To make it continuous, the values are often averaged, but this can give erroneous results if, for instance, the elements have different material parameters. The approach in this paper expands the stresses based on the forces on the surfaces of the element, and therefore produces continuous stress fields over the element boundaries.

Local considerations of the force equilibrium were put forward by Fraeijs de Veubeke in the 1960s through dual analysis,\textsuperscript{12-14} where 2 simultaneous analyses are performed, a kinematic and a static admissible model, which are
coupled through complementary energy principles. The static admissible model considers the tractions on the element boundaries, and connections to the stresses are established. Since the stress field is coupled to the displacement field, the compatibility equations are, in general, not satisfied, and spurious kinematic modes are generally present. These are eliminated by applying, for instance, a stress potential or by direct approximations of the stress field in the elements. These elements were revisited in the 1990s by Moitinho de Almeida and Texeira de Freitas and a family of hybrid finite elements was developed. Here, the force equilibrium equations were enforced through self-equilibrating shape functions applied to the stress field, i.e., the divergence of the approximated stress field is zero. In addition, the body forces are accounted for through a particular solution. To have interelement equilibrium, a boundary pressure was obtained as a projection of the approximated stresses, which was then equilibrated through a weighted residual method.

Debongnie et al also worked with dual analysis, and in their work, a reexamination of the principles was presented. Recently, Santos and Moitinho de Almeida have made use of Piola-Kirchhoff projections to account for the deformations of the elements, and this approach is also pursued in the current paper. In the work of Kempeneers et al., tetrahedral equilibrium elements of polynomial degree one and two are developed. Through the super element procedure, the spurious kinematic modes are eliminated. In the work of Wang and Zhong, tractions are used to construct an admissible stress field, and the interelement equilibrium is therefore automatically ensured. A similar approach is used in the present paper; however, the element surface forces are used as geometric degrees of freedom (DOFs).

In the current paper, continuity of the tractions between elements is imposed strongly in a mixed finite element formulation. An alternative approach is to reconstruct the tractions in a postprocessing step such that continuity of the interelement tractions is restored. Such techniques may be found in chapter 8 in the work of Moitinho de Almeida and Maunder, chapter 6 in the work of Ainsworth and Oden, and in the works of Ladevèze and Maunder, Parés et al., and Ladevèze and Leguillon. These methods rely on a global solution and elementwise local solutions to establish continuity of the tractions a posteriori. In the current paper, this is established in a priori, and one global solve is needed.

In other works, it was shown that conservation laws can be exactly represented at the discrete level, whereas the numerical approximation occurs in the constitutive equations. These references consider scalar conservation equations like conservation of mass. In this paper, we extend these ideas to vector-valued conservation laws, such as conservation of force equilibrium in continuum mechanics. The method is based on the mimetic spectral element method presented in the works of Kreeft et al., Kreeft and Gerritsma, where the variables of the problem are considered as real-valued differential k-forms, which we associate to geometrical objects of dimension k. The geometry of elastic problems in the discrete setting has been considered in the work of Arnold et al., where the elasticity complex was defined. In the work of Yavari, the variables of an elastic problem are represented as vector- and covector-valued-differential k-forms, which means that the variables are associated to geometrical objects of dimension k, which maps into linear vector spaces. In Yavari’s work, the constitutive relations expressed in vector-valued exterior calculus are more complicated than the real-valued cases. For further developments of Yavari’s work, the last reference discusses the elastic complex in detail. In the conventional structural FEM, there is also a coupling to the geometry, as shown by Reddy and Srinivasa, where it was derived that the edges of the elements act like trusses.

The method introduced in this paper does not require self-equilibrating shape functions, and the interelement equilibrium is naturally satisfied. We introduce integral values of the stress field, i.e., surface forces on the boundaries of the element, to expand the stresses, and thereby enforce translational force equilibrium both internally and between elements. We expand the body force density field using the volume integral values of the projected body force density field; thus, when body forces are present, we only satisfy the force equilibrium equations in a finite volume setting. However, when no body forces are stated or piecewise polynomial body forces are given, the translational force equilibrium is exactly satisfied.

The outline of this paper is as follows. In Section 2, the governing equations of a linear elastic problem are given. In Section 3, the problem is presented as a constrained minimization problem, whereas the equilibrium of forces is explained in a discrete sense in Section 4. In Section 5, the expansion polynomials are presented and applied to the minimization equations. In Section 6, we briefly summarize the steps taken in the paper so far. In Section 7, the results obtained on an orthogonal grid are presented. The method is extended to curvilinear elements in Section 8, and the results for nonorthogonal grids are presented in Section 9. In Section 10, it is shown that the complementary energy converges from above in line with the findings done by Fraeijs de Veubeke, and the equilibrium of moments is discussed. The method is compared with a traditional displacement-based FE method in Section 11, and the concluding remarks are given in Section 12.
2 | THE GOVERNING EQUATIONS

Consider a bounded domain $\Omega$ with boundary $\Gamma = \Gamma_u \cup \Gamma_t$, where $\Gamma_u \cap \Gamma_t = \emptyset$. Along $\Gamma_u$, the displacements, i.e., $u$, are prescribed, whereas along $\Gamma_t$ the surface tractions, $t$ are given. The Cartesian components of the displacement field are denoted by $u = (u_1, u_2, u_3)$. The stress field will be denoted by $\sigma$ and the strain field by $\varepsilon$. The governing equations, written in Einstein notation, in elastostatics may be divided into 3 different equations.

- The compatibility equations

  \begin{align}
  \varepsilon_{ij} &= \frac{1}{2} \left( \frac{\partial}{\partial x_j} u_i + \frac{\partial}{\partial x_i} u_j \right) \quad \text{in } \Omega, \quad (1a) \\
  \omega_{ij} &= \frac{1}{2} \left( \frac{\partial}{\partial x_j} u_i - \frac{\partial}{\partial x_i} u_j \right) \quad \text{in } \Omega, \quad (1b) \\
  u_i &= \bar{u}_i \quad \text{along } \Gamma_u, \quad (1c)
  \end{align}

  where $\omega_{ij}$ are the components of the field of rotations and $\bar{u}_i$ are the known displacement components along $\Gamma_u$.

- The equilibrium equations

  \begin{align}
  \frac{\partial}{\partial x_i} \sigma_{ij} + f_j &= 0 \quad \text{in } \Omega, \quad (2a) \\
  \sigma_{ij} - \sigma_{ji} &= 0 \quad \text{in } \Omega, \quad (2b) \\
  \sigma_{ij} \cdot n_i &= \bar{t}_j \quad \text{along } \Gamma_t, \quad (2c)
  \end{align}

  where $f_j$ are the body force components in $\Omega$, $n_i$ are the unit normal vector components along $\Gamma_t$, and $\bar{t}_j$ are the known traction components along $\Gamma_t$.

- The constitutive equations

  \begin{align}
  \varepsilon_{ij} &= C_{ijkl} \sigma_{kl}, \quad (3)
  \end{align}

  where $C_{ijkl}$ is the compliance tensor.

This system of equations differs slightly from the equations generally encountered for linear elasticity; first of all, we work with 6 shear stress components instead of 3 and explicitly add equilibrium of moments (see (2b)). Furthermore, we introduce rotation $\omega$ (see eq. (2.1) in the work of Fraeijs de Veubeke\textsuperscript{12} and section 83 in the work of Timoshenko and Goodier\textsuperscript{35}) as additional DOFs. The reason is that we treat equilibrium of forces (see (2a)) and equilibrium of moments (see (2b)) as constraints in the minimization of the complementary energy. The Lagrange multipliers, which will enforce these constraints, are the displacement components $u_i$ for equilibrium of forces and the rotation components $\omega_{ij}$ for equilibrium of moments.

3 | THE MINIMIZATION OF THE COMPLEMENTARY ENERGY

In this section, we will formulate the Lagrangian of the minimization problem, but first, the governing equations are formulated in engineering notation. From (1a) and (1b), it is clear that

\[ \varepsilon_{ij} = \frac{\partial}{\partial x_i} u_j - \omega_{ij} = \frac{\partial}{\partial x_i} u_j + \omega_{ji}, \]

thus, the strain vector can be written as

\[ \varepsilon = D^T u + R^T \omega, \]

\[ \varepsilon = \{ \varepsilon_{11}, \varepsilon_{21}, \varepsilon_{31}, \varepsilon_{12}, \varepsilon_{22}, \varepsilon_{32}, \varepsilon_{13}, \varepsilon_{23}, \varepsilon_{33} \}^T, \]

and

\[ D^T = \begin{bmatrix}
\frac{\partial}{\partial x_1} & \frac{\partial}{\partial x_2} & \frac{\partial}{\partial x_3} \\
0 & \frac{\partial}{\partial x_1} & \frac{\partial}{\partial x_3} \\
0 & 0 & \frac{\partial}{\partial x_1}
\end{bmatrix}^T, \]

being the gradient matrix, where $T$ denotes the transposed operator, $R^T$ is a matrix given by

\[ R^T = \begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}^T, \]
and the vector with rotation components is given by
\[ \mathbf{\omega} = \{ \omega_1 \ \omega_2 \ \omega_3 \}^T = \{ \omega_{23} \ \omega_{13} \ \omega_{12} \}^T . \]

Writing the stress vector as
\[ \mathbf{\sigma} = \{ \sigma_{11} \ \sigma_{21} \ \sigma_{31} \ \sigma_{12} \ \sigma_{22} \ \sigma_{32} \ \sigma_{13} \ \sigma_{23} \ \sigma_{33} \}^T, \]
then (2a) can be expressed as
\[ \mathbf{D}\mathbf{\sigma} + \mathbf{f} = 0, \]
where \( \mathbf{D} \) is the divergence matrix, which is the adjoint of the gradient matrix in (5).

The equilibrium of moments is written as
\[ -\mathbf{R}\mathbf{\sigma} = 0, \]
where \( \mathbf{R} \) is the transpose of the matrix in (6).

The complementary energy is according to section 3 in the work of Fraeijs de Veubeke\(^{12} \) and eq. (8) in the work of Kempeneers et al,\(^{18} \) given by
\[ \text{CE}(\mathbf{\sigma}) = \frac{1}{2} \int_{\Omega} \mathbf{\sigma}^T \mathbf{C} \mathbf{\sigma} \, d\Omega - \int_{\Gamma_u} \mathbf{t}^T \mathbf{\bar{u}} \, d\Gamma, \]
thus, the Lagrange functional for the minimization is
\[ \mathcal{L}(\mathbf{\sigma}, \mathbf{u}, \mathbf{\omega}; \mathbf{f}, \mathbf{\bar{u}}) = \frac{1}{2} \int_{\Omega} \mathbf{\sigma}^T \mathbf{C} \mathbf{\sigma} \, d\Omega - \int_{\Gamma_u} \mathbf{t}^T \mathbf{\bar{u}} \, d\Gamma + \int_{\Omega} \mathbf{u}^T (\mathbf{D}\mathbf{\sigma} + \mathbf{f}) \, d\Omega - \int_{\Omega} \mathbf{\omega}^T \mathbf{R}\mathbf{\sigma} \, d\Omega. \] (7)

**Theorem 1.** The stationary points of the Lagrangian (7) solve the linear elastic problem (2) and (3).

**Proof.** The proof is straightforward. Taking variations of the Lagrangian with respect to the rotation \( \mathbf{\omega} \) yields the symmetry of the stress tensor/equilibrium of moments. If we take variations of the functional with respect to the displacement field \( \mathbf{u} \), we retrieve equilibrium of forces. Taking variations with respect to the stress tensor of the Lagrangian \( \mathcal{L} \) gives the constitutive stress-strain relation. \( \square \)

**Remark 1.** The use of rotation \( \mathbf{\omega} \) as a Lagrange multiplier to enforce the rotational equilibrium condition \( \tau_{yx} = \tau_{xy} \) was already discussed by Fraeijs de Veubeke.\(^{14,36} \) See also the work of Bertoti\(^{37} \) for this approach. The use of vorticity as an independent unknown in flow problems is addressed in the work of Palha and Gerritsma.\(^{38} \)

**Remark 2.** The idea of using kinematic variables as Lagrange multipliers to enforce dynamic constraints is also applied in the work of Gerritsma and Phillips.\(^{39} \)

**Remark 3.** In the aforementioned work,\(^{12} \) the body force densities were incorporated through a known particular stress field; however, in this case, it is incorporated directly through (7).

## 4 | THE EQUILIBRIUM OF FORCES

Through the use of the expansion polynomials presented in Section 5, the expansion coefficients of the approximated fields of \( \mathbf{\sigma} \) and \( \mathbf{f} \) are the surface forces and body forces acting on finite volumes. By considering the forces instead of the stresses and body force densities, we will end up with algebraic relations, which only depend of the topology of the element, ie, no interpolation is needed.

Consider the cube in \( \mathbb{R}^3 \) depicted in Figure 1, where external forces act on the 6 boundaries of the cube, and a body force acts on the volume. The surface forces are decomposed into components in the basis directions and are denoted by \( T_{ij} \), where index \( i \) denotes the global Cartesian directions of the boundary, and index \( j \) denotes the direction of the surface force component. Furthermore, a plus sign after the indices denotes the boundary having a unit surface normal vector in the positive basis direction, whereas a minus sign has the opposite meaning. The body force is also divided into the components \( F_j \). Note that the integral relation between \( T_{ij} \) and \( \sigma_{ij} \) as well as \( F_j \) and \( f_j \) are also given in Figure 1. The equilibrium of forces is written as
\[ T_{1j,+} - T_{1j,-} + T_{2j,+} - T_{2j,-} + T_{3j,+} - T_{3j,-} + F_j = 0, \] (8)
FIGURE 1 The forces on a cube in $\mathbb{R}^3$. The top picture illustrates the components of the surface forces on the individual surfaces $T_{ij}$. The bottom picture shows the body force components $F_j$ acting on the volume of the element. In addition, the relation $T_{ij}$ and $\sigma_{ij}$, as well as $F_j$ and $f_j$, are highlighted for $j = 1, \ldots, 3$. Consider a domain $\Omega$ in $\mathbb{R}^3$ and dividing this in a number of subdomains, i.e., elements, then the equilibrium of forces in $\Omega$ must be given by (8) for all the individual elements. If the individual force components are numbered and arranged in the column vectors $\Delta T$ for the surface force components and $\Delta F$ for body force components, then the equilibrium of forces can be written as

$$D\Delta T = -\Delta F,$$

where $D$ is a matrix only containing the numbers $-1, 1,$ and $0$ resulting from (8).

From (8), we see that the matrix $D$ only depends on the connectivity of the elements and can be written as

$$D = \begin{bmatrix} E_{(3,2)} & 0 & 0 \\ 0 & E_{(3,2)} & 0 \\ 0 & 0 & E_{(3,2)} \end{bmatrix},$$

where $E_{(3,2)}$ is used as a discrete divergence operator in the works of Kreeft et al. and Kreeft and Gerritsma and is also denoted an incidence matrix. Figure 2 shows a domain, which is divided into 8 elements, and the numbering of these, as well as its bounding surfaces are illustrated, which results in the highly sparse matrix $E_{(3,2)}$ written out under the pictures. The surface force components $T_{i,j}$ and the integrated body force component $F_j$ (see Figure 2) in (8) will be explicitly used as expansion coefficients in the high-order polynomial approximation to be discussed in Section 5 (see Equations (13) and (14)).

5 | EXPANSION POLYNOMIALS

This section describes the expansion polynomials and the resulting linear equation system describing the problem. From Figure 1, it is shown that a surface force component is the surface integral of the corresponding stress component. Therefore, it is evident that if the expansion of the stress components is based on integral values, then we will have a connection between the discrete force values $T_{ij}$ in (9) and the expanded stress components in $\sigma_{ij}^h$. Such polynomials are derived
in the work of Gerritsma\cite{40} and are named edge polynomials. Just as Lagrange polynomials of polynomial degree $N$, defined by

$$h_i(\xi) = \frac{\prod_{j=0, j\neq i}^N(\xi - \xi_j)}{\prod_{j=0, j\neq i}^N(\xi_i - \xi_j)},$$

with $\xi_i$, $i = 0, \ldots, N$ being nodal points, have the property

$$h_i(\xi_j) = \delta_{i,j}, \quad (10)$$

then edge polynomials of polynomial degree $(N - 1)$ are given by

$$e_i(\xi) = -\sum_{k=0}^{i-1} \frac{dh_k(\xi)}{d\xi}, \quad i = 1, \ldots, N,$$

have the property

$$\int_{\xi_{i-1}}^{\xi_i} e_i(\xi) = \delta_{i,k} = \begin{cases} 1, & \text{if } i = k \\ 0, & \text{if } i \neq k \end{cases}. \quad (11)$$

This is illustrated in Figure 3.

Let $\phi(\xi)$ in $\mathbb{R}$ be a function with the expansion

$$\phi^h(\xi) = \sum_{i=0}^N \phi_i h_i(\xi),$$

where $\phi_i$ is the nodal expansion coefficients, then $\frac{d\phi^h}{d\xi}$ is according to the aforementioned work\cite{40} given by

$$\frac{d\phi^h}{d\xi} = \sum_{i=0}^N \phi_i \frac{dh_i(\xi)}{d\xi} = \sum_{i=1}^N (\phi_i - \phi_{i-1}) e_i(\xi). \quad (12)$$
FIGURE 3  Edge polynomials of polynomial degree \( N - 1 \) associated to the Gauss-Lobatto-Legendre points for \( N = 4 \). The property 
\[
\int_{-1}^{1} \xi^k \xi^l \, d\xi = \delta_{i,j}
\]
is highlighted for the \( e_3(\xi) \) polynomial.

Just as the Lagrange polynomials expand functions based on nodal values, the edge polynomials expand functions based on integral values along lines. Expansions based on surfaces can be created through tensor products between edge polynomials in 2 directions, and expansions based on volumes can be represented through tensor products between edge polynomials in 3 directions. The expansion coefficients are based on integral values of the expanded stress field and body force density field, respectively, ie, surface force components and body force components.

5.1 | Dynamic variables

The stress components \( \sigma_{nm} \) are expanded by

\[
\sigma_{1m}^{ch}(\xi_1, \xi_2, \xi_3) = \sum_{i=0}^{N} \sum_{j=1}^{N} \sum_{k=1}^{N} (T_{1m}^s)_{i,j,k} h_i(\xi_1) e_j(\xi_2) e_k(\xi_3),
\]

\[
\sigma_{2m}^{ch}(\xi_1, \xi_2, \xi_3) = \sum_{i=1}^{N} \sum_{j=0}^{N} \sum_{k=0}^{N} (T_{2m}^s)_{i,j,k} e_i(\xi_1) h_j(\xi_2) e_k(\xi_3),
\]

\[
\sigma_{3m}^{ch}(\xi_1, \xi_2, \xi_3) = \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{N} (T_{3m}^s)_{i,j,k} e_i(\xi_1) e_j(\xi_2) h_k(\xi_3),
\]

where the superscript \( s \) specifies that it is valid in element \( s \). If \( f_m \) is the body force density component then this is expanded based on the body force component \( F_m \), ie,

\[
f_{m}^{ch}(\xi_1, \xi_2, \xi_3) = \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{N} (F_m^s)_{i,j,k} e_i(\xi_1) e_j(\xi_2) e_k(\xi_3),
\]

with

\[
F_m^s = \int_{\Omega_m} f_m \, dV.
\]

Gathering the \( 9N^2(N+1) \) expansion coefficients from (13) in the column vector \( \Delta_T^s \), then (13) can be written as

\[
\sigma^{ch} = \Psi_2 \Delta_T^s,
\]

where the matrix \( \Psi_2 \) (this notation is inspired from the work of Reddy\textsuperscript{4}) is of size \( 9 \times 9N^2(N+1) \) and contains all the expansion polynomials. Similarly, (14) is written as

\[
f^{ch} = \Psi_3 \Delta_T^s,
\]

where \( \Psi_3 \) is a matrix of size \( 3 \times 3N^3 \) and \( \Delta_T^s \) is a column vector containing the \( 3N^3 \) expansion coefficients of the element. Applying a global assembly known from conventional FEM, the stress components and the body force densities are described by the global system

\[
\sigma^h = \Psi_2^G \Delta_T^g,
\]

and

\[
f^h = \Psi_3^G \Delta_T^g,
\]

respectively.
The divergence of the expanded stress field is given by applying (12) to (13), which will have the consequence that all the expansion polynomials will consist of edge polynomials. If the surface forces are numbered as in Figure 1 then $D\sigma^h$, which will be used in (19b), is written as

$$D\sigma^h = \Psi_G^T D\Delta_T .$$

### 5.2 Kinematic variables

The displacement components are expanded using Lagrange polynomials; however, since the displacement components act as Lagrange multipliers to enforce (2a), we need an equal amount of displacement DOFs as the number of equations in (9). This is naturally satisfied if the displacement DOFs are located in the Gauss-Legendre (GL) points, and the stress and body force components are expanded on the surfaces and volumes spanned by the Gauss-Lobatto-Legendre (GLL) points. The GLL grid, where the dynamical variables are expanded, is called the primal grid, and the GL grid is called the dual grid, and this is where the kinematics are described (see the aforementioned works\(^{25,28,41-43}\)) for the use of dual grids. Let $\xi_i$, $i = 0, \ldots, N$ be the GLL points of polynomial degree $N$ and $\bar{\xi}_i$, $i = 0, \ldots, N - 1$ the GL points. Note that $\xi_i < \bar{\xi}_i < \xi_{i+1}$, for $i = 0, \ldots, N - 1$. The Lagrange polynomials associated with the GL points will be denoted by $h_i(\bar{\xi})$, and the Lagrange polynomials associated with the GL points will be denoted by $\bar{h}_i(\xi)$. For more details, see the work of Canuto et al.\(^{44}\) The edge polynomial $e_i(\bar{\xi})$ is a polynomial of degree $N - 1$, and $\bar{e}_i(\xi)$ is a polynomial of degree $N - 2$. The $m$th component of the displacement is expanded in each element of the dual grid as

$$u_m^{i,h}(\xi_1, \xi_2, \xi_3) = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} \sum_{k=0}^{N-1} (u_m)_{i,j,k} \tilde{h}_i(\xi_1) \bar{h}_j(\xi_2) \bar{h}_k(\xi_3) .$$

This is expressed in vector form as

$$\mathbf{u}^{i,h} = \Psi_0 \Delta^{i}_d ,$$

where $\Psi_0$ is a matrix of size $3 \times N^3$ with the expansion polynomials of (15), and the $N^3$ displacement DOFs are gathered in $\Delta^{i}_d$.

The components of the rotation field $\omega$ function as Lagrange multipliers to enforce (2b), and the components of $\omega$ are therefore expanded on the GL grid, ie,

$$\omega_{1}^{i,h}(\xi_1, \xi_2, \xi_3) = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} \sum_{k=0}^{N-1} (O_1)_{i,j,k} \tilde{h}_i(\xi_1) \bar{h}_j(\xi_2) \bar{h}_k(\xi_3) ,$$

$$\omega_{2}^{i,h}(\xi_1, \xi_2, \xi_3) = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} \sum_{k=0}^{N-1} (O_2)_{i,j,k} \tilde{h}_i(\xi_1) \bar{h}_j(\xi_2) \bar{h}_k(\xi_3) ,$$

$$\omega_{3}^{i,h}(\xi_1, \xi_2, \xi_3) = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} \sum_{k=0}^{N-1} (O_3)_{i,j,k} \tilde{h}_i(\xi_1) \bar{h}_j(\xi_2) \bar{h}_k(\xi_3) ,$$

where

$$(O_1)_{i,j,k} = \omega_{1}^{i,h} \left( \tilde{\xi}_1(\xi_1), (\bar{\xi}_2)_j, (\bar{\xi}_3)_k \right) ,$$

$$(O_2)_{i,j,k} = \omega_{2}^{i,h} \left( \tilde{\xi}_1(\xi_1), (\bar{\xi}_2)_j, \bar{\xi}_3)_k \right) ,$$

$$(O_3)_{i,j,k} = \omega_{3}^{i,h} \left( (\tilde{\xi}_1)_i, \bar{\xi}_2)_j, (\bar{\xi}_3)_k \right) .$$

This is expressed in vector form as

$$\mathbf{\omega}^{i,h} = \Psi_0 \Delta^{\omega}_d ,$$

where $\Psi_0$ is a matrix of size $3 \times N^3$ with the expansion polynomials of (16), and the $N^3$ rotation DOFs are gathered in $\Delta^{\omega}_d$.

Let $L(\sigma^h, \mathbf{u}^h, \omega^h; \mathbf{f}^h, \bar{\mathbf{u}}^h)$ be the Lagrange functional in (7) based on approximated fields, where the superscript $h$ denotes that it is a discrete formulation, then the corresponding variations of (7), respectively yield the equations

$$\int_{\Omega} (\bar{\omega}^h)^T (R\sigma^h) \, d\Omega = 0 \quad \forall \bar{\omega}^h \in L^2(\Omega) ,$$

$$\int_{\Omega} (\bar{\mathbf{u}}^h)^T (D\sigma^h + \mathbf{f}^h) \, d\Omega = 0 \quad \forall \bar{\mathbf{u}}^h \in [L^2(\Omega)]^3 ,$$

$$\int_{\Omega} (\bar{\sigma}^h)^T (C\sigma^h - \epsilon^h) \, d\Omega = 0 \quad \forall \bar{\sigma}^h \in [H(div; \Omega)]^2 .$$
Inserting (4) into (17c) yields
\[
\int_{\Omega} (\mathbf{\bar{\sigma}}^h)^T (C\mathbf{\sigma}^h - D^T \mathbf{u}^h - R^T \mathbf{\omega}^h) \, d\Omega = 0 .
\]

Using integration by parts on the second term gives
\[
\int_{\Omega} \left[ (\mathbf{\bar{\sigma}}^h)^T (C\mathbf{\sigma}^h - R^T \mathbf{\omega}^h) + D\mathbf{\bar{\sigma}}^h \mathbf{u}^h \right] \, d\Omega = \int_{\Gamma} \left( \mathbf{\bar{t}}^h \right)^T \mathbf{\bar{u}} \, d\Gamma ,
\]
where it has been used that \( \mathbf{\bar{t}} = 0 \) on \( \Gamma_r \).

Dividing \( \Omega \) into \( N_e \) nonoverlapping elements, ie, \( \Omega = \sum_{s=1}^{N_e} \Omega_s \) means that (17a), (17b), and (18) can be written as
\[
\sum_{s=1}^{N_e} \int_{\Omega_s} (\mathbf{\bar{a}}^h)^T (R\mathbf{\sigma}^h) \, d\Omega = 0 ,
\]
\[
\sum_{s=1}^{N_e} \int_{\Omega_s} (\mathbf{\bar{u}}^h)^T (D\mathbf{\sigma}^h + f^h) \, d\Omega = 0 ,
\]
\[
\sum_{s=1}^{N_e} \int_{\Omega_s} \left[ (\mathbf{\bar{\sigma}}^h)^T (C\mathbf{\sigma}^h - R^T \mathbf{\omega}^h) + D\mathbf{\bar{\sigma}}^h \mathbf{u}^h \right] \, d\Omega = \int_{\Gamma_s} \left( \mathbf{\bar{t}}^h \right)^T \mathbf{\bar{u}} \, d\Gamma .
\]

Inserting the expansions into (19) and evaluating the integrals by appropriate Gaussian quadratures yields the symmetric linear equation system
\[
\begin{bmatrix}
\mathbf{H}^h & (\mathbf{V}^h \mathbf{D})^T & - (\mathbf{R}^h)^T \\
(\mathbf{V}^h \mathbf{D}) & 0 & 0 \\
-\mathbf{R}^h & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\Delta_T \\
\Delta_u \\
\Delta_O
\end{bmatrix}
= \begin{bmatrix}
\mathbf{B}^h \Delta_{\bar{u}} \\
-\mathbf{V}^h \Delta_F \\
0
\end{bmatrix} .
\]

where
\[
\mathbf{V}^h = \sum_{s=1}^{N_e} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} \sum_{k=0}^{N-1} \left( \Psi_0^s(\xi_{i,j,k}) \right)^T \Psi_3^s(\xi_{i,j,k}) \bar{w}_i \bar{w}_j \bar{w}_k ,
\]
\[
\mathbf{H}^h = \frac{2}{h_d} \sum_{s=1}^{N_e} \sum_{i=0}^{N} \sum_{j=0}^{N} \sum_{k=0}^{N} \left( \Psi_2^s(\xi_{i,j,k}) \right)^T C \Psi_2^s(\xi_{i,j,k}) \bar{w}_i \bar{w}_j \bar{w}_k ,
\]
\[
\mathbf{R}^h = \sum_{s=1}^{N_e} \sum_{i=0}^{N} \sum_{j=0}^{N} \sum_{k=0}^{N} \left( \Psi_0^s(\xi_{i,j,k}) \right)^T \mathbf{R} \Psi_2^s(\xi_{i,j,k}) \bar{w}_i \bar{w}_j \bar{w}_k ,
\]
\[
\mathbf{B}^h = \sum_{s=1}^{N_e} \sum_{i=0}^{N} \sum_{j=0}^{N} \left( \Psi_2^s(\bar{\xi}_{i,j}) \right)^T \Psi_0^s(\bar{\xi}_{i,j}) \bar{w}_i \bar{w}_j .
\]

In the above relations, \( \xi_{i,j,k} = (\xi_{1,i}, \xi_{2,j}, \xi_{3,k}) \) are the GLL points, \( \bar{\xi}_{i,j,k} = (\bar{\xi}_{1,i}, \bar{\xi}_{2,j}, \bar{\xi}_{3,k}) \) are the GL points, \( \bar{w}_i \) are the integration weights for the GLL quadrature, \( \bar{w}_i \) are the integration weights for the GL quadrature, \( N_{BCu} \) is the number of surface elements on \( \Gamma_u \), and \( \Delta_{\bar{u}} \) is a column vector listing all the known displacement components in the GL points. The term \( \frac{2}{h_d} \) in (21b) is the scaling of the reference \( 2 \times 2 \times 2 \) element assuming that the element is scaled proportionally in all basis directions to an element of size \( h_{el} \).

Notice that the divergence of the stress field and the body force density in the equilibrium of forces in (20) are both expanded with \( \mathbf{V}^h \), and therefore, the expansion of the equilibrium of forces can be reduced to
\[
\mathbf{D} \Delta_T = -\Delta_F ,
\]
which is equal to (9) meaning it is exact.
6 | DISCUSSION

In (2), the equilibrium equations were introduced consisting of translational equilibrium (see (2a)), the rotational equilibrium (see (2b)), and the traction along the outer boundary (see (2c)). If translational equilibrium is integrated over an arbitrary volume \( V \subset \Omega \), one obtains

\[
\int_{\partial V} \sigma \cdot n dS + \int_V f dV = 0 .
\]

If we divide the boundary \( \partial V \) in several subfaces as, for instance, was done in Figure 1, we end up with Equation (8). Therefore, from (2a), we can obtain (8), but, in general, it is not possible to retrieve (2a) from the integral formulation (8). However, in a finite-dimensional setting, as discussed in this paper, it is possible to satisfy the pointwise relation (2a).

If we apply the linear independence of the basis functions to (22), we see that we satisfy (22) pointwise, independent of the polynomial approximation used in (14), then we still have that

\[
( T_{1m}^s )_{i,j,k} - ( T_{1m}^s )_{i-1,j,k} + ( T_{2m}^s )_{i,j,k} - ( T_{2m}^s )_{i,j-1,k} + ( T_{3m}^s )_{i,j,k} = 0 .
\]

where we have used (12) repeatedly to convert the derivatives of the nodal functions to edge functions. Note that the divergence of the stress tensor and the body force (see (14)) are expanded in the same basis and can therefore be added to represent (2a) in the finite-dimensional setting by

\[
D \sigma_m^{s,k} + F_m^{s,k} = \sum_{i,j,k=1}^{N} \left[ ( T_{1m}^s )_{i,j,k} - ( T_{1m}^s )_{i-1,j,k} + ( T_{2m}^s )_{i,j,k} - ( T_{2m}^s )_{i,j-1,k} + ( T_{3m}^s )_{i,j,k} - ( T_{3m}^s )_{i,j-1,k} + ( F_m^s )_{i,j,k} \right] e_1(\xi_1) e_2(\xi_2) e_3(\xi_3) = 0 .
\]

The important thing to note now, is that the \( e_1(\xi_1) e_2(\xi_2) e_3(\xi_3) \) for \( i,j,k = 1, \ldots, N \) form a basis, which means that

\[
\sum_{i,j,k=1}^{N} a_{i,j,k} e_1(\xi_1) e_2(\xi_2) e_3(\xi_3) = 0 \quad \iff \quad a_{i,j,k} = 0 .
\]

If we apply the linear independence of the basis functions to (22), we see that we satisfy (22) pointwise, independent of \( (\xi_1, \xi_2, \xi_3) \), if and only if

\[
( T_{1m}^s )_{i,j,k} - ( T_{1m}^s )_{i-1,j,k} + ( T_{2m}^s )_{i,j,k} - ( T_{2m}^s )_{i,j-1,k} + ( T_{3m}^s )_{i,j,k} - ( T_{3m}^s )_{i,j-1,k} + ( F_m^s )_{i,j,k} = 0 .
\]

which essentially is (8).

In order to see that the expansion coefficients in the stress representation (see (13)) actually represent the tractions over surfaces we can integrate, for instance, \( \sigma_{i,m}^{s,k} \) over the a surface in the \((\xi_2, \xi_3)\)-plane

\[
\int_{(\xi_2)_{i-1}}^{(\xi_2)_{i}} \int_{(\xi_3)_{k-1}}^{(\xi_3)_{k}} \sigma_{1m}^{s,k} |_{\xi_2 = \xi_3} d\xi_2 d\xi_3 = ( T_{1m}^s )_{i,j,k} ,
\]

where we used the Kronecker delta property of the Lagrange polynomials (10) and the integral property of the edge polynomials (11).

The connection between elements is established by imposing that 2 neighboring elements share the DOFs \( T_{nm}^s \), ie, the integrated traction or surface force at the interface. Although this seems to suggest that only the resulting surface forces are equilibrated, the surface forces are the expansion coefficients of polynomials of degree \( N - 1 \) in both coordinates in the plane. Since we have \( N \) surfaces in each coordinate direction, we completely fix the polynomials on both sides of the interface, which establishes a strong form of codiffusivity.

Note that the body force representation (14) is an interpolation of the exact body force. We can exactly, pointwise, satisfy translational equilibrium if the exact body force has a piecewise polynomial representation. This is, for instance, the case for the trivial body force \( f = 0 \).

For the case where the body force is not a piecewise polynomial, (15) will be an approximation to the true body force, and we satisfy pointwise translational equilibrium with respect to the approximate body force (15). Note that if \( f \) is the exact body force density and \( f^h \) the polynomial approximation used in (14), then we still have that

\[
\int_{(\xi_1)_{i-1}}^{(\xi_1)_{i}} \int_{(\xi_2)_{j-1}}^{(\xi_2)_{j}} \int_{(\xi_3)_{k-1}}^{(\xi_3)_{k}} f_m^h = \int_{(\xi_1)_{i-1}}^{(\xi_1)_{i}} \int_{(\xi_2)_{j-1}}^{(\xi_2)_{j}} \int_{(\xi_3)_{k-1}}^{(\xi_3)_{k}} f_m^h ,
\]
for \( i, j, k = 1, \ldots, N \) and \( m = 1, 2, 3 \) as a result of (11). Thus, despite the fact that \( f^h \) is only a polynomial approximation of \( f \), the integrated \( f^h \) is equal the integrated \( f \).

7 | RESULTS I

A manufactured numerical test case is now presented. The test case is in 2-dimensional and Hooke’s generalized law is the constitutive relation with the assumption of plane stress. This means that the compliance matrix is reduced to

\[
C = \frac{1}{E} \begin{bmatrix}
1 & 0 & 0 & -\nu \\
0 & (1 + \nu) & 0 & 0 \\
0 & 0 & (1 + \nu) & 0 \\
-\nu & 0 & 0 & 1
\end{bmatrix},
\]

where \( E \) is Young’s modulus, which is set to \( E = 1 \), and \( \nu \) is Poisson’s ratio, which is set to \( \nu = 0.3 \).

The manufactured solution is given by

\[
\begin{align*}
\sigma_{11}(x_1, x_2) &= \sigma_{22}(x_1, x_2) = \frac{\cos(2\pi x_1) \cos(2\pi x_2) 2E \pi}{1 - \nu}, \\
\sigma_{12}(x_1, x_2) &= \frac{\sin(2\pi x_1) \sin(2\pi x_2) 2E \pi}{1 + \nu}, \\
f_1(x_1, x_2) &= \frac{-\sin(2\pi x_1) \cos(2\pi x_2) 8E \pi^2}{1 - \nu^2}, \\
f_2(x_1, x_2) &= \frac{-\cos(2\pi x_1) \sin(2\pi x_2) 8E \pi^2}{1 - \nu^2},
\end{align*}
\]

on the domain \( \Omega \in [-1, 1]^2 \), and a displacement boundary condition is assigned to all the boundaries. A convergence study is performed for the polynomials \( N = \{2, 5, 10\} \). The convergence is evaluated in the infinity norm, i.e., the maximum error evaluated in a preselected amount of points, where we have chosen \( 100 \times 100 \) equispaced points in each element. The convergence is plotted in a logarithmic scale with respect to the size of the element, \( h_d \). Convergence rates of the displacement field, normal stress field, and shear stress field are presented in Figure 4. For a problem with smooth solution with polynomial degree \( P \), we expect a convergence rate of \( \mathcal{O}(h^{P+1}) \).

Choosing \( N \) to be the polynomial degree of the GLL Lagrange polynomials, then it is seen that the highest polynomial order in (15) and (13) is \( N - 1 \), and therefore, the expected convergence rate for displacements and stresses are of \( \mathcal{O}(h^N) \). Thus, the expected slopes in the plots are 2, 5, and 10, which are drawn as a reference. In general, all the expanded variables show optimal convergence rates. More interesting is the plot of the residual of the force equilibrium equations in Figure 5, which are calculated as

\[
R_{f_T}(x) = \left( \Psi_3^G(x) D \Delta_T + \Psi_3^G(x) \Delta_T \right) \frac{1}{J(x)},
\]

The plot shows that the force equilibrium equations are satisfied to machine precision in a finite volume setting independent of the resolution of the computational domain. This means that the numerical errors are confined to the constitutive equations and the equilibrium of moments.

Remark 4. In Figure 5, the \( L^\infty \)-error in conservation of translational equilibrium is satisfied up \( O(10^{-14} - 10^{-11}) \), which is in the order of machine precision. If we refine the mesh, i.e., decrease \( h \), or take a higher polynomial degree,
increasing $N$, the “error” in Figure 5 increases, which is counterintuitive. The reason is that, in both cases, the number of DOFs increases, and as a result, the condition number of the linear system grows leading to higher “errors.” If exact arithmetic were used, the error would be exactly zero and remain zero for all $h$ and $N$. Note that a similar error growth is shown in Figure 10.

8 | TRANSFORMATIONS

For practical applications, we need to expand the aforementioned approach to deformed grids, and we let $\Omega$ be a deformed domain and $\Omega_s$, depicted in Figure 6, be a subdomain or element of $\Omega$, and $\hat{\Omega}_s$ is a reference element with a mapping to $\Omega_s$. The geometrical association of the surface force components and body force components can be expressed with respect to the reference element, but the direction of the components is maintained in the physical reference frame. The surface force components are now denoted by $T_{ij}$, where the index $i$ is the reference Cartesian direction of the boundary surface of $\hat{\Omega}_s$, whereas the $j$ index denotes the direction of the surface force component with respect to the $x_j$ basis. Arranging the
individual surface force components $T_{ij}$ in the column vector $\Delta \bar{F}$, then the equilibrium of forces is given by

$$D\Delta \bar{F} = -\Delta \bar{F},$$

(23)

where $D$ is the same matrix as in (9), and $\Delta \bar{F}$ is a column vector with all components of the body forces of the deformed elements. The connection between stress components and surface force components is now given by

$$T_{ij} = \int \int \sigma_{ij} d\xi_2 d\xi_3,$$

$$T_{2j} = \int \int \sigma_{2j} d\xi_3 d\xi_1,$$

$$T_{3j} = \int \int \sigma_{3j} d\xi_1 d\xi_2,$$

whereas the body force components are given by

$$F_j = \int \int \int \hat{f}_j d\xi_1 d\xi_2 d\xi_3,$$

where $\hat{f}_j$ are the body force components associated to the reference element. Note that $\sigma_{ij}$ resembles a component of the first Piola-Kirchhoff stress tensor in the work of Reddy, however, where the first Piola-Kirchhoff stress tensor is defined in the undeformed geometry, the mapping employed here uses the geometry of the reference element. A similar approach was used in the work of Santos and Moitinho de Almeida, where hybrid stress elements were derived based on transformations between the Cauchy stress tensor and stress tensors resembling the first and second Piola-Kirchhoff stress tensors. As shown in (23), the discrete version of the force equilibrium equations is free of interpolations also in the case of deformed elements. We saw in Section 6 that we can satisfy (22) in the strong sense, when we satisfy (23). Any transformation that maps the basis functions $e_i(\xi_1) e_j(\xi_2) e_k(\xi_3)$ to basis functions, which are still linear independent implies that the expansion coefficients need to vanish to satisfy the equation. The expansion coefficients remain unchanged under the mapping; therefore, we still need (23) to hold. The key issue is that all terms in (22) are expanded in the same basis and therefore can be added. This property is a direct consequence of the degrees of freedom (Section 4) and the basis functions (Section 5).

In (3) the constitutive equations are written with respect to the Cauchy stress components, and hence, a mapping between $\sigma_{ij}$ and $\sigma_{\bar{mn}}$ must be introduced. According to the work of Reddy, the relation between the Cauchy stress tensor $\sigma$ and the first Piola-Kirchhoff stress tensor $\hat{\sigma}$ is given by

$$\sigma_{ij} = \frac{1}{J} F_{ik} \hat{\sigma}_{kj},$$

where $F_{ik}$ are components of the deformation gradient matrix given by

$$F = \begin{bmatrix} \frac{\partial x_1}{\partial \xi_1} & \frac{\partial x_1}{\partial \xi_2} & \frac{\partial x_1}{\partial \xi_3} \\ \frac{\partial x_2}{\partial \xi_1} & \frac{\partial x_2}{\partial \xi_2} & \frac{\partial x_2}{\partial \xi_3} \\ \frac{\partial x_3}{\partial \xi_1} & \frac{\partial x_3}{\partial \xi_2} & \frac{\partial x_3}{\partial \xi_3} \end{bmatrix},$$

and $J = \text{det}(F)$ is the Jacobian. Note that normally, $F$ is the connection between the undeformed and deformed material state, whereas in the current case, it is a connection between the actual geometry of the element and the reference element. The relation can be formulated in engineering notation as

$$\sigma = \frac{1}{J} \begin{bmatrix} F & 0 & 0 \\ 0 & F & 0 \\ 0 & 0 & F \end{bmatrix} \hat{\sigma} = \frac{1}{J} F^* \hat{\sigma},$$

(24)

with

$$\hat{\sigma} = \{\sigma_{11} \sigma_{21} \sigma_{31} \sigma_{12} \sigma_{22} \sigma_{32} \sigma_{13} \sigma_{23} \sigma_{33}\}^T.$$

A volume integration of an element in the physical reference frame can be performed through the reference element by

$$\int \int \int_{\Omega_e} \text{d}x_1 \text{d}x_2 \text{d}x_3 = \int \int \int_{\Omega_e} J d\xi_1 d\xi_2 d\xi_3,$$

(25)

and hence,

$$\hat{f}_j = f_j J.$$
Because we consider rotation as a nodally defined quantity, the expansion of the rotation components in (16) with respect to the element basis and a connection to the physical coordinate system is given by

$$\omega = \hat{\omega}. \quad (26)$$

Equations (24), (25), and (26) are inserted into (19) and yield

$$\begin{bmatrix}
H^h (V^h D)^T - (R^h)^T \\
V^h D & 0 & 0 \\
-R^h & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\Delta_T \\
\Delta_u \\
\Delta_O \\
\end{bmatrix}
= \begin{bmatrix}
B^h \Delta_u \\
B^h \Delta_T \\
\end{bmatrix}, \quad (27)$$

is produced with

$$V^h = \sum_{s=1}^{N_s} \sum_{i=0}^{N_i-1} \sum_{j=0}^{N_j-1} \left( (\Psi_0^s(\xi_{i,j,k}))^T (F_c^s)^T (C,T)^s \Psi_2^s(\xi_{i,j,k}) \right) \bar{w}_i \bar{w}_j \bar{w}_k, \quad (28a)$$

$$H^h = \frac{1}{2} \sum_{s=1}^{N_s} \sum_{i=0}^{N_i} \sum_{j=0}^{N_j} \sum_{k=0}^{N_k} \left( (\Psi_2^s(\xi_{i,j,k}))^T (F_c^s)^T (C,T)^s \Psi_2^s(\xi_{i,j,k}) \right) w_i w_j w_k, \quad (28b)$$

$$R^h = \sum_{s=1}^{N_s} \sum_{i=0}^{N_i} \sum_{j=0}^{N_j} \sum_{k=0}^{N_k} \left( (\Psi_0^s(\xi_{i,j,k}))^T (F_c^s)^T (C,T)^s \Psi_0^s(\xi_{i,j,k}) \right) w_i w_j w_k, \quad (28c)$$

$$B^h = \sum_{s=1}^{N_s} \sum_{i=0}^{N_i} \sum_{j=0}^{N_j} \left( (\Psi_2^s(\xi_{i,j,k}))^T (F_c^s)^T (C,T)^s \Psi_2^s(\xi_{i,j,k}) \right) \bar{w}_i \bar{w}_j \bar{w}_k. \quad (28d)$$

The linear system (27) corresponds to a mixed formulation. Well-posedness of such a system is ensured when \(D\) and \(R^h\) are both surjective maps and when the symmetric submatrix \(H^h\) is coercive on the null space of

$$\begin{bmatrix}
V^h D \\
-R^h \\
\end{bmatrix} \Sigma \begin{bmatrix}
\Delta_T \\
\Delta_u \\
\end{bmatrix}= \begin{bmatrix}
B^h \Delta_u \\
\end{bmatrix},$$

By construction (see Section 4), the operator \(V^h D\) is surjective. The operator \(R^h\) is surjective if we define the degrees of freedom for the rotation \(\omega\) in the Gauss points, but not when rotation is defined in the Gauss-Lobatto points as will be shown in Section 10. The matrix \(H^h\) is \(L^2\)-coercive and for those stress fields that satisfy \(D \Delta_T = 0\) the discrete operator \(H^h\) is even coercive on the space \(H_\sigma(D) := \{ \sigma_{ij} \in L^2(\Omega) | D \sigma \in [L^2(\Omega)]^2 \} \).

9 | RESULTS II

Some numerical results involving nonorthogonal domains are now presented. First, the manufactured solution from Section 7 is extended to distorted elements, and then, the stress concentration around a circular hole is investigated.
9.1 Manufactured solution

The mapping $^{29,49}$

\[ x_1(\xi_1, \xi_2) = \xi_1 + c \sin(\pi \xi_1) \sin(\pi \xi_2), \]  
\[ x_2(\xi_1, \xi_2) = \xi_2 + c \sin(\pi \xi_1) \sin(\pi \xi_2), \]

is now introduced to the manufactured solution from Section 7, which is shown in Figure 7 for $c = \{0, 0.15, 0.3\}$. Note that the grid for $c = 0$ coincides with the grid used in Section 7.

FIGURE 8  Convergence for $u_1$, $\sigma_{11}$, and $\sigma_{12}$ with respect to the undeformed element size $h_{el}$ using the mapping in (29) with $c = 0.15$.  
$\square$ : $N = 2$, $\circ$ : $N = 5$, $\nabla$ : $N = 10$

FIGURE 9  Convergence for $u_1$, $\sigma_{11}$, and $\sigma_{12}$ with respect to the undeformed element size $h_{el}$ using the mapping in (29) with $c = 0.3$.  
$\square$ : $N = 2$, $\circ$ : $N = 5$, $\nabla$ : $N = 10$

FIGURE 10  The residual of the force equilibrium equations with respect to the undeformed element size $h_{el}$ for $c = \{0.15, 0.3\}$.  
$\square$ : $N = 2$, $\circ$ : $N = 5$, $\nabla$ : $N = 10$

FIGURE 11  The quarter section of a circular hole of size $r = 0.5$ in a plate of size $2 \times 2$. Left: the boundary conditions. Right: the grid consisting of 8 spectral elements with polynomials degree $N = 10$
The same convergence study as in Section 7 is performed, but with $c = 0.15$ and $c = 0.3$. As shown in Figures 8 and 9, we get the expected convergence rates. The force equilibrium equations are also satisfied to machine precision in

**FIGURE 12** The solution of the test case in Figure 11 and the residual of the force equilibrium equations
displacement BCs. Following other works, the stress field is divided into a homogeneous stress field and a particular stress field \( \sigma^p \). The particular stress field satisfies (2a) a priori, and the homogeneous part is divergence free. Hence, the

9.2 Plate with circular hole

This test case is for the stress concentration of a circular hole in the plate shown in Figure 11, which has a unidirectional loading. The exact solution for a circular hole in an infinite large plate is given in many textbooks on stress analysis (e.g., see the work of Reddy). By using symmetry conditions, only a quarter of the domain is considered. The boundary condition (BC) and the grid resolution are shown in Figure 11. Note that the traction BCs are implemented strongly through surface forces on \( \Gamma_t \). The elements are mapped to the reference domain with a transfinite map. The solutions of the displacement field, stress field, and the residual of the force equilibrium equations are plotted in Figure 12, and the residual of the force equilibrium equations is of order \( 10^{-13} \). Note that since we have no body forces, the equilibrium equations are not only satisfied in a finite volume setting, but they are satisfied in a general sense. The largest errors in the domain are listed in Table 1. As seen from the norms, the solutions of \( \sigma^h_{12} \) and \( \sigma^h_{21} \) are not equal, which is expected as they are expanded by different polynomial (see (13)). To see how the difference between the 2 shear stress components decreases as the resolution increases, a convergence study is performed. The grid with 8 spectral elements in Figure 11 is maintained, and \( N \) is varied from \( N = 2 \) to \( N = 10 \). The result is plotted in Figure 13. It is observed that the difference decreases with an exponential rate.

10 ENERGY CONSIDERATIONS AND EQUILIBRIUM OF MOMENTS

The complementary strain energy is given by

\[
U^h_C = \frac{1}{2} \int_\Omega (\sigma^h)^T C \sigma^h \, d\Omega. \tag{30}
\]

This energy will converge toward the exact solution monotonically from above in equilibrium models with homogeneous displacement BCs. Following other works, the stress field is divided into a homogeneous stress field and a particular stress field \( \sigma^p \). The particular stress field satisfies (2a) a priori, and the homogeneous part is divergence free. Hence, the

### Table 1

| \( z_i \) | \( |z|_{\infty} \) |
|----------|-----------------|
| \( u^h_{1}(x_{11},x_{21}) - u^0_{1}(x_{11},x_{21}) \) | 5.4547 \( \cdot \) 10^{-7} |
| \( u^h_{2}(x_{12},x_{22}) - u^0_{2}(x_{12},x_{22}) \) | 5.7689 \( \cdot \) 10^{-7} |
| \( \sigma^h_{11}(x_{11},x_{21}) - \sigma^0_{11}(x_{11},x_{21}) \) | 6.7320 \( \cdot \) 10^{-6} |
| \( \sigma^h_{21}(x_{11},x_{21}) - \sigma^0_{21}(x_{11},x_{21}) \) | 6.0327 \( \cdot \) 10^{-6} |
| \( \sigma^h_{12}(x_{11},x_{21}) - \sigma^0_{12}(x_{11},x_{21}) \) | 5.8757 \( \cdot \) 10^{-6} |
| \( \sigma^h_{22}(x_{11},x_{21}) - \sigma^0_{22}(x_{11},x_{21}) \) | 6.6669 \( \cdot \) 10^{-6} |

FIGURE 13 The difference between the shear stress components using the grid in Figure 11 with \( N = \{2, 4, 6, 8, 10\} \)
body force part of (2a) is moved to (3). We can implement this by changing the linear equation system in (27) to

\[
\begin{bmatrix}
H^h_T \quad (V^h D)^T
\end{bmatrix} - \begin{bmatrix} R^h \end{bmatrix}^T \begin{bmatrix}
\Delta_T \\
\Delta_{\alpha}
\end{bmatrix} = \begin{bmatrix}
B^h \Delta_{\alpha} - H^h_{\sigma_{\alpha}}
\end{bmatrix},
\]

where the submatrices are found in (28), \( H^h_{\sigma_{\alpha}} \) is given by

\[
H^h_{\sigma_{\alpha}} = \sum_{s=1}^{N} \sum_{i=0}^{N} \sum_{j=0}^{N} \left( (\Psi^e_{ij}(\xi_{ij,k}))^T (F^e)^T C \omega_j w_j w_k \right),
\]

and \( \Delta_{\sigma_{\alpha}} \) is a column vector with the particular stress field evaluated at the GLL point in all elements.

A manufactured solution with homogeneous displacement BCs is given by

\[
\begin{align*}
    u_1(x_1, x_2) &= \sin(2\pi x_1) \sin(2\pi x_2), \\
    u_2(x_1, x_2) &= \sin(2\pi x_1) \sin(2\pi x_2), \\
    \sigma_{11}(x_1, x_2) &= 2E\pi \frac{\cos(2\pi x_1) \sin(2\pi x_2) + \nu \sin(2\pi x_1) \cos(2\pi x_2)}{1 - \nu^2}, \\
    \sigma_{22}(x_1, x_2) &= 2E\pi \frac{\sin(2\pi x_1) \cos(2\pi x_2) + \nu \cos(2\pi x_1) \sin(2\pi x_2)}{1 - \nu^2}, \\
    \sigma_{12}(x_1, x_2) &= E\pi \frac{\cos(2\pi x_1) \sin(2\pi x_2) + \sin(2\pi x_1) \cos(2\pi x_2)}{1 + \nu}, \\
    f_1(x_1, x_2) &= f_2(x_1, x_2) = -2E\pi^2 \frac{(\nu + 1) \cos(2\pi x_1) \cos(2\pi x_2) + (\nu - 3) \sin(2\pi x_1) \sin(2\pi x_2)}{1 - \nu^2},
\end{align*}
\]

on the domain \( \Omega \in [-1, 1]^2 \) with the mapping given by (29). The particular stress field is chosen to be

\[
\begin{align*}
    \sigma^e_{11} &= E\pi \frac{(\nu + 1) \sin(2\pi x_1) \cos(2\pi x_2) - (\nu - 3) \cos(2\pi x_1) \sin(2\pi x_2)}{1 - \nu^2}, \\
    \sigma^e_{22} &= E\pi \frac{(\nu + 1) \cos(2\pi x_1) \sin(2\pi x_2) - (\nu - 3) \sin(2\pi x_1) \cos(2\pi x_2)}{1 - \nu^2}, \\
    \sigma^e_{12} &= 0.
\end{align*}
\]

The complementary strain energy (see (30)) applied to the manufactured solution in (31) gives the exact value \( U^c_{\infty} = 58.566883 \). In Tables 2, 3, and 4, the complementary strain energy of the approximated solution is shown for \( c = \{0, 0.15, 0.3\} \), and it is observed that the approximated complementary strain energy approaches the exact value from above as expected no matter how distorted the grid is.

Note that the convergence of the complementary strain energy is not monotonic. We expect that when we reduce \( h_{\text{el}} \) or increase \( N \) that the computed strain energy will decrease. As shown in Tables 2, 3, and 4, this is not always the case. The computed energies, which behave contrary to their expected convergence, are underlined in these tables. This irregular convergence behavior may be attributed to the fact that rotational equilibrium, (2b) is only weakly imposed (see Figure 14). By discretizing the rotation field in the Gauss points, we do not have enough Lagrange multipliers \( \omega \) in (7) to strongly enforce equilibrium of moments. The rotation field converges to the exact solution with mesh refinement for both \( c = 0.0 \) (Figure 15) and on the curvilinear mesh with \( c = 0.15 \) (Figure 16).

**TABLE 2** Values of \( U^h_{\infty} \) in (30) using the mapping in (29) with \( c = 0.0 \) for \( N = \{2, 5, 10\} \) and different undeformed element sizes. Forces are specified on all boundaries. Between brackets, the value of \( U^h_{\infty} \) is given when rotation is discretized in the GLL-points as given in (32)

| \( h_{\text{el}} \) | \( N = 2 \) | \( N = 5 \) | \( N = 10 \) |
|---|---|---|---|
| 2 | 81.926894 (81.926894) | 82.363976 (77.050078) | 58.571086 (58.57903) |
| 1 | 81.926894 (81.926894) | 58.843215 (59.374633) | 58.566883 (58.566884) |
| 0.5 | 64.629318 (77.853708) | 58.566917 (58.570155) | 58.566883 (58.566883) |
| 0.25 | 58.832253 (61.011013) | 58.566884 (58.566900) | 58.566883 (58.566883) |
| 0.125 | 58.581907 (59.166764) | 58.566883 (58.566883) | 58.566883 (58.566883) |
TABLE 3 Values of $U_c^{ij}$ in (30) using the mapping in (29) with $c = 0.15$ for $N = \{2, 5, 10\}$ and different undeformed element sizes. Forces are specified on all boundaries. Between brackets the value of $U_c^{ij}$ is given when rotation is discretized in the GLL-points as given in (32).

| $h_e$ | $N = 2$ | $N = 5$ | $N = 10$ |
|-------|---------|---------|---------|
| 2     | 81.926894 (81.926894) | 100.127567 (63.185431) | 65.932457 (62.042183) |
| 1     | 98.520452 (64.683021) | 62.336805 (67.838906) | 58.569756 (58.601725) |
| 0.5   | 73.321298 (76.952091) | 58.617041 (59.083907) | 58.566883 (58.566887) |
| 0.25  | 59.961965 (78.325747) | 58.566974 (58.569018) | 58.566883 (58.566883) |
| 0.125 | 58.651790 (74.791834) | 58.566883 (58.566902) | 58.566883 (48.566883) |

TABLE 4 Values of $U_c^{ij}$ in (30) using the mapping in (29) with $c = 0.3$ for $N = \{2, 5, 10\}$ and different undeformed element sizes. Forces are specified on all boundaries. Between brackets the value of $U_c^{ij}$ is given when rotation is discretized in the GLL-points as given in (32).

| $h_e$ | $N = 2$ | $N = 5$ | $N = 10$ |
|-------|---------|---------|---------|
| 2     | 81.926894 (81.926894) | 114.733969 (68.884233) | 83.029888 (63.403240) |
| 1     | 89.196288 (76.033509) | 78.835567 (71.435962) | 58.800555 (59.033822) |
| 0.5   | 87.627401 (78.637465) | 59.397067 (61.098091) | 58.566907 (58.567109) |
| 0.25  | 65.070084 (80.383044) | 58.570680 (58.611592) | 58.566883 (58.566883) |
| 0.125 | 59.066273 (76.980788) | 58.566887 (58.567241) | 58.566883 (58.566883) |

FIGURE 14 Convergence of $||\sigma_{12} - \sigma_{21}||_w$ with respect to the undeformed element size $h_e$ using the mapping in (29) with $c = 0.15$.

□ : $N = 2$, ○ : $N = 5$, ▽ : $N = 10$

If we discretize the rotations in the GLL points, that is,

$$
\omega_i^{kh}(\xi_1, \xi_2, \xi_3) = \sum_{i=0}^{N} \sum_{j=0}^{N} \sum_{k=0}^{N} (O_i^{kh})_{ijk} h_i(\xi_1) h_j(\xi_2) h_k(\xi_3),
$$

(32a)

$$
\omega_j^{kh}(\xi_1, \xi_2, \xi_3) = \sum_{i=0}^{N} \sum_{j=0}^{N} \sum_{k=0}^{N} (O_j^{kh})_{ijk} h_i(\xi_1) h_j(\xi_2) h_k(\xi_3),
$$

(32b)

$$
\omega_k^{kh}(\xi_1, \xi_2, \xi_3) = \sum_{i=0}^{N} \sum_{j=0}^{N} \sum_{k=0}^{N} (O_k^{kh})_{ijk} h_i(\xi_1) h_j(\xi_2) h_k(\xi_3),
$$

(32c)

where

$$
(O_i^{1})_{ijk} = \omega_i^{kh}(\xi_1, \xi_2, \xi_3),
$$

$$
(O_i^{2})_{ijk} = \omega_i^{kh}(\xi_1, \xi_2, \xi_3),
$$

$$
(O_i^{3})_{ijk} = \omega_i^{kh}(\xi_1, \xi_2, \xi_3),
$$

then rotational equilibrium is more strongly weighted in the variational formulation. The complementary strain energy obtained by using the rotation in the GLL points are listed in Tables 2, 3, and 4 between brackets. Once again, the computed energies, which do not converge monotonically, are underlined in these tables. We see that in Table 2, the results for the undistorted mesh, all computed complementary strain energies converge monotonically from above to the exact strain energy. Tables 3 and 4 reveal that on the deformed grids monotonic converge no longer takes place. Figure 17 shows that for $c = 0.0$ symmetry of the stress tensor is strongly imposed, which agrees with monotonic convergence from above.
FIGURE 15 Convergence of the rotation field for $N = 5$ on an orthogonal grid $c = 0.0$. The exact solution (top left), approximate solution in 1 element (top right), approximate solution in $2 \times 2$ elements (bottom left), and approximate solution in $4 \times 4$ elements (bottom right)

toward the analytic strain energy. Figure 17 shows that on the deformed grid, i.e., $c = 0.15$ and $c = 0.30$, symmetry of the stress tensor is only weakly enforced. On the deformed grids, monotonic convergence toward the analytic strain energy is lost; see also Figure 18.

However, it is observed that the matrix system becomes singular, and the rank deficiency increases as the number of elements increases, when the rotation is discretized in the GLL-points. The appearance of singular kinematic modes in equilibrium models is well known, see, for instance, chapter 6 in the work of Pian and Wu, and chapters 5 and 6 in the work of Moitinho de Almeida and Maunder. Further investigations of a proper expansion of the rotation field is required in future work to get equilibrium of moments on deformed elements and no rank deficiency in the matrix system. In Figure 18, the polynomial solutions are sampled in a large number of points to produce the plots. If we only sample the solution in the Gauss-Lobatto points, then the contour plot for $\sigma_{21}^h - \sigma_{12}^h$ is displayed in Figure 19. This figure illustrates that symmetry of the stress tensor is satisfied up to $O(10^{-14})$ in the integration points. These 2 plots demonstrate that symmetry of the stress tensor is restored pointwise on orthogonal grids and only in the integration points on a curvilinear grid. The price one pays for this restored symmetry is that the system matrix is singular, and the rotation field is nonunique.

11 | COMPARISON WITH TRADITIONAL DISPLACEMENT FE METHOD

In this section, the method is compared with a traditional displacement–based Galerkin FE method, see, for instance, chapter 3.3 in the work of Cook et al. The comparison is done by considering the solution on an L-shaped domain with the size, grid, and BCs shown in Figure 20. This test case has a singularity of the stress components at the intersection of the legs, and it will therefore show how the presented method behaves near singularities. The material properties are set to $E = 1$ and $\nu = 0.3$, and the elements are quadratic with a size of 0.0125, which produces 1216 elements.
The stress components for \( N = 2 \) are plotted in Figure 21, where the results for the current formulation are in the left column and the FE method in the right column. In the FE method, \( N = 2 \) corresponds to Q4 elements. A similar plot is given in Figure 22, which in a traditional FE method corresponds to Q9 elements. In both plots, the singularity is clearly observed. The magnitude of the stress components in the current formulation is smaller than in the FE method. The reason for this is that in the FE method, a computational node is located at the singularity, whereas in the current formulation, the DOFs for the stress components are the force components located on the boundaries of the element. This property also implies that the stress components in the current formulation is continuous in one direction, but not in the other direction. It is furthermore observed that in the FE method the shear stress component displays 2 spikes at the singularity, whereas the current formulation only shows one peak.

In Figures 23 and 24, the force equilibrium equations are evaluated over the domain for \( N = 2 \) and \( N = 3 \), respectively. It is clearly seen that the current formulation satisfies the force equilibrium equations to machine precision both for \( N = 2 \).
FIGURE 18  Symmetry of the stress tensor for $c = 0.0$ to the left and for $c = 0.15$ on the right on a $2 \times 2$ grid with polynomial approximation $N = 5$

FIGURE 19  Symmetry of the stress tensor for $c = 0.15$ on a $2 \times 2$ grid with polynomial approximation $N = 5$ sampled in the Gauss-Lobatto-Legendre points

FIGURE 20  L-shaped domain with boundary conditions
FIGURE 21 The stress components at the singularity of the L-shape test case for $N = 2$. Left column: the method presented in the paper. Right column: traditional displacement–based FE method with Q4 elements.
FIGURE 22  The stress components at the singularity of the L-shape test case for $N = 3$. Left column: the method presented in the paper. Right column: traditional displacement–based FE method with Q9 elements
FIGURE 23  The force equilibrium of the L-shape test case for $N = 2$. Left column: the method presented in the paper. Right column: traditional displacement–based FE method with Q4 elements.

FIGURE 24  The force equilibrium of the L-shape test case for $N = 3$. Left column: the method presented in the paper. Right column: traditional displacement–based FE method with Q9 elements.
and $N = 3$, whereas the FE method has residuals between $-5$ and $5$ in the majority of the domain, and at the singularity, they are between $10^4$ and $10^5$, which are observed by the thin spikes at the singularity.

Next, the equations are solved on different mesh sizes ranging from element sizes of 0.1 to 0.0125. In Figure 25, the maximum inequality of the equilibrium equations is plotted as a function of the number of elements. As observed, the singularity does not have an influence on the equilibrium of translational forces even for large element sizes. The plots indicate the maximum value of the equilibrium equations evaluated in $100 \times 100$ points in each element. The traditional FE method has an inequality on the order of $10^3$ to $10^5$.

As discussed in Section 10, the force-based methods will cause the complementary strain energy to converge from above. Displacement-based methods will, on the other hand, have the strain energy converge from below, see, for instance, the works of Fraeij de Veubeke\cite{Fraeij} and Kempeneers et al.\cite{Kempeneers} These trends are clearly observed in Figure 26, where the strain energy for both methods is plotted as a function of the number of elements.

The current formulation presented in this paper introduces additional DOFs compared with the traditional FE method (see Figure 27). In the traditional FE method, the displacement components are solved for, whereas the method in this paper also solves for the surface force components of the elements and rotation values. This is clearly shown in Figure 27, where the solution time and the condition number of the system matrix are plotted as a function of the number of elements. It is clearly observed that the current formulation has both longer solution time and larger condition numbers than the FE method. It is also observed that the solution time for the current formulation increases considerably as $N$ increases. In the work of Jain et al.,\cite{Jain} the sparsity of the equation system is considerably increased, and thereby reducing
the condition number, through the use of dual polynomial spaces. Implementing such polynomials in the method presented in this method should reduce the solution time and condition numbers. A saddle-point decomposition, like the Uzawa algorithm (see the work of Karniadakis and Spencer) could also be investigated. Here, the system of equations is broken down into a number of smaller Poisson equations, which is easier to solve. These methods are not investigated in the present paper but are addressed in future work.

12 | CONCLUSION

In this paper, a spectral element method was presented, which satisfies the translational equilibrium of forces in a structural problem to machine precision, independent of the size and shape of the individual elements, for piecewise polynomial body forces. Optimal convergence rates of the problem based on the order of the polynomial expansions are obtained on the orthogonal grid and the curvilinear grids. Through the use of edge expansion polynomials, discrete surface force components and body force components acting on the elements are connected to the stress components and body force density components. The discrete representation of the force equilibrium equations is just a summation of the force components and yields exact force equilibrium both internally and between the elements when no body forces are present.

When the rotation is discretized in the Gauss points, the stress tensor is only weakly symmetric. Convergence of the complementary strain energy is from above toward the exact energy, but this convergence is nonmonotonic. In this case, the rotation field converges to the exact solution on orthogonal, Figure 15.

When the rotation is discretized in the Gauss-Lobatto points, the stress tensor is strongly symmetric on an orthogonal domain, and the monotonic convergence from above toward the analytic complementary strain energy is restored for the analytic test problem considered in this paper. Uniqueness of the discrete solution is lost due to the presence of singular modes in the rotation field.

On curvilinear grids (see Figure 7), both discretization of rotation on the Gauss grid and on the Gauss-Lobatto grid lead to weakly symmetric stress tensors (see Figure 17). Monotonic convergence of the complementary strain energy is lost (see Tables 3 and 4). When a Gauss grid is used for the rotation field, the rotation field converges to the analytic solution (Figure 16). On a Gauss-Lobatto grid, symmetry of the stress tensor is only enforced in the integration points (Figure 19), but outside the integration points, the stress tensor is not symmetric (Figure 18).

An extension of the ideas presented in this paper, to a method that will also satisfy pointwise equilibrium of moments without the introduction of spurious kinematic modes will be presented in a follow-up paper.
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