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Abstract. We give two general transformations that allow certain quite general basic hypergeometric multi-sums of arbitrary depth (sums that involve an arbitrary sequence \( \{ g(k) \} \)), to be reduced to an infinite \( q \)-product times a single basic hypergeometric sum. Various applications are given, including summation formulae for some \( q \) orthogonal polynomials, and various multi-sums that are expressible as infinite products.
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1 Introduction

The main results of the paper are two general multi-sum-to-single-sum transformations, in which (assuming convergence on each side) an arbitrary sequence \( \{ g_k \} \) may be input on each side of the transformations (see Theorems 2 and 3 below).

Such transformations are of course not new, and indeed the iteration of any Bailey- or WP-Bailey chain (see, for example, [10, 20, 21]) will produce such a transformation, if the “\( \beta_n \)” on the multi-sum side are replaced with their defining sums over the “\( \alpha_j \)”, so that both sides become sums over a single
sequence \( \{\alpha_j\} \). When the \( \{\alpha_j\} \) is suitably chosen, the single series side may be summed as an infinite product.

Andrews in [9], for example, showed how each of Slater’s 130 identities in [26] may be embedded in an infinite family of multi-sum identities. One example of such a family of identities are the (analytic version of) the Andrews-Gordon identities (the case \( k = 2 \) gives the Rogers-Ramanujan identities).

**Theorem 1** For integers \( k \geq 2 \) and \( 1 \leq i \leq k \),

\[
\sum_{m_1 \geq m_2 \geq \cdots \geq m_{k-1} \geq 0} \frac{q^{m_1^2 + m_2^2 + \cdots + m_{k-1}^2 + m_k + m_{k+1} + \cdots + m_{k-1}}}{(q;q)_{m_1-m_2-\cdots-(q;q)_{m_{k-2}-m_{k-1}}(q;q)_{m_{k-1}}}} = \frac{(q^k q^{2k+1-i}, q^{2k+1}; q^{2k+1})_{\infty}}{(q;q)_{\infty}}.
\]

(1)

This result was first proved by Andrews [4], but our statement of it is based on Chapman’s [14] version, since the notation he uses is closer to that used in the present paper. Before coming to the identities in the present paper, we briefly consider some other multi-sum transformations in the literature.

Multi-sum identities were further considered in [8] by Andrews. However, the identities in that paper coincide with those in the present paper only in certain cases, and in these cases only when the depth of the multi-sum is either one or two. For example, Andrews proves a multi-sum generalization of Cauchy’s identity

\[
\sum_{n=0}^{\infty} \frac{q^n z^n}{(q, zq; q)_n} = \frac{1}{(zq; q)_{\infty}}
\]

(2)

of the form ([8 page 12, eq (1.5)])

\[
\sum_{n_1, n_2, \ldots, n_{k-1}=0}^{\infty} \frac{q^{N_1^2 + N_2^2 + \cdots + N_{k-1}^2 + N_1 + N_2 + \cdots + N_{k-1}}}{(q;q)_{n_1}(q;q)_{n_2} \cdots (q;q)_{n_{k-1}}(zq; q)_{n_{k-1}}} = \frac{1}{(zq; q)_{\infty}},
\]

(3)

where \( N_i = n_i + n_{i+1} + \cdots + n_{k-1} \). It can be seen that the \( k = 2 \) case of (3) and the \( k = 1 \) case of (2) (after setting \( c_1 = zq \) and \( g(j) = \delta_{0,j} \)) both reduce to (2), but that quite different identities are given for larger \( k \) (no matter how the parameters in (2) are specialized). As another illustration of the differences between the general identities in the two papers, Andrews gives another proof ([8 page 16, Corollary 1]) of (1), and the right side of this identity coincides with the right side of (16) when \( p = 2k + 1 \), but clearly the left sides are very different. A third difference is that Lemmas 1 and 2 in [8] are not derivable from the identities in the present paper, primarily for the reason that if the summation indices in Theorems 2 and 3 are redefined so that they all start at 0 (instead of being nested), the general terms in the multi-sums contain terms of the form \((x; q)_{N_i}\), rather than \((x; q)_{n_i}\), where we are using the notation defined at [4]. Our identity at (29) was also derived by Andrews in [8] (and
also previously by Andrews in [6]). Andrews [8] page 18, Eq. (4.3)] also proved
the identity

\[
\sum_{m,n,r \geq 0} \frac{q^{kn^2-2(k+1)n^2+r^2+r^2+m}}{(q; q)_m (q; q)_n (q; q)_r} = \frac{(-q^k, -q^k, q^{2k}; q^{2k})_\infty}{(q; q)_\infty}. \tag{4}
\]

As another illustration of how the transformations in the present paper diverge from those in the paper of Andrews [8] at greater depth (number of summation variables), the corresponding (depth three) identity in the present paper is

\[
\sum_{m,n,r \geq 0} \frac{q^{kn^2-(2k-1)n^2+k^2+k^2+m}}{(q; q)_m (q; q)_n (q; q)_r} = \frac{(-q^k, -q^k, q^{2k}; q^{2k})_\infty}{(q; q)^2_\infty}, \tag{5}
\]

which follows from (22) upon setting \( k = 2, c_1 = q, g(j) = q^{kj^2} \) and finally re-indexing the summation variables so that they all start at 0.

The main identity Chu’s 2002 paper [15] page 581, Lemma 1] derives from the \( q \)-Pfaff-Saalschütz sum (see [14] page 355, Eq. (II.12)]) and may be expressed as

\[
\prod_{i=1}^{n} \frac{(x_i, y_i; q)_k}{(qx_i, qa/y_i; q)_k} = \frac{qa}{x_1 y_1} \prod_{i=1}^{n} \frac{(q/c, q/c; q)_N}{(qa/x_1, qa/y_1; q)_N},
\]

\[
\sum_{m \geq 0} q^{M_n} \prod_{i=1}^{n-1} \frac{(qa/x_i y_i; q)_m}{(q; q)_m} \frac{(x_{i+1} + c/a, y_{i+1} + c/a; q)_M}{(q/c, q/c; q)_M} \left( \frac{qa}{x_{i+1} y_{i+1}} \right)^{M_i} \frac{(qa/x_n y_n; q)_m}{(q/c, q/c; q)_M} \left( \frac{qa}{x_n y_n; q}_M \right)^{M_n} \left( \frac{qa/c}{c/a; q}_k \right)^{M_n} \frac{qa/c}{c/a; q}_k ^{M_n} q^{-kM_n}, \tag{6}
\]

where \( k \) is a non-negative integer,

\[
M_i = \sum_{j=1}^{i} m_j, \quad q^{1+N_k} = x_k y_k, \quad N = \sum_{i=1}^{n} N_i,
\]

and the multiple summation index \( \tilde{m} = (m_1, m_2, \ldots, m_n) \) runs over all \( m_i \geq 0 \) for \( i = 1, 2, \ldots, n \). When \( c = a \), this identity simplifies to the main identity in Chu’s 2005 paper [16] page 103, Lemma 2.1],

\[
\prod_{i=1}^{n} \frac{(x_i, y_i; q)_k}{(qa/x_1, qa/y_1; q)_k} = \sum_{m \geq 0} \frac{(qa/x_n y_n; q)_m}{(q; q)_m} \frac{(q^{-k}, q^k a; q)_M}{(qa/x_n, qa/y_n; q)_M} \frac{qa}{x_n y_n} \prod_{i=1}^{n-1} \frac{(qa/x_i y_i; q)_m}{(q/c, q/c; q)_M} \frac{(x_{i+1} + c/a, y_{i+1} + c/a; q)_M}{(q/c, q/c; q)_M} \left( \frac{qa}{x_{i+1} y_{i+1}} \right)^{M_i} \frac{qa/c}{c/a; q}_k ^{M_n} q^{-kM_n}. \tag{7}
\]

This latter identity was also derived by Andrews [7] page 19, Eq (5.2)], and was the key identity used by him in sections 5 and 6 of that paper, the sections dealing with multi-sums. Several general transformations are subsequently derived by multiplying each side of either (6) or (7) by \( W_k \), where \{W_k \} is an
arbitrary sequence, and particular identities are derived by specializing the sequence $W_k$. It is possible to make some comparisons between the transformations in the present paper and those in the papers of Andrews [14] and Chu [15,16], by comparing the identities at (6) and (7) with the identity at (12) with $g(j) = \delta_{0,j}$ (the identity at (15) with $g(j) = \delta_{0,j}$ reduces to a special case of (12) with $g(j) = \delta_{0,j}$). The most obvious difference is that the summation formulae of Andrews and Chu being considered involve finite sums and finite products, while that at (12) involves infinite sums and infinite products. Of course it is a simple matter to convert the infinite product on the right side of (12) into a finite product by setting each $a_j = q^{-n_j}$ for positive integers $n_j$. While considering this, we observed a somewhat curious phenomenon - while the right side of (12) becomes a finite product, the left side does not necessarily become a finite multi-sum (we are setting $g(j) = \delta_{0,j}$ in (12)), as indicated in the following Corollary to Theorem 2.

**Corollary 1** Let $n_1, n_2, \ldots, n_k$ be positive integers, and $b_1, \ldots, b_k, c_1, \ldots, c_k$ be complex numbers. Then

$$
\sum_{m} \prod_{j=1}^{k-1} \frac{(q^{m_{j+1}-n_j}, b_j; q)_{m_{j+1}}}{(c_j; q)_{m_j} (q; q)_{m_j-m_{j+1}}} \left( \frac{c_j q^{n_j}}{b_j} \right)^{m_j-m_{j+1}} \times \left( \frac{c_k q^n}{b_k} \right)^{m_k} = \prod_{j=1}^{k} \frac{(c_j/b_j; q)_{n_j}}{(c_j; q)_{n_j}},
$$

provided either the multi-sum terminates, or the values of the parameters are such that it converges if it does not terminate. The multi-sum terminates if and only if $n_1 \geq n_2 \geq \cdots \geq n_k$.

Observe that the $q$-products on the right side of (8) may be of different orders, in contrast to those on the left side of (6) or (7), which are all of order $k$. As regards infinite identities, setting $g(j) = \delta_{0,j}$ in (12), replacing $c_j$ with $x_j$ and $b_j$ with $x_j/y_j$, and then re-indexing the summation variables so that each $m_j$ runs independently over the range $m_j \geq 0$, gives rise to the summation formula (assuming the choice of parameters leads to convergence of the multi-sum)

$$
\sum_{m_1, m_2, \ldots, m_k \geq 0} \prod_{j=1}^{k-1} \frac{(a_j; q)_{M_j} (y_j; q)_{M_j} (x_j/y_j; q)_{m_j}}{(x_j; q)_{M_j} (a_j; q)_{M_j} (q; q)_{m_j}} \left( \frac{y_j}{a_j} \right)^{m_j} \times \left( \frac{a_k}{x_k} \right)^{m_k} \left( \frac{y_k}{a_k} \right)^{m_k} = \prod_{j=1}^{k} \frac{(x_j/a_j; q)_{\infty}}{(x_j; q)_{\infty}},
$$

where this time $M_j = \sum_{i=1}^{k} m_j$. The special case derived by setting each $a_j = a$ also follows from [7] and was stated by Chu [16, page 103, Corollary 2.2]:
Then \( k + 1 \) that both series below converge. Let the sum on the left below be over all integer 
\[
\sum_{m_1, m_2, \ldots, m_k \geq 0} (a; q)_{M_1} \prod_{j=1}^{k} \frac{(y_j; q)_{M_{j+1}} (x_j/y_j; q)_{m_j}}{(x_j; q)_{M_j} (q; q)_{m_j}} (\frac{y_j}{a})^{m_j}
\]
\[
= \prod_{j=1}^{k} (x_j/a, y_j; q)_{\infty} \quad (10)
\]

The further specialization derived by letting each \( y_j \to 0 \) and \( a \to \infty \), namely
\[
\sum_{m_1, m_2, \ldots, m_k \geq 0} q^{M_1(M_1-1)/2} \prod_{j=1}^{k} \frac{x_j^{m_j} q^{m_j(m_j-1)/2}}{(x_j; q)_{M_j} (q; q)_{m_j}} (\frac{y_j}{a})^{m_j}
\]
\[
= \frac{1}{\prod_{j=1}^{k} (x_j; q)_{\infty}} \quad (11)
\]

was also stated by Chu [16 Corollary 2.3], Andrews [7 Eq. (6.1)] and Milne [27 Thm. 3.1]. The two identities in Corollary 2 may be derived as special cases of the above identity.

Another group of multi-sum identities contains generalizations of classical single-sum transformation- and summation identities to multi-sum extensions. See the papers by Gustafson [18], Milne and Schlosser [22], Rosengren and Schlosser [24], and Spiridonov and Warnaar [25], and other papers listed in the bibliography of these papers, for some examples.

One of the two main result in the present paper is the the multi-sum transformation formula contained in the following theorem.

**Theorem 2** Let \( |q| < 1, k \geq 1 \) be a positive integer, \( a_1, \ldots, a_k, b_1, \ldots, b_k, c_1, \ldots, c_k \) be complex numbers, and \( \{g(j)\}_{j=0}^{\infty} \) be a sequence of numbers such that both series below converge. Let the sum on the left below be over all integer 
\( k + 1 \)-tuples \( \vec{m} = (m_1, m_2, \ldots, m_{k+1}) \) with \( m_1 \geq m_2 \geq \cdots \geq m_k \geq m_{k+1} \geq 0 \). Then
\[
\sum_{\vec{m}} \prod_{j=1}^{k} \frac{(a_j; q)_{m_j} (c_j/b_j; q)_{m_{j+1}} (b_j; q)_{m_j-m_{j+1}} (c_j/a_j b_j)_{m_j-m_{j+1}}}{(c_j; q)_{m_j} (a_j; q)_{m_{j+1}} (q; q)_{m_j-m_{j+1}} g(m_{k+1})} = \prod_{j=1}^{k} \frac{(c_j/a_j, c_j/b_j; q)_{\infty}}{(c_j, c_j/a_j b_j; q)_{\infty}} \sum_{j=0}^{\infty} g(j). \quad (12)
\]

Two special cases of this identity are contained in the following corollary.

**Corollary 2** Let \( k \geq 1 \) be an integer, and let the sum on the left below be over all integer \( k \)-tuples \( \vec{m} = (m_1, m_2, \ldots, m_k) \) satisfying \( m_1 \geq m_2 \geq \cdots \geq m_k \geq 0 \). Then
\[
\sum_{\vec{m}} q^{m_1(m_1-m_2)+m_2(m_2-m_3)+\cdots+m_{k-1}(m_{k-1}-m_{k})+m_{k}^2} (q; q)_{m_1} (q; q)_{m_2} \cdots (q; q)_{m_{k-1}} (q; q)_{m_{k-1}-m_{k}} (q; q)_{m_{k}}^2 = \frac{1}{(q; q)_{\infty}^k}; \quad (13)
\]
\[
\sum_{\vec{m}} q^{k(m_1(m_1) + m_2(m_2) + \cdots + m_k(m_k) + m_1^2 + m_1 + m_2 + \cdots + m_k)} \prod_{i=1}^{k-1} (q^k; q^k)_{m_i} \prod_{i=1}^{k} (q^k; q^k)_{m_i} \prod_{i=1}^{k} (q^k; q^k)_{m_i} = \frac{1}{(q; q)_{\infty}}. \quad (14)
\]

The identity of Jacobi,
\[
\sum_{n=0}^{\infty} q^{n^2} = \frac{1}{(q; q)_{\infty}},
\]
may be viewed as the \( k = 1 \) case of each of the identities at (13) and (14) above, so that each of (13) and (14) embeds Jacobi’s identity in an infinite family of identities. Just as Jacobi’s identity has a combinatorial interpretation (each side being the generating function for the number of unrestricted partitions of a positive integer), it maybe that (13) has a combinatorial interpretation in terms of multipartitions with \( k \) components. Similarly, the left side of (14) may have an interpretation in terms of \( k \)-modular partitions. We leave these questions as open problems for the reader.

A variation of Theorem 2 which results in a bilateral infinite series on the single-sum side is given by modifying the innermost sum on the multi-sum side.

**Theorem 3** Let \( |q| < 1, k \geq 1 \) be a positive integer, \( a_1, \ldots, a_{k-1}, b_1, \ldots, b_{k-1}, c_1, \ldots, c_k-1 \), and \( a \) be complex numbers, and \( \{g(j)\}_{j=-\infty}^{\infty} \) be a sequence of numbers such that both series below converge. Let \( \sum \) on the left below be over all integer \( k+1 \)-tuples \( \vec{m} = (m_1, m_2, \ldots, m_{k+1}) \) with \( m_1 \geq m_2 \geq \cdots \geq m_k \geq 0, m_k \geq m_{k+1} > -\infty \). Then

\[
\sum_{\vec{m}} \prod_{j=1}^{k-1} \frac{(a_j; q)_m(c_j/b_j; q)_{m_{j+1}}(b_j; q)_{m_j-m_{j+1}}(c_j/a_jb_j)}{(c_j; q)_m(a_j; q)_{m_{j+1}}(q; q)_{m_j-m_{j+1}}} \times \frac{(a; q)_{mk}(q/a; q)_{mk+1}(a; q)_{mk-m_{k+1}}(q/a^2)_{mk-m_{k+1}}}{(q; q)_{mk}(a; q)_{mk+1}(q; q)_{mk-m_{k+1}}} g(m_{k+1}) = \frac{(q/a, q/a; q)_{\infty}}{(q, q/a^2; q)_{\infty}} \prod_{j=1}^{k-1} \frac{(c_j/a_j, c_j/b_j; q)_{\infty}}{(c_j, c_j/a_jb_j; q)_{\infty}} \sum_{j=-\infty}^{\infty} g(j). \quad (15)
\]

In the next identity, which is a special case of the above theorem, the right side coincides with the right side of the identity of Andrews at (1), when \( p \) is odd.

**Corollary 3** Let \( k \geq 1, p \geq 3 \) and \( i \leq p/2 \) be positive integers, and let the sum on the left be over all integer \( k+1 \)-tuples \( \vec{m} = (m_1, m_2, \ldots, m_k, m_{k+1}) \)
satisfying \( m_1 \geq m_2 \geq \cdots \geq m_k \geq 0, m_k \geq m_{k+1} > -\infty \). Then

\[
\sum_{m} q^{k|m_1(m_1-m_2)+m_2(m_2-m_3)+\cdots+m_k(m_k-m_{k+1})-m_1+m_1+m_2+\cdots+m_k} \prod_{j=1}^{k}(q^k; q^k)_{m_j} \prod_{j=1}^{k}(q^j; q^k)_{m_j} \\
\times (q^{p/2})^{m_{k+1}^{(k)}} (-q^{p/2-i})^{m_{k+1}} = \frac{(q^i, q^{p-i}; q^p)_\infty}{(q^i; q)_\infty}. \tag{16}
\]

Perhaps not surprisingly, applications of the \( k = 1 \) case of Theorem 2 are more common in the literature, so we consider this case in more detail in a later section (actually the \( k = 1 \) case was discovered first, before it was noticed that the process could be iterated to give Theorem 2 in its full generality). One example of an application of this \( k = 1 \) case is the following identity for the continuous \( q \)-ultraspherical polynomials, \( C_n(\cos \theta; \alpha \beta) \).

**Corollary 4**  If \(|ce^{i\theta}/(a\beta)|, |ce^{2i\theta}/(a\beta)| < 1\), then

\[
\sum_{n=0}^{\infty} \frac{(a; q)_n}{(c; q)_n} \frac{ce^{i\theta}}{a\beta} \frac{C_n(\cos \theta; \alpha \beta)}{q}\right)^n = \frac{(c/a, c/\beta; q)_{\infty}}{(c, c/\alpha \beta; q)_{\infty}} \sum_{n=0}^{\infty} \frac{(a, \beta; q)_{\infty}}{(c/\beta; q)_{\infty}} \left(\frac{ce^{2i\theta}}{a\beta}\right)^n. \tag{17}
\]

The remainder of the paper proceeds as follows. We first prove two general transformations, each of which converts a double sum to a single sum, and then Theorem 2 is derived by iterating the result in one of these theorems. In the section following that we consider some explicit applications of the \( k = 1 \) case of Theorem 2. Next, one of these transformations is recast as a Bailey-type transformation, and several applications of this are given. Finally, we pose a number of open questions.

We employ the usual notations:

\[
(a; q)_n := (1-a)(1-aq) \cdots (1-aq^{n-1}),
(a_1, a_2, \ldots, a_j; q)_n := (a_1; q)_n(a_2; q)_n \cdots (a_j; q)_n,
(a; q)_{\infty} := (1-a)(1-aq)(1-aq^2) \cdots, \text{ and}
(a_1, a_2, \ldots, a_j; q)_{\infty} := (a_1; q)_{\infty}(a_2; q)_{\infty} \cdots (a_j; q)_{\infty}.
\]

2 Background and Main Results

In Pak’s wonderful survey [23], he asks (problem (2.3.2)) for a combinatorial proof of the following identity (Pak’s notation has been modified to the more usual \( q \)-series notation):

\[
\sum_{m,n \geq 0} \frac{q^{m^2-mn+n^2}z^{m-n}}{(q^2; q)_m(q; q)_n} = \frac{1}{(q; q)_{\infty}} \sum_{k=-\infty}^{\infty} z^k q^{k^2}. \tag{18}
\]
While searching for an analytic proof of this identity, it became clear that a more general identity was true, namely (assuming convergence),

$$
\sum_{m,n \geq 0} \frac{q^{mn} g(m-n)}{(q;q)_m (q;q)_n} = \frac{1}{(q;q)_\infty} \sum_{k=-\infty}^{\infty} g(k).
$$

In fact an even more general transformation holds.

**Theorem 4** Let $g(k)$ be any function such that both series in (19) converge. Then

$$
\sum_{m,n \geq 0} \frac{(a;q)_m (a;q)_n (q/a; q)_{m-n}}{(q;q)_m (q;q)_n (a;q)_{m-n}} \left( \frac{q}{a^2} \right)^n g(m-n) = \frac{(q/a, q/a; q)_\infty}{(q, q/a^2; q)_\infty} \sum_{k=-\infty}^{\infty} g(k). \tag{19}
$$

Before coming to the proof, we first recall the $q$-Gauss sum

$$
\sum_{n=0}^{\infty} \frac{(a,b;q)_n}{(c;q)_n} \left( \frac{c}{ab} \right)^n = \frac{(c/a, c/b; q)_\infty}{(c, c/ab; q)_\infty}. \tag{20}
$$

**Proof of Theorem 4** In (19), set $m-n = k$ or $m = n + k$, so that the left side becomes

$$
\sum_{k=-\infty}^{\infty} \frac{(q/a; q)_k}{(a; q)_k} g(k) \sum_{n} \frac{(a; q)_{n+k}(a; q)_n}{(q; q)_{n+k}(q; q)_n} \left( \frac{q}{a^2} \right)^n,
$$

where the sum on $n$ is over $n \geq 0$ if $k \geq 0$ and over $n \geq -k$ if $k < 0$. If $k \geq 0$,

$$
\sum_{n \geq 0} \frac{(a; q)_{n+k}(a; q)_n}{(q; q)_{n+k}(q; q)_n} \left( \frac{q}{a^2} \right)^n
$$

$$
= \frac{(a; q)_k}{(q; q)_k} \sum_{n \geq 0} \frac{(aq^n; q)_n (a; q)_n}{(q; q)_n} \left( \frac{q}{a^2} \right)^n
$$

$$
= \frac{(a; q)_k (q/a, q^{k+1}/a; q)_\infty}{(q; q)_k (q^{k+1}, q/a^2; q)_\infty} \frac{(a; q)_k (q/a; q)_\infty}{(q, q/a^2; q)_\infty}
$$

by the $q$-Gauss sum (20) above (replace $a$ with $q^k a$, $b$ with $a$, $c$ with $q^{k+1}$). A similar argument works when $k < 0$. 

A second general double summation identity is contained in the following theorem.
Theorem 5 Let \( g(k) \) be any function such that both series in (21) converge. Then

\[
\sum_{m \geq n \geq 0} (a; q)_m (b; q)_n (c/b; q)_{m-n} \left( \frac{c}{ab} \right)^n g(m-n) = \frac{(c/a, c/b; q)_\infty}{(c, c/ab; q)_\infty} \sum_{k=0}^{\infty} g(k). \tag{21}
\]

Proof. Set \( m - n = k \) or \( m = n + k \), so that the left side becomes

\[
\sum_{k=0}^{\infty} g(k) \frac{(c/b; q)_k}{(a; q)_k} \sum_{n \geq 0} (a; q)_{n+k} (b; q)_n (c/b; q)_n \left( \frac{c}{ab} \right)^n
\]

and

\[
\sum_{n \geq 0} (a; q)_{n+k} (b; q)_n (c/b; q)_n \left( \frac{c}{ab} \right)^n = \frac{(a; q)_k (aq^k; q)_n (b; q)_n (c/b; q)_n}{(c; q)_k (aq^k; c/ab; q)_\infty} = \frac{(c/a, c/b; q)_\infty (a; q)_k}{(c, c/ab; q)_\infty (c/b; q)_k}
\]

by the \( q \)-Gauss sum (20) above (replace \( a \) with \( aq^k \) and \( c \) with \( cq^k \)). \( \square \)

Remark: There is obviously some overlap between Theorems 4 and 5, but neither is contained in the other.

2.1 Multi-sums and the Main Theorems

By multi-sums we mean here nested multiple sums of arbitrary depth. See Andrews’ [4] analytic version of the Andrews-Gordon identities at (1) in the introduction for an example, and also the references mentioned there for further examples. The constructions in the present paper may be iterated to produce multi-sums of a somewhat similar nature. We next prove Theorem 2

Proof of Theorem 2 Rewrite (21) (after replacing \( a \) with \( a_1 \), \( b \) with \( b_1 \) and \( c \) with \( c_1 \), \( m \) with \( m_1 \), \( n \) and \( k \) with \( m_2 \), and finally replacing \( m_2 \) on the left side with \( m_1 - m_2 \)) as

\[
\sum_{m_1 \geq m_2 \geq 0} \frac{(a_1; q)_{m_1} (c_1/b_1; q)_{m_2} (b_1; q)_{m_1-m_2}}{(c_1; q)_{m_1} (a_1; q)_{m_2} (q; q)_{m_1-m_2}} \left( \frac{c_1}{a_1b_1} \right)^{m_1-m_2} g(m_2) = \frac{(c_1/a_1, c_1/b_1; q)_\infty}{(c_1, c_1/a_1b_1; q)_\infty} \sum_{m_2=0}^{\infty} g(m_2). \tag{22}
\]
This is the $k = 1$ case of Theorem 2. The $k = 2$ case easily follows upon setting

$$g(m_2) = \sum_{m_3=0}^{m_2} \frac{(a_2;q)_m}{(q;q)_m} \frac{(c_2/b_2;q)_{m_3}(b_2;q)_{m_2-m_3}}{(c_2;q)_m(a_2;q)_{m_3}(q;q)_{m_2-m_3}} \left( \frac{c_2}{a_2b_2} \right)^{m_2-m_3} g(m_3),$$

and using (22) to sum the resulting right side. This process can be repeated to arbitrary depth, giving the theorem.

It is natural to ask if Theorem 4 can be similarly iterated. The answer is “yes”, once it is noticed that the sum on the left side of (19) may be extended to $\sum_{m=-\infty}^{\infty}$ for free, since $1/(q;q)_m = 0$ for $m < 0$. However, a more general identity may be derived by modifying the proof of the previous theorem.

**Proof of Theorem 5** The proof follows the proof of Theorem 2 except at the last stage we instead set

$$g(m_k) = \sum_{m_{k+1}=-\infty}^{m_k} \frac{(a;q)_m(q/a;q)_{m_k+1}}{(q;q)_m(a;q)_{m_k+1}(q;q)_{m_k-m_{k+1}}} \left( \frac{q}{a^2} \right)^{m_k-m_{k+1}} g(m_{k+1}),$$

and then use (19) to sum the final right side.

Any sequence $\{g(j)\}_{j=0}^{\infty}$ which is summable to an infinite product may now be substituted in (12), to give a multi-sum equals infinite product identity. This includes all the sequences from any of the known basic hypergeometric summation formulae, and in particular any of the 130 identities on the Slater list. Likewise, any sequence $\{g(j)\}_{j=-\infty}^{\infty}$ which is summable to an infinite product may now be substituted in (5), to also give a multi-sum equals infinite product identity.

**Corollary 5** Let $|q| < 1$, $k \geq 1$ be a positive integer, $a_1, \ldots, a_k, b_1, \ldots, b_k, c_1, \ldots, c_k$ be complex numbers with each $|c_j/(a_jb_j)| < 1$. Let the sum on the left be over all integer $k + 1$-tuples $\vec{m} = (m_1, m_2, \ldots, m_{k+1})$ satisfying $m_1 \geq m_2 \geq \cdots \geq m_k \geq m_{k+1} \geq 0$. Then

$$\sum_{\vec{m}} \prod_{j=1}^{k} \frac{(a_j;q)_m(c_j/b_j;q)_{m_{j+1}}(b_j;q)_{m_j-m_{j+1}}}{(c_j;q)_{m_j}(a_j;q)_{m_{j+1}}(q;q)_{m_j-m_{j+1}}} \left( \frac{c_j}{a_jb_j} \right)^{m_j-m_{j+1}} q^{m_{k+1}} = \frac{1}{(q;q^2)_\infty} \prod_{j=1}^{k} \frac{(c_j/a_j,c_j/b_j;q)_\infty}{(c_j,c_j/a_jb_j;q)_\infty}. \quad (23)$$

**Proof.** Set

$$g(j) = \frac{q^2}{(q;q)_j}$$

in Theorem 2.
Corollary 6 Let $k \geq 1$ be an integer. Assume that $\{g(j)\}$ is a sequence such that both sides following converge, and let the sum on the left be over all integer $k + 1$-tuples $\vec{m} = (m_1, m_2, \ldots, m_{k+1})$ satisfying $m_1 \geq m_2 \geq \cdots \geq m_k \geq m_{k+1} \geq 0$. Then

$$\sum_{\vec{m}} g^{m_1(m_1-m_2)+m_2(m_2-m_3)+\cdots+m_k(m_k-m_{k+1})+m_{k+1}-m_1}(c_1;q)m_1(q;q)m_2(q;\bar{q})m_2(q;\bar{q})\cdots(c_k;q)m_k(q;q)m_k(q;\bar{q})m_k(q;\bar{q})$$

$$\times g(q) \prod_{j=1}^{k} c_j^{m_j-m_{j+1}} = \frac{1}{(c_1, c_2, \ldots, c_k;q)_{\infty}} \sum_{j=0}^{\infty} g(j). \quad (24)$$

Proof. Let each $a_j, b_j \to \infty$ in (13). (Alternatively, apply an argument similar to that used in the proof of Theorem 2 to iterate (26), after first defining $g(j) = 0$ for $j < 0$).

Corollary 2 follows as a special case.

Proof of Corollary 3. For (13), let each $c_j = q$ and set $g(j) = \delta_{0,j}$ in the corollary above. For (14), replace $q$ with $q^k$, let $c_j = q^j$ and again set $g(j) = \delta_{0,j}$ in the corollary above.

Corollary 7 Let $k \geq 1$ be an integer. Assume that $\{g(j)\}$ is a sequence such that both sides following converge, and let the sum on the left be over all integer $k + 1$-tuples $\vec{m} = (m_1, m_2, \ldots, m_{k+1})$ satisfying $m_1 \geq m_2 \geq \cdots \geq m_k \geq 0$, $m_k \geq m_{k+1} > -\infty$. Then

$$\sum_{\vec{m}} g^{m_1(m_1-m_2)+m_2(m_2-m_3)+\cdots+m_k(m_k-m_{k+1})+m_{k+1}-m_1}(c_1;q)m_1(q;q)m_2(q;\bar{q})m_2(q;\bar{q})\cdots(c_k;q)m_k(q;q)m_k(q;\bar{q})m_k(q;\bar{q})$$

$$\times g(q) \prod_{j=1}^{k} c_j^{m_j-m_{j+1}} = \frac{1}{(c_1, c_2, \ldots, c_k;q)_{\infty}} \sum_{j=-\infty}^{\infty} g(j). \quad (25)$$

Proof. Let $a$ and each $a_j, b_j \to \infty$ in (15).

Corollary 3 follows as a special case.

Proof of Corollary 4. In the corollary above, replace $q$ with $q^k$, set each $c_j = q^j$ and set $g(j) = q^{j^2/2}(-q^{k/2-i})^j$, and simplify.

3 Some Applications

We first consider a special case of Theorem 4 which has a number of interesting implications.

Corollary 8 Let $g(k)$ be any function such that both series in (26) converge. Then

$$\sum_{m,n \geq 0} g^{m}(q;\bar{q})_{m}(q;\bar{q})_{n} = \frac{1}{(q;q)_{\infty}} \sum_{k=-\infty}^{\infty} g(k). \quad (26)$$
Proof. Let \( a \to \infty \) in (19), and (26) follows after some simple algebra.

We first give another demonstration that the Jacobi triple product identity follows from the following special case of the \( q \)-binomial theorem:

\[
\sum_{n=0}^{\infty} q^{n(n+1)/2} x^n \frac{(q; q)_n}{(q; q)_n} = (-xq; q)_\infty.
\]  

(27)

**Corollary 9** Let \( z \) be a non-zero complex number. If \( |q| < 1 \), then

\[
\sum_{n=-\infty}^{\infty} q^n z^n = (-qz, -qz, q^2, q^2)_\infty.
\]  

(28)

**Proof.** In (26), set 

\[
g(i) = q^{i^2/2} z^i,
\]

so that this identity becomes

\[
\sum_{n=0}^{\infty} q^{n^2/2} x^n \sum_{m=0}^{\infty} q^{m^2/2} z^{-m} \frac{(q; q)_n}{(q; q)_n} = \frac{1}{(q; q)_\infty} \frac{1}{(q; q)_\infty} \sum_{k=-\infty}^{\infty} q^{k^2/2} z^k.
\]

Now apply (27) to the two sums on the left side (with \( x \) replaced with \( z/q^{1/2} \) and \( 1/(zq^{1/2}) \)), replace \( q \) with \( q^2 \), and (28) follows.

Remark: Andrews [2] gave a different proof the Jacobi triple product identity follows from the \( q \)-binomial theorem. The identity at (18) also now follows as a special case of Corollary 8.

**Corollary 10** If \( |q| < 1 \) and \( z \neq 0 \), then

\[
\sum_{m,n\geq 0} q^{m^2-mn+n^2} z^{m-n} \frac{(q; q)_m (q; q)_n}{(q; q)_m (q; q)_n} = (-q/z, -qz; q^2)_\infty \frac{1}{(q; q^2)_\infty}.
\]

(29)

**Proof.** Set \( g(i) = q^{i^2/2} z^i \) in (29) and use the Jacobi triple product identity (28) above.

Remark: The case \( z = 1 \) gives an identity proved by Andrews in [6]. In the same paper [6], this identity motivated Andrews to pose the question: “For what positive definite quadratic forms \( Q(m, n) \) is

\[
\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} q^{Q(m, n)} \frac{(q; q)_m (q; q)_n}{(q; q)_m (q; q)_n}
\]

summable to an infinite product. He also remarks that “The only non-diagonal forms I know of are \( km^2 + kn^2 - (2k - 1)mn \) (k positive integral) and \( u^2 + 2m^2 + 2nm \).” The result for this infinite family of \( k \)-values also follows easily from Corollary 8.
Corollary 11 If $|q| < 1$ and $k \geq 1$ is integral, then
\[
\sum_{m,n \geq 0} q^{km^2-(2k-1)mn+kn^2} \frac{(q^k, -q^k, q^{2k}; q^{2k})_\infty}{(q; q)_\infty} = (-q^k, -q^k, q^{2k}; q^{2k})_\infty.
\] (29)

Proof. Set $g(i) = q^k i^2$ in (26) and use the Jacobi triple product identity (28) above.

Remark: The above identity was also proved by Andrews in [8] (Equation (4.2)).
While identities of the form “infinite double-sum = infinite product” are possibly not quite so interesting as “infinite single sum = infinite product” identities of the Rogers-Ramanujan-Slater, they are of some interest, and do appear in the literature. There are no known single-sum identities in which the modulus in the infinite product is 11, but there double-sum identities of this type, stated in [5] by Andrews. Another example was given by Andrews in [6], where a double-sum alternative to one of the mod 7 identities due to Rogers was given:
\[
\sum_{m,n \geq 0} q^{2m^2+2mn+n^2} \frac{(q^3, q^4, q^7; q^7)_\infty}{(q; q)_\infty} = (q^3, q^4, q^7; q^7)_\infty.
\] (30)

Corollary 12 If $|q| < 1$, and $k \geq 1$ and $0 \leq j < k$ are integers with $j + k$ even, then
\[
\sum_{m,n \geq 0} q^{kn^2-(2k-2)mn+n^2+j(m-n))/2(-1)^{m-n}} \frac{(q^{(k-j)/2}, q^{(k+j)/2}, q^k, q^k; q^k)_\infty}{(q; q)_\infty} = (q^3, q^4, q^7; q^7)_\infty.
\] (31)

Proof. Set $g(i) = (-1)^i q^{(k^2+ji)/2}$ in Corollary 8 and once again use the Jacobi triple product identity (28) to sum the right side.

For example, setting $k = 7$ and $j = 1$ in Corollary 12 gives a double-sum identity with the same product side as that of Andrews at (30):
\[
\sum_{m,n \geq 0} q^{(7m^2-12mn+7n^2+m-n)/2(-1)^{m-n}} \frac{(q^3, q^4, q^7; q^7)_\infty}{(q; q)_\infty} = (q^3, q^4, q^7; q^7)_\infty.
\]

Letting $g(i)$ be the $i$-th term in the series side of any Rogers-Ramanujan-Slater-type identity (including the 130 such identities on the Slater list) will also lead to a double summation formula.
Corollary 13 If $|q| < 1$ then
\[
\sum_{m \geq n \geq 0} (a; q)_m (a; q)_n (q/a; q)_{m-n} q^{m^2-2mn+n^2+n} a^{2n} = \frac{(q/a, q/a; q)_\infty}{(q/a^2, q; q)_\infty (q, q^4; q^5)_\infty}.
\]

\[32\]

Proof. Set
\[
g(i) = q^i (q; q)_i
\]
for $i \geq 0$, and equal to 0 for $i < 0$, in (19), and use the first Rogers-Ramanujan identity:
\[
\sum_{k=0}^{\infty} q^{k^2} (q; q)_k = \frac{1}{(q, q^4; q^5)_\infty}.
\]

(33)

Any (uni-lateral or bi-lateral) basic hypergeometric summation formula may be used in (19) to produce a double-summation identity (simply let $g(k)$ be the $k$-th term in the basic hypergeometric sum). Indeed, it is not necessary that the sequence $\{g(i)\}$ be basic hypergeometric in nature. The following amusing result is also a consequence of Theorem 4.

Corollary 14 If $|q/a^2| < 1$, then
\[
\sum_{m > n \geq 0} (a; q)_m (a; q)_n (q/a; q)_{m-n} q^{m^2-nm} = \frac{\pi^2}{6} (q/a, q/a; q)_\infty.
\]

\[34\]

Proof. Define
\[
g(i) = \begin{cases} 1, & i > 0, \\ 0, & \text{otherwise} \end{cases}
\]
in (26) and use the fact that $\zeta(2) = \pi^2/6$.

As with Theorem 4, Theorem 5 may also be employed in conjunction with existing summation formulae to produce double summation identities. We give one example.

Corollary 15 Let $A, B, C, a, c$ and $d$ be such that none of the denominators below vanish, with $|q|, |c|, |C/AB| < 1$ and . Then
\[
\sum_{m \geq n \geq 0} \left( -c, q \sqrt{-c}, -q \sqrt{-c}, a, \frac{q}{a}, c, -d, -\frac{q}{d}, \frac{C}{B}; q \right)_m (A; q)_m (B; q)_n c^{m-n} C^n = \frac{(C/A, C/B, -c, -cq; q)_\infty (acq/d, acq/a, c/q^2/\sqrt{d}; q^2)_\infty}{(C/AB, C, cd, cq/d, -ac, -cq/a; q)_\infty}.
\]

(34)
Proof. Replace $a$ with $A$, $b$ with $B$, $c$ with $C$ and set
\[ g(i) = \begin{cases} \frac{(-c,q)^i}{(\sqrt{-c},-q\sqrt{-c}a,a,c,-d,q/d;q)_i}, & i \geq 0, \\ 0, & \text{otherwise} \end{cases} \]
in (21) and use the $q$-analogue of Whipple's $3F_2$ sum (35)
\[ \sum_{k=0}^{\infty} \frac{(-c, q\sqrt{-c}, -q\sqrt{-c}, a, q/a, c, -d, -q/d; q)_k}{(\sqrt{-c}, -q\sqrt{-c}, -cq/a, -ac, -q, cq/d, ed, q; q)_k} = \frac{(-c, -cq; q)_\infty}{(cd, cq/d, -ac, -cq/a; q)_\infty}. \] (35)
to sum the right side.

4 A Bailey-type Transform

Theorem 5 above may be recast as a transformation involving restricted WP-Bailey pairs. As will be seen below, one reason for doing this is that the resulting transformation appears to hint at an (as of now) undiscovered quite general WP-Bailey chain. For comparison purposes (the reason to be outlined below), we recall Andrews' [10] definition of a WP-Bailey pair, namely a pair of sequences $(\alpha_n(a, k, q), \beta_n(a, k, q))$ satisfying
\[ \alpha_0(a, k, q) = \beta_0(a, k, q) \]
and
\[ \beta_n(a, k, q) = \sum_{j=0}^{n} \frac{(k/a; q)_{n-j}(k; q)_{n+j}}{(q; q)_{n-j}(aq; q)_{n+j}} \alpha_j(a, k, q). \] (36)

A limiting case of Andrews' first WP-Bailey chain gives that if $(\alpha_n(a, k, q), \beta_n(a, k, q))$ satisfy (36), then subject to suitable convergence conditions,
\[ \sum_{n=0}^{\infty} \frac{(qk, qk/yz, qa/y, qa/yz; q)_n}{(k, k/y, qk, qk/z; q)_n} \beta_n = \sum_{n=0}^{\infty} \frac{(y, z; q)_n}{(qa/y, qa/yz; q)_n} \alpha_n. \] (37)

We now prove the Bailey-type transformation alluded to in the title of this section.

Theorem 6 If
\[ \beta_m = \sum_{n=0}^{m} \frac{(b; q)_{m-n}}{(q; q)_{m-n}} \alpha_n, \] (38)
then
\[ \sum_{m=0}^{\infty} \frac{(a; q)_m}{(c; q)_m} \frac{(c/ab)^m}{m!} \beta_m = \frac{(-c/a, c/b; q)_\infty}{(-c, c/ab; q)_\infty} \sum_{k=0}^{\infty} \frac{(a; q)_k}{(c/b; q)_k} \frac{(c/ab)^k}{k!} \alpha_k. \] (39)
Proof. Replace \( g(i) \) with \( \alpha_i \) in Theorem 5, so that

\[
\frac{(c/a, c/b; q)_\infty}{(c, c/ab; q)_\infty} \sum_{k=0}^\infty \alpha_k = \sum_{m \geq n \geq 0} \frac{(a; q)_m (b; q)^n (c/b; q)_{m-n} \left( \frac{c}{ab} \right)^n}{(c; q)_m (q; q)^n (a; q)_{m-n}} \alpha_{m-n} \tag{40}
\]

\[
= \sum_{m=0}^\infty \frac{(a; q)_m}{(c; q)_m} \sum_{n=0}^m \frac{(b; q)^n (c/b; q)_{m-n} \left( \frac{c}{ab} \right)^n}{(q; q)_n (a; q)_{m-n}} \alpha_{m-n} \tag{41}
\]

Now make the replacement

\[
\alpha_k \rightarrow \frac{(a; q)_k}{(c/b; q)_k} \left( \frac{c}{ab} \right)^k \alpha_k
\]

and the result follows.

Remarks: 1) It is clear that replacing \( k \) with \( ak \), letting \( a \rightarrow 0 \) and then setting \( k = b \) in (50) gives a pair defined by (53). However, it does not appear that (39) follows upon making the same substitutions in any of the existing WP-Bailey chains. Indeed, the only such chain containing free parameters different from \( a \) and \( k \) (the transformation (39) has three free parameters \( a \), \( b \) and \( c \)) is Andrews first WP-Bailey chain, and it is not difficult to see that replacing \( k \) with \( ak \), letting \( a \rightarrow 0 \) and then setting \( k = b \) in this chain results in a trivial identity. It may be that (39) follows from some as yet undiscovered WP-Bailey chain.

2) If Theorem 4 is recast as a Bailey-type transform, the result is merely in a special case of Theorem 6.

As remarked above, it may be that the transformation at (39) above may be a restricted version of a a full (as yet unknown) WP-Bailey chain, so possibly its main interest at present is possibly as an indicator of this chain. As it stands (one might say it is only a “shadow” of the full WP-Bailey chain that it possibly hints at), the identities resulting from substituting pairs deriving from existing WP-Bailey pairs for the most part lead to known identities.

4.1 Two companions to an identity of Andrews

One implication we believe to be new is a pair of companion identities to a result [3, Theorem 7] of Andrews.

**Corollary 16** If \( |q|, |c/aq| < 1 \), then

\[
\sum_{m=0}^\infty \frac{(a, 1/b; q^2)_m}{(c, q^2; q^2)_m} \left( \frac{c}{aq} \right)^m
= \frac{(c/a, c/b, q^2)_\infty}{(c, c/ab; q^2)_\infty} \sum_{k=0}^\infty \frac{(a; q^2)_k (1/b; q)_k}{(c/b; q^2)_k (q; q)_k} \left( \frac{c}{aq} \right)^k ; \tag{41}
\]
\[
\sum_{m=0}^{\infty} \frac{(a, q^2/b; q^2)_m}{(c, q^2; q^2)_m} \left( \frac{c}{aq} \right)^m
= \frac{(c/a, c/b; q^2)_\infty}{(c, c/ab; q^2)_\infty} \sum_{k=0}^{\infty} \frac{(a; q^2)_k (q/b; q)_k}{(c/b; q^2)_k (q; q)_k} \left( \frac{c}{aq} \right)^k.
\] (42)

**Proof.** Start with the WP-Bailey pair of Bressoud [13]

\[
\alpha_n(a, k) = \frac{1 - a q^{2n}}{1 - a \sqrt{a} \sqrt{q}} \left( \frac{\sqrt{a}, \sqrt{q}}{\sqrt{a} \sqrt{q}} \right)_n \left( \frac{k}{a \sqrt{q}} \right)^n,
\]

\[
\beta_n(a, k) = \left( \frac{k, q}{q, q^2} \right)_n \left( \frac{q}{q} \right)^n,
\]

and making the same substitutions listed above (replacing \(k\) with \(ak\), letting \(a \to 0\) and then setting \(k = b\)) leads to the pair

\[
\alpha_n = \left( \frac{1/b}{\sqrt{q}} \right)_n \left( \frac{b}{\sqrt{q}} \right)^n,
\]

\[
\beta_n = \left( \frac{1/b}{q} \right)_n \left( \frac{b}{q} \right)^n.
\]

Substitution of this latter pair into (39), and then replacing \(\sqrt{q}\) with \(q\) leads to the identity at (41) above. Applying the same treatment to a second WP-Bailey pair due to Bressoud [13]

\[
\alpha_n(a, k) = \frac{1 - \sqrt{a} q^n}{1 - \sqrt{a} \sqrt{q}} \left( \frac{\sqrt{a}, \sqrt{q}}{\sqrt{a} \sqrt{q}} \right)_n \left( \frac{k}{a \sqrt{q}} \right)^n,
\]

\[
\beta_n(a, k) = \left( \frac{k, q}{q, q^2} \right)_n \left( \frac{q}{q} \right)^n,
\]

gives (42) above. \(\square\)

This identity at (41) above is easily seen to be equivalent to the identity

\[
\sum_{m=0}^{\infty} \frac{(a, b, q^2)_m}{(bt, q^2; q^2)_m} \left( \frac{t}{q} \right)^m
= \frac{(ab, t, q^2)_\infty \left( \frac{t}{q} \right)}{(bt, at; q^2)_\infty \sum_{k=0}^{\infty} \frac{(b; q^2)_k (a; q)_k}{(ab; q^2)_k (q; q)_k} \left( \frac{t}{q} \right)^k},
\]

while that at (42) is equivalent to the identity

\[
\sum_{m=0}^{\infty} \frac{(a, b, q^2)_m}{(bt, q^2; q^2)_m} \left( \frac{t}{q} \right)^m
= \frac{(abt, t, q^2)_\infty \left( \frac{t}{q} \right)}{(bt, at; q^2)_\infty \sum_{k=0}^{\infty} \frac{(b; q^2)_k (a; q)_k}{(abt; q^2)_k (q; q)_k} \left( \frac{t}{q} \right)^k}.
\]
Both of these may be viewed as companions to the afore-mentioned identity [3, Theorem 7] of Andrews:

\[ \sum_{m=0}^{\infty} \frac{(a, b; q^2)_m}{(bl, q^2; q^2)_m} (tq)^m = \frac{(abl, t; q^2)_\infty}{(bl, at; q^2)_\infty} \sum_{k=0}^{\infty} \frac{(b; q^2)_k}{(q; q)_k} k \frac{(a; q)_k}{(tq)_k} t^k. \]

Remark: An identity equivalent to that of Andrews above may be derived by treating the WP-Bailey pair

\[ \alpha_n(a, k, q) = \frac{1 - \sqrt{a} q^n}{1 - \sqrt{a}} \left( \frac{1}{\sqrt{q}} \frac{k}{\sqrt{q}} \frac{1}{\sqrt{q}} \frac{n}{a} \right)^n, \]

\[ \beta_n(a, k, q) = \frac{1}{\sqrt{a}} \left( \frac{k}{\sqrt{q}} \frac{1}{\sqrt{q}} \frac{n}{a} \right)^n, \]

from [21] in the same manner as were the pairs of Bressoud in Corollary [16] above.

4.2 Identities involving orthogonal polynomials

Another (possibly new) application of this transform is a transformation formula for a series involving the continuous \( q \)-ultraspherical polynomials. These polynomials (see for example, [11, page 527]) may be defined by

\[ C_n(\cos \theta; \beta|q) = \sum_{k=0}^{n} \frac{(\beta; q)_k(\beta; q)_{n-k} e^{i(n-2k)\theta}}{(q; q)_k(q; q)_{n-k}}. \]

**Proof of Corollary**. Upon noting that

\[ C_n(\cos \theta; \beta|q) = e^{-in\theta} \sum_{k=0}^{n} \frac{(\beta; q)_k(\beta; q)_{n-k} e^{2ik\theta}}{(q; q)_k(q; q)_{n-k}}, \]

replace \( b \) with \( \beta \) in Theorem [6] set

\[ \alpha_n = \frac{(\beta; q)_n}{(q; q)_n} e^{2in\theta}, \]

so that \( \beta_n = e^{in\theta} C_n(\cos(\theta); \beta|q) \), and (17) follows directly from (39), after substituting for \( \alpha_n \) and \( \beta_n \).

Another implication is a summation formula for a series involving the Al-Salam-Chihara polynomials, which may be defined (see [19] Page 381, Equation (15.1.12)) as follows:

\[ p_n(\cos \theta; t_1, t_2|q) = \frac{(q; q)_n t_1^n}{(t_1 t_2; q)_n} \sum_{k=0}^{n} \frac{(t_2 e^{i\theta}; q)_k(t_1 e^{-i\theta}; q)_{n-k} e^{i(n-2k)\theta}}{(q; q)_k(q; q)_{n-k}}. \]
Corollary 17 Let \( p_n(\cos \theta; t_1, t_2|q) \) be as at (48), and suppose \(|t_2 e^{-i\theta}/q|\), \(|t_2 e^{i\theta}/q|\), \(|q| < 1\). Then

\[
\sum_{n=0}^{\infty} p_n(\cos \theta; t_1, t_2|q) \left( \frac{t_2}{t_1 q} \right)^n = \frac{1 - t_1 t_2/q}{1 - 2t_2 \cos(\theta)/q + t_2^2/q^2}.
\] (49)

Proof. In Theorem 6 set \( a = q, b = t_1 e^{-i\theta}, c = t_1 t_2 \) and

\[
\alpha_k = (t_2 e^{i\theta}; q)_k (q; q)_k e^{-2k \theta k}.
\]

With these substitutions, the left side of (39) becomes the left side of (49), and after some simplification, the right side of (39) becomes the right side of (49), giving the result. \( \square \)

5 Concluding Remarks

A number of questions may be asked.

1) The transformations in the present paper derive ultimately from the \( q \)-Gauss sum, and those of Andrews [6] and Chu [15,16] derive ultimately from the \( q \)-Pfaff-Saalschütz sum. Are there similar multi-sum-to-single-sum transformations that derive from other known summation formulae?

2) The transformation in Theorem 6 may be re-cast as follows: if

\[
\beta_m = \sum_{n=0}^{m} \frac{(k; q)_{m-n}}{(q; q)_{m-n}} \alpha_n,
\]

then

\[
\sum_{m=0}^{\infty} \frac{(d; q)_m}{(c; q)_m} \left( \frac{c}{d k} \right)^m \beta_m = \frac{(c/d, c/k; q)_\infty}{(c, c/k; q)_\infty} \sum_{n=0}^{\infty} \frac{(d; q)_n}{(c/k; q)_n} \left( \frac{c}{d k} \right)^n \alpha_n.
\]

Does this transformation derive from some as yet undiscovered WP-Bailey chain, after replacing \( k \) with \( ka \) and letting \( a \to 0 \)?

3) Are there combinatorial proofs of the identities at (13), (14) and (16) above?
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