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ABSTRACT. In this paper, we study the positive solutions to the following singular and non local elliptic problem posed in a bounded and smooth domain $\Omega \subset \mathbb{R}^N$, $N > 2s$:

$$(-\Delta)^s u = \lambda(K(x)u^{-\beta} + f(u)) \text{ in } \Omega$$
$$u > 0 \text{ in } \Omega$$
$$u \equiv 0 \text{ in } \mathbb{R}^N \setminus \Omega.$$ 

Here $0 < s < 1$, $\delta > 0$, $\lambda > 0$ and $f : \mathbb{R}^+ \to \mathbb{R}^+$ is a positive $C^2$ function. $K : \Omega \to \mathbb{R}^+$ is a Hölder continuous function in $\Omega$ which behave as dist$(x, \partial \Omega)^{-\beta}$ near the boundary with $0 \leq \beta < 2s$.

First, for any $\delta > 0$ and for $\lambda > 0$ small enough, we prove the existence of solutions to $(P_\lambda)$. Next, for a suitable range of values of $\delta$, we show the existence of an unbounded connected branch of solutions to $(P_\lambda)$ emanating from the trivial solution at $\lambda = 0$. For a certain class of nonlinearities $f$, we derive a global multiplicity result that extends results proved in [5]. To establish the results, we prove new properties which are of independent interest and deal with the behavior and Hölder regularity of solutions to $(P_\lambda)$.

1. Introduction

Let $\Omega \subset \mathbb{R}^N$, $N > 2s$, be a bounded domain with boundary of class $C^{1,1}$. In this work, we study solutions to the Problem $(P_\lambda)$ above. Here $(-\Delta)^s$ is the fractional Laplace operator defined as

$$(-\Delta)^s u(x) = 2\mathcal{C}(N, s) \text{P.V.} \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x - y|^{N + 2s}} \, dy$$

where P.V. denotes the Cauchy principal value and $\mathcal{C}(N, s) = \frac{\Gamma((N + 2s)/2)}{\Gamma(1 - s)} \Gamma(\frac{N}{2})$, $\Gamma$ being the Gamma function.

We assume that $0 < s < 1$, $\delta > 0$, $\lambda \geq 0$, $K \in C^\infty_{\text{loc}}(\Omega)$, $\nu \in (0, 1)$, such that $\inf_{\bar{\Omega}} K > 0$ and satisfies for some $0 \leq \beta < 2s$ and $C_1, C_2 > 0$

$$C_1 d(x)^{-\beta} \leq K(x) \leq C_2 d(x)^{-\beta}, \quad \forall x \in \Omega$$

(1.1)

where $d(x) \overset{\text{def}}{=} \text{dist}(x, \partial \Omega)$.

Concerning $f$, we suppose the following conditions throughout the paper:

(f1) $f : [0, \infty) \to \mathbb{R}$ is a positive $C^2$ function with $f(0) = 0$;

(f2) The function $g_x : t \to \frac{K(x)}{t^\nu} + f(t)$ is strictly convex on $(0, \infty)$ for any $x \in \Omega$;

(f3) $\lim_{t \to \infty} \frac{f(t)}{t} = \infty$ and there exists $C > 1$ such that $\lim_{t \to \infty} \frac{f'(t)}{f(t)} \geq C$.

(f4) There exists $p \in \left(1, \frac{N + 2s}{N - 2s}\right)$ and $c > 0$ such that $\lim_{t \to \infty} \frac{f(t)}{t^p} = c$.

(f5) There exists $q \in \left(1, \frac{N + 2s}{N - 2s}\right)$ such that $\frac{tf'(t)}{f(t)} \leq q$, for any $t > 0$.

The equation in $(P_\lambda)$ has intrinsic mathematical interest since in the local setting ($s = 1$) it appears in several physical models like non newtonian flows in porous media, heterogeneous catalysts (see references...
The linearized operator associated to the equation in (1.2) is also used to establish that the first eigenvalue of the linearized operator associated to the equation in (P_λ), \Lambda_1(\lambda), is well defined, principal and positive. Consequently from the implicit function theorem the branch of minimal solutions is smooth along the maximal interval \( \lambda \in (0, \Lambda) \). We also prove that \( \Lambda_1(\lambda) \) is simple. From the Crandall-Rabinowitz local bifurcation result (see [13]), we then deduce a local multiplicity result near \( \lambda = \Lambda \).

Before stating precisely our main results, let us make some definitions. As in [3], we adopt the following definition of (very) weak solutions:

**Definition 1.** We say that \( u \in L^1(\mathbb{R}^N) \), satisfying \( u \equiv 0 \) on \( \mathbb{R}^N \setminus \Omega \), is a weak solution to (P_λ) if \( \inf_K u > 0 \) for any compact set \( K \subset \Omega \) and for any \( \phi \in \tau \),

\[
\int_\Omega u(-\Delta)^s \phi \, dx = C(N, s) \int_Q \frac{(u(x) - u(y))(\phi(x) - \phi(y))}{|x - y|^{N+2s}} \, dx dy = \lambda \int_\Omega \left( \frac{K(x) u^\delta}{|\phi|_{N+2s}} + f(u) \right) \phi \, dx
\]

where

\[
\tau = \left\{ \psi : \psi : \mathbb{R}^N \to \mathbb{R}, \text{ measurable and } (-\Delta)^s \psi \in L^\infty(\Omega), \psi \equiv 0 \text{ on } \mathbb{R}^N \setminus \tilde{\Omega}, \tilde{\Omega} \subset \subset \Omega \right\}.
\]

and

\( Q = \mathbb{R}^{2N} \setminus (C\Omega \times C\Omega) \) and \( C\Omega := \mathbb{R}^N \setminus \Omega \). Note that \( C_c^\infty(\Omega) \subset \tau \subset L^\infty(\Omega) \).

We then define the set of classical solutions to (P_λ):

**Definition 2.** Let

\[ S = \left\{ (\lambda, u) \in \mathbb{R}^+ \times C_0(\overline{\Omega}) \mid u \text{ is a weak solution to (P_λ)} \right\}. \]

**Remark 1.1.** Note that if \( (\lambda, u) \in S \), \( (-\Delta)^s u \in L^1_{\text{loc}}(\Omega) \) and the equation in (P_λ) is satisfied pointwise in \( \Omega \). Furthermore, from the regularity theory for the fractional Laplacian, \( u \in C^{1,\alpha}_{\text{loc}}(\Omega) \cap C_0(\overline{\Omega}) \). As we will see below, a comparison principle holds in the class of classical solutions.
In the sequel, we will be interested to describe global and asymptotic properties of the set $S$ in respect to the bifurcation parameter $\lambda$. In this regard, we make the following definition of an asymptotic bifurcation point:

**Definition 3.** We call $\Lambda_\alpha \in [0, \infty)$ an asymptotic bifurcation point for a subset $K$ of $S$, if there exists a sequence $(\lambda_n, u_n) \in K$ such that $\lambda_n \to \Lambda_\alpha$ and $\|u_n\|_{L^\infty(\Omega)} \to \infty$ as $n \to \infty$.

Now, we define the space where solutions to $(P_\lambda)$ are setting:

**Definition 4.** Given $\phi \in C_0(\overline{\Omega})$ such that $\phi > 0$ in $\Omega$, define

$$C_\phi(\Omega) = \{ u \in C_0(\Omega) \mid \exists c \geq 0 \text{ such that } |u(x)| \leq c\phi(x), \forall x \in \Omega \}$$

with the natural norm $\|u\|_{\|\cdot\|_{L^\infty(\Omega)}}$ and the associated positive cone:

**Definition 5.** Define the following open convex subset of $C_\phi(\Omega)$:

$$C_\phi^+(\Omega) = \left\{ u \in C_\phi(\Omega) \mid \inf_{x \in \Omega} \frac{u(x)}{\phi(x)} > 0 \right\}.$$

Let $\phi_{1,s}$ be the first positive normalized eigenfunction ($\|\phi_{1,s}\|_{L^\infty(\Omega)} = 1$) of $(-\Delta)^s$ in $H^s(\Omega)$ where

$$H^s(\Omega) = \left\{ u \in H^s(\mathbb{R}^N) \mid u = 0 \text{ in } C^0 \right\}.$$

We recall that $\phi_{1,s} \in C^\infty(\mathbb{R}^N)$ and $\phi_{1,s} \in C_\phi^+(\Omega)$ (see for instance Proposition 1.1 and Theorem 1.2 in [37]). We then define the function $\phi_{\delta,\beta}$ as follows:

$$\phi_{\delta,\beta} = \begin{cases} \phi_{1,s} & \text{if } 0 < \frac{\beta}{s} + \delta < 1, \\ \phi_{1,s} \left( \ln \left( \frac{2}{\phi_{1,s}} \right) \right)^{\frac{2s+\delta}{s+\delta}} & \text{if } \frac{\beta}{s} + \delta = 1, \\ \phi_{1,s}^{\frac{2s+\delta}{s+\delta}} & \text{if } \frac{\beta}{s} + \delta > 1. \end{cases}$$

We now give the statements of our all main results that we will prove in this paper. First, we deal with the pure singular problem that provides suitable subsolutions to $(P_\lambda)$:

$$(P_\lambda) \left\{ \begin{array}{l} (-\Delta)^s u = \frac{K(x)}{u^\delta} \text{ in } \Omega, \\ u > 0 \text{ in } \Omega, \\ u = 0 \text{ in } \mathbb{R}^N \setminus \Omega. \end{array} \right.$$ 

Considering $(P_\lambda)$ we have the following results:

**Theorem 1.2.** i) If $\frac{\beta}{s} + \delta \leq 1$, then there exists a unique $u \in C_0(\overline{\Omega})$ classical solution to $(P_\lambda)$. Furthermore, $u \in H^s(\Omega) \cap C_{\phi_{\delta,\beta}}(\Omega)$.

ii) If $\frac{\beta}{s} + \delta > 1$ with $\beta < 2s$, then there exists $u \in C_{\phi_{\delta,\beta}}(\Omega)$ classical solution to $(P_\lambda)$. Furthermore, $u \in H^s(\Omega)$ if and only if $2\beta + \delta(2s - 1) < 1 + 2s$ and in this case $u$ is the unique classical solution to $(P_\lambda)$.

iii) If $s \geq 2s$, then there is no classical solution to $(P_\lambda)$.

**Remark 1.3.** If $2\beta + \delta(2s - 1) < 1 + 2s$, since $C^\infty_c(\Omega)$ is dense in $H^s(\Omega)$ and by Hardy inequality (see [10] Par. 3.2.6, Lem. 3.2.6.1, p. 259 or [32] Corollary 1.4.4.10, p. 33), (1.2) (with $f = 0$) is satisfied for any $\phi \in H^s(\Omega)$. Hence, any $\phi \in H^s(\Omega)$ can be used as a test function in (1.2).
Theorem 1.6. Let $f$ blow-up technique together with the moving plane method. Furthermore, Theorem 1.7 provides a global multiplicity result for the class of functions $f$ satisfying hypothesis \((f_1)-(f_5)\), i.e.

$$
\forall \lambda \in (0, \Lambda), \text{ there exist at least two distinct classical solutions to } (P_\lambda).
$$

Concerning the Hölder regularity of weak solutions to \((P_s)\), we have the following:

**Theorem 1.4.**

i) If $\delta < 1$, then the classical solution $u$ to $(P_s)$ belongs to $C^\alpha (\mathbb{R}^N)$;

ii) If $\delta = 1$, then the classical solution $u$ to $(P_s)$ belongs to $C^{\alpha-\epsilon} (\mathbb{R}^N)$ for any $\epsilon > 0$ small enough;

iii) If $\delta > 1$ and $\beta < 2s$, then any classical solution to $(P_s)$ in $C^+_\phi_{s,\beta} (\Omega)$ belongs to $C^{2s+\beta/(2s+1)} (\mathbb{R}^N)$.

**Remark 1.5.** Theorems 1.2 and 1.4 (see Proposition 3.1) hold for the following problem:

\[ (-\Delta)^s u = \lambda (K(x)u^{-\delta} + g) \text{ in } \Omega \]

where $g \in L^\infty (\Omega)$ with similar proofs. Hence Theorems 1.2 and 1.4 are still valid for bounded solutions to $(P_s)$.

We now consider the problem $(P_\lambda)$. The next result shows the existence of a global branch of (classical) solutions to $(P_\lambda)$:

**Theorem 1.6.** Let $f$ satisfy conditions \((f_1)-(f_3)\) and assume that $2\beta + \delta (2s-1) < 1 + 2s$. Then,

i) There exists $\Lambda \in (0, +\infty)$ and $0 < \gamma = \gamma (\beta, \delta)$ such that $S \subset [0, \Lambda] \times \left( C^\gamma (\mathbb{R}^N) \cap \tilde{H}^s (\Omega) \cap C^+_\phi_{s,\beta} (\Omega) \right)$ with

$$
\gamma = \begin{cases}
  s & \text{if } \frac{\beta}{s} + \delta < 1, \\
  s - \epsilon & \text{if } \frac{\beta}{s} + \delta = 1, \forall \epsilon > 0 \text{ small enough,} \\
  2s - \beta & \text{if } \frac{\beta}{s} + \delta > 1.
\end{cases}
$$

ii) There exists a connected unbounded branch $C$ of solutions to $(P_\lambda)$ in $\mathbb{R}^+ \times C_0 (\overline{\Omega})$, emanating from $(0,0)$ such that for any $\lambda \in (0, \Lambda)$, there exists $(\lambda, u_\lambda) \in C$ with $u_\lambda$ being the minimal solution to $(P_\lambda)$. Furthermore, as $\lambda \to \Lambda^-$, $u_\lambda \to u_\Lambda$ in $\tilde{H}^s (\Omega)$, where $u_\Lambda$ is a weak solution to $(P_\Lambda)$.

iii) The curve $(0, \Lambda) \ni \lambda \mapsto u_\lambda \in C_0 (\overline{\Omega})$ is of class $C^2$.

iv) (Bending and local multiplicity near $\Lambda$)

If $u_\Lambda \in L^\infty$, then $\lambda = \Lambda$ is a bifurcation point, that is, there exists a unique $C^2$-curve $(\lambda(s), u(s)) \in \mathcal{C}$, where the parameter $s$ varies in an open interval about the origin in $\mathbb{R}$, such that

\begin{equation}
\lambda(0) = \Lambda, \quad u(0) = u_\Lambda, \quad \lambda'(0) = 0, \quad \lambda''(0) < 0.
\end{equation}

v) (Asymptotic bifurcation point)

$C$ admits an asymptotic bifurcation point $\Lambda_\alpha$ satisfying $0 \leq \Lambda_\alpha \leq \Lambda$.

Note that assertion (iv) in the above theorem implies that the connected branch bends to the left thereby creating at least two solutions in a left neighborhood of $\Lambda$. The next result provides a global multiplicity result for a class of functions $f$ including the case $f(u) = u^p$ with $1 < p < \frac{N+2s}{N-2s}$.

**Theorem 1.7.** Assume that $\beta = 0$, $\delta (2s-1) < 2s+1$ and that $f$ satisfies \((f_1)-(f_5)\). Then, for any $\lambda_0 > 0$, $S \cap \{ \lambda \geq \lambda_0 \}$ is uniformly bounded and the connected branch $C$ of solutions to $(P_\lambda)$ given in Theorem 1.6 admits one and only one bifurcation point $\Lambda_0 = 0$.

The proof of Theorem 1.7 is based on uniform $L^\infty$-bound estimates. These estimates are established by blow-up technique together with the moving plane method. Furthermore, Theorem 1.7 provides a global multiplicity result for the class of functions $f$ satisfying hypothesis \((f_1)-(f_5)\), i.e.
This result complements results in [5] and [29].

In the following result, appealing the theory of analytic global bifurcation theory (see [9], [19], [30]) and under additional restrictions on \( \delta \) and \( \beta \), we prove the existence of a continuous and piecewise analytic curve of solutions to \( (P_\lambda) \). We consider here the case where \( f(u) = u^p \) with \( 1 < p < \frac{\frac{N + 2s}{N - 2s}}{2} \) but it can be extended for more general \( f \) with similar growth and as soon as the analyticity property for the operator \( F \) defined below (see assertion (v) of Theorem 1.8) holds.

**Theorem 1.8.** Let \( f(t) = t^p \) for some \( p \in \left( 1, \frac{\frac{N + 2s}{N - 2s}}{2} \right) \). Assume that \( \frac{\beta}{s} + \delta < 1 \). Then \( C \) contains an unbounded set \( A \) which is globally parametrized by a continuous map:

\[
(0, \infty) \ni s \mapsto (\lambda(s), u(s)) \in A \subset \mathcal{S}.
\]

Moreover, the following properties hold along the path \( A \):

i) \( (\lambda(s), u(s)) \to (0, 0) \) in \( \mathbb{R} \times C_{\phi_{\delta, \beta}}(\Omega) \) as \( s \to 0^+ \).

ii) For some \( s_0 > 0 \), the portion of the path \( \{ (\lambda(s), u(s)) : 0 < s < s_0 \} \) coincides with all the minimal solutions branch.

iii) \( \| u(s) \|^2_{C_{\phi_{\delta, \beta}}} \to \infty \) as \( s \to \infty \).

iv) \( A \) admits at least one asymmetric bifurcation point \( \lambda_0 \in [0, \Lambda] \), that is, there exists a sequence \( (s_n)_{n \in \mathbb{N}} \subset (0, \infty) \) such that \( \lambda(s_n) \to \lambda_0 \) and \( \| u(s_n) \|^2_{C_{\phi_{\delta, \beta}}} \to \infty \) as \( n \to \infty \).

v) Let \( F : \mathbb{R}^+ \times C^+_\phi(\Omega) \to C^+_\phi(\Omega) \) defined by

\[
F(\lambda, u) = (-\Delta)^{-s} \left( \lambda \frac{K(x)}{u^\delta} + u^p \right)
\]

for any \( (\lambda, u) \in \mathbb{R}^+ \times C_{\phi_{\delta, \beta}}(\Omega)^+ \).

Then, \( \{ s \geq 0 : \partial_s F(\lambda(s), u(s)) \} \) is not invertible is a discrete set.

vi) \( A \) is an “analytic” path. At each of its points \( A \) has a local analytic re-parameterization in the following sense: For each \( s^* \in (0, \infty) \) there exists a continuous, injective map \( \rho^* : (-1, 1) \to \mathbb{R} \) such that \( \rho^*(0) = s^* \) and the re-parametrisation

\[
(-1, 1) \ni t \mapsto (\lambda(\rho^*(t)), u(\rho^*(t))) \in A
\]

is analytic.

Furthermore, the map \( s \mapsto \lambda(s) \) is injective in a right neighborhood of \( s = 0 \) and for each \( s^* > 0 \) there exists \( \epsilon^* > 0 \) such that \( \lambda \) is injective on \([s^*, s^* + \epsilon^*] \) and on \([s^* - \epsilon^*, s^*] \).

vii) \( A \) bends to the left of \( \{ \lambda = \Lambda \} \) at the point \( (\Lambda, u_\Lambda) \).

**Remark 1.9.** If \( K \equiv 1 \), then from Theorem 1.7 the asymmetric bifurcation point \( \lambda_0 = 0 \).

In the proof of Theorem 1.8, we will consider the compact nonlinear operator \( A : \mathbb{R}^+ \times C_0(\Omega) \to C_0(\Omega) \) defined for any \( (\lambda, v) \in \mathbb{R}^+ \times C_0(\Omega) \) by:

\[
A(\lambda, v) = w \in \tilde{H}^s(\Omega) \text{ be the unique solution to } (-\Delta)^s w - \frac{\lambda K(x)}{w^\delta} = v, v \equiv 0 \text{ on } \mathbb{R}^N \setminus \Omega.
\]

We have clearly that

\[
(\lambda, u) \in \mathcal{S} \iff u = A(\lambda, \lambda f(u)).
\]

The compactness of \( A \) follows from the regularity result stated in assertion (i) of Theorem 1.6 and is used to apply the global bifurcation theory of Rabinowitz.

Concerning the proof of Theorem 1.8 we need the following result to get the compactness of the operator \( F \) in \( C_{\phi_{\delta, \beta}}(\Omega) \).

**Lemma 1.10.** Let \( (w_n)_{n \in \mathbb{N}} \) be a bounded sequence in \( C_{\phi_{\delta, \beta}}(\Omega) \). Let \( \Omega \ni x \to C(x) \) be a \( C^\gamma_{\text{loc}} \) positive function, with \( \gamma \in (0, 1) \), such that \( \sup_\Omega C(x) d(x)^{\beta + (\delta + 1)s} < \infty \). Then,

\[
v_n = [(\Delta)^s + C(x)]^{-1} w_n \in C_{\phi_{\delta, \beta}}(\Omega)
\]
and \((v_n)_{n \in \mathbb{N}}\) is relatively compact in \(C_{\phi,k}(\Omega)\).

The analytic framework requires to prove additionally the analyticity of \(F\) on \(\mathbb{R}^+ \times C_{\phi,k}(\Omega)\). This can be proved similarly as in [20].

**Remark 1.11.** From assertions (v) and (vi) in Theorem 1.8, \(A\) has a nice structure made of analytic arcs parametrized by \(\lambda\) and only a finite countable collection of singular points.

The outline of the paper is as follows. In Section 2, we prove Theorems 1.2 and 1.4. In Section 3, we establish our main bifurcation result, that is Theorem 1.6. Then, in Section 4, we deal with the special case of subcritical nonlinearities and prove Theorems 1.7 and 1.8 together with Lemma 1.10. Finally in the appendix, we prove the \(C^2\)-regularity of the operator \(A\) involved in the proof of Theorem 1.6.

## 2. Pure singular problem \((P_s)\).

In this section, we deal with the problem \((P_s)\) and prove Theorems 1.2 and 1.4. We start with the proof of Theorem 1.2.

**Proof of Theorem 1.2.**

We first prove the existence of classical solutions. We give two alternative proofs. Let us consider first the case \(\beta + \delta < 1\). In the spirit of the seminal work of Crandall, Rabinowitz, Tartar (see [17]), we introduce the following approximated problem:

\[
\begin{align*}
(P_s) & \quad \begin{cases}
(-\Delta)^s u = \frac{K_\epsilon(x)}{(u + \epsilon)^\delta} \quad & \text{in } \Omega, \\
\quad u > 0 \quad & \text{in } \Omega, \\
\quad u \equiv 0 \quad & \text{in } \mathbb{R}^n \setminus \Omega
\end{cases}
\end{align*}
\]

with \(K_\epsilon(x) = \inf \left\{ \frac{1}{\epsilon}, K(x) \right\}\). \((P_s)\) admits a unique solution in \(\tilde{H}^s(\Omega)\). Indeed, Let \(\tilde{H}^s(\Omega)^+\) denote the positive cone of \(\tilde{H}^s(\Omega)\). Let \(E_\epsilon : \tilde{H}^s(\Omega)^+ \to \mathbb{R}\) defined by:

\[
E_\epsilon(v) = \frac{1}{2} \int_{\mathbb{R}^N} ((-\Delta)^2 v)^2 \, dx - \int_\Omega \frac{K_\epsilon(x)(v + \epsilon)^{1-\delta}}{1-\delta} \, dx
\]

for any \(v \in \tilde{H}^s(\Omega)^+\). It is easy to prove that \(E_\epsilon\) is weakly lower semi-continuous, strictly convex and coercive on \(\tilde{H}^s(\Omega)^+\). Furthermore, \(\inf_{\tilde{H}^s(\Omega)^+} E_\epsilon < 0\). Therefore, \(E_\epsilon\) admits a unique global minimizer, \(u_\epsilon \neq 0\), on \(\tilde{H}^s(\Omega)^+\). Furthermore, we observe that for \(c > 0\) small enough, \(c\phi_{1,s}\) is a strict subsolution to \((P_s)\), independently of \(\epsilon\). Indeed, for a constant \(c > 0\) small enough and independent of \(\epsilon\), we have

\[
(-\Delta)^s (c\phi_{1,s} + \epsilon)\frac{(c\phi_{1,s} + \epsilon)^\delta}{K_\epsilon(x)} = \lambda_{1,s} \frac{c\phi_{1,s}(c\phi_{1,s} + \epsilon)^\delta}{K_\epsilon(x)} \leq 1.
\]

To derive the Euler-Lagrange equation, we prove that \(u_\epsilon \geq c\phi_{1,s}\). For that, let us consider the convex function \(\xi : [0,1] \to \mathbb{R}\) defined by

\[
\xi(t) = E_\epsilon(u_\epsilon + t(c\phi_{1,s} - u_\epsilon)^+).
\]

By convexity of \(\xi\) and since \(u_\epsilon\) is a minimizer of \(E_\epsilon\), \(0 \leq \xi'(0) \leq \xi'(1)\) and

\[
\xi'(1) = \langle (-\Delta)^s (u_\epsilon + (c\phi_{1,s} - u_\epsilon)^+), (c\phi_{1,s} - u_\epsilon)(c\phi_{1,s} + \epsilon)^\delta \rangle - \int_\Omega \frac{K_\epsilon}{(c\phi_{1,s} + \epsilon)^\delta} (c\phi_{1,s} - u_\epsilon)^+ \, dx.
\]

Using the following well-known convexity inequality

\[
(-\Delta)^s (\phi(u)) \leq \phi'(u)(-\Delta)^s u
\]

for any convex Lipschitz function \(\phi\),
we have
\[ \xi'(1) \leq \langle (-\Delta)^s(u_\epsilon + (c\phi_{1,s} - u_\epsilon)), (c\phi_{1,s} - u_\epsilon) \rangle - \int_\Omega \frac{K_\epsilon}{(c\phi_{1,s} + \epsilon)^\alpha} (c\phi_{1,s} - u_\epsilon)^+ \, dx \]
\[ = \left\langle (-\Delta)^s(c\phi_{1,s}) - \frac{K_\epsilon}{(c\phi_{1,s} + \epsilon)^\alpha}, (c\phi_{1,s} - u_\epsilon)^+ \right\rangle < 0 \]
if the support of \((c\phi_{1,s} - u_\epsilon)^+\) has non 0-measure. So we get a contradiction in this case and \(c\phi_{1,s} \leq u_\epsilon\).

Then, we have
\[ \xi'(1) \leq \langle (-\Delta)^s(u_\epsilon + (c\phi_{1,s} - u_\epsilon)), (c\phi_{1,s} - u_\epsilon) \rangle - \int_\Omega \frac{K_\epsilon}{(c\phi_{1,s} + \epsilon)^\alpha} (c\phi_{1,s} - u_\epsilon)^+ \, dx \]
\[ = \left\langle (-\Delta)^s(c\phi_{1,s}) - \frac{K_\epsilon}{(c\phi_{1,s} + \epsilon)^\alpha}, (c\phi_{1,s} - u_\epsilon)^+ \right\rangle < 0 \]

Therefore, we get a contradiction and \(c\phi_{1,s} \leq u_\epsilon\). Thus, \(E_\epsilon\) is Gâteaux differentiable at \(u_\epsilon\) and \(u_\epsilon\) satisfies in the sense of distributions:
\[ \begin{cases} (-\Delta)^s u_\epsilon = \frac{K_\epsilon(x)}{(u_\epsilon + \epsilon)^\alpha} & \text{in } \Omega, \\ u_\epsilon > 0 & \text{in } \Omega, \\ u_\epsilon = 0 & \text{in } \mathbb{R}^N \setminus \Omega. \end{cases} \]

From [37, Proposition 1.1, p. 277], we deduce that \(u_\epsilon \in C^s(\mathbb{R}^N)\). Now we prove that \(u_\epsilon\) is monotone increasing as \(\epsilon \downarrow 0^+\) by a comparison argument (that we will use throughout the paper, refered as the comparison principle): Let \(0 < \epsilon' < \epsilon\). Then,
\[ (-\Delta)^s(u_{\epsilon'} - u_\epsilon) = \frac{K_{\epsilon'}}{(u_{\epsilon'} + \epsilon')^\alpha} + \frac{K_\epsilon}{(u_\epsilon + \epsilon)^\alpha} = 0. \]

Let \(x_0 = \arg\min_{\Omega} (u_{\epsilon'} - u_\epsilon)\) and assume that \(x_0 \in \Omega\). Hence, \((u_{\epsilon'} - u_\epsilon)(x_0) \leq 0\). Then,
\[ (-\Delta)^s(u_{\epsilon'} - u_\epsilon)(x_0) = \frac{K_{\epsilon'}}{(u_{\epsilon'}(x_0) + \epsilon')^\alpha} + \frac{K_\epsilon}{(u_\epsilon(x_0) + \epsilon)^\alpha} \leq \]
\[ C(N, s) \int_{\mathbb{R}^N} \frac{(u_{\epsilon'} - u_\epsilon)(x_0) - (u_{\epsilon'} - u_\epsilon)(y)}{|x_0 - y|^{N+\frac{2s}{\alpha}}} \, dy - \frac{K_{\epsilon'}}{(u_{\epsilon'}(x_0) + \epsilon')^\alpha} + \frac{K_\epsilon}{(u_\epsilon(x_0) + \epsilon)^\alpha} < 0 \]
from which we get a contradiction. Therefore, we get a contradiction and \(u_{\epsilon'} > u_\epsilon\) in \(\Omega\). Thus, we infer that \(u = \lim_{\epsilon \downarrow 0^+} u_\epsilon \geq c\phi_{1,s}\) and satisfies in the sense of distributions
\[ (2.1) \]
\[ \begin{cases} (-\Delta)^s u = \frac{K(x)}{u^\alpha} & \text{in } \Omega, \\ u > 0 & \text{in } \Omega, \\ u = 0 & \text{in } \mathbb{R}^N \setminus \Omega. \end{cases} \]

Furthermore, \(u \in \dot{H}^s(\Omega)\). Indeed,
\[ \int_{\mathbb{R}^N} ((-\Delta)^{s/2} u_\epsilon)^2 \, dx = \int_\Omega K_\epsilon \frac{u_\epsilon}{(u_\epsilon + \epsilon)^\alpha} \, dx \leq \int_\Omega K_\epsilon u_\epsilon(x)^{1-\alpha} \, dx \]
\[ \leq C \left( \int_\Omega d(x)^{2s/(s-\beta-\delta)} \right)^{\alpha/2} \left( \int_\Omega \left( \frac{u_\epsilon}{d(x)^s} \right)^2 \, dx \right)^{\alpha/2} \]
from which together with the Hardy inequality it follows
\[ \sup_{\epsilon > 0} \int_{\mathbb{R}^N} ((-\Delta)^{s/2} u_\epsilon)^2 \, dx < \infty. \]

Therefore, \(u\) being the minimal solution to \((P_s)\), any weak solution to \((P_s)\) is in \(\dot{H}^s(\Omega)\). Then, using again the comparison principle above, it is easy to prove that \(u\) is the unique weak solution to \((P_s)\). We now prove the upper estimate. Let \(G_s(x, y)\) the Green function associated to \((-\Delta)^s\) with homogeneous Dirichlet conditions in \(\Omega\). Then we have:
\[ (2.2) \]
\[ u_\epsilon = \int_\Omega G_s(x, y) K_\epsilon(y) \, dy. \]
From [13, Theorem 1.1, p. 467], we have the following estimates on the Kernel $G_s$:

$$0 \leq G_s(x,y) \leq C \min \{d^s(x)d^s(y), |x-y|^s d^s(x)\}.$$ 

Plugging the above inequality into the integral representation (2.2), we obtain for some positive constant $\tilde{C}$ independent of $\epsilon$:

$$u_\epsilon(x) = \tilde{C} \int_{\Omega} \min \{d^s(y), |x-y|^s\} \frac{d(y)^{-\beta}}{(u_\epsilon(y) + \epsilon)^s} dy.$$ 

Distinguishing the cases $|x-y| \leq d(y)$ and $d(y) \leq |x-y|$ and noticing that $u_\epsilon \geq c\phi_{1,s}$, we then infer that

$$\frac{u_\epsilon(x)}{d^s(x)} \leq C \int_{\Omega} \min \{d^s(y), |x-y|^s\} d(y)^{-\beta-\delta} dy \leq C \int_{\Omega} |x-y|^{(s-1-\delta)-\beta-N} dy < \infty.$$ 

Thus passing to the limit as $\epsilon \to 0^+$, we infer that

$$c\phi_{1,s} \leq u \leq C\phi_{1,s}$$

for some positive constants $c, C$. This completes the proof of the existence and the asymptotic behaviour of the solution to ($P_\beta$) in the case $\frac{\beta}{s} + \delta < 1$.

Let us consider the case $\frac{\beta}{s} + \delta = 1$. Suppose first that $\beta > 0$. Following closely the proof of [11, Proposition 1.2.9, p. 26-30], we can prove the following extension result:

Let $w \in \dot{H}^s(\Omega)$ be the solution to

$$(-\Delta)^s w = \frac{1}{d(x)^s} \ln^{-\alpha} \left(\frac{A}{d(x)}\right) \text{ in } \Omega$$

$$w = 0 \text{ in } \mathbb{R}^N \setminus \Omega$$

where $0 < \alpha < 1$ and $A \geq \text{diam}(\Omega)$. Then, there exists $c_1, c_2 > 0$ such that

$$c_1 d(x)^s \ln^{-\alpha} \left(\frac{A}{d(x)}\right) \leq w(x) \leq c_2 d(x)^s \ln^{-\alpha} \left(\frac{A}{d(x)}\right), \quad \forall x \in \Omega.$$ 

Furthermore, for any $\alpha_0 < 1$, $c_1$ and $c_2$ are uniform for $0 \leq \alpha \leq \alpha_0$.

Based on this extension result, we prove the existence and behaviour of a unique solution to ($P_\beta$). First we prove the existence and uniqueness of the approximated solution $u_\epsilon$. For that we argue as in [5]. Let $C_0(\overline{\Omega})^+$ be the positive cone of $C_0(\overline{\Omega})$ and set the map

$$T_\epsilon : C_0(\overline{\Omega})^+ \to C_0(\overline{\Omega})^+$$

defined by

$$T_\epsilon(v) = (-\Delta)^{-s} \left(\frac{K_\epsilon}{(v + \epsilon)^s}\right), \quad \text{for any } v \in C_0(\overline{\Omega})^+.$$ 

From [37, Proposition 1.1, p. 277], we get for some positive constants $C, C_\epsilon$:

$$\|T_\epsilon v\|_{C_0(\overline{\Omega})} \leq \|T_\epsilon v\|_{C^s(\overline{\Omega})} \leq C \left\|\frac{K_\epsilon}{\epsilon^s}\right\|_{L^\infty(\Omega)} \leq C_\epsilon.$$ 

Therefore, $T_\epsilon$ is a continuous and compact operator from $M_\epsilon = \left\{\phi \in C_0(\overline{\Omega})^+ \mid \|\phi\|_{C_0(\overline{\Omega})} \leq C_\epsilon\right\}$ onto $M_\epsilon$. Then, applying the Schauder fix point Theorem, we infer the existence of $u_\epsilon$, solution to ($P_\beta$). The uniqueness of $u_\epsilon$ follows from the same arguments used in the case $\frac{\beta}{s} + \delta < 1$. As in the case $\frac{\beta}{s} + \delta < 1$, we have also for some positive constant $c$ independent of $\epsilon$:

$$c\phi_{1,s} \leq u_\epsilon \quad \text{and} \quad c\phi_{1,s} \leq u = \lim_{\epsilon \to 0^+} u_\epsilon$$
and \( u \) satisfies (2.1) in the sense of distributions. Next we establish the asymptotic behaviour of \( u \) near the boundary. Precisely, we aim to show that for some constant \( D > 0 \) large enough,

\[
(2.5) \quad \frac{1}{D} \phi_{1,s} \ln^{1+\epsilon} \left( \frac{2}{\phi_{1,s}} \right) \leq u \leq D \phi_{1,s} \ln^{1+\epsilon} \left( \frac{2}{\phi_{1,s}} \right).
\]

We can assume that \( \delta > 0 \) (if \( \delta = 0 \), (2.6) follows from (2.4) with \( \alpha = 0 \)). For that we iterate some estimates from (2.4) for suitable values of \( \alpha \in (0, 1) \) and \( \alpha_0 \). Precisely, from (2.4) and (1.1), the following estimates hold for some positive constants \( M, c \) large enough and \( 0 \leq \alpha \leq \frac{1 + \delta^3}{1 + \delta} < 1 \):

\[
(2.6) \quad \frac{1}{M} \phi_{1,s} \ln^{1-\alpha} \left( \frac{2}{\phi_{1,s}} \right) \leq (-\Delta)^s \left( \frac{1}{\phi_{1,s}} \right) \left( \frac{2}{\phi_{1,s}} \right) \leq M \phi_{1,s} \ln^{1-\alpha} \left( \frac{2}{\phi_{1,s}} \right),
\]

\[
(2.7) \quad c \phi_{1,s} \leq u, \quad \frac{1}{C_0} \phi_{1,s} \leq K(x) \leq C_0 \phi_{1,s}^{-\delta}.
\]

From (2.7), we get that for any \( \epsilon > 0 \)

\[
(-\Delta)^s u_{\epsilon} \leq \frac{C_0 \phi_{1,s}^{-\delta}}{c (\phi_{1,s})^\delta} = C_0 c^{-\delta} \phi_{1,s}^{-1}.
\]

Using (2.4) and the comparison principle, we infer that

\[
(2.8) \quad u_{\epsilon} \leq C_0 c^{-\delta} M \phi_{1,s} \ln \left( \frac{2}{\phi_{1,s}} \right) \text{ and by taking } \epsilon \to 0^+ \quad u \leq C_0 c^{-\delta} M \phi_{1,s} \ln \left( \frac{2}{\phi_{1,s}} \right)
\]

from which we obtain \( u \in C_0(\Omega) \). Again using the equation (2.1) satisfied by \( u \) and plugging the estimate (2.8), we obtain:

\[
(-\Delta)^s u \geq \frac{1}{C_0 c^{-\delta}} M^{-\delta} \phi_{1,s}^{-1} \ln^{-\delta} \left( \frac{2}{\phi_{1,s}} \right)
\]

from which together with the comparison principle it follows that

\[
u \geq \frac{c^{\delta^2}}{(MC_0)^{\delta+1}} \phi_{1,s} \ln^{1-\delta} \left( \frac{2}{\phi_{1,s}} \right).
\]

Iterating these estimates, we get for any \( p \in \mathbb{N} \):

\[
(2.9) \quad \frac{c^{\delta^p+2}}{(MC_0)^{1+\delta+\cdots+\delta^p+1}} \phi_{1,s} \ln^{1-\delta+\delta^2+\cdots+\delta^{p+1}} \left( \frac{2}{\phi_{1,s}} \right) \leq u \leq \frac{(MC_0)^{1+\delta+\cdots+\delta^p+2}}{c^{\delta^p+2}} \phi_{1,s} \ln^{1-\delta+\delta^2+\cdots+\delta^{p+2}} \left( \frac{2}{\phi_{1,s}} \right).
\]

Passing to the limit as \( p \to \infty \), we obtain that

\[
\left( \frac{1}{MC_0} \right)^{1-\delta} \phi_{1,s} \ln^{1-\delta} \left( \frac{2}{\phi_{1,s}} \right) \leq u \leq (MC_0)^{1-\delta} \phi_{1,s} \ln^{1-\delta} \left( \frac{2}{\phi_{1,s}} \right).
\]

Let us finally consider the case \( \beta = 0 \) and \( \delta = 1 \). In this case \( u \) satisfies

\[
\begin{cases}
(-\Delta)^s u = \frac{1}{u} \ln u, \\
u > 0 \text{ in } \Omega, \\
u \geq 0 \text{ in } \mathbb{R}^N \setminus \Omega.
\end{cases}
\]
From (2.4), we have for $M_0 > 0$ large enough,

$$
\frac{1}{M_0} \phi_{1,s} \ln^\frac{1}{2} \left( \frac{2}{\phi_{1,s}} \right) \leq w_0 \overset{\text{def}}{=} (-\Delta)^{-s} \left( \frac{1}{\phi_{1,s} \ln^\frac{1}{2} \left( \frac{2}{\phi_{1,s}} \right)} \right) \leq M_0 \phi_{1,s} \ln^\frac{1}{2} \left( \frac{2}{\phi_{1,s}} \right).
$$

Then for a positive constant $C$ large enough, we have

$$
(-\Delta)^s (Cw_0) \geq \frac{1}{Cw_0} \text{ and } (-\Delta)^s \left( \frac{1}{Cw_0} \right) \leq \frac{C}{w_0} \text{ in } \Omega.
$$

Therefore again by the comparison principle, $\frac{w_0}{C} \leq u \leq Cw_0$. Thus for a constant $C_1$ large enough,

$$
\frac{1}{C_1} \phi_{1,s} \ln^\frac{1}{2} \left( \frac{2}{\phi_{1,s}} \right) \leq u \leq C_1 \phi_{1,s} \ln^\frac{1}{2} \left( \frac{2}{\phi_{1,s}} \right).
$$

Next, we consider the case $\frac{\beta}{s} + \delta > 1$ which is equivalent to $\beta > (1 - \delta)s$. Let $w \in L^1(\Omega) \cap C^s_{\text{loc}}(\Omega)$ be the function satisfying:

$$
(-\Delta)^s w = \frac{1}{d(x)^{\alpha + \beta}} = \frac{1}{d(x)^{2s - \alpha}} \text{ with } \alpha = \frac{2s - \beta}{\delta + 1}.
$$

Then, from [1, Proposition 1.2.9], there exists $M_1 > 0$ such that

$$
\frac{1}{M_1} \phi_{1,s}^{\frac{\beta}{s}} \leq w \leq M_1 \phi_{1,s}^{\frac{\beta}{s}}
$$

and for a constant $C > 0$ large enough

$$
(-\Delta)^s (Cw) \geq \frac{K(x)}{(Cw)^\rho} \text{ and } (-\Delta)^s \left( \frac{w}{C} \right) \leq C^{\delta} \frac{K(x)}{w^{\delta}}.
$$

Then, we conclude as above by the comparison principle that

$$
\frac{w}{C} \leq u \leq Cw \text{ thus } \frac{1}{CM_1} \phi_{1,s}^{\frac{\beta}{s}} \leq u \leq CM_1 \phi_{1,s}^{\frac{\beta}{s}}.
$$

Finally, observe that $u \in \dot{H}^s(\Omega)$ if and only if $\int_{\Omega} K(x) u^{1-\delta} \, dx$. Due to the behaviour of $u$ with respect to $d$, it reduces to the necessary and sufficient condition $2\beta + \delta(2s - 1) < 1 + 2s$. This completes the proof of assertions (i)-(ii). Assertion (iii) follows from the last assertion in (16) of [1, Proposition 1.2.9, p. 7]. This completes the proof of Theorem 1.2.

We now prove Theorem 1.4. To this aim, we recall the following regularity results from [39, Theorem 2.9, p. 79] (see also [37, Proposition 2.3, p. 280]):

**Proposition 2.1.** Let $w \in C^\infty(\mathbb{R}^N)$, $h \in L^\infty(\Omega)$ such that

$$
(-\Delta)^s w = h \text{ in } B_1.
$$

Then, $\forall \tilde{\beta} \in (0, 2s)$

$$
\|w\|_{C^\tilde{\beta}(\mathbb{B}_{1/2})} \leq C \left( \|w\|_{L^\infty(\mathbb{R}^N)} + \|h\|_{L^\infty(B_1)} \right).
$$

As in [37, Corollary 2.5, p. 280], we have also

**Corollary 2.2.** Assume that $w \in C^\infty(\mathbb{R}^N)$ is a solution to

$$
(-\Delta)^s w = h \text{ in } B_1.
$$

Then, for every $\tilde{\beta} \in (0, 2s)$,

$$
\|w\|_{C^{\tilde{\beta}}(\mathbb{B}_{1/2})} \leq C \left( \|(1 + |x|)^{-N-2s}w\|_{L^1(\mathbb{R}^N)} + \|w\|_{C^{\tilde{\beta}}(\mathbb{B}_2)} + \|h\|_{C^{\tilde{\beta}}(\mathbb{B}_2)} \right).
$$
where the constant $C$ depends only on $n$, $s$ and $\beta$.

Using the regularity estimates above as in [37, Lemma 2.9, p. 281], we establish the following result:

**Lemma 2.3.** Let $x_0 \in \Omega$ and $R = \frac{d(x_0)}{2}$. Then, for any $\beta \in (0, 2s)$, there exists $C = C(\beta, s, \Omega) > 0$ and $C_\epsilon = C_\epsilon(\beta, s, \Omega, \epsilon)$ such that:

i) If $\frac{\beta}{s} + \delta < 1$, $\|u\|_{C_\beta(B_R(x_0))} \leq CR^{s-\beta}$;

ii) if $\frac{\beta}{s} + \delta = 1$, $\|u\|_{C_\beta(B_R(x_0))} \leq C_\epsilon R^{s-\beta-\epsilon}$, $\forall \epsilon > 0$ small enough;

iii) If $\frac{\beta}{s} + \delta > 1$, $\|u\|_{C_\beta(B_R(x_0))} \leq CR^{\frac{2s-\delta}{s-\beta}}$.

**Proof of Lemma 2.3.**

Without loss of generality, we may assume $u \in C^\infty(\mathbb{R}^N)$. Indeed, we can regularize by the usual mollification technique: $u * \eta$, where $\eta$ is the standard mollifier.

Note that $B_R(x_0) \subset B_{2R}(x_0) \subset \Omega$. As in the proof of Lemma 2.9 p. 282 of [37], we define the rescaled function $\tilde{u}$:

$$\tilde{u}(y) = u(x_0 + Ry)$$

and let $g(y) = \frac{K(y)}{u^s(y)}$. Then, we have

$$(-\Delta)^s \tilde{u}(y) = R^{2s}g(x_0 + Ry) \text{ in } B_1.$$  

Thus, using Corollary 2.2, we obtain:

$$\|\tilde{u}\|_{C_\beta(B_{1/4})} \leq C \left( \|R^{2s}g(x_0 + Ry)\|_{L^\infty(B_1)} + \|\tilde{u}\|_{L^\infty(B_1)} + \|(1 + |x|)^{-N-2s}\tilde{u}\|_{L^1(\mathbb{R}^N)} \right).$$

We distinguish the following cases:

**Case 1:** $\frac{\beta}{s} + \delta < 1$. From Theorem 1.2, we have $\tilde{u}(x) \leq CR^s$ for any $x \in B_1$. Then,

$$\|\tilde{u}\|_{L^\infty(B_1)} \leq CR^s \text{ and } \|R^{2s}g(x_0 + Ry)\|_{L^\infty(B_1)} \leq CR^{s-\beta-\delta s}.$$  

Furthermore observing that

$$\tilde{u}(y) \leq CR^s(1 + |y|^s) \forall y \in \mathbb{R}^N,$$

we infer that

$$\|(1 + |y|)^{-N-2s}\tilde{u}\|_{L^1(\mathbb{R}^N)} \leq CR^s.$$

Therefore, gathering the above estimates and since $\beta + \delta s < s$, we obtain that $\|\tilde{u}\|_{C_\beta(B_{1/4})} \leq CR^s$ with $C$ independent of $R$. Then, we conclude that

$$\|\tilde{u}\|_{C_\beta(B_{1/4})} \leq CR^{s-\beta}.$$  

This completes the proof of assertion (i) of Lemma 2.3.

**Case 2:** $\frac{\beta}{s} + \delta = 1$. In this case, we recall that from Theorem 1.2 $\forall \epsilon > 0$ small enough, $u \leq C_\epsilon d^{s-\epsilon}$ and then

$$\forall \epsilon > 0 \text{ (small enough) }, \tilde{u}\|_{L^\infty(B_1)} \leq C_\epsilon R^{s-\epsilon},$$

$$\|R^{2s}g(x_0 + Ry)\|_{L^\infty(B_1)} \leq C_\epsilon R^{-\beta-\delta(s-\epsilon)+2s}$$

and

$$\|(1 + |y|)^{-N-2s}\tilde{u}\|_{L^1(\mathbb{R}^N)} \leq C_\epsilon R^{s-\epsilon}.$$  

Therefore,

$$\|\tilde{u}\|_{C_\beta(B_{1/4})} \leq C_\epsilon R^{s-\epsilon} \text{ and then } \|u\|_{C_\beta(B_{1/4})} \leq C_\epsilon R^{s-\epsilon-\beta}.$$
Similarly, we deal with Case 3: \( \frac{\beta}{s} + \delta > 1 \). In this case, from Theorem 1.2, we have
\[
\| \tilde{u} \|_{L^\infty(B_1)} \leq CR^{2s-\frac{\beta}{s}}, \quad \| R^{2s} g(x_0 + R y) \|_{L^\infty(B_1)} \leq CR^{2s-\frac{2(2s-\beta)}{s+1}} = CR^{\frac{2s-\beta}{s+1}}
\]
and
\[
\|(1+|x|)^{-\frac{N-2s}{s+1}} \tilde{u} \|_{L^1(\mathbb{R}^N)} \leq CR^{\frac{2s-\beta}{s+1}}.
\]
Therefore,
\[
\| \tilde{u} \|_{C^\delta(B_{1/4})} \leq CR^{\frac{2s-\beta}{s+1}}\text{ and then } \| u \|_{C^\delta(B_{R/4}(x_0))} \leq CR^{\frac{2s-\beta-\beta}{s+1}}.
\]
Finally, by a covering argument, the Hölder estimates in Lemma 2.3 hold. This completes the proof of the Lemma.

**Proof of Theorem 1.4.**

We again distinguish cases with respect to \( \beta \) and \( \delta \) and follow the proof of [37] Proposition 1.1, p 282:

**Case 1:** \( \frac{\beta}{s} + \delta < 1 \). Doing \( \beta = s \), we have for \( x_0 \in \Omega \),
\[
(2.10) \quad \| u \|_{C^\epsilon(\overline{B}(x_0))} \leq C, \text{ with } R = \frac{d(x_0)}{2}.
\]

To get the estimate on all \( \Omega \) (and then on all \( \mathbb{R}^N \)) since \( u \equiv 0 \) on \( \mathbb{R}^N \setminus \Omega \), it is sufficient from (2.10) and interior regularity that follows from [37] Proposition 1.1, to extend (2.10) on \( \cup_{x_0 \in \Omega_\eta} B_2R(x_0) \setminus B_R(x_0) \) where \( \eta > 0 \) small enough and \( \Omega_\eta = \{ x \in \Omega : d(x) < \eta \} \).

In this regard, let \( x, y \in \Omega_\eta \) with \( |x - y| \geq \max(d(x)/2, d(y)/2) \). Suppose that \( \frac{\beta}{s} + \delta < 1 \). Then, for a constant \( C > 0 \) large enough,
\[
\frac{|u(x) - u(y)|}{|x - y|^s} \leq \frac{|u(x)|}{|x - y|^s} + \frac{|u(y)|}{|x - y|^s} \leq 2^s \left( \frac{|u(x)|}{d(x)^s} + \frac{|u(y)|}{d(y)^s} \right) \leq C.
\]

In the cases \( \frac{\beta}{s} + \delta = 1 \) and \( \frac{\beta}{s} + \delta > 1 \), we obtain respectively
\[
\frac{|u(x) - u(y)|}{|x - y|^s - \epsilon} \leq C_\epsilon \text{ and } \frac{|u(x) - u(y)|}{|x - y|^\frac{2s-\beta}{s+1}} \leq C.
\]

This completes the proof of Theorem 1.4. \( \square \)

3. Global bifurcation results

We now prove Theorems 1.6 and 1.7. We start by the following result which states the existence and the regularity of the branch of minimal (classical) solutions to \( (P_\lambda) \) for \( \lambda \in (0, \Lambda) \) with \( \Lambda > 0 \).

**Proposition 3.1.** Assume (f1)-(f3). For any \( \delta \geq 0 \) and \( 0 \leq \beta < 2s \), there exists \( \Lambda > 0 \) such that

i) For any \( 0 < \lambda < \Lambda \), \( (P_\lambda) \) admits a minimal solution \( u_\lambda \in C^+_{\phi_0,\beta}(\Omega) \). For \( \lambda > \Lambda \), there is no weak bounded solution.

ii) There exists \( C > 0 \) such that for \( \lambda > 0 \) small enough, \( u_\lambda \) is the unique solution in \( S \cap \mathbb{R}^+ \times \{ u \in L^\infty(\Omega) \setminus \| u \|_{L^\infty(\Omega)} \leq C \} \).

iii) \( u_\lambda \in \tilde{H}^s(\Omega) \) if and only if \( 2\beta + \delta(2s - 1) < 1 + 2s \). Assuming \( 2\beta + \delta(2s - 1) < 1 + 2s \), then \( (0, \Lambda) \ni \lambda \mapsto u_\lambda \in C_0(\Omega) \) is of class \( C^2 \). Furthermore, \( u_\lambda \to u_\lambda \) in \( \tilde{H}^s(\Omega) \) as \( \lambda \to \Lambda^- \), where \( u_\lambda \) is a weak solution to \( (P_\lambda) \) for \( \lambda = \Lambda \).
Proof of Proposition 3.1
We start by showing the existence of $u_\lambda$ for $\lambda > 0$ small. Let $\bar{u}_\lambda$ be the solution to

$$
(3.1) \quad \left\{ \begin{array}{l}
(-\Delta)^\delta u = \frac{\lambda K(x)}{u^\delta} \quad \text{in } \Omega, \\
u > 0 \quad \text{in } \Omega, \\
u = 0 \quad \text{in } \mathbb{R}^N \setminus \Omega.
\end{array} \right.
$$

Then, setting $\bar{u}_\lambda = \frac{\lambda^{1/\delta} u_\lambda}{\gamma}$ where $u_\lambda$ is given by Theorem 1.2. Clearly, $\bar{u}_\lambda$ is a strict subsolution to $(P_\lambda)$. Let $U \in C^\alpha(\mathbb{R}^N) \cap H^\alpha(\Omega)$ be the unique solution to

$$
(3.2) \quad \left\{ \begin{array}{l}
(-\Delta)^\delta u = 1 \quad \text{in } \Omega, \\
u > 0 \quad \text{in } \Omega, \\
u = 0 \quad \text{in } \mathbb{R}^N \setminus \Omega.
\end{array} \right.
$$

Then, setting $\bar{u}_\lambda = \frac{\lambda^{1/\delta} u_\lambda}{\gamma} + MU$ for some $M > 1$ and letting $\lambda_0 > 0$, we have

$$
(-\Delta)^\delta (\bar{u}_\lambda) = \frac{\lambda K(x)}{u_\lambda} + M \geq \frac{\lambda K(x)}{(\bar{u}_\lambda + MU)^\delta} + \lambda f(\bar{u}_\lambda + MU)
$$

if

$$
(3.3) \quad \frac{M}{\max_{\lambda \leq \lambda_0} \|f(\bar{u}_\lambda + MU)\|_{L^\infty(\Omega)}} \geq \lambda_0 \quad \text{and } \lambda \leq \lambda_0.
$$

Taking $\lambda_0 > 0$ small enough such that (3.3) is verified, $\bar{u}_\lambda$ is then a supersolution to $(P_\lambda)$ for $\lambda \leq \lambda_0$. Next, we define the following iterative scheme ($n \geq 1$):

$$
(3.4) \quad \left\{ \begin{array}{l}
(-\Delta)^\delta u_n + \lambda C u_n - \frac{\lambda K(x)}{u_n^\delta} = \lambda C u_{n-1} + \lambda f(u_{n-1}) \quad \text{in } \Omega, \\
u > 0 \quad \text{in } \Omega, \\
u = 0 \quad \text{in } \mathbb{R}^N \setminus \Omega
\end{array} \right.
$$

with $u_0 = \bar{u}_\lambda$ and $C = C(\lambda_0) > 0$ large enough such that $t \to Ct + f(t)$ is increasing on $[0, \|\bar{u}_\lambda\|_{L^\infty(\Omega)}]$. Using the comparison principle as above (for that we remark that the operator $(-\Delta)^\delta u + \lambda C u - \frac{\lambda K(x)}{u^\delta}$ is monotone) and adapting slightly the proof of Theorem 1.2 to get the existence of $u_n$, it is easy to prove that $(u_n)_{n \geq 0} \subset C^\alpha(\mathbb{R}^N) \cap C^\alpha_{\phi, \beta}(\Omega)$ and is increasing. Furthermore, for any $0 < \lambda \leq \lambda_0$, $\bar{u}_\lambda \leq u_n \leq \bar{u}_\lambda + MU$. From Theorems 1.2 and 1.4

$$
sup_{n \in \mathbb{N}} \|u_n\|_{C^\gamma(\mathbb{R}^N)} \leq C_0 \quad \text{for some } \gamma = \gamma(\delta, \beta, \lambda_0) \quad \text{and } C_0 = C_0(\delta, \beta, \lambda_0) \quad \text{large enough. Therefore},
$$

$$
u_n \to u \quad \text{in } C(\mathbb{R}^N) \quad \text{as } n \to \infty \quad \text{and } u \quad \text{satisfies}
$$

$$
(-\Delta)^\delta u = \lambda \left( \frac{K(x)}{u^\delta} + f(u) \right)
$$

in the sense of distributions. Now, we set

$$
\Lambda = \sup \{ \lambda > 0 : \exists \text{ a weak bounded solution to } (P_\lambda) \}.
$$

Obviously, from above we have $\Lambda > 0$. Furthermore, from assumption (F3), $\Lambda < \infty$. In addition, for any $0 < \lambda < \Lambda$, there exists $u_\lambda \in C^\alpha_{\phi, \beta}(\Omega)$ a minimal solution to $(P_\lambda)$ (for any $\lambda \in (0, \Lambda)$, take $\bar{u}_\lambda$ as a subsolution and $v_\lambda$, solution to $(P_\lambda)$, with suitable $\lambda < \lambda' < \Lambda$ as a supersolution). This completes the proof of assertion i). Let us prove assertion ii). Note that from the comparison principle, $(0, \Lambda) \ni \lambda \mapsto u_\lambda \in C_0(\Omega)$ is increasing and $u_\lambda \to 0$ in $C_0(\Omega)$ as $\lambda \to 0^+$. Since that for $\lambda_0 > 0$ small enough and uniformly with respect to $x \in \Omega$,

$$
t \to K(x)t^{-\delta} + f(t) \quad \text{is decreasing for } t \leq C_0 \quad \text{def} \quad \|u_{\lambda_0}\|_{L^\infty(\Omega)}
$$

and
and from comparison principle, we get that $u_\lambda$ is the unique solution to $(P_\lambda)$ in $\{u \in C_0(\overline{\Omega}) : \|u\|_{L^\infty(\Omega)} \leq C_0\}$. Indeed, consider $v_\lambda$ solution to $(P_\lambda)$ satisfying $\|v_\lambda\|_{L^\infty(\Omega)} \leq C_0$. Let $x_0 \in \Omega$ satisfying $u_\lambda(x_0) - v_\lambda(x_0) = \min_{\Omega} u_\lambda - v_\lambda$. Suppose that $u_\lambda(x_0) - v_\lambda(x_0) < 0$. Then, since $u_\lambda$ is the minimal solution,

$$(-\Delta)^s(u_\lambda - v_\lambda)(x_0) = \int_\Omega \frac{(u_\lambda - v_\lambda)(x_0) - (u_\lambda - v_\lambda)(y)}{|x_0 - y|^{N+2s}} dy < 0.$$ 

On the other hand, from (3.4)

$$\frac{\lambda K(x_0)}{u_\lambda(x_0)} + \lambda f(u_\lambda(x_0)) - \frac{\lambda K(x_0)}{v_\lambda(x_0)} - \lambda f(v_\lambda(x_0)) > 0$$

from which we get a contradiction. This yields $v_\lambda \equiv u_\lambda$.

Finally let us prove iii). First, we observe that

$$2\beta + \delta(2s - 1) < 1 + 2s \Leftrightarrow u_\lambda \in \tilde{H}^s(\Omega), \forall \lambda \in (0, \Lambda) \Rightarrow u_\lambda \in \tilde{H}^s(\Omega) \forall \lambda > 0.$$ 

Indeed,

$$\int_\Omega K(x)u_\lambda^{1-\delta} dx < \infty \Leftrightarrow \int_\Omega K(x)u_\lambda^{1-\delta} dx < \infty \Leftrightarrow 2\beta + \delta(2s - 1) < 1 + 2s.$$ 

Assuming $2\beta + \delta(2s - 1) < 1 + 2s$, we consider the eigenvalue problem:

$$\Lambda_1(\lambda) = \inf_{\phi \in \tilde{H}^s(\Omega), \int_\Omega \phi^2 dx = 1} \left\{ \int_{\mathbb{R}^N} |(-\Delta)^s \phi|^2 dx + \lambda \delta \int_{\mathbb{R}^N} K(x)\phi^2 dx + \lambda \int_{\Omega} f'(u_\lambda)\phi^2 dx \right\}.$$ 

From the Hardy inequality which implies that any $u \in \tilde{H}^s(\Omega)$ satisfies $\int_{\Omega} \frac{u^2}{d(x)^{2s}} < \infty$, and the compact embedding of $\tilde{H}^s(\Omega)$ in $L^2(\Omega)$, $\Lambda_1(\lambda)$ is achieved on some $\phi_\lambda \in \tilde{H}^s(\Omega)$ with $\int_{\Omega} \phi_\lambda^2 dx = 1$. Furthermore, $\phi_\lambda$ satisfies

$$(-\Delta)^s \phi_\lambda + \frac{\lambda \delta K(x)}{u_\lambda^{s+1}} \phi_\lambda = \lambda f'(u_\lambda)\phi_\lambda + \Lambda_1(\lambda)\phi_\lambda$$

that is $\phi_\lambda$ is an eigenfunction associated to the first eigenvalue $\Lambda_1(\lambda)$ of the operator $(-\Delta)^s + \frac{\lambda \delta K(x)}{u_\lambda^{s+1}} - \lambda f'(u_\lambda)$.

We now show that $\Lambda_1(\lambda)$ is a principal eigenvalue, i.e. $\phi_\lambda$ (and any eigenfunction associated to $\Lambda_1(\lambda)$) does not change sign. Assume by contradiction that $\phi_\lambda^+ \not\equiv 0$ and $\phi_\lambda^- \not\equiv 0$. Then,

$$\langle (-\Delta)^s \phi_\lambda, \phi_\lambda^+ \rangle = C(N, s) \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(\phi_\lambda^+(x) - \phi_\lambda^-(y))(\phi_\lambda^+(x) - \phi_\lambda^-(y))}{|x - y|^{N+2s}} dx dy +$$

$$C(N, s) \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(\phi_\lambda^+(x) - \phi_\lambda^-(y))(\phi_\lambda^+(x) - \phi_\lambda^-(y))}{|x - y|^{N+2s}} dx dy + C(N, s) \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{\phi_\lambda^-(x)\phi_\lambda^+(y)}{|x - y|^{N+2s}} dx dy +$$

$$C(N, s) \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{\phi_\lambda^+(x)\phi_\lambda^-(y)}{|x - y|^{N+2s}} dx dy = -\lambda \delta \int_{\Omega} \frac{K(x)\phi_\lambda^+(x)^2}{u_\lambda(x)^{s+1}} dx + \lambda \int_{\Omega} f'(u_\lambda)\phi_\lambda^+(x)^2 dx + \Lambda_1(\lambda) \int_{\Omega} \phi_\lambda^+(x)^2 dx.$$ 

If $\phi_\lambda^- \not\equiv 0$ and $\phi_\lambda^+ \not\equiv 0$, it implies that

$$\int_{\mathbb{R}^N} (-\Delta)^s \phi_\lambda^+(x)^2 dx + \lambda \delta \int_{\Omega} \frac{K(x)\phi_\lambda^+(x)^2}{u_\lambda(x)^{s+1}} dx - \lambda \int_{\Omega} f'(u_\lambda)\phi_\lambda^+(x)^2 dx < \Lambda_1(\lambda) \int_{\Omega} \phi_\lambda^+(x)^2 dx.$$ 

This contradicts the definition of $\Lambda_1(\lambda)$. Therefore, $\Lambda_1(\lambda)$ is a principal eigenvalue. Without loss of generality, we assume that $\phi_\lambda$ is nonnegative. Let us show that $\phi_\lambda$ is positive in $\Omega$. Following the arguments
in the proof of [23, Theorem 3.2, p. 379], we deduce that \( \phi_\lambda \in L^\infty(\Omega) \) and from the local regularity theory that \( \phi_\lambda \in C^s_{\text{loc}}(\Omega) \). Then, assume by contradiction that \( \exists x_0 \in \Omega \) such that \( \phi_\lambda(x_0) = 0 \). It follows that

\[
0 > 2C(N, s) \int_{\mathbb{R}^N} \frac{\phi_\lambda(x_0) - \phi_\lambda(y)}{|x - y|^{N+2s}} \, dy = - \frac{\lambda \delta K(x_0) \phi_\lambda(x_0)}{u_\lambda^{\delta+1}(x_0)} + \lambda f'(u_\lambda(x_0)) \phi_\lambda(x_0) + \Lambda_1(\lambda) \phi_\lambda(x_0) = 0
\]

from which we get a contradiction. Thus \( \phi_\lambda > 0 \) in \( \Omega \). Based on this result, we can follow the proof of [23, Theorem 4.2, p. 382] using the convex inequality stated in [23, Theorem 4.1, p. 381], we prove also that \( \Lambda_1(\lambda) \) is simple.

From a classical subsolution and supersolution argument, we obtain that \( \Lambda_1(\lambda) \geq 0 \) for any \( \lambda \in (0, \Lambda) \). Indeed, assuming that for some \( \lambda \in (0, \Lambda) \), \( \Lambda_1(\lambda) < 0 \). Then, we can show that \( u_\lambda - \epsilon \phi_\lambda \) is a weak supersolution to \( (P_\lambda) \). Hence we can prove by using the iterative scheme above that there exists a weak bounded solution to \( (P_\lambda) \), \( v_\lambda \), such that \( u_\lambda \leq v_\lambda \leq u_\lambda - \epsilon \phi_\lambda \) that contradicts that \( u_\lambda \) is a minimal solution.

Next, from the strict convexity of \( t \to \lambda(t^{-\delta} + f(t)) \), we obtain that \( \Lambda_1(\lambda) \) is strictly monotone with respect to \( \lambda \in (0, \Lambda) \). Thus, \( \Lambda_1(\lambda) > 0 \) for all \( \lambda \in (0, \Lambda) \). Let \( g(x, u) \overset{\text{def}}{=} \left( \frac{K(x)}{u^\delta} + f(u) \right) \). Therefore, from the second statement in (f3) and noticing that \( \sup_{\lambda \in [\Lambda/2, \Lambda]} \int_{\Omega} K(x) u_\lambda^{1-\delta} < \infty \) when \( 2\beta + \delta(2s - 1) < 1 + 2s \), we have that

\[
\int_{\mathbb{R}^N} (-\Delta)^{\frac{s}{2}} u_\lambda^2 \, dx = \lambda \int_{\Omega} g(x, u_\lambda) u_\lambda \, dx - \lambda \int_{\Omega} (u_\lambda^2 - \lambda^2) \, dx \geq 0
\]

which yields together with monotone convergence that there exists a function \( u_\Lambda \) such that \( u_\lambda \to u_\Lambda \) in \( H^s(\Omega) \) as \( \lambda \to \Lambda^- \).

Finally, we show that \( (0, \Lambda) \ni \lambda \mapsto u_\lambda \in C_0(\overline{\Omega}) \) is smooth. For that, we introduce the operator \( A : \mathbb{R}^+ \times C_0(\overline{\Omega}) \to C_0(\overline{\Omega}) \) defined by \( w = A(\lambda, v) \) as the unique function satisfying

\[
\begin{cases}
-\Delta^\gamma w - \frac{\lambda K(x)}{u^\delta} = v & \text{in } \Omega, \\
w > 0 & \text{in } \Omega, \\
w = 0 & \text{in } \mathbb{R}^N \setminus \Omega.
\end{cases}
\]

From Theorem [4.4] and Lemma [A.1] we have

\[
\|w\|_{C^{\gamma}(\mathbb{R}^N)} \leq C \left( C \left( \delta, \beta, \lambda, \|v\|_{C_0(\overline{\Omega})} \right) \right) \quad \text{for some } \gamma = \gamma(\delta, \beta).
\]

From (3.5), we get that \( A \) is a compact operator and from Lemma [A.4] \( A \) is a \( C^2 \) map. From Lemma [A.4] again, the Gâteaux derivative of \( A \) at \( (\lambda, v) \) in the direction \( h \in C_0(\overline{\Omega}) \), denoted by \( \partial_2 A(\lambda, v)(h) = w \in C_{\phi_\beta}(\Omega) \) satisfies:

\[
(-\Delta)^\gamma w + \frac{\lambda \delta K(x)}{u^{\delta+1}} w = h \quad \text{with } u = A(\lambda, v).
\]

We now define the map

\[
F : \mathbb{R}^+ \times C_0(\overline{\Omega}) \ni (\lambda, u) \mapsto u - A(\lambda, \lambda f(u)) \in C_0(\overline{\Omega}).
\]

From Appendix [A], \( F \) is of class \( C^2 \) and

\[
\partial_2 F(\lambda, u) = I - \partial_2 A(\lambda, \lambda f(u)) \lambda f'(u) \text{ is a compact perturbation of identity.}
\]

Since \( \Lambda_1(\lambda) > 0 \) for any \( \lambda \in (0, \Lambda) \), we obtain that \( \partial_2 F(\lambda, u) \) is injective and from the Fredholm alternative, \( \partial_2 F(\lambda, u) \) is invertible. Therefore, using the implicit function theorem, the map \( (0, \Lambda) \ni \lambda \mapsto u_\lambda \in C_0(\overline{\Omega}) \) is of class \( C^2 \). This completes the proof Proposition 3.1. \( \Box \)
We now prove the main result of this section.

**Proof of Theorem 1.6.**

We start by showing assertion i): The existence of $\Lambda$ follows from assertion i) of Proposition 3.1. Note that Theorems 1.2 and 1.4, $S \subset [0, \Lambda] \times \left( C^γ(\overline{\Omega}) \cap C^+_\phi,\beta(\Omega) \right)$ with

$$
\gamma = \begin{cases} 
    s & \text{if } \frac{\beta}{s} + \delta < 1, \\
    s - \epsilon & \text{if } \frac{\beta}{s} + \delta = 1 \text{ and for } \epsilon \text{ small enough,} \\
    \frac{2s - \beta}{\delta + 1} & \text{if } \frac{\beta}{s} + \delta > 1.
\end{cases}
$$

Since $2\beta + \delta(2s - 1) < 1 + 2s$, we also have that $S \subset [0, \Lambda] \times \tilde{H}^s(\Omega)$. This completes the proof of assertion i). Assertion iii) follows from Proposition 3.1. Next, we prove assertion iv). If $u_\Lambda \in L^\infty$ and since $u_\Lambda \uparrow u_\Lambda$ as $\lambda \uparrow \Lambda^-$, we can easily prove that $u_\Lambda \in C^\gamma(\overline{\Omega})$. Applying the Hölder-regularity result in Theorem 1.4 (see Remark 1.5), we infer that $u_\Lambda \in C^\gamma(\mathbb{R}^N)$ for some $\gamma = \gamma(\delta, \beta) \in (0, 1)$. Therefore, $u_\lambda \uparrow u_\Lambda$ in $C_0(\overline{\Omega})$ as $\lambda \to \Lambda^-$.

Next, we apply [16] Theorem 3.2, p. 171] to continue the branch of minimal solutions terminating at $\Lambda$. To this aim, we note that from above

$$\text{Null} \left( \partial_2 F(\Lambda, u_\lambda) \right) = \left\{ \phi \in C_0(\overline{\Omega}) : \partial_2 F(\Lambda, u_\lambda) \phi = 0 \right\}$$

is one dimensional and spanned by $\phi_\Lambda$ with $\phi_\Lambda > 0$ and normalized in $L^2(\Omega)$. Indeed, $A_1(\Lambda) = 0$. Precisely, we have proved that $A_1(\lambda) \geq 0$ for any $0 < \lambda < \Lambda$. Passing to the limit as $\lambda \to \Lambda^-$, we obtain $A_1(\Lambda) \geq 0$. If $A_1(\Lambda) > 0$, then the implicit function theorem asserts that the minimal branch can be continued beyond $\lambda = \Lambda$ which contradicts the definition of $\Lambda$. Therefore, $A_1(\Lambda) = 0$. From the Fredholm alternative, we also have that $\text{codim} \left( \text{Range} \left( \partial_2 F(\Lambda, u_\lambda) \right) \right) = 1$. Furthermore, if $w \in \text{Range} \left( \partial_2 F(\Lambda, u_\lambda) \right)$, then there exists $\phi \in C_0(\overline{\Omega})$ such that

$$\phi - \partial_2 F(\Lambda, u_\lambda) \phi = w.$$

Let $w_1 = \partial_2 A(\Lambda, \Lambda f(u_\lambda)) \Lambda f'(u_\lambda) \phi$. Then, from Lemma 3.2, $w_1 \in C^\gamma(\phi, \beta, \Omega)$ and from Lemma 3.4 satisfies

$$(-\Delta)^s w_1 + \frac{\Lambda \delta K(x)}{u_\Lambda^{\delta+1}} \phi = \Lambda f'(u_\lambda) \phi.$$

On the other hand, $\phi_\Lambda$ verifies

$$(-\Delta)^s \phi_\Lambda + \frac{\Lambda \delta K(x)}{u_\Lambda^{\delta+1}} \phi_\Lambda = \Lambda f'(u_\lambda) \phi_\Lambda.$$

Then, we infer that

$$\int_\Omega w_1 f'(u_\lambda) \phi_\Lambda \, dx = \int_\Omega (\phi - w_1) f'(u_\lambda) \phi_\Lambda \, dx = 0. \tag{3.6}$$

We now claim that $\partial_1 F(\Lambda, u_\lambda) \notin \text{Range} \left( \partial_2 F(\Lambda, u_\lambda) \right)$. Let $z = \partial_1 F(\Lambda, u_\lambda)$. Then, from Lemma 3.2, $z \in C^\gamma(\phi, \beta, \Omega)$ and from Lemma 3.4 satisfies

$$(-\Delta)^s z + \frac{\Lambda \delta K(x)}{u_\Lambda^{\delta+1}} = f(u_\lambda) + \frac{K(x)}{u_\Lambda^\delta}.$$

Therefore, if $z \in \text{Range} \left( \partial_2 F(\Lambda, u_\lambda) \right)$, then from (3.6)

$$\int_\Omega f'(u_\lambda) z \phi_\Lambda \, dx = 0$$

which is impossible since the integrand is strictly positive in $\Omega$. Thus [16] Theorem 3.2, p. 171] infers that:
Let $Z$ be a complement of span$\{\phi_\Lambda\}$. The solutions of $F(\lambda, u) = 0$ near $(\Lambda, u_\Lambda)$ are described by a curve $(\lambda(s), u(s)) = (\Lambda + \tau(s), u_\Lambda + s\phi_\Lambda + x(s))$ where $s \to (\tau(s), x(s)) \in \mathbb{R} \times Z$ is twice continuously differentiable near $s = 0$ with

\begin{equation}
\tau(0) = \tau'(0) = 0 \quad \text{and} \quad x(0) = x'(0) = 0 \quad \text{and} \quad \tau''(0) < 0.
\end{equation}

Indeed, differentiating at $s = 0$, the function $F(\Lambda + \tau(s), u_\Lambda + s\phi_\Lambda + x(s))$, we get

\[ \tau'(0) \partial_1 F(\Lambda, u_\Lambda) + \partial_2 F(\Lambda, u_\Lambda)(\phi_\Lambda + x'(0)) = 0. \]

Noticing that

\[ \partial_2 F(\Lambda, u_\Lambda)\phi_\Lambda = 0 \quad \text{and} \quad \partial_1 F(\Lambda, u_\Lambda) \not\in (\text{Range}(\partial_2 F(\Lambda, u_\Lambda))), \]

we get $x'(0) = 0$ and $\tau'(0) = 0$. Differentiating again the function $F(\lambda(s), u(s))$, with respect to $s$ and evaluating at $s = 0$, we obtain:

\begin{equation}
\tau''(0) \partial_1 F(\Lambda, u_\Lambda) + \partial_2 F(\Lambda, u_\Lambda)x''(0) + \partial_{12}^2 F(\Lambda, u_\Lambda)(\phi_\Lambda, \phi_\Lambda) = 0.
\end{equation}

Thus,

\[ \tau''(0)z + \partial_2 F(\Lambda, u_\Lambda)x''(0) + \tilde{w} = 0 \]

where $\tilde{w} = \partial_{12}^2 F(\Lambda, u_\Lambda)(\phi_\Lambda, \phi_\Lambda)$ and by Lemma A.4 solves the equation:

\[ (-\Delta)^s \tilde{w} + \frac{\Lambda \delta K(x)}{u_\Lambda^{4+1}} \tilde{w} = \frac{\Lambda \delta (\delta + 1) K(x)}{u_\Lambda^{4+2}} \phi_\Lambda^2 + \Lambda f''(u_\Lambda)\phi_\Lambda^2 > 0 \text{ in } \Omega \]

since by (f3), $t \to g(x, t) = K(x) t^{-\delta} + f(t)$ is strictly convex.

Multiplying the equation in (3.9) by $\phi_\Lambda$ and integrating on $\Omega$, we obtain:

\begin{equation}
\tau''(0) \int_{\Omega} z \phi_\Lambda \, dx + \int_{\Omega} \partial_2 F(\Lambda, u_\Lambda)x''(0) \phi_\Lambda \, dx = - \int_{\Omega} \tilde{w} \phi_\Lambda \, dx.
\end{equation}

Recalling that the middle term in (3.9) vanishes, we obtain that $\tau''(0) < 0$. This completes the proof of assertion iv), let us finally prove the assertion ii).

The existence of a connected unbounded branch of solutions to $(P_\Lambda)$ can be proved similarly as in the proof of [36] Theorem 3.2, p. 508 by a Leray-Schauder argument.

Assertion v) follows from the fact that there is no solution to $(P_\Lambda)$ for $\lambda > \Lambda$ together with the unboundedness of $\mathcal{C}$. This completes the proof of Theorem L.6 $\square$

4. Applications

In this section, we prove Theorem I.7 and Theorem I.8. We start with

**Proof of Theorem I.7**

We first prove that $u_\Lambda \in L^\infty$. For that we use the subcritical growth of $f$ (from (f4)) and the following inequality:

\[ (-\Delta)^s (u_\Lambda - 1)^+ \leq \Lambda (C + f(u_\Lambda)) \leq C_0 \Lambda (1 + u_\Lambda^2) \text{ in } \Omega \]

which holds for some constants $C, C_0 > 0$. Then, we can apply a classical bootstrap argument together with regularity results in [38] Proposition 1.4, p. 727 to get $u_\Lambda \in L^\infty$.

From Theorem L.6 it is now sufficient to prove uniform estimates in $\mathcal{S} \cap \{\lambda \leq \lambda_0\} \times C_0(\Omega)$ for any $\lambda_0 > 0$.

For that, we use a similar approach as in the proof of [11] theorem 1, p. 148 (see also a priori estimates in the same fashion as in [31]). Precisely, we prove uniform estimates near the boundary by using the moving plane method whereas interior estimates are derived through a blow up analysis together with a suitable Liouville theorem as in [31].
In this regard, from [12], we have the following Liouville type result:
Let \( u \in C_{\text{loc}}^{1,1}(\mathbb{R}^N) \), nonnegative satisfying
\[
\int_{\mathbb{R}^N} \frac{u}{1 + |x|^{N+2s}} \, dx < \infty
\]
Then, using that \( \Delta^s u = u^p \) in \( \mathbb{R}^N \), with \( 1 < p < \frac{N + 2s}{N - 2s} \).
Then, \( u \equiv 0 \).
To perform the moving plane method, we need a main ingredient: a maximum principle for narrow domains. We argue as in Section 2.2 in [11]. Let \( x_0 \in \partial \Omega \). We suppose first that \( \Omega \) is strictly convex in a neighborhood of \( x_0 \). Without loss of generality, we can assume that the outward normal at \( x_0 \), \( \nu(x_0) \), satisfies \( \nu(x_0) = (-1, 0, \cdots, 0) \). We then define
\[
T_\mu = \{ x \in \mathbb{R}^N : x_1 = \mu \} \text{ for some } \mu \in \mathbb{R},
\]
and \( x^\mu = (2\mu - x_1, x_2, \cdots, x_N) \) be the reflection point of \( x = (x_1, x_2, \cdots, x_N) \) about the plane \( T_\mu \).
Let \( \lambda_0 > 0 \) and let \( u \) be a solution to \((P_\lambda)\) with \( \lambda \geq \lambda_0 \). We compare the values of \( u(x) \) with \( u^\mu(x) \defeq u(x^\mu) \). For that, we denote \( u^\mu(x) \defeq u^\mu(x) - u(x) \). For \( \mu \) sufficiently negative, we have clearly \( u^\mu(x) \geq 0 \) in \( \Sigma_\mu \). We need to prove \( u^\mu \geq 0 \) when \( T_\mu \) meets a neighborhood of \( x \). In this step, we use a maximum principle for narrow domains: Suppose that \( u^\mu < 0 \) in a region \( D \subset \Sigma_\mu \). Then,
\[
(\Delta^s u^\mu, \Delta^s u^\mu^+) = \lambda \int_\Omega \left( \frac{1}{u^\mu^2} - \frac{1}{(u^\mu)^s} + f(u) - f(u^\mu) \right) (\Delta^s u^\mu)^+ \, dx.
\]
Then, using that \( f \) is a Lipschitz function, we obtain for a constant \( C > 0 \):
\[
\int_{\mathbb{R}^N} (\Delta^s u(u^\mu)^+) \, dx \leq C \int_D (u(u^\mu)^+) \, dx
\]
and by the Poincaré inequality (with the associated best constant \( C_p \)):
\[
\int_{\mathbb{R}^N} (\Delta^s u(u^\mu)^+) \, dx \leq CC_p(D) \int_{\mathbb{R}^N} (\Delta^s u(u^\mu)^+) \, dx.
\]
If the diameter of \( D \) is small enough, then \( CC_p(D) < 1 \) and then \( (u - u^\mu)^+ \equiv 0 \). Alternatively, we can use the maximum principle for narrow domains [12, Theorem 2, p. 7]. We apply Theorem 2 by setting the function \( c(x) = \frac{\lambda \delta}{u + \theta(u^\mu - u)} \delta + 1(x) + \frac{f(u) - f(u^\mu)}{u^\mu - u} \), with \( \theta \in (0, 1) \), is bounded by below since \( f \) is Lipschitz. Note that the quantity referred as \( \delta \) in [12, Theorem 2, p. 7] is not depending of \( u^\mu = u^\mu - u \) (see proof of [12, Theorem 2.3, p. 13]).
Now, we are in the following situation: By moving the hyperplane in a direction close to the outward normal in a neighborhood of any \( x_0 \in \partial \Omega \), we infer that there exist a \( H > 0 \) and a \( T > 0 \) independent of \( u \) such that \( u(x - t\gamma) \) is non-increasing for \( t \in [0, T] \) and for any \( x \) in a neighborhood of \( \tilde{x} \) and for any \( \gamma \in \mathbb{R}^N \) satisfying \( |\gamma| = 1 \) and \( \gamma \cdot \nu(\tilde{x}) \geq H \) for all \( \tilde{x} \in \partial \Omega \).
The fact that \( u(x - t\gamma) \) is non-increasing in \( t \) for \( x \) and \( \gamma \) described above implies that we have two positive numbers \( \alpha_1 \) and \( \alpha_2 \) both depending on \( \partial \Omega \) such that for any \( x \in \Omega \defeq \{ x \in \Omega : d(x) < \alpha_2 \} \), we have a measurable set \( I_x \) verifying:
(i) \(|I_x| \geq \alpha_1\);
(ii) \(I_x \subset \{ x \in \Omega : d(x) \geq \frac{\alpha_2}{2} \}\);
(iii) \( u(y) \geq u(x), \forall y \in I_x \).
From above, we deduce a uniform a priori bound in a neighborhood of $\partial \Omega$: Multiplying by $\phi_{1,s}$ the equation satisfied by $u$ we get:

$$
(4.1) \quad \lambda_{1,s} \int_{\Omega} u \phi_{1,s} \, dx = \lambda \left( \int_{\Omega} \frac{\phi_{1,s}}{u^s} \, dx + \int_{\Omega} f(u) \phi_{1,s} \, dx \right).
$$

Observing from (3) that for any $\rho > \frac{\lambda_{1,s}}{\lambda_0}$, there exists $C > 0$ such that

$$
(4.2) \quad \frac{1}{t^s} + f(t) \geq \rho t - C \quad \forall t \in \mathbb{R}^+
$$

and using (4.1), it follows that for some constant $C > 0$

$$
(\rho - \frac{\lambda_{1,s}}{\lambda_0}) \int_{\Omega} u \phi_{1,s} \, dx \leq C
$$

which implies for $\tilde{C} \overset{\text{def}}{=} \frac{C}{\rho - \frac{\lambda_{1,s}}{\lambda_0}}$

$$
u(x) \int_{I_x} \phi_{1,s} \, dx \leq \int_{\Omega} u \phi_{1,s} \, dx \leq \tilde{C}.
$$

Thus, since $\phi_1(x) \geq c_2 d(x)$ for some $c_2 > 0$ and taking into account (i) and (iii)

$$
u(x) \leq \frac{\tilde{C}}{\alpha_1 \alpha_2 c_2} \quad \text{for all } x \in \Omega_{\alpha_2}.
$$

This completes the proof of uniform estimates near the boundary.

Next we prove the uniform interior estimates by a blow-up technique as in [31]. Precisely, suppose that there exists a sequence $(\lambda_k, u_k)_{k \in \mathbb{N}^*}$ of solutions in $\mathcal{S}$ such that for some $\lambda_0 > 0$, $\lambda_0 \leq \lambda_k \leq \Lambda$ and $\|u_k\|_{L^\infty(\Omega)} \to \infty$ as $k \to \infty$. Let $x_k = \text{argmax}(u_k)$ and $M_k = u_k(x_k) = \max_{\Omega} u_k$. Note that from the uniform estimates near the boundary established above, there exists $c_0 > 0$ such that

$$
d(x_k) \geq c_0 \quad \forall k \in \mathbb{N}^*.
$$

Then, we define the rescaled function $v_k$ for all $k \in \mathbb{N}^*$ such as:

$$
v_k(y) = \mu_k^{\frac{2s}{p-1}} u_k(x), \quad y = \frac{x - x_k}{\mu_k} \in \Omega_k \overset{\text{def}}{=} \frac{\Omega - x_k}{\mu_k} \quad \text{and } \mu_k^{\frac{2s}{p-1}} M_k = 1.
$$

Consequently, $v_k$ satisfies

$$
(-\Delta)^s v_k(y) = \lambda_k \left( \frac{2(p+1)x}{v_k^p(x)} + \mu_k^{\frac{2as}{p-1}} f(\mu_k^{\frac{2as}{p-1}} v_k) \right) \quad \text{in } \Omega_k.
$$

As in [31], we can prove that up to a subsequence, $v_k \to v$ in $C^s_{\text{loc}}(\mathbb{R}^N)$ as $k \to \infty$ and from (4) $v$ satisfies:

$$
\left\{ \begin{array}{l}
(-\Delta)^s v = cv^p \quad \text{in } \mathbb{R}^N, \\
v(0) = 1.
\end{array} \right.
$$

From assertion (ii) of [12] Theorem 4, p. 8 (Liouville theorem), we get a contradiction. Therefore we obtain a uniform $L^\infty$-bound of solutions in $\mathcal{S} \cap \{ \lambda \geq \lambda_0 \}$, for any $\lambda_0 > 0$. From assertion (v) of Theorem 1.6 we then conclude that 0 and only 0 is an asymptotic bifurcation point.

Finally, we deal with the general case, i.e. where $\Omega$ is not strictly convex. In this case as in [11], we perform a Kelvin transform near any boundary point $x_0$. Precisely, let $K_0 = \max_{x \in \partial \Omega} k(x)$ where $k(x)$ denotes the curvature of $\partial \Omega$ at $x \in \partial \Omega$. Consider $R = K_0 + 1$, $x_1 = x_0 + \nu(x_0) R$ and assuming that the outward
normal of $\Omega$ at $x_0 \nu(x_0) = (-1, 0, \cdots, 0)$. Then, $B_{1/R}(x_1)$ is tangent to $\Omega$ at $x_0$ and $B_{1/R}(x_1) \cap \Omega = \emptyset$. We use the following inversion transformation $T$:

$$T : x \mapsto Tx \overset{\text{def}}{=} \frac{x - x_1}{|x - x_1|^2} = y \text{ and } x = x_1 + \frac{y}{|y|^2}.$$  

We have that $T(\Omega) \subset B_R(0)$ and $T(\Omega)$ is tangent to $B_R(0)$ at $(R, 0, \cdots, 0)$. Next, we define $u^*$ by

$$u^*(y) = |y|^{2s-N}u(x_1 + \frac{y}{|y|^2}).$$

Then, we have

$$(-\Delta)^s u^*(y) = |y|^{-2s-N}(-\Delta)^s u(x) = |y|^{-2s-N} \left( \lambda u^\delta(x) + \lambda f(u(x)) \right)$$

$$= \frac{\lambda}{|y|^{2s+N+(N-2s)\delta}} u^*(y) + \frac{\lambda f(|y|^{N-2s}u^*)}{|y|^{2s+N}}.$$  

As in subsection 2.2 in [11], we need to prove that

$$\frac{\partial}{\partial y} f^*(y, u^*) \leq 0 \text{ where } f^*(y, u^*) = \frac{\lambda}{|y|^{2s+N+(N-2s)\delta}} (u^*)^\delta + \frac{\lambda f(|y|^{N-2s}u^*)}{|y|^{2s+N}}.$$  

It is sufficient to verify that

$$\frac{\partial}{\partial y} \left( \frac{\lambda f(|y|^{N-2s}u^*(y))}{|y|^{2s+N}} \right) \leq 0.$$  

From (f5), we have

$$\frac{\partial}{\partial y} \left( \frac{\lambda f(|y|^{N-2s}u^*(y))}{|y|^{2s+N}} \right) = \frac{-(N + 2s)}{|y|^{N+2s+1}} f(|y|^{N-2s}u^*) + \frac{(N - 2s)|y|^{N-2s-1}u^*}{|y|^{N+2s}} f'(|y|^{N-2s}u^*)$$

$$\leq \frac{f(|y|^{N-2s}u^*)}{|y|^{N+2s+1}} (-N - 2s + q(N - 2s)) \leq 0.$$  

This completes the proof of Theorem 1.17. 

\[\square\]

Remark 4.1. From Theorem 1.17 we get a global multiplicity result that extends results in [9].

Remark 4.2. Similar results as in Theorem 1.17 can be derived in the case $N = 1, s = \frac{1}{2}$, and considering $f$ with at most exponential growth. The boundary estimate can be proved via the moving plane method whereas the interior estimates can be performed using the blow-up analysis of Brezis-Merle type proved in [18, Theorem 1.1, p. 1758], the Trudinger-Moser inequality in [35, Theorem 1, p. 264] (see also [30]) and the expression and behaviour of the fundamental solution (see [8, Theorem 3.1, p. 26] or [14, Corollary 1.2, p. 1309]). We will discuss this case in details in a forthcoming paper.

Now, we consider the particular case $f(u) = u^p$ with $1 < p < \frac{N + 2s}{N - 2s}$ and $\beta = \frac{s}{s} < 1$. We prove in this case the existence of an analytic branch of solutions to $(P_\lambda)$. For that we appeal the analytic global bifurcation theory introduced by Dancer (see [10]). Precisely we apply a variant form of [9, Theorem 9.1.1, p. 114], see also [30]. To start with, recall that the operator $F : \mathbb{R}^+ \times C^+_\phi_{1,s}(\Omega) \rightarrow C^+_\phi_{1,s}(\Omega)$ is defined by

$$F(\lambda, u) \overset{\text{def}}{=} (-\Delta)^{-s} \left( \frac{\lambda K(x)}{u^\delta} + \lambda u^p \right) \text{ for any } (\lambda, u) \in \mathbb{R}^+ \times C^+_\phi_{1,s}(\Omega).$$  

To prove the 0-index Fredholmness of the operator $I - \partial_2 F$, we establish the following compactness lemma. The lemma below also ensures the compactness of bounded closed subsets of $S$ in $\mathbb{R}^+ \times C^+_\phi_{1,s}(\Omega)$ and implies Lemma 1.10.
Lemma 4.3. Let \( u \in C^+_{\phi_1,s}(\Omega) \) and consider the operator \( \tilde{T} : C_{\phi_1,s}(\Omega) \to C_{\phi_1,s}(\Omega) \) defined by

\[
\tilde{T}(\phi) \overset{\text{def}}{=} (-\Delta)^{-s} \left( \frac{K(x)\phi}{u^{\delta+1}} \right), \quad \forall \phi \in C_{\phi_1,s}(\Omega).
\]

Then \( \tilde{T} \) is compact.

Proof of Lemma 4.3. Let \( (w_n)_{n \in \mathbb{N}} \subset C_{\phi_1,s}(\Omega) \) be a bounded sequence in \( C_{\phi_1,s}(\Omega) \), i.e. satisfying \( \sup_{n \in \mathbb{N}} \left\| \frac{w_n}{d^s} \right\|_{L^\infty(\Omega)} < \infty \). Let

\[
v_n = (-\Delta)^{-s} \left( \frac{w_n K(x)}{u^{\delta+1}} \right).
\]

We will show that \( (w_n)_{n \in \mathbb{N}} \) is relatively compact in \( C_{\phi_1,s}(\Omega) \). For that, let \( \epsilon > 0 \) and define \( Z_\eta = \{ x \in \Omega : d(x) \geq \eta \} \), the corresponding indicator function \( 1_{Z_\eta} \) and

\[
v_{n,\epsilon}^1 \overset{\text{def}}{=} (-\Delta)^{-s} \left( \frac{w_n K(x) 1_{Z_\eta}}{u^{\delta+1}} \right), \quad v_{n,\epsilon}^2 \overset{\text{def}}{=} \left( (-\Delta)^{-s} \left( \frac{w_n K(x)(1 - 1_{Z_\eta})}{u^{\delta+1}} \right) \right) 1_{Z_\eta} \quad \text{and} \quad v_{n,\epsilon}^3 \overset{\text{def}}{=} (-\Delta)^{-s} \left( \frac{w_n K(x)(1 - 1_{Z_\eta})}{u^{\delta+1}} \right)(1 - 1_{Z_\eta}).
\]

Clearly, \( v_n = v_{n,\epsilon}^1 + v_{n,\epsilon}^2 + v_{n,\epsilon}^3 \). So it is sufficient to prove that for \( i = 1, 2, 3 \), \( (v_{n,\epsilon}^i)_{n \in \mathbb{N}} \) is relatively compact in \( C_{\phi_1,s}(\Omega) \).

We first prove that for \( \epsilon > 0 \) fixed, \( (v_{n,\epsilon}^1)_{n \in \mathbb{N}} \) and \( (v_{n,\epsilon}^2)_{n \in \mathbb{N}} \) are relatively compact in \( C_{\phi_1,s}(\Omega) \). Concerning the sequence \( (v_{n,\epsilon}^1)_{n \in \mathbb{N}} \), we observe that \( \frac{w_n K(x) 1_{Z_\eta}}{u^{\delta+1}} \in L^\infty(\Omega) \) and from [37, Theorem 1.2, p. 277], we obtain that

\[
\left\| \frac{v_{n,\epsilon}^1}{d^s} \right\|_{C^s(\mathbb{R}^N)} \leq C = C(\epsilon).
\]

Therefore, for \( \epsilon > 0 \) fixed, \( (v_{n,\epsilon}^1)_{n \in \mathbb{N}} \) is relatively compact in \( C_{\phi_1,s}(\Omega) \). Let us now consider the sequence \( (v_{n,\epsilon}^2)_{n \in \mathbb{N}} \). For any \( x, x' \in Z_{3\epsilon} \),

\[
\left| \frac{v_{n,\epsilon}^2(x)}{d^s(x)} - \frac{v_{n,\epsilon}^2(x')}{d^s(x')} \right| = \left| \int_{\Omega} \frac{G(x,y)}{d^s(x)} - \frac{G(x',y)}{d^s(x')} \right| K(y)(1 - 1_{Z_\eta}) w_n(y) \, dy \leq C \int_{\Omega} \left| \frac{G(x,y)}{d^s(x)} - \frac{G(x',y)}{d^s(x')} \right| (1 - 1_{Z_\eta}(y)) \, dy.
\]

Where \( G(x,y) \) denotes the Green’s function associated to \((-\Delta)^s\) in \( \Omega \) with Dirichlet boundary conditions. Next, we prove that \( x \mapsto \frac{G(x,y)}{d^s(x)} \) is Hölder-continuous in \( Z_{3\epsilon} \) uniformly with respect to \( y \in \Omega \setminus Z_{\epsilon} \) (but still depending on \( \epsilon \)). Using the estimate in Corollary 2.2 and a finite balls covering, we deduce that

\[
\|G(x,y)\|_{C^s(K_{3\epsilon})} \leq C \left( \| (1 + |x|)^{-N-2s} G(x,y) \|_{L^1(\mathbb{R}^N)} + \| G(x,y) \|_{L^\infty(K_{2\epsilon})} \right).
\]

Furthermore, for any \( y \in \mathbb{R}^N \setminus Z_{\epsilon} \) and a fixed \( R = R(\epsilon) > 0 \) small enough, there exists \( C = C(\epsilon) > 0 \) such that

\[
\|G(x,y)\|_{L^\infty(Z_{2\epsilon})} \leq C \text{ for any } y \in \mathbb{R}^N \setminus Z_{\epsilon} \text{ and}
\]

\[
\int_{\mathbb{R}^N} \frac{1}{(1 + |x|)^{N+2s}} G(x,y) \, dx \leq C \int_{B_R(y)} \frac{dx}{|x-y|^{N-2s}} + C \int_{\mathbb{R}^N \setminus B_R(y)} \frac{dx}{(1 + |x|)^{N+2s}} < \infty.
\]
Therefore, there exists $C_\epsilon > 0$ such that $\|G(x, y)\|_{C^s(\Omega)} \leq C_\epsilon$ uniformly with respect to $y \in \mathbb{R}^N \setminus \mathbb{Z}_\epsilon$. Then, we deduce that for some constant $\tilde{C}_\epsilon$,
\[
\left| \frac{v_{n, \epsilon}^2(x) - v_{n, \epsilon}^2(x')}{d^s(x)} \right| \leq C_\epsilon |x - x'|^s \int_\Omega \frac{dy}{d(y)^{\beta + \delta s}} \leq \tilde{C}_\epsilon |x - x'|^s
\]
from which it follows that for a fixed $\epsilon > 0$, $(v_{n, \epsilon})_{n \in \mathbb{N}}$ is relatively compact in $C_{\phi_1, s}(\Omega)$.

Now, we will prove uniform estimates depending on $\epsilon$ on the sequence $(v_{n, \epsilon})_{n \in \mathbb{N}}$. Let $\gamma'$ such that $\beta + s \delta < \gamma' < s$. Then,
\[
\left| \frac{(1 - I_{Z_{\mathbb{N}_n}})}{d^s(x)} \int_{\mathbb{R}^N \setminus Z_{\epsilon}} \frac{G(x, y)}{d^s(y)} \right| \leq C \left(1 - I_{Z_{\epsilon}}\right) \frac{1}{d^s(x)} \int_{\mathbb{R}^N \setminus Z_{\epsilon}} \min \left(\frac{d^s(x)d^s(y)}{|x - y|^N}, \frac{d^s(x)}{|x - y|^{N-s}}\right) \frac{dy}{d(y)^{\beta + \delta s}} \leq O(\epsilon^{\gamma'-(\beta + \delta s)}).
\]

We finally prove that $(v_n)_{n \in \mathbb{N}}$ is relatively compact in $L^\infty(\Omega)$. Let $\eta > 0$ be small enough. First fix $\epsilon > 0$ small enough such that $\|v_n\|_{L^\infty(\Omega)} \leq \eta$. Then, for such $\epsilon$, we can extract convergent subsequences $(v^{1, \epsilon}_{\psi(n)})_{n \in \mathbb{N}}$ and $(v^{2, \epsilon}_{\psi(n)})_{n \in \mathbb{N}}$ in $C_{\phi_1, s}(\Omega)$. Therefore, there exists $M = M(\eta) \in \mathbb{N}$ large enough such that for $n, m \geq M$
\[
\left\| v^{1, \epsilon}_{\psi(n)} - v^{1, \epsilon}_{\psi(m)} \right\|_{L^\infty(\Omega)} \leq \left\| v^{1, \epsilon}_{\psi(n)} - v^{1, \epsilon}_{\psi(m)} \right\|_{L^\infty(\Omega)} + \left\| v^{2, \epsilon}_{\psi(n)} - v^{2, \epsilon}_{\psi(m)} \right\|_{L^\infty(\Omega)} + \eta \leq 3\eta.
\]
Therefore, $(v_{\psi(n)})_{n \in \mathbb{N}}$ is a Cauchy sequence in $C_{\phi_1, s}(\Omega)$ and then $(v_n)_{n \in \mathbb{N}}$ is relatively compact in $C_{\phi_1, s}(\Omega)$.

From Lemma 4.3, we deduce the following corollary:

**Corollary 4.4.** $A : \mathbb{R}^+ \times C_{\phi_1, s}(\Omega) \rightarrow C_{\phi_1, s}(\Omega)$ and $\partial_2 A(\lambda, u)$, for $(\lambda, u) \in \mathbb{R}^+ \times C_{\phi_1, s}(\Omega)$ are compact operators.

We are now ready to give

**Proof of Theorem 1.8.**

Using similar arguments as in [20 Proposition 1, p. 372], we can prove that
\[
F : \mathbb{R}^+ \times C_{\phi_1, s}(\Omega) \rightarrow C_{\phi_1, s}(\Omega)
\]
is real analytic. In particular, we can prove that
\[
G : C_{\phi_1, s}(\Omega) \rightarrow C_{\phi_1, s}^+ (\Omega)
\]
defined by $G(u) = K(x)u^{-\delta} + u^B$ is analytic and
\[
(-\Delta)^{-s} : C_{\phi_1, s}^+ (\Omega) \rightarrow C_{\phi_1, s}^+ (\Omega)
\]
is a linear continuous map and maps $C_{\phi_1, s}^+ (\Omega)$ into $C_{\phi_1, s}^+ (\Omega)$. Defining the non-singular solution set
\[
\mathcal{N} = \{ (\lambda, x) \in S : \text{Null}(\partial_2 F(\lambda, x)) = \{0\} \}
\]
and a distinguished arc as a maximal connected subset of $\mathcal{N}$, we state below the global bifurcation result in the analytic framework that we use as a variant of [9 Theorem 9.1.1]:

Suppose that
Theorem 1.8. □

is a consequence of the nonexistence of bounded weak solutions for \( \lambda \) map (\( X \) satisfies statements in (G3)). We fix an analytic parametrization \( A \). Let
\[
\mathcal{A}_0 = \{ (\lambda(s), u(s)) : s \in (0, \epsilon) \}.
\]

Obviously, \( \mathcal{A}_0 \subset \mathcal{S} \). The following result gives a global extension of the function \((\lambda, u)\) from \((-\epsilon, \epsilon)\) to \((-\infty, \infty)\) in the real analytic case.

Theorem 4.5. Suppose (G1)-(G3) hold. Then, \((\lambda, u)\) can be extended as a continuous map (still called) \((\lambda, u) : (-\infty, \infty) \rightarrow \mathcal{S}\) with the following properties:

(a) Let \( \mathcal{A} \overset{\text{def}}{=} \{ (\lambda(s), u(s)) : s \in \mathbb{R} \} \). Then, \( \mathcal{A} \cap \mathcal{N} \) is an almost countable union of distinct distinguished arcs \( \bigcup_{i=1}^{\infty} \mathcal{A}_i, n \leq \infty \).

(b) \( \mathcal{A}_0 \subset \mathcal{A}_1 \).

(c) \( \{ s \in \mathbb{R} : \ker(\partial_2 F(\lambda(s), u(s))) \neq \{0\} \} \) is a discrete set.

(d) At each of its points \( A \) has a local analytic re-parametrisation in the following sense: For each \( s^* \in \mathbb{R} \) there exists a continuous, injective map \( \rho^* : (-1, 1) \rightarrow \mathbb{R} \) such that \( \rho^*(0) = s^* \) and the re-parametrisation
\[
(−1,1) \ni t \mapsto (\lambda(\rho^*(t)), u(\rho^*(t))) \in \mathcal{A}
\]
is analytic.

Furthermore, the map \( s \mapsto \lambda(s) \) is injective in a neighborhood of \( s = 0 \) and for each \( s^* \neq 0 \) there exists \( \epsilon^* > 0 \) such that \( \lambda \) is injective on \([s^*, s^* + \epsilon^*] \) and on \([s^* - \epsilon^*, s^*] \).

(e) Only one of the following alternatives occurs:

(i) \( \| (\lambda(s), u(s)) \|_{\mathbb{R} \times \mathcal{X}} \rightarrow \infty \) as \( s \rightarrow +\infty \) (resp. \( s \rightarrow -\infty \)).

(ii) A subsequence \( \{ (\lambda(s_n), u(s_n)) \} \) approaches the boundary of \( \mathcal{U} \) as \( s_n \rightarrow +\infty \) (resp. \( s_n \rightarrow -\infty \)).

(iii) \( A \) is the closed loop:
\[
\mathcal{A} = \{ (\lambda(s), u(s)) : -T \leq s \leq T, (\lambda(T), u(T)) = (\lambda(-T), u(-T)) \text{ for some } T > 0 \}.
\]

In this case, choosing the smallest such \( T > 0 \) we have
\[
(\lambda(s + 2T), u(s + 2T)) = (\lambda(s), u(s)) \text{ for all } s \in \mathbb{R}.
\]

(f) Suppose \( \partial_2 F(\lambda(s_1), u(s_1)) \) is invertible for some \( s_1 \in \mathbb{R} \). If for some \( s_2 \neq s_1 \), we have \( (\lambda(s_1), u(s_1)) = (\lambda(s_2), u(s_2)) \) then (e)(iii) occurs and \( |s_1 - s_2| \) is an integer multiple of \( 2T \). In particular, the map \( s \mapsto (\lambda(s), u(s)) \) is injective on \([-T, T] \).

Let us check that the assumptions below are satisfied. Conditions (G1), (G2) follow from Lemma 4.3 with \( \mathcal{X} = C_{\phi_1}^+(\Omega) \). From the analytic version of the implicit function theorem and Proposition 3.1
\[
\mathcal{A}_0 = \{ (\lambda, u_\Lambda) : \lambda \in (0, \Lambda) \}
\]
satisfies statements in (G3). We fix an analytic parametrization \( \mathcal{A}_0 = \{ (\lambda(s), u(s)) : s \in (0, s_0) \} \) for some \( s_0 > 0 \). Applying the version of [9] Theorem 9.1.1 above, we infer the extension of the analytic map \( (\lambda(s), u(s)) \) for all \( s > 0 \) to get a global analytic and continuous branch \( \mathcal{A} \) of solutions to \( (P_\lambda) \) containing \( \mathcal{A}_0 \) and satisfying assertions (a)-(f). This proves i), ii), v) and vi) of Theorem 1.8. The assertion e(i) occurs since the branch \( \mathcal{A}_0 \) emanating from \((0, 0)\) is unique in its some neighborhood and since \( \mathcal{A} \subset [0, \Lambda] \times C_{\phi_1}^+(\Omega) \). Then, assertion iv) follows from the unboundedness of \( \mathcal{A} \) and assertion vii) is a consequence of the nonexistence of bounded weak solutions for \( \lambda > \Lambda \). This completes the proof of Theorem 1.8. □
Appendix A.

In this appendix, assuming that $2\beta + \delta(2s - 1) < 1 + 2s$, we prove the regularity of $A : \mathbb{R}^+ \times C_0(\Omega) \ni (\lambda, h) \mapsto u \in C_0(\Omega)$, defined as $A(\lambda, h) = u$ unique solution to

$$
\begin{cases}
(\Delta)^s u - \frac{\lambda K(x)}{u^\delta} = h & \text{in } \Omega \\
 u > 0 & \text{in } \Omega \\
 u = 0 & \text{in } \mathbb{R}^N \setminus \Omega
\end{cases}
$$

(A.1)

About regularity of $v$, we have the following lemma:

**Lemma A.1.** Let $h \in C_0(\Omega)$ and $\lambda \in \mathbb{R}^+$. Then, $u = A(\lambda, h) \in \tilde{H}^s(\Omega) \cap C^+_{\phi, \beta}(\Omega) \cap C^\gamma(\mathbb{R}^N)$ with $\gamma = \gamma(\beta, \delta, s)$ as given in Theorem 1.4. Furthermore,

$$
\|u\|_{C^\gamma(\mathbb{R}^N)} \leq C = C(\|h\|_{C_0(\Omega)}, \beta, \delta, s, \lambda).
$$

**Proof of Lemma A.1.**

We observe as in the proof of Proposition 3.1 that $u$, and $u + MU$, with $u$ and $U$ defined in (3.1) and (3.2) and $M = \|h\|_{C_0(\Omega)}$, are subsolution and supersolution respectively to (A.1). Thus, using the comparison principle, we have that

$$
u \leq u \leq u + MU \quad \text{and} \quad \|u\|_{C^{0, \beta}(\Omega)} \leq C(\|h\|_{C_0(\Omega)}, \beta, s, \lambda).
$$

Then, from

$$
\frac{\lambda K(x)}{u^\delta} + h \leq C_1 \phi_{\delta, \beta}^{\gamma - 2s}
$$

for a constant $C_1 > 0$ and using Theorem 1.4

$$
\|u\|_{C^\gamma(\mathbb{R}^N)} \leq C(\|h\|_{C_0(\Omega)}, \beta, \delta, s, \lambda).
$$

□

From Theorem 1.2 [1, Proposition 1.2.9], (2.4) and the comparison principle, we establish the following lemma:

**Lemma A.2.** Let $a$ be a nonnegative and continuous function on $\Omega$. Let $u \in C_0(\Omega)$ be such that for $c \in \mathbb{R}$ and $\nu \in [0, 2s)$:

$$
(\Delta)^s u + au \leq \frac{c}{d(x)^\nu} \quad \text{in } \Omega.
$$

Then, for some constant $C > 0$ independent of $u$

$$
\begin{cases}
 u \leq Ccd(x)^s \quad \text{if } \nu < s, \\
 u \leq Ccd(x)^s \ln \left(\frac{D}{d(x)}\right) \quad \text{with } D > \text{diam}(\Omega) \text{ if } \nu = s, \\
 u \leq Ccd(x)^{2s - \nu} \quad \text{if } \nu > s.
\end{cases}
$$

Similarly, if $u$ verifies

$$
(\Delta)^s u + au \leq \frac{c}{d(x)^s \ln^\alpha \left(\frac{D}{d(x)}\right)} \quad \text{in } \Omega \quad \text{with } 0 \leq \alpha < 1,
$$

then, $u \leq Ccd(x)^s \ln^{1-\alpha} \left(\frac{D}{d(x)}\right)$ for $C > 0$ large enough and independent of $u$.

We now deal with the regularity of the function $A$. We first prove the continuity of $A$:

**Lemma A.3.** The map $A$ is continuous on $\mathbb{R}^+ \times C_0(\Omega)$. 
Proof of Lemma A.3

Let \( h, h_\epsilon \in C_0(\Omega) \), \( \lambda \in \mathbb{R}^+ \), \( \eta \in \mathbb{R} \), \( A(\lambda, h) = u \) and \( A(\lambda + \eta, h + h_\epsilon) = u_{\eta, \epsilon} \). Then, we have

\[
(-\Delta)^s(u_{\eta, \epsilon}) - \frac{(\lambda + \eta)K(x)}{u_{\eta, \epsilon}^\delta} = h + h_\epsilon \quad \text{in } \Omega
\]

and

\[
(-\Delta)^s u - \lambda K(x)u^\delta = h \quad \text{in } \Omega.
\]

Thus, for some \( \theta \in (0, 1) \)

\[
(-\Delta)^s(u_{\eta, \epsilon} - u) + \frac{\lambda \delta K(x)}{(u + \theta(u_{\eta, \epsilon} - u))^{\delta+1}}(u_{\eta, \epsilon} - u) = h_\epsilon + \frac{\eta K(x)}{u_{\eta, \epsilon}^\delta}
\]

From Lemma A.2 we get

\[
|u_{\eta, \epsilon} - u| \leq O(\|h_\epsilon\|_{L^\infty(\Omega)} + \eta)\phi_{\delta, \beta}.
\]

Therefore, \( \|u_{\eta, \epsilon} - u\|_{C_{\phi_{\delta, \beta}}(\Omega)} \to 0 \) and then \( \|u_{\eta, \epsilon} - u\|_{C_0(\Omega)} \to 0 \) as \( (\|h_\epsilon\|_{L^\infty(\Omega)} + |\eta|) \to 0 \).

Finally we have:

Lemma A.4. \( A \) is \( C^2 \) on \( \mathbb{R}^+ \times C_0(\Omega) \).

Proof of Lemma A.4.

We first show that for any \( \lambda > 0 \), the map \( C_0(\Omega) \ni u \mapsto A(\lambda, u) \in C_0(\Omega) \) is Gâteaux differentiable. Let \( \phi, h \in C_0(\Omega) \), \( t \in \mathbb{R} \). We define \( u_t = A(\lambda, h + t\phi) \) for \( t > 0 \) and \( u = A(\lambda, h) \). Then, we obtain

\[
(-\Delta)^s \left( \frac{u_t - u}{t} \right) + \frac{1}{t} \left( \frac{\lambda K(x)}{u} - \frac{\lambda K(x)}{u^\delta} \right) = \phi
\]

which implies that for some \( \theta \in (0, 1) \)

\[
(-\Delta)^s \left( \frac{u_t - u}{t} \right) + \frac{\lambda K(x)\delta}{(u + \theta(u_t - u))^{\delta+1}} \left( \frac{u_t - u}{t} \right) = \phi.
\]

From Lemma A.2 \( u + \theta(u_t - u) \geq c\phi_{\delta, \beta} \) with \( c > 0 \) independent of \( t \) and from Lemma A.3 \( \frac{u_t - u}{t} \) is bounded in \( C_{\phi_{\delta, \beta}}(\Omega) \) and in \( \dot{H}^s(\Omega) \). Therefore, from Theorem 1.3 \( \frac{u_t - u}{t} \) is bounded in \( C^\gamma(\mathbb{R}^N) \), with \( \gamma = \gamma(\delta, \beta, s) \in (0, 1) \). Therefore,

\[
\frac{u_t - u}{t} \to v \text{ in } C_0(\Omega) \text{ as } t \to 0^+
\]

where \( v \) satisfies

\[
(-\Delta)^s v + \frac{\lambda \delta K(x)}{u^{\delta+1}} v = \phi \text{ in } \Omega \text{ and where } u = A(\lambda, h).
\]

We can also show easily that the map \( \phi \mapsto v \) is continuous in \( C_0(\Omega) \). This proves the Gâteaux differentiability of \( u \to A(\lambda, u) \) and \( \partial_2 A(\lambda, h)(\phi) = v \). Next, we prove the Frechet-differentiability of \( u \to A(\lambda, u) \) (with \( \lambda \in \mathbb{R}^+ \) fixed). For \( \phi \in C_0(\Omega) \), we define \( u_\phi \overset{\text{def}}{=} A(\lambda, h + \phi) \) and recall \( v = \partial_2 A(\lambda, h)(\phi) \). Then, we get for suitable \( \theta_0, \theta_1 \in (0, 1) \),

\[
(-\Delta)^s \left( \frac{u_\phi - u - v}{\|\phi\|_{L^\infty(\Omega)}} \right) + \frac{\lambda \delta K(x)}{(u + \theta_0(u_\phi - u))^{\delta+1}} \left( \frac{u_\phi - u - v}{\|\phi\|_{L^\infty(\Omega)}} \right) = \left( \frac{\lambda \delta K(x)}{u^{\delta+1}} - \frac{\lambda \delta K(x)}{(u + \theta_0(u_\phi - u))^{\delta+1}} \right) \frac{v}{\|\phi\|_{L^\infty(\Omega)}} \text{ in } \Omega.
\]
For some $\theta_2 \in (0, 1)$, we have also that
\[
(-\Delta)^s(u_\phi - u) + \frac{\lambda \delta K(x)(u_\phi - u)}{(u + \theta_2(u_\phi - u))^{\delta+1}} = \phi \text{ in } \Omega
\]
and from Lemma A.2
\[
|u_\phi - u| \leq C\|\phi\|_{L^\infty(\Omega)}\phi_{\delta,\beta}.
\]
Then,
\[
(-\Delta)^s\left(\frac{u_\phi - u - v}{\|\phi\|_{L^\infty(\Omega)}}\right) + \frac{\lambda \delta K(x)}{(u + \theta_0(u_\phi - u))^{\delta+1}} \left(\frac{u_\phi - u - v}{\|\phi\|_{L^\infty(\Omega)}}\right) = \frac{o_\phi(1)}{u^\delta}.
\]
Therefore,
\[
\frac{\|u_\phi - u - v\|_{L^\infty(\Omega)}}{\|\phi\|_{L^\infty(\Omega)}} \to 0 \text{ as } \|\phi\|_{L^\infty(\Omega)} \to 0.
\]
This proves the Fréchet differentiability of $u \mapsto A(\lambda, u)$. We now prove that this function is $C^1$ on $C_0(\overline{\Omega})$. We need to prove that $h \to \partial_2 A(\lambda, h)$ is continuous. Let $(h_n)_{n \in \mathbb{N}} \subset C_0(\overline{\Omega})$ such that $h_n \to h$ in $C_0(\overline{\Omega})$. Then,
\[
\|\partial_2 A(\lambda, h_n) - \partial_2 A(\lambda, h)\| = \sup_{0 \neq \phi \in C_0(\overline{\Omega})} \frac{\|(\partial_2 A(\lambda, h_n) - \partial_2 A(\lambda, h))\phi\|_{L^\infty(\Omega)}}{\|\phi\|_{L^\infty(\Omega)}}.
\]
Setting
\[
v = \partial_2 A(\lambda, h_n)\phi \quad \text{and} \quad v_n = \partial_2 A(\lambda, h_n)\phi,
\]
we have
\[
(-\Delta)^s\left(\frac{v - v_n}{\|\phi\|_{L^\infty(\Omega)}}\right) + \frac{\lambda \delta K(x)}{A(\lambda, h)^{\delta+1}} \left(\frac{v - v_n}{\|\phi\|_{L^\infty(\Omega)}}\right) = \frac{\lambda \delta K(x)}{A(\lambda, h_n)^{\delta+1}} \left(\frac{v_n}{\|\phi\|_{L^\infty(\Omega)}}\right) - \frac{1}{A(\lambda, h)^{\delta+1}}\frac{o_{\|h_n - h\|_{L^\infty(\Omega)}}(1)}{A(\lambda, h)^{\delta+1}}.
\]
Therefore using Lemma A.2 we obtain that
\[
\frac{\|v - v_n\|_{L^\infty(\Omega)}}{\|\phi\|_{L^\infty(\Omega)}} \to 0 \text{ as } \|h_n - h\|_{L^\infty(\Omega)} \to 0.
\]
This completes the proof of the $C^1$ regularity of $u \mapsto A(\lambda, u)$. Similarly, we can prove that $(\lambda, u) \to A(\lambda, u)$ is $C^2$ with the following continuous partial derivatives: $\partial_2 A(\lambda, h)\phi = v$, $\partial_1 A(\lambda, h) = w_1$, $\partial_{12}^2 A(\lambda, h) = w_{11}$, $\partial_{22}^2 A(\lambda, h)(\phi, \psi) = w_{22}$, $\partial_{12}^2 A(\lambda, h)(1, \phi) = w_{12} \in C_{\delta,\beta}(\Omega) \cap H^3(\Omega)$ satisfy
\[
(-\Delta)^s w_1 + \frac{\lambda \delta K(x)}{A(\lambda, h)^{\delta+1}} w_1 = \frac{K(x)}{A(\lambda, h)^{\delta}} \text{ in } \Omega,
\]
\[
(-\Delta)^s w_{11} + \frac{\lambda \delta K(x)}{A(\lambda, h)^{\delta+1}} w_{11} = \frac{\delta(\delta + 1) K(x) w_1^2}{A(\lambda, h)^{\delta+2}} - \frac{2K(x)\delta w_1}{A(\lambda, h)^{\delta+1}} \text{ in } \Omega,
\]
\[
(-\Delta)^s w_{12} + \frac{\lambda \delta K(x)}{A(\lambda, h)^{\delta+1}} w_{12} = \frac{\delta(\delta + 1) K(x) w_1 v}{A(\lambda, h)^{\delta+2}} - \frac{\delta K(x) v}{A(\lambda, h)^{\delta+1}} \text{ in } \Omega,
\]
\[
(-\Delta)^s w_{22} + \frac{\lambda \delta K(x)}{A(\lambda, h)^{\delta+1}} w_{22} = \frac{\delta(\delta + 1) K(x) v^2}{A(\lambda, h)^{\delta+2}} \text{ in } \Omega
\]
for any $\lambda > 0$, $h, \phi, \psi \in C_0(\overline{\Omega})$. We omit the details here.
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