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Abstract

Learning features invariant to arbitrary transformations in the data is a requirement for any recognition system, biological or artificial. It is now widely accepted that simple cells in the primary visual cortex respond to features while the complex cells respond to features invariant to different transformations. We present a novel two-layered feedforward neural model that learns features in the first layer by spatial spherical clustering and invariance to transformations in the second layer by temporal spherical clustering. Learning occurs in an online and unsupervised manner following the Hebbian rule. When exposed to natural videos acquired by a camera mounted on a cat’s head, the first and second layer neurons in our model develop simple and complex cell-like receptive field properties. The model can predict by learning lateral connections among the first layer neurons. A topographic map to their spatial features emerges by exponentially decaying the flow of activation with distance from one neuron to another in the first layer that fire in close temporal proximity, thereby minimizing the pooling length in an online manner simultaneously with feature learning.

1 Introduction

Learning features invariant to arbitrary transformations in the data is a requirement for any biological or artificial recognition system. In recent years, there has been a surge of interest in learning feature hierarchies from data using multilayered or deep learning models largely motivated by the layered organization of the neocortex. It is now widely accepted that the simple and complex layers in the primary visual cortex (or V1) are responsible for learning transformation-invariant features. A number of computational models have been proposed that can learn transformation-invariant features for state-of-the-art recognition in images, audio and videos using alternating simple and complex layers, such as Neocognitron, convolutional neural networks and HMAX. Given the biological relevance and technological usefulness of the simple-complex layers, it is imperative to understand their function as a canonical computational unit.

The contribution of this paper is a fully-learnable model with only two manually tunable parameters, the learning rate and threshold decay parameter, for learning invariant features from spatiotemporal data, such that the model may be used as a canonical computational unit in deep neural networks for recognition and prediction. In the proposed model, the functions of the simple and complex layers have similar formulation in space and time respectively signifying their functional similarity.

In particular, we present a two-layered neural model (architecture and learning algorithm) that operates in a feedforward (or bottom-up), unsupervised and online manner. We show that:

1. Spatial features may be learned in the first layer by spatial clustering on the surface of a hypersphere of unit radius (a.k.a. spherical clustering) where the outliers are not allowed to influence the cluster centers. When learned from natural videos, these features resemble the receptive fields...
(RFs) of simple cells in V1. We will refer to the first layer of our model as the simple layer.

2. Arbitrary transformations of these features may be learned from time-varying data in the second layer by temporal spherical clustering where the outliers are not allowed to influence the cluster centers. When learned from natural videos, the response properties of the second layer neurons resemble that of complex cells in V1. We will refer to the second layer as the complex layer.

3. Predictive capability may be induced in this model by learning transition probabilities in lateral connections among the simple layer neurons. Higher-order predictions may be made by using the transformations learned in the complex layer in conjunction with the lateral connections.

4. A topographic map of the spatial features emerges by exponentially decaying the flow of activation with distance from one neuron to another in the same layer that fire in close temporal proximity. Unlike other models (e.g., [8, 9]) where the pooling regions are predefined or some sort of group sparsity is assumed to learn topographic maps from spatial data, we exploit the temporal continuity of data and physical constraints to learn topographic feature maps.

1.1 Receptive fields

In our model, the goal of simple and complex neurons may be conceptualized as learning subsets from a pool of neurons in space and time respectively. A postsynaptic neuron integrates activations from presynaptic neurons over space and time. Each neuron has a spatial RF and a temporal RF, both of fixed sizes. The size of a feature it will encode may be less than or equal to its spatial and temporal RF sizes. All neurons in a layer have the same sized RFs. The size of spatial RF of a simple neuron in layer $l$ is defined by the number of neurons in the lower layer (i.e., layer $l - 1$) reporting to it at any time instant. The goal of the simple neuron in layer $l$ is to get strongly connected (connections may be excitatory or inhibitory) to a subset of neurons within its spatial RF in order to encode the recurring spatially coincident patterns in layer $l - 1$. When this subset of presynaptic neurons fire, the postsynaptic simple neuron is highly likely to fire. The spatial RF size of a complex neuron is unity, i.e., at any time instant, a postsynaptic complex neuron can receive input from only one presynaptic simple neuron. This implicitly assumes the winner-take-all mechanism in the simple layer. All simple neurons in layer $l$ report to all complex neurons in layer $l + 1$ albeit at different time instants.

In our model, a neuron in layer $l$ samples the input stream every $\tau(l)$ instants of time, where $\tau(l)$ is referred to as the temporal RF size of the neuron. Complex neurons in layer $l + 1$ sample the input at a lower frequency than simple neurons in layer $l$, i.e., $\tau(l + 1) > \tau(l)$. Conceptually, a neuron in layer $l$ fails to distinguish the temporal sequence of events occurring within $\tau(l)$ instants of time, and hence considers all of those events to occur simultaneously. However, a neuron in layer $l - 1$ can keep track of the temporal sequence of events occurring within $\tau(l)$ time instants due to higher sampling frequency. We use this insight to model the feedforward weights to learn sets and the lateral weights in conjunction with feedforward weights to learn sequences.

The goal of a complex neuron in layer $l$ is to get strongly connected to a subset of simple neurons in layer $l - 1$ in order to encode the recurring temporally coincident patterns in layer $l - 1$ where each pattern corresponds to an instance of an arbitrary transformation. The size of this subset is at most $\tau(l)$. When this subset of presynaptic simple neurons fire in close temporal proximity (i.e., within $\tau(l)$ time instants), the postsynaptic complex neuron is highly likely to fire. The temporal RF size of a simple neuron is unity with respect to that of neurons in the lower layer, i.e., a postsynaptic simple neuron integrates activations from its lower layer over only one time instant. Thus, a simple neuron integrates activations from presynaptic neurons over space and fires if its threshold is crossed while a complex neuron integrates activations from presynaptic simple neurons over time and fires if its threshold is crossed. Then, being able to learn sets from a pool of neurons in space and time is the crux of the invariant feature learning problem.

1.2 Objective function

Formally, we define a set $\mathcal{X}$ as a finite collection of distinct alphabets, written as $\mathcal{X} = \{x_1, x_2, \ldots, x_N\}$ where $x_i$ is a $d$-dimensional alphabet or feature or event, $i \neq j$ implies $x_i \neq x_j$, and $N$ is the cardinality of $\mathcal{X}$, i.e., $|\mathcal{X}| = N$. We define a sequence $\zeta$ over the set $\mathcal{X}$ as a finite ordered list of alphabets from $\mathcal{X}$, written as $\zeta = \langle x_1, x_2, \ldots, x_n \rangle$ where $x_i \in \mathcal{X}$, $i < j$ implies $x_i$ occurs before $x_j$, $i \neq j$ does not imply $x_i \neq x_j$, and $n$ is the length of $\zeta$. Therefore, learning a subset
of features from recurring coincidences in the data requires clustering \( \mathcal{X} \) into a set of \( k \) clusters \( \mathcal{C} = \{C_1, C_2, \ldots, C_k\} \). Soft-clustering is a better option for natural data.

Formation of a cluster may be viewed as a pseudo-event that occurs where (in case of spatial clustering) or when (in case of temporal clustering) all or most of the events in the cluster occur. Let,

\[
S_i^{(l-1)}(p) = \begin{cases} 1, & \text{if } x_i \text{ occurs at } p \\ 0, & \text{otherwise} \end{cases} \\
S_j^{(l)}(p) = \begin{cases} 1, & \text{if } C_j \text{ occurs at } p \\ 0, & \text{otherwise} \end{cases}
\]

where \( p \) denotes location in case of spatial clustering and time in case of temporal. Also,

\[
W_{ij}^{(l-1,l)} = Pr(S_j^{(l)} = 1 | S_i^{(l-1)} = 1)
\]

Clustering may then be defined as an optimization problem that minimizes the following objective function:

\[
\ell(S^{(l-1)}, S^{(l)}; W^{(l-1,l)}) = \frac{1}{2} \sum_{j=1}^{k} \sum_{i=1}^{N} ||W_{ij}^{(l-1,l)} - \frac{1}{|P_j^{(l)}|} \sum_{p \in P_j^{(l)}} S_i^{(l-1)}(p)||^2
\]

where \( W^{(l-1,l)} = [W_{ij}^{(l-1,l)}]_{N \times k} \) are the parameters of the model, \( S^{(l-1)} = [S_i^{(l-1)}(p)]_{N \times P} \) and \( S^{(l)} = [S_j^{(l)}(p)]_{k \times P} \) are the observations. \( P_j^{(l)} = \{p : S_j^{(l)}(p) = 1\} \). The \( W^{(l-1,l)} \) that minimizes \( \ell \) is a maximum a posteriori probability (MAP) estimate assuming uniform prior. This formulation is similar to correlation clustering [10]; it automatically recovers the underlying number of clusters \( k \).

In the next section, we present a two-layered neural network model where neurons in lower layer are activated by spatial pseudo-events in \( \mathcal{C} \) while those in higher layer are activated by temporal pseudo-events in \( \mathcal{C} \). The feedforward weights are learned using the simplest form of Hebbian rule to minimize \( \ell \) in an unsupervised and online manner. In Section 3, we describe experimental results on natural spatiotemporal data followed by conclusions.

2 Network model

2.1 Architecture

Our network architecture consists of a hierarchy of layers of nodes (see Fig. 1(a)). A node is a canonical computational unit consisting of two layers – simple neurons in the lower layer, and complex neurons in the higher layer (see Fig. 1(b)). Neurons in a node are sparsely connected to neurons in the neighboring nodes in the same layer, one layer above and one layer below by lateral, feedforward and feedback connections respectively. The first (or lowest) layer in the hierarchy receives input from external data varying in space and time. In this paper, we will concentrate on learning invariant features in a node using the feedforward and lateral connections only.

We will refer to the layer that receives external inputs as the input layer, denoted by \( L_0 \). The simple and complex layers in a node will be denoted by \( L_1 \) and \( L_2 \) respectively. Each neuron in \( L_1 \) is connected to all neurons in \( L_2 \) in a feedforward manner (see Fig. 1(b)). The feedforward weights are denoted by \( W^{(1,2)} \), where \( W_{ij}^{(k,l)}(t) \) is the weight or strength of connection from the \( i^{th} \) neuron in layer \( k \) to the \( j^{th} \) neuron in layer \( l \) at time \( t \). Each neuron in \( L_1 \) is also connected to all neurons in its own layer, except itself, by lateral connections (see Fig. 1(c)). The lateral weights are denoted by \( W^{(1,1)} \). We will assume the number of neurons in \( L_0 \) reporting to the simple layer in a node is equal to the spatial RF size of a simple neuron in \( L_1 \) and that each neuron in \( L_0 \) is connected to all neurons in \( L_1 \) in a feedforward manner.
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Figure 1: (a) A hierarchical architecture is shown. Each layer denotes a pair of simple and complex layers. The circles denote nodes. (b) Feedforward connections from a simple layer ($L_1$) to a complex layer ($L_2$) within a node are shown. The circles denote neurons. The weights $W^{(0,1)}$ are learned to encode spatial sets or features in $L_1$. The weights $W^{(1,2)}$ are learned to encode temporal sets or transformations in $L_2$. (c) Lateral connections in a simple layer within a node are shown. The weights $W^{(1,1)}$ in conjunction with $W^{(1,2)}$ are modeled to learn sequences.

2.2 Operation

The goal of feedforward processing in the perceptual cortices is hypothesized to be rapid categorization [11]. Our model samples the input stream at regular intervals of time. At each sampling instant, it accepts spatial data as input through $L_0$ which is passed on to $L_1$ and $L_2$ in the form of activations. The goal of computations in a node is to selectively cluster the input into groups. Over time, each simple neuron in a node gets tuned to a unique feature which represents a spatial cluster center while each complex neuron gets tuned to a unique transformation. Functionally, a node is a bag of invariant filters all of which are applied to each patch of the input data.

2.3 Neuron

A simple neuron in $L_1$ integrates activations from presynaptic neurons in $L_0$ over its spatial RF and fires if the integrated input crosses its threshold. Activations of simple neurons in $L_1$ at time $t$ are:

$$A^{(1)}(t) = A^{(0)}(t) \times W^{(0,1)}(t) + S^{(1)}(t-1) \times W^{(1,1)}(t)$$

(5)

where $A^{(0)}$ is the external input, $S^{(1)}$ are the states of neurons in $L_1$, $A^{(0)} \times W^{(0,1)}$ and $S^{(1)} \times W^{(1,1)}$ are activations due to feedforward and lateral interactions respectively. Each feature in $W^{(0,1)}$, and $A^{(0)}$ are normalized, hence $A^{(1)}$ is the normalized dot product of the input with each feature modulated by the lateral interaction. This allows a simple neuron to act as a suspicious coincidence detector [12], responding with high activation if the input matches the feature encoded in its RF.

A complex neuron in $L_2$ integrates activations from presynaptic neurons in $L_1$ over its temporal RF and fires if the integrated input crosses its threshold. The activations of complex neurons in $L_2$ at time $t$ are:

$$A^{(2)}(t) = \sum_{h=t_0}^{t} S^{(1)}(h) \times W^{(1,2)}(h)$$

(6)

where $t_0$ is a time instant from when the neurons start integrating, $t - t_0 \leq \tau^{(2)}$. Each feature in $W^{(1,2)}$ is normalized to have unit norm. A complex neuron acts as a temporal coincidence detector.
The state of the $i^{th}$ neuron in any layer $l$ is binary, given by

$$S^{(l)}_i(t) = \begin{cases} 
1, & \text{if } A^{(l)}_i(t) > A^{(l)}_j(t), \forall j \neq i, \text{ and } A^{(l)}_i(t) > \theta^{(l)}_i(t) \\
0, & \text{otherwise}
\end{cases} \tag{7}$$

where $\theta^{(l)}_i(t)$ is the threshold of the $i^{th}$ neuron in layer $l$ at time $t$. This threshold is adaptive and unique for each neuron. Only the maximally activated neuron (or winner) in a layer is assigned the state 1 if its threshold is exceeded. Our model implements the winner-take-all mechanism which allows only the neuron of highest activity to learn. We say a neuron has fired if its state reaches 1.

Thus, a neuron integrates all inputs over its spatial and temporal RF until it reaches its threshold when it fires if it is the winner. As soon as it fires or if it fails to fire within the duration of its temporal RF, it discharges and then starts integrating again. The discharge from a neuron inhibits neighboring neurons in its own layer. As in [13], it may be assumed that this lateral inhibition is proportional to a neuron’s total accumulated charge (or activation) and operates at a faster time scale. The inhibition is required to ensure that neurons in a layer do not get tuned to the same feature set. The inhibition influences a neuron’s activation which in turn influences its inhibition. This cycle ensues until a stable state is reached. In most practical cases, this inhibition is observed to be strong enough to drive all neurons close to their baseline activation. In our implementation, we assume this baseline to be zero which does not effect our features qualitatively.

### 2.4 Updating weights and thresholds

Feedforward weights to neuron $j$ in layer $l$ with $S^{(l)}_i(t) = 1$ are updated following Hebbian rule.

$$W^{(l-1, l)}_{ij}(t + 1) = (1 - \alpha) \times W^{(l-1, l)}_{ij}(t) + \alpha \times S^{(l-1)}_i(h) \tag{8}$$

where $t_0 \leq h \leq t$, $\alpha$ is the learning rate that decreases with time for finer convergence, $0 < \alpha < 1$, $S^{(0)} = A^{(0)}$. This weight update rule is obtained by applying gradient descent on the objective function in Eq. [4] in an online setting. Feedforward weights leading to each neuron are initialized to ones and normalized to have unit norm, which allows all neurons in a layer to compete on an equal footing. A new neuron is not recruited unless the incoming pattern is more similar to the initialized one and normalized to have unit norm. Thus, feedforward connection from a presynaptic neuron $(i)$ to a postsynaptic one $(j)$ that fire together are strengthened while the rest (to $(j)$) are weakened. The weakening of connections is crucial for robustness as it helps remove infrequent coincident patterns from memory which are probably noise.

In $L_1$, the lateral weight from neuron $i$ to $j$ is also updated following Hebbian rule as:

$$W^{(1, 1)}_{ij}(t + 1) = (1 - \alpha) \times W^{(1, 1)}_{ij}(t) + \alpha \times S^{(1)}_i(t - 1) \times S^{(1)}_j(t) \tag{9}$$

Thus, connection from a presynaptic neuron $(i)$ to a postsynaptic one $(j)$ that fire at consecutive time instants are strengthened while the rest (from $(i)$) are weakened. The weights are randomly initialized in $(0.5 - \delta, 0.5 + \delta)$, $\delta \to 0$, such that $\sum_j W^{(1, 1)}_{ij} = 1$, and the above learning rule ensures that constraint continues to be satisfied. Since $S^{(1)}$ is extremely sparse, $W^{(1, 1)}$ can store a number of patterns from their correlations at consecutive time instants.

The threshold is updated as follows:

$$\theta^{(l)}_i(t + 1) = \begin{cases} 
A^{(l)}_i(t), & \text{if } S^{(l)}_i(t) = 1 \\
(1 - \eta) \times \theta^{(l)}_i(t), & \text{if } S^{(l)}_i(t) = 0 \text{ and } t - t_0 = \tau^{(l)}
\end{cases} \tag{10}$$

where $\eta$ is the threshold decay parameter, a constant, $0 < \eta < 1$. Due to the threshold, only a small subset of stimuli can trigger learning. The threshold decay ensures that the size of this subset remains fixed throughout the learning process, thereby maintaining the plasticity of the network. The winner-take-all mechanism along with threshold favor neurons with sparsely distributed activity.
In the proposed model, a winner neuron always passes on its activations to its neighboring neurons in all layers irrespective of whether it fires or not. This is crucial for online operation where learning and inferencing proceed simultaneously and not in distinct phases. If a pattern has been learned and a part of it is shown, a partial pattern of activations will stimulate the remaining neurons of the pattern to become active thereby completing the whole pattern. However, the strength of connections will not be altered unless enough of the pattern has been seen (as determined by $\theta$) and the RFs of the presynaptic neurons are the best match to the incoming pattern to fire the postsynaptic neuron in the higher layer.

3 Experimental results

The proposed model was deployed for learning visual features in a node from spatiotemporal data in an unsupervised and online manner. The feedforward weights were learned layer by layer with $\alpha(t) = \alpha(t-1)/(1 + t/10^6)$, $\alpha(0) = 0.1$. $\theta^{(l)}$ were initialized to a value slightly greater than $\pi^{(l)}$ such that the longest sequences may be captured. $\eta = 10^{-6}$. As stimuli we used 17 videos recorded at different natural locations with a CCD camera mounted on a cat’s head exploring its environment [14]. These videos provided a continuous stream of stimuli similar to what the cat’s visual system is naturally exposed to, preserving its temporal structure. The same catcam videos were used in [13, 15] for evaluating models on learning complex cell RF properties. As preprocessing, each frame ($320 \times 240$ pixels) was converted to grayscale and convolved with a $3 \times 3$ Laplacian of Gaussian kernel followed by rectification to crudely highlight edges, believed to be performed by center-surround cells before the signal reaches V1. Spatiotemporal voxels of size $10 \times 10$ pixels spanning over the entire duration of a video were extracted at fixed points from a $9 \times 11$ grid, sampled every 25 pixels. These 99 voxels from each video formed our stimuli, leading to a total of about 5.3 million patches from the 17 videos.

3.1 Simple layer

Our model was simulated with 625 simple neurons in $L_1$ with spatial RF size $10 \times 10$ pixels. Each simple neuron learned a unique visual feature from the stimuli. Qualitatively, the features belonged to three distinct classes of RFs – small unoriented features, localized and oriented Gabor-like filters, and elongated edge-detectors (see Fig. 2). Such features have been observed in macaque V1, and have been reported to be learned by computational models such as SAILnet [16] and SSC [17].

If lateral connections encode transition probabilities and minimization of wiring length is an objective, neurons that fire in close temporal proximity will end up being spatial neighbors. Furthermore, if the stimulus changes gradually, neighboring neurons will develop similar feature preferences. In order to learn features in a topographic map, we organize the simple layer neurons on a 2D grid. At any time $t$, the activation $A_i$ of the winner neuron $i$ at time $t - 1$ is propagated to its neighbor $j$ ($j \neq i$), the effect of which exponentially decreases with square of the distance $d_{ij}$ between $i$ and $j$ on the grid. For neighbor $j$ at time $t$, the propagated activation is:

$$
\psi_{ij}^{(1)}(t) = \begin{cases} 
    e^{-\gamma \times d_{ij}^2}, & \text{if } i \neq j \\
    0, & \text{otherwise}
\end{cases}
$$

where $\gamma$ is a constant, $\gamma = 2$. At any time $t$, in addition to feedforward activation, each simple neuron receives an activation from a neighboring winner in the same layer. The simple layer activation is:

$$
A^{(1)}(t) = A^{(0)}(t) \times W^{(0,1)}(t) + S^{(1)}(t - 1) \times \psi^{(1)}(t)
$$

where $\psi^{(1)} = \left[\psi_{ij}^{(1)}\right]_{|L_1| \times |L_1|}$ is the number of neurons in $L_1$. The second term biases neighboring neurons to become the winner at the next instant. As a result, simple neurons that fire in close temporal proximity end up being spatially close in the 2D grid (hence, equations [12] and [5] are functionally equivalent). Consequently, the wiring length for pooling by complex neurons is reduced, in agreement with biological evidence [18, 19]. The topographic map is shown in Fig. 2. The pooling region in this topographic map as learned by each complex neuron is shown in Fig. 4.
3.2 Complex layer

Our model was simulated with 25 complex neurons in $L_2$ with temporal RF size of 21 sampling instants. Being exposed to the catcam videos, each complex neuron got strongly connected to a subset of simple neurons in $L_1$ i.e., it learned a unique transformation to which it is now invariant. The spatial feature encoded by each simple neuron in this subset is an instance of the transformation. The activation of a complex neuron is high if the spatial stimulus matches any of these spatial features, and low otherwise. Thus, the response of complex neurons in our model is akin to that of complex cells in V1.

Due to the nature of stimulus, our model was exposed to sequences of spatial stimuli in the catcam video. Repeating sequences, if learned, would be useful for prediction. When trained with a sequence (e.g., $\langle A, B, C, D, E \rangle$), a complex neuron in our model responds much more vigorously (as measured by its activation) to the corresponding set (e.g., $\{A, B, C, D, E\}$) than to any other (e.g., $\{I, J, K\}$), where each alphabet refers to a unique spatial feature. Further, it responds more vigorously to the training sequence than to any other (e.g., $\langle E, D, C, B, A \rangle$), thereby manifesting the complex neuron’s direction selectivity. This is achieved by exploiting the set learned by the complex neuron in conjunction with the transition probabilities learned by the lateral connections in the simple layer. The difference in activations towards the training sequence and any of its other permutation depends on how often other permutations of the set are presented. If no other permuta-
tion is presented, the difference in activations is high. In V1, 10-20% cells show marked direction selectivity [20].

Prediction in our model amounts to computing the probability of the $i^{th}$ simple neuron being the winner at time $t + 1$ given that the $j^{th}$ simple neuron was the winner at time $t$, i.e. probability of $S_i^{(1)}(t + 1) = 1$ given $S_j^{(1)}(t) = 1$, which depends on the transition probabilities as well as the sets learned by the complex neurons. At any instant, the winner complex neuron (say, $k$) restricts the set for the expected winner simple neuron. The highest expected one is then chosen from this set using the transition probabilities.

$$
Pr(S_i^{(1)}(t + 1) = 1 \mid S_j^{(1)}(t) = 1) = \kappa \times \left( \frac{W_{jk}^{(1,2)}}{\sum_k W_{jk}^{(1,2)}} \times \frac{W_{ik}^{(1,2)}}{\sum_i W_{ik}^{(1,2)}} + W_{ji}^{(1,1)} \right)
$$

where $\kappa$ is the uniform prior distribution. Fig. 3 shows the entropy of the system as it converges with learning. Fig. 4 shows the sets and sequences learned by eight $L_2$ neurons in our model. To reconstruct the sequence learned by a $L_2$ neuron, we select the strongest connected feature from its set; its successor is that feature from the set that has the strongest lateral connection (the algorithmic implementation of equ. 13), and so on until a feature is repeated, signifying the end of sequence.

![Figure 3: Entropy of the system as it learns from natural stimuli.](image)

4 Conclusions

Learning features invariant to arbitrary transformations in the data is a requirement for any recognition system, biological or artificial. Biological evidence and computational models have supported the role of simple-complex layers in V1 in achieving this goal. To understand their function as a canonical computational unit in a hierarchical or deep network, we presented a novel two-layered neural model that operates in a feedforward, unsupervised and online manner. When exposed to natural videos recorded with a camera mounted on a cat’s head, the first layer neurons learned three classes of spatial features that resemble the RFs in macaque V1 while the second layer neurons learned arbitrary transformations in the data, their activations were then invariant to these transformations akin to the response of complex cells in V1. The learning rules for the two layers were derived from the same objective function signifying their functional similarity. The simple and complex RFs were learned by spherical clustering in space and time respectively where the outliers were not allowed to influence the cluster centers.

The model could make higher-order predictions by simultaneously exploiting the transformations learned in the complex layer and transition probabilities learned by the lateral connections in the
Figure 4: Sequences and feedforward connection strengths learned by eight (out of 25) $L_2$ neurons from the catcam videos are shown in (a) through (h). In (a), the top figure shows the sequence of length 9 learned by this $L_2$ neuron. The bottom figure shows the connection strengths to the 625 $L_1$ neurons learned by this $L_2$ neuron. Similarly for (b) through (h). The $L_2$ neurons learn variable length sequences even with the same $\tau^{(2)} (=21)$.

simple layer. We showed the convergence of this predictive model while learning from the catcam videos. Unlike other models with predefined pooling regions or presumed group sparsity for learning topographic maps from spatial data, we used temporal continuity of data and physical constraints to learn topographic feature map. The proposed model is fully-learnable with only two manually tunable parameters – the learning rate and threshold decay parameter. We conclude that the model is an ideal candidate to be used as a canonical computational unit in a hierarchical network for real world applications and understanding biological brain functions.
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