Source and pattern identification of ground deformation based on the framework of Blind Source Separation—Nonnegative Matrix Factorization: a case study in a long-term GPS monitoring mine
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Abstract
Ground deformation caused by mining affects the safety of underground mining and buildings. High-resolution characterization of ground deformation respond to latent sources is a first step toward improved hazard forecasting. We rely on long-term GPS displacement data and an improved NMF algorithm of BSS to identify the sources driving ground deformation. The NMF identifies three sources (S1, S2, and S3) with distinct spatial and temporal surface deformation patterns and quantitatively reveals the contribution of each source to ground deformation. S1 captures horizontal Y-displacement related to horizontal tectonic stress $\sigma_1$. S2 dominates vertical Z-displacement with a widespread isotropic deformation driven by self-weight body force. S3 controls horizontal X-displacement related to horizontal tectonic stress $\sigma_2$. Besides, we find that independent contributions of these three sources can be resolved from the GPS data. The results show that the sharp change of source contribution and even transformation of dominate source are highly related to the severe deformation belt. This phenomenon is time independent, and helps us to select sites and find the potential risk area at its early stage.
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1. Introduction

Ground deformation is a common phenomenon in terms of civil engineering, groundwater pumping, earthquake, landslide and underground mining operations (Cao et al. 2019; Gourmelen et al. 2007; Schultz-Fellenz et al. 2020; Ye et al. 2016; Zhao et al. 2012) and always leads to severe damage of buildings and even collapse of roof caving (Ding et al. 2017; Xia et al. 2019). Typically, there are multiple sources (factors) that can cause rock movement, such as topography, type of rock, structure of rock mass, tectonic stress, mining technology, and co-seismic vibration effects, etc. The combination of these sources and the dominant source vary significantly depending on the local geological conditions. Without greater confidence in how these proposed factors affect ground deformation near surface, we cannot reliably use the results of geodetic analyses to infer shallow deformation, nor can we formulate models to predict deformation in future events.

In recent years, these sources have been widely studied by various methods to have a deep understanding of the mechanism of ground deformation. There are four broadly categories.

First, numerical model based on finite element or discrete element method. It is a forward method that takes some sources (e.g., stress condition, joint distribution, and mining operations) and their generalized parameters into consideration (Fathi Salmi et al. 2017; Kabwe 2017; Khanal et al. 2015; Salmi et al. 2019). The number and kinds of input sources are always decided by prior knowledge and generalized parameters from laboratory. Although numerical model is parameters dependent and sensitive, researchers can, to some extent, identify the dominant source depend on the fluctuation of displacement and stress by inputting different parameters of one source while fixing other parameters at the same time. The second category is classical statistical methods (e.g., correlation analysis, factor analysis, regression analysis, etc.). These methods try to find the law of ground deformation from observed data (Hui et al. 2018). They also can help to find out parts of the sources leading to ground deformation. However, the hidden sources of massive data with high dimensions cannot be easily interpreted by using these methods (Sahu et al. 2017; Song et al. 2011). The third category is analytical solution based on empirical methods, profile function, and influence function (Díaz-Fernández et al. 2010). These methods take the geometrical and mechanical parameters as input to predict the ground deformation. The type and value of parameters are highly dependent on the prior knowledge of researchers. However, it is unreasonable to predict before we know the mechanism of each potential source causing ground deformation. The forth category is machine learning consists of a series of supervised learning algorithms (Chen et al. 2017; Perrin et al. 2015; Zhou et al. 2019). These methods use a set of data to train the learning model with factors identified by prior knowledge and then to fit the observed data. Therefore, these methods are not self-constraint by data and much dependent on the knowledge of researchers.

However, none of these studies try to objectively and quantitatively find out that 1) what kind of and how many sources leading to the ground deformation? 2) what is the independent pattern of each source? 3) how much is the proportion of each source contributing to the deformation at a specific site? and 4) how the dominant source transfers with time among these sources?

Mechanism and pattern vary significantly among different sources when causing ground deformation. As a result, the characteristics of ground deformation induced by different sources can be also different in terms of horizontal and vertical displacement. In plain words, even though we did not know who they (sources) are, how many of them there and how they did (causing ground deformation), but what they have done was recorded in the data. Based on this logic, it is possible to find a backward way to separate the sources from the long-term monitored displacement data. If
sources can be successfully decomposed from observed data, hidden pattern of each source can be revealed independently with knowledge of petrology, tectonic geology, fracture mechanics, and rock mechanics, etc. Most importantly, it is the transformation of dominant sources with time in a concerned area that is essential to the prediction of ground deformation and safety management.

Indeed, sources identification causing temporal and spatial development of ground deformation is still challenging. In recent years, source identification has received extensive attention in areas such as signal processing, biomedical engineering, data analysis and data mining. Nonetheless, the theory and applications are still being developed. Source identification can be complex because 1) some of source signals may mutually interfere, 2) there may be attenuation (linearly or nonlinearly) of signals when transmitting through the medium or discontinuity, 3) the ratios of signal to noise vary in real word, 4) some of sources may be partly collinear or have similar patterns.

The observed displacement data can be seen as the mixture signal of different displacement patterns with some unknown mixing processes. From this point of view, we can introduce Blind Source Separation (BSS) in the field of signal processing to find the hidden sources and their patterns. The aim of BSS is to process observations acquired by sensor arrays in such a way that the original unknown source signals are extracted by various algorithms without knowing or with limited information about the characteristics of the transmission channels through which the sources propagate to the sensors. Therefore, BSS can be used to reveal hidden sources and patterns in a mixed data set.

The basic framework of BSS can be described as a linear mixture model by equation 1.

\[ X = AS + E \]  (1)

Where \( X \in R^{m \times n} \) is observed data (mixtures). \( A \in R^{m \times p} \) is an unknown mixing matrix representing the linear combination of the sources and each row of \( S \in R^{p \times n} \) is a source. \( E \) represents additive noise or interference introduced during mixing and transmission.

Typically, the only known information in BSS is the mixtures \( X \). We need to determine the number of sources \( S \) and the solution of mixing matrix \( A \) and \( S \), i.e., mathematically, we need to solve equation 2

\[ \vartheta = \min \| X - AS \|_F^2 \]  (2)

It is noteworthy that such a problem is ill-posed and has an infinite number of solutions. Thus, extra imposed constraints (e.g., statistical independence, non-negativity, sparsity, maximum mutual information, etc.) and regularized optimization procedures are often required to minimize the objective function \( \vartheta \) and to find an optimal and robust solution. Different constraints are usually imposed on \( A \) and \( S \) based on particular cases and may lead to different results. Many methods are included in BSS (e.g., independent component analysis (ICA), sparse component analysis (SCA), non-negative matrix/tensor factorization (NMF/NTF), etc.). They all can successfully identify the hidden sources and patterns from observed data set. However, it is the physical meaning and interpretation of particular case that curial to determine which method to be used.

ICA is one of the early and widely used techniques for BSS. It is an extension of linear principal component (PCA), where mutually orthogonal assumption is replaced by a stronger statistically independent assumption of latent sources (Ciaramella et al. 2006). Cohen-Waeber et al. (2018) applied ICA to InSAR time series in San Francisco East Bay Hills and revealed four distinct spatial and temporal surface deformation components (sources). However, the performance of ICA is not good in some areas (e.g., in bio-signal and genomic signal) because the latent sources are partially
or entirely correlated. In other words, it is hard and often impossible to verify the statistical assumptions on the sources (Tangirala et al. 2007). Under this situation, much effort has been devoted to find an alternative approach with weaker assumptions. SCA started to emerge at the end of the 1990s and became prominent during the 2000s (Chang et al. 2006; Lee et al. 1999). Unlike ICA, SCA is suited to correlated sources and tries to explain data as a mixture of sparse components (Karoui et al. 2012). In practice, both non-negativity and sparsity are often desirable or necessary when the hidden sources have physical meaning. However, results of ICA and SCA often lead to the subtraction in order to reconstruction of observed data. As a result, it is difficult to interpret the physical meaning of sources.

In contrast to ICA, NMF enforces a non-negative constraint exhibiting some degree of natural sparsity on the mixing matrix $A$ and source matrix $S$ (Lee and Seung 1999). In other words, NMF does not allow subtraction and combinations, and, therefore, it is often used to quantitatively describe the parts that comprise the entire entity. Furthermore, matrix factorization methods that exploit non-negativity and sparsity constraints usually lead to estimation of the hidden sources with specific structures and physical interpretations, in contrast to other BSS methods. For example, it is the sources that contribute to the development (rather than reduce) of ground deformation that gains our most concerns. Sparsity constraint significantly limits the number of sources to represent the observed ground deformation data. Non-negativity constraint gives the physical interpretation of each source on the deformation at monitoring sites.

In this study, the highlight is that without knowing other subsurface conditions and other prior knowledge, we introduce and improve Blind Source Separation (BSS) from the field of signal processing to identify the latent sources and their corresponding patterns based only on a long-term transient displacement data collected by GPS between 2001 and 2017 (measuring interval: 0.5 year). Nonnegative Matrix Factorization (NMF) algorithm (one of BSS algorithms) by Lee and Seung (1999) is applied to decompose the displacement data. Finally, we obtain the following items: 1) the number of identified sources, source patterns and physical meanings, 2) the dynamic of dominant source by comparing the contribution of each source.

2. Methods
All the main steps of the method are shown in Fig. 1. We develop an extended NMF framework to decouple the ground deformation data. This method consists of (1) definition of physical problem in a mathematical way, (2) extended NMF with stronger sparsity constraints, (3) initialization of NMF, (4) determination of true number of sources, and (5) Evaluation and selection of robust solution.

2.1 Definitions
Let us consider ground deformation is recorded by $m$ GPS monitoring sites at a fixed measurement frequency. Ground deformation is subjected to the effects of $p$ unknown physical sources that cause rock movement. The locations of the sources are unknown. Physical process of different sources may interfere through the medium and their influences may be distributed or point. In our analysis, there are no assumptions neither on the initial or boundary conditions like in numerical model nor stochastic or probability on physical process. The only assumption in this particular problem is that the value of ground deformation at a motoring site is the proportionally added by unknown sources.

Here, we give the mathematical form of this particular problem.
\[ X_{m \times n} = A_{m \times p} S_{p \times n} + E_{m \times n} \quad (3) \]

Where \( X_{m \times n} \) is observed data by \( m \) GPS sites and \( n \) monitoring campaigns. \( A_{m \times p} \) is an unknown mixing matrix representing the linear combination of \( p \) sources. \( S_{p \times n} \) is a source contribution at each discrete time moment. \( E_{m \times n} \) represents the measurement errors or noises. The number of hidden sources is definitely less than the number of GPS monitoring sites (i.e., \( p \leq m \)).

### 2.2 NMF with sparsity constraints

In order to estimate matrix \( A \) and \( S \), a cost function \( \vartheta \) is chosen to quantify the similarity measure (also referred to as divergence of dissimilarity, distance depending on the probability distribution of estimated sources and the structure of data) between reconstructed data and observed data. \( \| \cdot \|_F^2 \) represents the Frobenius norm which is the squared Euclidean distance. \( \alpha_A \) and \( \alpha_S \) are nonnegative regularization parameters (typically, \( \alpha_A = \alpha_S \in [0.01,0.5] \)) and the sparseness increases with an increase in the values of regularization coefficients. Penalty terms \( J_A(A) \) and \( J_S(S) \) enforce a certain application-dependent features to get a unique and desired solution.

\[
\vartheta = D_F(\|AS\|) = \frac{1}{2} \|X - AS\|_F^2 + \alpha_A J_A(A) + \alpha_S J_S(S) \quad (4)
\]

\[ \text{s.t. } a_{ij} \geq 0, s_{jt} \geq 0, \forall i,j,t \]

In order to impose sparsity, we choose to use \( \ell_1 \)-norm to minimize the cost function

\[
\vartheta = D_F(\|AS\|) = \frac{1}{2} \|X - AS\|_F^2 + \alpha_A \|A\|_1 + \alpha_S \|S\|_1 \quad (5)
\]

\[ \text{s.t. } a_{ij} \geq 0, s_{jt} \geq 0, \forall i,j,t \]

To minimize the cost function \( \vartheta \), we choose the multiplicative update algorithm (equation 6, 7) developed by Lee and Seung (1999), which updates the \( a_{ij} \) while keeping \( s_{jt} \) fixed, and then updates the \( s_{jt} \) while keeping \( a_{ij} \) fixed. Obviously, all the successive estimates remain positive if the initial estimate is positive. However, if an element of matrix becomes zero, it remains at zero for all the successive iterations. To circumvent this problem, we force the values of \( a_{ij} \) and \( s_{jt} \) not to be less than a small positive value \( \varepsilon \) (typically, \( \varepsilon = 10^{-16} \)).

\[
a_{ij} \leftarrow a_{ij} \frac{|X^T_{ij} - a_A|}{|A^T S^T|_{ij} + \varepsilon} \quad (6)
\]

\[
s_{jt} \leftarrow s_{jt} \frac{|A^T X_{jt} - a_S|}{|A^T S^T|_{jt} + \varepsilon} \quad (7)
\]

The iterative algorithm is stopped when there is little or no improvement of cost function between successive iterations, \( \omega = 10^{-10} \).

\[
\Delta \vartheta = \frac{|D_F^{(k)} - D_F^{(k-1)}|}{D_F^{(k)}} \leq \omega \quad (8)
\]

### 2.3 Optimization and Solution

Obviously, the final solution is almost a local minima because the global minima is seldom achievable. In order to achieve a reasonable and optimal solution, another three issues (the first issue is to develop a problem dependent cost function) in NMF should be stressed: 1) alleviation of the rotation indeterminacy, 2) determination of the number of sources, 3) initialization of \( A \) and \( S \).

#### Alleviation of the rotation indeterminacy:

The eq. 3 can also be presented as \( X_{m \times n} = A_{m \times p} R R^{-1} S_{p \times n} + E_{m \times n} \). It is easy to find many rotational matrices \( R \) such that \( A_{m \times p} R = \bar{A} \) and \( R^{-1} S_{p \times n} = \bar{S} \) are also the solutions of eq. 3. Therefore, the solution of NMF is non-unique. To overcome this, we should keep the input data \( X \), decomposed matrices \( A \) and \( S \) sufficiently sparse (Rickard and Cichocki 2008). One common
way is to normalize the input data $X$ to make $A$ and $S$ zero-grounded. Besides, it is a necessary step to find a meaningful approximation of the hidden pattern for ground deformation neglecting the scaling ambiguity.

**Number of sources:**

Remember that the number of sources (rank of $S$, $p$) and mixing process is unknown in NMF. Therefore, the number of sources can be extracted from observed data only. However, this remains an open issue. There are several methods by trial and error and heuristic techniques for determining the number of sources. 1) $p$ is determined by the dimension of data, i.e., $p < mn/n + n$, where $m$ represents the number of observations and $n$ represents the number of monitoring campaigns. 2) $p$ can be chosen in an ideal noiseless case by increasing the number of sources until the error of observed and reconstructed data ($E = X - X'$) is zero. 3) Tangira et al. (2007) proposed a PSV method based on the incremental variance captured by each source relative to the total power to determine the value of $p$. 4) others such as residual analysis can also help to choose the rank (Cuss et al. 2016).

In this work, a heuristic method proposed by Minka (2001) was used to calculate the smoothness index defined as:

$$SI(k) = \frac{\text{var}([\tilde{\lambda}_i]_{i=k+1}^{l-1})}{\text{var}([\tilde{\lambda}_i]_{i=k}^{l-1})}, \quad k = 1, 2, ..., l - 2$$

where $\tilde{\lambda}_i = \lambda_i - \lambda_{i+1}$, $\lambda$ is the eigenvalue of the covariance matrix for observed data in a descending order ($\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_l > 0$). The sample variance is defined as:

$$\text{var}([\tilde{\lambda}_i]_{i=k}^{l-1}) = \frac{1}{l-k} \sum_{i=k}^{l-1} (\tilde{\lambda}_i - \frac{1}{l-k} \sum_{i=k}^{l-1} \tilde{\lambda}_i)^2$$

Finally, the number of sources $p$ can be selected by the following criterion:

$$p = \arg \min_{k=1,2,...,l-2} SI(k)$$

**Initialization:**

The intrinsic of multiplicative update algorithms is nonconvex, even though the cost function is strictly convex with respect to one set of variables (i.e., either $A$ or $S$). Therefore, it is impossible to find an analytical-based optimal solution (Rezaei and Boostani 2013). The solution and convergence are highly depending on the initialization of $A$ and $S$. Initializations nearing the optimal point in search space can enhance the performance of NMF, while poor initializations often lead to low convergence, and, in some certain instances, incorrect results. Many initialization methods have been proposed, such as random, PCA, SVD, divergence-based k-means, and IGA (Boutsidis and Gallopoulos 2007; Langville et al. 2014; Xue et al. 2008). To obtain a robust initialization of $A$ and $S$, we use the following steps:

1) Generate $k$ initial $A$ and $S$ with Monte Carlo stimulation and run the ALS algorithm to obtain initialized $A$ and $S$ (Bertin et al. 2007) for predetermined rank $p$ in eq. 11.

2) Run the proposed algorithm in this paper for each set of initial matrices.

2.4 Evaluation criteria of solutions

All the possible solutions are evaluated on the basis of criteria in terms of relative error ($e$), orthogonality ($o$) and sparsity ($u$) of identified sources (Hoyer 2004). Each of these criteria reveals the capability of the demixing method from a specific aspect. The final optimal solution is a tradeoff among these three criteria, and this can be defined as a Euclidean distance in a 3D rectangular coordinate system.


\[ \zeta = \min(\|v_i\|^2), \ i = 1, 2, \ldots, p * (k + 1) \]  

(12)

Where \( v_i \) is a vector composed of the three parameters \( (e_i, o_i, u_i) \). \( e_i, o_i \) and \( u_i \) are defined as the following equation 13 to 15 with a monotonic property. The value of \( e_i, o_i \) and \( u_i \) ranges \([0, +\infty), [0, +\infty), \) and \([1, +\infty), \) respectively. A lower value of each parameter represents a better performance in terms of a specific aspect.

\[ e_i = \|X - AS\|^2 / \|A\|^2 \]  

(13)

\[ o_i = \|O_i\|^2, O_i = (O_1, O_2, \ldots, O_{l}), O_i = S_q^T S_h, l = c_p^2, 1 \leq q \neq h \leq p \]  

(14)

\[ u_i = \|U_i\|^2, U_i = (U_1, U_2, \ldots, U_p) \]  

(15)

2.5 Permutation of identified sources

Methods based on NMF cannot give the order of identified sources measured by explained variance like PCA. However, one of our goals is to identify the dominant source that is crucial for the prediction and controlling of ground deformation. The dominant source should explain the most ground deformation, and the secondary source explains the second-most remaining ground deformation. In order to reorder the identified sources, we defined the contribution \( \xi_i \) by \( i \) th source as the following equation 16. The source with the highest value of \( \xi_i \) is the most robust one that can be seen as the dominant source. By using this measurement, sources are reordered in a decreasing order of contribution.

\[ \xi_i = \frac{||A_{ip}||^2}{||X||^2}, i = 1, 2, \ldots, m; j = 1, 2, \ldots, n \]  

(16)

3. Application

3.1 Geological setting

Jinchuan No.2 mine (JinChang City of GanSu Province, China) is one of the largest underground nickel mine in the word (Fig. 2a). Mining area lies in a monoclonal tectonic structure and more than 180 oblique faults distribute in this area after experiencing each geological tectonic movement and magma intrusion since Luliang Movement of Protozoic in China (Hui et al. 2018). High-level tectonic stress is a prominent characteristic in the mine area. In shallow strata, the axis of the maximum principal stress is horizontal (NE), which is basically perpendicular to the strike of the ore body (strike :N50°W, and dip angle : 40° to 70°). The maximum principal stress axis rotates to SSW-SW direction in deep strata. The dip of maximum principal stress also shows difference from shallow to deep strata. The dip increases up to 40° with the depth increasing (Cai 1999; Zhao et al. 2012). Ultrabasic rocks are the ore-bearing native rock. Surrounding rock comprises of granite, marble, and migmatite. These rock masses have poor mechanical stability because of the high density of discontinuity. For more detail in geological conditions, see Li et al. (2004) and Li et al. (2020a). The mechanized backfill mining technique is adopted in this mine field because of the well-developed geological foliation in the metamorphic strata and poor massif stabilities. After finishing of excavation in an access drift, the void is backfilled by cement paste subsequently and then the next access drift is excavated. Thus, no interval pillar is left and the filling body in the upper layer is served as the artificial roof for mining of the next layer. Underground mining operations have induced large scaled ground deformation
and surface fissures after 1999. Therefore, GPS has been used to monitor the ground deformation since 2001. Previous studies have qualitatively assessed that high tectonic stress, mining rate, discontinuity in rock mass, ratio of backfill and mining were the factors significantly affecting the ground deformation (Ma et al. 2015; Zhao et al. 2013).

3.2 Data processing

GPS monitoring network contains a reference net and a deformation monitoring net on the ground surface. Reference net containing 7 benchmarks is set far away from the deformed area. During the long-term period, some of points are destroyed. Therefore, a total of 78 monitoring points with successive time series out of 101 monitoring points are selected in this study. These points distribute along the exploratory lines with a spacing of 50 m between two points on the same line. Besides, an additional monitoring line (H line) is laid out on the upper surface of the ore body, which is perpendicular to the exploratory lines (Fig. 2b). Original data is received by Z-12-type GPS receiver and antenna (Ashtech, USA) (Fig. 2c). The nominal accuracies of the horizontal and vertical displacements are 3 mm + 0.5 ppm and 5 mm + 1 ppm, respectively. Square error of processed displacement data is about ±1.96 mm. For a single monitoring point, displacement data comprises of the increment of X, Y, Z (local coordinate system) and each of them has 30 records. Besides, displacement data is offset without changing the structure of data to ensure there is no negative value in the matrix.

4. Results

The GPS monitoring data is a mixture of a series of unknown sources with dynamic mixing ratios. Our goal is to separate the spatial and temporal patterns of dominate long-term and common-mode. The NMF does this by minimizing cost function with non-negative and sparsity constraints. To seek a trade-off between interpretability and statistical fidelity, the formulated evaluation criteria helps to select the optimal solution from all possible solutions that has the highest resolution of each source pattern.

After 100 tries of NMF and a series of optimization criteria by using the parameters of Table 1, we obtain the 100 solutions with different accuracies (Fig. 3). The optimal solution is determined by error (e), orthogonality (o) and sparsity (u) according to eq. 12 with the number of iteration steps of 1245. The value of e, o, and u is 0.02, 11.14, and 1.06, respectively. Although the NMF cannot give the accurate solution, the 100 tries show a validation in statistics. The reconstructed data with less noises (Fig. 4c) fits well with original data (Fig. 4a).

The final solution consists of three sources (Fig. 4b), namely source 1 (S1), source 2 (S2), and source 3 (S3), which optimally isolate the major spatial and temporal trends underlying the ground deformation time series. For comparison, the amplitude is normalized by the relative maximum. It is worth noting that these three sources are not orthogonal because NMF does not assume the orthogonality of sources. Therefore, the sum of source contribution is not equal to one according to the equation 16. The source contribution to original data (Table 2) shows that S1 has the highest contribution of 0.53, and S3 has the secondary highest contribution of 0.51, and S2 has the lowest contribution of 0.28.

S1 is a source that has a high impact on Y displacement and a low impact on X and Z displacement. In contrast, S3 shows a high contribution to X displacement and a low contribution to Y and Z displacement. S2 primarily contributes to the Z displacement and has a low contribution to X and Y displacement (Fig. 4b).

4.1 Spatial pattern of source
The mixing matrix $A$ represents contribution of the three sources at different monitoring point. Therefore, each column of the mixing matrix $A$ can be regarded as the spatial pattern of one source. As the element of $A$ is fixed, the spatial pattern of each source is stable among different monitoring campaigns. This means that these three spatial patterns are time-independent and not to be affected by mining intensity and mining methods. The value of displacement in different monitoring campaign is controlled by the magnitude of source transient. Fig. 5 shows the contour of each column of matrix $A$ that represent the spatial pattern of S1 (Fig. 5a), S2 (Fig. 5b), and S3 (Fig. 5c), respectively.

S1 captures the feature of Y displacement. In general, the value of Y displacement decreases from northwest to the southeast. There are two displacement centers that is nearly divided by line 14. The contribution of S1 near line 14 decreases sharply because the contour is dense. This indicates there exists a deformation belt that has different mechanical properties near line 14 causing the sharp change of Y displacement.

S2 controlling the Z displacement describes a homogeneously and broadly distributed pattern. A spatial shape like concentric circle shows the effect of gravity and it seems that the displacement does not affected by many kinds of discontinuities. This indicates that NMF has successfully extracted a gravity-induced pattern. Another important conclusion is that the highest contribution of S2 locates at the edge and gradually decrease at the center. This suggests that the vertical displacement at the center is not gravity-induced.

S3 controlling the X displacement exhibits two concentric circle shapes at southeast and northwest direction. The contribution of S3 increases from northwest to the southeast. Like the pattern of S1, the two concentric circles are combined by a strong deformation belt distributing near the H line and the center of the two circle are on the opposite side.

4.2 Physical meaning of identified source

In study area, high tectonic stress has been empirically considered as an important factor to the ground deformation (Ma et al. 2015). However, the mechanism of ground deformation induced by tectonic stress has never been revealed and quantitatively supported. Herein, according to the identified patterns by NMF, we can make a forward step to deeply understand the process about how tectonic stress affects ground deformation.

In natural conditions, the maximum principal stress $\sigma_1$ is perpendicular to the strike of ore body (Ma et al. 2015). The long axis of strain ellipse is NW-SE and the relationship of stress is $\sigma_1 > \sigma_2$ (Fig. 6b). In post-mining condition, we find that the Z displacement at the center of ground deformation in S2 pattern can be simplified as two sources controlled by S1 and S3 because the contribution of S2 is nearly zero. Therefore, the ellipse shape at the center region (Fig. 5b) can be thought as strain ellipse and the long axis is NE-SW. The rotation of ellipse indicates that mining operations has caused the stress rotation in a larger area. At the same time, the relationship of stress changes to $\sigma_2 > \sigma_1$. This can be supported by deformation traces. In detail, by overlying S1 and S3 patterns, we find a set of “x” shape strong deformation belts on the surface (Fig. 6a). Through the deformation traces, it is evident that the deformation belt by S3 (left wing) shows a shear property, and the slide direction can be obtained to reveal $\sigma_2 > \sigma_1$. The two quasi-circular closed region at each end of shear belt may be caused by stress concentration (Fig. 5c) (Guo et al. 2020). Deformation belt by S1 (right wing) shows an extension property because the displacement contour line in cross section of “x” is straight and parallel to each other. In fact, as the mining tunnel is perpendicular to $\sigma_1$, broader free faces cause a larger stress release of $\sigma_1$ than $\sigma_2$. This results in a series of extension...
fractures perpendicular to $\sigma_1$ on surface (field investigation can be seen in Ma et al. (2015)) and constraint of Y displacement by increasing the normal stress on joint planes. As a result, $\sigma_1$ causes a large scale of X displacement at the beginning, and, then, $\sigma_2$ becomes the dominate stress in the disturbed stress field which dominates Y displacement. This results in that S1 and S3 explain different volume information of original data (Table 2) with the explanation ratios of $\xi_1/\xi_3=1.05$. It is worth noting that the sum of explanation $\xi_1$, $\xi_2$, and $\xi_3$ is larger than 1 because these three sources are not orthogonal causing the existence of partial correlation. Therefore, we conclude that S1 is driven horizontal principal stress $\sigma_2$, and S3 is driven horizontal principal stress $\sigma_1$.

S2 describes a homogeneously and broadly distributed pattern that represents the self-weight body force caused by gravity. In the scale of study area, density of rock mass is the only factor affect the value and homogeneity of self-weight body force. We find that the mechanism of self-weight body force on ground deformation is significantly different from empirical knowledge. Specifically, on one hand, surface deformation induced by self-weight body force explains the least information of original data compared to S1 and S3. On the other hand, self-weight body force has a high contribution to Z displacement far away from center while low contribution near the subsidence center (Fig. 5b). Compression state of rock mass is found at the center of ground deformation in many studies (Ma et al. 2018; Xia et al. 2016). In this study, high confining pressure caused by $\sigma_1$ and $\sigma_2$ produces enough force of friction on joint planes with high dip angle that alleviating the Z displacement. At the same time, Z displacement is dominated by $\sigma_1$ and $\sigma_2$ because of the existence of the joint planes with lower dip angle. This can be supported by ratios of source contribution on single point such as 14–7 and H–11 (Fig. 9c). Besides, we propose that the high contribution of S2 away from the center may be caused by the extension-subsidence after the stress release of $\sigma_1$ and $\sigma_2$.

4.3 Temporal pattern of source

Temporal evolution of displacement is critical for disaster early warning. However, previous studies focus on the displacement evolution responding to the combined actions of ambient sources (Li et al. 2020b). In contrast, in this study, temporal evolution of each displacement component is related to separate source. Fig. 7 shows the temporal pattern of three sources. The temporal pattern does not show periodicity or seasonality related to precipitation indicating that the precipitation induced consolidation deformation can be ignored in this arid region. Another important conclusion from the analyses is that the time lag is not obvious by comparing the curve of three sources (Fig. 7). This indicates these three sources are independent in physical mechanism.

The deformation rate of three sources slowly increases with time. In detail, S1 induces the largest increment of deformation rate of 0.0094, and S3 induces a medium value of 0.0086, and S2 causes a lowest increment of deformation rate of 0.0056 (Fig. 7). The different increment of deformation rate may be driven by the different physical process. The stress concentration is more remarkable with mining depth increase, and, thus, the displacement controlled by $\sigma_1$ and $\sigma_2$ increases slowly. In contrast, the self-weight body force has no obvious change because it is controlled by gravity and the volume and density of overlying rock mass. Therefore, the increment of deformation rate caused by S2 would be a stable value ideally. However, the discontinuities, especially the joint and other structure planes, contribute to a component of Z displacement when suffering horizontal stress. As the dynamic of stress redistribution, the normal stress may decrease on structure planes at the tensile zone mainly distributed at the edge of deformation area (Fig. 5b) can favor the Z displacement driven by self-weight body force.
By comparing the source contribution to X, Y, and Z displacement, we can divide the temporal pattern into three stages (Fig. 8). These three stages reflect the evaluation of ground deformation. A “vibration-acceleration” phenomenon is revealed. During the vibration period, the stress redistribution and adjustment of discontinuities occur in rock mass. The acceleration is a relatively faster process, which is driven by the stress concentration and the degradation of rock mass. Another phenomenon is that each source has a more distinct contribution to its controlling displacement component while keeps a continuous decrease contribution to another two components. A reasonable explanation is that the overlying rock mass is becoming loose, and the confining pressure is decreasing on the plane of discontinuities. Therefore, S3 contributes more X displacement and less Y, and Z displacement along the plane (S1 and S2 have the same mechanism with S3). This conclusion can be used to explain many collapse events in other mining areas (Feng et al. 2019; Waltham et al. 2011).

4.4 Relationship between potential strong deformation belt and the change of “controlling pattern”

Most of sudden disasters are evolved from a long-time slow and micro deformation and the location of final failure always controlled by the previously deformed belts. GPS has successfully applied to detect the slow slip and micro deformation of landslides and mining induced ground deformation (Gourmelen et al. 2007; Klein et al. 2018; LI Xiao 2020). Prediction of deformation is the main issue in previous studies (Chen et al. 2020). The main process is, firstly, fitting measured data by various methods and, then, predicting the deformation by learned models. However, few of these studies make a forward to reveal what drives the deformation. As we all know, ground deformation is always drove by multi sources in reality. Prediction may be more valuable and reliable on the basis of physical mechanism of each source. In this study, we assume that the GPS data is a mixture of a series of unknown sources with dynamic mixing ratios. As a result, we separate two horizontal tectonic stresses and self-weight body force controlling the characteristics and tendency of ground deformation.

On the basis of separated sources, we, firstly, propose a new conception “controlling pattern” that is defined as a combination of sources ordered by their contribution at a certain time. It is dynamic with time and any source can become the dominate source. It is known that different value of confining pressure can cause different shape and location of rupture in the triaxial compression test. Like that, different controlling patterns will lead to different features of ground deformation. In addition, the location of micro deformation by first controlling pattern will play an important role in subsequent deformation process like “buckets effect”. Fig. 9 shows the contribution ratio of S1, S2, and S3 at each point. The relationship of three ratios is stable generally except for several points located on strong deformation belts. For X displacement, the dominate source is S3, and the secondary and the third is S1 and S2, respectively. In the strong deformation belts, the source contribution of S3 decreases sharply while the contribution of S1 increases at points, such as 8–3, 10–9, 14–7, 18–6, H-11, and Q–1 (Fig. 9a, 9b). The trend of Y displacement is similar to X displacement. Transformation of dominate source is found in Z displacement (Fig. 9c). The dominate sources S2 transfers to S1 or S3 in strong deformation belts. In addition, these changes are the same trend in each monitoring campaigns, which means we can identify it at an early phase of ground deformation helping to prevent risk like the severe damage of ventilation shaft on line 14 (Fig. 2b) in 2005 (Ma et al. 2015).

5. Discussion
5.1 Effect of discontinuity

Displacement is the comprehensive result that can be treated as a transient signal on the surface without caring about the transmit process in rock mass. Here, it is important to emphasize that in the presented analysis, we do not estimate the source transients changed during their propagation, and the effect of many influence factors before the displacement reaching the monitoring point. The NMF only decomposes the manifestation of the source transients in the observed data. Many driving sources and influence factors affect the development of ground deformation (Peng et al. 2018). The driving sources are related to external force loadings that are the source of displacement. Influence factors include lithology and structure of rock mass, and some physical processes that affect the mechanical properties and geometry of rock mass and discontinuity. These influence factors are highly related to the characteristics of displacement components, which covers up the characteristics of driving sources. In general, it is difficult to characterize and separate the effect of each influence factor in a regional scale because we even not understand the mechanic of a single factor, much less the coupling mechanics of all factors. However, it is more meaningful for safety management to know the comprehensive effect of these influence factors. As a result, NMF successfully identify three driving sources and the corresponding spatial and temporal patterns that is a reflection of the comprehensive effect of these influence factors. It is worth noting that driving sources identification is a core step to analyze the mechanism and evolution of ground deformation because they are carriers of these influence factors.

From the analysis in section 4, we find that discontinuities such as joints and faults, may dominate effects on the deformation behaviors of the rock mass in study area. Although NMF cannot give the precise effect of discontinuities, a conclusion can be proposed that discontinuities significantly contribute to rock movement in study area. In fact, field investigations find that there are four groups of dominate joints (Fig. 10a, c) with an average of dip direction is 7.2° (percent: 16.31%), 96.27° (26%), 186.2° (29.37%), and 289.5° (15.61%), respectively. This indicates that joints with E and S dip direction can significantly affect the ground deformation. The consistency between direction of principal stress (Fig. 6a) and E and S dip direction favors the shear movement of rock, therefore, causing the shear belt and extension belt on the ground (Fig. 6a). In addition, S1 and S3 have a high contribution of Z displacement (Fig. 4) while the pattern of S2 shows that S2 has a small contribution to X and Y displacement (Fig. 4), which suggests that the discontinuities with high dip angle are highly developed and, therefore, the rock has a small slide component in X and Y direction. Field investigations also reveal the highly developed of joints with high dip angle. As shown in Fig. 10c, the average dip of four groups of joints is 59.6°, 54.2°, 64.2°, 63°, respectively.

The temporal pattern of three sources are also affected by discontinuity. The characteristic of each stage in Fig. 8 is different. The amplitude of source continuously increases from the first stage to the third stage. For example, S3 has a normalized amplitude of 0.63 in the first stage and increases to 0.72 in the second stage, and 0.82 in the third stage (Fig. 11a). S1 and S2 have the similar changes in amplitude (Fig. 11b, c). In addition, the repeated mining operations can disturb tectonic stress causing the concentration or relaxation of stress but the self-weight body force remains stable. This leads to the oscillation amplitude of S2 is smaller than that of S1 and S3. These temporal patterns reveal that the overlaying rock mass is becoming increasingly sensitive to stress perturbations, which is consistent with the process closing to the volumetric expansion point in uniaxial compression test (Fig.12). During this process, the discontinuity becomes unstable and deforms easily under small stress perturbation, especially shear stress perturbation. However, NMF cannot
predict when the ground deformation will evolve to failure (collapse of overlaying strata).

6. Conclusions

Our analyses demonstrate the applicability of a new inverse method for analysis of ground
deformation based on NMF algorithm of BSS. The solution is optimized by newly formulated
evaluation criteria to reduce the interference among sources and improve the resolution of each
pattern. The unknown sources are identified from a set of GPS time series data without any
information about the sources, underground mining conditions, and the physical processes
impacting the displacement propagation through rock mass.

The NMF based method identifies three unique sources causing the observed data. These are
listed in a descending order in terms of source contribution to original data: S1 (driven by horizontal
principal stress \( \sigma_2 \)), S3 (driven by horizontal principal stress \( \sigma_1 \)), and S2 (driven by self-weight
body force caused by gravity). They appear to be proportionally manifested at the monitoring point.
Relative contribution of each source remains the same order as S1>S3>S2 except for the monitoring
points on strong deformation belts where the source contribution changes distinctly and even
dominate source transformation occurs. Besides, each source has stable spatial pattern which is
time-independent. This allows us to identify the potential risk area at an earlier stage. Finally, the
NMF based method can be applied to any real problem where temporal system behavior is
monitored at multiple locations.

Although NMF is useful to long-term and cyclical driving source, NMF cannot identify some
instant driving sources like blasting vibrating load and seismic load. The data sampling frequency
(interval: 0.5 year) affects the result of NMF and high frequency sampling may overcome this
problem and show more details of sources.
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