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Abstract—The need to estimate a particular quantile of a distribution is an important problem which frequently arises in many computer vision and signal processing applications. For example, our work was motivated by the requirements of many semi-automatic surveillance analytics systems which detect abnormalities in close-circuit television (CCTV) footage using statistical models of low-level motion features. In this paper we specifically address the problem of estimating the running quantile of a data stream when the memory for storing observations is limited. We make several major contributions: (i) we highlight the limitations of approaches previously described in the literature which make them unsuitable for non-stationary streams, (ii) we describe a novel principle for the utilization of the available storage space, (iii) we introduce two novel algorithms which exploit the proposed principle in different ways, and (iv) we present a comprehensive evaluation and analysis of the proposed algorithms and the existing methods in the literature on both synthetic data sets and three large ‘real-world’ streams acquired in the course of operation of an existing commercial surveillance system. Our findings convincingly demonstrate that both of the proposed methods are highly successful and vastly outperform the existing alternatives. We show that the better of the two algorithms (‘data-aligned histogram’) exhibits far superior performance in comparison with the previously described methods, achieving more than 10 times lower estimate errors on real-world data, even when its available working memory is an order of magnitude smaller.
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I. INTRODUCTION

The problem of quantile estimation is of pervasive importance across a variety of signal processing applications. It is used extensively in data mining, simulation modelling [1], database maintenance, risk management in finance [2], [3], and understanding computer network latencies [4], [5], amongst others. A particularly challenging form of the quantile estimation problem arises when the desired quantile is high-valued (i.e. close to 1, corresponding to the tail of the underlying distribution) and when data needs to be processed as a stream, with limited memory capacity. An illustrative practical example of when this is the case is encountered in CCTV-based surveillance systems. In summary, as various types of low-level observations related to events in the scene of interest arrive in real-time, quantiles of the corresponding statistics for time windows of different durations are needed in order to distinguish ‘normal’ (common) events from those which are in some sense unusual and thus require human attention. The amount of incoming data is extraordinarily large and the capabilities of the available hardware highly limited both in terms of storage capacity and processing power.

A. Previous work

Unsurprisingly, the problem of estimating a quantile of a set has received considerable research attention, much of it in the realm of theoretical research. In particular, a substantial amount of work has focused on the study of asymptotic limits of computational complexity of quantile estimation algorithms [6], [7]. An important result emerging from this corpus of work is the proof by Munro and Paterson [7] which in summary states that the working memory requirement of any algorithm that determines the median of a set by making at most \( p \) sequential passes through the input is \( \Omega(n^{1/p}) \) (i.e. asymptotically growing at least as fast as \( n^{1/p} \)). This implies that the exact computation of a quantile requires \( \Omega(n) \) working memory. Therefore a single-pass algorithm, required to process streaming data, will necessarily produce an estimate and not be able to guarantee the exactness of its result.

Most of the quantile estimation algorithms developed for use in practice are not single-pass algorithms i.e. cannot be applied to streaming data [8]. On the other hand, many single-pass approaches focus on the exact computation of the quantile and thus, as explained previously, demand \( O(n) \) storage space which is clearly an unfeasible proposition in the context we consider in the present paper. Amongst the few methods described in the literature and which satisfy our constraints are the histogram-based method of Schmeiser and Deutsch [9] (with a similar approach described by McDermott et al. [10]), and the \( P^2 \) algorithm of Jain and Chlamtac [11]. Schmeiser and Deutsch maintain a preset number of bins, scaling their boundaries to cover the entire data range as needed and keeping them equidistant. Jain and Chlamtac attempt to maintain a small set of \( ad hoc \) selected key points of the data distribution, updating their values using quadratic interpolation as new data arrives. Lastly, random sample methods, such as that described by Vitter [11], and Cormode and Muthukrishnan [12], use different sampling strategies to fill the available buffer with random data points from the stream, and estimate the quantile using the distribution of values in the buffer.

In addition to the \( ad hoc \) elements of the previous algorithms for quantile estimation on streaming data, which itself is a sufficient cause for concern when the algorithms need to be deployed in applications which demand high robustness and
well understood failure modes, it is also important to recognize that an implicit assumption underlying these approaches is that the data is governed by a stationary stochastic process. The assumption is often invalidated in real-world applications. As we will demonstrate in Section III a consequence of this discrepancy between the model underlying existing algorithms and the nature of data in practice is a major deterioration in the quality of quantile estimates. Our principal aim is thus to formulate a method which can cope with non-stationary streaming data in a more robust manner.

II. PROPOSED ALGORITHMS

We start this section by formalizing the notion of a quantile. This is then followed by the introduction of the key premise of our contribution and finally a description of two algorithms which exploit the underlying idea in different ways [13]. The algorithms are evaluated on real-world data in the next section.

A. Quantiles

Let \( p \) be the probability density function of a real-valued random variable \( X \). Then the \( q \)-quantile \( v_q \) of \( p \) is defined as:

\[
\int_{-\infty}^{v_q} p(x) \, dx = q. \tag{1}
\]

Similarly, the \( q \)-quantile of a finite set \( D \) can be defined as:

\[
\left| \{ x : x \in D \text{ and } x \leq v_q \} \right| \leq q \times |D|. \tag{2}
\]

In other words, the \( q \)-quantile is the smallest value below which \( q \) fraction of the total values in a set lie [14]. The concept of a quantile is thus intimately related to the tail behaviour of a distribution.

B. Methodology: maximum entropy histograms

A consequence of the non-stationarity of data streams that we are dealing with is that at no point in time can it be assumed that the historical distribution of data values is representative of its future distribution. This is true regardless of how much historical data has been seen. Thus, the value of a particular quantile can change greatly and rapidly, in either direction (i.e. increase or decrease). This is illustrated on an example, extracted from a real-world data set used for surveillance video analysis (the full data corpus is used for comprehensive evaluation of different methods in Section III, in Figure 1). In particular, the top plot in this figure shows the variation of the ground-truth 0.95-quantile which corresponds to the data stream shown in the bottom plot. Notice that the quantile exhibits little variation over the course of approximately the first 75% of the duration of the time window (the first 190,000 data points). This corresponds to a period of little activity in the video from which the data is extracted (see Section III for a detailed explanation). Then, the value of the quantile increases rapidly for over an order of magnitude — this is caused by a sudden burst of activity in the surveillance video and the corresponding change in the statistical behaviour of the data.

To be able to adapt to such unpredictable variability in input it is therefore not possible to focus on only a part of the historical data distribution but rather it is necessary to store a ‘snapshot’ of the entire distribution. We achieve this using a histogram of a fixed length, determined by the available working memory. In contrast to the previous work which either distributes the bin boundaries equidistantly or uses ad hoc adjustments, our idea is to maintain bins in a manner which maximizes the entropy of the corresponding estimate of the historical data distribution.

Recall that the entropy of a discrete random variable is:

\[
H_r = -\sum_{x \in X} p(x) \log_2 p(x) \tag{3}
\]

where \( p(x) \) is the probability of the random variable taking on the value \( x \), and \( X \) the set of all possible values of \( x \) [15] (of course \( \sum_{x \in X} p(x) = 1 \)). Therefore, the entropy of a histogram with \( n \) bins and the corresponding bin counts \( c_1, c_2, \ldots, c_n \) is:

\[
H_h = -\sum_{i=1}^{n} \frac{c_i}{C} \log_2 \left( \frac{c_i}{C} \right) \tag{4}
\]

where \( C = \sum_{i=1}^{n} c_i \) is the normalization factor which makes \( c_i/C \) the probability of a randomly selected datum belonging to the \( i \)-th bin [16]. Our goal is to dynamically allocate and adjust bin boundaries in a manner which maximizes the associated entropy for a fixed number of bins \( n \) (which is an input parameter whose value is determined by practical constraints). Much like the problem of computing a specific quantile which, as we discussed with reference to Munro and Paterson’s work [7] in Section I-A is not solvable exactly using a single-pass algorithm, the construction of the maximal entropy histogram as defined above is not possible to guarantee in the setting adopted in this paper whereby only a limited and fixed amount of storage is available, and historical data is inaccessible.

C. Method 1: interpolated bins

The first method based around the idea of maximum entropy bins we introduce in this paper readjusts the boundaries of a fixed number of bins after the arrival of each new data point.
Without loss of generality let us assume that each datum is positive i.e. that $d_i > 0$. Furthermore, let the upper bin boundaries before the arrival of $d_i$ be $b_1^i, b_2^i, \ldots, b_n^i$, where $n$ is the number of available bins. Thus, the $j$-th bin’s catchment range is $(b_{j-1}^i, b_j^i]$ where we will take that $b_{0}^i = 0$ for all $i$. We wish to maintain the condition that the piece-wise uniform probability density function approximation of the historical data distribution described by this histogram has the maximum entropy of all those possible with the histogram of the same length. This is achieved by having equiprobable bins. Thus, before the arrival of $d_{i+1}$, the number of historical data points in each bin is the same and equal to $i/n$. The corresponding cumulative density is given by:

$$f^i(d) = \frac{1}{n} \times \left[ j + \frac{d - b_{j-1}^i}{b_j^i - b_{j-1}^i} \right]$$  \hspace{1cm} (5)

and

$$b_{j-1}^i < d \leq b_j^i.$$  \hspace{1cm} (6)

After the arrival of $d_i$, but before the readjustment of bin boundaries, the cumulative density becomes:

$$\tilde{f}^i(d) = \begin{cases} \frac{1}{n} \times \left[ j + \frac{d - b_{j-1}^i}{b_j^i - b_{j-1}^i} \right] & \text{for } d < d_i \\ \frac{1}{n} \times \left[ j + \frac{d - b_{j-1}^i}{b_j^i - b_{j-1}^i} \right] + \frac{1}{n} & \text{for } d \geq d_i \end{cases}$$  \hspace{1cm} (7)

Lastly, to maintain the invariant of equiprobable bins, the bin boundaries are readjusted by linear interpolation of the corresponding inverse distribution function.

1) Initialization: The initialization of the proposed algorithm is simple. Specifically, until the buffer is filled, i.e. until the number of unique stream data points processed exceeds $n$, the maximal entropy histogram is constructed by allocating each unique data value its own bin. This is readily achieved by making each unique data value the top boundary of a bin.

D. Method 2: data-aligned bins

The algorithm described in the preceding section appears optimal in that it always attempts to realign bins so as to maintain maximum entropy of the corresponding approximation for the given size of the histogram. However, a potential source of errors can emerge cumulatively as a consequence of repeated interpolation, done after every new datum. Indeed, we will show this to be the case empirically in Section III. We now introduce an alternative approach which aims to strike a balance between some unavoidable loss of information, inherently a consequence of the need to readjust an approximation of the distribution of a continually growing data set, and the desire to maximize the entropy of this approximation.

Much like in the previous section, bin boundaries are potentially altered each time a new datum arrives. There are two main differences in how this is performed. Firstly, unlike in the previous case, bin boundaries are not allowed to assume arbitrary values; rather, their values are constrained to the values of the seen data points. Secondly, only at most a single boundary is adjusted for each new datum. We now explain this process in detail.

As before, let the upper bin boundaries before the arrival of a new data point be $b_1^i, b_2^i, \ldots, b_n^i$. Since unlike in the case of the previous algorithm in general the bins will not be equiprobable we also have to maintain a corresponding list $c_1^i, c_2^i, \ldots, c_n^i$ which specifies the corresponding data counts. Each time a new data point arrives, an $(n+1)$-st bin is created temporarily. If the value of the new datum is greater than $b_n^i$ (and thus greater than any of the historical data), a new bin is created after the current $n$-th bin, with the upper boundary set at $d(i)$. The corresponding datum count $c$ of the bin is set to 1. Alternatively, if the value of the new data point is lower than $b_1^i$, then there exists $j$ such that:

$$b_{j-1}^i < d \leq b_j^i,$$  \hspace{1cm} (8)

and the new bin is inserted between the $(j-1)$-st and $j$-th bin. Its datum count is estimated using linear interpolation in the following manner:

$$c = c_j^i \times \frac{d - b_{j-1}^i}{b_j^i - b_{j-1}^i} + 1.$$  \hspace{1cm} (9)

Thus, regardless of the value of the new data point, temporarily the number of bins is increased by 1. The original number of bins is then restored by merging exactly a single pair of neighbouring bins. For example, if the $k$-th and $(k+1)$-st bin are merged, the new bin has the upper boundary value set to the upper boundary value of the former $(k+1)$-st bin, i.e. $b_{k+1}^i$, and its datum count becomes the sum of counts for the $k$-th and $(k+1)$-st bins, i.e. $c_k^i + c_{k+1}^i$. The choice of which neighbouring pair to merge, out of $n$ possible options, is made according to the principle stated in Section II-B, i.e. the merge actually performed should maximize the entropy of the new $n$-bin histogram. This is illustrated conceptually in Figure 2.

Fig. 2. Conceptual illustration of the key update step of the second algorithm first described in the present paper. The algorithm attempts to maximize the entropy of the histogram approximating the distribution of historical data while using bins with data-aligned boundaries. The figure shows the initial histogram before the arrival of the new datum whose value is indicated by the arrow (left-most illustration). A temporary new bin is created with the boundary coinciding with the value of the new datum (shown in the centre of the diagram). Lastly, to maintain a fixed number of bins, a single merging of two neighbouring bins is performed; the three small illustrations on the right-hand side show the possible options. The merge which results in highest entropy is chosen and actually performed.

1) Initialization: The initialization of the histogram in the proposed method can be achieved in the same manner as in the interpolated bins algorithm introduced previously. To repeat, until the buffer is filled, i.e. until the number of unique stream data points processed exceeds $n$, the maximal entropy histogram is constructed by making each unique data value
the top boundary of a bin, thereby allocating each unique data value its own bin.

III. Evaluation and results

We now turn our attention to the evaluation of the proposed algorithms. In particular, to assess their effectiveness and compare them with the algorithms described in the literature (see Section I-A), in this section we report their performance on two synthetic data sets and three large ‘real-world’ data streams. Our aim is first to use simple synthetic data to study the algorithms in a well understood and controlled setting, before applying them on corpora collected by systems deployed in practice. Specifically, the ‘real-world’ streams correspond to motion statistics used by an existing CCTV surveillance system for the detection of abnormalities in video footage. It is important to emphasize that the data we used was not acquired for the purpose of the present work nor were the cameras installed with the same intention. Rather, we used data which was acquired using existing, operational surveillance systems. In particular, our data comes from three CCTV cameras, two of which are located in Mexico and one in Australia. The scenes they overlook are illustrated using a single representative frame per camera in Figure 3. Table I provides a summary of some of the key statistics of the three data sets. We explain the source of these streams and the nature of the phenomena they represent in further detail in Section II-A2.

| Data set  | Data points | Mean value | Standard deviation |
|-----------|-------------|------------|--------------------|
| Stream 1  | 5,559,022   | 7.81 × 10^10 | 1.65 × 10^{11} |
| Stream 2  | 10,424,756  | 2.25       | 15.92              |
| Stream 3  | 1,489,618   | 1.51 × 10^5  | 2.66 × 10^6       |

TABLE I

Key statistics of the three real-world data sets used in our evaluation. These were acquired using three existing CCTV cameras in operation in Australia and Mexico.

A. Evaluation data

1) Synthetic data: The first synthetic data set that we used for the evaluation in this paper is a simple stream \(x_1, x_2, \ldots, x_n\) generated by drawing each datum \(x_i\) independently from a normal distribution represented by the random variable \(X\):

\[ X \sim \mathcal{N}(5, 1) \]  

Therefore, this sequence has a stationary distribution. We used \(n_1 = 1,000,000\) data points.

The second synthetic data set is somewhat more complex. Specifically, each datum \(y_i\) in the stream \(y_1, y_2, \ldots, y_n\) is generated as follows:

\[ y_i = c_i \times y_i^{(1)} + (1-c_i) \times y_i^{(2)} \]  

where \(c_i\) is drawn from a discrete uniform distribution over the set \(\{0, 1\}\), and \(y_i^{(1)}\) and \(y_i^{(2)}\) from normal distributions represented by the random variables \(Y_1\) and \(Y_2\) respectively:

\[ Y_1 \sim \mathcal{N}(5, 1) \]  
\[ Y_2 \sim \mathcal{N}(10, 4) \]  

In intuitive terms, a datum is generated by flipping a fair coin and then depending on the outcome drawing the value either from \(Y_1\) or \(Y_2\). Notice that this data set therefore does not have the property of stationarity. As in the first experiment we used \(n_2 = 1,000,000\) data points.

2) Real-world surveillance data: Computer-assisted video surveillance data analysis is of major commercial and law enforcement interest. On a broad scale, systems currently available on the market can be grouped into two categories in terms of their approach. The first group focuses on a relatively small, predefined and well understood subset of events or behaviours of interest such as the detection of unattended baggage, violent behaviour, etc [17], [18]. The narrow focus of these systems prohibits their applicability in less constrained environments in which a more general capability is required. In addition, these approaches tend to be computationally expensive and error prone, often requiring fine tuning by skilled technicians. This is not practical in many circumstances, for example when hundreds of cameras need to be deployed as often the case with CCTV systems operated by municipal authorities. The second group of systems approaches the problem of detecting unusual events at a semantically lower level [19], [20], [21], [22], [23]. Their central paradigm is that an unusual behaviour at a high semantic level will be associated with statistically unusual patterns (also ‘behaviour’ in a sense) at a low semantic level – the level of elementary image/video features. Thus methods of this group detect events of interest by learning the scope of normal variability of low-level patterns and alerting to anything that does not conform to this model of what is expected in a scene, without ‘understanding’ or interpreting the nature of the event itself. These methods uniformly start with the same procedure for feature extraction. As video data is acquired, firstly a dense optical flow field is computed. Then, to reduce the amount of data that needs to be processed, stored, or transmitted, a thresholding operation is performed. This results in a sparse optical flow field whereby only those flow vectors whose magnitude exceeds a certain value are retained; non-maximum suppression is applied here as well. Normal variability within a scene and subsequent novelty detection are achieved using various statistics computed over this data. The three data streams, shown partially in Figure 4, correspond to the values of these statistics (their exact meaning is proprietary and has not been made known fully to the authors of the present paper either; nonetheless we have obtained permission to make the data public as we shall do following the acceptance of the paper). Observe the non-stationary nature of the data streams which is evident both on the long and short time scales (magnifications are shown for additional clarity and insight).

B. Results

We now compare the performance of our algorithms with the three alternatives from the literature described in Section I-A: (i) the \(P^2\) algorithm of Jain and Chlamtac [11], (ii)
the random sample based algorithm of Vitter [11], and (iii) the uniform adjustable histogram of Schmeiser and Deutsch [9].

1) Synthetic data: We start by examining the results of different algorithms on the first and simplest synthetic stream, with stationary characteristics and data drawn from a normal distribution. Different estimates for the quantile values of 0.95, 0.99, and 0.995 are shown in the stem plots of Figure 5. Several trends are immediately obvious. Firstly, Jain and Chlamtac’s method consistently performed worse, significantly so, than all other methods in all three experiments. This is unsurprising, given that the algorithm uses the least amount of memory. The best performance across all experiments was exhibited by the data-aligned algorithm introduced in this paper, while the relative performances of the sample-based algorithm of Vitter and the uniform histogram method are not immediately clear, one performing better than the other in some cases and *vice versa* in others.

Figure 5 also shows that in all cases except that of the sample-based algorithm of Vitter in the estimation of 0.995-quantile, a particular method performed better when its available storage space was increased. This observation too is in line with theoretical expectations. However, this is only a partial picture because it offers only a snapshot of the estimates after all data has been processed. The plot in Figure 5 plots the running estimates of all algorithms as more and more data is seen, and reveals further insight. The data-aligned bins algorithm proposed herein (black lines) can again be seen to perform the best, showing little fluctuation during the processing of the stream, its performance with 100 being no worse than with 500 bins. The plot also confirms the inferiority of Jain and Chlamtac’s method. A more interesting result pertains to the comparison of the sample-based algorithm of Vitter and the uniform adjustable histogram of Schmeiser and Deutsch. Specifically, despite its good accuracy at most times, the latter can be seen to suffer intermittently from large errors, as witnessed by the pronounced high-frequency strays in the plot (green lines). These can be readily explained by considering the operation of the algorithm and in particular its behaviour when a new extreme datum, outside of the range of the current uniform histogram, arrives. In such instances, the bin boundaries need to be readjusted and are consequently greatly altered, producing a number of poorly-sampled bins. This results in inaccurate estimates (most markedly of high quantiles), which are transient in nature as the sampling becomes more accurate with the arrival of further data.

Lastly, considering that this data set has stationary characteristics, we examined what we termed ‘time until accuracy’. Specifically, we define time until accuracy $t(\alpha)$ as the number of data points until the relative error of the estimate of an algorithm on a stream $s_1, s_2, \ldots, s_n$, permanently drops to at most $\alpha$:

$$t(\alpha) = \arg \max_{i=1, \ldots, n} \frac{|\hat{v}_q(i) - v_q(i)|}{v_q(i)} > \alpha,$$

(14)

where $v_q(i)$ is the true value of a quantile after the first $i$ data points have been seen, and $\hat{v}_q(i)$ an estimate of the quantile.
The plots in Figure 7 summarize the results obtained with different methods for accuracies of 0.01 (or 1%), 0.05 (or 5%), and 0.1 (or 10%). The same trends observed thus far are apparent in these results as well.

We now turn our attention to the second synthetic data set which, unlike the first one, does not exhibit stationary statistical properties. As before, we first summarized the estimates of three quantile values for different algorithms after all available data has been processed, as well as the running estimates. The results are summarized in respectively Figure 8 and Figure 9. Most of the conclusions which can be drawn from these mirror those already made on the first synthetic set. The proposed data-aligned bins algorithm consistently performed best and without any deterioration when the buffer size was reduced from 500 to 100. The uniform adjustable histogram of Schmeiser and Deutsch outperformed the sample-based algorithm of Vitter on average but again exhibited short-lived but large transient errors. The only major difference in comparison with the results obtained on the first data set is that in this case the simple method of Jain and Chlamtac performed extremely well (the corresponding running quantile estimate in Figure 9 is indistinguishable from that of the proposed method on the scale shown).

2) Real-world surveillance data: Having gained some understanding of the behaviour of different algorithms in a setting in which input data was well understood and controlled, we applied them to data acquired by a real-world surveillance system. Representative results, obtained using the same number
of bins \( n = 500 \), for 0.95-quantile are shown in Figure 10. 

The assumption of stationary data statistics implicitly made in the \( P^2 \) algorithm and discussed in Section I-A is evident by its performance on stream 3. Following the initially good estimates when the true quantile value is relatively large, the algorithm is unable to adjust sufficiently to the changed data distribution and the decreasing quantile value. Across the three data sets, the random sample algorithm of Vitter \([11]\) overall performed best of the existing methods, never producing a grossly inaccurate estimate. Nonetheless its accuracy is far lower than that of the proposed algorithms, as easily seen by the naked eye and further witnessed by the corresponding plots of the relative error, with some tendency towards jittery and erratic behaviour. The adaptive histogram based algorithm of Schmeiser and Deutsch \([9]\) performed comparatively well on streams 2 and 3. On this account it may be surprising to observe its complete failure at producing a meaningful estimate in the case of stream 1. In fact the behaviour the algorithm exhibited on this data set is most useful in understanding the algorithm’s failure modes. Notice at what points in time the estimate would shoot widely. If we take a look at Figure 4a it can be seen that in each case this behaviour coincides with the arrival of a datum which is much larger than any of the historical data (and thus the range of the histogram). What happens then is that in re-scaling the histogram by such a large factor, many of the existing bins get ‘squeezed’ into only a single bin of the new histogram, resulting in a major loss of information. This is very much like what we observed previously on simple synthetic data.
in experiments in Section III-B1. When this behaviour is contrasted with the performance of the algorithms we proposed in this paper, the importance of the maximum entropy principle as the foundational idea is easily appreciated; although our algorithms too readjust their bins upon the arrival of each new datum, the design of our histograms ensures that no major loss of information occurs regardless of the value of new data. Figure 13 illustrates the evolution of bin boundaries and the corresponding bin counts in a run of our data-aligned histogram-based algorithm.

Considering the outstanding performance of our algorithms, and in particular the data-aligned histogram-based approach, we next sought to examine how this performance is affected by a gradual reduction of the working memory size. To make the task more challenging we sought to estimate the 0.99-quantile on the largest of our three data sets (stream 2). Our results are summarized in Table II. This table shows the variation in the mean relative error as well as the largest absolute error of the quantile estimate for the proposed data-aligned histogram-based algorithm as the number of available bins is gradually decreased from 500 to 12. For all other methods, the reported result is for $n = 500$ bins. It is remarkable to observe that the mean relative error of our algorithm does not decrease at all. The largest absolute error does increase, only a small amount as the number of bins is reduced from 500 to 50, and more substantially thereafter. This shows that our algorithm overall still produces excellent estimates with occasional and transient difficulties when there is a rapid change in the quantile value. Plots in Figure 14 corroborate this observation.

Plots in Figure 14 corroborate this observation.

![Plots in Figure 14](image)

Fig. 13. An illustration of a typical evolution of the histogram used in the proposed data-aligned bins algorithm. Shown on the left is the adaptation in the upper bin boundary values; on the right are the corresponding datum counts per bin. For this figure we used $n = 100$ bins.

| Method | Mean relative error | Absolute $L_\infty$ error |
|--------|---------------------|---------------------------|
| Proposed method w/ 500 bins | 0.5% | 2.43 |
| Proposed method w/ 100 bins | 0.5% | 2.45 |
| Proposed method w/ 50 bins | 0.5% | 3.01 |
| Proposed method w/ 25 bins | 0.4% | 14.48 |
| Proposed method w/ 12 bins | 0.5% | 28.83 |
| $P^2$ algorithm [1] | 45.6% | 112.61 |
| Random sample [11] | 17.5% | 64.00 |
| Equispaced bins [9] | 0.9% | 76.88 |

IV. SUMMARY AND CONCLUSIONS

In this paper we addressed the problem of estimating a desired quantile of a data set. Our goal was specifically to perform quantile estimation on a data stream when the available working memory is limited (constant), prohibiting the storage of all historical data. This problem is ubiquitous in computer vision and signal processing, and has been addressed by a number of researchers in the past. We show that a major shortcoming of the existing methods lies in their usually implicit assumption that the data is being generated by a stationary process. This assumption is invalidated in most practical applications, as we illustrate using real-world data extracted from surveillance videos.

Therefore we introduced two novel algorithms which deal with the described challenges effectively. Motivated by the observation that a consequence of non-stationarity is that the historical data distribution need not be representative of the future distribution and thus that a quantile value can change rapidly, we adopt a histogram-based representation to allow an adaptation to such unpredictable variability to take place. In contrast to the previous work which either distributes the bin boundaries equidistantly or uses ad hoc adjustments, our idea was to maintain bins in a manner which maximizes the entropy of the corresponding estimate of the historical data distribution. The first method we described and which utilizes the stated principle readjusts by interpolation the locations of bin boundaries with every new incoming datum, attempting to maintain equiprobable bins. In contrast, our second algorithm constrains bin boundaries to the values of seen data. When a new datum arrives, a novel bin is created and the original number of bins restored by selecting the optimal (in the maximum entropy sense) merge of a pair of neighbouring bins.

The proposed algorithms were evaluated and compared against the existing alternatives described in the literature using three large data streams. This data was extracted from CCTV footage, not collected specifically for the purposes of this work, and represents specific motion characteristics over time which are used by semi-automatic surveillance analytics systems to alert to abnormalities in a scene. Our evaluation conclusively demonstrated a vastly superior performance of our algorithms, most notably the data-aligned bins algorithm. The highly non-stationary nature of our data was shown to cause major problems to the existing algorithms, often leading to grossly inaccurate quantile estimates; in contrast, our methods were virtually unaffected by it. What is more, our experiments demonstrate that the superior performance of our algorithms can be maintained effectively while drastically reducing the working memory size in comparison with the methods from the literature.
Fig. 10. Running estimate of the 0.95-quantile on data stream 1. A single row of plots corresponds to a particular method and shows, from left to right, the running quantile estimate of the algorithm (purple line) superimposed to the ground truth (cyan line), the error of the estimate relative to its true value, and the error of the estimate plotted as a function of the quantile value.
Fig. 11. Running estimate of the 0.95-quantile on data stream 2. A single row of plots corresponds to a particular method and shows, from left to right, the running quantile estimate of the algorithm (purple line) superimposed to the ground truth (cyan line), the error of the estimate relative to its true value, and the error of the estimate plotted as a function of the quantile value.
Fig. 12. Running estimate of the 0.95-quantile on data stream 3. A single row of plots corresponds to a particular method and shows, from left to right, the running quantile estimate of the algorithm (purple line) superimposed to the ground truth (cyan line), the error of the estimate relative to its true value, and the error of the estimate plotted as a function of the quantile value.
Fig. 14. Running estimate of the 0.99-quantile on data stream 2 produced using our data-aligned adaptive histogram algorithm and different numbers of bins. A single row of plots corresponds to a particular method and shows, from left to right, the running quantile estimate of the algorithm (purple line) superimposed to the ground truth (cyan line), the error of the estimate relative to its true value, and the error of the estimate plotted as a function of the quantile value. Also see Table III.
REFERENCES

[1] R. Jain and I. Chlamtac, “The $P^2$ algorithm for dynamic calculation of quantiles and histograms without storing observations.” *Communications of the ACM*, vol. 28, no. 10, pp. 1076–1085, 1985.

[2] R. Adler, R. Feldman, and M. Taqqu, Eds., *A Practical Guide to Heavy Tails.*, ser. Statistical Techniques and Applications. Birkhäuser, 1998.

[3] N. Sgouropoulos, Q. Yao, and C. Yastremiz, “Matching quantiles estimation.” London School of Economics, Tech. Rep., 2013.

[4] C. Buragohain and S. Suri, *Encyclopedia of Database Systems*, 2009, ch. Quantiles on Streams., pp. 2235–2240.

[5] G. Cormode, T. Johnson, F. Korn, S. Muthukrishnan, O. Spatscheck, and D. Srivastava, “Holistic UDAFs at streaming speeds.” In *Proc. ACM SIGMOD International Conference on Management of Data*, pp. 35–46, 2004.

[6] S. Guha and A. McGregor, “Stream order and order statistics: Quantile estimation in random-order streams.” *SIAM Journal on Computing.*, vol. 38, no. 5, pp. 2044–2059, 2009.

[7] J. I. Munro and M. Paterson, “Selection and sorting with limited storage.” *Theoretical Computer Science*, vol. 12, pp. 315–323, 1980.

[8] A. P. Gurajada and J. Srivastava, “Equidepth partitioning of a data set based on finding its medians.” Computer Science Department, University of Minnesota, Technical Report TR 90-24, 1990.

[9] B. W. Schmeiser and S. J. Deutsch, “Quantile estimation from grouped data: The cell midpoint.” *Communications in Statistics: Simulation and Computation*, vol. B6, no. 3, pp. 221–234, 1977.

[10] J. P. McDermott, G. J. Babu, J. C. Liechty, and D. K. J. Lin, “Data skeletons: simultaneous estimation of multiple quantiles for massive streaming datasets with applications to density estimation.” *Bayesian Analysis*, vol. 17, pp. 311–321, 2007.

[11] J. S. Vitter, “Random sampling with a reservoir.” *ACM Transactions on Mathematical Software*, vol. 11, no. 1, pp. 37–57, 1985.

[12] G. Cormode and S. Muthukrishnan, “An improved data stream summary: the count-min sketch and its applications.” *Journal of Algorithms*, vol. 55, no. 1, pp. 58–75, 2005.

[13] O. Arandjelović, D. Pham, and S. Venkatesh, “Stream quantiles via maximal entropy histograms.” In *Proc. International Conference on Neural Information Processing (ICONIP)*, vol. II, pp. 327–334, 2014.

[14] R. R. Wilcox, *Introduction to Robust Estimation and Hypothesis Testing*, iii ed. Academic Press, 2012.

[15] C. Shannon, “A mathematical theory of communication.” *The Bell Systems Technical Journal*, no. 27, pp. 379–423, 623–656, 1948.

[16] C. Wang and Z. Ye, “Brightness preserving histogram equalization with maximum entropy: a variational perspective.” *IEEE Transactions on Consumer Electronics*, vol. 51, no. 4, pp. 1326–1334, 2005.

[17] Philips Electronics N.V., “A surveillance system with suspicious behaviour detection.” Patent EPI459272A1, 2004.

[18] G. Lavee, L. Khan, and B. Thuraisingham, “A framework for a video analysis tool for suspicious event detection.” *Multimedia Tools and Applications*, vol. 35, no. 1, pp. 109–123, 2007.

[19] iCetana, “iMotionFocus.” [http://www.icetana.com/](http://www.icetana.com/) Last accessed May 2014.

[20] O. Arandjelović, “Contextually learnt detection of unusual motion-based behaviour in crowded public spaces.” In *Proc. International Symposium on Computer and Information Sciences (ISCIS)*, pp. 403–410, 2011.

[21] intellvisions, “iQ-Prisons,” [http://www.intellvisions.com/](http://www.intellvisions.com/) Last accessed May 2014.

[22] R. Martin and O. Arandjelović, “Multiple-object tracking in cluttered and crowded public spaces.” In *Proc. International Symposium on Visual Computing (ISVC)*, vol. 3, pp. 89–98, 2010.

[23] D. Pham, O. Arandjelović, and S. Venkatesh, “Detection of dynamic background due to swaying movements from motion features.” *IEEE Transactions on Image Processing (TIP)*, 2014.