In vivo and ex vivo measurement of polyethylene wear in total hip arthroplasty

Comparison of measurements using a CT algorithm, a coordinate-measuring machine, and a micrometer
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Background — Determination of the amount of wear in a polyethylene liner following total hip arthroplasty (THA) is important for both the clinical care of individual patients and the development of new types of liners.

Patients and methods — We measured in vivo wear of the polyethylene liner using computed tomography (CT) (obtained in the course of regular clinical care) and compared it to coordinate-measuring machine (CMM) readings. Also, changes in liner thickness of the same retrieved polyethylene liner were measured using a micrometer, and were compared to CT and CMM measurements. The distance between the centers of the acetabular cup and femoral head component was measured in 3D CT, using a semi-automatic analysis method. CMM readings were performed on each acetabular liner and data were analyzed using 3D computer-aided design software. Micrometer readings compared the thickest and thinnest regions of the liner. We analyzed 10 THA CTs and retrievals that met minimal requirements for CT slice thickness and explanted cup condition.

Results — For the 10 cups, the mean difference between the CT readings and the CMM readings was -0.09 (−0.38 to 0.20) mm. This difference was not statistically significant (p = 0.6). Between CT and micrometer, the mean difference was 0.11 (−0.33 to 0.55) mm. This difference was not statistically significant (p = 0.6).

Interpretation — Our results show that CT imaging is ready to be used as a tool in clinical wear measurement of polyethylene liners used in THA.

The most common reasons for long-term implant failure are wear and aseptic loosening. Wear of the polyethylene liner is often the limiting factor for the longevity of the implant. The liner material used most often has been polyethylene with varying degrees of crosslinking (Thomas et al. 2011).

Several wear measurement techniques have been developed, ranging from simple single radiographic techniques (Martell and Berdia 1997) to more advanced 3D techniques (Vandenbussche et al. 2010, Thomas et al. 2011). 3D methods have been developed to add a lateral view in addition to the AP view (Devane et al. 1997, Martell et al. 2003a). In vivo measurements have shown that 3D wear analysis has higher accuracy and detects 10–20% more wear than 2D methods (Olivecrona et al. 2002, 2007, Martell et al. 2003b, Thomas et al. 2011). Currently, the most accurate 3D method for monitoring wear is considered to be radiostereometric analysis (RSA). However, RSA is not available in routine clinical practice.

Computed tomography (CT) offers accurate spatial volume resolution without significant distortion. Previous studies from our research group have shown that CT can be used for evaluation of acetabular cup position and migration (Olivecrona et al. 2004). In the current study, to verify the CT wear estimates, we physically measured explanted acetabular component liners using (1) a coordinate-measuring machine (CMM) with computer-aided design software, and (2) a micrometer to measure liner thickness at the thickest and thinnest points. We hypothesized that there would be no statistically significant difference in wear measurements between CT, CMM, and micrometer analysis, and that CT measurements are viable for clinical assessment of early wear in THA.
Patients and methods

We identified 10 patients (5 males, Table 1) who had available both a CT scan and a polyethylene liner explant. Liners were explanted as part of revision surgery that occurred due to: polyethylene wear, osteolysis, or instability. Only CT scans with a slice thickness of 1.6 mm or less were included; retrieved liners that were damaged during explanation were excluded. Information on cup material was only available for 4 cups: 1 cup was made of crosslinked polyethylene and 3 cups were made of conventional (non-crosslinked) polyethylene. The remaining cups were implanted between 1991 and 1996, therefore we can conclude that they were made of conventional polyethylene.

CT method

To analyze the data, we used a 3D processing tool (Noz et al. 2001, Olivecrona et al. 2002). This tool was updated to semi-automatically identify the center of the femoral head and the center of the acetabular cup. To identify the surface of the acetabular cup, the user places (in 3D) 4 points: 3 non-collinear points to identify the plane of the cup opening, and 1 point at the apex of the cup. A point is then placed in the sagittal view, a short distance outside the apex of the cup. Based on these parameters, the software detects the surface of the cup and places landmarks on that surface (usually around 15,000 landmarks). To identify the surface of the femoral head using the coronal view, the user identifies 2 circles: 1 to identify the bottom of the head (around the head-neck junction) and 1 to encompass the entire head. The software then detects the surface of the femoral head and places about 2,000 surface landmarks. A numerical algorithm is then used to estimate the radius and center of the head and cup.

CMM method

For the CMM measurements, the same polyethylene liners that were analyzed using the CT method were analyzed ex vivo using a CMM (Global Advantage; Brown and Sharp, North Kingstown, RI). Each cup was programmed individually using the specialized CMM software (PC-DMIS version 1.0; Wilcox Associates, North Kingstown, RI). The complete internal surface of each cup was measured with a line scan at 3° intervals, and 2 points per mm. The average number of points per cup was about 4,700 (Figure 1).

Data points were exported to a text file and imported into computer-aided design (CAD) software (Rhinoceros McNeel and Associates, Seattle, WA). 2 spheres were created to simulate the position of the femoral head in the cup (Figure 2). The diameter of the spheres was determined based on actual measurements of the explanted femoral heads, which were available for all but 1 of the patients. The actual diameter of the explanted femoral head was measured using a caliper (Digimatic; Mitutoyo Corporation). The mean difference between the nominal head size and the actual head size as measured by the calipers was 0.06 (0.02–0.10) mm. Head size distribution is given in Table 2.

Table 1. Patient demographics, cup liner time in vivo, and CT scan interval

|                          | Median (range) |
|--------------------------|----------------|
| Age, years               | 66 (48–89)     |
| BMI                      | 27 (24–29)     |
| Liner time in vivo, years| 15 (3–21)      |
| Time between CT scan and explanation, days | 123 (13–215) |

Table 2. Liners’ size distribution

| Inner diameter of liner, mm | Count |
|-----------------------------|-------|
| 22                          | 1     |
| 26                          | 3     |
| 28                          | 3     |
| 32                          | 3     |
| 36                          | 1     |
For each of the CMM-scanned liners, 2 observers independently aligned the 2 spheres such that one sphere was positioned in the original position of the femoral head (pre-wear position) and the second sphere was positioned at the location of maximum wear. Once the 2 spheres were optimally positioned, the distance between their centers was calculated. This process was repeated 5 times for each cup, by each of the 2 observers. The mean difference between the 2 observers was 0.03 (–0.23 to 0.29) mm.

**Micrometer method**

In addition, 9 cups were also analyzed using a point micrometer. Each of the 9 cups was analyzed by locating the thickest and thinnest portions of the liner wall (Figure 3). 10 point-measurements were averaged around each of those locations. The difference between the thickest and thinnest portions was considered to be the amount of wear in the liner. Data were collected by 2 observers. The mean difference between the 2 observers was 0.05 (–0.15 to 0.20) mm. The annual wear rate for the 3 methods was also calculated.

Institutional Review Board approval was obtained prior to the start of the study.

**Statistics**

Data were tested for normality using Q-Q plots, Shapiro-Wilk test, skewness, kurtosis, and histogram distribution. Limits of agreement were calculated as 95% confidence intervals (CIs) according to Ranstam et al. (2000). Between-reader agreement was calculated using both interclass correlation coefficient and Wilcoxon rank sum test. All statistical tests were performed using SPSS statistical software.

Accuracy was calculated according to Bragdon et al. (2002), using the modified equation:

\[
\text{Accuracy} = (x) \sqrt{\frac{\sigma^2}{n}}
\]

where \( x \) was obtained from the Student’s t-test distribution (\( x = 2.228 \)), \( \sigma \) is the standard deviation of the sample, \( n \) is the number of examinations, and \( m \) is the number of error observations per examination.

**Results**

When comparing the CMM readings between the 2 observers, the mean difference was 0.02 mm (CI: –0.02 to 0.08; \( p = 0.7 \); interclass correlation coefficient: 0.99). When comparing micrometer readings between the 2 observers, the mean difference was 0.05 mm (CI: 0.02 to 0.08; \( p = 0.2 \); interclass correlation coefficient: 0.99).

Measurement results and differences between different measurement techniques for each of the cups are listed in Table 3 (liner 4 was excluded from micrometer measurements as it was lost to follow-up). The mean differences in wear measured using the 3 different methods (with CIs) are summarized in Table 4.

We excluded 1 outlier from the CT measurements (number 7). Micrometer analysis indicated that the thickest point of this cup averaged 4.83 mm, so wear of 5.14 mm is not possible. The accuracy in wear measurement for the difference between CMM and CT was calculated to be 0.17 mm. Between CMM and micrometer the accuracy was 0.19 mm, and between CT and micrometer the accuracy was 0.17 mm.
and micrometer accuracy was calculated to be 0.30 mm. Table 5 summarizes the reference measurements (mean, standard deviation, standard error, and accuracy) for the differences between CMM and CT, CMM and micrometer, and micrometer and CT.

Based on time in vivo, we calculated the annual wear rate as measured by CMM, CT, and micrometer (Table 6).

### Discussion

We validated our hypothesis that the difference between the means of the 3 wear measurement techniques—CT, CMM, and micrometer—was not statistically significant.

In a previous publication (Goldvasser et al. 2012), we investigated the use of a high resolution CT scanner to estimate the displacement of the femoral head in a THA phantom. In that experiment, we measured the accuracy and precision of the CT scanner by using micrometers to displace the femoral head a known amount and compared these displacements to the calculated difference between the center of the head and the center of the cup. We found that the 3-axis accuracy was 0.28 mm. This result is in agreement with our current study.

A potential major concern using this technique is increased risk of radiation due to the need for CT scans, but new protocols for reduced CT radiation exposure (Martinsen et al. 2012, Chen et al. 2013) make CT technology a viable option for future clinical studies of THA performance. Another shortcoming led to the exclusion of liner 7 from CT measurements, as the CT-calculated wear was greater than the thickness of the liner. We have repeated the CT measurement (for liner 7) a number of times, with the same outcome. This error can be explained by the large amount of wear of the polyethylene. In this case, in the CT imaging, the femoral head was in contact with the acetabular cup, which introduced difficulty for the computer algorithm to differentiate between the acetabular cup and femoral head. This can be solved with software modifications. Additional source of error may be introduced by the manufacturing tolerance of the polyethylene liner; this can introduce errors in the micrometer readings. Another source of error between CT measurement and CMM and micrometer

### Table 4. Mean differences between the 3 methods

|                  | CT-CMM                  | CMM-Micrometer                  | CT-Micrometer                  |
|------------------|-------------------------|----------------------------------|--------------------------------|
| Mean difference  | –0.09 (–0.38 to 0.20) mm | 0.01 (–0.31 to 0.33) mm           | 0.11 (–0.33 to 0.55) mm         |
| 95% CI           | –0.15 to –0.02           | –0.05 to 0.08                     | 0.19 to 0.21                    |

### Table 5. Reference measurements between CMM, CT, and micrometer (average of 2 observers)

| Measurement                  | CMM-CT mm | CMM-Micrometer mm | Micrometer-CT mm |
|------------------------------|-----------|-------------------|------------------|
| Average                      | –0.09     | 0.01              | 0.11             |
| Standard deviation           | 0.29      | 0.32              | 0.44             |
| Standard error               | 0.09      | 0.10              | 0.16             |
| Accuracy                     | 0.17      | 0.19              | 0.30             |
| Uncertainty of the accuracy at 95% | –0.15 to –0.02 | –0.05 to 0.08 | 0.01 to 0.21 |

### Table 6. Annual wear rate calculated per measurement method

| ID   | Time between CT and revision, days | Time in vivo, years | CMM wear, mm/year | CT wear, mm/year | Micrometer wear, mm/year |
|------|-----------------------------------|---------------------|-------------------|-----------------|--------------------------|
| 1    | 215                               | 12.3                | 0.29              | 0.27            | 0.32                     |
| 2    | 122                               | 10.9                | 0.26              | 0.28            | 0.29                     |
| 3    | 13                                | 15.5                | 0.12              | 0.12            | 0.14                     |
| 4    | 173                               | 14.6                | 0.10              | 0.08            | –                        |
| 5    | 179                               | 16.6                | 0.21              | 0.20            | 0.20                     |
| 6    | 74                                | 20.6                | 0.23              | 0.23            | 0.21                     |
| 7    | 125                               | 17.0                | 0.24              | –               | 0.22                     |
| 8    | 138                               | 17.8                | 0.20              | 0.21            | 0.20                     |
| 9    | 60                                | 11.1                | 0.33              | 0.36            | 0.30                     |
| 10   | 53                                | 3.0                 | 0.27              | 0.48            | 0.29                     |
| Mean | 115                               | 13.9                | 0.22              | 0.25            | 0.24                     |
| SD   | 64                                | 4.9                 | 0.07              | 0.11            | 0.06                     |
| 95% CI | 101 to 129                     | 12.8 to 15          | 0.21 to 0.24      | 0.23 to 0.28    | 0.23 to 0.26              |
measurements is the implant time in vivo after imaging. It is likely that some additional wear took place during this period (115 days on average).

There are other wear measurement techniques that can measure in vivo 3D wear more accurately (Bragdon et al. 2002), but these techniques require the implantation of tantalum beads and a dedicated infrastructure, which limits the type and number of patients who can be studied, and in some cases prevents any studies. Thus, the ability to follow implant performance clinically (with an accuracy of 0.3 mm) in vivo in 3D—in a large cohort with clinically available tools and avoiding the need for special procedures—should be of some interest.
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