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Abstract

Kirillov’s orbit theory provides a powerful tool for the investigation of irreducible unitary representations of many classes of Lie groups. In a previous paper we used a modification hereof, called monomial linearisation, to construct a monomial basis of the regular representation of $p$-Sylow subgroups $U$ of the finite classical groups of untwisted type. In this sequel to this article we determine the stabilizers of special orbit generators and show, that for the groups of Lie type $B_n$ and $D_n$ a subclass of the orbit modules decompose the $U$-modules affording the André-Neto supercharacters into a direct sum of submodules. Moreover these special orbit modules are either isomorphic or have no irreducible constituent in common, and each irreducible $U$ module is up to isomorphism constituent of precisely one of these.

1 Introduction

To determine the irreducible complex characters of group $\tilde{U}_n(q)$ of upper unitriangular $n \times n$-matrices over the finite field $F_q$ is a notorious hard problem. Indeed, doing this simultaneously for all $n \in \mathbb{N}$ and all prime powers $q = p^k$ is known to be a wild problem. Being confronted with an undoable wild problem, one can, try to loosen up some requirements of the task to obtain an easier problem which actually can be solved. For the finite unitriangular group $\tilde{U}_n(q)$ supercharacter theory does precisely this. André in [1] using Kirillov theory [9], and Yan [10] (by different methods) introduced a set of $\tilde{U}_n$-characters, called supercharacters [5], which are pairwise orthogonal and contain every irreducible complex character of $\tilde{U}_n(q)$ as constituent of precisely one supercharacter. They also considered certain pairwise disjoint unions of conjugacy classes, called superclasses, such that every conjugacy class of $\tilde{U}_n(q)$ is contained in precisely one superclass, supercharacters are constant on superclasses and supercharacters are in bijection with superclasses. Actually, this André-Yan construction was axiomatized by Diaconis and Isaacs in [5] and named supercharacter theory.
To extend André’s or Yan’s method to the $p$-Sylow subgroups $U_n$ of other finite classical groups directly does not work, basically since these are not algebra groups. André and Neto [234] hence defined supercharacter theories for $U_n$ (of non twisted Lie type) by restricting certain supercharacters from the overlying full unitriangular group $\tilde{U}_N(q)$ to $U_n$, respectively intersecting superclasses of $\tilde{U}_N(q)$ with $U_n$. This, however, is a rather coarse supercharacter theory and it is desirable to find a finer one, based on monomial orbits.

In his doctoral thesis the second named author used a different approach, called monomial linearisation, which can be considered as generalization of Kirillov’s orbit method. He applied this to the even orthogonal groups and obtained a further decomposition of the André-Neto supercharacters into characters, which are either orthogonal or coincide. Moreover every irreducible character of $U_n$ occurs in precisely one of those as irreducible constituent.

In a previous paper [7] we exhibited a monomial linearisation for the $p$-Sylow subgroups $U_n$ of finite groups of Lie types $\mathfrak{B}_n$, $\mathfrak{D}_n$ and $\mathfrak{C}_n$, by constructing a monomial basis for the group algebra $\mathbb{C}U_n$. Thus we extended the construction of [8] to all classical groups of untwisted Lie type. This decomposes $\mathbb{C}U_n$ as $U_n$-modules into the direct sum of orbit modules. We showed that every orbit module is isomorphic to a so called staircase orbit module and classified the staircase orbits by certain elements of the monomial basis of $\mathbb{C}U_n$, named cores.

In this sequel to [7] we investigate even more specialized orbits, called main separated orbits and show, that every irreducible $\mathbb{C}U_n$-module occurs as irreducible constituent in one of those. Our goal for this paper is to prove, that the characters afforded by main separated orbit modules coincide or are orthogonal. So far we managed to prove this for $U_n$ of type $\mathfrak{B}_n, \mathfrak{D}_n$, such that indeed every irreducible $U_n$-character is up to isomorphisms constituent of precisely one character afforded by a main separated orbit module. For type $\mathfrak{C}_n$ we need an extra (quite restrictive) hypothesis and hence can show this result only for a certain subset of main separated orbit modules.

Thus we have constructed a decomposition of the André-Neto supercharacters into characters of $U_n$ afforded by main separated orbit modules for the untwisted orthogonal groups in general and the symplectic groups for some special ones.

Section 2 is preliminary collecting the main definitions and results of [7]. In section 3 we define the notation of main separated orbits and show, that every irreducible $\mathbb{C}U_n$-module is constituent of a main separated orbit module. After some preparation in section 5 we prove our main result in the last section and draw some consequences of this.

## 2 Set up

In this preliminary section we collect notation and some basic facts from [7]. Throughout $U = U(\mathfrak{B}_n), U(\mathfrak{C}_n)$ or $U(\mathfrak{D}_n)$ denotes the $p$-Sylow subgroup of the finite group of Lie type $\mathfrak{B}_n, \mathfrak{C}_n$ and $\mathfrak{D}_n$ respectively, constructed in [7], where the describing characteristic of the group is the odd prime $p$.

### 2.1 Notation.

1. Let $e_{ij}$ denote the $N \times N$-matrix over $\mathbb{F}_q$ having entry 1 at position $(i, j)$ and zeros elsewhere.
2. For any $r \times s$-matrix $A$, we denote the $(i, j)$-th entry of $A$ by $A_{ij}$ and let $A^t$ be the transposed $s \times r$ matrix.
3. Let $N \in \mathbb{N}$. Define the mirror map $\bar{\cdot} : \{1, \ldots, N\} \to \{1, \ldots, N\} : i \mapsto \bar{i} := N + 1 - i$, which mirrors every entry on $\frac{N+1}{2}$. It satisfies $\bar{i} = i$ and $i < j \leq k \iff k \leq j < \bar{i}$ for all
4) Let \( \mathcal{I} = \{(i,j) \ | \ 1 \leq i,j \leq N \} \), and \( \mathcal{J} = \{(i,j) \in \mathcal{I} \ | \ i < j \} \).
5) Denote the diagonal by \( \mathcal{D} := \{(i,j) \in \mathcal{I} \ | \ i = j \} \) and half of the anti-diagonal by \( \mathcal{A} := \{(i,j) \in \mathcal{I} \ | \ i = j \} \).
6) Let \( \mathcal{B} = \{(i,j) \in \mathcal{I} \ | \ i < j \leq \bar{i} \} \) and \( \mathcal{C} = \{(i,j) \in \mathcal{I} \ | \ \bar{j} < i < j \} \). Thus \( \mathcal{I} = \mathcal{D} \cup \mathcal{A} \cup \mathcal{C} \).
7) Set \( \mathcal{D} = \mathcal{D} \cup \mathcal{A} \) and \( \mathcal{C} = \mathcal{C} \cup \mathcal{A} \).
8) Let \( \mathcal{B} = \mathcal{B} \cup \mathcal{A} \) and \( \mathcal{C} = \mathcal{C} \cup \mathcal{A} \).
9) Let \( A \in \text{Mat}_{N \times N}(q) \) define the \textbf{support} of \( A \) to be \( \text{supp}(A) = \{(i,j) \in \mathcal{I} \ | \ A_{ij} \neq 0 \} \) and for \( S \subseteq \mathcal{D} \), define \( V_S = \{A \in \text{Mat}_{N \times N}(q) \ | \ \text{supp}(A) \subseteq S \} \). In particular, for the Dynkin type \( X_n \), \( V_S = V_X = \bigoplus_{(i,j) \in \mathcal{I}} \mathbb{F}_q e_{ij} \).
10) For \( S \subseteq \mathcal{D} \), define \( \pi_S : \text{Mat}_{N \times N}(q) \rightarrow V_S \) by mapping \( A \in \text{Mat}_{N \times N}(q) \) to \( \sum_{(i,j) \in S} A_{ij} e_{ij} \).

\[ \pi_S = \pi_c. \]

2.2 \textbf{Theorem} ([7]). Each \( u \in U \) is uniquely determined by the entries on positions in \( \mathcal{B} \) and hence the restriction of \( \pi = \pi_\mathcal{B} \) to \( U \) is a bijection from \( U \) onto \( V = V_\mathcal{B} \).

More precisely for \( u \in U \) and \( (r,s) \in \mathcal{C} \) we have shown in [7] that \( u_{rs} \) is determined by the entries on the positions which are to the left of \( (r,s) \) or to the left of or on \( (\bar{s},\bar{r}) \), which we illustrate as follows:

\[ (2.3) \]

Indeed by [7, 3.14] the entry at position \( (r,s) \) of matrix \( u \in U \) can be expressed in terms of entries of \( u \) at the green positions, the entry at the red boxed position \( (\bar{s},\bar{r}) \) having coefficient \( \pm 1 \). From this one obtains easily the formulas in [7, 3.22] which is

\[ p_{rs} = \pm t_{\bar{s}\bar{r}} - \sum_{r<l<s} t_{\bar{s}l} t_{lr} \]}

This equation states that we can express the entry at position \( (r,s) \) of matrix \( u \in U \) as polynomial with coefficients in the prime field \( \mathbb{F}_p \) in the entries at positions \( R_{rs} := \{(i,j) \in \mathcal{D} \ | \ \bar{s} \leq i \leq r \text{ and } j \leq \bar{r} \} \) of the green boxes in 2.5, the polynomial attached to position \( (\bar{s},\bar{r}) \) being the constant polynomial \( \pm 1 \).
2.6 Notation. We identify the root system of type $\mathfrak{A}_{n-1}$ with $\{(i,j)|1 \leq i,j \leq N, i \neq j\}$ and denote it by $\Phi$. Then $\Phi = \Phi^+ \cup \Phi^-$, where $\Phi^+ = \{(i,j) \in \Phi | i > j\}$. Let $\tilde{U} = U\mathbb{N}(q)$ be the group of all upper unitriangular $N \times N$-matrices over $\mathbb{F}_q$ and $1 = 1\tilde{U}$ the identity element of $\tilde{U}$. For $1 \leq i < j \leq N$ and $\alpha \in \mathbb{F}_q$ let $\tilde{x}_{ij}(\alpha) = 1 + \alpha e_{ij} \in \tilde{U}$. Let $\tilde{X}_{ij} = \{\tilde{x}_{ij}(\alpha) | \alpha \in \mathbb{F}_q\}$, then $\tilde{x}_{ij}(\alpha)\tilde{x}_{ij}(\beta) = \tilde{x}_{ij}(\alpha + \beta)$ for $\alpha, \beta \in \mathbb{F}_q$, and hence $\tilde{X}_{ij} \cong (\mathbb{F}_q, +)$. These are the root subgroups of $\tilde{U}$ of type $\mathfrak{A}_{n-1}$.

For type $\mathfrak{B}_n, \mathfrak{C}_n$ and $\mathfrak{D}_n$, the root subgroups of $U$ are given as follows:

2.7 Definition. Let $(i,j) \in \varpi$. We define

in type $\mathfrak{B}_n$: \[ x_{ij}(\alpha) = 1 + \alpha e_{ij} - \alpha e_{ji} = \tilde{x}_{ij}(\alpha)\tilde{x}_{ji}(-\alpha) \] where $\alpha \in \mathbb{F}_q$, if $j \neq n + 1$,

$x_{i,n+1}(\alpha) = 1 + \alpha e_{i,n+1} - \alpha e_{n+1,i} - \frac{1}{2}\alpha^2 e_{i,i}$

$= \tilde{x}_{i,n+1}(\alpha)\tilde{x}_{n+1,i}(-\alpha)\tilde{x}_{i,i}(-\frac{1}{2}\alpha^2)$ where $\alpha \in \mathbb{F}_q$,

in type $\mathfrak{C}_n$: \[ x_{ij}(\alpha) = 1 + \alpha e_{ij} - \alpha e_{ji} = \tilde{x}_{ij}(\alpha)\tilde{x}_{ji}(-\alpha) \] where $\alpha \in \mathbb{F}_q$, if $j \leq n$,

$x_{ij}(\alpha) = 1 + \alpha e_{ij} + \alpha e_{ji} = \tilde{x}_{ij}(\alpha)\tilde{x}_{ji}(\alpha)$ where $\alpha \in \mathbb{F}_q$, if $n < j < i$,

$x_{ii}(\alpha) = 1 + \alpha e_{ii} = \tilde{x}_{ii}(\alpha)$ where $\alpha \in \mathbb{F}_q$,

in type $\mathfrak{D}_n$: \[ x_{ij}(\alpha) = 1 + \alpha e_{ij} - \alpha e_{ji} = \tilde{x}_{ij}(\alpha)\tilde{x}_{ji}(-\alpha) \] where $\alpha \in \mathbb{F}_q$.

We define $X_{ij} = \{x_{ij}(\alpha) | \alpha \in \mathbb{F}_q\}$. Then $X_{ij} \cong (\mathbb{F}_q, +)$ is the root subgroup of $U$ associated to the position $(i,j) \in \varpi$. \hfill \(\square\)

2.8 Definition. Let $J \subseteq \varpi$ be a set satisfying

i) \[(i,j), (j,k) \in J \implies (i,k) \in J\]

and ii) \[(i,j), (k,l) \in J, (i,k) \in \varpi \implies (i,k) \in J.\]

Then $J$ is a closed subset of $\varpi$. In type $\mathfrak{A}_{n-1}$, $J \subseteq \varpi$ is closed if condition i) is satisfied. Note that $(i,j), (j,k) \in \varpi$ implies $(i,k) \in \varpi$. Thus considered as type $\mathfrak{A}$-set, $\varpi$ is closed in $\varpi = \Phi^+$. \hfill \(\square\)
We have by Theorem 3.28 of [7]:

2.9 Theorem. Let $J \subseteq \mathcal{V}$ (resp. $J \subseteq \mathcal{V}$) be closed. Define the pattern subgroup $U_J$ (resp. $\tilde{U}_J$) to be the subgroup of $U$ (resp. $\tilde{U}$) generated by all root subgroups $X_{ij}$ (resp. $\tilde{X}_{ij}$) with $(i,j) \in J$. For any fixed linear ordering on $J$, each $u \in U_J$ (resp. $\tilde{U}_J$) can be uniquely written as a product of $x_{ij}(\lambda)$’s (resp. $\tilde{x}_{ij}(\lambda)$’s), where $(i,j)$ runs through $J$ and $\lambda$ runs through $\mathbb{F}_q$ with the product taken in that fixed order.

We briefly describe the monomial linearisation of the right regular representation of the group algebra $\mathbb{C}U$. We set $A.g = \pi(Ag)$, for $g \in \tilde{U}$ and $A \in V = V^\mathfrak{v}$, where $Ag$ is the ordinary matrix multiplication and again $\pi = \pi^\mathfrak{v}$. Then this defines an action of $\tilde{U}$ on $V$ by vector space automorphisms. We fix once and for all a non-trivial linear character $\theta : \mathbb{F}_q^* \rightarrow \mathbb{C}^*$ of the additive group of the field $\mathbb{F}_q$. With $V^* = \text{Hom}_{\mathbb{F}_q}(V, \mathbb{F}_q)$ the space $\tilde{V} = \text{Hom}((V, +), \mathbb{C}^*)$ of linear characters of the additive group of $V$ is given as $\tilde{V} = \{\theta \circ \tau | \tau \in V^*\}$. From the action of $\tilde{U}$ on $V$ we derive a permutation action $(\chi, g) \mapsto \chi.g$ of $\tilde{U}$ on $\tilde{V}$ defined by $\chi.g(A) = \chi(Ag^{-1})$ for $\chi \in \tilde{V}, g \in \tilde{U}$ and $A \in V$.

The coordinate functions $\epsilon_{ij} : V \rightarrow \mathbb{F}_q : A \mapsto A_{ij}$ for $(i,j) \in \mathcal{V}$ are the basis elements of $V^*$ dual to the natural basis of $V$ consisting of matrix units. Thus for every $\tau \in V^*$ we find a $B \in V$ such that $\tau = \sum_{(i,j)\in S} B_{ij} \epsilon_{ij}$. We then write $\tau = \tau_B$ and define $\chi_B \in \tilde{V}$ to be $\theta \circ \tau_B$.

In order to describe the action of $\tilde{U}$ on $\tilde{V}$ explicitly, we use the following standard bilinear form on matrices:

$$\kappa : V \mathfrak{d} \times V \mathfrak{d} \rightarrow \mathbb{F}_q : (A, B) \mapsto tr(A^tB) = \sum_{(i,j)\in \mathfrak{d}} A_{ij}B_{ij} = \sum_{(i,j)\subseteq \text{supp } A \cap \text{supp } B} A_{ij}B_{ij}. \quad (2.10)$$

Then $\kappa|_{V_S \times V_S}$ is a non-degenerate symmetric bilinear form for all $S \subseteq \mathfrak{d}$. Moreover,

$$\kappa(B^tA, C) = \kappa(A, BC) = \kappa(AC^t, B) \quad \text{for all } A, B, C \in V\mathfrak{c}.\quad$$

The linear character $\chi_A$ for $A \in V$ is now given as

$$\chi_A = \theta \circ \kappa(A, -) : V \rightarrow \mathbb{C}^* : B \mapsto \theta(\kappa(A, B)) \in \mathbb{C}^*.\quad$$

Moreover, for $g \in \tilde{U}$ we have

$$\chi_A g(B) = \chi_A(B.g^{-1}) = \theta \circ \kappa(A, B.g^{-1}) = \theta \circ \kappa(A, g^{-\mathfrak{t}}, B), \quad (2.11)$$

for all $B \in V$ and hence $\chi_A g = \chi_A g^{-\mathfrak{t}}$.

The restriction $f$ of the map $\pi = \pi^\mathfrak{v}$ to $\tilde{U}$ is a surjective right 1-cocycle, that is it satisfies $f(gh) = f(g).h + f(h)$. Moreover its restriction to $U$ is bijective. We extend this map by linearity to the respective group algebras and obtain a $\mathbb{C}$-linear map, which is not compatible with the action of the groups on its group algebras and their “$\mathfrak{v}$”-action on $\mathbb{C}V$. In order to achieve this one has to deform the permutation action of $\tilde{U}$ on $\tilde{V}$ into a monomial action using the 1-cocycle $f$.

2.12 Theorem. [7 4.9]. For $g \in \tilde{U}$ and $A \in V$ we define

$$\chi_A g = z \chi_A g = z \chi_A (Ag^{-\mathfrak{t}}) = z \chi_{\pi^\mathfrak{v}}(Ag^{-\mathfrak{t}}),$$

with $z = \theta(\kappa(A, \pi^\mathfrak{v}(g^{-1}))) = \chi_A(f(g^{-1})) \in \mathbb{C}^*$. Extending this by linearity makes $\mathbb{C}V$ into a $\tilde{U}$-module such that $f : \mathbb{C}U \rightarrow \mathbb{C}V$ is $\mathbb{C}U$-linear. Moreover, the restriction of $f$ to $\mathbb{C}U$ defines a $\mathbb{C}U$-isomorphism from the right regular representation of $U$ onto $\mathbb{C}V \cong \mathbb{C}V$.\hfill \square

5
2.13 Notation. We use frequently the canonical C-algebra isomorphism from $C^V$ to $C^V$ given by $\tau \mapsto \sum_{v \in V} \tau(v)v$. For $A \in V$ we may identify therefore $\chi_{-A} \in C^V$ with $[A] := \sum_{v \in V} \chi_A(v)v \in C^V$, and set $[A]_{ij} = A_{ij}$ for $(i, j) \in \mathcal{W}$. Thus $\hat{V} = \{ [A] | A \in V \}$. Let $A \in V, g \in \tilde{U}$. Then by theorem 2.12 we have $\chi_A g = \chi_B$, where $B = \pi(\chi g^{-1})$. Thus $[A].g = [\pi(\chi g^{-1})]$.

\[ \text{2.14 Remark. Using 2.13 it is not hard to check, that the inverse of the $U$-isomorphism } f : C^U \rightarrow C^\hat{V} \cong C^V \text{ of 2.12 is given by } f^* : \tau \mapsto \tau \circ f \in C^U \cong C^U \text{ for } \tau \in C^V \cong C^V. \]

\[ \text{2.15 Proposition. [7, 5.6]. Let } A \in V \text{ and let } \tilde{x}_{ij}(\alpha) \in U_N(q) \text{ with } 1 \leq i < j \leq N \text{ and } \alpha \in F_q. \text{ Then } [A].\tilde{x}_{ij}(\alpha) \text{ arises from } A \text{ by adding } -\alpha \text{ times column } j \text{ to column } i \text{ and setting entries outside of } \mathcal{W} \text{ to zero. This action is called restricted column operation.} \]

\[ \text{2.16 Remark. We shall picture } [A] \text{ for } A \in V \text{ by a triangle } \mathcal{W} \text{ filled with elements of } F_q. \text{ By lemma 2.7 the elements of } X_{ij} \text{ with } (i, j) \in \mathcal{W} \text{ can be written as products of elements of certain subgroups } \tilde{X}_{st} \in U_N(q) \text{ with } (s, t) \in \tilde{\Phi}^+. \text{ Combing this with 2.15 we can illustrate the } \cdot \text{-action of the root subgroups } X_{ij} \text{ of } U \text{ on } \hat{V} \text{ in theorem 2.12 by the figures below, where } \tilde{n} = n + 1 \text{ for type } \mathfrak{B}_n, \tilde{n} = n \text{ otherwise, } \epsilon = -1 \text{ for type } \mathfrak{C}_n \text{ and } \epsilon = 1 \text{ otherwise:} \]

\[ \text{(2.17)} \]

\[ \text{2.18 Remark. All the illustrations above are self-explaining, in view of lemma 2.7 and proposition 2.15 except maybe no. 3). Here we need to stick to the order given by} \]

\[ x_{i,n+1}(\alpha) = \tilde{x}_{i,n+1}(\alpha)\tilde{x}_{n+1,i}(\alpha)\tilde{x}_{i,n+1,\tilde{i}}(-\alpha)\tilde{x}_{\tilde{i},\tilde{i}}(-\frac{1}{2}\alpha^2), \]

labelled by ①, ② and ③ in the illustration.
2.19 Remark. For $A \in V$ let $O_A = \{ [A].u \mid u \in U \}$ be the $U$-orbit of $[A] \in \hat{V}$ under the 
“.”-action of $U$. Note that in view of [2.7] every $[B] \in O_A$ ($A \in V$) can be obtained from $[A]$ by
a sequence of restricted column operations in 2.16. □

Since for $1 \leq i < j \leq N, A \in V$ and $\alpha \in \mathbb{F}_q$, the matrix $	ilde{x}_{ij}(\alpha)A$ is obtained by adding
$\alpha$ times row $j$ to row $i$ in $A$, the vector space $V = V_\varphi$ is $\tilde{U}$-invariant under left multiplication. Since
$\nabla \subseteq \Phi^+$ is closed, $\tilde{U}$ is a pattern subgroup of $\tilde{U}$ with associated Lie algebra $V_\varphi = \text{Lie}(\tilde{U})$
and right and left 1-cocycle $\pi_\varphi = f : \tilde{U} \rightarrow V_\varphi : u \mapsto u - 1$. By the left sided version of
theorem 2.12 $\tilde{C}V_\varphi$ becomes a monomial left $\tilde{C}$-$\tilde{U}$-module with monomial basis $\hat{V}_\varphi$. The action
of $\tilde{x}_{ij}(\alpha), (i, j) \in \nabla, \alpha \in \mathbb{F}_q$ on $\hat{V}_\varphi$ is given by

$$\tilde{x}_{ij}(\alpha)[A] = \theta(\alpha A_{ij})[B]$$

(2.20)

where $B$ is obtained from $A$ by a restricted row operation which adds $-\alpha$ times row $i$ to row $j$ and projects the resulting matrix into $V_\varphi$.

In general, the monomial left $\tilde{U}_\varphi$-action on $\hat{V}_\varphi$ does not commute with the monomial right
$U$-action, but there are special cases, where this holds.

2.22 Notation. We set

$$\nabla^\leq = \{(i, j) \in \nabla \mid j \leq \tilde{n}\} \quad \text{and} \quad \nabla^\geq = \{(i, j) \in \nabla \mid j > \tilde{n}\}.$$

Again $\tilde{n} = n$ for type $\mathcal{C}_n, \mathcal{D}_n$ and $\tilde{n} = n + 1$ for type $\mathcal{B}_n$. Note that $\nabla = \nabla^\leq \cup \nabla^\geq$, and
$\nabla^\leq \subseteq \nabla$ for type $\mathcal{C}_n$. □

2.23 Definition. Suppose $A \in V$. We call $(i, j) \in \nabla$ a main condition of $A$ (or of $[A]$) if
$A_{ij}$ is the rightmost non-zero entry in the $i$-th row. We call a main condition $(i, j)$ left main
condition if $(i, j) \in \nabla^\leq$, and right main condition if $(i, j) \in \nabla^\geq$. Let

$$\text{main}(A) = \{(i, j) \in \nabla \mid (i, j) \text{ is a main condition of } A\},$$

$$\text{l.main}(A) = \{(i, j) \in \nabla \mid (i, j) \text{ is a left main condition of } A\} \subseteq \nabla^\leq,$$

$$\text{r.main}(A) = \{(i, j) \in \nabla \mid (i, j) \text{ is a right main condition of } A\} \subseteq \nabla^\geq.$$

Note that we have $\text{main}(A) = \text{l.main}(A) \cup \text{r.main}(A)$, and $\text{main}(A) = \text{main}(B)$ for all $[B] \in O_A$
in view of remark 2.19. □

2.24 Definition. Let $[A] \in \hat{V}$. We call $[A]$ a staircase character, if the elements of $\text{main}(A)$
lie in different columns and adopt a similar notation for $U$- and $U_N(q)$-orbits $O$, and for $U$- and $U_N(q)$-orbit modules $M$. □

2.25 Definition. Let $[A] \in \hat{V}$ be a staircase character.
1) The positions \((i, j)\) with \((i, j) \in \text{r.main}(A)\) are called **minor conditions** of \(A\) (or \([A]\), or \(\mathcal{O}_A\)) and we denote the set of minor conditions of \([A]\) by \(\text{minor}(A)\) (or \(\text{minor}(\mathcal{O}_A)\)). Obviously those depend only on \(\text{r.main}(A)\) and hence the minor conditions coincide for all \([B] \in \mathcal{C}\mathcal{O}_A\) justifying the notation. Note that, \((i, j) \in \nabla^\prime\) in types \(\mathcal{B}_n, \mathcal{D}_n\), and for type \(\mathcal{C}_n\), \((i, j)\) is either in \(\nabla^\prime\) or in \(\nabla\) if \((i, i) \in \text{r.main}(A)\) and \(j = i\).

2) A position \((i, j) \in \nabla^\prime\) is called **supplementary condition** for \(A\) or \(\mathcal{O}_A\), if \((i, j)\) is on the left of some minor condition or some left main condition of \(A\), in the same column as some minor condition of \(A\) and is not itself a minor or main condition. For all Lie types the set of supplementary conditions is denoted by \(\text{suppl}(A)\). Note that \(\text{suppl}(A) \subseteq \nabla^\prime \setminus \{\text{column } \tilde{n}\}\) where \(\tilde{n} = n\) in types \(\mathcal{C}_n, \mathcal{D}_n\) and \(\tilde{n} = n + 1\) for type \(\mathcal{B}_n\).

3) The **core** of \(A\) or \(\mathcal{O}_A\) is defined to be

\[
\text{core}(A) = \begin{cases} 
\text{main}(A) \cup \text{minor}(A) \cup \text{suppl}(A) & \text{if } U \text{ is of type } \mathcal{B}_n \text{ or } \mathcal{D}_n \\
\text{main}(A) \cup \text{suppl}(A) & \text{if } U \text{ is of type } \mathcal{C}_n.
\end{cases}
\]

Note that \(\text{core}(A)\) is determined by \(\text{main}(A)\).

4) We define the ** verge** of \(A\) to be \(\text{verge}(A) = \sum_{(i,j) \in \text{main}(A)} A_{ij}e_{ij}\). The linear character \([A] \in V\) is called **verge character**, if \(A = \text{verge}(A)\).

5) \([A] \in \hat{V}\) is called **core character**, if \(\text{main}(A) \subseteq \text{supp}(A) \subseteq \text{core}(A)\).

**2.26 Definition.** Let \([A] \in \hat{V}\) be a staircase character, and let \((i, j) \in \nabla^\prime\). Then \((i, j)\) is called a **place** of \(A\) if \((i, j) \notin \text{core}(A)\) and it is to the left of a main condition. Note the set of places of \(A\) is determined by \(\text{main}(A)\) uniquely. It is hence denoted by \(\mathcal{P}\mathcal{L}(A) = \mathcal{P}\mathcal{L}(\mathcal{O}_A) = \mathcal{P}\mathcal{L}(\text{main}(A))\).

**2.27 Definition.** For \([A] \in \hat{V}\) and \((i, j) \in \nabla^\prime\) we define:

- **Arm**: \(\mathcal{A}(i, j) = \{(j, a) \in \nabla\};\)
- **Leg**: \(\mathcal{L}(i, j) = \{(a, j) \in \nabla| a > i\}

\[
\text{Limb}^\circ(A) = \bigcup_{(i,j) \in \text{main}(A)} \mathcal{A}(i, j) \cup \mathcal{L}(i, j)
\]

In type \(\mathcal{C}_n\), we set \(\mathcal{C}(A) = \{(j, j) \in \nabla| (i, j) \in \text{r.main}(A) \cap \nabla\}.\) In addition, we define

\[
\text{Limb}(A) = \begin{cases} 
\text{Limb}^\circ(A), & \text{if } U \text{ is of type } \mathcal{B}_n \text{ or } \mathcal{D}_n, \\
\text{Limb}^\circ(A) \cup \mathcal{C}(A), & \text{if } U \text{ is of type } \mathcal{C}_n.
\end{cases}
\]

and \(J(A) = \nabla \setminus \text{Limb}(A)\).

Here is an illustration of \(\mathcal{L}(i, j)\) and \(\mathcal{A}(i, j)\) with \((i, j) \in \text{main}(A) \cap \nabla\), where \(M\) stands for main and \(m\) for minor condition:
3 Left $U$-action and separated main conditions

In [7] we have seen that every orbit module contained in $\hat{\mathbb{C}}V$ is isomorphic to some staircase orbit module. Since $\hat{\mathbb{C}}V$ is isomorphic to the right regular representation $\mathbb{C}U\mathbb{C}U$ we conclude, that every irreducible $\mathbb{C}U$-module occurs as irreducible constituent in some staircase orbit module. In an analogous construction for $\hat{U} = U\mathbb{N}(q)$ (done in [1] and [10]), all orbit modules are as well isomorphic to staircase ones and all orbit modules are either isomorphic or afford orthogonal characters. We would like to have an analogous statement for our orbit modules in $\mathbb{C}U \cong \mathbb{C}U\mathbb{C}U$. Unfortunately this is not true in general, there exist non-isomorphic staircase orbit modules, which do have irreducible constituents in common. However, there exists a subclass of staircase orbits, called main separated, satisfying that their orbit modules are either isomorphic or afford orthogonal characters, provided the main conditions are contained in $\triangledown$. Moreover, every irreducible $\mathbb{C}U$-module is constituent of one of those, if $U$ is of type $B_n$ or $D_n$. That main conditions are separated means that we have no main condition on arm $\mathcal{A}(i,j)$ in illustration 2.28 (where $i < j$). We do, however allow position $(\bar{j},j)$ to be a main condition, if column $j$ has no main condition $(i,j)$ with $i < j$. More precisely:

3.1 Definition. The the main conditions $\text{main}(A)$ of a character $[A] \in \hat{V}$ are called separated if $\text{Limb}(A) \cap \text{main}(A) = \emptyset$. If so, we call $[A]$ and $O_A$ main separated. □

Note, that if $[A]$ is main separated, then $[A]$ is staircase as well, since a character $[A]$ which is not staircase, contains at least one column with two main conditions, such that the lower one is on the leg of the higher one or is on the anti-diagonal with the higher one being a right main condition.

As a first application we have the following result, which later on will turn out to be very useful:

3.2 Lemma. Let $[A] \in \hat{V}$ be main separated and let $1 \leq i < \bar{n}$ be such that column $\bar{i}$ contains a main condition $(k,i)$ with $k < i$. Then for all $[B] \in O_A$ the $i$-th row of $B$ is a zero row. □

**Proof.** Under the assumption of the lemma row $i \cap \triangledown$ of $A$ is the arm $\mathcal{A}(k,\bar{i})$. Since $k < i$, position $(i,\bar{i})$ cannot be a main condition, since $[A]$ is staircase. Since $[A]$ is main separated, there can be no main condition in row $i$ of $B$ for any $[B] \in O_A$ and the result follows. □

By general theory, every $U$-linear map from any right ideal $I$ of $\mathbb{C}U$ into $\mathbb{C}U$ is obtained by left multiplication $\lambda_x : I \to \mathbb{C}U : y \mapsto xy$ by some $x \in \mathbb{C}U$, since $\mathbb{C}U$ is a self-injective algebra. We may use the right $\mathbb{C}U$-module isomorphism $f : \mathbb{C}U \to \hat{\mathbb{C}}V \cong \mathbb{C}V$ of 2.12 and its inverse $f^{-1} = f^*$ of 2.14 to induce a right $U$-linear left action $\lambda_x$ for $x \in U$ on $\mathbb{C}V$ through multiplication of $x$ on $\mathbb{C}U$. We obtain:

3.3 Lemma. Let $x \in U$, $A \in V$. Then, identifying $\mathbb{C}U\mathbb{C}U$ and $\hat{\mathbb{C}}V$ by $f$ and $f^* = f^{-1}$ we have:

$$\lambda_x[A] = \sum_{u \in U} \theta \circ \kappa(-x^{-t}A,u)\pi(u). \quad (3.4)$$

**Proof.** Recall that $[A] = \sum_{B \in V} \chi_{-A}(B)B$. Then

$$\lambda_x f^*([A]) = \lambda_x f^* \left( \sum_{B \in V} \chi_{-A}(B)B \right) = \lambda_x \sum_{B \in V} \theta \circ \kappa(-A,B)f^*(B)$$

$$= \lambda_x \sum_{u \in U} \theta \circ \kappa(-A,u)u = \sum_{u \in U} \theta \circ \kappa(-A,u)xu$$

$$= \sum_{u \in U} \theta \circ \kappa(-A,x^{-1}u)u = \sum_{u \in U} \theta \circ \kappa(-x^{-t}A,u)u,$$
and the claim follows by applying $f$ on both sides of the formula above.

\[\square\]

**3.5 Remark.** Note that $V = V_\nabla$ is invariant under left multiplication by elements of $\tilde{U}$. Hence $\tilde{U}$ acts on $\mathbb{C}V$. Indeed it permutes $\tilde{V} \subseteq \mathbb{C}V$. More precisely $u.\tau$ with $u \in \tilde{U}$, $\tau \in \mathbb{C}V$ acts on $V$ by $u.\tau(B) = \tau(u^{-1}B)$ for $B \in V$. For the character $[A] \in V, A \in V$ we have then:

$$(u,[A])(B) = \theta \circ \kappa(-A,u^{-1}B) = \theta \circ \kappa(-u^{-1}A,B) = \theta \circ \kappa(-\pi(u^{-1}A),B) = [u^{-1}.A](B)$$

setting $u^{-1}.A = \pi(u^{-1}A)$.

However, note that in the bilinear form of equation 3.4 we cannot replace $u$ by $\pi(u)$, since the intersection of the support of $-x^{-1}A$ and of $u$ is not contained in $\nabla$ in general. In fact, the projection $\pi = \pi_\nabla$ is not a left 1-cocycle on $\tilde{U}$, not even on $U$ (but on $U_\nabla$, see [7, Lemma 6.4]).

The left action by $\lambda_x$ does not take $[A]$ to a multiple of $x,[A] = [u^{-1}.A]$ in general, but into a linear combination of many characters $[C] \in \tilde{V}$. We shall see an example, but first we present a condition in 3.7 below, such that $\lambda_u$ with $u \in U$ acts monomially on $V$. $
abla$

**3.6 Notation.** Let $\mathcal{J} = \{(i,j) \in \square | 1 \leq j < l\}$. Thus $\mathcal{J}$ consists of all positions in $\square$ above the anti-diagonal. Set $\mathcal{F} = \mathcal{F}_n$ for types $\mathcal{B}_n$ and $\mathcal{D}_n$, and $\mathcal{F} = \mathcal{J} \cup \mathcal{F}$ for type $\mathcal{E}_n$. $
abla$

**3.7 Corollary.** Let $x \in U, A \in V$ such that supp$(x^{-1}A) \subseteq \mathcal{F}$. Then we have

$$\lambda_x[B] = \chi_{-B}(x^{-1})[x^{-1}.B] \quad \text{for all } B \in \mathcal{O}_A.$$ \ \(\text{Proof.}\) Let $[B] \in \mathcal{O}_A$. It is easy to see, that $x^{-1}B$ arises from $B$ by taking $B$ and adding scalar multiples of rows to lower rows. Since for each $[B] \in \mathcal{O}_A$, the most right hand side non zero entries are on the main conditions with $B_{ij} = A_{ij}$ for all $(i,j) \in \text{main}(A) = \text{main}(B)$. Hence if supp$(x^{-1}A) \subseteq \mathcal{F}$, then supp$(x^{-1}B) \subseteq \mathcal{F}$ for all $[B] \in \mathcal{O}_A$. By 3.3 we have:

$$\lambda_x[B] = \sum_{u \in U} \theta \circ \kappa(-x^{-1}B,u)\pi(u) = \sum_{u \in U} \theta \circ \kappa(-x^{-1}B,u-1+1)\pi(u) = \theta \circ \kappa(-x^{-1}B,1) \cdot \sum_{u \in U} \theta \circ \kappa(-x^{-1}B,u-1)\pi(u) = \theta \circ \kappa(-B,x^{-1}) \cdot \sum_{u \in U} \theta \circ \kappa(-x^{-1}B,u-1)\pi(u) = \chi_{-B}(x^{-1}) \cdot \sum_{u \in U} \theta \circ \kappa(-\pi(x^{-1}B),\pi(u))\pi(u)$$

(3.8)

since supp$(x^{-1}B) \cap \text{supp}(u-1) \subseteq \mathcal{F}$ and $\pi(u) = \pi(u-1)$. Then the statement holds observing the following equation:

$$\sum_{u \in U} \theta \circ \kappa(-\pi(x^{-1}B),\pi(u))\pi(u) = \sum_{\pi(u) \in \mathcal{F}} \chi_{-\pi(x^{-1}B)}(\pi(u))\pi(u) = [\pi(x^{-1}B)] = [x^{-1}.B].$$

\[\square\]

**3.9 Remark.** The left action of $u \in \tilde{U}_\nabla = \{u \in \tilde{U} | \text{supp}(u-1) \subseteq \nabla\} \leq \tilde{U}$ on $\mathcal{O}_A, A \in V$ defined in [2,21] commutes with the right $U$-action provided supp$(u^{-1}A) \subseteq \nabla$ by [7, Lemma 6.4]. We used this to prove in [7, Corollary 6.8] that every orbit module $\mathcal{C}_{\mathcal{O}_A}$ is isomorphic to a staircase orbit module, for $[A] \in \mathcal{V}$. Replacing $\tilde{U}_\nabla$ by $U$ and applying 3.7 yields this result as well by an easy calculation basically following the steps in the proof of [7, Lemma 6.4].
### 3.10 Remark.
For \( (i,j) \in \mathcal{V} \) and \( \alpha \in \mathbb{F}_q \) one sees easily that \( x_{ij}(\alpha).[A] = \tilde{x}_{ij}(\alpha).[A] \). Thus the left action of \( U \) on \( \hat{V} \) is essentially the same as the left action of \( \bar{U} \mathcal{V} \) on \( \hat{V} \). More precisely, if
\[
 u = \prod_{(i,j)\in \mathcal{V}} x_{ij}(\alpha_{ij}) \in U, \quad \alpha_{ij} \in \mathbb{F}_q,
\]
we set
\[
 \tilde{u} = \prod_{(i,j)\in \mathcal{V}} \tilde{x}_{ij}(\alpha_{ij}) \in \tilde{U} \mathcal{V} \subseteq \bar{U}_N(q).
\]
Then \( u.[A] = \tilde{u}.[A] \) for all \( u \in U \). We define \( u.[A] = \lambda_u[A] = \chi_{-A}(u^{-1})u.[A] \) if \( \text{supp}(u^{-1}A) \subseteq \mathcal{V} \).

We next use left multiplication \( \lambda_x, x \in U \) on staircase orbit modules \( \mathcal{CO}_A \). \( [A] \in \hat{V} \) to embed \( \mathcal{CO}_A \) into a direct sum of main separated orbit modules. Since \( \mathcal{C}\hat{V} \cong \mathcal{C}U \) we have
\[
 \lambda_x[A] = \sum_{C \in \hat{V}} \mu_C[C]
\]
with uniquely determined \( \mu_C \in \mathbb{C} \) for all \( C \in \hat{V} \). Our first auxiliary result gives a formula for \( \mu_C \):

### 3.12 Lemma.
In \eqref{eq:3.11} we have: \( \mu_C = |U|^{-1} \sum_{u \in U} \theta \kappa(-x^{-t}A, u)\chi_C(\pi(u)) \).

**Proof.**
Recall that \( \chi_C(\pi(u)) = \theta \kappa(C, \pi(u)) = \theta \kappa(C, u) \), since \( \text{supp}(C) \subseteq \mathcal{V} \). Replacing in \eqref{eq:3.11} \( C \) by \( B \in \hat{V} \) and calculating \([B]\) we get, using \[3.3\]
\[
 \sum_{B \in \hat{V}} \mu_B[B] = \sum_{B \in \hat{V}} \mu_B \sum_{C \in \hat{V}} \theta \kappa(-B, C)C = \sum_{u \in U} \left( \sum_{B \in \hat{V}} \mu_B \theta \kappa(-B, u) \right) \pi(u)
\]
\[
 = \lambda_x[A] = \sum_{u \in U} \theta \kappa(-x^{-t}A, u) \pi(u),
\]
and hence, comparing coefficients
\[
 \theta \kappa(-x^{-t}A, u) = \sum_{B \in \hat{V}} \mu_B \theta \kappa(-B, u) = \sum_{B \in \hat{V}} \mu_B \chi_{-B}(\pi(u)).
\]
We apply orthogonality relations and obtain, where \( \langle \chi_C, \chi_B \rangle \) denotes the standard inner product of the irreducible character \( \chi_B, \chi_C, B, C \in \hat{V} \):

\[
 \mu_C = \sum_{B \in \hat{V}} \mu_B \langle \chi_C, \chi_B \rangle = |V|^{-1} \sum_{B \in \hat{V}} \sum_{D \in \hat{V}} \mu_B \chi_C(D) \bar{\chi}_B(D)
\]
\[
 = |V|^{-1} \sum_{D \in \hat{V}} \left( \sum_{B \in \hat{V}} \mu_B \chi_{-B}(D) \right) \chi_C(D)
\]
\[
 = |U|^{-1} \sum_{u \in U} \left( \sum_{B \in \hat{V}} \mu_B \chi_{-B}(\pi(u)) \right) \chi_C(\pi(u))
\]
\[
 \equiv |U|^{-1} \sum_{u \in U} \theta \kappa(-x^{-t}A, u) \chi_C(\pi(u)),
\]
as desired. \( \square \)

### 3.14 Situation.
In the following we shall be concerned with the following special setup:

- \([A] \in \hat{V} \) is a staircase core character.
• \((i, k) \in \text{r.main}(A)\), hence in particular \(n < k \leq N\). (We mark this position blue in 3.15 below).

• \(k < j < k\), hence \((j, k) \in \mathcal{C}\).

• \(x = x_{ij}(-\lambda A_{ik}^{-1}) \in U\) for some \(\lambda \in \mathbb{F}_q\). □

Let \(\tilde{x} = \tilde{x}_{ij}(-\lambda A_{ik}^{-1})\). Then \((x^{-t}A)_{ab} = (\tilde{x}^{-t}A)_{ab}\) for all \((a, b) \in \mathcal{C} \cup R_{\mathcal{J}}\) and hence in 3.12 we can replace \(\theta \kappa(-x^{-t}A, u)\) by \(\theta \kappa(-\tilde{x}^{-t}A, u)\). Note that \(\tilde{x}^{-t}A\) is obtained by adding \(\lambda A_{ik}^{-1}\) times row \(i\) of \(A\) to row \(j\) in \(A\), as illustrated below:

\[
\begin{align*}
\text{(3.15)}
\end{align*}
\]

Since \([A]\) is a core, \(A\) and \(x^{-t}A\) coincide at all positions in \(\mathcal{C} \cup R_{\mathcal{J}}\) except the position \((j, k)\) where \((x^{-t}A)_{jk} = A_{jk} + \lambda e_{jk}\). Since \(\text{supp}(u) \in \mathcal{C} \cup R_{\mathcal{J}}\), we have in view of 2.10

\[
\begin{align*}
\theta \kappa(x^{-t}A, u) = \theta \kappa(A, u) \theta(\lambda u_{jk}) = \prod_{(a, b) \in \mathcal{C}} \theta(A_{ab} u_{ab}) \theta(\lambda u_{jk}).
\end{align*}
\]

By 2.2 (see illustration 2.3) the entry \(u_{jk}\) of \(u \in U\) at the brown position in 3.15 above can be expressed as \(\pm u_{k\bar{j}} + g(u)\), where \(g : U \rightarrow \mathbb{F}_q\) is a polynomial function with coefficients in \(\mathbb{F}_q\) in the entries of \(u \in U\) at positions in the set \(R_{\mathcal{J}} \setminus \{(\bar{k}, \bar{j})\} \subseteq \mathcal{C}\) marked green in 3.15 (see also 2.3). We shall denote this set now by \(K\). Likewise we set \(J = \mathcal{C} \setminus R_{\mathcal{J}}\). As a consequence we obtain:

\[
\begin{align*}
\theta(\lambda u_{jk}) = \theta(\pm u_{k\bar{j}}) \theta(\lambda g(u)).
\end{align*}
\]

Observing that by 2.10

\[
\begin{align*}
\chi_C(u) = \prod_{(a, b) \in \mathcal{C}} \theta(C_{ab} u_{ab}),
\end{align*}
\]

and dividing up \(\mathcal{C}\) into a disjoint union \(\mathcal{C} = J \cup \{(\bar{k}, \bar{j})\} \cup K\) equations 3.16, 3.17 and 3.18 imply immediately

\[
\begin{align*}
\theta \kappa(-x^{-t}A, u) \chi_C(u) &= \prod_{(a, b) \in C} \theta(-A_{ab} u_{ab}) \theta(\lambda u_{jk}) \cdot \prod_{(a, b) \in C} \theta(C_{ab} u_{ab}) \\
&= \left( \prod_{(a, b) \in J} \theta((C - A)_{ab} u_{ab}) \right) \left( \theta((C_{k\bar{j}} \pm \lambda - A_{k\bar{j}}) u_{k\bar{j}}) \right) \cdot \psi_K(u).
\end{align*}
\]

Here \(\psi_K : V \rightarrow \mathbb{C}\) is a map such that \(\psi_K(u)\) for \(u \in U\) depends only on the entries of \(u\) at positions in \(K = R_{\mathcal{J}} \setminus \{(\bar{k}, \bar{j})\}\), and hence only on \(V_K\). Applying 3.12 we have shown:
3.19 Lemma. Under the assumptions of 3.14 and for $C \in V$ we have:

$$
\mu_C = |U|^{-1} \sum_{u \in U} \theta^n(-x^{-t}A, u)X_C(\pi(u))
$$

$$
= |U|^{-1} \sum_{u \in U} \left( \prod_{(a,b) \in J} \theta((C - A)_{ab}u_{ab}) \right) \left( \theta((C_{kj} \pm \lambda - A_{kj})u_{kj}) \right) \cdot \psi_K(u). \quad (3.20)
$$

We can now formulate and prove our third and last auxiliary result:

3.21 Lemma. In the situation of 3.14 the coefficient $\mu_C$ in $\lambda_x[A] = \sum_{C \in V} \mu_C[C]$ is given as:

$$
\mu_C = \left( \prod_{(a,b) \in J} q^{-1} \sum_{\alpha \in F_q} \theta((C - A)_{ab}\alpha) \right) \cdot \left( q^{-1} \sum_{\alpha \in F_q} \theta((C_{kj} \pm \lambda - A_{kj})\alpha) \right) \cdot \left( |V_K|^{-1} \sum_{X \in V_K} \psi_K(X) \right),
$$

and hence using the Kronecker delta

$$
\mu_C = \left( \prod_{(a,b) \in J} \delta_{C_{ab},A_{ab}} \right) \cdot \delta_{C_{kj},A_{kj} \pm \lambda} \cdot \left( |V_K|^{-1} \sum_{X \in V_K} \psi_K(X) \right). \quad (3.23)
$$

Proof. Note that in the sums in 3.22 each combination of $\alpha \in F_q$ for each $(a,b) \in J$ and $\beta \in F_q$ together with an $X \in V_K$ provides precisely one entry for each position in $\nabla$ and hence gives precisely one $u \in U$. Therefore, multiplying out the products of sums in 3.22 gives altogether a summation over $u \in U$ and, as can be seen by direct inspection, the right hand side of equation 3.20

Now applying the well known formula $\sum_{\alpha \in F_q} \theta(\alpha) = 0$, (saying, that the trivial character of the additive group of $F_q$ and $\theta$ are orthogonal) and observing, that $\theta(0) = 1$, we conclude, that the first two sums in 3.22 are zero and hence $\mu_C = 0$ unless the summands in those sums itself are all zero, yielding equation 3.23.

This implies immediately:

3.24 Corollary. In the situation of 3.14 let $\lambda_x[A] = \sum_{C \in V} \mu_C[C]$. Then $\mu_C \neq 0$ implies:

i) $A$ and $C$ coincide at all positions $(a,b) \in J$.

ii) $C_{kj} = A_{kj} \pm \lambda$.

Thus if $\mu_C \neq 0$, then $A$ and $C$ may differ only at positions in $R_{jk}$ (marked green in illustration 3.15).

For $(i,j),(k,l) \in \nabla$ we define $(i,j) \preceq (k,l)$ if either $i > k$ or $i = k$ and $j \leq l$. Then $\preceq$ is a total ordering on $\nabla$. For $[A] \in \hat{V}$ not main separated define $M(A) = M(\mathcal{O}_A)$ to be the maximal position in $\text{Limb}^\delta(A) \cap \text{main}(A)$.

3.25 Lemma. Let $[A] \in \hat{V}$ be not main separated. Then there exists $u \in U$ such that $\lambda_u[A] = \sum_{C \in V} \mu_C[C]$ satisfies: If $\mu_C \neq 0$ then $[C]$ is main separated or $M(C) < M(A)$.

Proof. If $[A]$ is not staircase, we may use 3.9 and 3.10 to make $[A]$ staircase by some restricted row operations. In particular this removes among possibly others all main conditions sitting on hook legs. From 3.26 below one sees immediately, that this preserves $M(A)$ or makes it smaller.
So from now on we may assume that \([A]\) is a staircase character but not main separated. Then \(M(A)\) sits on an arm of some right main condition. More precisely, Let \((\bar{k}, \bar{j}) = M(A)\) with \((i, k) \in r.\text{main}(A)\). Then \(\bar{k} < j < k\) and \(A_{ik} \neq 0\) Let \(u = x_{ij}(-\lambda A_{ik}^{-1})\) and \(\lambda_u[A] = \sum_{C \in V} \mu_C[C]\):

\[
\begin{align*}
&\text{Then this meets the situation } 3.14 \text{ and hence by } 3.24 \text{ we have: } \mu_C \neq 0 \text{ implies:} \\
&\quad \text{i) } A \text{ und } C \text{ coincide at all positions } (a, b) \in J = \nabla \setminus R_{jk} \text{.} \\
&\quad \text{ii) } C_{\bar{k} \bar{j}} = A_{\bar{k} \bar{j}} \pm \lambda.
\end{align*}
\]

Hence choosing \(\lambda = \mp A_{\bar{k} \bar{j}}\) we get \(C_{\bar{k} \bar{j}} = 0\). Therefore

\[
M(C) \in \text{main}(C) \subseteq (\text{main}(A) \cup R_{jk}) \setminus M(A).
\]

Since the positions in \(R_{jk} \setminus M(A)\) are all to the left of or lower of position \(M(A) = (\bar{k}, \bar{j})\), we derive that \(M(C)\) is either main separated or \(M(C) \prec M(A)\).

\[\Box\]

3.27 Corollary. Let \(A \in V\). Then \(CO_A\) is isomorphic to a submodule of a direct sum of orbit modules \(CO_C\) with \([C] \in \hat{V}\) either main separated or \(M(C) \prec M(A)\).

Proof. Choose \(u \in U\) such that \(\lambda_u\) satisfies previous lemma. Then \(\lambda_u: CO_A \to \bigoplus_{C \in I} CO_C\) is injective \(CU\)-homomorphism, where \(\lambda_u[A] = \sum_{C \in I} \mu_C[C]\) with \(I = \{ C \in V | \mu_C \neq 0 \}\) and \([C]\) main separated or \(M(C) \prec M(A)\) by previous corollary.

We now can formulate and prove our main result of this section and our first main result of the paper:

3.28 Theorem. Every irreducible \(CU\)-module is constituent of some orbit module \(CO_A\) with \([A] \in \hat{V}\) main separated.

Proof. This follows immediately by induction on \(M(A)\).

\[\Box\]

4 Core stabilizers

In this section we shall determine the stabilizer \(\text{Stab}_U[A] = \{ u \in U | [A].u = [A] \}\) for staircase cores \([A] \in \hat{V}\). In [7, 8.4] we did this already in the special case that \([A]\) is a verge and showed in addition [7, 8.5] that

\[|\text{Stab}_U[A]| = |\text{Stab}_U[\text{verge}(A)]|\] (4.1)
for all $A \in V$. More precisely, for a verge character $[A] \in \hat{V}$ we showed that $\text{Stab}_U[A] = U_{J(A)}$ where $J(A) = \varpi' \setminus \text{Limb}(A)$ is defined in \[2.27\]. Now $U_{J(A)}$ is a pattern subgroup of $U$ and hence it is in particular the product of its intersections with the row groups consisting of matrices in $U$ whose only non-zero entries in $\varpi'$ are on a particular fixed row. Recall that $\tilde{n} = n$ for types $C_n, D_n$ and $\tilde{n} = n + 1$ for type $B_n$. It is easy to see that for $1 \leq i < \tilde{n}$, the set $\{(i, i + 1), \ldots, (i, \tilde{i})\} \subseteq \Phi^+$ is closed, where $\tilde{i} = i - 1$ for types $B_n, D_n$ and $\tilde{i} = i$ for type $C_n$. Indeed

$$\mathcal{R}_i = \langle X_{ij} | i < j \leq \tilde{i} \rangle$$ \quad (4.2)

is a pattern subgroup of $U$, which is abelian provided $U$ is of type $B_n$ or $D_n$. For type $C_n$ inspecting definitions \[2.7\] and \[2.8\] we see, that the root subgroups $X_{ij}$ and $\bar{x}$ for $i < l$ are generated by root subgroups including $X_{ij}$ is a pattern subgroup in type $C_n$.

For a verge $[A] \in \hat{V}$ we have

$$\text{Stab}_U[A] = \prod_{i=1}^n \left( \text{Stab}_U[A] \cap \mathcal{R}_i \right)$$ \quad (4.3)

For staircase cores $[A] \in \hat{V}$, the stabilizer $\text{Stab}_U[A]$ is not a pattern subgroup of $U$ in general. However \[4.3\] is still true. Our strategy to prove this consists of describing $\text{Stab}_U[A] \cap \mathcal{R}_i$ explicitly (as solution set of a homogeneous system of linear equations) and proving a row wise version of \[4.1\] that is

$$|\text{Stab}_U[A] \cap \mathcal{R}_i| = |\text{Stab}_U[\text{verge}(A)] \cap \mathcal{R}_i|.$$ \quad (4.4)

As a consequence we conclude that

$$\left| \prod_{i=1}^n \left( \text{Stab}_U[A] \cap \mathcal{R}_i \right) \right| = \left| \prod_{i=1}^n \left( U_{J(A)} \cap \mathcal{R}_i \right) \right| = |\text{Stab}_U[\text{verge}(A)]| = |\text{Stab}_U[A]|$$ \quad (4.5)

proving \[4.3\] for the staircase core $[A] \in \hat{V}$.

For the moment let $[A] \in \hat{V}$ be arbitrary staircase character. We investigate $\text{Stab}_U[A] \cap \mathcal{R}_i$, $1 \leq i < \tilde{n}$. Suppose there is $1 < k < i$ such that $A_{ki} \neq 0$. Let $\alpha \in \mathbb{F}_q$, then by \[2.16\] we have $[A]_{ki} \neq [B]$ for $i < l \leq \tilde{i}$, where $B$ coincides with $A$ in all columns except column $i$ and $\tilde{i}$. Indeed $B_{kl} = A_{kl} \pm \alpha A_{ki} \neq A_{kl}$ if $\alpha \neq 0$. From this we conclude immediately that $\text{Stab}_U[A] \cap \mathcal{R}_i = (1)$.

Assume that $U$ is of type $C_n$ and that $A_{ki} = 0$ for $1 \leq k \leq i - 1$ and $A_{ki} \neq 0$. Inspecting \[2.17\] we see that $X_{\tilde{i}}$ acts on $[A]$ as linear character and hence is contained in $\text{Stab}_U[A]$. Moreover if $i < l < \tilde{i}$, $\alpha \in \mathbb{F}_q$ and $[B] = [A]_{\tilde{i}}(\alpha)$, then $B$ differs from $A$ only on column $i$ and $\tilde{i}$, and again by \[2.17\] in particular $B_{\tilde{i}} = A_{\tilde{i}} \pm \alpha A_{\tilde{i}} \neq A_{\tilde{i}}$, provided $\alpha \neq 0$. Thus we conclude $\text{Stab}_U[A] \cap \mathcal{R}_i = X_{\tilde{i}}$. We have shown:

**4.6 Lemma.** Let $[A] \in \hat{V}$ and $1 \leq i < \tilde{n}$. Suppose column $\tilde{i}$ of $A$ is not a zero column. Then $\text{Stab}_U[A] \cap \mathcal{R}_i = (1)$, if $A_{ki} \neq 0$ for some $1 \leq k \leq i - 1$. If $U$ is of type $C_n$ and $A_{\tilde{i}} \neq 0$ is the only non-zero entry in column $\tilde{i}$ of $A$, then $\text{Stab}_U[A] \cap \mathcal{R}_i = X_{\tilde{i}}$. □

**4.7 Definition.** For $1 \leq i < \tilde{n}$ define $\text{Stab}_U[A] = \text{Stab}_U[A] \cap \mathcal{R}_i$. □

Fix $1 \leq i < \tilde{n}$ such that column $\tilde{i}$ of $A$ is a zero column. Let $i < l \leq \tilde{i}$ and $\alpha \in \mathbb{F}_q$. Observing \[2.7\] and \[2.17\] we get immediately (using notation \[2.6\]):
4.8 Lemma. \([A].x_{\mathcal{I}}(\alpha) = [A].\tilde{x}_{\mathcal{I}}(\alpha)\). Hence in particular \([A].x_{\mathcal{I}}(\alpha) = [B] \in \hat{V}\) differs from \(A\) only in column \(i\) which is obtained from \(A\) by subtracting \(\alpha\) times column \(l\) from column \(i\) and projecting the resulting matrix into \(V\).

We define the submatrix \(A_i\) of \(A\) to be the rectangular \((i-1) \times (\tilde{i}-i)\)-matrix

\[
A_i = \sum_{1 \leq \nu < \mu \leq i} A_{\nu\mu} e_{\nu\mu}. \tag{4.9}
\]

That is \(A_i\) is obtained by cutting off rows \(i, i+1, \ldots, \tilde{n}, \tilde{n}+1, \ldots, N\) and columns \(1, 2, \ldots, i, \tilde{i}+1, \tilde{i}+2, \ldots, N\) from \(A\):

Illustration of the submatrix \(A_i\). \tag{4.10}

Let \(a_{i+1}, \ldots, a_\tilde{i}\) be the columns of \(A_i\), and \(\alpha_{i+1}, \ldots, \alpha_\tilde{i} \in \mathbb{F}_q\). Define \(\tilde{\alpha} \in \mathbb{F}^{\tilde{i}-i}_q\) to be the column vector \(\tilde{\alpha} = (\alpha_{i+1}, \ldots, \alpha_\tilde{i})^t\). Then by basic linear algebra the column vector \(c_i = A_i \tilde{\alpha}\) is obtained as linear combination of the columns of \(A_i\) with coefficients \(\alpha_j, i+1 \leq j \leq \tilde{i}\), that is

\[
c_i = A_i \tilde{\alpha} = \alpha_{i+1} a_{i+1} + \cdots + \alpha_\tilde{i} a_\tilde{i}. \tag{4.11}
\]

If \(r_i = (\gamma_{i-1}, \ldots, \gamma_i) \in \mathbb{F}_q^{i-1}\) set \(\tilde{r}_i = (\gamma_{i-1}, \ldots, \gamma_{i-1}, 0, \ldots, 0) \in \mathbb{F}_q^N\). Moreover, for \(\tilde{\alpha} \in \mathbb{F}^{\tilde{i}-i}_q\) as above we set \(x(\tilde{\alpha}) = x_{i,i+1}(\alpha_{i+1}) \cdots x_{i,\tilde{i}}(\alpha_{\tilde{i}}) \in \mathcal{R}_i\), and \(\tilde{x}(\tilde{\alpha}) = \tilde{x}_{i,i+1}(\alpha_{i+1}) \cdots \tilde{x}_{i,\tilde{i}}(\alpha_{\tilde{i}})\). Then \(2.17\) and \(4.8\) imply:

4.12 Lemma. \([A].x(\alpha) = [A].\tilde{x}(\alpha) = [B]\), where \(B\) coincides with \(A\) everywhere besides in column \(i\). This is given as \(\tilde{b}_i = \tilde{a}_i - \tilde{c}_i\) where \(a_i = (A_{1i}, \ldots, A_{i-1,i})^t\). Thus \(\tilde{a}_i\) is the \(i\)-th column of \(A\), and \(\tilde{c}_i\) is defined as in \(4.11\).

Proof. Lemma \(4.8\) and \(4.11\) imply immediately, that \(B\) coincides with \(A\) except in column \(i\), whose first \(i-1\) entries (the only non trivial ones) are given as

\[
b_i = \begin{pmatrix} B_{1i} \\ B_{2i} \\ \vdots \\ B_{i-1,i} \end{pmatrix} = \begin{pmatrix} A_{1i} \\ A_{2i} \\ \vdots \\ A_{i-1,i} \end{pmatrix} - A_i \begin{pmatrix} \alpha_{i+1} \\ \alpha_{i+2} \\ \vdots \\ \alpha_{\tilde{i}} \end{pmatrix}. \tag{4.13}
\]

\[\square\]
We wanted to exhibit elements of $\text{Stab}_U[A]$. These arise in row group $\mathcal{R}_i$ by requiring in lemma 4.12 that $B = A$. Thus we get immediately:

**4.14 Corollary.** Let $[A] \in \hat{V}$ be staircase and $1 \leq i < \tilde{n}$ such that column $\bar{i}$ of $A$ is zero. Then

$$\text{Stab}_U^i[A] = \text{Stab}_U[A] \cap \mathcal{R}_i = \{x(\alpha) \mid A_i\alpha = 0, \alpha \in \mathbb{F}_{q}^{\tilde{i} - i}\}.$$  

**4.15 Remark.** We remark in passing that in type $C_n$ column $\bar{i}$ of $A$ is a zero column by our assumption on $i$. As a consequence we obtain that $A_i\alpha = 0$ for $\alpha = (0,0,\ldots,0,\alpha)^t$, $\alpha \in \mathbb{F}_{q}^{\tilde{i} - i}$, and hence $x(\alpha) = x_{\bar{i},\bar{i}}(\alpha)$ is contained in $\text{Stab}_U^i[A]$, as already stated in 4.6. □

Let $\{(i_1,j_1),(i_2,j_2),\ldots,(i_r,j_r)\}$ be the set of main conditions contained in the set of positions of $A_i$, ordered from left to right. Thus $1 \leq i_\nu < i$ ($\nu = 1,\ldots,r$) and $i < j_1 < j_2 < \cdots < j_r < \bar{i}$. Since all entries in rows $i_\nu$ ($\nu = 1,\ldots,r$) to the right of the main conditions $(i_\nu,j_\nu)$ are zero, the rank of the matrix $A_i$ is at least $r$ and hence the dimension of the solution space of $A_i\alpha = 0$ is at most $\tilde{i} - i - r$.

We now turn to the special case, where $[A] \in \hat{V}$ is a staircase core character. Note that then the condition of column $\bar{i}$ being a zero column in $A$ is equivalent to the assumption, that there is no right main condition on column $\bar{i}$ or equivalently, that row $i$ is not an arm $A(k,\bar{i})$ for some main condition $(k,\bar{i}) \in \text{r.main}(A)$. Recall that all entries between right main and minor conditions are zero. Thus for $1 \leq i < \tilde{n}$ such that $(k,\bar{i}) \notin \text{r.main}(A)$ for all $1 \leq k < i$, we have the following situation:

![Diagram](image)

(4.16)

Obviously all rows of $A_i$ not containing a main condition are zero rows. Since $[A] \in \hat{V}$ is staircase, the main conditions in $A$ are in pairwise different columns and hence the rank of $A_i$ is precisely $r$ where again $r$ is the number of main conditions in $A_i$. Consequently the dimension of the solution space of the homogeneous matrix equation $A_i\alpha = 0$ in 4.16 is $\tilde{i} - i - r$. Note that this depends only on $\text{verge}(A)$ not on the values of matrix entries of $A$ on minor or supplementary conditions. This implies

$$|\text{Stab}_U^i[A]| = |\text{Stab}_U^i[\text{verge}(A)]| = |U_{J(A)} \cap \mathcal{R}_i| = q^{\tilde{i} - i - r}. $$  

(4.17)

**4.18 Theorem.** Let $[A] \in \hat{V}$ be a staircase core. For $1 \leq i < \tilde{n}$, let

$$A_i = \sum_{\substack{1 \leq a < i \leq b \leq \tilde{i} \atop i < b \leq \tilde{i}}} A_{ab} e_{ab}$$
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and let \( \mathcal{S}_i \) be the solution space in \( \mathbb{F}_q^{7-i} \) of systems \( A_i \mathbf{\alpha} = 0 \), the vector \( \mathbf{\alpha} \) in \( \mathbb{F}_q^{7-i} \) labelled as \( \mathbf{\alpha} = (\alpha_{i+1}, \ldots, \alpha_7)^t \). Setting \( x(\mathbf{\alpha}) = x_{i,i+1}(\alpha_{i+1}) \cdots x_{i,7}(\alpha_7) \in \mathcal{R}_i \), we obtain:

\[
\text{Stab}_U[A] = \text{Stab}_U[A] \cap \mathcal{R}_i = \left\{ \begin{array}{ll}
(1), & \text{for row } i \subseteq \text{Limb}(A) \text{ and } U \text{ is of type } \mathfrak{B}_n \text{ or } \mathfrak{D}_n; \\
X_{i,i}, & \text{for } (i, \bar{i}) \in \text{main}(A) \text{ and } U \text{ is of type } \mathfrak{C}_n; \\
\{ x(\mathbf{\alpha}) \mid \mathbf{\alpha} \in \mathcal{S}_i \}, & \text{otherwise.}
\end{array} \right.
\]

Moreover every element \( x \in \text{Stab}_U[A] \) can be uniquely written as product \( \prod_{i=1}^{n-1} y_i \) with \( y_i \in \text{Stab}_U[A] \).

**Proof.** Since \( U \) is the product \( \prod_{(l,j)\in\nabla} X_{l,j}(\alpha) \), we see that

\[
\text{Stab}_U[A] \supseteq \prod_{1 \leq i < \bar{n}} \text{Stab}_U[A] = \{ u_1 \cdots u_{\bar{n}-1} \mid u_i \in \text{Stab}_U[A], 1 \leq i < \bar{n} \},
\]

which contains \( \prod_{1 \leq i < \bar{n}} |\text{Stab}_U[A]| = \prod_{1 \leq i < \bar{n}} |U_{J(A)} \cap \mathcal{R}_i| = |U_{J(A)}| \) many elements by 4.17 and 4.6. Since \( |\text{Stab}_U[A]| = |U_{J(A)}| \) by [7 8.5], we obtain the equality.

The uniqueness claim follows, since every element of \( U \) can be written uniquely as product of root subgroup elements \( x_{ij}(\alpha), (i, j) \in \nabla, \alpha \in \mathbb{F}_q \), where the product can be taken in an arbitrary fixed ordering of the position \( (i, j) \in \nabla \). From this the theorem follows by the discussion above.

By a special choice of a basis of the solution space of \( A_i \mathbf{\alpha} = 0 \) we can even do better. Indeed, the basis of the solution space given below is obtained by Gaussian elimination. We produce a \((\bar{i} - i) \times (\bar{i} - i)\)-matrix \( A_i \) as follows:

First we reorder the columns of \( A_i \) such that we have columns \( j_1, j_2, \ldots, j_r \) first (in that order) and then columns \( s_1, s_2, \ldots, s_k \in S_i \), \( k = \bar{i} - i - r \) where \( S_i = \{ l \mid i < l \leq \bar{i}, l \notin \{ j_1, \ldots, j_r \} \} = \{ s_1 < s_2 < \cdots < s_k \} \). Note that in type \( \mathfrak{C}_n \) we have automatically \( s_k = \bar{i} \) by our assumption and column \( s_k \) of \( A_i \) is a zero column. Then we remove all zero rows, and take the remaining rows labelled by the row indices of main conditions in order \( i_1, i_2, \ldots, i_r \). Thus since \( j_1 < j_2 < \cdots < j_r \), the main conditions are on the diagonal of the upper left hand sided \( r \times r \)-submatrix, which is lower triangular with main conditions on the diagonal. Then we use row operations to bring this \( r \times r \)-submatrix into diagonal form. More precisely, this is done by adding multiples of rows to the lower ones from top down. Thus all the zero entries on the positions \( (i_\nu, t) \) with \( t > j_\nu \) \( (\nu = 1, \ldots, r) \) are preserved as well as the entries on the main conditions sitting on the diagonal of the upper left hand sided \( r \times r \)-submatrix, (keeping in mind that the natural reordering of \( (j_1, j_2, \ldots, j_r, s_1, s_2, \ldots, s_k) \) intertwines \( j_1 < j_2 < \cdots < j_r \) and \( s_1 < s_2 < \cdots < s_k \)).

Next we divide rows \( i_1, \ldots, i_r \) by the diagonal values making this \( r \times r \)-submatrix the identity matrix \( E_r \). We change the indexing of the rows of the resulting matrix to \( j_1, j_2, \ldots, j_r \) and add \( k \) many zero rows at the bottom with row indices \( s_1, \ldots, s_k \) (in that order). Finally we replace
the south east \( k \times k \) zero matrix by \(-E_k\), where \( E_k \) is the \( k \times k \) identity matrix. Thus we have:

\[
\begin{array}{cccccc}
\lambda_1 = & 1 & 0 & \ast & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\lambda_r = & 0 & 0 & 0 & 1 & 0 \\
\end{array}
\]

(4.19)

Let \( \underline{\lambda}_1, \underline{\lambda}_2, \ldots, \underline{\lambda}_k \) be the column vectors of \( \bar{A}_i \) of columns \( s_1, s_2, \ldots, s_k = \{ i + 1, \ldots, \tilde{i} \} \setminus \{ j_1, \ldots, j_r \} \). We reorder the components of these column vectors back into the natural ordering of their labels (reintertwining \( j_1 < j_2 < \ldots < j_r \) and \( s_1 < s_2 < \ldots < s_k \)) and denote the resulting vectors again by \( \underline{\lambda}_{\nu}, \nu = 1, \ldots, k \). Gaussian elimination tells us and it is easy to check, that \( \{ \underline{\lambda}_1, \ldots, \underline{\lambda}_k \} \) is a basis of the solution space of \( A_i \underline{\lambda} = 0 \).

Recall that to the right of main conditions in \( A_i \), all entries of \( A_i \) are zero. For any \( 1 \leq \nu \leq r \), we find \( 1 \leq \mu < k \) such that \( s_\mu < j_\nu < s_{\mu+1} \) and then all entries of row \( j_\nu \) of \( A_i \) to the right of column \( s_\nu \) are zero.

For \( s \in S_i \), suppose \( \underline{\lambda}_s = (\alpha_{s+1}^i, \ldots, \alpha_{\tilde{s}}^i)^t \in \mathbb{F}_q^{\tilde{i} - i} \). Then by our construction of \( \underline{\lambda}_s \) we have \( \alpha_s^s = -1 \) and \( \alpha_t^s = 0 \) for \( s \neq t \in S_i \). In addition \( \alpha^s_\mu = 0 \) if \( \mu < s \) and \( \mu \in \{ j_1, \ldots, j_r \} \). Thus for \( s \in S_i \),

\[
x(\underline{\lambda}_s) = \prod_{\mu = i+1}^{\tilde{i}} x_{\mu}(\alpha^s_\mu) = x_{is}(-1)y \quad \text{with} \quad y := \prod_{\rho = \nu}^{r} x_{\rho j_\rho}(\alpha^s_\rho)
\]

where \( \nu \) satisfies \( j_{\nu-1} < s < j_\nu \). Consequently, \([A] x(\underline{\lambda}_s) = [A] x_{is}(-1)y \), where \([A] x_{is}(-1)\) adds column \( s \) to column \( i \) of \( A \) and projects into \( V_\nu \). Then \( y \) readjusts the entries in column \( i \) of \( A \) back to the original column using the main conditions in \( A_i \), further to the right of column \( s \). To achieve this we have to add \(-\alpha_j^s \) times column \( j_\rho \) (containing main condition \((i, \mu, j_\rho)\)) to column \( i \) of \( A \) for \( \rho = \nu, \ldots, r \) to obtain on position \((i, i_\rho)\) of \( A \) the original entry.

Let \([A] \in \hat{V} \) be a core and fix a row \( i \), \( 1 \leq i \leq \tilde{n} \), such that \( \tilde{i} \) is a zero column in \( A \). We define \( U^i_{J(A)} = U_{J(A)} \cap R_i = U_{J(A)} \cap \{ (i, k) \mid i < k \leq \tilde{i} \} \) and \( \text{Limb}^i(A) = \text{Limb}(A) \cap \{ (i, k) \mid i < k < \tilde{i} \} \). Then obviously \( \text{Limb}^i(A) = \{(i, j_1), \ldots, (i, j_r)\} \) is the set of positions on row \( i \) such that there is a main condition in \( A_i \) above \((i, j_\nu)\), \( \nu = 1, \ldots, r \). Likewise \( J(A)^i = \{(i, k) \mid k \in S_i \} \) consists of all positions on row \( i \) which do not have a main condition to the north of it.

Inspecting illustration (4.19) we see that we can divide every linear combination of the column vectors \( \underline{\lambda}_s \) \((s \in S_i)\) into two parts, namely those to indices \((j_1, \ldots, j_r)\) and \((s_1, \ldots, s_k)\). We obtain a row wise version of part of [7.20], stating that the permutation action by any element of \( U_{J(A)} \), can be compensated by the action of some uniquely determined element of \( U_{\text{Limb}^i(A)} = \prod_{\mu = j_1, \ldots, j_r} X_{i\mu} \).

More precisely: For each \( s \in S_i \) choose \( \lambda_s \in \mathbb{F}_q \) and set \( \underline{\lambda}_s = \sum_{s \in S_i} \lambda_s \underline{\lambda}_s \), \( x = x(\underline{\lambda}) \). Then \( x = (\prod_{s \in S_i} x_{is}(-\lambda_s)) y_\underline{\lambda} \) for a uniquely determined \( y_\underline{\lambda} \in \prod_{(i, \mu) \in \text{Limb}^i(A)} X_{i\mu} \). The coefficient
\( \lambda_\mu \) in \( y_\lambda = \prod_{(i,\mu) \in \text{Limb}(A)} x_{ij}(\lambda_\mu) \) is given as coefficient \( \lambda_\mu = \sum_{s \in S_i} \lambda_s \alpha_{i,s}^\mu \) at position \( \mu \) in \( \underline{\alpha} = (\alpha_{i+1}^s, \alpha_{i+2}^s, \ldots, \alpha_{\underline{s}}^i) \).

From this one obtains now the following description of stabilizer of cores:

4.21 Theorem. Let \([A] \in \tilde{\mathcal{V}}\) be a core, \(\text{Stab}[A] = \text{Stab}_U[A] \cap \mathcal{R}_i\) for \(1 \leq i < \bar{n}\). Then every \(u \in \text{Stab}_U[A]\) can be written uniquely as \(u = u_1 \cdots u_{\bar{n}-1}\) with \(u_i \in \text{Stab}_U[A]\). Moreover, if column \(\overline{i}\) is a zero column in \(A\) (or equivalently \(\{\text{row } i\} \cap \text{Limb}^i(A) = \emptyset\)), then \(\text{Stab}_U[A]\) depends only on \(A_i\), not on entries on or below row \(i\) in \(A\). Moreover for types \(\mathcal{B}_n, \mathcal{D}_n\) the stabilizer \(\text{Stab}_U[A]\) in row \(\mathcal{R}_i\) is of the form

\[
\text{Stab}_U[A] = \prod_{s \in S_i} X_{is} \times H_i, \quad \text{(direct product)}
\]

where \(H_i\) is a subgroup of \(\prod_{\mu = j_1, \ldots, j_r} X_{i\mu}\) such that for every \(u \in \prod_{s \in S_i} X_{is}\) we have precisely one element \(y_u \in H_i\) with \(uy_u \in \text{Stab}_U[A]\). If \(U\) is of type \(\mathcal{C}_n\), we denote for any set \(T\) of \(\mathcal{R}_i\) its image in the abelian group \(\mathcal{R}_i = \mathcal{R}_i / X_{i1}\) by \(T\). Then

\[
\text{Stab}_U[A] = \prod_{\overline{i} \neq \overline{s} \in S_i} \overline{X}_{i\overline{s}} \times \overline{H}_{i\overline{s}}, \quad \text{(direct product)}
\]

where \(\overline{H}_{i\overline{s}}\) is a subgroup of \(\prod_{\mu = j_1, \ldots, j_r} \overline{X}_{i\mu}\) (direct product), such that for every \(u \in \prod_{s \in S_i} \overline{X}_{is}\) we have modulo \(X_{i\overline{s}}\) exactly one element \(\overline{y}_{\overline{u}} \in \overline{H}_{i\overline{s}}\) with \(\overline{u} \overline{y}_{\overline{u}} \in \text{Stab}_U[A]\).

Proof. Assume column \(\overline{i}\) is a zero column in \(A\). Then the only claim not immediately obvious by the discussion above is that \(H_i\) is a group if \(U\) is of types \(\mathcal{B}_n, \mathcal{D}_n\). This however follows, since it is contained in the abelian row group \(\mathcal{R}_i\). For type \(\mathcal{C}_n\) we observe that \(X_{i\overline{s}}\) acts on \([A]\) by the trivial character.

There are several nice consequences of this theorem, one being for example that if a core \([A] \in \tilde{\mathcal{V}}\) and a staircase \([B] \in \tilde{\mathcal{V}}\) coincide at all positions to the north of row \(i\), their stabilizers in rows \(j \leq i\) coincide as well.

For \([A] \in \tilde{\mathcal{V}}\) the stabilizer \(\text{Stab}_U[A] = \{u \in U \mid [A],u = [A]\}\) acts on \([A]\) by a linear character which we will henceforth denote by \(\Psi_A\). Thus \([A]u = \Psi_A(u)[A],u = \Psi_A(u)[A]\). Note that \(\Psi_A\) is a group homomorphism from \(\text{Stab}_U[A]\) into \(\mathbb{C}^*\). On the other hand, by 4.22 we have \([A]u = \theta_k(-A,\pi_B(u^{-1}))[A],u = \prod_{(a,b) \in \pi_B} \theta(-A_{ab}g_{ab})[A]\) where \(g = u^{-1}\), and hence \(\Psi_A(u) = \prod_{(a,b) \in \pi_B} \theta(-A_{ab}g_{ab}) \in \mathbb{C}^*\). So let \(1 \leq i < \bar{n}\) and again assume, that column \(\overline{i}\) in \(A\) is a zero column. Let \(y_i = \prod_{i < k \leq \overline{i}} x_{ik}(\alpha_k) \in \text{Stab}_U[A], \alpha_k \in \mathbb{F}_q\), then

\[
\Psi_A(y_i) = \prod_{i < k \leq \overline{i}} \theta(A_{ik}\alpha_k). \tag{4.22}
\]

4.23 Lemma. With the notation of the discussion above for a core \([A] \in \tilde{\mathcal{V}}\) with \(\overline{i}\) being a zero column. Let \(s \in S_i\). Then there exists \(2 \leq \nu \leq r\) such that \(j_{\nu-1} < s < j_\nu\). Define \(x(\underline{\alpha})\) as in 4.20 Then \(x(\underline{\alpha}) \in \text{Stab}_U[A]^{\overline{i}} \subseteq \text{Stab}_U[A]\) and we have:

\[
\Psi_A(x(\underline{\alpha})) = \theta(-A_{is}) \prod_{\rho = \nu}^r \theta(A_{ij,\rho}^s \alpha_{ij,\rho}^s). 
\]
Proof. It follows directly from the definition of $x(\alpha_s)$ and 4.22.

4.24 Remark. 1) The stabilizer $\text{Stab}_{\tilde{U}}[A]$ of $[A] \in \tilde{V}$ in $\tilde{U}$ can be similarly treated as $\text{Stab}_U[A]$. The main difference is that now elements in row groups $R_i$ where column $i$ contains a main condition may belong to the stabilizer even if $[A]$ is a core.

2) If $[A] \in \tilde{V}$ is not a core it may happen, that the rank of the coefficient matrix $A_i$ ($i$ a row index with column $i$ a zero column) is bigger than the number of main conditions in the set of positions in $A_i$, see illustration:

Thus the stabilizer elements in rows $R_i$, $i$-th column a zero column, will not produce the full stabilizer group. Indeed in the illustration above we may need the main conditions $M_k$ to the right of column $\bar{i}$ to adjust elements in positions $(k,i)$, where $k$ is the row index of $M_k$. But this is done using the root subgroup $X_{\bar{k}i}$ on the arm $A(i,k)$.

5 Verge modules

Recall that $\tilde{U} = U_N(q)$. Let $\tilde{V} = \{u - 1 \mid u \in \tilde{U}\} = V_{\tilde{q}} = \text{Lie}(\tilde{U})$. Then $\tilde{U}$ acts on $\tilde{V}$ by left and right multiplication and hence on the set of linear complex characters $\hat{\tilde{V}}$ of the additive group $(\tilde{V}, +)$. Then $f : \tilde{U} \to \tilde{V} : u \mapsto u - 1$ is a left and right 1-cocycle, providing both a left and right monomial action of $\tilde{U}$ on $\mathbb{C}\hat{\tilde{V}}$ with monomial basis $\hat{\tilde{V}} = \{[A] \mid A \in \tilde{V}\}$.

With this action from both sides $\mathbb{C}\hat{\tilde{V}}$ becomes a $\mathbb{C}\tilde{U}\text{-}\mathbb{C}\tilde{U}$-bimodule which is isomorphic to the regular bi-representation $\mathbb{C}\tilde{U} \text{-}\mathbb{C}\tilde{U}$. It is known that $\hat{\tilde{V}}$ decomposes into monomial biorbits, (see [1, 10]). In [6] each biorbit contains precisely one verge. Moreover each biorbit is a union of right orbits, all right orbits in a biorbit induce isomorphic right modules, and any two right orbits, being contained in different biorbits, afford orthogonal characters. The different (and hence orthogonal) characters afforded by the right orbits are the André-Yan supercharacters of $\tilde{U}$, (cf. [1, 10]). Note that the main condition defined in [6], on which the verges depend, is slightly different from what we are using in this paper. If one defines main conditions for $A \in \tilde{V}$ analogous to the definition for $U$-orbits in this paper to consist of the positions of non-zero entries fairest to the right in each row in $A$, the main conditions remain invariant for characters on $\hat{\tilde{O}}_A$. However right orbits may then have different main conditions, even if they belong to the same $\tilde{U}$-biorbit. Of course, staircase characters $[A] \in \tilde{V}$ are again defined by requiring, that
all main conditions of $\widetilde{A}$ lie in pairwise different columns of $A$. For staircase characters both notions of main conditions coincide. Hence, if we restrict ourselves to the staircase characters (and we do this in this paper), then both definitions of main conditions give the same sets of positions, and hence the same verges.

5.1 Definition. Let $[A] \in \hat{V}$ be a staircase verge character. We define

$$\mathcal{V}(A) = \{ [B] \in \hat{V} \mid \text{verge}(B) = \text{verge}(A) \}.$$  

5.2 Remark. Let $[A] \in \hat{V}$ be a staircase verge character. Since $\text{supp}(A) \subseteq \triangledown \subseteq \triangledown$, the notion of $[A] \in \hat{V}$ is well defined. Moreover the right monomial $\tilde{U}$-orbit $\tilde{O}_A$ consists of all $[B]$ where $B$ is different from $A$ only on the positions in $\triangledown$ and to the left of main conditions, hence $\text{verge}(B) = \text{verge}(A)$. Since $\text{main}(A) \subseteq \text{supp}(A) \subseteq \triangledown$ and $\text{minor}(A) \cup \text{suppl}(A)$ are all to the left of $\text{main}(A)$, we have indeed shown:

$$C\mathcal{V}(A) = C\hat{O}_A = \bigoplus_{\text{core} \text{verge}(B) = \text{verge}(A)} C\mathcal{O}_B.$$  

In particular we call $C\mathcal{V}(A)$ verge module if $[A] \in \hat{V}$ is a staircase verge character. □

5.3 Definition. Given a staircase $\widetilde{A} \in \hat{V}$ we define

i) $I_d^0(A) := \{(i,j) \in \triangledown \mid \exists (i,a), (j,b) \in \text{main}(A), i < a < j < b \}$.

ii) $I_d(A) := \{(i,j) \in \triangledown \mid \exists (i,a), (j,b) \in \text{main}(A), i < a \leq j < b \}$.

iii) $I(A) := \{(i,j) \in \triangledown \mid \exists (i,a), (j,b) \in \text{main}(A), a < b \}$.

Note that $I_d^0(A) \subseteq I_d(A) \subseteq I(A)$ and that these subsets depend only on $\text{main}(A)$. □

5.4 Definition. Let $(i,j) \in \triangledown$. Define the $(i,j)$-hook $h_{ij}$ to be

$$h_{ij} = \{(i,a) \mid i < a < j \} \cup \{(a,j) \mid i < a < j \} \cup \{(i,j)\} \subseteq \tilde{\Phi}^+$$

Let $A \in \hat{V}$. If $(i,a), (j,b) \in \text{main}(A)$, then we call $(j,a)$ main hook intersection. □

We illustrate these definitions as follows:

[[Diagram showing three cases: $I_d^0$, $I_d \cap I_d^0$, and $I \setminus I_d$.]]

For $\widetilde{A} \in \hat{V}$ being a verge, the intersection $\mathcal{O}_A \cap \mathcal{O}_A^l$ of the right and left orbit of $\widetilde{A}$, is exactly the set of all characters $[B] \in \hat{V}$ such that $B$ coincides with $A$ at all positions except the main hook intersections in $\tilde{\Phi}^+$. For example, in the illustration 5.5 3), the entries at the main hook intersection $(j,a)$ can be changed either by the left action of the root subgroup $\tilde{X}_{ij}$ or the right action of the root subgroup $\tilde{X}_{ab}$.  
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5.6 Lemma. Let $[A] \in \hat{V}$ be staircase. Then $I = I(A), I_d = I_d(A), I_d^\circ = I_d^*(A)$ are closed subsets of $\hat{\Phi}^+$. If $\text{supp}(A) \subseteq \triangleright$ and hence $A \in V_{\triangleright} = \triangleright$, then $I, I_d, I_d^\circ$ are closed subsets of $\triangleright$ as defined in 3.8. Thus $\bar{U}_I, \bar{U}_I, \bar{U}_d$ are pattern subgroups of $\bar{U} = U_N(q)$ and $U_t, U_t, U_t$ are pattern subgroups of $U = U(X_n), X_n = \mathfrak{B}_n, \mathfrak{C}_n$ or $\mathfrak{D}_n$. Moreover, $\bar{U}_d$ (resp. $U_{d}$), $\bar{U}_d^\circ$ (resp. $U_{d}^\circ$) are normal subgroups of $\bar{U}_I$ (resp. $U_I$).

Proof. To check if $I, I_d, I_d^\circ$ are closed in $\triangleright$, we only need to prove $I, I_d, I_d^\circ$ are closed in $\hat{\Phi}^+$ since the situation ii) in 2.3 never occurs. In fact, if $(i, j), (k, j) \in I(A)$, then by 5.3 there exist $(i, a), (j, b), (k, c), (j, d) \in \text{main}(A)$ such that $a < b$ and $c < d$. But $(j, b), (j, d) \in \text{main}(A)$ can not happen since main($A$) $\subseteq \text{supp}(A) \subseteq \triangleright$.

Now assume $(i, j), (j, k) \in I$. Then there exists $(i, a), (j, b), (k, c) \in \text{main}(A)$ with $a < b < c$, hence $(i, k) \in I$. Thus $I$ is closed in $\hat{\Phi}^+$ and hence also closed in $\triangleright$. By similar argument, one can check easily that this holds also for $I_d$ and $I_d^\circ$. Then by definition $\bar{U}_I, \bar{U}_I, \bar{U}_d$ are pattern subgroups of $\bar{U} = U_N(q)$ and $U_t, U_t, U_t$ are pattern subgroups of $U = U(X_n), X_n = \mathfrak{B}_n, \mathfrak{C}_n$ or $\mathfrak{D}_n$.

Let $(i, j) \in I_d$. Then there exists $(i, a), (j, b) \in \text{main}(A)$ such that $i < a \leq j < b$. Suppose $(j, k), (s, i) \in I$. Then there exists $(k, c), (s, r) \in \text{main}(A)$ such that $b < c$ and $r < a$. Since $i < a(\leq) j < k < c$ and $s < r < (a(\leq)) j < b$, we have $(i, k), (s, j) \in I_d \subseteq I_d$ and hence $\bar{U}_d$ (resp. $U_d$) are normal subgroups of $\bar{U}_I$ (resp. $U_I$). Replacing $a \leq j$ by $a < j$, we have indeed $(i, j) \in I_d^\circ$ and by similar argument one can prove that $\bar{U}_d^\circ$ (resp. $U_d^\circ$) are also normal subgroups of $\bar{U}_I$ (resp. $U_I$).

In [6], it was shown that for a staircase verge $[A] \in \hat{V}$ the left action of $\bar{U}_I, I = I(A)$, on $[A]$ induces $\bar{U}$-endomorphisms on $\mathfrak{C} \bar{O}_{\bar{A}}, \bar{U}_d^\circ$ acts trivially and $\bar{U}_d^\circ$ acts as linear character $\bar{\Psi}_A$ on $\mathfrak{C}[A]$. If $\bar{E}_A \subseteq \mathfrak{C} \bar{U}_d$ denotes the (central) idempotent such that $\mathfrak{C} \bar{E}_A$ affords $\bar{\Psi}_A$, then $\bar{E}_A$ is central in $\bar{U}_I$ and $\mathfrak{C} \bar{U}_I/\mathfrak{C} \bar{U}_I \bar{E}_A$ is the endomorphism ring of $\mathfrak{C} \bar{O}_{\bar{A}}$.

Now suppose $A \in V = V_{\triangleright} \subseteq V_{\triangleright}$. A staircase verge, and consider $\hat{V}$ as subset of $\hat{\Phi}^+$ by restriction of maps. Then $I(A)$ is contained in $\triangleright \subseteq \triangleright$. As pointed out in 3.10 $x_{ij}(\alpha)[A] = \bar{x}_{ij}(\alpha)[A] = \bar{x}_{ji}(-\alpha)[A]$ for $(i, j) \in \triangleright$ and $\alpha \in \mathbb{F}_q$. This applies in particular to $(i, j) \in I(A)$. Moreover one checks using 3.9 that:

5.7 Lemma. Let $[A] \in \hat{V}$ be a staircase verge, $I = I(A)$, and let $u \in U_I \subseteq U$. Define $\bar{u} \in \bar{V}$ as in 3.10. Then $\text{supp}(u^{-1}A) \subseteq \triangleright$ and hence

$$\lambda_u([-B]) = \bar{u}[-B] = u[B] = \lambda_u[B]$$

for all $[B] \in \bar{O}_A \subseteq \hat{V} \subseteq \hat{\Phi}^+$.

Proof. By 3.9 it suffices to prove $\text{supp}(u^{-1}A) \subseteq \triangleright$ for $u = x_{ij}(\alpha)$ with $(i, j) \in I, \alpha \in \mathbb{F}_q$. Suppose $(i, a), (j, b) \in \text{main}(A)$ with $a < b$. Then $1 \leq i, j \leq n$ and hence

$$u^{-1}A = x_{ij}(\alpha)^{-1}A = \bar{x}_{ji}(-\alpha)A$$

Thus $u^{-1}A$ is different from $A$ only on possible positions $(j, c)$ with $c \leq a$ since $(i, a) \in \text{main}(A)$. But $(j, c) \in \triangleright$ since $c \leq a < b$ and $(j, b) \in \triangleright$. So we have shown: $\text{supp}(u^{-1}A) \subseteq \triangleright$ as desired.

5.8 Corollary. Let $[A] \in \hat{V}$ be a staircase verge character. Then $\mathfrak{C} \mathfrak{V}(A)$ is a $CU_I$-$CU$- and a $CU_I$-$CU$-bimodule.
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6 The Main Theorem

Having shown in theorem 3.28 that every irreducible \( \mathbb{C}U \)-module appears as constituent in an orbit module \( \mathbb{C}O_A \) for some main separated character \([A] \in V\), we now want to show our second main result stating, that the characters of \( U \) afforded by main separated orbit modules are pairwise orthogonal and that any two main separated orbit modules afford either identical or orthogonal \( U \)-characters. However, it will become apparent from our proof of the main theorem, that in type \( C \) anti-diagonal main conditions cause additional problems. Indeed we have not been able to overcome these so far. Thus we have to restrict ourselves to linear characters \([A] \in \hat{V} \) satisfying \( \text{main}(A) \subseteq \triangledown \).

6.1 Definition. For \( A \in V \) we define \( \Psi_A : \text{Stab}_U[A] \to \mathbb{C}^* \) by: 
\[
[A]u = \Psi_A(u)[A], \quad \text{for all } u \in \text{Stab}_U[A].
\]

Thus \( \Psi_A \) is a linear character of \( \text{Stab}_U[A] \) and by [7, 4.9] we have
\[
\Psi_A(u) = \theta_K(-A, \pi(u^{-1})) = \theta_K(-A, u^{-1}).
\]

Note that \( \mathbb{C}[A] \) then is the 1-dimensional \( \mathbb{C} \text{Stab}_U[A] \)-module affording \( \Psi_A \).

Let \( A \in V \). By general theory \( \mathbb{C}O_A \cong \text{Ind}_S^A \mathbb{C}[A] \) where \( S = \text{Stab}_U[A] \). By Mackey decomposition we obtain immediately:

6.2 Lemma. Let \( A, B \in V, S = \text{Stab}_U[A], T = \text{Stab}_U[B] \).

\[
\text{Hom}_{\mathbb{C}U}(\mathbb{C}O_A, \mathbb{C}O_B) \cong \bigoplus_{d \in D_{B,A}} \text{Hom}_{\mathbb{C}(S \cap T\mathbb{C})}(\mathbb{C}[A], \mathbb{C}[B]^d)
\]

where \( D_{B,A} \) is a system of \( T-S \) double coset representatives in \( U \) and \( T^d = d^{-1}Td \) and \( \mathbb{C}[B]^d \) denotes the conjugate \( T^d \)-module.

Note that \( \mathbb{C}[B]^d \cong \mathbb{C}[C] \) as \( T^d \)-module with \([C] = [B], d = [Bd^{-1}] \in \mathcal{O}_B = \{[B].u \mid u \in U\} = \{[B].dS \mid d \in D_{B,A}\} \). For \( s \in S \) we have
\[
\text{Hom}_{\mathbb{C}(S \cap T\mathbb{C}^d)}(\mathbb{C}[A], \mathbb{C}([B].d.s)) \cong \text{Hom}_{\mathbb{C}(S^{-1} \cap T\mathbb{C}^d)}(\mathbb{C}[A], s^{-1}, \mathbb{C}([B].d)) \cong \text{Hom}_{\mathbb{C}(S \cap T\mathbb{C}^d)}(\mathbb{C}[A], \mathbb{C}([B].d)).
\]

Let \( A, B \in V \). For convenience we use henceforth the following notation:

\[
\text{Stab}_U(A, B) = \text{Stab}_U(A) \cap \text{Stab}_U(B).
\]

From 6.2 this we conclude immediately:

6.4 Corollary. Let \( A, B \in V \). Then the following statements are equivalent
i) \( \text{Hom}_{\mathbb{C}U}(\mathbb{C}O_A, \mathbb{C}O_B) \neq (0) \);
ii) There exist \([C] \in \mathcal{O}_A, [D] \in \mathcal{O}_B \) such that \( \text{Hom}_{\text{Stab}_U[C,D]}(\mathbb{C}[C], \mathbb{C}[D]) \neq (0) \);
iii) There exist \([C] \in \mathcal{O}_A \) and \([D] \in \mathcal{O}_B \) such that \( \Psi_C \) and \( \Psi_D \) coincide on \( \text{Stab}_U(C, D) \);
iv) There exists \([D] \in \mathcal{O}_B \) such that \( \Psi_A \) and \( \Psi_D \) coincide on \( \text{Stab}_U(A, D) \).

The basic idea for the proof of our main result consists of using item iv) (where \([A] \) and \([B] \) are main separated) in the corollary above and the discussion in section 4 on stabilizers to work inductively our way down the rows of the matrices \( A \) and \( B \). For this we need some preparation.
Let $[A] \in \hat{V}$ be a main separated core and let $1 \leq i < \hat{n}$ be such that column $\bar{i}$ of $A$ is the zero column (or equivalently does not contain a main condition). Thus row $i$ is not an arm of $A$ and is not contained in Limb$(A)$. Let $[B] \in \hat{V}$ be main separated (and hence staircase as well) and suppose, that matrix $A$ and $B$ coincide to the north of row $i$. Thus

$$B_{kij} = A_{kij} \quad \text{for } 1 \leq k < i, k < j < \bar{k} \quad \text{(6.5)}$$

In addition we assume that $\text{Hom}_{\mathbb{C}O}((\mathbb{C}O_A, \mathbb{C}O_B)) \neq (0)$. Recall, that by $\text{6.18}$ the part of $\text{Stab}_U[A]$ lying in the row subgroup $\mathcal{R}_i = \langle X_{ij} \mid i < j \leq \bar{i} \rangle$, can be described by the solution space of the homogeneous system of linear equations whose coefficient matrix is

$$A_i = \sum_{1 \leq a < b \leq i} A_{ab} e_{ab}. \quad \text{(6.6)}$$

Note that $B_i = A_i$ by the assumption $\text{6.5}$. Hence observing that by lemma $\text{6.14}$ the solution set of $B_1\alpha = 0$ gives $\text{Stab}_U[B] \cap \mathcal{R}_i$ we see that

$$\text{Stab}_U[B] = \text{Stab}_U[B] \cap \mathcal{R}_i = \text{Stab}_U[A] \cap \mathcal{R}_i = \text{Stab}_U[A] \subseteq \text{Stab}_U(A, B). \quad \text{(6.7)}$$

We again suppose that the main conditions of $A$ in $A_i$ are given as $\{(i_1, j_1), \ldots, (i_r, j_r)\}$ with $1 \leq i_1 < i_2 < \cdots < j_r < \bar{i}$. Recall from section $\text{4}$ that the set $S_i$ is defined as $S_i = \{k \mid i < k \leq i, k \notin \{j_1, \ldots, j_r\}\}$. Then $S_i$ is the set of positions on row $i$ such that there is no main condition in its column to the north of it.

**6.7 Lemma.** Let $[A], [B] \in \hat{V}$ and $1 \leq i < \hat{n}$ as above. Assume that $\Psi_B$ and $\Psi_A$ coincide on $\text{Stab}_U(A, B) := \text{Stab}_U[A] \cap \text{Stab}_U[B]$. Then for $s \in S_i$:

$$B_{is} = A_{is} - \sum_{1 \leq j, \nu < i} (A_{ij, \nu} - B_{ij, \nu})\alpha_{js}^s. \quad \text{(6.8)}$$

where $\alpha_s = (\alpha_{i+1, i+2}, \ldots, \alpha_i) \in \mathbb{F}_q^{i-i}$ is again the $s$-th column vector of $A_i$ in $\text{4.19}$ reordered as in $\text{4.20}$.

**Proof.** In $\text{4.20}$ it was shown how the solutions space of $A_1\alpha = 0$ ($\alpha \in \mathbb{F}_q^{i-i}$) determines $\text{Stab}_U[A]$, and the basis $\{\alpha_s \in \mathbb{F}_q^{i-i} \mid s \in S_i\}$ was determined. Moreover it was shown in $\text{4.23}$ that the linear character $\Psi_A, \Psi_B$ of $\text{Stab}_U[A], \text{Stab}_U[B]$ satisfy:

$$\Psi_A(x(\alpha_s)) = \theta(-A_{is} + \sum_{1 \leq j, \nu < i} A_{ij, \nu} \alpha_{js}^s) = \Psi_B(x(\alpha_s)) = \theta(-B_{is} + \sum_{1 \leq j, \nu < i} B_{ij, \nu} \alpha_{js}^s),$$

since $x(\alpha_s) \in \text{Stab}_U(A, B) \cap \mathcal{R}_i$. Dividing by the right hand side of this equation yields

$$1 = \theta(B_{is} - A_{is} + \sum_{1 \leq j, \nu < i} (A_{ij, \nu} - B_{ij, \nu})\alpha_{js}^s) = \theta(\sum_{1 \leq i < l \leq \bar{i}} (A_{il} - B_{il})\alpha_l^s).$$

Since the solution set of $A_1\alpha = 0$ is a linear space, $\lambda\alpha_s$ is a solution as well for all $\lambda \in \mathbb{F}_q$, hence $x(\lambda\alpha_s) \in \text{Stab}_U(A, B) \cap \mathcal{R}_i$. Taking characters we obtain

$$1 = \Psi_A(x(\lambda\alpha_s)) = \theta(\lambda(\sum_{1 \leq i < l \leq \bar{i}} (A_{il} - B_{il})\alpha_l^s)), \quad \forall \lambda \in \mathbb{F}_q$$

forcing $\sum_{1 \leq i < l \leq \bar{i}} (A_{il} - B_{il})\alpha_l^s = 0$ since $\theta$ is a non trivial character of $(\mathbb{F}_q, +)$, and the lemma follows. \(\square\)
6.9 Remark. Suppose \( U \) is of type \( C_n \). Let \( i < j < \bar{i} \) and \( \alpha \in \mathbb{F}_q \), then \( x_{ij}(\alpha) \) acts on any \([C]\) \( \in \check{V} \) by the combination of two restricted column operations as pictured in 2.17. If \( C_{k\bar{i}} = 0 \) for all \( k < i \), then \( [C]x_{ij}(\alpha) = \theta(\alpha C_{ij})[D] \), where \([D] = [C\cdot x_{ij}(\alpha)] \) may differ from \([C]\) only on column \( i \) and on position \((i,j)\). Indeed \( D_{ij} = C_{ij} + \alpha C_{i\bar{i}} \) for \( j \leq n \) and \( D_{ij} = C_{ij} - \alpha C_{i\bar{i}} \) for \( j > \bar{n} \).

Suppose in 6.7 in addition, that \( A_{i\bar{i}} = z \neq 0 \). Thus in particular column \( \bar{i} \) is not a zero column. Then \( A_{i\bar{i}} = z \) is the only non zero entry of column \( \bar{i} \) in \( A \) and \((i,\bar{i})\) is a main condition. Since \( A \) and \( B \) coincide to the north of row \( i \) by assumption, \( B_{k\bar{i}} = 0 \) for \( 1 \leq k < \bar{i} \).

As an easy consequence, \([X_{ij}, X_{ij}] = X_{\bar{i}\bar{i}}\), and hence the row group \( R_i \) is not abelian any more. Moreover \( \text{Stab}_U[A] \cap R_i = \text{Stab}_U[B] \cap R_i = X_{\bar{i}\bar{i}} \). We shall use equation 6.8 later on to show that acting by suitable row operations will change \( B \) into a matrix \( C \) with \( \text{Stab}_U[C] = \text{Stab}_U[B] \) such that \( A \) and \( C \) coincide to the north of row \( i + 1 \). This will be our induction step to prove our main result. If \( A_{\bar{i}\bar{i}} = z \neq 0 \), we can only conclude \( B_{\bar{i}\bar{i}} = A_{\bar{i}\bar{i}} \). Note that \( A \) being a core forces then \( A_{\bar{i}k} = 0 \) for \( i < k < \bar{i} \), whereas the entries in row \( i \) of \( B \) besides the anti-diagonal one can be arbitrary.

The vectors \( \alpha_s \), defined as solutions of \( A_s \alpha = B_s \alpha = 0 \) are still defined but we do not know, if the character values calculated according to 6.8 of \( A \) and \( B \) coincide, since neither \( x(\alpha_s) \) is in \( \text{Stab}_U[A] \) nor in \( \text{Stab}_U[B] \). This is the problem with type \( C_n \) as indicated in the introduction to this section.

In view of the previous remark we shall from now on assume that also for type \( C \) the matrices \( A \) and \( B \) in \( V \) have support entirely contained in \( \check{V} \).

6.10 Corollary. In the situation of 6.7 row \( i \) in \( A \) and \( B \) coincide, if they coincide at positions \((i,j_\nu)\) for all \( \nu = 1, \ldots, r \), (that is at all positions of row \( i \) below main conditions).

6.11 Corollary. Let \([A],[B] \in \check{V} \) as above. Then either the \( i \)-th row of \( A \) and \( B \) are zero rows or there exists \((i,s)\) with \((i,s) \in \text{main}(A) \cap \text{main}(B) \) and \( A_{is} = B_{is} \).

Proof. We are done if row \( i \) is a zero row in both \( A \) and \( B \). So let \((i,s)\) be a main condition \( i < s < \bar{i} \) such that \( A_{il} = B_{il} = 0 \) for \( s < l < \bar{i} \). Note that \( s \in S_i \). By 6.7 we obtain:

\[
B_{is} - A_{is} = \sum_{j_\nu > s \atop 1 \leq \nu \leq r} (B_{ij_\nu} - A_{ij_\nu}) \alpha_{j_\nu}^s = 0,
\]

since \( A_{ij_\nu} = 0 = B_{ij_\nu} \) for \( j_\nu > s \). Now the result follows.

There is a further obvious application of 6.7 and 6.11 which we shall need later on.

6.12 Remark. In the situation of 6.11, if the \( i \)-th row of \( A \) and \( B \) are not zero row, then by 6.10 row \( i \) in \( A \) and \( B \) coincide, if they coincide at main hook intersections, (see 5.4).

We now can prove a proposition which makes induction on the row index \( i \) working:

6.13 Proposition. Let \([A],[B] \in \check{V} \) staircase and let \([A] \) be a core. Let \( 1 \leq i < \bar{n} \) and suppose that \( A \) and \( B \) coincide to the north of row \( i \) and \( \bar{i} \) is a zero column. Let \( \{(i_1,j_1), \ldots, (i_r,j_r)\} = \{(a,b) \in \text{main}(A) \mid 1 \leq a < \bar{n}, i < b < \bar{i}\} \). Furthermore suppose that \( \Psi_A \) and \( \Psi_B \) coincide on \( \text{Stab}_U(A,B) \). Then \( g[B] \) and \([A] \) coincide also on row \( i \) and hence to the north of row \( i + 1 \), where \( g = x_{i,i_1}(\lambda_1) \cdots x_{i,i_r}(\lambda_r) \) for certain \( \lambda_1, \ldots, \lambda_r \in \mathbb{F}_q \). Moreover, \( g \in U_I(A) \cap U_I(B) \).
Proof. Observe that \( \text{supp}(x_{\lambda\nu}(\mu)B) \subseteq \mathbb{F} \) for arbitrary \( \mu \in \mathbb{F}_q \), since \( B_{i,k} = 0 \) for \( k > j_{\nu} \), and hence \( B_{i,k} = 0 \) for \( k > i > j_{\nu} \). One checks easily that \( \text{supp}(g^{-1}B) \subseteq \mathbb{F} \) for any choice of \( \lambda_1, \ldots, \lambda_r \). Indeed \( g \) is contained in the abelian pattern subgroup to the closed subset \( \{(k,i)|1 \leq k < i\} \) of \( U \). (\( U \)). Hence by 3.7 for any choice of \( \lambda_1, \ldots, \lambda_r \in \mathbb{F}_q \), \( g \) acts by left multiplication as \( \mathbb{C}U \)-isomorphism from \( \mathbb{C}\hat{O}_B \) to \( \mathbb{C}O_D \) with \( [D] = g[B] = [g^{-1}B] = [\pi(\omega(g^{-1}B))] \) (and as \( \mathbb{C}U \)-isomorphism from \( \mathbb{C}\hat{O}_B \) to \( \mathbb{C}\hat{O}_D \) as well). For \( u \in \text{Stab}_U[A] \) by [7, 6.4] we have therefore
\[
(g[B])u = g([B]u) = g(\Psi_B(u)[B]) = \Psi_B(u)(g[B]) \quad (6.14)
\]
proving that \( \text{Stab}_U(g[B]) = \text{Stab}_U([B]) = \text{Stab}_U([B]) \) and \( \Psi_B = \Psi_D \), setting \( g[B] = [D] \in \hat{V} \).

Observe that \( x_{ij}(\lambda)[B] \) adds \(-\lambda \) times row \( k \) to row \( i \) and projects the resulting matrix into \( V_\varphi \). Thus \( g[B] = [D] \), where \( B \) and \( D \) coincide in all rows except the \( i \)-th one. Moreover \( D_{ij_{\nu}} = B_{ij_{\nu}} - \lambda_{\nu}B_{i_{\nu}j_{\nu}} \). Setting \( \lambda_{\nu} = B_{i_{\nu}j_{\nu}}^{-1}(B_{ij_{\nu}} - A_{ij_{\nu}}) \) gives \( D_{ij_{\nu}} = A_{ij_{\nu}} \). See illustration as follows:

Note that \( D \) coincides with \( B \) and hence with \( A \) at all entries to the north of row \( i \). Moreover by construction, \( A \) and \( D \) coincide on positions \( (i,j_{\nu}) \) for all \( 1 \leq \nu \leq r \). By the previous corollary 6.10 \( A \) and \( D \) coincide in row \( i \), hence \( g[B] = [D] \) coincides with \( [A] \) to the north of row \( i + 1 \) as desired. By the construction of \( g \), it is obvious that \( g \in U_{I(A)} \cap U_{I(B)}. \quad \square \)

6.15 Remark. One might worry in the proof above, what happens, if there is a main condition \( (i,k) \) on row \( i \) of \( B \) to the left of some main condition \( (i_{\nu},j_{\nu}) \), that is \( k < j_{\nu} \). Could it happen that \( g \) inserts a non-zero value on row \( i \) of \( B \) to the right of that main condition? This does not happen since then, by 6.11 \( (i,k) \in \text{main}(A) \) as well and \( A_{ij_{\nu}} = B_{ij_{\nu}} = 0 \) since \( k < j_{\nu} \), hence \( \lambda_{\nu} = B_{i_{\nu}j_{\nu}}^{-1}(B_{ij_{\nu}} - A_{ij_{\nu}}) = 0. \quad \square \)

We can now prove a further main result of this paper for arbitrary main separated orbits in types \( \mathcal{B}_n \) and \( \mathcal{D}_n \) and in type \( \mathcal{C}_n \) for orbits such that all its main conditions are contained in \( \triangledown \).

6.16 Theorem. Let \([A],[B] \in \hat{V} \) be main separated with \( \text{supp}(A), \text{supp}(B) \subseteq \triangledown \). Suppose further that \([A] \) is a core, and that \( \Psi_A \) and \( \Psi_B \) coincide on \( \text{Stab}_U(A,B) \). Then there exists \( g \in U_{I(A)} \leq U \) such that \( g[B] = [A] \).

Proof. We proceed by induction on the row index \( i = 1, 2, \ldots, \tilde{n} - 1 \), showing that we can find \( g \in U_{I(A)} \cap U_{I(B)} \), such that \( g[B] \) and \( [A] \) coincide north of row \( i \). Observe, that \( g \in U_{I(C)} \) acting on any \([C] \in \hat{V} \), changes only those rows in \( C \), which contain a main hook intersection
and hence a main condition, by the discussion in section 5. Thus, in particular if \([C]\) is staircase, left action by \(g\) will preserve the verge of \([C]\) and if \([C]\) is main separated so is \(g.[C]\)

Assume first \(i = 1\), then \(A\) and \(B\) trivially coincide to the north of row \(i\). Inspecting once more \([2.17]\) we see that for any linear character \([C]\) \(\in \hat{V}\) the root subgroup \(X_{1j}\) \((1 < j < N)\) acts by a linear character on \([C]\). Hence it is contained in \(\text{Stab}_U[A]\), unless \(C_{11} \neq 0\). Moreover for \(\alpha \in \mathbb{F}_q\)

\[[C]x_{1j}(\alpha) = \Psi_C(x_{1j}(\alpha))[C] = \theta(-C, x_{1j}(-\alpha))[C] = \theta(\alpha C_{ij})[C].\]

Thus in particular \(X_{1j} \subseteq \text{Stab}(A, B)\) and

\[\Psi_A(x_{1j}(\alpha)) = \theta(x_{1j}(\alpha)) = \Psi_B(x_{1j}(\alpha)) = \theta(x_{1j}(\alpha))\]

for all \(\alpha \in \mathbb{F}_q\) forcing \(A_{1j} = B_{1j}\) for all \(1 < j < N\). Since \(A_{11} = B_{11} = 0\) by assumption we conclude that row 1 coincides in \(A\) and \(B\).

Setting \(g_1 = 1 \in U_{I(A)} \cap U_{I(B)}\) and \(B(1) = B\), we have shown that \(A\) and \(B(1)\) coincide to the north of row 2.

Suppose we have constructed \(g_i \in U_{I(A)} \cap U_{I(B)}\) such that \(A\) and \(B(i)\) coincide to the north of row \(i + 1\) where \(B(i)\) \(= g_i[B]\). Now if column \(i + 1\) (on which \(A\) and \(B(i)\) coincide) is not a zero column, it contains a main condition of \(A\), since \([A]\) is a core, and hence \(\mathcal{R}_{i+1} \cap \text{Stab}_U[A] = \{1\}\) by \([4.18]\). Since \([A]\) and \([B]\) are main separated by assumption, row \(i + 1\) cannot have any main condition in neither in \(A\) nor in \(B\), and hence all entries in \(B(i)\) and \(A\) on row \(i + 1\) are zero. Thus \(A\) and \(B(i)\) coincide to the north of row \(i + 2\). Once we are done with \(g_{i+1} = 1\) and \(g_{i+1} = g_{i+1}g_i\).

We remark that here we cannot apply this argument in case of type \(\mathcal{C}_n\), if the main condition on row \(i + 1\) is \((i + 1, i + 1)\). Then \(X_{i+1,i+1} \subseteq \text{Stab}_U[A]\) and \(B(i)\) can have many non-zero values on row \(i + 1\), which we cannot remove. Matrix \(A\) being a core, has only zeros on row \(i + 1\) besides \(A_{i+1,i+1} \neq 0\). Here the induction brakes down for orbits with anti-diagonal main conditions in type \(\mathcal{C}_n\).

So back to the case that \(\text{supp}(A) \subseteq \triangledown\), we assume now, that column \(i + 1\) is a zero column in \(A\) and hence in \(B\) as well. Now \(B(i)\) and \(A\) satisfy the assumptions of Proposition \([6.13]\) since

\[\text{Stab}_U(g_i[B]) = \text{Stab}_U([B]) \quad \text{and} \quad \Psi_B = \Psi_{g_i[B]} \quad (6.17)\]

for all \(g \in U\) such that \(\text{supp}(g^{-1}B) \subseteq \triangledown\). In Proposition \([6.13]\) we constructed \(\bar{g} \in U_{I(B(i))} \cap U_{I(A)}\) with \([B(i + 1)] = \bar{g}, [B(i)] = [A]\) such that \(B(i + 1)\) and \(A\) coincide to the north of row \(i + 2\). Now the theorem follows by induction, setting \(g_{i+1} = \bar{g}g_i\).

We draw a few immediate consequences from our theorem:

**6.18 Corollary.** Let \([A], [C] \in \hat{V}\) be main separated and in the case of type \(\mathcal{C}_n\), we assume additionally \(\text{supp}(A), \text{supp}(C) \subseteq \triangledown\). If \(\text{Hom}_U(\mathbb{C}O_A, \mathbb{C}O_C) \neq \{0\}\), then there exists \([B] \in \mathcal{O}_C\) such that \(\Psi_A\) and \(\Psi_B\) coincide on \(\text{Stab}_U(A, B)\), and we have:

i) \(\text{verge}(A) = \text{verge}(B)\) and hence \(\mathcal{V}(A) = \mathcal{V}(B)\).

ii) \(U_{I(A)} = U_{I(B)}\).

iii) There exists \(g \in U_{I(A)}\) such that \(g.[B] = [A]\).

iv) \(\mathbb{C}O_A = \mathbb{C}O_B\) and \(g.[B] = [A]\).

v) \(\mathbb{C}O_A \cong \mathbb{C}O_B\).

Thus, the corresponding main separated \(U\)-orbit modules are either isomorphic or afford orthogonal characters. 
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6.19 Corollary. If $U$ is of type $\mathfrak{B}_n$ or $\mathfrak{D}_n$ then every irreducible $\mathbb{C}U$-module is constituent of precisely one isomorphism class of main separated $U$-orbit modules in $\mathbb{C}\hat{V}$. □

6.20 Remark. It is obvious for $[A] \in \hat{V}$ that $\mathcal{V}(A)$ is $\hat{U}$-invariant and in fact affords an André-Yan supercharacter defined in \cite{10}. The $U$-orbit modules $\mathbb{C}\hat{O}_A$ with $\text{main}(A) \subseteq \triangledown$ decompose upon restriction to $U$ into the direct sum of staircase orbit modules $\mathbb{C}O_B$, where $[B]$ runs through the set of all staircase core characters in $\hat{V}$ satisfying $\text{verge}(B) = \text{verge}(A)$. In \cite{2,3,4} André and Neto constructed supercharacter theories for types $\mathfrak{B}_n$, $\mathfrak{D}_n$ and $\mathfrak{C}_n$. Their superclasses arise as intersections of André-Yan $\hat{U}$-superclasses with $U \subseteq \hat{U}$. Recall, that the André-Yan $\hat{U}$-orbit modules $\mathbb{C}\tilde{O}_A$ with main($A$) $\subseteq \triangledown$ decompose upon restriction to $U$ into the direct sum of staircase orbit modules $\mathbb{C}O_B$, where $[B]$ runs through the set of all staircase core characters in $\hat{V}$ satisfying $\text{verge}(B) = \text{verge}(A)$. For a verge matrix $A \in \hat{V}$ with supp($A$) $\subseteq \triangledown$ let (derived from \cite{2,7})

\[
\hat{A} = \sum_{(i,j) \in \text{main}(A)} A_{ij}e_{ij} - A_{ij}e_{ji},
\] (6.21)

in type $\mathfrak{D}_n$ and for type $\mathfrak{B}_n$, if $j \neq n + 1$. For type $\mathfrak{B}_n$ we define in addition

\[
\hat{A} = \sum_{(i,n+1) \in \text{main}(A)} A_{i,n+1}e_{i,n+1} - A_{i,n+1}e_{n+1,i} - \frac{1}{2}A_{ii}^2,
\] (6.22)

For type $\mathfrak{C}_n$ we set

\[
\hat{A} = \sum_{(i,j) \in \text{main}(A), j < i} A_{ij}e_{ij} - \epsilon A_{ij}e_{ji} + \sum_{1 \leq i < n} A_{ii}e_{ii},
\] (6.23)

where $\epsilon = -1$ for $j > n$ and $\epsilon = 1$ otherwise (for types $\mathfrak{B}_n$, $\mathfrak{D}_n$ we set always $\epsilon = 1$). Then $\hat{A}$ is a verge matrix if and only if $[A] \in V$ is main separated, as seen by the following counterexample:

The André-Neto $U$-superclasses are labelled again by those verge matrices $A \in V = V_\triangledown$ such that $\hat{A}$, as defined in \cite{6,21} and \cite{6,23} respectively, is a verge matrix again. Thus $[A] \in \hat{V}$ is main separated. The corresponding superclass is then given as (using ordinary matrix multiplication):

\[
1 + \tilde{U}\hat{A}\hat{U} \cap U = \{ u \in U \mid u = 1 + a\hat{A}b, a, b \in \tilde{U} \}
\] (6.25)
This explains, why we have to restrict ourselves to main separated characters $[A] \in \hat{V}$ for the description of the André-Neto $U$-supercharacters too. Indeed, as our result 3.28 shows, orbit modules to cores $[A] \in \hat{V}$ which are not main separated may have irreducible constituents in common, without being isomorphic. On the other hand the verge modules as defined in 5.1 generated by main separated cores are the restrictions to $U$ of those $\bar{U}$-orbit modules defined by André-Yan, which afford $\bar{U}$-supercharacters and whose main conditions are contained in $\blacklozenge$. By the discussion above they are in bijection with André-Neto $U$-superclasses. Thus our results yield for types $B_n$, $D_n$ a decomposition of André-Neto $U$-supercharacters into characters afforded by $U$-orbit modules, which are again orthogonal or equal. For type $C_n$ this is still conjectural. Since every irreducible character occurs in precisely one of those, one may ask if they are the supercharacters of a finer supercharacter theory for $U$. □
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