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Abstract

The index Whittaker convolution operator, recently introduced by the authors, gives rise to a convolution measure algebra having the property that the convolution of probability measures is a probability measure. In this paper, we introduce the class of Lévy processes with respect to the index Whittaker convolution and study their basic properties. We prove that the square root of the Shiryaev process belongs to our family of Lévy processes, and this is shown to yield a martingale characterization of the Shiryaev process analogous to Lévy’s characterization of Brownian motion.

Our results demonstrate that a nice theory of Lévy processes with respect to generalized convolutions can be developed even if the usual compactness assumption on the support of the convolution fails, shedding light into the connection between the properties of the convolution algebra and the nature of the singularities of the associated differential operator.
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1. Introduction

The index Whittaker transform is the integral transform (of index type) defined by

\[
(W_\alpha,\nu g)(\tau) := \int_0^\infty g(x)W_{\alpha,\nu}(x) x^{-2} dx, \quad \tau \geq 0
\]  

where \( i \) is the imaginary unit, \( \alpha < \frac{1}{2} \) is a parameter and \( W_{\alpha,\nu}(x) \) is the Whittaker function of the second kind. This transformation first appeared in [38] as a particular case of an integral transform having the Meijer-G function in the kernel. Various results on the \( L_p \) theory, such as the Plancherel theorem, were established in [34]. In its general form, the index Whittaker is connected with the Asian option pricing problem in mathematical finance [17]. Furthermore, it includes as a particular case the Kontorovitch-Lebedev transform, which is one of the most well-known index transforms and has a wide range of applications in...
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The index Whittaker transform is, up to a simple transformation (see [33]), the Sturm-Liouville type integral transform associated with the eigenfunction expansion of the differential operator

\[ L = -\frac{1}{4} \left[ x^2 \frac{d^2}{dx^2} + \left( x^{-1} + (3 - 4\alpha)x \right) \frac{d}{dx} \right]. \tag{2} \]

The operator \( L \) is also the negative of the generator of the index Whittaker diffusion, defined as the square root of the so-called Shiryaev process, which is the solution of a stochastic differential equation derived by Shiryaev [31] in the context of quickest detection problems and has various applications in fields such as sequential analysis and mathematical finance [12, 24].

Given an integral transformation for which a Plancherel theorem holds, it is natural to study whether the integral transformation can be used to define a convolution operator inducing a Banach algebra structure in the space of finite complex Borel measures [19]. If, additionally, the convolution of probability measures is always a probability measure, it becomes meaningful to ask if a reasonable theory of infinitely divisible probability distributions with respect to the convolution can be developed. One of the purposes of this paper is to show that the index Whittaker convolution of (probability) measures, in the form introduced in Section 4, provides an affirmative answer to these questions.

Another important goal of this paper is to introduce and develop the concepts of convolution semigroups, Lévy processes and Gaussian processes with respect to the index Whittaker convolution. We show that these Lévy processes constitute a family of Feller processes whose \( L^2 \)-generator can be explicitly described; we also establish a Lévy-Khintchine representation for this class of Lévy processes, as well as a general martingale characterization. It turns out that the index Whittaker diffusion is a Gaussian process with respect to the index Whittaker convolution, and one of our main results (Theorem 6.20) gives an explicit martingale characterization of the index Whittaker diffusion which is analogous to Lévy’s characterization of Brownian motion. This result can be restated as a Lévy-type characterization of the Shiryaev process. Actually, a simple change of variables in the definition of the generalized convolution would lead to a convolution algebra whose class of Lévy processes includes the Shiryaev diffusion process; our choice of definition is a matter of analytical convenience.

Some of our proofs are based on the Laplace-type integral representation for the Whittaker function, which is established in Section 3. This integral representation is new and of independent interest.

In a recent manuscript [32], the authors derived a product formula for the Whittaker function \( W_{\alpha,\nu}(x) \) whose kernel does not depend on the second parameter \( \nu \) and is given in closed form in terms of the parabolic cylinder function. In the same work, this product formula was used to define the index Whittaker convolution of complex-valued functions. Here, in order to address the probabilistic properties of this convolution, we use a modified form of the same product formula to extend the index Whittaker convolution to the space of all finite measures.

The concepts of infinitely divisible distributions and Lévy processes with respect to generalized convolutions are not new, as much work has been done in the framework of hypergroups [5, 28] and other abstract algebraic structures (see [6] for work in the context of Urbanik convolution algebras). A generalized convolution \( \ast \) on the half-line \([0, \infty)\) is said to define a hypergroup structure if \( \delta_x \ast \delta_y \) is a probability measure for all \( x, y \geq 0 \) (here \( \delta_x \) is the Dirac measure at \( x \)) and if it satisfies a set of axioms: associativity, continuity, existence of identity element, existence of an involution, and the following compactness condition:

\[ \text{(HC)} \] For each \( x, y \geq 0 \), the support \( \text{supp}(\delta_x \ast \delta_y) \) is compact, and the mapping \((x, y) \mapsto \text{supp}(\delta_x \ast \delta_y)\) is continuous

(the axioms are given in full in [5, Section 1.1]). The hypergroup axioms allow for the development of a substantial theory of harmonic analysis which includes various results on infinitely divisible distributions and the associated stochastic processes; in fact, many of our results on processes related to the index
Whittaker convolution are analogous to known results for Sturm-Liouville hypergroups on the half-line. The index Whittaker convolution, however, is not covered by the theory of hypergroups because it violates the compactness condition \((H_C)\).

As in the case of Sturm-Liouville hypergroups on \([0, \infty)\), the index Whittaker convolution \(\delta_x \ast \delta_y\) is defined so that \((x, y) \mapsto \int_{[0, \infty)} f(\xi)(\delta_x \ast \delta_y)(d\xi)\) is a solution of the Cauchy problem

\[
\mathcal{L}_x u(x, y) = \mathcal{L}_y u(x, y), \quad u(x, 0) = u(0, x) = f(x), \quad \frac{\partial u}{\partial y}(x, 0) = \frac{\partial u}{\partial x}(0, y) = 0
\]

where, in our framework, \(\mathcal{L}_x\) and \(\mathcal{L}_y\) denote the differential operator \(\mathcal{L}\) acting on the variable \(x\) and \(y\) respectively; in Sturm-Liouville hypergroups the operator is instead of the form \(\mathcal{L} = -\frac{d^2}{dx^2} - \frac{A(x)}{A(x)} \frac{d}{dx}\), where \(A\) is a positive function satisfying a set of assumptions (given in \(\text{[42, Section 2]}\)) which make it natural to regard the operator \(\mathcal{L}\) as a perturbed Bessel operator (see \(\text{[4]}\)). The crucial difference between the two settings is connected with the usual classification of second-order partial differential equations, cf. e.g. \(\text{[4]}\): while in the hypergroup case the equation \(\mathcal{L}_x u = \mathcal{L}_y u\) is uniformly hyperbolic on \((0, \infty)^2\), this is no longer true when \(\mathcal{L}\) is replaced by the operator \(\mathcal{L}\), because in this case the equation \(\mathcal{L}_x u = \mathcal{L}_y u\) is hyperbolic inside \((0, \infty)^2\) but has a parabolic degeneracy along the boundary of the positive quadrant. Therefore, while the compactness of \(\text{supp}(\delta_x \ast \delta_y)\) in Sturm-Liouville hypergroups reflects the finite speed of propagation feature of hyperbolic equations \(\text{[42, Proposition 3.7]}\), the property \(\text{supp}(\delta_x \ast \delta_y) = [0, \infty) \times (x, y > 0)\) of the index Whittaker convolution is a natural consequence of the instantaneous propagation phenomenon for parabolic equations. As far as the authors are aware, Sturm-Liouville operators leading to Cauchy problems with initial condition on the boundary of parabolic degeneracy have never been treated in the hypergroup-related literature. Our work thus demonstrates that the uniform hyperbolicity condition is not indispensable for building the generalized class of Lévy processes associated with (the generator of) a given one-dimensional diffusion process.

The outline of the paper is as follows: Section 2 sets notation and states some facts about the kernel of the index Whittaker transform. In Section 3 we establish the Laplace-type integral representation for the Whittaker function. Section 4 is devoted to the index Whittaker convolution measure algebra: we extend the index Whittaker transform to (probability) measures, construct the generalized translation and convolution operators and study their main properties. The infinite divisibility of probability measures with respect to this convolution is investigated in Section 5, where we establish a Lévy-Khintchine representation in which the index Whittaker transform plays a role parallel to that of the ordinary characteristic function in the classical Lévy-Khintchine formula. Finally, Lévy and Gaussian processes with respect to the index Whittaker convolution are addressed in Section 6 which contains the main results of this work.

2. Preliminaries

The following notation will be used throughout this article: \(C^k(I)\) denotes the space of \(k\) times continuously differentiable functions on an interval \(I\); \(C^0_c(I)\) is its subspace of compactly supported functions; the spaces of bounded continuous functions and of continuous functions vanishing at infinity are denoted by \(C_b(I)\) and \(C_0(I)\), respectively. For a weight function \(w\) defined on a set \(E\), \(L_p(E; w(x) \, dx)\) denotes the weighted \(L_p\)-space with norm

\[
\|f\|_{L_p(E; w(x) \, dx)} = \left( \int_E |f(x)|^p w(x) \, dx \right)^{1/p} \quad (1 \leq p < \infty), \quad \|f\|_{L_{\infty}(E; w(x) \, dx)} = \text{ess sup}_{x \in E} |f(x)|.
\]

The space of probability (respectively, finite positive, finite complex) Borel measures on an interval \(I\) will be denoted by \(\mathcal{P}(I)\) (respectively, \(\mathcal{M}_b(I)\), \(\mathcal{M}_C(I)\)).
We define \( W_{\alpha,\nu}(x) \) as the following function of confluent hypergeometric type:

\[
W_{\alpha,\nu}(x) := 2^{\alpha}x^{2\alpha}e^{\frac{i\pi\nu}{2}}\Psi_{\alpha,\nu}\left(\frac{1}{2}x^2\right) = (2i\nu)^{-\frac{1}{2}+\alpha+\nu}\Psi\left(\frac{1}{2} - \alpha - \nu, 1 - 2\nu, \frac{1}{2}x^2\right) \quad (x > 0) \tag{3}
\]

where \( W_{\alpha,\nu}(z) \) is the Whittaker function of the second kind \( \text{[23, §13.14]} \), \( \Psi(a, b; z) \) is the confluent hypergeometric function of the second kind or Tricomi function \( \text{[13, Chapter VI]} \), and \( \alpha \in (-\infty, \frac{1}{2}) \), \( \nu \in \mathbb{C} \) are parameters. Unless stated otherwise, the parameter \( \alpha < \frac{1}{2} \) is held fixed throughout the discussion.

By transformation of the Whittaker differential equation (see \( \text{[23, §13.14(i)]} \)), the function \( W_{\alpha,\nu}(x) \) is a solution of the differential equation \( Lw = ((\frac{1}{2} - \alpha)^2 - \nu^2)w \), where \( L \) is the operator \( \text{(2)} \), i.e.

\[
L := -\frac{1}{4} \left( x^2 \frac{d^2}{dx^2} + \frac{[x^2m(x)]'}{m(x)} \frac{d}{dx} \right) \tag{4}
\]

being \( m \) the function

\[
m(x) := x^{1-4\alpha}e^{-\frac{\tau x}{2}}. \tag{5}
\]

It follows from \( \text{[23, Equation 13.19.3]} \) that the limiting behavior of its derivatives as \( x \to 0 \) is given by

\[
\begin{align*}
\frac{d^{2n}}{dx^{2n}}W_{\alpha,\nu}(x) & \xrightarrow{x \to 0} (-1)^n 2^{3n}\pi^{-\frac{1}{2}}\Gamma\left(\frac{1}{2} + n\right)(\frac{1}{2} - \alpha + \nu)\Gamma(\frac{1}{2} - \alpha - \nu) \\
\frac{d^{2n+1}}{dx^{2n+1}}W_{\alpha,\nu}(x) & \xrightarrow{x \to 0} 0
\end{align*} \tag{6}
\]

where \( \Gamma(\cdot) \) is the Gamma function \( \text{[13, Chapter I]} \) and \( (a)_n \) is the Pochhammer symbol, \( (a)_0 = 1 \) and \( (a)_n = \prod_{j=0}^{n-1}(a + j) \) for \( n \in \mathbb{N} \). In particular, the function \( W_{\alpha,\nu}(x) \) extends continuously to \( x = 0 \) by setting \( W_{\alpha,\nu}(0) \equiv 1 \). In addition, we have \( \text{[23, Equation 13.18.2]} \)

\[
W_{\alpha,\nu}(\alpha - x) = 1 \quad \text{for all } x > 0. \tag{7}
\]

Concerning the limiting behavior as \( x \to \infty \), it is given by

\[
\begin{align*}
W_{\alpha,\pm\nu}(x) & \sim \frac{2^{-\frac{1}{2}+\alpha+\nu}\Gamma(2\nu)}{\Gamma\left(\frac{1}{2} - \alpha + \nu\right)}x^{-1+2(\alpha+\nu)}, \quad \text{Re} \nu > 0, \\
W_{\alpha,\pm\nu}(x) & = O(x^{-1+2(\alpha+\nu)}), \quad \text{Re} \nu \geq 0, \nu \neq 0, \\
W_{\alpha,0}(x) & = O(x^{-1+2\alpha \log} x),
\end{align*} \tag{8}
\]

as can be seen using \( \text{[23, §13.14(iii)]}. \) In particular, \( W_{\alpha,\nu}(x) \xrightarrow{x \to 0} 0 \) for each \( \nu \) in the strip \( |\text{Re} \nu| < \frac{1}{2} - \alpha \). We shall also make use of the following asymptotic expansion \( \text{[11, Theorem 1.11]} \), which holds uniformly in \( x \in [\varepsilon, \infty) \):

\[
W_{\alpha,\nu}(x) = 2^{\alpha}x^{2\alpha-1}e^{-\frac{\pi\tau}{2}}\exp\left(\frac{\pi\tau}{4x^2}\right)\cos\left(\tau\log(8\pi x^2) - \tau - \frac{\pi}{2}(\frac{1}{2} - \alpha)\right)\left(1 + O(\tau^{-1})\right), \quad \tau \to +\infty. \tag{9}
\]

### 3. A Laplace-type integral representation for the Whittaker function

The following theorem gives an integral representation for the confluent hypergeometric-type function \( \text{[3]} \) which is, to the best of our knowledge, new; in particular, it cannot be found in standard references such as \( \text{[23, 26, 27]} \). We will call it the Laplace-type representation for \( W_{\alpha,\nu}(x) \) because it is of the same form as the Laplace representation for the characters of Sturm-Liouville hypergroups, cf. \( \text{[42, (4.7)-(4.8)]} \).
Theorem 3.1. The confluent hypergeometric-type function \( W_{\alpha, \nu}(x) \) admits the integral representation

\[
W_{\alpha, \nu}(x) = \int_{-\infty}^{\infty} e^{xs} \eta_x(s) ds = 2 \int_{0}^{\infty} \cosh(\nu s) \eta_x(s) ds \quad (\alpha, \nu \in \mathbb{C}, \ x > 0)
\]

where \( \eta_x \) is the nonnegative function defined by

\[
\eta_x(s) := 2^{-\frac{4}{3}} \pi^{-\frac{1}{4}} x^{-1+2\alpha} \exp \left( \frac{1}{2x^2} - \frac{1}{4x^2} \cosh^2 \left( \frac{s}{\sqrt{2}} \right) \right) D_{2\alpha} \left( \frac{1}{x} \cosh \left( \frac{s}{\sqrt{2}} \right) \right)
\]

being \( D_\nu(z) \) the parabolic cylinder function [14, Chapter VIII].

Proof. Only the first equality in (10) needs proof. Let us temporarily assume that \( \nu \geq 0 \) and \( -\infty < \alpha < \frac{1}{2} \), and let \( \xi > 0 \). We begin by noting the identity

\[
\xi^{1-2\alpha} \int_0^\infty \exp \left( -\frac{\xi^2}{2} x - \frac{1}{2x} \right) x^{-2\alpha} W_{\alpha, \nu}(x^\frac{1}{2}) dx = 2K_{2\alpha}(\xi) = \frac{1}{2} \int_\infty^{\xi} \exp \left( -\xi \cosh \left( \frac{s}{\sqrt{2}} \right) \right) ds.
\]

which is a consequence of integrals 2.4.18.12 in [25] and 2.19.4.7 in [27]. Here \( K_{\nu}(x) \) denotes the modified Bessel function of the second kind [14, Chapter VII]. To deduce the theorem from this identity, we will use the injectivity property of the Laplace transform, after rewriting the right-hand side as an iterated integral. To that end, we point out that, according to integral 2.11.4.4 in [24], for \( s, \xi > 0 \) we have

\[
\xi^{2\alpha-1} \exp \left( -\xi \cosh \left( \frac{s}{\sqrt{2}} \right) \right) = (2\pi)^{-\frac{1}{4}} \int_0^\infty \exp \left( -\frac{\xi^2}{2} x - \frac{1}{4x^2} \cosh^2 \left( \frac{s}{\sqrt{2}} \right) \right) x^{-\frac{1}{2} - \alpha} D_{2\alpha} \left( x^{-\frac{1}{2}} \cosh \left( \frac{s}{\sqrt{2}} \right) \right) dx
\]

Substituting in (11) and interchanging the order of integration (which is valid since \( D_\nu(y) > 0 \) for \( y > 0 \) and \( \mu < 1 \), cf. [24, Equation 12.5.3], and therefore the integrand is positive), we find that

\[
\int_0^\infty \exp \left( -\frac{\xi^2}{2} x - \frac{1}{2x} \right) x^{-2\alpha} W_{\alpha, \nu}(x^\frac{1}{2}) dx = \equiv 2^{-\frac{4}{3}} \pi^{-\frac{1}{4}} \int_0^{\infty} \exp \left( -\frac{\xi^2}{2} x - \frac{1}{4x^2} \cosh^2 \left( \frac{s}{\sqrt{2}} \right) \right) \int_\infty^{\xi} \exp \left( \nu s - \frac{1}{4x^2} \cosh^2 \left( \frac{s}{\sqrt{2}} \right) \right) D_{2\alpha} \left( x^{-\frac{1}{2}} \cosh \left( \frac{s}{\sqrt{2}} \right) \right) ds dx
\]

Given that the Laplace transform is one-to-one, this identity yields

\[
e^{-\frac{\xi^2}{2}} W_{\alpha, \nu}(x^\frac{1}{2}) = 2^{-\frac{4}{3}} \pi^{-\frac{1}{4}} \int_0^{\infty} \exp \left( \nu s - \frac{1}{4x^2} \cosh^2 \left( \frac{s}{\sqrt{2}} \right) \right) D_{2\alpha} \left( x^{-\frac{1}{2}} \cosh \left( \frac{s}{\sqrt{2}} \right) \right) ds,
\]

finishing the proof for the case \( -\infty < \alpha < \frac{1}{2} \), \( \nu \in \mathbb{R} \).

To extend (10) to all \( \alpha, \nu \in \mathbb{C} \), it is enough to show that \( \int_{-\infty}^{\infty} e^{\nu s} \eta_x(s) ds \) is an entire function of the parameter \( \alpha \) and the parameter \( \nu \) (so that the usual analytic continuation argument can be applied). For \( t > 0 \) and \( \alpha \in \mathbb{C} \) with \( \text{Re} \alpha \leq 0 \), the integral representation [24, Equation 12.5.3] gives

\[
|D_{2\alpha}(t)| = \left| \frac{e^{-\frac{t^2}{2} \text{Re} \alpha}}{\Gamma \left( \frac{1}{2} - \alpha \right)} \right| \left| \int_0^{\infty} e^{-s} s^{-\frac{1}{2} - \alpha} \left( 1 + \frac{2s}{t^2} \right) \alpha \ ds \right|
\]

\[
\leq \frac{e^{-\frac{t^2}{2} \text{Re} \alpha}}{\Gamma \left( \frac{1}{2} - \alpha \right)} \int_0^{\infty} e^{-s} s^{-\frac{1}{2} - \text{Re} \alpha} \left( 1 + \frac{2s}{t^2} \right) \text{Re} \alpha \ ds
\]

\[
\leq \frac{e^{-\frac{t^2}{2} \text{Re} \alpha}}{\Gamma \left( \frac{1}{2} - \alpha \right)} \int_0^{\infty} e^{-s} s^{-\frac{1}{2} - \text{Re} \alpha} ds
\]

\[
= \frac{\Gamma \left( \frac{1}{2} - \text{Re} \alpha \right)}{\Gamma \left( \frac{1}{2} - \alpha \right)} e^{-\frac{t^2}{2} \text{Re} \alpha}.
\]
Furthermore, from the recurrence relation \([14]\), Equation 8.2.(14) it follows that for each \(n \in \mathbb{N}_0\) we have
\[
D_{2n+1}(t) = p_n(t)D_{2n}(t) + q_n(t)D_{2n-1}(t),
\]
being \(p_n(\cdot); q_n(\cdot)\) polynomials of degree at most \(n\) whose coefficients are continuous functions of \(t\). It is easy to see that \(|p_n(t)|,|q_n(t)| \leq C_n(1 + t^n)\) for some function \(C_n(\cdot)\) that depends continuously on \(\alpha \in \mathbb{C}\) and, consequently,
\[
\left| D_{2n+1}(t) \right| \leq C_n(1 + t^n) \left| D_{2n}(t) + D_{2n-1}(t) \right|
\]
\[
\leq C_n(1 + t^n) \left| D_{2n}(t) \right| + C_n(1 + t^n) \left| D_{2n-1}(t) \right|
\]
\[
\leq C_n(1 + t^n) \left[ \frac{\Gamma \left( \frac{1}{2} - \Re \alpha \right)}{\Gamma \left( \frac{1}{2} - \alpha \right)} + \frac{\Gamma \left( 1 - \Re \alpha \right)}{\Gamma \left( 1 - \alpha \right)} \right] t^{n-1},
\]
\[
\sup_{|\alpha| \leq M, \Re \alpha \leq 0} \left| D_{2n+1}(t) \right| \leq C_{M,n} e^{-\frac{\pi}{2} \alpha} (t^{-2M-1} + t^n) \quad (12)
\]

where \(M > 0\) and \(n \in \mathbb{N}_0\) are arbitrary and the constant \(C_{M,n}\) depends on \(M\) and \(n\). Using (12), we see that
\[
\sup_{(\alpha, \nu) \in \mathcal{R}_M} \int_{-\infty}^{\infty} \left| \exp \left( i s - \frac{1}{4x} \cos^2 \left( \frac{s}{2} \right) \right) D_{2n+1} \left( x - \frac{\pi}{2} \cos \left( \frac{s}{2} \right) \right) \right| |\nu| < \infty
\]

where \(\mathcal{R}_M = \{(\alpha, \nu) : |\alpha| \leq M, \Re \alpha \leq 0, |\nu| \leq M\}\). Applying the standard results on the analyticity of parameter-dependent integrals (e.g., [21]), we obtain the entireness in \(\alpha\) and in \(\nu\) of \(\int_{-\infty}^{\infty} e^{i\nu y} \xi_2(s) ds\), completing the proof.

In what follows we again assume that \(\alpha < \frac{1}{2}\). A straightforward consequence of Theorem 3.1 is that \(|W_{\alpha,\nu}(x)| \leq W_{\alpha,\nu_0}(x)\) whenever \(|\Re \nu| \leq \nu_0 (\nu_0 \geq 0)\). Together with (7), this implies that
\[
|W_{\alpha,\nu}(x)| \leq 1 \quad \text{for all} \ x > 0 \text{ and } \nu \text{ in the strip } |\Re \nu| \leq \frac{1}{2} - \alpha.
\]

The following lemma will also be useful:

**Lemma 3.2.** The confluent hypergeometric-type function \(W_{\alpha,\nu}(\cdot)\) satisfies the inequality
\[
1 - W_{\alpha,\nu}(x) \leq 2 \left( \left( \frac{1}{2} - \alpha \right)^2 - \nu^2 \right) x^2 \quad \text{for each} \ x \geq 0 \text{ and } \nu \in [0, \frac{1}{2} - \alpha) \cup i \mathbb{R}.
\]

**Proof.** Given that \(W_{\alpha,\nu}(\cdot)\) solves the equation \(\mathcal{L}w = (\left( \frac{1}{2} - \alpha \right)^2 - \nu^2)w\), we have
\[
-\frac{d}{d\xi} \left( \xi^2 m(\xi) \frac{d}{d\xi} W_{\alpha,\nu}(\xi) \right) = 4 \left( \left( \frac{1}{2} - \alpha \right)^2 - \nu^2 \right) m(\xi) W_{\alpha,\nu}(\xi).
\]
Taking into account (6), after integrating both sides between 0 and \(y\) and then between 0 and \(x\) we obtain
\[
1 - W_{\alpha,\nu}(x) = 4 \left( \left( \frac{1}{2} - \alpha \right)^2 - \nu^2 \right) \int_0^x \frac{1}{y^2 m(y)} \int_0^y m(\xi) W_{\alpha,\nu}(\xi) d\xi d\eta.
\]

Taking into account (13) and the inequality \(\left( \frac{\xi}{y} \right)^{4(1-\alpha)} \leq 1\) (which holds for \(0 < \xi \leq y\) due to the assumption \(\alpha < \frac{1}{4}\)), we thus find that
\[
1 - W_{\alpha,\nu}(x) \leq 4 \left( \left( \frac{1}{2} - \alpha \right)^2 - \nu^2 \right) \int_0^x y^{4\alpha-3} \exp \left( \frac{\xi}{y^2} \right) \int_0^y \xi^{1-4\alpha} \exp \left( \frac{-\xi}{y^2} \right) d\xi d\eta
\]
\[
\leq 4 \left( \left( \frac{1}{2} - \alpha \right)^2 - \nu^2 \right) \int_0^x y \exp \left( \frac{\xi}{y^2} \right) \int_0^y \xi^{-3} \exp \left( \frac{-\xi}{y^2} \right) d\xi d\eta
\]
\[
= 2 \left( \left( \frac{1}{2} - \alpha \right)^2 - \nu^2 \right) x^2
\]
as required. \(\square\)
4. The index Whittaker convolution algebra

4.1. Index Whittaker transforms of measures

The confluent hypergeometric-type function \( W_{\alpha} \) is the kernel of (the modified form of) the index Whittaker transform defined by

\[
\hat{f}(\lambda) \equiv (Wf)(\lambda) = \int_{0}^{\infty} f(x) W_{\alpha, \lambda}(x) m(x) dx, \quad \lambda \geq 0
\]  

(15)

where \( \Delta_{\lambda} := \sqrt{(\frac{1}{2} - \alpha)^{2} - \lambda} \) and \( m \) is the function given in [3]. The basic \( L_{2} \)-property of the index Whittaker transform is given in the next theorem. In the statement (and later in this work) we use the fact that \( W_{\alpha} \) is the index Whittaker transform, cf. [34, Section 3].

Proof. For simplicity, write \( \Lambda := (\frac{1}{2} - \alpha, \infty) \) and \( \rho(\lambda) := 2^{1-2\alpha} \pi^{-2} \sinh(-2\pi i \Delta_{\lambda}) |\Gamma(\frac{1}{2} - \alpha + \Delta_{\lambda})|^{2} \), whose inverse is given by

\[
(W^{-1} \phi)(x) = \int_{(\frac{1}{2} - \alpha)^{2}}^{\infty} \phi(\lambda) W_{\alpha, \lambda}(x) \rho(\lambda) d\lambda
\]

(16)

the convergence of the integrals [15] and [16] being understood with respect to the norm of the spaces \( L_{2}(\Lambda; \rho(\lambda) d\lambda) \) and \( L_{2}(m) \) respectively.

Proof. The index Whittaker transform in the form [15] can be written as \( (Wf)(\lambda) = 2^{\alpha-1}[W_{\alpha}(\Theta f)](i \Delta_{\lambda}) \), where \( \Theta : L_{2}(m) \rightarrow L_{2}((0, \infty); x^{-2} dx) \) is the isometric operator defined by

\[
(\Theta f)(x) := 2^{\alpha-1} x^{\alpha} e^{-\frac{\pi}{4} x^{2}} f((2x)^{-1/2}), \quad x > 0
\]

and \( W_{\alpha} \) is the operator of the index Whittaker transform in its classical form, defined by [1]. Therefore, the fact that \( W \) is an isomorphism and the inversion formula follows from known results on the \( L_{2} \)-theory for the index Whittaker transform, cf. [34, Section 3].

We will also need the following addenda to Theorem 4.1:

Lemma 4.2. Let \( f \in C_{c}^{\infty}(0, \infty) \), and let \( \hat{f} \) be its index Whittaker transform [15]. Then

\[
f(x) = \int_{(\frac{1}{2} - \alpha)^{2}}^{\infty} \hat{f}(\lambda) W_{\alpha, \lambda}(x) \rho(\lambda) d\lambda
\]

(17)

where the right-hand side integral converges absolutely for each \( x > 0 \).

Proof. For simplicity, write \( \lambda = \tau^{2} + (\frac{1}{2} - \alpha)^{2} \) with \( \tau \geq 0 \). Since \( f \) has compact support, we can apply the asymptotic expansion [9] and obtain

\[
\hat{f}(\tau^{2} + (\frac{1}{2} - \alpha)^{2}) = \tau^{\alpha-\frac{1}{2}} \exp\left(-\frac{\pi \tau}{2}\right) O\left(\int_{0}^{\infty} f(y) y^{-2\alpha} \exp\left(-\frac{1}{4y^{2}}\right) \cos\left[\tau \log(8\pi y^{2}) - \tau - \frac{\pi}{2} (\frac{1}{2} - \alpha)\right] dy\right)
\]

\[
= \tau^{\alpha-\frac{1}{2}} \exp\left(-\frac{\pi \tau}{2}\right) O\left(\int_{0}^{\infty} f(y) y^{-2\alpha} \exp\left(-\frac{1}{4y^{2}} + 2i\tau \log y\right) dy\right)
\]
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If we can choose \( M > 0 \) such that \( \mu_j \sim j \in J \subseteq \mathcal{P}[0, \infty) \) is such that the family of restricted measures \( \{ \mu_j | [0, \infty) \mid j \in J \} \) is tight, then \( \bar{\mu}_j \mid j \in J \) is uniformly equicontinuous on \([0, \infty)\).

(i) Each measure \( \mu \in \mathcal{M}_b[0, \infty) \) is uniquely determined by its index Whittaker transform \( \hat{\mu} \).

(ii) If \( \{ \mu_n \} \) is a sequence of measures belonging to \( \mathcal{M}_b[0, \infty), \mu \in \mathcal{M}_b[0, \infty), \) and \( \mu_n \overset{w}{\longrightarrow} \mu \), then

\[
\hat{\mu}_n \overset{n \to \infty}{\longrightarrow} \hat{\mu} \quad \text{uniformly for } \lambda \in \text{compact sets}.
\]

(iv) If \( \{ \mu_n \} \) is a sequence of measures belonging to \( \mathcal{M}_b[0, \infty) \) whose index Whittaker transforms are such that

\[
\hat{\mu}_n(\lambda) \overset{n \to \infty}{\longrightarrow} f(\lambda) \quad \text{pointwise in } \lambda \geq 0
\]

for some real-valued function \( f \) which is continuous at a neighborhood of zero, then \( \mu_n \overset{w}{\longrightarrow} \mu \) for some measure \( \mu \in \mathcal{M}_b[0, \infty) \) such that \( \hat{\mu} \equiv f \).

Proof. (i) Let us prove the second statement, which implies the first. Fix \( \varepsilon > 0 \). By the tightness assumption, we can choose \( M > 0 \) such that \( \mu_j \sim (0, 1/M) \cup (M, \infty) \) \( \varepsilon \). Moreover, noting that \( |\text{Re} \Delta_\lambda| \leq 1/\lambda - \alpha \), it is easily seen that \( |\exp(\Delta_\lambda s) - \exp(\Delta_{\lambda_2} s)| \leq |\Delta_{\lambda_1} - \Delta_{\lambda_2}| s e^{(1/\lambda - \alpha)s} \) for all \( s, \lambda_1, \lambda_2 \geq 0 \) and, consequently, from Theorem 4.1.4, we get

\[
|W_{\alpha, \Delta_{\lambda_1}}(x) - W_{\alpha, \Delta_{\lambda_2}}(x)| \leq |\Delta_{\lambda_1} - \Delta_{\lambda_2}| \int_{-\infty}^{\infty} s e^{(1/\lambda - \alpha)s} \eta_x(s) ds
\]
where the integral on the right-hand side converges uniformly with respect to \( x \) in compact subsets of \((0, \infty)\) and is therefore a continuous function of \( x > 0 \). By continuity of \( \lambda \mapsto \Delta_\lambda \), we can choose \( \delta > 0 \) such that
\[
|\Delta_{\lambda_1} - \Delta_{\lambda_2}| < \frac{\varepsilon}{C_M} \quad \text{whenever} \quad |\lambda_1 - \lambda_2| < \delta \quad (\lambda_1, \lambda_2 \geq 0)
\]
where \( C_M = \max_{x \in [0,M]} \int_{-\infty}^\infty s e^{(\frac{1}{2} - \alpha)s} \eta_x(s) \, ds < \infty \). Combining (20)–(21), (13) and the fact that \( W_\alpha,\Delta_n(0) \equiv 1 \), we deduce that
\[
|\hat{\mu}_j(\lambda_1) - \hat{\mu}_j(\lambda_2)| = \left| \int_{(0,\infty)} (W_\alpha,\Delta_{\lambda_1}(x) - W_\alpha,\Delta_{\lambda_2}(x)) \mu_j(dx) \right|
\leq \int_{(0,\frac{1}{2} - \alpha),\mu(\eta_x)} |W_\alpha,\Delta_{\lambda_1}(x) - W_\alpha,\Delta_{\lambda_2}(x)| \mu_j(dx) + \int_{[\frac{1}{2},\infty]} |W_\alpha,\Delta_{\lambda_1}(x) - W_\alpha,\Delta_{\lambda_2}(x)| \mu_j(dx)
\leq 2\varepsilon + \varepsilon = 3\varepsilon
\]
for all \( j \in J \), provided that \( |\lambda_1 - \lambda_2| < \delta \), which means that \( \{\hat{\mu}_j\} \) is uniformly equicontinuous.

(ii) Writing \( \lambda = \tau^2 + (\frac{1}{2} - \alpha)^2 \) with \( \tau \geq 0 \), the index Whittaker transform \( \hat{\mu}(\tau^2 + (\frac{1}{2} - \alpha)^2) \) can be written as
\[
\hat{\mu}(\tau^2 + (\frac{1}{2} - \alpha)^2) = \frac{21+2\alpha}{\Gamma(\frac{1}{2} - \alpha + i\tau)^2} \int_0^\infty \exp(-\frac{(xt)^2}{2}) K_{2i\tau}(t) \, dt \mu(dx)
\]
where we have applied integral 2.16.8.3 in [26], and the change of order of integration is easily justified.

Suppose that \( \hat{\mu}_1(\lambda) = \hat{\mu}_2(\lambda) \) for all \( \lambda \geq (\frac{1}{2} - \alpha)^2 \). Then (22) together with the injectivity of the Kontorovich-Lebedev transform (see [39, Theorem 6.5]), imply that
\[
\int_0^\infty \exp\left(-\frac{(xt)^2}{2}\right) \mu_1(dx) = \int_0^\infty \exp\left(-\frac{(xt)^2}{2}\right) \mu_2(dx) \quad \text{for almost every} \ t > 0.
\]
In fact, by continuity this equality holds for all \( t \geq 0 \), because the integrals converge uniformly with respect to \( t \geq 0 \). Consequently,
\[
\int_0^\infty e^{-ys} \mu_1(dy) = \int_0^\infty e^{-ys} \mu_2(dy) \quad \text{for all} \ s \geq 0
\]
where \( \mu_i \ (i = 1, 2) \) are the measures defined by \( \mu_i(B) = \mu_i(\{x : x^2 \in B\}) \). Since the measures \( \mu_i \) are uniquely determined by their Laplace transforms [15, Theorem 15.6], we have \( \mu_1 = \mu_2 \) and, consequently, \( \mu_1 = \mu_2 \).

(iii) Since \( W_\alpha,\Delta_n(x) \) is continuous and bounded, the pointwise convergence \( \hat{\mu}_n(\lambda) \to \hat{\mu}(\lambda) \) follows trivially from the Portemanteau theorem (see [15, Theorem 13.16]). For the restricted measures, we clearly have \( \mu_n \rightharpoonup \mu \) (0,\infty), hence (by Prokhorov’s theorem [15, Theorem 13.29]) \( \{\mu_n\}_{n=0}^\infty \) is tight and therefore (by part (i)) \( \{\hat{\mu}_n\} \) is uniformly equicontinuous. Invoking Lemma 15.22 in [15], we conclude that the convergence \( \hat{\mu}_n \to \hat{\mu} \) is uniform for \( \lambda \) in compact sets.

(iv) We only need to show that the sequence \( \{\mu_n\} \) is tight. Indeed, if \( \{\mu_n\} \) is tight, then Prokhorov’s theorem yields that for any subsequence \( \{\mu_{n_k}\} \) there exists a further subsequence \( \{\hat{\mu}_{n_{k_j}}\} \) and a finite measure \( \mu \in \mathcal{M}[0, \infty) \) such that \( \mu_{n_{k_j}} \rightharpoonup \mu \). Then, due to part (iii) and to [19], we have \( \hat{\mu}(\lambda) = f(\lambda) \) for all \( \lambda \geq 0 \), which implies (by part (ii)) that all such subsequences have the same weak limit; consequently, the sequence \( \mu_n \) itself converges weakly to \( \mu \).
To prove the tightness, take $\varepsilon > 0$. Since $f$ is continuous at a neighborhood of zero, we have $\frac{1}{\delta} \int_0^{2\delta} (f(0) - f(\lambda)) d\lambda \to 0$ as $\delta \downarrow 0$; therefore, we can choose $\delta > 0$ such that

$$\frac{1}{\delta} \int_0^{2\delta} (f(0) - f(\lambda)) d\lambda < \varepsilon.$$ 

Next we observe that, as a consequence of (8) and the dominated convergence theorem, we have

$$\int_0^{2\delta} (1 - W_{\alpha,\Delta}(x)) d\lambda \to 2\delta$$

as $x \to \infty$, meaning that we can pick $M > 0$ such that

$$\int_0^{2\delta} (1 - W_{\alpha,\Delta}(x)) d\lambda \geq \delta$$

for all $x > M$.

By our choice of $M$ and Fubini’s theorem,

$$\mu_n([M, \infty)) = \frac{1}{\delta} \int_M^{\infty} \delta \mu_n(dx) \leq \frac{1}{\delta} \int_M^{\infty} \int_0^{2\delta} (1 - W_{\alpha,\Delta}(x)) d\lambda \mu_n(dx)$$

$$\leq \frac{1}{\delta} \int_0^{\infty} \int_0^{2\delta} (1 - W_{\alpha,\Delta}(x)) d\lambda \mu_n(dx)$$

$$= \frac{1}{\delta} \int_0^{2\delta} (\hat{\mu}_n(0) - \hat{\mu}_n(\lambda)) d\lambda.$$ 

Hence, using the dominated convergence theorem,

$$\limsup_{n \to \infty} \mu_n([M, \infty)) \leq \frac{1}{\delta} \limsup_{n \to \infty} \int_0^{2\delta} (\hat{\mu}_n(0) - \hat{\mu}_n(\lambda)) d\lambda$$

$$= \frac{1}{\delta} \int_0^{2\delta} \lim_{n \to \infty} (\hat{\mu}_n(0) - \hat{\mu}_n(\lambda)) d\lambda = \frac{1}{\delta} \int_0^{2\delta} (f(0) - f(\lambda)) d\lambda < \varepsilon$$

due to the choice of $\delta$. Since $\varepsilon$ is arbitrary, we conclude that $\{\mu_n\}$ is tight, as desired.

Remark 4.5. Parts (iii) and (iv) of the proposition above show that the index Whittaker transform possesses the following important property: the index Whittaker transform is a topological homeomorphism between $P[0, \infty)$ with the weak topology and the set $\hat{P}$ of index Whittaker transforms of probability measures with the topology of uniform convergence in compact sets.

4.2. Index Whittaker translation and convolution

The next theorem contains the product formula which is the starting point for the construction of the convolution operator associated with the index Whittaker transform.

Theorem 4.6. The product $W_{\alpha,\nu}(x)W_{\alpha,\nu}(y)$ of two functions (23) with different arguments admits the integral representation

$$W_{\alpha,\nu}(x)W_{\alpha,\nu}(y) = \int_0^{\infty} W_{\alpha,\nu}(\xi) q(x, y, \xi) m(\xi) d\xi \quad (x, y > 0, \alpha, \nu \in \mathbb{C})$$

where $m(\cdot)$ is defined in (5) and

$$q(x, y, \xi) \equiv q_{\alpha}(x, y, \xi)$$
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\[(2\pi)^{-1} e^{-1/2} \frac{x y \xi}{2y^2} \exp\left(\frac{1}{4x^2} + \frac{1}{4\xi^2} - \frac{y^2}{8(x^2) \xi^2} - \frac{(x^2 - \xi^2)^2}{8(xy \xi)^2}\right) D_{2\alpha} \left(\frac{x^2 + y^2 + \xi^2}{2xy \xi}\right)\]

\[\int_{(1/2-\alpha)^2}^{\infty} W_{\alpha,\Delta}(x) W_{\alpha,\Delta}(y) W_{\alpha,\Delta}(\xi) \rho(\lambda) d\lambda.\]

In particular, \(\int_{0}^{\infty} q(x, y, \xi) m(\xi) d\xi = 1\) for all \(x, y > 0\).

**Proof.** This result follows from [32, Theorem 3.1] by applying an elementary change of variables. The representation as an index integral is a consequence of [32, Equation (45)]. The last statement is obtained by setting \(\nu = \frac{1}{2} - \alpha\) and recalling (7).

An upper bound for the kernel of the product formula (23) which will later be useful is

\[|q(x, y, \xi)| \leq C \frac{xy \xi}{x^2 + y^2 + \xi^2} \exp\left(\frac{1}{4x^2} + \frac{1}{4\xi^2} - \frac{y^2}{8(x^2) \xi^2} - \frac{(x^2 - \xi^2)^2}{8(xy \xi)^2}\right), \quad y \in [0, M], \ x, \xi > 0 \quad (24)\]

where \(C > 0\) is a constant depending only on \(M\). This bound, which is valid for all \(\alpha \in \mathbb{R}\), follows from the inequality \(\frac{x^2 + y^2 + \xi^2}{2xy \xi} \geq M^{-1}\) (valid for \(x, \xi > 0, \ y \in [0, M]\)) and the fact that the function \(t^{-2\alpha} e^{t^2/4} D_{2\alpha}(t)\) is bounded on \([M^{-1}, \infty)\), see [14, Equation 8.4(1)]. It is worth noting that \(q(x, y, \xi) \equiv q(y, x, \xi) \equiv q(\xi, x, y)\).

In addition, if \(\alpha < \frac{1}{2}\), we have the positivity condition

\[q(x, y, \xi) > 0 \quad (x, y, \xi > 0) \quad (25)\]

which follows from the properties of the parabolic cylinder function (but would be highly nontrivial to prove if an explicit form for the kernel of the product formula were not available, cf. [8, 9]).

We now define the generalized translation operator induced by (23), for \(\alpha < \frac{1}{2}\).

**Definition 4.7.** Let \(1 \leq p \leq \infty\). The linear operator

\[(T^y f)(x) = \int_{0}^{\infty} f(\xi) q(x, y, \xi) m(\xi) d\xi \quad (f \in L_p(m), \ x, y > 0) \quad (26)\]

will be called the **index Whittaker translation**.

As a first remark, we note that the last statement of Theorem 4.6 means that

\[T^y 1 = 1\quad (y > 0) \quad (27)\]

where \(1\) denotes the function identically equal to one. The properties (25) and (27) mean that the index Whittaker translation (and convolution) satisfies the **hypergroup property** as defined e.g. in [1, Section 3.2]; we however stress that, as discussed in the Introduction, the convolution algebra studied here does not satisfy the axiom scheme of hypergroups (cf. [8, 9] and references therein) under which a comprehensive theory of harmonic analysis has been developed.

Some important facts on the translation operator (26) are summarized in the following proposition:

**Proposition 4.8.** Fix \(y > 0\). Then:

1. If \(f \in L_\infty(m)\) is such that \(0 \leq f \leq 1\), then \(0 \leq T^y f \leq 1\);
2. For each \(1 \leq p \leq \infty\), we have

\[\|T^y f\|_p \leq \|f\|_p \quad \text{for all } f \in L_p(m)\]
(in particular, \(T^y(L_p(m)) \subset L_p(m)\));

(e) If \(f \in L_p(m)\) where \(1 < p \leq \infty\), then \(T^y f \in C(0, \infty)\) and, moreover, we have
\[
\lim_{h \to 0} \|T^{y+h} f - T^y f\|_p = 0;
\]

(d) If \(f \in C_b(0, \infty)\), then \((T^y f)(x) \to f(y)\) as \(x \to 0\);

(e) If \(f \in L_{\infty}(m)\) is such that \(\lim_{x \to \infty} f(x) = 0\), then \(\lim_{x \to \infty}(T^y f)(x) = 0\).

Proof. All the properties are a direct consequence of the corresponding statements in Proposition 4.3, taking into account the elementary connection between the operator \(T^y\) from Definition 4.7 and the translation operator defined in Definition 4.1. Alternatively, a direct proof can be given by using similar arguments.

We observe that, as a consequence of Proposition 4.8, the index Whittaker translation (with the convention that \((T^x f)(0) = (T^0 f)(x) = f(x)\) for all \(x\)) satisfies the properties
\[
T^y(C_b[0, \infty)) \subset C_b[0, \infty) \quad \text{and} \quad T^y(C_0[0, \infty)) \subset C_0[0, \infty) \quad (y \geq 0),
\]
as well as the obvious symmetry property
\[
(T^y f)(x) = (T^x f)(y) \quad (x, y \geq 0).
\]

It is also easy to check that the index Whittaker translation is symmetric with respect to the measure \(m(x)dx\), in the sense that for \(f, g \in C_b[0, \infty) \cap L_1(m)\) we have
\[
\int_0^\infty (T^y f)(x)g(x)m(x)dx = \int_0^\infty f(x)(T^y g)(x)m(x)dx.
\]

We may now define, in the natural way, the generalized convolution associated with the translation operator (20):

Definition 4.9. Let \(\mu, \nu \in M_b[0, \infty)\). The measure \(\mu \ast \nu\) defined by
\[
\int_{[0, \infty)} f(x)(\mu \ast \nu)(dx) = \int_{[0, \infty)} \int_{[0, \infty)} (T^y f)(x)\mu(dx)\nu(dy), \quad f \in C_b[0, \infty)
\]
is called the index Whittaker convolution of the measures \(\mu\) and \(\nu\).

Due to (24) and (25), the index Whittaker convolution of two probability measures \(\mu, \nu \in P[0, \infty)\) is also a probability measure. Furthermore, Lemma 4.11 below shows that the index Whittaker convolution is commutative and associative. Consequently:

Proposition 4.10. The space \((M_C[0, \infty), \ast)\) is an algebra over \(\mathbb{C}\) whose identity element is the Dirac measure \(\delta_0\).

Since \(\int_{(0, \infty)} f(\xi)(\delta_x \ast \delta_y)(d\xi) = (T^y f)(x)\), the fact that \(q(x, y, \xi)\) is strictly positive for \(x, y, \xi > 0\) yields that \(\text{supp}(\delta_x \ast \delta_y) = [0, \infty)\) for all \(x, y > 0\), in sharp contrast with the compactness axiom \(H_C\) which is part of the definition of a hypergroup (cf. Introduction). It is worth mentioning that positive product formulas which lead to convolution operators not satisfying the hypergroup requirements on \(\text{supp}(\delta_x \ast \delta_y)\) have also been found for certain families of orthogonal polynomials [10].
Lemma 4.13. Fix $t \in E$ and $\lambda \geq 0$. This proves the “only if” part, and the converse follows from the uniqueness property in Proposition 4.4(ii).

Proposition 4.11. Let $\mu, \mu_1, \mu_2 \in M_b([0, \infty))$. We have $\mu = \mu_1 * \mu_2$ if and only if
\[
\hat{\mu}(\lambda) = \hat{\mu}_1(\lambda) \hat{\mu}_2(\lambda) \quad \text{for all } \lambda \geq 0.
\]

Proof. In view of (23), we have $(T^yW_{\alpha, \Delta})(x) = W_{\alpha, \Delta}(x)W_{\alpha, \Delta}(y)$, hence
\[
\begin{align*}
\hat{\mu}_1 * \hat{\mu}_2(\lambda) &= \int_{(0, \infty)} W_{\alpha, \Delta}(x)(\mu_1 * \mu_2)(dx) \\
&= \int_{(0, \infty)} \int_{(0, \infty)} (T^yW_{\alpha, \Delta})(x) \mu_1(dx) \mu_2(dy) \\
&= \int_{(0, \infty)} \int_{(0, \infty)} W_{\alpha, \Delta}(x)W_{\alpha, \Delta}(y) \mu_1(dx) \mu_2(dy) = \hat{\mu}_1(\lambda) \hat{\mu}_2(\lambda), \quad \lambda \geq 0.
\end{align*}
\]

This proves the “only if” part, and the converse follows from the uniqueness property in Proposition 4.4(ii).

4.3. Further properties of the index Whittaker translation

It is straightforward to show, by a computation similar to that in the proof of Proposition 4.11, that the index Whittaker translation operator is connected with the index Whittaker transform via the identity
\[
\hat{T^y f}(\lambda) = W_{\alpha, \Delta}(y) \hat{f}(\lambda) \quad (f \in C_c([0, \infty)), \ y, \lambda \geq 0).
\]

From this identity, we obtain the following proposition.

Proposition 4.12. For each $f \in C_b([0, \infty))$ and $x, \xi \geq 0$:
\[
\mathcal{T}^x T^y f = T^y \mathcal{T}^x f, \quad f \in C_b([0, \infty)).
\]

Next we investigate the properties of the generalized translation of $f \in \mathcal{E}$, where
\[
\mathcal{E} := \left\{ f \in L_0((0, \infty)) : |f(x)| \leq b_1 \exp \left( \frac{1}{2x^2} + b_2(x^{-\beta} + x^{\beta}) \right) \right\} \quad \text{for some } b_1, b_2 \geq 0 \text{ and } 0 \leq \beta < 2
\]
being $L_0((0, \infty))$ the space of Lebesgue measurable functions $f : (0, \infty) \to \mathbb{R}$. The reader should note that the condition $f \in \mathcal{E}$ ensures that for each $x, y > 0$ the index Whittaker translation $(T^y f)(x) = \int_0^\infty f(\xi)q(x, y, \xi) m(\xi) d\xi$ exists as an absolutely convergent integral, as can be verified using [21].

Lemma 4.13. Fix $y, M > 0$. Let $f \in \mathcal{E}$ and $p \in \mathbb{N}_0$. Then, for each $\varepsilon > 0$ there exists $\delta, M_0 > 0$ such that
\[
\int_{E_M} |f(\xi)| \left| \frac{\partial^p}{\partial x^p} q(x, y, \xi) m(\xi) \right| d\xi < \varepsilon \quad \text{for all } x \in (0, \delta) \text{ and } M \geq M_0
\]
where $E_M = (0, \frac{1}{\delta}] \cup [M, \infty)$.

Proof. Fix $k \geq -1 + \max\{2\alpha, 0\}$. Note that (after a new choice of $b_2$ and $\beta$) the function $\xi \mapsto \xi^k f(\xi)$ also belongs to $\mathcal{E}$. Let $\delta < \frac{y^2}{2}$. If $|\xi^2 - y^2| \geq \delta$ and $x^2 \leq \frac{\delta}{2}$, using [21], the boundedness of the function $|t|^{k+1} e^{-|t|^2}$ and the inequalities
\[
\frac{(x^2 + y^2 + \xi^2)^{2\alpha}}{|x^2 + \xi^2 - y^2|^{k+1}} \leq \left( 1 + \frac{4y^2}{\delta} \right)^{2\alpha} \left( \frac{\delta}{2} \right)^{2\alpha - k - 1}, \quad \alpha \geq 0
\]
we find that
\[
\frac{x^2 + y^2 + \xi^2)^{2\alpha}}{|x^2 + \xi^2 - y^2|^{k+1}} \leq y^{4\alpha} \left( \frac{\delta}{2} \right)^{-k-1}, \quad \alpha \leq 0
\]

\[
x^{-k} |f(\xi)| q_\alpha(x,y,\xi) m(\xi) \leq \frac{C}{(xy\xi)^{k+1}} (x^2 + y^2 + \xi^2)^{2\alpha} \exp \left( b_2 (\xi^{-\beta} + \xi^\delta) - \frac{(x^2 + \xi^2 - y^2)^2}{8(xy\xi)^2} \right) \leq C \exp \left( b_2 (\xi^{-\beta} + \xi^\delta) - \frac{(x^2 + \xi^2 - y^2)^2}{(4xy\xi)^2} \right), \quad |\xi^2 - y^2| \geq \delta, \ x^2 \leq \frac{\delta}{2}
\]

where \( C \) depends only on \( y \) and \( \delta \). Since \( 0 \leq \beta < 2 \), the integral \( \int_0^\infty \exp \left\{ b_2 (\xi^{-\beta} + \xi^\delta) - \frac{(x^2 + \xi^2 - y^2)^2}{(4xy\xi)^2} \right\} d\xi \)

converges uniformly in \( x \in [0, (\frac{\delta}{2})^{1/2}] \). Combining this with the inequality \eqref{35}, we conclude that \( M_0 > 0 \) can be chosen so large that
\[
\int_{E_M} x^{-k} |f(\xi)| q(x,y,\xi) m(\xi) d\xi < \delta \quad \text{for all } 0 < x < (\frac{\delta}{2})^{1/2} \text{ and } M \geq M_0. \quad \text{(36)}
\]

Using the identity
\[
\frac{\partial q_\alpha(x,y,\xi)}{\partial x} = \frac{y^2 + \xi^2 - x^2}{2x^2 y^2} q_\alpha(x,y,\xi) - (x^{-3} + (1 - 2\alpha)x^{-1}) q_\alpha(x,y,\xi)
\]

we inductively see that the function \( f(\xi) \frac{\partial}{\partial x} q_\alpha(x,y,\xi) \) can be written as a finite sum of the form \( \sum_j C_j x^{-k_j} g_j(\xi) q_\alpha(x,y,\xi) \),

where \( g_j \in \mathcal{E} \) and \( k_j \geq -1 + \max\{2\alpha_j, 0\} \) for all \( j \). Therefore, the conclusion of the lemma follows from \eqref{35}.

**Lemma 4.14.** Let \( f \in \mathcal{E} \cap C^2(0,\infty) \) and \( y > 0 \). Then:

\( \mathfrak{i) } \) \( \lim_{x \to 0} (T^y f)(x) = f(y); \)

\( \mathfrak{ii) } \) \( \lim_{x \to 0} \frac{\partial}{\partial x} (T^y f)(x) = 0. \)

**Proof.** (\( \mathfrak{i} \)) We will first show that it is enough to prove the result for \( f \in C^2_\mathbb{R}(0,\infty) \). Suppose that part \( \mathfrak{i) \) of the lemma holds for \( f \in C^2_\mathbb{R}(0,\infty) \) and \( \varepsilon, M > 0 \); then, choose \( \delta > 0 \) and \( g_c \in C^2_\mathbb{R}(0,\infty) \) such that \( g(\xi) = g_c(\xi) \) for all \( \xi \in [\frac{1}{\sqrt{2}}, M] \) and
\[
|(T^y g)(x) - (T^y g_c)(x)| < \varepsilon \quad \text{for all } x \in (0,\delta]
\]

(to see that this is possible, apply the case \( p = 0 \) of Lemma \[11\]). If \( y \in [\frac{1}{\sqrt{2}}, M] \), we obtain
\[
\lim_{x \to 0} |(T^y g)(x) - g(y)| \leq \varepsilon + \lim_{x \to 0} |(T^y g_c)(x) - g_c(y)| = \varepsilon.
\]

As \( M \) and \( \varepsilon \) are arbitrary, we conclude that \( \lim_{x \to 0} (T^y g)(x) = g(y) \) for all \( y > 0 \) and \( g \in \mathcal{E} \cap C^2(0,\infty). \)

Let us now prove that \( \lim_{x \to 0} (T^y f)(x) = f(y) \) holds for \( f \in C^2_\mathbb{R}(0,\infty) \). Using the integral representation for \( q(x,y,\xi) \) given in Theorem \[4.76\] we write
\[
(T^y f)(x) = \int_0^\infty f(\xi) \int_0^\infty \frac{\omega_{\alpha,\Delta}(x) \omega_{\alpha,\Delta}(y)}{\rho(\lambda)} m(\xi) d\lambda \int_0^\infty \frac{\omega_{\alpha,\Delta}(\lambda) \rho(\lambda)}{\Delta}\ t(\lambda) d\lambda dm(\xi) d\lambda
\]

\( = \int_0^\infty \frac{\omega_{\alpha,\Delta}(x) \omega_{\alpha,\Delta}(y)}{\rho(\lambda)} \rho(\lambda) d\lambda \quad \text{(38)}\)
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where the second equality is obtained by changing the order of integration, which is valid because \( f \) has compact support. Therefore, \( \bullet \), \( \bullet \), Lemma \( \bullet \) and the dominated convergence theorem yield that
\[
\lim_{x \to 0} (T^y f)(x) = \int_{(\frac{1}{2} - \alpha)^2}^{\infty} \tilde{f}(\lambda) \left( \lim_{x \to 0} W_{\alpha, \Delta}(x) \right) W_{\alpha, \Delta}(y) \rho(\lambda) d\lambda = f(y),
\]
concluding the proof.

(ii) Identical reasoning as in part (i) shows that it is enough to prove the result for \( f \in C^1_\mathbb{R}(0, \infty) \). Taking \( f \in C^1_\mathbb{R}(0, \infty) \), differentiation of \( (38) \) under the integral sign gives
\[
\frac{\partial}{\partial x}(T^y f)(x) = \int_{(\frac{1}{2} - \alpha)^2}^{\infty} \tilde{f}(\lambda) \frac{d}{dx} W_{\alpha, \Delta}(x) W_{\alpha, \Delta}(y) \rho(\lambda) d\lambda
\]
If we now apply \( \bullet \), by dominated convergence we conclude that \( \lim_{x \to 0} \frac{d}{dx}(T^y f)(x) = 0 \).

5. \(*\)-infinitely divisible distributions

The set of \(*\)-infinitely divisible distributions is defined as
\[
\mathcal{P}_{id} = \{ \mu \in \mathcal{P}[0, \infty) \mid \text{for all } n \in \mathbb{N} \text{ there exists } \nu_n \in \mathcal{P}[0, \infty) \text{ such that } \mu = \nu_n^{*n} \}
\]
where \( \nu_n^{*n} \) denotes the \( n \)-fold index Whittaker convolution of \( \nu_n \) with itself.

Lemma 5.1. Let \( \mu \in \mathcal{P}_{id} \). Then \( 0 < \hat{\mu}(\lambda) \leq 1 \) for all \( \lambda \geq 0 \). Moreover, \( \mu \) has no nontrivial idempotent divisors, i.e., if \( \mu = \vartheta \ast \nu \) (with \( \vartheta, \nu \in \mathcal{P}[0, \infty) \)) where \( \vartheta \) is idempotent with respect to the index Whittaker convolution (that is, \( 0 \leq \vartheta \ast \vartheta \leq \vartheta \)), then \( \vartheta = \delta_0 \).

Proof. The inequality \( \hat{\mu}(\lambda) \leq 1 \) is obvious from \( \bullet \). The proof of the positivity of \( \hat{\mu} \) relies on the properties of the index Whittaker transform of measures (namely Proposition \( \bullet \)iv)) and is identical to the proof of \( \bullet \) Lemma 7.5.

Assume that \( \mu = \vartheta \ast \nu \) with \( \vartheta \) idempotent. Then \( (\vartheta(\lambda))^2 = \vartheta(\lambda) \) for all \( \lambda \), and consequently \( \hat{\vartheta}(\lambda) \) only takes the values 0 and 1. However, \( \hat{\mu}(\lambda) = \hat{\vartheta}(\lambda) \hat{\nu}(\lambda) \neq 0 \); hence \( \hat{\vartheta}(\lambda) = 1 \) for all \( \lambda \), i.e., \( \vartheta = \delta_0 \).

The first part of the lemma shows that the index Whittaker transform of \( \mu \in \mathcal{P}_{id} \) is of the form
\[
\hat{\mu}(\lambda) = e^{-\psi(\lambda)}
\]
where \( \psi(\lambda) (\lambda \geq 0) \) is a positive continuous function such that \( \psi(0) = 0 \), which we shall call the \(*\)-exponent of \( \mu \). The next result shows that the \(*\)-exponent of an infinitely divisible distribution grows at most linearly:

Proposition 5.2. Let \( \mu \in \mathcal{P}_{id} \). Then
\[
\psi(\lambda) \leq C_\mu (1 + \lambda) \quad \text{for all } \lambda \geq 0
\]
for some constant \( C_\mu > 0 \) which is independent of \( \lambda \).

Proof. For \( n \in \mathbb{N} \), denote by \( \nu_n \) the probability measure such that \( \mu = \nu_n^{*n} \) (and thus \( \nu_n(\lambda) \equiv \exp\left( -\frac{1}{n} \psi_n(\lambda) \right) \)). Due to the inequality \( 1 - e^{-\tau} \leq \tau \) (valid for \( \tau \geq 0 \)) and the fact that \( \lim_{n \to \infty} n(1 - e^{-k/n}) = k \) for each \( k \in \mathbb{R} \), we have
\[
n(1 - \nu_n(\lambda)) \leq \psi(\lambda) \quad \text{for all } n \in \mathbb{N}, \quad \lim_{n \to \infty} n(1 - \nu_n(\lambda)) = \psi(\lambda) \quad \text{(39)}
\]
Pick $\lambda_1 > 0$. By (6), there exists $\varepsilon > 0$ such that \( \frac{d^2}{dx^2} W_{\alpha, \Delta \lambda_1}(x) \leq -2\lambda_1 \) for all $0 < x \leq \varepsilon$, and then we have

\[
\frac{1}{\lambda_1} (1 - W_{\alpha, \Delta \lambda_1}(x)) = \frac{1}{\lambda_1} \int_0^x (y - x) \frac{d^2}{dx^2} W_{\alpha, \Delta \lambda_1}(y) \, dy \geq x^2 \quad \text{for all } 0 < x \leq \varepsilon.
\]  

Using also Lemma 3.2 we get

\[
n \int_{[0, \varepsilon]} (1 - W_{\alpha, \Delta \lambda_2}(x)) \nu_n(dx) \leq 2n \int_{[0, \varepsilon]} x^2 \nu_n(dx) \leq \frac{2\lambda n}{\lambda_1} \int_{[0, \varepsilon]} (1 - W_{\alpha, \Delta \lambda_1}(x)) \nu_n(dx) \leq \frac{2\lambda}{\lambda_1} (1 - \hat{\nu}_n(\lambda_1)) \leq \frac{2\lambda}{\lambda_1} \psi_\mu(\lambda_1).
\]

Next, from the asymptotic expansion given in (9) we easily see that there exists $\lambda_2 > 0$ such that

\[
\left| W_{\alpha, \Delta \lambda_2}(x) \right| \leq \frac{1}{2} \quad \text{for all } x \geq \varepsilon
\]

and using (13) we obtain

\[
n \int_{(\varepsilon, \infty)} (1 - W_{\alpha, \Delta \lambda_2}(x)) \nu_n(dx) \leq 2n \int_{(\varepsilon, \infty)} \nu_n(dx) \leq 4n \int_{(\varepsilon, \infty)} (1 - W_{\alpha, \Delta \lambda_2}(x)) \nu_n(dx) \leq 4n \int_{(\varepsilon, \infty)} (1 - \hat{\nu}_n(\lambda_2)) \leq 4\psi_\mu(\lambda_2).
\]

Combining (41) and (42) one sees that

\[
n(1 - \hat{\nu}_n(\lambda)) = n \int_{[0, \infty]} (1 - W_{\alpha, \Delta \lambda_2}(x)) \nu_n(dx) \leq \frac{2\lambda}{\lambda_1} \psi_\mu(\lambda_1) + 4\psi_\mu(\lambda_2) \leq C_\mu(1 + \lambda)
\]

where $C_\mu = \max \left\{ \frac{2\lambda}{\lambda_1} \psi_\mu(\lambda_1), 4\psi_\mu(\lambda_2) \right\}$. The inequality (13) holds for all $n$; taking the limit $n \to \infty$ yields

\[
\psi_\mu(\lambda) \leq C_\mu(1 + \lambda)
\]

which completes the proof. \( \square \)

The compound Poisson and the Gaussian distributions are the two probability measures which are in the center of the celebrated Lévy-Khintchine formula on the characterization of the infinitely divisible distributions with respect to the classical convolution. We will now define their counterparts with respect to the index Whittaker convolution.

**Definition 5.3.** Let $\mu \in \mathcal{P}[0, \infty)$ and $a > 0$. The measure $e(a\mu)$ defined by

\[
e(a\mu) = e^{-a} \sum_{k=0}^{\infty} \frac{a^k}{k!} \mu^{*k}
\]

(the infinite sum converging in the weak topology) is said to be the *-compound Poisson measure* associated with $a\mu$. 
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Remark 5.5. In the classical case, it is known that if \( \mu \) is a Gaussian measure. (See the discussion after Equation (16.8) in [15].) This characterization of \( \mu \)-exponent of some \( \gamma \). (This is the Lévy-Cramer theorem, cf. [18, §III.1]). Conversely, if an infinitely divisible \( \mu \in \mathcal{P}(\mathbb{R}) \) is such that \( \mu = \mathbf{e}(av) \ast \vartheta \) implies \( \nu = \delta_0 \), then the Lévy measure in the classical Lévy-Khintchine formula must be the zero measure, which means that \( \mu \) is a Gaussian measure. (See the discussion after Equation (16.8) in [15].) This characterization of the classical Gaussian measures makes it natural to define Gaussian measures with respect to the index Whittaker convolution as in Definition 5.4.

Definition 5.4. A measure \( \mu \in \mathcal{P}[0, \infty) \) is called a \( \ast \)-Gaussian measure if \( \mu \in \mathcal{P}_{\text{id}} \) and
\[
\mu = \mathbf{e}(av) \ast \vartheta \quad (a > 0, \nu \in \mathcal{P}[0, \infty), \vartheta \in \mathcal{P}_{\text{id}}) \implies \nu = \delta_0.
\]

Remark 5.5. In the classical case, it is known that if \( \mu \in \mathcal{P}(\mathbb{R}) \) is a Gaussian measure and \( \mu = \mu_1 \ast \mu_2 \) with \( \mu_1, \mu_2 \in \mathcal{P}(\mathbb{R}) \), then \( \mu_1 \) and \( \mu_2 \) are also Gaussian measures. (This is the Lévy-Cramer theorem, cf. [18, §III.1]). Conversely, if an infinitely divisible \( \mu \in \mathcal{P}(\mathbb{R}) \) is such that \( \mu = \mathbf{e}(av) \ast \vartheta \) implies \( \nu = \delta_0 \), then the Lévy measure in the classical Lévy-Khintchine formula must be the zero measure, which means that \( \mu \) is a Gaussian measure. (See the discussion after Equation (16.8) in [15].) This characterization of the classical Gaussian measures makes it natural to define Gaussian measures with respect to the index Whittaker convolution as in Definition 5.4.

The following proposition provides a Lévy-Khintchine type representation for \( \ast \)-infinitely divisible distributions.

Proposition 5.6. The \( \ast \)-exponent of a measure \( \mu \in \mathcal{P}_{\text{id}} \) can be represented in the form
\[
\psi_{\mu}(\lambda) = \psi_{\gamma}(\lambda) + \int_{(0, \infty)} (1 - W_{a, \Delta}(x)) \nu(dx)
\]
where \( \nu \) is a \( \sigma \)-finite measure on \( (0, \infty) \) which is finite on \( (\epsilon, \infty) \) for all \( \epsilon > 0 \) and such that
\[
\int_{(0, \infty)} (1 - W_{a, \Delta}(x)) \nu(dx) < \infty
\]
and \( \gamma \) is a \( \ast \)-Gaussian measure with \( \ast \)-exponent \( \psi_{\gamma}(\lambda) \). Conversely, each function of the form (44) is a \( \ast \)-exponent of some \( \mu \in \mathcal{P}_{\text{id}} \).

Proof. The proposition follows from the results of Volkovich [36] on generalized convolution algebras. Let us verify the corresponding assumptions:

- We have seen above that: the index Whittaker transform of any probability measure is uniformly continuous; \( \hat{\delta}(\lambda) \equiv 1 \); the product property of Proposition 4.11 holds. Hence the index Whittaker convolution satisfies assumptions a), b) and c) of [36].
- Proposition 4.13(iii)-(iv) shows that the index Whittaker convolution satisfies assumption d) of [36].
- By the analyticity properties of the Whittaker function, for fixed \( x \) the zeros of the function \( \lambda \mapsto W_{a, \Delta}(x) \) are isolated. Moreover, we know that (by virtue of the uniform continuity) there exists no \( \mu \in \mathcal{P}[0, \infty) \) with \( \hat{\mu}(\lambda) = 0 \) for all \( \lambda > 0 \). According to Corollary 1 of Volkovich [37], it follows that if \( \mathcal{P}_{\text{rc}} \) is a relatively compact subset of \( \mathcal{P}[0, \infty) \) then the set \( D(\mathcal{P}_{\text{rc}}) \) of all divisors (with respect to the \( \ast \)-convolution) of the elements of \( \mathcal{P}_{\text{rc}} \) is also a relatively compact subset of \( \mathcal{P}[0, \infty) \); this means that the index Whittaker convolution satisfies assumption e) of [36].

The conclusion follows from Theorem 4.1 of [36]. (By Lemma 5.1 the result covers all \( \ast \)-infinitely divisible distributions.)
6. Lévy processes

6.1. Feller-type properties of $*$-convolution semigroups

We start with the definition of a convolution semigroup with respect to the index Whittaker convolution.

Definition 6.1. A family $\{\mu_t\}_{t \geq 0} \subset P[0, \infty)$ is called a $*$-convolution semigroup if it satisfies the conditions

- $\mu_s \ast \mu_t = \mu_{s+t}$ for all $s, t \geq 0$;
- $\mu_0 = \delta_0$;
- $\mu_t \xrightarrow{w} \delta_0$ as $t \downarrow 0$.

The (infinitesimal) generator $A$ of a $*$-convolution semigroup $\{\mu_t\}_{t \geq 0}$ is the operator defined by

$$Af = \lim_{t \to 0} \frac{1}{t}(T^\mu f - f), \quad f \in DA$$

where the domain $DA$ is the set

$$DA := \{f \in C[0, \infty) : \lim_{t \to 0} \frac{1}{t}(T^\mu f - f) \text{ exists in the topology of compact convergence}\}.$$

Remark 6.2. Similarly to the classical case, the $*$-infinitely divisible distributions are in one-to-one correspondence with the $*$-convolution semigroups (so that the latter also admit a Lévy-Khintchine type representation). Indeed, if $\{\mu_t\}$ is a $*$-convolution semigroup, then $\mu_t$ is (for each $t \geq 0$) a $*$-infinitely divisible distribution; and if $\mu$ is a $*$-infinitely divisible distribution with $*$-exponent $\psi_\mu(\lambda)$, then the semigroup $\{\mu_t\}$ defined by $\mu_t(\lambda) = \exp(- t \psi_\mu(\lambda))$ is the unique $*$-convolution semigroup such that $\mu_1 = \mu$. These statements are proved as in the classical case, cf. [24, Section 7], but replacing the ordinary characteristic function by the index Whittaker transform.

Unsurprisingly, each $*$-convolution semigroup is associated with a conservative Feller semigroup of operators which commute with the index Whittaker generalized translation:

Proposition 6.3. Let $\{\mu_t\}_{t \geq 0}$ be a $*$-convolution semigroup. Then the family $\{T_t\}_{t \geq 0}$ of convolution operators defined by

$$T_t : C_b[0, \infty) \longrightarrow C_b[0, \infty)$$

$$T_t f = T^\mu f, \quad \text{where} \quad (T^\mu f)(x) := \int_{0,\infty} (T^\nu f)(y) \mu(dy) \tag{45}$$

is a conservative Feller semigroup, i.e., it satisfies the properties

(i) $T_t T_s = T_{t+s}$ for all $t, s \geq 0$;
(ii) $T_t(C_0[0, \infty)) \subset C_0[0, \infty)$ for all $t \geq 0$;
(iii) $T_t 1 = 1$ for all $t \geq 0$, and if $f \in C_b[0, \infty)$ satisfies $0 \leq f \leq 1$, then $0 \leq T_t f \leq 1$;
(iv) $\lim_{t \to 0} \|T_t f - f\|_\infty = 0$ for each $f \in C_0[0, \infty)$.

Moreover, $T_t T^\nu = T^{\nu T_t}f$ for all $t \geq 0$ and $\nu \in M_b[0, \infty)$ (in particular, $T_t T^\nu f = T^{\nu T_t}f$ for $x \geq 0$).

Proof. The proof of (i) is standard (see e.g. [16, Section 4.2]). Part (ii) follows at once from (28) and the dominated convergence theorem, and (iii) follows trivially from the fact that the index Whittaker translation operator $T^\nu$ is Markovian.
To prove (iv), let \( f \in C_0[0, \infty) \) and \( x \geq 0 \). From the definition of weak convergence and the fact that \( (T^\mu f)(x) = f(x) \) we deduce that
\[
\left| (T_t f)(x) - f(x) \right| = \left| \int_{[0, \infty)} ((T^\mu f)(x) - f(x)) \mu_t(dy) \right| \xrightarrow{t \downarrow 0} \left| \int_{[0, \infty)} ((T^\nu f)(x) - f(x)) \delta_0(dy) \right| = 0.
\]

Using a well-known result from the theory of Feller semigroups (e.g. \cite[Lemma 1.4]{7}), we conclude that (iv) holds.

Lastly, the property \( \psi \) extends, by associativity and commutativity of the index convolution, to
\[
T^\mu T^\nu f = T^{\mu \nu} f \quad \text{for all } f \in C_b[0, \infty) \text{ and } \mu, \nu \in \mathcal{P}_\infty[0, \infty)
\]
and therefore the concluding statement holds.

\[\Box\]

**Proposition 6.4.** Let \( \{T_t\} \) be a Feller semigroup determined by the \(*\)-convolution semigroup \( \{\mu_t\}_{t \geq 0} \). Then, for each \( 1 \leq p \leq \infty \), \( \{T_t(\cdot)\}_{t \geq 0} \) has an extension \( \{T_t^{(p)}(\cdot)\} \) which is a strongly continuous Markovian contraction semigroup on \( L_p(\mu) \).

**Proof.** For \( f, g \in C_c[0, \infty) \), \( \psi \) and Fubini’s theorem yield
\[
\int_0^\infty (T_t f)(x) g(x) m(x) dx = \int_{[0, \infty)} \int_0^\infty (T^\mu f)(x) g(x) m(x) dx \mu_t(dy) = \int_{[0, \infty)} \int_0^\infty f(x) (T^\nu g)(x) m(x) dx \mu_t(dy) = \int_0^\infty f(x) (T_t g)(x) m(x) dx.
\]
(46)
The conclusion now follows from Lemma 1.45 of \cite{7}.

\[\Box\]

It is worth pointing out that, taking advantage of the correspondence between functions \( f \in L_2(\mu) \) and their index Whittaker transforms (Theorem 6.4), the action of the \( L_2 \)-Markov semigroup \( \{T_t^{(2)}(\cdot)\} \) can be explicitly written as
\[
\tilde{T}_t^{(2)} f = e^{-t \psi} \cdot f, \quad f \in L_2(\mu).
\]
(47)
where \( \psi \) is the \(*\)-exponent of the \(*\)-convolution semigroup \( \{\mu_t\} \) (i.e., of the measure \( \mu_t \)). Indeed, for \( f \in C_c(\infty) \) we have
\[
\tilde{T}_t^{(2)} f(\lambda) = \int_0^\infty W_{\alpha, \Delta}(x) \int_{[0, \infty)} (T^\mu f)(x) \mu_t(dy) m(x) dx = \int_{[0, \infty)} T^{\mu f}(\lambda) \mu_t(dy) = e^{-t \psi(\lambda)} \tilde{f}(\lambda), \quad \lambda \geq 0,
\]
(the second and third equalities being obtained by changing the order of integration and using \ref{32}, respectively) and by continuity the equality extends to all \( f \in L_2(\mu) \).

The index Whittaker transform also allows us to give the following characterization of the generator of the semigroup \( \{T_t^{(2)}(\cdot)\} \):

**Proposition 6.5.** Let \( \{\mu_t\} \) be a \(*\)-convolution semigroup with \(*\)-exponent \( \psi \) and let \( \{T_t^{(2)}(\cdot)\} \) be the associated Markovian semigroup on \( L_2(\mu) \). Then the infinitesimal generator \( (A^{(2)}, \mathcal{D}_{A^{(2)}}) \) of the semigroup \( \{T_t^{(2)}(\cdot)\} \) is the self-adjoint operator given by
\[
\tilde{A}^{(2)} f = -\psi \cdot \tilde{f}, \quad f \in \mathcal{D}_{A^{(2)}}
\]
where
\[
\mathcal{D}_{A^{(2)}} = \left\{ f \in L_2(\mu) : \int_{(\frac{1}{2} - \alpha)^2} |\psi(\lambda)|^2 |\tilde{f}(\lambda)|^2 \rho(\lambda) d\lambda < \infty \right\}.
\]
Proof. The proof is very similar to that for the ordinary Fourier transform (see [3, Theorem 12.16]), so we only give a sketch.

From (46) and the usual density argument we see that \( \{T_t^{(2)} \} \) is a semigroup of symmetric operators in \( L_2(m) \), and therefore (cf. [11, Theorem 4.6]) its generator \((A^{(2)}, D_{A^{(2)}})\) is self-adjoint.

Letting \( f \in D_{A^{(2)}} \), so that \( L_2\)-lim_{\( t \downarrow 0 \)} \( \frac{1}{t}(T_t f - f) = A^{(2)} f \in L_2(m) \), from (47) we get

\[
L_2\text{-lim}_{t \downarrow 0} \frac{1}{t}(e^{-t\psi} - 1) \cdot f = A^{(2)} f
\]

The convergence holds almost everywhere along a sequence \( \{t_n\}_{n \in \mathbb{N}} \) such that \( t_n \to 0 \), so we conclude that \( \hat{A}^{(2)} f = -\psi \cdot \hat{f} \in L_2(\mathbb{R}; \rho(\lambda) d\lambda) \).

Conversely, if we let \( f \in L_2(m) \) with \(-\psi \cdot \hat{f} \in L_2(\mathbb{R}; \rho(\lambda) d\lambda)\), then we have

\[
L_2\text{-lim}_{t \downarrow 0} \frac{1}{t}(T_t f - f) = -\psi \cdot \hat{f} \in L_2(\mathbb{R}; \rho(\lambda) d\lambda)
\]

and the isometry gives that \( L_2\text{-lim}_{t \downarrow 0} \frac{1}{t}(T_t f - f) \in L_2(m) \), meaning that \( f \in D_{A^{(2)}} \).

6.2. \( *\)-Lévy and \( *\)-Gaussian processes

**Definition 6.6.** Let \( \{\mu_t\}_{t \geq 0} \) be a \( *\)-convolution semigroup. A \([0, \infty)\)-valued Markov process \( X = \{X_t\}_{t \geq 0} \) is said to be a \( *\)-Lévy process associated with \( \{\mu_t\}_{t \geq 0} \) if its transition probabilities are given by

\[
P[X_t \in B|X_s = x] = (\mu_{t-s} \ast \delta_x)(B), \quad 0 \leq s \leq t, \quad x \geq 0, \quad B \text{ a Borel subset of } [0, \infty).
\]

In other words, a \( *\)-Lévy process is a Feller process associated with the Feller semigroup defined in (48). Consequently, the general connection between Feller semigroups and Feller processes (see e.g. [3, Section 1.2]) assures that for each (initial) distribution \( \nu \in \mathcal{P}[0, \infty) \) and \( *\)-convolution semigroup \( \{\mu_t\}_{t \geq 0} \) there exists a \( *\)-Lévy process \( X \) associated with \( \{\mu_t\}_{t \geq 0} \) and such that \( P_{X_0} = \nu \). Being a Feller process, any \( *\)-Lévy process is stochastically continuous (i.e., \( X_s \to X_t \) in probability as \( s \to t \), for each \( t \geq 0 \)) and has a càdlàg modification (i.e., there exists a \( *\)-Lévy process \( \{\tilde{X}_t\} \) with a.s. right-continuous paths and satisfying \( P[X_t = \tilde{X}_t] = 1 \) for all \( t \geq 0 \)).

**Example 6.7.** Consider the one-dimensional diffusion process \( Y = \{Y_t\}_{t \geq 0} \) generated by the differential operator (41), i.e. the solution of the stochastic differential equation

\[
dY_t = \frac{1}{4}(Y_t^{-1} + (3 - 4\alpha)Y_t) dt + 2^{-\frac{1}{2}} Y_t dW_t,
\]

where \( \{W_t\}_{t \geq 0} \) is a standard Brownian motion. This diffusion process, which we call the index Whittaker diffusion, is a \( *\)-Lévy process. Indeed, it follows from [33, Theorem 3.6 and Example 3.8] that the process \( Y \) has transition probabilities given by

\[
p_{t,x}(dy) = P[Y_t \in dy|Y_0 = x] = \int_0^\infty e^{-\lambda t} W_{\alpha, \Delta}(x) W_{\alpha, \Delta}(y) \rho(\lambda) d\lambda m(y)dy, \quad t > 0, \quad x \geq 0
\]

Computing the index Whittaker transform, we get

\[
\tilde{p}_{t,x}(\lambda) = \int_0^\infty \int_0^\infty e^{-\lambda t} W_{\alpha, \Delta}(x) W_{\alpha, \Delta}(y) \rho(\lambda) d\lambda W_{\alpha, \Delta}(y) m(y)dy = e^{-\lambda t} W_{\alpha, \Delta}(x), \quad t > 0, \quad \lambda \geq 0
\]

where the last equality follows from Theorem (43) (noting that the integral \( \int_0^\infty W_{\alpha, \Delta}(y) p_{t,x}(dy) \) converges absolutely). This shows that \( p_{t,x} = \mu_t \ast \delta_x \), where \( \mu_t = p_{t,0} \). Given that \( \mu_t(\lambda) = e^{-\lambda t} \), it is clear that \( \{\mu_t\} \) is a \( *\)-convolution semigroup and, therefore, \( Y \) is a \( *\)-Lévy process.
We observe that (as emphasized in the Introduction) the index Whittaker diffusion can also be defined as $Y_t = \sqrt{V_t}$, where $V = \{V_t\}_{t \geq 0}$ is the Shiryaev process \[24\]. The latter is defined as the solution of the stochastic differential equation $dV_t = (1 + 2(1 - \alpha) V_t) dt + 2V_t dW_t$, and its transition probability density is governed by the Kolmogorov-Shiryaev equation $\frac{\partial u}{\partial t} = -\frac{\partial}{\partial x} \left[ (1 + 2(1 - \alpha)x) u(t, x) \right] + \frac{\partial^2}{\partial x^2} [x^2 u(t, x)]$.

Some equivalent characterizations of $\ast$-Lévy processes are given in the next proposition. For a càdlàg process $X = \{X_t\}_{t \geq 0}$ and a generator $A$ of a $\ast$-convolution semigroup $\{\mu_t\}_{t \geq 0}$, we introduce the notation $Z^A_X = \{Z^A_{X,t}\}_{t \geq 0}$, where

$$Z^A_{X,t} := f(X_t) - f(X_0) - \int_0^t A(g)(X_s) \, ds \quad (f \in \mathcal{D}_A).$$

**Proposition 6.8.** Let $\{\mu_t\}$ be a $\ast$-convolution semigroup with $\ast$-exponent $\psi$ and let $(A, \mathcal{D}_A)$ be its generator. Let $X$ be a $[0, \infty)$-valued càdlàg Markov process. The following assertions are equivalent:

(i) $X$ is a $\ast$-Lévy process associated with $\{\mu_t\}$;

(ii) $\{e^{t \psi(\lambda)} W_{\lambda, \Delta}(X_t)\}_{t \geq 0}$ is a martingale for each $\lambda \geq 0$;

(iii) $\{W_{\lambda, \Delta}(X_t) - W_{\lambda, \Delta}(X_0) + \psi(\lambda) \int_0^t W_{\lambda, \Delta}(X_s) \, ds\}_{t \geq 0}$ is a martingale for each $\lambda \geq 0$;

(iv) $Z^A_{X, t}$ is a martingale for each $\lambda \geq 0$;

(v) $Z^A_{X, t}$ is a martingale for each $f \in \mathcal{D}_A \cap C_0[0, \infty)$.

**Proof.** The proof is identical to that of [28, Theorem 3.4].

A $\ast$-convolution semigroup $\{\mu_t\}_{t \geq 0}$ such that $\mu_1$ is a $\ast$-Gaussian measure will be called a $\ast$-Gaussian convolution semigroup, and a $\ast$-Lévy process associated with a $\ast$-Gaussian convolution semigroup is said to be a $\ast$-Gaussian process. An alternative characterization of $\ast$-Gaussian convolution semigroups (which in particular implies that any $\ast$-Gaussian convolution semigroup is fully composed of $\ast$-Gaussian measures) is given in the next lemma.

**Lemma 6.9.** Let $\mu \in \mathcal{P}_{id}$ and let $\{\mu_t\}$ be the $\ast$-convolution semigroup $\{\mu_t\}$ such that $\mu_1 = \mu$. Then, the following conditions are equivalent:

(i) $\mu$ is a $\ast$-Gaussian measure;

(ii) $\lim_{t \downarrow 0} \frac{1}{t} \mu_t[\varepsilon, \infty) = 0$ for every $\varepsilon > 0$;

(iii) $\lim_{t \downarrow 0} \frac{1}{t} (\mu_t * \delta_\varepsilon)([0, \infty) \setminus (x - \varepsilon, x + \varepsilon)) = 0$ for every $x \geq 0$ and $\varepsilon > 0$.

**Proof.** (i) $\iff$ (ii): Let $\{t_n\}_{n \in \mathbb{N}}$ be any sequence of positive numbers such that $t_n \to 0$ as $n \to \infty$. We know that $\tilde{\mu}_t(\lambda) = (\tilde{\mu}(\lambda))^t$ for all $t > 0$ and that $\tilde{\mu}(\lambda) > 0$ for all $\lambda$ (see Lemma 5.1), so we deduce

$$\lim_{n \to \infty} \left[ e \left( \frac{1}{t_n} \mu_{t_n} \right) \right]^\lambda = \lim_{n \to \infty} \left[ \exp \left( \frac{1}{t_n} (\tilde{\mu}_{t_n}(\lambda) - 1) \right) \right] = \tilde{\mu}(\lambda), \quad \lambda > 0.\tag{49}$$

Hence, by Proposition 4.4(iv), $\left[ e \left( \frac{1}{t_n} \mu_{t_n} \right) \right] \xrightarrow{w} \mu$ as $n \to \infty$. Notice that \[49\] shows, in particular, that $\lim_{n \to \infty} \frac{1}{t_n} (1 - \mu_{t_n}(\lambda)) < \infty$. Using Theorem 3.1 of Volkovich \[36\], we conclude that $\mu$ is Gaussian if and only if

$$\lim_{n \to \infty} \frac{1}{t_n} \mu_{t_n}[\varepsilon, \infty) = 0 \quad \text{for every } \varepsilon > 0.$$

(ii) $\iff$ (iii): To prove the nontrivial direction, assume that (ii) holds, and fix $x, \varepsilon > 0$ with $0 < x < \varepsilon$. Write $E_\varepsilon = [0, \infty) \setminus (x - \varepsilon, x + \varepsilon)$, and let $1_\varepsilon$ denote its indicator function. We start the proof by establishing
an upper bound for the function \((T^x I_x)(y)\), with \(y > 0\) small. Using the estimate \((24)\), together with the inequality
\[
\frac{(x^2 - \xi^2)^2}{8(xy\xi)^2} \geq \frac{(x + \xi)^2}{(4y)^2} + \frac{(x^2 - \xi^2)^2}{(4\delta x\xi)^2} \quad (y \leq \delta, \xi \in E_x)
\]
it is easily seen that
\[
q(x, y, \xi) \leq C_1 y^{-1} (\xi + \xi^{-1}) \exp \left( \frac{1}{4\xi^2} - \frac{\varepsilon^2}{(4xy)^2} - \frac{(x^2 - \xi^2)^2}{(4\delta x\xi)^2} \right), \quad y \leq \delta, \xi \in E_x
\]
where the constant \(C_1 > 0\) depends only on \(x, \delta\) and \(\varepsilon\). Consequently,
\[
(T^x I_x)(y) = \int_{E_x} q(x, y, \xi) m(\xi) d\xi
\]
\[
\leq C_1 y^{-1} \exp \left( -\frac{\varepsilon^2}{(4xy)^2} \right) \int_0^{\infty} \xi^{-4\alpha} (1 + \xi^2) \exp \left( -\frac{1}{4\xi^2} - \frac{(x^2 - \xi^2)^2}{(4\delta x\xi)^2} \right) d\xi
\]
\[
\leq C_2 y^{-1} \exp \left( -\frac{\varepsilon^2}{(4xy)^2} \right), \quad y \leq \delta
\]
the convergence of the integral justifying that the last inequality holds for a possibly larger constant \(C_2\).

Let \(\lambda > 0\) be arbitrary. If \(\delta > 0\) is sufficiently small, then from \((10)\) and \((50)\) it follows that
\[
\frac{(T^x I_x)(y)}{1 - W_{\alpha, \Delta}(y)} \leq \frac{C_2}{\lambda} y^{-3} \exp \left( -\frac{\varepsilon^2}{(4xy)^2} \right), \quad y \leq \delta
\]
and therefore there exists \(\delta' < \delta\) such that \((T^x I_x)(y) \leq 1 - W_{\alpha, \Delta}(y)\) for all \(y \in [0, \delta')\). We then estimate
\[
\frac{1}{t} (\mu_t * \delta_x)(E_x) = \frac{1}{t} \int_{[0, \infty)} (T^x I_x)(y) \mu_t(dy)
\]
\[
\leq \frac{1}{t} \int_{[0, \delta']} (1 - W_{\alpha, \Delta}(y)) \mu_t(dy) + \frac{1}{t} \mu_t[\delta', \infty)
\]
\[
\leq \frac{1}{t} \int_{[0, \infty)} (1 - W_{\alpha, \Delta}(y)) \mu_t(dy) + \frac{1}{t} \mu_t[\delta', \infty)
\]
\[
= \frac{1}{t} (1 - \tilde{\mu}_t(\lambda)) + \frac{1}{t} \mu_t[\delta', \infty).
\]
Since we are assuming that (ii) holds and we know from \((10)\) that \(\lim_{t \downarrow 0} \frac{1}{t} (1 - \tilde{\mu}_t(\lambda)) = -\log \tilde{\mu}(\lambda)\), the above inequality gives
\[
\limsup_{t \downarrow 0} \frac{1}{t} (\mu_t * \delta_x)(E_x) \leq -\log \tilde{\mu}(\lambda).
\]
By the properties of the index Whittaker transform, the right-hand side is continuous and vanishes for \(\lambda = 0\), so from the arbitrariness of \(\lambda\) we see that \(\lim_{t \downarrow 0} \frac{1}{t} (\mu_t * \delta_x)(E_x) = 0\), as desired.

Going back to Example 6.7, it follows from \((22),\) Theorem 4.5\) that the index Whittaker diffusion is such that \(\lim_{t \downarrow 0} \frac{1}{t} \mu_{t,x}[0, \infty) \setminus (x - \varepsilon, x + \varepsilon)] = 0\) for any \(x \geq 0\) and \(\varepsilon > 0\), meaning that the index Whittaker diffusion is a \(*\)-Gaussian process. It turns out that, as a consequence of the previous lemma, any other \(*\)-Gaussian process is also a one-dimensional diffusion:

**Corollary 6.10.** Let \(X = \{X_t\}_{t \geq 0}\) be a \(*\)-Gaussian process. Then:
(i) $X$ has a modification whose paths are a.s. continuous;

(ii) Let $A$ be the generator of the *-Gaussian convolution semigroup associated with $X$. Then $A$ is a local operator, i.e., $(Af)(x) = (Ag)(x)$ whenever $f, g \in \mathcal{D}_A \cap C_0[0, \infty)$ and $f = g$ on some neighborhood of $x \geq 0$.

Proof. According to Lemma 6.9, the *-Gaussian convolution semigroup $\{\mu_t\}$ associated with $X$ satisfies $\lim_{t \downarrow 0} f(\mu_t + \delta_t)((0, \infty) \setminus (x - \varepsilon, x + \varepsilon)) = 0$ for every $x \geq 0$ and $\varepsilon > 0$. Applying Corollary 3 of [30], we conclude that the càdlàg modification of $X$ has a.s. continuous sample paths. The locality of the generator then follows from Theorem 1.40 of [7].

(The two results used in the proof are stated for processes with state space $\mathbb{R}^d$, but we can apply them to the $\mathbb{R}$-valued process $\tilde{X} = \{\tilde{X}_t \}_{t \geq 0}$ which is the extension of $X$ obtained by setting $\tilde{X}_t(\omega) = x$ whenever the initial distribution is $\nu = \delta_x$, $x < 0$.)

6.3. Moment functions

Moment functions for the index Whittaker convolution are functions having the same additivity property which is satisfied by the monomials under the classical convolution:

Definition 6.11. The sequence of functions $\{\varphi_k\}_{k=1, \ldots, n}$ is said to be a *-moment sequence (of length $n$) if $\varphi_k \in \mathcal{E}$ for $k = 1, \ldots, n$ (cf. [23]) and

$$
(T^y \varphi_k)(x) = \sum_{j=0}^{k} \binom{k}{j} \varphi_j(x) \varphi_{k-j}(y) \quad (k = 1, \ldots, n; x, y \geq 0)
$$

(51)

where $\varphi_0(x) := 1 \ (x \geq 0)$.

It is worth recalling that for $x, y > 0$ the left-hand side of (51) is given by $\int_0^\infty \varphi_k(\xi) q(x, y, \xi) m(\xi) d\xi$, the integral being absolutely convergent. This actually implies that *-moment functions are necessarily smooth:

Lemma 6.12. If $\{\varphi_k\}_{k=1, \ldots, n}$ is a *-moment sequence, then $\varphi_k \in C^\infty(0, \infty)$ for all $k$.

Proof. Let $M > 0$ and $1 \leq k \leq n$. Let $f \in C_c^\infty(2M, 3M)$ be such that $\int_{2M}^{3M} f(x) m(x) dx = 1$, and set $f(x) = 0$ for $x \notin (2M, 3M)$. Then

$$
\sum_{j=0}^{k} \binom{k}{j} \varphi_j(y) \frac{\int_{0}^{\infty} \varphi_{k-j}(x) f(x) m(x) dx}{\int_{0}^{\infty} (T^y \varphi_k)(x) f(x) m(x) dx} = \int_{0}^{\infty} \varphi_k(x) (T^y f)(x) m(x) dx.
$$

where the second equality follows from the identity (30), which is easily seen to hold also for $f \in C_c^\infty(0, \infty)$ and $g \in \mathcal{E}$. Hence if we prove that the right-hand side is an infinitely differentiable function of $0 < y < M$, then by induction it follows that each $\varphi_k \in C^\infty(0, M)$ and, by arbitrariness of $M$, $\varphi_k \in C^\infty(0, \infty)$.

By (24), we have

$$(T^y f)(x) \leq \frac{C_1}{xy} \frac{\|f\|_\infty}{y} \exp\left(\frac{1}{4y^2} \int_{2M}^{3M} \xi^{-4\alpha}(x^2 + y^2 + \xi^2)^{2\alpha} \exp\left(-\frac{1}{4\xi^2} - \frac{x^2}{8(y\xi)^2} - \frac{(y^2 - \xi^2)^2}{8(xy\xi)^2}\right) d\xi\right)
$$

$$
\leq \frac{C_2}{y^{-1}(1 + x^{4\alpha}) \exp\left(\frac{1}{4y^2} - \frac{x^2}{8(3M)^2} - \frac{1}{8x^2}\right)}
$$

where $C_1$ and $C_2$ are constants depending only on $M$. Since $\varphi_k \in \mathcal{E}$, we find that

$$
\varphi_k(x) (T^y f)(x) m(x) \leq Cy^{-1}(1 + x^{-4\alpha}) \exp\left(\frac{1}{4y^2} + b_2(x^2 + x^{-\beta}) - \frac{x^2}{8(3M)^2} - \frac{1}{8x^2}\right)
$$

(52)
where \( C > 0, b_2 \geq 0 \) and \( 0 \leq \beta < 2 \) do not depend on \( y \). Denoting the right-hand side of \( (52) \) by \( J(x, y) \), it is easily seen that the integral \( \int_0^\infty J(x, y)dx \) converges locally uniformly and, therefore, \( \int_0^\infty \varphi_k(x) (T^y f)(x) m(x)dx \) is a continuous function of \( 0 < y < M \). Using the identity

\[
\frac{\partial q_0(x, y, \xi)}{\partial y} = \frac{x^2 + \xi^2 - y^2}{2y^4(x\xi)^2} q_0(x, y, \xi) - \left( \frac{3}{y^3} + \frac{1}{2}(1-\alpha)y^{-1} \right) q_0(x, y, \xi)
\]

(which follows from \( [14, \text{Equation 8.2(16)}] \)) and similar arguments, one can derive an upper bound for the derivatives \( \frac{\partial^p}{\partial y^p} (T^y f)(x) \) \( (p = 1, 2, \ldots) \) and then deduce that \( \int_0^\infty \varphi_k(x) (T^y f)(x) m(x)dx \) is \( p \) times continuously differentiable.

**Proposition 6.13.** If \( \{\varphi_k\}_{k=1}^n \) is a \( s \)-moment sequence, then there exist \( \lambda_1, \ldots, \lambda_n \in \mathbb{R} \) such that

\[
\mathcal{L} \varphi_k(x) = \sum_{j=1}^k \binom{k}{j} \lambda_j \varphi_{k-j}(x), \quad \varphi_k(0) = 0, \quad \varphi_k'(0) = 0 \quad (k = 1, \ldots, n),
\]

where \( \mathcal{L} \) is the differential operator \( \mathcal{R} \).

**Proof.** First we will show that \( \varphi_k \in C^\infty(0, \infty) \cap C^1[0, \infty) \) with \( \varphi_k(0) = \varphi_k'(0) = 0 \). We know that \( \varphi_k \in \mathcal{C} \cap C^\infty(0, \infty) \), so from Lemma \( 4.4 \) it follows that for fixed \( y > 0 \) we have \( \lim_{x \to 0} (T^y \varphi_k)(x) = \varphi_k(y) \) and \( \lim_{x \to 0} \frac{\partial}{\partial y} (T^y \varphi_k)(x) = 0 \). If we rewrite \( (51) \) as

\[
\varphi_k(x) = (T^y \varphi_k)(x) - \sum_{j=1}^{k-1} \binom{k}{j} \varphi_j(x) \varphi_{k-j}(y)
\]

and let \( x \to 0 \) on the right-hand side, we deduce (by induction on \( k \)) that \( \lim_{x \to 0} \varphi_k(x) = 0 \) for all \( k \). After differentiating both sides of \( (53) \), we similarly find that \( \lim_{x \to 0} \varphi_k'(x) = 0 \) for each \( k \).

We now prove that \( \varphi_k \) satisfies the given ordinary differential equation, omitting the details which are similar to the proof of \( [33, \text{Theorem 4.5}] \). Using the same kind of arguments as in the proof of \( [33, \text{Lemma 4.15}] \), we see that \( \mathcal{L}_x q(x, y, \xi) = \mathcal{L}_y q(x, y, \xi) \) (where \( \mathcal{L}_x \) and \( \mathcal{L}_y \) denote the differential operator \( \mathcal{R} \) acting on the variable \( x \) and \( y \) respectively). Moreover, the identity \( (57) \) allows us to verify that the integral defining \( (T^y f)(x) \) can be differentiated under the integral sign. Therefore, the right-hand side of \( (51) \) is, for each \( k \), a solution of \( \mathcal{L}_x u = \mathcal{L}_y u, \) i.e.

\[
\sum_{j=0}^{k} \binom{k}{j} (\mathcal{L}_x \varphi_j)(x) \varphi_{k-j}(y) = \sum_{j=0}^{k-1} \binom{k}{j} \varphi_j(x) \varphi_{k-j}(y).
\]

We can assume by induction that \( \mathcal{L} \varphi_k = \sum_{\ell=0}^{k-1} \binom{k}{\ell} \lambda_{\ell} \varphi_{k-\ell}(x) \) for \( \ell = 1, \ldots, k-1 \). Using the induction hypothesis and rearranging the terms in a suitable way, we find that

\[
(\mathcal{L} \varphi_k)(x) - \sum_{j=1}^{k-1} \lambda_j \varphi_{k-j}(x) = (\mathcal{L} \varphi_k)(y) - \sum_{j=1}^{k-1} \lambda_j \varphi_{k-j}(y), \quad \text{for all} \ x, y > 0
\]

and, consequently,

\[
(\mathcal{L} \varphi_k)(x) - \sum_{j=1}^{k-1} \lambda_j \varphi_{k-j}(x) = \lambda_k
\]

for some \( \lambda_k \in \mathbb{R} \), finishing the proof. \( \square \)
The functions \( \tilde{\varphi}_k \) defined as the unique solution of

\[
L \tilde{\varphi}_k(x) = -k(1 - 2\alpha)\tilde{\varphi}_{k-1}(x) - k(k - 1)\tilde{\varphi}_{k-2}(x), \quad \tilde{\varphi}(0) = 0, \quad \tilde{\varphi}_k(0) = 0 \quad (k \in \mathbb{N}) \quad (54)
\]

(where \( \tilde{\varphi}_{-1} := 0 \) and \( \tilde{\varphi}_0 := 1 \)) are said to be the canonical \(*\)-moment functions. Of course, \( \{\tilde{\varphi}_k\}_{k=1}^{\infty} \) is indeed a \(*\)-moment sequence (the reader can verify this by applying the representations below). By integration of the differential equation, we find the explicit recursive expression

\[
\tilde{\varphi}_k(x) = 4k \int_0^x \frac{1}{y^2 m(y)} \int_0^y m(\xi) [(1 - 2\alpha)\tilde{\varphi}_{k-1}(\xi) + (k - 1)\tilde{\varphi}_{k-2}(\xi)] d\xi dy, \quad k \in \mathbb{N}. \quad (55)
\]

Moreover, as a consequence of the uniqueness of solution for \((54)\) and the Laplace representation \((10)\), the canonical moment functions can also be represented as

\[
\tilde{\varphi}_k(x) = \gamma \left( \frac{\partial^k}{\partial \sigma^k} \right)_{\sigma = \frac{1}{2} - \alpha} W_{\alpha,\sigma}(x) = \int_{-\infty}^{\infty} \left[ \gamma \left( \frac{\partial^k}{\partial \sigma^k} \right)_{\sigma = \frac{1}{2} - \alpha} \right] \eta_\alpha(s) ds = \int_{-\infty}^{\infty} s^k e^{(\frac{1}{4} - \alpha)s} \eta_\alpha(s) ds.
\]

The first (canonical) moment function can be written in closed form:

**Proposition 6.14.** We have

\[
\tilde{\varphi}_1(x) = \frac{1}{\Gamma(1 - 2\alpha)} G_{21}^{11} \left( \frac{1}{2x^2} \right| \begin{array}{c} 0,1 \\ 0,0,1-2\alpha \end{array} \right)
\]

where \( G_{pq}^{mn} \) denotes the Meijer-G function [27, Section 8.2]. In the particular case \( \alpha = 0 \), we have \( \tilde{\varphi}_1(x) = e^{\frac{2k^2}{x}} \Gamma(0, \frac{1}{2x^2}) \), where \( \Gamma(a, z) \) is the incomplete Gamma function [14, Chapter IX].

**Proof.** We know from \((55)\) that \( \tilde{\varphi}_1(x) = 4(1 - 2\alpha) \int_0^x \frac{1}{y^2 m(y)} \int_0^y m(\xi) d\xi dy. \) Consequently,

\[
\tilde{\varphi}_1(x) = (1 - 2\alpha) \int_{\frac{1}{2x^2}}^{\infty} v^{-2\alpha} e^v \int_0^v u^{2\alpha-2} e^{-u} du dv
\]

\[
= (1 - 2\alpha) \int_{\frac{1}{2x^2}}^{\infty} v^{-2\alpha} e^v \Gamma(-1 + 2\alpha, v) dv
\]

\[
= \frac{1}{\Gamma(1 - 2\alpha)} \int_{\frac{1}{2x^2}}^{\infty} G_{12}^{21} \left( \frac{1}{2x^2} \right| \begin{array}{c} -1 \\ 0,1,0,1-2\alpha \end{array} \right) dv
\]

where the first equality is obtained via a change of variables, the second equality follows from the definition of the incomplete Gamma function, the third step is due to \([27, \text{Relations 8.2.2.15 and 8.4.16.13}]\) and the final step applies \([27, \text{Equation 5.6.4(6)}]\). The result for \( \alpha = 0 \) follows from the identity \( G_{21}^{11} \left( \frac{1}{2x^2} \right| 0,1,0,1 \right) = e^{\frac{2k^2}{x}} \Gamma(0, \frac{1}{2x^2}), \) cf. \([27, \text{Relations 8.2.2.9 and 8.4.16.13}]\). \( \square \)

Actually, the right-hand side of \((56)\) can be written (for \( \alpha < \frac{1}{4} \)) as a sum of simpler special functions. Such representation can be obtained by applying \([2, \text{Equation (A13)}]\).

Returning to moment functions of general order, it is clear from the explicit representation \((55)\) that \( \tilde{\varphi}_k(x) > 0 \) for all \( x > 0 \) and \( k \in \mathbb{N} \). We note that \( \tilde{\varphi}_2 \geq \tilde{\varphi}_1 \) (by Jensen’s inequality applied to \( \tilde{\varphi}_k(x) = \int_{-\infty}^{\infty} s^k e^{(\frac{1}{4} - \alpha)s} \eta_\alpha(s) ds \)) and that the Taylor expansions of the first two moment functions as \( x \to 0 \) are

\[
\tilde{\varphi}_1(x) = 2(1 - 2\alpha) x^2 - 4(1 - 2\alpha)(1 - \alpha)x^4 + o(x^4), \quad \tilde{\varphi}_2(x) = 4x^2 - 4(1 + 2\alpha - 4\alpha^2)x^4 + o(x^4) \quad (57)
\]

(this follows from \((5)\), taking into account that \( \frac{d^k}{d\sigma^k} \tilde{\varphi}_k(x) = \frac{\partial^k}{\partial \sigma^k} \left|_{\sigma = \frac{1}{2} - \alpha} \right. \tilde{\varphi}_k(x) \)).
Proposition 6.15. Let \( \varepsilon > 0 \). For each \( k \in \mathbb{N} \), \( \tilde{\varphi}_k(x) = O(x^\varepsilon) \) as \( x \to \infty \).

Proof. Due to \[4\], it suffices to prove that \( \tilde{\varphi}_k(x) = O(W_{\alpha, \frac{1}{2} + \varepsilon}^\alpha(x)) \) as \( x \to \infty \) for each \( k \in \mathbb{N} \). This is trivial for \( k = 0 \) since \( \tilde{\varphi}_0 = 1 = O(x^\varepsilon) = O(W_{\alpha, \frac{1}{2} + \varepsilon}^\alpha(x)) \). By induction, suppose that \( \tilde{\varphi}_j(x) = O(W_{\alpha, \frac{1}{2} + \varepsilon}^\alpha(x)) \) for \( j = 0, \ldots, k - 1 \). This implies that \( \tilde{\varphi}_j(x) \leq C \cdot W_{\alpha, \frac{1}{2} + \varepsilon}^\alpha(x) \) for all \( x \geq 0 \) and \( j = 0, \ldots, k - 1 \) (where \( C > 0 \) does not depend on \( x \)). Recalling \[14\] and \[59\], we find

\[
\tilde{\varphi}_k(x) \leq C \int_0^x \frac{1}{y^2} \mathbb{E}(W_{\alpha, \frac{1}{2} + \varepsilon}^\alpha(y)|\varphi_0(\lambda)) dy = C \cdot \frac{1}{\varepsilon(2 - 4\alpha + \varepsilon)}(W_{\alpha, \frac{1}{2} + \varepsilon}^\alpha(x) - 1)
\]

and therefore \( \tilde{\varphi}_k(x) = O(W_{\alpha, \frac{1}{2} + \varepsilon}^\alpha(x)) \), proving the proposition. \( \square \)

The previous proposition shows that the modified moments \( \mathbb{E}[\tilde{\varphi}_k(X)] \) will only diverge if the tails of the random variable \( X \) are very heavy. The next result shows that the modified moments can be computed via the index Whittaker transform:

Proposition 6.16. Let \( \mu \in \mathcal{P}(0, \infty) \) and \( k \in \mathbb{N} \). The following assertions are equivalent:

(i) \( \int_{[0, \infty)} \tilde{\varphi}_k(x) \mu(dx) < \infty \);

(ii) \( \sigma \mapsto \int_{[0, \infty)} W_{\alpha, \sigma}(x) \mu(dx) \) is \( k \) times differentiable on \( [0, \frac{1}{2} - \alpha] \).

If (i) and (ii) hold, then \( \int_{[0, \infty)} \tilde{\varphi}_k(x) \mu(dx) = \sigma^k \left[ \int_{[0, \infty)} W_{\alpha, \sigma}(x) \mu(dx) \right] \).

Proof. The proof relies heavily on the Laplace representation \[10\] and is completely analogous to that of \[41\] Theorem 4.11. \( \square \)

The martingale property of \( * \)-moment functions applied to \( * \)-Lévy processes is given below.

Proposition 6.17. Let \( \{\varphi_k\}_{k=1,2} \) be a pair of \( * \)-moment functions. Let \( X = \{X_t\}_{t \geq 0} \) be a \( * \)-Lévy process. Then:

(a) If \( \mathbb{E}[\varphi_1(X_t)] \) exists for all \( t > 0 \), then the process \( \{\varphi_1(X_t) - \mathbb{E}[\varphi_1(X_t)]\}_{t \geq 0} \) is a martingale;

(b) If, in addition, \( \mathbb{E}[\varphi_2(X_t)] \) exists for all \( t > 0 \), then the process

\[
\varphi_2(X_t) - 2\varphi_1(X_t)\mathbb{E}[\varphi_1(X_t)] - \mathbb{E}[\varphi_2(X_t)] + 2\mathbb{E}[\varphi_1(X_t)]^2
\]

is a martingale.

In particular, if we let \( Y \) be the index Whittaker diffusion (Example 6.4) and let \( \lambda_1, \lambda_2 \) be as in Proposition 6.15, then the processes \( \{\varphi_1(Y_t) - \lambda_1 t\}_{t \geq 0} \) and \( \{\varphi_2(Y_t) - 2\lambda_1 t\varphi_1(Y_t) - \lambda_2 t + \lambda_2^2 t^2\}_{t \geq 0} \) are martingales.

Proof. The proof of (a)–(b) is identical to that of \[43\] Proposition 6.11.

If \( \{\mu_t\} \) is the \( * \)-Gaussian convolution semigroup associated with the index Whittaker diffusion, then \( \mu_t(\lambda) = e^{-\lambda t} \); consequently (by Proposition 6.16)

\[
\mathbb{E}[\tilde{\varphi}_k(Y_t)] < \infty \text{ for all } t \geq 0, \quad \lim_{t \downarrow 0} \mathbb{E}[\tilde{\varphi}_k(Y_t)] = 0 \quad (k = 1, 2).
\]

It follows from Proposition 6.13 that any pair \( \{\varphi_k\}_{k=1,2} \) can be written as a linear combination of \( \tilde{\varphi}_1 \) and \( \tilde{\varphi}_2 \), hence we also have \( \lim_{t \downarrow 0} \mathbb{E}[\tilde{\varphi}_k(Y_t)] = 0 \) for \( k = 1, 2 \). We can now use (the proof of) \[48\] Equations (4.5) and (4.6) to deduce that \( \mathbb{E}[\varphi_1(Y_t)] = \lambda_1 t \) and \( \mathbb{E}[\varphi_2(Y_t)] = \lambda_1^2 t^2 + \lambda_2 t \), and this concludes the proof. \( \square \)
6.4. Lévy-type characterization of the Shiryaev process

In the remainder of this paper we will show that the martingale property given in the last statement of the previous proposition is in fact a characterization of the index Whittaker diffusion and, therefore, yields a Lévy-type characterization for the Shiryaev process. For this purpose, it is convenient to focus on the moment functions \( \phi_1 \) and \( \phi_2 \) that correspond to the choice \( \lambda_1 = -1 \) and \( \lambda_2 = 0 \), i.e.

\[
\phi_1(x) = \int_0^x \frac{1}{y^2} m(y) \int_0^y m(\xi) \, d\xi \, dy = \frac{1}{4(1-2\alpha)} \tilde{\varphi}_1(x)
\]

\[
\phi_2(x) = 2 \int_0^x \frac{1}{y^2} m(y) \int_0^y m(\xi) \phi_1(\xi) \, d\xi \, dy = \frac{1}{4(1-2\alpha)} \left[ \tilde{\varphi}_2(x) - \frac{2}{1-2\alpha} \tilde{\varphi}_1(x) \right].
\]

In the following results, we write

\[
C^{k,L}([0,\infty)) := \{ f \in C^k([0,\infty)) : f \mid_{[0,\varepsilon]} \in C^k([0,\varepsilon]) \text{ for some } \varepsilon > 0 \}
\]

and we denote by \([X] = \{[X_t]\}_{t \geq 0}\) the quadratic variation of a stochastic process \(X\).

**Lemma 6.18. (a)** If \( f \in C^{2,4}([0,\infty)) \) with \( f'(0) = f'''(0) = 0 \), then there exists \( h \in C^2([0,\infty)) \) with \( f(x) = h(\phi_1(x)) \) for \( x \geq 0 \).

(b) There exists a unique function \( h_0 \in C^2([0,\infty)) \) such that \( h_0(\phi_1(x)) = \phi_2(x) \), and it satisfies \( h_0''(x) > 0 \) for all \( x \geq 0 \).

**Proof.** From (57) we find that the Taylor expansions of the moment functions \( \phi_1 \) and \( \phi_2 \) as \( x \to 0 \) are of the form \( \phi_1(x) = c_1 x^2 + c_2 x^4 + o(x^4) \) and \( \phi_2(x) = c_3 x^4 + o(x^4) \), with \( c_1, c_3 > 0 \). Consequently, the result is proved as in Lemma 5.7 and 5.8, with the obvious adaptations.

**Lemma 6.19.** Let \( X = \{X_t\}_{t \geq 0} \) be an \([0,\infty)\)-valued process with a.s. continuous paths and such that the processes \( Z_X^{\cdash, \phi_1} \) defined by (53) are local martingales for \( j = 1, 2 \). Then

\[
[Z_X^{\cdash, \phi_1}]_t = \frac{1}{2} \int_0^t X_s^2(\phi_1'(X_s))^2 \, ds \quad \text{almost surely.}
\]

Moreover, \( Z_X^{\cdash, f} \) is a local martingale whenever \( f \in C^{2,4}([0,\infty)) \) with \( f'(0) = f'''(0) = 0 \).

**Proof.** This proof is analogous to that of Lemma 6.2, to which we refer for further details.

Let \( h \in C^3([0,\infty)) \). Given that \( \mathcal{L} \phi_1 = -1 \), an application of the chain rule shows that \( \mathcal{L}(h(\phi_1))(x) = -\frac{x^2}{4} h''(\phi_1(x))(\phi_1'(x))^2 - h'(\phi_1(x)) \). Since by Itô’s formula we have

\[
\frac{d(h(\phi_1(X_t)))}{dt} = h''(\phi_1(X_t)) \left( \frac{1}{2} d[\phi_1(X)]_t - \frac{1}{4} X_t^2(\phi_1'(X_t))^2 \right) + h'_1(X_t)
\]

where \( \{Y^h_t := \int_0^t h'(\phi_1(X_s))(d\phi_1(X_s) - ds)\} \) is a local martingale (because \( d\phi_1(X) - dt = dZ_X^{\cdash, \phi_1} \) is the differential of a local martingale). If, in particular, \( h \) is the function \( h_0 \) from Lemma 6.18(b), then

\[
\frac{d(h_0(\phi_1(X)))}{dt} + \mathcal{L}(h_0(\phi_1(X))) = \int_0^1 \left( \frac{1}{2} d[\phi_1(X)]_t - \frac{1}{4} X_t^2(\phi_1'(X_t))^2 \right) + dV^h_t
\]

But, by standard results, \( \int_0^1 h''_0(\phi_1(X_s))(\frac{1}{2} d[\phi_1(X)]_s - \frac{1}{4} X_s^2(\phi_1'(X_s))^2) \, ds \) is also a process of locally finite variation, hence it is a.s. equal to zero. Consequently, taking into account that \( h''_0 > 0 \) (Lemma 6.18(b)), we have

\[
\frac{d[Z_X^{\cdash}]_t}{dt} - \frac{1}{2} X_t^2(\phi_1'(X_t))^2 dt = d[\phi_1(X)]_t - \frac{1}{4} X_t^2(\phi_1'(X_t))^2 dt = 0 \text{ a.s., proving the first assertion.}
\]
The result just proved, combined with (58), implies that \( \{ h(\phi_1(X_t)) + \int_0^t \mathcal{L}(h(\phi_1))(X_s)ds \}_{t \geq 0} \) is, for each \( h \in \mathcal{C}^2[0, \infty) \), a local martingale. The second assertion thus follows from Lemma 6.18(a).

We are finally ready to establish the martingale characterization of the index Whittaker diffusion (which should be compared with [28] Theorem 6.3):

**Theorem 6.20.** Let \( Y = \{ Y_t \}_{t \geq 0} \) be a \([0, \infty)\)-valued Markov process with a.s. continuous paths. The following assertions are equivalent:

1. \( Y \) is the index Whittaker diffusion;
2. \( \{ \phi_1(Y_t) - t \}_{t \geq 0} \) and \( \{ \phi_2(Y_t) - 2t\phi_1(Y_t) + t^2 \}_{t \geq 0} \) are martingales (or local martingales);
3. \( Z_{\gamma}^{-\mathcal{L}, \phi_1} \) is a local martingale with \( [Z_{\gamma}^{-\mathcal{L}, \phi_1}]_t = \frac{1}{2} \int_0^t Y_s^2(\phi_1(Y_s))^2 \, ds \).

**Proof.** (i) \( \implies \) (ii): This follows from Proposition 6.17.

(ii) \( \implies \) (iii): Assume that (ii) is true. Since \( dZ_{\gamma}^{-\mathcal{L}, \phi_1} = d\phi_1(Y_t) - dt \), the process \( Z_{\gamma}^{-\mathcal{L}, \phi_1} \) is a local martingale. Furthermore,

\[
dZ_{\gamma, t}^{-\mathcal{L}, \phi_2} = d\phi_2(Y_t) - 2\phi_1(Y_t)dt = d(\phi_2(Y_t) - 2t\phi_1(Y_t) + t^2) + 2d(\phi_1(Y_t) - dt)
\]

(where integration by parts gives the second equality) and therefore the process \( Z_{\gamma}^{-\mathcal{L}, \phi_2} \) is also a local martingale. By Lemma 6.19 \([Z_{\gamma}^{-\mathcal{L}, \phi_1}]_t = \frac{1}{2} \int_0^t Y_s^2(\phi_1(Y_s))^2 \, ds \).

(iii) \( \implies \) (i): Assuming that (iii) holds, Equation (58) and the proof of Lemma 6.19 show that, for each \( \lambda \geq 0 \), \( Z_X^{-\mathcal{L}, w_{\lambda}, \Delta(t)} \) is a local martingale and (by boundedness on compact time intervals) a true martingale. Proposition 6.8 now yields that \( Y \) is the index Whittaker diffusion.

**Remark 6.21.** In this article we have focused on continuous-time stochastic processes which are additive with respect to the index Whittaker convolution. In a similar way, one can introduce the discrete-time counterparts of the processes studied above.

A \([0, \infty)\)-valued Markov chain \( \{ S_n \}_{n \in \mathbb{N}_0} \) with \( S_0 = 0 \) is said to be \( \ast \)-additive if there exist measures \( \mu_n \in \mathcal{P}(0, \infty) \) such that

\[
P[S_n \in B | S_{n-1} = x] = (\mu_n \ast \delta_x)(B), \quad n \in \mathbb{N}, \ x \geq 0, \ B \text{ a Borel subset of } [0, \infty).
\]

If \( \mu_n = \mu \) for all \( n \), then \( \{ S_n \} \) is said to be a \( \ast \)-random walk.

It is important to note that \( \ast \)-additive Markov chains can be constructed explicitly: letting \( X_1, U_1, X_2, U_2, \ldots \) be a sequence of independent random variables (on a given probability space \((\Omega, \mathcal{A}, P))\) where the \( X_n \) have distribution \( P_{X_n} = \mu_n \) and each of the (auxiliary) random variables \( U_n \) has the uniform distribution on \([0, 1]\), we obtain a \( \ast \)-additive Markov chain satisfying (59) by setting \( S_0 = 0 \) and \( S_n = S_{n-1} \oplus_{U_n} X_n \), where \( X \oplus_Y Y := \max(0, \sup\{z \in [0, \infty): (T^z \mathbb{1}_{[0,z]})(X) < U\}) \). The fact that \( X \oplus_Y Y \) is well-defined as a random variable and that its distribution is \( P_{X \oplus_Y Y} = P_X \ast P_Y \) is justified as in [28] Theorem 7.1.3 and Proposition 7.1.6.

In the context of hypergroups, moment functions have been successfully applied to the study of the limiting behavior of additive Markov chains (cf. [3, Chapter 7]). Parallel results hold for the index Whittaker convolution. For instance, letting \( \{ S_n \} \) be a \( \ast \)-additive Markov chain constructed as above, the following strong laws of large numbers are established as in [28] Theorems 7.3.21 and 7.3.24:

(a) If \( \{ r_n \}_{n \in \mathbb{N}} \) is a sequence of positive numbers such that \( \lim_{n} r_n = \infty \) and \( \sum_{n=1}^{\infty} \frac{1}{r_n} \left( \mathbb{E}[\tilde{\varphi}_2(X_n)] - \mathbb{E}[\tilde{\varphi}_1(X_n)^2] \right) < \infty \), then

\[
\lim_{n} \frac{1}{\sqrt{r_n}} (\tilde{\varphi}_1(S_n) - \mathbb{E}[\tilde{\varphi}_1(S_n)]) = 0 \quad \text{P-a.s.}
\]
If \( \{S_n\} \) is a \( \ast \)-random walk such that \( \mathbb{E}[\hat{\varphi}_2(X_1)^{\theta/2}] < \infty \) for some \( 1 \leq \theta < 2 \), then \( \mathbb{E}[\hat{\varphi}_1(X_1)] < \infty \) and
\[
\lim_{n \to \infty} \frac{1}{n^{1/\theta}} \left( \hat{\varphi}_1(S_n) - n\mathbb{E}[\hat{\varphi}_1(X_1)] \right) = 0 \quad P\text{-a.s.}
\]
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