A predictive biophysical model of translational coupling to coordinate and control protein expression in bacterial operons
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ABSTRACT

Natural and engineered genetic systems require the coordinated expression of proteins. In bacteria, translational coupling provides a genetically encoded mechanism to control expression level ratios within multi-cistronic operons. We have developed a sequence-to-function biophysical model of translational coupling to predict expression level ratios in natural operons and to design synthetic operons with desired expression level ratios. To quantitatively measure ribosome re-initiation rates, we designed and characterized 22 bi-cistronic operon variants with systematically modified intergenic distances and upstream translation rates. We then derived a thermodynamic free energy model to calculate de novo initiation rates as a result of ribosome-assisted unfolding of intergenic RNA structures. The complete biophysical model has only five free parameters, but was able to accurately predict downstream translation rates for 120 synthetic bi-cistronic and tri-cistronic operons with rationally designed intergenic regions and systematically increased upstream translation rates. The biophysical model also accurately predicted the translation rates of the nine protein atp operon, compared to ribosome profiling measurements. Altogether, the biophysical model quantitatively predicts how translational coupling controls protein expression levels in synthetic and natural bacterial operons, providing a deeper understanding of an important post-transcriptional regulatory mechanism and offering the ability to rationally engineer operons with desired behaviors.

INTRODUCTION

Engineering a genetic system often requires the coordinated expression of its proteins; for example, to express multi-subunit recombinant biologics, engineer genetic circuits to control cellular processes, catalyze bioconversions with multi-enzyme pathways, or assemble multi-protein organelles (1–5). When expression level ratios undergo transient or permanent changes, a genetic system’s behavior can deviate from its best possible performance; active biologic titers will decrease, genetic circuits will incorrectly process a signal, and a metabolic pathway’s activity will be reduced. Through genetic modifications, several approaches have been developed to control and coordinate protein expression levels. In eukaryotes, equimolar expression of proteins can be achieved by fusing subunit coding sequences together with a self-cleaving 2A peptide linker (6). In prokaryotes, by incorporating different combinations of promoters, the expression levels of two operons were varied to increase taxadiene production titers (7). Libraries of structured ribosome binding sites and RNAase binding sites were combinatorially inserted into the intergenic regions of 2- and 3-protein operons to improve amorphadiene biosynthesis (8). Combinations of plasmid origins of replication and ribosome binding sites were used to vary the expression level ratios of 15 genes grouped into three modules to increase fatty acid production (9). Several cis-acting, self-cleaving ribozymes were characterized and subsequently introduced into the 5′ UTRs of engineered genetic circuits to insulate their input-output transfer functions from promoter changes (10). The endoRNAse Csy4 from the Pseudomonas aeruginosa CRISPR system was employed to cleave mRNAs at a 28 nucleotide recognition sequence, separating 2-protein operons into mono-cistronic mRNAs that exhibited improved consistency in expression (11). Using the RBS Library Calculator, the multi-dimensional translation rate space of a 3-enzyme terpenoid biosynthesis pathway was characterized, mapped, and modeled to identify optimally balanced metabolic pathways (3). Using the same approach, a 5-enzyme synthetic Entner-Doudoroff pathway was rationally designed and systematically optimized, resulting in a 25-fold higher NADPH regeneration rate in Escherichia coli (5).
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Here, we employ the mechanism of translational coupling to coordinate the expression of multiple proteins in bacterial operons. We develop a biophysical model to predict expression level ratios in natural operons and to design synthetic operons that utilize translational coupling to achieve desired expression level ratios.

Translational coupling evolved in prokaryotic operons to satisfy several objectives that remain relevant when engineering genetic systems (12). First, using a single promoter, the expression of multiple genes in an operon can be regulated in response to changing metabolite levels or environmental conditions (13). By combining such co-regulation with metabolite-responsive promoters, recent studies have shown that autonomous control of multi-enzyme pathways can substantially increase their activity by eliminating transient imbalances in flux and the accumulation of toxic intermediates (14,15). Second, most operons have very short intergenic regions between their protein coding sequences to reduce the number of binding sites for endoribonucleases and therefore increase their mRNA transcript’s stability (16). 50% of operons in *E. coli* MG1655 have intergenic distances of 10 nucleotides or less and 34% of operons contain negative intergenic distances where upstream and downstream protein coding sequences overlap (17). Third, many operons have conserved gene orders, due to the need to sequentially express functionally related proteins, and to direct their co-translationally folding and assembly into multi-subunit protein complexes (18,19). It is within these constraints that translational coupling has become a ubiquitous mechanism enabling prokaryotes to control the expression level ratios of individual proteins within operons affecting wide range of biological processes, including housekeeping metabolism (20–25), natural product biosynthesis (26), nitrogen fixation (27), chemotactic signaling (28), post-translational protein modification (29) and both Sec-mediated and Type III protein secretion (4,30).

Translational coupling occurs when the translation rate of an upstream protein coding sequence (CDS) controls the translation rate of a downstream protein coding sequence through ribosome-mRNA interactions at intergenic regions, particularly when operons have adjacent or overlapping CDSs, where the ribosome binding site for the downstream CDS is located within upstream CDS. The magnitude of translational coupling is controlled by two separate mechanisms. First, ribosomes terminating translation of the upstream CDS can dissociate and re-initiate translation of the downstream CDS at a certain rate, called ribosome re-initiation (31). Second, ribosomes elongating along the upstream CDS will unfold mRNA structures, and the absence of these mRNA structures can increase the translation of the downstream CDS, called *de novo* initiation (24). Notably, elongating ribosomes hydrolyze GTP to ratchet forward along the mRNA, and therefore have additional energy to unfold mRNA structures (32). In contrast, prior to translation initiation, an assembling 30S ribosome does not have a source of external energy to unfold mRNA structures.

The mechanism of translational coupling has been utilized to control protein expression levels in operons. Selected lactococcal genes were translationally coupled to *E. coli lacZ* to control their expression in *Lactococcus lactis* (33). A long, multi-domain olefin megasynthase was translationally coupled to a reporter protein or antibiotic resistance marker as a way to monitor and improve its translation elongation via synonymous codon mutations (34). A collection of promoters and translational coupling cassettes were also shown to improve the rank-ordering of expression levels for a variety of protein coding sequences (35). Finally, translational coupling between reporter proteins was quantitatively perturbed and characterized by varying ribosome binding sites and intergenic distances between 31 and 850 nucleotides (36). Currently, while sequence features that play an important role in translational coupling have been noted, a mechanistic model that yields testable and quantitative predictions has not been proposed or experimentally validated.

In this work, we develop a physics-based, quantitative model of translational coupling that predicts translation rates according to an operon’s mRNA sequence. Our biophysical model accounts for both ribosome re-initiation and *de novo* initiation, including the effects of changing upstream translation rates, intergenic distances, and overlapping or intergenic sequences. We systematically measure ribosome re-initiation rates by constructing and characterizing 22 bi-cistronic operon variants. We then constructed 120 bi-cistronic and tri-cistronic operon variants to critically test model predictions, comparing measured and predicted downstream CDS translation rates while systematically increasing upstream CDS translation rates across a >10,000-fold range. We show that the model can predict the extent of translational coupling in natural bacterial operons and we illustrate how to use the model to rationally design intergenic regions to genetically hard-code desired expression level ratios.

### MATERIALS AND METHODS

#### Strains, media and cloning

*Escherichia coli* strains were cultured using Luria-Bertani (LB) media (10 g/l tryptone, 5 g/l yeast extract, 10 g/l NaCl), M9 minimal media (6 g/l Na2HPO4, 3 g/l KH2PO4, 0.5 g/l NaCl, 1 g/l NH4Cl, 0.24 g/l MgSO4, 0.011 g/l CaCl2, 0.05 g/l leucine, pH 7.4) with 0.4% glucose, or SOC media (20 g/l tryptone, 5 g/l yeast extract, 2.4 g/l MgSO4, 0.58 g/l NaCl, 0.19 g/l KCl, 3.6 g/l glucose) as described. 0.25 μg/ml biotin was added to the M9 minimal media when culturing *E. coli* EcNR1 strain (37). As described, media was supplemented with 50 μg/ml ampicillin or chloramphenicol for selections.

To construct the initial bi-cistronic and tri-cistronic operons, genetic systems were assembled from PCR-amplified parts using extension primers, followed by DNA assembly using the chew back, anneal and repair method (46). The constructed bi-cistronic operons contained a σ<sup>70</sup> constitutive promoter (BioBrick J23100), a synthetic RBS sequence, a codon-optimized mRFP1 fluorescent protein coding sequence, an intergenic sequence, a codon-optimized GF-Pmut3b fluorescent protein coding sequence, and an efficient transcriptional terminator (BioBrick B1006). Upstream RBS sequences were replaced by digestion with XbaI and SacI, followed by ligation using annealed
oligonucleotides with complementary overhangs. mRFP1-GFPMut3b intergenic regions were replaced by digestion with XhoI and EcoRI, followed by ligation using annealed oligonucleotides with complementary overhangs. We constructed tri-cistronic operons by inserting a codon-optimized Cerulean CFP coding sequence between the J23100 promoter and mRFP1 RBS of selected bi-cistronic operons by digestion with AatII and XbaI, followed by digestion and ligation of amplified PCR product with complementary ends. All bi-cistronic and tri-cistronic operons were carried on a CoIE1 vector with a chloramphenicol resistance marker. All cloned operons were verified by sequencing.

**Growth and fluorescence measurements**

Growth and fluorescence measurements were performed in 96-well high-throughput format. A deep 96-well plate containing 750 μl LB and 50 μg/ml chloramphenicol was inoculated from single colonies and grown overnight at 37°C with 200 rpm orbital shaking. A fresh 96-well microtiter containing 200 μl supplemented M9 minimal media was incubated at 37°C in a spectrophotometer (Tecan M1000) with high orbital shaking using a 1:80 dilution. OD$_{600}$ measurements were recorded every 10 min. Once a culture reached an OD$_{600}$ of 0.15–0.20 (3–4 h), a sample of each measurement was recorded every 10 min. Once a culture was transferred to a new microtiter plate containing 2 ml of culture to perform RNA extraction. RNA was isolated from cells using the TotalRNA Kit followed by removing 2 ml of culture to perform RNA extraction of each sample was measured with flow cytometer. The fluorescence distribution of each sample was measured by a flow cytometry using blue (488 nm) and green (532 nm) lasers (BD Fortessa). Fluorescence detectors were chosen to obtain <1% spectral overlap between CFP, mRFP1, and GFPMut3b fluorescence spectrums. The fluorescence distribution of each sample was measured with flow cytometer. The arithmetic average of each distribution was taken and the background autofluorescence of wild-type DH10B cells was subtracted from each sample. This procedure was repeated at least twice for each construct.

**RNA extraction and RT-qPCR measurements**

Selected transformed strains were inoculated from single colony streaks into 5 ml LB culture containing 50 μg/ml chloramphenicol and incubated overnight at 37°C. Cultures were then 1:10 diluted into 20 ml supplemented minimal media and incubated at 37°C until their OD$_{600}$ reached 0.5, followed by removing 2 ml of culture to perform RNA extraction. RNA was isolated from cells using the Total RNA Purification Kit (NORGEN #17200) as per the manufacturer’s protocol. To remove DNA contamination, the extracted RNA was DNase-treated using the TURBO DNA-free Kit (Ambion). 0.5 μg RNA per sample was used as template for complementary DNA (cDNA) synthesis using the ABI High Capacity RT Kit (PN #4368813). Separate, custom TaqMan probes were designed and ordered (Life Technologies) to bind to the designed of the GFPmut3b and mRFP1 coding sequences. RT-qPCR was then performed in triplicate in a 25 μl total reaction volume, containing 12.5 μl of TaqMan 2X Universal Mix (PN# 4324018) and 5 μl of the cDNA template, using an ABI 7300 RT-qPCR thermocycler. Simultaneously, RT-qPCR was used to measure the cultures’ 16S rRNA levels, which were used an endogenous internal control to normalize the mRNA levels of GFPMut3b and mRFP1.

**Statistical analysis and data sources**

Squared Pearson correlation coefficients were calculated ($R^2$) to determine the linear correlation between model predictions and experimental measurements. Two-tailed $T$-tests were calculated ($P$ values) to determine the statistical significance of these comparisons. All comparisons were statistically significant with a less than 5% probability of a random correlation ($P < 0.05$). Ribosome profiling measurement data was obtained from the Supplementary Information of (38), including the number of mapped RNA-seq reads per gene (RPKM units) and the number of mapped ribosome-bound reads per gene (arbitrary units). The number of bound ribosomes per unit transcript is their ratio (arbitrary units).

**RESULTS**

**A mechanistic model of translational coupling in bacterial operons**

Consider a multi-cistronic bacterial operon containing a promoter, a 5′ untranslated region (UTR), and at least two protein coding sequences (CDSs), separated by intergenic regions, followed by a transcriptional terminator (Figure 1A). The complete biophysical model calculates the translation rates for all CDSs within an operon, according to the sequences of the 5′ UTR, the CDSs and the intergenic regions. The ribosome’s interactions with a mRNA of arbitrary sequence are quantified according to a previously developed, multi-term free energy model (39–41). Here, we assume that each CDS has been sufficiently codon-optimized so that their translation elongation rates are high, and therefore their translation initiation rates are the rate-limiting step in the overall translation process. The model has five unknown coefficients that we determine by measuring the expression levels of rationally designed operon variants. The model also does not account for changes in transcription rate or sequence elements that could affect mRNA stability, and therefore there is a proportionality constant that relates translation initiation rates to protein expression levels.

The translation initiation rate of the first CDS is calculated according to $r_1 \propto \exp(-\beta \Delta G_{\text{total}})$, where $\Delta G_{\text{total}}$ is the 3OS ribosomal subunit’s total binding free energy to the 5′ UTR. Using a superscript to denote the first CDS, this total binding free energy is determined according to the model

$$
\Delta G_{\text{total}}^{(1)} = \Delta G_{\text{mRNA:rRNA}} + \Delta G_{\text{spacing}} + \Delta G_{\text{start}} + \Delta G_{\text{standby}} - \Delta G_{\text{mRNA}}
$$

which quantifies the energy needed to unfold mRNA structures that overlap with the ribosome’s footprint ($\Delta G_{\text{mRNA}} < 0$); the energy released when the ribosome’s 16S rRNA binds to the mRNA and when alternative non-inhibitory mRNA
Graphical Abstract

Figure 1. A Mechanistic Model of Translational Coupling. (A) Translation of a bi-cistronic operon. The schematic shows the (black arrow) promoter, the (yellow box) 5′ UTR, the (red) upstream coding sequence, the (orange box) intergenic region, the (green) downstream coding sequence, and the (hexagon) transcriptional terminator. The intergenic region contains an inhibitory RNA structure, a Shine-Dalgarno (SD) sequence, and overlapping coding sequences. (B) Ribosome re-initiation occurs when an upstream elongating ribosome dissociates and reassembles at an intergenic region, followed by translation initiation of the downstream coding sequence. (C) Ribosome de novo initiation occurs when cytosolic ribosomes assemble onto the mRNA at intergenic regions and initiate translation of the downstream coding sequence. (D) The proposed biophysical model of translational coupling quantifies the molecular interactions that control both ribosome re-initiation and de novo initiation rates according to an inputted mRNA sequence. Model components and their corresponding sequence region are color coded, including the free energies of inhibitory RNA structures (coupled and non-coupled), the intergenic distance, the free energy of the ribosome-bound state, and the upstream coding sequence’s translation rate.

structures refold after ribosome binding ($\Delta G_{mRNA-rRNA} < 0$); the energy released when the initiator tRNAfMet base pairs to the start codon ($\Delta G_{\text{start}} < 0$); an energetic penalty for ribosomal stretching or compression caused by a long or short spacer region between the 16S rRNA binding site and start codon ($\Delta G_{\text{spacing}} > 0$); and an energy penalty determined by the mRNA standby site’s interactions with the ribosome’s platform domain (41) ($\Delta G_{\text{standby}} > 0$). The free energy of the final state, $\Delta G_{\text{final}}$, is the sum of the first four energy terms. Using only the mRNA’s sequence as an input, these free energies are calculated using a semi-empirical model of RNA interactions (43) and previous empirical measurements of the ribosome’s flexibility and standby site interactions (39). The apparent Boltzmann factor $\beta$ has been measured in four studies to have a consistent value of $0.45 \pm 0.05$ mol/kcal (3, 39, 41, 44).

The translation initiation rate of the second CDS is then calculated by summing together two sources of translational coupling: ribosome re-initiation (Figure 1B) and ribosome de novo initiation (Figure 1C) according to

$$r_2 \propto r_{\text{reinitiation}}^{(2)} + \exp\left(-\beta \Delta G_{\text{total}}^{(2)}\right)$$ (2)
In our model, we propose that the ribosome re-initiation rate depends proportionally on the upstream CDS translation rate as well as the relative probability of ribosome re-assembly, which depends on the intergenic distance. This relationship can be expressed as

\[ r_{\text{reinitiation}}^{(2)} = k_F \text{k}_{\text{reinitiation}}(d_{12}) \exp \left(-\beta \Delta G_{\text{total}}^{(1)}\right) \tag{3} \]

where the coefficient \( k_{\text{reinitiation}} \) quantifies the intergenic distance dependence and \( k_F \) the proportionality constant between the ribosome assembly rate and the translation initiation rate. The intergenic distances are calculated according to \( d_{ij} = x_{\text{start}} - x_{\text{stop}} - 3 \), where \( x_{\text{start}} \) and \( x_{\text{stop}} \) are the positions of the first nucleotides in the \( j \)th CDS's start codon and the \( i \)th CDS's stop codon, respectively. Intergenic distances are negative when out-of-frame protein coding sequences overlap; for example, the intergenic sequence 5'-AUGAU/CGAUAA-3' has a distance \( d = -11 \). The most common overlapping intergenic sequence is 5'-AU/AGA-3' with a distance \( d = -4 \). In the following sections, we measured how the intergenic distance controls \( k_{\text{reinitiation}} \), and test if intergenic sequence has a substantial effect on \( k_{\text{reinitiation}} \). We then treat \( k_{\text{reinitiation}} \) as constant, and characterize several bi-cistronic operons to measure \( k_F \), which we then treat as a constant.

The rate of ribosome de novo initiation for the second CDS is then determined using a modified free energy model that automatically identifies and specially treats intergenic RNA structures that both inhibit translation initiation and overlap with the first CDS sequence. These RNA structures will be actively unfolded by ribosomes during translation elongation of the first CDS, enabling a second ribosome to bind to the intergenic region without having to unfold these specific RNA structures. As a result, the translation initiation rate of the second CDS will increase according to the amount of free energy needed to unfold these RNA structures. The first CDS's translation rate controls how likely these RNA structures will remain unfolded, and therefore the free energy bonus for the second ribosome. Accordingly, we calculate the total binding free energy for new ribosomes initiating translation at the second CDS using

\[ \Delta G_{\text{total}}^{(2)} = \Delta G_{\text{mRNA:RNA}} + \Delta G_{\text{spacing}} + \Delta G_{\text{start}} + \Delta G_{\text{standby}} - \Delta G_{\text{necoupling}} - \Delta G_{\text{coupling}} \tag{4} \]

where the free energy needed to unfold the mRNA in its initial state (\( \Delta G_{\text{mRNA}} \)) has been decomposed into two terms: a \( \Delta G_{\text{coupling}} \) that quantifies the unfolding free energies of all inhibitory RNA structures that overlap with the first CDS sequence, including the last nucleotide of the stop codon; and a \( \Delta G_{\text{necoupling}} \) that quantifies the unfolding free energy of all other RNA structures. RNA structures are considered inhibitory if they block the standby site or overlap with the Shine–Dalgarno sequence, the spacer region, or the downstream footprint region of the ribosome. RNA structures will be partially inhibitory if only a portion of them must be unfolded to unblock the standby site or otherwise enable ribosome binding. Notably, like the free energy model for the first CDS, RNA structures that are non-inhibitory will have free energy contributions to both \( \Delta G_{\text{necoupling}} \) and \( \Delta G_{\text{mRNA:RNA}} \), effectively canceling out their contribution to \( \Delta G_{\text{total}} \).

We quantify an elongating 70S ribosome’s ability to unfold inhibitory RNA structures using a dimensionless fraction \( F_{\text{coupling}} \) that can be interpreted as the fraction of time that a ribosome is actively translocating across an RNA structure, forcing it to remain unfolded. Conceptually, \( F_{\text{coupling}} \) can be derived by assuming that the RNA structure has two states (fully folded or unfolded) and that the rate of upstream translation proportionally increases the amount of unfolded state. With these assumptions and a conservation balance, the following simple expression relates the first CDS's translation rate to \( F_{\text{coupling}} \) according to:

\[ F_{\text{coupling}} = \frac{1}{1 + C \exp \left(\beta \Delta G_{\text{total}}^{(1)}\right)} \tag{5} \]

Equation (5) introduces a parameter \( C \), which we call the ribosome-assisted unfolding coefficient. We initially treat this parameter empirically and experimentally measure its value, but we can also derive an expression for \( C \) to provide an initial estimate. First, the average number of elongating ribosomes translating a coding sequence is determined by its translation initiation rate (I), its elongation rate (\( r_{\text{elong}} \)) about 60 nt/s, and the coding sequence's length \( L \) according to the expression \( (r L/r_{\text{elong}}) \), which assumes that ribosomes initiate and terminate translation under steady-state conditions. If we assume that elongating ribosomes are uniformly distributed across a coding sequence with a footprint of \( f_p \), then each one will occupy a fraction of the coding sequence's length \( (f_p / L) \). Therefore, the total fraction of coding sequence that is occupied by an elongating ribosome will be the product of these expressions \( (r L/r_{\text{elong}}) \), which has dimensionless units. We then separate this expression into a predicted translation initiation rate, which is \( (r L/r_{\text{elong}}) \), and the coefficient \( C \), which has an estimated value of 0.50 \( (f_p / r_{\text{elong}}) \). Additional factors could affect the value of \( C \), such as a slower elongation rate or the RNA structure's geometry or refolding rate.

For operons with three or more CDSs, translation initiation rates are calculated in a nested, iterative manner. Using Equation (3), the ribosome re-initiation rate for the third CDS is calculated, which depends on the calculated translation rate for the second CDS. Using Equations (4) and (5), the third CDS’s ribosome de novo initiation rate is calculated, which depends on the intergenic sequence between the second and third CDSs as well as the second CDS's calculated translation rate. Together, Equation (2) determines the third CDSs’ translation initiation rate. Iterations continue for the remaining CDSs in the operon.

Quantitative measurements of the ribosome re-initiation rate

We first quantitatively measured the extent of the ribosome’s re-initiation, and its dependence on the intergenic sequence and distance, by rationally designing synthetic intergenic regions, controlling upstream translation rates, and measuring downstream translation in a bi-cistronic mRFP1 and GFPmut3b reporter system (Figure 2A). Eleven intergenic regions were constructed and inserted into the bi-cistronic operon with intergenic distances that varied from \( d_{12} = -25 \) (5'-
AUGCCGACGUAUACCGGUCAAGUA-3′ to d_{12} = 25 (5′- UAACAUGUAUCCACACACACACAU AUG-3′). These intergenic regions were designed to minimize the ribosome's de novo initiation rate, by preventing the formation of mRNA structures and ensuring that the 3OS ribosomal subunit bound poorly to the downstream CDS's ribosome binding site, as quantified by a high ΔG_{total} free energy (lower ribosome affinity). We then designed two synthetic ribosome binding site sequences controlling mRFP1 expression with translation rates of 10 and 94 000 au on the RBS Calculator proportional scale.

The eleven intergenic sequences and two upstream RBS sequences were combined to construct 22 bi-cistronic operons. mRFP1 and GFPmut3b fluorescence levels were monitored during long-time E. coli DH10B cultures maintained in the exponential growth phase, and recorded using flow cytometry ('Materials and Methods' section). All single-cell fluorescence distributions were unimodal. All sequences and measurements are listed in Supplementary Data. As expected, the expression of the upstream CDS (mRFP1) increased substantially as a result of increasing its translation rate, on average 3160-fold. Concomitantly, the expression of the downstream CDS (GFPmut3b) also increased substantially, from between 4- and 49-fold, and the magnitude of the increase depended on the intergenic distance (Figure 2B).

A intergenic distance-dependent model of the ribosome re-initiation rate

We quantified the relationship between the ribosome re-initiation rate and intergenic distance by comparing the increase in upstream CDS expression to the increase in downstream CDS expression. For each intergenic distance, we calculate the apparent value of \( k_{\text{reinitiation}} \) by dividing the difference in downstream CDS expression (GFP\text{high} − GFP\text{low} fluorescence) by the difference in upstream CDS expression (mRFP1\text{high} − mRFP1\text{low} fluorescence), which yields a ratiometric coefficient that is independent of our model calculations (Figure 2C). We found that \( k_{\text{reinitiation}} \) has a linear relationship with intergenic distance between −25 and 25, except for a distance of −4. The resulting model has three fitted parameters and accurately calculates the downstream CDS translation rates for the 22 bi-cistronic operons (\( R^2 = 0.91, P = 5.94 \times 10^{-12} \)) (Supplementary Figure S1). Ribosome re-initiation was largely constant for \( d \) between 0 and 25 nucleotides with \( k_{\text{reinitiation}} = 0.0072 \pm 0.0018 \), and it decreased as the intergenic distance became more negative than \( d = −10 \) with a constant slope of 0.0004 per nucleotide (0.00040 ± 3 × 10^{-5}). At an intergenic distance of −4, however, the re-initiation rate was substantially higher with \( k_{\text{reinitiation}} = 0.0220 \), due to enhanced tRNA–mRNA binding. In the Discussion section, we propose a mechanistic model that explains how ribosome re-initiation rates depend on intergenic distances in terms of the ribosome’s scanning and detachment rates.

The fluorescence measurements and therefore the absolute values of \( k_{\text{reinitiation}} \) depended on a single unknown proportionality constant \( K \) that reflects the selected reporter proteins and the flow cytometry parameters used to measure their fluorescence levels. To determine the value of this proportionality constant, we recorded mRFP1 and GFPmut3b fluorescences in mono-cistronic operons on the same vector and found a 10.3-fold lower amount of GFPmut3b fluorescence, compared to mRFP1 fluorescence, when adjusting for different rates of protein expression. This apparent \( K \) is directly related to the constant \( k_p \) that is multiplied by \( k_{\text{reinitiation}} \) to arrive at the ribosome’s re-initiation rate; \( K \) multiplied by \( k_p \) must equal one. As a result, we set \( k_p \) to 10 and treat it as a constant for the remainder of this study. Below, we utilized all operon measurements and a sensitivity
analysis to find the value of $k_p$, which resulted in a similar answer.

**Predicting translational coupling rates in bi-cistronic operons**

Next, we investigated the biophysical model’s ability to predict the rate of translational coupling by designing and characterizing 76 bi-cistronic operon variants with six different intergenic regions. The intergenic regions were designed to have inhibitory mRNA structures that overlap with the upstream CDS and become unfolded by upstream elongating ribosomes. Three of the regions have the same intergenic distance ($d = -4$) with translationally coupled mRNA structures that have increasingly higher free energies of unfolding ($\Delta G_{\text{coupling}} = -5.3$, $-12.6$ and $-16.9 \text{ kcal/mol}$) (Figure 3A). In particular, the latter two mRNA structures have identical shapes, but with different nucleotide compositions and duplex stabilities. The other three regions have varying intergenic distances ($d = +3, -1, -11$) with similarly stable overlapping, inhibitory mRNA structures ($\Delta G_{\text{coupling}} = -8.9$ or $-11.1 \text{ kcal/mol}$) (Figure 3B). For all intergenic regions, we then designed 12–13 synthetic RBS sequences to systematically increase the translation rate of the upstream CDS from 1 to 391 000 on the RBS Calculator proportional scale. The translation rates of the downstream CDS also depend on the basal (non-coupled) translation rates, determined the $\Delta G_{\text{non-coupling}}$ and $\Delta G_{\text{final}}$ free energies. All sequences, measurements, and calculations are listed in Supplementary Data.

We monitored the upstream (mRFP1 fluorescence) and downstream (GFPmut3b fluorescence) CDS expression levels of the 76 bi-cistronic operons during long-time cultures maintained in the exponential growth phase, and recorded the mRNA levels of the 76 bi-cistronic operons during long-time cultures downstream (GFPmut3b fluorescence) CDS expression levels (gfpmut3b reporter). Four different sets of intergenic regions were constructed where the first intergenic region between CFP and mRFP1 contained two different inhibitory regions were systematically varied.

We then performed quantitative comparisons between these measurements and biophysical calculations to determine if a single model could explain how changing the upstream CDS translation rate controls downstream CDS translation rates. First, we utilized these measurements to determine the value of the ribosome-assisted unfolding coefficient, $C$, which relates the rate of upstream elongating ribosomes to the fraction of time that an RNA structure has been unfolded by a ribosome. The parameter $C$ controls the steepness of the sigmoidal curve that relates the upstream and downstream CDS’ translation rates via the de novo initiation mechanism. We determined that $C$ is 0.81 ± 0.17 by normalizing the 76 GFPmut3b fluorescence measurements, subtracting the re-initiation rates as a source of translational coupling, and finding the best-fit value of $C$ that minimized the difference between normalized measurements and predicted downstream CDS translation initiation rates. Fitting of this single parameter resulted in accurate translation initiation rate predictions for the downstream CDS across the 76 measurements with an average Pearson $R^2$ of 0.78 (Figure 3C). In contrast, if the mechanism of translational coupling was not included within the biophysical model, then the model predictions were not comparable to the measured translation rates (average $R^2 = 0.01$) (Supplementary Figure S3).

We observed that changing the intergenic region could have a proportional effect on the absolute amount of downstream CDS expression beyond the observed mechanism of translational coupling. Using the biophysical model to distinguish the known from unknown interactions, we found that two of the six intergenic regions had over-predicted Gfpmut3b expression levels with a maximum proportional change of 7.2-fold across all upstream CDS translation rates.

**Predicting translational coupling rates in tri-cistronic operons**

We further evaluated the biophysical model’s predictions by designing, constructing, and characterizing 44 tri-cistronic operon variants employing the CFP, mRFP1 and GFPmut3b reporters. Four different sets of intergenic regions were constructed where the first intergenic region between CFP and mRFP1 contained two different inhibitory RNA structures with $\Delta G_{\text{coupling}}$ energies of $-14.5$ and $-9.1 \text{ kcal/mol}$, while the second intergenic region between mRFP1 and GFPmut3b contained inhibitory RNA structures with $\Delta G_{\text{coupling}}$ energies of $-12.6$ and $-5.3 \text{ kcal/mol}$. To systematically increase the expression of the most upstream CDS, we designed and inserted 11 synthetic ribosome binding sites controlling CFP expression with trans-
Figure 3. Predicting translational coupling in bi-cistronic operons. The intergenic regions of bi-cistronic reporter operons were designed and characterized to quantitatively determine how inhibitory RNA structures control translational coupling. (black lines) Biophysical model predictions using $C = 0.81$ and $k_P = 10$ are shown alongside (black circles) upstream mRFP1 and downstream GFPmut3b expression level measurements as mRFP1 translation rates are systematically increased. Nucleotide colors are the same as in Figure 1. (A) Calculated $\Delta G_{\text{coupling}}$ ($\Delta G_{\text{non-coupling}}$) free energies are $-5.3 (-20.1)$, $-12.6 (-16.3)$ and $-16.9 (-16.3)$ kcal/mol, respectively. Boxes highlight a four nucleotide mutation between two operon variants. (B) Three additional bi-cistronic operons were designed with varying intergenic distances ($d = +3$, $-1$ and $-11$, respectively) and inhibitory RNA structures. Calculated $\Delta G_{\text{coupling}}$ ($\Delta G_{\text{non-coupling}}$) free energies are $-8.9 (-12.6)$, $-9.8$ and $-11.1 (-17.7)$ kcal/mol, respectively. (C) Predicted translation initiation rates are compared to measured downstream CDS (GFPmut3b) expression levels. The apparent proportionality factors are (blue squares, pTTBd-4-13) 9.8, (red circles, pTTBd-4-17) 5.5, (green diamonds, pTTBd-4-5) 17.3, (black circles, pTTBd-3-9) 31.0. (pink triangles, pTTBd-1-9) 30.8 and (brown stars, pTTBd-11-11) 4.3 with Pearson coefficients $R^2$ of 0.85 ($P = 5 \times 10^{-5}$), 0.86 ($P = 8 \times 10^{-4}$), 0.84 ($P = 3 \times 10^{-3}$), 0.77 ($P = 2 \times 10^{-4}$), 0.74 ($P = 4 \times 10^{-4}$) and 0.60 ($P = 0.0069$), respectively. Values and error bars are the mean and SD of three replicates. (D) The mRNA levels of the mRFP1 and GFPmut3b coding sequences within four variants of the bi-cistronic operon pTTBd-4-17 were measured as the mRFP1 translation rates were increased from 1 to 200 000 au on the RBS Calculator proportional scale. Values and error bars are the mean and SD of at least two replicates.
Figure 4. Expression measurements of tri-cistronic operons. The intergenic regions of four tri-cistronic operons were rationally designed and characterized to evaluate the biophysical model’s predictions. (blue lines) Biophysical model predictions using $C = 0.81$ and $k_P = 10$ are shown alongside (black circles) expression level measurements of CFP, mRFP1, GFPmut3b reporters as the $c_f p$ translation rates are systematically increased. Calculated $\Delta G_{\text{coupling}}$ ($\Delta G_{\text{non-coupling}}$) free energies for the two intergenic regions are (A) $-14.5 (-15.4)$ and $-12.6 (-16.3)$; (B) $-9.1 (-16.5)$ and $-5.3 (-20.1)$; (C) $-14.5 (-15.4)$ and $-5.3 (-20.1)$; (D) $-9.1 (-16.5)$ and $-12.6 (-16.3)$ kcal/mol. All have intergenic distances $d = -4$. Values and error bars are the mean and SD of at least two replicates.

tional scale (average $R^2 = 0.82$) (Figure 5BE), particularly for the intergenic regions that yielded higher expression levels (Figure 4ACD), where the Pearson $R^2$ comparisons were 0.94 ($P = 3 \times 10^{-6}$), 0.91 ($P = 2 \times 10^{-5}$) and 0.90 ($P = 3 \times 10^{-5}$). The $gfp\text{mut3b}$ translation initiation rates were predicted using the same approach; the predicted $m\text{RFP1}$ translation rates and the $m\text{RFP1}-gfp\text{mut3b}$ intergenic sequence were fed into the biophysical model and the translation initiation rates of $gfp\text{mut3b}$ were calculated. Compared to the measured expression levels, the biophysical model was also able to accurately predict $gfp\text{mut3b}$ translation rates on a proportional scale (average $R^2 = 0.73$) (Figure 5CF). As before, excluding the mechanism of translational coupling from the biophysical model resulted in a sharp reduction in accuracy; $m\text{RFP1}$ and $gfp\text{mut3b}$ translation rates were not well-predicted ($R^2$ values $< 0.01$) (Supplementary Figure S4). Overall, incorporating translational coupling into the biophysical model was essential to accurately predicting translation initiation rates within multicistronic operons.

Importantly, though the bi-cistronic and tri-cistronic operons have distinctly different 5′ UTR and intergenic sequences as well as gene orders, the model was able to predict their translation initiation rates with similar accuracy. For example, the addition of the $c_f p$ protein coding sequence as the first gene within the tri-cistronic operon altered the translation initiation of the 5′ UTR by enabling the formation of mRNA structures that inhibited ribosome binding. These changes in upstream CDS translation rate then propagated forward via translational coupling to affect the translation rates of both the $m\text{RFP1}$ and $gfp\text{mut3b}$ CDSs. By quantifying the strengths of the molecular interactions controlling translation initiation and translational coupling, the model was able to account for these significant changes in operon sequence and architecture.
We then performed a sensitivity analysis on the conversion factor between ribosome assembly and re-initiation rate ($k_P$) and the ribosome-assisted unfolding constant ($C$) to determine how changing their values altered the model’s translation initiation rate predictions. We quantified the range of parameter values that yielded translation rate predictions within the 95% confidence interval, using the 120 bi-cistronic and tri-cistronic operon variants, totaling 360 translationally coupled expression levels, as the experimental measurements. We found that the best-fit values for $k_P$ and $C$ were 14 and 0.81, respectively, and that the 95% confidence ranges for these parameters were [8.33] and [0.67,1] (Supplementary Figure S5). Changing the value of $C$, based on the bi-cistronic operon measurements, did not improve the model’s ability to predict the translation initiation rates in the tri-cistronic operons. Similarly, the best-fit value of $k_P$ largely agreed with the previous measurement of $k_P$ that relied on separate measurements of mono-cistronic mRFP1 and GFPmut3b expression.

However, we found that modifications to the intergenic regions had an effect on the absolute expression levels of downstream CDSs within the tri-cistronic operons (Figure 5). For example, after accounting for model-predicted differences in translation rates, there was an 8-fold decrease in mRFP1 expression at all upstream cfp translation rates (Figure 5B) when the inhibitory RNA hairpin in the cfp-mRFP1 intergenic region had a shortened stem (Figure 4A versus Figure 4D). This modification to the cfp-mRFP1 intergenic region also lowered GFPmut3b expression at all upstream cfp translation rates by 4.5-fold, though the mRFP1-gfpmut3b intergenic region was unchanged. The reductions in mRFP1 and GFPmut3b expression, independent of the cfp translation rate, suggested the presence of other interactions that have a multiplicative effect on protein expression (e.g. changes to mRNA stability). The magnitude of these interactions are quantified by an apparent proportionality factor $K$. 

Figure 5. Biophysical model predictions for tri-cistronic operons. (A) A comparison between expression measurements of tri-cistronic operons and the biophysical model’s predictions of translational coupling without using a proportionality factor. (B) The same comparison is performed after multiplying the predicted translation rates by proportionality factors as shown. Average Pearson $R^2$ values for comparison are 0.67, 0.82 and 0.73, left-to-right respectively, and are unchanged by the value of the proportionality factor. Colors represent the operon variants (black) pTTTd-4-15-13, (red) pTTTd-4-9-5, (green) pTTTd-4-15–5 and (blue) pTTTd-4-9-13. Values and error bars are the mean and SD of at least two replicates.
In contrast, if the mRFPI-gfpmut3b intergenic region was modified while leaving the cfp-mRFPI intergenic region unchanged, GFPmut3b expression levels decreased by only a factor of 2.3 at all upstream cfp translation rates, while mRFPI expression levels were largely similar (1.45-fold a factor of 2.3 at all upstream changed, GFPmut3b expression levels decreased by only factor of 13.85- and 10.2-fold, respectively (Figure 5DEF). Therefore, the additional factors controlling proportional changes in expression level, beyond translational coupling, were sequence-specific and only found here within the first intergenic region. Overall, across the four intergenic regions, the absolute levels of mRFPI and gfpmut3b expression levels differed from model predictions by at most a proportional factor of 13.85- and 10.2-fold, respectively (Figure 5DEF). These differences in the proportionality factor quantify the magnitudes of the interactions, beyond translational coupling, that can affect downstream CDS expression levels, but are not included within the model. Below, we discuss how incorporating additional gene regulatory mechanisms in operons can explain the changes in the apparent proportionality factor.

Predicting translational coupling in a natural operon

Advances in next-generation sequencing-based assays have enabled quantitative measurements of mRNA levels and ribosome occupancies across an organism’s transcriptome (37,45). In particular, the RNA-Seq and ribosome profiling techniques were recently applied to E. coli MG1655 to determine its genome-wide mRNA levels and ribosome occupancies in complete, minimal, and methionine-free MOPS medias (38). Here, we apply our biophysical model of translation initiation and translational coupling to predict the translation initiation rates of coding sequences within a natural operon and compare to these genome-wide measurements.

Prior to these comparisons, it is important to examine the types of data generated by these sequencing-based techniques and to analyze the assumptions needed to compare these measurements to model predictions. First, RNA-Seq measurements are typically reported using units of reads per kilobase of mRNA per million reads (RPKM). The RPKM unit accounts for differences in CDS length and sequencing coverage, and provides a proportional measurement of mRNA concentration, though the average RPKM across a transcriptome will vary from one organism to another (46). Therefore, mRNA level measurements in units of RPKM exist on a proportional scale.

Similarly, the ribosome profiling technique records the number of bound ribosomes to mRNA transcripts, which is averaged across a CDS’s length to provide gene-level ribosome numbers. The average number of ribosomes per mRNA transcript can be quantified by dividing these gene-level ribosome numbers by mRNA level measurements, yielding a quantitative metric for gene-level ribosome density. The conversion from ribosome densities to mRNA translation rates, however, depends on both the mRNA’s translation initiation and elongation rates, which confounds a direct comparison between measured ribosome densities and model-predicted translation initiation rates. Instead, in the initial analysis of ribosome profiling measurements (38), it was assumed that all E. coli genes have the same translation elongation rates, though this assumption was never experimentally validated and it is not likely to be true. In particular, the measured ribosome densities for 90% of E. coli genes varied by only 11.8-fold. If translation elongation rates were the same for all genes, that would imply that translation initiation rates only vary by 11.8-fold across the entire transcriptome, which is also not likely to be true. Therefore, we should only compare measured ribosome densities to predicted translation initiation rates when there is reason to suspect that the coding sequences within an operon have roughly equal translation elongation rates.

We selected the atpIBEFHAGDC operon as it was previously used as an illustrative example (38) and because it encodes nine coding sequences without any known internal promoters or transcriptional terminators. The Atp proteins bind together to form a large multimeric complex, composed of the ATP synthase F0 complex (AtpBE10F2) and the ATP synthase F1 complex (AtpHABC2,DG5), and therefore are more likely to have synchronized and similar translation elongation rates. Accordingly, the measured numbers of ribosomes bound to each CDS were roughly proportional to the expected protein stoichiometries within the ATP synthase complex. For example, the number of transcript-bound ribosomes for atpE was 10.7-fold higher than atpB as a result of a 2.4-fold higher mRNA level and a 4.4-fold higher ribosome occupancy per transcript. Notably, because the atp operon features nine genes and four different protein stoichiometries, it provides a larger number of unique data-points for comparison than other operons.

When using the experimentally measured transcriptional start site upstream of atpI and the more highly translated GUG start codon for atpI, the biophysical model was able to accurately predict the translation initiation and translational coupling rates for all atp genes when compared to measured ribosome densities ($R^2 = 0.72$, $P = 0.004$) (Table 1). When translational coupling was not included within the model, the translation initiation rates for atpF and atpA were less accurately predicted ($R^2 = 0.65$, $P = 0.008$); ribosome re-initiation is responsible for 98% of atpF translation initiation, and the intergenic region for atpA contains an overlapping inhibitory RNA structure ($\Delta G_{\text{coupling}} = -5.9$ kcal/mol) that increases its translation initiation rate by 6.5-fold. Overall, the biophysical model of translation initiation and translational coupling could explain why the protein synthesis rates from the atpIBEFHAGDC operon are proportional to the expected protein stoichiometries.

Design criteria for intergenic regions to coordinate expression in synthetic operons

Using the biophysical model, we now analyze how intergenic regions can be designed to coordinate protein expression within synthetic bacterial operons. Our applications of interest include the co-expression of multi-subunit proteins and multi-enzyme pathways. First, an operon’s upstream and downstream CDSs’ translation rates will be linearly related when an intergenic region does not have any inhibitory RNA structures that overlap with the footprint of upstream elongating ribosomes ($\Delta G_{\text{coupling}} = 0$). Due to ribosome re-initiation, the slope of this relationship is controlled by the
The biophysical model’s predicted translation initiation rates with and without coupling are compared to gene-level ribosome density measurements, previously obtained by Li et al. (38).

**Table 1. Translational coupling in the *atp* operon**

| Gene | Ribosome read counts (au) | mRNA read counts (RPKM) | Ribosomes per transcript (au) | Transl. init. rate (with coupling) | Transl. init. rate (without coupling) | Coupling factor |
|------|--------------------------|-------------------------|-----------------------------|-------------------------------------|--------------------------------------|----------------|
| atpI | 151                      | 764                     | 0.20                        | 0.014                               | 0.014                                | 1.00           |
| atpB | 10508                    | 1695                    | 6.20                        | 2.47                                | 2.47                                 | 1.00           |
| atpE | 112959                   | 4114                    | 27.46                       | 1.98                                | 27.73                                | 1.01           |
| atpF | 17866                    | 3109                    | 5.75                        | 0.034                               | 57.63                                | 1.00           |
| atpH | 9335                     | 2938                    | 3.18                        | 2.75                                | 2.15                                 | 1.28           |
| atpA | 30696                    | 2724                    | 11.27                       | 4.61                                | 0.71                                 | 6.54           |
| atpG | 9832                     | 1914                    | 5.14                        | 4.88                                | 4.55                                 | 1.07           |
| atpD | 30603                    | 2177                    | 14.06                       | 4.80                                | 4.46                                 | 1.08           |
| atpC | 12695                    | 2193                    | 5.79                        | 12.60                               | 12.26                                | 1.03           |

The biophysical model’s predicted translation initiation rates with and without coupling are compared to gene-level ribosome density measurements, previously obtained by Li et al. (38).

**DISCUSSION**

Translational coupling is a ubiquitous mechanism for controlling protein expression levels in bacterial operons. While its effects have been observed in several cases (4,20–30,34–36), a physics-based model had not been formulated or tested. In this study, we have developed a biophysical model that predicts how translational coupling controls protein expression level ratios within bacterial operons, quantifying the rates of both ribosome re-initiation and de novo initiation for each coding sequence. Our model has five free parameters whose values were determined through the characterization of 142 rationally designed operons with systematically varied characteristics. As a result, the model was able to accurately predict how changing the translation rates of upstream coding sequences controlled the translation of downstream coding sequences in both bi-cistronic and tri-cistronic operons. The model also quantifies how altering intergenic distance and the folding stabilities of intergenic RNA structures controls translational coupling. Importantly, the biophysical model performs these predictions using mRNA sequence as its only input, which allows its calculations to be combined with other sequence-to-function models to predict the function of complex genetic systems.

A key novelty of our study is the rational design of synthetic genetic systems with targeted and systematically varied properties to perturb specific interactions controlling gene expression and system function. Through characterization of these systems, we were able to distinguish separate sets of interactions controlling ribosome re-initiation and de novo initiation and therefore develop a quantitative model for each of these components of translational coupling. To carry out this rational design, it was essential to use a previously developed sequence-to-function model, the RBS Calculator, to design 5’ UTR sequences and systematically control the translation rates of upstream coding sequences (40). As this example illustrates, to develop a more complete understanding of how sequence controls genetic system function, it will become increasingly necessary to bootstrap the predictions of one model to formulate and test the predictions of more complex models.

Analysis of our results has also provided a more complete picture of the ribosome-ribosome interactions that are responsible for ribosome re-initiation. First, the re-
initiation rate is substantially higher ($k_{\text{reinitiation}} = 0.022$) at $d = -4$ because the 30S ribosomal complex's tRNA$_{\text{Met}}$ anti-codon loop (3'-UACU-5') forms four Watson–Crick base pairings with the intergenic sequence (5'-AUGA-3') (47) and scanning is not required to re-initiate translation. Second, when scanning is necessary for ribosome re-initiation, the rate of translation appears to be governed by a one-dimensional random walk along the mRNA with spontaneous detachment. After the 70S ribosome reaches a stop codon and dissociates, the 30S ribosomal subunit uses its positively charged platform domain to remain loosely bound to the mRNA. Through non-specific interactions, the 30S ribosome scans along the mRNA in both directions and has a small chance of detaching completely from the mRNA, returning to the cytosolic ribosome pool. Forward movement is unimpeded and appears to have a sufficiently high velocity as the probability of ribosome re-assembly, as quantified by $k_{\text{reinitiation}}$, is similar for short distances up to 25 nucleotides ($k_{\text{reinitiation}} = 0.007$). In another study, for longer intergenic distances up to 350 nucleotides, the ribosome re-initiation rate decreased by 1.4- to 2.0-fold for every 100 nucleotides (36). However, we found that a 30S ribosome's reverse movement is impeded as it scans across an upstream coding sequence. It it collides with an elongating 70S ribosome, the 30S ribosome will detach from the mRNA and return to the cytosolic pool. The probability of avoiding a collision and re-initiating translation decreased by 11.6-fold when the upstream and downstream coding sequence overlapped by 25 nucleotides. Interestingly, no additional sequence specificity, such as a Shine-Dalgarno sequence, appears to be needed for a ribosome to re-initiate translation at a start codon after it successfully scans to its location, though the presence of a Shine-Dalgarno sequence will increase the basal (non-coupled) translation rate.

Using Markov modeling, we can relate these measured re-initiation rates to the 30S ribosome's per-nucleotide scanning and detachment rates, as quantified by the transition rates $a_{\text{scan}}$ and $a_{\text{off}}$, respectively. The probability of a ribosome scanning forward by one nucleotide without detaching is $a_{\text{scan}} / (a_{\text{scan}} + a_{\text{off}})$. The probability of N such forward moves to find a start codon is $[a_{\text{scan}} / (a_{\text{scan}} + a_{\text{off}})]^N$. If we assume that scanning is forward-only, then a 2-fold decrease in re-initiation per 100 nucleotides would indicate that the ribosome's scanning rate is 144-fold faster than its dissociation rate. If we assume that scanning is bidirectional, but without detachment collisions between different 30S scanning ribosomes, then the scanning rate is 72-fold faster than its dissociation rate. Conversely, the probability of a ribosome scanning backwards N nucleotides, while not encountering an elongating ribosome, had much higher detachment rates. For reverse movement, the scanning rate was only 4.9-fold faster than the dissociation rate.

Next, we further illustrate how elongating ribosomes unfold mRNA structures within intergenic regions and control de novo initiation of downstream CDSs. First, the presence of mRNA structures within the upstream CDS could have influenced the ribosome's translation elongation rate. However, because elongating ribosomes actively hydrolyze GTP and have an external energy source during translocation, we expect that most RNA structures are not stable enough to pause translocation. Accordingly, we did not observe any appreciable changes in 1st CDS expression level as we altered the stabilities of RNA structures within the first intergenic region, particularly in the bottom three nucleotides that would most affect translocation times.

Second, the ribosome's translation initiation rate, elongation rate, and footprint length will all determine how likely an RNA structure will become unfolded. To model this relationship, we derived the ribosome-assisted unfolding coefficient $C$, which depends on the ribosome's footprint length and elongation rate, and converts the upstream CDS's translation initiation rate into the fraction of time that an intergenic RNA structure remains unfolded. Interestingly, our theoretical estimate for $C$, based on a footprint of 30 nucleotides and an elongation rate of 60 nucleotides per second, largely agrees with our empirical measurements (0.50 versus 0.81). We would expect to see a difference if our reporter coding sequences had slower translation elon-
gation rates or if partial refolding of intergenic RNA structures took place.

Third, according to our model, we expected to see a sigmoidal relationship between upstream and downstream translation rates, where very high upstream CDS translation rates lead to a plateau in downstream CDS expression. However, it was also possible that over-crowding of elongating ribosomes at intergenic regions could block the binding of free cytosolic ribosomes, leading to lower downstream CDS expression levels. In several cases, we observed the expected expression plateaus, but did not measure any appreciable decrease in downstream CDS expression that would indicate that ribosomal over-crowding was a significant factor. As a result, it appears that elongation rates of these coding sequences were sufficiently fast, compared to the highest initiation rates, for ribosomes to clear the intergenic region.

Lastly, by comparing model predictions to measurements, we can distinguish between the known and unknown interactions that control protein expression levels. Here, we observed that changing the intergenic sequence unexpectedly resulted in proportional changes in downstream CDS expression levels across all upstream CDS translation rates as quantified by a proportionality factor that varied by at most 7.2- and 14.2-fold for the bi-cistronic and tri-cistronic operons. These differences in CDS expression levels at the second and third gene positions could be caused by a combination of several factors: lower downstream mRNA levels from RNA polymerase fall off, lower mRNA stabilities from RNAse activity, increased translation through coupling between transcription and translation (48), and mis-calculated ribosome binding free energies. Assuming that mis-calculated translation initiation and coupling rates are the only source of error, the maximum free energy error in $\Delta G_{\text{final}}$, $\Delta G_{\text{coupling}}$, or $\Delta G_{\text{non-coupling}}$ would be 4.4 and 5.9 kcal/mol, respectively. If the stability of the transcript decreased by 2-fold as a result of introducing an RNA structure that was cleaved by an RNAse, then the maximum free energy error would be 2.8 and 4.4 kcal/mol, respectively. Transcription-translation coupling would result in a 40% increase in downstream CDS expression level per 1 kb of distance from the CDS's start codon to the mRNAs transcriptional start site (48). If we account for this effect, then we would expect to observe an increase in mRFP1 and Gfpmut3b expression level by a factor of 1.32 and 1.6 (48). By combining the lower mRNA stability and the effect of transcription-translation coupling, the maximum free energy error estimate becomes 2.2 and 3.3 kcal/mol, respectively. Changes in DNA copy number, operon transcriptional direction, first-gene mRNA stability, and RNA folding kinetics will also influence overall protein expression levels.

With the incorporation of translational coupling, we have developed a more comprehensive and accurate sequence-to-function biophysical model of translation initiation for multi-cistronic operons. By accounting for all known interactions, biophysical models are more capable of identifying knowledge gaps, designing experiments, and making testable predictions than observational correlations. Improving the accuracy of these models is an essential step towards engineering genetic systems without trial-and-error. A software implementation of the biophysical model of translational coupling (version 1.0) is available at http://salislab.net/software as part of a new design method, called the Operon Calculator.
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