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Abstract

In the last few decades, the robotics world has seen great progress at all levels, from personal assistant robots to multi-robotic and intelligent swarm systems. Simulation platforms play a critical role in this improvement due to efficiency, flexibility, and fault tolerance they provide during the cycles of developing and testing new strategies and algorithms. In this paper, we model a new mobile robot equipped with a 2D Lidar using Robot Operating System (ROS) and use this robot model to develop a robot detection method in Gazebo simulation environment. Detecting surrounding objects and distinguishing robots from these objects (kin detection) are essential in multi-robot and swarm robotic applications. In this paper, we use Lidar to handle this task by applying the following steps: (1) acquisition of laser data and pre-processing, (2) segmentation of data using the point-distance-based segmentation method, (3) classification of segments by applying two levels of filtering: filtering by segment diameter which aims to eliminate segments that don’t fit a certain size (Lidar size) using features for each segment, filtering by segment shape to check remaining segments to test if they fit the Lidar’s shape (which is a circle with known radius) or not by using the circle fitting method and (4) identify the position of kin relative to the observer robot. Two different scenarios are discussed in the experiments section. In the first scenario, many cylindrical objects with radius different from the robot’s Lidar were used in addition to a robot, and thus objects are distinguished from the robot in the first level of filtering without using the second one which may be a complex operation. In the second scenario, various objects with a similar radius were used, and due to the similarity in the radius between the Lidar and the objects, it was necessary to apply all the method’s steps to detect the kin robots. It was noticed from experiments that the accuracy of the results depends on two main factors: the distance between the observer robot and other objects or robots and the amount of noise in the Lidar measurements.
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ROS ve Gazebo Kullanarak Lidar Tabanlı Robot Tespit Görevinin Simülasyonu

Öz
Son birkaç on yılda, robotik dünyada, kişisel asistan robotlardan çoklu robotik ve akıllı sürü sistemlerine kadar her seviyede büyük ilerleme görüldü. Simülasyon platformları, yeni stratejiler ve algoritmalar geliştirme ve test etme döngüleri arasında sağladıkları verimlilik, esneklik ve hata toleransı nedeniyle bu gelişmede kritik bir rol oynamaktadır. Bu makalede, Robot İşletim Sistemi’ni (ROS) kullanılma 2D lazerli telemetre ile donatılmış yeni bir mobil robot modelleniyoruz ve bu robot modelini Gazebo simülasyon ortamında bir robot algılama yöntemi geliştirme için kullanıyoruz. Çevrexeki nesneleri algılamak ve robotları bu nesnelerden ayrı etmek (kin algılama), çoklu robot ve sürü robotik uygulamalarında çok önemlidir. Bu makalede, robot algılama görevini yine getirmek için Lidar kullanarak aşağıdaki adımları uygulamaktadır: (1) lazer verilerinin elde edilmesi ve ön işleme, (2) nokta-mesafeye dayalı segmentasyon yöntemi kullanarak verinin segmentlere ayrılmasını, (3) iki filtreleme seviyesi uygulayarak segmentlerin sınıflandırılması: her bölüm için özellikler kullanarak belirli bir boyuta (Lidar boyutu) uyumayan bölümleri ortadan kaldırmayı amaçlayan bölüm çapına göre filtreleme yapmak, kalan parçaları Lidar’ın eğimine uyum sağlaması (bilinen yarıçaplı olan bir daire) test etmek için segmentektine göre filtreleme ve (4) gözlemci robota göre köşesi robotun pozisyonunu tanımlar. Deneylerin sonunda, her bir senaryoda bir robotün yanı sıra, robotun Lidar’ın farklı yarıçapı sahip birçok silindirik nesne kullanmış ve bu nedenle nesneler, ikinci bir karmakış işlem olabilecek ikinci filtreyi kullanmadan, ilk filtreleme düzeyinde robottan ayrılmıştır. İkinci senaryoda, benzer yarıçaplı sahip çeşitli nesneler kullanıldığı ve Lidar ile nesneler arasındaki farklıca benzerlik nedeniyle, kin robotları tespit etmek için tüm yöntemlerin adımlarını uygulamak gerekliydi. Deneylerden, sonuçların doğruluğunu incelemede bir fakta göre bağlı olduğu göstermiştir: gözlemci robotu ile diğer nesneler veya robotlar arasındaki mesafeye ve Lidar ölçümündeki ehrartmiş miktardaki algoritma.

Anahtar Kelimeler: Robot tespiti, Soydaş tespiti, Lidar, ROS, Gazebo, Robotik.

1. Introduction
Robotics may be one of the most common words we frequently hear in the world of technology. Robotics is the science and study of robots, which aims to make machines that are able to perform tasks on human commands or by themselves to make work easier or more productive.

A robot is an integrated system that consists of different types of actuators, sensors, control systems, and software to perform various tasks, whether in our daily life or for the industry. Robotics is an indisciplinary research of physics, mechanical and electrical engineering, and computing science. In general, there are two main types of robots based on the degree of mobility: fixed robots which cannot move with respect to certain components of their environment; mobile robots which can travel in the environment by using various means of locomotion. Nevertheless, nowadays mobile robots are more desirable due to their navigation and sensing capabilities that are useful for many different tasks. Moreover, mobile robots can now work in cooperation to accomplish some critical tasks that are beyond the capabilities of a single robot as the case of multi-robot and swarm robotic systems.

Swarm robotics is an innovative approach inspired from studying the collective behavior of social animals which have the ability to cooperate and coordinate among themselves for solving common problems such as foraging and flocking [1]. Several mobile robot platforms have been developed to study swarm robotic systems, some of which are listed in Table 1. But as is clear from Table1, the price of these robots is relatively high, and the cost will increase dramatically when the number of required robots is high as in the case of swarm robotics. In addition to that, there will also be an operation cost when more than one or two experiments is required to create or evaluate some algorithms. Therefore, it was necessary to look for an alternative solution to reduce the total cost and facilitate the algorithms development process. One possible solution is developing and using robot simulators.

| Robot Name | Sensors | Cost (USD) | Diameter | Autonomy |
|------------|---------|------------|----------|----------|
| AMiR [2]   | Distance, light, bearing | 84         | 6.5 cm   | 2 h      |
| R-one [3]  | Light, IR, gyro, bump, Wi-Fi module | 285       | 10 cm    | 6 h      |
| Autobot [4]| IR, encoder, radio communication | 112       | 12 cm    | 2 h      |
| Colias [5] | Distance, light, bump, bearing, range | 32         | 4 cm     | 1-3 h    |
| Jasmine [6]| Distance, light, bearing | 103       | 3 cm     | 1-2 h    |
| Robot [7]  | Distance, bearing, vision, compass | 1034      | 12 cm    | 10 h     |
| E-puck [8] | Distance, camera, bearing, accele, mic | 750       | 7.5 cm   | 1-10 h   |
| Pi swarm [9]| IR, accelerometer, magnetometer, gyroscope, temperature, light, RF transceiver, LED’s | 213       | 9 cm     | 2 h      |
Simulation and virtual reality, became essential tools in many fields of science in recent years, particularly when the process of testing some method or trying to innovate a novel algorithm needs more than one prototype and evaluating these models is costly due to possible failures as in robotics research. Robot simulators have seen considerable development in the last decade, and the list of simulation software and tools can be quiet long, as an instance, Player-Stage-Gazebo (PSG) simulator [31] considered one of the most popular simulators in swarm robotics applications. In fact, the first obstacle that can be faced when we want to deal with like these tools is to decide which the best simulator for our own application. Actually, there is no ideal simulation tool for all scenarios because each of them has advantages and drawbacks, and this issue depends primarily on the kind of application and the required features. But in general context, simulators can be classified under two main categories based on robot prototyping method: (1) Using the own simulator as a creation tool like Marilou [34] and 4DV-Sim [35], (2) Using external tools like Webots [33], V-REP [32], and Gazebo [13]. From another side, simulators differ in degree of complexity, while some simulation software has a user-friendly and relatively simple tools but restricted only to 2D environments, other simulation tools focus more on the accuracy of physical simulation engines and allow users to integrate their own robot models and virtual environments but still a bit complex to deal with [10].

In addition to the emergence of simulators, there were also many efforts to develop some common systems that provide a wide collaboration for developing various robotic applications, and that is what was later referred to as robot software platforms. These platforms can be used alongside simulators, which can form a powerful utility for communicating with them, sending commands to engines, reading sensor data, and responding in accordance with the task assigned to the robot. There is a wide diversity in the robotics industry, which is associated with different hardware platforms. Therefore, having some kind of robot software platform which allows even non-robot field software engineers to develop many robot applications without having expertise in hardware is considered very valuable work as it reduces development time dramatically. So, platforms within the robotics field, have been gaining great attention recently, and today, there are many different kinds of them [11].

Whereas simulators can be used to develop various individual robotics platforms, using them in the field of multi-robot systems remains more common. Many collective behaviors tasks such as aggregation [27], pattern formation [28] and flocking [29] have been developed using simulators but regardless of the type of task required, detecting surrounding objects in the environment and distinguishing robots from these objects are essential for robot’s operations. Several studies have proposed solutions to handle this issue which is often called “kin detection task” using different types of sensor like, infrared [20], ultrasound [21], vision [22], and Lidar [23, 24, 25] sensors. Lidar-based studies use a common approach which depends on using circular robots or any circular object attached to the robot (As in our case where we use a circular-shaped Lidar) and then attempting to detect these robots by taking advantage of circularity and known diameter of these robots or objects attached to them. The main idea of these studies is to find segments from Lidar measurements corresponding objects in the environment and apply one of the circle fitting methods to find robots. In this study, we present kin robot detection task as an example of using the pre-designed mobile robot in multi-robot tasks. All tests have been performed in a simulation environment using ROS and Gazebo with using circular objects which have different diameters from the Lidar and non-circular objects having the same width as the Lidar diameter.

This paper is organized as follows. Section 2 presents the architecture of ROS as a robotics middleware to model robot and to handle sensor data and Gazebo as a simulator framework. In section 3, the process of creating a model and simulate it in Gazebo will be described, followed by implementation of kin detection task in section 4. We end this paper with conclusions and describe future works being planned in the last section.

2. ROS and Gazebo

2.1. ROS Architecture

ROS stands for Robot Operating System, which is an open-source robot software platform that provides services expected from any operating system like hardware abstraction, device control, communication between processes, and file management. It also provides various tools and libraries which give the ability to build, write, debug, and run code across different workstations [12]. ROS is not a real operating system in the conventional sense such as Windows, Linux, and Mac, but it is a meta-operating system that runs over the installed operating system, and it has the ability to perform processes such as scheduling, data transmission/reception, loading, monitoring, and error handling by utilizing virtualization layer between applications and distributed computing resources [11]. In order to achieve that ROS has some distinctive characteristics as follows:

- **Distributed Structure**: ROS was built from small software modules called nodes, where each node has the ability to run and exchange data independently with the help of a master node called "roscore" that acts as a lookup table and provide the communication between these nodes.

- **Package Management**: In ROS, codes that relate to each other and achieve the same purpose are grouped in the form of packages so they can be easily managed.

- **Public Repository**: ROS is an open-source package-based framework, so packages are available for any developer on a public level (e.g., GitHub).
Multi-Lingual: ROS platform provides client libraries that support different programming languages such as Python, C++, and Lisp. So, ROS software modules can be written in any language for which a client library has been written. ROS client libraries communicate with one another by following a convention that describes how messages are “flattened” or “serialized” before being transmitted over the network.

2.2. ROS Terminology

ROS has certain concepts that should be familiar to everyone who would like to deal with ROS. These concepts are nodes, messages, topics, services, and actions.

- **Nodes**: Node is the smallest software module in ROS; it can be described as one executable program that can run independently and communicate with other nodes to send and receive data by establishing peer-to-peer links. This operation is provided by a core node that gives naming and registration services to allow nodes to exchange data between each other, and this node is called the master node (roscore).

- **Messages**: Nodes exchange data among themselves by passing messages which could be either primitive data type such as integer, floating-point, boolean, etc. or composed of other messages such as messages come from sensors like Lidar.

In order to ensure the maximum reusability of codes, ROS is designed in the form of nodes. Therefore, there must be a mechanism for communication between these nodes provided by passing messages. ROS provides three different methods for exchanging data:

- **Topics**: This method is considered the base and the most used transmission method. It is an asynchronous unidirectional message transmission/reception method which is used when exchanging data continuously. Messages are sent in turn via topics which represent a channel for a specific kind of data. Communication over topics uses the concept of the publisher (sender node) and subscriber (receiver node), and both of them use the same type of messages by using the same topic name registered in the master node. As topics are unidirectional and remain connected to send or receive messages continuously, it is suitable for sensor data that requires publishing messages periodically.

- **Services**: The second type of communication is through services. It is a bidirectional synchronous communication method that depends on request/reply messages where the service client requests some service and the service server responds to the incoming requests. Unlike the topic, the service does not maintain the connection. Therefore, when the request and response of the service are completed, the connection between the two nodes is disconnected. So, it is often used to command a robot to perform a specific action or nodes to perform certain events with a specific condition.

- **Actions**: The last type of communication method is to connect using action, which is very similar to the service method, but it is characterized by containing feedback messages that report task state to the client periodically. Therefore, communication over action is used when a requested goal takes long time to complete, and for this reason, progress feedback is necessary.

2.3. Gazebo Simulator

Gazebo is a 3D simulator that provides robots, sensors, environment models for 3D simulation required for robot development, and offers realistic simulation with its physics engine. Gazebo is one of the most popular simulators in recent years and has been selected as the official simulator of the DARPA Robotics Challenge in the US. It is one of the most famous simulators in the field of robotics because of its high performance and various plugins. Moreover, Gazebo is developed and distributed by Open Robotics, which is in charge of ROS and its community, so it is compatible with ROS [13].

Gazebo can work as a stand-alone program, but there is also availability to establish a connection with Gazebo using a different type of Application Programmer Interfaces (APIs) and libraries. ROS is considered one of the most popular API that can be used to connect with Gazebo and which forms a powerful tool in the robotic field. In order to do that, ROS uses a set of packages named gazebo_ros_pkgs that provides wrappers around the stand-alone Gazebo and which can achieve integration with different ROS components. These packages provide the necessary interfaces to simulate a robot in Gazebo using ROS messages, topics, and services and give the ability to communicate with available sensor models included in Gazebo such as sonar, scanning laser range-finders and GPS.

Figure 1 shows an overview of the gazebo_ros_pkgs interface, which is a set of ROS packages that provide the necessary interfaces to simulate a robot in the Gazebo. Some of the packages that exist in this interface are explained below.

- **gazebo_ros**: this package wraps Gazebo server and Gazebo client by using two Gazebo plugins that provide the necessary ROS interface for messages, services, and dynamic reconfiguration.

- **gazebo_plugins**: a ROS package that provides the interface for different type of sensors, motors, and other plugins that are robot-independent Gazebo plugins.
• **gazebo_msgs**: this package is used for interacting with Gazebo from ROS using one of the three message exchanging methods.

• **gazebo_worlds**: this package has been merged to gazebo_ros, it provides a variety of predesigned worlds and model files that can be used in any launch file.

• **gazebo_tests**: this package has been merged to gazebo plugins, it contains a variety of unit tests for gazebo, tools, and plugins.

• **gazebo_api_plugin**: it is a gazebo plugin that provides various tools to deal with gazebo and spawn robot models to Gazebo.

![Figure 1. An overview of the gazebo_ros_pkgs interface. The interface contains several packages such as gazebo_msgs, gazebo_ros, and gazebo_plugins [36].](image)

### 3. Robot Modeling

In this study, we used simulation of an early version of a new robot being designed and developed at Ataturk University for robotic research. We have performed all experiments using ROS and Gazebo simulator. This robot has a main cylindrical body with a height of 8cm and a radius of 9cm; it also has three wheels attached to the main body (right, left and front wheels). In order to apply our research, the robot was equipped with a 2-D lidar attached to the top of the robot.

In the world of robot simulation, it is so common to have the ability to model your own robot, handle various sensor data received from this robot, control the robot by actuators and test or evaluate algorithms. Therefore, there should be a mechanism that allows translating the kinematics model of the robot to a convenient format to deal with this robot's model using many ROS standard tools. ROS provides this feature by XML language where robot models could be described in an XML format called Unified Robot Description Format (URDF), which is expressed as a 3D model for which each model can be moved or operated according to their corresponding degree of freedom, so they can be used for simulation or control.

URDF files describe the physical configuration of the robot, such as how many wheels it has, where they are placed, and which directions they turn in. This information will be used by Rviz (which is the 3D visualization tool of ROS) to visualize the state of the robot [15], by Gazebo to simulate it, and by systems like the navigation stack to make it drive around the world in a purposeful manner [14]. This format is designed to represent a wide variety of robots, from a two-wheeled toy to a walking humanoid but regardless of the complexity of the robot, there are two basic elements to model any robot which are links and joints. Links are the rigid parts of the robot, such as a chassis or a wheel, while joints work to connect these links, defining how they can move with respect to each other. In URDF file, links are represented through `<link>` and `</link>` tags which represent one specified part of the robot's model (one link), while `<joint>` and `</joint>` tags are used to describe the type of joint between two specified links (parent and child links) [16]. In addition to that, each link or joint has some subtags that can be used to define the characteristics of this link or joint. For instance, the link mass and the amount of inertia over the different axes could be defined inside the link tags. Moreover, the visual appearance of robot models can be greatly improved through the use of high-quality meshes such as STL [17] and Collada [18] files which can easily be imported to the URDF file inside the `<mesh>` tag specified in `<geometry>` tags inside.
links. Joints also have some subtags to define the axis related to motion direction, the parent and child links for this joint and the origin of the joint. Figure 2 shows an example of these tags related to two links of the modeled robot and the joint between them.

On the other hand, in order to make simulation as close as possible to reality, there must be a mechanism that provides the robot with the ability to discover the surrounding environment and interact with it which is usually done by sensors and motors. This capability is also available in simulation software, and for our case, ROS has a package called gazebo_ros, which provides many plugins to support the status and control of the robot’s motor and sensors. Gazebo plugins allow bidirectional communication between Gazebo and ROS and they support various sensors such as camera, laser, inertial navigation sensor, mobile platform control such as differential motors, skid steering drive, parallel movement, and ROS-Control where simulated sensor and physics data can stream from Gazebo to ROS, and actuator commands can stream from ROS back to Gazebo [19].

Figure 2. A portion of code shows the tags been used related to the "base" and "middle_1" links and the link connects between them

The essential components (links and joints) for our robot model are listed below and the visual state of these components as a result of interpreting the URDF file using RViz tool is shown in Figure 3:

- The base_link that represents the main chassis of the robot
- The middle1_link that come above the base_link
- A fixed joint that connects base_link with middle1_link
- The middle2_link connected with middle1_link by another fixed joint
- Lastly, we have the upper_link connected with the previous link by another fixed joint, and this link will carry the Lidar sensor above it
Additionally, in order to give the robot the ability to move, we have equipped the robot with three wheels:

- Front-wheel, attached to the front of the main body via caster
- Two rear wheels, attached to the back of chassis
- Revolute joints that connect wheels to the body and give the ability to rotate about a specified single axis.

![Diagram of robot components](image)

**Figure 3. The links that have been used to model our robot using URDF file in ROS**

In addition, to let robot interacts with the surrounding and to handle kin robot detection problem, we equipped the robot with a 2D laser sensor (Lidar) fixed on the top of the robot. Therefore, it is necessary too to add some links and joints to the robot, which will do the function of sensors when Gazebo plugins will be added. It is worth mentioning that these components forming a tree where the base link represents the root, with connections to each of the rear wheels and the front caster on the one hand, and connections to the middle link and camera link from another hand, and in turn each link of them is connected with other links respectively as illustrated in Figure 4.

![Diagram of robot components as a tree](image)

**Figure 4. The structure of the robot's components as a tree where each parent link has one or more child link**

### 4. Kin Detection Method

The proposed method uses a mobile robot prototype simulated using ROS and Gazebo platforms and equipped with a Lidar sensor to handle the kin detection task. The Lidar used to acquire surrounding data is the RPLIDAR A1. RPLIDAR A1 is a 360°, 2D laser scanner (Lidar) that uses laser triangulation ranging principle and uses high-speed vision acquisition and processing hardware developed by Slamtec [26]. The RPLIDAR A1 runs clockwise to perform a 360° scan within 12-meter range (see Figure 5). The produced 2D point cloud data can be used in mapping, localization, and object/environment modeling. The system measures distance data in more than 8000 times per second and with high-resolution distance output (<1% of the distance). The Lidar gives 360 distance points \(d_i, 0 \leq i \leq 359\) starting from the front of the sensor that corresponds to orientation 0° and goes clockwise to cover a 360° field-of-view. Lidar characteristics are shown in Table 2.

Lidar-based studies use a common approach which depends on using circular robots or any circular object attached to the robot (As in our case where we use a circular-shaped Lidar) and then attempting to detect these robots by taking advantage of circularity and known diameter of these robots or objects attached to them. The main idea of these studies is to find segments from Lidar measurements corresponding objects in the environment and apply one of the circle fitting methods to find robots.

As Figure 12 shows, the proposed method implements kin detection task by applying the following steps: (1) acquisition of laser data and pre-processing, (2) segmentation of data using the point-distance-based segmentation method, (3) classification of segments.
by applying two levels of filtering: filtering by segment diameter which aims to eliminate segments that don’t fit a certain size (Lidar size) using features for each segment, filtering by segment shape to check remaining segments to test if they fit the Lidar's shape (which is a circle with known radius) or not by using the circle fitting method, and (4) identify the position of kin relative to the observer robot.

Figure 5. RPLidar A1 system composition (source: RPLidar A1 datasheet).

Table 2. RPLidar A1 specification

| Item                        | Description                                                                 | Value             |
|-----------------------------|-----------------------------------------------------------------------------|-------------------|
| RPLidar distance range      | The minimum and maximum range of lidar beams in meter                       | 0.15–12 m        |
| Angular range               | The angular range that Lidar can scan in degree                             | 0–360°           |
| Distance resolution         | The smallest difference in distance that the LiDAR can measure               | <1% of the distance |
| Angular resolution          | The angular increment that LiDAR use to scan its surroundings               | ≤1               |
| r                           | The radius of used Lidar                                                    | 0.035 m          |

Figure 12. Flowchart of the kin detection method proposed in this paper. Segment classification step is performed by filtering segments in two subsequent stages.
4.1. Data Acquisition and Pre-Processing

As mentioned in the previous section, the Lidar being used measures 360 distance points. Each of the raw laser points is represented in the polar coordinate system as \(\{(d_i, \theta_i); 0 \leq i \leq 359\}\), where \(d_i\) is the distance measured from the center of observer robot to the object and \(\theta_i\) the relative angle of the measurement (see Figure 6). So as a first step, the acquired Lidar data are stored as a vector \((d_i, \theta_i)\), then the stored data is checked to convert the infinity scan values which means that there is no obstacle against the ray to the maximum range value that could be measured by the Lidar \((d_{max})\). In the same way, any object located at \((d_{max})\) from the observer robot will be ignored too. In a real-life situation, there will not be infinity values but instead, Lidar will directly give the max range value for objects outside its operating range. Moreover, it is also possible in this stage to apply some type of filtering to remove noise from the Lidar data. However, we did not apply any filtering in this study as we did not add any noise to the simulated Lidar data.

Figure 6. RPLIDAR A1 scanning system. The maximum value of \(d_i\) \((d_{max})\) is 12m for RPLidar A1 Lidar.

4.2. Segmentation

Segmentation is the process of transforming the raw laser points into primal groups of segments (useful data) which could be a robot, human or other things. So, segments can be defined as a set of range measurements (points) in the plane close to each other and probably belonging to one single object. Segmentation methods can be classified into two categories: Point-Distance-Based Segmentation Methods (PDBS) and KF-Based Segmentation Methods (KFBS) [37]. The first is related to those methods based in the Euclidean distance between points as a breakpoint criteria condition, and the last is related to Kalman Filter approaches.

Our method uses the PDBS method. So, after reading the raw laser data and storing values as a vector in the previous step, we attempt to detect the different possible objects in the environment by using derivative of data \((\partial_i)\) which can be calculated by finding the difference between each distance point \((d_i)\) and the one before it \((d_{i-1})\), then compare the result with a specific threshold value \((d_{th})\) which allows to ignore the small changes in scan data as following:

\[
\partial_i = \begin{cases} 
(d_i - d_{i-1}) & \text{if } |d_i - d_{i-1}| > d_{th}, 0 \text{ otherwise} \\
1 \leq i \leq 359 
\end{cases}
\]

As a result of that, for each individual object in the scene we will have a falling slope \((\partial_i < -d_{th} < 0)\) in derivative that represents moving from a big to smaller value in data, and a rising slope \((0 < d_{th} < \partial_i)\) which represents moving from a small to bigger value in data (as shown in Figure 7). So, by combining each falling and rising edge from derivatives we could have a probable segment which represent an object in the environment. Figure 7 shows representation of Lidar scan data for two different objects (cuboid and cylinder) and the differences between each scan point and the previous one according to the ray number.
4.3. Segment Classification

Classification is the act or process of dividing things into groups according to their type which is in our case kin robot or not. So, after applying segmentation and getting segments for different obstacles in the previous stage, it is the time to classify these objects (segments) to distinguish the kin robots from the other objects. In this study segment classification process is implemented using geometric properties of the lidar in two stages:

- **Filtering by segment diameter**: segments which do not fit the Lidar size are excluded at this stage.
- **Filtering by segment shape**: segments which do not fit the Lidar shape (circle) are excluded at this level.

4.3.1 Filtering by segment diameter

Since we are looking for kin robots with a known Lidar size, we assume that all segments are circular and exclude the segments that do not fit the Lidar size (0.07m) from the set of segments. First, we estimate the distance to the center of this object \( d_{\text{est}} \) by looking for the distance point that has the minimum value from the set of segment's distance points, then we will add the radius of used Lidar \( r \) as equation 2 shows:
\[ d_{\text{est}} = \min(d_i) + r \] (2)

Next, we calculate the minimum estimation for the object’s diameter \( (\omega_{\text{min}}) \) that is specified by the first and last distance points of the segment (in other words, first and last laser beams hitting the object) and the maximum estimation for the object’s diameter \( (\omega_{\text{max}}) \) that is specified by the laser beam before the first laser beam hitting the object and the laser beam after the last laser beam hitting the object. Finally, we check whether this object (segment) meets the equation 3 or not. Note that 0.07 in this equation corresponds to the diameter of the lidar. These calculations are illustrated in Figure 8.

\[ \omega_{\text{min}} \leq 0.07 < \omega_{\text{max}} \] (3)

The calculation of \( \omega_{\text{min}}, \omega_{\text{max}} \) depends on the distance between the observer robot and the center of the object that has been estimated in equation 2. It also depends on the corresponding angles among the rays. However, note that the number of rays hitting the object from both sides may be different. Therefore, the minimum estimation of the object’s diameter \( (\omega_{\text{min}}) \) will be the result of combining the left \( (\omega_{\text{min}_l}) \) and the right \( (\omega_{\text{min}_r}) \) parts of \( \omega_{\text{min}} \) as illustrated at the left of Figure 8:

\[ \begin{align*}
\omega_{\text{min}_l} &= d_{\text{est}} \times \tan(a_{\text{min}_l}) \\
\omega_{\text{min}_r} &= d_{\text{est}} \times \tan(a_{\text{min}_r}) \\
\omega_{\text{min}} &= \omega_{\text{min}_l} + \omega_{\text{min}_r}
\end{align*} \] (4)

In a similar way the maximum estimation for the object’s diameter \( (\omega_{\text{max}}) \) will be the result of combining the left \( (\omega_{\text{max}_l}) \) and the right \( (\omega_{\text{max}_r}) \) parts of \( \omega_{\text{max}} \) as illustrated at the right of Figure 8:

\[ \begin{align*}
\omega_{\text{max}_l} &= d_{\text{est}} \times \tan(a_{\text{max}_l}) \\
\omega_{\text{max}_r} &= d_{\text{est}} \times \tan(a_{\text{max}_r}) \\
\omega_{\text{max}} &= \omega_{\text{max}_l} + \omega_{\text{max}_r}
\end{align*} \] (5)

As shown in Figure 8, the main idea depends on finding the minimum \( (\omega_{\text{min}}) \) and the maximum \( (\omega_{\text{max}}) \) possible diameters of the object (segment). If the lidar’s known diameter (7 cm) resides between the estimated minimum and maximum diameters, this object is not eliminated and passes to the next filter described in the following section.

4.3.2 Filtering by segment shape

In this stage, segments that have passed the previous filtering step is checked in terms of shape. Filtering by segment shape aims to eliminate the non-circular segments which represent in turn non-kin objects. Therefore, we will test whether segments fit a circle or not by using one of the circle fitting methods. There are many methods for circle fitting [38], but we used Least Squares Method with a modification of the Levenberg-Marquardt Algorithm [30] in the polar coordinate system (Equation 6). In equation 6, \( (r_i, \theta_i) \) is the polar coordinates of a subset of data scan points that represent a segment, \( r \) is the radius of lidar (3.5 cm) and \( (r_c, \theta_c) \) is the polar coordinates of the estimated circle center which can be calculated as in Equation 7:

\[ F = \sum_{i=1}^{n} \sqrt{r_i^2 + r_c^2 - 2r_ir_c\cos(\theta_i - \theta_c)} - r \] (6)

\[ r_c = \min(d_i) + r \] (7)
So, by utilizing the knowledge of Lidar radius $r$ of the target teammate robot and by finding the distance between the estimated center and the selected points (As shown in Figure 9 and Equation 7) we can decide if a segment is circular or not according to a certain threshold (which is 0.006 empirically) where $F$ function will be close to zero in the case of detecting a robot (circle) and will have relatively big value for other objects due to estimation error of the object’s center.

4.4. Kin Positioning

After segment filtering, it is important to use remaining segments to identify relative position of kins. Kin positioning process involves estimating the distance and relative angle between the observer robot and other kins. As we have used a geometrical method to detect valid segments for kins, we already obtained relative positions of kins in the segment filtering step.
5. Experiments

We considered two different scenarios to evaluate our study and verify the validity of the results. In the first scenario, we placed one kin robot and some cylindrical objects around an observer robot. The distance from the observer robot to the kin robot and cylindrical objects were the same, but the diameters of the cylindrical objects were different (Figure 10 - top). In this experiment, we wanted to test the ability of our kin detection method to eliminate objects (segments) which don't fit the size of lidar. While the first scenario was intended to test the first filter of the the segment classification stage, the second scenario was designed to test the second filter of the segment classification stage. In the second scenario we test the ability of the algorithm to distinguish kin robots from other objects that have the same dimensions as the Lidar by using the circle fitting algorithm. The objects used in the second experiments had different shapes (Figure 11 - top).

5.1. Scenario I: Test for filtering by segment diameter

In this scenario, we want to test the ability of our kin detection method to eliminate objects (segments) which don't fit the size of Lidar using filtering by segment diameter stage. We have used one kin robot with four cylindrical objects. These objects have a different radius from our lidar (3, 5, 9 and 11cm) and all of them are located at the same distances from the observer robot. The distances being tested are 50 (as shown in Figure 10), 80 and 120 cm. As a result of this experiment, the object which has a radius differs from the radius of the kin's lidar is not be identified as a kin candidate and therefore it is filtered directly in filtering by segment diameter stage.

As illustrated in Figure 10 (top), there are four cylindrical objects differs in diameter size around the observer robot. There is also one kin robot located in the middle of the scene. The difference in the size of the objects affects the number of rays hitting these objects, as well as the values of the lidar readings. As a result of that, we can notice from the chart (Figure 10 - bottom), that holes which formed as a result of hitting laser beams with these obstacles are dissimilar in size. It can be also seen that the observer robot succeeded to identify the teammate robot located in the middle (green point) from other obstacles (red stars).

5.2. Scenario II: Test for filtering by segment shape

This scenario aims to test the second filtering level of the segment classification stage. In this experiment, we test the ability of the kin detection method to eliminate objects (segments) which don't meet the shape of Lidar. We have one cylindrical object (at the left side of the kin robot) and five non-cylindrical obstacles (cuboid, triangular, pentagon, and two hexagonal prisms). These objects have been placed within the same distances of the previous scenario but this time the same Lidar radius has been used for them (as shown in Figure 11 – top).

As can be noticed from Figure 11 (top), we have one robot teammate in the middle of the scene and some other obstacles around the observer robot. All objects have the same size of Lidar, so the segment size will not be useful to distinguish kins from the other objects. Therefore, in this scenario, we depended on the shape of the segments (holes) instead of their sizes. By using circle fitting method, we have succeeded to distinguish between the kin robot and the other objects as illustrated in Figure 11 (bottom). However, we also have a wrong detection for the cylindrical obstacle, which has the same size and shape of lidar.
Figure 10. Top: simulation of a kin robot with four other cylindrical objects having the following size (from right to left): 3, 5, 9, 11 cm and located on 50cm from the observer robot in Gazebo environment; Bottom: representation of scan data and derivative with successful detection of the kin robot (green circle)
Figure 1. Top: simulation of a kin robot with one cylindrical and five non-cylindrical objects having the same Lidar's size (7 cm) and located on 50cm from the observer robot in Gazebo environment; Bottom: representation of scan data and derivative with successful detection of the kin robot (green circle, No: 4) and wrong detection of cylindrical object with radius similar to Lidar's radius (the second green circle at the left of previous one, No: 3)

6. Conclusion and Future Work

Robot Operating System integrated with high fidelity simulator like Gazebo is a powerful tool in the robotics field. In this study, we have developed a simulation model of a new mobile robot for research and educational purposes, where the robot provided with a lidar sensor. The lidar on the robot is used for kin detection which is considered as one of the most important issues in the field of multi-robot and swarm robotic systems, where dozens of robots have to collaborate with each other to implement some critical tasks.
While this connection between robots can be provided by Wi-Fi networks and GPS systems, the unreliability of these networks and the amount of communicated data that grows gradually with the number of robots in the team keeps the need for an alternative solution based on local sensing. Several studies have dealt with this subject using a variety of sensors and methods [20, 21, 22], but there are few studies performing kin detection using lidar [23, 24, 25]. For this reason, as a case study for our new robot, we proposed a new geometric kin detection method and tested it with two different scenarios.

Lidar-based kin detection method proposed in this study depends on the following steps: (1) acquisition of laser data and preprocessing, (2) segmentation of data using the point-distance-based segmentation method, (3) classification of segments by applying two levels of filtering: filtering by segment diameter which aims to eliminate segments that don’t fit a certain size (lidar size) using features for each segment, and filtering by segment shape to check remaining segments to test if they fit the lidar's shape (which is a circle with known radius) or not by using the circle fitting method, and (4) identify the position of kin relative to the observer robot. As results show, we were able to detect different objects in the environment and to distinguish the robot team members from other objects. But it is important to mention that the success of detection and obtaining accurate results depends largely on the distance of the member robots and other objects from the observer robot. As the distance between the observer robot and other objects increases, the problem becomes more difficult because the number of Lidar rays that collide with these obstacles becomes less and the area between colliding laser rays becomes wider when the distance between observer robot and the object/robot increases. This effects performance of segment classification phase.

In future works, further research and more systematic experiments will be performed to improve the kin detection algorithm. One example of such works is reimplementing the segment classification stage using machine learning algorithms as in [25].
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