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ABSTRACT
We apply the Correlated Component Analysis (CCA) method on simulated data of the Square Kilometre Array, with the aim of accurately cleaning the 21 cm reionization signal from diffuse foreground contamination. The CCA has been developed for the Cosmic Microwave Background, but the application of the Fourier-domain implementation of this method to the reionization signal is straightforward.

The CCA is a parametric method to estimate the frequency behaviour of the foregrounds from the data by using second-order statistics. We test its performance on foreground simulations of increasing complexity, designed to challenge the parametric models adopted. We also drop the assumption of spectral smoothness that most of the methods rely upon. We are able to clean effectively the simulated data across the explored frequency range (100–200 MHz) for all the foreground simulations. This shows that the CCA method is very promising for EoR component separation.

Key words: cosmology: theory – dark ages, reionization, first stars – diffuse radiation – radio continuum: ISM – methods: data analysis

1 INTRODUCTION
The epoch of reionization (EoR) is one of the last unobserved eras of our Universe. During this era, the radiation emitted by the first cosmic structures causes the Universe to go from neutral to fully ionised. The study of the EoR thus provides invaluable information on the early stages of structure formation. The current constraints on reionization from quasar spectra (Fan et al. 2006; Becker & Bolton 2013) and the Cosmic Microwave Background (CMB, Hinshaw et al. 2013; Zahn et al. 2012; Planck Collaboration et al. 2013) imply a complex reionization history, going on from \( z = 20 \) to \( z = 6 \). The most promising way to probe the EoR is through the observation of the 21 cm hyperfine transition of neutral hydrogen (see e.g., Furlanetto et al. 2006; Morales & Wyithe 2010; Pritchard & Loeb 2012, for a review).

A number of projects are currently under way to detect the 21 cm signal from reionization: the Low Frequency Array (LOFAR)\(^1\), the Giant Metrewave Radio Telescope (GMRT)\(^2\), the Murchison Widefield Array (MWA)\(^3\), the Precision Array to Probe the Epoch of Reionization (PAPER)\(^4\), the 21 Centimeter Array (21CMA)\(^5\). Such instruments aim at a statistical detection of the signal and are currently providing the first upper limits (Paciga et al. 2013; Dillon et al. 2013; Parsons et al. 2013). The next generation instruments, like the Square Kilometer Array (SKA)\(^6\) Mellema et al. (2013) will be able to accurately map this radiation over a wide redshifts range.

One of the most difficult aspects of the 21 cm measurement is the presence foreground emission, due to our Galaxy and extragalactic sources, which is about four orders of magnitude brighter than the cosmological signal (Jelić et al. 2008, 2010; Bernardi et al. 2010; Yatawatta et al. 2013; Moore et al. 2013). Most approaches envisage a first step, where bright point-like sources are subtracted (Di Matteo et al. 2002, 2004) and a second one, which deals with the diffuse components. The latter can be done by fitting the foregrounds in frequency by assuming that they are spectrally smooth (Oh & Mankov 2003; Santos et al. 2005; Gleser et al. 2008; Jelić et al. 2008; Harker et al. 2009; Liu et al. 2009; Bernardi et al. 2010).
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The vectors \( \mathbf{x} \) and \( \mathbf{n} \) have dimension \( N_f \) (number of frequency channels) and contain the data and the noise in the Fourier space, respectively. The vector \( \mathbf{s} \) has dimension \( N_c \) (number of components) and contains the astrophysical emission components; the diagonal \( N_f \times N_f \) matrix \( \mathbf{B} \) contains the instrumental beams in Fourier space and the \( N_f \times N_c \) matrix \( \mathbf{H} \), called the mixing matrix, contains the intensity of the component at all frequencies. The mixing matrix is the key ingredient of component separation: if \( \mathbf{H} \) is known, the problem reduces to a suitable inversion of eq. (1).

Unfortunately, the mixing matrix is in general not known, at least not to the precision required for an accurate component separation. This led to the development of methods to estimate the mixing matrix from the data.

The CCA is one of these methods. It exploits the correlation of the data between different frequencies to estimate the mixing matrix. The additional assumptions made by the CCA are that the mixing matrix is constant within the considered area of the sky, and that its unknown elements can be reduced by adopting a suitable parametrization \( \mathbf{H} = \mathbf{H}(\mathbf{p}) \).

We will come back to these assumptions in Sect. 3.

Starting from the linear mixture data model, and assuming that \( \mathbf{H} \) is constant for all the points in the \( uv \) plane, we can easily derive the following relation between the cross-spectra of the data \( \mathbf{C}_f(k) \), sources \( \mathbf{C}_s(k) \) and noise, \( \mathbf{C}_n(k) \), all depending on the Fourier mode \( k \):

\[
\mathbf{C}_f(k) = \mathbf{B}(k)\mathbf{H}\mathbf{C}_s(k)\mathbf{H}^\dagger(k) + \mathbf{C}_n(k),
\]

(2)

where the dagger superscript denotes the adjoint matrix.

If \( \mathbf{x}(i,j) \) is the two-dimensional discrete Fourier transform of the data on a planar grid, the power spectrum can be obtained as the average of \( \mathbf{x}(i,j)\mathbf{x}^\dagger(i,j) \) in annular bins \( D_k \), \( k = 1, \ldots, k_{\text{max}} \):

\[
\mathbf{C}_f(k) = \frac{1}{M_k} \sum_{i,j \in D_k} \mathbf{x}(i,j)\mathbf{x}^\dagger(i,j),
\]

(3)

where \( M_k \) is the number of pairs \( (i,j) \) contained in the spectral bin denoted by \( D_k \). The minimum and maximum \( k \) for the spectral bins depend on the area of the sky considered and on the instrumental resolution, respectively. Since the foreground spectra are a smooth function of \( k \), the number of bins has little effect on the results.

To write the likelihood in a compact form, we define vectors containing all the elements of the matrices \( \mathbf{C} \) in eq. (2) for all frequencies/components and for a set of spectral bins \( k \). If \( \mathbf{d} \) contains the elements of \( \mathbf{C}_f(k) - \mathbf{C}_n(k) \) and \( \mathbf{c} \) contains the elements of \( \mathbf{C}_s(k) \), eq. (2) becomes

\[
\mathbf{d} = \mathbf{H}_k\mathbf{c} + \mathbf{e}, \tag{4}
\]

where \( \mathbf{H}_k \) contains the elements of the Kronecker product \( [\mathbf{B}(k)\mathbf{H}] \otimes [\mathbf{B}(k)\mathbf{H}] \) and \( \mathbf{e}(k) \) represents the error on the noise power spectrum.

The unknowns (the parameter vector \( \mathbf{p} \) describing the mixing matrix and the source cross-spectra \( \mathbf{c} \)) are finally obtained by minimizing the functional

\[
\Phi(\mathbf{p}, \mathbf{c}) = \| \mathbf{d} - \mathbf{H}_k\mathbf{p} \cdot \mathbf{c} \|^2 N_c^{-1} + \lambda c^2 \mathbf{C}_f,
\]

(5)

where the diagonal matrix \( \mathbf{N}_c \) contains the covariance of the noise error \( \mathbf{e} \). The CCA method also provides an estimate of...
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3 SIMULATED DATA

3.1 EoR signal

We used the semi-numerical code 21cmFast (Mesinger et al. 2011) to generate 3D realizations of the 21 cm signal, the brightness temperature \( T_{\text{b}} \), as a function of redshift. The 21cmFast code uses the excursion-set formalism and perturbation theory; it runs much quicker than hydrodynamic simulations and produces accurate results up to scales of \( \sim 1 \) Mpc. We adopted the best-fit cosmological model from Planck Collaboration et al. (2013) (Planck+WP results), defined by \( \Omega_m = 0.315 \), \( \Omega_b = 0.046 \), \( H_0 = 67.3 \), \( \sigma_8 = 0.829 \), \( n_S = 0.96 \). Besides the cosmological parameters, there are other ones describing the reionization mechanism, which are poorly known and have a significant effect on the amplitude of the 21 cm signal as a function of redshift. One of the most important is the reionization efficiency, \( \zeta \) (Furlanetto et al. 2004), which determines the mass of ionised material per
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the statistical errors on the parameters (see Ricciardi et al. 2010 for more details).

The quadratic form in eq. (4) represents the log-likelihood for \( p \) and \( c \). The term \( \lambda c^T C c \) is a quadratic stabilizer for the source power cross-spectra, where the matrix \( C \) must be suitably chosen. This term can be viewed as a log-prior density for the source power cross-spectra, with the parameter \( \lambda \) being tuned to balance the effects of data fit and regularization. However, in a high signal-to-noise case such as the one considered here, there is no need for such regularization, so in this work we have used \( \lambda = 0 \).

The minimization in eq. (5) is performed with the “simulated annealing” (SA) method. This algorithm employs a random search which not only accepts changes that decrease the objective function \( \Phi \), but also some changes that increase it. The latter are accepted with a probability which depends on \( \Delta \Phi \) and on a control parameter, known as the system “temperature”, decreasing as the minimization proceeds. The major advantage of SA over other methods is its ability to span the entire parameter range and avoid becoming trapped at local minima.

2.2 Application to 21 cm data

Essentially, the linear mixture data model with constant mixing matrix postulates that the components have the same spatial distribution at all frequencies and vary only in intensity. This is a reasonable approximation for the diffuse foreground components we consider in this work (Galactic synchrotron and free-free emission). The spatial variation of their frequency spectra is due to changes in the properties of the inter-Galactic medium responsible for the emission (see Sec. 3.2). It is therefore reasonable to assume that these properties vary smoothly and not significantly over limited regions of the sky.

The 21 cm signal, however, varies with frequency much more than foregrounds. In this case, a different frequency corresponds to a different redshift, and the spatial variation is due to the combined effect of changing position along the line of sight and evolution. As a result, the 21 cm signal is expected to be essentially uncorrelated over frequency separations of the order of MHz (see, e.g. Bharadwaj & Ali 2004; Santos et al. 2004; Mellema et al. 2006). The correlation between subsequent redshift slices for our simulation is computed in Sec. 3.2.

Following Chapman et al. 2012, 2013, we can model the 21 cm signal as a noise contribution. When applying eq. (1) to our case, we interpret the source vector \( s \) as containing the foreground components only, and we model the noise vector as \( n = n_{\text{inst}} + n_{\text{HI}} \), where \( n_{\text{inst}} \) is the instrumental noise and \( n_{\text{HI}} \) is the signal of interest.

2.3 Foreground cleaning

Starting from the linear mixture model of eq. (1), we can obtain an estimate \( \hat{s} \) of the components \( s \) through a suitable linear mixture of the data:

\[
\hat{s} = W x,
\]

where \( W \) is called reconstruction matrix. In this work we use a reconstruction matrix given by

\[
W = [\hat{H}_B^T C_n^{-1} \hat{H}_B]^{-1} \hat{H}_B^T C_n^{-1},
\]

which is called the generalised least square solution (GLS). It depends on the noise covariance matrix \( C_n \) and on \( \hat{H}_B = B\hat{H} \), where \( \hat{H} \) is the estimated mixing matrix. The beam matrix is necessary when we work with frequency maps of different resolution; in this case we recover deconvolved components which we need to convolve again with the beam at each frequency. If we work with common resolution data, the beam matrix can be substituted with the Identity matrix and no deconvolution/convolution is performed.

We finally clean the frequency maps in Fourier space by subtracting the reconstructed foreground components scaled by means of the estimated mixing matrix

\[
n_{\text{HI}} + n_{\text{inst}} = x - \hat{H} \hat{s},
\]

As a refinement to this simple subtraction scheme, we may generalise eq. (5) as

\[
n_{\text{HI}} + n_{\text{inst}} = x - R \hat{H} \hat{s},
\]

where \( R \) is a diagonal \( N_s \times N_s \) matrix whose diagonal elements, \( r_{ii} \), are chosen to improve the subtraction. Specifically, each of them is a constant factor to adjust the amplitude of the predicted foreground contamination to be subtracted at a given frequency. Such small adjustments may be necessary as a result of errors in the foreground model.

The estimation of the \( r_{ii} \) is performed at the foreground subtraction stage, when both the mixing matrix \( \hat{H} \) and the foreground components \( \hat{s} \) have been recovered. For each frequency channel \( i \), \( r_{ii} \) can be found by minimizing the power spectrum of the residual \( n_{\text{HI}} + n_{\text{inst}} \) for the considered frequency. In the present application, we used as a figure of merit the integral of the residual power spectrum within a specified \( k \) range. This is conceptually similar to minimizing the variance of the solution, but with the additional option of selecting the angular scales that are dominated by foreground emission rather than noise or 21 cm signal. We will come back to this in Sect. 3.2. Since in this case the parameter space is one-dimensional and we need to sample a limited range around 1, we implemented this minimization simply as a grid search.
unit mass of the overdensity. For our simulation we adopt $\zeta = 25$.

We simulated the evolution of the 21 cm signal in a box of comoving size of $(1200 \text{ Mpc})^3$ from $z = 6$ to $z = 13$ through 70 redshifts spaced by $\Delta z = 0.1$. The $T_b$ maps are slices (of thickness 2.4 Mpc) extracted from each box after choosing one direction as the line of sight (LoS). The $\Delta z = 0.1$ separation between the boxes corresponds to a comoving separation

$$\Delta r_{i+1}^i = \int_{z_i}^{z_{i+1}} c/H(z')dz'$$

between two consecutive slices; such separation is larger at low redshift and smaller at high redshift (for our fiducial cosmology, $\Delta r \sim 40 \text{ Mpc}$ at $z = 6$ and $\sim 15 \text{ Mpc}$ at $z = 13$).

We used eq. (10) to compute the position of the slice along the LoS for each cube. This mimics the realistic situation, in which the 21 cm signal varies with frequency as an effect of evolution (change of the redshift box) and distance from the observer (change of the position of the slice within the box). We finally cut the 21 cm maps to have an angular size of $3.25^\circ \times 3.25^\circ$ (the common field of view for all frequencies, see next section) at each redshift, and regridded it to $256 \times 256$ pixels.

In Fig. 1 we show the rms per redshift (frequency) of the 21 cm maps (for a pixel size $\sim 0.8 \text{ arcmin}$) and a map of the signal at $z = 11$. The signal has an amplitude of $\sim 8 \text{ mK}$ at $z = 13$, which increases to $\sim 11 \text{ mK}$ at $z = 11.5$ and then decreases until it disappears around $z = 7.5$. As already mentioned, this particular behaviour depends on the reionization parameters used for the simulation.

In Fig. 2 we show the Pearson correlation coefficients between the 21 cm maps of the simulation at some representative redshifts ($z = 8, 9, 10, 11$ and 12) and all others. No correlation is shown for $z < 7.5$ because the 21 cm signal is null. The measured coefficients allow us to test the hypothesis on the statistics of the signal we made in Sec. 2.2, namely that it could be modelled as a noise term, uncorrelated between frequencies. Indeed, maps separated by $\Delta z = 0.1$ are still correlated at the $10\%-20\%$ level; they can more safely assumed to be uncorrelated at $\Delta z = 0.2$. Such separation is larger than what is typically considered for EoR experiments. Given the possible implications for component separation, the correlation of the HI signal between different frequency maps should not be neglected in the simulations.

3.2 Foregrounds

We neglect in this work the contamination from discrete sources, either resolved or as a background, and only consider the diffuse synchrotron and free-free emission from our Galaxy.

Synchrotron radiation is due to cosmic-ray electrons spiralling in the Galactic magnetic field. Its frequency behaviour reflects the spectrum of the electrons and can be described to first order by a power-law model with spectral index $\beta_s$. At frequencies below a few GHz, $\beta_s$ is ranging from $-2.5$ to $-2.7$ as a function of the position in the sky (Broadbent et al. 1989).

Free-free radiation is due to brehmsstrahlung emission. Its spectrum is quite uniform and can be predicted to good accuracy; in the optically-thin regime, which holds at high

![Figure 1. Simulated 21 cm signal: rms per frequency for a pixel size of $\sim 0.8 \text{ arcmin}$ (top) and map at $z = 11$ in units $\text{mK}_{\text{RJ}}$. The sky patch is $3.25^\circ \times 3.25^\circ$ wide.](image1)

![Figure 2. Pearson correlation coefficients between the simulated 21 cm maps at $z = 8, 9, 10, 11$ and 12, as detailed in the legend, and all other redshifts. The maps are separated by $\Delta z = 0.1$. No correlation is shown at $z < 7.5$ because the signal is null.](image2)
latitudes, it is well approximated between 100 and 200 MHz by a power-law with spectral index of -2.08 (Draine 2011).

To simulate the synchrotron and free-free emission we based on existing foreground templates: the Haslam et al. (1982) 408 MHz map reprocessed by Remazeilles et al. (2014) and the Hα map described in Dickinson et al. (2003), respectively. Using real data as a template for the emission components preserves the non-Gaussian statistics of the foreground emission and the spatial correlation between the two components. These properties could be relevant for component separation purposes and are difficult to reproduce when simulating the components as a random realization.

We upgraded the templates in resolution from the original one (\(\sim 1^\circ\)) by adding to each map a Gaussian random field. We used for this field a power-law behaviour \(\ell^{-\beta}\), which is consistent with what observed for these components, from \(\ell = 200 (\theta = 1^\circ)\) to \(\ell = 4000 (\theta = 3\text{ arcmins})\). The spectral index \(\beta\) and the intensity have been chosen to obtain a smooth power spectrum of the final template around the scale of the original beam. The processing of the full-sky templates has been done with the Healpix (Górski et al. 2005) package. In Fig. 3 we show the full-sky power spectra of the original templates and the high-resolution ones.

We extracted 3.25°×3.25° patches from the high resolution templates. The data on the sphere are projected on the plane tangential to the centre of the patch and re-gridded with a suitable number of bins in order to correctly sample the original resolution. Each pixel in the projected image is associated with a specific vector normal to the tangential plane and it assumes the value of the HEALPix pixel nearest to the corresponding position on the sphere. Clearly, the projection and re-gridding process will create some distortion in the image at small scales. However, we verified that this has negligible impact on the scales considered in this work.

By choosing different central coordinates for the patches we obtain different “realizations” of the foreground emission components, which are realistic in terms of their auto- and cross-correlation, at least at large scales. We produced a sample of ten foreground realizations extracted from a different area of the full-sky templates. The intensity of the components has been scaled to match typical high-latitude values (20 K at 325 MHz for synchrotron and two orders of magnitude lower for free-free, Jelić et al. 2008). This means that different realizations have similar foreground contamination but a different morphology of the synchrotron and free-free amplitudes. A foreground realization at 150 MHz is shown in Fig. 4.

We scaled the free-free component in frequency with a power-law model, \(I(\nu) \propto \nu^{\beta_{\text{ff}}},\) with \(\beta_{\text{ff}} = -2.08\). For the synchrotron component we adopted four simulated spectra of different complexity, which we called S0, S1, S2 and S3:

- S0: power-law spectrum \(I(\nu) \propto \nu^{\beta_s}\), with constant spectral index \(\beta_s = -2.6\). This model represents the ideal case, where there are no spatial variations or departure from the smooth power-law behaviour. This is not a realistic model, but it is useful as a term of comparison for more complicated models.
- S1: power-law spectrum \(I(\nu) \propto \nu^{\beta_s}\), with spatially-varying spectral index. The spectral index map is a random field with mean of -2.6 and standard deviation of 0.02 on the 3.25°×3.25° sky patch and for a pixel size of 0.8 arcmin. The
random field has a power-law behaviour in $\ell$, similar to what is expected for the amplitude of the components.

- S2: non-smooth spectrum oscillating around a power-law with $\beta_s = -2.6$. The oscillations (at the $3\%$ level) are obtained by multiplying the power-law spectrum by random numbers having a Gaussian distribution with mean of 1 and standard deviation of 0.03. Rather than being physically motivated, this model has been introduced to challenge the hypothesis of spectral smoothness, which is used by many EoR component separation approaches.

- S3: non-parametric, curved synchrotron spectrum produced with the GalProp code (Strong et al. 2011). This spectrum is physically motivated and it exploits models for the Galactic magnetic field. For this particular model, the spectral index steepens significantly in the frequency range of interest: from $\sim -2.65$ at $\nu = 100$ MHz to $\sim -2.85$ at $\nu = 200$ MHz.

In the left panel of Fig. 5 we compare the synchrotron spectrum for the 4 models considered; in the right panel we show the spectral index map for simulation S1 and the foreground realization of Fig. 4.

### 3.3 Instrument

The SKA instrument relevant for EoR observation is the low frequency aperture array (LFAA). This is an aperture array consisting of around 260 thousands wide-bandwidth antennas of a single design, to be mounted on the Australian SKA site. The station diameter is around 35 m. The configuration is very compact, with 75% of the antennas within a 2 km diameter core. The frequency coverage is from 50 to 350 MHz.

In this work we consider only the core of the low-frequency array for SKA phase 1 over a frequency range of 100-200 MHz. With these instrumental specifications we obtain a field of view (FoV) of $\sim 6.5^\circ \times 6.5^\circ$ and a synthesized beam of FWHM $\sim 6.7$ arcmins at 100 MHz, which become $\sim 3.25^\circ \times 3.25^\circ$ and $\sim 3.35$ arcmins respectively at 200 MHz. However, building a simulation with frequency-dependent beam is quite computationally demanding. For this work, we construct a mask for the uv plane that only contains the uv points sampled at all frequencies. By applying this mask to the data in the Fourier domain we equalize the resolution of the maps between frequencies. The price we pay is a data loss, which results in a worsening of the instrumental performances.

In Fig. 6 we show the uv coverage we used for all frequencies, obtained by selecting the points sampled at all bands from 100 to 200 MHz. The single-frequency coverage corresponds to a proposed array configuration and a Zenith observation; the rotation of the sky has been neglected for simplicity. The masking of the uv plane results in a loss of $\sim 3\%$ of the uv samples with respect to a single frequency observation (compare the black points to the grey ones in Fig. 6 corresponding to 100 MHz). A cut of the dirty beam corresponding to this sampling is show in the bottom panel of Fig. 6. The synthesized beam has a FWHM of 6.7 arcmin and the common FoV is $3.25^\circ \times 3.25^\circ$. We stress that these specifications are pessimistic: by considering the whole array instead of just the core, and by optimising the way we deal with the frequency-dependent beam and FoV, these can be improved significantly.

![Figure 6](image)

**Figure 6.** Top: uv coverage containing the points sampled at all frequencies (black dots), for a Zenith observation and neglecting the rotation of the sky. The grey crosses show the additional points sampled at 100 MHz that are lost after the uv masking. Bottom: cut of the dirty beam corresponding to the coverage shown in the top panel.

The sensitivity requirement for SKA phase 1 to measure the EoR signal is an rms noise of $\sim 1$ mK on scales of 5 arcmins at frequencies around 100 MHz. For a given array configuration, the exact noise levels depend on the integration time, the declination of the source and the bandwidth. They also depend on frequency, since both the total noise and the gain corresponding to each element of the array are a function of $\nu$. An accurate simulation of the noise properties in our case should also account for the masking in the uv space that we performed to equalize the resolution. We note, however, that such a simulation is beyond the scope of this paper. The focus of this work is on foreground emission which, for a sensitive instrument such as the SKA, is orders of magnitude stronger than noise. Therefore, we simplified the noise description by neglecting the frequency dependence and we assumed a brightness sensitivity of 1 mK over the whole frequency range.

The noise maps have been simulated as a Gaussian random field in the uv space and filtered with the uv coverage shown in Fig. 6. They have been subsequently transformed to the pixel space and divided by the rms per pixel (computed for a pixel size of $3.04 \times 3.04$ arcmins) to obtain the 1 mK rms level.
4 ANALYSIS

4.1 Fitting for the synchrotron spectrum

We fitted for the spectra of the foregrounds for the simulations S0, S1, S2 and S3 with the CCA method described in Sect. 2.1. The estimation has been performed for ten foreground realizations (see Sect. 3.2). We modelled the mixing matrix as consisting of two components, free-free and synchrotron. We assumed the free-free spectrum to be known and focused on the estimation of the synchrotron spectrum. This choice is reasonable because the uncertainties on the spectrum of the free-free emission are much smaller than those on the synchrotron emission. Moreover, the free-free emission is orders of magnitude fainter than synchrotron, so that the uncertainty on the latter component dominates the error budget.

In principle, we should characterize the noise component as consisting of both instrumental noise and HI signal. This is particularly true for the SKA, given that the instrumental noise is lower than the expected signal for a wide redshift range. Nonetheless, we characterized only the instrumental noise, not to exploit our previous knowledge of the intensity of the simulated 21 cm signal. We verified that, because the foreground emission is so bright, the estimated synchrotron spectrum is very stable against sensible changes of the assumed noise levels.

We modelled the synchrotron emission as a power law, and fitted for a synchrotron spectral index. This model is fully adequate only for S0 and it is simpler than the actual input foreground models for the other simulations. This reproduces the typical situation in which the models that we use are only an approximate representation of the real data. In order to assess the goodness of the CCA results, for each model we computed a true “effective” spectral index \( \beta_s \) to be compared with the estimated one, \( \hat{\beta}_s \). Such effective spectral index is the true spectral index for S0; the average of the spatially-varying spectral index map for S1; the slope of the underlying smooth power-law spectrum for S2; and the slope between 100 and 200 MHz for S3.

In Fig. 7 we show the histogram of the errors \( \Delta \beta_s = \hat{\beta}_s - \beta_s \) (estimated index—true effective index) for 10 foreground realizations and for the 4 simulated synchrotron spectra as detailed in the legend.

For S0 and S2 the estimation is very good both in terms of width of the distribution and offset from zero. Spatial variations of the spectral index (S1) mainly broaden the error distribution while keeping the offset from zero low. Conversely, the steepening of the spectrum (S3) mainly shifts the distribution from zero without enlarging it. In this case, the estimated index is a good representation of the spectral index at low frequencies, where the synchrotron emission is stronger and the spectral index is flatter.

Overall, the CCA method is able to fit the slope of the spectrum with good accuracy, not being challenged too much by the higher complexity of the true spectrum with models considered. This represents the random estimation error due to the CCA method, without considering errors due to incorrect modelling of the true synchrotron spectrum. Given the strength of the contaminants, it is very important that the random error is small.

For S0 and S2 the estimation is very good both in terms of width of the distribution and offset from zero. Spatial variations of the spectral index (S1) mainly broaden the error distribution while keeping the offset from zero low. Conversely, the steepening of the spectrum (S3) mainly shifts the distribution from zero without enlarging it. In this case, the estimated index is a good representation of the spectral index at low frequencies, where the synchrotron emission is stronger and the spectral index is flatter.

Overall, the CCA method is able to fit the slope of the spectrum with good accuracy, not being challenged too much by the higher complexity of the true spectrum with
respect to the adopted model. For the simulation with steepening of the spectral index there is a bias towards the flattest slope.

### 4.2 Cleaned maps

In this section we visualise the residual foreground contamination due to the random and model error on the estimated mixing matrix. We show the cleaned maps in pixel space at the central frequency (\(\nu = 150\) MHz, \(z = 8.5\)) and for the foreground realization shown in Fig. 4. The cleaned maps are obtained by Fourier-transforming the data cleaned in the visibility plane and are convolved with the instrumental beam. In Fig. 8 we show the true foreground contamination and the true HI signal. Both maps are convolved with the beam.

#### 4.2.1 Simulation S0

In Fig. 9 we show the reconstructions at 150 MHz for S0 with and without noise in the data. The residual foreground contamination is well below the noise, due to the lack of any model error and any non-idealities of the data.

#### 4.2.2 Simulation S1

The spatial variability of the synchrotron spectral index (tested by S1) is something that we cannot model explicitly in the CCA method. In fact, its second-order statistics constraint assumes that the mixing matrix is constant in the considered area of the sky. In principle, one could divide the FoV into smaller areas and process them separately. This strategy is successfully used in Ricciardi et al. (2010) for CMB data, as we consider large sky areas where the spectral properties of foregrounds are likely to vary significantly. However, the sky patches cannot be arbitrarily small, because a robust computation of the data spectra and cross-spectra needs good statistics. This means that in the present application, with sky areas considered are already relatively small, this approach could be inefficient.

Alternatively, following Stolyarov et al. (2005), a single component having spatially-varying frequency scaling can be modelled as the sum of multiple components with uniform frequency scaling. A suitable decomposition is obtained by expanding the spectral model of the synchrotron component in a Taylor series around the mean spectral index. Thus, the first-order component has spectrum \(I(\nu) \propto \nu^{\beta_s}\), the second-order one has spectrum \(I(\nu) \propto \nu^{\beta_s-1}\), and so on.

In Fig. 10 we show the results at 150 MHz for two reconstructions: one where we fit for the synchrotron and free-free components and one where we included an additional foreground component, with spectrum \(I(\nu) \propto \nu^{\beta_s-1}\), to absorb the errors due to the spatial variations of the synchrotron spectral index. In the first case the errors in the foreground models cause a residual contamination which is too large compared to the signal we aim to recover. The morphology of the residual map reflects that of the spatially-varying spectral index map (shown in the right panel of Fig. 5). The inclusion of the extra component improves the results substantially; the residual map, reduced by \(\sim 80\%\), is now below the 21 cm signal. In principle, one could add more terms of the Taylor expansion to reach even higher accuracy, however the noise in the reconstruction increases with the number of components. In our case, the inclusion of a 4th component to the model does not improve appreciably the cleaning.

#### 4.2.3 Simulation S2

In the left panel of Fig. 11 we show the reconstructed HI emission at 150 MHz for S2 obtained with the simple subtraction method [eq. (8)]. The 3% oscillations around the power-law spectrum are enough to swamp the detection of the HI signal. The morphology of the reconstructed map is that of the foreground component shown in the left panel of Fig. 8.

In the right panel of Fig. 11 we show the results of the improved subtraction method [eq. (9)]. This method is able to remove efficiently the foreground contamination. As mentioned in Sect. 2.1, the improved subtraction consists in estimating a factor, \(r_i\), to calibrate the foreground map to be subtracted from the \(i\)-th frequency map. These factors have been chosen as those minimising the power of the
fluctuations of the residual map. Because the estimated foreground component is obtained by linearly combining all the frequency maps, it should not correlate significantly with any single HI map or noise map. Therefore, this procedure is unlikely to subtract the signal of interest. However, we minimised only the large-scale power (larger than several arcminutes) which, in the presence of subtraction errors, is dominated by foreground emission.

As we can see from Fig. 12, the power of the difference map varies substantially for small variations of \( r_{ii} \), and may prefer a value of \( r_{ii} \neq 1 \). This means that the original model either slightly underestimated or overestimated the foreground contamination, as a result of the unmodelled random fluctuations. We verified that the improved subtraction method is only necessary in the presence of significant random errors; for the random oscillations considered here, the simple subtraction method of eq. (8) is good enough if the oscillations are below 1%.

\subsection*{Simulation S3}

In Fig. 13 we show the results at 150 MHz for the simulation S3. Similarly to the previous results, the simple subtraction of the predicted power-law component (left panel) is not accurate enough, but the improved subtraction scheme of eq. (9) (right panel) is able to correct for departures from the spectral model.

\subsection*{Summary}

We were able to obtain good reconstructions of the underlying HI signal for all the simulations considered. The fitted CCA spectrum achieved a very good first-order subtraction of the foreground contamination (the contamination is reduced by more than 3 orders of magnitude). Second-order corrections were necessary to compensate for departures of the true spectra from the adopted models. In particular, the simulation S1 required the addition of a further foreground component.
component, while simulations S2 and S3 required adjustments in the subtraction method.

We note that these two corrections are conceptually different. The addition of extra components modifies the morphology of the total foreground emission with frequency, and therefore it compensates for errors on the foreground pattern, such as the one induced by a spatial variation of the spectral properties. On the other hand, the calibration of the subtraction modifies the intensity of the foreground emission and not its pattern, so it is useful in the presence of an error in the average foreground frequency spectrum, such as the one induced by an incorrect modeling.

In a real situation, both errors are likely to be present, and these two corrections can be applied sequentially. In the next section we show results obtained by performing both corrections for all the models, irrespective to whether they are needed by the data or not. In the latter case, the amplitude of the correction results to be null or negligible.

5 RESULTS

In this Section we present a more quantitative assessment of the results for the whole frequency range considered and all the foreground models.

5.1 Statistics on pixel maps

We first considered statistics on the 21 cm maps in pixel space, and in particular the rms of the foreground-cleaned signal compared to the true one, and the Pearson’s correlation coefficient between the cleaned and true signals. Both the cleaned and the true signals are convolved with the beam and sampled with a 0.8 arcmin pixel size. The clean signal is noisy while the true one is noiseless.

The rms and correlation are shown respectively in the top and in the bottom panel of Fig. 14. Note the difference between the rms of the true signal in Figs. 14 and 1. The signal in Fig. 14 is significantly lower, especially at high redshift. This is the effect of the convolution of the maps with the 6.7 arcmin instrumental beam. Since most of the power of the high-redshift signal comes from small scales, the convolution suppresses the rms significantly in this case.

Both the rms and correlation plots are also affected by the presence of noise in the recovered signal. To interpret the noise contribution correctly, in the rms plot we show the noise level and in the correlation plot we show the correlation between the true noisy signal and the true noiseless signal, which represents the highest correlation we can obtain in the presence of noise.

The rms and the correlation plots give very similar indications: there is a wide frequency range 110–150 MHz (\(z = 12–8.5\)) where the cleaning is very good; at higher frequencies the signal is dominated by noise while at lower one there is an excess due to residual foreground contamination.

The details of the performance vary for the different foreground simulations considered. Overall, the worse results are obtained for S1, featuring spatial variability of the spectral properties. The unsmooth features, tested with the simulation S2, are troublesome mostly at frequency lower than 110 MHz. It is interesting to note that the curved synchrotron spectrum performs nearly at the level of the ideal model S0.

The pixel statistics discussed so far are easy to interpret and very useful to visualize the results. However, they may not give a complete picture because they depend on the choice of the pixel size, which is quite arbitrary, and they typically probe the signal at the smallest scales. In the next subsection we also consider 2D power spectra, which give a description of the signal, noise and residual foreground as a function of the spatial scale.

5.2 Power spectra

The 2D power spectra of the 21 cm maps, \(C_{2D}(k)\), are computed by averaging the 2D Fourier transform of the map in circular bins corresponding to a Fourier mode \(k\) [eq. (8)]. The results are presented in terms of \(\Delta_{2D}(k) = \frac{1}{2\pi}C_{2D}(k)\), where \(A\) is the area of the simulation map.

In Fig. 14, we show the power spectrum of the true convolved signal at four redshifts (\(z = 6.5, 8.5, 10.5\) and 12.5, ...
thick black lines) compared to the power spectrum of the residual foreground contamination (cleaned noiseless signal – true signal) for all the models (coloured lines) and the power spectrum of the noise averaged for the 100 noise realizations (grey dotted lines).

The accuracy of the spectra depends on the balance between the residual foreground contamination, the noise level, and the intensity of the 21 cm signal. At $z = 6.5$, where our simulation has null HI signal, foreground residuals constitute an upper limit to the detection. At $z = 8.5$ and $z = 12.5$ the signal is above the residual contamination for a wide range of scales; the recovery of the largest scales is hampered by foreground contamination, at a level that varies for different foreground models. At $z = 10.5$ we have the best recovery; foreground residuals are around two orders of magnitude below the input power spectrum.

The simulation S1 gives the highest large-scales residuals at low redshift (high frequency) but it performs reasonably well at high redshift (low frequency). This means that, for this model, the cleaning is more efficient for the most contaminated channels. This is a consequence of the spatial variations of the synchrotron spectral index, which causes the morphology of the synchrotron component to change with frequency. Because this component is stronger at lower frequency, the reconstructed synchrotron map is more similar to the low-frequency synchrotron emission, hence it performs better when subtracted from the low-frequency channels.

Conversely, the simulation S2 performs better at high frequency than at low frequency. The presence of non-smooth features in the spectrum causes a random error in the estimation of the mixing matrix. The resulting foreground contamination is worse where the foregrounds are stronger, i.e. at low frequency.

For all the considered foreground models, we have a good cleaning of the signal for a wide range in scales and redshifts. This shows that our approach is a powerful one for cleaning the HI signal from foreground contamination.

6 CONCLUSIONS

We have tested the performance of the CCA component separation method (Bonaldi et al. 2006; Ricciardi et al. 2010), developed for CMB data analysis, on simulated SKA data to study the EoR. Our simulation includes the EoR signal, generated with the 21cmFast code (Mesinger et al. 2011), and diffuse synchrotron and free-free foregrounds, simulated starting from the 408 MHz Haslam et al. (1982) map reprocessed by Remazeilles et al. (in prep) and the Hα Dickinson et al. (2003) template. We considered 70 frequency bands from 100 to 200 MHz ($z = 6-13$, spaced by $\Delta z = 0.1$).

The formalization of the component separation problem used in this and previous work (e.g., Chapman et al. 2012, 2013) models the 21 cm signal from neutral hydrogen as noise, based on the low correlation between different redshift slices. We tested this hypothesis with our HI simulations and found that the correlation is still 10-20% for a redshift separation of $\Delta z = 0.1$ and can be neglected only for $\Delta z \geq 0.2$.

Another crucial aspect for EoR component separation is the complexity of the frequency behaviour of the foregrounds and our ability to model them accurately. In our case we focussed on the synchrotron emission, which is by far the dominant foreground component. We considered four synchrotron models to test the effect of different non-idealities in the frequency spectrum: spatial variations, curvature, and the presence of non-smooth features. Such effects are in principle very problematic for parametric methods such as the CCA. However, when modelling the signal as a power-law, we still get a good recovery of the spectral index. There is a small random error ($\Delta \beta_s = 0.01-0.05$ depending on the foreground simulation) and, for the model with curved spectrum a systematic error of 0.15.

This accuracy in the synchrotron spectrum reduces the foreground contamination by several orders of magnitude when using a standard method to reconstruct the foreground maps and subtract them from the data. However, the cleaning is not always sufficient for the measurement of the tiny 21 cm signal. The results can be improved substantially by modifying the foreground reconstruction and subtraction methods to make them robust against model errors. With these modifications, we finally obtain a very good cleaning of the cosmological signal for a wide range of frequencies (110–150 MHz, $z = 12-8.5$) and scales ($\log(k) \gtrsim 1.5$ Mpc$^{-1}$) for all the considered foreground simulations.

This work showed that the CCA method is very promising for improving our knowledge of the foreground emission and cleaning the EoR signal from foreground contamination, also in the presence of random and systematic departures of the true spectra from the parametric models adopted. The next steps towards applying this method to real SKA data is to test it against a frequency-dependent resolution and in the presence of point-source contaminants, both resolved and as a background.
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