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ABSTRACT

Speech samples recorded in both indoor and outdoor environments are often contaminated with secondary audio sources. Most end-to-end monaural speech recognition systems either remove these background sounds using speech enhancement or train noise-robust models. For better model interpretability and holistic understanding, we aim to bring together the growing field of automated audio captioning (AAC) and the thoroughly studied automatic speech recognition (ASR). The goal of AAC is to generate natural language descriptions of contents in audio samples. We propose several approaches for end-to-end joint modeling of ASR and AAC tasks and demonstrate their advantages over traditional approaches, which model these tasks independently. A major hurdle in evaluating our proposed approach is the lack of labeled audio datasets with both speech transcriptions and audio captions. Therefore we also create a multi-task dataset by mixing the clean speech Wall Street Journal corpus with multiple levels of background noises chosen from the AudioCaps dataset. We also perform extensive experimental evaluation and show improvements of our proposed methods as compared to existing state-of-the-art ASR and AAC methods.

Index Terms — ASR, AAC, speech recognition, audio captioning, joint modeling

1. INTRODUCTION

Automatic speech recognition (ASR) is a well known task which decodes human speech as textual representations and has been a prominent research area for the past several decades [1]. End-to-end (E2E) ASR is a sequence-to-sequence task where a stream of acoustic features are converted into a sequence of words. These models typically use an encoder-decoder framework with connectionist temporal classification (CTC) loss [2,3] or use RNN-Transducers [4,5]. The introduction of attention mechanisms enabled the decoder to focus on relevant parts of the audio signal when generating long word sequences [6,7]. Transformer layers with self-attention in both the encoder and decoder have shown significant improvement in training speeds and modeling long-range dependencies [8].

Speech utterances captured in the real-world coexist with a wide variety of acoustic sources and are seldom pure. However most ASR systems focus only on the speech component of an audio signal and consider the non-speech sources as components to be disregarded during model learning [9,10]. Synchronously modeling both speech and non-speech sources in a unified manner resembles the natural perception of the human auditory system. Such a unified model using Transformers was proposed by [11] to solve ASR, acoustic event detection (AED) and audio tagging (AT) tasks. Although tasks like AED and AT extract information of all constituent audio sources, the outputted sequence of events and tags lacks proper structure for straightforward human understanding [12].

Automated audio captioning (AAC) aims to provide the information of constituent audio sources and events in a structured and easily comprehensible manner i.e., a natural language description of a given audio waveform [12,13]. Recently, Transformer based encoder-decoder frameworks are being employed to model the temporal structure of audio events [14,15]. AAC is an emerging research area with several applications, such as enriching the raw textual information provided by ASR during television broadcasting and video streaming. Such integration of ASR and AAC tasks can potentially improve the viewing experience of the hearing impaired.

Performance of an ASR model in a noisy environment depends on its ability to adapt to various background sounds and robustly infer the speech components. This process makes the ASR and AAC tasks interdependent and motivates us to treat them in a unified manner. Also, given the similarity of these tasks in transforming input acoustic signals into output word sequences, we formulate them as a multi-task problem. Our main contributions are as follows:

1. We present the very first attempt to jointly model ASR and AAC tasks, and propose various E2E Transformer frameworks to solve this multi-task problem.
2. Due to the lack of an audio dataset containing both transcript and caption labels, we prepare a synthetic multi-task dataset by combining clean speech samples and captioned non-speech samples.
3. We carefully evaluate the proposed jointly trained models on varying levels of background sounds and compare them with the independently trained ASR and AAC models.

2. INDEPENDENT MODELING

2.1. Automatic Speech Recognition

Popular E2E ASR systems are based on an encoder-decoder architecture, where the input acoustic features are decoded as speech transcripts. Let \( X_{\text{spec}} \in \mathbb{R}^{F \times T} \) be an input spectrogram with frequency and time dimensions of \( F \) and \( T \) respectively, and \( W_{\text{ASR}} \) be the output word sequence. A neural network model with parameters \( \Theta_{\text{ASR}} \), aims to model the posterior distribution \( P(W_{\text{ASR}}|X_{\text{spec}}, \Theta_{\text{ASR}}) \), as shown in Fig. 1(a). Some state-of-the-art models follow a Transformer encoder-decoder framework, optimized using both CTC loss and attention loss [16]. Typically, pretrained language models (LM) are integrated with the decoder during inference to form coherent word sequences [17,18]. However, as the purpose of this work is to compare the fundamental capability of independent and joint modeling approaches, we will not use LMs during inference.
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\[ \text{Fig. 2. Joint modeling approaches of E2E ASR and AAC tasks} \]

2.2. Automated Audio Captioning

In contrast to ASR systems, which primarily focus on speech contents, AAC systems must model all the acoustic sources in an input signal and output an intelligible textual description (caption) \[12\].

Neural network models for the AAC task aim to model the posterior distribution \( P(W_{\text{AAC}}|X_{\text{spec}}, \Theta_{\text{AAC}}) \), where \( W_{\text{AAC}} \) denotes the output word sequence in an audio caption, as shown in Fig. [1]b).

As both ASR and AAC systems output word sequences, state-of-the-art AAC models also follow a Transformer based encoder-decoder framework, optimized using attention loss \[15\] \[14\]. Note that the CTC loss or RNN-Transducers are not particularly applicable to the AAC task, because the token sequence in a caption need not be temporally aligned with the input spectrogram frames. In this work, the transcripts and captions are tokenized as a sequence of characters.

3. MULTI-TASK DATASET SYNTHESIS

The inter-dependency of ASR and AAC tasks, in addition to their similar modeling techniques, motivates us to explore models that can be trained jointly on these two tasks. However an important challenge in realizing this joint modeling is the dearth of labeled realworld recordings with both a speech transcript and an audio caption.

We overcome this hurdle by synthetically mixing clean speech samples from the Wall Street Journal (WSJ) corpus \[19\] with non-speech samples from AudioCaps dataset \[12\]. To support reproducible research, we will make our data generation scripts publicly available \[6\].

WSJ corpus is a collection of the WSJ0 and WSJ1 datasets, totalling more than 37k clean speech samples and their transcripts, uttered by roughly 300 speakers. The AudioCaps dataset contains 46k audio samples paired with human-annotated captions, and is a subset of AudioSet (a large-scale collection of 10-second audio clips from YouTube) \[20\]. Our goal is to prepare a dataset where an audio sample contains speech from a primary speaker in the presence of background noise. Keeping with this goal, we identify and remove all the speech samples present in the AudioCaps dataset. This is done by filtering audio samples whose captions contain the substrings ‘speak’ and ‘talk’ (identifying words such as speaks, talking, etc.). The filtering process discarded approximately 20k speech samples and retained 26k non-speech audio samples.

We created a synthetic multi-task dataset by randomly mixing WSJ samples with non-speech AudioCaps samples. Given a speech signal \( x_1 \) and a non-speech signal \( x_2 \), we perform mixing as:

\[ x_{\text{mix}} = \hat{x}_1 + \gamma \cdot \hat{x}_2, \]

where \( \hat{\cdot} \) represents an amplitude normalization to \([-1, 1]\) range and \( \gamma \) denotes a scalar mixing weight. The duration of audio samples from WSJ can be up to 25 seconds, while those from AudioCaps are roughly 10 seconds. When \( \hat{x}_1 \) is longer than \( \hat{x}_2 \), we account for this duration mismatch during the mixing process in Eq. \[1\] by randomly choosing a segment of \( \hat{x}_1 \), such that the duration of chosen segment is equal to the duration of \( \hat{x}_2 \).

The transcript \( W_{\text{ASR}} \) of signal \( x_1 \) and caption \( W_{\text{AAC}} \) of signal \( x_2 \) are stored as labels for the normalized mixture signal \( x_{\text{mix}} \). Although the addition of a clean speech event to the sounds present in \( x_2 \) modifies the textual description of \( \hat{x}_{\text{mix}} \), we overlook this issue from a practical standpoint. For instance, if \( W_{\text{AAC}} \) were to be ‘a dog is barking’, then a human annotated caption for \( \hat{x}_{\text{mix}} \) would probably be of the form ‘a person is speaking while a dog is barking’. Considering that all the mixture signals contain speech, their corresponding captions should ideally contain a phrase equivalent to ‘a person is speaking’. This inconsistency is common across all the mixture samples and can therefore be overlooked for our synthetic multi-task mixture dataset.

4. PROPOSED JOINT MODELING

Given a set of noisy speech signals contaminated with various background sounds, we aim to train a single model capable of generating both the transcript and caption labels. Inferring two output sequences from such a jointly trained model resembles an E2E multi-speaker ASR task \[21\] \[22\], without needing to accommodate for the permutation invariance among multiple speakers.

4.1. Concatenating Output Sequences

The independent ASR and AAC modeling frameworks discussed in Section 2 inherently follow a similar structure: acoustic feature encoding and word sequence decoding. Exploiting this similarity and the serialized output training proposed in \[22\], we propose an intuitive approach to our multi-task modeling: concatenating the word sequences \( W_{\text{ASR}} \) and \( W_{\text{AAC}} \) as follows:

\[ W_{\text{Cat}} = \text{Concat}( W_{\text{ASR}}, \text{<sep. token>}, W_{\text{AAC}} ) \]  \hspace{1cm} (2)

\[ W_{\text{Rev}} = \text{Concat}( W_{\text{AAC}}, \text{<sep. token>}, W_{\text{ASR}} ), \]  \hspace{1cm} (3)

where \( W_{\text{Cat}} \) and \( W_{\text{Rev}} \) denote the concatenated word sequences, and \( \text{<sep. token>} \) denotes a separation token. Eq. \[2\] signifies the scenario where \( W_{\text{ASR}} \) precedes \( W_{\text{AAC}} \) in the concatenated sequence, while Eq. \[3\] signifies a sequence concatenated in the reverse order. For definitive detection of transition from \( W_{\text{ASR}} \) to \( W_{\text{AAC}} \) or vice-versa during model inference, we incorporate a special separation token \( \text{<sep. token>} \) during concatenation as shown in Fig. 2(a).

Given the input \( X_{\text{spec}} \) and model parameters \( \Theta_{\text{Cat}}, \Theta_{\text{Rev}} \) for \( W_{\text{Cat}}, W_{\text{Rev}} \) respectively, we formulate the posterior distribution as:

\[ P(W_{\text{Cat}}|X_{\text{spec}}, \Theta_{\text{Cat}}) = P(W_{\text{ASR}}|X_{\text{spec}}, \Theta_{\text{Cat}}) \cdot P(W_{\text{AAC}}|X_{\text{spec}}, \Theta_{\text{Cat}}), \]  \hspace{1cm} (4)

\[ P(W_{\text{Rev}}|X_{\text{spec}}, \Theta_{\text{Rev}}) = P(W_{\text{AAC}}|X_{\text{spec}}, \Theta_{\text{Rev}}) \cdot P(W_{\text{ASR}}|X_{\text{spec}}, \Theta_{\text{Rev}}). \]  \hspace{1cm} (5)
We note that the formulations of Eq. (4) and Eq. (5) may appear as equivalent, but the evolving hidden state(s) of the neural network’s recurrent architecture increases their dissimilarity with each decoded token. Henceforth, we denote the frameworks modeling $W_{\text{Cat}}$ and $\hat{W}_{\text{Rev}}$ as ‘Cat-ASR-AAC’ and ‘Cat-AAC-ASR’ respectively.

Although the proposed sequence concatenation approach aims to model the true joint distribution of $W_{\text{ASR}}$ and $W_{\text{AAC}}$, it suffers from several drawbacks. The decoding process is likely to output sub-optimal solutions due to a significant increase in the length of output sequence. Also, the constraint of generating a transcript and caption as part of the same output sequence removes the temporal alignment between $W_{\text{Cat}}$ or $\hat{W}_{\text{Rev}}$ and $\hat{x}_{\text{mix}}$. In-turn we lose the ability of optimizing our model using the CTC loss. Furthermore, the shared decoder is constrained to learn the unified token-transition probabilities within transcripts and captions, even though their individual token-transition probabilities need not be correlated.

4.2. Dual Output Decoding

Inspired by multi-task modeling in [11] and to alleviate the aforementioned drawbacks, we propose a shared encoder and dual-decoder framework to extract effective audio representations while separately decoding $W_{\text{ASR}}$ and $W_{\text{AAC}}$. This approach assumes conditional independence between the transcript and caption given the input $X_{\text{spec}}$ and dual-decoder model parameters $\Theta_{\text{DD}}$ when modeling the joint probability distribution. Specifically, we have:

$$P(W_{\text{ASR}}, W_{\text{AAC}}|X_{\text{spec}}, \Theta_{\text{DD}}) = P(W_{\text{ASR}}|X_{\text{spec}}, \Theta_{\text{DD}}) \cdot P(W_{\text{AAC}}|X_{\text{spec}}, \Theta_{\text{DD}}).$$

The flexibility of using two decoders allows the proposed model to individually learn the token transition distributions within transcripts and captions. The exponentially expanded search space of concatenated output model is now restored to output sequences of regular length. Finally, our proposed model also allows the use of the CTC loss when optimizing the ASR decoder as follows:

$$\mathcal{L} = \lambda \cdot \mathcal{L}_{\text{ctc}} + (1 - \lambda) \cdot \mathcal{L}_{\text{att}},$$

where $\mathcal{L}_{\text{ctc}}$ and $\mathcal{L}_{\text{att}}$ denote the overall, CTC and attention losses respectively, and $\lambda$ denotes the interpolation factor [23].

5. EXPERIMENTS

5.1. Dataset Preparation

Following the synthetic multi-task dataset preparation procedure detailed in Section 4.1, we randomly mix the 37k speech samples from WSJ with 26k non-speech AudioCaps samples using mixing weight $\gamma$. To mix the 836 total samples in development and evaluation splits of WSJ, we proportionately select 600 samples at random from AudioCaps that are not seen during training. We choose 5 discrete values for $\gamma \in \{0.1, 0.2, 0.4, 0.6, 0.8\}$ to perform the above mixing process, aiming to evaluate our proposed methods at different levels of background sounds. This process results in $37k \times 5 \approx 187k$ training samples and roughly 4k dev and eval samples.

5.2. Model Training and Evaluation

We trained the independent and proposed joint modeling frameworks using the ESPNet toolkit [16]. The models compared during our experiments are as follows:

| Method | CER | WER | CIDEr | SPICE | SPIDEr |
|--------|-----|-----|-------|-------|-------|
| ASR-only | 11.4 | 24.0 | - | - | - |
| AAC-only | - | - | 0.441 | 0.140 | 0.291 |
| Cat-ASR-AAC | 12.3 | 25.0 | 0.507 | 0.153 | 0.330 |
| Cat-AAC-ASR | 10.9 | 23.2 | 0.632 | 0.171 | 0.401 |
| Dual-decoder | 11.7 | 24.3 | 0.462 | 0.134 | 0.298 |

Table 1. Comparison of speech and captioning metrics scores for all models trained without CTC and evaluated over the combined eval split of all mixing weights.

2. AAC-only: trained to only output $W_{\text{AAC}}$
3. Cat-ASR-AAC: outputs the word sequence $W_{\text{Cat}}$ from Eq. (2)
4. Cat-AAC-ASR: outputs the word sequence $W_{\text{Cat}}$ from Eq. (3)
5. Dual-decoder: trained to output both $W_{\text{ASR}}$ and $W_{\text{AAC}}$

All the models discussed in this work follow the same network architecture to facilitate consistency during evaluation. Our Transformer encoder has 12 layers with 2048 units each, and 4 attention heads of 256 dimension. On the other hand, the Transformer decoder has 6 layers with 2048 units each. The proposed dual-decoder model in Section 4.2 employs two decoders with the above specifications. Our batch-size for training is set to 64, dropout to 0.1 and label smoothing weight to 0.1. We use the Noam optimizer to train for 100 epochs and perform model parameter averaging over epochs with the best 10 validation scores.

Since CTC is not applicable to the concatenated output model, as discussed in Section 4.1, we only perform experiments with the CTC loss for ASR-only and Dual-decoder models. In this set of experiments, we set the interpolation factor $\lambda$ as 0.3 in Eq. (7). And during inference, we use beam-search with width 6 and CTC decoding weight of 0.3. When training without CTC, we observed that inference with a beam width of 1 gave the best results.

All the trained models are evaluated over the dev and eval mixture samples for all the 5 levels of background sounds. The generated speech transcripts are evaluated using traditional character and word error rates i.e., CER and WER. The captions are evaluated using captioning metrics: CIDEr [24], SPICE [25] and SPIDEr [26], where SPIDEr computes a simple average of CIDEr and SPICE scores. The n-gram cosine similarity between generated and target captions is computed by CIDEr, while their semantic similarity after lemmatization is computed by SPICE. Therefore, SPIDEr score balances the semantic and syntactic similarity during audio captioning.

6. RESULTS

This section evaluates the performance of models trained independently for ASR, AAC tasks and compares them with our proposed jointly trained models.

6.1. Independent vs. Joint Modeling

The overall scores of speech and captioning metrics for all mixture weights $\gamma$ in Eq. (1), when training without the CTC is detailed in Table 1. Top and middle sections of Table 2 summarizes the performance comparison when training without CTC and evaluating over all 5 mixing weights. Expected trends include the increase of SPIDEr and CER scores with increasing mixture weight $\gamma$ of non-speech audio signal. We also observe that CER for Cat-AAC-ASR model is
Table 2. Comparison of models are trained without CTC (top, middle) and with CTC (bottom) and evaluated using CER (lower is better) and SPIDEr (higher is better) over the dev and eval splits for various mixing weights $\gamma \in \{0.1, 0.2, 0.4, 0.6, 0.8\}$.

| Method (with CTC) | SPIDEr of dev-split | SPIDEr of eval-split |
|-------------------|---------------------|----------------------|
| $\gamma = 0.1$    | $\gamma = 0.2$     | $\gamma = 0.4$     | $\gamma = 0.6$     | $\gamma = 0.8$     |
| AAC-only          | 0.309 0.322 0.292 0.283 0.279 | 0.292 0.280 0.293 0.291 0.252 |
| Cat-ASR-AAC       | 0.328 0.311 0.343 0.348 0.354 | 0.297 0.309 0.337 0.339 0.326 |
| Cat-AAC-ASR       | 0.392 0.397 0.406 0.423 0.440 | 0.337 0.347 0.371 0.374 0.382 |
| Dual-decoder      | 0.268 0.289 0.320 0.327 0.327 | 0.229 0.235 0.243 0.242 0.239 |

| Method (without CTC) | CER of dev-split | CER of eval-split |
|----------------------|------------------|-------------------|
| $\gamma = 0.1$      | $\gamma = 0.2$  | $\gamma = 0.4$  | $\gamma = 0.6$  | $\gamma = 0.8$  |
| ASR-only             | 9.0 10.5 14.1 17.8 22.2 | 7.1 8.0 10.8 13.8 17.4 |
| Cat-ASR-AAC         | 9.7 11.4 15.3 19.6 23.8 | 7.3 8.6 11.9 15.3 18.7 |
| Cat-AAC-ASR         | 9.4 10.4 13.9 18.3 22.8 | 6.4 7.2 9.9 13.4 17.5 |
| Dual-decoder        | 9.1 10.7 14.3 18.5 22.5 | 7.0 7.9 11.3 14.4 17.8 |

| Method (with CTC) | CER of dev-split | CER of eval-split |
|-------------------|------------------|-------------------|
| $\gamma = 0.1$   | $\gamma = 0.2$  | $\gamma = 0.4$  | $\gamma = 0.6$  | $\gamma = 0.8$  |
| ASR-only          | 5.7 6.5 9.3 12.6 16.0 | 4.2 5.0 6.9 9.4 12.3 |
| Dual-decoder      | 5.5 6.4 9.2 12.4 16.3 | 4.2 4.7 6.7 9.6 12.4 |

better as compared to Cat-ASR-AAC. The latter infers a speech transcript after generating the caption, thereby demonstrating the ability of Cat-ASR-ASR model to understand and utilize the background audio information when performing ASR. Bottom section of Table 2 shows significant improvements when using CTC for speech transcription. It also empirically demonstrates the advantage of our joint modeling framework towards better speech recognition capability.

6.2. Testing with Real-world Speech Recordings

We acknowledge that it would be premature to conclusively state the superiority of our multi-task modeling based solely on improvements seen with synthetic mixtures. Therefore we additionally compare the model outputs over a few speech samples recorded in the presence of background sounds. These recordings were chosen from the speech samples present in AudioCaps dataset, which were filtered-out during mixing process.

For an audio sample captured during a duck hunt gameplay, the transcripts and captions generated from models trained without the CTC loss are compared with human annotations in Table 3. The 10 second audio sample actually starts with some gun shots, followed by a person speaking and more gun shots, while ducks quack in the background. Although the human annotated caption is short, our dual-decoder model is able to capture all the constituent audio sources. On the other hand, all the ASR outputs seem mostly similar, with our proposed Cat-AAC-ASR and dual-decoder models slightly outperforming the ASR-only model.

7. CONCLUSIONS

ASR and AAC tasks generate speech transcripts and descriptive audio captions respectively, but share a commonality of outputting coherent word sequences from a given audio signal. As existing state-of-the-art models proposed for these tasks follow a similar Transformer based encoder-decoder framework, we explore the first known attempt at modeling ASR and AAC as a multi-task problem.
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