Patch-wise Deep Metric Learning for Unsupervised Low-Dose CT Denoising *
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Abstract. The acquisition conditions for low-dose and high-dose CT images are usually different, so that the shifts in the CT numbers often occur. Accordingly, unsupervised deep learning-based approaches, which learn the target image distribution, often introduce CT number distortions and result in detrimental effects in diagnostic performance. To address this, here we propose a novel unsupervised learning approach for low-dose CT reconstruction using patch-wise deep metric learning. The key idea is to learn embedding space by pulling the positive pairs of image patches which share the same anatomical structure, and pushing the negative pairs which have same noise level each other. Thereby, the network is trained to suppress the noise level, while retaining the original global CT number distributions even after the image translation. Experimental results confirm that our deep metric learning plays a critical role in producing high quality denoised images without CT number shift.
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1 Introduction

In computed tomography (CT), multiple X-ray projection images are obtained at various angles, which incurs considerable radiation exposure to a patient³. In addition, for a temporal CT imaging to evaluate the pathologies of the ears
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especially for children, it is practical standard to use low-dose CT. Thus, low-dose CT reconstruction, which reduces the radiation dose for each projection while maintaining the image quality, is an important research topic.

Recently, deep learning approaches have become a main approach for low-dose CT reconstruction [17,4], which has resulted many commercially available products [9]. Furthermore, the difficulty of obtaining matched CT data pairs has led to exploring various unsupervised learning approaches [22]. In particular, image translation methodology is successfully employed for the low-dose CT noise suppression by learning the noise patterns through a comparison between the low-dose CT(LDCT) and high-dose CT(HDCT) distributions [20,7,16].

Despite the success, the approach is not free of limitation. In particular, for the real-world dataset, there often exists CT number shift between LDCT and HDCT dataset due to the different acquisition conditions. Hence, the networks often result the distortion in pixel values. Unfortunately, the change of the CT numbers has detrimental effects to the radiological diagnostic performance, since it is used as a diagnostic indicator [6]. Especially in the temporal bone CT scans which we are interested in this paper, the CT number supports the evaluation of a pathologies of the ear, such as an inflammation within the inner ear, and a cholesteatoma in early stage [5,13,1]. Wavelet-assisted approaches [8,7] partially address this problem by constraining the pixel value variations only in high-frequency subbands. However, even in the high-frequency image, there exists many important structural information, which can be altered during the image translation so that the localized CT number variation is unavoidable.

Recently, image translation methods utilizing patch-wise interaction have received significant attention [14,18]. By the contrastive loss, the mutual information (MI) between the patches are maximized, pulling positive pairs and pushing negative pairs. However, for denoising tasks, maximizing MI is not appropriate, since a preservation of noise pattern also contributes to the increase of MI.

Here, we propose a novel approach for the LDCT denoising, suggesting the pull-push mechanism for the denoising process by newly defined pairs and a metric. We set the positive pair as the patches from same location of noisy input and denoised output, which share anatomic structure. Also, the negative pair is set by the patches from different location of same image, which have same noise level. Thereby, the network is trained to maintain the structural information, and suppress the noise level. The experimental results on the synthetic noise dataset and a real-world dataset verify the effectiveness of the proposed method.

2 Method

2.1 Overview of the proposed method

In the proposed framework, we aim to learn the embedding space which focus on the anatomic structure features, and discards the noise features. In the training process, the image patches with same contents and different noise level will pull each other, to learn the shared feature between them (i.e. anatomic structure).
Fig. 1: Proposed deep metric learning for low-dose CT denoising. The positive pair $x_k, y_k$ pull each other to decrease the metric $d$ between them. $x_i, x_j, x_l$ are pushed away ($i, j, l \neq k$) from $x_k$, as they have same noise level and different contents. Likewise, $y_i, y_j, y_l$ are pushed away from $y_k$.

On the other hand, the image patches with same noise level and different contents will push each other, to suppress the network to learn the shared feature (i.e. noise). Deep metric is utilized for the pull and push between the image patches.

Specifically, as shown in Fig. 1, we first obtain a high-frequency image by a wavelet transform, and then exploit the patch-wise deep metric learning using the features of the image before and after the denoising process. Here, similar to [8, 7], high frequency images are obtained by a wavelet decomposition, putting zeros at the low-frequency band, and then performing wavelet recomposition. This preprocessing preserves the low frequency image of input.

Then, the high-frequency images from the input and the output images are processed by shared feature extractors with projection heads to generate patch-by-patch latent vectors. In addition, as for the deep metric learning of these latent vectors, we propose a loss so that effective representation for the image generation can be obtained. The final denoised image is obtained by adding the generator output with low frequency image of input.

Here, we discuss the relation of our work with the contrastive learning. The goal of the contrastive loss as suggested in the related work[14] is to maximize the MI between the patches of input and output images. Hence, the negative pair is defined as the patches from input and output with different spatial location, to implement the sampling from marginal distributions. Then, the loss pushes the pairs with different noise level, which leads to different solution with our loss function. Both loss functions utilize the pulling and the pushing of the image patches, however, the objective and the pull-push mechanism of each loss are different. Therefore, we propose our work as deep metric learning which generalize the methods based on the pull-push mechanism.
2.2 Patch-wise deep metric learning

As shown in Fig. 1, we obtain the embedding space by the pull and push between the image patches. Let $x_k \in X$ and $y_j \in Y$ denote the image patches from the input and denoised output image, respectively, where the $k, j$ are the indices for the patch locations, and $X$ and $Y$ are domains for LDCT and HDCT images. Also, let $z_k$ and $w_k$ are the L2 normalized embedding vectors for $x_k$ and $y_k$.

Then, we define the metric $d$ as following:

$$d(x_k, y_k) = \frac{\|z_k - w_k\|^2}{2\tau}$$  \hspace{1cm} (1)

where $\tau$ is the temperature parameter.

Using the defined metric $d$, we decrease the distance between the positive pairs, and make the negative pairs be far apart in the embedding space. We optimize the following metric loss $L_m$ given as:

$$L_m := E_p[\exp(d(x_k, y_k))] - E_{q_n}[\exp(d(x_k, x_j))] - E_{q_o}[\exp(d(y_k, y_j))]$$  \hspace{1cm} (2)

where $p$ is the distribution for the positive pair, $q_n$ is for the negative pair from the input image, and $q_o$ is for the negative pair from the output image. Since $\|z_k - w_k\|^2 = 2 - 2z_k^\top w_k$, the loss function can be rewritten as:

$$L_m := -E_p[\exp(z_k^\top w_k/\tau)] + E_{q_n}[\exp(z_k^\top z_j/\tau)] + E_{q_o}[\exp(w_k^\top w_j/\tau)]$$  \hspace{1cm} (3)

2.3 Network architecture

Our generator architecture is shown in Fig. 2 where the generator $G$ is composed of several blocks which are encoder network $E$ and convolutional layers $C_1, C_2$:

$$G : x \in X \mapsto Y, \quad \text{where} \quad G(x) = (C_2 \circ C_1 \circ E)(x)$$  \hspace{1cm} (4)

where $\circ$ denotes the composite function. The encoder network $E$ is composed of convolutional layer followed by RRDBnet [19] architecture. Furthermore, we use two latent feature extractors:

$$F_1(x) = (P_1 \circ E)(x)$$
$$F_2(x) = (P_2 \circ C_1 \circ E)(x)$$

where $P_1, P_2$ are projection heads shown in Fig. 2.

Then, the overall loss function is given as:

$$L = L_{GAN} + \lambda_{idt}L_{idt} + \lambda_mL_m$$  \hspace{1cm} (5)

where $L_{GAN}, L_{idt}$ and $L_m$ are the GAN loss, identity loss and deep metric loss, respectively, and $\lambda_{idt}$ and $\lambda_m$ denote their associated weighting parameters.

As for the GAN loss $L_{GAN}$, we use the LSGAN loss[12]:

$$L_{GAN}(E, \{C_i\}, D) = L_{GAN}(E, \{C_i\}) + L_{GAN}(D)$$  \hspace{1cm} (6)
Fig. 2: Structure of the generator $G$ and discriminator $D$. Two intermediate features of the $G$ are used for deep metric learning. (a) $G$ consists of feature extractor $E$, and convolutional layers $C_1, C_2$ and projection heads $P_1, P_2$. (b) $D$ is composed of three repeated convolutional blocks.

where

$$L_{GAN}(G) = \mathbb{E}_{x \sim P_X} \| D(G(x)) - 1 \|_2$$

$$L_{GAN}(D) = \mathbb{E}_{y \sim P_Y} \| D(y) - 1 \|_2 + \mathbb{E}_{x \sim P_X} \| D(G(x)) \|_2$$

The identity loss is used to impose the reconstruction constraint for the target domain image on the network, thereby preventing any artifact of the output image caused by GAN loss. The idt loss $L_{idt}$ is given as:

$$L_{idt}(E, \{C_i\}) = \mathbb{E}_{y \sim P_Y} \|(C_2 \circ C_1 \circ E)(y) - y\|_1,$$

Finally, the deep metric loss $L_m$ is composed of two terms, since we use two intermediate features as shown in Fig. 2

$$L_m(E, C_1, \{P_i\}) = L_{m,1}(E, P_1) + L_{m,2}(E, C_1, P_2)$$

3 Experiments

We verify our method using two datasets. First, we use the publicly released CT dataset from the 2016 NIH-AAPM-Mayo Clinic Low Dose CT Grand Challenge dataset (AAPM), and the real-world temporal CT scan dataset. The real-world temporal CT scans are obtained at 100kVp. Collimation is $128mm \times 0.6mm$, the pitch is set to 1, and the slice thickness is 0.6mm. Reference mAs for low-dose and high-dose scans are 46mAs and 366mAs, respectively. H70s kernel for low-dose and H60s kernel high-dose scans are used. The dataset consists of 54 volumes of low-dose, and 34 volumes of high-dose scans. We split the low-dose data into two sets, a train set with 45 volumes and a test set with 9 volumes.
Fig. 3: Results from AAPM dataset. (a) CT images for the comparison, displayed with (-150HU, 210HU). (b) Zoomed image for the comparison of fine structures. (c) Difference images of zoomed area subtracted by the low-dose images, displayed with (-50HU, 50HU).

Table 1: Quantitative metrics (PSNR, SSIM) to compare the performance with the previous methods on AAPM dataset.

|       | LDCT | Proposed | Invertible-cycleGAN | GAN-Circle | wavCycleGAN | cycleGAN |
|-------|------|----------|---------------------|------------|-------------|----------|
| PSNR  | 33.300 | 38.110   | 37.855              | 37.795     | 37.736      | 37.673   |
| SSIM  | 0.740 | 0.875    | 0.867               | 0.867      | 0.867       | 0.865    |

We compare our method with existing denoising methods based on the image translation framework, such as cycleGAN [23], wavCycleGAN [7], GAN-Circle [21] and Cycle-free invertible cycleGAN [11]. We measure PSNR, SSIM to compare the denoising performance for AAPM dataset. For temporal CT scans, the ground truth is not accessible. Hence, we measure the mean and standard deviation of pixels to investigate the CT number shift and denoising performance.

The method is implemented by the PyTorch [15] with two NVIDIA GeForce GTX 2080Ti GPU devices. The Adam optimizer [10] is used with $\beta_1 = 0.5$ and $\beta_2 = 0.999$. The learning rate is scheduled to be constant until the half of the total training epoch, and then linearly decreased to zero. The inputs for the network are randomly cropped images with size of $128 \times 128$. The projection heads downsample the features by the $2 \times 2$ pooling layer for temporal CT dataset. In case of AAPM dataset, the projection heads do not downsample the feature. The source code is available at: https://github.com/jcy132/DML_CT
Table 2: Quantitative comparison for the temporal CT data. The mean values of air and brain area shows the CT number shift problem between the LDCT and HDCT images. Our goal is to produce the outputs with similar mean with LDCT but low Std value.

| Image patches with Homogeneous media | Selected temporal region |
|-------------------------------------|--------------------------|
|                                     | Brain                    | Air          | Soft Tissue | Cavity       | Bone        |
|                                     | Mean   | Std  | Mean  | Std  | Mean  | Std  | Mean  | Std  | Mean  | Std  | Mean  | Std  |
| LDCT                                | 35.02  | 289.47 | 845.28 | 132.52 | 30.37 | 285.97 | 777.74 | 182.96 | 1350.72 | 344.54 |
| HDCT                                | 37.36  | 48.62  | 972.29 | 32.95  | N/A   | N/A   | N/A   | N/A   | N/A   | N/A   |
| cycleGAN                            | 36.78  | 50.03  | 566.54 | 30.12  | 38.68 | 52.30  | 321.17 | 36.17  | 130.57  | 15.36  |
| WavCycleGAN                         | 32.69  | 60.98  | 852.94 | 33.13  | 49.71 | 58.43  | 859.92 | 38.26  | 1375.65 | 156.43 |
| GAN-Circle                          | 39.43  | 49.23  | 394.49 | 38.11  | 40.29 | 50.22  | 925.42 | 36.50  | 1364.28 | 115.47 |
| Invertible-cycleGAN                 | 37.74  | 54.46  | 846.87 | 33.47  | 44.44 | 54.44  | 801.20 | 44.12  | 1384.34 | 111.81 |
| Proposed                            | 35.02  | 49.06  | 845.65 | 32.99  | 29.39 | 48.15  | 777.63 | 33.65  | 1352.57 | 72.08  |

3.1 AAPM dataset

For AAPM dataset, the network was trained with learning rate 2e-4 with epoch 200. The wavelet decomposition is proceeded by level 6 using db3 wavelet filter. The batch size is 8, and the $\tau = 0.15$ for the metric $d$, $\lambda_{idt} = 5$ and $\lambda_{im} = 0.1$. We used 3112 images for training, and evaluated for 421 test images.

Fig. 3 shows the visual quality of the output images. Compared to the previous works, the proposed method suppressed the noise level in the output image, while preserving the structures. The difference images indicates that the HU value is also well preserved during the denoising process of our method. Moreover, our method shows less distortion in pixel values, compared to the other methods which reveals the structures in the difference images. The quantitative result also supports the superiority of the proposed method. As shown in Table 1, the proposed method shows the best performance in PSNR and SSIM, which indicates the successful denoising performance compared to other methods.

3.2 Temporal CT scans

For Temporal CT dataset, the networks are trained with learning rate 2e-4 with epoch 100. Wavelet decomposition is proceeded by level 5 with db3 wavelet filter. The batch size is 4, and the $\tau = 0.12$ for the metric $d$, $\lambda_{idt} = 5$ and $\lambda_{im} = 0.1$.

From the output and difference images in Fig. 4, we can see that the proposed method shows improved denoising output which has less distortion in the HU values. Also, the proposed method preserved the bone structure more than other methods. In contrast to our method, cycleGAN and GAN-Circle output the images with distorted HU values as shown in difference image. Since the methods translates the image to be similar to the target domain, it is vulnerable to the HU value shift problem caused by the different acquisition condition between the low-dose and high-dose scans. Despite the wavelet-domain processing, invertible-cycleGAN and wavCycleGAN produce the artifacts at the inner ear shown in
the difference images in Fig. 4 which are undesirable for the temporal CT data with fine structures in the temporal region.

For the quantitative evaluation of the methods, we compare the mean and standard deviation (Std) values of the pixels, to investigate the HU value shift and denoising performance. We proceed the quantitative evaluation in two different ways. First, we crop $60 \times 60$ sized 300 image patches with homogeneous media (i.e. air and brain), and obtain the average value of the mean and std. The CT number shift is investigated by the mean, and the denoising performance is compared by the std. Next, we compare the methods for the temporal region. We select the soft tissue, cavity and bone area, shown as yellow, blue and red circles in Fig. 4(c), respectively. Then, we measure the mean and std.

We present the results in Table 2. The proposed method shows the lowest Std values which indicate the successful denoising performance. Also, the mean values are similar to the LDCT, which verifies a robustness to the CT number shift problem of the real-world dataset. The cycleGAN and GAN-Circle show a vulnerability to the CT number shift problem. Specifically, the methods output the similar mean values with the HDCT, distorting the pixel values of the input image. The distortion is also observed for the mean values of the temporal region, which is coherent with Fig. 4. The wavCycleGAN and invertible-cycleGAN are
somewhat robust to the CT number shift problem, since the methods utilize the high-frequency images. However, the CT number shift at the inner ear degrades the performance. The results for the temporal region in Table 2 reveal the distortion of the CT number and the degradation of the denoising performance, which is coherent with the difference images in Fig. 4.

4 Conclusion

In this paper, we developed a novel denoising methodology based on the patch-wise deep metric learning. In our framework, the patches sharing the same anatomic structure is used as positive pair, and patches which have similar noise level but different spatial information are considered as negative samples. By the push and the pull between the features in the embedding space, the network focuses on the anatomic information and neglect the noise features. The results verified that the proposed method is effective technique to improve the denoising performance without the CT number distortion.
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