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Abstract—Differential modulation schemes are very relevant in receivers having power and processing limitations, as these schemes dispense with the need for knowledge of channel coefficients for symbol detection. Spatial modulation (SM) is a scheme used in multi-antenna transmission scenarios where the data is transmitted in the amplitude, phase and spatial domains through selected antennas. In the coherent domain, generalized SM (GSM) employs multiple antennas in combination during every time slot to enhance the spectral efficiency (SE). In this paper, we propose two differential schemes which activate two or more antennas at a time to transmit the modulated symbol. These schemes achieve higher SE using a lesser number of antennas and lower order modulation schemes instead of the higher number of antennas required for conventional SM schemes based on differential modulation. Simulation studies reveal that the proposed schemes have better bit error rate performance than traditional differential SM schemes. We also derive the analytical union bound for the proposed schemes and is satisfied from medium to high signal-to-noise ratio (SNR) ranges.

Index Terms—Spatial modulation (SM), generalized spatial modulation (GSM), differential spatial modulation (DSM), multiple input multiple output (MIMO), average bit error probability (ABEP)

I. INTRODUCTION

Information and communication technology (ICT) sector contributes to 2% of the world’s carbon emissions [1]. The ever-growing number of base stations (BSs) numbering more than 5 million around the globe [2], adds up to the energy consumption of the cellular operators. The radio network side alone consumes 80% of the operator’s total power requirement and a BS consumes an average of 25 MWh per year [3]. In existing communication systems, a dedicated radio frequency (RF) chain is available at the transmitter to drive every antenna. The RF chains which contain different types of power amplifiers (PAs) consume up to 65% of the transmitter circuitry power [4]. Spatial modulation (SM) can help in reducing the need for multiple RF chains at the transmitter hardware by sharing one RF chain among all the transmit antennas. Also, it is proposed that base stations (BSs) employing SM can have up to 67% energy efficiency [5] compared to BSs using conventional transmission schemes such as space-time block codes (STBC), multiple input multiple output (MIMO) and multiple input and single output (MISO) schemes, as SM avoids inter-antenna synchronization and the need for multiple RF chains to power the transmitter antennas.

In SM, a single antenna is activated at each time instant based on the information bits and an M-ary quadrature amplitude modulation (MQAM) or M-ary phase shift keying (MPSK) symbol conveys the other part of the information bits through the active antenna, thereby conveying the information in the spatial, phase and amplitude domains [6]. Generalized spatial modulation (GSM) [7], [8] is a modified type of SM that involves activating two or more antennas at the same time instant to transmit the modulated symbols. The flexible architecture of GSM enables the use of an arbitrary number of transmit antennas, unlike SM that restricts the antenna number to the power of two (e.g.- 2, 4, 8, 16, …). The enhanced SM (ESM) in [9] uses a primary and secondary constellation to transmit the information bits when the number of active antennas is varied at the transmitter. The variable active antenna-based scheme of [10] also improves the error performance in comparison to GSM. The variable antenna schemes of [9], [10] increases the ambiguity while detecting the TAC, and it is solved using the block-based SM (BSM) proposed in [11] and [12]. This block-based approach translates to increased detection complexity for higher order modulation.

In another work, the information bits are jointly mapped to a varying number of active antennas using more than one RF chain [13], unlike the independent mapping in the previously discussed schemes where the bits are mapped separately to an antenna combination and a modulation symbol. Also, the joint mapping of the bits to the active antennas and constellation symbols helps in improving the error performance compared to GSM. The scheme precoded-SM (PSM) [14] improves the spectral efficiency (SE) by using the channel state information (CSI) at the transmitter. Quadrature SM (QSM) [15], is the first SM based scheme to employ two separate active antennas to transmit the in-phase (I) and quadrature-phase (Q) of the same modulation symbol and it has a few variants as well, such as complex-QSM [16], double-SM [17], improved-QSM [18] and signed-QSM [19] which improves the overall spectral efficiency in comparison to SM, though some of these schemes achieve an improvement at the cost of an increase in detection complexity.

Conventional differential SM (DSM) [20], [21] is a promising alternative to coherent SMs, since it does not require CSI at the detection stage. DSM avoids some overheads also, as it does not require training symbols and computations for channel estimation (CE) and it is
free from associated errors. However, like most of the traditional differential schemes, DSM also suffers from a 3 dB penalty in error performance as compared to SM. Also, the unitary property of the DSM symbols and the encoding procedure creates a large symbol map for any slight increase in the modulation order, thus making the detection process computationally prohibitive. To reduce the detection complexity, low complexity schemes based on hard-limiting maximum-likelihood (HL-ML) [22] and compressive sensing [23] are implemented.

Later on, amplitude phase shift keying aided DSM (APSK-DSM) schemes are introduced in [24] and [25] to improve the throughput, where the improvement is at the cost of an exponentially increasing detection complexity for an incremental change in the modulation order. Though a low complexity detector is developed in [26], the transmission scheme, in general, suffers from its inherent error propagation issue as the previously detected symbols are used for the detection process. Moreover, a general framework to scale up the amplitude domain constellation to higher order does not exist for these schemes. An alternative approach to modulate amplitude information in the differential domain is introduced through differential quadrature SM (DQSM) [21]. Here the unitary properties are followed only for a limited modulation order of $M = 2, 4$. This limitation can be overcome only by increasing the transmit antenna number, thus restricting this scheme to base stations.

A parallel approach to develop a differential scheme for SM is found in generalized differential scheme for SM (GD-SM), where the unitary properties of the symbols are not necessary for encoding [23]. This difference in encoding allows MQAM symbols to be used in the transmission, thereby making GD-SM a spectrally efficient scheme. In contrast to the DSM and APSK-DSM techniques, the absence of unitary property allows the GD-SM symbol to be transmitted in a single slot, which also helps in maintaining the symbol map size to a reasonable level while increasing the modulation order. This significant advantage over the existing differential schemes [21], [24] and [25] reduces the detection complexity of the optimal detector for GD-SM. In order to further reduce the complexity, authors in [29] have suggested a low complexity detector for the scheme. Moreover, the conventional schemes such as SM, along with GD-SM, achieve a higher SE only by increasing the transmit antennas as a power of two, thereby naturally increasing the hardware cost and form factor of the transmitter.

Most of the differential SM schemes have their symbols represented as square matrices in the system model, and this requires multiple time intervals to transmit a symbol. In order to conserve the channel usage and to exploit the multiple antennas at the transmitter, rectangular DSM (RDSM) is proposed [30], where the square matrices of conventional DSMs are transformed to rectangular matrices. Another variant of RDSM [31] employs an adaptive forgetting factor to reduce the impact of error propagation which is common to all RDSMs. Hence, reset symbols are employed at periodic intervals to minimize the error propagation similar to APSK-DSMs [24], [25]. Moreover, these schemes require a well optimized forgetting factor which is to be designed for the specific channel environment, and it demands extra processing overhead at the receiver.

Nearly all the differential schemes discussed so far are unable to overcome the well known SNR penalty in the range of 2 to 3 dB with their coherent counterparts for the same bit error rate (BER). We propose two differential encoding schemes employing multiple active antennas to transmit the symbols with the motivation to increase the throughput and narrow down the error performance penalty compared to the coherent schemes, as well as to improve the SE compared to the GD-SM scheme. Unlike the GD-SM and SM [6] schemes that are restricted to the use of transmit antennas only as of the power of two, the proposed schemes are capable of employing an arbitrary number of transmit antennas, thereby supporting devices having limited form factor. In contrast to the conventional differential encoding techniques which use consecutive symbols for detection, the proposed schemes use the reference symbols transmitted at the start of a frame to encode all other normal symbols of the frame, thus avoiding the error propagation which is common in existing differential schemes such as APSK-DSMs, and the variants of RDSM. Even though the reference signals are a slight overhead, it is negligible when compared to GD-SM, APSK-DSMs and RDSMs. Though inter antenna synchronization is also required at the transmitter for the proposed schemes, unlike the single active antenna schemes, the significant improvement in SE and increased throughput justifies this extra transmitter processing. Also, during unfavourable or noisy channel conditions where the modulation order is required to be fixed, we show that the proposed schemes sometimes require either minimal or no increase in the number of transmit antennas to support a given SE, in contrast to the conventional differential schemes such as DSM, APSK-DSMs and GD-SM. Further, we derive an upper bound on the bit error performance for an arbitrary number of transmit and receive antennas using an MQAM or MPSK modulation. The bound obtained is very tight for a wide range of SNRs.

The contributions of this paper are summarized as follows:-

- We propose two differential schemes which employ multiple active antennas to transmit the modulated symbols, unlike the single antenna schemes in the existing literature. The first one among the proposed methods, named differential-GSM (D-GSM), uses only one RF chain and the second one, its high throughput version, termed as differential-multi generalized spatial modulation (D-MGSM) employs more than one RF chain to drive the transmit antennas. It is found that the BER performances of the proposed schemes are not only better than GD-SM but also close to some of the coherent schemes employing multiple active antennas. They also dispense with the need for CSI at the receiver (CSIR) thereby improving the throughput.

- The detection complexity of the proposed schemes is analyzed and compared with that of the existing detectors in the differential and coherent domains.
- An upper bound on the error performance of the proposed scheme is derived using the moment generating function approach, and the bounds are tighter than the mid-SNR region onwards. The derived bound is valid for an arbitrary number of transmit and receive antennas.

- A power allocation method is adopted to drive the multiple active antennas, in contrast to the equal power allocation in the single antenna schemes of DSMs and APSK-DSMs.

The remainder of this paper is organized as follows: Section [II] describes the system model for DSM, GD-SM and GSM. The system model for the proposed schemes along with the power allocation strategy is described in Section [III], which also describes the optimal detectors for both the schemes. The analytical union bound on the BER is derived in Section [IV]. Computation complexities of the proposed detection schemes are analyzed in Section [V]. Results of extensive simulation studies are presented in Section [VI] followed by the conclusion in Section [VII].

Notations: $\| \cdot \|_p$, $(\cdot)^T$, $(\cdot)^H$, $(\cdot)^J$ and $(\cdot)$ denote the $\ell_p$ norm, transpose, Hermitian, pseudo-inverse and absolute value operations on a vector or matrix. $\lfloor \cdot \rfloor$ represents the floor operation and $\begin{pmatrix} \cdot \end{pmatrix}$ represents the binomial coefficient.

II. Conventional SM schemes

In this section, we briefly review the first DSM scheme in the literature to differentiate the encoding scheme of our proposals. Then the GD-SM scheme is discussed to demonstrate its limited symbol map size, thus simplifying the decoding. Finally, the coherent counterpart of the proposed transmission technique is also described for better understanding.

A. Conventional DSM

Using $M_t$ transmitter antennas, the differential encoding of DSM [21] is given by

$$S_k = S_{k-1}X_k$$

where $S_k \in \mathbb{C}^{M_t \times M_t}$ is the transmitted symbol and $X_k \in \mathbb{C}^{M_t \times M_t}$ is the original DSM symbol whose structure is

$$X_k = \begin{bmatrix} 0 & x_{21} \\ x_{21} & 0 \end{bmatrix},$$

for $M_t = 2$ where $x_{21}$ and $x_{12}$ are the MPSK symbols transmitted during two consecutive time intervals. The row number corresponding to every non-zero element in the column of $X_k$ points to the transmit antenna that is active in the specific time interval. The receiver model is described as

$$Y_k = HS_k + N_k$$

where $Y_k \in \mathbb{C}^{M_t \times M_t}$ is the received symbol in the $k^{th}$ block, $H \in \mathbb{C}^{M_r \times M_t}$ is the channel matrix and $N_k \in \mathbb{C}^{M_r \times M_t}$ is the noise matrix.

B. GD-SM

In this scheme [28], the symbols are transmitted in frames containing $L = M_t \times K$ symbols each. The reference symbol $s^r = 1$ is transmitted for each of the antennas at the start of the frame without repetition, totalling to $M_t$ symbols, followed by the $K$ normal symbols carrying the information bits. Thus, one reference symbol received during the $i^{th}$ time instant is denoted by $y_i \in \mathbb{C}^{M_r \times 1}$ and is defined as,

$$y_i = h_i^s s^r + n_i$$

where $h_i^s \in \mathbb{C}^{M_r \times 1}$ is the channel matrix during the $i^{th}$ time instant and $n_i \in \mathbb{C}^{M_r \times 1}$ is the noise vector. The individual entries of $h_i^s$ and $n_i$ are independent and identically distributed (i.i.d) as $CN(0, 1)$ and $CN(0, \sigma_r^2)$ respectively. The normal symbol $x$, carries the information as an MPSK or MQAM symbol, and hence the GD-SM symbol is denoted as $x^s = \{0 \ldots 0\}^T$ and has only one non-zero symbol located at the transmit antenna number that is activated. The differential encoding for the normal symbol is given by $s^r = s^r x^n$, and hence the received signal $y^n \in \mathbb{C}^{M_n \times 1}$ is denoted as

$$y^n = H^n s^n + n^n$$

where $H^n \in \mathbb{C}^{M_n \times M_t}$ is the channel fading matrix and $n^n \in \mathbb{C}^{M_n \times 1}$ is the additive white Gaussian noise (AWGN) vector during the normal symbol blocks.

C. Conventional GSM

The first scheme for SM, which activates multiple antennas at a time is proposed in [2], where the communication system has $M_t$ transmitter antennas, of which $M_a$ number of antennas are activated at a time, by sharing a single RF chain. During each symbol transmission, these $M_a$ antennas shall send identical MQAM or MPSK symbol. Whereas in [8], $M_n$ number of RF chains are utilized to activate that many antennas, to transmit unique modulation symbols belonging to the modulation order $M$. Thus the transmitted symbol is represented in general form as $s = \{0 \ldots x_{M_t} \ldots 0\}$ where the non-zero entries correspond to the symbols transmitted in the $M_a$ active antennas.

The received symbol $y \in \mathbb{C}^{M_t \times 1}$ is written in general form as,

$$y = Hs + n$$

$$= \sum_{i=1}^{M_t} h_{i,y_i} + n$$

where $h_{i,y}$ is the $i^{th}$ column of the fading channel matrix $H$ and $n \in \mathbb{C}^{M_t \times 1}$ is the AWGN vector whose entries are i.i.d as $CN(0, \sigma^2)$. 

III. PROPOSED TRANSMISSION SCHEMES

A. System model

We propose two schemes having multiple active antennas to transmit the information, unlike the single active antenna scenario of GD-SM, DSM, APSK-DSM and DQSM. Out of the $M_t$ transmit antennas, $M_a$ of them are activated at a time to create $M_c = \binom{M_t}{M_a}$ combinations. However, we can use only the power of two antenna combinations totalling to $m_c = 2\log_2 M_c$ as the valid antenna combinations. Given below is an example of a transmitter with $M_t = 5$ antennas using $M_a = 2$ active antennas at a time to achieve the information mapping shown in Table I.

| Information bits | 000 | 001 | 010 | 011 | 100 | 101 | 110 | 111 |
|------------------|-----|-----|-----|-----|-----|-----|-----|-----|
| L, Antenna combination | 1, 2 | 1, 3 | 1, 4 | 1, 5 | 2, 3 | 2, 4 | 2, 5 | 3, 4 |

Both the proposed schemes have the same frame structure consisting of $M_r$ reference symbols followed by $K$ normal symbols carrying information. The schemes employ a reference symbol $s' = a\ constant$, across each of the transmit antenna during the start of the frame. Thus the reference symbol block received at the start of the frame is given by

$$Y' = H' s' + N'.$$

where the entries of the channel fading matrix $H'$ and the AWGN matrix $N' \in \mathbb{C}^{M_r \times M_t}$, are i.i.d with distributions $\mathcal{CN}(0, 1)$, $\mathcal{CN}(0, \sigma_n^2)$ respectively.

| Scheme | Pilot Overhead (Reference Signals) | Error Propagation | CSIR | Symbol map size |
|--------|-----------------------------------|-------------------|------|----------------|
| GSM [1, 8] | Long | No | Yes | Small |
| GD-SM [23] | Long | No | No | Small |
| DSM [21] | No | No | No | Large |
| APSK-DSM [23], [25] | Short | Yes | No | Large |
| RDSM [39], [41] | Short | No | Yes | Medium |
| Proposed Schemes | Short | No | No | Small |

In Table II, the abstract level features of the proposed scheme are compared with the existing differential schemes along with the coherent schemes in SM. It can be seen that, GD-SM alone has a few matching performance metrics with the proposed scheme.

B. Proposed Differential-GSM (D-GSM) scheme

This scheme requires only one RF chain, as it transmits the same modulation symbol across the active antennas at the same time. By sharing the same RF chain among all the antennas, this scheme combines the advantage of a reduction in hardware similar to GD-SM, DSM and SM along with the increased SE guaranteed through the antenna combinations shown in Table I. Still, the active transmit antennas must be synchronized to avoid inter-symbol interference (ISI). Information is transmitted via the $K$ normal symbols. Symbol at the $k$th time slot where $k \in [1, K]$ is encoded as $x^{(k)} = \begin{bmatrix} x_g^{(k)} & \ldots & x_N^{(k)} \end{bmatrix}^T$, where the same symbols are positioned at the location of the $M_a$ active antennas. The differentially encoded vector for the normal symbol is given by

$$s^n = s' x^{(k)}.$$

where $s' = a\ constant$. Consider the case of transmitting the bits [1 1 0 0] using the D-GSM symbol using $M_t = 5$ and $M_a = 2$ antennas. The first three bits [1 1 0] map to the TAC (2, 5) given in the Table II and the last bit ’0’, is modulated using BPSK, and is repeatedly transmitted over the above two active antennas such that the final symbol looks like $x^{(k)} = [0 1 0 0 1]^T$. Here the non-zero entries correspond to the active antennas selected from the TAC mapping table. The received signal $y^n \in \mathbb{C}^{M_r \times 1}$ is denoted by

$$y^n = H^n s^n + n^n$$

where $H^n \in \mathbb{C}^{M_r \times M_t}$ is the channel matrix and $n^n \in \mathbb{C}^{M_r \times 1}$ is the AWGN vector, whose entries are i.i.d with distribution $\mathcal{CN}(0, 1)$ and $\mathcal{CN}(0, \sigma_n^2)$ respectively. The received signal can also be written in terms of the active antennas as

$$y^n = h^n_{t_1} s' x^{(k)} + \ldots + h^n_{t_{M_a}} s' x^{(k)} + n^n = \sum_{i=1}^{M_a} h^n_{i} s' x^{(k)} + n^n$$

where $h^n_{i}$’s are the column vectors of $H^n$ corresponding to the active antennas alone and the active transmit antenna combination is denoted by $L = [t_1, t_2, \ldots, t_{M_a}]$. We assume that the channel is quasi-static during each frame. Thus the channel matrices during the reception of the reference and the normal data signals are approximately the same, i.e., $H' \approx H^n$. Based on this assumption, we can rewrite the received normal data symbol $y^n$ in terms of the received reference symbols $y^n_{t_i}$ as,

$$y^n = \sum_{i=1}^{M_a} y^n_{t_i} x^{(k)} - \sum_{i=1}^{M_a} n^n_{t_i} x^{(k)} + n^n.$$

The ML based detector is thus defined as

$$[\hat{L}, \hat{x}^{(k)}] = \arg\min_{L, x^{(k)} \in \mathcal{G}, \mathcal{N}, L} \|y^n - \sum_{i=1}^{M_a} y^n_{t_i} x^{(k)}\|^2_F$$

where a search is performed for finding the transmit antenna combination (TAC) $\hat{L}$, from the TAC map given in $L$ and the amplitude and phase modulated symbol $x^{(k)}$ is searched in the symbol map $\mathcal{G}$. The number of bits per symbol for this scheme is $\log_2 M + \lfloor\log_2 \frac{M_t}{M_a}\rfloor$, which is also denoted as the number of bits per channel use (bpcu). The term bpcu is defined as the number of bits transmitted through the channel in a single instant of time, which also denotes the effective channel usage.
C. Proposed Differential Multi-GSM (D-MGSM) Scheme

D-MGSM scheme is a high throughput version, which employs $M_u$ RF chains to distinctly drive the active antennas. The information is encoded as $x^{(k)} = x^{MG}_M = [0 \ldots x^{(k)}_1 \ldots 0 x^{(k)}_{M_u} \ldots 0]^T$, where the non-zero entries correspond to the antennas that are activated to transmit the modulated symbols $x^{(k)}_i$. The differential encoding of the symbol follows (7), and the received signal model is similar to (10), where the repeating modulation symbols of D-GSM is replaced by distinct symbols in D-MGSM as,

$$y^n = (y^n_1 - n^n_1)x^{(k)}_1 + \ldots + (y^n_{M_u} - n^n_{M_u})x^{(k)}_{M_u} + n^n$$

$$y^n = \sum_{i=1}^{M_u} y^n_{i} x^{(k)}_i - \sum_{i=1}^{M_u} n^n_{i} x^{(k)}_i + n^n$$

(12)

Thus using the ML principle, the spatial and modulated symbols are jointly decoded using the equations (6), (7) and (12) as follows,

$$\hat{\mathbf{L}}, \hat{x}^{(k)} = \arg \min_{\mathbf{L}, x^{(k)}} ||y^n - \sum_{i=1}^{M_u} y^n_{i} x^{(k)}_i ||_F$$

(13)

where an exhaustive search is performed to find the combination of the reference symbol and the modulated symbol that minimizes (13). The number of bits transmitted per D-MGSM symbol is $M_u \log_2 M + \lfloor \log_2 \left( \frac{M_u}{M_t} \right) \rfloor$. The effective channel usage (in bpcu) of the differential schemes are added in Table III to get a better picture about the SE. When it comes to the number of transmit antennas required to maintain a given bpcu after fixing the modulation order, the proposed schemes fare much better than the conventional differential schemes for SM, as seen in Figure 1 where it requires only a minimal or sometimes no increase in the number of transmit antennas.

![Fig. 1. Comparison of the number of transmit antennas required to achieve a given SE after fixing the modulation order](image)

![Fig. 2. Frame structure of the proposed schemes](image)

TABLE III

| Scheme | Channel usage (bpcu) | Modulation Type |
|--------|---------------------|-----------------|
| DSM [21] | $\log_2 (M_1) \times \log_2 (M) / M_t$ | M-PSK |
| High rate APSK-DSM [21] | $\log_2 (M_1) \times \log_2 (M) + 2M_t$ | APSK |
| GD-SM [23] | $\left[ \log_2 (M_1) \right] + \log_2 (M)$ | M-QAM |
| Proposed D-GSM | $\log_2 \left( \frac{M_t}{M_u} \right) + \log_2 (M)$ | M-QAM |
| Proposed D-MGSM | $\log_2 \left( \frac{M_t}{M_u} \right) + M_u \log_2 (M)$ | M-QAM |

D. Power allocation strategy

The power allocation objective is to transmit the reference symbols at a higher power than the normal symbols and to maximize the average output SNR. It is achieved by allocating equal power to all the $(B-1)$ normal blocks in a frame, and the reference block at higher power, such that the average transmit power is $\bar{p}$ per block. This average power holds for all the modulated symbols of a coherent transmission as well. A frame consists of $M_t$ reference symbols and $K$ information carrying normal symbols totalling to $L = M_t + K$ symbols.

The average transmit power of the reference block and normal blocks are $\bar{p}_r$ and $\bar{p}_n$ respectively, and they are related as,

$$\bar{p}_r + (B-1) \bar{p}_n = B \bar{p}$$

(14)

where $\bar{p}_r > \bar{p}_n$. A frame is divided into one reference block and $(B-1)$ normal blocks. Each of these blocks contains $M_t$ symbols which uses the power allocation strategy similar to differential space-time block code (STBC) in [22]. The power allocated for each reference and normal symbol in a block is defined as

$$\bar{p}_{rs} = \frac{B \bar{p}}{1 + \sqrt{B-1}}$$

(15)

$$\bar{p}_{ns} = \frac{B \bar{p}}{B - 1 + \sqrt{B-1}}$$

(16)

Since the proposed scheme requires multiple active antennas to transmit a normal symbol, we define a power allocation scheme that distributes equal power among the $M_u$ active transmit antennas in a symbol from the given power budget of a normal block. Thus when it comes to
When the received symbols are denoted by \( y = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{x^2}{2\sigma^2}} dx \), the probability density function of \( y \) is Gaussian distributed. Thus, the conditional PEP (CPEP) in (22) is written in the Q-function form using 

\[
P(x_k \rightarrow \tilde{s}_k) = Q\left( \sqrt{\frac{||H(x_k - \tilde{x}_k)||^2_F}{2(\sigma_n^2 + M_\sigma \sigma_r^2)}} \right).
\]  

To obtain the actual PEP, we average the CPEP in (23) with respect to the probability density function (PDF) of \( \gamma = \frac{||H(x_k - \tilde{x}_k)||^2_F}{2(\sigma_n^2 + M_\sigma \sigma_r^2)} \), and by using the finite integration form of Q-function, \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_0^{\infty} e^{-x^2/2} dx \), we get 

\[
P(x_k \rightarrow \tilde{s}_k) = \frac{1}{\sqrt{2\pi}} \int_0^{\infty} \gamma \exp\left(-\frac{\gamma^2}{2}\right) d\gamma.
\]  

We shall now derive the upper bound of the average bit error probability (ABEP) for both the proposed detectors based on the well known union bounding technique in [33]. The upper bound of the ABEP is given by 

\[
ABEP \leq \frac{1}{m_2m} \sum_{x_k, x_k \in \Phi} N(x_k, x_k) P(x_k \rightarrow \tilde{s}_k),
\]  

where \( m \) is the number of bits per symbol, \( N(,) \) is the bitwise difference of the symbols \( x_k \) and \( \tilde{x}_k \), and \( \Phi \) is symbol map of D-GSM and D-MGSM schemes. The pairwise error probability (PEP) is \( P(x_k \rightarrow \tilde{s}_k) \), which depends on the symbol \( x_k \) being transmitted across the channel, and the symbol \( \tilde{x}_k \) wrongly detected in place of \( x_k \). Error occurs when the symbol \( \tilde{x}_k \) is detected as the best solution using the minimization expressions of (13) and (11), instead of \( x_k \). By using the definition of PEP, we get 

\[
P(x_k \rightarrow \tilde{s}_k) = P(||y_n - y_\gamma, x_k||^2_F > ||y_n - y_\gamma, \tilde{x}_k||^2_F).
\]  

When the received symbols \( y_n = Hs_n + n_n \) and \( y_\gamma = Hs_\gamma + n_\gamma \) are substituted in (20), we get 

\[
P(x_k \rightarrow \tilde{s}_k) = P(||n_n - N_k, x_k||^2_F > ||Hx_k - \tilde{H}x_k + N_k - x_k||^2_F).
\]  

To further simplify (21), we replace the two noise terms by \( w_1 = n_n - N_k, x_k \) and \( w_2 = n_k - N_k, \tilde{x}_k \) and the symbol difference by \( d = Hx_k - \tilde{H}x_k \), to obtain 

\[
P(x_k \rightarrow \tilde{s}_k) = P(w_1^H d + d^H w_2 > ||d||^2_F) = P(\zeta > ||d||^2_F).
\]  

where the norms of \( w_1 \) and \( w_2 \) are statistically the same, and is used one for the other. Now the expression is left with the terms \( w_2 \) and \( d \) alone. Since the normalized average power of the symbol is given by \( E[||x_k||^2] = 1 \), we find that \( \zeta \) is Gaussian distributed as \( \zeta \sim N(0, 2(\sigma_n^2 + M_\sigma \sigma_r^2)) \). Thus the conditional PEP (CPEP) in (22) is written in the Q-function form using 

\[
P(x_k \rightarrow \tilde{s}_k) = Q\left( \sqrt{\frac{||H(x_k - \tilde{x}_k)||^2_F}{2(\sigma_n^2 + M_\sigma \sigma_r^2)}} \right).
\]  

We find that \( \gamma \) is a linear combination of chi-square distributed random variables with two degrees of freedom. Thus, based on the characteristic function of a chi-square distributed random variable given in [33], we write the MGF of a linear combination of chi-square distributed random variables with two degrees of freedom as 

\[
M_\gamma(s) = \prod_{n=1}^{N} \frac{1}{1 - s \lambda_n}.
\]  

Each of the \( M_\gamma \) rows of the covariance matrix of \( H(s_k - x_k) \) and \( N = M_\gamma \) is the number of entries in the diagonal of the covariance matrix. All the eigen values are found to be equal and is given as \( \lambda_1 = \ldots = \lambda_{M_\gamma} = \frac{\sum ||Y_{v_1}||^2}{2(\sigma_n^2 + M_\sigma \sigma_r^2)} + \ldots + \frac{||Y_{v_2}||^2}{2(\sigma_n^2 + M_\sigma \sigma_r^2)} \), where \( \lambda_n \)'s turn out to be the non-zero entries in the diagonal of the covariance matrix of \( H(s_k - x_k) \) and the integer value of \( \beta \) is in the range of \([2, 2M_\gamma]\). For medium-to-high SNR since \( \lambda_n \gg 1 \), we approximate the MGF of (25) as \( M_\gamma(s) \approx \prod_{n=1}^{N} \left( 1 - \frac{s}{\lambda_n} \right) \), and the integral of (24) is evaluated using \( \int_0^{\infty} \frac{\sin \theta}{\theta} d\theta = 0.5 \) and by substituting \( s = -\frac{1}{2 \sin \theta} \), to get the final PEP expression as 

\[
P(x_k \rightarrow \tilde{s}_k) < 2^{M_\gamma} \frac{2(\sigma_n^2 + M_\sigma \sigma_r^2)}{\sum ||Y_{v_1}||^2 + \cdots + ||Y_{v_2}||^2} \left( 2M_\gamma - 1 \right)!!.\]  

Each of the \( M_\gamma \) rows of the covariance matrix of \( d = H(\tilde{x}_k - x_k) \) is given by \( ||Y_{v_1}||^2 + \cdots + ||Y_{v_2}||^2 \) and only the non-zero entries of \( d \) are considered in (26). The expression for PEP in (25) contains the difference of the symbols \( x_k, \tilde{x}_k \) which is either the D-GSM symbols \( x_k^{(k)} \neq x_k^{(k)} \) or the D-MGSM symbols \( x_k^{(k)} \neq x_k^{(k)} \) given in Section III-B and III-C respectively.

V. COMPUTATIONAL COMPLEXITY ANALYSIS

We use the total number of real multiplications and additions involved in the detection steps to compare the computational complexity of the proposed schemes with the existing schemes such as GD-SM [28], and coherent GSM [7], [8]. These computations are also called floating point operations (flops), which counts all the real additions and multiplications required for an operation. For a fair comparison with the above mentioned schemes, we choose to compare the complexity of decoding \( K \) information carrying symbols of all the above mentioned schemes. Thus for the proposed D-GSM scheme, the computations
for the different steps of the detector in (11) is given by: (i) $MN(4M_t + 2M_a, M_a)$ operations when $y_i^f k^{-i}$ is performed $M_a$ times and the same is reused all throughout a frame. (ii) The subtraction operation of $y_n - (.)$ involves $2MN M_t K$ operations and (iii) the Frobenius norm involves $4M_t - 1$ operations and it is repeated $M_{NK}$ times, totalling to $(4M_t - 1)M_{NK}$ flops. It is seen that there is

a marginal decrease in complexity for D-GSM compared to GSM-1 as shown in Table IV, where the ↓ denotes the percentage decrease in complexity and the percentage increase in detection complexity is denoted by ↑. In the case of the proposed D-MGSM scheme, the computations involved for the different steps of the ML detector in (11) are: (i) $2M_a MN(8M_t, M_a - 2M_t)$ operations when $y_i^f k^{-i}$ is performed $M_a$ times and the same is stored and reused all throughout a frame. (ii) The subtraction operation of $y_n - (.)$ involves $2M_a MN M_t K$ operations and (iii) the Frobenius norm involves $4M_t - 1$ operations and it is repeated $2M_a MN K$ times, totalling to $(4M_t - 1)2M_a MN K$ flops, where $N = 2^{[\log_2 M_{a}]}$ and $M_t = \left(\frac{M_a}{M_t}\right)$.

### Table IV

**Comparison of percentage change in detection complexity of D-GSM with existing scheme**

| Spectral Efficiency (SE) (bpcu) | $(M_t \times M_{a}, \quad M_a = 2)$ | Flops w.r.t GSM-1, $K = 100$ | Flops w.r.t GSM-1, $K = 400$ |
|--------------------------------|----------------------------------|-----------------------------|-----------------------------|
| 5                              | $4 \times 2$ | 3% ↓ | 0.8% ↓ |
| 6                              | $5 \times 2$ | 2% ↓ | 0.5% ↓ |
| 7                              | $8 \times 2$ | 0.9% ↓ | 0.2% ↓ |
| 8                              | $5 \times 2$ | 0.5% ↓ | 0.12% ↓ |

### Table V

**Comparison of percentage change in detection complexity of D-MGSM with coherent schemes**

| SE (bpcu) | $(M_t \times M_{a}, \quad M_a = 2)$ | Flops w.r.t GSM-2, $K = 100$ | Flops w.r.t GSM-2, $K = 400$ |
|-----------|----------------------------------|-----------------------------|-----------------------------|
| 5         | $5 \times 2$ | 0.7% ↓ | 0.2% ↓ |
| 6         | $4 \times 2$ | 0.36% ↓ | 0.13% ↓ |
| 7         | $8 \times 2$ | 0.35% ↓ | 0.07% ↓ |
| 8         | $4 \times 2$ | 0.3% ↓ | 0.07% ↓ |

### Table VI

**Comparison of percentage change in detection complexity of D-MGSM with GD-SM schemes**

| SE (bpcu) | $GD_{SM}$ [28] | $D-MGSM$ | Flops w.r.t GD-SM, $K = 100$ | Flops w.r.t GD-SM, $K = 400$ |
|-----------|----------------|----------|-----------------------------|-----------------------------|
| 5         | $4 \times 2, 8$ | $5 \times 2, 2$ | 102% ↑ | 100% ↑ |
| 6         | $4 \times 2, 16$ | $4 \times 2, 4$ | 1.4% ↓ | 0.3% ↓ |
| 7         | $4 \times 2, 32$ | $5 \times 2, 4$ | 1.4% ↓ | 0.3% ↓ |
| 8         | $8 \times 2, 32$ | $4 \times 2, 8$ | 49.3% ↓ | 49.8% ↓ |
| 9         | $8 \times 2, 64$ | $5 \times 2, 8$ | 49.3% ↓ | 49.8% ↓ |
| 10        | $16 \times 2, 64$ | $7 \times 2, 8$ | 49.3% ↓ | 49.8% ↓ |

The percentage change in flops which denotes the complexity for the D-MGSM scheme is added in Table V for $M_a = 2$, where the comparison is made with GSM-2. We see a reduction in complexity in comparison to GSM-2, and in Table VI the complexity fares better, since it decreases for higher SE starting from 8 bpcu onwards when compared with GD-SM systems. The complexity of the various schemes using ML based detectors are as follows,

$$C_{GD-SM} = M_t M (6M_t + 6M_a K - K)$$

$$C_{GD-SM-1} = MN (2M_t M_a + 6M_a K + 4M_a - K) + \cdots + P_I (6M_t + 12) + 6M_t$$

$$C_{GD-SM-2} = 2M_a MN (8M_t, M_a + 6M_a K - 2M_t - K) + \cdots + P_I (6M_a + 12) + 6M_t$$

$$C_{D-MGSM} = 2M_a MN (8M_t, M_a + 6M_a K - 2M_t - K)$$

$$C_{D-GSM} = MN (2M_t M_a + 6M_a K + 4M_a - K)$$

where GSM-1 [7] and GSM-2 [8] are the coherent counterparts of the proposed schemes D-GSM and D-MGSM respectively. The complexity of these coherent schemes involves the computations required for the least-squares (LS) estimation of the channel coefficients as well, where the pilot length is assumed to be $P_l = 4M_t$ for all the transmit antennas combined.

### VI. Simulation Studies and Discussion

| Simulation Parameters | Rayleigh fading |
|-----------------------|-----------------|
| Channel               | (4, 8, 16, 32, 64) |
| Modulation (M)        | MPSK, MQAM |
| Number of transmit antennas ($M_t$) | 4, 5, 6 |
| Number of receive antennas ($M_a$) | 2, 3, 4 |
| Number of active antennas ($M_a$) | 2, 3 |
| Information symbols per frame ($K$) | 100 |
| Pilot length per frame(coherent) ($P_l$) | $4M_t$ |

The percentage change in flops which denotes the complexity for the D-MGSM scheme is added in Table V for $M_a = 2$, where the comparison is made with GSM-2. We see a reduction in complexity in comparison to GSM-2, and in Table VI the complexity fares better, since it decreases for higher SE starting from 8 bpcu onwards when compared with GD-SM systems. The complexity decreases for higher SE starting from 8 bpcu onwards when compared with GD-SM systems. The complexity of the various schemes using ML based detectors are as follows,

$$C_{GD-SM} = M_t M (6M_t + 6M_a K - K)$$

$$C_{GD-SM-1} = MN (2M_t M_a + 6M_a K + 4M_a - K) + \cdots + P_I (6M_t + 12) + 6M_t$$

$$C_{GD-SM-2} = 2M_a MN (8M_t, M_a + 6M_a K - 2M_t - K) + \cdots + P_I (6M_a + 12) + 6M_t$$

$$C_{D-MGSM} = 2M_a MN (8M_t, M_a + 6M_a K - 2M_t - K)$$

$$C_{D-GSM} = MN (2M_t M_a + 6M_a K + 4M_a - K)$$

where GSM-1 [7] and GSM-2 [8] are the coherent counterparts of the proposed schemes D-GSM and D-MGSM respectively. The complexity of these coherent schemes involves the computations required for the least-squares (LS) estimation of the channel coefficients as well, where the pilot length is assumed to be $P_l = 4M_t$ for all the transmit antennas combined.

![Fig. 3. Comparison of BER of D-GSM receiver with its equivalent coherent scheme in a Rayleigh fading channel for 4 and 5 bpcu](image-url)
their coherent counterparts [7], [8], along with the GD-SM [29] scheme which is closer to the proposed ones at the encoding stage. Our results are the output of Monte-Carlo simulations and the average SNR per symbol in a frame remains the same for all the schemes considered here. To ensure a fair comparison with the frame-based encoding of the proposed scheme, a block fading Rayleigh channel is considered and the coherent schemes are simulated by following a similar frame structure as that of D-GSM and D-MGSM. For all the investigated cases of simulated and theoretical BER, the plot is made against the average symbol SNR per receive antenna given by $\bar{\gamma} = \frac{E_s}{N_0}$ in [18], where $E_s = E[|s|^2]$, is the average power per symbol corresponding to the coherent transmission scheme in Section II-C and $N_0 = \sigma^2$, is the average noise power at each receive antenna.

For the coherent schemes, the channel coefficients are assumed to be perfectly known at the receiver in some plots, whereas, in others, it is estimated using LS estimation at the receiver [35], [36], using the pilots transmitted in the first $P_1$ times slots of every frame. Table VIII shows that the proposed differential schemes have a reasonably higher data throughput than the coherent schemes of [7] and [8], where throughput is defined as,

$$\text{Throughput} = \frac{K}{L}$$ (32)

where the reference signals at the start of a frame are avoided in the numerator. When higher order modulation is considered to achieve higher SE in GD-SM, the number of transmit antenna is increased which reduces the throughput in comparison to the proposed schemes, and the same is observed in Table IX. Here the throughput of the proposed schemes are better than GD-SM when higher order modulation is supported using a larger number of transmit antennas

| $M_t$ | Proposed schemes
|-------|------------------|
| 4     | 86.2% 96.1% 96.1% 99% |
| 5     | 85.3% 95.2% 95.2% 98.7% |

Table VIII: Comparison of the effective throughput with the existing coherent schemes

Table IX: Comparison of the effective throughput with the GD-SM scheme

| $M_t$ | Proposed schemes
|-------|------------------|
| 4     | 96.1% 99% 4.2 96.1% 99% |
| 8     | 92.5% 98% 5.2 95.2% 98.7% |
| 16    | 86.2% 96.1% 6.2 94.3% 98.5% |

Figure 3 shows the BER performance of GSM-1 [7] and the proposed D-GSM for $4 \times 2$ and $5 \times 2$ configurations. It is seen that the performance penalty of the proposed D-GSM scheme over its coherent counterpart is less than 0.5 dB and the upper bound on the ABEP is tight from the mid-SNR region onwards and for the BER of $10^{-2}$ or lesser. When perfect-CSI (P-CSI) is considered at the receiver, the marginal gain in SNR is less than 1 dB for the coherent scheme. The improvement due to the power allocation strategy ($\rho_r \neq \rho_n$) is observed for the $5 \times 2$ system, where the plots without power allocation ($\rho_r = \rho_n$) has a penalty of more than 2 dB with the coherent scheme in Figure 3.

In Figure 4 D-MGSM using 8-QAM is compared with GD-SM employing 64-QAM for the same SE, and the former has an SNR gain of close to 1 dB. But when the modulation type of GD-SM is changed to 16-PSK,
the SNR gain of D-MGSM increases to 2 dB in the case of 6 bpcu. GSM-2 [8] has a marginal gain in SNR in comparison with D-MGSM and it is consistent with that of the gain for the D-GSM scheme in Figure 3 for both the cases of P-CSI and CE using LS with a pilot length of $P_T = 4M_r$. In Figure 5 the impact of unequal power allocation ($\hat{\rho}_r \neq \hat{\rho}_n$) is verified for D-MGSM and it has a performance gain of 1 dB in comparison with the case of equal power allocation ($\hat{\rho}_r = \hat{\rho}_n$) for the $5 \times 2$ system. The upper bounds of the BER are plotted for both types of power allocation, and the gain with the GD-SM scheme using 32-QAM is close to 1 dB when unequal power ($\hat{\rho}_r \neq \hat{\rho}_n$) is employed. The GSM-2 scheme using LS based CE has a gain of just 0.5 dB with the D-MGSM scheme. Generally, it is observed that the penalty in error performance with the coherent scheme is negligible and the proposed scheme fares better than GD-SM by 1 to 2 dB for different modulation types. Since certain approximations are made in the derivation of ABEP for medium-to-high SNR, the bounds become tighter from the medium SNR region onwards.

![Fig. 6. BER of the proposed D-GSM receiver with $M_r = 2, 3, 4$ for 4 bpcu](image)

We also verify the derived upper bound for both the proposed schemes and find from Figure 6 and 7 that the simulated BER graphs closely achieve the bound as the receiver antennas are increased as $M_r = 2, 3, 4$. The improvement in error probability is reflected in the derived bound of the PEP in (26), where the term \(\frac{\left\langle \left\| Y_{\nu_1} \right\|^2 + \cdots + \left\| Y_{\nu_M} \right\|^2 \right\rangle^{\frac{1}{2}}}{\delta M_r \left\| X \right\|^2} \) from (26) has a form similar to \(\frac{\left\langle \left\| Y_{\nu_1} \right\|^2 + \cdots + \left\| Y_{\nu_M} \right\|^2 \right\rangle^{\frac{1}{2}}}{\delta M_r \left\| X \right\|^2} \), and thus offers a diversity order of $M_r$. Thus for a given SNR in the medium-to-high range, the PEP value decreases for an increase in $M_r$, thereby lowering the BER relative to the number of receive antennas. The proposed schemes demonstrate consistency in error performance compared to the coherent schemes, even for higher number of transmit ($M_t$) as well as active antennas ($M_a$), and the same is observed in Figure 8, where the identical symbols in the active antennas of D-GSM improves the SNR gain by 4 dB in comparison to the D-MGSM scheme for the same antenna configuration and modulation order. This improvement owing to the number of active antennas is explained using the analytical PEP expression of (26), where the average value of the parameter $\beta \in [2, 2M_a]$, is close to the upper bound of $2M_a$ for D-GSM, thus ensuring a smaller PEP value in comparison to the D-MGSM scheme where $\beta$ is closer to the lower bound of 2. The denominator term of (26) given by \(\left\| \left[ Y_{\nu_1} \right]^2 + \cdots + \left[ Y_{\nu_M} \right]^2 \right\|^{\frac{1}{2}} \) is influenced by the value of $\beta$, which depends on the encoding signal in the active antennas corresponding to the two schemes.

![Fig. 7. BER of the proposed D-MGSM receiver with $M_t = 2, 3, 4$ for 6 bpcu](image)

The proposed schemes are a convenient alternative to the coherent schemes as seen from the marginal penalty in BER. Also, the schemes have a minor reduction in detection complexity and a nominal increase in the effective data throughput in comparison with the coherent schemes. Even though the detection complexity concerning GD-SM seems higher at lower SE, our schemes fare better when higher SE is considered. Moreover, they achieve significant improvement in BER over GD-SM schemes.

**VII. CONCLUSION**

In this paper, we have proposed two differential schemes for SM which utilize multiple active antennas to increase the transmission rate. Furthermore, the analysis of the asymptotic ABEP is also performed based on which a suitable antenna configuration can be chosen conveniently in a real-world deployment. Since these schemes dispense with the knowledge of CSI at the receiver, the processing power and the effective bandwidth are also conserved. Also, the new differential schemes have an error performance close to the corresponding coherent schemes and they fare better
in their characteristics than most of the conventional single active antenna based differential schemes. In the context of devices supporting higher SE, there is a need for low complexity detection algorithms, as the optimal decoders are computationally intensive for higher order modulation. There is also a need for improving the error performance at lower SNRs and bridging the marginal penalty in SNR that is presently seen in comparison to the single antenna based differential modulation. One possible solution is to modify the order or combination of the transmit antennas in the reference block to reduce the ambiguity of the TAC. But, in general, our schemes support user equipments having a limited form factor, without compromising on higher SE requirements, by utilizing the limited number of transmit antennas sharing the available RF chains. Also, the new schemes have a higher data rate and slightly lower detection complexity in comparison with the coherent schemes. Thus, with the increasing demand for cost-effectiveness and power efficiency for futuristic communication devices, the schemes proposed in this paper are very relevant in the context of green communication systems which need to support higher data rates with lesser computational complexity.

VIII. ACKNOWLEDGEMENT

The authors used the Advanced Wireless Communication & Signal Processing lab, ECE, NIT Calicut created under the scheme ‘Fund for Improvement of Science and Technology’ (SR/FST/ET-I/2017/68) of the Department of Science and Technology (DST), Govt. of India.

REFERENCES

[1] M. D. Renzo, H. Haas, A. Ghayeb, S. Sugura, and L. Hanzo, “Spatial modulation for generalized MIMO: Challenges, opportunities, and implementation,” Proc. of the IEEE, vol. 102, no. 1, pp. 56–103, Jan. 2014.

[2] Z. Hasan, H. Boostanmehr, and V. K. Bhargava, “Green cellular networks: A survey, some research issues and challenges,” IEEE Commun. Surveys Tut., vol. 13, no. 4, pp. 524–540, Nov. 2011.

[3] C. Han, T. Harrold, S. Armour, I. Krikidis, S. Videv, P. M. Grant, H. Haas, J. S. Thompson, I. Ku, C. Wang, T. A. Le, M. R. Nakhai, J. Zhang, and L. Hanzo, “Green radio: radio techniques to enable energy-efficient wireless networks,” IEEE Commun. Mag., vol. 49, no. 6, pp. 46–54, Jun. 2011.

[4] https://www.slideshare.net/pokamonto/deloitte-telecom-predictions-2018 [Online; accessed 04-Apr-2018].

[5] Stavridis, Athanasios, Sinanovic, Sinan, M. D. Renzo, and H. Haas, “Energy evaluation of spatial modulation at a multi-antenna base station,” in Proc. of 2013 IEEE 78th Vehicular Technology Conference (VTC Fall) in Las Vegas, NV, USA, Sep. 2013, pp. 1–5.

[6] J. Jeganathan, A. Ghayeb, and L. Szczecinski, “Spatial modulation: optimal detection and performance analysis,” IEEE Commun. Lett., vol. 12, no. 8, pp. 545–547, Aug. 2008.

[7] A. Younis, N. Serafimovski, R. Mesleh, and H. Haas, “Generalised spatial modulation,” in Proc. of Conference Record of the Forty Fourth Asilomar Conference on Signals, Systems and Computers in Pacific Grove, USA, Nov. 2010, pp. 1498–1502.

[8] J. Wang, S. Jia, and J. Song, “Generalised spatial modulation system with multiple active transmit antennas and low complexity detection scheme,” IEEE Trans. Wireless Commun., vol. 11, no. 4, pp. 1605–1615, Apr. 2012.

[9] C.-C. Cheng, H. Sari, S. Sezginer, and Y. T. Su, “Enhanced spatial modulation with multiple signal constellations,” IEEE Trans. Commun., vol. 63, no. 6, pp. 2237–2248, 2015.

[10] P. Liu, M. Di Renzo, and A. Springer, “Variable-Nu generalized spatial modulation for indoor los mmwave communication: performance optimization and novel switching structure,” IEEE Trans. Commun., vol. 65, no. 6, pp. 2625–2640, 2017.

[11] S. Gadhai, A. K. Sah, A. K. Singh, R. Budhiraja, and A. K. Chaturvedi, “New block-based spatial modulation,” IEEE Commun. Lett., vol. 19, no. 10, pp. 2016–2019, 2018.

[12] S. Gadhai and R. Budhiraja, “Block-based spatial modulation: constellation design and low-complexity detection,” IEEE Trans. Commun., vol. 66, no. 6, pp. 3505–3520, Jun. 2020.

[13] S. Gadhai and R. Budhiraja, “Joint-mapping-based variable active antenna spatial modulation,” IEEE Wireless Commun. Lett., vol. 9, no. 10, pp. 1668–1672, Oct. 2020.

[14] M. Hemanta Kumar, S. Sharma, M. Thottappan, and K. Deka, “Precoded spatial modulation-aided cooperative noma,” IEEE Commun. Lett., vol. 1, pp. 1–1, 2021.

[15] R. Mesleh, S. S. Ikki, and H. M. Aggoume, “Quadrature spatial modulation,” IEEE Trans. Veh. Technol., vol. 64, no. 6, pp. 2738–2742, Jun. 2015.

[16] M. Mohaisen and S. Lee, “Complex quadrature spatial modulation,” ETRI Journal, vol. 39, no. 4, pp. 514–524, Aug. 2017.

[17] Z. Yigit and E. Basar, “Double spatial modulation: A high-rate index modulation scheme for mimo systems,” in 2016 International Symposium on Wireless Communication Systems (ISWCS) in Poznan, Poland, 2016, pp. 347–351.

[18] B. Vo and H. H. Nguyen, “Improved quadrature spatial modulation,” in 2017 IEEE 86th Vehicular Technology Conference (VTC-Fall) in Toronto, Canada, 2017, pp. 1–5.

[19] A. M. Abu-Hudrouss, M.-T. O. E. Astal, A. H. Al Habbash, and S. Aissa, “Signed quadrature spatial modulation for MIMO systems,” IEEE Trans. Veh. Technol., vol. 69, no. 3, pp. 2740–2746, Apr. 2020.

[20] N. Ishikawa and S. Sugura, “Unified differential spatial modulation,” IEEE Wireless Commun. Lett., vol. 3, no. 4, pp. 337–340, 2014.

[21] Y. Bian, X. Cheng, M. Wen, L. Yang, H. V. Poor, and B. Jiao, “Differential spatial modulation,” IEEE Trans. Veh. Technol., vol. 64, no. 7, pp. 3262–3268, Jul. 2015.

[22] L. Xiao, P. Yang, X. Lei, Y. Xiao, S. Fan, S. Li, and W. Xiang, “Low-complexity detection scheme for differential spatial modulation,” IEEE Commun. Lett., vol. 19, no. 9, pp. 1516–1519, Sep. 2015.

[23] D. Jose and S. M. Sameer, “Compressive sensing-based low-complexity detector for differential spatial modulation,” IET Commun., vol. 13, no. 19, pp. 3229–3234, Dec. 2019.

[24] P. A. Martin, “Differential spatial modulation for apsk in time-varying fading channels,” IEEE Commun. Lett., vol. 19, no. 7, pp. 1261–1264, July 2015.

[25] J. Liu, L. Dan, P. Yang, L. Xiao, F. Yu, and Y. Xiao, “High-rate apsk-aided differential spatial modulation: Design method and
[26] D. Jose and S. M. Sameer, “Low complexity detector for amplitude phase shift keying-based differential spatial modulation,” IET Commun., vol. 14, no. 20, pp. 3669–3675, Dec. 2020.

[27] R. Mesleh, S. Althunibat, and A. Younis, “Differential quadrature spatial modulation,” IEEE Trans. Commun., vol. 65, no. 9, pp. 3810–3817, Sep. 2017.

[28] K. Kadathil, H. Xu, and N. Pillay, “Generalised differential scheme for spatial modulation systems,” IET Commun., vol. 11, no. 13, pp. 2020–2026, Oct. 2017.

[29] D. Jose and S. M. Sameer, “A low complexity detector with near-ML performance for generalized differential spatial modulation,” in Proc. of International Conference on Signal Processing and Communications (SPCOM) in Bangalore, India, July 2020, pp. 1–5.

[30] N. Ishikawa, “Rectangular differential spatial modulation for open-loop noncoherent massive-mimo downlink,” IEEE Trans. Wireless Commun., vol. 16, no. 3, p. 13, 2017.

[31] L. Xiao, P. Xiao, H. Ruan, N. Ishikawa, L. Lu, Y. Xiao, and L. Hanzo, “Differentially-encoded rectangular spatial modulation approaches the performance of its coherent counterpart,” IEEE Trans. Commun., vol. 68, no. 12, pp. 7593–7607, Dec. 2020.

[32] L. Li, Z. Fang, Y. Zhu, and Z. Wang, “Generalized differential transmission for STBC systems,” in Proc. of IEEE GLOBECOM 2008 - Global Telecommunications Conference in New Orleans, LA, USA, Nov. 2008, pp. 1–5.

[33] M. K. Simon and M.-S. Alouini, Digital communication over fading channels: A unified approach to performance analysis. John Wiley & Sons, 2000.

[34] G. L. Turin, “The characteristic function of hermitian quadratic forms in complex normal variables,” Biometrika, vol. 47, no. 1/2, p. 199, Jun. 1960.

[35] Ye Li, N. Seshadri, and S. Ariyavisitakul, “Channel estimation for OFDM systems with transmitter diversity in mobile wireless channels,” IEEE J. Select. Areas Commun., vol. 17, no. 3, pp. 461–471, Mar. 1999.

[36] M. M. U. Faiz, S. Al-Ghadhban, and A. Zerguine, “Recursive least-squares adaptive channel estimation for spatial modulation systems,” in 2009 IEEE 9th Malaysia International Conference on Communications (MICC) in Kuala Lumpur, Malaysia. IEEE, Dec. 2009, pp. 785–788.