New approach to incorporating the impacts of non-hydrostatic perturbations in atmospheric models
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ABSTRACT

How to properly consider the impacts of non-hydrostatic perturbations is one of the challenging issues in developing non-hydrostatic dynamics solvers (NHDSs) for high-resolution atmospheric models. To overcome the drawbacks of current approaches to tackling this issue, this study analyzed the differences between hydrostatic dynamics solvers (HDSs) and their non-hydrostatic counterparts. The analysis then motivated a flexible approach to adjusting existing hydrostatic atmospheric models, especially those adopted in climate simulations for the impacts of non-hydrostatic perturbations. In this approach, the impacts of non-hydrostatic perturbations, reflecting the differences between HDSs and NHDSs, were encapsulated into a single term in the vertical momentum equation for the atmosphere. At each time step, this term was estimated by a separate sub-model, and then it was used to adjust the dynamics of the atmosphere. The adjustment was optional, and could be turned on and off flexibly by utilizing different initial conditions. The approach was illustrated using the Weather Research and Forecasting (WRF) model as an example, and was preliminarily validated by running the 3D baroclinic-wave test case in the model. Results showed that the modified dynamics solver produced simulation results that were very close to those given by the standard NHDS in the WRF model, implying that the approach was basically effective in capturing the non-hydrostatic features of the atmosphere.

1. Introduction

With the great advances achieved in computer technology, there is a trend in the atmospheric modeling community toward developing high-resolution non-hydrostatic atmospheric models for climate simulations (Hall 2013). Examples of efforts in this direction include the Non-hydrostatic Icosahedral Atmospheric Model (Satoh et al. 2008); Atmospheric Model, version 3 (Donner et al. 2010); and the in-progress PantaRhei project (Smolarkiewicz, Kühnlein, and Wedi 2014). One of the challenging problems encountered in developing these models is to incorporate the non-hydrostatic features of the atmosphere in an appropriate manner in their dynamics solvers, which are responsible for numerically resolving the dynamics of the atmosphere. Currently, this problem is typically solved by the following approaches (Peng and Li 2010): (1) All Explicit (Clark 1977); (2) Horizontally Explicit Vertically Implicit (Klemp and Wilhelmson 1978); (3) Horizontally Implicit Vertically Implicit (Tapp and White 1976); and (4) Semi Implicit Semi Lagrangian (Erbes 1993). However, most of these approaches are very time-consuming, since the fast-propagating non-hydrostatic perturbations in the atmosphere (e.g. the acoustic waves in the vertical direction) generally impose a severe constraint on the time step used in model numerical integrations (Cheng 2010). Furthermore, they are rather complicated, and thus it is difficult to apply these approaches to existing hydrostatic models to handle the impacts of non-hydrostatic perturbations.
On the other hand, most atmospheric models used in climate simulations incorporate a hydrostatic dynamics solver (HDS) only, which will become unsuitable for climate modeling at very high resolutions in the future (Lauritzen et al. 2011). Thus, it is an important issue to find some appropriate approaches to adjusting these models for the impacts of non-hydrostatic perturbations, so as to enable them to continue to function equivalently as their non-hydrostatic counterparts.

In this paper, we propose an approach that could possibly address the issues mentioned above. The approach is described using the Weather Research and Forecasting (WRF) model as an example in Section 2. Then, in Section 3, it is preliminarily verified by running the 3D baroclinic-wave test case — an idealized test case for dynamics solvers in the model. Finally, a summary and discussion is given in Section 4.

2. Method

2.1. Motivation

The impacts of non-hydrostatic perturbations are reflected as the differences between HDSs and non-hydrostatic dynamics solvers (NHDSs) (Lauritzen et al. 2011). As a result, a comparison between the two categories of dynamics solvers is essential to determine how non-hydrostatic perturbations influence the dynamics of the atmosphere, and might also reveal some useful clues for new approaches to handling the impacts of non-hydrostatic perturbations in dynamics solvers. To facilitate the comparison, the WRF model is used as an example.

HDSs and NHDSs are constructed based on different sets of partial differential equations (PDEs). The only difference lies in the vertical momentum equation that describes the motion of the atmosphere in the vertical direction. For NHDSs, this equation is written as (Skamarock et al. 2008)

$$\partial_t W + (\nabla \cdot \mathbf{v})w - g\left[\left(\alpha/\alpha_d\right)\partial_z p - \mu_d\right] = F_W;$$  \hspace{1cm} (1)

while for HDSs, it is simplified as (Skamarock et al. 2008)

$$g\left[\left(\alpha/\alpha_d\right)\partial_z p - \mu_d\right] = 0.$$  \hspace{1cm} (2)

$\mathbf{v} = (u, v, w)$ denote respectively the velocities of the atmosphere in the $x$, $y$, and $z$ directions, and $p$ is the atmospheric pressure. $\mu$ represents the mass per unit area of the full air column including water vapor, cloud, rain, ice, etc., and $\mu_d$ corresponds to that of dry air column. $\mathbf{V} = (U, V, W) = \mu \mathbf{v}$ is the mass flux vector of the atmosphere. $\alpha_d$ is the inverse density of the dry air parcel, and $\alpha$ is that of the full air parcel. $t$ is time, and $\eta$ is the vertical coordinate in the eta coordinate system. $g$ is the gravity constant, and $F_W$ is the forcing term for the $W$ variable arising from model physics, turbulent mixing, spherical projections, and the earth’s rotation. The above simplification, known as hydrostatic approximation, excludes the impacts of the fast-propagating but meteorologically insignificant non-hydrostatic perturbations from the dynamics of the atmosphere (Lauritzen et al. 2011). Letting $S = g\left[\left(\alpha/\alpha_d\right)\partial_z p - \mu_d\right]$ then the simplification actually implies that $S$ is restricted as a constant of 0 in the HDS. Whereas, in the NHDS, $S$ is no longer fixed as a constant due to the abandonment of the hydrostatic approximation. Therefore, $S$ is a term that represents the impacts of non-hydrostatic perturbations. From Equation (1), it is obvious that $S$ directly influences the vertical mass flux $W$ or the vertical velocity $w$ via the relation $w = \mu^{-1}W$. Other variables, such as $u$, however, are only subject to the indirect impacts of non-hydrostatic perturbations.

According to a scale analysis of Equation (1), it is known that $S$ will play a more significant role when a higher model resolution is used to resolve the dynamics of the atmosphere (Lauritzen et al. 2011). To investigate quantitatively how $S$ influences the dynamics of the atmosphere as model resolution increases, three-day idealized model runs to test dynamics solvers using the 3D baroclinic-wave test case (Jablonowski and Williamson 2006) in the WRF model were performed in both hydrostatic and non-hydrostatic modes with increasing model resolutions — 160, 40, and 10 km. The model configurations for both hydrostatic and non-hydrostatic runs were identical except for the difference in the dynamics solver for model integrations. The results from the non-hydrostatic runs are treated as the ‘true solutions’, since the NHDS provides a better approximation to the true dynamics of the atmosphere. So, the numerical errors of the results given by the HDS compared with the true solution can reasonably reflect the consequences of restricting $S$ to 0 or eliminating the impacts of non-hydrostatic perturbations.

Figure 1 shows the temporal evolution of the relative numerical error of $u_h$ at the middle layer of the atmosphere in different model resolutions, and Figure 2 is corresponding to that of $w_h$. The subscript ‘h’ means that the results are produced by the hydrostatic runs. The error measures used in this paper are defined as $E_1(q) = I(q - q_{nh})/I(|q_{nh}|)$ and $E_2(q) = \left(I \left(\frac{|q - q_{nh}|}{|q_{nh}|}\right)^2\right)^{1/2}$, where $q_{nh}$ means the true solution given by the NHDS and $I(q)$ denotes the area-weighted average of $q$. From the given results, we can observe the following facts: First, the relative numerical error of $u_h$ is not evident with an order of magnitude of $10^{-4}$–$10^{-3}$ (see Figure 1), while for $w_h$ the error is much more significant with an order of magnitude of $10^{-1}$. 
(see Figure 2). Second, the error of $w_h$ becomes more significant as model resolution increases. A similar trend can also be observed for $u_h$, although it is not as evident as that of $w_h$ (see Figures 1 and 2). The above facts imply that the hydrostatic approximation (i.e. $S \equiv 0$) primarily influences $w$, which is one of the variables that is closely related with the vertical motion of the atmosphere. Other variables, such as $u$, however, show insensitive responses to the influence of $S$. Moreover, higher model resolution amplifies the impacts of non-hydrostatic perturbations on both $u$ and $w$.

The numerical results, together with the qualitative analysis in the previous paragraphs, motivates us to handle the impacts of non-hydrostatic perturbations by focusing our efforts on the vertical aspect of the atmosphere. Furthermore, as is shown in the above analysis, the impacts of non-hydrostatic perturbations can be quantified by a single term (i.e. $S$) in the vertical momentum equation. Therefore, they might be captured in a unified manner with less consideration of the particular formulation of a dynamics solver, if $S$ could be approximated via some well-designed approaches.

### 2.2. Method

Following the motivation in the above subsection, a new approach is proposed in this paper to incorporate non-hydrostatic features into the current HDS. In order to illustrate the approach, Equation (1) is transformed as follows:

$$
\frac{\partial}{\partial t} w + (V \cdot V w) = S + F_w. 
$$

The central task of the approach lies in estimating $S_{n+1}$ for the current integration step. Note that $S_0, S_1, \ldots, S_n$ can be exactly calculated via its definition, and hence it is natural to utilize these values to construct an estimator for $S_{n+1}$. Using the notations and terminologies from time series theory, the estimation problem can be formalized as follows: First, the sequence $S_i (i = 0, 1, \ldots, n)$ is defined as an information set $F_n$ (Box, Jenkins, and Reinsel 2008). Then, the problem of estimating $S_{n+1}$ now becomes

$$
\hat{S}_{n+1} = E \{ S_{n+1} \mid F_n \},
$$

where $\hat{S}_{n+1}$ represents an estimator of $S_{n+1}$ based on all available information about $S$ up to time-step $n$. This equation can be interpreted in several ways according
to which perspective is taken. For instance, if a stochastic view is taken at the sequence $S' (i = 0, 1, \ldots, n)$, then the $E$ in Equation (4) can be recognized as an expectation operator. On the other hand, if the sequence $S' (i = 0, 1, \ldots, n)$ is treated as deterministic, then the $E$ in Equation (4) becomes an ordinary extrapolation operator. Therefore, a wide variety of choices are available as to the sub-model used to estimate $S^{n+1}$.

No matter which sub-model is adopted, it must comply with some common restrictions. For instance, the following requirement must be satisfied for all candidate sub-models:

$$E\{S^{n+1}|0_n\} = 0, \text{for } n = 0, 1, 2...$$

Here, $0_n$ represents a null information set that contains only values of 0. The above restriction actually means that $S$ will go to zero identically at all time steps if a null information set is given. Hence, the adjustment for the impacts of non-hydrostatic perturbations will be turned off given a null initial information set. On the contrary, if the adjustment is to be turned on, then the given initial information set must contain a valid signal about non-hydrostatic perturbations, or in other words has to be compatible with the full atmospheric dynamics including non-hydrostatic features. Thus, the adjustment can be automatically switched on and off in the modified dynamics solver (MDS) via feeding in different initial information sets.

However, the initial information sets containing the signal of non-hydrostatic perturbations do not exist before starting model integrations. So, they must be generated by some specialized utilities in cases where the adjustment is required to take effect. Since the WRF model has already implemented a well-functioned NHDS, it is natural to utilize it to accomplish this task. As a result, the standard NHDS built in the model may serve as an initialization utility for the MDS.

So far, the general framework of the approach has been established, as illustrated in Figure 3. Using this framework, we are able to experiment with and evaluate various types of sub-models for the impacts of non-hydrostatic perturbations. Via judiciously choosing the sub-model used in Equation (4), the impacts of non-hydrostatic perturbations can be captured without having to solve a complicated set of PDEs using time-consuming numerical integration procedures. Furthermore, the framework provides a flexible treatment of non-hydrostatic perturbations that can be conveniently applied to existing hydrostatic atmospheric models, especially those for climate simulations.

3. Results

Although the general framework of the approach has been laid down, the particular form of the estimator for $S^{n+1}$ in Equation (4) is still not given. In this paper, Equation (4) is replaced with the following equation:

$$S^{n+1}_{ijk} = \alpha^{n+1}_{ijk} + \beta^{n+1}_{ijk} S^0_{ijk} + \gamma^{n+1}_{ijk} S^{n-1}_{ij,k}.$$  (6)

Here, $\alpha^{n+1}_{ijk}$ is the intercept term, and $\beta^{n+1}_{ijk}$, $\gamma^{n+1}_{ijk}$ are respectively the coefficients for the terms of $S^0_{ijk}$ and $S^{n-1}_{ij,k}$. In Equation (6), a pointwise linear sub-model is employed to estimate $S^{n+1}_{ijk}$. The parameters in this model can be dynamically estimated using the updated information set at each time step. For simplicity, they are prescribed as $\alpha^{n+1}_{ijk} = 0$, $\beta^{n+1}_{ijk} = 2$, $\gamma^{n+1}_{ijk} = -1$ for all $i, j, k, n$. Thus, the estimator for $S^{n+1}_{ijk}$ can be split into two parts: $S^0_{ijk}$ and $S^n_{ij,k} - S^{n-1}_{ij,k}$, the latter of which is a simple local estimate of the trend of $S$.

To preliminarily verify the approach, the previous test case was repeated with the model resolution set to 10 km. The same model configurations as the former runs were used except that the MDS was employed. The results of this run are again compared with the true solution given by the non-hydrostatic run with the same model resolution. Figure 4 shows the temporal evolution of the relative numerical error of $u_m$ at the middle layer of the atmosphere, and Figure 5 illustrates that of $w_m$. The subscript ‘m’ means that the results are given by the MDS.

It is easy to see that the numerical error of the MDS is reduced successfully by the approach compared with that of its hydrostatic predecessor. For $u_m$, the numerical error is somewhat suppressed, although the improvement is not very evident (see Figures 1(c) and 4). For $w_m$, the numerical error is significantly reduced by about 80%–90% from the order of magnitude of $10^{-1}$–$10^{-2}$ (see Figures 2(c) and 5). Therefore, the impacts of non-hydrostatic perturbations are basically captured in the MDS. However, as its
the main source of the numerical error of the MDS, albeit greatly suppressed, still comes from \( w_m \), urging us to refine the sub-model for the impacts of non-hydrostatic perturbations employed in this study.

The above results are not hard to explain. As pointed out in the previous section, the term \( S \), representing the impacts of non-hydrostatic perturbations, appears in the vertical momentum equation, and thus it has an immediate connection with the vertical motion of the atmosphere. So, the estimated \( S \) is used to directly correct the numerical results for variables that have a significant dependence on the vertical motion of the atmosphere (e.g. \( w \)). The correction effects are then transferred to other variables (e.g. \( u \)) via the interactions between variables in the MDS. However, these variables are generally dominated by the large-scale dynamics of the atmosphere. Hence, they are not as sensitive to the impacts of non-hydrostatic perturbations as the aforementioned variables.

4. Discussion and conclusion

Non-hydrostatic perturbations have increasingly prominent influences on the dynamics of the atmosphere as the resolution of atmospheric models becomes higher. Current approaches to handling their impacts in NHDSs for high-resolution atmospheric models are very time-consuming and too complicated to be applied to existing hydrostatic atmospheric models, especially those for climate simulations. To investigate the impacts of non-hydrostatic perturbations, this study analyzed the differences between HDSs and NHDSs using the WRF model as an example. The analysis revealed that non-hydrostatic perturbations mainly influenced variables that had a close relation with the vertical aspect of the atmosphere, and that their impacts could be represented by a single term in the full vertical momentum equation without the hydrostatic approximation.

The analysis motivated a flexible approach to adjusting the HDS for the impacts of non-hydrostatic perturbations, so as to enable them to function equivalently as non-hydrostatic models. The approach employed a separate sub-model to estimate the impacts of non-hydrostatic perturbations on the current integration step based on the information obtained from previous time steps. In contrast with traditional treatments of non-hydrostatic perturbations, the approach circumvented time-consuming computational procedures to integrate complicated sets of PDEs. Moreover, the framework underlying the approach was flexible enough to be easily adopted in other hydrostatic atmospheric models besides the one used in this paper. Furthermore, using the approach, the adjustment for the impacts of non-hydrostatic perturbations was provided as an optional feature in the MDS, which

hydrostatic predecessor, the numerical error of \( w_m \) (~10\(^{-2}\)) is still much larger in magnitude than that of \( u_m \) (~10\(^{-4}\)) (see Figures 4 and 5). Furthermore, in contrast with Figures 1(c) and 2(c), the curves in Figures 4 and 5 show more stabilized patterns with fewer large spikes that are yielded by relatively large deviations from the true solution. Overall, the MDS replicates to a large extent the simulation results of the standard NHDS built in the WRF model. Furthermore,
could be automatically enabled or disabled by feeding in different initial information sets. The approach was preliminarily tested on the WRF model by running the 3d baroclinic-wave test case. Results showed that the MDS behaved quite closely to the standard NHDS, rather than its hydrostatic predecessor, indicating that the impacts of non-hydrostatic perturbations were basically captured by the approach.

On the other hand, it should be noted that many aspects of the approach need to be refined. For instance, the sub-model used in Equation (4) ought to be optimized to obtain a better estimation of the impacts of non-hydrostatic perturbations. In addition, other techniques than that adopted in this study should also be pursued to generate initial information sets, including non-hydrostatic features of the atmosphere. Therefore, further research will be done to resolve these issues in the future.
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