PairRank: Online Pairwise Learning to Rank by Divide-and-Conquer
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ABSTRACT
Online Learning to Rank (OL2R) eliminates the need of explicit relevance annotation by directly optimizing the rankers from their interactions with users. However, the required exploration drives it away from successful practices in offline learning to rank, which limits OL2R’s empirical performance and practical applicability. In this work, we propose to estimate a pairwise learning to rank model online. In each round, candidate documents are partitioned and ranked according to the model’s confidence on the estimated pairwise rank order, and exploration is only performed on the uncertain pairs of documents, i.e., divide-and-conquer. Regret directly defined on the number of mis-ordered pairs is proven, which connects the online solution’s theoretical convergence with its expected ranking performance. Comparisons against an extensive list of OL2R baselines on two public learning to rank benchmark datasets demonstrate the effectiveness of the proposed solution.
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1 INTRODUCTION
Online learning to rank (OL2R) empowers modern retrieval systems to optimize their performance directly from users’ implicit feedback [12, 22, 23, 26, 29, 32, 33, 35, 38]. The essence of OL2R solutions is to infer the quality of individual documents under a given query [19, 22, 23, 28, 38] or a parameterized ranking function [26, 32, 33, 35] via sequential interactions with users, i.e., trial and error. It eliminates classical offline learning to rank solutions’ strong dependency on explicit relevance annotations and makes supervised learning of ranking models possible when collecting explicit annotations from experts is economically infeasible or even impossible (e.g., private collection search).

Although influential and theoretically sound, the current OL2R solutions are not compatible with the successful practices in offline learning to rank, which directly optimize rankers by minimizing loss defined by rank-based metrics, such as Average Relevance Position (ARP) [16] or Normalized Discounted Cumulative Gain (NDCG) [3]. As a result, the performance of existing OL2R solutions is still behind that of offline solutions, which directly restricts OL2R’s real-world applicability.

The key barrier separating the practices in online and offline learning to rank is the need of exploration. Since users’ feedback is implicit and known to be biased and noisy [2, 14, 15], more clicks on a top-ranked document do not necessarily indicate greater relevance. Effective exploration in the problem space is thus vital for the online model update. Current OL2R solutions explore either in the action space (e.g., presenting currently underestimated results at higher positions of a ranked list) [19, 22, 28, 38], or in the model space (e.g., presenting ranked results from different rankers) [30, 35]. However, due to the combinatorial nature of ranking, the action space is too large to be efficiently explored (e.g., all permutations of returned documents). This forces such OL2R solutions to take a pointwise approach to estimate the utility of each query-document pair separately, which has proven to be inferior to the pairwise or listwise approaches in offline learning to rank studies [5]. While for model space exploration, though an interleaved test makes it possible to compare different rankers with respect to a hidden utility function in an unbiased fashion, it is hard to link this comparison to the optimization of any rank-based metrics. Moreover, due to the required uniform sampling in the model space, this type of OL2R solutions suffers from high variance and high regret during online result serving and model update [32].

In this work, we aim to bridge the gap by directly training a pairwise learning to rank model online. We target pairwise ranking models for three major reasons. First, a pairwise ranker reduces the exponentially sized action space to quadratic, by deriving the full ranking order from the pairwise comparisons between documents. Second, existing studies in search log analysis demonstrate relative preferences derived from clicks are more accurate and reliable than absolute judgments [14, 15]. Third, pairwise learning to rank models have competitive empirical performance and have been widely used in practical systems [3, 5, 13]. To gain theoretical insight into the proposed solution, we work with a single layer RankNet model
with a sigmoid activation function [3], which makes analytical convergence analysis possible. In particular, we explore in the pairwise ranking space of all candidate documents via divide-and-conquer: we partition document sets under a given query in each round of result serving, where the document ranking across different parts of the partition is certain (e.g., all documents in one part should be ranked higher than those in another part), but the ranking among documents within each part is still uncertain. The ranked list is thus generated by a topological sort across parts of a partition and randomly shuffling within each part. We name our solution PairRank. We rigorously prove that the exploration space shrinks exponentially fast in PairRank as the ranker estimation converges, such that the cumulative regret defined on the number of mis-ordered pairs has a sublinear upper bound. As most existing ranking metrics can be reduced to different kinds of pairwise comparisons among candidate documents [34], e.g., Average Relevance Position is counted over a relevant document against all other documents, PairRank can directly optimize those ranking metrics based on users’ implicit feedback on the fly. Our extensive empirical evaluations also demonstrate the strong advantage of PairRank against a rich set of state-of-the-art OL2R solutions over a collection of OL2R benchmark datasets on standard retrieval metrics.

2 RELATED WORK
We broadly categorize existing OL2R solutions into two families. The first type learns the best ranked list for each individual query separately by modeling users’ click and examination behaviors with multi-armed bandit algorithms [19, 22, 28, 38]. Typically, solutions in this category depend on specific click models to decompose the estimation on each query-document pair; as a result, exploration is performed on the ranking of individual documents. For example, by assuming users examine documents from top to bottom until reaching the first relevant document, cascading bandit models perform exploration by ranking the documents based on the upper confidence bound of their estimated relevance [19, 20, 24]. Other types of click models have also been explored (such as the dependent click model) [17, 18, 22, 23, 38]. However, as the relevance is estimated for each query-document pair, such algorithms can hardly generalize to unseen queries or documents. Moreover, pointwise relevance estimation is proved to be ineffective for rank estimation in established offline learning to rank studies [3, 5].

The second type of OL2R solutions leverage ranking features for relevance estimation and explores for the best ranker in the entire model space [23, 26, 35]. The most representative work is Dueling Bandit Gradient Descent (DBGD) [30, 35], which proposes an exploratory direction in each round of interaction and uses an interleaved test [6] to validate the exploration for model update. To ensure an unbiased gradient estimate, DBGD uniformly explores the entire model space, which costs high variance and high regret during online ranking and model update. Subsequent methods improved upon DBGD by developing more efficient sampling strategies, such as multiple interleaving and projected gradient, to reduce variance [11, 25, 32, 33, 36]. However, as exploration is performed in the model space, click feedback is used to infer which ranker is preferred under a hypothetical utility function. It is difficult to reason how the update in DBGD is related to the optimization of any rank-based metric. Hence, though generalizable, this type of OL2R solutions’ empirical performance is still worse than classical offline solutions.

The clear divide between the practices in online and offline learning to rank is quite remarkable, which has motivated some recent efforts to bridge the gap. Hofmann et al. [12] adopt $\epsilon$-greedy to estimate a stochastic RankSVM [10, 13] model on the fly. Though RankSVM is effective for pairwise learning to rank, the totally random exploration by $\epsilon$-greedy is independent from the learned ranker. It keeps distorting the ranked results, even when the ranker has identified some high-quality results. Oosterhuis and de Rijke [26] perform exploration by sampling the next ranked document from a Plackett-Luce model and estimate gradients of this ranking model from the inferred pairwise result preferences. Although exploration is linked to the ranker’s estimation, the convergence of this solution is still unknown.

3 METHOD
In this section, we present our solution, which trains a pairwise learning to rank model online. The key idea is to partition the pairwise document ranking space and only explore the pairs where the ranker is currently uncertain, i.e., divide-and-conquer. We name our solution PairRank. We rigorously prove the regret of PairRank defined on the cumulative number of mis-ordered pairs over the course of online model update.

3.1 Problem Formulation
In OL2R, a ranker interacts with users for $T$ rounds. At each round $t = 1, 2, ..., T$, the ranker receives a query $q_t$ and its associated candidate documents, which are represented as a set of $d$-dimensional query-document feature vectors $X_t = \{x_{t,1}', x_{t,2}', ..., x_{t,L_t}'\}$ with $x_{t,i}' \in \mathbb{R}^d$ and $\|x_{t,i}'\| \leq u$. The ranker determines the ranking of the candidate documents $r_t = (r_t(1), r_t(2), ..., r_t(L_t)) \in \Pi([L_t])$, based on its knowledge so far, where $\Pi([L_t])$ represents the set of all permutations of $L_t$ documents and $r_t(i)$ is the rank position of document $i$ under query $q_t$. Once the ranked list is returned to the user, the user examines the results and provides his/her click feedback $C_t = \{c^i_1, c^i_2, ..., c^i_{L_t}\}$, where $c^i_i = 1$ if the user clicks on document $i$ at round $t$; otherwise $c^i_i = 0$. Based on this feedback, the ranker updates itself and proceeds to the next query.

$C_t$ is known to be biased and noisy [2, 14, 15]. Existing studies find that users tend to click more on higher-ranked documents, as they stop examination early in the list. This is known as position bias. And users can only interact with the documents shown to them, known as the presentation bias. As a result, the ranker cannot simply treat non-clicked documents as irrelevant. Such implicit feedback imposes several key challenges for online learning to rank: how to deal with the implicit feedback, and in the meanwhile, how to effectively explore the unknowns for the model update. Following the practice in [14], we treat clicks as relative preference feedback and assume that clicked documents are preferred over the examined but unclicked ones. In addition, we consider every document that precedes a clicked document and the first subsequent unclicked document as examined. This approach has been widely adopted and proven to be effective in learning to rank [2, 26, 32].
Figure 1: PairRank: pairwise explore and exploit by divide-and-conquer. Assume that the optimal ranking order among the 5 documents is \( 1 > 2 > 3 > 4 > 5 \). At the current round \( i \), the ranker is confident about its preference estimation between all the pairs expect \((1, 2), (3, 5), (4, 5)\). In this example, the instantaneous regret of the first proposed ranked list is 3 and 2 in the second proposal.

Accordingly, we use \( r_t \) to represent the index of the last examined position in the ranked list \( \tau_t \) at round \( t \).

Exploration is the key component that differentiates OL2R to offline L2R, where OL2R needs to serve while learning from its presented rankings. The most straightforward exploration is to provide a random list of candidate documents. However, such random exploration is less appreciated for OL2R as it hurts user experience, even though it may be beneficial for model training. Therefore, regret becomes an important metric for evaluating OL2R. Though various types of regret have been defined and analyzed in existing OL2R studies, few of them link to any rank-based metric, which is the key in ranker evaluation. For example, for OL2R solutions that explore in the document space, regret is typically defined on the number of clicks received on the presented ranking versus that known only in hindsight [19, 22, 24, 38]. For solutions that explore in the model space, such as DBGD, regret is defined as the number of mis-ordered pairs from the presented ranking to the ideal one, i.e., the Kendall tau rank distance,

\[
R_T = \mathbb{E} \left[ \sum_{t=1}^{T} r_t \right] = \mathbb{E} \left[ \sum_{t=1}^{T} K(\tau_t, \tau^*_t) \right]
\]

where \( K(\tau_t, \tau^*_t) = \{(i, j) : i < j, (\tau_t(i) < \tau_t(j) \wedge \tau^*_t(i) > \tau^*_t(j)) \vee (\tau_t(i) > \tau_t(j) \wedge \tau^*_t(i) < \tau^*_t(j))\} \). As shown in [34], most ranking metrics employed in real-world retrieval systems, such as ARP and NDCG, can be decomposed into pairwise comparisons; hence, our defined regret directly connects an OL2R algorithm’s online performance with classical ranking evaluations.

3.2 Online Pairwise Learning to Rank

The key in OL2R is to effectively explore the unknowns while providing high-quality results to the users, which is often referred to as the explore-exploit trade-off. In this work, we propose to directly train a pairwise model from its interactions with users and directly explore in the pairwise document ranking space via a divide-and-conquer strategy. The high-level idea of PairRank is illustrated in Figure 1, and we explain its details in the following.

3.2.1 Pairwise Learning to Rank. We focus on the pairwise ranking models because of their advantageous effectiveness reported in prior offline LTR studies [5], and their ability to tackle implicit feedback. Specifically, we adopt a single layer RankNet model with a sigmoid activation function [3] as our pairwise ranker. This choice is based on the promising empirical performance of RankNet and the feasibility of analyzing the resulting online solution’s convergence.

In a single layer RankNet, the probability that a document \( i \) is more relevant than document \( j \) under query \( q \) is computed as \( P(i > j| q) = \sigma(x_i^T \theta - x_j^T \theta) \), where \( \theta \in \mathbb{R}^{d} \) and \( |\theta| \leq Q \) is the model parameter and \( \sigma(x) = 1/(1 + \exp(-x)) \). To simplify our notations, we use \( x_{i,j} \) to denote \( x_i - x_j \) in our subsequent discussions.

With the knowledge of \( \theta \), due to the monotonicity and transitivity of the sigmoid function, the ranking of documents in \( X \) can be uniquely determined by \( (x_1^T \theta, x_2^T \theta, \ldots, x_N^T \theta) \). Therefore, the key of learning a RankNet model is to estimate its parameter \( \theta \). As RankNet specifies a distribution on pairwise comparisons, the objective function for \( \theta \) estimation can be readily derived as the cross-entropy loss between the predicted pairwise distribution on documents and those inferred from user feedback till round \( t \):

\[
\mathcal{L}_t = \sum_{s=1}^{n} \sum_{(m,n) \in g_s} -y_{mn} \log (\sigma(x_m^T \theta))
\]

\[= - (1 - y_{mn}^s) \log (1 - \sigma(x_m^T \theta)) + \frac{\lambda}{2} || \theta ||^2 \]

where \( \lambda \) is the L2 regularization coefficient, \( g_s \) denotes the set of document pairs that received different click feedback at round \( s \), i.e., \( g_s = \{(m, n) : c_m^s \neq c_n^s \vee \tau(m) < \tau(n) \leq \tau_s \} \). \( y_{mn} \) indicates whether the document \( m \) is preferred over document \( n \) in the click feedback, i.e., \( y_{mn} = \begin{cases} 1, & c_m^s \neq c_n^s \vee \tau(m) < \tau(n) \\ 0, & c_m^s = c_n^s \vee \tau(m) = \tau(n) \end{cases} \). Due to the log-convexity of the loss function defined in Eq (1), the global optimal solution \( \hat{\theta}_t \) at round \( t \) exists and can be efficiently obtained by gradient descent.

Online learning of RankNet boils down to the construction of \( \{g_s\}_{s=0}^{t} \) over time. However, the conventional practice of using all the inferred pairwise preferences from click feedback [2, 13] imposes a higher risk in an online setting. In the presence of click noise (e.g., a user mistakenly clicks on an irrelevant document), pairing documents would cause a quadratically increasing number of noisy training instances, which impose strong negative impact on the quality of the learned ranker [4]. As the updated ranker is immediately executed, cascading of ranker deterioration is possible. To alleviate this deficiency, we propose to only use independent pairs inferred from the feedback, e.g., \( g_s^{ind} = \{(m, n) : c_m^s \neq c_n^s \vee \tau(m), \tau(n) \in D \} \), where \( D \) represents the set of disjointed position pairs, for example, \( D = \{(1, 2), (3, 4), \ldots, (L-1, L)\} \). In other words, we will only use a subset of non-overlapping pairwise comparisons for our online ranker update.

Figure 2: Illustration of certain and uncertain rank orders.
3.2.2 Uncertainty Qualification. As discussed in Section 3.1, \( \hat{\theta} \) is obtained based on the acquired feedback from what has been presented to the user, which is subject to various types of biases and noises [2, 14, 15]. Hence, \( \hat{\theta} \) only reflects what the ranker knows so far; and it is vital to effectively explore the unknowns to complete its knowledge. In PairRank, we propose to explore in the pairwise document ranking space spanned by \( X_t \) under \( q_t \), with respect to the current ranker’s uncertainty about the pairwise comparisons.

Accurate quantification of the current ranker’s uncertainty on pairwise preference estimation is the key to such exploration. The model estimation uncertainty is caused by the selection of click noise, i.e., \( \| \hat{\theta} - \theta^* \| \neq 0 \), where \( \theta^* \) is the underlying ground-truth model parameter. And this model estimation uncertainty directly leads to the uncertainty in the ranker’s pairwise preference estimation. To quantify the source of uncertainty, we follow conventional click models to assume the clicks are independent of each other given the true relevance of documents, so as their noise [8, 9, 14]. As a result, the pairwise noise becomes the sum of noise from the two associated clicks. Because we only use the independent document pairs \( G^\text{ind} \), the pairwise noise is thus independent of each other in PairRank and the history of result serving, which directly leads to the following proposition.

**Proposition 1.** For any \( t \geq 1 \), \( \forall (i, j) \in G^\text{ind}_t \), define pairwise noise \( e^t_{ij} = y^t_{ij} - \sigma(x^t_{ij}^\top \theta^t) \). For all \( t \geq 1 \), \( e^t_{ij} \) is a sub-Gaussian random variable with \( \mathbb{E}[e^t_{ij} | G^\text{ind}_{t-1}, \{e^{t-1}\}, \ldots, G^\text{ind}_1, \{e^1\}] = 0 \), where \( \{e^t\} = \{e^t_{ij}, (i, j) \in G^\text{ind}_t \} \).

According to the property of sub-Gaussian random variables, such assumption can be easily satisfied in practice as long as the pointwise click noise follows a sub-Gaussian distribution. For example, the pointwise noise can be modeled as a binary random variable related to the document’s true relevance under the given query, which follows \( \frac{1}{2} \)-sub-Gaussian distribution.

Therefore, based on the solution of Eq (1), the uncertainty of the estimated pairwise preference \( \sigma(x^t_{ij}^\top \hat{\theta}_t) \) by RankNet at round \( t \) can be analytically bounded with a high probability, as shown in the following lemma.

**Lemma 1.** (Confidence Interval of Pairwise Preference Estimation). At round \( t < T \), for any pair of documents \( x^t_i \) and \( x^t_j \) under query \( q_t \), with probability at least \( 1 - \delta \), we have,

\[
|\sigma(x^t_{ij}^\top \theta_t) - \sigma(x^t_{ij}^\top \theta^t)| \leq \alpha_t \|x^t_{ij}\|_{M^{-1}_t},
\]

where \( \alpha_t = (2k_t/c_p) \left( \sqrt{R^2 \log (\det(M_t)/(|\sigma_t^2 \det(\mathcal{I})|)+\sqrt{\lambda}Q)} \right) \). \( M_t = \mathcal{I} + \sum_{s=1}^{t-1} \sum_{(m,n) \in G^\text{ind}_s} x^t_m x^t_n^\top \), \( k_t \) is the Lipschitz constant of the sigmoid link function \( \sigma, c_p = \inf_{\theta \in \Theta} \sigma'(x^\top \theta) \), with \( \sigma' \) as the first derivative of \( \sigma \), and \( R \) is the sub-gaussian parameter for noise \( e \).

The detailed proof of Lemma 1 can be found in the appendix. This lemma provides a tight high probability bound of the pairwise preference estimation uncertainty under a RankNet specified by \( \theta_t \), which enables us to perform efficient pairwise exploration for model update. To better illustrate our exploration strategy based on the pairwise estimation uncertainty, we introduce the following definition on document pairs.

**Definition 1.** (Certain Rank Order) At any round \( t < T \), the ranking order between document \( i \) and \( j \), denoted as \( (i, j) \), is considered in a certain rank order if and only if \( \sigma(x^t_{ij}^\top \hat{\theta}_t) - \alpha_t \|x^t_{ij}\|_{M^{-1}_t} > \frac{1}{2} \).

Intuitively, based on Lemma 1, if \( (i, j) \) is in a certain rank order, with a high probability that the estimated preference (order) between document \( i \) and \( j \) is consistent with the ground-truth. For example, as shown in Figure 2, \( \alpha_{ij}^t \) and \( \sigma_{mn}^t \) represent the estimated pairwise preference on document pair \( (i, j) \) and \( (m, n) \) based on \( \hat{\theta}_t \), while \( CB^t_{ij} \) and \( CB^t_{mn} \) represent the corresponding confidence bound defined in Lemma 1, i.e., \( CB^t_{ij} = \alpha_t \|x^t_{ij}\|_{M^{-1}_t} \) and \( CB^t_{mn} = \alpha_t \|x^t_{mn}\|_{M^{-1}_t} \). According to Lemma 1, we know that the ground-truth pairwise preferences, \( \sigma_{ij}^t \) and \( \sigma_{mn}^t \), lie within the corresponding confidence intervals with a probability at least \( 1 - \delta \), i.e., \( \sigma_{ij}^t \in [\sigma_{ij}^t - CB^t_{ij}, \sigma_{ij}^t + CB^t_{ij}] \). In Figure 2, for pair \( (m, n) \), the lower bound of its pairwise estimation, \( \tilde{\sigma}_{mn}^t = CB^t_{mn} \), is greater than \( \frac{1}{2} \). This indicates that with a high probability \( 1 - \delta \), the estimated preference between document \( m \) and \( n \) is consistent with the ground-truth model \( \theta^t \); and thus there is no need to explore this pair. In contrast, with \( \tilde{\sigma}_{ij}^t - CB^t_{ij} < \frac{1}{2} \), the estimated order \( (i > j) \) is still uncertain as the ground-truth model may present an opposite order; hence, exploration on this pair is necessary.

We use \( E_{ij}^t \) to represent the set of all certain rank orders at round \( t \). Accordingly, the set of uncertain rank orders at round \( t \) is defined as: \( E_{iu}^t = \{(i, j) \in [L_t]^2 : (i, j) \notin E_{ij}^t \land (j, i) \notin E_{ij}^t \} \).

3.2.3 Explore the Unknowns via Divide-and-Conquer. With the aforementioned pairwise estimation uncertainty and the corresponding sets of certain and uncertain rank orders, i.e., \( E_{ij}^t \) and \( E_{iu}^t \), we can effectively explore the unknowns. Intuitively, we only need to randomize the ranking of documents among which the model is still uncertain about their ranking orders, i.e., the uncertain rank orders, and therefore obtain feedback to further update the model (and reduce uncertainty). For example, in the document graph shown in Figure 1, the solid lines represent certain rank orders, while the dash lines represent uncertain rank orders. When generating

---

**Algorithm 1: PairRank**

```python
1 Input: \( \lambda, \delta_1, \delta_2 \) Initialize \( M_0 = \lambda I, \hat{\theta}_1 = 0 \) for \( t = 1 \) to \( T \) do
2 Receive query \( q_t \) and its corresponding candidate documents set \( X_t = \{x^t_1, x^t_2, \ldots, x^t_{|G_t|}\} \).
3 \( E_{ij}^t = \{(i, j) \in [L_t]^2 : \sigma(x^t_{ij}^\top \theta_{t-1}) - \alpha_{t-1}\|x^t_{ij}\|_{M_{t-1}} > 1/2\} \)
4 \( E_{iu}^t = \{(i, j) \in [L_t]^2 : (i, j) \notin E_{ij}^t \land (j, i) \notin E_{ij}^t \} \)
5 Construct ordered block list \( B_t = \{B^t_0, B^t_1, \ldots, B^t_{|G_t|}\} \)
6 Generate ranked list \( \tau_t = \{\pi(B^t_0), \pi(B^t_1), \ldots, \pi(B^t_{|G_t|})\} \)
7 Observe click feedback \( C_t \), and corresponding \( a_t \).
8 \( G^\text{ind}_t = \{(i, j) \in [\alpha_t]^2 : e^t_{ij} \in C_t \land (\tau_t(i), \tau_t(j)) \in D\} \).
9 Estimate \( \hat{\theta}_t \) as the solution of Eq (1).
10 \( M_t = M_{t-1} + \sum_{(i, j) \in G^\text{ind}_t} x^t_i x^t_j \).
11 end
```
We theoretically analyze the regret of PairRank, which is defined by

\[ R = \sum_{t=1}^{T} \text{regret}_t \]

where \( \text{regret}_t \) is the regret at time step \( t \). According to Lemma 1, it is easy to reach the following conclusion:

**Corollary 1.** On the event \( E_t \), it holds that \( \sigma(x^T \theta') > 1/2 \) if \( (i, j) \in E_c^t \).

PairRank suffers regret as a result of misplacing a pair of documents, i.e., swapping a pair already in the correct order. Based on Corollary 1, under event \( E_t \), the certain rank order identified by PairRank is consistent with the ground-truth. As our partition design always places documents under a certain rank order into distinct blocks, under event \( E_t \) the ranking order across blocks is consistent with the ground-truth. In other words, regret only occurs when ranking documents within each block.

To analyze the regret caused by random shuffling within each block, we need the following technical lemma derived from random matrix theory. We adapted it from Equation (5.23) of Theorem 5.39 from [31].

**Lemma 2.** Let \( A \in \mathbb{R}^{n \times d} \) be a matrix whose rows \( A_i \) are independent sub-Gaussian isotropic random vectors in \( \mathbb{R}^d \) with parameter \( \sigma \), namely \( \mathbb{E}[x^T(A_i - A_j)] \leq \sigma \| x \|_2^2 / 2 \) for any \( x \in \mathbb{R}^d \). Then, there exist positive universal constants \( C_1 \) and \( C_2 \) such that, for every \( t \geq 0 \), the following holds with probability at least 1 - \( 2 \exp(-C_2t^2) \), where \( \epsilon = C_1 \sqrt{\log n + t / \sqrt{n}} \):

\[ \| A^T A - I_n \|_2 \leq \max(\epsilon, \epsilon^2) \]

The detailed proof can be found in [31]. We should note the condition in Lemma 2 is not hard to satisfy in OL2R: at every round, the ranker is serving a potentially distinct query; and even for the same query, different documents might be returned at different times. This gives the ranker a sufficient chance to collect informative observations for model estimation. Based on Lemma 2, we have the following lemma, which provides a tight upper bound of the probability that PairRank’s estimation of the pairwise preference is an uncertain rank order.

**Lemma 3.** At round \( t \geq t' \), with \( \delta_1 \in (0, 1/2), \delta_2 \in (0, 1/2), \beta \in (0, 1/2), \) and \( C_1, C_2 \) defined in Lemma 2, under event \( E_t \), the following holds with probability at least \( 1 - \delta_2 \): \( \forall (i, j) \in \{L_t\}^2, \mathbb{P}(i, j) \in E_c^t \leq 8 \beta \| x_i^T x_j^T \|_2^2 / (1 - 2\beta \beta C_2 \delta_2) \log \frac{1}{\delta_1} \), with \( t' = \left( \frac{\log \frac{1}{\delta_1} \beta \beta C_2 \delta_2}{\log \left( \frac{1}{\delta_2} \beta \beta C_2 \delta_2 \right)} + \frac{\min(\lambda_1, \lambda_2)}{\lambda_2} \right)^2 + \frac{2ab \log(1/\delta_2) + \beta a(Q - A)}{\min(\lambda_1, \lambda_2)} \), where \( \lambda_{\min} = \min_{t \in \mathbb{E}(i, j) \in \{L_t\}^2} |\sigma(x_i^T x_j^T \theta') - 1/2| \)

representing the smallest gap of pairwise difference between any pair of documents associated to the same query over time (across all queries), \( a = 4k^2 \beta^2 / (1/2 c_1^2 \lambda_{\min}^2), \) and \( b = R^2 + 4\sqrt{QR} \).

**Proof Sketch.** According to the definition of certain rank order, a pairwise estimation \( \sigma(x_i^T x_j^T \theta) \) is certain if and only if \( |\sigma(x_i^T x_j^T \theta) - 1/2| \geq \alpha \| x_i^T x_j^T \|_{M^{-1}} \). By the reverse triangle inequality, the probability can be upper bounded by \( \mathbb{P}( |\sigma(x_i^T x_j^T \theta) - \sigma(x_i^T x_j^T \theta')| - |\sigma(x_i^T x_j^T \theta') - 1/2| \geq \alpha \| x_i^T x_j^T \|_{M^{-1}} | \) which can be further bounded by Theorem 1 in [1]. The key in this proof is to obtain a tighter bound on the uncertainty of PairRank’s parameter estimation compared to the bound determined by \( \delta_1 \) in Lemma 1, such that its confidence interval on a pair of documents’ comparison at round \( t \) will exclude the possibility of flipping their ranking order, i.e., the lower confidence bound of this pairwise estimation is above 0.5.
denoted as $N_t = |E_{ij}^t|$, can be estimated by the summation of the uncertain probabilities over all possible pairwise comparisons under the current query $q_t$, e.g., $E[N_t] = \frac{1}{2} \sum_{(i,j) \in E_1^t} \mathbb{P}(i, j) \in E_{ij}^t$.

Denote $p_t$ as the probability that the user examines all documents in $\tau_t$ at round $t$, and let $p_t^* = \min_{t \leq T} p_t$ be the minimal probability that all documents in a query are examined over time. We present the upper regret bound of PairRank as follows.

**Theorem 1.** Assume pairwise query-document feature vector $x^t_{ij}$ under query $q_t$, where $(i, j) \in [L]^2$ and $t \in [T]$, satisfies Proposition 1. With $d_1 \in (0, \frac{1}{2}), d_2 \in (0, 2), \beta \in (0, \frac{1}{2})$, the $T$-step regret of PairRank is upper bounded by:

$$R_T \leq R^* + (1 - d_1)(1 - d_2)p^{T-2}(2 \alpha d \log (1 + \alpha_{\text{max}} T u^2 / 2 \lambda) + \alpha w)^2$$

where $R^* = t' L_{\max}^2 + (T - t')(d_2 L_{\max}^2 - (1 - d_2) d_1 L_{\max}^2)$, with $t'$ and $\alpha$ defined in Lemma 3, and $w = \sum_{i=1}^T ((1 - d_2) L_{\max}^2 - 2 L_{\max}^2) u^2 / (\lambda_{\min}(M_{ik}))$, and $L_{\max}$ representing the maximum number of document associated to the same query over time. By choosing $d_1 = d_2 = 1/T$, we have the expected regret at most $R_T \leq O(d \log^2(T))$.

**Proof Sketch.** The detailed proof is provided in the appendix. Here, we only provide the key ideas behind our regret analysis. The regret is first decomposed into two parts: $R^*$ represents the regret when either $E_t$ or Lemma 3 does not hold, in which the regret is out of our control, and we use the maximum number of pairs associated to a query over time, $\lambda_{\max}$ to compute the regret. The second part corresponds to the cases when both events happen. Then, the instantaneous regret at round $t$ can be bounded by

$$r_t = \mathbb{E}[K(\tau_t, \tau_t)] = \sum_{i=1}^d_i \mathbb{E}

\left[N_t^i \frac{N_t^i + 1}{2} \right] \leq \mathbb{E} \left[ N_t \frac{N_t + 1}{2} \right]$$

where $N_t^i$ denotes the number of uncertain rank orders in block $B_t^i$ at round $t$, and $N_t$ denotes the total number of uncertain rank orders. From the last inequality, it follows that in the worst case where the $N_t$ uncertain rank orders are placed into the same block and thus generate at most $(N_t^2 + N_t)/2$ mis-ordered pairs with random shuffling. This is because based on the blocks created by PairRank, the $N_t$ uncertain rank orders in one block, this block can at most have $N_t + 1$ documents. Then, the cumulative number of mis-ordered pairs can be bounded by the probability of observing uncertain rank orders in each round, which shrinks rapidly with more observations over time.

**Remark (1).** By choosing $d = 1/T$, the theorem shows the expected regret increases at a rate of $O(\log^2(T))$. In this analysis, we provide a gap-dependent regret upper bound of PairRank, where the gap $\lambda_{\min}$ characterizes the hardness of sorting the $L$ candidate documents at round $t$. As the matrix $M_k$ only contains information from observed document pairs, we adopt the probability of a ranked list is fully observed to tackle with the partial feedback [20, 21], which is a constant independent of $T$.

**Remark (2).** Our regret is defined over the number of mis-ordered pairs, which is the first pairwise regret analysis for an OL2R algorithm, to the best of our knowledge. As we discussed before, existing OL2R algorithms optimize their own metrics, which can hardly link to any conventional rank metrics. As shown in [34], most classical ranking evaluation metrics, such as ARP and NDCG, are based on pairwise document comparisons. Our regret analysis of PairRank connects its theoretical property with such metrics, which has been later confirmed in our empirical evaluations.

### 4 EXPERIMENTS

In this section, we empirically compare our proposed PairRank with an extensive list of state-of-the-art OL2R algorithms on two public learning to rank benchmark datasets. Both quantitative and qualitative evaluations are performed to examine our proposed solution, especially its advantages over existing OL2R solutions in online learning efficiency.

**Reproducibility** Our entire codebase, baselines, analysis, and experiments can be found on Github.  

### 4.1 Experiment Setup

**Datasets.** We experiment on two publicly available learning to rank datasets: 1) Yahoo! Learning to Rank Challenge dataset [5], which consists of 292,921 queries and 709,877 documents represented by 700 ranking features; and 2) MSLR-WEB10K [27], which contains 30,000 queries, each having 125 assessed documents on average, and is represented by 136 ranking features. Both datasets are labeled with a five-grade relevance scale: from not relevant (0) to perfectly relevant (4). We followed the train/test/validation split provided in the datasets.

**User Interaction Simulation.** We simulate user behavior via the standard setup for OL2R evaluations [26, 32] to make our reported results directly comparable to those in literature. First, at each time $t$, a query is uniformly sampled from the training set for result serving. Then, the model determines the ranked list and returns it to the users. The interaction between the user and the list is then simulated with a dependent click model [9], which assumes that the user will sequentially examine the list and make a click decision on each document. At each position, the user decides whether to click on the document or not, modeled as a probability conditioned on the document’s relevance label, e.g., $P(\text{click} = 1 | \text{relevance grade})$. After the click, the user might stop due to his/her satisfaction with the result or continue to examine more results. The stop probability after a click is modeled as $P(\text{stop} = 1 | \text{click} = 1, \text{relevance grade})$. If there is no click, the user will continue examining the next position. We employ three different click model configurations to represent three different types of users, for which the details are shown in Table 1. Basically, we have the perfect users, who click on all relevant documents and do not stop browsing until the last returned document; the navigational users, who are very likely to click on the first highly relevant document and stop there; and the informational users, who tend to examine more documents, but sometimes click on irrelevant ones, and thus contribute a significant amount of noise in their click feedback.

Table 1: Configuration of simulated click models.

| Relevance Grade | Click Probability | Stop Probability |
|-----------------|-------------------|------------------|
| Perfect         | 0.0               | 0.0              |
| Navigational    | 0.05              | 0.95             |
| Informational   | 0.4               | 0.7              |

1https://github.com/yilingjia/PairRank
Baselines. As our PairRank learns a parametric ranker, we focus our comparison against existing parametric OL2R solutions, which are known to be more generalizable and powerful than those estimating pointwise query-document relevance [19, 22, 28, 38]. We list the OL2R solutions used for our empirical comparisons below.

- **DBGD** [35]: As detailed in our related work discussion, DBGD uniformly samples an exploratory direction from the entire model space for exploration and model update.
- **MGD** [29]: It improves DBGD by sampling multiple directions and compares them via a multileaving test. If there is a tie, the model updates towards the mean of all winners.
- **PDGD** [26]: PDGD samples the next ranked document from a Plackett-Luce model and estimates the gradient from the inferred pairwise result preferences.
- **ε-Greedy** [12]: It randomly samples an unranked document with probability ε or selects the next best document based on the currently learned RankNet with probability 1 − ε, at each position.
- **SGD RankNet**: It estimates a single layer RankNet with stochastic gradient descent using the same click preference inference method in PairRank. At each round, it presents the best ranking based on the currently learned RankNet model.
- **PairRank**: We compare two shuffling strategies within each partition: 1) random shuffling the documents, denoted as PairRank_R, and 2) shuffling with respect to the uncertain rank orders, while preserving the certain rank orders within each partition, denoted as PairRank_C (as illustrated in Figure 1).

4.2 Experiment results

4.2.1 Offline Performance. In offline evaluation, while the algorithm is learning, we evaluate the learned rankers on a separate testing set using its ground-truth relevance labels. We use Normalized Discounted Cumulative Gain at 10 (NDCG@10) to assess different algorithms’ ranking quality. We compare all algorithms over 3 click models and 2 datasets. We set the hyper-parameters, such as learning rate, in DBGD, MGD, and PDGD according to their original papers. For SGD RankNet, ε-Greedy, and our proposed PairRank, we set the hyper-parameters via the best performance on the validation data for each dataset. We fix the total number of iterations $T$ to 5000. We execute the experiments 20 times with different random seeds and report the averaged result in Figure 3. For comparison purposes, we also include the performance of an offline RankNet trained on the ground-truth relevance labels on the training set, whose performance can be considered as an upper bound in our evaluation.

We can clearly observe that PairRank achieved significant improvement over all the baselines. Across the two datasets under different click models, DBGD and MGD performed worse than other OL2R solutions. This is consistent with previous studies’ findings: DBGD and MGD depend on interleave test to determine the update direction across rankers. But such model-level feedback is hard to directly inform the optimization of any rank-based metric (e.g., NDCG). PDGD consistently outperformed DBGD-type solutions under different click models and datasets. However, its document sampling-based exploration limits its learning efficiency, especially when users only examine a small number of documents (e.g., the navigational users). ε-Greedy seriously suffered from its random exploration, which is independent of how the current ranker performs. Oftentimes as shown in Figure 3a, its performance is even worse than MGD, although ε-Greedy can directly optimize the pairwise ranking loss. One interesting observation is that SGD RankNet performs comparably to PDGD. Exploration in SGD RankNet is implicitly achieved via stochastic gradient descent. However, because this passive exploration is subject to the given queries and noise in user feedback, its performance in online result serving is hard to predict. We attribute PairRank’s fast convergence to its uncertainty-based exploration: it only explores when its estimation on a
4.2.2 Online Performance. In OL2R, in addition to the offline evaluation, a model’s ranking performance during online optimization should also be evaluated, as it reflects user experience. Sacrificing user experience for model training will compromise the goal of OL2R. We adopt the cumulative Normalized Discounted Cumulative Gain [26] to assess models’ online performance. For $T$ rounds, the cumulative NDCG (cNDCG) is calculated as

$$cNDCG = \sum_{t=1}^{T} NDCG(\tau_t) \cdot \gamma^{t-1},$$

which computes the expected NDCG reward a user receives with a probability $\gamma$ that he/she stops searching after each query [26]. Following the previous work [26, 32, 33], we set $\gamma = 0.9995$.

Figure 4 shows the online performance of PairRank and all the other baselines. It is clear to observe that directly adding model-independent exploration, e.g., $\epsilon$-greedy, strongly hurts a model’s online ranking performance, and therefore hurts user experience. Compared to PDGD, SGD RankNet showed consistently better performance, especially under the navigational and informational click models. We attribute this difference to the exploration strategy inside PDGD: though SGD RankNet has limited exploration and focuses more on exploiting the learned model in ranking the documents, PDGD’s sampling-based exploration might introduce unwanted distortion in the ranked results, especially at the early stage of online learning.

We should note in cumulative NDCG, the earlier stages play a much more important role due to the strong shrinking effect of $\gamma$. Our proposed PairRank demonstrated significant improvements over all the baselines. Such improvement indicates the effectiveness of our uncertainty based exploration, which only explores when the ranker’s pairwise estimation is uncertain. We can also observe the difference between PairRank_C and PairRank_R in this online evaluation. This is because PairRank_C preserves the certain rank order within blocks, which further eliminates unnecessary exploration (random shuffling) in result serving.

4.2.3 Closeness to the Ideal Ranker. In this experiment, we view the offline trained RankNet model on the complete annotated relevance as the ideal model, denoted as $w^*$, and compare the cosine similarities between $w^*$ and the online estimated models in Figure 5. We can observe that all the pairwise models push the learned ranker closer to the ideal one with more iterations, while PairRank converges faster and closer to $w^*$. Apparently, the rankers obtained by
DBGD and MGD are quite different from the ideal model. This confirms our earlier analysis that DBGD-type ranker update can hardly link to any rank-based metric optimization, and thus it becomes less related to the offline learned ranker. The difference in objective function can also explain why SGD RankNet converges faster than PDGD, as PDGD adopts the pairwise Plackett-Luce model while SGD RankNet has the same objective function as the offline model.

4.2.4 Zoom into PairRank. To further verify the effectiveness of the exploration strategy devised in PairRank, we zoom into the trace of its block size across queries during the online model update. As PairRank uses random shuffling within each block for exploration, a smaller block size, especially at the top-ranked positions, is preferred to reduce regret. Figure 6 shows the size of document blocks at rank position 1, 5 and 10.

First, we can clearly observe that after hundred rounds of interactions, the sizes of blocks quickly converge to 1, especially at the top-ranked positions. This confirms our theoretical analysis about PairRank’s block convergence. And by comparing the results across different click models, we can observe that the block size converges slower under the navigational click model. Similar trends can be observed in Figure 7b. In this figure, the number of blocks is calculated by averaging in every 200 iterations to reduce variance. We can observe that at the early stages, PairRank under the navigational click model has fewer blocks (hence more documents in one block), which indicates a higher uncertainty in model estimation. The key reason is that much fewer clicks can be observed in each round under the navigational click model, as the stop probability is much higher, i.e., stronger position bias. As a result, more interactions are needed to improve model estimation. For the same reason, in Figure 6, the block size at rank position 10 shrinks much slower than that at other positions also suggests position bias is the main factor that slows down the learning of PairRank.

In Figure 7a, we show the block size at each rank position in PairRank under the informational click model at different time points. One interesting finding is the blocks in the middle ranks, i.e., rank 300 - 400, tend to have more documents, while for the ranks at both the top and the bottom, the corresponding blocks tend to have fewer documents. We attribute it to the pairwise learning in PairRank, where the uncertainty is calculated on the pairwise preferences, and thus it is easy to identify the document pairs with greater differences.

5 CONCLUSION

Existing OL2R solutions suffer from slow convergence and suboptimal performance due to inefficient exploration and limited optimization strategies. Motivated by the success of offline models, we propose to estimate a pairwise learning to rank model on the fly, named as PairRank. Based on the model’s pairwise order estimation confidence, exploration is performed only on the pairs where the ranker is still uncertain, i.e., divide-and-conquer. We prove a sublinear upper regret bound defined on the number of mis-ordered pairs, which directly links PairRank’s convergence with classical ranking evaluations. Our empirical experiments support our regret analysis and demonstrate significant improvement of PairRank over several state-of-the-art OL2R baselines.

Our effort sheds light on moving more powerful offline learning to rank solutions online. Currently, our work is based on a single layer RankNet for analysis purposes. Following recent efforts of convergence analysis in deep learning [37], it is possible to extend PairRank with deep ranking models and directly optimize rank-based metrics (such as NDCG). Furthermore, most OL2R solutions focus on population-level ranker estimation; thanks to the improved learning efficiency by PairRank, it is possible for us to study individual-level ranking problems, e.g., personalized OL2R.
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A PRELIMINARIES

In this section, we present some basic definitions and inequalities for later use. The first inequality is about the Lipschitz continuity of the logistic function.

**Lemma 4.** For the logistic function $\sigma(x) = 1/(1 + \exp(-x))$, we have: $|\sigma(x) - \sigma(y)| < k_\mu |x - y|$ where $k_\mu = 1/4$.

The second inequality is the self-normalized bound for martingales, adopted from Lemma 9 in [1].

**Lemma 5** (Self-normalized bound for martingales, Lemma 9 in [1]). Let $\tau$ be a stopping time with respect to the filtration $\{F_t\}_{t=0}^\infty$. Because $e_{ij}^t \sim \mathcal{N}(0,1)$, for $\delta > 0$, with probability $1 - \delta$,

$$\sum_{t=1}^{\tau} \sum_{(i,j) \in G_{\tau}} e_{ij}^t x_{\tau,i} \leq (1/2)(\log(\det(M_{\tau})^{1/2}/\delta \det(I_{M_{\tau}})))$$

B PROOF OF PAIRRANK’S CONFIDENCE INTERVAL: LEMMA 1

B.1 Model learning for PairRank

As we introduced in Section 3.2, we adopt a single layer RankNet model with sigmoid activation function as our pairwise ranker. The objective function for our ranker defined in Eq (2) is the cross-entropy loss between the predicted pairwise preference distribution and the inferred distribution from user feedback. Given this objective function is log-convex with respect to $\Theta$, its solution $\hat{\Theta}$ is unique under the following estimating equation at each round $t$,

$$\sum_{t=1}^{\tau} \sum_{(m,n) \in G_{\tau}} \sigma(x_{mn}^\top \Theta) - y_{mn} x_{mn} + \lambda \theta = 0$$

(3)

Let $g_t(\theta) = \sum_{t=1}^{\tau} \sum_{(m,n) \in G_{\tau}} \sigma(x_{mn}^\top \theta) x_{mn} + \lambda \theta$ be the invertible function such that the estimated parameter $\hat{\Theta}$ satisfies $g_t(\hat{\Theta}) = \arg\min_{\Theta} g_t(\Theta) = \arg\min_{\Theta} g_t(\Theta) = \sum_{t=1}^{\tau} \sum_{(m,n) \in G_{\tau}} \sigma(x_{mn}^\top \Theta) x_{mn} + \lambda \theta$. Since $\Theta$ might be outside of the admissible set of parameter $\Theta$ that $\theta \in \Theta$ (e.g., $\|\theta\| < Q$), the estimation can be projected into $\Theta$ to obtain $\hat{\Theta}$:

$$\hat{\Theta} = \arg\min_{\Theta \in \Theta} \left\| g_t(\Theta) - g_t(\hat{\Theta}) \right\|_{M^{-1}}$$

(4)

$$= \arg\min_{\Theta \in \Theta} \left\| g_t(\hat{\Theta}) - \sum_{t=1}^{\tau} \sum_{(m,n) \in G_{\tau}} y_{mn} x_{mn} \theta \right\|_{M^{-1}}$$

where $M$ is defined as $M_t = \sum_{t=1}^{\tau} \sum_{(m,n) \in G_{\tau}} x_{mn} x_{mn}^\top + \lambda I$. To summarize, $\hat{\Theta}$ is the solution of Eq (4), and $\hat{\Theta}$ is the estimated model which is generated by projecting $\hat{\Theta}$ onto $\Theta$.

B.2 Confidence interval analysis

Now we present detailed proof of the confidence interval in Lemma 1, which is based on Proposition 1 in [7].

At round $t$, for any document pair $x_{ij}^t$ and $x_{ij}^t$, the estimation error of the pairwise preference in PairRank is defined as $|\sigma(x_{ij}^\top \hat{\Theta}) - \sigma(x_{ij}^\top \hat{\Theta})|$, which is based on the model $\hat{\Theta}$, learned from the observations until last round. According to Lemma 4, we have $|\sigma(x_{ij}^\top \hat{\Theta}) - \sigma(x_{ij}^\top \hat{\Theta})|$. 


\[ \sigma(x_{ij}^T \theta_t) \leq k_\mu \|x_{ij}^T \theta^* - x_{ij}^T \theta_t\|. \] As logistic function \( \sigma(\cdot) \) is continuously differentiable, \( \nabla g_t \) is continuous. Hence, according to the Fundamental Theorem of Calculus, we have \( g_t(\theta^*) - g_t(\theta_t) = G_t(\theta^* - \theta_t) \), where \( G_t = \int_{\theta_t}^{\theta^*} \nabla g_t \left( t \theta^* + (1-t) \theta_t \right) dt \). Therefore,
\[ \nabla g_t(\theta) = \sum_{t=1}^{t-1} \sum_{(m,n) \in G_{ind}} \sigma(x_{mn}^T \theta) x_{mn}^T + \lambda I \] where \( \sigma \) is the first order derivative of \( \sigma \). As \( c_\theta = \inf_{\theta \in \Theta} \sigma(\theta) \), it is easy to verify that \( c_\mu \leq 1/4. \) Thus, we can conclude that \( G_t \geq c_\mu M_t \).

Accordingly, we have the following inequality,
\[
\left| \sigma(x_{ij}^T \theta^*) - \sigma(x_{ij}^T \theta_t) \right| \leq k_\mu \|x_{ij}^T \theta^* - x_{ij}^T \theta_t\| \|g_t(\theta^*) - g_t(\theta_t)\|_{G_t^{-1}} \\
\leq (2k_\mu/c_\mu) \|x_{ij}^T \theta_t\|_{M_t^{-1}} \|g_t(\theta^*) - g_t(\theta_t)\|_{M_t^{-1}}
\]

where the first and second inequalities stand as \( G_t \) and \( G_{t-1} \) are positive definite. The third inequality stands as \( G_t \geq c_\mu M_t \), which implies that \( G_{t-1} \leq c_\mu^{-1} M_t^{-1} \) and \( \|x\|_{M_t^{-1}} \leq \|x\|_{M_t^{-1}}/\sqrt{n} \) hold for any \( x \in \mathbb{R}^d \). The last inequality stands as \( \theta^* \in \Theta \) and \( \theta_t \) is the optimum solution for \( Eq \) at round \( t \) within \( \Theta \).

Based on the definition of \( \theta_t \) and the assumption on the noisy feedback that \( y^t = \sigma(x^T \theta^*) + \epsilon^t \), where \( \epsilon^t \) is the noise in user feedback defined in Section 3.2, we have
\[
g_t(\theta_t) - g_t(\theta^*) = \sum_{t=1}^{t-1} \sum_{(m,n) \in G_{ind}} \epsilon_{mn}^t \sigma(x_{mn}^T \theta^*) x_{mn}^T - \lambda \theta^*
\]

Therefore, the confidence interval of the estimated pairwise preference in PairRank can be defined as:
\[
\left| \sigma(x_{ij}^T \theta^*) - \sigma(x_{ij}^T \theta_t) \right| \leq (2k_\mu/c_\mu) \|x_{ij}^T \theta_t\|_{M_t^{-1}} \|S_t - \lambda \theta^*\|_{M_t^{-1}} \\
\leq (2k_\mu/c_\mu) \|x_{ij}^T \theta_t\|_{M_t^{-1}} \left( \|S_t\|_{M_t^{-1}} + \sqrt{\lambda Q} \right)
\]

where the second inequality is based on minimum eigenvalue \( \lambda_{\min}(M_t) \geq \lambda \) and \( \|\theta_t\|^2 \leq Q \).

As \( \epsilon_{mn}^t \sim R\text{-sub-Gaussian}, \) according to Theorem 1 in [1],
\[
P \left( \|S_t\|_{M_t^{-1}}^2 > 2R^2 \log \frac{\det(M_t)^{1/2}}{\delta \det(\lambda)^{1/2}} \right) \leq \delta
\]

Therefore, with probability at least \( 1 - \delta_t \), we have
\[
\left| \sigma(x_{ij}^T \theta_t) - \sigma(x_{ij}^T \theta^*) \right| \leq \alpha_t \|x_{ij}^T \theta_t\|_{M_t^{-1}}
\]

with \( \alpha_t = (2k_\mu/c_\mu) \sqrt{R^2 \log \frac{\det(M_t)^{1/2}}{\delta \det(\lambda)^{1/2}} + \sqrt{\lambda Q}} \)

### C. PROOF OF THEOREM 1

In this section, we present the detailed proof of Theorem 1. We first prove Lemma 3, which provides an upper bound of the probability that an estimated pairwise preference is identified as uncertain. The blocks with uncertain rank orders will lead to regret in the ranked list due to the random shuffling based exploration strategy.

#### C.1 Proof of Lemma 3

Proof. In this proof, we will first provide an upper bound of the minimum eigenvalue of \( M_t \), and then provide the detailed derivation of the probability’s upper bound.

- **Upper bound the minimum eigenvalue of \( M_t \).** As discussion in Lemma 2, we assume that pairwise feature vectors are random vectors drawn from distribution \( \nu \). With \( \Sigma = \mathbb{E}[x_{mn}^T x_{mn}^T] \) as the second moment matrix, define \( Z = \Sigma^{-1/2} X \), where \( X \) is a random vector drawn from the same distribution \( \nu \). Then \( Z \) is isotropic, namely \( \mathbb{E}[ZZ^T] = I_d \).

Define \( U = \sum_{t=1}^{t-1} \sum_{(m,n) \in G_{ind}} \epsilon_{mn}^t \epsilon_{mn}^T = \Sigma^{-1/2} M_t \Sigma^{-1/2} \), where \( M_t = \sum_{t=1}^{t-1} \sum_{(m,n) \in G_{ind}} x_{mn}^T x_{mn}^T \) is \( M_t = I_d \).

From Lemma 2, we know that for any \( l \), with probability at least \( 1 - 2exp(-C_2^2) \), \( \lambda_{\min}(U) \geq n - C_1 \sigma \sqrt{n} \) \( \lambda_{\min}(U) \geq n - C_1 \sigma \sqrt{n} \).

Based on the above inequality which holds with probability \( 1 - \delta \) as \( \lambda_{\min}(U) \geq n - \lambda_{\min}(M_t \Sigma^{-1}) = n - C_1 \sqrt{n} \) \( \lambda_{\min}(M_t \Sigma^{-1}) = n - C_1 \sqrt{n} \).

Therefore, we can rewrite the above inequality which holds with probability \( 1 - \delta \) as \( \lambda_{\min}(U) \geq n - \lambda_{\min}(\Sigma) = n - C_1 \sqrt{n} \) \( \lambda_{\min}(\Sigma) = n - C_1 \sqrt{n} \).

According to Lemma 2, for \( t \geq t^* \), we have:
\[
\lambda_{\min}(\Sigma) t - (C_1 \sqrt{n} + C_2 \sqrt{T(t^*)/d} + \alpha \log(T/t^*)/d^2))^2 - (\log(t^*/\delta_t^*) + 4\lambda Q^2 - \lambda) \geq 0
\]

As \( n \geq t \), we have
\[
\lambda_{\min}(M_t) \geq \lambda_{\min}(\Sigma) = n - C_1 \sqrt{n} \geq C_1 n \geq C_2 d^2
\]

- **Upper bound the probability of being uncertain rank order.**

Under event \( E_t \), based on the definition of \( E_t^\prime \) in Section 3.2, we know that for any document \( x_i \) and \( x_j \) at round \( t \), \( (i, j) \in E_t^\prime \), and only if \( \sigma(x_{ij}^T \theta_t) - \sigma(x_{ij}^T \theta_t) = \sigma(x_{ij}^T \theta_t) - \sigma(x_{ij}^T \theta_t) \). For a logistic function, we know that \( \sigma((a - \sigma(-a)) \) \( \sigma(((a - \sigma(-a))) \) \( \sigma(((a - \sigma(-a)))) \) \( \sigma(((a - \sigma(-a)))) \) \( \sigma(((a - \sigma(-a)))) \) respectively. According to the discussion above, the probability that the estimated preference between documents \( x_i \) and \( x_j \) to be in an uncertain rank order, e.g., \( (i, j) \in E_t^\prime \), can be upper bounded by:
\[
P((i, j) \in E_t^\prime) = \mathbb{P}(\sigma_t - 1/2) \leq CB_{ij}^t
\]

where, the first inequality is based on the reverse triangle inequality.

The last inequality is based on the definition of \( \lambda_{\min} \). Based on
Lemma 1, the above probability can be further bounded by
\[ P(\Delta_{\text{min}} - |\delta_1 - \sigma^*| \leq C \beta_f) \leq P(2\beta_f \rho \cdot |\delta_1 - \sigma^*| \frac{\sqrt{\Delta_{\text{min}}}}{\Phi} + \sqrt{2Q} \Delta_{\text{min}} \geq \Delta_{\text{min}} - \alpha \cdot \sqrt{\Delta_{\text{min}}}) \]
\[ \leq P\left(2\beta_f \rho \cdot |\delta_1 - \sigma^*| \frac{\sqrt{\Delta_{\text{min}}}}{\Phi} + \sqrt{2Q} \Delta_{\text{min}} \geq \Delta_{\text{min}} - \alpha \cdot \sqrt{\Delta_{\text{min}}}ight) \]
\[ \leq \left(1 + \frac{1}{\Phi^2} \right) \left(1 + \frac{1}{\Phi^2} \right)^2 \]

For the RHS of the inequality inside the probability, we know that:
\[ \left(\frac{c_\delta \Delta_{\text{min}}}{2\beta_f \rho} \frac{\sqrt{\Delta_{\text{min}}}}{\Phi} + \sqrt{2Q} \Delta_{\text{min}} \right)^2 \]
\[ \geq \lambda_{\text{min}}(M_\beta) / a - R^2 \log(\det(M_\beta) / (\delta^2 \det(A_1))) \]
\[ - 4Q \Delta_{\text{min}} / a - b \log(\det(M_\beta) / (\delta^2 \det(A_1))) + \log(\delta^2) \]
\[ \geq \lambda_{\text{min}}(M_\beta) / a - b \log(1 + \frac{\alpha_{\text{max}} \tau_2}{\lambda^2}) - b \log(\frac{1}{\delta^2}) - 4Q \Delta_{\text{min}} \geq 0 \]
where the last inequality follows Eq (5). Therefore, the probability could be upper bounded as:
\[ P(\Delta_{\text{min}} - |\delta_1 - \sigma^*| \leq C \beta_f) \]
\[ \leq P\left(\norm{S_{\beta_f}} \geq \lambda_{\text{min}}(M_\beta) / a - R^2 \log(\det(M_\beta) / (\delta^2 \det(A_1))) \right) \]
\[ \leq P\left(\norm{S_{\beta_f}} \geq \left(1 - 2\beta_f \sqrt{\Delta_{\text{min}}} \right) \right) \]
\[ \leq \left(1 - 2\beta_f \sqrt{\Delta_{\text{min}}} \right)^2 \]
\[ \leq \left(1 - 2\beta_f \sqrt{\Delta_{\text{min}}} \right)^2 \]

C.2 Proof of Theorem 1
With \( \delta_1 \) and \( \delta_2 \) defined in the previous lemmas, we have the T-step regret upper bounded as:
\[ R_T = R_{t'} + R_{t',t} \leq R' + (1 - \delta_1) \left(1 - \delta_2 \right) \sum_{t'=t} \mathbb{E}[r_s] \]
(6)
where \( R' = t' \cdot (N_{\text{max}} + (T - t') \cdot \delta_2 \cdot L_{\text{max}} + (1 - \delta_2) \cdot L_{\text{max}}) \).
Under event \( E_{t'} \) and \( E_{t'} \), the instantaneous regret at round \( s \) is bounded by:
\[ r_s = \mathbb{E}[K(r_s,r_s')] \leq \sum_{s'=t} \mathbb{E}[N_s \cdot N_s + 1/2] \leq \mathbb{E}[N_s \cdot N_s + 1/2] \]
(7)
where \( N_s \) denotes the number of uncertain rank orders in block \( B_{t'} \) at round \( s \) and \( N_s \) denotes the total number of uncertain rank orders at round \( s \). It follows that in the worst case scenario, when \( N_s \) uncertain rank orders are all placed into the same block, at most \( (N_s^2 + N_s)/2 \) mis-ordered pairs will be generated by random shuffling in PairRank. This is due to the fact that based on the block created by PairRank, with \( N_s \) uncertain rank orders in one block, this block can have at most \( N_s + 1 \) documents.
Therefore, the cumulative regret after \( t' \) can be bounded by:
\[ \sum_{s=t'} \mathbb{E}[r_s] \leq \sum_{s=t'} \mathbb{E}[N_s \cdot N_s + 1/2] \leq \left(\frac{1}{2} + \frac{1}{2} \right) \sum_{s=t'} \mathbb{E}[N_s] \]
\[ \leq \left(\frac{1}{2} + \frac{1}{2} \right) \sum_{s=t'} \mathbb{E}[N_s] \]
\[ \leq \left(\frac{1}{2} + \frac{1}{2} \right) \]
\[ \leq \left(\frac{1}{2} + \frac{1}{2} \right) \]

According to our previous analysis, at round \( t' \geq t \), the number of uncertain rank orders can be estimated by the probability of observing an uncertain rank order, i.e., \( P((i, j) \in E_{t'}^\beta) \leq \log(1/\delta_1) \cdot 8R^2 \beta_f \rho \cdot \Delta_{\text{min}} / (1 - 2\beta_f) \).
Therefore, the cumulative number of mis-ordered pairs can be bounded by the probability of observing uncertain rank orders in each round, which shrinks with more observations become available over time,
\[ \sum_{i'=t'} \mathbb{E}[N_s] \leq \mathbb{E}\left[\frac{1}{2} \sum_{i'=t'} \sum_{(m,n) \in E_{t'}^\beta} P((m, n) \in E_{t'}^\beta) \right] \]
\[ \leq \mathbb{E}\left[\sum_{i'=t'} \sum_{(m,n) \in E_{t'}^\beta} \|x_{mn}^\beta\|^2 \right] \]
where \( a = \log(1/\delta_1) \cdot 4R^2 \beta_f \rho \cdot \Delta_{\text{min}} / (1 - 2\beta_f) \).

Because \( M_\beta \) only contains information of observed document pairs so far, PairRank guarantees the number of mis-ordered pairs among the observed documents in the above inequality is upper bounded. To reason about the number of mis-ordered pairs in those unobserved documents (i.e., from \( q_j \) to \( L_{t'} \) for each query \( q_j \)), we leverage the constant \( \rho \), which is defined as the minimal probability that all documents in a query are examined over time,
\[ \sum_{i'=t'} \sum_{(m,n) \in E_{t'}^\beta} P((m, n) \in E_{t'}^\beta) \]
\[ \leq \mathbb{E}\left[\sum_{i'=t'} \sum_{(m,n) \in E_{t'}^\beta} \|x_{mn}^\beta\|^2 \right] \]

Besides, in PairRank, we only use the independent pairs, \( \mathcal{G}_{t'}^{\text{ind}} \) to update the model and the corresponding \( M_\beta \) matrix. Therefore, to bound the regret, we rewrite the above equation as:
\[ \sum_{i'=t'} \sum_{(m,n) \in E_{t'}^\beta} P((m, n) \in E_{t'}^\beta) \]
\[ \leq \mathbb{E}\left[\sum_{i'=t'} \sum_{(m,n) \in E_{t'}^\beta} \|x_{mn}^\beta\|^2 \right] \]

Based on Lemma 10 and Lemma 11 in [11], the expected number of the first term can be upper bounded by,
\[ \sum_{i'=t'} \sum_{(m,n) \in E_{t'}^\beta} P((m, n) \in E_{t'}^\beta) \leq 2dL_{\text{max}} \log(1 + \frac{\alpha_{\text{max}} \tau_2}{\lambda^2} / 2d) \]
And the second term can be bounded as:
\[ \sum_{i'=t'} \sum_{(m,n) \in E_{t'}^\beta} \|x_{mn}^\beta\|^2 \leq 2dL_{\text{max}} \log(1 + \frac{\alpha_{\text{max}} \tau_2}{\lambda^2} / 2d) \]
\[ \leq \sum_{i'=t'} \left(1^t - 2dL_{\text{max}} \right)^{\alpha_{\text{max}} \tau_2} \cdot M_{\beta} \cdot x_{nk} \]

Therefore, combining the conclusion of \( \mathbb{E}\left[\sum_{i'=t'} \mathbb{E}[N_s] \right] \), and Eq (6), Eq (7), the regret could be upper bounded by:
\[ R_T \leq R' + (1 - \delta_1) \left(1 - \delta_2 \right) \frac{1}{2} \left(2dL_{\text{max}} \log(1 + \frac{\alpha_{\text{max}} \tau_2}{\lambda^2} / 2d) + a \lambda_{\text{min}}(M_\beta) \right) \]
where \( R' = t' \cdot (N_{\text{max}} + (T - t') \cdot (\delta_2 \cdot L_{\text{max}} - (1 - \delta_2) \cdot L_{\text{max}}) \cdot t' \).
in other words, the theorem shows that the expected regret is at most \( R_T \leq O(d \log(T)) \).