Studying neutral hydrogen structures during the epoch of reionization using fractal dimensions
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ABSTRACT

Fractal dimensions can be used to characterize the clustering and lacunarity in density distributions. We use generalized fractal dimensions to study the neutral hydrogen distribution (HI) during the epoch of reionization. Using a semi-numeric model of ionized bubbles to generate the HI field, we calculate the fractal dimensions for length scales $\sim 10h^{-1}$cMpc. We find that the HI field displays significant multifractal behaviour and is not consistent with homogeneity at these scales when the mass averaged neutral fraction $\bar{x}_{\text{HI}} \gtrsim 0.5$. This multifractal nature is driven entirely by the shapes and distribution of the ionized regions. The sensitivity of the fractal dimension to the neutral fraction implies that it can be used for constraining reionization history. We find that the fractal dimension is relatively less sensitive to the value of the minimum mass of ionizing haloes when it is in the range $\sim 10^9 - 10^{10}h^{-1}M_\odot$. Interestingly, the fractal dimension is very different when the reionization proceeds inside-out compared to when it is outside-in. Thus the multifractal nature of HI density field at high redshifts can be used to study the nature of reionization.
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1 INTRODUCTION

The study of the neutral hydrogen (HI) 21 cm signal from the reionization epoch at $6 \lesssim z \lesssim 15$ is one of the most important observational probes to study the structure formation in early times (Barkana & Loeb 2001; Choudhury & Ferrara 2006; Furlanetto et al. 2006; Pritchard & Loeb 2012). Low frequency radio telescopes like the Low Frequency Array (LOFAR)¹ (van Haarlem et al. 2013), the Precision Array for Probing the Epoch of Reionization (PAPER)² (Parsons et al. 2014), the Murchison Widefield Array (MWA)³ (Bowman et al. 2011), and the Giant Metrewave Radio Telescope (GMRT)⁴ (Paciga et al. 2011, 2013) have already taken data to detect the statistical fluctuations in the 21 cm signal and are precursors for the upcoming experiments like the Square Kilometre Array (SKA)⁵ and Hydrogen Epoch of Reionization Array (HERA)⁶.

The first generation of these experiments are aimed at detecting the signal of reionization by measuring the HI power spectrum (Paciga et al. 2013; Dillon et al. 2014; Ali et al. 2015), or equivalently the two-point correlation function, which is believed to contain a significant amount of information on the distribution of the HI. However, almost all models of reionization predict that the signal is highly non-Gaussian (Mellema et al. 2006; Lidz et al. 2007; Wyithe & Morales 2007), mainly because it is determined by the shape and growth of the ionized bubbles forming around the ionizing sources (galaxies). In that case, it is possible to extract additional information on the reionization process from the higher order statistics and other related diagnostics. There have been attempts to carry out studies using, e.g., one point statistics like the skewness (Shimabukuro et al. 2015; Watkinson & Pritchard 2015), higher order correlations like the the bispectrum (Bharadwaj & Pandey 2005; Saiyad Ali et al. 2006; Pillepich et al. 2007; Yoshiura et al. 2015; Shimabukuro et al. 2016) and the trispectrum (Cooray
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The main results of our work are presented in Section 4. In this work, we discuss the basic formalism for calculating the fractal dimensions for a set of discrete points. Two such methods that are commonly used are the box counting method and the correlation dimension method by direct counting (for a detailed discussion see Borgani 1995). For the purpose of this paper, where we will be dealing mainly with continuous density fields, the second method will turn out to be more useful. We first discuss the calculation of the correlation dimension for a discrete set of points, and later show how to extend the calculations for a continuous density field.

### 2.1 Correlation dimension for a set of discrete points

Let us first discuss the fractal dimensions for the case where the distribution we aim to study consists of \( N \) discrete points (Borgani et al. 1993; Borgani 1995). This could, e.g., be the distribution of galaxies. In this method we first randomly select \( M \) of these \( N \) points indexed by \( i \). Treating each of these points as centres, we draw spheres of increasing radii and count the number of sample points \( N_i( r ) \) that are inside a sphere as a function of its radius \( r \), i.e.,

\[
N_i( r ) = \sum_{j=1}^{N} \Theta( r - | x_i - x_j | ),
\]

where \( \Theta(x) \) is the step function defined as equal to 1 for \( x > 0 \) and 0 for \( x < 0 \), and \( x_i \) denotes the position vector of the \( i \)th point.

In astrophysical context, each such data point is often weighted by a weight factor \( w_j \). For example, in galaxy surveys one could miss out some of the galaxies because of their faintness and the weight factor is a way to compensate for it. This gives an effective number \( N_i^{\text{eff}}( r ) \) defined as the sum of all the weights of points that are inside a sphere (of radius \( r \)) and centred at the point \( i \)

\[
N_i^{\text{eff}}( r ) = \sum_{j=1}^{N} w_j \Theta( r - | x_i - x_j | ).
\]

The integrated correlation function \( C_2( r ) \) of the given distribution can then be defined as

\[
C_2( r ) = \frac{1}{NM} \sum_{i=1}^{M} N_i^{\text{eff}}( r ).
\]

Since \( C_2 \) is the integrated two-point correlation function, one could ask if it is possible to construct quantities that reflect the higher order \( n \)-point correlation functions. This is indeed possible by generalizing equation (3) to the \( q \)th moment of the distribution, i.e.,

\[
C_q( r ) = \frac{1}{NM} \sum_{i=1}^{M} (N_i^{\text{eff}}( r ))^q. \tag{4}
\]

In the case of a scaling behaviour, \( C_q( r ) \) can be expressed as a power law as \( C_q \propto r^{D_q(q-1)} \), for the description under consideration. Then the generalized dimension corresponding to the \( q \)th moment is given by

\[
D_q = \frac{1}{q-1} \frac{d \ln C_q(r)}{d \ln r}. \tag{5}
\]

This quantity is also known as the Minkowski-Bouligand dimension or simply the fractal dimension. A monofractal has a constant \( D_q \) irrespective of \( q \) while for multifractals \( D_q \) varies with \( q \). If a distribution is a monofractal and has the
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2005) and Minkowski functionals (Gleser et al. 2006; Lee et al. 2008; Hong et al. 2014; Yoshiura et al. 2016).

A different way of characterizing the underlying structure of the HI field beyond the two-point functions is to use the “fractal dimension” (Mandelbrot 1982; Martínez & Saar 2002). One of the main features of the fractal dimension is that it directly provides information about the deviation from a homogeneous distribution (Feder 1988; Mittal & Seshadri 2002a,b). It also enables us to know about the degree of clumping or lacunarity which are the tracers of the nonlinear processes. The method has been applied extensively to the galaxy surveys (see, e.g., Pietronero 1987; Sylos Labini et al. 1998; Bharadwaj et al. 1999; Martínez et al. 2001; Yadav et al. 2010). Using galaxy surveys Coleman & Pietronero (1992) showed that the galaxy structures show self-similar behaviour up to very large scales. Subsequently Martínez & Jones (1990); Borgani (1995) showed that such nature is exhibited only up to a certain finite scale. Bharadwaj et al. (1999) have shown that not only fractal patterns are observed in the galaxy surveys but also the galaxy correlations exhibit a multifractal behaviour up to a scale \( \sim 100 \ h^{-1} \) Mpc and become homogeneous at larger scales. Using SDSS data, Yadav et al. (2005); Sarkar et al. (2009) concluded that the galaxy distribution is homogeneous on scales larger than \( 60 - 70h^{-1} \) Mpc.

In this work, we apply the method of fractal dimensions to study the HI distribution from the reionization epoch. In particular, our main aim is to verify if the method is sensitive to the fraction of mass that is neutral at a given redshift. In that case, the method can be used as a diagnostic tool to determine the degree of ionization of the medium using observations. Our study is mainly based on simulating the HI distribution using an excursion set based semi-numeric model on the lines of Zahn et al. (2007); Choudhury et al. (2009), and estimating the fractal dimension for different values of the parameters involved.

The structure of the paper is as follows: In Section 2 we discuss the basic formalism for calculating the fractal dimensions for a density field. The semi-numeric models for generating the HI field during reionization is described in Section 3. The main results of our work are presented in Section 4. We summarize our conclusions in Section 5. In this work, we use the flat \( \Lambda \)CDM cosmological model with parameters given by \( \Omega_m = 0.305, \Omega_b = 0.048, h = 0.679, n_s = 0.96, \sigma_8 = 0.827 \) (Planck Collaboration et al. 2014).

### 2 Fractal Dimensions

The fractal dimensions can be used for determining the degree of clustering and lacunarity of the distribution of a set of points in space. These points could be deterministic or statistical and can be characterized by a fractal parameter, also called the fractal dimension, which for a homogeneous and isotropic continuous field takes the value of the ambient dimension of space in which it is embedded. An inhomogeneous distribution for which clustering has a scaling relationship with distance can be described by a fractal dimension which is always different from the ambient dimension.

There are various methods for quantifying fractal dimensions for a set of discrete points. Two such methods that are commonly used are the box counting method and

\[ C_q(r) = \frac{1}{NM} \sum_{i=1}^{M} (N_i^{\text{eff}}( r ))^q. \]

In the case of a scaling behaviour, \( C_q(r) \) can be expressed as a power law as \( C_q \propto r^{D_q(q-1)} \) for the description under consideration. Then the generalized dimension corresponding to the \( q \)th moment is given by

\[ D_q = \frac{1}{q-1} \frac{d \ln C_q(r)}{d \ln r}. \]

This quantity is also known as the Minkowski-Bouligand dimension or simply the fractal dimension. A monofractal has a constant \( D_q \) irrespective of \( q \) while for multifractals \( D_q \) varies with \( q \). If a distribution is a monofractal and has the...
fractal dimension as its ambient dimension, then that distribution is homogeneous. In case of a homogeneous (space filling) distribution in three dimensions, the value of $D_q$ should be 3.

### 2.2 Correlation dimension for a continuous distribution

The above prescription, however, is not suited for applying to HI maps which are usually represented as continuous field defined at points on a uniform grid. Let us assume that the density field $\rho_i$ is defined on $N_{\text{grid}}$ grid points, where $i$ runs from 1 to $N_{\text{grid}}$. We can then generalize the definition of $C_q(r)$ to

$$C_q(r) = A_q \sum_{i=1}^{N_{\text{grid}}} m_i \left[ m_i(<r) \right]^{q-1},$$  

where $m_i$ is the mass contained in the $i$th grid cell, $m_i(<r)$ is the mass contained within a sphere of radius $r$ centred around the $i$th cell and the sum is over all grid points. The quantity $A_q$ is a proportionality constant whose exact value is not important for our analysis. Note that the term $m_i$, in the expression ensures that cells with more mass carry more weight as they are likely to be sampled more frequently (as one would have done while working with discrete points).

It is obvious that $m_i = \rho_i \times V_{\text{cell}}$, and $m_i(<r) = \rho_i(<r) \times 4\pi r^3/3$, where $V_{\text{cell}}$ is the volume of each grid cell (which is constant for a uniform grid) and $\rho_i(<r)$ is the density within a sphere of radius $r$ around the $i$th grid. Instead of the density field, it is often more convenient to work in terms of the overdensity $\Delta_i \equiv \rho_i/\langle \rho \rangle$, where $\langle \rho \rangle$ is the globally-averaged value of the density field. In that case, we can write

$$C_q(r) = A_q \sum_{i=1}^{N_{\text{grid}}} \Delta_i \left[ \Delta_i(<r) r^3 \right]^{q-1},$$

where the unimportant constants have been absorbed within the definition of $A_q$. The generalized dimension $D_q$ can be obtained simply using equation (5). Note that for a homogeneous distribution we expect $\Delta_i$ to be constant and hence $C_q(r) \propto r^{3(q-1)}$, thus leading to $D_q = 3$, which is consistent with our expectations.

Interestingly, the quantity $C_2(r)$ can be related to the usual two-point correlation function $\xi(r)$, and can be shown to have the value

$$C_2(r) = \frac{1}{V} \int_V d^3r' \left[ 1 + \xi(r') \right] \Theta(r-r') = \frac{4\pi}{3} \int_0^r d r' r'^2 \left[ 1 + \xi(r') \right].$$

In terms of the averaged correlation function $\bar{\xi}(r)$, the above expression becomes

$$C_2(r) = \frac{4\pi}{3} r^3 \left[ 1 + \bar{\xi}(r) \right].$$

The $C_q(r)$ for $q \neq 2$ can be related to the higher order correlation functions of the distribution being considered. In fact, it can be shown that $C_q(r)$ for $q \geq 2$ is a combination of a series of correlation functions starting from the $q$-point correlation function to the two-point correlation function (Borgani 1995). Thus the quantities $C_q$ and $D_q$, in principle, contain information on the existing non-Gaussianity in the underlying field. One can also see that $D_q$ for positive values of $q$ is mostly determined by the high density cells, while that for negative $q$ gets more weight from underdense points. In the case of neutral hydrogen distribution, the positive $q$’s will trace the distribution of dense neutral regions, while the negative $q$’s would trace the distribution of ionized or partially ionized regions. Of course, for a density field which is homogeneous at scales of interest, one expects $D_q = 3$, i.e., equal to the ambient dimension of the density field.

### 3 The HI Density Field

In this section, we briefly outline the method for generating the HI density field which has been used for our study. The method is based on (i) obtaining the dark matter density field at redshifts of interest by running a N-body simulation, the publicly available GADGET-2 (Springel 2005) in our case, (ii) locating the positions of the haloes using the friends-of-friends (FoF) algorithm and (iii) using an excursion set based semi-numeric technique to identify the ionized regions.

The length of the N-body simulation box used in this study is $100h^{-1}$ Mpc and it contains $1024^3$ collisionless dark matter particles. Assuming that a FoF halo should contain at least 20 particles, the mass of the smallest halo turns out to be $1.6 \times 10^7 h^{-1}$ M$\odot$. This mass is somewhat higher than the minimum mass of star forming haloes which cool via atomic transitions, however, it is similar to the typical minimum mass threshold set by the radiative feedback (Schneider et al. 2008).

The ionization field is obtained using a condition based on the excursion set formalism (Zahn et al. 2007; Choudhury et al. 2009) where, for a given grid cell $i$, one constructs spheres of different radii $r$ around the cell and calculates the the collapsed fraction $f_{i,\text{coll}}(<r)$ within the sphere. The grid cell $i$ is flagged as ionized if the condition

$$\zeta f_{i,\text{coll}}(<r) \geq 1,$$

is satisfied for any values of $r$, where $\zeta$ is the ionizing efficiency. In case the condition is not satisfied for all $r$, we flag the cell as partially ionized with a ionization fraction $\zeta f_{i,\text{coll}}$, where $f_{i,\text{coll}}$ is the collapsed fraction within the $i$th cell (Geil & Wyithe 2008). The process is repeated for all cells in the box and thus the ionization field is created. We set the value of $\zeta$ at the redshift of interest by demanding that the resulting HI maps have the required value of the mass averaged neutral fraction $\bar{\Delta}_{\text{HI}}$. The above method of identifying the ionized cells is performed in a relatively coarser grid of resolution $0.5h^{-1}$ Mpc, implying $N_{\text{grid}} = 200^3$ in the simulation box we are using.

The quantity of our interest is the mass averaged neutral fraction $\Delta_{\text{HI}} \equiv x_{\text{HI}} \Delta_{\text{HI}}$ evaluated at each grid cell, where $x_{\text{HI}}$ is the neutral fraction and $\Delta_{\text{HI}}$ is the baryon overdensity. The field $\Delta_{\text{HI}}$ measures the fluctuations in the HI density. In 21 cm observations, the quantity that is directly measured is the differential brightness temperature (Pritchard & Loeb
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where $\bar{T}_b \approx 22\text{mK} \times [(1+z)/7]^{1/2}$ is the mean temperature (Choudhury et al. 2009), $T_{\text{spin}}$ is the HI spin temperature and $T_{\text{CMB}}$ is the CMB radiation temperature. As we can see, $\bar{T}_b$ is directly proportional to $\Delta_{\text{HI}}$ when $T_{\text{spin}} \gg T_{\text{CMB}}$, a condition that is expected to hold once the IGM becomes more than $\sim 10$ per cent ionized (Ghara et al. 2015).

### 4 RESULTS

We shall present the main findings of our analysis in this section. The main quantity of interest would be $D_q$, which is expected to be equal to 3 for a homogeneous distribution. The values of $q$ studied in this work lie between $-5$ and $+5$. For values of $q$ smaller than $-5$, we find the $D_q$ to be highly fluctuating with large statistical errors, while for $q = +5$, the $D_q$ does not seem to contain any significant features which may lead to new information. To calculate $D_q$, we essentially need to compute the logarithmic slope of $C_q(r)$ at scales given by $10 \leq r/(h^{-1}\text{cMpc}) \leq 15$. The lower limit of $r$ is set by the fact that $C_q(r)$ does not exhibit power-law behaviour for scales $r \lesssim 10^{-1} h^{-1}\text{cMpc}$, while the upper limit corresponds to the typical largest scales for which we can reliably estimate the correlations in our simulation box without being affected by the limited box size. These scales are quite appropriate for the first generation low-frequency experiment aiming to detect the reionization signal (Paciga et al. 2013; Dillon et al. 2014; Ali et al. 2015). The $D_q$ is obtained from $C_q(r)$ by fitting a power-law and estimating the index using the least-squares method.

We have validated our method by applying to a set of random Poisson distributed points in a cubical box and calculating the fractal dimensions. We found that the fractal dimension is consistent with the ambient dimension $D_q = 3$ for all values of $q$.

#### 4.1 The density and the halo fields

Next let us compute the fractal dimensions for the underlying cosmological density field and the field of the dark matter haloes which are contributing to the ionizing photons (i.e., the haloes identified through the FoF algorithm which satisfy the minimum number of particles criterion). The density field is obtained by smoothing the particle positions in the simulation box over a $200^3$ grid, while the halo field is obtained from the corresponding halo positions (weighted appropriately by their masses). The halo field thus is a smooth representation of the underlying galaxy distribution weighed by their ionizing emissivities. The two-dimensional maps of the two fields are shown in Figure 1 where we have plotted a slice of thickness $0.5h^{-1}\text{cMpc}$ from our simulation box at $z = 7$. It is obvious that the halo field is significantly more clustered and less homogeneous than the density field. The resulting $D_q$ as well as the statistical errors for the two fields at $z = 7$ are shown in Figure 2.

The estimation of statistical errors on $D_q$ ideally requires multiple realizations of the density and halo fields which in turn requires us to run the $N$-body simulations multiple times using different initial conditions. This is somewhat expensive, hence we calculate the errors using a relatively simpler method. We randomly divide the $N_{\text{grid}}$ cells into 20 independent groups and calculate $C_q(r)$ using equation (7) for each group. We then estimate the errors on $C_q(r)$ from these subsamples, which subsequently translates into errors on $D_q$.

We can see from Figure 2 that the values of $D_q$ for the cosmological density field are very close to 3 for all $q$, though they are not consistent with 3 within error-bars particularly for large values of $q$. Interestingly, we find that the results for the density field are consistent with $D_q = 3 \pm q$. As was shown by Bagla et al. (2008), the departure of $D_q$ from the ambient dimension (to the first order) in the regime of weak clustering $q\xi \ll 1$ is given by

$$D_q - 3 \approx -\frac{3q}{2} \left| \frac{d\xi}{d\ln r} \right| \quad (12)$$

The behaviour of $D_q$ for the density field is thus consistent with the above expression, which is not surprising given the fact that the clustering of the density field at scales $\sim 10h^{-1}\text{cMpc}$ is $\approx 3$ at $z \approx 7$ is expected to be weak.

The halo field, on the other hand, shows $D_q$ that is markedly different from the ambient dimension of 3, implying that the distribution of haloes are not homogeneous at the scales of $\sim 10-15h^{-1}\text{cMpc}$. This is what is expected from the clustering of galaxies which are biased compared to the underlying density field. We checked and found that the value of $D_q$ does approach 3 for the halo field if we restrict ourselves to only larger scales $\sim 50h^{-1}\text{cMpc}$, however, the error-bars too increase in that case because of less number of modes sampled and the results are less reliable because the length scales probed become comparable to the size of the simulation box.

#### 4.2 The HI density field

We next calculate the fractal dimensions for the HI density field $\Delta_{\text{HI}}$ obtained by the semi-numeric method described in Section 3. Let us first inspect the two-dimensional maps for three values of the mass averaged neutral fractions $\bar{x}_{\text{HI}} = 0.7, 0.5$ and $0.3$ at $z = 7$ in Figure 3. The dark blue regions represent the ionized regions which can be seen to have percolated significantly when $\bar{x}_{\text{HI}} = 0.3$ (right hand panel). One can also see that for high values of $\bar{x}_{\text{HI}}$ (left hand panel) the field looks relatively more homogeneous. Hence we expect $D_q$ to be close to 3 at early stages of reionization and deviate from 3 as reionization progresses with time.

The plots of $D_q$ for $\bar{x}_{\text{HI}} = 0.3, 0.5, 0.7, 0.9$ at $z = 7$ are shown in Figure 4. Note that we vary the value of the efficiency parameter $\zeta$ thus obtaining different values of $\bar{x}_{\text{HI}}$ at the fixed redshift, whereas in reality the $\bar{x}_{\text{HI}}$ would evolve with $z$. We do this to disentangle any effect arising from the evolution of the density field from those arising because of the evolution of the ionized regions. Later, we will discuss the results for a realistic reionization history. The error-bars are calculated using the method described in the previous subsection. While interpreting the error-bars, one should keep in mind that the volume spanned by typical 21 cm observations of the reionization epoch will be significantly larger than our simulation box, and the large number of modes
The first point to note is that the error-bars on $D_q$ blow up for $q \leq -2$ for $\bar{x}_{\text{HI}} \lesssim 0.5$. This is because the number of points contributing to the sum in the expression for $C_q(r)$ becomes smaller as the medium gets more ionized. In addition, for negative values of $q$, the sum will be dominated by only a few points having relatively small $\Delta_{\text{HI}}$, thus leading to large statistical fluctuations. In fact, we found that the error-bars for $x_{\text{HI}} = 0.1$ blow up even for $q$ as large as $-1$.

One can see that for high values of the neutral fraction $\bar{x}_{\text{HI}} \gtrsim 0.7$, the fractal dimension $D_q$ is almost identical to that of the underlying density field. The values of $D_q$ of all $q$ are close to 3, though not consistent with 3 based on the error-bars we have calculated. The value of $D_q$ starts deviating from 3 as the value of $x_{\text{HI}}$ decreases, and hence the HI distribution shows prominent multifractal nature. We find that for $x_{\text{HI}} = 0.5(0.3)$, the value of $D_q$ for $q \geq 2$ is $\sim 2.9(2.8)$, thus showing that the HI distribution is not homogeneous at length scales as large as $\sim 10-15h^{-1}$ cMpc.

In principle the measurement of $D_q$ at these values of $q$ can be one diagnostic of the mass averaged neutral fraction. In particular, significantly large departures from the value of 3 would imply relatively larger values of the ionization fraction.

To gain some insight into why this deviation of $D_q$ from the ambient dimension of 3 arises, we plot the fractal dimension for only the ionization fraction field $x_{\text{HI}}$. In this case, the fluctuations in the HI density field sourced by the underlying density field $\Delta_b$ is absent. The results are shown in Figure 5. Note that we plot the results for the values $\bar{x}_{\text{HI}}^M$ that would be obtained for the true HI density field. In other words, the respective curves in Figures 4 and 5 have the same value of the efficiency $\zeta$. It is clear that the $D_q$ is practically the same for the $\Delta_{\text{HI}}$ and $x_{\text{HI}}$ fields, thus implying that the multifractal nature of the HI field is essentially determined the distribution of the ionized regions. This es-
sentially follows from the fact that the density field is almost homogeneous at these length scales.

We now show the evolution of $D_q$ over redshifts for realistic reionization histories. We choose two reionization models motivated and consistent with the measurements of the electron scattering optical depth $\tau_{el}$. The first model corresponds to a reionization history giving $\tau_{el} = 0.068$ and is similar to the Default/Late model of Kulkarni et al. (2016). The model is motivated by the measurements of $\tau_{el}$ obtained using the Planck temperature and lensing data (Planck Collaboration et al. 2016b) and consistent with constraints obtained by Mitra et al. (2015); Greig et al. (2016). We also consider another model where reionization begins somewhat late and proceeds relatively faster, giving $\tau_{el} = 0.055$. This second model is similar to the Very Late model of Kulkarni et al. (2016). The value of $\tau_{el}$ is similar to that obtained by combining the Planck CMB temperature anisotropy data with the low-multipole polarization data (Planck Collaboration et al. 2016a).

The resulting $D_q$ for the HI density field $\Delta_{HI}$ at different redshifts are shown in Figure 6. As expected, since in the Default/Late model the neutral fractions are less at a given redshift, the $D_q$ shows prominent departures from homogeneity. In contrast, the Very Late model is considerably neutral even at $z = 7$, thus the deviations from 3 are relatively less.

The above models have been obtained assuming the minimum mass of the star-forming haloes to be $M_{\text{min}} = \ldots$
limited knowledge of the escape of ionizing photons from the host halo. While some simulations claim that the escape of photons are relatively easier for high mass \( \gtrsim 10^{10} M_\odot \) haloes (Gnedin et al. 2008), whereas others have argued that escape is most efficient in small mass \( \sim 10^7 - 10^8 M_\odot \) haloes (Razoumov & Sommer-Larsen 2010; Wise et al. 2014; Kimm & Cen 2014).

In order to understand how the multifractal nature of the HI density field is affected by \( M_{\text{min}} \), we compute \( D_q \) for different values of the minimum mass. While doing this comparison, we fix the redshift to be \( z = 7 \) and ensure that all the cases have the same value of the mass averaged neutral fraction, chosen to be \( \bar{x}_\text{HI} = 0.3 \). The maps of the HI density field for three values of \( M_{\text{min}} = 1.6 \times 10^9 h^{-1} M_\odot \), \( 10^{10} h^{-1} M_\odot \) (middle) and \( 10^{11} h^{-1} M_\odot \) (right) from our simulation box at \( z = 7 \). All the three cases are normalized such that \( \bar{x}_\text{HI} = 0.3 \).

1.6 \( \times 10^9 h^{-1} M_\odot \), same as the least massive halo in our simulation box. However, there is still not much understanding as to what should be the values of \( M_{\text{min}} \) at high redshifts. In absence of any negative radiative feedback, the gas within haloes as small as \( \sim 10^6 M_\odot \) can cool via molecular hydrogen transitions and form stars. On the other hand, destruction of molecules by Lyman-Werner radiation can increase the \( M_{\text{min}} \) to \( \sim 10^9 M_\odot \) where the gas can cool via atomic transitions. Another limit on \( M_{\text{min}} \) arises because of the radiation feedback from reionization which can prohibit star formation in haloes \( \lesssim 10^8 M_\odot \) in the photoheated regions (Gnedin & Hui 1998; Schneider et al. 2008; Gnedin 2016). In addition, feedback from supernovae too can expel gas from the low-mass galaxies thus suppressing star formation (Benson et al. 2003; Puchwein & Springel 2013; Wyithe & Loeb 2013). Uncertainties on \( M_{\text{min}} \) can also arise because of our limited knowledge of the escape of ionizing photons from the underlying density field. We see that for smaller values of
\( D_q \) (left hand panel) there exist numerous ionized regions of smaller sizes that are not present for the higher \( M_{\text{min}} \). For the extreme value of \( M_{\text{min}} = 10^{11} h^{-1} M_\odot \), we see that the neutral regions are more concentrated and have larger sizes.

The behaviour of \( D_q \) for different \( M_{\text{min}} \) is shown in Figure 8. Clearly, the curves look quite similar in their shape, possibly because the broad structure of the HI density fields for the three cases are similar. We also find that there is hardly any difference in the results for \( M_{\text{min}} = 1.6 \times 10^9 h^{-1} M_\odot \) and \( 10^{10} h^{-1} M_\odot \), thus indicating that \( D_q \) is relatively insensitive to the value of \( M_{\text{min}} \). It might thus be possible to constrain the value of \( z_{\text{HI}} \) from the measurements of \( D_q \) if \( M_{\text{min}} \) lies in this range. However we also find that there is some significant difference in \( D_q \) when \( M_{\text{min}} \) takes a extremely high value of \( 10^{11} h^{-1} M_\odot \). The deviation of \( D_q \) from the ambient value of 3 is more for higher values of \( M_{\text{min}} \). This is mainly because the HI density field is more clustered for higher \( M_{\text{min}} \) as we have seen from the maps in Figure 7.

Finally, we investigate how the fractal dimensions behave when we modify the nature of the reionization process. By default, the excursion set based reionization models like the one used in this work are “inside-out” at large scales, in the sense that high density regions are ionized first followed by the low density voids (Furlanetto et al. 2004; Iliev et al. 2006; Mesinger & Furlanetto 2007; Mesinger et al. 2011). This is because the ionizing sources are preferentially formed at large scale density peaks. Of course, this does not mean that the process is strictly inside-out at all scales, for example, a low density cell in the simulation box that is nearer to a source is more likely to be ionized earlier than a high density cell that is far away for any source. However, there is an additional complication which does not conform to this simple picture which arises from the “sinks” of ionizing photons (Miralda-Escudé et al. 2000). These are essentially the dense regions capable of self-shielding the radiation and thus remaining neutral. The presence of these sinks can make the reionization “outside-in” particularly at small scales (Choudhury et al. 2009). Accounting for these regions require either very high dynamic range simulations (Mesinger et al. 2015; Choudhury et al. 2015), or additional conditions for determining the ionized cells (Furlanetto & Oh 2005; Choudhury et al. 2009; Sobacchi & Mesinger 2014).

Rather than attempting to model the sinks (which can be quite expensive in terms of the computational requirements), we consider two extreme (and somewhat unrealistic) models, one where the reionization is strictly inside-out, while the other where it is strictly outside-in and study the resulting \( D_q \). These models are constructed by simply choosing a density threshold, and identifying all regions with density higher (lower) than this as ionized in the inside-out (outside-in) model (Jensen et al. 2013). We choose this threshold to obtain the desired \( z_{\text{HI}}^M \). The maps for the two cases when \( z_{\text{HI}}^M = 0.3 \) are shown in Figure 9. It is obvious that the topology of reionization is completely different in the two cases. In the inside-out model (left), the neutral regions are somewhat diffuse as they trace the low density voids. The situation is exactly the opposite in the outside-in model (right) where the neutral regions are quite concentrated.

The fractal dimensions for these two models for a different \( z_{\text{HI}}^M \) are shown in Figure 10. The first point to note is that the values of \( D_q \) are much closer to 3 for the inside-out model than the corresponding outside-in ones, thus implying that the HI distribution in the inside-out models are relatively more homogenous at scales \( \sim 10 h^{-1} \text{ Mpc} \). The reason is that the dense and clustered cells are ionized first in the inside-out models, thus reducing the contrast in the HI field. On the other hand, the HI field in the outside-in models essentially trace the high density regions thus giving rise to less homogeneous structures. In fact, the shape of the \( D_q \) curves approach that for the halo field as \( z_{\text{HI}} \) decreases. It is thus interesting that the fractal dimensions are quite sensitive to the nature of reionization, and thus could possibly distinguish between various scenarios. One should thus keep in mind that inclusion of photon sinks in the semi-numeric reionization models used in this paper can affect the behaviour of \( D_q \). Note that the values of \( D_q \) for a reionization model with accurate treatment of the sinks are expected to be bound by the values obtained for these two extreme models, as long as the underlying cosmological density field remains the same.

5 DISCUSSION AND CONCLUSION

The first detection of the 21 cm signal from reionization, expected soon from the low-frequency experiments, is likely to be done by estimating the power spectrum, or equivalently the two-point correlation function, of the HI density field (Paciga et al. 2013; Dillon et al. 2014; Ali et al. 2015). However since the distribution of the ionized bubbles during the reionization epoch is expected to lead to a 21 cm signal that is highly non-Gaussian (Lidz et al. 2007; Wyithe & Morales 2007), a significant amount of information would be contained in the higher order correlations of the distribution. In this work, we have explored the generalized correlation dimension (or the Minkowski-Bouligand dimension) \( D_q \) as a diagnostic for understanding the nature of the HI distribution. The quantity \( D_q \) has been used extensively for charac-

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure8}
\caption{The fractal dimension \( D_q \) for the HI density field \( \Delta_{\text{HI}} \) at \( z = 7 \) for three different values of \( M_{\text{min}} \). All the models have been normalized to give \( z_{\text{HI}}^M = 0.3 \).}
\end{figure}
Figure 9. A $0.5\, h^{-1}\text{cMpc}$ thick slice of the HI density field $\Delta_{\text{HI}}$ for two extreme reionization models, i.e., one which is strictly inside-out (left) and strictly outside-in (right) at $z = 7$. Both the cases are normalized such that $\bar{x}_{\text{M,HI}} = 0.3$.

Figure 10. The fractal dimension $D_q$ for the HI density field $\Delta_{\text{HI}}$ at $z = 7$ for the strictly inside-out (left) and outside-in (right) models for different values of $\bar{x}_{\text{M,HI}}$.

We use a semi-numeric simulation to generate the HI density field which is then used for estimating the $D_q$ at scales $\sim 10\, h^{-1}\text{cMpc}$. Our main findings are as follows:

- The value of $D_q$ for the underlying baryonic density field is almost equal to (though not consistent with, within statistical error-bars) the ambient dimension 3 at our fiducial redshift $z = 7$, thus indicating that the density field can be taken to be homogeneous at scales $\sim 10\, h^{-1}\text{cMpc}$. The $D_q$ for the corresponding halo field (or equivalently the distribution of galaxies weighed according to their ionizing emissivities), however, deviates significantly from 3 at these scales.

- The $D_q$ is almost equal to 3 for the HI density fluctuations $\Delta_{\text{HI}}$ field for mass averaged neutral fraction $\bar{x}_{\text{M,HI}} \gtrsim 0.7$, thus indicating the distribution to be almost homogeneous.
when the IGM is significantly neutral. However, as the IGM gets more and more ionized, the $D_q$ becomes different from 3. For $\bar{x}_{HI} \sim 0.5(0.3)$, the value of $D_q$ for $q \geq -1$ is $\sim 2.9(2.8)$.

- The statistical errors on $D_q$ blow up for $q < -1$ for $\bar{x}_{HI} \lesssim 0.5$, thus making these moments unsuitable for studying the HI field.

- The $D_q$ for the HI field is driven mainly by the distribution of the ionized regions, thus making them interesting quantities to study the growth and percolation of the ionized regions. Also, it must be possible to distinguish between different ionization fractions. Also, it must be possible to distinguish between different ionization fractions. Also, it must be possible to distinguish between different ionization fractions. Also, it must be possible to distinguish between different ionization fractions. Also, it must be possible to distinguish between different ionization fractions. Also, it must be possible to distinguish between different ionization fractions.

- The $D_q$ for $q \geq -1$ is sensitive to the globally mass averaged $\bar{x}_{HI}$, while its sensitivity to the minimum mass $M_{\text{min}}$ (in the range $\sim 10^9 - 10^{10} h^{-1} M_\odot$) of ionizing haloes is relatively small. This indicates that the generalized correlation dimension can be used for constraining the global neutral fraction using upcoming observations.

- The form of the fractal dimension $D_q$ is, in principle, quite sensitive to the nature of reionization, e.g., whether the process is inside-out or outside-in. The presence of dense regions that are sinks of ionizing radiation, which are not included in the analysis here, can affect the value of $D_q$.

The study presented in this work needs to be henceforth expanded in order to apply to the observed HI maps. In particular, one needs to calculate how the generalized dimension $D_q$ responds to the noise in the observations. Such calculations would help us infer the amount of observation time in different telescopes that would be required to distinguish between different ionization fractions. Also, it must be noted that the interferometric observations cannot measure the mean value of the field, thus one would have to work with a mean subtracted field $\bar{x} - \bar{x}_{HI}^M$. This would lead to mixing of the different moments in the data, however, the qualitative features presented in the work should still hold. We shall explore such related issues in a future work.
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