Predicting electronic structures at any length scale with machine learning
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ABSTRACT

The properties of electrons in matter are of fundamental importance. They give rise to virtually all material properties and determine the physics at play in objects ranging from semiconductor devices to the interior of giant gas planets. Modeling and simulation of such diverse applications rely primarily on density functional theory (DFT), which has become the principal method for predicting the electronic structure of matter. While DFT calculations have proven to be very useful, their computational scaling limits them to small systems. We have developed a machine learning framework for predicting the electronic structure on any length scale. It shows up to three orders of magnitude speedup on systems where DFT is tractable and, more importantly, enables predictions on scales where DFT calculations are infeasible. Our work demonstrates how machine learning circumvents a long-standing computational bottleneck and advances materials science to frontiers intractable with any current solutions.

INTRODUCTION

Electrons are elementary particles of fundamental importance. Their quantum mechanical interactions with each other and with atomic nuclei give rise to the plethora of phenomena we observe in chemistry and materials science. Knowing the probability distribution of electrons in molecules and materials — their electronic structure — provides insights into the reactivity of molecules, the structure and the energy transport inside planets, and how materials break. Hence, both an understanding and the ability to manipulate the electronic structure in a material propels novel technologies impacting both industry and society. In light of the global challenges related to climate change, green energy, and energy efficiency, the most notable applications that require an explicit insight into the electronic structure of matter include the search for better batteries [1, 2] and the identification of more efficient catalysts [3, 4]. The electronic structure is furthermore of great interest to fundamental physics as it determines the Hamiltonian of an interacting many-body quantum system [5] and is observable using experimental techniques [6].

The quest for predicting the electronic structure of matter dates back to Thomas [7], Fermi [8], and Dirac [9], who formulated the very first theory in terms of electron density distributions. While computationally cheap, their theory was not useful for chemistry or materials science due to its lack of accuracy, as pointed out by Teller [10]. Subsequently, based on a mathematical existence proof [3], the seminal work of Kohn and Sham [11] provided a smart reformulation of the electronic structure problem in terms of modern density functional theory (DFT) that has led to a paradigm shift. Due to the balance of accuracy and computational cost it offers, DFT has revolutionized chemistry — with the Nobel Prize in 1998 to Kohn [12] and Pople [13] marking its breakthrough. It is the reason DFT remains by far the most widely used method for computing the electronic structure of matter. With the advent of exascale high-performance computing systems, DFT continues reshaping computational materials science at an even bigger scale [14, 15]. However, even with an exascale system, the scale one could achieve with DFT is limited due its cubic scaling on system size. We address this limitation and demonstrate that an approach based on machine learning can predict electronic structures at any length scale for the first time.

In principle, DFT is an exact method, even though in practice the exchange-correlation functional needs to be approximated [16]. Sufficiently accurate approximations do exist for useful applications, and the search for ever more accurate functionals that extend the scope of DFT is an active area of research [17] where methods of artificial intelligence and machine learning (ML) have led to great advances in accuracy [18, 19] without addressing the scaling limitation.

Despite these initial successes, DFT calculations are hampered inherently due to their computational cost. The standard algorithm scales as the cube of system size, limiting routine calculations to problems comprised of only a few hundred atoms. This is a fundamental limitation that has impeded large-scale computational stud-
ies in chemistry and materials science so far. Lifting the curse of cubic scaling has been a long-standing challenge. Prior works have attempted to overcome this challenge in terms of either an orbital-free formulation of DFT \cite{20} or algorithmic development known as linear-scaling DFT \cite{21,22}. Neither of these paths has led to a general solution to this problem. More recently, other works have explored leveraging ML techniques to circumvent the inherent bottleneck of the DFT algorithm. These have used kernel-ridge regression \cite{23} or neural networks \cite{24,25}, but remained on the conceptual level and are applicable to only model systems, small molecules, and low-dimensional solids.

Despite all these efforts, computing the electronic structure of matter at large scales while maintaining first-principles accuracy has remained an elusive goal so far. We provide a solution to this long-standing challenge in the form of a linear-scaling ML surrogate for DFT. Our algorithm enables accurate predictions of the electronic structure of materials at any length scale.

RESULTS

Ultra-large scale electronic structure predictions with neural networks

In this work, we circumvent the computational bottleneck of DFT calculations by utilizing neural networks in local atomic environments to predict the local electronic structure. Thereby, we achieve the ability to compute the electronic structure of matter at any length scale with minimal computational effort and at the first-principles accuracy of DFT.

To this end, we train a feed-forward neural network $M$ that performs a simple mapping

$$
\tilde{d}(\epsilon, r) = M(B(J, r)),
$$

(1)

where the bispectrum coefficients $B$ of order $J$ serve as descriptors that encode the positions of atoms relative to every point in real space $r$, while $d$ approximates the local density of states (LDOS) $d$ at energy $\epsilon$. The LDOS encodes the local electronic structure at each point in real space and energy. More specifically, the LDOS can be used to calculate the electronic density $n$ and density of states $D$, two important quantities which enable access to a range of observables such as the total free energy $A$ itself \cite{26}, i.e.,

$$
A[n, D] = A[n[d], D[d]] = A[d].
$$

(2)

The key point is that the neural network is trained locally on a given point in real space and therefore has no awareness of the system size. Our underlying working assumption relies on the nearsightedness of the electronic structure \cite{27}. It sets a characteristic length scale beyond which effects on the electronic structure decay rapidly with distance. Since the mapping defined in Eq. (1) is purely local, i.e., performed individually for each point in real space, the resulting workflow is scalable across the real-space grid, highly parallel, and transferable to different system sizes. Non-locality is factored into the model via the bispectrum descriptors, which are calculated by including information from adjacent points in space up to a specified cutoff radius consistent with the aforementioned length scale.

The individual steps of our computational workflow are visualized in Fig. 1. They include combining the calculation of bispectrum descriptors to encode the atomic density, training and evaluation of neural networks to predict the LDOS, and finally, the post-processing of the LDOS to physical observables. The entire workflow is implemented end-to-end as a software package called Materials Learning Algorithms (MALA) \cite{28}, where we employ interfaces to popular open-source software packages, namely LAMMPS \cite{29} (descriptor calculation), PyTorch \cite{30} (neural network training and inference), and Quantum ESPRESSO \cite{31} (post-processing of the electronic structure data to observables).

We illustrate our workflow by computing the electronic structure of sample material that contains more than 100,000 atoms. The employed ML model is a feed-forward neural network that is trained on simulation cells containing 256 Beryllium atoms. In Fig. 2, we showcase how our framework predicts multiple observables at previously unattainable scales. Here, we show an atomic snapshot containing 131,072 Beryllium atoms at room temperature into which a stacking fault has been introduced, i.e., three atomic layers have been shifted laterally, changing the local crystal structure from hcp to fcc. Our ML model is then used to predict both the electronic densities and energies of this simulation cell with and without the stacking fault. As expected, our ML predictions reflect the changes in the electronic density due to the changes in the atomic geometry. The energetic differences associated with such a stacking fault are expected to follow a behavior $\sim N^{-\frac{1}{3}}$, where $N$ is the number of atoms. By calculating the energy of progressively larger systems with and without a stacking fault, we find that this expected behavior is indeed obeyed quite closely by our model (Fig. 2b).

Our findings open up the possibility to train models for specific applications on scales previously unattainable with traditional simulation methods. Our ML predictions on the 131,072 atom system take 48 minutes on 150 standard CPUs; the resulting computational cost of roughly 121 CPU hours (CPUh) is comparable to a conventional DFT calculation for a few hundred atoms. The computational cost of our ML workflow is orders of magnitude below currently existing linear-scaling DFT codes, i.e., codes scaling with $\sim N^2$, which employ approximations in terms of the density matrix. Their computational cost lies two orders of magnitude above our approach. Standard DFT codes scale even more unfavorably as $\sim N^3$, which renders simulations like the
FIG. 1. Overview of the MALA framework. ML models created via this workflow can be trained on data from popular first-principles simulation codes such as Quantum ESPRESSO [31]. The pictograms below the individual workflow steps show, from left to right, the calculation of local descriptors at an arbitrary grid point (green) based on information at adjunct grid points (grey) within a certain cutoff radius (orange), with an atom shown in red; a neural network; the electronic structure, exemplified here as a contour plot of the electronic density for a cell containing Aluminum atoms (red).

one presented here completely infeasible.

Common research directions for utilizing ML in the realm of electronic structure theory either focus on predicting energies and forces of extended systems (ML interatomic potentials [33]) or directly predicting observables of interest such as polarizabilities [34]. MALA models are not limited to singular observables and even give insight into the electronic structure itself, from which a range of relevant observables including the total free energy, the density of states, the electronic density, and atomic forces follow.

The utility of our ML framework for chemistry and materials science relies on two key aspects. It needs to scale well with system size up to the 100,000 atom scale and beyond. Furthermore, it also needs to maintain accuracy as we run inferences on increasingly large systems. Both issues are addressed in the following.

Computational scaling

The computational cost of conventional DFT calculations scales as $N^3$. Improved algorithms can enable an effective $N^2$ scaling in certain cases over certain size ranges [37]. In either case, one is faced with an increasingly insurmountable computational cost for systems involving more than a few thousand atoms. As illustrated in Fig. 3a, conventional DFT calculations (here using the Quantum ESPRESSO [31] software package) are subject to this scaling behavior. Contrarily, the computational cost of using MALA models for size extrapolation (as shown in Fig. 3b) grows linearly with the number of atoms and has a significantly smaller computational overhead. We observe speed-ups of up to three orders of magnitude for atom counts up to which DFT calculations are computationally tractable.

MALA model inference consists of three steps. First, the descriptor vectors are calculated on a real-space grid, then the LDOS is computed using a pre-trained neural network for given input descriptors, and finally, the LDOS is post-processed to compute electronic densities, total energies, and other observables. The first two parts of this workflow trivially scale with $N$, since they strictly perform operations per grid point, and the real space simulation grid grows linearly with $N$.

Obtaining linear scaling for the last part of the workflow, which includes processing the electronic density to the total free energy, is less trivial since it requires both the evaluation of the ion-ion energy as well as the exchange-correlation energy, which for the pseudopotentials we employ includes the calculation of non-linear core corrections. While both of these terms can be shown to scale linearly with system size in principle, in practice this requires the addition of a few custom routines, as is further outlined in the methods section.
FIG. 2. Illustrating size transferability of our ML model. a: Beryllium simulation cell of 131,072 atoms with a stacking fault, generated by shifting three layers along the y-axis creating a local fcc geometry, as opposed to the hcp crystal structure of Beryllium. The colors in the upper half correspond to the centrosymmetry parameter calculated by OVITO [35], where blue corresponds to fcc and red-to-light-green to hcp local geometries. The lower half of the image, generated with VMD [36], shows the difference in the electronic density for 131,072 Beryllium atoms with and without a stacking fault. b: Energy differences due to introducing a stacking fault into Beryllium cells of differing sizes.

FIG. 3. Scaling behavior of MALA. a: Comparison of the scaling behavior of conventional DFT (QuantumESPRESSO) and the MALA framework with the number of atoms. Please note that for the sake of consistency, slightly different computational parameters have been used for the DFT calculations here compared to the DFT reference calculations in Fig. 4. b: General workflow of size transferability in MALA.

Accuracy and transferability to large scales

Benchmarks at DFT scales (≈ 10^5 atoms)

We tackle the first part of this problem by investigating a system of Beryllium atoms at room temperature and ambient mass density (1.896 g/cc). Neural networks are trained on LDOS data generated for 256 atoms. After training, inference was performed for an increasing number of atoms, namely 256, 512, 1,024, and 2,048 atoms.

The total free energy and the electronic density were used to assess the accuracy of MALA predictions for a total of 10 atomic configurations per system size. In Fig. 4, we report the absolute error of the energy and the mean absolute percentage error (MAPE) of the density across system sizes. It is evident that the errors stay roughly constant across system size and are well within both chemical accuracy (below 43 meV/atom). Furthermore, the error of the energy is within the 10 meV/atom
threshold which is considered the gold standard for ML interatomic potentials. Likewise, the error in the electronic density is remarkably low, lying well under 1%.

The accuracy of absolute total free energy predictions does not suffice to assess model performance, since one is usually interested in energy differences. Therefore, we relate the predicted total free energy to the DFT reference data set in Fig. 4. The data points are drawn across all system sizes but are given relative to the respective means per system size for the sake of readability. Ideally, the resulting distribution would lie along a straight line. In practice, both a certain spread around this line (unsystematic errors) and a tilt of the line (systematic errors) can be expected. We quantify our results by comparing MALA (red circles) with an embedded-atom-method (EAM) interatomic potential (blue squares) which is commonly used in molecular dynamics simulations. It can clearly be seen that MALA outperforms the EAM model in both unsystematic as well as systematic errors, and, therefore, delivers physically correct energies beyond the system sizes it was trained on.

**Accuracy at ultra-large scales (≈ 10^5 atoms)**

Finally, we tackle the second step of providing evidence that MALA predictions on the ultra-large scale are expected to be as accurate as conventional DFT calculations. This analysis is grounded in the local nature of our workflow. Given that the local environments are similar to those observed in training, predictions for arbitrarily large cells boil down to interpolation, a task at which neural networks excel. Accordingly, our ML model performs a perceived size extrapolation by actually performing local interpolations.

To verify the similarity of the atomic configurations in the training set with those used for inference at ultra-large scales, we employ the radial distribution function. It is a useful quantity that distinguishes between different phases of a material, by giving insight into how likely it is to find an atom at a given distance from a reference point. Since the input to our workflow, $B$, is calculated based on atomic densities drawn from a certain cutoff radius, a matching radial distribution function up to this point indicates that the individual input vectors $B$ should on average be similar between simulation cells. This comparison is shown in Fig. 5 where the radial distribution functions $g(r)$ of the training (256 atoms, green), inference test (2,048 atoms, blue), and ultra-large prediction (131,072 atoms, red and orange) data sets are illustrated. Fig. 5a illustrates the absolute values, whereas Fig. 5b shows the difference of the radial distribution function to the training data set. It should be noted that for the sake of comparability, the radial distribution functions for 256 atoms and 2,048 were averaged over 30 atomic configurations and 10 atomic configurations, respectively. Furthermore, we do not show the full radial distribution function for radii below 1.5 Å, since it is zero irrespective of the number of atoms, due to the average interatomic distance for this system. Note also that we have shifted these curves along the y-axis by a constant value of 0.2 from each other to better illustrate how similar they are.

In Fig. 5 slight deviations between the radial distribution functions of different system sizes can be seen, most notably for the cells containing a stacking fault. Overall, these deviations are small in magnitude, especially for the unperturbed cells, and generally, all radial distribution functions agree very well up to the cutoff radius (dotted black) from which information is incorporated into the bispectrum descriptors.

This analysis hence provides evidence that training, inference test, and the ultra-large simulation cells possess, on average, the same local environments. It indicates that our MALA predictions of the electronic structure and energy are based on interpolations on observed data. Therefore our models can be expected to be accurate at ultra-large scales far exceeding those for which reference data exists. By comparing the radial distribution functions for 2,048 and 131,072 atoms, we can deduce that errors similar to those reported in Fig. 4 can be assumed for these ultra-large scales.

**DISCUSSION**

We have introduced an ML model that avoids the computational bottleneck of DFT calculations. It scales linearly with system size as opposed to conventional DFT that follows a cubic scaling. Our ML model enables efficient electronic structure predictions at scales far beyond what is tractable with conventional DFT, in fact at any length scale. In contrast to existing ML approaches, our workflow provides direct access to the electronic structure and is not limited to specific observables. Any physical quantity that can be expressed as a functional of the electronic density, the fundamental quantity in DFT, can be predicted using the ML models trained with the workflow presented here.

At system sizes where DFT benchmarks are still available, we demonstrate that our ML model is capable of reproducing energies and electronic densities of extended systems at virtually no loss in accuracy while outperforming other ML models that are based solely on energy. Furthermore, we demonstrate that our ML workflow enables predicting the electronic structure for systems with more than 100,000 atoms at a very low computational cost. We underpin its accuracy at these ultra-large scales by analyzing the radial distribution function and find that our ML models can be expected to deliver accurate results even at such length scales.

We expect our ML model to set new standards in a number of ways. Using our ML model either directly or in conjunction with other ML workflows, such as ML interatomic potentials for pre-sampling of atomic configurations, will enable first-principles modeling of materials without finite-size errors. Combined with Monte-Carlo
FIG. 4. Accuracy of MALA. **a**: Prediction errors when using MALA to calculate total free energies and electronic densities compared to DFT data. **b**: Correlation between DFT and predicted total energies for MALA and an EAM type interatomic potential (IAP) for Beryllium (across all system sizes).

FIG. 5. Analysis of size transferability. **a**: Radial distribution functions for Beryllium simulation cells of differing sizes, within the radius in which information is incorporated into bispectrum descriptors. For technical details on the radial distribution function, see the methods section. Note that the curves of the inference test (blue) and prediction (red, orange) data sets have been shifted along the y-axis by a constant value of 0.2 to better illustrate how similar they are. **b**: Absolute difference $\Delta g(r)$ of the radial distribution functions with respect to the training data set.

Sampling and atomic forces from automatic differentiation, our ML model can replace ML interatomic potentials and yield thermodynamic observables at much higher accuracy. Another application our ML model enables is the prediction of electronic densities in semiconductor devices, for which an accurate modeling capability at the device scale has been notoriously lacking. Finally, we also expect our ML model to pave the way to predicting electronic phase transitions on a quantitative level as it resolves changes in the electronic structure at hitherto unattainable length scales.
METHODS

Density Functional Theory

Density functional theory (DFT) is the most widely used method for computing (thermodynamic) materials properties in chemistry and materials science because it strikes a balance between computational cost and accuracy. Within DFT, one commonly seeks to describe a coupled system of $N$ ions of charge $Z_a$ at collective positions $\mathbf{R} = (\mathbf{R}_1, \mathbf{R}_2, ..., \mathbf{R}_N)$ and $L$ electrons at collective positions $\mathbf{r} = (\mathbf{r}_1, \mathbf{r}_2, ..., \mathbf{r}_L)$ on a quantum statistical mechanical level \cite{remark}. Within the commonly assumed Born-Oppenheimer approximation \cite{remark}, the Hamiltonian

$$\hat{H} = \hat{T} + \hat{V}^{ee} + \hat{V}^{ei},$$  \hspace{1cm} (3)$$

represents a system of interacting electrons in the external field of the ions that are simplified to classical point particles. Here, $\hat{T} = \sum_{j=1}^{L} -\nabla_j^2/2$ denotes the kinetic energy operator of the electrons, $\hat{V}^{ee} = \sum_{j \neq j'} \frac{1}{|\mathbf{r}_j - \mathbf{r}_{j'}|}$ the electron-electron interaction, and $\hat{V}^{ei} = -\sum_j \sum_{a} \frac{Z_a}{|\mathbf{r}_j - \mathbf{R}_a|}$ the external potential, i.e., the electron-ion interaction. The Born-Oppenheimer Hamiltonian separates the electronic and ionic problems into a quantum mechanical and classical mechanical problem. Such an assumption is feasible since ionic masses far exceed the electronic mass, leading to vastly different time scales for movement and equilibration.

At finite temperatures $\tau > 0$, the theoretical description is extended to the grand canonical operator \cite{remark}

$$\hat{\Omega} = \hat{H} - \tau \hat{S} - \mu \hat{N},$$  \hspace{1cm} (4)$$

where $\hat{S} = -k_B \ln \hat{\Gamma}$ denotes the entropy operator, $\hat{N}$ the particle-number operator, and $\mu$ the chemical potential. Here, we introduced the statistical density operator $\hat{\Gamma} = \sum_{L,m} \omega_{L,m} \langle \Psi_{L,m} | \hat{\Psi}_{L,m} \rangle$ with the $L$-electron eigenstates $\Psi_{L,m}$ of the Hamiltonian $\hat{H}$ and $\omega_{L,m}$ as the normalized statistical weights that obey $\sum_{L,m} \omega_{L,m} = 1$. Any observable $\hat{A}$ is then computed as an average

$$A[\hat{\Gamma}] = \text{Tr} \{ \hat{\Gamma} \hat{A} \} = \sum_{L,m} \omega_{L,m} \langle \Psi_{L,m} | \hat{A} | \Psi_{L,m} \rangle .$$  \hspace{1cm} (5)$$

Most importantly, finding the grand potential

$$\Omega[\hat{\Gamma}] = \text{Tr} \{ \hat{\Gamma} \hat{\Omega} \} ,$$  \hspace{1cm} (6)$$

amounts to finding a $\hat{\Omega}$ that minimizes this expression. The exact solution to this problem evades numerical treatment even with modern hardware and software due to the electron-electron interaction in the Born-Oppenheimer Hamiltonian of Eq. (5). It dictates an exponential growth of complexity with the number of electrons $L$, i.e., $e^L$. Based on the theorems of Hohenberg and Kohn \cite{remark} and of Mermin \cite{remark}, DFT makes solving this problem computationally tractable by employing the electronic density $n$ as the central quantity. The formal scaling reduces to $L^3$ due to the Kohn-Sham approach \cite{remark}. Within DFT, all quantities of interest are formally defined as functionals of the electronic density via a one-to-one correspondence with the external (here, electron-ion) potential. In conjunction with the Kohn-Sham scheme, which introduces an auxiliary system of non-interacting fermions restricted to reproduce the density of the interacting system practical calculations become feasible. Rather than evaluating Eq. (6) using many-body wave functions $\Psi_L$, the grand potential is evaluated as a functional of density $n$ as

$$\Omega[n] = T[n] - k_B \tau S[n] + E_n[n] + E_{xc}[n] + E^{\text{ee}}[n] - n \mu ,$$  \hspace{1cm} (7)$$

with the kinetic energy of the Kohn-Sham system $T_n$, the entropy of the Kohn-Sham system $S_n$, the classical electrostatic interaction energy $E_n$ (Hartree energy), the electrostatic interaction energy of the electronic density with the ions $V^{ei}$, and the exchange-correlation (free) energy $E_{xc}$. The Kohn-Sham system serves as an auxiliary system that is used to calculate the kinetic energy and entropy terms in Eq. (7). The Kohn-Sham equations are defined as a system of one-electron Schrödinger-like equations

$$-\frac{1}{2} \nabla^2 + v_\text{xc}(\mathbf{r}) \phi_j(\mathbf{r}) = \epsilon_j \phi_j(\mathbf{r}) ,$$  \hspace{1cm} (8)$$

with an effective potential, the Kohn-Sham potential $v_\text{xc}(\mathbf{r})$, that yields the electronic density of the interacting system via

$$n(\mathbf{r}) = \sum_j f(\epsilon_j) \left| \phi_j(\mathbf{r}) \right|^2 ,$$  \hspace{1cm} (9)$$

where $\phi_j$ denotes the Kohn-Sham orbitals, $\epsilon_j$ the Kohn-Sham eigenvalues, and $f(\epsilon_j)$ the Fermi-Dirac distribution at temperature $\tau$. The Kohn-Sham potential is a single-particle potential defined as $v_\text{xc}(\mathbf{r}) = v^{\text{ee}}(\mathbf{r}) + v^{\text{ei}}(\mathbf{r}) + v_{xc}(\mathbf{r})$, where $v^{\text{ei}}(\mathbf{r}) = -\sum_a Z_a |\mathbf{r} - \mathbf{R}_a|$ the electron-ion interaction potential, $v^{\text{ee}}(\mathbf{r}) = \delta E_n[n]/\delta n(\mathbf{r})$ the Hartree potential, and $v_{xc}(n)(\mathbf{r}) = \delta E_{xc}[n]/\delta n(\mathbf{r})$ the exchange-correlation potential. Note that within the Kohn-Sham framework at finite temperatures, several quantities including $v_\text{xc}(\mathbf{r})$, $\epsilon_j$, $\phi_j$, $n$, $T_n$, $S_n$, and $E_{xc}$ are technically temperature dependent; we omit to label this temperature dependency explicitly in the following for the sake of brevity. The Kohn-Sham formalism of DFT is formally exact if the correct form of the exchange-correlation functional $E_{xc}[n]$ was known. In practice, approximations of the exchange-correlation functional are employed. There exists a plethora of useful functionals both for the ground state (such as the LDA \cite{remark,remark}, PBE \cite{remark,remark}, and SCAN \cite{remark,remark} functionals) and at finite temperature \cite{remark,remark}. 


Such functionals draw on different ingredients for approximating the exchange-correlation energy. Some rely only on the electronic density (e.g., LDA), while others incorporate density gradients (e.g., PBE) or even the kinetic energy density (e.g., SCAN). Consequently, functionals differ in their provided accuracy and application domain like molecules or solids.

The calculation of dynamical properties is enabled in this framework via the estimation of the atomic forces, which are then used to time-propagate the ions in a process called DFT molecular dynamics (DFT-MD). The forces are evaluated via the total free energy as 

\[ -\partial A[n](\mathbf{R})/\partial \mathbf{R}, \]

where the total free energy \( A_{\text{total}} \) is obtained from Eq. (7) as 

\[ A_{\text{total}}[n](\mathbf{R}) = \Omega[n] + \mu L. \]

While this framework can be employed to calculate a number of (thermodynamic) materials properties [52], the treatment of systems of more than roughly a thousand atoms becomes computationally intractable due to the \( L^2 \) to \( L^3 \) scaling typically observed when running DFT calculations for systems in this size range. Therefore, current research efforts are increasingly focused on the combination of machine learning (ML) and DFT methods [53].

**DFT surrogate models**

Machine learning (ML) comprises a number of powerful algorithms, that are capable of learning, i.e., improving through data provided to them. Within DFT and computational materials science in general, ML is often applied in one of two settings, as shown in Ref. [53]. Firstly, ML algorithms learn to predict specific properties of interest (e.g., structural or electronic properties) and thus bypass the need to perform first-principles simulations for investigations across vast chemical parameter spaces. Secondly, ML algorithms may provide direct access to atomic forces and energies, and thus accelerate dynamical first-principles simulations drastically, resulting in ML interatomic potentials (ML-IAPs) for MD simulations.

We have recently introduced an ML framework that does not fall in either category, as it comprises a DFT surrogate model that replaces DFT for predicting a range of useful properties [26]. Our framework directly predicts the electronic structure of materials and is therefore not restricted to singular observables. Within this framework, the central variable is the local density of states (LDOS) defined by

\[ d(\epsilon, \mathbf{r}) = \sum_j \left| \phi_j(\mathbf{r}) \right|^2 \delta(\epsilon - \epsilon_j). \]

The merit of using the LDOS as a central variable is that it determines both the electronic density as

\[ n(\mathbf{r}) = \sum_j f^*(\epsilon_j) \left| \phi_j(\mathbf{r}) \right|^2 = \int d\epsilon f^*(\epsilon) d(\epsilon, \mathbf{r}). \]

and the density of states (DOS) as

\[ D(\epsilon) = \sum_j \delta(\epsilon - \epsilon_j) = \int d\epsilon d(\epsilon, \mathbf{r}). \]

As opposed to related work [54], we use these two quantities to calculate the total free energy drawing on a reformulation of Eq. (7), which expresses all energy terms dependent on the KS wave functions and eigenvalues in terms of the DOS. More precisely, by employing the band energy

\[ E_b = \int d\epsilon f^*(\epsilon) D(\epsilon), \]

and reformulating the electronic entropy in terms of the DOS, i.e.,

\[ S_\mathrm{el} = -\sum_j \left[ f_j^*(\epsilon_j) \ln f_j^*(\epsilon_j) + (1 - f_j^*(\epsilon_j)) \ln (1 - f_j^*(\epsilon_j)) \right] \]

\[ = -\int d\epsilon \left( f^*(\epsilon) \ln [f^*(\epsilon)] + [1 - f^*(\epsilon)] \ln [1 - f^*(\epsilon)] \right) D(\epsilon), \]

the total free energy \( A_{\text{total}}^{BO} \) can be expressed as

\[ A_{\text{total}}^{BO}[d] = E_b[D[d]] - \tau S_\mathrm{el}[D[d]] - E_{\text{nLL}}[n[d](\mathbf{r})] + E_{\text{xc}}[n[d](\mathbf{r})] - \int d\mathbf{r} v_{\text{xc}}(\mathbf{r}) n[d](\mathbf{r}), \]

where \( D \) and \( n \) are functionals of the LDOS and \( v_{\text{xc}}(\mathbf{r}) = \delta E_{\text{xc}}[n[d](\mathbf{r})] / \delta n[d](\mathbf{r}). \)

In our framework, the LDOS is learned locally. For each point in real space, the respective LDOS (a vector in the energy domain) is predicted separately from adjacent points. Non-locality enters this prediction through the descriptors that serve as input to the ML algorithm. Here, we chose bispectrum descriptors [55] denoted as \( B \). In contrast to their usual application as a basis for interatomic potentials, these descriptors are employed to encode local information on atomic neighborhoods at each point in space. This is done by evaluating the total density of neighbor atoms via a sum of delta functions

\[ \rho(\mathbf{r}) = \delta(0) + \sum_{\mathbf{r}_k < R_{\text{cut}}} f_c(\mathbf{r}_k, R_{\text{cut}}^\nu) w_{\nu_k} \delta(\mathbf{r}_k). \]

In Eq. (16), the sum is performed over all \( k \) atoms within a cutoff distance \( R_{\text{cut}}^\nu \) using a switching function \( f_c \) that ensures smoothness of atomic contributions at the edges of the sphere with radius \( R_{\text{cut}}^\nu \). These atoms are located at position \( \mathbf{r}_k \) relative to the grid point \( \mathbf{r} \), while the chemical species \( \nu_k \) enters the equation via the dimensionless weights \( w_{\nu_k} \). The thusly defined density is then expanded into a basis of 4D hyperspherical harmonic functions,
eventually yielding the descriptors $B(J, r)$ with a feature dimension $J$ (see Ref. [20, 55]). Constructing descriptors in such a way introduces two hyperparameters, $R_{\text{cut}}$, which determines the radius from which information is incorporated into the descriptors and $J_{\max}$, which determines the number of hyperspherical harmonics used for the expansion, i.e., the dimensionality of the descriptor vectors. As we have shown recently in Ref. [55], they can be chosen accurately without the need for ML model training and inference based on similarity measures that agree with physical intuition.

A mapping from $B(J, r)$ to $d(\epsilon, r)$ is now performed via a neural network (NN), $M$, i.e.,

$$d(\epsilon, r) = M(B(J, r)),$$  \hspace{1cm} (17)

where $d$ is the approximate LDOS. After performing such a network pass for each point in space, the resulting approximate LDOS can be post-processed into the observables mentioned above.

We employ NNs, because they are, in principle, capable of approximating any given function [57]. In the present case, we employ feed-forward NNs [55] which consist of a sequence of layers containing individual artificial neurons [59] that are fully connected to each neuron in subsequent layers. Each layer is a transformation of the form

$$x^{\ell+1} = \varphi(W^{\ell}x^\ell + b^\ell),$$  \hspace{1cm} (18)

that maps $x$ from layer $\ell$ to $\ell+1$ by addition of a bias vector $b$, matrix multiplication with a weight matrix $W$, and an activation function $\varphi$. For the DFT surrogate models discussed here, the input to the first transformation $x^0$ is $B(J, r)$ for a specific point in space $r$; the output of the last layer $x^{\ell}$ is $d(\epsilon, r)$ for the same $r$. The number of layers $L$ and activation function $\varphi$ have to be determined through prior hyperparameter optimization, among other hyperparameters such as the width of the individual layers. In Ref. [55], we show how such a hyperparameter optimization can be drastically improved upon in terms of computational effort, while the hyperparameters employed for this study are detailed in Sec. For each architecture of the NN, the weights and biases have to be optimized using gradient-based updates in a process called training based on a technique called backpropagation [60] which is carried out using gradients averaged over portions of the data (so-called mini-batches); other technical parameters include stopping criteria for the early stopping of the model optimization and the learning rate for the gradient-based updates [61].

Unlike DFT, the great majority of operations in our DFT surrogate model have a computational cost that naturally scales linearly with system size: (1) the descriptors are evaluated independently at each point on the computational grid using algorithms in LAMMPS that take advantage of the local dependence of the descriptors on the atomic positions in order to maintain linear scaling; (2) the NN is evaluated independently at each grid point in order to obtain the LDOS at each point; (3) the DOS is evaluated by a reduction over grid points, the Fermi level is found, and $E_g$ and $S$ are evaluated; (4) the density is calculated independently at each grid point; and (5) three-dimensional Fast Fourier transforms, which are implemented efficiently in Quantum ESPRESSO, are used to evaluate $E_{\text{tot}}$ from the density. The remaining terms are $E_{\text{xc}}$, $v_{\text{xc}}$, and the ion-ion interaction energy. The exchange-correlation terms can almost be evaluated independently at each point (using Fast Fourier transforms to evaluate gradients if necessary), but the pseudopotentials that we use include non-linear core corrections, which require the addition of a “core density” centered on each atom to the density used to calculate $E_{\text{xc}}$ and $v_{\text{xc}}$. Likewise, the ion-ion interaction energy can be evaluated efficiently using Fast Fourier transforms if we can compute the sum of non-overlapping charge distributions containing the appropriate ionic charge centered on each atom. The key to calculating these terms with a computational cost that scales linearly with system size is an efficient algorithm to evaluate the structure factor.

If $F(r)$ is some periodic function represented by its values on the computational grid, its Fast Fourier transform $F(G)$ gives its representation in the basis of plane-waves $\exp(iG \cdot r)$, where the reciprocal lattice vectors $G$ form a reciprocal-space grid with the same dimensions as the computational grid. The structure factor is defined as

$$\tilde{S}(G) = \sum_{\alpha} \exp(iG \cdot R_{\alpha}),$$  \hspace{1cm} (19)

where the summation over atom positions $R_{\alpha}$ runs over all atoms within one copy of the periodically repeated computational cell. The structure factor is very useful because

$$F^S(r) \equiv \sum_{\alpha} F(r - R_{\alpha}),$$  \hspace{1cm} (20)

can be efficiently evaluated as the inverse Fourier transform of $\tilde{S}(G) F(G)$. Thus, the structure factor can be used to evaluate the non-linear core correction density and the ion-ion interaction energy when evaluating the DFT total energy. However, the straightforward evaluation of $\tilde{S}(G)$ on the grid of $G$ vectors scales as the square of the system size. We circumvent this bottleneck by taking advantage of the real-space localization properties of the Gaussian function $G(r)$ in order to efficiently evaluate $G^S(r)$ within the LAMMPS code [29]. Then, within Quantum ESPRESSO, we use a fast Fourier transformation to calculate $G^S(G)$, and the structure factor is obtained as

$$\tilde{S}(G) = \frac{G^S(G)}{G(G)}.$$  \hspace{1cm} (21)

A suitable choice of the Gaussian width for $G(r)$ allows us to minimize aliasing errors due to Fourier components beyond the Nyquist limit of the computational grid, while also maintaining good precision in the above division.
Data analysis

We assess whether our models are employed in an interpolative setting when applied to larger cells. To that end, we analyze the radial distribution function, which is defined as

\[
g(r) = \frac{1}{\rho N V} \sum_{i=1}^{N} \sum_{j=1,j \neq i}^{N} \delta(r - |\mathbf{r}_i - \mathbf{r}_j|) . \tag{22}
\]

It is the average ion density in a shell \([r, r + dr]\) of volume \(V(r)\) around a reference ion at \(r = 0\), relative to an isotropic system of density \(\rho = N/V\). The radial distribution function is often used to identify different phases of a material and, in our case, it can be used to verify that simulation cells with differing numbers of atoms are equivalent in their ion distribution up to a certain cutoff radius. For technical reasons, there exists an upper radius up to which \(g\) is well-defined, which is a result of the minimum image convention \([63]\) and which amounts to half the cell edge length in case of cubic cells. For small cells, the employed cutoff radius lies slightly beyond this radius, but this does not affect model inference, since periodic boundary conditions are applied for the calculation of the bispectrum descriptors.

Computational details

Training Data

Increasingly larger DFT-MD simulations at 298K have been performed to acquire atomic configurations for simulation cells containing 256 to 2,048 Beryllium atoms. DFT-MD calculations up to 512 atoms have been carried out using Quantum ESPRESSO, while simulations for 1,024 and 2,048 atoms have been performed using VASP \([37, 64, 65]\). In either case, DFT-MD simulations have been performed at the Γ-point, using a plane-wave basis set with an energy cutoff of 40 Ry (Quantum ESPRESSO) or 248 eV (VASP), and an ultrasoft pseudopotential \([66]\) (Quantum ESPRESSO) or a PAW pseudopotential \([67, 68]\) (VASP). The resulting trajectories have been analyzed with a method akin to the equilibration algorithm outlined in prior work \([69]\), although here equilibration thresholds have been defined manually. Thereafter, snapshots have been sampled from these trajectories such that the minimal euclidean distance between any two atoms within the last sampled snapshot and potentially next sampled snapshots lies above the empirically determined threshold of 0.125 Å. The resulting data set of Beryllium at room temperature includes ten configurations per system size, except for 256 atoms, where a larger number of configurations is needed to enable the training and verification of models. For all of these configurations, DFT calculations have been carried out with Quantum ESPRESSO, using the aforementioned cutoff and pseudopotential. The Brillouin zone has been sampled by Monkhorst-Pack \([70]\) sampling, with the number of \(k\)-points given in Tab. I.

The employed calculation parameters have been determined via a convergence analysis with a threshold of 1 meV/atom, except for Beryllium systems with 2,048 atoms, where only Γ point calculations have been performed due to computational constraints.

The values in Tab. I refer to those DFT calculations that were performed to gather reference energies and densities. To calculate the LDOS, one has to employ larger \(k\)-grids, as the discretization of \(k\)-space with a finite number of points in \(k\)-space can introduce errors and features into the (L)DOS that are unphysical. As discussed in prior work \([26, 56]\), such features can be removed by employing a larger number of \(k\)-points than for typical DFT simulations. The correct \(k\)-grid has to be determined through a convergence test such that no unphysical oscillations occur in the (L)DOS. By applying an established analysis \([26, 56]\), we have determined \(12 \times 6 \times 6\) as a suitable \(k\)-grid for 256 Beryllium atoms. Again, Monkhorst-Pack sampling has been used.

| Number of atoms | \(k\)-grid |
|-----------------|----------|
| 256             | \(8 \times 4 \times 4\) |
| 512             | \(4 \times 4 \times 2\) |
| 1024            | \(3 \times 3 \times 3\) |
| 2048            | Γ-point  |

Tab. I. Overview over the \(k\)-grids used for the various DFT calculations.

In order to assess the scaling of DFT for Fig. 3b, of the main manuscript, we kept a constant \(k\)-grid were possible, in comparison to the adapted \(k\)-grids used for the reference data calculation used for Fig. 3a. More specifically, in order to reflect realistic simulation settings, we employed a \(3 \times 3 \times 3\) grid, i.e., a \(k\)-grid consistent with 1,024 atoms, the largest number of atoms for which \(k\)-point converged simulations could be performed. The same number of \(k\)-points was used for 128, 256, and 512 atoms. Performing a DFT calculation for 2,048 atoms was impossible due to the large memory demand and the computational resources available. We, therefore, performed a singular 2,048 atoms calculation with a \(4 \times 2 \times 2\) \(k\)-grid, utilizing more \(k\)-points in the \(x\)-direction, since the 2,048 atom cells are extended in that direction compared to the 1,024 atom cells. Overall, this change in \(k\)-grid leads to only a small deviation of the observed \(\sim N^3\) behavior.

Machine Learning Models

For all ML experiments, the architecture and hyperparameters discussed in the original MALA publication \([26]\) have been employed. One training and one validation snapshot have been used in the 256-atom case.
DATA AVAILABILITY

Training data of the Beryllium system is publicly available [71]. Please note that this published data set [71] includes a larger data set of the Beryllium system as it has been used in multiple publications. In this manuscript, only a subset of Beryllium configurations has been used (256 atoms: 0-30; 512 atoms: 5-14; 1024 atoms: 0-9; 2048 atoms: 0-9).

CODE AVAILABILITY

All calculations described within this work have been carried out with the freely available MALA code [28] version 1.1.0. Benchmark models of the Beryllium system are publicly available [71], as are the corresponding input scripts [72].
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