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Abstract: Wireless indoor positioning systems (IPS) are ever-growing as traditional global positioning systems (GPS) are ineffective due to non-line-of-sight (NLoS) signal propagation. In this paper, we present a novel approach to learning three-dimensional (3D) multipath channel characteristics in a probabilistic manner for providing high performance indoor localization of wireless beacons. The proposed system employs a single triad dipole vector sensor (TDVS) for polarization diversity, a deep learning model deemed the denoising autoencoder to extract unique fingerprints from 3D multipath channel information, and a probabilistic k-nearest-neighbor (PkNN) to exploit the 3D multipath characteristics. The proposed system is the first to exploit 3D multipath channel characteristics for indoor wireless beacon localization via vector sensing methodologies, a software defined radio (SDR) platform, and multipath channel estimation.
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1. Introduction

Localization is an essential procedure needed for mobile wireless communications. The deficiency of GPS due to poor signal propagation characteristics in indoor environments leads to the requirement of developing methods for indoor localization. Traditional IPS algorithms for commercial applications leverage off-the-shelf equipment and WiFi access points (APs) as their integration into pre-existing systems is feasible and can grant accurate positioning results. Critical applications, however, such as search and rescue missions or intrusion detection and tracking in secure facilities demand high localization performance, system reliability, and frequency versatility; leading to inabilities in leveraging commercially available equipment while requiring specific system designs on low-cost platforms for potential mass production. At this point, there have been immense developments in the IPS domain that leverage pre-built commercially available infrastructure such as WiFi to perform indoor positioning. There are two commonalities between all of these developments that conform either to received signal strength (RSS) or channel state information (CSI) based localization, both of which employ machine learning and fingerprinting to obtain location estimates, however none of which considers cross-polarized links (i.e., conditions where the transmitter and receiver are not the same polarization).

RSS based localization has been evaluated with conventional machine learning procedures such as k-nearest-neighbor to solve the indoor localization problem with pre-existing WiFi systems and indoor
radio frequency (RF) fingerprinting (i.e., measuring RSS at finite points inside of a room) [1–3]. Other methodologies have looked into the employment of deep learning for obtaining and extracting rich features embedded in measured RSS signatures via deep traditional and denoising autoencoding [4,5]. The procedures developed by DABILin [5] leverage Bluetooth low-energy devices and deep neural networks to learn spatial correlations between training and testing points by training a denoising autoencoder at each individual location and measuring Euclidean distance relative to testing points. DABIL produced localization errors around 1 m with 10 Bluetooth receivers placed in LoS conditions as the transmitter, and receiver polarization is undocumented.

For CSI based localization systems, much emphasis has been placed on the improved localization performance over RSS based approaches as more fine-grained information embedded within CSI tends towards spatial learning via multipath scattering. The predominant system employed for monitoring or sniffing wireless local access networks (WLANs), i.e., WiFi, is the Intel 5300 network interface card (NIC), which computes the CSI from received WLAN packets. The CSI is commonly extracted and analyzed by machine learning algorithms when performing offline (i.e., training) and online (i.e., testing) stages of indoor localization. One approach explored probabilistic location estimation on measured CSI magnitude packets to construct a propagation model [6]. Other approaches utilize the CSI magnitude extracted by the WiFi 5300 NICs and deep learning to perform effective indoor localization deemed DeepPOS, DNNFi, and DeepFi, respectively [7–9]. Building upon the CSI magnitude effectiveness and deep learning, PhaseFi was explored to extract phase information from the Intel 5300 NIC, realizing a minimal modification to the DeepFi learning protocol via change in the input feature vectors while leveraging a linear array of three antennas [10]. Nonetheless, both DeepFi and PhaseFi realized localization errors around 1 m in performance with a restricted Boltzmann machine (RBM), however once again with APs positioned in LoS conditions with non-existent documentation on the polarization state of the transmitters and receivers.

To date, minimal research has been conducted in SDR platforms for indoor localization. In [11], RSS was captured for both GSM and WiFi using USRP E310, and a WiFi Pineapple as a least squares (LS) algorithm was employed for distance estimation realizing localization errors on the order of 5 m. Similarly, a USRP device and LS distance estimation approach was employed in [12] for monitoring the uplink RSS of GSM waveforms using openBTS software for realization of GSM base stations. Another physical estimation of location was employed in [13] via time difference of arrival (TDoA) and four spatially distributed receivers. The results documented localization performance of sub-0.5 m in an undocumented environment. Finally, the most recent research expressed in [14] demonstrated one of the first machine learning based WiFi localizing SDR platforms. The SDR leveraged simultaneous RSS and CSI in a LabVIEW aided system cascaded with a convolutional neural network to achieve approximately 1 m of localization error. The main operation of the system was to mimic a WLAN Intel 5300 NIC, in which extracted features were validated by NIC 5300 measurements at a rate of 500 packets per minute. Nevertheless, the system documents one of the first SDR based WiFi indoor localization methods that employ deep learning for location estimation under predominantly LoS conditions.

This work proposes an SDR based localization procedure that can rapidly extract 3D multipath CSI and perform indoor localization via PkNN and deep learning at rates relative to the link’s time-bandwidth product. In the case of this work, a bandwidth of 5 MHz is used with a BPSK beacon frame of 2 ms realizing 10,000 times improvement in packet realization rates when compared to the approach in [14]. The selected bandwidth and digital modulation are not required as the designed approach implements a matched filter methodology that is agnostic to frequency, bandwidth, and transmitted waveform so long as the SDR can tolerate such characteristics. The work builds upon [15,16], however now in relation to indoor localization of an arbitrary binary phase shift keying (BPSK) beacon waveform and vector sensor receiver. The purpose of the document is to benchmark the state of SDR based localization platforms to convey the importance of obtaining 3D multipath characteristics in order to achieve high localization accuracy in NLoS environmental conditions with
only one receiver position. Since most of the aforementioned localization algorithms are defined in LoS conditions, the proposed system is compared to Horus (i.e., RSS based methods), DABIL (i.e., deep learning based RSS method), and DeepFi (i.e., deep learning based CSI method) under an LoS constraint (i.e., considered to have multiple receiver positions for synchronized beacon reception); whereas, the proposed method is left unconstrained (i.e., only leverages one receiver position). The first statement of purpose evaluates the localization performance of the proposed method of 3D multipath exploitation without deep learning under idealized conditions where interference is not present via simulation. Degradation in the proposed approach is expressed, in which a deep learning approach is developed to combat the presence of interference that can arise in SDR conditions. After discussing and comparing all methodologies via idealized simulation, an Ettus X310 SDR platform is cascaded with a designed vector sensing antenna in the indoor environment for experimental verification of the proposed localization algorithm.

2. 3D Multipath Estimation and Probabilistic Learning

The process of performing indoor localization is two-fold starting with multipath channel estimation based on the knowledge of the transmitted BPSK beacon frame and ending with probabilistic machine learning. The 3D multipath information is unique as the information encompasses spatial correlations related to the physical emitter’s location in the indoor environment. Expanding on this, the development of a triad dipole vector sensor (TDVS) antenna for the purposes of this work is different than that used in common practice, in which the vector sensor is used for simplistic direction of arrival (DoA) estimation [17–19]. The designed TDVS for all intents and purposes was designed within this work to extract polarization based features embedded within electromagnetic diffuse scattering received at the TDVS in complex indoor environments.

2.1. 3D CSI Estimation

The extraction of 3D multipath starts at the antenna stage, in which three orthogonally co-located half-wave dipole antennas are used to acquire all \( x \), \( y \), and \( z \)-dimensional characteristics of the space-time multipath channel defined in [15,20]. More specifically, the transmitted BPSK sequence at 3D location \( l \) in Cartesian coordinates \((x_t, y_t, z_t)\) impinges the TDVS in the form:

\[
r_{\rho}[n] = \frac{1}{2} N_e^{-1} \sum_{\rho=0}^{N_e-1} \sum_{k=0}^{K-1} H_{\rho}[k] \beta[n - k] + w_{\rho}[n],
\]

with \( \rho \) denoting an orthogonal element of the vector sensor, \( K \) describing the cardinality of the space-time channel, \( N_e \) the number of elements of the TDVS (i.e., three), \( \beta \) the complex baseband modulated BPSK sequence, \( w \) denoting complex additive white Gaussian noise, \( H \) describing the complex space-time wireless channel correlated with \( \rho \), and 1/2 used for maintaining symmetrical energy between baseband and bandpass signal representations. Using the received 3D space-time wireless signal, channel estimation is performed in order to estimate the wireless channel. Since the beacon BPSK sequence, \( \beta[n] \), is a known sequence at the receiver, the receiver can leverage such knowledge to estimate the channel impulse response (CIR) of the 3D wireless channel at the receiver. The method employed here builds upon the representation of the received 3D signal described in (1), where the channel estimation procedure results in:

\[
\hat{H}_{\rho}[n] = \mathbb{E} \left[ (\beta - \mu_\beta)(\beta - \mu_\beta)^H \right]^{-1} \sum_{\rho} \sum_{m} r_{\rho}[m] \beta[m + n],
\]

with \( \mathbb{E}[ \cdot ] \) denoting statistical expectation, \( \{ \cdot \}^H \) denoting the Hermitian complex conjugate transpose, \( \mu_\beta \) the statistical mean of the BPSK beacon frame \( \beta \), and \( \mathbb{E}[\beta \beta^H] \) describing the covariance matrix of
the BPSK beacon frame. Depending on the approximated number of multipath taps \((K)\), the estimate of the wireless channel estimate in (2) appears as:

\[
\hat{H}_{\rho} = C^{-1}_{\beta\beta} \gamma_{\rho,\beta},
\]

where \(C\) is the estimated \((K \times K)\) covariance matrix and \(\gamma\) is the measured \((1 \times K)\) cross-correlation vector. Leveraging the CSI information achieved by (4), the resulting feature vectors are created and stored for machine learning based on the magnitude of the estimated CSI coefficients. A feature vector is then constructed based on the magnitude coefficients of the 3D channel in the form:

\[
x = \begin{bmatrix} |H_1^1|, |H_1^2|, |H_1^3|, \ldots, |H_K^3| \end{bmatrix}^T,
\]

where \(| \cdot |\) denotes magnitude and \(\{ \cdot \}^T\) denotes complex conjugate transpose.

### 2.2. Probabilistic Localization Algorithm

Similar to [5], the designed localization algorithm employed on the extracted 3D CSI is based on Bayes’ law and employs a probabilistic \(k\)-nearest-neighbor (P\(k\)NN) algorithm. The algorithm is designed to measure the a posteriori probability of a given reference location \(l\) relative to an input 3D CSI feature vector \(x\), expressed as:

\[
\mathbb{P}(l|x) = \frac{P(l)P(x|l)}{\sum_l P(l)P(x|l)},
\]

where \(P(i)\) is the prior probability. A relaxation is made to (5) by assuming a uniform prior probability \(P(l)\) such that equally likely probabilities are distributed across all reference locations within the training set. The resulting form of (5) then becomes:

\[
\mathbb{P}(l|x) = \frac{P(x|l)}{\sum_l P(x|l)}.
\]

Leveraging (6), a resulting probabilistic \(k\)NN is defined relative to the conditional probability \(P(x|i)\) and an \(L_2\) distance measurement. The definition of the conditional probability in this work is based on an exponential function relative to an \(L_2\) distance measurement between two feature vector points of the form:

\[
\mathbb{P}(x|l) = \exp\left(-\frac{||x - x'||^2}{\alpha\sigma^2}\right),
\]

where \(\alpha\) is a scaling parameter on the variance, \(\sigma^2\), of the \(L_2\) distance (i.e., similarity between \(x\) and \(x'\)), with \(x\) and \(x'\) left undefined for now, however representative of training and testing set information. The definition of the scaling parameter, \(\alpha\), in (7) within this work is empirically defined based on realizable characteristics of the similarity measure between \(x\) and \(x'\) and spatial separation, all of which is defined in forthcoming sections. The resulting localization algorithm then employs a probabilistic estimate of the location of the emitter via the weighted average of \(K\) reference locations:

\[
(\hat{x}, \hat{y}) = \sum_{k=1}^{K} \frac{P(x|l)}{\sum_l P(x|l)} L_k,
\]

where \((\hat{x}, \hat{y})\) denotes the estimated position of the emitter in 2D coordinates, \(L_k\) denotes the \(k\)th 2D reference coordinate, and \(K\) denotes the number of neighbors employed in the positioning algorithm. The proposed probabilistic algorithm in (8) ensures a positioning system that can give a level of certainty to the location estimate. Such a system has advantages over traditional machine learning procedures as the conditional probability allows for probabilistic thresholding to be enforced relative to a probabilistic confidence.
3. Deep Learning and Denoising Autoencoder

As continuous BPSK beacon frames are recorded for indoor localization in both the training and testing stages, there are various sources of error that can arise in the measurement process. Two of the most common types of error in the packet monitoring process for SDR platforms are packet loss (i.e., dropped packets) and spurious interference caused by other emitters in the environment. If the training stage assumes negligence of potential packet loss or interference presence in the testing stage of the localization procedure, then degradation in localization results typically follows suit. It has been proven that deep learning can combat such random processes via unsupervised projections that lead towards a learned representation of the statistical distribution encompassing the input feature vectors to the deep learning process [5,7–10].

In this work, a deep denoising autoencoder is employed in order to minimize the impact of random fluctuations in the packet reception process. By design, the autoencoder projects a given feature vector input to a bottleneck in an encoding procedure. After projecting to the bottleneck, the autoencoder network employs a decoding layer that mirrors the encoding layer. This mirroring procedure leads to a reconstruction of the input based on the weights of the neural network. A loss function is then employed at the output that compares the input features to that of the reconstructed features at the output of the autoencoder. This procedure is iteratively performed via backpropagation until an error criterion is met. The minimization of this error function is equivalent to maximizing the minimum mutual information between the input and the reconstruction [21].

It has been shown that features learned by a traditional autoencoder converge to principal components [22]. The only difficulty with using principal components is that the features learned are linear representations of the input, in which, for the case of packet loss and interference for the SDR platform, such random fluctuations are non-linear. Thus, the proposed method for minimizing the impact of non-linear fluctuations is a deep denoising autoencoder (DAE) that learns the latent (i.e., stochastic) features of the input vector. The biggest difference between the traditional and denoising autoencoder is the loss function. For the case of the denoising autoencoder, the input features are synthetically corrupted in the training stage. The corrupted features are then the input to the denoising autoencoder, in which the neurons of the autoencoder are adaptively updated relative to a reconstructed output that is compared to the ground truth feature vector. This comparison forces the neurons to take on stochastic values that conform to the distribution of the input features [21]. An example architecture of a two-layer denoising autoencoder with a 3D CSI feature vector as input is depicted by Figure 1.

![Figure 1. Denoising autoencoder architecture with corrupted 3D CSI as the feature vector input.](image-url)
Construction of the denoising autoencoder structure is performed by stacking multiple autoencoders sequentially, depicted graphically in Figure 2. The learning process starts with the first hidden layer, where the starting stage is a deterministic mapping (i.e., encoding) of the corrupted CSI features to a hidden representation as:

\[ v_1 = \sigma(\theta_1 \hat{h} + b_1), \]  

where \( \theta_1 \) is a weighting matrix of the first transformation (i.e., hidden layer), \( \hat{h} \) is the corrupted CSI input feature vector, \( \sigma \) is an activation function, and \( b_1 \) is the bias vector of the first hidden layer of the network \[21\]. Corruption is traditionally performed via forcing input features to zero or through the addition of additive white Gaussian noise. The corruption process used in this work is defined in Section 4.3.1. The activation function, \( \sigma \), is defined as a logistic sigmoid function expressed relative to the inputs defined in (9) as:

\[ \sigma(\theta_1 \hat{h} + b_1) = \frac{1}{1 + e^{-(\theta_1 \hat{h} + b_1)}}. \]  

A decoding of the transformation performed in (10) is then enforced to for reconstruction of the input as:

\[ \hat{h} = \sigma(\theta_1^t v_1 + b_1^t). \]  

where \( \theta_1^t \) is the weighting matrix of the mirror hidden layer and \( \hat{h} \) is the reconstructed input feature vector based on the corrupted input. It is apparent that the denoising autoencoder takes the corrupted input and looks to map the input to an uncorrupted version through the transformation procedure. A cost function (i.e., loss function) is then constructed based on the reconstructed version and the training sample vectors as found (9) and (11) for converging the first hidden layer weights of the denoising autoencoder as:

\[ L(h, \hat{h}) = ||h - \hat{h}||^2 \]

\[ = ||h - \sigma(\theta_1^t(\sigma(\theta_1 \hat{h} + b_1)) + b_1^t)||^2. \]  

The autoencoder can be made more sophisticated by specifying subsequent submappings (i.e., transformations) through the addition of more hidden layers via stacking autoencoders. When adding a second layer, the encoder of the second hidden layer appears in the form:

\[ v_2 = \sigma(\theta_2 v_1 + b_2), \]  

where the decoding at the mirror layer of the second encoder in (13) is constructed as:

\[ \hat{v}_1 = \sigma(\theta_2^t v_2 + b_2^t). \]  

The corresponding loss function of the mirror layer decoded by the second hidden layer in (14) is then employed to converge the weights of the second layer of the denoising autoencoder, such that the second layer loss function is defined as:

\[ L(v_1, \hat{v}_1) = ||v_1 - \hat{v}_1||^2 \]

\[ = ||v_1 - \sigma(\theta_2^t(\sigma(\theta_1 \hat{h} + b_1)) + b_2^t)||^2. \]  

This sequential mapping of each layer would then be carried out for every added hidden layer in the stacked denoising autoencoder network as each subsequent reconstruction has an accompanied reconstruction loss function similar to those defined in (12) and (15). Observation of the loss function defined in (12) suggests a simplistic alternative input to the conditional probability \( P(x|l) \) defined in (7). This is the intuition of the reconstruction procedure and loss function of the denoising autoencoder described in this work.
Figure 2. Depiction of the training process for the hidden layers of the denoising autoencoder on the input 3D CSI feature vectors for the first two stages. (a) Hidden Layer #1 (b) Hidden Layer #2.

4. Indoor Localization Model

The comparative process of DeepFi, DABIL, Horus (i.e., RSS based), and the proposed 3D CSI method expressed in this work was conducted in an electromagnetic solver for an idealized analysis. The software package used was Wireless InSite®, a sophisticated electromagnetic ray-tracing tool used for modeling indoor wireless signal propagation. The ray-tracing tool was used to evaluate the performance of commonly referenced localization algorithms in the IPS literature. The simulation model served as the mechanism for comparing all algorithms to the proposed method and looked to demonstrate the importance of polarization effects on IPS algorithms. The main objective of the simulation model, however, was to ensure the parameters demonstrated in the simulated environment had a similar correspondence to the parameters used in the true indoor environment.

4.1. Indoor Model

The synthetic indoor environment created in Wireless InSite® was to match the replica of the experimental indoor environment with the designed SDR platform. The building dimensions used in replicating the experimental environment were 23 m in length, 9 m in width, and 3 m in height. The total number of rooms inside the environment was eight. The materialistic specifications of the simulated indoor environment also followed the experimental environment as the walls were created to have the dielectric properties of brick, the floor modeled as concrete, closed doors modeled with metallic properties, and windows constructed with the dielectric properties of glass. A grid of transmitters was then scattered throughout the designed indoor model at a spacing of 0.5 m. A total of 2013 emitters were placed inside of the environment at a fixed height of 1.25 m, which remained static throughout the entirety of the simulation. The transmitters were then separated into groups of training and testing sets. For the training set, a total of 1461 transmitters were used in the offline training procedure, leaving 552 for the testing stage, approximating a 70/30 training and testing split.

In order to realize all algorithms, the set number of receivers used in the simulation can vary. Thus, in order to stay consistent with the procedures defined in DeepFi, DABIL, and Horus, the number of receivers and conditions of the environment needed to remain relatively consistency. Since the aforementioned algorithms were employed in LoS conditions, the set number of receivers used inside of the environment was equivalent to the total number of rooms (i.e., eight), all of which were mounted to the ceiling at a height of 3 m. This requirement ensured that there was always a receiver gathering LoS signal characteristics at all times regardless of the emitter’s position. In contrast to this notion of always receiving an LoS component, the proposed method did not require LoS signal propagation, and so, the comparisons between the approaches performed in literature were leveraging eight...
receivers, whereas the proposed approach employed only a single vector sensor antenna. Nonetheless, the simulated environment is depicted by Figure 3. The one caveat in the simulation, however, was the selection of optimal location to place the TDVS antenna. Based on the selected room for which the receiver was placed, the localization performance can vary for CSI or RSS based methods due to the geometrical properties of the scattering phenomena along the propagation path [23]. Thus, we looked at the TDVS at all eight locations to demonstrate the fluctuations that could occur as a function of the placement of the TDVS receiver.

In regards to the requested output features for each algorithm, the different types of features were extracted comparable to those employed in DeepFi, DABIL, and Horus. For DeepFi, 25 CSI features were extracted for the single antenna case of the Intel 5300 NIC, whereas 75 were extracted for the proposed approach (i.e., 25 per element of the TDVS). The number of CSI elements to be estimated was computed by the software package such that full representation of the scattering was achieved at all points in relation to the complex impulse response. For DABIL and Horus, raw RSS was extracted.

As far as the transmitter and receiver properties, a carrier frequency of 915 MHz was used such that realization of the model could be achieved in the unlicensed ISM band and for optimal resonance with the designed TDVS. We note that the selected 915 MHz signal was not imperative as any selected carrier would work with the designed localization approach. In the case of the receivers used to model the methods in the literature, a half-wave dipole of vertical polarization was employed; whereas for the proposed approach, a vector sensing omnidirectional antenna was employed. Furthermore, in order to demonstrate the importance of polarization impacts on the IPS algorithms, the transmitter was modeled as a co-polarized emitter with the receiver sets, as well as in the cross-polarized state (i.e., horizontally polarized emission). Regarding the transmit waveform, a BPSK beacon frame was used similar to that used in the experimentation.

Figure 3. Simulated indoor environment used to evaluate IPS algorithms in the literature and compare to the proposed 3D CSI approach.

4.2. Simulation Results

After modeling the simulation for both transmitter polarization states, all pertinent features were extracted and fed to their respective localization algorithms. For the proposed approach of localization, the probabilistic kNN required the selection of the scaling parameter \( \alpha \). With only knowledge of the training samples, an empirical estimate of the optimal scaling parameter was determined by measuring ground truth \( L_2 \) distance between all 3D CSI feature vectors and relating the distance to the physical separation of training emitters. A depiction of the process for selecting the optimal scaling parameter
is given by Figure 4 for a receiver located in Office #2. The results demonstrated the deviation that occurred as the $L_2$ distance increased with RSS features relative to increased spatial separation between all existing emitter points in the training set. This empirically measured phenomena was similar to what was realized by [5] for RSS, where the $L_2$ distances increased as a function of physical separations between training locations. Nonetheless, observation of the physical distance versus $L_2$ distance revealed information about the optimum selection of $\alpha$. An empirical solution to the $\alpha$ value was found by mapping the same $L_2$ distances to the conditional probability $P(x/l)$. It is apparent by the mapping that the selection of $5 \times 10^{-3}$ for $\alpha$ would give high probability to emitters with $L_2$ less than $5 \times 10^{-3}$ for both horizontal and vertical polarization states of the transmitter, equivalent to the selection of emitters within 1 m of proximity.

![Physical Distance vs. $L_2$ Distance](image1)

![Conditional Probability vs. $L_2$ Distance](image2)

**Figure 4.** Evaluating 3D CSI relationship between spatial separation of training points in the indoor environment and $L_2$ distance of all training points as a function of space and the conditional probability of the P$k$NN. (a) $L_2$ distance between all training points. (b) Conditional probability relationship between scaling parameter $\alpha$ and $L_2$ distance.

Leveraging the optimum scaling parameter, localization can be performed on the testing points in a probabilistic manner. The results were first demonstrated without using the deep learning approach to localizing the emitters with the 3D CSI, in which only $P_k$NN was in effect. The rationale behind not using the denoising autoencoder with the 3D CSI method was to demonstrate that deep learning was not required in order to obtain a high level of precision in localization with the proposed 3D CSI approach as ideal conditions were assumed such that interference or loss of packets was negligible. The results of the localization procedure of the 3D CSI approach with the TDVS for each individual room of the simulated environment are demonstrated by Figure 5 for both vertically and horizontally polarized transmitters as the localization error metric is defined as:

$$p_e(x, y) = \sqrt{(x - \hat{x})^2 + (y - \hat{y})^2},$$

(16)

where $p_e(x, y)$ represents the physical distance error, $\hat{x}$ is the $P_k$NN estimate of the emitter in the $x$-dimension, $x$ denotes the ground truth, $\hat{y}$ is the estimate of the $y$-dimensional coordinate, and again $y$ is the ground truth. The results demonstrate that the optimum placement of the TDVS antenna with the 3D CSI feature approach varied based on the transmitter polarization. For the vertically polarized condition, the best TDVS position was in Office #2, with a representative average localization error based on (16) of 0.53 m. A complete table of the statistics is demonstrated by Table 1.
Figure 5. Localization performance of the proposed 3D CSI method when placing a TDVS receiver in each room of the simulated indoor environment for (a) vertical transmitter polarization and (b) horizontal transmitter polarization.

Table 1. Localization performances of various TDVS antenna placements.

| Room Location | Vertical Polarization | Horizontal Polarization |
|---------------|-----------------------|-------------------------|
|               | $\mu$ (m) | $\sigma$ (m) | $\mu$ (m) | $\sigma$ (m) |
| Corridor      | 1.251 | 2.454 | 0.762 | 1.217 |
| Hallway       | 1.556 | 3.323 | 1.607 | 2.780 |
| Hardware      | 0.693 | 1.462 | 1.687 | 3.283 |
| Office 1      | 0.643 | 1.066 | 0.703 | 1.335 |
| Office 2      | 0.528 | 0.910 | 0.694 | 0.935 |
| Office 3      | 1.242 | 2.908 | 0.683 | 1.315 |
| Office 4      | 0.893 | 1.847 | 0.823 | 1.398 |
| Storage       | 0.600 | 0.921 | 1.943 | 3.319 |

Considering the statistics and results demonstrated by Table 1 and Figure 5, it is evident that polarization had a direct impact on the 3D CSI approach regarding the optimum placement of the TDVS receiver. This was due to the change in the diffuse scattering that occurred when polarization transitions happened at the transmitter. For simplicity, only the results of the TDVS in Office #2 are considered from this point moving forward in order to compare the performance with the other proposed algorithms in the literature. The results for the comparison are depicted by Figure 6. The results demonstrated the robustness of the proposed 3D CSI approach in which the single TDVS receiver was capable of outperforming all other approaches that leveraged all eight receivers simultaneously. Another interesting trend between all approaches was the degradation of all approaches that did not employ polarization diversity. As the transmitter operated in the cross-polarized domain, methods such as DeepFi, DABIL, and Horus degraded severely in the localization performance, whereas the proposed method was fairly stabilized due to the polarization diversity it offered the receiver, which resulted in a maintained magnitude response for the channel estimate. The final statistics comparing the approaches can be found in Table 2.
Figure 6. Localization comparison between the proposed 3D CSI approach with other approaches prescribed in the IPS literature.

Table 2. Localization Performances of Different IPS Algorithms.

| Algorithm   | Vertical Polarization | Horizontal Polarization |
|-------------|-----------------------|-------------------------|
|             | $\mu$ (m) | $\sigma$ (m) | $\mu$ (m) | $\sigma$ (m) |
| 3D CSI      | 0.528     | 0.910       | 0.694     | 0.935       |
| DeepFi      | 0.924     | 0.597       | 1.946     | 1.365       |
| DABIL       | 2.071     | 1.717       | 3.220     | 3.427       |
| Horus       | 2.368     | 1.463       | 4.662     | 2.921       |

4.3. Interference Impacts on 3D CSI and Denoising Autoencoder

The aforementioned results demonstrated the effectiveness of the proposed localization method in comparison with other localization approaches found in the literature. The underlying assumptions of the aforementioned localization results were that the training and testing sets had purely representative features of the CSI or RSS from the locations being tested. An issue with this underlying assumption is that this is almost never the case when attempting to integrate simulation models into experimental infrastructure, as spurious interference is highly likely in unlicensed radio frequency bands. Therefore, an exploration of the impact that interference has on the proposed 3D CSI localization approach was evaluated. Since the TDVS 3D CSI system was intended to be integrated onto an SDR platform, it was evident that there would be dwelling periods in which an interfering source could potentially impinge the TDVS receiver in the same time-frame as packets coming from the true source location. Thus, it is possible that some collects could have higher amounts of interference than other locations, leading to the potential scenario where one might train a machine learning or deep learning model on an interference-free dataset, however attempting to test on received packets that are corrupted with interference containing a certain amount of corruption.

4.3.1. Interference Generation

The creation of the interference needed to maintain some form of realistic representation of a scenario found in practice; thus, it was developed based on the path loss model constructed in [24].
Starting with the path loss endured on the interfering signal when propagating to the TDVS antenna, the received interference power at the TDVS receiver was of the form:

\[ P_{ri} = P_{\text{int}} - \Gamma, \]  

where \( P_{ri} \) is the received interference power in dB, \( P_{\text{int}} \) is the radiated power of the interfering source in dB, and \( \Gamma \) is the propagation loss in dB. The expression of the path loss is represented as:

\[ \Gamma = 10\log_{10}(d) + 20\log_{10}\left(\frac{4\pi}{\lambda}\right), \]  

where \( d \) is the physical distance of the TDVS receiver to the interfering source in meters and \( \lambda \) is the wavelength of the interfering source. After satisfying the path loss model expressed by \((17)\) and \((18)\), the final constraint required to model the interference in a realistic manner was to consider the interference time relative to the true BPSK beacon frame (i.e., up-time of the interfering source). Since modeling the sporadic fluctuations of the random process realized by radio frequency interference was difficult, the simulated model made constraints on the state space of possible interference parameterizations. For the case of training, the simulation model assumed interference was non-existent. This was a practical assumption as interference can be minimized or monitored in the training stage. When exploring the testing stage, it was assumed that the localization model was generated and placed in a state to localize emitters in an online phase. In this case, interference cannot be avoided as easily, and so, we looked to explore the impact that the presence of interference might have on the developed localization model.

Since path loss was accounted for, the final stage was to model how the interference impacted the beacon frame from a time interval standpoint. For the simulation model, the received testing frames to be localized inside of the indoor environment are modeled as:

\[ r_{\beta}[n] = \beta[n] + \gamma[n], \]  

as \( \gamma[n] \) is defined as a complex tonal time series expressed as:

\[ \gamma[n] = \begin{cases} 
\sigma^2_i \exp\left(j\{2\pi f_c n T_i + \phi\}\right), & \text{for } n \leq M, \\
0, & \text{otherwise.} 
\end{cases} \]  

where \( T_i \) denotes the interference duration (i.e., corruption time \( \in (0, T_{\beta}) \)), \( M \) denotes the length of the interference signal in samples, \( T_{\beta} \) denotes the time duration of the BPSK beacon frame in \((19)\), \( f_c \) is the center frequency of the interfering signal, \( \sigma^2_i \) is the interference scaling variance relative to the path loss model realization of interference power received, and \( \phi \) is a random phase variable \( \in [0, 2\pi] \). The interference was varied from low corruption time (i.e., \( M << N \)) to complete corruption for the transmitted BPSK beacon frame (i.e., \( M = N \)).

4.3.2. Training 3D CSI Interference Based Denoising Autoencoder

The results of the 3D CSI based localization algorithm were compared to that of a developed two layer 3D CSI denoising autoencoder (DAE) when interference was present in the testing phase of localization analysis. The corruption process in the training procedure of the DAE was to inject interference into the training features similar to that defined in \((19)\) and \((20)\). Since the input to the path loss model required distance and power levels, the constraint was placed to only consider emitters within the maximum range of the environment from a receiver’s perspective (i.e., 20 m away), while also constraining the power levels within the maximum observable signal level of the emitter of interest (i.e., beacon source at 13 dBm).

The deep learning model was found optimum as a two layer neural network, in which 50 and 25 neurons were used in the outer and inner layers, respectively. Since it was impossible to consider all
realizations of potential interference power levels that could occur in the environment, the corruption process had set the interference power to be 1 dBm for demonstration purposes of improvements that could be achieved relative to the original 3D CSI proposed. Nonetheless, the selection of the power level to train the DAE was important to be measured a priori in the real environment as it was demonstrated in upcoming results how this power selection of 1 dBm degraded if not chose adequately relative to the testing power levels. Lastly, corruption time used in training the DAE was set to 50% (i.e., $M = N/2$), and the distances used in training were $\in (0, 20]$ meters away from the TDVS receiver in Office #2. The DAE was trained using a scaled conjugate gradient backpropagation method to adjust the weights of the deep learning model. A deep learning 3D CSI model was trained for every location within the training set. Each set of weights for all DAE models was stored off to be used in the testing phase where the conditional probability for the $\text{PkNN}$ model now becomes:

$$P(h_{\text{test}}|l) = \exp\left(-\frac{||h_{\text{test}} - \hat{h}_{\text{test}}||^2}{\alpha \sigma^2}\right), \quad (21)$$

where $h_{\text{test}}$ denotes the test set 3D CSI feature vector with interference corrupted features and $\hat{h}_{\text{test}}$ denotes the reconstructed input (i.e., output of the DAE) based on the weights extracted in the training phase.

4.3.3. Localization Performance with Interference

The developed corruption procedure was incorporated into the test sets to evaluate any degradation from the original performance. The carrier frequency of the interfering source was placed at the center of the transmitter carrier frequency (i.e., 915 MHz). The interference power was initially set at 1 dBm to evaluate how subtle low power emissions from sporadic interference can impact the 3D CSI based localization algorithm relative to the trained 3D CSI DAE. A depiction of the localization performance for both vertically and horizontally polarized transmitters with varied corruption times is found in Figure 7. The results showed that the presence of interference in only the testing set for traditional 3D CSI method severely degraded the localization performance. Moreover, it is also noticeable that both methods degraded as the corruption percentage increases (i.e., as interference persisted throughout the entire beacon frame). Nonetheless, DAE was successfully able to minimize the impact of interference in the testing stage of localization relative to the TDVS approach, which did not consider interference.

![Figure 7. Localization performance of 3D CSI and 3D CSI with deep learning DAE for a single receiver located in Office #2 for (a) vertical transmitter polarization and (b) horizontal transmitter polarization.](image-url)
The second analysis evaluated how interference impacted localization performance as a function of distance and power in the testing stage of the trained algorithms. For the case of the selected 1 dBm training power in the DAE, it was explored how this selection was impacted by a larger interference power in the environment. The surface plots of the localization error of the two different 3D CSI approaches are demonstrated by Figures 8 and 9 for both vertically and horizontally polarized transmitters with interference power at radiated levels of 7 and 13 dBm (i.e., matching the radiated power of the target beacon source). The results showed that the increased power of the interference resulted in an effective increase in the localization error for all cases, however having less impact on the DAE for both vertically and horizontally polarized transmitters. It is also apparent that the closer the emitter was to the receiver, this resulted in higher localization error. The results ensured the importance of polarization considerations as the interference can potentially yield higher error on the localization surface for horizontally polarized emitters.

Figure 8. Error surface of the localization algorithms for increased interference distances and corruption times and the simultaneous effect on 3D CSI extraction of a vertically polarized target emitter with interference power levels of (a) 7 dBm 3D CSI, (b) 13 dBm 3D CSI, (c) 7 dBm DAE 3D CSI, and (d) 13 dBm DAE 3D CSI.
Figure 9. Error surface of the localization algorithms for increased interference distances and corruption times and the simultaneous effect on 3D CSI extraction of a horizontally polarized target emitter with interference power levels of (a) 7 dBm 3D CSI, (b) 13 dBm 3D CSI, (c) 7 dBm DAE 3D CSI, and (d) 13 dBm DAE 3D CSI.

The results demonstrated how the DAE could effectively stabilize the localization performance in the presence of interference from an error surface perspective and how distance, corruption time, and radiated power impacted the localization error. This implies that the presence of spurious interference at the TDVS receiver could be minimized when transitioning the 3D CSI deep learning localization algorithm into an SDR platform for real-time sensing. The results captured by Figure 10 demonstrate the average localization error as a function of stepped interference power in 1 dBm increments from 1 to 13 dBm across all possible distances and corruption times (i.e., average error of the error surfaces depicted by Figures 8 and 9). The results demonstrated the improvements that can be obtained by employing the DAE versus the non-deep learning approach of 3D CSI. It was apparent that a localization improvement of 1 m in error could be obtained using the proposed DAE algorithm for both vertically and horizontally polarized transmitters in the indoor environment. This implies that the DAE was learning the latent features of the input 3D CSI in a manner that essentially filtered out the interference in the reconstruction layer. As far as we are aware, such a training for a denoising autoencoder has not been introduced until now in the literature.
5. Software Defined Radio Experimentation

The simulation models in the previous sections introduced the deep learning procedure for probabilistic emitter localization based on 3D channel state information acquired from a TDVS receiver. The simulation expressed an idealistic comparison of localization algorithms found in the literature against the proposed 3D CSI method. This section, however, only looks to address the design and implementation of the proposed localization approach on an SDR based platform. The first stage introduces the performance of the channel estimation procedure used in acquiring 3D CSI in the indoor environment on an SDR. After ensuring the effectiveness of the CSI estimation procedure, the final subsection discusses the results of the experimentation for the designed SDR based indoor localization system.

5.1. CSI Estimation

The first step in designing the localization system was to ensure that channel estimation can be obtained with the SDR platform. An Ettus X310 SDR was acquired and used for all experimentation on a Linux operating system. An arbitrary waveform generator (AWG) was acquired in order to transmit the reference BPSK beacon sequence. The demonstration of ensuring a proper estimate of the CSI for indoor localization was performed via inverse modeling (i.e., channel equalization). The proof of concept that efficient channel information can be estimated was performed via the inverse solution of removing the channel effects. Such a demonstration yielded insight that the physical bits transmitted by the wireless BPSK beacon could be estimated by the receiver in harsh indoor conditions, thus leading towards the feasibility of gathering the channel inverse information. The experiment also looked to explore the minimum number of samples required per packet in order to maximize both the number of packets transmitted per second, while also ensuring effective channel estimation.

The experiment leveraged the PropSim C8 wideband multi-channel emulator to control channel conditions and allow for channel equalization to be performed on the BPSK beacon frame. Two NLoS channel models were evaluated in the experimentation with the X310 SDR where BPSK packets of length $10^5$ were generated sequentially at a 5 MHz baud rate. It was assumed the beginning $N$ samples were known prior to receiving the packets, where only the remaining bits were counted in the bit-error-rate analysis after equalization. The first NLoS channel model used in the analysis was the LTE-ETU model, in which nine Rayleigh fading channel taps were used in consideration of an outdoor Rayleigh fading channel. The second channel emulated was the WLAN ETSI Model E.
which has 19 Rayleigh distributed taps for modeling indoor environments. The carrier frequency used in the experimentation was 915 MHz, the same used in the simulated model and upcoming indoor localization experimental environment. The results for the experimentation are depicted by Figure 11. The results demonstrated that a symbol length of 10,000 samples granted feasible performance at removing channel distortions induced by the C8 channel emulator for both channel models and thus was the length defined for the indoor experimentation.

\[
P_e = \frac{1 + \frac{E_b}{N_0} \left[ 1 - J_0(2\pi f_d T_s) \right]}{4(1 + \frac{E_b}{N_0})},
\]

where \( E_b \) is the energy per bit, \( N_0 \) is noise power, \( J_0 \) is the Bessel function of the first kind and order zero, \( f_d \) is the Doppler frequency induced by emitter motion, and \( T_s \) is the symbol duration. Using this expression, various Doppler shifts were emulated with the PropSim C8 on the transmitted BPSK reference frames. The results when propagating the BPSK reference through the WLAN ETSI Model E are found in Figure 12 comparing theoretical expectations to the measured performance via C8 emulation. The results demonstrated that increased Doppler variations simply led to lesser performance in equalizing the channel, or in the case of the indoor localization, the ability to accurately estimate the CSI. Leveraging this information, all emitters were maintained in stationary positions when conducting indoor localization experimentation with the SDR as Doppler fluctuations induced by emitter motion degraded channel estimates on the BPSK sequence in relation to (22).

**Figure 11.** Channel equalization results for various known BPSK beacon preambles for NLoS Rayleigh distributed channel models: (a) LTE-ETU and (b) WLAN ETSI Model E.

Using the 10,000 sample sequence and continuing to evaluate Rayleigh fading channel effects on the transmitted BPSK sequence, a second analysis was evaluated that considered non-stationary emitter characteristics. In most literature, the fingerprinting stage for indoor localization was performed in environments where training and testing emitters were kept or assumed stationary. Any non-stationary emitters would induce Doppler shifts in received signals which could lead to increased variation in CSI characteristics. A BPSK waveform propagated through a Doppler Rayleigh fading channel had the probability of error:

\[
P_e = \frac{1 + \frac{E_b}{N_0} \left[ 1 - J_0(2\pi f_d T_s) \right]}{4(1 + \frac{E_b}{N_0})},
\]

where \( E_b \) is the energy per bit, \( N_0 \) is noise power, \( J_0 \) is the Bessel function of the first kind and order zero, \( f_d \) is the Doppler frequency induced by emitter motion, and \( T_s \) is the symbol duration. Using this expression, various Doppler shifts were emulated with the PropSim C8 on the transmitted BPSK reference frames. The results when propagating the BPSK reference through the WLAN ETSI Model E are found in Figure 12 comparing theoretical expectations to the measured performance via C8 emulation. The results demonstrated that increased Doppler variations simply led to lesser performance in equalizing the channel, or in the case of the indoor localization, the ability to accurately estimate the CSI. Leveraging this information, all emitters were maintained in stationary positions when conducting indoor localization experimentation with the SDR as Doppler fluctuations induced by emitter motion degraded channel estimates on the BPSK sequence in relation to (22).
5.2. Experimental Results

Taking into account the previous discussion regarding Doppler variations and the feasibility of channel estimation with the designed BPSK reference waveform, the indoor environment was setup consistent to that used in the simulated indoor model for stationary emitters. A depiction of the experimental indoor environment used to test the developed 3D CSI localization algorithm is depicted by Figure 13. The model realized 68 training and 60 testing locations at an emitter height of 1.25 m, consistent with the simulated model realizing approximately a 50% training and testing split. Three receiver locations were considered in the experiment such that the left, middle, and rightmost quadrants of the laboratory were considered as each receiver was mounted to the ceiling. The reasoning behind considering multiple locations was to evaluate the importance of receiver placement when employing the 3D CSI approach to localizing the BPSK beacon signals.

Figure 13. Experimental indoor laboratory environment used to test the indoor localization system and X310 SDR platform.

A depiction of the TDVS experimental configuration for the transmitter and receiver setup is shown in Figure 14 along with the depiction of the associated hardware front-end and cascaded
SDR when located in the cluttered hardware room. A low noise amplifier and centered 915 MHz bandpass filter spanning 30 MHz was used for all three channels of the TDVS receiver prior to the sampling by the X310 SDR. The transmitter was designed as a half-wave dipole for 915 MHz frequency operation, while also allowing the flexibility to evaluate polarization impacts on the designed localization procedure (similar to that evaluated in the simulation model). On the transmit control side, a repeated 5 MHz beacon BPSK sequence was generated by the M8190A AWG designed by Keysight Technologies. On the receiver side, the TDVS sensed the transmitted BPSK sequence in three orthogonal dimensions, which was then followed by three low noise amplifiers and bandpass filters for signal conditioning. The final output was then passed to the X310 for approximately a 1 s duration collects resulting in a realization of 500 received beacon packets. Using the received BPSK beacon information at all locations, a PkNN and DAE based PkNN was constructed on all six datasets (i.e., three locations and two polarizations) where the results of the localization are depicted in CDF form in Figure 15.

![Figure 14. Experimental configuration in hardware area with (a) the hardware configuration and (b) signal conditioning of the SDR front-end.](image)

![Figure 15. CDF localization performance for the TDVS and TDVS-DAE based algorithms for (a) vertical transmitter polarization and (b) horizontal transmitter polarization.](image)
The results portrayed by Figure 15 demonstrate consistent results found in the simulated model. In the simulation, Office #2 offered the best performance in localization of vertically polarized transmitters, which was consistent with the experiment. Considering the horizontal case, it was evident that the hardware area outperformed the other two rooms, which deviated from the simulation predictions. From the experimental statistics, there was an increase in the standard deviation between the horizontal and vertical polarization states of the transmitter. This implies that the scattering information within the CSI had higher fluctuation in horizontally polarized emitters. Such fluctuations imply that the prediction of optimum location for receiver placement in the proposed localization system requires extensive modeling in the simulation domain that considers all forms of clutter that could exist in the experimental setting. The simulation model had, however, predicted the best average performance to be for vertically polarized transmitters, consistent with the experimental evidence.

Due to the high presence of interference, the DAE worked optimally to obtain high localization precision when compared to the traditional TDVS approach, which did not employ deep learning for training PKNN. The designed two layer DAE was trained with 75 neurons on the first layer and 25 on the second with an interference duration of 50% and potential power levels of 5, 10, and 30 dB, at a minimum distance of 30 m away. The specific parameters were defined based on experimentally measured power levels in the RF environment. Comparing the horizontal and vertical transmitter polarization cases, it was apparent that high variability can be found in the designed localization algorithms if the polarization of the transmitter and receiver was not accounted for in the algorithmic designs. A higher level statistical analysis of the aforementioned experimental results can be found in Table 3.

| Room: Approach | Vertical Polarization | Horizontal Polarization |
|---------------|-----------------------|-------------------------|
|               | $\mu$ (m)             | $\sigma$ (m)           | $\mu$ (m) | $\sigma$ (m) |
| Hardware: TDVS | 5.175                 | 3.068                  | 5.014     | 3.323      |
| Hardware: TDVS-DAE | 1.861           | 1.101                  | 1.397     | 0.757      |
| Office 2: TDVS | 4.938                 | 3.375                  | 5.211     | 3.336      |
| Office 2: TDVS-DAE | 1.760           | 0.834                  | 2.621     | 1.219      |
| Office 3: TDVS | 5.533                 | 3.476                  | 5.488     | 3.183      |
| Office 3: TDVS-DAE | 2.230           | 1.083                  | 2.417     | 1.350      |

6. Conclusions

The first demonstration of the TDVS for use in finite localization in indoor environments on an SDR platform was introduced. The design and implementation of a probabilistic deep learning model based on acquired 3D CSI showed resilience to interference, while also performing better than other literature based algorithms that employed various receivers in the localization process. Simulation and experimental results demonstrated the importance of having polarization diversity (or necessity to consider polarization) when attempting to develop localization algorithms for complex indoor environments. The results enlightened the importance of receiver placement and the fluctuations in localization performance that can be realized for single receiver systems if not chosen properly. This document demonstrated the first SDR based localization system that can localize transmitters with sub-2 m error when employing a single TDVS and extracted 3D CSI from wireless transmitter beacons. The demonstration ensures that TDVS based technologies can offer improvements in CSI based algorithms as 3D scattering characteristics can be extracted and exploited in a probabilistic manner for enhanced accuracy in indoor localization.
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**Abbreviations**

The following abbreviations are used in this manuscript:

- AP: Access point
- AWG: Arbitrary waveform generator
- BPSK: Binary phase shift keying
- CSI: Channel state information
- DAE: Denoising autoencoder
- DoA: Direction of arrival
- GMM: Gaussian mixture model
- IPS: Indoor positioning system
- LoS: Line-of-sight
- NIC: Network interface card
- NLoS: Non-line-of-sight
- PKNN: Probabilistic \( k \) nearest neighbor
- RF: Radio frequency
- RSS: Received signal strength
- SDR: Software defined radio
- TDVS: Triad dipole vector sensor
- WLAN: Wireless local access network
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