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ABSTRACT

Software practitioners often strive to achieve a “bug-free” software, though it is a myth. Software bug categorization (SBC) models, which assigns levels (e.g., “low,” “moderate,” or “high”) to a software bug aid effective bug management. They assist in allocation of proper maintenance resources for bug elimination to improve software quality. This study proposes the development of SBC models that allocate levels on the basis of three software bug aspects (i.e., maintenance effort required to correct a bug, its change impact, and the combined effect of both of these). In order to develop SBC models, the authors use a text mining approach that extracts relevant features from bug descriptions and relates these features with different software bug levels. The results of the study indicate that the categorization of software bugs in accordance with maintenance effort and change impact is possible. Furthermore, the combined approach SBC models were also found to be effective.
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INTRODUCTION

Software bugs are inevitable. They generally get introduced during the development or maintenance phase and lead to poor quality software products with unsatisfied customers. Therefore, software maintenance activities, which remove these bugs and ensure the smooth functioning of a software are mandatory (Elmishali et al. 2018). However, it should be noted that maintenance resources are always at constraint. The software community requires to manage these resources appropriately in order to deliver timely upgrades of the software. One possible method for managing maintenance resources, while removing software bugs is Software Bug Categorization (SBC), which is explored in this study.

SBC involves cataloguing of software bugs into different levels (categories) on the basis of various bug attributes such as their criticality, priority, etc. (Menzies & Marcus 2008; Tian et al. 2015). SBC models use textual features and various other information available in the bug reports for cataloguing...
them. With the aid of SBC, a software developer can take informed decisions while handling a bug and planning its correction. This study categorizes software bugs into three levels namely, “low”, “moderate” and “high” on the basis of two important bug attributes, viz. Maintenance Effort (ME) and/or Change Impact (CI). The ME required to correct a software bug estimates the lines of code which are required to be added or deleted during bug correction. The CI of a bug is computed by the number of classes, which are modified while removing the corresponding bug.

It is important to categorize software bugs on the basis of ME and CI as a bug fixing regime is highly dependent on them. A software developer who is aware that a specific bug belongs to “high” category level corresponding to its ME, will allocate more effort for correction of such a bug as compared to those belonging to “low” and “moderate” levels. As a result, constraint maintenance resources can then be optimally used. Moreover, maintenance activities can complete on time within the designated budget effectively.

A bug with high CI is likely to affect the quality of the existing software product as ripple effect of its correction will be experienced by larger number of classes. This may result in deteriorating the quality of the existing system as new bugs may get introduced in other classes. If software practitioners are aware of a bug’s CI, they will be careful in regression testing so that no new bugs escape into the system and are corrected as soon as possible. Moreover, if a software professional is aware that a bug belongs to “high” category with respect to its CI, he will be more careful with regression testing after bug correction and will execute a larger number of test cases as compared to those for a bug corresponding to “low” or “moderate” levels of CI. Likewise, bugs which are allocated “high” level on the basis of the combined effect of ME and CI, need both, more maintenance resources and stringent regression testing for their effective resolution. Such bugs if known can be properly allocated the required resources. Thus, planning maintenance activities based on the discussed SBC models would result in effective resolution of all categories of software bugs leading to good quality maintainable products and customer satisfiability.

Though studies in literature have developed SBC models on basis of various bug attributes such as severity, criticality, etc. (Menzies & Marcus 2008; Tian et al. 2015), the domain of bug categorization in accordance with their probable CI has not been explored. Also, the study is a first in successfully identifying the CI levels of a bug on the basis of its description. Therefore, the contributions of the study include:

- Assessment of ME levels and CI levels of software bugs on the basis of textual description present in their corresponding bug reports.
- Prediction of a software bug level on the basis of the combined effect of CI and ME to ease allocation of both maintenance as well as testing resources.
- Meticulous evaluation of results on five application packages of a popular open-source software Android, which are also statistically validated using Wilcoxon signed rank test.

In order to develop SBC models and correctly predict levels of a software bug, we extract features (words) from the bug description which are present in the bug report using a text mining approach. The SBC models are developed with six classification algorithms using Top-25, Top-50 and Top 100 words. The evaluation metrics used for assessing the performance of the developed SBC models were Area Under the Receiver Operating Characteristic Curve (AUC) and Recall. The models developed in the study can aid software managers in organizing maintenance and testing resources and improving software quality by delivering good quality products within defined timelines.

The study is organized into six sections. Section 2 describes the related literature studies. Section 3 discusses in detail the proposed SBC framework. Section 4 discusses the research methodology, while Section 5 states the results of the study followed by conclusions in the next section.
RELATED WORK

This section is divided into three parts i.e. (i) studies that have developed SBC models using bug reports, (ii) studies which have performed CI analysis using Information Retrieval (IR) techniques and (iii) studies that have assessed software ME as an ordinal variable.

Software Bug Categorization

Cataloguing software bugs and identifying their severity, priority etc. using information present in bug reports is a popular research area. Table 1 lists some of these key studies and their characteristics (features used, SBC criteria, labels, datasets and evaluation measures used). Jindal et al. (2015) have successfully attempted categorization of software bugs on the basis of ME required to correct them. However, there is a huge literature gap when it comes to categorization of software bugs into various levels on the basis of their CI. It is important to assess defects on the basis of their CI values so that the impact of bug correction may be monitored in different parts of the software and stringent regression testing may be performed, wherever required.

Table 1. Characteristics of Key Literature Studies that have performed SBC

| Study             | Features                                         | SBC Criteria       | Labels                                    | Datasets                                      | Evaluation Metric                  |
|-------------------|--------------------------------------------------|--------------------|-------------------------------------------|-----------------------------------------------|------------------------------------|
| Menzies and Marcus (2008) | Textual description of issue reports      | Severity           | Five Severity Levels (1,2,3,4,5)          | Project and Issue Tracking System (PITS)      | Recall, Precision, F-Measure      |
| Sharma et al. (2015)       | Textual summary of bug reports                   | Severity           | Severe bugs, non-severe bugs              | Eclipse                                      | Accuracy, Precision              |
| Chaturvedi and Singh (2012) | Textual summary of bug reports                   | Severity           | Five Severity Levels (1,2,3,4,5)          | PITS                                          | Accuracy, F-Measure              |
| Tian et al. (2015)          | Temporal, textual, author, related-report, severity, and product factors of a bug report | Priority           | Five levels (P1, P2, P3, P4, P5)          | Eclipse                                      | Recall, Precision, F-Measure      |
| Zhang et al. (2016)         | Bug report                                      | Severity, Developer recommendation | Trivial, Minor, Major, Critical, Blocker (severity levels) | GNU Compiler Collection, OpenOffice, Eclipse, NetBeans, and Mozilla | Recall, Precision, F-Measure      |
| Jindal et al. (2015)        | Bug description                                  | Maintenance Effort  | Very low, low, medium, high               | Camera application package (Android)          | AUC, Recall                      |

Change Impact Analysis using IR Techniques

Literature studies have successfully used textual information of change requests as a predictor for estimating CI sets. Poshyvanyk et al. (2009) proposed measures for analyzing conceptual coupling with the use of IR techniques for analyzing CI. Antoniol et al. (2000) mapped the maintenance request to its starting impact set using textual information present in source code and other high-level documents.
of a software. A study by Zanjani et al. (2014) used interaction as well as commit histories to find the CI of an incoming change request using its textual description. Thus, we propose to predict levels of CI using textual information present in defect reports.

**Software Maintenance Effort Estimation**

Majority of literature studies in the domain of software maintenance effort have estimated it as a continuous variable by determining the changed number of lines of code (Malhotra and Chug 2016). Only very few studies have analyzed effort as an ordinal variable. A study by Balogh et al. (2012), predicted software development modification effort, where the target variable was analyzed as a function of weighted count of modifications and the net development time of these modifications. They were further allocated low, medium and high values by binning them into three equal sized bins. Kumar and Sureka (2017) computed the number of changed lines of code between two versions at the code tab and program organization level. However, they divided the predicted variable into three ordinal categories with the aid of fuzzy clustering algorithm. Malhotra and Lata (2020) categorized their dependent variable maintainability into two levels i.e. those requiring low maintainability effort and the others requiring high maintainability effort. Jindal et al. (2015) has ascertained the levels of ME required to correct a bug by creating ordinal variables with equal sized binning. Similar to these studies we divide our dependent variable into three categories “low”, “moderate” and “high”. Moreover, this study also predicts categories of software ME combined with CI by using the textual description of bug reports.

**SOFTWARE BUG CATEGORIZATION FRAMEWORK**

This section first discusses an overview of the proposed framework. Thereafter it discusses the steps performed in the text mining module and elaborates the evaluation of the framework.

**Overview of Framework**

The diagrammatic representation of the framework is provided in Figure 1. We first extract the change logs available in Google’s GIT software repository (https://android.googlesource.com) for five application packages of the Android Operating System (OS) so that their corresponding bug data may be analyzed. The application packages used were Bluetooth (D1), Browser (D2), Calendar (D3), Camera (D4) and MMS (D5). It must be noted that two versions of each application package were analyzed to extract the changes that have been performed in them (Table 2). Data present in the change logs between two versions will help in identifying the bugs, which have been corrected and their characteristics. For easier reference, we will be referring to application packages as D1, D2, D3, D4 and D5.

Next, we used a tool named Defect Collection and Reporting System (DCRS) to generate defect reports from the extracted change logs (Malhotra et al. 2014). Each defect report contains six fields: a) the name of the source code class (Source File Changed) b) the ID of the bug that has been removed (Defect-ID), c) the textual description of the bug (Defect description); d) the number of Source Lines of Code (SLOC) inserted while removing a bug (SLOC Inserted); the number of SLOC deleted during bug elimination (SLOC Deleted) and e) the sum of SLOC inserted or deleted for bug elimination (Total SLOC changes).

In the next step, we perform text mining steps to extract important words from textual descriptions of the bugs identified in the defect reports. The steps are explained in the next section. As an output of these steps, we obtain Top K (K= 25, 50 or 100) scoring words, which are used as independent variables while creating SBC models. We also analyze the defect reports and allocate levels to bugs on the basis of ME and CI characteristics for each software.

It should be noted that ME, the number of classes impacted and their product (combined) are continuous variables. We convert these continuous variables into ordinal variables by binning the
values into three equal sized categories according to their empirical distribution (Sentas et al. 2005). Certain previous studies have also followed this approach of creating ordinal values by binning into equal sized bins (Balogh et al. 2012; Jindal et al. 2015). The three categories formed in this study were “low”, “moderate” and “high”. Table 2 depicts the ranges of continuous values which are allocated to each level for a particular dataset. It also mentions the number of data points allocated to each level in a specific dataset. For instance, according to Table 2, all bugs which require [1-6.5) SLOC for correction are allocated “low” level and there are 26 such data points in D1 dataset. A data point consists of the independent variables i.e. Top K words (K=25, 50 or 100) and the allocated level (low/ moderate/ high) for a corresponding bug description.

We next develop SBC models with six classification techniques namely Random Forests (RF), Logistic Regression (LR), LogitBoost (LB), Bagging (BG), MultiLayer Perceptron (MLP) and Naïve Bayes (NB). These techniques have been simulated in the WEKA tool (Frank & Hall 2011) using its default settings. For instance, we use a learning rate of 0.3, activation function as sigmoid, one hidden layer and a momentum of 0.2 for MLP. Though, altering the parameters of the classification techniques may yield better models, exploring the entire parameter space for optimum parameter settings is difficult (Tantithamthavorn et al.) and beyond the scope of this study. Also, WEKA tool is widely accepted and is known to use reasonable parameter settings (Frank & Hall 2011). The training and validation of SBC models is done using ten-fold cross validation technique. In this case, the dataset is divided into 10 parts. Each of the 10 parts are used for testing the developed model at least once, while the remaining 90% is used for model learning. The process of training and validation is repeated 10 times.

For each dataset, three SBC (low, moderate and high) level models are developed with each of the six techniques. It should be noted that each SBC model predicts a binary outcome ascertaining whether a bug belongs to a specific level or not. For instance, all “low level” models ascertain whether
bugs are associated with “low” category or “not low” category according to their corresponding textual description. Thereafter, we evaluate the developed SBC models.

**Text Mining Module**

The steps performed in this module can be primarily divided into preprocessing tasks, feature selection and creation of vector space model (Malhotra 2016).

**Preprocessing**

The primary aim of preprocessing is to decrease the size of feature space represented by the bug descriptions. This step involves tokenization, stop-word removal and stemming (Malhotra 2016; Sebastiani 2002). Tokenization includes conversion of individual characters into well-defined tokens. For this, all punctuation characters are replaced with blanks, all non-printable escape characters are dismissed and uppercase alphabets are transformed to lowercase. All the stop-words such as articles, verbs, prepositions, conjunctions, nouns, pronouns, adjectives, and adverbs are discarded in the stop-word removal step. Thereafter, stemming is performed. It involves the removal of all the words that have the same stem while retaining the stem. For instance, words like “display”, “displayed”, “displaying” and “displays” are removed while only the word “display” is retained. As a result of preprocessing, a reduced set of words is obtained.

**Feature Selection**

Though the initial set of words is reduced after preprocessing, we still need to choose an effective set of words for classification. We use infogain measure for feature selection, which ranks all the words extracted from the preprocessing step (Malhotra 2016; Sebastiani 2002). Thereafter, we extract the
top K words (K = 25, 50 or 100) based on their infogain ranks. The concept of infogain is illustrated with an example. For instance, a dataset may have 35% of “low” level bugs, 25% of “moderate” level bugs and 40% of “high” level bugs. The bug distribution $D_0$ of the dataset would be with bugs, $b(1) = \text{“low”}$, $b(2) = \text{“moderate”}$ and $b(3) = \text{“high”}$. The corresponding frequencies are $f(1) = 0.35$, $f(2) = 0.25$ and $f(3)=0.40$. In order to encode bug distribution $D_0$, i.e. $H(D_0)$ can be defined below (Anvik et al. 2006):

$$p(b) = \frac{f(b)}{\sum_{b \in D} f(b)}$$

$$H(D) = - \sum_{b \in D} p(b) \log_2 p(b)$$

If $S$ denotes the set of features, then the bits required for encoding a bug level are:

$$H(D|S) = - \sum_{s \in S} p(s) \sum_{b \in D} p(b|s) \log_2 p(b|s)$$

A feature $S_i$ is ranked highest with respect to infogain if it minimizes the encoding required for the data after the feature has been used. Therefore,

$$\text{Infogain}(S_i) = H(D) - H(D|S_i)$$

It should be noted that we assume that the extracted features are sufficient to characterize the bug reports into different levels.

**Creation of Vector Space Model**

After features have been selected, we create a vector space model, which includes all the defect reports in the form of a vector. Here, each defect report is represented in the form of the top-k selected features (terms). Each of the features in a defect report (vector) is weighted using the Term Frequency-Inverse Document Frequency (TFIDF) approach. Term frequency refers to the occurrence of a feature in a specific defect report, while document frequency depicts the occurrence of a feature across all defect reports. A higher term frequency indicates higher usage of a term in a specific defect report. On the contrary, if the same term is present in many documents, it is less important due to its decreased discriminative power. A feature is weighted in accordance with high term frequency and the inverse of its document frequency. The TFIDF is defined as follows (Malhotra 2016):

$$TFIDF = T_{pq} \times \log_2 \left( \frac{ND}{ND_q} \right)$$

Here, $T_{pq}$ represents the frequency of $q^{th}$ term in $p^{th}$ defect report; ND is the total number of defect reports and $ND_q$ is the total number of defect reports containing the $q^{th}$ term. Thereafter, we normalize the feature vectors, before they are passed on to the classification techniques.
Evaluation of Framework

We evaluate the framework by analyzing the SBC models developed by it. AUC is selected as an evaluation metric because of its capability to yield stable results, even when imbalanced training data is provided (He & Garcia 2009). In order to understand AUC, we first discuss recall and specificity. The recall of a “high” level SBC model is the ratio of actual “high” level bugs to that of total bugs predicted as “high”. Similarly, specificity is defined to monitor the efficacy of “not high” level predictions. “Low level” and “moderate level” models are assessed likewise. AUC plots 1-Specificity on the horizontal axis and the recall values on the vertical axis (Fawcett 2006). A higher score of AUC indicates a preferred prediction model. Furthermore, statistical evaluation is performed using Wilcoxon signed rank test. The test performs pairwise comparisons amongst SBC models. Also, the probability values are altered using Bonferroni correction The effect size of significant cases of Wilcoxon test was ascertained as suggested by Pallant 2020.

RESULTS

In order to analyze the AUC scores, we have used cut-off’s suggested by Shatnawi (2012).

ME based SBC Models

Figure 2 states the AUC scores obtained by the developed SBC models for each of the investigated classification technique (BG, LB, LR, MLP, NB, RF) on the five datasets used in the study. The majority of the AUC scores exhibited by the “low level” and the “moderate level” SBC models depicted in Figure 2(a) and Figure 2(b) respectively were in the range of 0.614-0.853 (D1), 0.543-0.698 (D2), 0.559-0.828 (D3), 0.577-0.747 (D4) and 0.549-0.750 (D5) for the corresponding datasets. According to Figure 2(c), ME based SBC models for “high level” exhibited maximum AUC scores of 0.786 (D1), 0.727 (D2), 0.856 (D3), 0.799 (D4) and 0.715 (D5) in the investigated datasets. Since the AUC scores of the majority of developed models were greater than or equal to 0.6, it signifies that ME based SBC models are accurate (Shatnawi 2012) and it is possible to catalogue bugs in accordance with the required ME.

We also assessed the average AUC scores obtained by all the six classification techniques, for a specific level and a dataset (Table 3). The best model (Top-25, Top-50 or Top-100) in a particular scenario with respect to average AUC scores is denoted in bold. It may be seen that in seven out of 15 cases, the best average scores were obtained by the Top-100 word models as they efficiently learn the keywords required to appropriately distinguish a bug report. In other cases, Top-25 and Top-50 word models were found more suitable.

On observing the average scores (AVG) of low, moderate and high level SBC models, the authors noted that “high level” models obtained better average AUC scores than the other two levels, in D3, D4 and D5 datasets. This is important as correct identification of “high level” bugs will aid in optimum resource allocation as these bugs require abundant resources for rectification, as compared to other two categories.

Figure 3 depicts the boxplots of recall values obtained by Top K (K=25, 50 or 100) SBC models for each category level, for each of the investigated classification technique. The y-axis in the figure depicts the recall values, while the x-axis represents the model developed using a specific classification technique for a particular level. Level A corresponds to “low level”, Level B to “moderate level” and Level C to “high level”. Thus, “BG A” represents the model developed by the BG technique for categorizing “low level” and “not low level” bugs. The average recall values on all the investigated datasets of Top-25, Top-50, and Top-100 models were 0.601, 0.628 and 0.641 respectively. The trends of recall values depicted in the boxplots indicated their increase in general, with the increase in a number of predictor variables. This is possible as a larger number of predictor variables are able to effectively encapsulate the textual description of bugs and correctly predict the appropriate level.
CI based SBC Models

The AUC scores of models which categorize a bug in accordance with the number of classes, which will be impacted while correcting it are depicted in Figure 4. These SBC models predict a binary outcome with respect to each level i.e. “low”, “moderate” or “high” in terms of its impact on other classes in the software system. Thus, two models are developed at each of the three levels using Top K (K=25, 50 or 100) predictors, for each of the investigated classification technique. According to the figure, the SBC models developed at “high” level (Figure 4(c)) exhibited AUC scores between
0.501-0.709 (D1), 0.522-0.624 (D2), 0.654-0.785 (D3), 0.651-0.730 (D4) and 0.510-0.835 (D5) in corresponding datasets. The SBC models at “low level” (Figure 4(a)) obtained maximum scores of 0.687, 0.622, 0.754, 0.721 and 0.668, while those at “moderate level” (Figure 4(b)) obtained maximum scores of 0.651, 0.525, 0.764, 0.642 and 0.599 respectively for D1, D2, D3, D4 and D5 datasets. It may be noted that though most of these scores (0.6-0.7) are correct and adequate, however, some SBC models exhibit AUC scores as low as 0.4 or 0.5. The reason for such weak models was unbalanced data available for training them. For instance, in D2 dataset, there were only 110 bugs with “moderate level” in the training data, while all other 476 bugs belonged to either “low” or “high” level categories (Table 2). This means that while developing binary models for “moderate” level, only 18% of the training instances were those of “moderate” category. The classification techniques were not able to effectively learn the characteristics of bugs so that they could categorize them efficiently into the “moderate” level category. This led to poor AUC scores.

We also analyzed the best model (depicted in bold) for a specific level (low, moderate or high) for all the investigated datasets using the average AUC scores exhibited by the SBC models with all the six classification techniques in Table 4. In seven cases, the Top-100 models gave superior results than Top-25, and Top-50 models. However, in three and four cases each the Top-25 and Top-50
Table 4. Average AUC Scores of CI based SBC models

| Dataset | Top 25 | Top 50 | Top 100 | Top 25 | Top 50 | Top 100 | Top 25 | Top 50 | Top 100 |
|---------|--------|--------|---------|--------|--------|---------|--------|--------|---------|
| D1      | 0.605  | 0.531  | 0.579   | 0.583  | 0.615  | 0.563   | 0.533  | 0.555  | 0.643   |
| D2      | 0.561  | 0.584  | 0.595   | 0.480  | 0.515  | 0.502   | 0.557  | 0.597  | 0.612   |
| D3      | 0.698  | 0.713  | 0.712   | 0.641  | 0.636  | 0.616   | 0.724  | 0.725  | 0.741   |
| D4      | 0.633  | 0.666  | 0.675   | 0.560  | 0.574  | 0.591   | 0.706  | 0.702  | 0.688   |
| D5      | 0.579  | 0.626  | 0.603   | 0.527  | 0.549  | 0.569   | 0.674  | 0.708  | 0.703   |

Figure 4. AUC scores of (a) Top 25 (b) Top 50 and (c) Top 100 CI based SBC Models
models also obtained the best average AUC models indicating their suitability for identifying levels of a software bug on the basis of CI.

We also compared the average AUC of SBC models developed for identifying “low”, “moderate” and “high” levels of a software bug. It was found that the “high” level bugs were categorized with higher average AUC as compared to “low” and “moderate” level categories in the majority of cases. This indicates that the bugs which have high CI values can be identified effectively. Software managers may allocate more testing resources while conducting regression testing after such bugs are corrected. This is a precautionary measure to identify that no new errors may be introduced while correcting such bugs as these bugs impact many classes during their correction.

We also analyze the recall values obtained by the developed SBC models, which categorize bugs according to CI values. The values are depicted as boxplots in Figure 5. Similar to the trend observed in ME based SBC models, the recall values of the SBC models developed to identify different levels using the investigated classification techniques improved with the increase in a number of predictor variables.

**Combined Approach based SBC Models**

SBC models were developed which allocated three possible levels (low, moderate or high) to a bug, according to the product of the bug’s required ME and CI values. Three different models using a varied number of predictors i.e. 25, 50 and 100 were developed using each of the six classification techniques at each level. Figure 6 depicts the AUC results of the developed models. It can be seen from the figure that the AUC scores of SBC models determining “low level” bugs (Figure 6(a)) were between 0.620-0.830 (D1), 0.593-0.664 (D2), 0.668-0.814 (D3), 0.617-0.726 (D4) and 0.694-0.798 (D5) for corresponding datasets. The majority of obtained AUC scores depicted in the Figure were acceptable.

We also state the mean AUC scores depicted by the developed SBC models using the investigated classification techniques in Table 5. The mean AUC scores of “moderate level” SBC models were 0.564-0.624 (D1), 0.581-0.595 (D2), 0.656-0.680 (D3), 0.569-0.635 (D4) and 0.694-0.734 (D5). Similarly, the mean AUC scores range of “high level” SBC models were 0.564-0.606 (D1), 0.634-0.667 (D2), 0.712-0.752 (D3), 0.721-0.735 (D4) and 0.625-0.735 (D5) in the corresponding datasets. We analyzed...
Figure 6. AUC scores of (a) Top 25 (b) Top 50 and (c) Top 100 Combined Approach SBC Models

Figure 7. Recall Values of (a) Top 25 (b) Top 50 and (c) Top 100 Combined Approach SBC Models
the best model for a specific dataset and a specific level (low, moderate, high) using the average AUC scores. The best average AUC model for a particular scenario is depicted in bold (Table 5). According to the analysis, the Top-50 models were found best in eight out of 15 cases, followed by the Top-25 models in four cases. The Top-100 word models were designated as best in only three cases. These results indicate that it is not necessary that the increase in predictor variables would lead to an increase in AUC scores. A lot of variables could be reporting redundant information in Top-100 models. This could be a probable explanation of well performing Top-50 word models.

A comparison of average AUC scores in Table 5 indicated that in D2 and D4 datasets the “high” level category models obtained better average AUC models than the other two. It is essential to categorize “high” level bugs efficiently so that software managers can effectively plan software bug regimes, both in terms of allocation of resources during maintenance and for stringent regression testing. This would ensure development of cost-effective and good quality software product.

### Table 5. Average AUC Scores of SBC models based on Combined Approach

| Dataset | Low Level | Moderate Level | High Level |
|---------|-----------|----------------|------------|
|         | Top 25    | Top 50 | Top 100 | Top 25    | Top 50 | Top 100 | Top 25    | Top 50 | Top 100 |
| D1      | 0.708     | 0.771   | 0.710   | 0.624     | 0.564   | 0.584   | 0.606     | 0.564   | 0.583   |
| D2      | 0.619     | 0.638   | 0.635   | 0.581     | 0.595   | 0.590   | 0.634     | 0.667   | 0.664   |
| D3      | 0.758     | 0.756   | 0.740   | 0.656     | 0.680   | 0.658   | 0.731     | 0.752   | 0.712   |
| D4      | 0.640     | 0.687   | 0.671   | 0.569     | 0.629   | 0.635   | 0.735     | 0.733   | 0.721   |
| D5      | 0.733     | 0.738   | 0.749   | 0.694     | 0.734   | 0.720   | 0.625     | 0.707   | 0.735   |

The recall values of the developed SBC models were also evaluated. They are depicted as boxplots in Figure 7. The maximum recall values obtained by Top K (K=25, 50 or 100) models were 0.732, 0.768 and 0.768 respectively. Moreover, it was noted that there was an increase in recall values with the increase in the number of predictor variables. The average recall value of all the Top-100 word models was computed as 0.629.

### DISCUSSION

The effectiveness of SBC models was compared using Wilcoxon signed rank test. The pairwise performance of the SBC models which categorized bugs in accordance with the combined approach was compared with the other two SBC models (ME based SBC models and CI based SBC models) at all the three levels (“low”, “medium” and “high”). We conduct the Wilcoxon test on average AUC scores obtained by all the investigated classification techniques (BG, LB, LR, MLP, NB and RF) for Top K (K=25, 50 or 100) words models on all the five datasets of the study. The hypothesis is evaluated at a significance level of α = 0.05.

According to the results of the Wilcoxon test based on average AUC scores we found that the performance of the combined approach SBC models was better than CI based SBC models at all the three levels, more so significantly in two levels (low & moderate). The effect size of the Wilcoxon test for significant cases was found to be large (0.5-0.6), indicating the superiority of the combined approach as compared to CI based SBC models. The underlying reason for this observation was the imbalanced nature of the training data for CI based SBC models. A careful analysis of Table 2 indicates that majority of software bugs in the training data of all the five datasets belonged to “low” category (D1: 68%, D2: 56%, D3: 61%, D4: 44%, D5:56%), when they were allocated levels based...
on CI. This is because most of the software bugs were resolved by making modifications in just one class. Thus, the classification techniques were not able to learn “moderate” and “high” level instances appropriately indicating slightly poor performance of these developed SBC models as compared to other (based on combined approach or ME) developed SBC models.

Wilcoxon test results on average AUC scores indicated that the performance of combined approach SBC models was comparable to ME based SBC models as the difference was not found significant at any level. However, it should be noted that combined models are more useful as they take into account both the ME and CI values. Thus, they aid in the planning of both developer manpower as they are capable of forecasting levels of a bug on the basis of ME, as well as tester’s effort as they are able to forecast bugs which influence change in a large number of classes. A tester may focus their effort on executing test cases of those classes which are affected by a change to ensure that the software is functioning smoothly.

Apart from analyzing the Top-25, Top-50 and Top-100 word models, we also assessed Top-10 word models. However, Top-10 models showed poor performance as compared to other investigated models. Thus, we did not include their values in the study. The key reason for this outcome would be the inadequacy of Top-10 words to encapsulate the requisite information required for categorizing a software bug. Another interesting observation indicated that both Top-50 and Top-100 models exhibited effective AUC scores. As previously discussed, the probable reason for such an outcome would be redundancy in the information represented by the top-100 predictors.

We also performed a Wilcoxon signed rank test at a cut-off of 0.05 to compare all the developed SBC models “level” wise. We compared the average AUC scores of “high” level models obtained using Top-25, Top-50 and Top-100 words for all the three discussed bug categorizing approaches with “low” and “moderate” category models in order to ascertain which “level” developed SBC models were most accurate. The Wilcoxon test results indicated that the performance of “high” level models was better than “low” level models and significantly better than “moderate” level models. This indicates that the “high” category bugs are identified with higher accuracy and thus, such bugs should be first determined and allocated appropriate maintenance and testing resources. Such a practice would aid software managers is maintaining good quality software in a cost-effective manner. Thereafter, the remaining resources should be distributed amongst “low” and “moderate” category bugs.

The results of the study are unique as only work by Jindal et al. (2015) developed ME based SBC models. Studies in literature have not explored the development of CI based or combined approach based SBC models. Moreover, Jindal et al. only validated one dataset and one classification technique as compared to five datasets and six techniques used in this study. Jindal et al. reported a recall of 0.81 and an AUC score of 0.89 for “high level” models developed by Top-100 words. This study reports a maximum recall of 0.70 and a maximum AUC score of 0.86 for the same models. Though, there is a slight decrease in the maximum values, the results of this study are more generalizable as higher number of datasets and classification techniques have been evaluated and discussed. Furthermore, this study recommends the use of combined approach models as they are more useful than SBC based models based only on ME.

CONCLUSION

This study proposes an approach to predict the levels of required ME and the probable CI of a bug based on textual description present in the corresponding bug report. Binary models were developed to identify three levels i.e. “low”, “moderate” and “high” for a specific bug. The models indicated the level either based on (i) only ME (ii) only CI or (iii) product of (i) and (ii). The study assessed three possible number of predictors i.e. 25, 50 and 100 which were top words extracted from bug report using text mining. Empirical validation was performed using five application packages of Android software. The SBC models were developed using six classification techniques and the results were validated using AUC scores and Recall values. The primary results are stated as follows:
It is important to prioritize maintenance and testing resources by correctly identifying “high” level models. Thus, we outline the average AUC scores obtained by these models on all the five datasets using all the investigated techniques. The average AUC scores of ME based models with Top-100 words as predictors ranged from 0.658-0.758. Similarly, the AUC scores for SBC models that identified high level bugs based on CI using Top-100 words were in the range 0.612-0.741. The average AUC scores of SBC models in majority of the datasets that identified “high” level bugs in accordance with combined influence of CI and ME were in the range 0.664-0.735. The average recall values of all Top-100 models using all the classification techniques were 0.657, 0.629 and 0.639 for SBC models based on ME, CI and the combined approach respectively. These trends indicate the acceptable capability of the developed SBC models. Similar trends were observed by the “moderate” category and “low” category SBC models.

The accuracy (in terms of AUC scores) of the combined approach SBC models were found to be statistically superior to CI based SBC models. SBC models based on combined approach did not exhibit any statistical difference when compared with SBC models that allocated levels based on ME.

The accuracy of “high” category models was found statistically superior to “moderate” and “low” category models when compared using average AUC scores. It was also assessed that both Top-50 and Top-100 models exhibit better AUC scores than Top-25 word models. Though, higher number of predictors improves the AUC score, one should be careful that the selected predictors should not represent redundant information. Thus, software managers have to make a strategic decision while choosing K=50 or 100 for developing effective SBC models.

The developed SBC models, especially the ones that predict bugs belonging to “high level” in accordance with both ME as well as CI (i.e. combined approach) are beneficial in outlining efficient resource usage. This is because high level bugs, once correctly identified, should be allocated higher percentage of the available resources both during testing as well as maintenance phase. This would enable effective bug resolution and cost-effective development of a good quality maintainable software. Software practitioners can also efficiently plan bug fixing regimes as a bug which is categorized as “high” with respect to the required maintenance effort but is exhibiting “low” change impact values will focus on changes in few classes. Such bugs may require more developer effort but low testing effort.
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