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Abstract

The optimization of high dimensional functions is a key issue in engineering problems but it frequently comes at a cost that is not acceptable since it usually involves a complex and expensive computer code. Engineers often overcome this limitation by first identifying which parameters drive the most the function variations: non-influential variables are set to a fixed value and the optimization procedure is carried out with the remaining influential variables. Such variable selection is performed through influence measures that are meaningful for regression problems. However it does not account for the specific structure of optimization problems where we would like to identify which variables most lead to constraints satisfaction and low values of the objective function.

In this paper, we propose a new sensitivity analysis that accounts for the specific aspects of optimization problems. In particular, we introduce an influence measure based on the Hilbert-Schmidt Independence Criterion to characterize whether a design variable matters to reach low values of the objective function and to satisfy the constraints. This sensitivity measure makes it possible to sort the inputs and reduce the problem dimension. We compare a random and a greedy strategies to set the values of the non-influential variables before conducting a local optimization. Applications to several test-cases show that this variable selection and the greedy strategy significantly reduce the number of function evaluations at a limited cost in terms of solution performance.
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1 Introduction

A common engineering practice is to look for performance by optimizing models of the considered system. However, these models often have a significant numerical cost that can, in extreme cases, reach days for a single simulation. Another difficulty for optimization appears when models rely on a large numbers of inputs whose direct importance on the output is difficult to apprehend. In order to identify the parameters of the model that most affect the performance and reduce the number of parameters involved in the optimization, one can resort to global sensitivity analysis.

Sensitivity analysis has emerged as a set of methodologies to capture the impact of each input on the model output variability [20]. By doing so, one can assess the relevance of each input, reduce the number of dimensions, and have a better understanding of a model. Sensitivity analysis methods can be sorted out into two main groups: regression-based and variance-based methods.

Because regression-based methods fail to properly represent the model sensitivity when it is not monotonic [20], variance techniques have gained in popularity since Sobol’s work [28]. These methods rely on the decomposition of the variance of the output as a sum of contributions of each input variable or combinations thereof, hence their name, ANOVA techniques (for “Analysis Of Variance”). The indices established by Sobol estimate each input variable weight in the variance of the model response and are usually evaluated by raw Monte Carlo simulations.

Even though the variance-based global sensitivity estimators are commonly used in optimization, they suffer from certain drawbacks. First, because of their formulation, they only capture the effect of a variable on the conditional mean of the output, which may fail to give a proper estimation of the importance of each input when studying quantities such as quantiles or probabilities of exceedance. This has lead to the recent development of new sensitivity indices [9] that can handle cases unrelated to a variance criterion. Second, despite the recent work of [12], these indices do not easily extend to multivariate outputs.

Recently a new class of sensitivity indices based on dependence measures has received some attention: these approaches, such as the popular δ-sensitivity measure of [4], measure how much the output distribution differs from the conditional output distribution given a specific input or group of inputs. Sensitivity analysis relying on the Hilbert-Schmidt Independence Criterion (HSIC), introduced by [14], is a kernel-based approach showing promising results for sensitivity analysis since it measures the impact of a variable on the full distribution of the system output.

The goals of this paper are, first, to propose a generalization of sensitivity analysis for optimization problems and, second, to study how sensitivity analysis can contribute to reducing optimization cost. Capturing which inputs are important in order to reach an optimal model performance is a key information. Additionally, some variables that appear to have a negligible impact on the overall performance may be useful specifically near the optimum output value. In this paper, we propose three different modifications of the model output
that allow characterizing three relationships between the high-performance regions and the entire the design space. Then, an optimization strategy is defined and studied where, based on the introduced sensitivity measures, variables are freezed at specific values and the search is carried out in a lower dimensional space.

Section 2 introduces variance-based sensitivity analysis for both scalar and vector outputs, and proposes and illustrates modifications for optimization problems. Section 3 concentrates on kernel-based sensitivity analysis and highlights interesting properties of the aforementioned modifications, leading to a new HSIC-IT sensitivity measure. Finally, Section 4 describes two ways to use the HSIC-IT measure in optimization, reports two constrained test examples and discusses the results in terms of computational efficiency and solution accuracy.

2 Variance-based sensitivity analysis

2.1 Functional variance decomposition and Sobol Indices

Since their introduction [28], the Sobol indices have become the most widely used variance-based sensitivity measures in industrial applications. Considering a model \( Y = f(X) \) and assuming that \( f(X) \in L^2(\mathbb{R}) \), the functional ANOVA decomposition of \( f(X) \) (see [8], [17], [28]) is the sum of functions of increasing dimension

\[
f(X) = f_0 + \sum_{i=1}^{d} f_i(X_i) + \sum_{1 \leq i \leq j \leq d} f_{i,j}(X_i, X_j) + \cdots + f_{1,2,\ldots,d}(X) = \sum_{u \subset \{1, \ldots, d\}} f_u(X_u),
\]

(1)

where \( f_0 = \mathbb{E}[f(X)] \), \( f_i(X_i) = \mathbb{E}[f(X)|X_i] - f_0 \) and \( f_u(X_u) = \mathbb{E}[f(X)|X_u] - \sum_{v \subset u} f_v(X_v) \) with \( X_u = (X_i)_{i \in u} \) for any \( u \subset \{1, \ldots, d\} \), i.e. all the possible subset combinations without repetitions. This decomposition exists and is unique under conditions. From (1), we can derive the Sobol indices, or variance-based indices, for any \( u \subset \{1, \ldots, d\} \), as

\[
S_u = \frac{\text{Var}[f_u(X_u)]}{\text{Var}[f(X)]}.
\]

(2)

Those indices express the share in variance of \( Y \) of an input or a group of inputs and they sum to one. The total number of indices rises to \( 2^d - 1 \) thus, indices of order higher than two are usually not evaluated to save computational time and because they become difficult to interprete. The total Sobol indices have been introduced in [18] as

\[
S^T_u = \sum_{v \subset \{1, \ldots, d\}} S_v.
\]

(3)
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The total Sobol index $S^T_u$ measures the effect of $X_u$ and all of its interactions with the other $X_j$. Most of the time, when $d$ becomes large, only the first and total indices are computed.

Several techniques, usually based on Monte-Carlo estimations, have been devised to compute those sensitivity indices efficiently, see [25].

2.2 Applying variance-based sensitivity analysis to optimization problems

The main goal of our study is to minimize an objective function $f(X)$ under $m$ inequality constraints $g_l(X)$,

$$\begin{align*}
\min_{X \in \mathbb{R}^d} f(X), \\
\text{subject to } g_l(X) \leq 0, \ l = 1, \ldots, m.
\end{align*}$$

(4)

Traditionally, the Sobol indices of the inputs are computed and the inputs whose indices are close to zero are set to a fixed value, often the nominal value (when defined). Having fewer variables in the optimization problem implies a smaller search volume, hence fewer calls to the model to reach an optimum. However, since the low-impacting inputs are fixed, some of the ability to tune the output is lost in the simplification and the optimum of the modified problem might differ from the real global optimum. In the case of constrained optimization, the Sobol indices are also computed on these new outputs or on an aggregation of the constraints and the objective functions using the multiple output version of Sobol indices [12].

Yet, this approach does not correspond to what we are aiming for: Sobol indices give information on the influence of an input in the full design domain, while we are interested in finding which variables are important, i) in order to respect the constraints and have a sufficiently low objective function, and ii) when the constraints are satisfied and the objective function is sufficiently low. We use the two-dimensional Dixon-Price function as an example:

$$f(X) = (X_1 - 1)^2 + 2(2X_2^2 - X_1)^2,$$

(5)

with $X_i \sim U[-10, 10]$, for $i = \{1, 2\}$. A sensitivity analysis of the function gives a first-order index equal to 0 for $X_1$ while it is close to 1 for $X_2$. In the light of this analysis, the first input appears as negligible and can be set to a fixed value, such as its mean value $\mu_{X_1} = 0$. But, doing so makes it impossible to find the global optimum $X^* = [1, 1]$ because of the loss in fine tuning. As it can be seen in the right plots of fig. 1, the low values of the Dixon-Price function have skewed contour lines showing that what matters to find the global minimum is the interaction of both variables. To assess the effect of the inputs on a function to optimize, [9] have defined the goal-oriented sensitivity indices, which quantify the importance of each input $X_i$ based on a quantity of interest to estimate. They show that Sobol indices are a specific case of their new indices, since they characterize the sensitivity of an input with respect to the mean.
In the current study, we derive sensitivity indices adapted to optimization by three thresholding transformations of the output \( f(X) \) and by performing sensitivity analysis on the modified output which is written \( Z \). We define \( D \), the sublevel set where the objective is below a given threshold \( q \) and the constraints are respected up to \( T \),

\[
D = \{ X \in \mathbb{R}^d, g(X) \leq T \text{ and } f(X) \leq q \}, \quad T \in \mathbb{R}^{m,+} \text{ and } q \in \mathbb{R}.
\]

The threshold \( T \) relax the constraints when finding a feasible point is too difficult. In this paper, the \( T \) values are all similar and chosen in order to have a sufficient number of feasible points for the sensitivity indices computation, i.e. a few hundreds. The threshold \( q \) that contributes to the definition of \( D \) is a quantile \( q_{\alpha} \) of the objective function \( f(\cdot) \). Low quantiles ensure that we are looking at values of the output close to the best observations.

We consider the following output transformations based on thresholding:

1. Zero-thresholding: \( Z = f(X) \times 1_{X \in D} \);
2. Conditional-thresholding: \( Z = f(X) | (X \in D) \);
3. Indicator-thresholding: \( Z = 1_{X \in D} \).

where \( 1 \) is the indicator function.

We now discuss these different thresholdings.

Zero-thresholding

Recalling the previous example of the two-dimensional Dixon-Price function, we define\(^1\) \( Z = f(X) \times 1_{f(X) \leq q_{\alpha}} \) and compute the first and total order Sobol indices of \( Z \) with respect to the value of \( \alpha \), see the left side of fig. 1. In 2 dimensions, \( S^T_2 = S_1 + S_{12} \), resp. \( S^T_1 = S_2 + S_{12} \), where \( S_{12} \) is the second-order index which characterizes the effect of \( X_1 \) and \( X_2 \) varying simultaneously. In that case, when \( \alpha \) decreases, \( S_2 \) decreases while \( S^T_2 \) remains constant, meaning that \( S_{12} \) increases. Hence, at low \( f \), the interaction of both inputs matters for our optimization problem and not exclusively \( X_2 \) as found before when considering the whole domain of \( X \). The right side of fig. 1 shows the evolution of the contour of the function which gives an insight of the results obtained previously: while most of the variance in the left plot is due to \( X_2 \) and the contour lines correspond to those of a function without interaction, the contour lines in the right plot are distorted with a stronger role of \( X_1 \) and its interaction with \( X_2 \).

Although in the last example the sensitivity of the variable is qualitatively well captured, the zero-thresholding is hard to interpret for two reasons. First of all, the values of \( Z \) outside of \( D \) are arbitrarily fixed at zero but other value are possible\(^1\) and this will affect the calculated sensitivities. Second, the sensitivity of \( Z \) using this thresholding characterizes both the variation of \( f \) inside \( D \) and the shape of \( D \). To illustrate this point let us consider the simple example of a linear function, \( f(X) = X_1 + 2X_2 \), defined on \([-10, 10]^2\), cf fig. 2. The sensitivity indices can be analytically determined on the whole domain as \( S_1 = 1/5 \) and \( S_2 = 4/5 \). Since the function is already in its decomposed form, it is read

\(^1\)As a special case for the more general \( C \) constant-thresholding, \( Z = f(X) \times 1_{X \in D} + C \times 1_{X \notin D} \)
Figure 1: **Left**: Evolution of $S_1$ and $S_1^T$, resp. $S_2$ and $S_2^T$, with respect to the $\alpha$-quantile for the Dixon-Price function (5) using the zero-thresholding. **Upper-right**: contour of the function, **bottom-right**: contour of the thresholded function $D = \{ f(X) \leq q_{20\%} \}$. The contour lines on the right-hand side no longer correspond to an ellipse aligned with the reference axes, there is a change of curvature associated to a Sobol dependency between the variable.

that there is no interaction between variables for the complete domain (i.e., $\alpha = 100\%$). Yet, interactions appear when $\alpha$ gets lower than 100%, as it can be seen in fig. 3(A), because $D$ takes a non-rectangular shape, cf fig. 2.

Figure 2: Contour plot of the linear function. The gray area shows $D = \{ f(X) \leq q_{25\%} \}$.

**Conditional-thresholding** Unlike the previous zero-thresholding, the formulation of the conditional-thresholding hints that it aims at knowing which inputs are important inside $D$. Yet, a dependency on the shape of $D$ remains,
as it can be seen with the linear function of fig. 3(B) where we observe two phenomena. Firstly, for all $\alpha$ below 25%, the indices reach a steady-state. Below this value of $\alpha$, the shape of $D$ remains a right-angled triangle of unit high and base length of two, affecting all variables in the same way, see fig. 2. Besides, both first order indices are equal from this point on: while $X_2$ is twice more sensitive than $X_1$ in the function definition, its interval in the sub-level $D$ is twice as narrow, which makes up for the difference in terms of Sobol indices. Prior to $\alpha = 25\%$, the shape of $D$ depends on $\alpha$. Note that, this version of thresholding does not have any threshold value, unlike the zero-thresholding where values outside $D$ were set to zero.

Indicator-thresholding  
This last thresholding transformation captures which variables are important in order to reach $D$ while not depending on the specific values of the objective function $f$ inside it. Since it turns the output into a categorical variable, there is no need to assign a specific value to points outside $D$. Unlike previous thresholdings, the indicator-thresholding only characterizes the boundary of $D$ and keeps no information about the values inside or outside the set of interest. It is independent of any monotonous scaling of $f()$, which is a desirable invariance property in optimization [22]. Another advantage of the indicator-thresholding is that one can evaluate the impact of an input through the distance between its distribution and its conditional distribution given $Z = 1_{X \in D}$, which is an approach already taken, although in ways different from the ones we will follow here, in [19], and later in [26]. We further elaborate on that in section 3.3. From now on, we will only focus on the indicator thresholding because of its aforementioned assets.

Whether of not the model outputs are transformed in the above ways, vari-
ance based estimators, because of their formulation (Eq (2)), can only capture the effect of a variable on the conditional mean of the output. This may fail to reflect the importance of an input in certain cases, especially when the variance is not sufficient to describe the influence of the parameters, e.g. when the output distribution is highly skewed and heavily tailed, see the example in [21].

This motivates us to explore different methods for global sensitivity analysis, methods based on kernels. These measures are appealing for sensitivity analysis since they weight the impact of a variable on the full distribution of the system output, are well-suited for multi-objective problems and can handle categorical objects with ease.

3 Kernel-based global sensitivity analysis

In the following, we introduce the concepts and notation required to understand the kernel-based sensitivity analysis where probability distributions are embedded into reproducing kernel Hilbert spaces (RKHS). Then we define the Maximum Mean Discrepancy (MMD) and the Hilbert-Schmidt independence criterion (HSIC).

3.1 Reproducing Kernel Hilbert Space and distribution embeddings

Let $\mathcal{X}$ be any topological space where a Borel measure can be defined and $\mathcal{H}$ a Hilbert space of $\mathbb{R}$-valued functions on $\mathcal{X}$. $\mathcal{H}$ is called a reproducing kernel Hilbert Space (RKHS), endowed with a dot product $\langle \cdot, \cdot \rangle_{\mathcal{H}}$, if there exists a kernel function $k: \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ with the following properties:

1. $\forall x \in \mathcal{X}, k(x, \cdot) \in \mathcal{H}$
2. Reproducing property: $\forall x \in \mathcal{X}, \forall f \in \mathcal{H} \langle f, k(x, \cdot) \rangle_{\mathcal{H}} = f(x)$

As stated in [1], for any symmetric, positive definite function $k: \mathcal{X} \times \mathcal{X} \to \mathbb{R}$, there is a unique associated RKHS. Furthermore, if one consider a mapping $\phi: \mathcal{X} \to \mathcal{H}$ from each $x \in \mathcal{X}$ to the RKHS $\mathcal{H}$, $k$ can then be expressed as the dot product in term of the feature map, such that, $k(x, x') = \langle \phi(x), \phi(x') \rangle_{\mathcal{H}}$.

Popular reproducing kernels in $\mathbb{R}^d$ include the linear kernel $k(x, x') = \langle x, x' \rangle_{\mathcal{X}}$, the polynomial kernel of degree $p \in \mathbb{N} k(x, x') = (1 + \langle x, x' \rangle_{\mathcal{X}})^p$ or the Gaussian radial basis function kernel with bandwidth $\sigma > 0$, $k(x, x') = \exp\left(-\frac{\|x-x'\|^2}{2\sigma^2}\right)$.

We now consider a random variable $X \in \mathcal{X}$ with probability distribution $P_X$. Following [27], we define the kernel embedding $\mu_{P_X} \in \mathcal{H}$ of $P_X$ by,

$$\mu_{P_X} := \mathbb{E}_X[k(X, \cdot)] = \mathbb{E}_X[\phi(X)], \quad (6)$$

provided $\mathbb{E}_X[k(X, X)] < \infty$.

By definition, $\mu_{P_X}$ is the representation of the distribution $P_X$ in the RKHS $\mathcal{H}$. Let $\mathcal{M}_1(\mathcal{X})$ be the family of all distributions $P$ on $\mathcal{X}$, the kernel $k$ is called
characteristic if the map $M_k : \mathcal{M}_1(\mathcal{X}) \to \mathcal{H}$, $\mathbb{P}_X \mapsto \mu_{\mathbb{P}_X} = \mathbb{E}_X[k(X, \cdot)]$ is injective. Hence, if a characteristic kernel is used, each distribution can be uniquely represented in $\mathcal{H}$ by the kernel embedding and all its statistical features are preserved.

In the rest of the paper, $\mathbb{P}_X$ will be indirectly specified through its i.i.d. samples $\{x^1, \ldots, x^N\}$. One must use a Monte-Carlo estimator of the kernel embedding:

$$\hat{\mu}_{\mathbb{P}_X} = \frac{1}{N} \sum_{i=1}^{N} k(x^i, \cdot) \quad (7)$$

One can easily see that $\hat{\mu}_{\mathbb{P}_X}$ converges to $\mu_{\mathbb{P}_X}$ as $N \to \infty$. Fig. 4 shows a visual of the kernel embedding of a distribution and its empirical estimator.

![Figure 4: Kernel embedding of a distribution, from [29].](image)

3.2 From Maximum Mean Discrepancy to Hilbert Schmidt Independence

Kernel embeddings of probability measures provide a distance between distributions as the distance between their embeddings in the Hilbert space. Such distance is called the Maximum Mean Discrepancy, or MMD [13]. Assuming $X$ and $Y$ are two random vectors defined in $\mathcal{X}$ with probability distributions $\mathbb{P}_X$ and $\mathbb{P}_Y$, respectively, and $\mathcal{H}$ a RKHS with kernel $k$, [13] defines the Maximum Mean Discrepancy $\gamma_k$ as the distance between the distribution kernel embeddings in the RKHS by:

$$\gamma_k(\mathbb{P}_X, \mathbb{P}_Y) = \|\mu_{\mathbb{P}_X} - \mu_{\mathbb{P}_Y}\|_\mathcal{H} \quad (8)$$

In order for $\gamma_k$ to be a metric, i.e. $\gamma_k = 0$ iff $\mathbb{P}_X = \mathbb{P}_Y$, $k$ must be characteristic. This criterion is satisfied by many common kernels (such as the Gaussian kernel, see [30], [31] and [11] for more details). It is common to take the square of the previous equation as it can be expressed in terms of products of expectations.

$$\gamma_k^2(\mathbb{P}_X, \mathbb{P}_Y) = \mathbb{E}_X \mathbb{E}_X[k(X, X')] + \mathbb{E}_Y \mathbb{E}_Y[k(Y, Y')] - 2 \mathbb{E}_X \mathbb{E}_Y[k(X, Y)] \quad (9)$$
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for $X'$ and $Y'$ independent copies of $X$ and $Y$, s.t. $X, X' \sim \mathbb{P}_X$ and $Y, Y' \sim \mathbb{P}_Y$. The previous equation can also be written under an integral form, often useful for proofs, as

$$
\gamma_k^2(\mathbb{P}_X, \mathbb{P}_Y) = \int_X \int_Y k(x, y) d(\mathbb{P}_X - \mathbb{P}_Y)(x)(\mathbb{P}_X - \mathbb{P}_Y)(y) = \int_X \int_Y k(x, y)(p_X(x) - p_Y(x))(p_X(y) - p_Y(y)) dxdy
$$

(10)

Furthermore, the MMD can be used to detect statistical dependencies between random variables ([14], [15] or [27] for example). Assume $H$ is a RKHS of functions from $\mathcal{X}$ to $\mathbb{R}$ with kernel $k$. Likewise, we define a second RKHS $G$, of functions from $\mathcal{Y}$ to $\mathbb{R}$ with kernel $l$. Because of product of kernels is a kernel [24], we construct the kernel $v$ on the product space $\mathcal{X} \times \mathcal{Y}$ with RKHS $V$ as:

$$
v((x, y), (x', y')) = k(x, x')l(y, y')
$$

(11)

Let $X \sim \mathbb{P}_X$ be a random variable on $\mathcal{X}$ and a RKHS $H : \mathcal{X} \rightarrow \mathbb{R}$ induced by a kernel $k$. Similarly, let $Y \sim \mathbb{P}_Y$ be a random variable on $\mathcal{Y}$ and a RKHS $G : \mathcal{Y} \rightarrow \mathbb{R}$ induced by a kernel $l$. $X$ and $Y$ have a joint distribution $\mathbb{P}_{XY}$. Following [27], we begin by defining the distribution embeddings of $\mathbb{P}_{XY}$ and $\mathbb{P}_X \mathbb{P}_Y$:

$$
\mu_{\mathbb{P}_{XY}} = \mathbb{E}_{XY}[v((X, Y), \cdot)]
$$

$$
\mu_{\mathbb{P}_X \mathbb{P}_Y} = \mathbb{E}_X \mathbb{E}_Y [v((X, Y), \cdot)]
$$

(12)

From this, we write HSIC as

$$
\text{HSIC}(X, Y)_{H,G} = \gamma_k^2(\mathbb{P}_{XY}; \mathbb{P}_X \mathbb{P}_Y) = \|\mu_{\mathbb{P}_{XY}} - \mu_{\mathbb{P}_X \mathbb{P}_Y}\|_{H \otimes G}^2
$$

$$
= \mathbb{E}_{X,Y} \mathbb{E}_{X',Y'} k(X, X')l(Y, Y') + 2\mathbb{E}_{X,Y} \mathbb{E}_{X,Y'} \mathbb{E}_{X',Y'} k(X, X')l(Y, Y')
$$

$$
- 2\mathbb{E}_{X,Y} \mathbb{E}_{X,Y'} \mathbb{E}_{X',Y'} k(X, X')l(Y, Y')
$$

(13)

The latter is also the squared Hilbert-Schmidt norm of the cross-covariance operator associated with $\mathbb{P}_{XY}$ between RKHSs [14]. For characteristic kernels, $\text{HSIC}(X, Y)_{H,G}$ is zero if and only if $X$ and $Y$ are independent.

Like the MMD, the HSIC can be written as an integral

$$
\text{HSIC}(X, Y)_{H,G} = \int_X \int_Y k(x, x')l(y, y') d(\mathbb{P}_{XY} - \mathbb{P}_X \mathbb{P}_Y)(x, y)(\mathbb{P}_{XY} - \mathbb{P}_X \mathbb{P}_Y)(x, y')
$$

$$
= \int_X \int_Y k(x, x')l(y, y')(p_{XY}(x, y) - p_X(x)p_Y(y))
$$

$$
\times (p_{XY}(x', y') - p_X(x')p_Y(y')) dxdy' dxdy
$$

(14)
[14] also proposed a HSIC empirical estimator for a finite number of observations. Let \((X, Y) = \{(x^1, y^1), \ldots, (x^N, y^N)\} \subseteq X \times Y\) be independently drawn samples from \(P_{XY}\), we have \(\text{HSIC}(X, Y)_{H,G}\) as

\[
\text{HSIC}_N(X, Y)_{H,G} = \frac{1}{N^2} \text{tr}(KHLH)
\]

(15)

where \(K, L \in \mathbb{R}^{N \times N}, \) \(K_{ij} = k(x^i, x^j)\), \(L_{ij} = l(y^i, y^j)\) are kernel matrices and \(H \in \mathbb{R}^{N \times N}, H = I_N - N^{-1}11^T\) is a centering matrix. \(1\) is a vector of ones of proper dimension. The proposed estimator is computed in \(O(N^2)\) time.

In the global sensibility analysis framework, [5] proposes a sensitivity index based on a normalized version of the HSIC measure between \(f(X)\) and \(X_i\), which is further studied in [6].

### 3.3 HSIC sensitivity index with categorical inputs

The above HSIC sensitivity index relies only on the choice of the kernel functions for the inputs and the outputs. This choice depends directly on the type of data: for example, for continuous data sets, it is customary to use the squared exponential kernel,

\[
k(x, x') = \exp \left( -\frac{\|x - x'\|^2}{2\sigma^2} \right)
\]

with \(\sigma\) the bandwidth parameter.

Applying the indicator-thresholding introduced in section 2.2 to the output \(Z = \mathbb{I}_{f(X) \leq q \cap g(X) \leq T}\) makes it a binary variable. Kernels dedicated to categorical variables, such as the linear kernel \(l(z, z') = zz'\), can then be employed. In that case, one can draw a link between the HSIC and a MMD. With \(Z = \mathbb{I}_{X \in D}\), the HSIC expression of (14) becomes

\[
\text{HSIC}(X, Z) = \int_{x,x'} k(x, x') \left[ p_{X|Z=1}(x) - p_X(x) \right] \left[ p_{X|Z=1}(x') - p_X(x') \right] P(Z = 1)^2 dxdx'
\]

(16)

We can simplify the previous equation thanks to zero values of \(l(z, z')\) and obtain

\[
\text{HSIC}(X, Z) = \int_{x,x'} k(x, x') \left[ p_{X|Z=1}(x) - p_X(x) \right] \left[ p_{X|Z=1}(x') - p_X(x') \right] P(Z = 1)^2 dxdx'
\]

(17)

Recalling the integral expression of the Maximum Mean Discrepancy (10), one notices that

\[
\text{HSIC}(X, Z) = P(Z = 1)^2 \times \gamma_2^2(P_{X|Z=1}, P_X)
\]

(18)

Eq (18) shows the equivalence between the distance in distribution of \(X\) and \(X|Z=1\) and the statistical dependence of \(X\) and \(Z\). (18) is similar to the concepts behind the Monte Carlo Filtering technique for sensitivity analysis first introduced in [19].
In order to evaluate the importance of each variable separately, the input used in (18) is $X_i$, which directly defines a sensitivity measure from HSIC and the indicator thresholding.

**Definition 1 (Sensitivity index from HSIC with Indicator-Thresholding, HSIC-IT)**

Let $f() : \mathbb{R}^d \rightarrow \mathbb{R}$ and $g() : \mathbb{R}^d \rightarrow \mathbb{R}^m$ be objective and constraints functions of the random variables $X = (X_1, \ldots, X_d)$. The sensitivity index of the variable $X_i$ from the Hilbert-Schmidt Independence Criterion with the Indicator-Thresholding (HSIC-IT) is defined as

$$S_{q,T}^{\text{HSIC}}(X_i) = \text{HSIC}(X_i, 1_{f(X) \leq q \cap g(X) \leq T})$$

for any $q \in \mathbb{R}$ and $T \in \mathbb{R}^{m,+}$.

$S_{q,T}^{\text{HSIC}}$ measures the impact of an input through how much its probability distribution changes when it is restricted by the output. A variable is negligible for optimization if its $S_{q,T}^{\text{HSIC}}$ is close to zero. The main difference between the above $S_{q,T}^{\text{HSIC}}$ definition and the sensitivity index proposed in [5] lies in the use of the indicator function. In the numerical applications provided in this paper, each $S_{q,T}^{\text{HSIC}}(X_i)$ is normalized by dividing with $\sum_{i=1}^{d} S_{q,T}^{\text{HSIC}}(X_i)$. Alternatively, like in [5], $S_{q,T}^{\text{HSIC}}(X_i)$ could be divided by $\sqrt{\text{HSIC}(X_i, X_i) \text{HSIC}(Z, Z)}$.

![Figure 5: Left: Samples from $P_{f(X)|f(X) \leq q_{\alpha}=20\%}$ and associated inputs marginal distributions for the Dixon-Price function. The original empirical distribution on the complete domain is also drawn in dashed lines. It is not completely uniform because of the finite size of the sample. Right: Evolution of the normalized HSIC sensitivity indices w.r.t. the quantile $\alpha$.](image)

As an example, consider the two-dimensional Dixon-Price function already discussed in fig. 1. Fig. 5 shows the distribution of $P_{X_1|Z=1}$ and $P_{X_2|Z=1}$ for $Z = 1_{f(X) \leq q_{\alpha}=20\%}$ along with the initial inputs distribution, $X_i \sim U[-10, 10]$, for $i = \{1, 2\}$. Because the distribution of $P_{X_2|Z=1}$ differs more from the uniform one than that of $P_{X_1|Z=1}$, its sensitivity is larger.
Another illustration is given by the following two-dimensional “Level” function whose behavior changes at a certain threshold $q$: above the threshold $q$, $f(X)$ only depends on $X_1$ but it only depends on $X_2$ below $q$,

$$f(X) = \begin{cases} 
|X_1| & \text{if } |X_1| > q \\
|X_2 - 2| - 6 & \text{otherwise}
\end{cases}$$

The left side of fig. 6 shows a representation of the “Level” function with $q = 2.3$ on $S = [-5, 5]^2$. The right side of fig. 6 provides the sensitivities $S_{q_i}^{\text{HSIC}}(X_i)$, $i = 1, \ldots, 2$, for multiple $\alpha$-quantile values. The dotted line corresponds to the threshold of 2.3. It is observed that the unique dependency on $X_1$ is captured above that threshold where the sensitivity on $X_2$ is null, while both variables have a non-zero sensitivity below the threshold. Indeed, $X_2$ is negligible for reaching the set above $q$. Yet, below $q$, both inputs matter since $X_1$ is necessary to attain that area in a first place and $X_2$ matters to reach sub-areas below $q$.

Hence, the sensitivity measure from HSIC with indicator, $S_{q,T}^{\text{HSIC}}$, detects which inputs are important to arrive at a specific sublevel set.

Figure 6: Left: Level-set function for $q = 2.3$. Right: Evolution of the normalized HSIC sensitivity indices for the level-set function w.r.t. the quantile $\alpha$.

4 From HSIC to optimization, with applications

4.1 An optimization strategy based on the HSIC-IT sensitivities

The HSIC-IT measures naturally lead to an optimization strategy: the HSIC-IT are first calculated and, second, used to simplify the optimization problem, as explained below.

Sensitivity analysis As a preliminary step to the optimization, a sensitivity analysis is done in order to measure which inputs actually matter to reach a
certain level of the objective function within the feasible space. We create at random \( N \) points making the initial design of experiments \( X \in \mathbb{R}^{N \times d} \) and compute the \( S_{HSIC}^{q, T}(X_i), i = 1, \ldots, d \), for multiple \( \alpha \) values (typically \( \alpha = [10\%, 40\%, 70\%, 100\%] \)). The value of \( T \) is chosen to ensure at least one hundred feasible points. A Gaussian radial basis function (RBF) kernel is used for the inputs and a linear kernel for the output, \( Z = \mathbb{1}_{f(x) \leq q, g(x) \leq T} \). The bandwidth parameter \( \sigma \) of the Gaussian RBF kernel is chosen as the median distance between points in the sample set \( X \) since it performs well in many applications \[15\].

**Modification of the optimization problem**  After the sensitivity analysis, an input \( X_j \) is dubbed “negligible” for the optimization when its normalized \( S_{HSIC}^{q, T}(X_j) \) is below a threshold \( \tau = 0.1 \times \max_{i=1, \ldots, d} S_{HSIC}^{q, T}(X_i) \) for a low \( \alpha \) (here \( \alpha = 10\% \)). We set those inputs to a chosen value and reformulate the optimization problem: let \( \mathcal{A} \) be the index set of active optimization variables whose \( S_{HSIC}^{q, T} \) is above \( \tau \), and \( \mathcal{\overline{A}} \) the complementary set of fixed variables, so that the initial number of variables is split into \( d = \text{Card}(\mathcal{A}) + \text{Card}(\mathcal{\overline{A}}) \). The modified optimization problem is

\[
\begin{align*}
\text{minimize} & \quad f(X) \\
\text{where} & \quad X_j = x_j \text{ is given, } j \in \mathcal{\overline{A}}, X \in \mathcal{X}, \\
\text{subject to} & \quad g_l(X) \leq 0, \ l = 1, \ldots, m.
\end{align*}
\]

Two approaches for setting the non-active variables are studied:

- **Random strategy**: the negligible inputs, \( x_j, j \in \mathcal{\overline{A}} \), are uniformly sampled from the restriction of \( \mathcal{X} \) to its \( j \)th component once at the beginning of the search.

- **Greedy strategy**: the negligible inputs are set to the values provided by the best feasible point of the sensitivity analysis; \( x_j, j \in \mathcal{\overline{A}} \) is the \( j \)-th component of \( \arg \min_{x^i, i=1, N; g(x^i) \leq 0} f(x^i) \).

The optimization is carried out with the COBYLA algorithm. COBYLA is a local derivative-free algorithm for constrained problem which employs linear approximations to the objective and constraint functions \[23\]. The implementation from the \texttt{nlopt} package \[32\] of the \texttt{R} language was used.

### 4.2 Constrained optimization test problems

#### 4.2.1 Optimization study protocol

Tests will be carried out to compare the Random and Greedy problem formulations, to which we add the unmodified version of the problem, referred to as Original, where all \( d \) variables are optimized. Because of the small size of the feasible space in the examples below, a large number of points is required for the sensitivity analysis: results are provided for \( N = 50000 \) and each estimation of
Table 1: Constrained optimization test problems.

| Name   | d  | m  | % feas. space | Best f      | Best known X*                     |
|--------|----|----|---------------|-------------|-----------------------------------|
| GTCD   | 4  | 1  | 52.38         | 2964893.85  | [49.99, 1.178, 24.59, 0.389]      |
| WB4    | 4  | 5  | 5.6 · 10⁻²    | 1.7250      | [0.206, 3.473, 9.037, 0.206]      |

\( S_{\text{HSIC}}^{\alpha, \mathbf{1}} \) is repeated 20 times to obtain a confidence interval on each index. Then, for each optimization problem version (Original, Random and Greedy), the algorithm is run 10000 times. The starting points are each of the 100 points of an optimized Latin Hypercube Sampling (LHS) with maximin criterion\(^2\), with 100 repetitions. The comparisons will be based on the number of calls to the objective function at convergence and the performance of the solutions.

The following examples are two well-known engineering design test problem: the Gas Transmission Compressor Design Problem \([7]\) and the Welded Beam Design Problem \([7]\), table \(1\) summarizes characteristic features of both problems: the number of inputs \(d\), the number of constraints \(m\), the ratio in percent of the volume of feasible region to the volume of the complete design space, the best known feasible objective value and the corresponding \(X^\ast\).

### 4.2.2 Gas Transmission Compressor Design (GTCD)

The first example is a real-life problem about the design of a gas pipe line transmission system. The objective is to minimize its cost \(f(X_1, X_2, X_3, X_4)\) under a nonlinear constraint. The problem objective function, constraint and search space are given below:

\[
\begin{align*}
f(X) &= (8.61 \times 10^5) X_1^{1/2} X_2 X_3^{-2/3} X_4^{-1/2} + (7.72 \times 10^8) X_1^{-1} X_2^{0.219} \\
&\quad - (765.43 \times 10^6) X_1^{-1} + (3.69 \times 10^4) X_3 \\
\text{s.t.} & \\
&g_1(X) = X_4 X_2^{-2} + X_2^{-2} - 1 \leq 0 \\
&\quad 20 \leq X_1 \leq 50, \ 1 \leq X_2 \leq 10, \ 20 \leq X_3 \leq 50, \ 0.1 \leq X_4 \leq 60
\end{align*}
\]

**Sensitivity analysis** fig. \([7]\) shows the evolution of the conditional distributions for different quantiles \(\alpha\). Above each plot, the corresponding means and standard deviations, out of the 20 repetitions, of the normalized HSIC-IT sensitivities are given. \(X_3\) is detected as negligible as its index is near zero for the low quantile \(\alpha = 10\%\). The near zero HSIC-IT of \(X_3\) expresses the fact that it

\(^2\)Note that it would not be possible to use the same design of experiments for all problem versions since it cannot be guaranteed that the filling criterion is respected after simplification.
conditional probability distribution stays relatively close to the uniform distribution while other inputs see their distribution become increasingly skewed as \( \alpha \) decreases.

The value chosen for \( X_3 \) in the Greedy modification of the optimization problem is 29.19 as it returned the best objective value during the sensitivity analysis, with the best point known in the literature being \( X^* = [49.99, 1.178, 24.59, 0.389] \).

**Optimization results**  
fig. 8 sums up the results of the 10000 optimization runs. The histograms on the top left plot show that the Greedy version of the problem has a degraded optimum, \( f(X) = 2966731 \), with respect to the Original one, \( f(X) = 2964894 \). But the convergence is more robust, showing fewer runs that get trapped at local solutions and it is obvious from the lower plots that convergence is faster. The Random version has a cost similar to that of the Greedy formulation, but the cost functions at convergence vary significantly depending on the values chosen at random for the frozen inputs. Both modified versions of the problem use significantly fewer calls to the objective function than the original formulation as it might be expected from problems with smaller search spaces. Although they return inferior solutions, the Greedy formulation is acceptable since it yields solutions close to the original optimum in a faster and more consistent manner.

**4.2.3 Welded Beam (WB4)**

**Optimization problem**  
This second example concerns a welded beam structure, constituted of a beam A and the weld required to hold it to the member B, see fig. 9. The objective is to minimize its fabrication cost \( f(X_1, X_2, X_3, X_4) \) under 5 nonlinear inequality constraints. The optimization is summarized in the equations below:

\[
f(X) = 1.10471X_1^2X_2 + 0.04811X_3X_4(14 + X_2)
\]

s.t.

\[
\begin{align*}
g_1(X) &= \tau(X) - 13600 \leq 0, \\
g_2(X) &= \sigma(X) - 30000 \leq 0, \\
g_3(X) &= X_1 - X_4 \leq 0, \\
g_4(X) &= 6000 - P_c(X) \leq 0, \\
g_5(X) &= \delta(X) - 0.25 \leq 0
\end{align*}
\]

\[
0.125 \leq X_1 \leq 10, \ 0.1 \leq X_2 \leq 10, \ 0.1 \leq X_3 \leq 10, \ 0.1 \leq X_4 \leq 10
\]

The terms \( \tau(X) \), \( \sigma(X) \), \( P_c(X) \) and \( \delta(X) \) are given in Appendix A.

**Sensitivity analysis**  
fig. 10 shows the evolution of the conditional distributions \( P_{X_i | Z=1} \) for different quantiles \( \alpha \). The mean and standard deviations of the HSIC-IT sensitivities associated to each \( \alpha \), out of 20 repetitions, can be found.
Figure 7: Evolution of $P_{X_i | Z=1}$ for different $\alpha$ values (continuous line) compared to the original distribution (dashed line) for the Gas Transmission Compressor Design. The continuous and dashed lines differ for $\alpha = 100\%$ because all points are not feasible. The numbers above each plot are the corresponding mean and standard deviation of $S_{q_\alpha, T}^{HSIC}$. Bold numbers correspond to negligible $X_i$’s, i.e., small $S_{q_\alpha, T}^{HSIC}$’s. For better readability, the scales of the vertical axes vary.
Figure 8: Results of 10000 optimizations with the Original, Greedy and Random formulations for the Gas Turbine Compressor Design test case: histograms of the final objective functions (top) and number of calls to the objective function at convergence (bottom).
above each plot. $X_2$ and $X_3$ are found to be negligible as their index is near zero for $\alpha = 10\%$. Their domains are only slightly restricted by the condition on performance, $Z = 1$.

For the *Greedy* problem modification, $X_2$ is set to 5.36 and $X_3$ to 8.54 as those values gave the lowest feasible objective function value during the sensitivity analysis. For reference, the optimal point found in the literature is $X^* = [0.206, 3.473, 9.037, 0.206]$.

**Optimization results** The 10000 optimizations of the WB4 problem are summarized in fig. 11. It is seen on the top histograms that, with the original formulation, the global optimum of performance $f(X^*) = 1.72$ is reached in half of the cases. However, as show by the bottom histograms, the associated number of calls to the objective function in almost all cases is the maximum budget (500). The *Greedy* modification to the problem converges to a downgraded value of $f(X^*) = 1.97$ at a much lower cost, with 50 calls to the objective function on the average. As can be observed on the top right histogram, the *Random* modification to the problem yields inconsistent objective function values at convergence, because many choices of “negligible” inputs lead to poor final achievable performance.

Once again, the freezing of some of the variables leads to savings in terms of calls to the objective function and to more robust convergences for the *Greedy* version. Furthermore, it seems that the modified version no longer has the local optimum around $f(X^*) = 11$ that is seen as a small mode in the top of fig. 11 in the original results.

**4.3 Discussion**

As seen in both above examples, setting variables with small $s_{q,T}^{\text{HSIC}}$ to a fixed value chosen with the *Greedy* strategy led to significant improvements in terms of optimization cost and robustness, with an accompanying small degradation in performance at the optimum. This is due to the loss in fine-tuning ability resulting from freezing the value of the low impact inputs. This phenomenon
Figure 10: Evolution of $P_{X_i|Z=1}$ for different $\alpha$ value (continuous line) compared to the original distribution (dashed line) for the Welded Beam application. The continuous and dashed lines differ for $\alpha = 100\%$ because not all points are feasible. The values above each plot are the corresponding $\text{S}_{\text{HSIC}}^{\alpha, \text{mean}}$ (and standard deviation). Bold numbers highlight small values of $\text{S}_{\text{HSIC}}^{\alpha, \text{mean}}$ (and negligible $X_i$’s). For better readability, the scales of the vertical axes vary.
Figure 11: Results of 10000 optimizations with the Original, Greedy and Random formulations for the Welded Beam test case: histograms of the final objective functions (top) and number of calls to the objective function at convergence (bottom).
was more visible with the *Random* strategy where the variations in values of fixed inputs led to a spread in final objective functions.

We now argue, with the help of an illustrative example, that this impact is increased when the reduced problem is solved with a local optimization algorithm, such as in Section 4 (COBYLA was the local optimizer). Let us consider following two dimensional “twisted strip” toy function:

$$f(X) = \begin{cases} 10 - (|X'_1| - A)^2 - \epsilon X'_2 X'_1 & \text{if } |X_1| \geq A \\ 10 - \epsilon X'_2 X'_1 & \text{otherwise} \end{cases}$$

with $X' = X - c$. The function is represented in fig. 12 below for $c = (0.1, 0.1)$, $A = 0.2$ and $\epsilon = 0.1$. This function possesses a global optimum at $(-1, -1)$ (the red square) and multiples local ones (the black squares), with a significant difference in the objective value.

![Left: Surface plot of the twisted strip function with $c = (0.1, 0.1)$, $A = 0.2$ and $\epsilon = 0.1$.](image)

**Upper-right:** Profile of the reduced objective function for different $X_2$ values, **Bottom-right:** Frequency of convergence to the global optimum for random initial $X_1$ depending of the value chosen for the frozen input $X_2$.

For this toy function, the HSIC-IT sensitivity index of the second variable is arbitrarily small, even for low quantiles. This can be seen by imagining the marginal distribution of $X_2$ when $f$ is restricted to low values, which is very close to the uniform distribution. Indeed, the twisted strip function is almost flat in the $X_2$ direction. Setting $X_2$ to a constant value simplifies the problem as it appears to be negligible. Whatever the chosen value of $X_2$, the reduced objective function has a global optimum at $X_1 = -1$ and a local one at $X_1 = 1$. The main difference between these 2 cases lies in the slope direction of the reduced function near $X_1 = 0 \pm A$, see the different profiles of the function in the upper-right side of Figure 12. That implies that a local optimization algorithm will be sensitive to its initialization and will sometimes converge to the local optimum. Hence, depending of the choice made for the value of $X_2$, the
frequency of convergence to the global optimum varies, increasing when $X_2$ is at its optimum (-1) and decreasing when away from it, see the table in Figure 12. Such behaviour should be expected from functions with essential global optima, i.e., functions without “needle in the haysack”, where the modified optimization problems lead to the global basin of attraction if the frozen variables are close to their optimum. In such well-behaved cases, the Greedy heuristic gives $X_2 \approx -1$, leading to improved results. Note that the phenomenon of convergence to a local optimum and its dependency on the frozen variables would be much lessened if a global optimizer were used: the strategy proposed in this paper of HSIC-IT sensitivity analysis followed by a greedy freezing of some variables and an optimization would further benefit from a global optimizer.

Another bottleneck with highly constrained high dimension problems is finding feasible points. This requires to draw a large number of points to ensure that we have a large enough sample for the estimation of the sensitivity indices. To overcome this issue, we use a relaxation coefficient which correspond to $T$ in section 2.2 was made to get at least a hundred 100 feasible points for the computation of the HSIC-IT sensitivity index.

Finally, in our example, we use a Gaussian RBF kernel for the inputs as a default choice but other kernels might be better suited for optimization variable selection. The heuristic choice of the bandwidth $\sigma$ might also be improved based on recent works that propose an optimization of the parameter, [10].

5 Conclusions

This paper has studied how global sensitivity analysis can be specialized for contributing to the resolution of optimization problems.

First, we have introduced three modifications of the objective function that are alternative expressions of the feasible level set idea. Each formulation is a different blend between two pieces of information, which inputs matter to reach an area close to the optima and how much each input impacts performance when being in such an area. The effect of each formulation on the Sobol indices has been observed.

Second, building on the indicator-thresholding formulation in conjunction with the Hilbert Schmidt Independence Criterion, we have described a new HSIC-IT sensitivity index adapted to constrained optimization problems. This sensitivity index has been interpreted as a measure of the distance between two distributions, that of the variable being analyzed and that of the same variable conditional to its objective and constraints reaching a certain performance level.

Finally, the new HSIC-IT index has served to select variables before a local optimization is carried out. Provided that the variables which are not retained are given a value in a greedy manner, we have obtained in several test cases solutions with limited performance loss, at a substantially decreased number of function evaluations, and with more stable convergences.

In this work, the cost of calculating the HSIC-IT sensitivity indices has been left aside. An important, practical, perspective is to limit this cost by
introducing statistical (surrogate) models in the HSIC-IT sensitivity estimation.

Acknowledgments
The authors would like to thank Olivier Roustant for his help with the project.

References

[1] N. Aronszajn, *Theory of reproducing kernels*, Transactions of the American mathematical society, 68 (1950), pp. 337–404.

[2] C. S. Beightler and D. T. Phillips, *Applied Geometric Programming*, Wiley, 1976.

[3] A. Berlinet and C. Thomas-Agnan, *Reproducing kernel Hilbert spaces in probability and statistics*, Springer Science & Business Media, 2011.

[4] E. Borgonovo, *A new uncertainty importance measure*, Reliability Engineering & System Safety, 92 (2007), pp. 771–784.

[5] S. Da Veiga, *Global sensitivity analysis with dependence measures*, Journal of Statistical Computation and Simulation, 85 (2015), pp. 1283–1305.

[6] M. De Lozzo and A. Marrel, *New improvements in the use of dependence measures for sensitivity analysis and screening*, arXiv preprint arXiv:1412.1414, (2014).

[7] K. Deb, *An efficient constraint handling method for genetic algorithms*, Computer methods in applied mechanics and engineering, 186 (2000), pp. 311–338.

[8] B. Efron and C. Stein, *The jackknife estimate of variance*, The Annals of Statistics, (1981), pp. 586–596.

[9] J.-C. Fort, T. Klein, and N. Rachdi, *New sensitivity analysis subordinated to a contrast*, Communications in Statistics-Theory and Methods, 45 (2016), pp. 4349–4364.

[10] K. Fukumizu, A. Gretton, B. Schölkopf, and B. K. Sriperumbudur, *Characteristic kernels on groups and semigroups*, in Advances in Neural Information Processing Systems, 2009, pp. 473–480.

[11] K. Fukumizu, A. Gretton, X. Sun, and B. Schölkopf, *Kernel measures of conditional dependence*, in NIPS, vol. 20, 2007, pp. 489–496.

[12] F. Gamboa, A. Janon, T. Klein, A. Lagnoux, et al., *Sensitivity analysis for multidimensional and functional outputs*, Electronic Journal of Statistics, 8 (2014), pp. 575–603.
[13] A. Gretton, K. M. Borgwardt, M. J. Rasch, B. Schölkopf, and A. Smola, A kernel two-sample test, Journal of Machine Learning Research, 13 (2012), pp. 723–773.

[14] A. Gretton, O. Bousquet, A. Smola, and B. Schölkopf, Measuring statistical dependence with hilbert-schmidt norms, in International conference on algorithmic learning theory, Springer, 2005, pp. 63–77.

[15] A. Gretton, K. Fukumizu, C. H. Teo, L. Song, B. Schölkopf, A. J. Smola, et al., A kernel statistical test of independence., in NIPS, vol. 20, 2007, pp. 585–592.

[16] A. Gretton, D. Sejdinovic, H. Strathmann, S. Balakrishnan, M. Pontil, K. Fukumizu, and B. K. Sriperumbudur, Optimal kernel choice for large-scale two-sample tests, in Advances in neural information processing systems, 2012, pp. 1205–1213.

[17] W. Hoeffding, A class of statistics with asymptotically normal distribution, The annals of mathematical statistics, (1948), pp. 293–325.

[18] T. Homma and A. Saltelli, Importance measures in global sensitivity analysis of nonlinear models, Reliability Engineering & System Safety, 52 (1996), pp. 1–17.

[19] G. M. Hornberger and R. C. Spear, Approach to the preliminary analysis of environmental systems, J. Environ. Mgmt., 12 (1981), pp. 7–18.

[20] B. Iooss and P. Lemaître, A review on global sensitivity analysis methods, in Uncertainty Management in Simulation-Optimization of Complex Systems, Springer, 2015, pp. 101–122.

[21] H. Liu, W. Chen, and A. Sudjianto, Relative entropy based method for probabilistic sensitivity analysis in engineering design, Journal of Mechanical Design, 128 (2006), pp. 326–336.

[22] Y. Ollivier, L. Arnold, A. Auger, and N. Hansen, Information-geometric optimization algorithms: A unifying picture via invariance principles, arXiv preprint arXiv:1106.3708, (2011).

[23] M. J. Powell, A direct search optimization method that models the objective and constraint functions by linear interpolation, in Advances in optimization and numerical analysis, Springer, 1994, pp. 51–67.

[24] C. E. Rasmussen and C. K. I. Williams, Gaussian Processes for Machine Learning, Adaptive Computation and Machine Learning, The MIT Press, Cambridge, MA, USA, 01 2006, http://mitpress.mit.edu/026218253X
A. Saltelli, P. Annoni, I. Azzini, F. Campolongo, M. Ratto, and S. Tarantola, Variance based sensitivity analysis of model output. design and estimator for the total sensitivity index, Computer Physics Communications, 181 (2010), pp. 259–270.

A. Saltelli, S. Tarantola, F. Campolongo, and M. Ratto, Sensitivity analysis in practice: a guide to assessing scientific models, John Wiley & Sons, 2004.

A. Smola, A. Gretton, L. Song, and B. Schölkopf, A hilbert space embedding for distributions, in International Conference on Algorithmic Learning Theory, Springer, 2007, pp. 13–31.

I. M. Sobol, Sensitivity estimates for nonlinear mathematical models, Mathematical Modelling and Computational Experiments, 1 (1993), pp. 407–414.

L. Song, K. Fukumizu, and A. Gretton, Kernel embeddings of conditional distributions: A unified kernel framework for nonparametric inference in graphical models, IEEE Signal Processing Magazine, 30 (2013), pp. 98–111.

B. K. Sriperumbudur, A. Gretton, K. Fukumizu, G. R. Lanckriet, and B. Schölkopf, Injective hilbert space embeddings of probability measures., in COLT, vol. 21, 2008, pp. 111–122.

B. K. Sriperumbudur, A. Gretton, K. Fukumizu, B. Schölkopf, and G. R. Lanckriet, Hilbert space embeddings and metrics on probability measures, Journal of Machine Learning Research, 11 (2010), pp. 1517–1561.

J. Ypma, Introduction to nloptr: an r interface to nlopt, tech. report, Technical report, 2014.

A. Welded Beam test case complementary expressions

The expression of the terms $\tau(X)$, $\sigma(X)$, $P_e(X)$ and $\delta(X)$ is:
\[ \tau(X) = \sqrt{\tau_1(X)^2 + \tau_2(X)^2 + X_2 \tau_1(X) \tau_2(X) / \sqrt{0.25(X_2^2 + (X_1 + X_3)^2)}}, \]

\[ \sigma(X) = \frac{504000}{X_3^3 X_4}, \]

\[ P_c(X) = 102372.4(1 - 0.0282346 \cdot X_3) X_3 X_4^3, \]

\[ \delta(X) = \frac{2.1952}{X_3^3 X_4}. \]

where

\[ \tau_1(X) = \frac{6000}{\sqrt{2} X_1 X_2}, \]

\[ \tau_2(X) = \frac{6000(14 + 0.5 X_2) \sqrt{0.25 (X_2^2 + (X_1 + X_3)^2)}}{2 \left( \sqrt{2} X_1 X_2 (X_2^2/12 + 0.25(X_1 + X_3)^2) \right)}. \]