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Abstract. Although highly successful, the Truncated Wigner Approximation (TWA) does not account for genuine many-body quantum interference between different solutions of the mean-field equations of a bosonic many-body (MB) system. This renders the TWA essentially classical, where a large number of particles formally takes the role of the inverse of Planck’s constant $\hbar$. The failure to describe genuine interference phenomena, such as localization and scarring in Fock space, can be seen as a virtue of this quasiclassical method, which thereby allows one to identify genuine quantum effects when being compared with “exact” quantum calculations that do not involve any a priori approximation. A rather prominent cause for such quantum effects that are not accounted for by the TWA is the constructive interference between the contributions of symmetry-related trajectories, which would occur in the presence of discrete symmetries provided the phase-space distribution of the initial state and the observable to be evaluated feature a strong localization about the corresponding symmetry subspaces. Here we show how one can conceive an augmented version of the TWA which can account for this particular effect. This augmented TWA effectively amounts to complementing conventional TWA calculations by separate Truncated Wigner simulations that are restricted to symmetric subspaces and involve weight factors that account for the dynamical stability of sampling trajectories with respect to perpendicular deviations from those subspaces. We illustrate the validity of this method at pre- as well as post-Ehrenfest time scales in prototypical Bose-Hubbard systems displaying chaotic classical dynamics, where it also reveals the existence of additional MB interference effects.
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1. Introduction

Questions related to quantum chaos, i.e., to characteristic signatures of quantum systems whose classical counterpart exhibits chaotic dynamics [1, 2], have recently attracted renewed attention in the context of many-body systems in general and of ultracold quantum gases in particular. As illustrated by recent milestone experiments on thermalization and localization properties [3–5], those particular physical systems allow one to achieve an unprecedented degree of precision and control in the preparation and readout stages of a quantum many-body experiment, together with a wide flexibility to tune system parameters and change fundamental properties of the involved particles. A particularly intriguing object of study in this context, which gained a lot of attention most recently, are signatures of ergodicity breaking in quantum many-body systems that are expected to exhibit thermalization from a classical point of view, traced back, most prominently, to many-body scars [6–9]. Those particular objects can be understood as many-body eigenstates that are localized on unstable periodic orbits of the system’s classical dynamics [10, 11], thereby defying the eigenstate thermalization hypothesis [12, 13].

The theoretical investigation of many-body scars, and also of other nonclassical transport phenomena related, e.g., to (dynamical) localization [14–21] or tunneling [17, 22–25], can certainly be carried out via a spectral analysis of the system under consideration [26]. An alternative approach, which is more closely simulating state-of-the-art experiments in this context [3–6], consists in studying time evolution processes that would result from a quantum quench, i.e., a sudden change of system parameters at initial time, after having prepared the system in a given initial state. A particularly interesting choice for that initial state, especially for the purpose of exploring the impact of scars, is a coherent state, i.e., a minimum-uncertainty wave packet which mimics most closely the motion of a classical trajectory, at least during the initial stage of the evolution process. In the context of ultracold bosonic atoms, such a coherent state would correspond to a perfect Bose-Einstein condensate which can most straightforwardly be prepared in optical lattices for suitable system parameters [1]. A particularly useful numerical tool for the purpose of describing such a quench theoretically is the Truncated Wigner method [28–30]. This method consists in a quasiclassical simulation of the wave packet’s time evolution in terms of classical trajectories, chosen such that their initial phase-space points properly sample the initial Wigner function of the quantum wave packet. A perfect quantum-classical correspondence in the time evolution of a system’s observable, given in terms of the expectation value of a one- or many-body operator, implies that the Truncated Wigner Approximation (TWA) quantitatively reproduces this time evolution, while deviations between the TWA and the exact time evolution of

\[1\] This consideration neglects the presence of quantum depletion, i.e., of a minority of bosonic atoms that are not in the condensate state, which is an inevitable consequence of atom-atom interaction even at zero temperature. A quench in the atom-atom interaction strength, induced by Feshbach tuning, can be used to overcome this limitation if needed [27].
the observable are indicative of genuine quantum effects typically related to many-body interference. If we simply consider the return probability to the system’s initial state as observable under study, then the presence of scars and/or dynamical localization would most characteristically manifest in terms of an enhancement of that observable as compared to TWA simulations.

Besides those quantum dynamical effects, enhancements of return probabilities to the initial state as compared to quasiclassical predictions can also occur due to the presence of one or several discrete symmetries of the system under consideration, provided the phase-space distribution of that initial state is tightly localized about the corresponding symmetric submanifolds. In that case, each trajectory belonging to the quasiclassical sampling of the initial distribution will have one or several symmetry-related partner trajectories belonging to that same sampling, which will contribute to the TWA-based simulation with equal weight. For long evolution times and chaotic classical dynamics, those partner trajectories generically belong to different trajectory families, which, from a semiclassical perspective, implies that their respective contributions to the quantum time evolution give rise to constructive interference. These are totally neglected in the quasiclassical TWA, which incorporates only interference due to quantum fluctuations in the immediate vicinity of classical trajectories. While there are extensions that improve on the TWA’s inherent second-order description of these fluctuations, e.g., in terms of quantum Brownian motion [30], the innate inability to account for interference of classically well-separated trajectories, i.e., different trajectory families, remains. An augmented version of the TWA is therefore required to correctly account for those interference effects, in order to discriminate them from dynamical interference effects related to localization and scars. In [31] such an augmented TWA was proposed and successfully implemented for ultracold bosonic atoms in optical lattices of finite extent. It crucially relies on an approximate identification of trajectories belonging to symmetric or nonsymmetric families, using a distance threshold criterion with respect to the symmetry submanifold under consideration. While this particular approach can be straightforwardly implemented without significantly increasing the numerical effort of a TWA simulation, it suffers from an intrinsic ambiguity related to the definition of appropriate distance thresholds in phase space.

The purpose of the present paper is to provide a more solid theoretical foundation for the applicability of such a method. We shall, to this end, employ a complementary approach to discriminate between the respective contributions of symmetric and nonsymmetric trajectory families to the TWA simulation, which does not involve any adjustable parameter. The key idea of this approach is to perform TWA simulations that are restricted to the symmetric subspaces or submanifolds about which the wave packet is initially localized, together with an additional weight that accounts for the stability of the involved trajectories with respect to deviations from symmetry. As detailed below, such a subspace-restricted sampling can yield the specific contribution of the symmetric trajectory families to the quasiclassical simulation of the wave packet’s time evolution, and hence, by subtraction, also the complementary contribution of nonsymmetric
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Properly re-weighting the latter with respect to the former then yields an augmented version of the TWA that quantitatively accounts for the presence of discrete symmetries as a function of the evolution time. We shall demonstrate below that this method agrees very well with the more heuristic implementation of the augmented TWA described in [31] provided the distance threshold parameter employed in the latter is chosen sufficiently small to enclose only the immediate dynamical vicinity of the symmetry subspace, but not so small that it would cut into the Wigner function of the wave packet’s initial state. Both methods reproduce fairly well the exact time evolution of the many-body wave packet, in stark contrast to the ordinary TWA which grossly underestimates the return probability to the initial state at long evolution times.

To lay down proper foundations, we start in section 2 with a review of the semiclassical derivation of the TWA via the van Vleck-Gutzwiller propagator [32]. This particular derivation, which was already provided in various ways [31, 33–35], is complementary to the usual justification of the TWA based on the truncation of the time evolution equation of the system’s Wigner function [28–30] and essentially explains why, in practice, the TWA can, for sufficiently simple one-body observables, yield reliable predictions even for long evolution times [31,35]. Section 3 is devoted to a discussion of discrete symmetries and explains the notion of symmetric and nonsymmetric trajectory families. In section 4 we discuss how one can formally derive the augmented TWA, using a number of intermediate calculation steps the details of which are described in the appendices of this paper. Section 5 contains the particularization of this method to bosonic many-body systems. Numerical results, obtained within Bose-Hubbard plaquettes that are populated by a mesoscopic number of particles, are presented and discussed in section 6.

2. The Truncated Wigner approach from a semiclassical perspective

Let us first review how the TWA can be derived from the point of view of semiclassics [33,34]. We consider a closed quantum system consisting of \( L \) (continuous) degrees of freedom, characterized by position and conjugate momentum operators \( \hat{q} \equiv (\hat{q}_1, \ldots, \hat{q}_L) \) and \( \hat{p} \equiv (\hat{p}_1, \ldots, \hat{p}_L) \) with continuous spectrum \( q, p \in \mathbb{R}^L \). In the many-body context these can, e.g., be chosen to be the quadrature operators of lattice sites. At time \( t = 0 \) the system is prepared in an initial state described by a density matrix \( \hat{\rho}_i \). After a time \( t \) the system has evolved into a state

\[
\hat{\rho}_i(t) = \hat{U}(t)\hat{\rho}_i(0)\hat{U}^\dagger(t),
\]

where \( \hat{U}(t) \) is the time evolution operator of the system. We investigate the dynamics by means of the time evolved expectation value

\[
\langle \hat{\Omega} \rangle_t = \text{tr}\left[ \hat{\rho}_i(t)\hat{\Omega} \right]
\]

of some observable \( \hat{\Omega} \). The goal is to describe and understand the expectation value (2) in terms of trajectories of the underlying classical system. By expanding (2) in the basis
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de of position coordinates,
\[ \langle \Omega \rangle_t = \int d^L q^i \int d^L q^i \int d^L q^i \int d^L q^f \langle q^i|\hat{U}(t)|q^i\rangle \langle q^i|\hat{\rho}_t|q^i\rangle \langle q^i|\hat{U}_\uparrow(t)|q^f\rangle \langle q^f|\hat{\Omega}|q^f\rangle, \]
the dynamical information is reduced to the propagator \( K(q^f, q^i, t) = \langle q^f|\hat{U}(t)|q^i\rangle \), i.e., the position matrix element of the time evolution operator. The semiclassical approximation consists in representing this latter quantity as a sum over all classical trajectories, indexed by \( \gamma \), that start at \( t = 0 \) at positions \( q^i = (q^{i_1}, \ldots, q^{i_L}) \) and end at time \( t \) at positions \( q^f = (q^{f_1}, \ldots, q^{f_L}) \). This is unambiguously implemented by the van Vleck-Gutzwiller propagator that can be rigorously derived from Feynman’s path integral by means of saddle point approximation \[32\]. It approximates the full quantum propagator by
\[ K(q^f, q^i, t) \approx \sum_{\gamma} A_\gamma(q^f, q^i, t) e^{iR_\gamma(q^f, q^i, t)/\hbar}, \]
where the phases correspond to Hamilton’s principal function associated with the trajectories \( \gamma \), i.e., we have
\[ R_\gamma(q^f, q^i, t) = \int_0^t L[q_\gamma(t'), \dot{q}_\gamma(t')] \, dt' \]
with \( L \) the Lagrangian of the underlying classical system. The amplitude prefactors can be expressed as
\[ A_\gamma(q^f, q^i, t) = \left| \frac{1}{(2\pi\hbar)^L} \det \left( -\frac{\partial^2 R_\gamma}{\partial q_i \partial q_{i'}^f}(q^f, q^i, t) \right) \right|^{1/2} e^{i\kappa_\gamma \pi/4}, \]
where the Morse index \( \kappa_\gamma \) counts the number of conjugated points that are encountered along the trajectory. Throughout we use the notation \((a_{ij})_{ij}\) to denote the matrix with elements \(a_{ij}\) in row \(i\) and column \(j\). We do not denote explicitly the ranges of indexes, which in (6) are \( l, l' \in \{1, \ldots, L\} \).

The time evolved expectation value \[33\] is then semiclassically expressed as a double sum over classical trajectories \( \gamma, \tilde{\gamma} \) according to
\[ \langle \hat{\Omega} \rangle_t \approx \int d^L q^i \int d^L q^i \int d^L q^f \int d^L q^f \langle q^i|\hat{\rho}_t|q^i\rangle \langle q^i|\hat{\Omega}|q^f\rangle \]
\[ \times \sum_{\gamma, \tilde{\gamma}} A_\gamma(q^f, q^i, t) A^*_{\tilde{\gamma}}(q^f, \tilde{q}^i, t) e^{i[R_\gamma(q^f, q^i, t) - R_{\tilde{\gamma}}(q^f, \tilde{q}^i, t)]/\hbar}. \]
We may refer to the coordinates \( \tilde{q}^{i,f} \) that appear together with the time-reversed evolution \( \hat{U}_\uparrow \) as backward coordinates and to \( \tilde{\gamma} \) and as backward trajectory as opposed to the forward coordinates and trajectory, \( q^{i,f} \) and \( \gamma \), respectively.

This double sum gives rise to a number of rapidly oscillating contributions as a classical action difference is compared to Planck’s quantum of action \( \hbar \) in the exponential in (7). More precisely, these oscillations occur when some external parameter is varied

\[2\] Depending on the context we may identify vectors \( v \) with either their column representation \( v = (v_1, \ldots, v_n)^T \) or their row representation \( v = (v_1, \ldots, v_n) \) without writing the transpose symbol \(^T\) explicitly.
by values parametrically small in \( \hbar \), as long as this parameter, e.g., the propagation time \( t \), is of classical nature. Thus, under an additional average (e.g., over a time window large compared to \( \hbar \) divided by a typical energy of the classical counterpart of the system), these oscillations will get washed out.

Non-vanishing contributions in the presence of such an average are expected to arise only from those trajectory pairs \((\gamma, \tilde{\gamma})\) for which the associated principal functions \( R_\gamma \) and \( R_{\tilde{\gamma}} \) are systematically correlated with each other. In the absence of any discrete symmetries, such systematic correlations do generically not occur if \( \gamma \) is different from \( \tilde{\gamma} \), which means that only the pairing of trajectories with themselves, i.e., the diagonal approximation \( \tilde{\gamma} = \gamma \), contributes significantly.  

More precisely, with \( \tilde{\gamma} = \gamma \) one denotes equal trajectory families, where initial and final points of the two paired trajectories can be different, \( \bar{q}^{i,f} \neq q^{i,f} \), and hence the two trajectories are not literally equal. Instead, trajectories, as representatives of trajectory families, are functions of the initial and final position and the transition time \( t \). They are represented by the solutions \( p^i = p^i_\gamma(q^i, q^i, t) \) for the initial momentum that solve the boundary value problem \( q^f = q(q^i, p^i, t) \), where \( q(q^i, p^i, t) \) is the unique classical time evolution of the position, initialized at \((q^i, p^i)\) in phase space. The enumeration of different solutions \( \gamma \) is what defines the set of trajectory families \( \gamma \), whereas the individual trajectories within one family relate to each other by smooth deformation with variation of the boundary values \( q^{i,f} \) and \( t \) without crossing a point for which the stability amplitude \( \hat{\Omega} \) diverges. For example, two trajectories where one passes through a caustic and the other doesn’t must be representatives of two different families. In other words, the number of conjugate points \( \kappa_\gamma \), as an integer, cannot change smoothly and is the same for all trajectories within one family.

In diagonal approximation, as justified in presence of some average, the above expression \( \hat{\Omega} \) reads

\[
\langle \hat{\Omega} \rangle^\text{diag}_t = \int dq^i dq^i dq^f dq^f \int dq^i dq^f \langle \hat{\rho}_i | \hat{\Omega}^i | \hat{\Omega}^f \rangle \\
\times \sum_\gamma A_\gamma(q^f, q^i, t) A^*_\gamma(q^i, q^f, t) e^{i[R_\gamma(q^i, q^f, t) - R_{\tilde{\gamma}}(q^i, q^f, t)]/\hbar}.
\]

In particular, at the point \( \bar{q}^{i,f} = q^{i,f} \), the equivalence \( \tilde{\gamma} = \gamma \) of two trajectory families yields the equivalence of the two trajectories (as representatives of the same family) for which the action difference vanishes exactly, resulting in a robust contribution that survives the average. With increasing separation of backward and forward coordinates, the action difference becomes larger, such that eventually the contribution gets suppressed in the average. The scale of this crossover is parametrically small in \( \hbar \) (divided by typical classical momenta of the system), which justifies an expansion around identical forward and backward coordinates to further simplify \( \hat{\Omega} \). We perform

\[3\] While for systems with time reversal symmetry, it is well-known that additional correlations exist between non-identical trajectory families (involving self-crossings), such loop corrections noticeable, e.g., in spectral correlations at energy differences comparable to the mean level spacing, are subdominant (when one formally sends \( \hbar \rightarrow 0 \)) and are neglected here.
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a variable transformation from forward and backward coordinates to their center-of-mass \( \mathbf{R}^\alpha \equiv (R^\alpha_1, \ldots, R^\alpha_L) \) and relative coordinates (also called chords) \( \mathbf{r}^\alpha \equiv (r^\alpha_1, \ldots, r^\alpha_L) \), defined through

\[
q^\alpha \equiv \mathbf{R}^\alpha + \mathbf{r}^\alpha/2, \\
\bar{q}^\alpha \equiv \mathbf{R}^\alpha - \mathbf{r}^\alpha/2,
\]

where \( \alpha = i, f \). We treat \( \mathbf{r}^\alpha \) as small variables, i.e., positive powers of \( \hbar \), as is induced by the average. Using the well-known identity

\[
p_{\gamma,i}^\alpha(q^\alpha \cdot q^i, t) = \sigma_\alpha \frac{\partial R_\gamma}{\partial q^i_\alpha}(q^\alpha \cdot q^i, t) \quad \sigma_\alpha \equiv \begin{cases} -1 : \alpha = i, \\ 1 : \alpha = f, \end{cases}
\]

that relates the principal function \( R_\gamma \) to the initial and final momenta of the trajectory \( \gamma \), denoted by \( p^\gamma_i(q^\alpha \cdot q^i, t) \) and \( p^\gamma_i(q^\alpha \cdot q^i, t) \), respectively, we expand the action difference in the diagonal approximation \( \langle 8 \rangle \) up to linear order in \( \mathbf{r}^\alpha \),

\[
R_\gamma(q^\alpha \cdot q^i, t) - R_\gamma(q^\alpha \cdot q^i, t) \simeq r^\alpha \cdot p^\gamma_i|_R - r^\alpha \cdot p^\gamma_i|_R,
\]

where we introduced the short-hand notation \( p^\gamma_i \equiv p^\gamma_i(\mathbf{R}^\alpha, \mathbf{R}^i, t) \). Owing to the choice for the coordinate transformation given by \( \langle 9 \rangle, \langle 10 \rangle \), the linear expansion \( \langle 12 \rangle \) is actually valid up to corrections of cubic order in the coordinates \( \mathbf{r}^\alpha \). Keeping only the dominant power in \( \hbar \) (henceforth indicated by \( \cdot \simeq \cdot \)) in the smoothly varying prefactors \( \langle 1 \rangle \), we evaluate them at the center-of-mass coordinates,

\[
A_\gamma(q^\alpha \cdot q^i, t) \simeq A_\gamma(\mathbf{R}^\alpha, \mathbf{R}^i, t), \\
A^*_\gamma(q^\alpha \cdot q^i, t) \simeq A^*_\gamma(\mathbf{R}^\alpha, \mathbf{R}^i, t),
\]

where those approximations are actually valid up to quadratic corrections in \( \mathbf{r}^\alpha \) owing to \( \langle 9 \rangle, \langle 10 \rangle \). The leading order of the diagonal approximation \( \langle 8 \rangle \) is then written as

\[
\langle \hat{\Omega} \rangle_{\gamma}^{\text{diag}} \simeq \int d^L \mathbf{R}^\alpha \int d^L \mathbf{R}^i \int d^L \mathbf{R}^\alpha \int d^L \mathbf{r}^\alpha \sum_\gamma (2\pi \hbar)^{-L} \det \left( \frac{\partial p^\gamma_i}{\partial R^\alpha} \right)_{R^\alpha \mathbf{R}^i} \left| \right.
\]

\[
\times \langle \mathbf{R}^\alpha + \mathbf{r}^\alpha/2 | \hat{\rho}_i | \mathbf{R}^\alpha - \mathbf{r}^\alpha/2 \rangle \langle \mathbf{R}^\alpha - \mathbf{r}^\alpha/2 | \hat{\Omega} \rangle | \mathbf{R}^\alpha + \mathbf{r}^\alpha/2 \rangle
\]

\[
\times \exp \left[ \frac{i}{\hbar} \left( r^\alpha \cdot p^\gamma_i |_R - r^\alpha \cdot p^\gamma_i |_R \right) \right].
\]

Throughout, we denote evaluation at \( (\mathbf{R}^\alpha, \mathbf{R}^i, t) \) with \( (\cdot)_{R} \). We recognize the Weyl symbol of \( \hat{\rho}_i \), i.e., the Wigner function (up to normalization) of the initial state,

\[
W_i(\mathbf{R}, \mathbf{p}) = (2\pi \hbar)^{-L} \int d^L \mathbf{r} \langle \mathbf{R} + \mathbf{r}/2 | \hat{\rho}_i | \mathbf{R} - \mathbf{r}/2 \rangle e^{-i\mathbf{r} \cdot \mathbf{p}/\hbar},
\]

and the Weyl symbol of the observable

\[
\Omega_W(\mathbf{R}, \mathbf{p}) = \int d^L \mathbf{r} \langle \mathbf{R} - \mathbf{r}/2 | \hat{\Omega} | \mathbf{R} + \mathbf{r}/2 \rangle e^{i\mathbf{r} \cdot \mathbf{p}/\hbar},
\]

to identify

\[
\langle \hat{\Omega} \rangle_{\gamma}^{\text{diag}} \simeq \int d^L \mathbf{R}^\alpha \int d^L \mathbf{R}^i \sum_\gamma \det \left( \frac{\partial p^\gamma_i}{\partial R^\alpha} \right)_{R^\alpha \mathbf{R}^i} \left| \right.
\]

\[
W_i(\mathbf{R}^i, \mathbf{p}^i_{\gamma} |_R) \Omega_W(\mathbf{R}^i, \mathbf{p}^f_{\gamma} |_R).
\]
In order to make the above expression much more amenable to implementations one can transform the double integral over boundary values $R^i, R^f$ into an integral over initial values $R^i, P^i$ by applying a sum rule argument. To this end, we make the generic assumption that all trajectories $\gamma$ going from $R^i$ to $R^f$ in time $t$ are well isolated from each other (which neglects the occasional occurrence of trajectory bifurcations that could arise for specific choices of $\gamma, R^i$ and $R^f$). We can then use the composition property of the Dirac delta distribution to identify

$$\prod_i \delta[R^i_t - q_i(R^i, P^i, t)] = \sum_\gamma \det \left( \frac{\partial p^i_{\gamma, t}}{\partial R^i_{\gamma, t}} \right)_{t, t'} \prod_i \delta[P^i_t - p^i_{\gamma, t}(R^i, R^f, t)].$$

(19)

As above, the enumeration of solutions $P^i$ that fulfill $R^f = q(R^i, P^i, t)$ is exactly given by the different trajectories $\gamma$ from $R^i$ to $R^f$ in time $t$ and $q(R^i, P^i, t)$ is the position that results from the classical time evolution starting with the initial position $R^i$ and momentum $P^i$. The Dirac delta identity (19) implies the integral form

$$\sum_\gamma \det \left( \frac{\partial p^i_{\gamma, t}}{\partial R^i_{\gamma, t}} \right)_{t, t'} f(P^i_{\gamma, t} | R^i, P^i_{\gamma} | R^i)$$

$$= \int dL P^i f(P^i, p(R^i, P^i, t)] \prod_{i=1}^L \delta[R^i_t - q_i(R^i, P^i, t)]$$

(20)

for arbitrary (smooth) functions $f$ of the initial and final momenta, with $p(R^i, P^i, t)$ the unique classical time evolution of momentum coordinates starting with the initial positions $R^i$ and momenta $P^i$. Note that $p(R^i, p^i(R^i, R^f, t), t) = p^i(R^f, R^i, t)$. Using the Dirac delta identity (19), respectively (20), in (18) finally yields the TWA

$$\langle \Omega \rangle_\text{diag} \simeq \int dL R^i \int dL P^i W_i(R^i, P^i) \Omega_W[q(R^i, P^i, t), p(R^i, P^i, t)].$$

(21)

Evaluating this double integral numerically through a Monte-Carlo method amounts then in practice to computing the time evolution of the expectation value of an observable $\hat{\Omega}$ (with Weyl symbol $\Omega_W$) given an initial state Wigner distribution $W_i$. The application to transition probabilities $P(t) = \text{tr}[\hat{\rho}_t(\hat{\rho})] \text{ from a state } \hat{\rho}_t \text{ to a state } \hat{\rho}_t \text{ in time } t$, which are of particular interest here, is obtained by identifying $\hat{\Omega} = \hat{\rho}_t$ (see section 5.1).

One significant property of the standard TWA (21) that gains particular clarity from the semiclassical derivation is that interference effects are neglected. This is the essence behind the diagonal approximation (8), i.e, $\gamma = \gamma$, under which contributions of different classical paths are only summed up incoherently. This renders the standard TWA essentially classical, unable to describe genuine interference effects, e.g., in the many-body context. This is one of its major draw-backs, which cannot be overcome easily, since the diagonal approximation is what allows the transformation from boundary value to initial value sampling in the first place, which in turn is one of the major strengths of the standard TWA. This can partially be resolved by adding sub-leading corrections in $\hbar$, e.g., in form of stochastic quantum jumps [30], but the main deficiency
to incorporate interference between well-separated classical paths (like in a double-slit scenario) remains.

While generically some external average (e.g., temporal or configurational) will destroy such coherence and thus validate the TWA, we will argue in the following that systems with discrete symmetries constitute a special class of counter examples in which the coherence of certain interference effects survives, resulting in significant deviation from TWA. Most notably, in this case it is possible to correctly account for these robust interference effects in an augmented Truncated Wigner approach.

3. Discrete symmetries

3.1. Preliminaries

The above approach is generally expected to yield satisfactory agreement with exact quantum calculations in the presence of some configurational or temporal average. It systematically fails, however, as soon as discrete symmetries play a role [31]. More precisely, the diagonal approximation [8] may be too simplistic an approximation if the Hamiltonian \( \hat{H} \) exhibits a discrete symmetry, depending on the observable under consideration. We consider symmetries under positional point transformations

\[
 f : \mathbb{R}^L \to \mathbb{R}^L \quad q \mapsto f(q), \tag{22}
\]

naturally assumed to restore the identity after a finite number of iterations, \( f \circ f \circ \cdots \circ f = \text{id}_{\mathbb{R}^L} \), which implies that it is volume preserving. As a consequence, the induced symmetry operation acting on Hilbert space, given by

\[
 \hat{U}_f |q\rangle = |f(q)\rangle, \\
 [\hat{U}_f, \hat{H}] = 0, \tag{23}
\]

is unitary, i.e., \( \hat{U}_f^\dagger \hat{U}_f = 1 \). For instance, the symmetry could be a parity with respect to a mirror operation in the case of a one-dimensional chain of oscillators with identical properties. We further presume that both the initial state and the observable are symmetric,

\[
 \langle q | \hat{\rho}_i | q' \rangle = \langle f(q) | \hat{\rho}_i | f(q') \rangle, \\
 \langle q | \hat{\Omega} | q' \rangle = \langle f(q) | \hat{\Omega} | f(q') \rangle, \tag{24}
\]

in position representation. Equivalently, if the system is prepared in a pure state \( |\phi_i\rangle = \hat{\rho}_i = |\phi_i\rangle \langle \phi_i| \), then this has to be an eigenstate of the symmetry operation, \( \hat{U}_f |\phi_i\rangle = e^{i\theta} |\phi_i\rangle \). A mixed initial state is symmetric if all populated pure states are eigenstates (e.g., in the eigenvalue decomposition). If one is interested in transition probabilities, this holds analogously for the final state \( \hat{\Omega} = \hat{\rho}_f \).

At the level of the Wigner phase-space representations [16] and [17] this implies the approximate symmetry condition

\[
 W_i(q,p) \simeq W_i(q',p'), \\
 \Omega_W(q,p) \simeq \Omega_W(q',p'), \tag{25}
\]
where \((q', p')\) is the canonical symmetry transform of \((q, p)\) in phase space, i.e.,
\[
q' = f(q), \\
p' = f_q(p) \equiv [D(q)]^{-T} \cdot p \\
\mathrm{with} \\
D(q) = \left( \frac{\partial f_i}{\partial q_l} \right)_{l, i},
\]
and \((\cdot)^{-T}\) denotes transposition of the inverse. If the symmetry operation \(f\) is a linear coordinate transformation—which happens to be the case for all practical applications we are considering later—then the symmetry condition (25) is exact, otherwise it holds in the vicinity of the symmetric manifold in phase space that is invariant under (26),
\[
S_p \equiv \{ (q, p) \in \mathbb{R}^{2L} \mid (f(q) = q) \land (f_q(p) = p) \}.
\]
Similarly, we define the symmetric manifold in position space as
\[
S \equiv \{ q \in \mathbb{R}^L \mid f(q) = q \}.
\]

3.2. Degeneracy of trajectories and the role of symmetric families

Under these prerequisites, a trajectory going from the initial state to the final state will have one or several partner trajectories that can be explicitly obtained by applying the symmetry operation to it. Those partner trajectories exhibit exactly the same principal functions (5), amplitude prefactors (6) and weights (24) from the initial state and observable. Their existence therefore gives rise to non-vanishing non-diagonal terms in the double sum arising within the semiclassical expression (7), whenever they belong to different families \(\tilde{\gamma} \neq \gamma\). As a consequence, the effective contribution from this trajectory and its symmetry-related partners in semiclassical approximation is underestimated by some integer degeneracy factor \(g\) within the diagonal approximation (8). In the case of a simple parity (as depicted in figure 1) giving rise to “even” and “odd” eigenstates of the Hamiltonian, this degeneracy factor would equal \(g = 2\).

It would be tempting to therefore simply multiply the final expression (21) for the approximated expectation value by the degeneracy factor \(g\) in order to account for this constructive interference effect. While this strategy is expected to work out very well in the presence of chaotic dynamics and in the case of long evolution times \(t\) well beyond the Ehrenfest time \(t_E\), it systematically fails for shorter times and/or in the absence of chaos (not mentioning additional quantum effects such as (dynamical) localization [14–17], dynamical tunneling [17,22,23], or scarring [10,11]). There, a finite fraction of trajectory families \(\gamma\) that significantly contribute to the expectation value, according to (8), are symmetric. By symmetric we denote those families that also include the symmetry-related counterparts of any contained trajectory. As these families are mapped onto themselves under the discrete symmetry operation, they are identical with their symmetry-partners, and thus already accounted for in the diagonal approximation \(\tilde{\gamma} = \gamma\). Therefore, their contributions to \(\langle \hat{\Omega} \rangle_t\) or to the transition probability \(P(t)\) must not be multiplied with the degeneracy factor \(g\). Similarly, if the overall symmetry contains sub-symmetries, the degeneracy factor \(g\) might get reduced to an integer factor if \(\gamma\) is symmetric with respect to a subset of symmetries.
Figure 1. Sketch of a symmetric trajectory family $\gamma$ (left) which comprises symmetry partners of all contained trajectories (thin lines). Consequently its trajectories for boundary positions $R^i$ and $R^f$ (dots) chosen in the symmetric manifold $S$ lie fully within $S$, and stay close to $S$ otherwise (generic scenario for chaotic dynamics). In contrast, nonsymmetric families $\gamma'$ (right) do not map onto themselves under the symmetry operation but to distinct, equivalent families, $\gamma' \mapsto \gamma'' \neq \gamma'$ (and vice-versa). They comprise trajectories (red and blue lines) that do not lie inside of $S$ regardless of the initial and final positions. As a guide for the eye, their projections onto $S$ are indicated by shaded surfaces (red and blue).

The generic coexistence of symmetric and nonsymmetric families is illustrated in figure 1. Note that, when both the initial and final positions $R^i, R^f$ lie exactly within the symmetric subspace $S$, then the corresponding trajectory from a symmetric family is itself invariant under the symmetry transformation and lies fully within $S_P$. In contrast, this is not the case for nonsymmetric families. Put around, any phase-space point in $S_P$ belongs to a symmetric trajectory. Also note that individual trajectories from symmetric families are not invariant under the symmetry transformation as soon as $R^i$ or $R^f$ lie outside of $S$. Nevertheless, assuming chaotic dynamics, they will stay very close to $S_P$ during the entire time evolution. In other words, moving $R^i, R^f$ away from $S$ (while keeping the family $\gamma$ fixed) corresponds to a variation in the stable directions of a reference trajectory that lies fully inside $S_P$. The reason is that otherwise exponential separation from the reference trajectory would lead to an orbit that explores phase space in a way that is completely unrelated to the reference trajectory, e.g., passing through unrelated conjugate points, i.e., it would belong to a different family $\gamma$. This generic behaviour for chaotic motion was used in [31] to introduce a heuristic distance criterion in order to discriminate symmetric from nonsymmetric families. While such a criterion gives satisfactory results in many cases, it nonetheless suffers from innate ambiguity and moreover seems to fail in phase-space regions with regular or mixed dynamics (see applications in section 6).

3.3. The idea of an augmented Truncated Wigner Approximation

Here, we pursue a viable alternative strategy to account for this complication in the framework of a Truncated Wigner approach. We promote the idea to separately calculate
the particular contribution of symmetric trajectory families to through a Monte Carlo sampling that is restricted to the symmetric subspace $S_P$. Multiplying those contributions by $g - 1$ and then subtracting them from the numerically determined TWA $\langle \mathcal{O} \rangle_t$ or transition probability $P(t)$ under consideration. Analogously, if sub-symmetries are present, an appropriate combination of such individual TWA-like samplings, one for each relevant sub-symmetry, has to be taken (see application in section 6).

A sampling within $S_P$ will automatically yield all the symmetric trajectories. This selects all symmetric families $\gamma$, each by the particular representatives that are invariant under (26). The influence from these families as a whole will then be incorporated by the local behaviour of their trajectories in the vicinity of $S_P$. To make this approach quantitatively accurate, $W_i$ and $\Omega_W$ have to be sufficiently localized around $S_P$, such that they drop off in magnitude fast enough with increasing separation from $S_P$. In particular this is the case for coherent states centered around $z \in S_P$ (e.g., corresponding to a quantum state within a one-dimensional symmetric chain of an odd number of coupled oscillators where only the central oscillator is excited). A more precise statement will be given later.

4. The augmented Truncated Wigner Approximation

4.1. Coordinates

We suppose that the phase-space variables chosen to represent the $L$ degrees of freedom that constitute the system have been adapted to the presence of the discrete symmetry under consideration. Denoting by $S$ the dimension of the symmetric subspace $S$ in position space, we assume that the first $S$ coordinates of the position and momentum vectors $q$ and $p$, referred to as “parallel” components in the following, represent the degrees of freedom that lie within the symmetry subspace $S_P$, while the remaining $L - S$ coordinates, henceforth referred to as “perpendicular” components, comprise the degrees of freedom that describe the motion out of that subspace. By convention, we will use the index symbols

$$\sigma \in \{1, \ldots, S\} \quad \text{and} \quad \lambda \in \{S + 1, \ldots, L\}$$

(29)

to index the parallel and perpendicular components, respectively. To be more specific, we may write

$$q = (q\parallel, q\perp) = (q_1, \ldots, q_S, q_{S+1}, \ldots, q_L),$$

(30)

$$p = (p\parallel, p\perp) = (p_1, \ldots, p_S, p_{S+1}, \ldots, p_L),$$

(31)
with the invariant manifolds in position space and phase space simply given by
\[ S = \{ q \in \mathbb{R}^L \mid q_\perp = 0 \}, \]
\[ S_P = \{ (q, p) \in \mathbb{R}^{2L} \mid q_\perp = p_\perp = 0 \}. \]

Since \( \dot{q}_\perp = 0 \) if \( p_\perp = 0 \) and \( q_\perp = 0 \), a trajectory that in position space stays within \( S \) for all times is characterized by the property that the perpendicular momenta \( p_\perp \) vanish. With the prerequisites given in section 3.1 one can show that such a choice of phase-space coordinates is always possible (see Appendix A). Moreover, in the presence of multiple symmetries, one can always find coordinates \( q, p \) that simultaneously fulfil these requirements for each individual (sub-)symmetry.

Using these symmetry-oriented conjugate phase-space coordinates, the symmetric trajectory families \( \gamma \) are exactly those for which setting the initial and final position of the representative trajectory to \( q_i, q_f \in S \), i.e., \( q_i = q_f = 0 \), implies \( p_{\gamma,\perp}(q_f, q', t) = p_{\gamma,\perp}(q', q_i, t) = 0 \).

4.2. Local separation

An essential feature of the dynamics close to the symmetric manifold \( S_P \) is that in linear order the dynamics separate into the parallel and perpendicular degrees of freedom. In particular, the unique time evolution of phase-space coordinates \( q(R^i, P^i, t) \) and \( p(R^i, P^i, t) \) obey
\[
\begin{align*}
\frac{\partial q_\lambda}{\partial R_\sigma}\bigg|_{S_P} &= 0, & \frac{\partial p_\lambda}{\partial R_\sigma}\bigg|_{S_P} &= 0, & \frac{\partial q_\lambda}{\partial P_\sigma}\bigg|_{S_P} &= 0, & \frac{\partial p_\lambda}{\partial P_\sigma}\bigg|_{S_P} &= 0, \\
\frac{\partial q_\sigma}{\partial R_\lambda}\bigg|_{S_P} &= 0, & \frac{\partial p_\sigma}{\partial R_\lambda}\bigg|_{S_P} &= 0, & \frac{\partial q_\sigma}{\partial P_\lambda}\bigg|_{S_P} &= 0, & \frac{\partial p_\sigma}{\partial P_\lambda}\bigg|_{S_P} &= 0.
\end{align*}
\]

The validity of the first line of (34) is obvious, since a trajectory fully in \( S_P \) will stay in \( S_P \) as long as the initial phase-space point is also changed only inside \( S_P \). To show that also the other cross dependencies vanish [second line of (34)], one considers the initial and final momenta \( p_{\gamma}(R^i, R^f, t) \) for symmetric trajectories with \( R^i, R^f \in S \) and uses the relation between momenta and Hamilton’s principal function (11) (see Appendix B).

4.3. Extracting symmetric trajectory families

We start from expression (18) for the diagonal approximation. The goal is to specifically address the contribution of only the symmetric trajectory families \( \gamma \), which, at the level of the boundary value problem (18), we denote by replacing
\[
\sum_{\gamma} \rightarrow \sum_{\gamma_{\text{sym.}}}. \tag{35}
\]

Note that we do not consider the possibility of symmetric trajectory families that are not connected to \( S \), i.e., which do not comprise trajectories with \( q_\perp, q_f \in S \). This may occur if the trajectories are separated from \( S \) by a caustic, outside of which the representatives could still be smoothly deformed into their symmetry partners, not leaving the family \( \gamma \). Such families are, however, negligible in our case, where large separations of \( q_i \) and \( q_f \) from \( S \) are strongly suppressed due to the localization of the initial state and of the observable (or final state) on \( S \).
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The non-trivial part is to transform this contribution into an initial value problem in order to allow for efficient Monte Carlo simulations in practice. To do so we devise a variant of (19) which selects only solutions in \( P^i \) that correspond to the symmetric trajectory families. For this purpose, we introduce the approximate classical time evolution \( \overline{q}(R^i, P^i, t) \simeq q(R^i, P^i, t) \) close to \( S_\gamma \) given by

\[
\overline{q}_\parallel(R^i, P^i, t) = q(R_0^i, P_0^i, t),
\]

\[
\overline{q}_\perp(R^i, P^i, t) = \sum_{\lambda = S+1}^L \frac{\partial q_\perp}{\partial R^i_\lambda} |_{S_\gamma} R^i_\lambda + \sum_{\lambda = S+1}^L \frac{\partial q_\perp}{\partial P^i_\lambda} |_{S_\gamma} P^i_\lambda,
\]

where the subscript 0 is a notation introduced to indicate the projection onto \( S_\gamma \),

\[
R_0 \equiv (R_1, \ldots, R_S, 0, \ldots, 0) = (R^\parallel, 0),
\]

\[
P_0 \equiv (P_1, \ldots, P_S, 0, \ldots, 0) = (P^\parallel, 0),
\]

and we introduced the notation \( (\cdot)|_{S_\gamma} \) for functions of the phase-space coordinates to be evaluated at \( (R^i, P^i) = (R_0^i, P_0^i) \). We will refer to the definition (36) simply as the linear approximation, since it is the expansion of \( q(R^i, P^i, t) \) about \( S_\gamma \) to linear order in \( R^i_\parallel \) and \( P^i_\perp \), as is implied by the local separation of dynamics (19).

The approximate evolution \( \overline{q} \) describes the dynamics of the system in the direct vicinity of the symmetric manifold \( S_\gamma \) and therefore reflects the behavior of only the symmetric trajectory families \( \gamma \). As particular representatives, the trajectories fully in \( S_\gamma \), which are themselves symmetric, are described exactly, while the other representatives of the symmetric families \( \gamma \) in the vicinity of \( S_\gamma \) are only approximated. The linear approximation (36) is based on infinitesimal variation of the initial condition out of \( S_\gamma \). The corresponding infinitesimal change to the whole symmetric trajectory makes it nonsymmetric as an individual trajectory, but it cannot break its membership to the symmetric family.

One can formally derive (see Appendix C) a variant of the Dirac-delta identity (19) that selects only symmetric families \( \gamma \), namely by using the approximate evolution \( \overline{q}(R^i, P^i, t) \) instead of the true time evolution. Note that the explicit linear approximation (36) is not even necessary for that purpose and can be replaced by a less restrictive set of sufficient properties of \( \overline{q} \) as detailed in Appendix C. We find

\[
\prod_t \delta[R^i_t - \overline{q}_\gamma(R^i, P^i, t)] = \sum_{\gamma \text{ sym.}} \left| \det \left( \frac{\partial \overline{p}_\gamma_{\delta,t}}{\partial R^i_{\delta,t}} \right) \right|_t \prod_t \delta[P^i_t - \overline{p}^i_{\gamma_{\delta,t}}(R^i, R^i, t)],
\]

where \( \overline{p}_{\gamma_{\delta,t}}(R^i, R^i, t) \) are the momentum roots of the altered boundary value problem

\[
R^\delta = \overline{q}(R^i, P^i, t) \quad \Leftrightarrow \quad P^i \in \{ \overline{p}^i_{\gamma_{\delta,t}}(R^i, R^i, t) \}_{\gamma \text{ sym.}}
\]

involving the linearized position evolution (36). They are enumerated by the symmetric trajectory families \( \gamma \) and approximate the corresponding initial momenta \( p^i_{\gamma_{\delta,t}}(R^i, R^i, t) \) close to \( R^i, R^\delta \in S \) with exact coincidence \( \overline{p}_{\gamma_{\delta,t}} |_{S} = p^i_{\gamma_{\delta,t}} |_{S} \) in the symmetric manifold.
4.4. TWA of symmetric trajectory families

The identity (38) lays the foundation for converting the boundary-value integral

$$
\langle \hat{\Omega} \rangle_{i}^{sym} = \int d^k R^i \int d^k R^f \sum_{\gamma, sym.} \det \left( \frac{\partial p_{\gamma l}^i}{\partial R^l_{\gamma'}} \right) \bigg|_{l,l'} W_i(R^i, p_{\gamma l}^i) \Omega_W(R^f, p_{\gamma l}^f) \tag{40}
$$

of only the symmetric contributions into an integral over initial values similar to (21). The selection of symmetric families in (38) relies on the approximation of the dynamics close to $S_P$. To assure that this does not lead to significant errors we need to introduce the requirement that both, the initial state $W_i$ and the observable $\Omega_W$ be sufficiently localized around the symmetric manifold $S_P$ in phase space (as already mentioned in section 3.3). In particular, we will consider the perpendicular coordinates $R_{i,\perp}, R_{f,\perp}, p_{i,\perp,\gamma}, p_{f,\perp,\gamma}$ to be parametrically small in $\hbar$, due to a suppression of larger values by the weight terms $W_i$ and $\Omega_W$ in the integral (18). For instance, in the case of coherent states $W_{\alpha}(q^\alpha, p^\alpha)$ [see (59)] located at $z \in S_P$, the perpendicular coordinates are of order

$$
q_{i,\alpha} = O(\sqrt{\hbar}) , \quad p_{i,\alpha} = O(\sqrt{\hbar}) . \quad \alpha \in \{i, f\} \tag{41}
$$

The $qp$-symmetric case (41) is particularly interesting for the application to transition probabilities of Bose-Einstein condensates (see section 5.1), where the inverse of the average filling factor $L/N$ takes the role of $\hbar$ [see (71) of section 5.2]. However, it is not necessary to strictly impose $qp$-symmetry. As shown in Appendix E, a less restrictive variant of the requirement (41), which is still in tune with the minimum uncertainty principle, can be formulated to allow for somewhat more asymmetric uncertainties between $q$ and $p$, which is especially interesting in view of possible applications to squeezed many-body states. For simplicity, we will explicitly work here with the symmetric version (41) while we note that a corresponding analysis with weaker assumptions leads to the same results (see Appendix F and Appendix G).

Firstly, we relate the determinant in (40) to its counterpart that involves the approximate time evolution, appearing in (38). Because the determinant is a smoothly varying object, it is, for our purpose, sufficient to evaluate it on $S$,

$$
\det \left( \frac{\partial p_{\gamma l}^i}{\partial R^l_{\gamma'}}(R^f, R^i, t) \right)_{l,l'} \simeq \det \left( \frac{\partial p_{\gamma l}^i}{\partial R^l_{\gamma'}}(R^f_0, R^i_0, t) \right)_{l,l'} . \tag{42}
$$

The approximate equality, $A \simeq B$, appearing in (44) and henceforth indicates equality to leading order in $\hbar$, i.e., $A = B \times (1 + O(\hbar^\nu))$ for some $\nu > 0$, namely in particular $\nu = 1/2$ for (41). Furthermore, as the full and approximate evolution, $q$ and $q'$, coincide in linear order of $R_{i,\perp}$ and $P_{i,\perp}$, so do the corresponding momentum roots, $p_{i,\gamma}$ and $p_{i,\gamma}'$, in linear order of $R_{i,\perp}$ and $R_{i,\perp}'$ (see Appendix D), and we have

$$
\frac{\partial p_{\gamma l}^i}{\partial R^l_{\gamma'}}(R^f_0, R^i_0, t) = \frac{\partial p_{\gamma l}^i}{\partial R^l_{\gamma'}}(R^f_0, R^i_0, t) \quad l, l' \in \{1, \ldots, L\}, \alpha \in \{i, f\} . \tag{43}
$$
Together with the analogous expression of (12) for the approximate solution \( \hat{p}_\gamma \), this allows us to rewrite (10) as

\[
\langle \hat{\Omega} \rangle_t^\text{sym} \approx \int d^L R^f \int d^L R^i \int d^L P^i \sum_{\gamma \text{ sym.}} \left| \det \left( \frac{\partial p_{\gamma,l}^i}{\partial R_{R'}^i} \right) \right|_t \times \prod_l \delta \left[ P_l^i - \bar{p}_{\gamma,l}(R^f, R^i, t) \right] W_i(R^i, p_{\gamma}^i | R) \Omega_W(R^f, p_{\gamma}^i | R),
\]

(44)

where we have inserted the unity \( \langle R \rangle_t \) from the integral over \( R^i \) by the use of (38) we have to get rid of the explicit dependence on the family \( \gamma \) that is inherent to \( W_i \) and \( \Omega_W \) via the evaluation at \( p_{\gamma}^i | R \). Unlike the case of standard TWA, c.f. (20), the discrepancy between the full and approximate dynamics close to \( S_P \) inhibits the direct replacement of \( p_{\gamma}^i | R \) by \( P^i \) and \( p_{\gamma}^i | R \) by the unique classical evolution of momenta \( p(R^i, P^i, t) \). Instead, we find that \( p_{\gamma}^i | R \) gets replaced by a version of \( p(R^i, P^i, t) \) that is appropriately adapted to the approximate dynamics close to \( S_P \), such that it, too, reflects the behavior of symmetric families only. Note that the Dirac-delta function in (44) uniquely determines the (symmetric) family \( \gamma \) for given initial conditions \( (R^i, P^i) \). This allows us to evaluate \( p_{\gamma}^i \) and \( p_{\gamma}^i \) as functions of \( R^i, P^i \) and \( t \) only. For the final momentum in (44) we find the momentum analogue

\[
p^f_{\gamma,i}(\bar{q}(R^i, P^i, t), R^i, t) = p_i(R^i, P^i, t) + O(h),
\]

(45)

\[
p^f_{\gamma,i}(\bar{q}(R^i, P^i, t), R^i, t) = \sum_{\lambda = S+1}^L \frac{\partial p_{\perp}}{\partial R_{\lambda}} \bigg|_{P^i} R_{\lambda}^i + \sum_{\lambda = S+1}^L \frac{\partial p_{\perp}}{\partial P_{\lambda}} \bigg|_{P^i} P_{\lambda}^i + O(h),
\]

(46)

of the linear approximation \( \bar{q} \) [see (36)] up to corrections of order \( O(h) \) for \( q \)-symmetric uncertainty (44), while the initial momentum becomes

\[
p^i_{\gamma,i}(\bar{q}(R^i, P^i, t), R^i, t) = P^i + O(h).
\]

(47)

What makes the statements (45) and (46) non-trivial is that they are significantly different from a mere expansion of the full \( p(R^i, P^i, t) \) in small \( h \). In systems involving chaotic dynamics, derivatives of \( p \) with respect to initial conditions cannot be considered as \( O(1) \) because of exponential sensitivity to initial conditions. This difference becomes conceivable at Ehrenfest time scales \( t = \tau E, \tau = O(1) \). For instance, generically one has \( \partial p_{\lambda,i} / \partial R_{\lambda}^i \sim e^{\lambda t} \sim h^{-\tau} \gg O(1) \), where \( \lambda_L \) is the (classical) Lyapunov exponent. For a detailed derivation of (45)–(47), see Appendix F.

In the following we will neglect the \( O(h) \)-corrections to the function arguments of \( W_i \) and \( \Omega_W \). This is allowed if the latter are sufficiently well-behaved in the sense that they do not exhibit peaks that exceed certain upper bounds on their sharpness. For instance, an overall sufficient condition is the absence of peaks that are sharper than \( O(h^{2/3}) \) in any phase-space coordinate when \( h \to 0 \) (see Appendix F). This condition is

\footnote{This is a necessity rather than mere inaccuracy, since otherwise we would loose any imprint of the restriction to symmetric families and end up with the standard TWA (21).}
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not necessary and can be further relaxed, as shown in Appendix C, thereby yielding the same result as the one that we will derive here by simply ignoring the small corrections of order $O(\hbar)$.

4.5. Final result

Before continuing we simplify the notation by subsuming position and momentum coordinates into single phase-space variables

$$X \equiv (R, P)$$

of $2L$ components and similarly

$$X_\parallel \equiv (R_\parallel, P_\parallel),$$

$$X_\perp \equiv (R_\perp, P_\perp)$$

to solely address the $2S$ parallel or $2(L - S)$ perpendicular components, respectively. We also adopt the notation $X_0 = (R_\parallel, P_\parallel)$ for a given point $X = (R, P)$ in the full phase space to refer to its projected version in $S_\parallel$.

We separate $W_i$ and $\OmegaW$ into marginal distributions $W_\parallel$ and $\Omega_\parallel$ in $S_\parallel$ and the distributions $W_\perp$ and $\Omega_\perp$ that encode the localization perpendicular to it. Using the linearized dynamics in $q$ and $p$, according to (46) and (45), and neglecting the $O(\hbar)$-corrections, gives

$$\langle \OmegaW^\text{sym} \rangle_t \simeq \int dX \; W_\parallel(X_0^i) \; \Omega_\parallel(x_\parallel(X_0^i, t))$$

$$\times \int dX^i \; W_\perp(X^i_\parallel; X^i_\perp) \; \Omega_\perp(M_t X^i_\perp; x_\parallel(X^i_0, t)),$$

where $x(X^i, t)$ is now the unique time evolution in phase space with initial condition $x(X^i, 0) = X^i$, or in terms of position and momentum,

$$x(X^i, t) = x((R^i, P^i), t) = \left( \begin{array}{c} \mathbf{q}(R^i, P^i, t) \\ \mathbf{p}(R^i, P^i, t) \end{array} \right),$$

and $M_t = M_t(X_0^i)$ is the $2(L - S) \times 2(L - S)$ stability matrix of this evolution around $S_\parallel$,

$$(M_t)_{\xi, \xi'} = \left. \frac{\partial x_\parallel(X^i, t)}{\partial X^i_{\parallel, \xi'}} \right|_{x^i = x^i_0} \xi, \xi' \in \{1, \ldots, 2(L - S)\},$$

or, in terms of position and momentum coordinates,

$$M_t = \left( \begin{array}{c|c} \frac{\partial q_\lambda}{\partial R^i_{\lambda'; S_\parallel}}_{\lambda, \lambda'} & \frac{\partial q_\lambda}{\partial P^i_{\lambda'; S_\parallel}}_{\lambda, \lambda'} \\ \hline \frac{\partial p_\lambda}{\partial R^i_{\lambda'; S_\parallel}}_{\lambda, \lambda'} & \frac{\partial p_\lambda}{\partial P^i_{\lambda'; S_\parallel}}_{\lambda, \lambda'} \end{array} \right).$$
A significant increase in formal simplicity and performance (in view of numerical implementations) is gained when $W_i$ and $\Omega_W$ are approximated by normal distributions

$$W_i(X^i_i) \approx W_i(X^i_0) \exp\left(-\frac{\hbar}{2}(X^i_i)^T A^i_i X^i_i\right),$$

$$\Omega_W(X^f_f) \approx \Omega_W(X^f_0) \exp\left(-\frac{\hbar}{2}(X^f_f)^T A^f_f X^f_f\right),$$

in the perpendicular components, where $A^\alpha = A^\alpha(X_\parallel^\alpha) = (A^\alpha)^T$ are symmetric $2(L-S) \times 2(L-S)$ matrices encoding the local multivariate localization around $S_P$. They can be extracted by matching the covariances or second derivatives with respect to the perpendicular components of a given $W_i$ and $\Omega_W$ (see Appendix H). The integral over $X^i_\perp$ in (53) can then be performed analytically, yielding the final result

$$\langle \hat{\Omega}_i \rangle_{\text{sym}} \approx (\pi\hbar)^{L-S} \int dX^i_\parallel W_i(X^i_0) \Omega_W(x_0^i, t) \sqrt{\det(A^i_i + M^T_t A^f_f M^f_t)}.$$

Note that the obtained results (53) and (58) are invariant with respect to canonical transformations in the perpendicular phase-space coordinates (see Appendix H).

The significance of (58) is that we are left with a TWA-like sampling problem within the symmetric subspace to determine the separate contribution of symmetric trajectory families, where only the unique classical time evolution of initial values inside (and infinitely close to) the symmetric subspace enters. This enables a numerical implementation in form of a Monte-Carlo simulation, in an analogous manner to the standard TWA, by sampling $W_i$ within the symmetric subspace $S_P$ and classically propagating each sample point $X^i_0 = (X^i_\parallel, 0)$ plus slightly displaced versions in all $2(L-S)$ perpendicular phase-space directions to numerically compute $M_t$.

5. Application in many-body scenarios

Here we focus on the application to transition probabilities between two (pure) coherent states—a situation that enjoys much attention especially in the vast field of many-body physics with ultracold bosonic atoms where coherent states are commonly used descriptions for Bose-Einstein condensates [37]. In particular, we investigate return probabilities where the final and initial state are equal. This is particularly interesting for the investigation of (dynamical) localization effects [14–21], modal echo [38–40], many-body coherent backscattering [11–43], (dynamical) tunneling [17,22,23] in mean-field space [24,25], or quantum many-body scarring [6–9,26], for which the associated characteristic enhancement signatures in the return probability can be discriminated from purely symmetry-related enhancement by our method.

5.1. Transition probability between coherent states

We study the transition probability from a state $\hat{\rho}_i$ to a state $\hat{\rho}_f$ in time $t$ by identifying $\hat{\Omega} = \hat{\rho}_f$, giving $\Omega_W(q,p) = (2\pi\hbar)^L W_f(q,p)$ with $W_f(q,p)$ the final state Wigner distribution. We furthermore consider coherent states $\hat{\rho}_\alpha = |\phi_{z_\alpha}\rangle\langle\phi_{z_\alpha}|$, centered around...
(quadrature) phase-space coordinates \( z^i = (q^i, p^i) \) and \( z^f = (q^f, p^f) \), respectively, both located on the symmetric subspace \( S_p \). In symmetry-oriented phase-space coordinates [see section 4.1 and (48)–(50)] this means \( z^i_\perp = z^f_\perp = 0 \). The Wigner distributions are then given by Gaussian distributions \([57]\) with symmetric shape \( A^i = A^f = 1 \):

\[
W_i(X^i) = (\pi \hbar)^{-L} \exp \left[ -\frac{1}{\hbar} \left( X^i_\parallel - z^i_\parallel \right)^2 - \frac{1}{\hbar} \left( X^i_\perp \right)^2 \right],
\]

\[
\Omega_W(X^i) = 2^L \exp \left[ -\frac{1}{\hbar} \left( X^f_\parallel - z^f_\parallel \right)^2 - \frac{1}{\hbar} \left( X^f_\perp \right)^2 \right].
\]

We choose here units such that the coherent states are those of a harmonic oscillator with unit mass and frequency parameters. The contribution \( P_{\text{sym}} \) to the transition probability

\[
P(z^f, z^i; t) = \text{tr}[\hat{\rho}_t(\hat{J}_t) \hat{\rho}_t]
\]

that arises solely due to symmetric trajectory families is then given by

\[
P_{\text{sym}}(z^f, z^i; t) \sim \frac{2L}{(\pi \hbar)^S} \int d^{2S} X^i_\parallel \frac{\exp \left( -\frac{1}{\hbar} \left[ (X^i_\parallel - z^i_\parallel)^2 + (x_\parallel(X^i_0, t) - z^f_\parallel)^2 \right] \right)}{\sqrt{\det(1 + M^1_t M^2_t)}}.
\]

This is a TWA-like sampling problem within the symmetric manifold \( S_p \), where each classically evolved sample within \( S_p \) is weighted by a factor that reflects the stability in the directions pointing out of \( S_p \).

5.2. Bose-Hubbard systems

The many-body models we specifically consider here for applying the augmented TWA are Bose-Hubbard systems whose degrees of freedom are represented by a set of discretized field operators \( \hat{\psi}_l \) with \( l = 1, \ldots, L \), that fulfill bosonic commutation relations

\[
\begin{align*}
[\hat{\psi}_l, \hat{\psi}_{l'}] & = 0, \\
[\hat{\psi}_l, \hat{\psi}^\dagger_{l'}] & = \delta_{l,l'}.
\end{align*}
\]

The operators \( \hat{\psi}_l (\hat{\psi}^\dagger_l) \) are understood as annihilators (creators) of bosonic quanta at the lattice site that is indexed by \( l \), with local occupancy \( \hat{n}_l = \hat{\psi}^\dagger_l \hat{\psi}_l \) and the total number operator \( \hat{N} = \sum_l \hat{n}_l \). We consider lattice systems governed by Hamiltonians of the form

\[
\hat{H} = \sum_l \epsilon_l \hat{\psi}^\dagger_l \hat{\psi}_l - \sum_{(l,l')} J_{l,l'} \hat{\psi}^\dagger_{l'} \hat{\psi}_l + \frac{1}{2} \sum_l U_l \hat{\psi}^\dagger_l \hat{\psi}^\dagger_l \hat{\psi}_l \hat{\psi}_l,
\]

where \( \epsilon_l \) is the onsite energy of a single particle on site \( l \), \( J_{l,l'} = J_{l',l} \) is the hopping strength along an available bond \( (l, l') \), and \( U_l \) is the coupling that controls the strength of interactions between particles on the same site \( l \).

Without any interaction and hopping, the quadratic Hamiltonian \( \hat{H}_0 = \sum_l \epsilon_l \hat{n}_l \) is in full analogy with a set of uncoupled harmonic oscillators of frequencies \( \omega_l = \epsilon_l / \hbar \) (apart from the constant zero point energy shift \( \sum_l \hbar \omega_l / 2 \)). One can identify Hermitian quadrature operators \( \hat{q}_l, \hat{p}_l \), defined by

\[
\hat{\psi}_l = \frac{1}{\sqrt{2}} (\hat{q}_l + i \hat{p}_l),
\]

\[
\hat{q}_l = \frac{1}{\sqrt{2}} (\hat{\psi}_l - \hat{\psi}^\dagger_l), \quad \hat{p}_l = \frac{1}{\sqrt{2}} (\hat{\psi}^\dagger_l - \hat{\psi}_l).
\]
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which would be related to the positions \( \hat{Q}_l \) and momenta \( \hat{P}_l \) of harmonic oscillators characterized by masses \( m_l \) and frequencies \( \omega_l \) according to

\[
\hat{q}_l = \sqrt{\frac{m_l \omega_l}{\hbar}} \hat{Q}_l ,
\]

\[
\hat{p}_l = \sqrt{\frac{1}{\hbar m_l \omega_l}} \hat{P}_l .
\] (66)

The quadratures are dimensionless scaled versions of position and momentum, fulfilling the commutation relations

\[
[\hat{q}_l, \hat{q}_l'] = [\hat{p}_l, \hat{p}_l'] = 0 ,
\]

\[
[\hat{q}_l, \hat{p}_l'] = i \delta_{ll'} .
\] (67)

The correspondence with the commutation relations of the actual position and momentum operators \( \hat{Q}_l \) and \( \hat{P}_l \) in (66) can be made exact by setting units to \( \hbar = 1 \) and \( m_l = 1/\omega_l \) for all \( l \).

The role of the parameter \( \hbar \) and its absence in the relation (67) might at first glance be contradictory to considering small \( \hbar \), or formally \( \hbar \to 0 \), as the regime of quantum-to-classical correspondence, which is key to the TWA and its augmented version derived here. However, the parameter to be small is not \( \hbar \) itself (which would be a meaningless statement anyway, as it is not a dimensionless constant). Instead, \( \hbar \) compared to the actions of the classical counterpart of the quantum system has to be small. For a harmonic oscillator this means large excitation \( n \gg 1 \). Likewise, instead of the harmonic oscillator’s eigenstates one can consider the coherent states

\[
|z\rangle = e^{(z\hat{\psi}^\dagger - z^* \hat{\psi})/\sqrt{2}} |0\rangle ,
\] (68)

where \(|0\rangle\) is the vacuum state, i.e., the oscillator’s ground state with \( \hat{\psi}|0\rangle = 0 \). They are the most classical states as they minimize the uncertainties of position and momentum simultaneously. For this reason they are well-suited to describe coherent light and other macroscopic quantum states with well-defined phase and amplitude, realized, among others, with atomic Bose-Einstein condensates [37]. Furthermore, their centroid \( z \) follows the classical equations of motion without dispersing under action of the time evolution operator \( \hat{U}(t) = e^{-iHt/\hbar} \). For the harmonic oscillator this holds (anomalously) even down to arbitrarily small oscillations around the fix point. But the quantum fluctuations in \(|z\rangle\) only become negligible in comparison to the motion of mean position and momentum (given by \( z \)) when \(|z| \gg 1 \), or equivalently, when the action \( \int dq \cdot p \) of the corresponding classical orbit becomes large compared to \( \hbar \). Translated into the many-body context via (65), this means that quantum-to-classical correspondence is established for overall large occupancies \( n_l \). Correspondingly, one often considers the classical counterpart of a bosonic many-body quantum system to be reached in the limit \( N \to \infty \) (or more precisely \( N/L \to \infty \)), such that the individual occupancies \( n_l \) are large on average. For this reason, the two notions of the mean-field limit and the formally classical limit of bosonic systems can be used synonymously.
To make this formally explicit, we introduce the rescaled version
\[ \hat{q}_l = \sqrt{\hbar} \hat{\tilde{q}}_l, \]
\[ \hat{p}_l = \sqrt{\hbar} \hat{\tilde{p}}_l \]
(69)
of the quadrature operators \([66]\), obeying commutation relations
\[ [\hat{q}_l, \hat{q}_{l'}] = [\hat{p}_l, \hat{p}_{l'}] = 0, \]
\[ [\hat{q}_l, \hat{p}_{l'}] = i\hbar \delta_{l,l'}, \]
(70)
where
\[ \tilde{\hbar} = \frac{L}{N} \]
(71)
serves as an effective Planck’s quantum of action. Here, \(N\) is the average total number of particles participating in the process under consideration, such that \(\hat{\tilde{q}}_l\) and \(\hat{\tilde{p}}_l\) can be considered as objects of \(O(1)\).

The classical Hamiltonian that parallels the quantum one is then obtained by replacing the operators \([69]\) by classical variables according to
\[ \hat{\tilde{q}}_l \mapsto \tilde{q}_l, \]
\[ \hat{\tilde{p}}_l \mapsto \tilde{p}_l \]
(72)
with canonical Poisson brackets
\[ \{\tilde{q}_l, \tilde{q}_{l'}\} = \{\tilde{p}_l, \tilde{p}_{l'}\} = 0, \]
\[ \{\tilde{q}_l, \tilde{p}_{l'}\} = \frac{\hbar}{\tilde{\hbar}} \delta_{l,l'}. \]
(73)
This replacement is subject to ordering issues. We follow the convention of using totally symmetric, i.e., Weyl ordering of operators as their classical counterparts. After symmetric ordering of the Hamiltonian \([64]\) one obtains the “classical” mean-field limit
\[ H_{cl} = \sum_l (\epsilon_l - U_l) \psi_l^* \psi_l - \sum_{(l,l')} J_{l,l'} \psi_l^* \psi_{l'} + \frac{1}{2} \sum_l U_l \psi_l^* \psi_l \psi_l^* \psi_l + \sum_l (\epsilon_l + \frac{U_l}{2}) \]
(74)
with Hamilton’s equations of motion given by the discrete Gross-Pitaevskii equation
\[ i\hbar \dot{\psi}_l = \epsilon_l \psi_l - \sum_{l'} J_{l,l'} \psi_{l'} + U_l (\psi_l^* \psi_l - 1) \psi_l, \]
(75)
with the identification
\[ \psi_l = \frac{1}{\sqrt{2\tilde{\hbar}}} (\tilde{q}_l + i\tilde{p}_l), \]
\[ \psi_l^* = \frac{1}{\sqrt{2\tilde{\hbar}}} (\tilde{q}_l - i\tilde{p}_l). \]
(76)

In contrast to semiclassical approximations in first quantized systems, \(\hbar\) is here not considered as a small parameter. As mentioned above, the semiclassical regime is instead indicated by overall large occupancies. To make formal contact with the derivations—here presented in the form fitting to first quantized systems—of the TWA \([21]\) and its
augmented version \((58)\) for discrete symmetries, we set units to \(\hbar = 1\), meaning, \(\epsilon_l, J_{l,l'},\) and \(U_l\) are given as frequencies instead of energies. Additionally, we assume that the rescaled interaction \(U_lN/L\), as a physically more meaningful quantity than the bare \(U_l\), has a magnitude roughly comparable with the hopping strengths \(J_{l,l'}\). This way, the Hamiltonian \((74)\)—and hence the corresponding Lagrangian and Hamilton’s principal function \((5)\)—, can be viewed as a quantity that scales linearly with \(N/L = 1/\tilde{\hbar}\).

Formally, this allows us to replace

\[
\frac{1}{\hbar} \tilde{R}_\gamma(q^f, q^i, t) = \frac{1}{\tilde{\hbar}} \tilde{R}_\gamma(\tilde{q}^f, \tilde{q}^i, t)
\]

in the expressions \((4)\) and \((6)\) for the van Vleck-Gutzwiller propagator that lays the foundation for the overall approach. The small parameter that controls the semiclassical limit is then \(\tilde{\hbar}\) while \(\tilde{R}_\gamma\) is of order 1. In analogy to first quantized systems, the principal function \(\tilde{R}_\gamma\) can thus be viewed as a purely classical object, given by

\[
\tilde{R}_\gamma(q^f, q^i, t) = \int dt \left( \sum_l \frac{d\tilde{q}^f_l}{dt} \tilde{p}^f_l - \tilde{\hbar} H_{cl}(\tilde{q}_\gamma, \tilde{p}_\gamma) \right),
\]

evaluated along the classical solutions \(\tilde{q}_\gamma(t), \tilde{p}_\gamma(t)\). They are obtained as the solutions \(\psi(t)\) of \((75)\) that fulfill the boundary conditions \(\sqrt{2\tilde{\hbar}} \Re\{\psi(0)\} = \tilde{q}^f_l\) and \(\sqrt{2\tilde{\hbar}} \Re\{\psi(t)\} = \tilde{q}^f_l\), where we use the identification \((76)\). The generally multiple solutions are enumerated by the index \(\gamma\).

Thus, formal equivalence with the treatment of first quantized systems, as presented in sections 2–4 and 5.1, is established by understanding \(q\) and \(p\) as (eigenvalues of) the rescaled quadratures \((69)\) and \(\tilde{\hbar}\) as the effective quantity \(\tilde{\hbar} = L/N (71)\). Note that these replacements hold as well for the Wigner transforms \((16), (17),\) and \((59)\) and thus for the estimation of corrections due to finite separations from \(S_P\) [see \((41), (45)–(47),\) as well as Appendix E, Appendix F, and Appendix G].

6. Constructive many-body interference in Bose-Hubbard plaquettes

We consider spatially homogeneous Bose-Hubbard chains \((64)\) with constant \(\epsilon_l = 0, U_l = U,\) and \(J_{l,l'} = J\) along bonds that impose a one-dimensional lattice with nearest neighbour hopping, i.e., bonds \((l, l')\) are available only for \(l' = l \pm 1\). We further establish periodic boundary conditions by understanding the indexes as \(l, l' \in \mathbb{Z}/L\mathbb{Z}\). Figure 2a illustrates the Bose-Hubbard ring as an idealization of atoms in an optical lattice. The symmetries of the periodic Bose-Hubbard chain are given by translations, a parity/inversion operation, and combinations of translation and inversion (or equivalently inversions along different axes).

We choose an even number of sites, in particular \(L = 4\), that are alternately populated by a condensate, described by a coherent state \((59)\) centered about the classical (i.e., mean-field) state

\[
(\psi_1^{(0)}, \psi_2^{(0)}, \psi_3^{(0)}, \psi_4^{(0)}) = (\sqrt{n_A}e^{i\theta_A}, \sqrt{n_B}e^{i\theta_B}, \sqrt{n_A}e^{i\theta_A}, \sqrt{n_B}e^{i\theta_B}) \in \mathbb{C}^4,
\]

\((79)\)
Symmetry-induced many-body interference: an augmented Truncated Wigner method

Figure 2. (a) The homogeneous $L$-site Bose-Hubbard ring with onsite interaction (strength $U$) and nearest-neighbour hopping (strength $J$) as model of cold atoms in an optical lattice. (b) The possible symmetries of a classical/mean-field state about the coherent-state center ($\Psi_0$) in the case $L = 4$. Different or equal colors/shadings indicate distinct or equal mean-field values $\Psi_l \in \mathbb{C}$, respectively.

with average total number of particles $N = 2n_A + 2n_B$ for which we calculate the return or survival probability $P(t)$ after time $t$. This state is symmetric under two distinct reflections that exchange sites $1 \leftrightarrow 3$ and $2 \leftrightarrow 4$, respectively, and the translation by two sites that is equivalent to the combination $(1, 2) \leftrightarrow (3, 4)$ of the two reflections. The total number of respected symmetry operations is thus four, including the trivial “symmetry” under the identity.

6.1. The augmented TWA in action

When sampling initial conditions from the classical phase space in the vicinity of the centroid ($\Psi_0$) one obtains points that belong to trajectory families of either one of the above-mentioned symmetry classes. Figure 2 illustrates these possible symmetries for the case $L = 4$. Our application of the augmented TWA thus involves a Monte-Carlo sampling (62) within each of the corresponding symmetric subspaces $\mathcal{S}_p$. We may denote these by $\mathcal{S}_p^{1\leftrightarrow 3}$, $\mathcal{S}_p^{2\leftrightarrow 4}$, $\mathcal{S}_p^{(1,2)\leftrightarrow (3,4)}$, and $\mathcal{S}_p^{\text{id}}$. For the trivial “symmetry”, $\mathcal{S}_p^{\text{id}}$ is just the full phase space that yields the standard TWA, incorporating trajectory families of all possible symmetry classes, including the fully nonsymmetric ones.

The symmetries are related to each other by inclusion relations, meaning that certain $\mathcal{S}_p$ are embedded in certain other $\mathcal{S}_p$. This hierarchical structure determines the multiplicities associated with the individual contributions. In the case of $L = 4$ and
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the alternating symmetry of the initial state \( \Psi \), the relevant inclusions are

\[
S_P^{(1,2)\leftrightarrow(3,4)} \subset S_P^{1\leftrightarrow3}, \quad S_P^{1\leftrightarrow3} \subset S_P^{\text{id}},
\]
\[
S_P^{(1,2)\leftrightarrow(3,4)} \subset S_P^{2\leftrightarrow4}, \quad S_P^{2\leftrightarrow4} \subset S_P^{\text{id}}.
\]

and the combined return probability is given by

\[
P(t) \simeq 4P_{\text{id}}(t) - 2P_{1\leftrightarrow3}(t) - 2P_{2\leftrightarrow4}(t) + P_{(1,2)\leftrightarrow(3,4)}(t),
\]

where each \( P_s(t) \) stands for an augmented TWA sampling \((62)\) in the respective symmetric subspace \( S_P^s \) and \( P_{\text{id}} \) gives the standard TWA as special case of \((62)\) for \( S = L, \)
\[
\det (1 + M_t^T M_t) = 1.
\]

In the given case \((82)\) the prefactors can be easily understood: Each fully nonsymmetric family \( \gamma \) has four distinct families it can be paired with: \( \gamma \) itself
\[
\text{and the three families obtained by application of the symmetry operations } 1 \leftrightarrow 3, 2 \leftrightarrow 4, \text{ and } (1,2) \leftrightarrow (3,4), \text{ hence a degeneracy factor of } 4.
\]

This overcounts the contribution from families \( \gamma \) that are symmetric either under \( 1 \leftrightarrow 3 \) or under \( 2 \leftrightarrow 4 \). These should contribute with a degeneracy of 2 corresponding to the pairing with \( \gamma \) itself and one reflected counterpart, while in \( 4P_{\text{id}} \) they are counted with a factor of 4 instead. The multiplicity \((-2)\) for \( P_{1\leftrightarrow3} \) and \( P_{2\leftrightarrow4} \) corrects this. Finally, the families that are fully symmetric under \( (1,2) \leftrightarrow (3,4) \) only have themselves as partner and should be counted exactly once, whereas they are so far counted with factors 4, \((-2)\), and \((-2)\) as they participate in all of the three other contributions, resulting in a total of \( 4 - 2 - 2 = 0 \).

They are thus completely gone and have to be added again with the proper multiplicity of 1. A corresponding treatment for arbitrary \( L \) and arbitrary symmetry of the initial state is possible by analyzing the structure of available symmetry groups and sub-groups.

To implement the augmented TWA for either symmetry we use \((62)\), adapted to the many-body context by replacing \( \hbar \mapsto \tilde{\hbar} \) and by using as phase-space variables the scaled quadratures \((76)\), \( X_i^\parallel \mapsto (\tilde{q}_i^\parallel, \tilde{p}_i) \), transformed into symmetry-oriented coordinates (see below). Expressed in the original (unscaled) field variables, denoted by \( \psi = (\psi_1, \ldots, \psi_L) \), this becomes

\[
P_s(\psi^{(0)}; t) \simeq 2^L \left\langle \frac{\exp \left[ -2 \sum_i \left| \psi_i(\Psi, t) - \psi_i^{(0)} \right|^2 \right]}{\sqrt{\det(1 + M_t^T M_t)}} \right\rangle_{\Psi,s},
\]

where \( \psi_i(\Psi, t) \) is the classical evolution of an initial field configuration \( \Psi = (\psi_1, \ldots, \psi_L) \) under the (discrete) Gross-Pitaevskii equation \((75)\) and \( \langle \cdot \rangle_{\Psi,s} \) means sampling of the initial field \( \Psi \) in the symmetric subspace \( S_P^s \) by means of a probability density function for the parallel components \( \Phi^\parallel = (\Phi_1, \ldots, \Phi_S) \), given by

\[
\langle f(\Psi) \rangle_{\Psi,s} = \prod_{\sigma=1}^S \int d(\mathcal{R}_{\Phi_\sigma}) \int d(\mathcal{S}_{\Phi_\sigma}) \int d(\mathcal{S}_{\Phi_\sigma}) f(\Psi) \left( \frac{2}{\pi} \right)^S \exp \left[ -2 \sum_{\sigma=1}^S \left| \Phi_\sigma - \varphi^{(0)}_\sigma \right|^2 \right].
\]

The symmetry-specific orthogonal transformations

\[
(\Psi_1, \ldots, \Psi_L)^T = \mathcal{O}_s (\Phi_1, \ldots, \Phi_S, \Phi_{S+1}, \ldots, \Phi_L)^T
\]

are given by

\[
\mathcal{O}_s = \left( \begin{array}{cc}
\mathcal{O}_1 & 0 \\
0 & \mathcal{O}_2
\end{array} \right),
\]

where \( \mathcal{O}_1 \) and \( \mathcal{O}_2 \) are symmetry-specific orthogonal transformations for the sub-spaces \( S_P^s \) and \( S_P^{\text{id}} \), respectively.
between original field variables \( \Psi \) and symmetry-oriented coordinates \( \Phi \), and analogously \( \psi = \Omega_s \varphi \) and \( \psi^{(0)} = \Omega_s \varphi^{(0)} \), can for example be chosen as

\[
\Omega_s = \begin{pmatrix}
0 & 0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}
\end{pmatrix}, \quad \left( \begin{array}{c}
1 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
0 & 1 & 0 & 0 \\
0 & 0 & -\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}
\end{array} \right), \quad \frac{1}{\sqrt{2}}
\]

for the symmetries \( 1 \leftrightarrow 3 \) (\( S = 3 \)), \( 2 \leftrightarrow 4 \) (\( S = 3 \)), and \( (1,2) \leftrightarrow (3,4) \) (\( S = 2 \)), respectively. For the stability matrix \( \Omega_s \), we simply replace \( q_\lambda \mapsto \Re \varphi_\lambda, \ p_\lambda \mapsto \Im \varphi_\lambda, \ R_\lambda \mapsto \Re \Phi_\lambda, \) and \( P_\lambda \mapsto \Im \Phi_\lambda \) in (50), with \( \varphi = \Omega_s^T \psi(\Omega_s \Phi, t) \), implementing derivatives numerically by classically propagating slightly displaced initial fields \( \Psi + \delta \Psi \), where we choose separately \( \delta \Psi \propto \Omega_s e_\lambda \) and \( \delta \Psi \propto i \Omega_s e_\lambda \) for all \( \lambda = S + 1, \ldots, L \).

We calculate the return probability of the coherent state with centroid (79) after time \( t \) for several choices of the average occupancies \( n_A, n_B \). The classical dynamics for a fixed number of particles \( \sum_{l=1}^L |\psi_l|^2 \equiv N_\psi = \text{const} \) is governed by the combined parameter \( U N_\psi / J L \). For the coherent state survival probabilities that we consider here, we thus determine the characteristic scale of this parameter by using the average number of particles \( N = 2n_A + 2n_B \) for \( N_\psi \). In particular, we fix \( U N / J L = 0.5 \) (that has also been used in [31]) for all shown simulations and plot the results against the scaled time \( \tau = (J L/\hbar N)t \). In figure 3 and figure 4 we show comparisons with converged quantum mechanical calculations confirming that the augmented TWA derived here, implemented as Monte-Carlo simulation, is able to capture the robust constructive interference between symmetry related mean-field solutions, whereas the standard TWA fails. Especially in the transient regimes of intermediate time scales (center panels) we find very good agreement in all shown cases, whereas the long-time averages of the quantum evolution and the augmented TWA generally differ due to additional quantum effects not captured here.

### 6.2. Discussion and comparison to the distance criterion

Additionally, we compare our method with an earlier used variant of the augmented TWA that uses a heuristic distance criterion [31]: Each simulated sample trajectory \( \psi(t) \) is thereby classified by computing the norm distances \( \left( \sum_{l=1}^L |\psi_l - (T_\lambda \psi)|^2 \right)^{1/2} \) from its symmetry transformed versions \( T_\lambda \psi(t) \) for each symmetry \( s \). The trajectory’s family is then estimated to be symmetric with respect to \( s \) if the corresponding distance never exceeds a specified threshold \( d \) between initialization and measurement, and is assigned the corresponding degeneracy factor \( g \). This criterion was motivated by the generic behaviour of chaotic trajectories in the light of discrete symmetries (see figure 11). Evidently, one would thereby erroneously count as nonsymmetric those members of a symmetric trajectory family whose starting or end points in phase space lie rather far away from the symmetric subspace. However, as the Wigner distributions of the initial state and the final observable are both assumed to be tightly localized about the
Figure 3. Return probability $P(t)$ of a coherent state centered at (a) $\psi^{(0)} = (\sqrt{10}, 0, \sqrt{10}, 0)$ and (b) $\psi^{(0)} = (\sqrt{20}, 0, \sqrt{20}, 0)$ in the homogeneous four-site Bose-Hubbard ring ($UN/JL = 0.5$ fixed) as a function of the scaled time $\tau = (JL/\hbar N)t$. Compared is the exact quantum evolution (blue) with the quasiclassical prediction obtained via the conventional TWA (green) and the semiclassical predictions of the augmented TWA (red) and its alternative implementation using the distance criterion \[31\], for four different values of the distance threshold (grey dotted, black dotted, dashed and solid). The upper panels show the overall evolution, with the regimes of transient symmetry enhancement enlarged in the center panels. Evolution of the respective enhancement factors $g(t) \equiv P(t)/P_{\text{TWA}}(t)$ are shown in the lower panels. All data for return probabilities are time-averaged with a width that linearly increases with $\tau$, by applying convolution with a Gaussian kernel in log $\tau$ with standard deviation $\sigma_{\text{log}\tau} = 0.01$ (indicated by bars in the center panels).

Intrinsically, this method is prone to the ambiguity of choosing $d$. Nevertheless, in certain ranges of parameters and times $t$ the sensitivity of the result to $d$ is less pronounced than in others. There, we find good agreement with the here-derived augmented TWA, which thereby confirms the validity of both approaches. Moreover, in all ranges of the considered cases, the augmented TWA developed here coincides very well with the result obtained using the distance criterion when choosing the threshold $d$ appropriately. In this sense, one can understand the augmented TWA as a means to...
determine the optimal distance threshold. This is important because a wrong choice of \( d \) can lead to misleading and spurious results.

To elaborate on this, we show in figure 4b a case where the distance criterion produces results that are very sensitive to the threshold \( d \). Comparison with the augmented TWA shows that choosing \( d \approx 2 \) is optimal in reproducing the correct enhancement due to symmetry. Without this validation, one might be tempted to determine the optimal choice for \( d \) by maximizing the agreement with the full quantum mechanical evolution. While an optimization on intermediate time scales \( \tau \lesssim 5 \) approximates the prediction of the unambiguous augmented TWA developed here, tuning \( d \) towards a match of the long-time saturation (that is in discord with the augmented TWA) gives bad agreement in the transient regime. Such a strategy effectively turns this method into a fitting procedure, loosing any predictive power. The so-reached long-time agreement is then a mere coincidence, and the fact that it is not reproduced by the unambiguous augmented TWA strongly indicates that additional effects beyond symmetry enhancement for chaotic motion take place on longer time scales.

To elaborate a strategy how to determine the distance \( d \) in a reasonable manner,
not relying on any fitting procedure, we have to account for the two constraints that the choice for $d$ has to respect. On the one hand, $d$ should be chosen such that it practically encompasses all of the initial wave packet. This would have to be a value that does not depend on $N$. A reasonable minimal choice would, e.g., be $d = 2$, through which sample points located within two standard deviations of the Gaussian wave packet of the coherent state are counted as being “close” to the symmetry subspace. Otherwise, choosing $d$ significantly below this value leads to a non-negligible fraction of contributing trajectories that would be falsely classified as nonsymmetric, resulting in an overestimation of the survival probability. This discrepancy becomes especially evident on shorter time scales, since all families $\gamma$ are symmetric for $t \to 0$ (see figure 3a and figure 4a for $\tau \lesssim 2$ and $d \leq 1$).

On the other hand, the distance criterion is devised to discriminate symmetric from nonsymmetric families, which is a task that only involves the classical dynamics. Characteristic distances in the latter scale with $\sqrt{N}$, such that, in order to equally classify two equivalent trajectories of the same system that only differ by a scaling of $N$ (fixing $U_N/JL$), one would have to scale $d \propto \sqrt{N}$ as well. The reasoning that partially resolves this dilemma in fully chaotic systems is that, generically, the nonsymmetric families are exploring the available phase space on a global scale, while the symmetric ones never depart further from $S_P$ than their initial or final point (see figure 1). Under this assumption the discrimination is therefore rather insensitive to the actual value of the threshold $d$, as long as it is large enough to practically contain all points of the initial and final wave packets and smaller than the dimensions of the available phase space.

However, if the assumption of globally chaotic motion is not met, the discrimination can become more sensitive to $d$. Consider, e.g., islands of regular motion and layers of locally chaotic motion that might be too small in extent to allow for the correct detection of nonsymmetric families for a certain value of $d$. The corresponding underestimation of symmetry enhancement and corresponding breakdown of the distance criterion becomes evident in figure 4a,b for $d = 4$ and $d = 8$, respectively, where most-prominently even the saturation after long times is far off the value of the average long-time return probability to the initial state predicted by the unambiguous augmented TWA (82). An analysis of the individual contributions for each symmetry to the augmented TWA further strongly suggests that indeed partially regular, stable motion plays a role here. Since the corresponding analysis yields a similar picture for all relevant symmetries, we focus on the symmetry $1 \leftrightarrow 3$ in the following.

For the same parameters as in figure 3 and figure 4 the individual contribution $P_{1 \leftrightarrow 3}(t)$ associated with the symmetry $1 \leftrightarrow 3$, according to (83), is shown in figure 5. In contrast to the overall symmetry-enhanced probability $P(t)$, equation (82), $P_{1 \leftrightarrow 3}(t)$ decays on intermediate and long time scales. This is expected due to trajectories within $S_{P}^{1 \leftrightarrow 3}$ that are unstable, i.e. hyperbolic, in the direction(s) perpendicular to this particular symmetry subspace. They will contribute with a stability weight $1/\sqrt{\det(1 + M_{t}^{T}M_{t})}$ that decays exponentially since at least one eigenvalue of $M_{t}$ grows
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Figure 5. Individual contribution $P_{l=1}\leftrightarrow l=3$ of trajectory families symmetric under exchange of the opposite sites $l = 1$ and $l = 3$ to the augmented TWA as functions of the scaled time $\tau = (JL/\hbar N)t$ for the same parameters as in (a) figure 3a, (b) figure 3b, (c) figure 4a, and (d) figure 4b (upper panels, black). The corresponding average stability weights $u_{l=1}\leftrightarrow l=3$ are shown in the lower panels (orange), including a time average over a window of width $\Delta \tau$ (red). Fits for the exponential decay and long-time saturation are shown in dotted and dashed, respectively.

like $\sim e^{\lambda L t}$ with $\lambda_L$ the corresponding Lyapunov exponent. If only unstable trajectories were involved, $P_s(t)$ would thus decay to 0 for $t \to \infty$ for all symmetries $s$ but the identity, resulting in a long-time saturation at the maximum degeneracy factor (here $g = 4$). Instead, we find that $P_s(t)$ decays to a finite value because a non-vanishing fraction of the sampled trajectories is stable, i.e., elliptic in all perpendicular directions, contributing with an oscillatory stability weight of constant $O(1)$ magnitude. In the four considered cases, this effect is most pronounced for $\psi^{(0)} = (\sqrt{9}, 1, \sqrt{9}, 1)$ shown in figure 5c.

To address the phenomenon on a more quantitative basis, we additionally plot the
Symmetry-induced many-body interference: an augmented Truncated Wigner method

The average stability weight

\[ w_s(t) \equiv \frac{P_s(t)}{P_{\text{unweighted}}(t)} = \left\langle \sqrt{\det(1 + M_t^T M_t)} \right\rangle_{P_s}^{-1} \]  

(87)

is obtained by normalizing with the unweighted probability

\[ P_{\text{unweighted}}(t) \equiv 2^L \left\langle \exp \left[ -2 \sum_l |\psi_l(\Psi, t) - \psi_l^{(0)}|^2 \right] \right\rangle_{\Psi,s} \]  

(88)

obtained by ignoring the stability weight, i.e., by artificially setting \( \det(1 + M_t^T M_t) \mapsto 1 \) in (83). In the average \( \langle \cdot \rangle_{P_s} \) of (87) each trajectory is weighted with the overall contribution to the augmented TWA (83) for the symmetric subspace \( S_P^s \), i.e., it accounts for the in-plane classical return probability as well as the sampling of initial conditions \( \Psi \). The average stability weights clearly show the exponential decay and the long-time saturation resulting from trajectories that are perpendicularly unstable or stable, respectively. We find that the influence of (perpendicularly) stable dynamics on the case shown in figure 3c is at least one to two orders of magnitude stronger than in the other cases. This observation is in agreement with the fact that in the scaled phase space, \( \psi_{sc} = \psi/\sqrt{N_\psi} \), the centroid of the two cases in figure 4 i.e., \( \psi_{sc}^{(0)} = (\sqrt{9/20}, \sqrt{1/20}, \sqrt{9/20}, \sqrt{1/20}) \) is closer to the stable region located around the stable fix point \( (\sqrt{1/4}, \sqrt{1/4}, \sqrt{1/4}, \sqrt{1/4}) \) than the centroid \( \psi_{sc}^{(0)} = (\sqrt{1/2}, 0, \sqrt{1/2}, 0) \) of the other two cases (figure 3). Additionally, the wave packets in the two cases figure 3b and figure 4b featuring a larger particle number \( N = 40 \) are localized more sharply (in scaled phase space) by a factor of \( \sqrt{2} \) as compared to the corresponding \( N = 20 \) cases, such that the stable dynamics located in the tails has less weight. The overall stronger influence of stable dynamics in the case figure 5c may also be indicated by the rather regular oscillations of \( P_{1<3} \), observable directly after the exponential decay at \( 5 \lesssim \tau \lesssim 10 \). Together, this results in a pronounced sensitivity to the choice for the distance threshold \( d \) in figure 4a.

6.3. Deviation in the long-time saturation

For long time scales, we generally find a quantum survival probability that disagrees with the augmented TWA-based simulations, levelling off at values that differ significantly. As we find otherwise full agreement up to intermediate times, where the average degeneracy factor \( \langle g \rangle \) starts to saturate, this strongly indicates the existence of additional quantum effects beyond purely symmetry-related constructive interference, which are not captured by our method. This is further substantiated by the fact that we also find enhancement that exceeds the theoretical maximum \( \langle g \rangle = 4 \) for constructive interference of symmetry partners (see figure 3b). We do not attempt here to explain these discrepancies at long time scales. But we see that the augmented TWA, which is a tool to unambiguously determine the effect of constructive symmetry-related interference, can further serve as a method to uncover the existence and the magnitude of additional quantum effects related to dynamical features of the system.
The individual contributions from sub-symmetries that are the ingredients to the augmented TWA can give additional information in order to reveal possible candidates for these discrepancies. The influence of stable or mixed dynamics might lead to an overestimation of the long-time survival probability by the augmented TWA, due to quantum leakage out of classically stable regions, while the mean-field dynamics is trapped. This tendency seems to be confirmed in the case shown in figure 4a, featuring an increased influence of stable dynamics, where correspondingly the augmented TWA slightly but nevertheless significantly overestimates the average quantum return probability on long time scales. Opposite cases corresponding to an underestimation of the average long-time return probability by the augmented TWA, leading to a “super enhancement” beyond the maximal possible symmetry enhancement factor (see, e.g., figure 3a and figure 3b), can be indicative of an interference-induced inhibition of quantum transport due to dynamical features, related to (dynamical) localization [14–21] or quantum many-body scarring [6–9, 26]. Coherent backscattering [41–43] and the manifestation of a modal echo [38–40] can be additional causes for such an enhancement of the return probability.

7. Conclusion

In summary, we developed in this paper an augmented version of the Truncated Wigner method. This augmented TWA is capable of accounting for constructive quantum interference effects due to the presence of discrete symmetries in the physical system at hand, and becomes practically relevant as soon as both the initial quantum state and the final observable to be evaluated are in phase space tightly localized about the corresponding symmetry subspaces. The key idea of this method is to quantitatively separate the contributions of symmetric and nonsymmetric trajectory families to the TWA sampling, such that one can rescale the latter by the degeneracy factor that is appropriate for the symmetry under consideration. To this end, separate TWA samplings within the corresponding symmetry subspaces can be performed, including weight factors that account for the transverse (i.e., nonsymmetric) stability of the involved symmetric trajectories. The application to time evolution processes of mesoscopically populated Bose-Einstein condensates in optical square lattice plaquettes shows good agreement with the exact quantum results for the return probability of this quantum many-body system to its initial state, in stark contrast to the conventional TWA which grossly underestimates this return probability. This application furthermore confirms the validity of an alternative implementation of the augmented TWA, which is based on the definition of a heuristic distance threshold with respect to the symmetry subspaces under consideration [31]. The method can be readily applied to more complex quantum systems, such as Bose-Einstein condensates in hexagonal lattice plaquettes involving six sites, even though they may require a more sophisticated analysis of the involved symmetries and their respective treatment through subspace-restricted TWA simulations by appropriately choosing symmetry-oriented phase-space coordinates.
The comparison with the exact quantum return probabilities also revealed significant deviations for very long evolution times, which we attribute to additional quantum effects coming into play. Possible causes could be (dynamical) quantum tunneling [17, 22, 23] in mean-field space [24, 25], many-body coherent backscattering [14, 43], a modal echo [38, 40], (dynamical) localization effects [14, 21], or many-body quantum scarring [6–9, 26], depending on the underlying (regular or chaotic) classical phase-space structure. Rather than considering the failure to reproduce those effects as an intrinsic shortcoming of the presented method, we believe, on the contrary, that the augmented TWA can serve as a valuable indicator for the relevance of one or several of those genuinely quantum phenomena. Additional theoretical diagnostic tools, e.g., involving inverse participation ratios in phase space [26], can then be utilized in order to yield more insight into the nature of the quantum dynamical effect at work.
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Appendix A. Symmetry-oriented phase-space coordinates

Appendix A.1. Construction of symmetry-oriented variables

Let us denote by \( x \) and \( k \) the original coordinates and conjugate momenta in which the degrees of freedom of the system are expressed, and by \( f : \mathbb{R}^L \to \mathbb{R}^L, \ x \mapsto f(x) \) the action of a differentiable discrete symmetry transformation on the position coordinates \( x \), which, after some finite number \( n \geq 2 \) of repetitions, gives the identity \( f^n \equiv f \circ f \circ \cdots \circ f = \text{id}_{\mathbb{R}^L} \). The latter property guarantees that \( f \) is invertible, with \( f^{-1} \) being its inverse. We further demand that the linear approximation of \( f \) is invertible, i.e., that the matrix

\[
D(x) = \left( \frac{\partial f_{l'}}{\partial x_{l'}} \right)_{l,l'},
\]

is regular for any \( x \). The point transformation \( f \) of position coordinates induces a canonical transformation \((x, k) \mapsto (x', k')\) with \( x' = f(x) \) and \( k' = [D(x)]^{-T} \cdot k \), where \((\cdot)^{-T}\) denotes the transpose of the inverse matrix. [see (26) in the main text and (A.2) and (A.3) below]. By assumption, the Hamiltonian is symmetric under this transformation, \( H(x', k', t) = H(x, k, t) \). The symmetric manifold in configuration space is then defined as the set \( S \equiv \{ x \in \mathbb{R}^L | f(x) = x \} \) of fix points and we denote its

---

6 This ensures that the equations of motion for \((x', k')\) are identical to the ones of \((x, k)\), such that the transformed version \((x', k')(t)\) of a solution \((x, k)(t)\) gives another solution to the equations of motion.
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dimension by \( S < L \). The tangent space \( T_xS \) of \( S \) in \( x \in S \) is given by the nullspace \( \ker(D - 1) \), which can be seen from linearly expanding the defining fix-point equation 
\[
\mathbf{f}(x + \delta x_0) - x - \delta x_0 = 0
\]
for \( x \). Its dimension is \( S \equiv \dim \ker(D - 1) \) by definition, while the image \( \text{im}(D^\top - 1) \), i.e., the orthogonal complement to the tangent space, has dimension \( L - S \), as implied by the rank-nullity theorem (we assume that the space of position coordinates is equipped with a scalar product).

We can now use the fact that it is possible to find a canonical point transformation to new phase-space variables fulfilling \( q = q(x) \) for an arbitrarily defined, locally differentiable and invertible [also in linearized form, c.f. (A.1)] position coordinate transformation \( x \mapsto q(x) \). This canonical transformation can be associated with the type-two generating function of \( F(x, p) = p \cdot q(x) \) yielding

\[
k_l = \frac{\partial F}{\partial x_l}(x, p) = \sum_{j=1}^L p_j \frac{\partial q_j(x)}{\partial x_l} \quad l = 1, \ldots, L.
\]

(A.2)

We infer from this latter relation

\[
p = [T(q)]^{-\top} \cdot k \quad \text{with} \quad T_{l,l'}(q) = \frac{\partial q_l(x)}{\partial x_{l'}} \bigg|_{x=q(x)}.
\]

(A.3)

Specifically, \( q(x) \) shall be defined such that the first \( S \) coordinates of the position and momentum vectors (denoted by the index \( \sigma \) and referred to as “parallel” components in the following) represent the degrees of freedom that lie within the symmetric manifold, while the remaining \( L - S \) coordinates (denoted by the index \( \lambda \) and referred to as “perpendicular” components in the following) comprise the degrees of freedom that describe the motion out of \( S \). To be more specific, we may write \( q = (q_{||}, q_\perp) \) with

\[
q_{||} = (q_{||,1}, \ldots, q_{||,S}) = (q_1, \ldots, q_S),
\]

\[
q_\perp = (q_{\perp,1}, \ldots, q_{\perp,L-S}) = (q_{S+1}, \ldots, q_L)
\]

(A.4)

and correspondingly \( p = (p_{||}, p_\perp) \) with

\[
p_{||} = (p_{||,1}, \ldots, p_{||,S}) = (p_1, \ldots, p_S),
\]

\[
p_\perp = (p_{\perp,1}, \ldots, p_{\perp,L-S}) = (p_{S+1}, \ldots, p_L).
\]

(A.5)

As outlined in the following, one can construct \( q(x) \) such that i) \( q_\perp(x) = 0 \) if and only if \( x \in S \) as well as ii) \( q_{||}(f(x_0 + \epsilon y)) = q_{||}(x_0 + \epsilon y) + O(\epsilon^2) \) for any \( x_0 \in S \), i.e., such that in the vicinity of \( S \) the parallel components \( q_{||} \) are invariant under \( f \) (at least up to second-order corrections). Moreover, one can show that within this construction Hamilton’s equations of motion take a form such that iii) for \( q \in S \), \( q_\perp = 0 \) is equivalent to \( p_\perp = 0 \). Hence, motion \( q(t) \) that stays in \( S \) for all times is characterized by vanishing perpendicular momenta \( p_\perp = 0 \). The special properties i)–iii) are all requirements on only the the local behaviour of \( q(x) \) in the immediate vicinity of \( S \). We assume that a corresponding global transformation \( q(x) \) is possible whenever the local conditions are fulfilled. \(^7\) By convention \(^{[29]}\), we denote parallel components by indexes \( \sigma = 1, \ldots, S \)

\(^7\) In case that \( S \) is not contractible this may involve resolving discontinuities in \( q(x) \) by introducing multiple charts.
and perpendicular components by \( \lambda = S + 1, \ldots, L \), while Roman letters index all components, e.g., \( l = 1, \ldots, L \).

Property i) can be fulfilled by choosing \( q_\lambda(x) = Q_\lambda(f(x) - x) \) for a set of \( L - S \) (differentiable) functions \( Q_\lambda : \mathbb{R}^L \to \mathbb{R} \) with \( Q_\lambda(0) = 0 \). For \( x \in S \), the \( L - S \) vectors \( \nabla q_\lambda = (D^T - 1) \cdot \nabla Q_\lambda \), where \( \nabla \) denotes the \( L \) derivatives with respect to the respective function arguments, can be chosen linearly independent by an appropriate choice of the functions \( Q_\lambda \), e.g., using linear combinations \( Q_\lambda(z) = \sum_l c_l^{(\lambda)} z_l \) with properly defined coefficients \( c_l^{(\lambda)} \). This is guaranteed by the fact that the rank \( \text{rk}(D^T - 1) = \text{rk}(D - 1) = L - S \) equals the number of perpendicular components \( \lambda \), such that \( \{\nabla q_\lambda\}_\lambda \) form a basis of the orthogonal space \( \text{im}(D^T - 1) \).

Similarly, in order to fulfill property ii) one can choose \( q_\parallel \) such that the linearly independent vectors \( \{\nabla q_\sigma\}_\sigma \) form a basis of \( \ker(D^T - 1) \) at any \( x \in S \). Again, the dimension \( \dim \ker(D^T - 1) = S \) equals the number of parallel components \( \sigma \), implying that such a choice for the \( \nabla q_\sigma \) is possible. A point \( x = x_0 + \epsilon y \) in the vicinity of \( S \), with \( x_0 \in S \), transforms as \( f(x) = f(x_0) + \epsilon \sum_j y_j (\partial f/\partial x_j)|_{x_0} + O(\epsilon^2) = x_0 + \epsilon D \cdot y + O(\epsilon^2) \), such that the parallel coordinates transform as \( q_\sigma(f(x)) = q_\sigma + \epsilon y^T (D^T - 1) \cdot \nabla q_\sigma + O(\epsilon^2) \). Property ii) follows directly with \( \nabla q_\sigma \) in the nullspace of \( D^T - 1 \).

This construction yields an overall locally invertible coordinate transformation with regular matrix \((\partial q/\partial x)_l^r\) if the tangent space \( \text{im}(D^T - 1) \) is linearly independent from \( \ker(D^T - 1) \). Indeed, the latter can be shown to be fulfilled in our case as follows. Since \( n \)-fold composition \( f^n \) of \( f \) gives the identity, the same holds for the linearization represented by the matrix \( D \), i.e., \( D^n = 1 \), through differentiation. As a consequence, it can be easily shown that \( A \cdot (D^T - 1)^2 = (D^T - 1) \) with \( A = -\sum_{k=1}^{n-1} k \frac{1}{n} (D^T)^{n-1-k} \). Let now \( x \in \ker(D^T - 1) \) and at the same time \( x \in \text{im}(D^T - 1) \), i.e., \( (D^T - 1) \cdot x = 0 \) and \( \exists y \in \mathbb{R}^L : (D^T - 1) \cdot y = x \). It follows that \( (D^T - 1)^2 \cdot y = 0 \). After multiplication with \( A \) from the left we get \( (D^T - 1) \cdot y = 0 \), i.e., \( x = 0 \), and thus \( \text{im}(D^T - 1) \cap \ker(D^T - 1) = \{0\} \).

It remains to show property iii), i.e., that motion inside \( S \) is equivalent to \( x \in S \) and \( p_\lambda = 0 \) for all \( \lambda = S + 1, \ldots, L \). Henceforth we consider a point \( x \) in position space that sits on the symmetric manifold \( S \) at time \( t \). For \( x(t) \) to stay inside of \( S \), \( \dot{x} \) needs to lie in the tangent space of \( S \) at \( x \), i.e., \( \dot{x} \in \ker(D-1) \), or equivalently \( d/dt [x - f(x)] = 0 \). The latter is, due to the symmetry of \( H \) and recalling the transformation \( k' = [D(x)]^{-T} \cdot k \) of momenta, equivalent to the invariance \( v(x,k,t) = v(x,k',t) \) of the velocities under the symmetry transformation, where

\[
 v_l(x,k,t) = \frac{\partial}{\partial k_l} H(x,k,t) \tag{A.6}
\]

is the function that (for given \( x \)) uniquely maps the velocity vector \( \dot{x} \) to the momentum vector \( k \) and vice versa. Motion \( x(t) \) that stays inside of \( S \) (given that \( x' = x \) at time \( t \)) is thus characterized by \( k = k' \). Expressing \( k \) and \( k' \) for a given \( x = x' \) in terms of \( f \) is an orthogonal transformation, i.e., \( D^T D = 1 \), since then \( \ker(D^T - 1) = \ker(D(D^T - 1)) = \ker(1 - D) \).
the symmetry-oriented momentum $p$ via (A.3), gives
\begin{equation}
\mathbf{k} - \mathbf{k}' = D^{-T} \cdot (D^T - 1) \cdot \sum_l (\nabla q_l) p_l = D^{-T} \cdot (D^T - 1) \cdot \sum_\lambda (\nabla q_\lambda) p_\lambda ,
\end{equation}
where in the last step we used the fact that $(D^T - 1) \cdot \nabla q_\sigma = 0$ for all $\sigma = 1, \ldots, S$ by construction. On the one hand, if all perpendicular momenta vanish, i.e., $p_\lambda = 0$ for all $\lambda = S + 1, \ldots, L$, then $\mathbf{k} = \mathbf{k}'$ and we get motion restricted to $S$. On the other hand, if motion is inside $S$, then we have $\mathbf{k} = \mathbf{k}'$, implying that $\sum_\lambda (\nabla q_\lambda) p_\lambda \in \ker(D^T - 1)$.

At the same time we know by construction that $\sum_\lambda (\nabla q_\lambda) p_\lambda \in \text{im}(D^T - 1)$ and that $\text{im}(D^T - 1) \cap \ker(D^T - 1) = \{0\}$, such that $\mathbf{k} = \mathbf{k}'$ implies $\sum_\lambda (\nabla q_\lambda) p_\lambda = 0$ and thus all $p_\lambda = 0$ due to linear independence of the $\nabla q_\lambda$. In total, $\mathbf{k} = \mathbf{k}'$ is equivalent to $p_\perp = 0$ for $x \in S$, i.e., property iii) is fulfilled by our construction of symmetry-oriented variables $q$ and $p$. It is worth to note that, for $x \in S$, $\text{span}(\{\nabla q_\sigma\}_\sigma) = \ker(D^T - 1)$ is not only a sufficient condition but also necessary to achieve property iii) together with linear independence of all $\{\nabla q_1\}$, and assuming $\text{span}(\{\nabla q_\lambda\}_\lambda) = \text{im}(D^T - 1)$.

If multiple symmetry transformations $f^{(1)}, \ldots, f^{(m)}$ are at work simultaneously—which is a typical situation in the context of the augmented TWA—, then $S$ is the manifold that is simultaneously invariant with respect to all transformations $f^{(j)}$, $j = 1, \ldots, m$. In analogy with the above analysis, the construction of symmetry-oriented variables would then be given by a canonical point transformation $x \mapsto q(x)$ together with (A.3) such that $\{\nabla q_\lambda\}_\lambda$ are a basis of the common image $I \equiv \text{span}(\cup_{j=1}^m \text{im}(D_j^T - 1))$ and such that $\{\nabla q_\sigma\}_\sigma$ are a basis of the common nullspace $K \equiv \bigcap_{j=1}^m \ker(D_j^T - 1)$, where $D_j$ is comprised of the derivatives of $f^{(j)}$ analogously to (A.1). In order to yield a valid transformation one needs $\dim(I) + \dim(K) = L$ and $I \cap K = \{0\}$. As shown in the following, the case $m > 1$ seems to be more restrictive regarding the functions $f^{(j)}$ than $m = 1$. The tangent space of $S$ is given by the common nullspace of all matrices $(D_j - 1)$,
\begin{equation}
\mathcal{T}_x S = \bigcap_{j=1}^m \ker(D_j - 1) = \ker \begin{pmatrix} D_1 - 1 & \vdots & D_m - 1 \\ \equiv M \end{pmatrix},
\end{equation}
where $M$ is a $mL \times L$ matrix. By the rank-nullity theorem, the dimension of $\mathcal{T}_x S$, denoted by $S \equiv \dim \ker(M)$, is then given by
\begin{equation}
S = L - \dim \ker(M) = L - \dim \ker(M^T) = L - \dim(I),
\end{equation}
where in the last step we used that $I = \ker((D_1^T - 1) \ldots (D_m^T - 1)) = \ker(M^T)$. The number of perpendicular coordinates $q_\lambda$ would thus match the dimension $L - S$ of the subspace $I$ orthogonal to $\mathcal{T}_x S$. In contrast, the dimension of $K$ is in general not identical to the dimension $S$ of the tangent space, which inhibits the above construction of symmetry-oriented variables. However, if we restrict ourselves to symmetry transformations that are all locally orthogonal, i.e., $D_j^T D_j = 1$ for all $j = 1, \ldots, m$, then $\ker(D_j - 1) = \ker(D_j^T \cdot (D_j - 1)) = \ker(1 - D_j^T) = \ker(D_j^T - 1)$ and
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The determinant in (18) is then transformed to the symmetry-oriented variables as one finds easily that they result from each other through the canonical transformation $q(x)$. Deriving this principal function with respect to $q^{if}$ gives the momenta conjugate to $q$ that result from the above canonical transformation applied to $k^{if}$. Denoting these initial ($\alpha = i$) and final ($\alpha = f$) momenta of trajectory $\gamma$ by

$$k^\alpha_{\gamma,i} = \sigma_\alpha \frac{\partial R_\gamma}{\partial x^i} (x^f, x^i, t) , \quad p^\alpha_{\gamma,j} = \sigma_\alpha \frac{\partial R_\gamma}{\partial q^j} (q^f, q^j, t) ,$$

one finds easily that they result from each other through the canonical transformation (A.2), (A.3) from $(x, k) \rightarrow (q, p)$, i.e.,

$$k^\alpha_{\gamma,i} |_{x(q)} = T(q^\alpha)^T \cdot p^\alpha_{\gamma|_q} .$$

The determinant in (18) is then transformed to the symmetry-oriented variables as

$$\det \left( \frac{\partial^2 R_\gamma}{\partial x^i \partial x^j} \right)_{t,l'v'} = \det \left( \frac{\partial^2 R_\gamma}{\partial q^i \partial q^j} \right)_{t,l'v'} \det \left( \frac{\partial q^i}{\partial x^j} \right)_{x(q^j)} \det \left( \frac{\partial q^i}{\partial x^j} \right)_{x(q^j)} . \quad (A.13)$$

The last two terms serve as Jacobians for the transformation of the integration variables from $x^{if}$ to $q^{if}$, giving

$$\langle \hat{\Omega} \rangle^{\text{diag}}_t \sim \int d^L q^i \int d^L q^j \sum_\gamma \det \left( \frac{\partial p^i_{\gamma}}{\partial q^j_{\gamma}} (q^f, q^i, t) \right)_{l,l'v'} W^S_i \left( q^i, p^i_{\gamma|_q} \right) \Omega^S_W \left( q^f, p^f_{\gamma|_q} \right) . \quad (A.14)$$

Here the new Wigner representations of the initial state and the observable are the old ones expressed as functions of the new variables, i.e.,

$$W^S_i \left( q^i, p^i_{\gamma|_q} \right) = W_i \left( x(q^i), T(q^i)^T \cdot p^i_{\gamma|_q} \right) ,$$

$$\Omega^S_W \left( q^f, p^f_{\gamma|_q} \right) = \Omega_W \left( x(q^f), T(q^f)^T \cdot p^f_{\gamma|_q} \right) . \quad (A.15)$$
It confirms that we can rely on the notation used throughout the manuscript, where $\mathbf{R}^\alpha$ and $\mathbf{p}_\alpha$ are the symmetry-oriented phase-space coordinates. We have to keep in mind that $W_i$ and $\Omega_W$ have to be expressed in those, possibly using (A.15) when they are originally given in different phase-space variables $\mathbf{x}$, $\mathbf{k}$. Furthermore, instead of writing $\mathbf{x} \in S$, which is equivalent to $\mathbf{q}(\mathbf{x}) \in \mathbf{q}(S)$ we may introduce the simpler notation $\mathbf{q} \in S$.

**Appendix B. Local separation of dynamics**

To show that cross dependencies between parallel and perpendicular phase-space coordinates vanish on $S_P$ (34), we consider a symmetric trajectory family $\gamma$ and in particular its representative trajectories that are themselves symmetric and thus fully in $S_P$. Consequently, the perpendicular initial and final momenta are identically zero, as long as we choose $\mathbf{R}_i$ and $\mathbf{R}_f$ to be in the symmetric manifold $S$, i.e., $p_{\gamma,\perp}^\alpha|_S = 0$ for $\alpha = i, f$. Put in differential form, this identity implies

$$\frac{\partial p_{\gamma,\lambda}^\alpha}{\partial R_{\sigma}^\alpha}|_S = 0 \quad \alpha, \alpha' \in \{i, f\}. \tag{B.1}$$

The relation between initial (final) momenta and Hamilton’s principal function further implies

$$\frac{\partial p_{\gamma,\lambda}^\alpha}{\partial R_{\lambda}^\alpha} = \frac{\partial^2 R_{\gamma}}{\partial R_\sigma^\alpha \partial R_{\sigma'}^\alpha} = \sigma_{\alpha'} \sigma_{\alpha} \frac{\partial p_{\gamma,\lambda'}^\alpha}{\partial R_{\lambda}^\alpha}, \tag{B.2}$$

which, setting $l = \sigma, l' = \lambda$ and using (B.1) immediately leads to

$$\frac{\partial p_{\gamma,\sigma}^\alpha}{\partial R_{\lambda}^\alpha}|_S = 0 \quad \alpha, \alpha' \in \{i, f\}. \tag{B.3}$$

In other words, if one writes the total differentials as

$$d\mathbf{p}_\gamma^i \equiv M^{(ii)}(\gamma) d\mathbf{R}_i + M^{(if)}(\gamma) d\mathbf{R}_f,$$

$$d\mathbf{p}_\gamma^f \equiv M^{(if)}(\gamma) d\mathbf{R}_i + M^{(ff)}(\gamma) d\mathbf{R}_f, \tag{B.4}$$

the matrices $M^{(\alpha\alpha')}_{\|}$ assume a block diagonal form

$$M^{(\alpha\alpha')}_{\|} \equiv \begin{pmatrix} M^{(\alpha\alpha')}_{\|} & 0 \\ 0 & M^{(\alpha\alpha')}_{\perp} \end{pmatrix} \bigg\{_{S}^{L - S}. \tag{B.5}$$

We note that the $(l, l')$-element of $M^{(\alpha\alpha')}_{\|}$ is given by (B.2), evaluated on $S$. These matrices are functions of the trajectory, i.e., $\gamma$, $\mathbf{R}_i$, and $\mathbf{R}_f$, which we do not denote explicitly. The block diagonal structure holds as well for the inverse matrices (assuming their existence), namely

$$(M^{(\alpha\alpha')}_{\|})^{-1} \equiv \begin{pmatrix} (M^{(\alpha\alpha')}_{\|})^{-1} & 0 \\ 0 & (M^{(\alpha\alpha')}_{\perp})^{-1} \end{pmatrix} \bigg\{_{S}^{L - S}. \tag{B.6}$$

It remains to write the property (B.3) of the *boundary value* problem as a corresponding property of the *initial value* problem. This is made explicit by inversion
of the momentum root functions \( p^i_\gamma(R^f_i, R^i, t) \) and \( p^i_\gamma(R^f_i, R^i, t) \) such that \( R^f_i \) and \( p^i_\gamma \) are expressed as functions of \( R^i \) and \( p^i_\gamma \) (and \( t \)):

\[
R^f_i = q(R^f_i, P^i, t) \\
p^i_\gamma(R^f_i, R^i, t) = p(R^i, P^i, t) \quad \Leftrightarrow \quad P^i = p^i_\gamma(R^f_i, R^i, t) ,
\]

where the dependence on the family \( \gamma \) vanishes for the inverted functions \( q \) and \( p \), since they denote the unique time evolution of an initial point \((R^f_i, P^i)\) in phase space. By identifying the total differentials of the involved functions \((B.7)\) correspondingly, the differential form \((B.4)\) becomes:

\[
dP^i \equiv M^{(ii)} dR^i + M^{(if)} dq, \\
p^i \equiv M^{(ii)} dR^i + M^{(if)} dq.
\]

Solving the linear relations \((B.8)\) for the final position \( dq \) and momentum \( dp \) gives then the differential form of the unique time evolution \( q(R^f_i, P^i, t), p(R^f_i, P^i, t) \) of an initial point \((R^f_i, P^i)\) in phase space about \( S_P \),

\[
dq = - (M^{(if)})^{-1} M^{(ii)} dR^i + (M^{(ii)})^{-1} dP^i, \\
dp = (M^{(ii)} - M^{(if)}(M^{(if)})^{-1} M^{(ii)}) dR^i + M^{(if)}(M^{(if)})^{-1} dP^i.
\]

This immediately results, through the block structure \((B.5)\) and \((B.6)\), in the local separation of dynamics as formulated in \((34)\).

Appendix C. A sum rule for symmetric trajectory families

In the following we show that replacing the full dynamics of position coordinates by an appropriate approximate version close to \( S_P \) in \((19)\) of the main text provides a variant of the sum rule that selects precisely the symmetric trajectory families. In particular, the linearized position evolution given by \((36)\), fulfils all requirements. Here, we demand a set of less restrictive properties, namely

\[
(i) \quad \overline{q}(R^i_0, P^i_0, t) \equiv q(R^i_0, P^i_0, t), \\
(ii) \quad \frac{\partial \overline{q}}{\partial R^i_\lambda}(R^i_0, P^i_0, t) = \frac{\partial q}{\partial R^i_\lambda}(R^i_0, P^i_0, t), \\
(ii) \quad \frac{\partial \overline{q}}{\partial P^i_\lambda}(R^i_0, P^i_0, t) = \frac{\partial q}{\partial P^i_\lambda}(R^i_0, P^i_0, t), \\
(iii) \quad \overline{q}_\perp(R^i, (P^i_\parallel, P^i_\perp), t) \equiv \overline{q}_\perp(R^i, (P^i_\parallel, P^i_\perp), t) \Rightarrow P^i_\perp = P^i_\perp'.
\]

Besides the coincidence on \( S_P \) of the function values \((C.1)\) and also their first derivatives \((C.2)\) the perpendicular components need to be injective in \( P^i_\perp \) \((C.3)\). The linear approximation \((36)\) used in the main text is one particular choice, where to guarantee injectivity we exclude the exceptional case of hitting a focal point or caustic where \( (\partial q_\lambda/\partial P^i_\lambda)_{\lambda,\lambda}[S_P] \), and consequently \( (\partial q_\lambda/\partial P^i_\lambda)_{\lambda,s}[S_P] \), would not have full rank.

As explained in section \((4.3)\) the linear approximation implements a finite version of the just infinitesimal change of symmetric trajectories out of the subspace \( S_P \) and thereby prevents them from leaving the symmetric family. Likewise, the more general
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criterion of injectivity \(\text{(C.3)}\) guarantees that increasing \(P_\perp^i\) from 0 to finite values cannot change the (symmetric) family but artificially extends its support to arbitrary perpendicular initial conditions, gained at the cost of losing the exact description of the dynamics at larger distance from \(S_P\).

We consider transforming the multi-dimensional Dirac delta distribution

\[
\delta^{(L)}[R^f - \mathbf{q}(R^i, P^i, t)] = \prod_{l=1}^{L} \delta[R^f_l - \mathbf{q}_l(R^i, P^i, t)]
\]  
(C.4)

into a sum of the corresponding roots of its argument in \(P^i\). We denote these roots by \(\mathbf{p}^j_\beta\), enumerated by an index \(\beta\), the precise definition being

\[
R^f = \mathbf{q}(R^i, P^i, t) \iff P^i \in \{\mathbf{p}^j_\beta(R^i, R^f, t)\}_\beta,
\]  
(C.5)

where \(\beta\) enumerates all possible families of solutions, with representatives fixed by a specific choice of \(R^i, R^f, t\), which smoothly transform into one another under smooth variations of initial and final position. If a family \(\beta\) of solutions does not contain a representative with a given \(R^f\) and \(R^i\), we simply exclude it from the set in \(\text{(C.5)}\). We demand that each family of solutions is counted only once,

\[
\mathbf{p}^j_\beta \neq \mathbf{p}^j_{\beta'}, \quad \forall \beta \neq \beta',
\]  
(C.6)

and we further restrict ourselves to the generic case of point-wise distinction

\[
\mathbf{p}^j_\beta(R^i, R^i, t) \neq \mathbf{p}^j_{\beta'}(R^f, R^i, t) \quad \forall \beta \neq \beta',
\]  
(C.7)

which is true for almost all \(R^i, R^i \in \mathbb{R}^L\), excluding only exceptional points, like, e.g., bifurcations within the symmetric subspace \(S_P\). Because of the injectivity \(\text{(C.3)}\) of \(\mathbf{q}_\perp\) in \(P_\perp^i\), we can infer that two solutions belonging to different families \(\beta \neq \beta'\) must be distinct in their tangent components, which is a stronger statement than the general point-wise distinction \(\text{(C.7)}\):

\[
\mathbf{p}^j_{\beta,\parallel}(R^i, R^i, t) \neq \mathbf{p}^j_{\beta',\parallel}(R^i, R^i, t) \quad \forall \beta \neq \beta',
\]  
(C.8)

otherwise, due to \(\text{(C.3)}\) they would also be identical in the perpendicular components; and therefore be equal in all their components, contradicting \(\text{(C.7)}\).

To ease notation we will henceforth drop the explicit dependence on time \(t\) in the unique time evolutions of \(q, p\), the approximate time evolution \(\mathbf{q}\) and also in the solutions \(\mathbf{p}_\parallel^i\) and \(\mathbf{p}_\perp^i\). To show that the solutions \(\beta\) correspond to symmetric trajectory families, one can take the initial and final position onto \(S\), i.e., we take \(R_i^{f} \rightarrow R_0^{i}\), and analyse the corresponding solution, fulfilling

\[
R_0^f = \mathbf{q}(R_0^i, \mathbf{p}_\beta(R_0^i, R_0^i))
\]  
(C.9)

or, written separately in parallel and perpendicular components,

\[
R^f_\parallel = \mathbf{q}_\parallel(R_0^i, \mathbf{p}_\beta(R_0^i, R_0^i))
\]  
(C.10)

\[
0 = \mathbf{q}_\perp(R_0^i, \mathbf{p}_\beta(R_0^i, R_0^i))
\]  
(C.11)

Note that the final positions involving both solutions are identical by definition \(\text{(C.5)}\), \(\mathbf{q}(R^i, \mathbf{p}_\beta, t) = R^i = \mathbf{q}(R^f, \mathbf{p}_\beta', t)\).
Since the approximate time evolution of the perpendicular position \((\text{C.1})\)–\((\text{C.3})\) is unique in \(P^i_\perp\), the solution of \((\text{C.11})\) becomes trivial in the perpendicular momentum components,
\[
\overline{p}_{\beta,i}(R^i_0, R^i_0) = 0.
\]  
(\text{C.12})
Indeed, whatever is \(\overline{p}_{\beta,i}\), we know from \((\text{C.1})\) that
\[
\overline{q}_{\perp}(R^i_0, (\overline{p}_{\beta,i}, 0)) = q_{\perp}(R^i_0, (\overline{p}_{\beta,i}, 0)) = 0
\]  
(\text{C.13})
and thus \(\overline{q}_{\perp}(R^i_0, (\overline{p}_{\beta,i}, 0)) = \overline{q}_{\perp}(R^i_0, \overline{p}_{\beta,i})\), from which \((\text{C.12})\) directly follows via \((\text{C.3})\). Moreover, \((\text{C.12})\) implies [via \((\text{C.1})\)] that
\[
R^i_0 = \overline{q}(R^i_0, \overline{p}_{\beta}(R^i_0, R^i_0)) = q(R^i_0, \overline{p}_{\beta}(R^i_0, R^i_0)) \equiv R^i_0.
\]  
(\text{C.14})
meaning that on \(S\) the roots of the Dirac-delta argument in \((\text{C.4})\), using the approximate time evolution, are also roots of the unmodified Dirac-delta argument in \((\text{19})\), using the full time evolution \(q(R^i, P^i)\). Thus for every approximate solution \(\beta\) there is exactly one trajectory family \(\gamma\) such that \(\overline{p}_{\beta} \equiv p_{\gamma}^i\) for \(R^i, R^i \in S\). This \(\gamma\) is further a symmetric trajectory family, since \((\text{C.12})\) implies \(p^i_{\gamma}(R^i_0, R^i_0) = 0\). Also, for every symmetric trajectory family \(\gamma\) there is exactly one such family of approximate solutions \(\beta\). This mutual uniqueness is inferred from the point-wise distinction \((\text{C.7})\) for both the \(\beta\) and \(\gamma\) families.

From the exact equivalence \(\overline{p}_{\beta} \equiv p_{\gamma}^i\), which is restricted to \(S\), we infer the general one-to-one correspondence of the families \(\beta\) of approximate solutions with the symmetric trajectory families \(\gamma\), which is guaranteed to hold in a vicinity\(^\top\) around \(S\). Due to the identification of \(\beta\)'s and symmetric \(\gamma\)'s we may adapt the indexation of \(\overline{p}\), writing \(\overline{p}_{\gamma} \equiv \overline{p}_{\beta(\gamma)}\) for all symmetric families \(\gamma\), while for nonsymmetric families \(\gamma\) there is no corresponding \(\beta\) and thus \(\overline{p}_{\gamma}\) is not defined. We thus simply write
\[
R^i = \overline{q}(R^i, P^i, t) \iff P^i \in \{\overline{p}_{\gamma}(R^i, R^i, t)\}_{\gamma\ sym}.
\]  
(\text{C.15})
for the roots of the Dirac-delta argument \((\text{C.4})\), each being uniquely assigned to a symmetric trajectory family by the equivalence on \(S\),
\[
\overline{p}_{\gamma}(R^i_0, R^i_0, t) = p_{\gamma}^i(R^i_0, R^i_0, t) \quad \text{for } \gamma\ sym.
\]  
(\text{C.16})
Using this correspondence we arrive at the counterpart \((\text{38})\) of the Dirac-delta identity \((\text{19})\) that selects only symmetric trajectory families by implementing the approximate near-\(S_P\) classical time evolution \((\text{C.1})\)–\((\text{C.3})\), i.e.,
\[
\prod_i \delta[R^i_i - \overline{q}_i(R^i, P^i, t)] = \sum_{\gamma\ sym} \det \left( \frac{\partial \overline{p}_{\gamma}^i}{\partial R^i_{\gamma,t}} \right)_{\gamma,t} \prod_i \delta[P^i_i - \overline{p}_{\gamma}(R^i, R^i, t)].
\]  
(\text{C.17})
\(^\top\)It might happen that some of the symmetric families \(\gamma\) don't support trajectories when moving \(R^i\) and \(R^i\) too far away from \(S\), whereas the corresponding families \(\beta\) still do. This potential discrepancy becomes negligible when we finally consider separations of \(R^i\) and \(R^i\) from \(S\) that are parametrically small in \(h\), see \((\text{11})\).
Appendix D. Linear equivalence of $p_i^\gamma$ and $\overline{p}_i^\gamma$ around $S$

To derive (43), one can expand the defining equations for both, $p_i^\gamma$ and $\overline{p}_i^\gamma$,

\begin{align}
q(R_i^f, p_i^\gamma, t) &= R_i^f, \\
\overline{q}(R_i^f, \overline{p}_i^\gamma, t) &= R_i^f,
\end{align}

around $R_i^f = R_0^f$ and equate the left-hand and right-hand sides of the corresponding equations in linear order in $R_i^f$, or, in other words, one evaluates (D.1) and (D.2) for infinitesimal $R_i^f \perp$, or, in other words, one evaluates (D.1) and (D.2) for infinitesimal $R_i^f \perp$. Using the local equivalence of time evolution (C.1), of the solutions $p_i^\gamma |_S = \overline{p}_i^\gamma |_S$, of the first derivatives (C.2), as well as the local separation of dynamics (34), one finds

\begin{align}
\frac{\partial p_i^\gamma,\sigma}{\partial R_\lambda}(R_0^i, R_0^i, t) &= 0, \\
\left(\frac{\partial \overline{p}_i^\gamma,\lambda}{\partial R_\lambda'}(R_0^i, R_0^i, t)\right)_{\lambda,\lambda'} &= \left[\left(\frac{\partial q_\lambda}{\partial P_{\lambda'}}(R_0^i, P_0^i, t)\right)_{\lambda,\lambda'}\right]^{-1}, \\
\left(\frac{\partial p_i^\gamma,\lambda}{\partial R_\lambda'}(R_0^i, R_0^i, t)\right)_{\lambda,\lambda'} &= -\left[\left(\frac{\partial q_\lambda}{\partial P_{\lambda'}}(R_0^i, P_0^i, t)\right)_{\lambda,\lambda'}\right]^{-1}\left(\frac{\partial q_\lambda}{\partial R_\lambda'}(R_0^i, P_0^i, t)\right)_{\lambda,\lambda'}
\end{align}

from (D.2) and the same for the perpendicular derivatives of $\overline{p}_i^\gamma$ from (D.1), where $P_0^i = p_i^\gamma(R_0^i, R_0^i, t)$. In addition, $p_i^\gamma |_S = \overline{p}_i^\gamma |_S$ directly implies the equivalence of parallel derivatives

\begin{equation}
\frac{\partial \overline{p}_i^\gamma,\lambda}{\partial R_\lambda}(R_0^i, R_0^i, t) = \frac{\partial p_i^\gamma,\lambda}{\partial R_\lambda}(R_0^i, R_0^i, t).
\end{equation}

Together, (D.3)–(D.6) give the statement (43), i.e.,

\begin{equation}
\frac{\partial \overline{p}_i^\gamma,\lambda}{\partial R_\lambda}(R_0^i, R_0^i, t) = \frac{\partial p_i^\gamma,\lambda}{\partial R_\lambda}(R_0^i, R_0^i, t).
\end{equation}

Appendix E. Asymmetric uncertainties in $q$ and $p$

A more general version of (41), which also complies with minimum uncertainty, would be

\begin{align}
q_\perp^\alpha &= O(\hbar^{\nu_\alpha}), \\
p_\perp^\alpha &= O(\hbar^{1-\nu_\alpha}),
\end{align}

which admits a somewhat more asymmetric distribution of uncertainty between $q_\perp$ and $p_\perp$. With the weaker assumption (E.1) we will leave the door open for the application to squeezed states in hindsight of calculating transition probabilities of Bose-Einstein condensates. In the general case that the uncertainty asymmetry parameters $\nu_1$ and $\nu_f$ differ for the different components, one should consider them as multi-indexes. Also, equation (E.1) requires that the perpendicular phase-space coordinates are chosen along the main axes of covariance in $W_i$ and $\Omega_W$. We assume this as a prerequisite enabled by the freedom of canonical transformations among the perpendicular (and, separately, also
among the parallel) components. This can in fact always be achieved simultaneously with a sole transformation as long as the perpendicular localization for each of the two distributions saturates (up to a free global constant) the minimum uncertainty principle in some individual basis of conjugate phase-space coordinates.

To be precise, we write the saturation of uncertainty as a condition on the covariance matrices:

$$\Sigma^\alpha = c^\alpha \frac{\hbar}{2} S^\alpha S^\alpha_T \quad \alpha \in \{i, f\},$$  

(E.2)

with two individual locally defined linear canonical transformations $x_\perp \mapsto x'_\perp = S^\alpha x_\perp$, where $x_\perp = (q_\perp, p_\perp)$, and two arbitrary positive global dimensionless factors $c^\alpha \geq 1$. Equation (E.2) states that there exists a canonical transformation $S^i$ to new perpendicular phase-space variables $(q'_\perp, p'_\perp)$ whose variances $\langle q'^2_\perp \rangle$ and $\langle p'^2_\perp \rangle$ in the initial state Wigner distribution $W_i$ fulfil

$$\sqrt{\langle q'^2_\perp \rangle \langle p'^2_\perp \rangle} = c^i \frac{\hbar}{2}$$  

(E.3)

and moreover whose individual variances are

$$\langle q'^2_\perp \rangle = c^i \frac{\hbar}{2},$$

$$\langle p'^2_\perp \rangle = c^i \frac{\hbar}{2},$$

(E.4)

while the covariances of different variables vanish, i.e., $\langle q'_\perp q'_\perp \rangle = \langle p'_\perp p'_\perp \rangle = 0$ for $\lambda \neq \lambda'$ and $\langle q'_\perp p'_\perp \rangle = 0$ for all $\lambda, \lambda'$. The potential asymmetry of the uncertainties between $q$ and $p$ are encoded in a scaling transformation that is part of the canonical transformation $S^i$. Analogously there exists a different canonical transformation $S^f$ to perpendicular phase-space variables in which the Weyl symbol $\Omega_W$ of the final observable assumes the “diagonal” and symmetric variances (E.3), (E.4), just possibly with a different global factor $c^f$ that describes an overall broadening of perpendicular uncertainty. It is then always possible to find yet another canonical transformation $\tilde{S}$ under which both covariance matrices simultaneously become diagonal, i.e.,

$$\tilde{S}^{-1}(\Sigma^\alpha)\tilde{S}^{-T} = \frac{c^\alpha \hbar}{2} \begin{pmatrix} D^\alpha & 0 \\ 0 & D^{-1}\alpha \end{pmatrix}$$  

(E.5)

with individual diagonal matrices $D^\alpha$ for $\alpha = i$ and $\alpha = f$ but a common transformation $\tilde{S}$. This shows the validity of writing the estimates for perpendicular phase-space coordinates in the simultaneously diagonal form (E.1).

The uncertainty asymmetry parameters $\nu^\alpha$ are encoded in the $\hbar$-dependence of the diagonal entries of the matrices $D^\alpha$,

$$(D^\alpha)_{\lambda\lambda} = O(\hbar^{-1+2(\nu^\alpha)_\lambda}),$$  

(E.6)

where $\nu^\alpha$ is understood as multi-index. The symmetric case $(\nu^\alpha)_{\lambda} = 1/2$ corresponds to $D^\alpha$ featuring no dependence on $\hbar$. Indeed, one could choose $\tilde{S}$ such that the covariance matrix of the initial Wigner distribution becomes proportional to the identity matrix with $D^i = I_{(L-S) \times (L-S)}$. For this choice one assumes a frame in which the initial
Indeed, owing to point-wise distinction (C.7), two families of the Dirac delta in (F.1) makes it uniquely determined by the integration variables.

The initial covariance matrix trivially becomes \( S_i^{-1} \Sigma^i S_i^{-T} = c_i \hbar/2 \mathbb{I} \), while the final one becomes \( S_f^{-1} \Sigma^f S_f^{-T} = c_f \hbar/2 S_i S_i^T S_i^{-T} \), which is proportional to a symmetric and symplectic matrix, because transposition, inversion, and composition all preserve symplecticity. Therefore the latter can be diagonalized by a matrix \( O \) that is symplectic, i.e., \( O^T J O = J \) with the block matrix \( J = \begin{pmatrix} 0 & \Sigma^i \\ -\Sigma^i & 0 \end{pmatrix} \), and simultaneously orthogonal \( (O^T O = \mathbb{I}) \). The composed symplectic matrix \( \tilde{S} = S_i O \) transforms the final covariance matrix into diagonal form \( \tilde{S}^{-1} \Sigma^f \tilde{S}^{-T} = c_f \hbar/2 \left( \begin{array}{cc} D_1 & 0 \\ 0 & D_1^{-1} \end{array} \right) \) while, due to orthogonality, the initial one stays proportional to the identity \( S^{-1} \Sigma \tilde{S}^{-T} = c_i \hbar/2 \mathbb{I} \). Nevertheless, we will stick to the form of (E.5) where both the initial and the final covariance matrices are non-trivially diagonal with \( D_\alpha \neq \mathbb{I} \) in general. This has the advantage that we can restrict the symplectic matrix \( \tilde{S} \) to be a purely classically defined canonical transformation that is not a function of \( \hbar \). Thus we ensure that the used phase-space coordinate system obeys generic rules of classical chaotic dynamics such as considerations on exponential separation of trajectories at Ehrenfest time scales.

Appendix F. Approximate substitution of momenta

As discussed in the main text, section 4.4, the discrepancy between the full classical dynamics and its reduction to the immediate proximity of \( \mathcal{S}_P \) utilized to select symmetric trajectory families (see section 4.3) inhibits the direct replacement of the initial and final momenta, \( p^i_\gamma \) and \( p^i_{\gamma'} \), in expression (44) of the main text. We derive here the corresponding approximate substitution rules given in (45)–(47) and moreover their generalization to \( qp \)-asymmetric uncertainties (see Appendix E).

Appendix F.1. Initial-value determination of \( \gamma \)

We start from writing expression (44) of the main text as

\[
\langle \hat{\Omega}_t^{\text{sym}} \rangle \simeq \int d^LR^i \int d^LR^f \int d^LP^i \sum_{\gamma \text{ sym.}} \det \left( \frac{\partial p^i_{\gamma,l}}{\partial R^f_{l'}}(R^f, R^i, t) \right)_{l,l'} \\
\times \prod_l \delta [p^i_l - \bar{p}^i_{\gamma,l}(R^f, R^i, t)] F_\gamma(R^f, R^i, t),
\]

where \( F_\gamma \) is short-hand for the product

\[
F_\gamma(R^f, R^i, t) = W_1(R^i, p^i_{\left|_R}) \Omega_W(R^f, p^f_{\left|_R}
\]

of \( W_1 \) and \( \Omega_W \), which are evaluated at \( p^i_{\gamma,l}_{\left|_R} = p^i_{\gamma,l}(R^f, R^i, t) \) and hence are functions of the summation index \( \gamma \). The explicit dependence on the index \( \gamma \) can be relaxed, because the Dirac delta in (F.1) makes it uniquely determined by the integration variables. Indeed, owing to point-wise distinction (C.7), two families \( \gamma \) and \( \gamma' \) that have identical
approximate momentum roots \( \overline{p}_\gamma(R^i, R^i, t) = P^i = \overline{p}_{\gamma'}(R^i, R^i, t) \) for given \( R^i, R^i \) have to be identical: \( \gamma = \gamma' \). The Dirac delta \((38)\) for near-\(S_P\) evolution can thus be applied to replace the integration over \( R^i \) by the substitution \( R^i = \overline{q}(R^i, P^i, t) \), giving
\[
\langle \hat{\Omega} \rangle_t^{\text{sym}} \simeq \int d^L R^i \int d^L P^i \int d^L R^i \prod_i \delta \left[ R^i_t - \overline{q}_i(R^i, P^i, t) \right] F_{\gamma}(R^i, P^i, t)(R^i, R^i, t) \\
= \int d^L R^i \int d^L P^i \ F_{\gamma}(R^i, P^i, t)(\overline{q}(R^i, P^i, t), R^i, t) ,
\]
where the symmetric trajectory family \( \gamma = \overline{\gamma}(R^i, P^i, t) \) is now uniquely determined by only the initial phase-space coordinates and the time \( t \) via the definition
\[
\gamma = \overline{\gamma}(R^i, P^i, t) \iff P^i = \overline{p}_\gamma(\overline{q}(R^i, P^i, t), R^i, t) . \tag{F.4}
\]

**Appendix F.2. Initial-value substitution rules for \( p^i_\gamma \) and \( p^i_\gamma' \)**

In the following, we derive the replacement rules \((45), (46), \) and \((47)\) generalized to qp-asymmetric uncertainties \((E.1)\). This will in particular alter the order of the correction terms in \((45), (46), \) and \((47)\). We will then discuss in the subsequent Appendix F.3 under which circumstances these corrections can safely be neglected.

For the derivation we will make explicit use of the linear approximation \((30)\) for \( \overline{q} \). Also, in many places we will truncate expansions in perpendicular components and neglect certain terms due to considerations on their scaling with \( \hbar \) induced by \((E.1)\). There is one crucial point about these considerations, though, to be clarified upfront. We have to keep in mind that we want to maintain the validity of our approach and results for propagation times \( t \) as long as the Ehrenfest time
\[
t_E = \lambda_L^{-1} \log \hbar^{-1} \tag{F.5}
\]
and multiples thereof, where \( \lambda_L \) is the Lyapunov exponent of the classically chaotic dynamics. For such long times, exponential sensitivity to initial conditions renders expansions of unique classical evolution in terms of small variations in the initial conditions very delicate. In a chaotic setup the long-time evolution of a phase-space coordinate \( x_i(t) \) generically depends exponentially on the initial phase-space coordinates, \( \partial x_i / \partial x_i \sim e^{\lambda_L t} \), where here we use the symbol \( \mathbf{x} \) to denote all phase-space variables and \( l, l' \in \{1, \ldots, 2L\} \). This means that for times of the order of the Ehrenfest time, say
\[
t = \tau t_E \quad \tau = O(1) , \tag{F.6}
\]
initial value derivatives have to be generically considered to be of order \( \partial x_i / \partial x_{i'} = O(\hbar^{-\tau}) \). Even for initial value variations as small as \( O(\hbar) \) this inhibits the use of truncated expansions for our purposes. Only if one hits the derivative in a stable direction \( n(s(x)) \) of the linearized dynamics, a set of zero measure, one gets \( \sum_n n_n \partial x_i / \partial x_{i'} \sim e^{-\lambda_L t} = O(\hbar^{\tau}) \) corresponding to converging trajectories.

Note that the linearized classical evolution \((36)\) of the position coordinates close to \( S_P \) and its generalization \((C.1)–(C.3)\) are artificially introduced auxiliary objects to
select only symmetric trajectory families. They are not intended as good approximations to the full dynamics. On the contrary, the fact that using the local approximation throws away all trajectories that do not belong to symmetric families shows the severity of such an invasive operation on the dynamics, here utilized in a specifically tailored way to reach our goal of selecting only the symmetric part.

The variation of boundary values as contrasted to initial values, i.e., derivatives of $p^i_\gamma(R^f, R^i, t)$ and $p^f_\gamma(R^f, R^i, t)$ with respect to $R^i$ and $R^f$, are generically not problematic because one of the boundary points as well as the trajectory family stay always fixed. Since one can construct those derivatives from pairs of infinitesimally close trajectories, this results in convergent trajectories. In particular, the derivatives of the functions $p^i$ and $p^f$ provide the stable directions mentioned above, either in forward or in time-reversed direction. Consider for example a trajectory from $R^i$ to $R^f$, keep the final point fixed and slightly move the initial point by $\delta R^i$. Then a simultaneous shift in the initial momentum by $\delta P^i = \sum_l \delta R^i_l \partial p^i_\gamma / \partial R^i_l$ yields a trajectory of the same family as the reference trajectory, meaning it stays close at all times and will never depart enough to accumulate additional conjugate points (or leave out conjugate points that it was passing through before). Moreover, by definition it ends up at the same point $R^f$. Thus, the shifted trajectory closes in on the reference trajectory, at least up to the time $t$. In other words, the initial conditions have been varied in a direction sufficiently close to the stable ones that exponential departure will only be recognizable for times larger than $t$. If instead one keeps the initial position fixed and varies the final one, this results in a tiny change $\delta P^i = \sum_l \delta R^f_l \partial p^i_\gamma / \partial R^f_l$ of the initial momentum which will produce an exponential departure from the reference trajectory over time to finally result in the separation $\delta R^f$. Only the exceptional case that a stable direction exists very close to $\delta R^i = 0$ is excluded from this generic picture. Similar considerations on $p^f_\gamma$, directly related to the considerations on $p^i_\gamma$ by looking at the time-reversed dynamics, lead to the generic picture that

$$\frac{\partial p^i_{\gamma,l}}{\partial R^i_l} = O(1),$$
$$\frac{\partial p^f_{\gamma,l}}{\partial R^f_l} = O(1),$$

while the “cross derivatives” generically scale like

$$\frac{\partial p^i_{\gamma,l}}{\partial R^f_l} \sim e^{-\lambda t} = O(\hbar^\gamma),$$
$$\frac{\partial p^f_{\gamma,l}}{\partial R^i_l} \sim e^{-\lambda t} = O(\hbar^\gamma),$$

assuming fully chaotic behavior.

As a reference we take again the explicitly used linear approximation (36) for the
near-$S_p$ dynamics $\overline{q}$, i.e.,
\[ \overline{q}_\parallel(X^i, t) = q_\parallel(X^i_0, t), \quad (F.9) \]
\[ \overline{q}_\perp(X^i, t) = \sum_{\xi=1}^{2(L-S)} \left. \frac{\partial q_\perp}{\partial X^i_\perp,\xi} \right|_{S_p} X^i_\perp, \quad (F.10) \]
using the simplified notation (F.8) for phase-space coordinates. This approximation induces also a specific form of the functions $\overline{p}_\gamma(R^i, R^i, t)$, i.e., the solutions for the initial momentum for which the linearized evolution $\overline{q}$, given an initial position $R^i$, will result in $R^i$, uniquely selected by a given symmetric trajectory family $\gamma$ [see section 4.3 and (39) in particular]. The first defining condition $R^i = \overline{q}(R^i, \overline{p}_\gamma(R^i, R^i, t), t)$ demands in particular that the parallel components fulfil
\[ R^i_\parallel = \overline{q}_\parallel(R^i_0, \overline{p}_\gamma(R^i_0, R^i_0, t), t), \quad (F.11) \]
where the projected parallel dynamics (F.9) have already been used. This condition is fulfilled for
\[ \overline{p}_\gamma(R^i, R^i, t) = \overline{p}_\gamma(R^i_0, R^i_0, t), \quad (F.12) \]
which also satisfies $\overline{p}_\gamma(R^i, R^i)|_S = \overline{p}_\gamma(R^i_0, R^i_0)|_S = 0$ are equal on $S$, which shows the validity of (F.12). For the perpendicular components the linearization of $q$ implies
\[ R^i_\perp = \overline{q}_\perp(R^i, \overline{p}_\gamma(R^i, R^i, t), t) \]
\[ = \sum_\lambda \left. \frac{\partial q_\perp}{\partial R^i_\lambda} \right|_{R^i_0, \overline{p}_\gamma} R^i_\lambda + \sum_\lambda \left. \frac{\partial q_\perp}{\partial \overline{p}_\gamma_\lambda} \right|_{R^i_0, \overline{p}_\gamma} \overline{p}_\gamma_\lambda(R^i, R^i, t). \quad (F.13) \]
The derivatives do not depend on $R^i_\perp$ and $R^i_\parallel$, since they are, in view of (F.12), evaluated at $R^i_0$ and $R^i_0$. The perpendicular components $\overline{p}_\gamma_\perp$ are thus a linear function of $R^i_\parallel$ and $R^i_\perp$. Because in addition the functions $p_\gamma^i$ and $\overline{p}_\gamma$ coincide in linear order around $R^i, R^i \in S$ [see Appendix D] we find the exact identity
\[ \overline{p}_\gamma_\perp(R^i, R^i, t) = \sum_\lambda \left. \frac{\partial p_\gamma^i}{\partial R^i_\lambda} \right|_S R^i_\lambda + \sum_\lambda \left. \frac{\partial p_\gamma^i}{\partial \overline{p}_\gamma_\lambda} \right|_S \overline{p}_\gamma_\lambda. \quad (F.15) \]
The momentum roots $\overline{p}_\gamma$ of the linearized dynamics $\overline{q}$ are hence also a linearized version of the momentum roots $p_\gamma^i$ of the full evolution $q$. Since $\overline{p}_\gamma_\perp$ as well as the perpendicular derivatives of $\overline{p}_\gamma_\parallel$ vanish on $S$ (see Appendix B), one can write more compactly
\[ \overline{p}_\gamma(R^i, R^i, t) = p_\gamma(R^i_0, R^i_0, t) + \sum_\lambda \left. \frac{\partial p_\gamma^i}{\partial R^i_\lambda} \right|_S R^i_\lambda + \sum_\lambda \left. \frac{\partial p_\gamma^i}{\partial \overline{p}_\gamma_\lambda} \right|_S \overline{p}_\gamma_\lambda. \quad (F.16) \]
In view of (F.7) and (F.8) this fixes the accuracy with which $\overline{p}_\gamma$ and $p_\gamma^i$ coincide:
\[ \overline{p}_\gamma(R^i, R^i, t) = p_\gamma(R^i_0, R^i_0, t) + [O(R^i_\perp) + O(R^i_\parallel h^\gamma)]^2. \quad (F.17) \]
We recall that for the evaluation of $p_\gamma^i$ and $\overline{p}_\gamma^i$ [see equations (F.1)–(F.3)] we have to set $\gamma = \overline{q}(X^i, t)$, defined in terms of initial phase-space coordinates by (F.4).
Thus, with (F.17) we can relate the momentum root to the initial momentum variable according to

\[ p_i^i(\mathbf{q}(X^i), R^i, t) = P^i + O(\hbar^{\kappa_i}) \] (F.18)

with

\[ \kappa_i = \min\{2\nu_i, 2\nu_f + 2\tau\}, \] (F.19)

meaning the minimum of all entries if \( \nu_i, f \) are multi-indexes. The equivalence (F.12) of the parallel linearized momentum roots with the full momentum roots projected to \( S \) also implies that the trajectory starting at the projected initial phase-space point \( X^i_0 \) belongs to the same family \( \gamma = \mathbf{q}(X^i, t) = \mathbf{\gamma}(X^i_0, t) \). To see this, consider the parallel components of (F.4),

\[ P^i = P^i_{\gamma,\|}(\mathbf{q}(X^i, t), R^i, t) = p^i_{\gamma,\|}(\mathbf{q}(X^i, t), R^i_0, t) = p^i_{\gamma,\|}(q(X^i_0, t), R^i_0, t) \] (F.20)

complemented trivially by the perpendicular components

\[ 0 = p^i_{\gamma,\perp}(q(X^i_0, t), R^i_0, t) \] (F.21)

to give

\[ P^i_0 = p^i_{\gamma}(q(X^i_0, t), R^i_0, t) \] (F.22)

a fact which, in analogy with (F.4), we could also express as

\[ \mathbf{\gamma}(X^i, t) = \gamma(X^i_0, t) \] (F.23)

where the function \( \gamma \), as opposed to \( \mathbf{\gamma} \), is defined using the full dynamics \( q, p^i_{\gamma} \) instead of \( \mathbf{q}, \mathbf{p^i_{\gamma}} \):

\[ \gamma = \gamma(X^i, t) \Leftrightarrow P^i = p^i_{\gamma}(q(X^i, t), R^i, t) \] (F.24)

To evaluate the final momentum root we use the local separation of dynamics and the considerations on stable and unstable directions (F.7), (F.8) to get

\[ p^i_{\gamma,\|}(R^i, R^i, t) = p^i_{\gamma,\|}(R^i_0, R^i_0, t) + [O(R^i_{\perp}) + O(R^i_0 h^\kappa)]^2. \] (F.25)

With the equivalence (F.9) of linearized and full dynamics in \( S_P \) as well as the equivalence (F.23) of linearized and projected trajectory families, this gives

\[ p^i_{\gamma,\|}(\mathbf{q}(X^i, t), R^i, t) = p^i_{\|}(X^i_0, t) + O(\hbar^{\kappa_i}) \] (F.26)

where \( \gamma = \mathbf{\gamma}(X^i, t) \) as before and

\[ \kappa_f = \min\{2\nu_f, 2\nu_f + 2\tau\} \] (F.27)

For the perpendicular component we expand to linear order in the final and initial perpendicular position to write the momentum root \( p^i_{\gamma,\perp}(\mathbf{q}(X^i, t), R^i, t) \) of the linearized
dynamics as the linearized version of the momentum root of the full dynamics:

\[
p^{\lambda}_f(q(X^i, t), R^i, t) = \sum_{\lambda, \lambda'} \frac{\partial p^{\lambda}_f}{\partial R^{\lambda}} \bigg|_{\eta_0, R^i_0} \left( \frac{\partial q_{\lambda}}{\partial R^{\lambda}} \bigg|_{X^i_0, t} R^{\lambda'} + \frac{\partial q_{\lambda}}{\partial P^{\lambda'}} \bigg|_{X^i_0, t} P^{\lambda'} \right) R^i_0 + O(\hbar \kappa)
\]

(F.28)

where \( \gamma \) is fixed and considered as constant under the derivative, only afterwards evaluated to \( \gamma = \eta(X^i, t) = \gamma(X^i_0, t) \) [see equations (F.22) and (F.23)]. The final key step is to relax this fixation of \( \gamma \) in order to allow us to evaluate the momentum root before taking the derivative in the last line of (F.28). For any finite propagation time, an infinitesimal change of the initial conditions does not change the trajectory family. The index \( \gamma \), as a discrete quantity, e.g. represented by natural numbers, cannot change continuously with \( X^i \). Instead, it would have to undergo a jump from one family to another when one passes through a point where \( R_i \) and \( q(X^i, t) \) are conjugate to each other, i.e., a caustic or even a focal point. As this only applies to a set of zero measure in all of phase space, we consider it as exceptional and correspondingly use the generic fact that

\[
\frac{\partial \gamma(X^i, t)}{\partial X^i_{\perp, \xi}} \bigg|_{X^i_0} = 0 \quad (F.29)
\]

to replace the fixed \( \gamma = \gamma(X^i_0, t) \) in the last line of (F.28) by \( \gamma(X^i, t) \). This allows us to identify the final momentum

\[
p^{\lambda}_f(q(X^i, t), R^i, t) = p(X^i, t) \quad (F.30)
\]

with the exact unique evolution \( p(X^i, t) \) of the momentum prior to taking the derivative and finally evaluate

\[
p^{\lambda}_f(q(X^i, t), R^i, t) = \sum_{\xi=1}^{2(L-S)} \frac{\partial p_{\perp}}{\partial X^i_{\perp, \xi}} \bigg|_{X^i_0, t} X^i_{\perp, \xi} + O(\hbar \kappa) \quad (F.31)
\]

To summarize, the arguments to the Wigner transforms \( W_i \) and \( \Omega_W \) in (F.2),
respectively (44) of the main text, are

\[ R^i = R^i, \quad (F.32) \]
\[ p^i_\gamma = P^i + O(\hbar^{\kappa_i}), \quad (F.33) \]

\[ R^f = q(X^i_0, t) + \sum_{\xi=1}^{2(L-S)} \left. \frac{\partial q}{\partial X^i_{\perp,\xi}} \right|_{X^i_0} X^i_{\perp,\xi}, \quad (F.34) \]
\[ p^f_\gamma = p(X^i_0, t) + \sum_{\xi=1}^{2(L-S)} \left. \frac{\partial p}{\partial X^i_{\perp,\xi}} \right|_{X^i_0} X^i_{\perp,\xi} + O(\hbar^{\kappa_f}), \quad (F.35) \]

where the order \( O(\hbar^{\kappa_\alpha}) \) of the corrections is given by (F.19) and (F.27). In the special case of \( qp \)-symmetric uncertainties \( \nu_\alpha = 1/2 \), e.g., for coherent states, this gives \( \kappa_\alpha = 1 \), resulting in the substitution rules (45), (46), and (47) given in the main text.

Appendix F.3. Neglecting corrections to momentum arguments

We analyze under which circumstances the correction terms in (F.32)–(F.35) can be safely ignored when used as the arguments of the Wigner transforms \( W_i \) and \( \Omega_W \) in (44) of the main text, leading to the results (53) and (58). For coherent states (59), the Wigner transforms do not exhibit peaks sharper than \( O(\sqrt{\hbar}) \) in any phase-space coordinate, such that those corrections, then of \( O(\hbar) \), can indeed be neglected. The situation is a bit more delicate if one admits arbitrary \( W_i \) and \( \Omega_W \), especially when they exhibit uncertainties asymmetric in \( q \) and \( p \) (see Appendix E). In this more generic case the momenta could possibly be too sharply defined to neglect the corrections when evaluating \( p^i_\gamma \) and \( p^f_\gamma \). This is not only an issue in the perpendicular coordinates. Also the parallel components could be peaked at certain values. For the perpendicular components we have considered tight localization on \( S_P \) as a necessary prerequisite such that a saturation of minimum uncertainty (up to a constant) is present, as expressed by (E.1). In contrast to that, arbitrarily broad distributions in the parallel components are unproblematic, while difficulties arise in the opposite case of a sharp definition. For example \( \Omega_W(q, p) \) could be centered very sharply around a finite value of \( p_\parallel \), such that a small correction, say, of order \( O(\hbar) \) to \( p^f_\gamma,\parallel \) can make a significant difference. This problem would definitely occur when the corresponding peak of \( \Omega_W \) in \( p_\parallel \) has a width that scales smaller than \( O(\hbar) \).

Here we will analyze the requirements on the phase-space distributions to give negligible corrections. For this purpose we will assume a “worst case” point of view in that we consider the parallel components being peaked around some value with saturation (up to a dimensionless constant) of minimum uncertainty. The minimum uncertainty principle applies in any case to the Wigner function \( W_i \) and is as well a reasonable presumption for the observable \( \Omega_W \). Evidently, minimum uncertainty of the latter is fulfilled in the case of transition probabilities, where \( \Omega_W \) is the Wigner function of the final state (up to normalization). Moreover, operators whose Wigner transform \( \Omega_W \) have finer structures that fall below minimum uncertainty would in general not be
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sufficiently well described within the TWA-like approach in the first place. Instead, this would require quantum corrections, e.g., through implementing stochastic quantum jumps \[30\].

Similar to the considerations in Appendix E we will therefore assume

\[
\begin{align*}
\Delta q^\alpha_\parallel &= O(h^{\mu_\alpha}), \\
\Delta p^\alpha_\parallel &= O(h^{1-\mu_\alpha}), \\
\end{align*}
\]  

(F.36)

for the widths of a certain peak in the marginal distributions \(W_\parallel\) or \(\Omega_\parallel\), see (51) and (52) in the main text. Again, the asymmetry parameters \(\mu_\alpha\) have to be generally understood as multi-indexes. Also the local “frame” of parallel phase-space coordinates (by canonical transformation) complies with the main axes of the covariance matrices corresponding to the peaks of both, \(W_\parallel\) and \(\Omega_\parallel\), simultaneously. This is in full analogy to the analysis of perpendicular components (see Appendix E).

If \(\kappa_\alpha > 1 - \nu_\alpha\) and \(\kappa_\alpha > 1 - \mu_\alpha\) for \(\alpha \in \{i, f\}\), then the corrections of order \(O(h^{\kappa_\alpha})\) cannot become comparable to the corresponding uncertainty given by (E.1) and (F.36), as long as \(\hbar\) is sufficiently small. According to that, the phase-space distributions have to be sufficiently broad in the momenta (parallel as well as perpendicular) to neglect these corrections. For qp-symmetric uncertainties \(\nu_\alpha = \mu_\alpha = 1/2\), as is the case for transition probabilities between coherent states (see section 5.1), these conditions are easily met since then \(\kappa_\alpha = 1\) for any propagation time \(\tau > 0\). A less restrictive overall sufficient (but not necessary) condition is given by

\[
\frac{1}{3} \leq \nu_\alpha \leq \frac{2}{3} \quad \land \quad \frac{1}{3} \leq \mu_\alpha \leq \frac{2}{3},
\]  

(F.37)

because then the exponents \(\kappa_\alpha\) (F.19), (F.27) of all correction terms are \(\kappa_\alpha > 2/3\).

In Appendix G we show how these restrictions on the sharpness of \(W_i\) and \(\Omega_W\) can be further relaxed.

**Appendix G. Relaxing sharpness conditions by swapping and shifting**

In Appendix F.3 we have given lower bound conditions on the sharpness of peaks in the phase-space distributions of \(W_i\) and \(\Omega_W\). In the first instance these come as requirements on the sharpness in momentum coordinates, since, by construction of the method, those are accompanied by correction terms (F.33) and (F.35), while position coordinates (F.32) and (F.34) are evaluated directly as the desired linearization around \(S_P\).

**Appendix G.1. Swapping of momentum and position**

Firstly we can therefore exploit canonical invariance to loosen up the requirements. For each individual canonical pair of conjugate phase-space coordinates we have the option to swap the role of position and momentum (up to a minus sign) in advance. With this freedom we can for example choose to always guarantee that the final phase-space distribution \(\Omega_W\) is sharper in positions than in momenta, i.e., that \(1 - \nu_i \leq 1/2\) and...
$1 - \mu_t \leq 1/2$. If the propagation time in units of the Ehrenfest time is additionally at least $\tau > 1/4 - \nu_i$, where $\nu_i$ is the (possibly $qp$-swapped) scale of perpendicular position uncertainty, then the correction to the final momenta (F.35) is surely negligible. Consequently, the latter are always negligible if the sufficient condition $1/4 < \nu_i < 3/4$ on $W_i$ is met in any given form before a possible $qp$-swap.

**Appendix G.2. Shifting in the parallel initial values**

Secondly, we can use the freedom to change the integration variables. The idea is to slightly shift the initial values $\mathbf{R}_i^j, \mathbf{P}_i^j$ in the stable (unstable) directions, to exactly cancel the corrections to the initial (final) momenta in trade for newly introduced corrections to the initial (final) position coordinates. This can be done in a quite symmetric way for the initial and the final variables. But instead of demonstrating all possibilities, we rely on the preceding $qp$-swap (see above), such that we assume already a situation in which the corrections to final momenta are negligible.

We assume the notation of subsumed phase-space coordinates (138) and start with shifting the initial coordinates $\mathbf{X}_i^j \mapsto \mathbf{X}_i^j = \mathbf{X}_i^j + \delta \mathbf{x}_i^j$ to compensate the corrections to the parallel momentum components $p_{\gamma,\|}^i - \mathbf{P}_\|_i^j$, which fixes $\delta p_{\|}^i = O(h^{\kappa_i})$ to fulfil $p_{\gamma,\|}^i(\mathbf{X}_i^j, t) = \mathbf{P}_\|_i^j$. We demand that the parallel initial variables get shifted in a direction very close to one of the stable directions of the original (projected) trajectory in $S_P$, starting at $\mathbf{X}_0^j$, in order to minimize the effect on the final variables. In particular, the trajectory starting at $\mathbf{X}_0^j$ shall belong to the same family as the one starting at $\mathbf{X}_0^j$. This determines the position shift $\delta \mathbf{r}_\|_i^j$ quite precisely in terms of the momentum shift $\delta p_{\|}^i$. A precise prescription is to define the $S$ components of the former implicitly by demanding the $S$ constraints

$$p_{\gamma,\|}^i(\mathbf{q}(\mathbf{X}_0^j, t), \mathbf{R}_0^j, t) = \mathbf{P}_\|_i^j, \quad \text{(G.1)}$$

which expresses that the final position of the shifted trajectory remains constant, i.e., $\mathbf{q}(\mathbf{X}_0^j, t) = \mathbf{q}(\mathbf{X}_0^j, t)$ or equivalently

$$\mathbf{q}_\|_i(\mathbf{X}_0^j, t) = \mathbf{q}_\|_i(\mathbf{X}_0^j, t), \quad \text{(G.2)}$$

and that the trajectory family is unchanged, $\gamma(\mathbf{X}_0^j, t) = \gamma(\mathbf{X}_0^j, t)$, corresponding to (F.24). Expanding (G.1) in the shift $\delta \mathbf{r}_\|_i^j$ and using (F.22) fixes it to

$$\delta \mathbf{r}_\|_i^j = \left[ \frac{\partial p_{\gamma,\sigma}^i}{\partial \mathbf{R}_\sigma_0^j} q(\mathbf{X}_0^j, \mathbf{R}_0^j) \right]^{-1} \delta \mathbf{p}_{\|}^i + O(h^{2\kappa_i}). \quad \text{(G.3)}$$

In particular, the shift in the parallel position is of the same order $\delta \mathbf{r}_\|_i^j = O(h^{\kappa_i})$ as the parallel momentum shift $\delta \mathbf{p}_{\|}^i$.

In contrast to the parallel final position, the influence on the perpendicular final position does not vanish per se. The linearized perpendicular dynamics depend on the
parallel position, in which they have to be expanded:

\[
\mathbf{q}_\perp(X^i, t) = \left( \frac{\partial q_\lambda}{\partial X^i_\xi} \right)_{\lambda, \xi} \mathbf{X}_\perp(t) = \left( \frac{\partial q_\lambda}{\partial X^i_\xi} \right)_{\lambda, \xi} \left( \mathbf{X}_\perp(t) \right) = X^i_\perp(t),
\]

where the expression in parentheses is a \(2(L - S) \times 2(L - S)\) matrix that expresses the influence on the linearized perpendicular dynamics by a variation in the parallel directions. Here, we are allowed to use expansion and truncation of the unique time evolution in the initial coordinates since we already have ensured by \(G.1\) that the variation is in a stable direction regarding the projected in-plane dynamics and that the trajectory family is unchanged. The stated order of this deviation can be derived from considering infinitesimally separated partner trajectories. By shifting the perpendicular initial phase-space coordinates corresponding to this matrix, \(\equiv X^i_\perp\) (G.4), we can compensate this deviation to fulfill

\[
\mathbf{q}_\perp(X^i, t) = \mathbf{q}_\perp(X^i, t).
\]

Thus, together with \(G.2\), all components of the final linearized position remain unchanged:

\[
\mathbf{q}_\perp(X^i, t) = \mathbf{q}(X^i, t).
\]

The price is that we introduce a new correction to the perpendicular position \(\mathbf{R}^i_\perp = \mathbf{R}^i_\perp + O(\hbar^\kappa_i)\), while the shift in the perpendicular momentum remains of the same order as the existing correction \([\text{see equation } F.33]\) and hence does not add any new difficulty.

The influence on the final momenta is easily estimated by expanding \(p^\gamma_i\) in the initial position shift \(\delta r^i\), which is exponentially suppressed by the generic stability considerations \(F.8\):

\[
p^\gamma_i(\mathbf{q}(X^i, t), \mathbf{R}^i, t) = p^\gamma_i(\mathbf{q}(X^i, t), \mathbf{R}^i, t) + O(\hbar^\gamma)\delta r^i = O(h^{\kappa_i + \gamma}).
\]

In total, the situation after the shift as compared to \(F.32\)--\(F.35\) is that the initial positions \(\mathbf{R}^i\) get a correction of order \(O(h^{\kappa_i})\), the correction to the parallel initial momenta \(P^i_\parallel\) is exactly cancelled, the final positions \(\mathbf{q}\) remain without correction, and the final momenta \(p^\gamma_i\) get an additional correction of order \(O(h^{\kappa_i + \gamma})\).

**Appendix G.3. Shifting in the perpendicular initial values**

From this, one can perform an additional shift in only the perpendicular initial coordinates to fully absorb the correction of the perpendicular initial position into the one of the perpendicular initial momentum, or vice versa. The linearization of the perpendicular dynamics thereby simplifies this shift in comparison with the one just used to compensate parallel momentum corrections. To simplify notation, we use now \(X^i\) as the variables after the (possibly applied) first shift, whereas \(\mathbf{X'} = X^i + \delta x^i\) denotes the variables after the second, solely perpendicular shift \((\delta x^i_\parallel = 0)\). In order to
cancel the $O(h^{\kappa})$-correction to $\mathbf{R}_\perp^i$ or $\mathbf{P}_\perp^i$ one has to fix $\delta \mathbf{r}_\perp^i = O(h^{\kappa})$ or $\delta \mathbf{p}_\perp^i = O(h^{\kappa})$, respectively. Conversely, $\delta \mathbf{p}_\perp^i$ or $\delta \mathbf{r}_\perp^i$ are fixed by demanding that the shift be close to a stable direction. In particular we can choose to keep the final perpendicular position $\mathbf{q}_\perp$ invariant by relating

$$
\delta \mathbf{p}_\perp^i = \left( \frac{\partial \mathbf{p}_\perp^i}{\partial \mathbf{R}^\perp\perp_{\kappa,\lambda}} \right)_{\kappa,\lambda} \delta \mathbf{r}_\perp^i ,
$$

such that all components of the shift are of order $\delta \mathbf{x}_\perp^i = O(h^{\kappa})$. The parallel position trivially remains constant under the shift and thus we guarantee again that $\mathbf{q}(\mathbf{X}',t) = \mathbf{q}(\mathbf{X}_i^i,t)$, as we did when shifting of parallel components (G.6).

In a similar manner to the parallel shift (G.7), the effect on the final perpendicular momentum is estimated by expanding $\mathbf{p}_\perp^i$ in $\delta \mathbf{x}_\perp^i$. As before, this adds a correction of order $O(h^{\kappa+\gamma})$, while the parallel components of the final momentum actually stay constant, since $\mathbf{p}_\parallel(\mathbf{X}',t) = \mathbf{p}_\parallel(\mathbf{X}_0^i,t) = \mathbf{p}_\parallel(\mathbf{X}_0^i,t)$. Due to the linearization of the local dynamics a purely perpendicular shift is here sufficient, leaving also $\mathbf{R}_\parallel^i$ and $\mathbf{P}_\parallel^i$ invariant.

Let us finally note that the new integration variables after the demonstrated shifts are not constant shifts, but functions of $\mathbf{X}^i$, which demands to account for the corresponding Jacobian when changing the integration variables from $\mathbf{X}^i$ to $\mathbf{X}'$. Nevertheless, the Jacobian is unity plus a correction that vanishes for $\hbar \to 0$ and thus irrelevant since the overall approach amounts to describe $\langle \hat{\Omega} \rangle_t$ to leading order in $\hbar$ only.

**Appendix G.4. Relaxed sharpness conditions**

The combined flexibility of possible preceding canonical $qp$-swaps, parallel shifts and perpendicular shifts covers a large parameter space. Moreover we took a somewhat “worst case” perspective in many places, such that all given conditions should be understood as sufficient rather than necessary. In the majority of “natural” scenarios the result will thus be valid up to corrections of order $O(h^{\epsilon})$ with some $\epsilon > 0$.

More precisely, all corrections are negligible if

$$
(\kappa_i > 1 - \nu_i) \land (\kappa_i > 1 - \mu_i)
$$

and one of the four conditions

i) $\begin{bmatrix} \kappa_i > 1 - \nu_i \land \kappa_i > 1 - \mu_i \end{bmatrix}$ ,

ii) $\begin{bmatrix} \kappa_i > 1 - \nu_i \land \kappa_i > \mu_i \land (\kappa_i + \tau > 1 - \mu_i) \end{bmatrix}$ ,

iii) $\begin{bmatrix} \kappa_i > \nu_i \land \kappa_i > 1 - \mu_i \land (\kappa_i + \tau > 1 - \nu_i) \end{bmatrix}$ ,

iv) $\begin{bmatrix} \kappa_i > \nu_i \land \kappa_i > \mu_i \land (\kappa_i + \tau > 1 - \nu_i) \land (\kappa_i + \tau > 1 - \mu_i) \end{bmatrix}$

is met, where the conditions have to be fulfilled for all entries of the multi-indexes and where we assume the preceding $qp$-swap as described above, i.e., $\nu_i \geq 1/2, \mu_i \geq 1/2$, denoting by $\nu_\alpha$ and $\mu_\alpha$ the parameters associated with the (possibly already swapped)
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positions. In the case of only moderately asymmetric initial perpendicular uncertainties (independent of the $qp$-swap)

$$\frac{1}{4} < \nu_i < \frac{3}{4}, \quad (G.14)$$

already mentioned in Appendix G.1 the conditions (G.9) are automatically met, and, since then $\kappa_i > 1/2$, also all conditions in parentheses in (G.10)–(G.13) are fulfilled. It is then very likely that the given parameters fulfil at least one of the remaining conditions. In fact, if (after the $qp$-swap) the entries of $\nu_i$ are either all $\leq 1/2$ or all $\geq 1/2$ and also the entries of $\mu_i$ are either all $\leq 1/2$ or all $\geq 1/2$, one of the four conditions is always fulfilled. Only if uncertainties are squeezed in a pathologically awkward manner that treats initial and final positions and momenta in a very uneven way, the validity of the method is not assured and has to be checked.

Appendix H. Gaussian approximation

We discuss the approximation of perpendicular phase-space distributions $W_\perp$ and $\Omega_\perp$. As the separation of marginal distributions given by (51) and (52) in the main text implies the normalization conditions

$$\int d\mathbf{X}_\perp W_\perp(\mathbf{X}_\perp; \mathbf{X}_\parallel) = 1,$$

$$\int d\mathbf{X}_\perp \Omega_\perp(\mathbf{X}_\perp; \mathbf{X}_\parallel) = 1, \quad (H.1)$$

one could write

$$W_\perp(\mathbf{X}_i^\perp; \mathbf{X}_i^\parallel) \simeq (\pi\hbar)^{S-L-S} \sqrt{\det A_i^\perp} \exp\left(-\frac{1}{\hbar} (\mathbf{X}_i^\perp)^T A_i^\perp \mathbf{X}_i^\perp\right),$$

$$\Omega_\perp(\mathbf{X}_f^\perp; \mathbf{X}_f^\parallel) \simeq (\pi\hbar)^{S-L-S} \sqrt{\det A_f^\perp} \exp\left(-\frac{1}{\hbar} (\mathbf{X}_f^\perp)^T A_f^\perp \mathbf{X}_f^\perp\right), \quad (H.2)$$

and match the symmetric $2(L-S) \times 2(L-S)$ matrices $A^\alpha = A^\alpha(\mathbf{X}_\parallel^\alpha) = (A^\alpha)^T$ to the actual perpendicular shape of the distributions $W_i$ and $\Omega_W$ under consideration. For instance, matching the covariances

$$\Sigma_i^{\xi,\xi'} = \langle X_{\perp,\xi} X_{\perp,\xi'} \rangle_{W_\perp} = (W_\parallel(\mathbf{X}_\parallel))^\dagger \int d\mathbf{X}_\perp X_{\perp,\xi} X_{\perp,\xi'} W_i(\mathbf{X}),$$

$$\Sigma_f^{\xi,\xi'} = \langle X_{\perp,\xi} X_{\perp,\xi'} \rangle_{\Omega_\perp} = (\Omega_\parallel(\mathbf{X}_\parallel))^\dagger \int d\mathbf{X}_\perp X_{\perp,\xi} X_{\perp,\xi'} \Omega_W(\mathbf{X}), \quad (H.3)$$

where $\xi, \xi' \in \{1, \ldots, 2(L-S)\}$, yields the matrices

$$A^\alpha = \frac{\hbar}{2} (\Sigma^\alpha)^{-1} \quad (H.4)$$
det(\begin{array}{c}A \\ M \\ W \end{array}) = \det(\begin{array}{c}A \\ M \\ W \end{array}) \quad \text{where } \xi, \xi' \quad \text{transform as } \quad A \quad \text{of the Gaussian approximation, e.g., this means that the inverse covariance matrices \nabla \text{ant with respect to canonical transformations in the perpendicular phase-space coordi-} \text{This yields the final result as stated in the main text, equation (58).}

\begin{align*}
\langle \hat{\Omega}\rangle_t^\text{sym} &\simeq (\pi \hbar)^{2(S-L)} \int dX_i^\parallel W_i(X_i^\parallel) \Omega_i(x_i^\parallel(X_0^i, t)) \sqrt{\det(A_i^i A_i^i)} \\
&\times \int dX_i^\perp \exp \left[ -\frac{1}{\hbar}(X_i^\perp)^T (A_i^i + M_i^i A_i^i M_i^i) X_i^\perp \right] \\
&= (\pi \hbar)^{S-L} \int dX_i^\parallel W_i(X_i^\parallel) \Omega_i(x_i^\parallel(X_0^i, t)) \frac{\sqrt{\det(A_i^i A_i^i)} }{\sqrt{\det(A_i^i + M_i^i A_i^i M_i^i)}}, \quad (H.5)
\end{align*}

which is the counterpart of (58) in the main text without explicitly invoking Gaussian shapes of \(W_\perp\) and \(\Omega_\perp\). Instead, in the expression \((H.5)\) the marginal distributions would have to be calculated by integrating \(W_i\) and \(\Omega_W\) in \(X_i^{i_f}\) in addition to matching the covariances \((H.3)\). In that respect, equation \((H.5)\) is a slightly more general version of the result \((58)\) given in the main text.

If \(W_\perp\) and \(\Omega_\perp\) have profiles that are indeed very close to Gaussian shapes, the \(\Omega_i\) have to be calculated by integrating \(W_i\) and \(\Omega_W\) in \(X_i^{i_f}\) in addition to matching the covariances \((H.3)\). In that respect, equation \((H.5)\) is a slightly more general version of the result \((58)\) given in the main text.

If \(W_\perp\) and \(\Omega_\perp\) have profiles that are indeed very close to Gaussian shapes, the \(\Omega_i\) have to be calculated by integrating \(W_i\) and \(\Omega_W\) in \(X_i^{i_f}\) in addition to matching the covariances \((H.3)\). In that respect, equation \((H.5)\) is a slightly more general version of the result \((58)\) given in the main text.

\begin{align*}
A_{\xi, \xi'}^{i}(X_i^\parallel) &= -\frac{\hbar}{2W_i(X_0^i)} \frac{\partial^2 W_i}{\partial X_{\perp, \xi} \partial X_{\perp, \xi'}} |_{X_0^i}, \quad (H.6) \\
A_{\xi, \xi'}^{i}(X_i^\parallel) &= -\frac{\hbar}{2\Omega_W(X_0^i)} \frac{\partial^2 \Omega_W}{\partial X_{\perp, \xi} \partial X_{\perp, \xi'}} |_{X_0^i}, \quad (H.7)
\end{align*}

where \(\xi, \xi' \in \{1, \ldots, 2(L-S)\}\). The explicit calculation of the marginal distributions is then obsolete, as they are determined by the parameters of the Gaussians:

\begin{align*}
W_i(X_i^\parallel) &\simeq (\pi \hbar)^{L-S} \frac{W_i(X_0^i)}{\sqrt{\det A_i^i}}, \quad (H.8) \\
\Omega_i(X_i^\parallel) &\simeq (\pi \hbar)^{L-S} \frac{\Omega_W(X_0^i)}{\sqrt{\det A_i^i}}. \quad (H.9)
\end{align*}

This yields the final result as stated in the main text, equation \((58)\).

Note that the obtained results \((55)\) and \((58)\) of the main text and \((H.5)\) are invariant with respect to canonical transformations in the perpendicular phase-space coordinates, as long as the Wigner distributions are transformed correspondingly. At the level of the Gaussian approximation, e.g., this means that the inverse covariance matrices transform as \(A^\alpha \mapsto \tilde{A}^\alpha\) with \(A^\alpha = S^T \tilde{A}^\alpha S\), where we specify here the canonical transformation \(x_\perp^\mapsto \tilde{x}_\perp\) in its differential form \(S_{\xi, \xi'} = \partial \tilde{x}_\perp / \partial x_\perp\). On the other hand, the marginal distributions \(W_i^\parallel\) and \(\Omega_i^\parallel\) as well as the evaluation of the distributions at \(S_P\), \(W_i(X_0^i)\) and \(\Omega_W(X_0^i)\), are invariant. The stability matrix transforms as \(M_i^\mapsto \tilde{M}_i^\) with \(M_i^\mapsto = S^{-1}\tilde{M}_i S\). Because \(\det S = 1\) for any canonical transformation, it follows that the determinants are also invariant, i.e., \(\det(A_i^i A_i^i) = \det(S^T \tilde{A}_i S S^T \tilde{A}_i^i S) = \det(\tilde{A}_i^i \tilde{A}_i^i)\) and \(\det(A_i^i + M_i^i A_i^i M_i^i) = \det(S^T (\tilde{A}_i^i + \tilde{M}_i^i \tilde{A}_i^i \tilde{M}_i) S) = \det(\tilde{A}_i^i + \tilde{M}_i^i \tilde{A}_i^i \tilde{M}_i)\).
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