Abstract

In exploratory data analysis of known classes of high dimensional data, a central question is how distinct are the classes? The Direction Projection Permutation (DiProPerm) hypothesis test provides an answer to this that is directly connected to a visual analysis of the data. In this paper, we propose an improved DiProPerm test that solves 3 major challenges of the original version. First, we implement only balanced permutations to increase the test power for data with strong signals. Second, our mathematical analysis leads to an adjustment to correct the null behavior of both balanced and the conventional all permutations. Third, new confidence intervals (reflecting permutation variation) for test significance are also proposed for comparison of results across different contexts. This improvement of DiProPerm inference is illustrated in the context of comparing cancer types in examples from The Cancer Genome Atlas.
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1 Introduction

1.1 Motivation

During the exploration of cancer data, an interesting question is how different are various cancer types? In Figure 1, the data are a subset of The Cancer Genome Atlas (TCGA) Pan-Cancer data (Liu et al. [2018]) with 12478 genes and 1523 cases from 5 types of cancer. The tissues came from 5 different organs and there is a key interest in how similar and dissimilar they are. Figure 1 is a principal component analysis (PCA) (Jolliffe [1986]) scatter plot, which displays the two-dimensional distribution of the PC1 and PC2 scores. Colors and symbols are used to contrast cancer types, i.e. classes. In particular, the 173 Acute Myeloid Leukemia (LAML) cases are represented by magenta triangles; the 138 Bladder Urothelial Carcinoma (BLCA) cases are represented by blue asterisks; the 950 Breast Cancer (BRCA) cases are represented by cyan plus signs; the 190 Colon Adenocarcinoma (COAD) cases are represented by yellow stars; the 72 Rectum Adenocarcinoma (READ) cases are represented by red diamonds.

While PCA views such as Figure 1 often show interesting structure in data, the first few principal components only reflect the maximal variation. Other aspects such as subtype differences may or may not appear clearly. Using the same symbols and colors as Figure 1, the left panels of Figure 2 show how that projection direction for distinguishing classes provides good visual separation. The mean difference (MD) direction, which points from one class mean to the other, is a natural choice for separating classes. Each row of Figure 2 corresponds to a test pair indicated by the titles on the left panels. The left panels show the distributions of data projected on MD directions, with colors and symbols representing classes. The colored symbols in the middle are jitter plots, Tukey [1976], allowing the visual
separation of the symbols. The colored curves are kernel density estimates (KDE, i.e. a smooth histogram, Wand and Jones [1994]) of the corresponding classes, which give good visual impressions of the varying separation of the groups. The strength of the difference between the groups is assessed using the difference of the sample means shown in green.

Figure 1: PCA scatter plot of PC1 vs. PC2 scores from TCGA Pan-Cancer Atlas gene expression with types: LAML: magenta ◀; BLCA: blue *; BRCA: cyan +; COAD: yellow ★; READ: red ◊. This suggests LAML is much different from the rest. BLCA, BRCA, COAD, and READ seem to be relatively close to each other.

While such graphics are suggestive, they can be deceptive. Hence it is very important to do the needed statistical inference provided by a formal hypothesis test in such visualizations. The right panels of Figure 2 show how the DiProPerm hypothesis test is implemented. That test proposed by Wei et al. [2016] directly tests what we visually see in
projections of high dimensional data. In the following, we call that test *all permutations*. An important point of this paper is an improvement called *balanced permutations* shown in red in the right panels of Figure 2.

The difference between populations is measured using the difference of the projected means shown in green. Significance is assessed using a permutation null distribution, based on simulated realizations, shown as black circles, which is indicated using a black kernel density estimate. For assessing the statistical significance of such distances or differences between distributions of projections, the empirical P-value (the proportion of the black circles that are larger than the green mean difference) is a natural choice. When comparing two such tests, very often both empirical P-values are zero. In such cases, we find that better comparisons come from the Z-score $Z = \frac{C - \bar{C}}{S}$, where $C$ is the observed statistic (the vertical green line in the top right panel and the green text); $\bar{C}$ and $S$ are the mean and sample standard deviation of the null realizations (black circles). Larger Z-scores indicate stronger significance and rejection of the null hypothesis.

In the top panels (testing COAD vs. READ) of Figure 2, the mean difference statistic, 23, is shown both in green numbers and as a green vertical line on the right. In the top left panel of Figure 2, the red and yellow are overlapped. This is consistent with the mean difference statistic being comparatively small. In the top right panel of Figure 2, the densities of the red (balanced permutations) and the black (all permutations) are very similar to each other. The Z-score is substantially smaller than that of the panels below, in particular around 4 for both red and black. This indicates the COAD and READ are somewhat close to each other as suggested in Figure 1 and all permutations & balanced permutations give the same test results in this case.
Figure 2: DiProPerm diagnostic graphs. Top left: distribution of data projected on MD directions (class +1: COAD; class -1: READ). The colors and symbols are the same as in Figure 1. The green texts show the corresponding mean difference test statistics. The top right shows the graphical DiProPerm test results for COAD vs. READ. Each row corresponds to one test pair. The middle row is a similar graph for testing BRCA vs. BLCA and the bottom row is for BLCA vs. LAML. The black densities estimate the null distributions from all permuted differences shown as black circles (the original DiProPerm using all permutations). The red densities estimate the null distributions from balanced permuted differences shown as red + signs (the proposed DiProPerm using balanced permutations). This figure shows a major improvement from using balanced permutations in the latter two cases.
In the middle left panel of Figure 2, the cyan and blue are more separated and the mean difference statistic, 83, is larger than that in the top panels. It is shown only in green numbers because the vertical green line is far greater than the range of the null distributions. The corresponding Z-score is much larger, 55 for the original version (black) and 65 for the proposed version (red), showing much stronger statistical significance. This indicates that BRCA and BLCA are more distinct than COAD and READ. Note that the range of the null distributions (both red and black) in the middle right panel is smaller than that in the top right panel and bottom right panel. This is due to the smaller variances of the null distributions, which are closely related to the sample sizes. In Section 2.3, we will show that larger sample sizes will lead to smaller variances for the permuted null distributions. Here, we have 950 BRCA cases and 138 BLCA cases, so this test pair has the largest sample size among all 3 pairs shown in Figure 2.

In the bottom panels of Figure 2, the mean difference statistic is even larger, 201, and again far from the permuted null distributions. The blue and magenta are more separated compared to the above pairs. However, the Z-score of 41 (black) may be surprisingly small. This is due to the high variation in the black permuted differences. This larger variance is carefully investigated in Section 2.1 and seen to be an artifact of the permutation method. That problem can be solved using the balanced permutations (red) as introduced in Section 2.4. In the top panels, there is not much difference between the balanced permutations (red) and all permutations (black). The strong impact of balanced permutations is demonstrated in the middle and bottom rows. Using all permutations (black), it appears that the difference (Z-score=55) in BRCA vs. BLCA is stronger than the difference (Z-score=41) between BLCA and LAML. However, we have the opposite conclusion from using the balanced permutations (red), where it seems that the BLCA vs. LAML difference
(Z-score=127) is stronger than BRCA vs. BLCA (Z-score=64).

Deeper comparisons of all and balanced permutations appear in Sections 2, 3 and 5.

The above figures motivate the 3 major contributions of this paper:

1. The original version can have a skewed and multimodal null distribution which leads to misleading results when testing data with a strong signal. In Section 2.4, we propose using only balanced permutations. This increases the power of the test in high signal situations and the null follows a more reasonable uni-modal distribution.

2. The above recommendation of balanced permutations is in direct contradiction to the recommendation of Southworth et al. [2009]. They appeal to group theory and suggest that all permutations are generally superior to balanced permutations since balanced permutations tend to be anti-conservative. In Section 3, we show this effect is strongest for the very small sample sizes of the era when that paper was written. Our theoretical analysis provides an adjustment to the inference for both all permutations and balanced permutations. This enables us to exploit the improved power available from balanced permutations.

3. When computing this DiProPerm Z-score, we typically sample a relatively small number of permutations. In Section 4.1 we propose confidence intervals that account for the Monte Carlo uncertainty.

The practical usefulness of this is demonstrated by studying a real data example in Section 5. Matlab code is available at GitHub: https://github.com/mouseteeth/DiProPerm-test
2 Large Signals Lead to the Loss of Power

In this section, we first investigate the surprising behavior that stronger signals can lead to smaller Z-scores using a simulated example in Sections 2.1, 2.2, and 2.3. Then we propose a modification of DiProPerm that addresses this issue in Section 2.4.

2.1 Simulation study

In this section, we study the behavior of the DiProPerm Z-score using a simple Gaussian simulation. The simulated data are i.i.d. drawn from the shifted and scaled standard normal, where \( m, n \) are the number of cases in classes +1 and -1 respectively, where \( d \) is the number of variables (rows) in each case, and where \( 2g \in \mathbb{R}^1 \) is the distance between the class centers, i.e. the signal strength.

Class +1 (X): \( X_j \sim N_d(g \cdot u, \sigma^2 I), j = 1, \ldots, m \)

Class -1 (Y): \( Y_k \sim N_d(-g \cdot u, \sigma^2 I), k = 1, \ldots, n \)

where \( u \in \mathbb{R}^d \) is some unit vector, such as \( [1/\sqrt{d}, \ldots, 1/\sqrt{d}]^T \) or \( [1 0 \cdots 0]^T \), and \( \sigma \in \mathbb{R}^+ \). The actual direction of \( u \) is irrelevant because the DiProPerm test is rotation invariant.

The corresponding DiProPerm Z-score, based on all permutations, is defined as \( \frac{C - \bar{C}}{S} \) as in Section 1.1. Figure 3 shows realizations of the Z-score (colored circles) for different choices of \( d \) and \( g \), with colors representing \( d \). The vertical axis shows a random Z-score from DiProPerm, each circle is a single realization for an equally spaced grid of 200 \( g \)'s between 0 and 20. When \( d > 1 \), the Z-score first goes up (as expected from increasing signal strength) and then goes down. This surprising decrease in power is carefully investigated in Sections 2.2 and 2.3. The general tendency is reflected by the dashed curves, whose formulas are given there.
Figure 3: Realizations of the Z-score (circles) for different choices of $d = 1, 10, 100$ (shown with colors) and signal strength $g$ (x-axis). The y-axis shows the Z-scores from DiProPerm’s results. The dashed curves are introduced in Section 2.3 as approximate local centers of the circles. Three representative cases are highlighted as black stars (discussed below). For each $d$, the approximate local center of Z-scores first goes up and then perhaps surprisingly goes down, demonstrating a serious weakness of using all permutations.

This behavior is strongest for the red circles $d = 100$ shown in Figure 3 which will be explained by studying the DiProPerm permutation distributions. In Figure 4, the 3 columns correspond to the three cases shown using stars in Figure 3. The top three panels are similar to the right panels in Figure 2. These 3 panels show the simulated realization of the mean differences shown as the colored dots: $C_i, i = 1, ..., N$ ($i$ is the index of the
permutation and usually $N = 100$ or 1000) and their kernel density estimates for $d = 100$, $g = 2, 4, 20$ (highlighted as black stars in Figure 3). Recall these 3 values of $g$ represent increasing, peak, and decreasing regions of Z-scores for $d = 100$. From left to right, the kernel density estimates become more skewed and multi-modal. The right panel is severely multi-modal. The modes differ because of the different means of the permuted subgroup. Different means are caused by different proportions of the subgroups in the permuted sample. These proportions are quantified by the coefficient of unbalance $\xi_i$ as defined in (3) in Section 2.3. The colors of the dots in these 3 top panels represent the absolute value of $\xi_i$ of the $i$th permutation, using the color bar shown in Figure 5. As the signal, $g$, gets stronger there is much more separation of colors based on $|\xi_i|$. In the top left panel, which has the smallest signal ($g = 2$), the colored dots are mostly mixed together. In the top middle panel, as the signal strength ($g = 4$) increases, the colored dots separate more. In the right panel, the dots around each peak have a different color showing a strong mixture distribution pattern and separation according to the value of $|\xi_i|$. In particular, in the top right panel, the $C_i$ with smaller $|\xi_i|$ tend to appear on the left side, while larger ones appear on the right side of the top panels.

The bottom two rows show the projection on permuted directions for selected $C_i$. In each case, the symbols represent the original labels and the colors show the permuted class labels, whose mean difference determines the direction. Each panel of the middle row shows the permutation with maximal $C_i$ for the corresponding $d$ and $g$. These permutations with the maximal $C_i$ represent the far-right colored circles in each top panel. Going from left to right, the permuted mean difference direction first separates the red/blue permuted class colors and then tends to separate the symbols (the original class labels). This direction essentially becomes the original mean difference direction of the non-permuted data. This
effect is usefully quantified by the angles between the observed mean difference and each permutation direction shown in each panel. A large angle suggests a large discrepancy between the original mean difference and the corresponding permutation direction. The middle left panel is separating the colors well and mixing up the symbols as intuitively expected from the permutation test, with a relatively large angle, 56°. In the middle panel, there is still some color separation but also a strong separation of the symbols, with a smaller angle, 33°. In the middle right panel, the angle is very small, 8°, showing this direction is very close to the mean difference direction of the original data. In this large $g$ and large $C_i$ situation, we also observe a large $|\xi_i|$. Indeed, for large $g$, the value of $C_i$ strongly feels the corresponding unbalance of $|\xi_i|$. In particular, the stronger the unbalance the larger the $|\xi_i|$.

The bottom three panels of Figure 4 show the projections of $C_i$ of the far left point. They are represented as the far left colored stars in the top panels. However, the large $d$ doesn’t so strongly dominate the nearly balanced permutations as seen in the bottom panels (i.e. with $|\xi_i| \approx 0$), where the angles are relatively large and close to 85° (82°, 79°, 88°). These relationships between colors and symbols are related to the geometric representation ideas of [Hall et al. 2005]. The discussion above indicates that restricting DiProPerm to use only balanced permutations, i.e. red dots, could potentially be a dramatic improvement. Such a methodology is proposed in Section 2.4.
Figure 4: DiProPerm permutation results for $d=100$. Left: $g = 2$; middle: $g = 4$; right: $g = 20$ (these realizations generate these three cases shown as black stars in Figure 3). Top panels are the permuted statistics $C_i$ and their kernel density estimates, the Z-scores are indicated in green; middle and bottom panels are chosen permutations with colors representing the permuted labels and symbols representing the original labels; middle panels are permutations with the largest permuted statistic (highlighted as the colored circles in the top panels); bottom panels are permutations with the smallest permuted statistic (highlighted as the colored stars (*) in the top panels). These explain the increasing skewness in the top panels as $g$ grows.
Figure 5: Colorbar used in the jitter plots in the top panels in Figures 4 and 6. Numbers represent the absolute value of the coefficient of unbalance $\xi_i$ defined in Section 2.3.

2.2 Observed Statistics

As described in Section 1.1, DiProPerm is based on the observed mean difference, $C$, shown using green in Figure 2. Under the model in Section 2.1

$$C^2 = \|\bar{X} - \bar{Y}\|^2 = \sum_{k=1}^{d} (\bar{X}^k - \bar{Y}^k)^2 \sim \left(\frac{1}{m} + \frac{1}{n}\right) \sigma^2 \chi_d^2 \left(\frac{4g^2}{\left(\frac{1}{m} + \frac{1}{n}\right)}\right)$$

and so

$$C = \|\bar{X} - \bar{Y}\| \sim \sigma \sqrt{\frac{1}{m} + \frac{1}{n}} \chi_d \left(\sqrt{\frac{4g^2}{\left(\frac{1}{m} + \frac{1}{n}\right)}}\right).$$

Here $\chi_d(\lambda)$ is called the non-central Chi distribution (as stated in Johnson et al. [1972]), because it is the square root of the non-central Chi square distribution with degrees of freedom $d$ and non-centrality parameter $\lambda^2$. Note that

$$E(\chi_d(\lambda)) = \sqrt{\frac{\pi}{2}} \cdot L_{1/2}^{d/2-1} \left(-\frac{\lambda^2}{2}\right),$$

where $L_n^a(z)$ is the generalized Laguerre polynomial as defined in Koekoek and Meijer [1993]. Then we have

$$E[\|\bar{X} - \bar{Y}\|] = \sigma \sqrt{\frac{1}{m} + \frac{1}{n}} \cdot \sqrt{\frac{\pi}{2}} \cdot L_{1/2}^{d/2-1} \left(-\frac{2g^2}{\left(\frac{1}{m} + \frac{1}{n}\right)}\right).$$

(1)
2.3 Permutation distribution

Let $C_i, i = 1, \cdots, N$ ($N$ is the number of permutations) be the realizations of the permutation distribution, i.e. the black circles in the right panels of Figure 2 denoted as $C_i = ||\bar{X}_{\text{per}} - \bar{Y}_{\text{per}}||$. For each permutation $i = 1, \cdots, N$, there is a random number $R_i$ of observations in each class that switch labels. Note that $R_i$ is a Hypergeometric random variable whose probability mass function is:

$$p_R(r) = P(R_i = r) = \frac{\binom{m}{r}\binom{n}{n-r}}{\binom{m+n}{m}}, \quad r = 0, 1, \ldots, \min(m, n).$$

The conditional distribution of $\bar{X}_{\text{per}} - \bar{Y}_{\text{per}}$ is (detailed derivation shown in the appendices):

$$\bar{X}_{\text{per}} - \bar{Y}_{\text{per}} | R_i = r \sim N_d(2g \cdot (1 - \frac{r}{m} - \frac{r}{n}) \cdot u, \sigma^2(\frac{1}{m} + \frac{1}{n})I_d).$$

(2)

Thus, $\frac{R_i}{m}$ is the proportion of the original Class -1 cases that are relabeled as the new Class +1 and $\frac{n-R_i}{n}$ is the proportion of the Class -1 cases that remain in the new Class -1. The difference between these 2 proportions, denoted as $\xi_i$, i.e.

$$\xi_i = \xi(R_i) = \frac{n-R_i}{n} - \frac{R_i}{m} = 1 - \frac{R_i}{m} - \frac{R_i}{n}$$

(3)

which reflects the unbalance of the permutation. Hence it is called the coefficient of unbalance. When $\xi_i = 0$, the mean of the null permutation distribution is canceled and we call this kind of permutation a balanced permutation, e.g. the red dots in the top panels of Figure 4.

Define

$$g_\epsilon = g \cdot \xi(r) = 2g \cdot (1 - \frac{r}{m} - \frac{r}{n}),$$

(4)
\[ \lambda_r = \sqrt{\frac{4g_r^2}{\sigma^2(\frac{1}{m} + \frac{1}{n})}}, \]

then the unconditional distribution of \( \bar{X}_{\text{per}} - \bar{Y}_{\text{per}} \) is a normal mixture which is similar to Theorem 1 in [Wei et al.]\(^{2016}\):

\[
\bar{X}_{\text{per}} - \bar{Y}_{\text{per}} \sim \sum_{r=0}^{\min(m,n)} p_R(r) N_d(2g_r \cdot u, \sigma^2(\frac{1}{m} + \frac{1}{n})I_d). \tag{5}
\]

Then the permutation null distribution is

\[
C_i = \|\bar{X}_{\text{per}} - \bar{Y}_{\text{per}}\| \sim \sigma \sqrt{\frac{1}{m} + \frac{1}{n}} \sum_{r=0}^{\min(m,n)} p_R(r) \chi_d(\lambda_r). \tag{6}
\]

Figure 6 gives a visual impression of Equation (6), where the colored dots are the \( C_i \), the black curves are kernel density estimates of the \( C_i \) and the colored dashed curves are the densities of the mixture components in Equation (6) scaled by each \( p_R(r) \). When \( g = 2 \), the components of the mixture model overlap with each other, and the permutation distribution is relatively symmetric. When \( g = 4 \), the densities of the mixture model components begin to separate and the permutation distribution starts to skew. When \( g = 20 \), the permutation distribution shows a strong mixture pattern and skewness. The densities of the mixture model components are separated from each other. This shows these mixture distributions explain the behavior of the realizations that generate the black stars shown in Figure 3 that are studied in detail in Figure 4.
Figure 6: Distribution of $C_i$ for $d=100$. Left: $g = 2$; middle: $g = 4$; right: $g = 20$ (highlighted as black stars in Figure 3). The black curves are the kernel density estimates of the colored dots($C_i$). The colored dashed curves represent the theoretical density of each component of the mixture model in Equation (6). The colors represent $|\xi_i|$, according to the color bar in Figure 5. As the signal $g$ increases, the subdensities become separated and the permutation distribution becomes skewed, as shown in Figure 4.

Then we have

$$E(\|\bar{X}_{\text{per}} - \bar{Y}_{\text{per}}\|) = \sigma \sqrt{\frac{\pi}{2}} \cdot \sqrt{\frac{1}{m} + \frac{1}{n} \sum_{r=0}^{m} p_R(r) L_1^{d/2-1} \left( -\frac{\lambda_r^2}{2} \right)} \quad (7)$$

$$Var(\|\bar{X}_{\text{per}} - \bar{Y}_{\text{per}}\|) = \sigma^2 \left( \frac{1}{m} + \frac{1}{n} \right) \sum_{r=0}^{m} p_R(r) (d + \lambda_r^2) - E(\|\bar{X}_{\text{per}} - \bar{Y}_{\text{per}}\|)^2 \quad (8)$$

From the above equations, the sample sizes $m,n$ are negatively related to the sample variances. This is consistent with the middle panels of Figure 2 that BRCA has a very large sample size and the variances of the red/black circles are relatively small.

The expectation of the Z-score=$\frac{C - \bar{C}}{S}$ is hard to calculate, so we consider the following possible surrogate using (1), (7), (8):

$$E[\frac{C - \bar{C}}{S}] \approx \frac{E(C) - E(C_i)}{\sqrt{Var(C_i)}} = \frac{E(\|\bar{X} - \bar{Y}\|) - E(\|\bar{X}_{\text{per}} - \bar{Y}_{\text{per}}\|)}{\sqrt{Var(\|\bar{X}_{\text{per}} - \bar{Y}_{\text{per}}\|)}} = f(m, n, d, g)$$
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As shown in Figure 3, \( f(m, n, d, g) \) (for fixed \( m, n \)) provides a reasonable approximation of the center of the point cloud of simulated Z-scores, which indicates a good estimation in this case. The \( f(m, n, d, g) \), dashed curves in Figure 3, show a very clear pattern for each \( d \), the Z-score first increases and then goes down apparently to some constant. The value of this constant is calculated in the appendices:

\[
\lim_{g \to \infty} f(m, n, d, g) = \frac{1 - \sum_{r=0}^{m} p_{R}(r)|1 - r/m - r/n|}{\sqrt{1/(m+n-1) - (\sum_{r=0}^{m} p_{R}(r)|1 - r/m - r/n|)^2}}
\] (9)

### 2.4 Improvement of DiProPerm

Our first improvement is to include only the balanced permutations, i.e. \( \xi \approx 0 \). This can be accomplished by solving the equation \( \xi_0 = 1 - R^0 \times (1/m + 1/n) \approx 0 \) for the number of switched labels \( R_0 \). Under the alternative hypothesis, using only balanced permutations makes the mean of the permutation distribution equal to zero as shown in Equation (2), which eliminates the influence of the signal \( g \). This not only increases the power of the test, but also provides a better permutation distribution.

Figure 7 shows a simple example illustrating balanced and unbalanced permutations. There are 8 cases in each class shown as rows. The first row is colored using the real class labels followed by 7 permutations where symbols represent the true class labels and colors represent the permuted class labels as in the bottom 6 panels of Figure 4. The colors of the text on the right (of the label balanced/unbalanced) are in the spirit of the color bar in Figure 5 and the colored dots in the top panels in Figure 4. The top 3 permutations are all balanced permutations and in these cases we solve the equation: \( \xi_0 = 1 - R^0 \times (1/m + 1/n) = 0 \) resulting in \( R^0 = \frac{mn}{m+n} = \frac{8 \times 8}{8+8} = 4 \), while the bottom 4 permutations are all unbalanced. The original DiProPerm draws from all permutations,
but the proposed improved DiProPerm only draws from balanced permutations as shown in Figure 7. In the top panels in Figure 4 the balanced permutations (red dots) lie near the left side of each panel. Since the empirical P-values are calculated as the proportion of the colored dots that are larger than the observed statistics, using the balanced permutations (red dots) can result in a much smaller P-value and thus increase the power of the test.

Figure 7: This figure shows 7 permutations from a simple example from $\mathbb{R}^1$. The top row shows the true class labels and the rest of the rows show 7 different permutations represented as red and blue colored flips. The right column distinguishes between balanced and unbalanced permutations by coloring the text in the spirit of Figure 5. The proposed DiProPerm only draws from balanced permutations which can lead to a much more powerful test. The original DiProPerm draws from all permutations.

Figure 8 compares Z-scores computed using balanced vs. all permutations by adding the former to a part of Figure 3. The circles are all permutation DiProPerm Z-scores from Figure 3. The dashed curves are the approximate centers of the corresponding circles given by Equation (9). The plusses are the balanced DiProPerm Z-scores. For balanced
permutations, the solid curves are $f_b(m,n,d,g)$, the approximate centers of the plusses given below by a similar calculation:

\begin{align*}
E_b(\|X_{\text{per}} - Y_{\text{per}}\|) &= \sqrt{2}\sigma \cdot \sqrt{\frac{1}{m} + \frac{1}{n} \frac{\Gamma((d + 1)/2)}{\Gamma(d/2)}} \quad (10) \\
Var_b(\|X_{\text{per}} - Y_{\text{per}}\|) &= \sigma^2(\frac{1}{m} + \frac{1}{n})[d - 2(\frac{\Gamma((d + 1)/2)}{\Gamma(d/2)})^2], \quad (11)
\end{align*}

then we have:

\[ E_b\left[ \frac{C - \bar{C}_b}{S_b} \right] \approx \frac{E(C) - E_b(C_i)}{\sqrt{Var_b(C_i)}} = \frac{E[\|X - Y\|] - E_b(\|X_{\text{per}} - Y_{\text{per}}\|)}{\sqrt{Var_b(\|X_{\text{per}} - Y_{\text{per}}\|)}} = f_b(m,n,d,g). \]

For small $g$ in Figure 8 the balanced and unbalanced Z-scores overlap. When the signal reaches a certain level, the balanced Z-scores continue increasing as expected (from the increased signal strength), and the unbalanced Z-scores reach a peak and then decrease. This indicates the balanced Z-score is much more powerful than the unbalanced Z-score in the case of strong signals.
Figure 8: Realizations of the Z-score for different choices of $d$ for both original DiProPerm (circles) and improved DiProPerm (plusses). Green: $d=1$; blue: $d=10$; red: $d=100$. +: Z-score (balanced permutations); ◦: Z-score (all permutations). Solid curves: estimated center of the plusses; the dashed curves: estimated centers of the circles. The balanced Z-scores reveal a much more powerful and stable version of the DiProPerm test than the unbalanced Z-scores for larger signal strength $g$.

3 Balanced vs. All Permutation Controversy

Southworth et al. [2009] show that balanced permutations tend to give anti-conservative test results, i.e. the reported P-values are too small because the balanced permutation scheme does not have a group structure. In particular, under the null hypothesis, the
permutation distribution, e.g. distribution of the black circles in Figure 2 doesn’t have enough large values.

Under the alternative, Figure 3 reveals the strange behavior that the power of the tests from all permutations decreases as the signal strength increases. Figure 8 adds the corresponding balanced permutations to Figure 3 showing that balanced permutations address this problem, giving a power that is proportional to the signal strength. When the signal is weak, i.e. close to the null hypothesis, Figure 8 and the top right panel of Figure 2 show that the balanced and unbalanced permutations are very similar (especially Z-scores). Thus, in the context we are studying, balanced permutations are superior to all permutations in large-signal cases and have no or minor differences from all permutations in small-signal cases.

When Southworth et al. [2009] was written, most high dimensional data sets had a relatively small number of cases, typically in the 10s. However, current genomic data sets typically have many more patients, i.e cases. For example when $n = 1000$, we have $B = \binom{n}{n/2}^2 \approx 9 \times 10^{600}$ balanced permutations, so that the troublesome events described in Southworth et al. [2009] have a very small chance of occurring. Another contrast of contexts is that we focus on the Z-score, not on the P-value, which was the focus of Southworth et al. [2009]’s investigation.

The correlation between permutations is relevant to the anti-conservatism, which we investigate in Section 3.1. In particular, we find the correlation between balanced permutations is larger than that of all permutations, especially with small $n$. We go on to give an upper bound and an adjustment to such a correlation for balanced permutations.
3.1 Correlation Adjustment

We use permutation to simulate the null distributions shown as the black and red curves in the right panels in Figure 2. Recall that the Z-score is defined as $\frac{C - \bar{C}}{S}$. The sample mean $\bar{C}$ is an unbiased estimate of the mean of the null distribution, but the sample standard deviation is not similarly unbiased. Due to their dependence on the observed data, the black/red circles are positively correlated. This leads to an anti-conservative Z-score and concerns of this type were first reported in Southworth et al. [2009]. Here, we explicitly calculate the correlation, show that it is usually very small, and use it to propose an adjustment to the current Z-score.

Under the setting of Section 2.1, let us first consider $m = n$. As defined in Section 2.3, $R_i$ is the number of observations in each class that switch labels in permutation $i$. Here we only give the derivation from all permutations (similar derivation for balanced permutations can be seen in appendices). Let $\{X_j | j \in J_{R_i}\}$ be the cases in the original class $+1$ that are labeled as -1 and $\{Y_k | k \in K_{R_i}\}$ be the cases in the original class -1 that are switched to $+1$ in permutation $i$. Let $\sqrt{M_0}$ be the difference of the class means of the non-permuted data (let $R_0 = 0$) and let $\sqrt{M_i}$ be that of permutation $i$. Thus

$$M_0 = \left\| \frac{\sum X_j - \sum Y_k}{n} \right\|^2$$

$$M_i = \left\| \frac{\sum_{j \notin J_{R_i}} X_j - \sum_{j \in J_{R_i}} X_j - \sum_{k \notin K_{R_i}} Y_k + \sum_{k \in K_{R_i}} Y_k}{n} \right\|^2$$

Using a similar derivation to that in Section 2.2, both $M_0$ and $M_i$ follow $\frac{2}{n} \sigma^2 \chi^2_d(0)$. The
correlation between them is (see the appendices for the detailed derivation):

\[
\text{Cov}(M_0, M_i) = E(M_0M_i) - E(M_0)E(M_i) = E(M_0M_i) - \frac{4d^2\sigma^4}{n^2}
\]

\[
E(M_0M_i) = d\frac{\sigma^4}{n^4}[32R_i^2 + 12n^2 - 32R_in] + 4d(d-1)\frac{\sigma^4}{n^2}
\]

\[
\text{Cov}(M_0, M_i) = 8d\frac{\sigma^4}{n^4}(2R_i - n)^2.
\]

As \(d \to \infty\),

\[
\sqrt{d}(\frac{M_0}{d} - \frac{2\sigma^2}{n^2}) \xrightarrow{d} N(0, \frac{8\sigma^4}{n^2} \left[ \begin{array}{cc} 1 & (\frac{2R_i-n}{n})^2 \\ (\frac{2R_i-n}{n})^2 & 1 \end{array} \right])
\]

and by the delta method,

\[
\left( \sqrt{\frac{M_0}{n}} \right) - \left( \sqrt{\frac{2d\sigma^2}{n}} \right) \xrightarrow{d} N(0, \frac{\sigma^2}{n} \left[ \begin{array}{cc} 1 & (\frac{2R_i-n}{n})^2 \\ (\frac{2R_i-n}{n})^2 & 1 \end{array} \right])
\]

so as \(d \to \infty\), \(\text{Cor}(\sqrt{M_0}, \sqrt{M_i}) = (\frac{2R_i-n}{n})^2\).

In order to get the correlation between the mean differences from two random permutations, we add up the weighted correlations (the additive property applies due to this special setting, see the appendices for more details). For all permutations:

\[
\text{Cor}_a = \sum_{R_i=0}^{n} \binom{n}{R_i} \binom{n}{n-R_i} \left( \frac{2R_i-n}{n} \right)^2 = \frac{1}{2n-1}
\]

Using a similar derivation, the correlation between two random balanced permutations is:

\[
\text{Cor}_b = \sum_{k_1=0}^{n/2} \sum_{k_2=0}^{n/2} \binom{n/2}{k_1} \binom{n/2}{n/2-k_1} \binom{n/2}{k_2} \binom{n/2}{n/2-k_2} \frac{2(k_1+k_2)-n}{n} = \frac{1}{2n-2}
\]

In the left panel of Figure 9, we compare the theoretical correlations for balanced permutations (blue): \(r_{bal,\infty} = \frac{1}{2n-2}\) and for all permutations (red): \(r_{all,\infty} = \frac{1}{2n-1}\) as functions
of \( n \). The blue is always larger than the red showing that the balanced permutations have larger correlations than all permutations. Those correlations are all very small and decrease rapidly with \( n \). When \( n > 50 \), the difference between them is quite negligible and the correlations will decrease as \( n \) goes to infinity with a limit of zero.

The right panel of Figure 9 is a zoom-in figure to investigate the difference between correlations for \( d = 1, 2, \infty \). The curves are all differences of correlations from balanced correlations when \( d = \infty \), i.e. differences from \( r_{\text{bal}, \infty} \). All curves are smaller than or equal to zero indicating that \( r_{\text{bal}, \infty} \) is the correlation upper bound.

The dotted magenta curve is the smallest which indicates that the correlation for all permutations with \( d = 1 \) (\( r_{\text{alt}, 1} \)) is the smallest. For each color, magenta, and green, the solid curves are larger than the dotted and the dashed are larger than the solid. This suggests that correlations will increase when \( d \) increases for both balanced and all permutations. As \( n \) becomes large, all curves are close to each other, indicating the correlations all become similar and very small.
Figure 9: Correlation \( (r) \) as a function of \( n \) with different line types and colors indicating different \( d' \)s and balanced versus all permutations. In the left panel, when \( d = \infty \), the red shows correlations of all permutations \( (r_{all,\infty}) \) with blue for balanced permutations \( (r_{bal,\infty}) \). These curves (decreasing rapidly) are very close to each other and \( r_{bal,\infty} > r_{all,\infty} \). The right panel studies \( d = 1, 2 \) in both cases. The green curves show how \( d = \infty \) (dashed), \( d = 1 \) (dotted) and \( d = 2 \) (solid) (from balanced permutations) differ from \( d = \infty \). This shows that \( r_{bal,\infty} \geq r_{bal,2} \geq r_{bal,1} \). The magenta curves similarly study all permutations. This shows that \( r_{bal,\infty} \geq r_{all,\infty} \geq r_{all,2} \geq r_{all,1} \). Correlations rapidly decrease as a function of \( n \) and increase as a function of \( d \). When \( d = 1, 2 \), correlations are already very close to the limit \( d = \infty \), which is also the upper bound.

In the case of \( m \neq n \), we have the following similar results. \( Corr_a \) and \( Corr_b \) are close to each other, but the all permutations correlation is always less than that for balanced permutations:

1. \[ Corr_a = \frac{1}{2 \left( \frac{2}{m+n} + \frac{1}{m} \right) - 1} = \frac{m+n}{4mn-2m-2n} \]
2. \[ Corr_b = \frac{1}{2 \left( \frac{2}{m+n} + \frac{1}{m} \right) - 2} = \frac{m+n}{4mn-2m-2n} \]
The sample variance $S^2$, correlation and variance are related by:

$$E(S^2) = \text{Var} \times (1 - \text{Corr}).$$

Thus instead of the original DiProPerm Z-score: \( \frac{C - \bar{C}}{S} \), we propose \( \frac{(C - \bar{C}) \sqrt{1 - \text{Corr}}}{S} \) as the adjusted Z-score. From here on, we will use the adjusted Z-score in this paper. This adjustment makes very little difference unless the sample size is very small.

### 4 Quantification of Permutation Sample Variation

For assessing the statistical significance of differences between classes, the empirical P-value based on random sampling from the set of relevant permutations is a natural choice. When empirical P-values from many tests are all 0’s, the Z-score is more informative to compare such differences, e.g. for measuring the strength of the evidence. However, both the P-values and the Z-scores inherit variation from the permutation procedure. In some cases, this variation can obscure important differences between classes which motivates careful quantification of this uncertainty.

#### 4.1 Confidence Intervals

One conventional method for confidence interval calculation is based on simple simulation to approximate the underlying distribution. This solution requires multiple DiProPerm tests which can be computationally expensive. This motivates the development of an efficient way to evaluate the variation of the DiProPerm test Z-score.

In Section 1.1, the Z-score is calculated as \( \frac{C - \bar{C}}{S} \). Consequently, the Z-score is also a random variable that depends on the permutation null distribution, from which the $N$, i.e.
$N = 100$ or $1000$, black circles were drawn. Thus, a confidence interval for the Z-score can be estimated by the upper and lower quantiles using bootstrap simulation/sampling methods. A general algorithm based on $B$ repetitions ($B = 100$ or $1000$):

1. Draw a $B \times N$ matrix where each row is a random sample (with replacement) from the black circles. Calculate the sample variance and sample mean of each row. This results in $B$ sample variances & means, which are used to get $B$ sampled Z-scores.

2. Find the upper and lower quantile of the Z-scores based on the $B$ sampled Z-scores in Step 2.

A similar method can be developed to estimate confidence intervals for the P-value. However, as stated above, P-values are often too small to show up in the simulation quantiles. Thus, the Z-score is more informative for comparison of the significance across such settings.

Alternatively, as we discussed in Section 2.3 when the original data is close to normal, the distribution of the black circles is close to the $\chi$ distribution. Thus, we can also estimate the distribution using the method of moments estimation based on the Welch–Satterthwaite approximation (Satterthwaite [1946]). However, in practice, the normal assumption of the original data is often violated, and the bootstrap resampling method works well without any assumption and gives high efficiency. Thus, we recommend the use of the bootstrap method and will implement the bootstrap method only in the following of this paper.

5 TCGA Pan-Can Data

In this section, we now study our improved DiProPerm test for the 5 types of cancer using TCGA Pan-Can data (Liu et al. [2018]) studied in Figure 1.
For all 10 pairwise TCGA hypothesis tests, Figure 10 gives a comparison of the strength of evidence against the null hypothesis that there is no difference between each pair. The random permutation variability of each is reflected by a 95% confidence interval as developed in Section 4.1. Conventional single-sample confidence intervals are shown as thick black lines, proper simultaneous inference comes from considering the thin black lines which are Bonferroni adjusted for the fact that we have 10 intervals here. The Z-scores are not the centers of the confidence intervals because the distributions of the permutation statistics, e.g. black/red circles in Figure 2 are skewed and not normally distributed.

In Figure 10, LAML vs. BRCA has the largest Z-score and all pairs involving LAML tend to have large Z-scores. This is consistent with Figure 1 which shows that LAML (magenta) is the most distinct cancer type.

Other pairs related to BRCA such as BRCA vs. COAD also have relatively large Z-scores. This is consistent with the fact that BRCA has the largest sample size and larger sample sizes which will lead to smaller variances and thus stronger statistical significance due to the properties of the $\chi^2$ distribution.

The Z-scores for LAML vs. READ and LAML vs. BLCA and BRCA vs. COAD are similar to each other. The overlap of their confidence intervals shows no statistically significant difference between them, either for the straightforward or the Bonferroni intervals. Other overlapped confidence intervals also indicate a similarity of test significance.

The balanced Z-scores (shown as $Z_b$ in Figure 10) of LAML vs. BRCA is 193 and its Z-score from all permutations (shown as $Z_a$ in Figure 10) is 70. Similarly, for LAML vs. COAD, BRCA vs. COAD, $Z'_b$'s are significantly larger than $Z'_a$'s. This is consistent with the idea that when the signal is strong, all permutations will cause the loss of power, and Z-scores from all permutations will be significantly smaller than balanced Z-scores.
When the signal is weak, $Z_a$ and $Z_b$ are the same (all 5) for COAD vs. READ as shown in Figure 10. The Z-scores of COAD vs. READ are the smallest among all test pairs and thus COAD vs. READ has the weakest statistical test significance. This is consistent with Figure 1 where COAD (yellow) and READ (red) are overlapped in the PC1 and PC2 directions.
Figure 10: Balanced permutation DiProPerm 95% confidence intervals for all 10 pairwise tests of TCGA data. The thicker lines represent the separate confidence interval for each test and the thinner lines are the multiple test confidence interval using Bonferroni correction. The red dot, also $Z_b$, indicates the Z-score from balanced permutations and $Z_a$ indicates the z-score from all permutations. The mean difference statistics also shown in green in Figure 2 are denoted by MD. The LAML tumors are very different from other cancer types which is consistent with the visual impression and Figure 1.
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Appendices

A Conditional Distribution of $\bar{X}_{\text{per}} - \bar{Y}_{\text{per}}$

Under the assumptions in Section 2.1 if we pick $r$ cases from each class to switch labels,

$$\bar{X}_{\text{per}}|r \sim \frac{1}{m}N([r \times (-g) + (m-r) \times g]u, m\sigma^2 I_d), \quad \bar{Y}_{\text{per}}|r \sim \frac{1}{n}N([r \times g + (n-r) \times (-g)]u, n\sigma^2 I_d)$$

thus

$$\bar{X}_{\text{per}} - \bar{Y}_{\text{per}}|r \sim N(2g(1 - \frac{r}{m} - \frac{r}{n})u, \sigma^2(\frac{1}{m} + \frac{1}{n})I_d).$$

In this scheme, there are $\binom{m}{r}\binom{n}{n-r}$ permutations out of $\binom{m+n}{m}$ overall random permutations. Thus, the probability of picking $r$ cases from each class to switch labels is $\frac{\binom{m}{r}\binom{n}{n-r}}{\binom{m+n}{m}}$.

B Limit distribution

In this section, we calculate the all permutations (dashed) and balanced permutations (solid) curves in Figure 8 as functions of $m, n, d, g$, i.e. use $f(m, n, d, g) = \frac{E[C] - E[C_i]}{\sqrt{\text{Var}[C_i]}}$ to approximate $E[\frac{C - C_i}{S}]$.
B.1 Balanced Permutations

As shown in Section 2.2,

$$E[C] = E[||X - Y||] = \sigma \sqrt{\frac{1}{m} + \frac{1}{n}} \sqrt{\frac{\pi}{2}} L_{1/2}^{d/2 - 1} (-\frac{2g^2}{m + \frac{1}{n}})$$

so we need to calculate $E[C_i], Var[C_i]$ for both balanced and all permutations.

For balanced permutations, fix $r = \frac{mn}{m+n}$. Similarly as in Section 2.3, $C_i \sim \sigma \sqrt{\frac{1}{m} + \frac{1}{n}} \chi_d$. Thus,

$$E[C_i] = \sigma \sqrt{\frac{1}{m} + \frac{1}{n}} \sqrt{\frac{\Gamma((d+1)/2)}{\Gamma(d/2)}} \frac{\Gamma((d+1)/2)}{\Gamma(d/2)}$$

$$Var[C_i] = \sigma^2 \frac{1}{m} \left[ d - 2 \frac{\Gamma((d+1)/2)^2}{\Gamma(d/2)} \right]$$

so

$$f_b(m, n, d, g) = \frac{\sqrt{\frac{\pi}{2}} L_{1/2}^{d/2 - 1} (-\frac{2g^2}{m + \frac{1}{n}}) - \sqrt{\frac{\pi}{2}} \frac{\Gamma((d+1)/2)}{\Gamma(d/2)}}{\sqrt{d - 2 \frac{\Gamma((d+1)/2)^2}{\Gamma(d/2)^2}}}$$

which is monotone increasing as a function of $g$ since laguerre polynomials are decreasing for negative values.

B.2 All Permutations

In the unbalanced case, $\forall d$, the limit (as $g \to \infty$) of the permuted MD distribution is the same as the observed MD distribution, which is consistent with what we observed in Figure 3. This implies the limit distributions of the $C_i$ (or $C$) are the same $\forall d$ in the unbalanced cases. Thus the limit distributions of the z-score are the same for all $d$ as $g$ goes to infinity.

For simplicity we investigate the case of $d = 1$. We assume $\sigma = 1$, then the $\chi_1(\lambda)$ is a folded normal distribution (Leone et al. 1961) with the location parameter $\mu = \lambda$, and
scale parameter $\sigma^2 = 1$. Then

$$E(C) = \sqrt{1/m + 1/n}E(\chi_1(\sqrt{\frac{4g^2}{1/m + 1/n}}))$$

$$= \sqrt{1/m + 1/n}[\sqrt{2/\pi}\exp(-2g^2 \frac{1}{1/m + 1/n}) + 2g\sqrt{\frac{1}{1/m + 1/n}(1 - 2\Phi(-2g\sqrt{\frac{1}{1/m + 1/n}}))}].$$

$$E(C_i) = \sqrt{1/m + 1/n}E(\sum_{r=0}^{m} p_R(r)\chi_1(\sqrt{\frac{4g^2}{1/m + 1/n}}))$$

$$= \sqrt{1/m + 1/n}[\sqrt{2/\pi}\sum_{r=0}^{m} p_R(r)\exp(-2g^2(1 - r/m - r/n)^2 \frac{1}{1/m + 1/n})])$$

$$+ 2\sum_{r=0}^{m} p_R(r)|1 - r/m - r/n|\sqrt{\frac{1}{1/m + 1/n}(1 - 2\Phi(-2g|1 - r/m - r/n|\sqrt{\frac{1}{1/m + 1/n}}))},$$

$$Var(C_i) = (1/m + 1/n)(\sum_{r=0}^{m} p_R(r)4g^2(1 - r/m - r/n)^2/(1/m + 1/n) + 1) - E(C_i)^2.$$  

Thus

$$\lim_{g \to \infty} \frac{E(C) - E(C_i)}{\sqrt{Var(C_i)}} = \lim_{g \to \infty} \frac{E(C)/g - E(C_i)/g}{\sqrt{Var(C_i)/g^2}} = \frac{\lim_{g \to \infty} E(C)/g - \lim_{g \to \infty} E(C_i)/g}{\lim_{g \to \infty} \sqrt{Var(C_i)/g^2}}.$$  

Since

$$\lim_{g \to \infty} E(C)/g = 2\sqrt{1/m + 1/n}\sqrt{\frac{1}{1/m + 1/n}} = 2$$

$$\lim_{g \to \infty} E(C_i)/g = 2\sum_{r=0}^{m} p_R(r)|1 - r/m - r/n|$$

$$\lim_{g \to \infty} \sqrt{Var(C_i)/g} = 2\sqrt{1/m + 1/n}\sqrt{\sum_{r=0}^{m} p_R(r)(1 - r/m - r/n)^2 - (\sum_{r=0}^{m} p_R(r)|1 - r/m - r/n|)^2}$$

$$= 2\sqrt{\frac{1}{m+n-1} - (\sum_{r=0}^{m} p_R(r)|1 - r/m - r/n|)^2},$$
for any $d$, the limiting value is:

$$
\lim_{g \to \infty} \frac{E(C) - E(C_i)}{\sqrt{\text{Var}(C_i)}} = \frac{1 - \sum_{r=0}^{m} p_R(r) |1 - r/m - r/n|}{\sqrt{\frac{1}{m+n-1} - \left(\sum_{r=0}^{m} p_R(r) |1 - r/m - r/n|\right)^2}}
$$

In our simulation, $m = n = 100$, thus $\lim_{g \to \infty} (z\text{-score}) \approx 23.48$, which is very close to the far right end of each (dashed/dotted) curve in Figure 3. This indicates the high quality of this estimate of the limiting z-score.

C Permutation Correlation

C.1 All Permutations

Under the setting of Section 2.1 let us first consider $m = n$. As defined in Section 2.3, $R_i$ is the number of observations in each class that switch labels in permutation $i$. Let \( \{X_j | j \in J_{R_i}\} \) be the cases in the original class +1 that are labeled as -1 and \( \{Y_k | k \in K_{R_i}\} \) be the cases in the original class -1 that are labeled as +1 in one permutation. Let $\sqrt{M_0}$ be the difference of the class means of the non-permuted data (let $R_0 = 0$) and let $\sqrt{M_i}$ be that of permutation $i$. Since

$$
\text{Cov}(M_0, M_i) = E(M_0M_i) - E(M_0)E(M_i),
$$

we need $E(M_0)E(M_i)$ and $E(M_0M_i)$. From $M_0, M_i \sim \frac{2}{n} \sigma^2 \chi_2^2(0)$, it is straightforward that

$$
E(M_0)E(M_i) = \frac{4d^2 \sigma^4}{n^2}.
$$
In order to calculate $E(M_0M_i)$, let
\[ W = \frac{1}{n} \left( \sum_{k \in K_{R_i}} Y_k - \sum_{j \in J_{R_i}} X_j \right) \sim \sqrt{2}R_i \frac{\sigma}{n} N(0, 1) \]
\[ U = \frac{1}{n} \left( \sum_{j \notin J_{R_i}} X_j - \sum_{k \notin K_{R_i}} Y_k \right) \sim \sqrt{2n - 2R_i} \frac{\sigma}{n} N(0, 1) \]
\[ M_0 = ||U - W||^2 \]
\[ M_1 = ||U + W||^2 \]

and $W_j, U_j$ be entries of $W, U$. We have
\[
E(M_0M_i) = \sum_{j=1}^{d} E[(U_j^4 + W_j^4 - 2U_j^2W_j^2)] + \sum_{i \neq j} E[(U_i + W_i)^2(U_j - W_j)^2]
\]
\[
= \sum_{j=1}^{d} (E(U_j^4) + E(W_j^4) - 2E[U_j^2] E[W_j^2]) + \sum_{i \neq j} E[(U_i + W_i)^2] E[(U_j - W_j)^2]
\]
\[
= d \left[ 12R_i^2 \frac{\sigma^4}{n^4} + 12(n - R_i)^2 \frac{\sigma^4}{n^4} - 8R_i(n - R_i) \frac{\sigma^4}{n^4} \right] + 4d(d - 1) \frac{\sigma^4}{n^2}
\]
\[
= d \frac{\sigma^4}{n^4} [32R_i^2 + 12n^2 - 32R_i n] + 4d(d - 1) \frac{\sigma^4}{n^2}.
\]

Thus
\[
Cov(M_0, M_i) = d \frac{\sigma^4}{n^4} [32R_i^2 + 12n^2 - 32R_i n] - 4d \frac{\sigma^4}{n^2}
\]
\[
= d \frac{\sigma^4}{n^4} [32R_i^2 + 8n^2 - 32R_i n]
\]
\[
= 8d \frac{\sigma^4}{n^4} [4R_i^2 + n^2 - 4R_i n]
\]
\[
= 8d \frac{\sigma^4}{n^4} (2R_i - n)^2
\]
C.2 Balanced Permutations

For balanced permutations, we fix $R_i = \frac{n^2}{2n} = \frac{n}{2}$. In Figure 11, the first row represents the original labels and the bottom two rows represent two permutations denoted as P1 (P2). The orange and the blue represent 2 classes in each row. Covariance calculation in the case of balanced permutations is driven by two parameters $k_1, k_2$, which reflect the amount of overlap between P1 and P2. Let $\sqrt{M_1}$ be the distance between the two class means of P1 and let $\sqrt{M_2}$ be that of permutation P2.

![Figure 11](image)

Figure 11: The first row represents the orginal class labels: orange vs. blue. The bottom two rows are two random balanced permutations.

Let

$$
\{ \bar{X}_{per} - \bar{Y}_{per} \} = (X_{orange} + Y_{orange} - X_{blue} - Y_{blue})/n \sim \frac{1}{n} N(0, 2n\sigma^2), i = 1, 2
$$

$$
U = p_1 + p_2 \sim \frac{1}{n} N(0, 2(n - k_1 - k_2)\sigma^2)
$$

$$
W = p_1 - p_2 \sim \frac{1}{n} N(0, 2(k_1 + k_2)\sigma^2)
$$
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With a similar derivation,

\[ \text{Cov}(M_1, M_2) = 8d \frac{\sigma^4}{n^4}(2(k_1 + k_2) - n)^2 \]

### C.3 Additive Property

In this section, we only consider all permutations since the similar calculations also apply to balanced permutations.

In Section 3.1, we have

\[ \text{Cor}(\sqrt{M_0}, \sqrt{M_i}) = (\frac{2R_i - n}{n})^2 \]

and

\[ \left[ \sqrt{M_0} - \sqrt{M_i} \right] | R_i \xrightarrow{d} N(0, \sigma^2) \left[ \frac{1}{(\frac{2R_i - n}{n})^2} \right], \]

thus the marginal distribution is:

\[ \left[ \sqrt{M_0} \right] - \left[ \sqrt{\frac{2\sigma^2}{n}} \right] \xrightarrow{d} \sum_{R_i=0}^{n} \binom{n}{R_i} \left( \frac{2n}{n} \right) \left( \frac{2R_i - n}{n} \right)^2 N(0, \sigma^2) \left[ \frac{1}{(\frac{2R_i - n}{n})^2} \right]. \]

Then

\[ \text{Cor}(\sqrt{M_0}, \sqrt{M_i}) = \frac{E[(\sqrt{M_0} - \mu_0)(\sqrt{M_i} - \mu_1)]}{\sqrt{\text{Var}(\sqrt{M_0}) \text{Var}(\sqrt{M_i})}} = \frac{E[E[(\sqrt{M_0} - \mu_0)(\sqrt{M_i} - \mu_1)] | R_i]}{\sqrt{\text{Var}(\sqrt{M_0}) \text{Var}(\sqrt{M_i})}} = \frac{\sum_{R_i=0}^{n} \binom{n}{R_i} \left( \frac{2n}{n} \right) \left( \frac{2R_i - n}{n} \right)^2}{\frac{\sigma^2}{n}} = \frac{\sum_{R_i=0}^{n} \binom{n}{R_i} \left( \frac{2R_i - n}{n} \right)^2}{\frac{\sigma^2}{n}} = \frac{1}{2n - 1}. \]