High stability in near-infrared spectroscopy: part 2, optomechanical analysis of an optical contacted V-shaped cavity
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Abstract
Optical feedback is a powerful technique to stabilise and narrow semi-conductor lasers. As a step forward for field deployable, ultra-stable yet tunable sources, we analyse and model the opto-mechanical design of a V-shaped cavity optical feedback (VCOF) reference cavity. We estimate the relative contributions of sources of external disturbance on the optical resonance frequency of the cavity, and ultimately define the minimal thermal and mechanical shielding requirements to face field conditions. We attest of the robustness of the developed system, and show that external sources of disturbance are only secondary contributors to the overall stability of the cavity. The suite of analytical tools developed in the process paves the way for lighter and more compact cavity designs, more adapted to field deployment.

1 Introduction
Infrared spectroscopy is a commonly used technique for rapid and accurate trace detection measurements in gas [1, 2]. In the case of isotopic composition, more stringent requirements are necessary [3–5], justifying more efforts to improve the detection performances. As the measurements of gas species rely on measuring the areas, it is crucial to have not only a good sensitivity, as provided by Cavity Ring-Down Spectroscopy (CRDS) techniques [6], but also a fine and stable frequency source [7]. The development of more powerful instrument (either in term of detectivity limit or of stability), is justified by the growing need for precise measurements: in the laboratories for fundamental physical properties determination [8, 9], and for field studies in geosciences [10, 11].

Optical Feedback [12–14], is a method which enables the transfer of the physical properties of an optical resonator (thermal and mechanical stability as well as optical properties) to a laser diode [12, 15], and thus provides a solution to improve the stability of the frequency source. In particular, the use of cavities made from Ultra-Low-Expansion (ULE) glass, commonly used for atomic clocks [16], achieves effective thermal expansion coefficients smaller than $10^{-8}$ K$^{-1}$ and their optical resonances provide an etalon to which the laser emission frequency can be locked [17]. To obtain the best results from optical feedback (down to below the theoretical Hz level) [18], a careful design of the cavity is mandatory [19]. Here, a special emphasis is placed on the estimation of the relative magnitudes of external disturbances to the overall cavity stability. Our goal is to thoroughly examine the design developed in [20] (see Supplementary Materials) and search for ways to obtain a high-end cavity which could be field deployable: compact and light enough to be carried, and stable enough to be usable outside the confines of a specialised laboratory. As the performances of the existing system are beyond our present measurement capabilities (see companion paper [14]), we characterised the frequency deviations of the present system in perturbed conditions to extrapolate with thermal and vibrational models, the actual performances of the cavity. We provide a description of the modelling approach, of the results compared to experimental values, as well as the implication for the use of such cavities in infrared spectroscopy for metrology and geosciences purposes.
2 Numerical approach

The objective of the analysis effort was twofold: to decide whether it was possible to improve the existing design performance, and to determine which are the key factors limiting the stability of the system. The two major contributors first considered are: (M1) the quasi-static deformation due to fluctuations in environment temperature (thermal-mechanical effects), and (M2) the displacement of the mirrors due to bending induced by dynamic motion of the cavity (vibrational effects). A number of additional effects have been considered, for the sake of completeness: (m1) variable heat load on mirrors due to fluctuations in optical power stored in the cavity, (m2) variable heat load on mirrors due to external IR radiation transmitted by optical port windows, (m3) variable heat load on legs due to kinetic energy converted into heat via damping, (m4) unsteady vacuum refractive index, (m5) time-dependent force on mirrors due to unsteady radiation pressure and (m6) gravity effects due to tilt of the table.

Common practice to estimate the temperature propagation into an arbitrary system [Contributor (M1) and (m2)] is either to build condensed models [21] and analyse them using either approximate closed form solutions, or to use the transient analysis capabilities of conventional thermal packages. Approximate closed-form solutions make use of a series of lumped masses connected by heat links. Not only does this become cumbersome in situations where radiation is playing a key role, but also large inaccuracies are expected in cases where multiple enclosures are present, which is presently the case. However, the benefit of such a condensed model is that it can be processed at low computational costs, either in time or frequency domains. The second technique, thermal packages of transient calculations, can be applied as long as external temperature time series are available, but is computationally expensive, generates huge amounts of data and brings little insight into the physics of the system response. Lastly, some modal-based methods have in effect been developed [22], but the corresponding tools are and will remain proprietary (see for example [23]).

Therefore, we implemented an approach solving all the aforementioned shortcomings. It involves working within a general-purpose Finite Elements Model (in our case: ANSYS Mechanical APDL, see Fig. 1), and extending its capabilities using its recently introduced matrix manipulation language (APDL Math). Specifically, two additional capabilities have been implemented: (1) thermal modal analysis and (2) thermal harmonic analysis (see Code 1–4, Supplementary Materials). These additional tools allow for rigorously deriving the thermal modes and the Thermal Transfer Function (TTF) of the system. Knowing the statistical properties of the external temperature fluctuations by means of their Power Spectral Density (PSD), it is possible to quantitatively estimate the temperature response properties. Lastly, the temperature fluctuations are converted into length variations by means of a thermo-mechanical analysis. The fractional length variation of the PSD can be used to derive typical indicators such as the Allan variance [24] of the cavity optical frequency in a realistically modelled environment.

The FEM accounts for both conduction and radiation heat transfer modes. Radiation is captured by computing view factors between each pair of radiating surface elements of the designated enclosures. Once this task is done, a super-element (i.e. a conductivity matrix) is added to the problem. In this way, the radiative heat transfer is linearised and matrix methods can be applied. In our case, all radiating surfaces are considered to be part of a single radiation enclosure, since there are openings connecting the inner and outer surfaces of the cavity, mirrors, inner shield, vacuum chamber, and the windows. Consequently, a single superelement is used, allowing to include all the “stray light” (IR radiation) radiated by Vacuum chamber and windows [contributor (m2)] directly onto the cavity and mirrors.

Once the model has been setup, it is useful to calculate the first thermal modes, as this helps understanding which heat paths are active, depending on the time scale of the external fluctuations. In our case, the first three thermal modes are displayed on Fig. 2. Clearly, the associated phenomena are as follows:

- Mode 1 ($\tau = 54651$ s): cavity coming to equilibrium with vacuum chamber via Macor legs (conduction).
- Mode 2 ($\tau = 3530$ s): upper and lower ends of cavity coming to equilibrium with each other (diffusion).
- Mode 3 ($\tau = 3052$ s): inner thermal shield coming to equilibrium with vacuum chamber via Macor spacers (conduction).

From those modes, some physical insight can be gained, namely from mode 1, there is a clear indication that the legs provide excellent insulation from thermal disturbances,
since the first time constant is longer than half a day: daily temperature fluctuations (day/night cycle) will be attenuated by a factor equal to about $\frac{2}{\pi} \times \frac{56400}{86400} \approx 4$.

Examining mode 2, we know that upper and lower mirrors will not experience the same temperature for disturbances shorter than one hour. From mode 3, we deduce that the inner thermal shield only offers additional filtering effect for fluctuations shorter than about one hour. Clearly, if we want second order filtering, we could shorten the MACOR legs and use the gained space to lengthen the MACOR spacers.

The thermal frequency response was calculated in the frequency range from 0.1 to 1440 cycles per day, i.e. periods of temperature fluctuations ranging from 10 days to 1 minute, respectively. Excitation is provided by enforcing temperature variations on the outer surface of the vacuum chamber. The values selected for surface emissivities, which we believe are the major sources of uncertainty to the accuracy of the thermal transfer functions, are given on top of Fig. 2, and discussed in the supplementary material. Thermal response is evaluated by estimating the average temperature at a number of key locations: the surface of the inner vacuum chamber, the shield, the spacer and the three mirrors. The corresponding thermal transfer functions are plotted in Fig. 3.

For long periods, the thermal transfer function tends to unity, meaning that the thermal equilibrium is reached. In our case, the 3 dB cutoff frequency is $f \leq 0.3$ cycles per day, i.e. for cyclic temperature variations with periods longer than 3 days. In the range 0.3–3 cycles per day, the responses of the spacer and the mirror are similar, and follow the expected $1/f$ trend. At higher frequencies though, the responses of the spacer and the mirrors notably differ, both in terms of amplitude and phase, something that would not be taken into account by the classical lumped masses approach. While the spacer keeps following the same trend, the upper and lower mirrors exhibit a nearly flat response in the range $10^1$–$10^2$ cycles per day. This is due to a “thermal shunt” caused by radiation coming from the windows onto the mirrors [contribution (m2)]. Finally, at even higher frequencies, inertia from the mirrors takes over and induces a filtering effect ($1/f$). This complex behaviour exemplifies the additional physics that is predicted by the FEM approach but is hardly accounted for by the classical lumped masses approach (see Code 1–4, Supplementary Materials).

## 3 Results

We take advantage of the FEM approach to evaluate the variation in cavity length associated with the different contributors linked with temperature variations and vibrations. We first estimate the impact of change in temperature, using the structural FEM. The vertical displacement induced by a 1K temperature step (from 300 to 301 K) applied to both the lower and upper mirrors is plotted in Fig. 4. Both upper and lower mirrors induce cavity length changes that are larger than that of the spacer. This somewhat counter-intuitive phenomenon is induced by motion amplification due to mechanical bending of the mirrors, which have instantaneous coefficient of thermal expansion larger than that of Zerodur, are
free to expand on one side, and blocked on the other. Note that at the interface between spacer and mirrors, we assumed perfect contact, i.e. no sliding nor uplift.

Numerically, the contributions of the mirrors to the cavity length variations are 8.5 nm K\(^{-1}\) for the lower mirror, and 9.0 nm K\(^{-1}\) for the upper mirrors. The corresponding fractional change cavity length per unit temperature reads: 4.6 \times 10^{-8} K^{-1} for the lower mirror and 4.9 \times 10^{-8} K^{-1} for each upper mirror. Accounting for the contribution of the spacer (that is, the instantaneous Coefficient of Thermal Expansion (CTE) of Zerodur, i.e. 1.0 \times 10^{-8} K^{-1}) the total (equivalent) CTE for the entire cavity is about 10.4 \times 10^{-8} K^{-1}, and is largely (about 90\%) dominated by the mirror contributions. In terms of frequency drift, one can infer an overall optical frequency change of about 22 MHz K\(^{-1}\), i.e. 11 times the increase expected for an ideal, homogeneous Zerodur cavity (2.1 MHz K\(^{-1}\)). Experimentally, we tested this by changing the setpoint of the external thermal shield from 298 to 299 K, resulting in an optical frequency shift of 11 MHz, i.e. half the anticipated value of 22 MHz \cite{14}. Nevertheless, this confirms the additional contribution from the mirrors. Also, and even more importantly, this experimental result sets the temperature stability limit to reach the Hz s\(^{-1}\) criterion for optical frequency stability: the drift rate of the temperature within the cavity must be kept below 3.1 \times 10^{-8} K s\(^{-1}\).

The actual thermal excursions have been experimentally monitored on the outer surface of the vacuum chamber, which provided an input PSD of temperature variations (PSD in thick dark blue in Fig. 5). It is multiplied by the square of the frequency response functions (from Fig. 3) to yield the temperature response PSD of the cavity (Fig. 5), and in turn the standard deviations of its temperature fluctuation and fluctuation rate (Table 1).

We use the temperature fluctuation rates given in Table 1 to estimate the drift rate of the cavity using the actual temperature sensitivity of the cavity drift rate (3.1 \times 10^{-8} K s\(^{-1}\)), obtained from the temperature step), and the temperature fluctuation rate. We observe a significant difference in thermal stability between the spacer and the mirrors (last three lines in Table 1). While the three of them exhibit comparable temperature deviation amplitudes, the associated drift rates are drastically different. Most importantly, the drift rate of the upper mirrors is more than 20 times higher than that of the spacer. This effect is further amplified by the larger thermo-mechanical susceptibility of the mirrors, such that the cavity optomechanical response is dominated by the mirrors. Quantitatively, the effective temperature drift rate, given by the combination of the upper and lower mirrors contributions is 0.11 \mu K s\(^{-1}\), that is, significantly above the previously defined threshold of 3.1 \times 10^{-8} K s\(^{-1}\). This predicts a drift of 3.5 Hz s\(^{-1}\), hence above the 1 Hz s\(^{-1}\) target, and in decent agreement (factor of 2) with the experimental drift (1.7 Hz s\(^{-1}\), \cite{14}).

We then evaluate the sensitivity of the system to vibrations [Contributor (M2)] by simulating the effect of a unitary (1 mm s\(^{-2}\)) acceleration enforced at base. We use the outputs of the model to evaluate the corresponding change in the optical cavity length per unit of acceleration (Fig. 6, middle). In the quasi-static range (below 100 Hz), the fractional length acceleration sensitivity is 4 \times 10^{-9} (m s\(^{-2}\))^{-1} vertically, and 4 \times 10^{-10} (m s\(^{-2}\))^{-1} horizontally (not shown). Above 100 Hz, some resonant amplification occurs, because of the transverse flexibility of the cavity support legs. Assuming perfect contact at the interface, the upper mirrors themselves should exhibit a local bending mode at 5.7 kHz, out of the frequency range of our study.

To quantitatively compute the expected line width broadening induced in a realistic environnement, the accelerations at the outer boundary of the system were recorded and

---

**Fig. 3** Thermal transfer functions calculated by the model for the different components of the cavity. Top: amplitude Bot: phase
used as an input for the FEM approach. We recorded a time series of the acceleration of the outer surface of the vacuum chamber for an hour, using an accelerometer IEPE type DJB A21/V in association with a conditioning power supply model MMF M32 (×100), which offered the best compromise in terms of sensitivity/mass/self-noise. Importantly, the accelerometer itself has an upper cutting frequency (10%) of 2 kHz, which limits the bandwidth of the analysis. Also, signal below 10 Hz was clearly dominated by electronic noise and could not be used. Also, only the axial acceleration could be obtained. The transverse vibrations could not be adequately measured in a sufficiently broad bandwidth. However, it is expected that the corresponding contribution should remain small compared to the axial motion, since (1) the entire system is resting on an optical table, the latter being extremely stiff with respect to in-plane motion and (2) the cavity sensitivity is also expected to be comparatively lower along transverse directions. In the frequency range from 10 to 2000 Hz, the measured Root Mean Square (RMS) acceleration is $0.48 \pm 0.05 \text{ mm s}^{-2}$ RMS (Fig. 6, upper plot). The FEM simulation is cumulated frequency-wise (see Supplementary Material, appendix E for mathematical definition of cumulated length variation) and predicts an RMS change in cavity length of $0.72 \text{ pm}$ (orange curve in Fig. 6), in reasonably close agreement with the quasi-static approach (0.48 pm), showing that our current design induces limited amplification of the environmental mechanical noise. These results can be transferred into an estimate of the frequency stability of the cavity. These are presented as an Allan Variance frequency deviation plot in Fig. 7. Typically, for 1 ms
time scale, we obtained a frequency stability of 190 Hz, in close agreement with short-term observations (181 Hz) [14].

4 Discussion

Overall, we were able to obtain the power spectral density of the changes in length of the cavity induced by the main contributors: for frequencies below 1 Hz, the thermo-mechanical processes [contributors (M1) and (m2)], and for frequencies above 1 Hz, the vibrations [contributor (M2)]. For low frequency, the modelled and measured drift rate are in approximate agreement (3.4 and 1.7 Hz s⁻¹, respectively). This drift rate is acceptable for IR field spectrometry [4, 5], for which a precision of 1 kHz on the frequency axis can still provide satisfactory precision [7], and can be achieved by hourly referencing the frequency of the laser on a very fine spectroscopic pattern of a Lamb-dip [13]. However, for stricter applications such as metrology, drift rates below 1 Hz s⁻¹ are needed. The FEM approach enables to determine that the mirrors are the main contributors. We could verify numerically that a Zerodur ring on the back of the mirrors would prevent the deformations [17]. In general, for both vibrational and thermal aspects, the only partially supported mirrors solution, if economically beneficial, limits the performances compared to more compact and fully contacted designs [25].

We converted the different results into Allan Variance of the frequency deviation of the cavity. We additionally included the impact of the cavity ageing using long-term drift rate obtained by measuring the frequency deviation of the cavity over 2 years [14]. We observe good agreement between modelling approach and observations at small time scales (around 1 ms) and at long time scales (drift, larger than 100 s). In the frequency range around 1 Hz, the modelling approach yields significantly better performances than the observations, probably due to experimental limits to determine the true performances of the laser source [14]. On average, the drift rate of the cavity is around 0.7 Hz s⁻¹, typical for a Zerodur cavity, but larger than an ULE cavity [26, 27]. From the thermo-mechanical models, we expect that the performances of the cavity are better than our present measurement capabilities (red points in Fig. 7), in particular for around 1 Hz where precision and accuracy of 1 Hz would be required.

5 Conclusion

In conclusion, we simulated the thermo-mechanical and vibrational behaviour of a V-shaped optical feedback cavity with demonstrated Hz level stability (2 Hz s⁻¹ drift rate) and sub-kHz emission linewidth at 215 THz. The high performances of the cavity limited the ability to evaluate its frequency linewidth and drift rate in normal operation conditions. We
had to generate perturbed environmental conditions to observe significant frequency deviations, and be able to validate the model, and thus extrapolate the performances of the cavity in stable conditions, which the instrument faces in normal operations. A specific thermo-mechanical analysis procedure was developed, allowing for the capture of dynamic heat transfer mechanisms with high fidelity. The numerical results obtained compared favourably against experimental data in perturbed and stable conditions. It was found that in our case, the local temperature fluctuations and the local bending of the mirrors were responsible for the vast majority of the drift and even more importantly of the drift rate. This suggests that local improvements, such as adding local (reflective) coating on the edges of the mirrors or contacting Zerodur rings on the back of the mirrors, would drastically improve the system stability. Also, a more compact design might be feasible, resulting in total weight reduction (the vacuum chamber representing over 75% of the total weight). More generally, this suite of predictive tools allows for the improvement of future generations of such reference cavities, either to improve performance or, as is particularly relevant here, to achieve a fully field deployable, rugged cavity design. Our short-term goal consists of designing a mechanically robust system that would be stable enough to serve as a calibration-free light source hosted in a field deployable high-end trace gas spectrometer. This requires the type of predictive tools presented here, providing quantitative insight into the influence of key design parameters.
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