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Abstract
Deep learning has made remarkable achievements for single image haze removal. However, existing deep dehazing models only give deterministic results without discussing their uncertainty. There exist two types of uncertainty in the dehazing models: aleatoric uncertainty that comes from noise inherent in the observations and epistemic uncertainty that accounts for uncertainty in the model. In this paper, we propose a novel uncertainty-driven dehazing network (UDN) that improves the dehazing results by exploiting the relationship between the uncertain and confident representations. We first introduce an Uncertainty Estimation Block (UEB) to predict the aleatoric and epistemic uncertainty together. Then, we propose an Uncertainty-aware Feature Modulation (UFM) block to adaptively enhance the learned features. UFM predicts a convolution kernel and channel-wise modulation coefficients conditioned on the uncertainty weighted representation. Moreover, we develop an uncertainty-driven self-distillation loss to improve the uncertain representation by transferring the knowledge from the confident one. Extensive experimental results on synthetic datasets and real-world images show that UDN achieves significant quantitative and qualitative improvements, outperforming state-of-the-arts.

Introduction
Hazy images often suffer from the degradation of visual quality such as limited visibility and low contrast [Tan 2008], leading to the failure of subsequent high-level visual tasks such as object detection [Liu et al. 2018], semantic segmentation [Ren et al. 2018] and so on. Hence image dehazing is highly demanded by vision-based applications.

Traditional dehazing methods [He, Sun, and Tang 2009], [Berman, Treibitz, and Avidan 2016], [Zhu, Mai, and Shao 2015] assume various image priors based on the observation and statistic analysis of natural hazy images, which are susceptible to violation in the wild world. Recently, deep learning has made great success in single image dehazing. The existing deep dehazing models can be roughly divided into physical-model dependent methods and physical-model free methods. The former firstly estimate the transmission
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Figure 1: Dehazing results on a dense haze photo from [Ancuti et al. 2018]. (a) Input hazy image. (b) Result of FFA-Net [Qin et al. 2020]. (d) Ground Truth. (e) Result of our model. (c) and (f) are the uncertainty map and absolute reconstruction error map obtained by our model. The more uncertain (less confident) are the dehazing results, the larger the reconstruction errors.
tion, the models not only output the results but also provide the confidence values, which is favorable to an agent’s inference. Besides, it is observed in [Yasarla and Patel 2019] and [Chen, Wen, and Chan 2021] that uncertainty measurement accompanied by pixel regression can lead to a more informed decision, and even improve the prediction quality. In these cases, the uncertainty estimation is treated as a regularization term or conditional input. However, the relationship between uncertain regions and confident ones is rarely studied, and how to exploit the knowledge in the confident representation to improve the uncertain one is still open.

The degradation degree of a hazy pixel varies with its color and depends on the distance of the scene to the camera. To differently treat each pixel, FFA-Net [Qin et al. 2020] proposes pixel attention and channel attention mechanisms to focus on regions with thick haze. However, these attention mechanisms are implicitly learned which lack interpretability and fail to build an explicit and direct relationship with the reconstruction result. To solve this problem, we propose to use uncertainty estimation to drive feature learning. The pixel-wise uncertainty is explicitly predicted and can measure the confidence values of the dehazing result. Generally, the larger the uncertain value, the larger the reconstruction error, and vice versa.

In this paper, we propose an Uncertainty-driven Dehazing Network (UDN) which focuses on enhancing the learned features and improving the dehazing results conditioned on the predicted uncertainty. Specifically, we develop an Uncertainty Driven Module (UDM) to improve the uncertain representation guided by the confident one. In each UDM, an Uncertainty Estimation Block (UEB) is developed to estimate the combined pixel-wise aleatoric and epistemic uncertainty, and an Uncertainty-aware Feature Modulation (UFM) block is developed to adaptively strengthen the features based on the predicted uncertainty. UFM achieves feature adaption by predicting a convolution kernel and channel-wise modulation coefficients from the uncertainty weighted representation. Moreover, we mine the similarity relationship of pixels in the clear image and propose an uncertainty-driven self-distillation loss to improve an uncertain pixel’s representation by transferring confident knowledge. To summarize, this paper makes the following contributions: (1) We propose a novel Uncertainty-driven Dehazing Network (UDN) to effectively and adaptively improve the feature quality and generate confident haze-free images. Compared with the state-of-the-arts, UDN achieves the best dehazing results on both synthetic datasets and real-world images. (2) We propose an Uncertainty Estimation Block (UEB) to capture the aleatoric and epistemic uncertainty of each pixel’s dehazing result together. (3) We develop an Uncertainty-aware Feature Modulation (UFM) block to adaptively enhance the learned features, which predicts a convolution kernel and channel-wise modulation coefficients conditioned on the uncertainty weighted representation. (4) We present an uncertainty-driven self-distillation loss to improve the uncertain representation of a pixel via transferring confident knowledge from its similar pixels’ representations.

Related Work

**Single image dehazing.** Image dehazing methods can be divided into traditional and deep learning-based methods. Most traditional dehazing methods depend on the physical scattering model which needs to estimate the transmission map and the global atmospheric light. The representative work is prior based dehazing, such as the dark channel prior (DCP) [He, Sun, and Tang 2009], non-local haze-line prior [Berman, Treibitz, and Avidan 2016] and color attenuation prior [Zhu, Mai, and Shao 2015], etc. Despite achieving promising results, these methods are not robust due to the strong assumptions.

With the rising of deep learning, deep dehazing models are developed, which are grouped into two classes: physical-model dependent methods and physical-model free ones. In the first class, the intermediate variables of the physical scatter model may not be estimated accurately, which results in the degradation of the dehazing performance. Recently, more and more attention is paid to physical-model free dehazing. Qu et al. [Qu et al. 2019] built the Pix2Pix dehazing model via adversarial training. Liu et al. [Liu et al. 2019] introduced an attention-based multi-scale estimation network named GridDehaze for image dehazing. However, the methods mentioned above are not robust to the uneven distribution of haze. FFA-Net [Qin et al. 2020] was proposed to implement a joint attention mechanism that combines channel attention and pixel attention for uneven haze removal. However, the attention maps are learned in an implicit and unexplainable way that fails to build an explicit and direct relationship with the restoration of each pixel. To further boost clean image prediction, we embed uncertainty estimation into our dehazing network and pay more attention to improving the uncertain representation.

**Uncertainty Estimation.** Bayesian deep learning can be used to model two types of uncertainty [Kendall and Gal 2017]: 1) aleatoric uncertainty that accounts for the noisy measurement and 2) epistemic uncertainty that accounts for uncertainty in the model parameters. Recently, in [Yasarla and Patel 2019], uncertainty is used to guide a deep dehazing model in blocking the flow of incorrect estimation in rain streaks. In [Zhang et al. 2019a], the uncertainty of image reconstruction is investigated which is caused by the partially k-space observation for MRI reconstruction. In our approach, we focus on reducing the uncertain representation by making full use of the confident one to obtain an accurate and confident dehazing result.

**Method**

Our goal is to restore a clear image $\hat{I}$ with better confidence (or less uncertainty) from its hazy observation $I$. To this end, we present an Uncertainty-driven Dehazing Network (UDN), focusing on reducing the uncertain feature repre-
Figure 2: Overview of the proposed UDN. The red lines represent the flow of improved feature $IF_m \{ m = 1, \ldots, M \}$. UDN consists of $M$ Uncertainty Driven Modules (UDMs), in which $UEB_m$ is used to estimate the uncertainty map $U_m$ together with an intermediate dehazing result $\hat{J}_m$. FEB$_m$ is used to modulate $IF_{m-1}$ to generate the modulated feature $MF_m$, where FEB$_m$ enhances the uncertain feature from $IF_{m-1}$, and a gate unit (the gray part) is used to aggregate $IF_{m-1}$ and $MF_m$ to obtain a more confident improved representation $IF_m$.

Aleatoric and Epistemic Uncertainty Estimation

Bayesian deep learning can be used to model two types of uncertainty: 1) aleatoric uncertainty that comes from noise inherent in the observations; 2) epistemic uncertainty that accounts for uncertainty in the model [Kendall and Gal 2017]. These two kinds of uncertainty also exist in the dehazing models, but previous methods can only obtain a deterministic result without knowing its confidence. In this paper, we introduce an Uncertainty Estimation Block (UEB) to model each pixel’s aleatoric uncertainty $\sigma^2_A$ and epistemic uncertainty $\sigma^2_E$ together. As shown in Figure 3, UEB contains an aleatoric uncertainty estimation branch and an epistemic uncertainty estimation branch.

Inspired by [Kendall and Gal 2017], we assume the dehazing pixel-wise output being $p(J|\hat{J}, \theta)$ is a Gaussian distribution, with the mean being the ground-truth image $J$ and variance being $\sigma^2$, where $\theta, \sigma$, and $\hat{J}$ denote the network parameters, the observation noise of all pixels, and the restored result, respectively. To find the optimal $\theta$, we perform Maximum A Posteriori (MAP) inference:

$$\hat{\theta} = \arg \max_{\theta} \log(p(J|\hat{J}, \theta)) = \arg \max_{\theta} \{- \frac{1}{2\sigma^2} ||J - \hat{J}||^2_2 - \frac{1}{2} \log \sigma^2\}. \quad (2)$$

We treat $\sigma^2_A = \sigma^2$, and predict $\sigma^2_A$ and $\hat{J}$ using two branches in UEBs. To capture $\sigma^2_A$, the $m$th UEB uses a Conv-Sigmoid layer to predict it conditioned on the dehazing results and constrained by the following minimization objective,

$$L_m^i = \frac{D_m}{D_m} \sum_{i=1}^{D_m} \left[ \frac{1}{2(\sigma^2_{m,A})^2} (J^i - \hat{J}_m^i)^2 + \frac{1}{2} \log(\sigma^2_{m,A})^2 \right], \quad (3)$$

where $D_m$ is the number of the output pixels, and the superscript $i$ denotes the pixel index. Different from aleatoric uncertainty, epistemic uncertainty is a property of the model which is captured by replacing the deterministic network’s weight parameters with distributions over these parameters and averaging over all possible weights. However, it is time-consuming to perform inference. To build an efficient
Feature Enhancement Block (FEB)

The goal of FEB is to improve the uncertain feature. Due to the difference between image features and uncertainty map, directly using $U_m$ as a condition and concatenating it with the features as FEB’s inputs introduce bad interference. It is observed that the estimated uncertainty map is directly related to the reconstruction error, and the hard-to-dehaze regions, i.e., the edges of the objects, always have larger uncertainty values. According to this, we develop an Uncertainty-aware Feature Modulation (UFM) block to adapt the features based on $U_m$, as illustrated in Figure 4. Suppose the input and output features of UFM are $f_{in} \in \mathbb{R}^{C \times H \times W}$ and $f_{out} \in \mathbb{R}^{C \times H \times W}$, respectively. Firstly, we use $U_m$ to distinguish each pixel and obtain a confidence-aware global statistic $f_{cg} = \sum_{t=1}^{D_m} w_t f_{in}^t \in \mathbb{R}^C$, where $w^t = 1 - \frac{e^{u^t_m}}{\sum_{j=1}^{D_m} e^{u^j_m}}$ is the normalized weight of pixel $i$, and the more uncertain pixel has a small weight.

Then, we adapt $f_{in}$ using two separate paths conditioned on $f_{cg}$. In the first path, we feed $f_{cg}$ to two full-connected (FC) layers followed by a reshape layer to predict the kernel $K \in \mathbb{R}^{C \times 1 \times k \times k}$ of a depth-wise convolution, where $k \times k$ is the kernel size. Then $f_{in}$ is processed with a depth-wise convolution (using $K$) to produce $f_1$. Note that the generated kernel values can be very large or small for some features, and directly using $K$ for convolution will make the network unstable. Thus, we propose a kernel normalize layer here, where $K_{i,nn,k,k} \leftarrow K_{i,nn,k,k} / \sqrt{\sum_{k' \times k'} K_{i,nn,k',k'}^2 + \varepsilon}$, and $\varepsilon$ is a small constant to avoid numerically unstable. This operation restores $f_1$ back to the unit standard deviation. Moreover, we feed $f_{cg}$ to another two FC layers, which is followed by a sigmoid layer to predict each channel’s weight $v \in \mathbb{R}^C$. Then we perform channel-wise feature modulation using $v$, and obtain $f_2 = f_{in} \odot v$, where $\odot$ is element-wise product. After that, we obtain the intermediate feature $f_m = f_1 + f_2$.

Finally, we input $f_m$ to two $3 \times 3$ convolution layers and add the result to $f_m$ to produce the output feature $f_{out}$. We observe that simply stacking $N$ UFM blocks to build a deep FEB can hardly achieve performance gain, so we design FEB by stacking $N$ UFM blocks followed by a $3 \times 3$ convolutional layer and a skip connection, as illustrated in Figure 4.

UFM adapts the feature by learning a convolution kernel $K$ and channel-wise coefficients $v$ based on the uncertainty map. Therefore UFM can well exploit the uncertainty information. The adaptive $K$ and $v$ make every UFM different and dynamic. It is demonstrated in the ablation study that our UDN benefits from UFM to achieve better performance.

Uncertainty-Driven Self-Distillation Loss

It is observed that the colors of a hazy-free image are well approximated by a few hundred distinct colors [Berman, Avidan et al. 2016] and we can reconstruct a clear image by capturing the long-range dependency between pixels. The characteristic of non-local similarity implies that two distant pixels with the same color in the clear image may suffer from different degradations in their hazy image. A dehazing network needs to map these two different hazy pixels to the same color, forming a difficult many-to-one mapping. To ease the problem, we assume pixels with similar hazy-free colors are reconstructed from a similar representation. That is, the pixels which are similar in the clear image should also be similar in the feature domain. Based on this assumption, we propose a self-distillation loss $L_{SD}$. Given a pair of hazy and clear images, we first search for the $i$-th pixel’s $S$ most similar pixels in the hazy-free image and denote their indexes by a set $\Omega_{m}^{i}(m = 1, \ldots, M)$. We treat the average representation of the $S$ pixels as the prototype and force the feature of the $i$-th pixel $f_{in}^{i}$ close to it. In this way, the knowledge of non-local similar pixels is transferred each other. The whole process is illustrated in Figure 6 and the
self-distillation loss $L_{SD}$ is formulated as:

$$L_{SD}^m = \frac{1}{D_m} \sum_{i=1}^{D_m} \left( \sum_{j \in \Omega_m} (IF^i_m - \frac{1}{S} \sum_{j \in \Omega_m} IF^j_m)^2 \right).$$

(5)

The contextual information may be different between non-local similar pixels, leading to the features extracted from the hazy pixels with different degrees of uncertainty. Hence, treating all similar pixels in $\Omega_m$ equally may over-emphasize the uncertain features and ignore the confident ones. Besides, if a pixel can obtain a confident representation, there is no need to distill knowledge from its similar pixels. Therefore, we introduce the uncertainty estimate of every pixel into $L_{SD}$ and propose the uncertainty-driven self-distillation loss $L_{USD}$ as:

$$L_{USD}^m = \frac{1}{D_m} \sum_{i=1}^{D_m} U^i_m (IF^i_m - \sum_{j \in \Omega_m} (1 - z^j_m) IF^j_m)^2,$$

(6)

where every pixel has a loss weight $U^i_m$, and more knowledge is distilled from the features of the more confident similar pixels with a normalized weight $z^j_m = \frac{e^{u^j_m}}{\sum_{j \in \Omega_m} e^{u^j_m}}$.

**Training Strategy**

Due to $M$ UDMs in UDN, there are $M + 1$ UEBs to estimate the dehazing results and uncertainty maps. We formulate the overall objective as follows:

$$L = \sum_{m=1}^{M+1} \theta_m (L_r^m + \lambda_p L_p^m) + \lambda_u \sum_{m=1}^{M} \theta_m L_{USD}^m,$$

(7)

where $L_r^m$ is the reconstruction loss described in Eq. 3, $L_p^m$ is the perceptual loss [Johnson, Alahi, and Fei-Fei 2016], $L_{USD}^m$ is the uncertainty-driven self-distillation loss described in Eq. 6, and $\lambda_p$ and $\lambda_u$ are two weight factors. The perceptual loss $L_p$ is defined as:

$$L_p^m = \|\Phi(J) - \Phi(J_m)\|_2,$$

(8)

where $\Phi$ is a feature extractor of VGG16 [Sim et al. 2018] pre-trained on ImageNet [Deng et al. 2009].

In UDN, the former UEBs can hardly reconstruct a good result, and thus their large losses make the training excessively focus on them and adversely affect the training of the latter UEBs. Hence, we gradually increase the loss weights of UEBs, and set $\theta_m = 0.8^{M+1-m}$ empirically.

**Experiments**

**Implementation Details.** We implement UDN in the PyTorch 1.2.0 framework with an NVIDIA RTX 2080 GPU. We use batch-size of 2 and a batch-size of 256 $\times$ 256 pixels for training. Samples are augmented by random rotation and horizontally flipping. Adam optimizer is used with an initial learning rate of 0.0001 and is scheduled by cosine decay [Athiwaratkun et al. 2019]. The model is trained for 300 epochs. The parameters $M$ and $N$ are both set to 6, which means we use 6 UDMs in UDN and each contains 6 UFM. All convolutional layers have $C = 64$ channels. Besides, we empirically set $\lambda_p = 1$, $\lambda_u = 0.1$, $S = 10$, $T = 5$, and $q = 10$. Source codes (implemented in MindSpore and PyTorch) will be released later.

**Datasets.** We evaluate the proposed method on the RESIDE dataset [Li et al. 2018] which contains an Indoor Training Set (ITS), an Outdoor Training Set (OTS) and a Synthetic Objective Testing Set (SOTS). Specifically, ITS contains 13,990 synthetic hazy images generated from NYU Depth V2 [Nathan Silberman and Fergus 2012], OTS contains 313,950 synthetic hazy images generated from 8,970 outdoor scenes, and SOTS consists of an indoor test set and an outdoor test set, which includes 1,000 indoor/outdoor hazy images generated from 100 different indoor/outdoor scenes. Besides, we evaluate our model trained with ITS on the Middlebury dataset [Cosmin Ancuti 2016] which contains 23 hazy images generated from high-quality real scenes. We also give a quantitative evaluation on a real-world dataset O-HAZE [Ancuti et al. 2018], which contains 45 pairs of outdoor scenes recorded in haze-free and hazy conditions.
Table 1: Quantitative comparison on three synthetic datasets and a real-world dataset in terms of PSNR, SSIM and number of parameters (#param/M-Million). The sign “-” denotes the number is unavailable.

**Results on Synthetic Datasets**

In Table 1, we summarize the performance and number of parameters of our UDN and the seven SOTA approaches on SOTS indoor, SOTS outdoor, and Middlebury datasets. Our UDN achieves the best dehazing results among all methods on all datasets. In particular, compared to the previous best method AECR-Net [Wu et al. 2021] on the SOTS indoor dataset, our UDN achieves 1.3dB PSNR performance gains. Figure 5 presents a visual comparison of a hazy image from Middlebury [Cosmin Ancuti 2016]. It is observed that AOD-Net and GFN cannot successfully remove haze, and their dehazing results still suffer from serious color distortion. Although EPDN, GridDehaze, and FFA fail to restore the dense hazy area, they achieve better results in the light hazy area. Our method generates the most natural result and achieves similar colors and details to the ground truth in both the light and dense hazy regions. The PSNR and SSIM values presented in Figure 5 can also verify the superiority of UDN. To reduce the parameters of our model UDN, we also implement it by sharing all the parameters of the six UDMs. This version of UDN is denoted as UDN−. The parameters of UDN− are reduced to 0.9M. Even with few parameters, UDN−’s performance is still better than most of the compared methods.

**Results on Real-World Hazy Scenes**

**Results on O-HAZE.** We follow the setting of NTIRE Image Dehazing Challenge [Ancuti, Ancuti, and Timofte 2018] and evaluate the dehazing models by re-training UDN on the training set of O-HAZE [Ancuti et al. 2018]. Table 1 presents the quantitative results of our network and the state-of-the-arts. Obviously, our model outperforms other methods in terms of PSNR and SSIM. It demonstrates that UDN can achieve satisfactory results on images captured in real-world outdoor scenes. The visual comparison presented in Figure 1 also verifies it.

**Results on Real Hazy Photographs.** Additionally, Figure 7 shows the visual comparisons of two real-world hazy photos collected by previous works. As observed, AOD-Net, GFN, and EPDN can only remove the haze in the near scenes and fail in far and severely degraded regions. The results of FFA-Net and GridDehaze tend to leave haze or darken some regions that may be caused by the overfitting. In contrast, our UDN generates the most natural and sharp results in the whole image.

**Ablation Study**

We perform an ablation study to investigate the effectiveness of the loss functions and the main components of the proposed method. We first construct a base network as our baseline, which consists of one downsampling layer, six FEBs each with six residual blocks, and one upsampling layer. Subsequently, we construct five variants: (1) base+UEB: Add six UEBs into the baseline. (2) base+UEB+Gate: Add the gate unit (Eq. 1) into base+UEB. (3) base+UEB+Gate+UFM: Replace the residual blocks of FEBs in base+UEB with UFs. The losses in base, base+UEB, base+UEB+Gate,
Figure 8: Visualization of the uncertainty maps and prediction errors on a test image of SOTS. From top to down are the results from the 1st and 4th UEBs. From left to right are the epistemic uncertainty $\sigma_E^2$, aleatoric uncertainty $\sigma_A^2$, fused uncertainty $\sigma_E^2 + \sigma_A^2$ and error maps. Note that since the values of epistemic uncertainty are small, we scale them for better view.

Effectiveness of UEB. UDN learns the uncertainty maps with UEBs and employs the maps learned by UDM as guidance to focus on enhancing the uncertain representation. In Table 2, it shows that UEB achieves 1.19dB PSNR gains over the base network. Furthermore, we evaluate the effect of the two types of uncertainty. As reported in Table 3, using different types of uncertainty can all improve the performances, and using the fused uncertainty $U = \sigma_A^2 + \sigma_E^2$, both the base model and the full UDN model can achieve the best results. We further visualize the uncertainty maps and reconstruction errors from different UEBs in Figure 8. From top to down, we can observe that the uncertainty is decreased gradually, which indicates that our model can improve the representation quality. From left to right, we can see that the uncertainty maps are related to the reconstruction errors, and the larger the error, the higher the uncertainty value.

Effectiveness of UFM. UFM significantly improves the performance against base+UEB with an increase of 1.49dB PSNR. Therefore, UFM is effective in adaptively modulating the features. We also evaluate the effectiveness of the kernel $K$ and channel-wise weight $v$ in Table 4. It shows that both the modulations can improve the performance, and using them together obtain the best result.

Effectiveness of $L_{USD}$. $L_{USD}$ forces more self-similarity in $I_{E_m}$ and $L_{USD}$ is derived from $L_{SD}$. As reported in Table 2 with $L_{SD}$ and $L_{USD}$ we can obtain better dehazing results which benefit from the increasing of self-similarity. Moreover, to verify the assumption that similar pixels in the clear image should also be similar in the feature domain, we first randomly select a point in the GT image and choose its top 10 similar pixels, denoted as a set $A$. Then, we calculate its top 10 similar pixels in the feature domain, denoted as a set $B$. Lastly, we calculate the Intersection of Union (IOU) of set $A$ and set $B$. The average results of 10 000 randomly selected points from 100 images are 0.815 and 0.572 with $L_{USD}$ and without $L_{USD}$, respectively. It indicates that our assumption is reasonable and using it we can achieve better results.

**Table 2:** Ablation study on UDN with different architectures and loss functions on the SOTS indoor test set.

| Model          | PSNR | SSIM  |
|----------------|------|-------|
| base           | 35.53| 0.9866|
| base+UEB       | 36.6 | 0.9884|
| base+UEB+Gate  | 36.72| 0.9889|
| base+UEB+Gate+UFM | 38.21| 0.9904|
| base+UEB+Gate+UFM+LSD  | 38.39| 0.9906|
| base+UEB+Gate+UFM+USD  | 38.62| 0.9909|

| Model          | PSNR | SSIM  |
|----------------|------|-------|
| base+UEB+UFMK  | 36.72| 0.9889|
| base+UEB+UFMv  | 37.34| 0.9895|
| base+UEB+UFMM  | 37.78| 0.9899|
| base+UEB+UFM   | 38.21| 0.9904|

**Table 3:** Comparisons of different types of uncertainty. Due to the values of epistemic uncertainty are small, we remove the gate unit (Eq. 1) in UDN+$\sigma_E^2$.

**Table 4:** Comparisons of different types of UFM. UFM$_K$ and UFM$_v$ denote the model using only $K$ and only $v$, respectively. UFM uses both of them.

| Model          | PSNR | SSIM  |
|----------------|------|-------|
| base+UEB       | 36.72| 0.9889|
| base+UEB+UFMK  | 37.34| 0.9895|
| base+UEB+UFMv  | 37.78| 0.9899|
| base+UEB+UFM   | 38.21| 0.9904|

**Conclusion**

This work presents an uncertainty-driven dehazing network, UDN, for obtaining a reliable and clear dehazing result. Specifically, we develop an Uncertainty Estimation Block (UEB) to predict the aleatoric and epistemic uncertainty together. With the help of estimated uncertainty maps, we propose an Uncertainty-aware Feature Modulation (UFM) block to adaptively enhance the learned features. UFM predicts a convolution kernel and channel-wise modulation coefficients conditioned on the uncertainty weighted representation. Moreover, an uncertainty-driven self-distillation loss is presented to effectively transfer the knowledge from confident representation to uncertain one and improve the feature self-similarity. Extensive experimental results on synthetic datasets and real-world images show that UDN achieves significant quantitative and qualitative improvements, outperforming the state-of-the-arts.
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