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Abstract: Governance is a characteristic of political systems that indicates the degrees of cooperation and interaction between a state and non-state actors when it comes to decision-making that will have an impact on society. The aim of our research focuses on analysing the behaviour of the Worldwide Governance Indicators (WGI) over the 2002–2019 period, since we are interested in learning whether such indicators varied or remained constant. Moreover, we will gain insight into the evolution of these indicators across countries in different geographical areas. The techniques we have chosen for this research are as follows: Partial Triadic Analysis, also known as X-STATIS, to highlight the stable structure of the evolution of the indicators and countries along the years by means of building an average year; Tucker3 to highlight deeper relationships among countries, indicators and years. A comparative analysis of these methods will allow us to check whether the WGI are stable over the years studied or whether they vary over time, providing information about the differences between the Worldwide Governance Indicators (WGI) in several countries or geographical areas.

Keywords: Worldwide Governance Indicators (WGI); Partial Triadic Analysis; Tucker3

1. Introduction

Governance is a characteristic of political systems that indicates the degrees of cooperation and interaction between a state and non-state actors regarding decision-making that has an impact on society. This involves the traditions and institutions through which authority is exercised in a country. Among the governance quality measures that have been established over time are the Worldwide Governance Indicators (WGI), which rank countries on six aspects of ‘good governance’. These indicators are defined according to what the authors consider to be ‘fundamental governance concepts’ [1]. According to Kaufmann and Kraay [1], the indicators are as follows: voice and accountability, political stability and absence of violence, government effectiveness, regulatory quality, rule of law, and control of corruption.

A number of studies have used these indicators as explanatory variables to explore possible relationships between aspects of governance and growth, and they are also used by policymakers to monitor the quality of governance in aid recipient countries. The aim of our research focuses on analysing the behaviour of the Worldwide Governance Indicators (WGI) over 18 years, covering the 2002 to 2019 period, to learn whether the indicators varied or remained constant. Moreover, we will obtain information about the evolution of these indicators in countries located in different geographical areas.

The techniques we have chosen for this research are as follows: Partial Triadic Analysis, also known as X-STATIS, to highlight the stable structure of the evolution of the indicators.
and countries over the years by building an average year; Tucker3 to highlight deeper relationships among countries, indicators, and years.

These techniques have not yet been applied to the WGI, thereby providing the current work with a certain degree of novelty. A comparative analysis of these methods will allow us to check whether the indicators proposed by the WGI are stable along the studied years or whether they vary over time, which provides information about the differences in the Worldwide Governance Indicators (WGI) across several countries or geographical areas.

The most important contributions of this research revolve around the use of the set of indicators known as Worldwide Governance Indicators (WGI). The sample used includes 188 countries, and the study covers a period of 18 years (2002–2019). The statistical techniques used are Partial Triadic Analysis (PTA), to represent the average behaviour of indicators and countries over time and how they move away from such average, and the Tucker3 method, to highlight deeper relationships among countries, indicators, and years than the relationships found using PTA.

The results obtained allow us to draw the following general conclusions: The countries of Europe, Central Asia, and North America are linked to all the WGI indicators, achieving high values in all of them during the studied years, while the countries of the Middle East, North and Sub-Saharan Africa, and South Asia neglect all such indicators, scoring low in all of them over the studied years. The countries of Latin America, the Caribbean, East Asia and the Pacific fall midway, some of them obtaining high values and others scoring low, with no specific pattern. Additionally, all the indicators behave in a similar way, the vectors that represent them are very close and their angles are small, meaning that they all are highly correlated, except for the ‘political stability and absence of violence/terrorism’ indicator.

The structure of the paper is as follows: Section 2 addresses materials and methods, Section 3 includes the results and discussion, and Section 4 presents the conclusions.

2. Materials and Methods

2.1. Background

According to Kaufmann et al. [2], governance can be defined as the traditions and institutions by which authority in a country is exercised, which implies the capacity of governments to formulate and implement effective economic, social and institutional development policies. Governance is also referred to by the World Bank [3] as the way in which power is exercised in the management of a country’s economic and social resources for its development. In short, it could be defined as the form of governing that is aimed at achieving long-lasting economic, social and institutional development, promoting a healthy balance among the state, civil society and the market economy system.

The United Nations Development Program [4] establishes that good governance should ensure that political, social and economic issues are based on broad consensus in society. Moreover, it should also be efficient, equitable, and promote the rule of law, and the voices of the poorest and most vulnerable should be heard when it comes to decision-making regarding the allocation of development resources.

According to Absadykov [5], the Worldwide Governance Indicators (WGI) developed by Kaufmann et al. [2] are probably the most commonly used to measure and compare governance quality. These indicators correspond to around 200 countries and territories starting in 1996 and combine the views of a large number of enterprise, citizen, and expert survey respondents in industrialised and developing countries. They are based on over 30 individual data sources produced by a variety of surveys corresponding to think tanks, non-governmental organisations, international organisations, and private sector firms. The Worldwide Governance Indicators (WGI) cover six broad dimensions of governance: voice and accountability, political stability and absence of violence, government effectiveness, regulatory quality, rule of law, and control of corruption.

Absadykov [5] considers that voice and accountability and political stability and absence of violence should be included in the processes by which governments are selected,
monitored and replaced; government effectiveness and regulatory quality correspond to the government’s capacity to effectively formulate and implement sound policies; rule of law and control of corruption involve respect for citizens and the institutions that govern economic and social interactions among them.

Kaufmann et al. [6] (p. 223) establish the meaning of each of the WGI as follows: voice and accountability measures perceptions of the extent to which a country’s citizens can participate in selecting their government, as well as freedom of expression, freedom of association and media freedom; political stability and absence of violence measures perceptions of the likelihood that the government will be destabilised or overthrown by unconstitutional or violent means, including political violence and terrorism; government effectiveness measures the quality of public services, the quality of the civil service and its degree of independence from political pressures, the quality of policy formulation and implementation, and the credibility of the government’s commitment to such policies; regulatory quality attempts to measure perceptions of the government’s ability to formulate and implement sound policies and regulations that enable and promote private sector development; rule of law measures perceptions of the extent to which agents have confidence in and abide by the rules of society, and in particular the quality of contract enforcement, the police and the courts, as well as the likelihood of crime and violence; control of corruption measures perceptions of the extent to which public power is exercised for private gain, including both petty and grand forms of corruption, as well as “capture” of the state by elites and private interests.

According to Thomas [7], several studies have used these indicators as explanatory variables and, therefore, their results depend on the indicators [8–11]. Certain economists, such as Dollar and Kraay [12], have used the indicators to explore the possible relationship between aspects of governance and growth. Kaufmann and Kraay [13] examined the relationship between the WGI and per capita income for more than 175 countries over the 2000 and 2001 period, their results revealing that good governance is necessary for high levels of per capita income. Other authors such as Hyunh and Jacho-Chavez [14] analysed the relationship between governance and economic growth using nonparametric quantile methods, their results showing that voice and accountability, political stability, and rule of law are significantly correlated with economic growth.

Whereas several studies have focused on analysing the relationship between the WGI and economic aspects, others have focused on studying the WGI in different countries. Hence, Han et al. [15] examined whether countries with above-average governance grew faster than countries with below-average governance. The conclusions drawn are centred on the fact that government effectiveness, political stability, control of corruption and regulatory quality have a more significant positive impact on a country’s growth performance than voice and accountability and rule of law. Precisely, the aim of our research is to analyse the behaviour of the WGI over several years in different countries and geographic areas.

2.2. Population and Sample

The sample used comprises 188 countries (see Appendix A) from all over the world, belonging to different geographical areas, and the data gathered correspond to the 2002–2019 period.

2.3. Principal Component Analysis

Let X be a data matrix with I rows and J columns. Let $D_I$ be a matrix with I rows and I columns with the weights for the rows on the main diagonal, that is, I coefficients whose sum equals 1 and 0 otherwise; let $D_J$ be a matrix corresponding to a symmetrical metric in the J-dimensional real space. $D_I$ can be a matrix with uniform weights for the rows, and $D_J$ can be the identity matrix (the Euclidean metric) or whatever matrices we choose.

The generalised Principal Component Analysis, gPCA (or simply PCA from now on), corresponds to the eigendecomposition of $X^t D_I X D_J$ and $X D_J X^t D_I$ (superindex t standing for transpose matrix). Thus, matrix $\Lambda$ is obtained, a matrix on whose main diagonal the
eigenvalues of $X^t D_I X_D$ or $X_D^t X_J$ are placed decreasingly sorted. The orthonormal basis of the eigenvectors of $X^t D_I X_D$ and $X_D^t X_J$ can also be computed, namely $U$ and $V$, which have the eigenvectors as columns in the same order as its associated eigenvalues in $\Lambda$.

Theoretically, matrix $X$ can be graphically represented in a $J$-dimensional space using a scatterplot with $I$ points corresponding to the rows and matching each coordinate axis to one of the variables in the columns, but in practice $J$ can take values that are higher than three and the scatterplot should be plotted using planes that represent the columns pairwise, which is not what we are interested in, since our goal is to graphically represent all the data jointly.

If we want to plot matrix $X$ in a lower dimension subspace, let us say $r < I$ and $r < J$ (typically $r = 2$ or $3$), another matrix with $I$ rows and $J$ columns is sought, but with range $r$ only, one that is similar to $X$ with minimal loss of information in its data, which means that the variability explained by the new matrix is as close as possible to the one explained by $X$. This procedure is called reduction of the dimensionality of $X$.

$U$ and $V$ are obtained by means of the eigendecompositions mentioned above, and if we take their first $r$ columns, the orthogonal projections of $X$ and $X^t$ in a subspace of lower dimension $r$ can be computed. The matrix that will yield the new coordinates of the rows in such subspace of dimension $r$ is $X_D^j V_r$, and the coordinates for the columns will be obtained in the rows of $X^t D_I U_r$.

2.4. Partial Triadic Analysis

Partial Triadic Analysis, PTA, also known as X-STATIS, belongs to the STATIS methods family used to analyse $k$-tables (Structuration des Tableaux À Trois Indices de la Statistique). This family can be thought of as providing a PCA for a set of PCAs. Partial Triadic Analysis is the simplest of these methods, but it is also the most restrictive. Its objective is to analyse a sequence of $K$ matrices with the same rows and columns, which means that the same variables must have been measured for the same subjects several times. However, there are other STATIS methods that may be used depending on the aims or design of the study being carried out, some examples being STATIS and STATIS DUAL [16], COVSTATIS [17], DI-STATIS [18], Power-STATIS [19], CANOSTATIS [20], $k + 1$-STATIS [21], DO-ACT [22], or STATIS-4 [23].

Partial Triadic Analysis, as any other STATIS method, follows the following three steps: interstructure, compromise, and intrastructure (also known as ‘trajectories’).

The interstructure step provides the coefficients for a special linear combination for the data matrices, which leads to an optimum representation called ‘compromise’. The second step computes the PCA of this linear combination. The interstructure step is a projection of the rows and columns from each matrix in the sequence on the multidimensional space obtained after the analysis of the compromise.

The advantage of Partial Triadic Analysis is that it highlights the ‘stable structure’ of a sequence of matrices. The compromise step plots this stable structure (if it exists), and the intrastructure step shows how each matrix separates from it.

The interstructure is based on the concept of ‘vectorial covariance’. A cross table matrix among all the matrices in the sequence is computed, the vectorial covariances matrix $\text{Covv}$, which can be written in a simple way as:

$$\text{Covv}_{k1,k2} = \text{Covv}(X_{k1},X_{k2}) = \langle X_{k1},X_{k2} \rangle = \text{by definition} = \text{Tr}[X_{k1}^t D_I X_{k2} D_J],$$

where $X_{k1}$ and $X_{k2}$ are the $k1$-th and the $k2$-th matrices in the sequence. The eigendecomposition of this vectorial covariances matrix (weighted according to the weights for the third dimension) provides a first eigenvector, and the coordinates $\alpha_k$ of this first eigenvector (with the same weights for the third dimension) are used as the weights to compute the compromise. Moreover, this interstructure can also be graphically represented in a two-dimensional subspace with vectors from the origin to the points given by the rows of $\text{Covv} D_K V_2$ where $V_2$ are the first two eigenvectors of the vectorial covariances matrix,
and $D_K$ is the matrix with $K$ rows and $K$ columns with the weights for the third dimension on the main diagonal and 0 otherwise.

Compromise $X_c$ is a linear combination of the original matrices, weighted by the coordinates of the first eigenvector of the interstructure and by $D_K$ (since the vectorial covariances matrix is symmetrical with positive entries, if $D_K$ is the matrix with uniform weights for the third dimension, the first eigenvector has all of its coordinates with the same sign, which we assume to be positive).

The variability explained by this compromise is maximal, and the main property is that it maximises similarity with all the original matrices.

The weight for each matrix is proportional to its explained variability, so matrices that are different from the others will be poorly weighted. That property ensures that the compromise is similar to all the matrices in the sequence in 'the best possible' way, in the sense of the minimum squares.

Therefore, the rows and the columns of $X_c$, that is, the compromise analysis, have $X_cD_JV_r$ and $X_c^tD_IU_r$ as coordinates, where $U_r$ and $V_r$ are the first $r$ columns in the eigenvector basis from the eigendecomposition of $X_cD_JX_c^tD_I$ and $X_c^tD_IX_cD_J$, respectively.

The interstructure is obtained by projecting the rows and columns of each matrix in the sequence in the compromise analysis. The coordinates for the rows and columns of each matrix $X_k$ are $X_kD_JV_r$ and $X_k^tD_IU_r$.

2.5. Tucker Methods

Before discovering three-dimensional (or multidimensional) data analysis techniques, this kind of data were analysed by unfolding the content of the cube (the sequence of matrices). The idea was to build a two-dimensional data matrix from the three-dimensional cube by removing one of the dimensions to only explore interactions between two types of units instead of among the three types. Unfolding is the procedure where a matrix is built from a cube by concatenating the matrices from the cube in only one tall matrix, so that the relationships between the first and third dimension are lost. Sometimes this procedure may not work and is, therefore, not a suitable simplification.

Another technique was to treat the data cube as a sequence of matrices and to apply a Principal Component Analysis to the matrix for each repetition of the three-dimensional cube. This technique is poorly recommended because in it all the analyses are independent and, therefore, no repetition would be related to any of the others.

Nowadays, one way to analyse a data cube $X_{IJK}$ (subindexes stand for the dimensions of the cube or the matrix) is through using one of the so-called Tucker methods, whose objectives are to reduce the dimensionality of the problem, $IJK$, and summarise the information by building a simplified model, $PQR$, to easily describe the data. Moreover, plots that show the three dimensions jointly can be very useful for this purpose.

These methods will provide answers to questions such as: which subject groups (first dimension) behave in a different way? Which variables are affected (second dimension) and during which repetitions (third dimension)? What are the relationships among the variables? What trends can be found over time? Are there different types of subjects? Answers are also needed to more complex questions, such as whether the relationships among variables vary over time, or if the structure of the variables changes in a different way for different subject groups over time.

From the algebraic point of view, Tucker methods are used to find a decomposition of data cube $X_{IJK}$ to obtain orthogonal matrices (or matrix) and other data cubes (or cube), the most used case being three orthogonal matrices, $A_{IP}$, ($I$ rows and $P$ columns) $B_{JQ}$ ($J$ rows and $Q$ columns) and $C_{KR}$ ($K$ rows and $R$ columns), and another data cube, $G_{PQR}$, called core array, where $PQR$ is simpler than $IJK$, so that the tensorial product of $G$, $A^t$, $B^t$ and $C^t$ will be the best approximation for $X$, whose $ijk$-th entry is:

$$((G_{x1}A^t)_{x2}B^t)_{x3}C^t)_{ijk} = \sum_{p=1}^{P} \sum_{q=1}^{Q} \sum_{r=1}^{R} a_{ip}b_{jq}c_{kr}g_{pqr}$$

(2)
where \( A = (a_{ip}) \), \( B = (b_{jq}) \), \( C = (c_{kr}) \), \( G = (g_{pqr}) \) are the entries of the matrices and the cube and the subindex in the product stands for the tensorial product along the corresponding first, second or third dimensions.

Depending on the demands of the problem that is the object of study, three Tucker models are defined, Tucker3 being the most frequently used because it considers the three dimensions jointly and in an independent way for the repetitions, therefore providing a more detailed algebraic description.

The process to find the best approximation for \( X \) with \( P \times Q \times R \) components is the following iterative algorithm developed by Kiers et al. \([24]\). On it, \( A_n \) represents the matrix for the first dimension obtained in the \( n \)-th iteration; specifically, \( A_1 \) is the matrix as computed in the initial iteration; \( B_n \), \( C_n \) and \( G_n \) are analogously defined.

1. \( A_1, B_1 \) and \( C_1 \) are computed as the set of the first \( P \), \( Q \) and \( R \) left-singular vectors of the unfolding of \( X \) along the first, second and third dimension.

2. \( G_1 \) is computed as the tensorial product of \( X \), \( A_1 \), \( B_1 \) and \( C_1 \):

   \[
   [G_1]_{pqr} = \left( (X_{x1}A_1)_{x2}B_1 \right)_{x3}C_1 = \sum_i \sum_j \sum_k [A_1]_{ip}[B_1]_{jq}[C_1]_{kr}x_{ijk} \quad (3)
   \]

   That is, in this step, the core array is sought, what \( A_1, B_1 \) and \( C_1 \) are lacking to obtain the approximation for \( X \).

3. Iteration step, \( n = 1, 2, \ldots \):

   a. \( A_{n+1} \) is computed as the first \( P \) left-singular vectors of the unfolding of along the first dimension.

   \[
   (X_{x2}B_n)_{x3}C_n \quad (4)
   \]

   b. \( B_{n+1} \) is computed as the first \( Q \) left-singular vectors of the unfolding of along the second dimension.

   \[
   (X_{x1}A_{n+1})_{x3}C_n \quad (5)
   \]

   c. \( C_{n+1} \) is computed as the first \( R \) left-singular vectors of the unfolding of along the third dimension.

   \[
   (X_{x1}A_{n+1})_{x2}B_{n+1} \quad (6)
   \]

   d. \( G_{n+1} \) is computed as the tensorial product of \( X, A_{n+1}, B_{n+1} \) and \( C_{n+1} \).

   e. Step 3 stops when the differences between \( A_{n+1}, B_{n+1} \) and \( C_{n+1} \) are lower than a value established from the beginning.

4. Matrices \( A, B, C \) and core array \( G \) are defined as those obtained after the \( n \)-th iteration: \( A = A_{n+1}, B = B_{n+1}, C = C_{n+1}, G = G_{n+1} \).

The way of choosing which \( P \times Q \times R \) model to consider is by computing the previous decomposition for every combination \( P \times Q \times R \) with \( P, Q, R \) lower or equal to \( I, J, K \), respectively.

Once that has been completed, it is necessary to find the simplest combination among the most stable ones and among the ones that reach a high enough percentage of explained variation. The sum of the number of components \( S = P + Q + R \) is computed for each model and, for each value of \( S \), the model with the lowest value for the residual quadratic sum will be chosen. Thus, a list of models is obtained, one for each value of \( S \). Next, the increasing ratio between the residual quadratic sum and \( S \) for each of the previous models is computed in increasing order for \( S \), and those models whose increasing ratio is similar to the next one are chosen, that is, the most stable models. Finally, the model chosen for the analysis will be the one that has the lowest value of \( S \) among the most stable ones, that is, the simplest among the most stable ones.

The core array can be interpreted as the strength of the relationships among the components for the different dimensions, as well as the weights for the combination of the components, or as measure of the interactions, and the square of each element as the explained variation.
However, the final interpretation of the subjects, variables and repetitions for a combination of components, \( P \times Q \times R \), not only depends on whether the element of \( G \) has a high value, but also on the combination of the signs of the four factors in the term \( a_{ip} b_{jq} c_{kr} g_{pqr} \). For example, if \( g_{pqr} \) presents a positive sign, the \( i \)-th subject presents a positive sign in the \( p \)-th component, the \( j \)-th variable presents a positive sign in the \( q \)-th component and the \( k \)-th repetition presents a positive sign in the \( r \)-th component, the interaction among the \( i \)-th subject, the \( j \)-th variable and the \( k \)-th repetition will be positive, and during the \( k \)-th repetition, the \( i \)-th subject will have a high value in the \( j \)-th variable. If an entry in the core array is small, the interpretation of that combination will not be needed.

The possibility of a huge number of combinations and interpretations using the Tucker3 technique for this type of three-dimensional data make it an undoubtedly attractive method to be considered.

As mentioned above, most of the results obtained after using the Tucker3 model are focused on the understanding of the interactions according to the signs for the four factors. However, these results can be difficult to interpret. The plots for the three dimensions, called joint biplots, are an easy way to visually understand these interactions. They are construed as the classic biplots developed by Gabriel [25], except for the fact that each biplot is built for two combinations of components, one on the horizontal axes and another on the vertical ones.

Therefore, each of the plots has three sub-plots, one for each dimension, with two components in all of them, and they represent the corresponding columns of matrices \( A, B, C \) from the decomposition of \( X \). Thus, visual interpretations of the relationships can be obtained by jointly representing the three dimensions in only one plot.

The two methods (PTA and Tucker3) used for analysing data matrices sequences (even sets with clear structures) have different advantages [17] which we will proceed to summarise. The main advantage of PTA is optimum compromise (a maximisation of the similarity with all the original matrices), which means that it represents the stable component of the variations among the variables and subjects in the cube; moreover, it is also easy to use and can provide very detailed graphic results. On the other hand, Tucker3 shares the same advantages but with a difference: while PTA is good to highlight the stable part of a data cube structure, Tucker3 can yield deeper interactions than those obtained with PTA and can, therefore, be used to describe the interactions among the different rows, columns and repetitions in a more specialised way. Thus, the level of specialisation obtained by using Tucker3 is higher than that reached by visualizing and interpreting the groups obtained from the compromise analysis, which means that we can find and study an interaction where different numbers of components for the three dimensions are retained; for example, the first component combination for the rows, the third component for the columns and the second component for the repetitions.

3. Results and Discussion

Our data are sorted in a cube comprising 188 rows for the countries, with 6 columns for the WGI indicators, for 18 repetitions, representing the 18 years covered by the analysed period (2002–2019).

The objective of the Partial Triadic Analysis performed is to highlight the stable structure of the countries and the indicators over the 18 years; that is, to find an ‘average year’ to represent the countries and indicators in this stable structure, and to show how each one of them separates from that stable structure. On the other hand, the purpose of the Tucker3 method is to reduce the dimensionality of the data, which in this case is for 188 countries \( \times \) 6 indicators \( \times \) 18 years, by means of three matrices, one for each dimension, and one smaller data cube containing the interactions among rows, columns, and repetitions. This method differs from Partial Triadic Analysis in the fact that the interactions that can be found are deeper.

The first plot obtained after the PTA (Figure 1) is the interstructure, which is a graphic representation that illustrates the similarities and differences among the analysed repeti-
tions, which in our case are the different years. It also shows which of the repetitions are the most relevant to build the compromise matrix; that is, the years that are closer to an ‘average year’ that will highlight the stable part of the evolution of the data over time.

This graph is useful to find the most similar year on average to all the others, that is, the most similar year to the most stable configuration, which is the one nearest to the horizontal axis, the abscissa axis: 2011 in this case. Similarly, it also shows how the years are grouped; several years will belong to the same group if they form small angles among them: on the one hand, the 2002 to 2010 period, in the fourth quadrant, is far from 2011 to 2019, in the first quadrant, which means that there is significative evidence to prove that something could have happened between 2010 and 2011 to justify the different values of the WGI indicators between the two groups of years. Moreover, subgroups of even more similar years can be found, such as 2002 to 2003, 2004 to 2005, or 2016 to 2019, forming even smaller angles among them.

Once the similarities and differences among the repetitions and the ‘average year’ are known, a second step allows us to explicitly obtain this ‘average year’ as a combination of all the repetitions, which is how the compromise matrix was computed, a matrix including the countries and the most stable values they take in the WGI indicators. This matrix can be analysed using PCA (Figure 2).

This plot is interpreted as follows, with Countries represented according to the region they belong to using different colours: Sub-Saharan Africa in red, North America in orange, Latin America and Caribbean in yellow, South Asia in green, East Asia and Pacific in turquoise, Europe and Central Asia in blue, and the Middle East and North Africa in violet. The WGI indicators are represented with vectors.

The left part of Figure 2 shows how most of the countries located in the same region are close to each other (Europe and Central Asia, North America, the Middle East and North Africa, South Asia, and Sub-Saharan Africa). Moreover, the groups arranged by regions are placed on the plot forming a left-to-right gradient: the Middle East and North Africa, South Asia, and Sub-Saharan Africa on the left, and Europe and Central Asia and North America on the right. This means that the main reason for country separation is the region they belong to or their income level, which is the feature that is represented on the abscissa axis, that is, the first axis from the eigendecomposition of the corresponding

Figure 1. Interstructure from the Partial Triadic Analysis.
The right side of the figure illustrates how the WGI indicators are related to each other. It can be interpreted as follows: indicators that are placed forming small angles among them are positively correlated, in this case all of them except political stability and absence of violence/terrorism (PSAVT). Therefore, PSAVT is independent from the others because it forms an almost 90-degree angle with the rest of vectors (vectors forming 180-degree angles would have meant a negative correlation). Hence, the interpretation is about the angles, not about where the indicators are located; for example, the CC indicator is below the horizontal axis, but the important thing is that it forms small angles with the other indicators (except PSAVT). The lengths of the vectors that represent the indicators can be interpreted too; generally speaking, all the indicators present long vectors, which means that the countries present a high variability in the values they take in them.

Similarities among countries and indicators can be interpreted from both parts of the figure jointly, according to which half-plane or quadrant the countries and indicators are located on. Therefore, countries from Europe, Central Asia, and North America lean toward all the WGI indicators, because both the countries and indicators appear on the right half-plane, on the first and fourth quadrants. On the other hand, countries from the Middle East and North Africa, South Asia, and Sub-Saharan Africa are hardly concerned about the WGI indicators, since they appear on the left half-plane, on the second and third quadrants. Regarding the political stability and absence of violence/terrorism indicator, according to the countries that are placed on its quadrant, which is the fourth one, and also according to the countries that form a small angle with this indicator, certain countries, such as Namibia, Cape Verde, Botswana, Seychelles (from Sub-Saharan Africa), the United Arab Emirates, Qatar, Oman, Kuwait (from the Middle East), and Bhutan (from South Asia) present higher values, which can also be observed in certain countries from East Asia and the Pacific, such as Samoa, Brunei Darussalam, or Vanuatu.

Finally, the countries and indicators corresponding to all the years are projected onto the same subspace as the compromise matrix (Figure 3), the representation of the so-called infrastructure or trajectories, and with it the evolution of the countries and the WGI indicators over time can be interpreted in a more detailed way. For example,
the countries with the longest trajectories, which are those that have evolved the most over time, belong to Sub-Saharan Africa, South Asia, the Middle East, and North Africa. The indicators that varied the most are political stability and absence of violence/terrorism (PSAVT) and, to a lesser extent, voice and accountability (VA) and regulatory quality (RQ).

![Figure 3. Infrastructure from the Partial Triadic Analysis. Red: Sub-Saharan Africa; Orange: North America; Yellow: Latin America and Caribbean; Green: South Asia; Turquoise: East Asia and Pacific; Blue: Europe and Central Asia; Violet: the Middle East and North Africa. VA: voice and accountability; PSAVT: political stability and absence of violence/terrorism; GE: government effectiveness; RQ: regulatory quality; CC: control of corruption; RL: rule of law.](image)

Let us now present the results obtained after performing the Tucker3 analysis. First, we must choose how many components to retain for each of the following dimensions: countries, indicators, and years. Of the two resulting tables, Table 1 shows every possible combination of components with the percentages of explained variability, and Table 2 summarises the previous table for those combinations that have the best explained variability for a fixed sum of components.

The second table shows that the percentages of fit of combinations $4 \times 4 \times 1$, $5 \times 3 \times 2$, and $5 \times 4 \times 2$ are 94.961%, 95.064% and 96.205%, respectively, which are high enough considering that a $188 \times 6 \times 18$ data cube has been simplified by means of $4 \times 4 \times 1$, $5 \times 3 \times 2$, or $5 \times 4 \times 2$ data cubes. Moreover, the increase in explained variability, if the next most complex model were to be considered ($5 \times 4 \times 3$), would only be 0.042%, as shown in the Difference in Percentage of Fit column, which can be considered insignificant from a statistical point of view.

Similarly, a graph where all the models are represented according to the sum of the number of their components against the residual sum of squares can be used to choose the combination of components, as explained in the previous section. In this study, the plot would be as follows (Figure 4):
Table 1. All the combinations from the Tucker3 analysis.

| Model Size | Sum | Best Given Sum | SS(Res) | Prop. SS(Fit) | Model Size | Sum | Best Given Sum | SS(Res) | Prop. SS(Fit) |
|------------|-----|----------------|---------|--------------|------------|-----|----------------|---------|--------------|
| 1 x 1 x 1  | 3   | *              | 3308.958| 83.755       | 3 x 5 x 4  | 12  |                | 1376.777| 93.241       |
| 1 x 2 x 2  | 5   |                | 3307.826| 83.760       | 3 x 5 x 5  | 13  |                | 1375.004| 93.249       |
| 1 x 3 x 3  | 7   |                | 3307.038| 83.764       | 4 x 1 x 4  | 9   |                | 2957.384| 85.481       |
| 1 x 4 x 4  | 9   |                | 3306.544| 83.767       | 4 x 2 x 2  | 8   |                | 1868.315| 90.828       |
| 1 x 5 x 5  | 11  |                | 3306.420| 83.767       | 4 x 2 x 3  | 9   |                | 1855.011| 90.893       |
| 2 x 1 x 2  | 5   |                | 3048.533| 85.033       | 4 x 2 x 4  | 10  |                | 1851.122| 90.912       |
| 2 x 2 x 1  | 5   | *              | 2255.791| 88.925       | 4 x 2 x 5  | 11  |                | 1850.416| 90.915       |
| 2 x 2 x 2  | 6   | *              | 2250.081| 88.953       | 4 x 3 x 2  | 9   |                | 1105.532| 94.572       |
| 2 x 2 x 3  | 7   |                | 2248.863| 88.959       | 4 x 3 x 3  | 10  |                | 1098.449| 94.607       |
| 2 x 2 x 4  | 8   |                | 2248.695| 88.960       | 4 x 3 x 4  | 11  |                | 1093.319| 94.632       |
| 2 x 3 x 2  | 7   |                | 2249.425| 88.957       | 4 x 3 x 5  | 12  |                | 1090.714| 94.645       |
| 2 x 3 x 3  | 8   |                | 2246.417| 88.971       | 4 x 4 x 1  | 9   | *              | 1081.457| 94.691       |
| 2 x 3 x 4  | 9   |                | 2245.392| 88.976       | 4 x 4 x 2  | 10  |                | 1057.790| 94.807       |
| 2 x 3 x 5  | 10  |                | 2245.136| 88.978       | 4 x 4 x 3  | 11  |                | 1050.201| 94.844       |
| 2 x 4 x 2  | 8   |                | 2249.351| 88.957       | 4 x 4 x 4  | 12  |                | 1046.179| 94.864       |
| 2 x 4 x 3  | 9   |                | 2246.051| 88.973       | 4 x 4 x 5  | 13  |                | 1043.419| 94.877       |
| 2 x 4 x 4  | 10  |                | 2244.665| 88.980       | 4 x 5 x 2  | 11  |                | 1055.475| 94.818       |
| 2 x 4 x 5  | 11  |                | 2243.713| 88.985       | 4 x 5 x 3  | 12  |                | 1047.257| 94.859       |
| 2 x 5 x 3  | 10  |                | 2245.841| 88.974       | 4 x 5 x 4  | 13  |                | 1042.767| 94.881       |
| 2 x 5 x 4  | 11  |                | 2244.357| 88.981       | 4 x 5 x 5  | 14  |                | 1039.888| 94.895       |
| 2 x 5 x 5  | 12  |                | 2243.343| 88.986       | 5 x 1 x 5  | 11  |                | 2945.580| 85.539       |
| 3 x 1 x 3  | 7   |                | 2978.887| 85.375       | 5 x 2 x 3  | 10  |                | 1788.169| 91.221       |
| 3 x 2 x 2  | 7   |                | 1968.215| 90.337       | 5 x 2 x 4  | 11  |                | 1781.841| 91.252       |
| 3 x 2 x 3  | 8   |                | 1962.870| 90.363       | 5 x 2 x 5  | 12  |                | 1780.773| 91.257       |
| 3 x 2 x 4  | 9   |                | 1959.272| 90.381       | 5 x 3 x 2  | 10  | *              | 1005.368| 95.064       |
| 3 x 2 x 5  | 10  |                | 1958.705| 90.384       | 5 x 3 x 3  | 11  |                | 988.930 | 95.145       |
| 3 x 3 x 1  | 7   | *              | 1401.009| 93.122       | 5 x 3 x 4  | 12  |                | 982.689 | 95.176       |
| 3 x 3 x 2  | 8   | *              | 1390.893| 93.171       | 5 x 3 x 5  | 13  |                | 979.881 | 95.189       |
| 3 x 3 x 3  | 9   |                | 1384.196| 93.204       | 5 x 4 x 2  | 11  | *              | 773.081 | 96.205       |
| 3 x 3 x 4  | 10  |                | 1381.162| 93.219       | 5 x 4 x 3  | 12  | *              | 764.424 | 96.247       |
| 3 x 3 x 5  | 11  |                | 1379.475| 93.228       | 5 x 4 x 4  | 13  |                | 757.950 | 96.279       |
| 3 x 4 x 2  | 9   |                | 1388.386| 93.184       | 5 x 4 x 5  | 14  |                | 754.844 | 96.294       |
| 3 x 4 x 3  | 10  |                | 1381.552| 93.217       | 5 x 5 x 1  | 11  |                | 984.566 | 95.166       |
| 3 x 4 x 4  | 11  |                | 1378.019| 93.235       | 5 x 5 x 2  | 12  |                | 765.531 | 96.242       |
| 3 x 4 x 5  | 12  |                | 1376.263| 93.243       | 5 x 5 x 3  | 13  | *              | 756.739 | 96.285       |
| 3 x 5 x 2  | 10  |                | 1387.607| 93.188       | 5 x 5 x 4  | 14  | *              | 749.892 | 96.318       |
| 3 x 5 x 3  | 11  |                | 1380.317| 93.223       | 5 x 5 x 5  | 15  | *              | 746.564 | 96.335       |

* Combinations with the highest explained variability for each sum of components.
Table 2. Combinations with the best fit from the Tucker3 analysis.

| Model Size | S | SS(Res)     | Prop. SS(Fit) | DifFit |
|------------|---|-------------|---------------|--------|
| 1 × 1 × 1  | 3 | 3308.958137 | 83.755        | 83.755 |
| 2 × 2 × 1  | 5 | 2255.790992 | 88.925        | 5.170  |
| 2 × 2 × 2  | 6 | 2250.080653 | 88.953        | 0.028  |
| 3 × 3 × 1  | 7 | 1401.008776 | 93.122        | 4.168  |
| 3 × 3 × 2  | 8 | 1390.893179 | 93.171        | 0.050  |
| 4 × 4 × 1  | 9 | 1081.456978 | 94.691        | 1.519  |
| 5 × 3 × 2  | 10| 1005.368107 | 95.064        | 0.374  |
| 5 × 4 × 2  | 11| 773.080876  | 96.205        | 1.140  |
| 5 × 4 × 3  | 12| 764.424491  | 96.247        | 0.042  |
| 5 × 5 × 3  | 13| 756.739013  | 96.285        | 0.038  |
| 5 × 5 × 4  | 14| 749.892233  | 96.318        | 0.034  |
| 5 × 5 × 5  | 15| 746.563583  | 96.335        | 0.016  |

The second table shows that the percentages of fit of combinations 4 × 4 × 1, 5 × 3 × 2, and 5 × 4 × 2 are 94.961%, 95.064%, and 96.205%, respectively, which are high enough considering that a 188 × 6 × 18 data cube has been simplified by means of 4 × 4 × 1, 5 × 3 × 2, or 5 × 4 × 2 data cubes. Moreover, the increase in explained variability, if the next most complex model were to be considered (5 × 4 × 3), would only be 0.042%, as shown in the Difference in Percentage of Fit column, which can be considered insignificant from a statistical point of view.

Similarly, a graph where all the models are represented according to the sum of the number of their components against the residual sum of squares can be used to choose the combination of components, as explained in the previous section. In this study, the plot would be as follows (Figure 4):

![Figure 4](image-url)

Here, model 4 × 4 × 1 appears as one of the simplest (it has the lowest residual sum of squares for the models that have the same sum of the number of components), and also as the first of the most stable ones, which are to the right of the pink line (the subsequent models have a statistically insignificant decrease in the residual sum of squares).

Nonetheless, 5 × 4 × 2 is the model chosen because of what was explained for Tables 1 and 2 above, and because if two components are not considered for the third dimension, no differences will be seen among the years, and it is interesting to see how our data evolve over time.

The following results are obtained after performing the same Tucker3 analysis, but now choosing the 5 × 4 × 2 model as components. Table 3 shows the first result obtained, the so-called core array, and the core matrix presented as a table. It is associated with the explained variability and considers the different combinations of the dimension components. The signs for interpreting the interactions among the components of the dimensions are also shown, although only those of them that are statistically significant, meaning not zero, will be interpreted.
Table 3. Core matrix from the Tucker3 analysis.

| Mode 2 Components | Mode 2 Components |
|-------------------|-------------------|
| Residual Sums of Squares | Explained Variability |
| 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 |
| Mode 3, Component 1 | Mode 1 components | Mode 1 components |
| 1 | $-130.607$ | $-0.832$ | $-0.039$ | $0.301$ | $83.747$ | $0.003$ | $0.000$ | $0.000$ |
| 2 | $0.206$ | $-32.438$ | $-0.668$ | $-0.742$ | $0.000$ | $5.166$ | $0.002$ | $0.003$ |
| 3 | $0.003$ | $0.663$ | $-29.222$ | $0.091$ | $0.000$ | $0.002$ | $4.192$ | $0.000$ |
| 4 | $-0.044$ | $0.491$ | $-0.092$ | $-16.726$ | $0.000$ | $0.001$ | $0.000$ | $1.373$ |
| 5 | $0.014$ | $-0.149$ | $-0.399$ | $-6.225$ | $0.000$ | $0.000$ | $0.001$ | $0.190$ |
| Mode 3, Component 2 | Mode 1 components | Mode 1 components |
| 1 | $0.377$ | $0.353$ | $0.449$ | $-0.016$ | $0.001$ | $0.001$ | $0.001$ | $0.000$ |
| 2 | $-0.150$ | $0.814$ | $-0.373$ | $-1.108$ | $0.000$ | $0.003$ | $0.001$ | $0.006$ |
| 3 | $0.105$ | $1.918$ | $-2.170$ | $0.278$ | $0.000$ | $0.018$ | $0.023$ | $0.000$ |
| 4 | $-6.116$ | $2.528$ | $2.454$ | $-1.281$ | $0.184$ | $0.031$ | $0.030$ | $0.008$ |
| 5 | $14.357$ | $-6.037$ | $0.703$ | $2.148$ | $1.012$ | $0.179$ | $0.002$ | $0.023$ |

For example, by retaining one component for each dimension, an explained variability of $83.747\%$ is obtained out of the total of $96.205\%$.

The following two plots will be interpreted: the one corresponding to the combinations of components $1 \times 1 \times 1$ and $2 \times 2 \times 1$ (Figure 5); the one corresponding to combination $5 \times 1 \times 2$ (Figure 6).

Figure 5. Plot for the first two components of each dimension as obtained from the Tucker3 analysis. Red: Sub-Saharan Africa; Orange: North America; Yellow: Latin America and Caribbean; Green: South Asia; Turquoise: East Asia and Pacific; Blue: Europe and Central Asia; Violet: the Middle East and North Africa. VA: voice and accountability; PSAVT: political stability and absence of violence/terrorism; GE: government effectiveness; RQ: regulatory quality; CC: control of corruption; RL: rule of law.

Since the $1 \times 1 \times 1$ element in the core matrix (Table 3) is negative ($-130.607$), the countries with positive coordinates in the first component, which are those on the right half-plane (quadrants I and IV) in Figure 5, have a positive interaction with all the indicators (because they appear on the right half-plane, they have positive coordinates) in every year (because they are on the left half-plane, they have negative coordinates).

Countries (first axis $+$) x indicators (first axis $+$) x years (first axis $-$) x core matrix ($-$) = interaction ($+$)

Thus, most of the countries of Europe, Central Asia, and North America score high on all the indicators during all the analysed years. Conversely, most of the countries of the Middle East and North Africa, South Asia, and Sub-Saharan Africa take low values in all the indicators during all the analysed years.
Countries (first axis \(-\)) \times \text{indicators (first axis +)} \times \text{years (first axis \(-\)) \times \text{core matrix (\(-\)) = interaction (\(-\))}

![Figure 6](image-url). Plot for the first two components of the second and third dimensions. Red: Sub-Saharan Africa; Orange: North America; Yellow: Latin America and Caribbean; Green: South Asia; Turquoise: East Asia and Pacific; Blue: Europe and Central Asia; Violet: the Middle East and North Africa. VA: voice and accountability; PSAVT: political stability and absence of violence/terrorism; GE: government effectiveness; RQ: regulatory quality; CC: control of corruption; RL: rule of law.

The two conclusions above, drawn from the product of the signs, are clearly illustrated in Figure 5, where countries, indicators, and years are represented.

Additionally, using Figure 5, and being aware that the element \(2 \times 2 \times 1\) in the core matrix is negative too \((-32,438)\), an interpretation similar to that of the previous case can be made, but this time considering the vertical axes on the subplots for the countries and the indicators, so that the countries can be differentiated in detail depending on which variables they take higher values in. For example, Slovenia, Andorra, Liechtenstein, Croatia, Iceland, and the Slovak Republic are located on the fourth quadrant and, therefore, have a negative sign in the coordinate for the second component. Although they still take high values in all the indicators, such values are slightly higher in political stability and absence of violence/terrorism (PSAVT) and, to a lesser extent, in control of corruption (CC), these indicators being on the lower half-plane (quadrant IV).

Countries (second axis \(-\)) \times \text{indicators (second axis \(-\)) \times \text{years (first axis \(-\)) \times \text{core matrix (\(-\)) = interaction (+)}

On the other hand, countries such as Spain, the United Kingdom, the United States, France, Greece or Cyprus take higher values in the rest of the indicators.

Countries (second axis +) \times \text{indicators (second axis +)} \times \text{years (first axis \(-\)) \times \text{core matrix (\(-\)) = interaction (+)}

These two differentiations, that have been obtained with the signs of the components \(2 \times 2 \times 1\), have an explained variability of 5.166%, similar to those obtained after studying the signs for the combination \(1 \times 1 \times 1\) have an explained variability of 83.747%.

Again, these two conclusions drawn from the product of the signs can be easily observed in Figure 5, which represents the countries, indicators, and years.

As an example of how to interpret the second component for the years dimension, we will now discuss combination \(5 \times 1 \times 2\), which means that the fifth component of the countries will have to be considered, as well as the first one of the indicators and the second one of the years. Figure 6 shows the fifth component of the countries on the vertical axis and the first one of the indicators on the horizontal axis.

Figure 6 shows the first and fifth components of the first dimension after the Tucker3 analysis. It can be observed that element \(5 \times 1 \times 2\) in the core matrix is positive (14.357).

Over the 2002–2010 period, countries of Europe, Central Asia, and North America, such as Greece, Hungary, Ukraine, Turkey, Italy, or the Slovak Republic, as well as countries of the Middle East, North Africa, South Asia, and Sub-Saharan Africa, such as the Syrian Arab Republic, Libya, Mali, Yemen (Rep.), Bahrain, or Mozambique, achieve slightly high values in all the indicators:
Countries (second axis +) × indicators (first axis +) × years (second axis +) × core matrix (+) = interaction (+)

On the other hand, during the same years, countries such as Georgia, Uzbekistan, Serbia, or Belarus, and Rwanda, Liberia, Côte d’Ivoire, Bhutan, Zimbabwe, Nepal, Guinea, or Sri Lanka take low values in all the indicators:
Countries (second axis −) × indicators (first axis +) × years (second axis +) × core matrix (+) = interaction (−)

While over the 2011–2019 period the topics of interest reverse when compared to the previous years, 2002–2010 being on the upper half-plane and 2011–2019 on the lower one, the interstructure plot from the PTA analysis (Figure 1) also shows how the 2002–2010 period is different from the 2011–2019 period. Once again, evidence has been found to prove that something could have happened between 2010 and 2011 that could justify the different values of the WGI indicators between the two sets of years, something that did not depend on the countries or their income level, since countries in different regions and with different income levels changed their topics of interest from 2010 to 2011.

Note that these last results explain a variability of 1.012%, so they should only be interpreted after addressing all the elements in the core matrix with higher explained variability, and by understanding that these results are useful to explain a less evident differentiation among countries, indicators, and years.

The conclusions drawn from the product of the signs can be easily observed in Figure 6, in which the countries, indicators, and years are represented.

4. Conclusions

The aim of this study was to check whether the values obtained from the indicators belonging to the Worldwide Governance Indicators (WGI) were similar across the world and over the years, or whether there are differences, and, if so, their level. For this purpose, a sample of 188 countries was analysed over a period of 18 years (2002–2019) using the following two statistical techniques: Partial Triadic Analysis (PTA) to represent the average behaviour of the indicators and the countries over time and how they separated from such average; the Tucker3 method to highlight deeper relationships among countries, indicators, and years than those that can be found with PTA.

Unlike other techniques, the results obtained after performing a PTA and a Tucker3 analysis (interstructure, compromise and trajectories plots, tables, and figures with all the possible combinations of models, a table with the strength of the interactions among the dimensions, and graphs illustrating those interactions) can help us to visually represent differences in the behaviour, separations from the average or noticeable alterations for the three dimensions of the data cube (countries in rows, WGI indicators in columns, years of study in frontal layers).

The Partial Triadic Analysis performed using the sample leads to the following general conclusions: the countries from Europe, Central Asia, and North America are linked to all the WGI indicators and take high values in all of them during all the years of study, while the countries from the Middle East, North and Sub-Saharan Africa, and South Asia pay attention to none of the indicators and take low values in all of them, again, during all the years of study. The countries from Latin America, the Caribbean, East Asia, and the Pacific are placed in a middle point with no clear pattern, since some of them take high values and others score low.

Additionally, all the indicators behave in a similar way, the vectors that represent them are very close and their angles are small, which means that they are all highly correlated, except for the ‘political stability and absence of violence/terrorism’.

Regarding the years covered, there is a clear evolution in the WGI, with a marked difference between the first and last years, each year being only similar to the previous and the subsequent years. Moreover, the largest gaps are found between 2010 and 2011, so that there is a significant difference between the 2002–2010 and the 2011–2019 period.
The Tucker3 method performed using the same sample leads to deeper conclusions (see the last paragraphs of the previous section), such as how several countries are more closely associated with certain indicators during certain periods, while others pay more attention to the rest of the indicators during the same years, or how some countries are more related to certain indicators during certain years, while the same countries pay more attention to other indicators during other years. Hence, the difference between Partial Triadic Analysis and the Tucker3 method is about general conclusions versus deeper relationships.

Among the weaknesses of this research are the lack of information for a greater number of years, as well as the fact that there are no other studies where these methodologies are applied to the Worldwide Governance Indicators (WGI), so that our results cannot be checked against those of other investigations.

Regarding future research, we intend to continue along this line using other statistical techniques that have not been tried, with the aim of learning the behaviour of the Worldwide Governance Indicators (WGI), for example Tucker3 with Categorical Principal Component Analysis, Power-Statis, or STATIS-4. Additionally, we would like to subject a larger number of years to study, and analyse how other macroeconomic variables, such as GDP, can influence the WGI.

**Author Contributions:** Conceptualisation I.G.-Á.; data, I.G.-Á.; methodology, M.R.-R.; software, M.R.-R.; validation, M.R.-R.; formal analysis and data, M.R.-R.; investigation, P.V.-G.; data curation, P.V.-G.; writing, P.V.-G.; writing–review and editing, I.G.-Á., M.R.-R. and P.V.-G. All authors have read and agreed to the published version of the manuscript.

**Funding:** The authors wish to acknowledge the Junta de Castilla y León and the European Regional Development Fund (Grant CLU-2019-03) for the financial support to the Research Unit of Excellence “Economic Management for Sustainability” (GECOS).

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** The data analysed in this paper to compare the techniques performed can be found in [http://info.worldbank.org/governance/wgi/](http://info.worldbank.org/governance/wgi/) (accessed on 7 September 2021).

**Conflicts of Interest:** The authors declare no conflict of interest.

**Appendix A**

| Country/Territory | Code | Region | Country/Territory | Code | Region | Country/Territory | Code | Region |
|-------------------|------|--------|-------------------|------|--------|-------------------|------|--------|
| Angola            | AGO  | 1      | Ecuador           | ECU  | 3      | Belarus           | BLR  | 6      |
| Burundi           | BDI  | 1      | Grenada           | GRD  | 3      | Switzerland       | CHE  | 6      |
| Benin             | BEN  | 1      | Guatemala         | GTM  | 3      | Cyprus            | CYP  | 6      |
| Burkina Faso      | BFA  | 1      | French Guiana     | GUF  | 3      | Czech Republic    | CZE  | 6      |
| Botswana          | BWA  | 1      | Guyana            | GUY  | 3      | Germany           | DEU  | 6      |
| Central African Republic | CAF | 1 | Honduras | HND | 3 | Denmark | DNK | 6 |
| Côte d’Ivoire     | CIV  | 1      | Haiti             | HTI  | 3      | Spain             | ESP  | 6      |
| Cameroon          | CMR  | 1      | Jamaica           | JAM  | 3      | Estonia           | EST  | 6      |
| Congo, Rep.       | COG  | 1      | St. Lucia         | LCA  | 3      | Finland           | FIN  | 6      |
| Comoros           | COM  | 1      | Mexico            | MEX  | 3      | France            | FRA  | 6      |
| Cape Verde        | CPV  | 1      | Nicaragua         | NIC  | 3      | United Kingdom    | GBR  | 6      |
| Eritrea           | ERI  | 1      | Panama            | PAN  | 3      | Georgia           | GEO  | 6      |
| Country/Territory       | Code | Region | Country/Territory       | Code | Region | Country/Territory       | Code | Region |
|-------------------------|------|--------|-------------------------|------|--------|-------------------------|------|--------|
| Ethiopia                | ETH  | 1      | Peru                    | PER  | 3      | Greece                  | GRC  | 6      |
| Gabon                   | GAB  | 1      | Puerto Rico             | PRI  | 3      | Croatia                 | HRV  | 6      |
| Ghana                   | GHA  | 1      | Paraguay                | PRY  | 3      | Hungary                 | HUN  | 6      |
| Guinea                  | GIN  | 1      | El Salvador             | SLV  | 3      | Ireland                 | IRL  | 6      |
| Gambia, The             | GMB  | 1      | Suriname                | SUR  | 3      | Iceland                 | ISL  | 6      |
| Guinea-Bissau           | GNB  | 1      | Trinidad and Tobago      | TTO  | 3      | Italy                   | ITA  | 6      |
| Equatorial Guinea       | GNQ  | 1      | Uruguay                 | URY  | 3      | Kazakhstan              | KAZ  | 6      |
| Kenya                   | KEN  | 1      | St. Vincent and the Grenadines | VCT  | 3      | Kyrgyz Republic        | KGZ  | 6      |
| Liberia                 | LBR  | 1      | Venezuela, RB           | VEN  | 3      | Liechtenstein           | LIE  | 6      |
| Lesotho                 | LSO  | 1      | Afghanistan             | AFG  | 4      | Lithuania               | LTU  | 6      |
| Madagascar              | MDG  | 1      | Bangladesh              | BGD  | 4      | Luxembourg              | LUX  | 6      |
| Mali                    | MLI  | 1      | Bhutan                  | BTN  | 4      | Latvia                  | LVA  | 6      |
| Mozambique              | MOZ  | 1      | India                   | IND  | 4      | Moldova                 | MDA  | 6      |
| Mauritania              | MRT  | 1      | Sri Lanka               | LKA  | 4      | North Macedonia         | MKD  | 6      |
| Mauritius               | MUS  | 1      | Maldives                | MDV  | 4      | Netherlands             | NLD  | 6      |
| Malawi                  | MWI  | 1      | Nepal                   | NPL  | 4      | Norway                  | NOR  | 6      |
| Namibia                 | NAM  | 1      | Pakistan                | PAK  | 4      | Poland                  | POL  | 6      |
| Niger                   | NER  | 1      | Australia               | AUS  | 5      | Portugal                | PRT  | 6      |
| Nigeria                 | NGA  | 1      | Brunei Darussalam       | BRN  | 5      | Romania                 | ROM  | 6      |
| Rwanda                  | RWA  | 1      | China                   | CHN  | 5      | Russian Federation      | RUS  | 6      |
| Sudan                   | SDN  | 1      | Fiji                    | FJI  | 5      | Serbia                  | SRB  | 6      |
| Senegal                 | SEN  | 1      | Hong Kong SAR, China    | HKG  | 5      | Slovak Republic         | SVK  | 6      |
| Sierra Leone            | SLE  | 1      | Indonesia               | IDN  | 5      | Slovenia                | SVN  | 6      |
| Somalia                 | SOM  | 1      | Japan                   | JPN  | 5      | Sweden                  | SWE  | 6      |
| São Tomé and Principe   | STP  | 1      | Cambodia                | KHM  | 5      | Tajikistan              | TJK  | 6      |
| Swaziland               | SWZ  | 1      | Korea, Rep.             | KOR  | 5      | Turkmenistan            | TKM  | 6      |
| Seychelles              | SYC  | 1      | Lao PDR                 | LAO  | 5      | Turkey                  | TUR  | 6      |
| Chad                    | TCD  | 1      | Macao SAR, China        | MAC  | 5      | Ukraine                 | UKR  | 6      |
| Togo                    | TGO  | 1      | Myanmar                 | MMR  | 5      | Uzbekistan              | UZB  | 6      |
| Tanzania                | TZA  | 1      | Mongolia                | MNG  | 5      | United Arab Emirates    | ARE  | 7      |
| Uganda                  | UGA  | 1      | Malaysia                | MYS  | 5      | Bahrain                 | BHR  | 7      |
| South Africa            | ZAF  | 1      | New Zealand             | NZL  | 5      | Djibouti                | DJI  | 7      |
| Congo, Dem. Rep.        | ZAR  | 1      | Philippines             | PHL  | 5      | Algeria                 | DZA  | 7      |
| Zambia                  | ZMB  | 1      | Papua New Guinea        | PNG  | 5      | Egypt, Arab Rep.        | EGY  | 7      |
Table A1. Cont.

| Country/Territory     | Code | Region                     | Country/Territory | Code | Region                     | Country/Territory | Code | Region |
|-----------------------|------|----------------------------|-------------------|------|----------------------------|-------------------|------|--------|
| Zimbabwe              | ZWE  | 1                          | Korea, Dem. Rep.  | PRK  | 5                          | Iran, Islamic Rep.| IRN  | 7      |
| Canada                | CAN  | 2                          | Singapore         | SGP  | 5                          | Iraq              | IRQ  | 7      |
| United States         | USA  | 2                          | Solomon Islands   | SLB  | 5                          | Israel            | ISR  | 7      |
| Argentina             | ARG  | 3                          | Thailand          | THA  | 5                          | Jordan            | JOR  | 7      |
| Antigua and Barbuda   | ATG  | 3                          | Timor-Leste       | TMP  | 5                          | Kuwait            | KWT  | 7      |
| Bahamas, The          | BHS  | 3                          | Taiwan, China     | TWN  | 5                          | Lebanon           | LBN  | 7      |
| Belize                | BLZ  | 3                          | Vietnam           | VNM  | 5                          | Libya             | LBY  | 7      |
| Bolivia               | BOL  | 3                          | Vanuatu           | VUT  | 5                          | Morocco           | MAR  | 7      |
| Brazil                | BRA  | 3                          | Samoa             | WSM  | 5                          | Malta             | MLT  | 7      |
| Barbados              | BRB  | 3                          | Andorra           | ADO  | 6                          | Oman              | OMN  | 7      |
| Chile                 | CHL  | 3                          | Albania           | ALB  | 6                          | Qatar             | QAT  | 7      |
| Colombia              | COL  | 3                          | Armenia           | ARM  | 6                          | Saudi Arabia      | SAU  | 7      |
| Costa Rica            | CRI  | 3                          | Austria           | AUT  | 6                          | Syrian Arab Republic | SYR | 7      |
| Cuba                  | CUB  | 3                          | Azerbaijan        | AZE  | 6                          | Tunisia           | TUN  | 7      |
| Cayman Islands        | CYM  | 3                          | Belgium           | BEL  | 6                          | West Bank and Gaza | WBG | 7      |
| Dominica              | DMA  | 3                          | Bulgaria          | BGR  | 6                          | Yemen, Rep.       | YEM  | 7      |
| Dominican Republic    | DOM  | 3                          | Bosnia and Herzegovina | BIH | 6                             |                    |      |        |

1: Sub-Saharan Africa; 2: North America; 3: Latin America and Caribbean; 4: South Asia; 5: East Asia and the Pacific; 6: Europe and Central Asia; 7: the Middle East and North Africa.
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