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Abstract

Multivariate Confidence Region (MCR) cannot be used to obtain the confidence region of the mean vector of multivariate data when the normality assumption is not satisfied; however, the Quantile Confidence Region (QCR) could be used with a Multivariate Quantile Vector in these cases. The coverage rate of the QCR is better than MCR; however, it has a disadvantage because the QCR has a wide shape when the probability density function follows a bimodal form. In this study, we propose a Quantile Confidence Region using the Highest density (QCRHD) method with the Highest Density Region (HDR). The coverage rate of QCRHD was superior to MCR, but is found to be similar to QCR. The QCRHD is constructed as one region similar to QCR when the distance of the mean vector is close. When the distance of the mean vector is far, the QCR has one wide region, but the QCRHD has two smaller regions. Based on these features, it is found that the QCRHD can overcome the disadvantages of the QCR, which may have a wide shape.
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1. Introduction

Under the assumption of a multivariate normal distribution, the multivariate confidence region (MCR) of the mean vector is expressed in the form of an ellipse and sphere in two and three dimensions, respectively (Chew, 1966; Fan and Zhang, 2000; Frank, 1996; Johnson and Whichern, 2002; Sun and Loader, 1994). However, constructing a confidence region using the MCR of the population mean vector is not easy when a large amount of real data does not satisfy the normality assumption (Asgharzadeh and Abdi, 2011). For these non-normal real data, Hong and Kim (2017) proposed the quantile confidence region (QCR) using the multivariate quantile vector suggested by Hong et al. (2016). The QCR can be obtained in the sample data as well as data that does not satisfy the normality assumption. It was found that the QCR has a similar coverage rate to MCR under the normality assumption, and, in particular, the coverage rate of the QCR is better than MCR in the case that the normality assumption is not satisfied. However, when the probability density function has a bimodal form, it is a disadvantage that the QCR has a wide shape (Hong and Kim, 2017). Hyndman (1996) proposed the highest density region (HDR) method as an alternative confidence interval method to summarize a probability distribution by region, where it provides a relatively small region, and the HDR is well known as the highest posterior density region in Bayesian statistics (Turkkan and Pham-Gia, 1997). Tian et al. (2011) also proposed an alternative confidence region, called the highest confidence density region, using the confidence distribution which is useful to estimate constrained parameters.

This study proposed a method of QCR using HDR called a quantile confidence region using highest density (QCRHD) to overcome the disadvantage of QCR. The QCRHD is a method to construct
QCR using information obtained from the probability density function. We discuss the characteristics and advantages of the QCRHD by comparing the shapes and coverage rates of the QCR and MCR with various probability density functions. In particular, the shapes and coverage rates of the QCRHD are compared with both QCR and MCR for asymmetric probability density functions; in addition, we also include bimodal probability density functions.

Section 2 introduces a method to obtain the QCRHD, which is also an alternative QCR using HDR. In Section 3, the QCRHDs for various probability density functions that do not follow the normal distribution function are obtained and compared with QCR and MCR. In Section 4, the performance and coverage rate of QCRHD is evaluated and compared with the QCR and MCR. Finally, Section 5 discusses future studies and derives some conclusions.

2. Quantile confidence region using highest density

We introduce an alternative QCR method using the HDR, which is called the QCRHD. Before explaining the multivariate QCRHD generally, we discuss only the bivariate QCRHD that can be visually explained. First, in order to use the HDR method, the $(1 - \alpha)100\%$ HDR, which is denoted as $R(k_\alpha)$, for the bivariate probability density function is (Hyndman, 1996):

$$R(k_\alpha) = \{(z_1, z_2) : f(z_1, z_2) \geq k_\alpha\},$$  

(2.1)

where $k_\alpha$ is the largest constant satisfying $P((Z_1, Z_2) \in R(k_\alpha)) \geq 1 - \alpha$ and $f(z_1, z_2)$ is the bivariate probability density function of random variable $(Z_1, Z_2)$. Note that $R(k_\alpha)$ is the subset of the sample space of $(Z_1, Z_2)$.

Whereas the QCR of Hong and Kim (2017) is derived using upper $\alpha/2$ and $1 - \alpha/2$ quantile vectors, the QCRHD is derived by obtaining the quantile vectors based on the higher part of the probability density function.

For a given $\alpha \in (0, 1)$, the $(1 - \alpha)100\%$ QCRHD is obtained as:

1. For an initial $\alpha' (\neq \alpha)$, select a constant $k_{\alpha'}$ and a set of the vector $R(k_{\alpha'}) = \{(z_{1\alpha'}, z_{2\alpha'})\}$ in (2.1). A constant $k_{\alpha'}$ and the set of vector $R(k_{\alpha'})$ are obtained as in the left plot in Figure 1.

2. With the set of the vector $R(k_{\alpha'}) = \{(z_{1\alpha'}, z_{2\alpha'})\}$ obtained in Step 1, Find $q_L = \min F(z_1, z_2)$ and $q_U = \max F(z_1, z_2)$, for any $(z_1, z_2) \in R(k_{\alpha'})$, where $F(z_1, z_2)$ denotes cumulative distribution function of $(Z_1, Z_2)$. The $q_L$ and $q_U$ could be identified in the same way as the second one in Figure 1.

3. For a given $(q_L, q_U)$ obtained in Step 2, determine the quantile vectors $\{z_{qL} = (z_{1qL}, z_{2qL})\}, \{z_{qU} = (z_{1qU}, z_{2qU})\}$ that satisfy the probabilities corresponding to the upper regions of $z_{qL}$ and $z_{qU}$ are $\alpha_{L'}^*$ and $\alpha_{U'}^*$, respectively, that is,

$$\int_{(z_1, z_2) \in R_{qL}^2} dF(z_1, z_2) = \alpha_{L'}^* \quad \text{and} \quad \int_{(z_1, z_2) \in R_{qU}^2} dF(z_1, z_2) = \alpha_{U'}^*,$$

where $R_{qL}^2$ and $R_{qU}^2$ are the upper regions of $z_{qL}$ and $z_{qU}$, respectively.

4. Repeat Step 1 through 3 until $\alpha_{L'} = \alpha_L$, $\alpha_{U'} = \alpha_U$ in order to obtain $k_{\alpha'}$ and $R(k_{\alpha'})$ in Step 1. Note that $\alpha_L$ and $\alpha_U$ may not be equal to $1 - \alpha/2$ and $\alpha/2$, respectively. But $\alpha_L - \alpha_U$ should be $1 - \alpha$. Then the probability between two quantile vectors for $\alpha_L$ and $\alpha_U$, $z_{qL}$, and $z_{qU}$, must be $1 - \alpha$, that is, $P(X \in (z_{qL}, z_{qU})) = \alpha_U - \alpha_L = 1 - \alpha$. Two quantile vectors for $\alpha_L$ and $\alpha_U$ may be obtained in the same way as the third plot in Figure 1.
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Figure 1: Quantile confidence region using highest density with one set of the vector $R(k^*)$.

Figure 2: Quantile confidence region using highest density with two sets of the vector $R(k^*)$.

5. Finally, $(1 - \alpha)100\%$ QCRHD can be constructed with truncated vectors whose end point vectors in $z_{\alpha L}$ and $z_{\alpha U}$ are explained in Hong and Kim (2017). This QCRHD shape looks correct in Figure 1.

If there exist two sets of the vector $R(k^*)$ in Step 1, then $q_L$ and $q_U$ in Step 2 and the quantile vectors, $z_{\alpha L}$ and $z_{\alpha U}$, in Step 4 must obtain two sets corresponding to each of two sets of $R(k^*)$, so that the probability between two sets of two quantile vectors must be equal to $1 - \alpha$. The steps for this case can be seen in Figure 2.

3. Shape comparison of QCRHD, QCR, and MCR

The shapes of the 95% QCRHD, QCR, and MCR are obtained and visualized, and their characteristics are discussed under the following mixture distributions:

$$
\lambda \phi \left( x; -\mu, \Sigma_1 \right) + (1 - \lambda) \phi \left( x; \mu, \Sigma_2 \right), \\
\lambda = 0.3, 0.5, 0.7, \ \mu = \left( \frac{1}{1} \right) or \left( \frac{2}{2} \right), \Sigma_1 = \left( \sigma_1^2 \rho \sigma_1 \sigma_2 \right), \Sigma_2 = \left( \sigma_2^2 \rho \sigma_2 \sigma_1 \right), and \phi(\cdot) is the normal density function.
$$

3.1. Case for $\mu = (1 1)^T$, $\sigma_1^2 = \sigma_2^2 = 1$

In the case of $\mu = (1 1)^T$, $\sigma_1^2 = \sigma_2^2 = 1$ in (3.1), the HDR has a shape with one region, since the distance between the mean vector of the mixture distribution is short. Therefore, the QCRHD appears as one region in Figure 3. In particular, the shapes and characteristics of the QCRHD can be understood to be similar to the QCR. Figure 3 shows the shapes of the 95% QCRHD, QCR, and MCR with respect to $\lambda$ and $\rho$. The green line, red line, and blue line are represented by $\lambda = 0.3, 0.5, and 0.7$, respectively.
The common features of the QCRHD, QCR, and MCR can be seen in Figure 3. First, the QCRHD, QCR, and MCR narrow as the $\rho$ changes from $-0.5$ to 0.5. In addition, the distance between the upper and lower bounds of both the QCRHD and QCR increases and the length for lower bound becomes shorter. With respect to the changes of $\lambda$, the three regions are all positioned toward $-\mu$. The shape of the MCR is elliptical with the region of the MCR slightly wider than the QCRHD and QCR.

3.2. Case for $\mu = (2, 2)^T$, $\sigma_1^2 = \sigma_2^2 = 1$

Next, a bimodal probability density function where the distance between the mean vector is sufficiently long, i.e., $\mu = (2, 2)^T$, $\sigma_1^2 = \sigma_2^2 = 1$ in (3.1) is considered. In this case, the HDR has two regions of the QCRHD, as shown in Figure 2. The shapes of the 95% QCRHD, QCR, and MCR with respect to $\lambda$ and $\rho$ are represented in Figure 4. The green line, red line, and blue line are represented by $\lambda = 0.3$, 0.5, and 0.7, respectively.

The common characteristics on the shapes of the QCRHD, QCR, and MCR with respect to $\lambda$ and $\rho$ in Figure 4 are similar to those in Figure 3. The shapes of the each regions narrow as $\rho$ increases.
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Figure 4: Shapes of QCRHD, QCR, and MCR when $\mu = (2.2)^T$, $\sigma_1^2 = \sigma_2^2 = 1$. QCRHD = QCR using highest density; QCR = quantile confidence region; MCR = multivariate confidence region.

from $-0.5$ to $0.5$. The length in the lower bound as well as the distance between the lower and upper bounds of the QCRHD and QCR have an analogous behavior in Section 3.1. Finally, as $\lambda$ increases from $0.3$ to $0.7$, the centers of QCRHD, QCR, and MCR all shift toward $-\mu$.

It is remarkable in Figures 3 and 4 that the shapes of the QCRHD are different, whereas those of the QCR are similar. First, the QCRHD in Figure 4 consists of two regions. Note that the QCRHD in Figure 3 only has one region. Among the two regions of the QCRHD, the region located at the lower left has a similar shape to the QCR. However, the upper right region has a more angled lower bound than the QCR. These characteristics stand out when $\rho$ is negative (for example, $-0.5$). However, the upper right region gradually has similar shapes with the QCR as $\rho$ increases to $0.5$; therefore, the shape of the region at the upper right and the region at the lower left become similar.

Another comparison of shapes between the QCRHD, QCR, and MCR can be explored in Figure 6 and 8. In both cases, the lower bound of the lower left QCRHD almost overlap with the QCR. It also can be found that the QCR is always composed of one region, even when the probability density function has a bimodal form. While the QCRHD and QCR have similar regions in Figure 6 where
the mean vectors are close, the QCRHD has a smaller region than the QCR in Figure 8 where mean vectors are distant. When \( \rho \) is 0.5, the difference of region between the QCRHD and QCR is not significant; however, it is substantial when \( \rho \) is \(-0.5\). We may conclude that the QCRHD overcomes the drawbacks of QCR, which is one of the purposes of this study.

In the case of MCR, it is in the form of an ellipse regardless of \( \lambda \) or \( \rho \). Since the MCR is composed of a single region, the MCR is found to have a considerably wide region when the distance between the mean vector is large.

As mentioned at the end of Section 2, when there exist two sets of the vector \( \tilde{R}(k) \), the QCRHD has two regions. This case is not considered to find the QCRHD in this work if the two regions of the QCRHD overlap. Section 5 explains the reason for this.

### 3.3. Case for \( \mu = (2 \ 2)^T \), \( \sigma^2_1 = 4 \), \( \sigma^2_2 = 1 \)

In Section 3.3, the normal mixture distribution with different variance-covariance matrix, \( \mu = (2 \ 2)^T \), \( \sigma^2_1 = 4 \), \( \sigma^2_2 = 1 \) with \( \rho = -0.5 \) in (3.1), is considered. Figure 5 represents the shapes of QCRHD, QCR, and MCR according to the change of \( \lambda \). The green line, red line, and blue line are represented by cases of \( \lambda = 0.3 \), \( 0.5 \), \( 0.7 \), respectively. The QCRHD has two regions, whereas both the QCR and MCR consist of a single region. It could be found that the shapes of QCRHD, QCR, and MCR in Figure 5 are similar to Figure 4 in Section 3.2. Therefore, as described in Section 3.2, all three regions in this case are found to be positioned toward \(-\mu \) as \( \lambda \) increases. The lower bound of the QCRHD in Figure 5 is shown to be longer than Figure 4. In addition, the QCRHD in Figure 5 has a shorter distance between the two regions in Figure 4. That is a characteristic of the QCRHD in Figure 5, since \( \sigma^2_1 \) in \( \Sigma_1 \) is larger than \( \sigma^2_2 \) in \( \Sigma_2 \). Therefore, the shape of the QCRHD depends on the distribution.

It could be observed that the QCR also has similar characteristic with the QCRHD, and its lower bound in Figure 5 has a longer length than in Figure 4. The MCR still has the form of a single ellipse, but the MCR in Figure 4 has a slimmer shape than Figure 5.

Figure 5 provides only the case of \( \rho = -0.5 \). The characteristics of the QCRHD could be easily extended and explained to cases of \( \rho = 0 \) and 0.5 because the behavior of the QCRHD in Section 3.3 are similar to those in Section 3.2.
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4. Comparison of coverage rates for QCRHD, QCR, and MCR

We have found that the QCRHD can overcome the disadvantage of the QCR which has wide region. In this section, we compare the performance of the QCRHD with the QCR and MCR. After obtaining the 95% QCRHD, QCR, and MCR, their coverage rates are calculated and compared. In order to calculate coverage rates, 100 sample means are generated from (3.1) with the variance-covariance matrix times 1/n. Then, the corresponding coverage rates are calculated as the ratio of sample means included in each region with 1,000 iterations.

4.1. Case for $\mu = (1\ 1)^T$, $\sigma_1^2 = \sigma_2^2 = 1$

When $\mu = (1\ 1)^T$, $\sigma_1^2 = \sigma_2^2 = 1$ in (3.1) with the variance-covariance matrix times 1/n, Figure 6 demonstrates how each regions cover 100 sample means. The blue, red, and green lines indicate QCRHD, QCR, and MCR, respectively. From Figure 6, it can be seen that the region of the MCR...
Table 1: Comparison of coverage rates between QCRHD, QCR, and MCR when $\mu = (1, 1)^T$, $\sigma_1^2 = \sigma_2^2 = 1$

| $\lambda$ | $\rho$  | 95% QCRHD Coverage | SE | 95% QCR Coverage | SE | 95% MCR Coverage | SE |
|---------|---------|-------------------|----|-----------------|----|-----------------|----|
| 0.3     | −0.5    | 94.57             | 2.22 | 95.25           | 2.06 | 96.87           | 1.71 |
|         | 0.0     | 94.78             | 2.18 | 95.05           | 2.18 | 96.61           | 1.79 |
|         | 0.5     | 94.78             | 2.14 | 95.02           | 2.24 | 96.38           | 1.84 |
|         | −0.5    | 95.10             | 2.09 | 94.92           | 2.12 | 97.35           | 1.60 |
| 0.5     | 0.0     | 94.50             | 2.25 | 95.10           | 2.18 | 97.18           | 1.69 |
|         | 0.5     | 95.07             | 2.10 | 95.10           | 2.12 | 97.02           | 1.74 |
| 0.7     | −0.5    | 94.95             | 2.24 | 95.13           | 2.13 | 96.92           | 1.70 |
|         | 0.0     | 94.91             | 2.21 | 94.96           | 2.14 | 96.56           | 1.83 |
|         | 0.5     | 94.86             | 2.06 | 95.05           | 2.19 | 96.33           | 1.78 |

QCRHD = QCR using highest density; QCR = quantile confidence region; MCR = multivariate confidence region.

Figure 7: Comparison of coverage rates between QCRHD, QCR, and MCR when $\mu = (1, 1)^T$, $\sigma_1^2 = \sigma_2^2 = 1$. QCRHD = QCR using highest density; QCR = quantile confidence region; MCR = multivariate confidence region.

is slightly larger than the QCRHD and QCR. Table 1 and Figure 7 summarize the coverage rate of the 95% QCRHD, QCR, and MCR with respect to $\lambda$ and $\rho$, where the red line, green line and blue line represent the QCRHD, QCR, and MCR respectively. It can be seen that coverage rates of 95% QCRHD and QCR are close to 0.95, and the standard deviation is also similar. However, the coverage rate of the MCR is bigger than 0.95, so the performance of the QCRHD is considered similar to QCR and better than MCR.

4.2. Case for $\mu = (2, 2)^T$, $\sigma_1^2 = \sigma_2^2 = 1$

In case of $\mu = (2, 2)^T$, $\sigma_1^2 = \sigma_2^2 = 1$ in (3.1), it can also be explored that the QCRHD is constructed with two small regions whereas the QCR has one big region, as discussed in Section 3.2. Figure 8 illustrates how each region covers 100 sample means. The blue, red, and green lines indicate the QCRHD, QCR, and MCR, respectively. It is also found that the sample means are unlikely to locate between two regions of the QCRHD. The coverage rates of the 95% QCRHD, QCR, and MCR are summarized in Table 2 and represented in Figure 9. Similar to the result of Section 4.1, both the 95% QCRHD and QCR show coverage rates close to 0.95, but the MCR has a value larger than 0.95.
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Figure 8: Shapes of QCRHD, QCR, and MCR when $\mu = (2, 2)^T$, $\sigma_1^2 = \sigma_2^2 = 1$. QCRHD = QCR using highest density; QCR = quantile confidence region; MCR = multivariate confidence region.

Table 2: Comparison of coverage rates between QCRHD, QCR, and MCR when $\mu = (2, 2)^T$, $\sigma_1^2 = \sigma_2^2 = 1$

| $\lambda$ | $\rho$ | $\lambda = 0.3$ | $\lambda = 0.5$ | $\lambda = 0.7$ |
|-----------|--------|-----------------|-----------------|-----------------|
|           |        | Coverage | SE   | Coverage | SE   | Coverage | SE   |
| -0.5      | 0.0    | 95.09    | 2.27 | 95.15    | 2.13 | 96.91    | 1.70 |
| 0.0       | 0.5    | 95.19    | 2.14 | 94.98    | 2.21 | 96.55    | 1.79 |
| 0.5       | 0.0    | 95.07    | 2.24 | 95.11    | 2.10 | 96.89    | 1.74 |
| 0.0       | 0.5    | 94.93    | 2.14 | 95.21    | 2.11 | 97.29    | 1.58 |
| 0.5       | 0.0    | 94.98    | 2.20 | 94.97    | 2.19 | 97.36    | 1.57 |
| 0.0       | 0.5    | 95.07    | 2.11 | 95.10    | 2.14 | 96.79    | 1.73 |
| 0.5       | 0.0    | 94.92    | 2.15 | 95.11    | 2.07 | 96.76    | 1.75 |
| 0.0       | 0.5    | 94.91    | 2.26 | 95.01    | 2.19 | 96.79    | 1.75 |

QCRHD = QCR using highest density; QCR = quantile confidence region; MCR = multivariate confidence region.
Figure 9: Comparison of coverage rates between QCRHD, QCR, and MCR when $\mu = (2, 2)^T$, $\sigma^2_1 = \sigma^2_2 = 1$. QCRHD = QCR using highest density; QCR = quantile confidence region; MCR = multivariate confidence region.

Figure 10: Comparison of coverage rates between QCRHD, QCR, and MCR when $\mu = (2, 2)^T$, $\sigma^2_1 = 4$, $\sigma^2_2 = 1$. QCRHD = QCR using highest density; QCR = quantile confidence region; MCR = multivariate confidence region.

4.3. Case for $\mu = (2, 2)^T$, $\sigma^2_1 = 4$, $\sigma^2_2 = 1$

Whereas the coverage rates of the QCRHD, QCR, and MCR under the normal mixture distribution are considered with equal variance-covariance matrix in Sections 4.1 and 4.2, one compares their coverage rates under (3.1) with a different variance-covariance matrix in this section, i.e., $\sigma^2_1 = 4$, $\sigma^2_2 = 1$ with $\mu = (2, 2)^T$ and $\rho = -0.5$. We compare the coverage rates of the QCRHD, QCR, and MCR according to the change of $\lambda$.

The blue, red, green lines in Figure 10 are represented by shapes of the QCRHD, QCR, and MCR, respectively according to the change of $\lambda$. While the QCRHD has smaller region than the QCR in Figure 8, the QCRHD in Figure 10 has similar region as the QCR when $\lambda = 0.3, 0.5$, but smaller region when $\lambda = 0.7$. Figure 10 shows that the MCR has smaller region than the QCRHD and QCR.

The coverage rates of the 95% QCRHD, QCR, and MCR are provided in Table 3. Coverage rates of the QCRHD and QCR are close to 0.95, whereas the MCR has smaller value than 0.95. Therefore, one might conclude that the QCRHD has better performance than the MCR in this Section.
Table 3: Comparison of coverage rates between QCRHD, QCR, and MCR when $\mu = (2, 2)^T$, $\sigma_1^2 = 4$, $\sigma_2^2 = 1$

| $\rho$ | $\lambda$ | 95% QCRHD Coverage | SE | 95% QCR Coverage | SE | 95% MCR Coverage | SE |
|--------|-----------|-------------------|----|-----------------|----|-----------------|----|
| -0.5   | 0.3       | 94.90             | 2.05 | 95.05           | 2.11 | 90.49           | 2.52 |
|        | 0.5       | 95.02             | 2.05 | 95.12           | 2.31 | 92.46           | 2.61 |
|        | 0.7       | 95.11             | 2.15 | 94.95           | 2.17 | 90.95           | 2.80 |

QCRHD = QCR using highest density; QCR = quantile confidence region; MCR = multivariate confidence region.

Figure 11: Comparison of coverage rates between QCRHD, QCR, and MCR when $\mu = (2, 2)^T$, $\sigma_1^2 = 4$, $\sigma_2^2 = 1$. QCRHD = QCR using highest density; QCR = quantile confidence region; MCR = multivariate confidence region.

Table 3 provides only the case of $\rho = -0.5$. Therefore, we can expect similar results when $\rho = 0$ and 0.5 are based on the finding of the QCRHD in Section 3.3.

5. Conclusion and further study

The well-known MCR cannot be used when the multivariate data does not satisfy the normality assumption. Hong and Kim (2017) proposed a QCR using the multivariate quantile vector and showed that the coverage rate of the QCR is better than MCR when the assumption of normality is not satisfied. However, the QCR has a disadvantage of a wide region when the probability density function has the bimodal form. In order to overcome the disadvantage of the QCR, an alternative QCR, called QCRHD, is proposed using the HDR of Hyndman (1996) that can utilize information obtained from the probability density function.

The QCRHD has either one big region or two small regions whose shapes are dependent on the type of distribution. The QCRHD has one single region for mixture distributions with a short distance between mean vectors or heavy tails of the variance-covariance matrix. However, the QCRHD is represented by two small regions when the distance between the mean vector of mixture distribution is large or the variance-covariance matrix has a light tail.

The results of this study show that the QCRHD has better coverage rates than MCR with various probability density functions and shows a similar performance with the QCR. In addition, the QCRHD has an advantage that it has smaller region than the QCR. Therefore, one could conclude that QCRHD are better than QCR in terms of coverage rates and shapes.

We consider only the cases of one region of the QCRHD and two non-overlapped regions of the QCRHD. When there exist two regions of the QCRHD and their two regions overlap, it is found that the regions of the QCRHD become too narrow, so that the coverage rate of that case becomes worse
than those of other cases. Consequently, we consider two cases in this work. One is that there exists only one set of the vector $R(k_\alpha)$ as well as one region of the QCRHD. The other is when there exist two sets of the vector $R(k_\alpha)$ and these corresponding regions of the QCRHD do not overlap. Hence, research on the overlapped regions of QCRHD will be left to a future study.

The discussion on the QCRHD is restricted to the bivariate probability density function in this study. However, the QCRHD study might be extended to multivariate probability density functions. Even though the multivariate QCRHD cannot be visualized, it is left to a future study to discuss the characteristics of the multivariate QCRHD. In addition, research on cases greater than a trimodal will be an interesting problem.
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