ON MEANDRIC PERMUTATIONS

VIKTOR LOPATKIN

ABSTRACT. We give criteria for a permutation to be meandric. Furthermore, we construct a bijection between meanders and specific types of Gauss diagrams derived from the Thurston generators of braid groups. This enables us to devise an algorithm for constructing such diagrams and to encode meanders using matrices that are precisely the incidence matrices of the corresponding adjacency graphs of the diagrams. Ultimately, we demonstrate that these matrices are idempotent over the field GF(2) and derive a criterion for a permutation to be meandric.

INTRODUCTION

The term meander was introduced by Arnold in [A88] to denote a connected oriented non-self-intersecting curve in the plane intersecting a fixed oriented baseline in \( n \) points. The intersections are assumed to be strict crossings (=transversal intersections).
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**Figure 1.** In other words, a meander can also be defined as follows. Take a fixed oriented line \( L \) in \( \mathbb{R}^2 \), a meander of order \( n \) (in this case \( n = 6 \)) is a non-self-intersecting curve in \( \mathbb{R}^2 \) which transversely intersects the line at \( n \) points for some positive integer \( n \).

Meanders are of interest in physics and computational biology as models of polymer folding [DFGG97]. They arise in other guises in polymer physics, algebraic geometry, and the study of planar algebras, especially the Temperley–Lieb algebra. For applications of meanders, the reader is referred to [A88, DiF95, R83]. There is also a vast mathematical literature devoted to the enumeration of various types of meanders, which has connections to many different subjects, from combinatorics to theoretical physics and more recently to the geometry of moduli spaces [DFGG97]. We refer [Z21] to a brief recent survey of this literature.

The permutation defined by ordering the intersection points, first along the baseline and then along the meander, is called a meander permutation or meandric.
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**Figure 2.** This meander corresponds to permutation (143256)

Interest in meandric permutations predated modern interest in the enumerative theory of meanders. They were discussed for instance by P. Rosenstiehl in [R83] as planar permutations. These permutations occur in the analysis of geographical data and have the property that they can be sorted in linear time [R83].
A natural question is how to determine whether a given permutation is a meandric permutation?

In this paper, we give an answer to this question (see Corollary 5.5) as follows;

A permutation $\pi$ is meandric if and only if

$$c_\pi(i, j) \equiv \begin{cases} 
1 \pmod{2}, & \text{if there is an inversion } (i, j), \\ 
0 \pmod{2}, & \text{if there is no inversion } (i, j), 
\end{cases}$$

for any $i, j \in \{1, \ldots, n\}$.

Where $c_\pi(i, j)$ are defined as follows. For a given permutation $\pi$ of $n$ numbers $\{1, 2, \ldots, n\}$, and for $i, j \in \{1, \ldots, n\}$ we call all inversions of form $(i, k), (j, k)$ common inversions for $i, j$, and a number of all common inversions we denote by $c_\pi(i, j)$.

In this paper, we use the following ideas.

(1) Any permutation $\pi$ gives rise to a Gauss diagram $\mathcal{G}(\pi)$. We show that $\mathcal{G}(\pi)$ is realizable if and only if $\pi$ is a meandric permutation (see Theorem 4.5).

(2) For any Gauss diagram $\mathcal{G}$, we correspond a symmetric matrix $M(\mathcal{G})$ over the field $\mathbb{GF}(2)$ (this matrix is exactly an adjacency matrix for the corresponding chord intersection graph for the Gauss diagram).

(3) Using criteria of realization of Gauss diagrams obtained by B. Shtylla, L. Tradli, and L. Zulli in [STZ09] we deduce (see Theorem 5.4) that a permutation $\pi$ is meandric if and only if

$$(M(\mathcal{G}(\pi)))^2 \equiv M(\mathcal{G}(\pi)) \mod 2.$$

Thus, any meander corresponds to a projector operator.

(4) Next, as a corollary of this result, we deduce the criterion (see Corollary 5.5) for a permutation to be meandric.

Finally, we present Algorithm 1 gives a construction of meandric permutations (=meanders).
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1. Meanders

To introduce a strict formal definition of meander, we essentially follow [B22]

Definition 1.1 ([B22, Definition 1,2]). A meander $M_n$ of order $n$ is a triple $(\mathcal{D}, \{m_0, m_1, p_0, p_1\}, \{\mu, \ell\})$ consist of

(1) 2-dimensional disk $\mathcal{D}$;
(2) four distinct points $\{m_0, m_1, p_0, p_1\}$ on the boundary $\partial \mathcal{D}$ such that there exists a connected component of $\partial \mathcal{D} \setminus \{m_0, p_0\}$ containing $\{m_1, p_1\}$;
(3) $\mu, \ell : [0, 1] \to \mathcal{D}$ are smooth proper embeddings such that $\mu(0) = m_0, \mu(1) = m_1, \ell(0) = p_0, \ell(1) = p_1$, and the curves $\mu, \ell$ intersect transversely at $n$ points.

Two meanders $M_n = (\mathcal{D}, \{m_0, m_1, p_0, p_1\}, \{\mu, \ell\}), M'_n = (\mathcal{D}', \{m'_0, m'_1, p'_0, p'_1\}, \{\mu', \ell'\})$ are equivalent if there exists a homeomorphism $f : \mathcal{D} \to \mathcal{D}'$ such that $f(\mu) = \mu', f(\ell) = \ell'$, and $f(m_i) = m'_i, f(p_i) = p'_i$ for each $i = 1, 2$. 

**Remark 1.2.** We always draw meanders in such a way that $D$ is a Euclidean disk in $\mathbb{R}^2$, $\ell$ is a diameter in $D$, $p_0$ is the left endpoint of $\ell$ and $m_0$ is always drawn above $p_0$, and starting from $p_0$, in the clockwise direction along $\partial D$, we met $m_0$ and then $m_1$. We denote this arc by $\widehat{m_0 m_1}$. Hence, we get oriented lines.

There is a natural way to represent meanders by permutations.

**Definition 1.3 (Meander Permutation).** Let $M_n = (D, \{m_0, m_1, p_0, p_1\}, \{\mu, \ell\})$ be a meander of order $n$. Label all intersection points of $\mu$ and $\ell$ with natural numbers in the order of movement from $p_0$ to $p_1$. Writing down these labels in the order of movement from $m_0$ to $m_1$ along $\mu$, we obtain the meandric permutation $\pi(M_n)$. Finally, we say that a permutation $\pi \in S_n$ is meandric if there exist a meander $M_n$ of order $n$ such that $\pi(M_n) = \pi$.

This allows us to identify any meander of order $n$ with the corresponding permutation $\pi \in S_n$ (symmetric group on a set of size $n$).

From Definition 1.1, it follows that the lines $\mu, \ell$ are homeomorphic. Then their roles can be reversed by imposing an orientation on the $\ell$ instead of the curve $\mu$.

More precisely, for a given meander $M_n = (D, \{m_0, m_1, p_0, p_1\}, \{\mu, \ell\})$ of order $n$ we consider a homeomorphism $f : \mathbb{R}^2 \to \mathbb{R}^2$ such that $f(\mu) = \ell$, we then get a meander $f(M_n) := (D, \{m_0, m_1, p_0, p_1\}, \{\ell, \mu\})$.

**Lemma 1.4.** The corresponding meandric permutation of $f(M_n)$ is inverse to the permutation of the meander $M_n$, i.e., $\pi(f(M_n)) = (\pi(M_n))^{-1}$.

**Proof.** Moving from $p_0$ to $p_1$ along the curve $\mu$ (instead of $\ell$) and writing down the corresponding labels in order of the movement from $m_0$ to $m_1$ along $\ell$ we obtain the following permutation

$$\pi' = \begin{pmatrix} \pi(1) & \pi(2) & \ldots & \pi(n) \\ 1 & 2 & \ldots & n \end{pmatrix}$$

which is exactly $(\pi(M_n))^{-1}$, as claimed. \[\square\]

For a given permutation $\pi \in S_n$ we set $\overline{\pi} \in S_{n+1}$, where

$$\overline{\pi} := \begin{pmatrix} 1 & \ldots & n & n + 1 \\ \pi(1) & \ldots & \pi(n) & n + 1 \end{pmatrix}.$$

**Lemma 1.5.** A permutation $\pi \in S_n$ is meandric if and only if $\overline{\pi}$ is meandric.

Recall that a Jordan curve is (= a simple closed curve) in the plane is the image of an injective continuous map of a circle into the plane.
Proof.

(1) Let \( \pi \) be meandric and \( M_n = (\mathcal{D}, \{m_0, m_1, p_0, p_1\}, \{\mu, \ell\}) \in \mathcal{M}_n \) the corresponding meander. Consider an arc \( m_0m_1 \) of \( \partial \mathcal{D} \) such that \( p_1 \notin m_0m_1 \).

Set \( \vartheta := \mu \cup m_0m_1 \). Then \( \vartheta \) is a Jordan curve, then by Jordan curve theorem it divides the plane into two regions, say \( I \) and \( O \), and we assume that \( p_1 \in O \).

Next, let \( 0 < t_1 < \ldots < t_n < 1 \) be such that \( \mu \cap \ell = \{\mu(t_1), \ldots, \mu(t_n)\} \), here, and further \( \cap \) denotes transversal intersection of curves.

On the other hand, \( \ell \) divides \( \mathcal{D} \) into two parts, say, \( A \) and \( B \) and assume that \( m_1 \in A \), then, by continuously of \( \mu \), there is \( t_n < t'_n < 1 \) such that \( \mu(t'_n) \in A \).

Take \( m'_1 \in \partial \mathcal{D} \cap B \) and set \( \gamma : \{t'_n, 1\} \to O \cap \mathcal{D} \) to be a smooth embedding such that \( \gamma(t'_n) = \mu(t'_n), \gamma(1) \in \partial \mathcal{D} \setminus \{p_0, p_1, m_0, m_1\}, \) and \( \gamma \cap \ell = \{q\} \).

Set
\[
\mu'(t) := \begin{cases} 
\mu(t), & 0 \leq t \leq t_{n+1}, \\
\gamma(t), & t_{n+1} \leq t \leq 1,
\end{cases} \quad \mu'(t_{n+1}) = q, \ t'_n < t_{n+1} < 1.
\]

It is clear that \( \mu'(t) \) is a continuous map \( [0, 1] \to \mathcal{D} \) such that \( \mu'|_{(t'_n, 1]} \) is smooth and \( \mu'|_{[0, t'_n]} \cap \ell = \mu|_{[0, t'_n]} \cap \ell = \{m(t_1), \ldots, m(t_n)\} \).

Next, using Whitney Approximation Theorem for maps to \( \mu' \), we thus get a smooth proper embedding \( \pi' : [0, 1] \to \mathbb{R}^2 \) such that \( \mu'|_{(t'_n, 1]} \cap \ell = \mu|_{(t'_n, 1]} \cap \ell = \{m(t_1), \ldots, m(t_n)\} \).

Finally, it remains to show that \( \mu'(t) \) intersects \( \ell \) transversely at \( \mu'(t_{n+1}) \). To do so, we consider the following map
\[
F : [0, 1] \times B(r) \to \mathbb{R}^2, \quad (t, x) \mapsto \pi(t) + x.
\]
where \( B(r) \) is an open ball in \( \mathbb{R}^2 \) with radius \( r > 0 \). Fixing \( t \in [0, 1] \), \( F(t, x) := \pi(t) + x \) is just a constant translation of the open ball \( B(r) \). Therefore, even without letting \( t \) vary, the differential \( DF(t, x) \) is a surjective map onto \( T_{F(t, x)} \mathbb{R}^2 \). Therefore, \( \vartheta \cap \ell \) and by Thom’s Transversality Theorem, it follows that for almost every \( x \in B(r) \), the map \( \pi_x(t) := \pi(t) + x \) is transversal to \( \ell \).

Thus, for \( M_n = (\mathcal{D}, \{m_0, m_1, p_0, p_1\}, \{\mu, \ell\}) \in \mathcal{M}_n \) with permutation \( \pi := \pi(M_n) \) we have constructed a meander
\[
\overline{M}_n := (\mathcal{D}, \{m_0, m'_1, p_0, p_1\}, \{\pi_x, \ell\})
\]
of order \( n + 1 \), and \( \pi(\overline{M}_n) = \pi \).

(2) Let \( \pi \) be meandric and \( M_{n+1} = (\mathcal{D}, \{m_0, m_1, p_0, p_1\}, \{\mu, \ell\}) \) be the corresponding meander with \( \pi(M_{n+1}) = \pi \).

It is clear that \( \ell \) divides the disk \( \mathcal{D} \) into two parts, say \( A \) and \( B \), and we put \( m_0 \in A \) i.e., \( A \) is above \( \ell \). As before, we have a Jordan curve \( \vartheta := \mu \cup m_0m_1 \) which divides the plane into two regions, say \( O \) and \( I \), and we set \( p_1 \in O \).

Let \( 0 < t_1 < \ldots < t_{n+1} < 1 \) be such that \( \mu \cap \ell = \{\mu(t_1), \ldots, \mu(t_{n+1})\} \). By the form of \( \pi \), \( \mu(t_{n+1}) \) is the rightmost intersection point. Take a closed ball \( B(\mu(t_{n+1}), r) \) centred at \( \mu(t_{n+1}) \) and with a small enough radius \( r > 0 \), and \( B(\mu(t_{n+1}), r) \cap \mu = \{a, b\} \) and we assume that \( a \) is above \( \ell \), \( b \) is below \( \ell \). Let \( b = \mu(t'_n) \), where \( t_n < t'_n < t_{n+1} \). Consider a smooth proper embedding \( \gamma : \{t'_n, 1\} \to O \cap B \) where \( \gamma(t'_n) = \mu(t'_n), \gamma(1) \in \partial \mathcal{D} \) and set
\[
\mu''(t) := \begin{cases} 
\mu(t), & 0 \leq t \leq t'_n, \\
\gamma(t), & t_n < t \leq 1.
\end{cases}
\]

Finally, using Whitney Approximation Theorem for maps to \( \mu'' \), we thus get a smooth proper embedding \( \tilde{\mu} : [0, 1] \to \mathbb{R}^2 \) which intersect \( \ell \) transversally in \( n \) points. Thus we get a
meander of order $n$

$$M_n := (\mathcal{D}, \{m_0, \gamma(1), p_0, p_1\}, \{\mu, \ell\}),$$

such that $\pi(M_n) = \pi$. This completes the proof.

2. Gauss Diagrams and its Realization

The main tool of this paper is the Gauss diagram technique. Thus, we start with the corresponding notions and results which frequently will be used.

**Definition 2.1.** By a generic plane curve, $\gamma : S^1 \to \mathbb{R}^2$ we mean an immersion of an (oriented) circle $S^1$ into a plane $\mathbb{R}^2$ having only transversal double points of self-intersection.

It is clear that a generic plane curve is determined (up to diffeomorphism) by its sequence in which the double points appear as we go around the curve.

To formalize this concept, we introduce the following definitions.

**Definition 2.2 (Double occurrence word).** A word is a sequence of characters (=letters) of an alphabet. A cyclic word is a class of words in the quotient space given by the “being cyclically equivalent” relation, $u \sim v$, if the following two conditions hold:

1. they have the same length, $|u| = |v| = n$,
2. there exists $1 \leq i \leq n$ such that for any $1 \leq j \leq n$, $u_{i+j(\mod n)} = v_{j(\mod n)}$, here $u_i$ means the $i$th letter in $u$.

A double occurrence word is a finite cyclic word in which every letter appearing in the word appears exactly twice.

**Definition 2.3 (Gauss code).** A double occurrence word $w$ is said to be a Gauss code, or a realizable word if there exists a generic plane curve $\gamma : S^1 \to \mathbb{R}^2$, with finitely many transversely self-intersections with the following property. There is an assignment of the letters of $w$ to the crossing points of $\gamma$ such that, traversing $\gamma$ in a certain direction, traverses the letters in the cyclic order ad in $w$.

It is convenient to encode these sequences in the following way:

**Construction 2.4 (Gauss Diagram).** For a given generic plane curve $\gamma : S^1 \to \mathbb{R}^2$ with $n$ double points, we move around the circle $S^1$ and mark all the points that are mapped to a double point, and then join each pair of marked points mapped to the same double point by a chord. What we obtain is called a chord diagram or Gauss diagram of order $n$ of the curve and denoted by $G(\gamma)$ (see Fig. 4 a, b)).

The two Gauss diagrams whose sets of chords differ only by an orientation-preserving diffeomorphism of $S^1$ are considered equivalent and are not distinguished.

**Definition 2.5.** For any Gauss diagram $G(\gamma)$ of a generic plane curve $\gamma$ we associate a graph, which is called chord-intersection graph or interlacement graph, $\Gamma(G(\gamma)) := (V, E)$ where the set of its vertices is exactly the set of all chords of $G$, and a pair of two vertices, say, $(v, u)$ is an edge if and only if the chords corresponding to them are intersected (see Fig. 4 c) for example).

This graph is also called a circle graph by graph theorists or a chord interlacement graph by knot theorists.

**Definition 2.6.** Recall that with any graph $\Gamma = (V, E)$ one can associate its adjacency matrix $M(\Gamma)$ with rows and columns labelled by graph vertices, with a 1 or 0 in position $(v, u)$ according to whether $v_i$ and $v_j$ are adjacent or not, and 0 in all positions of form $(v_i, v_i)$.
Figure 4. Example of a) a planar curve with Gauss code 12345163754726; b) its Gauss diagram and c) its interlacement graph.

For a given Gauss diagram $\mathcal{G}(\gamma)$, we may construct the curve $\gamma$ as follows

Construction 2.7. Consider a point that traces a curve in $\mathbb{R}^2$ and mark the future double points on it in their order of appearance on the Gauss diagram; whenever a double point whose partner was already marked is to appear, direct the curve to the partner and make a transversal self-intersection there; continue in this way until run out of double points, then take the curve back to the initial point.

If a Gauss diagram $\mathcal{G}$ contains a chord $c$, then we write $c \in \mathcal{G}$. We denote by $c_0$, $c_1$ the endpoints of the chord $c \in \mathcal{G}$. We shall also consider every chord $c \in \mathcal{G}$ together with one of two arcs between its endpoints, and the chosen arc is denoted by $c_0c_1$.

Further, $\mathcal{G}_\times$ denotes the set of all chords crossing the chord $c$ and $\mathcal{G}_\parallel$ denotes the set of all chords not crossing the chord $c$. We put $c \not\in \mathcal{G}_\times$, and $c \in \mathcal{G}_\parallel$.

Let $\mathcal{G}$ be a Gauss diagram, and let $a$ be a chord of $\mathcal{G}$. A C-contour, denoted by $C[a]$, consists of the chord $a$, a chosen arc $a_0a_1$, and all chords of $\mathcal{G}$ such that all their endpoints lie on the arc $a_0a_1$.

Next, let us consider a plane curve $\gamma: S^1 \to \mathbb{R}^2$, and let $\mathcal{G}$ be its Gauss diagram. Every chord $c \in \mathcal{G}$ corresponds to a crossing $c$ of $\gamma$. Thus, to every C-contour $C[c]$, we can associate a closed path $\gamma[c]$ along the curve $\gamma$. We call $\gamma[c]$ the loop of the curve $\gamma$.

Lemma 2.8. There is a one-to-one correspondence between self-intersection points of $\gamma[c]$ and all chords from $C[c]$.

Proof. It immediately follows from Construction 2.7. □

Definition 2.9. A Gauss diagram $\mathcal{G}$ is called realizable if there is a generic plane curve $\gamma: S^1 \to \mathbb{R}^2$ such that $\mathcal{G} = \mathcal{G}(\gamma)$.

Remark 2.10. In the opposite case, they say that a Gauss diagram is not realizable. However, it can be considered as a Gauss diagram of a curve on some surface. This leads to the notation of a genus of a Gauss diagram [M84] and virtual knots. It allows us to consider Gauss diagrams corresponding to any double occurrence word.

The problem concerning which Gauss diagrams can be realized by knots is an old one and has been solved in several ways. For our purposes, we present results obtained by B. Shtylla, L. Traldi, and L. Zulli in [STZ09].
Theorem 2.11 ([STZ09, Theorem 2]). Let \( \mathfrak{G} \) be a Gauss diagram, \( \Gamma(\mathfrak{G}) \) its interlacement graph and \( M(\mathfrak{G}) \) its adjacency matrix. Then \( \mathfrak{G} \) is realizable if and only if there exists a diagonal matrix \( D \) such that \( M + D \) is idempotent over the field \( \mathbb{GF}(2) \).

3. Thurston Configurations

We are going to correspond a Gauss diagram for any closed meander. To do so, we need some notations from the braid group theory.

We start with an example. Take a permutation, say, \( \pi = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 3 & 4 & 2 & 1 \end{pmatrix} \), it can be visualized as follows (see Fig. 5).

![Figure 5. A visualization of the permutation \( \pi \), where any intersection point corresponds to an involution of the permutation.](image)

Let us denote by \( I_i \) an interval with endpoints \( (i, \pi(i)) \); where the left endpoint corresponds to the top number of the point on the figure. We then see that \( I_i \cap I_j \neq \emptyset \) if and only if \( i < j \) and \( \pi(i) > \pi(j) \), and \( I_i \cap I_j = \emptyset \) if and only if \( i < j \) and \( \pi(i) < \pi(j) \). In other words, any inversion of a permutation can be considered as an intersection of the intervals.

Definition 3.1. [ECHLPT, 9.1] For any permutation, \( \pi \in \mathfrak{S}_n \) we consider the following set of pairs \( R(\pi) \subseteq \{1, \ldots, n\} \times \{1, \ldots, n\} \),

\[
R(\pi) := \{(i, j) : i < j, \pi(i) > \pi(j)\}.
\]

For instance, for the permutation above, we have \( R(\pi) = \{(1, 3), (1, 4), (2, 3), (2, 4), (3, 4)\} \). It is also worth to note that each pair of \( R(\pi) \) corresponds to the pair of crossing strands, numbering by numbers on the top in Fig. 5. A formalization of this idea is one of the aims of this section.

Lemma 3.2. [ECHLPT, Lemma 9.1.6] A set \( R \subseteq \{1, \ldots, n\} \times \{1, \ldots, n\} \) of pairs \( (i, j) \), with \( i < j \), comes from some permutation \( \pi \in \mathfrak{S}_n \) if and only if the following two conditions are satisfied:

1. If \( (i, j) \in R \) and \( (j, k) \in R \), then \( (i, k) \in R \).
2. If \( (i, k) \in R \), then \( (i, j) \in R \) or \( (j, k) \in R \) for every \( j \) with \( i < j < k \).

Remark 3.3. Since any subset \( R \subseteq \{1, \ldots, n\} \times \{1, \ldots, n\} \) is a binary relation on \( \{1, \ldots, n\} \), then for a given \( R(\pi) \) we get a graph \( \Gamma(R(\pi)) \) with adjacency matrix \( M(R(\pi)) \). It is clear that \( M(R(\pi)) \) is exactly the matrix representation of the \( R(\pi) \). By the construction of \( R(\pi) \), \( M(R(\pi)) \) is a symmetric matrix with zero entries in the main diagonal and all other entries are either 1 or 0. This allows us to consider such matrices as elements of the space of matrices over the field \( \mathbb{GF}(2) \).

Remark 3.4. The set of elements of form \( R(\pi) \) is called Thurston generators of the braid groups. They are braids with positive crossings, and any two strands cross at most once. The elements of \( R(\pi) \) corresponds to crossing of strings, i.e., if \( (i, j) \in R(\pi) \) then \( i \)th and \( j \)th strands are crossed. But for our purposes, it is enough to interpret these sets as “shadows” of braids, i.e.,
we consider them on the plane, and hence instead of overlapping strands, we consider just crossing them (see an explanation below).

**Definition 3.5. (Thurston Configurations)** For a given permutation \( \pi \in \mathfrak{S}_n \) we consider the following configuration of \( n \) lines on the plane \( \mathbb{R}^2 \) labelled with numbers 1, \ldots, \( n \) (denote them by \( \ell_1, \ldots, \ell_n \) respectively); lines \( \ell_i, \ell_j \) are transversally intersected (resp. not intersected) if and only if \((i,j) \in R(\pi)\) (resp. \((i,j) \notin R(\pi)\)). Such configuration (and its diffeomorphic image) for a given permutation, we call *Thurston configuration of the permutation* \( \pi \).

**Remark 3.6.** This definition is well-defined because of Lemma 3.2 and [ECHLPT, Lemma 9.1.10].

We consider permutations as the corresponding bijections, thus, the product of two permutations is defined as their composition as functions, so \( \sigma \cdot \pi \) is the function that maps any element \( x \) of the set to \( \sigma(\pi(x)) \).

**Lemma 3.7 (Thurston’s formulas).** For any \( \tau, \sigma \in \mathfrak{S}_n \)

\[
R(\sigma \tau) = \left( \tau^{-1}R(\sigma) \setminus R(\tau) \right) \cup \left( R(\tau) \setminus \tau^{-1}R(\sigma) \right),
\]

where the image of a pair under a permutation is defined by taking the image of each component and reordering, if necessary, so the smaller number comes first.

**Proof.** (1) Let \((i,j) \in R(\sigma \tau)\) then \( i < j \) and \( \sigma \tau(i) > \sigma \tau(j) \).

\[\begin{align*}
&\text{i) If } \tau(i) > \tau(j) \text{ then } (i,j) \in R(\tau) \text{ and } (\tau(i), \tau(j)) \notin R(\sigma), \text{ hence } (i,j) \notin \tau^{-1}R(\sigma). \\
&\text{ii) If } \tau(i) < \tau(j) \text{ then } (i,j) \notin R(\tau) \text{ and } (\tau(i), \tau(j)) \notin R(\sigma), \text{ hence } (i,j) \in \tau^{-1}R(\sigma).
\end{align*}\]

It follows that if \((i,j) \in R(\sigma \tau)\) then \((i,j) \in R(\tau) \cup \tau^{-1}R(\sigma) \setminus R(\tau) \cap \tau^{-1}R(\sigma), \text{ i.e., } R(\sigma \tau) \subseteq (\tau^{-1}R(\sigma) \setminus R(\tau)) \cup (R(\tau) \setminus \tau^{-1}R(\sigma)).\]

(2) Let \((i,j) \in (R(\tau) \setminus \tau^{-1}R(\sigma)) \cup (\tau^{-1}R(\sigma) \setminus R(\tau))\).

\[\begin{align*}
&\text{i) If } (i,j) \in R(\tau) \setminus \tau^{-1}R(\sigma) \text{ then } \tau(i) > \tau(j) \text{ and } (i,j) \notin \tau^{-1}R(\sigma), \text{ hence } \sigma \tau(i) > \sigma \tau(j), \text{ thus } (i,j) \in R(\sigma \tau). \\
&\text{ii) If } (i,j) \in \tau^{-1}R(\sigma) \setminus R(\tau) \text{ then } \tau(i) < \tau(j) \text{ and } (\sigma \tau(i), \sigma \tau(j)) \in R(\sigma \tau), \text{ therefore } (i,j) \in R(\sigma \tau).
\end{align*}\]

It follows that, \((\tau^{-1}R(\sigma) \setminus R(\tau)) \cup (R(\tau) \setminus \tau^{-1}R(\sigma)) \subseteq R(\sigma \tau)\) and this completes the proof. \(\Box\)

**Corollary 3.8.** \(R(\pi^{-1}) = \pi R(\pi), \text{ for any } \pi \in \mathfrak{S}_n.\)

**Proof.** Let \( \sigma = \pi, \tau = \pi^{-1}, \text{ then} \)

\[
R(\pi \pi^{-1}) = \left( \pi R(\pi) \setminus R(\pi^{-1}) \right) \cup \left( R(\pi^{-1}) \setminus \pi R(\pi) \right)
\]

any by \(R(\pi \pi^{-1}) = \emptyset\) the statement follows. \(\Box\)

**Definition 3.9.** Set

\[
\omega = \begin{pmatrix} 1 & 2 & \ldots & n-1 & n \\ n & n-1 & \ldots & 2 & 1 \end{pmatrix}.
\]

The element \(R(\omega)\) (see [ECHLPT, Section 9.1, (9.1.3)]) is called the *Garside element (braid)* and denoted by \(\Delta_n\).
It is easy to see that, $\Delta_n = \{(i, j) : 1 \leq i < j \leq n\}$ and $\pi \Delta_n = \Delta_n$ for any $\pi \in \mathfrak{S}_n$. Then by Lemma 3.12,

$$R(\omega \pi) = \left(\pi^{-1} \Delta_n \setminus R(\pi)\right) \cup \left(R(\pi) \setminus \pi^{-1} \Delta_n\right)$$

$$= \left(\Delta_n \setminus R(\pi)\right) \cup \left(R(\pi) \setminus \Delta_n\right)$$

$$= \left(\Delta_n \setminus R(\pi)\right) \cup \emptyset$$

$$= \Delta_n \setminus R(\pi).$$

Set

$$\neg R(\pi) := R(\omega \pi) = \Delta_n \setminus R(\pi), \quad (3.1)$$

for any $\pi \in \mathfrak{S}_n$.

**Remark 3.10.** It is clear that for a given $\pi \in \mathfrak{S}_n$ the set $\neg R(\pi)$ can be also described as the following set of pair $(i, j), 1 \leq i, j \leq n$,

$$\neg R(\pi) = \{(i, j) | i < j, \pi(i) < \pi(j)\}.$$  

![Figure 6](image)

**Figure 6.** For the permutation $\pi = \begin{pmatrix} 1 & 2 & 3 & 4 & 5 & 6 \\ 1 & 4 & 3 & 2 & 5 & 6 \end{pmatrix}$ we have: a) $R(\pi)$, b) $\neg R(\pi) = R(\omega \pi)$, and c) the Garside element correspondences to the set $\Delta_6$.

**Example 3.11.** Let $\pi = \begin{pmatrix} 1 & 2 & 3 & 4 & 5 & 6 \\ 1 & 4 & 3 & 2 & 5 & 6 \end{pmatrix}$, then we obtain $R(\pi) = \{(2, 3), (3, 6), (3, 4)\}$, $\neg R(\pi) = \{(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (2, 5), (2, 6), (3, 5), (3, 6), (4, 5), (4, 6), (5, 6)\}$. Next, we have

$\omega \pi = \begin{pmatrix} 1 & 2 & 3 & 4 & 5 & 6 \\ 6 & 5 & 4 & 3 & 2 & 1 \end{pmatrix} \begin{pmatrix} 1 & 2 & 3 & 4 & 5 & 6 \\ 1 & 4 & 3 & 2 & 5 & 6 \end{pmatrix} = \begin{pmatrix} 1 & 2 & 3 & 4 & 5 & 6 \\ 6 & 3 & 4 & 5 & 6 & 1 \end{pmatrix}$

Then, $R(\omega \pi) = \{(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (2, 5), (2, 6), (3, 5), (3, 6), (4, 5), (4, 6), (5, 6)\}$, i.e., $R(\omega \pi) = \neg R(\pi)$. The homeomorphic image of the corresponding Thurston configurations are shown in Fig.6.

Denote by $\Omega_n$ a $n \times n$ matrix such that all its entries are 1, except elements of the main diagonal which are equal to 0.

**Lemma 3.12.** For any permutation $\pi \in \mathfrak{S}_n$,

$$M(R(\pi)) + M(R(\omega \pi)) = \Omega_n.$$

**Proof.** It is clear that $\Omega_n = M(\Delta_n)$. Finally, by $\neg R(\pi) := R(\omega \pi) = \Delta_n \setminus R(\pi)$, the statement follows. \[\square\]
4. Meanders, its Graphs, and its Gauss Diagrams

This is a key section of this paper. We construct a Gauss diagram $\mathcal{O}$ for any meandric permutation. Although interesting machinery can be developed for meandric permutations, it is natural (and convenient) to begin with an arbitrary permutation $\pi \in \mathfrak{S}_n$.

**Definition 4.1 (a Gauss diagram and a graph for a permutation).** Let $\pi \in \mathfrak{S}_n$ be a permutation on the set $\{1, 2, \ldots, n\}$. Set $A = \{0, \theta_n, 1, 2, \ldots, n\}$, where $\theta_n$ is assumed to be an empty symbol if and only if $n \equiv 0 \pmod{2}$. Consider the following double occurrence word $W(\pi)$ in letters of the alphabet $A$, written as a sequence, $(0, 1, 2, \ldots, n, \theta_n, 0, \pi(1), \pi(2), \ldots, \pi(n), \theta_n)$.

The corresponding Gauss diagram is called *Gauss diagram for the permutation*, and denoted by $\mathcal{O}(\pi)$, and the corresponding chord-intersection graph (= interlacement graph) we simply denote by $\Gamma(\pi)$.

In the case when a permutation $\pi$ is meandric we call $\mathcal{O}(\pi)$ and $\Gamma(\pi)$ as a *meandric Gauss diagram* and a *meandric graph* respectively.

**Lemma 4.2.** For a given permutation $\pi \in \mathfrak{S}_n$, the Gauss diagram $\mathcal{O}(\pi)$ can be described as follows,

$$\mathcal{O}(\pi) := D \cap \{\ell_0, \ldots, \ell_n\} \cup \partial D,$$

where all $\ell_i$, $i = 1, \ldots, n$ form Thurston configuration $R(\omega \pi^{-1})$, $\ell_0, \ell_{\theta_n}, \ell_1, \ldots, \ell_{\theta_n}$ are extra lines intersect all $\ell_i$, $D \subset \mathbb{R}^2$ is a disk such that $D \setminus \partial D$ contains all intersections of $\ell_0, \ell_{\theta_n}, \ell_1, \ldots, \ell_n$, and $\ell_{\theta_n}$ is empty if and only if $n \equiv 0 \pmod{2}$.

**Proof.** By Definition 4.2, a Gauss diagram $\mathcal{O}(\pi)$ looks like in Fig.??. It follows that that corresponding permutation $\pi'$ has the following form

$$\pi' = \begin{pmatrix} \pi(n) & \pi(n-1) & \ldots & \pi(2) & \pi(1) \\ 1 & 2 & \ldots & n-1 & n \end{pmatrix}.$$ 

Thus, for any $1 \leq i \leq n$, $\pi'(\pi(i)) = \omega(i)$, setting $i = \pi^{-1}(j)$ we get $\pi' = \omega \pi^{-1}$. Finally, by Definition 4.1 and Definition 3.5 the statement follows. \qed

**Corollary 4.3.** A graph $\Gamma(\pi)$ for a permutation $\pi \in \mathfrak{S}_n$ can be also described as follows; $\Gamma(\pi) = (V, E)$ with a set of vertices $V = \{0, \theta_n, 1, 2, \ldots, 2n\}$ and the set of edges $E := \bigcup_{1 \leq i \leq n} \{(0, i)\} \cup \{(\theta_n, i)\} \cup R(\omega \pi^{-1})$.

**Example 4.4.** Let us consider the following permutation

$$\pi = \begin{pmatrix} 1 & 2 & 3 & 4 & 5 & 6 \\ 3 & 2 & 1 & 4 & 5 & 6 \end{pmatrix},$$

we have

$$\omega \pi^{-1} = \begin{pmatrix} 1 & 2 & 3 & 4 & 5 & 6 \\ 4 & 5 & 6 & 3 & 2 & 1 \end{pmatrix}.$$

The corresponding Thurston configuration and the Gauss diagram are shown in Fig.7. It is easy to see that the permutation $\pi$ is meandric, indeed, the corresponding meander $M_6$ is shown in Fig.8.

It is worth noting that the Gauss diagram $\mathcal{O}(\pi)$ is realizable, indeed, we get the following curve (see Fig.9). We see that if we intersect this curve with a disc (in the figure the disk has a dashed boundary) we then get exactly the meander.

**Theorem 4.5.** For a given permutation $\pi \in \mathfrak{S}_n$, $\mathcal{O}(\pi)$ is realizable if and only if $\pi$ is a meandric permutation.
Figure 7. Thurston’s configuration $R(\omega \pi^{-1})$ (at the left) and the Gauss diagram $\mathfrak{G}(\pi)$ (at the right); we see that a configuration of all chords with endpoints $1, \ldots, 6$ is exactly as $R(\omega \pi^{-1})$; the boxed numbers are ends of the corresponding interval starts from the top number.

Figure 8. Meander $M_6$, $\pi(M_6) = \left( \begin{array}{cccccc} 1 & 2 & 3 & 4 & 5 & 6 \\ 3 & 2 & 1 & 4 & 5 & 6 \end{array} \right) = \pi$.

Figure 9. The plane curve corresponds to the diagram $\mathfrak{G}(\pi)$ (at the left) and an intersection of this curve with a disc with the dashed boundary (at the right); we thus get meander $M_6$.

Proof.
(1) Let $\mathfrak{G}(\pi)$ be a realizable diagram, say, by a plane curve $\gamma$, then by Construction 2.7, $\gamma$ contains a loop, say $\gamma_0$, with origin corresponding to endpoints of chord $\ell_0$ and contains intersection points $1, 2, \ldots, n$. First of all we remark that $\Gamma(\pi)$ does not contain chord $\ell_{\theta_0}$. Indeed, by Jordan curve theorem, $\gamma_0$ divides a plane into two regions, it follows that the number of common intersection points of $\gamma_1$ with $\gamma_0$ must be even, where $\gamma_1 := \gamma \setminus \gamma_0$. Since
\( \emptyset(\pi) \) all other chords intersect \( \ell_0 \) then the set of all common intersection points of the curves one-to-one correspondences to chords \( \ell_1, \ldots, \ell_n \), i.e., \( n \) is even.

Next, set \( \gamma_0 = \gamma_{01} \cup \gamma_{1n} \cup \gamma_{n0} \) with \( \gamma_{01} \cap \gamma_{1n} = \{1\}, \gamma_{01} \cap \gamma_{n0} = \{0\}, (\gamma_{01} \cup \gamma_{n0}) \cap \gamma_{1n} = \{1,n\} \), and \( \gamma_{1n} \) contains all \( 1, \ldots, n \).

Chose points \( p_0 \in \gamma_{01} \), and \( p_1 \in \gamma_{n0} \) such that \( p_0, p_1 \neq 0, 1, n \). Take a two-dimensional disk \( D \) such that \( \partial D \cap \gamma = \{p_0, p_1\} \) and \( \gamma_{1n} \subset D \). Next, set \( \{m_0, m_1\} := \gamma_1 \cap \partial D \). Indeed, by Jordan curve theorem \( \partial D \) divides plane into two regions and by construction \( 0, \gamma \cap D \) belongs to different regions.

Finally, it is clear that \( (D, \{m_0, m_1, p_0, p_1\}, \{\gamma_0 \cap D, \gamma_1 \cap D\}) \) is a meander, and the statement follows.

(2) Let \( M = (D, \{m_0, m_1, p_0, p_1\}, \{\mu, \ell\}) \) be a meander with permutation \( \pi \in \mathfrak{S}_n \). If \( n \) is odd we then consider a meander \( M' = (D, \{m_0, m_1, p_0, p_1\}, \{\mu', \ell\}) \), where \( \mu' \) intersects \( \ell \) at the first \( n \) points as \( \mu \) do and also intersect \( \ell \) at an extra point \( n + 1 \) which is the rightmost marked point on \( \ell \).

Thus, we may assume that \( n \) even.

Since \( \ell \) divides \( \partial D \) into two arcs, say, \( p_0 \hat{\rightarrow} p_1 \) and \( p_1 \hat{\rightarrow} p_0 \), then both \( m_0, m_1 \) belong only one of them, say \( p_0 \hat{\rightarrow} p_1 \), because \( n \) is assumed to be even.

It is clear the \( \partial D \) is a simple curve (a curve that does not cross itself) then, by Jordan curve theorem, it divides \( \mathbb{R}^2 \) into two regions, say \( A, B \) and we set \( \mu, \ell \in A \).

Set \( \gamma : [0,1] \to \mathbb{R}^2 \) be a smooth proper embedding such that \( \gamma(0) = m_1, \gamma(1) = p_0 \) and \( \gamma(x) \in B \) for any \( 0 < x < 1 \).

Let \( \alpha := m_1 m_0 \) be an arc of \( \partial D \) such that \( p_0, p_1 \in \alpha \) and set \( \mu' := \alpha \cup \gamma \cup \ell \). By Whitney Approximation Theorem for maps, we get a smooth closed curve \( \tilde{\mu} \).

Finally, by construction of \( \tilde{\mu} \), its Gauss diagram \( \emptyset(\tilde{\mu}) \) is exactly the same as \( \emptyset(\pi) \). This completes the proof. \( \square \)

Thus, it clarifies now why we take an interest in the Gauss diagram technique.

**Theorem 4.6.** An adjacency matrix of any meander graph is idempotent.

**Proof.** (1) Let \( M \) be the adjacency matrix of a Gauss diagram \( \emptyset(\mu) \). Being \( M \) symmetric, we then have \( M^2 = (\langle m_i, m_j \rangle)_{1 \leq i, j \leq n} \), over \( \text{GF}(2) \), where
\[
\langle m_i, m_j \rangle := m_{i,1} m_{j,1} + \cdots + m_{i,n} m_{j,n},
\]
and \( m_k := (m_{k,1}, \ldots, m_{k,n}) \) is the \( k \)th row of the \( M \).

(2) Let \( D = \text{diag}(X_1, \ldots, X_n) \) be a diagonal \( n \times n \) matrix over \( \text{GF}(2) \). Since \( M \) is symmetric then the matrix \( M' := D M + M D \) is \( M' = (m'_{i,j})1 \leq i,j \leq n, m'_{i,j} = (X_i + X_j) m_{i,j} \) for all \( 1 \leq i, j \leq n \). We have \( (M + D)^2 = M^2 + MD + DM + D^2 \), is it clear that \( D^2 = D \).

Next, by Theorem 2.11, the diagram \( \emptyset(\mu) \) is realizable if and only if \( (M + D)^2 = M + D \), i.e., \( M^2 + M = MD + DM \). Thus we obtain the following system of linear equations
\[
\{m_{i,j} X_i + m_{i,j} X_j = \langle m_i, m_j \rangle + m_{i,j}, \quad 1 \leq i, j \leq n
\]
and hence \( \emptyset(\mu) \) is realizable if and only if this system has a solution over a field \( \text{GF}(2) \).

Remark that if \( m_{i,j} = 0 \) then \( \langle m_i, m_j \rangle = 0 \) and in the case \( i = j \) we obtain \( m_{i,i} = \langle m_i, m_i \rangle = 0 \). It follows that \( \emptyset(\mu) \) is realizable if and only if the system
\[
X_i + X_j = \langle m_i, m_j \rangle + 1, \quad (i, j) \in K
\]
has a solution over the field \( \text{GF}(2) \), where \( K \subseteq \{1, \ldots, n\} \times \{1, \ldots, n\} \) is a subset such that whenever \( (i, j) \in K \) then \( m_{i,j} = 1 \).
(3) Let us consider now the corresponding entremont graph $\Gamma(\mu)$ and a cycle $C = (c_1, \ldots, c_\ell)$, where we assume that $c_1 = (i_1,i_2), \ldots, c_\ell = (i_\ell, i_1)$, we then get
\[
\begin{pmatrix}
X_{i_1} + X_{i_2} & \equiv \omega((i_1,i_2)) + 1,
\vdots & \ddots & \vdots \\
X_{i_\ell} + X_{i_1} & \equiv \omega((i_\ell, i_1)) + 1,
\end{pmatrix}
\] therefore $\Theta(\mu)$ is realizable if and only if $\langle m_{i_1}, m_{i_2} \rangle + \cdots + \langle m_{i_\ell}, m_{i_1} \rangle \equiv 0 \pmod{2}$ for any cycle $C$ in the $\Gamma(\mu)$.

(4) We have $m_{0,i} = 1$ for any $1 \leq i \leq n$ where we have set that $M = (m_{i,j})_{0 \leq i,j \leq n}$ is a matrix of a meander graph. Let $m_{i,j} = 1$ for some $1 \leq i,j \leq n$ then the graph contains a cycle with three edges $(v_0, v_i), (v_i, v_j), (v_j, v_0)$ thus, by the discussion above, $\langle m_{0,j}, m_{i,j} \rangle + \langle m_{i,j}, m_{i,j} \rangle + \langle m_{0,j}, m_{i,j} \rangle \equiv 1 \pmod{2}$. Since $\langle m_{0,j}, m_{0,j} \rangle = 1 + \langle m_{k,k}, m_{k,k} \rangle \equiv 1 \pmod{2}$ because of $\langle m_{k,k}, m_{k,k} \rangle \equiv 0 \pmod{2}$ for any $1 \leq k \leq n$. Therefore $\langle m_{i,j}, m_{i,j} \rangle \equiv 1 \pmod{2}$. We thus get $\langle m_{i,j}, m_{i,j} \rangle \equiv m_{i,j} \pmod{2}$ for any $0 \leq i,j \leq n$, i.e., $M^2 = M$ as claimed.

**Corollary 4.7.** Let $\Gamma = (V,E)$ be a finite graph with $V = \{0,1,\ldots,2n\}$, $n > 0$. The finite graph $\Gamma = (V,E)$ is a meandric graph if and only if the following conditions hold:

1. $(0,i) \in E$ for any $1 \leq i \leq n$
2. $(i,j) \in E$ then either $(i,k) \in E$ or $(k,j) \in E$ for all $i < k < j$
3. $(i,j) \in E$ and $(j,k) \in E$ then $(i,k) \in E$ for any $0 \leq i,j,k \leq 2n$
4. Its adjacency matrix $M$ is idempotent.

**Proof.** It immediately follows from the construction of a meandric graph (see Remark 4.3), Lemma 3.2 and Theorem 4.6.

5. The Main Result

Recall that $\Omega_n$ denotes a matrix of size $n \times n$ which all its entries are 1 except elements of the main diagonal which are assumed to be zero.

**Lemma 5.1.** Let $M$ be a symmetric matrix over the field $\text{GF}(2)$ with zero diagonal and sum of all elements of any row is 0, then $[M, \Omega]$ is a zero matrix over $\text{GF}(2)$.

**Proof.** Let $M_1, \ldots, M_n$ be all rows of $M$, let $1 \leq i \leq j \leq n$. We have
\[
\langle M_i, \Omega_j \rangle = m_{1,j} + \cdots + m_{i-1,j} + m_{i,i+1} + \cdots + m_{i,j} + \cdots + m_{i,n} = m_{i,j},
\]
\[
\langle \Omega_i, M_j \rangle = m_{1,j} + \cdots + m_{i,j} + \cdots + m_{j-1,j} + m_{j,j+1} + \cdots + m_{i,n}.
\]
Thus, $\langle M_i + \Omega_i, M_j + \Omega_j \rangle = m_{i,j} + m_{i,j} \equiv 0 \pmod{2}$, and the statement follows.

Now we are in a position to give criteria for permutation to be meandric. As we have mentioned before (see Remark 3.3), for a given permutation $\pi$ we have a matrix $M(R(\pi))$ of the corresponding Thurston configuration $R(\pi)$. Just for convenience, we give an explicit reformulation of such matrices.

**Definition 5.2.** For a given permutation $\pi \in \mathfrak{S}_n$, we construct a symmetric matrix $M(\pi) = (m_{i,j})_{1 \leq i,j \leq n}$ of the size $n \times n$ with coefficients in the field $\text{GF}(2)$ as follows:
\[
m_{i,j} := \begin{cases} 
0 & \text{if } i = j, \\
1 & \text{if } i < j \text{ and } \pi(i) > \pi(j), \\
0 & \text{if } i < j \text{ and } \pi(i) < \pi(j),
\end{cases}
\]
for all $1 \leq i < j \leq n$.

**Lemma 5.3.** For a given permutation $\pi \in \mathfrak{S}_n$,

$$M^2(\pi) \equiv M(\pi) \mod 2 \iff M^2(\pi^{-1}) \equiv M(\pi^{-1}) \mod 2,$$

$$M^2(\pi) \equiv M(\pi) + \Omega_n \mod 2 \iff M^2(\pi^{-1}) \equiv M(\pi^{-1}) \mod 2.$$

**Proof.** Let $M = M(\pi) = (m_{i,j})_{1 \leq i,j \leq n}$, $M' = M(\pi^{-1}) = (m'_{i,j})_{1 \leq i,j \leq n}$. By Corollary 3.8, $R(\pi^{-1}) = \pi R(\pi)$, hence $m_{\pi(i),\pi(j)} \in (M(\pi^{-1}))_{\pi(i)}$ for any $1 \leq i,j \leq n$, where $A(i)$ means the $i$-th string of a matrix $A$. It follows that $m'_{i,j} = m_{\pi^{-1}(i),\pi^{-1}(j)}$ and then

$$\langle M'_p, M'_q \rangle = \sum_{j=1}^n m_{\pi^{-1}(p),\pi^{-1}(j)}m_{\pi^{-1}(q),\pi^{-1}(j)} = \langle M_p, M_q \rangle,$$

and the statement follows. \hfill \Box

**Theorem 5.4.** A permutation $\pi \in \mathfrak{S}_n$ is meandric if and only if $(M(\pi))^2 \equiv M(\pi)(\mod 2)$.

**Proof.**

(1) Let $n$ be even.

(a) Let $(M(\pi))^2 = M(\pi)$. By Lemma 3.12, $M(\omega \pi^{-1}) = \Omega_n + M(\pi^{-1})$. We have

$$(M(\omega \pi^{-1}))^2 = \Omega_n^2 + [\Omega_n, M(\pi^{-1})] + (M(\pi^{-1}))^2$$

By Lemma 5.1, $(M(\omega \pi^{-1}))^2 \equiv \Omega_n^2 + (M(\pi))^2$. It is clear that $\Omega_n^2 \equiv E_n - \text{identity matrix}$ because of $n$ is even. By assumption $(M(\pi))^2 \equiv M(\pi)$, hence, by Lemma 5.3,

$$(M(\omega \pi^{-1}))^2 \equiv E_n + M(\pi^{-1}).$$

Let us consider the corresponding graph $\Gamma(\pi) = (V, E)$ (see Definition 4.1 and Corollary 4.3) for the permutation $\pi$. We have

$$V = \{0, 1, 2, \ldots, n\},$$

$$E := \bigcup_{1 \leq i \leq n} \{(0,i)\} \cup R(\omega \pi^{-1})$$

Thus, its adjacency matrix $M(\Gamma(\pi))$ has the following form

$$M(\Gamma(\pi)) = \begin{pmatrix}
0 & 1 & \cdots & 1 \\
1 & \ddots & \vdots & \ddots \\
\vdots & \ddots & M(\omega \pi^{-1}) & \ddots \\
1 & \cdots & \cdots & 0
\end{pmatrix}.$$

Indeed, if we consider the set $R(\omega \pi^{-1})$ as a binary relation then, by Remarks 3.10, 3.3 and Definition 5.2, the matrix representation of $R(\omega \pi^{-1})$ is exactly the matrix $M(\omega \pi^{-1})$.

Set $M(\Gamma(\pi)) = (m_{i,j})_{0 \leq i,j \leq n}$ then we get; $m_{0,0} = 0$, $m_{0,1} = m_{1,0} = \cdots m_{0,n} = m_{n,0} = 1$, and $M(\omega \pi^{-1}) = (m_{i,j})_{1 \leq i,j \leq n}$.

Further, let $(M(\Gamma(\pi)))^2 = (b_{p,q})_{0 \leq p,q \leq n}$. Being the $M(\Gamma(\pi))$ symmetric, we obtain

$$b_{0,0} = n \equiv 0 (\mod 2),$$

$$b_{0,i} = m_{1,i} + \cdots + m_{i-1,i} + m_{i,i+1} + \cdots + m_{i,n} \equiv 1 (\mod 2),$$

$$b_{i,j} \equiv \langle m_i, m_j \rangle + 1 (\mod 2),$$

where, as before, $\langle m_i, m_j \rangle := m_{i,1}m_{j,1} + \cdots + m_{i,n}m_{j,n}$, and $m_k := (m_{k,1}, \ldots, m_{k,n})$ is the $k$th row.
Thus, we get

\[
(M(\Gamma(\pi)))^2 = \begin{pmatrix}
0 & 1 & \cdots & 1 \\
1 & \vdots & & (M(\omega^{-1})^2 + J_n) \\
\vdots & \ddots & & \vdots \\
1 & & & 1
\end{pmatrix}
\]

where \( J_n \) is a \( n \times n \) matrix where every entry is equal to one. We thus have

\[
(M(\omega^{-1}))^2 + J_n = E_n + M(\pi^{-1}) + J_n = \Omega_n + M(\pi^{-1}) = M(\omega^{-1}).
\]

It follows that the matrix \( M(\Gamma(\pi)) \) is idempotent in the field \( \text{GF}(2) \).

Finally, by the construction of \( \Gamma(\pi) \) and Lemma 3.2, \( \Gamma(\pi) \) satisfies the first three conditions of Corollary 4.7. Hence, by Theorem 4.6, \( \Gamma(\pi) \) is a meandric graph for the \( \pi \).

(b) Let \( \pi \) be a meander, as we have mentioned above the corresponding matrix \( M(\Gamma(\pi)) \) for the graph \( \Gamma(\pi) \) has the following form

\[
M(\Gamma(\pi)) = \begin{pmatrix}
0 & 1 & \cdots & 1 \\
1 & \vdots & & M(\omega^{-1}) \\
\vdots & \ddots & & \vdots \\
1 & & & 1
\end{pmatrix}
\]

by Lemma 5.1,

\[
(M(\Gamma(\pi)))^2 = \begin{pmatrix}
0 & 1 & \cdots & 1 \\
1 & \vdots & & (M(\omega^{-1})^2 + J_n) \\
\vdots & \ddots & & \vdots \\
1 & & & 1
\end{pmatrix}
\]

Next, \( M(\omega^{-1}) = \Omega_n + M(\pi^{-1}) \), then \( (M(\omega^{-1}))^2 = E_n + (M(\pi^{-1}))^2 \). We then have

\[
(M(\omega^{-1}))^2 + J_n = \Omega_n + (M(\pi^{-1}))^2.
\]

By Corollary 4.7, \( (M(\Gamma(\pi))^2 \equiv M(\Gamma(\pi)) \), hence

\[
\Omega_n + (M(\pi^{-1}))^2 \equiv M(\omega^{-1}) = \Omega_n + M(\pi^{-1}),
\]

and by Lemma 5.3, the statement follows.

(2) Let \( n \) be odd. Then, for a given \( \pi \in \mathfrak{S}_n \) we consider

\[
\overline{\pi} := \begin{pmatrix}
1 & \cdots & n & n+1 \\
\pi(1) & \cdots & \pi(n) & n+1
\end{pmatrix}.
\]

By Lemma 1.5, \( \pi \) is meandric if and only if \( \overline{\pi} \) is meandric. Since \( n+1 \) is even then, we may apply the previous discussion to \( \overline{\pi} \).

It is clear that

\[
M(\overline{\pi}) = \begin{pmatrix}
M(\pi) & 0 \\
0 & \vdots \\
0 & \cdots & 0
\end{pmatrix}, \quad M^2(\overline{\pi}) = \begin{pmatrix}
M(\pi)^2 & 0 \\
0 & \vdots \\
0 & \cdots & 0
\end{pmatrix}
\]

and the statement follows. \( \square \)
For a given permutation $\pi \in \mathfrak{S}_n$, and for $i, j \in \{1, \ldots, n\}$ we call all inversions of form $(i, k), (j, k)$ common inversions for $i, j$, and a number of all common inversions we denote by $c_\pi(i, j)$.

Hence, the following result immediately follows from the previous Theorem.

**Corollary 5.5 (Criteria of meandric permutation).** A permutation $\pi$ is meandric if and only if

$$c_\pi(i, j) \equiv \begin{cases} 1(\text{mod} 2), & \text{if there is an inversion } (i, j), \\ 0(\text{mod} 2), & \text{if there is no inversion } (i, j), \end{cases}$$

for any $i, j \in \{1, \ldots, n\}$.

6. **A Construction of Meandric Permutations**

In this section, we present an algorithm to construct meandric graphs. For a given graph $\Gamma = (V, E)$ we denote by $N(v)$ a set of all neighbors of the vertex $v \in V$ and by $|X|$ we denote a cardinality of the set $X$.

**Lemma 6.1.** Let $\Gamma(\pi) = (V, E)$ be a meandric graph then

$$|N(v)| \equiv 0(\text{mod} 2),$$

$$|N(v) \cap N(u)| \equiv 0(\text{mod} 2),$$

$$|N(v) \cap N(w)| \equiv 1(\text{mod} 2)$$

where $v, u, w \in V$, $u \notin N(v)$ and $w \in N(v)$.

**Proof.** Indeed, since $M$ is symmetric and $M^2$ (see the proof of Theorem 4.6) we have $M^2 = \sum_{1 \leq i, j \leq n} m_{i,j}' m_{j,i}$ where $m_{i,j}' := m_{i,1} m_{1,j} + \cdots + m_{i,n} m_{j,n} = \langle m_i, m_j \rangle$. Hence, by $m_{i,j} = 0, m_{i,j}' = 0$ i.e., $N(v_i) \equiv 0(\text{mod} 2)$ for any $1 \leq i \leq n$. Next, if $m_{i,j} = 0$ (resp. $m_{i,j}' = 1$) then the corresponding vertices $v_i, v_j$ are not joined (resp. are joined) and by $M^2 = M$, $\langle m_i, m_j \rangle \equiv 0 \text{ mod } 2$ (resp. $\equiv 1 \text{ mod } 2$). Finally, since $|N(v_i) \cap N(v_j)|$ we complete the proof. \hfill $\square$

**Remark 6.2.** Since the vertex, 0 is joined with all other vertices in a meandric graph we, just for convenience, omit it. It follows that by Lemma 6.1, we have to require the opposite conditions that presented in the Lemma.

**Example 6.3.** Let $N = 8$, then $V_0 = \{2, 4, 6, 8\}$ and $V_1 = \{1, 3, 5, 7\}$.

1. Choose vertex 1, then we have to start with 1 we thus join it with other vertices. We have to choose a vertex from $V_0$.
2. Choose vertex 6 and join it with vertices 7, 8 (we draw a circle around a chosen vertex) (see Fig. 10 b)). It is clear that vertex 6 has an even number of neighbors. We have to choose a vertex with an odd number.
3. Let us choose vertex 3 and join it with 5, 7, 8 (see Fig. 10 c)). We see that the number of neighbors for 6 is odd and the number of common neighbors for 6 and 3 is odd. We then can choose a vertex with an even number.
4. Let us choose vertex 2 and join it with 4, 5, 7, 8 (see Fig. 11 a)). We see that the number of common neighbors for 2 and 3 is even: $N(2) \cap N(3) = \{4, 5, 7, 8\}$ it follows that we cannot choose vertex 2 on this step.
5. Let us choose vertex 4 and join it with vertices 5, 7, 8 (see Fig. 11 b)). It is easy to see that all required conditions hold. Hence we can choose a vertex with an odd number. Let us choose vertex 7 and join it with 8 (see Fig. 11 c)). We see that $N(7) \cap N(4) = \{1, 3, 8\}$, i.e., $|N(7) \cap N(4)|$ is odd therefore we cannot chose vertex 7 on this step. Thus we have only one possibility.
Algorithm 1: An algorithm to construct meanders

Data: \( n \equiv 0 \pmod{2}, \mathcal{V} = \mathcal{V}_0 \cup \mathcal{V}_1, \mathcal{V}_0 = \{2, 4, \ldots, N\}, \mathcal{V}_1 = \{1, 3, \ldots, N - 1\} \)

Result: \( S = \{s_1, \ldots, s_n\} \)

while \( \mathcal{V}_0, \mathcal{V}_1 \neq \emptyset \) do
  for \( i \leftarrow 0 \) to \( 1 \) do
    choose \( v \in \mathcal{V}_i \)
    \( T := \{v\} \)
    \( R := \bigcup_{v' > v, v' \notin T} \{(v, v')\} \)
    \( |N(v)| \equiv 1 \pmod{2} \)
    if \( \begin{cases} |N(v) \cap N(u)| \equiv 1 \pmod{2} & (u, v) \notin R, u \in T \\ |N(v) \cap N(w)| \equiv 0 \pmod{2} & (w, v) \in R, w \in T \end{cases} \)
    then
      \( j := 2 \)
      \( s_j := v \)
      \( j := j + 1 \)
      \( \mathcal{V} := \mathcal{V} \setminus \{v\} \)
      go back to the beginning
    else
      choose another \( v \in \mathcal{V}_i \)
    end
  end
end

Figure 10.

(6) Let us choose vertex 5 and join it with 7, 8 (see Fig. 12 a)). All conditions hold and hence we have to choose a vertex with an even number. If we chose vertex 8 (see Fig. 12 b)) we then get \( N(8) \cap N(6) = \{1\} \) i.e., the number of common neighbors for 8 and 6 is odd. Hence we cannot choose vertex 8 on this step. It follows that we have only one possibility — to choose vertex 2 then 7 and then 8.

(7) Thus we get the following sequence \( S = (1, 6, 3, 4, 5, 2, 7, 8) \) and the corresponding meander has the following form as it shown in Fig. 13.
Figure 11.

Figure 12.

Figure 13. The meander with permutation $\pi = (1 \ 2 \ 4 \ 4 \ 5 \ 6 \ 7 \ 8)
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