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Abstract—The multi-access variant of the coded caching problem with $N$ files, $K$ users and $K$ caches, where each user has access to $L$ neighbouring caches in a cyclic wrap-around manner, is considered. A cut-set based lower bound on the optimal rate-memory trade-off of the multi-access coded caching (MACC) scheme is derived. Furthermore, an improved lower bound on the optimal rate-memory trade-off of the MACC scheme is derived using non-cut-set arguments. The improved lower bound is tighter than the previously known lower bounds for the same setting.

I. INTRODUCTION

Caching is an effective way to utilize channel resources during off-peak periods and ease the burden of high network load at times of heavy demand. The idea of coded caching was introduced in the work of Maddah-Ali and Niesen [1], in which it is shown that by the joint design of storage and delivery policies, it is possible to achieve significant gain over conventional uncoded caching. The content delivery network in [1] consists of a central server with a library of $N$ files, and a set of $K$ users with dedicated caches. However, the capacity $M$ of the caches is limited. During off-peak hours, the server stores some of the file contents in the caches such that in the peak hour when the users demand files, the caches can help the server meet the user demands. The goal of the coded caching problem is the joint design of the placement phase (filling the caches in the off-peak period) and the delivery phase (server transmission in the peak traffic period) with a reduced transmission rate in the delivery phase. For a given $K, N$ and $M$, a coded caching scheme with uncoded placement and coded delivery was proposed in [1]. By deriving a lower bound on the optimal rate-memory trade-off, it is also shown that the rate achieved by the proposed scheme is within a constant multiplicative factor from the information-theoretic optimal rate-memory trade-off. Later in [2]–[5], better lower bounds were derived on the optimal rate-memory trade-off which significantly tightened the optimality gap.

However, in practical scenarios such as in cellular networks, users can have access to multiple caches when their coverage areas overlap. Motivated by the heterogeneous cellular architecture, a generalization of the set-up in [1] is studied in [6], where each user has access to $L$ consecutive caches in a cyclic wrap-around manner (See Figure 1). Instead of accessing a dedicated (single) cache as in [1]. In [6], a lower bound on the optimal rate-memory trade-off for the multi-access coded caching (MACC) scheme is derived and provided achievability results. Later, the authors of [7]–[13] came up with different MACC schemes, all restricted to uncoded placement.

A. Contributions

In this paper, we study the same multi-access set-up in [7]–[13], and make the following technical contributions.

• A lower bound on the optimal rate-memory trade-off of MACC scheme is derived using cut-set arguments (Section IV Theorem 1).
• An improved lower bound on the optimal rate-memory trade-off of MACC scheme is derived using non-cut-set arguments (Section IV Theorem 2).
• The proposed lower bound (in Theorem 2) is tighter than the previously known bounds in [6] and [14] (Section IV Lemma 4).

B. Notations

For a positive integer $m$, $[m]$ denotes the set $\{1, 2, \ldots, m\}$. For two positive integers $m, n$ such that $m \leq n$, $[m : n] = \{m, m + 1, \ldots, n\}$. For integers $m, n \leq K$,

$$[m : n]_K = \begin{cases} 
\{m, m + 1, \ldots, n\} & \text{if } m \leq n. \\
\{m, m + 1, K, 1, \ldots, n\} & \text{if } m > n.
\end{cases}$$

For any two integers, $i$ and $K$,

$$<i> = \begin{cases} 
i \pmod{K} & \text{if } i \pmod{K} \neq 0. \\
K & \text{if } i \pmod{K} = 0.
\end{cases}$$

For two positive integers $a$ and $b$, $\gcd(a, b)$ represents the greatest common divisor of $a$ and $b$. Also, for $x \in \mathbb{R}$, $(x)^+ = \max(0, x)$. The set of random variables $\{Y_a, Y_{a+1}, \ldots, Y_b\}$ is denoted as $Y_{[a,b]}$.

II. SYSTEM MODEL

We consider the multi-access network illustrated in Fig. 1. The system model consists of a central server and $K$ users. The central server is having a library of $N$ independent files, $W_{[1:N]}$ each of size 1 unit ($F$ bits). The server is connected to a set of $K$ users $U_{[1:K]} \triangleq \{U_1, U_2, \ldots, U_K\}$ through an error-free shared link. There are $K$ caches $Z_{[1:K]} \triangleq \{Z_1, Z_2, \ldots, Z_K\}$ in the system, each of size $M$ units where $0 \leq M \leq N$. Each user can access $L$ caches in a cyclic wrap-around manner. The set of caches that can be accessed by user $U_k$ is denoted as $Z_{\mathcal{L}_k}$, where $\mathcal{L}_k = \{k < k + L - 1 \pmod{K}\}$. A system under this setting is called the $(K, L, N)$ MACC network. The coded caching problem under this model has been discussed in [6]–[13].

The $(K, L, N)$ MACC scheme works in two phases: the placement phase and the delivery phase. In the placement phase, the server stores some of the file contents in the caches without knowing the user demands. The placement can be either coded or uncoded. By uncoded placement, we mean that files will be split into subfiles and kept in the
caches as such, while coded placement means that coded combinations of the subfiles are allowed to be kept in the caches. The content stored in cache $Z_k$ is denoted as $Z_k$. The cache contents are the functions of the files. In the delivery phase, each user requests a file from the server. Let $D_k$ be the random variable denoting the demand of $U_k$. The random variables $D_{1:K}$ are all uniformly and independently distributed over the set $[N]$. Let $d = (d_1, d_2, \ldots, d_K)$ be the demand vector, where $d_k$ is a realization of $D_k$, for all $k \in [K]$. Corresponding to the demand vector $d$, the server makes a broadcast transmission $X$ of size $R$ units. The non-negative real number $R$ is said to be the rate of transmission. The broadcast transmission $X$ is a function of the files $W_{1:N}$. Using the transmission $X$ and the contents in the set of caches $Z_{\mathcal{k}} (\mathcal{k} = \{Z_k, Z_{k+1}, \ldots, Z_{k+L-1}, k \in K\})$, user $U_k$ should be able to decode the demanded file $W_{d_k}$. That is, for every $k \in [K]$,

\begin{align}
    H(W_{d_k} | Z_{\mathcal{k}}, D_k = d_k, X) = 0,
\end{align}

where $Z_{\mathcal{k}}$ denotes the contents stored in the caches $Z_{\mathcal{k}}$.

**Definition 1.** For the $(K, L, N)$ MACC scheme, a memory-rate pair $(M, R)$ is said to be achievable if the scheme for cache memory $M$ satisfies the decodability condition (1) with a rate less than or equal to $R$ for every possible demand vector (all possible realizations of $D_{1:K}$).

The optimal rate-memory trade-off is defined as,

\begin{align}
    R^*(M) = \inf \{ R : (M, R) \text{ is achievable} \}.
\end{align}

In this paper, we derive an improved lower bound on $R^*(M)$, which is tighter than the lower bounds in [6] and [14].

### III. PRELIMINARIES

In this section, we introduce the useful definitions and results that we will make use of in the subsequent sections.

The following lemma will be useful in deriving our lower bound on $R^*(M)$.

**Lemma 1** (Sliding-Window Subset Entropy Inequality, Theorem 3 in [13]). Given $K$ random variables $(Y_1, Y_2, \ldots, Y_K)$, we have, for every $s \in \{1, 2, \ldots, K - 1\}$,

\begin{align}
    \frac{1}{s} \sum_{i=1}^{K} H(Y_1, \ldots, Y_{s+i-1} > K) \geq \frac{1}{s+1} \sum_{i=1}^{K} H(Y_1, \ldots, Y_{s+i} > K).
\end{align}

Next, we see two existing lower bound results for MACC scheme, in the literature.

**Lemma 2** (Lemma 5 in [6]). Consider the $(K, L, N)$ MACC scheme. Let $b \in \mathbb{N}^+$ and $l \in [K]$. Furthermore, let $s \in \mathbb{N}^+$ such that $st \in [L : \lfloor \frac{L}{2} \rfloor]$. Then,

\begin{align}
    R^*(M) \geq \lambda \cdot \min \left\{ st - L + 1, \frac{N}{s} \right\} - \frac{l}{b} M
\end{align}

where $\lambda = 1$ if $st = L$ and $\lambda = \frac{1}{2}$ if $st > L$.

**Lemma 3** (Lemma 3 in [14]). For the $(K, L, N)$ MACC scheme,

\begin{align}
    R^*(M) \geq \max_{s \in \{1, 2, \ldots, \min(K, N)\}} \left( s - \frac{s + L - 1}{[N/s]} \right) M.
\end{align}

Lemma 3 gives a tighter lower bound on $R^*(M)$ compared to the lower bound in Lemma 2.

### IV. MAIN RESULTS AND DISCUSSIONS

In this section, first, we present a lower bound on $R^*(M)$ of the $(K, L, N)$ MACC scheme based on cut-set arguments. Then, we give an improved lower bound on $R^*(M)$ using non-cut-set arguments.

**Theorem 1** (Cut-set lower bound on $R^*(M)$). For the $(K, L, N)$ MACC scheme,

\begin{align}
    R^*(M) \geq \max_{s \in \{1, 2, \ldots, \min(K, N)\}} \left( s - \frac{\min(s + L - 1, K)}{[N/s]} \right) M.
\end{align}

Proof of Theorem 1 is given in Section V-A.

A similar, cut-set based approach is adopted to derive the lower bound in Lemma 3 (14). However, the lower bound in Theorem 1 is tighter than the lower bound in Lemma 3 (This can be verified by considering values of $s$ such that $\min(s + L - 1, K) = K$). We further improve this lower bound in Theorem 2. As an example, we look into the $(K = 3, L = 2, N = 3)$ coded caching set-up. From Theorem 1 we get $R^*(M) \geq 3(1 - M)$ and $R^*(M) \geq 1 - 1.84$. Along with these two, we find one more lower bound such that all the three together characterize the improved lower bound on $R^*(M)$ of the $(K = 3, L = 2, N = 3)$ MACC scheme. This improved lower bound is, in fact, the optimal rate-memory trade-off of the $(K = 3, L = 2, N = 3)$ multi-access coded caching schemes (see Appendix B).

**Example 1.** Consider the $(K = 3, L = 2, N = 3)$ MACC scheme. Consider three demand vectors $d_1 = (1, 2, 3)$, $d_2 = (2, 3, 1)$ and $d_3 = (3, 1, 2)$. Corresponding to $d_1$, the server makes the transmission $X_1$. Similarly, corresponding to $d_2$ and $d_3$, the server makes the transmissions $X_2$ and $X_3$, respectively. Using the transmissions $X_1$, $X_2$, and $X_3$, and the cache contents $Z_1$ and $Z_2$, all the files can be decoded. Therefore, we have,

\begin{align}
    3 & \leq H(Z_{1:2}, X_{1:3}) \\
    & = H(Z_{1:2}) + H(X_{1:3} | Z_{1:2}) \\
    & \leq 2M + H(X_1 | Z_{1:2}, X_1) + H(X_{2:3} | Z_{1:2}, X_1, W_1) \\
    & \leq 2M + R^*(M) + H(X_{2:3} | Z_{1:2}, X_1, W_1) \\
    & \leq 2M + R^*(M) + H(X_{2:3} | Z_{1:2}, X_1, W_1) \\
    & \leq 2M + R^*(M) + H(Z_3 | X_1, W_1) + H(X_{2:3} | X_3, W_1) \\
    & \leq 2M + R^*(M) + H(Z_3 | X_1, W_1) + H(X_{2:3} | W_1).
\end{align}

(7a) (7b) (7c)
Using $X_1$ and $Z_{[1:2]}$, file $W_1$ can be decoded, therefore follows. Similarly, using $X_1$ and $Z_{[1:3]}$, files $W_1, W_2$ and $W_3$ can be decoded, hence follows. Equation follows from the fact that given the files $W_{[1:3]}$, there is no more uncertainty in the transmissions $X_{2}$ and $X_{3}$. Now,

$$H(Z_{3}|Z_{[1:2]}, X_1, W_1) \leq H(Z_{[1:3]}|W_1) = H(Z_{[1:3]}|W_1) - H(Z_{[1:2]}|W_1).$$

Therefore, we have,

$$3 \leq 2M + R^*(M) + H(Z_{[1:3]}|W_1) - H(Z_{[1:2]}|W_2). \quad (8)$$

Instead of $Z_{[1:2]}$ and $X_{[1:3]}$, by considering $Z_{[2:3]}$ and $X_{[1:3]}$, we will get a similar inequality as follows:

$$3 \leq 2M + R^*(M) + H(Z_{[1:3]}|W_1) - H(Z_{[2:3]}|W_1). \quad (9)$$

Similarly, considering $Z_{[3:1]}$ and $X_{[1:3]}$ will give,

$$3 \leq 2M + R^*(M) + H(Z_{[1:3]}|W_1) - H(Z_{[3:1]}|W_1). \quad (10)$$

Adding (8), (9) and (10), and normalizing with 3,

$$3 \leq 2M + R^*(M) + H(Z_{[1:3]}|W_1) - \frac{1}{3} \sum_{i=1}^{3} H(Z_{[i, i+1, i+3]}|W_1).$$

By using Lemma 7 we get,

$$\sum_{i=1}^{3} H(Z_{[i, i+1, i+3]}|W_1) \geq 2H(Z_{[1:3]}|W_1) \quad (12)$$

Substituting (12) in (11),

$$3 \leq 2M + R^*(M) + \frac{1}{3} H(Z_{[1:3]}|W_1)$$

$$\leq 2M + R^*(M) + \frac{1}{3} H(Z_{[1:3]}, W_{[2:3]}|W_1)$$

$$\leq 2M + R^*(M) + \frac{1}{3} (H(W_{[2:3]}|W_1) + H(Z_{[1:3]}|W_{[1:3]})) \quad (13a)$$

$$\leq 2M + R^*(M) + \frac{1}{3} H(W_{[2:3]})$$

$$\leq 2M + R^*(M) + \frac{2}{3}$$

where (13a) results from the fact that, given the files $W_{[1:3]}$, there is no uncertainty in $Z_{[1:3]}$.

Rearranging the terms will give the lower bound on $R^*(M)$ as follows,

$$R^*(M) \geq \frac{7}{3} - 2M. \quad (14)$$

For the $(K = 3, L = 2, N = 3)$ MACC scheme, the lower bound on $R^*(M)$ given by Lemma 5 Theorem 1 along with (14) is shown in Figure 2. Note that, for $\frac{4}{3} \leq M \leq 1$, Example 1 improves the lower bound. The following theorem generalizes Example 1 and gives an improved lower bound on $R^*(M)$.

**Theorem 2.** For the $(K, L, N)$ MACC scheme, 

$$R^*(M) \geq \max_{s \in \{1, 2, \ldots, \min(K, N)\}} \left( \frac{1}{l} \left\{ N - \left(1 - \frac{p}{R}\right)(N - l)s + (N - lK)^+ - pM \right\} \right) \quad (15)$$

where $p = \min(s + L - 1, K)$. 

Proof of Theorem 2 is given in Section V-B. 

The lower bound in Theorem 2 has two parameters: $s$, which is associated to the number of users, and the parameter $l$ connected to the number of transmissions. Compared to the lower bound in Theorem 1, the parameter $l$ gives more flexibility to Theorem 2. To derive the lower bound, we consider $s$ users, where $s \leq K$. These $s$ users together access $p$ caches. From $\lceil N/s \rceil$ transmissions, all the $N$ files can be decoded at the user-end (considering only those $s$ users). We separate those $\lceil N/s \rceil$ transmissions into the first $l$ transmissions and the remaining $\lceil N/s \rceil - l$ transmissions and bound the uncertainty in the latter with the help of Lemma 1. This approach is similar to the approach in [2] in which a lower bound on the optimal rate-memory trade-off of the dedicated coded caching scheme (setting introduced in [1]) is derived.

For different values of $K, L, N$, the lower bounds on $R^*(M)$ in Lemma 2, Lemma 3, Theorem 1 and Theorem 2 are given in Figure 3. The lower bound in Lemma 2 is applicable only when $L \leq \frac{N}{2}$. Also, we have already shown that the lower bound in Theorem 1 is the tightest bound in Lemma 3. In the proof of Lemma 4 we analytically show that for any values of $K, L, N$, the lower bound in Theorem 2 is at least as good as the lower bound in Theorem 1. Also, from Figure 3 it is clear that the lower bound in Theorem 2 is, in fact, tighter than the lower bound in Theorem 1.

**Lemma 4.** Let 

$$R_{\text{cut-set}}(M) = \max_{s \in \{1, 2, \ldots, \min(K, N)\}} \left( s - \frac{p}{\lceil N/s \rceil} \right) \quad (16)$$

and 

$$R_{\text{new}}(M) \geq \max_{l \in \{1, 2, \ldots, \lceil N/s \rceil\}} \left( \frac{1}{l} \left\{ N - \left(1 - \frac{p}{R}\right)(N - l)s + (N - lK)^+ - pM \right\} \right) \quad (17)$$

where $p = \min(s + L - 1, K)$. Then, for all $M \in [0, \frac{N}{L}]$, we have, 

$$R_{\text{new}}(M) \geq R_{\text{cut-set}}(M).$$

Proof of Lemma 4 is given in Appendix A.
achieving rate $R = 0$ is $\left\lceil \frac{nK}{n} \right\rceil$, where $\left\lceil \frac{nK}{n} \right\rceil > \frac{n}{n}$ when $L$ does not divide $K$. This means, in general, the optimal rate restricted to uncoded placement at $M = \frac{n}{n}$ is a non-zero value. At the same time, using coded placement, rate $R = 0$ is achievable at $M = \frac{n}{n}$ itself, which is a clear indication that by making use of coded placement, it is possible to reduce the rate further compared to the rate achieved by the schemes in [6]–[13].

Upon rearranging, we get,

$$R^*(M) = \frac{s[N/s] - pM}{[N/s]} = s - \frac{p}{[N/s]}. M.$$ 

Optimizing over all possible choices of $s$, we obtain the lower bound on $R^*(M)$ as,

$$R^*(M) \geq \max_{s \in \{1, 2, \ldots, \min(N, K)\}} \left(s - \frac{\min(s + L - 1, K)}{[N/s]} M \right).$$

This completes the proof of Theorem 1.

B. Proof of Theorem 2

The server has $N$ files $W_{[1:N]}$. Consider the users $U_{[1:s]}$ for some $s \in [K]$. These $s$ users together access the caches $Z_{[1:p]}$ where $p \triangleq \min(s + L - 1, K)$. That is, $L_1 \cup L_2 \cup \cdots \cup L_s = [p]$. Consider transmission $X_1$ corresponding to the demand vector $d_1 = (1, 2, \ldots, s, d_{s+1}, \ldots, d_K)$, where the first $s$ requests are for distinct files, and the last $K - s$ requests can be for arbitrary files. Similarly, the transmission $X_2$ is corresponding to the demand vector $d_2 = (s + 1, s + 2, \ldots, 2s, d_{2s+1}, \ldots, d_K)$. Finally, the transmission $X_q$ is corresponding to the demand vector $d_q = ((q - 1)s + 1, (q - 1)s + 2, \ldots, N, d_{N-(q-1)s+1}, \ldots, d_K)$, where $q \triangleq \lceil \frac{N}{s} \rceil$. Note that, all the transmissions are functions of the files $W_{[1:N]}$ alone. Using the cache contents $Z_{[1:p]}$ and the transmissions $X_{[1:q]}$, the files $W_{[1:N]}$ can be decoded. Therefore, we have,

$$N = H(W_{[1:N]}) \leq H(Z_{[1:p]}, X_{[1:q]}) \leq H(Z_{[1:p]}), X_{[1:q]} \leq pM + H(X_{[1:l]} | Z_{[1:p]}; X_{[1:q]}) \leq pM + H(X_{[1:l]} | Z_{[1:p]}; X_{[1:q]} | W_{[1:s]}) \leq pM + lR^*(M) + H(X_{[1:l]} | Z_{[1:p]}; X_{[1:q]} | W_{[1:s]}).$$

As, $X_{[1:l]} \triangleq pM$, the above equation simplifies to,

$$N \leq H(W_{[1:N]}) \leq H(Z_{[1:p]}, X_{[1:q]}) \leq pM + lR^*(M) + H(X_{[1:l]} | Z_{[1:p]}; X_{[1:q]} | W_{[1:s]}).$$

where (20a) follows from the fact that the cache contents $Z_{[1:s]}$ with transmissions $X_{[1:q]}$ can decode the files $W_{[1:t_a]}$. Equation (20b) results from bounding the entropy of l transmissions by $lR^*(M)$, where each transmission is of rate $R^*(M)$.

Now, we will find an upper bound on $\mu$,

$$\mu = H(Z_{[p+1:K]}; X_{[1:t_a]}), X_{[1:q]}), X_{[1:q]}; W_{[1:t_a]}), W_{[1:t_a]}), W_{[1:t_a]}).$$

Considering the $p$-consecutive cache subsets of $Z_{[1:K]}$ (all the sets of caches of the form $Z_{[k:k+p-1]}$, for $k \in [K]$), we can obtain $K$ such inequalities as in (21a). That is, for every $k \in [K]$, we have,

$$\mu \leq H(Z_{[1:K]} | W_{[1:t_a]}), H(Z_{[k:k+p-1]}; W_{[1:t_a]}).$$

Adding all the $K$ inequalities and normalizing with $K$, we get,

$$\mu \leq \frac{H(Z_{[k:k+p-1]}; W_{[1:t_a]}), 1}{K}, \sum_{k=1}^{K} H(Z_{[k:k+p-1]}; W_{[1:t_a]}).$$

(22)
Next, consider the random variables $Z_k$ for all $k \in [K]$, and apply Lemma 1. We get,

$$
1 - \frac{1}{K} \sum_{k=1}^{K} H(Z_{k:k+1} | W_{[1:t]}) \geq \frac{1}{K} \sum_{k=1}^{K} H(Z_{k:k+1} | W_{[1:t]})
$$

Substituting (23a) in (22), we have,

$$
\mu \leq H(Z_{[1:K]} | W_{[1:t]}) - \frac{1}{K} \sum_{k=1}^{K} H(Z_{k:k+1} | W_{[1:t]})
$$

Now, consider two cases a) if $ls \geq N$, then

$$H(Z_{[1:K]} | W_{[1:t]}) = 0$$

and b) if $ls < N$, then,

$$H(Z_{[1:K]} | W_{[1:t]}) \leq H(Z_{[1:K]} | W_{[t+1:t+n]} | W_{[1:t]})$$

Substituting (25) and (26c) in (24), we get,

$$N \leq pM + 1R^*(M) + (1 - \frac{p}{K}) (N - ls)^+ + (N - lK)^+.$$

Upon rearranging the terms, and optimizing over all the possible values of $s$ and $l$, we have,

$$R^*(M) \geq \max_{s \in \{1,\ldots,[N/s]\}} \max_{l \in \{1,\ldots,[N/s]\}} \frac{1}{l} \left\{ N - \left(1 - \frac{p}{K}\right) (N - ls)^+ + (N - lK)^+ - pM \right\}$$

where $p = \min(s + L - 1, K)$. This completes the proof of Theorem 2.

VI. CONCLUSION

In this work, we dealt with the MACC problem. We derived a lower bound on the optimal rate-memory trade-off of the MACC scheme using non-cut-set arguments. The proposed lower bound is tighter than the previously known lower bounds in the literature.

APPENDIX A
PROOF OF LEMMA 4

In (17), we substitute $l = \lfloor N/s \rfloor$. Then,

$$R_{new}(M) \geq \max_{s \in \{1,\ldots,K\}} \frac{1}{N/s} \left\{ N - \left(1 - \frac{p}{K}\right) (N - [N/s]s) + (N - [N/s]K)^+ - pM \right\}$$
First, we consider the case with \( \min(K, N) = N \). Then, we have,
\[
R'_{\text{new}}(M) \geq \max_{s \in \{1, \ldots, N\}} \left( s + \frac{s(N - s\lfloor N/s \rfloor) + pM}{\lfloor N/s \rfloor} \right)
\]
\[
\geq \max_{s \in \{1, \ldots, N\}} \left( \frac{s(N/s) - pM}{\lfloor N/s \rfloor} \right) \geq R_{\text{cut-set}}(M).
\]
Next, we consider the case with \( \min(K, N) = K \). For each \( s \in [1 : K] \), we define
\[
R'_{\text{new}}(M) \triangleq \frac{N - (1 - \frac{K}{N}) (N - \lfloor N/s \rfloor s) - (N - \lfloor N/s \rfloor K^+) + pM}{\lfloor N/s \rfloor}
\]
and
\[
R'_{\text{cut-set}}(M) \triangleq \frac{s(N/s) - pM}{\lfloor N/s \rfloor}.
\]
Now, we will show that, for every \( s \in [1 : K] \),
\[
R'_{\text{new}}(M) \geq R'_{\text{cut-set}}(M). \tag{32}
\]
Then we can say, when \( N > K \), \( R'_{\text{new}}(M) \geq R_{\text{cut-set}}(M) \).
First, consider \( s \in [K - L + 1, K] \). Then, \( p = \min(s + L - 1, K) = K \). For every \( s \in [K - L + 1, K] \), we have
\[
R'_{\text{new}}(M) \geq \frac{N - (N - \lfloor N/s \rfloor K^+) + pM}{\lfloor N/s \rfloor}
\]
\[
= \frac{\min(N, K\lfloor N/s \rfloor) - pM}{\lfloor N/s \rfloor}
\]
\[
\geq \frac{s(N/s) - pM}{\lfloor N/s \rfloor} \geq R_{\text{cut-set}}(M).
\]
For \( s \in [1 : K - L] \),
\[
R'_{\text{new}}(M) \geq \frac{N - (1 - \frac{K}{N}) (N - s\lfloor N/s \rfloor) - (N - \lfloor N/s \rfloor K^+) + pM}{\lfloor N/s \rfloor}
\]
\[
= s + \frac{s(N - s\lfloor N/s \rfloor) + pM}{\lfloor N/s \rfloor} - (N - \lfloor N/s \rfloor K^+) + pM
\]
If \( (N - \lfloor N/s \rfloor K^+) = 0 \), then
\[
R'_{\text{new}}(M) \geq \frac{s\lfloor N/s \rfloor + s(N - s\lfloor N/s \rfloor) - pM}{\lfloor N/s \rfloor}
\]
\[
\geq \frac{s(N/s) - pM}{\lfloor N/s \rfloor} \geq R_{\text{cut-set}}(M).
\]
That is, \( \tag{32} \) holds for \( s \in [1 : K - L] \) such that \( N - \lfloor N/s \rfloor K \leq 0 \). Note that
\[
N - \lfloor N/s \rfloor K \leq 0 \implies s \leq \left\lfloor \frac{N}{\lfloor N/K \rfloor} \right\rfloor.
\]
For all \( s \leq \left\lfloor \frac{N}{\lfloor N/K \rfloor} \right\rfloor \), \( R_{\text{new}}(M) \geq R_{\text{cut-set}}(M) \).
Now, it remains to show that for \( s \in \left[ \left\lfloor \frac{N}{\lfloor N/K \rfloor} \right\rfloor + 1 : K - L \right] \), \( R_{\text{new}}(M) \geq R_{\text{cut-set}}(M) \).
Notice that, for those values of \( s \), we have, \( N/K > \lfloor N/s \rfloor \).
But, for all \( s \leq K, N/K \leq N/s \). That is, for \( s \) such that, \( \lfloor N/s \rfloor < N/K < N/s \), we have, \( N/K = \lfloor N/s \rfloor \). Then,
\[
R_{\text{new}}(M) \geq s + \frac{p(N - s\lfloor N/s \rfloor) + K\lfloor N/s \rfloor - N - pM}{\lfloor N/s \rfloor}.
\]
For \( \tag{32} \) to be true, \( \frac{p}{K}(N - s\lfloor N/s \rfloor) + K\lfloor N/s \rfloor - N \geq 0 \).
That implies,
\[
\frac{p}{K}(N - s\lfloor N/s \rfloor) \geq N - K\lfloor N/s \rfloor. \tag{36}
\]
Consider the inequality,
\[
\frac{s}{K}(N - s\lfloor N/s \rfloor) \geq N - K\lfloor N/s \rfloor. \tag{37}
\]
If \( s \) satisfies \( \tag{37} \), then \( s \) will definitely satisfy \( \tag{36} \), since \( p \geq s \). To satisfy \( \tag{37} \),
\[
\frac{s}{K} \geq \frac{N}{N/K} - K = \frac{N}{N/K} - s. \tag{38}
\]
Equation \( \tag{38} \) follows from the fact that, for the values of \( s \) under consideration \( [N/K] = [N/s] \). From \( \tag{38} \), we can say,
\[
s \geq \frac{N}{[N/K]} - K.
\]
Now, we have seen that for \( s \geq \frac{N}{[N/K]} - K \), Equation \( \tag{32} \) holds. If \( \frac{N}{[N/K]} - K \leq \frac{N}{[N/K]} + 1 \), the we can say that \( \tag{32} \) holds for all \( s \in [1 : K] \). Define \( s_{\min} \triangleq \frac{N}{[N/K]} - K \) and \( s_{\max} \triangleq \frac{N}{[N/K]} + 1 \).
Define \( \gamma \triangleq \frac{N}{[N/K]} \in \mathbb{R} \). When \( N > K, \gamma > 1 \). Then, we have,
\[
s_{\min} = \frac{N}{\gamma} - \frac{N}{\gamma} = N \left( \frac{1}{\gamma} \right) - \frac{N}{\gamma} = \frac{N}{\gamma}.
\]
Similarly,
\[
s_{\max} = \left\lceil \frac{N}{\gamma} \right\rceil + 1 \geq \frac{N}{\gamma}.
\]
When \( \gamma \geq 2, s_{\max} \geq s_{\min} \), since \( \gamma \geq \lceil \gamma \rceil \).
For \( \gamma \in (1, 2) \), we have,
\[
s_{\min} = \frac{N}{\gamma} \leq \frac{N}{2} \leq \left\lceil \frac{N}{2} \right\rceil + 1 = s_{\max}.
\]
That is, for every \( \gamma > 1, s_{\min} \leq s_{\max} \).
We have shown that when \( N > K \), for all \( s \in [1 : K] \), \( R_{\text{new}}(M) \geq R_{\text{cut-set}}(M) \). That means, when \( N > K \), \( R_{\text{new}}(M) \geq R_{\text{cut-set}}(M) \).
This completes the proof of Lemma \( \tag{4} \).

\section*{Appendix B}

\textbf{Optimal Rate-Memory Trade-off of the (K = 3, L = 2, N = 3) MACC Scheme}

In this section, we provide an achievable result for the \( (K = 3, L = 2, N = 3) \) MACC scheme at \( M = \frac{1}{2} \). Also, we show that \( R^*(1) = 1 \).
In the placement phase, the server divides each file into 3 non-overlapping subfiles of equal size. Then, \( W_n = \{W_{n,1}, W_{n,2}, W_{n,3}\} \) for \( n \in [3] \). The cache placement is coded, and is as follows:
\[
Z_1 = \{W_{1,1} \oplus W_{2,1}, W_{2,1} \oplus W_{3,1}\}
\]
\[
Z_2 = \{W_{1,2} \oplus W_{2,2}, W_{2,2} \oplus W_{3,2}\}
\]
\[
Z_3 = \{W_{1,3} \oplus W_{2,3}, W_{2,3} \oplus W_{3,3}\}.
\]
Let \( \mathbf{d} = (d_1, d_2, d_3) \) be the demand vector. Then the server transmits \( W_{d_1,3}, W_{d_2,1} \) and \( W_{d_2,3} \). Therefore, the rate of transmission is 1.

The decodability of the files is straightforward. Consider user \( U_1 \) demanding \( W_{d_1,3} \). The user directly receives \( W_{d_1,3} \) from the server transmission. Since, subfile \( W_{d_1,1} \) is available from the transmission, user \( U_1 \) can get \( W_{n,1} \) for all \( n \in [3] \) using \( Z_1 \), which includes \( W_{d_1,1} \). Using \( W_{d_2,3} \) and \( Z_2 \), user
$$U_1$$ can decode $W_{d_1,2}$. Similarly, all the users can get their demanded file without any uncertainty. Therefore, the memory-rate pair $(\frac{2}{3}, 1)$ is achievable.

For the $(K = 3, L = 2, N = 3)$ MACC scheme, the memory-rate pairs $(0, 3)$ (trivial) and $(\frac{2}{3}, 0)$ (see [16]) are achievable. By using the scheme in [8], the memory-rate pair $(1, \frac{1}{3})$ is achievable. Therefore, by memory sharing $R(M) = 3(1 - M)$ for $0 \leq M \leq \frac{7}{3}$, $R(M) = \frac{7}{3} - 2M$ for $\frac{7}{3} \leq M \leq 1$ and $R(M) = 1 - \frac{2M}{3}$ for $1 \leq M \leq \frac{7}{2}$ are achievable. In Example [1] we showed that, $R^*(M) \geq 3(1 - M)$, $R^*(M) \geq \frac{7}{3} - 2M$ and $R^*(M) \geq 1 - \frac{2M}{3}$. Therefore, we have,

$$R^*(M) = \begin{cases} 3(1 - M) & \text{for } 0 \leq M \leq \frac{7}{3} \\ \frac{7}{3} - 2M & \text{for } \frac{7}{3} \leq M \leq 1 \\ 1 - \frac{2M}{3} & \text{for } 1 \leq M \leq \frac{7}{2} \end{cases}$$
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