Denoising Induction Motor Sounds Using an Autoencoder
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Abstract—Denoising sound is essential for improving signal quality in various applications such as speech processing, sound event classification, and machine failure detection systems. This paper proposes an autoencoder method to remove two types of noise, Gaussian white noise, and environmental noise from water flow, from induction motor sounds. The method is trained and evaluated on a dataset of 246 sounds from the Machinery Fault Database (MAFAULDA). The denoising effectiveness is measured using the mean square error (MSE), which indicates that both noise types can be significantly reduced with the proposed method. The MSE is below or equal to 0.15 for normal operation sounds and misalignment sounds. This improvement in signal quality can facilitate further processing, such as induction motor operation classification. Overall, this work presents a promising approach for denoising machine sounds using an autoencoder, with potential for application in other industrial settings.

Index Terms—Autoencoder, Denoise sound.

I. INTRODUCTION

In the manufacturing industry, machine failure detection systems are critical to automatically detect broken components in machines for scheduled maintenance [1], [2]. This can minimize the downtime of the machine, and thus the maintenance cost. Researchers have recently focused on exploiting emitted sounds to detect machine failures. Noise, however, can be present in the recorded sound signals of machines in factories. The noise can originate from sources such as people talking, flowing water, wind, or other machines in the background. If the noise of the sound is removed, the quality of the recorded sound event will increase, resulting in the successful application of machine failure detection systems based on the sound signals. In this paper, a method is investigated for denoising machine sounds by mapping noisy sounds to clean ones using an autoencoder.

For many years, there has been a growth of methods to reduce noise in sounds and speech. These methods include approaches such as minimum mean square error (MMSE) [3], spectral subtraction [4]–[7], Wiener filtering [8]–[10], time-frequency block threshold [11], nearest neighbor estimation [12], Singular Value Decomposition (SVD) [13], and double-density dual-tree discrete wavelet transform (DDDTWT) [14].

Although these methods have demonstrated good performance in image, sound, and speech denoising, they still have some drawbacks. They are only effective at low levels of noise and are based on assumptions of aggregate statistical models. Hence, these algorithms frequently underestimate or overestimate noise, which results in either insufficient noise removal or audio distortions caused by excessive noise removal. Moreover, identifying the gain of a Wiener filter requires knowledge of the power spectral densities (PSDs) of the noise and the desired signals at a particular frequency. The SVD computation is slow and has a high computational cost. The choice of the proper wavelets for denoising purposes using wavelet transform can be time-consuming [15].

Using deep neural networks (DNNs) as a denoising method can address these problems. DNN-based methods use pairs of noisy sounds and their corresponding clean sounds to be trained. This approach has been shown to outperform conventional denoising filters for images [16] and time-series signals [17]–[22]. Specifically, deep learning can effectively remove the issue of Gaussian noise in sounds. In supervised learning approaches, pre-trained DNNs combined with linear support vector machines have been used to learn and predict features of noisy signals [23]. More recently, convolutional neural networks (CNNs) are attracting considerable interest in many applications in signal processing, image processing, and computer vision. CNNs have been demonstrated to enhance a large number of noisy images with different standard noise, thus allowing for a greater degree of generalization [24]. Some hybrid methods that are the combination between conventional denoising methods and deep learning methods have also been proposed to denoise sound signals [25]–[27].

Autoencoders have been applied to reduce noise in images [28]–[32], and have shown better performance than conventional noise filters. A reason for this is that autoencoders can be modified based on the input images, and hence could be labeled to be data-specific. For denoising images, images are corrupted by adding random noise, and the autoencoder is trained on the original images and the corresponding noisy images (corrupted images) to produce noise-free images (uncorrupted images). Recently, denoising autoencoders have also been used successfully to denoise ECG signal [33]–[35] and radio signals [36]–[38].

The noise in sound is frequently assumed to follow a Gaussian distribution in conventional denoising algorithms. Real noise in sound, however, is more complicated. Machine sounds in factories, for example, are rarely particular to the machine
and may include ambient noise such as human-produced sounds or sounds from other machines. The spectral content of background noise and the sound event can sometimes overlap. Conventional denoising approaches may not perform well in these situations because they may remove portions of the sound event that sound like background noise. Due to this, there may be audible distortions as a result of the denoising process. Hence, effective denoising technologies that can eliminate various types of environmental noise (background noise) without sound distortion are still needed.

The autoencoder’s effectiveness in other applications motivates its use in sound signal denoising, particularly for the removal of random white noise and various types of acoustic noise in real life. As a result, the goal of this research is to develop, implement, and evaluate an autoencoder for the reduction of noise to improve the quality of sound events. We attempt to denoise sounds to become as close to their original clean sound as possible by learning the noise distribution in sounds and denoising them. In the scope of this paper, two types of noise were manually added to the original clean sound signals of industrial motors. The autoencoder is then trained using the original clean sound and the corresponding noisy sound. The autoencoder recovers the noiseless sound from the noisy signal. To our knowledge, this is the first study to evaluate a denoising autoencoder for noise reduction in industrial motor sounds.

The rest of this paper is organized as follows. A brief overview of the utilized dataset is presented in Section II. The proposed method is described in Section III. The evaluation results are presented in Section IV. In Section V and Section VI, we discuss the obtained results and draw conclusions, respectively.

II. DATASET

For the investigation in this study, signals from MAFAULDA are used. The MAFAULDA dataset [39] includes time series data that are acquired from the "SpectraQuest’s Machinery Fault Simulator (MFS) Alignment-Balance-Vibration (ABVT)" using different sensors, including microphones. The data acquisition system includes three industrial vibration monitoring instrumentations (IMI sensors, model 601A01 accelerometers), one triaxial accelerometer (model 604B31), Monarch Instrument MT-190 analog tachometer, Shure SM81 microphone, and two National Instruments NI 9234 4 channel analog acquisition modules with a sample rate of 51,200 Hz. The dataset is divided into six categories: normal function, imbalance faults, vertical misalignment faults, horizontal misalignment faults, inner bearing faults, and outer bearing faults. Due to the application aspect in detecting and classifying industrial motor faults, this dataset was selected for this research. For our investigation, we focused on signals from the normal function and horizontal misalignment fault categories. There are 49 sounds in the normal function category when the machine is working properly. There are 197 sounds in the horizontal misalignment category, divided into four types: 0.5mm misalignment (50 sounds), 1.0mm misalignment (49 sounds), 1.5mm misalignment (49 sounds), and 2.0mm misalignment (49 sounds).

The sound signals were recorded by Shure SM81 microphones with a sample rate of 50,000 Hz and stored in comma-separated values (CSV) files. Before further analysis, the CSV files were converted into waveform audio file format (WAV). Each signal was sampled at a rate of 50,000 Hz for 5 seconds, resulting in time series of 250,000 samples.

III. METHODOLOGY

An encoder and a decoder are the two halves of an autoencoder. The encoder compresses the data that it receives. The decoder then uses the encoder’s latent representation to reconstruct the output. To train the denoising model, noisy sounds and their corresponding clean sounds were fed into an autoencoder. The encoder learns the noisy sounds during the encoding process, while the decoder attempts to generate new sounds that best match the clean input sounds.

As a first step, the noise was added to the original induction motor sounds. In this study, two types of noise were added: a random white Gaussian noise and water sink faucet noise.

The random noise was generated stochastically from a Gaussian distribution where 0 is mean and 1 is the standard deviation. The length of each random noise was equal to the length of the sound in the dataset. This noise is multiplied by the noise factor of 0.1 and then added to the original sounds to create corresponding noisy sounds. Hence, each sound in the dataset was superimposed with a different random noise.

Environmental noise can be classified into pink noise (e.g., heartbeats, steady rain, wind, waves), brown noise (thunder), and blue noise (water from a faucet). The noise of flowing water is common in many factories due to its usage in processing, cleaning, diluting, or cooling. Hence, a denoising autoencoder was trained with a specific type of noise (the sound of the water sink faucet as an example). The water sink faucet sound is blue noise. The spectral density (power per hertz) of blue noise is proportional to its frequency. As the frequency increases, the energy and power of the signal increase as well. The water sink faucet noise is 5 seconds in length, the same as the length of the original sound in the dataset.

The encoder consists of four 1D-convolutional layers with a kernel size of 3. The first 1D-convolutional layer has a filter size of 128 and a rectifier linear unit (ReLU) as its activation function. The input size of the encoder is (250,000, 1), corresponding to 250,000 samples in each time series. The second, third, and fourth 1D-convolutional layers have filter sizes of 32, 16, and 8, respectively. Similarly, the decoder consists of four 1D-convolutional transpose layers and a 1D-convolutional layer. The first, second, third, and fourth 1D-convolutional transpose layers have filter sizes of 8, 16, 32, and 128, respectively. The final convolutional layer turns the number of channels back into one. The batch size is 8 and the number of epochs is 10. We used 30% of sounds for testing, 56% for training, and 14% for validation. The max
norm constraints regularization was utilized with a value of 2.0 so the updates of the network are always bounded. Using projected gradient descent to enforce the constraint, maximum norm constraints establish an absolute upper limit on each neuron’s weight vector. The binary cross-entropy was utilized as the loss function. Hence, the original sounds and noisy sounds were normalized so that their values are in the range of [0, 1] using

\[ n_i = (y_i - \min(y))/(\max(y) - \min(y)), \]  

with

- \( n_i \): the normalized value \( i_{th} \) in the dataset;
- \( y_i \): the sample value \( i_{th} \) in the dataset;
- \( \min(y) \): the minimum value in the dataset;
- \( \max(y) \): the maximum value in the dataset.

The autoencoder was compiled using the Adam optimizer [40] and binary cross-entropy loss function. Adam is an optimization algorithm for updating network weights iteratively in response to the training data. Adam provides an optimization solution to noisy problems that handles sparse gradients by combining the Adaptive Gradient Algorithm and Root Mean Square Propagation. The binary cross-entropy loss function was utilized instead of root mean squared error because the last layer of the proposed autoencoder uses a sigmoid activation function. The binary cross-entropy loss function (bce) is calculated according to

\[ bce = -\frac{1}{N} \sum_{i=1}^{N} (y_i \cdot \log(\hat{y}_i) + (1-y_i) \cdot \log(1 - \hat{y}_i)), \]  

where \( N \) is the number of sounds, \( \hat{y}_i \) is the output value of the model and \( y_i \) is the corresponding target value.

### IV. Results

The autoencoder was implemented using Keras and Tensorflow. For the conversion of audio files into readable arrays, the input sampling rate was 50,000 Hz. Each specific category of the dataset was trained with the same autoencoder to denoise the sound. During the decoding process, the autoencoder computes and minimizes the difference between the original noise-free sound (pure sound) and the reconstructed sound (denoised sound).

The mean square error (MSE) was used as the quantitative evaluation criteria for the model. The MSE is the average of the squared difference between the original sounds and denoised sounds generated by the autoencoder and is calculated as follows

\[ MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2, \]  

where \( n \) is the total number of sounds in the test set, \( \hat{y}_i \) is the output value of the model, and \( y_i \) is the corresponding target value. A low MSE indicates more accurate forecasting by the autoencoder.

#### A. Denoising normal function sounds

Seventy percent of the sounds in the normal function category were used for training and validation (34 sounds) and thirty percent for testing (15 sounds). The autoencoder converges to an acceptable validation loss of 0.66 after 6 epochs. There was little improvement in the autoencoder’s performance after 6 epochs. To find out how well the model works, noisy sounds from the test set were fed into the trained autoencoder to denoise.

For random Gaussian noise, the waveforms of the original noise-free sounds, noisy sounds, and denoised sounds are visualized in Fig. 1a. The corresponding STFT power spectrum is visualized in Fig. 1b. The STFT power spectrum of the reconstruction sounds (denoised sounds) from the trained autoencoder is visually much more similar to the STFT power spectrum of the original sounds in the dataset. The MSEs of denoised and original signals in the normal function category are in the range of 0.11 and 0.14, as shown in Fig. 3a.

For water faucet noise, the waveforms of the original noise-free sounds, noisy sounds, and denoised sounds are visualized in Fig. 2a. The corresponding STFT power spectrum is visualized in Fig. 2b. Also in this case the STFT power spectrum of the denoised sound using an autoencoder is quite similar to the original noise-free sound. The MSEs when denoising 15 testing sounds with water sink faucet noise in the normal function category are in the range of 0.09 and 0.14, as shown in Fig. 3b.

#### B. Denoising horizontal misalignment fault sounds

The same proposed autoencoder was trained and tested with the horizontal misalignment fault category. Seventy percent of the horizontal misalignment fault sounds were used for training and validation (137 sounds) and thirty percent for testing (60 sounds). The autoencoder converges to a validation loss of 0.60 after 2 epochs.

For random Gaussian noise, the waveforms of the original noise-free sounds, noisy sounds, and denoised sounds are visualized in Fig. 4a. The corresponding STFT power spectrum is visualized in Fig. 4b. The MSEs of the 60 horizontal misalignment fault sounds in the test set after denoising are in the range of 0.05 and 0.12, as shown in Fig. 6a.

For water faucet noise, the waveforms of the original noise-free sounds, noisy sounds, and denoised sounds are visualized in Fig. 5a. The corresponding STFT power spectrum is visualized in Fig. 5b. The MSEs of the 60 horizontal misalignment fault sounds in the test set after denoising are in the range of 0.09 and 0.15, as shown in Fig. 6b.

### V. Discussion

The low MSE in all cases indicates a high level of similarity between the denoised and original sounds. This means that the noise has been significantly reduced in the signals. The results were similar for all of the sounds in the test set.

When denoising sounds in the normal function category, the MSE on the test set demonstrates that the proposed autoencoder performed better with the water sink faucet noise.
than the random Gaussian noise. The reason for this is that the waveforms of normal sounds are relatively similar, and to train the denoising autoencoder, the same type of water sink faucet noise is added to all normal sounds. As a result, the trained autoencoder can denoise water sink faucet noises with ease. Meanwhile, because random Gaussian noise is generated at random, sounds using the random Gaussian noise may have a variety of waveforms.

In the horizontal misalignment fault category, the suggested autoencoder denoises the random Gaussian noise better than the water sink faucet noise. The reason for this is that there are four different sorts of horizontal misalignment fault sounds in the horizontal misalignment fault category (0.5mm, 1.0mm, 1.5mm, and 2.0mm). As a result, the waveform of sounds in this category differs, making autoencoder training to locate a common pattern amongst these corresponding noisy sounds more difficult.

The water sink faucet noise is clearly audible and overpow-
ers the motor sound when we listen to the noisy sound with the water sink faucet noise. Despite the fact that the autoencoder was able to greatly minimize the flowing water sounds, some remained after the denoising process.

VI. CONCLUSION

In conclusion, this paper presents a promising approach to denoise machine sounds using an autoencoder. The trained model effectively removes noise from the original sounds, with minimal distortion, and maintains the distinguishing features of the sounds. In the scope of this research, only 49 sounds in the normal function category and 197 horizontal misalignment fault sound from the Machinery Fault Database have been used. The proposed technique can be particularly useful in environments where specific background noises are expected, and the model can be trained to denoise those noises specifically. However, it should be noted that the autoencoder might not be able to remove noise perfectly, and there may be trade-offs in the amount of loss tolerable in the reconstructed output.
Therefore, it is crucial to monitor the model’s performance continuously and update hyperparameters as necessary to ensure that the denoising process remains effective. Further investigations are necessary to assess the applicability of the proposed technique to other categories of the Machinery Fault Database and other industrial settings. Nonetheless, this study provides a promising solution to improve the quality of machine sounds for further processing in machine fault diagnosis systems.
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