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Abstract
In this article we present certain formulas involving arithmetical functions. In the first part we study properties of sums and product formulas for general type of arithmetic functions. In the second part we apply these formulas to the study of Jacobi elliptic theta functions theory.

1 General Theorems and Preparations

Proposition 1.
If $x$ is positive real number and $f$ is analytic in $(-1, 1)$ with $f(0) = 0$, then
\[ \exp \left( \int_{\infty}^{x} f(e^{-t}) dt \right) = \prod_{n=1}^{\infty} \left( 1 - e^{-nx} \right)^{\frac{\mu(n)}{n}} \sum_{d|n} \frac{\mu(d)}{d} \mu\left( \frac{n}{d} \right), \tag{1} \]
where $x > 0$ and $\mu$ is the Moebius-$\mu$ arithmetic function (see [1]). The function $\mu(n)$ take the values $(-1)^r$ when $n$ is square free and product of $r$ primes, else is 0. Also $\mu(1) = 1$.

Proof.
Because $f(0) = 0$ and $f$ analytic in $(-1, 1)$, the integral $\int_{\infty}^{x} f(e^{-t}) dt$ exists for every $x > 0$. We assume that exists arithmetic function $X(n)$ such that:
\[ \exp \left( \int_{\infty}^{x} f(e^{-t}) dt \right) = \prod_{n=1}^{\infty} \left( 1 - e^{-nx} \right)^{X(n)} \tag{2} \]
we will determine this function $X$.

Taking logarithms in both sides of (2) we have
\[ \int_{\infty}^{x} f(e^{-t}) dt = \sum_{n=1}^{\infty} X(n) \log(1 - e^{-nx}) = -\sum_{n=1}^{\infty} X(n) \sum_{m=1}^{\infty} \frac{e^{-mx}}{m} = \]
\[ = - \sum_{n,m=1}^{\infty} X(n) \frac{e^{-mnx}}{mn} = -\sum_{n=1}^{\infty} \frac{e^{-nx}}{n} \sum_{d|n} X(d) d \quad : (A) \]
Derivating (A) we get

\[ f(x) = \sum_{n=1}^{\infty} e^{-nx} \sum_{d|n} X(d) d \]  

: (B)

But from analytic property of \( f \) in \((-1, 1)\) we have

\[ f(x) = \sum_{n=1}^{\infty} \frac{f^{(n)}(0)}{n!} x^n \]

and consequently

\[ f(e^{-x}) = \sum_{n=1}^{\infty} \frac{f^{(n)}(0)}{n!} e^{-nx} \]

Therefore from (B) and the above relation it must be

\[ \frac{f^{(n)}(0)}{n!} = \sum_{d|n} X(d) d \]

By applying the Moebius inversion theorem (see [1]) we get

\[ X(n) = \frac{1}{n} \sum_{d|n} \frac{f^{(d)}(0)}{d!} \mu \left( \frac{n}{d} \right) \]

This completes the proof. Note also that holds the following similar expression

\[ e^{-f(q)} = \prod_{n=1}^{\infty} (1 - q^n)^{\frac{n}{2}} \sum_{d|n} \frac{f^{(d)}(0)}{d!} \mu \left( \frac{n}{d} \right) \]  

(3)

Examples on Proposition 1.

1) If \( f(x) = x \) then \( \frac{f^{(n)}(0)}{n!} = \delta_n \), \( n = 1, 2, 3, \ldots \) i.e \( \delta_1 = 1 \), 0 else. Hence \( X(n) = \frac{1}{n} \sum_{d|n} \delta_d \mu \left( \frac{n}{d} \right) = \frac{\mu(n)}{n} \) and

\[ \prod_{n=1}^{\infty} (1 - q^n)^{\frac{n}{2}} e^{-q} \]  

(4)

2) Let \( \frac{f^{(n)}(0)}{n!} = n, n = 1, 2, 3, \ldots \), then \( f(x) = \frac{x}{(x-1)^2} \) and \( X(n) = \frac{1}{n} \sum_{d|n} d \mu \left( \frac{n}{d} \right) = \frac{\phi(n)}{n} \). Where \( \phi(n) = \sum_{d|n} d \mu \left( \frac{n}{d} \right) \) is Euler’s phi arithmetic function. Hence

\[ \prod_{n=1}^{\infty} (1 - q^n)^{\frac{\phi(n)}{n}} e^{-q} \]  

(5)
3) Let \( f(n) = \frac{\mu(n)}{n^\nu}, \) \( n = 1, 2, 3, \ldots, \) then \( f(x) = \sum_{n=1}^\infty \frac{\mu(n)x^n}{n^\nu} \) and \( X(n) = \frac{1}{n} \sum_{d|n} d^{-\nu} \mu(d) \mu\left(\frac{n}{d}\right) = \frac{\sigma^{(-1)}(n)}{n^\nu}, \) i.e \( \sigma(n) = \sum_{d|n} d^\nu \) is the sum of the \( \nu \)-th power of divisors of \( n \) and \( \sigma^{(-1)} \) is its arithmetic inverse.

This means \( \sum_{d|n} \sigma(d) \sigma^{(-1)}\left(\frac{n}{d}\right) = \delta_n. \)

\[ \prod_{n=1}^\infty \left( 1 - q^n \right)^{\sigma^{(-1)}(n)} = \exp \left( - \sum_{n=1}^\infty \frac{\mu(n)q^n}{n^{\nu+1}} \right), \]

where \( \sigma^{(-1)}(n) \) is the arithmetic inverse of \( \sigma(n) \).

**Theorem 1.**

When \( a, b > 0 \) and \( f \) is analytic in \((-1, 1)\) then

\[ \prod_{n=1}^\infty \left( 1 - e^{-nb} \right)^{\frac{1}{n} \sum_{d|n} \frac{f(d)(0)^\nu}{d^{\nu}} \mu\left(\frac{n}{d}\right)} = \exp \left( \int_a^b f(e^{-t})dt \right) \]

**Proof.**

Easy consequence of Proposition 1.

**Proposition 2.**

If \( a \) is positive real number then

\[ \sum_{n=1}^\infty \frac{\sum_{d|n} f(d)(0)^\nu \mu\left(\frac{n}{d}\right)}{e^{na} - 1} = f\left(e^{-a}\right) \]

**Proof.**

Set \( x = a > 0 \) in (1) and take the logarithmic derivative in both sides with respect to \( a \).

**Proposition 3.**

\[ \sum_{n=1}^\infty \frac{\sum_{d|n} f(d)(0)^\nu \mu\left(\frac{n}{d}\right)}{e^{na} + 1} = -2f\left(e^{-2a}\right) + f\left(e^{-a}\right) \]

**Proof.**

Set \( x = a \) and \( x = 2a \) in (1) to take two relations, divide them. Take the logarithms and derivate. After a few simplifications we get (9).

**Proposition 4.**

If \( A(n) \) is arbitrary arithmetic function, then for \( x > 0 \) we have

\[ \frac{d^\nu}{dx^\nu} \left( \sum_{n=1}^\infty \frac{A(n)\mu\left(\frac{n}{d}\right)}{e^{nx} - 1} \right) = \sum_{n=1}^\infty \frac{A(d)\mu\left(\frac{n}{d}\right)}{e^{nx} - 1} \]
Proof.

\[
\frac{d^\nu}{dx^\nu} \left( \sum_{n=1}^{\infty} \frac{\sum_{d\mid n} A(d) \mu \left( \frac{n}{d} \right)}{e^{nx} - 1} \right) = \frac{d^\nu}{dx^\nu} f \left( e^{-x} \right) = \sum_{n=1}^{\infty} \frac{f^{(n)}(0)}{n!} \frac{d^\nu}{dx^\nu} (e^{-nx}) = \\
= \sum_{n=1}^{\infty} \frac{f^{(n)}(0)}{n!} (-n)^\nu e^{-nx}
\]

Using again Proposition 1 we get the result.

Lemma 1.

\[
\sum_{n=1}^{\infty} \frac{X(n)}{e^{nx} - 1} = \sum_{n=1}^{\infty} X(d) \mu \left( \frac{n}{d} \right) = \sum_{n=1}^{\infty} \sum_{d\mid n} X(d) e^{-nx} (11)
\]

Proof.

Set \( \sum_{d\mid n} f^{(d)}(0) \mu \left( \frac{n}{d} \right) = X(n) \), then from Moebius inversion theorem we have \( \frac{f^{(n)}(0)}{n!} ) = \sum_{d\mid n} X(d) \). Using Proposition 2 we get the result.

Proposition 5.

Let \( \sum_{d\mid n} X(d) = \frac{g^{(n)}(0)}{n!} \) and \(|q| < 1\), then for every \( f \) we have

\[
\sum_{n=1}^{\infty} \frac{q^n}{1 - q^n} \sum_{d\mid n} X(d) f \left( \frac{n}{d} \right) = \sum_{n=1}^{\infty} g(q^n) f(n) (12)
\]

Proof.

Let \( \sum_{d\mid n} X(d) = \frac{g^{(n)}(0)}{n!} \), from Lemma 1 we have

\[
\sum_{n=1}^{\infty} \frac{X(n) f(m)}{e^{nmx} - 1} = \sum_{n=1}^{\infty} \frac{g^{(n)}(0)}{n!} f(m) e^{-nmx}.
\]

Summing with respect to \( m \) we have

\[
\sum_{n=1}^{\infty} \frac{\sum_{d\mid n} X(d) f \left( \frac{n}{d} \right)}{e^{nx} - 1} = \sum_{n=1}^{\infty} f(n) g \left( e^{-nx} \right)
\]

and the result follows.

Proposition 6.

Let \( \sum_{d\mid n} X(d) = \frac{g^{(n)}(0)}{n!} \), then for every \( f \) and \(|q| < 1\) we have

\[
\sum_{n=1}^{\infty} \frac{q^n}{1 + q^n} \sum_{d\mid n} X(d) f \left( \frac{n}{d} \right) = \sum_{n=1}^{\infty} \left( g(q^n) - 2g(q^{2n}) \right) f(n) (13)
\]
Theorem 2.

Let $|q| < 1$ then

$$
\sum_{n=1}^{\infty} \frac{q^n}{1 - q^n} \sum_{d|n} f(d) \phi_H \left( \frac{n}{d} \right) = \sum_{n=1}^{\infty} f(n) H(q^n) \quad (14)
$$

where $\phi_H(n) = \sum_{d|n} h_d \mu \left( \frac{n}{d} \right)$ and $H(x) = \sum_{k=1}^{\infty} h_k x^k$.

Examples.

1) Set $X(n) = n^\nu$ in (11) then

$$
\sum_{n=1}^{\infty} \frac{n^\nu}{e^{nx} - 1} = \sum_{n=1}^{\infty} \sigma_\nu(n) e^{-nx} \quad (15)
$$

2) Also setting $\frac{f^{(n)}(0)}{n!} = n^{-\nu}

\sum_{n=1}^{\infty} \frac{q^n}{1 - q^n} \sum_{d|n} d^{-\nu} \mu \left( \frac{n}{d} \right) = \text{Li}_\nu \left( e^{-x} \right), \quad x > 0 \quad (16)

or the equivalent

$$
\sum_{n=1}^{\infty} \frac{q^n}{1 - q^n} \sum_{d|n} d^{-\nu} \mu \left( \frac{n}{d} \right) = \text{Li}_\nu(q) \quad (17)
$$

where $\text{Li}_\nu(x) = \sum_{n=1}^{\infty} \frac{x^n}{n^\nu}$.

3) With $h_n = \delta_n$ in Theorem 2 and $f(n) \to a(n)$, we get

$$
\sum_{n=1}^{\infty} \frac{q^n}{1 - q^n} \sum_{d|n} a(d) \mu \left( \frac{n}{d} \right) = \sum_{n=1}^{\infty} a(n) q^n \quad (18)
$$

Differentiating with respect to $q$ and setting $q = e^{2\pi i z}$, $\text{Im}(z) > 0$, we get

$$
\sum_{n=1}^{\infty} \frac{nX(n)}{\sin^2(\pi z n)} = 4 \sum_{n=1}^{\infty} a(n) n q^n, \quad \text{where } X(n) = \sum_{d|n} a(d) \mu \left( \frac{n}{d} \right). \quad (19)
$$

The case

$$
X(n) = \sum_{k=-M}^{N} c_k n^k, \quad (20)
$$
lead us to some kind of "Eisenstein series" (we have set \( E_k := \sum_{n=1}^{\infty} \frac{n^k q^n}{1-q^n} \)):

\[
- \sum_{n=1}^{\infty} \frac{X(n)n}{\sin^2(\pi zn)} = 4 \sum_{k=-M}^{N} c_k \sum_{n=1}^{\infty} \sigma_k(n) nq^n = 4q \sum_{k=-M}^{N} c_k \frac{d}{dq} E_{k+1}(q).
\]

Hence

\[
- \sum_{n=1}^{\infty} \frac{X(n)n}{\sin^2(\pi zn)} = 4q \frac{d}{dq} \sum_{k=-M}^{N} c_k E_{k+1}(q).
\]  

(21)

Set

\[
\Lambda(s) = M \left( \sum_{n=1}^{\infty} \frac{X(n)n}{\sinh^2(\pi tn)} \right)(s),
\]

(23)

where \( M(f)(s) = \int_{0}^{\infty} f(t)t^{s-1}dt \) is the Mellin transform of the function \( f(t) \).

Then

\[
\Lambda(s) = (2\pi)^{-s} \Gamma(s) \sum_{n=1}^{\infty} \sum_{k=-M}^{N} c_k \sigma_k(n) n^{-s}
\]

(24)

and

\[
\Lambda_k(s) = (2\pi)^{-s} \Gamma(s) \sum_{n=1}^{\infty} \frac{\sigma_k(n)}{n^s} = (2\pi)^{-s} \Gamma(s) \zeta(s) \zeta(s-k).
\]

(25)

Then from Hecke theorem for modular forms we have

\[
\Lambda(s) = \sum_{k=-M}^{N} c_k k^{k+1} \Lambda_k(k+1-s)
\]

(26)

If \( M_{k+1} \) denotes the \( k+1 \)-th space of modular forms (that is of weight \( k+1 \)) and

\[
M = M_{k_1+1} \oplus M_{k_2+1} \ldots \oplus M_{k_p+1},
\]

(27)

then we can say \( f(z) \in M \) iff \( f(z) \) can be written as a sum of \( p \) different weight modular forms.

The same thing happens and with \( f \) in which

\[
\sum_{n=1}^{\infty} \sum_{k=-M}^{N} c_k n^{k+1} \sin^{-2}(\pi zn) = 4q \frac{d}{dq} f(q).
\]

(28)
Then $f$ is a sum of modular forms of different weights. Hence we can state that if a function is a "mixed" modular form

$$f(z) = \sum_{n=0}^{\infty} a_f(n)q^n, \quad q = e^{2\pi iz}, \quad \text{Im}(z) > 0$$  \hspace{1cm} (29)$$

with

$$a_f(n) = \sum_{d|n} X(d), \quad \text{where} \quad X(n) = c_1X_1(n) + c_2X_2(n) + \ldots + c_pX_p(n)$$ \hspace{1cm} (30)$$

and

$$\Lambda_{\nu}(s) = (2\pi)^{-s}\Gamma(s) \sum_{n=1}^{\infty} \frac{\sum_{d|n} X_{\nu}(d)}{n^s}$$ \hspace{1cm} (31)$$

is such that

$$\Lambda_{\nu}(s) = i^{k_{\nu}}\Lambda_{\nu}(k_{\nu} - s), \quad \nu = 1, 2, \ldots, p$$ \hspace{1cm} (32)$$

then

$$\Lambda_f(s) = \sum_{\nu=1}^{p} c_{\nu} i^{k_{\nu}}\Lambda_{\nu}(k_{\nu} - s),$$ \hspace{1cm} (33)$$

where

$$\Lambda_f(s) = (2\pi)^{-s}\Gamma(s) \sum_{n=1}^{\infty} \frac{a_f(n)}{n^s}$$ \hspace{1cm} (34)$$

and

$$M_f(s) = \frac{\pi}{2(s - 1)} \int_{0}^{\infty} \left( \sum_{n=1}^{\infty} \frac{X(n)n}{\sinh^2(\pi nt)} \right) t^{s-1} dt = \Lambda_f(s - 1).$$ \hspace{1cm} (35)$$

Moreover holds the next Hecke-type theorem for derivatives of modular forms:

**Theorem 3.**

If $f(z)$ is modular form of even weight $k$ and we set

$$g(z) := \sum_{n=1}^{\infty} \frac{X(n)n}{\sin^2(\pi nz)} = 4q \frac{d}{dq} f(z), \quad a_f(n) = \sum_{d|n} X(d),$$ \hspace{1cm} (36)$$

then we have

$$\Lambda^*(s) = \int_{0}^{\infty} g(it)t^{s-1} dt = 4 \frac{\Gamma(s)}{(2\pi)^s} \sum_{n=1}^{\infty} \frac{a_f(n)n}{n^s} = \frac{2}{\pi}(s - 1)\Lambda_f(s - 1),$$ \hspace{1cm} (37)$$
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where \(\Lambda_f(s) = (2\pi)^{-s} \Gamma(s) \sum_{n=1}^{\infty} \frac{a_f(n)}{n^s}\) and \(\Lambda^*(s)\) satisfies the functional equation
\[
\frac{\Lambda^*(s)}{s-1} = i^k \frac{\Lambda^*(k + 2 - s)}{k+1 - s}.
\] (38)

Remarks. i) Here the weight is \(k\). ii) The proof of the theorem is based on Proposition 11 and Hecke's theorem.

Assume that
\[
f(z) = \sum_{n=0}^{\infty} a_f(n) q^n, \quad q = e^{2\pi i z} = e(z), \quad \text{Im}(z) > 0.
\] (39)

Set also
\[
q \frac{d}{dq} f(z) = \sum_{n=1}^{\infty} c_f(n) q^n
\] (40)
then
\[
c_f(n) = a_f(n) n
\] (41)
and hence
\[
c_f(nm) \equiv 0 \mod nm, \text{ for all } n, m \in \{1, 2, \ldots\}
\] (42)
\[
c_f(n)c_f(m) \equiv 0 \mod nm, \text{ for all } n, m \in \{1, 2, \ldots\}
\] (43)
From the above we get the following

Lemma 1.
If \(a_f(n)\) are integers, then
\[
c_f(nm) \equiv c_f(n)c_f(m) \mod nm
\] (44)

Lemma 2.
Suppose that \(f(q)\) is differentiable function of \(q, \quad |q| < 1\), then \(f(e(z)), \quad z = x + iy, \quad x, y \in \mathbb{R}\) is harmonic, in the sense \(h(x, y) := f(e(x + iy))\) satisfies the equation
\[
\partial_x^2 h(x, y) + \partial_y^2 h(x, y) = 0
\] (45)

Lemma 3.
There exists function \(K(x, y) \in C_0^\infty(\mathbb{R}^2)\) such that
\[
f(e(z)) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{yK(x', y')}{(y^2 + (x - x')^2 + (y - y')^2)^{3/2}} dx' dy'
\] (46)
2 Results in the theory of theta functions

Set \((n, m) = \gcd(n, m)\) to be the greatest common divisor of \(n, m\). Then one can easily see, using arguments of [1] chapter 2, that

\[
\sum_{m=1}^{n} f((n, m)) = \sum_{d|n} f(d)\phi(n/d).
\] (47)

From the relation \(\sum_{d|n} \phi(d) = n\) and relation (11) we get

\[
\sum_{n=1}^{\infty} \frac{\phi(n)}{e^{nx} + 1} = \frac{1}{2} \frac{\cosh(x)}{\sinh^2(x)}
\] (48)

From Proposition 5 we have for general arithmetic function \(F\):

\[
\sum_{n=1}^{\infty} \frac{\sum_{d|n} \phi(d)F(n/d)}{e^{nx} + 1} = \frac{1}{2} \sum_{n=1}^{\infty} F(n) \frac{\cosh(nx)}{\sinh^2(nx)}
\]

or else

\[
2 \sum_{n=1}^{\infty} \frac{\sum_{m=1}^{n} F((n,m))}{e^{nx} + 1} = \sum_{n=1}^{\infty} F(n) \frac{\cosh(nx)}{\sinh^2(nx)}
\] (49)

integrating the above relation we get:

Theorem 4.

\[
\prod_{n=1}^{\infty} (1 + q^n)^{\frac{1}{2}} \sum_{m=1}^{n} F((n,m)) = \exp\left(\sum_{n=1}^{\infty} \frac{F(n)q^n}{n(1-q^{2n})}\right)
\] (50)

Set now \(f(-q) := \prod_{n=1}^{\infty} (1 - q^n)^{\frac{1}{2}}\), then we have the next version of Jacobi triple product identity (see [4]):

\[
\sum_{n=1}^{\infty} \frac{\cosh(tn)}{n \sinh(\pi an)} = \log(f(-e^{-2\pi a})) - \log \left(\theta_4(it/2, e^{-a\pi})\right), \quad |t| < a\pi
\] (51)

Setting \(e^{-a\pi} = q, a > 0\) and \(F(x) = \cos(2tx)\) in (50) and using (51) we get

Proposition 7.

If \(|q| < 1\), then

\[
\prod_{n=1}^{\infty} (1 + q^n)^{\frac{1}{2}} \sum_{m=1}^{n} \cos(2t(n,m)) = \left(\frac{f(-q^2)}{\theta_4(t, q)}\right)^{1/2},
\] (52)

where

\[
\theta_4(z, q) = \sum_{n=-\infty}^{\infty} (-1)^n q^{n^2} e^{2niz}, \ |q| < 1
\]
is Jacobi’s 4th theta function (see [2]).

Setting \( t = \frac{\pi}{2} \) in (52) we get

\[
q^{1/2} \prod_{n=1}^{\infty} (1 + q^n)^{1/k} \sum_{m=1}^{n} (-1)^{(n,m)} = q^{1/2} \left( \frac{f(-q^2)}{\theta_4 \left( \frac{\pi}{2}, q \right)^6} \right),
\]

(53)

where \( \theta_3(q) \) is the "null" theta function

\[
\theta_3 \left( q \right) = \sum_{n=-\infty}^{\infty} q^n.
\]

Hence we can state the next

**Proposition 8.**

If \( q = e^{-\pi \sqrt{r}}, r > 0 \), then

\[
q^{1/2} \prod_{n=1}^{\infty} (1 + q^n)^{1/k} \sum_{m=1}^{n} (-1)^{(n,m)} = 4k'.
\]

(54)

**Proof.**

We use (see [6] pg.488):

\[
f(-q^2)^6 = \prod_{n=1}^{\infty} (1 - q^{2n})^6 = \frac{2k'K(k)^3}{\pi^3 q^{1/2}}
\]

(55)

and (see [2] pg.107 and related theory):

\[
\theta_3(q)^2 = \left( \sum_{n=-\infty}^{\infty} q^{2n} \right)^2 = \frac{2K}{\pi}
\]

(56)

and relation (53). The functions \( k = k_r, K = K(k) \) are the elliptic

singular modulus and elliptic integral of the first kind at singular values respectively.

The function \( k' = \sqrt{1 - k^2} \) is called complementary modulus (see [2] pg.11).

Also if \( q = e^{-\pi \sqrt{r}}, r > 0 \) we set

\[
\psi(\nu, z, q) = \sum_{n=1}^{\infty} \frac{n^\nu z^n}{n(1 - q^n)}.
\]

(57)

Then using the summable version of Jacobi triple product identity (relation (51)), we get after differentiating with respect to \( t \):

\[
\psi(2\nu, q, q^2) = \sum_{n=1}^{\infty} \frac{n^{2\nu} q^n}{n(1 - q^{2n})} = -\frac{1}{2(-4)^\nu} \left[ \frac{\partial^{2\nu}}{\partial t^{2\nu}} \log (\theta_4(t, q)) \right]_{t=0}.
\]

(58)
Hence from (50) we have

**Theorem 5.**
If \( q = e^{-\pi \sqrt{r}} = e^{i\pi \tau}, \tau = \sqrt{-r}, r > 0, \) then

\[
\log \left( \prod_{n=1}^{\infty} (1 + q^n)^{\frac{1}{n}} \sum_{m=1}^{n} (n,m)^{2\nu} \right) = \frac{(-1)^{\nu+1}}{2^{2\nu+1}} \left[ \frac{\partial^{2\nu}}{\partial t^{2\nu}} \log (\theta_4(t,q)) \right]_{t=0} = \\
= \frac{B_{2\nu}}{4\nu} (E_{2\nu}(q^2) - E_{2\nu}(q))
\]

is a modular form of weight \( 2\nu, \) where

\[
E_\nu(q) = 1 - \frac{2\nu}{B_\nu} \sum_{n=1}^{\infty} \frac{n^{\nu-1}q^n}{1 - q^n}
\]

are the known Eisenstein series (see [18]).

**Theorem 6.**
For \( \nu = 1, 2, \ldots, \) we have

\[
\sum_{n=1}^{\infty} \frac{n^{2\nu-1}}{\sinh(\pi \sqrt{r} n)} = \frac{B_{2\nu}}{2\nu} (E_{2\nu}(q^2) - E_{2\nu}(q)), q = e^{-\pi \sqrt{r}}, r > 0
\]

**Proof.**
Easy. From (60) we immediately get the result.

**Theorem 7.**
Let \( F(n) = a_2n^2 + a_4n^4 + \ldots + a_{2\nu}n^{2\nu} + \ldots \) be even function with \( F(0) = 0, \) then

\[
\prod_{n=1}^{\infty} (1 + q^n)^{\frac{1}{n}} \sum_{m=1}^{n} F((n,m)) = \exp \left( \sum_{\nu=1}^{\infty} \frac{a_2 B_{2\nu}}{4\nu} (E_{2\nu}(q^2) - E_{2\nu}(q)) \right).
\]

Another interesting result which follows from relation (59) is

\[
\log \left( \frac{\theta_4(t,q)^{1/2} \theta_4(-t,q)^{1/2}}{\theta_4(q)} \right) = \log \left( \frac{\theta_4(t,q)}{\theta_4(q)} \right) = -2 \sum_{n,m=1}^{\infty} \frac{(-4)^n}{(2n)!} B(n,m) t^{2n} q^m
\]

where \( B(\nu, n) = -\frac{1}{n} \sum_{d|n} (-1)^{n/d} \sum_{k=1}^{d} (d, k)^{2\nu}. \)

This can be done by writing

\[
\sum_{n=1}^{\infty} \left( \frac{1}{n} \sum_{m=1}^{n} (n,m)^{2\nu} \right) \log (1 + q^n) = \frac{(-1)^{\nu+1}}{2^{2\nu+1}} \left[ \frac{\partial^{2\nu}}{\partial t^{2\nu}} \log (\theta_4(t,q)) \right]_{t=0}
\]
Expanding the logarithm on the left into power series we get

\[
\frac{(-1)^{\nu+1}}{2^{2\nu+1}} \left( \frac{\partial^{2\nu}}{\partial t^{2\nu}} \log(\theta_4(t, q)) \right)_{t=0} = - \sum_{n=1}^{\infty} q^n \frac{1}{n} \sum_{d|n} (-1)^{n/d} \sum_{m=1}^{d} (d, m)^{2\nu}
\]

From this we arrive to (66) and we have the next

**Proposition.**
If \(|q| < 1\), then

\[
\log \left( \frac{\theta_4(t, q)}{\theta_4(q)} \right) = -2 \sum_{n=1}^{\infty} P(n, t) q^n,
\]

with \(P(n, t) = \frac{1}{n} \sum_{d|n} (-1)^{n/d} \sum_{m=1}^{d} (1 - \cos (2(d, m)t))\).

**Notes.**
Relation (67) can also be found if we use directly the Jacobi’s formula

\[
\frac{\partial_z \theta_4(z, q)}{\theta_4(z, q)} = 4 \sum_{n=1}^{\infty} \frac{q^n}{1 - q^{2n}} \sin(2nz).
\]

This can be done integrating (68) from \(z = 0\) to \(z = t\). Then we arrive to (67) expanding \(\frac{q^n}{1 - q^{2n}} = \frac{x^n}{1 - x^n}\) into Taylor series of \(x = q^n\) and making the double infinite series into single using divisor summation.

The above formula (67) for \(t = \frac{\pi}{2}\) gives

**Proposition 9.**
Let \(|q| < 1\), then

\[
\log \left( \frac{\theta_4(q)}{\theta_4(q)} \right) = -\frac{1}{2} \log(k') = \sum_{n=1}^{\infty} P_1(n) q^n
\]

where \(P_1(n) = \frac{1}{n} \sum_{d|n} (-1)^{n/d} \sum_{k=1}^{d} (1 - (-1)^{(d, k)})\).

**Definition 1.**
We define \((Ta)(n)\) to be such that

\[
\exp \left( -\sum_{n=1}^{\infty} a_n x^n \right) = \sum_{n=0}^{\infty} (Ta)(n) x^n,
\]

(67)

**Theorem 9.**
The above transformation \(Ta(n) = b_n\) is given from relation

\[
nb_n = -\sum_{k=1}^{n} a_k kb_{n-k}, \quad n = 1, 2, \ldots,
\]

(68)
where \( b_0 = 1 \). Hence given the general form of \( a_n \), we can construct all \( T_a(n) \).

**Notes.** In general hold the following relations

1. Set \( c_n = a_n + b_n \), then
   \[
   (Tc)(n) = \sum_{k=0}^{n} (Ta)(n-k)(Tb)(k)
   \] (69)

2. If \( c_n = a_n + \frac{1}{n} \), then
   \[
   (Tc)(n) = (Ta)(n) - (Ta)(n-1)
   \] (70)

3. Consider the function
   \[
   \exp\left(\frac{x}{x-1}\right)(1-x) = \sum_{n=0}^{\infty} a(n)x^n,
   \] (71)
   then
   \[
   \sum_{n=0}^{\infty} a(n) = 0.
   \] (72)

This happens because

\[
\exp\left(-\sum_{n=1}^{\infty} x^n\right) = \sum_{n=0}^{\infty} h(n)x^n
\] (73)

and \( a(n) = (T1)(n) - (T1)(n-1) = h(n) - h(n-1) \), with \( \lim_{n \to \infty} h(n) = 0 \).

Infact it is

\[
\exp\left(-\sum_{n=1}^{\infty} x^n\right) = \sum_{n=0}^{\infty} h(n)x^n
\] (74)

and

\[
\sum_{n=1}^{N} h(n) = (T1)(N-1),
\] (75)

with \( \lim_{N \to \infty} (T1)(N) = 0 \).

Continuing we set the numbers \( s(n) \) such that

\[
\theta_4(q) = \exp\left(\sum_{n=1}^{\infty} s(n)q^n\right),
\] (76)

then (our thoughts motivated from [16]):

\[
\sum_{d|n} s(d)\mu\left(\frac{n}{d}\right) = 1 - (-1)^n
\] (77)
Hence using Moebius inversion theorem

\[ s(n) = \sum_{d|n} \frac{1 - (-1)^d}{d}. \]  

(78)

From (67), the property of \( s(n) \) and Definition 1, we get

**Theorem 10.**

For \( |q| < 1 \) and \( t \) real, we have

\[ \theta_4(t, q) = \exp \left( -\sum_{n=1}^{\infty} \left( 2P(n, t) + \sum_{d|n} \frac{(-1)^d - 1}{d} \right) q^n \right). \]

(79)

and

\[ \theta_4(t, q) = \sum_{n=0}^{\infty} T \left( 2P(n, t) + \sum_{d|n} \frac{(-1)^d - 1}{d} \right) q^n. \]

(80)

If we consider the theta function \( \theta_3(q) = \sum_{n=\infty}^{-\infty} q^{n^2}, |q| < 1 \), then writing

\[ \theta_3(q) = \exp \left( \sum_{n=1}^{\infty} t(n)q^n \right), \]

we get

\[ n \sum_{d|n} t(d) \mu \left( \frac{n}{d} \right) = -\psi_4(n), \]

(82)

where \( \psi_4 \) is a 4-periodic arithmetic function with

\[ \psi_4(n) = \begin{cases} 0 & \text{if } n \equiv 0 \pmod{4} \\ -2 & \text{if } n \equiv 1 \pmod{4} \\ 8 & \text{if } n \equiv 2 \pmod{4} \\ -2 & \text{if } n \equiv 3 \pmod{4} \end{cases}. \]

(83)

Hence as above

**Theorem 11.**

The next expansion is valid

\[ \theta_3(q) = \exp \left( -\sum_{n=1}^{\infty} \sum_{d|n} \frac{\psi_4(d)}{d} q^n \right), |q| < 1 \]

(84)
and

\[ r_\nu(n) = T \left( \nu \sum_{d|n} \frac{\psi_4(d)}{d} \right)(n), \quad (85) \]

where \( r_\nu(n) \) is the number of the representations of the positive integer \( n \) into \( \nu \) squares.

We can use the Chebyshev polynomials \( C_n(x) \) to recover the theta functions. From the property

\[ C_n(\cos(x)) = \cos(nx), \quad (86) \]

we get

**Proposition 10.**

If \(|q| < 1\), then

\[ \log \left( \frac{\theta_4(\arccos(t), q)}{\theta_4(q)} \right) = -2 \sum_{n=1}^{\infty} P^*(n, t) q^n \quad (87) \]

where \( P^*(n, t) = \frac{1}{\pi} \sum_{d|n} (-1)^{n/d} \sum_{m=1}^{d} (1 - C_{2d,m}(t)) \) and \( C_n(x) \) is the \( n \)-th order Chebyshev orthogonal polynomial, hence the \( P^*(n, t) \) is a \( 2n \)-degree even polynomial in \( t \).

**Proposition.**

Let \( f \) have Fourier series expansion

\[ f(\phi) = \sum_{n=1}^{\infty} a_n \cos(2n\phi), \quad (88) \]

then

\[ \int_0^\pi f(\phi) \log \left( \frac{\theta_4(\phi, q)}{\theta_4(q)} \right) d\phi = -\pi \sum_{n=1}^{\infty} \frac{a_n q^n}{n(1 - q^{2n})} \quad (89) \]

**Proof.**

From Proposition 10 and using the orthogonality of Chebyshev polynomials we get

\[ \int_{-1}^{1} \frac{f(t)}{\sqrt{1-t^2}} \log \left( \frac{\theta_4(\arccos(t), q)}{\theta_4(q)} \right) dt = -\pi \sum_{k=1}^{\infty} \sum_{n=1}^{\infty} P_1(k, n) a_{2k} q^{n/2}, \quad (90) \]

where \( P_1(k, n) = 1/k \) if \( k|n \) while \( 2k \neq 0(\text{mod}n) \) and otherwise 0.

The function \( P_1 \) is a characteristic periodic arithmetical function and can be evaluated using arithmetic progressions. After summing with respect to \( n \) and making the change of variable \( t \to \cos(\phi) \) in the above integral we get the result.
Notes.
1) The author feels to ask if the above problem may be treated with contour integration and residuals calculus, since the following very interesting formula rises from the work of Chouika (see [20]):

\[
\theta_4 (u, q) = \prod_{n=0}^{\infty} \left( 1 - \frac{\sin(\pi u)}{\sin((n + 1/2)\pi \tau)} \right)^2, \quad q = e^{\pi i \tau}, \; \text{Im}(\tau) > 0 \tag{91}
\]

2) For to get integral (92), we pass through

\[
\int_{-1}^{1} \frac{f(t)}{\sqrt{1-t^2}} \log \left( \frac{\theta_4(\arccos(t), q)}{\theta_4(q)} \right) dt = -\pi \sum_{n=1}^{\infty} \frac{a_{2n} q^n}{n(1-q^{2n})} \tag{92}
\]

when \( f(x) = \sum_{n=1}^{\infty} a_{2n} C_{2n}(x) \).

Examples.
i) For \( f(x) = C_2(x) = -1 + 2x^2 \) we get

\[
\int_{-1}^{1} \frac{1-2t^2}{\sqrt{1-t^2}} \log \left( \frac{\theta_4(\arccos(t), q)}{\theta_4(q)} \right) dt = -\pi q \frac{1}{1-q^2} \tag{93}
\]

ii) If \( a_n = n^{-3} \) then \( f(x) = 8^{-1} \sum_{n=1}^{\infty} \frac{\cos(2n \arccos(x))}{n^x} \) and hence if \( q = e^{-x} \), \( x > 0 \) we get

\[
\int_{-1}^{1} \frac{f(t)}{\sqrt{1-t^2}} \log \left( \frac{\theta_4(\arccos(t), q)}{\theta_4(q)} \right) dt = -\pi \sum_{n=1}^{\infty} \frac{1}{16 n^4 \sinh(nx)} \tag{94}
\]

iii) If \( a_n = \frac{1}{n} \) then \( f(x) = -\frac{1}{2} \log(2 \sin(x)) \) and hence

\[
\int_{0}^{\pi} \log(2 \sin(\phi)) \log \left( \frac{\theta_4(\phi, q)}{\theta_4(q)} \right) d\phi = \pi \sum_{n=1}^{\infty} \frac{n q^n}{n^2(1-q^{2n})} \tag{95}
\]

iv) If \( a_n = q^{n^2} \), then \( f(x) = \sum_{n=1}^{\infty} q^{4n^2} \cos(2nx) = \theta_4(x, q^{1/2}) - \frac{1}{2} \)

\[
\int_{0}^{\pi} \frac{\theta_4(\phi, q^{1/2})}{2} \log \left( \frac{\theta_4(\phi, q)}{\theta_4(q)} \right) d\phi = -\pi \sum_{n=1}^{\infty} \frac{q^{4n^2+n}}{n(1-q^{2n})} \tag{96}
\]

v) If \( a_n = n q^{n^2/2+n/2} \), then

\[
\int_{0}^{\pi} \psi(\phi, q^{1/2}) \log \left( \frac{\theta_4(\phi, q^{1/2})}{\theta_4(q^{1/2})} \right) d\phi = -2\pi \sum_{n=1}^{\infty} \frac{q^{n^2+n}}{1-q^n} \tag{97}
\]
where \( \psi(\phi, q) = 2 \sum_{n=1}^{\infty} nq^{2n^2+n} \cos(2n\phi) \), where \(|q| < 1\).

In the same way as in (20),(21) we obtain

\[
2 \sum_{n=1}^{\infty} \frac{\sum_{m=1}^{n} F((n, m))}{e^{nx} - 1} = \sum_{n=1}^{\infty} \frac{F(n)}{\cosh(nx) - 1}
\]  

(98)

Taking in both sides of (100) the Mellin transform (the Mellin transform of the function \( g(x) \) is \( \mathcal{M}(g(x))(s) = M(g)(s) = \int_{0}^{\infty} g(t)t^{s-1}dt \)), we get

\[
2\Gamma(s)\zeta(s-1) \sum_{n=1}^{\infty} \frac{F(n)}{n^{s}} = \sum_{n=1}^{\infty} F(n) \int_{0}^{\infty} \frac{x^{s-1}}{\cosh(nx) - 1} \, dx.
\]

Hence if \( F(n) = X(n) \) is arithmetic function, in view of [1] we get

**Proposition 11.**

\[
M \left( \sum_{n=1}^{\infty} \frac{X(n)}{\sinh^{2}(nx)} \right)(s) = 4 \cdot 2^{-s} \Gamma(s)\zeta(s-1)L(X, s)
\]  

(99)

where \( L(X, s) = \sum_{n=1}^{\infty} \frac{X(n)}{n^{s}} \). In case \( X(n) = X_T(n) \) is \( T \) periodic, then

\[
M \left( \sum_{n=1}^{\infty} \frac{X_T(n)}{\sinh^{2}(nx)} \right)(s) = 4 \cdot 2^{-s} \Gamma(s)\zeta(s-1)T^{-s} \sum_{m=1}^{T} X_T(m)\zeta \left( s, \frac{m}{T} \right)
\]  

(100)

The function \( \zeta(z, \nu) = \sum_{n=0}^{\infty} \frac{1}{(z+n)^{\nu}} \) is the Hurwitz zeta function and is a generalization of the Riemann’s \( \zeta(\nu) \) function.

**Proposition 12.** (see [4])

If

\[
X_1(n) = \begin{cases} 
1, & n \equiv p-a \text{(mod } p) \\
-1, & n \equiv p-b \text{(mod } p) \\
1, & n \equiv a \text{(mod } p) \\
-1, & n \equiv b \text{(mod } p) \\
0, & \text{else}
\end{cases}
\]  

(101)

then

\[
\prod_{n=1}^{\infty} (1 - q^n)^{X_1(n)} = \frac{\vartheta_4((p-2a)ix/4, e^{-px/2})}{\vartheta_4((p-2b)ix/4, e^{-px/2})} 
\]  

(102)

\[
\sum_{n=1}^{\infty} \frac{X_1(n)n^{2}}{\sinh^{2}(nx)} = - \frac{d^2}{dx^2} \log \left( \frac{\vartheta_4((p-2a)ix/2, e^{-px})}{\vartheta_4((p-2b)ix/2, e^{-px})} \right)
\]  

(103)
∫_0^∞ \log \left( \frac{\theta_4 ((p-2a)ix/4, e^{-px/2})}{\theta_4 ((p-2b)ix/4, e^{-px/2})} \right) x^{s-1} dx = -\frac{\Gamma(s)\zeta(s+1)}{p^s} \sum_{m=1}^{p} X_1(m)\zeta(s, m/p)

(104)

Examples.

i) If \( q = e^{-2x} \), then
\[
\sum_{n=1}^{\infty} \left( \frac{n}{8} \right) \frac{n^3}{\sinh^2(nx)} = -\frac{d^2}{dx^2} \log \left( \frac{\sum_{n=-\infty}^{\infty} (-1)^n q^{4n^2+3n}}{\sum_{n=-\infty}^{\infty} (-1)^n q^{4n^2+n}} \right)
\]

(105)

ii) If \( q = e^{-2x} \), then
\[
\sum_{n=1}^{\infty} \left( \frac{n}{5} \right) \frac{n^5}{\sinh^2(nx)} = -\frac{d^2}{dx^2} \log \left( \frac{\sum_{n=-\infty}^{\infty} (-1)^n q^{5n^2+3n/2}}{\sum_{n=-\infty}^{\infty} (-1)^n q^{5n^2-2-n/2}} \right)
\]

(106)

iii) If \( |q| < 1 \), then
\[
\prod_{n=1}^{\infty} (1-q^n)^\omega = \frac{1}{1+1+1+\ldots}
\]

(107)

Proposition 13.
In general if \( q = e^{-2x} \) and \( X(n) \) is arithmetic function then
\[
\sum_{n=1}^{\infty} X(n) \frac{n^2}{\sinh^2(nx)} = -\frac{d^2}{dx^2} \log \left( \prod_{n=1}^{\infty} (1-e^{-2nx}) X(n) \right)
\]

(108)

Examples.

i)
\[
\sum_{n=1}^{\infty} \frac{\mu(n)n}{\sinh^2(nx)} = 4e^{-2x}
\]

(109)

ii)
\[
\sum_{n=1}^{\infty} \frac{n^2}{\sinh^2(nx)} = \frac{d^2}{dx^2} \log(\eta(2x)),
\]

where \( \eta(x) = \prod_{n=1}^{\infty} (1 - e^{-nx}) \) is the Ramanujan-Dedekind eta function.

iii) If \( G = g_1^{a_1} g_2^{a_2} \ldots g_s^{a_s} \), with \( a_1, a_2, \ldots, a_s \) non negative integers is the prime decomposition of a perfect square, then (see [4],[16])
\[
\sum_{n=1}^{\infty} \left( \frac{n}{G} \right) \frac{n^2}{\sinh^2(nx)} = \ldots
\]
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\[ -\frac{d^2}{dx^2} \log \left( \eta(2x) \prod_{i=1}^{\lambda} \eta(2g_i x)^{-1} \prod_{i<j} \eta(2g_i g_j x)^{-1} \prod_{i<j<k} \eta(2g_i g_j g_k x)^{-1} \ldots \right) \]  

(111)

For example

\[ \sum_{n=1}^{\infty} \left( \frac{n}{25} \right) \frac{n^2}{\sinh^2(nx)} = -\frac{d^2}{dx^2} \log \left( \frac{\eta(2x)}{\eta(10x)} \right). \]  

(112)

From [16] and (110) we have the next:

**Theorem 13.** (Conjecture)

If \( G = 2^{a_1} a_2^{a_2} \ldots g_s^{a_s} \), with \( a_1, a_2, \ldots, a_s \) non negative integers, \( a \neq 1 \) and \( g_1 < g_2 < \ldots < g_s \) are primes congruent to 1(mod4), then

\[ \sum_{n=1}^{\infty} \left( \frac{n}{G} \right) \frac{n^2}{\sinh^2(nx)} = -\frac{d^2}{dx^2} \log \left( \prod_{j=1}^{G-2} \vartheta \left( \frac{G}{2} , \frac{G}{2} - j , e^{-2x} \right) \right). \]

Also

\[ \prod_{n=1}^{\infty} (1 - q^n) \left( \frac{\varphi}{\eta} \right) = \prod_{j=1}^{G-2} \vartheta \left( G , 2 G - j , q \right) \left( \frac{\varphi}{\eta} \right) \]  

(113)

and

\[ \sum_{n=1}^{\infty} \left( \frac{n}{G} \right) \frac{n}{\sinh(nx)} = 2 \left\{ q \frac{d}{dq} \log \left( \prod_{j=1}^{G-2} \vartheta \left( \frac{G}{2} , \frac{G}{2} - j ; q \right) \right) \right\} q = e^{-2x} \]  

(114)

where

\[ \vartheta(k, l ; q) = \sum_{n=-\infty}^{\infty} (-1)^n q^{kn^2 + ln} \]  

(115)

**Examples.**

\[ \sum_{n=1}^{\infty} \left( \frac{n}{13} \right) \frac{n^2}{\sinh^2(nx)} = -\frac{d^2}{dx^2} \log \left( \prod_{j=1}^{4} \vartheta \left( \frac{13}{2} , \frac{13}{2} - j , e^{-2x} \right) \right). \]  

(116)

and

\[ 2^{-1} \sum_{n=1}^{\infty} \left( \frac{n}{5} \right) \frac{n}{\sinh(nx)} = \left\{ q \frac{d}{dq} \log \left( q^{-1/5} R(q) \right) \right\} q = e^{-2x} \]  
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\[
e^{-2x} \frac{R'(e^{-2x})}{R(e^{-2x})} - e^{-x} \frac{R'(e^{-x})}{R(e^{-x})}.
\]

But it is known that
\[
\frac{R'(q)}{R(q)} = 5^{-1} \frac{f(-q)^5}{qf(-q^5)}.
\]  

The above equality (120) has given by Ramanujan and proved later by Andrews [21] although in the more detailed version
\[
R(q) = \sqrt{5} - \frac{1}{2} \exp \left( \frac{1}{5} \int_1^q \frac{f^5(-t)}{tf(-t^5)} dt \right).
\]  

Hence
\[
\frac{5}{2} \sum_{n=1}^{\infty} \frac{\left( \frac{n}{5} \right)}{\sinh(nx)} = \frac{f(-q^2)^5}{f(-q^{10})} - \frac{f(-q)^5}{f(-q^5)}.
\]  

Let now
\[
\chi_0(n) = \begin{cases} 
-2 & \text{if } n \equiv 1(\text{mod}4) \\
3 & \text{if } n \equiv 2(\text{mod}4) \\
-2 & \text{if } n \equiv 3(\text{mod}4) \\
1 & \text{if } n \equiv 0(\text{mod}4)
\end{cases}
\]  

then if \( q = e^{-2x} \) we get (see [15])
\[
\sum_{n=1}^{\infty} \chi_0(n) \frac{n^2}{\sinh(nx)} = - \frac{d^2}{dx^2} \log \left( \sum_{n=-\infty}^{\infty} q^{n^2} \right) = - \frac{d^2}{dx^2} \log \left( \theta_3(e^{-2x}) \right)
\]  

and
\[
\sum_{n=1}^{\infty} \frac{(-1)^n n^2}{\sinh(n^2 x)} = - \frac{d^2}{dx^2} \log \left( \sum_{n=-\infty}^{\infty} q^{(n+1/2)^2} \right)
\]  

The general correspondence of hyperbolic sine function series and theta functions is the following:

**Theorem 14.**
If \( q = e^{-2x}, \) \( x > 0 \) and
\[
\chi_{k,h}(n) := \begin{cases} 
1 & \text{if } n \equiv 0, k + h, k - h(\text{mod}2k) \\
0 & \text{otherwise}
\end{cases}
\]  

then
\[
\sum_{n=1}^{\infty} \chi_{k,h}(n)n^2 \frac{\sinh(nx)}{\sinh^2(nx)} = - \frac{d^2}{dx^2} \log \left( \sum_{n=-\infty}^{\infty} (-1)^n q^{kn^2+hn} \right),
\]  

when \( k > h, \) \( k \in \mathbb{N}, \) \( h \in \mathbb{Z} \) and
\[
\log \left( \sum_{n=-\infty}^{\infty} (-1)^n q^{kn^2+hn} \right) = - \sum_{n=1}^{\infty} f_{k,h}(n)q^n,
\]  
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where
\[ f_{k,h}(n) := \frac{1}{n} \sum_{d|n} \chi_{k,h}(d) d. \] (126)

**Proof.**
The proof is similar to the proof of the next theorem.

**Theorem 15.**
If \(|q| < 1, k > |h| > 0, k \in \mathbb{N}, h \in \mathbb{Z},\) then
\[
\log \left( \eta(q^k)^{-1} \sum_{n=-\infty}^{\infty} q^{kn^2 + hn} \right) = -\sum_{n=1}^{\infty} f_{k,h}(n) q^{2n} + \sum_{n=1}^{\infty} f_{k,h}(n) q^n. \]
(127)

**Proof.**
For \(|q| < 1, k > 0,\) the Jacobi triple product identity ([17] Theorem 13 chapter 8 page 169) becomes
\[
\sum_{n=-\infty}^{\infty} q^{kn^2 + hn} = \prod_{n=0}^{\infty} \left( 1 - q^{2kn+2k} \right) \left( 1 + q^{2kn+k+h} \right) \left( 1 + q^{2kn+k-h} \right). \]
(128)

Hence we get
\[
\sum_{n=-\infty}^{\infty} q^{kn^2 + hn} = \eta(q^k) \prod_{n=1}^{\infty} (1 + q^n) \chi_{k,h}(n), \]
when \(k > |h| > 0, k \in \mathbb{N}, h \in \mathbb{Z}.\)

Using the fact that for \(x > 0\) holds the relation (analogous to (3)):
\[
\exp \left( f(e^{-x}) - f(e^{-2x}) \right) = \prod_{n=1}^{\infty} \left( 1 + e^{-nx} \right)^{\pm \sum_{d|n} \frac{\mu(d)}{d} \nu\left( \frac{n}{d} \right)}.
\]
(130)

Hence we get (126).

Also we have the next general result:

**Theorem 16.**
If \(|q| < 1 and k, h\) integers such \(k > |h| > 0,\) then
\[
\sum_{n=-\infty}^{\infty} q^{kn^2 + hn} = \exp \left( -\sum_{n=1}^{\infty} G_{k,h}(n) q^n \right),
\]
(131)
where
\[
G_{k,h}(n) := f_{k,h}\left(\frac{n}{2}\right) - f_{k,h}(n) + \frac{k}{n} \sigma_1\left(\frac{n}{k}\right)
\]
(132)
\[ \sigma_1(n) = \sum_{d|n} d. \]

(In relation (131) we have assumed that only integer points count, i.e. \( y_{k,h} \left( \frac{n}{2} \right) = 0 \), when \( n \) is odd and takes its regular value otherwise (the same thing holds and with \( \sigma_1 \left( \frac{n}{2} \right) \)).

**Proof.**

From

\[ \log \left( \eta \left( q^k \right) \right) = - \sum_{n=1}^{\infty} \frac{q^{nk}}{n} \sum_{d|n} d, \quad |q| < 1 \]  \hspace{1cm} (133)

and relation (126) we have

\[ \log \left( \sum_{n=-\infty}^{\infty} q^{kn^2+hn} \right) = - \sum_{n=1}^{\infty} f_{k,h}(n)q^{2n} + \sum_{n=1}^{\infty} f_{k,h}(n)q^n - \sum_{n=1}^{\infty} \frac{q^{nk}}{n} \sum_{d|n} d, \quad (134) \]

and the result follows.

**Theorem 18.**

If \( k, l \) are integers such \( k > |h| > 0 \), then the number of representations of a positive integer \( n \) into form

\[ n = \sum_{i=1}^{N} (k_i X_i^2 + h_l X_l) \]  \hspace{1cm} (135)

is

\[ r_{\{k_1, k_2, \ldots, k_N; h_1, h_2, \ldots, h_N\}}(n) = T \left( \sum_{i=1}^{N} G_{k_i,h_i}(n) \right). \]  \hspace{1cm} (136)

**Examples.**

i) The Diophantine equation

\[ 2X_1^2 + 3X_2^2 - X_1 + 2X_2 = 3 \]  \hspace{1cm} (137)

have \( r(3) = r_{\{2,3,2\}}(3) \) solutions. For to find the value of \( r(3) \) we use the relations (70),(127),(132),(136):

For \( k = 2 \) and \( h = -1 \), we have \( f_{2,-1}(1) = 1, f_{2,-1}(2) = 3/2, f_{2,-1}(3) = 4/3 \).

For \( k = 3 \) and \( h = 2 \) we have \( f_{3,2}(1) = 1, f_{3,2}(2) = 1/2, f_{3,2}(3) = 4/3 \).

Hence

\( G_{2,-1}(1) = 0 - 1 + 0 = -1, G_{2,-1}(2) = 1 - 3/2 + 1 = 1/2, G_{2,-1}(3) = 0 - 4/3 + 0 = -4/3 \). Also

\( G_{3,2}(1) = -1, G_{3,2}(2) = 1/2, G_{3,2}(3) = -1/3 \).

Hence \( G_{2,-1}(1) + G_{3,2}(1) = -2, G_{2,-1}(2) + G_{3,2}(2) = 1, G_{2,-1}(3) + G_{3,2}(3) = -5/3 \) and \( b_0 = 1, b_1 = 2, b_2 = 1, b_3 = 1 \). Hence equation (137) has 1 solution
in the set of integers.
Note also that equations
\[
2X_1^2 + 3X_2^2 - X_1 + 2X_2 = 2 \quad (138)
\]
\[
2X_1^2 + 3X_2^2 - X_1 + 2X_2 = 1 \quad (139)
\]
have exactly 1 and 2 solutions respectively.

\textbf{ii) The equation}

\[
3X_1^2 + 5X_2^2 + 6X_3^2 - X_1 + 2X_2 - 2X_3 = 20 \quad (140)
\]
have 3 solutions in the set of integers.
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