Lieb-Schultz-Mattis type theorems for quantum spin chains without continuous symmetry
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Abstract: We prove that a quantum spin chain with half-odd-integral spin cannot have a unique ground state with a gap, provided that the interaction is short ranged, translation invariant, and possesses time-reversal symmetry or $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry (i.e., the symmetry with respect to the $\pi$ rotations of spins about the three orthogonal axes). The proof is based on the deep analogy between the matrix product state formulation and the representation of the Cuntz algebra in the von Neumann algebra $\pi(A_R)^{''}$ constructed from the ground state restricted to the right half-infinite chain.

1 Introduction

Quantum spin systems have been active topics of research in both theoretical and mathematical physics. See, e.g., [BR1, BR2, S, ZCZW, Tas2]. The Lieb-Schultz-Mattis theorem [LSM] is one of mathematically rigorous results for quantum spin chains which have had strong and long lasting impact on physics research. The theorem, in the form extended to infinite chains by Affleck and Lieb [AL], is a no-go theorem which states that the standard Heisenberg spin chain with half-odd integral spin can never have a unique ground state with a nonvanishing energy gap. The theorem has been extended to a large class of one-dimensional quantum many-body systems [OYA, YOA, Tas1] and also to systems in higher dimensions [O, H2, H3, NS]. See [AN] for a similar theorem which applies to a different class of quantum spin chains.

In the original theorem [LSM] and all the extensions mentioned above, an essential assumption is that the spin system has U(1) symmetry, i.e., the invariance with respect the uniform spin rotation about a single axis. The theorems for one-dimensional systems are proved with a variational state constructed by applying a gradual nonuniform U(1) rotation to the ground state. The U(1) invariance of the ground state guarantees that the variational state has low excitation energy.

Recently it has been argued that Lieb-Schultz-Mattis type no-go theorems should be valid for quantum many-body systems which do not necessarily possess continuous symmetry [CGW, PTAV, WPVZ, Wa]. In particular it was conjectured that a quantum spin chain with half-odd-integral spin cannot have a unique ground state with a gap, when the interaction is short ranged, translation invariant, and possesses time-reversal symmetry or $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry (i.e., the symmetry with respect to the $\pi$ rotations of spins about the three orthogonal axes). This conjecture was first stated by Chen, Gu, and Wen [CGW] as (small) parts of their general classification based on the analysis of fixed-point matrix product states. Later, Watanabe, Po, Vishwanath, and Zaletel [WPVZ] presented a proof that applies to matrix product states (MPS). They assumed that a unique gapped ground state can be represented as an injective

∗Graduate School of Mathematical Sciences The University of Tokyo, Komaba, Tokyo 153-8914, Japan. Supported in part by the Grants-in-Aid for Scientific Research, JSPS.
†Department of Physics, Gakushuin University, Mejiro, Toshima-ku, Tokyo 171-8588, Japan.
MPS, and examined the projective representation of the symmetry group on the set of matrices defining the MPS. They found that the assumed symmetry is inconsistent with possible projective representations, thus excluding the existence of an injective MPS.

In the present paper, we prove the above conjecture and establish Lieb-Mattis-Schultz type no-go theorems for quantum spin chains without continuous symmetry. See Theorems 2.2 and 2.3 for precise statements.

Our proof is based on the deep correspondence, which was developed in [BJP, BJ, M1, BJKW, M2, M3], between MPS [FNW] and the Cuntz algebra associated with the translation in the half-infinite chain. More precisely one can define operators $s_\mu$ (with $\mu = -S, -S + 1, \ldots, S - 1, S$) in the von Neumann algebra $\pi(A_R)^\prime\prime$ constructed from the ground state restricted to the right half-infinite chain, provided that the ground state is pure, translation invariant, and satisfies the condition called the split property. A remarkable fact, which is essential for us, is that the operators $s_\mu$ may be regarded as infinite dimensional analogues of matrices that define a MPS. Then one can basically repeat the argument for MPS and examine projective representations of the symmetry group on the set of operators $\{s_\mu\}$ to prove the theorems.

As far as we know, the strategy to focus on projective representations (on matrices for MPS) of symmetry groups appeared in physics literature in 2008, in the context of the characterization of symmetry protected topological phases [PWSVC, PTBO]. We should note however that, in 2001, Matsui developed a mathematical theory for quantum spin chains based on projective representations of group symmetry, not only for MPS but for more general pure states which satisfy the split property [M2]. Matsui then proved an extended version of Lieb-Schultz-Mattis theorem for a class of quantum spin chains with continuous symmetry. In this sense we can regard the present work as a direct generalization of Matsui’s work to certain systems without continuous symmetry.

## 2 Setting and main results

We start by summarizing standard setup of quantum spin chains on the infinite chain [BR1, BR2].

Let $S$ be an element of $\frac{1}{2}\mathbb{Z}$ and let $S = \{-S, -S + 1, \ldots, S - 1, S\}$. We denote the algebra of $(2S + 1) \times (2S + 1)$ matrices by $M_{2S+1}$. We fix an orthonormal basis $\{\psi_\mu\}_{\mu \in S}$ of $\mathbb{C}^{2S+1}$, and set $e_{\mu,\nu} = |\psi_\mu\rangle \langle \psi_\nu|$ for each $\mu, \nu \in S$. Let $S_1, S_2, S_3 \in M_{2S+1}$ be the standard spin operators specified by $(S_1)^2 + (S_2)^2 + (S_3)^2 = S(S + 1)$ and the commutation relations $[S_1, S_2] = iS_3$, $[S_2, S_3] = iS_1$, and $[S_3, S_1] = iS_2$.

We denote the set of all finite subsets in $\mathbb{Z}$ by $\mathcal{F}$ for each $z \in \mathbb{Z}$, let $A_{\{z\}}$ be an isomorphic copy of $M_{2S+1}$, and for any finite subset $\Lambda \subset \mathbb{Z}$, let $A_\Lambda = \bigotimes_{z \in \Lambda} A_{\{z\}}$, which is the local algebra of observables. For finite $\Lambda$, the algebra $A_\Lambda$ can be regarded as the set of all bounded operators acting on the Hilbert space $\otimes_{z \in \Lambda} \mathbb{C}^{2S+1}$. We use this identification freely. If $\Lambda_1 \subset \Lambda_2$, the algebra $A_{\Lambda_1}$ is naturally embedded in $A_{\Lambda_2}$ by tensoring its elements with the identity. The algebra $A_\Lambda$ (resp. $A_L$) representing the half-infinite chain is given as the inductive limit of the algebras $A_{\Lambda}$ with $\Lambda \in \mathcal{F}$, $\Lambda \subset [0, \infty)$ (resp. $\Lambda \subset (-\infty, -1]$).

The algebra $A_\Lambda$, representing the two sided argument in Supporting Information of [WPVZ] which involves [S1–9] can be made rigorous by using standard techniques in matrix product states, provided that one only considers quantum spin chains. See also section 8.3.3 of [Tan2] for proofs for MPS.

It is likely that the idea to make use of projective representations, at least implicitly, can be found in earlier works on quantum spin systems.

We also learned that the emergence of projective representations in MPS was already realized by Fannes, Nachtergaele, and Werner back in 1990’s, although the work was not published [N]. (See also the remark at the end of section 1 of [M2].)
infinite chain is given as the inductive limit of the algebras $A_\Lambda$ with $\Lambda \in \mathcal{S}_Z$. Note that $A_\Lambda$ for $\Lambda \in \mathcal{S}_Z$, and $A_R$ can be regarded naturally as subalgebras of $A$. Under this identification, for each $z \in \mathbb{Z}$, we denote the spin operators in $A_{(z)} \subset A$ by $S_1^{(z)}, S_2^{(z)}, S_3^{(z)}$. We denote the set of local observables by $A_{\text{loc}} = \bigcup_{\Lambda \in \mathcal{S}_Z} A_\Lambda$. We denote by $\tau_x$ the automorphisms on $A$ representing the space translation by $x \in \mathbb{Z}$.

A mathematical model of a quantum spin chain is fully specified by its interaction $\Phi$. An interaction is a map $\Phi$ from $S$ into $\mathcal{C}^{*}$. For an interaction $\Phi$ and a finite set $\Lambda \in \mathcal{S}_Z$, we define the local Hamiltonian as

$$(H_\Phi)_{\Lambda} := \sum_{X \subset \Lambda} \Phi(X).$$

Let $\Phi$ be a translation invariant finite range interaction. For each $A \in \mathcal{A}$ and $t \in \mathbb{R}$, the limit

$$\alpha^\Phi_t(A) = \lim_{\Lambda \rightarrow \mathbb{Z}} e^{i t (H_\Phi)_{\Lambda} A e^{-i t (H_\Phi)_{\Lambda}}}$$

exists and defines a strongly continuous one parameter group of automorphisms $\alpha^\Phi$ on $A$. (See [BR2].) We denote the generator of $C^*$-dynamics $\alpha^\Phi$ by $\delta_\Phi$.

A state $\omega$ on $\mathcal{A}$ is called an $\alpha^\Phi$-ground state if the inequality $-i \omega(A^* \delta_\Phi(A)) \geq 0$ holds for any element $A$ in the domain $D(\delta_\Phi)$ of $\delta_\Phi$. Let $\omega$ be an $\alpha^\Phi$-ground state, with the GNS triple $(\mathcal{H}_\omega, \pi_\omega, \Omega_\omega)$. Then there exists a unique positive operator $H_{\omega, \Phi}$ on $\mathcal{H}_\omega$ such that $e^{it H_{\omega, \Phi}} \pi(A) \Omega_\omega = \pi_\omega(\alpha^\Phi_t(A)) \Omega_\omega$, for all $A \in \mathcal{A}$ and $t \in \mathbb{R}$. We call this $H_{\omega, \Phi}$ the bulk Hamiltonian associated with $\omega$. Note that $\Omega_\omega$ is an eigenvector of $H_{\omega, \Phi}$ with eigenvalue 0.

The following definition clarifies what we mean by a model with a unique gapped ground state. See [BR2] for the general theory.

**Definition 2.1.** We say that a model with an interaction $\Phi$ has a unique gapped ground state if (i) the $\alpha^\Phi$-ground state, which we denote as $\phi$, is unique, and (ii) there exists $\gamma > 0$ such that $\sigma(H_{\omega, \Phi} \setminus \{0\} \subset [\gamma, \infty)$, where $\sigma(H_{\omega, \Phi})$ is the spectrum of $H_{\omega, \Phi}$.

Note that the uniqueness of $\phi$ implies that 0 is a non-degenerate eigenvalue of $H_{\omega, \Phi}$.

We now introduce two types of symmetry relevant to the present study. Time-reversal is the unique antilinear unital *-automorphism $\Xi$ on $\mathcal{A}$ satisfying

$$\Xi(S_j^z) = -S_j^z, \quad j = 1, 2, 3, \quad z \in \mathbb{Z}.$$  

(See Appendix B for the existence of such an automorphism.) For a state $\omega$ on $\mathcal{A}$, its time-reversal $\hat{\omega}$ is given by

$$\hat{\omega}(A) = \omega(\Xi(A^*)), \quad A \in \mathcal{A}.$$  

We say $\omega$ is time-reversal invariant if $\omega = \hat{\omega}$.

We also introduce the $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry. Let $R_j$ with $j = 1, 2, 3$ be the unique set of unital *-automorphisms on $\mathcal{A}$ satisfying

$$R_j(S_k^{(z)}) = \begin{cases} S_k^{(z)}, & j = k, \\ -S_k^{(z)}, & j \neq k. \end{cases}$$

for each $z \in \mathbb{Z}$. Note that $R_j$ is essentially the global spin rotation by $\pi$ about the $j$-axis.
An interaction $\Phi$ is said to be time-reversal invariant if $\Xi(\Phi(X)) = \Phi(X)$ for all $X \in \mathcal{S}_Z$. If $\omega$ is an $\alpha^{\Phi}$-ground state of a translation and time-reversal invariant finite range interaction $\Phi$, then $\omega$ and $\omega \circ \tau_x$ for any $x \in \mathbb{Z}$ are also $\alpha^{\Phi}$-ground states. In particular, if $\omega$ is a unique $\alpha^{\Phi}$-ground state, it is pure, time-reversal invariant, and translation invariant. Similarly, an interaction $\Phi$ is $\mathbb{Z}_2 \times \mathbb{Z}_2$-invariant if $R_j(\Phi(X)) = \Phi(X)$ for $j = 1, 2$ and for all $X \in \mathcal{S}_Z$. Note that $\Phi(X)$ automatically satisfies $R_3(\Phi(X)) = \Phi(X)$. If $\omega$ is an $\alpha^{\Phi}$-ground state of a translation and $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry invariant finite range interaction $\Phi$, then $\omega \circ R_j$ for $j = 1, 2, 3$ and $\omega \circ \tau_x$ for $x \in \mathbb{Z}$ are also $\alpha^{\Phi}$-ground states. In particular, if $\omega$ is a unique $\alpha^{\Phi}$-ground state, it is pure, $\mathbb{Z}_2 \times \mathbb{Z}_2$ invariant, and translation invariant.

We are ready to state our main theorems.

**Theorem 2.2.** Suppose that $S$ is a half-odd-integer. Then a model with a translation and time-reversal invariant finite range interaction $\Phi$ does not have a unique gapped ground state.

**Theorem 2.3.** Suppose that $S$ is a half-odd-integer. Then a model with a translation and $\mathbb{Z}_2 \times \mathbb{Z}_2$ invariant finite range interaction $\Phi$ does not have a unique gapped ground state.

The theorems are proven in Sections 4 and 5.

A typical interaction $\Phi$ with both time-reversal and $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry, to which either Theorem 2.2 or 2.3 apply, is that of the XYZ model,

$$\Phi(\{x, y\}) = \sum_{j=1}^{3} J_j(x - y) S_j^{(x)} S_j^{(y)},$$

with $J_j(z) \in \mathbb{R}$ such that $J_j(z) = 0$ if $|z| \geq m$ for some $m \in \mathbb{N}$. Note that the original Lieb-Schultz-Mattis theorem [LSM, AL] applies only to the case with $J_1(z) = J_2(z)$. An interaction with time-reversal symmetry but not necessarily with $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry is

$$\Phi(\{x, y\}) = \sum_{j,j' = 1}^{3} J_j(x - y) S_j^{(x)} S_{j'}^{(y)},$$

and an interaction with $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry but not with time-reversal symmetry is

$$\Phi(\{x, y, z\}) = J(x - z, y - z) S_1^{(x)} S_2^{(y)} S_3^{(z)}.$$

**Remarks:**

1. We in fact prove a more general statement that there can be no translation invariant pure states with the split property which have either time-reversal or $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry. But the unique gapped ground states seem to be the only physically meaningful examples.

2. We can relax the assumption of translation invariance. The only property we need for the theorems is that the translation on the spin chain induces a unital endomorphism on $\pi(A_R)^\nu$. (See Theorem 3.3.) This means that the interactions need not to be strictly translation invariant. It suffices if the interaction satisfies the following boundedness condition

$$\sup_{x \in \mathbb{Z}} \sum_{X \ni x} |X|^{-1} \|\Phi(X)\| < \infty.$$ 

and the unique ground state is quasi-equivalent to its space translation by an arbitrary amount.

3. The requirement that the interaction $\Phi$ has a finite range can be weakened to that of an exponential decay.
3 The split property

Before going into the proofs, we review an important notion known as the split property in operator algebra. We in particular recall two results which are essential for us. We here give the following definition of the split property, which is most suitable for our purpose. It corresponds to the standard definition [DL] in our setting (see [M3]). See Definition 1.1 of [M3] for a different characterization, which is more physically motivated.

Definition 3.1. Let $\varphi$ be a pure state on $\mathcal{A}$. Let $\varphi_R$ be the ristriction of $\varphi$ to $\mathcal{A}_R$, and $(\mathcal{H}, \pi, \Omega)$ be the GNS triple of $\varphi_R$. We say $\varphi$ satisfies the split property with respect to $\mathcal{A}_L$ and $\mathcal{A}_R$, if the von Neumann algebra $\pi(\mathcal{A}_R)''$ is a type I factor.

The important connection between this abstract notion and our physical problem is given by the following result due to Matsui, which is based on Hastings’s area law theorem [H1].

Theorem 3.2 (Corollary 3.2 of [M3]). Let $\varphi$ be a (not necessarily unique) pure $\alpha^\Phi$-ground state of a translation invariant finite range interaction $\Phi$, and denote by $H_{\varphi, \Phi}$ the corresponding bulk Hamiltonian. Assume that $0$ is a non-degenerate eigenvalue of $H_{\varphi, \Phi}$ and there exists $\gamma > 0$ such that $\sigma(H_{\varphi, \Phi}) \setminus \{0\} \subset [\gamma, \infty)$. Then $\varphi$ satisfies the split property with respect to $\mathcal{A}_L$ and $\mathcal{A}_R$.

Recall that a type I factor is isomorphic to $B(K)$, the set of all bounded operators on a Hilbert space $K$. See [Tak]. It has been shown in [A], on the other hand, that a unital endomorphism of $B(K)$ gives a representation of the Cuntz algebra. Since the translation to the right by unit distance in the spin chain induces an endomorphism on $\pi(\mathcal{A}_R)''$ when $\varphi$ is translation invariant, the following MPS-like object shows up.

Theorem 3.3 ([A, BJP, BJ], Proof of Proposition 3.5 of [M2] and Lemma 3.5 of [M1]). Let $\varphi$ be a translation invariant pure split state on $\mathcal{A}$. Let $\varphi_R$ be the restriction of $\varphi$ to $\mathcal{A}_R$, and $(\mathcal{H}, \pi, \Omega)$ be the GNS triple of $\varphi_R$. Then there exist operators $s_\mu \in \pi(\mathcal{A}_R)''$ with $\mu \in S$ satisfying the following:

\begin{align}
\tag{10} s_\mu^* s_\nu &= \delta_{\mu \nu} I, \\
\sum_{\mu \in S} s_\mu \pi(A) s_\mu^* &= \pi \circ \tau_1(A), \quad A \in \mathcal{A}_R, \tag{11} \\
\pi \left( e_{\mu \nu} \otimes I_{[1, \infty)} \right) &= s_\mu s_\nu^* \quad \text{for all } \mu, \nu \in S. \tag{12}
\end{align}

Here $e_{\mu \nu} \otimes I_{[1, \infty)}$ indicates element $e_{\mu \nu}$ in $A_{(0)} = M_{2S+1}$ embedded into $\mathcal{A}_R$.

This theorem enables us to extend the argument for MPS to our general setting.

4 Proof of Theorem 2.2

Suppose that $S$ is a half-odd-integer. Let $\Phi$ be a translation and time-reversal invariant finite range interaction. We assume that the model with $\Phi$ has a unique gapped ground state, and derive a contradiction. By the uniqueness, $\varphi$ is pure, time-reversal invariant, and translation invariant. We thus see from Theorem 3.2 that $\varphi$ satisfies the split property. Let $(\mathcal{H}, \pi, \Omega)$ be the GNS triple of $\varphi_R := \varphi|_{\mathcal{A}_R}$. Since $\varphi$ is a translation invariant pure split state on $\mathcal{A}$, Theorem 3.3 guarantees that there are operators $s_\mu \in \pi(\mathcal{A}_R)''$ with $\mu \in S$ satisfying (10), (11), and (12).
Since \( \varphi \) is invariant under the time-reversal, we can construct the corresponding antilinear unital \(*\)-automorphism \( \hat{\Xi} \) of \( \pi(A_R)'\), which satisfies
\[
\hat{\Xi}(\pi(A)) = \pi(\Xi(A)), \quad A \in A_R,
\]
and \( \hat{\Xi}^2 = \text{id} \). See Lemma A.3. We then set
\[
t_\mu = (-1)^{S+\mu} \hat{\Xi}(s_{-\mu}), \quad \mu \in S,
\]
which definition should be compared with the action (49) of the time-reversal map onto the basis states. By direct calculations using (10), (11), (12), we can show that
\[
t_\mu^* t_\nu = \delta_{\mu\nu} \mathbb{I}, \quad \mu \in S,
\]
\[
\sum_{\mu \in S} t_\mu \pi(A)t_\mu^* = \pi \circ \tau_1(A), \quad A \in A_R,
\]
\[
\pi(e_{\mu\nu} \otimes I_{[1,\infty)}) = t_\mu t_\nu^*,
\]
which also satisfies
\[
t_\mu \in \pi(A_R)'',
\]
(13)

To check (17), we use (51) from Appendix B. Let us multiply both the relations (11) and (16) by \( s_\nu^* \) from the left and by \( t_\lambda \) from the right. Using the properties (10) and (15), we obtain
\[
s_\nu^* t_\lambda = \pi(A), \quad A \in A_R
\]
which means that
\[
s_\nu^* t_\lambda \in \pi(A_R)' \cap \pi(A_R)' = \mathbb{C} \mathbb{I},
\]
where we get the final identity because \( \pi(A_R)' \) is a factor. Hence there are constants \( c_{\nu\lambda} \in \mathbb{C} \) such that
\[
s_\nu^* t_\lambda = c_{\nu\lambda} \mathbb{I}.
\]
Then we obtain
\[
t_\lambda = \sum_\nu s_\nu s_\nu^* t_\lambda = \sum_\nu c_{\nu\lambda} s_\nu
\]
(19)

Substituting this to the right-hand side of (17), we obtain
\[
\pi(e_{\mu\nu} \otimes I_{[1,\infty)}) = t_\mu t_\nu^* = \sum_{\alpha, \beta} c_{\alpha\beta} c_{\mu\nu} s_{\alpha}^* s_\alpha = \sum_{\alpha, \beta} c_{\alpha\beta} c_{\mu\nu} \pi(e_{\alpha\beta} \otimes I_{[1,\infty)\
\]
Comparing the coefficients (because \( M_{2S+1} \) is simple), we obtain
\[
c_{\alpha\beta} c_{\mu\nu} = \delta_{\alpha\beta} \delta_{\mu\nu}.
\]
From this, we conclude that \( c_{\nu\lambda} = \delta_{\nu\lambda} c \) with some \( c \in \mathbb{C} \) such that \( |c| = 1 \), and hence
\[
t_\lambda = cs_\lambda, \quad \lambda \in S.
\]
(24)

By the definition (14) of \( t_\lambda \), we obtain
\[
cs_\mu = (-1)^{S+\mu} \hat{\Xi}(s_{-\mu}), \quad \mu \in S,
\]
which only involves \( s_\mu \). Replacing \( \mu \) by \( -\mu \), we get
\[
cs_{-\mu} = (-1)^{S-\mu} \hat{\Xi}(s_\mu), \quad \mu \in S.
\]
Substituting this to (25), we finally find
\[
cs_\mu = (-1)^{2S} cs_\mu = -cs_\mu, \quad \mu \in S,
\]
(27)

where we recalled that \( 2S \) is odd. Since \( |c| = 1 \), this implies \( s_\mu = 0 \) for all \( \mu \in S \), but this contradicts to (12).
5 Proof of Theorem 2.3

Suppose that $S$ is a half-odd-integer. Let $\Phi$ be a translation and $\mathbb{Z}_2 \times \mathbb{Z}_2$ invariant finite range interaction. We assume that the model with $\Phi$ has a unique gapped ground state, and derive a contradiction. By the uniqueness, $\varphi$ is pure, translation invariant, and also invariant under $R_1$, $R_2$, and $R_3$. We thus see from Theorem 3.2 that $\varphi$ satisfies the split property. Again let $(\mathcal{H}, \pi, \Omega)$ be the GNS triple of $\varphi_R := \varphi|_{A_R}$. Since $\varphi$ is a translation invariant pure split state on $\mathcal{A}$, Theorem 3.3 guarantees that there are operators $s_\mu \in \pi(A_R)^\prime\prime$ with $\mu \in \mathcal{S}$ satisfying (10), (11), and (12).

Since $\varphi$ is invariant under $R_1$, $R_2$, and $R_3$, we can construct, through the standard procedure, the corresponding automorphisms $\hat{R}_1, \hat{R}_2,$ and $\hat{R}_3$ on $\pi(A_R)^\prime\prime$. See, e.g., Chapter 2 of [BR1]. The automorphisms satisfy

$$\hat{R}_j(\pi(A)) = \pi(R_j(A)), \quad A \in \mathcal{A}_R, \quad j = 1, 2, 3,$$

and

$$\hat{R}_j^2 = \text{id}, \quad \hat{R}_1 \circ \hat{R}_2 \circ \hat{R}_3 = \text{id}.$$

Let us define the matrices $V_j \in M_{2S+1}(\mathbb{C})$ with $j = 1, 2, 3$, which represent the rotation of a single spin about the $j$-axis, by

$$V_j := e^{-i\pi S_j}.$$

As our $S$ is a half-odd-integer, we have

$$V_j^2 = -1, \quad V_j V_k = -V_k V_j (j \neq k), \quad V_1 V_2 V_3 = -1.$$

Note that $R_j(A) = V_j^* A V_j$ for $A \in \mathcal{A}(0)$. This in particular means that

$$\hat{R}_j(\pi(e_{\mu \nu} \otimes \mathbb{I}_{[1, \infty]})) = \pi(V_j^* e_{\mu \nu} V_j \otimes \mathbb{I}_{[1, \infty]}).$$

For each $j = 1, 2, 3$ and $\mu \in \mathcal{S}$, we define

$$t_{\mu}^{(j)} = \sum_\nu \langle \psi_\nu, V_j^* \psi_\mu \rangle \hat{R}_j(s_\nu).$$

By using the properties of $s_\mu$ and (32), we can show that $t_{\mu}^{(j)} (\mu \in \mathcal{S})$ for each $j$ satisfies the relations (15), (16), (17), and (18). We can then repeat the discussion in the previous section to conclude

$$s_\mu = c_j t_{\mu}^{(j)}, \quad \mu \in \mathcal{S}, \quad j = 1, 2, 3,$$

with some constants $c_j \in \mathbb{C}$ such that $|c_j| = 1$. From the definition of $t_{\mu}$, we obtain the following three relations for $s_\mu$:

$$s_\mu = c_j \sum_\nu \langle \psi_\nu, V_j^* \psi_\mu \rangle \hat{R}_j(s_\nu), \quad \mu \in \mathcal{S}, \quad j = 1, 2, 3.$$

We will show that these conditions are inconsistent. First, by substituting (35) into itself, one finds

$$s_\mu = c_j^2 \sum_\nu \langle \psi_\nu, (V_j^*)^2 \psi_\mu \rangle \hat{R}_j^2(s_\nu) = -(c_j)^2 s_\mu.$$
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where we used (29) and (31). This implies \( c_j = \pm i \) for \( j = 1, 2, 3 \). Next, we substitute (35) with \( j = 2 \) into that with \( j = 1 \), and then substitute (35) with \( j = 3 \) into the resulting relation to get

\[
s_\mu = c_1 \sum_\nu \langle \psi_\nu, V_1^* \psi_\mu \rangle \hat{R}_1(s_\nu) \\
= c_1 c_2 \sum_\nu \langle \psi_\nu, (V_1 V_2)^* \psi_\mu \rangle \hat{R}_1 \circ \hat{R}_2(s_\nu) \\
= c_1 c_2 c_3 \sum_\nu \langle \psi_\nu, (V_1 V_2 V_3)^* \psi_\mu \rangle \hat{R}_1 \circ \hat{R}_2 \circ \hat{R}_3(s_\nu) \\
= -c_1 c_2 c_3 s_\mu 
\]

(37)

where we again used (29) and (31). Hence we obtain \( c_1 c_2 c_3 = -1 \), which is impossible because \( c_j = \pm i \) for \( j = 1, 2, 3 \).

6 Discussion

We proved Lieb-Schultz-Mattis type no-go theorems for translation invariant quantum spin chains with half-odd-integer spin, which have either time-reversal or \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) symmetry.\(^5\) The reason that we have studied these two types of symmetry is that both of the symmetry groups yield nontrivial projective representations when acting on a single spin. This means that Theorems 2.2 and 2.3 are the simplest prototypes of a series of similar results, which may be proved by essentially the same methods, that hold for quantum many-body systems with much more complicated symmetry. See, e.g., [Wa] for discussion of such symmetry.

It may be useful to compare the new no-go theorems with the original Lieb-Schultz-Mattis theorem and its extensions. We have already stressed that the continuous U(1) symmetry is essential for the original theorem, but that is not enough. One also needs a condition on the “filling factor” which guarantees that the variational state constructed by nonuniform U(1) rotation is orthogonal to the ground state. The new no-go theorems, in contrast, requires only the symmetry condition, but the symmetry group must allow a nontrivial projective representation. Note that this condition excludes U(1) symmetry. We thus conclude that the original Lieb-Schultz-Mattis theorem and the new no-go theorems are distinct statements based on essentially different mechanisms.\(^6\)

In the present paper we made use of the close analogy between the matrices defining a MPS and the generators \( s_\mu \) (with \( \mu \in S \)) of the representation of the Cuntz algebra to prove concrete (and physically meaningful) statements about quantum spin chains. It would be desirable if one could further pursue this strategy to prove theorems on one-dimensional quantum many-body systems.

It is a pleasure to thank Haruki Watanabe for valuable discussion which was essential for the present work, and Tohru Koma for useful discussion and comments. We also thank Taku Matsui and Bruno Nachtergaele for useful comments. The present work was supported by JSPS Grants-in-Aid for Scientific Research nos. 16K05171 (Y.O.) and 16H02211 (H.T.).
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\(^{5}\)We are indebted to Haruki Watanabe for the material in the present section.

\(^{6}\) A class of models with \( U(1) \times \mathbb{Z}_2 \) symmetry can be covered by both the theorems.
A Antilinear operators

In this appendix we summarize several general properties of antilinear operators. These results can be proved by straightforwardly extending the corresponding proofs for linear operators.

Lemma A.1. Let $\mathcal{H}$ be a Hilbert space and $A : \mathcal{H} \to \mathcal{H}$ be a bounded antilinear operator. Then there is a unique bounded antilinear operator $A^* : \mathcal{H} \to \mathcal{H}$ such that

$$\langle Ax, y \rangle = \langle A^* y, x \rangle, \quad x, y \in \mathcal{H}. \quad (38)$$

For a unital $C^*$-algebra $A$ we say $\Xi : A \to A$ is an antilinear unital $*$-homomorphism if the following hold:

$$\Xi(\alpha A + \beta B) = \bar{\alpha} \Xi(A) + \bar{\beta} \Xi(B), \quad (39)$$

$$\Xi(AB) = \Xi(A) \Xi(B), \quad (40)$$

$$\Xi(A^*) = (\Xi(A))^*, \quad A, B \in A \quad (41)$$

$$\Xi(I) = I. \quad (42)$$

If it is bijective, we call it an antilinear unital $*$-automorphism.

Lemma A.2. Let $\Xi : A \to A$ be an antilinear unital $*$-homomorphism on a unital $C^*$-algebra $A$. Then we have

$$\|\Xi(A)\| \leq \|A\|, \quad (43)$$

for all $A \in A$.

Lemma A.3. Let $A$ be a unital $C^*$-algebra and $\Xi$ an antilinear unital $*$-automorphism on $A$, with $\Xi^2 = I$. Let $\omega$ be a state on $A$ which is invariant under $\Xi$, i.e.,

$$\omega(\Xi(A^*)) = \omega(A), \quad A \in A. \quad (44)$$

Let $(\mathcal{H}, \pi, \Omega)$ be the GNS representation of $\omega$. Then there is an antilinear operator $J : \mathcal{H} \to \mathcal{H}$ satisfying

$$J^* = J, \quad J^2 = I, \quad (45)$$

$$J\pi(A)J^* = \pi(\Xi(A)), \quad A \in A, \quad (46)$$

$$J\pi(A)^n J^* = \pi(A)^n. \quad (47)$$

In particular, $\Xi$ is extended to an antilinear automorphism $\hat{\Xi}$ on the von Neumann algebra $\pi(A)^n$ by

$$\hat{\Xi}(x) = JxJ^*, \quad x \in \pi(A)^n. \quad (48)$$

B Time-reversal automorphism

In this section we define the time-reversal automorphism on $A$. We start by defining time-reversal on finite systems. We take the standard basis states for a single spin, which satisfy $S_3 \psi_\mu = \mu \psi_\mu$ and $(S_1 \pm iS_2)\psi_\mu = \sqrt{S(S+1)} - \mu(\mu \pm 1) \psi_{\mu \mp 1}$ for $\mu \in S$. For each $I \in \mathfrak{S}_Z$, we let $\theta_I$ be the antilinear unitary on $\bigotimes_I \mathbb{C}^{2S+1}$ such that

$$\theta_I \bigotimes_{x \in I} \psi_{\mu_x}^{(x)} = \bigotimes_{x \in I} (-1)^{S-\mu_x} \psi_{-\mu_x}^{(x)}, \quad (49)$$
where \(\psi_{\mu}^{(x)}\) denotes the copy of \(\psi_{\mu}\) for spin at \(x \in I\). We then define the antilinear unital \(*\)-automorphism \(\Xi_{I}\) on \(A_{I}\) by

\[
\Xi_{I}(A) = \theta_{I}^{\dagger}A\theta_{I}, \quad A \in A_{I}.
\]

(50)

One easily checks that

\[
\Xi_{I}\left(\bigotimes_{x \in I} e^{(x)}_{\mu_{x},\nu_{x}}\right) = \bigotimes_{x \in I} \left((-1)^{2S_{z_{x}}+\mu_{x}+\nu_{x}} e^{(x)}_{-\mu_{x},-\nu_{x}}\right),
\]

(51)

where \(e^{(x)}_{\mu,\nu}\) is the copy of \(e_{\mu,\nu}\) in \(A_{\{x\}}\). It is also not difficult to see that

\[
\Xi_{I}(S_{z}^{j}) = -S_{z}^{j}, \quad j = 1, 2, 3, \quad z \in I.
\]

(52)

See, e.g., [Tas2]. In fact \(\Xi_{I}\) is the unique antilinear unital \(*\)-automorphism on \(A_{I}\) which satisfies (52).

For \(I, J \in \mathcal{S}_{\Xi}\) such that \(I \subset J\), we clearly have

\[
\Xi_{J|I} = \Xi_{I}
\]

(53)

From this, we may define \(\Xi_{0} : A_{\text{loc}} \rightarrow A_{\text{loc}}\) by

\[
\Xi_{0}(A) = \Xi_{I}(A), \quad A \in A_{I}.
\]

(54)

(Recall that we regard \(A_{I}\) as a subalgebra of \(A\).) As we have \(\|\Xi_{I}\| \leq 1\) by Lemma A.2 and \(A_{\text{loc}}\) is dense in \(A\), \(\Xi_{0}\) can be extended to an antilinear unital \(*\)-automorphism \(\Xi\) on \(A\) with \(\Xi^{2} = I\). We call this \(\Xi\) the time-reversal automorphism. From the definition, it is straightforward to check that \(\Xi\) and the translation \(\tau_{x}\) commute.
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