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Abstract—A fundamental pursuit of microwave metrology is the determination of the characteristic impedance profile of microwave systems. Among other methods, this can be practically achieved by means of time-domain reflectometry (TDR) that measures the reflections from a device due to an applied stimulus. Conventional TDR allows for the measurement of systems comprising a single impedance. However, real systems typically feature impedance variations that obscure the determination of all impedances subsequent to the first one. This problem has been studied previously and is generally known as scattering inversion or, in the context of microwave metrology, time-domain “peeling”. In this article, we demonstrate the implementation of a space-time efficient peeling algorithm that corrects for the effect of prior impedance mismatch in a nonuniform lossless transmission line, regardless of the nature of the stimulus. We generalize TDR measurement analysis by introducing two tools: A stochastic machine learning clustering tool and an arbitrary lossy transmission line modeling tool. The former mitigates many of the imperfections typically plaguing TDR measurements (except for dispersion) and allows for an efficient processing of large datasets; the latter allows for a complete transmission line characterization including both conductor and dielectric loss.

Index Terms—Time-domain reflectometry, scattering, peeling, iterative procedure, data post-processing, machine learning, K-means, lossy transmission line

I. INTRODUCTION

TIME-DOMAIN reflectometry (TDR) is a microwave measurement technique based on the response of a device under test (DUT) to a step stimulus incident upon it [1]–[3]. This response is used to determine the characteristic impedance of the DUT along its electrical length. Theoretically, the incident stimulus is assumed to have zero rise time. In reality, however, this is impossible due to the finite bandwidth of all practical systems. As a consequence, the response exhibits a nonzero rise time that, if not accounted for, limits the measurement resolution. Another typical analysis assumption is that the DUT contains only a single reflection plane, whereas, in reality, many reflection planes exist. Independent of the nature of the stimulus, multiple reflection planes induce multiple re-reflections due to the stimulus interacting with previously encountered reflection planes. In addition, another often neglected phenomenon of real structures is dissipation. This results in the deterioration of the response due to signal loss. The degree to which information regarding a lossy DUT can be recovered is of active interest in the field of microwave metrology.

A variety of solutions have been proposed to ameliorate some of the TDR imperfections in the lossless case. For example, in the study of [4], the process of inverse scattering, known as “peeling”, has been introduced to microwave time-domain measurements; similarly, the works of [5] and [6] have proposed a peeling algorithm in the frequency domain. An extension of the time-domain peeling algorithm has been attempted in the study of [7], where a partial solution to the problem of loss is provided. Finally, TDR utilizing arbitrary stimuli has been investigated in the work of [8].

In this article, we study the conditions of applicability of the lossless time-domain peeling algorithm in [4] and revisit the algorithm in the context of a machine learning technique known as K-means clustering or, for brevity, K-means [9]. We show that K-means can be used to post-process a TDR response through data clustering, thus simplifying the data structure and expediting peeling. The use of K-means in TDR has special utility when considering detailed measurements that comprise a large number of data points. Such a level of detail requires more memory to store the data and more time to post-process it. K-means effectively equates comparable measured samples at the benefit of reduced memory consumption and peeling computation time. Additionally, K-means allows us to study systems with finite rise time response as well as to efficiently account for fluctuations due to imperfections in the stimulus, DUT, or measurement device.

Furthermore, we address lossy systems by extending the time-domain fitting technique in [7], which accounts for series resistance only. We introduce a generalized frequency-domain fitting technique, which, instead, accounts for both series resistance and shunt conductance. Provided an appropriate model for the relevant circuit parameters of interest, our fitting technique makes it possible to determine both resistive and reactive circuit components as arbitrary functions of frequency.

The article is organized as follows: In Section II, we outline...
in detail many of the common issues plaguing conventional TDR measurements and data post-processing; in Section III we propose a set of solutions and assess their efficacy by analyzing an actual measurement; finally, in Section IV we discuss a possible combination of the tools introduced here and outline future developments. Additionally, the article features an appendix, Appendix A where we review the basic theory of TDR peeling and loss fitting.

A complete library including the codes used to implement our K-means TDR peeling algorithm and circuit parameter fitting is available as an open-source software package in [10]; the codes are written in the Julia language [11]. The basic principles of the peeling part of the K-means TDR peeling algorithm are in Appendix A.

II. COMMONLY-ENCOUNTERED ISSUES

A metrologist must consider the operations that are applied by the measurement device to the acquired data. In fact, the typical quantity reported by TDR instruments when measuring a DUT is an improper reflection coefficient-like quantity [12]

\[ \tilde{\rho}_{0,i} = \frac{V^-[i]}{V_0}, \]

where “0, i” indicates referring the impedance back to the source impedance (with \( i \in \mathbb{N}_{>0} \)), \( V^-[i] \) is the \( i \)th sample of the reflected voltage [13], and \( V_0 \) is the amplitude of the step stimulus. For a DUT containing only a single reflection plane encountered at section \( \ell, \) [1] corresponds to the reflection coefficient for \( i \geq \ell \) (denoted as \( \rho_{\ell-1,i} \)). However, in the presence of multiple reflection planes, [1] has no physical meaning and the reflection coefficients of the DUT can only be obtained by using a peeling algorithm.

When considering a DUT characterized by small variations of its reflection coefficients, a peeling algorithm may not offer a significant improvement over [1]. In fact, in the limit of a DUT with a constant reflection coefficient such an algorithm is not even required. Therefore, it is reasonable to question the degree of variation requiring the use of a peeling algorithm in order to appreciably improve measurement results. An answer to this question can be found by analyzing the reflected voltage as a function of repeated reflections.

Consider, for example, the reflected voltage measured at time \( 3\Delta t \). Assuming a lossless devices, the reflected voltage can be determined as

\[ V^-[3] = V^+[1] T_{1,0} T_{2,1} \rho_{2,3} T_{1,2} T_{0,1} \]
\[ - V^+[1] T_{1,0} \rho_{1,2} \rho_{0,1} \rho_{1,2} T_{0,1} \]
\[ + V^+[2] T_{0,1} \rho_{1,2} T_{1,0} \]
\[ + V^+[3] \rho_{0,1}, \]

where \( V^+[i] \) is the \( i \)th sample of the incident voltage; each \( \rho_{i-1,i} (T_{i-1,i}) \) is the reflection (transmission) coefficient between the \((i-1)\)th and \(i\)th medium, with \( \rho_{i-1,i} = 1 - T_{i-1,i} \) (lossless assumption). The naive approach taken to calculate \( \rho_{0,3} \) from the measured data is to use [1], resulting in the improper coefficient

\[ \tilde{\rho}_{0,3} = \frac{V^-[3]}{V_0}. \]

This result is only reasonable if all transmission coefficients are very close to one. Equation [2] can be rewritten in terms of only reflection coefficients (since the device is lossless) as

\[ V^-[3] = V^+[1] (1 - \rho_{0,1}^2) (1 - \rho_{1,2}^2) \rho_{2,3} \]
\[ - V^+[1] (1 - \rho_{0,1}^2) (1 - \rho_{1,2}^2) \rho_{0,1} \]
\[ + V^+[2] (1 - \rho_{0,1}^2) \rho_{1,2} \]
\[ + V^+[3] \rho_{0,1}. \]

By further assuming that \( V^-[3] = V^+[2] = V^+[1] = V_0 \) (the case for a step stimulus), we obtain

\[ \tilde{\rho}_{0,3} = \frac{V^-[3]}{V_0} = (1 - \rho_{0,1}^2) (1 - \rho_{1,2}^2) \rho_{2,3} \]
\[ - (1 - \rho_{0,1}^2) (1 - \rho_{1,2}^2) \rho_{0,1} \]
\[ + (1 - \rho_{0,1}^2) \rho_{1,2} \]
\[ + \rho_{0,1}. \]

A general expression for the improper \( \tilde{\rho}_{0,i} \) does not exist due to the lack of a closed form solution for all paths (see Appendix A for a definition of path) that contribute to the reflected voltage at discrete time \( i \). However, the general expression for the proper \( \rho_{0,i} \), i.e., the reflection coefficient relating the source characteristic impedance to the \( i \)th characteristic impedance section of the DUT, can be determined according to [13] in Appendix A as

\[ \rho_{0,i} = \frac{P_i^+ - P_i^-}{P_i^+ + P_i^-}, \]

where

\[ P_i^+ = \prod_{k=1}^{i} (1 + \rho_{k-1,k}) \]

and

\[ P_i^- = \prod_{k=1}^{i} (1 - \rho_{k-1,k}), \]

with \( k \in \mathbb{N}_{>0} \). A comparison between [5] and [6] for \( i = 3 \) is shown in Fig. 1(a) and (b).

Other common issues are due to nonidealities present in the stimulus, DUT, or measurement device that obscure information regarding the impedance profile of the DUT. Such nonidealities include unstable stimuli, environmental sensitivity and fabrication imprecisions of the DUT, or noisy measurement devices. For example, the exact nature of a stimulus can affect the efficacy of peeling algorithms significantly. In fact, the nonzero rise time of all real stimuli, if not accounted for, may result in measurements that can be misread as having had resulted from a lossy DUT. Additionally, the application of peeling to a response from such a stimulus can artificially underreport the reflection coefficients of the DUT.

Fig. 2 shows a simulated TDR measurement of a DUT with known reflection coefficients using a Gaussian stimulus. If the peeling algorithm is applied assuming an ideal step stimulus instead of the Gaussian stimulus, the resulting calculated reflection coefficients are drastically different than the known ones. This simulation is performed using the inverse of this work’s peeling algorithm implementation.
In this case, a more general solution than the one described in Subsection A-B is required (see Subsection III-B).

III. RESULTS

In this section, we introduce a K-means TDR peeling technique (see Subsection III-A) and an extended loss fitting technique (see Subsection III-B).

A. K-Means Peeling

The rapidly increasing sampling rates of microwave instruments, such as TDR systems, will result in ever-increasing numbers of measured samples. The state-of-the-art analog-to-digital converters achieve sampling rates of approximately 100 GS/s using either conventional electronics [15] or superconducting electronics [16]. These sampling rates are at least ten times larger than those used at present in standard microwave electronics and would correspond to more than a ten-fold increase in the spatial resolution of a DUT when employed, e.g., in TDR systems. Moreover, using frequency-domain measurements to perform TDR indirectly, e.g., with a vector network analyzer, it is possible to obtain an almost arbitrarily large number of samples. The measurement of a DUT using these systems will thus require compression for feasible post-processing of the data. Notably, compression provides further advantage when applying state-of-the-art peeling algorithms with runtime $O(s^2)$.

An immediate application of compression is found when considering small time-domain fluctuations present in TDR measurements. In fact, it can be difficult to determine whether these fluctuations are due to the stimulus, changes in characteristic impedance, or noise in the measurement device. For a reflected voltage containing many such fluctuations it can be desirable to approximate them with a particular value, resulting in a compression of the measured data. This is a remarkable example where removing unnecessary data points using a heuristic (e.g., machine learning) approach leads to more useful data, which are not “contaminated” by unwanted or unknown phenomena.

Another potential application of TDR data compression is to neglect nonzero rise time present in the reflected voltage. Performing this operation in the context of a nearly lossless DUT or a non-step stimulus serves to reject nonidealities without losing important measurement information.

Compressing TDR measurements in such a way as to address the aforementioned problems can be accomplished efficiently using a machine learning tool called K-means [9]. In the field of machine learning, it is often needed to associate a set of $s$ vectors ($s \in \mathbb{N}_{>0}$) with a set of $k$ vectors about which the $s$ vectors are clustered. Such clustering algorithms are applied heavily in the subfield of unsupervised machine learning.

In this work, we apply the K-means peeling algorithm to the TDR measurement of a DUT in order to improve data post-processing. First, the reflected voltage data is fed to a K-means implementation that clusters the measured voltages into sections of any one of $k$ values. Determining a value for $k$ is a heuristic process that requires some attention from
Fig. 2. (Color online) Demonstration of the effect of the stimulus on the reflected voltage. Voltage $V$ as a function of time $t$ (left axis) and reflection coefficient $\rho$ as a function of $t$ (right axis). The solid black line is the Gaussian stimulus; the solid blue line is the reflected voltage obtained from the known reflection coefficients of the DUT, where these are shown in the solid light green (light gray) line; the dashed black line represents the properly peeled reflection coefficients that are obtained using the Gaussian stimulus and reflected voltage; the dashed-dotted black line represents the reflection coefficients that would be obtained if the stimulus were improperly assumed to be that of an ideal step. Note that the peeled reflection coefficients are intentionally offset from the known reflection coefficients for the sake of clarity; in fact, both these coefficients exactly coincide to within the computational precision of the peeling algorithm. The stark difference between the properly and improperly peeled reflection coefficients emphasizes the need for detailed knowledge of the stimulus when peeling.

Fig. 3 demonstrates the speed advantage gained by using the K-means TDR peeling algorithm compared to simple TDR peeling. Compared in the figure is the runtime of K-means TDR peeling given three simulated measurements, with 15, 21, and 27 points, respectively. The runtime of K-means TDR peeling is significantly lower than that of only TDR peeling. This is due to the downsampling of the response. The speed-up only depends on the difference between the number of sections before and after clustering. Although K-means clustering algorithms typically have a time complexity of $O(s^2)$, it has been recently shown that this threshold can be lowered to $O(s)$ [17]. Therefore, in K-means TDR peeling the complexity of the peeling part of the algorithm dominates that of K-means clustering.

To gauge the efficacy of the K-means TDR peeling algorithm in a practical context, a microstrip stepped impedance DUT is designed and fabricated on a printed circuit board (PCB). A scaled layout of the DUT (as well as its
Material properties) is supplied in Fig. 4. The design of this PCB is based on two criteria:

1) Include many consecutive large changes in impedance;
2) ensure the round-trip delay of the smallest segment is much greater than the sampling rate of the measurement device.

The first criterion, in particular, is important to ensure that multiple re-reflections significantly impact the measured voltage. In fact, small impedance variations would result in re-reflections that are too small to be detected with the TDR system used in our experiments, which is from Teledyne LeCroy, model WaveExpert 100H. The input and output impedance of this TDR system, the impedance of Port 1 and Port 2 in Fig. 4 is $Z_0 \approx 50 \Omega$. Thus, the PCB impedance values are chosen such as to vary significantly relative to $Z_0$. Given the ease of manufacturing microstrip impedances between 20 Ω and 100 Ω on a standard copper-clad FR-4 substrate, the design shown in Fig. 4 is chosen.

Our PCB design has the advantage of being symmetric, so that TDR measurements can be performed from both ports of the DUT for comparison. Additionally, the impedance varies significantly between different impedance steps exacerbating the effect of multiple re-reflections interfering at the source. The time-domain measurement of the microwave PCB and the result of clustering the data for a number of different cluster sizes are shown in Fig. 5.

Using the measurement values as reported by the TDR system, we can immediately identify the pitfalls of using the improper reflection coefficient of (1). The reflection coefficient (occurring at $\approx 0.3 \text{ ns}$) is reported to be $\approx -0.25$, as designed. The second value, however, is reported to be less than 0.17, which is significantly smaller than the designed reflection coefficient of $\approx 0.23$. It is in such situations that K-means TDR peeling harbors most potential. The efficaciousness of K-means clustering combined with peeling is shown in Fig. 6, which demonstrates that the determination of all reflection planes is improved compared to the improper (naïve) case. Note that the disagreement between the theoretical result (target) and the K-means peeled measurement can be attributed to the dispersion and loss of the DUT, which are not accounted for.

While K-means peeling seemingly involves ad hoc manipulation of measured data, this can serve to the benefit of the metrologist. Measured data unavoidably contains artifacts unrelated to the properties of the DUT, which originate from both the source and measurement instruments. The effect of these artifacts on the measured data is usually assumed to be negligibly small. However, due to the nonlinear nature of the peeling algorithm, a reflected voltage signal containing small artifacts can radically affect the peeled measurement. Applying K-means clustering prior to peeling has the potential to average the effect of zero-mean noise introduced by both the source and meter. This potentially improves the data used as input to a peeling algorithm. Comparing the results of peeling both with...
and without the application of K-means clustering provides a mechanism for determining the degree of error introduced in the measurement as a result of a nonideal source and meter.

B. Extended Loss Fitting

Dissipation in electrical systems typically arises from radiative, conductor, and dielectric loss, with radiative loss being a negligible effect in many practical scenarios. All these effects depend on frequency, as in the case of conductor losses due to the skin effect [13]. The reactive components of a DUT, i.e., inductance and capacitance, also depend on frequency, as in the case of the kinetic inductance in superconductors [14]. Given appropriate theoretical frequency-domain models of each circuit parameter, it is possible to determine their contribution to the response. We find these parameters by extending the fitting technique described in [7]. While in that study the fitting method has been performed in the time domain and accommodates only a subset of all circuit parameters (see Section II), our method is performed in the frequency domain and accommodates all circuit parameters which, additionally, can be arbitrary functions of frequency.

The characteristic impedance of a transmission line is given by (16) in Appendix A. Thus, the knowledge of \( r(f), l(f), g(f), \) and \( c(f) \) makes it possible to determine the time-domain response of the DUT. However, even if a detailed knowledge of the geometrical and material properties of the DUT is provided, it is impractical to construct a complete circuit-parameter model. Typical approximations to all circuit parameters are given by (14) and (15) in Appendix A as well as

\[
g(f) = 2\pi f c(f) \varepsilon''_r, \tag{9}\]

where \( c \) is the per-unit-length capacitance and \( \varepsilon''_r \) the imaginary...
part of the relative electric permittivity of the DUT substrate. These assumptions result in the five parameter frequency-domain model of the characteristic impedance

\[
Z(f; r_{dc}, r_s, l_0, c_0, c''_t) = \frac{r_{dc} + [1 + j \text{sgn}(f)] r_s \sqrt{|f|} + j 2\pi f l_0}{2\pi f c_0 c''_t + j 2\pi f c_0}
\]

(10)

that applies to a wide variety of lossy transmission lines.

Determining the parameters in (10) requires fitting them to a sequence of measured data points in the frequency domain. In order to assess the efficacy of this fitting scheme we:

1) Simulate the time-domain response of a DUT to a step stimulus using the inverse of our peeling algorithm;
2) introduce noise associated with both the stimulus and measurement device using a pseudorandom number generator;
3) perform a discrete Fourier transform of the time-domain response to determine the frequency-domain response of the DUT;
4) fit the frequency-domain response obtained in 3) using a nonlinear least-squares fitting routine based on the Levenberg-Marquardt algorithm.

This procedure serves to recover all five parameters in (10). The time-domain response of the recovered DUT and the recovered parameters are shown in Fig. 7.

As another example of the broad applicability of this fitting scheme, we consider the case of a superconductor at a temperature \(T\) below its critical temperature \(T_c\), \(T < T_c\). Using the surface impedance of a superconductor in lieu of \(14\) and \(15\), we can write the characteristic impedance model of a homogeneous section of superconducting transmission line segment as \(14\)

\[
Z(f; T, T_c, \lambda_s, \sigma_0, \rho, c'_t) = \frac{2\pi^2 f^2 \mu_0 \lambda_s \sigma_0}{L} \left(\frac{T}{T_c}\right)^4 + j 2\pi f \frac{\mu_0 \lambda_s}{L} + j 2\pi f l_0
\]

(11)

where \(\mu_0\) is the magnetic constant, \(\lambda_s\) the London penetration depth of the superconductor, \(\sigma_0\) the conductivity of the normal state conductor, and \(L\) the length of the superconducting transmission line segment. A similar fitting scheme as the one enumerated above can be used to find all five frequency-dependent circuit parameters in (11).

IV. CONCLUSION

In this article, we introduce a TDR peeling algorithm based on the K-means clustering method that provides a significant improvement over known alternatives such as in \(4\)–\(6\). We show examples where traditional peeling algorithms fail and present a practical case study to benchmark the K-means TDR peeling and demonstrate its superiority over traditional peeling. While we apply this machine learning method to the case of TDR measurements, other related techniques can be used in a wider variety of measurement post-processing tasks. This is particularly important in the era of big data, where large datasets allow for more precise and accurate measurements of devices at the cost of increased memory requirements and post-processing runtime.

In addition, we present a method to perform an extended characterization of devices using a fitting scheme that makes it possible to account for a DUT described by a parametrized frequency-domain model. This fitting scheme can be used in conjunction with the K-means TDR peeling algorithm in order to assess devices comprising multiple homogeneous segments,
Fig. 7. (Color online) Demonstration of the loss fitting technique described in Subsection III-B using the five parameter model of (10). A DUT of parameters
\( \rho_{dc} = 290 \, \text{m} \Omega \, \text{m}^{-1} \), \( \rho_s = 45 \, \mu \Omega \, \text{Hz}^{-1/2} \, \text{m}^{-1} \), \( \ell_0 = 300 \, \text{nH} \, \text{m}^{-1} \), \( c_0 = 100 \, \text{pF} \, \text{m}^{-1} \), and \( \epsilon'' = 1.05 \cdot 10^{-2} \) is used in the simulation, with \( s = 162 \). This simulation is performed using an inverse process to that described in Subsection III-B. Gaussian noise is added to the time-domain data in order to simulate the effect of source and measurement noise. (a) Comparison of the generated (i.e., simulated) parameters [dark blue (dark gray)] to the recovered parameters [light green (light gray); bar chart]. The recovered parameters are scaled to the generated parameters. (b) The dark blue (dark gray) line is the time-domain response of the generated DUT; the light green (light gray) line is the simulation of the time-domain response of a device synthesized with the recovered parameters.

as proposed in [7]. We show frequency-domain models for both normal conductors and superconductors.

It is worth noting that, in some instances, it may be necessary to account for dispersion when applying the K-means TDR peeling algorithm. An example of this can be seen in Fig. 6, where the algorithm is applied to a microstrip transmission line. We will address this issue in future work since it affects a variety of microwave systems. Additionally, a TDR peeling algorithm involving measurements with aperiodic samples would provide large benefit when combined with K-means clustering and should be the focus of further investigations. Finally, a generalized peeling technique accommodating lossy devices that does not require nonlinear fitting is desired and merits further attention.
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APPENDIX A

APPENDIX A PRIMER ON PEELING AND LOSS FITTING

In this section, we review the state-of-the-art on TDR peeling algorithms (see Subsection A-A) and loss fitting techniques (see Subsection A-B).

A. Peeling

A TDR measurement of a DUT with multiple reflection planes requires post-processing in order to accurately characterize the DUT. The stimulus used in these measurements is a travelling voltage wave, which is scattered within the DUT due to the presence of reflection planes. Each scattered component arrives at the measurement plane at delayed times, in accordance with its scattering history, and there interferes with other scattered components. Thus, there exists a one-to-one correspondence between a path through the DUT and a reflected voltage component. The path weight, which is the reflected voltage amplitude for a path, is determined by the stimulus as well as the value of each encountered reflection coefficient. All of these components combine to form the total measured voltage response, which is the signal used to assess the DUT. This process can be inverted using peeling algorithms, which are designed to determine the reflection coefficients of the DUT from the measured reflected voltage [4–6].

Fig. 8 (a) shows a schematic representation of a DUT characterized by multiple reflection planes, where the scattered voltage can take different paths through the DUT. Each
path carries information regarding the reflection planes that it encounters when travelling from the source to the measurement device. These paths are characterized by forward- and backward-oriented segments labeled as \(A_{i,j}\) and \(B_{i,j}\), respectively, with \(i,j \in \mathbb{N}_{>0}\).

In general, time-domain reflectometers attempt to sample the reflected voltage at a periodic time interval \(\Delta t\), which determines an implicit discretization of the DUT into a set of sections whose electrical properties can be determined by the measured voltage (see [3] for detailed TDR measurement information). Each measured sample must, \textit{a priori}, be assumed to be associated with one reflection plane, even if it is of zero value. Suppose there are \(s\) voltage samples of an \(N\)-section DUT whose length is such that \(s \geq N\) \((N, s \in \mathbb{N}_{>0})\). In this case, it can be shown that the number of paths associated with the \(s\) planes is the Catalan number for \((s - 1)\) \cite{18},

\[
C_{s-1} = \frac{(2s - 2)!}{s!(s - 1)!},
\]  

Fig. 8(b) illustrates the strong functional dependence of \((12)\) on the number of planes. Note that for \(s = 150\), \(C_{s-1}\) is greater than the estimated number of particles in the universe. Storing the information regarding all of the paths is impractical considering the scaling behavior of \((12)\). Notably, this is unnecessary since the \(C_{s-1}\) paths can be constructed using only information from \(s\) reflection planes. For example, Fig. 8(c) indicates that 5 paths each of 6 segments can be computed with only 4 reflection coefficients. Thus, the solution is not to solve for all the weights of all paths, but to recursively compute the values of the reflection coefficients by computing the values of each segment once. This is the essence of state-of-the-art time-domain peeling algorithms.

In order to determine the reflected voltage contribution from each path it is necessary to consider the weight of each segment used to construct it. These weights are determined by the nature of the impedance profile. Each impedance variation introduces a possible reflection or transmission event, or both,
forming a node in Fig. 8 (a). A numerical implementation of the recursive time-domain peeling algorithm in the lossless case is in [10]. This algorithm generates an array \( \rho[i] \) corresponding to \( \rho_{i-1,i} \) and operates in runtime \( O(s^2) \), with \( s \) the number of measured reflected voltage samples.

An efficient approach to peeling utilizes two facts:

1) The \( i \)th acquired sample is the first sample with information regarding the \( i \)th reflection plane;
2) only one path involves the \( i \)th reflection plane at the \( i \)th time step.

Having determined the proper reflection coefficients of the DUT by peeling, the impedance profile of the DUT can be determined by

\[
Z_i = Z_{i-1} \frac{1 + \rho_{i-1,i}}{1 - \rho_{i-1,i}}.
\]

B. Loss Fitting

The most general microwave model of a DUT involves four per-unit-length quantities that are each a function of frequency \( f \) (in units of hertz) [13]: The series resistance \( r(f) \); the series inductance \( l(f) \); the shunt capacitance \( c(f) \); the shunt conductance \( g(f) \). Prior work has established a time-domain fitting method to determine these quantities, with the exception, however, of \( g(f) \) [7]. This partial fitting is performed under the assumptions:

1) \( r(f) = r_{dc} + r_s[1 + j \text{sgn}(f)]\sqrt{|f|}, \quad (14) \)

where \( r_{dc} \) is the dc series resistance per unit length, \( r_s \) a skin effect-related resistance per unit length and per root hertz, \( j^2 = -1 \), and “sgn” the signum function (cf. [19]);

2) \( l(f) = l_0 \quad \text{and} \quad c(f) = c_0, \quad (15) \)

where \( l_0 \) and \( c_0 \) are a constant inductance and capacitance per unit length, respectively;

3) \( g(f) = 0 \).

The characteristic impedance of any section of a DUT can be expressed as

\[
Z(r(f), l(f), g(f), c(f)) = \sqrt{\frac{r(f) + j 2 \pi f l(f)}{g(f) + j 2 \pi f c(f)}}. \quad (16) \]

Considering a DUT satisfying the three aforementioned assumptions, [16] can be simplified to

\[
Z(f; r_{dc}, r_s, l_0, c_0) = \sqrt{\frac{r_{dc} + r_s[1 + j \text{sgn}(f)]\sqrt{|f|} + 2 \pi f l_0}{j 2 \pi f c_0}}. \quad (17) \]

Assuming \( r(f) \) to be small relative to \( \sqrt{l_0/c_0} \), this expression can be expanded in a Maclaurin series to first order yielding

\[
Z(f; r_{dc}, r_s, l_0, c_0) \simeq \sqrt{\frac{l_0}{c_0}} \left(1 + \frac{1}{2} \frac{r_{dc} + r_s[1 + j \text{sgn}(f)]\sqrt{|f|}}{j 2 \pi f l_0} \right). \quad (18) \]

Multiplying [18] by the Fourier transform of a step function and then performing an inverse Fourier transform results in a time-domain function that can be fitted using a suitable optimization routine. This procedure makes it possible to obtain the four constant parameters \( r_{dc}, r_s, l_0, \) and \( c_0 \). In order to implement the fitting procedure, it is necessary to measure a sequence of time-domain reflected voltage values obtained from a DUT with constant circuit parameters over its electrical length, i.e., a DUT that is spatially homogeneous with respect to these parameters. When combining this procedure with the peeling algorithm, it is possible to characterize a nonhomogeneous DUT that contains a set of homogeneous sections.
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