Boundary Harnack principle and Martin boundary at infinity for subordinate Brownian motions
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Abstract

In this paper we study the Martin boundary of unbounded open sets at infinity for a large class of subordinate Brownian motions. We first prove that, for such subordinate Brownian motions, the uniform boundary Harnack principle at infinity holds for arbitrary unbounded open sets. Then we introduce the notion of κ-fatness at infinity for open sets and show that the Martin boundary at infinity of any such open set consists of exactly one point and that point is a minimal Martin boundary point.

AMS 2010 Mathematics Subject Classification: Primary 60J45, Secondary 60J25, 60J50.
Keywords and phrases: Lévy processes, subordinate Brownian motion, harmonic functions, boundary Harnack principle, Martin kernel, Martin boundary, Poisson kernel

1 Introduction and main results

The study of the boundary Harnack principle for non-local operators started in the late 1990’s with [2] which proved that the boundary Harnack principle holds for the fractional Laplacian (or equivalently the rotationally invariant stable process) in bounded Lipschitz domains. This boundary Harnack principle was extended to arbitrary open sets in [22]. The final word in the case of the rotationally invariant α-stable process was given in [4] where the so called uniform boundary Harnack principle was proved in arbitrary open sets with a constant not depending on the set itself. Subsequently, the boundary Harnack principle was extended to more general symmetric Lévy processes, more precisely to subordinate Brownian motions with ever more weaker assumptions on the Laplace exponents of the subordinators, see [10], [12], [13] and [9]. Recently in [5], a boundary Harnack principle was established in the setting of jump processes in metric measure spaces.

Let us be more specific and state the (slightly stronger) assumptions under which the boundary Harnack principle was proved in [13]. Let $S = (S_t)_{t \geq 0}$ be a subordinator (a nonnegative Lévy process).
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process with $S_0 = 0$) with Laplace exponent $\phi$ and $W = (W_t, P_x)_{t \geq 0, x \in \mathbb{R}^d}$ be a Brownian motion in $\mathbb{R}^d$, $d \geq 1$, independent of $S$ with

$$
\mathbb{E}_x \left[ e^\xi (W_t - W_0) \right] = e^{-t|\xi|^2} \quad \xi \in \mathbb{R}^d, t > 0.
$$

The process $X = (X_t, P_x)_{t \geq 0, x \in \mathbb{R}^d}$ defined by $X_t := W(S_t)$ is called a subordinate Brownian motion. It is a rotationally invariant Lévy process in $\mathbb{R}^d$ with characteristic exponent $\phi(|\xi|^2)$ and infinitesimal generator $-\phi(-\Delta)$. Here $\Delta$ denotes the Laplacian and $\phi(-\Delta)$ is defined through functional calculus.

The function $\phi$ is a Bernstein function having the representation

$$
\phi(\lambda) = a + b\lambda + \int_{(0, \infty)} (1 - e^{-\lambda t}) \mu(dt)
$$

where $a, b \geq 0$ and $\mu$ is the measure satisfying $\int_{(0, \infty)} (1 \wedge t) \mu(dt) < \infty$, called the Lévy measure of $\phi$ (or $S$). Recall that $\phi$ is a complete Bernstein function if the measure $\mu$ has a completely monotone density. For basic facts about complete Bernstein functions, see [20].

Let us introduce the following upper and lower scaling conditions on $\phi$ at infinity:

$$(H1): \text{There exist constants } 0 < \delta_1 \leq \delta_2 < 1 \text{ and } a_1, a_2 > 0 \text{ such that }
$$

$$
a_1 \lambda^{\delta_1} \phi(t) \leq \phi(\lambda t) \leq a_2 \lambda^{\delta_2} \phi(t), \quad \lambda \geq 1, t \geq 1.
$$

This is a condition on the asymptotic behavior of $\phi$ at infinity and it governs the behavior of the subordinator $S$ for small time and small space (see [13, 15]). Note that it follows from the second inequality above that $\phi$ has no drift, i.e., $b = 0$. Suppose that $\phi$ is a complete Bernstein function with the killing term $a = 0$ and that $(H1)$ holds. The following boundary Harnack principle is proved in [13, Theorem 1.1]: There exists a constant $c = c(\phi, d) > 0$ such that for every $z \in \mathbb{R}^d$, every open set $D \subset \mathbb{R}^d$, every $r \in (0, 1)$ and any nonnegative functions $u, v$ on $\mathbb{R}^d$ which are regular harmonic in $D \cap B(z, r)$ with respect to $X$ and vanish in $D^c \cap B(z, r)$,

$$
\frac{u(x)}{v(x)} \leq c \frac{u(y)}{v(y)}, \quad x, y \in D \cap B(z, r/2).
$$

Here, and in the sequel, $B(z, r)$ denotes the open ball in $\mathbb{R}^d$ centered at $z$ with radius $r$. This result was obtained as a simple consequence of the following approximate factorization of nonnegative harmonic functions, see [13, Lemma 5.5]: There exists a constant $c = c(\phi, d) > 1$ such that for every $z \in \mathbb{R}^d$, every open set $D \subset B(z, r)$ and any nonnegative function $u$ on $\mathbb{R}^d$ which is regular harmonic in $D$ with respect to $X$ and vanishes a.e. in $D^c \cap B(z, r)$,

$$
c^{-1} \mathbb{E}_x[\tau_D] \int_{B(z, r/2)^c} j(|y - z|) u(y) dy \leq u(x) \leq c \mathbb{E}_x[\tau_D] \int_{B(z, r/2)^c} j(|y - z|) u(y) dy
$$

for every $x \in D \cap B(z, r/2)$. Here $j$ denotes the density of the Lévy measure of $X$ and $\tau_D$ the first exit time of $X$ from $D$. In the case of the rotationally invariant $\alpha$-stable process, [12] is proved earlier in [4].
Note that the boundary Harnack principle is a result about the decay of non-negative harmonic functions near the (finite) boundary points. It is an interesting problem to study the decay of non-negative harmonic functions at infinity (which may be regarded as a “boundary point at infinity” of unbounded sets). This is the main topic of the current paper. In order to study the behavior of harmonic functions at infinity, one needs large space and large time properties of the underlying process $X$. This requires a different type of assumptions than (H1) which gives only small space and small time properties of $X$. Therefore, in addition to (H1), we will assume the corresponding upper and lower scaling conditions of $\phi$ near zero:

(H2): There exist constants $0 < \delta_3 \leq \delta_4 < 1$ and $a_3, a_4 > 0$ such that

$$a_3 \lambda^{\delta_3} \phi(t) \leq \phi(\lambda t) \leq a_4 \lambda^{\delta_4} \phi(t), \quad \lambda \leq 1, t \leq 1.$$  \hspace{1cm} (1.3)

This is a condition on the asymptotic behavior of $\phi$ at zero and it governs the behavior of the subordinator $S$ for large time and large space (see [15] for details and examples).

In the recent preprint [15] we studied the potential theory of subordinate Brownian motions under the assumption that $\phi$ is a complete Bernstein function satisfying both conditions (H1) and (H2). We were able to extend many potential-theoretic results that were proved under (H1) (or similar assumptions on the small time and small space behavior) for radii $r \in (0,1)$ to the case of all $r > 0$ (with a uniform constant not depending on $r > 0$). In particular, we proved a uniform boundary Harnack principle with explicit decay rate (in open sets satisfying the interior and the exterior ball conditions) which is valid for all $r > 0$. The current paper is a continuation of [15] and is based on the results of [15].

For any open set $D$, we use $X^D$ to denote the subprocess of $X$ killed upon exiting $D$. In case $D$ is a Greenian open set in $\mathbb{R}^d$ we will use $G_D(x,y)$ to denote the Green function of $X^D$. For a Greenian open set $D \subset \mathbb{R}^d$, let

$$K_D(x,y) := \int_D G_D(x,z) j(|z-y|) \, dz, \quad (x,y) \in D \times \overline{D}^c$$

be the Poisson kernel of $X$ in $D \times \overline{D}^c$.

The first goal of this paper is to prove the following approximate factorization of regular harmonic functions vanishing at infinity.

**Theorem 1.1** Suppose that $\phi$ is a complete Bernstein function satisfying (H1)–(H2), let $d > 2(\delta_2 \lor \delta_4)$, and let $X$ be a rotationally invariant Lévy process in $\mathbb{R}^d$ with characteristic exponent $\phi(|\xi|^2)$. For every $a > 1$, there exists $C_1 = C_1(\phi,a) > 1$ such that for any $r \geq 1$, any open set $U \subset \overline{B}(0,r)^c$ and any nonnegative function $u$ on $\mathbb{R}^d$ which is regular harmonic with respect to $X$ in $U$ and vanishes a.e. on $\overline{B}(0,r)^c \setminus U$, it holds that

$$C_1^{-1} K_U(x,0) \int_{B(0,ar)} u(z) \, dz \leq u(x) \leq C_1 K_U(x,0) \int_{B(0,ar)} u(z) \, dz,$$  \hspace{1cm} (1.4)

for all $x \in U \cap \overline{B}(0,ar)^c$. 
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Note that \( K_U(x,0) = \int_U G_U(x,y)j(|y|) \, dy \). A consequence of the assumption \( d > 2(\delta_2 \vee \delta_4) \) (always true for \( d \geq 2 \)) in Theorem 1.1 is that the process \( X \) is transient and points are polar. Under this assumption, the Green function \( G(x,y) \) of the process \( X \) exists, and by (2.9) below we have \( G_U(x,y) \leq G(x,y) \sim |x-y|^{-d}\phi(|x-y|^{-2})^{-1} \). This will be used several times in this paper.

In the case of the rotationally invariant \( \alpha \)-stable process, Theorem 1.1 (for \( \alpha = 2 \)) was obtained in [17] Corollary 3 from (1.2) by using the inversion with respect to spheres and the Kelvin transform of harmonic functions for the stable process. Since the Kelvin transform method works only for stable processes we had to use a different approach to prove (1.4). We followed the method used in [13] to prove (1.2), making necessary changes at each step. The main technical difficulty of the proof is the delicate upper estimate of the Poisson kernel \( K_{B(0,r)^c}(x,0) \) of the complement of the ball given in Lemma 3.2 where the full power of the results from [15] was used.

Theorem 1.1 gives the following scale invariant boundary Harnack inequality at infinity.

**Corollary 1.2 (Boundary Harnack Principle at Infinity)** Suppose that \( \phi \) is a complete Bernstein function satisfying (H1) - (H2), \( d > 2(\delta_2 \vee \delta_4) \), and that \( X \) is a rotationally invariant Lévy process in \( \mathbb{R}^d \) with characteristic exponent \( \phi(|\xi|^2) \). For each \( a > 1 \) there exists \( C_2 = C_2(\phi,a) > 1 \) such that for any \( r \geq 1 \), any open set \( U \subset \overline{B}(0,r)^c \) and any nonnegative functions \( u \) and \( v \) on \( \mathbb{R}^d \) that are regular harmonic in \( U \) with respect to \( X \) and vanish a.e. on \( \overline{B}(0,r)^c \setminus U \), it holds that

\[
C_2^{-1} \frac{u(y)}{v(y)} \leq \frac{u(x)}{v(x)} \leq C_2 \frac{u(y)}{v(y)}, \quad \text{for all } x,y \in U \cap \overline{B}(0,ar)^c. \tag{1.5}
\]

The boundary Harnack principle is the main tool in identifying the (minimal) Martin boundary (with respect to the process \( X \)) of an open set. Recall that for \( \kappa \in (0,1/2] \), an open set \( D \) is said to be \( \kappa \)-fat open at \( Q \in \partial D \), if there exists \( R > 0 \) such that for each \( r \in (0,R) \) there exists a point \( A_r(Q) \) satisfying \( B(A_r(Q),\kappa r) \subset D \cap B(Q,r) \). If \( D \) is \( \kappa \)-fat at each boundary point \( Q \in \partial D \) with the same \( R > 0 \), \( D \) is called \( \kappa \)-fat with characteristics \((R,\kappa)\). In case \( X \) is a subordinate Brownian motion via a subordinator with a complete Bernstein Laplace exponent regularly varying at infinity with index in \((0,1)\), it is shown in [10] that the minimal Martin boundary of a bounded \( \kappa \)-fat open set can be identified with the Euclidean boundary.

Corollary 1.2 enables us to identify the Martin boundary and the minimal Martin boundary at infinity of a large class of open sets with respect to \( X \). To be more precise, let us first define \( \kappa \)-fatness at infinity.

**Definition 1.3** Let \( \kappa \in (0,1/2] \). We say that an open set \( D \) in \( \mathbb{R}^d \) is \( \kappa \)-fat at infinity if there exists \( R > 0 \) such that for every \( r \in [R,\infty) \) there exists \( A_r \in \mathbb{R}^d \) such that \( B(A_r,\kappa r) \subset D \cap \overline{B}(0,r)^c \) and \( |A_r| < \kappa^{-1}r \). The pair \((R,\kappa)\) will be called the characteristics of the \( \kappa \)-fat open set \( D \) at infinity.

Note that all half-space-like open sets, all exterior open sets and all infinite cones are \( \kappa \)-fat at infinity. Examples of disconnected open sets which are \( \kappa \)-fat at infinity are
(i) \( \{ x = (x_1, \ldots, x_{d-1}, x_d) \in \mathbb{R}^d : x_d < 0 \text{ or } x_d > 1 \} \);

(ii) \( \bigcup_{n=1}^{\infty} B(x^{(n)}, 2^{n-2}) \) with \( |x^{(n)}| = 2^n \).

Let \( D \subset \mathbb{R}^d \) be an open set which is \( \kappa \)-fat at infinity with characteristics \((R, \kappa)\). Fix \( x_0 \in D \) and define

\[
M_D(x, y) := \frac{G_D(x, y)}{G_D(x_0, y)}, \quad x, y \in D, \; y \neq x_0.
\]

As the process \( X^D \) satisfies Hypothesis (B) in [16], \( D \) has a Martin boundary \( \partial_M D \) with respect to \( X \) and \( M_D(x, \cdot) \) is continuously extended to \( \partial_M D \). A point \( w \in \partial_M D \) is called an infinite Martin boundary point if every sequence \((y_n)_{n \geq 1}, y_n \in D, \) converging to \( w \) in the Martin topology is unbounded (in the Euclidean metric). The set of all infinite Martin boundary points will be denoted by \( \partial^\infty_M D \) and we call this set the Martin boundary at infinity.

By using the boundary Harnack principle at infinity we first show that if \( D \) is \( \kappa \)-fat at infinity, then there exists the limit

\[
M_D(x, \infty) = \lim_{y \in D, \; |y| \to \infty} M_D(x, y).
\]

The existence of this limit shows that \( \partial^\infty_M D \) consists of a single point which we denote by \( \partial_\infty \).

Finally, we prove that \( \partial_\infty \) is a minimal Martin boundary point. These findings are summarized in the second main result of the paper.

**Theorem 1.4** Suppose that \( \phi \) is a complete Bernstein function satisfying \( (H1) - (H2), \) \( d > 2(\delta_2 \vee \delta_4), \) and \( X \) is a rotationally invariant Lévy process in \( \mathbb{R}^d \) with characteristic exponent \( \phi(|\xi|^2) \). Then the Martin boundary at infinity with respect to \( X \) of any open set \( D \) which is \( \kappa \)-fat at infinity consists of exactly one point \( \partial_\infty \). This point is a minimal Martin boundary point.

We emphasize that this result is proved without any assumption on the finite boundary points. In particular, we do not assume that \( D \) is \( \kappa \)-fat.

To the best of our knowledge, the only case where the Martin boundary at infinity has been identified is the case of the rotationally invariant \( \alpha \)-stable process, see [4]. Again, the Kelvin transform method was used to transfer results for finite boundary points to the infinite boundary point. As we have already pointed out, the Kelvin transform is not available for more general processes.

We remark here that for one-dimensional Lévy processes (satisfying much weaker assumptions than ours) it is proved in [21, Theorem 4] that the minimal Martin boundary at infinity for the half-line \( D = (0, \infty) \) is one point. The question of the Martin boundary at infinity is not addressed in [21].

The paper is organized as follows. In the next section we introduce necessary notation and definitions, and recall some results that follow from \( (H1) \) and \( (H2) \) obtained in [13]. Section 3 is devoted to the proofs of Theorem 1.1 and Corollary 1.2. At the end of the section we collect some consequences of these two results. In the first part of Section 4 we study non-negative harmonic
functions in unbounded sets that are $\kappa$-fat at infinity. The main technical result is the oscillation reduction in Lemma 4.7 immediately leading to (1.6). Next we look at the Martin and the minimal Martin boundary at infinity and give a proof of Theorem 1.4. We finish the paper by discussing the Martin boundary of the half-space.

Throughout this paper, the constants $C_1, C_2, C_3, \ldots$ will be fixed. The lowercase constants $c_1, c_2, \ldots$ will denote generic constants whose exact values are not important and can change from one appearance to another. The dependence of the lower case constants on the dimension $d$ and the function $\phi$ may not be mentioned explicitly. The constant $c$ that depends on the parameters $\delta_i$ and $a_i$, $i = 1, 2, 3, 4$, appearing in (H1) and (H2) will be simply denoted as $c = c(\phi)$. We will use “:=” to denote a definition, which is read as “is defined to be”. For $a, b \in \mathbb{R}$, $a \wedge b := \min\{a, b\}$ and $a \vee b := \max\{a, b\}$.

For any open set $U$, we denote by $\delta_U(x)$ the distance between $x$ and the complement of $U$, i.e., $\delta_U(x) = \text{dist}(x, U^c)$. For functions $f$ and $g$, the notation “$f \asymp g$” means that there exist constants $c_2 \geq c_1 > 0$ such that $c_1 g \leq f \leq c_2 g$. For every function $f$, we extend its definition to the cemetery point $\partial$ by setting $f(\partial) = 0$. For every function $f$, let $f^+ := f \vee 0$. We will use $dx$ to denote the Lebesgue measure in $\mathbb{R}^d$ and, for a Borel set $A \subset \mathbb{R}^d$, we also use $|A|$ to denote its Lebesgue measure. We denote $B(0, r)^c := \{y \in \mathbb{R}^d : |x - y| > r\}$. Finally, for a point $x = (x_1, \ldots, x_{d-1}, x_d) \in \mathbb{R}^d$ we sometimes write $x = (\tilde{x}, x_d)$ with $\tilde{x} = (x_1, \ldots, x_{d-1}) \in \mathbb{R}^{d-1}$.

2 Preliminaries

In this section we recall some results from [15]. Recall that a function $\phi : (0, \infty) \to (0, \infty)$ is a Bernstein function if it is $C^\infty$ function on $(0, \infty)$ and $(-1)^{n-1}\phi^{(n)}(0) \geq 0$ for all $n \geq 1$. It is well known that, if $\phi$ is a Bernstein function, then

$$\phi(\lambda t) \leq \lambda \phi(t) \quad \text{for all } \lambda \geq 1, t > 0. \tag{2.1}$$

Clearly (2.1) implies the following observation.

**Lemma 2.1** If $\phi$ is a Bernstein function, then every $\lambda > 0$,

$$1 \wedge \lambda \leq \frac{\phi(\lambda t)}{\phi(t)} \leq 1 \vee \lambda, \quad \text{for all } t > 0.$$

Note that with this lemma, we can replace expressions of the type $\phi(\lambda t)$, when $\phi$ is a Bernstein function, with $\lambda > 0$ fixed and $t > 0$ arbitrary, with $\phi(t)$ up to a multiplicative constant depending on $\lambda$. We will often do this without explicitly mentioning it.

Recall that a subordinator $S = (S_t)_{t \geq 0}$ is simply a nonnegative Lévy process with $S_0 = 0$. Let $S = (S_t)_{t \geq 0}$ be a subordinator with Laplace exponent $\phi$. The function $\phi$ is a Bernstein function with $\phi(0) = 0$ so it has the representation

$$\phi(\lambda) = b\lambda + \int_{(0,\infty)} (1 - e^{-\lambda t}) \mu(dt),$$

where $b, a, \delta_i, a_i, \mu$ are such that $b > 0$, $a \geq 0$, $\delta_i \geq 0$, $a_i \geq 0$, $\delta_i, a_i \in \mathbb{R}$, $a \geq 0$, $\mu$ is a finite measure on $(0, \infty)$. For every $\lambda > 0$, $\phi(\lambda)$ is finite and

$$\phi(\lambda) \geq b\lambda \quad \text{for all } \lambda \geq 0.$$
where $b \geq 0$ is the drift and $\mu$ the Lévy measure of $S$.

A Bernstein function $\phi$ is a complete Bernstein function if its Lévy measure $\mu$ has a completely monotone density, which will be denoted by $\mu(t)$. Throughout this paper we assume that $\phi$ is a complete Bernstein function. In this case, the potential measure $U$ of $S$ admits a completely monotone density $u(t)$ (cf. \[20\]).

Conditions (H1)–(H2) imply that

$$c^{-1} \left( \frac{R}{r} \right)^{\delta_1 \wedge \delta_3} \leq \frac{\phi(R)}{\phi(r)} \leq c \left( \frac{R}{r} \right)^{\delta_2 \vee \delta_4}, \quad 0 < r < R < \infty. \quad (2.2)$$

(See \[15\] for details.) Using (2.2), we have the following result which will be used many times later in the paper. (See the proof of \[13\] Lemma 4.1 for similar computations.)

**Lemma 2.2** (\[15\]) Assume (H1) and (H2). There exists a constant $c = c(\phi) \geq 1$ such that

$$\int_0^\lambda \phi(r^{-2})^{1/2} dr \leq c\lambda^{-1}\phi(\lambda^2)^{1/2}, \quad \text{for all } \lambda > 0, \quad (2.3)$$

$$\lambda^2 \int_0^\lambda r\phi(r^{-2}) dr + \int_\lambda^\infty r^{-1}\phi(r^{-2}) dr \leq c\phi(\lambda^2), \quad \text{for all } \lambda > 0, \quad (2.4)$$

$$c^{-1}\phi(\lambda^2)^{-1} \leq \int_0^\lambda r^{-1}\phi(r^{-2})^{-1} dr \leq c\phi(\lambda^2)^{-1}, \quad \text{for all } \lambda > 0. \quad (2.5)$$

Recall that $S = (S_t)_{t \geq 0}$ is a subordinator with Laplace exponent $\phi$. Let $W = (W_t)_{t \geq 0}$ be a $d$-dimensional Brownian motion, $d \geq 1$, independent of $S$ and with transition density

$$q(t, x, y) = (4\pi t)^{-d/2} e^{-\frac{|x-y|^2}{4t}}, \quad x, y \in \mathbb{R}^d, \quad t > 0.$$

The process $X = (X_t)_{t \geq 0}$ defined by $X_t := W(S_t)$ is called a subordinate Brownian motion. $X$ is a rotationally invariant Lévy process with characteristic exponent $\phi(|\xi|^2)$, $\xi \in \mathbb{R}^d$. Throughout this paper $X$ is always such a subordinate Brownian motion. The Lévy measure of $X$ has a density $J(x) = j(|x|)$ where $j : (0, \infty) \to (0, \infty)$ is given by

$$j(r) := \int_0^\infty (4\pi t)^{-d/2} e^{-r^2/(4t)} \mu(t) \, dt.$$  

Note that $j$ is continuous and decreasing. Recall that the infinitesimal generator $\mathcal{L}$ of the process $X$ (e.g. \[19\] Theorem 31.5]) is given by

$$\mathcal{L} f(x) = \int_{\mathbb{R}^d} \left( f(x + y) - f(x) - y \cdot \nabla f(x) 1_{|y| \leq \varepsilon} \right) J(y) dy \quad (2.6)$$

for every $\varepsilon > 0$ and $f \in C^2_b(\mathbb{R}^d)$, where $C^2_b(\mathbb{R}^d)$ is the collection of $C^2$ functions which, along with its partial derivatives of up to order 2, are bounded.
By the Chung-Fuchs criterion the process $X$ is transient if and only if
\[ \int_0^1 \frac{\lambda^{d/2-1}}{\phi(\lambda)} d\lambda < \infty. \]
It follows that $X$ is always transient when $d \geq 3$. In case (H2) holds, $X$ is transient provided $\delta_4 < d/2$ (which is true if $d \geq 2$). When $X$ is transient the occupation measure of $X$ admits a density $G(x, y)$ which is called the Green function of $X$ and is given by the formula $G(x, y) = g(|x - y|)$
\[ g(r) := \int_0^\infty (4\pi t)^{-d/2} e^{-r^2/(4t)} u(t) dt. \quad (2.7) \]
Here $u$ is the potential density of the subordinator $S$. Note that by the transience assumption, the integral converges. Moreover, $g$ is continuous and decreasing. Furthermore, (H1)–(H2) imply the following estimates.

**Theorem 2.3 ([15])** Assume both (H1) and (H2).

(a) It holds that
\[ j(r) \asymp r^{-d} \phi(r^{-2}), \quad \text{for all } r > 0. \quad (2.8) \]

(b) If $d > 2(\delta_2 \vee \delta_4)$ then the process $X$ is transient and it holds
\[ g(r) \asymp r^{-d} \phi(r^{-2})^{-1}, \quad \text{for all } r > 0. \quad (2.9) \]

As a consequence of (2.8), we have

**Corollary 2.4** Assume (H1) and (H2). For every $L > 1$, there exists a constant $c = c(L) > 0$ such that
\[ j(r) \leq cj(Lr), \quad r > 0. \quad (2.10) \]

For any open set $D$, we use $\tau_D$ to denote the first exit time of $D$, i.e., $\tau_D = \inf\{t > 0 : X_t \notin D\}$. Given an open set $D \subset \mathbb{R}^d$, we define $X^D_t(\omega) = X_t(\omega)$ if $t < \tau_D(\omega)$ and $X^D_t(\omega) = \partial$ if $t \geq \tau_D(\omega)$, where $\partial$ is a cemetery state.

Let $p(t, x, y)$ be the transition density of $X$. By the strong Markov property,
\[ p_D(t, x, y) := p(t, x, y) - \mathbb{E}_x[p(t - \tau_D, X_{\tau_D}, y); t > \tau_D], \quad x, y \in D, \]
is the transition density of $X^D$. A subset $D$ of $\mathbb{R}^d$ is said to be Greenian (for $X$) if $X^D$ is transient. For a Greenian set $D \subset \mathbb{R}^d$, let $G_D(x, y)$ denote the Green function of $X^D$, i.e.,
\[ G_D(x, y) := \int_0^\infty p_D(t, x, y) dt \quad \text{for } x, y \in D. \]

We define the Poisson kernel $K_D(x, z)$ of $D$ with respect to $X$ by
\[ K_D(x, z) = \int_{\partial D} G_D(x, y) J(y, z) dy, \quad (x, z) \in D \times \partial D. \quad (2.11) \]
Then by [7, Theorem 1] we get that for every Greenian open subset $D$, every nonnegative Borel measurable function $f \geq 0$ and $x \in D$,

$$
\mathbb{E}_x [f(X_{\tau_D}); X_{\tau_D} \neq X_{\tau_D}] = \int_D K_D(x,y)f(y)dy.
$$

(2.12)

Using the continuities of $G_D$ and $J$, one can easily check that $K_D$ is continuous on $D \times \overline{D}^c$.

Equations (2.8) and (2.11) give the following estimates on the Poisson kernel of $B(x_0, r)$ for all $r > 0$.

**Proposition 2.5 ([15])** Assume (H1) and (H2). There exist $c_1 = c_1(\phi) > 0$ and $c_2 = c_2(\phi) > 0$ such that for every $r > 0$ and $x_0 \in \mathbb{R}^d$,

$$
K_{B(x_0, r)}(x,y) \leq c_1 j(|y - x_0| - r) \left( \phi(r^{-2})\phi((r - |x - x_0|)^{-2}) \right)^{-1/2}
$$

(2.13)

$$
\leq c_1 j(|y - x_0| - r)\phi(r^{-2})^{-1}
$$

(2.14)

for all $(x,y) \in B(x_0, r) \times \overline{B(x_0, r)}^c$ and

$$
K_{B(x_0, r)}(x_0, y) \geq c_2 j(|y - x_0|)\phi(r^{-2})^{-1}, \quad \text{for all } y \in \overline{B(x_0, r)}^c.
$$

(2.15)

To discuss the Harnack inequality and the boundary Harnack principle, we first recall the definition of harmonic functions.

**Definition 2.6** A function $f : \mathbb{R}^d \to [0, \infty)$ is said to be

(1) **harmonic in an open set** $D \subset \mathbb{R}^d$ with respect to $X$ if for every open set $B$ whose closure is a compact subset of $D$,

$$
f(x) = \mathbb{E}_x [f(X_{\tau_B})] \quad \text{for every } x \in B;
$$

(2) **regular harmonic in** $D$ for $X$ if for each $x \in D$, $f(x) = \mathbb{E}_x [f(X_{\tau_D})]; \tau_D < \infty$;

(2) **harmonic for** $X^D$ if it is harmonic for $X$ in $D$ and vanishes outside $D$.

We note that, by the strong Markov property of $X$, every regular harmonic function is automatically harmonic.

Under the assumptions (H1) and (H2), the following uniform Harnack inequality and uniform boundary Harnack principle for all $r > 0$ are true.

**Theorem 2.7 ([15])** Assume (H1) and (H2). There exists $c = c(\phi) > 0$ such that, for any $r > 0$, $x_0 \in \mathbb{R}^d$, and any function $u$ which is nonnegative on $\mathbb{R}^d$ and harmonic with respect to $X$ in $B(x_0, r)$, we have

$$
u(x) \leq cu(y), \quad \text{for all } x, y \in B(x_0, r/2).
$$
Theorem 2.8 ([15]) Assume (H1) and (H2). There exists a constant \( c = c(\phi) > 0 \) such that for every \( z_0 \in \mathbb{R}^d \), every open set \( D \subset \mathbb{R}^d \), every \( r > 0 \) and any nonnegative functions \( u, v \) in \( \mathbb{R}^d \) which are regular harmonic in \( D \cap B(z_0, r) \) with respect to \( X \) and vanish in \( D^c \cap B(z_0, r) \), we have

\[
\frac{u(x)}{v(x)} \leq c \frac{u(y)}{v(y)}, \quad \text{for all } x, y \in D \cap B(z_0, r/2).
\]

For \( x \in \mathbb{R}^d \), let \( \delta_D(x) \) denote the Euclidean distance between \( x \) and \( \partial D \). Recall that \( \delta_D(x) \) is the Euclidean distance between \( x \) and \( D^c \).

We say that an open set \( D \) satisfies both the uniform interior ball condition and the uniform exterior ball condition with radius \( R \) for every \( x \in D \) radius \( R \) if for every \( x \in D \) with \( \delta_D(x) \leq R \) and \( y \in \mathbb{R}^d \setminus \bar{D} \) with \( \delta_D(y) \leq R \), there are \( z_x, z_y \in \partial D \) so that \( |x - z_x| = \delta_D(x), \ |y - z_y| = \delta_D(y) \) and that \( B(x_0, R) \subset D \) and \( B(y_0, R) \subset \mathbb{R}^d \setminus \bar{T} \), where \( x_0 = x + R(x - z_x)/|x - z_x| \) and \( y_0 = y + R(y - z_y)/|y - z_y| \).

The following is the one of main results in [15] – the global uniform boundary Harnack principle with explicit decay rate on open sets in \( \mathbb{R}^d \) with the interior and exterior ball conditions with radius \( R \) for all \( R > 0 \).

Theorem 2.9 ([15]) Assume (H1) and (H2). There exists \( c = c(\phi) > 0 \) such that for every open set \( D \) satisfying the interior and exterior ball conditions with radius \( R > 0 \), \( r \in (0, R] \), every \( Q \in \partial D \) and every nonnegative function \( u \) in \( \mathbb{R}^d \) which is harmonic in \( D \cap B(Q, r) \) with respect to \( X \) and vanishes continuously on \( D^c \cap B(Q, r) \), we have

\[
\frac{u(x)}{u(y)} \leq c \left( \frac{\phi(\delta_D(y)^{-2})}{\phi(\delta_D(x)^{-2})} \right) \quad \text{for every } x, y \in D \cap B(Q, \frac{r}{2}).
\] (2.17)

3 Boundary Harnack principle at infinity

The goal of this section is to prove the scale invariant boundary Harnack principle at infinity (Theorem 1.1 and Corollary 1.2). In the remainder of this paper we assume that \( \phi \) is a complete Bernstein function satisfying (H1)–(H2) and \( d > 2(\delta_2 \vee \delta_4) \), and that \( X \) is a rotationally invariant Lévy process in \( \mathbb{R}^d \) with characteristic exponent \( \phi(|\xi|^2) \). Under these assumptions, by (2.9), \( g \) satisfies the following property which we will use frequently: For every \( L > 1 \), there exists \( c = c(L, \phi) > 0 \) such that

\[
g(r) \leq c g(Lr), \quad r > 0.
\] (3.1)

To prove Theorem 1.1 we need several lemmas. For \( x \in \mathbb{R}^d \) and \( 0 < r_1 < r_2 \), we use \( A(x, r_1, r_2) \) to denote the annulus \( \{ y \in \mathbb{R}^d : r_1 < |y - x| \leq r_2 \} \).

Lemma 3.1 For every \( a \in (1, \infty) \), there exists \( c = c(\phi, a) > 0 \) such that for any \( r > 0 \) and any open set \( D \subset \mathcal{B}(0, r)^c \) we have

\[
\mathbb{P}_x \left( X_{r_D} \in \mathcal{B}(0, r) \right) \leq cr^d K_D(x, 0), \quad x \in D \cap B(0, ar)^c.
\]
Proof. Let \( \psi \in C_c^\infty(\mathbb{R}^d) \) be a function such that \( 0 \leq \psi \leq 1 \),

\[
\psi(y) = \begin{cases} 
0, & |y| > \frac{a+1}{2}, \\
1, & |y| \leq 1,
\end{cases}
\]

and \( \sup_{y \in \mathbb{R}^d} \sum_{i,j=1}^d \left| \frac{\partial^2}{\partial y_i \partial y_j} \psi(y) \right| \leq c_1 = c_1(a) \). For \( r > 0 \) define \( \psi_r(y) := \psi(y/r) \). Then \( \psi \in C_c^\infty(\mathbb{R}^d) \), \( 0 \leq \psi_r \leq 1 \),

\[
\psi_r(y) = \begin{cases} 
0, & |y| > \frac{a+1}{2} r, \\
1, & |y| \leq r,
\end{cases}
\]

and \( \sup_{y \in \mathbb{R}^d} \sum_{i,j=1}^d \left| \frac{\partial^2}{\partial y_i \partial y_j} \psi_r(y) \right| \leq c_1 r^{-2} \).

Let \( x \in D \cap B(0, ar)^c \). Recall that \( \mathcal{L} \) denotes the infinitesimal generator of \( X \) and is given by (2.6). Since \( \psi_r(x) = 0 \) and \( D \subset \overline{B(0, r)^c} \), by Dynkin’s formula (see, for instance, (5.8)) we have

\[
\mathbb{E}_x [\psi_r(X_{\tau_D})] = \int_D G_D(x,z) \mathcal{L} \psi_r(z) \, dz
\]

\[
= \int_{D \cap A(0, a+2r)} G_D(x,z) \mathcal{L} \psi_r(z) \, dz + \int_{D \cap \overline{B(0, a+2r)^c}} G_D(x,z) \mathcal{L} \psi_r(z) \, dz. \tag{3.2}
\]

For \( z \in D \cap A(0, r, (a+2)r) \) we have

\[
|\mathcal{L} \psi_r(z)| = \left| \int_{\mathbb{R}^d} (\psi_r(z + y) - \psi_r(z) - \nabla \psi_r(z) \cdot y 1_{\{|y| \leq r\}}) \, j(|y|) \, dy \right|
\]

\[
\leq \int_{\{|y| \leq r\}} |\psi_r(z + y) - \psi_r(z) - \nabla \psi_r(z) \cdot y| \, j(|y|) \, dy + 2 \int_{\{r < |y|\}} j(|y|) \, dy
\]

\[
\leq \frac{c_2}{r^2} \int_{\{|y| \leq r\}} |y|^2 j(|y|) \, dy + 2 \int_{\{r < |y|\}} j(|y|) \, dy
\]

\[
\leq c_3 \left( r^{-2} \int_0^r t \phi(t^{-2}) \, dt + \int_r^{\infty} t^{-1} \phi(t^{-2}) \, dt \right),
\]

where in the last line we have used (2.6). Thus by using (2.4), we get \( |\mathcal{L} \psi_r(z)| \leq c_4 \phi(r^{-2}) \). By Lemma 2.1 we see that \( \phi(r^{-2}) \) and \( \phi((a+2)^{-2} r^{-2}) \) are comparable (with a constant depending on \( \phi \) and \( a \)). Therefore

\[
|\mathcal{L} \psi_r(z)| \leq c_4 \phi(|z|^{-2}) \leq c_5 |z|^d j(|z|) \leq c_6 r^d j(|z|), \quad r < |z| < (a+2)r. \tag{3.3}
\]

Now assume that \( z \in D \cap \overline{B(0, (a+2)r)^c} \). Then \( \psi_r(z) = 0 \) and \( \nabla \psi_r(z) = 0 \) (note that \( \psi_r \) is zero in a neighborhood of \( z \)). Therefore

\[
\mathcal{L} \psi_r(z) = \int_{\mathbb{R}^d} \left( \psi_r(z + y) - \psi_r(z) - \nabla \psi_r(z) \cdot y 1_{\{|y| \leq r\}} \right) j(|y|) \, dy
\]

\[
= \int_{\mathbb{R}^d} \psi_r(z + y) j(|y|) \, dy = \int_{|z+y| \leq \frac{a+1}{2} r} \psi_r(z + y) j(|y|) \, dy,
\]
where the last equality follows from the fact that $\psi_r(z + y) \neq 0$ only if $|z + y| \leq \frac{a + 1}{2}r$. Suppose that $|z + y| \leq \frac{a + 1}{2}r$. By the triangle inequality,

$$|y| \geq |z| - \frac{a + 1}{2}r > |z| - \frac{a + 1}{2} - \frac{1}{2}|z| = \frac{a + 3}{2(a + 2)} |z| \geq \frac{|z|}{2}.$$ 

It follows from (2.10) that $j(|y|) \leq j(|z|/2) \leq c_7j(|z|)$. This implies that

$$\mathcal{L}\psi_r(z) \leq c_7j(|z|) \int_{|z+y|\leq\frac{a+1}{2}r} dy \leq c_8r^d j(|z|). \quad (3.4)$$

Combining (3.2)–(3.4) we obtain

$$\mathbb{E}_x [\psi_r(X_{TD})] = \int_{D \cap A(0, r, (a + 2)r)} G_D(x, z) \mathcal{L}\psi_r(z) dz + \int_{D \cap B(0, (a + 2)r)} G_D(x, z) \mathcal{L}\psi_r(z) dz$$

$$\leq c_9r^d \int_D G_D(x, z) j(|z|) dz = c_9r^d K_D(x, 0).$$

Finally, since $1_{B(0, r)} \leq \psi_r$, $\mathbb{P}_x(X_{TD} \in B(0, r)) \leq \mathbb{E}_x [\psi_r(X_{TD})] \leq c_9r^d K_D(x, 0). \quad \Box$

**Lemma 3.2** Let $1 < p < q < \infty$. There exists $c = c(\phi, p, q) > 1$ such that for all $r \geq 1/4$ it holds that

$$K_{\overline{B}(0, r)^c}(x, z) \leq cr^{-d} \left( \phi(r^{-2})^{-1/2} \phi((r - |z|)^{-2})^{1/2} + 1 \right) \quad (3.5)$$

for all $x \in A(0, pr, qr)$ and $z \in B(0, r)$.

**Proof.** We rewrite the Poisson kernel $K_{\overline{B}(0, r)^c}$ as follows:

$$K_{\overline{B}(0, r)^c}(x, z) = \int_{\overline{B}(0, r)^c} G_{\overline{B}(0, r)^c}(x, y) j(|y - z|) dy$$

$$= \left( \int_{A(0, 2qr) \cap \{|x-z|\leq 2|x-y|\}} + \int_{A(0, 2qr) \cap \{|x-z|> 2|x-y|\}} + \int_{\overline{B}(0, 2qr)^c} \right) G_{\overline{B}(0, r)^c}(x, y) j(|y - z|) dy$$

$$=: I_1 + I_2 + I_3.$$ 

Note that, since $x \in A(0, pr, qr)$ and $z \in B(0, r)$, for $y \in A(0, r, 2qr)$ with $|x - z| \leq 2|x - y|$, we have

$$|x - y| \geq \frac{1}{2}(|x| - |z|) \geq \frac{1}{2}(p - 1)r > (4q)^{-1}(p - 1)\delta_{\overline{B}(0, r)^c}(y). \quad (3.6)$$

We claim that when $y \in A(0, r, 2qr)$ satisfies $|x - z| \leq 2|x - y|$, 

$$G_{\overline{B}(0, r)^c}(x, y) \leq c_1 \phi(r^{-2})^{1/2} \phi((\delta_{\overline{B}(0, r)^c}(y)^{-2})^{1/2} \leq c_2 \phi(r^{-2})^{-1/2} \phi((\delta_{\overline{B}(0, r)^c}(y)^{-2})^{-1/2}r^{-d}. \quad (3.7)$$

Since $G_{\overline{B}(0, r)^c}(x, y) \leq g(|x - y|)$, by (2.9) and (3.6), we only need to prove the first inequality in (3.7) for $(x, y)$ satisfying $y \in A(0, r, (p + 7)r/8)$ and $|x - z| \leq 2|x - y|$. In this case, we have

$$|x - y| \geq \frac{1}{2}(p - 1)r > 4\delta_{\overline{B}(0, r)^c}(y). \quad (3.8)$$
Let \( y_1 := (8^{-1}(p - 1) + 1)r|y|^{-1}y \). Then

\[
|y_1 - y| \leq \delta_B((0,r)^c)(y) \vee \delta_B((0,r)^c)(y_1) \leq \frac{1}{8}(p - 1)r \leq \frac{1}{4}|x - y|.
\]

Thus by (3.3)

\[
|x - y| \geq |x - y| - |y_1 - y| \geq \frac{3}{4}|x - y| \geq \frac{3}{8}(p - 1)r.
\]

(3.9)

Because of (3.8), we can apply Theorem 2.9 and then use (3.9) to get that for \( (x, y) \) satisfying \( y \in A(0, r, (p + 7)r/8) \) and \( |x - z| \leq 2|x - y| \),

\[
G_B((0,r)^c)(x,y) \leq c_3 \frac{\phi(\delta_B((0,r)^c)(y_1)^{-2})^{1/2}}{\phi(\delta_B((0,r)^c)(y)^{-2})^{1/2}} G_B((0,r)^c)(x,y_1) \leq c_3 \frac{\phi((64)(p - 1)^{-2}r^{-2})^{1/2}}{\phi(\delta_B((0,r)^c)(y)^{-2})^{1/2}} g(|x - y|)
\]

\[
\leq c_4 \frac{\phi(r^{-2})^{1/2}}{\phi(\delta_B((0,r)^c)(y)^{-2})^{1/2}} g\left(\frac{3}{8}(p - 1)r\right) \leq c_5 \frac{\phi(r^{-2})^{1/2}}{\phi(\delta_B((0,r)^c)(y)^{-2})^{1/2}} g(r)
\]

with constants \( c_i = c_i(\phi, p, q) > 0 \), \( i = 3, 4, 5 \). In the last inequality we have used (3.1). Therefore using (2.9) to prove have proved (3.7).

Applying (3.7) to \( I_1 \) and using the fact that \( \delta_B((0,r)^c)(y) \leq |y - z| \), we get

\[
I_1 \leq c_2 r^{-d} \phi(r^{-2})^{1/2} \int_{A(0,r,2qr)^c \cap \{|x-z| > 2|x-y|\}} \phi(|y - z|^{-2})^{-1/2} j(|y - z|) dy.
\]

Since \( B(0,r)^c \subset B(z, r - |z|)^c \), by (2.8), the integral above is less than or equal to

\[
\int_{B(z,r-|z|)^c} \phi(|y - z|^{-2})^{-1/2} j(|y - z|) dy \leq c_6 \int_{r - |z|}^{\infty} \phi(t^{-2})^{1/2} \frac{1}{t} dt \leq c_7 \phi((r - |z|)^{-2})^{1/2},
\]

where in the last inequality we used (2.5). Hence, \( I_1 \leq c_8 \phi(r^{-2})^{-1/2} \phi((r - |z|)^{-2})^{1/2} r^{-d} \).

To estimate \( I_2 \) we first note that if \( 2|x - y| \leq |x - z| \), then \( |y - z| \geq |x - z| - |y - x| \geq \frac{1}{2}|x - z| \), hence, by (2.4), \( j(|y - z|) \leq c_9 j(|x - z|) \) where \( c_9 = c_9(\phi) > 0 \). Thus,

\[
I_2 \leq c_{10} j(|x - z|) \int_{B(x,|x-z|)} g(|x - y|) dy \leq c_{11} j(|x - z|) \int_0^{\frac{|x-z|}{2}} t^{-1} \phi(t^{-2})^{1/2} dt
\]

\[
\leq c_{12} j(|x - z|) \phi(|x - z|^{-2})^{-1} \leq c_{13} |x - z|^{-d} \leq c_{14} r^{-d}.
\]

In the penultimate inequality, we used (2.5).

Finally, we deal with \( I_3 \). For \( |y| \geq 2qr \) and \( |z| < r \) we have that \( |y - z| \geq |y| - |z| > |y| - r \geq (1 - 1/(2q))|y| \), hence by (2.10), we get \( j(|y - z|) \leq c_{15} j(|y|) \). Also, for \( |x| < qr \) and \( |y| \geq 2qr \), we have that \( |y - x| \geq |y| - |x| \geq |y|/2 \), hence \( g(|x - y|) \leq c_{16} g(|y|) \) by (3.1). Therefore, by Theorem 2.3,

\[
I_3 \leq c_{17} \int_{\mathbb{R}^d \setminus (0,2qr)^c} \frac{1}{|y|^d \phi(|y|^{-2})} \phi(|y|^{-2}) \frac{1}{|y|^d} \frac{1}{|y|^d} dy \leq c_{18} \int_{2qr}^{\infty} t^{-d - 1} dt = c_{19} r^{-d}.
\]
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This concludes the proof of the lemma.

It is easy to see that, by the strong Markov property, for all Greenian open sets $U$ and $D$ with $U \subset D$, $G_D(x, y) = G_U(x, y) + \mathbb{E}_x [G_D(X_{\tau_U}, y)]$ for every $(x, y) \in \mathbb{R}^d \times \mathbb{R}^d$. Thus, for all Greenian open sets $U$ and $D$ with $U \subset D$,

$$K_D(x, z) = K_U(x, z) + \mathbb{E}_x [K_D(X_{\tau_U}, z)], \quad (x, z) \in U \times \overline{D}^c. \quad (3.10)$$

Since $X$ is a purely discontinuous rotationally invariant Lévy process, it follows from [18 Proposition 4.1] (see also [23 Theorem 1]) that if $V$ is a Lipschitz open set and $U \subset V$,

$$\mathbb{P}_x (X_{\tau_U} \in \partial V) = 0 \quad \text{and} \quad \mathbb{P}_x (X_{\tau_U} \in dz) = K_U(x, z)dz \quad \text{on} \quad V^c. \quad (3.11)$$

**Lemma 3.3** Let $1 < p < q < \infty$. There exists $c = c(\phi, p, q) > 1$ such that for all $r \geq 1/2$ and all open sets $U \subset \overline{B}(0, r)^c$ it holds that

$$K_U(x, y) \leq cr^{-d} \left( \int_{U \cap \overline{B}(0, \frac{1}{2}r)} K_U(z, y) \, dz + 1 \right), \quad \text{for all} \quad x \in A(0, pr, qr) \cap U, \ y \in B(0, r). \quad (3.12)$$

**Proof.** Let $q_1 = \frac{3+p}{4}$, $q_2 = \frac{1+p}{2}$ (so that $1 < q_1 < q_2 < p$) and $s \in [q_1 r, q_2 r]$. Then, by (3.10) and (3.11), for $x \in A(0, pr, qr) \cap U$ and $y \in B(0, r)$ it holds that

$$K_U(x, y) = \mathbb{E}_x \left[ K_U(X_{\tau_U(\overline{B}(0, s))^c}, y) \right] + K_{U \cap \overline{B}(0, s)^c}(x, y)$$

$$= \int_{U \cap \overline{B}(0, s)} K_U(z, y) K_{U \cap \overline{B}(0, s)^c}(x, z) \, dz + K_{U \cap \overline{B}(0, s)^c}(x, y)$$

$$\leq \int_{U \cap \overline{B}(0, q_2 r)} 1_{\{|z| < s\}} K_U(z, y) K_{\overline{B}(0, s)^c}(x, z) \, dz + K_{\overline{B}(0, s)^c}(x, y).$$

Hence by Fubini’s theorem,

$$(q_2 - q_1) r K_U(x, y) = \int_{q_1 r}^{q_2 r} K_U(x, y) \, ds$$

$$\leq \int_{U \cap \overline{B}(0, q_2 r)} \left( \int_{|z|}^{q_2 r} K_{\overline{B}(0, s)^c}(x, z) \, ds \right) K_U(z, y) \, dz + \int_{q_1 r}^{q_2 r} K_{\overline{B}(0, s)^c}(x, y) \, ds =: I_1 + I_2.$$

For $s \in [q_1 r, q_2 r]$ and $z \in U \cap B(0, s)$, we have $r < |z| < s \leq q_2 r = \frac{1+p}{2} r < pr < |x| \leq qr \leq (q/q_1)s$, so it follows from Lemmas 2.1 and 3.2 that

$$K_{\overline{B}(0, s)^c}(x, z) \leq c_1 \left( s^{-d} \phi((s-|z|)^{-1/2} + 1) + s^{-d} \right)$$

$$\leq c_2 \left( r^{-d} \phi((q_2 r)^{-2})^{-1/2} \phi((s-|z|)^{-2} + 1) + r^{-d} \right)$$

$$\leq c_3 r^{-d} \phi((r^{-2})^{-1/2} \phi((s-|z|)^{-2} + 1),$$
where \( c_2 = c_2(\phi, p, q) \) and \( c_3 = c_3(\phi, p, q) \). Hence,

\[
\begin{align*}
\int_{|z|}^{q_2r} K_{\overline{B}(0,s)^c}(x, z) \, ds &\leq c_3 r^{-d} \left( \phi(r^{-2})^{-1/2} \int_0^{q_2 r - |z|} \phi(t^{-2})^{1/2} \, dt + q_2 r \right) \\
&\leq c_4 r^{-d} \left( \phi(r^{-2})^{-1/2} (q_2 r - |z|) \phi((q_2 r - |z|)^{-2})^{1/2} + r \right),
\end{align*}
\]

where the last inequality follows from \((2.3)\). Since \( t \mapsto t \phi(t^{-2})^{1/2} \) is increasing by \((2.1)\) and \( q_2 r - |z| \leq q_2 r \), we have that \( (q_2 r - |z|) \phi((q_2 r - |z|)^{-2})^{1/2} \leq q_2 r \phi((q_2 r)^{-2})^{1/2} \leq c_5 r \phi(r^{-2})^{1/2} \). Therefore,

\[
\int_{|z|}^{q_2r} K_{\overline{B}(0,s)^c}(x, z) \, ds \leq c_6 r^{-d} \left( \phi(r^{-2})^{-1/2} r \phi(r^{-2})^{1/2} + r \right) \leq c_7 r^{-d+1}.
\]

Further, for \( s \in [q_1 r, q_2 r] \) and \( y \in B(0, r) \) we have \(|y| < r < q_1 r < s\), and so \( s - |y| > (q_1 - 1)r\), and we get similarly as above (but easier) that

\[
I_2 = \int_{q_1 r}^{q_2 r} K_{\overline{B}(0,s)^c}(x, y) \, ds \leq c_7 r^{-d+1}.
\]

Finally,

\[
K_U(x, y) = \frac{1}{(q_2 - q_1)r}(I_1 + I_2) \leq \frac{p - 1}{4} c_8 r^{-d} \left( \int_{U \cap B(0, q_2 r)} K_U(z, y) \, dz + 1 \right),
\]

proving the lemma. \( \square \)

**Lemma 3.4** For every \( a > 1 \) there exists \( c = c(\phi, a) > 1 \) such that for all \( r \geq 1 \) and all open sets \( U \subset \overline{B}(0, r)^c \) it holds that

\[
\frac{1}{c} K_U(x, 0) \left( \int_{U \cap B(0, ar)} K_U(y, z) \, dy + 1 \right) \leq K_U(x, z) \leq c K_U(x, 0) \left( \int_{U \cap B(0, ar)} K_U(y, z) \, dy + 1 \right)
\]

for all \( x \in U \cap \overline{B}(0, ar)^c \) and \( z \in B(0, r) \).

**Proof.** Fix two constant \( b_2 \) and \( b_3 \) such that \( 1 > b_2 > b_3 > 1/a \). Let \( U_1 := \overline{B}(0, ar)^c \cap U \), \( U_2 := \overline{B}(0, 2ar)^c \cap U \) and \( U_3 := \overline{B}(0, b_3 ar)^c \cap U \). Then by \((3.10)\), for \( x \in U_1 \) and \( z \in B(0, r) \),

\[
K_U(x, z) = \mathbb{E}_x \left[ K_U(X_{\tau_{U_2}}, z) \right] + K_{U_2}(x, z)
\]

\[
= \int_{U_1 \setminus U_2} K_U(y, z) \mathbb{P}_x(X_{\tau_{U_2}} \in dy) + \int_{U \setminus U_3} K_U(y, z) K_{U_2}(x, y) \, dy + K_{U_2}(x, z)
\]

\[
=: I_1 + I_2 + I_3.
\]
We first estimate $I_3 = K_{U_2}(x, z) = \int_{U_2} G_{U_2}(x, y) j(|y - z|) dy$. For $y \in U_2$ we have that $|y| > b_2ar$, hence
\[
(1 - \frac{1}{b_2a})|y| \leq |y| - |z| \leq |y - z| \leq |y| + |z| \leq (1 + \frac{1}{b_2a})|y|.
\]
Hence, by (2.10), there exists $c_1 = c_1(\phi) > 0$ such that $c_1^{-1} j(|y|) \leq j(|y - z|) \leq c_1 j(|y|)$. Therefore,
\[
c_1^{-1} K_{U_2}(x, 0) = c_1^{-1} \int_{U_2} G_{U_2}(x, y) j(|y|) dy \leq \int_{U_2} G_{U_2}(x, y) j(|y - z|) dy \tag{3.14}
\]
\[
= K_{U_2}(x, z) \leq c_1 K_{U_2}(x, 0) \leq c_1 K_U(x, 0). \tag{3.15}
\]
In order to estimate $I_2 = \int_{U \setminus U_3} K_U(y, z) K_{U_2}(x, y) dy$, we proceed similarly by estimating $K_{U_2}(x, y) = \int_{U_2} G_{U_2}(x, w) j(|w - y|) dw$ for $x \in U \cap \overline{B}(0, ar)^c$ and $y \in U \setminus U_3$. Note that since $y \notin U_3$ it holds that $|y| < b_3ar$. For $w \in U_2$ it holds that $|w| > b_2ar$. Hence, similarly as above we get that
\[
(1 - \frac{b_2}{b_3})|w| \leq |w - y| \leq (1 + \frac{b_2}{b_3})|w|.
\]
Thus there exists $c_2 = c_2(\phi) > 0$ such that $c_2^{-1} j(|w|) \leq j(|w - y|) \leq c_2 j(|w|)$. In the same way as above, this implies that $c_2^{-1} K_{U_2}(x, 0) \leq K_{U_2}(x, y) \leq c_2 K_{U_2}(x, 0) \leq c_2 K_U(x, 0)$. Therefore
\[
c_2^{-1} K_{U_2}(x, 0) \int_{U \setminus U_3} K_U(y, z) dy \leq I_2 \tag{3.16}
\]
\[
\leq c_2 K_{U_2}(x, 0) \int_{U \setminus U_3} K_U(y, z) dy \leq c_2 K_U(x, 0) \int_{U \cap B(0, ar)} K_U(y, z) dy. \tag{3.17}
\]
In the case of $I_1$ we only need an upper estimate. It holds that
\[
I_1 = \int_{U_3 \setminus U_2} K_U(y, z) \mathbb{P}_x(X_{\tau_{U_2}} \in dy) \leq \sup_{y \in U_3 \setminus U_2} K_U(y, z) \mathbb{P}_x \left( X_{\tau_{U_2}} \in \overline{B}(0, b_2ar) \right). \tag{3.18}
\]
By Lemma 3.3 (with $p = b_3a$ and $q = b_2a$), there is a constant $c_3 = c_3(\phi, a) > 0$ such that
\[
\left( \sup_{y \in U_3 \setminus U_2} K_U(y, z) \right) \leq c_3 r^{-d} \left( \int_{U \setminus U_3} K_U(y, z) dy + 1 \right).
\]
By Lemma 3.1 used with $D = U_2$, $b_2ar$ instead of $r$ and $\frac{1}{b_2}$ instead of $a$, there is a constant $c_4 = c_4(\phi, a) > 0$ such that
\[
\mathbb{P}_x \left( X_{\tau_{U_2}} \in \overline{B}(0, b_2ar) \right) \leq c_4 r^d K_{U_2}(x, 0).
\]
By applying the last two estimates to (3.18) we get
\[
I_1 \leq c_5 K_{U_2}(x, 0) \left( \int_{U \setminus U_3} K_U(y, z) dy + 1 \right). \tag{3.19}
\]
Putting together (3.13), (3.17) and (3.19), we see that
\[
K_U(x, z) \leq c_6 K_{U_2}(x, 0) \left( \int_{U \setminus U_3} K_U(y, z) dy + 1 \right) \tag{3.20}
\]
\[
\leq c_6 K_U(x, 0) \left( \int_{U \cap B(0, ar)} K_U(y, z) dy + 1 \right).
\]
Thus, the upper bound in (3.13) holds true.

In order to prove the lower bound, we may neglect $I_1$. First we note that for $z \in B(0, r)$,
\[
\int_{U \cap B(0, ar)} K_U(y, z) \, dy = \int_{U \setminus U_3} K_U(y, z) \, dy + \int_{U_3 \setminus U_1} K_U(y, z) \, dy
\leq \int_{U \setminus U_3} K_U(y, z) \, dy + \left( \sup_{y \in U_3 \setminus U_1} K_U(y, z) \right) |U_3 \setminus U_1|
\leq \int_{U \setminus U_3} K_U(y, z) \, dy + c_3r^{-d} \left( \int_{U \setminus U_3} K_U(y, z) \, dy + 1 \right) c_7 r^d
\leq c_8 \left( \int_{U \setminus U_3} K_U(y, z) \, dy + 1 \right) .
\tag{3.21}
\]

Here we used Lemma 3.3 in the second inequality. Next, by using the already proved upper bound (3.20) with $z = 0$, we see that
\[
K_U(x, 0) \leq c_6 K_U^2(x, 0) \left( \int_{U \setminus U_3} K_U(y, 0) \, dy + 1 \right)
\leq c_6 K_U^2(x, 0) \left( \int_{A(0, r, 3r/2)} K_U^{(0, a)}(y, 0) \, dy + 1 \right)
\leq c_6 K_U^2(x, 0) \left( \int_{A(0, r, 3r/2)} c_9 r^{-d} \, dr + 1 \right) \leq c_9 K_U^2(x, 0) .
\tag{3.22}
\]

Here we have used Lemma 3.2 in the third inequality. The lower estimate now follows from (3.14), (3.16), (3.21) and (3.22). 

\begin{proof}[Proof of Theorem 1.1]
Let $x \in U \cap \overline{B}(0, ar)^c$. Then, by (3.11),
\[
\begin{align*}
\quad u(x) &= \int_{B(0, r)} K_U(x, z)u(z) \, dz \\
\quad &\propto K_U(x, 0) \int_{B(0, r)} \left( \int_{U \cap B(0, ar)} K_U(y, z) \, dy + 1 \right) u(z) \, dz \\
\quad &= K_U(x, 0) \left( \int_{B(0, r)} u(z) \, dz + \int_{U \cap B(0, ar)} \left( \int_{B(0, r)} K_U(y, z)u(z) \, dz \right) \, dy \right) \\
\quad &= K_U(x, 0) \left( \int_{B(0, r)} u(z) \, dz + \int_{U \cap B(0, ar)} u(y) \, dy \right) \\
\quad &\propto K_U(x, 0) \int_{B(0, ar)} u(z) \, dz ,
\end{align*}
\]

where in the second line we used Lemma 3.4 and in the first, fourth and last line we used the fact that $u$ vanishes a.e. on $\overline{B}(0, r)^c \setminus U$.
\end{proof}
Proof of Corollary 1.2. It follows from (1.4) that for \(x, y \in U \cap \overline{B}(0, ar)^c\),

\[
\frac{u(x)}{K_U(x, 0)} \leq c \frac{u(y)}{K_U(y, 0)}, \quad \text{for all } x, y \in U \cap \overline{B}(0, ar)^c;
\]

Similarly,

\[
\frac{u(y)}{K_U(y, 0)} \geq c \frac{u(x)}{K_U(x, 0)} \geq c \frac{u(z)}{K_U(x, 0)} \geq c \frac{u(z)}{K_U(y, 0)}, \quad \text{for all } x, y \in U \cap \overline{B}(0, ar)^c.
\]

The last two displays show that (1.5) is true for \(x, y \in U \cap \overline{B}(0, ar)^c\) with \(C_2 = C_1^4\). 

Corollary 3.5 For every \(a > 1\), there exists \(c = c(d, \phi, a) > 1\) such that

(i) for every \(r \geq 1\), every open set \(U \subset \overline{B}(0, r)^c\) and every nonnegative function \(u\) on \(\mathbb{R}^d\) which is regular harmonic in \(U\) and vanishes a.e on \(\overline{B}(0, r)^c \setminus U\),

\[
\frac{u(x)}{K_U(x, 0)} \leq c \frac{u(y)}{K_U(y, 0)}, \quad \text{for all } x, y \in U \cap \overline{B}(0, ar)^c;
\]

(ii) for every \(r \geq 1\) and every nonnegative function \(u\) on \(\mathbb{R}^d\) which is regular harmonic in \(\overline{B}(0, r)^c\),

\[
\frac{u(x)}{K_{\overline{B}(0, r)^c}(x, 0)} \leq c \frac{u(y)}{K_{\overline{B}(0, r)^c}(y, 0)}, \quad \text{for all } x, y \in \overline{B}(0, ar)^c.
\]

Proof. The first claim is a direct consequence of Theorem 1.1 with \(c = C_1^2\), while the second follows from the first and the fact that the zero boundary condition is vacuous.

Lemma 3.6 For every \(a > 1\), there exists \(c = c(d, \phi, a) > 1\) such that for all \(r > 0\)

\[
c^{-1}r^d \phi(r^{-2})G(x, 0) \leq \mathbb{P}_x(\tau_{\overline{B}(0, r)^c} < \infty) \leq cr^d \phi(r^{-2})G(x, 0), \quad \text{for all } x \in \overline{B}(0, ar)^c.
\]

Proof. Let \(x \in \overline{B}(0, ar)^c\). By the strong Markov property,

\[
\int_{\overline{B}(0, r)} G(x, y) \, dy = \mathbb{E}_x \left[ \int_{\overline{B}(0, r)} G(X_{\tau_{\overline{B}(0, r)^c}}, y) \, dy : \tau_{\overline{B}(0, r)^c} < \infty \right]. \tag{3.23}
\]

Since \(r \mapsto g(r)\) is decreasing, [3, Lemma 5.53] shows that there exists a constant \(c = c(d)\) such that for every \(r > 0\) and all \(z \in \overline{B}(0, r)\) we have

\[
c \int_{\overline{B}(0, r)} g(|y|) \, dy \leq \int_{\overline{B}(0, r)} G(z, y) \, dy \leq \int_{\overline{B}(0, r)} g(|y|) \, dy.
\]

Then it follows from (3.23) that for \(x \in \overline{B}(0, ar)^c\),

\[
\int_{\overline{B}(0, r)} G(x, y) \, dy \asymp \left( \int_{\overline{B}(0, r)} g(|y|) \, dy \right) \mathbb{P}_x(\tau_{\overline{B}(0, r)^c} < \infty),
\]
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with a constant depending on \(d\) only. By the uniform Harnack inequality (Theorem 2.7), there exists \(c_2 > 1\) such that \(c_2^{-1}G(x,0) \leq G(x,y) \leq c_2G(x,0)\) for every \(x \in \overline{B}(0,ar)^c\) and \(y \in B(0,r)\).

Hence

\[
r^dG(x,0) \asymp \left( \int_{B(0,r)} g(|y|) \, dy \right) \mathbb{P}_x(\tau_{\overline{B}(0,r)^c} < \infty), \quad x \in \overline{B}(0,ar)^c, \tag{3.24}
\]

with a constant depending on \(d\) and \(a\). It follows from (2.9) and (2.5) that

\[
\int_{B(0,r)} g(|y|) \, dy \asymp \frac{1}{\phi(r^{-2})}, \tag{3.25}
\]

with a constant depending on \(d\) and \(a\). Combining (3.24) and (3.25) we have proved the lemma \(\square\)

**Corollary 3.7** For every \(a > 1\), there exists \(c = c(\phi,d,a) > 1\) such that for all \(r \geq 1\) it holds that

\[
e^{-1}\phi(r^{-2})G(x,0) \leq K_{\overline{B}(0,r)^c}(x,0) \leq c\phi(r^{-2})G(x,0), \quad x \in \overline{B}(0,ar)^c, \tag{3.26}
\]

and consequently

\[
\lim_{|x| \to \infty} K_{\overline{B}(0,r)^c}(x,0) = 0.
\]

**Proof.** Note that \(\mathbb{P}_x(\tau_{\overline{B}(0,r)^c} < \infty) = \int_{B(0,r)} K_{\overline{B}(0,r)^c}(x,z) \, dz\). Further, for \(z \in B(0,r)\) and \(y \in \overline{B}(0,r)^c\) we have that \(|y-z| \leq 2|y|\) and hence \(j(|y-z|) \geq c_1j(|y|)\) by (2.10). Therefore,

\[
K_{\overline{B}(0,r)^c}(x,z) \geq c_1 \int_{\overline{B}(0,r)^c} G_{\overline{B}(0,r)^c}(x,y)j(|y|) \, dy = c_1 K_{\overline{B}(0,r)^c}(x,0).
\]

Using (3.11) it follows that \(\mathbb{P}_x(\tau_{\overline{B}(0,r)^c} < \infty) \geq c_1 \int_{B(0,r)} K_{\overline{B}(0,r)^c}(x,0) \, dz = c_2r^dK_{\overline{B}(0,r)^c}(x,0)\). On the other hand, from Lemma 3.1 with \(D = \overline{B}(0,r)^c\), we see that \(\mathbb{P}_x(\tau_{\overline{B}(0,r)^c} < \infty) \leq c_2r^dK_{\overline{B}(0,r)^c}(x,0)\). Thus

\[
\mathbb{P}_x(\tau_{\overline{B}(0,r)^c} < \infty) \asymp r^dK_{\overline{B}(0,r)^c}(x,0), \quad x \in \overline{B}(0,ar)^c.
\]

Comparing with the result in Lemma 3.6 gives (3.20). The last statement follows from \(\lim_{|x| \to \infty} G(x,0) = 0\). \(\square\)

**Corollary 3.8** Let \(r \geq 1\) and \(U \subset \overline{B}(0,r)^c\). If \(u\) is a non-negative function on \(\mathbb{R}^d\) which is regular harmonic in \(U\) and vanishes a.e. on \(\overline{B}(0,r)^c \setminus U\), then

\[
\lim_{|x| \to \infty} u(x) = 0.
\]

**Proof.** Note that \(K_U(x,0) \leq K_{\overline{B}(0,r)^c}(x,0)\). It follows from Corollary 3.7 that

\[
\lim_{|x| \to \infty} K_{\overline{B}(0,r)^c}(x,0) = 0.
\]

Then the claim follows from Theorem 1.1. \(\square\)
Remark 3.9 (i) Corollary 3.8 is not true if regular harmonic is replaced by harmonic. Indeed, let $V$ denote the renewal function of the ladder height process of the one-dimensional subordinate Brownian motion $W^d (S_t)$. Then the function $w(x) = w(\bar{x}, x_d) := \nu_\varphi (w_2, x_d)$ is harmonic in the upper half-space $\mathbb{H} \subset B((0, -1), 1)^c$ (see [11]), vanishes on $B((0, -1), 1)^c \setminus \mathbb{H}$, but clearly $\lim_{x_d \to \infty} w(x) = \infty$.

(ii) When $d = 1$, Corollary 3.8 is not true even for the symmetric $\alpha$-stable process because the Green function of the complement of any bounded interval does not vanish at infinity, which can be seen using the Kelvin transform.

4 The infinite part of the Martin boundary

In this section we will consider a large class of unbounded open sets $D$ and identify the infinite part of the Martin boundary of $D$ without assuming that the finite part of the Martin boundary of $D$ coincides with the Euclidean boundary.

We first recall the definition of $\kappa$-fatness at infinity from the introduction: Let $\kappa \in (0, 1/2]$. An open set $D$ in $\mathbb{R}^d$ is $\kappa$-fat at infinity if there exists $R > 0$ such that for every $r \in [R, \infty)$ there exists $A_r \in \mathbb{R}^d$ such that $B(A_r, \kappa r) \subset D \cap \overline{B}(0, r)^c$ and $|A_r| < \kappa^{-1} r$.

The origin does not play any special role in this definition: Suppose that $D$ is $\kappa$-fat at infinity with characteristics $(R, \kappa)$. For every $Q \in \mathbb{R}^d$, define $R_Q := R \vee |Q|$. For all $r \geq R_Q$, with $\tilde{A}_r := A_{2r}$ and $\tilde{\kappa} := \kappa/3$, we have

$$B(\tilde{A}_r, \tilde{\kappa} r) \subset B(A_{2r}, 2\kappa r) \subset D \cap \overline{B}(0, 2r)^c \subset D \cap \overline{B}(0, r + |Q|)^c \subset D \cap \overline{B}(Q, r)^c$$

and $|\tilde{A}_r - Q| \leq |A_{2r}| + |Q| \leq (\kappa/2)^{-1} r + r < (\tilde{\kappa})^{-1} r$.

Remark 4.1 (i) Note that it follows from the definition that any open set which is $\kappa$-fat at infinity is necessarily unbounded.

(ii) Since $B(A_r, \kappa r) \subset \overline{B}(0, r)^c$ we have that $|A_r| - \kappa r > r$ implying $(\kappa + 1) r < |A_r| < \kappa^{-1} r$.

(iii) We further note that $B(A_r, (\kappa/2) r) \cap B(A_{\kappa^{-1} r}, r) = \emptyset$. Indeed, for any point $x$ in the intersection we would have that $|x| \leq |A_r| + (\kappa/2) r < (\kappa^{-1} + \kappa/2) r$, and at the same time $|x| > |A_{(\kappa/2)^{-1} r}| - r > (\kappa + 1)(\kappa/2)^{-1} r - \kappa r = (2\kappa^{-1} - 2 - \kappa) r$. But this is impossible.

In this section we first identify the infinite part of the Martin boundary of an open set $D \subset \mathbb{R}^d$ which is $\kappa$-fat at infinity with characteristics $(R, \kappa)$. Without loss of generality, we assume that $R > 1$.

Recall that, throughout the paper we assume that (H1) and (H2) are true and $d > 2(\delta_2 \vee \delta_4)$.

Lemma 4.2 Let $D \subset \mathbb{R}^d$ be an open set which is $\kappa$-fat at infinity with characteristics $(R, \kappa)$. There exist $c = c(d, \phi, \kappa) > 0$ and $\gamma = \gamma(d, \phi, \kappa) \in (0, d)$ such that for every $r \geq R$ and any non-negative function $h$ in $\mathbb{R}^d$ which is harmonic in $D \cap \overline{B}(0, r)^c$ it holds that

$$h(A_r) \leq c(\kappa/2)^{-\gamma k} h(A_{\kappa^{-1} r}^{(\kappa/2) r}), \quad k = 0, 1, 2, \ldots.$$  

(4.1)
**Proof.** Fix $r \geq R$. For $n = 0, 1, 2, \ldots$, let $\eta_n = (\kappa/2)^{-n}r$, $A_n = A_{\eta_n}$ and $B_n = B(A_n, \eta_n^{-1})$ (where $\eta_{-1} = (\kappa/2)r$). Note that the balls $B_n$ are pairwise disjoint (cf. Remark 4.1 (iii)). By harmonicity of $h$, for every $n = 0, 1, 2, \ldots$,

$$h(A_n) = \mathbb{E}_{A_n} \left[ h(X_{\tau_{B_{n}}}) \right] \geq \sum_{l=0}^{n-1} \mathbb{E}_{A_n} \left[ h(X_{\tau_{B_{n}}}) : X_{\tau_{B_{n}}} \in B_{l} \right] = \sum_{l=0}^{n-1} \int_{B_{l}} K_{B_{n}}(A_n, z)h(z) \, dz.$$  

By the uniform Harnack inequality, Theorem 2.7, there exist $c_1 = c_1(d, \kappa, \phi) > 0$ such that for every $l = 0, 1, 2, \ldots$, $h(z) \geq c_1 h(A_l)$ for all $z \in B_l$. Hence

$$\int_{B_{l}} K_{B_{n}}(A_n, z)h(z) \, dz \geq c_1 h(A_l) \int_{B_{l}} K_{B_{n}}(A_n, z) \, dz, \quad 0 \leq l \leq n - 1.$$  

By (2.15) we have

$$\int_{B_{l}} K_{B_{n}}(A_n, z)dz \geq c_2 \phi(\eta_{n}^{-2})^{-1} \int_{B_{l}} j(|2(A_n - z)|)dz, \quad 0 \leq l \leq n - 1.$$  

For $z \in B_l$, $l = 0, 1, \cdots, n-1$, it holds that $|z| \leq \kappa^{-1}(\kappa/2)^{-l}r+(\kappa/2)^{-(l-1)}r=(\kappa/2)^{-l}r(\kappa^{-1}+\kappa/2)$. Since $|A_n| \leq \kappa^{-1}\eta_n$, we have that $|A_n - z| \leq |A_n| + |z| \leq 2\kappa^{-1}\eta_n$. Together with Theorem 2.3 and Lemma 2.1 this implies that $j(|2(A_n - z)|) \geq c_3 j(|\eta_n|)$ for every $z \in B_l$ and $0 \leq l \leq n - 1$. Therefore,

$$\int_{B_{l}} K_{B_{n}}(A_n, z) \, dz \geq c_4 j(|\eta_n|) \phi(\eta_{n}^{-2})^{-1} |B_l| \geq c_5 \eta_{n}^{-d} \frac{\eta_{l}^{d}}{\eta_{n}^{d}}, \quad 0 \leq l \leq n - 1.$$  

Hence,

$$\eta_n^d h(A_n) \geq c_5 \sum_{l=0}^{n-1} \eta_{l}^{d} h(A_l), \quad \text{for all } n = 1, 2, \ldots.$$  

Let $a_n := \eta_{n}^d h(A_n)$ so that $a_n \geq c_5 \sum_{l=0}^{n-1} a_l$. Using the identity $1 + c_5 + c_5 \sum_{l=1}^{n-2} (1+c_5)^l = (1+c_5)^{n-1}$ for $n \geq 3$, by induction it follows that $a_n \geq c_5 (1+c_5)^{n-1} a_0$. Let $\gamma := \log(1+c_5) / \log(2/\kappa)$ so that $(1+c_5)^n = (2/\kappa)^\gamma n$. Note that $c_5$ can be chosen arbitrarily close to zero (but positive), so that $\gamma < d$. Thus, $a_0 \leq (1+c_5)c_5^{-1}(\kappa/2)^\gamma n a_n$, or $\eta_{n}^d h(A_0) \leq (1+c_5)c_5^{-1}(\kappa/2)^\gamma n \eta_{n}^d h(A_n)$. Hence, $h(A_n) \leq (1+c_5)c_5^{-1}(\kappa/2)^\gamma (\kappa/2)^{-dn} h(A_n)$. \hfill $\Box$

**Lemma 4.3** Let $D \subset \mathbb{R}^d$ be an open set which is $\kappa$-fat at infinity with characteristics $(R, \kappa)$. There exists $c = c(d, \phi, \kappa) > 0$ such that for every $r \geq R$ and every non-negative function $h$ on $\mathbb{R}^d$ which is regular harmonic in $D \cap \overline{B}(0, (\kappa/2 + 1)r)^c$, it holds that

$$h(A_r) \geq c r^{-d} \int_{B(0,r)} h(z) \, dz.$$
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Proof. Since $h$ is regular harmonic in $D \cap B(0, (\kappa/2 + 1)r)^c$ and $B(A, n/2) \subset D \cap B(0, (\kappa/2 + 1)r)^c$, we have

$$h(A_r) = \mathbb{E}_{A_r} \left[ h(X_{\tau_{B(A_r, n/2)}}) \right] \geq \int_{B(0,r)} K_{B(A_r, n/2)}(A_r, z) h(z) \, dz. \quad (4.2)$$

By (2.15) we have

$$K_{B(A_r, n/2)}(A_r, z) \geq c_1 j(|2(A_r - z)|) \phi \left( \left( \frac{K}{2} \right)^{-2} \right)^{-1}, \quad z \in B(0, r). \quad (4.3)$$

Since for $z \in B(0, r)$ we have that $|A_r - z| < (\kappa^{-1} + 1)r$, by (2.10) we have $j(|2(A_r - z)|) \geq c_2 j(r)$ for some constant $c_2 = c_2(\phi, \kappa) > 0$. Hence, combining (4.2)–(4.3) and applying Lemma 2.1 we get

$$h(A_r) \geq \int_{B(0,r)} j(r) \phi(r^{-2})^{-1} h(z) \, dz \geq c_3 r^{-d} \int_{B(0,r)} h(z) \, dz$$

which finishes the proof. \qed

Corollary 4.4. Let $D \subset \mathbb{R}^d$ be an open set which is $\kappa$-fat at infinity with characteristics $(R, \kappa)$. There exists $c = c(d, \phi, \kappa) > 0$ such that for every $r \geq R$ with $D \cap B(0, r) \not= \emptyset$ and every $w \in D \cap B(0, r)$ it holds that

$$G_D(A_r, w) \geq cr^{-d} \int_{B(0,r)} G_D(z, w) \, dz. \quad (4.4)$$

Proof. Let $h(\cdot) := G_D(\cdot, w)$. Then $h$ is regular harmonic in $D \cap B(0, (\kappa/2 + 1)r)^c$ so the claim follows from Lemma 4.3. \qed

Lemma 4.5. Let $D \subset \mathbb{R}^d$ be an open set which is $\kappa$-fat at infinity with characteristics $(R, \kappa)$. For $r > 0$ and $n = 0, 1, 2, \ldots$, let $B_n(r) = B(0, (\kappa/2)^{-n} r)$. There exist $c_1 = c_1(d, \phi, \kappa) > 0$ and $c_2 = c_2(d, \phi, \kappa) \in (0, 1)$ such that for any $r \geq R$ and any non-negative function $h$ which is regular harmonic in $D \cap B(0, r)^c$ and vanishes in $D^c \cap B(0, r)^c$ we have

$$\mathbb{E}_x \left[ h(X_{\tau_{D \cap B_n(r)}}) : X_{\tau_{D \cap B_n(r)}} \in B(0,r) \right] \leq c_1 c_2 h(x), \quad x \in D \cap \overline{B_n(r)}^c, \quad n = 0, 1, 2, \ldots \quad (4.5)$$

Proof. We fix $r \geq R$. For $n = 0, 1, 2, \ldots$, let $B_n = B_n(r)$, $\overline{B_n} = \overline{B_n(r)}$ and $\eta_n = (\kappa/2)^{-n} r$, and define

$$h_n(x) := \mathbb{E}_x \left[ h(X_{\tau_{D \cap \overline{B_n}}}) : X_{\tau_{D \cap \overline{B_n}}} \in B_0 \right], \quad x \in D \cap \overline{B_n}.$$

Then for $x \in D \cap \overline{B_{n+1}}$ we have

$$h_{n+1}(x) = \mathbb{E}_x \left[ h(X_{\tau_{D \cap \overline{B_{n+1}}}}) : \tau_{D \cap \overline{B_{n+1}}} = \tau_{D \cap \overline{B_n}}, X_{\tau_{D \cap \overline{B_n}}} \in B_0 \right] \leq h_n(x).$$
Let $A_n = A_{\eta_n}$. Then
\[ h_n(A_n) = \mathbb{E}_{A_n} \left[ h(X_{\tau_{D_n}}) : X_{\tau_{D_n}} \in B_0 \right] \leq \mathbb{E}_{A_n} \left[ h(X_{\tau_{D}}) : X_{\tau_{D}} \in B_0 \right] = \int_{B_0} K^{\circ}_{B_{n}}(A_n, z) h(z) \, dz. \]

By Lemma 3.2 there exists $c_1 = c_1(\phi, \kappa) > 0$ such that
\[ K^{\circ}_{B_{n}}(A_n, z) \leq c_1 \left( |A_n - z|^{-d} \left( \phi(\eta_n^2)^{-1/2} \phi((\eta_n - |z|)^{-1/2}) + \eta_n^{-d} \right) \right). \]

For $z \in B_0$ and $n \geq 1$ we have that $|A_n - z| \asymp \eta_n$ and $\eta_n - |z| \asymp \eta_n$, thus
\[ K^{\circ}_{B_{n}}(A_n, z) \leq c_2 \eta_n^{-d} = c_2 (\kappa/2)^{nd} r^{-d}, \quad z \in B_0, n = 1, 2, 3, \ldots. \]

Therefore, by Lemma 4.3 in the second inequality below and Lemma 4.2 in the third, we get that for $n = 1, 2, 3, \ldots$,
\[ h_n(A_n) \leq c_2 (\kappa/2)^{nd} r^{-d} \int_{B_0} h(z) \, dz \leq c_3 (\kappa/2)^{nd} h(A_0) \leq c_4 (\kappa/2)^{\gamma n} h(A_n), \]

where $\gamma \in (0, d)$ is the constant from Lemma 4.2. Now note that both $h_{n-1}$ and $h$ are regular harmonic in $D \cap \overline{B_{n-1}}$ and vanish on $B^c_{n-1} \cap D^c = B^c_{n-1} \setminus D \cap \overline{B_{n-1}}$. Hence,
\[ \frac{h_n(x)}{h(x)} \leq \frac{h_{n-1}(x)}{h(x)} \leq c_5 \frac{h_{n-1}(A_{n-1})}{h(A_{n-1})} \leq c_5 C_2 (\kappa/2)^{\gamma n}, \quad x \in D \cap \overline{B_n}, \quad n = 2, 3, 4, \ldots, \]

where the second inequality follows from Corollary 1.2. The cases $n = 0$ and $n = 1$ are clear by the harmonicity of $h$. $\square$

**Corollary 4.6** Let $D \subset \mathbb{R}^d$ be an open set which is $\kappa$-fat at infinity with characteristics $(R, \kappa)$. For $r > 0$ and $n = 0, 1, 2, \ldots$, let $B_n(r) = B(0, (\kappa/2)^{-n} r)$. There exist $c_1 = c_1(d, \phi, \kappa) > 0$ and $c_2 = c_2(d, \phi, \kappa) \in (0, 1)$ such that for any $r \geq R$ with $D \cap B(0, r) \neq \emptyset$, any $w \in D \cap B(0, r)$ and $n \geq 0$, we have
\[ \mathbb{E}_x \left[ G_D(X_{\tau_{D_n}}), w \right] : X_{\tau_{D_n}} \in B(0, r) \right] \leq c_1 c_2^n G_D(x, w), \quad x \in D \cap \overline{B_n(r)}^c. \]

The following lemma is an analog of [2, Lemma 16] for infinity. The proof is essentially the same – instead of using the balls that shrink to a finite boundary point, we use concentric balls with larger and larger radius (so they “shrink at infinity”). Lemmas 13 and 14 from [2] are replaced by our Corollary 1.2 and Lemma 4.5 respectively. Below we only indicate essential changes in the proof and refer the reader to the proof of [2, Lemma 16].

**Lemma 4.7** Let $D \subset \mathbb{R}^d$ be an open set which is $\kappa$-fat at infinity with characteristics $(R, \kappa)$. There exist $c = c(d, \phi, \kappa) > 0$ and $\nu = \nu(d, \phi, \kappa) > 0$ such that for any $r \geq R$ and all non-negative
functions $u$ and $v$ on $\mathbb{R}^d$ which are regular harmonic in $D \cap \overline{B}(0,r/2)^c$, vanish in $D^c \cap \overline{B}(0,r/2)^c$ and satisfy $u(A_r) = v(A_r)$, there exists the limit

$$I(u,v) = \lim_{|x| \to \infty, x \in D} \frac{u(x)}{v(x)},$$

and we have

$$\left| \frac{u(x)}{v(x)} - I(u,v) \right| \leq C \left( \frac{|x|}{r} \right)^{-\nu}, \quad x \in D \cap \overline{B}(0,r)^c. \quad (4.6)$$

**Proof.** Let $r \geq R$ be fixed. Without loss of generality assume that $u(A_r) = v(A_r) = 1$. Let $n_0(d, \phi) \in \mathbb{N}$ to be chosen later, and let $a = (\kappa/2)^{-n_0}$. For $n = 0, 1, 2, \ldots$, define

$$r_n = a^n r, \quad \mathcal{D}_n = \overline{B}(0,r_n)^c, \quad \mathcal{D}_n^c = D \cap \overline{B}_n^c, \quad \Pi_n = \mathcal{D}_n \setminus \mathcal{D}_{n+1}, \quad \Pi_{-1} = B(0,r).$$

For $l = -1, 0, 1, \ldots, n - 1$ let

$$u_n^l(x) := \mathbb{E}_x \left[ u(X_{\mathcal{D}_n^c}) : X_{\mathcal{D}_n^c} \in \Pi_l \right], \quad x \in \mathbb{R}^d, \quad (4.7)$$

$$v_n^l(x) := \mathbb{E}_x \left[ v(X_{\mathcal{D}_n^c}) : X_{\mathcal{D}_n^c} \in \Pi_l \right], \quad x \in \mathbb{R}^d. \quad (4.8)$$

Note that since $\Pi_l \subset B(0,r_{l+1})$, it holds that

$$u_n^l(x) \leq \mathbb{E}_x \left[ u(X_{\mathcal{D}_n^c}) : X_{\mathcal{D}_n^c} \in B(0,r_{l+1}) \right].$$

Denote the constants $c_1$ and $c_2$ in Lemma 4.5 by $\tilde{C}$ and $\xi$ respectively. Apply Lemma 4.5 with $\tilde{r} = r_{l+1}$. Then $r_n = (\kappa/2)^{-n_0 n} r = (\kappa/2)^{-n_0 (n-l-1)} \tilde{r}$, hence for $n = 0, 1, 2, \ldots$ and $x \in \overline{\mathcal{D}_n^c}$,

$$u_n^l(x) \leq \tilde{C} \xi^{n_0 - n - l} u(x), \quad l = -1, 0, 1, \ldots, n - 2.$$}

Choose $n_0$ large enough so that $(1 - \xi^{-n_0})^{-1} \leq 2$. Then since $\sum_{l=1}^{n-2} (\xi^{-n})^{n-l-1} = \xi^{-n} \sum_{n=0}^{n-1} (\xi^{-n_0})^{n} \leq \xi^{-n_0} (1 - \xi^{-n_0})^{-1} \leq 2 \xi^{-n_0}$, we have that for $n = 1, 2, \ldots$ and $x \in \overline{\mathcal{D}_n^c}$,

$$\sum_{l=-1}^{n-2} u_n^l(x) \leq 2 \tilde{C} \xi^{-n_0} u(x).$$

For any $\epsilon \in (0, 1)$, we can redefine $n_0(\epsilon, d, \phi)$ so that for $n = 1, 2, \ldots, l = -1, 0, 1, \ldots, n - 2$,

$$u_n^l(x) \leq \epsilon^{n-l} u_n^{n-1}(x), \quad x \in \overline{\mathcal{D}_n^c}.$$}

By symmetry we can also achieve that for $n = 1, 2, \ldots, l = -1, 0, 1, \ldots, n - 2$,

$$v_n^l(x) \leq \epsilon^{n-l} v_n^{n-1}(x), \quad x \in \overline{\mathcal{D}_n^c}.$$

Now we claim that there exist constants $c_1 = c_1(d, \phi, \kappa) > 0$ and $\zeta = \zeta(d, \phi, \kappa) \in (0, 1)$ such that for all $l = 0, 1, \ldots$,

$$\sup_{x \in \mathcal{D}_l^c} \frac{u(x)}{v(x)} \leq (1 + c_1 \zeta^l) \inf_{x \in \mathcal{D}_l^c} \frac{u(x)}{v(x)}.$$
Remark 4.8 (i) Assume that \( u \) and \( v \) are nonnegative functions on \( \mathbb{R}^d \) which are regular harmonic in \( D \cap \overline{B}(0, r/2)^c \) and vanish in \( D^c \cap \overline{B}(0, r/2)^c \). Define \( \tilde{u}_r \) and \( \tilde{v}_r \) by

\[
\tilde{u}_r(x) := \frac{u(x)}{u(A_r)}, \quad \tilde{v}_r(x) := \frac{v(x)}{v(A_r)}.
\]

Then \( \tilde{u}_r \) and \( \tilde{v}_r \) satisfy assumptions of Lemma 4.7 in particular \( \tilde{u}_r(A_r) = \tilde{v}_r(A_r) \). Hence, there exists the limit

\[
I(\tilde{u}_r, \tilde{v}_r) = \lim_{|x| \to \infty, x \in D} \frac{\tilde{u}_r(x)}{\tilde{v}_r(x)}.
\]

Therefore we can conclude that there exists the limit

\[
I(u, v, A_r) = \lim_{|x| \to \infty, x \in D} \frac{u(x)}{v(x)} = \frac{u(A_r)}{v(A_r)} I(\tilde{u}_r, \tilde{v}_r).
\]

Suppose that \( \rho \geq R \) is another radius such that \( u \) and \( v \) are regular harmonic in \( D \cap \overline{B}(0, \rho/2)^c \) and vanish in \( D^c \cap \overline{B}(0, \rho/2)^c \). Then the same argument using \( A_\rho \) instead of \( A_r \) would give that there exists the limit

\[
I(u, v, A_\rho) = \lim_{|x| \to \infty, x \in D} \frac{u(x)}{v(x)} = \frac{u(A_\rho)}{v(A_\rho)} I(\tilde{u}_\rho, \tilde{v}_\rho).
\]

This shows that the limit is independent of the point \( A_r \).

(ii) It easily follows from (4.6) that there exist \( c = c(d, \phi, \kappa) > 0 \) and \( \nu = \nu(d, \phi, \kappa) > 0 \) such that for any \( r \geq R \),

\[
\left| \frac{u(x)}{v(x)} - \frac{u(y)}{v(y)} \right| \leq c \left| \frac{x - y}{r} \right|^{-\nu} \quad \forall x, y \in D \cap \overline{B}(0, r)^c
\]

for all non-negative functions \( u \) and \( v \) on \( \mathbb{R}^d \) which are regular harmonic in \( D \cap \overline{B}(0, r/2)^c \), vanish in \( D^c \cap \overline{B}(0, r/2)^c \) and satisfy \( u(A_r) = v(A_r) \).

From now on \( D \) will be an open set which is \( \kappa \)-fat at infinity with characteristics \( (R, \kappa) \). Fix \( x_0 \in D \cap \overline{B}(0, R)^c \) and recall that

\[
M_D(x, y) = \frac{G_D(x, y)}{G_D(x_0, y)}, \quad x, y \in D \cap \overline{B}(0, R)^c.
\]

For \( r > (2|x| \vee R) \), both functions \( y \mapsto G_D(x, y) \) and \( y \mapsto G_D(x_0, y) \) are regular harmonic in \( D \cap \overline{B}(0, r/2)^c \) and vanish on \( D^c \cap \overline{B}(0, r/2)^c \). Hence, as an immediate consequence of Lemma 4.7 and Remark 4.8 (i) we get the following theorem.

**Theorem 4.9** For each \( x \in D \) there exists the limit

\[
M_D(x, \infty) := \lim_{y \in D, |y| \to \infty} M_D(x, y).
\]
Recall that $X^D$ is the process $X$ killed upon exiting $D$. As the process $X^D$ satisfies Hypothesis (B) in [16], $D$ has a Martin boundary $\partial_M D$ with respect to $X$ satisfying the following properties:

(M1) $D \cup \partial_M D$ is a compact metric space (with the metric denoted by $d$);

(M2) $D$ is open and dense in $D \cup \partial_M D$, and its relative topology coincides with its original topology;

(M3) $M_D(x, \cdot)$ can be uniquely extended to $\partial_M D$ in such a way that

(a) $M_D(x, y)$ converges to $M_D(x, w)$ as $y \to w \in \partial_M D$ in the Martin topology,

(b) for each $w \in D \cup \partial_M D$ the function $x \to M_D(x, w)$ is excessive with respect to $X^D$,

(c) the function $(x, w) \to M_D(x, w)$ is jointly continuous on $D \times (D \cup \partial_M D)$ in the Martin topology and

(d) $M_D(\cdot, w_1) \neq M_D(\cdot, w_2)$ if $w_1 \neq w_2$ and $w_1, w_2 \in \partial_M D$.

In the remainder of the paper whenever we speak of a bounded or an unbounded sequence of points we always mean in the Euclidean metric (and not in the Martin metric $d$).

**Definition 4.10** A point $w \in \partial_M D$ is called a finite Martin boundary point if there exists a bounded sequence $(y_n)_{n \geq 1}$, $y_n \in D$, converging to $w$ in the Martin topology. A point $w \in \partial_M D$ is called an infinite Martin boundary point if every sequence $(y_n)_{n \geq 1}$, $y_n \in D$, converging to $w$ in the Martin topology is unbounded. The set of finite Martin boundary points is denoted by $\partial^f_M D$, and the set of infinite Martin boundary points by $\partial^\infty_M D$.

**Remark 4.11** Suppose that $w \in \partial^f_M D$ and let $(y_n)_{n \geq 1} \subset D$ be a bounded sequence converging to $w$ in the Martin topology. Then $(y_n)_{n \geq 1}$ has a subsequence $(y_{n_k})_{k \geq 1}$ converging to a point $y$ in the Euclidean topology. It cannot happen that $y \in D$, because in this case we would have that $\lim_{y_{n_k} \to y} M_D(x, y_{n_k}) = M_D(x, y)$ implying by (M3)(d) that $y = w$. Therefore, $y \in \partial D$ – the Euclidean boundary of $D$. In particular, this shows that for every $\epsilon > 0$, the sequence $(y_n)_{n \geq 1}$ (converging to $w \in \partial^f_M D$ in the Martin topology) can be chosen so that $\delta_D(y_n) < \epsilon$ for all $n \geq 1$.

**Proposition 4.12** Let $D$ be an open set which is $\kappa$-fat at infinity. Then $\partial^\infty_M D$ consists of exactly one point.

**Proof.** Let $w \in \partial^\infty_M D$ and let $M_D(\cdot, w)$ be the corresponding Martin kernel. If the sequence $(y_n)_{n \geq 1} \subset D$ converges to $w$ in the Martin topology, then, by (M3)(a), $M_D(x, y_n)$ converge to $M_D(x, w)$. On the other hand, $|y_n| \to \infty$, thus by Theorem 4.9

$$
\lim_{n \to \infty} M_D(x, y_n) = \lim_{|y_n| \to \infty} M_D(x, y_n) = M_D(x, \infty).
$$
Hence, for each \( w \in \partial^\infty_M D \) it holds that \( M_D(\cdot, w) = M_D(\cdot, \infty) \). Since, by (M3)(d), for two different Martin boundary points \( w^{(1)} \) and \( w^{(2)} \) it always holds that \( M_D(\cdot, w^{(1)}) \neq M_D(\cdot, w^{(2)}) \), we conclude that the infinite part of the Martin boundary can be identified with the single point. \( \square \)

From now on we use the notation \( \partial^\infty_M D = \{ \partial_\infty \} \) and, for simplicity, we sometimes continue to write \( M_D(x, \infty) \) for the more precise \( M_D(x, \partial_\infty) \).

We now briefly discuss some properties of the finite part of the Martin boundary. Recall that \( d \) denotes the Martin metric. For \( \epsilon > 0 \) let

\[
K_\epsilon := \left\{ w \in \partial^f_M D : d(w, \partial_\infty) \geq \epsilon \right\}
\]

be a closed subset of \( \partial_M D \). By the definition of the finite part of the Martin boundary, for each \( w \in K_\epsilon \) there exists a bounded sequence \( (y_n^w)_{n \geq 1} \subset D \) such that \( \lim_{n \to \infty} d(y_n^w, w) = 0 \). Without loss of generality we may assume that \( d(y_n^w, w) < \frac{\epsilon}{2} \) for all \( n \geq 1 \).

**Lemma 4.13** There exists \( C_3 = C_3(\epsilon) > 0 \) such that \( |y_n^w| \leq C_3 \) for all \( w \in K_\epsilon \) and all \( n \geq 1 \).

**Proof.** We first claim that for any sequence \( (y_n)_{n \geq 1} \) of points in \( D \), if \( |y_n| \to \infty \), then \( \lim_{n \to \infty} d(y_n, \partial_\infty) = 0 \), i.e., \( (y_n)_{n \geq 1} \) converges to \( \partial_\infty \) in the Martin topology. Indeed, since \( D \cup \partial_M D \) is a compact metric space, \( (y_n) \) has a convergent subsequence \( (y_{n_k}) \). Let \( w = \lim_{k \to \infty} y_{n_k} \) (in the Martin topology). Then \( \lim_{k \to \infty} M_D(\cdot, y_{n_k}) = M_D(\cdot, w) \). On the other hand, from Theorem 4.9 and Proposition 4.12 we see that \( \lim_{k \to \infty} M_D(\cdot, y_{n_k}) = M_D(\cdot, \partial_\infty) \). Therefore, \( M_D(\cdot, w) = M_D(\cdot, \partial_\infty) \), which implies that \( w = \partial_\infty \) by (M3)(d). Since this argument also holds for any subsequence of \( (y_n)_{n \geq 1} \), we conclude that \( y_n \to \partial_\infty \) in the Martin topology.

Now suppose the lemma is not true. Then \( \{ y_n^w : w \in K_\epsilon, n \in \mathbb{N} \} \) contains a sequence \( (y_{n_k}^w)_{k \geq 1} \) such that \( \lim_{k \to \infty} |y_{n_k}^w| = \infty \). By the paragraph above, we have that \( \lim_{k \to \infty} d(y_{n_k}^w, \partial_\infty) = 0 \). On the other hand,

\[
d(y_{n_k}^w, \partial_\infty) \geq d(w_k, \partial_\infty) - d(y_{n_k}^w, w_k) \geq \epsilon - \frac{\epsilon}{2} = \frac{\epsilon}{2}.
\]

This contradiction proves the claim. \( \square \)

Recall that an open set \( D \) is called an exterior open set if \( D^c \) is compact.

**Corollary 4.14** If \( D \) is an exterior open set, then \( \partial_\infty \) is an isolated point of \( \partial_M D \). Conversely, if \( D \) is open and \( \kappa \)-fat at infinity, and \( \partial_\infty \) is an isolated point of \( \partial_M D \), then \( D \) is an exterior open set.

**Proof.** Suppose that \( D \) is an exterior open set. Then \( D \) is \( \kappa \)-fat at infinity, hence \( \partial_M D = \partial^f_M D \cup \{ \partial_\infty \} \). Since \( D^c \) is compact we see that the Euclidean boundary \( \partial D \) is bounded. We show that \( \partial^f_M D \) is closed in the Martin topology. This will imply that \( \{ \partial_\infty \} \) is open in \( \partial_M D \), hence isolated. Let \( (w_n)_{n \geq 1} \) be a sequence in \( \partial^f_M D \) which converges to \( w \in \partial_M D \) in the Martin topology. For each \( n \geq 1 \), there exists a bounded sequence \( (y_k^{w_n})_{k \geq 1} \) such that \( y_k^{w_n} \to w_n \) in the Martin
topology. By Remark 4.11 we can assume that $\delta_D(y_k^{w_n}) = \delta_D(y_k^{w_n}) \leq 1$ for all $n \geq 1$, $k \geq 1$. Since $\partial D$ is compact, the family $\{y_k^{w_n} : n \geq 1, k \geq 1\}$ is bounded. Further, because $\lim_{n \to \infty} d(w_n, w) = 0$ and $\lim_{k \to \infty} d(y_k^{w_n}, w_n) = 0$, we can find a sequence $(y_k)_{k \geq 1} \subset \{y_k^{w_n} : n \geq 1, k \geq 1\}$ such that $\lim_{k \to \infty} d(y_k, w) = 0$. Clearly, the sequence $(y_k)_{k \geq 1}$ is bounded proving that $w \in \partial^1_M D$.

Conversely, assume that $\partial_\infty$ is an isolated point of $\partial M D$. Then there exists $\epsilon > 0$ such that $K_\epsilon = \{w \in \partial^1_M D : d(w, \partial_\infty) \geq \epsilon\} = \partial^1_M D$. Suppose that $D$ is not an exterior open set. Then both $D$ and $D^c$ are unbounded, and therefore $\partial D$ is unbounded as well. Hence, there exists $z \in \partial D$ such that $|z| \geq 3C_3$ where $C_3 = C_3(\epsilon)$ is the constant from Lemma 4.13. We can find a sequence $(z_n)_{n \geq 1} \subset D$ such that $z_n \to z$ (in the Euclidean topology) and $2C_3 \leq |z_n|$ for all $n \geq 1$. Since $D \cup \partial M D$ is compact, there exist a subsequence $(z_{n_k})_{k \geq 1}$ and $w \in D \cup \partial M D$ such that $z_{n_k} \to w$ in the Martin topology. Clearly, $w \in \partial M D$, and since $(z_{n_k})$ is bounded, actually $w \in \partial^1_M D$. By Lemma 4.13 it holds that $|z_{n_k}| \leq C_3$ (for those $z_{n_k}$ for which $d(z_{n_k}, w) \leq \epsilon/2$). But this contradicts that $|z_{n_k}| \geq 2C_3$.

We continue by showing that $M_D(\cdot, \partial_\infty)$ is harmonic in $D$ with respect to $X$.

Lemma 4.15 For every bounded open $U \subset \overline{U} \subset D$ and every $x \in D$, $M_D(X_{\tau_U}, \partial_\infty)$ is $\mathbb{P}_x$-integrable.

Proof. Let $(y_m)_{m \geq 1}$ be a sequence in $D \setminus \overline{U}$ such that $|y_m| \to \infty$. Then $M_D(\cdot, y_m)$ is regular harmonic in $U$. Hence, by Fatou’s lemma,

$$
\mathbb{E}_x[M_D(X_{\tau_U}, \partial_\infty)] = \mathbb{E}_x[\lim_{m \to \infty} M_D(X_{\tau_U}, y_m)] \leq \liminf_{m \to \infty} \mathbb{E}_x[M_D(X_{\tau_U}, y_m)]
$$

$$
= \liminf_{m \to \infty} M_D(x, y_m) = M_D(x, \partial_\infty) < \infty.
$$

Lemma 4.16 For each $x \in D$ and $\rho \in (0, \frac{1}{3}\delta_D(x)]$,

$$
M_D(x, \partial_\infty) = \mathbb{E}_x[M_D(X_{\tau_{B(x, \rho)}}, \partial_\infty)].
$$

Proof. Fix $x \in D$ and $\rho \in (0, \frac{1}{3}\delta_D(x)]$. For $m \in \mathbb{N}$, let $\eta_m := (\kappa/2)^{-m}\rho$. Let $\bar{m} \in \mathbb{N}$ be large enough so that $\eta_{\bar{m}} \geq (2|x| + 2\rho) \vee R$. In case $m \geq \bar{m}$, let $A_m := A_{\eta_m}$. Then for $m \geq \bar{m}$, $M_D(\cdot, A_m)$ is regular harmonic in $D \setminus B(A_m, \kappa\eta_m)$ and $B(x, \rho) \subset D \setminus B(A_m, \kappa\eta_m)$, hence

$$
M_D(x, A_m) = \mathbb{E}_x[M_D(X_{\tau_{B(x, \rho)}}, A_m)], \quad m \geq \bar{m}.
$$

From now on we assume that $m \geq \bar{m}$. To prove the statement of the lemma it suffices to show that there exists $m_1 \in \mathbb{N}$, $m_1 \geq \bar{m}$, such that the family $\{M_D(X_{\tau_{B(x, \rho)}}, A_m) : m \geq m_1\}$ is uniformly integrable with respect to $\mathbb{P}_x$. This will allow us to exchange the order of the expectation and the limit when we take the limit $m \to \infty$ in (4.10), thus proving the statement.

28
Choose \( \tilde{m} \) even larger so that \( (\kappa/2)^{-\tilde{m}} \rho \geq 2|x_0| \), and let \( m \geq \tilde{m} \). Let \( w \in D \cap B(0, \eta_m) \). Then \( G_D(w, \cdot) \) is regular harmonic in \( D \cap \overline{B}(0, \eta_m)^c \) and vanishes on \( D^c \cap \overline{B}(0, \eta_m)^c \). The same is valid for \( G_D(x_0, \cdot) \). Since \( A_m \in D \cap \overline{B}(0, (\kappa + 1)\eta_m)^c \), Corollary [2.12] implies that for \( w \in D \cap B(0, \eta_m) \),

\[
M_D(w, A_m) = \frac{G_D(w, A_m)}{G_D(x_0, A_m)} \leq C_2 \frac{G_D(w, y)}{G_D(x_0, y)} = C_2 M_D(w, y), \quad \text{for all } y \in D \cap \overline{B}(0, (\kappa + 1)\eta_m)^c.
\]

(4.11)

Hence, by letting \( |y| \to \infty \),

\[
M_D(w, A_m) \leq C_2 M_D(w, \partial_{\infty}), \quad m \geq \tilde{m}.
\]

(4.12)

Let \( \epsilon > 0 \) be arbitrary. By Lemma [4.15] and [4.12], there exists \( N_0 > 0 \) such that

\[
\mathbb{E}_x[M_D(X_{rB(x, \rho)}, A_m) : X_{rB(x, \rho)} \in D \cap B(0, \eta_m), M_D(X_{rB(x, \rho)}, A_m) > N_0] \leq C_2 \mathbb{E}_x[M_D(X_{rB(x, \rho)}, \partial_{\infty}) : C_2 M_D(X_{rB(x, \rho)}, \partial_{\infty}) > N_0] \leq C_2 \frac{\epsilon}{2C_2} = \frac{\epsilon}{2}.
\]

(4.13)

On the other hand,

\[
\mathbb{E}_x[M_D(X_{rB(x, \rho)}, A_m) : X_{rB(x, \rho)} \in D \cap \overline{B}(0, \eta_m)^c]
= \int_{D \cap \overline{B}(0, \eta_m)^c} M_D(v, A_m) K_{B(x, \rho)}(x, v) \, dv
\leq c_1 \int_{D \cap \overline{B}(0, \eta_m)^c} M_D(v, A_m) j(|v| - \rho) \phi(\rho^{-2})^{-1} \, dv,
\]

(4.14)

where the last inequality follows from the uniform upper estimate of the Poisson kernel in (2.14). Choose \( m_0 \geq \tilde{m} \) large enough such that for \( m \geq m_0 \) and \( v \in D \cap \overline{B}(0, \eta_m)^c \) it holds that \( |v - x| - \rho \geq |v|/2 \). Then \( j(|v - x| - r) \leq j(|v|/2) \leq c_2 j(|v|) \) by (2.10). Hence, by treating \( \phi(\rho^{-2})^{-1} \) as a constant (depending on \( \rho \), but note that \( \rho \) is fixed), we get that

\[
\mathbb{E}_x[M_D(X_{rB(x, \rho)}, A_m) : X_{rB(x, \rho)} \in D \cap \overline{B}(0, \eta_m)^c]
\leq c_3 \int_{D \cap \overline{B}(0, \eta_m)^c} M_D(v, A_m) j(|v|) \, dv,
= c_3 G_D(x_0, A_m)^{-1} \int_{D \cap \overline{B}(0, \eta_m)^c} G_D(v, A_m) j(|v|) \, dv, \quad m \geq m_0.
\]

(4.15)

By Lemma [4.2] (applied to \( r = \eta_{m_0} \)) we have that

\[
G_D(x_0, A_m)^{-1} \leq c_4 (\kappa/2)^{-(d+\gamma)(m-m_0)} G_D(x_0, A_{m_0})^{-1}, \quad m \geq m_0,
\]

(4.16)

where \( \gamma \in (0, d) \). Now we estimate the integral in (4.15):

\[
\int_{D \cap \overline{B}(0, \eta_m)^c} G_D(v, A_m) j(|v|) \, dv
\leq \int_{D \cap B(A_m, (\kappa+1/2)\eta_m)} G(v, A_m) j(|v|) \, dv + \int_{D \cap B(A_m, (\kappa+1/2)\eta_m)^c \cap \overline{B}(0, \eta_m)^c} G_D(v, A_m) j(|v|) \, dv
=: I_1 + I_2.
\]
To estimate $I_1$, note that if $v \in B(A_m, (\kappa + 1/2)\eta_m)$, then $|v| \geq |A_m| - |v - A_m| \geq (\kappa + 1)\eta_m - (\kappa + 1/2)\eta_m = (1/2)\eta_m = (1/2)(\kappa/2)^{-m}\rho$, hence $j(|v|) \leq c_5 j((\kappa/2)^{-m}\rho)$ by (2.10). Therefore, by Theorem 2.3 and (2.3),

$$I_1 \leq c_6 j((\kappa/2)^{-m}\rho) \int_{B(A_m, (\kappa+1/2)\eta_m)} \frac{1}{|v - A_m|^d\phi(|v - A_m|^{-2})} \, dv$$

$$\leq c_2 j((\kappa/2)^{-m}\rho) \int_{(\kappa+1/2)\eta_m} \frac{1}{s\phi(s^{-2})} \, ds$$

$$\leq c_8 j((\kappa/2)^{-m}\rho)\phi(((\kappa/2)^{-m}\rho)^{-2})^{-1} \leq c_9 ((\kappa/2)^{-m}\rho)^{-d}.$$  

In order to estimate $I_2$, let $v \in D \cap B(A_m, (\kappa + 1/2)\eta_m)^c \cap \overline{B}(0, \eta_m)^c$. If $|v| \geq \kappa^{-1}(1 - \kappa)^{-1}\eta_m$, then $|v - A_m| \geq |v| - |A_m| \geq \kappa|v|$. If $\eta_m \leq |v| < \kappa^{-1}(1 - \kappa)^{-1}\eta_m$, then $|v - A_m| \geq (\kappa + 1/2)\eta_m \geq \kappa(1 - \kappa)(\kappa + 1/2)|v|$. Thus, in any case, $G_D(v, A_m) \leq g(|v - A_m|) \leq c_1 g(|v|)$ by (3.1). Therefore, by Theorem 2.3

$$I_2 \leq c_10 \int_{D \cap B(A_m, (\kappa+1/2)\eta_m)^c \cap \overline{B}(0, \eta_m)^c} g(|v|)j(|v|) \, dv$$

$$\leq c_10 \int_{B(0, \eta_m)^c} g(|v|)j(|v|) \, dv \leq c_11 \int_{\eta_m}^{\infty} \frac{1}{s^{d+2}} \, ds = c_12 \eta_m^{-d} = c_12((\kappa/2)^{-m}\rho)^{-d}.$$  

Hence,

$$\int_{D \cap \overline{B}(0, \eta_m)^c} G_D(v, A_m)j(|v|) \, dv \leq c_{13}((\kappa/2)^{-m}\rho)^{-d}, \quad m \geq m_0.$$  

By combining (4.14) – (4.17) we get that

$$\mathbb{E}_x[M_D(X_{B(x,\rho)}, A_m) : X_{B(x,\rho)} \in D \cap \overline{B}(0, \eta_m)^c]$$

$$\leq c_{14}(\kappa/2)^{-(d+\gamma)(m-m_0)}G_D(x_0, A_{m_0})^{-1}((\kappa/2)^{-m}\rho)^{-d}$$

$$\leq c_{15}G_D(x_0, A_{m_0})^{-1}(\kappa/2)^{d(m_0)}(\kappa/2)^{\gamma(m-m_0)},$$  

(4.18)

where in the last line we treat $\rho$ as a constant. Since $\gamma > 0$, we can choose $m_1 = m_1(\epsilon, m_0, d, \phi, \rho) > m_0$ large enough so that the right-hand side in (4.18) is less than $\epsilon/2$ for all $m \geq m_1$.

Finally, for $m \geq m_1$ we have

$$\mathbb{E}_x[M_D(X_{B(x,\rho)}, A_m) : M_D(X_{B(x,\rho)}, A_m) > N_0]$$

$$\leq \mathbb{E}_x[M_D(X_{B(x,\rho)}, A_m) : X_{B(x,\rho)} \in D \cap \overline{B}(0, \eta_m)^c]$$

$$+ \mathbb{E}_x[M_D(X_{B(x,\rho)}, A_m) : X_{B(x,\rho)} \in D \cap B(0, \eta_m), M_D(X_{B(x,\rho)}, A_m) > N_0]$$

$$\leq \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon.$$  

Hence $\{M_D(X_{B(x,\rho)}, A_m) : m \geq m_1\}$ is uniformly integrable with respect to $\mathbb{P}_x$.  

\textbf{Theorem 4.17} The function $M_D(\cdot, \partial_i)$ is harmonic in $D$ with respect to $X$.  
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Proof. The proof of the theorem is exactly the same as that of [12, Theorem 3.9].

Let \( x \in D \) and choose \( r \geq (2|x| \vee |x_0|) \). By Corollary [12] we have that for all \( y \in D \cap \overline{B}(0,r)^c \)
\[
\frac{G_D(x,y)}{G_D(x_0,y)} \leq C_2 \frac{G_D(x,A_r)}{G_D(x_0,A_r)}.
\]
By letting \( |y| \to \infty \) we get that
\[
M_D(x, \partial_\infty) \leq C_2 \frac{G_D(x,A_r)}{G_D(x_0,A_r)}.
\]
Suppose that \( z \in \partial D \) is a regular boundary point. Then
\[
\lim_{x \to z} G_D(x,A_r) = 0 \text{ implying also that }
\lim_{x \to z} M_D(x, \partial_\infty) = 0,
\]
for every regular boundary point \( z \in \partial D \).

**Lemma 4.18** Suppose that \( u \) is a bounded nonnegative harmonic function for \( X^D \). If there exists a polar set \( N \subset \partial D \) such that for any \( z \in \partial D \setminus N \)
\[
\lim_{D \ni x \to z} u(x) = 0
\]
and
\[
\lim_{x \in D, |x| \to \infty} u(x) = 0,
\]
then \( u \) is identically equal to zero.

**Proof.** Take an increasing sequence of bounded open sets \( \{D_n\}_{n \geq 1} \) satisfying \( \overline{D_n} \subset D_{n+1} \) and \( \bigcup_{n=1}^\infty D_n = D \). Then \( \lim_{n \to \infty} \tau_{D_n} = \tau_D \) and by the quasi-left continuity, \( \lim_{n \to \infty} X_{\tau_{D_n}} = X_{\tau_D} \) if \( \tau_D < \infty \), and \( \lim_{n \to \infty} |X_{\tau_{D_n}}| = \infty \) if \( \tau_D = \infty \).

Since \( N \) is polar, we have \( P_x(X_{\tau_D} \in N, \tau_D < \infty) = 0, x \in D \). By harmonicity we have for every \( x \in D \) and all \( n \geq 1 \)
\[
u (x) = \mathbb{E}_x [u(X_{\tau_{D_n}})]
\]
\[
= \mathbb{E}_x [u(X_{\tau_{D_n}}), \tau_D = \infty] + \mathbb{E}_x [u(X_{\tau_{D_n}}), \tau_{D_m} = \tau_D \text{ for some } m \geq 1]
+ \mathbb{E}_x [u(X_{\tau_{D_n}}), \tau_{D_m} < \tau_D < \infty \text{ for all } m \geq 1].
\]
By using bounded convergence theorem we get that
\[
\lim_{n \to \infty} \mathbb{E}_x [u(X_{\tau_{D_n}}), \tau_D = \infty] = \mathbb{E}_x \left[ \lim_{n \to \infty} u(X_{\tau_{D_n}}), \tau_D = \infty \right] = 0,
\]
since \( |X_{\tau_{D_n}}| \to \infty \) on \( \{\tau_D = \infty\} \). Next, since \( u = 0 \) on \( D^c \),
\[
\lim_{n \to \infty} \mathbb{E}_x [u(X_{\tau_{D_n}}), \tau_{D_m} = \tau_D \text{ for some } m \geq 1]
\]
\[
= \mathbb{E}_x \left[ \lim_{n \to \infty} u(X_{\tau_{D_n}}), \tau_{D_m} = \tau_D \text{ for some } m \geq 1 \right]
\]
\[
= \mathbb{E}_x [u(X_{\tau_D}), \tau_{D_m} = \tau_D \text{ for some } m \geq 1] = 0.
\]
Finally, if $\tau_{D_m} < \tau_D < \infty$, then $\lim_{n \to \infty} X_{\tau_{D_n}} \in \partial D \setminus N \mathbb{P}_x$-a.s. Hence
\[
\lim_{n \to \infty} \mathbb{E}_x [u(X_{\tau_{D_n}}), \tau_{D_m} < \tau_D < \infty \text{ for all } m \geq 1] = \mathbb{E}_x \left[ \lim_{n \to \infty} u(X_{\tau_{D_n}}) \mathbf{1}_{\{X_{\tau_D} \in \partial D \setminus N\}}, \tau_{D_m} < \tau_D < \infty \text{ for all } m \geq 1 \right] = 0.
\]
Therefore, $u(x) = 0$ for every $x \in D$. \hfill \Box

Recall that a positive harmonic function $f$ for $X^D$ is minimal if, whenever $g$ is a positive harmonic function for $X^D$ with $g \leq f$ on $D$, one must have $f = cg$ for some constant $c$.

**Proof of Theorem 1.14** It remains to show that $\partial_\infty$ is a minimal boundary point, i.e., that $M_D(\cdot, \partial_\infty)$ is a minimal harmonic function.

Let $h$ be a positive harmonic function for $X^D$ such that $h \leq M_D(\cdot, \partial_\infty)$. By the Martin representation in [16], there is a measure on $\partial_M D = \partial_M^L D \cup \{\partial_\infty\}$ such that
\[
h(x) = \int_{\partial_M D} M_D(x, w) \mu(dw) = \int_{\partial_M^L D} M_D(x, w) \mu(dw) + M_D(x, \partial_\infty)\mu(\{\partial_\infty\}).
\]
In particular, $h(x_0) = \mu(\partial_M D) \leq M(x_0, \partial_\infty) = 1$ (because of the normalization at $x_0$). Hence, $\mu$ is a sub-probability measure.

For $\epsilon > 0$, $K_\epsilon$ is the compact subset of $\partial_M D$ defined in (1.9). Define
\[
u(x) := \int_{K_\epsilon} M_D(x, w) \mu(dw).
\]
Then $\nu$ is a positive harmonic function with respect to $X^D$ and bounded above as
\[
u(x) = h(x) - \mu(\{\infty\})M_D(x, \partial_\infty) \leq (1 - \mu(\{\infty\})) M_D(x, \partial_\infty).
\]
We claim that $\lim_{|x| \to \infty} \nu(x) = 0$. By Lemma 1.13 there exists $C_3 = C_3(\epsilon) > 0$ such that for each $w \in K_\epsilon$ there exists a sequence $(y^n_w)_{n \geq 1} \subset D$ converging to $w$ in the Martin topology and satisfying $|y^n_w| \leq C_3$. Without loss of generality we may assume that $C_3 \geq R$. Fix a point $x_1 \in D \cap \overline{B}(0, 2C_3)^c$ and choose an arbitrary point $y_0 \in D \cap B(0, C_3)$. Then for any $x \in D \cap \overline{B}(0, 2C_3)^c$ and any $y \in D \cap B(0, C_3)$ we have that
\[
\frac{G_D(x, y)}{G_D(x_1, y)} \leq \frac{G_D(x_1, y)}{G_D(x_0, y)} \leq c_1 \frac{G_D(x, y_0)}{G_D(x_1, y_0)} \frac{G_D(x_1, y)}{G_D(x_0, y)} \leq c_1 \frac{G_D(x, y_0)}{G_D(x_1, y_0)} \frac{G_D(x_1, y)}{G_D(x_0, y)}
\]
where the first inequality follows from the boundary Harnack principle, Theorem 2.8 Therefore for each $w \in K_\epsilon$ we have
\[
M_D(x, w) = \lim_{n \to \infty} \frac{G_D(x, y^n_w)}{G_D(x_1, y^n_w)} \leq c_1 \frac{G_D(x, y_0)}{G_D(x_1, y_0)} \lim_{n \to \infty} \frac{G_D(x_1, y^n_w)}{G_D(x_0, y^n_w)} \leq c_1 \frac{G_D(x, y_0)}{G_D(x_1, y_0)} \sup_{w \in K_\epsilon} M_D(x_1, w) = c_2 G(x, y_0)
\]
by continuity of the Martin kernel (M3)(c). Now we let $|x| \to \infty$ and use that $G(x,y_0) \to 0$ to conclude that $\lim_{|x| \to \infty, x \in D} M_D(x,w) = 0$ uniformly for $w \in K_\epsilon$. By Theorem 4.9 this and (4.20) immediately imply that $\lim_{|x| \to \infty} u(x) = 0$.

From (4.19) we see that $\lim_{x \to z} u(x) = 0$ for every regular $z \in \partial D$. Since the set of irregular boundary points is polar (cf. [1, (VI.4.6), (VI.4.10)]), Lemma 4.18 implies that $u \equiv 0$. This means that $\nu = \mu|_{K_\epsilon} = 0$. Since $\epsilon > 0$ was arbitrary and $\partial f_M D = \cup_{\epsilon > 0} K_\epsilon$, we see that $\mu|_{\partial f_M D} = 0$. Hence $h = \mu(\{\partial \infty\}) M(\cdot, \partial \infty)$ showing that $M(\cdot, \partial \infty)$ is minimal. Therefore we have proved Theorem 1.4.

At the end we briefly discuss the Martin boundary of the half-space $\mathbb{H} = \{x = (\bar{x}, x_d) : \bar{x} \in \mathbb{R}^{d-1}, x_d > 0\}$. Let $V(r)$ be the renewal function of the ladder height process of one-dimensional subordinate Brownian motion $X^d_t = W^d(S_t)$. It is known that the function $w(x) := V((x_d)^+)$ is harmonic in $\mathbb{H}$ with respect to $X$ (see [11]). Moreover, for every $z \in \partial \mathbb{H} := \{x = (\bar{x}, x_d) : \bar{x} \in \mathbb{R}^{d-1}, x_d = 0\}$ it holds that $\lim_{x \to z} w(x) = 0$. Therefore we can conclude that $w$ is proportional to the minimal harmonic function $M_H(\cdot, \infty)$. In the next corollary we compute the full Martin boundary of $\mathbb{H}$.

**Corollary 4.19** The Martin boundary and the minimal Martin boundary of the half space $\mathbb{H}$ with respect to $X$ can be identified with $\partial \mathbb{H} \cup \{\infty\}$ and $M_H(x, \infty) = w(x)/w(x_0)$ for $x \in \mathbb{H}$.

**Proof.** By Theorem 1.4 and the argument before the statement of this corollary, we only need to show that the finite part $\partial^f_M \mathbb{H}$ of the Martin boundary of $\mathbb{H}$ can be identified with the Euclidean boundary $\partial \mathbb{H}$ and that all points are minimal. This was shown in [12] Theorem 3.13 under the assumption that $\phi$ is comparable to the regularly varying function at infinity. Even though this assumption is stronger than (H1), using results in this paper and [15] (instead of using properties of regularly varying function) one can follow the same proof line by line and show that under the assumption (H1) and $d > 2d_2$, the finite part of Martin boundary $\partial^f_M \mathbb{H}$ can be identified with the Euclidean boundary $\partial \mathbb{H}$ and that all points are minimal. We omit the details. \qed
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