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Abstract—Nano-photonic antennas are one of the key components in integrated photonic transmitter and receiver systems. Conventionally, grating couplers, designed to couple into an optical fiber, suffering from limitations such as large footprint and small field-of-view (FOV) have been used as on-chip antennas. The challenge of the antenna design is more pronounced for the receiver systems, where both the collected power by the antenna and its FOV often need to be maximized. While some novel solutions have been demonstrated recently, identifying fundamental limits and trade-offs in nano-photonic antenna design is essential for devising compact antenna structures with improved performance. In this paper, the fundamental electromagnetic limits, as well as fabrication imposed constraints on improving antenna effective aperture and FOV are studied, and approximated performance upper limits are derived and quantified. By deviating from the conventional assumptions leading to these limits, high-performance multi-mode antenna structures with performance characteristics beyond the conventional perceived limits are demonstrated. Finally, the application of a pillar multi-mode antenna in a dense array is discussed, an antenna array with more than 95% collection efficiency and 170° FOV is demonstrated, and a coherent receiving system utilizing such an aperture is presented.
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I. INTRODUCTION

A N INTEGRATED nano-photonic antenna is a planar structure fabricated on a chip [1]–[17] which is defined as a transducer that couples the guided mode into the free-space mode and vice versa [4]. In other words, an antenna is an on-chip component that in the transmitter setting is fed with a guided mode and radiates into the free-space, and in the receiver setting, captures the free-space incident wave and couples it into a waveguide (Fig. 1). Nano-photonic antennas have application in many recently demonstrated integrated photonic systems such as optical phased array transmitters [1]–[4], [18], [19] and receivers [7], [12], nano-photonic coherent imager [13], wireless optical communication [14], lens-less cameras [16], [17], etc.

For implementing most of today’s low cost, high-yield, and commercial systems, silicon photonic integration technology with a single photonic layer of silicon is used [4]. A silicon photonic platform is often realized on a silicon-on-insulator (SOI) process (Fig. 1) in which the top silicon layer is used to realize photonic components, including antennas, through etching and patterning. Moreover, various etching levels, doping layers, and metal layers are provided to realize photonic components and interfacing, as well as germanium layer for photo-detection in some near-infrared wavelengths. Moreover, to achieve low loss and visible range photonic components, silicon nitride has been used as the photonic layer material in some platforms [19].

In the early implementations of integrated photonic systems, conventional grating couplers were used as transmitter antennas [1], [2], [13]–[15], [19]. However, the large footprint of a grating coupler is a limiting factor in many systems such as dense antenna arrays. Moreover, the need to selectively/collectively improve specifications of the antennas such as field-of-view (the angular range that the antenna is an effective radiator/receiver), radiation efficiency (the fraction of power coupled to free-space), and form factor has recently motivated the researchers to devise novel antenna topologies with improved performance. Deviating from grating structures allows achieving higher radiation efficiency [4]. Moreover, an ultra-compact broadband antenna is...
realized via optimization of the silicon slab etching pattern [18]. In addition to devising novel antenna structures on a single photonic layer process, by adding a high contrast grating on top of the antenna structure [8] and bottom reflectors [6], [10] the radiation efficiency of the antenna is improved significantly. However, most of these works are limited to antennas with large footprints which often have a FOV that is narrow in one of the dimensions.

In addition to the transmitter antenna, a photonic receiver system [7], [13], [16], [20] also incorporates antennas that collect the incident power and output to waveguides. The waveguides are then used to route the optical signals for further processing. Since the received signal is weak in many applications, for a given physical size of the antenna, the largest effective aperture is desired to maximize the signal-to-noise ratio, sensitivity of the system, and robustness to noise. While techniques such as heterodyne detection [7] can be used to increase the sensitivity of the system, a larger collection area is always beneficial to a receiver system and allows for operation at lower received signal levels and noisier environments. Moreover, the FOV of the antenna needs to be in harmony with the FOV of the system. A limited antenna FOV directly affects the performance of the system. For instance, in an optical phased array, small antenna FOV translates to a limited steering range. Conventional photonic antenna structures impose a compromise between FOV and effective aperture, i.e., a standard antenna with a large effective aperture is limited in the angular range that it can operate and vice versa.

In this paper, we study the performance characteristics of nano-photonic antennas from the transmitter antenna perspective, derive approximate performance bounds for antenna design in standard single-layer silicon photonic processes, and provide solutions to reach/approach the conventional limits. Furthermore, the inter-dependency of the antenna specifications in the transmitter and the receiver settings are illustrated and quantified. Using these relationships, design pathways for realizing high-performance receiver antennas are discussed and multiple receiver antenna structures that can break the fundamental trade-off between the effective aperture and FOV are demonstrated. Moreover, the application of a presented multi-mode antenna in a dense-array coherent receiver system is demonstrated.

II. RECEIVING PHOTONIC ANTENNA

A single-port receiving antenna couples the impinging light into a guided mode within an on-chip planar waveguide. Its effective aperture is defined as

$$A(\theta, \phi) = \frac{P_o}{S_i},$$

where $P_o$ is the total power coupled into the waveguide attached to the antenna port and $S_i$ is the power density (defined by Poynting vector) of a plane wave arriving from the direction defined by $(\theta, \phi)$, assuming they are polarization matched. If the polarization state of the incident light, on the Poincare sphere representation, deviates from the polarization that results in the maximum power collection by an angle $\psi$, a polarization matching factor of $\cos^2(\psi/2)$ must be added to the above equation [21], which can reduce the effective aperture (down to zero) for a mismatched polarization. Hence, the ability to couple into both polarizations is a desirable feature of any design. Whenever there is a need for high signal strength and a large signal-to-noise ratio (almost always), a high effective aperture is desirable. Effective aperture as a function of $\theta$ and $\phi$ defines the receiving pattern of the antenna. For any given application, a minimum FOV must be achieved, while maximizing the collection area.

Increasing the effective aperture faces limitations in different applications. For instance, in an optical phased array, if the individual element antenna size is increased to collect more power, the element spacing needs to be increased accordingly to fit the antennas. Increasing the element spacing reduces the grating lobe spacing in the array pattern, which can limit the effective grating-lobe-free beam steering range (FOV) of the optical phased array [4]. Moreover, by conservation of energy, the effective aperture of each antenna in a large array cannot exceed the unit grid area, defined by the array pitch. If an array is made of individual elements whose standalone effective aperture exceeds this limit, the effective aperture within the array will be reduced through coupling with adjacent elements.

On the other hand, in the transmitter setting, it is desired to maximize the radiation efficiency of the antenna which is defined as the ratio of the total power radiated by an antenna to the net power fed into it. The radiated power is desired to be distributed on a certain angular range or FOV which is a property of the antenna pattern. Antenna pattern or directivity pattern, $D(\theta, \phi)$, is a function of elevation angle, $\theta$, and azimuth angle, $\phi$, and characterizes the relative power density in each direction to the average power density radiated by the antenna.

There is a well-known antenna reciprocity relationship between the receive and transmit patterns of a single-port antenna that imposes a trade-off between its FOV and effective aperture. We will present a short derivation of this reciprocity and use the setting in the subsequent sections for additional discussions of the FOV and effective aperture trade-offs.

Consider the setting of Fig. 2, with the antenna under test (AUT) and a measurement antenna (MA) at a very large distance $R$ at $(\theta, \phi)$ (shown at two different locations in the figure). MA is oriented such that it is polarization matched to the AUT. Both antennas have a single-mode port. Thus, a two-port network model with a scattering matrix of $S$ is sufficient to analytically represent the system. The parameters of the scattering matrix depend on the location of the MA and are functions of $(\theta, \phi)$. When AUT is in the transmit mode, the antenna pattern (directivity) of AUT can be measured by sweeping MA over $(\theta, \phi)$. The power transfer from AUT to MA is given by $|s_{21}(\theta, \phi)|^2$ at each $(\theta, \phi)$. Therefore, the directivity of the antenna is proportional to

$$D(\theta, \phi) \propto \frac{|s_{21}(\theta, \phi)|^2}{|s_{21}(\theta_1, \phi_1)|^2},$$

2In some literature, the port mismatch is not included in the radiation efficiency and the net power accepted by the antenna is considered.
3The field pattern of the antenna quantifies the magnitude of the field instead of power and thus is the square root of the power pattern.
in which \((\theta_1, \phi_1)\) is the reference angle (usually the angle with maximum power). Conversely, with AUT in the receive mode, the MA radiates power and the AUT receives it. Now, the power transfer from MA to AUT is given by 

\[ |s_{12}(\theta, \phi)|^2 \]  

The effective aperture pattern (receive pattern) \(A_{\text{eff}}(\theta, \phi)\) is proportional to

\[ A_{\text{eff}}(\theta, \phi) \propto |s_{12}(\theta, \phi)|^2. \]

In a reciprocal medium, the scattering matrix is symmetric, i.e. \(s_{12} = s_{21}\) [22]. Therefore, the directivity pattern in the transmit mode and effective aperture pattern in the receive mode are linearly related as

\[ A_{\text{eff}}(\theta, \phi) \propto D(\theta, \phi), \]

Hence, the well-known relation between directivity and effective aperture for a single-port antenna that can be obtained by calculating the effective aperture and directivity pattern of an arbitrary antenna which yields [23]

\[ A_{\text{eff}}(\theta, \phi) = \frac{\lambda^2}{4\pi} D(\theta, \phi), \]

in which \(\lambda\) is the wavelength of the electromagnetic wave. In other words, the normalized radiation pattern of the antenna in the transmit mode and its effective aperture pattern in the receive mode are the same. Therefore, a single-port antenna that has a good performance in sending the wave towards a certain direction is also a good antenna for collecting the light impinging from the same direction.

The limit on the maximum aperture of a single element within a large array dictated by the element spacing due to conservation of energy that was mentioned earlier can be equivalently expressed as a limit on the maximum directivity. Together with (5), this leads to the following maximum directivity limit for a single element within a large regular array:

\[ D_e \leq \frac{4\pi d^2}{\lambda^2}, \]

where \(d\) is the element spacing.

III. FABRICATION IMPOSED LIMITATIONS

Aside from the fundamental trade-offs in designing a nano-photonic antenna (discussed in the next section), the single photonic layer platforms, offered by many low-cost silicon photonic foundries, impose further limitations on adjusting and improving the effective aperture and FOV of the antenna. Therefore, in this section, we study the performance parameters of nano-photonic antennas and discuss the limitations of a general form antenna in a silicon photonic platform. Moreover, potential antenna structures to push the performance to conventional fundamental limits are demonstrated. Since the radiation pattern and effective aperture pattern are linearly related, equation (5), maximizing antenna’s radiation efficiency and directivity yields the maximum effective receiving aperture as well. However, since investigating antenna characteristics in the transmitter setting is more illustrative, the following discussion is examined from the transmitter point of view.

Since dielectric antennas can be safely approximated as lossless, low reflection at the input port of the antenna results in high antenna efficiency. Therefore, the input port of the antenna structure should provide an acceptable matching\(^4\) to maximize the radiated power by the antenna in the transmit mode and correspondingly, its effective aperture in the receive mode. In addition to coupling the input power to the antenna efficiently, its radiation pattern should be adjusted. The antenna pattern or far-field radiation pattern, Fig. 3(a), is the same as its aperture Fraunhofer diffraction pattern. In other words, the antenna field

\(^4\)\(S_{11}\) of less than \(-20\) dB is considered acceptable in many situations [22].
pattern is the Fourier transform of the field distribution on the antenna aperture [24]. FOV of an antenna is an angular range on the antenna pattern with a power density higher than a specific threshold (usually considered -3dB lower than the maximum). Since antenna radiation pattern and effective aperture pattern are linearly related, the FOV of the antenna in the transmitter and receiver settings are the same. To derive the relationship between the antenna geometry and FOV, the electric field distribution of the aperture can be thought of an electric field distribution \( E(x, y) \) multiplied by an aperture function \( A(x, y) \). Therefore, the far-field field pattern is the convolution of the Fourier transforms of \( E(x, y) \) and \( A(x, y) \). Since for a smaller aperture size \( A(x, y) \) has a wider Fourier transform, it is expected that a smaller antenna size yields larger FOV and a larger antenna size with a larger aperture results in a more directive far-field pattern and narrower FOV.

While this is a simplified but effective relationship between the antenna size and its FOV, the size of the antenna does not yield any information about the specific angular range that the radiated power is directed to. The shape of the antenna pattern depends on the E-field distribution on the antenna aperture. If the aperture window function is approximated with a rectangular function, a uniform electric field distribution on the aperture (which is the case for a windowed plane wave traveling in the positive z-direction in Fig. 3(b)) yields a far-field pattern which is a sinc function centered at \( \theta = 0 \) (Fig. 3(c)). However, the direction of the guided mode is orthogonal to the z-direction in integrated photonics. Therefore, a grating coupler as a conventional nano-photonic antenna embeds a periodic structure inside the antenna aperture that modulates the spatial frequency of the electric field and adjusts the far-field pattern direction of the antenna by shifting the Fourier spectral content (far-field pattern) by the spatial modulation frequency. However, since the antenna is fed from one side, the field distribution might deviate from an ideal periodic pattern. While using a grating structure is a straightforward technique to achieve a field distribution, other designs obtained by aperiodic and irregular apertures have been also demonstrated recently [4], [18], [25].

In a simple slab antenna, there is radiation from the top and bottom of the aperture (positive and negative z), as in Fig. 4. With the silicon substrate underneath the antenna, the reflected wave from the bulk-BOX interface changes both the aperture function, \( A(x, y) \), and distribution of the electric field, \( E(x, y) \). The reflection potentially has a wider field distribution and can interact with the neighboring structures and increase the mutual coupling between the antennas in an array. Moreover, the reflected light may travel in a different direction after interacting with the antenna structure again, affecting the antenna pattern. If part of the power radiates in undesired directions, it can cause unwanted peaks in the radiation pattern with undesirable effects. The light that passes through the bulk at the interface hits the bottom of the chip and reflects, as illustrated in Fig. 4 in a simple ray-optics view. This reflection becomes more unpredictable if the interface is not very smooth and can lead to a random pattern, making it very difficult for the elements to produce a repeatable pattern that will limit the system functionality. Since transmit-mode radiation pattern and receive-mode effective aperture are linearly related, these effects disrupt the receiving functionality of the antenna as well. Therefore, it is desirable to design the antenna so that it couples the light maximally upward to achieve the best directivity and effective aperture, which presents its own challenges in a single-layer low-cost photonic process.

Consider a single layer photonics process that allows for 2D waveguide routing in addition to a few etching masks operating at a wavelength of 1550 nm with waveguide dimension of 220 nm height and 500 nm width. Without an additional etching mask, the only asymmetry in the antenna structure would be due to the silicon substrate at the bottom versus the air interface on the top. To obtain an estimate of the upper bound on the antenna performance in this setting, the reflection and transmittance from silicon oxide into silicon and air for normal angle can be simply calculated based on the Fresnel equations as

\[
R_{\text{o2a}} = \left| \frac{n_{\text{ox}} - n_{\text{air}}}{n_{\text{ox}} + n_{\text{air}}} \right|^2 = 0.03, \quad T_{\text{o2a}} = 0.97, \quad (7)
\]

\[
R_{\text{a2s}} = \left| \frac{n_{\text{si}} - n_{\text{ox}}}{n_{\text{si}} + n_{\text{ox}}} \right|^2 = 0.16, \quad T_{\text{a2s}} = 0.84, \quad (8)
\]

in which \( n_{\text{ox}} = 1.44 \), \( n_{\text{si}} = 3.4 \), and \( n_{\text{air}} = 1 \) are the refractive indices of silicon oxide, silicon, and air, respectively. If we assume that the reflected wave from the bulk silicon (with reflection coefficient \( R_{\text{o2s}} \)) does not interfere considerably with the upward radiation of the antenna \( (T_{\text{a2s}}) \) and ignore the secondary reflections inside the oxide slab, then for the best case, the total light power radiated upward is

\[
T_{\text{up}} = (0.5 \times 0.97 + 0.16 \times 0.5 \times 0.97) = 56\%. \quad (9)
\]

Constructive interference of the reflected wave and the upward radiating wave can improve the amount of power that will be radiated to the air. However, due to the widening of the reflected beam, the two beams do not overlap or interfere constructively for the most part. Therefore, the above derivation is a close approximation to the practical power efficiencies that are achievable. Even with additional etching levels, only a limited amount of vertical asymmetry can be achieved. For instance, an additional 110 nm etch into a 220 nm silicon slab is still less than \( \lambda/4 \) with \( \lambda \) being the wavelength of the light inside silicon,
455 nm. Therefore, the electromagnetic wave does not face an effective distinction between the two sides. Fig. 5(a) & (b) show the best performance achieved by optimizing an antenna with a narrow FOV in one dimension in such a single-layer photonic process, which leads to 60% upward radiated power. To improve the radiation efficiency in this setting (with the maximum silicon slab thickness of 220 nm), structures with accentuated asymmetry such as two-layer grating couplers \[26], \[27] should be devised.

The above derivation for a long antenna structure results in a one-dimensional FOV antenna assuming all the power being radiated upward or downward. The long and skinny shape of the antenna and thus its aperture function \( A(x, y) \) results in narrow FOV in the long direction of the antenna through the 2D Fourier transform of the aperture shape. We will refer to such antennas whose FOV extends in one dimension but is narrow in the other as “1D-FOV” antennas. This will be in contrast to antennas with wide FOV in both directions, to which we will refer as “2D-FOV” antennas.

It is clear from the basic properties of the Fourier transform that to achieve a wide 2D-FOV antenna, it should be small in both dimensions. For \( \lambda = 1550 \text{ nm} \) this results in relatively small antennas (less than 6 \( \mu \text{m} \)). The price for such a short antenna structure is that a fraction of the forward propagating guided wave continues without being coupled out, possibly causing other challenges such as stray light after interacting with other structures on the chip. For example, the simple grating-based antenna in \[7\] with 3 to 4 grating slabs, which represents a practical 2D-FOV radiator, splits the power between upward, downward, and forward radiation components almost equally, leading to a radiation efficiency of roughly 30% to 37% with the added disadvantage of having two-thirds of the power resurfacing as stray light. Fig. 6 shows such an antenna optimized for the maximum radiation efficiency achieving 35% upward radiation. Modification of the antenna aperture structure and deviating from the grating-based design can yield higher radiation efficiency such as the antenna demonstrated in \[4\] achieving 51% radiation efficiency.

A stronger asymmetry in the structure of the antenna is needed to improve the radiation efficiency. For example, a thicker than \( \lambda/2 \) silicon slab with etching layers can achieve a higher asymmetry and thus more efficient upward radiation as shown in Fig. 7(a) & (b). Another approach to introduce asymmetry is adding extra dielectric layers in the fabrication process, Fig. 7(c) & (d). To demonstrate the potential improvement that can be achieved using a stronger asymmetry, we designed a compact 2D-FOV antenna shown in Fig. 5(c) & (d). This design shows an example of vertical directivity enhancement to 80% utilizing a silicon back-reflector layer.

There have been attempts in the past to design transmitter antennas with higher radiation efficiency which are limited to 1D-FOV structures. In \[8\], a high-contrast grating structure is used to improve the performance and a radiation efficiency of 94% is reported at 1550 nm wavelength. Moreover, antenna designs with an extra dielectric layer to obtain a controlled and improved reflection were demonstrated that achieve close to 90% radiation efficiency \[5\], \[6\], \[10\]. While the specific details of the approaches taken in these works are different, in principle the core idea is to introduce an asymmetry in the structure of the antenna to improve its radiation efficiency. Therefore,
other techniques that can overcome some of these limitations by design, without the need for additional dielectric layers, would be highly desirable as the added layers increase the fabrication cost and complexity.

IV. TRADE-OFF BETWEEN EFFECTIVE APERTURE AND FOV

As discussed earlier, designing a receiver antenna with a large effective aperture is desired in many applications to achieve a larger signal-to-noise ratio. Moreover, it is often desirable for the antenna to be able to collect light from a large FOV, particularly if beam-steering is desirable. However, designing an antenna with both large effective aperture and FOV faces some fundamental limits in a reciprocal system which is the case for standard materials used in silicon photonics processes. Next, we briefly review this limit using an idealized model and then discuss its implications leading to additional design insights.

For the idealized model, we assume that the radiated power is distributed uniformly on a solid angle of $\Omega$ bounded by $\theta < \theta_{FOV}$, as shown in Fig. 8(a). Since power is only radiated within $\Omega$ (instead of the full sphere of $4\pi$ solid angle), directivity increases by a factor of $4\pi/\Omega$ within $\Omega$ compared to an isotropic radiator (uniform directivity of 1) and is zero outside. Therefore, the directivity pattern is calculated as

$$\Omega = \int_{0}^{2\pi} d\phi \int_{0}^{\theta_{FOV}} \sin(\theta) d\theta = 4\pi \sin^2 \left( \frac{\theta_{FOV}}{2} \right), \quad (10)$$

$$D(\theta, \phi) = \frac{4\pi}{\Omega} = \csc^2 \left( \frac{\theta_{FOV}}{2} \right), \quad (11)$$

which in combination with (5) leads to an effective aperture of

$$A_{eff} = \left( \frac{\lambda}{\sqrt{\Omega}} \right)^2 = \left( \frac{\csc \left( \frac{\theta_{FOV}}{2} \right)}{2\sqrt{\pi}} \lambda \right)^2 = (\eta \lambda)^2, \quad (12)$$

where $\eta^2$ is the effective aperture normalized by wavelength squared. (e.g., $\eta = 1$ corresponds to an effective aperture of $\lambda^2$.) Fig. 8(b) shows $\eta$ versus the FOV of the antenna. For $\eta = 1$, $\theta_{FOV}$ is $32.8^\circ$ corresponding to a FOV of $65.6^\circ$. If the radiation pattern has the ideal conical shape similar to Fig. 8 but not centered at $\theta = 0$, the derivation yields the same result for the same solid angle value of $\Omega$. A larger $\eta$ (larger effective aperture) comes at the cost of smaller FOV. This is the fundamental trade-off between the effective aperture and FOV of a single-port single-mode receiving antenna. This idealized antenna pattern is a useful, yet practically unrealizable abstraction. The inverse Fourier transform of the pattern that corresponds to the electric field distribution on the surface of the antenna aperture has infinite area due to the brick-wall drop of the radiation pattern, making it unrealizable exactly due to the finite dimensions of any physical antenna. Any finite-size antenna will have side lobes outside the primary radiation beam and will not have a perfectly uniform radiation pattern within the FOV, often defined by the full-width-half-maximum beam width (3dB drop). The added power outside the FOV further reduces the average directivity within the FOV. This leads to an average effective aperture in the FOV smaller than the ideal model of Fig. 8(a), while the non-uniformity of the effective aperture can lead to a larger effective aperture at the peak of the pattern. Any side lobe or stray radiation outside of the FOV reduces the directivity and thus the effective aperture inside the FOV, highlighting the need for a well-designed radiation pattern.

In light of the relationship of equation (5), the discussion about the physical size of the transmitter antenna and its FOV in section III can be extended to the receive mode. For the transmitter antennas, increasing the physical size of the antenna leads to a smaller FOV due to the Fourier transform’s scaling property. The equivalent of this statement in the receive mode is that a larger physical size can increase the effective aperture and the collected power at the cost of a smaller FOV. Therefore, in designing a single-port single-mode receiver antenna, if the effective aperture is increased by increasing the physical size of the antenna, the angular range that the antenna can collect power from decreases accordingly.

V. DESIGNING ANTENNAS BEYOND CONVENTIONAL PERFORMANCE LIMITS

An antenna performance beyond conventional limits could only be achieved by overcoming the trade-off between FOV and effective aperture that was derived in (5). This would only be possible by violating the assumptions leading to (5). The single-mode antenna port assumption for the configuration of Fig. 2 resulted in the two-port network model, which forms the foundation of our derivation. Extending the antenna structure to support multi-mode guided waves may open a path for designing antennas with performance metrics beyond the conventional limits. To capture the effect of the extra modes of the antennas in the scattering matrix model, a new row and column should be added for every extra mode on each antenna. Following the same procedure in section II, it can be shown that for a reciprocal medium, the relationship of equation (5) still holds for every pair of transmitter-receiver modes, individually. However, the contribution of different modes collectively can yield a larger effective aperture and FOV, simultaneously. In other words, adding a second mode to the antenna could in theory up to double the FOV (in solid angle) with the same effective aperture. Alternatively, it
could up to double the effective aperture with the same FOV or increase both FOV and effective aperture partially. Increasing the number of modes supported by the antenna relaxes the trade-off with the same trend by each mode bringing its share of FOV and effective aperture. It is worth noting that dual-polarization grating couplers investigated in the literature [28]–[30] are a small subset of multi-mode antenna structures. In these couplers, the two orthogonal incident polarizations are captured by the two antenna modes and coupled into the super-modes formed by two single-mode waveguides. While the peak value of the effective aperture is not increased, it is extended to cover the whole polarization state-space uniformly rather than having a peak at a single polarization and dropping to zero for the corresponding orthogonal polarization. As a side note, another assumption leading to (5) is the reciprocity of the medium, which can potentially be broken by incorporating non-reciprocal materials in the antenna structure. While an interesting topic for further research, we will focus on the multi-mode antennas in the rest of this manuscript due to the current integration challenges and loss properties of non-reciprocal materials.

The multi-mode antennas are studied in the microwave region and used for various purposes such as designing loaded scatterers [31], [32], pattern synthesis [33], realizing antennas for multiple-input multiple-output (MIMO) systems [34], [35], etc. For metallic antennas operating in the microwave region, design methods such as characteristic modes can be used to analyze the antenna and realize single- and multi-mode antennas [36]–[38]. A class of electromagnetic structures that share similarities with multi-mode antennas are multi-beam antennas. In microwave antenna design, multi-beam antenna is referred to a collection of independent antennas that can send independent waves in different directions [39].

It should be noted that in a reciprocal medium, the power collected and coupled to multiple modes can not be fully combined into a single mode and carried by a single-mode waveguide, as that entire system would be tantamount to a single-mode single-port antenna. While an ideal electromagnetic power combiner does not exist [22], it is possible to combine the power of multiple modes into a single one, if the phases and amplitudes of the input modes are defined or controlled [40] and novel techniques such as inverse design and computational design method can be used to improve the performance [41]–[43]. However, in the case of the multi-mode antenna, the relative phase and amplitude of the excited modes changes versus the incident angle and rules out this possibility. In other words, such a power combiner cannot be lossless or it will not have matched ports that causes power reflection at the ports, Fig. 9(b) & (c). This fact can be easily understood by changing the boundaries of the network and including the combiner inside the system, which yields an antenna with a single-mode port and leads to the limitations discussed. Therefore, the collected power should either be transferred using a multi-mode waveguide or should be down-converted by photodetectors first and then combined.

5It is called a super-mode because the field profile of the mode can be considered as (or due to the weak coupling closely approximated by) the superposition of the single isolated modes.
There are various possible design options to extend the antenna structure for supporting more than one mode. A simple illustrative structure is the dual-port antenna of Fig. 10(a), where a super-mode is formed using two single-mode waveguides such that the field distribution of each waveguide is not disturbed. This is done by placing the two waveguides on opposite sides of the antenna. The two states of the super-mode formed by the two waveguides are shown in Fig. 10(b) which can be approximated with the individual modes of the two waveguides with high accuracy. To keep the design simple and the number of degrees of freedom small, a periodic grating of 6 silicon slabs is used to shape the field distribution on the antenna aperture. Since only two modes are assumed, the design space provided by the grating structure is flexible enough to yield high radiation efficiency and effective aperture for both modes. To maximize the FOV, the FOV range of the two modes are designed to be separated, Fig. 10(c). Therefore, the FOV of the antenna is doubled compared to a single-mode antenna of the same kind in a low-cost silicon photonics process. The grating period is 665 nm with 25% duty cycle. Moreover, an etched silicon slab facilitates the forward propagation of the field as well as providing a good matching at the input ports. This antenna achieves a peak effective area of 2.9 $\mu$m$^2$ with total FOV of 30° by 30°.

Separation of the FOV of the two modes maximizes the functional angular range of the antenna but results in a deep notch at 0°. Using the same structure, it is also possible to achieve a monotonic angular range for FOV and adjust the ripple of effective aperture/directivity inside the FOV range. Fig. 11 shows a design with a single large angular range of FOV of 40° by 15° achieving effective area of 2.5 $\mu$m$^2$. Since the FOV of the two modes overlap, the peak effective aperture regarding the total collected power by the two modes can be more than the design of Fig. 10. In other words, since the trade-off is relaxed by a factor of two in the 2-mode structures, if FOV is reduced the effective area inside the FOV will increase.

Extrapolating the methodology used for the dual-port antenna of Fig. 10 and Fig. 11, an example of a 3-mode antenna is shown in Fig. 12(a). It constructs super-modes using three single-mode waveguides with 0.5 $\mu$m gaps between them to increase the product of FOV and effective aperture. The three waveguides collectively support the three modes of the antenna port, as shown in Fig. 12. For adjusting the electric field distribution on the antenna aperture, a standard grating structure has a limited design space in this case and cannot be used to achieve good performance over a broad range of angles. Therefore, we adopted a patterned dielectric slab for the antenna area and exploited an optimization method to generate an etching pattern on the slab. The etching pattern consists of 150 nm blocks that are either etched or left unetched. Therefore, the etching pattern can be represented by a binary pattern, which makes genetic algorithm a suitable optimization method for the problem [4]. The physical antenna aperture is chosen as a relatively small square size of 3.8 $\mu$m by 4 $\mu$m. Therefore, FOV of each mode is larger than the 2-mode antenna presented above. The effective aperture of the antenna is shown in Fig. 12(c) exhibiting a broad FOV range with a peak effective aperture of 1.6 $\mu$m$^2$. Fig. 12(c) also shows the effective aperture versus angle for the three modes individually which illustrates the contribution of each mode in the overall power collection capability of the antenna.

Constructing a super-mode using multiple uncoupled single modes yields a larger antenna footprint as the number of modes increases. An alternative structure is an antenna with a single physical port that supports multiple modes. To collect the output signal of the antenna, a single waveguide that supports those modes and is matched to the input port of the antenna at each
mode is needed. In a standard silicon photonics process with a silicon layer thickness of 220 nm, the width of a single-mode waveguide is 0.5 \( \mu m \) and larger waveguide width introduces more modes that are supported by the waveguide. Since the group indexes of different modes of a multi-mode waveguide differ a lot, a grating structure is not very effective to construct the antenna aperture and a patterned slab similar to Fig. 12 is needed to achieve high performance.

While an integrated planar multi-mode antenna significantly increases the collection area compared to the conventional nano-photonic antennas, non-planar antenna designs can potentially lead to solutions with higher fill factor and broader FOV due to the addition of the third dimension that can be used to support additional modes. To demonstrate this possibility through an example, we propose a multi-mode silicon pillar antenna with a square cross section of 630 nm by 630 nm surrounded by silicon oxide. Although air as the surrounding material results in better confinement of the optical field in the silicon pillar, silicon oxide is used here for better mechanical stability and fabrication yield. The dimensions and the higher dielectric constant of silicon compared to the surrounding silicon oxide defines the supported modes of the antenna. The antenna supports four pairs of modes and each pair covers two orthogonal polarizations of the same kind, as in Fig. 14(a)–(h). The difference between the electric field distribution of the mode profiles, the amplitude distributions as well as their phase distributions, leads to a different far-field radiation pattern for each mode, where the effective aperture of each mode covers different angular ranges. The reciprocity theorem can be used for each mode separately to obtain the antenna effective aperture corresponding to that mode, which are shown in Fig. 14(i)–(l). The collective effective aperture for the two polarization sets are shown in Fig. 14(m) and (n) achieving a broader overall antenna FOV.\(^6\) As mentioned in section II, a single-mode antenna has a maximum collection area for a particular polarization and zero collection capability for the orthogonal one for any given \((\theta, \phi)\). However, in this structure, not only a large FOV is achieved, but also the pillar antennas have large effective aperture and FOV for both polarizations of the incident wave.

The compact form factor of this pillar antenna makes it a suitable candidate for a dense receiver array aperture with

\(^6\)The radiation patterns associated with different modes have finite overlap, which can never be fully eliminated [48]. However, such overlap does not present a fundamental challenge to increasing the FOV.
broad FOV and large fill factor. Due to the large index contrast of silicon with the surrounding oxide medium, the modes of the single antennas will not get affected significantly by the neighboring array elements [49], and the major modes of the array will essentially resemble the modes of a single antenna. Fig. 15(a) shows the antenna array incorporating pillar antennas as array elements. The element spacing of the array and the dimensions of the antenna are optimized to maximize the power collected by each unit cell. The ratio of the collected power by each unit cell to the total incident power (Fig. 15(b) & (c)) is more than 95% for a broad range of FOV exceeding 140° by 140°. It should be noted that the effective area of each antenna is close to its upper bound in an array, as discussed previously. Noticeably, both FOV and effective apertures are pushed to their limits independently in this architecture.

In a photonic receiver array, the area of the photo-detector is generally a fraction of the unit cell due to the space occupied by various other photonic and electronic components as well as metal interconnects and interfaces. To achieve a large fill factor, an antenna should receive and confine the incident light into a smaller volume so that it can be coupled into the photodetector efficiently. Hence, the dimensions of the pillar antenna and the array element spacing are optimized such that it confines the optical power into a 0.6 μm by 0.6 μm window in the vicinity of the pillar while maintaining a large effective aperture. While the exact sizing of the focusing window is determined by the photodetector area in the unit cell, the 0.6 μm by 0.6 μm window size is a good estimate for the detector size (considering the wavelength-scale unit cell size to have a dense enough array for sampling the wavefront) to demonstrate the focusing capability of the antennas. Fig. 16 shows the power focusing capability of the array into a small region of the antenna. Since the propagation speeds of different modes are not the same, a periodic intensity distribution is formed that peaks where all the modes are in phase. Since the effective apertures of the modes vary versus the reception angle, the relative magnitude of the modes changes accordingly. Therefore, the focusing capability of the antenna is affected for larger angles. A metric for an effective aperture of the focusing, which takes into account only the fraction of the power in the 0.6 μm by 0.6 μm window is a more precise measure of the performance of the antennas in an array. Fig. 16(e) & (f) show the focusing effective aperture of the antenna versus the reception angle. While the uniformity of the effective aperture is not the same as the full unit cell, the 3dB FOV of the aperture exceeds 160°. The full width at half maximum (FWHM) window size of the focused power is 0.58 μm by 0.58 μm which contains 72% of the total power received by the unit cell. This corresponds to the effective area of 1.92 μm². The performance of such a radiator must be evaluated within the array, as the interactions with the adjacent element change the individual antenna behavior compared to a standalone pillar. Therefore, each unit cell is an antenna unit with periodic boundary conditions. For a photodetector size of 0.58 × 0.58 μm² = 0.34 μm², the dielectric antenna array increases the effective multi-mode collection area by

$$\eta_{ap} = \frac{A_{eff}}{A_{phy}} = 5.7, \quad (13)$$

in which $A_{eff}$ is the effective collection area and $A_{phy}$ is the physical area of the photodetector. Large aperture efficiency and FOV suggest the application of this structure for a dense optical phased array coherent receiver. To further clarify the merits of this structure, it can be compared to the recently published optical phased array receivers [7] which uses conventional nano-photonic antennas in an array for collecting the incident power. The antenna in [7] has 0.92 μm² of peak effective aperture at -6° with unit cell size of 11.2 by 11.2 μm², where it achieves an aperture efficiency of 0.0074 while the array element spacing limits its FOV to 8°.
VI. COHERENT DETECTION WITH LARGE FOV AND LARGE $A_{eff}$

The proposed multi-mode pillar antennas forming a wide-FOV dense receiving array are not only compatible with a direct detection architecture (implicitly discussed above), but also can be used with a heterodyne detection scheme to realize a coherent imager by recording both phase and amplitude information of the wavefront. Nano-photonic receiver architectures featuring heterodyne detection have been shown to achieve high sensitivity, and robustness to interference and noise which makes them a suitable candidate for various applications such as imaging [7] and ranging. Fig. 17 shows the system level diagram of the proposed multi-mode coherent detection array in which each port represents a single mode and each mode has its own received pattern. If an optoelectronic mixer [7] is used before the power summation node, then the phase of the wave components in each mode is preserved after mixing. The optical mixer includes a directional coupler to combine a reference optical signal acting as a local oscillator (LO) (with an optical frequency of $\omega_L$) and the input wave, as well as a photodiode pair (e.g., made of germanium in a silicon photonics process) to convert the optical wave into an electrical current. Moreover, the phase shifters in the LO path, symbolically shown as $\phi_1$ and $\phi_2$, allow for controlling the output phase of the mixer. As shown in [7], [12], the output current of an optoelectronic mixer is proportional to the signal strength at the beat frequency, $\omega_b = |\omega_0 - \omega_L|$, namely,

$$I_{out} \propto \cos((\omega_0 - \omega_L)t + \phi_0 - \phi_L),$$

(14)

where $R$ is the responsivity of the photo-diode and $\omega_0$ and $\omega_L$ are illumination and LO wave frequencies, respectively.

While the modes are assumed independent in the system-level representation of Fig. 17, they share the same spatial region and have considerable overlap in the multi-mode pillar antenna discussed in the previous section. To increase the separation between the modes, a pair of coupled pillars can be used as an antenna, Fig. 18. This system consists of several pillars that are arranged in close vicinity of each other, where light can couple from one to another. There are several supported modes in this structure and each mode has a different reception pattern. Fig. 18 shows two 0.6 $\mu$m by 0.6 $\mu$m coupled pillars with 0.2 $\mu$m gap between them are used as a unit cell of an infinite array with 3 $\mu$m cell pitch. This structure supports two main modes, the symmetric and anti-symmetric modes (Fig. 18). The symmetric mode refers to a situation where the excited waves in both pillars have the same phase and amplitude, also known as the common mode. On the other hand, the anti-symmetric mode (a.k.a. the differential mode), corresponds to the excitation in which the phases of the wave in the pillars are 180$^\circ$ out of phase. The other supported modes by the coupled pillar antenna are shown in Fig. 18(a). These modes have effective indices near silicon which means they are mostly confined inside the silicon pillars. Also, polarization of these modes are close to the direction of $y$ axis.

For an incident plane wave with an electric field polarization in $y$ axis direction, $E_y$, only symmetric and anti-symmetric modes have the exact same polarization matching. The far-field radiation patterns of these two modes are shown in Fig. 18(b) showing that they collectively cover a larger FOV than individually. Therefore, the light coming from different angles couples into different modes of the antenna structure.

To understand the behavior of this structure, we decomposed the electric field excitation inside the silicon pillars into the supported modes for two exemplary cases: a plane wave with $E_y$ polarization impinging at 0$^\circ$ and a plane wave with $E_y$ polarization arriving at 20$^\circ$. As shown in Fig. 19(a), for the first scenario, most of the power couples to the symmetric mode (mode 1). As the illumination angle increases, some of the power shifts
to the anti-symmetric mode (mode 4). Since the polarization only matches with these two modes, the coupled power to the other supported modes is negligible. Also, part of the power is coupled to the extra supported modes associated with the array structure which are mainly concentrated in the inter-pillar space with effective indices around 1. The properties of these modes can be manipulated by covering the pillars with silicon oxide (Fig. 20). Fig. 19(b) illustrate the total electric field underneath the silicon pillars for the two illuminations at 0° and 20°.

Since for illumination at 0° the optical power mostly couples into the symmetric mode, light travels through both pillars. Fig. 19(b) shows the electric field magnitude for this case in the X-Z cut. As the angle of illumination increases, both symmetric and anti-symmetric modes are excited. Therefore, the total electric field is the superposition of these two modes. Due to the phase distribution of the two mode profiles, superposition results in having optical power mostly in one pillar rather than both of them, as seen in Fig. 19(b), while the effective aperture of the antenna is maintained. According to the simulation results, the 3dB FOV of this structure is more than 50°.

The discussed heterodyne detection scheme can be used with this pillar array configuration by routing a waveguide carrying the LO signal underneath the pillar pairs as shown in Fig. 20 (a). Here, a slab of germanium operates as the mixer and the combiner, shown with building blocks in Fig. 17. The mixing is achieved through the beating between the LO and the coupled incident light followed by the absorption within the germanium slab. The absorption of light generates temporally varying electron-hole pairs with phases determined by the LO and input wave phases at each point. The electrons and holes are then swept to the two ports of the photodetector and the total output current is the coherent sum of all these regional currents. As mentioned, for different illumination angles, the superposition of symmetric and anti-symmetric modes controls the power balance in the two pillars, Fig. 19(a) (b). This means that there are two main hot spots underneath each pillar within the germanium slab where most of the mixing and combining occurs. These two spots are not in-phase and there is a phase difference for the electromagnetic field present at these two places. Therefore, to achieve a coherent sum and combine the powers of the two modes, as the LO signal propagates in the structure, it should experience a phase shift equal to the phase difference of the two hot spots which yields in-phase beat components. This is done by adjusting the physical dimensions of the structure and controlling the propagation constant of the waves. Consequently,
the LO waveguide, its wavelength, and the gap between two pillars as well as their sizes must be designed in a way that two beat-frequency signals have the same phases (Fig. 20) and add constructively. To combine the LO wave with the received wave through pillars, the polarization of the electric fields inside the pillars and the LO waveguide have to be aligned (direction of $y$ axis in this case). Here, the electric fields are combined inside the waveguide and a directional coupler used in optoelectronic mixer [7] can be eliminated. The germanium slab is added underneath the LO waveguide to convert the combined electric fields into electrical current. Connections to the germanium can be made by having doped p- and n-type regions next to the LO waveguide forming a PIN diode.

VII. Conclusion

In this paper, we studied the fundamental limits of antenna design for photonic transmitter and receiver systems and proposed architectures for designing high-performance antennas. An approximated upper bound for radiation efficiency of a transmitter antenna in standard single-layer silicon photonics processes is derived based on which architectures for improving the radiated power fraction and reducing the stray light are demonstrated. For the receiver antenna, maximizing the collection efficiency while maintaining the FOV of the receiver is the desired design target due to the typically weak received signal levels. However, the strong relationship between the antenna characteristics in the transmit and receive modes introduce trade-offs in the design space of conventional antennas. Via an idealized model, the trade-offs are quantified and novel architectures for designing high-performance antennas beyond these limitations are demonstrated. Finally, a photonic coherent receiver achieving more than 95% collection efficiency and 170° of FOV utilizing a multi-mode dense pillar antenna array is demonstrated.
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