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Abstract—RGB-D salient object detection (SOD) aims to segment the most attractive objects in a pair of cross-modal RGB and depth images. Currently, most existing RGB-D SOD methods focus on the foreground region when utilizing the depth images. However, the background also provides important information in traditional SOD methods for promising performance. To better explore salient information in both foreground and background regions, this paper proposes a Bilateral Attention Network (BiANet) for the RGB-D SOD task. Specifically, we introduce a Bilateral Attention Module (BAM) with a complementary attention mechanism: foreground-first (FF) attention and background-first (BF) attention. The FF attention focuses on the foreground region with a gradual refinement style, while the BF one recovers potentially useful salient information in the background region. Benefited from the proposed BAM module, our BiANet can capture more meaningful foreground and background cues, and shift more attention to refining the uncertain details between foreground and background regions. Additionally, we extend our BAM by leveraging the multi-scale techniques for better SOD performance. Extensive experiments on six benchmark datasets demonstrate that our BiANet outperforms other state-of-the-art RGB-D SOD methods in terms of objective metrics and subjective visual comparison. Our BiANet can run up to 80 fps on 224×224 RGB-D images, with an NVIDIA GeForce RTX 2080Ti GPU. Comprehensive ablation studies also validate our contributions.

Index Terms—Bilateral attention, salient object detection, RGB-D image.

I. INTRODUCTION

For understanding complex scenes in real time, humans are able to filter visually distinctive, so-called salient, subset of the available visual information before further processing [33], [70]. This capability has long been studied by researchers in physiology, cognitive psychology, computer vision, etc. [10], [32], [91]. A salient object can be distinctive from its neighbors in color, shape, distance, etc. [4], [48]. Capturing the attention-grabbing objects first has been proved to be effective in wide vision applications, such as visual tracking [42], [50], image segmentation [31], [36], [69], video analysis and detection [18], [75], [85], image retrieval [47], image co-segmentation [15], [16], [87]. Most of the existing Salient Object Detection (SOD) methods [34], [49], [83] mainly deal with RGB images. However, they usually produce inaccurate SOD results on the scenarios of similar texture, complex background, or homogeneous objects [74], [84].

With the popularity of depth sensors in smartphones, depth maps associated with the corresponding RGB images are becoming much easier to acquire. Intuitively, the depth information, e.g., 3D layout and spatial cues, is crucial for reducing the ambiguity in the RGB images, and serves as important supplements to improve the SOD performance [38]. Thus, RGB-D SOD has received increasing research attention [7], [19], [23], [25], [62], [79], [81], [82].

For current RGB-D SOD methods, the depth contrast has served as the most important prior [60], [65], [67], [88], and it is often used to shift more priority on the foreground regions which have a strong contrast with the background. For example, among early RGB-D SOD works, Fan et al. [20] employ the depth map as the weighting factor for color contrast. The recent work of CPFP [88] designs an effectiveness loss to enhance the depth contrast for better inducing the network to focus on the foreground regions. More attention on the foreground region is indeed conducive to learning salient cues. Meanwhile, as demonstrated in [45], [76], [77], understanding background information in a scene can help promote the SOD performance. The foreground and background priors are largely different. For example, the foreground priors contain more cues that attract human visual attention, such as sensitive categories, bright colors, special shapes, closer distance to the observer, while the background (non-salient) priors are the opposite. Therefore, it is necessary to explore the foreground
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and background cues respectively and then jointly to mine the accurate salient region in a scene. Several traditional methods [39], [39], [78] have predicted salient objects in this way. Benefiting from together exploring the foreground and background cues, these methods achieved the leading effect at that time. However, this simple and effective idea is largely ignored by current RGB-D SOD networks.

In this paper, we propose a Bilateral Attention Network (BiANet) to collaboratively learn complementary foreground and background features from both RGB and depth streams for better RGB-D SOD performance. As shown in Figure 2, our BiANet employs a two-stream architecture, and the side outputs from the RGB and depth streams are concatenated in multiple stages. Firstly, we use the high-level semantic features $F_6$ to locate the foreground and background regions $S_6$. However, the initial saliency map $S_6$ is coarse and in low-resolution. To enhance the coarse saliency map, we design a Bilateral Attention Module (BAM), which is composed of the complementary foreground-first (FF) attention and background-first (BF) attention mechanisms. The FF shifts attention on the foreground region to gradually refine its saliency prediction, while the BF focuses on the background region to recover the potential salient regions around the boundaries. By bilaterally exploring the foreground and background cues, the model helps predict more accurately, as shown in Figure 1. Secondly, we propose a multi-scale extension of BAM (MBAM) to effectively learn multi-scale contextual information, and capture both local and global saliency information to further improve the SOD performance. Extensive experiments on six benchmark datasets demonstrate that our BiANet achieves better performance than previous state-of-the-arts on RGB-D SOD, and is very fast owing to our simple architecture.

In summary, our main contributions are three-fold:

- We propose a simple yet effective Bilateral Attention Module (BAM) to explore the foreground and background cues collaboratively with the rich foreground and background information from the depth images.
- Our BiANet achieves better performance on six popular RGB-D SOD datasets under nine standard metrics, and presents better visual effects (e.g., contains more details and sharp edges) than the state-of-the-art methods.
- Our BiANet runs at 34~80fps on an NVIDIA GeForce RTX2080Ti GPU under different settings, and is a feasible solution for real-world applications.

The remainder of this paper is organized as follows. In §II, we briefly survey the related work. In §III, we present the proposed Bilateral Attention Network (BiANet) for RGB-D salient object detection. Extensive experiments are conducted in §IV to evaluate its performance when compared with state-of-the-art RGB-D SOD methods on six benchmark datasets. The conclusion is given in §V.

II. RELATED WORK

A. RGB-D Salient Object Detection

RGB-D salient object detection (SOD) aims to segment the most attractive object(s) in a pair of cross-modal RGB and depth images. Early methods mainly focus on extracting low-level saliency cues from RGB and depth images, exploring object distance [38], difference of Gaussian [35], graph knowledge [12], multi-level discriminative saliency fusion [67], multi-contextual contrast [11], [60], background enclosure [21], etc. However, these methods easily result in inaccurate saliency predictions due to the lack of high-level feature representation. Recently, Qu et al. [64] introduce...
the deep neural networks (DNNs) to investigate high-level representations of multiple saliency cues, including local and global contrast, and color compactness. After that, DNNs have been largely employed to find the high-level representations of RGB and depth images in this task [7], [24], [40], [80]. For instance, some works [8], [28], [71] first extract the RGB and depth features separately and then fuse them in the shallow, middle, or deep layers of the network. The methods of [6], [7], [41], [62] further improve the SOD performance by fusing cross-modal features in multi-level stages instead of as a one-off integration. Fan et al. [17] propose that the depth maps are not always beneficial to salient object detection; thus, they propose a depth depurator unit to automatically discard some low-quality depth maps.

B. Foreground and Background Cues

There are great differences in the distribution of foreground and background, so it is necessary to explore their respective cues. In traditional methods, some works focus on reasoning salient areas in foreground and background jointly. Yang et al. [78] proposed a two-stage method for SOD. It first regards the top, bottom, left, and right marginal regions of the input images as background seeds to infer the possible foreground super-pixels via a graph-based manifold ranking. Then, it ranks the graph for final prediction depending on the foreground seeds. Ren et al. [65] adopt boundary connectivity to locate the initial background regions instead of only assuming the boundaries as background. Liang et al. [45] introduce the depth map to take the region that far away from the observer as the initial background region.

III. PROPOSED BIANET FOR RGB-D SOD

In this section, we first introduce the overall architecture of our BiANet, and then present the bilateral attention module (BAM) as well as its multi-scale extension (MBAM).

A. Architecture Overview

As shown in Figure 2, our Bilateral Attention Network (BiANet) contains three main steps: feature extracting, prediction up-sampling, and bilateral attention residual compensation. We extract the multi-level features from the RGB and depth streams. With increasing network depth, the high-level features (e.g., \(F_4\)) will be more potent for capturing global context, while it loses the object details. When we up-sample the high-level predictions, the saliency maps (e.g., \(S_5\)) will be blurred, and the edges will become difficult to find. That is, the prediction value of the pixel location is near 0.5 after the Sigmoid layer. Thus, we use the proposed Bilateral Attention Module (BAM) to distinguish these uncertain regions to the foreground or background.

1) Feature extracting: We encode RGB and depth information with two streams. Specifically, both the RGB and depth streams employ five convolutional blocks from VGG-16 [66] as the standard backbone and attach an additional convolutional group with three convolutional layers to predict the saliency maps, respectively. Unlike previous works [8], [28], [92], we explore the cross-modal fusion of RGB and depth features at multiple stages, rather than fusing them once in low or high stage. The \(i\)-th side output \(f^{rb}_i\) from the RGB stream and \(f^{d}_i\) from the depth stream are concatenated as a feature tensor \(F_i\). Note that \(F_6\) is concatenated by \(M(f^{rb}_5)\) and...
The second row is the averaged foreground-first features from the model where the MBAMs are applied in the top three levels (marked with red numbers). The third row is the averaged foreground-first features obtained from the model in which all levels are armed with BAMs. We can see that, compared with applying the BAMs, MBAMs in higher levels capture more complete information, which is conducive to the object locating as shown in the first row.

\( M(f^6_i) \), where \( M(\cdot) \) denotes the max-pooling operation. The coarse saliency map \( S_6 \) is predicted from \( F_6 \) using two \( 3 \times 3 \) convolutional layers, and \( \{F_1, F_2, \cdots, F_5\} \) are prepared for the BAMs in our BiANet to further refine the up-sampled saliency maps, by distinguishing the uncertain regions as foreground or background in a top-down manner.

2) Prediction up-sampling: The initial saliency map predicted from the high-level features is coarse in low-resolution, but useful to predict the initial position of the foreground and background, since it contains rich semantic information. To refine the basic saliency map \( S_6 \), a lower-level feature \( F_5 \) with more details is used to predict the residual component between the higher-level prediction and the ground-truth (GT) with the help of BAM. We add the predicted residual component \( R_5 \) to the up-sampled higher-level prediction \( S_6 \), and obtain a refined prediction \( S_5 \), etc., that is,

\[
S_i = R_i + U(S_{i+1}), \quad i \in \{1, \ldots, 5\},
\]

(1)

where \( U(\cdot) \) means up-sampling. Finally, our BiANet obtains a saliency map by \( S = \sigma(S_1) \), where \( \sigma(\cdot) \) is a Sigmoid function.

3) Bilateral attention residual compensation: To get better residuals and distinguish up-sampled foreground and background regions, we design a bilateral attention module (BAM) to enable our BiANet to discriminate the foreground and background. In our BAM, the higher-level prediction serves as a foreground-first attention (FF) map, and the reversed prediction serves as background-first (BF) attention map to combine the bilateral attention on foreground and background. In Figure 3, one can see that the residual generated by BAM possesses high contrast at the object boundaries. More details are described in Sections III-B and III-C.

4) Loss function: Deep supervision is widely used in the SOD task [22], [30]. It clarifies the optimization goals for each step of the network, and accelerates the convergence of training. For quick convergence, we also apply deep supervision in the depth stream output \( S_d \), RGB stream output \( S_{rgb} \), and each top-down side output \( \{S_1, S_2, \cdots, S_6\} \). The total loss function of our BiANet is

\[
\begin{align*}
\mathcal{L} &= \sum_{i=1}^6 w_i \mathcal{L}_{ce}(\sigma(S_i), GT) + w_d \mathcal{L}_{ce}(\sigma(S_d), GT) \\
&\quad + w_{rgb} \mathcal{L}_{ce}(\sigma(S_{rgb}), GT),
\end{align*}
\]

(2)

in which \( w_i, w_d, \) and \( w_{rgb} \) are the weight coefficients and simply set to 1 in our experiments. \( \mathcal{L}_{ce}(\cdot) \) is the binary cross entropy loss, which is formulated as

\[
\mathcal{L}_{ce}(X, Y) = -\frac{1}{N} \sum_{i=1}^N \left( y_i \log(x_i) + (1 - y_i) \log(1 - x_i) \right).
\]

(3)

In the above equation, \( x_i \in X \) and \( y_i \in Y \), and \( N \) denotes the total pixel number.

B. Bilateral Attention Module (BAM)

Given the initial foreground and background, how to refine the prediction using higher-resolution cross-modal features is the focus of this paper. Considering that the distribution of foreground and background are quite different, we design a bilateral attention module using a pair of reversed attention components to learn features from the foreground and background respectively, and then jointly refine the prediction. As can be seen in Figure 2, to focus more on the foreground, we use the up-sampled prediction from the higher-level as foreground-first attention (FF) maps \( \{A^f_i\}_{i=1}^5 \) after they are activated by Sigmoid function, and the background-first attention (BF) maps \( \{A^b_i\}_{i=1}^5 \) are generated by subtracting FF maps from matrix \( E \), in which all the elements are 1. That is,

\[
\begin{align*}
A^f_i &= \sigma(U(S_{i+1})), \\
A^b_i &= E - \sigma(U(S_{i+1})),
\end{align*}
\]

(4)

Then, as shown in Figure 2, we apply FF and BF to weight the side-output features in two branches, respectively, and further predict the residual component jointly.

\[
R_i = P^R_i \left( [P^f_i (\hat{F}_i \odot A^f_i), P^b_i (\hat{F}_i \odot A^b_i)] \right).
\]

(5)

In the above equation, \( \odot \) denotes element-wise multiplication. \( \hat{F}_i \) is the channel-reduced feature of \( F_i \) using 32 \( 1 \times 1 \) convolutions to reduce the computational cost. \( P^f_i \) and \( P^b_i \) are the foreground-first and background-first branches. They consist of 32 convolutional kernels with a size of \( 3 \times 3 \) and a ReLU layer. The \([X, Y] \) means concatenating the \( X \) and \( Y \) in channel-wise. \( P^R_i \) is the prediction layer to output a single channel residual map via \( 3 \times 3 \) kernels basing on the concatenated features. Once the \( R_i \) is obtained, the refined prediction \( S_i \) is obtained via Equation 1.

To better understand the working mechanism of BAM, in Figure 3, we visualize the channel-wise averaged features from BAMs in different levels. In BAM, the original features will be first fed into two branches by multiply the FF and BF attention maps, respectively. The result of the direct multiplication is illustrated in the left half of the yellow (FF features) and blue (BF features) boxes. We can see that FF branch shifts attention...
to the foreground area predicted from its higher level to explore foreground saliency cues. After a convolutional layer, more priority is given to the uncertain area. Complementarily, BF branch focuses on the background area to explore the background cues, looking for possible salient objects within it. In our BiANet, the top-down prediction up-sampling is a process in which the resolution of salient objects is gradually increased. It will result in uncertain coarse boundaries. Improving the quality of object edge segmentation is important for segmentation tasks. Many methods, based on active contours [52], [53], [55]–[58], boundary supervision [43], [68], [90], etc., are proposed to shift more attention on boundary regions. That is coincident with the original intention and advantages of our cascaded bilateral attention model. We can see that both FF and BF features focus on these boundaries. The low-level and high-resolution BF branch will eliminate the overflow of the uncertain area, while the BF branch will eliminate the uncertain area which does not belong to the background. That is an important reason why BiANet performs better on detail and is prone to predicting sharp edges. After the joint inferring, we can see the bilaterally enhanced features contain more discriminative spatial information of foreground and background. The generated residual components are with sharp contrast on the edges, and then suppress the background area and strengthen the foreground regions.

C. Multi-Scale Extension of BAM (MBAM)

Salient objects in a scene are various in location, size, and shape. Thus, exploring the multi-scale context in high-level layers benefits for understanding the scene [72], [89]. To this end, we extend our BAM with a multi-scale version, in which groups of dilated convolutions are used to extract pyramid representations from the undetermined foreground and background areas. Specifically, the module can be described as

\[
R_i = D_i^B \left( \bigcup_{j=1}^{L_f} D_i^F (F_i \odot A_i^F), \bigcup_{j=1}^{L_B} D_i^B (F_i \odot A_i^B) \right),
\]

where \( \bigcup \) means a concatenate operation. \( D_i^F \) and \( D_i^B \) consist of 1 × 1 kernels with 32 channels and a ReLU layer. \( \{ D_i^F \}_{j=1}^{L_f} \) and \( \{ D_i^B \}_{j=2} \) are groups of dilated convolutions, with rates of 3, 5, and 7. They all consist of 3 × 3 kernels with 32 channels and a ReLU layer.

We recommend applying the MBAM in high-level cross-modal features, such as \( \{ F_3, F_4, F_5 \} \), which need different sizes of receptive fields to explore multi-scale context. MBAM effectively improves the detection performance but introduces a certain computational cost. Thus, the number of MBAM should be a trade-off in practical applications. In Section IV-C3, we discuss in detail how the number of MBAM changes the detection effect and calculation cost.

In order to intuitively observe the gain effect brought by MBAM, we visualize the averaged foreground-first feature maps from MBAMs and BAMs in Figure 4. In the second row, the feature maps are obtained from the model with three MBAMs in its top three levels, while in the last row, all the feature maps are collected from BAMs. We can see the target object (horse) account for a large proportion of the scene. Without the ability to perceive multi-scale information effectively, the BAM fails to capture the accurate global salient regions in high levels and leads to incomplete prediction finally. When introducing the multi-scale extension, we can see higher-level features achieve stronger spatial representation, supporting locating a more complete salient object.

D. Implementation Details

1) Settings: We apply the MBAM in the high-level side outputs \( \{ F_3, F_4, F_5 \} \) during implementation, and use bilinear interpolation in all interpolation operations. The initial parameters of our backbone are loaded from a VGG-16 network pre-trained on ImageNet. Our BiANet is based on PyTorch [59].

2) Training: Following D3Net [17], we use the training set containing 1485 and 700 image pairs from the NJU2K [35] and NLPR [60] datasets, respectively. The rest samples of NJU2K are used as the validation set. We employ the Adam optimizer [37] with an initial learning rate of 0.0001, \( \beta_1 = 0.9 \), and \( \beta_2 = 0.99 \). The batch size is set to 8. We train our BiANet until 30 epochs for VGG backbone and 50 epochs for ResNet and Res2Net backbone. The training images are resized to 224 × 224, also during the test. The output saliency maps are resized back to the original size for evaluation. Accelerated by an NVIDIA GeForce RTX 2080Ti, our BiANet (VGG-16 backbone) is trained for less than three hours and runs at 34~80 fps (with different numbers of MBAMs) for the inputs with 224 × 224 resolution.

IV. EXPERIMENTS

A. Evaluation Protocols

1) Evaluation datasets: We conduct experiments on six widely used RGB-D based SOD datasets. NJU2K [35] and NLPR [60] are two popular large-scale RGB-D SOD datasets containing 1985 and 1000 images, respectively. DES [9] contains 135 indoor images with fine structures collected with Microsoft Kinect [36]. STERE [51] contains 1000 internet images, and the corresponding depth maps are generated by stereo images using a sift flow algorithm [46]. SSD [93] is a small-scale but high-resolution dataset with 400 images in 960 × 1080 resolution. SIP [17] is a high-quality RGB-D SOD dataset with 929 person images.

2) Evaluation metrics: We employ nine metrics to comprehensively evaluate these methods. Precision-Recall (PR) curve [63] shows the precision and recall performances of the predicted saliency map at different binary thresholds. F-measure (\( F_\beta \)) [1] is computed by the weighted harmonic mean of the thresholded precision and recall. We employ maximum F-measure as suggest in [4]. Mean Absolute Error (MAE, \( \mathcal{M} \)) [61] directly estimates the average pixel-wise absolute difference between the prediction and the binary ground-truth map. S-measure (\( S_\alpha \)) [13] is an advanced metric, which takes the region-aware and object-aware structural similarity into consideration. E-measure (\( E_\varepsilon \)) [14] is the recent proposed Enhanced alignment measure in the binary map evaluation field, which combines local pixel values with the image level mean value in one term, jointly capturing image-level statistics.
and local pixel matching information. We take the maximum E-measure following [5], [41]. Mean-Square Error (MSE) measures the average of the squares of the errors. Peak Signal-to-Noise Ratio (PSNR) is the ratio between the maximum possible power of a signal and the power of corrupting noise that affects the fidelity of its representation. The higher PSNR, the better the quality of prediction. Structural Similarity (SSIM) evaluates the similarity of the two images in terms of luminance, contrast, and structure. The metrics of MSE, PSNR, SSIM are widely used in watermarking [2], [3], image compression [73], image enhancement [44], etc.

B. Comparison with State-of-the-Arts

1) Comparison methods: We compared with 13 state-of-the-art RGB-SOD methods, including 4 traditional methods: ACSD [35], LBE [21], DCMC [12], MDSF [67], and SE [27], and 9 DNN-based methods: DF [64], AFNet [71], CTMF [28], MMCI [8], PCF [6], TANet [7], CPFP [88], DMR [62], and D3Net [17]. The codes and saliency maps of these methods are provided by the authors.

2) Quantitative evaluation: The complete quantitative evaluation results are listed in Table 1. The comparison methods are presented from right to left according to the comprehensive performance of these metrics, where the lower the value of MAE (M), the better the model’s effect. The other metrics are the opposite. We also plot the PR curves of these methods in Figure 5. One can see that our BiANet achieves remarkable advantages over the comparison methods. DMRA [62] and D3Net [17] are well-matched in these datasets. On the large-scaled NJU2K [35] and NLPR [60] datasets, our BiANet outperforms the second best with ~3% improvement on Fβ. On the DES [9] dataset, Compared to methods that are heavily dependent on depth information, our proposed BiANet also has a 3.8% improvement on Fβ. This indicates that our BiANet can make more efficient use of depth information. Although the SSD [93] dataset is high-resolution, the quality of the depth map is poor. Our BiANet still exceeds D3Net [17], which is specifically designed for robustness to low-quality depth maps. Our BiANet also performs the best on the SIP [17], which is a challenging dataset with complex scenes and multiple objects.

3) Qualitative results: To further demonstrate the effectiveness of our BiANet, we visualize the saliency maps of our BiANet and other five methods with highest quantitative results in Figure 6. One can see that the target object in the 1st column is tiny, and its white shoes and hat are hard to distinguish from the background. Our BiANet effectively utilizes the depth information, while the others are disturbed by RGB background clutter. The inputs in the 2nd column are challenging because the depth map is mislabeled, and the RGB image was taken in a dark environment with low contrast. Our BiANet successfully detects the target sculpture and eliminates the interference of flowers and the base of the sculpture, while D3Net mistakenly detects a closer rosette, and DMR loses the part of the object that is similar to the background. The 3rd column shows the ability of our BiANet to detect complex structures and textureless [54] of salient objects. Among these methods, only our BiANet completely discover the chairs, including the fine legs. The 4th column is a multi-object scene. Because there are no depth differences between the three salient windows below and the wall, they are not reflected on the depth map, but the three windows above are clearly observed on the depth map. In this case, the depth map will mislead subsequent segmentation. Our BiANet detects multiple objects from RGB images with less noise. The 5th column is also a multi-object scene. The bottom half of the depth map is confused with the interference from the ground. Thanks to the top-down level-by-level refining of uncertain regions, BiANet detects most of the details, such as the leg area and the person in the middle. The last column is a large-scale object whose color and depth map

---

**Fig. 5.** PR curves of our BiANet and other 13 state-of-the-art methods across 6 datasets. The node on each curve denotes the precision and recall value used for calculating maximal F-measure.
are not distinguished. Large scale, low color contrast, and lack of discriminative depth information make the scene very challenging. Fortunately, our BiANet is robust in this scene.

C. Ablation Study and Analysis

In this section, we mainly investigate: 1) the effectiveness of bilateral attention mechanism to our BiANet; 2) the effectiveness of BAM in different levels to our BiANet for RGB-D SOD; 3) the further improvements of MBAM in different levels to our BiANet; 4) the benefits of combining BAM and MBAM for RGB-D SOD; 5) the impact of different backbones to our BiANet for RGB-D SOD; 6) the robustness in detecting non-frontmost objects.

1) Effectiveness of bilateral attention: We conduct ablation studies on the NJU2K [35] and STERE [51] datasets to investigate the contributions of different mechanisms in the proposed method. These two datasets contain large-scaled samples and varied scenes; thus, evaluating on these two datasets can better reflect the performance of different settings. The baseline model used here contains a VGG-16 backbone and a residual refine structure. It takes RGB images as input without depth information. The performance of our basic net-

| Metric | ACSD | LBE | DCMC | SE | DF | AFNet | CTMF | MMC1 | PCF | TANet | CFPP | DMRA | D3Net |
|--------|------|-----|------|----|----|-------|------|------|-----|-------|------|------|-------|
| S↑♂   | 0.699 0.695 0.686 0.664 | 0.705 0.702 0.689 0.681 | 0.773 0.727 0.814 0.849 | 0.858 0.872 0.878 0.874 | 0.861 0.860 0.861 0.864 | 0.857 0.878 0.879 0.886 | 0.893 0.895 0.897 0.899 |
| S↓♀   | 0.711 0.748 0.715 0.748 | 0.804 0.775 0.843 0.852 | 0.872 0.874 0.877 0.886 | 0.887 0.891 0.892 0.895 | 0.892 0.894 0.895 0.897 | 0.898 0.901 0.902 0.905 | 0.901 0.903 0.905 0.907 |
| E↑♂   | 0.830 0.803 0.799 0.813 | 0.846 0.853 0.913 | 0.915 0.924 0.925 0.926 | 0.927 0.929 0.931 0.933 | 0.934 0.936 0.938 0.940 | 0.937 0.939 0.941 0.943 | 0.948 0.949 0.951 0.952 |
| E↓♀   | 0.202 0.153 0.172 0.169 | 0.141 0.100 0.085 0.079 | 0.059 0.060 0.053 0.051 | 0.048 0.047 0.046 0.045 | 0.041 0.041 0.040 0.040 | 0.039 0.040 0.040 0.040 | 0.039 0.040 0.040 0.040 |
| M♂     | 0.105 0.117 0.106 0.127 | 0.079 0.087 0.045 0.044 | 0.039 0.041 0.041 0.043 | 0.035 0.036 0.037 0.038 | 0.030 0.030 0.029 0.027 | 0.029 0.030 0.030 0.030 | 0.029 0.030 0.030 0.030 |
| M♀     | 0.107 11.13 11.09 10.84 | 12.67 12.55 14.75 15.20 | 16.44 16.33 16.60 16.93 | 0.915 17.22 18.96 18.71 | 19.14 19.14 19.48 19.48 | 0.903 0.903 0.903 0.903 |
| PSNR♀ | 0.336 0.811 0.512 0.691 | 0.546 0.822 0.689 0.699 | 0.822 0.832 0.891 0.903 | 0.866 0.913 0.909 0.923 | 0.908 0.908 0.908 0.908 |

**TABLE I**

Quantitative comparisons of our BiANet with nine deep-learning-based methods and four traditional methods on six popular datasets in term of S-MEASURE (S↑♂), maximum F-MEASURE (F↑♀), maximum E-MEASURE (E↑♂), mean absolute error (MAE, M♀), mean-square error (MSE), peak signal-to-noise ratio (PSNR), and structural similarity (SSIM). ↑ means that the larger the numerical value, the better the model, while ↓ means the opposite. For traditional methods, the statistics are based on overall datasets rather than on the test set. We show the performances of our BiANet based on different backbones. VGG11 and VGG16 is the VGG network proposed in [60]. Res50 is ResNet50 proposed in [29]. Two others are ResNet50 and ResNet50 proposed in [29]. The BiANet with VGG-16 backbone is used for comparison. We use **BOLD** to highlight the best results and **UNDERLINE** to highlight the second best results.
work without any additional mechanisms is illustrated in Table II No. 1. Based on the network, we gradually add different mechanisms and test various combinations. These candidates are depth information (Dep), foreground-first attention (FF), background-first attention (BF), and multi-scale extension (ME). In Table II No. 3, by applying FF, the performance is improved to some extent. It benefits from the foreground cues being learned effectively by shifting the attention to the foreground objects. We get a similar accuracy when using the BF only, as shown in No. 4. It excels at distinguishing between salient areas and non-salient areas in the background, and can help to find more complete regions of the salient object in the uncertain background; however, too much attention focusing on the background and without a good understanding of the...
foreground cues, it leads that sometimes background noise is introduced. When we combine FF together with BF to form our BAM and apply it in all side outputs, the performance boosts. We can see that BAM increases S-measure by 0.9% and maximal F-measure by 1.2% compared with No. 2. When we replace the top three levels BAMs with MBAMs, the performance further improved. In order to further verify the importance of mining the foreground and background cues simultaneously, we remove the background-first or foreground-first attention while keeping other components unchanged, and record the results in No. 6 and No. 7. We can see that without the foreground-first or background-first attention, the performance of the proposed model will be reduced. Moreover, the depth information is also critical to bilateral attention. It provides rich foreground and background relationships. We remove the depth information in No. 8, where the prediction accuracy is damaged.

2) Effectiveness of BAM with different levels: In order to verify that our BAM module is effective at each feature level, we apply BAM to each side output of the No. 2 model’s feature extractor, respectively. That is, in each experiment, BAM is applied to one side output, while the others undergo several convolution groups without being enhanced by foreground-first/background-first attention maps. Specifically, for replacing BAM, the channel-reduced feature undergoes two convolution groups, each of which consists of a convolutional layer with 32 kernels and a ReLU layer. Then, a single convolutional layer follows the two groups to predict the residual. From Table III, we can see that the BAMs in every layer facilitate a universal improvement on detection performance. In addition, we find that BAM applied in the lower levels contributes more to the results. In order to further confirm our observations, we apply BAM in all the five side-output features as the baseline models. Then, we remove one of the five BAMs, and the performances are shown in Table III. We can see that removing BAM from low-level features will cause performance damage.

3) Effectiveness of MBAM in different levels: In Table II, compared with No. 5, No. 9 carry out the multi-scale extension on its higher three levels \{F_3,F_4,F_5\}. This extension effectively improves the performance of the model. In order to better show the gain of MBAM in each level features, similar to the above section, we apply MBAM to each side output of the No. 2 model, respectively. The experimental results are recorded in Table III. Similarly, we also apply MBAM in all the five side-output features as the baseline model. Then, we remove one of the five MBAM to observe performance loss. It can be seen that different levels of MBAM bring different degrees of improvement to the results. Comparing BAM and MBAM, we can see a more interesting phenomenon that the BAM applied in the lower level brings more improvement while the MBAM applied in the higher level is more effective.

4) Cooperation between BAM and MBAM: The observation above guides us that when using BAM and MBAM in cooperation, we should give priority to multi-scale expansion of higher-level BAM. Therefore, we expand BAM from top to bottom until all BAMs are converted into MBAMs. We record the final detection performance and calculation cost during the gradual expansion in Table IV. We start from the highest level, and gradually increase the number of MBAMs to three. We can see that the effect on the model is a steady improvement, but the computing cost is also increased. At the lower levels, adding MBAM has no obvious effect. This phenomenon is in line with our expectation. Besides, due to the high resolution, the extension of lower-level BAM will increase the calculation cost and reduce the robustness. The selection of the number of MBAM needs to balance the accuracy and speed requirements of the application scenario. In scenarios with higher speed requirements, we recommend not to use MBAM. Our most lightweight model can achieve ~80fps while ensuring significant performance advantages. The parameter size and FLOPs are superior to the SOTA methods D3Net [17] and DMRA [62]. In scenarios where high accuracy is required, we suggest applying less than three MBAMs on higher-level features.

5) Performances under different backbones: We implement the BiANet based on some other widely-used backbones to demonstrate the effectiveness of the proposed bilateral attention mechanism on different feature extractors. Specifically, in addition to VGG-16 [66], we provide the results of BiANet on VGG-11 [66], ResNet-50 [29], and Res2Net-50 [26]. Compared with VGG-16, VGG-11 is a lighter backbone. As shown in Table I, although the accuracy is slightly lower than VGG-16, it still reaches SOTA with a faster speed. BiANet with stronger backbones will bring more remarkable improvements. For example, when we employ ResNet-50 (like D3Net [17]) as backbone, our BiANet brings 1.5% improvement on NJU2K [35] in terms of the MAE compared with the D3Net [17]. When armed with Res2Net-50 [26], BiANet achieves 3.8% improvement on NJU2K [35] in terms of the maximal F-measure compared with the SOTA methods.

6) Robustness of detecting non-frontmost objects: In practical applications, our BiANet does not require the salient object to be frontmost in a scene. BiANet jointly explores the saliency cues from the RGB image and depth map. When the depth
TABLE III

| Metric | w/ L1 | w/ L2 | w/ L3 | w/ L4 | w/ L5 | None | w/o L1 | w/o L2 | w/o L3 | w/o L4 | w/o L5 | All |
|--------|-------|-------|-------|-------|-------|------|-------|-------|-------|-------|-------|-----|
| BAM    |       |       |       |       |       | 0.904| 0.911 | 0.911 | 0.913 | 0.912 | 0.913 | 0.913 |
| MBAM   |       |       |       |       |       | 0.904| 0.916 | 0.916 | 0.914 | 0.913 | 0.912 | 0.916 |

D. Failure Case Analysis

In Figure 8, we illustrate some failure cases when our BiANet works in some extreme environments. BiANet explores the saliency cues bilaterally in the foreground and background regions with the relationship provided by depth information. When the depth map brings distance ambiguity, our BiANet is still robust in most cases depending on other cues, such as centrality, shape in the depth map and rich cues from the RGB information. Examples in Figure 7 demonstrate the robustness of our BiANet when handling such scenes.

V. Conclusion

In this paper, we propose a fast yet effective bilateral attention network (BiANet) for the RGB-D saliency object detection (SOD) task. To better utilize the foreground and background information, we propose a bilateral attention module (BAM) to comprise the dual complementary of foreground-first attention and background-first attention mechanisms. To
fully exploit the multi-scale techniques, we extend our BAM module to its multi-scale version (MBAM), capturing better global information. Extensive experiments on six benchmark datasets demonstrated that our BiANet, benefited by our BAM and MBAM modules, outperforms previous state-of-the-art methods on RGB-D SOD in terms of quantitative and qualitative performance. The proposed BiANet runs at real-time speed on a single GPU, making it a potential solution for various real-world applications.
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