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Abstract

We address the problem of active speaker detection through a new framework, called SPELL, that learns long-range multimodal graphs to encode the inter-modal relationship between audio and visual data. We cast active speaker detection as a node classification task that is aware of longer-term dependencies. We first construct a graph from a video so that each node corresponds to one person. Nodes representing the same identity share edges between them within a defined temporal window. Nodes within the same video frame are also connected to encode inter-person interactions. Through extensive experiments on the Ava-ActiveSpeaker dataset, we demonstrate that learning graph-based representation, owing to its explicit spatial and temporal structure, significantly improves the overall performance. SPELL outperforms several relevant baselines and performs at par with state of the art models while requiring an order of magnitude lower computation cost.

1. Introduction

Holistic scene understanding in its full generality is still a challenge in computer vision despite breakthroughs in several other areas. A scene represents real-life events spanning complex visual and auditory information, often intertwined. Active speaker detection is a key component in scene understanding and is an inherently multimodal (audiovisual) task. The objective here is, given a video input, to identify which person(s) are speaking in each frame. This has applications ranging from human-robot interaction to surveillance to conversational AI systems.

Earlier efforts on active speaker detection (ASD) did not meet with much success due to the unavailability of large datasets, powerful learning models or computing resources [6, 8, 9]. With the release of AVA-ActiveSpeaker [22] - a large and diverse ASD database, a number of promising approaches have been developed including both visual-only and audiovisual methods. As visual-only methods [8] are unable to distinguish between verbal and non-verbal lip movements, modeling audiovisual information jointly is a canonical choice for robust detection of active speakers in videos. Audiovisual approaches [30, 27, 2, 17] address the task by extracting visual (primarily facial) and audio features from videos, following a classification of the fused multimodal features. Such models include both end-to-end trainable [27] and two stage approaches [2, 17, 30, 16]. The majority of these models use large ensemble networks and complex 3D Convolutional Neural Network (CNN) features.

In this work, we cast active speaker detection as a graph node classification task and propose a new multimodal graph model for the same. First, we embed a graph on an input video where each detected face is a node and their temporal relationship is captured through edges. Next, we perform node classification (active vs inactive speaker) on this graph by learning a three layer graph neural networks (GNN) model. Graphs are chosen to naturally encode the spatial and temporal relationship (context) among the identities. It is known that GNNs can leverage such structure and provide consistent respecting neighborhood relations. Our approach, named SPELL (SPatial tEmporaL graph Learning), constructs a graph-based framework that is capable of modeling the temporal continuity in speech (i.e., short-term context) and also the longer term context of human conversations. Figure 1 gives an overview of our SPELL framework.
We note that the state-of-the-art (SOTA) models [16, 30] utilize 3D CNNs, whereas SPELL uses 2D CNNs as its visual feature encoder. For example, 3DResNet-18 and 2DResNet-18 require 10 GFLOPS and 0.9 GFLOPS for fixed-point operations, respectively [16]. In other words, SPELL performs comparably with SOTA models, yet requiring one order of magnitude lower computation cost. This computation gain comes from the unique way SPELL converts a video into a spatial-temporal graph. The constructed graph is dense enough for message passing across temporally-distant but relevant nodes, yet sparse enough to model their interactions within a small memory and computation budget.

Our contributions are summarized below:

• We propose a graph-based approach for solving the task of active speaker detection by casting it as a node classification problem.

• Our model, SPELL, offers temporal flexibility while learning from videos by modeling short and long term temporal correlations. SPELL constructs graphs that are dense enough for message passing across temporally-distant but relevant nodes, yet sparse enough to model their interactions within tight memory constraints.

• SPELL notably outperforms existing methods with comparable complexity on the active speaker detection benchmark dataset, Ava-ActiveSpeaker. SPELL also performs comparably with SOTA models while requiring one order of magnitude lower computation cost.

2. Related Work

In this section, we discuss related works in two relevant areas: application of GNNs in video scene understanding and active speaker detection.

GNNs for scene understanding: CNNs, Long Short Term Memory (LSTM) networks and their variants have long dominated the field of video understanding. In recent times, two new types of models are gaining popularity in video information processing: models based on Transformers [28] and GNNs [1]. They are not necessarily in competition with the former models, but can augment the performance of CNN/LSTM based models. Applications of specialized GNN models in video understanding include visual relationship forecasting [18], dialog modelling [11], video retrieval [26], emotion recognition [24] and action detection [31]. GNN-based generalized video representation frameworks have also been proposed [3, 19, 21] that can be used for multiple downstream tasks. For example, in [3], a fully connected graph is constructed over the foreground nodes from video frames in a sliding window fashion, and a foreground node is connected to other context nodes from its neighboring frames. The message passing over the fully connected spatial-temporal graph is expensive in terms of the computational memory and time. Thus in practice such models end up using a small sliding window, making them unable to reason over longer-term sequences.

SPELL also operates on foreground nodes - particularly, faces. However, the graph structure is not fully connected. We construct the graph such that it enables interactions only between relevant nodes over space and time. The graph remains sparse enough such that the longer-term context can be accommodated within a comparatively smaller memory and compute budget.

Active speaker detection (ASD): Early work on active speaker detection by Cutler et al. [6] detected correlated audiovisual signals using a time-delayed neural network. Subsequent works relied on visual information only considering a simpler set-up focusing on lip and facial gestures [8].

The recent, high-performing ASD models rely on large networks - developed for capturing the spatial-temporal variations in audiovisual signals, often relying on ensemble networks or complex 3D CNN features [2, 27]. Sharma et al. [23] and Zhang et al. [32] both used large 3D CNN architectures for audiovisual learning. The Active Speaker in Context (ASC) model [2] uses non-local attention modules with an LSTM to model the temporal interactions between audio and visual features encoded by two-stream ResNet-18 networks [13]. TalkNet [27] achieves superior performance through the use of a 3D CNN and a couple of Transformers [28] resulting in an effectively large model. Another recent work, the ASDNet [16], uses 3D-ResNet-101 for encoding visual data and SincNet [1] for audio. The Unified Context Network (UniCon) [30] proposes relational context modules to capture visual (spatial) and audiovisual context based on convolutional layers.

Much of these advances are owing to the availability of the AVA-ActiveSpeaker database [22]. Previously available multimodal databases (e.g., [4]) were either smaller or constrained or lacked variability in data. The work by Roth et al. [22] also introduced a competitive baseline along with the large database. Their baseline model involves jointly learning an audiovisual model which is end-to-end trainable. The audio abd visual branches in this model are CNN-based which uses a depth-wise separable technique similar to MobileNets.

The work most relevant to ours is the model called MAAS [17] as it develops on a multimodal graph approach. Our work differs from MAAS in several ways, where the main difference in the handling of temporal context. While MAAS focuses on short-term temporal windows to construct their graphs, we focus on constructing longer-term audiovisual graphs.

3. Methodology

In this section, we describe our approach in detail. Figure 2 illustrates how SPELL constructs a graph from the input video where each node corresponds to a face within a temporal window of the video. SPELL is unique in terms of its canonical way of constructing the graph from a video. The graph is able to reason over
3.1. Notations

Let \( G = (V, E) \) be a graph with node set \( V \) and edge set \( E \). For any \( v \in V \), we define \( N_v \) to be the set of neighbors of \( v \) in \( G \). We will assume the graph has self-loops, i.e., \( v \in N_v \). Let \( X \) denote the set of given node features \( \{x_v\}_{v \in V} \) where \( x_v \in \mathbb{R}^d \) is the feature vector associated with the node \( v \). Given this setup, we can define a \( k \)-layer GNN as a set of functions \( \mathcal{F} = \{f_i\}_{i \in [k]} \) for \( i \geq 1 \) where each \( f_i : V \rightarrow \mathbb{R}^m \) (\( m \) will depend on layer index \( i \)). All \( f_i \) is parameterized by some learnable parameter. Furthermore, \( X_i^1 = \{x_v\}_{v \in V} \) is the set of features at layer \( i \) where \( x_v = f_i(v) \) where we assume that \( f_i \) has access to the graph \( G \) and the feature set from the last layer, \( X_{i-1}^1 \).

- **SAGE-CONV** aggregation: This aggregation was proposed by [12] and has a computationally efficient form. Given a \( d \)-dimensional feature set \( X_{i-1}^1 \), for \( i \geq 1 \) the function \( f_i : V \rightarrow \mathbb{R}^m \) is defined as follows:

\[
    f_i(v) = \sigma \left( \sum_{w \in N_v} M_{ij} x_w \right)
\]

where, \( x_w \in X_i^{i-1} \), \( M_{ij} \in \mathbb{R}^{m \times d} \) is a learnable linear transformation and \( \sigma : \mathbb{R} \rightarrow \mathbb{R} \) is a non-linear activation function applied point-wise.

- **EDGE-CONV** aggregation: EDGE-CONV [29] models pair-wise interaction between a node and its neighbors in a slightly more explicit way compared to the SAGE-CONV function. The aggregation function \( f_i(v) : V \rightarrow \mathbb{R}^m \) can be defined as:

\[
    f_i(v) = \sigma \left( \sum_{w \in N_v} g_i(x_v \circ x_w) \right)
\]

where \( \circ \) denotes concatenation and \( g_i : \mathbb{R}^{2d} \rightarrow \mathbb{R}^m \) is a learnable transformation. Often \( g_i \) is implemented by MLPs. It is easy to see that the number of parameters increases compared to SAGE-CONV. This gives the EDGE-CONV layer more expressive power at a cost of reduced efficiency and possible risk of over-fitting. For our model, we set \( g_i \) to be an MLP with two layers of linear transformation and non-linearity. We describe the details in section 4.

3.2. Video as a multi-modal graph

We represent the video as a graph suitable for the active speaker detection task. For this we first assume that the individual spatial locations of all faces in each frame of the input video is given. This is a valid assumption for our experimentation dataset AVA-ActiveSpeaker. Additionally, with the advent of accurate deep learning based face-detectors this assumption can be reasonably well satisfied in situations where boxes are not given. For simplicity, we assume that the entire video is longer-term context for all nodes without being fully-connected. The edges in the graph are only between relevant nodes needed for message passing, leading to a sparse graph that can be accommodated within a small memory and compute budget. After converting the video into a graph, we learn a light-weight GNN model to perform binary node classification on this graph. The conversion of the video into a graph, we learn a light-weight GNN model architecture is illustrated in Figure 3. The model utilizes the 2nd layer is weight shared by all the three graph modules.
represented by a single graph - if the video has \( n \) faces in it the graph will have \( n \) vertices. In our implementation, we temporally order the set all face-boxes in video, divide them in contiguous sets and then embed graph on each set individually.

Let \( B \) be set of all face-boxes extracted from the input video, i.e., an element \( b \in B \) is a tuple \((\text{Loc}, \text{Time}, \text{Id})\) where ‘\( \text{Loc} \)’ is the normalized spatial location of the face-box in its frame, ‘\( \text{Time} \)’ is the time-stamp of its frame and ‘\( \text{Id} \)’ is a unique string which is common to all face-boxes that share the same identity. Alternatively, we can identify \( B \) with \([n] \) where \( n = |B| \) is the total number of faces that appear in the video and treat \( \text{Loc} \) as a map such that \( \text{Loc}(i) := \text{spatial location of the } i\text{-th face for any } i \in [n] \). Similarly, \( \text{Time}(i) \) and \( \text{Id}(i) \) outputs the time and identity respectively. With this setup, the node set of \( G = (V,E) \) is set \( V = [n] \cong B \) and for any \((i,j) \in [n] \times [n] \), we have \((i,j) \in E \) if:

- \( \text{Id}(i) = \text{Id}(j) \) and \( |\text{Time}(i) - \text{Time}(j)| \leq \text{Threshold} \)
- or, \( \text{Time}(i) = \text{Time}(j) \)

where \( \text{Threshold} \) is some hyper-parameter that will be chosen in the experiments section. The intuition is that we connect two face-boxes if they share same identity and appears close in time or if they belong to same frame. To pose the active speaker detection problem as a node classification problem, we also need to specify the feature vector for each node (face-box) \( v \in V \). For this, we use a pre-trained two-stream 2D Resnet-18 as in [22, 2] for extracting the visual features of each face-box and audio features of each frame. Then, we define feature vector of node \( v \) to be \( x_v = [v_{\text{visual}} \odot v_{\text{audio}}] \) where \( v_{\text{visual}} \) is the visual feature of face-box \( v \) from a trained two stream Resnet-18 (see below) , \( v_{\text{audio}} \) is the audio feature of \( v \)’s frame and \( \odot \) denotes concatenation. From now onward, we write \( G = (V,E,X) \) where \( X \) is the set of node features.

### 3.3. ASD as a node classification task

In the previous section we described our graph embedding procedure that converts a video into a graph \( G = (V,E,X) \) where each node has its own audio-visual feature vector. During the training procedure we also have access to labels of all face-boxes indicating if its an active speaker or not. Thus, the task of active speaker detection can be naturally posed as a binary node classification problem where each node( equivalently, face-box) is labeled as either speaking or not speaking. We learn a three layer graph neural network for this classification task. The first layer in the network uses \text{EDGE-CONV} aggregation and the last two layers use \text{SAGE-CONV} aggregation. In the following section we describe a modified version of this architecture that allows us to incorporate temporal direction explicitly.

### 3.4. SPELL

So far, our graph embedding strategy does not consider temporal ordering into consideration. Specifically, as we use the criterion: \( |\text{Time}(i) - \text{Time}(j)| \leq \text{Threshold} \) for connecting vertices (face-boxes) with the same identities, the resultant graph becomes undirected. In this process we lose information about temporal ordering of the face-boxes. In order to address this issue, we augment the undirected graph neural network with two other parallel networks; one for going forward in time and one going backward in time. More precisely, in addition to the undirected graph, we create a forward graph where we connect \((i,j)\) if and only if \( 0 \geq \text{Time}(i) - \text{Time}(j) \geq -\text{Threshold} \) and similarly a backward graph that has edges only in the opposite direction. This gives us three separate graphs on which we learn three separate graph neural networks with weight sharing in the middle layer. Weight sharing is used in the middle layer for two reasons: parameter reduction and to enforce consistency among the responses from the different graph modules.

In the following sections, we will refer to this augmented network as \text{Bi-directional} or \text{Bi-dir} for short. Figure 3 illustrates the proposed model. We note that before we apply the graph neural network, we apply two MLP layers (linear transformation + non-linearity) to audio visual features separately and just add them to get fused features for graph vertices. After these features get passed through the first and second aggregation layers, the third aggregation layers brings down the node feature dimension to one. After this stage, for each node we simply add the three different 1D features coming from three separate graph modules and apply a sigmoid function to get the final prediction for each node.

### 3.5. Feature encoding

We use a two-stream 2D ResNet-18 architecture for the audio-visual feature encoder. This network is itself trained for the ASD task. We follow ASC [2] for training this model and utilize the basic outline given in AVA dataset paper [22]. The network takes visual input in terms of a stack of \( k \) face-crops(or face-boxes) from some time interval \( t \) and audio input as Mel-spectrogram of the audio-vestracted from this time interval. These two different modalities go into two different sub-networks. In the end, the audio and visual features, that are output of these two sub-networks, are combined via concatenation and then the concatenated embedding is passed through a prediction layer to get the final prediction.

**Data augmentation** Reliable ASD models should be able to detect speaking signals even if there is a noise in the audio. To make our method robust to noise, we make use of data augmentation methods while training the feature extractor. Inspired by TalkNet [27], we augment the audio data by negative sampling. For each audio signal in a batch, we randomly select another audio sample from the whole training dataset and add it after decreasing its volume by a random factor. This technique can effectively increase the amount of training samples for the feature extractor by selecting negative samples from the whole training dataset.
Spatial feature We also incorporate the spatial features corresponding to each face as additional input to the node feature. We project the 4-D spatial feature of each face region parameterized by the normalized center location, height and width to a 64-D feature vector using a single fully-connected layer. The resulting spatial feature vector is then concatenated to the visual feature at each node.

4. Experiments

Dataset We perform experiments on the large-scale AVA-ActiveSpeaker\footnote{https://research.google.com/ava/download.html#ava_active_speaker_download} dataset [22]. This dataset is derived from Hollywood movies, and face tracks are provided. The AVA dataset provides extensive annotations of the available face tracks, a key feature that was missing in its predecessors. The training, validation and test split consists of 29,723, 8,015 and 21,361 video utterances respectively, each ranging from 1 to 10 seconds.

Implementation details Following [22], we utilize a two-stream network with a ResNet-18 [13] backbone pre-trained on ImageNet [7]. We perform visual augmentation as in [22] and audio augmentation as described in Section 3.5. We train the network end-to-end first with cross-entropy loss. We follow the supervision strategy outlined in [22] and train the model to learn useful features from both the video and audio streams. Both audio and video features from the two stream network are 512 dimensional.

Training SPELL We implement SPELL using PyTorch Geometric library [10]. Our network model contains 3 GCN layers, each with 64 dimensional filters. The first layer is an EDGE-CONV layer where the aggregation function utilizes a two layer MLP for feature projection. The second and third GCN layers are of type SAGE-CONV and each of them uses a single MLP layer.

We use the encoded audio, visual, and spatial features for each face-box, then we build our graph neural networks that uses those as node features. We set the number of nodes to \( n \) to 2000 and set Threshold parameter to 0.9 seconds. In the ablation section, we call Threshold as ‘Time Threshold’ to be more explicit. We train our graph neural network with a batch size of 16 using the Adam optimizer [15]. The learning rate starts at \( 2 \times 10^{-4} \) and decays following the cosine annealing schedule [1] with 10 maximum iterations. The whole training process of 120 epochs takes less than two hours using a single GPU (TITAN V).

4.1. Comparison with SOTA

Results on the AVA-ActiveSpeaker validation set is summarized in Table 1. The models in the bottom section of the table utilize compute-heavy 3D CNN visual feature encoders, while those in the top section use significantly lighter 2D CNN feature encoders. Performances of all methods are evaluated by mean average precision (mAP) metric using the official tool from ActivityNet.

A concurrent and closely related work MAAS [17] also uses graphs. While MAAS-LAN includes a single timestamp and 4 videos, MAAS-TAN consists of 13 temporally linked local graphs spanning about 1.59 seconds. Unsurprisingly, MAAS-TAN that spans a longer temporal window compared with MAAS-LAN, performs better in terms of mAP metric. Also note that, SPELL performs single forward pass, whereas...
MAAS performs multiple forward passes during inference. The Table 1 shows that SPELL outperforms all models including MAAS with comparable complexity that use 2D CNN backbone, and performs comparably with compute-heavy SOTA methods that use an order of magnitude higher complexity 3D CNN feature encoders.

### 4.2. Contextual reasoning capacity

Most ASD models use multi-stage training and utilize dedicated modules to further improve the performance over feature encoders by exploiting long-term context. We refer to all such dedicated modules by the generic term ‘contextual reasoning module’. SPELL (excluding the feature encoding module) is one such contextual reasoning module. Empirically, we can quantify the capacity of the contextual reasoning modules by how much gain they can provide atop their corresponding baseline feature encoders. Table 2 compares SPELL with other contextual reasoning modules proposed in the state-of-the-art

Table 1. Comparison with the state-of-the-art on the A V A-ActiveSpeaker validation set in terms of mean average precision (mAP). † denotes 3DResNext-101 and 3DResNet-18 as their corresponding visual encoders. Top section of the table corresponds to the models that use 2DResNet-18 as the visual encoder backbone. * Stage-1 mAP of UniCon [30] is higher than [2, 22].

| Method | mAP (%) |
|--------|---------|
| AVA-ActiveSpeaker baseline [22] | 79.2 |
| Zhang et al. [32] | 84.0 |
| ASC-temporal context [2] | 85.1 |
| MAAS-LAN [17] | 85.1 |
| Chung et al. [5] | 85.5 |
| ASC [2] | 87.1 |
| MAAS-TAN [17] | 88.8 |
| SPELL (Ours) | 90.6 |
| UniCon [30]* | 92.0 |
| ASDNet [16]† | 93.5 |

Table 2. Contextual reasoning capacity. We quantify the contextual reasoning capacity by the improvement of mAP over the corresponding feature-encoding stage. ASDNet† uses 3DResNext-101 and SincDSNet for video and audio feature, respectively; Others use 2DResNet-18 for both audio and video feature encoding. All methods are two-stage methods except ASDNet which is a three-stage model.

| Method          | Stage-1 mAP | Final mAP | ΔmAP |
|-----------------|-------------|-----------|------|
| MAAS-LAN [17]   | 79.2        | 85.1      | 5.9  |
| ASC [2]         | 79.2        | 87.1      | 7.9  |
| Unicon [30]     | 84.0        | 92.0      | 8.0  |
| ASDNet [16]†    | **88.9†**   | **93.5**  | 4.6  |
| MAAS-TAN [17]   | 79.6        | 88.8      | 9.2  |
| SPELL (Ours)    | 80.2        | 90.6      | **10.4** |

Table 3. Comparison of model complexity: Model size excludes the feature encoder which is a 2D ResNet-18 for each of the video and audio modalities for all methods in the table. † denotes estimated number of parameters, and model size.

| Model | # of Params | Size (MB) | mAP (%) |
|-------|-------------|-----------|--------|
| ASC [2] | 1,122,560 | 4.5 | 87.1 |
| MAAS-TAN [17]† | 131,200 | 0.56 | 88.8 |
| SPELL (Ours) | 111,808 | 0.48 | 90.6 |

Table 4. Comparison of the total inference time (excluding the feature extraction time) measured on Titan V on the Validation set.

| Model          | Inference time |
|----------------|----------------|
| ASC [2]        | 11,972 ms      |
| SPELL (Ours)   | 3,272 ms       |

models. Methods such as ASDNet [16] that use 3D CNN for video feature encoding, implicitly incorporate temporal context within the feature encoder unlike methods using 2D CNN based feature encoders. We note that the backbone audio and video feature encoders for ASC, MAAS, and SPELL are the same - 2D ResNet-18. For SPELL and MAAS, the contextual reasoning modules are both based on graphs. MAAS-TAN uses longer temporal context unlike MAAS-LAN, and thus the former shows larger performance gain over the feature encoding baseline. Table 2 shows that SPELL outperforms all methods in terms of contextual reasoning capacity.

### 4.3. Model efficiency

In Table 3, we compare the complexity of our model with that of others sharing the same feature encoder architecture. We estimate the number of parameters and the model size for MAAS-TAN from the model description in the paper since neither the source code nor the model is available. ASC has a ~10x larger model compared to ours - however, our model achieves 3.1% higher mAP compared to ASC. Our model has fewer number of parameters than MAAS-TAN as well while achieving 1.4% higher mAP. To summarize, SPELL outperforms all existing methods with comparable complexity. Notably, 3D ResNet-18 and 2D ResNet-18 require 10GFLOPS and 0.9GFLOPS for fixed-point operations respectively [16]. Thus, SPELL is one order of magnitude more computationally efficient than state-of-the-art methods that utilize 3D CNNs but achieves similar performance as those methods.

In Table 4, we show the total inference time (excluding the feature extraction time) on the entire validation set for ASC [2] and SPELL run on the same environment. We can see that SPELL is almost four times faster than ASC. For fair comparison/batching scheme is not comparable between ASC and SPELL, we do not report per sample inference time.
4.4. Ablation experiments

We ablate SPELL to validate the individual contribution of each design choice, namely graph structure (unidirectional vs bi-directional), audio data augmentation, spatial-features, and edge drop out. We summarize our ablation results in Table 5. We can observe that the bi-directional graph structure and audio data augmentation play significant roles in boosting the detection performance. This implies that the information about temporal ordering of the face boxes is important and that the negatively sampled audio makes our model more robust to the noise. Additionally, edge drop out and spatial encoding also bring meaningful performance gains.

In Table 6 we report on an ablation study involving audio and video features. As expected, our approach achieves best performance when both the modalities are used. Detection performance drops significantly, from 90.22% mAP score to 59.66% mAP, in the audio feature only case; while the performance drop in the video only case is relatively lower. These experiments clearly demonstrate the importance of including both audio and video modalities for this application.

4.5. Qualitative results

In Figure 5, we show several detection examples to demonstrate qualitative performance of our approach. We show results on frames with many faces, spanning moderately long interval of 5-6 seconds, sometimes without any active speaker at all. In the first sequence, while SPELL correctly finds the active speaker in the first time-stamp, ASC incorrectly labels all the faces as non-active speaker with high confidence. ASC makes similar error in last time-stamp of sequence one and second time stamp of second sequence. We show an example of false positive detection by ASC. In last time-stamp of second sequence, we can see that there is no speaker present. For this, SPELL outputs correctly and confidently. However, ASC falsely detects an active speaker with high confidence.
5. Discussion

Limitations and future work: In this section, we discuss some of the potential limitations of our proposed approach. Our canonical and unique graph structure relies on input face tracks that define the temporal connections among nodes in the graph. SPELL has yet to be tested on in-the-wild dataset where ground truth face tracks are not provided. Another issue with SPELL is that it is not an end-to-end trainable system. This issue is in some sense a double edged sword. On one hand as it is a feature extractor agnostic approach that can be easily augmented with any other module. On the other hand, we may get poor performance due to the use of bad feature extractors.

Conclusion: We proposed a canonical graph based approach towards active speaker detection in videos. The basic idea is to capture the spatial and temporal relationship among and across identities through a graph structure while being aware of the long-term temporal dependencies in data. Our compact model offers simplicity and modularity without compromising performance accuracy. We achieve high accuracy, outperforming strong baselines, improving over the only other graph-based approach (i.e., MAAS-TAN) and producing comparable results to the current state-of-the-art (3D CNNs) with a significantly smaller model. The model we propose is also generic; it can be used to address other multimodal tasks such as action recognition.
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A. Network architecture details

For clarification, network architecture of SPELL is shown in Table 1.

Table 1. Detailed architecture of SPELL. Batch normalization [?] and ReLU [?] follow after each of (6), (7), and (9-14).

| Index | Inputs | Description | Dimension |
|-------|--------|-------------|-----------|
| (1)   | -      | 4-D spatial feature | 4         |
| (2)   | -      | Visual feature \(s_{\text{visual}}\) | 512       |
| (3)   | -      | Audio feature \(s_{\text{audio}}\) | 512       |
| (4)   | (1)    | Linear (4 \(\rightarrow\) 64) | 64        |
| (5)   | (2), (4) | Concatenation | 576       |
| (6)   | (5)    | Linear (576 \(\rightarrow\) 64) | 64        |
| (7)   | (3)    | Linear (512 \(\rightarrow\) 64) | 64        |
| (8)   | (6), (7) | Addition | 64        |
| (9)   | (8)    | EDGE-CONV (Forward) | 64        |
| (10)  | (8)    | EDGE-CONV (Undirected) | 64        |
| (11)  | (8)    | EDGE-CONV (Backward) | 64        |
| (12)  | (9)    | SAGE-CONV (Forward, Shared) | 64        |
| (13)  | (10)   | SAGE-CONV (Undirected, Shared) | 64        |
| (14)  | (11)   | SAGE-CONV (Backward, Shared) | 64        |
| (15)  | (12)   | SAGE-CONV (Forward) | 1         |
| (16)  | (13)   | SAGE-CONV (Undirected) | 1         |
| (17)  | (14)   | SAGE-CONV (Backward) | 1         |
| (18)  | (15), (16), (17) | Addition | 1         |
| (19)  | (18)   | Sigmoid | 1         |

B. Additional experiments

We perform additional experiments with different filter dimensions of the GCN layers. In Table 2, we show how the detection performance and the model size change depending on the filter dimension. We can observe that increasing the filter dimension above 64 does not bring any performance gain when the model size increases significantly. Therefore, as described in our main paper, it was chosen to use GCN layers with 64 dimensional filters in SPELL.

In addition, we perform an experiment with a different network structure. As illustrated in Figure 3 of our main paper, the weight of SPELL’s 2nd layer (Layer 2) is shared across all the graph modules. We show that increasing the capacity of this layer can bring the performance gain. Inspired by the recent success of Graph Inception Network [?], we adopt the idea of graph inception layer in the 2nd layer of SPELL. Specifically, it consists of three parallel SAGE-CONV operations each with 16, 32, and 64 feature dimensions and a single 1-hop maxpool operation. The aggregated features by SAGE-CONV and the pooled features are concatenated and passed to the 3rd layer of SPELL. This modification boosts the score to 90.7 mAP (%), but the model size also increases to 0.78 MB.

Table 2. Comparisons of the detection performance and the model size with different filter dimensions on the AVA-ActiveSpeaker dataset [?].

| Filter Dim | mAP (%) | Size (MB) |
|------------|---------|-----------|
| 16         | 89.7    | 0.10      |
| 32         | 90.4    | 0.20      |
| **64**     | **90.6**| **0.48**  |
| 128        | 90.4    | 1.3       |
| 256        | 90.2    | 3.9       |

C. Additional qualitative results

We provide more qualitative results of SPELL. Please refer to the videos that are included in the subfolder.

D. Source code

Our source code is available here: [https://anonymous.4open.science/r/SPELL-E6F0](https://anonymous.4open.science/r/SPELL-E6F0)