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Abstract: The important change in the transition from partial to high automation is that a vehicle can drive autonomously, without active human involvement. This fact increases the current requirements regarding ride comfort and dictates new challenges for automotive shock absorbers. There exist two common types of automotive shock absorber with two friction types: The intended viscous friction dissipates the chassis vibrations, while the unwanted solid body friction is generated by the rubbing of the damper’s seals and guides during actuation. The latter so-called static friction impairs ride comfort and demands appropriate friction modeling for the control of adaptive or active suspension systems. In this article, a simulation approach is introduced to model damper friction based on the most friction-relevant parameters. Since damper friction is highly dependent on geometry, which can vary widely, three-dimensional (3D) structural FEM is used to determine the deformations of the damper parts resulting from mounting and varying operation conditions. In the respective contact zones, a dynamic friction model is applied and parameterized based on the single friction point measurements. Subsequent to the parameterization of the overall friction model with geometry data, operation conditions, material properties and friction model parameters, single friction point simulations are performed, analyzed and validated against single friction point measurements. It is shown that this simulation method allows for friction prediction with high accuracy. Consequently, its application enables a wide range of parameters relevant to damper friction to be investigated with significantly increased development efficiency.
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1. Introduction

Modern active and adaptive chassis setups enable the achievement of both a high comfort level and the potential for high driving dynamics, even on rough roads or fast changing road properties, and are relevant for automated driving [1]. The related chassis control algorithms require appropriate models to realistically describe the physical behavior of the contributing chassis components.

This article focuses on the modeling of the shock absorber’s friction behavior. Besides its main task of damping oscillations via viscous fluid friction, the automotive shock absorber’s force-speed behavior is also characterized by the solid friction of its seals and guides rubbing against their counterparts. While the viscous fluid friction is proportional to the actuation speed and thus zero at zero speed, the seal friction acts roughly as a force offset, which causes a breakaway force to be exceeded before the shock absorber starts moving. In conventional chassis designs, this so-called static friction impairs ride comfort and driving safety, because the damper acts like a non-deformable part as long as the actuation force is smaller than the static friction. Since automotive shock absorbers are usually mounted in parallel to the suspension springs, this behavior deactivates the whole suspension system, resulting in a direct transfer of each transient wheel displacement to
the cabin and thus high acceleration and acceleration changes to the cabin and to the driver. That is why the presence of static damper friction increases the requirements to appropriate damper friction modeling for the control algorithms of adaptive or active suspensions [2]. Dependent on the design of both the shock absorber and the seal design, this friction behavior is quite complex, dependent on various parameters, and therefore hard to predict. Since the static friction’s quantitative magnitude is not significantly increasing apart of the very-low speed range, it becomes irrelevant at high speeds due to its then very small contribution to the overall damping force [3]. That is why this study focuses on the very-low speed range.

Since friction in the shock absorber is mainly determined by the seals and their counterparts, most of the state of this research field is dedicated to seal friction. This topic is part of the area of rubber/metal friction, where e.g., [3–5] present comprehensive summaries of the fundamental state of research. The seals, which are commonly made from elastomers (e.g., nitrile butadiene rubber—NBR or fluoroelastomer rubber—FKM) or plastomers (e.g., polytetrafluoroethylene, PTFE), share more or less oil-lubricated topology with their commonly metal counterparts, which leads to interfering friction mechanisms as soon as relative motion occurs. Mainly the combination of deformation friction, adhesion friction and viscous fluid friction is determining the dynamic friction behavior of this setup [3]. The transient behavior of the surface’s asperities and the evolution of the lubrication film during motion changes determine the appearance of transient friction effects, like pre-sliding displacement, frictional lag, non-reversible friction characteristics, or rising static friction [3,6,7]. The investigation of real friction behavior led to the development of various friction models, starting with static friction models, which consider Coulomb’s normal force dependence, Strubeck’s lubrication states or Karnopp’s stick-slip switching [7–9]. To overcome the basic weaknesses of these static friction models, the discontinuity at zero speed and the overall neglect of the above-mentioned transient friction effects, dynamic friction models were developed, starting with Dahl [10], the subsequent LuGre model [11] with its various enhancements (e.g., the elasto-plastic friction model [12,13] or the Leuven integrated friction model [14]) up to transition to physics-based friction models (e.g., the generalized Maxwell slip model [15]). All these dynamic friction models share the property of being defined by a heuristically determined set of equations which are parameterized by reference measurements. Friction models, which are determined by actual physical parameters (e.g., oil viscosity and surface tension, asperity stiffness and geometry, etc.) are so-called physics-based friction models, which allow for even better description of the friction behavior, especially of the lubrication part (e.g., direct or inverse elasto-hydrodynamic lubrication [16,17] up to two-way coupled fluid structure interaction). The major disadvantage of these physics-based friction models is the significantly increased computational effort, which limits their use case to special applications even today.

The research contribution of the proposed study is a hybrid damper friction modeling approach combining both the advantages of physical modeling and the low computational requirements of dynamic friction models. This approach is capable of considering both macroscopic friction-related parameters (e.g., damper setup, seal design, transient material properties, operating conditions) and microscopic friction-related parameters (e.g., surface qualities, lubrication state) by use of a dynamic friction model applied to the contact zone of a three-dimensional (3D) structural FEM setup. This approach is therefore capable to characterize the shock absorber’s friction behavior without performing extensive experiments on real prototypes. Through its comparatively low computational requirements, it allows for fast performance of wide parameter studies and the application in development and testing of ride control algorithms.

This article is structured as follows: Section 2 introduces the real shock absorber which is used as a reference for the presented study. Section 3 is concerned with the general simulation approach based on the intended model application. The simulation setup is introduced in Section 4, aiming to give a detailed setup documentation for appropriate
result discussion. Section 5 presents and discusses these simulation results, followed by Section 6 with a brief summary and interpretation of the achievements of this research.

2. Reference Damper Introduction

The investigations during this research are carried out on a representative reference damper. This automotive shock absorber is a common series mono tube damper intended for rear axle application in compact cars. Its characterizing dimensions are an 11 mm outer diameter rod and a 36 mm inner diameter tube. A partially simplified drawing is presented in Figure 1, showing overview on the left side and magnified depictions of the three single friction points (A) rod guide assembly/rod, (B) piston/tube, and (C) floating piston/tube. As demonstrated in the figure, the seals penetrate their respective counterparts because this depiction shows the undeformed state representing all geometries before mounting.

![figure 1](image)

**Figure 1.** Reference damper overview with details of the single friction points. (A) Rod guide assembly/rod; (B) piston/tube; (C) floating piston/tube.

The rod guide assembly/rod friction point (A) separates the damper’s oil volume from the environment, mainly through the rubber oil seal (6) in contact to the rod (2), which is made from chrome-plated steel. The oil seal is supported by the static seal (7), another rubber part and designed to transmit the damper’s inner static pressure to a mainly radial pre-tension force on the oil seal. The bronze-made bearing (3), coated with a friction-minimizing PTFE layer, is located above the oil seal to support the lateral forces to the damper. The outer closing is the scraper (1) which prevents dirt from entering the rod guide assembly, and simultaneously ensures the lubrication of the bearing with oil that passed the oil seal or an initial greasing. The scraper is also a rubber part with a pre-tensioning ingrained spring, which is not directly contributing to the scraper/rod friction. All parts of the rod guide assembly are mounted on the aluminum housing (4) which is closed with a steel closing. The sealing against the tube (12) is ensured by a rubber O-ring (5), the fixation to the tube by a roll closing (series damper) or a screwed cap (take apart damper), both not depicted in Figure 1 to maintain clarity.

The piston/tube friction point (B) prevents the oil from bypassing the piston’s bores and valve package (11) to ensure appropriate damping. It also acts as the second support to lateral forces applied to the damper. To achieve both proper tightness and low friction
against the tube (12) under lateral forces, the seal is carried out as a PTFE band (10) mounted to the piston (9). Since the piston’s bores together with the valve package are generating a hydrodynamic damping force, which is overlaying the friction measurement, the valve package is generally not considered within this research.

The floating piston/tube friction point (C) seals the oil volume against the volume compensating and pressurized gas volume. This is done by a rubber O-ring (14), which is mounted to a glass fiber reinforced plastics floating piston (13) and seals against the tube (12). This pressure is transferred via the floating piston to the oil volume, thus creating a nominal operating pressure of 25 bar inside the damper.

3. Simulation Methodology

Friction is generated in the single friction points (A), (B) and (C) as introduced above. Since these single friction points show differences in geometry, material, operating conditions and lubrication state, it is assumed to be feasible to divide the overall damper behavior in individual friction contributions and summarize their friction behavior in the end. Given that friction is highly dependent on the geometry and material properties of the contact surfaces it is necessary to take both of these aspects into account. To facilitate the exchange or modification of the geometry of the friction-related parts, the setup is based on CAD data. Since body–body interaction between the friction-related and also between the non-friction-related parts are defining the contact generation, contact release and contact deformation, this behavior is modeled in the 3D FEM software Ansys Mechanical, which brings a GUI with it and answers therefore the need for an easy-to-use interface in daily engineering. While end-user FEM software is usually only capable of treating the solid body part of the friction contact, fluid film formation and behavior in the contact zone is crucial for the description of lubricated friction contacts. To consider this in the overall simulation approach, an additional method must be implemented and coupled to the FEM simulation, since both interact with each other. Possible solutions for this problem start at simply adding a static friction model to the contact zone, continue with dynamic friction models or very simplified fluid calculations (e.g., EHL as proposed by [18]) and end with fully transient three dimensional CFD, which in combination with the FEM part leads to a Fluid Structure Interaction (FSI) problem.

During this research it became swiftly apparent that both FSI and EHL were not feasible. That is, the FSI implementation led to an unacceptable compromise of geometry and boundary condition simplifications versus computational effort. The EHL implementation was designed so as to solve its fluid equations by the internal solver of the FEM software with the aim of keeping the coupling effort as low as possible. However, this attempt failed due to an incomplete documentation of the FE solver’s behavior and treatment of user-defined finite elements. An alternative, namely the coupling of an additional external solver to these calculations, would demand significantly more development effort than possible within this research. Finally, EHL does not fit the problem description because of its main application in the elasto-hydrodynamic friction regime. Since actuation speed is very low in damper friction measurements and the turn-around points are of special interest, the relative speed in the contact zone is often near to zero. Thus, the mandatorily applied solid and mixed dynamic friction model to the EHL approach would be most significant during most parts of the simulation. That is why a dynamic friction model is chosen as the best possible modeling approach. Summarizing, only with the exclusive implementation of a dynamic friction model to the FEM software it is possible:

- To achieve sufficiently low requirements for computing power and storage, and a sufficiently low setup effort to achieve usability in every-day engineering;
- To consider three-dimensional influences, e.g., consideration of tangential seal stress, lateral forces or production non-uniformities;
- To consider all friction states in one friction model;
- To consider friction-induced seal deformation with full coupling to the deformation-induced contact pressure and contact area changes.
A general overview over the solution approach of this research is visualized in Figure 2. Whereas the macro-scale parameters from the three parameter groups geometry, operation conditions and material properties are directly put into the FEM’s boundary conditions, their micro-scale parameters are represented by the contact friction model’s parameter set which is experimentally obtained. Since the structural FEM model influences the contact friction model’s boundary conditions, and the friction generated by the contact friction model influences solid body deflection in the structural FEM model, there is a two-way coupling between these blocks in Figure 2. That is also the case for the finally resulting overall friction behavior.

Figure 2. Solution approach overview; three main parameter groups are included in the simulation either directly or indirectly via experimental parameterization.

4. Simulation Setup

4.1. Geometry Abstraction and Spatial Discretization

For the definition of a reference case, and to keep the transfer process from CAD files to the FEM setup as straightforward as possible, the original CAD data shown in Figure 1 are used almost unmodified in the simulation. The only changes applied are the addition of small radii where the seal’s geometry shows sharp edges, and the elimination of the infused spring of the scraper. The sizes of the radii were chosen based on microscopic measurements performed on a 3D laser scanning microscope. To further simplify the simulation geometry, and therefore reducing the computational effort, rotational symmetry is assumed for all parts. To maintain the consideration of three-dimensional effects like tangential seal tensions, the geometry is not simplified to 2D, but only a small part of the actual perimeter (a wedge) is modeled by use of rotational symmetry boundary conditions on the cutting surfaces.

The necessity of modeling at least tangential seal tensions for friction simulations becomes evident through the comparison of two model approaches of the floating piston/tube contact as depicted in Figure 3. There, on the left side, the model is set up from a 4° wedge of the original CAD geometry, while the right side model is set up as a 2.5 D model of the original CAD geometry, where 2.5 D means a flat FEM setup with a mesh consisting of only one element layer. Both sides of Figure 3 show a steady state which fulfills the contact definition and which shows the equivalent stress distribution after 30 min still-standing time for appropriate O-ring material relaxation. The illustration demonstrates that the stress distribution of the 2.5 D setup is axisymmetric according to the vertical center line of the O-ring, while the stress distribution of the 4° wedge setup is visibly asymmetric. This asymmetry is caused by the general widening of the O-ring’s diameter due to its initial shape (see Figure 1C). In this illustration, the O-ring penetrates the floating piston, but not the tube, which causes the aforementioned diameter widening while fulfilling the contact definition. This is not considered in the 2.5 D setup, where the
O-ring slice has no relation or connection to its perimeter. The consequence of the general widening are tangential seal tensions, which cause a much higher overall equivalent stress level in the 4° wedge setup with a much smaller stress maximum, as compared to the 2.5 D setup. Since the general widening of the O-ring also occurs in reality during the mounting process, the 4° wedge results are considered much more realistic than the 2.5 D results.

Figure 3. Comparison of the equivalent stress distribution in a rotational symmetric FEM setup (left) and a flat 2.5 D FEM setup (right) with the resulting contact area $A_{OT}$ and circumferential O-ring/tube contact normal force $F_{NOT}$.

Even if the internal stress distribution is not directly affecting the friction behavior in the contact zone, it affects the contact area and contact normal force that are created between the O-ring and its counterparts. The related FEM calculation results of the contact area $A_{OT}$ and the circumferential contact normal force $F_{NOT}$ are also shown in Figure 3, both projected to the full perimeter of each setup. $A_{OT}$ of the 2.5 D setup is 28% too large compared to the wedge setup, which is caused by the lower lateral forces due to the aforementioned general diameter widening. In this too large contact area, an also significantly too large contact normal force is reached. The friction force is calculated within this research from the tangential shear stress $\tau_{fric}$ derived from a friction coefficient $\mu$ dependent on several parameters, contact pressure $p$ and contact surface $A$ according to Equation (1). As a consequence, the friction force of the 2.5 D setup would be significantly overestimated.

$$F_{fric} = \tau_{fric} \cdot A_{OT} = \mu(\cdot) \cdot p_{OT} \cdot A_{OT} = \mu(\cdot) \cdot F_N$$

(1)

whereas the modeling of tangential seal stresses is always required to determine the contact pressure with sufficient accuracy, the modeling of non-rotational symmetric effects is possible with full-perimeter approaches. To achieve a commonly usable reference friction simulation model at unit level with the lowest possible computational requirements for fast application and solving, the rotational symmetric wedge approach is chosen. This wedge approach provides sufficiently low computational effort, but considers three-dimensional effects to the desired extent. Additionally, the enhancement of the rotational symmetric approach to an area-symmetric half-model is very simple and straightforward.

The final geometry abstraction is depicted for each friction point in Figure 4. As shown in this illustration, additional simplifications are applied to all parts of the depicted single friction points that are no seals, namely the rod (1), the bearing (2), the housing (3) of the rod guide assembly, the tube (4), the piston (5), and the floating piston (6) (see Figure 1 for comparison).
The mesh used for this research is based on a compromise of computational effort versus model and geometry accuracy. The result is shown in Figure 4 and represents a 2D mesh of the half virtual cutting area swept around a 4° arc of the full perimeter. The friction model, which is called for each contact element, uses the contact pressure for the friction calculation. Assuming a flat and evenly loaded contact, the contact pressure and with it the contact normal force is evenly distributed over the contact element. Consequently, the friction calculation in its present application is mesh-independent for this flat contact case, since an increase of the number of contact elements results in a corresponding decrease of contact normal force per contact element. However, if the contact is non-flat in any way, or the number of elements that are actually in contact is changing over time, the contact mesh becomes relevant for the calculated friction force results. Both the non-flat contacts and the changing number of elements in contact over time occur within the simulations presented within this research. The final meshes of the single friction points as depicted in Figure 4 show, therefore, a compromise of lowest possible computational effort, sufficiently discretized contact zones, and stable overall convergence. The influence of partial contact elements on the friction result could be minimized during a mesh study to an acceptable uncertainty of the absolute friction force.

4.2. Material Modeling

The properties of all modeled materials in the FEM simulation are shown in Table 1. As already mentioned above, all counter parts of the seals, namely the rod, the housing, the piston, the floating piston and the tube could be modeled infinitely stiff since no significant deformations are expected for them. Given that FEM simulations with penetration-based contact detection converge better if some stiffness is set, in this research all of these parts are treated as a high-stiffness structural steel. The material’s density, which is equally required by the FEM solver, is also kept on the standard structural steel model value. The densities of the seal materials were determined by the use of a hydrostatic scale.
Table 1. Material model data for the FEM simulation, containing density, stiffness, lateral stiffness and the Prony model parameters.

| Material          | Density $\rho$ [kg/m$^3$] | Young's Modulus $E$; $E_0$[MPa] | Poisson’s Ratio $\nu$ | Relative Moduli $\alpha G_i$ | Relaxation Time $\tau_{G_i}$[s] |
|-------------------|-----------------------------|---------------------------------|-----------------------|------------------------------|--------------------------------|
| NBR70 (O-Ring)    | 1214                        | 7.78                            | 0.49                  | (1) 0.0707                    | 1448.6                         |
|                   |                              |                                 |                       | (2) 0.0735                    | 130.2                          |
|                   |                              |                                 |                       | (3) 0.0395                    | 8.8                            |
| NBR75 (Static Seal) | 1275                        | 8.24                            | 0.49                  | (1) 0.0339                    | 470.2                          |
|                   |                              |                                 |                       | (2) 0.0148                    | 161.3                          |
|                   |                              |                                 |                       | (3) 0.0689                    | 11.7                           |
| NBR82 (Scraper)   | 1448                        | 15.87                           | 0.49                  | (1) 0.0787                    | 1860.2                         |
|                   |                              |                                 |                       | (2) 0.0827                    | 216.8                          |
|                   |                              |                                 |                       | (3) 0.1321                    | 8.7                            |
| FKM88 (Oil Seal)  | 2010                        | 26.47                           | 0.49                  | (1) 0.1336                    | 1655.2                         |
|                   |                              |                                 |                       | (2) 0.0834                    | 103.8                          |
|                   |                              |                                 |                       | (3) 0.0694                    | 7.2                            |
| PTFE (Piston Band)| 2300                        | 680.97                          | 0.49                  | (1) 0.1167                    | 149.0                          |
|                   |                              |                                 |                       | (2) 0.2027                    | 1748.9                         |
| Steel (All Others)| 7850                        | 200,000                         | 0.3                   | -                            | -                              |

To appropriately model the characteristic stress–strain behavior of the seal materials within the FEM simulation, partly non-linear properties like stiffness, lateral contraction, viscoelasticity and viscoplasticity have to be considered. The material characterization was performed in constant stress tests on a tensile tester, as proposed in [19]. Such a test procedure is defined as a strain record under constant stress over a given period of time (in this research 1 h), and a subsequent strain record at zero stress (in this research 30 min) to characterize the back-deformation of the probe. The respective stress level per material probe was defined as it typically occurs during the shock absorber assembly.

Three different approaches have been investigated to model the non-linear material behavior during this research: the Prony shear relaxation model, the modified time hardening (MTH) model and the Bergström–Boyce model. It turned out that the Prony model as the simplest of these three is still sufficiently equipped to appropriately describe the seal’s materials. It adds linear viscoelastic behavior to a base elastic material model. Here, the base elastic material models are determined by the material’s initial shear modulus $G_0$ and density $\rho$, where the initial shear modulus $G_0$ is composed of the initial Young’s modulus $E_0$ and the Poisson’s ratio $\nu$ as follows:

$$G_0 = \frac{E_0}{2 \cdot (1 + \nu)}$$  \hspace{1cm} (2)

For elastomers and plastomers under a load far from their breaking load as they appear in this research, almost incompressible behavior can be assumed, which leads to the determination of constantly $\nu = 0.49$ for all seal materials [19]. The viscoelastic behavior is subsequently modeled with a Prony series as a time-dependent decreasing shear modulus with the following form:

$$G(t) = G_0 \cdot \left( \frac{G_\infty}{G_0} + \sum_{i=1}^{k_i} \alpha G_i \cdot e^{-\frac{t}{\tau_{G_i}}} \right)$$ \hspace{1cm} (3)

where $t$ is the time, $G(t)$ is the time dependent shear modulus, and $G_0$ and $G_\infty$ are the initial shear modulus at $t = 0$ and the equilibrium shear modulus at $t = \infty$. The qualitative shape of the relaxation curve is determined by the relative moduli $\alpha G_i$ and the relaxation time $\tau_{G_i}$ [20]. The values presented in Table 1 are determined by curve fitting the aforementioned constant stress records.
A comparison of the material models with the parameters from Table 1 via constant stress FEM simulations versus the real test data is presented in Figure 5. As shown there, the simulation curves match the measured curves with higher than sufficient accuracy for the time period where the probe is loaded with constant stress ($t < 3600$ s). When the probes are unloaded, the quality of the match is mainly dependent on the amount of plastic deformation experienced by the real probe. Since the Prony model is only capable of modeling linear viscoelasticity, the plastic deformation experienced by the real probes while held under constant stress is recognized as viscoelastic in the curve-fitting process. The Prony shear relaxation model proved, therefore, it was suitable for the simulations performed in the context of this research.

![Comparison of constant stress test results versus constant stress FEM simulation for each seal material modeled with the Prony shear relaxation material model.](image)

**Figure 5.** Comparison of constant stress test results versus constant stress FEM simulation for each seal material modeled with the Prony shear relaxation material model.

### 4.3. Contact Modeling

As shown in Figure 2, a friction model is applied in the contact zone of the FEM simulation. To allow for that, an appropriate contact formulation and detection has to be implemented. The contact setup choices in this simulation are:

- **Augmented Lagrange contact formulation**, a penetration-based contact definition, which provides decreased penetration and sensitivity to the contact normal stiffness compared to other penetration-based contact models.
- **On-Gauss-point contact detection**, detecting a contact as soon as a contact surface’s Gauss point (i.e., one integration point of an element) penetrates the target surface.
- **3D volumeless contact elements** following the shape of the underlying 3D element and using an internal two-dimensional coordinate system to appropriately determine sliding distance, sliding direction and spatial contact stress distribution, as is generated by the friction model [20].
- **Standard Coulomb friction** with $\mu = 0.4$ on all rod guide assembly contacts which are expected to show no significant sliding, which is arbitrary, but within a reasonable range and found to be suitable to stabilize the setup by preventing flicking and gross sliding among these contacts.
- **Bonded contact definition** for the piston band/piston contact, which is realistic due to the manufacturing process.
- **Standard Coulomb friction** with $\mu = 0.4$ between O-ring and floating piston to achieve reliable solution stabilization on this friction point. Since the pre-sliding displacement behavior implemented in dynamic friction models shows near-zero force response to very small displacements, the O-ring position in the floating piston’s groove is very unstable and, therefore, highly uncertain. This instability is increased by the use of
a steady-state solver, where all time-dependent terms preventing motion damping due to the neglect of inertia are neglected, which is necessary to achieve suitable simulation time.

4.4. Friction Modeling

The choice of the dynamic friction model to be applied to the FEM simulation's contact zone fell on the LuGre model [12,21]. The LuGre model presents the easiest handling and lowest parameterization requirements, whereas the aforementioned EP and Leuven/GMS approaches have the capability to model more friction effects, and provide thus more realistic behavior under certain circumstances. However, the distinguishing capabilities of the EP and Leuven/GMS models versus the LuGre model are not relevant among the boundary conditions of this research: First, the friction behavior of the damper is always a force response to a displacement actuation. Since this implies an always known and defined displacement, the LuGre model's drifting behavior as a consequence of fluctuating force actuation never occurs [4,21–24]. The lack of appropriate non-local memory modeling within the LuGre model is also uncritical, since the intended actuation procedures do not contain sequences where the displacement direction is changed within the pre-sliding hysteresis without passing the zero-displacement (and thus also without passing the zero elastic bristle deflection state, too). The additional advantage of more realistic modeling of the pre-sliding regime of the GMS model [15,25] as well as of the Leuven model with the Maxwell slip approach [14,26] is also not needed in the above introduced approach: the better resolution of the pre-sliding regime in the GMS and Leuven models comes from the modeling of multiple bristles via Maxwell elements, which is also obtained within the presented approach. This is implemented by repeatedly calling the LuGre model in multiple FEM contact elements, taking into account changing contact geometry due to body deformations, material properties, displacement actuation or tangential stress due to the friction model itself.

The LuGre model as it is implemented in the proposed approach calculates friction as a linear combination of the three friction force contributors elastic bristle deflection, bristle damping and fluid damping:

\[ F_{\text{fric}} = \sigma_0 \cdot z + \sigma_1 \cdot \dot{z} + \sigma_2 \cdot v \]  \hspace{1cm} (4)

with \( z \) representing the average bristle deflection, \( \sigma_0 \) as bristle stiffness, \( \sigma_1 \) as bristle damping coefficient and \( \sigma_2 \) as speed-dependency describing viscosity coefficient. The dynamic average bristle deflection is modeled as:

\[ \frac{dz}{dt} = \dot{z} = v - \frac{\sigma_0}{g(v)} \cdot |v| \cdot z \]  \hspace{1cm} (5)

where the speed-dependent function \( g(v) \) describes the gross sliding friction behavior through the Stribeck formulation:

\[ g(v) = F_C + (F_S - F_C) e^{-\left(\frac{v}{v_S}\right)^{\alpha}} \]  \hspace{1cm} (6)

with \( F_C \) as the Coulomb friction force, \( F_S \) as the stiction force, \( v_S \) the Stribeck velocity and \( \alpha \) the Stribeck coefficient, which is usually kept constant at \( \alpha = 2 \) to represent a Gaussian decay behavior [9].

The application of the LuGre model to each contact element generated between each seal and counterpart in the FEM simulation is performed through the USERFRIC interface provided by Ansys Mechanical, which enables to apply self-written friction models to detected contacts. The preferred programming languages for this task is Fortran and the closely Fortran-related Ansys Parametric Design Language (APDL), because the core FEM solver code of Ansys Mechanical is also written in Fortran. The overall implementation of the LuGre model is separated into two subroutines developed within this research. The
first, namely the *userfric* subroutine, acts as an interface between the FEM setup and the actual friction model. The program flow chart of this *userfric* subroutine is depicted in Figure 6.

Figure 6. Program flow chart of the *userfric* subroutine.

This subroutine hands over information from the FE solver that is required to solve the friction model, e.g., the current time step size and parameters which describe the contact status like contact pressure and slip increments per direction. It also initializes or gathers stored data from the previous FEM time step, namely the previous slip increments and the bristle deflection. Subsequently to the initialization and gathering, the current motion state is determined by the time-derivative of the slip increments in both directions of the contact element. With this data, the friction model is well defined and it is now called once per direction of the contact element. Separating the properties describing the element motion like slip increment and sliding speed is necessary, since the cell orientation as well as the sliding direction is usually unknown and can also change during the simulation progress. If the FEM solver converges on a solution for the current time step, the state variables $z$ and $v$ are updated. If the time step does not converge, the solver usually tries a bisection,
which means a solution attempt with smaller time step size. For this case, the previous state variables are preserved to ensure appropriate initial conditions for the new time step. Subsequently, the frictional stress is calculated for the contact element, resulting in the determination of the slip distance and direction and the stored elastic energy of the contact element. Afterwards, the tangent matrix is updated and with that the friction contribution to the overall stress and deformation properties of the FEM setup is applied.

The second of the aforementioned subroutines is the LuGre subroutine, which contains the dynamic friction model itself. The corresponding program flow chart is depicted in Figure 7. The LuGre subroutine starts with parameter initialization or gathering from the previous time step handed over by the userfric subroutine. The determination of the respective single friction point parameter sets is described in Appendix A. These LuGre parameters are either hard coded to the subroutine or defined as a user input in Ansys Mechanical and handed over to the LuGre subroutine as a user-defined material property (see [20]). Next, it is determined whether the FEM simulation is still in the mounting phase, where all related contacts are defined as frictionless, since this leads to a faster solution process. If the FEM simulation is in the friction recording phase, the LuGre differential equation is solved numerically by a fourth order Runge Kutta algorithm. This integration algorithm uses a time step size which is 10 times smaller than the current FEM time step size. This linking of the Runge Kutta time step size and FEM time step size is very useful, since both the FEM setup and the friction algorithm require smaller time step sizes when the model becomes highly non-linear (e.g., when closing contacts or changing motion directions), and allow for larger time step sizes when the simulation does not experience major changes (e.g., at constant motion). The chosen factor 10 proved to be a good compromise of numerical stability versus calculation time.

Figure 7. Program flow chart of the LuGre subroutine.

Since the output of the LuGre model is a friction force, which is so far not influenced by the contact normal force within the implementation introduced above, the friction force $F_R$ within the LuGre subroutine is converted to the friction coefficient $\mu$ by the application of the additional parameter $\Omega$:

$$\mu = \frac{F_R}{\Omega}$$

(7)
This parameter $\Omega$ represents the inverse normal force sensitivity of the friction contact and has the unit Newton to fulfill the convention of a friction coefficient with the unit [1]. It has to be tuned to an appropriate value subsequent to the FEM simulation, where $\Omega = 100$ proved to be a good starting value. As a result of the introduction of $\Omega$, the friction coefficient $\mu$ can be used for the tangential stress determination in the FEM setup as described above.

Both the LuGre and the userfric subroutine have been verified in FEM test cases which show very simple geometry (one-element block/plate pairings). Consequently, the related LuGre equations could be solved in Matlab, which enables for direct friction result comparison.

### 4.5. FEM Friction Simulation

Three phases determine the friction simulation sequence:

1. **Mounting phase:**
   - Arrangement of all bodies and application of all boundary conditions to a state that resembles a newly constructed shock absorber, just recently mounted and pressurized.
   - Resolving of the contact definitions of all corresponding damper parts in order to replace the initial penetration of the seals and counterparts (see Figure 4).
   - Static pressure application to the parts which face a significant pressure drop in reality, namely the oil seal and the static seal. This is crucial since the correct contact pressure of the oil seal against the rod is additionally determined by the static pressure in the damper, whereas the contact pressure of the other seal contacts (scraper, piston band, floating piston’s O-ring) is only determined by the seal’s deformation due to the contact definition.

2. **Relaxation phase:** This represents the period of time that is needed by the viscoelastic material model to reach a nearly steady state. After this phase a state is reached, which resembles the initial state of the friction recording phase of the single friction point measurements from part 2 of this study. Analysis of the simulation of the relaxation phase showed that a relaxation time of half an hour is sufficient to achieve this desired steady state, which is easily verifiable, given that the ongoing relaxation during the following friction recording phase would result in a decreasing contact pressure, which would result in constantly decreasing friction during actuation.

3. **Friction recording phase:** Here, the actuation itself is applied as a time-dependent displacement boundary condition at the piston, the rod and the floating piston. It follows the reference friction recording sequence presented in part 2 of this study, a sine function with a period of 60 s and an amplitude of 20 mm, which corresponds to a maximum speed of about 2.1 mm/s. The related displacement amplitude for the floating piston/tube friction point is 1.85 mm according to the aforementioned hydraulic transmission, which corresponds to a maximum speed of about 0.2 mm/s.

The equation solver type used for all simulations is configured as follows:

- Use of the implicit Sparse Direct Equation Solver of Ansys Mechanical APDL;
- Use of both large deflections and enforced use of line search algorithms to achieve stable convergence as well as reliable results;
- Use of a fully asymmetric Newton-Raphson method for the determination of the minimum of the potential energy of the FEM setup, since the whole setup is significantly nonlinear due to the contact definition, the friction model, the material data and the large deflections.

Because of the purposeful simplifications of the simulation geometry, which leads to a low overall element count, the simulation time for a full simulation run on common work station hardware is only between 20 min (piston/tube) and 75 min (rod guide assembly/rod) and, therefore, still reasonable for the intended use in daily engineering.
5. Results

5.1. FEM Results Overview

The analysis of the stress distribution, the contact resolution, and solid body motion and deformation acts as a plausibility check for the overall setup and provides insights into the general behavior of the respective single friction point under the defined loads, apart from the friction behavior. To keep this section brief, the rod guide assembly rod friction point as the most complex one is presented here, exemplarily for all single friction points. Its equivalent stress distribution is shown in Figure 8, where the left panel shows the equivalent stress distribution just after mounting, and the right panel shows the equivalent stress distribution after an additional 30 min of standstill. This state of the right panel represents the state of the simulation setup just prior to the friction recording sequence, where the setup is mounted, pressurized to operating pressure, and at least half an hour has passed at standstill so as to achieve proper material relaxation as explained above.

Figure 8. Comparison of the equivalent stress distribution of the rod guide assembly/rod FEM setup, divided into the scraper/rod contact (top) and the oil seal/rod contact (bottom) before (left) and after (right) material relaxation time, with the resulting contact areas $A_{SR}$ and $A_{OR}$ and the circumferential scraper/rod and oil seal/rod contact normal forces $F_{NSR}$ and $F_{NOR}$.

The related overall equivalent stress decrease of the scraper/rod pairing is best visible near the contact zone (A) and by the enlarged blue area within the scraper’s body (B). The scraper/rod contact shows no unexpected behavior, since no further parts or boundary conditions are involved. The contact resolution shows good convergence represented by barely visible body penetration, and the qualitative equivalent stress distribution is reasonable considering the boundary conditions and the deformation distribution. The shown quantitative range of equivalent stress and the resulting contact normal force are reasonable due to the material stiffness and deformation. Because of the simple setup without further influences on the bodies, the contact area change resulting from the material relaxation phase is insignificant (+0.05%), while the change of the contact normal force is significant (−24.0%) but reasonable following the material formulation.

The oil seal/rod contact behavior in Figure 8 is significantly different from that of all other seal/counterpart contacts because of the additional impact from the static pressure-loaded static seal. This part is transmitting the damper’s static operating pressure to the oil seal/rod contact due to its geometric and material properties. The therefore increased oil seal/rod contact pressure ensures the tightness of the oil seal, especially in high-speed scenarios. The consequence of the combination of oil seal, static seal and static pressure is a significantly increased average stress level in both the oil seal and the static seal, as compared to the scraper. This equivalent stress level is decreasing during the relaxation phase, as expected, which is best visible at the contact zones (C), but as well through the
more pronounced blue shading within the less deformed parts of the seals. Simultaneously, the oil seal/rod contact area increases much more significantly than at the scraper/rod contact or at the piston band/tube contact (+23.4%). This increase is caused by the ongoing deformation of the relaxing static seal, leading to even further increased pressure on the oil seal. As a consequence, this influence of the static seal on the oil seal leads to an only slightly decreasing circumferential contact normal force in the oil seal/rod contact during the relaxation phase (−3.4%).

All resulting contact normal force changes of the seal/counterpart contacts during the material relaxation phase are plotted together in Figure 9. The contact normal force $F_N$ is directly influencing the friction force generated in the FEM contact by the friction model, as introduced above and is, therefore, a very important parameter with regard to the overall friction simulation behavior. However, it should not be investigated without consideration of the contact geometry and contact discretization, since both influence the derived contact area, as discussed in the simulation setup. Notwithstanding these considerations, the qualitative $F_N$ change during the relaxation phase represents the qualitative change in expected friction generation, and is therefore worth investigating.

Figure 9. Contact normal force change (in percentage) during the material relaxation phase, depicted for each seal/counterpart FEM contact.

The general expectation for the development of $F_N$ during the relaxation phase is a significant decrease, as is experienced by the scraper/rod contact, the piston/tube contact and the floating piston/tube contact in Figure 9. However, in certain setups with additional influences through third bodies or external boundary conditions, a less significant contact normal force decrease or even a contact normal force increase during the relaxation phase is possible, as experienced by the oil seal/rod contact. Consequently, it is not clear if the circumferential contact normal force $F_N$ is increasing or decreasing, or if the amount of $F_N$ change is estimable with acceptable accuracy prior to a friction simulation, if viscoelastic material behavior occurs similar to the simulations setups presented here. This is why appropriate material modeling as introduced above is crucial for the accuracy of seal/counterpart friction simulations.

5.2. Analysis of the Simulated Friction Force Behavior

Figure 10 shows the friction simulation results of each single friction point, both as force-displacement graphs (top) and force-speed graphs (bottom) in comparison to the reference friction measurement results from the single friction point test rigs introduced in part 2 of this study. For comparison, the force-speed graph of the Matlab-optimized friction graph without the related FEM simulation (Matlab fit) is also depicted. The simulated friction forces are obtained from the FEM simulation as force reactions to the respective exciting displacement boundary conditions. Prior to these simulation results, the above-introduced inverse contact normal force sensitivity $\Omega$ is tuned for each single friction point to quantitatively match the midstroke friction force $F_{MS}$ of FEM simulation data and measurement data.
The arising differences between $\Omega_{PT}$, $\Omega_{RGAR}$ and $\Omega_{FPT}$ are resulting in differently high friction force generation per circumferential contact normal force of the respective seal. This behavior is reasonable, since hydrodynamic friction is usually less affected by increasing normal force than dry or mixed friction. The differences in $\Omega$ are, therefore, most probably caused by the different states of lubrication in the single friction points, given that the piston band/tube contact is facing damper oil from both sides, whereas the oil seal/rod friction point is only facing oil from the lower side, and the scraper/rod contact is experiencing lubrication only by leftover oil or additional grease on the rod. Similarly, $\Omega_{FPT}$ is even higher than $\Omega_{RGAR}$, implying an overall even less lubricated state than in the rod guide assembly/rod friction point. This interpretation is reasonable as well, given that one side of the floating piston’s O-ring is only lubricated with almost non-existent leftover oil on the tube due to near zero leakage.

The qualitative shape of both the FEM force-displacement graph and the FEM force-speed graph with their SFP measurement counterparts is matching sufficiently well. The piston/tube friction point show almost perfect matching with only a slight widening of the pre-sliding hysteresis compared to both the measurement data and the Matlab fit in Figure 10. The width of the pre-sliding hysteresis is mainly determined by $\sigma_0$ and $\sigma_1$ from the LuGre model formulation. The reason for the slightly widened hysteresis is to be found in the deformation behavior of the seal lip in the FEM simulation due to the applied friction force. The seal lip acts as an additional spring-damper combination, which changes its deflection during speed changes and displacement reversals.

This deflection behavior is visualized in Figure 11 by the comparison of the displacement boundary condition (orange) applied to the piston and the axial distance (blue) between the end lip of the piston band (A) and the displacement application face of the piston (B) during the friction recording phase. As shown in Figure 11, the axial distance between (A) and (B) is decreased during rebound (the spring-damper combination is compressed) and is increased during stroke (the spring-damper combination is stretched). The amount of (A)–(B) distance change is dependent on the viscoelastic material data...
of the piston band, and on the friction force generated in the piston band/tube contact. The amount of friction in the piston band/tube contact is also dependent on the material data, given that the material data determines the contact normal force due to the lateral deformation of the seal. The piston band/tube friction is further dependent on the amount and rate of the displacement boundary condition of the piston, of the seal lip’s axial spring-damper deflection, the contact normal force sensitivity and the LuGre parameter set. As a consequence of the dependency on these various parameters, the individual contribution of the additional spring-damper combination behavior of the seal lip to the friction behavior can not be easily determined or corrected. The measurement data represents merely the friction force versus displacement and speed between the actuated piston and the tube. All occurring lip seal deflection, which contributes to the pre-sliding hysteresis of the recorded friction behavior, is already covered in the LuGre parameter set through the Matlab fit, and therefore covered twice in the overall FEM friction simulation model: The seal lip deflection occurring in the FEM simulation is added to the LuGre pre-sliding deflection in the contact zone. Since the additional spring and damper of the seal lip are linked in parallel to each other, but in series to the spring and damper modeling of the LuGre model, their contribution to the overall deformation and stress level results in a decrease of spring stiffness and damper rate. According to the LuGre modeling, this decrease of spring stiffness and damper rate can be understood as a decreasing \( \sigma_0 \) and \( \sigma_1 \) and, therefore, leads to an underestimation of tangential contact stiffness and tangential contact damping. Consequently, a widening of the pre-sliding hysteresis of the FEM simulation according to the SFP measurement data and the Matlab fit has to occur.

Despite these expected difficulties, the width difference of the pre-sliding hysteresis of the FEM model compared to the single friction point measurement in Figure 10 (left) is very small, which implies only a weak link between microscopic and macroscopic material behavior. This is crucial and has to be ensured for all friction points, because the presented simulation methodology strictly separates macroscopic material behavior as input parameters for the structural FEM setup, and microscopic material behavior as input parameters for the dynamic friction model. However, the influence of the macroscopic material behavior on the qualitative shape of the force-displacement and force-speed graphs should be considered when analyzing similar simulation results.
The qualitative deviations between the FEM simulation and the single friction points measurements of the rod guide assembly/rod friction point are a decreased height and width of the force overshoot after the motion direction turnaround from rebound to compression, a minimally shifted, but not width-altered pre-sliding hysteresis, and a slightly too-low force level of the FEM simulation over the whole decreasing-speed part from compression to rebound of the friction recording phase. The reason for these qualitative differences in friction behavior, is most likely the same reason as for the qualitative friction graph deviations at the piston/tube friction point as mentioned above: Since the seals respond with axial deformation to the friction force generated in the respective contact zones while stroking, additional spring and damper elements are added to the friction simulation system. These additional spring and damper elements consequently act as a reduction of the LuGre parameters $\sigma_0$ and $\sigma_1$ therefore cause the mentioned deviations. Nevertheless, the qualitative friction behavior of the rod guide assembly/rod friction point is described by the introduced friction modeling approach with high accuracy.

The qualitative deviations between experiment and simulation at the floating piston/tube friction point are greater than for the other two friction points. This is to be expected, since different actuation sequences are used for the parameter estimation and the FEM friction simulation, as introduced in the simulation setup section. Consequently, this simulation acts as a validation of the transferability of both the LuGre parameter set and the inverse contact normal force sensitivity $\Omega$. Since $\Omega$ influences the quantitative amount of friction, also quantitative differences between simulation and experiment occur for this single friction point in Figure 10 (right), which are, however, acceptably low ($-3.9\%$ for $F_{\text{FEMmax}}$). The most probable reasons for the differences in qualitative friction behavior are therefore uncertainties from the parameter set transfer and influences from the very low actuation displacement amplitude, which is—according to the LuGre parameter set—never leaving the pre-sliding range. This is unique for all investigated friction points, and not the optimal application for the LuGre model. However, the qualitative deviations between the FEM simulation and the single friction point measurement are still sufficiently small. Together with the very low quantitative deviation it is, therefore, shown that the floating piston/tube friction point is described in its friction behavior with sufficient accuracy by the introduced friction modeling approach.

6. Conclusions
Automated driving dictates new requirements for ride quality comfort. Therefore, modeling and especially experimental evaluation of shock absorbers is essential. One of the key problems is the reproduction of the friction behavior from the reference measurements. In the presented study this representation is sufficiently accurate, as could be expected from the accuracy of the friction model parameterization. The friction simulation slightly underestimates contact stiffness and contact damping, which is model-immanent due to the imperfect separability of microscopic and macroscopic seal deformation behavior. The simulation of damper friction is possible with high qualitative and quantitative accuracy, while requiring a reasonably small amount of parameterization measurements, and remarkably low calculation time compared to the large number of considered friction-influencing parameters. The validation of this simulation approach and the transferability of the gathered friction model parameters to different geometry is presented in part 2 of this study. This opens a wide field for further optimization of automotive shock absorbers regarding friction in all design stages by studying the influence of the considered parameters in various simulations. Given that this methodology is not limited to the analysis of automotive shock absorbers, but should be applicable to most types of friction investigations of hydraulic seals, a wide field of further application and specific adaptation lies open and could be explored in future work.
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Appendix A. Friction Model Parameterization

The parameters determining the friction behavior of the LuGre model are \(\sigma_0, \sigma_1, \sigma_2, F_C, F_S\) and \(v_S\) (see Equations (4)–(6)). An efficient way of obtaining these parameters from reference single friction point measurements (see part 2 of this study) is performing optimizations, e.g., by use of the \texttt{lsqcurvefit} function within Matlab. All three single friction points are parameterized with one parameter set, respectively. This also applies to the rod guide assembly/rod friction point, even if it contains two actual friction points (see Figure 1), since efficiently measuring scraper/rod or oil seal/rod friction independently, but under realistic operating conditions, is virtually impossible. However, dependent on an appropriate initial guess, very well matching friction graphs are achieved as shown in Figure A1, which also presents the respective parameter sets for each single friction point.

![Figure A1. Parameterization results for each single friction point, showing a sufficiently accurate match of the respective force-speed graphs.](image)

Remarkable specifics of the parameterization concern the rod guide assembly/rod friction point and the floating piston/tube friction point. For the former, the significantly asymmetric force-speed behavior demands for a partly speed direction-dependent parameter set, where the respective parameters \(\sigma_1^{+/-}\) and \(F_C^{+/-}\) are blended near zero speed via a \(tanh\) function of the form:

\[
\sigma_1 = \frac{\sigma_1^{+} + \sigma_1^{-}}{2} + \left(\frac{\sigma_1^{+} - \sigma_1^{-}}{2}\right) \cdot tanh(v \cdot amp) \tag{A1}
\]
with \( \text{amp} \) determining the slope of the tanh function near zero speed. Since this blending has also to be implemented to the friction model applied to the FEM simulation’s contact zones, \( \text{amp} \) has to be chosen high (about 10e6) during the parameterization process, but smaller (about 3000) during the FEM simulation to ensure a sufficient compromise of smooth blending and accurate near-zero speed friction description. For the latter, the floating piston/tube friction point, the much smaller (about 9.3%) sliding distance compared to the other friction points during the reference friction recording cycle leads to a slightly differing parameterization approach. This smaller sliding distance is caused by the indirect actuation of the floating piston only caused by the volume compensation of the entering rod (see Figure 1). Since some of the LuGre parameters are mainly determining the high-speed friction behavior (e.g., \( \nu_2 \) and \( \nu_3 \), the aforementioned small sliding distance measurement data is no sufficient basis for the fitting of these parameters. Instead, a ten times larger friction recording sequence was used for the parameterization of the floating piston/tube friction point, which brought well matching simulation results even for smaller sliding distances, as presented in the results section of this article.
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