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Abstract: The miniaturization of thermal infrared sensors suitable for integration with unmanned aerial vehicles (UAVs) has provided new opportunities to observe surface temperature at ultra-high spatial and temporal resolutions. In parallel, there has been a rapid development of software capable of streamlining the generation of orthomosaics. However, these approaches were developed to process optical and multi-spectral image data and were not designed to account for the often rapidly changing surface characteristics inherent in the collection and processing of thermal data. Although radiometric calibration and shutter correction of uncooled sensors have improved, the processing of thermal image data remains difficult due to (1) vignetting effects on the uncooled microbolometer focal plane array; (2) inconsistencies between images relative to in-flight effects (wind-speed and direction); (3) unsuitable methods for thermal infrared orthomosaic generation. Here, we use thermal infrared UAV data collected with a FLIR-based TeAx camera over an agricultural field at different times of the day to assess inconsistencies in orthophotos and their impact on UAV-based thermal infrared orthomosaics. Depending on the wind direction and speed, we found a significant difference in UAV-based surface temperature (up to 2 °C) within overlapping areas of neighboring flight lines, with orthophotos collected with tail wind being systematically cooler than those with head wind. To address these issues, we introduce a new swath-based mosaicking approach, which was compared to three standard blending modes for orthomosaic generation. The swath-based mosaicking approach improves the ability to identify rapid changes of surface temperature during data acquisition, corrects for the influence of flight direction relative to the wind orientation, and provides uncertainty (pixel-based standard deviation) maps to accompany the orthomosaic of surface temperature. It also produced more accurate temperature retrievals than the other three standard orthomosaicking methods, with a root mean square error of 1.2 °C when assessed against in situ measurements. As importantly, our findings demonstrate that thermal infrared data require appropriate processing to reduce inconsistencies between observations, and thus, improve the accuracy and utility of orthomosaics.
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1. Introduction

As the global population continues to grow, food demand is expected to increase by 50% in 2050. As such, there is an immediate need to improve our agricultural systems...
to become more resource-efficient [1]. Precision agriculture has emerged as a potential solution to this problem and aims to optimize management practices by providing needed farm inputs of the right amount, at the right time, and in the right place [2]. Central to this concept is the dynamic monitoring and response to intra-field variability in both plants and soil. However, an accurate and continuous description of the heterogeneity of agricultural surfaces over large areas remains a challenging task. Remote sensing provides an effective way to overcome the spatial and temporal constraints of ground-based measurements. While satellite systems have become a useful tool for various agricultural applications [3], they are often limited by orbital configuration, leading to a compromise between the achievable spatial and temporal resolution. With recent advances in near-Earth observation [4], unmanned aerial vehicles (UAVs) offer an appealing compromise for obtaining data with ultra-high spatial resolution in real-time and on-demand [5,6].

In parallel with UAV developments, there have been efforts to miniaturize sensors [7], providing new capabilities in thermal [8], hyperspectral [9–11], and other sensing methods, e.g., Light Detection and Ranging (LiDAR) [12]. Driven by these developments, the uptake and use of UAVs has increased rapidly, allowing the monitoring of a range of soil and crops characteristics with unprecedented spatial and temporal resolutions [13], including crop height [14], surface temperature [15,16], vegetation chlorophyll [11] and many other variables of interest [17]. As a particular example, UAV-based thermal infrared sensors are being used for a range of agricultural applications, including the monitoring of vegetation water stress [18], irrigation scheduling and crop water status [19,20], crop phenotyping [21–24], yield prediction [25], and real-time disease and pathogen detection [26–28]. While most of these applications require careful data acquisition and specific processing techniques of the thermal imagery, only a limited number of studies have assessed the impact of inconsistencies between raw images and observation errors in the final products (e.g., [29–31]).

UAVs generally utilize uncooled thermal sensors due to their size and weight benefits compared to cooled sensors. One of the most common thermal sensors are microbolometers. They have a relatively lower cost, are easy to integrate, and their large temperature coefficients result in a wide range of resistance changes with radiation absorption. However, uncooled microbolometers tend to be less accurate and prone to thermal sensitivities, which can cause inconsistencies and reduced accuracy in thermal retrievals. Some sources of errors are already corrected by firmware integrated into the sensor system, such as the non-uniformity correction, which enhance the internal offset coefficients of the camera [32]. This correction ensures a harmonized signal response across the sensor and subsequently provides a more uniform image [33]. Nonetheless, even with this correction, camera optics, design and enclosure influences can introduce energy dissipation effects from the microbolometers, resulting in distortion (vignetting) in collected imagery [30]. Likewise, low-cost sensors are not radiometrically calibrated by the manufacturer, making it difficult to obtain absolute temperature measurements.

Several studies have developed protocols using available blackbody devices in the laboratory to calibrate or correct uncooled sensors [34]. Ribeiro-Gomes et al. [35] proposed a radiometric calibration procedure in which an artificial neural network was used with the sensor temperature and the digital response of the sensor as input. More recently, Kelly et al. [30] provided a preliminary description of the FLIR VUE Pro 640 camera performance in both laboratory and field conditions, finding that camera stabilization is one of the major causes of uncertainty. They also performed a simple linear radiometric calibration based on blackbody temperature. A variety of approaches have been suggested for correcting vignetting effects [34–36]. For instance, Aragon et al. [29] developed a pixel-based ambient temperature dependent radiometric calibration function for three thermal infrared sensors. They identified significant improvement in measured surface temperatures when evaluated against a temperature modulated blackbody target, with measurements of bias and vignetting effects greatly reduced. Kelly et al. [30] recommended using only the central portion of the image to minimize vignetting effects, but in doing so, severely reduced the
overlapping image coverage required for accurate image alignment. Another challenge of thermal images is their low contrast, which affects the photogrammetry process and can cause significant errors in the generation of orthophotos [35]. To solve this contrast issue, Turner et al. [37] applied a linear stretch using a minimum and maximum thresholds set based on all pixels in all images to improve identification of features within overlapping images. Despite the number of recent improvements to enhance the accuracy of UAV-based thermal data, relatively few evaluations of thermal mosaicking approaches and the impact of using potentially inaccurate/uncorrected thermal images on the final orthomosaic have been undertaken [31,38].

Snapshot images are processed with photogrammetrically based structure from motion (SfM) approaches by matching the same ground features viewed from overlapping UAV-based images that have been collected from different viewpoints. The SfM technique estimates a dense 3D point cloud that results in a reconstructed and georeferenced surface, generally in the form of a DSM or mesh that can be used to generate orthorectified images [39]. SfM has been extensively used to process RGB and multi-spectral imagery [40,41], leading to several commercial (e.g., Agisoft Metashape, St. Petersburg, Russia and Pix4D, Lausanne, Switzerland) and open-source (e.g., open MVG, Paris, France) software applications. Nevertheless, none of these methods have been specifically designed for thermal imagery. For instance, Agisoft Metashape Professional (previously named Agisoft PhotoScan) proposes different mosaicking modes: also called stitching or blending. While the “mosaic” mode may minimize the appearance of seamlines, this mode was designed to improve RGB or multi-spectral processing by implementing an approach with data division. The “mosaic” method applies a weighted average resulting in higher weights for pixels closer to the image center. Importantly, for thermal data, the underlying physical processes occurring within the imagery are not considered, which hinders the handling of rapid changes in surface temperature and influences of in-flight effects, e.g., wind [38]. Furthermore, commercial software do not compute final error maps associated with inconsistencies of individual thermal images used to produce the final orthomosaic, making uncertainty assessments difficult to complete.

While thermal observations can provide insight into the physiological status of vegetation and land surface temperature dynamics, a variety of errors can still impact the UAV-retrieved temperature, where an accuracy better than 1 °C is often required [42–44]. The following investigation aims to address these limitations by improving the understanding and characterization of thermal errors in the mosaicking process, thereby providing an enhanced interpretation of collected temperatures, as well as developing a novel orthomosaicking approach that is suited for the processing of thermal data. To this end, several thermal infrared UAV datasets were collected in coordination with a tomato phenotyping experiment [45] that was conducted over an experimental field site in Saudi Arabia. To assess the collected imagery, individual thermal orthophoto inconsistencies were identified and then investigated in relation to flight direction and wind orientation and speed. An intercomparison of three commonly employed mosaicking methods, which form an integral part of commercial processing software such as Agisoft Metashape, was undertaken on collected imagery. In order to address the shortcomings of such approaches when using thermal infrared data, we implement a new swath-based mosaicking scheme to retrieve calibrated temperature maps based on flight direction normalization to reduce wind effects. Results were evaluated against spatially distributed in situ temperature measurements for each campaign. The work presented herein represents one of the first attempts to quantify uncertainties in thermal UAV-based orthomosaics, while offering an innovative orthomosaicking approach designed specifically for thermal infrared imagery.

2. Materials and Methods
2.1. Description of Study Area

UAV thermal data were collected over the winter period between 9 November 2017 and 7 January 2018 across a leveled 1 ha field of wild tomato plants at the King Abdulaziz
University Agricultural Research Station in Hada Al-Sham, Saudi Arabia (Figure 1). Further details on the specifics of the plant trial are provided in Johansen et al. [45]. The region is characterized as a hot desert climate with precipitation of less than 100 mm/year and temperatures that can reach above 40 °C, even in winter. The soil is homogeneous and defined as sandy loam. Multiple UAV flights were conducted between 0800 and 1300 on three dates during the growing season, ensuring that a broad range of meteorological and surface temperature conditions were captured. Meteorological measurements including air temperature, wind speed and direction, air humidity, and net-radiation were collected continuously throughout the experiment (Figure 1), with data publicly available via www.climaps.com, accessed on 16 June 2021. Table 1 shows the air temperature together with the mean, maximum and minimum wind speeds at the site when the 12 flight surveys were performed. The wind speed was relatively stable during each flight, but the wind direction fluctuated, although it came predominantly from either the northeast or southwest.

Figure 1. (a) Study site location (red dot) in Saudi Arabia of the tomato experiment (b) at the Hada Al-Sham agricultural research station, approximately 60 km east of Jeddah. Layouts of the experimental tomato plant trial with an overlay of flight directions at 66°/246° (c) and 156°/336° (d) north are also shown. The yellow squares show the location of four installed Apogee sensors and the black circle indicates the location of a weather station (d).
Table 1. Flight times and meteorological conditions, including air temperature and mean, maximum (max) and minimum (min) wind speed, recorded during each UAV flight survey on 9 November 2017, 20 December 2017 and 7 January 2018.

| Survey Date       | Starting Time | Flight Duration (min) | Flight Direction (°) | Air Temperature (°C) | Mean Wind Speed (m/s) | Max Wind Speed (m/s) | Min Wind Speed (m/s) |
|-------------------|---------------|-----------------------|----------------------|----------------------|-----------------------|----------------------|----------------------|
| 9 November 2017   | 08:27         | 16                    | 66/246               | 28.3                 | 0.8                   | 2.2                  | 0.1                  |
|                   | 08:49         | 15                    | 156/336              | 28.9                 | 0.9                   | 2.3                  | 0.0                  |
|                   | 11:06         | 16                    | 66/246               | 32.4                 | 2.0                   | 4.1                  | 0.2                  |
|                   | 12:58         | 16                    | 66/246               | 34.3                 | 2.0                   | 4.7                  | 0.1                  |
| 20 December 2017  | 08:01         | 16                    | 66/246               | 21.9                 | 2.2                   | 4.6                  | 0.6                  |
|                   | 08:24         | 15                    | 156/336              | 22.9                 | 2.0                   | 4.5                  | 0.5                  |
|                   | 09:52         | 14                    | 66/246               | 27.1                 | 1.8                   | 3.7                  | 0.3                  |
|                   | 10:19         | 15                    | 156/336              | 28.0                 | 1.1                   | 2.6                  | 0.1                  |
|                   | 11:56         | 15                    | 66/246               | 30.6                 | 1.2                   | 4.2                  | 0.1                  |
| 7 January 2018    | 09:16         | 15                    | 66/246               | 23.1                 | 3.6                   | 8.3                  | 0.3                  |
|                   | 09:40         | 15                    | 156/336              | 23.8                 | 3.0                   | 6.8                  | 0.4                  |
|                   | 12:43         | 15                    | 66/246               | 28.9                 | 2.8                   | 5.5                  | 0.7                  |

2.2. Thermal Data Acquisition

Thermal images for each of the 12 UAV flight surveys were acquired with a Thermal-Capture 2.0 640 thermal camera (TeAx, Wilnsdorf, Germany) at a nadir viewing angle. The flight surveys were undertaken at different times in the morning and around solar noon on the three dates (Table 1) to explore how times of significant surface heating (in the morning with increasing solar elevation) and more stable surface temperatures (around solar noon) affected the orthomosaicking process. Plant scientists and farmers are often interested in exploring plant responses to heat, specifically of isohydric plants for adjustment of irrigation [46,47]. Hence, it is important to assess the achievable improvement in accuracy of UAV-based temperature data collected at different times during both increasing surface heating and stable surface temperatures, while also evaluating varying shadow effects and their impact on sensed temperatures. The TeAx camera, based upon a modified FLIR Tau 2, has a resolution of 640 × 512 pixels and a 13 mm focal length, and collects thermal infrared images across the 7.5-13.5 µm spectral range. Manufacturer specifications indicate a thermal accuracy of 5 ºC and thermal precision of 0.04 ºC. The camera has the advantage of performing automatic flat-field corrections (FFC) while it is recording, allowing the system to remove the artifacts from 2D images that are caused by variation in the microbolometer-to-microbolometer precision of the sensor array. For the three campaigns, the FFC was performed every 100 images (approximately 83 seconds). The sensor also measures the internal temperature of the camera, combined with the ambient air temperature set before a flight. The camera continually updates the non-uniformity coefficients used to convert the raw 16-bit digital numbers (DN) to radiometric values.

The TeAx thermal camera was mounted onto a DJI Matrice 100 (M100) quadcopter (DJI, Shenzhen, China) using a 3-axis gimbal (Figure 2). The gimbal used for the TeAx sensor was calibrated and balanced before each flight on a leveled wooden base. In addition, the flight speed (2 m/s) was relatively low during each UAV flight survey, further aiding the collection of nadir image data. An assessment of image orientation and dimensions of selected orthophotos from each UAV flight survey, including photos from both flight directions, confirmed data collection at nadir. The UAV platform consisted of the flight controller, propulsion system (four propellers), GPS, and remote control. The effect of the downwash of the propellers was considered negligible for the thermal infrared data collection, due to the placement of the TeAx sensor underneath the central part of the UAV platform and the distance to the ground (13 m), especially considering the results by Guo et al. [48]. The Universal Ground Control software (UgCS; SPH Engineering, Riga, Latvia) was used to control the UAV and undertake the flight planning with 60% sidelap, thereby providing 18 flight lines of the field trial. The UAV flying height was maintained at an elevation of 13 m above ground, providing a ground sampling distance of approximately 0.015 m and a footprint for each photo of 10.9 × 8.7 m. Flight speed was set to 2 m/s, corresponding to ~50 seconds per flight line, resulting in a flight time of 17 min per survey. While the camera collects thermal images at an image frequency of 8.33Hz,
only every second image was used for further processing, yielding a forward overlap of 93%. Reducing the number of images did not affect the reconstructed thermal maps due to the high forward overlap, but it significantly reduced processing time.

![TeAx ThermalCapture 2.0 camera](image)

**Figure 2.** TeAx ThermalCapture 2.0 camera (left) mounted on the DJI Matrice 100 along with red-green-blue (RGB) and multi-spectral cameras (right).

### 2.3. Field Data Collection

To ensure accurate absolute geolocation of the orthophotos, ground control points (GCPs) were manually located within the observed scene. Aluminum trays were placed in the center and at each corner of the field as GCPs, as they were able to infer sky temperatures due to the very low emissivity of shiny aluminum. A black cross was taped across the center of each tray to improve the identifiability and hence accuracy of the GPS measurements, which were collected using a differential GPS (Leica GS10 receiver as a base station and GS15 smart antenna as a rover). The raw data logged by the base and rover were used for post-processing to obtain accurate positions of the GCP measurements in the field (horizontal accuracy of 5 mm) [49].

To evaluate the UAV-based thermal retrievals, in situ surface brightness temperature over bare ground was collected using four Apogee SI-111 infrared radiometers (Apogee Instruments Inc., 2005, Logan, UT, USA) and recorded during each campaign at four locations (Figure 1). At each location, the temperature was measured continuously at 1 min intervals and recorded on DataTaker DT80M loggers (Thermofisher Scientific Inc., Waltham, MA, USA). The broadband spectral range of these sensors spans from 8 to 14 µm, with an optimal temperature range covering −40−80 °C and a manufacturer specified accuracy of ±0.5 °C. All Apogee sensors were mounted at 1 m height above ground with a nadir viewing angle. Therefore, with a field of view (FOV) of 22 degrees, the ground sampling area from each sensor was estimated to be 0.40 m², corresponding to about 2000 relatively homogeneous thermal pixels. For evaluation purposes (Section 3.4), the temperature within the FOV was extracted and averaged for each orthophoto along with the acquisition time. To ensure accurate temperature evaluation data, a calibration curve for each of the Apogee sensors was established based on the approach of Aragon et al. [29].

### 2.4. Thermal Data Pre-Processing

After the UAV thermal data acquisition, the raw images were downloaded with the ThermoViewer software for post-flight processing. The raw DN images were extracted as 16-bit TIFF radiance image files along with the UAV position, the camera non-uniformity corrections and the manufacturer-based radiometric calibration in an EXIF file. In order to obtain accurate orthophotos, the pre-processing was divided into three main parts: image calibration, histogram stretching, and image geo-referencing (Figure 3).
Figure 3. The workflow of the proposed methodology was divided into two main stages, pre-processing and orthomosaic generation. Additionally, the workflow for validation of temperature (temp) within the Apogee field of view (FOV) and standard deviation (STD) assessment is presented in the yellow box.
Based on the approach developed by Aragon et al. [29], a calibration function for each pixel, forming a matrix, was developed and applied to the raw thermal images. The calibration function was derived in a laboratory setup, where RTDs were first calibrated to accurately measure the temperature of a FLIR 4 blackbody, coincidently with the collection of TeAx 640 images. To eliminate erratic temperature readings during the warmup period of the TeAx 640 camera, it was pre-warmed for up to 80 min based on findings in related studies [15,30]. The laboratory setup was contained within an environmental chamber to determine the relationship between the recorded TeAx 640 temperatures and the corresponding black body temperatures at various ambient temperatures. This produced a multilinear regression matrix that was applied to all the thermal images prior to further processing. To evaluate the performance of the approach developed by Aragon et al. [29], we compared the orthomosaicking results both with and without applying the multilinear regression matrix.

Before image alignment, the calibrated radiances were linearly stretched to occupy a larger portion of the dynamic range of the TIFF files. It is worth noting that only the digital numbers were changed (not the radiance values), as this improved the identification of features within the images, which in turn increased the number of matching points for better orthorectification. The absolute temperature recorded by the TeAx sensor occupied a very small portion (<2%) of the dynamic range of the 16-bit TIFF files. Therefore, the upper and lower thresholds for stretching were determined from the histogram of the radiance for all pixels of all images used in the reconstruction [37]. The GPS data was written for each image to the EXIF headers of these “stretched” 16-bit TIFF files before further processing. Following the orthorectification of the individual photos, the equation used for the linear stretch was reversed to ensure radiance values were not affected by the stretching.

Numerous SfM commercial software packages have become available for automatically processing UAV imagery. Here, we used the Agisoft PhotoScan workflow, which starts with an image alignment step using tie points between overlapping photos of the same features and identifies camera positions to produce a sparse point cloud. Subsequently, the GCPs were manually identified in the images and used for geo-referencing. Based on the identified GCPs, a bundle adjustment was performed to estimate the camera positions, orientations, and lens calibration parameters. Then, a dense point cloud was produced using SfM techniques to reconstruct the scene based on thousands of detected and matched feature points across neighboring images. The point densification process relies on the known camera positions and orientations from multi-view stereopsis.

In order to investigate the inconsistencies between overlapping thermal images and improve the processing for generating an orthomosaic, individual georeferenced and orthorectified radiance images produced in Agisoft PhotoScan were subsequently extracted (Figure 3). As Planck’s Law defines the relationship between temperature and radiance, which is more complex than linear proportionality and is strongly wavelength-dependent [50], all images were kept as surface radiances and converted to brightness temperature after merging.

2.5. Orthomosaic Comparison and Development of the Novel Swath-Based Method

To investigate the influence of blending modes on the orthomosaic generation, the three Agisoft PhotoScan methods were tested and compared by subtracting the vignetting corrected temperature values of one orthomosaic from the other (Figure 3). Agisoft PhotoScan defines the blending methods as [38]:

- **Mosaic**: orthophotos are decomposed into high- and low-frequency components. A weighted average is calculated separately for low-frequency and high-frequency components (with different weights), which are subsequently combined into the final orthomosaic, where pixels closer to nadir have higher importance.
- **Average**: the weighted average pixel value from all available overlapping orthophotos is assigned to the corresponding pixel in the final orthomosaic.
• **Disable:** each pixel value in the resulting orthomosaic is selected from a single orthophoto among all overlapping orthophotos based on the photo having the view closest to nadir. While the pixel value is not modified and each pixel represents the initially observed temperature at nadir, neighboring pixels may come from different photos.

As none of the Agisoft PhotoScan blending methods were specifically designed for thermal imagery, we proposed a novel approach that considers the rapid temperature change during a UAV flight and possible inconsistencies between flight lines, caused by wind and flight direction. Instead of computing the entire image dataset, the 150 orthophotos from each flight line were first combined, i.e., the mean value of overlapping pixels from multiple neighboring orthophotos was calculated separately along each of the 18 flight lines in order to create individual swaths. The forward overlap of 93% and the near-coincident acquisition time of neighboring overlapping orthophotos ensured all averaged pixels, representing radiance values, were acquired within less than 5 s, with minimal expected temperature variation between the averaged pixels. As there were approximately 1–2 min between the pixels of neighboring swaths, rapid changes in surface temperature in response to surface heating and wind effects can cause challenges for standard orthomosaicking approaches. To alleviate the influence of flight direction relative to the wind direction and to preclude abrupt temperature variations between neighboring swaths, a flight direction normalization method was implemented to produce an orthomosaic based on the 18 swaths. The neighboring swaths were normalized by assuming a 0 °C difference within the 60% overlapping areas, i.e., correcting for bias between swaths due to flight direction. The bias correction was calculated for each of the neighboring overlapping swaths and it was applied to the entire swath. As such, the first swath of the flight survey was used for correcting the second swath. Then, the second corrected swath was used for correcting the third swath and so forth. Starting with the first swath of the flight survey for the temperature normalization ensured that all swaths were subsequently adjusted to the first swath to remove temperature variability experienced during the 17 min of each UAV flight, which allowed all corrected swaths to be seamlessly stitched to an orthomosaic. Another advantage of the swath-based approach was the ability to compute the standard deviation when averaging the individual orthophotos to produce standard deviation maps to exhibit errors and uncertainty information to facilitate the interpretation of the final orthomosaic.

### 3. Results

The UAV-based thermal image data for the 12 flight surveys acquired over three dates (Table 1) were orthorectified and mosaicked using the three blending methods in Agisoft PhotoScan and our novel swath method (Section 2.5). Here, the results of the experiments, their associated sources of errors, their impacts on the temperature orthomosaics, and the evaluation of the blending methods are reported. In Section 3.1, the spatial variability between orthophotos was assessed in order to characterize camera errors (e.g., vignetting effect) and rapid changes in physical surface temperature. In Section 3.2, the effects of flight direction and wind orientation are quantified, while Section 3.3 showcases the results of the novel swath-based correction method including vignetting correction and flight direction normalization to reduce wind effects in the produced orthomosaic. Finally, Section 3.4 presents a spatial intercomparison of the orthomosaics produced with the three blending modes in Agisoft PhotoScan and the validation of the three orthomosaic as well as the swath-derived results against field-based temperature measurements.

#### 3.1. Calibration of Orthophotos to Remove Inconsistencies

Individual orthophotos collected over the survey area were blended by averaging overlapping pixels to obtain a surface temperature map. However, inconsistencies between overlapping orthophotos can lead to inaccurate temperature retrievals in the final map. We computed the pixel-based standard deviation (STD) of orthophotos to evaluate and quantify the impact of combining uncalibrated imagery. One well-known source of error
is the vignetting effect on the uncooled microbolometer focal plane array. We selected the STD for one flight line before and after vignetting correction [29], to demonstrate the effect of vignetting when averaging uncalibrated orthophotos (Figure 4). While the STD can reach up to 2.0 °C before vignetting correction, it decreased to less than 0.5 °C after correction (Figure 4). Over the entire flight line, the vignetting correction decreased the STD from 0.7 to 0.2 °C, illustrating the importance and the need to correct the imagery before mosaicking (Figure 4). Similar results (STD decreases between 50% and 70% in all cases) were found for other swaths in the same flight as well as for the other flights. Kelly et al. [30] recommended using only the central portion of the image, but our result demonstrates that it is not systematically a robust approach and that the central part of an image can also be impacted by vignetting effects. As a result, if not corrected for, vignetting can introduce significant errors when thermal imagery is combined during the orthomosaic generation.

Similarly, we computed the pixel-based STD for all orthophotos collected over the surveyed area before and after calibration and vignetting correction (Figure 5). As observed previously, the vignetting correction reduced the temperature STD from 1.2 to 0.7 °C for the surveyed area. Importantly, the temperature STD was reduced to <0.5 °C for most of the area, demonstrating the efficiency of the applied correction. We also observed high STD values along the 2-m high fences (squared shape around the field and one line in the middle of the plant trial, Figure 5a,b), demonstrating large image inconsistencies when tall objects are imaged with varying off nadir view angles. For instance, photos collected with the fence within the field of view but along the edge of the photo, i.e., large off nadir view angle, caused the side of the fence to be imaged and thus, generated inconsistencies between orthophotos (this feature is also observed in Figure 4). In addition to the vignetting, high STD values were observed across Figure 5a from photos collected at the completion of the flight survey with the return of the UAV to the take-off/landing.
base. The high STD along this path clearly demonstrates the impact of rapid change in the physical surface temperature, with the returning UAV crossing areas previously recorded some 15 min earlier. This artifact was eliminated in the final map by removing the unnecessary orthophotos at the beginning and the end of the survey. However, two areas persisted with relatively high STD in Figure 5b, illustrating other inconsistencies between the orthophotos e.g., due to flight direction, short camera warmup period prior to data acquisition, or actual temperature changes occurring within the short timespan, within which the same location was observed from multiple overlapping photos (further details provided in Section 3.2).

![Figure 5. Standard deviation of orthophotos before (a) and after (b) calibration and vignetting correction for 20 December 2017 at 10:19–10:35. Yellow dot indicates the take-off/landing base.](image)

The high STD of the uncalibrated UAV data was also clearly reflected when assessed against field-based Apogee measurements. Using the spatially averaged UAV-based radiance (before brightness temperature retrieval) within the approximately 0.4 m² field of view of each Apogee sensor, a significant improvement was achieved in the UAV-derived temperature measurements of individual orthophotos after vignetting correction [29]. In this case, the mean absolute error was reduced from 10.12 to 1.39 °C, while the root mean square error decreased from 10.20 to 1.66 °C (Figure 6).

### 3.2. Flight Direction Analysis

In this section, outbound and inbound orthophotos were computed separately to investigate the impact of the flight direction on the imaged temperature. Figure 7 presents the orthomosaic computed with the *Average* blending approach using only outbound (flight orientation of 66° north) orthophotos and only inbound (flight orientation of 246° north) orthophotos from 7 January 2018 at 09:16. When examining the bare ground temperatures, the inbound orthophotos exhibited significantly higher temperatures than the outbound orthophotos. We also detected a temperature increase throughout the flight duration (from top to bottom), following the rapid change of solar elevation and radiation in the morning. The difference map, produced by subtracting the inbound from the outbound orthophotos (Figure 7), presents a change of more than 2 °C in the measured temperature for most of the surveyed area. Although the difference is negative over the core part of the surveyed area, the edges of each flight line yielded a positive difference of about 1 °C, possibly as the result of the UAV slowing down before turning.
In this section, outbound and inbound orthophotos were computed separately to investigate the impact of the flight direction on the imaged temperature. Figure 7 presents orthomosaic using outbound (flight orientation of 66° north) orthophotos (left), orthomosaic using inbound (flight orientation of 246° north) orthophotos (middle) and the difference between inbound and outbound orthophotos (right) on 7 January 2018 at 09:16. The wind orientation was 31° north (±5°), and the average wind speed was 3.6 m/s for this flight survey.

Recently, Kelly et al. [30] found that wind treatments performed in a laboratory caused changes in camera-recorded DN values. To explore the wind impact on the recorded temperatures during field conditions, we extracted wind speed and direction every minute during the flight duration from the weather station located near the center of the surveyed area (Figure 1). Then, the averaged temperature difference between overlapping inbound and outbound orthophotos acquired within a minute (to match the interval of in situ wind measurements) for the 12 flight surveys (totaling 183 min) were compared in relation to the wind and UAV flight direction, along with the wind speed ranging from 0 to 4 m/s during the data acquisition (Figure 8). The wind speed was not normalized to the UAV’s speed; hence, a tail wind of 3 m/s while flying at a speed of 2 m/s resulted in a wind speed effect on the camera of 1 m/s, while a head wind of 3 m/s produced a wind speed effect of 5 m/s. We found that the orthophotos collected with tail wind were systematically cooler (positive values in Figure 8) than the orthophotos with head wind, i.e., wind against the flight direction (negative values). On the other hand, the difference between inbound and outbound orthophotos is close to zero when the wind is perpendicular to the UAV flight direction, both at high and low wind speeds (Figure 7), indicating a strong influence...
of the wind direction on the UAV-derived temperatures. Regarding the impact of wind speed, low speeds (<1.5 m/s) present relatively lower temperature differences (generally <1 °C) between inbound and outbound orthophotos than higher wind speeds (generally 1–2 °C), when the wind orientation is more than 30° off perpendicular to the flight direction. Temperature differences between neighboring inbound and outbound orthophotos were generally highest at wind speeds >2 m/s when the wind direction was within 50° of tail or head wind relative to the flight direction. In fact, wind speeds >3 m/s, but within 30° of the perpendicular angle to the flight direction caused lower temperature differences (<0.5 °C) between inbound and outbound orthophotos than low wind speeds (<1.5 m/s) with an orientation closely aligned with the flight direction, indicating that flight direction relative to wind direction is of more importance than wind speeds during thermal UAV data acquisition. The findings also highlight the need for wind corrections when collecting thermal data.

![Figure 8. Scatterplot of difference in temperature between inbound and outbound orthophotos caused by the wind direction relative to the UAV flight direction for the four, five and three flight surveys on 9 November, 20 December and 7 January, respectively (n = 183). The wind speed at the acquisition time is represented by the color bar from 0 to 4 m/s. Dashed lines represent upper and lower bounds with a maximum of 2 and 0.5 °C for high and low wind speeds, respectively, and were inserted to facilitate the interpretation of the figure.](image)

3.3. Novel Swath-Based Correction for Orthomosaicking

Based on the results presented in Sections 3.1 and 3.2, which demonstrated the benefits of calibration and vignetting corrections to reduce inconsistencies in individual orthophotos and the effects of flight and wind direction, our proposed swath-based correction method was applied to produce orthomosaics with a vignetting correction of individual orthophotos and a subsequent flight direction normalization based on individual swaths. While the flight direction normalization and wind correction did not remove all differences between overlapping areas of neighboring flight lines, it did reduce the temperature differences (Figure 9a,b). In addition, the swath-based correction also normalized temperatures throughout each UAV flight survey despite temperature increases occurring between the start and finish of the UAV flights, especially for the early morning flights. Figure 9c demonstrates an example of a calibrated and flight direction normalized orthomosaic produced with our novel swath-based correction method.
3.3. Novel Swath-Based Correction for Orthomosaicking

Based on the results presented in Sections 3.1 and 3.2, which demonstrated the benefits of calibration and vignetting corrections to reduce inconsistencies in individual orthophotos and the effects of flight and wind direction, our proposed swath-based correction method was applied to produce orthomosaics with a vignetting correction of individual orthophotos and a subsequent flight direction normalization based on individual orthophotos and a subsequent flight direction normalization. This was to normalize the differences between overlapping areas of neighboring flight lines, it did reduce the temperature differences (Figure 9a,b). In addition, the swath-based correction also normalized the differences between the start and finish of the UAV flights, especially for the early morning flights. Temperatures throughout each UAV flight survey despite temperature increases occurring between the start and finish of the UAV flights. The presented example represents the thermal UAV data collected on 20 December 2017 at 10:19–10:35.

On average for the 12 UAV flights, the swath-based correction reduced the mean absolute difference (MAD) between inbound and outbound orthophotos by 0.38 °C, with a maximum improvement in MAD of 0.96 °C for the first morning flight on 20 December 2017 (Table 2). There was a tendency that higher mean wind speeds produced higher MAD values between inbound and outbound orthophotos. The MAD before flight direction normalization and the MAD difference between before and after flight direction normalization showed a positive relationship ($R^2 = 0.73$), indicating that the higher the MAD is between inbound and outbound orthophotos before flight direction normalization, the larger an improvement can be achieved by the flight direction normalization step. Generally, the 156/336° flight direction occurred perpendicular to the wind direction, which explains the lower MAD between inbound and outbound orthophotos and aligns with the results presented in Section 3.2.

Table 2. Mean absolute difference (MAD) between inbound and outbound orthophotos before and after flight direction normalization and associated starting times, flight directions and mean wind speeds of all 12 UAV flights.

| Survey Date       | Starting Time | Flight Direction (°) | Mean Wind Speed (m/s) | MAD Before Flight Direction Normalization | MAD After Flight Direction Normalization | MAD Difference |
|-------------------|---------------|----------------------|-----------------------|-----------------------------------------|----------------------------------------|-----------------|
| 9 November 2017   | 08:27         | 66/246               | 0.8                   | 0.80                                    | 0.62                                   | 0.18            |
|                   | 08:49         | 156/336              | 0.9                   | 0.95                                    | 0.67                                   | 0.28            |
|                   | 11:06         | 66/246               | 2.0                   | 1.79                                    | 1.19                                   | 0.6             |
|                   | 12:58         | 66/246               | 2.0                   | 1.36                                    | 1.01                                   | 0.35            |
| 20 December 2017  | 08:01         | 66/246               | 2.2                   | 1.86                                    | 0.90                                   | 0.96            |
|                   | 08:24         | 156/336              | 2.0                   | 0.74                                    | 0.57                                   | 0.17            |
|                   | 09:52         | 66/246               | 1.8                   | 1.96                                    | 1.22                                   | 0.74            |
|                   | 10:19         | 156/336              | 1.1                   | 1.04                                    | 0.79                                   | 0.25            |
|                   | 11:56         | 66/246               | 1.2                   | 1.35                                    | 1.15                                   | 0.2             |
| 7 January 2018    | 09:16         | 66/246               | 3.6                   | 1.79                                    | 1.35                                   | 0.44            |
|                   | 09:40         | 156/336              | 3.0                   | 0.66                                    | 0.62                                   | 0.04            |
|                   | 12:43         | 66/246               | 2.8                   | 1.53                                    | 1.19                                   | 0.34            |
3.4. Spatial Intercomparison of Orthomosaics Produced with Different Methods

Agisoft PhotoScan provides three blending modes for orthomosaic generation. To investigate the suitability of the blending modes for thermal data processing of agricultural fields, orthomosaics were produced for each blending mode (see Section 2.5) and compared for the five flights on 20 December 2017 (Figure 10), illustrating thermal data acquisitions over a range of surface temperatures, wind speeds, and two different flight directions. Differences between the Average and Disable blending modes (Figure 10) were most noticeable for flight surveys 1 and 3 collected along flight directions of 66/246°. The temperature differences highlight the variability between images relative to the flight direction, as the Average blending mode computes the full extent of all images available, whereas the Disable blending mode only utilizes the center part of the images closest to nadir (no images overlapping). While the temperature differences were smaller between the orthomosaics processed with the Average and Disable blending modes for the three other flight surveys, the comparison of flight surveys 2, 4, and 5 indicates that flight direction is not the only factor influencing the temperatures recorded by the sensor. Even though flight survey 5 data were collected in the same flight direction as flight surveys 1 and 3, the wind speed was lower during flight survey 5, which may have contributed to the smaller temperature differences between the orthomosaics produced with the Average and Disable blending modes.

The comparison of the orthomosaics produced with the Average and Mosaic blending modes (Figure 10) highlights a gradual increase in temperature differences throughout the morning. The main difference in temperature occurs in shaded areas along the fence through the middle of and surrounding the plant trial. The shaded areas were relatively warmer (from +0.5 to +2 °C) in the orthomosaic produced with the Average blending mode than those processed with the Mosaic blending mode. This temperature anomaly was attributed to the influence of cooler objects on the surrounding warm area. Similarly, the three hot spots on the right side of the maps correspond to two white water tanks and a white pergola. The white surfaces (becoming increasingly cooler than the darker surroundings when radiation increased during the morning) influenced the temperature measurements of the neighboring area of the hot soil surface during the orthomosaic processing using the Mosaic blending mode. This effect becomes more noticeable with increasing temperatures closer to noon, causing the temperature gradient between white features and surrounding bare ground to increase. As the Mosaic mode blends the highest frequency of values along the seamline only (also called stitching line), increasing distance from the seamline results in a smaller number of pixels being subject to blending. Thus, the Mosaic mode creates processing artifacts by smoothing the observed temperatures adjacent to highly temperature-contrasted surfaces. Consequently, the temperature of the final orthomosaic does not represent the physical temperature observed.

The temperature differences between the orthomosaics processed with the Disable and Mosaic blending modes (Figure 10) appeared somewhat similar to those between the Average and Disable blending modes, i.e., the striping effect (based on flight direction) from the Disable mode and the artifacts of contrasting surface temperatures from the Mosaic mode had the highest temperature differences. However, the fence lines were not as noticeable in the Disable and Mosaic-blended orthomosaics due to their predominant nadir viewing, indicating that tall objects in the field of view are mainly influenced by the Average blending mode, which incorporates all viewing angles in the final orthomosaic. Overall, the temperature of each produced orthomosaic was significantly different for each blending mode, with the temperatures observed from the Disable mode being strongly influenced by the flight direction.
the Mosaic mode creates processing artifacts by smoothing the observed temperatures adjacent to highly temperature-contrasted surfaces. Consequently, the temperature of the final orthomosaic does not represent the physical temperature observed.

The temperature differences between the orthomosaics processed with the Disable and Mosaic blending modes (Figure 10) appeared somewhat similar to those between the Average and Disable blending modes, i.e., the striping effect (based on flight direction) from the Disable mode and the artifacts of contrast ing surface temperatures from the Mosaic mode had the highest temperature differences. However, the fence lines were not as noticeable in the Disable and Mosaic-blended orthomosaics due to their predominant nadir viewing, indicating that tall objects in the field of view are mainly influenced by the Average blending mode, which incorporates all viewing angles in the final orthomosaic. Overall, the temperature of each produced orthomosaic was significantly different for each blending mode, with the temperatures observed from the Disable mode being strongly influenced by the flight direction.

Figure 10. Maps showing temperature differences between orthomosaics produced using the Average, Disable and Mosaic blending modes from Agisoft PhotoScan based on calibrated orthophotos for five UAV flight surveys on 20 December 2017 at 08:01 (Flight 1), 08:24 (Flight 2), 09:52 (Flight 3), 10:19 (Flight 4) and 11:56 (Flight 5). As a reference, the first column shows the temperature orthomosaic based on the Average blending mode for each flight.

UAV-based orthomosaic temperatures were evaluated against ground-based temperature measurements of bare ground from Apogee sensors. To ensure a robust comparison, ground-based measurements were extracted at the acquisition times for each UAV flight survey. To independently evaluate the performance of each blending mode and our novel swath-based correction method, the radiance of each orthomosaic was extracted and then spatially averaged before brightness temperature retrieval within the field of view of the four installed field-based Apogee sensors. While the swath-based correction method and the three blending modes used for the orthomosaic generation in Agisoft PhotoScan yielded similar $R^2$ results, the swath-based correction, including the flight direction normalization step to reduce wind effects, produced significantly lower MAE, MD and RMSE (Table 3). This result confirms that the approach used for orthomosaic generation can significantly
affect the derived temperatures. Moreover, in-flight effects (e.g., wind speed and direction) can be reduced when the thermal UAV data is processed swath by swath using our proposed swath-based correction. The swath-based correction also normalizes temperatures to the time of the first swath to reduce the effects of rising temperatures occurring during a UAV flight survey, which could have major effects when comparing temperature of plants between the first and last flight lines.

Table 3. Evaluation of Agisoft PhotoScan blending modes and the novel swath-based correction method against in situ Apogee measurements. Coefficient of determination (R²), root mean square error (RMSE), mean difference (MD), and mean absolute error (MAE) are reported for the four mosaicking methods based on 12 UAV flight surveys and four Apogee sensors (n = 48).

| Mosaicking Method | R²  | MAE (°C) | MD (°C) | RMSE (°C) |
|-------------------|-----|----------|---------|-----------|
| Average           | 0.99| 1.39     | 1.07    | 1.66      |
| Disable           | 0.99| 1.34     | 0.69    | 1.63      |
| Mosaic            | 0.99| 1.38     | 0.96    | 1.63      |
| Swath             | 0.99| 1.07     | 0.47    | 1.23      |

4. Discussion

To retrieve UAV-based temperature measurements suitable for precision agriculture, an accuracy better than 1 °C is often desired, but uncooled microbolometers are typically subject to sensor drift and erratic measurements during the warmup period [44], vignetting effects [29] and other in-flight factors causing measurement errors, e.g., wind speed and direction [30]. These error factors, together with the lack of understanding of image inconsistencies introduced during the mosaicking process, motivated this investigation, and the design of a new mosaicking scheme better suited for thermal UAV data. Our research results clearly demonstrated that the existing blending modes (e.g., Disable, Average and Mosaic in Agisoft PhotoScan) for orthomosaic generation were not suited for the thermal data acquired with the flight planning configurations used herein, especially during windy conditions and with the wind direction aligned within 50° of the flight direction.

Previous research studies have focused almost exclusively on radiometric sensor calibration and georectification [29,31,37]. However, only a few studies have discussed the influence of thermal variability between orthophotos and its impact on the mosaicking [31,38]. The Average blending mode has proven effective for producing thermal infrared orthomosaics in some studies, especially for UAV data collected with consistent and adequate forward overlaps and sidelaps [31,38]. To enable full coverage of the plant experiment within the duration of a single UAV flight, the collection of the thermal infrared data in our study was carried out with a large (93%) forward overlap but a relative low (60%) sidelap, which is suboptimal for the Average, Mosaic and Disabled blending modes. Hence, better orthomosaicking results, specifically with the Average blending mode, might have been achievable with a larger sidelap than used herein. While the collection requirements in terms of forward overlap and sidelap of thermal infrared data affect existing blending approaches for orthomosaicking, our novel swath-based approach is more effective at handling inconsistencies in forward overlap and sidelap, as each swath is normalized to the first swath. Hence, the swath-based approach presented herein provides greater flexibility for flight planning of thermal infrared data collections, which can greatly improve flight efficiency and optimize data collection, especially by reducing the required sidelap, within the duration of a single UAV flight. The initial step of our novel swath-based orthomosaic approach also applied an averaging step of individual pixels from individual overlapping orthophotos to produce a swath. Characterizing inconsistencies (e.g., by using the STD, Figures 4 and 5) between overlapping orthophotos represents an important step for identifying errors and verifying the efficiency of initial calibrations and corrections steps. Moreover, quantifying uncertainties is a critical step for both data producers and end-users, as it guides further improvements in data production and/or rational use of the data into models. The results of this study indicate that calibration and
The orientation of the tomato plant leaves may vary between overlapping photos along a flight line or between neighboring flight lines, especially due to wind gusts. However, the fence surrounding the plant sections was in place for the full duration of the plant experiment to minimize wind effects on the tomato plants. As the swath-based approach adopted an averaging step for neighboring photos along each flight line and a normalization step between neighboring flight lines, the average recorded temperature of the plants in the resulting orthomosaics were based on multiple view angles of the leaf surfaces of the plants. Abrupt changes in leaf orientation and surface temperatures between neighboring orthophotos will appear with high standard deviations after calibration and vignetting correction, as exemplified in Figure 5b. While these wind-induced effects on plant leaf orientation and surface temperature influence the recorded temperature measurements, the swath-based correction method for orthomosaicking focused directly on the wind effects on the sensor and how they impacted the resulting orthomosaic. Hence, the impact of the wind on the sensor is consistent across all pixels within a single photo and independent of surface properties. Changes to leaf orientation and position due to wind effects may, however, complicate the identification of matching points during the dense point cloud generation and hence decrease the quality of the orthorectification. Such effects were considered negligible in our study due to the wind protection of the fence and as the plant leaf size was similar to the ground sampling distance of the thermal data.

Commercial software packages used to generate orthomosaics were explicitly developed for optical-based systems. Thus, the blending modes proposed are generally not suited to thermal data [31]. Moreover, none of the software packages can retrieve the temperature variability between orthophotos, limiting our understanding of errors in order to correct them or integrate them when used in models. In this study, we intercompared the three blending modes for orthomosaic generation available in the Agisoft PhotoScan software (Average, Disable and Mosaic) and assessed their accuracies against field-derived temperature measurements. The temperature differences between the three blending modes revealed that the selected orthomosaic approach will significantly affect the retrieved temperatures. The Disable and Mosaic methods were found to be sensitive to flight conditions: for instance, both methods generated striping effects parallel to the flight direction (Figure 10). Additionally, the Mosaic method smoothed the retrieved temperature in areas with high temperature gradients, particularly for the white irrigation tanks and shaded areas (Figure 10), causing erroneous temperatures to be retrieved. The Average method uses all the pixels that were captured within the field of view of the sensor. Thus, the proportion of off-nadir information, and consequently the surface signature, increased in comparison to the other methods. The measurement geometry within individual images affects the observed temperatures, and so the spatial pattern of the temperature data appears smoother too. Hence, the side of relatively tall objects is observed at off-nadir viewing angles within the field of view, which creates inconsistencies in the final orthomosaic. Future work may explore the integration of a 3D model of the surface generated from geo-referenced RGB surveys in the orthomosaic generation to improve temperature estimation of tall objects (e.g., trees) viewed off-nadir within the field of view of a camera. Overall, the intercomparison highlighted the significant temperature differences between the three orthomosaic methods, and the need for improved approaches better suited for thermal image data.

Given that most of the thermal cameras onboard UAVs use miniaturized uncooled thermal sensors, these systems have no temperature control and, consequently, are sensitive to external parameters. Kelly et al. [30] assessed the wind effects on sensor temperature in laboratory conditions and found digital numbers to be significantly altered by wind.
We explored how in-field wind impacts the temperature recorded by the sensor and its effect on generated orthomosaics. With a difference of up to 2 °C between inbound and outbound swaths (Figure 7), we demonstrated the effect of the wind speed and direction and its impacts on the ability to retrieve accurate surface temperature from orthomosaics. The wind effect was particularly apparent when the wind direction aligned within 50° of the flight direction, whereas wind perpendicular to the flight direction had limited or no effect, even at wind speeds up to 4 m/s. With a perpendicular wind orientation in relation to the flight direction, the thermal sensor is exposed to wind in a similar manner along neighboring flight lines, albeit from opposite sides of the sensor. When the wind direction aligns with the flight direction, the sensor will be exposed to tail wind along one flight line while the sensor will experience head wind along the next flight line, which causes distinct differences in sensor exposure to wind and hence produces large differences in temperature retrievals. However, despite the observed trends for wind direction, Figure 8 still showed some outliers for low wind speeds. The difference in temperature retrievals caused by wind speed and direction were independent of “real” physical change of the surface temperature. To consolidate our findings, we introduced a flight direction normalization step to reduce wind effects of the swaths, representing merged orthophotos with overlapping pixels being averaged, prior to stitching the swaths together to form an orthomosaic. Our results demonstrated that when assessed against coincident field-based Apogee temperature measurements, the novel swath-based correction approach, including the flight direction normalization between neighboring flight lines, significantly improved the temperature retrievals in the final orthomosaic compared to the three blending modes in Agisoft PhotoScan. While the information on wind speed and direction collected from the weather station and the in situ surface temperature measurements acquired by the Apogee infrared radiometers provided useful information for analysis and validation, it is important to note that the application of the novel swath-based correction method for orthomosaicking does not require any in situ inputs.

Our newly developed swath-based correction method represents an approach specifically designed to increase the accuracy of thermal infrared orthomosaics. With an available orthomosaic approach that is effective at reducing inconsistencies currently experienced with standard blending modes, improved farm management can be realized through reduction of wind effects and enabling quantification of errors using our proposed STD approach between neighboring orthophotos. While the literature provides examples of many precision agricultural applications for UAV-based thermal infrared data, including surface flux retrievals for evapotranspiration studies [51], phenotyping [28], plant water stress assessment [52], and irrigation scheduling [53], they suffer from inconsistencies that would inevitably be introduced by wind effects, especially wind direction, and the existing orthomosaic approaches. Even when applying best-practice field data collections of temperature-controlled ground references [54], inconsistencies from wind effects and the generation of an orthomosaic still exist within the dataset. Hence, our proposed method may have significant implications for thermal data use in precision agriculture, through provision of more consistent and reliable data, as long as other calibration steps, such as those presented by Aragon et al. [29] are also followed.

5. Conclusions

Rapid developments in UAV capabilities, particularly their ability to integrate uncooled miniaturized thermal sensors, provide a unique opportunity to observe surface temperature at unprecedented spatial and temporal resolutions. However, uncooled sensors are less accurate and more error-prone to wind effects than cooled sensors. Such errors are often further exacerbated by the applied orthomosaic methods, which are generally designed for optimal data stitching. Thus, our research focused on developing a new approach suited for orthomosaicking of thermal data. Our proposed approach incorporated a flight direction normalization step to reduce wind effects between neighboring...
swaths obtained from opposing flight directions prior to swath stitching. In addition, our swath-based correction also enables an assessment of temperature inconsistencies between adjacent overlapping orthophotos within a swath, based on a simple standard deviation calculation for the thermal data to facilitate interpretation of thermal data consistency. Wind effects on the uncooled thermal camera were identified as a significant source of error, impacting the accurate measurement of surface temperatures from UAV platforms for precision agriculture. Based on our new swath-based correction method, our results showed significant improvement in temperature retrievals in comparison to other existing blending modes, when validated against in situ temperature measurements.

To date, there is still a lack of specific UAV-based thermal processing protocols and quality assurance steps for quantifying data uncertainties. While individual processing and calibration steps have been suggested, including those presented herein, they are often affected by both the time and day of year and environmental considerations, such as wind, temperature and humidity, which may change within the duration of individual UAV flight surveys. Further research should examine interactions between sensor configurations, processing routines and environmental factors to provide guidelines feasible for application specific purposes. The integration of coincident optical and thermal UAV data may also lead to potential improvements. For example, an RGB-derived digital elevation model may assist the orthorectification process of thermal data to take into consideration off-nadir information to remove directional viewing effects. Extended research should also examine the use of externally temperature-controlled shutters for thermal cameras (e.g., ThermalCapture Calibrator from TeAx) for more stable temperature retrievals and reduction of wind effects. Despite further capacity to improve thermal UAV-based data processing workflows and output temperature maps, our research provides a significant contribution to future studies seeking to reduce wind effects and achieve more consistent and higher accuracy thermal infrared orthomosaics.
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