Abstract

In these lecture notes, we present some connections between random matrices, the asymmetric exclusion process and random tilings. These three apparently unrelated objects have (sometimes) a similar mathematical structure, an interlacing structure, and the correlation functions are given in terms of a kernel. In the basic examples, the kernel is expressed in terms of orthogonal polynomials.
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1 Structure of these lecture notes

In these notes we explain why there are limit processes and distribution functions which arise in random matrix theory, interacting particle systems, stochastic growth models, and random tilings models. This is due to a common mathematical structure describing special models in the different fields. In Section 2 we introduce the mathematical structure in the context of the Gaussian Unitary Ensemble and its eigenvalues’ minor process. In Section 3 we introduce the totally asymmetric simple exclusion process (TASEP), a particle process sharing the same structure as the GUE minor process. Finally, in Section 4 we discuss the extension of TASEP to an interacting particles system in $2 + 1$ dimensions. This model has two projections which are still Markov processes [9] (see also the lecture notes [30]):

1. TASEP,
2. the Charlier process (a discrete space analogue of Dyson’s Brownian motion).

Furthermore, projections at fixed times of the model leads to random tilings measures, one of which is the measure arising from the well known shuffling algorithm for the Aztec diamond.

Some books in random matrix theory are [3, 34, 48]. In the handbook [2] one finds a lot of applications of random matrices and related models. For instance, the relation between random matrices and growth models is discussed in [33], while determinantal point processes are explained in [8].

2 Gaussian Unitary Ensemble of random matrices (GUE)

2.1 The Gaussian Ensembles of random matrices

The Gaussian ensembles of random matrices have been introduced by physicists (Dyson, Wigner, ...) in the sixties to model statistical properties of the resonance spectrum of heavy nuclei. The energy levels of a quantum system are the eigenvalues of a Hamiltonian. They observed that statistical properties such as eigenvalues’ spacing statistics is the roughly the same for all heavy nuclei, i.e., there is a universal behavior. Based on these observations, they had the brilliant idea to study the statistical properties by considering a random Hamiltonian. Further, since the heavy nuclei have a lot of bound states, their Hamiltonian was replaced by a large matrix with random entries.
Finally, to have a chance to describe the physical properties of heavy atoms, the matrices need to satisfy the intrinsic symmetries of the systems:

1. a real symmetric matrix can describe a system with time reversal symmetry and rotation invariance or integer magnetic momentum,

2. a real quaternionic matrix (i.e., the basis are the Pauli matrices) can be used for time reversal symmetry and half-integer magnetic momentum,

3. a complex hermitian matrix can describe a system which is not time reversal invariant (e.g., with external magnetic field).

This lead to the definition of the Gaussian Ensembles of random matrices. In this lecture notes we consider only the case of complex hermitian matrices.

**Definition 1.** The **Gaussian Unitary Ensemble (GUE)** of random matrices is a probability measure $\mathbb{P}$ on the set of $N \times N$ complex hermitian matrices given by

$$
\mathbb{P}(dH) = \frac{1}{Z_N} \exp \left( -\frac{\beta}{4N} \text{Tr}(H^2) \right) dH, \quad \text{with } \beta = 2, \quad (1)
$$

where $dH = \prod_{i=1}^{N} dH_{i,i} \prod_{1 \leq i < j \leq N} d\text{Re}(H_{i,j}) d\text{Im}(H_{i,j})$ is the reference measure, and $Z_N$ is the normalization constant.

The meaning of $\beta = 2$ will be clear once we consider the induced measure on the eigenvalues. The name GUE refers to the Gaussian form of the measure (1) and its invariance over the unitary transformations. From a physical point of view, this invariance holds for systems which do not depend on the choice of basis used to describe them. By imposing that the measure $\mathbb{P}$ is (a) invariant under the change of basis (in the present case, invariant under the action of the group of symmetry $\text{U}(N)$) and (b) the entries of the matrices are independent random variables (of course, up to the required symmetry), then the only solutions are measures of the form

$$
\exp \left( -a \text{Tr}(H^2) + b \text{Tr}(H) + c \right), \quad a > 0, b, c \in \mathbb{R}. \quad (2)
$$

The value of $c$ is determined by the normalization requirement, while by an appropriate shift of the zero of the energy (i.e., $H \rightarrow H - E$ for some given $E$), we can set $b = 0$. The energy shift is irrelevant from the physical point of view because by the first principle of thermodynamics, the energy of a system is an extensive observable defined up to a constant. The value of $a$ is a scale parameter that can be freely chosen. In the literature there are mainly three typical choices, see Table 1.
Another way to obtain (1) is to take the random variables, $H_{i,i} \sim \mathcal{N}(0, N)$ for $i = 1, \ldots, N$, and $\text{Re}(H_{i,j}) \sim \mathcal{N}(0, N/2)$, $\text{Im}(H_{i,j}) \sim \mathcal{N}(0, N/2)$ for $1 \leq i < j \leq N$ to be independent random variables.

For the real symmetric (resp. quaternionic) class of matrices, one defines the Gaussian Orthogonal Ensemble (GOE) (resp. Gaussian Symplectic Ensemble (GSE)) as in Definition 1 but with $\beta = 1$ (resp. $\beta = 4$) and, of course, the reference measure is now the product Lebesgue measure over the independent entries of the matrices.

### 2.2 Eigenvalues’ distribution

One quantity of interest for random matrices is the distribution of the eigenvalues. The invariance under the choice of basis for the Gaussian ensembles of random matrices implies that the distribution of the eigenvalues can be explicitly computed with the following result. Denote by $P_{\text{GUE}}(\lambda)$ the probability density of eigenvalues at $\lambda \in \mathbb{R}^N$.

**Proposition 2.** Let $\lambda_1, \lambda_2, \ldots, \lambda_N \in \mathbb{R}$ denote the $N$ eigenvalues of a random matrix $H$ with law (1). Then, the joint density of the eigenvalues is given by

$$P_{\text{GUE}}(\lambda) = \frac{1}{Z_N} |\Delta_N(\lambda)|^\beta \prod_{i=1}^{N} \exp\left(-\beta \frac{\lambda_i^2}{4N}\right), \quad \text{with } \beta = 2,$$

where $\Delta_N(\lambda) := \prod_{1 \leq i < j \leq N} (\lambda_j - \lambda_i)$ is the Vandermonde determinant, and $Z_N$ is a normalization constant.

The Vandermonde determinant, $\Delta_N$, is called a determinant because of the identity

$$\Delta_N(\lambda) = \det \left[ \lambda_i^{j-1} \right]_{1 \leq i, j \leq N}.$$  

Notice that $P_{\text{GUE}}(\# \text{ e.v.} \in [x, x + dx]) \sim (dx)^2$, so that the probability of having eigenvalues with multiplicity greater than or equal to two is zero. In this case, the **point process** of the eigenvalues, $\sum_{n=1}^{N} \delta_{\lambda_n}$, is called **simple**.

For GOE (resp. GSE) the joint distributions of eigenvalues have the form (3) but with $\beta = 1$ (resp. $\beta = 4$) instead.
2.3 Orthogonal polynomials

The correlation function for GUE eigenvalues can be described using Hermite orthogonal polynomials. Therefore, we briefly discuss orthogonal polynomials on \( \mathbb{R} \). Formulas can easily be adapted for polynomials on \( \mathbb{Z} \) by replacing the Lebesgue measure by the counting measure and integrals by sums.

**Definition 3.** Given a weight \( \omega : \mathbb{R} \mapsto \mathbb{R}_+ \), the orthogonal polynomials \( \{ q_k(x), k \geq 0 \} \) are defined by the following two conditions:

1. \( q_k(x) \) is a polynomial of degree \( k \) with \( q_k(x) = u_k x^k + \ldots, u_k > 0 \),
2. the \( q_k(x) \) satisfy the orthonormality condition,

\[
\langle q_k, q_l \rangle \omega := \int_{\mathbb{R}} \omega(x) q_k(x) q_l(x) dx = \delta_{k,l}. \tag{5}
\]

**Remark 4.** There are other normalizations which are often used, such as in the Askey Scheme of hypergeometric orthogonal polynomials [47]. Sometimes, the polynomials are taken to be monic, i.e., \( u_k = 1 \) and the orthonormality condition is replaced by an orthogonality condition \( \int_{\mathbb{R}} \omega(x) \tilde{q}_k(x) \tilde{q}_l(x) dx = c_k \delta_{k,l} \). Of course \( \tilde{q}_k(x) = q_k(x)/u_k \) and \( c_k = 1/u_k^2 \).

Sometimes, the polynomials are neither orthonormal (like in Definition 3) nor monic, like the standard Hermite polynomials that we will encounter, and are given by derivatives of a generating function.

A useful formula for sums of orthogonal polynomials is the Christoffel-Darboux formula:

\[
\sum_{k=0}^{N-1} q_k(x) q_k(y) = \begin{cases} 
\frac{u_{N-1} q_N(x) q_{N-1}(y) - q_{N-1}(x) q_N(y)}{x - y}, & \text{for } x \neq y, \\
\frac{u_N}{u_N} (q_N(x) q_{N-1}(x) - q_{N-1}^\prime(x) q_N(x)), & \text{for } x = y.
\end{cases} \tag{6}
\]

This formula is proven by employing the following three term relation

\[
q_n(x) = (A_n x + B_n) q_{n-1}(x) - C_n q_{n-2}(x), \tag{7}
\]

with \( A_n > 0, B_n, C_n > 0 \) are some constants. See Appendix B for details of the derivation. For the polynomials given in Definition 3, it holds that \( A_n = u_n/u_{n-1} \) and \( C_n = A_n/A_{n-1} = u_n u_{n-2}/u_{n-1}^2 \).
2.4 Correlation functions of GUE

Now we restrict to the GUE ensemble and discuss the derivation of the correlation functions for the GUE eigenvalues’ point process.

Let the reference measure be Lebesgue. Then, the $n$-point correlation function, $\rho^{(n)}_{\text{GUE}}(x_1, \ldots, x_n)$ is the probability density of finding an eigenvalue at each of the $x_k$, $k = 1, \ldots, n$. $P_{\text{GUE}}$ defined in (3) is symmetric with respect the permutation of the variables, which directly implies the following result.

**Lemma 5.** The $n$-point correlation function for GUE eigenvalues is given by

$$
\rho^{(n)}_{\text{GUE}}(x_1, \ldots, x_n) = \frac{N!}{(N-n)!} \int_{\mathbb{R}^{N-n}} P_{\text{GUE}}(x_1, \ldots, x_N) dx_{n+1} \ldots dx_N
$$

for $n = 1, \ldots, N$ and $\rho^{(n)}_{\text{GUE}}(x_1, \ldots, x_n) = 0$ for $n > N$.

It is important to notice that we do not know which eigenvalue is at which position. In particular $\rho^{(1)}_{\text{GUE}}(x)$ is the eigenvalues’ density at $x$ and $\int_{\mathbb{R}} \rho^{(1)}_{\text{GUE}}(x) dx = N$ (which is not 1, so $\rho^{(1)}_{\text{GUE}}(x)$ is not the density of a distribution function). More generally,

$$
\int_{\mathbb{R}^n} \rho^{(n)}_{\text{GUE}}(x_1, \ldots, x_n) dx_1 \ldots dx_n = \frac{N!}{(N-n)!}.
$$

Our next goal is to do the integration in (8). For any family of polynomials $\{q_k, k = 0, \ldots, N-1\}$ where $q_k$ has degree $k$, by multi-linearity of the determinant, we have

$$
\Delta_N(\lambda) = \det[\lambda_i^{j-1}]_{1 \leq i,j \leq N} = \text{const} \times \det[q_{j-1}(\lambda_i)]_{1 \leq i,j \leq N}.
$$

Therefore, setting $\omega(x) := \exp(-x^2/2N)$, we have

$$
P_{\text{GUE}}(\lambda_1, \ldots, \lambda_N)
= \text{const} \times \det[q_{k-1}(\lambda_i)]_{1 \leq i,k \leq N} \det[q_{k-1}(\lambda_j)]_{1 \leq k,j \leq N} \prod_{i=1}^{N} \omega(\lambda_i)
$$

$$
= \text{const} \times \det \left[ \sum_{k=1}^{N} q_{k-1}(\lambda_i)q_{k-1}(\lambda_j) \right]_{1 \leq i,j \leq N} \prod_{i=1}^{N} \omega(\lambda_i).
$$

Notice that until this point, the family of polynomials $q$ do not have to be orthogonal. However, if we choose the polynomials orthogonal with respect to the weight $\omega$, then the integrations in (8) become particularly simple.
Proposition 6. Let $q_k$ be orthogonal polynomials with respect to the weight $\omega(x) = \exp(-x^2/2N)$. Then,

$$
\rho_{\text{GUE}}^{(n)}(x_1, \ldots, x_n) = \det \left[ K_N^{\text{GUE}}(x_i, x_j) \right]_{1 \leq i, j \leq n},
$$

where

$$
K_N^{\text{GUE}}(x, y) = \sqrt{\omega(x)\omega(y)} \sum_{k=0}^{N-1} q_k(x)q_k(y).
$$

The proof of Proposition 6 is in Appendix C. To obtain the result, we need to integrate over $x_{n+1}, \ldots, x_N$ and see that the determinant keeps the same entries but becomes smaller. The key identities used are

$$
\begin{align*}
\int_{\mathbb{R}} K_N^{\text{GUE}}(x, x) dx &= N, \\
\int_{\mathbb{R}} K_N^{\text{GUE}}(x, z) K_N^{\text{GUE}}(z, y) dz &= K_N^{\text{GUE}}(x, y),
\end{align*}
$$

which hold precisely because the $q_k$’s in (13) are the orthogonal polynomials with respect to $\omega(x)$.

Definition 7. A point process (i.e., a random point measure) is called determinantal if its $n$-point correlation function has the form

$$
\rho^{(n)}(x_1, \ldots, x_n) = \det[K(x_i, x_j)]_{1 \leq i, j \leq n}
$$

for some (measurable) function $K : \mathbb{R}^2 \to \mathbb{R}$, called the kernel of the determinantal point process.

One might ask when does a measure defines a determinantal point process? A sufficient condition is the following (see Proposition 2.2 of [7], see also [67] for the GUE case).

Theorem 8. Consider a probability measure on $\mathbb{R}^N$ of the form

$$
\frac{1}{Z_N} \det[\Phi_i(x_j)]_{1 \leq i, j \leq N} \det[\Psi_i(x_j)]_{1 \leq i, j \leq N} \prod_{i=1}^{N} \omega(x_i) dx_i,
$$

with the normalization $Z_N \neq 0$. Then (16) defines a determinantal point process with kernel

$$
K_N(x, y) = \sum_{i,j=1}^{N} \Psi_i(x)[A^{-1}]_{i,j} \Phi_j(y),
$$

where $A = [A_{i,j}]_{1 \leq i, j \leq N},$

$$
A_{i,j} = \langle \Phi_i, \Psi_j \rangle_\omega = \int_{\mathbb{R}} \omega(z) \Phi_i(z) \Psi_j(z) dz.
$$
2.5 GUE kernel and Hermite polynomials

The GUE kernel $K_{N}^{\text{GUE}}$ can be expressed in terms of the standard Hermite polynomials, $\{H_n, n \geq 0\}$, defined by

$$H_k(y) = (-1)^k e^{y^2} \frac{d^k}{dy^k} e^{-y^2}. \tag{19}$$

They satisfy

$$\int_{\mathbb{R}} e^{-y^2} H_k(y) H_l(y) dy = \sqrt{\pi} 2^k k! \delta_{k,l}, \tag{20}$$

with $H_k(y) = 2^k y^k + \ldots$. Further we have

$$\frac{d}{dy} \left( e^{-y^2} H_n(y) \right) = -e^{-y^2} H_{n+1}(y) \tag{21}$$

and

$$\int_{-\infty}^{x} e^{-y^2} H_{n+1}(y) dy = -e^{-x^2} H_n(x). \tag{22}$$

By the change of variable $y = x/\sqrt{2N}$ and a simple computation, one shows that

$$q_k(x) = \frac{1}{\sqrt{2\pi N}} \frac{1}{\sqrt{2^k k!}} H_k \left( \frac{x}{\sqrt{2N}} \right) \tag{23}$$

are orthogonal polynomials with respect to $\omega(x) = \exp(-x^2/2N)$, and that $u_k = (2\pi N)^{-1/4} k!^{-1/2} N^{-k/2}$. Then, Christoffel-Darboux formula (6) gives

$$K_{N}^{\text{GUE}}(x, y) = \begin{cases} q_N(x)q_{N-1}(y) - q_N-1(x)q_N(y) Ne^{-(x^2+y^2)/4N}, & \text{for } x \neq y, \\ (q_N'(x)q_{N-1}(x) - q_N-1'(x)q_N(x)) Ne^{-(x^2+y^2)/4N}, & \text{for } x = y. \end{cases} \tag{24}$$

With the normalization in (1) the eigenvalues’ density remains bounded and the largest eigenvalue is close to the value $2N$. Indeed, the eigenvalues’ density at position $\mu N$ is given by

$$\rho^{(1)}(\mu N) = K_{N}^{\text{GUE}}(\mu N, \mu N) \xrightarrow{N \to \infty} \begin{cases} \frac{1}{\pi} \sqrt{1 - (\mu/2)^2}, & \text{for } \mu \in [-2, 2], \\ 0, & \text{otherwise.} \end{cases} \tag{25}$$

The asymptotic density in the r.h.s. of (25) is called Wigner’s semicircle law.
2.6 Distribution of the largest eigenvalue: gap probability

Next we want to see how to compute the distribution of the largest eigenvalue, $\lambda_{\text{max}}$. One uses the following simple relation,

$$P(\lambda_{\text{max}} \leq s) = P(\text{none of the eigenvalue is in } (s, \infty)),$$

which is a special case of gap probability, i.e., the probability that there are no eigenvalues in a Borel set $B$. The gap probabilities are expressed in terms of $n$-point correlation functions as follows:

$$P(\text{none of the eigenvalue is in } B) = E \left( \prod_{i} (1 - \mathbb{1}_B(\lambda_i)) \right)$$

$$= \sum_{n \geq 0} (-1)^n E \left( \sum_{i_1 < \ldots < i_n} \prod_{k=1}^{n} \mathbb{1}_B(\lambda_{i_k}) \right)$$

$$= \sum_{n \geq 0} \frac{(-1)^n}{n!} \int_{B^n} \rho^{(n)}(x_1, \ldots, x_n) \, dx_1 \ldots dx_n,$$

where $\mathbb{1}_B(x) = 1$ if $x \in B$ and $\mathbb{1}_B(x) = 0$ if $x \notin B$. The last step holds for simple point processes, which are point processes for which the probability of double occurrence of points (here eigenvalues) is zero.

For the GUE we have

$$P(\lambda_{\text{max}} \leq s) = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \int_{(s, \infty)^n} \det[K_{\text{GUE}}^{n}(x_i, x_j)]_{1 \leq i,j \leq n} \, dx_1 \ldots dx_n$$

$$\equiv \det(1 - K_{\text{GUE}}^{N})_{L^2((s, \infty), dx)}.$$  

The series expansion in (28) is called the Fredholm series expansion of the Fredholm determinant\(^1\) $\det(1 - K_{\text{GUE}}^{N})_{L^2((s, \infty), dx)}$. In our case the sum over $n$ is actually finite because the kernel has finite rank. Indeed, for $n > N$ the correlation functions are equal to zero, since the kernel $K_{\text{GUE}}^{N}$ has rank $N$. Here we kept the formulation of the general case.

\(^1\)If $M$ is a $n \times n$ matrix with eigenvalues $\mu_1, \ldots, \mu_n$, then $\det(1 - M) = \prod_{j=1}^{n} (1 - \mu_j)$. A Fredholm determinant is a generalisation of this for integral operators $K$ with kernel $K$. See e.g. [58, 65] for details.
2.7 Correlation functions of GUE minors: interlacing structure

In this section we explain how the determinantal structure extends to eigenvalues of minors. In this setting the measures lives on interlaced eigenvalues configurations known as Gelfand-Tsetlin patterns, see Figure 1. This setting is different from the one of the Eynard-Mehta formula [25, 50] for Dyson’s Brownian motion, where the configurations lives of copies of a fixed number of particles. For the latter, see [40] for a generic statement, which is the analogue of Theorem 10 below. The two situations fits in the general algebraic structure of the conditional L-ensembles introduced by Borodin and Rains in [21].

Consider a $N \times N$ GUE random matrix $H$ and denote by $\lambda_1^N, \ldots, \lambda_N^N$ its eigenvalues. Denote by $H_m$ the $m \times m$ minor of the matrix $H$ where only the first $m$ rows and columns are kept. Let $\lambda_1^m, \ldots, \lambda_m^m$ be the eigenvalues of $H_m$. In [35, 44], the correlation functions of $\{\lambda_k^m, 1 \leq k \leq m \leq N\}$ are computed and are also determinantal on $\{1, \ldots, N\} \times \mathbb{R}$.

Order the eigenvalues for each minor so that $\lambda_1^m \leq \lambda_2^m \leq \ldots \leq \lambda_m^m$. Then, the GUE minor measure can be written as, see e.g. [35],

$$\text{const} \times \left( \prod_{m=1}^{N-1} 1(\lambda^m < \lambda^{m+1}) \right) \det[\Psi_N^N(\lambda_j^N)]_{1 \leq i,j \leq N},$$

(29)

where

$$\Psi_N^N(x) = \frac{(-1)^{N-k}}{(2N)^{(N-k)/2}} e^{-x^2/2N} H_{N-k}(x/\sqrt{2N}),$$

(30)

and $\lambda^m < \lambda^{m+1}$ means that the eigenvalues' configuration satisfies the interlacing condition

$$\lambda_1^{m+1} < \lambda_1^m \leq \lambda_2^{m+1} < \lambda_2^m \leq \ldots < \lambda_m^m \leq \lambda_{m+1}^{m+1},$$

(31)
see Figure 1 for an illustration. Strictly speaking, one should not have strict inequality, but this is irrelevant since the events with \( \lambda_k^n = \lambda_{k+1}^n \) have probability zero.

One can verify that

\[
\int_{\mathbb{R}^{n(n-1)/2}} \prod_{1 \leq k \leq m \leq n-1} d\lambda_k^n \prod_{m=1}^{n-1} \mathbb{1}(\lambda^m < \lambda^{m+1}) = \frac{\Delta_n(\lambda^n)}{\prod_{m=1}^{n-1} m!}. \tag{32}
\]

This means that summing over the \( \lambda_k^n, 1 \leq k \leq n \leq N - 1 \) we recover a measure as in (16), with \( \Psi_k^N \) replaced by \( \Phi_k^n \) and \( \Phi_k^n \) a polynomial of degree \( k \).

In the same spirit as in Eynard-Mehta formula, it turns out to be convenient to write the indicator function over interlacing configurations as a determinant. Here, however, the sets \( \{\lambda_j^m, 1 \leq j \leq m\} \) and \( \{\lambda_j^{m+1}, 1 \leq j \leq m+1\} \) have different sizes. To keep notations compact, we introduce the symbol \( \lambda_{m+1}^m = \text{virt} \). We call them virtual variables, since they are not eigenvalues of a matrix. Defining \( \phi(x, y) = \mathbb{1}(x > y), \phi(\text{virt}, y) = 1 \), then

\[
\det[\phi(\lambda_i^m, \lambda_j^{m+1})]_{1 \leq i,j \leq m+1} = \begin{cases} 
1, & \text{if (31) is satisfied}, \\
0, & \text{otherwise}. 
\end{cases} \tag{33}
\]

Therefore the measure on the GUE eigenvalues’ minor is given by

\[
\text{const} \times \left( \prod_{m=1}^{N-1} \det[\phi(\lambda_i^m, \lambda_j^{m+1})]_{1 \leq i,j \leq m+1} \right) \det[\Psi_{N-1}^N(\lambda_j^N)]_{1 \leq i,j \leq N} \tag{34}
\]

Until now the eigenvalues are still ordered for each minor. We can relax this constraint whenever we want (for instance to apply Theorem 10 below). Indeed, the measure (34) is symmetric under the permutation of the eigenvalues of a given minor. Thus relaxing the constraint it results only in a change of normalisation constant.

A measure of the form (34) has determinantal correlations [13]. The difference with the case of the eigenvalues of a the \( N \times N \) matrix is that now the correlation functions are determinantal on \( \{1, \ldots, N\} \times \mathbb{R} \) instead of \( \mathbb{R} \). This means the following: the probability density of finding an eigenvalue of \( H_n \), at position \( x_i \), for \( i = 1, \ldots, n \), is given by

\[
\rho^{(n)}((n_i, x_i), 1 \leq i \leq n) = \det \left[ K_{GUE}^n(n_i, x_i; n_j, x_j) \right]_{1 \leq i,j \leq n}. \tag{35}
\]

To explain the formula for the extended kernel \( K_{GUE}^n \) we need to introduce some definitions. Let us set

\[
\Psi_{n-k}^n(x) := (\phi * \Psi_{n+1-k}^n)(x). \tag{36}
\]
Then, from (22) we have
\[
\Psi_{n-k}^n(x) = \frac{(-1)^{n-k}}{(2N)^{(n-k)/2}} e^{-x^2/2N} H_{n-k}(x/\sqrt{2N})
\]
for 1 ≤ k ≤ n. Next we need to find \{Φ_{n-k}^n(x), k = 1, \ldots, n\} orthogonal, with respect to the weight \(\omega(x) = 1\), to the functions \{Ψ_{n-j}^n(x), j = 1, \ldots, n\}, and such that
\[
\text{span}\{Φ_0^n(x), \ldots, Φ_{n-1}^n(x)\} = \text{span}\{1, x, \ldots, x^{n-1}\}.
\]

We find
\[
Φ_{n-j}^n(x) = \frac{(-1)^{n-j}}{\sqrt{2\pi(n-j)!}} \left(\frac{N}{2}\right)^{(n-j)/2} H_{n-j}(x/\sqrt{2N}).
\]

Finally, let us define by \(φ^{(n_2-n_1)}\) the convolution of \(φ\) with itself \(n_2 - n_1\) times, namely, for \(n_2 > n_1\),
\[
(φ^{(n_2-n_1)})(x_1, x_2) = \frac{(x_2 - x_1)^{n_2-n_1-1}}{(n_2 - n_1 - 1)!} \mathbb{I}_{[x_2-x_1 \geq 0]}.
\]

Applying Theorem 10 to this particular case we obtain the following result.

**Proposition 9.** With the above notations, the correlation functions of the GUE minors are determinantal with kernel given by
\[
K_{n_1, n_2}^{GUE}(x_1, x_2) = -(φ^{(n_2-n_1)})(x_1, x_2) \mathbb{I}_{[n_1 < n_2]} + \sum_{k=1}^{n_2} Ψ_{n_1-k}^n(x_1) Φ_{n_2-k}^n(x_2).
\]

This result is a particular case of a more general statement. Consider a measure on \(\{x_i^n, 1 \leq i \leq n \leq N\}\) of the form
\[
\frac{1}{Z_N} \left( \prod_{n=1}^{N-1} \det[φ_n(x_i^n, x_j^{n+1})]_{1 \leq i,j \leq n+1} \right) \det[Ψ_{N-i}^N(x_j^N)]_{1 \leq i,j \leq N},
\]
where \(x_{n+1}^n\) are some virtual variables and \(Z_N\) is a normalization constant. If \(Z_N \neq 0\), then the correlation functions are determinantal. Define
\[
φ^{(n_1, n_2)}(x, y) = \begin{cases} 
(φ_{n_1} * \cdots * φ_{n_2-1})(x, y), & n_1 < n_2, \\
0, & n_1 \geq n_2,
\end{cases}
\]
where \((a * b)(x, y) = \int_{\mathbb{R}} a(x, z)b(z, y)dz\), and, for \(1 \leq n < N\),
\[
\psi_{n-j}(x) := (\phi^{(n,N)} * \psi_{N-j})(y), \quad j = 1, 2, \ldots, N.
\] (44)
Set \(\phi_0(x_1^0, x) = 1\). Then the functions
\[
\{ (\phi_0 * \phi^{(1,n)})(x_1^0, x), \ldots, (\phi_{n-2} * \phi^{(n-1,n)})(x_{n-1}^{n-2}, x), \phi_{n-1}(x_{n-1}^{n-1}, x) \}
\] (45)
are linearly independent and generate the \(n\)-dimensional space \(V_n\). Further define a set of functions \(\{ \Phi_n(x), j = 0, \ldots, n-1 \}\) spanning \(V_n\) defined by the orthogonality relations
\[
\int_{\mathbb{R}} \Phi_i^n(x)\Phi_j^n(x)dx = \delta_{i,j}
\] (46)
for \(0 \leq i, j \leq n-1\).

**Theorem 10.** Assume that we have a measure on \(\{x^n_i, 1 \leq i \leq n \leq N\}\) given by (42). If \(Z_N \neq 0\), then the measure has determinantal correlations. Further, under

**Assumption (A):** \(\phi_n(x_{n+1}^n, x) = c_n \phi_0^{(n+1)}(x), \quad c_n \neq 0, \forall n = 1, \ldots, N - 1,\)

the kernel has the simple form
\[
K(n_1, x_1; n_2, x_2) = -\phi^{(n_1,n_2)}(x_1, x_2) + \sum_{k=1}^{n_2} \psi_{n_1-k}^{n_1}(x_1)\phi_{n_2-k}^{n_2}(x_2).
\] (48)

**Remark 11.** Without Assumption (A), the correlations functions are still determinantal but the formula is modified as follows. Let \(M\) be the \(N \times N\) dimensional matrix defined by \([M]_{i,j} = (\phi_{i-1} * \phi^{(i,N)} * \psi_{N-j})(x_{i-1}^{i-1})\). Then
\[
K(n_1, x_1; n_2, x_2) = -\phi^{(n_1,n_2)}(x_1, x_2) + \sum_{k=1}^{N} \psi_{n_1-k}^{n_1}(x_1)\sum_{l=1}^{n_2} [M^{-1}]_{k,l}(\phi_{l-1} * \phi^{(l,n_2)})(x_{l-1}^{l-1}, x_2).
\] (49)

Theorem 10 is proven using the framework of [21].

In the case of the measure (34), the \(n\)-dimensional space \(V_n\) is spanned by \(\{1, x, \ldots, x^{n-1}\}\). This is a consequence of (32). Thus the \(\Phi_k^n\) are polynomials of degree \(k\), compare with (39).

In the next section we consider the interacting particle system where Theorem 10 was first discovered.
3 Totally Asymmetric Simple Exclusion Process (TASEP)

3.1 Continuous time TASEP: interlacing structure

The totally asymmetric simple exclusion process (TASEP) is one of the simplest interacting stochastic particle systems. It consists of particles on the lattice of integers, $\mathbb{Z}$, with at most one particle at each site (exclusion principle). The dynamics in continuous time is as follows. Particles jump on the neighboring site to the right with rate 1 provided that the site is empty. This means that jumps are independent of each other and take place after an exponential waiting time with mean 1, which is counted from the time instant when the neighboring site to the right is empty.

Here we consider all particles with equal rate 1. However, the framework which we explain below, can be generalized to particle-dependent rates and particle jumping in both directions as follows: a jump to the right is suppressed if the site is already occupied, while a jump to the left is never suppressed; in the latter, particles occupying the site are forced to move to the left simultaneously with the jumping particle. This generalization, called PushASEP, together with a partial extension to space-time correlations is the content of our paper [10]. We remark that the resulting model is not the well-studied partially asymmetric simple exclusion process, where also the left jumps are blocked if their left site is occupied.

On the macroscopic level the particle density, $u(x, t)$, evolves deterministically according to the Burgers equation $\partial_t u + \partial_x (u(1-u)) = 0$ [59]. Therefore a natural question is to focus on fluctuation properties, which exhibit rather unexpected features. The asymptotic results can be found in the literature, see Appendix A. Here we focus on a method which can be used to analyze the joint distributions of particles’ positions. This method is based on an interlacing structure first discovered by Sasamoto in [61], later extended and generalized in a series of papers, starting with [13]. We explain the key steps following the notations of [13], where the details of the proofs can be found.

Consider the TASEP with $N$ particles starting at time $t = 0$ at positions $y_N < \ldots < y_2 < y_1$. The first step is to obtain the probability that at time $t$ these particles are at positions $x_N < \ldots < x_2 < x_1$, which we denote by

$$G(x_1, \ldots, x_N; t) = \mathbb{P}((x_N, \ldots, x_1; t)|(y_N, \ldots, y_1; 0)). \quad (50)$$

This function has firstly been determined using Bethe-Ansatz method [63]. A posteriori, the result can be checked directly by writing the evolution equation for $G$ (also known as master equation).
Lemma 12. The transition probability is given by

\[ G(x_1, \ldots, x_N; t) = \det(F_{i-j}(x_{N+1-i} - y_{N+1-j}, t))_{1 \leq i, j \leq N} \tag{51} \]

with

\[ F_n(x, t) = \frac{(-1)^n}{2\pi i} \oint_{\Gamma_{0,1}} \frac{dw}{w} \frac{(1 - w)^{-n}}{w^{x-n}} e^{w(t-1)}, \tag{52} \]

where \( \Gamma_{0,1} \) is any simple loop oriented anticlockwise which includes \( w = 0 \) and \( w = 1 \).

The key property of Sasamoto’s decomposition is the following relation

\[ F_{n+1}(x, t) = \sum_{y \geq x} F_n(y, t). \tag{53} \]

Denote \( x^k_i := x_k \) to be the position of TASEP particles. Using the multilinearity of the determinant and (53) one obtains

\[ G(x_1, \ldots, x_N; t) = \sum_{D'} \det(F_{i-j+1}(x^N_i - y_{N-j+1}, t))_{1 \leq i, j \leq N}, \tag{54} \]

where

\[ D' = \{ x^n_i, 2 \leq i \leq n \leq N | x^n_i \geq x^{n-1}_{i-1} \}. \tag{55} \]

Then, using the antisymmetry of the determinant and Lemma 13 below we can rewrite (54) as

\[ G(x_1, \ldots, x_N; t) = \sum_D \det(F_{i-j+1}(x^N_i - y_{N-j+1}, t))_{1 \leq i, j \leq N}, \tag{56} \]

where

\[ D = \{ x^n_i, 2 \leq i \leq n \leq N | x^n_i > x^{n+1}_i, x^n_i \geq x^{n-1}_{i-1} \}. \tag{57} \]

Lemma 13. Let \( f \) be an antisymmetric function of \( \{ x^N_1, \ldots, x^N_N \} \). Then, whenever \( f \) has enough decay to make the sums finite,

\[ \sum_D f(x^N_1, \ldots, x^N_N) = \sum_{D'} f(x^N_1, \ldots, x^N_N), \tag{58} \]

with the positions \( x^1_1 > x^2_1 > \ldots > x^1_N \) being fixed.

Now, notice that, for \( n = -k < 0 \), (52) has only a pole at \( w = 0 \), which implies that

\[ F_{n+1}(x, t) = -\sum_{y < x} F_n(x, t). \tag{59} \]
Define
\[
\Psi^N_k(x) := \frac{1}{2\pi i} \oint_{\Gamma_0} \frac{dw}{w} \frac{(1-w)^k}{w^{x-y_{N-k}} - e^{t(w-1)}},
\]
\[
\phi(x, y) := \mathbb{1}(x > y), \quad \phi(\text{virt}, y) = 1.
\]
In particular, for \(k = 1, \ldots, N\), \(\Psi^N_k(x) = (-1)^k F_{-k}(x - y_{N-k}, t)\).

Consider particle configurations ordered level-by-level, i.e., with \(x_1^n \leq x_2^n \leq \ldots \leq x_n^n\) for all \(n = 1, \ldots, N\). Then, the interlacing condition \(\mathcal{D}\), is given by
\[
x_1^{n+1} < x_1^n \leq x_2^{n+1} \leq x_2^n \leq \ldots \leq x_n^n \leq x_{n+1}^n,
\]
for \(n = 1, \ldots, N-1\) (see Figure 2 for a graphical representation). This interlacing structure can be written as
\[
\det[\phi(x_i^n, x_j^{n+1})]_{1 \leq i,j \leq n+1} = \begin{cases} 1, & \text{if (61) is satisfied} \\ 0, & \text{otherwise} \end{cases}
\]
where \(x_{n+1}^n = \text{virt}\). Therefore, we can replace the sum over \(\mathcal{D}\) by a product of determinants of increasing sizes. Namely,
\[
G(x_1, \ldots, x_N; t) = \sum_{\substack{x_i^n \in \mathbb{Z} \\ 2 \leq k \leq n \leq N}} Q(\{x_k^n, 1 \leq k \leq n \leq N\})
\]
where the measure \(Q\) is given by
\[
Q(\{x_k^n, 1 \leq k \leq n \leq N\}) = \left( \prod_{n=1}^{N-1} \det(\phi(x_i^n, x_j^{n+1}))_{1 \leq i,j \leq n+1} \right) \times \det(\Psi^N_{N-j}(x_i^N))_{1 \leq i,j \leq N}.
\]
As for the GUE minor case, if we compute \( \Psi_{n-k}^n(x) := (\phi * \Psi_{n+1-k}^{n+1})(x) \), we get (60) but with \( N \) replaced by \( n \). Notice that (64) is symmetric under exchange of variables at the same level, so that we can relax the constraint that the particle configurations are ordered level-by-level, by multiplying (64) by a constant.

**Remark 14.** The measure (64) is not necessarily a probability measure, since positivity is not ensured. However the algebraic structure is the same as the one encountered in GUE minors measure, compare with (34). In particular, the distribution of TASEP particles’ position can be expressed in the same form as the gap probability, but in general for a signed determinantal point process. The precise statement is given in Theorem 15 below.

Applying the discrete version of Theorem 10 (in which one just replaces \( \mathbb{R} \) by \( \mathbb{Z} \) and integrals by sums), see Lemma 3.4 of [13], we get the following result.

**Theorem 15.** Suppose that at time \( t = 0 \) there are \( N \) particles at positions \( y_N < \ldots < y_2 < y_1 \). Let \( \sigma(1) < \sigma(2) < \ldots < \sigma(m) \) be the indices of \( m \) out of the \( N \) particles. The joint distribution of their positions \( x_{\sigma(k)}(t) \) is given by

\[
\mathbb{P}\left( \bigcap_{k=1}^{m} \{ x_{\sigma(k)}(t) \geq s_k \} \right) = \det(1 - \chi_s K_t \chi_s) \ell^2((\sigma(1), \ldots, \sigma(m)) \times \mathbb{Z})
\]  

where \( \chi_s(\sigma(k), x) = 1(x < s_k) \). \( K_t \) is the extended kernel with entries

\[
K_t(n_1, x_1; n_2, x_2) = -\phi^{(n_1, n_2)}(x_1, x_2) + \sum_{k=1}^{n_2} \Psi_{n_1-k}^{n_1}(x_1) \Phi_{n_2-k}^{n_2}(x_2)
\]

where

\[
\phi^{(n_1, n_2)}(x_1, x_2) = \begin{pmatrix} x_1 - x_2 - 1 \\ n_2 - n_1 - 1 \end{pmatrix},
\]

\[
\Psi_i^n(x) = \frac{1}{2\pi i} \oint_{\Gamma_0} \frac{dw}{w^{i+1}} \frac{(1-w)^i}{w^{x-y_{n-i}}} e^{t(w-1)},
\]

and the functions \( \Phi_i^n(x), i = 0, \ldots, n-1 \), form a family of polynomials of degree \( \leq n-1 \) satisfying

\[
\sum_{x \in \mathbb{Z}} \Psi_i^n(x) \Phi_j^n(x) = \delta_{i,j}.
\]

The contour \( \Gamma_0 \) in the definition of \( \Psi_i^n \) is any simple loop, anticlockwise oriented, which includes the pole at \( w = 0 \) but excludes the pole \( w = 1 \).

Note that the initial particle positions, \( y_1, \ldots, y_N \), are in the definition of the \( \Psi_i^n \)'s and consequently enters in the \( \Phi_i^n \)'s through the orthogonality relation (69).
3.2 Correlation functions for step initial conditions: Charlier polynomials

Now we consider the particular case of step initial conditions, \( y_k = -k \) for \( k \geq 1 \). In that case, the measure (64) is positive, i.e., it is a probability measure. The correlation functions of subsets of \( \{x_k^n(t), 1 \leq k \leq n, n \geq 1\} \) are determinantal with kernel \( K_{\text{TASEP}}^t \), which are computed by Theorem 15.

The correlation kernel \( K_{\text{TASEP}}^t \) is given in terms of Charlier polynomials, which we now introduce. The Charlier polynomial of degree \( n \) is denoted by \( C_n(x, t) \) and defined as follows. Consider the weight \( \omega \) on \( \mathbb{Z}^+ = \{0, 1, \ldots\} \)

\[
\omega(x) = e^{-t} x^t / x!.
\]  

Then, \( C_n(x, t) \) is defined via the orthogonality condition

\[
\sum_{x \geq 0} \omega(x) C_n(x, t) C_m(x, t) = \frac{n!}{t^n} \delta_{n,m}
\]  

or, equivalently, \( C_n(x, t) = (-1/t)^n x^n + \cdots \). They can be expressed in terms of hypergeometric functions

\[
C_n(x, t) = \left( -\frac{1}{t} \right)^n x^n + \cdots.
\]  

From the generating function of the Charlier polynomials

\[
\sum_{n \geq 0} \frac{C_n(x, t)}{n!} (tw)^n = e^{wt} (1 - w)^x
\]  

we obtain the integral representation

\[
\frac{t^n}{n!} C_n(x, t) = \frac{1}{2\pi i} \oint_{\Gamma_0} \frac{e^{wt} (1 - w)^x}{w^{n+1}}
\]  

Equations (72) and (74) give

\[
\Psi_k^n(-n + x) = \frac{e^{-t} t^x}{x!} C_k(x, t) \quad \text{and} \quad \Phi_j^n(-n + x) = \frac{t^j}{j!} C_j(x, t).
\]  

In particular, the kernel of the joint distributions of \( \{x_1^N, \ldots, x_N^N\} \) is

\[
K_{\text{TASEP}}^t(N, -N + x; N, -N + y) = \sum_{k=0}^{N-1} \Psi_k^N(-N + x) \Phi_k^N(-N + y) = \omega(x) \sum_{k=0}^{N-1} q_k(x) q_k(y)
\]  
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where $q_k(x) = (-1)^{k\frac{k+1}{2}} C_k(x,t) = (t^k k!)^{-1/2} x^k + \ldots$ are orthogonal polynomials with respect to $\omega(x)$ in (70). Therefore, using the Christoffel-Darboux formula (6) we get, for $x \neq y$,

$$K_t^{\text{TASEP}}(N, -N + x; N, -N + y) = \frac{e^{-t^x t} t^N}{x! (N-1)!} \frac{C_{N-1}(x,t)C_N(y,t) - C_N(x,t)C_{N-1}(y,t)}{x - y}. \quad (77)$$

Remark 16. The expression of the kernel in (76) is not symmetric in $x$ and $y$. Is this wrong? No! For a determinantal point process the kernel is not uniquely defined, but only up to conjugation. For any function $f > 0$, the kernel $\tilde{K}(x,y) = f(x)K(x,y) f(y)^{-1}$ describes the same determinantal point process of the kernel $K(x,y)$. Indeed, the $f$'s cancel out in the determinants defining the correlation functions. In particular, by choosing $f(x) = 1/\sqrt{\omega(x)}$, we get a symmetric version of (76).

Double integral representation of $K_t^{\text{TASEP}}$

Another typical way of representing the kernel $K_t^{\text{TASEP}}$ is as double contour integral. This representation is well adapted to large-$t$ asymptotic analysis (both in the bulk and the edge).

Let us start with (68) with $y_k = -k$. We have

$$\Psi_k^n(x) = \frac{1}{2\pi i} \oint_{\Gamma_0} dw e^{t(w-1)} (1-w)^k \frac{1}{w^{x+n+1}}. \quad (78)$$

Remark that $\Psi_k^n(x) = 0$ for $x < -n$, $k \geq 0$. The orthogonal functions $\Phi_k^n(x)$, $k = 0, \ldots, n-1$, have to be polynomials of degree $k$ and to satisfy the orthogonal relation $\sum_{x \geq -n} \Psi_k^n(x) \Phi_j^n(x) = \delta_{i,j}$. They are given by

$$\Phi_j^n(x) = (-1)^j (2\pi i)^2 \oint_{\Gamma_1} dz \oint_{\Gamma_0, z} dw e^{t(z-1)} (1-w)^k \frac{1}{w^{x+n+1}}. \quad (79)$$

Indeed, for any choice of the paths $\Gamma_0, \Gamma_1$ such that $|z| < |w|,$

$$\sum_{x \geq -n} \Psi_k^n(x) \Phi_j^n(x) = \frac{1}{(2\pi i)^2} \oint_{\Gamma_1} dz \oint_{\Gamma_0, z} dw \frac{e^{t(z-1)}}{t(z-1)} (1-w)^k \frac{1}{w^{x+n+1}} \sum_{x \geq -n} \frac{z^{x+n}}{w^{x+n+1}}$$

$$= \frac{1}{(2\pi i)^2} \oint_{\Gamma_1} dz \oint_{\Gamma_0, z} dw \frac{e^{t(z-1)}}{t(z-1)} (1-w)^k \frac{1}{w-z}$$

$$= (-1)^{k-j} \oint_{\Gamma_1} dz (z-1)^{k-j-1} = \delta_{j,k}, \quad (80)$$
since the only pole in the last $w$-integral is the simple pole at $w = z$.

After the orthogonalization, we can determine the kernel. Let us compute the last term in (66). For $k > n_2$, we have $\Phi_{n_2-k}^{n_2}(x) = 0$. By choosing $z$ close enough to 1, we have $|1 - z| < |1 - w|$, and then extend the sum over $k$ to $+\infty$, i.e.,

$$\sum_{k=1}^{n_2} \Psi_{n_1-k}^{n_1}(x_1) \Phi_{n_2-k}^{n_2}(x_2) = \sum_{k=1}^{n_2} \frac{-1}{(2\pi i)^2} \oint_{\Gamma_0} dw \oint_{\Gamma_1} dz \frac{e^{tw}z^{x_2+n_2}}{e^{tz}w^{x_1+n_1+1}} \frac{(1-w)^{n_1-k}}{(1-z)^{n_2-k+1}}$$

$$= \frac{-1}{(2\pi i)^2} \oint_{\Gamma_0} dw \oint_{\Gamma_1} dz \frac{e^{tw}z^{x_2+n_2}}{e^{tz}w^{x_1+n_1+1}} \sum_{k=1}^{n_2} \frac{(1-w)^{n_1-k}}{(1-z)^{n_2-k+1}}$$

$$= \frac{-1}{(2\pi i)^2} \oint_{\Gamma_0} dw \oint_{\Gamma_1} dz \frac{e^{tw}(1-w)^{n_1-z^{x_2+n_2}}}{e^{tz}(1-z)^{n_2}w^{x_1+n_1+1}} \frac{1}{z-w}.$$  

(81)

The integral along $\Gamma_1$ contains only the pole $z = 1$, while the integral over $\Gamma_0$ only the pole $w = 0$ (i.e., $w = z$ is not inside the integration paths). This is the kernel for $n_1 \geq n_2$. For $n_1 < n_2$, there is the extra term $-\hat{\phi}_{n_1,n_2}^{n_1,n_2}(x_1, x_2)$. It is not difficult to check that

$$\frac{1}{(2\pi i)^2} \oint_{\Gamma_0} dw \oint_{\Gamma_w} dz \frac{e^{tw}(1-w)^{n_1-z^{x_2+n_2}}}{e^{tz}(1-z)^{n_2}w^{x_1+n_1+1}} \frac{1}{z-w} = \frac{1}{2\pi i} \oint_{\Gamma_0} dw \frac{(1-w)^{n_1-n_2}}{w^{x_1+n_1-(x_2+n_2)+1}} = \left\{ \begin{array}{ll} x_1 - x_2 - 1 \\ n_2 - n_1 - 1 \end{array} \right. .$$

(82)

Therefore, the double integral representation of $K_{t}^{\text{TASEP}}$ (for step initial condition) is the following:

$$K_{t}^{\text{TASEP}}(n_1, x_1; n_2, x_2) = \left\{ \begin{array}{ll} \frac{-1}{(2\pi i)^2} \oint_{\Gamma_0} dw \oint_{\Gamma_1} dz \frac{e^{tw}(1-w)^{n_1-z^{x_2+n_2}}}{e^{tz}(1-z)^{n_2}w^{x_1+n_1+1}} \frac{1}{z-w}, & \text{if } n_1 \geq n_2; \\
\frac{-1}{(2\pi i)^2} \oint_{\Gamma_0} dw \oint_{\Gamma_{1,w}} dz \frac{e^{tw}(1-w)^{n_1-z^{x_2+n_2}}}{e^{tz}(1-z)^{n_2}w^{x_1+n_1+1}} \frac{1}{z-w}, & \text{if } n_1 < n_2. \end{array} \right.$$  

(83)

Remark 17. Notice that in the GUE case, the most natural objects are the eigenvalues for the $N \times N$ matrix, $\lambda_1^{N}, \ldots, \lambda_N^{N}$. They are directly associated with a determinantal point process. The corresponding quantities in terms of TASEP are the positions of the particles, $x_1^{1}, \ldots, x_1^{N}$. The measure on
these particle positions is not determinantal, but with the extension to the
larger picture, namely to \( \{x_k^n, 1 \leq k \leq n \leq N\} \), we recover a determinantal
structure. This is used to determine the joint distributions of the particles,
since in terms of \( \{x_k^n, 1 \leq k \leq n \leq N\} \) we only need to compute a gap
probability.

### 3.3 Discrete time TASEP

There are several discrete time dynamics of TASEP from which the contin-
uous time limit can be obtained. The most common dynamics are:

- **Parallel update**: at time \( t \in \mathbb{Z} \) one first selects the particles that can
  jump (their right neighboring site is empty). Then, the configuration
  of particles at time \( t + 1 \) is obtained by moving independently with
  probability \( p \in (0, 1) \) the selected particles.

- **Sequential update**: one updates the particles (sequentially) from
  right to left. The configuration at time \( t + 1 \) is obtained by moving
  with probability \( p \in (0, 1) \) the particles whose right site is empty. This
  procedure is from right to left, which implies that also a block of \( m \)
  particles can move in one time-step with probability \( p^m \).

Other dynamical rules have also been introduced, see [64] for a review.

**Sequential update**

For the TASEP with sequential update, there is an analogue of Lemma 12,
with the only difference lying in the functions \( F_n \) (see [57] and Lemma 3.1
of [12]). The functions \( F_n \) satisfy again the recursion relation (53) and The-
orem 15 still holds with the only difference being in the \( \Psi^i_n(x) \)'s which are
now given by

\[
\Psi^i_n(x) = \frac{1}{2\pi i} \oint_{\Gamma_0} \frac{dw}{w^{i+1}} \frac{(1 - pw)(1 - w)^i}{w^{x-y_{n-i}}}.
\]  

(84)

For step initial conditions, the kernel is then given by (83) with \( e^{tw}/e^{tz} \)
replaced by \( (1 - p + pw)^t/(1 - p + pz)^t \).

**Parallel update**

For the TASEP with parallel update, the same formalism used above can still
be applied. However, the interlacing condition and the transition functions
\( \phi_n \) are different. The details can be found in Section 3 of [14] (in that paper
we also consider the case of different times, which can be used for example to study the tagged particle problem. The analogue of (64) is the following (see Proposition 7 of [14]).

Lemma 18. The transition probability \( G(x; t) \) can be written as a sum over
\[
\mathcal{D}' = \{x^n_i, 2 \leq i \leq n \leq N | x^n_i > x^n_{i-1} \}
\]
as follows:
\[
G(x_1, \ldots, x_N; t) = \sum_{\mathcal{D}'} \tilde{Q}(\{x^n_k, 1 \leq k \leq n \leq N \}),
\]
where
\[
\tilde{Q}(\{x^n_k, 1 \leq k \leq n \leq N \}) = \left( \prod_{n=1}^{N-1} \det(\phi^\sharp(x^n_{i-1}, x^n_j)_{1 \leq i,j \leq n+1}) \right) \times \det(F_{-j+1}(x^n_i - y_{i-j+1}, t + 1 - j))_{1 \leq i,j \leq N}.
\]

The product of determinants in (87) also implies a weighted interlacing condition, different from the one of TASEP. More precisely,
\[
x^n_{i+1} \leq x^n_i - 1 \leq x^n_{i+1}.
\]
The difference between the continuous-time TASEP is that it is possible that \( x^n_{i+1} = x^n_i - 1 \). The weight gets multiplied by \( p \) for each occurrence of \( x^n_{i+1} = x^n_i - 1 \). The continuous-time limit is obtained by replacing \( t \) by \( t/p \) and letting \( p \to 0 \).

Theorem 15 also holds in this case with the following functions:
\[
\tilde{\phi}^{(n_1, n_2)}(x_1, x_2) = \frac{1}{2\pi i} \oint_{\Gamma_{0,-1}} dw \left( \frac{1}{(1 + w)^{x_1-x_2+1}} \right) \left( \frac{w}{(1 + w)(1 + pw)} \right)^{n_1-n_2},
\]
\[
\Psi^n_i(x) = \frac{1}{2\pi i} \oint_{\Gamma_{0,-1}} dw \left( \frac{(1 + pw)^i}{(1 + w)^{x-y_{n-i}+1}} \right) \left( \frac{w}{(1 + w)(1 + pw)} \right)^i.
\]
and \( \Phi^n_k \) are polynomials of degree \( k \) given by the orthogonality condition (69):
\[
\sum_{x \in \mathbb{Z}} \Psi_i(x) \Phi_j^n(x) = \delta_{i,j}.
\]
In particular, for step initial conditions, \( y_k = -k \), \( k \geq 1 \), we obtain the following result.

**Proposition 19.** The correlation kernel for discrete-time TASEP with parallel update is given by
\[
K^\text{TASEP}_t(n_1, x_1; n_2, x_2) = -\phi^{(n_1, n_2)}(x_1, x_2) + \tilde{K}^\text{TASEP}_t(n_1, x_1; n_2, x_2),
\]
with \( \phi^{(n_1, n_2)} \) given by
\[
\phi^{(n_1, n_2)}(x_1, x_2) = \frac{1}{2\pi i} \oint_{\Gamma_{-1}} \frac{dw}{(1 + w)^{n_2-n_1+w^{n_1-n_2}}}.
\]

and
\[
\tilde{K}^\text{TASEP}_t(n_1, x_1; n_2, x_2)
= \frac{1}{(2\pi i)^2} \oint_{\Gamma_0} dz \oint_{\Gamma_{-1}} dz' \frac{(1 + pw)^{t-n_1+1}}{(1 + pz)^{t-n_2+1}} \frac{w^{n_1}(1 + z)^{x_2+n_2} z^{n_2}(1 + w)^{x_1+n_1+1}}{w - z}.
\]

**Remark 20.** The discrete-time parallel update TASEP with step initial condition is equivalent to the shuffling algorithm on the Aztec diamond as shown in [51]. This particle dynamics also fits in the framework developed in [9]. See [27] for an animation, where the particles have coordinates \( (z^n_n := x^n_n + n, n) \).

## 4 2 + 1 dynamics: connection to random tilings and random matrices

In recent years there has been a lot of progress in understanding large time fluctuations of driven interacting particle systems on the one-dimensional lattice. Evolution of such systems is commonly interpreted as random growth of a one-dimensional interface, and if one views the time as an extra variable, the evolution produces a random surface (see e.g. Figure 4.5 in [53] for a nice illustration). In a different direction, substantial progress have also been achieved in studying the asymptotics of random surfaces arising from dimers on planar bipartite graphs.

Although random surfaces of these two kinds were shown to share certain asymptotic properties (also common to random matrix models), no direct connection between them was known. We present a class of two-dimensional
random growth models (that is, the main object is a randomly growing surface, embedded in four-dimensional space-time).

In two different projections these models yield random surfaces of the two kinds mentioned above (one reduces the spatial dimension by one, the second projection is to fixed time).

We now explain the $2 + 1$-dimensional dynamics. Consider the set of variables $\{x_k^n(t), 1 \leq k \leq n, n \geq 1\}$ and let us see what is their evolution inherited from the TASEP dynamics.

4.1 $2 + 1$ dynamics for continuous time TASEP

Packed initial condition

Consider continuous time TASEP with step-initial condition, $y_k = -k$ for $k \geq 1$. As we will verify below, a further property of the measure (64) with step initial conditions is that

$$x_k^n(0) = -n + k - 1,$$

i.e., step initial condition for TASEP naturally induces a packed initial condition for the $2 + 1$ dynamics which is illustrated in Figure 3 (top left picture).

Let us verify that (95) holds. The first $N - 1$ determinants in (64) imply the interlacing condition (61). In particular, $x_1^N(0) = -N$ and $x_k^N(0) \geq -N + k - 1$ for $k \geq 2$. At time $t = 0$ we have

$$F_{-k}(x, 0) = \frac{1}{2\pi i} \oint_{\Gamma_0} dw \frac{(w - 1)^k}{w^{x+k+1}}.$$  \hspace{2cm} (96)

By Cauchy’s residue theorem, we have $F_{-k}(x, 0) = 0$ for $x \geq 1$ (since the integrand has no pole at $\infty$), $F_{-k}(x, 0) = 0$ for $x < -k$ (no pole at 0), and $F_{-k}(0, 0) = 1$. The last determinant in (64) is then the determinant of

$$\begin{bmatrix}
F_0(0, 0) & F_{-1}(-1, 0) & \cdots & F_{-N+1}(-N + 1, 0) \\
F_0(x_2^N(0) + N, 0) & F_{-1}(x_2^N(0) + N - 1) & \cdots & F_{-N+1}(x_2^N(0) + 1, 0) \\
\vdots & \vdots & \ddots & \vdots \\
F_0(x_N^N(0) + N, 0) & F_{-1}(x_N^N(0) + N - 1, 0) & \cdots & F_{-N+1}(x_N^N(0) + 1, 0)
\end{bmatrix}.$$ \hspace{2cm} (97)

Let us determine when the determinant of the matrix (97) is nonzero:

1. Because of $x_k^N(0) \geq -N + k - 1$, the first column of (97) is $[1, 0, \ldots, 0]^t$.

2. Then, if $x_2^N(0) > -N + 1$, the second column is $[* , 0, \ldots, 0]^t$ and the determinant of (97) is zero. Thus we have $x_2^N(0) = -N + 1$.
3. Repeating the argument for the other columns, we obtain that the determinant of (97) is not zero if and only if $x'_N(0) = -N + k - 1$ for $k = 3, \ldots, N$.

This initial condition is illustrated in Figure 3 (top, left).

**Dynamics**

Now we explain the dynamics on the variables $\{x^m_k(t), 1 \leq k \leq n, n \geq 1\}$ which is inherited by the dynamics on the TASEP particles $\{x^m_1(t), n \geq 1\}$. Each of the particles $x^m_k$ has an independent exponential clock of rate one, and when the $x^m_k$-clock rings the particle attempts to jump to the right by one. If at that moment $x^m_k = x^m_{k-1} + 1$ then the jump is blocked. Otherwise,
we find the largest \( c \geq 1 \) such that \( x_k^m = x_{k+1}^{m+1} = \cdots = x_{k+c-1}^{m+c-1} \), and all \( c \) particles in this string jump to the right by one.

Informally speaking, the particles with smaller upper indices are heavier than those with larger upper indices, so that the heavier particles block and push the lighter ones in order for the interlacing conditions to be preserved.

We illustrate the dynamics using Figure 3, which shows a possible configuration of particles obtained from our initial condition. In this state of the system, if the \( x_1^2 \)-clock rings, then particle \( x_1^3 \) does not move, because it is blocked by particle \( x_1^1 \). If the \( x_2^2 \)-clock rings then particle \( x_2^2 \) moves to the right by one unit, but in order to keep the interlacing property particles \( x_3^3 \) and \( x_4^4 \) also move to the right by one unit at the same time. This aspect of the dynamics is called “pushing”.

4.2 Interface growth interpretation

Figure 3 (right) has a clear three-dimensional connotation. Given the random configuration \( \{x_n^k(t)\} \) at time moment \( t \), define the random height function

\[
\begin{align*}
  h : (\mathbb{Z} + \frac{1}{2}) \times \mathbb{Z}_{>0} \times \mathbb{R}_{>0} &\to \mathbb{Z}_{\ge0}, \\
  h(x, n, t) &= \#\{k \in \{1, \ldots, n\} | x_k^m(t) > x\}. \quad (98)
\end{align*}
\]

In terms of the tiling on Figure 3, the height function is defined at the vertices of rhombi, and it counts the number of particles to the right from a given vertex. (This definition differs by a simple linear function of \((x, n)\) from the standard definition of the height function for lozenge tilings, see e.g. [45, 46].) The initial condition corresponds to starting with perfectly flat facets.

In terms of the stepped surface of Figure 3, the evolution consists of removing all columns of \((x, n, h)\)-dimensions \((1, *, 1)\) that could be removed, independently with exponential waiting times of mean one. For example, if \( x_2^3 \) jumps to its right, then three consecutive cubes (associated to \( x_2^2, x_3^3, x_4^4 \)) are removed. Clearly, in this dynamics the directions \( x \) and \( n \) do not play symmetric roles. Indeed, this model belongs to the \( 2 + 1 \) anisotropic KPZ class of stochastic growth models, see [9, 11].

4.3 Random tilings interpretation

A further interpretation of the particle system is a random tiling model. To see this, one surrounds each particle location by a rhombus of one type (the light-gray in Figure 3) and draws unit-length horizontal edges through locations where there are no particles. In this way we have a random tiling with three types of tiles that we call white, light-gray, and dark-gray. Our initial condition corresponds to a perfectly regular tiling.
Random tilings have the following dynamics. Consider all sub-configurations of the random tiling which look like a visible column, i.e., for some $m \geq 1$, there are $m$ light-gray tiles on the left of $m$ white tiles (and then automatically closed by a dark-gray tile). The dynamics is an exchange of light-gray and white tiles within the column. More precisely, for a column of height $m$, for all $k = 1, \ldots, m$, independently and with rate 1, there is an exchange between the top $k$ light-gray tiles with the top white tiles as illustrated in Figure 4 for the case $m = 4$.

**Remark 21.** We can also derive a determinantal formula not only for the correlation of light-gray tiles, but also for the three types of tiles. This is explicitly stated in Theorem 5.2 of [9].

### 4.4 Diffusion scaling and relation with GUE minors

There is an interesting partial link with GUE minors. In the diffusion scaling limit

$$\xi^n_k := \sqrt{2N} \lim_{t \to \infty} \frac{x^n_k(t) - t}{\sqrt{2t}}$$

the measure on $\{\xi^n_k, 1 \leq k \leq n \leq N\}$ is exactly given by (34).

**Remark 22.** It is important to stress, that this correspondence is a fixed-time result. From this, a dynamical equivalence does not follow. Indeed, if we let the GUE matrices evolve according to the so-called Dyson’s Brownian
Figure 5: A random tiling of the Aztec diamond of size $n = 10$.

Motion, then the evolution of the minors is not the same as the (properly rescaled) evolution from our $2 + 1$ dynamics for TASEP [1]. Nevertheless, projecting onto the $(t, n)$ paths with increasing $t$ and decreasing $n$ one still obtains the same measures [31].

4.5 Shuffling algorithm and discrete time TASEP

An Aztec diamond is a shape like the outer border of Figure 5. The shuffling algorithm [24, 37] provides a way of generating a uniform tiling of an Aztec diamond of size $n$.

We now discuss the connection between discrete time TASEP with parallel update and step initial condition. We take the parameter $p = 1/2$ to get uniform distribution of the random tiling model. It is helpful to do a linear change of variable. Instead of $x^n_k$ we use

$$z^n_k = x^n_k + n, \quad (100)$$

so that the interlacing condition becomes

$$z^{n+1}_k \leq z^n_k \leq z^{n+1}_{k+1}. \quad (101)$$

The step initial condition for TASEP particles is $z^n_1(0) = 0, n \geq 1$. An analysis similar to the one of Section 4.1 leads to $z^n_k(0) = k - 1, 1 \leq k \leq n$. Then, the dynamics on $\{z^n_k, 1 \leq k \leq n, n \geq 1\}$ inherited by discrete time
parallel update TASEP is the following. First of all, during the time-step from \( n - 1 \) to \( n \), all particles with upper-index greater or equal to \( n + 1 \) are frozen. Then, from level \( n \) down to level 1, particles jump independently to the neighboring site to the right with probability \( 1/2 \), provided the interlacing condition (101) with the lower levels is satisfied. If the interlacing condition would be violated for particles in upper levels, then these particles are also pushed by one position to restore (101).

Finally, let us explain how to associate a tiling configuration to a particle configuration. For that we actually need to know the particle configuration at time \( t = n \) and its previous time. Up to time \( t = n \) only particles with upper-index at most \( n \) could have possibly moved. These are also the only particles which are taken into account to determine the random tiling. The tiling follows these rules, see Figure 6 for an illustration:

1. light-gray tiles: placed on each particle which moved in the last time-step,
2. middle-gray tiles: placed on each particle which did not move in the last time-step,
3. dark-gray tiles and white tiles: in the remaining position, depending on the tile orientation.

The proof of the equivalence of the dynamics can be found in [51], where particle positions are slightly shifted with respect to Figure 6. In [27] you can find a Java animation of the dynamics.
A Further references

In this section we give further references, in particular, of papers based on the approach described in these lecture notes.

- **Interlacing structure and random matrices**: In [44], the authors studied the GUE minor process which also arises in the Aztec diamond at the turning points. Turning points and GUE minor process also occur for some class of Young diagrams [52]. The antisymmetric version of the GUE minors is studied in [36]. In [35], the correlation functions for several random matrix ensembles are obtained, using two methods: the interlacing structure from [13] and the approach of [50]. When taking the limit into the bulk of the GUE minors one obtains the bead process, see [22]. Further works on interlacing structures are [23, 43, 49, 68].

- **GUE minors and TASEP**: Both the GUE minor process and its antisymmetric version occurs in the diffusion scaling limit of TASEP [15, 16].

- **2+1 dynamics**: The Markov process on interlacing structure introduced in [9] is not restricted to continuous time TASEP, but it is much more general. For example, it holds for PushASEP dynamics [18] and can be used for growth with a wall too [19]. In a discrete setting, a similar approach leads to a shuffling algorithm for boxed plane partitions [17]. As already mentioned, the connection between shuffling algorithm and interlacing particle dynamics is proved in [51] (the connection with discrete time TASEP is however not mentioned).

- **2 + 1 anisotropic growth**: In the large time limit in the 2 + 1 growth model the Gaussian Free Field arises, see [9] or for a more physical description of the result [11]. In particular, height fluctuations live on a $\sqrt{\ln t}$ scale (in the bulk) and our model belongs to the anisotropic KPZ class, like the model studied in [54].

- **Interlacing and asymptotics of TASEP**: Large time asymptotics of TASEP particles’ positions with a few but important types of initial condition have been worked out using the framework initiated with [13]. Periodic initial conditions are studied in [13] and for discrete time TASEP (sequential update [12], parallel update [14]). The limit process of the rescaled particles’ positions is the Airy$_1$ process. For step initial condition it was the Airy$_2$ process [40]. The transition process between these two has been discovered in [15], see also the review [29].
Finally, the above technique can be used also for non-uniform jump rates where a shock can occur [16].

- **Line ensembles method and corner growth models**: TASEP can be also interpreted as a growth model, if the occupation variables are taken to be the discrete gradient of an interface. TASEP belongs to the so-called Kardar-Parisi-Zhang (KPZ) universality class of growth models. It is in this context that the first connections between random matrices and stochastic growth models have been obtained [38]. The model studied is analogue to step initial conditions for TASEP. This initial condition can be studied using non-intersection line ensembles methods [39, 40]. The Airy$_2$ process was discovered in [56] using this method, see also [42, 62, 66] for reviews on this technique. The non-intersecting line description is used also to prove the occurrence of the Airy$_2$ process at the edge of the frozen region in the Aztec diamond [41].

- **Stationary TASEP and directed percolation**: Directed percolation for exponential/geometric random variables is closely related with TASEP. In particular, the two-point function of stationary TASEP can be related with a directed percolation model [55]. The large time behavior of the two-point function conjectured in [55] based on universality is proved in [32]. Some other universality-based conjectures of [55] have been verified in [6]. The large time limit process of particles’ positions in stationary TASEP, the corresponding point-to-point directed percolation (with sources), and also for a related queueing system, has been unraveled in [5]. The different models share the same asymptotics due to the slow-decorrelation phenomena [28].

- **Directed percolation and random matrices**: Directed percolation, the Schur process and random matrices also have nice connections; from sample covariance matrices [4], to small rank perturbation of Hermitian random matrices [60], and to the generalization [20].
B Christoffel-Darboux formula

Here we prove Christoffel-Darboux formula (6). First of all, we prove the three term relation (7). From \( \frac{q_n(x)}{u_n} = xq_{n-1}(x) \) it follows that are polynomials of degree \( n - 1 \). Thus,

\[
\frac{q_n(x)}{u_n} = \frac{xq_{n-1}(x)}{u_{n-1}} + \sum_{k=0}^{n-1} \alpha_k q_k(x), \quad \alpha_k = \left\langle \frac{q_n}{u_n} - \frac{Xq_{n-1}}{u_{n-1}}, q_k \right\rangle _\omega,
\]

where \( X \) is the multiplication operator by \( x \), and \( \langle f, g \rangle _\omega = \int \omega(x)f(x)g(x)dx \) is the scalar product.

Let us show that \( \alpha_k = 0 \) for \( k = 0, \ldots, n - 3 \). Using \( \langle Xf, g \rangle _\omega = \langle f, Xg \rangle _\omega \) we get

\[
\alpha_k = \frac{1}{u_n} \langle q_n, q_k \rangle _\omega - \frac{1}{u_{n-1}} \langle q_{n-1}, Xq_k \rangle _\omega = 0
\]

for \( k + 1 < n - 1 \), since \( Xq_k \) is a polynomial of degree \( k + 1 \) and can be written as linear combination of \( q_0, \ldots, q_{k+1} \).

Consider next \( k = n - 2 \). We have

\[
\alpha_{n-2} = -\frac{1}{u_{n-1}} \langle q_{n-1}, Xq_{n-2} \rangle _\omega = -\frac{u_{n-2}}{u_{n-1}},
\]

because we can write

\[
xq_{n-2}(x) = u_{n-2}x^{n-1} + \text{a polynomial of degree } n - 2 = \frac{u_{n-2}}{u_{n-1}}q_{n-1}(x) + \text{a polynomial of degree } n - 2.
\]

Therefore, setting \( B_n = \alpha_{n-1}u_n, A_n = u_n/u_{n-1}, \) and \( C_n = u_nu_{n-2}/u_{n-1}^2 \), we obtain the three term relation (7). We rewrite it here for convenience,

\[
q_n(x) = (A_nx + B_n)q_{n-1}(x) - C_nq_{n-2}(x).
\]

From (107) it follows

\[
q_{n+1}(x)q_n(y) - q_n(x)q_{n+1}(y) = A_{n+1}q_n(x)q_n(y)(x - y) + C_{n+1}(q_n(x)q_{n-1}(y) - q_{n-1}(x)q_n(y)).
\]

We now consider the case \( x \neq y \). The case \( x = y \) is obtained by taking the \( y \to x \) limit. Dividing (108) by \( (x - y)A_{n+1} \) we get, for \( k \geq 1 \),

\[
q_k(x)q_k(y) = S_{k+1}(x, y) - S_k(x, y),
\]
where we defined
\[ S_k(x, y) = \frac{u_{k-1} q_k(x) q_{k-1}(y) - q_{k-1}(x) q_k(y)}{x - y}. \] (110)

Therefore (for \( x \neq y \))
\[ \sum_{k=0}^{N-1} q_k(x) q_k(y) = S_N(x, y) - S_1(x, y) + q_0(x) q_0(y) = S_N(x, y). \] (111)

The last step uses \( q_0(x) = u_0 \) and \( q_1(x) = u_1 x + c \) (for some constant \( c \)), from which it follows \( q_0(x) q_0(y) = S_1(x, y) \). This ends the derivation of the Christoffel-Darboux formula.

\section{Proof of Proposition 6}

Here we present the details of the proof of Proposition 6 since it shows how the choice of the orthogonal polynomial is convenient. The basic ingredients of the proof of Theorem 8 are the same, with the only important difference that the functions in the determinants in (16) are not yet biorthogonal.

First of all, let us verify the two relations (14). We have
\[ \int_{\mathbb{R}} K_N^{\text{GUE}}(x, x) dx = \sum_{k=0}^{N-1} \langle q_k, q_k \rangle \omega = N, \] (112)
and
\[ \int_{\mathbb{R}} K_N^{\text{GUE}}(x, z) K_N^{\text{GUE}}(z, y) dz = \sum_{k,l=0}^{N-1} \sqrt{\omega(x) \omega(y)} q_k(x) q_l(y) \langle q_k, q_l \rangle \omega = K_N^{\text{GUE}}(x, y). \] (113)

By Lemma 5, Equation (11), and the definition of \( K_N^{\text{GUE}} \), we have
\[ \rho_{\text{GUE}}^{(n)}(x_1, \ldots, x_n) = c_n \frac{N!}{(N-n)!} \int_{\mathbb{R}^{N-n}} \det \left[ K_N^{\text{GUE}}(x_i, x_j) \right]_{1 \leq i,j \leq N} dx_{n+1} \ldots dx_N. \] (114)

We need to integrate \( N - n \) times, each step is similar. Assume therefore that we already reduced the size of the determinant to \( m \times m \), i.e., integrated out \( x_{m+1}, \ldots, x_N \). Then, we need to compute
\[ \int_{\mathbb{R}} \det \left[ K_N^{\text{GUE}}(x_i, x_j) \right]_{1 \leq i,j \leq m} dx_m. \] (115)
In what follows we write only $K$ instead of $K_{N}^{\text{GUE}}$. We expand the determinant along the last column and get

$$
\det [K(x_i, x_j)]_{1 \leq i,j \leq m} = K(x_m, x_m) \det [K(x_i, x_j)]_{1 \leq i,j \leq m-1} + \sum_{k=1}^{m-1} (-1)^{m-k} K(x_k, x_m) \det \begin{bmatrix}
[K(x_i, x_j)]_{1 \leq i,j \leq m-1, \ i \neq k} \\
[K(x_m, x_j)]_{1 \leq j \leq m-1}
\end{bmatrix}
= K(x_m, x_m) \det [K(x_i, x_j)]_{1 \leq i,j \leq m-1} + \sum_{k=1}^{m-1} (-1)^{m-k} \det \begin{bmatrix}
[K(x_k, x_m)K(x_m, x_j)]_{1 \leq j \leq m-1}
\end{bmatrix}.
$$

(116)

Finally, by using the two relations (14), Equation (115) becomes

$$
N \det [K(x_i, x_j)]_{1 \leq i,j \leq m-1} + \sum_{k=1}^{m-1} (-1)^{m-k} \det \begin{bmatrix}
[K(x_i, x_j)]_{1 \leq i,j \leq m-1, \ i \neq k} \\
[K(x_k, x_m)K(x_m, x_j)]_{1 \leq j \leq m-1}
\end{bmatrix} = (N - (m - 1)) \det [K(x_i, x_j)]_{1 \leq i,j \leq m-1}.
$$

(117)

This result, applied for $m = N, N - 1, \ldots, n + 1$, leads to

$$
\rho_{\text{GUE}}^{(n)}(x_1, \ldots, x_n) = c_N N! \det [K_{N}^{\text{GUE}}(x_i, x_j)]_{1 \leq i,j \leq n}.
$$

(118)

Now we need to determine $c_N$. Since $c_N$ depends only of $N$, we can compute it for the $n = 1$ case. From the above computations, we have $\rho_{\text{GUE}}^{(1)}(x) = c_N N! K_{N}^{\text{GUE}}(x, x)$ and $\int_{\mathbb{R}} \rho_{\text{GUE}}^{(1)}(x) dx = N$ we have $c_N = 1/N!$.

References

[1] M. Adler, E. Nordenstam, and P. van Moerbeke, *Consecutive Minors for Dyson’s Brownian Motions*, arXiv:1007.0220 (2010).

[2] Gernot Akemann, Jinho Baik, and Philippe Di Francesco, *The Oxford handbook of random matrix theory*, Oxford University Press, 2011.

[3] G. Anderson, A. Guionnet, and O. Zeitouni, *An Introduction to Random Matrices*, Cambridge University Press, Cambridge, 2010.

[4] J. Baik, G. Ben Arous, and S. Péché, *Phase transition of the largest eigenvalue for non-null complex sample covariance matrices*, Ann. Probab. 33 (2006), 1643–1697.
[5] J. Baik, P.L. Ferrari, and S. Péché, Limit process of stationary TASEP near the characteristic line, Comm. Pure Appl. Math. 63 (2010), 1017–1070.

[6] G. Ben Arous and I. Corwin, Current fluctuations for TASEP: a proof of the Prähofer-Spohn conjecture, Ann. Probab. 39 (2011), 104–138.

[7] A. Borodin, Biorthogonal ensembles, Nucl. Phys. B 536 (1999), 704–732.

[8] A. Borodin, Determinantal point processes, arXiv:0911.1153 (2011).

[9] A. Borodin and P.L. Ferrari, Anisotropic growth of random surfaces in 2 + 1 dimensions, Comm. Math. Phys. 325 (2013), 603–684.

[10] A. Borodin and P.L. Ferrari, Large time asymptotics of growth models on space-like paths I: PushASEP, Electron. J. Probab. 13 (2008), 1380–1418.

[11] A. Borodin and P.L. Ferrari, Anisotropic KPZ growth in 2 + 1 dimensions: fluctuations and covariance structure, J. Stat. Mech. (2009), P02009.

[12] A. Borodin, P.L. Ferrari, and M. Prähofer, Fluctuations in the discrete TASEP with periodic initial configurations and the Airy$_1$ process, Int. Math. Res. Papers 2007 (2007), rpm002.

[13] A. Borodin, P.L. Ferrari, M. Prähofer, and T. Sasamoto, Fluctuation Properties of the TASEP with Periodic Initial Configuration, J. Stat. Phys. 129 (2007), 1055–1080.

[14] A. Borodin, P.L. Ferrari, and T. Sasamoto, Large time asymptotics of growth models on space-like paths II: PNG and parallel TASEP, Comm. Math. Phys. 283 (2008), 417–449.

[15] A. Borodin, P.L. Ferrari, and T. Sasamoto, Transition between Airy$_1$ and Airy$_2$ processes and TASEP fluctuations, Comm. Pure Appl. Math. 61 (2008), 1603–1629.

[16] A. Borodin, P.L. Ferrari, and T. Sasamoto, Two speed TASEP, J. Stat. Phys. 137 (2009), 936–977.

[17] A. Borodin and V. Gorin, Shuffling algorithm for boxed plane partitions, Adv. Math. 220 (2009), 1739–1770.
[18] A. Borodin and J. Kuan, *Asymptotics of Plancherel measures for the infinite-dimensional unitary group*, Adv. Math. **219** (2008), 894–931.

[19] A. Borodin and J. Kuan, *Random Surface Growth with a Wall and Plancherel Measures for O(∞)*, Comm. Pure Appl. Math. **63** (2010), 831–894.

[20] A. Borodin and S. Péché, *Airy Kernel with Two Sets of Parameters in Directed Percolation and Random Matrix Theory*, J. Stat. Phys. **132** (2008), 275–290.

[21] A. Borodin and E.M. Rains, *Eynard-Mehta theorem, Schur process, and their Pfaffian analogs*, J. Stat. Phys. **121** (2006), 291–317.

[22] S. Boutillier, *The bead model and limit behaviors of dimer models*, Ann. Probab. **37** (2009), 107–142.

[23] A.B. Dieker and J. Warren, *Determinantal transition kernels for some interacting particles on the line*, Ann. Inst. H. Poincaré Probab. Statist. **44** (2008), 1162–1172.

[24] N. Elkies, G. Kuperbert, M. Larsen, and J. Propp, *Alternating-Sign Matrices and Domino Tilings I and II*, J. Algebr. Comb. **1** (1992), 111–132.

[25] B. Eynard and M.L. Mehta, *Matrices coupled in a chain. I. Eigenvalue correlations*, J. Phys. A **31** (1998), 4449–4456.

[26] P.L. Ferrari, *Java animation of a growth model in the anisotropic KPZ class in 2 + 1 dimensions*, http://wt.iam.uni-bonn.de/ferrari/research/anisotropickpz/.

[27] P.L. Ferrari, *Java animation of the shuffling algorithm of the Aztec diamond and its associated particles’ dynamics (discrete time TASEP, parallel update)*, http://wt.iam.uni-bonn.de/ferrari/research/animationaztec/.

[28] P.L. Ferrari, *Slow decorrelations in KPZ growth*, J. Stat. Mech. (2008), P07022.

[29] P.L. Ferrari, *The universal Airy₁ and Airy₂ processes in the Totally Asymmetric Simple Exclusion Process*, Integrable Systems and Random Matrices: In Honor of Percy Deift (J. Baik, T. Kriecherbauer, L-C. Li, K. McLaughlin, and C. Tomei, eds.), Contemporary Math., Amer. Math. Soc., 2008, pp. 321–332.
[30] P.L. Ferrari, *Why random matrices share universal processes with interacting particle systems?*, Extended lecture notes of the ICTP minicourse in Triest (2013), arXiv:1312.1126.

[31] P.L. Ferrari and R. Frings, *On the partial connection between random matrices and interacting particle systems*, J. Stat. Phys. 141 (2010), 613–637.

[32] P.L. Ferrari and H. Spohn, *Scaling limit for the space-time covariance of the stationary totally asymmetric simple exclusion process*, Comm. Math. Phys. 265 (2006), 1–44.

[33] P.L. Ferrari and H. Spohn, *Random Growth Models*, arXiv:1003.0881 (2010).

[34] P. Forrester, *Log-Gases and Random Matrices*, London Mathematical Society Monograph, 2010.

[35] P. J. Forrester and T. Nagao, *Determinantal Correlations for Classical Projection Processes*, J. Stat. Mech. (2011), P08011.

[36] P. J. Forrester and E. Nordenstam, *The Anti-Symmetric GUE Minor Process*, Mosc. Math. J. 9 (2009), 749–774.

[37] W. Jockush, J. Propp, and P. Shor, *Random domino tilings and the arctic circle theorem*, arXiv:math.CO/9801068 (1998).

[38] K. Johansson, *Shape fluctuations and random matrices*, Comm. Math. Phys. 209 (2000), 437–476.

[39] K. Johansson, *Non-intersecting paths, random tilings and random matrices*, Probab. Theory Related Fields 123 (2002), 225–280.

[40] K. Johansson, *Discrete polynuclear growth and determinantal processes*, Comm. Math. Phys. 242 (2003), 277–329.

[41] K. Johansson, *The arctic circle boundary and the Airy process*, Ann. Probab. 33 (2005), 1–30.

[42] K. Johansson, *Random matrices and determinantal processes*, Mathematical Statistical Physics, Session LXXXIII: Lecture Notes of the Les Houches Summer School 2005 (A. Bovier, F. Dunlop, A. van Enter, F. den Hollander, and J. Dalibard, eds.), Elsevier Science, 2006, pp. 1–56.
[43] K. Johansson, *A multi-dimensional Markov chain and the Meixner ensemble*, Ark. Mat. (online first) (2008).

[44] K. Johansson and E. Nordenstam, *Eigenvalues of GUE minors*, Electron. J. Probab. 11 (2006), 1342–1371.

[45] R. Kenyon, *Lectures on dimers*, Available via http://www.math.brown.edu/~rkenyon/papers/dimerlecturenotes.pdf.

[46] R. Kenyon, *Height fluctuations in the honeycomb dimer model*, Comm. Math. Phys. 281 (2008), 675–709.

[47] R. Koekoek and R.F. Swarttouw, *The Askey-scheme of hypergeometric orthogonal polynomials and its q-analogue*, arXiv:math.CA/9602214 (1996).

[48] M.L. Mehta, *Random Matrices*, 3rd ed., Academic Press, San Diego, 1991.

[49] A. Metcalfe, N. O’Connel, and J. Warren, *Interlaced processes on the circle*, arXiv:0804.3142 (To appear in Ann. Inst. H. Poincaré Probab. Statist.) (2008).

[50] T. Nagao and P.J. Forrester, *Multilevel dynamical correlation functions for Dyson’s Brownian motion model of random matrices*, Phys. Lett. A 247 (1998), 42–46.

[51] E. Nordenstam, *On the Shuffling Algorithm for Domino Tilings*, Electron. J. Probab. 15 (2010), 75–95.

[52] A. Okounkov and N. Reshetikhin, *The Birth of a Random Matrix*, Mosc. Math. J. 6 (2006), 553–566.

[53] M. Prähöfer, *Stochastic surface growth*, Ph.D. thesis, Ludwig-Maximilians-Universität, München, http://edoc.ub.uni-muenchen.de/archive/00001381, 2003.

[54] M. Prähöfer and H. Spohn, *An Exactly Solved Model of Three Dimensional Surface Growth in the Anisotropic KPZ Regime*, J. Stat. Phys. 88 (1997), 999–1012.

[55] M. Prähöfer and H. Spohn, *Current fluctuations for the totally asymmetric simple exclusion process*, In and out of equilibrium (V. Sidoravicius, ed.), Progress in Probability, Birkhäuser, 2002.
[56] M. Prähöfer and H. Spohn, *Scale invariance of the PNG droplet and the Airy process*, J. Stat. Phys. **108** (2002), 1071–1106.

[57] A. Rákos and G. Schütz, *Current distribution and random matrix ensembles for an integrable asymmetric fragmentation process*, J. Stat. Phys. **118** (2005), 511–530.

[58] M. Reed and B. Simon, *Methods of modern mathematical physics III: Scattering theory*, Academic Press, New York, 1978.

[59] F. Rezakhanlou, *Hydrodynamic limit for attractive particle systems on \( \mathbb{Z}^d \)*, Comm. Math. Phys. **140** (1991), 417–448.

[60] S. Péché, *The largest eigenvalue of small rank perturbations of hermitian random matrices*, Probab. Theory Relat. Fields **134**.

[61] T. Sasamoto, *Spatial correlations of the 1D KPZ surface on a flat substrate*, J. Phys. A **38** (2005), L549–L556.

[62] T. Sasamoto, *Fluctuations of the one-dimensional asymmetric exclusion process using random matrix techniques*, J. Stat. Mech. P07007 (2007).

[63] G.M. Schütz, *Exact solution of the master equation for the asymmetric exclusion process*, J. Stat. Phys. **88** (1997), 427–445.

[64] G.M. Schütz, *Exactly solvable models for many-body systems far from equilibrium*, Phase Transitions and Critical Phenomena (C. Domb and J. Lebowitz, eds.), vol. 19, Academic Press, 2000, pp. 1–251.

[65] B. Simon, *Trace ideals and their applications*, second edition ed., American Mathematical Society, 2000.

[66] H. Spohn, *Exact solutions for KPZ-type growth processes, random matrices, and equilibrium shapes of crystals*, Physica A **369** (2006), 71–99.

[67] C.A. Tracy and H. Widom, *Correlation functions, cluster functions, and spacing distributions for random matrices*, J. Stat. Phys. **92** (1998), 809–835.

[68] J. Warren, *Dyson’s Brownian motions, intertwining and interlacing*, Electron. J. Probab. **12** (2007), 573–590.