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Abstract—Cooperative table-carrying is a complex task due to the continuous nature of the action and state-spaces, multimodality of strategies, and the need for instantaneous adaptation to other agents. In this work, we present a method for predicting realistic motion plans for cooperative human-robot teams on the task. Using a Variational Recurrent Neural Network (VRNN) to model the variation in the trajectory of a human-robot team across time, we are able to capture the distribution over the team’s future states while leveraging information from interaction history. The key to our approach is leveraging human demonstration data to generate trajectories that synergize well with humans during test time in a receding horizon fashion. Comparison between a baseline, sampling-based planner RRT (Randomly-exploring Random Trees) and the VRNN planner in centralized planning shows that the VRNN generates motion more similar to the distribution of human-human demonstrations than the RRT. Results in a human-in-the-loop user study show that the VRNN planner outperforms decentralized RRT on task-related metrics, and is significantly more likely to be perceived as human than the RRT planner. Finally, we demonstrate the VRNN planner on a real robot paired with a human teleoperating another robot.

I. INTRODUCTION

Humans internally develop and rely on models of the world around them to make goal-oriented decisions. They have internalized strategies that drive their decision-making based on their goals and observations. In collaborative tasks, human strategies must accommodate their teammates’ behaviors in order to successfully meet their mutual objectives. Robots that collaborate with humans must emulate this ability to be effective teammates [1], [2]. Achieving this capability is especially difficult due to the inherently multimodal nature of human interactions. However, even when robots are equipped with an underlying prior on human actions, human actions are extremely noisy and difficult to predict. This situation is especially true in complex, continuous action and state space tasks. Learning the sampling distributions over future motion sequences from successful human demonstrations not only allows the robot to plan over potential outcomes, but also come up with viable actions that result in more fluent interactions (e.g. not pushing the table towards each other, or pulling in opposite directions).

An example of a human-robot task that involves both agents exerting joint effort is the human-robot cooperative table-carrying task, which is the primary focus of this paper.

As a physically challenging and decentralized collaborative task, both agents must align their goals without explicit verbal communication, and each agent should anticipate and adapt to their collaborator’s actions to allow for fluent collaboration. Motivated by this task, we seek to improve online, cooperative planning for robotic assistants by leveraging demonstrations of human-human cooperative behavior to predict realistic future trajectories of human-robot teams navigating the task (Fig. 1). The difficulty lies in how each agent’s independent action contributes to the joint action, which influences the state of the task due to physical constraints – the joint state (of both agents) is not a clear signal of how each human individually wants to move. Furthermore, there is a multimodality of paths, which are distinct, yet equally valid, that can be taken on this interactive task.

Contributions: In this paper, we make two contributions: 1) We provide an open source custom environment for the cooperative table carrying, a continuous state-action task; and 2) We develop a framework for leveraging offline human demonstrations of cooperative behavior by training an sampling-based planner that generates realistic, human-like motion predictions, which samples for re-planning during test time in a receding horizon fashion to successfully cooperate with a human on the task.

To achieve this, our data-driven framework must capture the following system requirements: (1) variance over time in generated plans, (2) multimodality in interactions, and (3) motion realism to reflect what a human would actually do.
while cooperating with a partner. Due to the physical and simultaneous nature of the task, our model makes no explicit assumptions about the other human’s high-level behaviors, but rather learns from sequences of demonstrated behaviors performed on the task. We leverage this behavior to develop a learned sampling-based planner for a robot agent that learns realistic, human-like motion, as evaluated with several metrics that have not yet, to the best of our knowledge, been deployed to evaluate tasks involving human-robot interaction. Furthermore, we demonstrate that our planner works with a human to successfully complete the table-carrying task in human-in-the-loop scenarios, both in simulation and on real robots.

II. RELATED WORK

The problem of modeling and predicting human behavior for interactive tasks is widely studied and has been approached from various viewpoints. For cooperative tasks wherein spatio-temporal relationships with other agents or environments are important considerations, predicting motion is a challenging aspect of the cooperation. Early works in human motion prediction use state transition models to encode assumptions of the physical state of the agents. These models have been physics-based, such as the “social force” model [3]. Temporal networks, such as Recurrent Neural Networks (RNNs), have also been used to capture time dependencies in motion prediction; in the human-robot interaction space, RNNs have been deployed in various trajectory prediction problems [4], [5], [6].

In working with humans, many techniques have been applied for human intent estimation. Particularly, some works have used Bayesian frameworks [7] along with black box modeling techniques [8] to capture human intent in human-robot interaction scenarios. Others explicitly break down the task and employ game-theoretic modeling to consider turn-by-turn interactions [9]. However, many of these interaction-aware works notably do not capture cooperative behaviors, particularly for tasks such as cooperative table-carrying, which require some degree of modeling the mostly physical and non-verbal interactions in continuous time, where decisions occur on the order of ~1 second or less. In Nikolaidis, et. al. [10], the authors use the bounded memory assumption, which addresses the limitations of modeling humans as perfectly rational when making decisions over a limited time span; however, they model the human-robot cooperative carrying task with binary human-robot actions made at discrete time-steps, which does not address real-time fluctuations in decision-making. Several works in physical human-robot interaction (pHRI) for cooperative tasks model low-level actions and ground the task in the sensorimotor space of the robot, and do not capture the multimodality of interactions that could be indicative of potential decision points, such as those created by obstacles in the path [11], [12] proposes that when a robot guesses its partner’s trajectory correctly, then it is able to proactively participate in the task, but assumes that plan to the goal does not change during the interaction. Our approach is similar in that the robot learns to predict team actions as seen from demonstrations, but we account for live interaction by re-planning via generating new trajectories online. In this way, the notion of leader and follower is abstracted during cooperation, which can be useful when online adaptation is necessary throughout the interaction. The robot learns from how teams behaved cooperatively and leverages this learned behavior to guide the team towards the joint objective.

Inspired by recent breakthroughs in generative modeling that have shown promising success in modeling the motion prediction problem in interactive scenarios [13], [14], [15], [16], as well as works on learning latent dynamics for planning [17], [18], we address the task of cooperative table carrying, wherein two agents navigating a scene cluttered with obstacles must reach their goal destination without collision. Cooperative table-carrying is a challenging sequential task that requires joint effort; therefore, it is important that our model can capture (1) variance over time, (2) multimodality in interactions, and (3) motion realism to reflect what a human would actually do so that the robot can be a better partner.

III. PROBLEM FORMULATION: HUMAN-ROBOT COOPERATIVE CARRYING

We consider a single human agent and a single robot agent both maintaining contact at opposite ends of a mechanical load being carried. Unlike in scenarios where it is desirable for each agent to move around without contact with one another [13], the poses of each agent in the cooperative carrying task are coupled by parameters of the load being carried. The dynamics of the joint state \( s_t \in S \subset \mathbb{R}^n \), which we model as the state of the mechanical load, are

\[
 s_{t+1} = f(s_t, a_t^R, a_t^H) \tag{1}
\]

where \( a_{t}^{i} \in A_{i} \subset \mathbb{R}^{m_{i}} \) is the action from each agent \( i \in \{R, H\} \) at time step \( t \).

We aim to learn a probabilistic model for the robot that captures the multimodality of future trajectories of the carried load up to time step \( T \), \( s_{t+1:T} \), conditioned on previous \( H \) states of the table, \( s_{1:H:t} \), as well as information about the human-robot team’s surroundings. We represent knowledge of obstacle and goal locations relative to the table as \( d_{goal}^{ego} \in \mathbb{R}^2 \), which is the heading vector to the goal in the table’s ego frame; and \( d_{robot}^{ego} \in \mathbb{R}^2 \), the heading vector to the nearest (L2 distance) obstacle in the table’s ego frame. The task demands accounting for high variability in motion conditioned on environment, as well as multimodality in human actions; for this reason, we choose to include latent hidden variables to model the sequential task, \( p(s_{t+1} | h_{t-1}, s_{t}, z_{t}) \), where \( z_{t} \) is a latent variable introduced to help structure the learning.

A. Motion Prediction Model

Considering the temporal nature of the task, we seek to leverage temporal networks for model predictions. Vanilla temporal models such as Recurrent Neural Networks do not possess the capability to model large deviations in
observations with a deterministic hidden state; therefore, to capture the variations in the sequence of observations, we adopt the Variational Recurrent Neural Network architecture developed in prior work [19], as seen in Fig. 2a. The model input $s_{-H:T}$ is an 8-dimensional vector sequence of previous change in states over the observational period, $H$:

$$s_{t-H:t} = [\Delta p_x, \Delta p_y, \Delta \cos \theta, \Delta \sin \theta, \Delta q^g_{\text{goal}}, \Delta q^g_{\text{obs}}, t_{-H:t}]$$

where $\Delta p_x, \Delta p_y, \Delta \cos \theta, \Delta \sin \theta$ (($\theta$ is smoothed via cosine and sine transforms) are the discrete time differences in the world frame of the table’s $x$, $y$, and orientation $\theta$ (Fig. 2b), respectively. The model predicts the next change in state, $s_{t+1:t+T} = [\Delta p_x, \Delta p_y, \Delta \cos \theta, \Delta \sin \theta]_{t+1:t+T}$.

In the training data, trajectory subsequences consist of state history for $H$ timesteps, and are $T$ steps in length total. Here, we denote $\tau$ as the timestep in the subsequence, and $t$ as the current timestep from which predictions begin. The forward step of the VRNN is split by time into two parts: first, we pass the previous hidden states, $h_{t-1}$, and state history, $s_{t-H:t}$, to the encoder for obtaining situational network structure. The loss function is given by minimizing a variational lower-bound per timestep $\tau$:

$$\mathbb{E}_q(z_{\leq \tau} | s_{\leq \tau}) = \sum_{\tau=1}^{T} \left( \log p(s_{\tau} | z_{\leq \tau}, s_{\leq \tau}) - KL(q_{\tau} | s_{\leq \tau}, z_{\leq \tau}) \right)$$

where the log term becomes the L2 loss on the predicted states.

The network begins with a hidden state initialization of zeros. From $\tau = t - H : t$, inputs to the encoder pass through an embedding layer followed by an encoder, $q(z_{\tau} | s_{\leq \tau}, z_{\leq T})$, and feed into two separate networks that parameterize the Gaussian latent variable $z_{\tau}$, i.e. the mean and log-variance parameters, each with dimension size 6. From $\tau = t + 1 : T$, latent samples are retrieved by conditioning on all previous states via the last hidden state, $h_{t-1}$. After performing the reparameterization trick, sampled latents pass through an embedding layer and decoder, $p(s_{\tau} | z_{\leq \tau}, s_{\leq \tau})$, which performs reconstruction. During each $\tau$ in the forward pass, we update the hidden state using a Gated Recurrent Unit (GRU) conditioned on the sampled latent and input used to generate the latent. The encoder and decoder networks are 2-layer MLPs with 128 hidden units; all other networks mentioned are 2-layer MLPs with 64 hidden units. With this framework, we can roll out future motion plans up to time $T$ by conditioning on observation history. Note that we can vary $H$ and $T$ since we are leveraging a recurrent network structure. The loss function is given by minimizing a variational lower-bound per timestep $\tau$:

$$\mathbb{E}_q(z_{\leq \tau} | s_{\leq \tau}) = \sum_{\tau=1}^{T} \left( \log p(s_{\tau} | z_{\leq \tau}, s_{\leq \tau}) - KL(q_{\tau} | s_{\leq \tau}, z_{\leq \tau}) \right)$$

where the log term becomes the L2 loss on the predicted states.

B. Training and Validation of Prediction Model

We implemented a custom gym environment for the cooperative table-carrying task, which allows for data collection and planner evaluation. Akin to the Overcooked AI environment in [20], this environment can serve as a benchmark environment for challenging coordination problems. This environment has a continuous state-action space for joint-action tasks. Given input forces from two agents, $a^H$ and $a^R$, we model the table to evolve double-integrator dynamics,
where \( a^i, i \in R, H \) are inertial forces that contribute to table acceleration. We add damping parameters on table velocity to mimic frictional forces. The simulator records force inputs and the table state at a maximum frequency of 30Hz. Actions are recorded from both humans during dataset collection using joystick controllers. The action space is continuous, with \( a \in [-1, 1] \) normalized with the joystick maximum and minimum displacement in both the \( x \) and \( y \) axes.

To train our model, we collected a human-human demonstration dataset from the simulator on a variety of initial and goal conditions, and maps. At the start of each demonstration, we initialize the simulator randomly, parameterized by 3 different initial table poses, 7 different obstacle configurations, and 3 different goal poses — thus, a total of 63 different possible configurations. The maps are configured such that the agents always generally start at the left side of the map, and navigate through an obstacle-filled space to a goal location on the right side of the map. A total of 339 trajectories of human demonstrations on 5 different pairs of people were collected for training and validation, with a 80:20 split. For planner evaluation (predictions only, without human-in-the-loop), 30 human-human demonstrations were collected as ground truth trajectories: 15 of them, which included maps layouts seen during training and validation, were separated into a holdout test set; another 15 trajectories were demonstrations on unseen maps with novel initial position, obstacle layouts, and goal configurations to which the model did not have exposure during training and validation. Notably, in the unseen maps, obstacles were placed on routes which were often taken by human-human pairs in the demonstrations on the training maps. For each map, we told the demonstrators to non-verbally and cooperatively move the table together from the start to end location while avoiding obstacles. The models were trained on a 12th Gen. Intel i9 12900K processor with 2 NVIDIA GeForce 2080 Ti GPUs.

IV. Experiments

A. Experimental Setup

We evaluated the model from three aspects: (1) quality of trajectory predictions generated, (2) ability to navigate human-in-the-loop environments, and (3) quality of interaction. To evaluate the model’s trajectory prediction, we compare sampled rollouts against 15 human-human demonstrations on unseen, novel maps. To evaluate the quality of the model as a planner, we also conduct a user study with human-in-the-loop experiments to study trajectories from the human-robot team. We also conduct a Turing Test to evaluate the perceived human-likeness of the planner.

As a baseline, we use a sampling-based algorithm, Rapidly-exploring Random Tree (RRT), to sample paths for both agents to follow. We compare the motion realism and diversity of generated rollouts from our method with those generated by an “ideal” team that leverages centralized planning. During the human-in-the-loop evaluations, we use RRT in a decentralized fashion as a baseline (referred to as Dec-RRT): one agent plans with RRT while the other is teleoperated by a human through a joystick.

For the user study, 15 participants completed the cooperative carrying task over 60 trials. Two participants were involved in the human-human demonstrations. The experimental setup is shown in Fig. 4, wherein the participant is unaware of who their partner is. 15 of the trials were with the Dec-RRT planner, and another 15 trials were with the VRNN planner, all on the same unseen map configurations for each subject. This was repeated on a set of test holdout maps. Of each 15 trial segment, 5 were selected to play with a real human partner, who was the same person across subjects. At the end of each trial, the participant was asked whether they thought they were playing with a human or a robot.

Fig. 4: Human-in-the-loop experimental setup, in reality (left) and in concept (right). For the Turing test, we purposefully block audio-visual observations of the partner from the human subject using headphones and a wall (shaded in red) separating both parties.

Fig. 6 shows the human-in-the-loop framework when the planners are operating. During prediction with the VRNN planner, we provide the model with the first second (30 steps in the simulator with 30 FPS) of the ground truth trajectory. Then, starting from the current time \( t \), we sample rollouts for up to 3 seconds. We store a running queue of the past 30 simulator steps for the model. The agent re-plans in receding horizon fashion by sampling a batch of trajectory predictions, selecting the trajectory leading to the minimum cost as defined by the environment rewards, and using a simple proportional controller to navigate to the first waypoint predicted by the planner from the time \( t \) the plan was computed. With this framework, future work can optimize over other user-defined rewards relating to the quality of cooperation, such as interaction metrics [21].

B. Evaluation Metrics

Quantifying rollouts and interactions of a human-robot interactive task is a difficult problem that requires evaluation on multiple fronts. Our metrics are based on prior work in motion realism from computer vision literature, as well as task-based metrics such as success rate and time to completion, and qualitative metrics via a Turing Test for joint-action tasks. We consider ideal cooperative behavior to be (1) human-like, or as close as possible to what two humans cooperating on the task would do in a demonstration; (2) diverse, such that a variety of behaviors can emerge; and (3) coordinating, such that it is able to successfully complete the task together.
Fig. 5: Interaction forces between planner and real human across a selection of human-in-the-loop trials, scaled by min-max interaction forces over all trials. Non-zero interaction forces indicate dissent. (Left) In one test holdout map, the team chooses the same path above the obstacle, but the VRNN planner clearly contributes lower interaction forces over the trajectory. (Middle) In one unseen map configuration, the VRNN rotates with the human partner to avoid the obstacle, while the Dec-RRT planner does not create enough space to avoid it. (Right) In another unseen map configuration, the Dec-RRT planner chooses to move above the obstacle, but fails to negotiate with the human in time to avoid it.
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TABLE I: Comparison of plans generated from the VRNN and centralized RRT planners, with playback ground truth data from human-human demonstrations (no human in the loop).

|          | L2   | FD (10^3) | Var x | Var y | Var θ |
|----------|------|-----------|-------|-------|-------|
| Centralized RRT | 952.41 | 1325.63   | 295.88 | 37.81 | 1.47  |
| VRNN     | 751.02 | 892.19    | 991.01 | 97.74 | 1.59  |

TABLE II: Comparison of trajectories collected from human-in-the-loop interactions on unseen map configurations, wherein the human plays with either the VRNN planner or the baseline Decentralized RRT (Dec-RRT) planner.

|          | L2   | FD (10^3) x | Var | FD (10^3) y | Var | FD | Var |
|----------|------|-------------|-----|-------------|-----|-----|-----|
| GT       | –    | –           | 1218.11 | –           | 221.55 | –   | 1.92 |
| Dec-RRT  | 343.02 | 243.13       | 758.00 | 65.46       | 86.33 | 1.75 | 0.56 |
| VRNN     | 388.78 | 106.40       | 1100.27 | 113.93      | 99.78 | 0.73 | 1.53 |

Fig. 6: Our framework leveraging learned motion prediction models for planning and control.

We evaluate the plans generated by our model on a ground truth (GT) test dataset of demonstrations on challenging, unseen map configurations, as well as on real-time human interactions using the following metrics in SE(2) space $(p_x, p_y, \theta)$:

- **L2**: Distance to ground truth motion, measured at each time step and summed over each trajectory. The average over the batch of trajectories is reported.
- **Fréchet distance (FD)**: FD can be used to capture motion realism by measuring the distribution distance between generated and ground-truth motion sequences as used in [22], [23]. We calculate FD between the distributions of each planner’s rollouts and trajectories in the test set. For human-in-the-loop trials, we further capture the distribution difference on each dimension.
  - **Variance**: Each planner’s ability to generate diversity in motion is characterized by computing the batch-averaged temporal variance on each dimension.
  - **Success rate (%)**: The percentage of runs in which the human and planner successfully reached the goal location.
  - **Time to completion (s)**: The time in seconds it took to successfully complete the task.

Finally, after each trial, we ask participants to respond to the question, "Do you think that the other player was controlled by a human or a robot?"

C. Comparison of Sampled Plans

Table I shows a comparison between plans generated by the VRNN and plans generated by the baseline Centralized RRT. The high FD score on the centralized baseline RRT suggests that while RRT can plan for task success, the distribution of plans generated by the RRT planner is further from the distribution of human-human demonstrations, signaling that centralized behavior from high-performing mo-
tion planners is not representative of ground truth cooperative behavior in human-human demonstrations. Fig. 3 visually shows the differences in plans generated from each planner.

D. User Study: Human-in-the-loop Trials

Evaluation of the VRNN planner in simulation with a human-in-the-loop suggests that it is capable of generating more human-like motion plans than the baseline planner, as indicated by lower FD scores in all but the y dimension. The VRNN planner also exhibits higher diversity in pose than the Dec-RRT planner, and outperforms the Dec-RRT planner on both task success rate and time taken to complete the task (Table III). The VRNN planner’s better performance on task metrics suggests that while trajectories resulting from its cooperation with a human partner were further from the ground truth human-human demonstrations as measured by the L2 distance, its capability to exhibit higher variance across x, y, and rotation \( \theta \) contributes to its higher success rate on unseen map configurations.

To gauge whether the VRNN planner was perceived as more ”human-like” than the Dec-RRT planner, we ran a two-sample t-test on the participants’ responses to the question of whether they thought they were playing with a human or a robot. Fig. 7 depicts the classification performance statistics across planner type and subjects. Results show that there is a significant difference in how the two planners were perceived, with the VRNN partner more likely to be mistaken to be human than the Dec-RRT planner (45% vs. 22%, \( p < .001, d = 0.2267, N = 15 \)). As to why this may have been the case, we examined the interaction forces on the table between the human and robot. Interaction forces, as computed in [24], do not contribute to motion, and non-zero values result in compression or stretch of the load being carried. We scaled the interaction forces by the peak min and max interaction forces across all trials, and visualized them along several trajectories in Fig. 5. The VRNN planner clearly exhibited interaction forces closer to zero over longer segments of the trajectories than Dec-RRT, suggesting that it has better coordination capability, through timing and precision of actions.

| Planner    | Holdout set | Unseen map |
|------------|-------------|-------------|
|            | Success (%) | Time (s)    | Success (%) | Time (s)    |
| Dec-RRT    | 68.00       | 18.71 ± 3.38| 24.00       | 20.59 ± 4.86|
| VRNN       | 76.00       | 17.27 ± 4.29| 62.67       | 16.29 ± 3.66|

**TABLE III:** Task success rate (%) and average time (s) to completion for successful trajectories, i.e. the human-robot team reached the goal without colliding into obstacles.

E. Real robot demonstration

We demonstrate the utility of our method on a real robot setup. Using two Interbotix LoCoBots, we show that our framework can be used to predict motion and adapt to real-time human inputs shown in Fig. 8. The human provides joystick inputs while the robot leverages the planner to anticipate the team’s motion. The robots successfully navigate an unseen map scenario. For video of real robot results, please see the supplemental video.

Future work will improve the observation model used for this task. Furthermore, we did not leverage action information. There may be more information on intent that can be gathered from observing actions, despite being highly noisy. Future work will involve leveraging more powerful generative models to learn to predict future action trajectories, and using it for online receding horizon planning in cooperative human-robot tasks.

V. Conclusion

In this work, we developed an evaluated a planner for human-robot cooperative load-carrying, which leverages human demonstration data to predict realistic motion plans. We demonstrated in two different evaluations (i.e. generated plans and trajectories from human-in-the-loop tests) that paths generated by the VRNN model are similar to the human demonstration data, have large variance in motion, and can synthesize well with humans on novel maps. We also demonstrate a successful zero-shot transfer of the model to a real robot navigating an unseen map with a human teleoperating another robot. Furthermore, we provide an open source custom gym environment for this task.
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