Point transformations: exact solutions of the quantum time-dependent mass nonstationary oscillator
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Abstract. In this note we address the exact solutions of a time-dependent Hamiltonian composed by an oscillator-like interaction with both a frequency and a mass term that depend on time. The latter is achieved by constructing the appropriate point transformation such that it deforms the Schrödinger equation of a stationary oscillator into the one of the time-dependent model. Thus, the solutions of the latter can be seen as deformations of the well known solutions of the stationary oscillator, and thus an orthogonal set of solutions can be determined in a straightforward way. The latter is possible since the inner product structure is preserved by the point transformation. Also, any invariant operator of the stationary oscillator is transformed into an invariant of the time-dependent model. This property leads to a straightforward way to determine constants of motion without requiring to use ansatz.
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1 Introduction

The dynamics of non-relativistic quantum systems is determined through the solutions of the Schrödinger equation. In the latter, the information of the system under consideration is coded in the Hamiltonian operator. Most of the physical systems of interest are stationary and are described by time-independent Hamiltonians. On the other hand, for open systems, time-dependent Hamiltonians are required to provide an accurate description. Physical applications are found in electromagnetic traps of particles \cite{1,2,3}, in which external time-dependent electric and magnetic fields allow the confinement of particles \cite{4}. In such case we describe the respective Hamiltonian through a \textit{parametric oscillator} potential, also known as \textit{nonstationary oscillator}, which consists of an oscillator-like interaction with a frequency that varies in time. Exact solutions were studied in detail by Lewis and Riesenfeld in the classical and quantum cases \cite{5,6}. Given
that the Hamiltonian has an explicit dependence on time, an eigenvalue equation associated with Hamiltonian is not longer feasible and the existence of an orthonormal set of solutions can not be taken by granted, as is customary for the stationary quantum oscillator. Nevertheless, Lewis and Riesenfeld introduced an approach in which a nonstationary eigenvalue equation can be still found once the appropriate constant of motion is determined [6]. With the latter, solutions to the Schrödinger equation are found by adding the appropriate time-dependent complex-phase to the nonstationary eigenfunctions. The constant of motion, or invariant operator \( \hat{I}(t) \), is usually imposed as an ansatz and determined from the condition \( [i\partial/\partial t - \hat{H}(t), \hat{I}(t)] = 0 \). Such approach has been applied successfully to other time-dependent models as well [7].

In this note we address the solutions of the nonstationary oscillator with time-dependent mass. To this end we consider the method of point transformations [8]. The latter is achieved by deforming the well known Schrödinger equation of the stationary oscillator into the one of the time-dependent model. This method leads to a straightforward way to obtain the solutions of the time-dependent model as deformations of the stationary oscillator. Remarkably, the point transformation preserves the first integrals, this means that the constants of motion and the spectral properties for the time-dependent model are inherited from the stationary oscillator, without requiring to impose any ansatz [6].

\section{Nonstationary oscillator with time-dependent mass}

Let us first consider the quantum harmonic oscillator, defined through the Hamiltonian

\[ \hat{H}_{\text{osc}} = \frac{\hat{p}_y^2}{2} + \frac{\hat{y}^2}{2}, \]

where \( \hat{y} \) and \( \hat{p}_y \) stand for the canonical position and momentum operators, \( [\hat{y}, \hat{p}_y] = i \). With the latter, the Schrödinger equation, represented in the spatial coordinate ‘\( y \)’, reads as

\[ i\frac{\partial \Psi}{\partial \tau} = -\frac{1}{2} \frac{\partial^2 \Psi}{\partial y^2} + \frac{y^2}{2} \Psi, \]

where \( \tau \) is the time-parameter, the momentum operator was represented as \( \hat{p}_y = -i \frac{\partial}{\partial y} \) and \( \Psi(y, \tau) = \langle y | \Psi(\tau) \rangle \) is the respective wave function. Given that \( \hat{H}_{\text{osc}} \) is time-independent, the solutions of (2) can be easily computed by using the separation of variables \( \Psi(y, \tau) = e^{-iE\tau} \Phi(y) \), where \( \Phi(y) = \langle y | \Phi \rangle \) fulfills the eigenvalue equation

\[ -\frac{1}{2} \frac{d^2 \Phi}{dy^2} + \frac{y^2}{2} \Phi = E\Phi. \]

A set of physical solutions \( \{ \Phi_n(y) \}_{n=0}^\infty \) is determined with aid of the finite-norm condition \( |||\Phi_n|||^2 = \langle \Phi_n | \Phi_n \rangle < \infty \), where the inner product of two eigenfunctions \( \Phi_1(y) \) and \( \Phi_2(y) \) is defined through

\[ \langle \Phi_2 | \Phi_1 \rangle = \int_{-\infty}^{\infty} dy \Phi_2^*(y) \Phi_1(y). \]
The spectral information of the harmonic oscillator is then given by
\[ \Phi_n(y) = \sqrt{\frac{1}{2^n n! \sqrt{\pi}}} e^{-\frac{y^2}{2}} H_n(y), \quad E_n = (n + 1/2), \] (5)

where \( H_n(z) \) are the Hermite Polynomials \([9]\). The set of eigenfunctions is orthonormal, \( \langle \Phi_n | \Phi_m \rangle = \delta_{n,m} \), and it generates the space \( \mathcal{H} = \text{span}\{ |\Phi_n\rangle \}_{n=0}^\infty \).

Now, we introduce the nonstationary oscillator with time-dependent mass, defined in terms of the canonical position and momentum operators \( \hat{x} \) and \( \hat{p}_x \), respectively, together with the time parameter \( t \) through the time-dependent Hamiltonian
\[ \hat{H}(t) = \frac{1}{2m(t)} \hat{p}_x^2 + \frac{1}{2} m(t) \Omega^2(t) \hat{x}^2 + F(t) \hat{x} + V_0(t), \] (6)

where \( m(t) \) is the time-dependent mass, \( \Omega^2(t) \) the time-dependent frequency, \( F(t) \) an external driving force and \( V_0(t) \) a zero-point energy term. The wave functions \( \psi(x, t) = \langle x | \psi(t) \rangle \) associated with the Hamiltonian (6) are thus computed from the Schrödinger equation
\[ i \frac{\partial \psi}{\partial t} = -\frac{1}{2m(t)} \frac{\partial^2 \psi}{\partial x^2} + \frac{1}{2} m(t) \Omega^2(t) x^2 \psi + F(t)x \psi + V_0(t) \psi, \] (7)

In the sequel, we address the solutions of (7) by constructing the point transformation.

3 Point transformation

In order to transform the Schrödinger equation of the stationary oscillator (2) into the one of the nonstationary oscillator with time-dependent mass (7), let us analyze the relationships between the elements of the set \( \{y, \tau, \Psi\} \) and those of the set \( \{x, t, \psi\} \) of the form \([10]\)

\[ y = y(x, t), \quad \tau = \tau(x, t), \quad \Psi = \Psi(y(x, t), \tau(x, t)) = G(x, t; \psi(x, t)). \] (8)

The dependence of \( \Psi \) on \( x \) and \( t \) is implicit, so, we have introduced the function \( G \) as a reparametrization that allows to rewrite \( \Psi \) as an explicit function of \( x, t \) and \( \psi \). In this way, we have at hand a mechanism to map any solution of (2) into a solution of (7). The explicit form of the relationships in (8) is determined through the total derivatives \( \frac{\partial \psi}{\partial \tau}, \frac{\partial \psi}{\partial x} \) and \( \frac{\partial \psi}{\partial t} \). It allows to find relationships between the partial derivative of the initial and final models, leading to the forms
\[ \frac{\partial \psi}{\partial \tau} = G_1 \left( x, t; \psi, \frac{\partial \psi}{\partial x}, \frac{\partial \psi}{\partial t} \right), \quad \frac{\partial^2 \psi}{\partial y^2} = G_2 \left( x, t; \psi, \frac{\partial \psi}{\partial x}, \frac{\partial^2 \psi}{\partial x^2}, \frac{\partial \psi}{\partial t} \right). \] (9)

The latter leads in general to nonlinear terms, but the conditions \([8]\)
\[ \Psi = G(x, t; \psi) = A(x, t) \psi, \quad \tau = \tau(t), \] (10)
allow to remove such nonlinearities. With (10), and after some calculations, it can be shown that the relationships in (9) are written as

\[
\Psi_{\tau} = \frac{A}{\tau t} \left[ -\frac{y}{y_x} \psi_x + \frac{A t}{A - y/t x} \psi \right],
\]

\[
\Psi_{y,y} = \frac{A}{y^2} \left[ \psi_{x,x} + \left( 2 \frac{A x}{A - y/x} - \frac{y_{xx}}{y_x} \frac{A}{A - y/x} \right) \psi_x + \left( \frac{A_{xx}}{A - y/x} \frac{A}{A - y/x} \right) \psi \right],
\]

where the subindex notation denotes partial derivatives, \( f_u = \frac{\partial f}{\partial u} \). The substitution of (10) and (11) into (2) leads, after some arrangements, to

\[
i\psi_t = -\frac{1}{2} \frac{\tau t}{2} \psi_{x,x} + B(x, t) \psi_x + V(x, t) \psi,
\]

with

\[
B(x, t) = \frac{y t}{y_x} - \frac{1}{2} \frac{\tau t}{y^2} \left( 2 \frac{A x}{A - y/x} - \frac{y_{xx}}{y_x} \right),
\]

\[
V(x, t) = -i \left( \frac{A t}{A - y/t x} \right) - \frac{1}{2} \frac{\tau t}{y^2} \left( \frac{A_{xx}}{A - y/x} \frac{A}{A - y/x} \right) + \frac{\tau t}{2} y^2(x, t).
\]

Given that (12) must be of the form (7), we impose the conditions

\[
\frac{\tau t}{y^2} = \frac{1}{m(t)}, \quad B(x, t) = 0.
\]

To simplify the calculations, it is convenient to introduce the real-valued functions \( \mu(t) \) and \( \sigma(t) \) such that \( \tau_t = \sigma^{-2}(t) \) and \( m(t) = \mu^2(t) \). From the first condition in (14) we get

\[
\tau(t) = \int^t dt' \frac{d t'}{\sigma^2(t')}, \quad y(x, t) = \frac{\mu(t)x + \gamma(t)}{\sigma(t)},
\]

where the real-valued function \( \gamma(t) \) results from the integration with respect to \( x \). From \( B(x, t) = 0 \) we obtain \( A(x, t) \) as

\[
A(x, t) = \exp \left[ i \frac{\mu}{\sigma} \left( \frac{\mathcal{W}_\mu}{2} x^2 + \mathcal{W}_\gamma x + \eta \right) \right],
\]

where \( \eta(t) \) is a complex-valued function resulting from the integration with respect to \( x \) and

\[
\mathcal{W}_\mu(t) = \sigma \dot{\mu} - \dot{\sigma} \mu, \quad \mathcal{W}_\gamma(t) = \sigma \dot{\gamma} - \dot{\sigma} \gamma,
\]

with \( \dot{f} = \frac{df}{dt} \). With (16), the new time-dependent potential \( V(x, t) \) in (13) takes the form

\[
V(x, t) = \frac{\mu^2}{2} \left( \frac{\mathcal{W}_\mu}{\mu \sigma} + \frac{1}{\sigma^4} \right) x^2 + \mu \left( \frac{\mathcal{W}_\gamma}{\sigma} + \frac{\gamma}{\sigma^4} \right) x + V_0(t),
\]

\[
V_0(t) = \frac{\mathcal{W}_\mu \xi}{\sigma^2} + \frac{\mu \dot{\xi}}{\sigma} - \frac{\mathcal{W}_\gamma}{2 \sigma^2} + \frac{\gamma^2}{2 \sigma^4} - i \frac{\mathcal{W}_\mu}{2 \mu \sigma}.
\]
After comparing (18) with the potential energy term in (7) we obtain a system of equations for $\sigma$, $\gamma$ and $\eta$ which, without loss of generality, can be reduced to quadratures by considering $3V_0(t) = 0$. We thus have

$$\ddot{\sigma} + \left(\Omega^2 - \frac{\dot{\mu}}{\mu}\right)\sigma = \frac{1}{\sigma^3}, \quad \ddot{\gamma} + \left(\Omega^2 - \frac{\dot{\mu}}{\mu}\right)\gamma = \frac{F}{\mu}, \quad \frac{\mu}{\sigma}\eta = \xi - \frac{i}{2} \ln \frac{\sigma}{\mu}, \quad (19)$$

where the real-valued function $\xi(t)$ is given by

$$\xi(t) = \frac{\gamma W_0}{2\sigma} - \frac{1}{2} \int^t dt' \frac{F(t')\gamma(t')}{\mu(t')}.$$  

(20)

From (19) it follows that $\sigma(t)$ satisfies the Ermakov equation [11], whose solutions are well known in the literature [11,12,13]. In general, for a set of nonnegative parameters $\{a, b, c\}$ we have [11]

$$\sigma(t) = \left[aq_1^2(t) + bq_1(t)q_2(t) + cq_2^2(t)\right]^{1/2}, \quad b^2 - 4ac = -\frac{4}{W_0^2}, \quad (21)$$

where $q_1$ and $q_2$ are two linearly independent real solutions of the linear equation

$$\ddot{q}_{1,2} + \left(\Omega^2 - \frac{\dot{\mu}}{\mu}\right)q_{1,2} = 0,$$  

(22)

and the Wronskian $W(q_1, q_2) = W_0$ is a constant. The constrain in the constants $a, b, c$ ensures that $\sigma > 0$ at any time [12,13]. Thus, the transformed coordinate $y(x,t)$ and time parameter $\tau(t)$ are free of singularities at any time. Notice that (21) corresponds to the classical equation of motion of the parametric oscillator [14]. On the other hand, $\gamma(t)$ is solution to the classical parametric oscillator subjected to a driving force $F(t)$. In general, $\gamma$ can be expressed as the sum of the homogeneous solution $\gamma_h = \gamma_1 q_1 + \gamma_2 q_2$ and the particular solution $\gamma_p(t)$, where the real constants $\gamma_{1,2}$ are fixed according to the initial conditions and the function $\gamma_p(t)$ is determined once the driving force $F(t)$ has been specified. Moreover, the function $\tau$ introduced in (15) can be rewritten in terms of $q_1$ and $q_2$ as well, leading to [13]

$$\tau(t) = \int^t dt' \frac{dt'}{\sigma^2(t')} = \arctan \left[\frac{W_0}{2} \left(b + 2cq_2 \frac{q_1}{q_1} \right)\right]. \quad (23)$$

From (10) and with the functions $\sigma$, $\gamma$ and $\tau$ already identified, the solutions to the Schrödinger equation (7) are simply given in terms of the solutions of the stationary oscillator $\Psi(y, \tau)$ as

$$\psi(x, t) = \exp \left[-i \frac{\mu}{\sigma} \left(\frac{W_0}{2} x^2 + W_0 x + \xi\right)\right] \sqrt{\frac{\mu}{\sigma}} \Psi(y(x, t), \tau(t)). \quad (24)$$

\[3\] For $V_0(t) \neq 0$, the solutions are just modified by adding a global complex-phase, for details see App. B of [8].
That is, the solutions of the nonstationary oscillator with time-dependent mass $\hat{H}(t)$ can be seen as a mere deformation of the solutions of the stationary oscillator, provided by the appropriate point transformation. From the latter, it is natural to ask whether the structure of the inner product of the new solutions $\psi(x,t)$ is deformed as well. To this end, let us consider a pair of arbitrary solutions of the stationary oscillator, $\Psi^{(1)}(y,\tau)$ and $\Psi^{(2)}(y,\tau)$. Straightforward calculations shows that

$$\langle \Psi^{(2)}(\tau)|\Psi^{(1)}(\tau) \rangle = \int_{-\infty}^{\infty} dy \Psi^{(2)*}(y,\tau)\Psi^{(1)}(y,\tau) = \int_{-\infty}^{\infty} dx \psi^{(2)*}(x,t)\psi^{(1)}(x,t) = \langle \psi^{(2)}(t)|\psi^{(1)}(t) \rangle,$$

that is, the point transformation preserves the structure of the inner product.

### 3.1 Orthogonal set of solutions and the related spectral problem

With the transformation rule (24), we can find an orthogonal set of solutions for (7). From the preservation of the inner product (25), it is natural to consider the orthogonal solutions of the stationary oscillator $\Psi_n(y,\tau)$, where $\Psi_n(y,\tau) = e^{-i(n+1/2)\tau}\Phi_n(y)$ and $\Phi_n(y)$ is given in (5). Hence, the orthogonal set of solutions $\{\Psi_n(y,\tau)\}^{\infty}_{n=0}$ is mapped into an orthogonal set $\{\psi_n(x,t)\}^{\infty}_{n=0}$, where

$$\psi_n(x,t) = e^{-i(n+1/2)\tau(t)}\varphi_n(x,t),$$

with

$$\varphi_n(x,t) = A^{-1}(x,t)\Phi\left(\frac{\mu x + \gamma}{\sigma}\right)$$

$$= \exp\left\{ -\left(\frac{\mu^2}{\sigma^2} + i\frac{\mu\gamma}{\sigma}\right)\frac{x^2}{2} - \left(\frac{\mu\gamma}{\sigma} + i\frac{\mu\gamma}{\sigma^2}\right)x - \left(\frac{\gamma^2}{2\sigma^2} + i\frac{\mu\gamma}{\sigma}\right) - \frac{1}{2\pi n!\sqrt{\pi}} \frac{\mu}{\sigma} H_n\left(\frac{x+\gamma}{\sigma}\right) \right\}.$$

Notice that the orthogonality condition obtained from (25) holds provided that both solutions are evaluated at the same time, that is, $\langle \psi_n(t)|\psi_m(t) \rangle = \delta_{n,m}$. In turn, the orthogonality can not be taken for granted at different times, $\langle \psi_m(t')|\psi_n(t) \rangle \neq \delta_{n,m}$ for $t \neq t'$. Moreover, the space of solutions generated with (26) is dynamic, $\mathcal{H}(t) = \text{Span}\{|\psi_n(t)\rangle\}^{\infty}_{n=0}$. Such a property is beyond the scope of this work and will be studied elsewhere. For information on the matter see [14].

We have shown the orthonormality of the solutions $\psi_n(x,t)$, however, it is necessary to emphasize that they are not eigenfunctions of the Hamiltonian $\hat{H}(t)$. Nevertheless, the functions $\psi_n(x,t)$ are admissible from the physical point of view. Since $\hat{H}(t)$ is not a constant of motion of the system $\frac{d}{dt}\hat{H}(t) \neq 0$, we
wonder about the observable that define the system uniquely. Such observable must include the set \( \{ \psi_n(x, t) \}_{n=0}^{\infty} \) as its eigenfunctions. Moreover, what about the related spectrum? The latter points must be clarified in order to provide the functions (26), and any linear combination of them, with a physical meaning.

Remarkably, such information is obtained from the point transformation itself, because any conserved quantity is preserved [10]. Indeed, from [5] we see that the energy eigenvalues \( E_n = (n + 1/2) \) of the stationary oscillator must be preserved since they are constant quantities. To be specific, using the relationships (11) together with \( A(x, t) = \{ 1 \} \), the stationary eigenvalue equation (3) is then deformed into the new eigenvalue equation

\[
- \frac{\sigma^2}{2\mu^2} \frac{\partial^2 \phi_n}{\partial x^2} + \frac{1}{2} \left( W_\mu^2 + \frac{\mu^2}{\sigma^2} \right) x^2 \phi_n - \frac{\sigma W_\mu}{2\mu} \left( 2x \frac{\partial}{\partial x} + 1 \right) \phi_n
\]

\[
- \frac{\sigma W_\mu}{\mu} \frac{\partial \phi_n}{\partial x} + \left( W_\gamma W_\mu + \frac{\mu^2}{\sigma^2} \right) x \phi_n + \frac{1}{2} \left( W_\gamma^2 + \frac{\gamma^2}{\sigma^2} \right) \phi_n = E_n \phi_n, \tag{28}
\]

where the eigenvalues \( E_n = (n + 1/2) \) have been inherited from the stationary oscillator. It is immediate to identify the operator

\[
\hat{I}(t) = \frac{\sigma^2}{2\mu^2} p_x^2 + \frac{1}{2} \left( W_\mu^2 + \frac{\mu^2}{\sigma^2} \right) \hat{x}^2 + \frac{\sigma W_\mu}{2\mu} (\hat{x} \hat{p}_x + \hat{p}_x \hat{x}) + \frac{\sigma W_\mu}{\mu} \hat{p}_x
\]

\[
+ \left( W_\mu W_\gamma + \frac{\mu^2}{\sigma^2} \right) \hat{x} + \frac{1}{2} \left( W_\gamma^2 + \frac{\gamma^2}{\sigma^2} \right) \hat{I}(t), \tag{29}
\]

with \( \hat{I}(t) = \sum_{n=0}^{\infty} |\psi_n(t)\rangle \langle \psi_n(t)| \) the representation of the identity operator in \( \mathcal{H}(t) \). The invariant operator \( \hat{I}(t) \) is such that we get the eigenvalue equation

\[
\hat{I}(t)|\phi_n(t)\rangle = (n + 1/2)|\phi_n(t)\rangle. \tag{30}
\]

Besides, straightforward calculations show that \( \hat{I}(t) \) satisfies the invariant condition

\[
\frac{d}{dt} \hat{I}(t) = i [\hat{H}(t), \hat{I}(t)] + \frac{\partial}{\partial t} \hat{I}(t) = 0. \tag{31}
\]

That is, \( \hat{I}(t) \) is an integral of motion of the parametric oscillator. Remark that the invariant operator \( \hat{I}(t) \) arises in natural way from the point transformation, without necessity of any ansatz as in [6]. On the other hand, with \( \hat{I}(t) \) and (26) we find

\[
\psi_n(x, t) = e^{-i \hat{I}(t) \tau(t)} \phi_n(x, t) = e^{-i \gamma \tau(t)} \phi_n(x, t). \tag{32}
\]

Thus, we can conclude that the time-dependent complex-phase of the Lewis and Riesenfeld approach [4] coincides with the exponential term in (32), that is, such phase is proportional to the deformed time parameter \( \tau(t) \). Notice that, contrary to the stationary case, the operator \( e^{-i \hat{I}(t) \tau(t)} \) in (32) is not the time evolution operator.

In particular, for \( \gamma_1 = \gamma_2 = F(t) = 0 \) and a constant mass \( m(t) = \mu(t) = 1 \), the operator (29) coincides with the invariant of Lewis and Riesenfeld [6].
4 Concluding remarks

It was shown that a set of orthonormal solutions for the time-dependent mass nonstationary oscillator can be found by constructing the appropriate point transformation and deforming the solutions of the stationary oscillator. The latter is possible since the point transformation preserve the structure of the inner product. Although the Hamiltonian depends explicitly on time, an spectral problem can be found for the appropriate constant of motion which emerges as the transformed Hamiltonian of the stationary oscillator. The procedure has been developed in general for any time-dependent mass, frequency and an external driving force. Among the examples that could be addressed we have the Caldirola-Kanai oscillator, which leads to the quantum Arnold transformation [15], and the Hermite oscillator [16]. These and some other models will be discussed in detail elsewhere.
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