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We consider epimorphisms from quantum minimal surface algebras onto involutory subalgebras of split–real, simply-laced Kac–Moody Lie algebras and provide examples of affine and finite type. We also provide epimorphisms onto such Kac–Moody Lie algebras themselves, where reality of the construction is important. The results extend to the complex situation.
1 Introduction

That the space we live in may not be the continuum that we naively perceive was already realized by B. Riemann who, while laying the ground for the (smooth) geometries bearing his name, at the same time (literally: in a remark that he apparently planned to expand, in his famous Habilitationsschrift [30]) pointed out the possibility that space at small distances may be discrete (nowadays one could add fuzzy [20] [26] or non-commutative [5]). Concrete ideas to quantize space-time seem to have first appeared in [31] and [32]. In 1996 [16], [21] the equations

\[ [[X_\mu, X_\nu], X_\nu] = 0 \]  

appeared in the context of quantizing (relativistic) minimal surfaces - hence the name Quantum Minimal Surface Algebras (QMSA). In the context of Yang Mills theory, eq. (1) as well as parts of its representation theory was considered in [23], [19], [13], referred to as Yang-Mills algebra. An inhomogenous version of (1), also studied in relation to non-selfdual Nahm-equations [17], was named Discrete Minimal Surface Algebra(s) (DMSA) in [13]. Here, we provide epimorphisms of both homogeneous and in-homogeneous QMSAs onto involutory subalgebras \( \mathfrak{t}(A) \) of Kac-Moody algebras \( \mathfrak{g}(A) \). These subalgebras were first described in [3] and particularly \( \mathfrak{t}(E_9) \) and \( \mathfrak{t}(E_{10}) \) play an important role in the fermionic sector of supergravity [10], [11] (see also [8] and [9]). We also provide some Kac-Moody-algebras as epimorphic images as well. From [13] it is known that a homogeneous QMSA (a.k.a. a Yang-Mills-algebra) on at least 4 generators admits the complex free Lie algebra on two generators as epimorphic image. As a consequence, such a QMSA admits infinitely many simple, complex Kac-Moody algebras as a quotient. While such a wealth of epimorphisms is fascinating, the resulting representations have the drawback that they include both hermitian and anti-hermitian operators. This is problematic for use in physics, due to reality constraints in physical theories. Even though our epimorphisms also work in the complex case, they are indeed more tailored towards the real situation, allowing real involutory subalgebras and Kac-Moody algebras of split-real type as images of real QMSAs.

Let us also mention the following “physical” aspects: Unitary representations of the Poincaré group are central to the description of point particles - including relativistically invariant wave equations whose solutions provide representation space(s) and lead to the quantum fields that are used to describe and calculate concrete effects confirming, and predicted from, physical theories such as QCD or the Weinberg-Salam model. Extended objects clearly should involve infinite extensions of the Poincaré group. As the \( X_\mu \) in (1) are quantum analogues of the position coordinates of extended objects it is reasonable and completely natural to find infinite-dimensional Lie-algebras \( \mathfrak{L} \) being related to (1). While it could well be that specific \( \mathfrak{L}s \) will be singled out by additional criteria (not discussed below), one should also take serious indications for a kind of ‘democracy’ between different \( \mathfrak{L}s \), via (1). One should not forget that not long after [30] W.Killing’s (independent) approach to what became and nowadays is called ‘Lie’-algebras originated in trying to understand the nature of the space we live in. One should therefore not be surprised to, one and a half centuries later, find algebras at the heart of understanding geometry. While there are nowadays so many different approaches to ‘Quantum’ Space-Time that it would be preposterous to put a small selection into the list of references, let us hope that the approach we take below will add something to the understanding of the space-time we know. Let us also mention that it is probably no coincidence that the kind of ideas and concepts that were discussed right before string theory (spectrum generating algebra, dynamical symmetry group, composite infinite-dimensional field equations) again (see also, e.g., [17], [18]) appear in the present context.

The document consists of two parts. First we collect rather general criteria for the existence of homomorphism in section [2] We start with Kac-Moody algebras and proceed with their involutory subalgebras. As two of our examples use affine KM-algebras we discuss them separately in section [2.3] We conclude with a
We will often abbreviate the map \(3 \times \text{Remark. For QMSA by} \ Q \) well as selection of examples in section 3.

**Definition 1.** The quantum minimal surface algebra (QMSA) of rank \(n\), signature \((n-m, m)\) and spectrum \((\mu_1, \ldots, \mu_n)\) is defined as the quotient of the free Lie algebra \(\mathfrak{f}\) on \(n\) generators \(x_1, \ldots, x_n\) w.r.t. the ideal that is generated by the relations

\[
\sum_{i=1}^{n-m} [x_i, [x_i, x_j]] - \sum_{i=n-m+1}^{n} [x_i, [x_i, x_j]] = \mu_j x_j \quad \forall j = 1, \ldots, n. \quad (2)
\]

We will often abbreviate the map \(\sum_{i=1}^{n-m} [x_i, [x_i, \cdot]] - \sum_{i=n-m+1}^{n} [x_i, [x_i, \cdot]]\) by \(\Delta\) (cp. 2). We denote the QMSA by \(\mathfrak{Q}_{n-m,m}(\mu_1, \ldots, \mu_n)\). The base fields we consider are \(\mathbb{R}\) and \(\mathbb{C}\).

**Remark.** For \(n = 2\) both \(\mathfrak{Q}_{2,0}(0,0)\) and \(\mathfrak{Q}_{1,1}(0,0)\) are isomorphic to the Lie algebra of strictly upper triangular \(3 \times 3\) matrices. For \(n > 2\) no such isomorphism is known.

For any Lie algebra \(\mathfrak{g}\) with \(n\) elements \(y_1, \ldots, y_n\) satisfying eq. 2 there exists a homomorphism \(\mathfrak{Q}_{n-m,m}(\mu_1, \ldots, \mu_n) \to \mathfrak{g}\) defined by sending \(x_i \mapsto y_i\) for all \(i = 1, \ldots, n\). In the following we would like this Lie algebra to be a Kac-Moody algebra \(\mathfrak{g}(A)\) to a generalized Cartan matrix \(A\) or an involutory subalgebra of \(\mathfrak{g}(A)\).

**Definition 2.** A matrix \(A \in \mathbb{Z}^{n \times n}\) is called a generalized Cartan matrix (GCM) if

\[
a_{ii} = 2, \quad a_{ij} \leq 0, \quad a_{ij} = 0 \Leftrightarrow a_{ji} = 0
\]

for all \(i \neq j \in \{1, \ldots, n\}\). A GCM \(A\) is called *symmetrizable* if there exists \(D \in \mathbb{Q}^{n \times n}\) diagonal and regular as well as \(B \in \mathbb{Z}^{n \times n}\) symmetric such that \(A = DB\). If \(a_{ij} \in \{0, -1\}\) for all \(i \neq j\), one calls \(A\) *simply-laced*. To a GCM one associates a generalized Dynkin diagram \(\mathcal{D}(A)\) by drawing \(n\) nodes with weighted edges according to the \(a_{ij}\), where \(a_{ij} = 0\) corresponds to no edge.

**Definition 3.** Let \(A\) be an invertible, symmetrizable GCM and \(\mathbb{K} = \mathbb{R}, \mathbb{C}\) and let \(\mathfrak{f}\) be the free Lie algebra over \(\mathbb{K}\) on generators \(e_1, \ldots, e_n, h_1, \ldots, h_n, f_1, \ldots, f_n\). Let \(\mathcal{I}\) denote the ideal in \(\mathfrak{f}\) that is generated by the relations

\[
[h_i, e_j] = a_{ij} e_j, \quad [h_i, f_j] = -a_{ij} f_j, \quad [h_i, h_j] = 0, \quad [e_i, f_j] = \delta_{ij} h_i
\]

\[
ad(e_i)^{1-a_{ij}}(e_j) = 0, \quad ad(f_i)^{1-a_{ij}}(f_j). \quad (2)
\]

The Kac-Moody algebra \(\mathfrak{g}(A)(\mathbb{K})\) is now defined as the quotient Lie algebra \(\mathfrak{f}/\mathcal{I}\). Set \(n_+ := (e_1, \ldots, e_n), n_- := (f_1, \ldots, f_n)\) and \(\mathfrak{h} := \text{span}_{\mathbb{K}} \{h_1, \ldots, h_n\}\) and call \(\mathfrak{h}\) the Cartan subalgebra of \(\mathfrak{g}(A)\).
Remark. If \(A\) is not of full rank in the above definition, the construction yields the derived Lie algebra \(g'(A) := [g(A), g(A)]\) instead of the full Kac-Moody algebra \(g(A)\). The derived Lie algebra differs from its Cartan subalgebra which is smaller than that of \(g(A)\). The above definition is by now somewhat standard but that it is equivalent to the original definition for symmetrizable \(A\) is known as the Gabber-Kac-theorem (cp. \[12\]). Note that \(n_±\) and \(\mathfrak{h}\) provide a triangular decomposition of \(g(A)\) into subalgebras but not ideals:

\[
g(A) = n_− + \mathfrak{h} + n_+.
\]

**Proposition 4.** Let \(A \in \mathbb{Z}^{n \times n}\) be a simply-laced GCM of rank \(n\) as in def. \(\exists\) Consider the QMSA \(Q_{n−m,m}(0,\ldots,0)\) on \(n\) generators, then there exist epimorphisms

\[
\phi^± : Q_{n−m,m} \rightarrow n^±, \quad x_i \mapsto \begin{cases} \phi^+(x_i) := e_i \\ \phi^−(x_i) := f_i \end{cases}.
\]

They are related via the Cartan-Chevalley involution \(\omega\) as one has \(\phi^+ = −\omega \circ \phi^-\), \(\phi^- = −\omega \circ \phi^+\).

**Proof.** Since \(A\) is simply-laced one has the Serre relations:

\[
\text{ad}(e_i)^2(e_j) = 0 = \text{ad}(f_i)^2(f_j) \quad \forall i, j.
\]

Then \(\sum_i \varepsilon_i \text{ad}(x_i)^2(x_j) = 0\) with \(\varepsilon_i = \pm 1\) is satisfied under the image of \(\phi^\pm\) because one has

\[
\text{ad}(\phi^\pm(x_i))^2(\phi^\pm(x_j)) = 0
\]

for each summand. It is a standard fact that, \(n_+ \cong n_-\) are conjugate under the Cartan-Chevalley involution of \(g(A)\). As \(\omega(e_i) = −f_i\) and \(\omega(f_i) = −e_i\), one has \(\phi^+ = −\omega \circ \phi^−\), \(\phi^− = −\omega \circ \phi^+\).

There is actually no need for \(n\) of \(Q_{n−m,m}\) and \(A \in \mathbb{Z}^{k \times k}\) to match. If \(n < k\) one can always pick a sub-diagram of \(D(A)\) of rank \(n\). If \(n > k\) however, it is always possible to send all but \(k\) generators of \(Q_{n−m,m}\) to 0. It would be more interesting to have such epimorphisms to simple or semi-simple Lie algebras as well. For this one needs to answer the question of how many generators one needs to generate a simple Lie algebra. Most amazingly, the answer is universal and turns out to be 2:

**Theorem 5.** (Adaption of \[22\]' main statement) Let \(A \in \mathbb{Z}^{k \times k}\) be a GCM of rank \(l \geq k − 2\). Then \(g(A)(\mathbb{C})\) is generated by two elements \(a\) and \(h\), where \(a = \sum_{i=1}^{k} (e_i + f_i) + h_0\) and \(h \in \mathfrak{h}\) such that \(\{α_i(h), −α_i(h)\}\) are pairwise different and \(h_0 \in \mathfrak{h}\) is arbitrary.

However, these two elements do not satisfy the required relations. \(\exists\) provides an interesting construction, showing that \(Q_{2n,0}\) can be mapped onto \(f_n(\mathbb{C})\), the free complex Lie algebra on \(n\) generators \(y_1, \ldots, y_n\). The epimorphism \(Q_{2n,0}(0,\ldots,0) \rightarrow f_n(\mathbb{C})\) is such that \(x_j \mapsto y_j, x_{j+n} \mapsto i \cdot y_j\), where \(x_1, \ldots, x_{2n}\) denote the generators of \(Q_{2n,0}(0,\ldots,0)\). As furthermore any simple Kac-Moody algebra \(g(A)(\mathbb{C})\) with \(\text{rk}(A) \geq \dim(A) − 2\) can be generated by only two elements, this shows that there exist epimorphisms \(Q_{2n,0}(0,\ldots,0)(\mathbb{K}) \rightarrow g(A)(\mathbb{C})\), where \(\mathbb{K} \neq \mathbb{C}\) is allowed as long as \(\mathbb{K}\) is a sub-field of \(\mathbb{C}\). Representations \(\phi\) derived from this epimorphism always include both hermitian and anti-hermitian operators, since \(\phi(x_{n+j}) = i \cdot \phi(x_j)\). Note that one can always forget\(\exists\) about all but 2 generators, so that the construction also works for an uneven number of generators. Also, mixed signature can be achieved by exchanging \(x_{j+n} \mapsto i \cdot y_j\) by \(x_{j+n} \mapsto i \cdot y_j\) if the pair of generators \(x_j\) and \(x_{j+m}\) have different signature. Via this

\(^{1}\)In the sense that one can send them to 0.
construction, the fully split QMSA should actually allow an epimorphism $\Omega_{n,n} (0, \ldots, 0) \to f_n (\mathbb{R})$. However, it would be nice to also have representations in which all generators of $\Omega_{n-m,m}$ are realized nontrivially and such that their images are linearly independent. This and satisfying reality-constraints is our main motivation. Since we cannot rely on an epimorphism to a free Lie-algebra we need to generate our Lie algebra of choice differently than in theorem 5 in order to satisfy the relations of $\Omega_{n-d,d}$.

**Lemma 6.** Let $g(A)$ be a simple, finite-dimensional, complex or split-real Lie algebra. Denote by $e_\theta$ an element in the root space $g_\theta$, where $\theta$ denotes the highest root of $\Delta(A)$. Then $e_\theta, f_1, \ldots, f_n$ generate $g(A)$, where $n$ is the rank of $A$.

**Proof.** From representation theory one knows that any weight space in a highest weight representation can be reached by the iterated action of $f_1, \ldots, f_n$. As $e_\theta$ is a highest weight vector w.r.t. the adjoint action, this implies that $e_1, \ldots, e_n$ are contained in $\langle e_\theta, f_1, \ldots, f_n \rangle$. Since $[e_i, f_j] = 2h_i$ all Chevalley generators are contained in $\langle e_\theta, f_1, \ldots, f_n \rangle$ which therefore must be all of $g(A)$.

For KM-algebras of non-spherical but simply-laced type the above argument does not work because their root system doesn’t possess a highest root. However, given a real root $\beta$ with maximal support (i.e., in the decomposition $\beta = \sum_{i=1}^n k_i \alpha_i$ into simple roots, all $k_i$ are nonzero) it is possible to reach every simple root via a finite number of simple Weyl reflections. This can be translated to an action via Chevalley generators.

**Lemma 7.** Let $g(A) (\mathbb{K})$ be a simply-laced KM-algebra with irreducible GCM $A$ and $0 \neq e_\beta \in g_\beta$, where $\beta$ is a real positive root with maximal support. Then $\langle e_\beta, f_1, \ldots, f_n \rangle_{\mathbb{K}} \cong g'(A) (\mathbb{K})$.

**Proof.** If $A$ is simply-laced the real roots $\Delta^{re} (A)$ form a single orbit under the action of the Weyl group and therefore each $\alpha_i$ is conjugate to $\beta$. For each $\alpha_i$ there exists a minimal word $W(A) \ni \omega = \cdots r_{1d}$ such that $h \left(r_{ij} \cdots r_{1d} \beta\right) < h \left(r_{ij+1} \cdots r_{1d} \beta\right)$ for all $j = 1, \ldots, d$. But then it follows that there exist $p_1, \ldots, p_d$ such that

$$0 \neq \text{ad} (f_{i_1})^{p_1} \cdots \text{ad} (f_{i_d})^{p_d} e_\beta \in g_\alpha.$$ 

This implies $e_1, \ldots, e_n \in \langle e_\beta, f_1, \ldots, f_n \rangle$ and therefore $n^+ \cap n^-$ are contained as well. Now by definition $g'(A) := [g(A), g(A)]$. Since $\mathfrak{h}$ is commutative and acts diagonally on $n^+$, the intersection $\mathfrak{h} \cap g'(A)$ contains all elements of $\mathfrak{h}$ that can be written as a commutator $[x, y]$ with $x \in n^+$ and $y \in n^+$.

The other piece of information we need is, if second order commutators among our generating set vanish. For roots $\alpha \in \Delta^{re} (A), \beta \in \Delta (A)$ arbitrary but different from $\pm \alpha$, there exist non-negative integers $p$ and $q$ such that $-p\alpha, \beta - (p - 1)\alpha, \ldots, \beta, \ldots, \beta + q\alpha$ are the only roots of the form $\beta + k\alpha$. The set

$$S(\alpha, \beta) := \left\{ \beta - p\alpha, \beta - (p - 1)\alpha, \ldots, \beta, \ldots, \beta + q\alpha \right\} \subset \Delta$$

is called the root string $S(\alpha, \beta)$, or also the $\alpha$-string through $\beta$. The numbers $p, q$ need to satisfy $\beta (\alpha^{\vee}) = p - q$, where $\alpha^{\vee}$ denotes the corresponding coroot to $\alpha$.

**Proposition 8.** Let $\beta \in \Delta (A)$ and $\alpha \in \Delta^{re} (A)$. Denote the number of real roots in $S(\alpha, \beta)$ by $r(\alpha, \beta)$. Then the first and last root of $S(\alpha, \beta)$ are real and $r(\alpha, \beta) \in \{1, 2, 3, 4\}$. One has the following case distinctions:

1. $r(\alpha, \beta) = 1$: $S(\alpha, \beta) = \{\beta\}$ and $\beta$ is real.
2. $r(\alpha, \beta) = 2$: The first and the last root of $S(\alpha, \beta)$ are real, intermediate roots (if they exist) are imaginary.
3. $r(\alpha, \beta) = 3$: $|S(\alpha, \beta)| = 3$, all roots in $S(\alpha, \beta)$ are real and $\alpha, \beta$ span a sub-root system of type $C_2$. 


4. \( r(\alpha, \beta) = 4 \) : The first two roots and the last two roots of \( S(\alpha, \beta) \) are real, all intermediate roots (if they exist) are imaginary. If \( S(\alpha, \beta) \) does not contain imaginary roots, then \( \alpha \) and \( \beta \) generate a root system of type \( G_2 \).

**Proof.** This particular form is taken from [3] (prop. 1) but according to the authors parts of it appear as an exercise in [22] and it is also used implicitly in [27]. \( \square \)

For \( \alpha, \beta \in \Delta^{\tau}(A) \) where \( A \) is simply-laced, the options are limited to the first two cases. The root string always has to start and end with a real root and all roots in the middle are imaginary. As simply-laced root systems of finite type do not admit imaginary roots this shows

\[
\operatorname{ad}(e_\alpha)^2 (e_\beta) = 0 \quad \forall \alpha \neq -\beta \in \Delta(A),
\]

(3)

where \( A \) is simply-laced and of finite type\(^2\). For affine root systems the situation is a bit more complicated but still tractable. We will analyze the example \( E_6 \) later in the examples section.

**Proposition 9.** Let \( A \in \mathbb{Z}^{n \times n} \) be a simply-laced GCM of finite type and \( \Omega_{p,q}(0, \ldots, 0) \) a QMSA on \( p + q = n + m \) generators \( x_1, \ldots, x_{n+1} \). There exists an epimorphism \( \phi \) from \( \Omega_{p,q}(0, \ldots, 0) \) to \( \mathfrak{g}(A) \) defined by

\[
\phi(x_i) = f_i \quad \forall i = 1, \ldots, n, \quad \phi(x_{n+1}) = e_\theta, \quad \phi(x_{n+j}) = e_{\beta_j} \quad \forall 2 \leq j \leq m,
\]

where \( f_1, \ldots, f_n \) denote the Chevalley generators of \( \mathfrak{g}(A) \) that generate \( n_- \), \( e_\theta \) is the highest root vector of \( \mathfrak{g}(A) \) and \( e_{\beta_j} \in \mathfrak{g}_{\beta_j} \) such that \( \beta_j \in \Delta(A) \) \( \setminus \{ -\theta, \alpha_1, \ldots, \alpha_n \} \) and \( \beta_i \neq -\beta_j \) \( \forall i \neq j \).

**Remark.** It is not necessary for the \( \beta_i \) to be different.

**Proof.** Equation (3) implies that \( \phi \) extends to a homomorphism and lemma \(^7\) implies that the image is all of \( \mathfrak{g}(A) \), as \( \mathfrak{g}(A) = \mathfrak{g}'(A) \) for \( A \) of finite type. \( \square \)

### 2.2 Involutory subalgebras

The involutory subalgebras we consider are those according to Berman’s construction ([3]) where we restrict to those that do not involve a diagram automorphism. Berman’s involutions are built out of three mutually commuting automorphisms \( \eta, \gamma \) and \( \tau \) of \( \mathfrak{g} \), each of degree 2 and defined by their action on the 3n Chevalley generators via linear extension. Here, \( \pi \) denotes a diagram automorphism of \( \mathcal{D}(A) \) and \( \tau \) is a field automorphism of \( \mathbb{K} \). For \( \mathbb{K} = \mathbb{C} \), \( \tau \) can be chosen to be linear or anti-linear which results in different subalgebras but we restrict ourselves to the linear case. The automorphisms \( \eta \) and \( \gamma \) are always assumed to be \( \mathbb{K} \)-linear.

\[
\eta : e_i \mapsto f_i, \quad f_i \mapsto e_i, \quad h_i \mapsto -h_i \quad \forall i = 1, \ldots, n \quad (4)
\]

\[
\gamma : e_i \mapsto e_{\pi(i)}, \quad f_i \mapsto f_{\pi(i)}, \quad h_i \mapsto h_{\pi(i)} \quad \forall i = 1, \ldots, n \quad (5)
\]

\[
\tau : e_i \mapsto \rho_i e_i, \quad f_i \mapsto \rho_i^{-1} f_i, \quad h_i \mapsto h_i \quad \forall i = 1, \ldots, n \quad (6)
\]

with \( \rho_i \in \{-1, 1\} \) and \( \rho_i = 1 \) if \( \pi(i) \neq i \). According to (3) the last condition is sufficient for \( \tau \) and \( \gamma \) to commute. Berman provides generators and relations for the subalgebra \( \text{Fix}_\sigma(\mathfrak{g}) \) where \( \sigma = \eta \gamma \tau \). The generators are

\[
x_i := e_i + \rho_i f_{\pi(i)}, \quad z_i := h_i - h_{\pi(i)},
\]

\(^2\)This result is also an immediate consequence of the Serre relations and the fact that non-opposite \( \alpha, \beta \) form a prenilpotent pair. For simply-laced and finite \( A \) this implies that the Serre-relations hold for any pair of prenilpotent roots.
so that we do not have any generators of type $z$ if we don’t use diagram automorphisms. In this case we are able to choose the signs $\rho_i$ freely, so that $\text{Fix}_\sigma(g)$ is generated by elements of type $e_i \pm f_i$. Set

$$X_i := e_i - f_i, \ Y_i := e_i + f_i. \quad (7)$$

Berman provides the relations among the $x_i$ and $z_i$ in prop. 1.18 of [3] for the case that all $\rho_i = 1$. If one carries the $\rho_i$ along his computation one obtains modified relations. In the simply-laced situation one has the following relations (cp. (3) of [19]):

**Proposition 10.** Let $A$ be a simply-laced GCM of full rank $n$ and $g(A)(\mathbb{K})$. For an involution $\sigma := \eta \tau$ with $\eta$ as in eq. (4) and $\tau$ $\mathbb{K}$-linear and as in eq. (6). Set $Z_i := e_i + \rho_i f_i$ and denote it by $X_i$ if $\rho = -1$ and by $Y_i$ if $\rho = +1$. Then $\text{Fix}_\sigma(g)$ is isomorphic to the free Lie algebra generated by $Z_1, \ldots, Z_n$ over $\mathbb{K}$ modulo the relations

$$[Z_i, Z_j] = 0 \text{ if } a_{ij} = 0 \quad (8)$$

$$[X_i, [X_i, X_j]] = -X_j, \ [X_i, [X_i, Y_j]] = -Y_j \text{ if } a_{ij} = -1 \quad (9)$$

$$[Y_i, [Y_i, X_j]] = +X_j, \ [Y_i, [Y_i, Y_j]] = +Y_j \text{ if } a_{ij} = -1 \quad (10)$$

**Remark.** Similar to Satake-Tits-diagrams we depict the choices of $\rho_i$ graphically. If $\rho_i = -1$, one colors the node $i$ white and if $\rho_i = +1$ one colors it black.

**Proof.** This is theorem 1.31 of [3], where one checks that with $\rho_i = -1$ the relations of prop. 1.18 of [3] adjust as claimed. \hfill \Box

If one wants to consider larger subalgebras by adding both $X_i$ and $Y_i$ to the generating set, it is potentially useful to know the following relations:

$$[X_i, [X_i, Y_i]] = -4Y_i, \ [Y_i, [Y_i, X_i]] = +4X_i. \quad (11)$$

Describe $\text{Fix}_\sigma(g)$ as being generated by $\chi := \{Z_1, \ldots, Z_l\}$ with $Z_i = X_i$ or $Y_i$ so that one can write

$$\Delta \chi = \sum_{i=1}^{n-m} [Z_i, [Z_i, \cdot]] - \sum_{i=n-m+1}^{n} [Z_i, [Z_i, \cdot]].$$

For a simply-laced GCM $A$ and a signature $(n, 0)$ one arrives at the following identities for the action of $\Delta$:

$$\Delta (Z_i) = (n_{\text{black}}(i) - n_{\text{white}}(i)) Z_i, \quad (12)$$

where $n_c(i)$ denotes the number of neighbors of node $i$ with color $c$.

**Proposition 11.** Let $A$ be a simply-laced generalized Cartan matrix and $\sigma := \eta \tau$ an involution as defined by eqs. (4) and (6) with $\tau$ $\mathbb{K}$-linear. There exists an epimorphism $\mathfrak{Q}_{n,0}(\mu_1, \ldots, \mu_n) \to \text{Fix}_\sigma(g(A))$ given by sending the generators $x_1, \ldots, x_n$ of $\mathfrak{Q}_{n,0}(\mu_1, \ldots, \mu_n)$ to the Berman generators $Z_1, \ldots, Z_n$ (see 7) of $\text{Fix}_\sigma(g(A))$ if the coloring which defines $\tau$ is such that

$$\mu_i = n_{\text{black}}(i) - n_{\text{white}}(i) \ \forall \ i = 1, \ldots, n. \quad (13)$$
anti-commutator is bilinear. Thus, (10) is satisfied.

Now the matrices $Y_i$ satisfy (4) (6). Then there exists a f.d. representation $\rho$ where $\rho$ extends to a homomorphism of Lie algebras. Since the image contains all Berman generators $Z_1, \ldots, Z_n$ this homomorphism is surjective. \hfill \Box

From [13] one knows that $\text{Fix}_\omega (g (A) (\mathbb{R}))$ has a finite-dimensional representation ($\omega$ denotes the Chevalley involution), called the spin-$\frac{1}{2}$ representation. We now claim that this representation also provides representations for arbitrary $\rho_i = \pm 1$.

**Proposition 12.** Let $A$ be a simply-laced generalized Dynkin diagram, $g (A)$ the corresponding split-real Kac-Moody algebra and consider the involutory subalgebra $\text{Fix}_\sigma (g (A))$, where $\sigma = \eta \tau$ with $\eta$ and $\tau$ defined in [4] [6]. Then there exists a f.d. representation $\phi$ of $\text{Fix}_\sigma (g (A))$ whose representation matrices of the Berman generators $Z_1, \ldots, Z_n$ of $\text{Fix}_\sigma (g (A))$ satisfy the following equations:

$$\phi (Z_i)^2 = \frac{\rho_i}{4} \text{Id}$$

$$[\phi (Z_i), \phi (Z_j)] = 0 \text{ if } a_{ij} = 0$$

$$\{\phi (Z_i), \phi (Z_j)\} = 0 \text{ if } a_{ij} = -1,$$

where $\{A, B\} := AB + BA$ denotes the anti-commutator and $\rho_i \in \{\pm 1\}$ denotes the sign which determines $Z_i = e_i + \rho_i f_i$.

**Proof.** For $D (A)$ simply-laced and of rank $n$, remark 3.7 and theorem 3.9 of [13] provide the existence of $n$ matrices $A_1, \ldots, A_n$ which satisfy

1. $A_i^2 = -\frac{1}{4} \text{Id}$ for all $i = 1, \ldots, n$
2. $[A_i, A_j] = 0$ if $a_{ij} = 0$
3. $\{A_i, A_j\} = 0$ if $a_{ij} = -1$.

Now the matrices $B_i := I \cdot A_i$, where $I = \sqrt{-1}$ also satisfy (ii) and (iii) but one has

$$B_i^2 = -\frac{1}{4} \text{Id}.$$

The question now is, if

$$\rho (Z_i) = \begin{cases} A_i & \text{if } Z_i = X_i \\ B_i & \text{if } Z_i = Y_i \end{cases}$$

extends to a homomorphism of Lie algebras. Towards this, relations (8) and (9) are satisfied by linearity in $Y_i$. Towards (10) compute for $a_{ij} = -1$ that

$$[\rho (Y_i), [\rho (Y_i), \rho (Z_j)]] = \rho (Y_i)^2 \rho (Z_j) - 2 \rho (Y_i) \rho (Z_j) \rho (Y_i) + \rho (Z_j)^2 \rho (Y_i)^2$$

$$= B_i^2 \rho (Z_j) - 2 B_i \rho (Z_j) B_i + \rho (Z_j) B_i^2$$

$$= \frac{1}{2} \rho (Z_j) + 2 B_i^2 \rho (Z_j) = \rho (Z_j),$$

where $\rho (Z_j) B_i = -B_i \rho (Z_j)$ follows from the fact that $\{A_i, A_j\} = 0$ implies $\{A_i, I \cdot A_j\} = 0$ because the anti-commutator is bilinear. Thus, (10) is satisfied. \hfill \Box

**Remark.** Theorem 3.14 of [13] shows that $\langle A_1, \ldots, A_n \rangle_K$ is compact and therefore this representation maps the $X_i = e_i - f_i$ to anti-hermitian matrices while the $Y_i = e_i + f_i$ are mapped to hermitian ones.
2.3 Involutory subalgebras of affine Kac-Moody-algebras

For \( A \) a classical Cartan matrix of rank \( n \), the real loop algebra \( \mathfrak{L}(\mathfrak{g}(A)) \) is defined as the \( \mathbb{R} \)-tensor product of the ring of Laurent-polynomials \( \mathfrak{L} := \mathbb{R}[t, t^{-1}] \) with the classical split-real Lie algebra \( \mathfrak{g}(A)(\mathbb{R}) \). Explicitly,

\[
\mathfrak{L}(\mathfrak{g}(A)) := \mathfrak{L} \otimes_{\mathbb{R}} \mathfrak{g}(A)
\]

as vector spaces and the Lie bracket is given via

\[
[P \otimes x, Q \otimes y] = (P \cdot Q) \otimes [x, y],
\]

where the bracket on the right hand side is the Lie bracket in \( \mathfrak{g}(A) \) and \( \cdot \) denotes the multiplication of Laurent polynomials. Denote the Chevalley involution on \( \mathfrak{g}(A) \) by \( \hat{\omega} \), i.e., let \( \hat{\omega} \) denote the involution that is determined by its action on the Chevalley generators \( e_i, f_i, h_i \) of \( \mathfrak{g}(A) \):

\[
\hat{\omega}(e_i) = -f_i, \quad \hat{\omega}(f_i) = -e_i, \quad \hat{\omega}(h_i) = -h_i \quad \forall \ i = 1, \ldots, n.
\]

In the terminology of eqs. (4), (5) and (6) this corresponds to the situation where \( \gamma \) is trivial and \( \tau \) is such that each sign \( \tau_i = -1 \). Denote by \( \theta \) the highest root of \( \Delta(A) \) and pick a normalized vector \( e_\theta \in \mathfrak{g}_\theta \). With \( \hat{\omega} \) the Cartan involution of \( \mathfrak{g}(A) \) and \( e_{-\theta} := \hat{\omega}(e_\theta) \), set

\[
e_0 := t \otimes e_{-\theta}, \quad f_0 := t^{-1} \otimes e_\theta,
\]

then

\[
\mathfrak{L}(\mathfrak{g}(A)) = \langle e_0, f_0, \mathfrak{g}(A) \rangle.
\]

As vector spaces the affine extension \( \mathfrak{g}(\tilde{A}) \) of \( \mathfrak{g}(A) \) is given as

\[
\mathfrak{g}(\tilde{A}) = \mathfrak{L}(\mathfrak{g}(A)) \oplus \mathbb{K} \cdot K \oplus \mathbb{K} \cdot d,
\]

where \( K \) and \( d \) are the missing elements in the Cartan subalgebra of \( \mathfrak{g}(\tilde{A}) \) and the above \( e_0, f_0 \) coincide with the Chevalley generators of \( \mathfrak{g}(\tilde{A}) \). The precise nature of \( K \) and \( d \) is not important to us, since we are interested in the following statement:

**Lemma 13.** Let \( \mathfrak{g}(\tilde{A}) \) be the affine extension of \( \mathfrak{g}(A) \) and let \( \sigma \) be an involution as in eqs. (4), (5) and (6) but such that \( \gamma \) is trivial and \( \tau \) is \( \mathbb{K} \)-linear. Then \( \text{Fix}_\sigma(\mathfrak{g}(\tilde{A})) \subseteq \mathfrak{L}(\mathfrak{g}(A)) \).

**Proof.** If \( \gamma \) is trivial then \( \sigma(h) = -h \) for all \( h \in \mathfrak{h}(\tilde{A}) \), in particular \( \sigma(K) = -K \) and \( \sigma(d) = -d \). Thus, these elements are not fixed by \( \sigma \) and therefore not contained in \( \text{Fix}_\sigma(\mathfrak{g}(\tilde{A})) \).

So it suffices to study the loop algebra to understand \( \text{Fix}_\sigma(\mathfrak{g}(\tilde{A})) \) and we would like to describe its structure in a little bit more detail.

**Lemma 14.** Let \( \hat{\sigma} : \mathfrak{g}(A) \rightarrow \mathfrak{g}(A) \) be an involution of Berman type with trivial \( \gamma \), \( \mathbb{K} \)-linear \( \tau \) and denote by \( \beta_\pm : \mathfrak{L} \rightarrow \mathfrak{L} \) the ring involution determined by \( t \mapsto \pm t^{-1} \). Then \( \sigma := \beta_\pm \otimes \hat{\sigma} \) is an involution of the loop
algebra $\mathcal{L}(\mathfrak{g}(A))$. It is also of Berman type with $\rho_0 = \pm \varepsilon$ iff $\hat{\sigma}(e_\theta) = \varepsilon e_{-\theta}$ (after restriction from $\mathfrak{g} \left( \tilde{A} \right)$ to $\mathcal{L}(\mathfrak{g}(A))$). Set

$$\mathcal{L}^\pm := \{ p \in \mathcal{L} \mid \beta_\pm(p) = \pm p \}, \quad s^\pm := \{ x \in \mathfrak{g}(A) \mid \hat{\sigma}(x) = \pm x \},$$

where the $\pm$ signs in the first set are independent of $\beta_\pm$, then

$$Fix_{\sigma} \left( \mathfrak{g} \left( \tilde{A} \right) \right) = \mathcal{L}^+ \otimes s^+ \oplus \mathcal{L}^- \otimes s^-.$$  \hfill (17)

Furthermore, $\mathcal{L}^+ \otimes s^+$ is a subalgebra, $\mathcal{L}^- \otimes s^-$ a $\mathcal{L}^+ \otimes s^+$-module and $[\mathcal{L}^- \otimes s^-, \mathcal{L}^- \otimes s^-] \subset \mathcal{L}^+ \otimes s^+$.

Proof. First of all $\sigma$ is an involution because of the way the Lie bracket is defined on $\mathcal{L}(\mathfrak{g}(A))$. From $\hat{\sigma}(e_\theta) = \varepsilon e_{-\theta}$ one deduces that

$$\sigma(f_0) = \beta_\pm(t^{-1}) \otimes \hat{\sigma}(e_\theta) = \pm t \otimes (\varepsilon e_{-\theta}) = \pm \varepsilon e_0$$

and vice versa. The relations $\mathcal{L}^\pm \cdot \mathcal{L}^\pm \subset \mathcal{L}^+$, $\mathcal{L}^\pm \cdot \mathcal{L}^- \subset \mathcal{L}^-$ hold for the $\pm$-eigenspaces of any ring involution as well as $[s^\pm, s^\pm] \subset s^+$, $[s^\pm, s^\mp] \subset s^-$ hold for any Lie algebra involution. \hfill $\Box$

The representation theory of such Lie algebras is rather unexplored at the moment. A major obstacle is that the Lie algebra does not have a graded but only a filtered structure. An easy way to produce at least some representations is via evaluation maps. The evaluation map $ev_a$ for $0 \neq a \in \mathbb{K}$ is defined as

$$ev_a : \mathcal{L} \to \mathbb{K}, \quad P(t) \mapsto P(t = a) \in \mathbb{K}. \hfill (18)$$

It is a ring homomorphism and any representation of $\mathfrak{g}(A)$ extends to a representation of $\mathcal{L}(\mathfrak{g}(A))$ via such evaluation maps. Explicitly, let $\rho : \mathfrak{g}(A) \to \text{End}(V)$ be a representation, then extend this representation to $\mathcal{L}(\mathfrak{g}(A))$ by setting

$$\rho_a(P(t) \otimes x) := P(a) \cdot \rho(x). \hfill (19)$$

One can also use the structure of $\mathfrak{g}(A)$ and $\mathfrak{g}(A)$ to extend representations. Given a representation $(\phi, V)$ of $\mathfrak{g}^+$ one can set

$$\tilde{\phi}_a(p \otimes x + q \otimes y) = ev_a(p) \cdot \phi(x) \quad \forall p \in \mathcal{L}^+, \quad q \in \mathcal{L}^-, \quad x \in s^+, \quad y \in s^-,$$  \hfill (20)

which also provides a representation. Note that this representation has a rather large kernel as all elements in $\mathcal{L}^+ \otimes s^+$ that can be written as a commutator of elements in $\mathcal{L}^- \otimes s^-$ automatically vanishes.

Evaluation maps throw away lots of information because they ignore most of the loop structure. It is possible to relate such filtered Lie algebras to graded ones as described in $[24]$ and $[29, 23]$ for the case where $\sigma$ is the Chevalley involution. However, the methods from $[24]$ should also work for arbitrary $\hat{\sigma}$.

### 3 Examples

We conclude with some examples that may be interesting towards physical applications.

**The euclidean example** $\mathcal{L}_{4,0}(0,0,0,0)(\mathbb{R})$ and the **Lorentzian** $\mathcal{L}_{3,1}(0,0,0,0)(\mathbb{R})$

As a first example consider the affine Kac-Moody algebra $\mathfrak{g} \left( \tilde{A}_3 \right)(\mathbb{R})$ and its involutory subalgebras where

$$\tilde{A}_3 = \begin{pmatrix} 2 & -1 & 0 & -1 \\ -1 & 2 & -1 & 0 \\ 0 & -1 & 2 & -1 \\ -1 & 0 & -1 & 2 \end{pmatrix}. $$
We will show that $Q_{4,0}(0,0,0,0) \mathbb{R}$ maps to an involutory subalgebra of $g := g(\tilde{A}_3)(\mathbb{R})$. Color the diagram $D(\tilde{A}_3)$ such that nodes 1 and 2 are white and 3 and 4 are black (compare figure 3a). Then with $\kappa := \eta \tau$ as in eq. (10) one has

$$\text{Fix}_\kappa(g) = \langle Z_1 = X_1, Z_2 = X_2, Z_3 = Y_3, Z_4 = Y_4 \rangle_{\mathbb{R}} \quad (21)$$

and one computes with (12) that $\Delta(Z_i) = 0 \forall i = 1, 2, 3, 4$.

We will now show that the abstract involution $\kappa$ can be expressed in terms of an involution on the classical part $g(A_3)(\mathbb{R}) \cong \mathfrak{sl}(4, \mathbb{R})$ and an involution on the Laurent polynomials.

Proposition 15. The subalgebra Fix$_\kappa(g)$ of $g(\tilde{A}_3)(\mathbb{R})$ is isomorphic to the subalgebra Fix$_\sigma(L(g(A)))$ with $\sigma = \beta_+ \otimes \tilde{\sigma}$ where $\beta_+$ is as in lemma 14 and $\tilde{\sigma}$ is the involution of Berman type on $g(A_3)(\mathbb{R})$ determined by

$$\tilde{\sigma}(e_1) = -f_1, \quad \tilde{\sigma}(e_2) = -f_2, \quad \tilde{\sigma}(e_3) = +f_3.$$ 

With $s^\pm := \{ x \in g(A_3)(\mathbb{R}) \mid \tilde{\sigma}(x) = \pm x \}$ and $L^\pm = \{ P \in \mathbb{R}[t,t^{-1}] \mid P(t^{-1}) = P(t) \}$ one obtains the following structure:

$$\text{Fix}_\kappa(g) \cong L^+ \otimes s^+ \oplus L^- \otimes s^-.$$ 

There exists an epimorphism from $\Omega_{4,0}(0,0,0,0)\mathbb{R}$ to Fix$_\kappa(g)$.

Proof. The involution $\kappa$ that describes Fix$_\kappa(g)$ is of Berman type and its action on $e_i, f_i$ for $i = 1, 2, 3$ coincides with the above action of $\tilde{\sigma}$. The action of $\beta_+ \otimes \tilde{\sigma}$ is already determined by $\tilde{\sigma}$ and we need to show that it coincides with $\kappa$. The highest root of $A_3$ is $\theta = \alpha_1 + \alpha_2 + \alpha_3$ and a suitable basis vector is

$$e_\theta := [e_1, [e_2, e_3]] \Rightarrow e_{-\theta} = -\tilde{\omega}(e_\theta) = -(-1)^3 [f_1, [f_2, f_3]] = [f_1, [f_2, f_3]].$$

Now

$$\tilde{\sigma}(e_{-\theta}) = (-1)^2 [e_1, [e_2, e_3]] = e_\theta,$$

so that

$$\sigma(e_0) = f_0 = \kappa(e_0).$$

Hence, lemma 14 can be applied. Application of prop. 11 shows that there exists an epimorphism from $\Omega_{4,0}(0,0,0,0)\mathbb{R}$ to Fix$_\kappa(g)$ because the diagram is suitably colored. \qed
Proposition 16. Denote by $\kappa = \eta \tau$ the $K$-linear involution of Berman type on $\mathfrak{g}(\tilde{A}_3)(\mathbb{R})$ that is given by the signs (compare figure 3 b) $\rho_3 = +1$, $\rho_0 = \rho_1 = \rho_2 = -1$ in (30) and trivial diagram automorphism. Then there exists an epimorphism of Lie algebras $\Omega_{3,1}(0,0,0,0)(\mathbb{R}) \to \mathfrak{S} := \text{Fix}_\kappa \left( \mathfrak{g}(\tilde{A}_3)(\mathbb{R}) \right)$, given by sending the generators of $\Omega_{3,1}$ to the Berman generators of $\mathfrak{S}$. Denote by $\tilde{\sigma}$ the restriction of $\kappa$ to the naturally contained subalgebra $\mathfrak{g}(A_3)(\mathbb{R})$ and recall from lemma [14] that $\beta_-$ denotes the ring automorphism on the Laurent polynomials $\mathcal{L}$ that is defined by $t \mapsto -t^{-1}$. Then, $\sigma := \beta_- \otimes \tilde{\sigma}$ coincides with $\kappa$ on the loop algebra $\mathcal{L}(\mathfrak{g}(A_3)) \subset \mathfrak{g}(\tilde{A}_3)$ and $\text{Fix}_\sigma \left( \mathfrak{g}(\tilde{A}_3)(\mathbb{R}) \right) = \text{Fix}_\tau \left( \mathcal{L}(\mathfrak{g}(A_3)) \right)$. One has that

$$\mathfrak{S} = \mathcal{L}^+ \otimes \mathfrak{s}^+ \oplus \mathcal{L}^- \otimes \mathfrak{s}^-,$$

where $\mathcal{L}^+ = \mathbb{R} \cdot 1 \oplus \mathbb{R}\{t^n + (-1)^n t^{-n}, n = 1, \ldots \}$, $\mathcal{L}^- := \mathbb{R}\{t^n - (-1)^n t^{-n}, n = 1, \ldots \}$, and $\mathfrak{s}^\pm := \{x \in \mathcal{L}(\mathfrak{g}(A_3)) \mid \sigma(x) = \pm x\}$ denote the respective $\pm 1$ eigenspaces of the involved involutions.

Proof. It is stated in lemma [14] that $\sigma$ is of Berman type, where the sign $\rho_0$ for the affine node is given as $\rho_0 = -\varepsilon$ with $\tilde{\sigma}(e_0) = \varepsilon e_{-\theta}$. In the proof of proposition [15] we computed that $\sigma(e_0) = e_{-\theta}$ and therefore $\rho_0 = -1$. This shows that $\sigma = \kappa$ and so the only thing left to show is that the Berman generators $Z_0, Z_1, Z_2, Z_3$ of $\mathfrak{S}$ satisfy

$$\left( -\text{ad} (Z_0)^2 + \sum_{i=1}^3 \text{ad} (Z_i)^2 \right) (Z_\mu) = 0 \ \forall \mu = 0, \ldots , 3.$$

Now $Z_0 = X_0 = e_0 - f_0$ implies that $\text{ad} (Z_0)^2 (Z_1) = -Z_1$ and $\text{ad} (Z_0)^2 (Z_3) = -Z_3$. One computes

$$\left( -\text{ad} (Z_0)^2 + \sum_{i=1}^3 \text{ad} (Z_i)^2 \right) (Z_0) = \left( \text{ad} (Z_1)^2 + \text{ad} (Z_3)^2 \right) (Z_0) = (-1 + 1) (Z_0)$$

$$\left( -\text{ad} (Z_0)^2 + \sum_{i=1}^3 \text{ad} (Z_i)^2 \right) (Z_1) = \left( -\text{ad} (Z_0)^2 + \text{ad} (Z_2)^2 \right) (Z_1) = (1 - 1) (Z_1)$$

$$\left( -\text{ad} (Z_0)^2 + \sum_{i=1}^3 \text{ad} (Z_i)^2 \right) (Z_2) = \left( \text{ad} (Z_1)^2 + \text{ad} (Z_3)^2 \right) (Z_2) = (-1 + 1) (Z_2)$$

$$\left( -\text{ad} (Z_0)^2 + \sum_{i=1}^3 \text{ad} (Z_i)^2 \right) (Z_3) = \left( -\text{ad} (Z_0)^2 + \text{ad} (Z_2)^2 \right) (Z_3) = (1 - 1) (Z_3) .$$

Now $\mathfrak{s}^+ \cong \mathfrak{so} (1,3)$ so that all representations of $\mathfrak{so} (1,3)$ induce a representation of $\Omega_{4,0} (0,0,0,0) (\mathbb{R})$. This includes for instance the Dirac spinors. Furthermore, infinite dimensional unitary representations of $SO (1,3)$ provide anti-hermitian representations of $\Omega_{4,0} (0,0,0,0) (\mathbb{R})$ via this construction.

The above examples can be extended to $\Omega_{4n} (0, \ldots , 0) (\mathbb{R})$ and $\Omega_{4n-1} (0, \ldots , 0) (\mathbb{R})$ for any $n \geq 1$, as the diagram then is also suitably colored. Then an (anti-)hermitian representation of $\mathcal{L}(\mathfrak{g}(A_{4n-1}))$ induces one for $\text{Fix}_\sigma \left( \mathfrak{g}(\tilde{A}_{4n-1}) \right)$ and therefore for $\Omega_{4n} (0, \ldots , 0)$ and $\Omega_{4n-1} (0, \ldots , 0)$ (R). By the evaluation map $ev_a$ any (anti-)hermitian representation of $\mathfrak{g}(A_{4n-1})$ extends to such a representation of $\mathcal{L}(\mathfrak{g}(A_{4n-1}))$ if $a$ is real. Note that we considered the split-real form of $\mathfrak{g}(A_{4n-1})$ which is $\mathfrak{sl}(4n, \mathbb{R})$ and therefore any such representation will be infinite-dimensional, as $SL(4n, \mathbb{R})$ does not admit finite-dimensional unitary representations.
A homomorphism $\Omega_{n,0} (-2, \ldots, -2) (\mathbb{R}) \rightarrow \mathfrak{t} \left( \tilde{A}_{n-1} \right) (\mathbb{R})$ and anti-hermitian representations

Each node in Dynkin diagram of $\tilde{A}_{n-1}$ has exactly two neighbors (compare figure 3). Taking the maximal compact subalgebra $\mathfrak{t} \left( \tilde{A}_{n-1} \right)$ corresponds to coloring all nodes black and therefore there exists an epimorphism from $\Omega_{n} (-2, \ldots, -2)$ to $\mathfrak{t} \left( \tilde{A}_{n-1} \right)$ according to prop. 11.

**Corollary 17.** There exists an epimorphism from $\Omega_{n} (-2, \ldots, -2)$ to $\mathfrak{t} \left( \tilde{A}_{n-1} \right)$ which is defined by sending the generators $x_{1}, \ldots, x_{n}$ of $\Omega_{n} (-2, \ldots, -2)$ to the Berman generators $X_{1} := e_{1} - f_{1}, \ldots, X_{n} = e_{n} - f_{n}$ of $\mathfrak{t} \left( \tilde{A}_{n-1} \right)$. Now what anti-hermitian representations does this imply for $\Omega_{n,0} (-2, \ldots, -2) (\mathbb{R})$? First of all, any highest weight representation of $\mathfrak{g} \left( \tilde{A}_{n-1} \right)$ possesses a contravariant form w.r.t. which the $X_{i}$ are skew-adjoint (see chapter 11 of [22], the result also applies for $\mathfrak{g}$ split-real and $\mathfrak{t}$ as above). But again we can exploit that $\mathfrak{t} \left( \tilde{A}_{n-1} \right)$ is contained in the loop algebra $\mathfrak{L} \left( \mathfrak{g} \left( A_{n-1} \right) \right)$. Any element of $\mathfrak{t} \left( \tilde{A}_{n-1} \right)$ can be written as a linear combination\(^3\) of

$$ t^{n} \otimes E_{\alpha} - t^{-n} \otimes E_{-\alpha}, \alpha \in \Delta \left( A_{n-1} \right), \quad (t^{n} - t^{-n}) \otimes h, \ h \in \mathfrak{h} $$

where $E_{-\alpha} := -\tilde{\omega} \left( E_{\alpha} \right)$ for all $\alpha \in \Delta \left( A_{n-1} \right)$ and $\mathfrak{h}$ denotes the Cartan subalgebra of $\mathfrak{g} \left( A_{n-1} \right)$. Let $(\phi, V)$ be a highest weight representation of $\mathfrak{g} \left( A_{n-1} \right)$ then the representation matrices can be chosen such that

$$ \phi (E_{\alpha})^{\dagger} = \phi (E_{-\alpha}), \quad \phi (h)^{\dagger} = \phi (h) \ \forall \ h \in \mathfrak{h}, $$

so that upon identification of $1 \otimes E_{\alpha}$ with $E_{\alpha}$ the elements $1 \otimes E_{\alpha} - 1 \otimes E_{-\alpha}$ act by skew-adjoint operators. Which evaluation maps $ev_{a}$ preserve this? One has for $a \in \mathbb{R}$

$$ \phi_{a} \left( t^{n} \otimes E_{\alpha} - t^{-n} \otimes E_{-\alpha} \right) = a^{n} \cdot \phi \left( E_{\alpha} \right) - a^{-n} \phi \left( E_{-\alpha} \right), \quad \phi_{a} \left( (t^{n} - t^{-n}) \otimes h \right) = (a^{n} - a^{-n}) \cdot \phi (h) $$

and so

$$ \phi_{a} \left( t^{n} \otimes E_{\alpha} - t^{-n} \otimes E_{-\alpha} \right)^{\dagger} = a^{n} \cdot \phi \left( E_{-\alpha} \right) - a^{-n} \phi \left( E_{\alpha} \right) $$

which is skew-adjoint if $a^{n} = a^{-n}$ for all $n$ which only leaves $a = \pm 1$. This also implies $ev_{a} \left( t^{n} - t^{-n} \right) = 0$ and therefore the $(t^{n} - t^{-n}) \otimes h$ act trivially.

\(^3\)We provided this description of $\mathfrak{t} \left( \tilde{A}_{n-1} \right) \subset \mathfrak{L} \left( \mathfrak{g} \left( A_{n-1} \right) \right)$ in [23].
Corollary 19. There exists an epimorphism \( g(A_{n-1}) \rightarrow n^+(E_9) \).

Different to the previous examples we now try to find a set of 10 elements \( y_1, \ldots, y_{10} \) which satisfy \( \text{ad} (y_i)^2 (y_j) = 0 \) already without any summation. Then, any result we obtain will hold for arbitrary signature \((10-d,d)\).

Corollary 19 (to prop. [1]). There exists an epimorphism \( \Omega_{10-d,d}(0, \ldots, 0) \rightarrow n^+(E_{10}) \).

More interestingly, corollary [9] shows that \( \Omega_{p,q,d}(0, \ldots, 0)(R) \) with \( 9 \leq p + q \leq |\frac{1}{2} \Delta(E_8)| \) maps onto \( g(E_8)(R) \) such that each generator is realized nontrivially and linearly independent:

\[
\phi(x_i) = f_i, \forall i = 1, \ldots, 8, \quad \phi(x_9) = e_{\theta}, \quad \phi(x_{9+j}) = e_{\beta_j}.
\]

For \( p + q = 9 \), it also sets apart one generator, as only \( x_9 \) is realized in a positive root space. For affine root systems the the root system is

\[
\Delta_{rc}(A) = \left\{ n\delta + \alpha \mid n \in \mathbb{Z}, \alpha \in \Delta(\hat{A}) \right\}, \quad \Delta^{im}(A) = \{ n\delta \mid n \in \mathbb{Z} \setminus \{0\} \},
\]

where \( \hat{A} \) denotes the sub-diagram of finite type.

Proposition 20. Let \( \gamma = n\delta + \beta \in \Delta_{rc}(E_9) \) with \( \beta \in \Delta(E_8) \setminus \{-\theta, \alpha_1, \ldots, \alpha_8\} \) and \( e_{\gamma} \in g(E_9)_{\gamma} \), where \( \theta \) denotes the highest \( E_8 \)-root. Then \( \langle e_{\gamma}, f_0, f_1, \ldots, f_8 \rangle \cong g'(E_9) \) and the map

\[
x_0 \mapsto f_0, \quad x_1 \mapsto f_1, \ldots, x_{10} \mapsto e_{\gamma}
\]

extends to an epimorphism of \( \Omega_{10-d,d}(0, \ldots, 0) \rightarrow g'(E_9) \).

Proof. The claim \( \langle e_{\gamma}, f_0, f_1, \ldots, f_8 \rangle \cong g'(E_9) \) follows from lemma [7]. More directly one could also specialize to \( \gamma = 2\delta + \beta \) for some \( \beta \in \Delta(E_8) \). By successive application of \( f_1, \ldots, f_8 \) it is possible to reach the root space \( 2\delta - \theta \), because in the finite root system \( \Delta(E_8) \), \(-\theta \) is a lowest root. But then

\[
(2\delta - \theta) - 2\alpha_0 = (2\delta - \theta) - 2(\delta - \theta) = \theta
\]

and from \( e_{\theta} \) one obtains all \( e_{1, \ldots, 8} \). Since the intermediate step reaches an element \( e_{\delta} \) one can apply \( e_{-\delta} \) and obtain \( e_0 \) as well.

It is still left to show that \( \langle e_{\gamma}, f_0, f_1, \ldots, f_8 \rangle \cong g'(E_9) \) defines a homomorphism. The Serre-relations imply that \( \text{ad} (f_i)^2 (f_j) = 0 \) for all \( i, j \in \{0, \ldots, 8\} \). For \( \gamma = n\delta + \beta \in \Delta_{rc}(E_9) \) one has for \( i = 1, \ldots, 8 \) that \( 2\gamma \in \Delta \) because \( 2\beta \in \Delta \). Here it is actually crucial that \( \beta \neq \alpha_i \) \( \forall i = 1, \ldots, 8 \). This implies that the corresponding root spaces are 0-dimensional and so one has

\[
\text{ad} (e_{\gamma})^2 (f_i) = 0 = \text{ad} (f_i)^2 (e_{\gamma}) \quad \forall i = 1, \ldots, 8.
\]
Now for $f_0$ it is
\[ 2\gamma - \alpha_0 = 2n\delta + 2\beta - (\delta - \theta) = (2n - 1)\delta + 2\beta + \theta \notin \Delta(E_9), \]
because $2\beta + \theta \notin \Delta(E_8)$ as $\beta \neq -\theta$. For the same reason
\[ \gamma - 2\alpha_0 = (n - 2)\delta + \beta + 2\theta \notin \Delta(E_9), \]
so that one also has
\[ \text{ad}(e_\gamma)^2(f_0) = 0 = \text{ad}(f_0)^2(e_\gamma). \]
This shows that that (22) extends to a homomorphism. As $\langle e_\gamma, f_0, f_1, \ldots, f_8 \rangle \cong \mathfrak{g}'(E_9)$ it is an epimorphism. 

We believe that it is possible to find a similar epimorphism for $\Omega_{11-d,d}(0, \ldots, 0) \rightarrow \mathfrak{g}'(E_{10})$. One simply has to find (and therefore show existence of) a real positive root with maximal support $\beta$, such that $\beta - 2\alpha_i \notin \Delta(E_{10})$ for all $i = 1, \ldots, 10$.

A homomorphism $\Omega_{26-m,m}(0, \ldots, 0)(\mathbb{R}) \rightarrow \mathfrak{g}(E_{10})(\mathbb{R})$

The following example shows that it is also possible to map QMSAs of higher rank to KM-algebras of much lower rank such that the generators are still linearly independent in the image. Towards this, we make use of the structure of the $E_{10}$-root system’s structure, especially that it contains an $A_9$-sub-root system, in our notation spanned by the roots $\alpha_1, \ldots, \alpha_9$. We map the first 10 generators $x_1, \ldots, x_{10}$ of $\Omega_{26-m,m}(0, \ldots, 0)(\mathbb{R})$ to the Chevalley generators $f_1, \ldots, f_{10}$ as in the previous examples. But to avoid a detailed study of the $E_{10}$-root system we pick different roots $\beta_1, \ldots, \beta_{16} \in \Delta_{+}^r(E_{10})$ to accomplish $\langle f_1, \ldots, f_{10}, e_{\beta_1}, \ldots, e_{\beta_{16}} \rangle = \mathfrak{g}(E_{10})$.

Set $\beta = \alpha_7 + \alpha_{10}$, where the labeling of simple roots is according to figure 3. The product $\langle \beta, \gamma \rangle$ with any positive root $\gamma \in \Delta(A_9)$ is completely determined by the following ones:
\[ \langle \beta, \alpha_7 \rangle = 1, \quad \langle \beta, 0 \rangle = 0 = \langle \beta, \alpha_7 + \alpha_8 \rangle, \quad \langle \beta, \alpha_6 + \alpha_7 + \alpha_8 \rangle = -1, \quad \langle \beta, \alpha_6 \rangle = -1 = \langle \beta + \alpha_8 \rangle. \]

These determine everything, because if $\gamma = \sum_{i=1}^{9} k_i \alpha_i \in \Delta(A_9)$ is a positive $A_9$-root, then $k_i \in \{0, 1\}$ such that $\text{supp}(\gamma)$ is connected. As the coefficients $k_i$ in decomposition of any root $\delta = \sum_{i=1}^{10} k_i \alpha_i \Delta(E_{10})$ have to be either all nonnegative or all nonpositive, one concludes that $\beta - \gamma \notin \Delta(E_{10})$ for all $\alpha_7 \neq \gamma \in \Delta(A_9)$. Hence one arrives at
\[
\begin{align*}
    k\beta + \gamma, \beta + k\gamma \in \Delta(E_{10}) & \quad \text{for } k \in \{0, 1\} \quad \text{if } \langle \beta, \gamma \rangle = -1 \\
    k\beta + \gamma, \beta + k\gamma \in \Delta(E_{10}) & \quad \text{for } k \in \{0\} \quad \text{if } \langle \beta, \gamma \rangle = 0 \\
    k\beta + \gamma, \beta + k\gamma \in \Delta(E_{10}) & \quad \text{for } k \in \{0, -1\} \quad \text{if } \langle \beta, \gamma \rangle = +1,
\end{align*}
\]

Figure 3: The generalized Dynkin diagram of type $E_{10}$. 
where the last case only occurs for $\gamma = \alpha_7$. This shows with $\beta - \gamma \not\in \Delta(E_{10})$ that
\[
\text{ad} (e_\beta)^2 (e_\gamma) = 0 = \text{ad} (e_\gamma)^2 (e_\beta) \ \forall \gamma \in \Delta(A_9) \setminus \{\alpha_1, \ldots, \alpha_9\}.
\] (23)

Note that while the exception of simple roots is not necessary for the above equality it is necessary for the following:
\[
\text{ad} (f_i)^2 (e_\gamma) = 0 = \text{ad} (e_\gamma)^2 (f_i) \ \forall \gamma \in \Delta(A_9) \setminus \{\alpha_1, \ldots, \alpha_9\} \ \forall i = 1, \ldots, 10.
\] (24)

One now takes the $A_9$-roots
\[
\Gamma := \bigcup_{i=1}^{8} \{\alpha_i + \alpha_{i+1}\} \cup \bigcup_{i=1}^{7} \{\alpha_i + \alpha_{i+1} + \alpha_{i+2}\}
\]
and observes that
\[
\chi := \{f_1, \ldots, f_{10}, e_\beta, e_\gamma \mid \gamma \in \Gamma\}
\]
is a generating set of $\mathfrak{g}(E_{10})(\mathbb{R})$ that satisfies $\text{ad}(x)^2(y) = 0 \ \forall x, y \in \chi$. As $|\chi| = 26$, it provides an epimorphism $\Omega_{26-m,m}(0, \ldots, 0)(\mathbb{R}) \rightarrow \mathfrak{g}(E_{10})(\mathbb{R})$ for any signature and of course also if one replaces $\mathbb{R}$ with $\mathbb{C}$. The amount of arbitrary choices we made in this example show that these kinds of epimorphisms are not specific to $\Omega_{26-m,m}$ and $\mathfrak{g}(E_{10})$ but we thought it is a potentially interesting example.
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