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Abstract—Designing adaptable control laws that can transfer between different robots is a challenge because of kinematic and dynamic differences, as well as in scenarios where external sensors are used. In this work, we empirically investigate a neural networks ability to approximate the Jacobian matrix for an application in Cartesian control schemes. Specifically, we are interested in approximating the kinematic Jacobian, which arises from kinematic equations mapping a manipulator’s joint angles to the end-effector’s location. We propose two different approaches to learn the kinematic Jacobian. The first method arises from visual servoing where we learn the kinematic Jacobian as an approximate linear system of equations from the k-nearest neighbors for a desired joint configuration. The second, motivated by forward models in machine learning, learns the kinematic behavior directly and calculates the Jacobian by differentiating the learned neural kinematics model. Simulation experimental results show that both methods achieve better performance than alternative data-driven methods for control, provide closer approximations to the proper kinematics Jacobian matrix, and on average produce better-conditioned Jacobian matrices. Real-world experiments were conducted on a Kinova Gen-3 lightweight robotic manipulator, which includes an uncalibrated visual servoing experiment, a practical application of our methods, as well as a 7-DOF point-to-point task highlighting that our methods are applicable on real robotic manipulators.

I. INTRODUCTION

This work focuses on learning the kinematics Jacobian, which arises from a manipulator’s forward kinematic equations. Forward kinematics describes the location of a manipulator’s end-effector $x = f(q)$ where $f$ is the manipulator’s kinematic equations, $x \in \mathbb{R}^m$ is the end-effector, and $q \in \mathbb{R}^n$ are the joint angles. Differentiating with respect to time describes the velocity relation between joints and end-effector $J(q)\dot{q} = \dot{x}$ where $J(q) \in \mathbb{R}^{m \times n}$ is the kinematic Jacobian. In robotic applications, the kinematic Jacobian can be useful for controlling robots, such as in Cartesian control schemes (Craig 1989). These classical controllers are often preferred in practice because of their well-understood behavior. Fundamentally, Cartesian control seeks to solve an ill-posed inverse problem and other works have explored directly learning input gradients (Adler & Öktem 2017, Song et al. 2020), but ignore analyzing the intermediate Jacobian representation.

However, calculating the true Jacobian can be difficult in practice for less controlled environments. One reason is due to uncertainty in the kinematics or dynamics of the robotic system. Uncertainty can arise in object manipulations with robotic fingers where all fingers impose complex-to-model parallel-kinematics (Jagersand et al. 1996). Furthermore, the introduction of external sensory information changes the structure of the Jacobian. An example of this is visual servoing (VS), where an analytic Jacobian exists but can be difficult to calculate in practice (Hutchinson et al. 1996). In these situations, an adaptive learning approach is beneficial and can help enable the application of robots in less controlled settings (Hutchinson et al. 1996, Jin et al. 2020, 2019).

Jacobian approximation methods, both local and global approaches, have been previously studied in uncalibrated visual servoing (UVS) research. Local methods typically use a finite difference approximation that can be updated online (Jagersand 1996, Jagersand et al. 1997, Piepmeier et al. 2004, Qian & Su 2002). These methods are convenient as they are easy to interpret and have local convergence guarantees (Nematollahi & Janabi-Sharifi 2009). However, a limitation is they do not remember the information collected while following a trajectory and fail to converge toward distant targets. Global methods mitigate this by incorporating information from the entire workspace to increase performance stability. However, to the best of our knowledge, current research has only considered non-parametric methods, such as K-nearest neighbors, which can be memory intensive (Farahmand et al. 2007). We propose that neural networks can be effective Jacobian approximators that work well compared to alternative UVS techniques. Specifically, we propose two methods based on neural networks trained to predict the Jacobian matrix, specifically with an application for kinematic control schemes in mind.

Our first method predicts the Jacobian matrix directly by utilizing a loss function based on the equations of motion for robots. It is motivated by previous work in uncalibrated visual servoing (UVS) research. We refer to this as the Neural Jacobian method. To our knowledge, our Neural Jacobian formulation is novel. However, variations have previously been proposed in the literature (Zhao & Cheah 2009, Lyu & Cheah 2018, Lyu & Cheah 2020). Our variation of the method only requires access to position information. In contrast to other works that focus more on theoretical understanding, we focus on the empirical evaluations of our approach.

The second method predicts the forward kinematics and the Jacobian is recovered with back-propagation. We refer to this forward model approach as the Neural Kinematics method. This approach is motivated from deep learning the-
ory, which suggests that neural networks can effectively approximate derivative information \cite{hornik1990, 1995, mai2003}. Approximating gradients in sub-networks appears through various machine learning fields such as generative adversarial networks \cite{goodfellow2014} and reinforcement learning \cite{lillicrap2016, gal2016}. Most closely tied to our Neural Kinematics approach is the work of Jordan et al. \cite{1989} where Jacobian approximation was explicitly discussed. Our work differs as we directly use the approximate Jacobian for control, whereas they use it to optimize a sub-network for control more typical in deep learning.

In our experiments, both methods are studied in an \textit{ab initio learning} setting where the robot does not have a-priori knowledge of it’s own rigid body and must learn to control itself through interacting with the environment \cite{censi2013}. We evaluate our controllers on point-reaching tasks in extensive simulation experiments. The objective of these tasks is to move our robot’s end-effector towards a target \(x^* \in \mathbb{R}^m\). We analyze several aspects of the Jacobian matrices from our control tasks and find that our neural methods are generally closer approximations to alternative learning methods and can be better behaved on average than the alternative \textit{ab initio} approaches considered. We then provide proof-of-concept applications of our methods on a Kinova Gen-3 light robotic manipulator in a 2-DOF visual servoing task, as well as a kinematic control experiment using all 7-DOF of the manipulator \cite{kinova2020}. We focus on the general case of kinematic control and do not study singularity configurations. To our knowledge, singularities have non-trivial problems warranting special consideration, and are left for future works \cite{chen1993, dietrich2015}.

In Section \textbf{II} we provide pertinent background information. Section \textbf{III} discusses our proposed methods in detail. In Section \textbf{IV} we report our experimental results in simulation and on the Kinova manipulator. We conclude and discuss future research directions in Section \textbf{VI}.

\section{Background}

In this section, we briefly discuss relevant topics for understanding our work. The topics we considered most relevant for comprehension are forward kinematics, Cartesian control laws, and neural networks.

\subsection{Forward Kinematics}

A robot can be represented by a collection of rigid body links and joint angles between these links. A significant relationship between links and joint angles is the location of the tip of the final link, or end-effector, in relation to the base of a robot. This relationship can be modeled with forward kinematics, which describes the relationships between joint angles and links with homogeneous transformations \( T_i \in \mathbb{R}^{4 \times 4} \), where \( i = 0 \) refers to the joint we are transforming coordinate frames from to joint \( i \). Chaining these transformations together then describes the change of coordinate systems from base frame to end-effector’s coordinate system, and can be viewed as \( f(q) = x \) where \( q \in \mathbb{R}^n \) is our joint angles and \( x \in \mathbb{R}^m \) is our end-effector location where the dimensions \( m \) and \( n \) may not be equal. In visual servoing, the end-effector location \( x \) includes an additional projection function mapping it to the image plane surface \cite{hutchinson1996}.

\subsection{Cartesian Control Scheme}

The relationship between the motion of a robot’s end-effector and joint angle velocities can be described with the following equation \( \dot{x} = J(q)\dot{q} \), where \( \dot{x} = \frac{dx}{dt} \) and \( \dot{q} = \frac{dq}{dt} \) are the end-effector and actuator velocities, respectively. From this equation the \textit{inverse Jacobian} control law can be derived by multiplying through by \( \delta t \) on both sides and replacing the resulting finite difference in position \( \Delta x \) with \( x^* - x \) to represent our target position. This substitution comes from formulating the control law as a problem solvable with Newton’s method \cite{heath1996}.

For each step of control, the control output joint velocities are then calculated as:

\[
\Delta q = \lambda[J^T(x^* - x) + (I - J^TJ)y].
\]

where, \( \lambda \) refers to the gain parameter for the corresponding velocity to be sent to the robot and \( J^T(I - JJ^T)^{-1}J^T \) denotes the Moore-Penrose inverse of \( J \). Equation \textbf{(1)} is interpreted as sending a joint velocity command \( \dot{q} \) \cite{craig1989}. Algorithm \textbf{1} shows pseudo-code for this control law. The \((I - J^TJ)y \) term is included for completeness of the control law in the case of redundancy in a manipulator or tracked points in visual servoing \cite{chen1993, dietrich2015}, where \( y \) is a vector solution of the null space. In our experiments, this second term is not included as part of the evaluation.

\begin{algorithm}[h]
\begin{algorithmic}
\caption{Inverse Jacobian Controller}
\begin{itemize}
\item \textbf{Inputs:} joint angles \( q \), Target position \( x^* \), current position \( x \);
\item \textbf{Result:} velocity command \( \dot{q} \);
\item \( \Delta x \leftarrow x^* - x \) \quad \text{distance to target};
\item \( J \leftarrow J_0(q) \) \quad \text{evaluate Jacobian};
\item \( \Delta q \leftarrow \lambda[J^T \Delta x + (I - J^TJ)y] \) \quad \text{robot command};
\end{itemize}
\end{algorithmic}
\end{algorithm}

\subsection{Neural Networks}

Neural networks are a type of function approximator constructed by a series of stacked matrix products with intermittent non-linear functions \( \sigma \) between layers. They are composed of \( N \) layers of learned parameters where \( \{W^i, b^i\} \) correspond to layer \( i \)'s learning parameters \( W^i \in \mathbb{R}^{m_i \times n_i} \) with a bias term \( b^i \in \mathbb{R}^{n_i} \). Here, \( n_i \) refers to the dimension of the input to a specific layer, and \( m_i \) is the dimension of the outputs of that same layer. They need not be equal for each layer. Throughout this paper when referring to a neural function we use \( \theta \) to refer to the networks parameters. As an example, here is a simple two hidden neural network for regression: \( f_\theta(q) = W^3\sigma(W^2\sigma(W^1q + b^1) + b^2) + b^3 \). These
III. METHODOLOGY

In this section, we describe both of our proposed methods for Jacobian approximation. These include the Neural Jacobian and Neural Kinematics methods, which we visualize the deployment-time computation in Figure 2. The Neural Jacobian directly predicts the Jacobian, where as the Neural Kinematics calculates the Jacobian with respect to predicted position.

A. Neural Jacobian

Our Neural Jacobian method directly predicts the Jacobian and is trained with supervised learning. We assume there is only access to joint angle and end-effector locations. To define an objective, we make a linearization assumption by enforcing the Secant condition \( \Delta x_{ij} \approx J(q_i) \Delta q_{ij} \), where for points \( i \) and \( j \), \( \Delta x_{ij} = x_i - x_j \) and similarly for \( \Delta q_{ij} \). Each pair \( (\Delta x_{ij}, \Delta q_{ij}) \) is formed by the finite differences of the \( k \)-nearest neighbors of the current \( q \) being predicted (Jagersand 1996). We then fit our Jacobian on this set of finite difference:

\[
\min_{\theta} \sum_{i=1}^{k} \sum_{j=1}^{k} ||\Delta x_{ij} - J_\theta(q) \Delta q_{ij}||^2 + \beta ||\Delta q_{ij} - J_\theta(q)^T \Delta x_{ij}||^2.
\]  

In this objective, the first term was originally proposed by the work of Farahmand et al. (2007) where they fit a multi-output linear regression model and treat the weights as the Jacobian. We extend the objective in this work with the second term weighted by \( \beta \) which models the inverse relation; we assume that \( J^T \) is differentiable (Golub & Pereyra 1973). The intuition is that by training the network to predict both the forward and inverse relation, our Jacobian would be better conditioned when inverted for control. Our experiments suggest that this bi-directional learning’s utility depends on whether the systems of equations are over or under constrained. In our experiments, when \( \beta = 0 \), we refer to this as the Neural Jacobian and \( \beta = 1.0 \), we call it the Bi-directional Neural Jacobian. We pre-compute the \( k \)-nearest neighboring finite differences of each \((q, x)\) before training the models.

B. Neural Kinematics

As previously discussed, we can typically assume some optimal function \( f^* \) representing the true relationship between the robot’s actuator values \( q \) and end-effector \( x \). If we knew \( f^* \), we could recover the Jacobian by directly differentiating with respect to the model. With this observation, the Neural Kinematics method approximates the kinematics relationship \( f_\theta(q) = \hat{x} \) as opposed to the Jacobian in order for us to differentiate with an approximate kinematics model. We can optimize the Neural Kinematics model with supervised learning with any appropriate loss on training examples \((x, q)\) from the robot system. In our experiments we use the mean squared error \( ||x - f_\theta(q)||^2 \).

After training the model, we freeze the Neural Kinematic network’s weights and use back-propagation to recover the Jacobian. We define \( f_\theta(q) \) as predicting a particular dimension of the Cartesian coordinates of \( x \). The Jacobian can then be calculated by differentiating with respect to \( q \) for...
each output dimension, i.e. $\hat{J}_{ij} = \frac{\partial f_i}{\partial q_j}$. Intuitively, if a function is well approximated, differentiating with respect to the joint angles against the neural network predictions should approximate the Jacobian matrix; theoretical results support this intuition (Hornik et al. 1990, 1995).

IV. EXPERIMENTS

For our experiments, we consider several set-point control tasks both in simulation and on a Kinova Gen3 Light robotic manipulator (Kinova 2020). As part of our simulation work, we analyzed the Jacobian approximations to empirically probe how good the approximations are and identify when they might fail. These analyses are helpful for neural networks because directly analyzing the network’s weights can be challenging to interpret.

We follow a similar experimental set-up for all of our control experiments. We generated trajectories of 100 discrete time steps generated by random joint velocity commands produced by an Ornstein and Uhlenbeck process (Uhlenbeck & Ornstein 1930). The one exception is our evaluations on the 7-DOF Kinova experiment where we instead generated commands with the true Jacobian inverse Jacobian controller perturbed by small Gaussian noise $q + \epsilon$ ($\epsilon \sim N(0, 0.1)$) for 5% of commands. The robot and simulator are reset to the same initial position for each collected trajectory to bias the data collection. This decision was intentional as it meant we had a greater density of data in parts of the workspace and fewer points in other parts showing how well our approximations might generalize. We hold out 15% of training data for a validation set that selects the best network for deployment. All our networks use hidden layers of 100 neurons and differ only in the number of hidden layers: 2 layers for 7-DOF single point tasks (simulation and Kinova), one layer for 2-DOF visual servoing, and four layers for the multiple point simulation experiment. We also varied the amount of collected training data: 100,000 examples for 7-DOF single point tasks (simulation and Kinova), 10,000 for visual servoing task, and 200,000 for the multiple point simulation. We optimize our neural networks with the Adam optimizer with learning rate of 0.001, $\beta_1 = 0.9$, $\beta_2 = 0.999$ (Kingma & Ba 2014).

In our results, we compare our neural models against several baselines, including the True Kinematic Jacobian (TJ), Broyden’s method (Jagersand 1996), and the Local Linear $k$-nearest-neighbor (LL-KNN) approach with $k = 128$ in simulation and $k = 50$ on the Kinova (Farahmand et al. 2007). We emphasize that comparing to the true Jacobian is for perspective on desirable performance for data-driven approaches in Cartesian control. We use a neighborhood $k = 10$ for our Neural Jacobian (NJ) and Bidirectional (Bi-NJ) algorithms, and ReLU activation functions for both. We did find some performance differences when varying the neighborhood size, but we report results on $k = 10$, which was our initial choice and did not perform much worse than other choices. We report our Neural Kinematics results with both Tanh (Tanh-NK) and ReLU (Relu-NK) activation functions because of the notable differences in performance.

For both NK variants in simulation, we considered differing amounts of weight decay during training. In the single-point tasks (simulated and Kinova), these values were 0.0 for Tanh-NK and 1e-04 for Relu-NK. In the multi-point simulator, these were 1e-06 for Tanh-NK and 1e-05 for Relu-NK. We note that in the weight decay ranges we evaluated, performance gains were larger with Relu-NK.

A. Simulation Control Experiments

We first evaluate our neural algorithms in kinematic simulations of the Kinova where the position dynamics are determined as $q_{t+1} = q_t + \Delta t \dot{q}$. We consider a point-to-point (single point) and multiple point configuration, where the three additional points are a scaled coordinate frame shifted to the end-effector location (multi-point) task both featured in Figure 1. The 4 points of the multi-point environment represent the orientation and position of the end-effector in Cartesian space. In both settings, we collected 110 targets generated randomly from 10 different random seeds for 1100 trajectories in total to evaluate our methods.

Figure 3 shows the decrease in Euclidean distance from the initial position to the target. These plots are the average performance for trajectories from a range of starting distance with the standard-error over the number of trajectories. Due to space constraints, we only report the multi-point results where performance differences were more pronounced. In the multi-point setting, we found more divergence in behavior, particularly for more distant points. We credit this to our biased data collection: there were less data around these distal points, so our approximations are less accurate.

| Model | Single Point Initial Distance (meters) |
|-------|---------------------------------|
| $0.0 - 0.5$ | $0.5 - 1.0$ | $1.0 - 1.5$ | $1.5 - 2.0$ | $0.0 - 2.0$ |
| Broyden | 99.91 | 61.52 | 35.49 | 3.37 | 47.84 |
| LL-KNN | 92.29 | 87.11 | 79.97 | 60.00 | 81.58 |
| NJ | 100.00 | 92.96 | 82.89 | 59.77 | 85.70 |
| Bi-NJ | 99.74 | 87.92 | 73.29 | 48.86 | 78.57 |
| Relu-NK | 99.13 | 89.83 | 84.91 | 72.84 | 86.76 |
| Tanh-NK | 100.00 | 96.28 | 91.94 | 89.49 | 94.07 |
| TJ | 100.00 | 97.89 | 94.27 | 90.93 | 95.81 |

TABLE I: Percentage of successfully reaching targets for different methods. Results are arithmetic mean of success percentage for thresholds from 0.001m - 0.1m from target for single-point increment step-size of 0.001. In bold is the best performing method for a given distance.

To distinguish algorithm performances, we separated trajectories into success or failure by a threshold on the final Euclidean distance to the target. We averaged performance over thresholds from 0.001m - 0.1m for the single-point experiments. For the multi-point experiments, we averaged from 0.001 - 0.25, which is more prominent because the distance is accumulative of all points. We used an increment size of 0.001m for each experiment. We averaged performance to account for varying performance results observed when choosing a single threshold value. Table II shows results for

\[ We make our code available here: https://github.com/gamerDecathlete/neural_jacobian_estimation
TABLE II: Percentage of successfully reaching targets for different methods. Results are arithmetic mean of success percentage for thresholds from 0.001m - 0.25m for multi-point with an increment step-size of 0.001. Best performances are bold. Distance is the sum of distances between 4 points to their corresponding targets.

| Model   | 0.0 - 1.0 | 1.0 - 2.0 | 2.0 - 3.0 | 3.0 - 4.0 | 4.0 - 5.0 |
|---------|-----------|-----------|-----------|-----------|-----------|
| Broyden | 38.45     | 24.59     | 10.50     | 1.60      | 16.78     |
| LL-KNN  | 59.78     | 54.93     | 45.82     | 30.01     | 48.18     |
| NJ      | 63.88     | 50.04     | 35.56     | 24.00     | 41.66     |
| Bi-NJ   | 89.54     | 72.35     | 59.13     | 38.55     | 63.79     |
| Relu-NK | 68.10     | 52.71     | 42.80     | 20.81     | 46.61     |
| Tanh-NK | 85.82     | 76.44     | 64.08     | 49.21     | 68.41     |
| TJ      | 81.78     | 91.94     | 82.40     | 78.79     | 85.27     |

single point reaching and Table III shows results for multiple points experiments. In the single point case, all neural methods performed better than our learning baselines. In the multi-point case, we found hyperparameter choices had a greater effect on performance. The use of tanh activation worked better for most distances for the NK method. We gained notable improvement with the Bi-directional Neural Jacobian, even exceeding the true Jacobian results for closer points in the Neural Jacobian case. We conjecture that the Bi-directional neural Jacobian method’s performance gain in the multi-point case is because fitting the system of equations is over-determined as opposed to under-determined in the single point case.

Fig. 3: Euclidean distance (meters) to target with different control algorithms in simulation for multi-point environment. Plotted are the average performances across trajectories separate by initial starting distances with standard-error-of-mean. The distance is the sum of each point’s distance to their respective targets.

B. Jacobian Analysis

To probe the performance results in our simulated control experiments, we analyzed several aspects of the Jacobian, including the Frobenius differences between approximate $\hat{J}$ and the true Jacobian $J^*$, the matrix condition number, and empirically checking the Lypanov convergence criteria. These metrics offer some insight into our Jacobian approximations, we recognize there are additional ways we could have analyzed the Jacobian.

We report the Frobenius distance $||\hat{J}^* - \hat{J}||_F$ in Figure 4, average over time-steps of trajectories for our multi-point case. We again exclude the single-point results due to page constraints but observed similar trends in the multi-point scenario. All methods generally are less accurate over trajectories, which we accredit to the sparsity at more distal targets from the initial position because of our biased data collection process. More distal points from the initial position would have fewer training examples and likely worse approximations of the Jacobian in these regions. Our NK methods generally give closer approximations. Our Bidirectional Neural Jacobian is likely a less accurate approximation because the inverse Jacobian can have ambiguity in the relationship leading to different predictions from the true Jacobian.

We include our results on the condition number of our Jacobian matrices in Figure 5. Compared to the single-point scenario, the multi-point is inherently less well-conditioned and shown in our results. In the single point case, we generally find our neural methods better conditioned than the LL-KNN model, explaining the notable gap in performance. We also mention that we found the conditioning to be infinite in the LL-KNN case in several instances, which did not occur with our neural methods. In the multi-point case, all learning methods are generally better conditioned than the true Jacobian, explaining why our neural methods perform better for closer targets.

As one final analysis, in the single point environment, we check for positive definiteness between the true Jacobian $J^*$ multiplied by our approximations $\hat{J}$. Lyapunov theory says that if the Jacobian times its inverse is always positive definite $(J^* \hat{J}^\dagger \succ 0)$ then our robot should converge locally to the target location.[Nematiolahi & Janabi-Sharifi 2009]. We empirically explore this by checking for the positive definiteness of each Jacobian approximation in a trajectory. We then separate trajectories between always and not consistently positive definite results in Figure 6. Our results suggest that, on average, this criterion holds up in practice given the discrepancy between the successful and unsuccessful trajectories’ final performance. Generally, our Bi-NJ and NK methods are the best to adhere to this criterion. We note that these results do not necessarily mean that a trajectory will not converge because the criterion is violated, but that there is no guarantee of convergence.[Nematiolahi & Janabi-Sharifi 2009]. Similarly, these conditions do not account for physical limitations, and some trajectories would converge under physical implausibilities, such as passing through the robot’s joints.

C. Real Robotic Experiments

In this section, we test our neural methods on a physical Kinova Gen-3 light robotic manipulator. These experiments are primarily for a proof-of-concept that our methods can be applied to real robotic systems. We considered an image-based visual servoing task using a commercial webcam with
Fig. 4: Frobenius distance of approximated Jacobians to the true Jacobian over trajectories. Plots are of mean Frobenius distances across trajectories, with standard-error of the mean.

(a) Single Point Alignment

(b) Multi-point alignment

Fig. 5: Violin plots of the natural log scale of the condition number of Jacobians from all simulation experiments. In a color hue tracker, and the other is a 7-DOF reaching task similar to our single point simulation. For each setting, we considered 100 randomly generated targets for evaluation. We intentionally excluded the true Jacobian as part of the evaluation because our focus is on data-driven Jacobian estimation for Cartesian control. We also do not evaluate the NK-Relu model because of the superior performance of our NK-Tanh model. We generate targets in a more constrained space of the Kinova’s joint limits than our simulation experiments because of safety concerns.

Table III shows our visual servoing results. Our results show a similar trend where most methods outperform Broyden’s method. However, unlike the simulation results, no single method is always better in performance. During data collection, the Kinova arm would sometimes go out-of-frame, introducing noisy training data where the relationship between the tracked point and joint angles was inaccurate. Our NK-Tanh method’s performance drop is likely because it is trained to predict position from tracked points directly, and so tracking errors would directly affect these predictions. The performance drop suggests that further work is necessary to handle tracking errors with the NK method, such as training the model with a robust loss function.

Table IV shows our 7 DOF robotic experiments. Our results seem to provide a similar ordering as our single point simulation results, but with a notable worse performance for the LL-KNN and Bi-NJ methods on the most distant targets, we mention that the LL-KNN method generally performs better with larger neighborhood sizes.

V. CONCLUSION

In this work, we proposed two neural network approaches for learning the Jacobian matrix in robotic motion. Our experimental results showed that our neural methods performed better than our best data-driven baseline in several settings. In the more difficult multi-point case, we achieved a performance gain of 15.6% for the Bidirectional Neural Jacobian
and 20.3% with our Neural Kinematics with Tanh over our best baseline results when considering all trajectories. We found that our approximations also gave a closer Jacobian approximation when compared to alternatives. On real robotics systems, our methods performed better than other algorithms in the robot’s coordinate system. However, future work is necessary to understand how to best leverage the Neural Kinematics approach in visual servoing, where errors in the tracker negatively impact performance, as we observed in our experimental results. Another future direction is studying more specific cases, such as singularities, which is warranted for deploying our neural learning methods in applications.
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