Particle Localization Using Local Gradients and Its Application to Nanometer Stabilization of a Microscope
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ABSTRACT: Particle localization plays a fundamental role in advanced biological techniques such as single-molecule tracking, superresolution microscopy, and manipulation by optical and magnetic tweezers. Such techniques require fast and accurate particle localization algorithms as well as nanometer-scale stability of the microscope. Here, we present a universal method for three-dimensional localization of single labeled and unlabeled particles based on local gradient calculation of particle images. The method outperforms state-of-the-art localization techniques in high-noise conditions, and it is capable of 3D nanometer accuracy localization of nano- and microparticles with sub-millisecond calculation time. By localizing a fixed particle as fiducial mark and running a feedback loop, we demonstrate its applicability for active drift correction in sensitive nanomechanical measurements such as optical trapping and superresolution imaging. A multiplatform open software package comprising a set of tools for local gradient calculation in brightfield, darkfield, and fluorescence microscopy is shared for ready use by the scientific community.

KEYWORDS: particle tracking, microscope stabilization, 3D localization, radial symmetry, local gradients, fluorescence microscopy

Localization of micro- and nanoparticles has a broad applicability and plays a significant role in different physical and biological methods. Some examples include position and force measurement in optical tweezers, investigation of motility of swimming microorganisms, tracking of objects in microfluidic devices, study of dynamics of proteins and vesicles in cells, and superresolution fluorescence microscopy. Some advanced imaging techniques, such as single-molecule localization microscopy, heavily rely on accurate subpixel localization of fluorophores with numerous tools available for superresolution image reconstruction.

Another class of applications in which a position of particles needs to be determined quickly and precisely is the active mechanical stabilization in optical microscopes. In experiments that require nanometer or subnanometer stability a feedback system is crucial. For such setups, the thermal drift of the viewing plane due to heating/cooling of the optical elements creates significant issues. This occurs, for example, in nanomechanical measurements performed with optical and magnetic tweezers or atomic force microscopes. If the imaging system is combined with optical tweezers, thermal drifts become even more severe due to the presence of a high-power laser beam. A similar problem arises in single-molecule localization microscopy (SMLM) as methods like STORM (stochastic optical reconstruction microscopy) and PALM (photoactivated localization microscopy) require high power of the excitation beam and long acquisition times and, therefore, will greatly suffer from an imaging plane drift. While there are algorithmic solutions to correct for this displacement after image acquisition, it is not always feasible, as the drift might be too large to be compensated in postprocessing. Moreover, this approach is not applicable to nanomechanical measurements. An active stabilization system that controls the position of the objective or sample chamber can compensate for the drift in the recorded data in the first place. Most commonly such systems utilize a bead or fluorescent marker attached to a coverslip as a reference for
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correction and require the position of the particle to be measured in three dimensions.\textsuperscript{15,16}

The most common way to localize a single particle is to apply a threshold to select the brightest pixels in the image followed by calculation of an intensity-weighted centroid. Despite being very fast, this method shows poor performance and has several practical issues.\textsuperscript{17} The aforementioned tracking algorithms in superresolution fluorescence microscopy were developed for a specific task of image reconstruction for fluorescent probes and are unsuitable or poorly applicable in other cases. Several gradient-based methods calculate the difference between adjacent pixels to find direction and magnitude of the intensity gradients in the image. Given that in most cases particles are imaged as objects with radial symmetry, their location can be determined as an intersection of gradient lines.\textsuperscript{18,19} This approach is experimentally convenient, as it is invariant to illumination variation and independent of background level. Also gradient methods were extended to 3D detection of fluorescent particles.\textsuperscript{20} In astigmatism-based microscopy a gradient fitting algorithm was employed to provide 3D localization of fluorophores.\textsuperscript{21}

Overall, gradient algorithms provide accurate computationally efficient methods for fluorescent particle tracking and thus are widely used for fast localization in fluorescence microscopy. Another interesting approach was proposed in the DeepTrack software,\textsuperscript{22} which utilizes recent advances in convolutional neural networks to localize particles of different types, shapes, and sizes. However, as with all artificial neural networks, it requires training data to operate and its performance heavily relies on the size and quality of the data set provided.

Here, we present methods for particle localization and microscope stabilization based on the calculation of local gradients of the image intensity. In general, the local gradient algorithm (LoG) can be useful in different applications in image processing that require calculation of gradients. However, for the purpose of this paper, we will focus solely on the use of local gradients in particle localization tasks. We propose a set of tools for 3D localization of both fluorescent and unlabeled particles. The software was primarily developed for active stabilization systems in sensitive biological experiments and, therefore, includes parameters that can be easily adapted to specific conditions, executes in a short time frame to allow high processing rates, and provides accurate results at low signal-to-noise ratios. However, the LoG algorithms presented here have a much more broad applicability. We test and demonstrate usability of the LoG algorithm in XYZ-localization of particles in brightfield and darkfield imaging and fluorescent particles in astigmatism-based microscopy.\textsuperscript{23,24}

To make the software more suitable for immediate incorporation, the LoG tools are available on the platforms that are commonly used for data capture and analysis: Matlab, LabVIEW, and Python. The software can be obtained from refs 24 and 25.

\section*{RESULTS AND DISCUSSION}

We define a local gradient in a given point as the intensity-weighted centroid of all the pixels within a radius $r$ from that point (see Figure 1). By calculating local gradients for each pixel we obtain horizontal and vertical gradient matrices ($G_x$ and $G_y$ in Figure 1) of the original image (see Supporting Information for more detailed derivation).

The use of gradients to localize radially symmetrical single particles has been shown to be a robust and effective method.\textsuperscript{18,19} Though such methods demonstrate high accuracy and stability to brightness variations, they are susceptible to noise and show poor performance at low signal-to-noise ratios. Also most of them lack flexibility due to employment of a fixed-size kernel for gradient calculation. In the proposed LoG algorithm the radius of the window $r$ determines the number of pixels included in the calculation of local gradients. Therefore, by adjusting $r$ one can enhance a calculated gradient for an object of a specific size. Moreover, this provides much better results for images with low SNR as more pixels will be averaged.

We show and thoroughly test several approaches based on LoG algorithms to determine the 3D position of particles in brightfield, darkfield and fluorescent microscopy.

\section*{3D Particle Localization in Brightfield Microscopy}

Figure 2a–c depicts the localization of a 0.9 $\mu m$ silica particle from its brightfield image (Figure 2a).

The gradient matrices $G_x$ and $G_y$ calculated from the LoG algorithm using eqs S3 and S4 form a vector field (as depicted by blue arrows in Figure 2c) that contains a gradient vector for each pixel. The center of a radially symmetrical particle can be determined as an intersection of all gradient lines. However, the presence of the noise or uneven illumination in the background of the image will create gradient vectors with random or incorrect orientation that may disrupt the estimation of the center. To limit the influence of such artifacts on the localization, the magnitude (Euclidean norm) of gradient vectors is used to exclude low-magnitude values (Figure 2b,c). The calculation of an intersection point of gradient lines implies solving a system of linear equations. In practice such system is overdetermined and inconsistent, as it is very unlikely that all the gradient lines will intersect at a single point. Therefore, the center of the particle is calculated using the method of least-squares applied to gradient lines with the highest magnitude of gradient vectors (see Supporting Information).

To investigate the performance of the LoG algorithm for xy-localization, we run a set of tests and compare the results to other available methods: radial symmetry algorithm\textsuperscript{18} and
The first method uses a similar approach in the calculation of the center of the particle—least-squares intersection of gradient lines—but significantly differs in the gradient calculation. In the radial symmetry algorithm, the gradients are calculated between adjacent pixels only, which leads to an increase in the detection error due to noise amplification for images with low signal to noise ratio (SNR). The second software package, DeepTrack, provides tools for training and validation of a convolutional neural network (CNN) for particle tracking. To compare our results with DeepTrack, we have trained a network using built-in tools feeding 30,000 images of simulated particles randomly positioned and with added noise (see Methods). It should be noted that the performance of the DeepTrack network, as in any CNN, strongly depends on the type and size of the training data. Thus, the test results for a given network will serve as a reference of what is available out of the box and not necessarily reflect the full capability of the software. As DeepTrack is based on Python, and the radial symmetry algorithm is written in Matlab, we compare each of the software packages with a corresponding implementation of the LoG algorithm.

The test results are shown in Figure 2e. The LoG algorithm demonstrates an excellent noise stability and outperforms both radial symmetry and DeepTrack in most cases. The execution time of all methods is comparable for a given platform. A precalculation of the Fourier transform of matrices in eq S5 saves 0.30 ms (~24%), which may speed up the execution time when using the same parameters for multiple images.

The axial position of the particle in brightfield microscopy is a more complex task. Using local gradients we have devised a simple yet fast and effective approach to measure the z-position. The basic concept is shown in Figure 2d. A horizontal local gradient $G_x$ is split into left (dotted) and right (dashed) parts. The position of the particle (red spot) is determined as a least-squares intersection of all gradient vectors. z-Value calculation. Local gradient $G_z$ is split into left (dotted) and right (dashed) parts. Arrows show the direction of gradients (from high to low). The position of the particle (red spot) is determined as a least-squares intersection of all gradient vectors. (d) z-Value calculation. Local gradient $G_z$ is split into left (dotted) and right (dashed) parts. Arrows show the direction of gradients (from high to low). The position of the particle (red spot) is determined as a least-squares intersection of all gradient vectors. (e) Accuracy and execution time performance of XY-localization algorithms and different SNRs. Each error point is an average error of 20 images. tm and tp are average execution times in Matlab and Python, correspondingly. Example of the test images (scaled from 0 to 1) is shown under the plot. (f) Accuracy and execution time of the LoG algorithm for z-localization. Inset shows examples of calibration curves for SNR = [2, 5, 200].

Figure 2. Localization of a particle using a local gradient algorithm (images a–d are not to scale for better visualization). (a) Input image of the 0.9 $\mu$m silica particle. (b) Magnitude of local gradients. (c) Magnitude of local gradients after thresholding. Arrows show the direction of gradients (from high to low). The position of the particle (red spot) is determined as a least-squares intersection of all gradient vectors. (d) z-Value calculation. Local gradient $G_z$ is split into left (dotted) and right (dashed) parts. z-Value is determined as a difference between the sums of gradient values of “right” and “left” sides. (e) Accuracy and execution time performance of XY-localization algorithms and different SNRs. Each error point is an average error of 20 images. tm and tp are average execution times in Matlab and Python, correspondingly. Example of the test images (scaled from 0 to 1) is shown under the plot. (f) Accuracy and execution time of the LoG algorithm for z-localization. Inset shows examples of calibration curves for SNR = [2, 5, 200].
calibration curve, while each even image is used for the test (see Methods).

As there are no “pixels” in the axial direction, we conclude the test results based on the nanometer position of the objective piezoscanner. With such a simple approach we are capable of achieving an error as low as \( \approx 2 \) nm in the case of high SNR images.

**3D Particle Localization in Fluorescence and Dark-field Microscopy.** Determination of the position of fluorescent particles and markers in \( x \) and \( y \) is a very similar task to the localization of particles in brightfield microscopy. Hence, the same methods can be applied. The difference between the two is that fluorescent images, in particular when a sample is at a single-molecule concentration, are more noisy due to a typically low signal from fluorophores. Figure 3d demonstrates a comparison of accuracy of local gradient method, radial symmetry, DeepTrack, and Gaussian fitting for generated Gaussian-like fluorescent particles (see Methods).

Measurement of the axial position in the case of fluorescent particles is much more challenging. Unlike the image of micron-sized beads in brightfield microscopy, the point spread function (PSF) of fluorescent particles with subdiffraction dimensions does not vary significantly in shape at different heights near the objective focal plane. This causes the particles below and above the imaging plane to look the same and makes them very hard to properly localize. The solution to this issue is to defocus the image or introduce some sort of aberrations into the imaging system to break the axial symmetry of the PSF. In the latter case an engineered PSF is used to induce an axially dependent feature. One of the methods to provide sensitivity in axial position for fluorescent probes is to use a cylindrical lens in the optical path. The

Figure 3. (a) Image of a single fluorescent particle (polystyrene, 0.51 \( \mu \)m) attached to a coverslip. Astigmatism is introduced by a cylindrical lens, and the imaging plane is \( \approx 500 \) nm above the surface. (b) Magnitude of local gradients. Dashed and dotted lines are showing the top/bottom and left/right split of the local gradient images for \( z \)-value estimation, correspondingly. (c) Two axes (green and red lines) are built from the centers of split gradient lines. (d) Comparison of algorithms for localization of a simulated Gaussian-like particle at different noise levels. tm and tp are average execution times in Matlab and Python, correspondingly. Examples of the test images are shown under the plot. (e) \( z \)-Value calibration curve in astigmatism-based microscopy. The average error for predicting a \( z \)-position of the particle is 7.2 nm. Examples of the test images are shown under the plot. “S” and “E” denote simulated and experimental images.
PSF remains roughly round only when the particle is in the imaging plane and becomes elliptical when outside with a major axis flip of 90 deg when passing through the imaging plane (see Figure 3e). It has been shown that in such a system the $z$-position is proportional to the ellipticity of the PSF. The LoG algorithms provide an opportunity to utilize their features to create a metric for fast and efficient axial localization. A local gradient image of the fluorescent particle with introduced astigmatism can be easily made to resemble an ellipse by adjusting the window size $r$ (Figure 3b).

The calculation procedure of the axial metric is shown in Figure 3b,c. The image is thresholded by the magnitude of the gradient. Once the $xy$-position has been found, the image is split into top/bottom or left/right sides relative to the center of the particle. For each part a least-squares intersection of gradient lines is calculated, resulting in four points, which form two axes. The length of the major axes is taken as a $z$-value (see Supporting Information for a detailed description).

The results of the noise tests for $xy$-localization (Figure 3d) show that, again, the LoG algorithm outperforms both DeepTrack and Radial Symmetry at all tested SNRs while keeping the execution time comparable to other methods. For $z$-position measurements the proposed $z$-value metric provides a linear response within the tested 1000 nm displacement with an average execution time of 1.96 ms per image. The averaged error in position determination is $z_{err} = 7.2$ nm.

The algorithm used for localization of fluorescent particles using astigmatism can be used also for 3D particle localization using darkfield microscopy. We have tested this by localizing 60 nm gold nanoparticles in a commercial darkfield microscope (see Supporting Information). Another commonly used method for 3D localization utilizes a double-helix (DH) PSF. The DH-PSF appears as a 3D double-helix that rotates along the optical axis. For a given $z$-slice a double-helix is represented by two lobes that form an angled line (Figure 4a). The orientation of the line depends on the axial position of the emitter and, thus, provides $z$-localization. As with an astigmatism-based microscopy, we can use the local gradient algorithms to perform $z$-localization of the fluorescent particle. Choosing large window size $R$ and high threshold allows conversion of two lobes into an ellipse-like structure. The angle between the lobes can be easily calculated using central moments of the thresholded gradient magnitude image (Figure 4b). To test our algorithm, we use a generated data set for DH-PSF microscopy. A stack of images in the 3D-double-helix microscopy were simulated in 10 nm steps in the range $[-750 \, \text{nm}; 750 \, \text{nm}]$. The calibration curve is shown in Figure 4c.
Multiparticle Tracking. Local gradient algorithms can be used for tracking of multiple particles. In this case the magnitude of local gradients is used to isolate individual particles, and a density-based spatial clustering algorithm is applied to select the gradients that correspond to a single particle. Figure 4d demonstrates localization of several single myosin-5B molecules labeled with quantum dots. Images in the data set were recorded under total internal reflection fluorescence (TIRF) microscopy. Examples of reconstructed trajectories of myosin-5B molecules moving along the immobilized actin filaments are shown in Figure 4e. The developed algorithm shows good results for localization and tracking of particles with low density and can be used to track multiple particles in an online regime. However, overlapped or closely situated particles will be most likely detected as a single particle due to an overlap of their gradient lines. Moreover, single-particle tracking of rapidly moving objects could pose more severe requirements for the number of photons detected per frame and the temporal resolution to obtain high localization precision and avoid blurring or distortion of the PSF. Assuming that the SNR is limited by the photon count, as is usually the case in single-molecule tracking based on fluorescence (Poisson statistics), the SNR is proportional to the square root of the number of photons detected per camera frame. Therefore, the localization error plotted in Figure 3 can be directly related to the number of detect photons, which can serve as guidance to adjust the integration time and sensitivity of the camera.

Nanometer Stabilization in Brightfield Microscopy for Nanomechanical Measurements. Finally, the \( \chi z \) algorithms for brightfield images described above were applied for a feedback system to stabilize the drift of the imaging plane and reduce the impact of mechanical noise. The experimental setup was an ultrafast force-clamp spectroscopy system, which is used to study protein interactions under a constant load. In these experiments, a “dumbbell” structure consisting of an actin, microtubule, or DNA filament strained between two microbeads is held by optical tweezers. The actin filament is brought into the vicinity of a stationary microbead that is attached to the coverslip and covered with proteins of interest. As the interaction area between the filament and the protein is often on the order of nanometers, a mechanical stabilization is critical for protein attachment/detachment to be observed and measured. Moreover, measurement of nanometer-sized conformational changes of proteins critically relies on the mechanical stability of the system. Therefore, in these experiments the stationary microbead is used as a fiducial mark for microscope stabilization. Here, we demonstrate the use of local gradients for the mechanical feedback system in stabilization of the viewing plane (see Methods). Figure 5a shows tracking of a single particle attached to the coverslip with and without feedback.

Our feedback system demonstrates the ability to suppress mechanical noise and thermal drift to subnanometer levels in \( xy \)-localization and to 2 nm in axial positioning. As can be seen from the plots, the displacement of the viewing plane with no feedback creates a sufficient movement, on the scale of tens to hundreds of nanometers, which makes protein interaction measurements in force-clamp setups impossible to do.

Nanometer Stabilization in Superresolution Microscopy. A similar approach was used to test the performance of the feedback system using the LoG algorithm on fluorescent particles. This test was performed on an inverted fluorescence microscope for superresolution microscopy (see Methods) on a sample made of commercial 500 nm fluorescent polystyrene beads (Exc/Em 480/520) attached to a glass coverslip (see Methods). A single particle was tracked in 3D for 1000 s (a representative time for STORM image acquisition). The calibration curve for the \( z \)-value was recorded on the same bead before the acquisition. The results for both feedback-
controlled and free-running cases are shown in Figure 5b. Again, we were able to demonstrate a stable positioning of the sample with a standard deviation of the position in the range of 5−7 nm for x−y-localization and 11.5 nm for z-localization.

Next, we applied the feedback system to record a 3D-STORM image of the actin cytoskeleton of a mammalian cell using a fluorescent bead as a fiducial marker. A 3D-STORM image of the actin cytoskeleton of a different cell from the same sample was recorded without the feedback for comparison (Figure 6a).

Additionally, we estimate the drift in the z-axis by calculating the average position of all detected fluorophores for each frame. The actin cytoskeleton has an uneven distribution within the cell volume, with a dense branched cortex spanning about 200−300 nm from the cell membrane and a less dense network protruding toward the cell nucleus. If the viewing plane is drifting axially, the average z-position of all fluorophores in a frame will drift as well. The axial drift is clearly visible in the images acquired in the absence of feedback, contrary to what is observed with the feedback (plots in Figure 6). As a consequence, the image acquired with the
feedback (Figure 6 on the right) appears sharper and shows more fine details compared to the one without feedback.

CONCLUSIONS

The localization methods based on gradient calculations offer several advantages. Low dependence of the gradients on the background intensity level makes them suitable for particle detection in changing conditions or uneven illumination. Furthermore, these methods are applicable to xy-detection of particles that are only partially present in the field of view of the camera, as even a small number of gradient lines will point toward the center. This property can be useful in the case of a limited field of view or obstruction of the particle by other objects. Noniterative algorithms provide fast execution with accuracy comparable to fitting algorithms. Not surprisingly, such algorithms are widely used in fluorescence microscopy for subpixel localization of fluorophores. Given a typical size of an imaged single fluorophore of a few pixels, gradient-based algorithms are usually a good choice when short execution time is required. Consequently, most of the existing gradient methods are optimized for fluorescence microscopy. A radial symmetry algorithm uses a pixel-to-pixel difference to calculate gradients, an approach that works well for high-SNR images that consist of few pixels but fail in low-signal conditions and for larger particles. An optimized algorithm uses a fixed Sobel-like 4×4 kernel to calculate gradients which also allows axial localization. The introduced local gradients are based on a customizable kernel. The mentioned difference in the gradient calculation appears as a small improvement of the previously developed methods, but this improvement has huge implications on the localization. The variability of the window size r allows selective enhancement of the objects of particular size (see Supporting Information). This allows the optimization of the window size to reduce image noise or select a particle of specific size in strongly polydisperse samples. This feature also helps in removing small dust spots from the brightfield images. More importantly, by adjusting the window size we can enhance the image features that are important for axial localization of the particles. This is especially crucial for various fluorescence techniques with a modified PSF approach such as double-helix and astigmatism-based microscopy. We have developed and tested several methods for 3D particle localization in brightfield, darkfield (Supporting Information), and fluorescence microscopy utilizing local gradients.

In comparison with other methods, LoG algorithms are more noise resistant and show better accuracy for all tested cases. While DeepTrack can be trained to track much broader classes of objects, LoG software is more flexible and provides better control over the tracking process for radially symmetrical particles. For mechanical stabilization systems the execution time is an important parameter for the localization software to reach a sufficient feedback frame rate. In LoG methods the execution time mostly depends on the input image size, as the most time-consuming steps are convolutions represented as a series of forward and inverse Fourier transforms. It should be noted that the speed of FFT algorithms used for Fourier transform calculations has a complex dependence on the image size and can be further optimized by cutting/expanding the input image to the appropriate size.

For accurate determination of the axial position a calibration curve or look-up table should be created for each particle of interest, as small variations in size may lead to much higher errors than those obtained in the tests. The axial calibration variation section in the Supporting Information demonstrates the variation in the calibration curves of different spherical gold nanoparticles recorded simultaneously in a darkfield illumination. It is apparent that even in similar conditions the measured axial position has a significant variation between the particles, which implies that each particle should have individual calibration. However, the main difference between the calibration curves is in horizontal bias, while the shape and slope of the curves are preserved. In most cases a mechanical feedback system does not require an absolute value of the axial position but locks on a specific position. Given the similarity in the calibration curves, it is possible to apply a prerecorded calibration to similar particles. The main requirement for the metric in this case is a monotonic output across the possible axial ranges, which our algorithms immaculately fulfill even when the viewing plane is crossing the center of the particle.

The LoG algorithms were primarily developed for feedback systems that require fast and precise determination of the 3D position of the particle. In microscope stabilization tasks there are various approaches to fiducial mark localization. For fluorescent particles a 3D position can be estimated from the Gaussian fit. In brightfield microscopy correlation methods can be used to estimate a 3D drift of the sample. While these methods demonstrate good performance for the specific task, they are not universal. The LoG algorithms provide tools for a wide range of microscopy techniques covering brightfield, darkfield, and fluorescence imaging. We have demonstrated an efficient subnanometer stabilization of a microscope stage that is used for force spectroscopy of proteins. It is clear that a free-running system will not allow any protein interaction measurements due to a significant drift which will quickly move the proteins out of interaction region. A similar problem exists in superresolution microscopy in which a stack of images is recorded (such as PALM/STORM). In many cases the movement of the viewing plane can be corrected in postprocessing by drift-correcting algorithms. These algorithms are especially effective in xy-axes but work only in a limited range of axial drift as the SNR of out-of-focus chromophores quickly decreases, making them undetectable. We have shown that a feedback system based on local gradient algorithm shows significant improvement in z-axis stability and improves the overall image quality.

METHODS

All calculations were performed on Lenovo ThinkPad T15g Gen 1 Core i7-10850H vPro, Windows 10 Pro 64, 32 GB (2933 MHz).

**XYZ Detection Accuracy Tests.** Images of particles for xy-performance tests in brightfield were obtained from a radial profile of a 3 μm silica bead (Bangs Laboratories, SS05001, M.D. 3.17 μm) fixed on the coverslip. A smoothing spline is applied to reduce a pixelation in the image. A set of 20 images (100 × 100 pixels) was generated for each SNR (12 SNR levels) with randomly positioned particles. SNR is defined as the ratio of the maximum signal to the standard deviation of the noise. The same set of images is used for all the software packages to test. The error is defined as a distance between the predicted and true location of the particle. Local gradient parameters used to track the particles are r = 10 and threshold cutoff 1/1.4 of maximum gradient intensity. The execution time was estimated by performing 200 runs of 240 generated images (48 000 runs in total). To equalize a cross-platform productivity, Tensorflow was forced to use a single core.

Axial positioning is tested on set of images (222 × 276 pixels) of 1 μm silica particle (Bangs Laboratories, SS0400, M.D. 1.05 μm) attached to the coverslip. The image of the particle is recorded at
different heights with 10 nm steps using an objective scanner. The calibration is created by using every odd image (20 nm step, 51 images), and the tests are performed on each even image (20 nm step, 50 images). A random noise was added at specified SNR (12 levels). Local gradient parameters used to track the particles are \( r = 35 \) and threshold cutoff 1/1.5 of maximum gradient intensity.

**XYZ Detection for Fluorescent Particles.** Images for the \( x-y \) positioning tests (100 × 100 pixels) were generated from high-resolution images (10000 × 10000 pixels) of a randomly distributed 2D Gaussian function. A set of 20 images is generated for each SNR (12 SNR levels) with randomly positioned particles. Local gradient parameters used to track the particles are \( r = 12 \) and cutoff threshold 1/1.5 of maximum gradient intensity. The execution time was estimated by performing 200 runs of 240 generated images (48 000 runs in total). Tensorflow was forced to use a single core.

Axial positioning is tested on a set of images of 300 nm fluorescent beads (100 × 100 pixels) attached to the coverslip. The image of the particle is recorded at different heights with 10 nm steps using an objective scanner. The calibration is created using every odd image (20 nm step, 51 images), and the tests are performed on each even image (20 nm step, 50 images). Local gradient parameters used to track the particles are \( r = 10 \) and cutoff threshold 1/2 of maximum gradient intensity.

Gaussian fitting was performed by nonlinear least-squares fitting to a 2D Gaussian function with a termination tolerance of 0.0001.

**Training of the DeepTrack CNN.** The DeepTrack software was used to create a convolutional neural network for particle detection. Along with the amount, quality, and variety of the data used to train the neural network, the architecture of the neural network, its training parameters, and conditions are key factors in obtaining a good result. Here we build and train the network similarly to the training parameters, and conditions are key factors in obtaining a good result. Here we build and train the network similarly to the examples and tutorials shipped with the software package.

The neural network model consists of four convolutional layers with the number of output filters equal to 16, 32, 64, and 128, respectively, and two subsequent dense layers with sizes of 64 neurons each. Nonlinear activation functions for dense layers are set to \( \tanh \) respectively, and two subsequent dense layers with sizes of 64 neurons each. Nonlinear activation functions for dense layers are set to \( \tanh \) respectively. The neural network model consists of four convolutional layers with the number of output filters equal to 16, 32, 64, and 128, respectively, and two subsequent dense layers with sizes of 64 neurons each. Nonlinear activation functions for dense layers are set to \( \tanh \) respectively.
A.V.K., O.P., and A.M.N. thank the Armed Forces of Ukraine for providing security and making this work possible.

Human Frontier Science Program Cross-Disciplinary Fellow—November 9, 2022.

468294. bioRxiv. 10.1101/2021.11.11.468294 (accessed No-

application to nanometer stabilization of a microscope. 2021, Capitanio. Particle localization using local gradients and its

and wrote the code in Labview and Matlab. O.P. and A.M.N.

no. 871124 Laserlab-Europe. A.V.K. was supported by the

Notes

The authors declare no competing financial interest.

Author Contributions

A.V.K. conceived the project, developed and tested algorithms,

and wrote the manuscript in Labview and Matlab. O.P. and A.M.N.

performed training and tests with DeepTrack. A.V.K., L.G.,

C. Caldini; L. Gardini; F. S. Pavone; A. M. Negriyko; M.

Anatoliy M. Negriyko

Marco Capitanio – Department of Physics and Astronomy,

University of Florence, Sesto Fiorentino 50019, Italy; LENS, European Laboratory for Non-Linear Spectroscopy, Sesto Fiorentino 50019, Italy

Complete contact information is available at:

https://pubs.acs.org/10.1021/acsnano.2c09787

ACS Nano

www.acsnano.org

Article

1353

ACS Nano 2023, 17, 1344–1354

Spectroscopy, Sesto Fiorentino 50019, Italy; @ orcid.org/

0000-0002-2364-9393; Email: kashchuk@lens.unifi.it

Authors

Olesandr Perederiy – Institute of Physics NASU, Kyiv

03680, Ukraine

Chiara Caldi – LENS, European Laboratory for Non-Linear

Spectroscopy, Sesto Fiorentino 50019, Italy

Lucia Gardini – LENS, European Laboratory for Non-Linear

Spectroscopy, Sesto Fiorentino 50019, Italy; National

Institute of Optics, National Research Council, 50125

Florence, Italy

Francesco Saverio Pavone – Department of Physics and

Astronomy, University of Florence, Sesto Fiorentino 50019,

Italy; LENS, European Laboratory for Non-Linear

Spectroscopy, Sesto Fiorentino 50019, Italy; National

Institute of Optics, National Research Council, 50125

Florence, Italy; @ orcid.org/0000-0002-0675-3981

Anatoliy M. Negriyko – Institute of Physics NASU, Kyiv

03680, Ukraine

Notes

The authors declare no competing financial interest.

A preprint of this manuscript: A. V. Kashchuk; O. Perederiy;

C. Caldi; L. Gardini; F. S. Pavone; A. M. Negriyko; M.

Capitanio. Particle localization using local gradients and its

application to nanometer stabilization of a microscope. 2021,

468294. bioRxiv. 10.1101/2021.11.11.468294 (accessed No-

November 9, 2022).

ACKNOWLEDGMENTS

This work was supported by the European Union’s Horizon

2020 research and innovation program under grant agreement

no. 871124 Laserlab-Europe. A.V.K. was supported by the

Human Frontier Science Program Cross-Disciplinary Fellow-

ship LT008/2020-C. O.P. and A.M.N. were supported by the

project 1.4. B/185 National Academy of Sciences of Ukraine.

A.V.K., O.P., and A.M.N. thank the Armed Forces of Ukraine for providing security and making this work possible.

REFERENCES

(1) Gibson, G. M.; Leach, J.; Keen, S.; Wright, A. J.; Padgett, M. J. Measuring the Accuracy of Particle Position and Force In Optical Tweezers Using High-Speed Video Microscopy. Opt. Express 2008, 16, 14561–14570.

(2) Bui, A. A. M.; Kashchuk, A. V.; Balanant, M. A.; Nieminen, T. A.; Rubinsztein-Dunlop, H.; Stilgoe, A. B. Calibration of Force Detection for Arbitrarily Shaped Particles In Optical Tweezers. Sci. Rep. 2018, 8, 10798.

(3) Armstrong, D. J.; Nieminen, T. A.; Stilgoe, A. B.; Kashchuk, A. V.; Lenten, I. C. D.; Rubinsztein-Dunlop, H. Swimming Force and Behavior of Ily Trapped Micro-Organisms 2020, 7, 989–994.

(4) Howell, J.; Hammarton, T. C.; Altmann, Y.; Jimenez, M. High-Speed Particle Detection and Tracking in Microfluidic Devices Using Event-Based Sensing. Lab Chip 2020, 20, 3024–3035.

(5) Liebel, M.; Ortega Arroyo, J.; Beltrán, V. S.; Osmond, J.; Jo, A.; Lee, H.; Quaidt, R.; van Hulst, N. F. 3D Tracking of Extracellular Vesicles By Holographic Fluorescence Imaging. Sci. Adv.2020, 6, DOI: 10.1126/sciadv.abc2508

(6) Goulian, M.; Simon, S. M. Tracking Single Proteins Within Cells. Biophys. J. 2000, 79, 2188–2198.

(7) Huang, B.; Bates, M.; Zhuang, X. Super-Resolution Fluorescence Microscopy. Annu. Rev. Biochem. 2009, 78, 993–1016.

(8) Lelek, M.; Gyparaki, M. T.; Beliu, G.; Schuefer, F.; Griffiè, J.; Manley, S.; Jungmann, R.; Sauer, M.; Lakadamyali, M.; Zimmer, C. Single-Molecule Localization Microscopy. Nature Reviews Methods Primers 2021, 1, 39.

(9) Ovesny, M.; Křížek, P.; Borkovec, J.; Švindrych, Z.; Hagen, G. M. ThunderSTORM: a Comprehensive ImageJ Plug-in for PALM and STORM Data Analysis and Super-Resolution Imaging. Bioinformatics 2014, 30, 2389–2390.

(10) Ma, H.; Xu, J.; Liu, Y. WindSTORM: Robust Online Image Processing for High-Throughput Nanoscopy. Sci. Adv. 2019, 5, DOI: 10.1126/sciadv.aaw0683.

(11) Henriques, R.; Lelek, M.; Fornasiero, E. F.; Valtorta, F.; Mihlanga, C. Z. M. M. QuickPALM: 3D Real-Time Photoactivation Nanoscopy Image Processing In ImageJ. Nat. Methods 2010, 7, 339–340.

(12) Grover, G.; Mohrman, W.; Piestun, R. Real-Time Adaptive Drift Correction for Super-Resolution Localization Microscopy. Opt. Express 2015, 23, 23887–23898.

(13) Neuman, K. C.; Nagy, A. Single-Molecule Force Spectroscopy: Optical Tweezers, Magnetic Tweezers and Atomic Force Microscopy. Nat. Methods 2008, 5, 491–505.

(14) Huang, B.; Babcock, H.; Zhuang, X. Breaking the Diffraction Barrier: Super-Resolution Imaging of Cells. Cell 2010, 143, 1047–1058.

(15) Ma, H.; Xu, J.; Jin, J.; Huang, Y.; Liu, Y. A Simple Marker-Assisted 3D Nanometer Drift Correction Method for Superresolution Microscopy. Biophys. J. 2017, 112, 2196–2208.

(16) McGorty, B.; Kamiyama, D.; Huang. B. Active Microscope Stabilization In Three Dimensions Using Image Correlation. Optical Nanoscopy 2013, 2, 3.

(17) Cheezum, M. K.; Walker, W. F.; Guilford, W. H. Quantitative Comparison of Algorithms for Tracking Single Fluorescent Particles. Biophys. J. 2001, 81, 2378–2388.

(18) Parthasarathy, R. Rapid Accurate Particle Tracking By Calculation of Radial Symmetry Centers. Nat. Methods 2012, 9, 724.

(19) Ma, H.; Long, F.; Zeng, S.; Huang, Z.-L. Fast and Precise Algorithm Based On Maximum Radial Symmetry for Single Molecule Localization. Opt. Lett. 2012, 37, 2481–2483.

(20) Liu, S.-L.; Li, J.; Zhang, Z.-L.; Wang, Z.-G.; Tian, Z.-Q.; Wang, G.-P.; Pang, D.-W. Fast and High-Accuracy Localization for Three-Dimensional Single-Particle Tracking. Sci. Rep. 2013, 3, 2462.

(21) Ma, H.; Xu, J.; Jin, J.; Gao, Y.; Lan, L.; Liu, Y. Fast and Precise 3D Fluorophore Localization Based On Gradient Fitting. Sci. Rep. 2015, 5, 14335.

(22) Midvtedt, B.; Helgdottir, S.; Argun, A.; Pineda, J.; Midvtedt, D.; Volpe, G. Quantitative Digital Microscopy With Deep Learning. Applied Physics Reviews 2021, 8, 011310.

(23) Kao, H. P.; Verkman, A. S. Tracking of Single Fluorescent Particles in Three Dimensions: Use of Cylindrical Optics to Encode Particle Position. Biophysical journal 1994, 67, 1291–1300.

(24) Kashchuk, A.; Perederiy, O. Local Gradients, v1.0.1; GitHub: San Francisco, CA, 2022; https://github.com/an-kashchuk/Local_
(25) Kashchuk, A.; Perederiy, O. Local Gradients, v1.0.1; CERN: Geneva, Switzerland, 2022; DOI: 10.5281/zenodo.7308995.

(26) Speidel, M.; Jonas, A.; Florin, E.-L. Three-Dimensional Tracking of Fluorescent Nanoparticles With Subnanometer Precision By Use of Off-Focus Imaging. Opt. Lett. 2003, 28, 69–71.

(27) Gardini, L.; Capitanio, M.; Pavone, F. S. 3D Tracking of Single Nanoparticles and Quantum Dots In Living Cells By Out-Of-Focus Imaging With Diffraction Pattern Recognition. Sci. Rep. 2015, 5, 16088.

(28) Pavani, S. R. P.; Greengard, A.; Piestun, R. Three-Dimensional Localization With Nanometer Accuracy Using a Detector-Limited Double-Helix Point Spread Function System. Appl. Phys. Lett. 2009, 95, 021103.

(29) Siemons, M.; Cloin, B. M. C.; Salas, D. M.; Nijenhuis, W.; Katrukha, E. A.; Kapitein, L. C. Comparing Strategies for Deep Astigmatism-Based Single-Molecule Localization Microscopy. Biomed. Opt. Express 2020, 11, 735–751.

(30) Thompson, M. A.; Lew, M. D.; Badieirostami, M.; Moerner, W. E. Localizing and Tracking Single Nanoscale Emitters In Three Dimensions With High Spatiotemporal Resolution Using a Double-Helix Point Spread Function. Nano Lett. 2010, 10, 211–218.

(31) Pavani, S. R. P.; Thompson, M. A.; Biteen, J. S.; Lord, S. J.; Liu, N.; Twieg, R. J.; Piestun, R.; Moerner, W. E. Three-Dimensional, Single-Molecule Fluorescence Imaging Beyond the Diffraction Limit By Using a Double-Helix Point Spread Function. Proc. Natl. Acad. Sci. U. S. A. 2009, 106, 2995–2999.

(32) Badieirostami, M.; Lew, M. D.; Thompson, M. A.; Moerner, W. E. Three-Dimensional Localization Precision of the Double-Helix Point Spread Function Versus Astigmatism and Biplane. Appl. Phys. Lett. 2010, 97, 161103.

(33) Simulated Data sets for SMLM 2016 Challenge, Super-Resolution Microscopy Software Database. Ecole Polytechnique Federale de Lausanne, https://srm.epfl.ch/Datasets (accessed November 09, 2022).

(34) Sage, D.; Pham, T.-A.; Babcock, H.; Lukes, T.; Pengo, T.; Chao, J.; Velmurugan, R.; Herbert, A.; Agrawal, A.; Colabrese, S.; Wheeler, A.; Archetti, A.; Rieger, B.; Ober, R.; Hagen, G. M.; Sibarita, J.-B.; Ries, J.; Henriques, R.; Unser, M.; Holden, S. Super-Resolution Fight Club: Assessment of 2D and 3D Single-Molecule Localization Microscopy Software. Nat. Methods 2019, 16, 387–395.

(35) Ester, M.; Kriegel, H.-P.; Sander, J.; Xu, X. A. Density-Based Algorithm for Discovering Clusters in Large Spatial Databases with Noise. In Proceedings of the Second International Conference on Knowledge Discovery and Data Mining: Portland, OR, August 2–4, 1996; Simoudis, E., Han, J., Fayyad, U., Eds.; AAAI Press: Menlo Park, CA, 1996; pp 226–231.

(36) Gardini, L.; Arbore, C.; Pavone, F. S.; Capitanio. Myosin V Fluorescence Imaging Dataset for Single-Molecule Localization and Tracking. Data in Brief 2019, 25, 103973.

(37) Capitanio, M.; Canepari, M.; Maffei, M.; Beneventi, D.; Monaco, C.; Vanzi, F.; Bottinelli, R.; Pavone, F. S. Ultrafast Force-Clamp Spectroscopy of Single Molecules Reveals Load Dependence of Myosin Working Stroke. Nat. Methods 2012, 9, 1013–1019.

(38) Gardini, L.; Heissler, S. M.; Arbore, C.; Yang, Y.; Sellers, J. R.; Pavone, F. S.; Capitanio, M. Dissecting Myosin-5B Mechanosensitivity and Calcium Regulation At the Single Molecule Level. Nat. Commun. 2018, 9, 2844.

(39) Woody, M. S.; Winkelmann, D. A.; Capitanio, M.; Ostat, E. M.; Goldman, Y. E. Single Molecule Mechanics Resolves the Earliest Events In Force Generation By Cardiac Myosin. eLife 2019, 8, e49266.

(40) Arbore, C.; Sergides, M.; Gardini, L.; Bianchi, G.; Kashchuk, A. V.; Pertici, I.; Bianco, P.; Pavone, F. S.; Capitanio, M. α-Catenin Switches Between a Slip and an Asymmetric Catch Bond With F-Actin to Cooperatively Regulate Cell Junction Fluidity. Nat. Commun. 2022, 13, 1146.

(41) Grishchuk, E. L.; Demidov, V.; Wu, S.; Gonchar, I. V.; Atnaukkhanov, F. I. Ultrafast Force-Clamp Studies of the Diffusing Microtubule-Binding. Proteins. Biophysical Journal 2020, 118, S98a.