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Abstract—Data-driven control based on the fundamental lemma by Willems et al. is frequently considered for deterministic linear time invariant (LTI) systems subject to measurement noise. However, besides measurement noise, stochastic disturbances might also directly affect the dynamics. In this article, we leverage polynomial chaos expansions to extend the deterministic fundamental lemma toward stochastic systems. This extension allows to predict future statistical distributions of the inputs and outputs for stochastic LTI systems in data-driven fashion, i.e., based on the knowledge of previously recorded input–output–disturbance data and of the disturbance distribution we perform data-driven uncertainty propagation. Finally, we analyze data-driven stochastic optimal control problems and we propose a conceptual framework for data-driven stochastic predictive control. Numerical examples illustrate the efficacy of the proposed concepts.
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I. INTRODUCTION

RECENTLY, data-driven system representations based on the fundamental lemma by Willems et al. [1] are subject to renewed and increasing research interest. The pivotal insight of the lemma is that the trajectories of any controllable linear time invariant (LTI) system can be described without explicit identification of a state-space model. Specifically, provided persistence of excitation holds, the system trajectories are contained in the column space of a Hankel matrix constructed from recorded trajectories of input and output data. In the absence of process disturbances and measurement noise, this data-driven system representation is exact. Beyond the deterministic controllable LTI setting, there are recent variants of the lemma, e.g., extensions to nonlinear systems [2], [3], to linear parameter-varying systems [4], and to linear network systems [5]. Other extensions include uncontrollable systems [6], [7] and input affine systems [8], [9]. For recent overviews, we refer to [10] and [11]. Data-driven control design and system analysis with not necessarily persistently exciting input data has been investigated in [12]. The exploitation for predictive control has been popularized by [13], while an earlier attempt can be found in [14]. For stability analysis of data-driven predictive control, see [15], while applications are discussed in [16], [17], [18], [19], and [20].

Beyond the LTI setting, [13] proposes a heuristic approach to deal with measurement noise and mild system nonlinearities by introducing slack variables and regularization in the objective function. There is also a line of research focusing on the robustness with respect to measurement noise and/or process disturbance: while [21], [22], and [23] consider the design of robust state feedback controllers to deal with process disturbance, [24] uses maximum likelihood to obtain an optimal Hankel representation, and [25] views the measurement noise entering the Hankel matrix as a problem of distributional robustness.

The ultimate journal paper of J. C. Willems [26] as well as [27] provide starting points for behavioral concepts for open stochastic systems. In a follow-up to this article, we provide further results in this direction in [28]. However, to the best of the authors’ knowledge, so far there appears to be no stochastic variant of the fundamental lemma. Moreover, intrusive uncertainty propagation and quantification—i.e., not relying on sampling or scenarios—and consequently, the data-driven forward propagation of stochastic uncertainties through LTI dynamics represented by Hankel matrices are also open.

In the context of stochastic optimal control, and uncertainty quantification in general, polynomial chaos expansions (PCEs) are an established method that can be applied in Markovian and non-Markovian settings. Its core idea is based on the observation that under mild technical assumptions random variables can be regarded as $L^2$ functions in a probability space, and hence, they admit representations in appropriately chosen polynomial bases. We refer to [29] for a general introduction to PCE and to [30] and [31] for recent overviews on stochastic model predictive control. Early works, which have popularized PCE for systems and control, include [32], [33], [34], [35], and [36]. Moreover, PCE allows computing statistical moments efficiently [37], it has been used to analyze the region of attraction of stochastic systems [38], and it finds application in power systems [39].
In this article, we link the data-driven system representation via the fundamental lemma with the PCE approach for uncertainty propagation of LTI systems subject to process disturbance. Our contributions are as follows.

1) We present a stochastic variant of the fundamental lemma that enables prediction and propagation of the statistical distributions of the inputs and outputs over finite horizons. The key observation is that the PCE coefficients of a stochastic LTI system satisfy dynamics with the same matrices as the original system.

2) We present mild conditions under which a stochastic optimal control problem (OCP) in random variables can be formulated equivalently in a finite-dimensional data-driven fashion without explicit knowledge of the system matrices. This reformulation is built upon knowledge or estimation of disturbance realization trajectories.

3) Hence we also propose a strategy to estimate disturbance realizations from input–output data without explicit system knowledge.

4) Finally, drawing upon simulation examples, we demonstrate the efficacy of the proposed approach for data-driven stochastic optimal control.

The remainder of this article is as follows: Section II gives details about the considered setting and revisits data-driven system representations. After a brief introduction to PCE, Sections III and IV present the main results, i.e., the data-driven representation of stochastic LTI systems and the data-driven reformulation of a stochastic optimal control problem both using PCE. Section V considers two numerical examples; and finally, Section VI concludes this article.

Notation: Let \((\Omega, \mathcal{F}, \mu)\) be a probability space with sample space \(\Omega\), \(\sigma\)-algebra \(\mathcal{F}\), and probability measure \(\mu\). Similarly, \(\mathcal{L}^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_x})\) is the space of random variables of dimension \(n_x\), which have finite expectation and covariance. Let \(Z : \mathbb{I}_{[0,T]} \to \mathcal{L}^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_x})\) be a sequence of vector-valued random variables from time instant 0 to \(T - 1\). We denote by \(\mathbb{E}[Z], \mathbb{V}[Z]\), and \(\mathbb{Z} = \mathbb{Z}(\omega) : \mathbb{I}_{[0,T]} \to \mathbb{R}^{n_x}\) its mean, variance, and realizations, respectively. The vectorization of \(z\), respectively, \(Z\) is written as \(z_{[0,T]} = [z_0^T, z_1^T, \ldots, z_{T-1}^T]^T \in \mathbb{R}^{n_x T}\) and \(Z_{[0,T]}\). Throughout this article, we denote the identity matrix of size \(n\) by \(I_n\) and \(\|x\|_Q = \sqrt{\frac{1}{2}x^TQx}\). For any matrix \(Q \in \mathbb{R}^{n \times m}\) with columns \(q_1, \ldots, q_m\), the column space is denoted by \(\text{colsp}(Q) = \text{span}\{q_1, \ldots, q_m\}\).

II. Problem Statement and Preliminaries

A. Model-Based Stochastic Optimal Control

We consider stochastic discrete-time LTI systems

\[
X_{k+1} = AX_k + BU_k + EW_k, \quad X_0 = X_{\text{ini}} \quad (1a)
\]

\[
Y_k = CX_k + DU_k \quad (1b)
\]

with state \(X_k \in \mathcal{L}^2(\Omega, \mathcal{F}_k, \mu; \mathbb{R}^{n_x})\), input \(U_k \in \mathcal{L}^2(\Omega, \mathcal{F}_k, \mu; \mathbb{R}^{n_u})\), output \(Y_k \in \mathcal{L}^2(\Omega, \mathcal{F}_k, \mu; \mathbb{R}^{n_y})\), and process disturbance \(W_k \in \mathcal{L}^2(\Omega, \mathcal{F}_k, \mu; \mathbb{R}^{n_x})\) for \(k \in \mathbb{N}\). In the underlying filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_k)_{k \in \mathbb{N}}, \mu)\), the \(\sigma\)-algebra \(\mathcal{F}\) contains all available historical information, or more precisely,

\[
\mathcal{F}_0 \subseteq \mathcal{F}_1 \subseteq \ldots \subseteq \mathcal{F}. \quad (2)
\]

Let \((\mathcal{F}_k)_{k \in \mathbb{N}}\) be the smallest filtration that the stochastic process \(X\) is adapted to, i.e., \(\mathcal{F}_k = \sigma(X_i, i \leq k)\), where \(\sigma(X_i, i \leq k)\) denotes the \(\sigma\)-algebra generated by \(X_i, i \leq k\). Likewise, the stochastic input \(U_k\) and output \(Y_k\) are also modeled as stochastic processes that are adapted to the filtration \((\mathcal{F}_k)_{k \in \mathbb{N}}\), that is, \(U_k\) and \(Y_k\) only depend on \(X_0, X_1, \ldots, X_k\). Note that the influence of the process disturbances \(W_i, i \leq k\) is implicitly handled via the state recursion. For more details on filtrations, we refer to [40].

Throughout this article, we consider that the process disturbances \(W_k, k \in \mathbb{N}\) are either identically independently distributed (i.i.d.), independently distributed, or dependently distributed random variables. For the sake of brevity, we present the main results for the case of \(W_k, k \in \mathbb{N}\) being i.i.d. We comment on the extension and major differences for the independently and dependently distributed cases in Remark 3 in Section IV-A. Henceforth, we assume that the underlying probability distributions of \(W_k, k \in \mathbb{N}\) are known. Additionally, the distribution of the initial condition \(X_{\text{ini}}\) is also supposed to be known.

Our analysis commences with the following OCP.

**Problem 1 (Stochastic OCP):** Given the initial condition \(X_0 = X_{\text{ini}}\) and random variables \(W_k, k \in \mathbb{I}_{[0,N-1]}\), we consider the following OCP with horizon \(N \in \mathbb{N}^+\)

\[
\min_{U_{[0,N-1]} \in \mathcal{L}^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_u})} \sum_{k=0}^{N-1} \mathbb{E}\left[\|Y_k\|_Q^2 + \|U_k\|_R^2\right] \quad (3a)
\]

subject to for \(k \in \mathbb{I}_{[0,N-1]}\)

\[
X_{k+1} = AX_k + BU_k + EW_k, \quad X_0 = X_{\text{ini}} \quad (3b)
\]

\[
Y_k = CX_k + DU_k \quad (3c)
\]

\[
P[U_k \in \mathbb{U}] \geq 1 - \varepsilon_u \quad (3d)
\]

\[
P[Y_k \in \mathbb{Y}] \geq 1 - \varepsilon_y \quad (3e)
\]

where \(Q \succeq 0\) and \(R > 0\) are symmetric.

Here, we consider chance constraints for the inputs (3d) and the outputs (3e). The underlying sets \(\mathbb{U} \subseteq \mathbb{R}^{n_u}\) and \(\mathbb{Y} \subseteq \mathbb{R}^{n_y}\) are assumed to be closed. Moreover, \(1 - \varepsilon_u\) and \(1 - \varepsilon_y\) specify the probabilities with which the—joint in the output dimension but individual in time—chance constraints shall be satisfied.¹

For all \(\omega \in \Omega\), the realization of \(W_k\) is written as \(w_k = W_k(\omega)\). We denote the state, input, and output realizations as \(x_k = X_k(\omega), u_k = U_k(\omega),\) and \(y_k = Y_k(\omega),\) respectively. Henceforth, we suppose that the system matrices \(A, B, C, D,\) and \(E\) as well as the future disturbance realizations \(w_i, i \geq k\) are unknown; while the input realizations \(u_k\) and the output realizations \(y_k\) are assumed to be known/measured. Moreover, we assume that for any minimal state realization of (1), the pair \((A, [B E])\) is controllable and the pair \((A, C)\) is observable.

¹However, notice that, depending on the considered distributions of process disturbances, the simultaneous consideration of chance constraints for inputs and outputs may jeopardize feasibility of the OCP.
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**B. Primer on Data-Driven System Representation**

Given a specific initial condition \( x_{i\text{ini}} = X_{i\text{ini}}(\omega) \) and a sequence of disturbance realizations \( w_k \) for \( k \in \mathbb{N} \), the stochastic system (1) induces the realization dynamics

\[
\begin{align*}
    x_{k+1} &= Ax_k + Bu_k + Ew_k, \quad x_0 = x_{i\text{ini}} \quad (4a) \\
    y_k &= Cx_k + Du_k. \\
\end{align*}
\]

We remark that for fixed input and disturbance sequences \( u_k, w_k \), for \( k \in \mathbb{N} \) and a specific initial condition \( x_{i\text{ini}} \), the realization dynamics (4) are deterministic. Hence, the input and output trajectories of this LTI system can be represented using data.

**Definition 1 (Persistency of excitation [1]):** Let \( T, t \in \mathbb{N}^+ \). A sequence of inputs \( u_{[0,T-1]} \) is said to be persistently exciting of order \( t \) if the Hankel matrix

\[
    \mathcal{H}_t(u_{[0,T-1]}) = \begin{bmatrix}
        u_0 & u_1 & \cdots & u_{T-t} \\
        u_1 & u_2 & \cdots & u_{T-t+1} \\
        \vdots & \vdots & \ddots & \vdots \\
        u_{t-1} & u_t & \cdots & u_{T-1}
    \end{bmatrix}
\]

is of full rank row.

Since (4) is driven by the inputs and the realizations of the process disturbance, the extension of the fundamental lemma by Willems et al. to the exogenous input data \( (u, w)_{[0,T-1]} \) is immediate.

**Lemma 1 (Deterministic fundamental lemma):**

Let \( T, t \in \mathbb{N}^+ \). Consider a realization trajectory \( (u, w, y)_{[0,T-1]} \) of (4). Assume that the pair \( (A, [B \ E]) \) is controllable. If \( (u, w)_{[0,T-1]} \) is persistently exciting of order \( n_x + t \), then \( (\tilde{u}, \tilde{w}, \tilde{y})_{[0,T-1]} \) is a realization trajectory of (4) if and only if there exists \( g \in \mathbb{R}^{T-t+1} \) such that

\[
    \mathcal{H}_t(z_{[0,T-1]}g) = z_{[0,T-1]} \quad \forall z \in \{u, w, y\}. \\
\]

**Proof:** In [1] the fundamental lemma is originally given and proven in the behavioral framework. Its reformulation in terms of state-space descriptions can be found in [10, Lemma 2]. Applying [10, Lemma 2] and considering \( (u, w) \) as exogenous inputs to the system, the assertion follows directly.

At this point, it is fair to ask for how to obtain—or how to estimate—previous disturbance realizations \( w_{[0,T-1]} \)? We postpone our answer to Section IV-D. However, even temporarily assuming exact measurements of \( w_{[0,T-1]} \), the future disturbance realizations \( \tilde{w}_{[0,T-1]} \) on the right-hand side of (5) are not known. Even when given the future realizations of the inputs \( \tilde{u}_{[0,T-1]} \) without the knowledge of \( \tilde{w}_{[0,T-1]} \) one cannot compute the future realizations of the outputs \( \tilde{y}_{[0,T-1]} \) via (5). Indeed, the ambition of our subsequent discussions is twofold:

1) The development of data-driven methods to predict the future evolution of the distributions of inputs and outputs based on the knowledge of past realizations and of the distribution of the process disturbance.

2) The reformulation of Problem 1 in a computationally tractable data-driven form.

**III. DATA-DRIVEN REPRESENTATIONS OF STOCHASTIC LTI SYSTEMS**

**A. Basics of PCE**

PCE enables to propagate uncertainties through system dynamics and thus it provides an alternative to describe future random variables rather than accessing their realizations. Its origins date back to Norbert Wiener [41]; for a general introduction to PCE see [29].

The core idea of PCE is that an \( L^2 \) random variable can be expressed in a suitable polynomial basis. To this end, we consider an orthogonal polynomial basis \( \{ \phi^j(\omega) \}^\infty_{j=0} \), which spans \( L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}) \), i.e.,

\[
    \langle \phi^j, \phi^j \rangle = \int_{\Omega} \phi^j(\omega) \phi^j(\omega) \, d\mu(\omega) = \delta_{jj} \langle \phi^j \rangle^2
\]

where \( \delta_{jj} \) is the Kronecker delta and \( \langle \phi^j \rangle^2 \leq \langle \phi^j, \phi^j \rangle \).

**Definition 2 (PCE):** The PCE of a real-valued random variable \( Z \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}) \) with respect to the basis \( \{ \phi^j(\omega) \}^\infty_{j=0} \) is

\[
    Z = \sum_{j=0}^{\infty} z^j \phi^j \quad \text{with} \quad z^j = \frac{\langle Z, \phi^j \rangle}{\langle \phi^j \rangle^2}
\]

where \( z^j \) is the \( j \)th PCE coefficient.

In numerical implementations, the series have to be terminated after a finite number of terms, which may lead to truncation errors. For details on truncation errors and error propagation see [42] and [43]. Indeed, random variables that follow some widely used distributions admit exact finite-dimensional PCEs in suitable polynomial bases, e.g., for Gaussian random variables the Hermite polynomials are chosen.

**Definition 3 (Exact PCE representation):** A random variable \( Z \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_z}) \) is said to admit an exact PCE with \( L \) terms if

\[
    Z - \sum_{j=0}^{L-1} z^j \phi^j = 0.
\]

We refer to [44] and [45] for details.

**Remark 1 (Appropriate bases for exact PCE):** Given an \( L^2 \) random variable with known distribution, the key to construct an exact finite-dimensional PCE is the appropriate choice of basis functions. For some widely used distributions, the appropriate choice of polynomial bases is summarized in Table I. Notice that one uses specific random-variable arguments \( \xi \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_z}) \) for different polynomial basis, cf. Table I. On the other hand, for random variables not listed in Table I, a trivial (nonorthogonal) basis choice is \( \phi^0 = 1 \) and \( \phi^1 = Z \), which implies the exact and finite PCE \( Z^0 = 0, z^1 = 1 \). In the
framework of $L^2$ random variables, one could also employ a Gram–Schmidt process to construct appropriate orthogonal basis functions [46].

Given $Z, \tilde{Z} \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_z})$ admitting exact PCEs of $L$ terms, cf. Definition 3, the expectation $E[Z] \in \mathbb{R}^{n_z}$, the variance $V[Z] \in \mathbb{R}^{n_z}$, and the covariance $\Sigma[Z, \tilde{Z}] \in \mathbb{R}^{n_z \times n_z}$ can be obtained from the PCE coefficients as $E[Z] = z^0$, $V[Z] = \sum_{j=1}^{L-1} (z^j)^2 \langle \phi^j, \phi^j \rangle$, $\Sigma[Z, \tilde{Z}] = \sum_{j=1}^{L-1} z^j z^j^T \langle \phi^j, \phi^j \rangle$ (6)

where $(z^j)^2 \equiv z^j \circ z^j$ refers to the Hadamard product. We refer to [37] for a detailed discussion.

B. Fundamental Lemma for Stochastic LTI Systems

Replacing all random variables of (1) with their PCE expansions with respect to the basis $\{\phi^j(\omega)\}_{j=0}^{\infty}$ and performing a so-called Galerkin projection onto the basis functions $\phi^j(\omega)$ (we refer to Appendix A for details), we obtain the dynamics of the PCE coefficients.

For all $j \in \mathbb{N} \cup \{\infty\}$, with given $x_{im}^j$ and $w_k^j$, $k \in \mathbb{N}$, the dynamics of the PCE coefficients read

$$
\begin{align}
x_{k+1}^j &= Ax_k^j + Bu_k^j + Ew_k^j, \quad x_0^j = x_{im}^j, \\
y_k^j &= Cx_k^j + Du_k^j.
\end{align}
$$

Notice that the PCE coefficients of the initial state and process disturbances are determined with respect to their known distributions, and thus, the PCE coefficient dynamics (7) are deterministic. Therefore, they admit the conceptual application of the usual LTI fundamental lemma.

Lemma 2 (Fundamental lemma for PCE coefficients): Let $T, t \in \mathbb{N}^+$. For $j \in \mathbb{N} \cup \{\infty\}$, consider a stacked PCE coefficient trajectory $(u, w, Y)^{[0, T-1]}_j$ of (4). Suppose that the pair $(A, [B E])$ is controllable. For all $j \in \mathbb{N} \cup \{\infty\}$, let $(u, w)^{[0, T-1]}$ be persistently exciting of order $n_x + t$. Then $(\tilde{u}, \tilde{w}, \tilde{Y})^{[0, t-1]}_j$ is a PCE coefficient trajectory of (7) if and only if there exists $g^j \in \mathbb{R}^{T-t+1}$ such that

$$
H_t(z^j_{[0, T-1]})g^j = z^j_{[0, t-1]}, \quad \forall z \in \{u, w, y\}
$$

and all $j \in \mathbb{N} \cup \{\infty\}$.

The proof follows from Lemma 1 and is thus omitted.

Lemma 2 as such is straightforward, but it is not trivial to measure or estimate PCE coefficients of a stochastic LTI system. Hence, the previous result is seemingly not very practical. However, as we show later, the structural similarity of the PCE coefficient dynamics (7) and the original stochastic system (1) enables useful insights.

Consider the stochastic LTI system (1) and the corresponding trajectories of random variables, PCE coefficients driven by (7), and realizations generated by (4), which are $(U, W, Y)^{[0, T-1]}_j$, $(u, w, y)^{[0, T-1]}_j$, $j \in \mathbb{N} \cup \{\infty\}$, and $(u, w, y)^{[0, T-1]}$, respectively. We have the following pivotal result.

Lemma 3 (Column-space equivalence): Consider the stochastic LTI system (1) and its $L^2(\Omega, F, \mu; \mathbb{R}^{n_z})$, $n_z \in \{n_u, n_w, n_y\}$ random-variable trajectories $(U, W, Y)^{[0, T-1]}_j$. Suppose that the pair $(A, [B E])$ is controllable.

Let the corresponding PCE coefficient trajectories $(u, w)^{[0, T-1]}_j$, $j \in \mathbb{N} \cup \{\infty\}$ and the realizations $(u, w)_{[0, T-1]}$ be persistently exciting of order $n_x + t$.

1) Then, for all $j \in \mathbb{N} \cup \{\infty\}$ and all $(z, z) \in \{(u, u), (w, w), (y, y)\}$, it holds that

$$
\text{colsp} \left( H_t(z^j_{[0, T-1]}) \right) = \text{colsp} \left( H_t(z_{[0, T-1]}) \right).
$$

2) Moreover, for all $g \in \mathbb{R}^{T-t+1}$, there exists $G \in L^2(\Omega, F, \mu; \mathbb{R}^{T-t+1})$ such that

$$
H_t(z^{[0, T-1]})g = H_t(z_{[0, T-1]}^j)G.
$$

holds for all $(Z, z) \in \{(U, u), (W, w), (Y, y)\}$.

Proof: For the sake of readability, we omit the subscript $j$ in the proof. The proof of (9a) in Part 1) follows directly from the observation that the realization dynamics (4) and the PCE coefficient dynamics (7) share the same system matrices $(A, B, C, D, E)$.

Part 2): Considering (9b), we have

$$
H_t(z)g = \sum_{j=0}^{\infty} \phi^j H_t(z^j)g^j
$$

Note that $H(\cdot)$ and the summation are both linear operations, therefore, the second equality holds. Moreover, the basis function $\phi^j(\xi)$ is a scalar polynomial of its random-variable argument $\xi \in L^2(\Omega, F, \mu; \mathbb{R}^{n_z})$. Hence, we have $\phi^j(\xi) \in L^2(\Omega, F, \mu; \mathbb{R})$. In the case the different components of $Z$ require different bases, one relies on the union of the bases for each component. Then, using the column space equivalence (9a), for all $j \in \mathbb{N} \cup \{\infty\}$ and any $g \in \mathbb{R}^{T-t+1}$, we can find $g^j \in \mathbb{R}^{T-t+1}$, such that $H_t(z^j)g = H_t(z^j)g^j$. This leads to

$$
H_t(z)g = \sum_{j=0}^{\infty} \phi^j H_t(z^j)g = H_t(z) \sum_{j=0}^{\infty} \phi^j g^j.
$$

The assertion follows with $G = \sum_{j=0}^{\infty} g^j \phi^j$.

The next result relaxes Part 1) of Lemma 3 with respect to the persistency of excitation of the PCE coefficient trajectories.

Corollary 1 (Column-space inclusion): Consider the stochastic LTI system (1) and its $L^2(\Omega, F, \mu; \mathbb{R}^{n_z})$, $n_z \in \{n_u, n_w, n_y\}$.

| Distribution | Support | Orthogonal basis $\{\phi^j\}_{j=0}^{\infty}$ | Argument $\zeta(\omega)$ |
|--------------|---------|-----------------------------------|---------------------------|
| Gaussian     | $(-\infty, \infty)$ | Hermite                         | $\mathcal{N}(0, 1)$       |
| Uniform      | $(a, b)$ | Legendre                          | $\mathcal{U}([-1, 1])$    |
| Beta         | $(a, b)$ | Jacobi                            | $\mathcal{B}(a, b, [-1, 1])$ |
| Gamma        | $(0, \infty)$ | Laguerre                          | $\Gamma(a, \beta, (0, \infty))$ |
random-variable trajectories \((u, w, y)_{[0,T-1]}\). Let the corresponding realizations \((u, w)_{[0,T-1]}\) be persistently exciting of order \(n_x + t\). Suppose that the pair \((A, [B E])\) is controllable.

Then, for all \(j \in \mathbb{N} \cup \{\infty\}\) and all \((z, \tilde{z}) \in \{(u, \tilde{u}), (w, \tilde{w}), (y, \tilde{y})\}\), it holds that

\[
\text{colsp}\left(\mathcal{H}_t(z_{[0,T-1]})\right) \subseteq \text{colsp}\left(\mathcal{H}_t(z_{[0,T-1]})\right).
\]

Based on the two aforementioned results, we obtain the following data-driven representation of the PCE coefficient dynamics (7) that uses only the knowledge of realization data.

**Corollary 2 (PCE coefficients via realizations):** Suppose that the conditions of Corollary 1 hold. If the realizations \((u, w)_{[0,T-1]}\) are persistently exciting of order \(n_x + t\), then, for all \(j \in \mathbb{N} \cup \{\infty\}\), \((\tilde{u}, \tilde{w}, \tilde{y})_{[0,T-1]}\) is an input–output-disturbance PCE coefficient trajectory of (7) if and only if there exists \(g_j^j \in \mathbb{R}^{T-t+1}\) such that

\[
\mathcal{H}_t(z_{[0,T-1]})g_j^j = \tilde{z}_{[0,T-1]} \quad (10)
\]

holds for all \((z, \tilde{z}) \in \{(u, \tilde{u}), (w, \tilde{w}), (y, \tilde{y})\}\).

Observe that the core difference between (5) and (10) is that in the latter, the PCE coefficients \(\tilde{w}\) of future process disturbances are given, i.e., they are known, while (5) requires knowledge of future disturbance realizations. Hence, (10) allows to predict the future output distributions of stochastic LTI systems based on knowledge of the distributions of future inputs. Moreover, one can lift the results to the corresponding \(L^2\) probability space.

**Lemma 4 (Stochastic fundamental lemma):** Consider the stochastic LTI system (1) and its \(L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_z})\), \(n_z \in \{n_u, n_w, n_y\}\) trajectories of random, the corresponding PCE coefficient trajectories from (7), and the corresponding realization trajectories from (4), which are \((U, W, Y)_{[0,T-1]}\); \((u, w, y)_{[0,T-1]}\); \(j \in \mathbb{N} \cup \{\infty\}\), and \((u, w, y)_{[0,T-1]}\), respectively. Suppose that the pair \((A, [B E])\) is controllable.

1) Let \((u, w)_{[0,T-1]}\) be persistently exciting of order \(n_x + t\).

Then, \((U, W, Y)_{[0,T-1]}\) is a trajectory of (1) if and only if there exists \(G \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{T-t+1})\) such that

\[
\mathcal{H}_t(z_{[0,T-1]})G = \tilde{Z}_{[0,T-1]} \quad (11a)
\]

holds for all \((z, \tilde{Z}) \in \{(u, \tilde{U}), (w, \tilde{W}), (y, \tilde{Y})\}\).

2) Let \((U, W)_{[0,T-1]}\) satisfy

\[
Z_{[0,T-1]} = \sum_{j=0}^{L-1} z^j \phi^j, \quad Z \in \{U, W\}
\]

with \(L \in \mathbb{N}^+\) and all PCE trajectories \((u, w)_{[0,T-1]}\) \(j \in \{0, \ldots, L - 1\}\) are persistently exciting of order \(n_x + t\). If there exists \(g \in \mathbb{R}^{T-t+1}\) such that

\[
\mathcal{H}_t(z_{[0,T-1]})g = \tilde{Z}_{[0,T-1]} \quad (11b)
\]

holds for all \(Z \in \{U, W, Y\}\), then \((\tilde{U}, \tilde{W}, \tilde{Y})_{[0,T-1]}\) is a trajectory of (1).

**Proof:** Part 1: We begin with showing that \(G \rightarrow \tilde{Z}\). Consider \(G \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{T-t+1})\), which can be written as \(G = \sum_{j=0}^{\infty} g^j \phi^j\). The PCE coefficients \(g^j \in \mathbb{R}^{T-t+1}\) determine PCE coefficient trajectories of (7), cf. Corollary 2. Multiplying (10) with the polynomial basis function \(\phi^j\) gives

\[
\mathcal{H}_t(z_{[0,T-1]})g^j \phi^j = \tilde{z}_{[0,T-1]}^j \phi^j \quad \forall j \in \mathbb{N} \cup \{\infty\}.
\]

We obtain

\[
\mathcal{H}_t(z_{[0,T-1]})G = \mathcal{H}_t(z_{[0,T-1]}) \sum_{j=0}^{\infty} g^j \phi^j = \sum_{j=0}^{\infty} \tilde{z}_{[0,T-1]}^j \phi^j.
\]

Hence, \(G\) determines a random variable trajectory \(\tilde{Z}_{[0,T-1]} = \sum_{j=0}^{\infty} \tilde{z}_{[0,T-1]}^j \phi^j\) of (1).

Next, we show \(\tilde{Z} \rightharpoonup G\). For any \(\tilde{Z}_{[0,T-1]} \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_z}), n_z \in \{n_u, n_w, n_y\}\), i.e., for any random variable trajectory of (1), the corresponding PCE coefficient trajectories \(\tilde{z}_{[0,T-1]}^j \in \mathbb{N} \cup \{\infty\}\) exist. Moreover, they correspond to \(g^j \in \mathbb{R}^{T-t+1}, j \in \mathbb{N} \cup \{\infty\}\) such that (10) holds, cf. Corollary 2.

To conclude the proof and similarly as before, we construct \(G \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{T-t+1})\) via the Galerkin projection of (11a) for all \(j \in \mathbb{N} \cup \{\infty\}\).

**Part 2:** Note that Part 2) asserts that \(g \rightharpoonup \tilde{Z}_{[0,T-1]}\). With Part 2) of Lemma 3, we have that for any \(g \in \mathbb{R}^{T-t+1}\), there exists \(G \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{T-t+1})\) such that (9b) holds. Furthermore, Part 1) of Lemma 4 gives that \(G\) determines a random variable trajectory of (1) by (11a).

C. Discussion

Fig. 1 summarizes the results derived previously and their underlying assumptions. Indeed, Lemmas 1 and 2 are immediate consequences of the original result by Willems et al. [1]. Observe that the assumed \(L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_z})\) nature of the input and output trajectories of (1) allows to link the random variables and their PCE coefficient dynamics (7). Moreover, note that by sampling \(\phi^j(\xi(\omega))\) the PCE solutions—i.e., evaluating the basis functions \(\phi^j\) for different argument realizations \(\xi(\omega)\), \(\xi \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_z})\)—one can go from PCE solutions to realizations.

Besides these technicalities, crucial aspects are as follows: First, as the estimation of PCE coefficients from data requires rather large data sets, the immediate usability of the fundamental lemma for the PCE coefficients (Lemma 2) appears to be limited. Yet, the equivalence and inclusion properties of column spaces obtained in Lemma 3, Corollary 1, and Corollary 2 provide the pivotal link, i.e., one may safely use a Hankel matrix of realizations to compute PCE coefficient trajectories.

The fundamental lemma is also frequently used in input-state settings [10]. We note that our preceding developments can easily transferred to the case of measured states by considering \(y = x\). Moreover, it is worth to be remarked that persistency of excitation of the \((u, w)\) realization trajectories is a much weaker requirement than persistency of excitation of the \((u, w)\) PCE coefficient trajectories. This is because in many situations, one will assume that the distribution of the disturbance is constant, while the disturbance realization will usually be persistently exciting. Finally, the stochastic fundamental lemma (Lemma 4)—upon once more exploiting the column-space equivalence and
inclusion—shows that one can extend the fundamental lemma towards the stochastic system (1).

**Remark 2 (Why PCE?):** At this point, it is fair to ask whether and to which extent the proposed stochastic fundamental lemma relies on polynomial chaos. Indeed, it stands to reason that despite manifold consideration of PCE in the systems and control context, stochastic systems are much more frequently approached via statistical moments, via probability densities, or via scenario approaches [47], [48], [49]. However, underlying our developments leading to the stochastic fundamental lemma is a pivotal observation: The stochastic LTI system (1), the realization dynamics (4), and the PCE coefficient dynamics (7) are subject to the same system matrices. The reason for this structural similarity is the linear nature of PCEs. Actually, the usual description of Gaussian random variables in terms of mean value/expectation and standard deviation (= square-root of the covariance) is a nonlinear parameterization in terms of statistical moments. Put differently, the dynamics of the statistical moments beyond expectation are structurally different to (1), (4), and (7).

Consequently, it is the structural similarity of (1), (4), and (7), which enables the formulation of the stochastic fundamental lemma. However, we also remark that a full-fledged behavioral characterization of stochastic systems (1), their PCE representations (7), and the relation between both is still an open problem. In a follow-up to the present analysis, we provide first results in this direction [28].

Another crucial observation is as follows: The usual form of a fundamental lemma is that the columns of the Hankel matrix constructed from past system trajectories span the linear space of all possible trajectories of the LTI system. However, in the stochastic setting if the Hankel matrix is constructed from the random variables directly, this usual form of the lemma does not necessarily hold, cf. Part 2) of Lemma 4. Specifically, note that upon assuming finite and exact PCEs, applying Galerkin projection for \( L \in \mathbb{N}^+ \) PCE basis functions to (11a), and using the equivalence of colsp(\( \mathcal{H}_t(z) \)) and colsp(\( \mathcal{H}_t(z_{[0,T-1]}) \)) given by (9a), we obtain

\[
I_L \otimes \mathcal{H}_t(z_{[0,T-1]})g^{[0,L-1]} = \tilde{z}^{[0,L-1]}
\]

to compute the vector \( g^{[0,L-1]} \), where \( \otimes \) denotes the Kronecker product, \( I_L \) denotes an identity matrix of size \( L \), and \( g^{[0,L-1]} \) stacks the \( g^i \) into one vector. In contrast, Galerkin projection of (11b) combined with column-space equivalence gives

\[
1_L \otimes \mathcal{H}_t(z_{[0,T-1]})g = \tilde{z}^{[0,L-1]}
\]

where \( 1_L \) is the \( L \times 1 \) vector of all 1.

We conclude our discussion with a simple example illustrating why Part 2) of Lemma 4 does not admit an iff statement.

**Example 1:** Consider the scalar stochastic system \( X_{k+1} = X_k + U_k \) with past data given by the PCEs

\[
X_0 = 0\phi^0 + 0\phi^1, \quad U_0 = 0\phi^0 + 1\phi^1 \\
X_1 = 0\phi^0 + 1\phi^1, \quad U_1 = 1\phi^0 + 0\phi^1 \\
X_2 = 1\phi^0 + 1\phi^1, \quad U_2 = 1\phi^0 + 1\phi^1.
\]

Note that the PCE coefficients of \( U_{[0,2]} \) satisfy the persistency of excitation required by Part 2) of Lemma 4. We aim to find \( g \) in (11b) to represent \( X_0 = 0\phi^0 + 1\phi^1, \quad \tilde{U}_0 = 0\phi^0 + 1\phi^1 \). We obtain (11b) as

\[
\begin{bmatrix}
X_0 & X_1 & X_2 \\
U_0 & U_1 & U_2
\end{bmatrix}
\begin{bmatrix}
g_0 \\
g_1 \\
g_2
\end{bmatrix} =
\begin{bmatrix}
\tilde{X}_0 \\
\tilde{U}_0
\end{bmatrix}.
\]

(12)

After applying Galerkin projection onto the basis functions and stacking the projected equations, we obtain \( Mg = c \) with

\[
M = \begin{bmatrix}
0 & 0 & 1 \\
0 & 1 & 1 \\
0 & 1 & 1 \\
0 & 1 & 1
\end{bmatrix} \quad c = \begin{bmatrix}
0 \\
0 \\
1 \\
1
\end{bmatrix}
\]

where the upper block corresponds to \( \phi^0 \) and the lower one to \( \phi^1 \).

By the Rouché–Capelli theorem, \( Mg = c \) admits a solution \( g \) if and only if the block matrix \( [M|c] \) has the same rank as \( M \). Observe that in the aforementioned example, \( \text{rank}(M) = 3 \) and \( \text{rank}([M|c]) = 4 \). Thus, we conclude that (12) does not admit solutions \( g \in \mathbb{R}^4 \).

**IV. DATA-DRIVEN STOCHASTIC OPTIMAL CONTROL**

The previous section introduces the data-driven representations for stochastic LTI systems. Precisely, the stochastic LTI system (1) and the PCE coefficient dynamics (7) are both linked to the realization data from (4), cf. Corollary 2 and Lemma 4. In this section, we turn toward using our results for stochastic optimal control, i.e., the data-driven reformulation of Problem 1. Moreover, we briefly discuss the estimation of past process.

---

Fig. 1. Overview of the results of Section III.
disturbance realizations and propose a conceptual framework for data-driven stochastic predictive control.

A. Applying PCE to the Stochastic OCP

Before reformulating Problem 1 in a data-driven fashion, we recall its PCE-based reformulation. To this end, we assume that exact PCEs for the initial condition and for the process disturbances are known. Put differently, for known distributions of the initial condition $X_{ini}$ and the disturbance $W_k$, one should (if possible) choose the bases such that their PCE representations are exact, e.g., they follow Table I. Moreover, to obtain exact PCEs for the optimal solution $(X^*, U^*, Y^*)_{[0,N-1]}$ in Problem 1, the underlying basis is constructed accordingly.

Assumption 1 (Exact PCEs for $X_{ini}$ and $W_k$): The initial condition $X_{ini}$ and all i.i.d. $W_k, k \in [0,N-1]$ in Problem 1 admit exact PCEs, cf. Definition 3, with $L_{ini}$ terms and $L_w$ terms, respectively, i.e., $X_{ini} = \sum_{j=0}^{L_{ini}-1} x_{ini,j} \phi_j$ and $W_k = \sum_{j=0}^{L_w-1} w_{kj} \phi_j$ for $k \in [0,N-1]$.

We note that for i.i.d. $W_k, k \in [0,N-1]$, the bases $\phi_j$ are structurally identical but the realizations of the arguments used in the bases are independent. Hence, we distinguish them by the subscript $(\cdot)_k$.

To construct a basis in which $(X^*, U^*, Y^*)_{[0,N-1]}$ admit exact PCEs, we introduce the projection $\Pi^L$ of a random variable $Z \in \mathcal{L}^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^n)$ expressed in the basis $\{\phi_j\}_{j=0}^{\infty}$ onto a reduced basis containing a subset of functions $L \subseteq \mathbb{N} \cup \{\infty\}$ as $\Pi^L : \mathcal{L}^2 \to \mathcal{L}^2$

$$\Pi^L : Z = \sum_{j=0}^{\infty} z_j \phi_j \mapsto \tilde{Z} = \sum_{j \in L} z_j \phi_j. \tag{13}$$

Proposition 1 (Exact uncertainty propagation via PCE): Let Assumption 1 hold. Consider the optimal solution $(X^*, U^*, Y^*)_{[0,N-1]}$ of Problem 1 for some finite horizon $N \in \mathbb{N}^+$. Then, the following statements hold.

1) Suppose that $U^*_{[0,N-1]}$ admits an exact PCE with respect to the finite-dimensional basis $\{\phi_j\}_{j=0}^{L_{ini}-1}$, where

$$L = L_{ini} + N(L_w - 1) \in \mathbb{N}^+ \tag{14a}$$

$$\{\phi_j\}_{j=0}^{L_{ini}-1} = \left\{ 1, (\phi_{ini,j})_{j=1}^{L_{ini}-1}, \left(\phi_{k,j}\right)_{j=1}^{L_{w}-1} \right\} \tag{14b}$$

with $1 = \phi_0^0(\omega) = \phi_0^k(\omega)$ for $k \in [0,N-1]$ and all $\omega \in \Omega$. Then, $Y^*_{[0,N-1]}$ and $X^*_{[0,N-1]}$ also admit exact PCEs with respect to the finite-dimensional basis (14).

2) In the absence of chance constraints (3d)–(3e), $(X^*, U^*, Y^*)_{[0,N-1]}$ admit exact PCEs with respect to the finite-dimensional basis (14).

3) Consider chance constraints (3d)–(3e) and an orthogonal infinite-dimensional basis $\{\phi_j\}_{j=0}^{\infty}$ whose first $L$ terms are given as (14). If $U^*_{[0,N-1]}$ admits nonzero PCE coefficients $u^*_{j,N-1} \neq 0$ for some $j \geq L$, then $(\tilde{X}, \tilde{U}, \tilde{Y})_{[0,N-1]} = \Pi^L \left((X^*, U^*, Y^*)_{[0,N-1]}\right)$ is infeasible in Problem 1 with $L_\infty = \|\cdot\|_{[0,L-1]}$.

The proof follows ideas from [43]. It is given in Appendix B. Observe that the basis $\{\phi_j\}_{j=0}^{L_{ini}-1}$ (14) is the union of the independent bases $\phi_{ini,j}$ and $\phi_k$, $k \in [0,N-1]$. Hence, $X_{ini}$ and $W_k, k \in [0,N-1]$ also admit exact PCEs in (14), i.e., $X_{ini} = \sum_{j=0}^{L_{ini}-1} x_{ini,j} \phi_j$ and $W_k = \sum_{j=0}^{L_w-1} w_{kj} \phi_j$ for all $k \in [0,N-1]$. Precisely, considering the finite PCEs $X_{ini} = \sum_{j=0}^{L_{ini}-1} x_{ini,j} \phi_j$ and $W_k = \sum_{j=0}^{L_w-1} w_{kj} \phi_j$ in Assumption 1, we have

$$x_{ini,j} = \left\{ \begin{array}{ll} x_{ini,j}, & \forall j \in [0,L_{ini}-1], \\
0, & \forall j \not\in [0,L_{ini}-1]. \end{array} \right. \tag{15}$$

Moreover, due to the independence of $W_k$ at each time instant $k \leq N - 1$, we note that, as the prediction horizon $N$ grows, the number of required terms $L$ for exact PCEs in (14) grows linearly.

Remark 3 (Extension to non-i.i.d. settings): If the disturbances $W_k \in \mathcal{L}^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_w})$ are independently but not identically distributed for different $k \in \mathbb{N}$, the considered bases of $W_k$ can be structurally different for $k \in \mathbb{N}$. That is, for all $k \in \mathbb{N}$, we consider $W_k$ admitting exact PCEs with $L_k$ terms in different bases $\phi_k$, i.e., $W_k = \sum_{j=0}^{L_k-1} w_{kj} \phi_j$. Then, the counterpart of basis (14) reads $\{\phi_j\}_{j=0}^{L_k-1} = \{1, \phi_{ini,j}\}_{j=1}^{L_{ini}-1}, \cup_{k=1}^{N-1} \{\phi_{k,j}\}_{j=1}^{L_k-1}$ with $L = L_{ini} + \sum_{k=1}^{N-1} (L_k - 1)$. If $W_k \in \mathcal{L}^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_w})$ are dependently distributed for all $k \in \mathbb{N}$, we may suppose that there exists a polynomial basis $\phi_w$ for all $W_k, k \in \mathbb{N}$ such that $W_k, k \in \mathbb{N}$ admit exact PCEs with at most $L_w$ terms, i.e., $W_k = \sum_{j=0}^{L_w-1} w_{kj} \phi_j$ for all $k \in \mathbb{N}$.

Then, we obtain $L = L_{ini} + L_w - 1$ and the basis $\{\phi_j\}_{j=0}^{L_{ini}-1} = \{1, \phi_{ini,j}\}_{j=1}^{L_{ini}-1}, \cup_{k=1}^{N-1} \{\phi_{k,j}\}_{j=1}^{L_k-1}$.

Remark 4 (Filtered stochastic processes with PCE): Consider the basis (14), for $k \in [0,N-1]$, we have

$$u_k = u_k^0 + \sum_{j=0}^{L_{ini}-1} u^0_{kj} \phi_j + \sum_{j=L_{ini}+1}^{L_{ini}+L_w-1} u^1_{kj} \phi_j. \tag{16}$$

Then, the causality/nonanticipativity of the filtration (2) implicitly imposes an additional constraint on the PCE coefficients of the input

$$u_k^0 = 0, \quad j \in [L_{ini}+k(L_w-1),L-1], \quad k \in [0,N-1]. \tag{17}$$

We remark that the causality of $X_k$ and $Y_k$ trivially holds when (16) is imposed on the PCE coefficient dynamics (7).

Similar to [47], we consider a conservative approximation of chance constraints (3d)–(3e) in Problem 1 that reads

$$E[|Z_k| \pm \sigma(z)] \in \mathbb{Z}, \quad k \in [0,N-1], \quad Z \in \{U,Y\} \tag{17}$$

with $\sigma(z) = \sqrt{\frac{1}{2} \epsilon} \in \{u,y\}$ [47]. Especially, for Gaussian random variables, (3d)–(3e) and (17) are equivalent when $\sigma(z)$ is chosen with respect to the standard normal table. We remark that the square-root is applied component-wise in (17). Now, we are ready to state the PCE reformulation of Problem 1.
Problem 2 (Stochastic OCP in PCE coefficients):
Let Assumption 1 hold. Consider the finite-dimensional basis \( \{ \phi_j \}_{j=0}^{L-1} \) determined by (14), then the PCE reformulation of Problem 1 reads
\[
\begin{align*}
\min_{j \in [0, L-1]} \quad & \sum_{k=0}^{N-1} \sum_{j=0}^{L-1} \left( \| y_k^{(j)} \|^2_Q + \| u_k^{(j)} \|^2_R \right) \langle \phi_j \rangle^2 \\
s\text{subject to} \quad & \forall j \in [0, L-1], \quad x_k^{(j+1)} = Ax_k^j + Bu_k^j + E \tilde{w}_k^j, \quad x_0^j = \tilde{x}_{ini}^j \\
& y_k^j = Cx_k^j + Du_k^j \\
& u_k^j = 0, \quad \forall j \in [L_{ini}+k(L_{ini}-1), L_{ini}].
\end{align*}
\]  
(18a)

and the exact PCEs \( W_k = \sum_{j=0}^{L-1} \hat{w}_k^j \phi_j^j, k \in [0, N-1] \) as given in (15).

Next, we give a data-driven reformulation of (18) exploiting Corollary 2 and Lemma 4.

Problem 3 (Data-driven Stochastic OCP):
Let Assumption 2 hold, and let the finite-dimensional basis \( \{ \phi_j \}_{j=0}^{L-1} \) be given by (14). Suppose that realization data \( (u, w, y) \in [0, T-1] \) of (1) is given with \( (u, w) \in [0, T-1] \) persistently exciting of order \( n_x + N + T_{ini} \). Then, the data-driven reformulation of Problem 2 reads
\[
\begin{align*}
\min_{j \in [0, L-1]} \quad & \sum_{k=0}^{N-1} \sum_{j=0}^{L-1} \left( \| y_k^{(j)} \|^2_Q + \| u_k^{(j)} \|^2_R \right) \langle \phi_j \rangle^2 \\
s\text{subject to} \quad & \forall j \in [0, L-1], \quad x_k^{(j+1)} = Ax_k^j + Bu_k^j + E \tilde{w}_k^j, \quad x_0^j = \tilde{x}_{ini}^j \\
& y_k^j = Cx_k^j + Du_k^j \\
& u_k^j = 0, \quad \forall j \in [L_{ini}+k(L_{ini}-1), L_{ini}].
\end{align*}
\]  
(20a)

where \( \tilde{x}_{ini}^j, j \in [0, L-1], k \in [0, N-1] \) are given in (15). The chance constraint reformulation from (3d)–(3e) to (18d)–(18e) follows by expressing the moment terms in (17) via PCE, cf. (6).

B. Data-Driven Stochastic Optimal Control

So far, we have assumed knowledge of the initial state, i.e., the distribution of \( x_{ini} \) and its finite and exact PCE \( \sum_{j=0}^{L_{ini}-1} x_{ini}^j \phi_j \) (Assumption 1). However, in the context of data-driven control, the information about the state is usually considered to be unknown. Thus, instead of assuming that \( x_{ini} \) admits an exact PCE, we move to an assumption on the past \( T_{ini} \)-steps input, disturbance, and output trajectory of (1), \( (U, W, Y) \in [T_{ini}, 1] \) with \( T_{ini} \) being larger than the system lag \( l \).

Definition 4 (System lag [50]): The lag of system (1) is defined as the smallest integer \( l \) for which
\[
\mathcal{O}_l = [C^T (CA)^T \ldots (CA^{l-1})^T]^T
\]
has full rank.

Assumption 2 (Exact PCEs of consistency data):
We assume that \( T_{ini} \) is larger than the system lag \( l \) and the past \( T_{ini} \)-steps input, disturbance, and that the output trajectories of (1), \( (U, W, Y) \in [T_{ini}, 1] \), admit exact PCEs with \( T_{ini} \)-terms, i.e., \( Z_k = \sum_{j=0}^{L_{ini}-1} z_k^j \phi_j \) for all \( k \in [T_{ini}, 1] \) and \( (Z, z) \in \{(U, u), (W, w), (Y, y)\} \). Moreover, for all \( k \in [0, L_{ini}-1], \) the i.i.d. \( W_k \) admit exact PCEs with \( L_{ini} \)-terms, i.e., \( W_k = \sum_{j=0}^{L_{ini}-1} w_k^j \phi_j \).

Likewise, we construct the finite-dimensional basis \( \{ \phi_j \}_{j=0}^{L-1} \) as the union of \( \phi_{ini} \) and \( \phi_k, k \in [0, N-1], \) cf. (14). Hence, for all \( k \in [T_{ini}, 1] \), we have the exact PCEs \( Z_k = \sum_{j=0}^{L_{ini}-1} z_k^j \phi_j \) in the basis (14) with
\[
\begin{align*}
z_k^j &= \begin{cases} 
\begin{cases}, \text{if } j \in I_{[0, L-1]}, z \in \{u, w, y\} 
0 \quad \text{if } j \notin I_{[0, L-1]},
\end{cases}
\end{cases}
\end{align*}
\]  
(19)

where \( z_k^j, j \in [0, L-1] \) are given in (19) for \( k \in [T_{ini}, 1] \) and \( z \in \{u, w, y\} \). In this case, we have \( L_{ini} = 1 \), i.e., \( Z_k = z_k^0 \phi_0 \) for all \( k \in [T_{ini}, 1] \) and \( (Z, z) \in \{(U, u), (W, w), (Y, y)\} \) with \( \phi_0^0 = 1 \).

Remark 5 (Consistency condition via last \( T_{ini} \) realizations):
We remark that one straightforward specification of \( (U, W, Y) \in [T_{ini}, 1] \) in Assumption 2 are the (observed/measured) realization values \( (u, w, y) \in [T_{ini}, 1] \). In this case, we have \( L_{ini} = 1 \), i.e., \( Z_k = z_k^0 \phi_0 \) for all \( k \in [T_{ini}, 1] \) and \( (Z, z) \in \{(U, u), (W, w), (Y, y)\} \) with \( \phi_0^0 = 1 \).

Remark 6 (Numerical solution with null-space projection):
For the sake of readability, in this remark, we use the short-hand notations \( H_z \) and \( z^i \) instead of \( H_{N+T_{ini}}(z_{0}[T-1]) \) and \( z^i_{[T_{ini}-1]} \) for \( (z, z) \in \{(u, u), (w, w), (y, y)\} \). If \( H_w \in \mathbb{R}^{(N+T_{ini})m \times (N+T_{ini})} \) is of full row rank and the PCE coefficients \( w^i \) are known, the null-space method can be employed to reduce the dimensionality of the decision variables, i.e., \( g^i \) in (20). To this end, we choose a matrix \( M_w \in \mathbb{R}^{T_{ini} \times (N+T_{ini})} \) whose columns span the null space of \( H_w \). The core idea is to parameterize \( g^i \) in the equality constraint \( H_w |_{g^i} = w^i \) as
\[
g^i = M_w h^i + H_w w^i
\]
where \( h^i \in \mathbb{R}^{T_{ini} \times (N+T_{ini})} \) and \( h_w^i \) denotes the Moore–Penrose inverse of \( H_w \). Thus, substitution of the aforementioned equation into (20b) yields a simplified and numerically favorable
expression
\[
\begin{bmatrix}
\mathcal{H}_u \\
\mathcal{H}_y
\end{bmatrix}
(\mathcal{M}_w h^j + \mathcal{H}_u w^j) = \begin{bmatrix} u^j \\ y^j \end{bmatrix} \quad \forall j \in \mathbb{I}_{[0,L]}.
\]

Remark 7 (Solution with regularization): Observe that small data perturbations of the consistency conditions (20c) might jeopardize the feasibility of OCP (20). To overcome this issue, one adds the slack variable \( s \in \mathbb{R}^{n_u T_{in} T_{w}} \) to (20c), i.e.,
\[
y^j_{[-T_{in} - 1]} = \hat{y}^j_{[-T_{in} - 1]} + s^j.
\]
Here, with slight abuse of notation \( s^j \) denotes the corresponding elements of \( s \) for \( j \in \mathbb{I}_{[0,L]} \). Consequently, the penalty term \( \beta \| s \|_1 \) with \( \beta \gg 0 \) is added to the objective. The use of slack variables is widely considered in deterministic data-driven predictive control. We refer to [13] for insights into the one-norm penalization and to [15] for the two-norm penalization.

Remark 8 (Multiple-shooting implementation): We note that compared to the LTI model in (18b), the equality constraint (20b) increases the computational burden due to the large dense Hankel matrices. To overcome this issue, the authors in [51] suggest segmenting the prediction horizon into shorter intervals and using Hankel matrices of smaller dimension. Furthermore, the solution pieces in consecutive intervals are coupled by continuity constraints. This idea resembles the classic concept of multiple shooting [52] in the data-driven setting. In [53], we tailor this concept to the data-driven stochastic OCP (20). Moreover, combined with moment matching, one can show that the dimension of the PCE basis and the number of decision variables can be reduced substantially. For details, we refer to [53].

C. Equivalence of Stochastic OCPs

The next result summarizes equivalence conditions for Problems 1–3. To this end, we define the set of the optimal input–output trajectories for each problem as follows:
\[
S_1 = \left\{ (U^*, Y^*)_{[0,N-1]} \mid \exists X^*_{[0,N-1]} \text{ s.t.} \right. \\
\left. (X^*, U^*, Y^*)_{[0,N-1]} \text{ is optimal in Problem 1,} \right. \\
\left. \text{given } X_{in}, W_k, k \in \mathbb{I}_{[0,N-1]} \right\}
\]
\[
S_2 = \left\{ (u^*, y^*)_{[0,N-1]} \mid \forall j \in \mathbb{I}_{[0,L-1]} : \exists x^j, u^j, y^j_{[0,N-1]} \text{ s.t.} \right. \\
\left. (x^j, u^j, y^j)_{[0,N-1]} \text{ is optimal in Problem 2,} \right. \\
\left. \text{given } x_{in}^j, w_k^j, k \in \mathbb{I}_{[0,N-1]} \right\}
\]
\[
S_3 = \left\{ (u^*, y^*)_{[0,N-1]} \mid \forall j \in \mathbb{I}_{[0,L-1]} : \exists x^j, u^j, y^j_{[0,N-1]} \text{ s.t.} \right. \\
\left. (x^j, u^j, y^j)_{[0,N-1]} \text{ is optimal in Problem 3,} \right. \\
\left. \text{given } (u, w, y)_{[-T_{in} - 1]}, \bar{w}_k^j, k \in \mathbb{I}_{[0,N-1]} \right\}
\]
Note that \( S_1 \) is a subset of \( L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{(n_u + n_y)N}) \) but \( S_2 \) and \( S_3 \) are subsets of \( \mathbb{R}^{(n_u + n_y)N} \). We consider the map
\[
\Psi : \mathbb{R}^{(n_u + n_y)N^L} \to \mathcal{L}^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{(n_u + n_y)N})
\]
\[
\Psi : \mathbb{R}^{(0,L-1)} \to \mathbb{R}^{L-1} \sum_{j=0}^{L-1} s_j \phi^j \in \mathcal{L}^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{(n_u + n_y)N}).
\]

Theorem 1 (Equivalence of stochastic OCPs): Consider the stochastic LTI system (1). Suppose that the pairs \( (A, [B E]) \) and \( (A, C) \) are, respectively, controllable and observable. Let Assumption 2 hold and consider the finite-dimensional basis \( \{\phi^j\}_{j=1}^{\infty} \) determined by (14). Let the given realization data \( (u, w, y)_{[0,T_1 - 1]} \) of (1) with \( (u, w)_{[0,T_1 - 1]} \) be persistently exciting of order \( n_x + N + T_{in} \). Then, following statements hold.
1) There exists a \( X_{in} \) that admits an exact PCE with \( L_{in} \) terms such that \( S_2 = S_3 \).
2) Moreover, suppose that the chance constraints (3d)–(3e) are box constraints, i.e., \( Z = [z_1, z_2] \) for \( Z \in \{U, Y\} \). If the reformulation from (3d)–(3e) to (17) is exact, then for any \( X_{in} \) admitting an exact PCE with \( L_{in} \) terms
\[
S_1 = \Psi(S_2)
\]
holds, where \( \Psi(S_2) \) is the element-wise image of \( S_2 \). The proof is given in Appendix C.

D. Estimation of Past Process Disturbance Realizations

So far, we assumed the knowledge of past process disturbance realizations \( w_{[T_1 - 1]} \). Thus, in this section, we focus on the disturbance estimation for a simplified autoregressive with extra input model as follows
\[
Y_k = \tilde{A} Y_{[k-T_{in}, k-1]} + \tilde{B} U_{[k-T_{in}, k-1]} + W_{k-1} \quad (21a)
\]
where \( \tilde{A} \in \mathbb{R}^{n_y \times T_{in} n_y} \), \( \tilde{B} \in \mathbb{R}^{n_y \times T_{in} n_u} \). Moreover, we assume that (21a) admits a minimal state-space realization as (1) with \( D = 0 \) and some \( E \in \mathbb{R}^{n_x \times n_y} \). For the construction of minimal state-space realizations of (21a), we refer to [54, Lemma 2]. We remark that for the case of state measurements, i.e., \( Y = X \) and \( T_{in} = 1 \), (21a) is equivalent to \( X^+ = AX + BU \), which is a common model structure in the context of stochastic optimal control. Similar to Section II, we consider the process disturbance \( W_k \), \( k \in \mathbb{N} \) to be i.i.d. random variables whose underlying distribution is known.

With given \( (u, y)_{[-T_{in} - 1]} \) and \( w_k, k \in \mathbb{I}_{[-1, \infty)} \), we can specify the realization dynamics of (21a) as
\[
y_k = \tilde{A} y_{[k-T_{in}, k-1]} + \tilde{B} u_{[k-T_{in}, k-1]} + w_{k-1}, \quad k \in \mathbb{N}. \quad (21b)
\]

Proposition 2 (Consistency of realization data): Consider realization data \( (u, w, y)_{[0, T]} \) of (21b) for given \( (u, y)_{[-T_{in} - 1]} \) and unknown disturbance realizations \( w_k, k \in \mathbb{I}_{[-1, T]} \). Let \( I_T \) be an identity matrix of size \( T \) and
\[
S = \left[ \mathcal{H}_{in} \begin{pmatrix} \hat{y}_{[1-T_{in}, T-1]}^1 \\ \hat{y}_{[1-T_{in}, T-1]}^2 \end{pmatrix} \right] \in \mathbb{R}^{T(t_{in} + n_y) \times T} \quad (22)
\]
then the input, disturbance, and output realizations satisfy
\[
(\mathcal{H}_1 (y_{[1,T]} - \hat{y}_1 (w_{[0,T-1]}))) (I_T - S^T S) = 0 \quad (23)
\]
where $S^1$ denotes the Moore–Penrose inverse of $S$.

Proof: By horizontally stacking (21b) for $k \in \mathbb{I}_{[1,T]}$, we have

$$
\mathcal{H}_1 (y_{[1,T]}) = [A \widetilde{B} \begin{bmatrix} 
\mathcal{H}_{T_{in}} (y_{[1-T_{in},T-1]}) \\
\mathcal{H}_{T_{in}} (u_{[1-T_{in},T-1]}) 
\end{bmatrix} + \mathcal{H}_1 (w_{[0,T-1]})
= [A \widetilde{B}] S + \mathcal{H}_1 (w_{[0,T-1])}.
$$

Using $SS^1 S = S$, we obtain

$$
\mathcal{H}_1 (y_{[1,T]}) = [A \widetilde{B}] SS^1 S + \mathcal{H}_1 (w_{[0,T-1]})
$$

After substituting $[A \widetilde{B}]S$ with $\mathcal{H}_1 (y_{[1,T]}) - \mathcal{H}_1 (w_{[0,T-1]})$, we have

$$
\mathcal{H}_1 (y_{[1,T]}) = (\mathcal{H}_1 (y_{[1,T]}) - \mathcal{H}_1 (w_{[0,T-1]})) SS^1 S + \mathcal{H}_1 (w_{[0,T-1]})
$$

which is equivalent to (23).

Corollary 3: Consider realization data $(u, w, y)_{[0,T]}$ of (21) for given $(u, y)_{[1-T_{in},T]}$ and unknown disturbance realizations $w_k$, $k \in \mathbb{I}_{[1,T]}$. Then, for any $(u, w, y)_{[0,T]}$ satisfying (23), there exist $A \in \mathbb{R}^{n_u \times T_{in} n_u}$ and $\widetilde{B} \in \mathbb{R}^{n_y \times T_{in} n_u}$ such that $(u, w, y)_{[0,T]}$ satisfies the system equation

$$
y_k = \hat{A} y_{[k-T_{in},k-1]} + \hat{B} u_{[k-T_{in},k-1]} + \hat{w}_{k-1}.
$$

Proof: We note that $(I - S^1 S)$ is the orthogonal projector onto the kernel of $S$. Thus, $(u, w, y)_{[0,T]}$ satisfying (23) implies that its projection onto $S$ is zero; in other words, it lies in the image space of $S$. Thus, for each tuple $(u, w, y)_{[0,T]}$ satisfying (23), there exists a matrix $M \in \mathbb{R}^{n_y \times T_{in} (n_y + n_u)}$ such that

$$
\mathcal{H}_1 (y_{[1,T]}) - \mathcal{H}_1 (\hat{w}_{[0,T-1]}) = MS.
$$

Then, for each row of the above equation, we have

$$
y_k = M \begin{bmatrix} y_{[k-T_{in},k-1]} \\
u_{[k-T_{in},k-1]}
\end{bmatrix} + \hat{w}_{k-1} \forall k \in \mathbb{I}_{[1,T]},
$$

By splitting $M$ into $[A \widetilde{B}]$, the assertion follows.

As shown in Corollary 3, any $(u, w, y)_{[0,T]}$ satisfying (23) implicitly determines an LTI system. Thus, the usual Hankel matrix equations, i.e., (10) and (11a), stated in Lemma 4 and Corollary 2, hold for $(u, w, y)_{[0,T]}$.

Notice that (23) admits infinitely many solutions $w_{[0,T-1]}$. However, we can utilize the knowledge about the distribution to formulate the maximum likelihood estimate

$$
\hat{w}_{[0,T-1]} = \arg\min_{w_{[0,T-1]}} \sum_{k=0}^{T-1} \log p_w(w_k), \text{ s.t. (23)} \tag{24a}
$$

where $w_k$ is the realization of $W$ at time $k$, and $p_w$ is the probability density function of the i.i.d. $W_k$, $k \in \mathbb{N}$.

Alternatively, one can rely on the least-squares estimate

$$
\hat{w}_{[0,T-1]} = \arg\min_{w_{[0,T-1]}} \|w_{[0,T-1]} - \mathcal{E} [W_{[0,T-1]}]\|^2, \text{ s.t. (23)} \tag{24b}
$$

which admits the closed-form solution

$$
\mathcal{H}_1 (w_{[0,T-1]}) = \left( \mathcal{H}_1 (y_{[1,T]}) - \mathcal{H}_1 (\mathcal{E} [W_{[0,T-1]}]) \right) (I - S^1 S).
$$

Specifically, for Gaussian-distributed disturbances, i.e., $w_k \sim \mathcal{N}(0, \sigma^2)$, $k \in \mathbb{I}_{[0,T-1]}$, the maximum likelihood estimate (24a) is equivalent to the least-squares estimate (24b).

E. Conceptual Framework for Data-Driven Stochastic Predictive Control

Combining the results of the previous sections, we propose the following data-driven stochastic MPC scheme based on OCP (20) as summarized in Algorithm 1. In the offline data collection and preprocessing phase, random inputs $u_{[0,T]}$ are generated to obtain $y_{[0,T]}$. The disturbance realizations $w_{[0,T-1]}$ are assumed to be given, or they can be estimated by (24) when the simplified model (21a) is considered. During the online optimization phase, we consider recursively solving the data-driven stochastic OCP (20) with given last $T_{in}$ realizations $(u, w, y)_{[k-T_{in},k-1]}$, cf. Remark 5, at the current time instant $k$.

Observe that to specify the consistency data $(u, w, y)_{[k-T_{in},k-1]}$, one needs to measure or estimate the realization of past disturbances online. For the case of unknown disturbance realizations, we do the online estimation of $w_{k-1}$ by appending $(u, y)_{[k-T_{in},k-1]}$ to the offline input–output data $S$ in (22). That is, we employ the disturbance estimation (24) with respect to $S' = [S(u, y)_{[k-T_{in},k-1]}]$ and the last element of the estimated disturbance sequence generates $w_{k-1}$. Then, we solve the data-driven stochastic OCP (20) for $(u_{[k-T_{in},N-1]}, y_{[k-T_{in},N-1]}^*, \hat{w}_{[k-M_{in},N-1]}^*)$, $j \in \mathbb{I}_{[0,L-1]}$. Observe that the PCE coefficient $u_0^*$ on $\phi^1$ is applied to the system (1) as the current feedback.

A detailed analysis of the closed-loop properties of the proposed data-driven stochastic predictive control framework is beyond the scope of this article. First results are available in [55]. Here, we demonstrate the efficacy via examples.

V. Numerical Examples

We consider two examples for data-driven stochastic OCPs and predictive control via PCE. Moreover, the least-square estimate (24b) is employed to reconstruct the disturbance realizations. In the first (scalar) example, we consider Gaussian distributed disturbance as well as uniformly distributed disturbance. The second example consists of discrete-time stochastic predictive control for an aircraft. Furthermore, we also verify that the proposed disturbance estimation performs well in open-loop OCPs and predictive control problems. To implement the numerical examples in Julia, we rely on the toolboxes PolyChaos.jl [56] and JuMP.jl [57].
A. Scalar Dynamics

We consider the scalar OCP from [58] and its stochastic extension proposed in [59]. The dynamics are \( X_{k+1} = 2X_k + U_k + W_k \), where \( W_k \) is a random disturbance with known distribution, and \( X_{\text{ini}} \) follows the uniform distribution \( U([0.2, 1.0]) \). The matrices \( Q \) and \( R \) in (3a) are \( Q = 0 \) and \( R = 1 \), while the state chance constraint reads \( P[X \in \mathbb{X}] \geq 1 - \varepsilon_x \) with \( \mathbb{X} = [-2, 2] \) and \( \varepsilon_x = 0.2 \). Thus, we have \( \sigma(\varepsilon_x) = 3 \) in (17). We solve this example as one open-loop OCP with horizon \( N = 25 \).

1) **Gaussian Distributed Disturbance:** We suppose that no recorded disturbance data \( w \) is available and that for all \( k \in I_{[0, N-1]} \), the disturbances \( W_k \), \( k \in \mathbb{N} \) are i.i.d. Gaussian \( \mathcal{N}(0, 0.5^2) \). We apply (24b) with 1000 samples to reconstruct the disturbance realizations. To this end, we use the feedback law \( u_k = -1.1x_k + v_k \), where \( v_k \) is randomly uniformly sampled from \([-0.1, 0.1]\) for \( k \in I_{[0, 999]} \) during the data collection phase. Moreover, we construct the Hankel matrices from the first 100 recorded input/state and estimated noise. This way, we ensure that the data are persistently exciting and the magnitude of state will not increase exponentially. We remark that, in the general context of data-driven control, the design of persistently exciting input sequences for unstable systems is still an open problem.

We choose Legendre polynomials as PCE basis with \( L_{\text{ini}} = 2 \) for \( X_{\text{ini}} \) and Hermite polynomials with \( L_w = 2 \) for \( W_k \) such that Definition 3 is satisfied as shown in Table I. Consequently, we obtain \( L = 27 \) from (14a) and the exactness of the PCEs is ensured. The solutions of the open-loop OCP (20) are depicted in Fig. 2. Therein, we compare the solution with estimated disturbance realizations to the one with exact knowledge of disturbance realizations. For the sake of simplicity, only the expected value and variance of \( X \) and \( U \) are plotted instead of PCE coefficients. It can be seen that the solution with estimated disturbance realizations from (24b) matches the one with exact knowledge of disturbance realizations well. More precisely, the maximum difference of the solutions of OCP (20) with disturbance measurement and estimation in terms of the first two moments of \( X \) and \( U \) is \( 3.71 \cdot 10^{-3} \). That is, (20) with estimated disturbance (24b) provides a slightly suboptimal solution without much performance loss. Furthermore, the maximum difference of the solutions of OCP (18) and (20) with disturbance measurement in terms of the first two moments of \( X \) and \( U \) is \( 4.83 \cdot 10^{-5} \), which shows that (20) is equivalent to model-based stochastic control if exact knowledge of disturbance realizations is available.

The observations above are in line with Theorem 1, i.e., OCP (20) is the data-driven equivalent of OCP (18) when persistency of excitation is satisfied and when the disturbance distributions as well as previous disturbance realizations are known.

2) **Uniformly Distributed Disturbance:** To verify the performance of the disturbance estimation (24b) with respect to uniformly distributed disturbance, we suppose \( W_k \) follows a uniform distribution \( U([-0.5, 0.5]) \). Note that the uniformly distributed disturbance admits an exact PCE with \( L_w = 2 \) terms in the basis of the Legendre polynomials, and thus, \( L = 27 \) as before. We also record state/input trajectories with horizon \( T = 1000 \) and reconstruct the disturbance realizations by (24b). The solutions of the OCPs are illustrated in Fig. 3. As one can
see, the estimation (24b) also handles uniformly distributed disturbance. Similarly, the maximum difference of the all solutions in terms of the first two moments of $X$ and $U$ are $1.05 \times 10^{-3}$. We also observe the similarity of the solutions for uniformly distributed $W_K$, cf. the second row of Table II.

### B. Aircraft Example

As a second example, we use the LTI aircraft model given in [60] exactly discretized with sampling time $t_s = 0.5$ s. The system matrices are

\[
A = \begin{bmatrix}
0.240 & 0 & 0.179 & 0 \\
-0.372 & 1 & 0.270 & 0 \\
-0.990 & 0 & 0.139 & 0 \\
-48.9 & 64.1 & 2.40 & 1 \\
\end{bmatrix}, \quad B = \begin{bmatrix}
-1.23 \\
-1.44 \\
-4.48 \\
-1.8 \\
\end{bmatrix}
\]

\[
C = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
-128.2 & 128.2 & 0 & 0 \\
\end{bmatrix}, \quad D = 0_{3\times1}.
\]

We consider a Gaussian disturbance $W_K$ affecting the input–output dynamics in form of (21a), where $W_k, k \in \mathbb{N}$ are i.i.d. vector-valued random variables with $\Sigma[W_k, W_k] = \text{diag}([10^{-4}, 16, 0.16])$. The weighting matrices in the objective function are $Q = \text{diag}([3.2407, 1.3695, 7.9270])$ and $R = 5188.25$. A chance constraint is imposed on $Y^1$

\[
P[Y^1 \in \mathcal{Y}^1] \geq 1 - \epsilon_y
\]

where $\mathcal{Y}^1 = [-0.349, 0.349]$ and $\epsilon_y = 0.1$. Correspondingly, we find $\sigma(\epsilon_y) = 1.645$ according to the standard normal table. We compare the following four different data-driven schemes:

I) Algorithm I with disturbance measurement;
II) Algorithm I with disturbance estimation;
III) Algorithm I with dist. estimation and truncated PCEs;
IV) data-driven deterministic predictive control with slack variables [13].

We apply Algorithm I with prediction horizon $N = 10$ and exact output feedback, i.e., the realization of $Y_k$ is known upon solving each OCP. Similar to before, in the data collection phase, we record input–output trajectories of 1000 steps to estimate the disturbance realizations via (24b). We use the first 90 recorded inputs–outputs and estimated disturbances to construct the Hankel matrices.

To obtain an exact PCE for each component of $W_k$, we employ the Hermite polynomials component-wise such that $L_w = 4$. Since there is no uncertainty caused by initial condition, i.e., $L_{\text{ini}} = 1$, we obtain from (14a), the dimension of the overall PCE basis as $L = 31$. Considering an initial condition close to $y_{\text{ini}} = [0, -400, 0]^\top$ and using identical disturbance realizations, we compute the closed-loop responses for Schemes I and II.

To speed up the computation, one may limit the number of terms in the PCEs of $(U, A, Y)$. Hence, in Scheme III, we truncate the PCE of $W_k$ after the first four terms. That is, at each time step $k$, we solve the OCP over the horizon $j \in [k, k + N - 1]$ considering only the first disturbance $W_k$ and setting the PCE coefficients $w_j = 0$ for $j > k$.

For the sake of comparison, we also use Scheme IV proposed in [13]; see Fig. 4. Note that a low-rank approximation of the Hankel matrices via singular value decomposition and truncation is applied to Scheme IV to filter the disturbance [13].

We observe that the system input and response trajectories for Schemes I and II are almost identical. Moreover, Fig. 4 illustrates that Algorithm I drives the system to origin with a better performance, i.e., with faster speed and better robustness to the disturbance than Scheme IV.

\[\text{Fig. 3. Scalar example with uniform disturbance. Red-solid line: Solution of (20) with disturbance measurement; blue-solid line with circle marker: Solution of (20) with disturbance estimation; and black-dashed line: Solution of (18).}\]

\[\text{Fig. 4. Aircraft example with Gaussian disturbance. Red-solid line: Scheme I; blue-solid line with circle marker: Scheme II; black-dashed line: Scheme III; and deep blue-solid line: Scheme IV.}\]

\[\text{Fig. 5. Fifty different closed-loop realization trajectories of Scheme II. The red-dashed lines represent the chance constraints.}\]
The computation times and the closed-loop costs $J^3$ of the realized closed-loop trajectories in Fig. 4 are summarized in Table III. All considered schemes are compared by the mean and the standard deviation (SD) of the computation time of each OCP evaluated in the closed loop. Compared to the time needed for solving data-driven OCPs, the computational effort for online disturbance estimation for the consistency condition is negligible. As Table III shows, for Scheme III, the computation is significantly accelerated, while the suboptimality is minor. More precisely, evaluating the closed-loop realization trajectories over time, we compute the closed-loop costs defined as $J^3 = \sum_{k=0}^{39} \|y_k\|^2_R + \|u_k\|^2_R$ for different schemes in Table III. The performance loss due to the truncated PCEs, i.e., $(J^3_{\text{III}} - J^3_{\text{II}})/J^3_{\text{II}}$, is 4.43% and the maximal input difference is 1.06 \cdot 10^{-3}$ rad for this specific example. An intuitive explanation for this phenomenon is that in the closed predictive control loop only the first element of the input solution is applied to the system. Thus, the next upcoming disturbance is dominant. Moreover, comparing the closed-loop costs of Schemes I and II, we observe that in our simulations Scheme II with estimated disturbances performs slightly better than Scheme I. However, a detailed analysis of the performance and robustness of Algorithm I with truncated PCEs and disturbance estimation is left for future research.

Additionally, we sample 50 sequences of disturbance realizations. The corresponding closed-loop realization trajectories of Scheme II are shown in Fig. 5. It can be seen that the chance constraint for $Y^1$ is satisfied with a high probability. Moreover, we sample a total of 1000 sequences of disturbance realizations and initial conditions around [0, −400, 0]T. Then, we compute the corresponding closed-loop responses of Scheme II. The time evolution of the (normalized) histograms of the output realizations $y^2_k$ at $k = 0, 10, 20, 30, 40$ is shown in Fig. 6, where the vertical axis refers to the probability density of $Y^2$. As one can see, the proposed control scheme achieves a narrow distribution of $Y^2$ around 0.

VI. CONCLUSION

This article has addressed the extension of data-driven control and system analysis toward stochastic systems. Specifically, we have given an extension of the fundamental lemma for stochastic LTI systems. The crucial insight of our analysis is that instead of formulating Hankel matrices in terms of random variables, it suffices to consider Hankel matrices constructed from past input-disturbance-output realizations. We have formalized this insight in terms of results on column-space equivalence, respectively, column-space inclusion, and we have leveraged it to propose a framework for data-enabled uncertainty quantification and propagation via PCE. Moreover, we have shown that Hankel matrices formulated directly in terms of random variables do not necessarily allow us to characterize the full system behavior.

As a by-product for our analysis, we have touched upon the estimation of past disturbance realizations from input–output data. Finally, we have shown by means of simulation examples that the proposed approach paves the road towards data-driven stochastic optimal and predictive control.

At the same time, our results highlight the need for further and deeper investigations. This entails the following:

1) a full-fledged behavioral characterization of stochastic systems, their PCE representations, and the relation between both;

2) the consideration of output data corrupted by measurement noise;

3) the robustness analysis with respect to truncation errors in the series expansions and with respect to errors in the estimation of past disturbance realizations;

4) the closed-loop analysis of data-driven stochastic output-feedback predictive control.

APPENDIX A

GALERKIN PROJECTION

For the sake of completeness, we recap the concept of Galerkin projection, cf. [61] and [62]. Given the map $f : \mathcal{L}^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^n) \to \mathcal{L}^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n'})$ and the PCE of $X$ with respect to the orthogonal polynomials $\{\phi_j\}_{j=0}^\infty$ Galerkin projection can be used to obtain the PCE coefficients of the image random variable $Y = f(X)$. It consists of the following steps.

\begin{table}[h!]
\centering
\caption{Comparison of the Computation Times in Julia and the Closed-Loop Costs for the Realized Closed-Loop Trajectories in Fig. 4}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Data-driven scheme & OCP & Disturbance estimation & $J^3$ [-] & \\
\hline
I & 0.788 & 0.110 & n.a. & n.a. & 1.339 \times 10^4 & \\
II & 0.795 & 0.115 & 0.021 & 0.011 & 1.220 \times 10^4 & \\
III & 0.399 & 0.245 & 0.019 & 0.011 & 1.274 \times 10^4 & \\
IV & 0.194 & 0.052 & n.a. & n.a. & 1.622 \times 10^4 & \\
\hline
\end{tabular}
\end{table}

\footnotesize{\textsuperscript{3}A follow-up to this article provides first results in this direction [28].

\textsuperscript{4}A second follow-up presents first results [55].}
1) Substitute $X$ and $Y$ with their PCEs
\[
\sum_{j=0}^{\infty} y_j^i \phi_j^i = f \left( \sum_{j=0}^{\infty} x_j^i \phi_j^i \right).
\]

2) For all $i \in \mathbb{N}$, project onto the basis $\phi_j^i$
\[
\left\langle \sum_{j=0}^{\infty} y_j^i \phi_j^i, \phi_j^i \right\rangle = \left\langle f \left( \sum_{j=0}^{\infty} x_j^i \phi_j^i \right), \phi_j^i \right\rangle.
\]

3) Solve
\[
y_j^i = \frac{\left\langle f \left( \sum_{j=0}^{\infty} x_j^i \phi_j^i \right), \phi_j^i \right\rangle}{\langle \phi_j^i \rangle^2}.
\]

In case of an affine mapping $f(x) = Ax + b$, we have
\[
y_j^i = \frac{\sum_{j=0}^{\infty} \left( Ax_j^i + b \right) \phi_j^i, \phi_j^i}{\langle \phi_j^i \rangle^2}
= \frac{\left( A \sum_{j=0}^{\infty} x_j^i \phi_j^i + \sum_{j=0}^{\infty} b \phi_j^i, \phi_j^i \right)}{\langle \phi_j^i \rangle^2}
= Ax_j^i + b
\]

which follows from the affinity of $f$ and the orthogonality of $\{\phi_j^i\}_{j=0}^{\infty}$.

**APPENDIX B**

**PROOF OF PROPOSITION 1**

*Proof:* For the sake of readability, we omit the subscript $[0, N - 1]$ whenever there is no ambiguity.

*Part 1:* With Assumption 1, since (14b) is the union of the independent bases $\delta_{\phi_k}$, $k \in \mathbb{I}_{[0, N - 1]}$, we observe that $X_{ini}$ and $W_k$, $k \in \mathbb{I}_{[0, N - 1]}$ also admit exact PCEs in the constructed finite-dimensional basis (14). Moreover, for linear systems (3b) and (3c), $X^*$ and $Y^*$ are linked to $X_{ini}$, $W_k$, $k \in \mathbb{I}_{[0, N - 1]}$, and $U^*$ via an affine mapping. Hence, suppose that $U^*$ admits an exact PCE with $L$ terms in the basis (14), $X^*$ and $Y^*$ also admit exact PCEs with $L$ terms in the same basis as $U^*$, cf., [43].

*Part 2:* The proof is done by contradiction. That is, consider the infinite orthogonal basis $\{\phi_j^i\}_{j=0}^{\infty}$ whose first $L$ terms are given by (14). We suppose that $U^*$ admits non-zero PCE coefficients beyond basis (14), then we prove that there exists a feasible trajectory with a smaller value of the objective function.

For the sake of contradiction, suppose $U^*$ has nonzero PCE coefficients beyond basis (14). Then, this also applies to $Y^*$ and $X^*$, cf., the proof of statement 1). In other words, there exists a $\tilde{k} \in \mathbb{I}_{[0, N - 1]}$ and $j \geq L$ such that
\[
u_k^j \neq 0, \text{ for some } j \geq L.
\]

Consider the truncation of $(X^*, Y^*, U^*)$ after the first $L$ PCE terms via $\Pi^L$ with $\mathbb{L} = \mathbb{I}_{[0, L - 1]}$ from (13), i.e.,
\[
(X, \tilde{U}, \tilde{Y}) = \Pi^L \left( (X^*, U^*, Y^*) \right).
\]

Since the trajectory tuple $(x_k^j, y_k^j, u_k^j)$, $k \in \mathbb{I}_{[0, N - 1]}$ satisfies the PCE dynamics (7) for every $j \in \mathbb{I}_{[0, L - 1]}$, it is straightforward to see that $(\tilde{X}_k, \tilde{Y}_k, \tilde{U}_k)$, $k \in \mathbb{I}_{[0, N - 1]}$ satisfies (1). Moreover, in the absence of chance constraints, $(X, U, Y)$ is a feasible trajectory of Problem 1.

In addition, we reformulate the objective function (3a) as
\[
\sum_{k=0}^{N-1} \sum_{j=0}^{\infty} \left( \|y_k^j\|^2_Q + \|u_k^j\|^2_R \right) \langle \phi_j \rangle^2.
\]

Observe that
\[
\sum_{k=0}^{N-1} \sum_{j=L}^{\infty} \left( \|y_k^j\|^2_Q + \|u_k^j\|^2_R \right) \geq \|u_k^j\|^2_R > 0
\]
holds for $Q \succeq 0$, $R \succeq 0$ and all $u_k^j$, $j \in \mathbb{I}_{[L, \infty]}$, $k \in \mathbb{I}_{[0, N - 1]}$ satisfying (26). Hence, $(X, U, Y)$ admits a smaller objective value than $(X^*, U^*, Y^*)$. Thus, we arrive at a contradiction that shows statement 2.

*Part 3:* The proof of Part 2 shows that the truncated solution $(X, U, Y) = \Pi^L \left( (X^*, U^*, Y^*) \right)$ admits a smaller objective value than $(X^*, U^*, Y^*)$. If $(X, U, Y)$ is a feasible solution, it will contradict the statement that $(X^*, U^*, Y^*)$ is an optimal solution. Thus, if $U^*$ also admits nonzero PCE coefficients beyond the first $L$ terms this implies that $(X, U, Y)$ is infeasible. In other words, the consideration of extra basis terms beyond (14) has to contribute to feasibility.

**APPENDIX C**

**PROOF OF THEOREM 1**

As a preparatory step, the following lemma gives a sufficient condition when Part 3) of Proposition 1 can be strengthened without the a-priori assumption of $U^*$ admitting an exact PCE.

**Lemma 5 (Exact PCE solution with box constraints):** Let Assumption 1 hold. Consider the optimal solution $(X^*, U^*, Y^*)_{[0, N - 1]}$ of Problem 1 with finite horizon $N \in \mathbb{N}^+$. If the chance constraint reformulation from (3d)–(3e) to (17) is exact and (3d)–(3e) are box constraints, i.e., $\mathcal{Z} = [\bar{z}, \tilde{z}]$ for $Z \in \{U, Y\}$, then $(X^*, U^*, Y^*)_{[0, N - 1]}$ admits an exact PCE with respect to the finite dimensional basis (14).

*Proof:* The proof follows the same ideas as the proof in Part 2) of Proposition 1. The crucial difference in our following proof is that the feasibility of the truncated solution $(X, U, Y)$ holds for the given assumptions.

First, with nonzero PCE coefficients (26), from (6), we note that $\mathcal{V}[Z_{k}] \subseteq [\bar{z}, \tilde{z}]$, $Z \in \{U, Y\}$. Therefore, if $(U^*, Y^*)$ satisfy the chance constraint reformulation (17) with $Z = [\bar{z}, \tilde{z}]$ for $Z \in \{U, Y\}$, the truncated variables $(X, U, Y)$ also satisfy (17) with $Z = [\bar{z}, \tilde{z}]$ for $Z \in \{U, Y\}$. Hence, we conclude the feasibility of $(X, U, Y)$ whenever the reformulation between (3d)–(3e) and (17) is exact and when (3d)–(3e) are box constraints.

Now, we are ready to prove Theorem 1.

*Proof: Part 1:* First, we prove that with Assumption 2, there exists a $X_{ini}$ that admits an exact PCE with $L_{ini}$ terms. With Assumption 2, we have $Z_k = \sum_{j=0}^{T_{ini}-1} z_{k}^j \delta_{\phi_k}^{\phi_{ini}}$ for $k \in \mathbb{I}_{[T_{ini}-1]}$ and $(Z, z) \in \{U, W, \langle U, Y \rangle\}$. For each $j \in \mathbb{I}_{[0, L_{ini}]}$, the PCE coefficient trajectory $\left( w^j, w^j, y^j \right)_{[-T_{ini}-1]}$ satisfies (7). Since (7) is observable, with $T_{ini}$ being larger than the system lag, we can determine an internal state $x_{ini}^j$ for the PCE coefficients trajectory.
at time instant 0 from \((u^i, w^i, y^i, T_{hi-1})\). Thus, one can recover the internal state \(X_{in} = \sum_{j=0}^{L_{in}} x_{in}^j y_{in}^j\) for the random variable trajectory and this \(X_{in}\) admits an exact PCE with \(L_{in}\) terms.

Second, the data-driven reformulation of (18b) and (18c) to (20b) follows Corollary 2 with \((u, w, T_{0,\tau-1})\) persistently exciting of order \(N + T_{ini} + n_{w}\). Thus, we conclude that with \(T_{ini}\) being larger than the system lag, one can recover the internal state \(X_{in}\) from the consistency data in Assumption 2, and with this \(X_{in}\) Problem 2 admits the same optimal input–output solution set as Problem 3, i.e., \(S_2 = S_3\).

**Part 2):** Suppose the chance constraint reformulation from (3d)–(3e) to (17) is equivalent (exact) to (3d)–(3e) are box constraints. As shown in Lemma 5, for any \(X_{in}\) with an exact PCE of \(L_{in}\) terms, \((X^*, U^*, Y^*)_{[0,N-1]}\) admit exact PCEs with respect to the finite-dimensional basis (14). Thus, the PCE reformulation of random variables from Problem 1 to Problem 2 is without the truncation error. Hence, we conclude that \(S_1 = \Psi (S_2)\) holds whereby \(\Psi (S_2)\) is the element-wise application of the map. ■
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