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Abstract

Microarray studies, in order to identify genes associated with an outcome of interest, usually produce noisy measurements for a large number of gene expression features from a small number of subjects. One common approach to analyzing such high-dimensional data is to use linear errors-in-variables models; however, current methods for fitting such models are computationally expensive. In this paper, we present two efficient screening procedures, namely corrected penalized marginal screening and corrected sure independence screening, to reduce the number of variables for final model building. Both screening procedures are based on fitting corrected marginal regression models relating the outcome to each contaminated covariate separately, which can be computed efficiently even with a large number of features. Under mild conditions, we show that these procedures achieve screening consistency and reduce the number of features considerably, even when the number of covariates grows exponentially with the sample size. Additionally, if the true covariates are weakly correlated, corrected penalized marginal screening can achieve full variable selection consistency. Through simulation studies and an analysis of gene expression data for bone mineral density of Norwegian women, we demonstrate that the two new screening procedures make estimation of linear errors-in-variables models computationally scalable in high dimensional settings, and improve finite sample estimation and selection performance compared with estimators that do not employ a screening stage.
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1 Introduction

In microarray studies, to identify genes that are associated with an outcome of interest, a large number of gene expressions (potentially tens of thousands) are measured from typically a much smaller number of subjects (often in the tens to hundreds). The gene expression measurements tend to be noisy, where measurement errors come from many sources such as sample preparation, labeling, and hybridization; for example, see [Rocke and Durbin (2001)] and [Zakharkin et al. (2005)]. The gene measurements are also often
analyzed on the log scale, making the assumption of additive measurement errors more plausible (Nghiem and Potgieter, 2019). Furthermore, as in common genome wide association studies (Do et al., 2011; Zhou et al., 2018, among others), it is usually assumed that only a few genes are related to the outcome of interest, i.e. a sparsity assumption on the statistical model. As a specific motivating example, after some preprocessing steps, our Bone Mineral Density data in Section 4 contains noisy measurements of \( p = 993 \) features (genes) from \( n = 84 \) observations (Norwegian women), and we are interested in identifying genes that are associated with the total hip T-score.

For analyzing such data, a commonly used approach which we focus on in this paper is the classical linear errors-in-variables (EIV) model

\[
y = X\beta_0 + \varepsilon, \quad W = X + U, \tag{1}
\]

where \( y \in \mathbb{R}^n \) is a random vector of outcomes from \( n \) independent and identically distributed (iid) observations, \( X \in \mathbb{R}^{n \times p} \) is the deterministic true covariate matrix (typically the true gene expressions), \( \beta_0 = (\beta_{01}, \ldots, \beta_{0p})^T \in \mathbb{R}^p \) is the true coefficient vector, and \( \varepsilon \in \mathbb{R}^n \) is the model error vector term whose components are assumed to be iid with zero mean and variance \( \sigma^2 \). Due to the existence of measurement error, the true covariate matrix \( X \) is not observed; instead, we observe the random matrix \( W \in \mathbb{R}^{n \times p} \), which is a noisy version of \( X \), contaminated by an additive random measurement error matrix \( U \in \mathbb{R}^{n \times p} \) independent of \( \varepsilon \). The rows of \( U \) are assumed to be iid random vectors with zero mean and covariance matrix \( \Sigma_u \). We focus on the model (1) in high dimensional settings, where the number of covariates \( p \) can be bigger than and grow with the sample size \( n \), potentially at an exponential rate. We also assume the true coefficient vector \( \beta_0 \) to be sparse, meaning that only a few components of \( \beta_0 \) are non-zero.

When the true covariate matrix \( X \) is observed, penalized regression methods (Tibshirani, 1996; Fan et al., 2004; Huang et al., 2008; Simon et al., 2013; Piironen et al., 2017; Ida et al., 2019, among others) are widely used to estimate and perform variable selection on \( \beta_0 \). However, when the true covariate matrix \( X \) is not observed, replacing \( X \) with \( W \) leads to a naive estimator that is inconsistent in both estimation and variable selection of \( \beta_0 \) (Sørensen et al., 2015). To address this challenge, several corrections for measurement error in high dimensional linear EIV models have been proposed. For example, Rosenbaum et al. (2010) and Rosenbaum et al. (2013) proposed the matrix uncertainty (MU) selector and its improved version, respectively, while Belloni et al. (2017) proved its near-optimal minimax properties and developed a conic programming estimator that can achieve the minimax bound. Both the MU selector and conic estimator require appropriate choice of multiple tuning parameters, which is typically very challenging in practice, especially in high dimensional settings. Another approach for handling measurement error is to modify the loss function or the conditional score functions commonly seen in the error-free penalized regressions; examples include the corrected lasso method of Loh and Wainwright (2012) and Sørensen et al. (2015), and the convex conditioned lasso of Datta et al. (2017). More recently, Romeo and Thoresen (2019) presented a simulation study to compare the performance of the MU, corrected lasso, and convex conditioned lasso against the naive estimator in both estimation and variable selection; they concluded that the relative performance of those estimators depend on the structure of \( \Sigma_u \). Brown et al. (2019) introduced a boosting algorithm based on the estimating equation of the corrected lasso, but the theoretical properties of the final estimates were
not examined. In another line of research, Nghiem and Potgieter (2019) proposed a SIMSELEX estimator that first uses simulation to evaluate the effect of measurement error on estimated coefficients, then selects important covariates based on these simulated effects, and finally extrapolates the simulation to the scenario with no measurement error present. Furthermore, Byrd and McGee (2019) presented an EM-type correction method, where they iteratively sample the true covariate from the conditional distribution of $X$ given $y$ and $W$, and fitted penalized regressions of $y$ on these sampled covariates. A major disadvantage of all these methods is that they are not computationally efficient when the number of covariates $p$ is very large. Specifically, while the corrected lasso is defined to be a global minimum of a non-convex optimization problem, the convex conditioned lasso requires computation of the nearest semi-positive definite matrix measured in element-wise max norm in high dimensions; we will elaborate these two estimators in Section 3.2. In addition, the SIMSELEX procedure requires running the lasso on a large number of simulated datasets, while the method of Byrd and McGee (2019) requires sampling from a large $p$-dimensional multivariate distribution, which is slow in high dimensional settings.

In this paper, motivated by the Bone Mineral Density data, we address the large $p$ problem for linear EIV models by proposing two efficient corrected marginal screening methods, namely corrected penalized marginal screening and corrected sure independence screening, respectively. These screening methods aim to quickly identify a screening index set $\hat{Q} \subset \{1, \ldots, p\}$ from the observed data, such that $\hat{Q}$ has much smaller cardinality than $p$ but still retains all the important covariates, a property known as screening consistency. When no measurement error is present, screening methods in high dimensions are usually carried out based on marginal regressions, with the first two proposed methods being the penalized marginal bridge regression of Huang et al. (2008) and sure independence screening of Fan and Lv (2008) for the linear model, followed by a vast literature that improved these two methods and applied them to more complex models, see Fan and Lv (2008); Fan et al. (2010); Li et al. (2012); Barut et al. (2016); Wen et al. (2018, among others). Compared to penalized methods when no measurement error is present, screening methods have received far less attention for EIV models. A screening method for linear EIV models was briefly mentioned in Kaul et al. (2016). As detailed in Section 2, this method is a special case of our proposed corrected sure independence screening method when all the covariates have the same measurement error variance. In our new methods, after screening, we only compute penalized estimators using the variables indexed by $\hat{Q}$; since the cardinality of the set $\hat{Q}$ is much smaller than $p$, the total estimation times of two-stage estimators are much reduced compared to those of one-stage estimators that do not employ a screening. We demonstrate that the benefit of the proposed screening procedures is so substantial that it can make many estimators (such as the convex conditioned lasso) computationally feasible in high dimensional settings. Theoretically, we show that under mild conditions, even when the number of covariates $p$ grows at an exponential rate with the sample size $n$, our proposed screening methods achieve screening consistency while reducing the number of variables to below the sample size. Moreover, under a partial orthogonality condition for the true covariates, we demonstrate that the corrected penalized marginal screening approach can achieve full variable selection consistency. Our simulation studies and an analysis of the motivating Bone Mineral Density data both verify our theoretical results, and demonstrate that our proposed screening procedures lead to remarkable gains in both computational cost and finite sample performance.
The remainder of this paper is organized as follows. Section 2 introduces the proposed screening procedures and establishes their theoretical properties. In Section 3 we present simulation studies to demonstrate the strong empirical performance of screening procedures and several two-stage estimators. Section 4 applies the methodologies to analyze the motivating Bone Mineral Density data, and Section 5 offers some concluding remarks.

The following notation is used throughout the paper. For a generic matrix \( A \), let \( A_{ij} \) denote the \((i,j)\) element of \( A \) and let \( \|A\|_2, \|A\|_F, \) and \( \|A\|_{\text{max}} \) denote the \( \ell_2 \) norm, Frobenius norm, and element-wise max norm, respectively. For a square matrix \( A \), let \( \lambda_{\max}(A) \) denote its maximum eigenvalue. For any vector \( v \), let \( v_j \) denote its \( j \)th component, \( \|v\|_2 \) and \( \|v\|_1 \) denote its \( \ell_2 \) norm and \( \ell_1 \) norm, respectively. For any set \( S \), let \( S^c \) denote its complement, and \( |S| \) denote its cardinality. Finally, for any sequence \( a_n \) and \( b_n \), we write \( a_n \sim b_n \) if there exist positive constants \( c_1 \) and \( c_2 \) such that \( c_1 a_n \leq b_n \leq c_2 a_n \).

2 Corrected marginal screening procedures

Consider the linear EIV model (1), with the observed data consisting of the outcome vector \( y \in \mathbb{R}^n \) and the surrogate matrix \( W \in \mathbb{R}^{n \times p} \). Let \( \sigma_1^2, \ldots, \sigma_p^2 \) denote the diagonal elements of \( \Sigma_u \); if any true covariate \( X_{ij} \) is measured without error, then the corresponding element \( \sigma_j^2 \) is set to zero. We assume only \( s \) components of \( \beta_0 \) are non-zero, where \( s \ll \min(n,p) \), and without loss of generality, let \( S = \{1, \ldots, s\} \) and \( S^c = \{s+1, \ldots, p\} \) denote the set of indices corresponding to non-zero and zero components of \( \beta_0 \), respectively. For the remainder of this paper, unless otherwise stated, we assume the covariance matrix \( \Sigma_u \) is known; in practice, \( \Sigma_u \) is usually estimated from replicate data [Carroll et al. 2006]. For example, in our microarray data analysis in Section 4, replications are available in the form of multiple probes for each gene expression, and we follow a common procedure to estimate \( \Sigma_u \) from these data (further details are presented in Appendix B).

We develop screening procedures that can reduce the number of covariates for model (1) but still maintain all the important variables. Moreover, these procedures are designed to be computationally scalable to high dimensional settings with \( p \gg n \). Specifically, we propose to screen variables by minimizing

\[
L(\beta) = \sum_{j=1}^p L_j(\beta_j) = \frac{1}{n} \sum_{j=1}^p \left\{ \sum_{i=1}^n (y_i - W_{ij} \beta_j)^2 - \sigma_j^2 \beta_j^2 + \lambda_n p_n(|\beta_j|) \right\},
\]

with \( \lambda_n \) being a non-negative tuning parameter and \( p_n(|\beta_j|) \) a penalty function on \(|\beta_j|\). Let \( \hat{\beta} = \text{argmin}_\beta L(\beta) \). The function \( L(\beta) \) to be minimized in (2) consists of two parts. The first part, \( \sum_{j=1}^p \sum_{i=1}^n (y_i - W_{ij} \beta_j)^2 - \sum_{j=1}^p \sigma_j^2 \beta_j^2 \), is the sum of all the \( \ell_2 \) losses for the regression of the outcome on each surrogate predictor (i.e column of \( W \)) separately, with measurement error accounted for via a (negative) \( \ell_2 \) penalty term, \(- \sum_{j=1}^p \sigma_j^2 \beta_j^2 \). When \( p \) is fixed and \( n \to \infty \), this loss part converges to \( n^{-1} \sum_{j=1}^p \sum_{i=1}^n (y_i - X_{ij} \beta_j)^2 \), which is the loss that was used by both [Huang et al. 2008] and [Fan et al. 2010] for their corresponding marginal screening procedures when no measurement error is present. In the theoretical analysis below, we allow \( p \) to diverge to \( \infty \); in this case, this loss part still enables us to achieve screening consistency. For the second part of (2), the penalty function \( \lambda_n \sum_{j=1}^p p_n(|\beta_j|) \) regularizes the estimates, i.e with appropriate
choices for \( \lambda_n \), many components of the estimated \( \hat{\beta} \) are set to zero. Common choices of the penalty function \( p_n(\|\beta\|) \) include the lasso \( |\beta_j| \), the bridge penalty \( |\beta_j|^\alpha \) with \( 0 < \alpha < 1 \) (Frank and Friedman, 1993), and the SCAD penalty (Fan et al., 2004), among others. In this paper, we use the bridge penalty, which makes the solution of (2) relatively fast to compute and easy to analyze theoretically. However, we note that other penalties can be used in practice, although pursuing this is beyond the scope of this paper. Computationally, for any value of \( \lambda_n \), each component \( \hat{\beta}_j \) can be obtained by minimizing \( L_j(\beta_j) \) separately. When \( n \) is large enough, the coefficient \( n^{-1} \sum_{i=1}^n W_{ij}^2 - \sigma_j^2 \) associated with \( \beta_j^2 \) is positive, so \( L_j(\beta_j) \) is a convex function of \( \beta_j \) and can be minimized quickly using univariate convex optimization routines. Therefore, the minimizer of (2) can be computed efficiently even with very large \( p \), making it and subsequent screening methods scalable in high dimensions.

We consider two screening approaches arising from (2). For the first approach, which will be referred to as corrected penalized marginal screening (PMSc), we consider the case when the tuning parameter \( \lambda_n \) is strictly positive. In this case, although the minimizer of (2) does not generally have a closed form, some components of \( \hat{\beta} \) can be set exactly to zero, so the corresponding screening set is defined to be \( \hat{Q}_{\text{PMSc}} = \{ j : \hat{\beta}_j \neq 0 \} \). For the second approach, we consider the case when \( \lambda_n = 0 \), so the minimizer of (2) has components

\[
\tilde{\beta}_j = \frac{\sum_{i=1}^n W_{ij}y_i}{\sum_{i=1}^n W_{ij}^2 - n\sigma_j^2}, \quad j = 1, \ldots, p,
\]

(3)
each of which is non-zero with probability one. Note that each component \( \tilde{\beta}_j \) is a consistent estimator of the slope \( \gamma_j \) in the marginal univariate model between the outcome and the true (unobserved) covariate \( y_i = \gamma_j X_{ij} + \varepsilon_i, \ i = 1, \ldots, n \), which is the quantity that is used by Fan and Lv (2008) and Fan et al. (2010) in sure independence screening (SIS) when no measurement error exists. In order to reduce the number of dimensions in this unpenalized approach, similar to SIS, we keep the \( d \) components with largest magnitude \( |\tilde{\beta}_j|, j = 1, \ldots, p \), and refer to this approach as corrected sure independence screening (SISc). The corresponding screening set is then defined to be

\[
\hat{Q}_{\text{SISc}} = \{ 1 \leq j \leq p : |\tilde{\beta}_j| \text{ is among the first } d \text{ largest of all components } |\tilde{\beta}_1|, \ldots, |\tilde{\beta}_p| \}. \quad (4)
\]

We remark that the SISc approach in our paper is more general than the corrected screening method introduced by Kaul et al. (2016) in the first step of their two-step estimation procedure; specifically, Kaul et al. (2016) screened the variables based on \( \zeta_j = \sum_{i=1}^n W_{ij}y_i, \ j = 1, \ldots, p \), which is the numerator of (3). The rank of \( |\zeta_j| \) is asymptotically the same as the rank of \( |\tilde{\beta}_j| \) if all the covariates have the same measurement error variance and are measured on the same scale. Therefore, the method of Kaul et al. (2016) may be considered as a special case of SISc when all the covariates have the same measurement error variances.

In the next two subsections, we study the theoretical properties of the two screening procedures PMSc and SISc separately; all the proofs are provided in Appendix A. Throughout the development below, we note that the true covariate matrix \( X \) is assumed to be deterministic; this assumption could be relaxed to allow \( X \) to be random, although we do not explore this in the paper.
2.1 Corrected penalized marginal bridge screening

First, we study the properties of the PMSc approach with the penalty function $p_n(|\beta_j|) = |\beta_j|^\alpha$ for $0 < \alpha < 1$. Since the screening step aims only to reduce the dimension of the feature space, we are interested only in variable selection properties, noting that $\hat{\beta}$ is generally not estimation consistent for the true vector $\beta_0$. For the theoretical development below, we define

$$\tilde{\xi}_{nj} = \frac{1}{n} \mathbb{E} \left( \sum_{i=1}^{n} y_i X_{ij} \right) = \frac{1}{n} \sum_{i=1}^{n} \left( \sum_{k=1}^{s} X_{ik} \beta_{0k} \right) X_{ij},$$

$$\xi_{nj} = \frac{1}{n} \mathbb{E} \left[ \left( \sum_{i=1}^{n} y_i W_{ij} \right) \left| U_{ij} \right| \right] = \frac{1}{n} \sum_{i=1}^{n} \left( \sum_{k=1}^{s} X_{ik} \beta_{0k} \right) W_{ij} = \xi_{nj} + \frac{1}{n} \sum_{i=1}^{n} \left( \sum_{k=1}^{s} X_{ik} \beta_{0k} \right) U_{ij}.$$

Here, $\tilde{\xi}_{nj}$ can be considered as the marginal covariance between the outcome and the $j$th true covariate. As in the no measurement error case, this quantity $\tilde{\xi}_{nj}$ with $j \in S$ will play an essential role in determining whether the component $\hat{\beta}_j$ is asymptotically non-zero. However, because the $X_{ij}$’s are not observed, the quantities $\tilde{\xi}_{nj}$ are not directly computable, so the random variables $\xi_{nj}$ are used as surrogates for $\tilde{\xi}_{nj}$, $j = 1, \ldots, p$.

Next, we assume the following conditions.

(C1) The model error terms $\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n$ are iid sub-Gaussian random variables with mean zero and finite variance $\sigma^2$.

(C2) The measurement errors $U_{ij}$, $i = 1, \ldots, n$ are independent sub-Gaussian random variables with finite variance $\sigma^2_j$, $j = 1, \ldots, p$.

(C3) There exist constants $b_0$ and $b_1$ such that $0 < b_0 \leq \min_{k \in S} |\beta_{0k}| \leq \max_{k \in S} |\beta_{0k}| \leq b_1 < \infty$.

(C4) There exist constants $C_1$ and $C_2$ such that $0 < C_1 \leq \min_{j} n^{-1} \sum_{i=1}^{n} X_{ij}^2 < \max_{j} n^{-1} \sum_{i=1}^{n} X_{ij}^2 \leq C_2 < \infty$.

(C5) There exists a constant $\xi_0$ such that $\min_{k \in S} |\tilde{\xi}_{nj}| \geq \xi_0 > 0$ for all $n$.

Conditions (C1)-(C2) are standard in the high dimensional measurement error literature; e.g these conditions were used in Rosenbaum et al. (2013) and Belloni et al. (2017). Condition (C3) requires that all the true non-zero components of $\beta_0$ are bounded away from zero and infinity. Condition (C4) assumes that each true covariate is well-controlled; in particular, the lower bound implies that the “signal” part on each covariate is not too small (for example, the true covariate matrix $X$ should not be too sparse). With the above conditions, the PMSc procedure can achieve screening consistency, as made precise in Theorem 1.

**Theorem 1.** Consider the linear EIV model (1) under conditions (C1)-(C5), and the screening set $\hat{Q}_{PMSc} = \{j : \tilde{\beta}_j \neq 0\}$, where $\tilde{\beta}$ minimizes (2) with the tuning parameter $\lambda_n \to 0$ and the number of important variables $s = o(n)$. Then, we have $\mathbb{P}(\hat{Q}_{PMSc} \supseteq S) \to 1$, meaning all the important variables are included in the screening set with probability tending to one as $n \to \infty$. 


The conditions for screening consistency as stated in Theorem 1 are relatively weak. Indeed, it is easy to see that setting the tuning parameter $\lambda_n = 0$, such as in the case of SISc, always guarantees screening consistency, although no dimension reduction is achieved in this case. If the true important and non-important covariates are weakly correlated, as formalized in the condition (C6) below, then the PMSc procedure can achieve full selection consistency, meaning that the screening set contains important variables only. Specifically, we assume the following additional conditions.

(C6) There exists constants $d_0 > 0$ and $0 \leq \theta \leq 1/2$ such that
\[
\left| n^{-1} \sum_{i=1}^{n} X_{ij} X_{ik} \right| \leq d_0 n^{-\theta}, \quad j \in S^c, \quad k \in S.
\]

(C7) Assume the tuning parameter $\lambda_n$ satisfies:

(a) $\lambda_n \to 0$ and $\lambda_n n^{\theta(2-\alpha)}/s^{\alpha-2} \to \infty$,

(b) $\log (2m) = o(1) \times \left\{ \lambda_n n^{(2-\alpha)/2} \right\}^{1/(2-\alpha)}$, where $m = p - s$.

Condition (C6) is similar to the partial orthogonality condition of Huang et al. (2008), which is necessary to establish the full variable selection consistency of the penalized marginal bridge estimator when no measurement error is present. Such a condition is also necessary when measurement errors are present. Condition (C7a) implies that the number of important variables $s$ is of order $o(n^\theta)$ (hence is of order $o(n^{1/2})$ at most), while condition (C7b) implies the number of zero coefficients $m = p - s$ can be of order $o(\exp(n^{1/2}))$. As a result, the number of variables $p$ is allowed to grow at an exponential rate with $n^{1/2}$, while the number of important variables $s$ grows at a comparably slower rate. These two conditions also control the behavior of the tuning parameter $\lambda_n$ that should be used for PMSc to achieve full variable selection consistency.

Theorem 2. Consider the linear EIV model (1) under conditions (C1)-(C7), and the screening set $\hat{Q}_{PMSc} = \{ j : \hat{\beta}_j \neq 0 \}$. Then we have $P(\hat{Q}_{PMSc} = S) \to 1$, meaning the screening set $\hat{Q}_{PMSc}$ contains all and only the important variables as $n \to \infty$.

Note that in both Theorem 1 and Theorem 2 we do not make any assumption on the structure of the covariance matrix $\Sigma_u$, except that the measurement error variance on each covariate is bounded for all $j = 1, \ldots, p$, as formalized in condition (C2). In Appendix C, we demonstrate empirically that the conclusion from Theorem 2 holds even when the measurement error among the covariates is highly correlated.

In practice, since the true covariate matrix $X$ is not observed, condition (C6) is hard to verify, and even when it is assumed to hold, we stress that the theoretical choice of $\lambda_n$ in condition (C7) depends on unknown quantities. Therefore, in practice, for the proposed PMSc procedure, we use cross-validation to select the tuning parameter $\lambda_n$, where the loss on test data is computed based on the loss part of (2). This procedure will be referred to as PMSc cross-validation (PMScCV) and is further elaborated upon in Subsection 3.2. Alternatively, we can start with a sufficiently large value for $\lambda_n$ such that all the coefficients are set to zero, then incrementally decrease $\lambda_n$ until a certain number of covariates, $M$, is included. Note that with this version of PMSc, rather than having to choose the tuning parameter $\lambda_n$, we instead choose $M$, the desired number of covariates to keep from the screening procedure. This strategy will be referred to as PMSc
forward stepwise (PMScFS). As demonstrated in Appendix C, when the true model is sparse as is assumed in our high dimensional settings, in order to retain all the important variables, $M$ can be substantially smaller than the number of covariates $d$ to keep in the SISc approach, and hence also be substantially smaller than the sample size $n$.

### 2.2 Corrected sure independence screening

Because SISc corresponds to the minimizer of (2) with $\lambda_n = 0$, it screens out important variables by keeping only the $d$ components with largest magnitude among $\{||\hat{\beta}_1||, \ldots, ||\hat{\beta}_p||\}$ as formalized by $\hat{Q}_{\text{SISc}}$ in (4). In this section, we prove that under certain conditions, the scalar $d$ can be chosen such that we can reduce the number of dimensions to below the sample size $n$ and still retain all the important variables. To achieve this, we follow the theoretical development of SIS in the linear model with no measurement error by Fan and Lv (2008), and aim to theoretically set $d = \lceil \gamma n \rceil$, where $\gamma$ can be of order $n^{-\bar{\theta}}$ for some $0 < \bar{\theta} < 1$. In addition to the conditions (C1)-(C5) for screening consistency as in Theorem 1, we impose the following additional assumptions.

- **(C8)** $p > n$, $\log(p)/n \to C_1$ with $C_1$ being a constant as both $n$ and $p$ diverge to $\infty$.
- **(C9)** Let $Z = U \Sigma_u^{-1/2}$. Then,
  
  (a) For some constants $c_1, c_2 > 1$ and $D > 0$, the matrix $Z$ follows a spherical distribution satisfying
  \[ P\left\{ \lambda_{\max}(\tilde{p}^{-1}ZZ^\top) > c_2 \text{ and } \lambda_{\min}(\tilde{p}^{-1}ZZ^\top) < 1/c_2 \right\} \leq e^{-Dn}, \]
  for any $n \times \tilde{p}$ submatrix $\tilde{Z}$ of $Z$ with $c_1 n \leq \tilde{p} \leq p$.
  
  (b) There exists positive constants $\tau_1 > 0$ and $c_3 > 0$, such that $\lambda_{\max}(\Sigma_u) \leq c_3 n^{\tau_1}$.
- **(C10)** There exists positive constants $c_4 > 0$ and $\tau_2 > 0$, such that $\lambda_{\max}(n^{-1}X^\top X) \leq c_4 n^{\tau_2}$.
- **(C11)** $\tau_1 + \tau_2 + \log_n(s) < 1$, where $\log_n(s)$ denotes the logarithm base $n$ of $s$.

Condition (C8) implies that we can allow the number of covariates $p$ to grow exponentially with the sample size $n$. Condition (C9a) is referred to as the Concentration Property by Fan and Lv (2008), meaning that with large probability, the $n$ nonzero singular values of the $n \times \tilde{p}$ submatrix $\tilde{Z}$ of $Z$ are of the same order; Fan and Lv (2008) suggested that a sufficient condition for (C9a) is that each row $U_i$ follows a $p$-variate Gaussian distribution. Conditions (C9b) and (C10) indicate that the maximum eigenvalues of the covariance measurement error matrix $\Sigma_u$ and of the scaled Gram matrix $n^{-1}X^\top X$ can only grow polynomially with the sample size $n$. Furthermore, condition (C11) restricts the degree of that polynomial growth to be less than one, which rules out the case when either true covariates or measurement errors are highly correlated. Condition (C11) also implies that the number of important covariates $s$ is smaller than the sample size $n$, so that reducing the dimension to below $n$ is reasonable. Compared with the theoretical conditions used to establish screening and full variable selection consistency of PMSc (Theorems 1 and 2), conditions (C8)-(C11) impose stricter conditions on the distribution and covariance matrix of measurement error, but allow the number of covariates $p$ to grow at a faster rate.
With the conditions above, we establish the following theorem regarding screening consistency of the proposed SISc procedure.

**Theorem 3.** Consider the linear EIV model (1) under conditions (C1)-(C5) and (C8)-(C11), and the screening set \( \hat{Q}_{\text{SISc}} \) defined in (4) with \( d = \lfloor \gamma n \rfloor \) and \( \hat{\beta}_j \) given by (3). Then there exists some \( \hat{\theta} < 1 - \tau_1 - \tau_2 - \log_n(s) \) such that when \( \gamma \sim cn^{-\hat{\theta}} \) with \( c > 0 \), we have \( P(\hat{Q}_{\text{SISc}} \supseteq S) = 1 - \Theta(p \exp(-Cn)) \) for some positive constant \( C \).

Theorem 3 implies that the SISc procedure can reduce exponentially high dimension to a relatively small dimension \( d = O(n^{1-\hat{\theta}}) < n \) while retaining all the important covariates. In practice, as suggested by Fan and Li (2008), common choices for \( d \) include \( d = \lfloor n / \log(n) \rfloor \) or \( d = n - 1 \). Finally, unlike PMSc, a screening procedure based on ranking components such as SISc can only achieve full selection consistency if we know the true number of important covariates \( s \) in advance. Since that is rarely the case in practice, then we do not study the theoretical conditions under which we can choose \( d = s \).

### 3 Simulation studies

#### 3.1 Simulation setup

We conducted simulation studies to demonstrate the benefit of the proposed screening procedures by comparing the performance of two-stage estimators, which screen variables in the first stage and compute a corrected penalized estimator on the retained variables in the second stage, against one-stage estimators, which do not employ any screening method. We simulated data from model (1), where each row of the true covariate matrix \( X_i \) was generated from a \( p \)-variate Gaussian distribution with a zero mean vector and two choices for the covariance matrix \( \Sigma_x \). In the first scenario, \( \Sigma_x \) had an autoregressive AR(1) structure with elements \( \sigma_{ij} = \rho_x^{i-j} \). In the second scenario, \( \Sigma_x \) had an homogeneous (exchangeable) structure where all diagonal and off-diagonal elements were set to 1 and \( \rho_x \) correspondingly. For both scenarios, we varied \( \rho_x \in \{0.3, 0.5\} \). The true \( p \)-dimensional vector \( \beta_0 \) was constructed such that the first \( s = 5 \) non-zero components were generated from the uniform distribution \( U(1, 1.5) \). Turning to the measurement errors, we generated \( U_i \) independently of \( X_i \) from another \( p \)-variate Gaussian distribution with a zero mean vector and two choices of the covariance matrix \( \Sigma_u \). For the first choice, \( \Sigma_u \) was a diagonal matrix with elements randomly generated from the uniform \( U(0.1, 0.5) \) distribution; hence, the measurement errors on each covariate were independent of those of the other covariates with the noise-to-signal ratio ranging from 10% to 50%. For the second choice, \( \Sigma_u \) had a block diagonal structure, where the \( p \) covariates were divided into \( p/4 \) non-overlapping groups of size 4 with the correlation between any pair in the same group equal to 0.2, and the diagonal elements of \( \Sigma_u \) equal to 0.4; hence, the measurement errors on one covariate were positively correlated with those on three other covariates with the noise-to-signal ratio being 40%. We set the sample size to \( n = 500 \), and varied the number of covariates \( p \in \{1000, 2000\} \). Finally, the elements of the model error term \( \varepsilon \) were independently generated from a Gaussian distribution with mean zero and variance \( \sigma^2 = 0.25 \).
3.2 Estimators and performance metrics

We computed several one-stage and two-stage estimators on each simulated dataset. For one-stage estimators, we implemented the corrected lasso estimator of Loh and Wainwright (2012) and Sørensen et al. (2015), and the convex conditioned (CoCo) lasso of Datta et al. (2017). Without using any screening procedure, the one-stage corrected lasso is given by

\[
\hat{\beta}_{CL} = \arg\min_{\beta} \left\{ \frac{1}{n} \sum_{i=1}^{n} (y_i - W_i^T \beta)^2 - \beta^T \Sigma_u \beta + \mu \|\beta\|_1 \right\}, \quad \text{subject to} \quad \|\beta\|_1 \leq R, \tag{5}
\]

with \(\mu\) and \(R\) being two positive tuning parameters. As noted in Loh and Wainwright (2012), the problem (5) is generally non-convex when \(p > n\), because the matrix \(n^{-1} \sum_{i=1}^{n} W_i^T W_i - \Sigma_u\) has a large number of negative eigenvalues and is not positive definite. Therefore, classic gradient descent algorithms, as outlined in Loh and Wainwright (2012) and Sørensen et al. (2015), are only guaranteed to converge to a local minimum under a careful choice of the tuning parameters \(\mu\) and \(R\). Sørensen et al. (2015) suggested that the tuning parameter \(\mu\) be chosen as the minimum of the ten-fold cross-validation curve of the naive lasso

\[
\hat{\beta}_{\text{naive}} = \arg\min_{\beta} \left\{ \frac{1}{n} \sum_{i=1}^{n} (y_i - W_i^T \beta)^2 + \mu \|\beta\|_1 \right\},
\]

and \(R\) be chosen by another ten-fold cross-validation from a grid of equally spaced values between \(10^{-3} \kappa\) and \(\kappa\), with \(\kappa = 2\|\hat{\beta}_{\text{naive}}\|_1\). The one-stage CoCo lasso estimator is given by

\[
\hat{\beta}_{\text{CoCo}} = \arg\min_{\beta} \left\{ \frac{1}{2} \beta' \tilde{\Sigma} \beta - \tilde{\rho}' \beta + \tilde{\mu} \|\beta\|_1 \right\},
\]

where \(\tilde{\rho} = W^T y\) and \(\tilde{\Sigma} = \arg\min_{\Sigma \in \mathbb{R}^{p \times p}} \|\Sigma - \hat{\Sigma}\|_{\text{max}}\), with \(\hat{\Sigma} = n^{-1} W^T W - \Sigma_u\) and \(\mathbb{R}^{p \times p}_+\) the set of \(p \times p\) positive semi-definite matrices. In other words, \(\tilde{\Sigma}\) is the nearest positive semi-definite matrix to \(\hat{\Sigma}\) measured by the element-wise max norm, which was computed by an alternating direction method of multipliers (ADMM) algorithm. We point out that this element-wise max norm makes computation of \(\tilde{\Sigma}\) so expensive when \(p\) is large that in our simulation, we only computed the CoCo lasso estimator if the number of variables was smaller than 1000. The non-negative tuning parameter \(\tilde{\mu}\) for the CoCo lasso estimator was selected via a corrected cross-validation procedure; see Datta et al. (2017) and Datta and Zou (2020) for more details.

For two-stage estimators, we first implemented either PMSc\(_{CV}\), PMSc\(_{FS}\), or SISc, and then applied either the corrected lasso or CoCo lasso to the covariates selected from the first stage. For the two versions of PMSc, we set \(\alpha = 0.5\) as is commonly done when the bridge penalty is used in practice (Huang et al., 2008, 2009; Polson et al., 2014). For PMSc\(_{CV}\), we selected the tuning parameter \(\lambda_n\) via the following five-fold cross-validation procedure: on each simulated dataset, the data were randomly split into 5 folds \(\mathcal{F}_1, \ldots, \mathcal{F}_5\) of equal sizes; for the \(k\)th iteration, the fold \(\mathcal{F}_k\) was left out to be the test set and PMSc was applied on the remaining 4 folds on a grid consisting of 40 equally spaced values of the tuning parameter \(\lambda_n\). Let \(\hat{\beta}^{(-k)}_{\lambda} = (\hat{\beta}_{1,\lambda}^{(-k)}, \ldots, \hat{\beta}_{p,\lambda}^{(-k)})'\) denote the solution of (2) when \(\mathcal{F}_k\) was left out. Then the final \(\lambda_n\)
was selected to minimize
\[
\sum_{k=1}^{5} \left\{ \sum_{i \in \mathcal{F}_k} \sum_{j=1}^{p} \left( y_i - \hat{\beta}_{(k)}^{(j,\lambda)} \hat{W}_{ij} \right)^2 - |\mathcal{F}_k| \sum_{j=1}^{p} \left( \hat{\beta}_{(k)}^{(j,\lambda)} \right)^2 \sigma_j^2 \right\},
\]
where $|\mathcal{F}_k|$ denotes the cardinality of the fold $\mathcal{F}_k$. For the PMScFS and SISc, the number of covariates to be included and kept was chosen to be $M = d = \lfloor n / \log(n) \rfloor$, respectively. This choice of $d$ and $M$ follows a common practice for screening procedures in high dimensional settings (Fan and Lv 2008; Zhu et al. 2011; Cui et al. 2015). The two-stage estimator when PMScCV and corrected lasso are used in the first and the second stage respectively is referred to as the PMScCV-Corrected estimator. Similar definitions hold for other estimators resulting from other combinations of the methods used in the first and second stage. Also, we refer to all the estimators that used SISc in the first stage as SISc-based estimators; similar definitions are applied to the estimators that used another screening procedure in the first stage.

We report false positive rate (FPR) and false negative rate (FNR) of the screening procedures, and compare all the one-stage and two-stage estimators based on FPR, FNR, and $\ell_2$ estimation error (i.e. the $\ell_2$ norm of the difference between an estimate and the true coefficient vector). All metrics were averaged across 500 simulations. We also report the mean total computation time for each estimator. All the reported times are based on implementation on Artemis, a high performance computing cluster at the University of Sydney where every sample was computed on a single core (Intel(R) Xeon(R) CPU E5-2697A v4 2.60GHz and 4GB RAM).

### 3.3 Simulation results

Tables 1 and 2 present the summary results for the simulations with $\rho_x = 0.5$. The results for other settings show similar trend; complete results, including the standard errors and separation of total computation time into the first and second stages for all the settings, can be found in Appendix D.

When only a few true covariates are correlated with one another (i.e. $\Sigma_x$ had an AR(1) structure), Table 1 shows that all the screening procedures (first stage) were able to keep all the important variables and reduce the number of dimensions effectively. The PMScCV method had FPR and FNR closest to zero; as a result, after the second stage, the PMScCV-based estimators had the lowest estimation error. The PMScFS and SISc screening procedures had zero FNR but some false positives, which were expected from further investigation of Figure 1 in Appendix C, where we demonstrate that the choice of $d$ and $M$ in this simulation was greater than the minimum number of variables that PMScFS and SISc needed to include in order to retain all the important variables. However, after the second stage, the FPRs of the two-stage PMScFS and SISc-based estimators were reduced to close to zero, and notably lower than the FPRs of the corresponding one-stage estimators; the gain was more pronounced when the CoCo lasso was used in the second stage. In turn, the estimation errors of the two-stage estimators were also lower than those of the one-stage estimators, with the improvement increasing when $p$ increased from 1000 to 2000. When $\Sigma_u$ was diagonal, there was little difference in the $\ell_2$ error of the two-stage estimators; however, when $\Sigma_u$ was block-diagonal, the SISc-based estimators tended to perform worse than the PMScFS and PMScCV-based estimators. Regarding
computation time, among the three screening methods, SISc was the fastest to compute, followed by PMScFS and PMScCV. As a whole, the total computation times of the two-stage estimators were considerably lower than those of the one-stage estimators; further investigation of Table C.1 in Appendix C shows that the screening stage substantially decreased the time needed for the second stage estimation. Finally, when \( p \) increased from \( p = 1000 \) to \( p = 2000 \), there was a remarkable increase in the computation time of the one-stage estimators; however, the corresponding increases for the two-stage estimators were small, reflecting their computational scalability.

When all the true covariates were highly correlated with each other (i.e. \( \Sigma_x \) had a homogeneous structure), Table 2 shows that PMScCV was not helpful in either improving performance or reducing computation time. For the first step, PMScCV kept all the variables, meaning no dimension reduction was achieved. As a result, the two-stage PMScCV-based estimators had essentially the same performance as the corresponding one-stage estimators. Additionally, PMScFS and SISc had similar and much lower FPRs than PMScCV, with the former tending to have lower FNR than the latter. As further demonstrated in Web Figure 1 of Appendix C, these FNRs were expected because the minimum number of variables SISc had to keep in order to retain all the important variables was much higher than that of PMScFS. After the second stage, the FPRs of all the PMSc-based (both versions) and SISc-based estimators were much reduced, while the corresponding FNRs were unchanged. Regarding estimation error, the two-stage PMScFS and SISc-based estimators had noticeably lower estimation errors than the corresponding one-stage estimators, with the improvement being greater when \( p \) increased from 1000 to 2000. When \( \Sigma_u \) was diagonal, the improvement was considerable for both the corrected and CoCo lasso. In contrast, when \( \Sigma_u \) was block-diagonal, the most remarkable improvement was made for the CoCo lasso only. In all the settings, the PMScFS-CoCo estimators had the smallest \( \ell_2 \) estimation error. Finally, regarding computation time, it was not surprising that the SISc was still computationally the fastest screening method. The two-stage PMScFS-based estimators were also fast to compute, and when \( p \) increased to 2000, the increase in computation time for PMSc and SISc was small compared to that of the one-stage estimators.

In summary, the simulation study both confirms the theoretical results for the screening procedures when the true covariates are not highly correlated, and demonstrates the superior finite sample performance, computational efficiency and scalability of the proposed two-stage estimators compared to the one-stage estimators. Among the three screening methods implemented in the simulations, the PMScFS was the most reliable and efficient screening method, taking account of both performance metrics and computation time when the true covariates were either moderately or highly correlated.
Table 1: Performance of the one-stage and two-stage estimators in the simulation study based on mean false positive rate (FPR, in percentage), false negative rate (FNR, in percentage), $\ell_2$ error and computation time (in seconds) when $\Sigma_x$ has an AR(1) structure with autocorrelation $\rho_x = 0.5$. The CoCo estimator was only computed when the number of variables was no more than 1000 (either in 1st or 2nd step).

| $\Sigma_u$   | $p$   | Estimator          | 1st step FPR | 1st step FNR | 2nd step FPR | 2nd step FNR | $\ell_2$ | Time |
|--------------|-------|--------------------|--------------|--------------|--------------|--------------|---------|------|
| Diagonal     | 1000  | One-stage Corrected | -            | -            | 2.2          | 0.0          | 0.35    | 49.7 |
|              |       | PMSceCV-Corrected   | 0.1          | 0.0          | 0.1          | 0.0          | 0.26    | 23.8 |
|              |       | PMScFS-Corrected    | 7.5          | 0.0          | 0.0          | 0.0          | 0.28    | 7.0  |
|              |       | SISC-Corrected      | 7.5          | 0.0          | 1.2          | 0.0          | 0.33    | 3.5  |
|              |       | One-stage CoCo      | -            | -            | 7.6          | 0.0          | 0.47    | 516.8|
|              |       | PMSceCV-CoCo        | 0.1          | 0.0          | 0.1          | 0.0          | 0.26    | 23.4 |
|              |       | PMScFS-CoCo         | 7.5          | 0.0          | 0.0          | 0.0          | 0.27    | 6.1  |
|              |       | SISC-CoCo           | 7.5          | 0.0          | 0.1          | 0.0          | 0.31    | 2.2  |
|              | 2000  | One-stage Corrected | -            | -            | 1.3          | 0.0          | 0.36    | 136.5|
|              |       | PMSceCV-Corrected   | 0.0          | 0.0          | 0.0          | 0.0          | 0.26    | 38.2 |
|              |       | PMScFS-Corrected    | 3.8          | 0.0          | 0.6          | 0.0          | 0.29    | 20.0 |
|              |       | SISC-Corrected      | 3.8          | 0.0          | 0.6          | 0.0          | 0.33    | 4.5  |
|              |       | PMSceCV-CoCo        | 0.0          | 0.0          | 0.0          | 0.0          | 0.26    | 38.0 |
|              |       | PMScFS-CoCo         | 3.8          | 0.0          | 0.1          | 0.0          | 0.27    | 18.0 |
|              |       | SISC-CoCo           | 3.8          | 0.0          | 0.1          | 0.0          | 0.31    | 3.5  |
| Block diagonal | 1000  | One-stage Corrected | -            | -            | 1.8          | 0.0          | 0.62    | 27.8 |
|              |       | PMSceCV-Corrected   | 0.0          | 0.0          | 0.0          | 0.0          | 0.43    | 23.8 |
|              |       | PMScFS-Corrected    | 7.5          | 0.0          | 0.0          | 0.0          | 0.48    | 7.2  |
|              |       | SISC-Corrected      | 7.5          | 0.0          | 1.0          | 0.0          | 0.57    | 4.1  |
|              |       | One-stage CoCo      | -            | -            | 7.4          | 0.0          | 0.74    | 417.4|
|              |       | PMSceCV-CoCo        | 0.0          | 0.0          | 0.0          | 0.0          | 0.43    | 23.4 |
|              |       | PMScFS-CoCo         | 7.5          | 0.0          | 0.0          | 0.0          | 0.46    | 6.2  |
|              |       | SISC-CoCo           | 7.5          | 0.0          | 0.1          | 0.0          | 0.54    | 3.2  |
|              | 2000  | One-stage Corrected | -            | -            | 1.0          | 0.0          | 0.64    | 68.0 |
|              |       | PMSceCV-Corrected   | 0.0          | 0.0          | 0.0          | 0.0          | 0.44    | 38.2 |
|              |       | PMScFS-Corrected    | 3.8          | 0.0          | 0.5          | 0.1          | 0.46    | 19.5 |
|              |       | SISC-Corrected      | 3.8          | 0.0          | 0.5          | 0.0          | 0.57    | 5.1  |
|              |       | PMSceCV-CoCo        | 0.0          | 0.0          | 0.0          | 0.0          | 0.45    | 37.9 |
|              |       | PMScFS-CoCo         | 3.8          | 0.0          | 0.0          | 0.0          | 0.46    | 18.4 |
|              |       | SISC-CoCo           | 3.8          | 0.0          | 0.1          | 0.0          | 0.54    | 4.2  |
Table 2: Performance of the one-stage and two-stage estimators in the simulation study based on false positive rate (FPR, in percentage), false negative rate (FNR, in percentage) $\ell_2$ error, and computation time (in seconds) when $\Sigma_x$ has an homogeneous structure with $\rho_x = 0.5$. The CoCo estimator was only computed when the number of variables was no more than 1000 (either in 1st or 2nd step).

| $\Sigma_u$  | $p$   | Estimator  | 1st step | 2nd step | Time |
|-------------|-------|------------|----------|----------|------|
|             |       |            | FPR      | FNR      |      | 2nd step | FPR | FNR | $\ell_2$ |
|             |       |            |          |          |      |          |      |      |
| Diagonal    | 1000  | One-stage Corrected | -        | -        | 20.0 | 1.0 | 0.96 | 18.9 |
|             |       | PMSc$_{CV}$-Corrected | 100.0 | 0.0 | 19.7 | 0.2 | 0.95 | 31.4 |
|             |       | PMSc$_{PS}$-Corrected | 7.6 | 3.2 | 1.6 | 3.2 | 0.56 | 6.8 |
|             |       | SISC-Corrected | 7.6 | 6.7 | 1.0 | 6.7 | 0.54 | 2.2 |
|             |       | One-stage CoCo | - | - | 11.5 | 0.0 | 0.77 | 481.5 |
|             |       | PMSc$_{CV}$-CoCo | 100.0 | 0.0 | 11.5 | 0.0 | 0.77 | 489.4 |
|             |       | PMSc$_{PS}$-CoCo | 7.6 | 3.2 | 1.0 | 3.2 | 0.45 | 7.2 |
|             |       | SISC-CoCo | 7.6 | 6.7 | 1.0 | 6.7 | 0.52 | 2.9 |
|             | 2000  | One-stage Corrected | -        | -        | 29.1 | 1.1 | 1.57 | 49.9 |
|             |       | PMSc$_{CV}$-Corrected | 100.0 | 0.0 | 28.3 | 1.0 | 1.53 | 74.5 |
|             |       | PMSc$_{PS}$-Corrected | 3.8 | 4.0 | 0.7 | 4.0 | 0.62 | 9.6 |
|             |       | SISC-Corrected | 3.8 | 11.0 | 0.5 | 11.0 | 0.61 | 3.6 |
|             |       | PMSc$_{CV}$-CoCo | 100.0 | 0.0 | - | - | - | - |
|             |       | PMSc$_{PS}$-CoCo | 3.8 | 4.0 | 0.5 | 4.0 | 0.45 | 10.2 |
|             |       | SISC-CoCo | 3.8 | 11.0 | 0.5 | 11.0 | 0.60 | 4.6 |
| Block       | 1000  | One-stage Corrected | -        | -        | 23.5 | 1.1 | 1.25 | 22.7 |
|             |       | PMSc$_{CV}$-Corrected | 100.0 | 0.0 | 25.6 | 0.8 | 1.30 | 37.0 |
|             |       | PMSc$_{PS}$-Corrected | 7.6 | 3.4 | 3.0 | 3.6 | 1.15 | 6.7 |
|             |       | SISC-Corrected | 7.6 | 14.2 | 1.5 | 14.2 | 0.97 | 2.4 |
|             |       | One-stage CoCo | - | - | 14.3 | 0.4 | 1.23 | 417.2 |
|             |       | PMSc$_{CV}$-CoCo | 100.0 | 0.0 | 14.3 | 0.5 | 1.23 | 427.9 |
|             |       | PMSc$_{PS}$-CoCo | 7.6 | 3.4 | 0.9 | 3.6 | 0.68 | 8.2 |
|             |       | SISC-CoCo | 7.6 | 14.2 | 0.9 | 14.2 | 0.84 | 3.6 |
|             | 2000  | One-stage Corrected | -        | -        | 32.4 | 3.0 | 1.86 | 52.5 |
|             |       | PMSc$_{CV}$-Corrected | 100.0 | 0.0 | 31.8 | 3.3 | 1.84 | 79.8 |
|             |       | PMSc$_{PS}$-Corrected | 3.8 | 6.6 | 1.6 | 6.6 | 1.21 | 9.4 |
|             |       | SISC-Corrected | 3.8 | 21.4 | 0.8 | 21.4 | 1.09 | 3.8 |
|             |       | PMSc$_{CV}$-CoCo | 100.0 | 0.0 | - | - | - | - |
|             |       | PMSc$_{PS}$-CoCo | 3.8 | 6.6 | 0.5 | 6.7 | 0.73 | 10.8 |
|             |       | SISC-CoCo | 3.8 | 21.4 | 0.5 | 21.4 | 0.97 | 5.3 |
4 Analysis of microarray data

We applied the proposed methodology to analyze the motivating Bone Mineral Density Data consisting of gene expression measurements of 54,675 probe sets and bone mineral density (BMD) for \( n = 84 \) Norwegian women. The dataset is publicly available at the European Bioinformatics Institute ArrayExpress repository under the access number E-MEXP-1618. Microarray measurements are known to be noisy (Rocke and Durbin, 2001); although biological variation in the data is usually of primary interest to investigators, it can be obscured by measurement errors coming from many sources (Zakharkin et al., 2005). Furthermore, a distinctive feature of the Affymetrix microarray dataset is that multiple probes are used to measure each gene expression; hence, these replicated measurements can be used to estimate the covariance matrix of measurement errors \( \Sigma_u \).

We followed the procedures described in Sørensen et al. (2015), Nghiem and Potgieter (2019) and Romeo and Thoresen (2019) to process the raw data using the BGX package of Hein et al. (2005), and assumed the measurement error on each gene was mutually independent from that on the other. As a result, the measurement error covariance matrix \( \Sigma_u \) was set to be diagonal. Similar to Sørensen et al. (2015), we also kept \( p = 993 \) genes that had between-patient variability greater than measurement error variance, i.e. the noise-to-signal ratio was smaller than 1. After processing, we obtained the surrogate matrix \( W \) along with \( \Sigma_u \). More details on the raw data processing and the estimated covariance matrix of measurement error can be found in Appendix B. The response variable was chosen to be the (centered) total hip T-score.

We computed the eight estimators as in the simulation study. For the screening step, the PMSc\(_{CV}\) procedure selected 610 genes, so it did not reduce the number of dimensions by any great amount. This was likely due to the high correlation among the gene expressions, similar to the case when \( \Sigma_x \) had a homogeneous structure in the simulation. Table 3 shows the number of genes selected by one-stage and two-stage estimators, as well as the \( \ell_2 \) norm of the estimated coefficients. It can be seen that while the one-stage corrected lasso and PMSc\(_{CV}\)-Corrected estimators select many more genes than all the other estimators, the \( \ell_2 \) norms of the corresponding estimated coefficients were smaller or equivalent to that of the other estimators; hence, the one-stage corrected lasso and PMSc\(_{CV}\)-Corrected estimators likely contained many false positives. Among the \( p = 993 \) genes, there were 15 genes selected by one estimator, 113 genes selected by two estimators, 1 gene selected by 3 estimators, 1 gene selected by 4 estimators, and notably 3 genes selected by 6 estimators. Table 4 demonstrates that the estimated coefficients associated with these three genes had larger magnitude than those of other selected genes. Furthermore, compared to the one-stage CoCo lasso and PMSc\(_{CV}\)-CoCo estimators, the two-stage PMSc\(_{FS}\)-CoCo and SISc-CoCo estimators magnified the effects of these three genes. These estimators might contain some false negatives, but they help practitioners obtain stronger signals of the important variables that are present, as has been noted in the literature of measurement error correction in high dimensional settings; see Sørensen et al. (2015) and Nghiem and Potgieter (2019). Finally, regarding computation time, the two-stage estimators were generally faster to compute, with the exception of the PMSc\(_{CV}\)-based estimators; the gain in computation time was the largest when the CoCo estimator was used in the second stage.
Table 3: The number of selected genes and the corresponding $\ell_2$ norm of the estimated coefficients obtained from each estimator in the microarray data analysis. Computation time is based on implementation on a laptop with one Dual-Core Intel Core i5 2.7GHz processor and 8GB RAM

| Estimator               | # of selected genes | $\ell_2$ norm | Time (in seconds) |
|-------------------------|---------------------|---------------|------------------|
|                         | 1st step | 2nd step | 1st step | 2nd step | 1st step | 2nd step |
| One-stage Corrected    | -       | 108     | 0.33    | 0.00    | 85.97   |
| PMSc_{CV}-Corrected    | 798     | 104     | 0.34    | 74.02   | 43.48   |
| PMSc_{FS}-Corrected    | 19      | 4       | 2.10    | 6.54    | 2.49    |
| SISc-Corrected          | 19      | 4       | 2.00    | 0.73    | 2.49    |
| One-stage CoCo         | -       | 18      | 0.76    | 0.00    | 2702.81 |
| PMSc_{CV}-CoCo         | 798     | 17      | 0.78    | 74.02   | 1648.86 |
| PMSc_{FS}-CoCo         | 19      | 6       | 1.05    | 6.54    | 0.21    |
| SISc-CoCo              | 19      | 5       | 1.12    | 0.73    | 0.30    |

Table 4: The estimated coefficients and their corresponding rank in terms of magnitude for the three genes most frequently selected by most estimators.

| Estimator               | Estimate | Rank (1 = largest) |
|-------------------------|----------|---------------------|
|                         | Gene 1   | Gene 2 | Gene 3 | Gene 1 | Gene 2 | Gene 3 |
| PMSc_{FS}-Corrected    | 0.96     | -1.54  | 0.62   | 2      | 1      | 4      |
| SISc-Corrected          | 0.86     | -1.43  | 0.63   | 2      | 1      | 4      |
| One-stage CoCo         | 0.61     | -0.25  | 0.27   | 1      | 3      | 2      |
| PMSc_{CV}-CoCo         | 0.62     | -0.28  | 0.29   | 1      | 3      | 2      |
| PMSc_{FS}-CoCo         | 0.78     | -0.47  | 0.29   | 1      | 2      | 4      |
| SISc-CoCo              | 0.49     | -0.94  | 0.18   | 2      | 1      | 4      |

5 Conclusion

This paper proposes two screening procedures for linear errors-in-variables models in high dimensional settings, namely the corrected penalized marginal regression and the corrected sure independence screening procedures. Both procedures are based on fitting corrected marginal regressions of the outcome on each contaminated covariate, which could be computed efficiently in high dimensions. Under mild technical conditions, these procedures are shown to achieve screening consistency, meaning all the important variables are fully retained. Under a stronger condition of partial orthogonality among the true covariates, we further illustrate that the corrected penalized marginal screening approach (using the bridge penalty) can achieve full selection consistency. We demonstrated the advantages of these screening procedures in practice through a simulation study and an analysis of a microarray data concerning gene expressions of bone mineral density for Norwegian women, both of which showed that the proposed screening procedures reduced computation time considerably and/or improved performance metrics for both estimation and variable selection.

Future research could aim at reducing the false negative rates for screening procedures when the true covariates are highly collinear; for such a setting, an iterative corrected marginal screening procedure sim-
ilar to the iterative sure independent screening of Fan and Lv (2008) may be considered. Furthermore, the screening procedures presented in this paper can be extended to more complicated errors-in-variables models, such as generalized linear models and non-parametric regression settings, although it may be more challenging to correct for measurement errors in marginal regressions of the outcome on each contaminated covariate in these models.
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Appendix

A Technical proofs

We first recall the technical conditions that are given in the main paper.

(C1) The model error terms $\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n$ are iid sub-Gaussian random variables with mean zero and finite variance $\sigma^2$, i.e., there exists a finite constant $\sigma^* > 0$ such that for all $t \in \mathbb{R}$,

$$
\mathbb{E} \{ \exp(t \varepsilon_i) \} \leq \exp \left( \frac{\sigma^2 t^2}{2} \right), \quad i = 1, \ldots, n,
$$

where the constant $\sigma^2$ is referred to as the “variance proxy” for $\varepsilon_i$.

(C2) The measurement errors $U_{ij}, i = 1, \ldots, n$ are independent sub-Gaussian random variables with variance proxy $\sigma^2$, $j = 1, \ldots, p$.

(C3) There exist constants $b_0$ and $b_1$ such that $0 < b_0 \leq \min_{k \in S} |\hat{\beta}_0 k| \leq \max_{k \in S} |\hat{\beta}_0 k| \leq b_1 \leq \infty$.

(C4) There exist constants $C_1$ and $C_2$ such that $0 < C_1 \leq \min_j n^{-1} \sum_{i=1}^{n} X_{ij}^2 < \max_j n^{-1} \sum_{i=1}^{n} X_{ij}^2 \leq C_2 < \infty$.

(C5) There exists a constant $\xi_0$ such that $\min_{k \in S} |\tilde{\xi}_{nj}| > \xi_0 > 0$ for all $n$.

(C6) There exists constants $d_0 > 0$ and $0 < \theta \leq 1/2$ such that

$$
\left| n^{-1} \sum_{i=1}^{n} X_{ij} X_{ik} \right| \leq d_0 n^{-\theta}, \quad j \in S^c, \; k \in S,
$$

(C7) Assume the tuning parameter $\lambda_n$ for PMSc satisfies:

(a) $\lambda_n \to 0$ and $\lambda_n n^{(2-\alpha)} S^{\alpha-2} \to \infty$,

(b) $\log(2m) = o(1) \times \{ \lambda_n n^{(2-\alpha)/2} \}^{1/(2-\alpha)}$, where $m = p - s$.

(C8) $p > n$, $\log(p)/n \to C_1$ with $C_1$ being a constant as both $n$ and $p$ diverge to $\infty$.

(C9) Let $Z = U \Sigma_u^{-1/2}$. Then

(a) For some constants $c_1, c_2 > 1$ and $D > 0$, the matrix $Z$ follows a spherical distribution satisfying

$$
\mathbb{P} \left( \lambda_{\max} \left( \tilde{p}^{-1} \tilde{Z} \tilde{Z}^\top \right) > c_2 \right) \text{ and } \lambda_{\min} \left( \tilde{p}^{-1} \tilde{Z} \tilde{Z}^\top \right) < 1/c_2 \leq e^{-Dn},
$$

for any $n \times \tilde{p}$ submatrix $\tilde{Z}$ of $Z$ with $c_1 n \leq \tilde{p} \leq p$. 
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(b) There exist some constants \( \tau_1 > 0 \) and \( c_3 > 0 \), such that \( \lambda_{\text{max}}(\Sigma_u) \leq c_3 n^{\tau_1} \).

(C10) There exists positive constants \( c_4 > 0 \) and \( \tau_2 > 0 \), such that \( \lambda_{\text{max}}(n^{-1}X^\top X) \leq c_4 n^{\tau_2} \).

(C11) \( \tau_1 + \tau_2 + \log_n(s) < 1 \), where \( \log_n(s) \) denotes the logarithm base \( n \) of \( s \).

A.1 Proof of Theorem 1

First, we state the following lemma from Huang et al. (2008) that will be used in the proof.

Lemma 1. Let \( g(u) = u^2 - 2au + \lambda|u|^\alpha \) where \( a \neq 0 \), \( \lambda \geq 0 \) and \( 0 < \alpha < 1 \). Define

\[
c_\alpha = \left( \frac{2}{2 - \alpha} \right) \left\{ \frac{2(1 - \alpha)}{2 - \alpha} \right\}^{1 - \alpha}.
\]

Then \( \arg \min(g) = 0 \) if and only if \( \lambda > c_\alpha |a|^{2 - \alpha} \).

Additionally, we state the following properties of sub-Gaussian random variables from Wainwright (2019):

(B1) Let \( S_1, \ldots, S_n \) be zero-mean independent sub-Gaussian random variables with variance proxy \( \sigma_0^2 \). Denote \( v = (v_1, \ldots, v_n) \in \mathbb{R}^n \). Then \( \sum_{i=1}^n v_iS_i \) is sub-Gaussian with variance bounded by \( (\sum_{i=1}^n v_i^2) \sigma_0^2 \).

(B2) Let \( S_1, \ldots, S_n \) be zero-mean sub-Gaussian random variables (not necessarily independent) with common variance proxy \( \sigma_0^2 \). Then

\[
\mathbb{E}\left( \max_{i=1,\ldots,n} |S_i| \right) \leq \sigma_0 \sqrt{2 \log(2n)}.
\]

(B3) If \( S_1 \) and \( S_2 \) are zero-mean independent sub-Gaussian random variables with finite variance proxies \( \sigma_{01}^2 \) and \( \sigma_{02}^2 \) respectively, then \( V = S_1S_2 \) is sub-exponential with (finite) parameter \( (\nu_0, t_0) \), meaning that \( \mathbb{E}(\exp(sV)) \leq \exp(\frac{1}{2}t_0^2s^2) \) for all \( |s| > t_0 \).

(B4) Let \( S_1, \ldots, S_n \) be sub-exponential random variables (not necessarily independent) with common parameter \( (\nu_0, t_0) \). Then

\[
\mathbb{E}\left( \max_{i=1,\ldots,n} |S_i| \right) \leq \nu_0 \sqrt{2 \log(2n)} + t_0 \log(2n).
\]

Proof. Recall that,

\[
\tilde{\xi}_{nj} = n^{-1} \sum_{i=1}^n \left( \sum_{k=1}^s X_{ik}\beta_{0k} \right) X_{ij}, \quad \xi_{nj} = \tilde{\xi}_{nj} + n^{-1} \sum_{i=1}^n \left( \sum_{k=1}^s X_{ik}\beta_{0k} \right) U_{ij},
\]
Hence, Theorem 1 will follow if we can prove that

\[
L(\beta) = \frac{1}{n} \sum_{j=1}^{p} \sum_{i=1}^{n} (y_{ij} - W_{ij} \beta_j)^2 - \sum_{j=1}^{p} \sigma_j^2 \beta_j^2 + \lambda_n \sum_{j=1}^{p} |\beta_j|^\alpha
\]

\[
= \frac{p}{n} \sum_{j=1}^{p} \frac{1}{n} \left( \sum_{k=1}^{s} X_{ik} \beta_{0k} + \varepsilon_i - W_{ij} \beta_j \right)^2 - \sum_{j=1}^{p} \sigma_j^2 \beta_j^2 + \lambda_n \sum_{j=1}^{p} |\beta_j|^\alpha
\]

\[
= \frac{p}{n} \left[ \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i^2 + \left( \frac{1}{n} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2 \right) \beta_j^2 - \frac{2}{n} (\varepsilon^T a_j + n \xi_{nj}) \beta_j + \frac{1}{n} \sum_{i=1}^{n} \left( \sum_{k=1}^{s} X_{ik} \beta_{0k} \right)^2 + \lambda_n |\beta_j|^\alpha \right]
\]

where \( a_j = (W_{1j}, \ldots, W_{nj})^T = (X_{1j}, \ldots, X_{nj})^T + (U_{1j}, \ldots, U_{nj})^T = X_j + U_j \). We can ignore the terms that do not contain \( \beta \), so minimizing \( L(\beta) \) is equivalent to minimizing \( \sum_{j=1}^{p} h_j(\beta_j) \), where

\[
h_j(\beta_j) = \left( \frac{1}{n} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2 \right) \beta_j^2 - \frac{2}{n} (\varepsilon^T a_j + n \xi_{nj}) \beta_j + \lambda_n |\beta_j|^\alpha, \quad j = 1, \ldots, p.
\]

To simplify the notation, let \( V_j = n^{-1} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2 \). By Lemma 1 \( \hat{\beta}_j = 0 \) is the only solution of \( \arg \min_{\beta_j} h_j(\beta_j) \) if and only if

\[
V_j^{-1} \lambda_n > c_\alpha \{ (n V_j)^{-1} \left| \varepsilon^T a_j + n \xi_{nj} \right| \}^{2-\alpha}.
\]

By some algebra, letting \( \phi_n = c_\alpha^{-1/(2-\alpha)} \lambda_n^{1/(2-\alpha)} n^{1/2} \), the above inequality is equivalent to

\[
\phi_n > n^{-1/2} V_j^{(-1+\alpha)/(2-\alpha)} \left| \varepsilon^T a_j + n \xi_{nj} \right|.
\]

Hence, Theorem 1 will follow if we can prove that

\[
\lim_{n \to \infty} \mathbb{P} \left\{ \phi_n > n^{-1/2} \min_{j \in S} V_j^{(-1+\alpha)/(2-\alpha)} \left| \varepsilon^T a_j + n \xi_{nj} \right| \right\} \to 0. \tag{7}
\]

In order to prove (7), note that as \( n \to \infty \), for every \( j = 1, \ldots, p \), we have

\[
\left| \left( \frac{1}{n} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2 \right) - \frac{1}{n} \sum_{i=1}^{n} X_{ij} \right| = \left| \frac{1}{n} \sum_{i=1}^{n} (X_{ij} + U_{ij})^2 - \sigma_j^2 - \frac{1}{n} \sum_{i=1}^{n} X_{ij} \right|
\]

\[
\leq \left| \frac{1}{n} \sum_{j=1}^{n} U_{ij} \right| - \sigma_j^2 + \frac{2}{n} \sum_{i=1}^{n} X_{ij} U_{ij} = o_p(1),
\]

by the law of large numbers and that \( E(U_{ij}) = 0, E(U_{ij}^2) = \sigma_2^2 \) and \( E(U_{ij}^4) < \infty \). Let \( \tau_j = (n^{-1} \sum_{i=1}^{n} X_{ij}^2)^{(-1+\alpha)/(2-\alpha)} \). By condition (C4) and because \( 0 < \alpha < 1 \), there exist constants \( C_3 \) and \( C_4 \) such that \( C_3 \leq \min_j \tau_j \leq C_4 \).
\[\max_j \tau_j \leq C_4 < \infty. \] It suffices to show that
\[\mathbb{P}\left\{ \phi_n > n^{-1/2} \min_{j \in S} \tau_j \left| \varepsilon^\top \mathbf{a}_j + n\xi_{nj} \right| \right\} \to 0. \tag{8}\]

Now, to prove (8), we have
\begin{align*}
\mathbb{P}\left( \phi_n > \min_{j \in S} \tau_j \left| n^{-1/2} \varepsilon^\top \mathbf{a}_j + n^{1/2} \xi_{nj} \right| \right) &= \mathbb{P}\left( \bigcup_{j \in S} \left\{ \tau_j \left| n^{-1/2} \varepsilon^\top \mathbf{a}_j + n^{1/2} \xi_{nj} \right| < \phi_n \right\} \right) \\
&\leq \sum_{j \in S} \mathbb{P}\left( \tau_j \left| n^{-1/2} \varepsilon^\top \mathbf{a}_j + n^{1/2} \xi_{nj} \right| < \phi_n \right) \\
&\leq \sum_{j \in S} \mathbb{P}\left( \left| n^{-1/2} \varepsilon^\top \mathbf{a}_j + n^{1/2} \xi_{nj} \right| < C_3^{-1} \phi_n \right) \tag{9}
\end{align*}

where the last inequality follows from \(\tau_j \geq C_3\). Then noting that for all \(j \in S\), we have
\[\mathbb{P}\left( \left| n^{-1/2} \varepsilon^\top \mathbf{a}_j + n^{1/2} \xi_{nj} \right| < C_3^{-1} \phi_n \right) = 1 - \mathbb{P}\left( \left| n^{-1/2} \varepsilon^\top \mathbf{a}_j + n^{1/2} \xi_{nj} \right| \geq C_3^{-1} \phi_n \right), \tag{10}\]
and hence
\begin{align*}
\mathbb{P}\left( \left| n^{-1/2} \varepsilon^\top \mathbf{a}_j + n^{1/2} \xi_{nj} \right| \geq C_3^{-1} \phi_n \right) &\geq \mathbb{P}\left( n^{-1/2} \xi_{nj} - n^{-1/2} \varepsilon^\top \mathbf{a}_j \geq C_3^{-1} \phi_n \right) \\
&= 1 - \mathbb{P}\left( n^{-1/2} \varepsilon^\top \mathbf{a}_j > n^{1/2} \xi_{nj} - C_3^{-1} \phi_n \right) \\
&\geq 1 - \mathbb{P}\left( n^{-1/2} \left| \varepsilon^\top \mathbf{a}_j \right| > n^{1/2} \xi_{nj} - n^{-1/2} \left\{ \sum_{k=1}^{s} \sum_{k=1}^{s} X_{ik} \beta_{0k} U_{ij} \right\} - C_3^{-1} \phi_n \right) \\
&\geq 1 - \mathbb{P}\left( n^{-1/2} \left| \varepsilon^\top \mathbf{X}_j \right| + n^{-1/2} \left| \varepsilon^\top \mathbf{U}_j \right| + n^{-1/2} \left| \sum_{i=1}^{n} \sum_{k=1}^{s} X_{ik} \beta_{0k} U_{ij} \right| > n^{1/2} \left| \xi_0 \right| - C_3^{-1} \phi_n \right) \\
&\geq 1 - \frac{\mathbb{E} \left\{ n^{-1/2} \varepsilon^\top \mathbf{X}_j + n^{-1/2} \varepsilon^\top \mathbf{U}_j + n^{-1/2} b_1 \sum_{i=1}^{n} \sum_{k=1}^{s} X_{ik} U_{ij} \right\}^2}{\left( n^{1/2} \xi_0 - C_3^{-1} \phi_n \right)^2} \\
&\geq 1 - \frac{n^{-1} \text{Var} \left[ \varepsilon^\top \mathbf{X}_j + \varepsilon^\top \mathbf{U}_j + b_1 \sum_{i=1}^{n} \sum_{k=1}^{s} X_{ik} U_{ij} \right]}{\left( n^{1/2} \xi_0 - C_3^{-1} \phi_n \right)^2}.
\end{align*}

Now, consider the numerator of the last expression. Note that,
\[\text{Cov}(\varepsilon^\top \mathbf{X}_j, \varepsilon^\top \mathbf{U}_j) = \sum_{i=1}^{n} X_{ij} \text{Cov}(\varepsilon_i, \varepsilon_i U_{ij}) = \sum_{i=1}^{n} X_{ij} \left[ E(\varepsilon_i^2) E(U_{ij}) - E(\varepsilon_i) E(\varepsilon_i U_{ij}) \right] = 0\]
and also
\[\text{Cov}(X_{ik} U_{ij}, \varepsilon^\top \mathbf{U}_j) = \text{Cov}(X_{ik} U_{ij}, \varepsilon_i U_{ij}) = X_{ik} E(\varepsilon_i) E(U_{ij}^2) = 0.\]
Hence,

\[
\text{Var} \left[ \varepsilon^\top X_j + \varepsilon^\top U_j + b_1 \sum_{i=1}^n \left( \sum_{k=1}^s X_{ik} U_{ij} \right) \right] = \text{Var}(\varepsilon^\top X_j) + \text{Var}(\varepsilon^\top U_j) + \text{Var} \left[ b_1 \sum_{i=1}^n \left( \sum_{k=1}^s X_{ik} U_{ij} \right) \right] \\
= \sigma^2 \sum_{i=1}^n X_{ij}^2 + \sum_{i=1}^n E(\varepsilon_i^2)E(U_{ij}^2) + b_1^2 \sum_{i=1}^n \left( \sum_{k=1}^s X_{ik} \right)^2 E(U_{ij}^2) \\
\leq nC_2\sigma^2 + n\sigma^2\sigma_s^2 + nb_1^2C_2\sigma_s^2 = nO(1) + nsO(1).
\]

It follows that

\[
\mathbb{P} \left( n^{-1/2} \varepsilon^\top a_j + n^{1/2} \xi_{nj} < C_3^{-1} \phi_n \right) \leq \frac{O(1) + sO(1)}{\{n^{1/2}\xi_0 - C_3^{-1} \phi_n\}^2}.
\]

Since \( \lambda_n = o(1) \), we then have

\[
\frac{\phi_n}{n^{1/2}} = O(1)\lambda_n^{1/(2-\alpha)} = o(1),
\]

and \( n^{-1}s = o(1) \). Therefore, we have

\[
\mathbb{P} \left( \phi_n > \min_{j \in S} \left| n^{-1/2} \varepsilon^\top a_j + n^{1/2} \xi_{nj} \right| \right) = O(1)n^{-1}s^2 \to 0
\]

and (8) follows.

A.2 Proof of Theorem 2

Using the same notation as in the proof of Theorem 1, it suffices to show that

\[
\mathbb{P} \left\{ \phi_n > n^{-1/2} \max_{j \in S^c} \left| \varepsilon^\top a_j + n \xi_{nj} \right| \right\} \to 1. \tag{11}
\]

To prove (11), by condition (C6), for all \( j \in S^c \), we obtain

\[
n^{-1/2} \left| \xi_{nj} \right| = n^{-1/2} \left| \sum_{k=1}^s \sum_{i=1}^n X_{ik} X_{ij} \beta_{0k} \right| \leq n^{-1/2} b_1 \left( \sum_{i=1}^s \sum_{i=1}^n X_{ik} X_{ij} \right) \leq b_1 d_0 n^{1/2-\theta}s = c_1 n^{1/2-\theta}s
\]
with \( c_1 = b_1 d_0 \). Next,

\[
\mathbb{P} \left( \phi_n > n^{-1/2} \max_{j \in S^c} \tau_j \left| \epsilon^\top a_j + n \xi_{nj} \right| \right) \geq \mathbb{P} \left( C_4^{-1} \phi_n > n^{-1/2} \max_{j \in S^c} \left| \epsilon^\top a_j \right| + n^{1/2} \max_{j \in S^c} \left| \xi_{nj} \right| \right)
\]

\[
\geq \mathbb{P} \left( C_4^{-1} \phi_n > n^{-1/2} \max_{j \in S^c} \left| \epsilon^\top X_j \right| + n^{-1/2} \max_{j \in S^c} \left| \epsilon^\top U_j \right| + n^{1/2} \max_{j \in S^c} \left| \xi_{nj} \right| + \max_{j \in S^c} n^{-1/2} \sum_{i=1}^n \left( \sum_{k=1}^s X_{ik} \beta_{0k} \right) U_{ij} \right)
\]

\[
\geq \mathbb{P} \left( C_4^{-1} \phi_n > n^{-1/2} \max_{j \in S^c} \left| \epsilon^\top X_j \right| + n^{-1/2} \max_{j \in S^c} \left| \epsilon^\top U_j \right| + c_1 n^{1/2-\theta} s + b_1 \max_{j \in S^c} n^{-1/2} \sum_{i=1}^n \left( \sum_{k=1}^s X_{ik} \right) U_{ij} \right)
\]

\[
= 1 - \mathbb{P} \left( n^{-1/2} \max_{j \in S^c} \left| \epsilon^\top X_j \right| + n^{-1/2} \max_{j \in S^c} \left| \epsilon^\top U_j \right| + b_1 \max_{j \in S^c} n^{-1/2} \sum_{i=1}^n \left( \sum_{k=1}^s X_{ik} \right) U_{ij} \right) \geq C_4^{-1} \phi_n - c_1 n^{1/2-\theta} s
\]

Consider each term in the numerator. For the first term, by property \([B1]\) because \( \epsilon_i \) is sub-Gaussian with common variance \( \sigma^2 \), \( i = 1, \ldots, n \), then \( \epsilon^\top X_j \) is sub-Gaussian with variance \( \sigma^2 \sum_{i=1}^n X_{ij}^2 \) and variance proxy \( C_2 n \sigma^2 \). Therefore, by property \([B3]\) we have

\[
\mathbb{E} \left\{ n^{-1/2} \max_{j \in S^c} \left| \epsilon^\top X_j \right| \right\} \leq C_2^{1/2} \sigma \sqrt{\log(2m)} = O(1) \{ \log(2m) \}^{1/2}.
\]

For the second term, by property \([B3]\) each variable \( \epsilon_i U_{ij} \) is sub-exponential with parameter \( (\nu_0, t_0) \), so \( \epsilon^\top U_j = \sum_{i=1}^n \epsilon_i U_{ij} \) is sub-exponential with parameter \( (n \nu_0, t_0) \). Hence, by property \([B4]\) we have

\[
\mathbb{E} \left\{ n^{-1/2} \max_{j \in S^c} \left| \epsilon^\top U_j \right| \right\} \leq \nu_0^{1/2} \sqrt{\log(2m)} + n^{-1/2} t_0 \log(2m).
\]

For the third term, by a similar argument, each variable \( \sum_{i=1}^n \left( \sum_{k=1}^s X_{ik} \right) U_{ij} \) is sub-Gaussian with variance proxy \( C_2 \sigma^2 n s \). Hence,

\[
\mathbb{E} \left\{ \max_{j \in S^c} n^{-1/2} \sum_{i=1}^n \left( \sum_{k=1}^s X_{ik} \right) U_{ij} \right\} \leq C_2^{1/2} \sigma s \sqrt{s \log(2m)} = O(1) \sqrt{s \log(2m)}.
\]

Putting the results together, we have

\[
\mathbb{P} \left( \phi_n > n^{-1/2} \max_{j \in S^c} \tau_j \left| \epsilon^\top a_j + n \xi_{nj} \right| \right) \geq 1 - \frac{\log(2m)^{1/2} \left\{ O(1) + \sqrt{s} + n^{-1/2} \sqrt{\log(2m)} \right\}}{C_4^{-1} \phi_n - c_1 n^{1/2-\theta} s}.
\]
Next, by condition (C7a),
\[
\frac{n^{1/2-\theta}}{C_4^{-1} \phi_n} = O(1) \left( \frac{s^{(2-\alpha)}}{\lambda_n n^{(2-\alpha)/2}} \right)^{1/(2-\alpha)} = o(1),
\]
and by condition (C7b),
\[
\frac{\log(2m)}{C_4^{-1} \phi_n} = O(1) \left( \frac{\log(2m)^{(2-\alpha)}}{\lambda_n n^{(2-\alpha)/2}} \right)^{1/(2-\alpha)} = o(1).
\]
Therefore, \( \sqrt{\log(2m)/ (C_4^{-1} \phi_n)} = o(1) \) and also \( \sqrt{s \log(2m)/ (C_4^{-1} \phi_n)} = o(1) \). Finally, we have
\[
P(\phi_n > n^{-1/2} \max_{j \in S^c} \tau_j | \epsilon^\top a_j + n \xi_{nj}) \to 1,
\]
as required.

A.3 Proof of Theorem 3

Recall that the screening set for SISc is defined as
\[
\hat{Q}_{SISc} = \left\{ 1 \leq i \leq p : |\hat{\beta}_i| \text{ is among the first } d = \lceil \gamma n \rceil \text{ largest of all} \right\}.
\]
In this proof, we will call this set \( \hat{Q} \) to emphasize the dependence of the screening set on \( \gamma \), while the subscript SISc is omitted to ease the notation. Following Fan & Lv (2007), the proof consists of two main steps. In the first step, we define the following set
\[
\hat{M}_d = \left\{ 1 \leq i \leq p : |\hat{\beta}_i| \text{ is among the first } [\delta p] \text{ largest of all} \right\},
\]
and prove that for some positive constant \( C \), we have
\[
P\left( \hat{M}_d \supseteq S \right) = O(p \exp(-Cn)). \tag{13}
\]
In the second step, we will apply the dimensional reduction procedure above successively until the number of covariates to be kept is smaller than \( n \).

Step 1. We will prove (13) by bounding \( \|\tilde{\beta}\|_2^2 \) from above and \( |\tilde{\beta}_j|, j \in S \) from below. Note that
\[
\tilde{\beta}_j = \frac{n^{-1} \sum_{i=1}^{n} W_{ij} y_i}{n^{-1} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2}, \quad j = 1, \ldots, p, \tag{14}
\]
so for the denominator of (14), we have
\[
\mathbb{E} \left( \frac{1}{n} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2 \right) = \frac{1}{n} \sum_{i=1}^{n} X_{ij}^2,
\]
and
\[
\frac{1}{n} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2 - \frac{1}{n} \sum_{i=1}^{n} X_{ij}^2 = \frac{2}{n} \sum_{i=1}^{n} X_{ij} U_{ij} + \frac{1}{n} \sum_{i=1}^{n} U_{ij}^2 - \sigma_j^2.
\]
By condition (C2) and properties of sub-Gaussian random variables, the variable \(\sum_{i=1}^{n} X_{ij} U_{ij}\) is zero-mean sub-Gaussian with variance proxy \((\sum_{i=1}^{n} X_{ij}^2) \sigma_j^2\), which is of order \(O(n)\) by condition (C4). Therefore, by the Hoeffding inequality, there exists positive constants \(d_1\) and \(K_1\) such that
\[
\mathbb{P} \left( \left| \frac{1}{n} \sum_{i=1}^{n} X_{ij} U_{ij} \right| \geq d_1 \right) = O \left( \exp \left( -K_1 n \right) \right).
\]
Similarly, by condition (C2), the variables \(U_{ij}^2\)'s are sub-exponential with (finite) parameter \((\nu_0, \alpha_0)\), hence \(\sum_{i=1}^{n} U_{ij}^2\) is also sub-exponential with parameter \((\nu_0 \sqrt{n}, \alpha_0)\). Because \(\mathbb{E}(U_{ij}^2) = \sigma_j^2\), there exist constants \(d_2 \in [0, \nu_0^2 / \alpha_0]\) and \(K_2\) such that
\[
\mathbb{P} \left( \left| \frac{1}{n} \sum_{i=1}^{n} U_{ij}^2 - \sigma_j^2 \right| \geq d_2 \right) = O \left( \exp \left( -K_2 n \right) \right).
\]
Combining these results, for some positive constants \(d_3\) and \(K_3\), we have
\[
P \left( \left| \frac{1}{n} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2 - \frac{1}{n} \sum_{i=1}^{n} X_{ij}^2 \right| \geq d_3 \right) = O(\exp(-K_3 n)).
\]
(15)
By condition (C4), the term \(n^{-1} \sum_{i=1}^{n} X_{ij}^2 = O(1)\), so inequality (15) implies that \(n^{-1} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2\) is both bounded above and bounded away from zero with probability tending to one as \(n \to \infty\). Now for the numerator of (14), we have
\[
\mathbb{E} \left( \frac{1}{n} \sum_{i=1}^{n} W_{ij} y_i \right) = \mathbb{E} \left( \frac{1}{n} \sum_{i=1}^{n} X_{ij} y_i \right) = \xi_{nj},
\]
and
\[
\frac{1}{n} \sum_{i=1}^{n} W_{ij} y_i - \xi_{nj} = \frac{1}{n} \sum_{i=1}^{n} X_{ij} \varepsilon_i + \frac{1}{n} \sum_{j=1}^{n} U_{ij} \varepsilon_i.
\]
By conditions (C1) and (C2), using similar arguments, we obtain
\[
\mathbb{P} \left( \left| \frac{1}{n} \sum_{i=1}^{n} W_{ij} y_i - \xi_{nj} \right| \geq d_4 \right) = O(\exp(-K_4 n)),
\]
for some positive constant $d_4$ and $K_4$. Hence if $j \in S$, along with the condition (C5), the above inequality implies that $|n^{-1} \sum_{i=1}^{n} W_{ij} y_i|$ is bounded away from zero with probability at least $1 - O(\exp(-Cn))$.

Using the union bound, there exist positive constants $d_7 = d_6/d_5$ with $d_5 = n^{-1} \sum_{i=1}^{n} X_{ij}^2 + d_3$ and $d_6 = \xi_{n_j} - d_4$ such that for $j \in S$,

$$
\mathbb{P}(|\tilde{\beta}_j| \geq d_7) \geq \mathbb{P}\left(\frac{1}{n} \sum_{i=1}^{n} W_{ij} y_i \geq d_6 \text{ and } \frac{1}{n} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2 \leq d_5\right)
= 1 - \mathbb{P}\left(\frac{1}{n} \sum_{i=1}^{n} W_{ij} y_i \leq d_6 \text{ or } \frac{1}{n} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2 \geq d_5\right)
\geq 1 - \left\{ \mathbb{P}\left(\frac{1}{n} \sum_{i=1}^{n} W_{ij} y_i \leq d_6\right) + \mathbb{P}\left(\frac{1}{n} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2 \geq d_5\right) \right\}
= 1 - \left( O\exp(-K_4n) + O(\exp(-K_3n)) \right) = 1 - O(\exp(-K_5n)),
$$

for some constant $C$. The final inequality states that for all $j \in S$ we have $|\tilde{\beta}_j|$ is bounded away from 0 with probability tending to one as $n \to \infty$.

Next, we will bound the norm $||\tilde{\beta}||_2$ from above. Let $\Lambda$ denote the $p \times p$ diagonal matrix with elements $n^{-1} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2$ $j = 1, \ldots, p$, then we can write $\tilde{\beta}$ as

$$
\tilde{\beta} = \Lambda^{-1} \left(\frac{1}{n} \mathbf{W}^\top \mathbf{y}\right) = \Lambda^{-1} \left(\frac{1}{n} \mathbf{X}^\top \mathbf{X} \beta_0 + \frac{1}{n} \mathbf{U}^\top \mathbf{X} \beta_0 + \frac{1}{n} \mathbf{X}^\top \mathbf{\epsilon} + \frac{1}{n} \mathbf{U}^\top \mathbf{\epsilon}\right).
$$

Hence, by the submultiplicity of matrix norm and the triangle inequality, we have

$$
||\tilde{\beta}||_2 \leq ||\Lambda^{-1}||_2 \left( ||\frac{1}{n} \mathbf{X}^\top \mathbf{X} \beta_0||_2 + ||\frac{1}{n} \mathbf{U}^\top \mathbf{X} \beta_0||_2 + ||\frac{1}{n} \mathbf{X}^\top \mathbf{\epsilon}||_2 + ||\frac{1}{n} \mathbf{U}^\top \mathbf{\epsilon}||_2 \right)
$$

where $||\Lambda^{-1}||_2 = \max_{j=1,\ldots,p} \left\{ 1/(n^{-1} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2) \right\} = \left\{ \min_{j=1,\ldots,p} |n^{-1} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2| \right\}^{-1}$ is the magnitude of the largest eigenvalue of $\Lambda^{-1}$. From equation (15) and condition (C4), there exist sufficiently large constants $d_8$ and $K_8$ such that

$$
\mathbb{P}\left(||\Lambda^{-1}||_2 \leq d_8\right) = \mathbb{P}\left( \min_{j=1,\ldots,p} \left\{ \frac{1}{n} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2 \right\} \geq \frac{1}{d_8}\right)
= \mathbb{P}\left( \bigcap_{j=1,\ldots,p} \frac{1}{n} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2 \geq \frac{1}{d_8}\right)
= 1 - \mathbb{P}\left( \bigcup_{j=1,\ldots,p} \frac{1}{n} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2 \leq \frac{1}{d_8}\right)
\geq 1 - \sum_{j=1}^{p} \mathbb{P}\left( \frac{1}{n} \sum_{i=1}^{n} W_{ij}^2 - \sigma_j^2 \leq \frac{1}{d_8}\right)
= 1 - O(p \exp(-K_8n)).
$$
Since \( \log(p)/n \to C_1 \) by condition (C5), as long as \( K_8 > C_1 \), the operator norm \( \| \Lambda^{-1} \|_2 \) is bounded above by a constant with probability tending to one as \( n \to \infty \).

Next, we will bound each term in the bracket of (17). First,

\[
\left\| \frac{1}{n} X^\top X \beta_0 \right\|_2^2 = \beta_0^\top \left( \frac{1}{n} X^\top X \right)^2 \beta_0 \leq \lambda_{\max}^2 \left( \frac{1}{n} X^\top X \right) \| \beta_0 \|_2^2 = O(sn^2\tau_2)
\]

by conditions (C3) and (C4). For the second term,

\[
\left\| \frac{1}{n} U^\top X \beta_0 \right\|_2^2 = \frac{1}{n^2} \lambda_{\max}(\Sigma_u) \beta_0^\top X^\top Z Z^\top X \beta_0 \\
\leq \frac{1}{n^2} p\lambda_{\max}(\Sigma_u) \lambda_{\max}(p^{-1} \Sigma_u) \beta_0^\top X^\top X \beta_0 \\
\leq p\lambda_{\max}(\Sigma_u) \lambda_{\max}(p^{-1} \Sigma_u) \lambda_{\max} \left( \frac{1}{n} X^\top X \right) \| \beta_0 \|_2^2 \\
\leq \frac{1}{n^2} \lambda_{\max}(\Sigma_u) \lambda_{\max}(p^{-1} \Sigma_u) \lambda_{\max} \left( \frac{1}{n} X^\top X \right) \| \beta_0 \|_2^2 \\
\leq \frac{1}{n^2} \lambda_{\max}(\Sigma_u) \lambda_{\max}(p^{-1} \Sigma_u) \lambda_{\max} \left( \frac{1}{n} X^\top X \right) \| \beta_0 \|_2^2,
\]

where step (i) follows conditions (C9b) and (C10). Therefore, by conditions (C9a) and (C3) there exist positive constants \( d_9 \) and \( K_9 \) such that

\[
P \left( \left\| \frac{1}{n} U^\top X \beta_0 \right\|_2^2 \geq d_9 sn^2 \tau_1 + \tau_2 \right) \leq O\left( \exp\left( -K_9 n \right) \right).
\]

For the third term, we have

\[
\left\| \frac{1}{n} X^\top \varepsilon \right\|_2^2 = \frac{1}{n} \varepsilon^\top \left( \frac{1}{n} X^\top X \right) \varepsilon \leq \lambda_{\max} \left( \frac{1}{n} X^\top X \right) \frac{1}{n} \| \varepsilon \|_2^2.
\]

By condition (C1), each term \( \varepsilon_i^2 \) is sub-exponential with finite parameters; furthermore, since \( \varepsilon_1, \ldots, \varepsilon_n \) are mutually independent, there exist positive constants \( d_{10} \) and \( K_{10} \) such that

\[
P \left( \frac{1}{n} \| \varepsilon \|_2^2 \geq d_{10} \right) = \left( \frac{1}{n} \sum_{i=1}^n \varepsilon_i^2 \geq d_{10} \right) = O\left( \exp\left( -K_{10} n \right) \right).
\]

As a result, we obtain

\[
P \left( \left\| \frac{1}{n} X^\top \varepsilon \right\|_2^2 \geq d_{11} n^2 \tau_2 \right) = O\left( \exp\left( -K_{11} n \right) \right)
\]
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for some positive constants \(d_{11}\) and \(K_{11}\). Finally, for the last term in the bracket of (17), we have

\[
\| \frac{1}{n} U^\top \varepsilon \|_2^2 = \frac{1}{n^2} \varepsilon^\top U U^\top \varepsilon = \frac{1}{n^2} \varepsilon^\top Z \Sigma_u Z^\top \varepsilon \\
\leq \frac{1}{n^2} \lambda_{\text{max}}(\Sigma_u) \varepsilon^\top Z Z^\top \varepsilon \\
\leq \frac{1}{n} p \lambda_{\text{max}}(\Sigma_u) \lambda_{\text{max}}(p^{-1} Z Z^\top) \left( \frac{1}{n} \| \varepsilon \|_2^2 \right) \\
\leq c_3 p m^{\tau_1 - 1} \lambda_{\text{max}}(p^{-1} Z Z^\top) \left( \frac{1}{n} \| \varepsilon \|_2^2 \right),
\]  
(21)

Let \(d_{12} = c_2 c_3 d_{10}\), then by condition (C9a) and (20), we obtain

\[
P \left( \| \frac{1}{n} U^\top \varepsilon \|_2^2 \geq d_{12} p m^{\tau_1 - 1} \right) \\ \leq P \left\{ \lambda_{\text{max}}(p^{-1} Z Z^\top) \left( \frac{1}{n} \| \varepsilon \|_2^2 \right) \geq c_2 d_{10} \right\} \\
= 1 - P \left\{ \lambda_{\text{max}}(p^{-1} Z Z^\top) \left( \frac{1}{n} \| \varepsilon \|_2^2 \right) \leq c_2 d_{10} \right\} \\
\leq 1 - P \left\{ \lambda_{\text{max}}(p^{-1} Z Z^\top) \leq c_2 \text{ and } \frac{1}{n} \| \varepsilon \|_2^2 \leq d_{10} \right\} \\
= P \left\{ \lambda_{\text{max}}(p^{-1} Z Z^\top) \geq c_2 \text{ or } \frac{1}{n} \| \varepsilon \|_2^2 \geq d_{10} \right\} \\
\leq P \left( \lambda_{\text{max}}(p^{-1} Z Z^\top) \geq c_2 \right) + P \left( \frac{1}{n} \| \varepsilon \|_2^2 \geq d_{10} \right) \\
= O(\exp(-K_{12} n))
\]  
(22)

for some positive constant \(K_{12}\). Substituting (18)-(22) to (17), for some sufficiently large constants \(d_{13}\) and \(K_{13} > C_1\) and under the condition that \(p \geq n^{\tau_2 - \tau_1 + 1}\), we have

\[
P \left( \| \tilde{\beta} \|_2^2 \geq d_{13} p m^{\tau_1 + \tau_2 - 1} \right) \leq O(p \exp(-K_{13} n))
\]  
(23)

Finally, by Bonferonni’s inequality, it follows from (16) and (23) that

\[
P \left( \min_{i \in S} |\tilde{\beta}_i| < d_7 \text{ or } \| \tilde{\beta} \|_2^2 > d_{13} p m^{\tau_1 + \tau_2 - 1} \right) \leq O(p \exp(-K_{14} n)),
\]  
(24)

for some constants \(K_{14} > C_1\). Hence, for sufficiently large constants \(C > C_1\), with probability \(1 - O(p \exp(-C n))\), the magnitudes of \(\tilde{\beta}_i, i \in S\) are bounded away from zero and for some \(d > 0\),

\[
\text{card} \left\{ 1 \leq k \leq p : |\tilde{\beta}_k| \geq \min_{i \in S} |\tilde{\beta}_i| \right\} \leq dp n^{\tau_1 + \tau_2 + \log_n(s) - 1}.
\]

Therefore, if \(\delta \to 0\) and satisfies \(\delta n^{1-\tau_1 - \tau_2 - \log_n(s)} \to \infty\) as \(n \to \infty\), then (13) holds with a constant \(C > 0\) larger than \(K_{14}\) in (24).
**Step 2.** This step follows Step 2 in the proof of Theorem 1 of Fan & Lv (2007). In this step, we will use $C$ to denote generic constants that are larger than $C_1$ in condition (C8). Fix an arbitrary $r \in (0, 1)$ and choose a shrinking factor $\delta$ of the form $\delta = \left(\frac{n}{p}\right)^{1/(k-r)}$ for some integer $k \geq 1$. We successively perform dimension reduction until the number of remaining variables drops to below the sample size $n$. In other words we obtain a sequence of nested sets

$$\tilde{M}^k_{\delta} \subset \tilde{M}^{k-1}_{\delta} \subset \ldots \subset \tilde{M}^1_{\delta},$$

where each set $\tilde{M}_{\delta} = \tilde{M}^i_{\delta}$ has cardinality $[\delta^j]p$ and $d = [\delta^k] = [\delta^r]n < n$ but $[\delta^{k-1}]p = [\delta^{r-1}]n > n$. Hence we see that $\tilde{M}_{\delta} = \hat{Q}_\gamma$, with $\gamma = \delta^r < 1$.

Next, fix an arbitrary $\theta_1 \in (0, 1 - \tau_1 - \tau_2 - \log_n(s))$ and pick some $r < 1$ very close to 1 such that $\theta_0 = \theta_1/r < 1 - \tau_1 - \tau_2 - \log_n(s)$, and choose a sequence of integers $k \geq 1$ in a way such that when $n \to \infty$,

$$\delta n^{1 - \tau_1 - \tau_2 - \log_n(s)} \to \infty \text{ and } \delta n^{\theta_0} \to 0,$$

(25)

where $\delta = \left(\frac{n}{p}\right)^{1/(k-r)}$. Therefore, with the above dimension reduction process, we can raise both sides of (25) to the $r$th power, and hence the set $\tilde{M}_{\delta} = \hat{Q}_\gamma$ with $\gamma = \delta^r$ satisfies

$$\gamma n^{r(1 - \tau_1 - \tau_2 - \log_n(s))} \to \infty \text{ and } \gamma n^{\theta_1} \to 0.$$ 

Since for any principal submatrix $\Sigma^0_u$ of $\Sigma_u$, we have $\lambda_{\max}(\Sigma^0_u) < \lambda_{\max}(\Sigma_u) \leq c_2 n^{\tau_1}$, and that property (5) in condition (C9a) holds for any $n \times \tilde{p}$ submatrix $\tilde{Z}$ of $Z$ with $c_1 n < \tilde{p} \leq p$, for some constant $C > 0$, in each step $1 \leq i \leq k$ in the above dimension reduction framework, we have

$$\mathbb{P} \left( \tilde{M}^i_{\delta} \supseteq S | \tilde{M}^{i-1}_{\delta} \supseteq S \right) = 1 - O(p \exp(-Cn)),$$

and hence by Bonferroni’s inequality we have

$$\mathbb{P} \left( \hat{Q}_\gamma \supseteq S \right) = 1 - O(kp \exp(-Cn)).$$

(26)

It follows from (25) that we require $\delta \to 0$ for all $r$ when both $n \to \infty$ and $p \to \infty$ (i.e $\log(n)/k - \log(p)/k \to -\infty$). Since $p > n$ implies $k = O(\log(p)/\log(n))$, a suitable increase of the constant $C > 0$ in (26) gives

$$\mathbb{P} \left( \hat{Q}_\gamma \supseteq S \right) = 1 - O(p \exp(-Cn)).$$

This probability bound holds for any $\gamma \sim cn^{-\hat{\theta}}$, with $\hat{\theta} < 1 - \tau_1 - \tau_2 - \log_n(s)$ and $c > 0$, completing the proof.

**B Preprocessing for the microarray data**

In this subsection, we provide more detail on the steps that we used to pre-process the microarray data in Section 4 of the main paper.

As noted in Hein et al. (2005), on Affymetrix “GeneChips” oligonucleotide arrays, each gene is repre-
sented by a probe set, consisting of a number of probe pairs. A probe pair further contains a perfect match (PM) probe and a mismatch probe (MM). On the one hand, the intensity observed for the PM measurement for probe \( r \) at gene \( j \) was assumed due partly to the binding of the cRNA that perfectly matches the sequence on the array, denoted as \( S_{jr} \) (true signal), and partly to hybridization of the cRNA that did not perfectly match the sequence, denoted as \( H_{jr} \) (nonspecific hybridization). On the other hand, the intensity observed for the MM measurement for probe \( r \) at gene \( j \) was due partly to binding of a fraction \( \phi \in (0, 1) \) of the true signal and partly due to nonspecific hybridization. Furthermore, it was assumed that

\[
\begin{align*}
PM_{jr} &\sim N(S_{jr} + H_{jr}, \tau^2), \\
MM_{jr} &\sim N(\phi S_{jr} + H_{jr}, \tau^2),
\end{align*}
\]

where \( N(\mu, \sigma^2) \) denotes the normal distribution with mean \( \mu \) and variance \( \sigma^2 \). Next, [Hein et al. (2005)] modeled the true signal \( S_{gj} \) and nonspecific hybridization \( H_{gj} \) on the log scale. Since they allowed them to be zero, they assumed that

\[
\begin{align*}
\log(S_{jr} + 1) &\sim \text{TN}(X_j, \sigma^2_j), \\
\log(H_{jr} + 1) &\sim \text{TN}(\lambda, \eta^2),
\end{align*}
\]

where \( \text{TN}(\mu, \sigma^2) \) denotes the normal distribution with mean \( \mu \) and variance \( \sigma^2 \) left truncated at 0. Furthermore, to account for outlying probes and stabilize the gene-specific variance parameters, all the variances \( \sigma^2_g \) were assumed to be exchangeable,

\[
\log(\sigma^2_j) \overset{iid}{\sim} N(a, b^2). 
\]

Finally, the Bayesian model was fully specified by assuming non-informative priors on \( X_j, \phi, \lambda, \tau^{-2} \) and \( \eta^{-2} \), while \( a \) and \( b \) were fixed at values obtained by an empirical procedure. The primary parameter of interest was \( X_j \), the mean gene expression level for gene \( j \) on the log scale.

We fitted the above Bayesian model for each patient \( i = 1, \ldots, n \) separately by the BGX package of [Hein et al. (2005)] in R and obtained the posterior distribution for \( X_{ij} \). Let \( \hat{W}_{ij} \) and \( \text{var} (\hat{X}_{ij}) \) denote the posterior mean and variance of \( X_{ij} \) respectively; so we considered \( \hat{W}_{ij} \) as a surrogate for the true \( X_{ij} \) contaminated by some measurement error \( U_{ij} \) with variance \( \text{Var} (\hat{X}_{ij}) \). Next, for each gene \( j \), we standardized the posterior mean \( \hat{W}_{ij} \) to obtain \( W_{ij} = (\hat{W}_{ij} - \bar{W}_j)/s_j \), \( i = 1, \ldots, n \), where \( \bar{W}_j = n^{-1} \sum_{i=1}^{n} \hat{W}_{ij} \) and \( s_j^2 = n^{-1} \sum_{i=1}^{n} (\hat{W}_{ij} - \bar{W}_j)^2 \). To simplify the analysis, we assumed that measurement error was independent of the patient’s true gene expression levels and that the associated variance was constant across patients for a given gene; hence, the matrix \( \Sigma_u \) was set to be diagonal. We averaged the posterior variance, \( \bar{\sigma}^2_{u,j} = n^{-1} \sum_{i=1}^{n} \text{Var}(\hat{X}_{ij}) \), and the diagonal elements of the measurement error covariance matrix \( \Sigma_u \) were estimated as \( (\bar{\Sigma}_u)_{j,j} = \bar{\sigma}^2_{u,j}/s_j^2 \), \( j = 1, \ldots, p \). As noted by [Sørensen et al. (2015)], if the measurement error variance is too large compared to the between-sample variance of the between-patient variability, then little can be done. Hence, only the \( p = 993 \) genes with \( \bar{\sigma}^2_{u,j} < 0.5s_j^2 \), i.e. estimated noise-to-signal ratio less than 1, were retained for further analysis.
C Efficiency of the screening procedures

In this section, we present additional simulation results to investigate the efficiency of the proposed screening procedures. We generated data in the same way as in the subsection 3.1 of the main paper, with the exception that we considered one more scenario for $\Sigma_u$, the covariance matrix of the measurement error and set $\rho_x = 0.5$. In this new scenario, $\Sigma_u$ was set to have a homogeneous structure, with all off-diagonal elements equal to 0.2 and diagonal elements equal to 0.4; hence the measurement errors on all covariates were correlated with one another.

We report the mean false positive rate (FPR) and mean false negative rate (FNR) across 500 samples for PMSc$^{CV}$ (Table C.1), and the empirical cumulative distribution of the minimum number of variables that had to be included for PMSc forward stepwise and SISc in order to retain all the important variables (Figure 1). Note that the latter is always between $s$ and $p$. On the one hand, a low minimum number of variables to be included indicates a high screening efficiency; on the other hand, if the minimum number of variables to be included is close to $p$, then dimension reduction is not achievable via screening.

Table C.1: Average false positive rates (FPR, in percentage) and false negative rates (FNR, in percentage) of PMSc$^{CV}$ with tuning parameters selected via five fold cross-validation. Standard errors are included in parentheses.

| $\Sigma_x$ | $p$ | $\Sigma_u$ diagonal | $\Sigma_u$ block diagonal | $\Sigma_u$ homogeneous |
|------------|-----|----------------------|---------------------------|------------------------|
|            |     | FPR                  | FNR                       | FPR                    | FNR                    |
| AR(1)      | 1000| 0.1 (0.1)            | 0.0 (0.0)                 | 0.0 (0.1)              | 0.0 (0.0)              |
|            | 2000| 0.0 (0.0)            | 0.0 (0.0)                 | 0.0 (0.0)              | 0.0 (0.0)              |
| Homogen    | 1000| 100.0 (0.0)          | 0.0 (0.0)                 | 100.0 (0.0)            | 0.0 (0.0)              |
|            | 2000| 100.0 (0.0)          | 0.0 (0.0)                 | 100.0 (0.0)            | 0.0 (0.0)              |

Table C.1 and Figure 1 indicate that when $\Sigma_x$ had an AR(1) structure, all the screening methods had high efficiency in variable selection. Specifically, regardless of the structure of measurement error variance $\Sigma_u$, the PMSc$^{CV}$ method had both false positive and false negative rates very close to zero. For the SISc and PMSc$^{FS}$, the number of variables each had to keep was also close to 5, the true number of non-zero coefficients in $\beta_0$. These results confirm both the variable selection consistency of PMSc and the ability of SISc to reduce the number of dimensions dramatically when all the true covariates are not highly collinear.

By contrast, when $\Sigma_x$ had a homogeneous structure, the efficiency of screening methods decreased considerably. The PMSc$^{CV}$ method was essentially unable to reduce the number of variables in that case, as evidenced by the false positive rates close to 100%. Similarly, to ensure all the important variables were retained, the SISc method had to keep 75-80% of the variables, which was usually more than the sample size $n$. Among the three screening methods, the PMSc$^{FS}$ was the most effective; in all the considered settings, it could effectively reduce the dimension to below the sample size $n = 500$. Looking at the distribution of the minimum number of variables that must be kept for PMSc$^{FS}$ more closely, it is interesting that the efficiency of PMSc$^{FS}$ seemed to increase when measurement errors were more correlated (i.e, $\Sigma_u$ is homogeneous).
(a) $\Sigma_x$ has an homogeneous structure.

(b) $\Sigma_x$ has an AR(1) structure.

Figure 1: Minimum number of variables that has to be kept for the SISc and PMScFS to retain all the important variables in the simulation study.
### D Detailed simulation results for one-stage and two-stage estimators

Table D.1: Performance of the one-stage and two-stage estimators in the simulation study based on false positive rate (FPR, in percentage), false negative rate (FNR, in percentage), $\ell_2$ estimation error, and computation time (in seconds) when $\Sigma_x$ has an AR(1) structure with autocorrelation $\rho_x = 0.5$. Standard error are included in parentheses. The CoCo estimator was only computed when the number of variables was no more than 1000 (either in the 1st or 2nd step).

| $\Sigma_n$ | $p$   | Estimator       | 1st step | 2nd steps | $\ell_2$ | Time         |
|------------|-------|-----------------|----------|-----------|----------|--------------|
|            |       |                 | FPR      | FNR       | FPR      | FNR         | 1st step | 2nd step |
| Diagonal   | 1000  | One-stage Corrected | -        | -         | 2.2 (1.1)| 0.0 (0.0)   | 0.35 (0.10)| 0.0 (0.0) | 49.7 (19.5)|
|            |       | PMScCV-Corrected  | 0.1 (0.1)| 0.0 (0.0) | 0.1 (0.1)| 0.0 (0.0)   | 0.26 (0.11)| 23.4 (0.3) | 0.4 (0.1) |
|            |       | PMScFG-Corrected  | 7.5 (0.0)| 0.0 (0.0) | 0.0 (0.0)| 0.0 (0.0)   | 0.28 (0.10)| 5.4 (1.1) | 1.6 (0.5) |
|            |       | SISc-Corrected    | 7.5 (0.0)| 0.0 (0.0) | 1.2 (0.6)| 0.0 (0.0)   | 0.33 (0.10)| 1.5 (0.0) | 2.0 (0.6) |
|            |       | One-stage CoCo    | -        | -         | 7.6 (2.0)| 0.0 (0.0)   | 0.47 (0.11)| 0.0 (0.0) | 516.8 (32.1)|
|            |       | PMScCV-CoCo       | 0.1 (0.1)| 0.0 (0.0) | 0.1 (0.0)| 0.0 (0.0)   | 0.26 (0.11)| 23.4 (0.3) | 0.0 (0.0) |
|            |       | PMScFG-CoCo       | 7.5 (0.0)| 0.0 (0.0) | 0.0 (0.0)| 0.0 (0.0)   | 0.27 (0.09)| 5.4 (1.1) | 0.7 (0.2) |
|            |       | SISc-CoCo         | 7.5 (0.0)| 0.0 (0.0) | 0.1 (0.1)| 0.0 (0.0)   | 0.31 (0.09)| 1.5 (0.0) | 0.8 (0.2) |
| Block      | 2000  | One-stage Corrected | -        | -         | 1.3 (0.6)| 0.0 (0.0)   | 0.36 (0.10)| 0.0 (0.0) | 136.5 (55.7)|
|            |       | PMScCV-Corrected  | 0.0 (0.0)| 0.0 (0.0) | 0.0 (0.0)| 0.0 (0.0)   | 0.26 (0.10)| 38.0 (2.0) | 0.3 (0.1) |
|            |       | PMScFG-Corrected  | 3.8 (0.0)| 0.0 (0.0) | 0.6 (0.3)| 0.0 (0.0)   | 0.29 (0.10)| 17.2 (3.1) | 2.4 (0.7) |
|            |       | SISc-Corrected    | 3.8 (0.0)| 0.0 (0.0) | 0.6 (0.3)| 0.0 (0.0)   | 0.33 (0.10)| 2.8 (0.1) | 1.8 (0.5) |
|            |       | PMScCV-CoCo       | 0.0 (0.0)| 0.0 (0.0) | 0.0 (0.0)| 0.0 (0.0)   | 0.26 (0.11)| 38.0 (2.0) | 0.0 (0.0) |
|            |       | PMScFG-CoCo       | 3.8 (0.0)| 0.0 (0.0) | 0.1 (0.0)| 0.0 (0.0)   | 0.27 (0.09)| 17.2 (3.1) | 0.8 (0.2) |
|            |       | SISc-CoCo         | 3.8 (0.0)| 0.0 (0.0) | 0.1 (0.0)| 0.0 (0.0)   | 0.31 (0.09)| 2.8 (0.1) | 0.7 (0.2) |
| Block      | 1000  | One-stage Corrected | -        | -         | 1.8 (0.9)| 0.0 (0.0)   | 0.62 (0.17)| 0.0 (0.0) | 27.8 (14.9)|
|            |       | PMScCV-Corrected  | 0.0 (0.0)| 0.0 (0.0) | 0.0 (0.0)| 0.0 (0.0)   | 0.43 (0.18)| 23.4 (0.4) | 0.4 (0.1) |
|            |       | PMScFG-Corrected  | 7.5 (0.0)| 0.0 (0.0) | 0.0 (0.0)| 0.0 (0.0)   | 0.48 (0.16)| 5.3 (1.0) | 1.9 (0.5) |
|            |       | SISc-Corrected    | 7.5 (0.0)| 0.0 (0.0) | 1.0 (0.5)| 0.0 (0.0)   | 0.57 (0.18)| 1.5 (0.0) | 2.6 (0.8) |
|            |       | One-stage CoCo    | -        | -         | 7.4 (1.9)| 0.0 (0.0)   | 0.74 (0.13)| 0.0 (0.0) | 417.4 (22.2)|
|            |       | PMScCV-CoCo       | 0.0 (0.0)| 0.0 (0.0) | 0.0 (0.0)| 0.0 (0.0)   | 0.43 (0.18)| 23.4 (0.4) | 0.0 (0.0) |
|            |       | PMScFG-CoCo       | 7.5 (0.0)| 0.0 (0.0) | 0.0 (0.0)| 0.0 (0.0)   | 0.46 (0.13)| 4.9 (1.6) | 1.3 (0.2) |
|            |       | SISc-CoCo         | 7.5 (0.0)| 0.0 (0.0)| 0.1 (0.0)| 0.0 (0.0)   | 0.54 (0.15)| 1.5 (0.0) | 1.7 (0.2) |
| Block      | 2000  | One-stage Corrected | -        | -         | 1.0 (0.4)| 0.0 (0.9)   | 0.64 (0.17)| 0.0 (0.0) | 68.0 (36.1)|
|            |       | PMScCV-Corrected  | 0.0 (0.0)| 0.0 (0.0) | 0.0 (0.0)| 0.0 (0.0)   | 0.44 (0.17)| 37.9 (1.6) | 0.3 (0.1) |
|            |       | PMScFG-Corrected  | 3.8 (0.0)| 0.0 (0.0)| 0.5 (0.2)| 0.1 (1.3)   | 0.46 (0.14)| 16.7 (3.6) | 2.8 (0.8) |
|            |       | SISc-Corrected    | 3.8 (0.0)| 0.0 (0.0)| 0.5 (0.2)| 0.0 (0.0)   | 0.57 (0.17)| 2.8 (0.1) | 2.3 (0.6) |
|            |       | PMScCV-CoCo       | 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)   | 0.45 (0.18)| 37.9 (1.6) | 0.0 (0.0) |
|            |       | PMScFG-CoCo       | 3.8 (0.0)| 0.0 (0.0)| 0.1 (0.0)| 0.0 (0.9)   | 0.44 (0.13)| 16.7 (3.6) | 1.7 (0.2) |
|            |       | SISc-CoCo         | 3.8 (0.0)| 0.0 (0.0)| 0.1 (0.0)| 0.0 (0.0)   | 0.54 (0.15)| 2.8 (0.1) | 1.4 (0.2) |

Block diagonal
Table D.2: Performance of the one-stage and two-stage estimators in the simulation study based on false positive rate (FPR, in percentage), false negative rate (FNR, in percentage), \( \ell_2 \) estimation error, and computation time (in seconds) when \( \Sigma_x \) has an homogeneous structure with \( \rho_x = 0.5 \). Standard error are included in parentheses. The CoCo estimator was only computed when the number of variables was no more than 1000 (either in the 1st or 2nd step).

| \( \Sigma_u \) | \( p \) | Estimator | 1st step | 2nd step | Time |
|---|---|---|---|---|---|
| | | FPR | FNR | FPR | FNR | \( \ell_2 \) | 1st step | 2nd step |
| Diagonal | 1000 | One-stage Corrected | - | - | 20.0 (29.0) | 0.1 (1.5) | 0.96 (0.77) | 0.0 (0.0) | 18.9 (3.3) |
| | | PMSc\(\text{CV}-\text{Corrected} \) | 100.0 (0.0) | 0.0 (0.0) | 19.7 (28.8) | 0.2 (2.0) | 0.95 (0.77) | 12.7 (0.7) | 18.7 (3.3) |
| | | PMSc\(\text{FS}-\text{Corrected} \) | 7.6 (0.0) | 3.2 (7.8) | 1.2 (1.6) | 3.2 (7.8) | 0.56 (0.41) | 5.4 (0.7) | 1.4 (0.2) |
| | | SIsC-\text{Corrected} | 7.6 (0.1) | 6.7 (10.5) | 1.0 (0.9) | 6.7 (10.5) | 0.54 (0.30) | 1.3 (0.1) | 1.0 (0.2) |
| | | One-stage CoCo | - | - | 11.5 (2.2) | 0.0 (0.0) | 0.77 (0.13) | 0.0 (0.0) | 481.5 (27.5) |
| | | PMSc\(\text{CV}-\text{CoCo} \) | 100.0 (0.0) | 0.0 (0.0) | 11.5 (2.2) | 0.0 (0.0) | 0.77 (0.13) | 12.7 (0.7) | 476.7 (26.8) |
| | | PMSc\(\text{FS}-\text{CoCo} \) | 7.6 (0.0) | 3.2 (7.8) | 1.0 (0.4) | 3.2 (7.8) | 0.56 (0.41) | 5.4 (0.7) | 1.4 (0.2) |
| | | SIsC-\text{CoCo} | 7.6 (0.1) | 6.7 (10.5) | 1.0 (0.4) | 6.7 (10.5) | 0.52 (0.23) | 1.3 (0.1) | 1.6 (0.2) |
| | 2000 | One-stage Corrected | - | - | 29.1 (21.0) | 1.1 (5.1) | 1.57 (0.84) | 0.0 (0.0) | 49.9 (7.0) |
| | | PMSc\(\text{CV}-\text{Corrected} \) | 100.0 (0.0) | 0.0 (0.0) | 28.3 (21.3) | 1.0 (5.1) | 1.53 (0.84) | 25.2 (1.4) | 49.3 (6.9) |
| | | PMSc\(\text{FS}-\text{Corrected} \) | 3.8 (0.0) | 4.0 (8.5) | 0.7 (0.9) | 4.0 (8.5) | 0.62 (0.51) | 8.5 (1.2) | 1.1 (0.2) |
| | | SIsC-\text{Corrected} | 3.8 (0.0) | 11.0 (13.1) | 0.5 (0.4) | 11.0 (13.1) | 0.61 (0.31) | 2.7 (0.1) | 0.9 (0.2) |
| | | One-stage CoCo | - | - | - | - | - | 25.2 (1.4) | - |
| | | PMSc\(\text{CV}-\text{CoCo} \) | 100.0 (0.0) | 0.0 (0.0) | - | - | 25.2 (1.4) | - |
| | | PMSc\(\text{FS}-\text{CoCo} \) | 3.8 (0.0) | 4.0 (8.5) | 0.5 (0.2) | 4.0 (8.5) | 0.45 (0.18) | 8.5 (1.2) | 1.7 (0.2) |
| | | SIsC-\text{CoCo} | 3.8 (0.0) | 11.0 (13.1) | 0.5 (0.3) | 11.0 (13.1) | 0.60 (0.29) | 2.7 (0.1) | 1.9 (0.2) |
| Block diagonal | 1000 | One-stage Corrected | - | - | 23.5 (29.0) | 1.1 (5.2) | 1.25 (0.73) | 0.0 (0.0) | 22.7 (4.5) |
| | | PMSc\(\text{CV}-\text{Corrected} \) | 100.0 (0.0) | 0.0 (0.0) | 25.6 (29.4) | 0.8 (4.2) | 1.30 (0.74) | 14.5 (0.7) | 22.5 (4.6) |
| | | PMSc\(\text{FS}-\text{Corrected} \) | 7.6 (0.0) | 3.4 (8.1) | 3.0 (3.2) | 3.6 (8.2) | 1.15 (0.69) | 5.3 (0.7) | 1.4 (0.3) |
| | | SIsC-\text{Corrected} | 7.6 (0.1) | 14.2 (14.8) | 1.5 (2.1) | 14.2 (14.9) | 0.97 (0.48) | 1.3 (0.1) | 1.1 (0.3) |
| | | One-stage CoCo | - | - | 14.3 (2.3) | 0.4 (3.2) | 1.23 (0.17) | 0.0 (0.0) | 417.2 (28.2) |
| | | PMSc\(\text{CV}-\text{CoCo} \) | 100.0 (0.0) | 0.0 (0.0) | 14.3 (2.2) | 0.5 (3.3) | 1.23 (0.17) | 14.5 (0.7) | 413.4 (28.5) |
| | | PMSc\(\text{FS}-\text{CoCo} \) | 7.6 (0.0) | 3.4 (8.1) | 0.9 (0.4) | 3.6 (8.2) | 0.68 (0.18) | 5.3 (0.7) | 2.9 (0.3) |
| | | SIsC-\text{CoCo} | 7.6 (0.1) | 14.2 (14.8) | 0.9 (0.4) | 14.2 (14.8) | 0.84 (0.31) | 1.3 (0.1) | 2.3 (0.2) |
| | 2000 | One-stage Corrected | - | - | 32.4 (17.1) | 3.0 (10.1) | 1.86 (0.65) | 0.0 (0.0) | 52.5 (9.7) |
| | | PMSc\(\text{CV}-\text{Corrected} \) | 100.0 (0.0) | 0.0 (0.0) | 31.8 (17.4) | 3.3 (10.1) | 1.84 (0.65) | 27.7 (1.5) | 52.1 (9.6) |
| | | PMSc\(\text{FS}-\text{Corrected} \) | 3.8 (0.0) | 6.6 (10.8) | 1.6 (1.6) | 6.6 (10.9) | 1.21 (0.69) | 8.3 (1.1) | 1.1 (0.2) |
| | | SIsC-\text{Corrected} | 3.8 (0.0) | 21.4 (16.6) | 0.8 (1.0) | 21.4 (16.6) | 1.09 (0.48) | 2.8 (0.1) | 1.0 (0.3) |
| | | PMSc\(\text{CV}-\text{CoCo} \) | 100.0 (0.0) | 0.0 (0.0) | - | - | - | 27.7 (1.5) | - |
| | | PMSc\(\text{FS}-\text{CoCo} \) | 3.8 (0.0) | 6.6 (10.8) | 0.5 (0.2) | 6.7 (10.9) | 0.73 (0.22) | 8.3 (1.1) | 2.5 (0.2) |
| | | SIsC-\text{CoCo} | 3.8 (0.0) | 21.4 (16.6) | 0.5 (0.3) | 21.4 (16.6) | 0.97 (0.36) | 2.8 (0.1) | 2.5 (0.2) |
Table D.3: Performance of the one-stage and two-stage estimators in the simulation study based on false positive rate (FPR, in percentage), false negative rate (FNR, in percentage), $\ell_2$ estimation error, and computation time (in seconds) when $\Sigma_x$ has an AR(1) structure with autocorrelation $\rho_x = 0.3$. Standard error are included in parentheses. The CoCo estimator was only computed when the number of variables was no more than 1000 (either in the 1st or 2nd step).

| $\Sigma_x$  | $p$   | Estimator         | 1st step |          |          |          |          | Time       |          |          |          |
|-------------|-------|-------------------|----------|----------|----------|----------|----------|------------|----------|----------|----------|
|             |       |                   | FPR      | FNR      | FPR      | FNR      | $\ell_2$  | 1st step   | 2nd step  |
| Diagonal    | 1000  | One-stage Corrected | -        | -        | 2.5 (1.3)| 0.0 (0.0)| 0.35 (0.07)| 0.0 (0.0) | 31.5 (10.9)|          |          |
|             |       | PMScCV-Corrected   | 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.19 (0.07)| 23.4 (0.3)| 0.3 (0.0) |          |          |
|             |       | PMScFFS-Corrected  | 7.5 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.25 (0.07)| 5.3 (1.0) | 1.3 (0.3) |          |          |
|             |       | SISC-Corrected     | 7.5 (0.0)| 0.0 (0.0)| 1.2 (0.6)| 0.0 (0.0)| 0.31 (0.07)| 1.5 (0.0) | 1.8 (0.3) |          |          |
|             |       | One-stage CoCo     | -        | -        | 8.6 (1.9)| 0.0 (0.0)| 0.49 (0.08)| 0.0 (0.0)| 519.1 (33.7)|          |          |
|             |       | PMScCV-CoCo        | 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.19 (0.07)| 23.4 (0.3)| 0.0 (0.0) |          |          |
|             |       | PMScFFS-CoCo       | 7.5 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.26 (0.07)| 5.3 (1.0) | 0.6 (0.1) |          |          |
|             |       | SISC-CoCo          | 7.5 (0.0)| 0.0 (0.0)| 0.2 (0.1)| 0.0 (0.0)| 0.32 (0.07)| 1.5 (0.0) | 0.6 (0.1) |          |          |
|             | 2000  | One-stage Corrected | -        | -        | 1.5 (0.7)| 0.0 (0.0)| 0.36 (0.08)| 0.0 (0.0)| 80.6 (30.8)|          |          |
|             |       | PMScCV-Corrected   | 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.19 (0.07)| 38.2 (1.6)| 0.2 (0.1) |          |          |
|             |       | PMScFFS-Corrected  | 3.8 (0.0)| 0.0 (0.0)| 0.6 (0.3)| 0.0 (0.0)| 0.26 (0.07)| 16.9 (2.9)| 2.0 (0.4) |          |          |
|             |       | SISC-Corrected     | 3.8 (0.0)| 0.0 (0.0)| 0.6 (0.3)| 0.0 (0.0)| 0.31 (0.08)| 2.8 (0.1) | 1.5 (0.3) |          |          |
|             |       | PMScCV-CoCo        | 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.19 (0.07)| 38.2 (1.6)| 0.0 (0.0) |          |          |
|             |       | PMScFFS-CoCo       | 3.8 (0.0)| 0.0 (0.0)| 0.1 (0.1)| 0.0 (0.0)| 0.27 (0.07)| 16.9 (2.9)| 0.6 (0.1) |          |          |
|             |       | SISC-CoCo          | 3.8 (0.0)| 0.0 (0.0)| 0.1 (0.1)| 0.0 (0.0)| 0.31 (0.07)| 2.8 (0.1) | 0.6 (0.1) |          |          |
|             |       | Block diagonal     |           |          |          |          |          |           |           |           |           |
|             |       | One-stage Corrected | -        | -        | 2.0 (0.8)| 0.0 (0.0)| 0.59 (0.12)| 0.0 (0.0)| 18.9 (7.4) |          |          |
|             |       | PMScCV-Corrected   | 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.36 (0.13)| 23.4 (0.4)| 0.3 (0.1) |          |          |
|             |       | PMScFFS-Corrected  | 7.5 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.45 (0.13)| 5.4 (1.1) | 1.6 (0.3) |          |          |
|             |       | SISC-Corrected     | 7.5 (0.0)| 0.0 (0.0)| 1.0 (0.5)| 0.0 (0.0)| 0.53 (0.14)| 1.5 (0.0) | 2.2 (0.4) |          |          |
|             |       | PMScCV-CoCo        | 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.36 (0.13)| 23.4 (0.4)| 0.0 (0.0) |          |          |
|             |       | PMScFFS-CoCo       | 7.5 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.3)| 0.46 (0.11)| 5.4 (1.1) | 1.3 (0.1) |          |          |
|             |       | SISC-CoCo          | 7.5 (0.0)| 0.0 (0.0)| 0.1 (0.0)| 0.0 (0.0)| 0.55 (0.12)| 1.5 (0.0) | 1.6 (0.2) |          |          |
|             | 2000  | One-stage Corrected | -        | -        | 1.2 (0.5)| 0.0 (0.0)| 0.61 (0.13)| 0.0 (0.0)| 45.7 (23.4)|          |          |
|             |       | PMScCV-Corrected   | 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.37 (0.13)| 37.6 (1.6)| 0.3 (0.1) |          |          |
|             |       | PMScFFS-Corrected  | 3.8 (0.0)| 0.0 (0.0)| 0.5 (0.3)| 0.0 (0.0)| 0.45 (0.12)| 17.2 (3.0)| 2.4 (0.4) |          |          |
|             |       | SISC-Corrected     | 3.8 (0.0)| 0.0 (0.0)| 0.5 (0.3)| 0.0 (0.0)| 0.55 (0.13)| 2.8 (0.1) | 1.9 (0.3) |          |          |
|             |       | PMScCV-CoCo        | 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.0 (0.0)| 0.37 (0.17)| 37.6 (1.6)| 0.0 (0.0) |          |          |
|             |       | PMScFFS-CoCo       | 3.8 (0.0)| 0.0 (0.0)| 0.1 (0.0)| 0.1 (1.3)| 0.46 (0.12)| 17.2 (3.0)| 1.7 (0.2) |          |          |
|             |       | SISC-CoCo          | 3.8 (0.0)| 0.0 (0.0)| 0.1 (0.0)| 0.0 (0.0)| 0.56 (0.13)| 2.8 (0.1) | 1.4 (0.1) |          |          |
Table D.4: Performance of the one-stage and two-stage estimators in the simulation study based on false positive rate (FPR, in percentage), false negative rate (FNR, in percentage), $\ell_2$ estimation error, and computation time (in seconds) when $\Sigma_x$ has an homogeneous structure with $\rho_x = 0.3$. Standard error are included in parentheses. The CoCo estimator was only computed when the number of variables was no more than 1000 (either in the 1st or 2nd step).

| $\Sigma_u$ | $p$ | Estimator | FPR 1st step | FNR 1st step | 2nd step | FPR | FNR | $\ell_2$ 1st step | $\ell_2$ 2nd step | Time 1st step | Time 2nd step |
|-----------|-----|-----------|---------------|--------------|----------|------|-----|--------------|----------------|--------------|--------------|
| Diagonal  | 1000| One-stage Corrected | - | - | 20.0 (29.0) | 0.1 (1.5) | 0.96 (0.77) | 0.0 (0.0) | 18.9 (3.3) |
|           |     | PMScv-Corrected | 100.0 (0.0) | 0.0 (0.0) | 19.7 (28.8) | 0.2 (2.0) | 0.95 (0.77) | 12.7 (0.7) | 18.7 (3.3) |
|           |     | PMScg-Corrected | 7.5 (0.0) | 1.2 (4.8) | 3.8 (3.4) | 1.2 (4.8) | 1.12 (0.85) | 6.0 (1.1) | 0.9 (0.1) |
|           |     | SISc-Corrected | 7.6 (0.1) | 6.7 (10.5) | 1.0 (0.9) | 6.7 (10.5) | 0.54 (0.30) | 1.3 (0.1) | 1.0 (0.2) |
|           |     | One-stage CoCo | - | - | 11.5 (2.2) | 0.0 (0.0) | 0.77 (0.13) | 0.0 (0.0) | 481.5 (27.5) |
|           |     | PMScv-CoCo | 100.0 (0.0) | 0.0 (0.0) | 11.5 (2.2) | 0.0 (0.0) | 0.77 (0.13) | 12.7 (0.7) | 476.7 (26.8) |
|           |     | PMScg-CoCo | 7.5 (0.0) | 1.2 (4.8) | 0.8 (0.3) | 1.2 (4.8) | 0.36 (0.12) | 6.0 (1.1) | 0.9 (0.2) |
|           |     | SISc-CoCo | 7.6 (0.1) | 6.7 (10.5) | 1.0 (0.4) | 6.7 (10.5) | 0.52 (0.23) | 1.3 (0.1) | 1.6 (0.2) |
| Block     | 2000| One-stage Corrected | - | - | 29.1 (21.0) | 1.1 (5.1) | 1.57 (0.84) | 0.0 (0.0) | 49.9 (7.0) |
|           |     | PMScv-Corrected | 100.0 (0.0) | 0.0 (0.0) | 28.3 (21.3) | 1.0 (5.1) | 1.53 (0.84) | 25.2 (1.4) | 49.3 (6.9) |
|           |     | PMScg-Corrected | 3.8 (0.0) | 1.1 (4.5) | 1.8 (1.7) | 1.1 (4.5) | 1.09 (0.86) | 10.1 (1.7) | 0.7 (0.1) |
|           |     | SISc-Corrected | 3.8 (0.0) | 11.0 (13.1) | 0.5 (0.4) | 11.0 (13.1) | 0.61 (0.31) | 2.7 (0.1) | 0.9 (0.2) |
|           |     | PMScv-CoCo | 100.0 (0.0) | 0.0 (0.0) | 11.5 (2.2) | 0.0 (0.0) | 0.77 (0.13) | 12.7 (0.7) | 476.7 (26.8) |
|           |     | PMScg-CoCo | 3.8 (0.0) | 1.1 (4.5) | 0.4 (0.2) | 1.1 (4.5) | 0.33 (0.12) | 6.0 (1.1) | 0.9 (0.2) |
|           |     | SISc-CoCo | 3.8 (0.0) | 11.0 (13.1) | 0.5 (0.3) | 11.0 (13.1) | 0.60 (0.29) | 2.7 (0.1) | 1.9 (0.2) |

| Block     | 1000| One-stage Corrected | - | - | 23.5 (29.0) | 1.1 (5.2) | 1.25 (0.73) | 0.0 (0.0) | 22.7 (4.5) |
|           |     | PMScv-Corrected | 100.0 (0.0) | 0.0 (0.0) | 25.6 (29.4) | 0.8 (4.2) | 1.30 (0.74) | 14.5 (0.7) | 22.5 (4.6) |
|           |     | PMScg-Corrected | 7.5 (0.0) | 0.9 (4.4) | 5.3 (3.2) | 0.9 (4.4) | 1.56 (0.74) | 5.9 (1.1) | 1.3 (0.4) |
|           |     | SISc-Corrected | 7.6 (0.1) | 14.2 (14.8) | 1.5 (2.1) | 14.2 (14.9) | 0.97 (0.48) | 1.3 (0.1) | 1.1 (0.3) |
|           |     | One-stage CoCo | - | - | 14.3 (2.3) | 0.4 (3.2) | 1.23 (0.17) | 0.0 (0.0) | 417.2 (28.2) |
|           |     | PMScv-CoCo | 100.0 (0.0) | 0.0 (0.0) | 14.3 (2.2) | 0.5 (3.3) | 1.23 (0.17) | 14.5 (0.7) | 413.4 (28.5) |
|           |     | PMScg-CoCo | 7.5 (0.0) | 0.9 (4.4) | 0.7 (0.4) | 0.9 (4.4) | 0.57 (0.15) | 5.9 (1.1) | 2.2 (0.2) |
|           |     | SISc-CoCo | 7.6 (0.1) | 14.2 (14.8) | 0.9 (0.4) | 14.2 (14.8) | 0.84 (0.31) | 1.3 (0.1) | 2.3 (0.2) |
| Block     | 2000| One-stage Corrected | - | - | 32.4 (17.1) | 3.0 (10.1) | 1.86 (0.65) | 0.0 (0.0) | 52.5 (9.7) |
|           |     | PMScv-Corrected | 100.0 (0.0) | 0.0 (0.0) | 31.8 (17.4) | 3.3 (10.1) | 1.84 (0.65) | 27.7 (1.5) | 52.1 (9.6) |
|           |     | PMScg-Corrected | 3.8 (0.0) | 2.0 (6.3) | 2.8 (1.5) | 2.0 (6.3) | 1.63 (0.71) | 10.1 (1.7) | 0.9 (0.3) |
|           |     | SISc-Corrected | 3.8 (0.0) | 21.4 (16.6) | 0.8 (1.0) | 21.4 (16.6) | 1.09 (0.48) | 2.8 (0.1) | 1.0 (0.3) |
|           |     | One-stage CoCo | - | - | - | - | - | 0.0 (0.0) | - |
|           |     | PMScv-CoCo | 100.0 (0.0) | 0.0 (0.0) | - | - | - | 27.7 (1.5) | - |
|           |     | PMScg-CoCo | 3.8 (0.0) | 2.0 (6.3) | 0.4 (0.2) | 2.0 (6.3) | 0.59 (0.16) | 10.1 (1.7) | 1.9 (0.2) |
|           |     | SISc-CoCo | 3.8 (0.0) | 21.4 (16.6) | 0.5 (0.3) | 21.4 (16.6) | 0.97 (0.36) | 2.8 (0.1) | 2.5 (0.2) |