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Abstract  In this paper we study Open Wilson Lines (OWL’s) in the context of two Supersymmetric Yang Mills theories. First we consider four dimensional N=2 Supersymmetric Yang Mills Theory with hypermultiplets transforming in the fundamental representation of the gauge group, and find supersymmetric OWL’s only in the superconformal versions of these theories. We then consider four dimensional N=4 SYM coupled to a three dimensional defect hypermultiplet. Here there is a semi-circular supersymmetric OWL, which is related to the ray by a conformal transformation. We perform a perturbative calculation of the operators in both theories, and discuss using localization to compute them non-perturbatively.
1 Introduction

The study and calculation of supersymmetric Wilson loops has been an interesting and fruitful area of current research. Supersymmetric Wilson loops were originally defined in N=4 Super Yang Mills Theory (SYM) as a supersymmetric generalization of the usual Wilson loop operator, defined in Euclidean space by the following equation

\[ W(C) = \text{Tr}(P \exp[\oint_C (dx^\mu iA_\mu(x_\nu) + |dx|\Phi_I(x_\nu)\Theta^I(x_\nu))]), \]

where here the \( \Phi_I \) are the six scalars in N=4 SYM and \( \Theta_I \) is a six dimensional vector of unit length. These loops are interesting because they maintain some of the important properties of the Wilson loop operator, such as the relationship to confinement, while their supersymmetry allows for exact calculation in some cases.

In [1], it was conjectured that the circular supersymmetric Wilson loop conformally related to the straight line could be calculated at strong coupling. It was known previously that the straight supersymmetric Wilson line has vanishing perturbative corrections. In the case of the circular loop, it was shown that the only diagrams contributing at first order in perturbation theory are “rainbow” and “ladder” diagrams, which have no interactions on the interior of the loop. Considering only these diagrams, it was shown that the behavior of the operator at strong coupling is exactly as predicted by the ADS/CFT correspondence [2], [3]. Furthermore, this behavior is identical to a prediction of a specific Hermitean Matrix Model. They conjectured that the cancellations found at one loop order would hold at all orders, and that the value they found with the rainbow and ladder diagrams would be exact.

In [4] it was shown that the conjecture of [1] was correct, and held to all orders in the 1/N expansion. Using the large conformal transformation relating the circle to the line, they found that there is a conformal anomaly which changes the expectation value of the operator. This anomaly comes from the point which is taken to infinity, and therefore the calculation can be reduced to a zero dimensional QFT, or matrix model, as conjectured in [1]. They did not prove that the matrix model was Gaussian, however.
In [5], the technique of localization was used to calculate the operator exactly, proving the conjecture, and extending the calculation to cases which had not been considered previously. In particular, the calculation was also valid for the N=2 theory with a massive adjoint hypermultiplet, and could be done for multiple Wilson lines in the same correlator. For these more general cases the effects of instantons were also considered, which had not been previously possible. All of these calculations were done on a four sphere. In [6], a new class of one eighth BPS Wilson loops (introduced in [7]) were localized to a two-dimensional Hitchin-Higgs model.

In this paper, we try to extend these calculations to Open Wilson Line operators. These operators are defined by the equation

\[ OW^j_i[jC] = \bar{\psi}^j(x_j)P\exp \left[ \int_{C} ds \left( iA_\mu(x^\nu(s))\dot{x}^\mu(s) + n^k(s)\Phi_k(x^\nu(s))|\dot{\psi}(s)| \right) \right] \psi_i(x_i), \quad (2) \]

where the fermions (or scalars) at the ends of the line transform in the fundamental and anti-fundamental representations of the gauge group. This is a fairly general class of operators, and they can be constructed in all of the theories discussed above when appropriate matter is introduced. In [8], the holographic duals of these operators were found in the context of the Sakai-Sugimoto model of QCD, and some other theories. In the Sakai-Sugimoto model, the Open Wilson Line is related to the chiral condensate that breaks the chiral symmetry of the theory, and so it is interesting to study in that case. Since the Sakai-Sugimoto model is not supersymmetric, the technique of localization cannot be used to compute the operator there, so we attempt to compute it in other models which are supersymmetric in order to shed some light on its behavior.

To start with, we consider four-dimensional N=2 supersymmetric Yang Mills theory with a hypermultiplet transforming in the fundamental representation of the gauge group. The calculation of the supersymmetry transformations of these operators is found in section two. It is shown that there are no non-trivial linear supersymmetric OWL’s in pure supersymmetric theories. In superconformal theories, there are linear combinations of supersymmetry and superconformal generators which annihilate the line. The divergences in
these operators cancel in a similar fashion to the Wilson loop of N=4 SYM, and therefore may be a good candidate for localization in the future.

In section three, we consider another scenario originally posed in [8]. This scenario is built from the theory defined in [9]. This is a defect conformal field theory with a three-dimensional fundamental hypermultiplet coupled to four-dimensional N=4 SYM. We first consider a Wilson line stretched between two defects, which is found to be supersymmetric, but has a vanishing expectation value. We then consider the semi-circular Wilson line related to the semi-infinite ray by an inversion, and find that it has a non-trivial expectation value. This operator was computed at strong coupling in [8]; here we calculate this operator to first non-trivial order perturbatively. It is found to have a logarithmic divergence, but this divergence can be interpreted simply as a wavefunction renormalization.

It is likely that neither of the operators found will be localized to a vector-matrix model, because it seems that there is not enough Bosonic symmetry in the theory to properly localize it to a point. A more likely candidate is that it will localize to a one or two dimensional theory, as in [6]. We briefly discuss this point at the end of section 3. We end in section four with conclusions. Three appendices contain technical details.

2 N=2 SYM with hypermultiplet

In this section we will consider 4D N=2 SYM with a fundamental hypermultiplet. We will be using the conventions of [10]. For this theory, the gauge multiplet consists of a gauge field $A_\mu$, an SU(2) doublet of Majorana fermions $\lambda_i$, two scalar singlets $M$ and $N$ (which can be combined into a complex scalar), and an auxiliary triplet of scalars $D_m$. The hypermultiplet consists of a doublet of two complex scalars $B_i$ and a singlet Dirac fermion $\Psi$. The Lagrangian is then

$$\frac{1}{g^2}(\frac{1}{2} \nabla_\mu B_i^\dagger \nabla^\mu B^i + i \bar{\Psi} \gamma^\mu \nabla_\mu \Psi + i B^i \bar{\lambda}_i \Psi - i \bar{\Psi} \lambda^i B_i$$

$$- \bar{\Psi} (M - \gamma_5 N) \Psi - \frac{1}{2} B^{ij}(M^2 + N^2) B_{ij} + \frac{1}{2} B^{ij} \tau_m^{ij} D_m B^j), \quad (3)$$
2.1 Fermion Wilson Line

We will start by considering a Wilson line with fundamental fermions from the hypermultiplet at either end, given by the expression

\[ \text{OW}_i^j[\tilde{C}] = \bar{\Psi}^j(x_1) P \exp \left[ \int_{\tilde{C}} ds \left( i A_\mu \dot{x}^\mu(s) + (v^5 M + v^6 N) |\dot{x}| \right) \right] \Psi_i(x_2). \] (4)

Here the contour will be a straight line between \( x_1 \) and \( x_2 \), and \( v_5, v_6 \) are parameters constrained to satisfy \( v_5^2 + v_6^2 = -1 \). To annihilate this OWL, we must find supercharges that separately annihilate both fermions, and the Wilson line. At first we will consider only supersymmetry transformations, and later will consider superconformal transformations.

In terms of Weyl spinors, the supersymmetry transformations of the fermions are

\[ \delta \Psi_1 = i(M - iN)(\chi B_1 - \xi B_2) - i\sigma^\mu \bar{\chi} \partial_\mu B_1 - i\sigma^\mu \bar{\xi} \partial_\mu B_2 \] (5)

\[ \delta \bar{\Psi}_2 = -(M + iN)(\bar{\xi} B_1 + \bar{\chi} B_2) - \bar{\sigma}^\mu \xi \partial_\mu B_1 + \bar{\sigma}^\mu \chi \partial_\mu B_2. \] (6)

We will first make some general comments about this transformation. Let us first restrict our attention to the transformation of \( \Psi_1 \). We cannot annihilate \( \Psi_1 \) with either of the generators \( \tilde{Q}_1 \) or \( \tilde{Q}_2 \), since this would result in an equation of the form

\[ \sigma^\mu \bar{\chi} = 0 \] (7)

for all \( \mu \), but since the \( \sigma_\mu \) form a complete basis for hermitian 2x2 matrices, the only solution to that equation is \( \bar{\chi} = 0 \), and similarly for the term with \( \bar{\xi} \). We also cannot form linear combinations of generators to cancel these, because the two generators transform into the different scalars \( B_1 \) and \( B_2 \). Furthermore, we cannot form linear combinations of \( \Psi_1 \) and \( \Psi_2 \) or \( \bar{\Psi}_2 \), because the first parameter would violate the gauge symmetry (\( \Psi_2 \)

---

1The negative sign is due to the conventions used

2These were derived from the transformations in [10], this derivation is shown in Appendix A
transforms in the anti-fundamental of the gauge group), whereas the second would violate Lorentz invariance. For this reason, we cannot annihilate the Fermions in (4) with any supercharges.

### 2.2 Scalar Wilson Line

We will now consider putting fundamental scalars at the ends of the Wilson line. We will first consider pure supersymmetry transformations, with no superconformal part. The supersymmetry variations of the scalars in the hypermultiplet are

\[
\delta B_1 = 2(\chi \Psi^1 + i\xi \Psi^2) \tag{8}
\]

\[
\delta B_2 = 2(\xi \Psi^1 - i\bar{\chi} \Psi^2). \tag{9}
\]

In order to annihilate a linear combination of scalars of the form \(u_1 B_1 + u_2 B_2\), the linear combination

\[
\chi Q_1 + \xi Q_2 + \bar{\chi} \bar{Q}_1 + \bar{\xi} \bar{Q}_2 \tag{10}
\]

must satisfy the following conditions:

\[
u_1 \chi = -u_2 \xi, \quad u_2 \bar{\chi} = u_1 \bar{\xi}. \tag{11}\]

The first thing to notice is that the conditions on the SUSY generators do not allow for a “Hermitian” combination in which \(\chi\) and \(\bar{\chi}\) are dependent, because if all of the conditions above are satisfied and the combination is Hermitian, we have

\[
u_1 \chi = -u_2 \xi \rightarrow u_1^* \bar{\chi} = -u_2^* \bar{\xi} \rightarrow \]

\[
u_1 u_1 u_2 \bar{\chi} = -u_2^* u_1 u_2 \bar{\xi} \rightarrow |u_1|^2 \bar{\xi} = -|u_2|^2 \bar{\xi}, \tag{12}\]

and the last equation is clearly a contradiction. This will also apply for linear combinations of SUSY and superconformal charges, since this is a local requirement.

If we consider a formal linear combination of SUSY generators where \(\chi\) and \(\bar{\chi}\) are independent, we can find solutions, but we will not find any scalars on the other side that
can form altogether a singlet of the R symmetry. To see this, we can consider a linear combination on the other side of the form $w_1 \bar{B}_1 + w_2 \bar{B}_2$. The transformations in this case are

$$\delta \bar{B}_1 = 2(\bar{\chi} \bar{\Psi}^1 - i \xi \bar{\Psi}^2)$$

$$\delta \bar{B}_2 = 2(\bar{\xi} \bar{\Psi}^1 + i \chi \bar{\Psi}^2).$$

The conditions for this to be annihilated are opposite to those above; $w_2 \chi = w_1 \xi$ and $w_1 \bar{\chi} = -w_2 \bar{\xi}$. We therefore find that in order to annihilate both sides, the u’s and w’s must satisfy $u_1 w_1 = -u_2 w_2$. At zero separation, this implies that the two sides contain no elements in the singlet, because of the following calculation:

$$(u_1 B_1 + u_2 B_2)(w_1 \bar{B}_1 + w_2 \bar{B}_2) =$$

$$u_1 w_1 B_1 \bar{B}_1 + u_2 w_2 B_2 \bar{B}_2 + u_1 w_2 B_1 \bar{B}_2 + u_2 w_1 B_2 \bar{B}_1 =$$

$$u_1 w_1 (B_1 \bar{B}_1 - B_2 \bar{B}_2) + u_1 w_2 B_1 \bar{B}_2 + u_2 w_1 B_2 \bar{B}_1. \quad (15)$$

Because the symmetry is global, this calculation also applies at finite separation, and because the operator is not a singlet of the global symmetry group it will have vanishing expectation value.

These considerations prove that for theories that are not superconformal, all the BPS OWL’s have vanishing expectation value. In the case of superconformal theories, there are operators which are annihilated by combinations of superconformal and SUSY charges which contain singlets. If the gauge group is SU($N_C$), which we will assume from here on, the condition for the theory to be superconformal is to have $2N_C$ hypermultiplets in the fundamental representation. We will construct an example by first deriving the conditions for supercharges to annihilate the Wilson line, showing that they are consistent with the scalars, and then arguing that there is a choice of superconformal plus SUSY transformation which annihilates everything.
2.2 Scalar Wilson Line

The SUSY variations of the Bosonic components of the vector multiplet look like this

$$\delta A_\mu = i(\xi \sigma_\mu \bar{\lambda}_2 + \bar{\chi} \bar{\sigma}_\mu \lambda_1 + \chi \sigma_\mu \bar{\lambda}_1 + \bar{\xi} \sigma_\mu \lambda_2)$$  \hspace{1cm} (16)

$$\delta M = \chi \lambda_2 - \bar{\xi} \bar{\lambda}_1 - \xi \lambda_1 + \bar{\chi} \bar{\lambda}_2$$  \hspace{1cm} (17)

$$\delta N = i(-\chi \lambda_2 - \bar{\xi} \bar{\lambda}_1 + \xi \lambda_1 + \bar{\chi} \bar{\lambda}_2).$$  \hspace{1cm} (18)

We want to solve the equation (where $\delta$ refers to the generator in (10))

$$\delta (iv_\mu A_\mu + v^5 M + v^6 N) = 0,$$  \hspace{1cm} (19)

which gives, after using (63), and setting the coefficients of each spinor to zero separately

$$v^\mu \xi \sigma_\mu = (v_5 + iv_6)\bar{\chi}, \quad v^\mu \chi \sigma_\mu = -(v_5 + iv_6)\bar{\xi}$$  \hspace{1cm} (20)

$$v^\mu \bar{\chi} \bar{\sigma}_\mu = (-v_5 + iv_6)\xi, \quad v^\mu \bar{\xi} \bar{\sigma}_\mu = (v_5 - iv_6)\chi.$$  \hspace{1cm} (21)

It can be checked that these conditions are consistent with the SUSY conditions on the scalars (11), and relate different spinors so can be satisfied simultaneously.

We can now argue that there must exist a linear combination of supercharges and superconformal charges which can annihilate a Wilson line connecting two fundamental scalars. These spinors have the form $\epsilon = \epsilon_s + x^\mu \gamma_\mu \epsilon_c$, where $\epsilon_s$ is the SUSY charge and $\epsilon_c$ is the superconformal charge. In this notation, the SUSY transformations remain the same, but are now x-dependent. As proved above, we can choose a constant spinor $\epsilon_1$ on one side and a spinor $\epsilon_2$ on the other side of the line such that both of them annihilate their respective scalars $u_1 B_1 + u_2 B_2$ and $w_1 \bar{B}_1 + w_2 \bar{B}_2$ as well as the Wilson line at those points. If we choose the first side to be at x=0 and the second at a specified point, without loss of generality we can choose (0,0,0,L), then the spinor

$$\epsilon(x) \equiv \epsilon_1 + \gamma_3 x_3 \gamma_3 \frac{(\epsilon_2 - \epsilon_1)}{L}$$  \hspace{1cm} (22)

agrees on both sides with what we want. Furthermore, this spinor annihilates the line, because both $\epsilon_1$ and $\epsilon_2$ independently annihilate the line. To see how this BPS condition

\footnote{Here we have absorbed any global symmetry transformation on $\epsilon_c$ into the definition of $\epsilon_c$.}
manifests itself in perturbation theory, we next consider the pertubative corrections to the operator
\[ \frac{1}{N_C} B_1 P \exp\left[ \int_C (iA_\mu \dot{x}^\mu + M |\dot{x}|) \right] B_1, \] (23)
where here we will be considering the straight line, and we have chosen particular scalars for convenience. The factor of \( N_C \) is used to normalize the gauge field indices. We will show that the divergences of this operator cancel as in [1], leaving a finite piece. It is also possible to do a conformal transformation on the line, bringing it to an arc of a semi-circle, with no singular point. This means that our analysis will also apply to the semi-circular Wilson line.

2.3 Cancellation of Divergences

We have seen that in superconformal theories, an OWL with any choice of scalars at the ends will be annihilated by some linear combination of supercharges and superconformal charges. We will try to see how this manifests itself in perturbation theory to order \( g^4 \). At first order, the contribution is from the free propagator between the two scalars, \( \Delta_{B\bar{B}}(x) = \frac{g^2 N_C}{4\pi^2 N_C x^2} \). At order \( g^4 \), there are two contributions to the free propagator, and the Wilson line itself receives no corrections. The contributions are depicted in figure 1B, the first being self-energy corrections and the second being a gauge interaction between the Wilson line and the scalar propagator.

The diagrams contributing at order \( g^4 \) are analogous to those analyzed in [1] for closed Wilson Loops in the N=4 SYM theory and depicted in figure 1A, where their divergences are found to cancel. We will see that the divergences in 1B cancel analogously. This can be argued in the following way:

The interactions of the fundamental hypermultiplet are the same as those of an adjoint hyper-multiplet, simply changing the representation. In the computations of [1], we can view the scalars of N=4 SYM as coming from an adjoint hypermultiplet coupled to an adjoint vector multiplet. This implies that the self-energy corrections to the scalar prop-
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Figure 1: A.) Two of the diagrams that are shown to cancel in [1] B.) The analogous diagrams for the straight Wilson line

agator are the same as those found in [1], up to group theory factors. The contribution from the self-energy is therefore given in dimensional regularization by

\[ -\delta_{ab}g^4C_2(r)\frac{\Gamma^2(\omega - 1)}{2^5\pi^{2\omega}(2 - \omega)(2\omega - 3)}\frac{1}{[x^2]^{2\omega - 3}}, \]

(24)

where \( \omega \equiv \frac{d}{2} \) and \( C_2(r) \) is the quadratic Casimir operator of the fundamental representation, denoted by \( r \). We get this factor from the term \( \frac{1}{N_C}Tr(T^aT^a) \). In the case of SU(N), \( C_2(r) = \frac{N^2-1}{2N} \).

The second diagram is given in Feynman gauge by the expression

\[ -g^4C_2(r)\int_C d\tau d^2\omega \frac{dz(\tau)}{dz} \left( \frac{\partial}{\partial x^{(1)}} - \frac{\partial}{\partial x^{(2)}} \right) d^{2\omega}y \Delta(x^{(1)} - y)\Delta(z - y)\Delta(x^{(2)} - y), \]

(25)

which is exactly analogous to the expression found in [1], except for the integration contour for \( z \) and the fact that \( x^{(1)} \) and \( x^{(2)} \) are fixed. It is shown there that this diagram cancels pointwise with the self-energy corrections. The value of the divergent quantity is the same as that found in [1], although this arises from a cancellation of two factors of two. There is a factor of \( \frac{1}{2} \) since the divergence comes from the limit \( z \to x^{(1)} \), and in the case of the OWL the contour ends at the points \( x^{(1)} \) and \( x^{(2)} \), which therefore only contributes one side of the short-distance divergence of the expression when integrated over the full...
The second factor of two comes from gauge theory contributions. In (25) the contributions from the two partial derivatives add together to yield a factor of two. In [1], these contributions cancel with a factor of two from the gauge group structure, arising from the following calculation:

\[ f_{abc} \text{Tr}(T^a T^b T^c) = \frac{1}{2} f_{abc} \text{Tr}([T^a, T^b] T^c) = \frac{i}{2} f_{abc} f^{abd} \text{Tr}(T^d T^c) = \frac{i}{2} C_2(A) C_2(r) N_c. \] (26)

The factor of one-half in front is not present for the self-energy diagram contributions, and therefore cancels the extra one-half from the end of the Wilson line. This means the divergences also cancel here. It would be interesting to calculate the finite contribution to this operator, but in the next section we will do a similar computation for an operator whose expectation value is known at strong coupling.

3 Defect Conformal Field Theory

In this section, we will consider a different setup in order to find non-trivial SUSY Open Wilson lines. The theory we will consider is a “defect conformal field theory”, which is dual to a D5-D3 brane configuration in string theory, and was developed in [9]. The field theory consists of N=4 Supersymmetric Yang Mills in four-dimensional space, and it is coupled to an N=4 supersymmetric hypermultiplet which lives in a three-dimensional flat hyperplane embedded in the space. The bulk field content is that of an N=4 multiplet, with one gauge field \( A_\mu \), four Majorana spinors including the gaugino \( \lambda \) and a triplet \( \chi^A \), and six scalars denoted \( X^V_A \) and \( X^H_A \) (\( A \in \{1, 2, 3\} \)) for reasons that will become clear. All these fields transform in the adjoint representation of the gauge group \( SU(N_C) \). The defect also has N=4 supersymmetry, but the generators in three dimensions contain half the degrees of freedom of four dimensional spinors. The defect therefore breaks the \( SU(4) \) R-symmetry of

---

4It can also be seen explicitly that this result is independent of the shape of the contour in between \( x^{(1)} \) and \( x^{(2)} \), because the divergence is local and independent of the angle of the line.

5We will not go into the details of the derivation, they can be reproduced from the calculations in [1].
the full theory to an SO(4)≃SU(2)_{V}×SU(2)_{H} symmetry group. The defect matter consists of a three dimensional hypermultiplet, which is composed of an SU(2)_{H} doublet of complex scalars \( q_{m} \), an SU(2)_{V} doublet of 3D Dirac fermions \( \Psi^{i} \), and two complex auxiliary fields \( f_{m} \). All of these fields transform in the fundamental representation of the gauge group. The defect action, the conventions for \( \gamma \) matrices and the method of reducing spinors from 4D to 3D are described in [9] and reviewed in Appendix B.

### 3.1 Supersymmetry Analysis

Here we will analyze the supersymmetry transformations of the following Wilson line

\[
qP \exp(\int (iA_{\mu}dx^{\mu} + X_{3}^{H}ds))\bar{q},
\]

where we will specify the choices of scalars soon. We will first consider a straight Wilson line stretched in the \( x_{3} \) direction between two defects localized in \( x_{3} \). The supercharges are doublets of \( SU(2)_{H} \), while the Wilson line includes the singlet \( A_{3} \) and the element \( X_{3}^{H} \) of the triplet, which are both mapped by the supercharges to the fermions in the bulk hypermultiplet. There exists a U(1) subgroup of \( SU(2)_{H} \) under which \( X_{3}^{H} \) is neutral, because it transforms in the triplet. The SUSY generators, however, are doublets of \( SU(2)_{H} \), and will therefore have either positive or negative charge under this U(1), of magnitude \( \frac{1}{2} \). Because \( A_{3} \) and \( X_{3}^{H} \) are both neutral, the positive charges transform both into the same fermion (with U(1) charge \( +\frac{1}{2} \)), as do the negative charges. In Appendix C it is shown that these charges correspond to the two \( SU(2)_{H} \) indices, so that \( S_{i2} \) annihilates \( iA_{3} + X_{3}^{H} \), and \( S_{i1} \) annihilates \( iA_{3} - X_{3}^{H} \).

It is possible to find operators at the end of the Wilson line which are also annihilated by the same supercharges. Because the singlet operator \( \bar{q}_{m}q_{m} \) is mapped into the operator \( \bar{\Psi}_{i}q_{m} + \bar{q}_{m}\Psi_{i} \), we do not expect the singlet to be mapped to zero. In Appendix C it is shown that at zero separation, the BPS operators are members of the triplet \( \bar{q}_{m}\sigma_{mn}^{I}g_{n} \). Since these operators are not singlets of the R-symmetry, they must have vanishing vev. In this case we cannot have a non-trivial expectation value anyways because the scalars on
In the case of the semi-circular Wilson line depicted in figure 2, where both sides end on the same defect, the situation is different. We first note that the semi-circle is related by a conformal transformation to a straight ray ending on the defect. This means that the operator and supersymmetry transformations are also related by conformal and superconformal transformations to those relevant in the case of the ray (a limiting case of the case studied above).

Therefore, the generators that annihilate the semi-circular line are combinations of superconformal and supersymmetry generators. The form of the full superconformal transformations is the following, in the set of conventions used in [5] and [11]:

\[
\delta_\epsilon A_M = \epsilon(x)\Gamma_M\lambda \\
\epsilon(x) = \epsilon_0 + \sigma_\alpha x^\alpha \epsilon_1.
\]

The form of this transformation is all that matters, so the conventions will not be important. What is important is that locally, the superconformal transformations are the same as supersymmetry transformations. It is only globally that they are different, since the spinor depends on x. The same is true for the supersymmetry transformations of the fields in the defect, since this theory is also superconformal. We can therefore say that locally, around the ends of the line, the spinors that annihilate the loop are the same as the straight Wilson line. Globally, however, the U(1) charge changes from one end of the line to the other. It is easy to see this because at either end of the line the sign of dx is
different, so the relative sign between $iA_3$ and $X_3^H$ changes. This means that at one end the loop is locally like a semi-infinite ray pointing away from the defect, and at the other end it is pointing towards. Since this operator is half-BPS, the same set of supersymmetry transformations must annihilate it locally as those that annihilate the ray.

Because the two sides of the line are now annihilated locally by different supercharges, we see that the proper operator to consider for a semi-circular contour $C$ as in figure 2 is

$$\text{OWL}(C) = \frac{1}{N} q_1 P \exp(\int_C (i dx \cdot A + d|X_3^H|)) \bar{q}_1,$$

since the U(1) charge of $q_1$ is opposite to that of $\bar{q}_1$, as is necessary. The factor of $\frac{1}{N}$ is introduced to cancel the sum over the gauge index in $q$, where $N$ is the dimension of the fundamental representation. This operator can have a non-vanishing vev because it contains singlets. We will therefore be interested in this operator since it is non-trivial.

### 3.2 Perturbative Calculations

We will now evaluate (30) perturbatively. The first contribution to the expectation value is the free propagator between the two scalars at the end of the line, summed over the gauge index of $q$, which after the normalization is given by $\frac{1}{N} \frac{Nq^2}{4\pi |x_1 - x_2|}$. The free propagator will be denoted by $\Delta_{qq}$. There are three corrections at order $g^4$. One comes from corrections to the Wilson line from scalar-scalar and gauge-gauge interactions, which was evaluated in [4]. The expression is

$$\Delta_{qq} \int_C \int_C C_2(r) \cdot ds dt \frac{g^2 C_2(r)}{8\pi^2} \left( -\dot{x}(t) \cdot \dot{x}(s) + |\dot{x}(t)||\dot{x}(s)| \right) = \Delta_{qq} \frac{g^2 C_2(r)}{16},$$

where the gauge group indices are computed in a similar way to those in the N=2 theory. In the third line we have used the fact that for a circle $(x_1 - x_2)^2 = -2(\dot{x}_1 \cdot \dot{x}_2 - |\dot{x}_1||\dot{x}_2|)$. The

\[6\text{In [4] the corrections are integrated to } 2\pi \text{ since it is a full circle.}\]
other two corrections come from the interaction between the defect scalars and the Wilson
line, as depicted in figure 3 and self-energy corrections to the defect scalar propagator. We
will consider the diagram in figure 3 in the next section, and the self-energy corrections in
the section after that.

3.2.1 Gauge Interaction with Scalar Propagator

Here we will work in position space and Feynman gauge. The propagator for the vector field
in Euclidean space is given by \( \frac{g^2 g_{\mu \nu}}{4 \pi^2 (y-z)^2} \). For the scalar fields we get a three dimensional
propagator given by \( \frac{g^2}{4 \pi |x-y|} \). There is a derivative which acts on either of the two 3D
propagators, which gives

\[
\frac{i}{4 \pi} \frac{\partial}{\partial x_k} \frac{1}{|x - y|^3} = \frac{-i(x_1 - y)_k}{4 \pi |x_1 - y|^3}.
\]  

(32)

The gauge indices again yield a factor of \( \frac{1}{N} Tr(T^a T^a) = C_2(r) \), and there are no symmetry
factors. We therefore get

\[
\frac{2g^4 C_2(r)}{(4\pi)^4} \frac{1}{(x_1 - y)_k} \frac{1}{|x_1 - y|^2} \frac{1}{|x_1 - y| (y-z)^2} \frac{1}{x_2 - y}.
\]  

(33)

For now we will drop the constant in front, and add it at the end. We will perform the z
integral first. We denote the vertical direction in figure 3 as \( v \) and the horizontal direction
(going from \( x_1 \) at -r to \( x_2 \) at r) as \( h \), and the other directions as \( \perp \). We then get

\[
\int d^3 y \left( \frac{2(x_1 - y)_h}{|x_1 - y|^2} - (x_1 \leftrightarrow x_2) \right) \frac{1}{|x_1 - y|} \frac{1}{|x_2 - y|} \int d z_h \frac{1}{y_\perp^2 + (y-z)_h^2 + r^2 - z_h^2},
\]  

(34)

where \( r \) is the radius of the semi-circle. The \( z \) integral gives

\[
\int_{-r}^{r} d z_h \frac{1}{y_\perp^2 + (y-z)_h^2 + r^2 - z_h^2} = - \frac{1}{2y_h} \log \left( \frac{(y - x_2)^2}{(y - x_1)^2} \right),
\]  

(35)

So the integral we must now calculate is

\[
- \int d^3 y \left( \frac{-(x_1 - y)_h}{|x_1 - y|^2} - (x_1 \leftrightarrow x_2) \right) \frac{1}{|x_1 - y|} \frac{1}{|x_2 - y|} \frac{1}{2y_h} \log \left( \frac{(y - x_2)^2}{(y - x_1)^2} \right) = \]

\[
2\pi \int dy_\perp dy_h y_\perp \left( \frac{(x_1 - y)_h}{|x_1 - y|^2} - (x_1 \leftrightarrow x_2) \right) \frac{1}{|x_1 - y|} \frac{1}{|x_2 - y|} \frac{1}{2y_h} \log \left( \frac{(y - x_2)^2}{(y - x_1)^2} \right),
\]  

(36)
3.2 Perturbative Calculations

Figure 3: Contributing diagram to the semi-circular Wilson line at first order in perturbation theory.

Because most of the terms depend on the distances \( l_1 = |x_1 - y| \) and \( l_2 = |x_2 - y| \), we will consider the change of variables \( \{y_\perp, y_h\} \rightarrow \{l_1, l_2\} \). The Jacobian is

\[
\begin{vmatrix}
\frac{\partial l_1}{\partial y_\perp}, & \frac{\partial l_1}{\partial y_h} \\
\frac{\partial l_2}{\partial y_\perp}, & \frac{\partial l_2}{\partial y_h}
\end{vmatrix}^{-1} = -\frac{l_1 l_2}{2 y_\perp},
\]

so we get (where in the first equation we keep \( y_h \) for computational purposes)

\[
-\pi \int_0^\infty dl_1 \int_{|l_1-2r|}^{l_1+2r} dl_2 \frac{(r-y_h)l_2^2 - (r-y_h)l_1^2}{rl_1^2 l_2^2 y_h} \log\left(\frac{l_2}{l_1}\right) = \\
-\pi \int_0^\infty dl_1 \int_{|l_1-2r|}^{l_1+2r} dl_2 \frac{1}{rl_1^2 l_2^2} (-4r^2 \frac{l_1^2 + l_2^2}{l_1^2 - l_2^2} + l_1^2 - l_2^2) \log\left(\frac{l_2}{l_1}\right),
\]

(37)

where we have used the fact that \( l_1^2 - l_2^2 = 4ry_h \).

Because this integral is symmetric with respect to \( \ln(\frac{l_1}{l_2}) \), it seems reasonable to change variables so that this is one of the variables. The other natural choice then will be \( \frac{r^2}{l_1 l_2} \), where the reason for the inverse will become clear, and the \( r \) is to make everything dimensionless.

The Jacobian of the transformation is found to be \( -\frac{l_1^2 l_2^2}{2r^2} \), which is clearly convenient. To find the boundary conditions, we note that in the \( \{l_1, l_2\} \) plane the lines bounding the region of integration are given by

\[
l_1 + l_2 = 2r, \quad l_1 - l_2 = 2r, \quad l_2 - l_1 = 2r,
\]

(38)

but we also notice that the whole region is symmetric over the line \( l_1 = l_2 \), and we can integrate over only one side of this region, let’s say on the side where \( l_1 > l_2 \), then multiply
by two. We define the new variables as \( \theta = \ln \left( \frac{l_1}{l_2} \right) \) and \( t = \frac{r^2}{l_1 l_2} \). If we fix \( \theta \), then the limits of integration for \( t \) are found by solving the equations

\[
\cosh \left( \frac{\theta}{2} \right) = \sqrt{t} \tag{39}
\]
\[
\sinh \left( \frac{\theta}{2} \right) = \sqrt{t} \tag{40}
\]

so we get

\[
- \frac{\pi}{r} \int_{0}^{\infty} d\theta \int_{\sinh^2(\theta/2)}^{\cosh^2(\theta/2)} dt \left( -2(\tanh(\theta))^{-1} + \frac{1}{t} \sinh(\theta) \theta \right). \tag{41}
\]

Performing the integral over \( t \) yields

\[
- \frac{\pi}{r} \int_{0}^{\infty} d\theta \left( -2(\tanh(\theta))^{-1} + \ln \left( \frac{\cosh^2(\theta/2)}{\sinh^2(\theta/2)} \right) \sinh(\theta) \theta \right) = \frac{4\pi}{r}. \tag{41}
\]

Including the overall constant, we get for this diagram

\[
\frac{4g^4 C_2(r)}{(4\pi)^3 |x|}. \tag{42}
\]

We will show the overall value for all \( g^4 \) corrections at the end of the next section.

### 3.2.2 Self Energy Corrections

We will now evaluate the self-energy corrections to the scalar propagator, which will be the only other contributing diagrams at this order of perturbation theory. Since the theory under consideration is super-conformal, we expect that the linear and quadratic divergence terms should cancel, and this should imply at most a logarithmic divergence in the case of the scalar self-energy. This point is discussed in depth in [9]. We will work in Euclidean space. The first self energy terms come from the vector multiplet through the gauge coupling

\[
- iA^a_k T^a q^{m\dagger} \partial^k q^m + h.c.. \tag{43}
\]

In order to compute the contribution from this vertex, we note that we must use the “pinned propagator” for the gauge fields (as discussed in [9]), since the coupling is via the
fields restricted to the defect. The pinned vector propagator in Euclidean signature and Feynman gauge is \( \frac{g^2}{2|k|^2} \), which yields (for the propagator with momentum \( p \))

\[
i^2 g^4 C_2(r) \int \frac{d^3q}{2\pi^3} \frac{-i^2(q + 2p)^2}{2|q|(p + q)^2}.
\] (44)

We also have a contribution from the Yukawa terms

\[
i\bar{q}^m(\lambda^a)_{mi} T^a \Psi^i - i\Psi^i(\lambda_i^a)_{im} T^a q^m.
\] (45)

The propagators for the defect and “pinned” fermions, respectively, are

\[
i\rho^k k^k, \quad i\rho^k k^k, \tag{46}
\]

which gives

\[
-2g^4 C_2(r) \int \frac{d^3q}{(2\pi)^3} \frac{i(p + q)_a i q_b Tr(\rho^a \rho^b)}{2|q|(p + q)^2}.
\] (47)

Here the extra two comes from the contraction over \( i \), or in N=4 language from the four terms in the expansion (67) for \( \lambda_{im} \), which all contribute with the same sign because of the hermitian conjugation in the action, and an extra \( \frac{1}{2} \) from the Majorana condition.

Performing the trace yields \( 2g^{ab} \), giving

\[
2g^4 C_2(r) \int \frac{d^3q}{(2\pi)^3} \frac{2(p + q) \cdot q}{2|q|(p + q)^2}.
\] (48)

We also get a contribution from the vertex

\[
-\bar{q}^m \sigma^I_{mn}(D_3 X^I a) T^a q^n + h.c.,
\] (49)

which is most easily analyzed in conjunction with the four point vertices, which are

\[
A^a_k T^a \bar{q}^m A^{bk} T^b q^m - \frac{1}{2} \bar{q}^m \{ T^a, T^b \} q^m X^A_a X^B_b
+ \frac{1}{2} \epsilon_{ijk} f^{abc} X^b_H X^c_H \bar{q}^m \sigma^J_{mn} T^a q^n - \frac{1}{2} \delta(0)(\bar{q}^m \sigma^I_{mn} T^a q^n)^2.
\] (50)

We first note, as in [9], that the terms listed above (besides the gauge coupling) come from solving the equations of motion for the auxiliary fields in the couplings

\[
\sigma^A_{ij}(\bar{q}^j X^A_a T^a f^i + \bar{q}^i F^A_a T^a q^i + h.c.).
\] (51)
All of the auxiliary fields have propagator -1. We therefore get the following contributions from these terms, respectively:

\[- \int \frac{d^3q}{(2\pi)^3} \frac{3}{2|q|} - \int \frac{d^4q}{(2\pi)^4} \frac{3}{(p + q)^2}. \tag{52}\]

Including the terms from (49) and the gauge coupling yields (in Euclidean space)

\[g^4 C_2(r) \int \frac{d^4q}{(2\pi)^4} \frac{1}{(p + q)^2} (-3 + \frac{3q_3^2}{q^2}) + \int \frac{d^3q}{(2\pi)^3} (-\frac{3}{|q|} + \frac{3}{|q|}), \tag{53}\]

where the factor of three in the last term (the gauge coupling) comes from the trace of the metric, and the rest come from summation over the SU(2) triplet index. To get the effective three dimensional propagator, we can integrate over the \(q_3\) direction, and get the following (similar to the result found in \[9\]):

\[g^4 C_2(r) \int \frac{d^3q}{(2\pi)^3} \frac{3q^2}{2|q|(p + q)^2}. \tag{54}\]

Putting it all together, we get

\[g^4 C_2(r) \int \frac{d^3q}{(2\pi)^3} \frac{4p^2}{2|q|(p + q)^2}. \tag{55}\]

As anticipated, the term quadratic in \(q\) cancels. The remaining term is

\[g^4 C_2(r) \int \frac{d^3q}{(2\pi)^3} \frac{4p^2}{2|q|(p + q)^2}. \tag{56}\]

To integrate this, we switch to spherical coordinates, where \(\mathbf{p}\) points in the \(z\) direction, yielding

\[2g^4 p^2 C_2(r) \int \frac{dq d\phi}{(2\pi)^2} \frac{q \sin(\phi)}{q^2 + p^2 + 2q|p| \cos(\phi)} = \]

\[g^4 |p| C_2(r) \int_0^\infty dq \frac{(p - q)^2}{2(2\pi)^2} \log \frac{(p + q)^2}{(p - q)^2} = \]

\[g^4 |p| C_2(r) \left( \log(q^2 - p^2) + \frac{q}{|p|} \log \frac{(p - q)^2}{(p + q)^2} \right) \bigg|_0^\infty. \tag{57}\]

It seems that the second term above diverges linearly, but if we Taylor expand the logarithm in the limit \(q \to \infty\) to first order in \(\frac{1}{q}\), we get \(\frac{4p}{q}\), which means that the second term
is finite in the limit \( q \to \infty \). We can therefore see that the self-energy is logarithmically divergent, as expected. As discussed in [9], this logarithmic divergence is related to an infinite wavefunction renormalization. We can always choose this wavefunction renormalization so that the self-energy is renormalized to one, which is what we will do. With this choice of renormalization, no scalar self-energy diagrams contribute to the expectation value of the OWL.

We conclude that after the proper renormalization, the Open Wilson line is given by

\[
<\text{OWL}> (g) = \frac{g^2}{4\pi|x|} (1 + \frac{g^2 C_2(r)}{16} (1 + \frac{4}{\pi^2}) + O(g^4)).
\]  

(58)

3.3 Localization Discussion

It is unlikely that the operator (30) will localize to a zero-dimensional vector+matrix model. For one thing, the supersymmetry transformations close on Bosonic symmetries which preserve the defect, and therefore the operator that Pestun uses to localize in [5] would not work, since this rotates the Wilson loop. Secondly, the fact that there is an infinite renormalization of the scalar field at every order of perturbation theory does not lend itself naturally to a zero dimensional vector+matrix model. A more likely scenario is that the model will localize to a one or two-dimensional quantum field theory, as in [6].

4 Conclusion

In this paper we have analyzed supersymmetric Open Wilson Lines, which are an interesting class of operators which generalize supersymmetric Wilson Loops, which have been studied and understood well in the literature. First we considered the case of Wilson lines in N=2 SYM with a fundamental hypermultiplet, which we found to be supersymmetric only in the case of superconformal theories, and we showed that the divergences at order \( g^4 \) cancel in a similar fashion to those found in [1]. We then extended the analysis to the theory described in [9], which is dual to a string theory scenario with a D3-D5 brane.
intersection. In this scenario, there are non-trivial supersymmetric semi-circular Wilson lines with scalars at the end. We found the perturbative expansion of this operator to first non-trivial order. It would also be interesting to extend these calculations to fermions. Furthermore, it would be useful to see if this operator can be localized using the techniques of [4], or more likely those of [6]. There may even be a supersymmetry generator which falls into the subclass of those localized in [6], which would then reduce the problem to localizing the defect theory. The expectation value of this operator at strong coupling was found in [8] on the string theory side of the duality proposed in [9], and so any expression derived can be compared to this value. These possibilities require further investigation.

Acknowledgments

I would like to thank Ofer Aharony for many interesting discussions and for collaboration, and to thank Nadav Drukker for useful discussions. This work was supported in part by the Israel–U.S. Binational Science Foundation, by a research center supported by the Israel Science Foundation (grant number 1468/06), by a grant (DIP H52) of the German Israel Project Cooperation, and by the Minerva foundation with funding from the Federal German Ministry for Education and Research.

A N=2 Supersymmetry Transformations

In [10], the supersymmetry transformations of the fermions in the hypermultiplet are

\[ \delta \Psi = -(i \gamma^\mu \partial_\mu + M + \gamma_5 N) \zeta^i B_i. \]  

(59)

and for the scalars they are

\[ \delta B_i = 2 \bar{\zeta}_i \Psi. \]  

(60)

Here there is a symplectic Majorana condition on the SUSY parameters, defined by the condition

\[ \zeta^i = \epsilon^{ij} \gamma_5 C \bar{\zeta}_j^T, \]  

(61)
where \( C \) is given by
\[
C = \begin{pmatrix}
-\varepsilon_{\alpha\beta} & 0 \\
0 & -\varepsilon^{\dot{\alpha}\dot{\beta}}
\end{pmatrix},
\]
so in terms of Weyl spinors, the SUSY parameters are of the form
\[
\bar{\zeta}_1 = \left( \chi_\alpha \ i\tilde{\xi}^\dot{\alpha} \right), \quad \bar{\zeta}_2 = \left( \xi_\alpha - i\chi^\dot{\alpha} \right), \quad \Psi = \begin{pmatrix} \Psi_1 \\ \bar{\Psi}_2 \end{pmatrix}.
\]
Plugging this in the above relations yields the transformations quoted in section 2.

## B Conventions

We take the defect to be localized in the three direction, \( x_3 \). In [9] they use a Majorana basis defined by the following conventions for 4D \( \gamma \) matrices and 3D "\( \rho \)" matrices
\[
\rho^0 = -\sigma^2, \quad \rho^1 = i\sigma^1, \quad \rho^3 = i\sigma^3 \tag{64}
\]
\[
\gamma^0 = \rho^0 \otimes \sigma^3, \quad \gamma^1 = \rho^1 \otimes \sigma^3, \quad \gamma^2 = \rho^2 \otimes \sigma^3, \quad \gamma^3 = I \otimes i\sigma^1 \tag{65}
\]
\[
\gamma_5 = -i\gamma^0\gamma^1\gamma^2\gamma^3 = I \otimes \sigma^2. \tag{66}
\]
In this basis, the second part of the direct product in the \( \gamma \) matrices is used to reduce to 3D spinors, so that the top component and bottom component transform separately under \( \gamma^k \) (\( k \in \{0, 1, 2\} \)) and are mixed under \( \gamma^3 \). Indeed, we see that under this decomposition we get
\[
\gamma_k \begin{pmatrix} \lambda_1 \\ \lambda_2 \end{pmatrix} = \begin{pmatrix} \rho^k\lambda_1 \\ -\rho^k\lambda_2 \end{pmatrix}, \quad \gamma_3 \begin{pmatrix} \lambda_1 \\ \lambda_2 \end{pmatrix} = i \begin{pmatrix} \lambda_2 \\ \lambda_1 \end{pmatrix}.
\]
This decomposition of \( \lambda \) and \( \chi_A \) can be used to decompose the bulk fields into 3D multiplets which transform independently under 3D supersymmetry, taking the bottom component of the supersymmetry transformation to be zero. Under this reduction, the bulk vector multiplet splits into a three-dimensional vector multiplet consisting of \( \{A_k, \lambda^1_{im}, X^V_A\} \) and a three-dimensional hypermultiplet consisting of \( \{A_3, \lambda^2_{im}, X^H_A\} \). Here \( \lambda_{im} \) is defined by the
equation
\[ \lambda_{im} = \lambda \delta_{im} - i \sigma^A_{im} \chi_A, \] (67)

where \( A, B, C \in \{1, 2, 3\} \), \( i \) and \( j \) are SU(2)\( _V \) indices, and \( m \) and \( n \) are SU(2)\( _H \) indices.

The Lagrangian of the theory is composed of the usual N=4 Lagrangian coupled to the following defect Lagrangian
\[ \frac{1}{g^2} \int d^3x ((D_k q^m)^\dagger D^k q^m - i \bar{\Psi}^i \rho^k D_k \Psi^i + \bar{f}^m f^m + i \bar{q}^m (\lambda^a_{im})_m T^a \Psi^i - i \bar{\Psi}^i (\lambda^a_{im})_m T^a q^m \] (68)
\[ + \sigma^I_{rn} (\bar{q}^m (F^{Ia}_{V} - D_3 X^{Ia}_{H}) T^a f^n + \bar{f}^m X^{4a}_{V} T^a q^n). \]

Solving for the auxiliary fields in this Lagrangian makes the full R symmetry group manifest, and is done in [9], but will not be necessary for us.

\section*{C DCFT Supersymmetry Transformations}

In order to derive the supersymmetry transformations of the theory, we will use Majorana spinors. The supersymmetry transformations for the N=4 theory in the bulk are [10] (where some factors of i have been changed due to different conventions)

\[ \delta A_\mu = i \bar{\eta}_p \gamma_\mu \lambda^p \] (69)
\[ \delta X^V_{pq} = \bar{\eta}_p \lambda_q - \bar{\eta}_q \lambda_p + \epsilon_{pqrs} \bar{\eta}^r \lambda^s \] (70)
\[ \delta X^H_{pq} = i (\bar{\eta}_p \gamma_5 \lambda_q - \bar{\eta}_q \gamma_5 \lambda_p - \epsilon_{pqrs} \bar{\eta}^r \gamma_5 \lambda^s), \] (71)

where here \( p \) and \( q \) take values from 1 to 4, the X’s are defined by the following equations
\[ X^V_{AB} = -\epsilon_{ABC} X^V_C; \quad X^H_{AB} = -\epsilon_{ABC} X^H_C; \] (72)
\[ X^V_{4A} = -X^V_{A4} = X^V_A; \quad X^H_{4A} = -X^H_{A4} = X^H_A; \] (73)

and \( \lambda_p \) is defined such that the gaugino \( \lambda \) is the fourth component and the chiral spinors \( \chi_A \) are the first three components. According to the prescription for projecting spinors
described above, $X_V$ and $X_H$ transform into the top and bottom components of the spinor respectively, as expected. Since $A_3$ gives the transformation

$$\delta A_3 = i\bar{\eta}_p \gamma_3 \lambda^p \rightarrow -i\bar{\eta}^{top}_p \lambda^{bot}_p,$$

we see that in order to cancel this supersymmetry transformation, we must choose a scalar also in the hypermultiplet, which for definiteness will be $X^H_3$:

$$\delta X^H_3 = i(-\bar{\eta}_1 \gamma_5 \lambda_2 + \bar{\eta}_2 \gamma_5 \lambda_1 + \bar{\eta}_3 \gamma_5 \lambda_4 - \bar{\eta}_4 \gamma_5 \lambda_3).$$

The linear combination $\bar{\eta}_1 S_1 + i\bar{\eta}_2 S_2 + \bar{\eta}_3 S_3 + i\bar{\eta}_4 S_4$ then annihilates the Wilson line if the $\eta$’s satisfy the conditions

$$\bar{\eta}_1 \gamma_5 = \bar{\eta}_2 \gamma_3$$

and

$$\bar{\eta}_3 \gamma_5 = -\bar{\eta}_4 \gamma_3,$$

where there is an extra minus sign from the $-\varepsilon_{ABC}$ in the definition of the scalar. This means that half of the generators annihilate the line, as expected. We note that those relations imply that

$$\bar{\eta}_1 \gamma_3 = \bar{\eta}_1 \gamma_5 \gamma_5 \gamma_3 = \bar{\eta}_2 \gamma_3 \gamma_5 \gamma_3 = \bar{\eta}_2 \gamma_5,$$

which is consistent because when $i\bar{\eta}_2 S_2$ acts on $A_\mu$, the $i^2$ provides an extra minus sign.

To switch to the $SU(2)_V \times SU(2)_H$ notation, we can define the SUSY generators as follows

$$S_{\mu \nu} = S_4 \delta_{\mu \nu} - i\sigma^A_{\mu \nu} S_A,$$

similar to the definition of $\lambda_{ij}$ given in (67). From the transformation

$$S_4 X^H_C = -i\bar{\eta}_4 \gamma_5 \chi_C,$$

we can see that the linear combination $\bar{S}_4 = \frac{1}{2}(\bar{S}_{11} + \bar{S}_{22})$ corresponds to the N=1 SUSY generator used in superspace in [9], and this is also true for the transformation of the vector
multiplet $A_\mu$ (since the gaugino is the fourth component of $\lambda_i$).

The transformation of the hypermultiplet scalars is

$$\delta q_m = 2\bar{\zeta}_i \Psi_i \quad (81)$$
$$\delta \bar{q}_m = 2\bar{\Psi}_i \zeta_{im} \quad (82)$$

This means that if we choose, for example, the scalars $q_1$ and $\bar{q}_1$ at the ends of the line, we must demand

$$\bar{\zeta}_{i1} = \zeta_{i1} = 0 \quad (83)$$

but this is inconsistent, because in this basis the Majorana condition means that the $\eta$’s defined above are real, so $(79)$ implies that $S^*_{im} = \varepsilon_{ij}\varepsilon_{mn}S_{jn}$. Therefore a consistent choice would be to choose $q_1$ and $\bar{q}_2$ at the ends of the line.

To solve for the spinors which annihilate both the line and the scalars, we first restrict $(76)$ to the 3d boundary, yielding

$$\zeta_1 = -\zeta_2, \quad \zeta_3 = \zeta_4 \quad (84)$$

where the index here has an implicit conversion as in $(79)$.

In fact, the condition $(84)$ implies that the generator used above $\eta_1 S_1 + i\eta_2 S_2$, subject to $(84)$, can be rewritten using $(79)$ as $i\zeta_{12}S_{12}$ with $\zeta$ Majorana. Similarly, the generator $\eta_3 S_3 + i\eta_4 S_4$ can be written as $i\zeta_{22}S_{22}$. This means we should choose $\bar{q}_1$ at one end of the line, and since $\bar{S}_{im}$ is related to $S_{im}$ through $S^*_{im} = \varepsilon_{ij}\varepsilon_{mn}S_{jn}$, we must then choose $q_2$ at the other end of the line for the full variation of the operator to vanish.
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