Abstract—Person image generation is an intriguing yet challenging problem. However, this task becomes even more difficult under constrained situations. In this work, we propose a novel pipeline to generate and insert contextually relevant person images into an existing scene while preserving the global semantics. More specifically, we aim to insert a person such that the location, pose, and scale of the person being inserted blends in with the existing persons in the scene. Our method uses three individual networks in a sequential pipeline. At first, we predict the potential location and the skeletal structure of the new person by conditioning a Wasserstein Generative Adversarial Network (WGAN) on the existing human skeletons present in the scene. Next, the predicted skeleton is refined through a shallow linear network to achieve higher structural accuracy in the generated image. Finally, the target image is generated from the refined skeleton using another generative network conditioned on a given image of the target person. In our experiments, we achieve high-resolution photo-realistic generation results while preserving the general context of the scene. We conclude our paper with multiple qualitative and quantitative benchmarks on the results.

I. INTRODUCTION

Person image generation is an essential step of many computer vision applications such as pose and motion transfer, virtual try-on, etc. However, the problem is challenging as the generation algorithms have to render the output images from limited contextual information. Researchers have made dedicated efforts to design algorithms that can generate realistic images of a person with different unobserved poses from a single reference image of that person [1]–[7]. Although these algorithms can generate fairly realistic outputs, they mainly focus on a single human body for transferring poses. In our work, we try to push the boundaries of the person generation problem by making it aware of the global context information. We aim to insert a generated person image into a given scene where multiple human figures are already present. Consequently, the proposed algorithm needs to consider multiple contextual information simultaneously, such as spatial location, pose, scale, and occlusion. This makes the generation task more challenging yet more flexible for real-world applications.

To address the overall complexity of the task, we divide the problem into three individual sub-problems. At first, we assume the global context as the geometric information expressed as a set of skeletal structures corresponding to the human figures present in the scene. Each human skeleton is a set of spatial coordinates of 18 body keypoints. Therefore, we represent the global context by encoding the existing human skeletal structures as an 18-channel many-hot heatmap where each channel corresponds to one specific body keypoint. We approximate the spatial location and pose of the target person by conditioning a WGAN model over the global context encoding. Next, we use a fully-connected linear network to refine the small spatial deviations in the crude target pose estimated in the previous step. This simple refinement step helps us significantly improve visual quality and photo-realism in the final generated image. To accommodate unknown distortions, we train the refinement network in a semi-supervised manner. Finally, the target person image is generated from the refined target pose obtained in the second stage, and the resulting image is inserted into the scene following the positional information received in the first stage. We adopt a multi-scale attention guided pose transfer network [8] to retain both coarse and fine details in the generated image.

The major contributions of our work are as follows:

- We propose a novel person image generation technique that can insert a person into a given scene while maintaining the general contextual relevancy in the resulting image.
- The proposed method can handle the presence of different numbers of people in the given scene. The generation pipeline is adaptable to spatial locations, pose variations, and scales and can generate context-preserving high-resolution photo-realistic images.

To the best of our knowledge, this work is one of the first attempts to design a pipeline for person image generation that tries to preserve the global contextual information of the source.

The remainder of the paper is organized as follows. Sec. II introduces the state-of-the-art person image generation techniques in different application domains. In Sec. III, we discuss the proposed pipeline in detail along with the individual stages. Sec. IV presents our experimental settings during training and evaluation of the proposed pipeline. We also introduce the dataset used to train and evaluate the models. In Sec. V, we present the qualitative and quantitative analysis of the generation results. In Sec. VI, we report some limitations of the proposed pipeline. Finally, in Sec. VII, we conclude the paper by summarizing our findings and pointing out their potential prospects.
II. RELATED WORK

In computer vision, novel view synthesis is a widely explored problem domain. The introduction of Generative Adversarial Networks (GANs) [9] has been highly influential for the recent progress in perceptually realistic image synthesis [9]–[14]. Conditional GANs [10], [15]–[17] have been adopted in several application domains in computer vision, such as inpainting [18], super-resolution [19], [20] etc. Person image generation and human pose transfer are conditional generative problems, where the target image is generated from a target pose by conditioning the generative process on a given source image. With the progress in conditional generative modeling, the performance of such algorithms has improved significantly in recent years. The initial approaches of person image generation [1], [2] have introduced disentangled multi-stage pipelines. In [6], the authors propose a method for generating multi-view images of a person from a single observation in a coarse to fine approach. In [5], the authors introduce a pose transfer scheme to segment and generate the foreground and background separately. In another technique [21], a geometric matching module is used in a characteristic preserving generative network. The coarse to fine generation technique is further improved by disentangling the foreground, background, and pose into separate branches of a generative network [2]. In [22], the authors propose an unsupervised multi-level generation method with a pose conditioned bidirectional generator. In [23], the authors first estimate a 3D mesh from a single image followed by pose transfer using the mesh. Another algorithm [3] introduces deformable GANs with a nearest-neighbor loss for transferring pose. In [4], authors propose a variational U-Net for conditional appearance and shape generation. Researchers have also explored 3D approximations, and manifold learning [24], [25] to transfer the pose. More recently, an attention-guided progressive generation scheme [7] has been introduced by leveraging the attention mechanism to transfer pose progressively in an end-to-end manner. In [26], the authors propose pose-guided non-local attention with a long-range dependency to progressively select important regions of the image. Gafni et al. [27] propose the only existing pipeline for context-aware person image synthesis by utilizing a mask-based 3-stage generation framework.

III. METHODOLOGY

The pipeline for the proposed technique is divided among three independent sub-networks. In the first stage, we estimate an approximation for the spatial location and pose of the target. To achieve a contextually relevant representation, we derive the target geometry by sampling from a Gaussian distribution and conditioning it over the global geometric context of the existing actors in the scene. This crude target pose is then refined through regression in the next stage. Finally, we perform pose transfer by conditioning the transformation on an existing image of the target actor. In Fig. 1, we show an overview of our integrated generation pipeline.

A. Context Preserving Pose Approximation

Assuming a given scene that contains images of n human actors, the goal of our algorithm is to introduce another actor into the scene such that the new actor blends in with the existing n actors by preserving the global scene context. We represent the global geometric context of such a scene by a set \( \mathbf{p}_n \) of n spatial pose representations corresponding to all n existing actors. We represent every individual pose \( \mathbf{p}_i \) as another set of k body-joint locations (keypoints). For a scene image of dimension \( w \times h \), we represent every individual pose \( \mathbf{p}_i \) as an \( w \times h \times k \) binary heatmap \( \mathbf{H}_i \), where each channel of the heatmap corresponds to one specific keypoint. The spatial location of every visible keypoint is encoded as \( 1 \) in the respective position of \( \mathbf{H}_i \) with 0 everywhere else (one-hot). We represent the global geometric scene context as an aggregate of all such \( n \) heatmaps. This results in a binary heatmap \( \mathbf{H}_n \) of dimension \( w \times h \times k \) where each channel contains spatial encoding for a specific keypoint of all \( n \) existing actors (many-hot). We use an isotropic representation for each channel of \( \mathbf{H}_n \) by estimating the Gaussian of the Euclidean distance from the keypoint to reduce the high sparsity of \( \mathbf{H}_n \). We denote such representation of the global context as \( \mathbf{H}_{\text{multi}} \).

We use a WGAN model to estimate the potential location and the pose of the target actor by sampling from a normal distribution conditioned on the global geometric scene context \( \mathbf{H}_{\text{multi}} \). Like conventional GAN models, we have a generator network \( \mathbf{G}_T \) and a discriminator network \( \mathbf{T}_T \). In \( \mathbf{G}_T \), we first encode \( \mathbf{H}_{\text{multi}} \) to a 512-dimension vector \( \mathbf{v}_B \) by down-scaling through consecutive convolution layers. To allow variations in the generated poses, we sample a noise vector \( \mathbf{z} \sim \mathcal{N}(0, I) \), where \( I \) is the identity matrix of size \( 512 \times 512 \), and we use it as another input to \( \mathbf{G}_T \). Both \( \mathbf{v}_B \) and \( \mathbf{z} \) are linearly concatenated and passed through 4 up-convolution layers. Each of the up-convolution layers contain a transposed convolution followed by batch normalization [28] and ReLU activation [29]. The transposed convolution layers in the upsampling branch contain 256, 128, 64, and 32 filters, respectively. The output of the final up-convolution layer is passed through another transposed convolution layer followed by \( \tanh \) activation to produce the final output of \( \mathbf{G}_T \). The final transposed convolution layer contains 18 filters such that we obtain a generated output \( \mathbf{G}_T(\mathbf{v}_B, z) \) of dimension \( 64 \times 64 \times 18 \), where each channel represents one of the 18 keypoints \( k_j \), \( j \in \{1, 2, \ldots, 18\} \). As the training is performed adversarially, we also employ a discriminator \( \mathbf{T}_T \) that evaluates the quality of the generated keypoint set. In \( \mathbf{T}_T \), we pass \( \mathbf{G}_T(\mathbf{v}_B, z) \) through 4 consecutive convolution layers where each layer has a stride of 2 and is followed by leaky ReLU activation. We have 32, 64, 128, and 256 filters in these convolution layers, respectively. Finally, the scalar output of the discriminator is estimated using another convolution layer with a single channel and stride 4.

The optimization objective \( L_D \) for the discriminator \( \mathbf{T}_T \) is given by

\[
L_D = -\mathbb{E}_{(x, v_B) \sim p_t, z \sim p_z} \left[ \mathbf{T}_T(x, v_B) - \mathbf{T}_T(\mathbf{G}_T(z, v_B), v_B) \right]
\]
where \((x, v_B) \sim p_t\) is the heatmap and the corresponding global context encoding pair sampled from the training set, \(z \sim p_z\) is the noise vector sampled from a Gaussian distribution.

For Wasserstein Generative Adversarial Networks, researchers [30] have demonstrated that the discriminator objective should be Lipschitz continuous to achieve a stable training. In this case, the discriminator acts more like a critic to reflect the realness of the generated samples. To enforce the Lipschitz constraint, we compute the Gradient Penalty [30] as

\[
P_T = \mathbb{E}_{(\tilde{x}, v_B) \sim p_{x,v_B}} [\| \nabla_{\tilde{x}, v_B} D_T(\tilde{x}, v_B) \|_2 - 1]^2
\]

where \(\| \cdot \|_2\) indicates the \(l_2\) norm and \(\tilde{x}\) is a synthetic sample obtained from the weighted sum of a real sample \(x\) and a generated sample \(G_T(z, v_B)\), mathematically, \(\tilde{x} = \alpha G_T(z, v_B) + (1 - \alpha) x\), where \(\alpha\) is a random number, selected from a uniform distribution between 0 and 1. As indicated by [30], \(P_T\) tries to restrict the gradient magnitude to 1 and helps to enforce the Lipschitz constraint. After including the Gradient Penalty term, the final loss function for \(D_T\) becomes

\[
L_{D_T} = L_D + \lambda P_T
\]

where \(\lambda\) is the regularizing constant that controls the effect of gradient penalty \(P_T\) on the overall discriminator loss \(L_{D_T}\). In all our experiments, we set \(\lambda = 10\).

To optimize the generator network \(G_T\), we define the loss function \(L_{G_T}\) as

\[
L_{G_T} = -\mathbb{E}_{v_B \sim p_{v_B}, z \sim p_z} [D_T(G_T(z, v_B), v_B)]
\]

The generator \(G_T\) estimates the probable location and pose of the target person as an 18-channel heatmap. We estimate the precise spatial locations of individual keypoints from this heatmap. To represent the target pose as a set of keypoints \(K^*_B\), we compute the maximum activation \(\psi_j^{max}\), \(j \in \{1, 2, \ldots, 18\}\) for every channel. The position of the maximum activation for \(j\)-th channel is assumed to be the spatial location of \(j\)-th keypoint if \(\psi_j^{max} \geq 0.2\). The \(j\)-th keypoint is considered occluded if \(\psi_j^{max} < 0.2\).

### B. Pose Refinement

The generator \(G_T\) estimates an initial approximation of the target pose represented as the set of keypoints \(K^*_B\). Due to potential uncertainty in the position and location of the target person, the keypoints \(K^*_B\) can have spatial perturbations. We have noticed that such spatial noise is most prominent for the facial keypoints (nose, two eyes, and two ears). As we have adopted a keypoint-guided pose transfer scheme in the next stage, even small fluctuations in the coordinates of the facial keypoints result in a visually unrealistic generation. To mitigate the effects of such perturbations, we use a linear fully-connected network \(\omega_R\) (RefineNet) for refining the facial keypoints by regression. First, we translate the five facial keypoints \(k_i^f\), \(i \in \{1, 2, \ldots, 5\}\) by \((k_i^f - k_n)\) where \(k_n\) is the spatial location of the nose. Next, we normalize the translated facial keypoints such that the scaled keypoints are within a cuboid of span \(\pm 1\) with the scaled nose keypoint at the origin \((0, 0)\). Then, we flatten the scaled facial keypoints to a 10-dimensional vector \(v_f\) and pass it through three fully-connected hidden layers, each having 128 nodes followed by ReLU activation. We have 10 nodes at the output layer followed by \(tanh\) activation. The network is optimized by minimizing the mean squared error (MSE) between the actual and the predicted keypoints. While training, we augment \(k^n\) with small random 2D spatial perturbations and try to predict the original values of \(k^n\). Finally, we denormalize and retranslate the predicted facial keypoints. The refined set of keypoints \(K^*_B\) is obtained by updating the coordinates of the facial keypoints with the predictions from RefineNet.

### C. Multi-scale Attention Guided Pose Transfer

We use a conditional GAN consisting of a generator network \(G_R\) and a discriminator network \(D_R\) for transferring pose. We estimate the source pose as the set of keypoints \(K_A\) extracted from the source image \(I_A\) using an existing human pose estimator [31]. We then construct two sparse heatmaps \(H_A\) and \(H_B\) corresponding to \(K_A\) and \(K^*_B\), respectively. The generator \(G_R\) takes the condition image \(I_A\) of dimension \(256 \times 256 \times 3\)
and the channel-wise concatenated pose heatmaps \((H_A, \tilde{H}_B)\) of dimension \(256 \times 256 \times 36\) as inputs to generate an output image \(\hat{I}_B\) of dimension \(256 \times 256 \times 3\) as an estimate for the target image \(I_B\). We use a Markovian PatchGAN discriminator [15] as \(D_R\) to evaluate the visual correctness of the generated image. The discriminator takes two channel-wise concatenated images, either \((I_A, I_B)\) or \((\tilde{I}_A, \tilde{I}_B)\), of dimension \(256 \times 256 \times 6\) as input and estimates a binary class probability map for \(70 \times 70\) input patches.

In \(G_R\), we pass \(I_A\) and \((H_A, \tilde{H}_B)\) through two separate encoding branches. At first, the input is projected to a \(256 \times 256\) feature space by convolution (kernel size = \(3 \times 3\), stride = 1, padding = 1, bias = 0), batch normalization, and ReLU activation in each branch. Then, we downscale the resulting feature maps through 4 consecutive encoding blocks. We denote the encoder blocks as \(\theta^l_i\) for image branch and \(\theta^l_b\) for pose heatmaps branch, where \(l \in \{1, 2, \ldots, 4\}\). At each subsequent encoding block, we downscale the feature space dimension to half and double the number of filters. Each encoding block consists of convolution (kernel size = \(4 \times 4\), stride = 2, padding = 1, bias = 0), batch normalization, and ReLU activation, followed by a basic residual block [32]. We merge the output feature maps from the encoding branches and upscale the combined feature space by passing through a single decoding branch consisting of 4 consecutive blocks. We denote the decoder blocks as \(\phi_i\), where \(l \in \{1, 2, \ldots, 4\}\). We upscale the feature space dimension by two at each subsequent decoding block and reduce the number of filters by half. Each decoding block consists of transposed convolution (kernel size = \(4 \times 4\), stride = 2, padding = 1, bias = 0), batch normalization, and ReLU activation, followed by a basic residual block [32]. We construct dense attention links between downstream and upstream branches at every resolution level to preserve coarse and fine details in the generated image. Mathematically, at the lowest resolution level, where \(l = 4\),

\[
I_3^\phi = \phi_4(I_4^\rho \odot \sigma(H_4^\rho))
\]

and for the higher resolution levels, where \(l \in \{1, 2, 3\}\),

\[
I_2^\phi = \phi_3(I_3^\rho \odot \sigma(H_3^\rho))
\]

where \(I_3^\rho\) is the output from decoder block \(\phi_i\), \(I_3^\rho\) is the output from image encoder block \(\theta^l_i\), \(H_3^\rho\) is the output from pose encoder block \(\theta^b\), \(\sigma\) denotes an element-wise sigmoid activation function, and \(\odot\) denotes an element-wise product. Finally, the resulting feature maps are passed through 4 consecutive residual blocks followed by a point-wise convolution (kernel size = \(1 \times 1\), stride = 1, padding = 0, bias = 0) to project the feature space into an output of dimension \(256 \times 256 \times 3\). We apply the hyperbolic tangent activation function \(tanh\) on the output tensor to get the normalized generated image \(\hat{I}_B\).

We update the parameters of \(G_R\) by optimizing three objectives – pixel-wise \(l_1\) loss \(L_{G_R}^{I_1}\), discriminator loss \(L_{GAN}^{G_R}\) estimated from \(D_R\), and perceptual loss \(L_{G_R}^{I_1}\) computed using a pre-trained VGG-19 network [33]. We define the pixel-wise \(l_1\) loss as \(L_{G_R}^{I_1} = ||\hat{I}_B - I_B||_1\), where \(||.||_1\) is the \(l_1\) norm. The discriminator loss is defined as

\[
L_{GAN}^{G_R} = \mathcal{L}_{BCE}(D_R(I_A, \hat{I}_B), 1)
\]

where \(\mathcal{L}_{BCE}\) is the binary cross-entropy loss. Finally, we compute the perceptual loss as

\[
L_{P_P}^{G_R} = \frac{1}{h_p w_p c_p} \sum_{x=1}^{h_p} \sum_{y=1}^{w_p} \sum_{z=1}^{c_p} ||q_p(\hat{I}_B) - q_p(I_B)||_1
\]

where \(q_p\) is the output of the \(p\)-th layer of the VGG-19 network having a feature space of dimension \((h_p \times w_p \times c_p)\).

In our approach, we include two perceptual loss terms for \(p = 4\) and \(p = 9\) into the overall objective function. So, the optimization objective for \(G_R\) is given by

\[
L_{G_R} = \lambda_1 L_{I_1}^{G_R} + \lambda_2 L_{GAN}^{G_R} + \lambda_3 (L_{P_P}^{G_R} + L_{P_9}^{G_R})
\]

where \(\lambda_1, \lambda_2\) and \(\lambda_3\) are the weighing constants for respective loss terms. In our experiments, we have taken \(\lambda_1 = 5, \lambda_2 = 1\), and \(\lambda_3 = 5\). Lastly, we define the optimization objective of \(D_R\) as

\[
L_{D_R} = \frac{1}{2} \left[ \mathcal{L}_{BCE}(D_R(I_A, I_B), 1) + \mathcal{L}_{BCE}(D_R(I_A, \hat{I}_B), 0) \right]
\]

IV. DATASET AND TRAINING

We use a multi-human parsing dataset MHP-v1 [34] to train the pose approximation model. The dataset contains 4980 images where multiple persons appear in contextually correlated poses for each image. We first use a pre-trained human pose estimator [31] to derive the keypoints of individual persons present in each image. While training, one random person is selected as the target, and the remaining persons are used as source actors. To train both pose refinement and pose transfer networks, we use the DeepFashion [35] dataset. Out of 40488 images, 37344 images are used for training and 3144 images for testing.

We optimize both generator and discriminator of the WGAN (stage-1) using the stochastic Adam optimizer [36] with learning rate \(\eta_1 = 1e^{-4}, \beta_1 = 0, \beta_2 = 0.9, \epsilon = 1e^{-8}\), and weight decay = 0. While training, we update the generator once for every five updates of the discriminator to prevent mode collapse. The linear pose refinement network (stage-2) is optimized using stochastic gradient descent with learning rate \(\eta_2 = 1e^{-3}, \beta_1 = 0.5, \beta_2 = 0.999, \epsilon = 1e^{-8}\), and weight decay = 0. We initialize the parameters of every generator and discriminator before training by sampling from a normal distribution of 0 mean and 0.02 standard deviation.

V. RESULTS

In Fig. 2, we show the qualitative results of pose approximation and pose refinement. Our method can estimate the spatial location and pose of the target person realistically while keeping the global contextual consistency with the existing
Fig. 2. Qualitative results of pose approximation followed by pose refinement. Due to spatial location and pose uncertainty, the target pose may look different from the ground truth. However, it does not affect the generation performance as long as the global geometric context is preserved and the target person blends in with the existing persons in the scene.

Fig. 3. Qualitative results generated by the proposed pipeline. An important point to note is that there is uncertainty in the geometry of the target person as the target can adopt a wide range of locations and pose orientations. This natural uncertainty is introduced by sampling the target pose from a Gaussian distribution. Therefore, the predicted target geometry may be significantly different from the ground truth, but this does not affect the generation performance as long as the target blends in well with the existing persons in the scene, preserving the overall scene context.

In Fig. 4, we show the necessity of the pose refinement

In Fig. 4, we show the necessity of the pose refinement
Table I
Quantitative comparison among different pose transfer methods – PG [1], Deformable GANs [3], VUNet [4], PATN [7] and our method.

| Method   | SSIM  | IS    | DS    | PCKh  | LPIPS (VGG) | LPIPS (SqueezeNet) |
|----------|-------|-------|-------|-------|-------------|-------------------|
| PG* [1] | 0.773 | 3.163 | 0.951 | 0.89  | 0.523       | 0.416             |
| Deform [3] | 0.760 | 3.362 | 0.967 | 0.94  | -           | -                 |
| VUNet [4] | 0.763 | 3.440 | 0.972 | 0.93  | -           | -                 |
| PATN [7] | 0.773 | 3.209 | 0.976 | 0.96  | 0.299       | 0.170             |
| Ours     | 0.769 | 3.379 | 0.976 | 0.98  | 0.200       | 0.111             |
| Real Data | 1.000 | 3.864 | 0.974 | 1.00  | 0.000       | 0.000             |

Performed in stage 2. The quality of the generated image in stage 3 is heavily dependent upon the spatial adjustments performed during this refinement. It significantly reduces facial distortions and thereby produces more photo-realistic results.

At present, a quantifiable generalized metric for the visual quality assessment of images is an open problem in computer vision. However, in the previously proposed pose transfer algorithms [1], [3], [4], [7], the authors have estimated a few widely used evaluation metrics for quantifying visual quality. This includes the Structural Similarity Index Measure (SSIM) [37], Inception Score (IS) [38], Detection Score (DS) [39] and PCKh [40]. SSIM measures the perceived quality of the generated images by comparing them with the respective real images and considering image degradation as a perceived change in the structural information. IS uses Inception architecture [41] as an image classifier to estimate the KL divergence [42] between the label distribution and the marginal distribution for a large set of images. DS uses an object detector to estimate the target class recognition confidence of the object detection model as a measure of the perceptual quality. PCKh aims to quantify the shape consistency between the generated and real person images by estimating the percentage of correctly aligned keypoints. We also evaluate the Learned Perceptual Image Patch Similarity (LPIPS) [43] metric, which is a more modern standard for assessing perceptual image quality.

In Table I, we show an analytical comparison among different pose transfer methods by evaluating SSIM, IS, DS, PCKh, and LPIPS scores. For SSIM and IS, we obtain slightly lower scores than the best results. However, for DS, PCKh, and LPIPS, our method has achieved the best scores. We improve the PCKh score over PATN [7] by 2% indicating a superior shape consistency with better alignment among keypoints. Similar to [27], we also evaluate LPIPS score for both VGG16 [33] and SqueezeNet [44] backbones. Our method achieves significantly better scores in both cases, indicating an improved perceptual quality over other methods.

VI. LIMITATIONS

On some occasions, the proposed method fails to perform well. In particular, for crowded scenes with many persons, the pipeline struggles to generate photo-realistic results. In these situations, the WGAN generator fails to estimate an appropriate spatial location and a realistic pose for the target person in stage 1. This problem subsequently causes an unrealistic target image generation during pose transfer in stage 3. Therefore, the generative capability of the pose transfer stage is heavily dependent on the success of pose approximation and pose refinement stages in the proposed pipeline. We show a few such failure cases in Fig. 5.

VII. CONCLUSION

In this work, we have proposed a three-stage sequential pipeline for generating and inserting a person image into an existing scene. Our algorithm can estimate semantically relevant spatial position and pose for the target person. Apart from preserving the global scene context, our method also produces high-quality photo-realistic human images. To the best of our knowledge, the proposed method is one of the first attempts to generate scene-aware person images that can maintain the synergy between the rendered person and the existing human figures in the scene. To handle the overall complexity of the method, we have divided the generation architecture into three individual components. First, we estimate the potential spatial position and the pose of the target person by conditioning a WGAN on the global scene context. Next, we regressively refine the initial approximation of the target pose with a linear fully-connected network. Finally, we generate the target image from the refined target pose by using a given image of the target person as a conditioning criterion for the GAN. We construct the resulting blended scene by inserting the target person image generated in stage 3 at the spatial location obtained in stage 1. Also, we have conducted the relevant visual and analytical comparisons to justify our method. Lastly, we conclude our paper with a discussion on the limitations of the proposed method. The generative capability of our approach is restricted by the spatial location and pose approximation phase. In our experiments, we have found that the spatial approximation struggles for an overpopulated scene which ultimately leads to a poor target image generation. We plan to explore a way to circumvent this problem in the future.
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