EXPLORING INSTANCE-LEVEL UNCERTAINTY FOR MEDICAL DETECTION
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ABSTRACT

The ability of deep learning to predict with uncertainty is recognized as key for its adoption in clinical routines. Moreover, performance gain has been enabled by modeling uncertainty according to empirical evidences. While previous work has widely discussed the uncertainty estimation in segmentation and classification tasks, its application on bounding-box-based detection has been limited, mainly due to the challenge of bounding box aligning. In this work, we explore to augment a 2.5D detection CNN with two different bounding-box-level (or instance-level) uncertainty estimates, i.e., predictive variance and Monte Carlo (MC) sample variance. Experiments are conducted for lung nodule detection on LUNA16 dataset, a task where significant semantic ambiguities can exist between nodules and non-nodules. Results show that our method improves the evaluating score from 84.57% to 88.86% by utilizing a combination of both types of variances. Moreover, we show the generated uncertainty enables superior operating points compared to using the probability threshold only, and can further boost the performance to 89.52%. Example nodule detections are visualized to further illustrate the advantages of our method. Our implementation can be found in https://git.io/JTwhe.
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1. INTRODUCTION

Medical image diagnosis with convolutional neural networks (CNNs) is still challenging due to the semantic ambiguity of pathologies. For example, lung nodules and non-nodules can share instinctive similarity, which can lead to high false-positive rates from 51% to 83.2% according to experts’ inspection [1]. As such, the ability of CNN to quantify uncertainty has recently been identified as key for its application in clinical routine to assist clinicians’ decision making and gain trusts [2]. Recently, approximating the posterior of a CNN using dropout and MC samples provides a simple approach to estimate uncertainty [3], and has been applied for several medical image diagnosis tasks. As for classification tasks, example works include the modeling of uncertainty for diabetic retinopathy diagnosis from fundus images [4] and lesion detection from knee MRI [5]. As for segmentation tasks, uncertainty estimation has been applied to localize lung nodules [6], brain sclerosis lesion [7], brain tumor [8], etc. Moreover, performance boost has been observed from the above studies by utilizing uncertainty as a filter for false positive predictions besides the probability thresholding.

Despite the aforementioned work, only limited studies have explored the uncertainty estimation for detection task. The main challenge is that, while MC samples from segmentation and classification are naturally well aligned, bounding box samples from the detection task are spatially diverse, and must be associated before aggregation [9]. One existing solution is to derive pixel-level uncertainty from segmentation, and then aggregate pixels of a connected region with a log-sum operation for instance-level uncertainty [7]. However, the method cannot optimize uncertainty in an end-to-end manner, and the log-sum aggregation has the potential stability issue. Another solution is to define bounding box clustering strategies for merging box samples of a same object, e.g. affinity-clustering [9] and enhanced Non-Maximum Suppression (NMS) [10] as proposed for estimating boundary uncertainty from natural photos. However, the methods require extra clustering parameters from handcrafting, and the optimal values can depend on specific tasks.

Different from previous work, we propose to estimate instance-level uncertainty directly from a single-scale multi-level detector in an end-to-end manner. Specifically, since object occlusion is rare in medical analysis, a single-scale bounding box prediction is generated at each pyramid level, which enables the simple clustering of multiple MC samples without the need for alignment. Two types of uncertainty measure, i.e., predictive variance and MC sample variance, are studied. Our experiments show that: (i) a combination of both types of uncertainty leads to best performance, and (ii) using uncertainty as a bounding box inclusion criteria besides...
2. METHODS

Figure 1 shows the overview of our method. We develop a 2.5D single-scale multi-level pyramid CNN with dropout to predict bounding boxes of pathologies with attributes of probability and uncertainty from an input image. During training, box-wise probability, predictive variance and location parameters are directly trained with ground-truth supervision. During testing, an unseen image is passed through the model $T$ times to estimate MC variance. With the single-scale structure, both MC and predictive variances of bounding boxes can be simply averaged in-place for aggregation.

2.1. Single-Scale Multi-Level Detector

A Feature Pyramid Network (FPN) similar to [11] is applied to extract multi-scale features as shown in Figure 1(a). By referring to existing medical detectors [12, 13], the input volumes are designed to be stacked 2D slices of a 3D image for model efficiency. By following SSD [14], bounding box predictions are generated from the multi-level feature maps for label probability $P$ (Figure 1(1)) and location/size deltas $\omega$ (Figure 1(2)). Different from detectors for natural scenarios, only one base scale (aspect ratio and size) for bounding boxes is defined at each level by considering that the pathologies in medical domain can be more regular in shapes. The model can also be viewed as a multi-level extension of S4ND [12], a CNN detector that achieves state-of-the-art detection accuracy with a single-scale bounding box design. The base bounding box sizes at different levels can be designed to be sufficient to fit all the expected pathology sizes in a target task.

2.2. Monte Carlo Variance

Previous studies show that minimizing the cross-entropy loss of a network with dropout applied after certain layers enables capturing the posterior distribution of the network weights [3]. We follow the method by enabling dropout operations during both training and testing stages. For each inference, $T$ forward passes of a target volume are conducted, which results in $T$ sets of bounding box MC samples with $P$ and $\omega$ at each pyramid level (Figure 1(3)). As such, MC variance $V_{mc}$ can be defined as the variance of the $P$ for all associated MC samples of a bounding box, and is used as a measure of an instance-level uncertainty.

2.3. Predictive Variance

During training, the weights of the network are also trained to directly estimate a bounding-box-wise variance $V_{pred}$ (Figure 1(4)) by following the method of [15]. In specific, by assuming the classification logits $z$ are corrupted by a Gaussian noise with variance $\sigma$ at each bounding box prediction, the weight updates during back-propagation encourages the network to learn the variance estimates without having explicit labels for them. Defining the corrupted output $z_{i,t} = z_i + \sigma_i \times \epsilon_t$, $\epsilon_t \sim N(0, I)$, the loss function can be written as $L_{cls} = \frac{1}{T'} \sum_{t} \log \frac{1}{T'} \sum_{t} \text{softmax}(z_{i,t})$, where the $T'$ is the number of times for MC integration. Since the method models object ambiguity during the optimization, it has shown to
enable improved performance [16, 7, 15]. During the inference, each MC sample of a bounding box prediction comes with a predictive variance $V_{pred}$, and is used as another uncertainty estimation.

2.4. MC Sample Aggregation

All the bounding boxes samples from multiple MC inference in each pyramid level are aggregated in-place as shown in Figure 1(5). In specific, the probability $P$ and location parameters $\omega$ of a bounding box at any grid point can be obtained by averaging those of all the MC samples that are at the same location. The MC variance of a bounding box can be calculated as $V_{mc} = (\sum \omega P_i^2) / T - (\sum \omega P_i / T)^2$, where $P_i$ represents the predicted probability of a MC sample at the location. The predictive variance of a bounding box can be represented as $V_{pred} = \sum \sigma_i^2 / T$, where $\sigma_i$ is the predictive variance output for each MC sample. The aggregated bounding boxes among different pyramid levels are then post-processed with regular NMS for removing overlaps. The final variance for a predicted bounding box is taken as the average of its predictive variance and MC variance, represented as $V_{avg} = (V_{mc} + V_{pred}) / 2$.

3. EXPERIMENTS

3.1. Dataset and Metrics

We evaluated the proposed method for the lung nodule detection task on LUNA16 dataset [17], where 200/30/30 scans were randomly selected for training, validation, and testing. As suggested by the original challenge, we employed the Competition Performance Metric (CPM) to evaluate the model performance, which is defined as the mean of sensitivities at the average false positives (FPs) of 0.125, 0.25, 0.5, 1, 2, 4, and 8 per scan. Moreover, we also utilized F1-score as a single value measure of nodule detection performance to study the effect of using different probability and uncertainty as thresholds.

3.2. Implementation

We set the size of an input patch to be $228 \times 228 \times 7$. The base sizes of bounding box predictions are set to be $8 \times 8 \times 7$, $16 \times 16 \times 7$, $32 \times 32 \times 7$, and $64 \times 64 \times 7$ at the four pyramid levels in order to fit most nodules. We set a dropout rate of 0.1 for all dropout layers, and the number MC sampling $T$ to be 10 for inference. All volumes from LUNA16 were re-sampled to a voxel spacing of $0.7 \text{mm} \times 0.7 \text{mm} \times 1.25 \text{mm}$, are clipped to intensity range of $[-1200, 800]$. Intensive augmentations of scaling, rotation, shifting, and random noise were applied during training. All models are trained from scratch for 200 epochs using Adam optimizer at the initial learning rate of $10^{-4}$.

3.3. Results and Discussion

3.3.1. Performance Comparison

Table 1 shows the performance comparison between different models. M1-3 are our networks with different variance potentials, while Unet1-3 are segmentation-based detection models.

| Methods | $V_{mc}$ | $V_{pred}$ | Loss Function | CPM(%) |
|---------|---------|-----------|---------------|--------|
| Liao et al. [18] | × | × | – | 83.4 |
| Setio et al. [13] | × | × | – | 83.8 |
| Zhu et al. [19] | × | × | – | 84.2 |
| Li et al. [20] | × | × | – | 86.2 |
| Unet1 | × | × | $L_{CE} + L_{Dice}$ | 78.78 × |
| Unet2 | ✓ | × | $L_{CE} + L_{Dice}$ | 80.00 ↑ |
| Unet3 | ✓ | ✓ | $L_{cls} + L_{Dice}$ | 80.13 ↑ |
| M1 | × | × | $L_{CE} + L_{SmoothL1}$ | 84.57 – |
| M2 | ✓ | × | $L_{CE} + L_{SmoothL1}$ | 87.14 ↑ |
| M3 | ✓ | ✓ | $L_{cls} + L_{SmoothL1}$ | 88.86 ↑ |
| $M3_n=0.456$ | ✓ | ✓ | $L_{cls} + L_{SmoothL1}$ | 89.52 ↑ |

3.3.2. Exploiting Uncertainty Information and Case Study

Figure 2(a) shows the distribution of the estimated uncertainty (using a combination of $V_{pred}$ and $V_{mc}$) of positive detections and negative detections. We can see that bounding boxes for

Table 1. Performance comparison between different models.
non-nodules have a generally higher uncertainty level than nodules, which indicates that the uncertainty estimation can be used to improve model performance by filtering out false positive findings. In Figure 2(b), we study the model performance under different uncertainty thresholds on the testing set: the CPM score of the model first increases mainly due to the filtering out of false positive detections; and then it decreases possibly because certain true positive findings are mis-removed. We also observe that using a combination of \( V_{\text{pred}} \) and \( V_{\text{mc}} \) leads to the highest CPM, which indicates the two types of variance can complement for the improved performance. We further plot the model performance as F1 score under different values of uncertainty and probability thresholds in Figure 2(c), which also confirms that using both parameters as thresholds lead to the optimal performance. In the real application, the uncertainty and probability thresholds can be tuned together to meet the specific precision and recall requirements of a task.

Figure 2(d,e) visualizes example bounding-box detections with the estimated \( p, V_{\text{avg}}, V_{\text{pred}}, \) and \( V_{\text{mc}} \). In specific, Figure 2(d) includes true positive detections with outputs of high probability and low averaged uncertainty, where the model is confident about the prediction; Meanwhile, Figure 2(e) includes non-nodule detections with high estimated probability but high uncertainty, and are correctly filtered out by our model by using uncertainty as a threshold. Moreover, cases show that predictive and MC variances can capture different uncertainties and complement each other (Figure 2(1,2)), which also validates our method of combining both types of variance.

### 4. CONCLUSION

In this work, we propose to estimate instance-level uncertainty in an end-to-end manner with a single-scale multi-level detection network. Two types of uncertainty measures, i.e., predictive variance and MC variance, are studied. Experimental results prove that the incorporation of uncertainty estimation improves model performance, can act as filters for false positive detections, and can be used with probability as thresholds for setting superior operating points.
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