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Abstract

The Asymmetric Distance-Constrained Vehicle Routing Problem (ADVRP) is NP-hard as it is a natural extension of the NP-hard Vehicle Routing Problem. In ADVRP problem, each customer is visited exactly once by a vehicle; every tour starts and ends at a depot; and the traveled distance by each vehicle is not allowed to exceed a predetermined limit. We propose a hybrid metaheuristic algorithm combining the Randomized Variable Neighborhood Search (RVNS) and the Tabu Search (TS) to solve the problem. The combination of multiple neighborhoods and tabu mechanism is used for their capacity to escape local optima while exploring the solution space. Furthermore, the intensification and diversification phases are also included to deliver optimized and diversified solutions. Extensive numerical experiments and comparisons with all the state-of-the-art algorithms show that the proposed method is highly competitive in terms of solution quality and computation time, providing new best solutions for a number of instances.
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Introduction and literature review

The basic Vehicle Routing Problem (VRP) aims to design the least cost routes from a single depot to a set of geographically distributed customers such that each customer is visited exactly once by one vehicle. The VRP was first introduced by Dantzig and Ramser in 1959 [1], and was proved NP-hard by Lenstra and Kan in 1981 [2]. For 60 years, the VRP has been one of the most extensively studied problems in operations research with various variants deriving from real-world applications [3–6]. We study in this paper a variant of VRP named Distance-Constrained VRP (DVRP). An upper bound $D_{\text{max}}$ is, thus, imposed on the length of any route. This restriction is relevant in many practical situations: school bus must go to pick up their students and come back to the school before its starting time, postal vans used to empty post boxes must return to the post office within a prescribed time [7], etc. When the distance from customer $i$ to customer $j$ differs from that of customer $i$ to customer $j$, we call the problem the Asymmetric Distance Constrained VRP (ADVRP). Otherwise, it is defined as the Symmetric DVRP. Surprisingly, the literature is rich for Symmetric VRPs and poor for Asymmetric VRPs, although the Symmetric VRPs are considered as a
special case of Asymmetric VRP. In Asymmetric VRPs, the real distance will depend upon the specific location of the nodes in the territory and also on the structure of the road network that communicates them. Moreover, when considering oriented networks, real distances might not have to be symmetric.

To the best of our knowledge, the ADVRP has not been addressed well in the literature before. There are a few papers which proposed exact algorithms [8, 7] that could solve large instances. However, it could not always find a feasible solution due to the lack of memory. Moreover, when distance constraint is tight, solving the problem becomes harder, and these exact methods were stopped before it could find any feasible solution. For these reasons, developing metaheuristics to find a good feasible solution in a short computation time is a suitable approach. However, there exists only a metaheuristic [8] reported in the literature for ADVRP. The algorithm is based on the principles of Randomized Variable Neighborhood Search (RVNS). Unfortunately, it can be trapped into cycles as it returns to the points previously explored in the solution space. In this case, the algorithm gets stuck into local optima. Therefore, in this paper, we propose a hybrid metaheuristic combining RVNS and tabu search to overcome all these issues.

Besides ADVRP, we use algorithm to address also the Asymmetric Capacitated VRP (ACVRP) and Multiple Traveling Repairman Problem With Distance Constraints (MTRPD) to demonstrate its performance. Extensive numerical experiments on benchmark instances of ADVRP show that our algorithm could be comparable with the previous state-of-the-art algorithms in terms of solution quality and running time. Interestingly, in many cases, our proposed method is able to improve the best-known solutions available from the literature.

The remainder of the paper is structured as follows. We define the ADVRP in next section. Our proposed metaheuristic and its components are presented next, followed by the section dedicated to the experimental results, and the conclusion.

**Problem description**
The ADVRP is a generalization of the VRP, it is, thus, also a NP-hard problem. The ADVRP is defined on a complete graph $K_n$ with the vertex set $V = \{v_1, v_2, ..., v_n\}$, an asymmetric distance matrix $C = \{c(v_i, v_j) | i, j = 1, 2, ..., n\}$, where $c(v_i, v_j)$ is the distance between two vertices $v_i$ and $v_j$, ($c(v_i, v_j) \neq c(v_j, v_i)$). A fleet of $k$ identical vehicles is based at the depot $v_1$. Suppose that the tour $T = \{R_1, ..., R_l, ..., R_k\}$ is a set of $k$ routes obtained from these $k$ vehicles, respectively. The route performed by the vehicle $lth$ ($1 \leq l \leq k$) is defined as $R_l = \{v_1, v_2, ..., v_m, v_1\}$, ($1 < m \leq n$), made up of a sequence of vertices, starting and ending at the depot $v_1$. The length of the route $R_l$ is defined as the total traveled distances of the vehicle $lth$ and its length cannot exceed the predetermined limit $D_{\text{max}}$. 
The length of the tour \( T \) is the sum of its all \( k \) vehicles’ total traveled distances:

\[
L(T) = \sum_{l=1}^{k} L(R_l).
\]

The ADVRP aims to determine the tour \( T \) with minimal length.

### The proposed hybrid metaheuristic

The efficient hybrid metaheuristic we proposed brings together the components of Greedy Randomized Adaptive Search Procedures (GRASP) [9], Tabu search (TS) [10] and Randomized VNS [11]. It, thus, consists of two phases performed iteratively: (1) the first phase uses the GRASP combining with \( k \)-means [12] to generate initial solutions; (2) the second phase then enhances solutions consecutively by means of an RVNS with multiple neighborhoods combined with a short-term memory mechanism in the spirit of TS.

An outline of our proposed algorithm (HVT algorithm) is shown in Algorithm 1. In Step 1, the initial solution is generated using the cluster first–route second scheme. This initial solution is then enhanced in Step 2. We use the idea of RVNS based on the principle of systematically exploring several different neighborhoods. Moreover, to avoid cycling, we use tabu lists of the recent types of moves in the solution space to prohibit reversing these moves. Thus, at each iteration of the algorithm, one neighborhood is selected randomly, then the selected neighborhood is explored, and the best move is chosen. This move must not be tabu unless it improves the current best solution \( T^* \). In Step 3, the new solution that has just been created from Step 2 is then added to a promising solution set \( P \) if its fitness value is not worse than 10% to that of the \( T^* \). Step 2 is executed for a number of times to find good promising solutions to insert to the set \( P \). Step 4 uses elite solutions in \( P \) to exploiting the current solution space, thus enhances the solution quality. To explore more solution space, a diversification phase is added in Step 5. The search then restarts from the perturbed solution produced in Step 5. The search is stopped after \( \text{maxITER} \) number of iterations without improvement on the current best solution \( T^* \).
Algorithm 1 The HVT algorithm

**Input:** $v_1, V$ are the starting vertex and the set of vertices in $K_n$, respectively.
**Output:** the best solution $T^*$.

Promising solution set $P \leftarrow \emptyset$;

while stop criteria not met do

{construction phase}

**Step 1 (Generate an initial solution):**

$T \leftarrow$ Clustered-GRASP($v_1, V$);

{improvement phase}

**Step 2 (RVNS+TS):**

Initialize the Neighborhood List $NL$ with 8 neighborhoods;
Clear all tabu lists;
while $NL \neq \emptyset$ do

Select a neighborhood $N$ from $NL$ at random;
Find the best solution $T'$ in the selected neighborhood $N$ of $T$;
if ($T'$ is better than $T$ and $T'$ is not tabu) or ($T'$ is better than $T^*$) then

$T \leftarrow T'$;
Update Tabu list;
if ($T'$ is better than $T^*$) and ($T'$ is a feasible solution) then

$T^* \leftarrow T'$;
else

Remove $N$ from the $NL$;
end if
end while

**Step 3 (Build a promising solution set $P$):**

if $T$ is not worse than 1.1 times the best found solution $T^*$ then

Add $T$ to the set $P$;
end if

if ($|P| < 5$) then

go to Step 2;
end if

**Step 4 (Exploitation):**

$T \leftarrow$ the best solution in $P$
while $P \neq \emptyset$ do

Select randomly a solution $T$ (and remove it) from $P$;
Perform Step 2 without using tabu restrictions on the solution $T$;
if $T$ is better than $T'$ then

$T \leftarrow T'$;
end if
end while

**Step 5 (Exploration):**

$T \leftarrow$ Shaking($T$, $num$);
go to Step 2;
end while

return $T^*$;

In the following, the main components of our proposed algorithm (Algorithm 1) will be detailed. The search space is first presented in "Search space" section. The way to generate initial solution in Step 1 is then displayed in "The initial solution", "Neighborhoods of RVNS", "Tabu lists and tabu durations" section dedicate to explain the implementation of Step 2. They, thus,
Algorithm 2 Clustered-GRASP

Input: \( v, k, \alpha \) are respectively the depot, the number of vehicles and the size of RCL.
Output: An initial solution \( T \).

\[ S = \emptyset; \{ S \text{ is the list of infeasible tours} \} \]
\[ T = \emptyset; \]
\[ \{K^1_n, K^2_n, ..., K^k_n\} = \text{k-means}(K_n, k); \]
\[ \text{STOP} \leftarrow 0; \]

repeat
  \hspace{1em} for \( (l = 1; l \leq k; l + +) \) do
    \hspace{2em} \( R_l = \{v_1\}; \{ \text{Every route of the tour } T \text{ starts at the depot } v_1 \} \)
  \hspace{1em} end for

  \hspace{1em} for each \( K^l_n \) do
    \hspace{2em} \( L = \emptyset; \{ L \text{ stores the list of visited vertices of } K^l_n \} \)
    \hspace{2em} while \( |L| < |K^l_n| \) do
      \hspace{3em} Create RCL with \( \alpha \) vertices \( v_i \in K^l_n \) closest to \( v_i \); \( \{ v_i \text{ is the last vertex in route } R_i \} \)
      \hspace{3em} \text{FOUND} \leftarrow 0;
      \hspace{3em} for \( (i = 1; i \leq \text{RCL}; i + +) \) do
        \hspace{4em} Select a vertex \( v = \{v_i|v_i \in \text{RCL} \text{ and } v_i \notin R_i\}; \)
        \hspace{4em} Add \( v \) to the last position of the route \( R_i \);
        \hspace{4em} if \( R_i \) is still feasible then
          \hspace{5em} \text{FOUND} \leftarrow 1;
          \hspace{5em} break;
        \hspace{4em} else
          \hspace{5em} Remove \( v \) from the route \( R_i \);
        \hspace{4em} end if
      \hspace{3em} end for
      \hspace{3em} if not \text{FOUND} then
        \hspace{4em} Select randomly a vertex \( v \in \text{RCL} \text{ and } v \notin R_i \);
        \hspace{4em} Add \( v \) to the last position of the route \( R_i \);
      \hspace{3em} end if
    \hspace{2em} end while
  \hspace{1em} if \( T \) is a feasible solution then
    \hspace{2em} \text{STOP} \leftarrow 1;
  \hspace{1em} else
    \hspace{2em} Add solution \( T \) to the set \( S \);
  \hspace{1em} end if

until \text{STOP}

return \( T \)

describe the set of eight neighborhood structures used for RVNS and the tabu mechanism for each neighborhood, respectively. We detail in "Intensification and diversification" section the intensification (Step 4) and diversification (Step 5) phases.

Algorithm 3 Shaking\((T, \text{num})\)

Input: \( T, \text{num} \) are the tour and the number of swap, respectively.
Output: a new route \( T' \).

Select randomly a route \( R_i \) in \( T \);
Shaking-intra\((R_i, \text{num})\);
Select randomly two routes \( R_x \) and \( R_y \) in \( T \);
Shaking-inter\((R_x, R_y, \text{num})\);
return \( T' \);
Search space

For a given solution $T$, let $L(T)$ denote the total length of its routes and let $V(T)$ denote the total violation of vehicle length. The total vehicle-length violation $V(T)$ is computed on a route basis with respect to the value $D_{\text{max}}$, thus is equal to $\sum_{R_l \in T} \max\{D_{\text{max}} - L(R_l), 0\}$.

Solutions are then evaluated according to the weighted fitness function $L'(T) = L(T) + \rho \times V(T)$, where $\rho$ is the penalty parameter.

The initial solution

At Step 1 of Algorithm 1, we generate initial solution using the GRASP with clustering. The detail is described in Algorithm 2. The $k$-means [12] is first used to cluster the ADVRP problem to $k$ smaller ADVRP problems. Specifically, the $K_n$ is converted into $k$ smaller complete graphs $K^1_n, K^2_n, ..., K^k_n$. Routing is then performed iteratively on each cluster $K^l_n$ ($1 \leq l \leq k$) to build a corresponding route $R_l$. All routes are initialized with the main depot $v_1$. Each vertex of the $K_n$ is then added to the routes by using its Restricted Candidate List (RCL). The RCL of a vertex includes a number of vertices which are closest to it. At an iteration, assuming vertex $v_e$ be the current last vertex of the route $R_l$, an unvisited vertex $v$ is picked randomly from its RCL to add to $R_l$ such that this addition does not make the constraint violation. If there does not exist any such vertex $v$, we then accept the infeasibility. Thus, a not-yet-routed vertex $v'$ is picked up randomly to add
to the last position of the route \( R_l \). A solution is generated when all vertices of \( K_n \) are routed.

The procedure then returns the feasible solution if any. Otherwise, for added randomness in routing, it tries to generate \( n \) solutions, then the one with the minimum fitness value will be returned.

**Neighborhoods of RVNS**

The RVNS in Step 2 of Algorithm 1 exploits eight neighborhoods including different intra- and inter-route moves as following:

Five intra-route neighborhoods:

- Remove–insert move each vertex is shifted from its current location to the last position of the same route.
- Swap-adjacent move two adjacent vertices in the same route are exchanged.
- Swap move two vertices in the same route are exchanged.
- 2-opt move for each pair of vertices \( v_i, v_j \) in the same route, the edges emanating from them \( (v_i, v'_i), (v_j, v'_j) \) are removed, two edges \( (v_i, v_j), (v'_i, v'_j) \) are added.
- 3-opt: for each three vertices \( v_i, v_j, v_k \) in the same route, the edges emanating from them \( (v_i, v'_i), (v_j, v'_j), (v_k, v'_k) \) are removed, three edges \( (v_i, v'_j), (v_j, v'_k), (v_k, v'_i) \) are added.

Three inter-route neighborhoods:

- Exchange-route move the two vertices of two different routes are exchanged.
- Insert-route move a vertex is shifted from its current position to another position of the other route.
- Cross-route move two segments \( \{v_i, v_k\} \) and \( \{v_j, v_l\} \) on two different routes are exchanged.

**Tabu lists and tabu durations**

The tabu lists for the eight moves described above are included in our algorithm. The solution elements receiving a tabu status following an intra-route move are:

- Remove–insert move the position of vertex \( v_j \) just moved at the end of the route cannot be changed by the same type of move while it is tabu;
- Swap-adjacent, swap move vertices \( v_i \) and \( v_j \) just swapped cannot be swapped again while they are tabu;
- 2-opt move a 2-opt move applied to vertices \( v_i \) and \( v_j \) cannot be applied again to the same vertices.
- 3-opt a 3-opt move applied to vertices \( v_i, v_j \) and \( v_k \) cannot be applied again to the same vertices.
while for inter-route moves:

- Exchange-route move vertices $v_i$ in route $R_l$ and $v_j$ in route $R_h$ cannot be swapped again by the same type of move while they are tabu.
- Insert-route move the position of vertex $v_i$ in the route $R_l$ just inserted to the position $j$th of the route $R_h$ cannot be changed by the same type of move while it is tabu.
- Cross-route move two segments $\{v_i, v_k\}$ on $R_l$ and $\{v_j, v_l\}$ on $R_h$ cannot be swapped again by the same type of move while they are tabu.

A tabu status is assigned to an element for $\theta$ iterations, where $\theta$ is randomly selected from an uniform interval $[13, 14]$. At each iteration, a neighborhood is selected to explore. Its best neighbor $T'$ is then accepted as the next starting solution if the corresponding move is non-tabu and $T'$ is better than the current starting solution $T$. Otherwise, $T'$ must be better than the current best solution $T^*$.

**Intensification and diversification**

We use a promising solution set $P$ as a pool of high-quality solutions found during the algorithm. This set is initialized empty and limited in size. Each solution $T$ produced by the RVNS+TS in Step 2 of Algorithm 1 is inserted into the set $P$ if its fitness is not worse more than 10% to that of the current best solution $T^*$. Step 2 is thus executed for a number of times to find such solutions $T$ for inserting them into the set $P$. Once the set $P$ is full, the intensification phase (Step 4 of the Algorithm 1) will be triggered to enhance the quality of the solutions in $P$. Specifically, only the RVNS of Step 2 is applied to each solution in $P$. Without the tabu list restriction, the RVNS starts by applying a neighborhood selected randomly in the set $NL$ of eight neighborhoods described in the “Neighborhoods of RVNS” section. The selected neighborhood is then searched on all possible moves, and the best neighbor is returned. The current solution will be modified if it is worse than its best neighbor. Otherwise, this selected neighborhood is removed from the set $NL$ as it does not produce any improvement. The process is repeated until the set $NL$ is empty. The best solution $\bar{T}$ produced by this intensification process will be served as the input for the diversification phase (Step 5 of the Algorithm 1).

Using only intensification, the search could get stuck in the local optima. Thus, diversification then proceeds to perturb the search that starts from the solution $\bar{T}$ by performing a combined shakings of the solution (see Algorithm 3). Creating a new working solution from the $\bar{T}$ helps to conserve the best solution characteristics encountered so far. On the other hand, implementing shaking process to perturb a new working solution provides a certain level of diversity to the search. In this work, there are two shaking mechanisms used to diversify the solution:

- Shaking intra-route: We use the shaking mechanism, called double-bridge, was originally developed by [15]. The structure of the double-bridge move derives from a special 4-opt neighborhood where edges added and dropped need not be successively adjacent. This mechanism can also be seen as a permutation of two disjoint segments of a route. The double-bridge shaking is described in the Algorithm 4.
– Shaking inter-route: We randomly choose two routes $R_x$ and $R_y$ in the solution, then exchange a number of vertices between them. The detailed description of the implementation is given in the Algorithm 5.

Evaluation
Our proposed algorithm is implemented in C++. Experiments are conducted on an Intel Pentium core i7 duo 2.10 Ghz CPU, 8 GB RAM. The performance of the proposed algorithm is evaluated through comparison with published results on the instances provided in the literature of ADVRP, ACVRP, MTRPD. Through preliminary experiments, we observed that the values $\alpha = 5$, num = 5, $\rho = 100$, $|E| = 5$, and $maxITER = 100$ resulted in a good trade-off between solution quality and running time.

Comparison with ADVRP’s algorithms
The performance of our proposed algorithm (HVT) is evaluated through comparison with published results on the Group 1 instances of ADVRP provided in [16]. These instances are divided into three sets, denoted as $D_{max(1)}$, $D_{max(2)}$, $D_{max(3)}$ in descending order of the upper bound value $D_{max}$. The number of customers is in the range of [40, 1000]. All published results used for competing are taken from:

– M5SBB: The exact method (Multi Start Branch and Bound) of [16].
– VNS: The metaheuristic is developed on VNS framework of [16].

We report our best results over 10 runs. For concission sake, only aggregated results are provided in this section. A detailed comparison, instance by instance, may be found in Tables 4, 5, 6 of the Annex. Table 1 sums up comparison over all three sets. As the results of VNS for the $D_{max(3)}$ set have not been published, we use the hyphen “-” to indicate its unavailable in Table 1. The first two rows respectively show for each competing algorithm, the percentage of times that algorithm could obtain the optimal solutions (%opt) and could not find feasible solutions (% of no feasible). Note that all current published optimal solutions and best known solutions (BKS) are produced by M5SBB [16]. The row Gap$_1[\%]$ indicates the average gaps of best solutions obtained by each algorithm with respect to the optimal solutions (OPT) for instances whose optimal solutions have been published. Similarly, the row Gap$_2[\%]$ displays the average gaps relative to BKS for instances whose the optimal solutions have not been found yet. More specifically, Gap$_1[\%]$ and Gap$_2[\%]$ in percentage on each instance are calculated as follows:

|                  | $D_{max(1)}$ | $D_{max(2)}$ | $D_{max(3)}$ |
|------------------|--------------|--------------|--------------|
|                  | VNS     | HVT     | VNS     | HVT     | VNS     | HVT     |
| %opt             | 0       | 49.2    | 0       | 19.0    | 0       | 6.9     |
| % of no feasible | 0       | 0       | 14.29   | 0       | –       | 0       |
| Gap$_1[\%]$     | 12.84   | 3.90    | 9.11    | 4.29    | –       | 4.52    |
| Gap$_2[\%]$     | 0       | 3.1     | 0       | 23.8    | 0       | 17.24   |

Table 1 Performance comparison for the ADVRP on 131 instances
One observes that only our algorithm could find feasible solutions in all cases. Indeed, for the easiest $D_{\text{max}}(1)$ set with the largest value of upper bound $D_{\text{max}}$, all algorithms could find feasible solutions. However, for $D_{\text{max}}(2)$ set with smaller value of $D_{\text{max}}$, the problem becomes harder to solve. As the result, the number of instances that the M5SBB could not find feasible solutions is three, and this value is even up to 19 (14.29%) for the VNS metaheuristic (see Table 5). On the hardest $D_{\text{max}}(3)$ instances, the M5SBB could not find feasible solutions for three cases, while the results for the VNS has not been published due to its worse results on the $D_{\text{max}}(2)$. Especially, there are 11 instances, though the M5SBB cannot reach the optimal solutions due to lack of memory, the HVT obtains better solutions (see Table 6).

Experimental results illustrated clearly the superior performance of our HVT algorithm compared to the VNS metaheuristic of [16]. Table 1 shows that the HVT provides high-quality solutions, with an average gap of 4.24% to the optimal solutions, compared to 10.97% of the VNS on the $D_{\text{max}}(1)$ and $D_{\text{max}}(2)$ dataset. Overall 131 instances, the HVT produces 124 better solutions than those of VNS, and 41 optimal solutions while the VNS could not find any. The VNS was executed on intel Core(TM) 2 CPU 6600 2.4GHz with 3.24 GB of RAM which has different characteristics than our machine; therefore, comparing the running time between two algorithms is evaluated relatively. As reported in [16], our running time is comparable with that of the VNS.

**Comparison with ACVRP’s algorithms**

In this section, we present the performance comparison between our HVT algorithm and published results on the ACVRP instances provided by Pessoa et al. in [17]. The ACVRP is the Capacitated VRP in which the matrix cost is asymmetric. Table 2 displays the comparison between the best solutions obtained by our HVT algorithm and those obtained by two other algorithms:

\[
\text{Gap}_1[\%] = \frac{\text{Best.Sol} - \text{OPT}}{\text{OPT}} \times 100\%,
\]

\[
\text{Gap}_2[\%] = \frac{\text{Best.Sol} - \text{BKS}}{\text{BKS}} \times 100\%.
\]

| Instances | #vertices | #vehicles | OPT  | AS  | VL  | HVT  |
|-----------|-----------|-----------|------|-----|-----|------|
|           |           |           | Best.Sol | Best.Sol | Best.Sol | Aver.Sol | Gap$_1$ | Time |
| A034-02f  | 34        | 2         | 1406  | 1406 | 1406 | 1406 | 1406.00 | 0.00 | 0.27 |
| A036-03f  | 36        | 3         | 1644  | 1644 | 1644 | 1644 | 1644.00 | 0.00 | 0.31 |
| A039-03f  | 39        | 3         | 1654  | 1654 | 1654 | 1654 | 1654.00 | 0.00 | 0.44 |
| A045-03f  | 45        | 3         | 1740  | 1740 | 1740 | 1740 | 1740.00 | 0.00 | 0.52 |
| A048-03f  | 48        | 3         | 1891  | 1891 | 1891 | 1891 | 1891.51 | 0.00 | 0.59 |
| A056-03f  | 56        | 3         | 1739  | 1739 | 1739 | 1739 | 1739.00 | 0.00 | 0.63 |
| A065-03f  | 65        | 3         | 1974  | 1974 | 1974 | 1976 | 1976.21 | 0.10 | 2.61 |
| A071-03f  | 71        | 3         | 2054  | 2054 | 2121 | 2054 | 2054.51 | 0.00 | 2.80 |
– **VL**: a metaheuristic combines some heuristic concepts with compact mixed-integer linear programming (MILP) formulation, proposed by Valeria Leggieria and Mohamed Haouari in [18].
– **AS**: a column generation approach uses metaheuristic to generate columns and a sequence of set partitioning models for the Mixed-Integer Programming solver, proposed by A. Subramanian et al. in [19].

For each instance of the ACVRP.

The first three columns give the instance name, the number of vertices and vehicles, respectively. The column OPT indicates the optimal solutions reported by [20, 6]. We report for each algorithm the best solutions (Best.Sol column) found. The last three columns give our average results over 10 runs, the gap between our best found solution and the optimal solution, and our running time in seconds, respectively. One could observe that our HVT algorithm is comparable with the others in terms of solution quality and running time. It produces very near-optimal solutions, with an average gap of 0.01% to the optimal solutions.

**Comparison with MTRPD's algorithms**

In the MTRPD, a fleet of homogeneous vehicles is dispatched to serve a set of customers. Each customer is serviced exactly once by a vehicle. Each vehicle which starts from and ends at the depot is not allowed to travel a distance longer than a predetermined limit. The objective is to minimize the total waiting time of all customers after the vehicles leave the depot. Our algorithm runs on the MTRPD dataset inherited several instances in [20]. The optimal solutions for these instances are found using the exact algorithms in [20, 21]. The dataset includes six TSP instances from the TSPLIB such as brd14051, d15112, d18512, fnl4461, nrw1379, and pr1002. For each TSP instance, ten MTRPD instances are generated by randomly selecting ten subsets of \( n \) vertices, where \( n = 30, 40, 50, 60, 70, \) and 80. Let \( (d_{\text{max}}) \) be the distance to the farthest vertices from the depot. The distance constraint gets the values \( 2 \times d_{\text{max}}, 2.5 \times d_{\text{max}}, \) and \( 3 \times d_{\text{max}} \). The exact algorithms for these instances are extracted from [5, 15]. Therefore, in total, 900 MTRPD instances are used in our experiment.

For small instances of size 30–50 vertices, we compare our results to optimal solutions produced by [15]. However, for large instances with more than 50 vertices, there does not exist published optimal solutions. We thus compare our results to the lower bounds of the MTRPD which is the optimal solutions of the MTRP obtained in [12]. Table 3 displays our aggregated results over 900 instances in terms of CPU time (in seconds), gap to the optimal solution on small instances and gap to lower bound on large instances. Each row represents a set of 10 instances. As shown in Table 3, our HVT algorithm is capable of finding the optimal solutions for all small instances in a reasonable amount of time (0.52 seconds on average). It is, thus, better than those obtained by GRASP+VNS in [13] which fails to find the optimal solutions for all instances with 50 vertices. Moreover, for most instances consisting of 60–80 vertices, our solutions fall into the range of 0.30–0.32% of the lower bound. Consequently, our HVT algorithm could produce much better results compared to that of [13] which ranges from 2.73 to 4.75%. 
Conclusion

We have proposed a new effective metaheuristic algorithm for the ADVRP, which combines GRASP with clustering, tabu search and RVNS. Extensive computational experiments and comparisons with published algorithms on all benchmark instances show that the proposed algorithm is highly competitive. It could provide not only new best solutions but also first published feasible solutions for some instances with tight value of $D_{\text{max}}$. Additionally, our algorithm provides better solutions than the state-of-the-art metaheuristic algorithm for 124 out of 131 cases. However, the efficiency and
running time for the large instances with up to 1000 vertices need to be improved. It is our aim for future research.

Acknowledgements
This work is implemented on the Machine from MSOLAB. We wish to thank this lab for support. I also would like to thank EiC My T. Thai for her support.

Authors’ contributions
The first author provided the ideas and implemented the algorithms. The second provided the ideas for the algorithms and verified their performance. All authors read and approved the final manuscript.

Funding
This paper was invited by EiC My T. Thai and will have fee waiver.

Availability of data and materials
The data is available from [8, 20, 17]. Authors are happy to support the data upon request.

Competing interests
The authors declare that they have no competing interests.

Annex
Tables 4, 5, 6 report the detailed comparisons, instance by instance, on the ADVRP problem between our HVT algorithm and two other algorithms:

- M5SBB: The exact method (Multi Start Branch and Bound) of [16].
- VNS: The metaheuristic is developed on VNS framework of [16].

Instances for experiments are provided in [16] where the customer range is [40, 1000]. All algorithms were run 10 times per instance. Our best results (Best.Sol column), average results (Aver.Sol column), gap between our best results and the optimal values (Gap column), gap of our best results with respect to those of VNS (GAP Best-to-Best column), and computation time in seconds (Time column) are reported. Note that all optimal values (OPT column) are produced by M5SBB in [8, 16]. In cases M5SBB could not find optimal solutions, only best solutions produced by it are provided. We therefore put these values in parentheses in the OPT column. The value “inf” indicates that the algorithm could not find feasible solution.
Table 4 Experimental results for ADVRP instances with $D_{\text{max}}(1) = \infty$

| # vertices | # vehicles | p  | OPT (M5SBB) | VNS | HVT | HVT | HVT | HVT | HVT | HVT | HVT | HVT | HVT |
|------------|------------|----|-------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
|            |            |    |             |     |     |     |     |     |     |     |     |     |     |     |
| 40         | 2          | 1  | 152         | 158 | 3.95| 10  | 152 | 152 | 0.00| -3.80| 0.46| -3.80| 0.46| -3.80| 0.46|
| 40         | 2          | 2  | 208         | 225 | 8.17| 10  | 208 | 208 | 0.00| -7.56| 0.42| -7.56| 0.42| -7.56| 0.42|
| 40         | 2          | 3  | 178         | 193 | 8.43| 10  | 178 | 178 | 0.00| -7.77| 0.47| -7.77| 0.47| -7.77| 0.47|
| 40         | 2          | 4  | 186         | 198 | 6.45| 10  | 186 | 186 | 0.00| -6.06| 0.48| -6.06| 0.48| -6.06| 0.48|
| 40         | 4          | 1  | 171         | 179 | 4.68| 10.02| 171| 171 | 0.00| -4.47| 0.46| -4.47| 0.46| -4.47| 0.46|
| 40         | 4          | 2  | 223         | 233 | 4.48| 10  | 223 | 223 | 0.00| -4.29| 0.47| -4.29| 0.47| -4.29| 0.47|
| 40         | 4          | 3  | 213         | 217 | 1.88| 10  | 213 | 213 | 0.00| -1.84| 0.46| -1.84| 0.46| -1.84| 0.46|
| 40         | 4          | 4  | 218         | 224 | 2.75| 10  | 218 | 218 | 0.00| -2.68| 0.44| -2.68| 0.44| -2.68| 0.44|
| 60         | 3          | 1  | 178         | 200 | 12.36| 10.11| 178| 178 | 0.00| -11.00| 1.51| -11.00| 1.51| -11.00| 1.51|
| 60         | 3          | 2  | 222         | 248 | 11.71| 10  | 222 | 222 | 0.00| -10.48| 1.58| -10.48| 1.58| -10.48| 1.58|
| 60         | 3          | 3  | 192         | 204 | 6.25| 10.03| 192| 192 | 0.00| -5.88| 1.54| -5.88| 1.54| -5.88| 1.54|
| 60         | 3          | 4  | 205         | 226 | 10.24| 10.05| 205| 205 | 0.00| -9.29| 1.54| -9.29| 1.54| -9.29| 1.54|
| 60         | 6          | 1  | 203         | 218 | 7.39| 10.05| 203| 203 | 0.00| -6.88| 1.6| -6.88| 1.6| -6.88| 1.6|
| 60         | 6          | 2  | 254         | 268 | 5.51| 10.05| 254| 254 | 0.00| -5.22| 1.5| -5.22| 1.5| -5.22| 1.5|
| 60         | 6          | 3  | 228         | 240 | 5.26| 10.08| 228| 228 | 0.00| -5.00| 1.57| -5.00| 1.57| -5.00| 1.57|
| 60         | 6          | 4  | 238         | 251 | 5.46| 10.03| 238| 238 | 0.00| -5.18| 1.57| -5.18| 1.57| -5.18| 1.57|
| 80         | 4          | 1  | 198         | 223 | 12.63| 10.16| 198| 198 | 0.00| -11.21| 4.32| -11.21| 4.32| -11.21| 4.32|
| 80         | 4          | 2  | 237         | 271 | 14.35| 10.05| 237| 237 | 0.00| -12.55| 4.61| -12.55| 4.61| -12.55| 4.61|
| 80         | 4          | 3  | 211         | 236 | 11.85| 10.08| 211| 211 | 0.00| -10.59| 4.39| -10.59| 4.39| -10.59| 4.39|
| 80         | 4          | 4  | 214         | 238 | 11.21| 10.09| 214| 214 | 0.00| -10.08| 4.49| -10.08| 4.49| -10.08| 4.49|
| 80         | 8          | 1  | 231         | 245 | 6.06| 10.08| 237| 237 | 2.60| -3.27| 4.32| -3.27| 4.32| -3.27| 4.32|
| 80         | 8          | 2  | 281         | 302 | 7.47| 10  | 281| 281 | 0.00| -6.95| 4.52| -6.95| 4.52| -6.95| 4.52|
| 80         | 8          | 3  | 242         | 263 | 8.68| 10.05| 242| 242 | 0.00| -7.98| 4.37| -7.98| 4.37| -7.98| 4.37|
| 80         | 8          | 4  | 238         | 247 | 3.78| 10.11| 238| 238 | 0.00| -3.64| 4.54| -3.64| 4.54| -3.64| 4.54|
| 100        | 5          | 1  | 204         | 235 | 15.20| 10.34| 210| 210 | 2.94| -10.64| 16.21| -10.64| 16.21| -10.64| 16.21|
Table 4 (continued)

| # vertices | # vehicles | p | OPT (M5SBB) | VNS | HVT |
|------------|------------|---|-------------|-----|-----|
|            |            |   |             | Best.Sol | Gap<sub>1</sub> | Time | Best.Sol | Aver.Sol | Gap<sub>1</sub> | Gap Best-to-Best | Time |
| 100        | 5          | 3 | 228         | 268  | 17.54 | 1.008 | 238  | 238  | 4.39 | -11.19 | 16.01 |
| 100        | 5          | 4 | 225         | 252  | 12.00 | 1.022 | 247  | 247  | 9.78 | -1.98  | 17.55 |
| 100        | 10         | 1 | 232         | 251  | 8.19  | 10    | 232  | 232  | 0.00 | -7.57  | 17.63 |
| 100        | 10         | 2 | 309         | 336  | 8.74  | 10.02 | 311  | 311  | 0.65 | -7.44  | 17.74 |
| 100        | 10         | 3 | 270         | 295  | 9.26  | 10.14 | 270  | 270  | 0.00 | -8.47  | 16.17 |
| 100        | 10         | 4 | 255         | 279  | 9.41  | 10.13 | 255  | 255  | 0.00 | -8.60  | 16.8 |
| 120        | 6          | 1 | 232         | 270  | 16.38 | 10.02 | 253  | 254.3 | 9.05 | -6.30  | 72.1 |
| 120        | 12         | 1 | 269         | 304  | 13.01 | 10.09 | 278  | 278.3 | 3.35 | -8.55  | 71.21 |
| 120        | 12         | 2 | 329         | 367  | 11.55 | 10.05 | 329  | 329.5 | 0.00 | -10.35 | 71.01 |
Table 5 Experimental results for ADVRP instances with $D_{\text{max}}(2) = 0.9 \times LT(1)$

| # vertices | # vehicles | $p$ | OPT (MSSBB) | VNS | HVT |
|------------|------------|-----|-------------|-----|-----|
|            |            |     | Best.Sol    | Gap$_1$ | Time | Best.Sol | Aver.Sol | Gap$_1$ | Gap Best-to-Best | Time |
| 40         | 2          | 1   | inf         | inf     | inf  | 157      | 157      | inf     | inf            | 0.45 |
| 40         | 2          | 2   | inf         | inf     | inf  | 214      | 214      | inf     | inf            | 0.44 |
| 40         | 2          | 3   | (180)       | 188     | 4.44 | 100      | 176      | 176     | 2.22          | −6.38 | 0.47 |
| 40         | 2          | 4   | 187         | 202     | 8.02 | 100      | 187      | 187     | 0.00          | −7.43 | 0.47 |
| 40         | 4          | 1   | (171)       | 177     | 3.51 | 100      | 169      | 169     | 1.17          | −4.52 | 0.43 |
| 40         | 4          | 2   | 224         | 228     | 1.79 | 100      | 224      | 224     | 0.00          | −1.75 | 0.45 |
| 40         | 4          | 4   | inf         | inf     | inf  | 223      | 223      | inf     | inf            | 0.46 |
| 60         | 3          | 2   | 222         | 241     | 8.56 | 100.05   | 230      | 230     | 3.60          | −4.56 | 1.54 |
| 60         | 3          | 3   | 192         | 213     | 10.94| 100      | 198      | 198     | 3.13          | −7.04 | 1.46 |
| 60         | 3          | 4   | 205         | 218     | 6.34 | 100.03   | 205      | 205     | 0.00          | −5.96 | 1.46 |
| 60         | 6          | 1   | 203         | 217     | 6.9  | 100.02   | 215      | 215     | 5.91          | −0.92 | 1.53 |
| 60         | 6          | 2   | (254)       | 265     | 4.33 | 100.06   | 252      | 252     | 0.79          | −4.91 | 1.57 |
| 60         | 6          | 3   | (228)       | 234     | 2.63 | 100.05   | 221      | 221     | 3.07          | −5.56 | 1.6 |
| 60         | 6          | 4   | 238         | 254     | 6.72 | 100.02   | 238      | 238     | 0.00          | −6.30 | 1.45 |
| 80         | 4          | 1   | 198         | 228     | 15.15| 100.05   | 219      | 219     | 10.61         | −3.95 | 4.56 |
| 80         | 4          | 2   | 237         | 260     | 9.7  | 100.02   | 249      | 249     | 5.06          | −4.23 | 4.59 |
| 80         | 4          | 3   | 211         | 233     | 10.43| 100.03   | 211      | 211     | 0.00          | −9.44 | 4.45 |
| 80         | 4          | 4   | 215         | 250     | 16.28| 100.03   | 215      | 215     | 0.00          | −14.00| 4.29 |
| 80         | 8          | 1   | 231         | 252     | 9.09 | 100.03   | 239      | 239     | 3.46          | −5.16 | 4.35 |
| 80         | 8          | 2   | (281)       | 302     | 7.47 | 100.05   | 276      | 276     | 1.78          | −8.61 | 4.66 |
| 80         | 8          | 3   | 242         | 255     | 5.37 | 100.2    | 261      | 261     | 7.85          | 235   | 4.32 |
| 80         | 8          | 4   | 238         | 251     | 5.46 | 100.19   | 238      | 238     | 0.00          | −5.18 | 4.62 |
| 100        | 5          | 2   | 256         | 287     | 12.11| 100.17   | 279      | 279     | 8.98          | −2.79 | 17.6 |
| 100        | 10         | 1   | 232         | 259     | 11.64| 100.08   | 238      | 238     | 2.59          | −8.11 | 16.36 |
| 100        | 10         | 2   | 309         | 331     | 7.12 | 100.08   | 315      | 315     | 1.94          | −4.83 | 16.53 |
| # vertices | # vehicles | $p$ | OPT (M5SBB) | VNS | HVT |
|------------|------------|-----|-------------|-----|-----|
|            |            |     |             | Best.Sol | Gap | Aver.Sol | Gap | Gap Best-to-Best | Time |
| 100        | 10         | 3   | 270         | 292 | 8.15 | 100.23 | 271 | 0.37 | 7.19 | 16.29 |
| 100        | 10         | 4   | 255         | 276 | 8.24 | 100.22 | 279 | 9.41 | 1.09 | 16.27 |
| 120        | 12         | 1   | 269         | 292 | 8.55 | 100.56 | 282 | 4.83 | 3.42 | 73.66 |
| 120        | 12         | 2   | 329         | inf | inf | inf | 331 | 0.61 | inf | 73.93 |
| 120        | 12         | 3   | 277         | 309 | 11.55 | 100.06 | 291 | 5.05 | 5.83 | 71.98 |
| 120        | 12         | 4   | 308         | 339 | 10.06 | 100.02 | 339 | 10.06 | 0.00 | 70.8 |
| 120        | 14         | 1   | 280         | 317 | 13.21 | 100.38 | 288 | 2.86 | 9.15 | 84.4 |
| 120        | 14         | 2   | 334         | 360 | 7.78 | 100.11 | 342 | 2.40 | 5.00 | 88.34 |
| 140        | 14         | 3   | 283         | 324 | 14.49 | 100.17 | 307 | 8.48 | 5.25 | 85.73 |
| 140        | 14         | 4   | 326         | 346 | 6.13 | 100.31 | 346 | 6.13 | 0.00 | 83.88 |
| 160        | 16         | 1   | 309         | 354 | 14.56 | 100.23 | 347 | 12.30 | 1.98 | 97.72 |
| 160        | 16         | 2   | (365)       | inf | inf | inf | 346 | 5.21 | inf | 97.76 |
| 160        | 16         | 3   | 310         | 345 | 11.29 | 100.19 | 324 | 4.52 | 6.09 | 99.32 |
| 180        | 18         | 2   | (392)       | inf | inf | inf | 369 | 5.87 | inf | 110.53 |
| 180        | 18         | 3   | 347         | 386 | 11.24 | 100.27 | 386 | 11.24 | 0.00 | 110.82 |
| 200        | 10         | 2   | 322         | 376 | 16.77 | 101.25 | 376 | 16.77 | 0.00 | 121.22 |
| 200        | 20         | 3   | 358         | 401 | 12.01 | 100.41 | 401 | 12.01 | 0.00 | 116.4 |
Table 6 Experimental results for ADVRP instances with $D_{\text{max}}(3) = 0.9 \times LT(2)$

| # vertices | # vehicles | $p$ | MSSBB (OPT) | HVT | Best.Sol | Aver.Sol | Gap$_1$ | Time |
|-----------|-----------|----|------------|-----|----------|----------|--------|------|
| 40        | 4         | 1  | 171        | 171 | 171      | 171      | 0      | 0.55 |
| 60        | 3         | 2  | (223)      | 225 | 225      | 0.9      | 1.65   |
| 60        | 3         | 3  | (193)      | 195 | 195      | 1.04     | 1.54   |
| 60        | 6         | 1  | (203)      | 206 | 206      | 1.48     | 1.54   |
| 60        | 6         | 2  | 254        | 244 | 244      | 0        | 1.58   |
| 60        | 6         | 4  | (239)      | 229 | 229      | 0        | 1.43   |
| 80        | 8         | 1  | 231        | 236 | 236      | 2.16     | 4.78   |
| 80        | 8         | 2  | (282)      | 271 | 271      | 0        | 4.98   |
| 80        | 8         | 3  | (243)      | 243 | 243      | 0        | 4.88   |
| 80        | 8         | 4  | 238        | 261 | 261      | 9.66     | 4.77   |
| 100       | 5         | 1  | inf        | 270 | 270      | inf      | 17.41  |
| 100       | 5         | 2  | 256        | Inf | Inf      | Inf      | 17.98  |
| 100       | 10        | 1  | 232        | 253 | 253      | 9.05     | 17.12  |
| 100       | 10        | 2  | 309        | 299 | 299      | 0        | 17.23  |
| 100       | 10        | 3  | (271)      | 276 | 276      | 1.85     | 17.54  |
| 120       | 12        | 1  | 269        | 303 | 303      | 12.64    | 74.32  |
| 120       | 12        | 2  | (330)      | 333 | 333      | 0.91     | 73.93  |
| 120       | 12        | 4  | 308        | 346 | 346      | 12.34    | 71.32  |
| 140       | 14        | 1  | 280        | 310 | 312      | 10.71    | 84.65  |
| 140       | 14        | 2  | 334        | 347 | 348      | 3.89     | 89.65  |
| 140       | 14        | 4  | 326        | 354 | 356      | 8.59     | 84.65  |
| 160       | 16        | 1  | 309        | 346 | 348      | 11.97    | 95.65  |
| 160       | 16        | 2  | 365        | 377 | 379      | 3.29     | 94.68  |
| 160       | 16        | 4  | (328)      | 365 | 367      | 11.28    | 105.65 |
| 180       | 18        | 2  | 392        | 408 | 408      | 4.08     | 98.65  |
| 180       | 18        | 3  | (inf)      | 395 | 398      | inf      | 114.65 |
| 180       | 18        | 4  | 347        | 394 | 395      | 13.54    | 99.65  |
| 200       | 20        | 2  | 394        | 424 | 427      | 7.61     | 114.65 |
| 200       | 20        | 4  | 364        | 414 | 418      | 13.74    | 165.23 |
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