Linear and Non-Linear Synthesis of Unequally Spaced Time-Modulated Linear Arrays Using Evolutionary Algorithms
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Abstract. A novel method of designing unequally spaced time-modulated arrays (UESTMAs) by handling fewer optimization parameters with reduced problem dimension is presented in this paper. For synthesizing UESTMA, two design parameters, specifically, the non-linear parameter – element position, and the linear parameter – on-time durations are optimized in two steps. Different possible cases of linear and non-linear synthesis methods such as, position-only (PO), on-time only (OTO), position then on-time (PTOT), on-time then position (OTTP), and simultaneous position on-time (SPOT) are considered. To examine the performance of the synthesis methods, three global search stochastic algorithms based on differential evolution (DE), teaching-learning-based optimization (TLBO) and quantum particle swarm optimization (QPSO) have been employed to achieve the array pattern with significantly suppressed side lobe level s and sideband levels. Through comparative study, it is observed that the two step non-liner to linear synthesis method by fewer optimization parameters is efficient to provide better pattern with less computation time.
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1. Introduction

Suppression of side lobe level (SLL) plays a vital role for designing antenna arrays and it has been extensively studied over several years. Theoretically, SLL of the array pattern can be suppressed to a desired value by providing proper excitation amplitude distribution in the array elements. There are various numerical and analytical techniques such as Dolph-Chebyshev and Taylor series methods [1] which are used to synthesize low side lobe antenna array patterns over the past years. These numerical methods are applicable for equally spaced antenna arrays and are employed to realize non-uniform excitation amplitude distribution of the desired pattern. However, high dynamic range ratio (DRR) of non-uniform amplitude excitation as required to reduce SLL in equally spaced antenna arrays increases the complexity and cost of the feed network, In contrast to equally spaced antenna arrays, in the recent past years, unequally spaced antenna array has been found to be effective to provide low side lobe patterns with uniform amplitude excitation [4]. The additional advantage of using unequally spaced antenna array is that the low side lobe pattern can be obtained with a smaller number of antenna elements for a given aperture size [5].

However, in 1959, H. E. Shanks [6] first proposed time-modulation to synthesize power pattern in antenna arrays by periodically controlling ON-OFF switching sequence of the radiating elements by using high-speed RF switches. The periodical switching of the antenna elements with some predetermined timing sequence leads to introduce ‘time’ as a ‘fourth dimension’ for synthesizing antenna array patterns with low and ultra-low values of SLL [7], [8]. The simple ON-OFF switching mechanism with optimized time pulse enables to suppress the SLL of the pattern even with uniform excitation amplitude [9] and is effective in synthesizing different power patterns such as, sum and difference pattern [10], and flat-top shaped beam pattern. It is to be noted that, in traditional amplitude tapering method, due to the various systematic errors, the array elements are not possible to feed with the exact value of the excitation amplitude of the required pattern. As a result, practically, it is exceedingly difficult to realize low/ultra-low sidelobe pattern with high DRR of static excitation amplitude in conventional antenna arrays (CAAs). On the other hand, power pattern in time-modulated arrays (TMAs) is controlled by using a set of switch-on time sequence of the array elements. Accordingly, the exact value of the on-time sequence for the low sidelobe patterns in TMA can be accurately maintained with the help of software. However, the sideband radiation due to the periodical commutation of the antenna elements...
is the major problem in TMAs. Such sideband radiated signal may be appeared as one unwanted interfering signal to the other communication channel. Also, the power wastage in the form of sideband radiation leads to reduce the overall directivity of the antenna array. In this regard, many nature inspired global optimization algorithms like, differential evolution (DE) [12–14], artificial bee colony (ABC) [4], simulated annealing (SA) [8], genetic algorithm (GA) [15], particle swarm optimization (PSO) [16], and recently, a hybrid multi-objective optimization using PSO and convex programming [17] are used to obtain desired power patterns by simultaneously minimizing the SLL and the relative sideband maximum with respect to the center frequency pattern maximum, termed as, sideband level (SBL) to sufficiently low values. Also, in some application it is shown that the sidebands of TMAs are useful to generate simultaneous multiple beam patterns [16], [18]. All the evolutionary and swarm intelligent based algorithms are generally dealt with stochastically generated population with some common parameters such as population size and number of generations. The performance of such population based heuristic algorithms depends on few algorithm specific controlling parameters. For example, the parameters of DE are crossover probability, mutation intensity and selection; the PSO parameters are social constant, cognitive coefficient and inertia weight; and for ABC, these are number of onlooker bees, employed bees, scout bees and limit. The controlling parameters of the algorithm serve an important role and unambiguously effect on the performance, as improper tuning of the controlling parameters leads to increase the computational burden as well as provide undesired results. Considering this fact, Rao et al. (2011) introduced a population-based algorithm known as teaching-learning-based optimization (TLBO) [19], [20] that does not require any such tuning parameters while only the common parameters are sufficient for its functioning.

However, synthesis of UESTMA is a non-linear, multimodal problem and conventionally, to synthesize such an array, the evolutionary algorithm is adopted to find out the optimum positions and on-times of the array elements simultaneously. Simultaneous consideration of the element positions and on-times as the optimization parameter vector increases the number of unknown parameters to be handled by the algorithm. The performance of the optimization algorithm is not well approved for handling large number of optimization parameters. For large arrays, the number of unknown parameters becomes so high that the optimization algorithms may not provide the desired power pattern by finding large unknown parameters. In this article, a method to synthesize UESTMA with a comparatively smaller number of optimizing parameters has been investigated. In this regard, the array is synthesized in two steps by separately considering the element position and on-time of the array as the optimization parameters. It is worth to be noted that for the array with fixed element position, synthesis of a desired pattern by controlling element excitation is a linear array synthesis method. On the other hand, synthesis of antenna array with optimum element position is the non-linear array synthesis method [21]. Consequently, different cases of the non-linear and linear synthesizing methods such as position-only (PO), on-time only (OTO), on-time then position (OTTP), position then on-time (PTOT), and simultaneous position-on-time (SPOT) have been studied. By employing these optimization algorithms namely, DE, TLBO and QPSO, it is shown that the performance of the two step PTOT synthesis method handling half of the optimization variables in each step is better or comparable to that of the conventional SPOT method holding all optimization variables together.

The rest of the paper is organized as follows. The theoretical analysis and problem formulation have been discussed in Sec. 2. Numerical result for the different synthesis method is presented in Sec. 3. Eventually, some conclusion about the superiority of the proposed method has been drawn in Sec. 4.

2. Theoretical Analysis and Problem Formulation

2.1 Theory

A typical structure of a linear array consisting of \(2N\) isotropic elements, placed along the x-axis is shown in Fig. 1. If the elements are located at \(x_1, x_2, \ldots, x_N\), the corresponding array factor expression of such unequally spaced conventional antenna array (CAA) is written as,

\[
AF^C(\theta) = \sum_{n=-N}^{N} A_n e^{j\beta x_n \cos \theta}.
\]

Here, \(A_n\) and \(\alpha_n\) are the static excitation amplitude and phase of the \(n^{th}\) element; \(x_n\) is the position of the \(n^{th}\) element from the reference position say origin of the coordinate system; \(\beta = 2\pi/\lambda\), \(\lambda\) is the wavelength; \(\theta\) is the observation angle measured from the array axis. If each element in the array is connected with high-speed RF switches and the elements are periodically commutating with pre-specified
on-time duration, the array factor expression in (1) is modified as [5],
\[ AF_T(\theta, t) = \sum_{n=-N}^{N} A_n e^{j\omega_n t} U_n(t) \cdot e^{j\beta x_n \cos \theta}. \]  
(2)

In (2), \( U_n(t) \) is the periodical time switching function with time modulation period, \( T \) and over a complete period of time, it is expressed as,
\[ U_n(t) = \begin{cases} 1, & 0 \leq t \leq \tau_n \leq T; \forall n \in [1, N] \\ 0, & \text{otherwise} \end{cases} \]  
(3)

where \( \tau_n \) is the on-time duration of the \( n^{th} \) element. As \( U_n(t) \) is a periodical function of time, it can be decomposed in Fourier series to obtain the array factor at different harmonic components as,
\[ AF_T(\theta, t) = e^{j(2\pi(f_0+nf_{m})t)} \sum_{n=-N}^{N} (A_n e^{j\omega_n}) \cdot C_{kn} \cdot e^{j\beta x_n \cos \theta}. \]  
(4)

where \( AF_T^{k} \) is the array factor at the \( k^{th} \) harmonic, \( f_0 \) is the carrier signal frequency, \( f_{m} = 1/T \) is the modulation frequency and \( C_{kn} \) is the Fourier coefficient of the \( n^{th} \) element at the \( k^{th} \) harmonic and is obtained as [10], [11],
\[ C_{kn} = \frac{A_n \tau_n}{T} \cdot \sin \left( \frac{\pi k f_{m} \tau_n}{T} \right) \cdot e^{-j\pi k f_{m} \tau_n}. \]  
(5)

Considering uniform static excitation amplitude and phase with \( A_n = 1 \) and \( a_n = 0; \forall n \in [-N, N] \), the array factor expression at center frequency \( f_0 \) is obtained by combining (4) and (5) as,
\[ AF_0^T(\theta, t) = e^{j2\pi f_0 \theta} \sum_{n=-N}^{N} \frac{\tau_n}{T} \cdot e^{j\beta x_n \cos \theta}. \]  
(6)

From (6), it can be inferred that, by proper selection of the element positions (\( \tau_n \)) and on-time durations (\( \tau_n \)), the optimized power pattern with reduced SLL and SBL can be achieved.

### 2.2 Problem Formulation

In PO non-linear synthesis, the optimization aim is to suppress the SLL by finding the optimum element position whereas in OTO linear synthesis, only on-time of the antenna elements is optimized to realize power pattern with reduced SLL and SBL. In OTTP, first on-time is considered as the optimization parameter and then by setting the optimum on-time sequence as the on-time of the respective antenna elements, the element positions are optimized. In PTOT synthesis, first the element position is optimized and then by setting the element positions to this optimum value, on-time is taken as the optimization parameter vector. Thus, OTTP is linear to non-linear synthesis while PTOT is non-linear to linear synthesis. Finally, in SPOT synthesis, both the element position and on-time, i.e., non-linear, and linear parameters are simultaneously optimized to obtain the desired power pattern. Let us symbolize ‘b’ to denote the array synthesis method and ‘a’ as the desired design parameters of the antenna arrays. Thus, in PO synthesis, the array configuration becomes a conventional antenna arrays and the corresponding array factor as defined in (1) is used to synthesize the pattern by the minimizing the cost functions defined as,
\[ \psi = \sum_{a=1}^{2} W_a^{b} \delta_a^{b} H_a \left( \delta_a^{b} \right). \]  
(7)

In (7), \( \delta_a^{b} \) with \( a = 1, 2 \) represents the difference between desired and obtained values of the design parameters of the respective beam as considered in the ‘b = PO’ synthesis method and is given as, \( \delta_a^{b} = |SLL_a^{b} - SLL_{a}^{o}| \), \( \delta_2^{b} = |FNBW_a^{b} - FNBW_{a}^{o}| \).

The same cost function is introduced for the OTO, OTTP, PTOT and SPOT synthesis methods and is given as,
\[ \psi = \sum_{a=1}^{2} W_a^{b} \delta_a^{b} H_a \left( \delta_a^{b} \right) + W_b^{b} SBL_{a}^{b \text{max}}. \]  
(8)

In (8), ‘b’ represents anyone of the other synthesis methods under consideration as OTO, OTTP, PTOT and SPOT. \( \delta_a^{b} \) with \( a = 1, 2 \) represents the difference between the desired and obtained values of proper design specifications for the respective beam and is given as, \( \delta_1^{b} = |SLL_a^{b} - SLL_{a}^{o}| \) and \( \delta_2^{b} = |FNBW_a^{b} - FNBW_{a}^{o}| \); where \( SLL_{a} \) and \( FNBW_{a} \) represent the obtained values of SLL and beam-width between the first null of the main beam at center frequency \( f_0 \); \( SLL_{a} \) and \( FNBW_{a} \) are their respective desired values; \( SBL_{a}^{b \text{max}} \) is the obtained maximum value of SBL in the different synthesis method; \( W_a \) be the weighting factors of the related design. The weighting factor values used in the optimization process are 5 and 3, respectively. After several trials, the weighting factor values are predefined for the optimum results and these are remained constant for each case of synthesizing the array using different optimization algorithms [19], [20], [22–24]. \( H_a \) is the Heaviside step function. This is used to compare the obtained values of intended radiation parameters with their respective desired values during the process of optimization such that, the function value is 1 (one) as long as the intended radiation parameter doesn’t reach to its desired value while the function value becomes 0 (zero) whenever the obtained values of intended radiation parameters are better than or equal to their respective desired values.

### 3. Results and Discussion

In this section, various simulation results are performed to establish the superiority and effectiveness of the proposed approach. Let us consider a 32-element linear array with isotropic elements symmetrically placed around the array center. In [12], a similar array is synthesized by simultaneously considering element position and on-time as the optimization parameters. Due to symmetry, total number
of optimization parameters becomes 32 with 16 for the element position and 16 for the on-time duration. Here, with the aim of synthesizing the array with smaller optimization parameter, a two steps synthesis method is investigated. In this regard, three algorithms DE, TLBO and QPSO are applied to synthesize the array under different cases as detailed in the following sections. The tuning parameters of the algorithms are set for their optimum performance as detailed in [20–24]. Here, the tuning parameters of DE are set as mutation intensity $F = 0.5$, crossover probability $\eta_c = 0.85$. As considered in [12], the search range of the optimization parameters are defined as element position (0.55, 1), and on-time (0.01, 1). To synthesize a center frequency pattern, the desired value of SLL and FNBW in the cost functions are set to $SLL_d = -30$ dB and $FNBW_d = 10^\circ$ respectively while SBL to be suppressed as much as possible. For a fair comparison of the algorithms and the synthesis methods under consideration, for each case, the population size and maximum number of iterations are kept same for all three algorithms as $NP_{DE} = NP_{TLBO} = NP_{QPSO} = 3D$ and $g_{max} = 1000$. Here, ‘D’ stands for the dimension of the problem i.e., for the array synthesis problem under consideration, number of unknown parameters to be determined and $g_{max}$ is the maximum number of generation index of the used evolutionary algorithm for evolving the population of the possible solution.

3.1 Case 1: Position-Only (PO)

As mentioned in Sec. 2.2, for PO non-linear type synthesis, only element position is considered as the optimization parameter and the corresponding cost function as defined in (7) is used to synthesize the array. The DE, TLBO and QPSO optimized power pattern at center frequency is shown in Fig. 2 and the corresponding element-wise position is depicted in Tab. 1. The returned values of SLL and FNBW are shown in Tab. 2. It can be seen that the obtained values of SLLs of PO synthesized patterns under different algorithms are much higher than the desired value. As compared to TLBO and QPSO, SLL of the DE optimized pattern is suppressed slightly more, about 1 dB. However, this leads to increase the beam-width by 0.4 degree with respect to the others. In this context, this is to be mentioned that a similar array is synthesized by optimizing element position in [3], [4] and almost the same result is obtained. This indicates that the obtained positions of the array elements are corresponding to one possible optimum solution of the synthesized pattern.

3.2 Case 2: On-time Only (OTO)

In linear OTO synthesis, only on-time duration of the time-modulated array elements are optimized by considering the array as one equally spaced array. Without loss of any generality, the inter-element spacing of the array is taken as 0.5λ. The corresponding to the individual algorithm, the normalized far-field pattern at center frequency and the 1$^{st}$ sideband frequency pattern are shown in Figs. 3(a) and (b), respectively. The optimized element wise on-time sequence is presented in Tab. 3. Along with the PO synthesis results, the obtained values of SLL, SBL and FNBW are also given in Tab. 2. From Tab. 2 it is evident that the obtained values of SLL for both PO and OTO synthesized patterns with different algorithms are closed to each other’s. However, in PO synthesis while element position is optimized, here in OTO synthesis only the on-time sequence is optimized for the equally spaced array. It can be observed that, like PO synthesis approach, the obtained value of SLLs in OTO synthesis is much higher than the desired values. When the obtained patterns using DE,
3.3 Case 3: On-time then Position (OTTP)

With the objective to synthesize the unequally spaced time-modulated linear array (UESTMLA) with a smaller number of optimization variables, the array is synthesized in two steps. In OTTP synthesis method, first the on-time is considered as optimization parameter then with the optimized on-time sequence, the element position is optimized. Since, the first step of synthesizing the array is same as in Case 2, therefore, with the optimized on-time values as presented in Tab. 3, DE, TLBO and QPSO algorithms are employed to determine the element positions. The optimized elementwise on-time sequence of the algorithms is presented in Tab. 4. The center frequency pattern as obtained with different algorithms is shown in Fig. 4(a) and the corresponding relative 1st sideband frequency pattern with respect to the maximum of the center frequency pattern is shown in Fig. 4(b). The obtained values of SLL, SBL and FNBW using different algorithms are depicted in Tab. 5. It can be observed that compared to Case 1 and Case 2, the SLL of the synthesized pattern is not improved significantly. However, in [12] taking both the variables together as the optimization parameters, SLL and SBL of the synthesized pattern with one optimization step are reduced to –30 dB and –22.7 dB, respectively. Thus, it reveals that, in this two-step i.e., linear to non-linear synthesis method, consideration of on-time in the first step and then the element position in the second step is not effective to improve the radiation pattern satisfactorily.

| Element No (n) | Normalized on-time durations () |
|---------------|---------------------------------|
| ±1            | DE: 1, TLBO: 1, QPSO: 1         |
| ±2            | DE: 1, TLBO: 1, QPSO: 0.999     |
| ±3            | DE: 1, TLBO: 1, QPSO: 0.999     |
| ±4            | DE: 1, TLBO: 0.944, QPSO: 0.995 |
| ±5            | DE: 1, TLBO: 0.936, QPSO: 0.985 |
| ±6            | DE: 0.998, TLBO: 0.824, QPSO: 0.980 |
| ±7            | DE: 1, TLBO: 0.809, QPSO: 0.668 |
| ±8            | DE: 0.949, TLBO: 0.751, QPSO: 0.947 |
| ±9            | DE: 0.901, TLBO: 0.667, QPSO: 0.216 |
| ±10           | DE: 0.926, TLBO: 0.454, QPSO: 0.861 |
| ±11           | DE: 0.823, TLBO: 0.606, QPSO: 0.872 |
| ±12           | DE: 0.020, TLBO: 0.321, QPSO: 0.926 |
| ±13           | DE: 0.013, TLBO: 0.288, QPSO: 0.256 |
| ±14           | DE: 0.988, TLBO: 0.314, QPSO: 0.068 |
| ±15           | DE: 0.095, TLBO: 0.282, QPSO: 0.275 |
| ±16           | DE: 0.403, TLBO: 0.247, QPSO: 0.070 |

Tab. 3. Element-wise on-time sequence obtained using different algorithms.

TLBO and QPSO are compared, the DE optimized pattern is improved by about 0.5 dB and 0.4 degree less values of SLL and beamwidth, respectively. However, for all the algorithms, the average computation time to synthesize the array is almost same. In [8], by considering a 30-element time-modulated linear array (TMLA) with \( d = 0.7 \lambda \), almost an equivalent result is obtained. Therefore, this implies that the obtained solution as the on-time duration of the respective array element belongs to one possible optimum solution of this array synthesis problem.
3.4 Case 4: Position then On-time (PTOT)

In PTOT synthesis, in the first step, the element position is considered as optimization parameter and then, by setting the element positions same as obtained in the first step, on-time durations are optimized in the second step. It can be seen that the first step of the synthesis method is same as considered in Case 1. Therefore, taking the element position of Tab. 1, the array is synthesized by optimizing the on-time duration of elements. The optimized element-wise positions and on-time values of the respective algorithms are depicted in Tab. 4. Figures 5(a) and (b) show the obtained radiation pattern at center frequency, \( f_0 \) and the 1st sideband, respectively. The obtained values of SLL, SBL and FNBW using different algorithms are shown in Tab. 5. For all the algorithms, the desired value of SLL is achieved as –30 dB while SBLs with DE, TLBO and QPSO are obtained as –24.12 dB, –22.63 dB and –19.93 dB, respectively. Hence, an equivalent optimized pattern as realized in [12] is obtained. This indicates that, along with low value of SLL, significant suppression of SBL is observed under this non-linear to linear synthesis method.

![Figure 5](image)

**Fig. 5.** (a) Radiation pattern for PTOT synthesis of 32 element linear array at center frequency, \( f_0 \). (b) Radiation patterns at the 1st sideband frequency, \( f_0 + f_p \), for 32 element linear array.

![Table 5](image)

**Tab. 5.** Comparative results of SPOT, OTTP and PTOT synthesis using different algorithms.

![Table 4](image)

**Tab. 4.** Position and on-time distribution obtained in different cases using DE, TLBO and QPSO.
3.5 Case 5: Simultaneous Position and On-time (SPOT)

To examine the performance of the algorithms in synthesizing the array with simultaneous position and on-time (SPOT) as the optimization parameters, the same algorithms are used to synthesize the array in a single step by optimizing both the parameters together. As both the array design variables are optimized simultaneously, the number of parameters to be optimized in this case becomes 32. With the optimized element position and on-time of the respective algorithms as presented in Tab. 4, the synthesized radiation patterns at \( f_0 \) are shown in Fig. 6(a), while the relative 1st sideband frequency pattern are depicted in Fig. 6(b). The calculated SLL, SBL and FNBW of the patterns using DE, TLBO and QPSO are given in Tab. 5. It can be seen that obtained radiation patterns are closed to that achieved under PTOT. However, in the two steps of PTOT synthesis method, the computation time for synthesizing the array using DE, TLBO and QPSO can be calculated from Tab. 2 and Tab. 5 and are obtained as 910.3 (743.8 + 166.5) seconds; 850.9 (690.3 + 160.6) seconds and 927.7 (755.9 + 171.6) seconds, respectively. The computation time of the respective algorithms with SPOT synthesis methods are 1394.9, 1357.6 and 1580.7 seconds, respectively. This result indicates that the computation time for the PTOT synthesis method is significantly less than that for the conventional SPOT synthesis method. While the performances of three algorithms are compared, both DE and TLBO outperform over QPSO in all the cases of the synthesis methods. Though radiation parameters (SLL, FNBW, and SBL) of the synthesized patterns using DE are better as compared to that obtained by using TLBO, the computation time taken by TLBO is smaller than DE. Hence, one can use DE to synthesize radiation patterns, while TLBO can be utilized to achieve radiation pattern close to that of DE with less computation time. This further validates the effectiveness the PTOT method to synthesize UESTMA with less computational burden as compared to SPOT.

4. Conclusion

A two-step synthesis method with fewer unknown parameters in each step is presented to synthesize UESTMAs. Though there are two possible two-step synthesis methods – linear to non-linear i.e., OTTP and non-linear to linear i.e., PTOT, however, out of these two, PTOT is effective to synthesize power pattern with improved radiation characteristics, specifically, narrow beam pattern with reduced SLL and SBL. For synthesizing the power patterns with desired radiation parameters, performance of PTOT is closed to that of the conventionally used SPOT. However, consideration of both position and on-time as the design parameters in SPOT leads to increase the problem dimension and hence the search space to find the solution. This leads to increase the computational time to obtain the optimum solution in SPOT synthesis method. When the performance of the three used algorithms are compared, DE and TLBO outperform over QPSO. While the radiation parameters of DE and TLBO synthesized patterns are closed to each other, the convergence rate of TLBO algorithm is better than the other two algorithms. One of the main advantages of TLBO algorithm is that it requires only the common controlling parameters such as number of generation and population size. As in the proposed PTOT synthesis method, the problem dimension becomes half, with respect to the traditional SPOT synthesis method, PTOT will be beneficial to synthesize large antenna arrays. Finally, this method can be extended to synthesize other geometries of antenna arrays.
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