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Abstract. Recent advancements and applications in artificial intelligence (AI) and machine learning (ML) have highlighted the need for explainable, interpretable, and actionable AI-ML. Most work is focused on explaining deep artificial neural networks, e.g., visual and image captioning. In recent work, we established a set of indices and processes for explainable AI (XAI) relative to information fusion. While informative, the result is information overload and domain expertise is required to understand the results. Herein, we explore the extraction of a reduced set of higher-level linguistic summaries to inform and improve communication with non-fusion experts. Our contribution is a proposed structure of a fusion summary and method to extract this information from a given set of indices. In order to demonstrate the usefulness of the proposed methodology, we provide a case study for using the fuzzy integral to combine a heterogeneous set of deep learners in remote sensing for object detection and land cover classification. This case study shows the potential of our approach to inform users about important trends and anomalies in the models, data and fusion results. This information is critical with respect to transparency, trustworthiness, and identifying limitations of fusion techniques, which may motivate future research and innovation.
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1 Introduction

We live in a world that is recognizing the potential of artificial intelligence (AI) and machine learning (ML) in everyday settings. These tools have been integrated into many aspects of our daily lives—whether we realize it or not. These
Fig. 1. Graphical illustration of fusion-2-text for the case study explored herein involving object detection and land cover classification in remote sensing. First, multiple machine learning (ML) models are trained in a cross validation context. Next, fusion is used to combat the fact that no single ML architecture is best across all data and classes. However, what have we learned? Fusion-2-text is used to discover a succinct set of important summaries or anomalies for a user in or across models.

tools, which were birthed from academic exercise, are no longer just in academia; they have found home in many different applications. Various AIs are being used to solve real-world problems, or they simply make our lives more convenient. Many of these algorithms are built on data-driven methods which scientists, researchers, and engineers have creatively developed and applied mathematics to build. Despite the mathematical foundations, it has become common for these tools to produce solutions that are not understandable. However, many applications require an explanation as to why a machine made a particular decision.

One task in the AI community is data or information fusion. One type of fusion revolves around the Choquet Integral (ChI), which can be learned from data. There are many ways to learn the ChI, the reviewer can refer to [18] for a recent review. However, once these parameters are learned, explanations can be derived from the data and learned model. In [9], we exploited properties of the ChI to understand which parameters in a learned model are supported by data. In [17], we exploited this knowledge to produce indices that describe different properties of a learned ChI. Unfortunately, the large quantity of values that our indices produce can be daunting and can lead to information overload. For example, when fusing multiple deep convolutional neural networks (DCNN) for classification, there will be one ChI learned per class—a set of XAI indices for each learned ChI. As a result, there is a need to summarize these results to explain the model at a higher-level as well as reduce the amount of information that they produce.
This begs the question of how do we reduce the number of outputs while maintaining the integrity of our XAI descriptions. Herein, we explore the production of linguistic summaries that concisely describe the relevant information coming from the XAI indices. Linguistic protoform summaries (LPS) are an efficacious mechanism of describing data because natural language is easier for humans to interpret. LPSs are statements with a specific format that are used to describe data in natural language. LPSs have been shown to be an effective means to more easily comprehend a set of data. For example, in [14] LPSs were applied to time-series data, the authors of [26] utilized LPSs to describe the restlessness of eldercare residents for healthcare, and LPSs have also been used for data mining for knowledge discovery [15].

An LPS generally follows one of several templates. These templates fall into the category of simple protoforms or extended protoforms. The simple protoform, first introduced in [29], is constructed from three different concepts: the quantifier, summarizer, and truth value. An example of a simple protoform is “most papers are readable”. In this example, the quantifier is “most,” the summarizer is “readable,” and the truth value would be computed to determine the degree to which that statement is valid. As time passed, others have extended the simple protoform’s template [14, 28]. While there are several extensions, one example of an extended protoform (that includes an additional summarizer) is “few papers are readable and noteworthy”. Not only has the LPS template been modified, but Yager’s original computation of truth values has been scrutinized. In [25], it was shown that Yager’s original equations to compute truth may not suited for all membership functions that model the protoforms because they may produce non intuitive summaries. As such, [25] and [12] used the Sugeno integral to overcome shortcomings in Yager’s equations. Moreover, the authors of [3] present a holistic view of the development of quantifying sentences and the equations that drive this process.

The main contributions of this paper are as follows. First, we explore the potential for LPSs to reduce the complexity and amount of XAI information for the ChI. To the best of our knowledge, this has not been explored to date. Second, at a high-level, we explore what type of summaries are useful and relevant and should be reported. Third, we propose a way to derive LPSs from two of our data-centric and model-centric indices. While this is only performed on two indices herein, due to space, we discuss how our procedures generalize to other XAI indices. Last, we give a case study for aggregating a set of heterogeneous architecture DCNNs for object detection and land cover classification on a benchmark remote sensing dataset. The benefit of this study is to show actual summaries and assess if they are useful.

The breakdown of this paper is as follows. In Sect. 2, we give a brief overview of the ChI and its optimization, and we identify its data supported parameters. In Sect. 3, we present the XAI indices, Sect. 4 describes how to construct LPSs, and Sect. 5 shows how to construct fuzzy sets with respect to our indices. Last, we present our case study in Sect. 6 and insights are drawn from our data and LPSs. Figure 1 shows the technical breakdown of our fusion-2-text and Fig. 1 shows our remote sensing case study.
2 Choquet Integral

The utility of the ChI has been demonstrated in numerous applications, e.g., [4,6,21,24]. The ChI is a powerful, nonlinear aggregation operator that is parameterized by a fuzzy measure (FM). Let $X = \{x_1, ..., x_N\}$ be a set of $N$ information sources. With respect to a finite domain, the FM, $\mu : 2^X \rightarrow \mathbb{R}$, is a function that satisfies: (i) (boundary condition) $\mu(\emptyset) = 0$, and (ii) (monotonicity) if $A, B \subseteq X$, and $A \subseteq B$, $\mu(A) \leq \mu(B)$. It is often convenient to think about the FM as not just free parameters but as a modeling of interactions (e.g., possibly correlations) between subsets. The ChI is

$$\int h \circ \mu = \sum_{j=1}^{N} h_{\pi(j)} \left( \mu(A_j) - \mu(A_{j-1}) \right),$$

where $\pi$ is an ordering of $h = (h(x_1), ..., h(x_N))$. Furthermore, $h(x_i) = h_i \in \mathbb{R}$ is the input from source $i$, such that $h_{\pi(1)} \geq h_{\pi(2)} \geq \ldots \geq h_{\pi(N)}$. Last, $A_j$ corresponds to the subset $\{x_{\pi(1)}, ..., x_{\pi(j)}\}$.

The ChI can alternatively be thought about as $N!$ linear convex sums (LCS), as each sort of the data yields an LCS. Herein, we follow the nomenclature defined in [17], and we call each sort of the data a walk (in the Hasse diagram).

2.1 Optimization

Defining the FM variables in the ChI is not a trivial task and there are many ways to identify them, e.g., [5,10,11,16]. However, in our current data-driven era, it is common place to learn the FM variables. Herein, we use our learning algorithm put forth in [9]. We do not describe the algorithm due to limited page length. The techniques proposed herein extend beyond a specific learner, they are applicable to any ChI derived from data.

2.2 Data Supported Variables

In [9], we established that data supported variables can be identified for the ChI. A variable is called supported if any walk of the data includes it. For example, let $N = 3$ and $h_3 > h_1 > h_2$. The FM variables that are encountered are $\mu(\{h_3\})$, $\mu(\{h_1, h_3\})$ and $\mu(X)$. By considering all the given inputs in the training data, we can easily determine all data supported variables. This fact is important to many of the upcoming indices (Fig.2).

1 While not required, it is common in practice to impose $\mu(X) = 1$.
2 It is important to note that when a FM is set (values are specified), the ChI becomes a specific aggregation operator. For example, consider $\mu(A) = 1, \forall A \in X$, except $\mu(\emptyset)$. As such, the ChI reduces to the max operator.
3 Hereafter, $h(x_i)$ will be shortened to $h_i$ for simplicity.
4 When $\mu(X) = 1$.
5 Who share $2^N$ weights.
3 Existing Low-Level XAI Indices

In [17], we proposed a set of XAI indices—measures/functions that summarize and highlight important properties about the FM and ChI—in the context of data-driven learning. In [18], we expanded our initial set of indices, including the Shapley and interaction index, to operate more accurately on partially observed domains. In general, our indices can be partitioned into three sets: information about the FM (the sources and their interactions), inquiries about the FM-ChI (e.g., what is the specific aggregation), and inquiries about the data relative to the ChI (e.g., what parts of our model are missing). While each of our indices provide valuable and different insights, we limit the scope herein to one data specific index, walk visitation, and one model specific index, the walk centric Shapley index.

3.1 Walk Centric Shapley

The Walk Centric Shapley (WCS) index is an extension of the Shapley index [20]. The WCS defines the relative worth of each source with respect to its data supported variables. This extension is valuable because the traditional Shapley may be drastically over- or under-estimate the worth of sources as it assumes that the FM is fully observable. The WC Shapley is
\[ \Phi_{\mu}(i) = \sum_{K \subseteq X \setminus \{i\}} \zeta_{X,2}(K) (\mu(K \cup \{i\}) - \mu(K)), \quad (3a) \]
\[ \zeta_{X,2}(K) = \frac{(|X| - |K| - 1)!|K|!}{|X|!} \mathbb{1}_{(K \cup \{i\}) \mathbb{1}(K)}, \quad (3b) \]
\[ \tilde{\Phi}_{\mu}(i) = \frac{\Phi_{\mu}(i)}{\sum_{j=1}^{N} \Phi_{\mu}(j)}, \quad (3c) \]

where \( K \subseteq X \setminus \{i\} \) denotes all proper subsets from \( X \) that do not include source \( i \) and \( \mathbb{1} \) is an indicator function that is 1 if the FM value is data-supported and 0 otherwise. The Shapley values of \( \mu \) is the vector \( \tilde{\Phi}_{\mu} = [\tilde{\Phi}_{\mu}(1), \ldots, \tilde{\Phi}_{\mu}(N)]^t \) where \( \sum_{i=1}^{N} \tilde{\Phi}_{\mu}(i) = 1 \). The WCS values are important because they inform us about the relative worth of each information source.

### 3.2 Walk Visitation

Understanding the quality of the information sources is merely one aspect of the big XAI picture. It is also important to understand the quality (e.g., completeness) of a learned ChI. Herein, we use the walk visitation metric [17], which describes how many unique walks were taken within the training data. We quickly summarize the index due to limited page count. The index works by sorting all samples (according to their input values), finding which walks were encountered, and dividing the number of times that they were observed by the total number of samples. The goal of this metric is to determine the degree to which each walk was observed. If a probability is zero, then a walk was never seen. Furthermore, if we get a new input for the ChI and its walk was not encountered in training, then one should question the ChI output. In [17], this index was used to derive additional indices, like to what degree should we trust an output of the ChI.

### 4 Protoforms

Protoform-based linguistic summaries are often an effective liaison between data the data interpreter. As such, deriving linguistic summaries with respect to the XAI indices has the potential to effectively reduce the amount of information by producing concise summaries. Furthermore, as less is often more, there is also the potential to remediate confusion due to complexity, which can improve decision making. While there are multiple LPS templates to follow, the simple protoform will suffice for the insights that we are drawing herein. The simple protoform takes the following format,

\[ Qy's \ are \ P. \quad (4) \]

Within the protoform, \( Q \) is a linguistic quantifier, \( y \) is a set of objects, and \( P \) is the summarizer. Both \( Q \) and \( P \) are modelled by fuzzy sets over the desired domains.
Examples of a quantifier that are suitable for our problem are words like “few”, “many”, or “most”; whereas examples of a summarizer may be “important” or “observed” when referencing the sources or the walks, respectively. Moreover, an example of a protoform with respect to the XAI indices may be “few walks are observed”. With respect to the XAI indices, we produce summaries that describe the importance of each of the sources across all models and how many walks are observed in each model. To do this, we use the vocabulary in Fig. 3.

![Vocabulary used herein to produce fusion LPSs.](image)

An LPS has a value of truth associated with it. This concept, first introduced by Yager [29], utilizes Zadeh’s calculus to use Eq. 5 to determine the truth value, \( T \), associated with the linguistic summary. This equation is as follows,

\[
T(Ay’s \text{ are } P) = A\left(\frac{1}{N} \sum_{i=1}^{N} P(y_i)\right).
\]  

(5)

However, Eq. 5 may produce non-intuitive results, as noted in [25] and then in [12]. As a result, the fuzzy integral can also be employed to determine the truth value; however, for the scope of our case study, Eq. 5 will suffice.

5 Fuzzy Sets

As mentioned in Sect. 4, \( Q(x) \) and \( P(x) \) are fuzzy sets. In each case, we use the trapezoidal membership function for the fuzzy sets, and we have empirically determined their parameters. This is acceptable for our initial work, as we have spent a good amount of time working with the ChI and the benchmark data set. However, in future work these sets and their values clearly should be learned from data or a set of experts.

5.1 Walk Centric Shapley

To define the fuzzy sets with respect to the WCS, a fuzzy set must be defined for \( P(x) \) (i.e. important) and \( Q(x) \) (few, some, many, most). The fuzzy set is defined
by the trapezoidal membership values from the WCS values. In an ideal fusion solution, all Shapley values would be equal to \( \frac{1}{N} \), meaning equal contribution. As a result, we consider the source to be **important** if it has a value greater than or equal to \( \frac{1}{N} \). Once \( P(x) \) is defined, \( Q(x) \) can be modelled. The output of averaging \( P(x) \) is passed to \( Q(x) \), and it is between \( [\frac{1}{N}, 1] \) because at least 1 source will be important. As such, the domain of \( Q(x) \) is \( [\frac{1}{2}, 1] \). Using Eq. 5, we can compute the truth value of each of the statements allowing us to isolate the most relevant summaries that are produced.

### 5.2 Walk Visitation

Similar to the fuzzy sets that govern the WCS values, fuzzy sets are used to model the walk visitation index. For \( P(x) \), the fuzzy sets model the concept of **observed** and **unobserved**. In an ideal case, we desire each walk to have an equal walk visitation index, so with this in mind, we consider the walk to be observed if \( z \geq \frac{1}{N} \). Next, the fuzzy set for \( Q(x) \) must be modelled. At least 1 walk will be observed, and it is possible to observe up to however many training samples exist. As such, the domain of \( Q(x) \) is \( [\frac{1}{N}, 1] \), which is approximately \( [0, 1] \). The values of each of the fuzzy sets can be found in Table 1.

| Walk Visitation Quantifier | a | b | c | d | WC Shapley Quantifier | a | b | c | d |
|----------------------------|---|---|---|---|-----------------------|---|---|---|---|
| Few                        | 0 | 0 | \( \frac{1}{7} \) | \( \frac{2}{7} \) | Few                   | \( \frac{1}{7} \) | \( \frac{1}{7} \) | \( \frac{2}{7} \) | \( \frac{3}{7} \) |
| Some                       | \( \frac{1}{7} \) | \( \frac{2}{7} \) | \( \frac{3}{7} \) | \( \frac{4}{7} \) | Some                 | \( \frac{2}{7} \) | \( \frac{3}{7} \) | \( \frac{4}{7} \) | \( \frac{5}{7} \) |
| Many                       | \( \frac{3}{7} \) | \( \frac{4}{7} \) | \( \frac{5}{7} \) | \( \frac{6}{7} \) | Many                | \( \frac{3}{7} \) | \( \frac{4}{7} \) | \( \frac{5}{7} \) | \( \frac{6}{7} \) |
| Most                       | \( \frac{5}{7} \) | \( \frac{6}{7} \) | 1 | 1 | Most             | \( \frac{5}{7} \) | \( \frac{6}{7} \) | 1 | 1 |
| Summarizers                |   | a | b | c | d |
| Important                  | 0 | \( \frac{1}{7} \) | 1 | 1 |
| Observed                   | 0 | \( \frac{1}{7} \) | 1 | 1 |

### 6 Case Study

To show how these indices work in a real-world application, we consider the fusion of a set of 7 different DCNNs for object detection and land classification of remote sensing data. The DCNNs that we fuse are CaffeNet [13], GoogleNet [23], ResNet 50 [7], ResNet 101, DenseNet [8], InceptionResNetV2 [22], and Xception [2]. The dataset is the AID remote sensing data set [27]. This dataset is composed of 10,000 images over 30 different aerial scene types.

The complete training procedure of how these networks were trained can be found in [19]. Furthermore, the complete description of how these DCNNs...
are fused can be found in [1]. Due to the nature of the multistep classification problem (DCNNs and ChI), it is an important step to determine how to split the data into training and testing. For the DCNNs, five-fold cross validation was used. This means that four folds are used for training, and one fold is used for evaluation. From the evaluation fold, two-fold cross validation is used, due to the limited number of samples in AID. To ensure that each class is approximately balanced in each of the folds, an approximately equal number of samples were chosen from each class. There are multiple ways to perform fusion across the DCNNs. Herein, we train a ChI for each of the 30 classes. As a result, there are \(30 \times 7!\) walk visitation values produced, and \(30 \times 7\) Shapley values produced (a total of 151,410 values). Using the proposed LPS configuration, we reduce the XAI indices to a few sets of LPSs that are more easily comprehended.

### 6.1 Source Summaries

**XAI Question: How Many Sources are Important?**

With respect to each ChI, we can determine how many important sources there are for each class. To produce this set of summaries, we treat each of the 30 ChIs (one per class) as our objects, \(y\). The linguistic summarizer is “important”, and our quantifiers are “few”, “several”, “many”, and “most”. Figure 4 illustrates the quantity of summaries that are assigned each of the quantifiers.

![Fig. 4. Actual versus the ideal distribution of quantifier.](image)

In an ideal case, “most” of the sources would be important, meaning all sources are contributing to the fusion solution. However, our experiment produced no summaries of “most sources are important”. The majority of the ChIs are summarized by “several sources are important.” This begs the question of which sources are important because we now know that not all are important.

**XAI Question: How Important is Each Source?**

Taking our knowledge from the last set of summaries, it is logical to now isolate the important sources. To do this, we produce a set of summaries specifically for each of the sources. We treat each DCNN across all models as
our objects, $y$. For example, one set of objects will be *GoogleNets*, such that $GoogleNets = \{GoogleNets_1, GoogleNets_2, ..., GoogleNets_{30}\}$. In Fig. 4, we show the resulting summaries (Fig. 5).

**Fig. 5.** LPSs describing the importance of each DCNN with truth degree (gray).

From this set of summaries (with strong truth degrees), we can conclude that ResNet 50 and ResNet 100 are not contributing to the fusion solution; however, InceptionNet and XceptionNet are important in *most* of the ChIs, meaning they are strong contributors. This leads us to conclude that ResNet 50 and ResNet 100 can likely be removed, speeding up inference by reducing DCNNs.

**XAI Question: How Many Walks are Observed Per Model?**

In this case, the summarizer is “observed,” the objects are each ChI, and the quantifier is again, “few”, “several”, “many”, and “most”. However, for this set, there was only one summary ever found, “few walks are observed.” This quickly magnifies the flaw with these models because many of the possible walks have not been observed—meaning the FM values of many of the walks are not actually learned from data. In order to fully learn the ChI, “most” walks must be observed. Observing few walks means that there is not much diversity in the data. This highlights that we may have a dominant walk, or that we only ever observe a relatively low number of walks.

**XAI Question: How Observed is Each Walk Across the Data?**

Whereas the last summary encapsulated information pertaining to how many walks are observed per model, this set of summaries answers the question of how observed is each walk across the entire data set. We consider each specific walk as an object; for example the walk $[1, 2, 3, 4, 5, 6, 7] = \{[1, 2, 3, 4, 5, 6, 7]_1, [1, 2, 3, 4, 5, 6, 7]_2, ..., [1, 2, 3, 4, 5, 6, 7]_{30}\}$. When producing these summaries,
there would be one summary per walk, so in our example, this would generate 7! summaries, which is far too many for anyone to digest. However, by only evaluating the walks that are observed in “most” ChIs with a high truth degree, we only consider 5 of the walks. The summaries shown in Fig. 6 are produced.

![Figure 6](image.png)

**Fig. 6.** Most *specific walks* are observed.

While each of these 5 walks have a truth value of 1, they are also the only walks to have the quantifier “most”. There are 4,978 walks that are observed a “few” times with a truth degree of 1. This leaves 67 walks that are observed “few”, “several”, or “most” with a truth values less than 1 for each of them. These summaries clearly highlight that there may be some bias in the data. Specifically, the first 4 sources are typically encountered in the same order, which shows that something is not quite right. This allows us to dig into the data to figure out what might be going on.

### 6.2 Code

The ability to reproduce an experiment is a cornerstone in the scientific community. As such, we provide the code that produced these summaries at the following repository, https://github.com/B-Mur/ChoquetIntegral.git. Moreover, the data set that was used can be found at the following repository, https://github.com/aminb99/remote-sensing-nn-datasets.

### 7 Summary and Future Work

Herein, we have proposed and implemented the use of LPSs to reduce a high number of metrics to a short number of concise and more useful summaries. To our knowledge, this is the first work that produces linguistic summaries to explain fusion, without a doubt relative to data-driven learning. Before producing the summaries, the indices produce a large quantity of metrics that are complex to
interpret. By producing the summaries, the indices effectively reduce the information that must be digested, while maintaining the integrity of the indices. By first determining only few sources are important, it is a logical step to determine which sources are important. If all sources were important, it would be unnecessary to determine the important sources as they are all important.

The walk visitation summaries tell a similar story. Only few walks are ever observed; this leads us to produce summaries determining the walks are observed across all data (only 5). Before we produce these summaries, these metrics are a raw stream of data that are not intuitive, and interpretable only by those with significant domain experience. However, the summaries allow someone unfamiliar with the indices (and the values they produce) to be practitioners of XAI with their fusion. To our knowledge, has never been done before.

In the future, we hope to generate summaries from the remaining XAI indices to provide more complete and comprehensive insights. By doing this, we will likely produce extended LPSs such that a single, extended LPS contains more information than a simple protoform can provide. We will also explore how to present, in a textual or visual fashion, this information to a human. This foundation also excites us because it is a structured format or language in which information can be extracted and then subsequently computed with. Possibilities including deriving higher-level conclusions about the data, models, and systems, or perhaps using the information to improve the training and/or use of fusion.
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