In order to reduce the workload of manual grading and improve the efficiency of grading, a computerized intelligent grading system for English translation based on natural language processing is designed. An attention-embedded LSTM English machine translation model is proposed. Firstly, according to the characteristics of the standard LSTM network model that uses fixed dimensional vectors to represent words in the encoding stage, an English machine translation model based on LSTM attention embedding is established; the structure level of the English translation scoring system is constructed. A linguistic model of the English translation scoring system is established, and the probability distribution of a particular sentence sequence or word sequence of the translated text is statistically calculated using the model. The results show that the English machine translation model based on LSTM attention embedding proposed in this study can enhance the representation of the source language contextual information and improve the performance of the English machine translation model and the quality of the translation compared with the English machine translation models constructed by existing neural network structures, such as standard LSTM models, RNN models, and GRU-Attention translation models.

1. Introduction

With the development of computer technology and the maturity of artificial intelligence technology, machine translation is gradually replacing human translation and occupying a larger proportion in the translation field. At present, there are four main types of machine translation [1–3]. Among them, neural network-based machine translation models can alleviate the problem of feature design of high-dimensional data and improve the expressiveness of the model by building neural network classifiers when dealing with high-dimensional complex data, which has become the most popular and effective language translation model nowadays [4, 5].

In the literature [6], an English translation scoring system based on hidden Markov model is used, combining Markov model and Viterbi comparison system to input similar words between the translation and the reference translation, match the similar words to calculate the proximity between them, and then compare the similarity between the translated utterances, and according to the comparison results, achieve the translation scoring [7]. The accuracy of the scoring results of this system is high, but the computation is large and time-consuming. Corpus-based English translation scoring system designed in [8] obtains word alignment ratios by analyzing word collocations in the structure of corpus materials, compares the word collocations and structure of the input translations, and scores the translations. The scoring results of this system have large errors and the process of word collocation analysis is complicated. Translation models such as those based on LSTM, RNN, and GRU-Attention neural networks have been widely used in the field of English machine translation [8–11] using neural networks with different structures to study the translation effect of English machine translation in the field of component products and other areas and to...
achieve intelligent English machine translation. The results of English machine translation in areas such as component products were studied using different structures of neural networks, and intelligent English machine translation was achieved. However, the abovementioned English machine translation models based on neural network structures all suffer from the problem of unsatisfactory translation results due to the loss of long-distance information in the process of transmission due to long-distance dependence and therefore need to be improved [12].

To address the problems in existing marking systems, an intelligent computerized marking system for English translation based on natural language processing is designed. Through simulation experiments, the system is compared with the current scoring system and manual scoring method, and it is verified that the designed scoring system has high operational stability and accuracy, and the overall performance is better than the current scoring system.

2. Design of a Computerized Intelligent Scoring System for English Translation

2.1. Hierarchical Construction of English Translation Scoring System. The hierarchical relationship of each module is shown in Figure 1.

At the initial stage of the system, students’ English translations are entered through the translation data collection module and processed by the collection module to produce a standardized format of the database file [13].

2.2. English Translations Scoring System. The overall framework of the natural language processing-based English translation system is shown in Figure 2. The user uploads a translation through the user side and, after the computer’s natural language intelligence processing and information interaction, inputs it into the system’s English translation scoring model.

2.3. Models in This Paper. LSTM is a special recurrent neural network model that solves the long sequence dependence problem in recurrent neural networks by adding memory units, input gates, output gates, and forgetting gates and improves the ability of recurrent neural networks to process long sequence data [14].

The transformer model also consists of an encoder group and a decoder group. An encoder or decoder group consists of multiple encoder modules or decoder modules stacked on top of each other. Each module consists of a multi-head attention and a fully connected feed-forward layer. Since the RNN is abandoned, another method is needed to remember the location information of the input sequence. A positional embedding is used in the transformer model to add a relative position to each element of the input sequence, and this position information is then used as a representation of each word [15, 16].

According to the above analysis of the LSTM network model, the output vector in the coding stage of the LSTM network model has a fixed dimension, so it uses the same dimensional vector for any length of the source language sequence to encode. In actual English machine translation, the input English sequences are of variable length, which makes it easy to use the standard LSTM model for English machine translation, and the model does not fit the English input sequences perfectly, thus making the translation effect unsatisfactory. Moreover, due to the different focus of translation, the use of a fixed dimensional representation of the input model sequence, i.e., the same level of attention to the sequence, is obviously not conducive to improving the quality of the translation. Therefore, in order to solve the above problems, an attention mechanism is embedded in the LSTM network [17], and an English machine translation model based on LSTM attention embedding is proposed.

First, a set of multiple vectors is used instead of a fixed dimension for representing the source language sequence. Then, by dynamically selecting the background vectors during the target sequence generation process, the translation model is improved to pay more attention to the parts with high relevance to the source language during the translation process, which in turn improves the translation performance of the model [18]. The LSTM English machine translation model embedded with attention mechanism consists of three parts: encoder, decoder, and attention mechanism, as shown in Figure 3.

The next hidden state at the target side of the model is calculated in the same way as the LSTM decoder part, as in the following equation:
the following equations:

\[ Z_i + 1 = \sigma(c_i, u_i, z_i), \]

where \( u_i \) denotes the \( i \)-th word in the target language sequence and \( c \) denotes the background vector of word \( i \). Since the background vectors of the LSTM model with the embedded attention mechanism are a set of multiple vectors, rather than being uniformly fixed [19], each word in the target language sequence can find a unique background vector corresponding to it.

Let the state of the implicit layer at encoder \( j \) be \( h_j \), then its corresponding background vector can be calculated by

\[ C_j = \sum_{j=1}^{r} a_{ij} h_j, \]

where \( a_{ij} \) represents the weight, i.e., the attention value of the \( i \)-th word in the target language sequence to the \( j \)-th word in the source language sequence, which can be calculated by the following equations:

\[ a_{ij} = \frac{\exp(e_{ij})}{\sum_{k=1}^{r} \exp(e_{ik})}, \]

\[ e_{ij} = a(z_i, h_j), \]

where \( a \) is a function that measures the match between the current hidden state \( z_i \) of the target language sequence and the hidden state \( h_j \) of the source language sequence and can be calculated by

\[ e_{ij} = v^T \tanh(W_{zz} z_i + W_h h_j), \]

where \( v, W_z, \) and \( W_h \) denote the model parameters to be learned.

By embedding an attention mechanism in the LSTM network, the model can be weighted with different weights on the source language side, which solves the long-range dependency problem of standard LSTM models and thus improves the model performance.

### 3. Implementation of an English Translation Scoring System

#### 3.1. Language Models for English Translation Scoring Systems

Statistical language models can give the probability distribution of a particular sentence sequence or word sequence in a translation [20–22]. To simplify the computation and reduce the complexity, a ternary model is introduced. Let the preferred set embedded in the ternary language model be \( V \) and the ternary combination be \( (u, v, w) \), corresponding to a parameter \( q(w \mid u, v) \) with full \( w \in v \cup \{\text{STOP}\} \) and \( u, v \in v \cup \{\ast\} \). \( q(w \mid u, v) \) represents the probability that a single word \( w \) follows a word \( u \) and \( v \) when the binary combination is known. The probability distribution of the ternary language model for a given translated sentence \( x_1 x_2 \ldots x_n \) is given by

\[ p(x_1 x_2 \ldots x_n) = \prod_{i=1}^{n} q(x_i \mid x_{i-2} x_{i-1}). \]

The restrictions that need to be met are

\[ q(w \mid u, v) \geq 0 \sum_{w \in v \cup \{\text{STOP}\}} q(w \mid u, v) = 1. \]

The maximum likelihood estimation algorithm is used to solve for \( q(w \mid u, v) \), which corresponds to the following equation:

\[ q(w \mid u, v) = \frac{c(u, v, w)}{c(u, v)}, \]

where \( c(u, v, w) \) represents the frequency of occurrence of \( (u, v, w) \) in the translation training set and \( c(u, v) \) is the frequency of occurrence of \( (u, v) \) in the translation training set [23].

To address the problem that not all ternary combinations that do not appear in the translation training set have a probability of zero, a smoothing algorithm is introduced to obtain the descriptive formula for the language model as

\[ q(w \mid u, v) = \lambda_1 q(w \mid u, v) + \lambda_2 q(w \mid v) + \lambda_3 q(w), \]

where \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) represent the smoothing factors and satisfy \( \lambda_1, \lambda_2, \lambda_3 \geq 0, \lambda_1 + \lambda_2 + \lambda_3 = 1; q(w \mid v) \) represents the probability of word \( w \) occurring after the word \( v \) when word \( v \) is known; and \( q(w) \) represents the total probability of word \( w \) occurring.
3.2. Similarity Calculation and Scoring of English Translations.
In order to calculate the similarity between the user’s translation result and the standard answer, the similarity of keywords is introduced and the word similarity is calculated by the following formula [24]:

\[
\text{sim Word}(A, B) = \frac{\text{Same}(A, B)}{\text{Num}(A) + \text{Num}(B)}
\]  

(10)

where \(\text{sim Word}(A, B)\) is the word similarity between sentences \(A\) and \(B\), \(\text{Same}(A, B)\) represents the number of identical words in sentences \(A\) and \(B\), and \(\text{Num}(A)\) and \(\text{Num}(B)\) represent the number of words in sentences \(A\) and \(B\), respectively.

The characteristic keyword similarity is calculated, the particle swarm optimized BP network is used to fit the calculation, and the calculation result is compared with the set scoring standard.

4. Experimental Results and Analysis

4.1. Experimental Environment and Parameter Settings. In order to verify the effectiveness of the proposed LSTM attentional embedding-based English machine translation model, the study built an LSTM English machine translation system on the TensorFlow framework [25]. The parameters of the LSTM neural network are set as follows: the vocabulary size is 30,000, the word vector dimension and the number of nodes in the implicit layer are 512, the number of LSTM network layers is 2, the column search width is 3, the learning rate is 0.1, the dropout is 0.5, and the batch size is 128. The decoding stage is based on the column search algorithm.

4.2. Dataset Sources and Preprocessing. The study chose the International Spoken Language and its Translation Review Contest (IWSLT) 2019 data, which has a small data size, as the dataset for this experiment, including 220,000 Chinese-English parallel utterance pairs, pairs of test set data, and pairs of development data [26]. Since the LSTM attentional embedding-based English machine translation model could not be trained and learned directly on the IWSLT 2019 dataset, word vector transformation of the dataset was also required [27]. The study performed a word separation process on the data and then used CBOW to factorize the separated data.

4.2.1. Split Word Processing. As (IWSLT) 2019 dataset contains Chinese and English parallel utterance pairs, the Chinese and English word separation methods are different; therefore, the study carried out word separation for the Chinese and English of the experimental dataset separately [28]. For Chinese word separation, a statistical-based word separation method was used. Firstly, a word is regarded as a combination of several fixed words according to the composition form of Chinese words; then, the probability of word generation is judged according to the frequency of co-occurrence between words in the context of an utterance, i.e., the credibility of the word; finally, a threshold is set according to the credibility of the word to form the word composition condition and determine the word separation. In the case of English, since the basic unit of English is the word, it is only necessary to split the word directly according to the space. However, since English sentences contain stop words, they also need to be deactivated during the word separation process [29]. The English deactivation process consists of three main steps: firstly, capitalisation of the English language, then space splitting of the words and symbols at the end of the sentence, and finally, generalisation of the word sentence using the special noun special bond method.

4.2.2. Word Vector Representation. Victorian representation of words means digitising linguistic symbols so that language numbers can be fed into a model for training and learning [30]. The study uses CBOW for the factorized representation of words. Suppose the size of the dictionary is \(v\), and an index set 111 of one-to-one correspondence between the word and the integers in the dictionary is established. If there exists a test sequence with length \(T\), time window size \(m\), and word \(J\) at time \(t\), the probability of CBOW maximizing the background work to generate a central word is given by

\[
J = \prod_{t=1}^{T} P\left(w^{t-m}, \ldots, w^{t-1}, w^{t+1}, \ldots, w^{t+m}\right).
\]  

(11)

Taking the negative logarithm of the above equation gives the loss function, i.e., the maximum likelihood estimate of equation (11) can be calculated by minimizing the following equation:

\[
J = \sum_{t=1}^{T} \log P\left(w^{t} \mid w^{t-m}, \ldots, w^{t+1}, \ldots, w^{t+m}\right).
\]  

(12)

Assuming that the background word vector is denoted as \(v\) and the central word vector is denoted as \(u\), then by CBOW training, for each word indexed as \(i\) in the lexicon, the vector of that word as a background word is obtained \((v_i)\) and the vector as a central word can be denoted \(u_i\).

4.3. Evaluation Indicators. BLEU value is selected as the index to evaluate the translation quality of the translation model. The larger its value is, the higher the translation quality is. The calculation method of the BLEU value is shown as follows:

\[
\text{BLEU} = BP \times \exp \left( \sum_{n=1}^{N} w_n \log_{10} p_n \right).
\]  

(13)

where BP is the penalty factor; \(N\) is the longest tuple length, usually 4; \(n\) is the number of tuples; \(w_n\) is the tuple \(n\) weight; and \(p_n\) is the tuple \(n\) ratio [12].

4.4. Model Validation. In order to verify the performance of the proposed LSTM attention-embedded translation model, the experimental dataset was trained with the standard LSTM model and the attention-embedded LSTM model,
and the results are shown in Figure 4. The numbers in Figure 4 represent the different network layers in the network model we designed. Compared with the standard LSTM model, the attention-embedded LSTM model has a higher BLEU value, indicating that the attention-embedded
LSTM model is more effective in translating long sentences and the model performance is effectively improved.

4.5. Model Comparison. In order to verify the translation effectiveness of the proposed English machine translation model of LSTM attention, the experimental analysis results are shown in Figure 5. As can be seen from the figure, the BLEU values of the proposed English machine translation model based on LSTM attention embedding on both the development machine and the test set are higher than those of the traditional LSTM, RNN, and GRU-Attention English machine translation models, indicating that, compared to the comparison translation models, the proposed translation model improves translation by our network. The proposed translation model improves the performance and translation quality by our network.

4.6. Scoring Effect. In Table 1, DE denotes the English translation document to be scored; RM denotes the scoring method; RA, RB, and RC denote the designed system, the existing scoring system, and the manual scoring method, respectively; SC denotes the score in points and is denoted by the letter C.

According to the data in Table 1, the scoring results of the designed system are closer to the manual scoring results, with a minimum difference of 0.1 C and a maximum difference of 0.3 C. This indicates that the scoring error of the designed English translation scoring system is smaller and the scoring performance is better. Experiments were conducted using the designed system and the existing scoring system to compare the running time of the scoring process, and the experimental results are shown in Figure 6. In Figure 6, RA and RB denote the runtime of the designed system and the existing scoring system, respectively.
According to Figure 6, the range of fluctuation of the scoring runtime curve of the designed system is smaller than that of the runtime curve of the existing scoring system, which indicates that the designed system is more stable in operation. For the translation sample, the scoring time of the designed system was 4.7 s, while that of the existing scoring system was 6.1 s. For the translation sample, the scoring times of the designed system and the existing scoring system were 4.9 s and 5.9 s, respectively, which indicates that the scoring time of the designed system was significantly lower than that of the existing scoring system for the same translation sample, indicating that the scoring efficiency of the designed system was higher.

5. Conclusions

The proposed English machine translation model based on LSTM attention embedding is innovative in that it enhances the representation of source language contextual information by introducing an attention mechanism into the standard LSTM English translation model, thereby improving the performance of the English machine translation model and the quality of the translated text. The result is better than the standard LSTM model and the traditional RNN and GRU-Attention English machine translation models and can be used in real English machine translation. The experimental results show that the overall performance of the designed system is better than that of the traditional system, indicating its strong practicality.
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