The ground state of the Holstein molecular crystal model of a single electron in one dimension is studied using the Global-Local variational method, analyzing in particular the total energy, kinetic energy, phonon energy, and interaction energy over a broad region of the polaron parameter space. Through the application of objective criteria, a curve is identified that simply, accurately, and robustly locates the self-trapping transition separating small polaron and large polaron behavior. Particular attention is given to the kinetic energy, which is compared quantitatively with other perturbative and non-perturbative methods.

PACS numbers: 71.38.+i, 71.15.-m, 71.35.Aa, 72.90.+y

I. INTRODUCTION

Despite the extensive effort and creativity that has been applied to the polaron problem for more than half a century, there remain significant aspects of polaron structure and behavior that have defied satisfying explanation and quantitative description. Central among these is the so-called self-trapping transition, manifested as a strong feature in the intermediate-coupling regime that separates states that are predominantly “small-polaron-like” from states that are predominantly “large-polaron-like”.

Though this transition is expected to be smooth at finite parameter values, and though perturbation theories exist providing asymptotically accurate descriptions of polaron structure and properties on each side of this transition, the intermediate-coupling region in which the transition lies has proven very resistant to analysis.

Although the physically-meaningful self-trapping transition is not a singular feature of the polaron landscape at finite parameter values, the self-trapping transition is related to singular behavior in the adiabatic limit. This singular behavior in the far reaches of parameter space appears to influence both weak-coupling perturbation theory and strong-coupling perturbation theory at finite parameter values in that weak-coupling perturbation theory [1,7] breaks down as this feature is approached from below, and strong-coupling perturbation theory [6,13] breaks down as this feature is approached from above.
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Much as a discrete curve (e.g., the unit circle) may describe a limited domain of convergence for a series representation of a function though the function itself may be well-behaved across most of that curve, there is meaning to the notion of a discrete line describing the location of the self-trapping transition though the physical phenomenon we study may be smooth throughout the finite parameter space. However, lacking absolute knowledge of the underlying self-trapping phenomenon, we must necessarily proceed more empirically and attempt to infer the location of a broadly-meaningful self-trapping line from limited observations of polaron properties. From such observations on numerous distinct quantities over large regions of the polaron parameter space, we conclude that the self-trapping line of the Holstein model in one dimension is accurately and robustly described by the simple relation

\begin{equation}
\gamma_{ST} = 1 + \sqrt{\frac{J}{\hbar \omega}},
\end{equation}

in which \(J\) is the nearest-neighbor electronic hopping integral, \(\omega\) is the Einstein frequency, and \(\gamma\) is the dimensionless coupling strength. By this we do not mean that every physical property exhibits transition behavior on this curve at all parameter values, but that collectively transition behaviors in all measured properties are consistently and quantitatively related to this single curve. This curve could already be inferred roughly in Figure 4 of Ref. [14], but here we are led to this functional form by direct, high-precision numerical study.

Describing the self-trapping transition with accuracy clearly requires methods that are non-perturbative. In recent years, several methods have been developed that are capable of describing the intermediate-coupling regime with high accuracy over non-trivial ranges of adiabaticity; these include variational techniques [6,14–21], cluster diagonalization [13,22–24], density matrix renormalization group (DMRG) [25,26] and quantum Monte Carlo simulations (QMC) [27–33].

Elsewhere [18], we have made direct quantitative comparisons among a number of these and other independent methods, demonstrating broad quantitative agreement among the best. Here, we use the Global-Local variational method on periodic lattices of 32 sites, supported by low orders of perturbation theory on infinite lattices. Details about the numerical method can be found in Refs. [14].

We focus on the 1-D Holstein Hamiltonian for a single electron [34,35]

\begin{equation}
\hat{H} = \hat{H}_{\text{kin}} + \hat{H}_{\text{ph}} + \hat{H}_{\text{int}},
\end{equation}

\begin{align}
\hat{H}_{\text{kin}} &= -J \sum_n a_n^{\dagger} (a_{n+1} + a_{n-1}), \\
\hat{H}_{\text{ph}} &= \hbar \omega \sum_n b_n^{\dagger} b_n,
\end{align}
\[ \hat{H}_{\text{int}} = -g\hbar\omega \sum_n a_n^\dagger a_n (b_n^\dagger + b_n) , \]  

(5)

in which \( a_n^\dagger \) creates an electron in the rigid-lattice Wannier state at site \( n \), and \( b_n^\dagger \) creates a quantum \( \hbar\omega \) of vibrational energy in the Einstein oscillator at site \( n \); \( J \) is the electronic transfer integral between nearest-neighbor sites, and \( g \) is the local electron-phonon coupling constant.

II. CHARACTERISTIC ENERGIES

The global ground state energy \( E_0 \) is composed of contributions from the three principal components of the total Hamiltonian:

\[ E_0 = \langle \psi | H | \psi \rangle = E_{\text{kin}} + E_{\text{ph}} + E_{\text{int}} , \]

(6)

in which \( E_{\text{kin}} \) is the kinetic energy, \( E_{\text{ph}} \) is the phonon energy, and \( E_{\text{int}} \) is the electron-phonon interaction energy.

Our numerical results for these quantities are summarized in Figure 1 as functions of the electron-phonon coupling strength \( g \) for several values of \( J/\hbar\omega \). Each curve in Figure 1 contains 80-200 data points and each figure panel collectively represents nearly 1200 distinct polaron ground states. No smoothing has been performed; each “curve” is a polygonal arc connecting computed energies.

Over most of the parameter space we have investigated, computational errors are smaller than can be meaningfully conveyed with any resolvable symbol; the principal exception is at weak coupling and smaller \( J \) values where decreasing sensitivity of the ground state energy to certain details of polaron structure eventually hampers convergence.

With increasing adiabaticity, here beginning at \( J/\hbar\omega \approx 7 \), the ability of the variational method to represent the complexity of polaron structure in the immediate vicinity of the self-trapping transition eventually is overtaxed, and discontinuities appear in estimated quantities such as the kinetic energy. Although the \textit{value} of the kinetic energy in the immediate vicinity of such anomalies is necessarily distorted, the location of the discontinuities continues to provide reasonable estimates for the location of the self-trapping transition, and outside of a narrow region, quantitative accuracy remains good [13]. For such reasons, in the following we retain data for the cases \( J/\hbar\omega = 7 \) and 9.
The ground state energy $E_0$ (a) and its several components $E_{\text{kin}}$ (b), $E_{\text{ph}}$ (c), and $E_{\text{int}}$ (d) as functions of the electron-phonon coupling for $J/\hbar \omega = 0.25$, 0.5, 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0 and 9.0 (solid curves, top to bottom in (a), left to right in (b), (c), and (d)). The dashed curve in each figure panel is the exact $J \to 0$ limit appropriate to each case. The chain-dotted curves illustrate Eqs. (7) - (11) for $J/\hbar \omega = 9$, and (13) for $J/\hbar \omega = 1/4$. Circles (◦) indicate the “break” in each energy curve associated with the self-trapping transition. Bullets (•) in (a) and (b) indicate the $J = 0$ termini of the self-trapping lines appropriate to $E_0$ and $E_{\text{kin}}$ as determined from Eqs. (11) and (13), respectively. The arrow in (b) indicates the initial slope of the $E_{\text{kin}}$ self-trapping line as determined from Eq. (13).

Although the aggregate ($E_0$) of these several contributions is subject to variational constraint, the values of the separate contributions ($E_{\text{kin}}$, $E_{\text{ph}}$, $E_{\text{ph}}$) are not; in principle, the latter are vulnerable to distortions that may misrepresent some aspects of ground state structure while still yielding favorable results for the ground state energy. It is for such reasons that in the course of developing our method and in using it to obtain new results, we pay close attention to the detail of overall polaron structure and compare multiple quantities with known results available from independent approaches.
In the appropriate regimes, the energy contributions shown in Figure 1 are in excellent agreement with the weak-coupling perturbation theory results (Rayleigh-Schrödinger, $\hat{H}_0 = \hat{H}_{\text{kin}} + \hat{H}_{\text{ph}}$, $\hat{H}' = \hat{H}_{\text{int}}$)

$$E_0^{\text{WC}} \sim -2J - g^2 \frac{\hbar \omega}{\sqrt{1 + 4J/\hbar \omega}} ,$$  

$$E_{\text{kin}}^{\text{WC}} \sim -2J + g^2 \frac{2J}{(1 + 4J/\hbar \omega)^{3/2}} ,$$  

$$E_{\text{ph}}^{\text{WC}} \sim g^2 \left[ \frac{\hbar \omega}{\sqrt{1 + 4J/\hbar \omega}} - \frac{2J}{(1 + 4J/\hbar \omega)^{3/2}} \right] ,$$  

$$E_{\text{int}}^{\text{WC}} \sim -g^2 \frac{2\hbar \omega}{\sqrt{1 + 4J/\hbar \omega}} ,$$  

and with the strong-coupling perturbation theory results (Rayleigh-Schrödinger following the Lang-Firsov transformation, $\hat{H}_0 = \tilde{\hat{H}}_{\text{ph}} + \tilde{\hat{H}}_{\text{int}}$, $\hat{H}' = \tilde{\hat{H}}_{\text{kin}}$)

$$E_0^{\text{SC}} \sim -g^2 \hbar \omega \left[ -2J e^{-g^2} \right.$$

$$\frac{2J^2}{\hbar \omega} e^{-2g^2} \left[f(2g^2) + f(g^2)\right] ,$$

$$\sim -g^2 - \frac{J^2}{g^2} \quad g \gg 1$$

$$E_{\text{kin}}^{\text{SC}} \sim -2J e^{-g^2}$$

$$\frac{4J^2}{\hbar \omega} e^{-2g^2} \left[f(2g^2) + f(g^2)\right] ,$$

$$\sim -\frac{2J^2}{g^2} \quad g \gg 1$$

$$f(y) = \text{Ei}(y) - \gamma - \ln(y) ,$$

where $\gamma$ is the Euler constant and $\text{Ei}(y)$ is the exponential integral. One sample curve representing each of Eqs. (7) - (13) has been included in Figure 1 to illustrate this agreement. More detailed discussion and comparisons with other theories have been given elsewhere.

The kinetic energy is particularly important as a ground state property that is intimately connected with electron mobility. Characteristically, the kinetic energy is a weak function of the electron-phonon coupling below the self-trapping transition, and this dependence grows increasingly weak with increasing adiabaticity. Owing to the minimal involvement of phonons in the polaron in this regime, the quasi-particle can be fairly characterized as a quasi-free electron with a slightly reduced bandwidth. At very strong coupling, the kinetic energy decays to zero, suggesting that the dressed electron becomes essentially immobile relative to the quasi-free electron; significant, however, is the fact that this decay is not ultimately exponential in the coupling constant as is commonly assumed on the basis of the small polaron approximation (first order SCPT), but a much weaker inverse power as suggested by perturbative corrections (second-order SCPT).
A comparison of our numerical kinetic energies with weak (8) and strong (13) coupling perturbation theories is shown in Figure 2. Each of these comparisons exhibits sharp deviations in the vicinity of the self-trapping transition because neither WCPT nor SCPT undergoes the transition while the variational results do.
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**FIG. 2.** Comparison of Global-Local kinetic energy, $E_{GL}^{\text{kin}}$, with weak-coupling perturbation theory, $E_{WC}^{\text{kin}}$ according to (8) (upper panel), and with the Lang-Firsov approximation, $E_{SC}^{\text{kin}}$ according to (13) (lower panel), as functions of the electron-phonon coupling.

Apart from data affected by deteriorating precision, the agreement between our variational and perturbative kinetic energy in the weak-coupling regime is very good up to $g$ values close to the self-trapping transition. For this weak coupling case, perturbation theory characteristically overestimates the kinetic energy value, underrepresenting the integration of phonons into polaron structure, causing the electron to appear more “free” than it actually is. This is to be expected, of course, since the inherent anharmonicity of the large polaron is induced by the electron-phonon interaction even at weak coupling, but is only partially captured by the low orders of weak-coupling perturbation theory.

For strong coupling, our variational calculation approaches the second-order SCPT result above the self-trapping transition; however, deviations persist significantly into the strong coupling regime, with larger $J$’s converging to the SCPT result more slowly than smaller $J$’s. Strong coupling perturbation theory systematically underestimates the kinetic energy, overrepresenting the integration of phonons into polaron structure, causing the electron to appear more “trapped” than it actually is. This, too, is to be expected, since the zeroth-order state of strong coupling perturbation theory is the extreme limit of a completely localized excitation; the finite
real-space spread of the true self-consistent polaron state is only partially captured at low orders.

![Graph](image)

**FIG. 3.** Comparison of the kinetic energy $E_{\text{kin}}$ as determined by the Global-Local method (solid line) with weak coupling perturbation theory (dashed line), strong coupling perturbation theory (dotted line), quantum Monte Carlo simulation (scatter plot), and density matrix renormalization group (diamonds) for $J/\hbar\omega = 1$. The (+) symbol indicates the location of the self-trapping transition as determined here. QMC data kindly provided by P. E. Kornilovitch [33]. DMRG data kindly provided by E. Jeckelmann [26].

While this mutual consistency among limiting results is satisfying, the quantitative accuracy of both weak- and strong-coupling perturbation theory is superceded by that of the Global-Local method at intermediate coupling where the self-trapping transition is found. Figure 3 illustrates this point by comparing WCPT and SCPT with the Global-Local variational result as well as with results from quantum Monte Carlo simulation and the density matrix renormalization group approach. In the following, we rely exclusively upon our variational method for locating the transition.

### III. SELF-TRAPPING LINE

The self-trapping transition is the more-or-less rapid change in polaron structure from that typical of large polarons (below the transition) to that typical of small polarons (above) as $g$ or $J$ are varied, and is typically evident in features that grow increasingly sharp with increasing adiabaticity. The self-trapping transition is certainly the most exotic feature of the polaron phase diagram, and is intimately involved with, if not always
ultimately responsible for, many of the difficulties encountered in polaron theory. The physical transition is smooth at finite $g$ and $J/h\omega$; however, as exemplified in the previous section, it is common for approximate descriptions of the phenomenon either to miss the transition completely, or to break down in some respect in its vicinity.

In view of the smoothness of the physical self-trapping transition, however, there is no reason to expect the transition to be manifested in exactly the same way in distinct physical quantities; thus, we expect an intrinsic ambiguity in the precise location of the self-trapping transition that is diminished only by the progressive sharpening of the underlying physical phenomenon.

Since each of the energies displayed in Figure 4 exhibits a “knee” or “break” that clearly separates distinct weak- and strong-coupling trends, any one of $E_0$, $E_{\text{kin}}$, $E_{\text{ph}}$, or $E_{\text{int}}$ could be used to locate the self-trapping effect. As objective criteria for locating this transition, we associate the transition with the particular coupling strength in the intermediate regime where each energy changes most rapidly with respect to $g$ at fixed $J/h\omega$; these points are identified by zeros in the second derivatives with respect to $g$ of $E_{\text{kin}}$, $E_{\text{ph}}$, and $E_{\text{int}}$, and in the third derivative of $E_0$ as collected in Figure 4; other rapidity criteria will produce slightly different traces.

FIG. 4. Polaron phase diagram, showing the location of the self-trapping transition. Discrete symbols correspond to our numerical determinations by applying rapidity criteria to assorted Global-Local energy band data; we have included results from a similar analysis of the polaron effective mass in Ref. [19]. The dashed line corresponds to the empirical curve $g_{ST} = 1 + \sqrt{J/h\omega}$; no fit has been performed to obtain this curve.

These criteria amplify numerical errors and therefore are quite demanding of numerical precision. Over
the interval where the transition was sought, we used a sampling interval $\Delta g$ sufficiently small that directly-computed $g$-values alone would suffice to convey the message of Figure 4. However, as our convergence criterion, we required sufficient smoothness in the computed derivatives that the determining zeros could be interpolated with absolute numerical error considerably smaller than the sampling interval in most cases. While this degree of precision is not really necessary to convincingly locate the self-trapping line, we applied to our study the further “check” that the collection of numerically-determined self-trapping points should describe sensible curves through the actual family of energies as presented in Figure 1. This proves to be a stringent error criterion, since the numerical errors already amplified by repeated differentiation with respect to $g$ are further amplified by the characteristic steepness of $E_{\text{kin}}$, $E_{\text{ph}}$, and $E_{\text{int}}$ in the vicinity of the transition. It is especially significant, therefore, that the numerically-determined self-trapping loci obtained from $E_{\text{kin}}$ not only describe a “sensible” curve, but appear to connect smoothly with the ascertainable trend as $J/\hbar\omega \to 0$ (See Figure 1b).

Such considerations permitted a clear resolution of the self-trapping transition for most hopping integral values used in this work, with a characteristic deterioration of precision at small $J/\hbar\omega$ and $g$ here affecting primarily $J/\hbar\omega < 1$ and $g < 1.5$. For this reason, no self-trapping loci are reported for $E_{\text{ph}}$ and $E_{\text{int}}$ at $J/\hbar\omega = 1/4$.

Though precision deteriorates at small $J/\hbar\omega$, the dispersion among estimated self-trapping locations that is evident in Figure 4 at smaller $J/\hbar\omega$ values is not the result of numerical errors, but reflects the intrinsic ambiguity in the assignment of a sharp location to a smooth transition. Using perturbation theory (See (11) and (13)), for example, one can show that as $J/\hbar\omega \to 0$, the trend in the kinetic energy criterion leads to $g = \frac{1}{\sqrt{2}}$, while the trend in the ground state energy criterion leads to $g = \sqrt{\frac{3}{2}}$. This is consistent with the relative trends in the self-trapping estimates derived from $E_{\text{kin}}$ and $E_0$ data, and is at least roughly consistent with the absolute trends. This intrinsic non-coincidence implies that there is no single line consistent with all of the criteria that might legitimately be considered to locate the transition. Thus, the function (1) appears to describe the common or criterion-independent trend line about which distinct locators are tightly clustered with a spread that narrows steadily in both relative and absolute terms with increasing adiabaticity.

There is reason to expect (1) to continue to accurately locate the self-trapping transition beyond the investigated regime, since it is known from strong-coupling theory that the transition is associated with a particular value of the effective coupling parameter $\lambda \equiv g^2\hbar\omega/2J$ in the adiabatic limit (4)

$$\lambda_{\text{ST}} \equiv \frac{g_{\text{ST}}^2\hbar\omega}{2J} \to \lambda_c = \frac{1}{2}$$ (16)
which is consistent with (1).

Our conclusion that the relation (1) accurately and robustly describes the location of the self-trapping transition in the Holstein model is borne out as well in the behavior of other physical quantities not discussed here. Particularly important among these is the polaron effective mass, which has been discussed in depth in Ref. [19], whose consistency with our present results is illustrated in Figure 4. The effective mass is of great importance because it is a widely-recognized hallmark of the self-trapping transition and because it demonstrates that the scope of the self-trapping transition extends beyond the ground state. Other measures at the heart of the polaron problem include the electron-phonon correlations that define the spatial structure of the polaron; presumably the self-trapping transition should involve characteristic rapid changes in spatial structure (e.g., “localization” upon self-trapping) that can be analyzed in order to assess the location of the transition. An extensive analysis of such correlations to be presented elsewhere [6,7] fully supports the conclusions of this paper in quantitative detail.

IV. ON DIMENSIONALITY AND ADIABATICITY

The results of this paper apply to polarons in one space dimension. Extrapolating from these results to two and three dimensions is necessarily speculative; however, several pertinent observations can be made.

The results that have long characterized commonly-held expectations for the dimensionality dependence of polaron structure are due to behavior ascertainable in the adiabatic approximation [38–40]. Without recounting well-known arguments in detail, we note that these expectations relate to the existence, possible co-existence, and relative stability of infinite-radius and finite-radius states; the former are often referred to as “free” states and the latter as “self-trapped” states. “Free” states are inessentially distinct from weakly-scattered free electron states while “self-trapped” states differ markedly from free-electron states in many respects.

In two and three dimensions, the minimum energy states in the adiabatic approximation are found to be “free” states throughout the weak-coupling regime up to a discrete (structure-dependent) coupling threshold beyond which “self-trapped” states have the minimum energy. This transition phenomenon is what is meant by the term “self-trapping transition” in the adiabatic approximation. Accordingly, there is no occasion to distinguish large from small polarons in two and three dimensions since the “free” states below the transition are of infinite radius and distinct from large polarons, and the “self-trapped” states above the transition are always interpretable as small polarons. This set of circumstances in two and three dimensions is reflected in the catch phrase
“all polarons are small”, since in this view large polarons in the adiabatic sense are never characteristic of the polaron ground state.

In one dimension, on the other hand, “free” states are not found at all in the adiabatic approximation except in the limit of vanishing electron-phonon coupling; instead, finite-radius (i.e. “self-trapped”) states are found at all finite coupling strengths, leading to the commonly encountered view that there is no self-trapping transition in one dimension. That these universally “self-trapped” states in one dimension might be distinguishable as large polarons or small polarons is of little consequence in this view, and one is led to consider the notion of a resolvable transition between distinct large and small polaron structures as inconsequential as well. The issue cuts deeper, however, in that in the adiabatic approximation no such characteristic transition from large-to-small polaron structure is found.

That we here find clear and essential transition behavior between large and small polaron states in the one-dimensional case stands in stark contrast to the conventional adiabatic perspective; there is no casual reinterpretation of one or the other set of results that relieves the contrast between such distinct alternatives. Since our one-dimensional results are quantitatively supported by independent high-quality methods (including cluster diagonalization [13,22–24], density matrix renormalization group [23,26], and quantum Monte Carlo [28–33]) we are led to conclude that the problem to be resolved lies not with the data or methodology upon which we base our analysis, but with the adiabatic approximation itself. Indeed, we need not speculate on this point, since elaborations of adiabatic theory incorporating non-adiabatic corrections [24,41,42] support our overall conclusion that the adiabatic approximation as it is widely regarded fails to embrace non-adiabatic characteristics that are essential to the proper description of polaron states in the weak coupling regime, and therefore fails as well to properly describe the self-trapping transition itself. This conclusion is deeply rooted in the quantum-mechanical nature of electron-phonon correlations and is not unique to one dimension, suggesting that the adiabatic picture of self-trapping in two and three dimensions may misrepresent the true nature of polaron structure and self-trapping as well. We need not speculate too broadly on this point either, since an increasing body of results (especially quantum Monte Carlo) consistently point to the absence of any dramatic qualitative differences between the occurrence of self-trapping in one dimension and in higher dimensions.

The consistent conclusion from all these studies is that in any dimension self-trapping can be understood as a transition between large and small polarons, and that the large polaron state is non-trivially distinct from both the free electron state and the large polaron state commonly found in the adiabatic approximation.

It may be suggested that although adiabatic corrections might be expected to be significant at sufficiently
small $J/\hbar \omega$, the conventional adiabatic perspective on self-trapping ought to emerge as the adiabatic limit ($J/\hbar \omega \to \infty$) is properly taken. As discussed at (16) ff., however, many arguments going beyond the adiabatic approximation point to a critical self-trapping transition in the vicinity of $\lambda_c[1] = 1/2$ in the adiabatic limit in one dimension, consistent with our findings in this paper and contrary to many widely-held expectations; i.e., our notion of a resolvable transition from large to small polaron structure persists into the adiabatic limit.

Less firm information is available regarding the occurrence of critical self-trapping in higher dimensions; however, in dimensions $[D]$ dynamical mean field theory [13,44], for example, offers the estimates $\lambda_c[1] = 1/2$, $\lambda_c[2] \approx 0.8$, and $\lambda_c[\infty] \approx 0.844$, while our own estimates based on scaling arguments [14] suggest $\lambda_c[1] = 1/2$, $\lambda_c[2] \approx 0.8536$, $\lambda_c[3] \approx 0.9082$, and $\lambda_c[\infty] = 1$. Both sets of estimates support the notion that at least the existence of the self-trapping transition and the scaling properties related to it are not seriously affected by changes in dimensionality.

Thus, adiabatic theory appears to be exceptional in suggesting a sharp distinction between polaron properties in one vs. higher dimensions.

V. CONCLUSION

In this paper, we have presented a large volume of data, comprehensive in scope and highly accurate, for the ground state energy $E_0$, kinetic energy $E_{\text{kin}}$, phonon energy $E_{\text{ph}}$, and electron-phonon interaction energy $E_{\text{int}}$ for the Holstein molecular crystal model of a single electron in one dimension.

We have broadly demonstrated the agreement between these results and the appropriate perturbation theories at weak and strong coupling, and have demonstrated the breakdown of both weak- and strong-coupling perturbation theory in the intermediate regime. For particular cases we have demonstrated the detailed mutual consistency of our results with those of the density matrix renormalization group and with those of quantum Monte Carlo simulation from weak coupling to strong coupling.

Thus amply confirmed, we have analyzed the dependence of each of the principal energies upon the electron-phonon coupling constant to determine the self-trapping transition, defined relative to each measured property as the point at which that property experiences its most rapid change with respect to $g$. The data thus collected cluster in a clear way, suggesting the definition of a single self-trapping line $g_{\text{ST}} = 1 + \sqrt{J/\hbar \omega}$. This line joins with the adiabatic critical point in the adiabatic limit, and separates large polaron structure from small polaron structure at all $J/\hbar \omega$.

Whether one chooses to consider the specific data appropriate to one physical property or the $g_{\text{ST}}$ characteristic of all, the self-trapping points here determined are
consistent with features found in the particular kinetic energies, ground state energies, correlation functions, and effective masses determined independently by other high-quality methods. These findings support the notion of the self-trapping transition as a smooth phenomenon at finite $J/\hbar\omega$ and $g$, sharpening steadily as one approaches the adiabatic limit. As such, the self-trapping line associated with this transition is not unique, but is accurately and robustly located by $g_{ST}$.
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