GLOBAL REGULARITY OF WAVE MAPS VII.
CONTROL OF DELocalised OR DISPERsed
SOLUTIONS

TERENCE TAO

Abstract. This is the final paper in the series [19], [20], [21], [22] that establishes global regularity for two-dimensional wave maps into hyperbolic targets. In this paper we establish the remaining claims required for this statement, namely a divisible perturbation theory, and a means of synthesising solutions for frequency-delocalised, spatially-dispersed, or spatially-delocalised data out of solutions of strictly smaller energy.

As a consequence of the perturbation theory here and the results obtained earlier in the series, we also establish spacetime bounds and scattering properties of wave maps into hyperbolic space.

Note: This is a first draft only, and is NOT publication quality! I hope to reorganise this series of papers in the future, hopefully with a somewhat more simplified and streamlined approach to the subject.

1. Introduction

This paper is a technical component of a larger program [19] to establish large data global regularity for the initial value problem for two-dimensional wave maps into hyperbolic spaces. To explain this problem, let us set out some notation.

Let $\mathbb{R}^{1+2}$ be Minkowski space $\{(t, x) : t \in \mathbb{R}, x \in \mathbb{R}^2\}$ with the usual metric $g_{\alpha\beta}x^\alpha x^\beta := -dt^2 + dx^2$. We shall work primarily in $\mathbb{R}^{1+2}$, parameterised by Greek indices $\alpha, \beta = 0, 1, 2$, raised and lowered in the usual manner. We also parameterise the spatial coordinates by Roman indices $i, j = 1, 2$. Fix $m \geq 1$, and let $\mathbf{H} = (\mathbf{H}^m, h)$ be the $m$-dimensional hyperbolic space of constant sectional curvature $-1$. We observe that the Lorentz group $SO(m, 1)$ acts isometrically on $\mathbf{H}$.

A classical wave map $\phi = (\phi, I)$ from a slab $I \times \mathbb{R}^2$ in 1+2-dimensional Minkowski space to $\mathbf{H}$ is defined to be any smooth map $\phi : I \times \mathbb{R}^2 \to \mathbf{H}$
which differs from a constant \( \phi(\infty) \in H \) by a function Schwartz in space (embedding \( H \) in \( \mathbb{R}^{1+m} \) to define the Schwartz space), and is a (formal) critical point of the Lagrangian
\[
\int_{\mathbb{R}^{1+2}} \langle \partial^{\alpha} \phi(t,x), \partial_{\alpha} \phi(t,x) \rangle_{h(\phi(t,x))} \, dt \, dx
\]
in the sense that \( \phi \) obeys the corresponding Euler-Lagrange equation
\[
(\phi^* \nabla)^\alpha \partial_{\alpha} \phi = 0,
\]
where \( (\phi^* \nabla)^\alpha \) is covariant differentiation on the vector bundle \( \phi^* (TH) \) with respect to the pull-back \( \phi^* \nabla \) via \( \phi \) of the Levi-Civita connection \( \nabla \) on the tangent bundle \( TH \) of \( H \). If \( I = \mathbb{R} \), we say that the wave map is global. We observe that wave maps have a conserved energy
\[
E(\phi) = E(\phi[t]) := \int_{\mathbb{R}^2} T_{00}(t,x) \, dx = \int_{\mathbb{R}^2} \frac{1}{2} |\partial_t \phi|_{h(\phi)}^2 + \frac{1}{2} |\nabla_x \phi|_{h(\phi)}^2 \, dx
\]
for all \( t \in I \), where \( \phi[t] := (\phi(t), \partial_t \phi(t)) \) is the data of \( \phi \) at \( t \).

We record five important (and well known) symmetries of wave maps:

- For any \( t_0 \in \mathbb{R} \), we have the time translation symmetry
  \[
  \text{Time}_{t_0} : \phi(t,x) \mapsto \phi(t - t_0, x). \tag{4}
  \]
- For any \( x_0 \in \mathbb{R}^2 \), we have the space translation symmetry
  \[
  \text{Trans}_{x_0} : \phi(t,x) \mapsto \phi(t, x - x_0). \tag{5}
  \]
- Time reversal symmetry
  \[
  \text{Rev} : \phi(t,x) \mapsto \phi(-t, x). \tag{6}
  \]
- For every \( U \in SO(m,1) \), we have the target rotation symmetry
  \[
  \text{Rot}_U : \phi(t,x) \mapsto U \circ \phi(t,x). \tag{7}
  \]
- For every \( \lambda > 0 \), we have the scaling symmetry
  \[
  \text{Dil}_\lambda : \phi(t,x) \mapsto \phi \left( \frac{t}{\lambda}, \frac{x}{\lambda} \right). \tag{8}
  \]

In each of these symmetries, the lifespan \( I \) of the wave map transforms in the obvious manner (e.g. for (4), \( I \) transforms to \( I + t_0 \)). Also observe that the energy (3) is invariant with respect to all of these symmetries.

Define classical data to be any pair \( (\phi_0, \phi_1) \), where \( \phi_0 : \mathbb{R}^2 \to H \) is map which is in the Schwartz space modulo constants (embedding \( H \) in \( \mathbb{R}^{1+m} \) to define the Schwartz space), and \( \phi_1 : \mathbb{R}^2 \to TH \) is a Schwartz map with \( \phi_1(x) \in T_{\phi_0(x)} H \) for all \( x \in \mathbb{R}^2 \); let \( \mathcal{S} \) denote the space of all classical data, equipped with the Schwartz topology; one should view this space as a non-linear analogue of the linear Schwartz data space.
\(S(\mathbb{R}^2) \times S(\mathbb{R}^2)\). Note that if \((\phi, I)\) is a classical wave map, then \(\phi[t]\) lies in \(S\), smoothly in \(t\).

For future reference, we note that the symmetries (5), (6), (7), (8) induce analogous symmetries on \(S\):

\[
\text{Trans}_{x_0} : (\phi_0(x), \phi_1(x)) \mapsto (\phi_0(x - x_0), \phi_1(x - x_0))
\]

(9)

\[
\text{Rev} : (\phi_0(x), \phi_1(x)) \mapsto (\phi_0(x), -\phi_1(x))
\]

(10)

\[
\text{Rot}_U : (\phi_0(x), \phi_1(x)) \mapsto (U\phi_0(x), dU(\phi_0(x))(\phi_1(x)))
\]

(11)

\[
\text{Dil}_\lambda : (\phi_0(x), \phi_1(x)) \mapsto (\phi_0(\frac{x}{\lambda}), \frac{1}{\lambda}\phi_1(\frac{x}{\lambda}))
\]

(12)

The purpose of this paper and the three preceding papers [19], [20], [21], [22] is to prove the following conjecture, stated for instance in [8]:

**Conjecture 1.1** (Global regularity for wave maps). For every \((\phi_0, \phi_1) \in S\) there exists a unique global classical wave map \(\phi : \mathbb{R} \times \mathbb{R}^2 \to H\) with \(\phi[0] = (\phi_0, \phi_1)\).

There has been extensive prior progress on this conjecture, see for instance [18, Chapter 6] or [11] for a survey, or the first paper [19] in this series for further discussion and references. Recently, an alternate proof of Conjecture [11] (and more generally, global regularity for any smooth target manifold which is either compact, or has compact quotients) was given in [12], [13]. A third proof, in the case when the target is the hyperbolic plane \(H^2\), has also been announced by Krieger and Schlag (private communication).

The preceding papers [19], [20], [21], [22] reduced matters to being able to define the concept of a \((A, \mu)\)-wave map for parameters \(A, \mu > 0\), which are a class of classical wave maps \((\phi, I)\) on a compact time interval \(I\) of energy at most \(A\) which obey some additional estimates depending on \(A, \mu\) which we will specify in Section 6. Given a classical wave map \((\phi, I)\) and parameters \(A, \mu > 0\), define the \((A, \mu)\)-entropy of \((\phi, I)\) to be the minimum number of compact intervals \(J\) needed to cover \(I\), such that the restriction \((\phi \restriction_J, J)\) of \((\phi, I)\) to \(J\) is a \((A, \mu)\)-wave map for each such \(J\).

In Section 6 we will prove

**Theorem 1.2** (Properties of \((A, \mu)\)-wave maps). For every \(A, \mu > 0\) there exists a class of classical wave maps \((\phi, I)\) on compact time intervals with the following properties:

(i) (Monotonicity) If \((\phi, I)\) is an \((A, \mu)\)-wave map for some \(A > 0\) and \(0 < \mu \leq 1\), then it is also a \((A', \mu')\)-wave map for every
$A' \geq A$ and $\mu' \geq \mu$. Also, $(\phi \mid_J, J)$ is an $(A, \mu)$-wave map for every $J \subset I$.

(ii) (Symmetries) If $(\phi, I)$ is an $(A, \mu)$-wave map for some $A > 0$ and $0 < \mu \leq 1$, then any application of the symmetries (4)-(8) to $\phi$ and $I$ is also a $(A, \mu)$-wave map.

(iii) (Divisibility) If $(\phi, I)$ is an $(A, \mu)$-wave map, with $\mu$ sufficiently small depending on $A$, and $0 < \mu' \leq 1$, then $(\phi, I)$ has an $(O(A), \mu')$-entropy of $O_{A, \mu, \mu'}(1)$.

(iv) (Continuity) Let $A > 0$, and let $0 < \mu < 1$ be sufficiently small depending on $A$. If $I$ is a compact interval, $I_n$ is an increasing sequence of compact sub-intervals which exhaust the interior of $I$, and $(\phi(n), I_n)$ is a sequence of $(A, \mu)$-wave maps which converge uniformly in $\dot{H}^1$ on every compact interval of $I$, then the limit extends continuously in $\dot{H}^1$ to all of $I$. (For the definition of the energy space $\dot{H}^1$, see Section 3.9 below.)

(v) (Small data scattering) For every $0 < \mu \leq 1$ there exists an $E > 0$ such that whenever $I$ is a interval and $(\phi, I)$ is a classical wave map with energy at most $E$, then $\phi$ is a $(\mu, \mu)$-wave map.

Call an energy $E > 0$ good if there exists $A, M > 0$, $0 < \mu \leq 1$ such that every classical wave map $(\phi, I)$ with $I$ compact and $E(\phi) \leq E$ has an $(A, \mu)$-entropy of at most $M$. Call $E$ bad if it is not good. In \[22, \text{Lemma 3.1}\], the following consequence of the above theorem was shown:

**Lemma 1.3** (Scattering bound implies global well-posedness). Suppose $E$ is good. Then for any classical initial data $(\phi_0, \phi_1) \in S$ with energy at most $E$ and any $t_0 \in \mathbb{R}$, there is a global classical wave map $\phi$ with $\phi[t_0] = (\phi_0, \phi_1)$.

In Section 3.9 we will recall the notion of the energy spectral distribution $\text{ESD}(\phi_0, \phi_1)$ of some classical data $(\phi_0, \phi_1) \in S$. We will then prove the following theorems:

**Theorem 1.4** (Frequency delocalisation implies spacetime bound). Let $0 < E_0 < \infty$ be such that every energy strictly less than $E_0$ is good. Let $\phi^{(n)}[0] \in S$ be a sequence of classical initial data with the energy bound

$$E(\phi^{(n)}[0]) \leq E_0 + o_{n \to \infty}(1)$$

(13)

\[\text{See Section 2 below for the asymptotic notation used in this paper.}\]
and suppose that there exists \( \varepsilon > 0 \) (independent of \( n \)) and \( K_n \to \infty \) such that we have the frequency delocalisation property

\[
\int_{1/K_n < s < K_n} \text{ESD}(\phi^{(n)}[0])(s) \, ds = o_{n \to \infty}(1) \tag{14}
\]

and

\[
\int_{s \geq K_n} \text{ESD}(\phi^{(n)}[0])(s) \, ds, \int_{s \leq 1/K_n} \text{ESD}(\phi^{(n)}[0])(s) \, ds \geq \varepsilon \tag{15}
\]

for all \( n \). Then there exists \( A, M > 0 \) independent of \( n \) such that for each sufficiently large \( n \) and every compact time interval \( I \ni 0 \), one can extend \( \phi^{(n)}[0] \) to a classical wave map \( (\phi^{(n)}, I) \) with \((A, 1)\)-entropy at most \( M \).

**Theorem 1.5** (Spatial dispersion implies spacetime bound). Let \( 0 < E_0 < \infty \) be such that every energy strictly less than \( E_0 \) is good. Let \( \phi^{(n)}[0] \in \mathcal{S} \) be a sequence of initial data with the energy bound \((13)\), which is uniformly localised in frequency in the sense that for every \( \varepsilon > 0 \) there exists a \( C > 0 \) (independent of \( n \)) such that

\[
\int_{s \geq C} \text{ESD}(\phi^{(n)}[0])(s) \, ds, \int_{s \leq 1/C} \text{ESD}(\phi^{(n)}[0])(s) \, ds \leq \varepsilon \tag{16}
\]

for all \( n \). Suppose also that the data is asymptotically spatially dispersed in the sense that

\[
\sup_{x_0 \in \mathbb{R}^2} \int_{|x - x_0| \leq 1} T_{00}(\phi^{(n)})(0, x) \, dx = o_{n \to \infty}(1), \tag{17}
\]

where the energy density \( T_{00} \) was defined in \((3)\). Then there exists \( A, M > 0 \) independent of \( n \) such that for each sufficiently large \( n \) and every compact time interval \( I \ni 0 \), one can extend \( \phi^{(n)}[0] \) to a classical wave map \( (\phi^{(n)}, I) \) to either the forward time interval \( I_+ := I \cap [0, +\infty) \) or the backward time interval \( I_- := I \cap (-\infty, 0] \) with \((A, 1)\)-entropy at most \( M \).

**Theorem 1.6** (Spatial delocalisation implies spacetime bound). Let \( 0 < E_0 < \infty \) be such that every energy strictly less than \( E_0 \) is good. Let \( \phi^{(n)}[0] \in \mathcal{S} \) be a sequence of initial data with the energy bound \((13)\), which is uniformly localised in frequency in the sense of \((16)\). Suppose also that there exists \( \varepsilon > 0 \) (independent of \( n \)) and \( R_n \to \infty \) such that

\[
\int_{|x| \leq 1} T_{00}(\phi^{(n)})(0, x) \, dx \geq \varepsilon
\]

and

\[
\int_{|x| \geq R_n} T_{00}(\phi^{(n)})(0, x) \, dx \geq \varepsilon.
\]

Then there exists \( A, M > 0 \) independent of \( n \) such that for each sufficiently large \( n \) and every compact time interval \( I \ni 0 \), one can extend \( \phi^{(n)}[0] \) to a classical wave map \( (\phi^{(n)}, I) \) with \((A, 1)\)-entropy at most \( M \).
Theorems 1.4, 1.5, 1.6 will be proven in Sections 8, 9, and 10 respectively. Theorems 1.2-1.6 combined with the arguments in [19], [20], [21], [22], imply Conjecture 1.1; see [22] (and [19]) for a detailed discussion. In Section 11 below we will also explain how these results also imply scattering and spacetime bounds for wave maps.

1.7. Acknowledgements. This project was started in 2001, while the author was a Clay Prize Fellow. The author thanks Andrew Hassell and the Australian National University for their hospitality when a substantial portion of this work was initially conducted, and to Ben Andrews and Andrew Hassell for a crash course in Riemannian geometry and manifold embedding, and in particular to Ben Andrews for explaining the harmonic map heat flow. The author also thanks Mark Keel for background material on wave maps, Daniel Tataru for sharing some valuable insights on multilinear estimates and function spaces, and to Sergiu Klainerman, Igor Rodnianski and Jacob Sterbenz for valuable discussions. The author is supported by NSF grant DMS-0649473 and a grant from the Macarthur Foundation.

2. Notation

In order to efficiently manage the rather large amount of technical computations, it is convenient to introduce a substantial amount of notation, as well as some basic estimates that we will use throughout the paper.

2.1. Small exponents. We will need to fix four small exponents

$$0 < \delta_{-1} \ll \delta_0 \ll \delta_1 \ll \delta_2 \ll 1$$

which are absolute constants, with each $\delta_i$ being sufficiently small depending on all higher $\delta_i$. (The strange choice of subscripts here is needed for compatibility with [21] and [16]). The exact choice of constants is not important, but for sake of concreteness one could take $\delta_i := 10^{-10^{i-1}}$, for instance. All the implied constants in the asymptotic notation below can depend on these exponents.

Remark 2.2. The interpretation of these constants in our argument will be as follows. The largest constant $\delta_2$ is the exponent that quantifies certain useful exponential decays in frequency-localised linear, bilinear, and trilinear estimates when the ratio of two frequencies becomes favorable. The intermediate constant $\delta_1$ is used to design the weakly frequency localised space $S_k$ (and its variant $S_{\mu,k}$, adapted to the large data theory) that we will encounter later in this paper. The smaller constant $\delta_0$ is used to control the fluctuation of the frequency envelopes.
c(s) that we will use to control solutions. The smallest constant \( \delta_{-1} \) is needed to define a certain technical refinement \( N_k^+ \) of the nonlinearity space \( N_k \) in Appendix [B].

It will be useful to have some standard cutoff functions that compare two frequency parameters \( k, k' \):

**Definition 2.3 (Cutoff functions).** Given any integers \( k, k' \), we define \( \chi_{k \geq k'} = \chi_{k' \leq k} := \min(1, 2^{-(k-k')} \right) \) and \( \chi_{k=k'} := 2^{-|k-k'|} \).

Thus \( \chi_{k' \leq k} \) is weakly localised to the region \( k' \leq k \), and similarly for the other cutoffs. In practice we shall usually raise these cutoffs to an exponent such as \( \pm \delta_0, \pm \delta_1 \), or \( \pm \delta_2 \).

2.4. **Asymptotic notation.** The dimension \( m \) of the target hyperbolic space \( H^m \) is fixed throughout the paper, and all implied constants can depend on \( m \).

We use \( X = O(Y) \) or \( X \lesssim Y \) to denote the estimate \( |X| \leq CY \) for some absolute constant \( C > 0 \), that can depend on the \( \delta_i \) and the dimension \( m \) of the target hyperbolic space. If we wish to permit \( C \) to depend on some further parameters, we shall denote this by subscripts, e.g. \( X = O_k(Y) \) or \( X \lesssim_k Y \) denotes the estimate \( |X| \leq C_k Y \) where \( C_k > 0 \) depends on \( k \).

Note that parameters can be other mathematical objects than numbers. For instance, the statement that a function \( u : \mathbb{R}^2 \to \mathbb{R} \) is Schwartz is equivalent to the assertion that one has a bound of the form \( |\nabla_x^j u(x)| \lesssim_j \langle x \rangle^{-j} \) for all \( j, k \geq 0 \) and \( x \in \mathbb{R}^2 \), where \( \langle x \rangle := (1 + |x|^2)^{1/2} \).

2.5. **Schematic notation.** We use \( \nabla_x \) as an abbreviation for \((\partial_1, \partial_2)\), thus for instance

\[
|\nabla_x \phi|_{\phi^* h}^2 = \langle \partial_i \phi, \partial_i \phi \rangle_{\phi^* h}^2
\]

\[
|\langle \phi^* \nabla_x \nabla_x \phi \rangle = \langle \langle \phi^* \nabla \rangle_i \partial_j \phi, \langle \phi^* \nabla \rangle_i \partial_j \phi \rangle_{\phi^* h}^2
\]

with the usual summation conventions.

We use juxtaposition to denote tensor product; thus for instance if \( \psi_x := (\psi_1, \psi_2) \), then \( \psi_x^2 = \psi_x \psi_x \) denotes the rank 2 tensor with the four components \( \psi_i \psi_j \) for \( i, j = 1, 2 \); similarly, \( \nabla_x^2 \) is the rank 2 tensor operator with four components \( \partial_i \partial_j \) for \( i, j = 1, 2 \), and so forth.

If \( X \) is a tensor-valued quantity, we use \( \mathcal{O}(X) \) to denote an expression which is **schematically** of the form \( X \), which means that it is a tensor.
whose components are linear combinations of those in $X$, with coefficients being absolute constants (depending only on $m$). Thus for instance, if $v, w \in \mathbb{R}^m$, then the anti-symmetric matrix $v \wedge w := vw^\dagger - wv^\dagger$ has the schematic form $v \wedge w = O(vw)$. If the coefficients in the schematic representation depend on a parameter, we will denote this by subscripts. Thus for instance we have the Leibniz rule

$$\nabla_x \mathcal{O}(\phi \psi) = \sum_{j_1, j_2 \geq 0; j_1 + j_2 = j} \mathcal{O}(\nabla_x^{j_1} \phi \nabla_x^{j_2} \psi)$$

(18)

and similarly for products of three or more functions.

2.6. Difference notation. Throughout this paper, we adopt the notational conventions $\delta f := f' - f$ and $f^* := (f, f')$ for any field $f$ for which the right-hand side makes sense. For future reference we observe the discretised Leibniz rule

$$\delta(fg) = \mathcal{O}((\delta f)g^*) + \mathcal{O}(f^* \delta g)$$

(19)

and similarly for products of three or more functions.

2.7. Function spaces. We use the usual Lebesgue spaces $L^p_x(\mathbb{R}^2)$ and Sobolev spaces $H^s_x(\mathbb{R}^2)$, and create spacetime norms such as $L^q_t L^p_x(I \times \mathbb{R}^2)$ in the usual manner. Later on we shall also use the more complicated spaces adapted to the wave maps problem from [16] (see also [26]).

If $X$ is a normed space for scalar-valued functions, we also extend $X$ to functions $\phi := (\phi_1, \ldots, \phi_m)$ taking values in a standard finite-dimensional vector space such as $\mathbb{R}^m$ with the convention

$$\|\phi\|_X := \left(\sum_{j=1}^m \|\phi_j\|_X^2\right)^{1/2}.$$

Note that if $X$ was already a Hilbert space on scalar functions, it continues to be a Hilbert space on vector-valued functions, and the orthogonal group $O(m)$ on that space acts isometrically on this space. If $X$ is merely a normed vector space, then the orthogonal group is no longer isometric, but the action of an element of this group has operator norm bounded above and below by constants depending only on $m$.

Definition 2.8 (Littlewood-Paley projections). Let $\varphi(\xi)$ be a radial bump function supported in the ball $\{\xi \in \mathbb{R}^2 : |\xi| \leq \frac{1}{10}\}$ and equal to 1 on the ball $\{\xi \in \mathbb{R}^2 : |\xi| \leq 1\}$. For each real number $k$, we define the
Fourier multipliers
\[ \hat{P}_\leq k f(\xi) := \varphi(\xi/2^k) \hat{f}(\xi) \]
\[ \hat{P}_> k f(\xi) := (1 - \varphi(\xi/2^k)) \hat{f}(\xi) \]
\[ \hat{P}_k f(\xi) := (\varphi(\xi/2^k) - \varphi(2\xi/2^k)) \hat{f}(\xi). \]
We similarly define \( P_< k \) and \( P_\geq k \).

We remark that while the Littlewood-Paley projections are traditionally defined for integer \( k \), it will be convenient for various minor technical reasons to generalise these projections to real \( k \).

It is useful to introduce the following frequency-weighted Sobolev norms.

**Definition 2.9** (Sobolev-type norms). For every \( m \geq 0 \) and \( s > 0 \), and any Schwartz function on \( \mathbb{R}^2 \), we define
\[ \|u\|_{A^m(s)} := \sum_{j=0}^m s^{j/2} \|\nabla_x^j u\|_{L^\infty_x(\mathbb{R}^2)} + s^{(j+1)/2} \|\nabla_x^{j+1} u\|_{L^2_x(\mathbb{R}^2)}. \]

If instead \( u \) is a function on \( \mathbb{R}^+ \times \mathbb{R}^2 \) which is Schwartz in space, we define
\[ \|u\|_{A^m(\mathbb{R}^+ \times \mathbb{R}^2)} := \sup_{s>0} \|u(s)\|_{A^m(s)} + \int_0^\infty \|u(s)\|_{A^m(s)}^2 \frac{ds}{s}. \]

We observe the useful algebra property
\[ \|uv\|_{A^m(s)} \lesssim \|u\|_{A^m(s)} \|v\|_{A^m(s)} \quad (20) \]
for any \( m \geq 0 \) and \( s > 0 \), and any Schwartz functions \( u, v \) on \( \mathbb{R}^2 \), which follow from many applications of the Leibniz rule, the triangle inequality, and Hölder’s inequality. This algebra property implies a similar one on \( \mathbb{R}^+ \times \mathbb{R}^2 \), namely
\[ \|uv\|_{A^m(\mathbb{R}^+ \times \mathbb{R}^2)} \lesssim \|u\|_{A^m(\mathbb{R}^+ \times \mathbb{R}^2)} \|v\|_{A^m(\mathbb{R}^+ \times \mathbb{R}^2)} \quad (21) \]

In a similar spirit we define the frequency-weighted Sobolev norms
\[ \|u\|_{\dot{H}^m_k(\mathbb{R}^2)} := \sup_{k'} \chi_{k-k'}^{-\delta_1} 2^{-mk'} \|P_{k'} u\|_{L^2_x(\mathbb{R}^2)} \quad (22) \]
and
\[ \|u\|_{A^m_k(\mathbb{R}^2)} := \sum_{m'=0}^m 2^{-(m'-1)k} \|u\|_{\dot{H}^{m'}_k(\mathbb{R}^2)} \quad (23) \]

**Lemma 2.10** (Product estimates). For any Schwartz \( u, v \) and \( k_1, k_2 \in \mathbb{R} \), one has
\[ \|uv\|_{\dot{H}^1_{\max(k_1,k_2)}(\mathbb{R}^2)} \lesssim \|u\|_{\dot{H}^1_{k_1}(\mathbb{R}^2)} \|v\|_{\dot{H}^1_{k_2}(\mathbb{R}^2)}. \]
and
\[\|uv\|_{H^0_{\max(k_1,k_2)}(\mathbb{R}^2)} \lesssim \chi_{k_1 \geq k_2} \|u\|_{H^0_{k_1}(\mathbb{R}^2)} \|v\|_{H^1_{k_2}(\mathbb{R}^2)}.\]

If \(m \geq 1\), one similarly has
\[\|uv\|_{A^m_{\max(k_1,k_2)}(\mathbb{R}^2)} \lesssim_m \|u\|_{A^m_{k_1}(\mathbb{R}^2)} \|v\|_{A^m_{k_2}(\mathbb{R}^2)}.\]

**Proof.** For any given \(k, k_1, k_2 \in \mathbb{R}\), consider the problem of obtaining the best constant \(C_{k,k_1,k_2}\) in the dyadic estimate
\[\|P_k(P_{k_1}uP_{k_2}v)\|_{L^2(R^2)} \lesssim C_{k,k_1,k_2} \|P_{k_1}u\|_{L^2(R^2)} \|P_{k_2}v\|_{L^2(R^2)}.\]

Discarding the \(P_k\) projection and using Bernstein’s inequality to estimate \(P_{k_2}v\) in \(L^\infty\), one obtains the bound
\[C_{k,k_1,k_2} \lesssim 2^{k_2};\]
a similar argument gives \(C_{k,k_1,k_2} \lesssim 2^{k_1}\). Finally, using Bernstein to control the \(L^2\) norm of \(P_k(P_{k_1}uP_{k_2}v)\) by the \(L^1\) norm gives \(C_{k,k_1,k_2} \lesssim 2^k\).

In other words, we have shown
\[\|P_k(P_{k_1}uP_{k_2}v)\|_{L^2(R^2)} \lesssim 2^{\min(k,k_1,k_2)} \|P_{k_1}u\|_{L^2(R^2)} \|P_{k_2}v\|_{L^2(R^2)}.\]

The claims now follow by decomposing \(uv = \sum_{k,k_1,k_2} P_k(P_{k_1}uP_{k_2}v)\) and using the triangle inequality (noting from Fourier analysis that we can restrict the summation to the low-high cases \(k_1' \leq k_2' + O(1)\), \(k = k_1' + O(1)\), the high-low cases \(k_2' \leq k_1' + O(1)\), \(k = k_1' + O(1)\), and the high-high cases \(k_1' = k_2' + O(1)\), \(k \leq k_1' + O(1)\)). \(\square\)

### 2.11. Frequency envelopes.

We first recall a useful definition from [14].

**Definition 2.12 (Frequency envelope).** [14] Let \(E > 0\). A frequency envelope of energy \(E\) is a map \(c : \mathbb{R}^+ \to \mathbb{R}^+\) with
\[\int_0^\infty c(s)^2 \frac{ds}{s} = E\]
for all \(s, s' > 0\).

**Remark 2.13.** The estimate \((25)\) is asserting that \(c(s)\) can grow at most as fast as \(s^{\delta_0}\), and decay at most as rapidly as \(s^{-\delta_0}\). In [14] a discretised version of this concept was used, with the continuous variable \(s\) being replaced by the discrete variable \(2^{-2k}\) for integer \(k\). However, as the heat flow uses a continuous time variable \(s\), it is more natural to use the continuous version of a frequency envelope. In [27] it was observed that one could take asymmetric envelopes, in which \(c(s)\) is allowed to decay faster as \(s\) decreases than when \(s\) increases. However, due to our use of heat flow (which does not have as good frequency damping
properties near the frequency origin as Littlewood-Paley operators) it is not convenient to use these asymmetric envelopes in our arguments.

**Remark 2.14.** Observe from (24), (25) that if $c$ is a frequency envelope of energy $E$, then we have the pointwise bounds

$$c(s) \lesssim \sqrt{E}$$

for all $s > 0$. Another useful inequality, arising from Cauchy-Schwarz, is

$$\int_{s_1}^{s_2} \frac{c(s)}{s} \, ds \leq \sqrt{E \log(s_2/s_1)^{1/2}}$$

which implies in particular that

$$\int_{s_-}^{s_+} \frac{c(s_1)}{s_1} \ldots \frac{c(s_j)}{s_j} \, ds_1 \ldots ds_j \leq \frac{E^{j/2}}{j!} \log(s_+/s_-)^{j/2}.$$  

Using Stirling’s formula $j! = O(1)j^j$ and the elementary calculus inequality $\log(x)^{j/2} \lesssim O(1)j^j x^{j/2}$ for any $x \geq 1$ (which comes from applying the estimate $e^t \geq t$ to $t := 2b \log x$) we conclude that

$$\int_{s_-}^{s_+} \frac{c(s_1)}{s_1} \ldots \frac{c(s_j)}{s_j} \, ds_1 \ldots ds_j \lesssim \epsilon O\left(\frac{E^{j/2}}{j!} \log(s_+/s_-)^{j/2}\right).$$

We also define the frequency $k(s) \in \mathbb{Z}$ of a heat-temporal variable $s > 0$ by the formula

$$k(s) := \lfloor \log_2 s^{-1/2} \rfloor,$$

thus $2^{-2k(s)} \sim s$.

We recall some Gronwall-type inequalities from [21]:

**Lemma 2.15** (Gronwall-type inequality from $s = +\infty$). [21, Lemma 2.15] Let $c$ be a frequency envelope of energy at most $E$. Let $f, g : \mathbb{R}^+ \to \mathbb{R}^+$ be locally integrable functions with $\lim_{s \to \infty} f(s) = 0$ such that $g$ obeys (25), and

$$f(s) \leq g(s) + \int_s^\infty f(s')c(s')((s' - s)/s')^{-\theta} (s'/s)^{-3b_0} \frac{ds'}{s'}$$

for all $s > 0$ and some $0 \leq \theta < 1$. Then we have

$$f(s) \lesssim_{E, \theta} g(s)$$

for all $s > 0$.

**Lemma 2.16** (Gronwall-type inequality from $s = 0$). [21, Lemma 2.16] Let $c$ be a frequency envelope of energy at most $E$. Let $f, g : \mathbb{R}^+ \to \mathbb{R}^+$
be locally integrable functions with \( \lim_{s \to 0} f(s) = 0 \) such that \( g \) obeys (25), and
\[
f(s) \leq g(s) + \int_{s}^{\infty} f(s') c(s') ((s - s')/s)^{-\theta} (s'/s)^{3\delta_0} \frac{ds'}{s'}
\]
for all \( s > 0 \) and some \( 0 \leq \theta < 1 \). Then we have
\[
f(s) \lesssim_{E, \theta} g(s)
\]
for all \( s > 0 \).

3. Resolutions and reconstruction of maps

In several of the preceding papers in this series [20], [21], [22], a classical wave map \( \phi : I \times \mathbb{R}^2 \to H \) was analysed by extending it to a map \( \phi : \mathbb{R}^+ \times I \times \mathbb{R}^2 \to H \) along the harmonic map heat flow, and then viewing that extended map in an orthonormal frame in the caloric gauge to obtain differentiated fields \( \psi_{s,t,x} = (\psi_{s,t,x}, A_{s,t,x}) \) (with \( A_s = 0 \)), which took values in vector spaces such as \( \mathbb{R}^m \) rather than in the hyperbolic space \( H^m \). In particular, the field \( \psi_s : \mathbb{R}^+ \times I \times \mathbb{R}^2 \to \mathbb{R}^m \) was generated; one can view \( \psi_s \) as a sort of non-linear Littlewood-Paley resolution of \( \phi \), analogous to the classical linear Littlewood-Paley resolution \( \psi_s = \partial_s e^{s\Delta} \phi \) of maps \( \phi : I \times \mathbb{R}^2 \to \mathbb{R}^m \) into a Euclidean space rather than hyperbolic space. Furthermore, by integrating the gauge condition \( A_s = 0 \), one could reconstruct the original map \( \phi \) from the resolution \( \psi_s \) (and some additional boundary data \( \phi(\infty), e(\infty) \) of little importance).

In this paper we will need to generalise this type of resolution of a map \( \phi \) to a field \( \psi_s \), and reconstruction of \( \phi \) from \( \psi_s \), to more general types of maps \( \phi \) (not necessarily wave maps), and more general fields \( \psi_s \) (not necessarily obeying the harmonic map heat flow). The additional freedom afforded by this generalisation is necessary because we will be performing various decompositions of \( \psi_s \) (e.g. into high and low frequency components) in order to establish Theorems 1.4, 1.5, 1.6, and such decompositions will only preserve the wave map and heat flow equations approximately rather than exactly. The \( \psi_s \) thus plays the role of the dynamic field (cf. the “dynamic separation” technique in [10]).

In this section we set up the framework for this generalisation.

**Definition 3.1** (Resolution and reconstruction). Let \( I \) be a compact time interval. A map on \( I \) is a smooth map \( \phi : I \times \mathbb{R}^2 \to H \). A dynamic field on \( I \) is a smooth map \( \psi_s : \mathbb{R}^+ \times I \times \mathbb{R}^2 \to \mathbb{R}^m \) which
obeys the qualitative estimates
\[
|\partial_t^i \partial_s^j \nabla^k_x \psi_s(s, t, x)| \lesssim i, j, k, \psi_s(s)^{- (3 + k + 2j)/2}
\] (29)
for all \( i, j, k \geq 0, s \in \mathbb{R}^+, t \in I, \) and \( x \in \mathbb{R}^2. \)

Let \( \phi(\infty) \in \mathbf{H} \), and let \( c(\infty) \in \text{Frame}(T_{\phi(\infty)} \mathbf{H}) \) be an orthonormal frame at \( \phi(\infty) \). A map \( \phi: I \times \mathbb{R}^2 \to \mathbf{H} \) is said to be reconstructed from a dynamic field \( \psi_s: \mathbb{R}^+ \times I \times \mathbb{R}^2 \to \mathbb{R}^m \) with data \((\phi(\infty), c(\infty))\) at infinity if \( \phi \) can be extended to a smooth map \( \phi: \mathbb{R}^+ \times I \times \mathbb{R}^2 \to \mathbf{H} \), with \( \phi(s) \to \phi(\infty) \) as \( s \to \infty \) uniformly in \( I \times \mathbb{R}^2 \), and there exists a smooth frame \( e \in \Gamma(\phi^* \mathbf{T} \mathbf{H}) \) with \( e(s) \to e(\infty) \) as \( s \to \infty \) uniformly as \( s \to \infty \), such that \( e \) is parallel transported by \( \partial_s \) in the sense that
\[
(\phi^* \nabla)_s e = 0,
\] (30)
and \( \psi_s \) controls the \( s \) derivative of \( \phi \) in the sense that
\[
\psi_s = e^s \partial_s \phi.
\] (31)
(See [20] for the differential geometry conventions used here.) If \( \phi \) can be reconstructed from \( \psi_s \) and \((\phi(\infty), c(\infty))\), we say that \( \psi_s \) is a resolution of \( \phi \).

An easy application of the Picard existence theorem shows that given a dynamic field \( \psi_s \) and data \((\phi(\infty), c(\infty))\), there exists a unique field \( \phi \) that can be reconstructed from \( \psi_s \) and \((\phi(\infty), c(\infty))\). Due to the symmetric nature of hyperbolic space \( \mathbf{H} \); changing the data \((\phi(\infty), c(\infty))\) amounts to a rotation \([7] \); see [20] for further discussion. On the other hand, a single map \( \phi \) can have multiple resolutions \( \psi_s \), even after holding \((\phi(\infty), c(\infty))\) fixed; roughly speaking, any sufficiently nice retraction of \( \phi \) to \( \phi(\infty) \) will generate a resolution. (However, there is a canonical choice of resolution, the caloric gauge; see below.)

Let \( \psi_s \) be a dynamic field. We select an arbitrary pair of data \((\phi(\infty), c(\infty))\) at infinity and reconstruct the map \( \phi: \mathbb{R}^+ \times I \times \mathbb{R}^2 \to \mathbf{H} \), as well as the associated frame \( e \in \Gamma(\phi^* \mathbf{T} \mathbf{H}) \). We can then define the derivative fields \( \psi_\alpha: I \times \mathbb{R}^2 \to \mathbf{R}^m \) for \( \alpha = 0, 1, 2 \) by the formula
\[
\psi_\alpha := e^s \partial_\alpha \phi
\]
and the connection fields \( A_\alpha: I \times \mathbb{R}^2 \to \mathfrak{so}(m) \) by the formula
\[
(A_\alpha)_{ab} := \langle (\phi^* \nabla)_a e_\alpha, e_b \rangle_{\phi^* \mathfrak{h}}.
\]
Note that the notation here is compatible with the existing field \( \psi_s \); one could also define \( A_s \), but it automatically vanishes,
\[
A_s = 0,
\] (32)
thanks to [31]. Note also that the exact choice of \((\phi(\infty), c(\infty))\) do not affect the value of either \( \psi_\alpha \) or \( A_\alpha \). It is convenient to concatenate \( \psi_s := (\psi_1, \psi_2), \ A_x := (A_1, A_2), \ \psi_{t,x} := (\psi_0, \psi_1, \psi_2), \ A_{t,x} := (A_0, A_1, A_2), \)
\( \Psi_x := (\psi_x, A_x) \), \( \Psi_{t,x} := (\psi_{t,x}, A_{t,x}) \), and \( \Psi_{s,t,x} := (\Psi_{t,x}, \psi_s) \). We refer to \( \Psi_{s,t,x} \) as the differentiated fields.

The connection fields \( A_\alpha \) define a covariant derivative \( D_\alpha := \partial_\alpha + A_\alpha \) on vector fields such as \( \psi_s \) or \( \psi_\alpha \); we record the zero-torsion identity

\[
D_\alpha \psi_\beta = D_\beta \psi_\alpha
\]

or equivalently

\[
\partial_\alpha \psi_\beta - \partial_\beta \psi_\alpha = A_\alpha \psi_\beta - A_\beta \psi_\alpha \tag{33}
\]

and the constant curvature identity

\[
[D_\alpha, D_\beta] = -\psi_\alpha \wedge \psi_\beta
\]

or equivalently

\[
\partial_\alpha A_\beta - \partial_\beta A_\alpha = -\psi_\alpha \wedge \psi_\beta - [A_\alpha, A_\beta]. \tag{34}
\]

Similar identities hold in the \( s \) direction; in particular we have the schematic identities

\[
\partial_s \psi_\alpha = \nabla_{t,x} \psi_s + O(A_\alpha \psi_s) \tag{35}
\]

and

\[
\partial_s A_\alpha = O(\psi_\alpha \psi_s). \tag{36}
\]

We can unify these estimates schematically as

\[
\partial_s \Psi_\alpha = O(\nabla_{t,x} \psi_s) + O(\Psi_\alpha \psi_s). \tag{37}
\]

In order to retain the null structure in later arguments, it is important to note that the coefficients in the \( O() \) notation here do not depend on \( \alpha \).

**Lemma 3.2** (Decay estimate). \( \Psi_{t,x} = O_\psi(\langle s \rangle^{-1/2}) \).

**Proof.** From \( (37), (29) \) one has

\[
|\partial_s \Psi_{t,x}| \lesssim \psi_s \langle s \rangle^{-3/2} + \langle s \rangle^{-3/2} |\Psi_{t,x}|
\]

From Gronwall’s inequality, one concludes that

\[
|\Psi_{t,x}(s, t, x) - \Psi_{t,x}(s', t, x)| \lesssim \psi_s \langle \min(s, s') \rangle^{-1/2} \tag{38}
\]

for all \( s, s' > 0 \) and \( (t, x) \in I \times \mathbb{R}^2 \). Thus \( \Psi_{t,x}(s) \) is a uniform Cauchy sequence in \( s \) and therefore converges uniformly to a limit \( \Psi_{t,x}(\infty) \) as \( s \to \infty \). Because \( \phi(s) \) converges uniformly to \( \phi(\infty) \), we see that \( \Psi_{t,x}(\infty) \) must be zero, and the claim follows from \( (38) \). \( \square \)

From this lemma and \( (35), (36) \) we conclude that

\[
\psi_\alpha(s_0) = -\int_{s_0}^\infty \partial_\alpha \psi_s(s_1) \, ds_1 + \int_{s_0}^\infty O(A_\alpha(s)) \psi_s(s_1) \, ds_1
\]
and
\[ A_\alpha(s_0) = \int_{s_0}^\infty \mathcal{O}(\psi_\alpha(s_1)\psi_s(s_1)) \, ds_1. \]

We can iterate these identities to obtain
\[ \psi_\alpha(s_0) = \sum_{j=0}^J X_{2j+1,\alpha}(s_0) + E_{2j+1,\alpha}(s_0) \]
and
\[ A_\alpha(s_0) = \sum_{j=0}^J X_{2j+2,\alpha}(s_0) + E_{2J+2,\alpha}(s_0) \]
for any integer \( J \geq 0 \), where \( X_{j,\alpha}(s_0) \) for \( j \geq 1 \) takes the form
\[ X_{j,\alpha}(s_0) = \mathcal{O}_j(\int_{s_0<s_1<...<s_j} \psi_s(s_1) \ldots \psi_s(s_{j-1}) \partial_\alpha \psi_s(s_j) \, ds_1 \ldots ds_j) \]  
(39)
and the error term \( E_{j,\alpha}(s_0) \) takes the form
\[ E_{j,\alpha}(s_0) = \mathcal{O}_j(\int_{s_0<s_1<...<s_j} \psi_s(s_1) \ldots \psi_s(s_{j-1}) \psi_s(s_j) \Psi_{t,x}(s_j) \, ds_1 \ldots ds_j). \]

The coefficients in the \( \mathcal{O}_j \) notation grow at most exponentially in \( j \).

Using (29) and Lemma 3.2, one has the pointwise bound
\[ |E_{j,\alpha}(s_0)| \leq O_\psi(\int_{s_0}^\infty \langle s \rangle^{-3/2} \, ds)^j / j! \]
and thus (by the absolute integrability of \( \langle s \rangle^{-3/2} \)) \( E_{j,\alpha}(s_0) \) converges uniformly to zero as \( j \to \infty \). Thus we have the expansions
\[ \psi_\alpha = \sum_{j \geq 1, \text{odd}} X_{j,\alpha} \]
(40)
\[ A_\alpha = \sum_{j \geq 2, \text{even}} X_{j,\alpha}. \]
(41)
which describe the differentiated fields \( \Psi_{s,t,x} \) explicitly in terms of the dynamic field \( \psi_s \).

Let \( \psi_s \) be a dynamic field. We introduce the wave-tension field \( w : \mathbb{R}^+ \times I \times \mathbb{R}^2 \) and the heat-tension field \( h : \mathbb{R}^+ \times I \times \mathbb{R}^2 \) by the formulae
\[ w := D^\alpha \psi_\alpha \]
(42)
and
\[ h := \psi_s - D_i \psi_i \]
(43)
with the usual summation conventions. Observe that \( \phi \) obeys the wave map equation (2) if and only if the resolution \( \psi_s \) obeys the equation
\[ w(0) = 0 \]
(44)
We say that a dynamic field $\psi_s$ is a heat flow if the heat-tension field $h$ vanishes identically on the domain $\mathbb{R}^+ \times I \times \mathbb{R}^2$, thus
\[
\psi_s = D_t \psi_i.
\] (45)
The frame $e(0)$ at $s = 0$ associated to that field is the caloric gauge for the reconstruction $\phi(0)$. We have the following theorem:

**Theorem 3.3** (Existence and uniqueness of caloric gauge). Let $\phi : I \times \mathbb{R}^2 \rightarrow S$ be a map which equals $\phi(\infty)$ at infinity, and let $e(\infty) \in T_{\phi(\infty)}H$. Then there exists a unique resolution $\psi_s$ of $\phi$ with data $(\phi(\infty), e(\infty))$ at infinity which is a heat flow.

**Proof.** See [20, Theorem 3.16].

Heat flows obey the following equations of motion (see [21 Proposition 5.4]):
\[
\partial_s \psi_s = D_i D_i \psi_s - (\psi_s \wedge \psi_i) \psi_i 
\] (46)
\[
\partial_s \psi_{i,x} = D_i D_i \psi_{i,x} - (\psi_{i,x} \wedge \psi_i) \psi_i 
\] (47)
\[
\partial_s w = D_i D_i w - (w \wedge \psi_i) \psi_i + 2(\psi_\alpha \wedge \psi_i) D_i \psi^\alpha 
\] (48)
\[
D^\alpha D_\alpha \psi_s = \partial_s w - (\psi_\alpha \wedge \psi_s) \psi^\alpha. 
\] (49)

In particular, we see that the fields $\psi_{s,t,x}$ and $w$ evolve in $s$ by a covariant heat equation (with a forcing term of shape $\mathcal{O}(\psi_\alpha \psi_x D_x \psi^\alpha)$), while $\psi_s$ evolves in spacetime by a covariant wave equation (with $\partial_s w$ as the forcing term).

### 3.4. Instantaneous analogues.

The above discussion was for maps and fields on a time interval $I$. One can also consider instantaneous versions of these concepts:

**Definition 3.5** (Instantaneous resolution and reconstruction). Let $t_0 \in \mathbb{R}$ be a time. An instantaneous map $(\phi(t_0), \partial_t \phi(t_0))$ at time $t_0$ is smooth map $(\phi(t_0), \partial_t \phi(t_0)) : \mathbb{R}^2 \rightarrow TH$. If $\phi : I \times \mathbb{R}^2 \rightarrow H$ is a map with $t_0 \in I$, we write $\phi[t_0]$ for the instantaneous map $\phi[t_0] := (\phi(t_0), \partial_t \phi(t_0))$, and refer to $\phi[t_0]$ as the data of $\phi$ at time $t_0$ and $\phi$ as an extension of $\phi[t_0]$. Clearly, every instantaneous map can be viewed as the data of some map in a neighbourhood of $t_0$.

An instantaneous dynamic field $(\psi_s(t_0), \partial_t \psi_s(t_0))$ at $t_0$ is a pair of smooth maps $\psi_s(t_0), \partial_t \psi_s(t_0) : \mathbb{R}^+ \times \mathbb{R}^2 \rightarrow \mathbb{R}^m$ which obeys the qualitative estimates
\[
|d_x^k \nabla_x^k \psi_s(s,t,x)| \lesssim j,k,\psi_s \langle s \rangle^{-(3+k+2j)/2}
\] (50)
for all \( i = 0, 1, j, k \geq 0, s \in \mathbb{R}^+ \). If \( \psi_s : \mathbb{R}^+ \times I \times \mathbb{R}^2 \to \mathbb{R}^m \) is a dynamic field and \( t_0 \in I \), we write \( \psi_s[t_0] \) for the instantaneous dynamic field \( \psi_s[t_0] := (\psi_s(t_0), \partial_t \psi_s(t_0)) \); we refer to \( \psi_s[t_0] \) as the data of \( \psi_s \) at time \( t_0 \) and \( \psi_s \) as an extension of \( \psi_s[t_0] \). Again, every instantaneous dynamic field can be viewed as the data of some dynamic field in a neighbourhood of \( t_0 \).

Let \( \phi(\infty) \in \mathcal{H} \), and let \( e(\infty) \in \text{Frame}(T_{\phi(\infty)}\mathcal{H}) \) be an orthonormal frame at \( \phi(\infty) \). An instantaneous map \( \phi[t_0] \) is said to be reconstructed from an instantaneous dynamic field \( \psi_s[t_0] \) with data \( (\phi(\infty), e(\infty)) \) at infinity if there exists an interval \( I \) containing \( t_0 \) in its interior and extensions \( \phi, \psi_s \) of \( \phi[t_0] \) of \( \psi_s \) to \( I \) such that the map \( \phi \) is reconstructed from the dynamic field \( \psi_s \). In this case we say that \( \psi_s[t_0] \) is a resolution of \( \phi[t_0] \).

It is not hard to see that the reconstruction \( \phi[t_0] \) of \( \psi_s[t_0] \) with the data \( (\phi(\infty), e(\infty)) \) does not depend on the particular choice of extension used for \( \psi_s \).

Given an instantaneous dynamic field \( \psi_s[t_0] \), we can define the differentiated fields \( \psi_{x,t}, A_{x,t} \) on \( \mathbb{R}^+ \times \{t_0\} \times \mathbb{R}^2 \) by \((40), (41)\). We can also define the first time derivative of \( \psi_{x,t}, A_x \) by the formulae

\[
\begin{align*}
\partial_t \psi_x &= \nabla_x \psi_t + A_t \psi_x - A_x \psi_t \\
\partial_t A_x &= \nabla_x A_t - \psi_t \wedge \psi_x - [A_t, A_x]
\end{align*}
\]

from \((33), (34)\).

We cannot define the wave-tension field \( w \) for instantaneous dynamic fields (it would require two derivatives of \( \psi_s \) in time, but we only have one), but we can define the heat-tension field \( h \), as well as its first time derivative

\[
\begin{align*}
\partial_t h &= D_t h - A_t h \\
&= D_t \psi_s - D_t D_i \psi_i - A_t h \\
&= \partial_s \psi_t + (\psi_t \wedge \psi_i) \psi_i - D_t D_i \psi_t - A_t h
\end{align*}
\]

As before, we say that an instantaneous dynamic field is a heat flow if \( h \) and \( \partial_t h \) vanishes identically, or equivalently if one has the equations

\[
\begin{align*}
\psi_s &= D_t \psi_i \tag{51} \\
\partial_s \psi_t &= D_t D_i \psi_t - (\psi_t \wedge \psi_i) \psi_i \tag{52}
\end{align*}
\]

(cf. \((45), (47)\)). Clearly a dynamic field \( \psi_s \) on \( I \) is a heat flow if and only if \( \psi_s[t_0] \) is an (instantaneous) heat flow for each \( t_0 \in I \).

There is an analogue of Theorem 3.3...
**Theorem 3.6** (Existence and uniqueness of instantaneous caloric gauge). Let $\phi[t_0] \in \mathcal{S}$ which equals $\phi(\infty)$ at infinity, and let $e(\infty) \in T_{\phi(\infty)} \mathbf{H}$. Then there exists a unique resolution $\psi_s[t_0]$ of $\phi[t_0]$ at infinity which is a heat flow.

**Proof.** To show existence, we extend $\phi$ in $\mathcal{S}$ to a small neighbourhood of $t_0$, apply Theorem 3.3 and then restrict back to $t_0$. To show uniqueness, suppose one has two different resolutions $\psi_s[t_0], \psi'_s[t_0]$ of $\phi[t_0]$ with the same data. Applying [20, Theorem 3.12] one has $\psi_s(t_0) = \psi'_s(t_0)$, which by (40), (41) implies that $\psi_s(t_0) = \psi'_s(t_0)$ and $A_s(t_0) = A'_s(t_0)$, and so $e(t_0) = e'(t_0)$ also. By (52) $\psi(t_0), \psi'(t_0)$ obey the same (linear) covariant heat equation; also, since $e(t_0) = e'(t_0)$, $\psi(0, t_0) = \psi'(0, t_0)$. The difference $\psi(t_0) - \psi'(t_0)$ thus also obeys (52) and vanishes at $s = 0$, and thus vanishes for all $s$ by [20, Lemma 4.8].

We recall some useful estimates for instantaneous heat flows:

**Proposition 3.7** (Parabolic regularity). Let $\psi_s[t_0]$ be an instantaneous heat flow at time $t_0$ whose associated instantaneous map $\phi[t_0]$ has energy at most $E$ for some $E > 0$. Then one has

$$\int_0^\infty s^{-1/2} \|\nabla_x \psi_t(s, t_0)\|^2_{L^2_t(\mathbb{R}^2)} ds \lesssim_{E, k} 1$$

(53)

$$\sup_{s > 0} s^{(k-1)/2} \|\nabla_x \psi_t(s, t_0)\|_{L^2_t(\mathbb{R}^2)} \lesssim_{E, k} 1$$

(54)

$$\int_0^\infty s^{-1} \|\nabla_x^2 \psi_t(s, t_0)\|^2_{L^2_t(\mathbb{R}^2)} ds \lesssim_{E, k} 1$$

(55)

$$\sup_{s > 0} s^{k/2} \|\nabla_x^2 \psi_t(s, t_0)\|_{L^2_t(\mathbb{R}^2)} \lesssim_{E, k} 1$$

(56)

for all $k \geq 1$. Similar estimates hold if one replaces $\psi_t$ with $A_t$, $\nabla_x \psi_t$ with $\psi$, $\nabla^2_x$ with $\partial_s$, and/or $\nabla_x$ with $D_x$. Finally, one has

$$\int_0^\infty s^{-2/p} \|\Psi_t(s, t_0)\|^2_{L^p_x(\mathbb{R}^2)} ds \lesssim_{E, p} 1$$

(57)

for all $2 < p \leq \infty$.

**Proof.** See [20, Corollary 4.6], [20, Lemma 4.8], and [20, Proposition 4.3]. To establish (57) for the $A_{t,x}$ component of $\Psi_{t,x}$, we observe from (36), (56) that

$$\|A_{t,x}(s, t_0)\|_{L^p_x(\mathbb{R}^2)} \lesssim \int_s^\infty \|\psi_{t,x}(s', t_0)\|_{L^p_x(\mathbb{R}^2)} ds'$$

and so the $A_{t,x}$ component of (57) follows from the $\psi_{t,x}$ component and Hardy’s inequality. \qed
We can rephrase the above estimates in terms of a frequency envelope:

**Proposition 3.8** (Parabolic regularity, frequency envelope version). Let \( \psi_t[0] \) be an instantaneous heat flow at time \( t_0 \) whose associated instantaneous map \( \phi[0] \) has energy at most \( E \) for some \( E > 0 \). Then there exists a frequency envelope \( c \) of energy \( O(E) \) such that

\[
\| \nabla_s \nabla_x^j \nabla_x^k \Psi_t(x, t_0) \|_{H^0_k(s)} \lesssim E^{j+k}/c(s) \\
\| \nabla_s \nabla_x^j \nabla_x^{k+1} \psi_t(s, t_0) \|_{H^0_k(s)} \lesssim E^{j+k}/c(s) \\
\| \nabla_s \nabla_x^j \nabla_x^{k-2} \psi_t(s, t_0) \|_{H^0_k(s)} \lesssim E^{j+k}/c(s) \\
\| \nabla_s \nabla_x^j \nabla_t \Psi_t(s, t_0) \|_{L^p_x(R^2)} \lesssim E \left( \int_s^\infty \frac{c(s')^2 ds'}{s'^{p}} \right)^{1/2}
\]

for all \( j, k \geq 0, s > 0 \), and \( 2 + \delta_0 < p \leq \infty \).

**Proof.** We fix \( E \) and allow all implied constants to depend on \( E \). Set

\[
c(s) := \sup_{s'} \min((s/s')^{\delta_0}, (s'/s)^{\delta_0}) \sum_{j=0}^{10} s^{(j+2)/2} \| \nabla_x^j \nabla_t \psi_t(s', t_0) \|_{H^0_k(s')}.
\]

From Proposition 3.7 (expressing \( \psi_t = \mathcal{O}(\nabla_x \psi_x + \Psi_x \Psi_x) \)) we see that \( c \) is a frequency envelope of energy \( O(1) \). By construction, we have

\[
\| \nabla_x^j \nabla_t \psi_t(s, t_0) \|_{H^0_k(s)} \lesssim c(s)s^{-(j+2)/2}
\]

for all \( s > 0 \) and \( 0 \leq j \leq 10 \). Applying [21, Theorem 6.1] we obtain the estimates (58)-(62).

To prove (63), we use (40), (41) to bound the left-hand side by

\[
\sum_{j=1}^{\infty} O(1)^j \int_{s_1 < \ldots < s_j} \| \psi_t(s_1) \ldots \psi_t(s_j) \|_{L^p_x(R^2)} \ ds_1 \ldots ds_j.
\]

Using Hölder’s inequality, Bernstein’s inequality, and (60) one can bound this by

\[
\sum_{j=1}^{\infty} O(1)^j \int_{s_1 < \ldots < s_j} \frac{c(s_1)}{s_1} \ldots \frac{c(s_j-1)}{s_{j-1}} \frac{c(s_j)}{s_j^{3/2-1/p}} \ ds_1 \ldots ds_j;
\]

using (27) we obtain the claim.
To establish (64), we first observe from (60) and Fourier analysis that
\[
\| \int_{s<s_1} \nabla_{t,x} \psi_s(s_1) \, ds_1 \|_{L^2_x(\mathbb{R}^2)} \lesssim (\int_s^\infty c(s')^2 \frac{ds'}{s'^j})^{1/2}
\]
so it suffices by (40), (41) to show that
\[
\int_{s<s_1<...<s_j} \| \psi_s(s_1) \ldots \psi_s(s_{j-1}) \nabla_{t,x} \psi_s(s_j) \|_{L^2_x(\mathbb{R}^2)} \, ds_1 \ldots ds_j \lesssim O(1)^j j^{-j/2} c(s)
\]
for all \( j > 1 \). But if one uses Hölder’s inequality, placing \( \psi_s(s_1) \) in \( L^2 \) and the other factors in \( L^\infty \), then uses (60) and (27) as before, one obtains the claim. \( \square \)

3.9. The energy space. We can define the energy \( E(\psi_s[t_0]) \) of an instantaneous dynamic field to be \( E(\phi[t_0]) \), where \( \phi[t_0] \) is any instantaneous map reconstructed from \( \psi_s[t_0] \); it is easy to see that this quantity is well defined, and is independent of \( t_0 \) if \( \psi_s \) solves the wave map equation.

In [20], the energy metric \( \text{dist}_{\dot{H}^2} (\psi_s[t_0], \psi'_s[t_0]) \) between two instantaneous dynamic field heat flows was defined by the formula
\[
\text{dist}_{\dot{H}^2} (\psi_s[t_0], \psi'_s[t_0]) := (\| \psi_s(t_0) - \psi'_s(t_0) \|^2_{L^2_{t,x}(\mathbb{R}^+ \times \mathbb{R}^2)} + \frac{1}{2} \| \psi_t(0,t_0) - \psi'_t(0,t_0) \|^2_{L^2_x(\mathbb{R}^2)}).
\]
Its properties are studied in [20]. The relationship between this metric and the energy for heat flows is given by the identity
\[
E(\psi_s[t_0]) = \text{dist}_{\dot{H}^2} (\psi_s[t_0], 0)^2.
\]
We can also define the energy metric \( \text{dist}_{\dot{H}^2} (\phi[t_0], \phi'[t_0]) \) between two instantaneous maps by
\[
\text{dist}_{\dot{H}^2} (\phi[t_0], \phi'[t_0]) = \inf \text{dist}_{\dot{H}^2} (\psi_s[t_0], \psi'_s[t_0]),
\]
where \( \psi_s, \psi'_s \) range over heat flow resolutions of \( \phi, \phi' \); the rotation invariance of the energy metric on heat flows shows that this is indeed a (semi-)metric; if we quotient the space \( S \) of instantaneous maps by rotations (11), then we recover a genuine metric (see [20] for details).

We define the energy space \( \dot{H}^2 \) to be the metric completion of \( S \).

In this paper, we need to extend the energy space to other instantaneous dynamic fields that are not necessarily heat flows. It turns out that the metric as defined in (65) is no longer suitable, because without the parabolic regularising effect of the heat flow, it is insufficient to control certain higher derivatives of the field. Instead, we will use the following more technical (and artificial) metric, which (implicitly) appeared in [21]:
Definition 3.10 (Modified energy metric). Let $\psi_s[t_0], \psi'_s[t_0]$ be two instantaneous dynamic fields. The (modified) energy metric $\tilde{\text{dist}}_{\mathcal{H}_t}(\psi_s[t_0], \psi'_s[t_0])$ between these flows is given by the formula

$$
\tilde{\text{dist}}_{\mathcal{H}_t}(\psi_s[t_0], \psi'_s[t_0]) := \sum_{j=0}^{10} \sum_k \sup_{2^{-2k-2} \leq s \leq 2^{-2k}} s^{1+j/2} \|\nabla_x^j \nabla_{t,x}(\psi_s - \psi'_s)(s, t_0)\|^{1/2}_{\dot{H}^k_x(R^2)}.
$$

(66)

It is easy to see that this is a metric on the space of instantaneous dynamic fields. When restricted to heat flows, the modified energy metric and the ordinary metric are compatible:

Proposition 3.11 (Compatibility of metrics). Let $\psi_s[t_0], \psi'_s[t_0]$ be instantaneous heat flows.

(i) If $E(\psi_s[t_0]) \leq E$, then $\tilde{\text{dist}}_{\mathcal{H}_t}(0, \psi_s[t_0]) \lesssim E 1$.

(ii) Conversely, if $\tilde{\text{dist}}_{\mathcal{H}_t}(0, \psi_s[t_0]) \leq M$, then $E(\psi_s[t_0]) \lesssim M 1$.

(iii) If $E(\psi_s[t_0]), E(\psi'_s[t_0]) \leq E$, then $\tilde{\text{dist}}_{\mathcal{H}_t}(\psi_s[t_0], \psi'_s[t_0]) \sim E \text{dist}_{\mathcal{H}_t}(\psi_s[t_0], \psi'_s[t_0])$.

Proof. We begin with (i). If we allow implied constants to depend on $E$, and omit the $t_0$ parameter, we see from (66) that it will suffice to show that

$$
\|\nabla_x^j \nabla_{t,x}(\psi_s(s))\|^{1/2}_{\dot{H}^k_x(R^2)} \lesssim c(s)s^{-(j+2)/2}
$$

(67)

for all $0 \leq j \leq 10$ and $s \geq 0$, and some frequency envelope $c$ of energy $O(1)$. But this follows from [21], Lemma 7.6.

Now we show (ii). We allow implied constants to depend on $M$, omit the $t_0$ parameter. By (66), we can find a frequency envelope $c$ of energy $O(1)$ such that (67) holds for all $0 \leq j \leq 10$ and $s \geq 10$. We now claim that

$$
\|\Psi_{t,x}(s)\|^{1/2}_{L_p^p(R^2)} \lesssim c(s)s^{1/p - 1/2}
$$

for all $s > 0$ and $4 \leq p < \infty$ (say). To see this, we may rescale $s = 1$. By (40), (41), it suffices to show that

$$
\| \int_{1 < s_1 < s_2 < \ldots < s_j} \psi_s(s_1) \ldots \psi_s(s_j) \nabla_{t,x} \psi_s(s_j) \, ds_1 \ldots ds_j \|^{1/p}_{L_p^p(R^2)} \lesssim O(1)j^{-j/2}c(1)
$$

(68)

for all $j \geq 0$. But from (67) and the Gagliardo-Nirenberg inequalities one has

$$
\|\psi_s(s)\|^{1/2}_{L_p^p(R^2)} \lesssim c(s)s^{-1}
$$

and

$$
\|\nabla_{t,x} \psi_s(s)\|^{1/2}_{L_p^p(R^2)} \lesssim c(s)s^{1/p - 1/2}
$$
and so by the Hölder and Minkowski inequalities and (27), one can bound the left-hand side of (68) by
\[ \lesssim \varepsilon O(1)^j j^{-j/2} \int_1^\infty c(s)s^{-\frac{1}{2}+\delta_0} \, ds \]
and the claim follows from the envelope property (25).

A similar argument also yields that
\[ \| \nabla_x \Psi_{t,x}(s) \|_{L^2_x(\mathbb{R}^2)} \lesssim c(s)s^{-1/2} \]
for all \( s > 0 \). From this and (45) we see that
\[ \| \psi(s) \|_{L^2_x(\mathbb{R}^2)} \lesssim c(s)s^{-1/2} \]
and thus
\[ \int_0^\infty \| \psi(s) \|_{L^2_x(\mathbb{R}^2)}^2 \, ds \lesssim 1. \]
To conclude, we need to show that \( \| \psi_t(0) \|_{L^2_x(\mathbb{R}^2)} \lesssim 1 \). Using (40), it suffices to show that
\[ \| \int_1^\infty X_j(s) \, ds \|_{L^2_x(\mathbb{R}^2)} \lesssim O(1)^j j^{-j/2} \]
for each \( j \geq 1 \), where
\[ X_j(s_1) := \int_{s_1 < s_2 < \ldots < s_j} \psi(s_1) \ldots \psi(s_{j-1}) \nabla_{t,x} \psi(s_j) \, ds_2 \ldots ds_j. \]
By Fourier analysis it suffices to show that
\[ \| X_j(s_1) \|_{H^0_{k(s_1)}(\mathbb{R}^2)} \lesssim O(1)^j j^{-j/2} c(s_1) s_1^{-1} \]
for all \( s_1 > 0 \). From (67) one has
\[ \| \psi(s) \|_{H^0_{k(s)}(\mathbb{R}^2)}, \| \nabla_{t,x} \psi(s) \|_{H^0_{k(s)}(\mathbb{R}^2)} \lesssim c(s)s^{-1} \]
so by Minkowski’s inequality and Lemma 2.10 one can bound
\[ \| X_j(s_1) \|_{H^0_{k(s_1)}(\mathbb{R}^2)} \lesssim O(1)^j \int_{s_1 < s_2 < \ldots < s_j} \frac{c(s_1)}{s_1} \ldots \frac{c(s_{j-1})}{s_{j-1}} \frac{c(s_j)}{s_j} \frac{s_j}{s_1}^{-\delta_1} ds_2 \ldots ds_j; \]
using (27) we can bound the right-hand side by
\[ \lesssim O(1)^j j^{-j/2} \int_{s_1}^\infty \frac{c(s)}{s} (s/s_1)^{-\delta_1+\delta_0} \, ds \]
and the claim follows.

Now we show (iii). The upper bound \( \text{dist}_{\mathcal{H}_t}(\psi_s[t_0], \psi'_s[t_0]) \lesssim_E \text{dist}_{\mathcal{H}_t}(\psi_s[t_0], \psi''_s[t_0]) \)
follows from [21, Lemma 7.6], so we turn to the lower bound. We again allow implied constants to depend on \( E \) and omit the \( t_0 \) parameter. By (i) and (66), there exists frequency envelopes \( c(s), \delta c(s) \) of energy \( O(1), O(\text{dist}_{\mathcal{H}_t}(\psi_s[t_0], \psi''_s[t_0])) \) respectively such that
\[ \| \nabla_x^2 \nabla_{t,x} \psi_s(s) \|_{H^0_{k(s)}(\mathbb{R}^2)} \lesssim c(s)s^{-(j+2)/2} \]
and
\[ \| \nabla^j_x \nabla_t \delta \psi(s) \|_{H^0_{L^p}(\mathbb{R}^2)} \lesssim \delta c(s) s^{-j+2/2} \]
for all \( 0 \leq j \leq 10 \) and \( s > 0 \), where \( \psi_s^* := (\psi_s, \psi_s') \) and \( \delta \psi_s := \psi_s - \psi_s' \).
It will suffice to show that
\[ \| \delta \psi(s) \|_{L^2_x(\mathbb{R}^2)} \lesssim \delta c(s) s^{-1/2} \]
for \( s > 0 \), and
\[ \| \delta \psi(0) \|_{L^2_x(\mathbb{R}^2)} \lesssim \text{dist}_{\tilde{H}^1}(\psi_s[t_0], \psi_s'[t_0]). \]
But by adapting the arguments used to prove (ii) to differences one sees that
\[ \| \tilde{\Psi}_{t,x}^*(s) \|_{L^p_x(\mathbb{R}^2)} \lesssim c(s) s^{\frac{1}{p} - \frac{1}{2}} \]
\[ \| \delta \tilde{\Psi}_{t,x}(s) \|_{L^p_x(\mathbb{R}^2)} \lesssim \delta c(s) s^{\frac{1}{p} - \frac{1}{2}} \]
\[ \| \nabla_x \tilde{\Psi}_{t,x}^*(s) \|_{L^p_x(\mathbb{R}^2)} \lesssim c(s) s^{-1/2} \]
\[ \| \nabla_x \delta \tilde{\Psi}_{t,x}(s) \|_{L^p_x(\mathbb{R}^2)} \lesssim \delta c(s) s^{-1/2} \]
for all \( s > 0 \) and \( 4 \leq p < \infty \), which gives (69); in a similar vein, the arguments used to prove (ii) yield
\[ \| \delta X_j(s) \|_{H^0_{L^p}(\mathbb{R}^2)} \lesssim O(1)j^{-j/2}\delta c(s_1) s_1^{-1} \]
for all \( s_1 > 0 \), which then gives (70) as before.

One corollary of this is

**Corollary 3.12 (Heat flow contracts distances).** Let \( \psi_s[t_0], \psi_s'[t_0] \) be instantaneous dynamic fields. Then Then for any \( s_0 > 0 \), one has
\[ \text{dist}_{\tilde{H}^1}(\psi_s(s_0 + \cdot)[t], \psi_s'(s_0 + \cdot)[t]) \lesssim \text{dist}_{\tilde{H}^1}(\psi_s[t_0], \psi_s'[t_0]). \]
If furthermore \( \psi_s[t_0], \psi_s'[t_0] \) are heat flows of energy at most \( E \), we have
\[ \text{dist}_{\tilde{H}^1}(\psi_s(s_0 + \cdot)[t], \psi_s'(s_0 + \cdot)[t]) \lesssim_E \text{dist}_{\tilde{H}^1}(\psi_s[t_0], \psi_s'[t_0]) \]
or equivalently
\[ \text{dist}_{\tilde{H}^1}(\phi(s_0)[t], \phi(s_0)[t]) \lesssim_E \text{dist}_{\tilde{H}^1}(\phi(0)[t_0], \phi(0)[t_0]). \]

**Proof.** The first claim follows from an inspection of (66). The second claim then follows from the first by Lemma 3.11. \( \square \)

We can now recall the *energy spectral distribution* from [22]. Given any instantaneous dynamic field \( \psi_s[t_0] \), we define the energy spectral distribution \( \text{ESD}(\psi_s[t_0]) : \mathbb{R}^+ \to \mathbb{R}^+ \) by the formula
\[ \text{ESD}(\psi_s[t_0])(s) := \| \psi(s) \|_{L^2_x(\mathbb{R}^2)}^2 + \| D_x \psi(s) \|_{L^2_x(\mathbb{R}^2)}^2 + \frac{1}{2} \| \psi_t \wedge \psi_x(s) \|_{L^2_x(\mathbb{R}^2)}^2. \]
(71)
Note that this quantity is invariant under rotations of the field \( \psi_s[t_0] \). Thus we may abuse notation and also write \( \text{ESD}(\phi[t_0]) = \text{ESD}(\psi_s[t_0]) \) for any instantaneous map \( \phi[t_0] \) reconstructed from \( \psi_s[t_0] \).

The properties of the energy spectral distribution were discussed in [22]. For now, we simply record the energy identity

\[
E(\psi_s[t_0]) = \int_0^\infty \text{ESD}(\psi_s[t_0])(s) \, ds; 
\]

see [22].

For future reference we record the following convenient lemma.

**Lemma 3.13** (Energy gap implies energy stability). *Let \( \phi[t_0] \in S \) have energy at most \( E \), let \( \phi(s)[t_0] \) be the heat flow generated by this data, and let \( 0 < s_1 < s_2 \) be such that

\[
\int_{\varepsilon s_1}^{s_2/\varepsilon} \text{ESD}(\phi[t_0])(s) \, ds \leq \varepsilon 
\]

for some \( E, \varepsilon > 0 \). Then

\[
\text{dist}(\psi(s_1)[t_0], \psi(s_2)[t_0]) \leq o_{\varepsilon \to 0, E}(1).
\]

In particular, by Lemma 3.11, we have

\[
\text{dist}(\psi(s_1)[t_0], \psi(s_2)[t_0]) \leq o_{\varepsilon \to 0, E}(1).
\]

**Proof.** We fix \( E \) and allow constants to depend on \( E \), and abbreviate \( o_{\varepsilon \to 0, E}(1) \) as \( o(1) \). We may normalise \( s_2 = 1 \), and omit the explicit mention of \( t_0 \). We may assume that \( \varepsilon \) is small (e.g. \( \varepsilon < 1/100 \)) since the claim follows from the triangle inequality otherwise. By (66), we need to show that

\[
\int_0^{\infty} \| \psi(s + s_1) - \psi(s + 1) \|_{L^2_x(\mathbb{R}^2)}^2 \, ds = o(1) 
\]

and

\[
\| \psi_\varepsilon(s_1) - \psi_\varepsilon(1) \| = o(1).
\]

We begin with (74). From (73), (71) we have

\[
\int_{\varepsilon s_1}^{1/\varepsilon} \| \psi(s) \|_{L^2_x(\mathbb{R}^2)}^2 + \| D_x \psi_\varepsilon(s) \|_{L^2_x(\mathbb{R}^2)}^2 \, ds = O(\varepsilon).
\]

From this and the triangle inequality we see that the contribution of the interval \( 0 \leq s \leq \varepsilon^{-1/2} \) to (74) is acceptable, so it suffices to control the region where \( s > \varepsilon^{-1/2} \). But from Proposition 3.7 one has

\[
\| \partial_x \psi_\varepsilon(s) \|_{L^2_x(\mathbb{R}^2)} \lesssim s^{-3/2}
\]

and so by the fundamental theorem of calculus and Minkowski’s inequality

\[
\| \psi(s + s_1) - \psi(s + 1) \|_{L^2_x(\mathbb{R}^2)} \lesssim s^{-3/2}
\]
and the claim follows.

Now we establish (75). By (47), the fundamental theorem of calculus, and the triangle inequality it suffices to show that
\[ \| \int_{s_1}^1 D_i D_j \psi_t(s) \, ds \|_{L^2_x(R^2)} = o(1) \]  
\[ (77) \]
and
\[ \| \int_{s_1}^1 |\psi_t(s)||\psi_x(s)|^2 \, ds \|_{L^2_x(R^2)} = o(1). \]  
\[ (78) \]
We begin with (77). Squaring and using symmetry, it suffices to show that
\[ \int \int_{s_1 \leq s < s' \leq 1} |\langle D_i(s)D_j(s)\psi_t(s), D_j(s')D_j(s')\psi_t(s') \rangle_{L^2_x(R^2)}| \, ds ds' = o(1), \]
where \( D_i(s) = \partial_t + A_i(s) \). We integrate by parts and use Hölder’s inequality, and reduce to showing that
\[ \int \int_{s_1 \leq s < s' \leq 1} \| A_i(s) \|_{L^2_x(R^2)} \| D_i(s)\psi_t(s) \|_{L^2_x(R^2)} \| D_j(s')D_j(s')\psi_t(s') \|_{L^2_{x}x} \, ds ds' = o(1) \]  
\[ (79) \]
and
\[ \int \int_{s_1 \leq s < s' \leq 1} \| D_i(s)\psi_t(s) \|_{L^2_x(R^2)} \| \nabla_x D_j(s')D_j(s')\psi_t(s') \|_{L^2_{x}x} \, ds ds' = o(1). \]  
\[ (80) \]
We first check (79). From Proposition 3.7, \( \| A_i(s) \|_{L^2_x(R^2)} = O(1) \), so by (76) and Cauchy-Schwarz it suffices to show that
\[ \int_{s_1}^1 (\int_s^1 \| D_j(s')D_j(s')\psi_t(s') \|_{L^2_{x}x} \, ds')^2 \, ds = O(1). \]
But from Proposition 3.7 one has
\[ \int_0^\infty s^2 \| D_j(s)D_j(s')\psi_t(s') \|_{L^2_{x}x}^2 \, ds' = O(1) \]
and the claim now follows from Hardy’s inequality.

The proof of (80) proceeds exactly as in (79), but with \( \| \nabla_x D_jD_j\psi_t \|_{L^2_x(R^2)} \) plying the role of \( \| D_jD_j\psi_t \|_{L^2_{x}x} \) (and with no \( A_i \) term to discard). Finally we show (78). From Proposition 3.7 one has
\[ \int_0^\infty s^{-1/2} \| \psi_x(s) \|_{L^2_x(R^2)}^2 \, ds = O(1) \]
and \( \| \psi_x(s) \|_{L^2_{x}x} \lesssim s^{-1/2} \), so by Hölder’s inequality it suffices to show that
\[ \int_{s_1}^1 s^{-1/2} \| \psi_t(s) \|_{L^2_x(R^2)}^2 \, ds = o(1). \]
But from Proposition 3.7 we have
\[ \int_{s_1}^{1} s^{-2/3} \| \psi_t(s) \|^2_{L^2_x(\mathbb{R}^2)} \, ds = O(1) \]
so from the Gagliardo-Nirenberg inequality
\[ \| f \|^3/4_{L^4_x(\mathbb{R}^2)} \| \nabla_x |f| \|^{1/4}_{L^2_x(\mathbb{R}^2)} \]
and Hölder’s inequality, it suffices to show that
\[ \int_{s_1}^{1} \| \nabla_x |\psi_t|(s) \|^2_{L^2_x(\mathbb{R}^2)} \, ds = o(1). \]
But this follows from (76) and the diamagnetic inequality \(|D_x \psi_t| \leq \nabla_x |\psi_t|\). \(\square\)

3.14. How to exploit delocalisation. Three of the main results in this paper, namely Theorems 1.4, 1.5, 1.6, are instances of the following general situation. We have a classical wave map \((\phi, I)\) (which, in practice, will depend on an asymptotic parameter \(n\)) which we wish to control accurately (in particular, we wish to control the \((A, \mu)\)-entropy of this map). At some initial time \(t_0 \in I\) (usually we will take \(t_0 = 0\)), we have data \(\phi[t_0]\), which we have resolved (via a caloric gauge) into a heat flow \(\psi_s[t_0]\); we similarly resolve the rest of \(\phi\) into a heat flow \(\psi_s\). We suppose that this data \(\phi[t_0]\) is somehow delocalised, in that it is spread out among two widely separated regions in frequency (in the case of Theorem 1.4), space (in the case of Theorem 1.6), or time (in the case of Theorem 1.5). As the instantaneous map \(\phi[t_0]\) is not scalar, one cannot isolate these distinct regions on the level of the map; however, by passing to the instantaneous dynamic field \(\psi_s[t_0]\), it now becomes possible to use linear decomposition tools (e.g. cutoff functions and Littlewood-Paley projections) to decompose
\[ \psi_s[t_0] = \psi^{1}_s[t_0] + \psi^{2}_s[t_0] + \text{error} \]
where \(\psi^{1}_s[t_0], \psi^{2}_s[t_0]\) are two widely separated components of \(\psi_s[t_0]\) (e.g. low and high frequency components, or components supported near the spatial origin and far away from that origin), and error is a small error which we will neglect. While \(\psi_s[t_0]\) is a heat flow, the components \(\psi^{1,2}_s[t_0] = (\psi^{1}_s[t_0], \psi^{2}_s[t_0])\) need not be; however, in practice they will be approximate heat flows, and because of this it will be possible to perturb the instantaneous dynamic fields \(\psi^{1,2}_s[t_0]\) into dynamic fields \(\psi^{1,2}_s[t_0]\) which are genuine heat flows.

\(^2\)Not coincidentally, each of these scenarios corresponds to one of the non-compact symmetries of the wave maps equation, namely (5), (4), and 4 respectively. The remaining non-compact symmetry (7) is completely decoupled from the analysis by the passage to the dynamic field.
The hypotheses in our theorems will allow us to ensure that the maps reconstructed from these instantaneous dynamic fields $\psi_{1,2}^s[t_0]$ have energy strictly less than the initial energy $E_0$, and so by hypothesis they can be extended to dynamic fields $\psi_{1,2}^s$ on all of $I$ that obey both the heat flow equation and the wave map equation (and will obey good entropy bounds). Because $\psi_{1}^s[t_0], \psi_{2}^s[t_0]$ were already widely separated, we will eventually be able to show that $\psi_{1}^s$ and $\psi_{2}^s$ remain essentially separated on the remainder of the time interval $I$.

Now we reconstitute the two components by defining

$$\tilde{\psi}_s := \psi_{1}^s + \psi_{2}^s,$$

thus $\tilde{\psi}_s$ is a dynamic field. Because of the nonlinear nature of the heat flow and wave map equations, the field $\tilde{\psi}_s$ need not obey these equations exactly; however, in practice the separation properties of $\psi_{1}^s$ and $\psi_{2}^s$ will allow us to show that $\tilde{\psi}_s$ solves these equations approximately. For similar reasons, the initial data $\tilde{\psi}_s[t_0]$ of $\tilde{\psi}_s$ will be close to $\psi_s[t_0]$. Because of this, we will be able to show that $\tilde{\psi}_s$ and $\psi_s$ are close to each other, which allows us to control $\phi$ as desired.

The above strategy is depicted schematically by the following diagram:

To summarise, to control the evolution $\phi$ of initial data $\phi[t_0]$ under the wave map equation, one first converts the data $\phi[t_0]$ to an instantaneous dynamic field heat flow $\psi_s[t_0]$ (thus similarly converting $\phi$ to a dynamic field heat flow $\psi_s$, which continues to solve the wave map equation at $s = 0$). Then, one linearly decomposes $\psi_s[t_0]$ into well-separated components $\tilde{\psi}_{1,2}^s[t_0]$. This breaks the heat flow property, but we repair it to create instantaneous heat flows $\tilde{\psi}_{1,2}^s[t_0]$, which can be used to reconstruct data $\phi_{1,2}^s[t_0]$ of energy strictly smaller than $E_0$, and which are well-separated from each other. We then use the induction hypothesis to evolve $\phi_{1,2}^s[t_0]$ to $\phi_{1,2}^s$ (and thus $\tilde{\psi}_{1,2}^s[t_0]$ to $\psi_{1,2}^s$) by the wave map equation (hopefully preserving the well-separation property), then linearly superimpose the dynamic fields $\psi_{1,2}^s$ to create $\tilde{\psi}_s$. This superposition only obeys the heat flow and wave map equations approximately, but has initial data close to the data $\psi_s[t_0]$, and so is close to $\psi_s$, and can thus be used to control $\phi$ as required.
In order to make this scheme work, we will (broadly speaking) need five key tools (in addition to the more standard theory of linear cutoffs in space and frequency):

1. An **instantaneous parabolic repair theory**, which takes an instantaneous dynamic field, such as \( \tilde{\psi}_s[t_0] \), which \emph{approximately} obeys the heat flow equation, and perturbs it to another instantaneous dynamic field \( \psi'_s[t_0] \) which obeys the heat flow equation \emph{exactly}.

2. A **non-instantaneous parabolic repair theory**, which takes a dynamic field such as \( \tilde{\psi}_s \), which \emph{approximately} obeys the heat flow equation, and perturbs it to another dynamic field \( \psi'_s \) which obeys the heat flow equation \emph{exactly}.

3. A **hyperbolic repair theory**, which takes a dynamic field heat flow \( \psi'_s \) which obeys the wave maps equation \emph{approximately}, and perturbs it to obtain another dynamic field heat flow \( \psi''_s \) which obeys the wave map equation \emph{exactly}, and which has the same initial data: \( \psi'_s[t_0] = \psi''_s[t_0] \).

4. A **stability theory**, which takes a dynamic field heat flow \( \psi''_s \) that obeys the wave maps equation \emph{exactly}, and which matches a specified set of initial data \( \tilde{\psi}_s[t_0] \) \emph{approximately}, and perturbs it to obtain another dynamic field heat flow \( \psi'_s \) that obeys the wave maps equation \emph{exactly}, and also matches the initial data \( \psi'_s[t_0] \) \emph{exactly}.

5. A theory to ensure that well-separated initial data lead to solutions which are also well-separated.

The purpose of the next few sections is to establish these sorts of tools, in preparation for establishing Theorems 1.4, 1.5, 1.6. The first four tools are general and apply equally to all three theorems; the fifth tool has to be adapted to each of these theorems separately.

In the course of setting up these tools, we will also introduce a number of key function spaces which will be used in these theorems, and also to establish Theorem 1.2.

### 4. Abstract parabolic repair theory

As discussed in Ingredients 1 and 2 in Section 3.14, we will need to establish a parabolic repair theory both for instantaneous and non-instantaneous heat flows. It will be convenient to unify these two theories together as an abstract parabolic repair theory involving an unspecified family of function spaces obeying certain axioms; the two
specific parabolic repair theories we will then will be special cases of this abstract theory using specific spaces.

We first recall a useful definition from [21].

**Definition 4.1** (Algebra family). Let $I$ be a compact interval. An algebra family is a collection of continuous seminorms $S_k(I \times \mathbb{R}^2)$ on Schwartz($I \times \mathbb{R}^2$) that obeys the product estimate that obeys the following estimates:

- The product estimate
  \begin{equation}
  \|\phi^{(1)} \phi^{(2)}\|_{S_{\max(k_1,k_2)}(I \times \mathbb{R}^2)} \lesssim \|\phi^{(1)}\|_{S_{k_1}(I \times \mathbb{R}^2)} \|\phi^{(2)}\|_{S_{k_2}(I \times \mathbb{R}^2)}
  \end{equation}
  for all $k_1, k_2 \in \mathbb{Z}$ and $\phi^{(1)}, \phi^{(2)} \in$ Schwartz($I \times \mathbb{R}^2$);

- The parabolic regularity estimate
  \begin{equation}
  \|\nabla^2_x \phi(s)\|_{S_k(I \times \mathbb{R}^2)} \lesssim s^{-1} \|\phi(s/2)\|_{S_k(I \times \mathbb{R}^2)} + \sup_{s/2 \leq s' \leq s} \|\partial_s - \Delta\phi(s')\|_{S_k(I \times \mathbb{R}^2)}
  \end{equation}
  for all smooth $\phi : \mathbb{R}^+ \to$ Schwartz($I \times \mathbb{R}^2$) and $s > 0$, as well as the variant
  \begin{equation}
  \|\nabla^2_x \phi(s)\|_{S_k(I \times \mathbb{R}^2)} \lesssim \|\nabla^2_x \phi(s'')\|_{S_k(I \times \mathbb{R}^2)} + \sup_{s'' \leq s' \leq s} \|\partial_s - \Delta\phi(s')\|_{S_k(I \times \mathbb{R}^2)}
  \end{equation}
  for all smooth $\phi : \mathbb{R}^+ \to$ Schwartz($I \times \mathbb{R}^2$) and $s/2 \leq s'' \leq s$;

- The additional parabolic regularity estimate
  \begin{equation}
  \|\nabla_x^j \phi(s-s')\|_{S_{s'}(I \times \mathbb{R}^2)} \lesssim (s'/s)^{j/10} (s-s')^{-j/2} \|\phi\|_{S_{k(s')} (I \times \mathbb{R}^2)}
  \end{equation}
  for all smooth $\phi \in$ Schwartz($I \times \mathbb{R}^2$), $s > s' \geq 0$, and $j \geq 0$;

- The comparability estimate
  \begin{equation}
  \|\phi\|_{S_{k_1}(I \times \mathbb{R}^2)} \lesssim \chi_{k_1=k_2} \|\phi\|_{S_{k_2}(I \times \mathbb{R}^2)}
  \end{equation}
  for all $k_1, k_2 \in \mathbb{Z}$ and $\phi \in$ Schwartz($I \times \mathbb{R}^2$);

- The uniform bound
  \begin{equation}
  \|\phi\|_{L^\infty_{t,x}(I \times \mathbb{R}^2)} \lesssim \|\phi\|_{S_k(I \times \mathbb{R}^2)}
  \end{equation}
  for all $k \in \mathbb{Z}$ and $\phi \in$ Schwartz($I \times \mathbb{R}^2$).

**Example 4.2.** For any $t_0 \in I$ the seminorms

\begin{equation}
\|\phi\|_{S_k(I \times \mathbb{R}^2)} := \|\nabla_{t,x} \phi(t_0)\|_{\dot{H}^k_\theta(\mathbb{R}^2)}
\end{equation}

form an algebra family, where the $\dot{H}^k_\theta$ norms were defined in [22]; see Theorem 4.3 below. This is the example required for the instantaneous theory. The non-instantaneous theory will instead need the much more complicated $S$-type spaces from earlier wave maps papers, in particular [16].
We can now state the main result of this section.

**Theorem 4.3 (Abstract parabolic repair).** Let $I$ be a compact interval, and let $S_k(I \times \mathbb{R}^2)$ be an algebra family. Let \( \tilde{\psi}_s \) be a dynamic field on \( I \), with the associated differentiated fields \( \tilde{\Psi}_{s,t,x} = (\tilde{\psi}_{s,t,x}, \tilde{A}_{s,t,x}) \).

Let \( c \) be a frequency envelope of at most \( E \) for some \( E > 0 \), and assume that \( 0 < \kappa < 1 \) is sufficiently small depending on \( E \). We assume the bounds

\[
\| \nabla_x^j \tilde{\psi}_s(s) \|_{S_k(I \times \mathbb{R}^2)} \lesssim c(s)s^{-(j+2)/2} \tag{88}
\]

and

\[
\| \nabla_x^j (\tilde{\psi}_s - \tilde{D}_t \tilde{\psi}_t)(s) \|_{S_k(I \times \mathbb{R}^2)} \lesssim \kappa c(s)s^{-(j+2)/2} \tag{89}
\]

for all \( 0 \leq j \leq 20 \) and \( s > 0 \).

Let \( \phi \) be a map reconstructed from \( \tilde{\psi}_s \). Then there exists a dynamic field heat flow \( \psi_s \), which also has \( \phi \) as a reconstruction, such that

\[
\| \nabla_x^j \tilde{\Phi}_x(s) \|_{S_k(I \times \mathbb{R}^2)} \lesssim_E c(s)s^{-(j+1)/2} \tag{90}
\]

\[
\| \nabla_x^j \tilde{A}_x(s) \|_{S_k(I \times \mathbb{R}^2)} \lesssim_E c(s)^2s^{-(j+1)/2} \tag{91}
\]

\[
\| \nabla_x^j \tilde{\psi}_s(s) \|_{S_k(I \times \mathbb{R}^2)} \lesssim_E c(s)s^{-(j+2)/2} \tag{92}
\]

\[
\| \nabla_x^j (\tilde{\Psi}_x - \Psi_x)(s) \|_{S_k(I \times \mathbb{R}^2)} \lesssim_E \kappa c(s)s^{-(j+1)/2} \tag{93}
\]

\[
\| \nabla_x^j (\tilde{A}_x - A_x)(s) \|_{S_k(I \times \mathbb{R}^2)} \lesssim_E \kappa c(s)^2s^{-(j+1)/2} \tag{94}
\]

\[
\| \nabla_x^j (\tilde{\psi}_s - \psi_s)(s) \|_{S_k(I \times \mathbb{R}^2)} \lesssim_E \kappa c(s)s^{-(j+2)/2} \tag{95}
\]

for all \( 0 \leq j \leq 15 \) and \( s > 0 \). One can also obtain similar bounds with \( \nabla_x^2 \) replaced by \( \partial_s \) as one wishes (e.g. one could replace \( \nabla_x^j \) by \( \nabla_x^{j-4} \partial_s^2 \) if \( j \geq 4 \)).

In the remainder of this section we establish Theorem 4.3. We allow all implied constants to depend on \( E \), and we abbreviate \( S_k(I \times \mathbb{R}^2) \) as \( S_{k(s)} \). The methods draw heavily from similar results in [21, Section 6].

From (88) and (the proof of) [21, Lemma 6.4] we have

\[
\| \nabla_x^j \tilde{\psi}_s(s) \|_{S_k(s)} \lesssim c(s)s^{-(j+1)/2} \tag{96}
\]

for all \( 0 \leq j \leq 19 \); by (the proof of) [21, Lemma 6.7] we then have

\[
\| \nabla_x^j \tilde{A}_x(s) \|_{S_k(s)} \lesssim c(s)^2s^{-(j+1)/2} \tag{97}
\]

for all \( 0 \leq j \leq 19 \).

We now introduce yet another time variable \( \sigma \), and work on the domain

\[
\Omega := \{ (\sigma, s, t, x) : 0 \leq \sigma \leq s; (t, x) \in I \times \mathbb{R}^2 \}.
\]
We define the map $\phi : \Omega \to H$ by imposing the boundary condition
$$\phi(s, s, t, x) := \tilde{\phi}(s, t, x)$$
for all $(s, t, x) \in \mathbb{R}^+ \times I \times \mathbb{R}^2$, and then solving the heat flow
$$\partial_s \phi = (\phi^* \nabla)i \partial_i \phi$$
in the interior of $\Omega$. The existence (and uniqueness) of a smooth solution $\phi$ to this system is guaranteed by [20, Theorem 3.16]. Observe that $\phi(0, s, t, x)$ is nothing more than the evolution of the initial data $\phi(0, 0, t, x) = \tilde{\phi}(0, t, x)$ under the harmonic map heat flow, so the main task will be to place a caloric gauge on $\phi(0, s, t, x)$ so that the associated differentiated fields $\Psi_{s,t,x}$ are close to $\tilde{\Psi}_{s,t,x}$ in the required sense.

We begin by placing a preliminary orthonormal frame $e \in \Gamma(\text{Frame}(\phi^*TH))$ on $\Omega$, defined by imposing the boundary condition
$$e(s, s, t, x) = \tilde{e}(s, t, x)$$
and the secondary caloric gauge condition
$$(\phi^* \nabla)_s e = 0$$
or equivalently (in terms of the differentiated fields $\Psi_{s,t,x} = (\psi_{s,t,x}, A_{s,t,x})$)
$$A_s = 0. \quad (98)$$
(We will need to use this secondary condition, rather than the more natural condition $A_s = 0$, because the latter would require one to solve one equation forwards in $s$ (the heat flow equation) and one equation backwards in $s$ (the caloric gauge condition), and one will not be able to close a bootstrap in the large energy case.) The existence and smoothness of $e$ can be easily guaranteed by the Picard existence theorem for ODE.

On the diagonal $s = \sigma$, we observe from the boundary condition that
$$(\psi_s + \psi_\sigma)(s, s) = \tilde{\psi}_s(s)$$
while from the heat flow equation and the boundary condition we have
$$\psi_s(s, s) = D_x \tilde{\psi}_x(s)$$
and hence by (89) we have
$$\|\nabla^j_x \psi_\sigma(s, s)\|_{S_{k(s)}} \lesssim \kappa c(s)s^{-(j+2)/2} \quad (99)$$
for all $0 \leq j \leq 20$ and $s > 0$.

We now extend this bound to the interior of $\Omega$.

**Proposition 4.4.** If $C_0$ is a sufficiently large constant (depending only on $E$), and $C_1$ is sufficiently large depending on $C_0, E$, then one has the bounds
$$\|\nabla^j_x \psi_\sigma(\sigma, s)\|_{S_{k(s)}} \leq C_1 \kappa c(s)s^{-(j+2)/2} \quad (100)$$
for all $0 \leq j \leq 18$ and $0 \leq \sigma \leq s$, and
\begin{equation}
\|\nabla_x^j \psi_x(\sigma, s)\|_{S_k(s)} \leq C_0 c(s) s^{-(j+1)/2}
\end{equation}
and
\begin{equation}
\|\nabla_x^j A_x(\sigma, s)\|_{S_k(s)} \leq C_0 c(s) s^{-(j+1)/2}
\end{equation}
for all $0 \leq j \leq 17$ and $0 \leq \sigma \leq s$.

Proof. It suffices to establish these bounds for $S' \leq \sigma \leq s \leq S$ and $0 \leq S' \leq S < \infty$, so long as $C_0$ is independent of $S, S'$.

Fix $S$. We shall use a continuity argument. The set of $S'$ for which the desired estimates hold is clearly closed (recall that the $S$ norms are smooth in the Schwartz topology), and contains an open neighbourhood of $S$ in $[0, S]$ by (99), (96), (97) (and continuity), so it suffices that it is also open in $(0, S)$. We will do this by a showing (for $C_0$ large enough) that the hypothesised bounds (100), (101), (102) can be bootstrapped to the better bounds
\begin{equation}
\|\nabla_x^j \psi_x(\sigma, s)\|_{S_k(s)} \leq \frac{1}{2} C_1 \kappa c(s) s^{-(j+2)/2}.
\end{equation}
for all $0 \leq j \leq 18$ and $S' \leq \sigma \leq s \leq S$, and
\begin{equation}
\|\nabla_x^j \psi_x(\sigma, s)\|_{S_k(s)} \leq \frac{1}{2} C_0 c(s) s^{-(j+1)/2},
\end{equation}
and
\begin{equation}
\|\nabla_x^j A_x(\sigma, s)\|_{S_k(s)} \leq \frac{1}{2} C_0 c(s) s^{-(j+1)/2},
\end{equation}
for all $0 \leq j \leq 17$ and $S' \leq \sigma \leq s \leq S$.

To prove this, we first observe from (34), (33) that we have the equations
\begin{equation}
\partial_\sigma \psi_x = \nabla_x \psi_x + O(A_x \psi_x)
\end{equation}
and
\begin{equation}
\partial_\sigma A_x = O(\psi_x \psi_x).
\end{equation}
From (107), the fundamental theorem of calculus, Minkowski’s inequality, and the Leibniz rule, we have

\begin{equation}
\|\nabla_x^j A_x(\sigma, s) - \nabla_x^j A_x(s, s)\|_{S_k(s)} \lesssim \sum_{j_1+j_2} \int_\sigma^s \|(\nabla_x^{j_1} \psi_x)(\nabla_x^{j_2} \psi_x)(\sigma', s)\|_{S_k(s')} \, d\sigma';
\end{equation}

applying (101), (100), (82) we conclude
\begin{equation}
\|\nabla_x^j A_x(\sigma, s) - \nabla_x^j A_x(s, s)\|_{S_k(s)} \lesssim C_1 \kappa c(s) s^{-(j+1)/2}
\end{equation}
for all $0 \leq j \leq 17$ and $S' \leq \sigma \leq s \leq S$. Applying (97) and the triangle inequality (and assuming $C_0$ sufficiently large, and $\kappa$ sufficiently
small depending on $C_0, C_1$ we conclude (105) as required. A similar argument using (106) gives
$$\|\nabla_j^2 x \psi_x (s, s) - \nabla_j^2 x (s, s)\|_{S_k(s)} \lesssim C_1 \kappa c (s) s^{-(j+1)/2}$$
for all $0 \leq j \leq 17$ and $S' \leq \sigma \leq s \leq S$, which gives (104).

To get back to (103), we use the heat equation
$$\partial_s \psi_x = D_i D_i \psi_x - (\psi_x \wedge \psi_i) \psi_i$$
(cf. (46), (47)). We write this schematically as
$$(\partial_s - \Delta) \psi_x = O (A_x \nabla_x \psi_x) + O ((\nabla_x A_x) \psi_x) + O (\Psi^2 \psi_x). \quad (108)$$
Fix $\sigma$, and write
$$f(s) := \sum_{j=0}^{17} s^{(j+2)/2} \|\nabla_j^2 \psi_x (\sigma, s)\|_{S_k(s)}.$$
From (99) we have $f(\sigma) \lesssim \delta c (\sigma)$. More generally, using (108), (101), (102) (or (104), (105)), (85) (with $j = 1, 0$), (82), Minkowski’s inequality, and the Leibniz rule, we see that
$$f(s) \lesssim C_0 (\sigma/s)^{\delta_1/10} f(\sigma) + \int^s_{\sigma} (s-s')^{-1/2} (s'/s)^{\delta_1/10} s^{-1/2} c(s')^2 f(s') \, ds$$
$$+ \int^s_{\sigma} (s'/s)^{\delta_1/10} s^{-1} c(s')^2 f(s') \, ds$$
which we can simplify as
$$f(s) \lesssim C_0 \delta c (s) + \int^s_{\sigma} (s-s')^{-1/2} (s'/s)^{\delta_1/10} c(s')^2 f(s') \frac{ds}{s}.$$
Applying [21, Lemma 2.16] we conclude that
$$f(s) \lesssim C_0 \delta c (s).$$
Inserting this back into the right-hand side of (108) and using (101), (102), (82) we see that
$$\|\nabla_j^2 (\partial_s - \Delta) \psi_x (s)\|_{S_k(s)} \lesssim C_0 \kappa c (s) s^{-(j+1)/2}$$
for $0 \leq j \leq 16$ and $\sigma \leq s \leq S$; applying (83) we conclude that
$$\|\nabla_j^2 \psi_x (s)\|_{S_k(s)} \lesssim C_0 \kappa c (s) s^{-(j+2)/2}$$
for $0 \leq j \leq 18$ and $2\sigma \leq s \leq S$, which gives (103) when $s \geq 2\sigma$; the corresponding claim for $s < 2\sigma$ follows from using (84) (and (99)) instead of (83). This closes the continuity argument and establishes the claim. \hfill \Box

We now allow all constants to depend on $C_0, C_1$. We observe from the above proof that we have established the estimates
$$\|\nabla_j^2 A_x (0, s) - \nabla_j^2 \tilde{A}_x (s)\|_{S_k(s)} \lesssim \kappa c (s)^2 s^{-(j+1)/2} \quad (109)$$
and
\[ \| \nabla^j_x \psi_x(0, s) - \nabla^j_x \tilde{\psi}_x(s) \|_{S_k(s)} \lesssim \kappa c(s)s^{-(j+1)/2} \] (110)
for all \( 0 \leq j \leq 17 \) and \( s > 0 \).

Meanwhile, from (34) and (98) we have
\[ \partial_s A_s = O(\psi_\sigma \psi_s); \]
from the fundamental theorem of calculus we conclude that
\[ \| \nabla^j_x A_s(0, s) \|_{S_k(s)} \lesssim \int_0^s \| \nabla^j_x (\psi_\sigma \psi_s)(\sigma, s) \|_{S_k(s)} \ d\sigma. \]
for any \( j \geq 0 \) and \( s \geq 0 \). Applying (4.4) we conclude the approximate caloric gauge condition
\[ \| \nabla^j_x A_s(0, s) \|_{S_k(s)} \lesssim \kappa c(s)^2 s^{-(j+2)/2} \] (111)
for all \( 0 \leq j \leq 17 \) and \( s > 0 \).

The next step is to apply a gauge transform
\[ \phi \mapsto \phi; \quad e \mapsto eU; \quad \psi_i \mapsto U^{-1} \psi_i; \]
\[ D_i \mapsto U^{-1} D_i U; \quad A_i \mapsto U^{-1} \partial_i U + U^{-1} A_i U \] (112)
for some \( U : \{0\} \times \mathbb{R}^+ \times I \times \mathbb{R}^2 \to SO(m) \) that will transform \( A_s(0, s) \) to zero, or in other words \( U \) needs to solve the equation
\[ \partial_s U = -A_s U. \] (113)

We also need to let \( U \) decay to the identity matrix in the limit \( s \to \infty \). To attain this boundary condition at infinity, we will do the usual trick of solving instead at a finite value of \( s \), and then taking limits at the end. More precisely, for any \( 0 < S < \infty \), let \( U_S \) be the solution to (113) with \( U_S(0, S) = I \). From the bounds (111) and the product bound (82) we see that \( U_S \) is defined in the completion of the Schwartz space under any of the \( S_k \) norms, and obeys the bounds
\[ \| U_S(0, s) - I \|_{S_k(s)} \lesssim \kappa c(s)^2 \] (114)
whenever \( S/2 \leq s \leq 2S \), and we also have the semigroup law
\[ U_S(0, s) = U_{s'}(0, s)U_S(0, s') \] (115)
for any \( s, s', S > 0 \). Differentiating (113) in space and using Duhamel’s formula, (111), and Gronwall’s inequality, we also see that
\[ \| \nabla^j_x (U_S(0, s) - I) \|_{S_k(s)} \lesssim \kappa c(s)^2 s^{-j/2} \] (116)
for all \( 0 \leq j \leq 17 \) and \( S/2 \leq s \leq 2S \).

We can write (114) schematically as
\[ U_S(0, s) = I + O_{S_k}(\kappa c(2^{-2k})^2) \] (117)
for all \( 0 \leq j \leq 17 \) and \( S/2 \leq s \leq 2S \).
whenever $S, s \sim 2^{-2k}$, where $O_{S_k}(X)$ denotes a quantity of $S_k$ norm $O(X)$. If instead $S$ and $s$ are not comparable, but are widely separated with $s < S$, then we can use the semigroup law (115) and (117) to obtain

$$U_S(0, s) = \prod_{s \leq 2^{-2k} \leq S} (I + O_{S_k}(\kappa c(2^{-2k})^2));$$

multiplying through using (82) and the envelope properties of $c$, we see that

$$U_S(0, s) = I + \sum_{s \leq 2^{-2k} \leq S} O_{S_k}(\kappa c(2^{-2k})^2).$$

Differentiating using (116), we see that

$$\nabla^j_x U_S(0, s) = \sum_{s \leq 2^{-2k} \leq S} 2^{kj} O_{S_k}(\kappa c(2^{-2k})^2)$$
for $1 \leq j \leq 17$; applying (86), we conclude that (116) in fact holds for all $1 \leq j \leq 17$ and $S \geq s$.

From (87), (114), (115), we see that $U_S$ converges uniformly as $S \to \infty$ to a limit $U$, and we can write

$$U(0, s) = I + \sum_{2^{-2k} \geq s} O_{S_k}(\kappa c(2^{-2k})^2)$$
(118)

where the sum is uniformly convergent. In particular $U(0, s)$ converges uniformly to the identity as $s \to \infty$. From the derivative bounds we also have

$$\|\nabla^j_x U(0, s)\|_{S_{k(s)}} \lesssim \kappa c(s)^2 s^{-j/2}$$
(119)
for all $1 \leq j \leq 17$ and $s > 0$.

We now apply (112) for $\sigma = 0$ to obtain fields in the caloric gauge, which we shall denote temporarily by $\phi', \epsilon'; \Psi'_{s,t,x} = (\psi'_{s,t,x}, A'_{s,t,x})$ to distinguish them from the fields on $\Omega$. From (112), (118), (119), (82), and Proposition 4.4 we see that

$$\|\nabla^j_x (\Psi'_x(s) - \Psi_x(0, s))\|_{S_{k(s)}(I \times \mathbb{R}^2)} \lesssim \kappa c(s)^2 s^{-j/2}$$
and

$$\|\nabla^j_x (A'_x(s) - A_x(0, s))\|_{S_{k(s)}(I \times \mathbb{R}^2)} \lesssim \kappa c(s)^2 s^{-j/2}$$
for $0 \leq j \leq 17$ and $s > 0$; from (109), (110) and the triangle inequality, we thus have

$$\|\nabla^j_x (\Psi'_x(s) - \tilde{\Psi}_x(s))\|_{S_{k(s)}(I \times \mathbb{R}^2)} \lesssim \kappa c(s)^2 s^{-j/2}$$
and

$$\|\nabla^j_x (A'_x(s) - \tilde{A}_x(s))\|_{S_{k(s)}(I \times \mathbb{R}^2)} \lesssim \kappa c(s)^2 s^{-j/2}$$
for the same range of $j$ and $s$. In particular, by (96), (97) one has

$$\|\nabla^j_x \Psi'_x(s)\|_{S_{k(s)}(I \times \mathbb{R}^2)} \lesssim c(s)^2 s^{-j/2}$$
and 
\[ \| \nabla_x^j A'_x(s) \|_{S_{k(j)}(I \times \mathbb{R}^2)} \lesssim c(s)^2 s^{-(j+1)/2} \]
for \( 0 \leq j \leq 17 \) and \( s > 0 \). As \( \psi'_s = D'_s \psi'_t \), we then see from (82) that 
\[ \| \nabla_x^j \psi'_s(s) \|_{S_{k(j)}(I \times \mathbb{R}^2)} \lesssim c(s)s^{-(j+2)/2} \]
for \( 0 \leq j \leq 16 \) and \( s > 0 \); a similar argument using (89) gives 
\[ \| \nabla_x^j (\psi'_s - \tilde{\psi}_s)(s) \|_{S_{k(j)}(I \times \mathbb{R}^2)} \lesssim \kappa c(s)s^{-(j+2)/2}. \]
We now obtain all the required claims of Theorem 4.3 by dropping the primes from \( \phi', e', \Psi', s, t, x \).

4.5. An instantaneous version. We now specialise the above abstract theorem to an instantaneous version.

**Theorem 4.6** (Instantaneous parabolic repair). Let \( t_0 \) be a time, let \( \tilde{\psi}_s[t_0] \) be an instantaneous dynamic field, with the associated fields \( \tilde{\Psi}_{s, t, x} = (\tilde{\psi}_{s, t, x}, \tilde{A}_{s, t, x}) \) be the associated differentiated fields.

Let \( c \) be a frequency envelope of at most \( E \) for some \( E > 0 \), and assume that \( 0 < \kappa < 1 \) is sufficiently small depending on \( E \). We assume the bounds 
\[ \| \nabla_{t, x} \nabla_x^j \tilde{\psi}_s(s, t_0) \|_{H^0_{k(j)}(\mathbb{R}^2)} \lesssim c(s)s^{-(j+2)/2} \] (120)
and 
\[ \| \nabla_{t, x} \nabla_x^j (\tilde{\psi}_s - \tilde{\Psi}_s)(s, t_0) \|_{H^0_{k(j)}(\mathbb{R}^2)} \lesssim \kappa c(s)s^{-(j+2)/2} \] (121)
for all \( 0 \leq j \leq 20 \) and \( s > 0 \).

Let \( \phi[t_0] \) be an instantaneous map reconstructed from \( \tilde{\psi}_s[t_0] \). Then there exists a instantaneous dynamic field heat flow \( \psi_s[t_0] \), which also has \( \phi[t_0] \) as a reconstruction, such that 
\[ \| \nabla_{t, x} \nabla_x^j \psi_s(s, t_0) \|_{H^0_{k(j)}(\mathbb{R}^2)} \lesssim E c(s)s^{-(j+1)/2} \] (122)
\[ \| \nabla_{t, x} \nabla_x^j A_s(s, t_0) \|_{H^0_{k(j)}(\mathbb{R}^2)} \lesssim E c(s)^2 s^{-(j+1)/2} \] (123)
\[ \| \nabla_{t, x} \nabla_x^j \psi'_s(s, t_0) \|_{H^0_{k(j)}(\mathbb{R}^2)} \lesssim E c(s)s^{-(j+2)/2} \] (124)
\[ \| \nabla_{t, x} \nabla_x^j (\tilde{\Psi}_s - \Psi_s)(s, t_0) \|_{H^0_{k(j)}(\mathbb{R}^2)} \lesssim E \kappa c(s)s^{-(j+1)/2} \] (125)
\[ \| \nabla_{t, x} \nabla_x^j (\tilde{A}_s - A_s)(s, t_0) \|_{H^0_{k(j)}(\mathbb{R}^2)} \lesssim E \kappa c(s)^2 s^{-(j+1)/2} \] (126)
\[ \| \nabla_{t, x} \nabla_x^j (\tilde{\psi}_s - \psi_s)(s, t_0) \|_{H^0_{k(j)}(\mathbb{R}^2)} \lesssim E \kappa c(s)s^{-(j+2)/2} \] (127)
for all \( 0 \leq j \leq 15 \) and \( s > 0 \). One can also obtain similar bounds with \( \nabla_x^2 \) replaced by \( \partial_s \) as one wishes.
Proof. By Theorem 4.3 (and extending \( \tilde{\psi}_k \) in time to a small neighbourhood of \( t_0 \)), it suffices to verify that the seminorms

\[
\| \phi \|_{S_k} := \| \nabla_{t,x} \phi(t_0) \|_{H_0^k(\mathbb{R}^2)}
\]

form an algebra family.

The comparability estimate (86) follows from (22), while the product estimate (82) follows from Lemma 2.10. The uniform bound (87) follows from Bernstein’s inequality (it also follows from (82) by the spectral theory of Banach algebras). The parabolic regularity estimate (85) is easily verified by Fourier analysis.

It remains to establish the estimates (83), (84). From (85) and Duhamel’s formula, it suffices to establish the estimate

\[
\| \nabla_x^2 \int_0^\infty e^{s \Delta} F(s) \, ds \|_{\dot{H}_0^k(\mathbb{R}^2)} \lesssim \sup_{s > 0} \| F(s) \|_{\dot{H}_0^k(\mathbb{R}^2)}
\]

for any \( k \) and any Schwartz function \( F : \mathbb{R}^+ \times \mathbb{R}^2 \to \mathbb{R} \). Taking Littlewood-Paley projections, it suffices to show that

\[
\| \nabla_x^2 \int_0^\infty e^{s \Delta} F(s) \, ds \|_{L^2(\mathbb{R}^2)} \lesssim \sup_{s > 0} \| F(s) \|_{L^2(\mathbb{R}^2)}
\]

for all such \( F \). But this follows from Plancherel’s theorem. \( \square \)

5. Function spaces and estimates

In order to proceed further we need to recall some function spaces from earlier papers [16], [21], and then introduce some refinements of these spaces.

5.1. Function spaces. In [16] two function spaces \( S_k(\mathbb{R} \times \mathbb{R}^2) \), \( N_k(\mathbb{R} \times \mathbb{R}^2) \) for \( k \in \mathbb{Z} \) were constructed, in terms of some variants \( S[k] \), \( N[k] \) of these spaces. The precise definition of these spaces is extremely lengthy and will not be reviewed here. These spaces were then restricted to slabs \( I \times \mathbb{R}^2 \), where \( I \) is a compact interval, in the usual manner, thus

\[
\| u \|_{S_k(I \times \mathbb{R}^2)} := \inf \{ \| \tilde{u} \|_{S_k(\mathbb{R} \times \mathbb{R}^2)} : \tilde{u}|_{I \times \mathbb{R}^2} = u \} \quad (128)
\]

where \( \tilde{u} \) ranges over all extensions of \( u \) to \( S_k(\mathbb{R} \times \mathbb{R}^2) \). The \( S_k(I \times \mathbb{R}^2) \) norm was also very slightly modified in [21] to an equivalent norm \( S_k'(I \times \mathbb{R}^2) \) which is continuous with respect to dilations (the \( S_k \) norm is merely quasicontinuous). For technical reasons that will be important later, it is also necessary to replace the \( N_k \) norm with a stronger norm \( N_k^+ \); in Appendix B we define this stronger norm, and show that all
the properties established for the $N_k$ in [16] (and then inherited in [21]) continue to hold for this stronger norm $N^+_k$.

These $S_k$ and $N_k$ spaces were adequate for dealing with the small energy theory. However, when dealing with large energy wave maps $\phi$, the $S_k(I \times \mathbb{R}^2)$ norms of various quantities related to $\phi$ also became quite large, even after localising $I$ to be small. Thus, to obtain a suitable perturbation theory for large energy, one must modify the spaces slightly.

To deal with this problem, a variant $\|\|_{S_{\mu,k}(I \times \mathbb{R}^2)}$ of the $S_k(I \times \mathbb{R}^2)$ norm was introduced in [21, Theorem 8.1], where $\mu > 0$ was a small parameter. The $S_{\mu,k}$ norm is larger than the $S_k$ (or $S_{\mu,k}$) norm, but for sufficiently small time intervals $I$, the two norms are comparable. Furthermore, in some key bilinear, and trilinear estimates enjoyed by the $S_k$ norms, a gain of a power of $\mu$ appears when $S_k$ is replaced by $S_{\mu,k}$. Because of these facts, it was possible in [21] to transport the small energy theory of [16] to the large energy setting.

However, the norms $S_{\mu,k}(I \times \mathbb{R}^2)$ used in [21] are not suitable for this paper. The reason is that in order to decompose a large time interval into smaller ones on which the $S_{\mu,k}$ norms of (say) an energy-class solution to the free wave equation are adequately controlled, the number of intervals required can become unbounded. We shall refer to the property of being able to subdivide a large interval into a bounded number of smaller intervals on which a norm is controlled as divisibility. As we will rely heavily on divisibility in this paper, it is thus necessary to replace the $S_{\mu,k}$ norm defined in [21] with a more divisible norm. The downside to this is that it becomes more difficult to establish the required bilinear and trilinear estimates that gain a factor of the parameter $\mu$; indeed, we will need to rely on an inverse theorem for a basic bilinear estimate established recently by the author in [23].

Nevertheless, the spaces $S_{\mu,k}$ can at least be defined with relatively little effort. Given a direction $\omega \in S^1$ and an initial position $x_0 \in \mathbb{R}^2$, as well as a frequency parameter $k$, define the infinite tube $T_{x_0,\omega,k} \subset \mathbb{R} \times \mathbb{R}^2$.

---

3 In the recent preprint [12] it was shown, using the machinery of $U^p$ and $V^p$ spaces, that the key Strichartz and Wolff estimates that we need hold even without replacing $N_k$ with $N^+_k$; this provides an alternate approach to the selection of function spaces and verification of estimates.

4 The theory in [16] was for spherical targets rather than hyperbolic ones, and used a microlocal gauge rather than the caloric gauge, but we will ignore these technical distinctions for this informal discussion.

5 This is ultimately because the $S_{\mu,k}$ norms defined in [21] involve the $L^1_tL^\infty_x$ norm, which is under control for frequency-localised solutions on extremely short time intervals, but becomes unbounded on large time intervals such as $\mathbb{R}$.
For any interval \( I \) to be the set \( C \) absolute constant (e.g., if it is smooth, and \( \partial_t^j \nabla_x^k \phi \) is rapidly decreasing in space for all \( j, k \geq 0 \), uniformly in time. We let Schwartz(\( I \)) denote the space of all Schwartz functions, with the usual Frechet space topology.

Definition 5.2 (\( S_{\mu,k} \) norm). Let \( 0 < \mu < 1 \). We let \( C_0 \) be a large absolute constant (e.g., \( C_0 := 10^{10} \) will do; the exact value depends to some extent on the implied constants in [23]). For any \( k \) and \( I \), we define the enhanced \( S_k(I \times \mathbf{R}^2) \) space to be the subspace of \( S_k(I \times \mathbf{R}^2) \) consisting of functions \( \phi \) whose norm

\[
\| \phi \|_{S_k^+(I \times \mathbf{R}^2)} := \| \phi \|_{S_k(I \times \mathbf{R}^2)} + \sup_{k'} \chi_{k=k'}^{-\delta_1} \| P_{k'} \Box \phi \|_{N_k^+(I \times \mathbf{R}^2)}
\]  

(129)

is finite. We then define \( \tilde{S}_{\mu,k}(I \times \mathbf{R}^2) \) to be the atomic Banach space whose atoms \( \phi \in S_k^+(I \times \mathbf{R}^2) \) are one of the following two types:

- (Small atoms) \( \| \phi \|_{S_k^+(I \times \mathbf{R}^2)} \leq \mu \);
- (Null-dispersed atoms) \( \| \phi \|_{S_k^+(I \times \mathbf{R}^2)} \leq 1 \) and \( \| \phi \|_{S_{\mu,k}(I \times \mathbf{R}^2)} \leq \mu C_0 \) and

\[
\| P_{k'} \nabla_{t,x} \phi \|_{L_2^r L_\infty^l (I \times \mathbf{R}^2)} \lesssim \chi_{k=k'}^{-\delta_1} 2^{4k' / 5} \mu
\]  

(130)

for all \( k' \), where

\[
\| \phi \|_{S_{\mu,k}(I \times \mathbf{R}^2)} := \sup_{k', \kappa, x_0, \omega} 2^{k-k'/C_0} 2^{-k'/2} \| P_{k', \kappa, x_0, \omega} \nabla_{t,x} \phi \|_{L_2^r L_\infty^l (T_{x_0, \omega, \kappa \cap I}(I \times \mathbf{R}^2))}
\]  

(131)

where \( k' \) ranges over \( \mathbf{Z} \), \( \kappa \) ranges over all caps \( \kappa \in K_l \) of length \( 2^{-l} \) at least \( \mu C_0 \), \( x_0 \) ranges over \( \mathbf{R}^2 \), and \( \omega \) ranges over all directions in \( S^1 \) with \( \text{dist}(\omega, \kappa), \text{dist}(\omega, -\kappa) \geq \mu C_0 \). (For a definition of \( K_l \) and \( P_{k, \kappa} \), see [16, p. 481].)

We then define the dilation-smoothed variant \( S_{\mu,k}(I \times \mathbf{R}^2) \) of these norms by the formula

\[
\| \phi \|_{S_{\mu,k}(I \times \mathbf{R}^2)} := \sup_{j \in \mathbf{R}} 2^{-|j|} \| \phi^{(j)} \|_{\tilde{S}_{\mu,k}(2^{-j} I \times \mathbf{R}^2)}.
\]

(132)

By repeating the arguments in [21] we see that the two norms \( S_{\mu,k} \) and \( \tilde{S}_{\mu,k} \) are comparable:

\[
\| \phi \|_{S_{\mu,k}(I \times \mathbf{R}^2)} \sim \| \phi \|_{\tilde{S}_{\mu,k}(I \times \mathbf{R}^2)}.
\]
5.3. Multilinear estimates. In this section we show the following variant of [21 Theorem 8.1]:

**Theorem 5.4 (Function space norms).** For every interval $I$, every integer $k$, and every $\mu > 0$, we have the following properties for all integers $k, k_1, k_2, k_3$ and $\phi, \phi^{(1)}, \phi^{(2)}, \phi^{(3)}, F \in \text{Schwartz}(I \times \mathbb{R}^2)$:

- **(Continuity and monotonicity)** If $I = [t_-, t_+]$, then $\|\phi\|_{S_{\mu,k}([a,b])}$ is a continuous function of $a, b$ for $t_- \leq a < b \leq t_+$, and is decreasing in $a$ and increasing in $b$.

- **($S_k^+$ and $S_{\mu,k}$ are comparable)** We have
  \[
  \|\phi\|_{S_k^+(I \times \mathbb{R}^2)} \lesssim \|\phi\|_{S_{\mu,k}(I \times \mathbb{R}^2)} \lesssim \mu^{-1}\|\phi\|_{S_k^+(I \times \mathbb{R}^2)}. \tag{133}
  \]

- **(Vanishing)** If $\phi \in \text{Schwartz}(I \times \mathbb{R}^2)$ and $t_0 \in I$, then there exists an interval $J \subset I$ containing $t_0$ such that
  \[
  \|\phi\|_{S_{\mu,k}(J \times \mathbb{R}^2)} \lesssim \sum_{k'} \chi_{k=k'} \|\nabla_{t,x} P_k \phi(t_0)\|_{L^2(I \times \mathbb{R}^2)}. \tag{134}
  \]

- **(First product estimate)** We have
  \[
  \|\phi^{(1)} \phi^{(2)}\|_{S_{\max(k_1,k_2)}^+(I \times \mathbb{R}^2)} \lesssim \|\phi^{(1)}\|_{S^+_{k_1}(I \times \mathbb{R}^2)} \|\phi^{(2)}\|_{S^+_{k_2}(I \times \mathbb{R}^2)}. \tag{135}
  \]

- **($L^\infty$ estimates)** We have
  \[
  \|\phi\|_{L^\infty(I \times \mathbb{R}^2)} \lesssim \|\phi\|_{S_k^+(I \times \mathbb{R}^2)} \tag{136}
  \]
  as well as the refinement
  \[
  \|\nabla_{t,x} \phi\|_{L^\infty(I \times \mathbb{R}^2)} \lesssim \|\nabla_{t,x} \phi\|_{S_k^+(I \times \mathbb{R}^2)} \tag{137}
  \]

- **($N$ contains $L^1 L^2$)** If $F \in \text{Schwartz}(I \times \mathbb{R}^2)$ has Fourier support in the region $\{\xi : |\xi| \sim 2^k\}$, then
  \[
  \|F\|_{N_k(I \times \mathbb{R}^2)^+} \lesssim \|F\|_{L^1(I \times \mathbb{R}^2)}. \tag{138}
  \]

- **(Adjacent $N_k$ or $S_k$ are equivalent)** If $\phi \in \text{Schwartz}(I \times \mathbb{R}^2)$, then
  \[
  \|\phi\|_{S_{k_1}^+(I \times \mathbb{R}^2)} \lesssim \chi_{k_1=k_2} \|\phi\|_{S_{k_2}^+(I \times \mathbb{R}^2)} \tag{139}
  \]
  and
  \[
  \|\phi\|_{S_{\mu,k_1}(I \times \mathbb{R}^2)} \lesssim \chi_{k_1=k_2} \|\phi\|_{S_{\mu,k_2}(I \times \mathbb{R}^2)}. \tag{140}
  \]
  Similarly, if $F \in \text{Schwartz}(I \times \mathbb{R}^2)$ and $k_1 = k_2 + O(1)$, then
  \[
  \|F\|_{N_{k_1}(I \times \mathbb{R}^2)^+} \sim \|F\|_{N_{k_2}(I \times \mathbb{R}^2)^+}. \tag{141}
  \]

- **(Energy estimate)** If $\phi \in \text{Schwartz}(I \times \mathbb{R}^2)$ has Fourier transform supported in the region $\{\xi \sim 2^k\}$, and $t_0 \in I$, then
  \[
  \|\phi\|_{S_k^+(I \times \mathbb{R}^2)} \lesssim \|\phi(t_0)\|_{H^1(I \times \mathbb{R}^2) \times L^2(I \times \mathbb{R}^2)} + \|\Box \phi\|_{N_k(I \times \mathbb{R}^2)^+}. \tag{142}
  \]
\begin{itemize}
  \item \textbf{(Parabolic regularity estimate)} If $\phi : \mathbb{R}^+ \to \text{Schwartz}(I \times \mathbb{R}^2)$ is smooth and $s > 0$, then
  \begin{equation}
  \| \nabla_x^2 \phi(s) \|_{S^0_k(I \times \mathbb{R}^2)} \lesssim s^{-1} \| \phi(s/2) \|_{S^0_k(I \times \mathbb{R}^2)} + \sup_{s/2 \leq s' \leq s} \| (\partial_s - \Delta) \phi(s') \|_{S^0_k(I \times \mathbb{R}^2)}
  \end{equation}
  \end{itemize}

and similarly for $S_{\mu,k}(I \times \mathbb{R}^2)$ or $N_k(I \times \mathbb{R}^2)$.

\begin{itemize}
  \item \textbf{(Second product estimate)} We have
  \begin{equation}
  \| P_k(\phi F) \|_{N_k(I \times \mathbb{R}^2)^+} \lesssim \chi_{k \geq k_2} \chi_{k = \max(k_1,k_3)} \| \phi \|_{S^1_k(I \times \mathbb{R}^2)} \| F \|_{N_k(I \times \mathbb{R}^2)^+}.
  \end{equation}
  \end{itemize}

\begin{itemize}
  \item \textbf{(Improved trilinear estimates)} We have
  \begin{equation}
  \| P_k(\phi(1) \partial_\alpha \phi(2) \partial^\alpha \phi(3)) \|_{N_k(I \times \mathbb{R}^2)} \lesssim \mu^1 - \varepsilon \chi_{k = \max(k_1,k_2,k_3)} \chi_{k_1 = \min(k_2,k_3)}
  \end{equation}
  \end{itemize}

and

\begin{equation}
\| \phi(1) \|_{S_{\mu,k_1}(I \times \mathbb{R}^2)} \| \phi(2) \|_{S_{\mu,k_2}(I \times \mathbb{R}^2)} \| \phi(3) \|_{S_{\mu,k_3}(I \times \mathbb{R}^2)}
\end{equation}

\begin{itemize}
  \item \textbf{(Strichartz estimates)} If $\phi$ has Fourier support in the region $\{ \xi : |\xi| \lesssim 2^k \}$, then we have
  \begin{equation}
  \sup_{t \in I} \| \phi[t] \|_{H^1(\mathbb{R}^2) \times L^6(\mathbb{R}^2)} \lesssim \| \phi \|_{S_k^+(I \times \mathbb{R}^2)}
  \end{equation}
  \end{itemize}

and

\begin{equation}
\| \nabla_{t,x} \phi \|_{L^5_t L^\infty_x(I \times \mathbb{R}^2)} \lesssim 2^{4k/5} \mu \| \phi \|_{S_{\mu,k}(I \times \mathbb{R}^2)}
\end{equation}

and

\begin{equation}
\| \nabla_{t,x} \phi \|_{L^q_t L^\infty_x(I \times \mathbb{R}^2)} \lesssim 2^{(1 - 1/q)k} \| \phi \|_{S_k^+(I \times \mathbb{R}^2)}.
\end{equation}

\begin{itemize}
  \item \textbf{(Hyperbolic estimate)} We have
  \begin{equation}
  \| P_{k_1} \square \phi \|_{N_{k_1}^+(I \times \mathbb{R}^2)} \lesssim \chi_{k = k_1} \| \phi \|_{S_k^+(I \times \mathbb{R}^2)}
  \end{equation}
  \end{itemize}
Proof. We first dispose of some estimates which are either trivial or easily deduced from the existing literature. The continuity and monotonicity of $S_{\mu,k}$ is established just as in [21]. The comparability follows from Definition 5.2 and Lemma 6.4. The comparability properties (139), (140), (141) are easily verified from the definition, while the hyperbolic estimate (151) follows from (129). The estimate (138) is immediate from Definition B.2. The energy estimate (142) follows from (129) and [16, Equation (27)], while the second product estimate (144) follows from [16, Equation (29)]. The estimate (148) follows from [16, Equation (32)], the estimate (150) follows from [10, Lemma 3.1] (or [10, Lemma 6.7]; see also [12]), and the estimate (151) follows from (129). The parabolic regularity estimate (143) is proven exactly as [21, Equation (122)] or [21, Equation (61)] is proven. The estimate (136) follows from [16, Equation (82)], while the refinement (137) comes from Bernstein’s inequality and the fact that the frequency building block $S[k]$ of the $S_k$ norm controls the energy norm $\| \nabla_{t,x} \phi \|_{L^p_t L^q_x}$.

Now we turn to (135). We normalise
$$\| \phi^{(1)} \|_{S^1_1(I \times \mathbb{R}^2)} = \| \phi^{(2)} \|_{S^1_2(I \times \mathbb{R}^2)} = 1$$
and $k_1 \leq k_2 = 0$. If the $S^+_k$ norm on the left-hand side was replaced with $S_k$, then the claim follows from [16, Equation (20)], so by (129) it suffices to show that
$$\| P_{k'} \Box (\phi^{(1)} \phi^{(2)}) \|_{N^1_{k'}(I \times \mathbb{R}^2)} \lesssim \chi_{k' = 0}^{\delta_1}$$
for all $k'$.

Fix $k'$. By the Leibniz rule, we may split $\Box (\phi^{(1)} \phi^{(2)})$ as a combination of $\Box (\phi^{(1)} \phi^{(2)})$, $\Box (\phi^{(1)} \Box (\phi^{(2)})$, and $\partial^\alpha \phi^{(1)} \partial^{\alpha} \phi^{(2)}$. The third term is acceptable from the null form estimate in [16, Equation (30)] (and Theorem B.3). The other two terms are acceptable from (129) and (144) (and Littlewood-Paley decomposition).

Now we look at the vanishing estimate (134). We may set $t_0 = 0$. From Definition 5.2 we can replace $S_{\mu,k}$ by $\tilde{S}_{\mu,k}$, and it will then suffice to show that
$$\limsup_{\epsilon \to 0} \| \phi \|_{S^*_{\mu,k}([-\epsilon,\epsilon] \times \mathbb{R}^2)} \lesssim \sum_{k'} \chi_{k = k'}^{-\delta_1} \| \nabla_{t,x} P_{k'} \phi(0) \|_{L^p_x(L^q_z)}$$
and
$$\limsup_{\epsilon \to 0} \| \phi \|_{S^*_{\mu,k}([-\epsilon,\epsilon] \times \mathbb{R}^2)} = 0.$$

The second claim is easily established from the Schwartz nature of $\phi$, so we turn to (152). From the energy estimates in [16, Section 11] (and
the definition of $S_k$ in [16, Section 10]) we have
\[
\|\phi\|_{S_k^+([-\varepsilon,\varepsilon] \times \mathbb{R}^2)} \lesssim \sum_{k'} \chi_{k'=k'}^{\delta_1} \|\nabla_{t,x} P_{k'} \phi(0)\|_{L^2_t L^2_x(\mathbb{R}^2)} + \sum_{k'} \chi_{k'=k'}^{\delta_1} \|P_{k'} \Box \phi\|_{L^1_t L^2_x([-\varepsilon,\varepsilon] \times \mathbb{R}^2)},
\]
and the claim follows from the monotone convergence theorem and the Schwartz nature of $\phi$.

Next, we consider the Strichartz estimate (149). It suffices to verify this for atoms. For small atoms, the claim follows from (150), while for dispersed atoms the claim follows from (130).

Now, we look at the trilinear estimates (145), (146). The arguments here will rely heavily on those in [16], as well as the inverse theory in Section F. The basic strategy is to first use the inverse theory show that the only counterexamples to these estimates could be generated along light rays, which in turn can only arise from parallel interactions; but parallel interactions in the $S$ and $N$ type spaces are known to be negligible, especially when null structure is present, as is for instance demonstrated at various points in [16].

The $\varepsilon = 1$ cases of these inequalities follow from [16, Equation (87)], so it suffices to verify the $\varepsilon = 0$ case; a similar argument allows us to assume $\mu$ to be small. By allowing $k, k_1, k_2, k_3$ to be real rather than integer, we may replace the $S_{\mu_i, k}$ norms with $\tilde{S}_{\mu_i, k}$ for $i = 1, 2, 3$, and then reduce to atoms. Normalising the norms on the right-hand side to be one, our task is now to show that
\[
\|P_k (\phi^{(1)} \partial_\alpha \phi^{(2)} \partial_\beta \phi^{(3)})\|_{N_k(I \times \mathbb{R}^2)^+} \lesssim \mu \tag{153}
\]
when $\phi^{(i)}$ is a $S_{\mu_i, k_i}(I \times \mathbb{R}^2)$ atom for $i = 1, 2, 3$, and
\[
\|P_k (\phi^{(1)} \partial_\alpha \phi^{(2)} \partial_\beta \phi^{(3)})\|_{N_k(I \times \mathbb{R}^2)^+} \lesssim \mu^2 \tag{154}
\]
when $\phi^{(i)}$ is a $S_{\mu, k_i}(I \times \mathbb{R}^2)$ atom for $i = 1, 2, 3$.

We first prove (153). When $\phi^{(i)}$ is a small atom and $\mu_i = \mu$, the claim again follows from [16, Equation (87)], so we may assume that $\phi^{(i)}$ is a null-dispersed atom whenever $\mu_i = \mu$. By symmetry we may also take $k_2 \leq k_3$.

We assume that (154) fails (so that the left-hand side is at least $\mu$) and derive a contradiction (for $C_0$ large enough). We recall that implied constants are allowed to depend on exponents such as $\delta_1$.

By [16, Equation (87)], this forces $\chi_{k=\max(k_1,k_2,k_3)}^{\delta_1} \chi_{k_1 \leq \min(k_2,k_3)}^{\delta_1} \gtrsim \mu$, and thus $k = k_3 + O(\log \frac{1}{\mu})$ and $k_1 = k_2 + O(\log \frac{1}{\mu})$ by the hypotheses on
Let us now consider the case when \( \mu = \mu_2 \), so \( \phi^{(2)} \) is a null-dispersed atom. Applying \([16\text{, Equation (29)}]\), we conclude that

\[
P_k(\phi^{(1)} P_{k'}(\partial_\alpha \phi^{(2)} \partial^\alpha \phi^{(3)})) \|_{N_k(I \times \mathbf{R}^2)} \geq \mu^{O(1)}.
\]

Fix this \( k' \). We extend the \( \phi^{(i)} \) to all of \( \mathbf{R}^{1+2} \) so that they remain bounded in \( S_k(\mathbf{R} \times \mathbf{R}^2) \). From \([16\text{, Equation (30)}]\), one has

\[
\| P_{k'}(\partial_\alpha \phi^{(2)} \partial^\alpha \phi^{(3)})) \|_{\dot{X}^{0,-1/2,1}(I \times \mathbf{R}^2)} \lesssim \mu^{O(1)},
\]

so by Lemma \([15.5]\) the contribution of \( Q_{< j'} P_{k'}(\partial_\alpha \phi^{(2)} \partial^\alpha \phi^{(3)})) \) is negligible for some \( j' = O(\log \frac{1}{\mu}) \), and thus

\[
\| P_k(\phi^{(1)} P_{k'} Q_{\geq j'}(\partial_\alpha \phi^{(2)} \partial^\alpha \phi^{(3)})) \|_{N_k(I \times \mathbf{R}^2)} \geq \mu^{O(1)}
\]

for this \( j' \).

Let us now consider the case when \( \mu_2 = \mu \), so \( \phi^{(2)} \) is a null-dispersed atom. Applying \([16\text{, Equation (29)}]\), we conclude that

\[
\| P_k Q_{\geq j'}(\partial_\alpha \phi^{(2)} \partial^\alpha \phi^{(3)})) \|_{N_k(I \times \mathbf{R}^2)} \geq \mu^{O(1)};
\]

controlling the \( N_k \) norm by the \( \dot{X}^{0,-1/2,1} \) norm and discarding the \( P_{k'} Q_{\geq j'} \) projections, we conclude

\[
\| \partial_\alpha \phi^{(2)} \partial^\alpha \phi^{(3)} \|_{L^2_{t,x}(I \times \mathbf{R}^2)} \geq \mu^{O(1)}.
\]

Applying (a slightly rescaled version of) Theorem \([6.3]\) and the triangle inequality, we can find a collection \( (T_\beta)_{\beta \in B} \) of tubes of frequency 1 with cardinality \( O(\mu^{-O(1)}) \) such that

\[
\| \partial_\alpha \phi^{(2)} \partial^\alpha \phi^{(3)} \|_{L^2_{t,x}(I \times \mathbf{R}^2) \cap \bigcup_{\beta \in B} T_\beta} \geq \mu^{O(1)},
\]

and thus by the triangle inequality and pigeonhole principle we can find one of these tubes \( T = T_{x_0, \omega, 0} \) for which

\[
\| \partial_\alpha \phi^{(2)} \partial^\alpha \phi^{(3)} \|_{L^2_{t,x}(I \times \mathbf{R}^2) \cap T} \geq \mu^{O(1)}.
\]

From \([14.2]\), \( \nabla_{t,x} \phi^{(3)} \) has an \( L^\infty_t L^2_x(I \times \mathbf{R}^2) \) norm of \( O(1) \). Using the null-dispersed nature of \( \phi^{(2)} \) and Hölder’s inequality to control all components of \( \phi^{(2)} \) not oriented near the direction \( \omega \), we may thus conclude that

\[
\| \partial_\alpha P \phi^{(2)} \partial^\alpha \phi^{(3)} \|_{L^2_{t,x}(I \times \mathbf{R}^2) \cap T} \geq \mu^{O(1)},
\]
where \( P \) is a smooth Fourier projection to the region \( \{ |\xi| \sim 1; \langle \xi, \omega \rangle \lesssim \mu^{c_0} \} \) for some small absolute constant \( c > 0 \), assuming \( C_0 \) is large enough.

Now let \( P' \) be a smooth Fourier projection to the region \( \{ |\xi| \sim 1; \langle \xi, \omega \rangle \lesssim \mu^{c'c_0} \} \) for some small absolute constant \( c' \) (which will be much smaller than \( c \)). We consider first the contribution of \((1-P')\phi^{(3)}\). The transversality to \( T \) implies that \( \nabla_{t,x}(1-P')\phi^{(3)} \) has an \( L^2_tL^\infty_x((I \times \mathbb{R}^2) \cap T) \) norm of \( O(\mu^{-O(c_0)}+O(1)) \) (here we use the plane wave component of the \( S \) norms and dyadic decomposition, see [16, Proposition 2]). On the other hand, from Bernstein’s inequality we see that \( \nabla_{t,x}P\phi^{(2)} \) has an \( L^\infty_t\left((I \times \mathbb{R}^2) \cap T\right) \) norm of \( O(\mu^{c_0/2-O(1)}) \). For \( C_0 \) large enough (and \( c' \) small enough) and Hölder’s inequality\[6\] this contribution is negligible, thus we have

\[
\|\partial_\alpha P\phi^{(2)} \partial^n P'\phi^{(3)}\|_{L^2_{t,x}(I \times \mathbb{R}^2) \cap T} \gtrsim \mu^{O(1)}.
\]

Consider the contribution of \( Q_{j_2}\phi^{(2)} \) for some \( j_2 \). The quantity \( \nabla_{t,x}PQ_{j_2}\phi^{(2)} \) has an \( L^2_tL^\infty_x \) norm of \( O(\mu^{c_0-O(1)}2^{-j_2/2}) \) for some \( \tilde{c} > 0 \) (by \( \dot{X}^{0,1/2,\infty} \) estimates and Bernstein’s inequality), while \( \nabla_{t,x}P\phi^{(3)} \) has an \( L^\infty_tL^2_x \) norm of \( O(1) \), so this contribution is negligible for \( j_2 := -c''c_0 \log \frac{1}{\mu} \) and some absolute constant \( c'' > 0 \). Similarly, to control the contribution of \( Q_{j_3}\phi^{(3)} \) for some \( j_3 \), one observes that \( \nabla_{t,x}P\phi^{(2)} \) has an \( L^\infty_tL^2_x \) norm of \( O(\mu^{-O(1)}) \) and \( \nabla_{t,x}P'Q_{j_3}\phi^{(3)} \) has an \( L^2_tL^\infty_x \) norm of \( O(\mu^{c_0-O(1)}2^{-j_3/2}) \) (by \( \dot{X}^{0,1/2,\infty} \) estimates and Bernstein’s inequality), again giving a negligible contribution for \( j_3 = -c''c_0 \log \frac{1}{\mu} \). So we have

\[
\|\partial_\alpha PQ_{<j_2}\phi^{(2)} \partial^n P'Q_{<j_3}\phi^{(3)}\|_{L^2_{t,x}(I \times \mathbb{R}^2) \cap T} \gtrsim \mu^{O(1)}.
\]

for these choices of \( j_2, j_3 \).

There are two components to \( PQ_{<j_2}\phi^{(2)} \), one which is transverse to \( T \) and one which is essentially parallel to \( T \). The transverse component can be dealt with by earlier arguments, so we may restrict attention to the component which is parallel to \( T \); similarly for \( P'Q_{<j_3}\phi^{(3)} \). But now the expression \( \partial_\alpha PQ_{<j_2}\phi^{(2)} \partial^n P'Q_{<j_3}\phi^{(3)} \) lies at a distance \( \mu^{c''c_0} \) from the light cone, for some \( c'' > 0 \), and the arguments in [16, Step 17.2(b).3] then give an upper bound

\[
\|\partial_\alpha PQ_{<j_2}\phi^{(2)} \partial^n P'Q_{<j_3}\phi^{(3)}\|_{L^2_{t,x}(I \times \mathbb{R}^2)} \lesssim \mu^{c''c_0-O(1)}
\]

for some \( c'' > 0 \), giving a contradiction.

Now we turn to the case when \( \mu_2 = 1 \), thus \( \mu_1 = \mu_3 = \mu \) and \( \phi^{(1)}, \phi^{(3)} \) are both null-dispersed. If \( k_3 < k_2 + 10 \) then by swapping the roles of

---

\[6\]Again, one has to deal with the \( P_{k_2}Q_{\geq k'} \) projection, but the localisation of the associated kernel allows one to do this easily.
\( \phi^{(2)} \) and \( \phi^{(3)} \) we can use the previous arguments, so suppose instead that \( k_3 \geq k_2 + 10 \), which forces \( k = k_3 + O(1) \).

Using Theorem \ref{thm:fourier} as before, one can find a collection \((T_\beta)_{\beta \in B}\) of tubes of frequency 1 with cardinality \( O(\mu^{-O(1)}) \) such that
\[
\| P_k(\phi^{(1)} P_{k'} Q_{\geq j'} (1_{U_{\beta \in B}} T_\beta \partial_\alpha \phi^{(2)} \partial_\alpha \phi^{(3)})) \|_{N_k(I \times \mathbb{R}^2)^+} \geq \mu^{O(1)}.
\]

On the other hand, from the preceding arguments one has
\[
\| 1_{U_{\beta \in B}} T_\beta \partial_\alpha \phi^{(2)} \partial_\alpha \phi^{(3)} \|_{L^2_t(I \times \mathbb{R}^2)} \lesssim \mu^{-O(1)}.
\]

Thus, there exists a tube \( T = T_{x_0, \omega, 0} \) and a function \( F_T \) supported on that tube with \( L^2_{t,x} \) norm \( O(1) \) such that
\[
\| P_k(\phi^{(1)} P_{k'} Q_{\geq j'} F_T) \|_{N_k(I \times \mathbb{R}^2)^+} \geq \mu^{O(1)}.
\]

Consider a portion of \( \phi^{(1)} \) whose spatial Fourier transform supported on a cap at an angle of at least \( \mu c \) to \( \omega_0 \) for some small absolute constant \( c > 0 \). Then applying the null-dispersion hypothesis, we see that this portion has an \( L^2_t L^\infty_x \) norm of \( O(\mu^c c_0) \) for some other constant \( c' > 0 \) on \( T \) and all of its translates; this easily leads to a \( L^2_t L^2_x \) norm of \( O(\mu^c c_0 - O(1)) \) for this contribution to \((155)\), which is negligible. Because of this, we may replace \( \phi^{(1)} \) with \( P \phi^{(1)} \) where \( P \) is as before. Now improved Bernstein estimates become available, and one sees that the contribution of \( Q_{\geq j} P \phi^{(1)} \) for some \( j = -c' c_0 \log \frac{1}{\mu} \) becomes negligible because it is small in \( L^2_t L^\infty_x \). Thus we only need consider the contribution of \( Q_{\leq j} P \phi^{(1)} \). But by construction of the \( S \) norm, one can estimate this term in the space \( S[O(1), \kappa] \) for some cap \( \kappa \) of size \( O(\mu^{c'' c_0 - O(1)}) \), with a norm of \( O(\mu^{-O(1)}) \). Multiplying this against the \( L^2_{t,x} \)-bounded quantity \( P_{k'} Q_{\geq j'} F_T \) (using \cite{equation:72}) we see that this contribution is also negligible for \( C_0 \) large enough, leading to the desired contribution.

Next, we prove \((154)\). When any of the \( \phi^{(i)} \) are small atoms, then the claim follows from \((145)\) (setting \( \mu_1 = 1 \) and the other two \( \mu_j \) equal to \( \mu \)), so we may assume that all of the \( \phi^{(i)} \) are null-dispersed atoms. The claim now follows by repeating the previous arguments (losing a few more factors of \( \mu \)).

Next, we establish \((147)\). We may normalise \( \| \phi^{(i)} \|_{S^+_{k_i}(I \times \mathbb{R}^2)} = 1 \) for \( i = 1, 2, 3 \), and also \( k_1 \geq k_2 \) and \( k_3 = 0 \). Write \( F := \Box \phi^{(3)} \), thus \( \| F \|_{N_0(I \times \mathbb{R}^3)} \lesssim 1 \) by \((151)\). Our task is to show that
\[
\| P_k(\phi^{(1)} \phi^{(2)} F) \|_{N_k(I \times \mathbb{R}^2)} \lesssim \lambda_{k = \max(k_1,0)}^{\delta_1} \lambda_{k_2 < 0}^{\delta_2}.
\]

From \((144)\) we already obtain the bound of
\[
\lambda_{k \geq 0}^{\delta_2} \lambda_{k = \max(k_1,0)}^{\delta_1}.
\]
So we are done unless \( k_2 \geq 10 \), at which point it will suffice to show that
\[
\| P_k(\phi(1)\phi(2)F) \|_{N_k(I \times \mathbb{R}^2)} \lesssim \chi_{k_1}^{-\frac{\delta}{k}} \chi_{k_2 \leq 0}^C
\]
for some large absolute constant \( C \). For simplicity of notation we will suppose that \( k = k_1 \), but the general case is similar.

From [16, Lemma 12] we know that \( \phi(2)F \) (and hence \( \phi(1)\phi(2)F \) decays if \( F \) has modulation much less than 1, so we may assume that \( F \) has modulation at least \( 2^{-\delta k_2} \) (say). Dually, by [16, Lemma 13], we see that \( \phi(1)\phi(2) \) decays when the modulation is much less than \( 2^{k_2} \), so we may assume that the modulation here is at least \( 2^{-\delta k_2}2^{k_2} \) (say).

By the arguments in [16, Section 15.2(ac)] we may assume that \( F \) is a \( \tilde{X}^{0,-1/2,1} \) atom with some modulation \( 2^j \). Let \( j' \) denote the modulation of \( \phi(1)\phi(2) \) (one can formalise this by Littlewood-Paley projections), then \( \phi(1)\phi(2) \) has an \( L^2_{t,x} \) norm of \( O(2^{-k_2}2^{-j'/2}) \), while \( \phi(2)F \) has an \( L^2_t L^\infty_x \) norm of \( 2^{j'/2} \). This gives an acceptable contribution unless \( 2^j \gg 2^{1.9k_2}2^{j'} \) (say), in which case \( \phi(1)\phi(2) \) has a modulation of \( \sim 2^j \). Since \( \phi(1)\phi(2) \) has an \( L^2_t L^\infty_x \) norm of \( O(2^{-k}) \), \( \phi(1)\phi(2)F \) has an \( L^2_{t,x} \) norm of \( O(2^{-k}2^{j'/2}) \), which is acceptable.

\[ \square \]

**Proposition 5.5.** The \( S^+_k \) norms form an algebra family in the sense of Definition 4.7.

**Proof.** Comparing Theorem 5.4 with Definition 4.1, we see that we already have all of the properties required except for (84) and (85).

Now we prove (85). From (139) it suffices to show that the operator \( \nabla_x^2 e^{(s-s')\Delta} \) has an operator norm of \( O_j((s-s')^{-j/2}) \) on \( S^+_{k(s)}(I \times \mathbb{R}^2) \).

However, from the fundamental solution of the heat equation we see that this operator is a convolution operator whose kernel has an \( L^1 \) norm of \( O_j((s-s')^{-j/2}) \), and the claim follows from Minkowski’s inequality (and the translation-invariance of \( S^+_{k(s)}(I \times \mathbb{R}^2) \)).

Finally, we prove (84). We apply Duhamel’s formula to write
\[
\phi(s) = e^{(s-s')\Delta} \phi(s') + \int_{s'}^s e^{(s-s')\Delta} F(s') \, ds'
\]
where \( F := (\partial_s - \Delta)\phi \). The contribution of the first term is acceptable by (85), so it suffices to show that
\[
\| \nabla_x^2 \int_{s'}^s e^{(s-s')\Delta} F(s') \, ds' \|_{S^+_{k(s)}(I \times \mathbb{R}^2)} \lesssim \sup_{s'' \leq s'} \| F(s') \|_{S^+_{k(s)}(I \times \mathbb{R}^2)}.
\]
We may normalise $k = 0$ and
\[
\sup_{s'' \leq s' \leq s} \| F(s') \|_{S_k^+(I \times \mathbb{R}^2)} = 1. \tag{156}
\]

By (129) and the definition of the $S_k$ norms in [16, Section 10], it suffices to show that
\[
\left\| \int_{s''}^{s} \nabla_x^2 P_k e^{(s-s')J} F(s') \, ds' \right\|_{S[k']^+(I \times \mathbb{R}^2)} \lesssim \chi_{k'=0}^{\delta_1} \tag{157}
\]
where
\[
\left\| f \right\|_{S[k']^+(I \times \mathbb{R}^2)} := \left\| f \right\|_{S[k'](I \times \mathbb{R}^2)} + \left\| \Box f \right\|_{N[k'](I \times \mathbb{R}^2)}
\]
and the $S[k']$ norm was defined in [16, Section 10]. From (156) one has
\[
\left\| P_k' F(s') \right\|_{S[k']^+(I \times \mathbb{R}^2)} \lesssim \chi_{k'=0}^{\delta_1}.
\]

Meanwhile, one can write
\[
\nabla_x^2 P_k e^{(s-s')J} F(s') = \nabla_x \tilde{P}_k e^{(s-s')J} P_k F(s'),
\]
where $\tilde{P}_k$ is a slight enlargement of $P_k$. From the fundamental solution of the heat equation we see that $\nabla_x^2 P_k e^{(s-s')J}$ is a convolution operator whose kernel has an $L^1$ norm of $O(2^{2k'} (1 + 2^{2k'} (s - s'))^{-10})$, and so by Minkowski's inequality (and the translation-invariance of $S[k']^+(I \times \mathbb{R}^2)$) one can bound the left-hand side of (157) by
\[
\int_{s''}^{s} O(2^{2k'} (1 + 2^{2k'} (s - s'))^{-10} \chi_{k'=0}^{\delta_1}) \, ds' \]
and the claim follows. \(\square\)

5.6. Norms. For each compact interval $I$ and each $\mu > 0$, we define a metric $S^j_{\mu}(I)$ on the space of dynamic fields $\psi_s$ by the formula
\[
\text{dist}_{S^j_{\mu}(I)}(\psi_s, \psi'_{s}) := \| \sum_{j=0}^{10} \sup_{2^{-2k} \leq l \leq 2^{-2k}} s^{1+\frac{j}{2}} \| \nabla_s^j (\psi_s - \psi'_{s}) (s) \|_{S_{\mu,k}(I \times \mathbb{R}^2)} \|_{L^2(Z)} \tag{158}
\]
and then define $\| \psi_s \|_{S^j_{\mu}(I)} := \text{dist}_{S^j_{\mu}(I)}(0, \psi_s)$, thus
\[
\| \psi_s \|_{S^j_{\mu}(I)} = \| \sum_{j=0}^{10} \sup_{2^{-2k} \leq l \leq 2^{-2k}} s^{1+\frac{j}{2}} \| \nabla_s^j \psi_s (s) \|_{S_{\mu,k}(I \times \mathbb{R}^2)} \|_{L^2(Z)} \tag{159}
\]

We now have

**Theorem 5.7** (A priori estimates in the caloric gauge). For any interval $I$, and $0 < \mu < 1$, we have the following properties:

(i) (Monotonicity) If $I \subset J$, $0 < \mu \leq 1$, and $\psi_s, \psi'_{s}$ are dynamic fields on $J$ then $\| \psi_s \|_{S^j_{\mu}(I)} \leq \| \psi'_{s} \|_{S^j_{\mu}(J)}$. 

\[
\]
(ii) (Continuity) If \( \psi_s \) is a dynamic field on \([t_-, t_+]\) and \(0 < \mu \leq 1\), then \( \|\psi_s\|_{S^1(I, \mu)} \) is a continuous function of \(a, b\) in the region \(t_- \leq a < b \leq t_+\).

(iii) (Vanishing) If \(I_n\) is a decreasing sequence of compact intervals with \(\bigcap_n I_n = \{t_0\}\), \(0 < \mu \leq 1\), and \(\psi_s, \psi'_s\) are dynamic fields on \(I_1\), then
\[
\lim_{n \to \infty} \|\psi_s - \psi'_s\|_{S^1(I_n(\mu))} \lesssim E \tilde{d}_{\mu}(\psi_s[t_0], \psi'_s[t_0]),
\]
where the modified energy metric \(\tilde{d}_{\mu}\) is defined in \((66)\), and \(E(\psi_s[t_0]), E(\psi'_s[t_0]) \leq E\).

(iv) (\(S^1\) controls energy) For any \(I\), \(0 < \mu \leq 1\) and \(M > 0\), any dynamic fields \(\psi_s, \psi'_s\) with \(\|\psi_s\|_{S^1(I, \mu)}, \|\psi'_s\|_{S^1(I, \mu)} \leq M\), and any \(t_0 \in I\) and \(s_0 \geq 0\), we have
\[
\tilde{d}_{\mu}(\psi_s(s_0)[t_0], \psi'_s(s_0)[t_0]) \lesssim_M \|\psi_s - \psi'_s\|_{S^1(I, \mu)}.
\]
In particular, \(E(\psi_s[t_0]) = O_M(1)\).

(v) (Stability estimate) If \(M > 0\), \(0 < \mu \leq 1\) is sufficiently small depending on \(I\) is an interval, \(t_0 \in I\), and \(\psi_s, \psi'_s\) are dynamic fields on \(I\) obeying the wave map and heat flow equations, with \(\|\psi_s\|_{S^1(I, \mu)}, \|\psi'_s\|_{S^1(I, \mu)} \leq M\), then
\[
\text{dist}_{S^1(I, \mu)}(\psi_s, \psi'_s) \lesssim_{M, \mu} \tilde{d}_{\mu}(\psi_s[t_0], \psi'_s[t_0]).
\]

**Proof.** Claims (i), (ii), (iii), (v) are deduced from Theorem 5.7 in exactly the same way that [21, Theorem 5.1] is deduced from [21, Theorem 8.1] (i.e. by repeating the arguments in [21, Section 9]). (An inspection of the arguments in [21] reveals that it is the modified energy metric which is really being used in these arguments, rather than the original energy metric, though from Lemma 3.11 we know that these metrics are equivalent in the heat flow case.) Finally, (iv) follows from \((158), (66)\), and \((148)\). \(\square\)

Theorem 5.7(v) is the stability estimate we will need as Ingredient 4 in the plan outlined in Section 3.14.

Specialising Theorem 5.7 to the case \(\psi' = 0\), we see that if \(\psi_s\) is a dynamic field on \(I\) obeying the wave map and heat flow equations with \(\|s^1(I)\| \leq M\), with \(\mu\) sufficiently small depending on \(M\), then
\[
\|\psi_s\|_{S^1(I, \mu)} \lesssim_{M, \mu} E(\psi_s[t_0])^{1/2}.
\]

In fact one has a more precise statement, in which the frequency envelope of \(\psi_s\) on \(I\) is controlled by the frequency envelope of \(\psi_s[t_0]\). Indeed, an inspection of the arguments in [21, Section 9.5] reveals the following list of useful estimates:

**Lemma 5.8** (Local stability of frequency envelope). Let \(I\) be an interval, \(E, M > 0\), and suppose \(0 < \mu < 1\) is sufficiently small depending on \(E, M\). Let \(\psi_s\) be a dynamic field on \(I\) obeying the wave map and
heat flow equations with \( \| \psi_s \|_{S^j_k(I)} \leq M \), and let \( t_0 \in I \). Let \( c_0 \) be a frequency envelope of energy at most \( E \), such that
\[
\| \nabla_{t,x} \nabla_x^j \psi_s(s,t_0) \|_{H^0_k(\mathbb{R}^2)} \lesssim s^{-(j+2)/2} c_0(s)
\]
for all \( 0 \leq j \leq 10 \) and \( s > 0 \). Then one has
\[
\| \nabla_x^j \psi_s(s) \|_{S_k(\mathbb{R}^2)} \lesssim_{M,E,j} s^{-(j+2)/2} c_0(s)
\]
and
\[
\| \nabla_x^j \psi_{x}(s) \|_{S_k(\mathbb{R}^2)} \lesssim_{M,E,j} s^{-(j+1)/2} c_0(s)
\]
for all \( j \geq 0 \) and \( s > 0 \). In particular, one has
\[
\| \nabla_{t,x} \nabla_x^j \psi_s(s,t) \|_{H^0_k(\mathbb{R}^2)} \lesssim_{M,E,j} s^{-(j+2)/2} c_0(s)
\]
for all \( t \in I \), \( j \geq 0 \), and \( s > 0 \). In addition, one has the fixed estimates
\[
\| \nabla_x^{j+1} \Psi_{t,x}(s,t) \|_{L^2_\infty(\mathbb{R}^2)} + \| \nabla_x^j \Psi_{t,x}(s,t) \|_{L^\infty_x(\mathbb{R}^2)} \\
+ \| \nabla_x \nabla_t \Psi_{t,x}(s,t) \|_{L^2_\infty(\mathbb{R}^2)} + \| \nabla_x^j \psi_s(s,t_n) \|_{L^2_\infty(\mathbb{R}^2)} \\
+ \| \nabla_x^{-1} \nabla_{t,x} \psi_s(s,t) \|_{L^2_\infty(\mathbb{R}^2)} \lesssim_{M,E,j} c(s) s^{-(j+1)/2}
\]
(161)
and
\[
\| \nabla_x^{j+1} A_{t,x}(s,t) \|_{L^2_\infty(\mathbb{R}^2)} + \| \nabla_x^j A_{t,x}(s,t) \|_{L^\infty_x(\mathbb{R}^2)} \\
+ \| \nabla_x \nabla_t A_{t,x}(s,t) \|_{L^2_\infty(\mathbb{R}^2)} \lesssim_{M,E,j} c(s)^2 s^{-(j+1)/2}
\]
(162)
for all \( s > 0 \) and \( j \geq 0 \), and \( t \in I \), with the convention that we drop all terms involving \( \nabla_x^{-1} \); we also have the estimates
\[
\| \partial_s^{l_1} \nabla_t^l \nabla_x^j F_{k}(s) \|_{N^+_{k,(\mathbb{R}^2)}} \lesssim_{M,E,j} c(s) s^{-(j+2l+2l_1)/2}
\]
(163)
and
\[
\| \partial_s^l \nabla_x^j \psi_s(s) \|_{N^+_{k,(\mathbb{R}^2)}} \lesssim_{M,E,j} c(s) s^{-(j+2l+2l_1)/2}
\]
(164)
for all \( i = 0, 1, 0 \leq j \leq 10 \), and \( s > 0 \).

6. \((A, \varepsilon)\)-wave maps

In this section we define a \((A, \varepsilon)\)-wave map, and then establish Theorem 1.2.

**Definition 6.1** \((A, \varepsilon)\)-wave map. Let \( A \) and \( 0 < \mu \leq 1 \). An \((A, \mu)\)-wave map is a pair \((\phi, I)\) with \( I \) a compact time interval and \( \phi \) is a classical wave map on \( I \) of energy, which has a resolution \( \psi_s \) which is a heat flow with \( \| \psi_s \|_{S^j_k(I)} \leq A \).
With this definitions, the monotonicity and symmetry properties (i), (ii) of Theorem 1.2 are routinely verified. Now we turn to the other properties:

6.2. Verification of the continuity property. We now show the continuity property. Let \( A, \mu, I, I_n, \phi^{(n)} \) be as in Theorem 1.2(iv). By time reversal symmetry, it suffices to show continuity at the upper endpoint \( t_+ := \text{sup}(I) \) of \( I \). Write \( I_n = [t_n^-, t_n^+ - \varepsilon_n] \) where \( \varepsilon_n \to 0 \). We can shift each \( \phi^{(n)} \) forward in time by \( 2\varepsilon_n \) to create a new \((A, \mu)\)-wave map \( \tilde{\phi}^{(n)}, I_n + 2\varepsilon_n \). These wave maps still converge in \( \dot{H}^1 \) on any compact interval in the interior of \( I \) (by uniform continuity and uniform convergence on such intervals), to the same limit as the original \( \phi^{(n)} \). From Theorem 5.7(iv),(v), we see that \( \tilde{\phi}^{(n)} \) is a uniformly Cauchy sequence in \( \dot{H}^1 \) on \([t_0, t_+]\) for any \( t_0 \) in the interior of \( I \), and the continuity of the limit at \( t_+ \) as required.

6.3. Verification of the divisibility property. Let us now show the divisibility property (iii). Fix \( A, \mu, \mu' \), and let \((\phi, I)\) be an \((A, \mu)\)-wave map. We allow all implied constants to depend on \( A, \mu \). Let \( t_0 \in I \) be fixed. From [21, Lemma 7.7] we have a frequency envelope \( c \) of energy \( O(1) \) such that
\[
\| P_k \nabla_{t,x} \psi_s(s, t_0) \|_{L^2_x(\mathbb{R}^2)} \lesssim_j c(s)^{s^{-1}} \chi_{k \leq k(s)}^{0.1} \chi_{k = k(s)}^{j}
\]
for all \( k \in \mathbb{Z} \), \( j \geq 0 \), and \( s > 0 \). Meanwhile, from (the proof of) [21, Lemma 9.10], and by enlarging the frequency envelope \( c \) if necessary, we have
\[
\| P_k \Box \psi_s(s) \|_{N^+_{A,\varepsilon,j}(I \times \mathbb{R}^2)} \lesssim_{A, \varepsilon, j} \mu^{2-\varepsilon} c(s)^{s^{-1}} \chi_{k \geq k(s)}^{\frac{\delta_j}{10}} \chi_{k \leq k(s)}^{j}
\]
for all \( \varepsilon > 0 \), \( j \geq 0 \). Combining these estimates with (142), we conclude that
\[
\| P_k \psi_s(s) \|_{S^+_{k}(I \times \mathbb{R}^2)} \lesssim_j c(s)^{s^{-1}} \chi_{k \leq k(s)}^{j} \chi_{k \geq k(s)}^{\frac{\delta_j}{10}}
\]
for all \( k \in \mathbb{Z} \) and \( s > 0 \).

We now invoke the following harmonic analysis lemma:

**Lemma 6.4** (Effective divisibility). Let \( I \) be an interval, let \( k \in \mathbb{Z} \), and let \( \phi^+ \in S_k(I \times \mathbb{R}^2) \). Then we have
\[
\| \phi^+ \|_{S^+_{k}(I \times \mathbb{R}^2)} \lesssim \mu^{-O(1)} \| \phi^+ \|_{S^+_{k}(I \times \mathbb{R}^2)}.
\]
Furthermore, given any \( \varepsilon > 0 \), one can partition \( I \) into at most \( O_{\varepsilon, \mu, C_0}(1) \) intervals \( J \) such that
\[
\| \phi^+ \|_{S^+_{k,j}(J \times \mathbb{R}^2)} \lesssim \varepsilon \| \phi^+ \|_{S^+_{k}(I \times \mathbb{R}^2)}
\]
for each \( J \).
Applying this lemma, we see that for each \( k \in \mathbb{Z} \) and \( s > 0 \), one can find a partition \( \mathcal{I}_{k,j,s} \) of \( I \) into at most \( O_{\mu',C_0}(1) \) intervals \( J \) such that

\[
\| P_k \psi_s(s) \|_{L^1_{\mu',k}(J \times \mathbb{R}^2)} \lesssim (\mu')^{100C_0} C(s) s^{-1} \chi_{k \leq k(s)} \chi_{k \geq k(s)}. \tag{165}
\]

Also, using (150) and partitioning the intervals \( J \) further, we may also assume that

\[
\| P_k \nabla_{t,x} \psi_s(s) \|_{L^p_{\mu',k}(J \times \mathbb{R}^2)} \lesssim 2^{4k/5} (\mu')^{100C_0} C(s) s^{-1} \chi_{k \leq k(s)} \chi_{k \geq k(s)}. \tag{166}
\]

We return to (165), converting \( S'_{\mu',k} \) to \( S'_{\mu',k(s)} \); we conclude that

\[
\| P_k \psi_s(s) \|_{S'_{\mu',k(s)}(J \times \mathbb{R}^2)} \lesssim (\mu')^{100C_0} C(s) s^{-1} \chi_{k \leq k(s)} \chi_{k \geq k(s)}
\]

which implies

\[
\| \nabla_{t,x}^j P_k \psi_s(s) \|_{S'_{\mu',k(s)}(J \times \mathbb{R}^2)} \lesssim (\mu')^{100C_0} C(s) s^{-(j+2)/2} \chi_{k \leq k(s)} \chi_{k \geq k(s)}
\]

for all \( 0 \leq j \leq 20 \) (say).

Applying Corollary \ref{corollary:partition}, we can find a partition \( \mathcal{I}_k \) of \( I \) into \( O_{\mu',C_0}(1) \) intervals \( J \) for each \( k \in \mathbb{Z} \) such that

\[
\int_{2^{-2k-2}}^{2^{-2k}} \| \nabla_{t,x}^j \psi_s(s) \|_{S'_{\mu',k}(J \times \mathbb{R}^2)}^2 \, ds \lesssim (\mu')^{100C_0} c(2^{-2k})
\]

for all \( 0 \leq j \leq 20 \); by another application of Corollary \ref{corollary:partition}, we can thus find a partition \( \mathcal{I} \) into \( O_{\mu',C_0}(1) \) intervals \( J \) such that

\[
\sum_k \left[ \int_{2^{-2k-2}}^{2^{-2k}} \| \nabla_{t,x}^j \psi_s(s) \|_{S'_{\mu',k}(J \times \mathbb{R}^2)}^2 \, ds \right]^{1/2} \lesssim (\mu')^{100C_0}. \tag{167}
\]

On the other hand, from \[\text{[21 Theorem 6.1]}\] we have

\[
\sum_k \left[ s^{2j+1} \sup_{2^{-2k-2} \leq s \leq 2^{-2k}} \| \nabla_{t,x}^j \psi_s(s) \|_{S_k(J \times \mathbb{R}^2)}^2 \, ds \right]^{1/2} \lesssim 1 \tag{168}
\]

and hence by Lemma \ref{lemma:partition}, we have

\[
\sum_k \left[ s^{2j+3} \sup_{2^{-2k-2} \leq s \leq 2^{-2k}} \| \nabla_{t,x}^j \psi_s(s) \|_{S'_{\mu',k}(J \times \mathbb{R}^2)}^2 \, ds \right]^{1/2} \lesssim (\mu')^{-O(1)}
\]

and thus by (167) and the Gagliardo-Nirenberg inequality

\[
\sum_k \left[ s^{2j+1} \sup_{2^{-2k-2} \leq s \leq 2^{-2k}} \| \nabla_{t,x}^j \psi_s(s) \|_{S'_{\mu',k}(J \times \mathbb{R}^2)}^2 \, ds \right]^{1/2} \lesssim (\mu')^{C_0}.
\]

Combining this with (168), (166) we conclude that

\[
\sum_k \left[ s^{2j+1} \sup_{2^{-2k-2} \leq s \leq 2^{-2k}} \| \nabla_{t,x}^j \psi_s(s) \|_{S'_{\mu,k}(J \times \mathbb{R}^2)}^2 \, ds \right]^{1/2} \lesssim 1.
\]
Meanwhile, from Definition 6.1 and (159) one has
\[
\sup_{t \in J} \sup_{s > 0} E(\psi_s(s)[t]) \lesssim 1
\]
and thus by (159) again
\[
\|\psi_s\|_{S^1_\mu(I)} \lesssim 1
\]
and the claim follows.

6.5. **Proof of small data scattering.** We now show (v). Let \( \mu \) be fixed, and suppose \( E \) is sufficiently small depending on \( \mu \). Let \( I \) be a compact time interval, let \( \phi \) be a classical wave map on \( I \) with energy at most \( E \), and let \( \psi_s \) be a heat flow resolution of \( \phi \). It will suffice to show that \( \|\psi_s\|_{S^1_\mu(I)} \leq \mu \).

Suppose for contradiction that \( \|\psi_s\|_{S^1_\mu(I)} > \mu \). From Theorem 5.7(ii), (iii), we can then find a subinterval \( J \) of \( I \) such that \( \|\psi_s\|_{S^1_\mu(J)} \sim \mu \). Applying Theorem 5.7(v) (with \( A, E \) chosen to be \( O(1) \), and \( \psi_s \) chosen to be trivial) we conclude that \( \|\psi_s\|_{S^1_\mu(J)} \lesssim E^{1/2} \), giving the desired a contradiction if \( E \) is small enough. The proof of Theorem 1.2 is now complete.

6.6. **Proof of local well-posedness.** Now we show (vi). This will be a simplified version of the arguments in [21, Section 4].

Let \( E, \mu, \Phi, t_0 \) be as in Theorem 1.2. We may assume \( \mu \) is sufficiently small depending on \( E \). Let \( \varepsilon > 0 \) be chosen later, and let \( \Phi^{(\varepsilon)} \) be classical data within \( \varepsilon \) of \( \Phi \) in the energy metric, with energy at most \( E \). By classical well-posedness, we can find a compact interval \( I \) with \( t_0 \) in the interior and a classical wave map \( \phi^{(\varepsilon)} \) with initial data \( \Phi^{(\varepsilon)} \). By Theorem 5.7(iii), we may shrink \( I \) and assume that \( \|\psi_s^{(\varepsilon)}\|_{S^1_\mu(I)} \lesssim E \) for some resolution heat flow \( \psi_s^{(\varepsilon)} \) of \( \phi^{(\varepsilon)} \). Since all resolution heat flows of the same map differ from each other by a rotation, the same bound is true for all resolution heat flows.

Now if \( (\phi_0, \phi_1) \) is classical data which is sufficiently close to \( \Phi \) in the energy metric, then it will be within \( O(\varepsilon) \) of \( \Phi^{(\varepsilon)} \) in that metric, and have energy at most \( E \). Applying Theorem 5.7(ii), (iii), (v) and a continuity argument, we see (if \( \varepsilon \) is small enough) that there exists a classical wave map \( \phi \) on \( I \) with initial data \( (\phi_0, \phi_1) \) and \( \|\psi_s^{(\varepsilon)}\|_{S^1_\mu(I)} \lesssim E \) for all resolution heat flows \( \psi_s \) of \( \phi \), and the claim follows.

The proof of Theorem 1.2 is now complete.
6.7. Frequency envelope stability and entropy. By iterating Lemma 5.8 we obtain a variant for wave maps of bounded entropy:

**Lemma 6.8 (Local stability of frequency envelope, II).** Let \((\phi, I)\) be an wave map with \((A, \mu)\)-entropy \(K\), thus let \(I = I_1 \cup \ldots \cup I_K\) be such that each \((\phi, I_i)\) is an \((A, \mu)\)-wave map, let \(t_0 \in I\) and \(E > 0\), and suppose that \(\mu\) is sufficiently small depending on \(A, K, E\). Let \(\psi_s\) be a heat flow resolution of \(\phi\), and suppose that \(c_0\) is a frequency envelope of energy at most \(E\), such that

\[
\|\nabla_{t,x} \nabla_x^j \psi_s(s, t_0)\|_{H^k_{k(s)}(\mathbb{R}^2)} \lesssim s^{-(j+2)/2} c_0(s)
\]

for all \(0 \leq j \leq 10\) and \(s > 0\). Then one has

\[
\|\nabla_x^j \psi_s(s)\|_{S_{k(s)}(I \times \mathbb{R}^2)} \lesssim_{A,K,E,j} s^{-(j+2)/2} c_0(s)
\]

and

\[
\|\nabla_x^j \psi_x(s)\|_{S_{k(s)}(I \times \mathbb{R}^2)} \lesssim_{A,K,E,j} s^{-(j+1)/2} c_0(s)
\]

for all \(j \geq 0\), \(1 \leq i \leq k\), and \(s > 0\). In particular, one has

\[
\|\nabla_{t,x} \nabla_x^j \psi_s(s, t)\|_{H^k_{k(s)}(\mathbb{R}^2)} \lesssim_{A,K,E,j} s^{-(j+2)/2} c_0(s)
\]

for all \(t \in I\), \(j \geq 0\), and \(s > 0\).

7. Hyperbolic repair

We now establish our main hyperbolic repair result, which incorporates Ingredients 2-4 from Section [3,14]. More precisely, the purpose of this section is to establish the following result.

**Theorem 7.1 (Hyperbolic repair).** Let \(I\) be an interval, and let \(\tilde{\psi}_s\) be a dynamic field on \(I\). Let \(c\) be a frequency envelope of at most \(E\), and assume that \(0 < \mu, \kappa < 1\) are sufficiently small depending on \(E\). We assume the bounds

\[
\|\nabla_x^j \tilde{\psi}_s(s)\|_{S_{\mu,k(s)}(I \times \mathbb{R}^2)} \lesssim_{j} c(s) s^{-(j+2)/2}
\]

and

\[
\|\nabla_x^j \tilde{h}(s)\|_{S_{\mu,k(s)}(I \times \mathbb{R}^2)} \lesssim_{j} \mu^2 \kappa c(s) s^{-(j+2)/2}
\]

for all \(j \geq 0\) and \(s > 0\) (where \(\tilde{h}\) is the heat-tension field \((3)\) of \(\tilde{\psi}_s\)), as well as the bound

\[
\|P_k \tilde{w}(0)\|_{N_k(I \times \mathbb{R}^2)} \lesssim \mu^2 \kappa (2^{-2k})
\]

for every \(k \in \mathbb{R}\) (where \(\tilde{w}\) is the wave-tension field \((1)\) of \(\tilde{\psi}_s\)). Let \(t_0 \in I\) and \(\psi_s\) be a dynamic field on \(I\) such that

\[
\text{dist}_{H^1}(\tilde{\psi}_s[t_0], \psi_s[t_0]) \lesssim \mu^2 \kappa.
\]

Then, one has

\[
\text{dist}_{S_h^1(I)}(\psi_s, \tilde{\psi}_s) \lesssim_{E, \mu, \kappa}
\]
Furthermore, one has

\[ \dist_{H^1}(\tilde{\psi}_s(s)[t], \psi_s(s)[t]) \lesssim_E \kappa \tag{174} \]

for every \( s \geq 0 \) and \( t \in I \), and

\[ \|\psi_s(s) - \tilde{\psi}_s(s)\|_{A^\kappa(s)} \lesssim_E \kappa c(s)s^{-1} \tag{175} \]
\[ \|\Psi_{t,x}(s) - \tilde{\Psi}_{t,x}(s)\|_{A^\kappa(s)} \lesssim_E \kappa c(s)s^{-1/2} \tag{176} \]

for all \( s > 0 \), where the \( A^m \) spaces are defined in Definition 2.7.

The rest of this section is devoted to the proof of Theorem 7.1.

Let \( I, \tilde{\psi}_s, \psi_s, t_0, \mu, \kappa, c, E \) be as in that theorem. We allow implied constants to depend on \( E \). We may set \( t_0 = 0 \).

7.2. Reduction to heat flows. The first step in the argument is to reduce to the case where \( \tilde{\psi}_s \) obeys the heat flow equation; this corresponds to Ingredient 2 from Section 3.14.

To do this, we perform parabolic repair (Theorem 4.3) to obtain an intermediate set of dynamic field heat flows \( \psi'_s \). Applying that theorem (and Proposition 5.5) to \( \tilde{\psi}_s \), we can find a dynamic field heat flow \( \psi'_s \) which can reconstruct the same map as \( \tilde{\psi}_s \), and obeys the bounds

\[ \|\nabla_x^j \Psi^*_s(s)\|_{S^r_{k(s)}(I \times \mathbb{R}^2)} \lesssim c(s)s^{-(j+1)/2} \tag{177} \]
\[ \|\nabla_x^j A^*_s(s)\|_{S^r_{k(s)}(I \times \mathbb{R}^2)} \lesssim c(s)^2s^{-(j+1)/2} \tag{178} \]
\[ \|\nabla_x^j \psi^*_s(s)\|_{S^r_{k(s)}(I \times \mathbb{R}^2)} \lesssim c(s)s^{-(j+2)/2} \tag{179} \]
\[ \|\nabla_x^j \delta \Psi_s(s)\|_{S^r_{k(s)}(I \times \mathbb{R}^2)} \lesssim \mu^2\kappa c(s)s^{-(j+1)/2} \tag{180} \]
\[ \|\nabla_x^j \delta A_s(s)\|_{S^r_{k(s)}(I \times \mathbb{R}^2)} \lesssim \mu^2\kappa c(s)^2s^{-(j+1)/2} \tag{181} \]
\[ \|\nabla_x^j \delta \psi_s(s)\|_{S^r_{k(s)}(I \times \mathbb{R}^2)} \lesssim \mu^2\kappa c(s)s^{-(j+2)/2} \tag{182} \]

for all \( 0 \leq j \leq 15 \) and \( s > 0 \), and similarly with \( \nabla_x^2 \) replaced by \( \partial_s \), where we write \( f^* \) for \( (\tilde{f}, f') \) and \( \delta f \) for \( \tilde{f} - f' \).

From these estimates and (136), (137), (148) we conclude

Lemma 7.3 (Fixed-time estimates). We have

\[ \|\psi^*_s(s, t)\|_{A^{10}(s)} \lesssim c(s)s^{-1/2} \tag{183} \]
\[ \|A^*_s(s, t)\|_{A^{10}(s)} \lesssim c(s)^2s^{-1/2} \tag{184} \]
\[ \|\delta \psi^*_s(s, t)\|_{A^{10}(s)} \lesssim \mu^2\kappa c(s)s^{-1/2} \tag{185} \]
\[ \|\delta A^*_s(s, t)\|_{A^{10}(s)} \lesssim \mu^2\kappa c(s)^2s^{-1/2} \tag{186} \]
for all \( t \in I \) and \( s > 0 \). (The \( A^k(s) \) norms were defined in Definition 2.7.) In a similar spirit, one has

\[
\| \psi^*_s(s,t) \|_{\dot{H}^1_k(s)} \lesssim c(s)s^{-1} \tag{187}
\]
\[
\| \nabla_{t,x} \psi^*_s(s,t) \|_{\dot{H}^0_k(s)} \lesssim c(s)s^{-1} \tag{188}
\]
\[
\| \delta \psi^*_s(s,t) \|_{\dot{H}^1_k(s)} \lesssim \mu^2 \kappa c(s)s^{-1} \tag{189}
\]
\[
\| \delta \nabla_{t,x} \psi^*_s(s,t) \|_{\dot{H}^0_k(s)} \lesssim \mu^2 \kappa c(s)s^{-1} \tag{190}
\]

where the \( \dot{H}^m_k \) norms were defined in (22).

As a consequence of these estimates and (159), (66), one has

**Lemma 7.4.** We have

\[
\text{dist}_{S^1_I(I)}(\psi'_s, \tilde{\psi}_s) \lesssim \mu^2 \kappa
\]

and

\[
\text{dist}_{\dot{H}^1}(\tilde{\phi}(s)[t], \phi'(s)[t]) \lesssim \mu^2 \kappa
\]

for all \( t \in I \) and \( s \geq 0 \).

Next, we show that \( \psi'_s \) inherits the property (171):

**Lemma 7.5** (\( \psi'_s \) is an approximate wave map). Let \( w' \) be the wave-tension field (12) of \( \psi'_s \). Then

\[
\| P_kw'(0) \|_{N_k^+(I \times \mathbb{R}^2)} \lesssim \mu^2 \kappa c(2^{-2k}) \tag{191}
\]

for all \( k \in \mathbb{Z} \).

**Proof.** By scale invariance we may normalise \( k = 0 \). By (171) and the triangle inequality, it suffices to show that

\[
\| P_0 \delta w(0) \|_{N_0^+(I \times \mathbb{R}^2)} \lesssim \mu^2 \kappa c(1) \tag{192}
\]

This estimate is similar to those in [21, Lemma 9.9], but in that setting, the analogues of \( \psi'_s, \tilde{\psi}_s \) were assumed to obey both the heat flow and the wave map equation. Here, \( \Psi'_{s,t,x} \) obeys the heat flow equation exactly, and is not yet known to obeys the wave map equation approximately (that is the point of this lemma!), whilst \( \tilde{\psi}_s \) obeys the heat flow and wave map equation approximately. So we cannot repeat the proof of [21, Lemma 9.9] directly (as it assumed the wave map equations \( w'(0) = \tilde{w}(0) = 0 \)), and so shall proceed slightly differently.

We will first show the easier estimate

\[
\| P_0 w'(0) \|_{N_0^+(I \times \mathbb{R}^2)} \lesssim c(1) \tag{193}
\]

and then indicate what changes need to be made to the argument to yield (192).
For brevity we will omit the primes in the analysis that follows, thus writing $\psi_\alpha$ for $\psi'_\alpha$, etc; we also abbreviate $N_0^+ (I \times \mathbb{R}^2)$ as $N$. We expand

$$w(0) = \mathcal{O}(\partial^\alpha \psi_\alpha(0)) + \mathcal{O}(A^\alpha(0) \psi_\alpha(0)).$$

Applying (40), (41) we see that it suffices to show that

$$\| P_0(\partial^\alpha X_{j,\alpha}) \|_N \lesssim C 2^{-Cj} c(1) \quad (194)$$

and

$$\| P_0(X_{j,\alpha}^\alpha X_{k,\alpha}^\alpha) \|_N \lesssim C 2^{-C(j+k)} c(1) \quad (195)$$

for all odd $j \geq 1$ and even $k \geq 2$, and all $C > 0$.

We begin with (194). Applying the product rule and (39), we can distribute the derivative $\partial^\alpha$ amongst the various factors in (39). If $j \geq 3$ and the derivative falls on the $\psi_s(s_1)$ factor (which is the highest in frequency), one can use (177), (135), (145), and Minkowski’s inequality to bound this contribution by

$$\leq O(1)^j \int_0^s \cdots c(s_j) ds_1 \cdots ds_j$$

which by (27) is bounded by

$$\leq O(1)^j c^{-j/2} \int_0^s \cdots c(s_j) ds_1 \cdots ds_j$$

which is acceptable (thanks to the envelope properties of $c$).

Similarly if the derivative falls on other factors except for the final factor $\psi_{s_k}(s_j)$. For this, we use (177), (135), (144), and Minkowski’s inequality to bound this contribution by

$$\leq O(1)^j \int_0^s \cdots c(s_j) ds_1 \cdots ds_j$$

which is acceptable by a similar argument to the preceding. Note also that this argument also works in the $j = 1$ case.

Now we turn to (195). By Minkowski’s inequality, the left-hand side is bounded by

$$\int_{0 < s_1 < \cdots < s_j} \int_{0 < s'_1 < \cdots < s'_k} \| P_0(\psi_s(s_1) \cdots \psi_s(s_{j-1}) \partial_{\alpha} \psi_s(s_j) \psi_s(s'_1) \cdots \psi(s'_{k-1}) \partial^\alpha \psi_s(s'_k)) \|_N$$

To justify weak convergence of the infinite series in the $N$ topology one can use the fact that the closed unit ball in $N$ is closed with respect to the uniform topology, which can be shown from the definition of $N$ using such tools as Fatou’s lemma in a tedious but straightforward manner; we omit the details.
Applying (177), (135), (145), we can bound the integrand by
\[ O(j^{k+\epsilon}) \chi_{0=\max(k(s_j),k(s'_j))} \chi_{\max(k(s_j),k(s'_j)) \leq \min(k(s_j),k(s'_j))} \frac{c(s_j)}{s_j} \cdots \frac{c(s'_j)}{s'_j} \cdots \frac{c(s'_k)}{s'_k}. \]

We can bound
\[ \chi_{0=\max(k(s_j),k(s'_j))} \chi_{\max(k(s_j),k(s'_j)) \leq \min(k(s_j),k(s'_j))} \leq \chi_{0=\max(k(s_j))\chi_{k(s_j)=k(s'_j)}} \chi_{0=\max(k(s'_j))\chi_{k(s'_j)=k(s'_j)}} \]
and then the integral splits into two integrals of the type previously considered, and the claim follows.

This establishes (193). The claim (192) is similar but uses the Leibniz rule (19) repeatedly to distribute the \( \delta \) operator. One then obtains terms similar to those previously considered, but with one of the \( \psi_s \) factors endowed with a \( \delta \) rather than an asterisk. Using (180) for that term instead of (177) one gains the required factor of \( \mu^2 \kappa \). (One also loses a factor of \( O(j) \) or \( O(j+k) \) from the Leibnitz rule, but this can of course be absorbed in to the exponentially decaying factors in those parameters.) □

From this lemma, we see that \( \psi'_s \) obeys essentially the same hypotheses as \( \tilde{\Psi}_{s,t,x} \), but also has the additional advantage of being a heat flow. If one assumes that Theorem 7.1 holds for the heat flow \( \Psi'_{s,t,x} \), then the claim for \( \tilde{\Psi}_{s,t,x} \) then follows from Lemmas 7.3, 7.4, and the triangle inequality.

Thus we may assume henceforth that \( \tilde{\Psi}_{s,t,x} \) obeys the heat flow equation.

7.6. Conclusion of the argument. Having concluded the “parabolic” portion of the proof of Theorem 7.1 in which the heat flow equation of \( \tilde{\Psi}_{s,t,x} \) is repaired, we now turn to the “hyperbolic” portion, in which we repair the wave maps equation. This portion of the proof follows the arguments used to establish Theorem 5.7(vi) in [21, Section 9], with the added complication that \( \tilde{\Psi}_{s,t,x} \) is now an approximate wave map rather than a true wave map.

We turn to the details. We first remark that the estimate (174) now follows from (173) and Theorem 5.7(iv), so we can drop that estimate from the conclusions. Similarly, (175), (176) follows from (173) by repeating the proof of [21 Lemma 9.7]. Thus the only conclusion we need to verify is (173).

Secondly, we observe that it suffices to prove the claim under the additional hypothesis
\[ \tilde{\Psi}_{s,t,x}(t_0) = \Psi_{s,t,x}(t_0). \] (196)
Indeed, once one establishes Theorem 7.1 in this special case, we conclude in the general case by a continuity argument (using Theorem 5.7(ii)) that there exists a wave map $\Psi_{s,t,x}'$ with $\Psi_{s,t,x}'(t_0) = \tilde{\Psi}_{s,t,x}(t_0)$ and
\[
\text{dist}_{S^I_\mu}(\Psi_{s,t,x}', \tilde{\Psi}_{s,t,x}) \lesssim \kappa.
\]
Next, by Theorem 5.7(vi) and (172) we conclude that
\[
\text{dist}_{S^I_\mu}(\Psi_{s,t,x}', \Psi_{s,t,x}) \lesssim \kappa
\]
and the claim follows from the triangle inequality.

Henceforth we assume (196). For this section, we write $\delta f := f - \tilde{f}$ and $f^* := (f, \tilde{f})$ (note that this is a slightly different convention from the preceding section). Let $C_0 > 1$ be a sufficiently large number. It will suffice to show that
\[
\text{dist}_{S^I_\mu}(\Psi_{s,t,x}', \tilde{\Psi}_{s,t,x}) \leq C_0 \kappa,
\]
where the $S^I_\mu$ metric is defined just as $S^I_{\mu,k}$, but with the $S_{\mu,k}(I \times \mathbb{R}^2)$ norms replaced by the $S^+_{\mu,k}(I \times \mathbb{R}^2)$ norms (which are comparable up to factors of $\mu$, by (133)).

By a standard continuity argument (using the analogue of Theorem 5.7(ii) for the $S^I_\mu$ metric), it suffices to establish the claim (197) under the additional assumption
\[
\text{dist}_{S^I_\mu}(\Psi_{s,t,x}', \tilde{\Psi}_{s,t,x}) \leq 2C_0 \kappa
\]
Henceforth $C_0$ is fixed, and the implied constants are allowed to depend on $C_0$.

By (169), (133) we have
\[
\|\tilde{\Psi}_{s}\|_{S^I_\mu} \lesssim 1
\]
and thus by the triangle inequality and (133)
\[
\|\psi_{s}\|_{S^I_\mu} \lesssim 1
\]
also (if $\kappa$ is small enough depending on $\mu$). From [21] Proposition 7.1 (which did not use the wave map equation) we also have the following qualitative estimates, which we need to obtain sufficient decay at infinity:

**Proposition 7.7** (Qualitative estimates). We have
\[
\|\nabla_x^j \psi_{s,t,x}^{\ast}(s, t)\|_{L^1_x(\mathbb{R}^2)} \lesssim \psi_{s,t,x'}^{\ast}(s)^{-j/2}
\]
and
\[
\|\nabla_x^j \nabla_{t,x} \psi_{s}^{\ast}(s, t)\|_{L^1_x(\mathbb{R}^2)} \lesssim \psi_{s,t,x'}^{\ast}(s)^{-(j+2)/2}
\]
for all $t \in I$, $j \geq 0$, and $s \geq 0$. 
Applying [21, Corollary 9.6] and [21, Lemma 9.7] (neither of which required \( \Psi_{s,t,x} \) to be a wave map), one now has the estimates

\[
\| \nabla_x^j \psi^*_s(s) \|_{L^q_t L^\infty_x(I \times \mathbb{R}^2)} \lesssim j, \varepsilon \mu^{-\varepsilon} c(s) s^{-(j+2)/2}
\]

for all \( j \geq 0, \varepsilon > 0, \) and \( s > 0, \) as well as the Strichartz type estimates

\[
\begin{align*}
\| \nabla_x^j \nabla_t \Psi^*_x(s) \|_{L^q_t L^\infty_x(I \times \mathbb{R}^2)} & \lesssim j, \varepsilon \mu^{(5-\varepsilon)/q} c(s) s^{-(j+2)/2+1/(2q)} \\
\| \nabla_x^j \psi^*_s(s) \|_{L^q_t L^\infty_x(I \times \mathbb{R}^2)} & \lesssim j, \varepsilon \mu^{(5-\varepsilon)/q} c(s) s^{-(j+2)/2+1/(2q)} \\
\| \nabla_x^j \nabla_t \Psi^*_x(s) \|_{L^q_t L^\infty_x(I \times \mathbb{R}^2)} & \lesssim j, \varepsilon \mu^{(5-\varepsilon)/q} c(s) s^{-(j+2)/2+1/(2q)} \\
\| \nabla_x^j A^*_t(s) \|_{L^q_t L^\infty_x(I \times \mathbb{R}^2)} & \lesssim j, \varepsilon \mu^{(5-\varepsilon)/2r} c(s) s^{-(j+1)/2+1/(2r)} \\
\| \nabla_x^j \nabla_t \Psi^*_x(s) \|_{L^r_t L^2_x(I \times \mathbb{R}^2)} & \lesssim j, c(s) s^{-(j+1)/2} \\
\| \nabla_x^j \psi^*_s(s) \|_{L^r_t L^2_x(I \times \mathbb{R}^2)} & \lesssim j, c(s) s^{-(j+1)/2} \\
\| \nabla_x^j \nabla_t \psi^*_x(s) \|_{L^r_t L^2_x(I \times \mathbb{R}^2)} & \lesssim j, c(s) s^{-(j+2)/2}
\end{align*}
\]

for all \( j \geq 0, s > 0, 5 \leq q \leq \infty, 5/2 \leq r \leq \infty, \) and \( \varepsilon > 0. \) One also has analogues of all the above estimates in which \( \Psi^* \) is replaced by \( \delta \Psi, \) \( c \) is replaced by \( \kappa c, \) etc., and all powers of \( \mu \) are discarded.

Set \( F := (\psi_\alpha \wedge \psi_i) D_i \psi^\alpha, \) and define \( \tilde{F}, F^*, \delta F \) accordingly. Repeating the proof of [21, Lemma 9.8] (which, again, did not require \( \Psi_{s,t,x} \) to be a wave map) one concludes that

\[
\| P_k F^*(s) \|_{N_k(I \times \mathbb{R}^2)} \lesssim j, \varepsilon \mu^{2-\varepsilon} c(s) s^{-1} \chi_{k \leq k(s)} \chi_k^j
\]

and

\[
\| P_k \delta F(s) \|_{N_k(I \times \mathbb{R}^2)} \lesssim j, \varepsilon \mu^{1-\varepsilon} \kappa c(s) s^{-1} \chi_{k \leq k(s)} \chi_k^j
\]

for all \( j \geq 0, s > 0, \) and integers \( k, \varepsilon > 0. \)

Next, we introduce the wave tension field \( w = D^\alpha \psi^\alpha, \) and similarly define \( \tilde{w}, w^*, \delta w. \) We would like to estimate these expressions using an analogue of [21, Lemma 9.9]. Unfortunately, and in contrast to the previous material from [21, Section 9] that we have been using, the proof of [21, Lemma 9.9] uses the wave map equation \( w^*(0) = 0 \) and so cannot be directly repeated here. Instead, from (171) (and the wave maps equation for \( \Psi_{s,t,x} \)) we have that

\[
\| P_k w^*(0) \|_{N_k(I \times \mathbb{R}^2)} \lesssim \mu^2 \kappa c(2^{-2k})
\]

for all \( k \in \mathbb{Z}. \) This is enough to obtain a slightly weaker version of [21, Lemma 9.9]:

**Lemma 7.8** (Control of wave-tension field). We have

\[
\| P_k w^* \|_{N_k(I \times \mathbb{R}^2)} \lesssim j, \varepsilon \mu^{2-\varepsilon} c(2^{-2k}) \chi_k^j
\]

for all \( k \in \mathbb{Z}. \)
and

$$\|P_k \partial_s w^*\|_{N_k(I \times \mathbb{R}^2)} \lesssim_{j,\varepsilon} \mu^{2-\varepsilon} c(s) s^{-1} \chi_{k \geq k(s)}^j \chi_{k \leq k(s)}^j$$  \hspace{1cm} (213)

for all j \geq 0, s > 0, \varepsilon > 0, and integers k. Similarly we have

$$\|P_k \delta w\|_{N_k(I \times \mathbb{R}^2)} \lesssim_{j,\varepsilon} \mu^{1-\varepsilon} \kappa c(2^{-2k}) \chi_{k \geq k(s)}^j$$  \hspace{1cm} (214)

and

$$\|P_k \partial_s \delta w\|_{N_k(I \times \mathbb{R}^2)} \lesssim_{j,\varepsilon} \mu^{1-\varepsilon} \kappa c(s) s^{-1} \chi_{k \geq k(s)}^j \chi_{k \leq k(s)}^j$$  \hspace{1cm} (215)

for the same range of j, s, \varepsilon, k.

Proof. We repeat the proof of [21] Lemma 9.9 with some technical modifications, basically having to do with the slightly worse control on w* and \delta w at low frequencies.

Fix j. Without loss of generality we may take j \geq 10 (say).

From (48) we have the schematic heat equation

$$\partial_s w^* = \Delta w^* + \mathcal{O}(A_x^* \nabla_x w^*) + \mathcal{O}((\nabla_x A_x^*) w^*) + \mathcal{O}((\Psi_x^*)^2 w^*) + \mathcal{O}(F^*)$$.

(216)

From Duhamel's formula and (44) we conclude that

$$w^*(s) = e^{s\Delta} w^*(0) + \int_0^s e^{(s-s')\Delta} \left( \mathcal{O}(A_x^* \nabla_x w^*) + \mathcal{O}((\nabla_x A_x^*) w^*) + \mathcal{O}((\Psi_x^*)^2 w^*) + \mathcal{O}(F^*) \right)(s') ds'$$.

(217)

Let

$$f_j(s) := \sup_k c(2^{-2k})^{-1} \chi_{k \leq k(s)}^j \|P_k w^*\|_{N_k(I \times \mathbb{R}^2)}$$,

thus

$$\|P_k w^*\|_{N_k(I \times \mathbb{R}^2)} \lesssim f_j(s) c(2^{-2k}) \chi_{k \leq k(s)}^j$$  \hspace{1cm} (218)

for all k. The claim (212) is then equivalent to showing that f_j(s) \lesssim_{j,\varepsilon} \mu^{2-\varepsilon} for all s > 0, j \geq 0, and \varepsilon > 0.

Observe that the convolution kernel of P_k e^{(s-s')\Delta} has total mass \mathcal{O}_j(\chi_{k \leq k(s-s')}) for any j. From (217), (211), and Minkowski’s inequality, we can thus bound f_j(s) by

$$\lesssim_j \mu^2 k + \sup_k c(2^{-2k})^{-1} \chi_{k \leq k(s)}^j \int_0^s \chi_{k \leq k(s-s')}^j \times$$

$$\|P_k (\mathcal{O}A_x^* \nabla_x w^*) + \mathcal{O}((\nabla_x A_x^*) w^*) + \mathcal{O}((\Psi_x^*)^2 w^*) + \mathcal{O}(F^*) (s')\|_{N_k(I \times \mathbb{R}^2)} ds'.$$

For any s' > 0, we see from (90), (111), (135) that

$$\|\nabla_x A_x^*(s')\|_{S_k(I \times \mathbb{R}^2)}$$, $$\|\Psi_x^*(s')\|_{S_k(I \times \mathbb{R}^2)} \lesssim c(s')^2 (s')^{-1}$$

and thus by (218), (144) and dyadic decomposition we have

$$\|P_k (\mathcal{O}(\nabla_x \Psi_x^*) w^*) + \mathcal{O}((\Psi_x^*)^2 w^*) (s')\|_{N_k(I \times \mathbb{R}^2)} \lesssim_j (s'/s)^{\delta_2/2} c(s')^2 c(2^{-2k}) f_j(s') (s')^{-1} \chi_{k \geq k(s')}^j \chi_{k \leq k(s')}^j$$.
A similar argument also gives
\[ \|P_k(\nabla^2 w^*)\|_{V_1(I \times \mathbb{R}^2)} \lesssim_j c(s')^2 c(2^{-2k})(s'/s)^{\delta_2/2} f_j(s')(s')^{-1/10} \chi_k \lesssim_j \|P_k\delta w\|_{V_1(I \times \mathbb{R}^2)}. \]

Combining these estimates with (205), we conclude that
\[ f_j(s) \lesssim \mu^2 \kappa + \sup_k c(2^{-2k})^{-1} \chi_k \lesssim_j \]
\[ \int_0^s \chi_k \lesssim_j \]
\[ + \mu^{2-\varepsilon} c(s') \chi_k \lesssim_j \]
for all \( \varepsilon > 0 \).

From (25) we have
\[ c(s') \chi_k \lesssim j \]
\[ \chi_k \lesssim_j \]
while a direct computation shows that
\[ \int_0^s \chi_k \lesssim j \]
so we can simplify slightly to
\[ f_j(s) \lesssim \mu^2 \varepsilon + \sup_k \]
\[ \int_0^s \chi_k \lesssim j \]
Bounding
\[ \chi_k \lesssim (s' - s)/(s')^{1/2} \]
we conclude the integral inequality
\[ f_j(s) \lesssim \mu^2 \varepsilon + \int_0^s (s' - s)/(s')^{1/2} \]
for all \( \varepsilon > 0 \). Also, from (138), Proposition 7.7, Bernstein’s inequality, and Hörmander’s inequality we have \( f_j(s) \to 0 \) as \( s \to 0 \). Applying Lemma 2.10 we have \( f_j(s) \lesssim \mu^2 \varepsilon \), and the claim (212) follows.

The claim (213) then follows by using (216) to write \( \partial_s w^* \) in terms of \( \nabla^2 w^* \) (which can be controlled by (212)), together with several additional terms which were already estimated in the required manner in the first part of the proof.

The proof of (214) follows from (212) as in previous propositions. A little more specifically, we define
\[ \delta f_j(s) := \sup_k \kappa^{-1} c(s)^{-1} \chi_k \lesssim \|P_k\delta w\|_{V_1(I \times \mathbb{R}^2)} \]
and repeat the above arguments (and using the bound (212) just established) to eventually obtain the integral inequality

\[
\delta f_j(s) \lesssim j, \varepsilon \mu^{1-\varepsilon} + \int_0^s ((s - s')/s)^{-1/2} (s'/s)^{\delta_2/2} c(s')^2 \delta f_j(s') \frac{ds'}{s'}
\]

Using the continuity method as before we obtain \(\delta f_j(s) \lesssim j, \varepsilon \mu^{1-\varepsilon}\) for all \(s > 0\), \(j \geq 0\), and \(\varepsilon > 0\), giving (214). The proof of (215) then follows by the differenced version of (216). We leave the details to the reader. □

The bounds on \(\partial_s w^*\) and \(\partial_s \delta w\) in the above lemma are identical to those in [21, Lemma 9.9]. We may then repeat the proof of [21, Lemma 9.10] to conclude that

\[
\|P_k \psi_s^* (s)\|_{S_k(I \times \mathbb{R}^2)} \lesssim_j, \varepsilon \|\nabla_{t,x} P_k \psi_s(s, t_0)\|_{L^2_x} + \mu^{1-\varepsilon} c(s) s^{-1} \chi_{k \geq k(s)} \chi_{j} \]

and

\[
\|P_k \delta \psi_s (s)\|_{S_k(I \times \mathbb{R}^2)} \lesssim_j, \varepsilon \|\nabla_{t,x} P_k \delta \psi_s(s, t_0)\|_{L^2_x} + \mu^{1-\varepsilon} \kappa c(s) s^{-1} \chi_{k \geq k(s)} \chi_{j} \]

for all \(j \geq 0\), \(\varepsilon > 0\), \(s > 0\), and integers \(k\). In particular, by (196), one has

\[
\|P_k \delta \psi_s (s)\|_{S_k(I \times \mathbb{R}^2)} \lesssim \mu^{1-\varepsilon} \kappa c(s) s^{-1} \chi_{k \geq k(s)} \chi_{j}^{100}
\]

which by the analogue of (158) for \(S_k\) gives (173) as required.

8. Frequency delocalisation implies spacetime bound

We now begin the proof of Theorem 1.4. We omit the superscript \((n)\) from the solution \(\phi\), and allow all implied constants to depend on \(E_0\) and \(\varepsilon\).

8.1. Construction of the low frequency component. The low frequency component can be constructed globally without difficulty. We let \(\phi^{lo}\) be the evolution of \(\phi\) under the heat flow by \(K_n^{1/2}\), thus

\[
\phi^{lo} = \phi(K_n^{1/2}),
\]

and the associated heat flow resolution \(\psi^{lo}_s\) is given by

\[
\psi^{lo}_s(s) := \psi_s(s + K_n^{1/2})
\]

for all \(s \geq 0\), where \(\psi_s\) is a heat flow resolution of \(\phi\). In particular, the energy spectral distribution of \(\phi^{lo}[0]\) is simply the translation of that of \(\phi[0]\) by \(K_n^{1/2}\):

\[
\text{ESD}(\phi^{lo}[0])(s) = \text{ESD}(\phi[0])(s + K_n^{1/2}).
\]
From (13), (72) one has
\[
\int_0^\infty \text{ESD}(\phi[0])(s) \, ds = E_0 + o_{n \to \infty}(1)
\]  
(221)

and thus by (14), (15)
\[
\frac{\varepsilon}{2} - o_{n \to \infty}(1) \leq \int_0^\infty \text{ESD}(\phi^{io}[0])(s) \, ds \leq E_0 - \frac{\varepsilon}{2} + o_{n \to \infty}(1).
\]

Thus, by (72)
\[
\frac{\varepsilon}{4} \leq E(\phi^{lo}[0]) \leq E_0 - \frac{\varepsilon}{4}
\]  
(222)

if \( n \) is large enough. But by hypothesis, \( E_0 - \varepsilon/4 \) is good. Then by Lemma 1.3, we can extend \( \phi^{lo} \) to a global classical wave map, which will then have a \((O(1), 1)\)-entropy of \( O(1) \).

Let \( \mu > 0 \) be a small quantity (depending only on \( \varepsilon \)) to be chosen later, and let \( \mu' > 0 \) be an even smaller quantity (depending on \( \mu, \varepsilon \)) to be chosen later. We allow the decay rates in the \( o_{n \to \infty}(1) \) notation to depend on \( \mu, \mu' \). By Proposition 1.2(iii), we may find a partition \( I_n \) of \( I_n \) into \( O(\mu') \) intervals \( J \), such that \( \phi^{lo} \) is a \((O(1), \mu')\)-wave map on each such \( J \).

By Lemma 3.13 we have
\[
\text{dist}_{\dot{H}^1}(\phi(K_n^{1/4})[0], \phi^{lo}[0]) = o_{n \to \infty}(1).
\]

To finish the proof of Theorem 1.4, it now suffices to show

**Proposition 8.2** (\( \phi \) stays close to \( \phi^{lo} \)). Let \( n \) be a sequence going to infinity, let \( L_n \to \infty \) be such that \( L_n \leq K_n^{1/4} \), let \( J \in I_n \), and let \( t_n \in J \) be such that
\[
\int_{1/L_n \leq s \leq L_n} \text{ESD}(\phi[t_n])(s) \, ds = o_{n \to \infty}(1)
\]  
(223)

and
\[
\text{dist}_{\dot{H}^1}(\phi^{lo}[t_n], \phi(L_n^{1/4})[t_n]) = o_{n \to \infty}(1)
\]  
(224)

Then there exists \( L'_n \leq L_n \) with \( L'_n \to \infty \) such that
\[
\int_{1/L'_n \leq s \leq L'_n} \text{ESD}(\phi[t])(s) \, ds = o_{n \to \infty}(1)
\]  
(225)

and
\[
\text{dist}_{\dot{H}^1}(\phi^{lo}[t], \phi((L'_n)^{1/4})[t]) = o_{n \to \infty}(1)
\]  
(226)

for all \( t \in J \). Furthermore, \( (\phi | J, J) \) has a \((O(1), 1)\)-entropy of \( O(1) \).

Indeed, by iterating this proposition once for each interval \( J \) in \( I_n \) (starting with \( L_n = K_n^{1/4} \) and decreasing \( L_n \) each time), we conclude that \( (\phi, I_n) \) has a \((O(1), 1)\)-entropy of \( O(1) \), as required.
8.3. Control of initial data. We begin the proof of Proposition 8.2. The first step is to control the differentiated fields $\Psi_{s,t,x}$ at time $t_n$:

**Lemma 8.4.** There exists a frequency envelope $c = c(n)$ of energy $O(1)$ (depending on $n$ and $t_n$) such that

$$
\int_{L_n^{-0.9} \leq s \leq L_n^{0.9}} c(s)^2 \frac{ds}{s} = o_{n \to \infty}(1)
$$

and such that

$$
\| \nabla_x^{j+1} \Psi_{t,x}(s, t_n) \|_{L_x^2(\mathbb{R}^2)} + \| \nabla_x^j \Psi_{t,x}(s, t_n) \|_{L_x^\infty(\mathbb{R}^2)}
$$

$$
+ \| \nabla_x \nabla_t \Psi_x(s, t_n) \|_{L^2_x(\mathbb{R}^2)} + \| \nabla_x^j \psi_s(s, t_n) \|_{L^2_x(\mathbb{R}^2)}
$$

$$
+ \| \nabla_x^{j-1} \nabla_t \psi_s(s, t_n) \|_{L^2_x(\mathbb{R}^2)} \lesssim_j c(s) s^{-(j+1)/2}
$$

for all $s > 0$ and $j \geq 0$, with the convention that we drop all terms involving $\nabla^{-1}$. In particular, from Definition 2.9 we have

$$
\| s^{1/2} \Psi_{t,x}(s, t_n) \|_{A_k(s)} + \| s \Psi_x(s, t_n) \|_{A_k(s)} \lesssim_k c(s)
$$

for all $s > 0$ and $k \geq 0$. Also, we have

$$
\| \partial_s^j \nabla_x^j \nabla_t \psi_s(s, t_n) \|_{H^0_{k(i)}} \lesssim_{i,j} c(s) s^{-(2i+j+2)/2}
$$

for all $s > 0$ and $j, i \geq 0$.

**Proof.** We omit the time index $t_n$ for brevity. Applying [21, Theorem 7.2] and [21, Lemma 7.6], one can find an envelope $c$ obeying the bounds (230); indeed, from the construction in the proof of that theorem, one can take

$$
c(s) := \sum_{j=0}^{10} \sup_{s' > 0} \min((s'/s)^{\delta_0}, (s'/s)^{\delta_0} (s')^{(j+2)/2}) \| \nabla_t \nabla_x^j \psi_s(s') \|_{H^0_{k(i)}}.
$$

(231)

It remains to establish (227). We first observe from (223) and (7.1), and the Bochner-Weitzenböck inequality

$$
\int_{\mathbb{R}^2} D_j \psi_i(s, x) |^2 + \frac{1}{2} |\psi_i \wedge \psi_j(s, x)|^2 \, dx \leq \int_{\mathbb{R}^2} |D_i \psi_i(s, x)|^2 \, dx
$$

$$
= \| \psi_i(s) \|_{L^2_x(\mathbb{R}^2)}
$$

we have

$$
\int_{1/L_n}^{L_n} \| D_x \psi_{t,x}(s) \|_{L^2_x(\mathbb{R}^2)}^2 \, ds = o_{n \to \infty}(1).
$$

(232)

\text{\footnote{Lemma 7.6 of [21] only yields (230) for $j \leq 10$ and $i = 0$, but the $j > 10$ cases and $i = 0$ can then be deduced from the $j \leq 10$ case and the estimates in (228), and then the $i > 0$ case then follows by using the equations of motion to replace $\partial_s$ with spatial derivatives and using (228) again.}}
From (232) and the diamagnetic inequality one has
\[ \int_{1/L_n}^{L_n} \| \nabla_x |\psi_{t,x}(s)| \|^2_{L^2_x(R^2)} \, ds = o_{n \to \infty}(1); \]
meanwhile, from (57) one has
\[ \int_{1/L_n}^{L_n} s^{-2/p} \| \psi_{t,x}(s) \|^2_{L^p_x(R^2)} \, ds \lesssim 1 \]
for any \( 2 < p < \infty \). Interpolating these facts using the Gagliardo-Nirenberg and Cauchy-Schwarz inequalities, we conclude that
\[ \int_{1/L_n}^{L_n} s^{-2/p} \| \psi_{t,x}(s) \|^2_{L^p_x(R^2)} \, ds = o_{n \to \infty;p}(1) \]
for any \( 2 < p < \infty \). Also, from (228) one has
\[ \int_0^\infty s^{j} \| \nabla^j_x D_x \psi_{t,x}(s) \|^2_{L^2_x(R^2)} \, ds \lesssim j \]
for any \( j \geq 0 \), so by interpolation with (232)
\[ \int_0^\infty s^{j} \| \nabla^j_x D_x \psi_{t,x}(s) \|^2_{L^2_x(R^2)} \, ds = o_{n \to \infty;j}(1) \]
for any \( j \geq 0 \). Meanwhile, from (47) one has
\[ \nabla_{t,x} \psi_s = D_{t,x} \psi_s - A_{t,x} \psi_s \]
\[ = \partial_s \psi_{t,x} + O(A_{t,x} \psi_s) \]
\[ = O(\nabla_x D_x \psi_{t,x}) + O(A_x D_x \psi_{t,x}) + O(\psi_x \psi \psi_{t,x}) + O(A_{t,x} \psi_s) \]
and from Proposition 3.7 one has \( \| A_{t,x}(s) \|_{L^\infty_x(R^2)} = O(s^{-1/2}) \), \( \| \psi_x(s) \|_{L^p_x(R^2)} = O(s^{1/p-1/2}) \). Putting all this together we see that
\[ \int_{1/L_n}^{L_n} s \| \partial_t \psi_s(s) \|^2_{L^2_x(R^2)} \, ds = o_{n \to \infty}(1) \]
while from (228) one has
\[ \int_{1/L_n}^{L_n} s^{j+1} \| \nabla_{t,x} \nabla^j_x \psi_s(s) \|^2_{L^2_x(R^2)} \, ds \lesssim j \]
Interpolating this, one obtains
\[ \int_{1/L_n}^{L_n} \| \nabla \nabla^j_x \psi_s(s) \|^2_{H^1_{\mu}(R^2)} \, ds = o_{n \to \infty;j}(1) \]
for each \( j \). Inserting this into (231) one obtains (227) as required. 

This has the following consequence:
Lemma 8.5 (Some energy at low frequencies).

\[
\frac{1}{2} \int_{\mathbb{R}^2} |\psi_x(L_n^{0.8}, t_n, x)|^2 + |\psi_t(L_n^{0.8}, t_n, x)|^2 \, dx \geq \varepsilon/8 - o_{n \to \infty}(1).
\]

Proof. In view of (224), (222), energy conservation of \( \phi^{lo} \), and the triangle inequality, it suffices to show that

\[
\text{dist}_{\dot{H}^1}(\phi(L_n)[t_n], \phi(L_n^{0.8})[t_n]) = o_{n \to \infty}(1).
\]

But this follows from Lemma 8.4 and Lemma 3.13. \( \square \)

8.6. Control of the low frequency component. We continue the proof of Proposition 8.2. The plan is to run the scheme in Section 3.14, thus decomposing \( \psi_s[t_n] \) into “low frequency” and “high frequency” components \( \tilde{\psi}^{lo}_s[t_n], \tilde{\psi}^{hi}_s[t_n] \), which one then repairs to instantaneous heat flows \( \psi^{lo}_s[0], \psi^{hi}_s[t_n] \), then to dynamic field heat flows \( \psi^{lo}_s, \psi^{hi}_s \), leading to a superposition \( \tilde{\psi}_s \), which we then compare to \( \psi_s \).

The low frequency component has already been constructed: we can take \( \tilde{\psi}^{lo}_s[t_n] = \psi^{lo}_s[t_n] \) be the instantaneous data of \( \psi^{lo}_s \) at time \( t_n \).

We can now control the low frequency component:

Lemma 8.7 (\( \phi^{lo} \) is low frequency). Let the hypotheses be as in Proposition 8.2. Then there exists a frequency envelope \( c^{lo} \) of energy \( O(1) \) such that

\[
\|\nabla^j \nabla_x \psi^{lo}_s(s)\|_{L^{\infty}_{s,t}(J \times \mathbb{R}^2)} \lesssim_j c^{lo}(s)s^{-(j+2)/2}
\]

and

\[
\|\nabla^j \nabla_x \psi^{lo}_s(s)\|_{L^{\infty}_{s,t}(J \times \mathbb{R}^2)} \lesssim_j c^{lo}(s)s^{-(j+1)/2}
\]

for all \( j \geq 0 \). Furthermore, one has

\[
\int_{s \geq L_n^{0.7}} c^{lo}(s)s^2 \frac{ds}{s} = o_{n \to \infty}(1).
\]

Proof. From the analogue of Lemma 8.4 for time \( t = 0 \), one can find a frequency envelope \( c_0 \) of energy \( O(1) \) such that

\[
\|\nabla^j \nabla_{t,x} \psi_s(s, 0)\|_{H^{j}_{s,0}(s)} \lesssim_j c_0(s)s^{-(j+2)/2}
\]

\( ^9 \)The reason why we can define \( \phi^{lo} \) globally (as opposed to \( \phi^{hi} \), which has to be constructed anew for each interval \( J \) in \( J_n \)), is that the nonlinear effects of the wave map equation (even in the caloric gauge, and even with large frequency separation) have a non-trivial “low \times high \to high” component that will continually force us to update the high frequency component, whereas the dual “high \times high \to low” component is much smaller and thus has a negligible impact on the low frequency component. This feature of the wave map dynamics is not present in other equations to which the minimal blowup solution strategy has been applied; for instance, for the energy-critical NLS, both types of frequency dynamics are negligible.
for all \( j \geq 0 \) and \( s > 0 \), and such that
\[
\int_{K_n^{0.9} \leq s \leq K_n^{0.9}} c_0(s)^2 \frac{ds}{s} = o_{n \to \infty}(1). \tag{1}
\]
Since \( \psi^{lo}_s(s, 0) = \psi_s(s + K_n^{1/4}, 0) \) by construction, we have
\[
\| \nabla^j_x \nabla_{t,x} \psi^{lo}_s(s, 0) \|_{H^0_{t,k(s)}} \lesssim_j c'_0(s) s^{-(j+2)/2}
\]
for all \( j \geq 0 \) and \( s > 0 \), where \( c'_0(s) := (\frac{s}{s + K_n^{1/4}}) \delta_0 c_0(s + K_n^{1/4}) \). Note that \( c'_0 \) is essentially (up to multiplicative constants) a frequency envelope of energy \( O(1) \).

Applying Lemma 6.8 one thus has
\[
\| \nabla^j_x \psi^{lo}_s(s) \|_{S_{\mu', k(s)}(J \times \mathbb{R}^2)} \lesssim_{\mu', j} c'_0(s) s^{-(j+2)/2}
\]
and
\[
\| \nabla^j_x \psi^{lo}_x(s) \|_{S_{\mu', k(s)}(J \times \mathbb{R}^2)} \lesssim_{\mu', j} c'_0(s) s^{-(j+1)/2}.
\]
Meanwhile, since \( \psi^{lo}_s \) is a \( (O(1), \mu') \)-wave map, we see (from (159) and Lemma 5.8) that there exists another frequency envelope \( \tilde{c} \) of energy \( O(1) \) such that
\[
\| \nabla^j_x \psi^{lo}_s(s) \|_{S_{\mu', k(s)}(J \times \mathbb{R}^2)} \lesssim_j \tilde{c}(s) s^{-(j+2)/2}
\]
and
\[
\| \nabla^j_x \psi^{lo}_x(s) \|_{S_{\mu', k(s)}(J \times \mathbb{R}^2)} \lesssim_j \tilde{c}(s) s^{-(j+1)/2}.
\]
Taking \( c^{lo} \) to be the infimum of \( \tilde{c} \) and \( O_{\mu'}(c') \), we obtain the claim. \( \square \)

8.8. Construction of the high frequency component. Now we turn to the construction of the high-frequency component. We first define the preliminary dynamic field \( \tilde{\psi}^{hi}_s[t_n] \) by setting
\[
\tilde{\psi}^{hi}_s(s, t_n, x) := \eta(s/L_n^{0.7}) \psi_s(s, t_n, x), \tag{236}
\]
and
\[
\partial_t \tilde{\psi}^{hi}_s(t_n, x) := \eta(s/L_n^{0.7}) \partial_t \psi_s(s, t_n, x) \tag{237}
\]
where \( \eta : \mathbb{R}^+ \to \mathbb{R} \) is a smooth cutoff that equals 1 on \([0, 1]\) and is supported on \([0, 2]\); thus \( \tilde{\psi}^{hi}_s \) is a smooth truncation of \( \psi_s \) to small values of \( s \) (which correspond to high frequency scales).

We now place some estimates on \( \tilde{\psi}^{hi}_s \) at time \( t_n \):

**Lemma 8.9** (Estimates on \( \tilde{\psi}^{hi}_s \)). Write \( \delta \Psi_{t,x}(s, t_n) := \tilde{\psi}^{hi}_s(s, t_n) - \Psi_{t,x}(s, t_n) + \Psi_{t,x}(L_n^{0.8}, t_n) \); then we have
\[
\| \delta \Psi_{t,x}(s, t_n) \|_{A^j_{k(s)}(\mathbb{R}^2)} \lesssim_j \frac{c(s)}{s^{1/2}} [1_{s \geq L_n^{0.6}} + o_{n \to \infty}(1)] \tag{238}
\]
for all \( j \geq 0 \) and \( 0 \leq s \leq L_n^{0.8} \). In particular we have
\[
\| \delta \Psi_{t,x}(s,t_n) \|_{L^2(R^2)} \lesssim o_{n \to \infty}(1) \tag{239}
\]
for all \( 0 \leq s \leq L_n^{0.8} \).

**Proof.** For brevity, we omit the \( t_n \) time coordinate here. Write \( S := L_n^{0.8} \). By construction, \( \delta \Psi_{t,x}(S) = 0 \). The strategy is then to propagate \( \delta \Psi_{t,x} \) backwards in the heat-temporal variable \( s \) from \( S \) to 0.

We first need an evolution equation for \( \delta \Psi_{t,x} \). We split \( \delta \Psi_{t,x} \) into its two components \( \delta \psi_{t,x}, \delta A_{t,x} \) in the obvious manner.

From the zero-torsion property (33) (and the caloric gauge) we have
\[
\partial_s \delta \psi_{t,x} = \nabla_{t,x} \delta \psi_s + A_{t,x} \delta \psi_s
\]
and similarly
\[
\partial_s \delta \psi_s = \nabla_{t,x} \delta \psi_s + A_{t,x} \delta \psi_s,
\]
subtracting the two statements, we obtain
\[
\partial_s \delta \psi_{t,x} = \nabla_{t,x} \delta \psi_s + O(\delta A_{t,x} \psi_s^*) + O(A_{t,x} \delta \psi_s) + O(A_{t,x}(S) \psi_s^*)
\]
where \( \psi_s^* := (\psi_s, \tilde{\psi}_s^{hi}), A_s^* := (A_s, \tilde{A}_s^{hi}) \), and
\[
\delta \psi_s := \psi_s - \tilde{\psi}_s^{hi} = (1 - \eta(s/L_n^{0.7})) \psi_s \tag{240}
\]
(thanks to 236). A similar argument using the constant curvature property (34) in place of (33) gives
\[
\partial_s \delta A_{t,x} = O(\delta \psi_{t,x} \psi_s^*) + O(\psi_{t,x} \delta \psi_s) + O(\psi_{t,x}(S) \psi_s^*)
\]
where \( \psi_s^* := (\psi_s, \tilde{\psi}_s^{hi}) \). Writing \( \delta \Psi_{t,x} := (\delta \psi_{t,x}, \delta A_{t,x}) \), etc., we can unify these two equations as
\[
\partial_s \delta \Psi_{t,x} = O(\nabla_{t,x} \delta \psi_s) + O(\delta \Psi_{t,x} \psi_s^*) + O(\Psi_{t,x} \delta \psi_s) + O(\Psi_{t,x}(S) \psi_s^*).
\tag{241}
\]

Fix \( j \geq 0 \), and allow implied constants to depend on \( j \). To prove (238), we introduce the quantity
\[
h(s) := \| \delta \Psi_{t,x}(s) \|_{A_{k(x)}^j(R^2)},
\]
Since \( h(S) = 0 \), we see from (241), the fundamental theorem of calculus, Minkowski’s inequality, the Leibniz rule, and Lemma 2.10 that
\[
h(s) \lesssim \int_s^S f(s') + h(s') g(s') \, ds'
\]
for all \( 0 \leq s \leq S \), where
\[
f(s) := \| \nabla_{t,x} \delta \psi_s(s) \|_{A_{k(x)}^j(R^2)} + \| \Psi_{t,x}(s) \|_{A_{k(x)}^j(R^2)} \| \delta \psi_s(s) \|_{A_{k(x)}^j(R^2)} + \| \Psi_{t,x}(S) \|_{A_{k(x)}^j(R^2)} \| \psi_s(s) \|_{A_{k(x)}^j(R^2)}
\]
and
\[
g(s) := \int_s^S f(s') g(s') \, ds'
\]
for all \( 0 \leq s \leq S \), where
\[
f(s) := \| \nabla_{t,x} \delta \psi_s(s) \|_{A_{k(x)}^j(R^2)} + \| \Psi_{t,x}(s) \|_{A_{k(x)}^j(R^2)} \| \delta \psi_s(s) \|_{A_{k(x)}^j(R^2)} + \| \Psi_{t,x}(S) \|_{A_{k(x)}^j(R^2)} \| \psi_s(s) \|_{A_{k(x)}^j(R^2)}
\]
and
\[
g(s) := \int_s^S f(s') g(s') \, ds'
\]
for all \( 0 \leq s \leq S \), where
and
\[ g(s) := \| \psi^*_s(s) \|_{A^1_k(s)(\mathbb{R}^2)}. \]

By Gronwall’s inequality, we conclude
\[ h(s) \lesssim \int_s^S f(s') \exp(\int_s^{s'} g(s'') ds'') ds'. \]

From (229) and Cauchy-Schwarz we have
\[ \int_s^{s'} g(s'') ds'' \lesssim \log^{1/2}(s'/s) \]
and thus
\[ h(s) \lesssim \int_s^{L_n} f(s') \exp(O(\log^{1/2}(s'/s))) ds'. \quad (242) \]

From Lemma 8.4 we have
\[ f(s) \lesssim \frac{c(s)}{s^{3/2}} \left[ 1_{s \geq L_0^{0.7}} + c(S) \right]. \]

From (227) and the envelope property, \( c(S) = o_{n \to \infty}(1) \). Applying (242) and the envelope property we conclude that
\[ h(s) \lesssim \frac{c(s)}{s^{1/2}} \left[ 1_{s \geq L_0^{0.6}} + o_{n \to \infty}(1) \right], \]
which is (238).

Let \( \phi^{hi}[t_n] = \tilde{\psi}^{hi}[t_n] \) be a reconstruction of \( \tilde{\psi}^s[t_n] \). We now make the key observation that \( \phi^{hi} \) has energy strictly less than \( E_0 \):

Lemma 8.10 (High frequency component has less energy). We have
\[ E(\phi^{hi}[t_n]) \leq E_0 - \varepsilon/8 + o_{n \to \infty}(1). \]

Proof. We omit time variable \( t_n \). From Lemma 8.5 it suffices to show that
\[ \int_{\mathbb{R}^2} |\tilde{\psi}^{hi}_\alpha(0,x)|^2 + |\psi_\alpha(L_n^{0.8},x)|^2 \, dx = \int_{\mathbb{R}^2} |\psi_\alpha(0,x)|^2 \, dx + o_{n \to \infty}(1) \]
for \( \alpha = 0, 1, 2 \). From Lemma 8.9 and (237) we have
\[ \| \psi_\alpha(0) - \psi_\alpha(L_n^{0.8}) - \tilde{\psi}^{hi}_\alpha(0) \|_{L_2^2(\mathbb{R}^2)} = o_{n \to \infty}(1) \]
so by the triangle inequality and the cosine rule, it suffices to show the asymptotic orthogonality property
\[ \int_{\mathbb{R}^2} (\psi_\alpha(L_n^{0.8},x))(\psi_\alpha(0,x) - \psi_\alpha(L_n^{0.8},x)) \, dx = o_{n \to \infty}(1) \]
for \( \alpha = 0, 1, 2 \).
By the fundamental theorem of calculus, it suffices to show that
\[ \int_0^{L_{n,8}^0} \int_{\mathbb{R}^2} \psi_\alpha(L_{n,8}^0, x) \partial_s \psi_\alpha(s, x) \, dx \, ds = o_{n \to \infty}(1). \]

From (47) and an integration by parts, we can bound the left-hand side by
\[ \lesssim \int_0^{L_{n,8}^0} \int_{\mathbb{R}^2} |D_x \psi_t(x, L_{n,8}^0, x)||D_x \psi_t(x, L_{n,8}^0, x)| + |\psi_t(x, L_{n,8}^0, x)|^3 \, dx \, ds \]
(243)
where it is understood that the covariant derivative $D_x$ always uses the connection $A_x(s)$ rather than $A_x(L_{n,8}^0)$. By Hölder’s inequality and Lemma 8.4 (placing $\psi_t(x, L_{n,8}^0)$ in $L_x^\infty$ rather than $L_x^2$ whenever possible), we have
\[ \|D_x \psi_t(x, L_{n,8}^0)\|_{L_x^2(\mathbb{R}^2)} \lesssim \frac{c(L_{n,8}^0)}{(L_{n,8}^0)^{1/2}} \]
\[ \|D_x \psi_t(x, L_{n,8}^0)\|_{L_x^2(\mathbb{R}^2)} \lesssim \frac{c(s)}{s^{1/2}} \]
\[ \|\psi_t(x, L_{n,8}^0)\|_{L_x^2(\mathbb{R}^2)} \lesssim \frac{c(s)^3 c(L_{n,8}^0)}{s^{1/2}} \]
so we can bound (243) by
\[ \lesssim c(L_{n,8}^0) \int_0^{L_{n,8}^0} \frac{c(s)}{s^{1/2}(L_{n,8}^0)^{1/2}} \, ds. \]
By Cauchy-Schwarz and the fact that $c$ has energy $O(1)$, this is $O(c(L_{n,8}^0))$, and the claim now follows from (227).

The field $\tilde{\psi}_h^s[t_n]$ is not actually a heat flow. However, it is close to one:

**Lemma 8.11** ($\tilde{\psi}_h^s[t_n]$ is an approximate heat flow). We have
\[ \|\nabla_{t,x} \nabla_j \tilde{\psi}_h^s(s, t_n)\|_{\dot{H}_{k(s)}^{s}(t_n)} \lesssim c^j(s) s^{-(j+2)/2} \]
(244)
and
\[ \|\nabla_{t,x} \nabla_j (\tilde{\psi}_h^s - \tilde{D}_i^{h_i} \psi_i^s)\|_{\dot{H}_{k(s)}^{s}(t_n)} \lesssim c^j(s) s^{-(j+2)/2} (1_{L^{0.6} \leq s \leq L^{0.8} + o_{n \to \infty}(1)) \]
(245)
for all $0 \leq j \leq 20$ and $s \geq 0$, where the $\dot{H}_k^m$ norms are defined in (22), and $c^j(s)$ is the frequency envelope $c^j(s) := \min(c(s), \chi_{k(s)}^{h_i}(L^{0.8} + o_{n \to \infty}(1))))$.

**Proof.** We again omit the $t_n$ time coordinate for brevity. We may restrict attention to $0 \leq s \leq L_{n,8}^0$ since the expression inside the norms vanishes for $s > L_{n,8}^0$, in which case $c^j(s) \sim c$.

The claim (244) follows from (236), (230), so it suffices to prove (245).
We first suppose that $s \geq L^{0.6}$. From (244) and the triangle inequality, it suffices to show in this case that
\[ \| \nabla_{t,x} \nabla_{x}^{j} (\tilde{D}^{hi}_{i} \psi_{i}^{hi}) (s, t_n) \|_{H^{0}_{k(s)}(t_n)} \lesssim c(s) s^{-(j+2)/2} \]
for all $0 \leq j \leq 20$. For this, we express
\[ \nabla_{t,x} \tilde{D}^{hi}_{i} \psi_{i}^{hi} = \tilde{D}^{hi}_{i} \psi_{i}^{hi} + \mathcal{O}(\tilde{A}^{hi}_{t,x} \tilde{D}^{hi}_{x} \psi_{x}^{hi}) \]
\[ = \tilde{D}^{hi}_{i} \psi_{i}^{hi} + \mathcal{O}(\tilde{A}^{hi}_{t,x} \tilde{D}^{hi}_{x} \psi_{x}^{hi}) + \mathcal{O}(A^{hi}_{t,x} \tilde{D}^{hi}_{x} \psi_{x}^{hi}) \]
Using (238), Lemma 2.10 the Leibniz rule, and the triangle inequality, we obtain the claim.

Now suppose that $s < L^{0.6}$. Then $\tilde{\psi}_{s}^{hi} = \psi_{s}^{hi}$; writing $\psi_{s} = D_{i} \psi_{i}$, it thus suffices to show that
\[ \| \nabla_{x}^{j} \nabla_{t,x} (D_{i} \psi_{i} - \tilde{D}^{hi}_{i} \psi_{i}^{hi}) (s) \|_{H^{0}_{k(s)}(\mathbb{R}^{2})} \lesssim o_{n \to \infty} (c(s) s^{-(j+2)/2}) \]
for $0 \leq j \leq 20$.

Fix $j$. We can decompose $D_{i} \psi_{i} - \tilde{D}^{hi}_{i} \psi_{i}^{hi}$ as
\[ \mathcal{O}(\nabla_{x} \delta \psi_{x} (s)) + \mathcal{O}(\nabla_{x} \psi_{x} (L^{0.8}_{n})) \]
\[ + \mathcal{O}(A^{s}_{x}(s) \delta \psi_{x}(s)) + \mathcal{O}(A^{s}_{x}(s) \psi_{x} (L^{0.8}_{n})) \]
\[ + \mathcal{O}(\delta A_{x} \psi^{s}_{x}(s)) + \mathcal{O}(A_{x} (L^{0.8}_{n}) \psi^{s}_{x}(s)) \]
where $A^{s}_{x}(s) = (A_{x}(s), \tilde{A}_{x}(s)) = \mathcal{O}(A_{x}(s), \delta A_{x}(s), A_{x} (L^{0.8}_{n}))$, and similarly for $\psi^{s}_{x}$. Applying the Leibniz rule followed by Hölder’s inequality (placing $\psi_{x} (L^{0.8}_{n})$ and $A_{x} (L^{0.8}_{n})$ in $L^{\infty}$ whenever possible, in order to gain at least one factor of $(s/L^{0.8}_{n})^{1/2} = o_{n \to \infty}(1)$) and applying Lemma 8.4, Lemma 8.9 and Lemma 2.10 we obtain the claim.

From (227) and the definition of $c^{hi}$, we note that
\[ \int_{s \geq L^{0.9}_{n}} c^{hi}(s) s^{2} \frac{ds}{s} = o_{n \to \infty}(1). \]  
(246)

We can now invoke Theorem 4.6 (enlarging $c$ on the interval $L^{0.5} \leq s \leq L^{0.9}$ somewhat so that (89) holds for some $\kappa = o_{n \to \infty}(1)$), to obtain an instantaneous dynamic field heat flow $\psi_{s}^{hi}[t_{n}]$ with the same resolution
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as ˜ψ_{n|t_n}^{hi} obeying the estimates
\[ \| \nabla_{t,x} \nabla_{x}^{j} \Psi_{s}^{hi}(s) \| \tilde{H}_{k(s)}^{n}(t_n) \lesssim \tilde{c}^{hi}(s)s^{-(j+1)/2} \] (247)
\[ \| \nabla_{t,x} \nabla_{x}^{j} \Psi_{s}^{hi}(s) \| \tilde{H}_{k(s)}^{n}(t_n) \lesssim \tilde{c}^{hi}(s)s^{-(j+1)/2} \] (248)
\[ \| \nabla_{t,x} \nabla_{x}^{j} \Psi_{s}^{hi}(s) \| \tilde{H}_{k(s)}^{n}(t_n) \lesssim \tilde{c}^{hi}(s)s^{-(j+2)/2} \] (249)
\[ \| \nabla_{t,x} \nabla_{x}^{j} (\tilde{\Psi}_{s}^{hi} - \Psi_{s}^{hi})(s) \| \tilde{H}_{k(s)}^{n}(t_n) \lesssim \tilde{c}^{hi}(s)s^{-(j+1)/2} \] (250)
\[ \| \nabla_{t,x} \nabla_{x}^{j} (\tilde{A}_{s}^{hi} - A_{s}^{hi})(s) \| \tilde{H}_{k(s)}^{n}(t_n) \lesssim o_{n \to \infty}(\tilde{c}^{hi}(s)s^{-(j+1)/2}) \] (251)
\[ \| \nabla_{t,x} \nabla_{x}^{j} (\tilde{\psi}_{s}^{hi} - \psi_{s}^{hi})(s) \| \tilde{H}_{k(s)}^{n}(t_n) \lesssim o_{n \to \infty}(\tilde{c}^{hi}(s)s^{-(j+2)/2}) \] (252)
for all 0 \leq j \leq 15 and s > 0, where \tilde{c}^{hi} is a frequency envelope slightly larger than \tilde{c}^{hi}, but still of energy \tilde{O}(1) and still obeying the bound (246), and \Psi_{s,t,x}^{hi}(t_n) are the instantaneous differentiated fields associated to \psi_{s|t_n}^{hi}.

By Lemma 8.11 and the induction hypothesis, the energy of \phi^{hi}[t_n] is good. From this and Lemma 8.3, we may extend \phi^{hi} to a global classical wave map, and in particular to the time interval J, and thus also extend the differentiated fields \Psi_{s,t,x}^{hi} to a wave map heat flow on J. Furthermore, this wave map has an (\tilde{O}(1), 1)-entropy of \tilde{O}(1), and in particular by Proposition 8.2 iii, has a (\tilde{O}(1), \mu)-entropy of \tilde{O}(\mu). In other words, one can partition J into a collection \mathcal{K} of \tilde{O}(\mu) intervals K such that \phi^{hi} is a (\tilde{O}(1), \mu)-wave map on each such interval K.

8.12. Control of the high frequency component.

Lemma 8.13 (\phi^{hi} is high frequency). Let the hypotheses be as in Proposition 8.2. For each K \in \mathcal{K}, one has a frequency envelope \tilde{c}^{hi}_{K} of energy \tilde{O}(1) such that
\[ \| \nabla_{x}^{j} \psi_{s}^{hi}(s) \|_{S_{\mu,K}(s) \times \mathbb{R}^{2}} \lesssim_{j} \tilde{c}^{hi}_{K}(s)s^{-(j+2)/2} \] (253)
and
\[ \| \nabla_{x}^{j} \psi_{s}^{hi}(s) \|_{S_{\mu,K}(s) \times \mathbb{R}^{2}} \lesssim_{j} \tilde{c}^{hi}(s)s^{-(j+1)/2} \] (254)
for all j \geq 0 and s > 0. Furthermore, one has
\[ \int_{s \leq L_{n}^{0.5}} \tilde{c}^{hi}(s)\frac{ds}{s} = o_{n \to \infty}(1). \] (255)

Proof. From (249) and Lemma 6.8 one has
\[ \| \nabla_{x}^{j} \psi_{s}^{hi}(s) \|_{S_{\mu,K}(s) \times \mathbb{R}^{2}} \lesssim_{j,\mu} \tilde{c}^{hi}(s)s^{-(j+2)/2} \]
and
\[ \| \nabla_{x}^{j} \psi_{s}^{hi}(s) \|_{S_{\mu,K}(s) \times \mathbb{R}^{2}} \lesssim_{j,\mu} \tilde{c}^{hi}(s)s^{-(j+1)/2} \]
for all $j \geq 0$ and $s > 0$. Furthermore, since $\psi^h_i(s)$ is a $(O(1), \mu)$-map on $K$, we see from (159) and Lemma 5.8 that
\[
\|\nabla_x^j \psi^h_i(s)\|_{S_{\mu,k}(s)(K \times \mathbb{R}^2)} \lesssim_j c^h_K(s) s^{-j/2 + 1/2}
\]
and
\[
\|\nabla_x^j \psi^l_i(s)\|_{S_{\mu,k}(s)(K \times \mathbb{R}^2)} \lesssim_j c^l_K(s) s^{-j/2 + 1/2}
\]
for all $j \geq 0$ and $s > 0$, and some frequency envelope $\tilde{c}^h_K$ of energy $O(1)$. Setting $c^h_K$ to be the infimum of $\tilde{c}^h_K$ and $O_\mu(c^h_i)$, the claim now follows from (246).

8.14. **Superimposing the low and high frequency components.** Having constructed the low-frequency fields $\psi^l_{s,t,x}$ and high-frequency fields $\psi^h_{s,t,x}$ on all of $I_n \cap J_n$, we now superimpose them to create an approximant $\tilde{\psi}_{s,t,x}$ to the fields $\psi_{s,t,x}$ of the original wave map $\phi$. Following Section 8.14, we define the dynamic field
\[
\tilde{\psi}_s := \psi^l_s + \psi^h_s. \tag{256}
\]
We let $\tilde{\psi}_{s,t,x}$ be the associated differentiated fields, and $\tilde{\phi}$ be an associated reconstructed map.

Now we establish various estimates on this approximate field $\tilde{\psi}_{s,t,x}$.

**Proposition 8.15** (Envelope and approximate heat flow bounds). For each $K \in \mathcal{K}$, one has a frequency envelope $c^h_K$ of energy $O(1)$ such that
\[
\|\nabla_x^j \tilde{\psi}_s(s)\|_{S_{\mu,k}(s)(K \times \mathbb{R}^2)} \lesssim_j c_K(s) s^{-j/2 + 1/2} \tag{257}
\]
and
\[
\|\nabla_x^j \tilde{\psi}_s(s)\|_{S_{\mu,k}(s)(K \times \mathbb{R}^2)} \lesssim_j o_{n \to \infty}(c_K(s) s^{-j/2 + 1/2}) \tag{258}
\]
for all $j \geq 0$ and $s > 0$, where $\tilde{h} := \tilde{\psi}_s - D_t \tilde{\psi}_t$ is the heat-tension field of $\tilde{\psi}$. In particular (by (159)) we have
\[
\|\tilde{\psi}_s\|_{S^1_\mu(K)} \lesssim 1.
\]

**Proof.** From (255), (255) one verifies that
\[
\int_0^\infty c^l(s)^2 c^h(s)^2 \, ds = o_{n \to \infty}(1).
\]
Thus, if we set $\tilde{c}_K := c^l + c^h + wc^h c^h_K$ for some $w = w_n$ growing to infinity sufficiently slowly, and then set $c_K(s) := \sup((s/s')^{\delta_0}, (s'/s)^{\delta_0}) \tilde{c}_K(s)$, then $c_K$ is a frequency envelope of energy $O(1)$, and one has the pointwise estimates
\[
c^l(s), c^h(s) \lesssim c_K(s)
\]
and
\[
c^l(s) c^h(s) \lesssim o_{n \to \infty}(c_K(s)). \tag{259}
\]
The bound (257) follows from (256), (233), (253), and the triangle inequality.

The remaining estimate (258) in this proposition is not quite so simple, because $\tilde{\Psi}_{t,x}$ is not a linear superposition of $\Psi_{t,x}^{lo}$ and $\Psi_{t,x}^{hi}$. However, we can show that it is an approximate linear superposition by arguing as follows. From (37) one has

$$
\partial_s \Psi_{t,x}^{lo} = O(\nabla_{t,x}\psi_{s}^{lo}) + O(\psi_{s}^{lo}\Psi_{t,x}^{lo})
$$

$$
\partial_s \Psi_{t,x}^{hi} = O(\nabla_{t,x}\psi_{s}^{hi}) + O(\psi_{s}^{hi}\Psi_{t,x}^{hi})
$$

$$
\partial_s \tilde{\Psi}_{t,x} = O(\nabla_{t,x}\tilde{\psi}_{s}) + O(\tilde{\psi}_{s}\tilde{\Psi}_{t,x}).
$$

Subtracting the first two equations from the second and using (256), we conclude that

$$
\partial_s \delta \Psi_{t,x} = F_{t,x} + O(\tilde{\psi}_{s}\delta \Psi_{t,x})
$$

(260)

where $\delta \Psi_{t,x} := \tilde{\Psi}_{t,x} - \Psi_{t,x}^{lo} - \Psi_{t,x}^{hi}$, and the forcing term $F_{t,x}$ takes the form

$$
F_{t,x} = O(\psi_{s}^{lo}\Psi_{t,x}^{hi}) + O(\psi_{s}^{hi}\Psi_{t,x}^{lo}).
$$

Since $\psi_{s}^{lo}, \psi_{s}^{hi}$ are heat flows, one has

$$
\tilde{h} = \tilde{\psi}_{s} - \tilde{D}_i \tilde{\psi}_i;
$$

$$
0 = \psi_{s}^{lo} - D_i^l \psi_{s}^{lo};
$$

$$
0 = \psi_{s}^{hi} - D_i^h \psi_{s}^{hi};
$$

subtracting the latter two equations from the former, one obtains the formula

$$
\tilde{h} = O(\partial_s \delta \Psi_x + \Psi_x^{lo} \Psi_x^{hi} + \Psi_x^* \delta \Psi_x + \delta \Psi_x \delta \Psi_x)
$$

(261)

where $\Psi_x^* := (\Psi_x^{lo}, \Psi_x^{hi})$.

From (234), (254), (135) one has

$$
\|O(\Psi_x^{lo}\Psi_x^{hi}(s))\|_{S_{\mu,k}(K \times \mathbb{R}^2)} \lesssim s^{-1} c_{lo}(s) c_{hi}(s);
$$

the right-hand side is $o_{n \to \infty}(c_K(s)/s)$ by construction of $c_K$, and so the contribution of this term to (258) is acceptable. Since we have

$$
\|\Psi_x^*(s)\|_{S_{\mu,k}(K \times \mathbb{R}^2)} \lesssim c_K(s) s^{-1/2},
$$

we see that to control the remaining terms in (261) it suffices by (135) to show that

$$
\|\nabla_x^m \delta \Psi_x(s)\|_{S_{\mu,k}(K \times \mathbb{R}^2)} \lesssim_m o_{n \to \infty}(c_K(s) s^{-(m+1)/2}),
$$

(262)

for all $m \geq 0$. 
We can rescale $s = 1$. Iterating (the spatial version of) (260) we have

$$
\delta \Psi_x(1) = \sum_{j=1}^{\infty} \int_{1}^{\infty} X_j(s_1) \, ds_1
$$

(263)

where

$$
X_j(s_1) := O_j(\int_{s_1 < s_2 < \ldots < s_{j}} \bar{\psi}_s(s_1) \cdots \bar{\psi}_s(s_{j-1}) F_x(s_j) \, ds_2 \ldots ds_j),
$$

$$
F_x := O(\psi^{lo}_x \psi^{hi}_x) + O(\psi^{hi}_x \psi^{lo}_x),
$$

and the implied constants are $O(1)^j$, so it suffices by the triangle inequality to show that

$$
\| \nabla_x^m \int_{1 \leq s_1 < s_2 < \ldots < s_j} \bar{\psi}_s(s_1) \cdots \bar{\psi}_s(s_{j-1}) F_x(s_j) \, ds_1 \ldots ds_j \|_{s_{\mu,0}(K \times \mathbb{R}^2)} \lesssim_m o_{n \to \infty}(O(1)^j j^{-j/2}c_K(1))
$$

(264)

for all $j \geq 1$. From (233), (234) we have

$$
\| \nabla_x^m \bar{\psi}_s(s) \|_{s_{\mu,0}(K \times \mathbb{R}^2)} \lesssim s^{-(m+2)/2}c_K(s),
$$

while from (233), (234), (235), (254), (135), and the Leibniz rule one has

$$
\| \nabla_x^m F_x(s) \|_{s_{\mu,0}(K \times \mathbb{R}^2)} \lesssim_m s^{-(m+3)/2}c^lo_K(s)c^{hi}(s) \lesssim o_{n \to \infty}(s^{-(m+2)/2}c_K(s)).
$$

From (135), the Leibniz rule, Minkowski’s inequality, and (140), one can thus bound the left-hand side of (264) by

$$
\lesssim_m O(1)^j o_{n \to \infty}(\int_{1 \leq s_1 < s_2 \ldots < s_j} \frac{c_K(s_1)}{s_1} \cdots \frac{c_K(s_{j-1})}{s_{j-1}} \frac{c_K(s_j)}{s_j^{3/2-\delta_0}} ds_1 \ldots ds_j).
$$

Applying (27), we can bound this by

$$
\lesssim_m O(1)^j j^{-j/2} o_{n \to \infty}(\int_{1 < s_j} \frac{c_K(s_j)}{s_j^{3/2-2\delta_0}} ds_j)
$$

which is acceptable by the envelope property.

\begin{proposition}[Good approximation at initial time]
We have

$$
\text{dist}_{\dot{H}^1}(\psi[t_n], \tilde{\psi}[t_n]) = o_{n \to \infty}(1).
$$

\end{proposition}

\begin{proof}
We suppress the $t_n$ parameter. By (66) it suffices to show that

$$
\sum_k (\sup_{2^{-2k-2} \leq s \leq 2^{-2k}} \| \nabla_x^j \nabla_{t,x}(\psi_s - \tilde{\psi}_s)(s) \|_{H^0_x(\mathbb{R}^2)}^2)^{1/2} \lesssim o_{n \to \infty}(1)
$$

for all $0 \leq j \leq 10$.

Fix $j$. From (256), (236) one has

$$
\psi_s(s) - \tilde{\psi}_s(s) = (1 - \eta(s/L_n^{0.7})\psi_s(s) - \psi^{lo}_s(s).
$$
From (224), (66) one has
\[ \sum_k (\sup_{2^{-2k-2} \leq s \leq 2^{-2k}} s^{1+j/2} \| \nabla_s^j \nabla_{t,x} (\psi_s^{lo}(s) - \psi_s(s + L_n^{1/4})) \|_{H_k^0(R^2)}^2)^{1/2} \lesssim o_{n \to \infty}(1) \]
so by the triangle inequality, it suffices to show that
\[ \sum_k (\sup_{2^{-2k-2} \leq s \leq 2^{-2k}} s^{1+j/2} \| \nabla_s^j \nabla_{t,x} ((1 - \eta(s/L_n^{0.7})) \psi_s(s) - \psi_s(s + L_n^{1/4})) \|_{H_k^0(R^2)}^2)^{1/2} \lesssim o_{n \to \infty}(1). \]
(265)

Suppose first that \( L_n^{-0.8} \leq s \leq L_n^{0.8} \). Then by (230) one has
\[ s^{1+j/2} \| \nabla_s^j \nabla_{t,x} ((1 - \eta(s/L_n^{0.7})) \psi_s(s) - \psi_s(s + L_n^{1/4})) \|_{H_k^0(R^2)} \lesssim c(s) \]
and so this contribution is acceptable by (227). Similarly, if \( s \leq L_n^{-0.8} \), then the \( 1 - \eta(s/L_n^{0.7}) \) term vanishes, and by (230) one has
\[ s^{1+j/2} \| \nabla_s^j \nabla_{t,x} ((1 - \eta(s/L_n^{0.7})) \psi_s(s) - \psi_s(s + L_n^{1/4})) \|_{H_k^0(R^2)} \lesssim (s/L_n^{0.7})^{1+j/2} \]
which is also acceptable. Finally, if \( s_n \geq L_n^{0.8} \), then from (230) one has
\[ \| \nabla_s^j \partial_s \nabla_{t,x} \psi_s(s) \|_{H_k^0(R^2)} \lesssim s^{-(j+4)/2} \]
and hence by the fundamental theorem of calculus and Minkowski’s inequality
\[ s^{1+j/2} \| \nabla_s^j \nabla_{t,x} ((1 - \eta(s/L_n^{0.7})) \psi_s(s) - \psi_s(s + L_n^{1/4})) \|_{H_k^0(R^2)} \lesssim L_n^{1/4} s^{-(j+4)/2} \]
which is also acceptable. \( \square \)

**Proposition 8.17** (Approximate wave map property). We have
\[ \| P_k \tilde{D}^\alpha \tilde{\psi}^\alpha(0) \|_{N_k(K \times R^2)} \lesssim o_{\mu \to 0}(c(2^{-2k})) \]
for all \( k \in Z \) and some frequency envelope \( c \) of energy \( O(1) \), assuming \( n \) is large enough depending on \( \mu \).

**Remark 8.18.** Note the bound here is only \( o_{\mu \to 0}(c(2^{-2k})) \) instead of \( o_{n \to \infty}(c(2^{-2k})) \); this is because the interactions between low and high frequencies is not entirely negligible. This will cause some technical difficulties in the rest of the proof of Proposition 8.2. Fortunately, the high-high interactions remain negligible, which will mean that we will be able to control the low frequency component of the solution with an accuracy of \( o_{n \to \infty}(c(2^{-2k})) \) rather than \( o_{\mu \to 0}(c(2^{-2k})) \).

**Proof.** We may rescale \( k = 0 \), and abbreviate \( N_0(K \times R^2) \) as \( N_0 \) and \( o_{n \to \infty}(\cdot) \) as \( o(\cdot) \). As \( \psi_s^{lo}, \psi_s^{hi} \) obey the wave map equation, one has
\[ (D^{lo})^\alpha \tilde{\psi}^{\alpha}_{lo}(0) = 0 \]
\[ (D^{hi})^\alpha \tilde{\psi}^{\alpha}_{hi}(0) = 0. \]
Subtracting these equations, we obtain the representation
\[
\begin{align*}
\tilde{D}_\alpha \tilde{\psi}_\alpha(0) &= \mathcal{O}(\partial^\alpha \delta \Psi(0)) \quad (266) \\
&+ \mathcal{O}((\Psi^{hi})^\alpha(0) \tilde{\psi}_\alpha(0)) \quad (267) \\
&+ \mathcal{O}((\delta \Psi^\alpha(0)) \tilde{\psi}_\alpha(0)) \quad (268)
\end{align*}
\]
where \( \delta \Psi^\alpha := \tilde{\psi}_\alpha - \Psi^{lo} - \Psi^{hi} \).

To estimate the contribution of each component \((266), (267), (268)\), we need to expand out the \( \Psi^\alpha \) terms to bring the null structure into focus.

We begin with \((266)\). By repeating the derivation of \((263)\), one has
\[
\delta \tilde{\psi}_\alpha(0) = \sum_{j=1}^\infty Y_{j,\alpha}^{lo,hi} + Y_{j,\alpha}^{hi,lo}
\]
where
\[
Y_{j,\alpha}^{A,B} := \mathcal{O}(j) \left( \int_{s_1 < s_2 < \ldots < s_j} \tilde{\psi}_s(s_1) \ldots \tilde{\psi}_s(s_{j-1}) \psi^A_s(s_j) \Psi^B_\alpha(s_j) \, ds_1 ds_2 \ldots ds_j \right)
\]
and the implied constants are \( O(1) \) (and, crucially, do not depend on \( \alpha \)). Using \((40), (41)\), one can expand this further as
\[
\delta \tilde{\psi}_\alpha(0) = \sum_{j=1}^\infty \sum_{l=1}^\infty Z_{j,l,\alpha}^{lo,hi} + Z_{j,l,\alpha}^{hi,lo} 
\]
where
\[
Z_{j,l,\alpha}^{A,B} := \mathcal{O}(j,l) \left( \int_{s_1 < s_2 < \ldots < s_{j+l}} \tilde{\psi}_s(s_1) \ldots \tilde{\psi}_s(s_{j-1}) \psi^A_s(s_j) \psi^B(s_{j+l}) \, ds_1 ds_2 \ldots ds_{j+l} \right)
\]
and the implied constants are \( O(1)^{j+l} \) and are independent of \( k \).

A closer inspection of the derivation of \((269)\) (cf. \((40), (41)\)) shows that the \( \delta \psi^\alpha \) component of \( \delta \Psi^\alpha \) consists purely of terms with an odd number of terms (i.e. with \( j+l \) odd), while the \( \delta A^\alpha \) component consists of terms with an even number of terms (i.e. with \( j+l \) even). This observation will be important to us in order to eliminate some quadratic null form terms for which the trilinear estimate \((145)\) would not be applicable.

To control the contribution of \((266)\), it thus suffices by the triangle inequality to show that
\[
\| P_0(\partial^\alpha Z_{j,l,\alpha}^{A,B}) \|_{S_0} \lesssim O(1)^{j+l}j^{-j/2}l^{-l/2}o_{\mu \to 0}(c(1)) \quad (270)
\]
for all \( j, l \geq 1 \) with \( j+l \) odd (in particular, \( j+l \geq 3 \)), with \( (A, B) = (hi, lo) \) or \( (A, B) = (lo, hi) \).

\[^{10}\text{Alternatively, one can take advantage of the reflection symmetry } \psi_{s,t,x} \mapsto -\psi_{s,t,x}, A_{s,t,x} \mapsto A_{s,t,x}, \text{ which preserves the heat flow and wave map equations, to see this.}\]
We distribute the $\partial^s$ derivative using the Leibniz rule. We first consider the terms in which the $\partial^s$ derivative does not fall on the $\partial_\alpha \psi^B_{s}(s_{j+l})$ term. Applying (145), (135), (257), (233), (253), and Minkowski’s inequality, we can estimate this contribution to (270) by

$$\lesssim O(1)^{j+l} \int_{s_1 < s_2 < \ldots < s_{j+l}} \frac{c_K(s_1)}{s_1} \ldots \frac{c_K(s_{j-1})}{s_{j-1}} \frac{c_A^K(s_j)}{s_j} \frac{c_B^K(s_{j+1})}{s_{j+1}} \ldots \frac{c_B^K(s_{j+l})}{s_{j+l}}$$

where we write $c_K^A$ for $c^A$. If $B = lo$ and $l \geq 2$, we observe from (145) that we can also insert an additional factor of $(\mu')^{1/2}$ in this bound.

Suppose first that $j > 2$. Evaluating the $s_3, \ldots, s_{j-1}$ and $s_{j+1}, \ldots, s_{j+l}$ integrals using (27), one is left with

$$\lesssim O(1)^{j+l - j/2 - l/2} \int_{s_1 < s_2 < s_j < s_{j+l}} \frac{c_K(s_1)}{s_1} \frac{c_K(s_2)}{s_2} \frac{c_A^K(s_j)}{s_j} \frac{c_B^K(s_{j+1})}{s_{j+1}}$$

$$\chi^\delta_{k(s_1)} = 0 \chi^\delta_{k(s_2)} \lesssim O(\delta_0) \chi_{k(s_2) \leq k(s_{j+l})} ds_1 ds_2 ds_j ds_{j+l}.$$  \hspace{1cm} (271)

Using (259) and the envelope property to evaluate the $s_j, s_{j+l}$ integrals, we obtain the claim (in fact we obtain the superior bound of $o_{n \to \infty}(c(1))$ in this case). A similar argument works for $j = 2$ (with slight notational changes). Now suppose instead that $j = 1$, so that $k \geq 2$. Evaluating the $s_3, \ldots, s_t$ integrals using (27), one is left with

$$\lesssim O(1)^{l-l/2} \int_{s_1 < s_2 < s_{j+l}} \frac{c_A^K(s_1)}{s_1} \frac{c_B^K(s_2)}{s_2} \frac{c_B^K(s_{j+l})}{s_{j+l}} \chi^\delta_{k(s_1)} = 0 \chi_{k(s_2) \leq k(s_{j+l})} ds_1 ds_2 ds_{j+l}.$$  \hspace{1cm}

If $(A, B) = (lo, hi)$, then from (233), (255) and the envelope property we see that this contribution is $o_{n \to \infty}(c(1))$. If instead $(A, B) = (hi, lo)$, then we only obtain a bound of $O(c(1))$ this way; however, in this case the additional factor of $(\mu')^{1/2}$ is available, thus obtaining the required bound $o_{\mu' \to \infty}(c(1))$.

Finally, we consider the contribution to (270) when the $\partial^s$ derivative falls on the $\partial_\alpha \psi^B_{s}(s_{j+l})$ term. We can bound this contribution by

$$O(1)^{j+l} \int_{s_1 < s_2 < \ldots < s_{j+l}} \|P_0(\tilde{\psi}_s(s_1) \ldots \tilde{\psi}_s(s_{j-1}) \psi^A_{s}(s_j) \psi^B_{s}(s_{j+1}) \ldots \psi^B_{s}(s_{j+l}) \|_{N_0} ds_1 ds_2 \ldots ds_{j+l}.$$  \hspace{1cm}

Applying (147), (135) we can bound the integrand

$$\lesssim O(1)^{j+l} \int_{s_1 < s_2 < \ldots < s_{j+l}} \frac{c_K(s_1)}{s_1} \ldots \frac{c_K(s_{j-1})}{s_{j-1}} \frac{c_A^K(s_j)}{s_j} \frac{c_B^K(s_{j+1})}{s_{j+1}} \ldots \frac{c_B^K(s_{j+l})}{s_{j+l}} \chi_{k(s_1) = 0 \chi_{k(s_2) = k(s_{j+l})} ds_1 ds_2 \ldots ds_{j+l}}.$$  \hspace{1cm}

Performing all integrals except for $s_1, s_2, s_j, s_{j+l}$ using (27), we gain a factor of $O(1)^{j+l-j/2-l/2}$ while degrading the $\delta_1$ exponents by $O(\delta_0)$,
leave one with essentially the same integral as by (271) for \( j > 2 \) (with minor adjustments for \( j = 1, 2 \)). The claim now follows by similar calculations to the previous arguments. \( \square \)

8.19. **Repairing the superposition.** We now establish the entropy component of Theorem 8.2.

**Proposition 8.20 (Entropy bound).** Let \( K \) be one of the intervals in Proposition 8.15. Then for all \( t \in K \), one has

\[
\text{dist}_{H^1}(\phi(s)[t], \tilde{\phi}(s)[t]) = o_{\mu' \to \mu}(1)
\]

for all \( s \geq 0 \) and \( t \in K \), and that

\[
\text{dist}_{S^1}(K)(\Psi_{s,t,x}, \tilde{\Psi}_{s,t,x}) = o_{\mu' \to \mu}(1).
\]

**Proof.** It suffices to verify the proposition under the assumption that

\[
\text{dist}_{H^1}(\phi(s)[t_0], \tilde{\phi}(s)[t_0]) = o_{n \to \infty}(1)
\]

for some \( t_0 \in K \), as the claim then follows by an induction on \( K \) (using the interval \( K \) containing \( t_n \) and Proposition 8.16 as the base case). But this follows from Theorem 7.1, Proposition 8.15, and Proposition 8.17. \( \square \)

From Proposition 8.20, from Proposition 8.15 and the triangle inequality, \( \phi \) is a \((O(1), \mu)\)-wave map on each \( K \), and so \( (\phi, J) \) has a \((O(1), \mu)\)-entropy of \( O(\mu(1)) \).

To finish the proof of Theorem 8.2, we need to show the bounds (225), (226) for some \( L'_n \leq L_n \) with \( L'_n \to \infty \). We first show some frequency delocalisation:

**Proposition 8.21 (Frequency delocalisation).** For each \( K \in \mathcal{K} \), one has a frequency envelope \( c'_K \) of energy \( O(1) \) such that

\[
\| \nabla_x^j \psi(s) \|_{S_{\mu,k(s)}(K \times \mathbb{R}^2)} \lesssim j c'_K(s) s^{-(j+2)/2}
\]

and

\[
\| \nabla_x^j \psi(s) \|_{S_{\mu,k(s)}(K \times \mathbb{R}^2)} \lesssim j c'_K(s) s^{-(j+1)/2}
\]

and

\[
\int_{L_n^{-0.5} \leq s \leq L_n^{0.5}} c'_K(s) \frac{ds}{s} = o_{n \to \infty}(1).
\]

**Proof.** From Lemma 8.4 and Lemma 6.8 one has

\[
\| \nabla_x^j \psi(s) \|_{S_{\mu,k(s)}(K \times \mathbb{R}^2)} \lesssim_{\mu,j} c_0(s) s^{-(j+2)/2}
\]

and

\[
\| \nabla_x^j \psi(s) \|_{S_{\mu,k(s)}(K \times \mathbb{R}^2)} \lesssim_{\mu,j} c_0(s) s^{-(j+1)/2}
\]
for all \( j \geq 0 \) and \( s > 0 \); meanwhile, as \((\phi, K)\) is a \((O(1), \mu)\) map one also has (from Lemma 5.8)
\[
\| \nabla^j_x \psi_s(s) \|_{S_{\mu, K(s)}(K \times \mathbb{R}^2)} \lesssim_j \tilde{c}_K(s) s^{-(j+2)/2}
\]
and
\[
\| \nabla^j_x \psi_s(s) \|_{S_{\mu, K(s)}(K \times \mathbb{R}^2)} \lesssim_j \tilde{c}_K(s) s^{-(j+1)/2}
\]
for all \( j \geq 0 \) and \( s > 0 \), and some frequency envelope \( \tilde{c}_K \) of energy \( O(1) \). Setting \( c'_K \) to be the infimum of \( \tilde{c}_K \) and \( O_\mu(c_0) \) one obtains the claim. \( \square \)

Set \( L'_n := L^{0,1}_n \) (say). We can now establish (225):

**Proposition 8.22.** One has
\[
\int_{L_n^{-0.4} \leq s \leq L_n^{0.4}} \text{ESD}(\phi(t)](s) \, ds = o_{n \to \infty}(1)
\]
for all \( t \in K \).

**Proof.** We fix \( t \), and omit mention of this parameter. By (71) and writing \( \psi_s = O(\nabla_x \Psi_x + \Psi_x \Psi_x) \), it suffices to show that
\[
\int_{L_n^{-0.4} \leq s \leq L_n^{0.4}} \| \nabla_x \Psi_{t,x}(s) \|_{L_x^2(\mathbb{R}^2)}^2 + \| \Psi_{t,x}(s) \|_{L_x^4(\mathbb{R}^2)}^4 \, ds = o_{n \to \infty}(1).
\]
The contribution of \( \| \nabla_x \Psi_{t,x}(s) \|_{L_x^2(\mathbb{R}^2)} \) can be handled by the analogue of Lemma 8.4 for this time \( t \). To control \( \| \Psi_{t,x}(s) \|_{L_x^4(\mathbb{R}^2)}^4 \), one first uses the bound \( \| \Psi_{t,x}(s) \|_{L_x^4(\mathbb{R}^2)} \lesssim s^{-1/4} \) and the Gagliardo-Nirenberg inequality to bound
\[
\| \Psi_{t,x}(s) \|_{L_x^4(\mathbb{R}^2)} \lesssim s^{-1/2} \| \nabla_x \Psi_{t,x}(s) \|_{L_x^2(\mathbb{R}^2)}^{1/2} \| \Psi_{t,x}(s) \|_{L_x^3(\mathbb{R}^2)}^{3/2}
\]
so by Hölder’s inequality it suffices to show that
\[
\int_{L_n^{-0.4} \leq s \leq L_n^{0.4}} s^{-2/3} \| \Psi_{t,x}(s) \|_{L_x^3(\mathbb{R}^2)}^2 \, ds \lesssim 1.
\]
But this follows from Proposition 3.7. \( \square \)

Finally, we have to establish (226). From (224), Lemma 3.13 and the triangle inequality one has
\[
\text{dist}_{\mathcal{H}_t}(\phi^{lo}[t_n], \phi((L'_n)^{1/4})[t_n]) = o_{n \to \infty}(1).
\]
Meanwhile, \( \psi^{lo} \) and \( \psi(\cdot + (L'_n)^{1/4}) \) both have energy \( O(1) \), are both heat flows, and both have an \( S_\mu(K) \) norm of \( O(1) \) for each \( K \in \mathcal{K} \). To establish (226), it thus suffices by Proposition 7.1 (and Proposition 3.11 and an induction on \( K \)) to show that
\[
\sum_k \| P_k w((L'_n)^{1/4}) \|_{N_k(K \times \mathbb{R}^2)}^2 \lesssim o_{n \to \infty}(1)
\]
for each $K \in \mathcal{K}$. But by Lemma \ref{lem:5.8} (and Proposition \ref{prop:8.21}), one has
\[
\|P_k w((L'_n)^{1/4})\|_{N_k(K \times \mathbb{R}^2)} \lesssim c_k((L'_n)^{1/4}) \chi_{k=k((L'_n)^{1/4})}
\]
and the claim follows from (276). The proof of Proposition \ref{prop:8.2} is (finally) complete.

9. Spatial dispersion implies spacetime bound

We now begin the proof of Theorem \ref{thm:1.5} Let $E_0, \phi^{(n)}[0]$ be as in the theorem; we allow implied constants to depend on $E_0$, and on the localisation bounds in (16). We now omit the $(n)$ subscripts, and assume throughout that $n$ is sufficiently large.

Let $A$ be a sufficiently large quantity depending only on $E_0$ to be chosen later, let $\mu > 0$ be a sufficiently small quantity depending on $A, E_0$ to be chosen later. Let $I$ be a time interval containing 0. We consider the set $\Omega = \Omega_n \subset (0, +\infty)$ of all times $T > 0$ such that $\phi[0]$ can be extended to a $(A, \mu)$-wave map on $[-T, 0]$. From Theorem \ref{thm:1.2}(vi), $\Omega$ contains a neighbourhood of the origin if $A$ is large enough; from Theorem \ref{thm:5.7}(ii) and Definition \ref{def:6.1} (and the fact that the space of resolutions $\psi_s$ of a map $\phi$ is compact), $\Omega$ is closed in $(0, +\infty)$. If $\Omega$ is all of $(0, +\infty)$, then we can extend $\phi$ to $I_-$ and the claim follows; thus we may assume that the supremum $T_* = T_{*n}$ of $\Omega$ is such that $0 < T_* < \infty$. From Theorem \ref{thm:1.2}(ii) and Definition \ref{def:6.1} we conclude that there exists an extension of $\phi[0]$ to a wave map $\phi$ on $[-T_*, 0]$ with
\[
\|\psi_s\|_{S^1_{\mu}([-T_*, 0])} = A.
\]

Thus $\psi_s$ has a substantial presence to the past of 0. We now claim the same is true for the linear solution:

Lemma 9.1. Let $\psi_{s,lin}$ be the solution to the free wave equation $\Box \psi_{s,lin} = 0$ with initial data $\psi_{s,lin}[0] = \psi_s[0]$. Then
\[
\|\psi_{s,lin}\|_{S^1_{\mu}([-T_*, 0])} \geq A/2
\]
Proof. From Lemma \ref{lem:5.8} we see that
\[
\|\nabla^j_x P_k \psi(s)\|_{N^+_k([-T_*, 0] \times \mathbb{R}^2)} \lesssim A \mu^{1.9} s^{-(j+2)/2} c(s) \chi_{k=k(s)}
\]
(say) for all $k \in \mathbb{R}$, $s > 0$, and $0 \leq j \leq 10$, and thus by (142) one has
\[
\|\nabla^j_x P_k (\psi_s - \psi_{s,lin})(s)\|_{S^1_{\mu,k}([-T_*, 0] \times \mathbb{R}^2)} \lesssim A \mu^{0.9} c(s) s^{-(j+2)/2} \chi_{k=k(s)}
\]
By (158) we conclude that
\[
d_{S^1_{\mu}([-T_*, 0])}(\psi_s, \psi_{s,lin}) \lesssim A \mu^{0.9}
\]
and the claim then follows from the triangle inequality, if $\mu$ is small enough. \hfill \Box

Henceforth we allow implied constants to depend on $A$.

The above lemma leads to concentration on a light ray in the past:

**Lemma 9.2.** There exists $k, k' = O(1)$, $s_0 \sim_\mu 1$, a cap $\kappa \in K_1$ of length $2^{-l} \gtrsim_\mu 1$, and a tube $T_{x_0, \omega, k'}$ with $\text{dist}(\omega, \kappa), \text{dist}(\omega, -\kappa) \gtrsim_\mu 1$ such that

$$
\|P_{k', \kappa} \nabla_{t,x} \psi_{s,lin}(s_0)\|_{L^2_x L^\infty_t \left(T_{x_0, \omega, k'} \cap \left([-T, 0] \times \mathbb{R}^2\right)\right)} \geq_\mu 1.
$$

**Proof.** By repeating the proof of Lemma 8.4 using (16) instead of (223) we can find a frequency envelope $c = c^{(6)}$ of energy $O(1)$ (depending on $n$ and $t_n$) such that the sequence of measures $c(s)^2 \frac{ds}{s}$ are tight in $n$, in the sense that for every $\varepsilon > 0$ there exists $C > 0$ such that

$$
\int_{s < 1/C} c(s)^2 \frac{ds}{s}, \int_{s > C} c(s)^2 \frac{ds}{s} \leq \varepsilon + o_{n \to \infty; x}(1) \quad (277)
$$

and such that

$$
\|\nabla_x^{j+1} \psi_{t,x}(s, 0)\|_{L^2_x(R^2)} + \|\nabla_x^j \psi_{t,x}(s, 0)\|_{L^\infty_x(R^2)}
+ \|\nabla_x^j \nabla_x \psi_{t,x}(s, 0)\|_{L^2_x(R^2)} + \|\nabla_x^j \psi_{s}(s, 0)\|_{L^2_x(R^2)}
+ \|\nabla_x^{j-1} \nabla_x \psi_{s}(s, 0)\|_{L^2_x(R^2)} \lesssim_j c(s)s^{-(j+1)/2} \quad (278)
$$

for all $s > 0$ and $j \geq 0$, with the convention that we drop all terms involving $\nabla_x^{-1}$.

Applying (142), we conclude that

$$
\|\nabla_x^j P_k(\psi_{s,lin})(s)\|_{S_{\mu,k}([-T, 0] \times \mathbb{R}^2)} \lesssim c(s)s^{-(j+2)/2} \chi_{k=k(s)}
$$

for all $0 \leq j \leq 10, s > 0$, and $k \in \mathbb{R}$. From this and the tightness, we see that there exists a constant $C > 0$ such that the contribution of those $s$ larger than $C$, or less than $1/C$, or those $k$ with $2^k > C$ or $2^k < C$, to (9.1) is at most $A/100$ (say). From the triangle inequality and the pigeonhole principle, we thus conclude that there exists $s_0 \sim_1 1$, $k = O(1)$, and $0 \leq j \leq 10$ such that

$$
\|\nabla_x^j P_k(\psi_{s,lin})(s)\|_{S_{\mu,k}([-T, 0] \times \mathbb{R}^2)} \sim_1 1.
$$

By Littlewood-Paley theory we may assume that $j = 0$. From Definition 5.2 (and an argument by contradiction), we conclude that

$$
\|\phi\|_{S'_{\mu,k}(I \times \mathbb{R}^2)} \gtrsim_\mu 1;
$$

by (131) we conclude that the claim. \hfill \Box

---

11 Actually, since the only significant frequency interactions here are between components of comparable frequency, one could obtain concentration at a point rather than along a light ray with more effort, but we will not need to do so here.
Let $k, k', s_0, \kappa, \omega$ be as above. Now we use the dispersion hypothesis (17) to push the concentration further into the past:

**Lemma 9.3** (Concentration on a distant light ray). There exists $T_n \to \infty$ such that

$$\|P_{k', \kappa} \nabla_{t,x} \psi_{s, \text{lin}}(s_0)\|_{L^2_t L^\infty_x (T_{s_0}, \kappa \cap (-T_n, -T_n) \times \mathbb{R}^2)} \gtrsim \mu^1.$$  

**Proof.** Let $R \geq 1$ be a quantity to be chosen later (it will grow slowly with $n$). From (17) we that

$$\int_{|x-x_0| \leq R} |\psi_{t,x}(0,0,x)|^2 \, dx = o_{n \to \infty; R}(1).$$

Now we propagate this in the $s$ direction. Let $\eta((x-x_0)/R)$ be a bump function supported on the ball $\{|x-x_0| \leq R\}$ which equals one on the ball $\{|x-x_0| \leq R/2\}$. From the heat equation (17), one has the Bochner-Weitzenböck identity

$$\partial_s |\psi_{t,x}|^2 = \Delta |\psi_{t,x}|^2 - 2|D_x \psi_{t,x}|^2 - |\psi_{x} \wedge \psi_{t,x}|^2$$

and thus by integrating by parts

$$\int_{|x-x_0| \leq R} |\psi_{t,x}(s,0,x)|^2 \eta((x-x_0)/R) \, dx \leq R^{-2} \int_{|x-x_0| \leq R} |\psi_{t,x}(s,0,x)|^2 (\Delta \eta)((x-x_0)/R) \, dx;$$

since $\|\psi_{t,x}(s,0)\|_{L^2_x(\mathbb{R}^2)} = O(1)$ by Proposition 3.7, we conclude that

$$\int_{|x-x_0| \leq R} |\psi_{t,x}(s_0,0,x)|^2 \lesssim o_{n \to \infty; R}(1) + O(s_0/R^2).$$

In particular, by choosing $R = R_n$ growing to infinity sufficiently slowly, one has

$$\int_{|x-x_0| \leq R} |\psi_{t,x}(s_0,0,x)|^2 \lesssim o_{n \to \infty; s_0}(1).$$

By the fundamental solution of the free wave equation, one then easily computes that

$$\|P_{k', \kappa} \nabla_{t,x} \psi_{s, \text{lin}}(s_0)\|_{L^2_t L^\infty_x (T_{s_0}, \kappa \cap (-T_n, -T_n) \times \mathbb{R}^2)} = o_{n \to \infty; \mu, k, k', s_0}(1)$$

and the claim follows from Lemma 9.2 with the stated properties. 

This leads to a decoupling of the initial data $\psi_s[0]$:

**Lemma 9.4** (Initial data splitting). There exists a splitting

$$\psi_s[0] = \tilde{\psi}_s'[0] + \tilde{\psi}_s''[0]$$

with the following properties:

- **(Energy decrease of $\psi'$)** For $n$ sufficiently large, we have

$$E(\psi'_s[0]) \leq E_0 - c$$

for some $c \gtrsim \mu^1$.  
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- (Future dispersal of $\psi''$) If $\psi''_{s,\text{lin}}$ is the linear evolution of $\psi''[0]$, then
  \[ \|\psi''_{s,\text{lin}}\|_{S^1_{\mu}(I_+)} \lesssim 1 \]  
  for some $\mu' = o_{n \to \infty}(1)$.

- ($\tilde{\psi}_s', \tilde{\psi}_s''$ are approximate heat flows) There exists a frequency envelope $c$ of energy $O(1)$ such that
  \[ \|\nabla \tilde{\psi}_s''(s)\|_{H^0_{k(s)}(I \times \mathbb{R}^2)} \lesssim o_{n \to \infty}(c(s)s^{-j+2}) \]  
  for all $0 \leq j \leq 10$ and $s > 0$, where $\tilde{h}' := \psi''_s - D'_i \psi'_i$, $\tilde{h}'' := \psi''_{s,\text{lin}} - D'_i \psi''_i$ are the heat-tension fields of $\psi'_s$, $\psi''_{s,\text{lin}}$.

- We have
  \[ \|\nabla^j \psi''_{s,\text{lin}}(s)\|_{S^1_{\max(k,k)}(I_+)} \lesssim o_{n \to \infty}(c(s)s^{-j+2}) \]  
  for all $s, \varepsilon > 0$, $j \geq 0$, $k \in \mathbb{R}$ and all $\phi$.

**Proof.** We allow implied constants to depend on $\mu$, thus $k, k', l = O(1)$.

By Lemma 9.3 and the fact that $\nabla \psi F$ can be expressed as a convolution of $F$ with a Schwartz function when $F$ is localised in frequency, we see (possibly after shifting $x_0$ slightly) that
\[ \| P_{k',k} \partial_t^i \psi'_{s,\text{lin}}(s_0) \|_{L^2_x L^\infty_t(T_{x_0,\omega,k'} \cap [-T_s,-T_n] \times \mathbb{R}^2)} \gtrsim 1 \]
for some $i = 0, 1$. By duality (taking advantage of frequency localisation), there exists a function $F$ supported on $T_{x_0,\omega,k'} \cap [-T_s,-T_n] \times \mathbb{R}^2$ with
\[ \|F\|_{L^1_x L^2_t(T_{x_0,\omega,k'} \cap [-T_s,-T_n] \times \mathbb{R}^2)} = 1 \]
such that
\[ |\langle \partial_t^i \psi_s(s_0,0), f \rangle| \gtrsim 1, \]  
where
\[ f := \Box^{-1} P_{k',k} F(0). \]

From null energy estimates we see that
\[ \|f\|_{L^2_x(\mathbb{R}^2)} \lesssim 1; \]
also, from the frequency-localised (to $P_{k',k}$) fundamental solution to the wave equation, which propagates transversely to $T_{x_0,\omega,k'}$, and the fact that $T_n \to \infty$, we obtain the dispersion estimate
\[ \|f\|_{L^\infty_x(\mathbb{R}^2)} \lesssim o_{n \to \infty}(1). \]
Also, $f$ is localised to frequencies $\{\xi : |\xi| \sim 1\}$. 

The dispersion property (285) will ensure that the harmonic map heat flow behaves like the linear equation as far as components related to \( f \) are concerned (thus we expect \( \psi_{t,x}(s) \approx e^{s\Delta} \nabla_{t,x} \Phi \) and \( \psi_s(s) \approx \Delta e^{s\Delta} \Phi \) for some function \( \Phi \)). This heuristic will underlie the unusual seeming definitions which now follow.

Let \( 0 < \varepsilon < 1 \) be a small parameter to be chosen later. We now define \( \psi''[0] \) as follows. If \( i = 0 \), we set
\[
\psi''[0](s,0) := \varepsilon^2 e^{(s+s_0)\Delta} f; \quad \partial_t \psi''[0](s,0) := 0
\] (286)
while if \( i = 1 \), we set
\[
\psi''[0](s,0) := 0; \quad \partial_t \psi''[0](s,0) := \varepsilon e^{(s+s_0)\Delta} f.
\] (287)

We then set \( \theta'[0] := \psi'[0] - \psi''[0] \).

We first establish (280). Since \( \psi''[0](s) \) is supported on frequencies \( \sim 1 \), it suffices by (159) to show that
\[
\|\psi''[0](s)\|_{S_{\mu,r}(I^+ \times \mathbb{R}^2)} \lesssim (1 + s)^{-100}
\] (288)
for all \( s > 0 \).

We prove the claim just for \( s = O(1) \), as the case \( s \gg 1 \) is similar but exploits the rapid decrease of the fundamental solution of \( e^{(s+s_0)\Delta} \) in this regime.

Fix \( s \). From (142) one already has
\[
\|\psi''[0](s)\|_{S_{\mu,r}(I^+ \times \mathbb{R}^2)} \lesssim 1,
\]
so by Definition 5.2 it suffices to show that
\[
\|\nabla_{t,x} \psi''[0](s)\|_{L_t^\infty L_x^\infty(I^+ \times \mathbb{R}^2)} = o_{n \to \infty}(1)
\] (289)
and
\[
\|P_{k,\kappa} \nabla_{t,x} \psi''[0](s)\|_{L_t^\infty L_x^\infty(T_{x_0,\omega,\kappa}(I \times \mathbb{R}^2))} = o_{n \to \infty}(1)
\] (290)
for all \( \tilde{k} = O(1) \), all caps \( \kappa \in K_{\tilde{k}} \) with \( \tilde{l} = O(1) \), all \( x_0 \in \mathbb{R}^2 \), and all \( \tilde{\omega} \) making an angle of \( O(1) \) with \( \kappa \).

From Strichartz estimates, one already has
\[
\|\nabla_{t,x} \psi''[0](s)\|_{L_t^1 L_x^\infty(I^+ \times \mathbb{R}^2)} \lesssim 1
\]
while from the fundamental solution of the wave equation localised to \( P_{k,\kappa} \), and the support of \( F \), one has
\[
\|\nabla_{t,x} \psi''[0](s)\|_{L_t^\infty L_x^\infty(I^+ \times \mathbb{R}^2)} = o_{n \to \infty}(1)
\]
which gives (289) by interpolation. To prove (290), we observe from linearisation that it suffices to show that the operator \( P_{k,\kappa} \nabla_{t,x} \nabla_{t,x} P_{k',\kappa} \) is bounded from \( L_t^2 \) of any curve \( \{ (t,x(t)) \} \) in \( T_{x_0,\omega,k} \) to \( L_t^2 \) of any curve \( \{ (t,\tilde{x}(t)) \} \) in \( T_{\tilde{x}_0,\tilde{\omega},\tilde{k}} \). But from stationary phase one checks that
Now we establish (281), (282). To unify the two cases $i = 0$ and $i = 1$, we write in both cases
\[
\psi''_s(s, 0) = \Delta e^{s\Delta} F_0; \quad \partial_t \psi''_s(s, 0) = \Delta e^{s\Delta} F_1
\]
where $F_0, F_1$ have frequency support in the region $\{ \xi : |\xi| \sim 1 \}$, have $L^2(\mathbb{R}^2)$ norm $O(1)$, and $L^\infty(\mathbb{R}^2)$ norm $o_{n \to \infty}(1)$.

From (40) we can write
\[
\psi''_x(s) = -\int_s^\infty \nabla_x \psi''_s(s') \, ds' + \sum_{j=3}^\infty X_j(s)
\]
where
\[
X_j(s) := \int_{s < s_1 < \ldots < s_j} \mathcal{O}_j(\psi''_s(s_1) \ldots \psi''_s(s_{j-1}) \nabla_x \psi''_s(s_j)) \, ds_1 \ldots ds_j,
\]
where the implied coefficients are $O(1)^j$.

We can evaluate $-\int_s^\infty \nabla_x \psi''_s(s') \, ds'$ as $\nabla_x e^{s\Delta} F_0$. Meanwhile, by construction, we have $\| \nabla^m_x \psi''_s(s) \|_{L^p_x(\mathbb{R}^2)} \lesssim_m (1 + s)^{-100}$ and $\| \nabla^m_x \psi''_s(s) \|_{L^\infty_x(\mathbb{R}^2)} \lesssim_m o_{n \to \infty}((1 + s)^{-100})$. Using this, one easily shows that
\[
\| \nabla^m_x X_j(s) \|_{L^p_x(\mathbb{R}^2)} \lesssim \frac{O(1)^j}{j!} o_{n \to \infty}((1 + s)^{-10})
\]
(say) for $1 \leq p \leq \infty$, $j \geq 3$ and $0 \leq m \leq 20$. Thus we have
\[
\| \nabla^m_x (\psi''_s(s) - \nabla_x e^{s\Delta} F_0) \|_{L^p_x(\mathbb{R}^2)} \lesssim o_{n \to \infty}((1 + s)^{-10})
\]
for $1 \leq p \leq \infty$ and $0 \leq m \leq 20$. A similar argument also gives
\[
\| \nabla^m_x A''_x(s) \|_{L^p_x(\mathbb{R}^2)} \lesssim o_{n \to \infty}((1 + s)^{-10}).
\]
This already yields the spatial component of (281) (in which $\nabla_{t,x}$ is replaced by $\nabla_x$). By taking time derivatives of the above arguments, we also see that
\[
\| \nabla^m_x (\partial_t \psi''_x(s) - \nabla_x e^{s\Delta} F_1) \|_{L^p_x(\mathbb{R}^2)} \lesssim o_{n \to \infty}((1 + s)^{-10})
\]
and
\[
\| \nabla^m_x \partial_t A''_x(s) \|_{L^p_x(\mathbb{R}^2)} \lesssim o_{n \to \infty}((1 + s)^{-10}).
\]
for $1 \leq p \leq \infty$ and $0 \leq m \leq 19$, and this gives the time component of (281) also.

To show (282), it suffices by (281) and (45) to establish the claim with $\tilde{h}''$ replaced by the quantity
\[
(\psi_s - D_t \psi_s) - (\tilde{\psi}_s' - \tilde{D}_t \tilde{\psi}_s') \cdot (\psi''_s - \tilde{D}_t'' \tilde{\psi}_s').
\]
which can be re-expressed as
\[O(\nabla_x \delta \Psi_x) + O(\delta \Psi_x \Psi_x^*) + O(\tilde{\Psi}_x \tilde{\Psi}_x')\]
where \(\delta \Psi_x := \Psi_x - \tilde{\Psi}_x' - \tilde{\Psi}_x''\) and \(\Psi_x^* := (\Psi_x, \tilde{\Psi}_x', \tilde{\Psi}_x'')\).

From (40), (41) one has
\[\delta \Psi_x(s) = \sum_{j=2}^{\infty} Y_j(s)\]
where \(Y_j(s)\) is defined as with \(X_j(s)\), except that some (but not all) of the \(\psi_s''\) terms may be replaced by \(\psi_s'\) instead. The quantity \(\nabla_x^m \psi_s'(s)\) enjoys less favourable estimates than \(\psi_s'(s)\); by Proposition 3.8, it has an \(L^2_x(\mathbb{R}^2)\) norm of \(O(c(s)s^{-(m+1)/2})\) and an \(L^\infty_x(\mathbb{R}^2)\) norm of \(O(c(s)s^{-(m+2)/2})\).

A computation using (27) and the Hölder and Minkowski inequalities (placing at least one \(\psi_s''\) factor in an \(L^p\) space higher than 2 to gain the \(o()\) factor) then shows that
\[\|\nabla_x^m Y_j(s)\|_{L^p_x(\mathbb{R}^2)} \lesssim_{p,m} O(1) j^{-j/2} o_{n \to \infty}(s^{1/p-m/2} (1 + s)^{-10})\]
for \(1 < p \leq \infty\) and \(0 \leq m \leq 20\); repeating the arguments used to prove (281) one then establishes (282).

The same arguments used to estimate the \(X_j\) then show that
\[\|\nabla_x^m \partial_t^k \delta \Psi_x(s)\|_{L^p_x(\mathbb{R}^2)} \lesssim_{p,m} o_{n \to \infty}((1 + s)^{-10})\]
for \(1 \leq p \leq \infty\), \(k = 0, 1\), and \(0 \leq m \leq 19\); meanwhile we have
\[\|\nabla_x^m \partial_t^k \tilde{\Psi}_x'(s)\|_{L^2_x(\mathbb{R}^2)} \lesssim (1 + s)^{-10}\]
and
\[\|\nabla_x^m \partial_t^k \tilde{\Psi}_x''(s)\|_{L^\infty_x(\mathbb{R}^2)} \lesssim o_{n \to \infty}((1 + s)^{-10})\]
From these bounds, Proposition 3.7 and the triangle inequality, we conclude that
\[\|\nabla_x^m \partial_t^k \tilde{\Psi}_x''(s)\|_{L^2_x(\mathbb{R}^2)} \lesssim s^{-(m+2k)/2}\]
for the same range of \(m, k\). From these estimates we easily obtain (282).

Now, we establish (279). We first consider the case when \(i = 1\). Then \(\psi_s(0) = \tilde{\psi}_s'(0)\), and thus \(\psi_{s,x}(0) = \tilde{\psi}_{s,x}(0)\). To get the energy decrease, it thus suffices (by taking \(\varepsilon\) small enough) to show that
\[\int_\mathbb{R} \left| \psi_t(0, x) \right|^2 - \left| \tilde{\psi}_t(0, x) \right|^2 \, dx \gtrsim \varepsilon - O(\varepsilon^2)^{291}\]
Writing \(\delta \psi_t := \psi_t - \tilde{\psi}_t\), it thus suffices to show that
\[\langle \psi_t(0, 0), \delta \psi_t(0, 0) \rangle \gtrsim \varepsilon - O(\varepsilon^2)\]
(291)
and
\[\|\delta \psi_t(0, 0)\|_{L^2_x(\mathbb{R}^2)} = O(\varepsilon)\] (292)
We first show (292). In fact, we will show the more precise estimate
\[ \| \delta \psi_t(0, 0) - \varepsilon \Delta e^{s_0 \Delta} f \|_{L^2_x(\mathbb{R}^2)} = o_{n \to \infty}(1). \] (293)

From (40), we can expand
\[ \delta \psi_t(0) = -\int_{s_0}^\infty \partial_t \delta \psi_s(s) \, ds + \sum_{j=3}^{\infty} X_j \]
where
\[ X_j = O_j \left( \int_{s_1 < \ldots < s_j} \psi_s(s_1) \ldots \psi_s(s_{j-1}) \partial_t \delta \psi_s(s_j) \, ds_1 \ldots ds_j \right) \]
with the implied constants being of size \( O(1)^j \). From (287) one has
\[ \partial_t \delta \psi_s(s) = \tilde{\psi}''_s(s, 0) := \varepsilon \Delta^2 e^{(s+s_0)\Delta} f \]
so on integrating this in \( s \), it will suffice to show that
\[ \| \int_{s_1 < \ldots < s_j} \psi_s(s_1) \ldots \psi_s(s_{j-1}) \Delta^2 e^{(s_j+s_0)\Delta} f \, ds_1 \ldots ds_j \|_{L^2_x(\mathbb{R}^2)} = o_{n \to \infty}(1). \]

Estimating \( \psi_s(s_1) \) in \( L^2_x \) and the other terms in \( L^\infty_x \) using Proposition 3.8 and (285), we can bound the left-hand side by
\[ \int_{s_1 < \ldots < s_j} s_1^{-1/2} c(s_1) \ldots c(s_{j-1}) o_{n \to \infty}((1 + s_j)^{-100}) \, ds_1 \ldots ds_j \]
for some frequency envelope \( c \) of energy \( O(1) \); using (27) we obtain the claim.

It remains to show (291). By Proposition 3.7 \( \| \psi_t \|_{L^2_x(\mathbb{R}^2)} = O(1) \). By (293) and Cauchy-Schwarz, it suffices to show that
\[ \langle \psi_t(0, 0), \Delta e^{s_0 \Delta} f \rangle \gtrsim 1 - O(\varepsilon). \]

By the fundamental theorem of calculus, it suffices to show that
\[ \langle \psi_t(s_0, 0), \Delta f \rangle \gtrsim 1 - O(\varepsilon) \] (294)
and
\[ \int_{s_0}^{s_0} |\partial_s \langle \psi_t(s, 0), \Delta e^{(s_0-s)\Delta} f \rangle| \, ds = o_{n \to \infty}(1). \] (295)

to show (295), we use (47) and integration by parts to write
\[ \partial_s \langle \psi_t(s, 0), \Delta e^{(s_0-s)\Delta} f \rangle = \langle O(\Psi_x \partial_x \psi_t + (\partial_x \Psi_x) \psi_t + \Psi_x \partial_x \psi_t)(s, 0), \Delta e^{(s_0-s)\Delta} f \rangle. \]

Using Proposition 3.7 and (285), one can bound this inner product by \( o_{n \to \infty}(s^{-1/2}) \), and the claim follows.

To show (294), we use (33) followed by (47), (45) to write
\[ \partial_t \psi_s = \partial_s \psi_t + O(A_t \psi_s) \]
\[ = \Delta \psi_t + O(\Psi_{t,x} \nabla_x \Psi_{t,x}) + O(\Psi_{t,x} \Psi_{t,x} \Psi_{t,x}) \]
so by \((284)\), integration by parts, and the triangle inequality, it suffices to show that
\[
\langle O(\Psi_{t,x} \nabla_x \Psi_{t,x})(s_0), f \rangle = o_{n \to \infty}(1)
\]
and
\[
\langle O(\Psi_{t,x} \Psi_{t,x} \Psi_{t,x})(s_0), f \rangle = o_{n \to \infty}(1).
\]
But this follows from Proposition 3.7 and \((285)\).

Now we establish \((279)\) when \(i = 0\). It will suffice to show the following variants of \((291), (292)\):
\[
\langle \psi_x(0,0), \delta \psi_x(0,0) \rangle \gtrsim \varepsilon - O(\varepsilon^2), \quad (296)
\]
\[
\|\delta \psi_x(0,0)\|_{L^2_x(\mathbb{R}^2)} = O(\varepsilon) \quad (297)
\]
and
\[
\|\delta \psi_t(0,0)\|_{L^2_x(\mathbb{R}^2)} = o_{n \to \infty}(1). \quad (298)
\]

Repeating the argument used to establish \((293)\) gives \((298)\) and
\[
\|\delta \psi_x(0,0) - \varepsilon e^{s_0} \Delta \nabla_x f\|_{L^2_x(\mathbb{R}^2)} = o_{n \to \infty}(1)
\]
which gives \((297)\). As before, to show \((296)\), it will suffice to show that
\[
\langle \psi_x(0,0), e^{s_0} \Delta \nabla_x f \rangle \gtrsim 1 - O(\varepsilon).
\]
By the fundamental theorem of calculus, it suffices to show that
\[
\langle \psi_x(s_0,0), \nabla_x f \rangle \gtrsim 1 - O(\varepsilon) \quad (299)
\]
and
\[
\int_0^{s_0} |\partial_s \langle \psi_x(s,0), e^{(s_0-s)} \Delta \nabla_x f \rangle| \ ds = o_{n \to \infty}(1). \quad (300)
\]

The bound \((300)\) is proven in exactly the same way as \((295)\). To show \((299)\), we repeat the arguments used to prove \((294)\) to replace \(\Delta \psi_x\) by \(\nabla_x \psi_s\), leaving one with
\[
\langle \Delta^{-1} \nabla_x \psi_s(s_0,0), \nabla_x f \rangle
\]
and the claim follows from integration by parts and \((284)\).

Finally, we show \((283)\). We give only a sketch of the proof here. We may normalise \(\|\phi\|_{S_0^+(t_+)} = 1\). As \(\psi''_{s,lin}\) has frequency \(\sim 1\) it is essentially enough to take \(j = 0\). From \((135)\) and \((288)\) one already has an upper bound of \(O((1 + s)^{-100})\), so by interpolation it suffices to establish an upper bound of \(o_{n \to \infty}(\chi_{k=k(s)}(1 + s)^{-100})\). By \((139)\) we may then take \(k = k(s)\). Finally, we shall content ourselves with the \(s = O(1)\) case, as the \(s \gg 1\) case is similar but is aided by the exponential decay of the heat kernel; our task is now to show that
\[
\|\psi''_{s,lin}(s)\phi\|_{S_0^+(t_+)} \lesssim o_{n \to \infty}(1).
\]
From \((285)\) it is not difficult to show that
\[
\|\psi''_{s,lin}(s)\phi[0]\|_{H_0^1(t_+)} \lesssim o_{n \to \infty}(1)
\]
so by (142) it suffices to show that
\[ \|P_k(\Box(\psi''_{s,\text{lin}}(s)\phi))\|_{N^+_k(I_+)} \lesssim o_{n\to\infty}(1) \]
for \( k = O(1) \) (the bounds for \( k \neq O(1) \) are similar but are omitted here).

As \( \psi''_{s,\text{lin}} \) solves the free wave equation, one can split
\[ \Box(\psi''_{s,\text{lin}}(s)\phi) = \psi''_{s,\text{lin}}(s)\Box\phi + 2\partial^\alpha \psi''_{s,\text{lin}}(s)\partial_\alpha \phi. \]
The contribution of the null form is acceptable by using Theorem 4.3, so it suffices to show that
\[ \|P_k(\psi''_{s,\text{lin}}(s)\Box\phi)\|_{N^+_k(I_+)} \lesssim o_{n\to\infty}(1) \]
In view of [16, Lemma 12], the only components of \( \phi \) which cause difficulty are those with modulation \( \gg 1 \). It is then not hard to show the main contribution needs to come from the case when \( \psi''_{s,\text{lin}}\Box\phi \) has Fourier support at distance within \( O(1) \) of the light cone, and at an angle of \( \sim 1 \) from the Fourier support of \( \psi''_{s,\text{lin}} \).

Decomposing \( F \) into unit balls, one can split \( \psi''_{s,\text{lin}} \) into an \( L^2 \) superposition of waves that are concentrated on \( O(1) \)-neighbourhoods of light cones. Splitting these light cones into \( 1 \times 2^m \times 2^m \) plates for \( m \gg 1 \) (we do not need to consider the contribution of bounded \( m \), because we are working in \( I_+ \) and the source term \( F \) is supported far in the past), one can compute that the contribution of each such plate in terms of null frame atoms (with \( l = O(1) \)) to show that the \( N^+_k \) norm of these contributions is acceptable. We omit the details. \( \square \)

Applying Theorem [4.3] we now obtain an instantaneous dynamic field heat flow \( \psi'_s[0] \) with the same resolution as \( \psi'_s[0] \) obeying the estimates
\[
\begin{align*}
\|\nabla_{t,x} \nabla_x^j \bar{\Psi}'_x(s,0)\|_{\dot{H}^{0}_{k(s)}(\mathbb{R}^2)} &\lesssim c(s)s^{-(j+1)/2} \quad (301) \\
\|\nabla_{t,x} \nabla_x^j A'_x(s,0)\|_{\dot{H}^{0}_{k(s)}(\mathbb{R}^2)} &\lesssim c(s)^2s^{-(j+1)/2} \quad (302) \\
\|\nabla_{t,x} \nabla_x^j s_{s}'(s,0)\|_{\dot{H}^{0}_{k(s)}(\mathbb{R}^2)} &\lesssim c(s)s^{-(j+2)/2} \quad (303) \\
\|\nabla_{t,x} \nabla_x^j (\bar{\Psi}'_x - \Psi'_x)(s,0)\|_{\dot{H}^{0}_{k(s)}(\mathbb{R}^2)} &\lesssim o_{n\to\infty}(c(s)s^{-(j+1)/2}) \quad (304) \\
\|\nabla_{t,x} \nabla_x^j (\bar{A}'_x - A'_x)(s,0)\|_{\dot{H}^{0}_{k(s)}(\mathbb{R}^2)} &\lesssim o_{n\to\infty}(c(s)^2s^{-(j+1)/2}) \quad (305) \\
\|\nabla_{t,x} \nabla_x^j (\bar{s}'_s - s'_s)(s,t_0)\|_{\dot{H}^{0}_{k(s)}(\mathbb{R}^2)} &\lesssim o_{n\to\infty}(c(s)s^{-(j+2)/2}) \quad (306)
\end{align*}
\]
for all \( 0 \leq j \leq 15 \) and \( s > 0 \), and some frequency envelope \( c \) of energy \( O(1) \). One sees from [16] that \( c \) is tight in the sense of (227).
One could also repair $\tilde{\psi}'[0]$ to become a heat flow in a similar manner, but we will not need to do so here, as the linear evolution $\tilde{\psi}_{s,\text{lin}}''$ will already suffice for an extension of this component to $I_+$.  

As $E_0 - c$ is good, we may apply Lemma 1.3 and extend $\psi'$ to a dynamic field heat flow on $I_+$ that obeys the wave map equation and has $(O(1), \mu)$-entropy $O(1)$. Thus we may obtain a partition $\mathcal{J}$ of $I_+$ into $O(1)$ intervals $J$, such that $\psi'$ determines a $(O(1), \mu)$-wave map on each such interval $J$. Applying Lemma 6.8, we see that

$$\|\nabla J^j \tilde{\psi}_s'(s)\|_{S_{\mu,k}(J \times \mathbb{R}^2)} \lesssim j c_J(s) s^{-(j+2)/2}$$

and

$$\|\nabla J^j \tilde{\psi}_s''(s)\|_{S_{\mu,k}(J \times \mathbb{R}^2)} \lesssim j c_J(s) s^{-(j+1)/2}$$

for all $j \geq 0$, all $J$, and all $s > 0$.

We then recombine $\psi'$ and $\tilde{\psi}_{s,\text{lin}}''$ by defining the dynamic field

$$\tilde{\psi}_s := \psi_s' + \tilde{\psi}_{s,\text{lin}}''$$
on $I_+$.

We also have that $\tilde{\psi}_s$ is an approximate wave map and approximate heat flow, which approximates $\psi_s$ at time zero:

**Lemma 9.5.** Let $J$ be an interval in $\mathcal{J}$. Then there exists a frequency envelope $c_J$ of energy $O(1)$ such that

$$\|\nabla J^j \tilde{\psi}_s(s)\|_{S_{\mu,k}(J \times \mathbb{R}^2)} \lesssim j c_J(s) s^{-(j+2)/2}$$

and

$$\|\nabla J^j \tilde{h}(s)\|_{S_{\mu,k}(J \times \mathbb{R}^2)} = o_{n \to \infty; j, \mu}(c_J(s) s^{-(j+2)/2})$$

for all $j \geq 0$ and $s > 0$ (where $\tilde{h}$ is the heat-tension field (43) of $\tilde{\psi}_s$), and also

$$\|P_k \tilde{\omega}(0)\|_{N_k(I \times \mathbb{R}^2)} = o_{n \to \infty; j, \mu}(c_J(2^{-k}))$$

for every $k \in \mathbb{R}$ (where $\tilde{\omega}$ is the wave-tension (42) field of $\tilde{\psi}_s$). Furthermore, one has

$$\text{dist}_{\dot{H}^1}(\tilde{\psi}_s[0], \psi_s[0]) = o_{n \to \infty; j, \mu}(1)$$

**Proof.** From Lemma 5.8 and Proposition 3.8 we see that the analogue of (309) for $\tilde{\psi}'$ holds for some frequency envelope $c'_J$ of energy $O(1)$. From (307) and the tightness of $c$, one has tightness of $c'_J$, in the sense that for every $\varepsilon > 0$ there exists $C > 0$ depending on $\varepsilon$ and $\mu$ such that

$$\int_{s > C, s < 1/C} c'_J(s)^2 / s \, ds \leq \varepsilon$$

for sufficiently large $n$. From (280) we see that a similar claim holds for $\tilde{\psi}_{s,\text{lin}}''$ (because of the frequency localisation of $\tilde{\psi}_{s,\text{lin}}''$, one can take
the relevant frequency envelope $c_J''$ here to also be tight). Adding the two estimates gives (309) (for a suitable envelope $c_J$).

Now we turn to (310). From (282) it suffices (after enlarging $c_J$ slightly) to show that
\[ \| \nabla_j \tilde{h} - h' - h'' \|_{S_{\mu,k}(J \times \mathbb{R}^2)} = o_{n \to \infty; j,\mu}(c_J(s)s^{-(j+2)/2}) \]
for all $j \geq 0$ and $s > 0$, where $h''$ is the heat-tension field associated to $\psi_{s,\text{lin}}''$. But we can expand
\[ \tilde{h} - h' - h'' = O(\partial_x \delta \psi_x) + O(\Psi^* x \delta \psi_x) + O(\tilde{\psi}^\prime x \tilde{\psi}^\prime x) \] (313)
where $\delta \psi_x := \tilde{\psi}_x - \psi'_x - \tilde{\psi}''_x$ and $\Psi^*_x := (\tilde{\psi}_x, \psi'_x, \tilde{\psi}''_x)$. From the proof of Lemma 9.4, we already have
\[ \| \nabla_j \tilde{\psi}''_{s,\text{lin}}(s) \|_{S_{\mu,k}(J \times \mathbb{R}^2)} \lesssim_j (1 + s)^{-100} \]
for any $j \geq 0$. From this and (40), (41), (135), one easily obtains that
\[ \| \nabla_j \tilde{\psi}_x(s) \|_{S_{\mu,k}(J \times \mathbb{R}^2)} \lesssim_j c_J(s)s^{-(j+1)/2} \] (314)
for all $j \geq 0$ and $s > 0$.

From (314), (315), (135) one has
\[ \| \nabla_j (\Psi^*_x(s) \tilde{\psi}''_x(s)) \|_{S_{\mu,k}(J \times \mathbb{R}^2)} \lesssim_j o_{n \to \infty}(1 + s)^{-100} \] (316)
and thus
\[ \| \nabla_j (\Psi^*_x(s) \tilde{\psi}_x(s)) \|_{S_{\mu,k}(J \times \mathbb{R}^2)} \lesssim_j o_{n \to \infty; j,\mu}(1 + s)^{-100}. \]

This shows that the contribution of the last term of (313) is acceptable. To handle the other two terms, we see from (314), (315), (135) that it suffices to show that
\[ \| \nabla_j \delta \psi_x(s) \|_{S_{\mu,k}(J \times \mathbb{R}^2)} \lesssim_j c_J(s)s^{-(j+1)/2} \]
for all $j \geq 0$ and $s > 0$.

From (40) one has
\[ \delta \psi_x(s) = \sum_{j \geq 3} X_j(s) \]
where $X_j$ is the sum of $O(1)^j$ terms of the form
\[ \int_{s_1 < s_2 < \ldots < s_j} \mathcal{O}(\psi_1(s_1) \ldots \psi_{j-1}(s_{j-1}) \partial_x \psi_j(s_j)) \, ds_1 \ldots ds_j \]
with one of the \( \psi_s^{(i)} \) being equal to \( \tilde{\psi}_{s,lin} \), and the other terms being \( \psi_s^* \). Using (283), one has

\[
\| \nabla_x X_j(s) \|_{S_{n,k(s)}(J \times \mathbb{R}^2)} \lesssim_m o_{n \to \infty}(O(1)^j s^{-m/2} \int_{s \leq s_1 < \cdots < s_j} (s_j / s_1)^{0.1} \left( \frac{c_J(s_1)}{s} \cdot \frac{c_J(s_j)}{s_j} \cdot \frac{c_J(s_j)}{s_j} \right) ds_1 \cdots ds_j)
\]

(with one of the \( c_J \) possibly replaced by \( (1 + s)^{-100} \)), which by (271) simplifies to

\[
\| \nabla_x X_j(s) \|_{S_{n,k(s)}(J \times \mathbb{R}^2)} \lesssim_m o_{n \to \infty}(O(1)^j s^{-j/2} s^{-(m+1)/2} c(s))
\]

and the claim follows.

Next, we show (311). By arguing as in the proof of Proposition 8.17, it suffices to show (270) for all \( j, l \geq 1 \) with \( j + l \) odd (in particular, \( j + l \geq 3 \)), with \( (A, B) = (1, 2) \) and \( (A, B) = (2, 1) \), where \( \psi_1^s := \psi_s^{(1)} \) and \( \psi_2^s := \tilde{\psi}_{s,lin} \).

Again, we first consider the terms in which the \( \partial^\alpha \) derivative does not fall on the \( \partial^\alpha \psi_s^B(s_{j+l}) \) term. Using (145), the integrand can be bounded by

\[
\lesssim O(1)^{j+l} c_J(s_1) / s_1 \cdot c_J(s_j) / s_j \cdot c_J(s_{j+1}) / s_{j+1} \cdot \chi_{k(s_1) = 0} \chi_{k(s_2) \leq k(s_{j+l})};
\]

using instead the dispersion bound (280), one obtains the bound

\[
\lesssim o_{n \to \infty}(O(1)^{j+l} c_J(s_1) / s_1 \cdot c_J(s_j) / s_j \cdot c_J(s_{j+1}) / s_{j+1} \cdot \chi_{k(s_1) = 0} \chi_{k(s_2) \leq k(s_{j+l})}).
\]

Taking the geometric mean of these bounds and using the arguments from Proposition 8.17, we see that the contribution of this term is acceptable. The contribution of the term where the derivative falls on the \( \partial^\alpha \psi_s^B(s_{j+l}) \) term is similar.

Finally, we show (312). Write \( \delta \psi_s(0) := \tilde{\psi}_s(0) - \psi_s(0) = \psi_1^s(0) - \tilde{\psi}_s(0) \). From (306) one has

\[
\| \nabla_{t,x} \nabla_x^j \delta \psi_s(s, 0) \|_{H^0_k(s)(\mathbb{R}^2)} \lesssim o_{n \to \infty}(c(s) s^{-(j+2)/2})
\]

for all \( 0 \leq j \leq 10 \) and \( s > 0 \); meanwhile one has

\[
\| \nabla_{t,x} \nabla_x^j \psi_s^*(s, 0) \|_{H^0_k(s)(\mathbb{R}^2)} \lesssim o_{n \to \infty}(c(s) s^{-(j+2)/2})
\]

where \( \psi_s^* = (\tilde{\psi}_s, \psi_s) \) by Proposition 3.8. On the other hand, from (40), (41), one can write

\[
\delta \Psi_{t,x}(s) = \sum_{j=1}^\infty \int_{s \leq s_1 < \cdots < s_j} \delta O(\psi_s(s_1) \cdots \psi_s(s_{j-1}) \nabla_{t,x} \psi_s(s_j)) ds_1 \cdots ds_j,
\]
where the implied constants are $O(1)^j$; using Lemma 2.10 and (27) as in previous arguments, we conclude that
\[
\| \nabla^j \delta \Psi(s,0) \|_{H^{0,j}(\mathbb{R}^2)} \lesssim o_{n \to \infty}(c(s)s^{-j/2})
\]
for any $1 \leq j \leq 9$, which in turn implies (from (45)) that
\[
\| \delta \psi(s,0) \|_{L^2(\mathbb{R}^2)} \lesssim o_{n \to \infty}(c(s)s^{-1/2})
\]
and the claim now follows from (66).

Applying Theorem 7.1 iteratively for each interval $J$ in turn as in the proof of Proposition 8.20, we conclude for each such $K$ that
\[
\text{dist}_{H^1}(\phi(s)[t], \tilde{\phi}(s)[t]) = o_{n \to \infty;j,\mu}(1)
\]
for all $s \geq 0$ and $t \in J$, and that
\[
\text{dist}_{S^1_{\mu}(K)}(\Psi_{s,t,x}, \tilde{\Psi}_{s,t,x}) = o_{n \to \infty;j,\mu}(1).
\]
In particular, from the triangle inequality one has
\[
\| \Psi_{s,t,x} \|_{S^1_{\mu}(J)} \lesssim 1
\]
for all $J \in \mathcal{J}$, and thus $(\phi, I_+)$ has $(O(1), \mu)$-entropy of $O(1)$, as required. The proof of Theorem 1.5 is complete.

10. Spatial delocalisation implies spacetime bound

We now begin the proof of Theorem 1.6. Let $E_0, \phi^{(n)}[0], \varepsilon, R_n, I$ be as in the theorem; we allow all implied constants to depend on $E_0, \varepsilon$, and on the localisation bounds in (16). We now drop the $(n)$ superscript, and assume $n$ sufficiently large. Our task is to show that $\phi$ can be extended to $I$ with an $(O(1), 1)$-entropy of $O(1)$. By time reversal symmetry, it suffices to do this for $I_+ := I \cap [0, +\infty)$.

Let $F : \mathbb{R}^+ \to \mathbb{R}^+$ be a (rapidly growing) function with $F(x) \geq x$ for all $x$ to be chosen later. For each $k$, let $F^{(k)} = F \circ \ldots \circ F$ be the $k$-fold iterate of $F$. Since $R_n \to \infty$, one can find $R(0), n \to \infty$ and $K_n \to \infty$ such that $F^{(K_n)}(R(0), n) \leq R_n$. Applying the pigeonhole principle, one can thus find (for sufficiently large $n$) a $k = k_n$ between 10 and $K_n$ such that $R(k) \leq R_n$ and
\[
\int_{F^{(k-10)}(R(0), n) \leq |x| \leq F^{(k)}(R(0), n)} T_{00}(\phi)(0, x) \, dx \leq o_{n \to \infty}(1).
\]
If we set \( r_n := F^{(k-10)}(R(0),n) \), we thus have \( r \to \infty \) as \( n \to \infty \), and

\[
\int_{|x| < r} T_{00}(\phi)(0, x) \, dx \leq E_0 - \varepsilon \quad (317)
\]

\[
\int_{r \leq |x| \leq F^{(10)}(r)} T_{00}(\phi)(0, x) \, dx \leq o_{n \to \infty}(1) \quad (318)
\]

\[
\int_{|x| > F^{(10)}(r)} T_{00}(\phi)(0, x) \, dx \leq E_0 - \varepsilon \quad (319)
\]

by the hypotheses on \( \phi[0] \).

Let \( \psi_{s}[0] \) be a heat flow resolution of \( \phi[0] \). We let \( \eta \in C_0^\infty(\mathbb{R}^2) \) be a bump function supported on the ball \( \{ x : |x| \leq 2 \} \) which equals one on the ball \( \{ x : |x| \leq 1 \} \), and define

\[
\tilde{\psi}'_{s}[0](s, x) := \eta\left(\frac{x}{F(r)}\right) \eta(s/r) \psi_{s}[0](s, x)
\]

\[
\tilde{\psi}''_{s}[0](s, x) := (1 - \eta(s/F^{(8)}(r)) \eta\left(\frac{x}{F^{(9)}(r)}\right)) \psi_{s}[0](s, x)
\]

for the “local” and “global” components of this resolution.

As in the previous section, we can find a tight frequency envelope \( c = c(n) \) of energy \( O(1) \) such that

\[
\| \nabla_{t,x} \nabla^j_x \tilde{\psi}'_{s}(s, 0) \|_{H^0_{\ell_k(s)}(\mathbb{R}^2)} \lesssim_j c(s) s^{-(j+2)/2} \quad (320)
\]

for all \( j \geq 0 \) and \( s > 0 \), and similarly

\[
\| \nabla^j_x \Psi_{t,x}(s, 0) \|_{H^0_{\ell_k(s)}(\mathbb{R}^2)} \lesssim_j c(s) s^{-j/2}. \quad (321)
\]

It is easy to see that these bounds are inherited by \( \tilde{\psi}'_{s}, \tilde{\psi}''_{s} \) and hence (by (40), (41)) by \( \tilde{\psi}'_{x}, \tilde{\psi}''_{x} \).

**Lemma 10.1** (\( \tilde{\psi}'[0], \tilde{\psi}''[0] \) are approximate heat flows). **Modifying c if necessary, we have**

\[
\| \nabla_{t,x} \nabla^j_x (\tilde{\psi}'_{s} - \tilde{D}_t \tilde{\psi}'_{x})(s, 0) \|_{H^0_{\ell_k(s)}(\mathbb{R}^2)} \lesssim_j o_{n \to \infty}(c(s) s^{-(j+2)/2}) \quad (322)
\]

and

\[
\| \nabla_{t,x} \nabla^j_x (\tilde{\psi}''_{s} - \tilde{D}_t \tilde{\psi}''_{x})(s, 0) \|_{H^0_{\ell_k(s)}(\mathbb{R}^2)} \lesssim_j o_{n \to \infty}(c(s) s^{-(j+2)/2}) \quad (323)
\]

for all \( 0 \leq j \leq 20 \) and \( s > 0 \).

**Proof.** We will just prove the second claim (323), as the first one is similar (and slightly simpler).
Set $\tilde{h}'' := \tilde{\psi}''_s - \tilde{D}''_{x_i} \tilde{\psi}''_i$. From (320), (321) for $\tilde{\psi}''_s, \tilde{\Psi}''_x$, one already establishes the bound

$$\|\nabla_{t,x} \nabla^j_x \tilde{h}''(s,0)\|_{\dot{H}^0_{k(s)}(\mathbb{R}^2)} \lesssim_j c(s)s^{-(j+2)/2}$$

for all $j$. Given the tightness of $c$, it will then suffice to establish the claim (322) for each fixed dyadic range $2^m \leq s \leq 2^{m+1}$ (with the decay rate in $o_{n \to \infty}$ depending on $m$), as the general case can then be established by increasing the envelope $c$ slightly when $s$ is very large or very small.

Fix $m$; we now allow all implied constants to depend on $m$, thus $s \sim 1$, and our task is now to show that

$$\|\nabla_{t,x} \nabla^j_x \tilde{h}'(s,0)\|_{\dot{H}^0_{k(s)}(\mathbb{R}^2)} \lesssim_j o_{n \to \infty}(1)$$

for all such $s$ and $0 \leq j \leq 20$. By (45) we may replace $\tilde{h}'$ by $\tilde{h}' - h\tilde{\eta}$, where $\tilde{\eta}(s,x) := 1 - \eta(x/F(r))\eta(s/r)$. But one can expand $\tilde{h}' - h\tilde{\eta}$ as

$$\tilde{h}' - h\tilde{\eta} = \mathcal{O}(\partial_x \delta \psi_x) + \mathcal{O}(\tilde{\eta}\Psi_x \delta \Psi_x) + \mathcal{O}(\delta \Psi_x \delta \psi_x)$$

where $\delta \Psi_x := \tilde{\Psi}'_x - \Psi_x \tilde{\eta}$. So it would suffice to establish that

$$\|\nabla_{t,x} \nabla^j_x \delta \Psi_x(s,0)\|_{\dot{H}^0_{k(s)}(\mathbb{R}^2)} \lesssim_j o_{n \to \infty}(1)$$

(324)

for $s \sim 1$ and $0 \leq j \leq 30$.

Using (37), one sees that

$$\partial_x \delta \Psi_x = F + \mathcal{O}(\tilde{\eta}\psi_x \delta \Psi_x)$$

(325)

where

$$F = \mathcal{O}((\partial_x \tilde{\eta})\psi_x) + \mathcal{O}((\partial_x \tilde{\eta})\Psi_x) + \mathcal{O}(\tilde{\eta}(1 - \tilde{\eta})\psi_x \Psi_x).$$

Meanwhile, from (318) and the energy estimates used in the proof of Lemma 9.3 one sees that

$$\int_{2r \leq |x| \leq F^{(10)}(r)/2} |\psi_{t,x}(s,0,x)|^2\, dx = o_{n \to \infty}(1)$$

for all $s \sim 1$ (say). From this and interpolation with Proposition 3.7 we see that

$$\|\nabla_{t,x} \nabla^j_x F(s,0)\|_{\dot{H}^0_{k(s)}(\mathbb{R}^2)} \lesssim_j o_{n \to \infty}(c(s)s^{-(j+3)/2})$$

for $s \leq 2r$, while $F$ vanishes for $s > 2r$. The claim then follows from integrating (324) as in previous arguments. \Box

Applying Theorem 4.6 we now obtain instantaneous dynamic field heat flows $\psi''_s[0], \tilde{\psi}''_s[0]$ with the same resolutions as $\tilde{\psi}'_s[0], \psi''_s[0]$ respectively obeying the estimates (122)-(127).
Lemma 10.2 (Compactness). $\psi'_s[0]$ lies in a compact subset $K_r$ of the energy space $\dot{H}^1$ which depends only on $r$ (and on the localisation bounds in (10)).

Proof. By [22, Proposition 3.10], it suffices to show that the measures ESD($\psi'_s[0]$) and $T_{00}(\psi'_s[0])$ are tight (viewed as a sequence in $n$). The first claim follows from (320), (321) for $\psi'_s$, $\Psi'_x$ and the tightness of $c$.

The second claim follows from the fact that $\psi'_s[0]$ is supported in the region $s = O(r), x = O(F(r))$ and energy estimates as in the proof of Lemma 9.3. □

Lemma 10.3 (Energy decrease). One has $E(\psi'_s[0]), E(\psi''_s[0]) \leq E_0 - \varepsilon/2$.

Proof. From Proposition 3.8 and the tightness of $c$, we have
\[ \int_{\mathbb{R}^2} |\psi t,x(S, x)|^2 \, dx = o_{n \to \infty}(1) \]
whenever $S = S_n$ goes to infinity as $n \to \infty$. Meanwhile, from (318)-(319), one has
\[ \int_{|x| \leq F^{(10)}(r)} |\psi t,x(0, x)|^2 \, dx \leq E_0 - \varepsilon + o_{n \to \infty}(1), \]
so from energy estimates we see that
\[ \int_0^S \int_{|x| \leq F^{(10)}(r)/2} \frac{1}{2} |\psi t,x \wedge \psi x|^2 + \frac{1}{2} |D_x \psi x|^2 \, dx ds \leq E_0 - \varepsilon + o_{n \to \infty}(1) \]
if $S$ grows to infinity slowly enough. From the tightness of ESD($\psi_s[0]$) we conclude that
\[ \int_0^S \int_{|x| \leq F^{(10)}(r)/2} \frac{1}{2} |\psi t,x \wedge \psi x|^2 + \frac{1}{2} |D_x \psi x|^2 \, dx ds \leq E_0 - \varepsilon + o_{n \to \infty}(1). \]

By repeating the proof of (324), one has
\[ \|\nabla^{j+1} [\Psi'_t,x(s, 0, x) - \eta(x/F(r)) \eta(s/r) \psi t,x(s, 0, x)]\|_{H^j_k(\mathbb{R}^2)} \lesssim_j o_{n \to \infty}(1) \]
for $j \geq 0$ and $s \sim 1$; from this (choosing $S$ sufficiently slowly growing) we conclude that we may replace $\psi_x$ by $\tilde{\psi}'_x$, etc. From the tightness of ESD($\tilde{\psi}'_s[0]$) and energy estimates, we then conclude that
\[ \int_0^\infty \int_{\mathbb{R}^2} \frac{1}{2} |\tilde{\psi}' t,x \wedge \tilde{\psi}' x|^2 + \frac{1}{2} |D_x \tilde{\psi}' x|^2 \, dx ds \leq E_0 - \varepsilon + o_{n \to \infty}(1). \]

But by energy estimates and (322), the left-hand side is just $E(\tilde{\psi}'_s[0]) + o_{n \to \infty}(1)$, giving the first claim. The proof of the second claim is similar. □
Let $\mu > 0$ be a small quantity depending on $E_0, \varepsilon$ to be chosen later. Since $E_0 - \varepsilon/2$ is good, we may now apply Lemma 3.3 and extend $\psi', \psi''$ to dynamic field heat flows on $I_+$ obeying the wave map equation, such that $\psi', \psi''$ have a $(O(1), \mu)$-entropy of $O_\mu(1)$. 

Now we show that $\psi', \psi''$ are separated in spacetime. We decompose $I_+$ into the near future $I' := I_+ \cap [0, F(\tau)]$ and the far future $I'' := I_+ \setminus [0, F(\tau)]$. In the near future we can separate $\psi'$ and $\psi''$.

**Proposition 10.4** (Spatial separation in the near future). For any $s_0 > 0$ and $j \geq 0$, one has

$$\|\nabla_x \eta(x/F(\tau)) \psi_s'(s_0)\|_{S_{\mu,k}(s_0)(I' \times \mathbb{R}^2)} = o(n \to \infty; \mu, s_0, j)(1)$$

and

$$\|\nabla_x (1 - \eta(x/F(\tau))) \psi_s''(s_0)\|_{S_{\mu,k}(s_0)(I' \times \mathbb{R}^2)} = o(n \to \infty; \mu, s_0, j)(1)$$

**Proof.** Fix $s, j$; we allow implied constants to depend on these quantities and on $\mu$.

We begin with the proof of (327). Observe that $\tilde{c}_s' [0]$ is supported on the region $|x| \leq 2F(r)$. By (40), (41), the same is true for $\tilde{c}'_{t,x}(0)[0]$, and thus so is $\psi'_{t,x}(0)[0]$. By finite speed of propagation for the wave map equation, we conclude that $\psi'_{t,x}(0)[t]$ is supported on the region $|x| \leq 2F(\tau)(r)$ (say).

Now we propagate this information to other values of $s$. We introduce the second energy density

$$e_2(s, x) := |D_x \psi_{t,x}'(s, t, x)|^2$$

and observe (from (42)) the energy identity

$$\partial_s e_2 = \Delta e_2 - 2|D_x D_x \psi_{t,x}'|^2 + O(|\psi_{t,x}'|^2 e_2).$$

By Proposition 3.8 we have $|\psi_{t,x}'|^2 = O(c(s)^2/s)$). Thus, for any test function $\varphi$, if we define $E_\varphi(s) := \int_{\mathbb{R}^2} e_2 \varphi^4$, then

$$\partial_s E_\varphi(s) \leq \int_{\mathbb{R}^2} e_2 \Delta(\varphi^4) + O(c(s)^2 E_\varphi(s)/s).$$

Using Cauchy-Schwarz and the bounds $\int_{\mathbb{R}^2} e_2 = O(c(s)^2/s)$ and $\Delta(\varphi^4) = O(A\varphi^2)$ where $A := \|\nabla \varphi\|_{L^\infty}^2 + \|\nabla^2 \varphi\|_{L^\infty} \|\varphi\|_{L^2}$, one has

$$\left| \int_{\mathbb{R}^2} e_2 \Delta(\varphi^4) \right| \lesssim A E_\varphi(s)^{1/2} c(s)^{-1/2},$$

and thus

$$\partial_s E_\varphi(s)^{1/2} \lesssim A(c(s)s^{-1/2} + c(s)^2 E_\varphi(s)^{1/2}/s).$$
If \( \varphi \) is supported outside of the region \(|x| \leq 2F(r) + |t|\), then \( E_\varphi(0) = 0 \), and thus by Lemma 2.16 one has
\[
E_\varphi(s)^{1/2} \lesssim Ac(s)s^{1/2}.
\]
Choosing \( \varphi \) appropriately, we conclude that
\[
\|D_x^j\psi'(s,t)\|_{L^2_0(|x| \geq 3F(0)(r))} \lesssim o_{n \to \infty}(c(s)s^{1/2})
\]
for all \( s > 0 \). In particular
\[
\|\psi'(s,t)\|_{L^2_0(|x| \geq 3F(0)(r))} \lesssim o_{n \to \infty}(c(s)s^{1/2}).
\]
Next, from the pointwise identity
\[
|\psi'_{t,x}(s,t)| \leq e^{s\Delta}|\psi'_{t,x}(0,t)|
\]
(see [20, Lemma 4.8]), the support hypothesis, and the decay of the fundamental solution, we obtain the bounds
\[
\|\psi'_{t,x}(s,t)\|_{L^\infty_0(|x| \geq 3F(0)(r))} \lesssim_m F^{(6)}(r)^{-m} s^m
\]
for any \( m > 0 \).

Interpolating these bounds at \( t = 0 \) and \( s = s_0 \) with Proposition 3.7 (writing \( \psi' := O(D_x^j\psi') \) and \( \nabla_{t,x}\psi' := O(A_{t,x}\psi' + \psi_{t,x}\psi_{x} + D_xD_x\psi_{t,x}) \), one easily obtains that
\[
\|\nabla_{t,x}(\eta(x/F(7)(r))\psi'(s_0))\|_{H^0(\mathbb{R}^2)} = o_{n \to \infty}(1)
\]
and so by (329), (331), and Bernstein’s inequality it suffices to show that
\[
\|\nabla_{t,x}(\eta(x/F(7)(r))\psi'(s_0))\|_{L^1_1L^p(I \times \mathbb{R}^2)} = o_{n \to \infty:p}(1)
\]
for all \( p \) close to 2 (e.g. \( 1.9 \leq p \leq 2.1 \)).

Now we study the wave-tension field \( w' \). Let \( t \in I' \) be arbitrary. From (48) and the diamagnetic inequality (cf. [20, Lemma 4.8]) one has
\[
\partial_s|w'| \leq \Delta|w'| + O(|\psi'_{x}||\psi'_{t,x}||D^j_x\psi'_{t,x}|).
\]
On the one hand, from Proposition 3.7 one has
\[
\||\psi'_{x}||\psi'_{t,x}||D^j_x\psi'_{t,x}|(s,t)\|_{L^1_1(\mathbb{R}^2)} \lesssim 1/s
\]
(cf. [20, Lemma 7.4]). On the other hand, from (329), (331), and Proposition 3.8 one has
\[
\||\psi'_{x}||\psi'_{t,x}||D^j_x\psi'_{t,x}|(s,t)\|_{L^1_1(|x| \geq 4F(0)(r))} \lesssim_m F^{(6)}(r)^{-m} s^m
\]
for any \( m > 0 \). From this and the decay of the fundamental solution of the heat equation, we see that
\[
\|w'(s_0,t)\|_{L^m_0(|x| \geq 5F(6)r)} \lesssim_m F^{(6)}(r)^{-m}.
\]
for all $p$ close to 2. Interpolating this with [20, Lemma 7.5] one concludes that
\[
\| \nabla_x^m w'(s_0, t) \|_{L^p_x(|x| \geq 6 F^{(6)}(r))} \lesssim_{m,m'} F^{(6)}(r)^{-m'}.
\]
for all $m, m' \geq 0$ also. A final application of (48) (and Proposition 3.7) then gives
\[
\| \nabla_x^m \partial_s w'(s_0, t) \|_{L^p_x(|x| \geq 7 F^{(6)}(r))} \lesssim_{m,m'} F^{(6)}(r)^{-m'}.
\]
Applying (49), (330), (331), Proposition 3.7 and interpolation one then concludes that
\[
\| \nabla_x^m \Box (\eta(x/F^{(7)}(r)) \psi'(s_0, t)) \|_{L^p_x(\mathbb{R}^2)} \lesssim_m F^{(6)}(r)^{-m}.
\]
Integrating in time we obtain the claim.

The proof of (328) is similar. The one new difficulty is that whereas $	ilde{\psi}'[0]$ vanished entirely for $|x| \geq 3 F^{(6)}(r)$, $	ilde{\psi}'[0]$ does not quite vanish in the region $|x| \leq 100 F^{(7)}(r)$ (say), because of the case when $s > F^{(8)}(r)$. However, the contribution of that case goes to zero as $F^{(8)}(r) \to \infty$, and so ends up being negligible compared to all other terms here if $F$ is chosen sufficiently rapidly growing. We omit the details.

Now we assert that $\psi'_s$ decays for large time $t$.

**Proposition 10.5** ($\psi'_s$ decays for large time $t$). $\psi'_s$ is a $(O(1), 1/r)$-wave map on $I''$. We also have the analogue of (283),
\[
\| (\nabla_x^j \psi'_s(s)) \phi \|_{S^+_\infty(k,k(s)(I''))} \lesssim_{\epsilon, j, c(s)} \| \phi \|_{S^+_\infty(I''(r))},
\]
for all $s, \epsilon > 0$, $j \geq 0$, $k \in \mathbb{R}$ and all $\phi$.

**Proof.** By the induction hypothesis, $\psi'_s$ has a $(O(1), 1/2r)$-entropy of $O_r(1)$ on every interval $[0, T]$, thus one can partition $[-T, T]$ into intervals $[t_i, t_{i+1}]$ for $1 \leq i \leq m = O_r(1)$ and $0 = t_0, T < \ldots < t_m = T$. Sending $T \to \infty$ and passing to subsequences as necessary, we may then find an $1 \leq i < m$ such that $t_i, t_{i+1}$ for some sequence of $T \to \infty$. In particular, we see that $\psi'_s$ is a $(O(1), 1/2r)$-wave map on $[2t_i, T]$ (say) for all $T$.

To conclude the proposition, we need to show that $t_i$ is bounded by a quantity depending only on $r$. Here we can appeal to compactness. From Theorem 5.7 we see that there is a small neighbourhood of $\psi'_s[0]$ in the energy space such that all data in this neighbourhood extend to a wave map on $[0, T]$ which is a $(O(1), 1/r)$-wave map on $[2t_i, T]$ for any $T$. By Lemma 10.2 we may make this $t_i$ depend only on $r$, and the claim follows.
Now we prove (332); we give only a sketch here. From the tightness of \( c(s) \), it suffices to establish the claim for \( s \sim 1 \), increasing \( c \) slightly away from \( s \sim 1 \) if necessary. As in the proof of (283), we may set \( k = k(s) \) and \( \| \phi \|_{S^k([2n,T])} = 1 \). By [21, Lemma 9.10], one can approximate \( \psi_s' \) in \( S^k(I') \) to error \( o_{n \to \infty}(c(1)) \) by a free solution, which one can approximate to have Schwartz initial data. The claim now follows by arguments similar to those used to prove (283) by making \( t_i \) large enough, and then using compactness to bound \( t_i \) by some quantity depending only on \( r \). \( \square \)

Now let \( \tilde{\psi}_s \) be the dynamic field on \( I_+ \) defined by the formula

\[
\tilde{\psi}_s := \psi_s' + \psi_s''
\]

This is an approximate wave map and approximate heat flow that is close to \( \psi_s \) at time zero (cf. Lemma 9.5):

**Lemma 10.6.** There exists a partition \( J \) of \( I_+ \) into \( O(1) \) intervals \( J \), such that on each such interval \( J \), there exists a frequency envelope \( c_J \) of energy \( O(1) \) such that

\[
\| \nabla^j_x \tilde{\psi}_s(s) \|_{S_{\mu,k(s)}(J \times \mathbb{R}^2)} \lesssim_J c_J(s)s^{-(j+2)/2} \tag{333}
\]

and

\[
\| \nabla^j_x \tilde{h}(s) \|_{S_{\mu,k(s)}(J \times \mathbb{R}^2)} = o_{n \to \infty:j,\mu}(c_J(s)s^{-(j+2)/2}) \tag{334}
\]

for all \( j \geq 0 \) and \( s > 0 \) (where \( \tilde{h} \) is the heat-tension field \( 43 \) of \( \tilde{\psi}_s \)), and also

\[
\| P_k \tilde{w}(0) \|_{N_k(I \times \mathbb{R}^2)} = o_{n \to \infty:j,\mu}(2^{-2k}) \tag{335}
\]

for every \( k \in \mathbb{R} \) (where \( \tilde{w} \) is the wave-tension \( 12 \) field of \( \tilde{\psi}_s \)). Furthermore, one has

\[
\text{dist}_{\dot{H}^1}(\tilde{\psi}_{s,t,x}(0), \Psi_{s,t,x}(0)) = o_{n \to \infty}(1) \tag{336}
\]

**Proof.** We begin with (336). We write

\[
\delta \psi_s(0) := \tilde{\psi}_s(0) - \psi_s(0)
\]

\[
= (\psi_s'(0) - \tilde{\psi}_s'(0))
\]

\[
+ (\psi_s''(0) - \tilde{\psi}_s''(0))
\]

\[
- (\eta(s/F^8(r))\eta(x/F^9(r)) - \eta(x/F(r))\eta(s/r))\psi_s(0).
\]

By repeating the arguments used to prove (312), it suffices to show that

\[
\| \nabla_x \nabla^j_t \delta \psi_s(s,0) \|_{H^0_{k(s)}(\mathbb{R}^2)} \lesssim o_{n \to \infty}(c_J(s)s^{-(j+2)/2})
\]

for all \( 0 \leq j \leq 10 \). The contributions of the first two terms in the above expansion of \( \delta \psi_s \) to this estimate are acceptable by (317). As for the final term, one can divide into two cases, \( s < r \) and \( s \geq r \). When \( s \geq r \)
one already has a bound of $O(c_J(s)s^{-(j+2)/2})$ from Proposition 3.8, and one can upgrade this to $o_{n\to\infty}(c_J(s)s^{-(j+2)/2})$ by increasing $c_J$ slightly for large $s$, using the tightness of $c_J$. For $s < r$, one can instead use energy estimates as in the proof of Lemma 10.3 to obtain an acceptable bound.

Now we prove the remaining claims. It suffices to do this for $I'$ and $I''$ separately. We begin with the contribution of the distant future $I''$, which is somewhat easier. As $\psi'_s$ has a $(O(1), \mu)$-entropy of $O(\mu)$, we can partition $I''$ into $O_\mu(1)$ intervals $J$ such that $\psi'_s$ is a $(O(1), \mu)$ wave map on $J$, while $\psi''_s$ is a $(O(1), o_{n\to\infty}(1))$-wave map on $J$ by Proposition 10.5. The claims now follow by repeating the arguments used to prove Lemma 9.5.

Now we turn to the claim for $I'$. One can repeat the arguments used to prove Lemma 9.5; the main new difficulty is to establish the required analogues of (316) and (270). But these can be established by decomposing $\psi'_s = \eta(x/F(7)(r))\psi'_s + (1 - \eta(x/F(7)(r)))\psi'_s$ and $\psi''_s = \eta(x/10F(7)(r))\psi''_s + (1 - \eta(x/10F(7)(r)))\psi''_s$. The interactions between these components is either small by Lemma 10.4, or is negligible by the disjoint support of the components (note that the contributions of very large or very small $s$ are acceptable by increasing the tight envelope $c_J$ at very low or very high frequencies, so we may focus on values of $s$ comparable to 1, and allow constants to depend on $s$). We omit the details.

Applying Theorem 7.1 iteratively for each interval $J$ in turn as in the proof of Proposition 8.20, we conclude for each such $K$ that

$$\text{dist}_{H^1} (\phi(s)[t], \tilde{\phi}(s)[t]) = o_{n\to\infty}(j, \mu)(1)$$

for all $s \geq 0$ and $t \in J$, and that

$$\text{dist}_{S^1_{\mu}(K)}(\Psi_{s,t,x}, \tilde{\Psi}_{s,t,x}) = o_{n\to\infty}(j, \mu)(1).$$

In particular, from the triangle inequality one has

$$\|\Psi_{s,t,x}\|_{S^1_{\mu}(J)} \lesssim 1$$

for all $J \in \mathcal{J}$, and thus $(\phi, I_+)$ has $(O(1), \mu)$-entropy of $O_\mu(1)$, as required. The proof of Theorem 1.6 is complete.

11. Scattering

We now use the above results to establish some results of scattering type for classical wave maps.
The arguments in \cite{19-22} and the current paper establish that every energy $E$ is good in the sense of \cite{22}. In particular, given any energy $E > 0$ and $\mu > 0$, and any classical initial data $\phi[0]$ with energy at most $E$, there exists a global classical wave map $\phi$ with this data, which has a $(O_E(1), \mu)$-entropy of $O_{E, \mu}(1)$. One can view this assertion as a sort of “uniform spacetime bound” on $\phi$, though technically the bounds apply to the dynamic map heat flow resolution $\psi_s$ of $\phi$ rather than to $\phi$ itself.

(In \cite{12, 13}, a non-uniform variant of this statement was obtained in the case where the target manifold is compact rather than hyperbolic; roughly speaking, this variant would assert in our language that the entropy of every global solution was finite, but without a uniform bound on that entropy in terms of the energy.)

This implies some scattering results in the caloric gauge. We give some representative results of this type here:

**Proposition 11.1** (Scattering in the caloric gauge). Let $\phi$ be a global classical wave map, and let $\psi_s$ be a dynamic field heat flow resolution of $\phi$.

- **(Scattering of $\psi_s$)** For each $s > 0$, there exists a solution $\psi^+_s(s) : \mathbb{R} \times \mathbb{R}^2 \to \mathbb{R}^m$ to the free wave equation such that $\|\psi_s(s) - \psi^+_s(s)\|_{S_k([t, +\infty) \times \mathbb{R}^2)} \to 0$ as $T \to +\infty$. In particular, $\|\nabla_{t,x}(\psi_s(s, t) - \psi^+(s, t))\|_{L^2_2(\mathbb{R}^2)} \to 0$ as $t \to +\infty$.

- **(Uniform Sobolev control)** One has the regularity bound $\|\phi[t]\|_{H^{1+\delta_0/2}_{\text{loc}}} \lesssim_E \|\phi[0]\|_{H_{\text{loc}}^1}$ for all $t \in \mathbb{R}$, where the Sobolev-type norms $H^{s}_{\text{loc}}$ are defined in \cite{21} Section 3.

- **(Decay of $\phi$)** We have $\sup_x \text{dist}_H(\phi(t, x), \phi(\infty)) \to 0$ as $t \to \pm \infty$.

**Proof.** We begin with the scattering of $\psi_s$. We allow implied constants to depend on $E$. For any $\mu$, we see from the previous discussion that we can find $T_\mu > 0$ such that $\phi$ is a $(O(1), \mu)$-wave map on $[T_\mu, \infty)$.

Let $\psi^{\mu}_s(s)$ be the solution to the free wave equation with initial data $\psi_s(s)[T_\mu]$. By \cite{21} Lemma 9.10 we see that

$$\|P_k(\psi_s(s) - \psi^{\mu}_s(s))\|_{S_k([T_\mu, +\infty) \times \mathbb{R}^2)} \lesssim_{j, \varepsilon} \mu^{2-\varepsilon} c(s) s^{-1} \delta_j^{1/10} \chi_{k \geq k(s)} \chi_{k \leq k(s)}$$

for all $j, \varepsilon > 0$ and some frequency envelope $c$ of energy $O(1)$. This implies that

$$\|\psi_s(s) - \psi^{\mu}_s(s)\|_{\dot{S}_k([T_\mu, +\infty) \times \mathbb{R}^2)} \lesssim \mu$$

(say). This implies in particular that $\psi^{\mu}_s(s)[0]$ is a Cauchy sequence in $\dot{H}^1_{k(s)}$ as $\mu \to 0$, and thus converges to a limit $\psi^+_s(s)[0]$. Letting
\( \psi_{s}^{+}(s) \) be the associated solution to the free wave equation, we obtain the claim.

Now we obtain the uniform Sobolev control. We allow implied constants to depend on \( E \) and \( ||\phi[0]||_{H_{100}^{\text{loc}}} \). From \([21, \text{Lemma 9.15}]\) we see that \( \phi[0] \) is controlled (in the sense of Proposition \( 3.8 \)) by a frequency envelope \( c \) of energy \( O(1) \) and obeying the decay estimate \( c(s) = O(s^{-\delta_{0}/2}) \) for all \( s \geq 1 \). Applying Lemma \( 5.8 \), we conclude that this control persists for all time \( t \) (up to constant factors of \( O(1) \)). The claim now follows by the arguments in \([21, \text{Section 9.13}]\).

Finally, to prove the decay estimate, we observe from the scattering estimate (and approximating \( \psi_{s}^{+}(s) \) by Schwartz class solutions to the free wave equation, which clearly disperse to zero at infinity) that \( ||\psi_{s}(s,t)||_{L_{x}^{\infty}(\mathbb{R}^{2})} \to 0 \) as \( t \to +\infty \). On the other hand, from the arguments in \([19, \text{Section 9.13}]\) one also has the bounds of \( ||\psi_{s}(s,t)||_{L_{x}^{\infty}(\mathbb{R}^{2})} \lesssim \min(1, s^{-\delta_{0}/2}) \). From the (non-abelian) triangle inequality, one has \( \sup_{x} \text{dist}_{\mathbf{H}}(\phi(t,x), \phi(\infty)) \leq \int_{0}^{\infty} ||\psi_{s}(s,t)||_{L_{x}^{\infty}(\mathbb{R}^{2})} \), and the claim now follows from the dominated convergence theorem. \( \square \)

Remark 11.2. One can also embed \( \mathbf{H} \) in \( \mathbb{R}^{1+m} \) and show that \( \phi \) approximates a solution to the free wave equation by pushing the arguments further; we omit the details (see also \([27], [12]\) for related arguments).

### Appendix A. A covering lemma

**Lemma A.1** (Besicovitch-type covering lemma). Let \( (Y, \nu) \) be a measure space with \( \nu(Y) \leq A \) for some \( A > 0 \). Let \( I \) be an interval, let \( M \geq 1 \) be an integer, and for each \( y \in Y \), let \( \mathcal{I}_{y} \) be a collection of at most \( M \) intervals that partition \( I \), in a manner which is measurable with respect to \( y \). Then there exists a partition \( \mathcal{I} \) of \( I \) into at most \( M \) intervals, such that for each \( J \) in \( \mathcal{I} \), we have

\[
\int_{Y} \# \{ K \in \mathcal{I}_{y} : J \cap K \neq \emptyset \} \ d\nu(y) \leq 3A.
\]

**Proof.** For sake of notation we shall write \( I = [a, b] \), though the argument works for any other interval. Let \( f : I \to \mathbb{R}^{+} \) be the counting function

\[
f(t) := \int_{Y} \# \{ K \in \mathcal{I}_{y} : K \subset [a, t) \} \ d\nu(y).
\]

\( ^{12}\) In other words, one can write \( \mathcal{I}_{y} = \{ I_{1}, \ldots, I_{M(y)} \} \), where \( M(y) \in \{ 1, \ldots, M \} \) is measurable, and \( I_{i} \) are intervals such that the set \( \{ (y,t) : y \in Y, t \in I_{i} \} \) is a measurable subset of \( Y \times I \).
Then $f$ is a non-decreasing function taking values in the interval $[0, AM)$. If we then let $\mathcal{I}$ be the the set of all (non-empty) intervals of the form $f^{-1}([iA, (i+1)A))$ for $i = 0, \ldots, M-1$, then we see that $\mathcal{I}$ is a collection of at most $M$ intervals partitioning $\mathcal{I}$. Furthermore, if $J$ is an interval in $\mathcal{I}$, then $f$ increases at most $A$ within $J$, so we have
\[\int_Y \# \{ K \in \mathcal{I}_y : K \subset J \} \leq A.\]
Also, if $x$ is one of the two endpoints of $J$, we have
\[\int_Y \# \{ K \in \mathcal{I}_y : x \in J \} \, d\nu(y) \leq \int_Y d\nu \leq A.\]
Summing, we obtain the claim. \hfill \Box

This has the following corollary:

**Corollary A.2.** Let $I$ be an interval. For each sub-interval $J \subset I$, let $X(J)$ be some Banach space norm on functions $\phi : J \times \mathbb{R}^2 \to \mathbb{C}$ obeying the monotonicity property
\[\|\phi\|_{X'(J)} \leq \|\phi\|_{X(J)} \]
for all $\phi : J \times \mathbb{R}^2 \to \mathbb{C}$ and $J' \subset J$, as well as the sub-additivity property
\[\|\phi\|_{X(J)} \leq \|\phi\|_{X(J_1)} + \|\phi\|_{X(J_2)}.\]
Let $(Y, \nu)$ be a finite measure space, and let $(\phi_y)_{y \in Y}$ be a collection of functions indexed by $Y$ such that $\|\phi_y\|_{X(J)}$ is jointly measurable in $y$ and $X(J)$. Let $M \geq 1$, and suppose for each $y \in Y$ one can find a partition $\mathcal{I}_y$ of $I$ into at most $M$ intervals such that
\[\|\phi_y\|_{X(J)} \leq F(y)\]
for all $j \in \mathcal{I}_y$, where $F : Y \to \mathbb{R}^+$ is an absolutely integrable function. Then one can find a partition $\mathcal{I}$ of $I$ into at most $M$ intervals such that
\[\|\int_Y \phi_y \, d\nu(y)\|_{X(J)} \leq 3 \int_Y F(y) \, d\nu(y).\]

**Proof.** By multiplying $\nu$ with $F$ if necessary we may assume $F \equiv 1$. From monotonicity in $J$ one can easily ensure that the partition $\mathcal{I}_y$ is measurable in the sense of Lemma A.1. The claim then follows from that lemma, Minkowski’s integral inequality, and subadditivity. \hfill \Box

**Remark A.3.** The arguments here are closely related to the theory of variational norms for spacetime functions, see e.g. \cite{6} for a discussion.
Appendix B. Refinement of the $N_k$ space

This appendix is best read with [16] at hand, as it will refer very frequently to this paper. We will of course specialise to the case of two dimensions (thus, in the notation of [16], we have $n = 2$).

In the paper [16], a number of spaces $S(c), S_k, N_k$ were constructed, obeying a large number of estimates and other properties; see [16, Theorem 3] for a precise statement. The spaces $N_k$ were constructed as follows:

**Definition B.1** (Nonlinearity space). [16, Definitions 7,8] Let $k$ be an integer, and let $F$ be a Schwartz function with Fourier support in the region $2^{k-4} \leq D_0 \leq 2^{k+4}$. We say that $F$ is an $L^1_t L^2_x$-atom at frequency $2^k$ if

$$\|F\|_{L^1_t L^2_x} \leq 1.$$  

If $j \in \mathbb{Z}$, we say that $F$ is a $\dot{X}^{0,-1/2,1}_0$-atom with frequency $2^k$ and modulation $2^j$ if $F$ has Fourier support in the region $2^{k-4} \leq D_0 \leq 2^{k+4}$, $2^{j-5} \leq D_- \leq 2^{j+5}$ and

$$\|F\|_{L^1_t L^2_x} \leq 2^{j/2}.$$  

Finally, if $l > 10$ is a real number and $\pm$ is a sign, we say that $F$ is a $\pm$-null frame atom with frequency $2^k$ and angle $2^{-l}$ if there exists a decomposition $F = \sum_{\kappa \in K_l} F_\kappa$ such that each $F_\kappa$ has Fourier support in the region

$$\{(\tau, \xi): \pm \tau > 0; D_- \leq 2^{k-2l-50}; 2^{k-4} \leq D_0 \leq 2^{k+4}; \Theta \in \frac{1}{2\kappa}\} \quad (337)$$

and

$$(\sum_{\kappa \in K_l} \|F_\kappa\|_{NFA[\kappa]}^2)^{1/2} \leq 1. \quad (338)$$

If $F$ is an atom of one of the above three types, then we say that $F$ is an $N[k]$ atom. We let $N[k]$ be the atomic Banach space generated by the $N[k]$ atoms.

We say that $F$ is an $N_k$ atom if there exists a $k' \in \mathbb{Z}$ such that $2^{200|k-k'|} F$ is a $N[k']$ atom. We define $N_k(\mathbb{R}^{1+2})$ to be the atomic Banach space generated by the $N_k$ atoms. Finally, for any time interval $I$, we define $N_k := N_k(I \times \mathbb{R}^2)$ to be the restriction of $N_k(\mathbb{R}^{1+2})$ to the slab $I \times \mathbb{R}^2$.

(For the definitions of terms such as $D_0, D_-, \Theta, K_l, NFA[\kappa]$, see [16, Section 7].)

For technical reasons, this space is a little bit too large for our applications, specifically because the $\ell^2$ summability in (338) for null frame atoms is only barely sufficient to close the estimates in [16], with no
room left over to extract a good inverse theorem for these estimates. However, it turns out that there is enough “slack” in other estimates to tighten this $\ell^2$ summability to $\ell^2$-summability, which will assist in our inverse theorem. More precisely, we make the following definitions:

**Definition B.2 (Strong nonlinearity space).** Let $k$ be an integer, and let $F$ be a Schwartz function with Fourier support in the region $2^{k-4} \leq D_0 \leq 2^{k+4}$. If $l > 10$ is a real number and $\pm$ is a sign, we say that $F$ is a strong $\pm$-null frame atom with frequency $2^k$ and angle $2^{-l}$ if there exists a decomposition $F = \sum_{\kappa \in K_l} F_\kappa$ such that each $F_\kappa$ has Fourier support in the region $(337)$ and

$$
\left( \sum_{\kappa \in K_l} \|F_\kappa\|_{NFA(k)}^{2-\delta_{-1}} \right)^{1/(2-\delta_{-1})} \leq 1.
$$

(339)

(Thus, a strong null frame atom is the same concept as a null frame atom, but with the $\ell^2$ summability in (338) upgraded slightly.) If $F$ is a $L^1_tL^2_x$-atom at frequency $2^k$, a $\dot{X}^{0,-1/2,1}$-atom with frequency $2^k$ and modulation $2^j$ for some $j \in \mathbb{Z}$, or a strong $\pm$-null frame atom with frequency $2^k$ and angle $2^{-l}$ for some $l > 10$, we say that $F$ is a strong $N[k]$ atom. We let $N[k]^+$ be the atomic Banach space generated by the strong $N[k]$ atoms. We then define $N_k(\mathbb{R}^{1+2})^+$ and $N_k(I \times \mathbb{R}^2)^+$ from $N[k]^+$ in exactly the same fashion as in Definition B.2.

Clearly $N_k^+$ is a stronger space than $N_k$, thus $\|\phi\|_{N_k(I \times \mathbb{R}^2)} \leq \|\phi\|_{N_k^+(I \times \mathbb{R}^2)}$.

The main claim of this appendix is then

**Theorem B.3.** All the results of [16, Theorem 3] continue to hold if $N_k$ is replaced by $N_k^+$ throughout.

**Proof.** This is easy for many components of [16, Theorem 3]:

- All the properties that do not involve $N_k$ at all (the quasicontinuity property, scaling properties of $S(c), S_k$, and the estimates (18)-(24) and (32) from [16]) of course continue to hold.
- The scale invariance of $N_k$, the compatibility condition (26), and the containment (25) of $L^1_tL^2_x$ from [16] were already easy to establish for the original $N_k$, and the proofs carry over without difficulty to $N_k^+$.
- The energy estimate (27) from [16] for strong $N_k$ is clearly implied by that estimate for the original $N_k$.

The only remaining components are the product estimates (28), (29), the null form estimate (30), and the trilinear estimate (31) from [16].
These estimates were all proven using a core product estimate, which we reproduce here:

**Lemma B.4.** [16, Lemma 12] Let \( j, k, k_1, k_2 \) be integers such that \( j \leq \min(k_1, k_2) + O(1) \). Then we have

\[
\| P_k(F \psi) \|_{N[k]} \lesssim \chi_{k = \max(k_1, k_2)}^{\delta} \chi_{j = \min(k_1, k_2)}^{\delta} \| F \|_{X_{k_1}^{0, -1/2, \infty}} \| \psi \|_{S[k_2]} (340)
\]

for all Schwartz functions \( F \) on \( \mathbb{R}^{1+2} \) with Fourier support in \( 2^{k_1-5} \leq D_0 \leq 2^{k_1+5}, D_0 \sim 2^j \) and Schwartz functions \( \psi \in S[k_2] \), and some absolute constant \( \delta > 0 \).

We now verify

**Lemma B.5.** In Lemma B.4 one can strengthen the \( N[k] \) norm to an \( N[k]^+ \) norm on the left-hand side (after replacing \( \delta \) with, say, \( \delta/2 \)).

**Proof.** The first thing to do is search through the proof of Lemma B.4 in [16] for all occurrences of null frame atoms (or more specifically, all applications of [16, Equation (93)]), and works out how to strengthen them to strong null frame atoms. One easily finds that Case 1(c), Case 2(c), and Case 3(d).3 (basically, all the cases where \( F \) has the dominant modulation) are the only places in that proof where such atoms appear.

In Case 1(c), we have (after rescaling) that \( k_1 = 0, k_2 = O(1), k \leq O(1), j \leq k + O(1), \) and the \( l \) parameter is taken to be \( (k - j)/2 + O(1) \). We can then borrow a small power from the \( \chi_{k = \max(k_1, k_2)}^{\delta} \chi_{j = \min(k_1, k_2)}^{\delta} \) factors to gain a small power of \( 2^{-l} \), which one can use to upgrade (338) to (339).

Similarly, in Case 3(d).3, we have (after rescaling) that \( k = 0, k_1 = O(1), k_2 \leq O(1), j \leq k_2 + O(1), \) and the \( l \) parameter is taken to be \( (k_2 - j)/2 + O(1) \). Again, we can borrow a small power from the \( \chi_{k = \max(k_1, k_2)}^{\delta} \chi_{j = \min(k_1, k_2)}^{\delta} \) factors to gain a small power of \( 2^{-l} \), which one can use to upgrade (338) to (339).

Finally, we turn to Case 2(c), which is more interesting, because \( l \) is now significantly larger. After rescaling, we have that \( k = 0, k_2 = O(1), k_1 \leq O(1), j \leq k_1 + O(1), \) and the \( l \) parameter is taken to be \( -(k_1 + j)/2 + O(1) \). The arguments on [16, p. 506] estimate the contribution here by

\[
\lesssim \sum_{\kappa, \kappa' \in K_1; \text{dist}(\kappa, \kappa') \sim 2^{-1+C}} \| P_0 P_{0, \kappa} Q_{<k_1+j-2C}^{+} (F P_{k_2, \kappa'} Q_{<k_1+j+C}' \psi) \|_{NFA[k_1]}^2 \lesssim (341)
\]

for some large constant \( C \).
Now we make a key new observation. The frequency localisation operators allow us to replace $F$ by the spacetime Fourier projection to the $2^{k_1} \times 2^{(k_1+j)/2} \times 2^{k_1+j}$ slab

$$S_{\kappa'} := \{ (\tau, \xi) : |\xi| \sim 2^{k_1}; \tau = \xi \cdot \omega_{\kappa'} + O(2^{k_1+j}); |\pi_{\omega_{\kappa'}}(\xi)| \sim 2^{-(k_1+j)/2} \}$$

oriented in the plane Minkowski-orthogonal to the null direction $(\omega_{\kappa'}, 1)$, where $\omega_{\kappa'}$ is the centre of the cap $\kappa'$, and $\pi_{\omega_{\kappa'}}(\xi)$ is the projection of $\xi$ to the orthogonal complement of $\omega_{\kappa'}$. Let us denote this projection by $F_{\kappa'}$. If one makes this replacement and then continues the argument in [16, p. 506] (but using strong null frame atoms instead of null frame atoms), one ends up with

$$\lesssim 2^{l/2} \left( \sum_{\kappa' \in K_l} \| F_{\kappa'} \|_{L_t^2 L_x^2}^{2-\delta-1} \right)^{1/2} \| P_{k_2,\kappa'} Q_{<k_1+j-C} \psi \|_{L_t^2 L_x^2}^{2-\delta-1} \|_{S[k_2,\kappa']}^{1/(2-\delta-1)}.$$

Now one makes the crucial geometric observation that the $S_{\kappa'}$ have a bounded overlap as $\kappa'$ varies, and so by Plancherel’s theorem we have

$$\left( \sum_{\kappa' \in K_l} \| F_{\kappa'} \|_{L_t^2 L_x^2}^2 \right)^{1/2} \lesssim \| F \|_{L_t^2 L_x^2}$$

and in particular

$$\left( \sum_{\kappa' \in K_l} \| F_{\kappa'} \|_{L_t^2 L_x^2}^q \right)^{1/q} \lesssim \| F \|_{L_t^2 L_x^2}$$

for all $2 \leq q \leq \infty$. Applying Hölder’s inequality with a large but finite value of $q$, we can then close the argument as in [16, p. 506].

Now one can obtain the analogue of the product estimates in [16, Equations (28), (29)] for the strong $N_k$ spaces. These estimates are proven in [16, Section 15] via a unified estimate [16, Equations (119)], which contains $N_k$ norms on both the left-hand side and right-hand side. Strengthening the $N_k$ norms on the right-hand side of course makes the task of proving these estimates easier; the difficulty comes from strengthening the $N_k$ norms on the left-hand side. Accordingly, one needs to search the proof for when the left-hand side is estimated using null frame atoms (other than via invocation of Lemma B.4, as we have already checked the strong version of this estimate). The only place where this occurs is in Case 3(c.2 of [16, Section 15], where null frame atoms appear on both the left and the right-hand side. But one easily verifies that changing the exponent of summation from 2 to $2 - \delta - 1$ on both sides does not impact the argument, and the proof can be modified without difficulty.

An inspection of the proof of the null form estimate [16, Equation (30)] in [16, Section 17] reveals that null frame atoms are not mentioned explicitly in the argument (although they implicitly appear through the
use of Lemma [B.4], so one can replace $N_k$ by strong $N_k$ here without difficulty.

Finally, we turn to the strong version of the (difficult) trilinear estimate [16, Equation (31)], proven in [16, Section 18], i.e. that

$$\|P_k L(\phi^{(1)}, \phi^{(2)}, \phi^{(3)})\|_{N^+_k} \lesssim \chi_{k = \max(k_1, k_2, k_3)}^\delta \chi_{k_1 \leq \min(k_2, k_3)}^\delta \prod_{i=1}^3 \|\phi^{(i)}\|_{S_{k_i}}$$

for some $\delta > 0$, whenever $\phi^{(i)} \in S_{k_i}$ for $i = 1, 2, 3$.

As before, we search the proof of this estimate for all explicit mention of null frame atoms; these occur at Case 4(b) and Case 4(e,3(c) in [16, Section 18]. In both of these cases we have normalised $k_3 = 0$, $k = k_1 + O(1)$, and $-\delta' k_1 \leq k_2 \leq 0$.

In Case 4(b), one sees that one can borrow a small power from $\chi_{k_1 \leq \min(k_2, k_3)}^\delta$ to gain a small power of $2^{-l}$, where $l$ is defined as $l = k_1/2 + O(1)$, and this allows us to upgrade the null frame atom to a strong null frame atom, as before. The case 4(c) is similar, except $l$ is now defined as $k_1 + 3\delta' k_1$. The claim follows. \(\square\)

### Appendix C. Proof of Lemma 6.4

We now prove Lemma 6.4. We shall just prove the second claim; it will be clear from the proof that the same argument also gives the first claim.

By shrinking $\varepsilon$ appropriately, we may allow all implied constants to depend on $\mu, C_0$. By a limiting argument we may take $\phi$ to be Schwartz.

In view of Definition 5.2, Lemma A.11 and the triangle inequality, it suffices to show that for any $I$, any Schwartz $\phi$ and any $k, k'$, that one can partition $I$ into $O(1)$ intervals $J$ such that

$$2^{k-k'/2c_0} 2^{-k'/2} \|P_{k', \kappa} \nabla_{t,x} \phi\|_{L^2_t L^\infty_x (T_{x_0, \omega, k} \cap (J \times \mathbb{R}^2))} \lesssim \varepsilon \|\phi\|_{S_{k}^+(I \times \mathbb{R}^2)}$$

for each $J$, and all $\kappa \in K_I$, $x_0$, $\omega$ as in Definition 5.2. From the definition of $S_k$ (in [16, Section 10]) and $N_k^+$ (in Definition 3.2) it thus suffices to show that for all $I$ and all Schwartz $\phi : I \times \mathbb{R}^2 \to \mathbb{C}$ with Fourier support in the region $\{D_0 \sim 2^k\}$, one can partition $I$ into $O(1)$ intervals $J$ such that

$$2^{-k/2} \|P_{\kappa, x_0} \nabla_{t,x} \phi\|_{L^2_t L^\infty_x (T_{x_0, \omega, k} \cap (I \times \mathbb{R}^2))} \lesssim \varepsilon (\|\phi\|_{S[k](I \times \mathbb{R}^2)} + \|\Box \phi\|_{N[k]^+(I \times \mathbb{R}^2)})$$

for all $\kappa, x_0, \omega$. 
We can rescale $k = 0$. The number of caps $\kappa$ is $O(1)$, so we can also fix $\kappa$. Our task is now to partition $I$ into $O_\varepsilon(1)$ intervals $J$ such that
\[
\sup_{x_0, \omega} \|P_{0, \kappa} \nabla_{t,x} \phi\|_{L^2_t L^\infty_x (T_{x_0, \omega, 0} \cap (J \times \mathbb{R}^2))} \lesssim \varepsilon (\|\phi\|_{S[0]} + \|\Box \phi\|_{N[0]+(J \times \mathbb{R}^2)})
\]
where it is always understood that one has the transversality condition $\text{dist}(\omega, \kappa), \text{dist}(\omega, -\kappa) \sim 1$.

Let us first establish this claim for free solutions, when $\Box \phi = 0$.

**Lemma C.1** (Divisibility for free solutions). Let $\phi$ be a Schwartz solution to the free wave equation $\Box \phi = 0$ supported on the frequency annulus $\{D_0 \sim 1\}$ and energy $E(\phi)$. Then one can partition $\mathbb{R}$ into $O_\varepsilon(1)$ intervals $J$ such that
\[
\sup_{x_0, \omega} \|P_{0, \kappa} \nabla_{t,x} \phi\|_{L^2_t L^\infty_x (T_{x_0, \omega, 0} \cap (J \times \mathbb{R}^2))} \lesssim \varepsilon E(\phi)^{1/2}
\]
for each $J$.

**Proof.** We can normalise $E(\phi) = 1$. Let $M$ be a large integer depending on $\varepsilon$ to be chosen later. Suppose the claim failed; then by the greedy algorithm, one could find disjoint time intervals $J_1, \ldots, J_M$ (which we may order from left to right), and tubes $T_{x_i, \omega_i, 0}$ for $i = 1, \ldots, M$, such that $\text{dist}(\omega_i, \kappa), \text{dist}(\omega_i, -\kappa) \sim 1$ and
\[
\|P_{0, \kappa} \nabla_{t,x} \phi\|_{L^2_t L^\infty_x (T_{x_i, \omega_i, 0} \cap (J_i \times \mathbb{R}^2))} \gtrsim \varepsilon
\]
for all $1 \leq i \leq M$. From Bernstein’s inequality we see that $|J_i| \gtrsim \varepsilon^2$ for all $i$.

Now we use the $TT^*$ method. Linearising the above inequality, we may then find curves $x_i : J_i \to \mathbb{R}^2$ with $x_i(t) = x_i + \omega_i t + O(1)$ for each $1 \leq i \leq M$, and a function $f_i : J_i \to \mathbb{R}^3$ with $\int_{J_i} |f_i(t)|^2 dt = 1$, such that
\[
\int_{J_i} P_{0, \kappa} \nabla_{t,x} \phi(t, x_i(t)) \cdot f_i(t) \, dt \gtrsim \varepsilon.
\]
We sum in $i$ and dualise to conclude that
\[
\| \sum_{i=1}^M \int_{J_i} U(-t) P_{0, \kappa} \delta_{x_i(t)} f_i(t) \, dt \|_{L^2_x(\mathbb{R}^2)} \gtrsim \varepsilon M,
\]
where $U(-t)$ is the wave propagator, whose (matrix-valued) symbol is a linear combination of $e^{2\pi t|\xi|}$ and $e^{-2\pi t|\xi|}$. Squaring this, we see that
\[
\sum_{i=1}^M \sum_{j=1}^M \int_{J_i} \int_{J_j} |\langle U(t' - t) P_{0, \kappa}^2 \delta_{x_i(t)}, \delta_{x_j(t')} \rangle| f_i(t) f_j(t') \, dt dt' \gtrsim \varepsilon M^2.
\]
A routine stationary phase calculation shows that
\[
|\langle U(t' - t) P_{0, \kappa}^2 \delta_x, \delta_{x'} \rangle| \lesssim (1 + |t - t'|)^{-1/2} (1 + \text{dist}(((t-t'), (x-x')), \Sigma))^{-100}
\]
(342)
where $\Sigma$ consists of the portion of the light cone $\{(t, x) : |t| = |x|\}$ where $x/|x|$ lies in $\kappa$ or $-\kappa$. Because the $\omega_i$ are transverse to $\kappa$, this implies in particular that
\[
|\langle U(t' - t)P_{0,\kappa}^2, \delta_{x_i(t')}, \delta_{x_j(t')} \rangle| \lesssim (1 + |t - t'|)^{-100}
\]
for any $1 \leq i \leq M$ and $t, t' \in J_i$. Another application of transversality reveals that
\[
\int_{t'}^t |\langle U(t' - t)P_{0,\kappa}^2, \delta_{x_i(t)}, \delta_{x_j(t')} \rangle| \, dt' \lesssim (1 + \text{dist}(J_i, J_j))^{-1/2}
\]
and
\[
\int_t^\infty |\langle U(t' - t)P_{0,\kappa}^2, \delta_{x_i(t)}, \delta_{x_j(t')} \rangle| \, dt \lesssim (1 + \text{dist}(J_i, J_j))^{-1/2}
\]
for all distinct $1 \leq i, j \leq M$ and $t \in J_i, t' \in J_j$. Applying Schur’s test we conclude that
\[
\int_{J_i} \int_{J_j} |\langle U(t' - t)P_{0,\kappa}^2, \delta_{x_i(t)}, \delta_{x_j(t')} \rangle| f_i(t) f_j(t') \, dt \, dt' \lesssim (1 + \text{dist}(J_i, J_j))^{-1/2}
\]
for all $i, j$. Since $|J_i| \gtrsim \varepsilon^2$, we have $\text{dist}(J_i, J_j) \gtrsim \varepsilon^2 |j - i|$; summing, we conclude that
\[
\sum_{i=1}^M \sum_{j=1}^M \int_{J_i} \int_{J_j} |\langle U(t' - t)P_{0,\kappa}^2, \delta_{x_i(t)}, \delta_{x_j(t')} \rangle| f_i(t) f_j(t') \, dt \, dt' \lesssim \varepsilon M^{3/2}
\]
which contradicts (342) if $M$ is large enough.

Now we return to the inhomogeneous solutions $\Box \phi = F$. We may assume that $I = [0, T]$ for some $T$. Using Duhamel’s formula and Lemma C.1 we may assume that $\phi[0] = 0$. Applying Corollary A.2, it suffices to show that for every strong $N[0]$ atom $F$, that we can partition $I$ into $O_{\varepsilon}(1)$ intervals $J$ such that
\[
\sup_{x_0, \omega} \|P_{0,\kappa, \omega}^{1,1/2} \|_{L_t^1 L_x^\infty(T_{x_0,\omega,0}^1(J \times \mathbb{R}^2))} \lesssim \varepsilon.
\]

There are three cases. Suppose first that $F$ is a $\tilde{X}^{0, -1/2, 1}$ atom. Then $\nabla_{t,x} \tilde{\phi}$ is bounded in $\tilde{X}^{1,1/2, 1}$, plus a free solution of frequency 1 that is bounded in energy (cf. [16] Section 11), and can be written as a modulated average of free solutions in the usual manner (cf. [16], Lemma 2.9), in which case the claim follows from Lemma C.1 and Corollary A.2.

In a similar fashion, if $F$ is an $L_t^1 L_x^2$ atom, then by Duhamel’s formula $\tilde{\phi}$ can be expressed as an average of free solutions of frequency 1 and bounded energy, localised to half-spaces $\{(t, x) : t \geq t_0\}$ in spacetime, and the claim again follows from Lemma C.1 and Corollary A.2 (note that localisation in spacetime cannot increase the $L_t^2 L_x^\infty$ norm).
Now we turn to the most difficult case, when $F$ is a strong $\pm$-null frame atom with frequency 1 and angle $2^{-l}$ for some $l > 10$. It is here that we will crucially rely on the fact that we have a strong null frame atom.

Let us first deal with the case when the angle $l$ is very large depending on $\varepsilon$. We express $F = \sum_{\kappa \in K_f} F_\kappa$ as in Definition B.2, which induces a corresponding decomposition $\phi = \sum_{\kappa \in K_f} \phi_\kappa$.

By (null) energy estimates and Duhamel’s formula, we know that $\phi_\kappa$ is equal to $\|F_\kappa\|_{\mathcal{NFA}[\kappa]}$ times an average of free solutions of frequency 1 and bounded energy, and also localised in frequency angle to a neighbourhood of $\pm \kappa$, localised to null half-spaces. A standard application of the TT$^*$ method (similar to that used to prove Lemma C.1) then shows that such free solutions are bounded in $L^2_t L^\infty_x(T_{x_0,\omega,0})$ with a norm of $O(2^{-1/2})$ uniformly over all choices of $x_0, \omega$ with $\text{dist}(\omega, \pm \kappa) \sim 1$. By Minkowski’s inequality, we thus have

$$\sup_{x_0, \omega} \|P_{0, \kappa} \nabla_{t,x} \phi_\kappa\|_{L^2_t L^\infty_x(T_{x_0,\omega,0}\cap(I \times \mathbb{R}^2))} \lesssim 2^{-1/2}\|F_\kappa\|_{\mathcal{NFA}[\kappa]}.$$

Taking $\ell^2$ norms of both sides and using Hölder’s inequality and (339), we conclude that

$$\sup_{x_0, \omega} \|P_{0, \kappa} \nabla_{t,x} \phi\|_{L^2_t L^\infty_x(T_{x_0,\omega,0}\cap(I \times \mathbb{R}^2))} \lesssim 2^{-\ell l}$$

for some absolute constant $c > 0$. This establishes the claim except when $l = O_\varepsilon(1)$.

Finally, we consider the case when $l = O_\varepsilon(1)$. Let $\varepsilon' > 0$ be chosen later, then by expressing each $\phi_\kappa$ as an average of truncated free solutions as before, and applying Lemma [C.1] and Corollary [A.2] we know that for each $\kappa$ we can divide $I$ into $O_{\varepsilon', l}(1)$ intervals $J$ such that

$$\sup_{x_0, \omega} \|P_{0, \kappa} \nabla_{t,x} \phi_\kappa\|_{L^2_t L^\infty_x(T_{x_0,\omega,0}\cap(J \times \mathbb{R}^2))} \lesssim \varepsilon'$$

on each $J$. By applying Corollary [A.2] again we conclude that we can divide $I$ into $O_{\varepsilon', l}(1)$ intervals $J$ such that

$$\sup_{x_0, \omega} \|P_{0, \kappa} \nabla_{t,x} \phi\|_{L^2_t L^\infty_x(T_{x_0,\omega,0}\cap(J \times \mathbb{R}^2))} \lesssim_l \varepsilon'$$

on each $J$. Taking $\varepsilon'$ sufficiently small depending on $\varepsilon, l$ we obtain the claim.

---

Intuitively, the frequency localisation to $\kappa$ will cause a spreading in physical space at scale $2^l$ in the direction orthogonal to $\kappa$, which is the cause of the $2^{-1/2}$ gain. Alternatively, one can foliate the sector of the light cone associated to $\kappa$ into a superposition of light rays (with the net measure of this superposition being $O(2^{-l})$), obtain an $L^2_t L^\infty_x$ estimate for the contribution of each light ray, and then average using Cauchy-Schwarz (cf. [26] for a similar argument).
Appendix D. $L^p$ and exceptional sets

Minkowski’s integral inequality implies that if a family $(f_y)_{y \in Y}$ of functions on a measure space $X$ is uniformly bounded in $L^p(X)$, then (assuming some mild measurability conditions) any average $\int_Y f_y \, d\nu(y)$ of the $f_y$, where $\nu$ is a probability measure on $Y$, is also bounded in $L^p(X)$.

Now suppose that we additionally know that each $f_y$ is small in $L^p$ outside of an exceptional set $F_y$. If the exceptional set $F_y$ was independent of $y$, then another appeal to Minkowski’s inequality would tell us that the average $\int_Y f_y \, d\nu(y)$ is also small in $L^p$ outside of the exceptional set. For our applications, however, the exceptional set $F_y$ will depend on $y$. Fortunately, one still has a substitute for this fact in this setting, as long as one stays away from the endpoints $p = 1, p = \infty$:

Lemma D.1 (Minkowski’s inequality with exceptional sets). Let $(X, \mu)$ be a measure space, let $1 < p < \infty$, let $0 < \varepsilon \leq 1$, let $(Y, \nu)$ be a probability space, and for each $y \in Y$ let $f_y \in L^p(X)$ and $F_y \subset X$ be a measurable set such that

$$\|f_y\|_{L^p(X)} \leq A$$

and

$$\|f_y\|_{L^p(X \setminus F_y)} \leq \varepsilon A.\]$$

Assume also that the function $(x, y) \mapsto f_y(x)$ is measurable on $X \times Y$, and the set $\{(x, y) : x \in F_y\}$ is similarly measurable in $X \times Y$. Then for any $k \geq 1$, there exists $y_1, \ldots, y_k \in Y$ such that

$$\left\| \int_Y f_y \, d\nu(y) \right\|_{L^p(X \setminus (F_{y_1} \cup \ldots \cup F_{y_k}))} \leq \varepsilon A + \left(p - 1\right)^{1/p'} k^{-1/p'} A$$

where $p' = p/(p - 1)$ is the dual exponent of $p$. In particular, if $k$ is sufficiently large depending on $\varepsilon, p$, one has

$$\left\| \int_Y f_y \, d\nu(y) \right\|_{L^p(X \setminus (F_{y_1} \cup \ldots \cup F_{y_k}))} \leq 2\varepsilon A$$

Proof. We can normalise $A := 1$. We split

$$\int_Y f_y \, d\nu(y) = \int_Y f_y 1_{F_y} \, d\nu(y) + \int_Y f_y 1_{X \setminus F_y} \, d\nu(y).$$

From Minkowski’s inequality we have

$$\left\| \int_Y f_y 1_{X \setminus F_y} \, d\nu(y) \right\|_{L^p(X)} \leq \varepsilon$$

so it suffices to show that

$$\left\| \int_Y f_y 1_{F_y} \, d\nu(y) \right\|_{L^p(X \setminus (F_{y_1} \cup \ldots \cup F_{y_k}))} \leq \left(p - 1\right)^{(p-1)/p} k^{-(p-1)/p} A.$$
We use the probabilistic method. Select $y_1, \ldots, y_k \in Y$ independently and uniformly at random using the probability measure $\nu$. It suffices to show that

$$\mathbb{E}\left\| \int_Y f_y 1_{F_y} \, d\nu(y) \right\|_{L^p(X \setminus (F_{y_1} \cup \ldots \cup F_{y_k}))}^p \leq (p - 1)^{p-1} k^{-(p-1)}.$$

By the Fubini-Tonelli theorem, we can rewrite the left-hand side as

$$\int_X (\mathbb{E}_{x \in X} 1_{X \setminus (F_{y_1} \cup \ldots \cup F_{y_k})}(x)) \int_Y f_y 1_{F_y}(x) \, d\nu(y) \, d\mu(x).$$

For each $x$, let $E_x \subset Y$ be the set $E_x := \{ y \in Y : x \in F_y \}$. Then by independence, we see that

$$\mathbb{E}_{x \in X} 1_{X \setminus (F_{y_1} \cup \ldots \cup F_{y_k})}(x) = (1 - \nu(E_x))^k;$$

meanwhile, by Hölder’s inequality one has

$$|\int_Y f_y 1_{F_y}(x) \, d\nu(y)|^p = \int_{E_x} |f_y| \, d\nu(y) \leq \nu(E_x)^{p-1} \int_Y |f_y|^p \, d\nu(y).$$

Also, from calculus we see that the function $t \mapsto (1 - t)^{p-1} k^p$ for $0 \leq t \leq 1$ is maximised when $t = \frac{p-1}{p-1+k}$, where it takes the value

$$\frac{k^p(p-1)^{p-1}}{(p-1+k)^{p-1+x}} \leq (\frac{p-1}{k})^{p-1}.$$ Combining all these estimates together we obtain

$$\int_X \int_Y (\frac{p-1}{k})^{p-1} |f_y|^p \, d\nu(y) \, d\mu(x)$$

and the claim follows from another application of the Fubini-Tonelli theorem. 

\[\square\]

**Appendix E. Dispersion of the free wave equation**

Let $\phi$ be a solution to the free wave equation on $\mathbb{R}^{1+2}$. Observe that the energy

$$\mathbb{E}(\phi) = \mathbb{E}(\phi[t]) := \frac{1}{2} \int_{\mathbb{R}^2} |\nabla_{t,x} \phi(t, x)|^2 \, dx$$

is independent of time.

The purpose of this section is to establish the following local energy dispersion estimate away from a few light rays.

**Theorem E.1** (Energy dispersion away from light rays). Let $\phi$ be a solution to the free wave equation on $\mathbb{R}^{1+2}$. Let $0 < \mu < 1$. Then there exists a collection $(T_\beta)_{\beta \in B}$ of (infinite) tubes of frequency parameter 1 (i.e. thickness 1) and cardinality at most $O(\mu^{-O(1)})$ such that

$$\int_{|x-x_0| \leq 1} |\nabla_{t,x} \phi(t_0, x)|^2 1_{\mathbb{R}^{1+2} \setminus \bigcup_{\beta \in B} T_\beta}(t_0, x) \, dx \lesssim \mu \mathbb{E}(\phi).$$

for all $(t_0, x_0) \in \mathbb{R}^{1+2}$.
We now prove this theorem. We may normalise $E(\phi)$ to equal 1, and we may assume $\mu$ to be small (e.g. $\mu \leq 1/100$). We now perform the following greedy algorithm to remove pieces of concentrated energy from $\phi$:

- Step 0. Initialise $\phi' := \phi$.
- Step 1. If there are no points $(t_0, x_0)$ in spacetime where $\int_{|x-x_0| \leq 1} |\nabla_{t,x} \phi'(t_0, x)|^2 \, dx \leq \mu$ then STOP.
- Step 2. Otherwise, let $\psi$ be the solution to the free wave equation with $\psi[t_0] := 1_{|x-x_0| \leq 1} \phi'[t_0]$; observe from computing the energy at $t_0$ that $E(\phi' - \psi) \leq E(\phi') - \mu$. Now replace $\phi'$ by $\phi' - \psi$ and return to step 1.

As the energy decreases by $\mu$ at each stage of the iteration, this procedure must halt after at most $O(1/\mu)$ steps, and produces a decomposition

$$\phi = \phi_0 + \sum_{j=1}^{J} \psi_j$$

where $J = O(1/\mu)$, $\phi_0, \psi_j$ solve the free wave equation, $\phi_0$ is dispersed in the sense that

$$\int_{|x-x_0| \leq 1} |\nabla_{t,x} \phi_0(t_0, x)|^2 1_{R^{1+2}} \cup_{\beta \in B} T_{\phi_0}(t_0, x) \, dx \leq \mu$$

for all $t_0, x_0$, and for each $1 \leq j \leq J$ there exists $(t_j, x_j)$ such that $\psi_j[t_j]$ is supported in the disk $\{x \in R^2 : |x - x_0| \leq 1\}$.

By the triangle inequality, it thus suffices to find, for each $j$, a collection $(T_{\beta})_{\beta \in B}$ of (infinite) tubes of frequency parameter 1 and cardinality $O(\mu^{-O(1)})$ such that

$$\int_{|x-x_0| \leq 1} |\nabla_{t,x} \psi_j(t_0, x)|^2 1_{R^{1+2}} \cup_{\beta \in B} T_{\psi_j}(t_0, x) \, dx \leq \mu^2$$

for all $t_0, x_0$.

Fix $j$. By spacetime translation invariance we may take $t_j = x_j = 0$.

When $|t_0| \leq \mu^{-100}$, $\psi_j$ is supported in a region of diameter $O(\mu^{-100})$ by finite speed of propagation, which can be easily covered by $O(\mu^{-O(1)})$ tubes, so by time reversal symmetry we only need to consider the region $t_0 > \mu^{-100}$. From the fundamental solution we see that we only need to consider $x_0$ in the range $||x_0| - t_0| \leq \mu^{-10}$ (say).

Call $(t_0, x_0)$ a concentration point if $t_0 \geq \mu^{-100}$, $||x_0| - t_0| \leq \mu^{-10}$, and

$$\int_{|x-x_0| \leq 1} |\nabla_{t,x} \psi_j(t_0, x)|^2 \, dx > \mu^2.$$
Using standard Fourier integral operator propagation of singularities theory (or \(TT^*\) and stationary phase), we see that if \((t_0, x_0)\) is a concentration point, then there is energy concentration in frequency space along a sector parallel to \(x_0\), in the sense that

\[
\int_{\Gamma_{t_0, x_0}} |\nabla_{t, x} \check{\phi}(0, \xi)|^2 \, d\xi \gtrsim \mu^{O(1)}.
\]

(343)

where

\[
\Gamma_{t_0, x_0} := \{ \xi \in \mathbb{R}^2 : |\xi| \gtrsim \mu^{O(1)} t_0; \angle \xi, \pm e_1 \lesssim \mu^{O(1)}/t_0 \}.
\]

Applying the greedy algorithm (starting with the maximal value of \(t_0\) and working one’s way down to locate a maximal disjoint collection of \(\Gamma_{t_0, x_0}\)), we see that the set of all \((t_0, x_0)\) which obey (343) can be covered by \(O(\mu^{-O(1)})\) tubes of thickness \(O(\mu^{-O(1)})\), and the claim follows.

**Appendix F. A refined bilinear \(L^2\) estimate**

In [23], the following refined bilinear \(L^2\) estimate was established:

**Theorem F.1.** [23] Let \(0 < \mu < 1\) and let \(\phi\) a solution to the free wave equation on \(\mathbb{R}^{1+2}\) with spacetime Fourier transform supported on the region \(\{(|\xi|, \xi) : |\xi| \sim 1; \angle \xi, e_1 \leq \pi/8\}\). Then there exists a collection \((T_\beta)_{\beta \in \mathcal{B}}\) of (infinite) tubes of frequency parameter \(1\) (i.e. thickness \(1\)) and cardinality at most \(O(\mu^{-O(1)})\) such that

\[
\|\phi \psi\|_{L^2_{t,x}(\mathbb{R}^{1+2} \setminus \bigcup_{\beta \in \mathcal{B}} T_\beta)} \lesssim \mu 2^{-k} \|\phi[0]\|_{\dot{H}^1 \times L^2(\mathbb{R}^2)} \|\psi[0]\|_{\dot{H}^1 \times L^2(\mathbb{R}^2)}
\]

whenever \(k \geq 0\) and \(\psi\) is a solution to the free wave equation with spacetime Fourier transform supported on the region \(\{(|\xi|, \xi) : |\xi| \sim 2^k; \angle \xi, -e_1 \leq \pi/8\}\).

The point here is the gain of \(\mu\), as otherwise this estimate follows from standard bilinear \(L^2\) estimates on \(\mathbb{R}^{1+2}\).

Theorem F.1 implies a null form analogue:

**Theorem F.2.** Let \(0 < \mu < 1\) and let \(\phi\) a solution to the free wave equation on \(\mathbb{R}^{1+2}\) with spatial Fourier transform supported on the region \(\{|\xi| \sim 1\}\). Then there exists a collection \((T_\beta)_{\beta \in \mathcal{B}}\) of tubes of frequency parameter \(1\) and cardinality at most \(O(\mu^{-O(1)})\) such that

\[
\|\partial^\alpha \phi \partial_\alpha \psi\|_{L^2_{t,x}(\mathbb{R}^{1+2} \setminus \bigcup_{\beta \in \mathcal{B}} T_\beta)} \lesssim \mu \|\phi[0]\|_{\dot{H}^1 \times L^2(\mathbb{R}^2)} \|\psi[0]\|_{\dot{H}^1 \times L^2(\mathbb{R}^2)}
\]

whenever \(k \geq 0\) and \(\psi\) is a solution to the free wave equation with spatial Fourier transform supported on the region \(\{\xi : |\xi| \sim 2^k\}\).
Proof. The spacetime Fourier transforms of $\phi, \psi$ are supported on the double light cone $\{(\tau, \xi) : |\tau| = |\xi|\}$. Decomposing the double light cone into upper and lower components, and using symmetry, we may assume that $\phi$ has Fourier transform on the cone $\{(|\xi|, \xi) : |\xi| \sim 1\}$ and $\psi$ has Fourier transform on the cone $\{(|\pm\xi|, \xi) : |\xi| \sim 2^k\}$ for some sign $\pm$.

Let us suppose first that $\pm = +$; we will treat the case $\pm = -$ later. We then use an angular Whitney decomposition to partition the null form $\partial^\alpha \phi \partial^\alpha \psi$ into components $\sum_{\kappa, \kappa'} \partial^\alpha \phi_{\kappa} \partial^\alpha \psi_{\kappa'}$ where the spatial Fourier transforms of $\phi_{\kappa}, \psi_{\kappa'}$ are supported on sectors $\Gamma_{\kappa}, \Gamma_{\kappa'}$ respectively of angular width and separation $\sim 2^{-l}$ for some $l \geq 0$. Standard null form estimates (e.g. [9]) then give

$$\|\partial^\alpha \phi_{\kappa} \partial^\alpha \psi_{\kappa'}\|_{L^2_{t,x}(\mathbb{R}^{1+2})} \lesssim 2^{-c l} \|\phi_{\kappa}[0]\|_{H^1 \times L^2(\mathbb{R}^2)} \|\psi_{\kappa'}[0]\|_{H^1 \times L^2(\mathbb{R}^2)}$$

for some absolute constant $c > 0$ (in fact one can take $c = 1/4$); summing this using Cauchy-Schwarz, we see that the contribution of all the sectors with $2^{-l} \ll \mu C$ for some large absolute constant $C$ are acceptable, so we only need to consider the $O(\mu^{-O(1)})$ contributions in which $2^{-l} = \mu^{O(1)}$. But for each of these contributions one can use a Lorentz transformed version of Theorem [F.1] (discarding the null structure by treating each component $\alpha$ of the null form separately) to obtain the claim for some collection of tubes $(T_\beta)_{\beta \in B}$ depending on $\kappa, \kappa'$ (and with $\mu$ replaced by $\mu^{C'}$ for some suitably large $C'$); taking the union of all these tubes and using the triangle inequality we obtain the claim.

The claim for $\pm = -$ is similar, except that one works with $-\Gamma_{\kappa'}$ instead of $\Gamma_{\kappa'}$, and uses the trivial fact that $\Phi \Psi$ and $\Phi \overline{\Psi}$ have the same $L^2_{t,x}$ norm for any $\Phi, \Psi$.

The main purpose of this appendix is to extend Theorem [F.2] further, to the case where $\phi, \psi$ solve an inhomogeneous wave equation. More precisely, we will show

**Theorem F.3.** Let $0 < \mu < 1$ and let $I$ be an interval containing $0$. Let $\phi, \psi : I \times \mathbb{R}^2 \to \mathbb{C}$ be a Schwartz function with spatial Fourier transforms supported on the regions $\{|\xi| \sim 1\}, \{|\xi| \sim 2^k\}$ respectively for some $k \geq 0$. Then there exists a collection $(T_\beta)_{\beta \in B}$ of tubes of frequency parameter $1$ and cardinality at most $O(\mu^{-O(1)})$ such that

$$\|\partial^\alpha \phi_{\kappa} \psi_{\kappa'}\|_{L^2_{t,x}(I \times \mathbb{R}^2 \setminus \cup_{\beta \in B} T_\beta)} \lesssim \mu \|\phi\|_{S^0(\mathbb{R}^2)} \|\psi\|_{S^0(\mathbb{R}^2)},$$

where the implied constants can depend on $\delta_{-1}$. 
We now prove this theorem. We may normalise 
\[ \|\phi[0]\|_{H^1 \times L^2(\mathbb{R}^2)} + \|\Box \phi\|_{N_0(I \times \mathbb{R}^2)} = \|\psi[0]\|_{H^1 \times L^2(\mathbb{R}^2)} + \|\Box \psi\|_{N_k(I \times \mathbb{R}^2)} = 1, \]
and then by (129) the right-hand side of (343) is 1.

By Duhamel’s formula, on \( I \times \mathbb{R}^2 \), \( \phi \) is an average of a solution to the free wave equation with \( \dot{H}^1 \times L^2(\mathbb{R}^2) \) norm (or energy) \( O(1) \), and the fundamental solution \( \Box^{-1} \) applied to very strong \( N[O(1)] \) atoms as defined in Definition B.2. Using Lemma D.1 we may assume that \( \phi \) is just one of these expressions in the average, i.e. either a solution to the free wave equation of energy \( O(1) \), or \( \Box^{-1} \) of a very strong \( N[O(1)] \) atom. Similarly, we may assume that \( \psi \) is either a solution to the free wave equation of energy \( O(1) \), or \( \Box^{-1} \) of a strong \( N[k + O(1)] \) atom. Our task is then to find at most \( O(\mu^{-O(1)}) \) tubes of frequency parameter 1 such that

\[ \|\partial^\alpha \phi \partial t \psi\|_{L^2_{t,x}(I \times \mathbb{R}^2) \backslash \bigcup_{\beta \in B} T_\beta} \lesssim \mu. \] (346)

If \( \phi = \Box^{-1} \) of an \( L^1_1 L^2_x \) atom, then it can be expressed (by Duhamel’s formula) as an average of solutions to the free wave equation of energy \( O(1) \), localised to half-spaces in spacetime; furthermore, first derivatives of \( \phi \) can be similarly expressed. By applying Lemma D.1 again we see that the \( L^1_1 L^2_x \) atom case can be reduced to the free wave equation case, and similarly for \( \psi \).

Next, we eliminate the case when \( \phi = \Box^{-1} \) of a strong null frame atom, reducing it to the free case. Suppose that \( \phi = \Box^{-1} \) of a strong null frame atom \( F \) with frequency \( \sim 1 \) and angle \( 2^{-l} \) for some \( l \geq 10 \). Let \( C > 0 \) be a large constant to be chosen later. Interpolating the condition (339), one can split the strong null frame into \( O(\mu^C) \) times an ordinary null frame atom \( F \) of the same frequency and angle, plus an expression \( \sum_{\kappa \in K_1} \Box^{-1} F_\kappa \) where \( F_\kappa \) is as in Definition B.2 but with

\[ \sum_{\kappa \in K_1} \|F_\kappa\|_{NFA[\kappa]} \lesssim \mu^{-O_C(1)} \]

instead of (339) or (338) (note that we allow implied constants to depend on \( \delta_{-1} \)).

To deal with the contribution of \( \sum_{\kappa \in K_1} \Box^{-1} F_\kappa \), it suffices by Lemma D.1 to find, for each \( \kappa \), a collection of tubes \( B_\kappa \) of cardinality \( O(\mu^{-O_C(1)}) \) such that

\[ \|\partial^\alpha (\Box^{-1} F_\kappa) \partial t \psi\|_{L^2_{t,x}(I \times \mathbb{R}^2) \backslash \bigcup_{\beta \in B} T_\beta} \lesssim \mu^C \|F_\kappa\|_{NFA[\kappa]}. \]

for some large \( C’ \) (depending on \( C \)). But one can express \( \Box^{-1} F_\kappa \) as \( \|F_\kappa\|_{NFA[\kappa]} \) times an average of free waves of energy \( O(1) \), localised to null half-spaces (see [16] Section 11), so by yet another application of
Lemma D.1, we see that the contribution of this case reduces to that of a free wave.

Now we look at the contribution of $\square^{-1}F$. From the energy estimate in [16, Equation (27)], we have

$$\|\square^{-1}F\|_{S_0(\mathbb{R}^{1+2})} \lesssim \mu^C; \quad \|\psi\|_{S_k(\mathbb{R}^{1+2})} \lesssim 1$$

and hence by the null form estimate in [16, Equation (30)], one has

$$\|\partial^\alpha(\square^{-1}F)\partial_\alpha \psi\|_{N_k(\mathbb{R}^{1+2})} \lesssim \lambda_k = k^C$$

for all $k'$ and some $\delta > 0$. Since $N_k$ controls the $\dot{X}^{0,-1/2,1}$ norm, we conclude that

$$\|Q_{<j}(\partial^\alpha(\square^{-1}F)\partial_\alpha \psi)\|_{N_k(\mathbb{R}^{1+2})} \lesssim \mu$$

for some $j \sim C \log \frac{1}{\mu}$. To deal with the remaining $Q_{\geq j}$ contribution, we see from the geometry of the cone that

$$Q_{\geq j}(\partial^\alpha Q_{<j-10}(\square^{-1}F)\partial_\alpha Q_{<j-10}) = 0$$

so it suffices to estimate the terms involving either $Q_{\geq j-10}\square^{-1}F$ or $Q_{\geq j-10}\psi$. But from the energy estimate in [16, Equation (27)] followed by [16, Equation (84)], one has

$$\|\nabla_{t,x}Q_{\geq j-10}\square^{-1}F\|_{L^2_tL_{x}^\infty(\mathbb{R}^{1+2})}, \|\nabla_{t,x}Q_{<j-10}\square^{-1}F\|_{L^\infty_tL^\infty_x(\mathbb{R}^{1+2})} \lesssim \mu$$

and

$$\|\nabla_{t,x}Q_{\geq j-10}\psi\|_{L^2_tL^2_x(\mathbb{R}^{1+2})}, \|\nabla_{t,x}Q_{<j-10}\psi\|_{L^\infty_tL^\infty_x(\mathbb{R}^{1+2})} \lesssim 1$$

if $C$ is large enough, so these contributions are acceptable by Hölder’s inequality.

The same arguments also allow us to reduce the case when $\psi$ is $\square^{-1}$ of a strong null frame atom to that where it is a free wave of energy $O(1)$.

To summarise so far, we have reduced to the case where $\phi$ is a free wave of energy $O(1)$ or $\square^{-1}$ of a $\dot{X}^{0,-1/2,1}$ atom, and $\psi$ is either a free wave of energy $O(1)$, or $\square^{-1}$ of a $\dot{X}^{0,-1/2,1}$ atom.

If $\phi, \psi$ are both free waves, the claim follows from Theorem F.2, so suppose now that $\phi$ is a free wave and $\psi$ is $\square^{-1}$ of a $\dot{X}^{0,-1/2,1}$ atom at some modulation $j$, thus $\psi$ has spacetime Fourier support on the region \(\{|\xi| \sim 2^k; |\tau| - |\xi| \sim 2^j\}\) and $\nabla_{t,x} \psi$ has an $L^2_{t,x}$ norm of $O(2^{-j/2})$.

We apply Theorem F.2 to create a family of tubes $(T_\beta)_{\beta \in B}$ with the stated properties. We then partition the time axis $\mathbb{R}$ into intervals
$J$ of length $2^{-j}$. By a Fourier expansion in time (using the Poisson
summation formula and Plancherel’s theorem), we see that
\[
\left( \sum_j (2^{-j/2} \| \nabla_{t,x} \psi \|_{L^2_t L^2_x (J \times \mathbb{R}^2)}^2 + 2^{j/2} \| \Box \psi \|_{L^2_t L^2_x (J \times \mathbb{R}^2)}^2) \right)^{1/2} \lesssim 1.
\]
and thus by Hölder’s inequality
\[
\left( \sum_j (\| \nabla_{t,x} \psi \|_{L^\infty_t L^2_x (J \times \mathbb{R}^2)} + \| \Box \psi \|_{L^1_t L^2_x (J \times \mathbb{R}^2)}^2) \right)^{1/2} \lesssim 1.
\]
On the other hand, from Theorem [F.2], Duhamel’s formula, and Minkowski’s
inequality, one has
\[
\| \partial^\alpha \phi \partial_\alpha \psi \|_{L^2_t L^2_x (J \times \mathbb{R}^2)} \lesssim \mu (\| \nabla_{t,x} \psi \|_{L^\infty_t L^2_x (J \times \mathbb{R}^2)} + \| \Box \psi \|_{L^1_t L^2_x (J \times \mathbb{R}^2)}).
\]
Square summing in $J$, we obtain the claim.

Now suppose that $\phi$ is $\Box^{-1}$ of a $\dot{X}^{0,-1/2,1}$ atom at some modulation $j'$,
and that $\psi$ is a free wave. We partition the time axis into intervals $J'$
of length $2^{-j'}$. As before, the quantities
\[
e_j^\prime := \| \nabla_{t,x} \phi \|_{L^\infty_t L^2_x (J' \times \mathbb{R}^2)} + \| \Box \phi \|_{L^1_t L^2_x (J' \times \mathbb{R}^2)} \]
have an $\ell^2$ norm of $O(1)$. On each $J'$, one can use the preceding arguments
to find a collection $B_{j'}$ of tubes $T_{\beta'}$ with cardinality $O(\mu^{-O(1)})$
such that
\[
\| \partial^\alpha \phi \partial_\alpha \psi \|_{L^2_t L^2_x (J' \times \mathbb{R}^2 \setminus \bigcup_{\beta' \in \Lambda_{B_{j'}}} T_{\beta'})} \lesssim \mu c_{j'}.
\]
Unfortunately, we cannot square sum in $J'$ to conclude because the
$B_{j'}$ vary in $J'$. To remedy this, we take advantage of the free nature
of $\psi$, and use Theorem [E.1] to find another collection $B$ of tubes $T_\beta$
of cardinality $O(\mu^{-O_C(1)})$, where $C$ is a large constant to be chosen later,
such that
\[
\int_{|x-x_0| \leq 1} |\nabla_{t,x} \psi(t_0,x)|^2 1_{R^{1+2} \setminus \bigcup_{\beta \in B} T_\beta}(t_0,x)
\]
dx \lesssim \mu^C.

for all $(t_0,x_0) \in \mathbb{R}^{1+2}$.

Let us now consider the quantity
\[
\| \partial^\alpha \phi \partial_\alpha \psi \|_{L^2_t L^2_x ((J' \times \mathbb{R}^2 \cap T_{\beta'}) \setminus \bigcup_{\beta \in B} T_{\beta})} \tag{347}
\]
for some $J'$ and some $\beta' \in B_{j'}$. By construction, $\nabla_{t,x} \psi$ has a $L^\infty_t L^2_x$
norm of $O(\mu^C)$ on this domain. If, on the other hand, $\phi$ which
is transverse to $T_{\beta'}$ in the sense that the spatial Fourier transform is
supported on a sector making an angle of at least $\mu^C$ with the direction
of $T_{\beta'}$ is of size $O(\mu^C)$ if $c > 0$ is a small enough absolute constant,
null energy estimates and Bernstein’s inequality show that the $L^2_t L^\infty_x$
norm on $T_{\beta'}$ is $O(\mu^{-O(c^2)})$, so the net contribution to (347) is $O(\mu^C)$
if $c$ is small enough and $C$ large enough. Summing over $\beta'$ and then
square-summing over \( J' \) we see that the contribution to (346) here is acceptable for \( C \) large enough.

It remains to consider the contribution of

\[
\| \partial^\alpha (P_{T_{j'}'} \phi) \partial_\alpha \psi \|_{L^2_t x_j ((J' \times \mathbb{R}^2) \cap T_{j'}')} \setminus \bigcup_{\beta \in B} T_{\beta'}
\]

where \( P_{T_{j'}'} \) is the spatial Fourier projection to a sector of angular width \( O(\mu^C) \) centred in the direction of \( T_{j'}' \).

From Bernstein’s inequality we now see that \( \nabla_{t,x} P_{T_{j'}'} \phi \) has an \( L^\infty_t L^2_x (T_{j'}') \) norm of \( O(\mu^{C/2} c_{j'}) \). Now suppose that \( \psi \) is transverse to \( T_{j'}' \) in the sense that the spatial Fourier transform is supported on a sector making an angle of at least \( -\mu \) of length \( 2^{-j} \), and then partition further into intervals \( J \) of length \( 2^{-j} \), and then partition further into intervals \( J' \) of length \( 2^{-j'} \) (assuming for sake of notation that \( j, j' \) differ by an integer amount, though it is easy to remove this requirement). As before, the quantities \( c_{j'}' := \| \nabla_{t,x} \phi \|_{L^\infty_t L^2_x (J' \times \mathbb{R}^2)} + \| L^1_t L^2_x (J' \times \mathbb{R}^2) \|
\)

and

\[
c_J := \| \nabla_{t,x} \psi \|_{L^\infty_t L^2_x (J \times \mathbb{R}^2)} + \| L^1_t L^2_x (J \times \mathbb{R}^2) \|
\]

both have \( L^2 \) norms of \( O(1) \). Using standard null form estimates, we conclude that

\[
\| \partial^\alpha \phi \partial_\alpha \psi \|^2_{L^2_t x_j (J \times \mathbb{R}^2)} \lesssim c_J^2 \sum_{J' \subset J} (c_{j'}')^2.
\]

Thus, the net contribution to (346) of all the \( J \) for which either \( c_J^2 \lesssim \mu \) or \( \sum_{J' \subset J} (c_{j'}')^2 \lesssim \mu \) will be acceptable. By Markov’s inequality, there are only \( O(1/\mu) \) intervals \( J \) remaining. On each of these intervals, \( \psi \) behaves essentially like a free wave and one can repeat the previous
arguments (with $\mu$ replaced by $\mu^2$); summing, we obtain the claim. The proof of Theorem [1.3] is now complete.
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