APPLICATIONS OF INTERSECTION THEORY:  
FROM MAXIMUM LIKELIHOOD TO CHROMATIC POLYNOMIALS

RODICA ANDREEA DINU, MATEUSZ MICHALEK AND TIM SEYNNAEVE

Abstract. Recently, we have witnessed tremendous applications of algebraic intersection theory to branches of mathematics, that previously seemed very distant. In this article we review some of them. Our aim is to provide a unified approach to the results e.g. in the theory of chromatic polynomials (work of Adiprasito, Huh, Katz), maximum likelihood degree in algebraic statistics (Drton, Manivel, Monin, Sturmfels, Uhler, Wiśniewski), Euler characteristics of determinantal varieties (Dimca, Papadima), characteristic numbers (Aluffi, Schubert, Vakil) and the degree of semidefinite programming (Bothmer, Nie, Ranestad, Sturmfels). Our main tools come from intersection theory on special varieties called the varieties of complete forms (De Concini, Procesi, Thaddeus) and the study of Segre classes (Laksov, Lascoux, Pragacz, Thorup).
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1. INTRODUCTION

In a broad sense the aim of the article is to review applications of intersection theory. From the very beginning we are doomed to fail, as on the one hand there are too many applications even to fit in one book, on the other hand setting up correct foundations of intersection theory in detail is very technical and lengthy. Thus, we focus on very particular, recent applications, especially those that appear in disciplines not classically related to algebraic geometry. The reader interested in more technical aspects is referred to the great books \[23,28\].

Our approach is not very different from what has happened in the history of intersection theory. Most mathematicians first enjoyed the “applications” as classically done by Schubert, with the technical details only proved later (in fact, throughout the century). One of the reasons is that intersection theory often provides very intuitive, simple tools that give many concrete answers and lead to great results, however proving that the given methods always work may require tremendous work. Nowadays, most of the classical results are well-justified. Thus we hope the reader may enjoy the forthcoming journey, without worrying about the “engine”.

We will present results mainly about two invariants: chromatic polynomials of graphs and maximum likelihood (ML) degrees of linear concentration models \[59\]. A priori, these objects are completely unrelated, apart from the fact that both: coefficients of the chromatic polynomial and ML-degrees are integers. The first aim is to interpret those integers in terms of intersection theory. Here, the approach is through projective degrees of rational maps. First we associate to our object (graph or statistical model) a subspace \(\mathbb{P}(L)\) of a projective space \(\mathbb{P}(V)\). The space \(V\) depends on the type of the object (e.g. number of edges of the graph) and the space \(L\) precisely encodes the object. Further, the space \(V\) comes to us with a distinguished polynomial \(F\). The graph of the gradient of \(F\) restricted to \(\mathbb{P}(L)\) turns out to be a variety that encodes a lot of the invariants of the object we started from. By performing intersection theory on that graph we are able to recover those invariants.

From the technical point of view, the graph of the gradient of \(F\) is in most cases too singular to be able to effectively perform intersection theory on it. Fortunately, there exist resolutions of this graph with wonderful properties. The celebrated example, when our object is a graph (or more generally a matroid), was presented in \[36\], where \(F\) is simply the product of the coordinates and the resolution is the permutohedral variety. In a greater generality we present various varieties of complete forms, which are precisely the resolutions we need.

We believe that the piece of mathematics presented in the review has advantages exceeding simply being beautiful. First, it gives a new point of view on important invariants. This in many cases allows a simpler computation of the invariants (although using sophisticated techniques!). Second, algebraic geometry provides a wealth of structural theorems, which reveal properties of the invariants, that were hard to see or prove otherwise. Last, using the presented techniques may lead
to new invariants of the classical objects, that might be used e.g. in classification problems.

The interplay of algebraic intersection theory and the study of invariants coming from different disciplines reveals new structure, that seems to be missed before. In classical intersection theory, we study one variety $X$, possibly with distinguished (classes of) subvarieties $Y_1, \ldots, Y_k$, obtaining the integer invariants by intersecting the $Y_i$’s. The conjectures, coming e.g. from algebraic statistics, concern sequences of numbers, when the variety $X$ changes. Still, as we will see, one can often obtain a nice, structured answer, concerning the invariants, by applying methods from enumerative geometry. This shift of interest from studying intersection theory on one $X$, to the study how the answer changes, when $X$ changes, is a part of the Bodensee program which we introduce in the last Section 7 of the article.
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2. Gradients and geometry: general construction

Let us consider a homogeneous polynomial $F \in S^d V^*$ of degree $d > 0$ on the finite dimensional vector space $V$. It partitions $V$ in sets $V_{F=\lambda} := \{v \in V : F(v) = \lambda\}$.

2.1. What is the gradient? Let us fix $v \in V$ with $F(v) = \lambda \in \mathbb{C}$ and assume that $v$ is a smooth point of $V_{F=\lambda}$. The tangent space $T_v V_{F=\lambda}$ at $v$ is a codimension one affine subspace of $V$, which we identify with the (parallel) codimension one vector subspace $T_v F \subset V$ and hence a line $(T_v F)^\perp \subset V^*$. We note that scaling $v$ leads to the same line in the dual space.

We thus obtain a rational map:

$$\text{grad } F : \mathbb{P}(V) \rightarrow \mathbb{P}(V^*).$$

The map is not defined precisely at those points $[v] \in \mathbb{P}(V)$, where $v$ is a singular point of $V_{F=F(v)}$.

In coordinates, i.e. identifying $V \simeq \mathbb{C}^{n+1}$, the map grad $F$ is indeed the gradient of $F$, i.e. is given by the partial derivatives $\frac{\partial F}{\partial x_0}, \ldots, \frac{\partial F}{\partial x_n}$. This follows from the fact that the normal vector to the tangent space to a hypersurface $V(F)$ is, by definition, the gradient of $F$, and the partial derivatives do not depend on the shift of $F$ by a constant. However, what is extremely important at this point is that the gradient map naturally goes from a projective space to the dual projective space.

As the construction of the gradient map is of absolute importance for our survey, we will present one more, purely algebraic. The set of (fully) symmetric tensors $S^d V^*$ is canonically a linear subspace of partially symmetric tensors $V^* \otimes S^{d-1} V^*$. The linear inclusion:

$$S^d V^* \hookrightarrow V^* \otimes S^{d-1} V^*$$

equivalently gives the linear map:

$$S^{d-1} V \otimes S^d V^* \rightarrow V^*.$$
Hence, we have a bilinear map:
\[ \lambda : S^{d-1}V \times S^dV^* \to V^*. \]
The projectivisation of the linear map:
\[ \lambda F : S^{d-1}V \to V^* \]
precomposed with the \((d-1)\)-st Veronese map \( \mathbb{P}(V) \to \mathbb{P}(S^{d-1}V) \) is the gradient \( \text{grad} \).

**Example 2.1.1.** Let us consider a polynomial \( F(x, y, z) = 3x^2y + 7z^3 \) on \( \mathbb{C}^3 \).
Consider the point \( v := (-1, 2, 1) \in \mathbb{C}^3 \).
We have:
\[ \text{grad} F(-1, 2, 1) = (6xy, 3x^2, 21z^2)(-1, 2, 1) = [-12 : 3 : 21] \in \mathbb{P}^2. \]
The map:
\[ S^3(\mathbb{C}^3)^* \to (\mathbb{C}^3)^*_* \otimes S^2(\mathbb{C}^3)^* \]
sends (up to a constant):
\[ x^2y \mapsto x \otimes xy + x \otimes xy + y \otimes x^2, \quad z^3 \mapsto 3z \otimes z^2. \]
Further the second Veronese of \( v \) is \( v_2 := e_1^2 + 4e_2^2 + e_3^2 - 4e_1e_2 - 2e_1e_3 + 4e_2e_3. \)
The pairing on \( S^2\mathbb{C}^3 \) and \( S^2(\mathbb{C}^3)^*_* \) is given by \( \langle e_1^2, x^2 \rangle = 2 \) and \( \langle e_1e_2, xy \rangle = 1. \) We obtain:
\[ v_2 \lambda F = v_2 \lambda (6x \otimes xy + 3y \otimes x^2 + 21z \otimes z^2) = 6x \cdot (-4) + 3y \cdot 2 + 21z \cdot 2. \]
Thus, we get \([-24x + 6y + 42z] \in \mathbb{P}((\mathbb{C}^3)^*_*), \) which coincides with the direct computation above.

Clearly, \( \text{grad} F \) has played a prominent role in geometry and algebra for hundreds of years. For example, the restriction of \( \text{grad} F \) to the variety \( V(F) \) is essentially the Gauss map and the (closure of the) image of this restriction is the dual variety of \( V(F) \).

**Remark 2.1.2.** In this survey we will focus on the gradient map. This could be generalized in many directions. The first one is to consider higher order derivatives. As we will see this will be often a good idea leading to resolutions of singularities of the graph of the gradient map.

Even more generally, many of the topics we describe could be implemented to rational maps between projective spaces. This however, would take us too far away from our original motivations. Our aim is to obtain nice, computable invariants of algebraic, geometric, or combinatorial objects that appear in many branches of mathematics.

Of central importance will be the (closure of the) graph \( \Gamma \) of our map \( \text{grad} F \):
\[ \Gamma \subset \mathbb{P}(V) \times \mathbb{P}(V^*) \]
\[ \mathbb{P}(V) \overset{\text{grad} F}{\longrightarrow} \mathbb{P}(V^*) \]
(2.2)

Let us now fix a linear subspace \( L \) of \( V \). We assume that \( \mathbb{P}(L) \) is not contained in the indeterminacy locus of \( \text{grad} F \) and, in particular, we may consider the restriction \( \text{grad} F \big|_L \) of the gradient map to \( \mathbb{P}(L) \). Then we can make the following two constructions.
2.2. First construction: restriction of the gradient. Let \( D(\text{grad}(F)) \subset \mathbb{P}(V) \) be the set where \( \text{grad}(F) \) is well-defined. We can consider the strict transform
\[
\hat{L} := \pi_1^{-1}(\mathbb{P}(L) \cap D(\text{grad}(F))) \subset \Gamma \subset \mathbb{P}(V) \times \mathbb{P}(V^*)
\]
of \( \mathbb{P}(L) \).

We recall that the two basic invariants of a variety in a projective space are its dimension and degree, which are nonnegative integers \([52]\). Analogously to the degree, for a variety that is a subvariety of a product of two projective spaces we obtain a vector of numbers, known as bidegree or multidegree. Explicitly: given a \( d \)-dimensional variety \( X \subset \mathbb{P}^a \times \mathbb{P}^b \), for \( i = 0, \ldots, d \) we get the integer \( \mu_i \) which is the number of points obtained by intersecting \( X \) with \( d - i \) general hyperplanes in \( \mathbb{P}^a \) and \( i \) general hyperplanes in \( \mathbb{P}^b \) \([53, \text{Section 8.5}]\).

In the Chow ring/cohomology ring \( A(\mathbb{P}^a \times \mathbb{P}^b) \), we have
\[
[X] = \sum_{i=0}^{d} \mu_i [\mathbb{P}^{d-i} \times \mathbb{P}^i] \in A_d(\mathbb{P}^a \times \mathbb{P}^b).
\]
and
\[
\mu_i = \int_X H_1^{d-i} H_2^i,
\]
where \( H_1 \in A^1(X) \) is the pullback of the hyperplane class in \( \mathbb{P}^a \) under \( X \to \mathbb{P}^a \), and similarly \( H_2 \in A^1(X) \) is the pullback of the hyperplane class in \( \mathbb{P}^b \) under \( X \to \mathbb{P}^b \).

**Definition 2.2.1.** The bidegrees of the variety \( \hat{L} \) will be denoted by \( \mu_i(L) \) for \( i = 0, \ldots, \dim \hat{L} = \dim \mathbb{P}(L) \). They depend on \( F \) and on \( L \).

**Assumption 1:** From now on we assume that the gradient is a generically finite map on \( \mathbb{P}(L) \).

**Remark 2.2.2.** If \( \mathbb{P}(L) \subset \mathbb{P}(V) \) is generic of dimension \( d \), then \( \mu_i(L) = \mu_i(V) \), as they are both the bidegree of the variety obtained by intersecting \( \Gamma \) with \( n - i \) general hyperplanes in \( \mathbb{P}(V) \) and \( i \) general hyperplanes in \( \mathbb{P}(V^*) \).

Equivalently, one can consider the graph of the map \( (\text{grad } F)|_{\hat{L}} \):
\[
\begin{align*}
\Gamma' \subset \mathbb{P}(L) \times \mathbb{P}(V^*) \quad &\xleftarrow{\pi_1'} \quad \mathbb{P}(L) \xrightarrow{(\text{grad } F)|_{\hat{L}}} \mathbb{P}(V^*) \quad \xrightarrow{\pi_2'} \quad \mathbb{P}(V^*) \quad \xleftarrow{(\text{grad } F)|_{\hat{L}}'} \quad \Gamma' \subset \mathbb{P}(L) \times \mathbb{P}(V^*)
\end{align*}
\]
Then our numbers \( \mu_i(L) \) are the projective degrees of \( (\text{grad } F)|_{\hat{L}} \), which are by definition the bidegrees of \( \Gamma' \subset \mathbb{P}(L) \times \mathbb{P}(V^*) \) or degrees of the inverse image by \( (\text{grad } F)|_{\hat{L}} \) of a general projective subspace in \( \mathbb{P}(V^*) \) of a fixed dimension \([13, \text{Definition 5.2}]\). We stress that by the inverse image we mean the closure of all points in the domain on which the map is well defined that map to the given set.

The final number \( \mu_{\dim \hat{L}}(L) \) is equal to the product of the degree of \( \text{grad}(F)(L) \subset \mathbb{P}(V^*) \) times the degree of the rational map \( (\text{grad } F)|_{\hat{L}} \). Indeed, let us fix a general subspace \( S \subset \mathbb{P}(V^*) \) of codimension equal to \( \dim \hat{L} = \dim \text{grad}(F)(L) \). The number \( \mu_{\dim \hat{L}}(L) \) is the cardinality of the set
\[
\{(x, y) \in \mathbb{P}(L) \times \mathbb{P}(V^*) : \text{grad } F(x) = y \text{ and } y \in S\}.
\]
By definition of the degree we obtain \( \deg \text{grad}(F)(L) \) many points \( y \) (which are general in \( \text{grad}(F)(L) \)) and for each such \( y \) we get \( \deg \text{grad}(F)\big|_L \) many points \( x \).

**Assumption 2:** From now on we assume that the gradient is a generically one-to-one map on \( \mathbb{P}(L) \). In this case \( \mu_{\dim L}(L) \) is simply equal to the degree of \( \text{grad}(F)(L) \subset \mathbb{P}(V^*) \). This assumption will hold in all the examples we are interested in.

### 2.3. Second construction: gradient of the restriction.

We can first restrict our map \( F \) to \( L \) and then take the gradient:

\[
\Gamma'' \subset \mathbb{P}(L) \times \mathbb{P}(L^*)
\]

\[
\begin{array}{c}
\pi''_1 \\
\pi''_1 \\
\mathbb{P}(L) \\
\text{grad}(F)\big|_L \\
\mathbb{P}(L^*)
\end{array}
\]

\[
\begin{array}{c}
\pi''_2 \\
\pi''_2 \\
\mathbb{P}(L) \\
\text{grad}(F)\big|_L \\
\mathbb{P}(L^*)
\end{array}
\]

**Definition 2.3.1.** We define \( \nu_i(L) \) to be the projective degrees of \( \text{grad}(F)\big|_L \), which are by definition the bidegrees of \( \Gamma'' \subset \mathbb{P}(L) \times \mathbb{P}(L^*) \). The final number \( \nu_{\dim L}(L) \) is called the **ML-degree** of \( L \).

Here ML stands for **maximum likelihood**, a term very important in statistics. The connections to algebraic statistics will become apparent in Section 2.4. At this point we note that while \( \Gamma' \) and \( \hat{L} \) are naturally isomorphic, \( \Gamma'' \) is *not*. Let us now explain the difference.

The upper triangle in the following diagram commutes by definition:

\[
\begin{array}{c}
\mathbb{P}(V) \\
\mathbb{P}(L) \\
\mathbb{P}(V^*) \\
\mathbb{P}(L^*)
\end{array}
\]

\[
\begin{array}{c}
\pi_V \circ \text{grad}(F)\big|_L \\
\nu_L \circ \text{grad}(F)\big|_L \\
\pi_L \circ \text{grad}(F)\big|_L \\
\pi_L \circ \text{grad}(F)\big|_L
\end{array}
\]

Here \( \pi_L \circ \text{grad}(F)\big|_L \) is the projection from \( L^\perp \subset V^* \) induced by the inclusion \( L \subset V \).

**Lemma 2.3.2.** We have: \( \pi_L \circ \text{grad}(F)\big|_L = \text{grad}(F)\big|_L \). In other words: the lower triangle in the above diagram also commutes.

**Proof.** This can be easily seen using the algebraic definition of the gradient: since the map \( \text{grad} \) is functorial in \( V \), it follows that \( \text{grad}(F)\big|_L \) is given by the composition \( \pi_L \circ \text{grad}(F)\big|_L \circ \iota_{Sd-1 \subset L} \). Combining this with the fact that \( \nu_V \circ \iota_L = \iota_{Sd-1 \subset L} \circ \nu_L \) (where \( \nu \) stands for the Veronese embedding) gives the desired result.

The following proposition is a corollary of a very important result \([39, Proposition 2.1]\), with a proof proposed by Ranestad, implying that if we intersect a projective variety \( X \) with a general subspace \( T \) of codimension equal to dimension of \( X \) containing a fixed subspace \( S \), then the number of points (which are reduced by Bertini theorem) in \( (T \cap X) \setminus S \) is at most the degree of \( X \) with equality holding if and only if \( S \cap X = \emptyset \).

**Proposition 2.3.3.** For every \( i \), we have an inequality \( \nu_i(L) \leq \mu_i(L) \). Further, equality holds for all \( i \) if and only if \( \nu_{\dim L} = \mu_{\dim L} \) if and only if \( (\text{grad } F)(L) \cap L^\perp = 0 \).
Proof. Let \( L' \subset L \) be a general subspace in \( L \) of codimension \( n-i \). By definition, \( \mu_i(L) \) is the degree of the variety \( (\text{grad} \, F)(L') \). On the other hand, \( \nu_i(L) \) equals the number of pairs \((x, y)\) where \( x \in \mathbb{P}(L') \), \( y \in \mathbb{P}(L^*) \), \( y = (\text{grad} \, F)(L))(x) \) and \( y \) belongs to a general subspace in \( \mathbb{P}(L^*) \) of codimension equal to \( \dim \mathbb{P}(L') \). We will identify the pair \((x, y)\) with the point \((\text{grad} \, F)(x) \in \mathbb{P}(V^*)\). Then \( \nu_i(L) \) equals the number of points that:

- belong to the intersection of \((\text{grad} \, F)(L')\) with a general subspace of codimension \( \dim \mathbb{P}(L') \) that contains \( \mathbb{P}(L^\perp) \) and
- do not belong to \( \mathbb{P}(L^\perp) \).

By [39, Proposition 2.1], we see that \( \nu_i(L) \leq \mu_i(L) \) and equality holds if and only if \( \mathbb{P}(L^\perp) \cap (\text{grad} \, F)(L') = \emptyset \).

Hence, equality holds for all \( i \) if and only if \((\text{grad} \, F)(L) \cap L^\perp = 0 \), as \((\text{grad} \, F)(L') \subset (\text{grad} \, F)(L) \). The last equality holds if and only if \( \nu_\dim \mathbb{L} = \mu_\dim \mathbb{L} \). \( \square \)

Remark 2.3.4. A result of Teissier [60], [61, Chapter 5] says that for \( L \) a generic linear subspace, the condition \((\text{grad} \, F)(L) \cap L^\perp = 0 \) in Proposition 2.3.3 is always satisfied.

As a first application, let us show how the numbers \( \nu_i(L) \) allow us to compute the topological Euler characteristics of determinantal hypersurfaces, or more generally of \( V(F) \cap \mathbb{P}(L) \). These results were obtained in [36, Section 3.1] and [19]. We first remark that if \( V \) is the space of square matrices and \( F \) is the determinant, then \( V(F) \cap \mathbb{P}(L) \) is the locus of degenerate matrices in \( L \).

Proposition 2.3.5. Let \( X' := \mathbb{P}(L) \setminus V(F) \) be the complement of the locus of points in \( \mathbb{P}(L) \) on which \( F \) vanishes. Then the topological Euler characteristic:

\[
\chi(X') = \sum_{i=0}^{\dim \mathbb{P}(L)} (-1)^i \nu_i(L).
\]

Proof. Our numbers \( \nu_i(L) \) are, by definition, the projective degrees of the gradient map of the restriction of \( F \) to \( \mathbb{P}(L) \). By [36, Remark 10], these are exactly the mixed multiplicities defined in [36, Definition 8]. The statement is then precisely the corollary after [36, Theorem 9]. \( \square \)

Example 2.3.6. Consider the space \( \mathbb{P}(V) = \mathbb{P}^2 \) of symmetric \( 2 \times 2 \) matrices. The determinant \( F \) defines the second Veronese embedding of \( V(F) \simeq \mathbb{P}^1 \). Hence, \( \chi(V(F)) = 2 \). Further:

\[
\chi(\mathbb{P}^2 \setminus V(F)) = \chi(\mathbb{P}^2) - \chi(V(F)) = 3 - 2 = 1.
\]

Consider \( L := V \). In this case the gradient of \( F \) is a linear, and hence everywhere defined, isomorphism. In particular:

\[
\nu_0 = \mu_0 = \nu_1 = \mu_1 = \nu_2 = \mu_2 = 1.
\]

As in Proposition 2.3.5 we have \( \chi(\mathbb{P}^2 \setminus V(F)) = 1 - 1 + 1 = 1 \).

Example 2.3.7. Consider the space \( \mathbb{P}(V) = \mathbb{P}^3 \) of general \( 2 \times 2 \) matrices. The determinant \( F \) defines the Segre embedding of \( V(F) \simeq \mathbb{P}^1 \times \mathbb{P}^1 \). Hence, \( \chi(V(F)) = 2 \cdot 2 = 4 \). Further:

\[
\chi(\mathbb{P}^3 \setminus V(F)) = \chi(\mathbb{P}^3) - \chi(V(F)) = 4 - 4 = 0.
\]
Consider $L := V$. In this case the gradient of $F$ is a linear, and hence everywhere defined, isomorphism. In particular:

$$\nu_0 = \mu_0 = \nu_1 = \mu_1 = \nu_2 = \mu_2 = \nu_3 = \mu_3 = 1.$$ 

As in Proposition 2.3.5 we have $\chi(\mathbb{P}^3 \setminus V(F)) = 1 - 1 + 1 - 1 = 0$.

In Example 3.3.2 we will consider a less trivial example, where the $\mu_i$ are not equal to the $\nu_i$.

2.4. Linear concentration models. To a symmetric positive-definite matrix $\Sigma$, one can associate a probability distribution, namely the Gaussian distribution with mean zero and covariance matrix $\Sigma$. Its probability density function is given by

$$f_\Sigma(x) := \frac{1}{\sqrt{(2\pi)^n \det \Sigma}} e^{-\frac{1}{2}x^T \Sigma^{-1} x}.$$

To a linear space $L \subset \text{Sym}_n(\mathbb{R}^n)$ one can associate a statistical model in two ways: the linear covariance model is the set of all probability distributions $f_\Sigma$ where $\Sigma \in L$, and the linear concentration model is the set of all probability distributions $f_\Sigma$ where $\Sigma^{-1} \in L$. We will here focus on the latter model. We can parametrize it with the concentration matrix $K := \Sigma^{-1}$, i.e. to a matrix $K \in L$ we associate the Gaussian distribution $f_{K^{-1}}$.

In maximum likelihood estimation we are given a collection of samples $s_1, \ldots, s_M \in \mathbb{R}^n$, and we want to find the parameter $K \in L$ that maximizes the likelihood function $L_s(K) := \prod_i f_{K^{-1}}(s_i)$, or equivalently the log likelihood function $\ell_s(K) := \log L_s(K)$. If we define the sample covariance matrix $S := \frac{1}{M} \sum_i s_i s_i^T$, then the log likelihood function can (up to additive and multiplicative constants) be rewritten as

$$(2.4) \quad \ell_s(K) = \log(\det K) - \text{tr}(S \cdot K).$$

The maximum likelihood degree of the linear concentration model is defined as the number of complex critical points of $(2.4)$, where the data $S$ is assumed to be generic. It is an algebraic measure of the complexity of maximum likelihood estimation for this particular model.

The critical points are precisely the matrices $K \in L$ for which

$$(2.5) \quad \text{tr}(K^{-1} \cdot X) = \text{tr}(S \cdot X) \quad \text{for all } X \in L.$$ 

This can be seen by choosing a basis $K_1, \ldots, K_d$ of $L$, writing $K = \sum \lambda_i K_i$, and computing the partial derivatives $\frac{\partial \ell_s(K)}{\partial \lambda_i}$ using Jacobi’s formula. Condition (2.5) can be rewritten as: $K^{-1} - S \in L^\perp$.

Thus, in order to compute the maximum likelihood degree, we have to count the number of intersection points of $L^{-1}$ with a generic affine translate of $L^\perp$. On the other hand, from the proof of Proposition 2.3.3 it follows that $\nu_{\dim L}(L)$ is equal to the number of points in $\mathbb{P}(L^{-1}) \cap \mathbb{P}(L^\perp + R) \setminus \mathbb{P}(L^\perp)$, where $R$ is a generic 1-dimensional subspace. This number is the same as our maximum likelihood degree, because for any cone $C$, linear space $L$, and point $p \notin L$, there is a bijection between $C \cap (L + p)$ and $\mathbb{P}(C) \cap \mathbb{P}(L + C \cdot p) \setminus \mathbb{P}(L)$. Summarizing, we have shown the following result, which justifies the name “ML-degree” for $\nu_{\dim L}(L)$:

**Proposition 2.4.1.** If $L \subset V := S^2 \mathbb{C}^n$ is a linear space of symmetric matrices and $F$ is the determinant (so that the map $\text{grad} : \mathbb{P}(V) \to \mathbb{P}(V^*)$), the ML-degree
\( \nu_{\dim L}(L) \) from Definition 2.3.1 equals the maximum-likelihood degree of the linear concentration model associated to \( L \).

**Remark 2.4.2.** In the recent collaboration project “Linear Spaces of Symmetric Matrices” [46], a lot of progress has been made in computing the numbers \( \mu(L) := \mu_{\dim L}(L) = \deg L^{-1} \) and \( \nu(L) := \nu_{\dim L}(L) = \text{ML-degree}(L) \) for specific linear spaces of symmetric matrices. Here is an overview:

- For \( \dim L = 2 \), the possible \( L \) can by classified by Segre symbols, and both \( \mu(L) \) and \( \nu(L) \) can be read off from the Segre symbol [26].
- For \( n = 3 \) and \( \dim L = 3 \), there is a classification of all possible \( L \) due to C.T.C. Wall [65]. In each case, \( \mu(L) \) and \( \nu(L) \) have been computed in [22].
- Spaces \( L \) for which \( \mu(L) = 1 \) have been classified in [9]. They are Jordan algebras.
- The reciprocal ML-degree of the Brownian motion tree model, for which an explicit formula was obtained in [10], is a special case of the ML-degree \( \nu(L) \).
- For \( L \) equal to the space of catalecticant matrices associated with ternary quartics, \( \mu(L) \) and \( \nu(L) \) have been computed numerically in [12].
- For the linear space of symmetric matrices associated to the \( n \)-cycle, a formula for \( \mu(L) \) has been proven in [20].
- For \( L \) a generic linear space of symmetric matrices, a formula has been obtained in [45], see also Section 6.2.

The last three results rely on using intersection theory on the space of complete quadrics. We will introduce this variety in Section 4.3 and discuss its cohomology in Section 6.

**Remark 2.4.3.** We have just shown that for a linear concentration model, the ML-degree is the number of invertible matrices \( K \in L \) for which \( K^{-1} - S \in L^\perp \), where \( S \) is a generic symmetric matrix. For linear covariance models, there is a similar description: the ML-degree is the number of invertible matrices \( \Sigma \in L \), for which \( \Sigma^{-1}S\Sigma^{-1} - \Sigma^{-1} \in L^\perp \) [58, Proposition 3.1]. Making a connection to intersection theory is significantly harder in this case. Nevertheless this ML-degree, sometimes referred to as the reciprocal ML-degree, is understood if \( L \) is 2-dimensional [26], if \( L \) is a 3-dimensional space of \( 3 \times 3 \)-matrices [22], if \( L \) consists of diagonal matrices [25], or if \( L \) is generic and at most 4-dimensional [44]. For that last case, see also Remark 6.2.8.

### 3. ML-degrees and Segre classes

The \( \mu_i(L) \) and \( \nu_i(L) \) may be computed using the Segre classes. These constructions are based on [28], in particular Chapter 9. The reader may consult also a very nice, new presentation of Segre classes and their applications [5]. Our general setting is that we are given a variety \( X \subset \mathbb{P}^n \) and a closed subscheme \( Y \subset X \). Any reader should not be afraid here of the word subscheme, it simply means that we take any homogeneous ideal that contains the ideal \( I_X \) of \( X \). The presented constructions are quite technical. Readers unfamiliar with characteristic classes of vector bundles may skip this section, remembering that Segre classes are currently objects that may be computed effectively e.g. in Macaulay2 [32] and handled well from the theoretical point of view.
3.1. Segre classes of cones. We introduce Segre classes in a more general setting, namely Segre classes of cones. This will cover both the Segre classes of vector bundles and Segre classes of subschemes.

Definition 3.1.1. Let $C$ be a cone over $X$ i.e. $C = \text{Spec}(S^\bullet)$ where $S^\bullet$ is a sheaf of graded $\mathcal{O}_X$-algebras. We assume that $\mathcal{O}_X \to S^0$ is surjective, $S^1$ is coherent and $S^\bullet$ is generated by $S^1$. Let $\mathbb{P}(C \oplus 1) = \text{Proj}(S^\bullet[z])$ be the projective completion of $C$, the projection $\eta : \mathbb{P}(C \oplus 1) \to X$ and $\mathcal{O}(1)$ the canonical line bundle on $\mathbb{P}(C \oplus 1)$. The Segre class of $C$ is defined as

$$s(C) = \sum_{i \geq 0} \eta_*(c_1(\mathcal{O}(1))^i \cap [\mathbb{P}(C \oplus 1)]).$$

Remark 3.1.2. Let $E$ be a vector bundle of rank $r$. We associate to it the sheaf of $\mathcal{O}_X$-algebras $\text{Sym}(E^\vee)$. In this special case it turns out that we can work with the projectivization $\mathbb{P}(E) = \mathbb{P}(E)$ instead of the projective completion $\mathbb{P}(C \oplus 1) = \mathbb{P}(E \oplus \mathcal{O}_X)$. This leads to

$$s_i(E) = \pi_*(c_1(\mathbb{O}_{\mathbb{P}(E)}(1))^{r-1+i}),$$

where $\pi : \mathbb{P}(E) \to X$.

Example 3.1.3. Let $X = G(2, 4)$ be the Grassmannian of 2-planes in $\mathbb{C}^4$ and let $E$ be the tautological bundle. Then $E = \{(L, p) : p \in L\} \subset G(2, 4) \times \mathbb{C}^4$ is the total space of $E$ and $\mathbb{P}(E) = \{(L, [p]) : p \in L\} \subset G(2, 4) \times \mathbb{P}(C^4)$ is the total space of $\mathbb{P}(E)$. The canonical bundle $\mathcal{O}_{\mathbb{P}(E)}(1)$ has as fiber over $(L, [p])$ the dual of $\mathbb{C}p \subset \mathbb{C}^4$. So the global sections are given by linear functions on $\mathbb{C}^4$. Since the first Chern class is the vanishing locus of a global section, we get

$$\xi := c_1(\mathcal{O}_{\mathbb{P}(E)}(1)) = \{\{(L, [p]) : p \in H\}\} \in A^1(\mathbb{P}(E)),$$

where $H \subset \mathbb{C}^4$ is a hyperplane. Thus

$$s_0(E) = \pi_*(\xi) = \{\{L \in G(2, 4) : L \cap H \neq 0\}\} = [G(2, 4)].$$

We have $\xi^2 = \{\{(L, [p]) : p \in V_2\}\}$ where $V_2 \subset \mathbb{C}^4$ is a 2-plane, thus

$$s_1(E) = \{\{L \in G(2, 4) : L \cap V_2 \neq 0\}\} \in A^1(G(2, 4)).$$

We will be interested later in Segre classes of subschemes. By definition, the Segre class $s(Y, X)$ of a subscheme $Y \subset X$ is the Segre class of its normal cone. Let $\pi : \tilde{X} \to X$ be the projection of the blow-up of $X$ along $Y$. We denote the exceptional divisor by $\tilde{Y} = \pi^{-1}(Y)$ and $\eta = \pi|_{\tilde{Y}} : \tilde{Y} \to Y$.

Remark 3.1.4. [27 Corollary 4.2.2] Alternatively, we can compute the total Segre class of a subscheme as

$$s(Y, X) = \sum_{k \geq 1} (-1)^{k-1} \eta_* \left( \tilde{Y}^k \left|_{\tilde{Y}} \right. \right).$$

3.2. Domain approach. We start with the case $X = \mathbb{P}^n$. Fix $f_0, \ldots, f_m$ to be homogeneous polynomials of degree $d$ in $n + 1$ variables. We let $Y$ be defined by the ideal $I_Y := \langle f_0, \ldots, f_m \rangle$. In the setting introduced above, we are interested in the multidegree of the graph of the rational map $\mathbb{P}^n \dashrightarrow \mathbb{P}^m$ defined by $f := [f_0 : \ldots : f_m]$. As the next theorem shows, computing these numbers is essentially equivalent to computing the degrees $\deg s_i$ of the Segre class $s(Y, \mathbb{P}^n) := \sum_{i=0}^{\dim Y} s_i$ for $s_i \in A_{\dim Y-i}(Y)$. Here we consider $s_i$ as a linear combination of (classes of)
Theorem 3.2.1. Using the notation above, fix a general \( \mathbb{P}^a \subset \mathbb{P}^m \) and assume that \( f|_{f^{-1}(\mu_0)} \) is generically bijective. Let \( V := f^{-1}(\mathbb{P}^a) \setminus Y \) Then:

\[
d^m - a = \text{deg } V + \sum_{i=0}^{m-a-n+\text{dim } Y} \left( \frac{m - a}{n - \text{dim } Y + i} \right) d^{m-a-n+\text{dim } Y-i} \text{deg } s_i.
\]

Proof. This follows directly from [24, Theorem 3.2]. We simply replaced the choice of general polynomials in the ideal (of fixed degree), by a choice of general \( \mathbb{P}^a \). □

Informally, the theorem may be interpreted as follows. When we pick \( m - a \) polynomials of degree \( d \), by Bézout we expect that the degree of the zero locus equals \( d^{m-a} \). However, if we pick general polynomials from some linear subspace of degree \( d \) polynomials, there is a correction term coming from the Segre classes of the base locus of that subspace.

Corollary 3.2.2. Let \( F \) be a homogeneous polynomial on \( \mathbb{P}(V) \) and \( \mathbb{P}(L) \subset \mathbb{P}(V) \) be a subspace of projective dimension \( n \). Let \( Y \) be the intersection of \( \mathbb{P}(L) \) with the (scheme) \( \text{grad } F = 0 \). Let \( m := \text{dim } Y \). We have:

\[
\mu_i(L) = (\text{deg } F - 1)^i - \sum_{j=0}^{i-n+m} \left( \frac{i}{n - m + j} \right) (\text{deg } F - 1)^{i-n+m-j} \text{deg } s_j,
\]

where \( s_j \) is the \( j \)-th component of \( s(Y, \mathbb{P}(L)) \).

Similarly:

\[
\nu_i(L) = (\text{deg } F - 1)^i - \sum_{j=0}^{i-n+m} \left( \frac{i}{n - m + j} \right) (\text{deg } F - 1)^{i-n+m-j} \text{deg } s'_j,
\]

where \( s'_j \) is the \( j \)-th component of \( s(\text{grad}(F|_{\mathbb{P}(L)}) = 0, \mathbb{P}(L)) \).

The above corollary underlines the main difference between \( \nu_i \) and \( \mu_i \) from a geometric perspective. Indeed, given a polynomial \( F \) on \( \mathbb{P}(V) \) its singular locus is defined by the ideal \( \text{grad } F \). But how to describe the singular locus, when we intersect with \( \mathbb{P}(L) \)? In principle, there are two possible answers.

One, is that we scheme-theoretically intersect \( \text{grad } F = 0 \) with \( \mathbb{P}(L) \). The other one, is to first restrict \( F \) to \( \mathbb{P}(L) \) and then take the gradient. Both constructions give us ideals, which do not have to be equal, even if \( \mathbb{P}(L) \) is general!

Indeed, Bertini theorem tells us that the radicals of both ideals are equal\(^1\) as the varieties associated to both ideals are just equal to (the singular locus of \( V(F) \)) intersected with \( \mathbb{P}(L) \), which is the singular locus of \( V(F) \cap \mathbb{P}(L) \).

Teissier \([60,61]\) tells us that as long as \( \mathbb{P}(L) \) is general, the two ideals have the same integral closure. This implies that \( \nu_i = \mu_i \), although the schemes/ideals may be different.

For special \( \mathbb{P}(L) \), as we will see, the sequences \( \nu_i \) and \( \mu_i \) are distinct.

Example 3.2.3. Consider \( \mathbb{P}(V) = \mathbb{P}^3 \) with coordinates \([a : b : c : d]\). Let \( \mathbb{P}(L) \subset \mathbb{P}(V) \) be given by \( a + b + c + d = 0 \). Let \( F(a,b,c,d) = abcd \). The rational map \( \mathbb{P}(L) \dashrightarrow \mathbb{P}^3 \) given by \( \text{grad } F \) has multidegree \( \mu_0 = 1, \mu_1 = 3, \mu_2 = 3 \).

This may be confirmed with the following Macaulay2 code [32].

\(^1\)Assuming of course that \( \mathbb{P}(L) \) is general.
loadPackage"Cremona"
R=QQ[a,b,c,d]
S=QQ[x,y,z,t]
L=R/ideal(a+b+c+d)
phi=map(L,S,{a*b*c,a*b*d,a*c*d,b*c*d})
projectiveDegrees(phi,MathMode=>true)

The base locus of the gradient map is given by the ideal
Y=ideal(a*b*c,a*b*d,a*c*d,b*c*d);

We may compute the Segre class
\[ s_0(Y, P(L)) \]
pushing it forward to \( P(V) \):
SegreClass(Y,MathMode=>true)
The output: \( 6H^3 \) tells us that \( s_0 = 0, s_1 = 6 \). We may now reconfirm the computations by the first formula in Corollary 3.2.2. For example:
\[
\mu_2 = 3^2 - \binom{2}{1} \cdot 3 \cdot 0 - \binom{2}{2} \cdot 6 = 9 - 6 = 3.
\]

We may also restrict the polynomial \( F \) to \( P(L) \) and take the gradient obtaining an ideal \( Y' \).
F=a*b*c*d
Y'=ideal(diff(b, F), diff(c, F),diff(d, F))
The ideals \( Y' \) and \( Y \) are not equal, however the integral closure of \( Y' \) equals \( Y \). The Segre class of \( Y \) and \( Y' \) in \( P(L) \) is the same, hence \( \nu_i = \mu_i \) for all \( i \). As we will see this always holds (for any \( P(L) \)) for a polynomial that is a product of variables.

Surprisingly (but not coincidentally) the multidegree computes the coefficients of the (reduced) chromatic polynomial of a graph, that is a four-cycle. The general theorem will be provided in Section 4.1.

**Example 3.2.4.** Consider \( P(V) = \mathbb{P}^9 \) be the space of \( 4 \times 4 \) symmetric matrices. Let \( P(L) \subset P(V) \) be given by
\[
\begin{bmatrix}
  a & b & 0 & h \\
  b & c & d & 0 \\
  0 & d & e & f \\
  h & 0 & f & g \\
\end{bmatrix}
\]
Let \( F \) be the determinant. The rational map \( P(L) \dashrightarrow \mathbb{P}^9 \) given by grad \( F \) has multidegree \( \mu = \{1, 3, 9, 17, 21, 21, 9\} \).
R=QQ[a,b,c,d,e,f,g,h,x,y]
M=matrix{(a,b,x,h),{b,c,d,y},{x,d,e,f},{h,y,f,g}}
F=det M
ff=diff(vars R,F)
L=R/ideal(x,y)
S=QQ[a1,b1,c1,d1,e1,f1,g1,h1,x1,y1]
phi=map(L,S, first entries ff)
loadPackage"Cremona"
projectiveDegrees(phi,MathMode=>true)

However, if we first restrict \( F \) to \( L \), the multidegree of the graph of the gradient changes to \( \nu = \{1, 3, 9, 17, 21, 21, 15, 5\} \).
Remark 3.2.5. This is true if \( L \) in the following generality. Let symmetric matrices, however the statement holds, using exactly the same proof, was precisely formalized in [6]. The authors only state the result for subspaces of \( \mathbb{P}^n \) and \( \mathbb{P}^9 \), but in the current example it fails (5 \( \mathbb{P}^9 \) since they are singular points of \( L^{-1} \)). In the present case where \( L^{-1} \cap L^\perp \) consists of two (reduced) points in \( \mathbb{P}^9 \). Moreover, they both contribute with multiplicity 2 in the computation of \( \mu \) for \( L^{-1} \cap L^\perp \).

Remark 3.2.6. A more general way of understanding the difference between \( \mu \) and \( \nu \) will be presented in the next section (Theorem 3.3.1). In the present case where \( L^{-1} \cap L^\perp \) is zero-dimensional, one would hope for the much easier formula

\[
\nu_{\dim L} = \mu_{\dim L} - \deg(L^{-1} \cap L^\perp).
\]

This is true if \( L^{-1} \cap L^\perp \) only consists of smooth points of \( L^{-1} \), see [6] Corollary 4.3], but in the current example it fails (5 \( \neq 9 - 2 \)).

The number 9 is the result we obtain for \( m = 4 \) in [59, Conjecture 2], recently proved in [20]. The number 5 is the result we obtain for \( m = 4 \) in the formula conjectured in [21, Section 7.4], which still remains open.

Remark 3.2.6. There are many implemented methods to compute the Segre classes, e.g. [1, 21, 33-35]. In principle, any of those may be used to obtain the numbers \( \mu_i \) and \( \nu_i \) that we are interested in. It seems fair to point out that currently one of the best methods to compute the Segre classes goes the other way around: first compute the analogues of \( \mu_i \)'s (e.g. numerically) and deduce the Segre class from this data.

3.3. Codomain approach. As we have seen in Example 3.2.4 the difference between \( \mu \) and \( \nu \) comes essentially from the intersection \( L^{-1} \cap L^\perp \). This intuition was precisely formalized in [6]. The authors only state the result for subspaces of symmetric matrices, however the statement holds, using exactly the same proof, in the following generality. Let \( \mathbb{P}^n \cong \mathbb{P}(L) \subset \mathbb{P}^n \). As always we assume that \( \mathbb{P}(L) \) is not contained in the base locus of the gradient of a homogeneous polynomial \( F \). We also assume that \( \text{grad } F \) is generically one-to-one on \( \mathbb{P}(L) \) and so is the restriction of the projection \( \pi : \mathbb{P}(V^*) \longrightarrow \mathbb{P}(L^*) \) restricted to (\( \text{grad } F \))(\( \mathbb{P}(L) \)). Let \( b := \dim \mathbb{P}(L^\perp) \cap (\text{grad } F)(\mathbb{P}(L)) \).

Note that \( \mathbb{P}(L^\perp), \text{grad } F(\mathbb{P}(L)) \subset \mathbb{P}^n \hookrightarrow \mathbb{P}^n \times \mathbb{P}^n \), where the last inclusion is the diagonal inclusion. In particular, we may regard \( \mathbb{P}(L^\perp) \cap \text{grad } F(\mathbb{P}(L)) \) as a subvariety of \( \mathbb{P}^n \) and of \( \mathbb{P}(L^\perp) \times \text{grad } F(\mathbb{P}(L)) \). In particular, it makes sense to consider the Segre class \( s(\mathbb{P}(L^\perp) \cap \text{grad } F(\mathbb{P}(L)), \mathbb{P}(L^\perp) \times \text{grad } F(\mathbb{P}(L))) \) and to compute its degree as a class in the Chow ring of \( \mathbb{P}^n \). Note that \( s(\mathbb{P}(L^\perp) \cap \text{grad } F(\mathbb{P}(L)), \mathbb{P}(L^\perp) \times \text{grad } F(\mathbb{P}(L))) \) decomposes as a sum of classes, according to the grading of the Chow ring, and each degree \( i \) component, has its degree as a (linear combination of) subscheme(s) in \( \mathbb{P}^n \). We will denote the degree (as a subscheme) of the degree \( i \)-part (in the Chow ring) simply by \( s_i(\mathbb{P}(L^\perp) \cap \text{grad } F(\mathbb{P}(L)), \mathbb{P}(L^\perp) \times \text{grad } F(\mathbb{P}(L))) \).
Theorem 3.3.1 (See [6, Theorem 4.2]). Using the notation above we have the following. The ML-degree of \( L \) equals:

\[
\nu_a(L) = \mu_a(L) - \sum_{j=0}^{b} \binom{b}{j} s_j \left( \mathbb{P}(L^\perp) \cap \overline{\operatorname{grad} F(P(L))}, \mathbb{P}(L^\perp) \times \overline{\operatorname{grad} F(P(L))} \right).
\]

Example 3.3.2 (Based on Example 4.5 in [6]). Consider the space \( L \) to be the following subspace of the symmetric 3 \( \times \) 3 matrices:

\[
\begin{pmatrix}
0 & a & b \\
a & 0 & c \\
b & c & d
\end{pmatrix}.
\]

As the following code shows we have \( \mu = (1, 2, 4, 4) \).

```
R=QQ[a,b,c,d,x,y]
M=matrix{{x,a,b},{a,y,c},{b,c,d}}
F=det M
ff=diff(vars R,F)
L=R/ideal(x,y)
S=QQ[a1,b1,c1,d1,x1,y1]
phi=map(L,S, first entries ff)
loadPackage"Cremona"
projectiveDegrees(phi,MathMode=>true)
```

Here \( \mathbb{P}(L^\perp) \cap \mathbb{P}(L^{-1}) \) is one-dimensional, i.e. there will be two graded pieces of the Segre class contributing to the difference among \( \mu \) and \( \nu \). The degrees of these Segre classes are \(-7\) and \(2\), thus we get:

\[
\nu_3 = 4 + 7 - 5 \cdot 2 = 1.
\]

Indeed, we have \( \nu = (1, 2, 2, 1) \) as the following code shows:

```
S2=QQ[a1,b1,c1,d1]
proj=map(S,S2,sub(vars S2,S))
phi2=phi*proj
```

The alternating sum of the \( \nu_i \) is equal to 0. This is consistent with Proposition 2.3.5

\[
\chi( \mathbb{P}(L) \setminus V(\det |_L) ) = \chi(\mathbb{P}^3) - \chi(V(a(2bc - ad))) \\
= 4 - \chi(V(a)) - \chi(V(2bc - ad)) + \chi(V(a,bc)) \\
= 4 - 3 - 4 + 3 = 0.
\]

We may also confirm the formulas in Corollary 3.2.2. The base locus \( Y \) in this case is zero-dimensional, but not reduced:

```
Y=sub(ideal(ff),L)
```

Hence, the only Segre class we have is \( s_0 \) of degree four (which in this case could also be computed by the standard degree computation):

```
SegreClass(Y)
```

Hence, \( \mu_3 = 2^3 - \binom{3}{2} s_2^0 \cdot 4 = 4. \)

If we restrict the determinant to \( \mathbb{P}(L) \) the singular locus is one dimensional. Hence, we obtain two Segre classes \( s_0 \) and \( s_1 \) of degrees 2 and \(-5\) respectively:
Y' = ideal(diff(a, F), diff(b, F), diff(c, F), diff(d, F))

SegreClass(Y')

Thus, for example, we have:

\[ \nu_3 = (3 \cdot 2^1 \cdot 2 - (3 \cdot 3^2 \cdot 2^0 \cdot (-5)) = 1. \]

4. **COMPLETE VARIETIES: EXAMPLES**

Our numbers \[ \mu_i(L) \] can be computed as follows:

\[ \mu_i(L) = \int L H_1^{d-i} \cdot H_2^i \cdot [\hat{L}]. \]

In the diagram (2.2), the graph \( \Gamma = \Gamma_{\text{grad} F} \) is usually not smooth. We would like to replace it by a smooth variety, i.e. find a birational morphism \( \hat{\Gamma} \to \Gamma \) where \( \hat{\Gamma} \) is smooth.

**Definition 4.0.1.** A complete variety with respect to a homogeneous polynomial \( F \in S^d V^* \) is a smooth variety \( \hat{\Gamma} \) equipped with two maps \( \pi: \hat{\Gamma} \to \mathbb{P}(V) \) and \( \pi': \hat{\Gamma} \to \mathbb{P}(V^*) \) such that following diagram commutes:

\[
\begin{array}{ccc}
\mathbb{P}(V) & \xrightarrow{\pi} & \mathbb{P}(V) \\
\xrightarrow{\text{grad } F} & & \xrightarrow{\text{grad } F} \\
\mathbb{P}(V^*) & \xrightarrow{\pi'} & \mathbb{P}(V^*)
\end{array}
\]

Our aim is to have a simple intersection theory on \( \hat{\Gamma} \), in particular, we want to construct it effectively. Suppose we have such a \( \hat{\Gamma} \). For \( \mathbb{P}(L) \subset \mathbb{P}(V) \), we let \( \mathbb{P}(\hat{L}) \) denote the strict transform of \( L \) over \( \hat{\Gamma} \to \mathbb{P}(V) \). Then

\[ \mu_i(L) = \int_L H_1^{d-i} \cdot H_2^i \cdot [\hat{L}]. \]

So if we can describe the Chow ring of \( \hat{\Gamma} \), and compute the class \([\hat{L}] \in A_d(\hat{\Gamma})\), then we can use the above formula to compute \( \mu_i(L) \). In the rest of this section we will construct complete varieties \( \hat{\Gamma}_F \) for some specific choices of \( F \). In the next section we will describe their cohomology ring.

4.1. **The permutohedral variety.** Let \( \mathbb{P}(V) = \mathbb{P}^n \); we fix a basis \( e_0, \ldots, e_n \) of \( V \). Let \( F \) be the polynomial \( x_0 x_1 \cdots x_n \). Then grad \( F: \mathbb{P}(V) \to \mathbb{P}(V^*) \) is the Cremona map \([x_0 : x_1 : \ldots : x_n] \mapsto [x_0^{-1} : x_1^{-1} : \ldots : x_n^{-1}]\). We will write \( L^{-1} := (\text{grad } F)(L) \).

**Lemma 4.1.1.** \( L^{-1} \cap L^+ = 0 \); hence \( \mu_i(L) = \nu_i(L) \) for all \( i \).

**Proof.** Suppose we have an \( (y_0, \ldots, y_n) \in L^{-1} \); write \( I := \{ i \mid y_i \neq 0 \} \subset [n + 1] \). There is a sequence \( (x_j)_{j \in \mathbb{N}} \) with \( x_j = (x_{j,0}, \ldots, x_{j,n}) \in L \cap (\mathbb{C}^*)^{n+1} \) and \( \lim_{j \to \infty} x_j^{-1} = y_j \), i.e.

\[
\lim_{j \to \infty} x_{j,i} = \begin{cases} y_i^{-1} & \text{for } i \in I, \\ \infty & \text{for } i \notin I. \end{cases}
\]

So we find that

\[
\lim_{j \to \infty} \sum_{i=0}^{n} y_i x_{j,i} = \lim_{j \to \infty} \sum_{i \in I} y_i x_{j,i} = |I|.
\]
If we had $y \in L^\perp$, we would have $\sum_{i=0}^n y_ix_{j,i} = 0$ for all $j$, contradicting the above.

There is a beautiful connection between our numbers $\nu_i(L)$ and matroid theory. A linear subspace $L \subset V$ gives rise to a matroid $M(L)$ on $[n+1] = \{0,1,\ldots,n\}$: a subset $S \subseteq [n+1]$ is independent if $\{e_i | i \in S\}$ is linearly independent modulo $L$. One of the most important matroid invariants is the characteristic polynomial, which generalizes the chromatic polynomial of a graph. The definition can be found for instance in [37, Section 2].

**Theorem 4.1.2** ([37] Theorem 1.1). The numbers $\nu_i(L)$ are the coefficients of the reduced characteristic polynomial of $M(L)$.

This geometric interpretation of the characteristic polynomial was the key ingredient in the proof of the longstanding Rota-Heron-Welsh conjecture [1, 37], which states that its coefficients form a log-concave sequence.

In our current setting, a desingularization of $\Gamma$ is given by the permutohedral variety $P(V) = P_n$. This variety can be described as the closure of the image of the rational map

$$\Delta F : \mathbb{P}(V) \to \mathbb{P}(V) \times \mathbb{P}^2(\bigwedge V) \times \cdots \times \mathbb{P}^{n-1}(\bigwedge V) :$$

$$[x] \mapsto ([x_0 : \ldots : x_n], [x_0x_1 : x_0x_2 : \ldots : x_{n-1}x_n], \ldots, [x_0 \cdots x_{n-1} : \ldots : x_1 \cdots x_n]).$$

Alternatively, $P_n$ can be constructed as a repeated blow-up. Consider the sequence

$$(4.3) \quad \mathbb{P}^n = X_0 \leftarrow X_1 \leftarrow \cdots \leftarrow X_{n-1},$$

where $X_1$ is obtained from $X_0$ by blowing up the points $\{[e_i] | 0 \leq i \leq n\}$; $X_2$ is obtained from $X_1$ by blowing up the strict transform of the lines $\{[e_i, e_j] | 0 \leq i < j \leq n\}$, and in general $X_{k+1}$ is obtained from $X_k$ by blowing up the strict transform of the (projective) $k$-planes $\{[e_{i_0}, \ldots, e_{i_k}] | 0 \leq i_0 < \ldots < i_k \leq n\}$. Then the variety $X_{n-1}$ is isomorphic to the permutohedral variety $P_n$.

The first construction clearly resolves the graph of $\text{grad} F$, via the projection maps $\pi_1 : P_n \to \mathbb{P}(V)$ and $\pi_{n-1} : P_n \to \mathbb{P}(\bigwedge^{n-1} V) \cong \mathbb{P}(V^*)$. The second is smooth, as can be seen from the fact that blowing up a smooth subvariety of a smooth variety again yields a smooth variety. To see that both constructions agree, one can inductively show that the variety $X_k$ obtained after $k$ blow-ups is isomorphic to the image closure of the map $\mathbb{P}(V) \to \mathbb{P}(V) \times \mathbb{P}(\bigwedge^2 V) \times \cdots \times \mathbb{P}(\bigwedge^{k+1} V)$. Putting all of this together we see that indeed, $P_n$ is a complete variety.

A third construction of $P_n$ goes via toric geometry. This will be explained in detail in Section 5.5.

### 4.2 The space of complete collineations.

We take $V = W \otimes W$, where $W$ is a $\mathbb{C}$-vector space of dimension $d$. We think of $V$ as the space of $d \times d$ matrices, and take $F := \det \in S^dV^*$. Then $\text{grad} F : \mathbb{P}(V) \dashrightarrow \mathbb{P}(V^*)$ is the projectivization of the map $V \to V^* : A \mapsto \text{adj}(A)$ mapping a square matrix to its adjugate (which equals $\det(A) \cdot A^{-1}$ if $A$ is invertible).

For $A \in W \otimes W$, we write $\bigwedge^k A \in \bigwedge^k W \otimes \bigwedge^k W$ for the $k$-th compound matrix.

In coordinates, $\bigwedge^k A$ is the $\left(\begin{smallmatrix} d \\ k \end{smallmatrix}\right) \times \left(\begin{smallmatrix} d \\ k \end{smallmatrix}\right)$-matrix whose entries are the $k \times k$-minors of $A$. The coordinate-free description is as follows: if we view $A$ as a linear map $W^* \to W$, then $\bigwedge^k A : \bigwedge^k(W^*) \cong \bigwedge^k(W^*) \to \bigwedge^k W$. Note that, up to signs, $\bigwedge^{d-1} A = \text{adj}(A)$, where $\text{adj}(A)$ is the adjugate matrix of $A$. 
Definition 4.2.1. The variety $\mathcal{CC}(W)$ of complete collineations is the closure of the image of the set of invertible matrices under the map

$$\varphi : \mathbb{P}(W \otimes W) \rightarrow \mathbb{P}(\mathbb{P}(W \otimes W) \times \mathbb{P}(\bigwedge^2 W \otimes \bigwedge^2 W) \times \cdots \times \mathbb{P}(\bigwedge^{d-1} W \otimes \bigwedge^{d-1} W),$$

sending a matrix $A$ to $(A, \bigwedge^2 A, \ldots, \bigwedge^{d-1} A)$. This is a complete variety with respect to $F := \det \in S^d V^*$.

Here is an alternative construction of the space of complete collineations: Start with the space $\mathbb{P}(W \otimes W)$ and consider the following sequence of blow-ups

$$\mathbb{P}(W \otimes W) = X_0 \leftarrow X_1 \leftarrow \cdots \leftarrow X_{d-2} =: \mathcal{CC}(W),$$

where $X_i$ is the blow-up of $X_{i-1}$ at the strict transform of the locus of rank $i$ matrices.

Remark 4.2.2. If we intersect $\mathcal{CC}(W)$ with the space of tuples of diagonal matrices, we obtain the permutohedral variety $P_{d-1}$.

Much more on complete collineations can be found for instance in [18, 47, 62].

Degeneration spaces. For each $r \in \{1, \ldots, d-1\}$, we define a subvariety $S_r \subset \mathcal{CC}(V)$:

$$S_r = \{(A_1, \ldots, A_{d-1}) \in \mathcal{CC}(W) \mid \text{rk } A_r = 1\}$$

$$= \{(A_1, \ldots, A_{d-1}) \in \mathcal{CC}(W) \mid \text{rk } A_1 = r\}$$

$$= \{(A_1, \ldots, A_{d-1}) \in \mathcal{CC}(W) \mid \text{rk } A_{d-1} = d-r\}.$$

Alternatively, $S_r$ is the strict transform of the exceptional locus of the blow-up $X_{r-1} \leftarrow X_r$ in (4.4). From this last description it follows that $S_r \subset \mathcal{CC}(W)$ is irreducible of codimension one. A general point in $S_r$ is determined by a rank $r$ matrix $A_1$ and rank $d-r$ matrix $A_{d-1}$ that vanishes on the image of $A_1$. The image of $A_1$ (resp. kernel of $A_{d-1}$) is parameterized by the Grassmannian $G(r, d)$. Hence, there is a natural map from $S_r$ to $G(r, d)$. The cohomology class of $S_r$ will play a central role in Section 6.

4.3. The space of complete quadrics. We take $V = S^2 W$ the space of symmetric $d \times d$ matrices, and $F = \det \in S^d V^*$ the determinant of a general symmetric matrix. Analogously to the previous section, we obtain:

Definition 4.3.1. The variety $\mathcal{CQ}(W)$ of complete quadrics is the closure of the image of the set of invertible matrices under the map

$$\varphi : \mathbb{P}(S^2 W) \rightarrow \mathbb{P}(S^2 W) \times \mathbb{P}(S^2(\bigwedge^2 W) \times \cdots \times \mathbb{P}(S^2(\bigwedge^{d-1} W),$$

sending a matrix $A$ to $(A, \bigwedge^2 A, \ldots, \bigwedge^{d-1} A)$. This is a complete variety with respect to $F := \det \in S^d V^*$.

Alternatively, the space of complete quadrics can be constructed via the following sequence of blow-ups

$$\mathbb{P}(S^2 W) = X_0 \leftarrow X_1 \leftarrow \cdots \leftarrow X_{d-2} =: \mathcal{CQ}(W),$$

where $X_i$ is the blow-up of $X_{i-1}$ at the strict transform of the locus of rank $i$ matrices.
Remark 4.3.2. We can define degeneration spaces $S_r$ also for complete quadrics, either as the strict transform of the exceptional locus of the blow-up $X_{r-1} \leftarrow X_r$ in \eqref{eq:blowup}, or by replacing $CC(W)$ by $CQ(W)$ in Equation \ref{eq:degenerate}.

Remark 4.3.3. The space $CQ(W)$ is the intersection of $CC(W)$ with $\mathbb{P}(S^2 W) \times \cdots \times \mathbb{P}(S^2(\wedge^{d-1} W))$.

4.4. Geometry of complete quadrics. To a nonzero symmetric matrix $A \in S^2 W$ we can associate a quadric hypersurface in $\mathbb{P}(W^*)$, namely

$$Q(A) := \{x \in \mathbb{P}(W^*) \mid x^T Ax = 0\}.$$ 

Hence we can think of $\mathbb{P}(S^2 W)$ as the space of quadrics in $\mathbb{P}(W^*)$. Assume for a moment that $A$ is invertible. Then the nonzero matrix $\wedge^k A$ cuts out a quadric

$$Q(\wedge^k A) = \{x \in \mathbb{P}(\wedge^k W^*) \mid x^T (\wedge^k A)x = 0\}$$

in $\mathbb{P}(\wedge^k W^*)$. If we intersect $Q(\wedge^k A)$ with the Grassmannian $G(k-1, \mathbb{P}(W^*)) \subseteq \mathbb{P}(\wedge^k W^*)$, we obtain the locus of all $(k-1)$-planes tangent to $Q(A)$:

Lemma 4.4.1. The intersection $Q(\wedge^k A) \cap G(k-1, \mathbb{P}(W^*))$ is the space of $(k-1)$-planes tangent to $Q(A)$.

Proof. Recall that for a point $[w]$ on $Q(A)$, the tangent space at $[w]$ is equal to

$$T_{[w]}Q(A) = \{x \in W \mid x^T \cdot A \cdot w = 0\}.$$ 

Hence, the space $U = \langle u_1, \ldots, u_k \rangle$ is tangent to the quadric $Q(A)$ if and only if there exist $p_1, \ldots, p_k \in \mathbb{C}$ not all equal to zero, such that $u^T \cdot A \cdot (\sum_{i=1}^k p_i u_i) = 0$ for any $u \in U$. This happens if and only if the $k \times k$ matrix with $(i, j)$-entry $u_i^T A u_j$ is degenerate, i.e. the determinant of that matrix equals zero. But that determinant equals $(\wedge_{i=1}^k u_i)^T \cdot (\wedge^k A) \cdot (\wedge_{i=1}^k u_i)$, i.e. the evaluation of the quadric $Q(\wedge^k A)$ on the point of the Grassmannian, $\wedge_{i=1}^k u_i$ corresponding to the space $U$. \qed

So a general point in $CQ(W)$ is given by a smooth quadric together with its locus of tangent lines, its tangent planes, and so on. However, since in Definition \ref{def:degenerate} we took a closure, there are other points in $CQ(W)$.

Example 4.4.2. Let $W = \mathbb{C}^3$. For every $\varepsilon \in \mathbb{C} \setminus \{0\}$, the point

$$(A_1, A_2) = (\begin{pmatrix} -\varepsilon & 0 & 0 \\ 0 & \varepsilon & 0 \\ 0 & 0 & 1 \end{pmatrix}, \begin{pmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \varepsilon \end{pmatrix}) \in \mathbb{P}(S^2 W) \times \mathbb{P}(S^2(W^*))$$

is contained in $CQ(W)$, as $A_2$ equals the adjugate of $A_1$ up to scaling. Geometrically: $Q(A_1) \subset \mathbb{P}(W^*)$ is the smooth conic with equation $\varepsilon x_0^2 = \varepsilon x_1^2 + x_2^2$. $Q(A_2) \subset \mathbb{P}(W)$ is the dual conic; it is the space of lines tangent to $Q_1$, and has equation $\beta_0^2 = \beta_1^2 + \varepsilon \beta_2^2$, where $\beta_i$ are the coordinates on $W$.

Taking the limit $\varepsilon \to 0$, we find that

$$(B_1, B_2) = (\begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \begin{pmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}) \in CQ(W).$$
Now $Q(B_1)$ is the double line $x_2^2 = 0$ in $\mathbb{P}(V^*)$, and $Q(B_2) \subset \mathbb{P}(V)$ is a degenerate conic given by the equation $\beta_0^2 = \beta_1^2$. It is the locus of all lines in $\mathbb{P}(V^*)$ that pass through $[1 : 1 : 0]$ or $[1 : -1 : 0]$. See also Figure 1.

Note that the quadric $Q(B_2)$ cannot be recovered from the double line $Q(B_1)$: we need the extra data of two marked points on $Q(B_1)$. This corresponds to the fact that $B_1 \in \mathbb{P}(S^2W)$ is in the locus that was blown up.

The complete conics can be classified into four types (see also Figure 2):

- $A_1$ and $A_2$ both have rank 3. Then $Q(A_1)$ is a smooth conic and $Q(A_2)$ is its dual.
- $A_1$ has rank 1 and $A_2$ has rank 2, as in the example above. Then $Q(A_1)$ is a double line and $Q(A_2)$ is the locus of all lines through 2 marked points on $Q(A_1)$.
- $A_1$ has rank 2 and $A_2$ has rank 1. This is dual to the case above. Then $Q(A_1)$ is a union of two lines, and $Q(A_2)$ is a double line in dual space.
- $A_1$ and $A_2$ both have rank 1. Here $A_2$ is a rank one matrix that vanishes on the image of $A_1$, and $Q(A_1)$ and $Q(A_2)$ are both double lines.

**Example 4.4.3.** Figure 3 shows the classification of complete quadrics in the case $d = 4$. More precisely, the pictures show $Q(A_1)$ and the additional data needed to determine $Q(A_2)$ and $Q(A_3)$. 

---

**Figure 1.** A conic degenerating to a double line with two marked points.

**Figure 2.** The four types of complete conics
Figure 3. Complete quadrics in 3 dimensions. Picture taken from [63].

(1) \( \text{rk}(A_1) = 4, \text{rk}(A_2) = 4, \text{rk}(A_3) = 4 \).
(2) \( \text{rk}(A_1) = 3, \text{rk}(A_2) = 3, \text{rk}(A_3) = 1 \). Here \( Q(A_2) \) is the locus of lines tangent to the cone \( Q(A_1) \), and \( Q(A_3) \) is the double locus of all planes passing through the vertex.
(3) \( \text{rk}(A_1) = 2, \text{rk}(A_2) = 1, \text{rk}(A_3) = 2 \). Here \( Q(A_2) \) is the double locus of all lines passing through the marked line, and \( Q(A_3) \) is the locus of all planes passing through one of the marked points.
(4) \( \text{rk}(A_1) = 2, \text{rk}(A_2) = 1, \text{rk}(A_3) = 1 \). Again \( Q(A_2) \) is the double locus of all lines passing through the marked line, and \( Q(A_3) \) is the double locus of all planes passing through the marked point.
(5) \( \text{rk}(A_1) = 1, \text{rk}(A_2) = 3, \text{rk}(A_3) = 3 \). Here \( Q(A_2) \) is the locus of all lines intersecting the marked conic, and \( Q(A_3) \) is the locus of all planes tangent to the marked conic.
(6) \( \text{rk}(A_1) = 1, \text{rk}(A_2) = 2, \text{rk}(A_3) = 1 \). Again \( Q(A_2) \) is the locus of all lines intersecting the marked degenerate conic, and \( Q(A_3) \) is the double locus of all planes passing through the marked point.
(7) \( \text{rk}(A_1) = 1, \text{rk}(A_2) = 1, \text{rk}(A_3) = 2 \). Here \( Q(A_2) \) is the double locus of all lines intersecting the marked line, and \( Q(A_3) \) is the locus of all planes passing through one of the marked points.
(8) \( \text{rk}(A_1) = 1, \text{rk}(A_2) = 1, \text{rk}(A_3) = 1 \). Here \( Q(A_2) \) is the double locus of all lines intersecting the marked line, and \( Q(A_3) \) is the double locus of all planes passing through the marked point.

**Proposition 4.4.4.** The number of smooth quadric hypersurfaces in \( \mathbb{P}^{d-1} = \mathbb{P}(W^*) \) passing through a given general points and tangent to \( b \) given general hypersurfaces (where \( a + b = \binom{d+1}{2} - 1 \)) is equal to \( \mu_a(V) = \mu_b(V) \).
Proof. Let $A \subset \mathbb{P}(S^2W)$ be the subspace of all quadrics passing through our $a$ given points. This is a hyperplane of codimension $a$. Similarly, let $B \subset \mathbb{P}(S^2W^*)$ be the codimension $b$ hyperplane of all quadrics in dual space containing the $b$ given points in dual space.

As usual, we will write $\Gamma$ for the graph of the inversion map $\mathbb{P}(S^2W) \to \mathbb{P}(S^2W^*)$, and $\pi_1$ and $\pi_2$ for the projections to $\mathbb{P}(S^2W)$ and $\mathbb{P}(S^2W^*)$ respectively. In this case, it is known that $\Gamma$ consists of all pairs $(C,D) \in \mathbb{P}(S^2W) \times \mathbb{P}(S^2W^*)$ of symmetric matrices for which $C \cdot D = \lambda I_d$ for some $\lambda \in \mathbb{C}$. The smooth locus of $\Gamma$ are the pairs $(C,D)$ where $C$ and $D$ are invertible (and hence $D = C^{-1}$); the singular locus of $\Gamma$ consists of the pairs $(C,D) \in \Gamma$ where $C$ and $D$ are singular matrices (and hence $C \cdot D = 0$).

Claim 4.4.5. The subvarieties $\pi_1^{-1}(A)$ and $\pi_2^{-1}(B)$ of $\Gamma$ intersect transversally, and all intersection points lie on the smooth locus of $\Gamma$.

Proof. We first show that the intersection is transverse on the smooth locus of $\Gamma$. We can rewrite our intersection as

$$\pi_1^{-1}(H_1) \cap \ldots \cap \pi_1^{-1}(H_a) \cap \pi_2^{-1}(H'_1) \cap \ldots \cap \pi_2^{-1}(H'_b).$$

Note that on the smooth locus of $\Gamma$, we have a transitive action of $GL(W)$, and moreover each $\pi_i^{-1}(H_i)$ is a general element of its orbit. Then the intersection is transverse by repeatedly applying Kleiman’s transversality theorem (see [23, Theorem 1.7]).

To show that there are no intersection points in the singular locus, we observe that $\Gamma$ can be written as a union of locally closed subvarieties $\Gamma_{x,y} := \{(C,D) \in \Gamma \mid \text{rk}(C) = x, \text{rk}(D) = y\}$, and $GL(W)$ acts transitively on each $\Gamma_{x,y}$. The smooth locus is exactly $\Gamma_{d,d}$; we fix $0 < x, y < d$ and show there are no intersection points on $\Gamma_{x,y}$. Indeed: observe that every $\pi_1^{-1}(H_j) \cap \Gamma_{x,y}$ is a codimension one subvariety which is a general element of its $GL(W)$-orbit. Hence we can again apply Kleiman’s transversality theorem, but this time our transverse intersection is empty for dimension reasons.

Then by (2.3) and the claim:

$$\mu_a(V) = \int_{\Gamma} H_1^a H_2^b = \int_{\Gamma} [\pi_1^{-1}(A)] \cdot [\pi_2^{-1}(B)]$$

$$= \int_{\Gamma} [\pi_1^{-1}(A) \cap \pi_2^{-1}(B)] = \# (\pi_1^{-1}(A) \cap \pi_2^{-1}(B)).$$

\[\square\]

4.5. Complete skew-forms. This section is completely analogous to Section 4.3 replacing symmetric matrices by skew-symmetric matrices. As the determinant of a skew-symmetric matrix of odd size is always zero, we now let $W$ be a vector space of even dimension $d = 2e$, $V = \bigwedge^2 W$, and $F = \text{pf} \in S^e V^*$ the Pfaffian of a general skew-symmetric matrix.

Remark 4.5.1. Since $\det = \text{pf}^2 \in S^d V$, the maps $\text{grad}(\det)$ and $\text{grad}(\text{pf})$ agree as maps $\mathbb{P}(V) \to \mathbb{P}(V^*)$. So we could also just have taken $F = \det \in S^d V$. 

\[\square\]
Definition 4.5.2. The variety $\mathcal{CS}(W)$ of complete skew-forms is the closure of the image of the set of invertible matrices under the map
\[
\varphi : \mathbb{P}(\bigwedge^2 W) \to \mathbb{P}\left(\bigwedge^2 W\right) \times \mathbb{P}\left(\bigwedge^2 (\bigwedge^2 W)\right) \times \cdots \times \mathbb{P}\left(\bigwedge^2 d^{-1} W\right),
\]
sending a matrix $A$ to $(A, \bigwedge^2 A, \ldots, \bigwedge^{d-1} A)$. It is a complete variety with respect to $F = pf \in S^*V^*$.

As in the symmetric case, the space of complete skew-forms can be constructed by blowing up $\mathbb{P}(W)$ along the subvariety of rank two matrices, then the strict transform of the subvariety of matrices of rank at most four, and so on. As such, it admits a series $S_1, \ldots, S_{r-1}$ of special classes of divisors.

For more on complete skew-forms, see [48].

4.6. General approach via partial derivatives. All of the examples in this section are a special case of the following construction: let $d = \deg F$, and for $k = 1, \ldots, d-1$, let $D^k_1, \ldots, D^k_m$ be a basis of the span of all $k$th order partial derivatives of $F$, and let $\tilde{\Gamma}$ be the normalization of the image of the rational map
\[
\Delta F : \mathbb{P}(V) \to \mathbb{P}(V) \times \mathbb{P}(\bigwedge^2 V) \times \cdots \times \mathbb{P}(\bigwedge^{d-1} V) : [x] \mapsto ([D^d_{1-1}(x) : \ldots : D^{d-1}_{m_{d-1}}(x)]), \ldots, [D^1_1(x) : \ldots : D^{d-1}_{m_1}(x)]).
\]
In all our examples, it turned that $\tilde{\Gamma}$ is a complete variety. However, this is not the case for an arbitrary polynomial $F$. In [2], the question of when such a $\tilde{\Gamma}$ is smooth (and hence a complete variety) is considered, and some sufficient conditions are proven.

Remark 4.6.1. Since $\mathbb{P}(\bigwedge^k V) \cong \mathbb{P}(\bigwedge^{d-k} V^*)$, we have an isomorphism
\[
\mathbb{P}(V) \times \mathbb{P}(\bigwedge^2 V) \times \cdots \times \mathbb{P}(\bigwedge^{d-1} V) \to \mathbb{P}(V^*) \times \mathbb{P}(\bigwedge^2 V^*) \times \cdots \times \mathbb{P}(\bigwedge^{d-1} V^*)
\]
\[
(A_1, \ldots, A_d) \mapsto (A_{d-1}, \ldots, A_1).
\]
This map induces isomorphisms $P(V) \cong P(V^*)$, $\mathcal{CC}(W) \cong \mathcal{CC}(W^*)$, $\mathcal{CQ}(W) \cong \mathcal{CQ}(W^*)$, $\mathcal{CS}(W) \cong \mathcal{CS}(W^*)$.

5. Cohomology of the permutohedral variety

5.1. The permutohedral variety. The aim of this subsection is to describe the Chow ring of the permutohedral variety $P_n$ introduced in Section 4.1. Our main tool will be toric geometry. Recall that an algebraic torus is the multiplicative group $T_n := (\mathbb{C}^\times)^n$. We will refer to $T_n$ simply as a torus.

A variety $X$ is called toric if $T_n$ acts on $X$ and one of the orbits is dense. Depending on the context many authors also assume that $X$ is normal. We will not recall all the constructions of toric geometry as this is outside of the scope of this survey. The interested reader is referred to [16, 27, 50, 52, Chapter 8]. Here we just recall the most important facts about projective toric varieties $X$ associated to a lattice polytope $P \subset \mathbb{R}^n$. We recall that a polytope is called a lattice polytope if all of its vertices belong to $\mathbb{Z}^n$. 


Example 5.1.1. For $n = 2$ we have the following flags:

1. $\emptyset \subset [3]$, which corresponds to $k = 1$.
2. Six distinct flags corresponding to $k = 2$. For three of them $A_1$ is a singleton and for the other three $A_1$ has two elements.
3. Six complete flags, for example $\emptyset \subset \{2\} \subset \{2,3\} \subset \{1,2,3\}$.

The faces of $\mathcal{P}_n$ are in bijection with flags on $[n+1]$, where a flag of length $k$ corresponds a face of dimension $n + 1 - k$. We first note that a complete flag $A_0 \subset A_1 \subset \cdots \subset A_{n+1}$ corresponds to the permutation $\pi$ defined by $\{\pi(1)\} = A_1$, $\{\pi(1), \pi(2)\} = A_2, \ldots$, $\{\pi(1), \ldots, \pi(j)\} = A_j, \ldots$.

A vertex corresponding to a complete flag $A_0 \subset A_1 \subset \cdots \subset A_{n+1}$ belongs to a face corresponding to a flag $B_0 \subset B_1 \subset \cdots \subset B_k$ if and only if the set $\{B_0, \ldots, B_k\}$ is a subset of the set $\{A_0, A_1, \ldots, A_{n+1}\}$, i.e. the flag $A_\bullet$ refines the flag $B_\bullet$.

Example 5.1.2. We continue Example 5.1.1. Here $\mathcal{P}_2$ is a hexagon. The unique flag for $k = 1$ in Example 5.1.1 corresponds to the whole polytope. The six flags for $k = 2$ are the six edges and the complete flags correspond to six vertices. This is presented in Figure 4.

The big advantage of toric geometry is that in most cases it is enough to consider torus invariant structures. This is the case for the Chow ring. To avoid certain technicalities, as we are interested in $P_n$, we will assume that we deal with smooth, projective, toric varieties and the Chow ring and cohomology ring are defined (i.e. tensored) with $\mathbb{Q}$. As a vector space the Chow ring is linearly spanned by elements corresponding to torus orbit closures, i.e. faces of the polytope. These are not linearly independent. Following [16, Theorem 12.4.4] we describe the ring structure.

The Chow ring is generated in degree one, i.e. it is a polynomial ring $\mathbb{Q}[x_1, \ldots, x_s]$ where each $x_i$ corresponds to a given facet $F_i$ of the $n$ dimensional integral polytope $P \subset \mathbb{R}^n$, modulo the ideal generated by the following relations:

1. $\prod_{i \in I} x_i = 0$ whenever $\bigcap_{i \in I} F_i = \emptyset$.
2. $\sum_{i=1}^s (n_{F_i})_j x_i = 0$ for $j = 1, \ldots, n$ and $(n_{F_i})_j$ denotes the $j$-th coordinate of the primitive, integral normal vector $n_{F_i} \in \mathbb{Z}^n$ to the facet $F_i$. 

Figure 4. Two dimensional permutohedron $\mathcal{P}_2$. The vertices are labelled by permutations, where the permutation $abc$ corresponds to the complete flag $\{a\} \subset \{a,b\}$. The edges are labelled by the set $A_1$ which uniquely defines the flag.

We note that our construction of $\mathcal{P}_n$ realizes it not as a full dimensional polytope, as the sum of coordinates is constant. For that reason, one often first shifts it to 0 and considers it in the sublattice generated by the integral points inside $\mathcal{P}_n$.

Example 5.1.3. We identify $\mathcal{P}_2$ with the hexagon that is the convex hull of $(0,0), (0,1), (1,2), (2,2), (2,1), (1,0)$. We have the six facets: $F_1 = [(0,0),(0,1)], F_2 = [(0,1),(1,2)], \ldots, F_6 = [(0,1),(0,0)]$ corresponding respectively to variables $x_1, x_{12}, x_2, x_{23}, x_3, x_{13}$. The generators of the ideal that are of the first type are:

$$x_1x_2, x_1x_{23}, x_1x_3, x_{12}x_{23}, x_{12}x_3, x_{2}x_3, x_{2}x_{13}, x_{3}x_{13}.$$

The generators of the second type are:

$$f = x_1 + x_{12} - x_{23} - x_3, \quad g = -x_{12} - x_2 + x_3 + x_{13}.$$

Hence the Chow ring equals:

$$\mathbb{Q}[x_1, x_{12}, x_2, x_{23}, x_3, x_{13}] / \langle x_1x_2, x_1x_{23}, x_1x_3, x_{12}x_{23}, x_{12}x_3, x_{2}x_3, x_{2}x_{13}, x_{3}x_{13}, f, g \rangle.$$

Note that in this ring it holds that

$$(5.1) \quad x_1x_{12} = x_2x_{12} = x_2x_{23} = x_3x_{23} = x_3x_{13} = x_1x_{13},$$

and all other degree 2 squarefree monomials are zero. So the map $\int_{P_2}$ identifies the top degree part of our Chow ring with $\mathbb{Q}$ by sending each monomial in (5.1) to 1.

The first type of relations allows us to associate to any face $F$ a monomial $m_F := \prod_{i \in F} x_i$. The Chow ring, in degree $d$, is spanned by the monomials $m_F$ for $F$ of codimension $d$. The monomials $m_F$ are not independent in general, due to relations coming from point (2). As one can see from the description above, the linear relations among $m_F$ are as follows:
Fix a \((d + 1)\)-dimensional face \(F\) and pass to the lattice spanned by \(F\). We have 
\[
\sum_{F_i \subset F} (n_{F_i, F}) m_{F_i} = 0,
\]
where the sum is over \(d\)-dimensional faces of \(F\) and \(n_{F_i, F}\) is the normal vector to \(F_i\) in \(F\).

**Example 5.1.4.** Continuing Example 5.1.3, the permutohedral variety \(P_2\) is equipped with two maps \(\pi, \pi' : P_2 \to P_2\) as in (4.1). The Chow ring of \(\mathbb{P}^2\) is isomorphic to \(A^\bullet(P_2) = \mathbb{Q}[\zeta]/(\zeta^3)\), where \(\zeta\) is the hyperplane class. The map \(\pi\) of toric varieties corresponds to the map of polytopes that contracts the edges labeled 12, 23, 13 to points, so we obtain the following triangle, which is the polytope associated to \(P_2\):

![Diagram of a triangle with vertices labeled 1, 2, 3, 12, 23, 13]

The hyperplane class in \(\mathbb{P}^2\) corresponds to an edge of this triangle, say the one labeled by 1. The preimage of this edge is the union of the three edges in our hexagon labeled 1, 12, 13. This means that the pullback of the hyperplane class is given by 
\[
H_1 = \pi^*(\zeta) = x_1 + x_{12} + x_{13}.
\]
Analogously, \(\pi'\) corresponds to contracting the edges 1, 2, 3 of our hexagon, and we find that \(H_2 = \pi'^*(\zeta) = x_{23} + x_2 + x_3\).

We now compute the numbers \(\mu_i : \mu_i(P_2)\) as in (4.2). For instance:
\[
\mu_1 = \int_{\mathbb{P}^2} H_1 H_2 = \int_{\mathbb{P}^2} (x_1 + x_{12} + x_{13})(x_{23} + x_2 + x_3) = \int_{\mathbb{P}^2} x_2 x_{12} + x_3 x_{13} = 2
\]
and similarly \(\mu_0 = \mu_2 = 1\). By Theorem 4.1.2, these \(\mu_i\) are the coefficients of the reduced characteristic polynomial of the matroid corresponding to \(C^3 \subseteq \mathbb{C}^3\), which is the uniform matroid of rank 3 on 3 elements.

**Remark 5.1.5.** So far we have described elements of the Chow ring in the spirit of homology, that is as classes of subvarieties with coefficients. There is a dual description, in the spirit of cohomology, as functions on such classes. This was developed by Fulton and Sturmfels in [29], through the theory of Minkowski weights. As this is the approach that was taken in e.g. [38] we next briefly describe it. We already know that the degree \(d\) part \(A^d(X) = F/R\) of the Chow ring is the vector space \(F\) with basis given by (monomials associated to) codimension \(d\)-faces of the polytope, modulo the subspace \(R\) generated by vectors corresponding to codimension \((d - 1)\)-faces.

Let us now look at the dual vector space \((F/R)^*\). Canonically this is the kernel \(K\) of the natural surjective restriction map \(F^* \to R^*\). Hence, \(\text{Hom}_{\mathbb{Q}}(A^d(X), \mathbb{Q}) = K\). Clearly, the elements of \(K\) are in particular elements of \(F^*\), i.e. linear functions on \(F\). As a linear function is determined by its values on the basis, the elements of \(F^*\) are naturally represented by functions from the set of codimension \(d\)-faces of the polytope to \(\mathbb{Q}\). Such a function \(f\) belongs to \(K\) if and only if for every codimension \((d - 1)\)-face \(F\) we have: \(\sum_{F_i \subset F} (n_{F_i, F}) f(F_i) = 0\). Note that here we omit by the \(j\)-th coordinate. This is because a sum of each coordinate of given vectors equals zero if and only if the sum of those vectors is zero.
The condition on the function $f$ described above is often referred to as the *balancing condition* and a function satisfying it is called a *Minkowski weight*. Hence one can also interpret the elements of the cohomology ring as Minkowski weights. The setting described above was probably first presented in [49]. In current works it is most often expressed on the normal fan of the polytope.

6. COHOMOLOGY OF COMPLETE QUADRICS

Let $V$ be an $n$-dimensional vector space. The space of complete quadrics $\mathcal{CQ}(V)$ has two interesting series of divisors. The first series are the degeneracy classes $S_1, \ldots, S_{n-1}$ introduced in Remark 4.3.2 (we slightly abuse notation and use $S_r$ both for the subvariety $S_r \subset \mathcal{CQ}(V)$ and for the corresponding class in $A^1(\mathcal{CQ}(V))$).

The second series is denoted by $L_1, \ldots, L_{n-1}$, where $L_i := \pi_i^*((H)) \in A^1(\mathcal{CQ}(V))$, with $[H]$ the hyperplane class in $A^1(\mathbb{P}(S^2 \wedge V))$.

We will write $\phi(n, d)$ for the number $\mu_d-1(S^2V)$. In the light of Remarks 2.2.2 and 2.3.4, $\mu_d-1(S^2V)$ is actually the ML-degree of the linear concentration model associated to a generic $d$-dimensional subspace, as introduced in Section 2.4. In terms of the Chow ring:

$$\phi(n, d) = \int_{\mathcal{CQ}_n} L_1^{(n+1)/2} L_2^{d-1}.$$ 

The next result was already known by Schubert [56], and for a modern approach, see [47, Theorem 3.13].

**Proposition 6.0.1.** The classes $L_1, \ldots, L_{n-1}$ form a basis of $\text{Pic}(\mathcal{CQ}(V))$, in which the classes $S_1, \ldots, S_{n-1}$ are given by the relations

$$S_i = -L_{i-1} + 2L_i - L_{i+1},$$ 

with $L_0 = L_n := 0$.

As an immediate consequence, we find that for every subset $X$ of $\{1, \ldots, n-1\}$, the set $\{S_i | i \in X\} \cup \{L_i | i \notin X\}$ forms a $\mathbb{Q}$-basis of $A^1(\mathcal{CQ}_n)$.

The Chow rings of other complete varieties presented in the previous section, the complete skew-forms and the complete collineations, behave similarly to the Chow ring of the complete quadrics, and for this reason we will not treat them separately. The reader can consult [47, 48].

6.1. **A general algorithm for computing intersection products.** De Concini and Procesi [18] introduced an algorithm to compute arbitrary intersection products of the form

$$\int_{\mathcal{CQ}_n} S_1^{a_1} \cdots S_{n-1}^{a_{n-1}} \cdot L_1^{b_1} \cdots L_{n-1}^{b_{n-1}}.$$ 

Here we assume that $\sum_{i=1}^{n-1} a_i + b_i = \dim(\mathcal{CQ}_n) = (n+1)/2 - 1$. The idea is as follows:

1. We can reduce to the case $a_1 = \ldots = a_{n-1} = 1$.
2. The variety $S_1 \cap \cdots \cap S_{n-1}$ is isomorphic to the complete flag variety $Fl_n$ of complete flags is $\mathbb{C}^n$. Hence our intersection product can be rewritten as

$$\int_{Fl_n} L_1^{b_1} \cdots L_{n-1}^{b_{n-1}}.$$ 

3. The Chow ring of $Fl_n$ is known explicitly.

The first and third item above deserve some elaboration:
Reduction to the flag variety. Our reduction relies on the following lemma:

**Lemma 6.1.1.** Suppose that in the expression (6.1), we have that every $a_i$ is either $0$ or $1$ with at least one being $0$, and moreover for each $a_i = 0$ we also have $b_i = 0$. Then the intersection product is equal to $0$.

*Proof.* The idea is to use the map from $S_{i_1} \cap \cdots \cap S_{i_k} \to Fl(i_1, \ldots, i_k; n)$ and the fact that the occurring classes $L_i$ are pullbacks of classes on $Fl(i_1, \ldots, i_k; n)$. The corresponding product on $Fl(i_1, \ldots, i_k; n)$ is zero for dimension reasons. See also [18 Section 9.2].

From now on, we will (without loss of generality) only consider expressions (6.1) with all $a_i$ either $0$ or $1$. Assume we have given such an expression, we may assume that not all $a_i$ are equal to $1$ (else we are done) and that there is an $i$ with $a_i = 0$ and $b_i \neq 0$ (else the product is $0$ by the lemma). Pick such an $i$, and rewrite one factor $L_i$ in terms of the basis $\{S_j \mid a_j = 0\} \cup \{L_j \mid a_j = 1\}$. If we partially order all tuples $T = (a_1, \ldots, a_{n-1}, b_1, \ldots, b_{n-1})$ by $T \leq T'$ if and only if either $\sum a_i > \sum a'_i$, or $\sum a_i = \sum a'_i$ and $\sum_{i:a_i = 0} b_i \leq \sum_{i:a'_i = 0} b'_i$, then this expands our given intersection product into expressions that are smaller with respect to our partial order.

**Intersection products on flag varieties.** We here present only the bare minimum necessary for our purposes, for more see [43], or the survey article [30].

The Chow ring of $Fl_n$ has a basis indexed by permutations of $\{1, \ldots, n\}$. Fixing a complete flag $0 = F_0 \subset \cdots \subset F_n = \mathbb{C}^n$, for such a permutation $w$, we define the Schubert class $\sigma_w$ as the class of the closed Schubert cell

$$Y_w := \{V_\bullet \mid \dim(V_p \cap F_q) = \# \{i \leq p \mid n + 1 - w(i) \leq q\} \forall p, q\}. $$

One checks that the codimension of $Y_w$ is equal to the inversion number $inv(w)$ of $w$ (the number of pairs $i < j$ with $w(i) > w(j)$, or equivalently the minimal number of elementary transpositions $s_i = (i, i+1)$ needed to express $w$). So $\sigma_w \in A^{inv(w)}(Fl_n)$. In the case $w = s_i$ is an elementary transposition, our Schubert cell becomes

$$Y_{s_i} = \{V_\bullet \mid \dim(V_i \cap F_{n-i}) \geq 1\}. $$

So identifying $S_1 \cap \cdots \cap S_{n-1}$ with $Fl_n$, our class $L_i$ corresponds to the Schubert class $\sigma_{s_{n-1}}$. Products of such classes in $A^\bullet(Fl_n)$ can be computed using Monk’s rule:

**Theorem 6.1.2.**

$$\sigma_{s_i} \cdot \sigma_w = \sum \sigma_v,$$

where the sum is over all permutations $v$ obtained from $w$ by:

- Choosing a pair $p, q$ of indices with $p \leq i < q$ for which $w(p) < w(q)$ and for any $k$ between $p$ and $q$, $w(k)$ is not between $w(p)$ and $w(q)$.
- Defining $v(p) = w(q)$, $v(q) = w(p)$, and for all other $k$, $v(k) = w(k)$.

By repeatedly applying Monk’s Rule, we can compute our product (6.2), finishing the algorithm.
6.2. Polynomiality results. In this section we will outline a proof of the following polynomiality result, which was conjectured by Sturmfels and Uhler in [59].

**Theorem 6.2.1** ([45, Theorem 4.2]). For fixed $d$, $\phi(n, d)$ is a polynomial in $n$, of degree $d - 1$.

Although the algorithm from the previous section can in principle be used to compute each number $\phi(n, d)$, it is not clear how to obtain polynomiality using this approach. We will use a different strategy instead: in the previous section we pushed forward our intersection product to $\bigcap_i S_i \cong F_{ln}$, here we will push it forward to the individual $S_r$, and then further to the Grassmannians $G(r, n)$.

**Definition 6.2.2.** Let $0 < m < \left(\frac{n+1}{2}\right)$ and $0 < r < n$, then we define

$$\delta(m, n, r) = \int_{\mathbb{C}Q_n} S_r L_1^{\left(\frac{n+1}{2}\right)-m-1} L_{n-1}^{m-1}.$$ 

**Remark 6.2.3.** The number $\delta(m, n, r)$ is known as the algebraic degree of semidefinite programming [31,54]. It is equal to the degree of the variety dual to the locus of rank $\leq r$ matrices in a general $m$-dimensional subspace of $\mathbb{P}(S^2\mathbb{C}^n)$. The sum $\sum_r \delta(m, n, r)$ measures the algebraic complexity of the semidefinite programming problem

$$(6.3) \quad \text{maximize } \text{tr}(B \cdot Y) \text{ subject to } Y \in L \text{ and } Y \text{ is semipositive definite},$$

where $B \in S^2(\mathbb{R}^n)$ is a generic $n \times n$-matrix, and $L \subseteq S^2(\mathbb{R}^n)$ is a generic linear subspace of dimension $m$.

**Proposition 6.2.4** (Pataki’s inequalities, see [54, Proposition 5]). $\delta(m, n, r) \neq 0$ if and only if

$$\left(\frac{n-r+1}{2}\right) \leq m \leq \left(\frac{n+1}{2}\right) - \left(\frac{r+1}{2}\right).$$

Using the relations from Proposition 6.0.1 and the Pataki inequalities, we can write

$$(6.4) \quad \phi(n, d) = \frac{1}{n} \sum_{1 \leq s \leq \left(\frac{n+1}{2}\right)} s \delta(d, n, n-s).$$

So our Theorem 6.2.1 follows immediately once we can prove the following:

**Theorem 6.2.5** ([45, Theorem 4.1]). For any fixed $m$, $s > 0$, the function $\delta(m, n, n-s)$ is a polynomial in $n$, of degree $m$. Moreover this polynomial vanishes at $n = 0$.

**Sketch of proof.** We have

$$\delta(m, n, r) = \int_{S_r} L_1^{\left(\frac{n+1}{2}\right)-m-1} L_{n-1}^{m-1}.$$ 

We can pushforward this computation to the Grassmannian $G(r, n)$, and get the following expression in terms of Segre classes:

$$\delta(m, n, r) = \int_{G(r, n)} s_1^{\left(\frac{n+1}{2}\right)-m-\left(\frac{r+1}{2}\right)} (S^2U)s_{m-\left(\frac{n-r+1}{2}\right)}(S^2U^*).$$

Expanding these Segre classes yields a formula for $\delta$ in terms of the so-called Lascoux coefficients ([31, Theorem 1.1], see also [40,55]). So we are left with showing a certain polynomiality result for these Lascoux coefficients, which can be done combinatorially [45, Theorem 4.3]. □
We conclude this section with a slight generalization of the above polynomiality result.

**Definition 6.2.6.** For \( \binom{n+1}{2} > d \), we define
\[
\phi_c(n, d) = \int_{CQ_n} L_c L_1^{n+1-d-1} L_{n-1}^{d-1}.
\]

**Corollary 6.2.7.** If \( \binom{n-c+2}{2} > d \), then \( \phi_c(n, d) = c \cdot \phi(n, d) \). In particular, in this range \( \phi_c(n, d) \) is given by a polynomial in \( n \).

**Proof.** We can use Proposition 6.0.1 to write the class \( L_c \) in terms of \( S_i \)'s:
\[
L_c = \sum_{j=1}^{n-1} M_{c,j} S_j, \quad \text{where} \quad M_{c,j} = \min\{c, j\} - \frac{cj}{n}
\]
\[
= \sum_{j=1}^{c-1} \frac{j(n-c)}{n} S_j + \sum_{j=c}^{n-1} \frac{c(n-j)}{n} S_j.
\]

So we find
\[
\phi_c(n, d) = \sum_{j=1}^{c-1} \frac{j(n-c)}{n} \delta(d, n, j) + \sum_{j=c}^{n-1} \frac{c(n-j)}{n} \delta(d, n, j)
\]
\[
= \sum_{i=n-c+1}^{n-1} \frac{(n-i)(n-c)}{n} \delta(d, n, n-i) + \sum_{i=1}^{n-c} \frac{ci}{n} \delta(d, n, n-i).
\]

By our assumption \( \binom{n-c+2}{2} > d \) and Pataki’s inequalities, every term in the first sum vanishes, and we obtain
\[
\phi_c(n, d) = c \cdot \sum_{\binom{i}{2} \leq d} \frac{i}{n} \delta(d, n, n-i) = c \cdot \phi(n, d).
\]

\[\square\]

**Remark 6.2.8.** In [58], it was conjectured that the analogue of Theorem 6.2.1 also holds for the ML-degree of the linear covariance model (see Remark 2.4.3), together with explicit formulas in the cases \( d = 2, 3, 4 \). This conjecture and formulas have been proven for \( d = 2 \) in [15], and very recently for \( d = 3, 4 \) in [44]. The latter proof also uses intersection theory on the space of complete quadrics, but needs some additional intricate geometrical arguments that do not obviously generalize to higher \( d \).

### 6.3. The whole Chow ring.

So far, we have only dealt with classes in \( A^\bullet(CQ_n) \) that can be expressed in terms of \( L_i \) and \( S_i \), i.e. that are in the subring generated by \( A^1(CQ_n) \). If we want to describe the whole Chow ring, one approach is to construct an affine stratification of \( CQ_n \). The classes of the closed strata then form a basis of \( A^\bullet(CQ_n) \). One such stratification is given in [37]. We will now give an alternative description of this stratification, as a Bialynicki-Birula decomposition.

If we choose a torus \( (\mathbb{C}^*)^n \cong T \subset S^2 V \), this gives rise to a \( T \)-action on \( CQ_n \). The \( T \)-fixed points can be indexed by 2-permutations, see [51, Proposition 4.7].

**Definition 6.3.1.** A 2-permutation of \([n]\) is a map \( \sigma : [n] \to [k] \) for some \( k \leq n \), such that for every \( j \in [k] \), we have \( \#\sigma^{-1}(j) \in \{1, 2\} \).
If we fix a general enough $\mathbb{C}^* \subset T$, we get a decomposition of $\mathbb{C}Q_n$ into cells: two points belong to the same cell if and only if the limits (for $t \to 0$) of their $\mathbb{C}^*$-orbits are the same. Theorem 4.4 of Bialynicki-Birula [8] states that these cells give an affine stratification of $\mathbb{C}Q_n$. In particular, the classes of the closed strata form a basis of the Chow group. We make a particular choice of $\mathbb{C}^* \subset T$, namely given by the inclusion $t \mapsto (t^{d_1}, \ldots, t^{d_n})$, where $d_1, \ldots, d_n$ are fixed integers satisfying
\[2d_1 < d_1 + d_3 < 2d_2 < d_1 + d_3 < 2d_3 < d_1 + d_4 < \ldots < 2d_n.\]

After making this choice, we can describe the dimensions of the cells, using the description of the $T$-action in [51, Proposition 4.9].

**Definition 6.3.2.** The weight of a 2-permutation $\sigma : [n] \to [k]$ is equal to
\[
w(\sigma) = \#\{(i,j) \in [n] \times [n] \mid i < j \text{ and } \sigma(i) \leq \sigma(j)\} \\
+ \#\{j \in [k-1] \mid \max \sigma^{-1}(j) < \max \sigma^{-1}(j+1)\}.
\]

Then the dimension of the cell corresponding to a 2-permutation $\sigma$ is equal to $w(\sigma)$. In particular, the dimension of the Chow group $A_m(\mathbb{C}Q_n)$ is equal to the number of 2-permutations of weight $m$. This is [57, Theorem 2.7].

All of the cells admit an affine parametrization, which we will now describe. Our parametrization is based on the one in [11]. To a 2-permutation $\sigma : [n] \to [k]$, we associate a symmetric $n \times n$ matrix $Y_\sigma$ whose entries are monomials in $k$ variables $y_1, \ldots, y_k$. The construction is as follows: for every $i \in [k]$, there are 2 possibilities: either $\sigma^{-1}(\{i\}) = \{j\}$, in which case we put $Y_{j,i} = y_1 \cdots y_i$, or $\sigma^{-1}(\{i\}) = \{j_1, j_2\}$, in which case we put $Y_{j_1,j_2} = Y_{j_2,j_1} = y_1 \cdots y_i$. Furthermore, we let $X$ be the matrix
\[
\left( \begin{array}{cccccc}
1 & 0 & 0 & \cdots & 0 \\
x_{12} & 1 & 0 & \cdots & 0 \\
x_{13} & x_{23} & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
x_{1n} & x_{2n} & x_{3n} & \cdots & 1
\end{array} \right).
\]

We then consider the following map, which a priori looks like a rational map, but upon closer inspection turns out to be defined everywhere, i.e. is a morphism:
\[
\rho_\sigma : \mathbb{C}^{k \choose 2} \times \mathbb{C}^k \to \mathbb{C}Q_n \\
(X, Y_\sigma) \mapsto \left( X \cdot Y_\sigma \cdot X^T, \ldots, \left( X \cdot Y_\sigma \cdot X^T \right)^{n-1} \right).
\]

Our parametrization of the cell corresponding to $\sigma$ is a restriction of $\rho_\sigma$, obtained by putting some of the variables equal to 0. More precisely, we put $x_{ij} = 0$ if $i < j$ but $\sigma(i) > \sigma(j)$, and we put $y_j = 0$ if $\max \sigma^{-1}(j) > \max \sigma^{-1}(j+1)$.

**Example 6.3.3.** Recall that points in $\mathbb{C}Q_3$ are given by pairs of matrices $(A, B) \in \mathbb{P}(S^2 \mathbb{C}^3) \times \mathbb{P}(S^2 \mathbb{C}^3)$ satisfying $AB = \lambda \cdot I_3$ for some $\lambda \in \mathbb{C}$. The torus action is given by
\[
t \cdot (A, B) = \left( \begin{array}{ccc}
t_1 & 0 & 0 \\
0 & t_2 & 0 \\
0 & t_3 & 0
\end{array} \right) \cdot A \cdot \left( \begin{array}{ccc}
t_1 & 0 & 0 \\
0 & t_2 & 0 \\
0 & t_3 & 0
\end{array} \right)^{-1} \cdot \left( \begin{array}{ccc}
t_1 & 0 & 0 \\
0 & t_2 & 0 \\
0 & t_3 & 0
\end{array} \right).
There are 12 $T$-fixed points, which are listed in Table I. The corresponding 2-permutations are also listed: here for instance $13|2$ means the map

$$\{1, 2, 3\} \rightarrow \{1, 2\}$$

$$1, 3 \mapsto 1$$

$$2 \mapsto 2.$$

Next, we fix a $\mathbb{C}^* \rightarrow T$ via $t \mapsto (1, t, t^3)$. Then we have

$$t(\begin{pmatrix} a_{11} & a_{12} & a_{13} \\ a_{12} & a_{22} & a_{23} \\ a_{13} & a_{23} & a_{33} \end{pmatrix}, \begin{pmatrix} b_{11} & b_{12} & b_{13} \\ b_{12} & b_{22} & b_{23} \\ b_{13} & b_{23} & b_{33} \end{pmatrix}) = (\begin{pmatrix} a_{11} & t a_{12} & t^3 a_{13} \\ t a_{12} & t^2 a_{22} & t^4 a_{23} \\ t^3 a_{13} & t^4 a_{23} & t^6 a_{33} \end{pmatrix}, \begin{pmatrix} b_{11} & t^{-1} b_{12} & t^{-3} b_{13} \\ t^{-1} b_{12} & t^{-2} b_{22} & t^{-4} b_{23} \\ t^{-3} b_{13} & t^{-4} b_{23} & t^{-6} b_{33} \end{pmatrix}).$$

We can now compute for each point $(A, B)$ the parametrization of the cell is given by

$$f_A = \left( \begin{array}{c} \sigma(x) \\ \sigma(y) \end{array} \right),$$

where

$$\sigma = \begin{pmatrix} 1 & 0 & 0 \\ 0 & y_1 & 0 \\ 0 & 0 & y_1 y_2 \end{pmatrix}, \quad \tilde{Y} = \begin{pmatrix} y_1 y_2 & 0 & 0 \\ 0 & y_2 & 0 \\ 0 & 0 & 1 \end{pmatrix}.$$ 

Then the parametrization of the cell is given by

$$\left( X \cdot Y \cdot X^T, \tilde{X} \cdot Y \cdot X \right) = (A, B)$$

where

$$A = \begin{pmatrix} 1 & x_{12} & x_{13} \\ x_{12} & x_{12}^2 + y_1 & x_{12} x_{13} + x_{13} y_1 \\ x_{13} & x_{12} x_{13} + x_{13} y_1 & x_{13}^2 \end{pmatrix}$$

and

$$B = \begin{pmatrix} x_{12}^2 x_{23} - 2 x_{12} x_{13} x_{23} + x_{23}^2 + x_{13} + y_1 y_2 & x_{13} x_{23} - x_{13} y_2 & x_{13} x_{23} - x_{13} \\ -x_{12}^2 x_{23} + x_{12} x_{23} - x_{12} y_2 & x_{13} x_{23} - x_{13} y_2 & x_{23} + y_2 \\ x_{12} x_{23} - x_{13} & -x_{23} & 1 \end{pmatrix}.$$ 

For the 3-dimensional cell corresponding to $\sigma = 2|13$, we write

$$X = \begin{pmatrix} 1 & 0 & 0 \\ x_{12} & 1 & 0 \\ x_{13} & x_{23} & 1 \end{pmatrix}, \quad Y = \begin{pmatrix} 0 & 0 & y_1 \\ 0 & 1 & 0 \\ y_1 & 0 & 0 \end{pmatrix}, \quad \tilde{Y} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & y_1 & 0 \\ 1 & 0 & 0 \end{pmatrix}.$$ 

Then the parametrization of the cell is given by

$$\left( X \cdot Y \cdot X^T, \tilde{X} \cdot Y \cdot X \right) = \begin{pmatrix} 0 & 0 & y_1 \\ 0 & 1 & x_{23} \\ y_1 & x_{23} & x_{23}^2 + 2 x_{13} y_1 \end{pmatrix}, \begin{pmatrix} -2 x_{13} & -x_{23} & 1 \\ -x_{23} & y_1 & 0 \\ 1 & 0 & 0 \end{pmatrix}.$$ 

Remark 6.3.4. Describing the ring structure on $A^*(\mathcal{C}_n)$ is considerably more difficult, but can be done. See for instance [17].
The answers to classical problems in enumerative geometry are simply integers, e.g. there are two plane quadrics that pass through four general points in \( \mathbb{P}^2 \) and are tangent to one general line. However, such problems often come in discrete families. Above, we may differ the dimension of the space \( \mathbb{P}^{n-1} \) and the number of points \( a \). Note that if we want the answer to be different from zero and infinity, then the number of general tangent hyperplanes needs to be equal to \( \binom{n+1}{2} - 1 - a \). Thus, we

| \( T \)-fixed point | 2-permutation | Cell | Dimension |
|---------------------|--------------|------|-----------|
| \( (1,0,0) \) | 123 | (1, a_{12}, a_{13}, a_{13} a_{22} a_{23} a_{33}) , (b_{11}, b_{12}, b_{13}, b_{13} a_{22} a_{23} a_{33}) | 5 |
| \( (0,0,0) \) | 132 | (1, a_{12}, a_{13}, a_{13} a_{22} a_{23} a_{33}) , (b_{11}, b_{12}, b_{13}, 0) | 3 |
| \( (0,0,0) \) | 213 | (0,0,0) , (b_{11}, b_{12}) | 3 |
| \( (0,0,0) \) | 231 | (0,0,0) , (b_{11}, b_{12}) | 2 |
| \( (0,0,0) \) | 312 | (0,0,0) , (b_{11}, b_{12}) | 1 |

Table 1. Bialynicki-Birula decomposition of \( \mathcal{C} \mathcal{Q}_3 \).

7. Bodensee Program

The answers to classical problems in enumerative geometry are simply integers, e.g. there are two plane quadrics that pass through four general points in \( \mathbb{P}^2 \) and are tangent to one general line. However, such problems often come in discrete families. Above, we may differ the dimension of the space \( \mathbb{P}^{n-1} \) and the number of points \( a \). Note that if we want the answer to be different from zero and infinity, then the number of general tangent hyperplanes needs to be equal to \( \binom{n+1}{2} - 1 - a \). Thus, we
may ask about properties of the function $\bar{\phi}(n, a)$ that counts quadrics in $\mathbb{P}^{n-1}$ that pass through $a$ general points and are tangent to $\binom{n+1}{2} - 1 - a$ general hyperplanes. Note that by Proposition 4.4.4, we have $\bar{\phi}(n, a) = \mu_a(S^2\mathbb{C}^n) = \phi(n, a + 1)$.

Here, we would like to underline the first shift of interest: instead of asking “how many” we ask for “properties of the function that answers the how many question”. In the example above, due to the nature of the tools used to compute $\bar{\phi}(n, a)$ it is natural to consider $n$ fixed. Indeed, then we obtain one variety of complete quadrics $\mathcal{CQ}(\mathbb{C}^n)$. The Chow ring of this variety encodes all of the numbers $\bar{\phi}(n, a)$. This perspective is classical, but less interesting from our point of view. Indeed, going to the more sophisticated theorems about cohomology rings, we may deduce properties of the numbers $\bar{\phi}(n, \cdot)$, like log-concavity. Still, it is only a finite sequence of integers, for each fixed $n$, as we must have $0 \leq a \leq \binom{n+1}{2} - 1$.

Inspired, not by algebraic geometry, but by other disciplines, like algebraic statistics, we change the question and ask for properties of $\bar{\phi}(n, a)$, as a function of $n$ for any fixed $a$. This seems a bad idea, as now we do not have one variety on which we may do intersection theory. Instead, the variety changes, when the argument $n$ does. Surprisingly, $\bar{\phi}(\cdot, a)$ is always a polynomial!

Let us present two easy examples.

**Example 7.0.1.** Let $\mathbb{C}^n$ be a general linear subspace of $\mathbb{C}^n$. What is the degree of the reciprocal variety obtained as the image of $\mathbb{C}^n$ by the rational map inverting all the coordinates?

We note that after identifying $\mathbb{C}^n$ with the space of $n \times n$ diagonal matrices, this is precisely the setting of matrix inversion described in Sections 4.1 and 5.1.

The answer is now a function $d(a, n)$, where $1 \leq a \leq n$. We have $d(a, n) = \binom{n-1}{a-1}$. Of course, for fixed $n$ this is just a finite sequence of numbers. For fixed $a$ we obtain a polynomial. Clearly, for all $n$ and $a$ we obtain the Pascal triangle. These numbers are also the beta invariants of uniform matroids, see [59].

**Example 7.0.2.** Passing from diagonal matrices in Example 7.0.1 to symmetric matrices we have the following question:

Let $\mathbb{C}^n$ be a general linear subspace of the space of $n \times n$ symmetric matrices. What is the degree of the variety obtained as the image of $\mathbb{C}^n$ by the rational map inverting the matrices?

The answer is precisely $\phi(n, a)$, where $\phi$ is the function introduced in Section 6.2 and recalled at the beginning of this section. Evaluating at different $n$’s and $a$’s we obtain:

| $n$ | $a$ | $\phi(n, a)$ |
|-----|-----|--------------|
| 1   | 2   | 1            |
| 1   | 3   | 1            |
| 1   | 4   | 1            |
| 2   | 4   | 2            |
| 2   | 9   | 3            |
| 2   | 16  | 4            |
| 4   | 17  | 5            |
| 4   | 21  | 6            |
| 6   | 21  | 7            |
| 4   | 44  | 8            |
| 4   | 86  | 9            |
| 4   | 137 | 10           |
| 4   | 188 | 11           |
| 4   | 212 | 12           |
| 4   | 188 | 13           |

This is exactly [59, Table 1].

With this review, we would like to initiate the Bodensee program. Its aim is precisely to understand the functions, that are answers to natural enumerative problems, that come in sequences. In particular, we would like to understand characteristic numbers, as functions of parameters. For a general introduction of chromatic numbers for tensors we refer to the recent article [14].

Let us present below a few recent theorems that are in this spirit.
Theorem 7.0.3 (7). Let \( d = 5 \) or \( d \geq 7 \) and \( b < n(d - 2) + 3 \). The number of degree \( d \) (smooth) hypersurfaces in \( \mathbb{P}^n \) tangent to \( b \) general hyperplanes and going through \( \binom{n+d}{n} - 1 - b \) general points equals \( (n(d-1)^{n-1})^b \).

Theorem 7.0.4 (45). Consider a general \( b \)-dimensional subspace \( L \) of general/symmetric/skew-symmetric \( n \times n \) matrices. Let \( f(b, n) \) be the degree of the variety dual to \( L \cap (\det = 0) \). Then \( f(b, \cdot) \) is a polynomial.

The formulas for the leading coefficient are provided in [11]. In the case of symmetric matrices, the number \( f(b, n) \) is equal to the algebraic degree of semidefinite programming \( \sum_r \delta(b, n, r) \) and Theorem 7.0.4 agrees with Theorem 6.2.5.

Below we present open problems that we consider part of Bodensee Program and find particularly interesting.

7.1. Open Problems.

Problem 7.1.1. Let \( f(d, b, n) \) be the function that counts the number of degree \( d \) (smooth) hypersurfaces in \( \mathbb{P}^n \) going through \( b \) general points and tangent to \( \binom{n+d}{n} - 1 \) general hyperplanes. Describe the function \( f(d, b, \cdot) \). Can we do it at least for small \( b \)?

For plane cubics, i.e. \( d = 3 \) and \( n = 2 \), the numbers \( f(3, b, 2) \) were first computed by Maillard [42] and Zeuthen [66], and for a more modern treatment, see [3]. For plane quartics, the characteristic numbers \( f(4, b, 2) \) were computed by Vakil [64].

Problem 7.1.2. Let \( \phi(n, b) \) be the function that counts quadrics in \( \mathbb{P}^{n-1} \) that pass through \( b \) general points and are tangent to \( \binom{n+1}{2} - 1 \) general hyperplanes. Are the coefficients of the polynomial \( \phi(\cdot, b) \) log-concave? Can we provide a better understanding for the evaluations of \( \phi(\cdot, b) \) at negative arguments?

Problem 7.1.3. For any class in \( Y \in A^d(CQ_n) \), we can define a function
\[
\phi_Y(n) = \int_{CQ_n} Y \cdot L_{1}^{\binom{n+1}{2} - d - 1}.
\]
Is this always a polynomial in \( n \), for large enough \( n \)?

Problem 7.1.4. Proposition 2.3.5 states that the alternating sum of the numbers \( \nu_i(L) \) has a geometric interpretation as an Euler characteristic. Is there a similar geometric interpretation of the alternating sum of the \( \nu_i(L) \)?

References

[1] Karim Adiprasito, June Huh, and Eric Katz. Hodge theory for combinatorial geometries. Ann. of Math. (2), 188(2):381–452, 2018.
[2] Abeer Al Ahmadieh, Mario Kummer, and Miruna-Stefana Sorea. A generalization of the space of complete quadrics. arXiv:2011.13830, 2020, to appear in Le Matematiche.
[3] Paolo Aluffi. The enumerative geometry of plane cubics. I. Smooth cubics. Transactions of the American Mathematical Society, 317(2):501–539, 1990.
[4] Paolo Aluffi. Computing characteristic classes of projective schemes. Journal of Symbolic Computation, 35(1):3–19, 2003.
[5] Paolo Aluffi. Segre classes and invariants of singular varieties. arXiv:2109.05061, 2021.
[6] Carlos Améndola, Lukas Gustafsson, Kathlén Kohn, Orlando Marigliano, and Anna Seigal. The maximum likelihood degree of linear spaces of symmetric matrices. arXiv:2012.00198, 2020, to appear in Le Matematiche.
[7] Mara Belotti, Alessandro Danelon, Claudia Fevola, and Andreas Kretschmer. The enumerative geometry of cubic hypersurfaces: point and line conditions. work in progress.
A. Białynicki-Birula. Some theorems on actions of algebraic groups. *Ann. of Math. (2)*, 98:480–497, 1973.

Arthur Bik, Henrik Eisenmann, and Bernd Sturmfels. Jordan algebras of symmetric matrices. *arXiv:2010.00277*, 2020, to appear in Le Matematiche.

Tobias Boege, Jane Ivy Coons, Christopher Eur, Aida Maraj, and Frank Röttger. Reciprocal maximum likelihood degrees of brownian motion tree models. *arXiv:2009.11849*, 2020, to appear in Le Matematiche.

Alessio Borzì, Xiangying Chen, Harshit J. Motwani, Lorenzo Venturello, and Martin Vodička. The leading coefficient of Lascoux polynomials. *arXiv:2106.13104*, 2021.

Elisa Cazzador, Roser Homs, et al. Inverting catalecticants of ternary quartics. *arXiv:2105.10555*, 2021, to appear in Le Matematiche.

Yairon Cid-Ruiz. Mixed multiplicities and projective degrees of rational maps. *Journal of Algebra*, 566:136–162, 2021.

Alessio Borzì, Xiangying Chen, Harshit J. Motwani, Lorenzo Venturello, and Martin Vodička. The leading coefficient of Lascoux polynomials. *arXiv:2106.13104*, 2021.

Elisa Cazzador, Roser Homs, et al. Inverting catalecticants of ternary quartics. *arXiv:2105.10555*, 2021, to appear in Le Matematiche.

Yairon Cid-Ruiz. Mixed multiplicities and projective degrees of rational maps. *Journal of Algebra*, 566:136–162, 2021.

Alessio Borzì, Xiangying Chen, Harshit J. Motwani, Lorenzo Venturello, and Martin Vodička. The leading coefficient of Lascoux polynomials. *arXiv:2106.13104*, 2021.

Elisa Cazzador, Roser Homs, et al. Inverting catalecticants of ternary quartics. *arXiv:2105.10555*, 2021, to appear in Le Matematiche.

Yairon Cid-Ruiz. Mixed multiplicities and projective degrees of rational maps. *Journal of Algebra*, 566:136–162, 2021.

Alessio Borzì, Xiangying Chen, Harshit J. Motwani, Lorenzo Venturello, and Martin Vodička. The leading coefficient of Lascoux polynomials. *arXiv:2106.13104*, 2021.

Elisa Cazzador, Roser Homs, et al. Inverting catalecticants of ternary quartics. *arXiv:2105.10555*, 2021, to appear in Le Matematiche.

Yairon Cid-Ruiz. Mixed multiplicities and projective degrees of rational maps. *Journal of Algebra*, 566:136–162, 2021.

Alessio Borzì, Xiangying Chen, Harshit J. Motwani, Lorenzo Venturello, and Martin Vodička. The leading coefficient of Lascoux polynomials. *arXiv:2106.13104*, 2021.

Elisa Cazzador, Roser Homs, et al. Inverting catalecticants of ternary quartics. *arXiv:2105.10555*, 2021, to appear in Le Matematiche.

Yairon Cid-Ruiz. Mixed multiplicities and projective degrees of rational maps. *Journal of Algebra*, 566:136–162, 2021.

Alessio Borzì, Xiangying Chen, Harshit J. Motwani, Lorenzo Venturello, and Martin Vodička. The leading coefficient of Lascoux polynomials. *arXiv:2106.13104*, 2021.

Elisa Cazzador, Roser Homs, et al. Inverting catalecticants of ternary quartics. *arXiv:2105.10555*, 2021, to appear in Le Matematiche.

Yairon Cid-Ruiz. Mixed multiplicities and projective degrees of rational maps. *Journal of Algebra*, 566:136–162, 2021.

Alessio Borzì, Xiangying Chen, Harshit J. Motwani, Lorenzo Venturello, and Martin Vodička. The leading coefficient of Lascoux polynomials. *arXiv:2106.13104*, 2021.

Elisa Cazzador, Roser Homs, et al. Inverting catalecticants of ternary quartics. *arXiv:2105.10555*, 2021, to appear in Le Matematiche.

Yairon Cid-Ruiz. Mixed multiplicities and projective degrees of rational maps. *Journal of Algebra*, 566:136–162, 2021.

Alessio Borzì, Xiangying Chen, Harshit J. Motwani, Lorenzo Venturello, and Martin Vodička. The leading coefficient of Lascoux polynomials. *arXiv:2106.13104*, 2021.

Elisa Cazzador, Roser Homs, et al. Inverting catalecticants of ternary quartics. *arXiv:2105.10555*, 2021, to appear in Le Matematiche.

Yairon Cid-Ruiz. Mixed multiplicities and projective degrees of rational maps. *Journal of Algebra*, 566:136–162, 2021.

Alessio Borzì, Xiangying Chen, Harshit J. Motwani, Lorenzo Venturello, and Martin Vodička. The leading coefficient of Lascoux polynomials. *arXiv:2106.13104*, 2021.

Elisa Cazzador, Roser Homs, et al. Inverting catalecticants of ternary quartics. *arXiv:2105.10555*, 2021, to appear in Le Matematiche.

Yairon Cid-Ruiz. Mixed multiplicities and projective degrees of rational maps. *Journal of Algebra*, 566:136–162, 2021.

Alessio Borzì, Xiangying Chen, Harshit J. Motwani, Lorenzo Venturello, and Martin Vodička. The leading coefficient of Lascoux polynomials. *arXiv:2106.13104*, 2021.

Elisa Cazzador, Roser Homs, et al. Inverting catalecticants of ternary quartics. *arXiv:2105.10555*, 2021, to appear in Le Matematiche.

Yairon Cid-Ruiz. Mixed multiplicities and projective degrees of rational maps. *Journal of Algebra*, 566:136–162, 2021.

Alessio Borzì, Xiangying Chen, Harshit J. Motwani, Lorenzo Venturello, and Martin Vodička. The leading coefficient of Lascoux polynomials. *arXiv:2106.13104*, 2021.

Elisa Cazzador, Roser Homs, et al. Inverting catalecticants of ternary quartics. *arXiv:2105.10555*, 2021, to appear in Le Matematiche.

Yairon Cid-Ruiz. Mixed multiplicities and projective degrees of rational maps. *Journal of Algebra*, 566:136–162, 2021.
[33] Corey Harris. Computing segre classes in arbitrary projective varieties. *Journal of Symbolic Computation*, 82:26–37, 2017.

[34] Corey Harris and Martin Helmer. Segre class computation and practical applications. *Mathematics of Computation*, 89(321):465–491, 2020.

[35] Martin Helmer. *Algorithms to Compute Characteristic Classes*. PhD thesis, 2015. Electronic Thesis and Dissertation Repository. 2923.

[36] June Huh. Milnor numbers of projective hypersurfaces and the chromatic polynomial of graphs. *Journal of the American Mathematical Society*, 25(3):907–927, 2012.

[37] June Huh and Eric Katz. Log-concavity of characteristic polynomials and the Bergman fan of matroids. *Math. Ann.*, 354(3):1103–1116, 2012.

[38] June Huh and Eric Katz. Log-concavity of characteristic polynomials and the Bergman fan of matroids. *Mathematische Annalen*, 354(3):1103–1116, 2012.

[39] Káthlén Kohn, Rosa Winter, and Yuhan Jiang. Linear spaces of symmetric matrices with non-maximal maximum likelihood degree. *arXiv:2012.00145*, 2020, to appear in Le Matematiche.

[40] D. Laksov, A. Lascoux, and A. Thorup. On Giambelli’s theorem on complete correlations. *Acta Math.*, 162(3-4):143–199, 1989.

[41] Dan Laksov. Completed quadrics and linear maps. In *Algebraic geometry, Bowdoin, 1985 (Brunswick, Maine, 1985)*, volume 46 of *Proc. Sympos. Pure Math.*, pages 371–387. Amer. Math. Soc., Providence, RI, 1987.

[42] Synère-Nicolas Maillard. *Recherches des caractéristiques des systèmes élémentaires de courbes planes du troisième ordre*. PhD thesis, Imprimerie Cusset, 1871.

[43] Laurent Manivel. *Symmetric functions, Schubert polynomials and degeneracy loci*, volume 3. American Mathematical Soc., 2001.

[44] Laurent Manivel. Proof of a conjecture of Sturmfels, Timme and Zwiernik. *arXiv:2011.08791*, 2020.

[45] Laurent Manivel, Mateusz Michałek, Leonid Monin, Tim Seynnaeve, and Martin Vodička. Complete quadrics: Schubert calculus for gaussian models and semidefinite programming. *arXiv:2011.08791*, 2020.

[46] Orlando Marigliano, Mateusz Michałek, Kristian Ranestad, Tim Seynnaeve, and Bernd Sturmfels. Linear Spaces of Symmetric Matrices: A collaboration project at MPI Leipzig and worldwide. [https://www.orlandomarigliano.com/lssm](https://www.orlandomarigliano.com/lssm).

[47] Alex Massarenti. On the birational geometry of spaces of complete forms I: Collineations and quadrics. *Proc. Lond. Math. Soc. (3)*, 121(6):1579–1618, 2020.

[48] Alex Massarenti. On the birational geometry of spaces of complete forms II: Skew-forms. *J. Algebra*, 546:178–200, 2020.

[49] Peter McMullen. Weights on polytopes. *Discrete & Computational Geometry*, 15(4):363–388, 1996.

[50] Mateusz Michałek. Selected topics on toric varieties. In *The 50th anniversary of Gröbner bases*, pages 207–252. Mathematical Society of Japan, 2018.

[51] Mateusz Michałek, Leonid Monin, and Jarosław A Wiśniewski. Maximum likelihood degree, complete quadrics, and $C^*$-action. *SIAM Journal on Applied Algebra and Geometry*, 5(1):60–85, 2021.

[52] Mateusz Michałek and Bernd Sturmfels. *Invitation to nonlinear algebra*, volume 211. American Mathematical Soc., 2021.

[53] Ezra Miller and Bernd Sturmfels. *Combinatorial commutative algebra*, volume 227. Springer Science & Business Media, 2004.

[54] Jiawang Nie, Kristian Ranestad, and Bernd Sturmfels. The algebraic degree of semidefinite programming. *Math. Program.*, 122(2, Ser. A):379–405, 2010.

[55] Piotr Pragacz. Enumerative geometry of degeneracy loci. *Ann. Sci. École Norm. Sup. (4)*, 21(3):413–454, 1988.

[56] Hermann Schubert. Allgemeine Anzahlfunctionen für Kegelschnitte, Flächen und Räume zweiten grades in n Dimensionen. *Mathematische Annalen*, 45(2):153–206, 1894.

[57] Elisabetta Strickland. Schubert-type cells for complete quadrics. *Adv. in Math.*, 62(3):238–248, 1986.

[58] Bernd Sturmfels, Sascha Timme, and Piotr Zwiernik. Estimating linear covariance models with numerical nonlinear algebra. *Algebr. Stat.*, 11(1):31–52, 2020.
[59] Bernd Sturmfels and Caroline Uhler. Multivariate gaussians, semidefinite matrix completion, and convex algebraic geometry. *Annals of the Institute of Statistical Mathematics*, 62(4):603–638, 2010.

[60] Bernard Teissier. Cycles évanescents, sections planes et conditions de Whitney. In *Singularités à Cargèse (Rencontre Singularités Géom. Anal., Inst. Études Sci., Cargèse, 1972)*, pages 285–362. Astérisque, Nos. 7 et 8, 1973.

[61] Bernard Teissier. Variétés polaires. II. Multiplicités polaires, sections planes, et conditions de Whitney. In *Algebraic geometry (La Rábida, 1981)*, volume 961 of *Lecture Notes in Math.*, pages 314–491. Springer, Berlin, 1982.

[62] Michael Thaddeus. Complete collineations revisited. *Math. Ann.*, 315(3):469–495, 1999.

[63] Israel Vainsencher. Schubert calculus for complete quadrics. In *Enumerative geometry and classical algebraic geometry (Nice, 1981)*, volume 24 of *Progr. Math.*, pages 199–235. Birkhäuser, Boston, Mass., 1982.

[64] Ravi Vakil. The characteristic numbers of quartic plane curves. *Canad. J. Math.*, 51(5):1089–1120, 1999.

[65] C. T. C. Wall. Nets of conics. *Math. Proc. Cambridge Philos. Soc.*, 81(3):351–364, 1977.

[66] Hieronymus Georg Zeuthen. *Détermination des caractéristiques des systèmes élémentaires de cubiques*. Gauthier-Villars, 1872.