Phenotyping severity of patient-centered outcomes using clinical notes: A prostate cancer use case
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Abstract

Introduction: A learning health system (LHS) must improve care in ways that are meaningful to patients, integrating patient-centered outcomes (PCOs) into core infrastructure. PCOs are common following cancer treatment, such as urinary incontinence (UI) following prostatectomy. However, PCOs are not systematically recorded because they can only be described by the patient, are subjective and captured as unstructured text in the electronic health record (EHR). Therefore, PCOs pose significant challenges for phenotyping patients. Here, we present a natural language processing (NLP) approach for phenotyping patients with UI to classify their disease into severity subtypes, which can increase opportunities to provide precision-based therapy and promote a value-based delivery system.

Methods: Patients undergoing prostate cancer treatment from 2008 to 2018 were identified at an academic medical center. Using a hybrid NLP pipeline that combines rule-based and deep learning methodologies, we classified positive UI cases as mild, moderate, and severe by mining clinical notes.

Results: The rule-based model accurately classified UI into disease severity categories (accuracy: 0.86), which outperformed the deep learning model (accuracy: 0.73). In the deep learning model, the recall rates for mild and moderate group were higher than the precision rate (0.78 and 0.79, respectively). A hybrid model that combined both methods did not improve the accuracy of the rule-based model but did outperform the deep learning model (accuracy: 0.75).

Conclusion: Phenotyping patients based on indication and severity of PCOs is essential to advance a patient centered LHS. EHRs contain valuable information on PCOs

Selen Bozkurt and Rohan Paul shared first authorship.
1 | INTRODUCTION

In a learning health system (LHS), the patient is at the center of the delivery system. Personalized care is enabled by harnessing data from all similar patients, which helps to understand and guide treatment decisions and value-based care. While several health systems are realizing the promise of continuous learning, the incorporation of patient-centered outcomes (PCOs) into the LHS is limited. PCOs are difficult to capture because they can only be described by the patient, are subjective, and often documented only as unstructured text in the electronic health record (EHR). Given these issues and the complexity of PCOs, computerized methods, including machine learning and natural language processing (NLP), are necessary to unlock the wealth of information buried in unstructured textual notes that often document PCOs. In fact, using computational methods for clinical phenotyping has created opportunities to expand population-wide assessments of both PCOs and therefore patient-valued care. Maximizing the use of all data available in the EHR is fundamental to the creation of LHS and its goal of best care.

Computational patient phenotyping is a data-driven task of discovering clinical phenotypes in a large patient cohort to assist clinical representations for patient groups sharing the same set of diseases. The majority of data in EHRs are collected as unstructured data, as caregivers need the flexibility to freely write intuitions, possibilities, and develop narratives of the patient’s disease and progression. Fortunately, recent advances in technologies have provided opportunities to use information from EHR unstructured data for PCO research. In particular, advanced machine learning and deep learning-based NLP approaches have demonstrated high accuracy to extract important PCOs to help streamline the information reported in the clinical narratives to be utilized for the LHS. However, these methods are limited in that they only provide binary classification of symptoms (positive/negative).

PCOs include common side effects of diverse treatment regimens, which are often not investigated by population level as they are generally reported in unstructured text. Our group tackles this challenge and has focused on PCOs surrounding treatments for cancer and particularly prostate cancer. Many men treated surgically for prostate cancer experience some level of urinary incontinence (UI) during their treatment journey. While some patients report minimal disruption of their quality of life due to mild UI, moderate and severe UI often have a significant negative impact on quality of life. Therefore, it is important to quantify the severity of this symptom to accurately guide treatment—which can range from surgery for severe UI to occasional use of protective pads for mild UI. Severity classification allows for triaging patients in order to identify those who might benefit from additional medical care, such as medications or surgical procedures (e.g., artificial urinary sphincter) for severe urinary symptoms. Development of a severity classifier could significantly improve patient counseling by allowing both patients and providers to understand the extent and degree of side effects, such as UI, to guide treatment choice. However, without population-level studies on PCO severity, opportunities to personalize the treatment of PCOs, such as UI, are limited.

2 | QUESTION(S) OF INTEREST OR RESEARCH INTERESTS

In this study, as an example of extracting PCOs embedded in clinical text, we propose a NLP pipeline to identify the severity of UI in prostate cancer patients using only free-text clinical notes from EHRs (e.g., progress notes, nursing notes, oncology notes). We include a rule-based model, a deep learning model and a hybrid model which combines traditional rule-based NLP methods with recent advances—distributed word representations and convolutional neural network (CNN) architecture—to accurately tackle the challenging task of classifying notes into various severities of UI. We present the performance of both rule-based and deep learning models and compare these models with the hybrid architecture. This work provides a framework to augment the LHS by ensuring patients’ symptoms are part of the continuous learning from the health system—keeping the patient at the center of care.

3 | METHODS

3.1 | Data source

In this study, patients were identified in a prostate cancer clinical data warehouse (CDW), which is described in detail elsewhere. In brief, data were collected from a tertiary-care academic medical center with
an Epic EHR system (Epic Systems, Verona, Wisconsin) and managed in an EHR-based relational database. This study was approved by the institution’s Institutional Review Board.

3.2 | Study cohort

The study included patients diagnosed with prostate cancer (ICD-9-CM:185 and ICD-10-CM:C61) between 2008 and 2018. The initial dataset consists of 1.4 million notes across 18 different note types from 15,218 patients. Patients were excluded if they did not receive initial treatment for prostate cancer (prostatectomy, radiotherapy, hormone therapy, or chemotherapy) at our institute. We further excluded patients who received cystoprostatectomy (ICD-9 procedure code: 57.71), as these patients had a primary diagnosis of bladder cancer with prostate cancer detected incidentally on surgical pathology. In addition, we excluded patients with less than two encounters throughout the study period due to limited clinical information available for these patients.

As a second cohort filtering, we used a previously described machine learning method to categorize patients into affirmed and negated classification of UI. The present study used only those notes that were categorized as affirmed UI (0.90 F1 score) by this algorithm to reduce computation time. This method yielded a total of 19,213 notes of 3,612 patients with predicted affirmed UI (Figure 1).

3.3 | Manually annotated reference standard data for UI severity

Since the severity of UI is inherently subjective, rules were constructed after consulting with practicing urologists and a urology nurse. These rules are summarized in Table 1.

Using the rules in Table 1, three researchers (one domain expert and two research nurses) annotated a set of sentences parsed from clinical notes based on these constructed rules. Each reviewer was given ≥200 sentences with 100 of them being common across all researchers. This enabled the calculation of interrater agreement scores while maximizing the number of labelled examples retrieved and minimizing labelling time.

Cohen’s Kappa (κ) is a commonly used metric to measure agreement between two raters; a value greater than 0.8 indicates a nearly perfect agreement. The κ values for each pair of the labelers are
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Table 2. Cohen’s Kappa values to assess interrater agreement among pairs of labelers

| Rater pair   | \(\kappa\) |
|--------------|------------|
| Rater 1, rater 2 | 0.867 |
| Rater 1, rater 3 | 0.927 |
| Rater 2, rater 3 | 0.881 |

The high values of \(\kappa\) are likely attributable to the construction of rules before the analysis stage. Labels for the common set were combined using majority voting. Labels from the remaining sentences were concatenated together to form the final dataset. This method yielded a total of 361 sentences labelled with the three severities of UI, including 132 mild, 119 severe, and 110 moderate cases.

3.4 | Hybrid deep phenotyping method—Combination of rule-based and CNN

In order to automatically classify severity of UI using clinical notes, we developed an NLP pipeline which is a combination of traditional rule-based methods and deep learning models to build a reliable classifier (Figure 2).

3.5 | Preprocessing

Notes were preprocessed using standard NLP tools that involve tokenization of sentences and words using a domain-independent parser from the NLTK package in Python and removal of the selected punctuations and extra white spaces. Through this process, a note corresponded to a list of sentences and a sentence corresponded to a list of words.

3.6 | Rule-based method

A previously developed dictionary of terms that were associated with the presence of UI was used as the knowledge base of the rule-based model. The original dictionary contained 64 terms and phrases but was augmented with the addition of 6 terms for the task of detecting UI severity.

We next randomly selected a set of 20 clinical notes from the cohort to develop regular expressions used to capture the clinical concepts in the dictionary of terms. A total of seven regular expressions were formulated for mild UI, three for moderate, and six for severe. The ConText algorithm was used to detect negation, discussion of future risks, and past experiences of UI. A sentence was classified as “mild” if negation was detected as “not severe” or none of the other rules were matched because all patient in the cohort were already classified as having some stage of UI. Sentences that matched rules for two or more severities were systematically classified as the more severe category. For example, the sentence “He usually uses 2 pads per day, but recently has been using 4-5 pads” was classified as severe even though it matches the criteria for both moderate and severe.

3.7 | CNN method

In an attempt to overcome the shortcomings of the rule-based system (e.g. limited coverage and generalizability), we developed a deep learning method to classify sentences into the three classes using an approach that utilizes a variant of max-pooling to standardize the hidden representations of sentences to the same dimensionality. To address the limited number of samples for supervised training, we generated a pretrained embedding layer of the CNN model by training distributed word vectors using the word2vec algorithm for any word that appeared more than 100 times in the dataset (all 1.4 million notes). To increase the generalizability of the model and to learn the complex word semantics, the entire database (prior to any filtering) was used to train the distributed word vectors. The final vocabulary included 73,024 tokens. We used the continuous bag-of-words (CBOW) variant of word2vec to train 300-dimensional word vectors. CBOW trains a supervised model to predict a central word of a fixed-sized window using the remaining words in that window. A window size of 8 was chosen since these hyperparameters have been shown to work well in other studies utilizing word vectors. The model was trained for 10 epochs using the Gensim python library implementation of word2vec. The trained vectors have the desirable property of assigning semantically similar words close together in Euclidean space. For instance, the closest token to the word “patient” was “pt,”...
a commonly used clinical abbreviation, as measured by the cosine distance. The closest token to the misspelled word “incotninence” was the correctly spelled word “incontinence.”

The CNN model architecture is depicted in Figure 2. Tokenized sentences from the training set (n = 288) were the input of the model. For each word in a sentence, \( D = 300 \)-dimensional pretrained word embeddings were concatenated to form the input matrix. The final model included kernels of sizes 2, 3, and 4. The outputs of these vectors were fed through a rectified linear unit nonlinearity and then “pooled over time” (i.e., the max of each kernel output was taken to obtain a single number). These pooled vectors were concatenated to form a \( 50 \times 3 = 150 \)-dimensional vector. Thus, every sentence, regardless of length, was represented by a single vector with 150 entries. A dropout layer was applied with a drop probability of 0.75. Finally, the output layer consisted of a softmax nonlinearity applied to four neurons, one for each severity. The model was trained using a weighted categorical cross-entropy loss function and Adam optimizer for 10 epochs using the pytorch framework.

Example sentences (n = 361), previously annotated by researchers, were split into train and test sets in a 70:30 ratio. The CNN model was trained on the training set with fivefold cross-validation. The hold out test set was used to evaluate the model performance.

### 3.8 Combination of the models for deep phenotyping

Both methods were combined to obtain a single model where the target was to obtain a comprehensive representation of textual expression. Each regular expression from the rule-based model was treated as a binary feature: 1 if the pattern matched, all nonmatches scored 0. A binary vector of 19 features (16 regular expressions, negation, historical and future context discussion) was concatenated with the outcome of the final hidden layer of the trained CNN model and passed through the softmax function to predict the labels as described in the CNN model.

### 3.9 Evaluation

All three methods were evaluated on the same test set. Precision, recall, and F1-score were collected for each class along with an overall accuracy score. We also displayed the confusion matrix to show inter-class misclassification rate.

### 4 RESULTS

The study consisted of 259 patients with reported UI as mild (n = 87, 33.6%), moderate (n = 79, 30.5%), and severe (n = 93, 35.9%). Models were trained and tested using this cohort. The test performance metrics are summarized in Table 3, which include precision, recall, and F1-score and a confusion matrix (Figure 3). The rule-based model achieved an overall accuracy of 0.86, as compared to 0.73 in the CNN model and 0.75 in the hybrid model.

The rule-based model showed high precision but lower recall for each severity class. The model performed better in moderate and severe categories than in the mild category. The confusion matrix is presented in Figure 3A.
The rule-based method had explicit rules for handling concepts specifically identified in the domain dictionary, such as the examples in Table 1. The CNN model’s results underperform the rule-based model on the same test set with an overall accuracy of 0.73.

The performance metrics for the deep learning model are summarized in Table 3 and Figure 3B. Although the number of examples in the test set was small, the structure of the confusion matrix demonstrated that the two models had “learned” fundamentally distinct features for severity classification. In contrast to the rule-based model, CNN model’s recall rates for mild and moderate group were higher than the precision rate. In addition, CNN model was less successful at identifying the “severe” category compared to the mild and moderate

| TABLE 3 | Test set performance metrics for the rule-based and CNN models |
|---------|---------------------------------------------------------------|
|         | Rule-based model                                             | CNN model | Hybrid model |
|         | Precision  Recall   F1     | Precision  Recall   F1     | Precision  Recall   F1     |
| Mild    | 0.91      0.79   0.82     | 0.72      0.78   0.75     | 0.73      0.80   0.76     |
| Moderate| 0.99      0.88   0.94     | 0.76      0.79   0.78     | 0.84      0.79   0.81     |
| Severe  | 0.97      0.83   0.90     | 0.69      0.61   0.88     | 0.74      0.69   0.71     |

Abbreviation: CNN, convolutional neural network.

**FIGURE 3** Normalized confusion matrix for the different models: A, rule-based model; B, convolutional neural network (CNN) model; and C, combined hybrid model.
UI categories. Combining the rule-based and CNN methods did not improve the accuracy of rule-based model (Table 3 and Figure 3C) but did slightly outperform CNN-only model with an overall accuracy of 0.75.

5 | DISCUSSION

Precision medicine is evolving from a concept under healthcare reform to a reality under an LHS framework. At the center of an LHS is evidence to guide patient-centered care, which should include predicting symptom severity, particularly for PCOs that affect quality of life, such as UI following surgical treatment for prostate cancer. While a first step is indeed to identify whether a patient has a specific symptom or not, the next step requires classifying symptoms based on their severity to guide treatment options and value-based care. We previously developed an NLP phenotyping algorithm to identify the patients with UI documented in the EHR.6,24 Here, we build on this work by phenotyping patients based on UI severity, which classifies a positive UI into mild, moderate, and severe incontinence. Using both rule-based and deep learning NLP methods, we developed a reliable classifier for UI severity. The successful implementation of automated PCO stratification models coupled with best practices could enable a healthcare system that is patient centric and supports clinical decision-making at the point of care.

Both rule-based and machine learning NLP approaches to leverage granular data in EHRs are common and their accuracy has been demonstrated in many recent studies.5,6,22 In our study, the rule-based approach depends on human expertise outperformed the machine learning approach on UI severity extraction task. As reported in other studies,9,22,23,25-27 the underlying reason for this may be that the hand-designed rules that precisely capture specific patterns overfit with the data. Therefore, such rule-based approaches might not generalize well to other health care systems or other conditions because even slight variations from the rules can dramatically erode performance of the model. On the other hand, while this study does depend on these subjective rules, it provides a framework for comparing relative severities of UI within a single medical center, and, to a lesser degree, between medical centers.

The knowledge base of both methods is a domain-specific dictionary. The dictionary must be identified a priori and, unfortunately, free-text clinical documentation of UI might not be limited to the specific terms we have included since all clinicians are unlikely to use the same terms and might have local differences in terminology that could affect model performance. For example, the word depends can be used both as a name brand for diapers (ie, the patient wears Depends for UI) or as a verb (ie, the patient’s UI depends on physical activity). To address this potential shortcoming, we have shared our dictionaries through national repositories (pheKB.org), welcome the addition of other terms and concepts, and encourage other groups to adapt the dictionaries to their specific practice settings.

Use of deep learning models for NLP tasks has shown excellent performance in mining the EHR and can contribute greatly to the analysis of unstructured text.22,28,29 While recurrent neural network architectures are commonly used for deep learning tasks involving text classification, the convolutional approach used in our study is ideally suited for the task of parsing clinical texts as trained kernels to evaluate the independent impact of small groups of words on the target label.19,22,29 However, our results showed that the CNN model showed poorer performance characteristics compared to the rule-based model for extraction and tabulating UI severity. The lower performance might be attributed to the paucity of training set which includes less than 100 examples for each class. Limitations of machine learning methods on small sample set has emerged as a significant challenge in recent studies, necessarily due to limited population sizes available is single EHRs where studies are interrogating single diseases, symptoms, or outcomes.20,31 Hence, researchers have gravitated toward create hybrid frameworks using traditional NLP and machine learning solutions.31

To leverage the advantages of both approaches, we propose a combination of traditional rule-based methods and recent developments in deep learning to build reliable classifiers. Although the performance of rule-based system outperforms the other models, as in the case of phenotyping UI severity, it is possible that the superior performance might be due to overfitting based on selection of terms specifically used by providers in our health care system. Our hybrid NLP pipeline leveraged the complementary strengths of both the rule-based and the CNN models in classifying the severity of UI and produced higher performance than CNN only approach. Therefore, we believe our semiautomated iterative approach might produce optimal and replicable results in other settings.31 Moreover, since the terms for UI severity classification in the model are not unique to prostate cancer patients, the model likely could be used to identify UI and its severity in men and women. Since UI is a common finding with increasing age due to pelvic floor disorders in women and benign prostatic hyperplasia in men our algorithm could have broad applications.

It has been reported that most patient data resides in unstructured clinical narratives.32 Harvesting and organizing this valuable data stream poses significant challenges for knowledge delivery in an LHS. In addition, utilizing this information plays a significant role in data-driven and evidence-based decision-making. Fortunately, as we show in this study, recent advances in NLP methodologies tackle this challenge and streamline the acquisition of this critical information so that it can be utilized by the LHS.8,13 For example, Kaggl et al developed an NLP infrastructure that allows data collection and large-scale analytics as a part of an LHS cycle that has been used in discrete settings to provide real-time care recommendations to clinicians at the point of care.33 Our work, using UI as an example, shows how these discrete applications can continue to be refined. By identifying and classifying symptom or disease severity, an LHS can provide recommendations tailored to disease severity. In the case of UI, mild symptoms could elicit recommendations for behavioral-based therapies (eg, Kegel exercises or biofeedback) while moderate-severe symptoms might recommend referral for medical or surgical approaches (eg, anticholinergic medications, artificial urinary sphincter). Therefore, NLP empowered LHS
infrastructures have the potential to advance health care by generating and implementing a seamless patient centered information extraction framework from entire EHR.

The LHS is a paradigm in which data generated in routine clinical care can be used for the collaborative healthcare choices of each patient and provider.\textsuperscript{29,35} However, to understand the best treatment for any particular patient, granular details on patients' values and symptoms are needed. This entails having the knowledge from the patient to personalize care plans that meet individuals’ specific needs and values rather than care plans developed for the average patient. However, to support a patient-centric learning healthcare system, the systematic extraction of disease severity and its association with quality of life are essential. Here, we purpose different NLP methodologies that may be used to improve the depth of information available from clinical text related to treatment-related such outcomes. To be useful to providers, the systems must incorporate relevant features of disease severity in order to personalize recommendations for management approaches. This will require direct input from the providers and likely multiple iterations to refine which information is extracted in order to provide the most useful output for the clinician. As we move to an LHS, we must be able to phenotype disease and symptom severity to move data to knowledge and knowledge to the point of care. Phenotyping the severity of treatment-acquired side effects following prostate cancer therapy is particularly compelling given that prostate cancer is the most common cancer among men in the United States and the majority of men must choose between different treatment modalities, each with important symptoms attributable to the therapy selected that affect their quality of life. Furthermore, the ability to stratify patients based on PCO severity opens opportunities for future research using biological markers, including anatomic differences observed on imaging, or DNA variations. Capturing and utilizing data embedded in clinical narratives for patient phenotyping can enhance both the rigor and the relevance of evidence in the cycle of LHS. A future challenge in implementing an LHS will be to develop methods for shortening the window of iteration that refine which PROs are captured and how they are quantified to provide more patient specific recommendations to physicians in real time.

5.1 Limitations

Our study does have limitations. First, the NLP based phenotyping task was developed at a single academic medical center and, as mentioned above, might not be generalizable to other sites and settings due to differences in terminology. Second, our approach depends solely on sentence level information to make predictions. While information in our dataset tends to be concisely recorded, there are instances where mentions of UI can span several sentences and would be missed due to sentence-level tokenization. Therefore, the model may suffer if labels are aggregated to the note level. If, however, all sentences referring to UI mention at least one of the terms from the dictionary, they would be adequately captured by the model we have developed. Finally, our study is limited by the small number of annotated notes used for training and testing, and our models might miss some relevant but rare expressions used to identify and characterize UI in the entire EHR.

6 Conclusion

A successful LHS transforms data from routine care into evidence and provides optimal care to each individual patient. In order to learn from patients’ outcomes, particularly PCOs, robust patient phenotyping is needed to classify patients’ disease severity. Symptom severity poses extraordinary challenges for a precision medicine approach, but its classification is essential to learn through care delivery and can ultimately improve the care provided to patients. In our study of UI, a rule-based phenotyping approach outperformed other advanced phenotyping methodologies for severity phenotyping. These results highlight the importance of understanding the phenotyping challenge and suggest that, for certain phenotypes, a rule-based approach is the best choice for discriminating disease severity. We believe that accurate phenotyping using EHRs is necessary to bring evidence to the point of care and that the best methodology for phenotyping is dependent on the specific type of evidence or content under investigation.
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