KMT-2016-BLG-1397b: KMTNET-only Discovery of a Microlens Giant Planet
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Abstract

We report the discovery of a giant planet in the KMT-2016-BLG-1397 microlensing event, which was found by the Korea Microlensing Telescope Network alone. The timescale of this event is \( t_E = 40.0 \pm 0.5 \) days, and the mass ratio between the lens star and its companion is \( q = 0.016 \pm 0.002 \). The planetary perturbation in the light curve is a smooth bump, resulting in the classical binary-lens/binary-source (2L1S/1LS) degeneracy. We measure the \( V - I \) color of the binary-source solution with the help of the source color of the companion. The mass ratio is more secure to discover Earths. The typical Einstein timescale \( t_E \) for microlensing events is \( t_E = 40.0 \pm 0.5 \) days, and the mass ratio between the lens star and its companion is \( q = 0.016 \pm 0.002 \). The planetary perturbation in the light curve is a smooth bump, resulting in the classical binary-lens/binary-source (2L1S/1LS) degeneracy. We measure the \( V - I \) color of the binary-source solution with the help of the source color of the companion. The mass ratio is more secure to discover Earths.
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1. Introduction

Since Mao & Paczyński (1991) and Gould & Loeb (1992) proposed that a search for microlensing of the Galactic bulge stars may lead to a discovery of the extrasolar planetary systems, more than 70 extrasolar planets have been detected by gravitational microlensing.14 Although relatively few in number, microlensing plays a unique role among planet discovery methods and is complementary to other detection methods (Gaudi 2012; Mao 2012). Microlensing probes the planet population beyond the snow line where radial velocity and planetary transit surveys have lower sensitivity. In addition, microlensing planetary systems are distributed at various Galactocentric distances, and therefore a statistical study of them can reveal the effect of different stellar environments (bulge versus disk) on the planet frequency (Calchi Novati et al. 2015; Penny et al. 2016; Zhu et al. 2017).

The typical Einstein timescale \( t_E \) for microlensing events is \( \sim 20 \) days, so a cadence of \( \Gamma \sim 1 \) day \(^{-1} \) is sufficient to discover them. However, for planetary signals with characteristic timescales \( t_p \sim t_E \sqrt{q} \rightarrow 5(q/10^{-3})^{1/2} \) hr (Gould & Loeb 1992), where \( q \) is the planet-host mass ratio, higher cadence is required to characterize the planetary signal. That is, \( \Gamma \sim 1 \) hr \(^{-1} \) would be required to discover “Neptunes” and \( \Gamma \sim 4 \) hr \(^{-1} \) would be required to detect Earths (Henderson et al. 2014). The

14 http://exoplanet.eu/
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...microlensing + 307 “possible microlensing”), including 861 KMT-only events. Among 70 KMT-only/K2C9 events, Hwang et al. (2018a) announced the discovery of a substellar companion by high-cadence data ($\Gamma = 4\,\text{hr}^{-1}$) in the KMT-2016-BLG-0212 microlensing event, with two possible solutions (low-mass brown-dwarf or sub-Neptune companion). This event has a baseline of $t_\text{base} \sim 19.2$ and then rises to a peak $I_{\text{peak}} \sim 18.8$, with a 4 hr anomaly $I_{\text{anomaly}} \sim 18.2$, making it difficult to be detected by real-time alert systems.

Here we report the analysis of the KMT-only planetary event KMT-2016-BLG-1397 with planet/host mass ratio $q = 0.016 \pm 0.002$. The smooth bump around HJD$' = 7513$ (HJD$' = \text{HJD} - 2450000$) results in the classical degeneracy between binary-lens/single-source (2L1S) and single-lens/binary-source (1L2S) solutions (Gaudi 1998). We resolve the 2L1S/1L2S degeneracy by measuring the $V - I$ color of the (putative) two sources, and thus effectively rule out the 1L2S solution. The paper is structured as follows. In Section 2, we describe the observations of KMTNet. We then fit the data with a binary-lens model in Section 3 and check the binary-source solution in Section 4. In Section 5, we estimate the physical parameters of the planetary system. Finally, our conclusions and the implications of our work are given in Section 6.

2. Observations and Event Recognition

KMT-2016-BLG-1397 was located at equatorial coordinates ($\alpha, \delta$)$_{2000} = (18:10:39.51, -24:51:27.86)$, corresponding to galactic coordinates ($\ell, b$) = (6.32, -2.80). It therefore lies in the KMTNet BLG31 field, monitored with a cadence of $\Gamma = 0.4\,\text{hr}^{-1}$. As mentioned in Section 1, KMTNet observations are carried out with three 1.6 m telescopes at CTIO (Chile, KMET), SAAO (South Africa, KMTS), and SSO (Australia, KMTA). The great majority of data were taken in the standard $I$ band, with occasional observations made in the standard $V$ band.

KMT-2016-BLG-1397 was originally recognized as “clear microlensing” by the event-finding algorithm (Kim et al. 2018a, 2018b), because its light curve has obvious microlens features and the algorithm found that the $\Delta \chi^2$ improvement relative to a flat line is 15759, which is robust evidence compared to the $\Delta \chi^2 = 1000$ threshold. The source star was identified as BLG31K0508.007617 in the KMT Dophot catalog.

The anomaly was discernible in the pySIS $I$-band light curve (extracted using pySIS software package, Albrow et al. 2009) by human review. This review comprised an inspection of automated pySIS light curves in the neighborhood of the event candidate and 2016–2017 joint difference imaging analysis (DIA) light curves (extracted by a customized pipeline based on Alard & Lupton 1998 and Wozniak 2000). In general, the quality of the pySIS light curves are better than those from the DIA pipeline, mainly because pySIS finds the true position of the microlens source, but also because it employs a more accurate point-spread function. The final pySIS light curves that we used in the analysis were reduced by hand for optimal photometry. We also calibrated the pySIS light curves to standard Cousins $I$ magnitude by matching the baseline flux to the nearest star in OGLE-III catalog (Udalski 2003). We note that there were $\sim 50$ obvious outliers at baseline ($>5\sigma$ deviations from all the single-lens, binary-lens and binary-source models), which we eliminated before modeling the data. In addition, we find that the camera of KMTC was stuck in the BLG31 field for some unknown reasons on the night of HJD$' = 7545.XX$, resulting in six points being taken within 13 minutes, four with somewhat reduced flux. These six points only have influence in the model with parallax parameters, leading to a weak but unuseful constraint ($\pi_E < 2$). Therefore, we also eliminated all six KMTC data points on that night.

3. Binary-lens Modeling

3.1. Grid Search and Global Minima

We first search the space of “Standard” binary-lens solutions. The model has seven geometric parameters to calculate the magnification, $A(t)$: these include three point-lens point-source (PLPS) parameters $t_0, u_0, u_b$; the time of the maximum magnification, the Einstein radius crossing time and the impact parameter in units of the angular Einstein radius $\theta_E$, respectively (Paczyński 1986). We also need: the source size normalized by the Einstein radius, $\rho$; the binary mass ratio, $q$; the projected separation between the binary components normalized to the Einstein radius, $s$; and the angle between the source trajectory and the binary axis in the lens plane, $\alpha$.

The event is observed as a change in flux $F(t)$ at the location of the event

$$f (t) = f_s A(t) + f_b,$$

where $f_s$ is the flux of the source star being lensed, and $f_b$ represents any blended flux that is not lensed.$^{15}$ The two linear parameters, $F_0$ and $F_b$, will be different for each observatory and each filter. We use the advanced contour integration code, VBBinaryLensing, $^{16}$ to compute the magnification $A(t)$ (see Bozza 2010 for more details).

We undertake a grid search on parameters $(\log s, \log q, \alpha)$, with 20 values equally spaced between $-1 \leq \log s \leq 1$, $0 \leq \alpha \leq 360^\circ$, and 40 values equally spaced between $-4 \leq \log q \leq 0$. For each set of $(\log s, \log q, \alpha)$, we fix $\rho = 0.001$ and find the minimum $\chi^2$ by a downhill$^{17}$ approach on the remaining three parameters $(t_0, u_0, t_b)$. As a result, we find that there are three distinct minima, with $(\log s, \log q, \alpha)$ $\sim$ $(-0.4, -0.3, 72.0)$ or $(0.2, -2.2, 324.0)$ or $(0.1, -2.2, 324.0)$. We note that the last two solutions are the $s\leftrightarrow s^{-1}$ degenerate solutions.

3.2. Best-fit Model

If finite-source effects are measured in the light curve, we should include the limb-darkening effect. The form of the limb-darkening law we use is

$$S_\lambda (\mu) = \tilde{S}_\lambda \left[ 1 - \Gamma_\lambda \left( 1 - \frac{3}{2} \mu \right) \right].$$

where $\tilde{S}_\lambda$ is the mean surface brightness of the source, $\mu$ is the cosine of the angle between the normal to the stellar surface and the line of sight, and $\Gamma_\lambda$ is the limb-darkening coefficients at wavelength $\lambda$. From the color analysis in Section 5.1, we infer $\Gamma_I = 0.3696$ for $I$ band, and $\Gamma_V = 0.5265$ for $V$ band.

$^{15}$ We choose 18 as the magnitude zeropoint. Thus, the magnitude of the source can be derived by $I_s = 18 - 2.5 \times \log_{10}(f_s)$.

$^{16}$ http://www.fisica.unimas.my/GravitationAstrophysics/VBBinaryLensing.htm

$^{17}$ We use a function based on the Nelder–Mead simplex algorithm from the SciPy package. See https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.fmin.html#scipy.optimize.fmin.
Parameters Planetary Wide\((s > 1)\) Planetary Close\((s < 1)\) Binary-lens Model 3 Binary-source PLPS
\(t_0,1-2450000\) (day) \(7506.5(1)\) \(7506.3(1)\) \(7505.65(4)\) \(7505.2(1)\) \(7506.04(3)\)
\(t_0,2-2450000\) (day) ... ... 0.186(8) 0.133(7) 0.18(1)
\(u_0,1\) 0.090(3) 0.101(4) ... ... ...
\(u_0,2\) ... ... 0.05(2) ... ...
\(t_0\) (day) 41.0(5) 37.1(4) 25.5(8) 35.0(4) 28(1)
\(s\) 1.68(6) 0.66(3) 0.39(1) ... ...
\(q\) 0.016(2) 0.025(4) 0.51(1) ... ...
\(\rho_1\) <0.046 <0.044 <0.048 0.11(3) ...
\(\rho_2\) ... ... ... 0.08(3) ...
\(q_{FI}\) ... ... ... 0.055(18) ...
\(f_s\) 0.361(7) 0.384(8) 0.715(29) 0.444(8) 0.661(33)
\(f_0\) −0.060(7) −0.081(8) −0.407(29) −0.140(8) −0.360(33)
\(\chi^2/\text{dof}\) 889.8/888 900.8/888 979.5/888 910.3/887 1238.9/892

Table 1

Lensing Parameters from pySIS Data

---

Figure 1. The light curve of event KMT-2016-BLG-1397. The top panel shows the baseline of the data. In the second panel, the black and magenta lines are the light curves for the best-fit planetary wide and single-lens model, respectively. The last two panels show the residuals from the best planetary wide and single-lens model, respectively. The red and yellow dots are \(V\) band data points, the circles are \(I\) band data points. The light curve and data has been calibrated to standard \(I\) band magnitude.

Setting the initial parameters as those of the two minima, we then employ Markov Chain Monte Carlo (MCMC) \(\chi^2\) minimization using the \texttt{emcee} ensemble sampler (Foreman-Mackey et al. 2013) with free “standard model” parameters to search for the best-fit model. Finally, the solution \((s, q) = (1.68 \pm 0.05, 0.016 \pm 0.002)\) is the best-fit model, while its \(s \rightarrow s^{-1}\) degenerate solution \((s, q) = (0.66 \pm 0.03, 0.025 \pm 0.004)\) is disfavored by \(\Delta \chi^2 = 11\). Another solution \((s, q) = (0.39 \pm 0.01, 0.51 \pm 0.01)\) is disfavored by \(\Delta \chi^2 > 80\) as well as its large negative blended flux \(f_s = -0.407 \pm 0.029\). Thus, we only adopt the planetary wide solution \((s > 1)\) in the following analysis. In addition, we also fit the data with a PLPS model. The \(\chi^2\) improvement between the planetary wide and the PLPS model is 349. The best-fit parameters of the binary-lens and the PLPS model are shown in Table 1, the best-fit model curves for planetary wide and PLPS models are shown in Figure 1, and the best-fit model curves and their cumulative distribution of \(\chi^2\) difference for the three binary-lens solutions are shown in Figures 2 and 3, respectively. We also show the geometries of the three binary-lens solutions in Figure 4.

Our modeling gives an upper limit on the source size normalized by the Einstein radius, \(\rho < 0.046\) (3\(\sigma\) level). The best-fit model has \(\rho = 0.029\), but the data are also consistent with a point-source model at \(\sim 1.6\)\(\sigma\) level (\(\Delta \chi^2 = 2.6\)). We also try including the microlens parallax effect in modeling, but it does not improve the fit significantly (\(\Delta \chi^2 = 4\)). The upper limit of the microlens parallax as the 3\(\sigma\) level is about 2.1, which gives no useful constraints.

4. Binary-source Modeling

Gaudi (1998) first pointed out the potential degeneracy between 2L1S and 1L2S solutions. The first practical example of this was the low-mass planetary event OGLE-2005-BLG-390, for which the 1L2S model was qualitatively consistent with the data, but was quantitatively rejected at \(\Delta \chi^2 > 50\) (Beaulieu et al. 2006). Nevertheless, there have been several subsequent events with plausible planetary solutions that proved to be binary-source (1L2S) or even triple-source (1L3S) events (Hwang et al. 2013, 2018b; Jung et al. 2017). Therefore, we consider the possibility that the small bump around HJD’ = 7513 is caused by a single-lens event with a binary source.

In the case of binary-source events, the total magnification is the superposition of two 1L1S events generated by the individual source stars (Mao & Paczynski 1991; Griest & Hu 1992; Han 2002). The total magnification \(A_\lambda\) at
wavelength $\lambda$ is

$$A_\lambda = \frac{A_1 F_{1,\lambda} + A_2 F_{2,\lambda}}{F_{1,\lambda} + F_{2,\lambda}} = \frac{A_1 + q_{F,\lambda} A_2}{1 + q_{F,\lambda}},$$

(3)

$$q_{F,\lambda} = \frac{F_{2,\lambda}}{F_{1,\lambda}},$$

(4)

where $A_i (i = 1, 2)$ is the magnification of each source with flux $F_i$.

We fit pySIS $I$-band data with a binary-source model using MCMC, and the best-fit parameters are shown in Table 1. The binary-source model is disfavored by $\chi^2_{1L2S} - \chi^2_{2L1S} = 20.5$. Although this result strongly disfavors the binary-source model, we nevertheless seek additional confirmation by evaluating the color evolution of the light curve.

Mao & Paczynski (1991) first proposed that a difference in colors of two sources will make a color change during binary-source events. Gaudi (1998) noted that a binary-source event and a planetary event can be distinguished by the color difference expected for the two sources of different luminosities. For example, Shvartzvald et al. (2014) used this method to confirm the planetary interpretation of MOA-2011-BLG-322, for which the putative two sources are G- and K-type main-sequence stars, while Hwang et al. (2018b) demonstrated the correctness of the 1L3S solution for OGLE-2015-BLG-1459 due to strong color evolution. To obtain the color of the two sources, we perform a special set of pyDIA reductions of the data (i.e., different from the pySIS reductions from the main light-curve analysis) because the pyDIA light-curve photometry is tied to the same system as field-star photometry (instrumental magnitude scale). We then find that the unlensed instrumental $I$ magnitude of the two sources would be $16.04 \pm 0.07$ and $18.98 \pm 0.22$ (see Table 2 for the lensing parameters). Applying the parameters of the red clump in Section 5.1, the brighter source is about $2.1$ mag below the red clump. Thus, it is a subgiant and could be consistent with a broad range of colors. In the 1L2S model, it is about $-0.35$ mag bluer than the red clump. So the brighter source would be a bluish subgiant. Regarding the fainter source, it is about $5.1$ mag below the red clump and hence would be an early K dwarf. Thus, it should be about $-0.15$ mag bluer than the red clump (Pecaut & Mamajek 2013), which is inconsistent with the color that we obtain in the 1L2S model, of $-0.71 \pm 0.19$ mag. Hence, the color analysis confirms the rejection of the 1L2S solution based on $\Delta \chi^2$.
5. Physical Parameters

5.1. Color–Magnitude Diagram

To further constrain the lens properties, we estimate the angular radius \( \theta^* \) of the source by placing the source on a color–magnitude diagram (CMD; Yoo et al. 2004). We construct the CMD by stars within a 120″ square centered on the source position using KMTC data (see Figure 5). We estimate the red clump to be \((V-I, I)_{3,0} = (2.41 \pm 0.02, 13.91 \pm 0.06)\) and find that the source is \( \Delta(V-I) = -0.44 \pm 0.03 \) bluer and \( \Delta I = 2.23 \pm 0.08 \) fainter than the red clump. From Bensby et al. (2013) and Nataf et al. (2013), we find that the intrinsic color and de-reddened brightness of the red clump are \((V-I, I)_{3,0} = (1.06, 14.27)\). Thus, the intrinsic color and de-reddened magnitude of the source are \((V-I, I)_{3,0} = (0.62 \pm 0.03, 16.50 \pm 0.08)\). We then employ the color/surface-brightness relation in Adams et al. (2018), and finally find

\[
\theta^* = 1.50 \pm 0.06 \text{ mas.} \quad (5)
\]

For the binary-lens models, we obtain a 3σ upper limit \( \rho < 0.046 \). This allows us to set a lower limit on the angular Einstein radius \( \theta_{\text{E}} \).

\[
\theta_{\text{E}} > \frac{\theta^*}{\rho_{\text{upper}}} = 0.033 \text{ mas.} \quad (6)
\]

We can also estimate the effective temperature \( T_{\text{eff}} = 6000 \text{ K} \) of the source by using the color–temperature relation in Houdashelt et al. (2000). Using ATLAS models and assuming a metallicity of [M/H] = 0.0, a microturbulence parameter of 1 km s\(^{-1}\) and a surface gravity of \( \log g = 4.0 \), we obtain the linear limb-darkening coefficients \( u_I = 0.4679 \) for \( I \) band, \( u_V = 0.6252 \) for \( V \) band (Claret & Bloemen 2011). This, when combined with the transformation formula in Fields et al. (2003), yields the corresponding limb-darkening coefficients \( \Gamma_I = 0.3696, \Gamma_V = 0.5625 \).
5.2. Bayesian Analysis

For a lensing object, the total mass $M_L$ and distance $D_L$ is related to observables by

$$M_L = \frac{\theta_E}{\kappa \pi_E}; \quad D_L = \frac{\text{au}}{\pi_E \theta_E + \pi_S},$$

where $\kappa \equiv 4G/(c^2 \text{au}) = 8.144 \text{ mas}/M_\odot$ is a constant, $\theta_E$ is the angular Einstein radius, $\pi_E$ is the microlensing parallax (e.g., Gould 2000) and $\pi_S = \text{au}/D_S$ is the source parallax (Gould 1992, 2004). For KMT-2016-BLG-1397, neither $\theta_E$ nor $\pi_E$ is unambiguously measured. However, combining the timescale $t_E$, the limits of blend flux and the probability distribution of $\rho$, we can use Bayesian analysis to estimate the mass and distance of the lens system.

We applied the Galactic model and Bayesian model described in Zhu et al. (2017) to randomly draw lensing events. We weight all events by $\exp(-\Delta \chi^2(\rho)/2)$, where $\Delta \chi^2(\rho)$ represents the $\chi^2$ difference relative to the minimum $\chi^2$ for the lower envelope of the ($\chi^2$ versus $\rho$) diagram derived from the MCMC. In addition, the blend flux is $I_{b, \text{inst}} = 17.92 \pm 0.15$. To be conservative, we set an upper limit of the blend flux to be $I_{b, \text{limit}} = 17.47$ (3$\sigma$). We adopt the mass–luminosity relation (Wang et al. 2018),

$$M_I = 4.4 - 8.5 \log \frac{M}{M_\odot},$$

where $M_I$ is the absolute magnitude in $I$-band. We reject trial events for which the lens distance obeys

$$M_I + 5 \log \frac{D_L}{10 \text{ pc}} < I_{b, \text{limit}} - \Delta I_{\text{di}},$$
where $\Delta l_1 = l_1 - l_{1,0} = -0.36$. The resulting posterior distributions of the lens mass $M_L$, distance $D_L$, lens-source relative proper motion $\mu$ and the projected separation $r_1$ of the planet are shown in Figure 6. We find that the lens mass is $M_L = 0.45^{+0.33}_{-0.28} M_\odot$. The uncertainties are the 68% probability range about the median of the probability distribution, which we take as the most likely value. Thus, the planet mass is $M_{\text{planet}} = 7.0_{-4.3}^{+5.2} M_\oplus$. The lens distance is $D_L = 6.60_{-1.30}^{+1.00}$ kpc, and the planet is at a projected separation $r_1 = 5.1_{-2.3}^{+1.5}$ au from the host star, indicating that the planet is well beyond the snow line of the host star (assuming a relation $r_{\text{SL}} = 2.7 (M/M_\odot)$ au, Kennedy & Kenyon 2008).

6. Discussion and Conclusion

We have reported the discovery and analysis of an extrasolar planet KMT-2016-BLG-1397b that was detected by gravitational microlensing. The event was found by the KMTNet survey alone. This is one of the first KMT-only planets and has a planetary mass ratio $q = 0.016 \pm 0.002$. The other candidate KMT-only planet, KMT-2016-BLG-0212, however, has two classes of solutions, characterized by low-mass brown-dwarf ($q = 0.037$) and sub-Neptune ($q < 10^{-4}$) companions, respectively. In contrast to most of the microlensing planets detected by high-cadence surveys ($\Gamma \geq 1$ h$^{-1}$), the planetary perturbation of KMT-2016-BLG-1397 was detected by the KMTNet survey with a $\Gamma = 0.4$ h$^{-1}$ low cadence. This is the third planet observed by KMTNet in such low-cadence areas (the other two events are OGLE-2016-BLG-0263, Han et al. 2017, and OGLE-2016-BLG-1067, Calchi Novati et al. 2018b). However, in the other two cases, the planetary perturbations were covered by MOA’s $\Gamma > 1$ h$^{-1}$ data. Thus, KMT-2016-BLG-1397 showcases the power of the KMTNet with wide sky coverage and observations from three sites. This event also shows that multiple-color observations are quite important because the additional color information allowed us to decisively resolve the 2L1S/1L2S degeneracy.

The finite-source effect is only marginally detected while the microlens parallax gives no useful constraints. Our Bayesian analysis yields the lens mass $M_L = 0.45^{+0.33}_{-0.28} M_\odot$, and the planet mass $m_p = 7.0^{+5.2}_{-4.3} M_\oplus$, which consists of an M dwarf orbited by a super-Jupiter-mass planet ($\sim 70\%$ probability). In the core-accretion theory, massive planets around M dwarfs should be rare because of insufficient material for forming planets (Laughlin et al. 2004; Ida & Lin 2005). KMT-2016-BLG-1397 is the 12th case for which a super-Jupiter system was resolved, indicating that the planet is well beyond the snow line of the host star, and the projected separation $r_1 = 5.1_{-2.3}^{+1.5}$ au from the host star, indicating that the planet is well beyond the snow line of the host star (assuming a relation $r_{\text{SL}} = 2.7 (M/M_\odot)$ au, Kennedy & Kenyon 2008).

![Figure 7. Mass distribution of known M dwarf/super-Jupiter system. We select 0.08 $M_\odot < M_{\text{host}} < 0.65 M_\odot$, 1.0$M_\odot < M_p < 13.5 M_\oplus$ from http://exoplanetarchive.ipac.caltech.edu. The red dot is KMT-2016-BLG-1397. The planets discovered by microlensing are marked by blue dots, while those found by other methods are marked by gray dots. The magenta vertical lines represent the conventional star/brown-dwarf boundary (0.08 $M_\odot$), the conventional M dwarf/K dwarf boundary (0.65 $M_\odot$) and the rough low-mass star boundary (0.25 $M_\odot$).](image)

systems that have a very low-mass host star (0.08 $M_\odot < M_{\text{host}} < 0.25 M_\odot$) are detected by microlensing. This can be easily understood because very low-mass stars are extremely faint and microlensing is the only method that does not rely on the light from the star–planetary system. Thus, the distinctive sensitivity regimes of microlensing can improve our understanding of M dwarf/super-Jupiter system formation mechanisms.

Batista et al. (2015) fully resolved the source and lens of OGLE-2005-BLG-169 using Keck adaptive optics (AO) when they were separated by $\sim 60$ mas, while Bennett et al. (2015) resolved them by the Hubble Space Telescope (HST) when they were separated by $\sim 48$ mas. Recently, Bhattacharya et al. (2018) resolved the source and lens of OGLE-2012-BLG-0950 using Keck and the HST when they were separated by $\sim 34$ mas. In these cases, the source and lens have approximately equal brightness. Our Bayesian analysis provides us with estimates of the lens-source relative proper motion $\mu_{rel} = 4.2^{+1.6}_{-1.4}$ mas yr$^{-1}$ and the brightness of the lens $I_L = 23.45^{+3.28}_{-2.11}$, $H_L = 19.85^{+2.04}_{-2.56}$ (we adopt $A_H = 0.46$ from Gonzalez et al. (2012), see Figure 8). Because the source is 50–100 times brighter than the lens, it will probably require about 80 mas separation to resolve the source and lens with current instruments. This would require a $\sim 20$ year wait. However, the upcoming next generation (D $\sim 30$ m class, such as E-ELT, GMT and GMT) telescopes have a resolution $\theta \sim 14(D/30)$ m$^{-1}$ mas in $H$ band, and the lens-source relative proper motions of the 12 microlensing M dwarf/super-Jupiter systems are $\mu > 2$ mas yr$^{-1}$. Thus, KMT-2016-BLG-1397 and previously discovered M dwarf/super-Jupiter systems can be confirmed/contradicted at first light of AO images on 30 m telescopes.

---
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