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ABSTRACT

Soccer is a sparse rewarding game: any smart or careless action in critical situations can change the result of the match. Therefore players, coaches, and scouts are all curious about the best action to be performed in critical situations, such as the times with a high probability of losing ball possession or scoring a goal. This work proposes a new state representation for the soccer game and a batch reinforcement learning to train a smart policy network. This network gets the contextual information of the situation and proposes the optimal action to maximize the expected goal for the team. We performed extensive numerical experiments on the soccer logs made by InStat for 104 European soccer matches. The results show that in all 104 games, the optimized policy obtains higher rewards than its counterpart in the behavior policy. Besides, our framework learns policies that are close to the expected behavior in the real world. For instance, in the optimized policy, we observe that some actions such as foul, or ball out can be sometimes more rewarding than a shot in specific situations.

1 Introduction

Soccer is a complex and sparse game, with a large variety of actions, outcomes, and strategies. These aspects of a soccer game make the analysis strenuous. Recent breakthroughs in computer vision methods help sport analysis companies, such as InStat [1], Wyscout [2], StatsBomb [3], STATS [4], Opta [5], etc., collect highly accurate tracking and event datasets from match videos. Obviously, the existing tracking and event data in the market contain the prior decisions and the observed outcomes of players and coaches, with some nonrandom, regular, and non-optimized policies. We call these policies as behavioral policies throughout the rest of this paper. Nowadays, analyzing the behavioral policies obeyed by the players and dictated by coaches, has been one of the most interesting topics for researchers. Sports analysts, i.e., academic researchers, applications, scouts, and other sports professionals, are investigating the potential of using previously collected, i.e., off-line, data to make counterfactual inference of how alternative decision policies could perform in a real match.

There are several engrossing action valuation methods in the literature of sports analytics, focusing on passes and shots (e.g., [6,9], etc.), and some others cover all type of actions (e.g., [10,12], etc.). They accurately evaluate the player actions and contribution to goal scoring. However, all those models leave the player and the coach with the value of the performed action, without any proper proposal of alternative and optimal actions. To fill this gap, this work goes beyond action valuation by proposing a novel policy optimization method, which can decide about the optimal action to perform in critical situations. In soccer, we consider as critical situations the moments with a high probability of losing the ball, or scoring/conceding a goal. However, the player does not have any chance of passing to teammates, or dribbling in these situations. Thus, she/he needs to immediately decide about the following options: 1) shooting, 2) sending the ball out, 3) committing a foul, 4) submitting the ball to the opponent by making an error. Moreover, we define the optimal action as the action that maximizes the expected goal for the team. Thus, our method should both evaluate the behavioral policy, and suggest the optimal target policy to the players and coaches, for critical situations. It is a challenging task to design such a system in soccer due to the following reasons: first, soccer is a highly interactive and sparse rewarding game with a relatively large number of agents (i.e., players). Thus, state representation is ambiguous in such a system and requires an exact definition. Second, the spatiotemporal and sequential nature of
soccer events and dynamic players’ location on the field dramatically increases the state dimensions, which is never pleasant for machine learning tasks. Third, the game context in a soccer match is severely affecting the model prediction performance. Forth, evaluating a trained optimal policy requires deployment in a real soccer match. However, this solution sounds impossible due to the large cost of deployment. This work offers solutions to all the above-mentioned challenges. Sports professionals can use our policy optimization method after the match to check what action the player performed, evaluate it, and propose the optimal alternative action in that critical situation. If the action performed by the player, and the optimal action proposed by the optimal policy are not the same, we can relate it to the player’s mistake, or poor strategy from the coach.

In summary, our work contains the following contributions:

- We propose an end-to-end framework that utilizes raw data and trains an optimal policy to maximize the expected goal of soccer teams via reinforcement learning (RL);
- Introduce a soccer ball possession model, which we assume to be Markovian, and a new state representation to analyze the impact of actions on subsequent possessions;
- Suggest spectral clustering with regards to the opponent’s position and velocity for measuring the pressure on the ball holder at any moment of the match;
- Propose a new reward function for each time-step of the game, based on the output of the neural network predictor model;
- Derive the optimal policy in critical situations of soccer matches, with the help of fully off-policy, deep reinforcement learning method.

2 Related work

The state-of-the-art models in soccer analytics are focusing on several aspects such as evaluating actions, players, and the strategies. Plus/minus method is an early work on player evaluation that has been proposed by Kharrat et al. [13]. This method assigns plus for each goal scored and minus for each goal conceded by the players per total time they were on the pitch. Although this is the simplest method, it ignores the rating of other players, the opposition strength, and does not account for match situations. Regression method on actions and shots was firstly proposed by Ian et al. [14]. They estimate the number of shots as the function of crosses, dribbles, passes, clearances, etc. Coefficients show how important they are in generating shots. However, this model does not work well in some cases (e.g., when the value of pass changes, and in case we want to know where the cross occurred). Another interesting player evaluation method is percentiles and player radars by Statsbomb [15]. This method estimates the relative rank for each player based on his actions. For example, a ranking can be assigned to a player for all his defensive actions (tackle/interception/block), his accurate passes, crosses, etc.

The application of a Markovian model in action valuation was first proposed by Rudd [16, 17]. The input of this model is the probability of ball location in the next five seconds. Assuming we have these probabilities, this model estimates the likely outcomes after many iterations based on the probabilities of transitioning from one state to another. Another application of the Markovian model is the Expected threat (xT) [18], which uses simulations of soccer matches to assign value to the actions. Although, we believe that simulations tend to be unrealistic. Because the simulations with any arbitrary point are not resulting in a goal by several iterations. VAEP [10] is another action valuation model, which considers all types of actions. This model uses a classifier to estimate the probability that an action leads to a goal within the next 10 actions, and the game state is considered as 3 actions. This model ignores the concept of possessions in valuation. Considering the possession, the Expected Possession Value (EPV) metrics in football [6] and basketball [19] were proposed. These models assume a simple world in which the actions of the players inside possessions are limited to pass, shot, and dribble. Thus, ignoring any other actions such as foul, ball out, or the errors, which frequently happen in critical situations.

Recently, researchers utilize deep learning methods due to their promising performance in valuation domains. Fernandez and Bornn [8] present a convolutional neural network architecture that is capable of estimating full probability surfaces of potential passes in soccer. Moreover, Liu et al. took advantage of RL, by assigning value to each of the actions in ice-hockey [11] and soccer [12] using Q-function. They later used a linear model tree to mimic the output of the original deep learning model to solve the trade-off between Accuracy and Transparency [20]. Moreover, Dick and Brefeld [21] used reinforcement learning to rate player positioning in soccer. In this paper, we go beyond the valuation of actions in critical situations, and use RL to derive the optimal policy to be performed by the teams and players.
3 Our Markovian possession model

In order to train an RL model, we first represent a soccer game as a Markov decision process. To this end, in this section we introduce an episode of the game, the start, intermediate, and final states. In the next sections, we define the state, action, and reward in each time-step of the game.

Due to the fluid nature of a soccer game, it is not straightforward to have a comprehensive description of a possession, which applies to all different types of soccer logs provided by different companies (e.g., InStat, Wyscout, StatsBomb, Opta, etc.). In the InStat dataset and accordingly in this work, possessions for any home or away teams are clearly defined and numbered. A possession starts from the beginning of a deliberate and on the ball action by a team, until it either “ends” due to some event like ball out, foul, bad ball control, offside, clearance, goal (regardless of who possesses the ball afterward, i.e., the next possession can belong to the same team or opposing team), or “transfers” by a defensive action of the opponent, such as pass interception, tackle, or clearance.

The possession can be transferred if and only if the team is not in the possession of the ball over two consecutive events. Thus, the unsuccessful touches of the opponent in fewer than 3 consecutive actions are not considered as a possession loss. Consequently, all on-the-ball actions of players of the same team should be counted to get the possession length, not only passes, shots, and dribbles. Accordingly, we define an episode \( \tau \) as subsequent possessions for any team, until they lose the ball, or end possession sequences with a shot.

We aspire to describe the possessions with a Markovian model. In order to take advantage of the Markovian model of possessions and their outcomes, we converted the action level nature of the dataset to possession level, and each possession is labeled by its own terminating action. This conversion expedites the usage of supervised learning methods to predict the most probable outcomes as well. Our proposed model can be separately applied to any team participating in the games.

We can model this process as a Finite State Automaton, with the initial node of “Start” of possession, the final nodes of (“Loss” or “Shot”), and the intermediate node of “Keep” the possession. The schematic view of the state transition is illustrated in Figure 1.

![Finite State Automaton of the Markovian possession model](image)

Figure 1: Finite State Automaton of the Markovian possession model. The state is considered as one possession. Green nodes show the conditions of the possessions, transited by the ending actions. Red circles are actions categorized by intentional (out, foul, shot) or unintentional (errors, i.e., players mistakes such as bad ball control, pass inaccurate, or tackles by opponents).

4 State representation and neural network architecture

In this study, we present an end-to-end framework to learn an optimal policy for maximizing the expected goals in a soccer game. To achieve this goal, data preparation is a core task to achieve a reliable RL model. In this section, we present the steps of building the states. Considering the definition of the episode in Section 3, there is no necessity for existence of a goal in an episode; so, we need to define a well-suited reward function for each time-step. We propose a neural network model, utilizing the suggested state, and obtain the underlying data to get the reward of each time-step. The structure of the datasets used in this study is provided in Appendix A.
4.1 Game context: opponent pressure

Considering a descriptive game context is one of the most important aspects of soccer analytics, when it comes to feature engineering. Several works introduced different methods, KPIs, and features to address this problem. Among the works, Decroos et al. [10] created the following game context features: number of goals scored by attacking team after action, number of goals scored by defending team after action, and goal difference after action. Fernandez et al. [6] considered the role of context by slicing the possession into 3 phases: build-up, progression, and finalization. They considered three dynamic formation or pressure lines, and grouped the actions based on particular relative locations: first vertical pressure line (forwards), second vertical pressure line (midfielders), third vertical pressure line (defenders). Another interesting approach by Alguacil et al. [7] mimicked the collective motion of animal groups, called self-propelled particles, in soccer. They claimed that in FC Barcelona, and generally, coaches can talk about three different playing zones: intervention zone (immediate points around the ball), mutual help zone (players close to the ball, but further away than first zone), and cooperation zone (players not expected to receive ball within few second).

Our approach of modeling the pressure by the opposing team and considering game context in our valuation framework, matches the self-propelled particle model in grouping the opponents into several zones around the ball holder. To this end, we take advantage of a clustering method, keeping into consideration that opponents inside the clusters are not distributed spherically (according to their positions and velocities). K-means algorithm demonstrates a Pyrrhic victory, as it assumes that the clusters are roughly spherical and operates on Euclidean distance (Figure 2a). But in soccer tracking data, such clusters are unevenly distributed in size. Thus, we experimented with spectral clustering to provide the number of opponents inside each cluster as an indicator of defensive pressure around the ball holder. We treated the positions \((x, y)\) and velocity \((v_x, v_y)\) of the opponents around the ball holder as graph vertices, and we constructed a k-nearest neighbors graph for each frame (5 neighbors in this work). In this graph, nodes are the opponent players’ positions and velocities (direction and magnitude), and an edge is drawn from each position to its k nearest neighbors in the original space. The graph Laplacian is defined by the difference of adjacency and degree matrices. Then, we used K-means to perform clustering on vectors of the zero eigenvalues (connected components) from the Laplacian by setting the exact position \((x, y)\) of the ball holder at each frame as the initial centroid of the clusters. Thus, each opponent player can be perfectly assigned to a spectral cluster (See Figure 2b).

Moreover, we experimentally selected the optimal number of clusters to be 3, using the elbow method by setting the metric to distortion (computes the sum of squared distances from each point to its assigned center) and inertia (sum of squared distances of samples to their closest cluster center). Figure 2 depicts a frame of a specific match in our dataset with K-means on the top, and Spectral clustering on the bottom. Opponents from the away team are clustered into 3 groups. In the bottom Figure 2b, Cluster 1 (blue) includes 4 opponents who might immediately take the possession of the ball, cluster 2 (yellow) are opponents who might intercept the pass or dribble of ball holder, and cluster 3 (red) are opponents who cannot reach the ball in a few seconds. We compute the number of opponents for all frames of the matches in our dataset, and use them as the pressure feature throughout the rest of this work. The pseudo-code of the clustering algorithm for pressure measurement is provided in Algorithm 1.

![Figure 2: Pressure model: number of opponent players in each zone/cluster is considered as pressure on ball holder in that zone.](image)

4.2 Selected features

The InStat tracking data is one frame per second representation of positions for all the players including home and away. As mentioned in Section 4.1, we have taken advantage of tracking data to calculate the velocities and opponents’ location around the ball holder, and compute the defensive pressure in 3 different pressure zones to reduce dimensionality of the...
Algorithm 1 Defensive pressure measurement with Spectral clustering

1: Set T: total number of frames, A: adjacency matrix, D: degree matrix, L: graph Laplacian. Initialize P: (opponent players data), Z: (connected components), C: (pressure clusters)
2: for $t \in T$ do
3: $b \leftarrow (x_b, y_b, v_{xb}, v_{yb})$  \hspace{1cm} $\triangleright$ Ball holder (b)
4: for $o = 1, \ldots, 11$ do
5: $p_o \leftarrow (x_o, y_o, v_{xo}, v_{yo})$  \hspace{1cm} $\triangleright$ Each opponent player
6: $p_{os} \leftarrow $ StandardScaler($p_o$)
7: $P$.append($p_{os}$)
8: end for
9: $A \leftarrow $ kneighbors_graph($P$)
10: $D \leftarrow $ diag($A$)  \hspace{1cm} $\triangleright$ Graph Laplacian
11: $L \leftarrow D - A$  \hspace{1cm} $\triangleright$ Graph Laplacian
12: $vals, vecs \leftarrow $ eig($L$)
13: $eigenvecs \leftarrow vecs[:, sort(vals)]$
14: $eigenvals \leftarrow vals[sort(vals)]$
15: for $i \in eigenvals$ do
16: if $abs(i) < 1e^{-5}$ then
17: $index \leftarrow argwhere(i)$
18: $z \leftarrow eigenvecs[:, index]$  \hspace{1cm} $\triangleright$ Connected components
19: $Z$.append($z$)
20: end if
21: end for
22: $C \leftarrow $ Kmeans($Z$, init = $b$)  \hspace{1cm} $\triangleright$ Cluster assignment
23: end for

Another option was to avoid clustering the position features, and feed the network with the 44-dimensional ((x,y) for 22 players) normalized locations on the pitch. On the other hand, angle and distance to goal, time remaining, home/away, and body id can be directly calculated from event stream data. Table 1 shows the final list of our analyzed features used for our machine learning tasks in the following sections. Note that we either use location features (44-dimensional of exact players’ locations) or pressure features (numbers of players in each cluster) to represent 3 state types in Table 2.

| Feature set                        | Feature name               | Description                                      |
|------------------------------------|----------------------------|-------------------------------------------------|
| hand-crafted                       | Angle to goal              | the angle between the goal posts seen from the shot location |
| hand-crafted                       | Distance to goal           | Euclidean distance from shot location to center of the goal line |
| hand-crafted                       | Time remaining             | time remained from action occurrence to the end of match half |
| hand-crafted                       | Home/Away                  | action is performed by home or away team?        |
| hand-crafted                       | Action result              | successful or unsuccessful                       |
| hand-crafted                       | Body ID                    | action is performed by head? body? foot?         |
| contextual: clustered locations    | Pressure in zone 1         | number of opponents in first cluster              |
| contextual: clustered locations    | Pressure in zone 2         | number of opponents in second cluster             |
| contextual: clustered locations    | Pressure in zone 3         | number of opponents in third cluster              |
| contextual: exact locations        | locations                  | 44-dimensional exact locations (x,y) of opponents |

4.3 Possession input representation

State representation is one of the most challenging steps in soccer analytics due to the high-dimensional nature of the datasets. We describe each game state by generating the most relevant features and labels to them. To this end, we define a different set of features, i.e., hand-crafted and contextual (Table 1), and 3 types of state representation (Table 2).

For each of the state types (I, II, III), we demonstrate the state as the combinations of different features vector $X$ (see Tables 1,2), and one-hot representation of the action $A$ for all the actions inside each possession, excluding the ending
action. Thus, the varying possession length is the number of actions inside a possession, excluding the ending one. Then, the state is a 2 dimensional array, with the first dimension of possession length: (varying for each possession), and second dimension of features number. Therefore, a $m^{th}$ state/possession with length of $n$ can be represented as

$$S_m = \left[ [X_0, A_0] , [X_1, A_1] , \ldots , [X_{n-1}, A_{n-1}] \right].$$

Due to the complex and spatiotemporal nature of the dataset, we select the best representation of the state through an experimental process. To do this, we train the spatiotemporal models on three different state types. State type (I) ignores the players’ locations and only reflects the occurred actions in addition to the hand-crafted features of each action. State type (II) is a high-dimensional representation that considers exact players’ locations besides the actions and their corresponding hand-crafted features. In the state type (III), we handled the curse of dimensionality of type (II) by clustering the locations as shown in Section 4.4. See Table 2 for more details on states.

### 4.4 CNN-LSTM architecture for deriving behavioral policy

In the soccer event dataset, each possession is represented by a sequence of actions. We aim to classify these possessions (and show the result only for the home team) based on their ending actions. Thus, each possession should be terminated by the following classes: 1) Shot (goal or unsuccessful), 2) Ball out, 3) Foul, 4) Errors (possession loss due to inaccurate pass, bad ball control, or tackle and interception by opponent). Note that foul and ball out actions are only performed by the home team. Thus, if the possession is terminated by any action from the opponent, including foul and ball out, we classify them as error. To this end, we utilize the classification capability of sequence prediction methods. In order to handle the spatiotemporal nature of our dataset, we needed a sophisticated model and best feature set, which could optimize the prediction performance. Thus, model selection was the core task of this study. We first created appropriate state dimensions suitable for each model by reshaping the state inputs, then fed our reshaped arrays with the 3 state types to the following networks: 3D-CNN, LSTM, Autoencoder-LSTM, and CNN-LSTM, to compare their classification performance (See Table 2). Validation split of 30% of consecutive possessions is used to evaluate during training, and cross entropy loss on train and validation datasets is used to evaluate the model. As the table suggests, CNN-LSTM [22] trained on state type (III) outperforms other models in terms of accuracy and loss. Thus, the necessity of the exact location of the players can be rejected and sufficiency of pressure features can be proved in this analysis. Although the Autoencoder-LSTM accuracy trained on state types (II and III) is quite similar to CNN-LSTM, its relatively large inference time and trainable parameters make the implementation more strenuous and expensive. Thus, we continued the rest of the analysis by developing a CNN-LSTM network [22], using CNN for spatial feature extraction of input possessions, and LSTM layer with 100 memory units (smart neurons) to support sequence prediction and interpret features across time steps. Figure 3 depicts the architecture of our network. Since our input possessions (possession array) have a three dimensional spatial structure, i.e., first dimension: number of possessions, second dimension: dynamic possession length (maximum=10), third dimension: number of features, CNN is capable of picking invariant features for each class of possession. Then, these learned consolidated spatial features are fed to the LSTM layer. Finally, the dense output layers are used with softmax activation function to perform our multi-classification task.

Figure 3: CNN-LSTM network structure for classification of the possessions, i.e., action sequences. Input possessions represent both state features vector ($X$), and one-hot vector of actions ($A$), excluding the ending action. There are $m$ possessions in the dataset, with varying lengths of \{ $n_1, n_2, \ldots , n_m$ \}. The output is the predicted class (ending action) of the possession, along with the estimated probabilities of alternative ending actions.

Note that the feature vector $X$ has a fixed length for each individual action, but varying for all actions in the state (because possession length or number of actions varies). This is one of the main challenges in our work as most machine learning methods require fixed-length feature vectors. In order to address the challenge of dynamic length of possession features (second dimension of possession input array), we use truncating and padding. We mapped each action in a possession to an 11 length real-valued vector. Also, we limit the total number of actions in a possession to 10, truncating long possessions and we pad the short possessions with zero values. In this case, we will have a fixed length of sequences through the whole dataset for modeling.
Consequently, this network estimates the categorized probability distribution over actions for any given possession, parameterized by $\theta$. Through the rest of the paper, we denote this probability distribution as $q(x; \theta)$.

Table 2: Classification performance of different design choices for spatiotemporal analysis. (Inference times are the average running times over 20 iterations of training using a server enriched with Tesla K80 GPU)

| State representation | State type | Initial state dimension | Spatio temporal model | Accuracy | Loss | Inference time | Parameters |
|----------------------|------------|-------------------------|-----------------------|----------|-----|---------------|------------|
| hand-crafted(6) + actions(11) | (I).non-contextual | [28054,10,17] | 3D-CNN LSTM | 61% | 0.73 | 0.15s | 52,321 |
|                      |            |                         | Autoencoder-LSTM CNN-LSTM | 65% | 0.72 | 0.09s | 42,001 |
|                      |            |                         |                       | 69% | 0.71 | 3.7s | 89,099 |
|                      |            |                         |                       | 68% | 0.71 | 0.25s | 32,456 |
| hand-crafted(6) + locations(44) + actions(11) | (II).contextual, high-dimensions | [28054,10,61] | 3D-CNN LSTM | 72% | 0.63 | 1.71s | 172,981 |
|                      |            |                         | Autoencoder-LSTM CNN-LSTM | 68% | 0.69 | 0.81s | 151,034 |
|                      |            |                         |                       | 80% | 0.59 | 12.32s | 350,024 |
|                      |            |                         |                       | 75% | 0.65 | 1.22s | 152,211 |
| hand-crafted(6) + pressures(3) + actions(11) | (III).contextual, reduced-dimensions | [28054,10,20] | 3D-CNN LSTM | 73% | 0.63 | 0.31s | 61,211 |
|                      |            |                         | Autoencoder-LSTM CNN-LSTM | 71% | 0.63 | 0.11s | 50,804 |
|                      |            |                         |                       | 79% | 0.59 | 5.02s | 92,022 |
|                      |            |                         |                       | 81% | 0.56 | 0.51s | 56,036 |

5 Off-policy reinforcement learning

Most RL methods require active data collection, where the agent actively interacts with the environment to get rewards. Obviously, this situation is impossible in our soccer analytics problem, since we are not able to modify the players’ actions. Thus, our study falls right into the category of batch RL. In this case, we will not face the exploration vs. exploitation trade-off, since the actions and rewards are not sampled randomly, but they are sampled from the real world (players’ actions in a match) before the learning process. Moreover, our network learns a better target policy from a fixed set of interactions.

Before the learning process, the players selected some ending actions according to some non-optimal (behavioral) policy. We aim to use those selected actions and acquired rewards to learn a better policy. Therefore, we prepared our dataset of transitions in the form of $<\text{current observation, action, reward, next state}>$ for learning a new policy. Through the end of the paper, we use the notation and definition shown in Table 3.

Table 3: Notations

| Notation    | Definition                                                                 |
|-------------|-----------------------------------------------------------------------------|
| State: $(s)$| Sequence of actions and their features in a possession of each team, excluding the ending action |
| Action: $(a)$| Ending action of each possession, which leads to state transition |
| Episode: $(\tau)$ | Sequence of possessions of the home team, until they lose the possession, or end it with a shot, denoted by $\tau = \{s(\tau, t), a(\tau, t)\}_{t=1}^{T}$ |
| Reward: $r(s_t, a_t)$ | Reward acquired from each ending action at the end of a possession |
| Episode reward: $r(\tau)$ | Sum of rewards (expected goals) for each episode: $r(\tau) = \sum_{t=1}^{T} r(s_t, a_t)$ |
| Return: $R$ | Cumulative discounted and normalized reward |
| Target policy distribution: $p(x)$ | Learned policy (probability distribution of actions from the policy network) |
| Behavior policy distribution: $q(x)$ | Actual policy (probability distribution of actions collected off-line from a real match) |
| $n_i$ | Length (number of actions) in $i^{th}$ possession |
| $m$ | Total number of possessions |

5.1 Action reward function

In this section, we aim to estimate the reward acquired for the ending actions. Owing to the complex and sparse environment of soccer games, it is tedious to design the perfect reward function. In general though, every team desires to be in the most precious states, i.e., with maximum probability of goal scoring, as much as possible.

In the soccer dataset (for either the home or the away team), each episode starts from the moment that the team acquires the possession of the ball, and it terminates when the team either loses the possession (loss), or it ends up shooting
According to the Markovian possession model in Section 3, we have the set of ending actions (out, foul, shot, error) which are leading to state transitions. We estimated the probabilities of a possession belonging to the shot class in Section 4.4 with the help of a CNN-LSTM network. In order to define the value of each possession, we need to define the following concepts:

- \( P(\text{shot} | X) \): computed by CNN-LSTM, is the probability of possession belonging to the shot class, given the features of the possession.
- \( P(\text{goal} | \text{shot}, X) \): is the probability of goal scoring, assuming that a possession belongs to the shot class, and given the shot features. This is the same concept as the state-of-the-art expected goal (xG) model that classifies shots to goal and no-goal. In this work, we have computed xG using logistic regression and show its higher performance with 5-fold cross-validation in comparison with other classifiers in Table 4 (Details in Appendix C).

It has become evident that higher \( P(\text{shot} | X) \) indicates a higher chance of a shot. Accordingly, the higher \( P(\text{goal} | \text{shot}, X) \) shows a better chance of goal scoring. Thus, the multiplication of these two terms will give us the Possession Value (PV) in state \( s \), denoted in (1). The Bayesian formula for this equation is provided in Appendix E.

\[
PV(s) = P(\text{shot} | X)P(\text{goal} | \text{shot}, X)
\]  

(1)

Now we define the rewards acquired by each ending action in a possession. The most precious actions in critical situations have 2 criteria: 1) prevent possession loss, 2) save the possession for the team, and lead transition to a more valuable possession with higher PV. Thus, we present our reward function as depicted in (2):

\[
r(s, a) = \begin{cases} 
P(s) & \text{if } a \text{ is a shot;} \\
PV(s') - PV(s) & \text{else and } s, s' \in \text{ same team;}
\end{cases} 
-0.1 & \text{else},
\]

where \( r(s, a) \) is the reward when the state changes from \( s \) to \( s' \) by taking action \( a \). Our proposed reward function computes the immediate reward by the arbitrary action that each player performed. Choosing the shot, the player receives the PV of the possession. If he performs any action other than shot (e.g., ball out or foul), but the next possession is still for his team, the model computes the PV of the next possession and compares it to the current possession. On the other side, if he performs any action leading to possession loss (e.g., bad ball control, inaccurate pass, tackle and interception by opponent), he should receive a negative reward. In this work, -0.1 proved to be the best reward of possession loss to confirm the convergence of the policy network. Moreover, the sum of \( r(s, a) \) at each time-step throughout the whole episode is the indicator of expected goal for the team. Thus, the control objective is to maximize the expected goal of the teams.

| Classifier          | Brier  | AUC  |
|---------------------|--------|------|
| XGBoost             | 0.014  | 0.765|
| Random Forest       | 0.014  | 0.759|
| SVM                 | 0.015  | 0.733|
| Logistic Regression | 0.012  | 0.798|

5.2 Training protocol and return

For each state, the network needs to decide about performing the appropriate action with the corresponding parameter gradient. The parameter gradient tells us how the network should modify the parameters if we want to encourage that decision in that possession in the future. We modulate the loss for each action taken at the end of a possession according to their eventual outcome, since we aim to increase the log probability of successful actions (with higher rewards) and decrease it for the unsuccessful actions.

We define discounted reward (return) for episode \( \tau \) in (3).

\[
R(\tau) = \frac{\sum_{t=0}^{\infty} \gamma^t \times r(s_{\tau,t}, a_{\tau,t})}{\sum_{t=0}^{\infty} \gamma^t}
\]  

(3)
where $\gamma$ is a discount factor (Appendix I), and $r$ is the estimated rewards (expected goals) for time-step $t$ after standardization to control the gradient estimator variance. $R$ shows that the strength of encouraging a sample action at the end of a possession is the weighted sum of rewards (expected goals) afterwards. In this work, we constrain the look ahead to the end of the episodes.

5.3 Policy gradient

Policy gradient (PG) is a type of score function gradient estimator. Using PG, we aim to train a policy network that directly learns the optimal policy by learning a function that outputs the best action to be taken in each possession.

The CNN-LSTM network in Section 4.4 estimated the behavioral probability distribution over actions (shot, out, foul, error) for any given possession denoted by $q(x)$. This categorized probability distribution demonstrates some nonrandom, regular, and non-optimized policies obeyed by the players and possibly dictated by coaches through the matches. In order to find a better policy, which optimizes the expected goal of episodes, we need to train the network. We call this network a target policy network $p(x; \theta)$. The training is done with the help of gradient vector, which encourages the network to slightly increase the likelihood of highly positive rewarding actions, and decrease the likelihood of negative ones. We seek to learn how the distributions should be shifted (through its parameter $\theta$), in order to increase the reward of the taken actions.

In the general case, we have the expression of form:

$$E_{x \sim p(x; \theta)}[f(x)],$$

in which $f(x)$ is our return, and $p(x; \theta)$ is our learned policy. In our soccer problem, this expression is an indicator of expected goals in each episode through the whole match. In order to maximize the expected goals, we need to compute the gradient vector $\nabla_{\theta} \log p(x; \theta)$ as follows:

$$\nabla_{\theta} E_{x}[f(x)] = \nabla_{\theta} \sum_{x} p(x) f(x) \leftarrow \text{expectation of return}$$

$$= \sum_{x} \nabla_{\theta} p(x) f(x) \leftarrow \text{swap sum and gradient}$$

$$= \sum_{x} p(x) \nabla_{\theta} \frac{p(x)}{p(x)} f(x) \leftarrow \text{multiplying and dividing by p(x)}$$

$$= \sum_{x} p(x) \nabla_{\theta} \log p(x) f(x) \leftarrow \text{because } \nabla_{\theta} \log(z) = \frac{1}{z} \nabla_{\theta} z$$

$$= E_{x}[f(x) \nabla_{\theta} \log p(x)] \leftarrow \text{expectation}$$

But the PG is considered to be on-policy, i.e., training samples are collected according to the target policy. This situation is not valid in our off-line setting and we encounter out-of-distribution actions. Thus, we need to reformulate the PG as in (4) considering importance weight $\frac{p(x)}{q(x)}$ (proof in Appendix I).

$$\nabla_{\theta} E_{x}[f(x)] = E_{x}[\frac{p(x)}{q(x)} f(x) \nabla_{\theta} \log p(x)] \quad (4)$$

Gradient vector $\nabla_{\theta} \log p(x; \theta)$, is the gradient that computes a direction in the parameter space leading to an increase of the probability assigned to $x$. Consequently, high rewarding actions will tug on the probability density stronger than low rewarding actions. Therefore, by training the network, the probability density would shift around in the direction of high rewarding actions, making them more likely to occur.

5.4 Off-policy training

Our soccer analysis problem in this work falls right into the category of the off-policy variant of RL methods. In this method, the agent learns (trains and evaluates) solely from historical data, without online interaction with the environment.

Figure 4 illustrates our training workflow of the policy network, with off-line data collection, and gradient computation.
6 Experimental results

It is a challenging task to evaluate our implemented framework, as there is no ground truth method for action valuation or optimizing the policy in soccer. Therefore, we evaluate the performance of our proposed framework with an eye towards two questions: 1) How well our trained network can maximize the expected goal in comparison to the behavioral policy? We answer this question by the off-policy policy evaluation (OPE) method. 2) What is the intuition behind the selected actions of our target policy? We elaborate on this by providing three scenarios of the most critical situations in a particular match from the dataset. The structure of the datasets used in this study is provided in Appendix A.

6.1 Off-policy policy evaluation with importance sampling and doubly robust methods

Applying the off-policy method in our soccer analysis problem, we faced the following challenge: while training can be performed without a real robot (simulator), the evaluation cannot, because we cannot deploy the learned policy in a real soccer match to test its performance. This challenge motivated us to use off-policy policy evaluation (OPE), which is a common technique for testing the performance of a new policy, when the environment is not available or it is expensive to use.

With OPE, we aim to estimate the value and performance of our newly optimized policy based on the historical match data collected by a different behavioral policy obeyed by the players. For this aim, we use the importance sampling method used by different works such as Teng et al. [23] and doubly robust in [24] and [25]. They take samples from behavioral policy \( q(x) \) to evaluate the performance of target policy \( p(x) \). The workflow of the evaluation with importance sampling is sketched in Figure 8 of Appendix G and details of the doubly robust are provided in Appendix H. Moreover, the input dataset format to the OPE is shown in Table 5 of Appendix B.

6.2 Experiments

We used the 104 games on 3 state types to train our policy, and evaluate it by the OPE methods. In this section, we demonstrate the performance of the obtained policy and compare it to the behavior policy on different state representations. Then we mention three scenarios and analyze the performance of our policy versus the real players’ actions.

Figure 5 shows mean rewards over 100 epochs of the trained policy network using the different proposed state representations (see Table 2) evaluated by importance sampling and doubly robust methods. As the Figure reveals, both OPE methods show that our proposed state representation type(III) (purple line) could let the policy network converge after sufficient epochs. Particularly under state(III), the policy network converges after about 70 epochs evaluated by importance sampling, and around 80 epochs evaluated by doubly robust. On the other hand, mean rewards curves
under state(I) are quickly converging (due to their low-dimensional input) to a relatively lower mean rewards, and mean rewards curves under state(II) are failing to converge (due to their high-dimensional and complex input structure). Thus, the results obviously prove that our proposed state representation (III) is outperforming than other types. Using importance sampling as the better evaluator of the optimal policy with state (III), any model after epoch number 70 is suitable for going into deployment by the football club for analysis. We can see that the acquired reward (expected goal) by the trained policy is around 0.45 with some variances on average of all 104 games. This figure also shows that the optimized policy (purple line) is outperforming the mean rewards by behavioral policy (green line), which is about -0.1 for all the matches.

![Figure 5: Off-policy policy evaluation on the 3 state representations of the trained models with importance sampling and doubly robust methods, and compare it to behavioral policy. Shaded region represents standard deviation over 104 game rollouts](image)

Moreover, Figure 6 compares the Kernel density estimation (KDE) of the mean rewards by behavioral and optimal policies for all matches, evaluated by OPE. As it is shown, the density of the optimized policy has moved to the positive side and clearly has improved over the behavior policy. It also has a smaller variance compared to the behavior policy.

![Figure 6: KDE of mean rewards for all episodes of 104 games, acquired by behavioral and optimal policy (evaluated by importance sampling)](image)

Now, we consider some scenarios to see how the optimized policy works compared to the behavior policy. Figure 7 sketches 3 different scenarios in the critical situations of a particular match in our dataset, when there is no chance of pass or dribble for the ball holder. Thus, the ball holder needs to decide about the 3 intentional options (shot, out, foul), or submit the ball to the opponent by an error. The scenarios of the performed action by the player, and the proposed action by policy network are the following.

**Scenario 1: home player missed goal scoring opportunity:** Figure 7a shows the 24th episode of the match. Player A from the home team stops a long sequence of passes by committing a foul and he gets the reward of -0.16. In this second, there is high pressure from away players (B,C,D). So A tries a foul to prevent possession loss. Then player D from away team gets the ball, but immediately loses it due to an inaccurate pass. As claimed before, the unsuccessful touches of opponent in less than 3 consecutive actions are not considered as possession loss. Thus, the possession is...
kept for the home team after committing a foul by A. Although the possession was kept for the home team after this action, the policy network suggests shooting the ball instead of committing the foul. So player A could gain the reward (expected goal) of 0.4, meaning that the probability of goal scoring was 0.4, and he missed this opportunity.

**Scenario 2: goal conceding:** Figure 7b shows the 73rd episode of the match. Player A from home loses the possession by error (tackle by D) and he gets -0.1 reward. The next possession belongs to the away team, and they score a goal (red trajectory in the figure). The policy network assigns a higher probability for foul in this situation instead of this inaccurate pass (error), so there was a chance of saving the possession for A, and avoid goal conceding for the home team.

**Scenario 3: goal conceding:** Figure 7c shows the 90th episode of the match. Player A from home loses the possession due to bad ball control and high pressure from B, D, E, and gets -0.1 of reward. The next possession belongs to away players and they score a goal (red trajectory). The policy network surprisingly suggests sending the ball out in this situation, so those home players could probably save the possession and avoid goal conceding.

![Diagram](image)

Figure 7: Three scenarios of critical situations in a match. Red dots are home team players, and blues are away. Black arrow shows the ball holder. Yellow dashed lines show the optimal trajectory of ball, if the player was following optimal policy. Red dashed lines show the actual and non-optimal trajectory of ball by the performed action of player in the match. The probability distribution shows the optimal output of our trained policy network.

7 Conclusion

We proposed a data-driven deep reinforcement learning framework to optimize the impact of actions, in the critical situations of a soccer match. In these situations, the player cannot pass the ball to a teammate, or continue with dribbling. Thus, the player can only commit a foul, send the ball out, shoot it, or if not skilled enough, she/he would lose the ball by a defensive action of the opponent. Our framework built on a training policy network will help the players and coaches to compare their behavioral policy with the optimal policy. More specifically, sports professionals can feed any state with the proposed possession features and state representation to find the optimal actions. We conducted experiments on 104 matches and showed that the optimal policy network can increase the mean rewards to 0.45, outperforming the gained expected goals by the behavioral policy, which is -0.1. To the best of our knowledge, this work constitutes
the first usage of off-policy policy gradient reinforcement learning to maximize the expected goal in soccer games. A direction for future work is to expand the framework to evaluate all on the ball actions of the players, including passes and dribbles.
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Appendices

A  Raw data description

The data used to conduct our experiments are collected by a company called InStat. The dataset provides both events and tracking information of 104 European soccer matches in 2017-2018 season. The original InStat datasets (both events and tracking data) have relative coordinates originated from the right-down corner of the pitch from the attacking team’s perspective: (0 to 105 at x-axis and 0 to 68 at y-axis). The attack direction is always set to be from left to right, regardless of the home or away teams. The original columns of the event dataset are as follows: action name (pass, shot, dribble, ball out, foul, clearance, assist, and events such as goal, offside, own goal, challenges, etc.), (x,y) coordinates of the start and end, action result (successful or not), zone id, body id, time second, player name, team name, opponents, and match id. Due to the confidentiality of the InStat dataset, we are not allowed to share data. However, the respective results of the proposed algorithms can be reproduced using publicly available event and tracking datasets such as Wyscout. We provide the public codes available online.

B  Transformed data description

The possession input to all spatiotemporal models can be constructed with most of the publicly available soccer logs, such as Wyscout dataset. However, generating the defensive pressure feature requires the access to tracking data, which is missing in some of the datasets.

Moreover, the input to the network (for filling the replay buffer) for OPE should be prepared in the format of Table 5.

| action | all action probabilities | episode | reward | possession number | possession team | possession feature 1 (10 dimensional) | ... | possession feature n (10 dimensional) |
|--------|--------------------------|---------|--------|-------------------|-----------------|---------------------------------------|-----|-------------------------------------|
| out    | [0.36,0.25,0.14,0.25]    | 1       | -0.01  | 1                 | home            | [0.40,...,0.25]                        | ... | [2,...,3]                           |
| foul   | [0.24,0.42,0.26,0.10]    | 1       | 0.05   | 2                 | home            | [0.37,...,0.65]                        | ... | [4,...,1]                           |
| shot   | [0.22,0.25,0.33,0.20]    | 1       | 0.28   | 3                 | home            | [0.48,...,0.32]                        | ... | [1,...,3]                           |

C  Expected goal model with logistic regression

According to the state-of-the-art expected goal (xG) models in soccer analytics, we collected 15,225 shots, and labeled them by two classes of goal and not goal. Then we used logistic regression to estimate the probability of goal scoring, given the features of the shot: \( P(\text{goal}|\text{shot}, X) \). For the implementation of logistic regression, we used scikit-learn Python package. This classification model showed the AUC of 80% with 5-fold cross validation in the shot dataset.

D  Spatiotemporal models implementation

- The spatiotemporal models are implemented using Keras sequential model.
- Training the policy gradient method is performed via Keras with Tensorflow backend.
- We conducted training and experimental results using a Tesla K80 GPU.

https://figshare.com/collections/Soccer_match_event_dataset/4415000/5
https://github.com/Peggy4444/soccer_RL
https://figshare.com/collections/Soccer_match_event_dataset/4415000/2
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
E  Bayesian formula for deriving possession value (PV)

\[ PV(s) = Pr(\text{shot}|X)Pr(\text{goal}|\text{shot}, X) \]
\[ = \frac{P(\text{shot}, X)P(\text{goal}, \text{shot}, X)}{P(X)} \]
\[ = \frac{P(\text{goal}, \text{shot}, X)}{P(X)} \]
\[ = P(\text{goal}, \text{shot}|X) \]

F  Deriving gradients from off-policy policy gradient method

Given that training samples \( x = \tau|\theta \) are sampled from behavioral policy \( q(x) \), we can rewrite gradient as follows:

\[ \nabla_\theta J(\theta) = \nabla_\theta E_x \left[ \sum_x f(x)p(x) \right] \]
\[ = E_x \left[ \sum_x (f(x)\nabla_\theta p(x) + p(x)\nabla_\theta f(x)) \right] \approx \text{Derivative product rule} \]
\[ \approx E_x \left[ \sum_x f(x)\nabla_\theta p(x) \right] \]
\[ = E_x \left[ \sum_x q(x)p(x)f(x) \frac{\nabla_\theta p(x)}{p(x)} \right] \]
\[ = E_x \left[ \frac{p(x)}{q(x)} f(x)\nabla_\theta \log p(x) \right] \]

G  off-policy policy evaluation with importance sampling

The Importance Sampling method takes samples from behavioral policy \( q(x) \) to evaluate the performance of target policy \( p(x) \). Figure 8 shows the workflow of evaluation with this method.
**H off-policy policy evaluation with doubly robust**

According to the model by [26], for a H-step trajectory $\tau = (s_1, a_1, r_1, \ldots, s_H, a_H, r_H, s_{H+1})$ and $a_t \sim \pi$, we define state value function as $V^{\pi,H}(S)$ and action value function as $Q^{\pi,H}(S, A)$. Then if we are supplied with $\hat{Q}$, which is an estimate of action value function, we can apply doubly robust evaluator at each time-step ($t$) as follows:

$$V_{DR}^{H+1-t} = \hat{V}(s_t) + \rho_t (r_t + \gamma V_{DR}^{H-t} - \hat{Q}(s_t, a_t)),$$

where $\rho_t = \pi_1(\text{optimal}) / \pi_0(\text{behavioral})$, and $\hat{V}(s) = \sum_a \pi_1(a|s) \hat{R}(s, a)$. Therefore, the doubly robust of the target policy value is $V_{DR} = V_{DR}^{H}$. 

**I Numerical Experiment Details**

In all the experiments we used the following parameters:

- discount factor $\gamma = 0.99$
- learning rate in policy gradient $\alpha = 1e^{-4}$
- learning rate in deep learning = 0.01