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Abstract

The paper deals with a generalized relational tensor, a novel discrete structure to store information about a time series, and algorithms (1) to fill the structure, (2) to generate a time series from the structure, and (3) to predict a time series, for both regularly and irregularly sampled time series. The algorithms combine the concept of generalized z-vectors with ant colony optimization techniques. In order to estimate quality of the storing/re-generating procedure, a difference between characteristics of the initial and regenerated time series is used. The structure allows working with a multivariate time series, with an irregularly sampled time series, and with a number of series as well. For chaotic time series, a difference between characteristics of the initial time series (the highest Lyapunov exponent, the auto-correlation function) and those of the time series regenerated from a structure is used to assess the effectiveness of the algorithms in question. The approach has shown fairly good results for periodic and benchmark chaotic time series and satisfactory results for real-world chaotic data.
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1. Introduction

Discrete structures used to represent chaotic time series make it possible to study the series with the employment of complex networks theory, thus allowing deeper insight into series dynamics. A novel discrete structure, a generalized relation tensor, is discussed in the paper. The structure can store information about a time series, generate a time series from itself, and forecast a time series as well. In particular, this allows one to estimate the extent in which structure is able to store the information about coded time series, comparing characteristics of the initial and re-generated time series. A generalized relation tensor relies on the concept of a generalized z-vector, a z-vector that comprises non-successive observations of a time series (irregular embedding). The tensor is readily applicable to both regularly and irregularly sampled time series (with missing data). To design fast and efficient algorithms to fill, re-generate, and predict with the tensor we utilize ant colony optimization (distributed artificial intelligence approach).

The idea to represent a time series using some discrete structure (which is of particular value for chaotic time series) has made great progress over the past few decades [7, 24, 26, 37, 39]. We should emphasize that regardless of a structure or method used any employed approach can be considered as a way of representing a potentially infinite time series with the use of a finite number of real numbers. “Time series analysis is essentially data compression” [6, 50].

The gained experience for the application of such discrete structures revealed some demands. Firstly, it is necessary sometimes to restrict the number of vertices and edges of a used discrete structure. Such restriction excludes the approaches where the number of vertices equals to the number of observations. The latter is particularly the case for chaotic systems, where it is supposed that the series is long enough to attain regions of strange attractor with relatively small invariant measure values [20, 33]. This brought into existence a number of methods that rely on the concept of z-vector (regular embedding); please, for example, refer to [40, 43]; a z-vector is a sequence of successive observations of a time series (a segment of a time series). Its length is bounded from below by the minimum embedding dimension required to produce a delay embedding such that topological equivalence is guaranteed (please, refer to Takens’s theorem); in actual practice, one should apply sophisticated methods to estimate this length. Secondly, such algorithm is practicable only if it can proceed irregularly sampled data [2]. This implies that one should modify the concept of irregular embedding [47], that it is one should employ generalized z-vectors, composed of non-successive observations. In that case a sliding window employed to obtain z-vectors is replaced by a set of sliding combs with some teeth broken off (patterns). One should stress here that the Takens’s theorem stipulates the length of z-vector, not the way one embeds a time series into a space of generalized z-vectors that is state (embedding) vectors obtained with irregular embedding [47]. On the other hand, Gromov and Borisenko [16] show that the generalized z-vectors may be more efficient for regularly sampled series likewise. Finally, the third demand is that such structure must be able to generate a time series. This makes possible to compare some salient characteristics of original and re-generated time series in order to estimate, whether the filled structure is consistent with the time series used to fill it [39].

To sum up, to the best of authors’ knowledge, none of the available discrete structures makes it possible to re-generate a series using the filled structure only, without resort to observations of the initial time series. More to the point, they are rarely able to predict a series. This fact cast some doubts on results obtained with the employment of such structures: if it is impossible to restore a series from a discrete structure, it is impossible to assess whether the results of its inspection correspond to the chaotic time series under study or to another chaotic time series. On the other hand, real-world chaotic time series makes it necessary to deal with both series with all observations available and series with large amount of missing data.

The generalized relational tensor approach, discussed in the present paper, makes it possible to store information about a time series, generate a time series from itself, and forecast a time series as well. It allows working with irregularly sampled time series.

The novel structure compares favourably with analogous discrete structures used to represent a time series:

1. Maybe, the most important point is that the tensor generates a series with approximately the same ‘chaotic’ characteristics as the original one without resort to observations of the original series. Hence one may be sure that he analyses a discrete structure associated with this very series, not with other chaotic series.
2. The number of elements in the tensor is determined by the number of possible generalized z-vectors (see below), and hence it is rather large. In order to avoid combinatorial explosion, we propose to use algorithms based on ant colony optimization method; this makes possible to develop efficient algorithms to re-generate a time series from the tensors and predict it.
3. The model allows one to deal with both regularly and irregularly sampled data.
4. The model is seemed not to exhibit overtraining effect: as a sample size exceeds certain threshold, algorithm performance does not deteriorate.
The model seems to combine advantages of recurrence networks (the possibility to work with multivariate and irregularly sampled data) with those of coarse-graining transition networks (relatively small number of nodes even if the length of the series is high, the ability to re-generate a series from a structure).

The rest of the paper is organized as follows. The next section reviews structures utilized to represent information about a time series and methods to fill them. The third section states the problem; the fourth one introduces the concept of a generalized relational tensor. The methods employed are discussed in greater detail in the fifth section. The sixth section provides results for noisy periodic time series, standard chaotic time series, and real-world chaotic data. Finally, the last section presents conclusions.

2. Literature review

Zou et al. [50] review various discrete structures used to represent a non-Markovian time series: recurrence networks, visibility graphs, and transition networks. Recurrence networks [37, 50] employ recurrent methods to fill graphs.

The popular structure used to represent information about a time series is a visibility graph [26, 31]. Flanagan and Lacasa [12] consider visibility graphs associated with financial time series as complex networks. The Kullback-Leibler divergence calculated for distribution functions associated with a horizontal visibility graph (HVG) and a visibility graph allows estimation of the irreversibility of the respective time series. Gonçalves et al. [16] propose a way to extract information from HVG, based on amplitude differences, and show that this approach results in better characterization of real-world dynamical systems (El-Nino Southern Oscillation), making possible to represent in a proper way features important for climatologists. In addition, it requires significantly shorter time series.

Zhuang, Small, and Feng [49] also deal with visibility graphs as complex networks. The authors address the problem of community detection for these graphs in order to reveal some properties of the time series. Lan et al. [27] proposes a fast method to build a visibility graph for a given series. Li et al. [28] construct visibility graphs for the time series of fractional Brownian motions; while Gonçalves et al. [16] estimate information measures for the same series with the employment of its visibility graph. Bezusdov and Snarski [4] propose a parametric visibility graph (the generalization of a conventional one) and examine the influence of the view angle (the parameter) on distributions associated with the graph. Extension that is able to cope with non-stationary time series is discussed in paper by Gao et al. [13]. Budroni et al. [7] utilize a specific graph, named a chaotic graph, to describe a time series.

Transition networks algorithms employ the transition matrix between various elements of a series (observations, motifs, etc.) in order to describe the system dynamics. For instance, McCullough et al. [39] construct the ordinal networks with the employment of the Bandt and Pompe [3] representation for chaotic time series. The algorithms for compression and re-generation are also presented; in order to assess the quality of the compression characteristics of chaotic time series such as the highest Lyapunov exponent, correlation integral, etc. were used. Unfortunately, re-generation algorithm employs, in a sense, observations of the original time series. Sakellariou et al. [46] discuss algorithms to construct an ordinal network and to explore structures thereof (associated with regular and chaotic time series) as complex networks; this allows finding some intriguing relations between series characteristic and ordinal network features. Keller and Sinn [21] employ ordinal patterns in order to design an efficient way to estimate dynamical systems complexity (with the employment Kolmogorov-Sinai entropy). Amigo et al. [2] proves equivalency of metric and permutation entropy rates discrete-time stationary stochastic processes that makes possible to use the later as an estimate for the former.

Nicolis, Cantú, and Nicolis [41] discuss non-Markovian transition networks used for chaotic time-series representation. This approach can be easily extended to work with irregularly sampled data [25, 38, 45]. Kulp [24] modifies a method originally proposed by Wiebe and Virgin [48]; the method employs series spectrum. In Ref. [18], authors utilize multigraph to represent information about time series. Mutua, Gu, and Yang [36] employ (unique) adjacent matrices of z-vectors (graphlets) as nodes, while the edges are established if the second z-vector follows the first. Raut and Raeth [43] construct a complex networks in order to test whether or not a time series is nonlinear.

It is worth noting that one may relate the problem to represent a chaotic time series using the generalized relation tensors, proposed in this paper, with a popular problem to design recommendation system. Particularly, it is germane to compare with (decentralised and collaborative) clustering bandits algorithms [29]. Indeed, information that a single ‘ant’ receives during one step (in the present paper) corresponds to information than a single agent receives at one time round (in clustering bandits); a tensor element that filled by various ‘ants’ at various moments correspond to a cluster of bandits and so on. Korda, Szorenyi and Li [23] discuss distributed confidence ball algorithms for solving linear bandit problems in peer to peer networks. Authors assume that all bandits solve the same problem; this seems limit utility of the paper for our purpose. Hao et al. [19], to solve a similar problem, employs clustering to group users in ad-hoc social network environments. Mahadik et al. [32] deals with a scalable algorithm for the problem, DistCLUB. Gentile, Li and Zapella [14] investigate on-line clustering; the paper presents a strict analysis of the problem. Li, Karatzoglou and Gentile [30] examine collaborative effects. One should emphasise that, for all above papers, a payoff received by agent is determined by a linear function (usually, noised),
whereas, for the present paper, a payoff is nonlinear and determined by a series in question. This fact interferes with direct comparison of algorithm for the two problems.

We should draw a sharp distinction line between the method we use and such popular approach as a Poisson point process [9, 11, 15, 22, 34]: We employ not a single Poisson point process, but rather a set of all possible Poisson point processes, squeezed into a single discrete structure.

To sum up, despite the variety of methods to represent information about time series one can hardly find the one that re-generates a series using the filled structure only, without resort to observations of the initial time series. Another demand is that it be able to proceed with series with large amount of missing data.

3. Problem statement

For a given set $X$ of time series of the following type:

$$x = (x(t_0), x(t_1), ..., x(t_{D})),$$

where $x(t_i) \in \mathbb{R}^K$ ($D_j$ is the lengths of $j$th series of $X$; these lengths may be different, but assumed to be large enough) and a given set of discrete structures $\Lambda$ that are able to represent information about a time series, $L: X \rightarrow \Lambda$ maps a time series into a structure that represents it and $L^*: \Lambda \rightarrow X$ generates a series from a structure (the inverse mapping Campanharo et al. [8]). The set $\Lambda$ may include either identical structures corresponding to different hyperparameters values, or various ones – the only requirement is the ability to implement mappings $L$ and $L^*$ algorithmically. Another considered object is a set of characteristics of a time series $M(x), x \in X$. For a chaotic time series, this set may include the Lyapunov exponents, the generalized entropies, fractal spectra, etc. [20, 33, 39]. One can also utilize averaged prediction errors if the algorithm is able to predict.

The goal is the following: for a given time series $x \in X$ find a structure $\lambda^* \in \Lambda$ such that

$$\lambda^* = \| \frac{M(x) - M(L^*(\lambda))]}{M(x)} \|,$$

provided the number of parameters of $\lambda \in \Lambda$ is less than some threshold $\lambda_{max}$ (defined by user)

$$|\lambda| \leq \lambda_{max},$$

(2)

The expression $\frac{M(x) - M(L^*(\lambda))]}{M(x)}$ symbolizes that the components used to calculate the norm are relative differences between the respective components of the vector $M$ (characteristics of a time series) computed for the initial and re-generated series.

It implies that one attempts to develop a structure such that the initial and re-generated series are as close as possible in terms of a chosen set of time series characteristics $M(x), x \in X$. Comparing the characteristics of the initial time series with those of the re-generated time series, one should use sections of the initial time series that were not used to fill the structure in order to test its ability to generalize, not only to store information. It is possible to seek the minimum of (1) calculated either for a separate series or for a set of series $X' \subset X$ in average.

4. Generalized relational tensor

Before introducing a formal definition of a generalized relational tensor, we discuss a concept of an observation pattern. A pattern (an irregular time delay embedding scheme) is defined as a pre-set sequence of distances between positions of observations such that these (non-successive) observations are to be placed on the successive positions in a newly generated sample vector. For example, let us consider a four-point pattern (2, 3, 4). For this pattern, the two first vectors of a training set are $(x(t_0), x(t_2), x(t_3), x(t_5))$ and $(x(t_1), x(t_3), x(t_6), x(t_{10}))$; the last one is $(x(t - 9), x(t - 7), x(t - 4), x(t))$, where $x(t)$ is the last observable value.

The vector, thus concatenated, generalizes a conventional embedding vector (z-vector) [20, 33], which corresponds to the pattern $(1, 1, ..., 1)$ ($m$ times). Thus, each pattern is a $S - 1$-dimension integer vector $(p_1, ..., p_{S-1}), p_j \in \{1, .., P_{max}\}, j = 1..S - 1$; the parameter $P_{max}$ dictates the maximum distance between positions of observations that become successive in the vector to be generated. Thereby, the quantity $S \cdot P_{max}$ refers to a kind of the memory depth. $\mathcal{N}(S, P_{max})$ denotes a set of all possible patterns of the specified length $S$. Figure 1 diagrammatically shows a pattern superimposed on a time series in order to generate a sample vector. This implies one moves a sliding comb with some teeth broken off (the distance between ‘extant’ teeth are $p_1, ..., p_{S-1}$) along a series to obtain samples of generalized z-vectors. One should stress that embedding vectors (z-vectors) are usually composed of successive observations. Generalized z-vectors are composed of non-successive observations according to a certain pattern (irregular embedding scheme).
The generalized z-vectors proved to be efficient prediction tools in the framework of predictive clustering approach [1, 5, 36]. Predictive clustering implies that in order to predict a given position, one should seek in series for sequences similar to that immediately preceding the position in question. The final observations of such sequences are used as predictions. To implement this idea, one clusters all possible short sections of the time series and utilizes centers of the clusters (motifs) as prediction tools. Gromov and Borisenko [17] show that if one employs motifs corresponding to various patterns (generalized z-vectors), one may essentially improve prediction quality. Hence, the discrete structure that in point of fact compresses information about such motifs has aroused considerable interest.

The algorithm considered in the present paper, in contrast to known methods used to reveal motifs in time series, does not store the motifs separately, but “compresses” them into the tensor in order to reduce the number of parameters stored.

To define the generalized relational tensor, we assume that the time series observations belong to the interval \([-1,1]\). The interval is divided into \(N\) equal subintervals; all observations of the time series are \(K\)-dimensional.
If elements of an observation \( x(t_i) \) belong to intervals \( i_1, i_2, ..., i_k, i_k \in 1..N, k = 1..K \), then it corresponds to an index vector \( I = (i_1, i_2, ..., i_k) \). A set of (non-successive) observations then yields a concatenation of \( S \) \( K \)-dimensional vectors \( I_j = (i_{j1}, i_{j2}, ..., i_{jk}) \).

**Definition**

The tensor \( T \in A \) is said to correspond to the set of all patterns of the length \( S \) \( K \)-dimensional observations, if its multi-index is a concatenation of \( S \) \( K \)-dimensional vectors \( I_j = (i_{j1}, i_{j2}, ..., i_{jk}) \) and a \( S-1 \)-dimensional vector \( P \in K(S, P_{\text{max}}) \): \( I = \bigcup_{j=1}^{S} I_j \cup P \). Indices \( i_{jk}, j = 1..S, k = 1..K \) take the values \( i_{jk} \in \{1, ..., N\} \).

**Definition**

The generalized relational tensor \( T \) is the tensor \( T \) corresponding to \( K(S, P_{\text{max}}) \) such that if one assigns to its multi-index values \( I_\ast = (i_{\ast k}, p_j = p_j^\ast) \), then one considers \( S \) observations with positions separated by distances \( p_1^\ast, p_2^\ast, ..., p_{S-1}^\ast \) and respective values belonging to the subintervals \( i_1^\ast k, i_2^\ast k, ..., i_{S}^\ast k, k = 1..N \). The value of the respective tensor element is an estimated probability to encounter (in the time series in question) observations that belong to intervals \( I_j^\ast = (i_{j1}^\ast, ..., i_{jk}^\ast) \) at positions separated by distances \( p_1^\ast, p_2^\ast, ..., p_{S-1}^\ast \), respectively.

In the context of predictive clustering, that is if one does not “compress” motifs into a single generalized relational tensor, but rather considers all clusters for all patterns (as in Gromov and Borisenko [16]), each cluster serves as a simple statistical model, associated with a number of time series sections or, to put it differently, with a relational tensor, but rather considers all clusters for all patterns (as in Gromov and Borisenko [16]), each cluster serves as a simple statistical model, associated with a number of time series sections or, to put it differently, with a conventional transition matrix of a Markov chain.

5. **Method to generate generalized relational tensor**

To generate a generalized relational tensor for a time series, we employ modified ant colony optimization [10]. The central idea of the algorithm (which imitate the way ant colonies forage for food items in the wild) is to move in a search space and increase weights of all edges in the path, provided the path appears good - “an ant” deposits a certain amount of pheromone along the path in terms of the algorithm, and the amount is directly proportional to the goodness of the path. On the other hand, the probability for an ant to select an edge is directly proportional to the amount of pheromone already deposited. This algorithm combines probabilistic search, typical for evolutionary algorithms, with rather high speed of search, typical for classical optimization techniques. It is worth stressing that brute force algorithm to generate the tensor is computationally prohibitive.

The parameters of the algorithm in question, besides \( N, S, P_{\text{max}}, \) and \( K \) described above, are the following:

- The initial amount of pheromone deposited on all elements of the tensor, \( p_0 \).
- The number of transitions that an ant makes before it deposits pheromone for the next time (during a single step of algorithm), \( Q_1, Q_2 \leq S - 1 \); usually, \( Q_1 = S - 1 \).
- The amount of pheromone that an ant deposits along the completed path, \( \Delta p \).
- The total number of transitions that an ant is able to accomplish as it moves along a time series, \( Q_2, Q_2 \gg Q_1 \). Usually, \( Q_2 \sim D \) and, therefore, an ant does not stop moving unless it reaches the end of the series.
- The amount of pheromone “evaporating” from all tensor elements (all tensor elements are decreased by the same value) after each step, \( -\Delta p_a \) (\( \Delta p_a \ll \Delta p \)).

The procedure \textit{Quantify} for a set of (normalized) real-valued numbers \( x_{ik}, k = 1..K \), returns a set of intervals to which they belong. The procedure \textit{ConstTensor}(\( a \)) fills all elements of the tensor with a given value \( a \); the operator \( |T|_4 \) replaces all negative elements of the tensor \( T \) with zeroes.

For the algorithm to generate the relation tensor, a time series serves as input data, while filled generalized relational tensor is its output data.

**Algorithm 1 (to generate a generalized relational tensor)**

All elements of the tensor \( T \) are filled with the value \( p_0 \) before the first step:

\( T \leftarrow \text{ConstTensor}(p_0) \).
A step of the algorithm.

1. A random position in the time series is selected \((t_0 \leftarrow \text{Random}, t \leftarrow t_0)\).
2. An ant makes \(Q_1\) transitions. For arbitrary \(q, q = 1..Q_1\), it makes the following:

\[
2.1 \quad l_q^t \leftarrow \text{Quantify}(x(t))
\]

2.2 The next position is chosen probabilistically where the probability to transit to ("leap for") \(p_q^t\) positions ahead is determined as

\[
P(p_q = p_q^t) = \frac{\sum_{(l_q^1, l_q^2, p_q^1, p_q^2, \ldots, p_q^{S-1})} T(l_q^1, l_q^2, p_q^1, p_q^2, \ldots, p_q^{S-1})}{\sum_{(l_q^1, \ldots, l_q^T, p_q^T)} T(l_q^1, l_q^2, p_q^1, p_q^2, \ldots, p_q^{S-1})}; t \leftarrow t + p_q^t. \tag{3}
\]

3. After \(Q_1\) transitions, the algorithm performs the following operations:

3.1 A pheromone is deposited along an ant’s path

\[
T(l_1^t, l_2^t, \ldots, p_{S-1}^t) \leftarrow T(l_1^t, l_2^t, p_1^t, \ldots, p_{S-1}^t) + \Delta p. \tag{4}
\]

3.2 A pheromone evaporates from all elements of the tensor

\[
T \leftarrow |T - \text{ConstTensor}(\Delta p_a)|_+. \tag{5}
\]

After that, a new ant is placed randomly in this time series.

Possible termination criterion can be defined by:

1. The maximum total number of ants’ steps along time series considered.
2. Small overall rate of changes of the tensor elements during several successive steps.

To generate a time series with the employment of a given generalized relational tensor, we employed the Algorithm 2. (It is suggested that \(S-1\) random observations of the initial time series are taken as initial conditions.) The parameter of the algorithm in question is \(Q_3\) – the total number of transitions an ant can make before it is replaced by another ant.

**Algorithm 2 (to generate a time series)**

1. An ant is placed on the tensor element defined by the initial conditions (for the first ant) or by already filled positions (for all other ants). In the latter case, from a set of already filled observations the algorithm selects the one that immediately precedes the first unfilled one. It becomes the next start position.
2. Both position to which an ant transits and the interval to which the value of respective observation belongs are determined probabilistically as

\[
P(l_S^t = l_S^t, p_{S-1}^t = p_{S-1}^t) = \frac{\tau(l_S^t, l_S^t, p_{S-1}^t, p_{S-1}^t)}{\sum_{(l_S^t, p_{S-1}^t)} \tau(l_S^t, l_S^t, p_{S-1}^t, p_{S-1}^t)}. \tag{6}
\]

3. If the position selected is already filled, then go to 1, else continue \(t \leftarrow t + p_S\).
4. The ant moves till the distance between the first position it took and the last generated is lesser than \(Q_3\).
5. If some time series positions are unfilled, then place a new ant to the position of an already filled observation that immediately precedes the first unfilled one and go to 1.

The algorithm outlined above gives the number of an interval only. One can calculate the concrete value as the center of the interval, a realization of the random variable uniformly distributed over this interval, or averaged observations that belong to this interval. The last option appears to be the best, but it naturally requires that these averaged values be calculated when the tensor is generated.

We should stress that while the number of parameters is comparatively large, for the most of them there exist a kind of ‘default’ values in the ACO theory, and we did not attempt to perturb them. What actually works is a pair \(S, P_{\text{max}}\) that determines ‘lengths’ of sliding combs, an initial amount of pheromone \(p_0\), its rate of evaporation \(-\Delta p_a\), and the number of ants. As for the first parameter \(S\), it should be equal to 3 or 4, since smaller values are not sufficient to allow definite conclusions for chaotic series, and larger values lead to combinatorial explosion. \(P_{\text{max}}\) (a maximum number of steps between neighbouring comb teeth) is reasonable to choose near 10 in order to grasp typical motifs of series; \((S-1)P_{\text{max}}\) is a kind of memory depth. \(p_0\) and \(-\Delta p_a\) are not independent parameters; their ratio should be large enough to allow ants make a large number of movements. An alternative strategy implies that
one do not apply evaporation operation \((\Delta p_a = 0)\), but subtract \(p_0\) when all ants’ movement are finished. As for the number of ants, the more is the better.

The filled generalized relational tensor can be used for time series forecasting. As the predicted value for the position \(t\) one chooses the most probable \(I_S: T(I_1, \ldots, I_{S-1}, I_S, p_1, \ldots, p_{S-1})\) (with \(I_{S-q} = \text{Quantify} \left(x(t - \sum_{j=1}^{q} p_{S-j})\right), q = 1 \ldots S - 1\)) out of all possible patterns of \(K(S, P_{max})\).

It is worth noting that the algorithms prove to be efficient, provided that transient processes are completed, and thereby the time series at hand is associated with trajectories belonging to the neighborhood of a (strange) attractor, or, in any case, the time series is \(\varepsilon\)-stationary [42].

6. Numerical results

The algorithms described above were applied to generate generalized relational tensors for a noisy periodic time series, the standard chaotic time series (generated by the Lorenz system and by Mackey-Glass equations), and the real-world chaotic data (hourly load values in Germany, from 23:00 12/31/2014 to 14:00 20/02/2016, https://www.entsoe.eu/data/power-stats/).

Figures 2 a and 2 b show the initial non-noisy periodic time series (with the step length equal to \(h = 0.1\)) and the one that was generated by its generalized relational tensor. Training and testing sets comprise 100000 and 10000 observations, respectively.

Normally distributed noise, with mean 0 and variance \(\xi = 0.5\), is added to observations of the initial (periodic) time series; the series is the values of a periodic function calculated. Figure 3 graphically exhibits average squared error vs. pattern length \(S\) for \(N = 20\) (for \(K = 1, p_0 = 0.1, \Delta p = 0.1, \Delta p_a = 0.0001\)).

Furthermore, the algorithm was checked on the Lorenz time series. The Lorenz series is defined by the following system of differential equations:

\[
\begin{align*}
\dot{x}_1 &= \sigma(x_2 - x_1) \\
\dot{x}_2 &= x_1(r - x_3) - x_2 \\
\dot{x}_3 &= x_1x_2 - bx_3
\end{align*}
\]

where its parameters take conventional “chaotic” values \(\sigma = 10, r = 28, b = 8/3\).

Mackey-Glass time series defined by differential equation:

\[
\dot{x} = \frac{\beta x_{\tau}}{1 + x_{\tau}} - \gamma x, \gamma, \beta, n > 0
\]

where \(\beta=0.2, \gamma=0.1, \tau=22, n=10\) are standard values of parameters and \(x_{\tau}\) represents the value of the variable \(x\) at time \((t-\tau)\).
To obtain the series under consideration, the Lorenz system is integrated with the employment of the fourth-order Runge-Kutta method; integration step is equal to $h = 0.1$. Training and testing sets comprise 100000 and 10000 observations, respectively.

As far as the series in question is chaotic, the pointwise comparison of the initial and re-generated series is irrelevant. To assess the tensor, we compare the following characteristics of these series: partial auto-correlation functions, the highest Lyapunov exponents, spectra of generalized entropies, and entropy-complexity pair. To estimate the highest Lyapunov exponent, TISEAN package [20, 33] is used. The spectrum of the generalized entropies is computed with the employment of the method based on the box-counting [20, 33]. To compare, Malinetskii and Potapov [33] (see also Kantz and Schreiber [20]) estimate the highest Lyapunov exponent for this series as $\lambda_1 = 0.91$; the monograph also discusses its full Lyapunov spectrum and the spectrum of the generalized entropies. For entropy-complexity pair calculation, we use the method discussed in [35, 44].

Figure 4 shows the results corresponding to the initial (Lorenz) time series (the left column) and the one generated by the respective generalized relational tensor (the right column). Subfigures 4a and 4b show typical sections of the series; c and d display partial auto-correlation functions; e and f present the spectra of the generalized entropies. The figure corresponds to the optimal values $K = 3, N = 200, P_{\max} = 2, S = 4, p_0 = 0.1, \Delta p = 0.1, \Delta p_a = 0.00001$.

![Fig. 4](image-url)
The calculated highest Lyapunov exponent for the initial series is \( \lambda_1 = 0.9 \), while for the re-generated series it is \( \lambda_1 = 0.91 \), thus the relative error does not exceed 1.2%. The relative error for the first ten points of the auto-correlation function amounts to 21.8%, for the spectra of the generalized entropies the error equals to 3%. In particular, the estimated KS-entropies of the initial and re-generated series equal to \( K_2 = 0.92 \) and \( K_4 = 0.94 \), respectively. The entropy-complexity pair for the original time series is (0.53; 0.43); for the re-generated one (0.51; 0.43). The relative errors are, respectively, 3% and 0.08%.

Figure 5 shows typical section of the Lorenz series and the respective predicted values for 10 steps ahead prediction. The average relative prediction error amounts to 35%. The results are considered to be satisfactory for multi-step ahead prediction due to the exponential growth of an error intrinsic to chaotic time series.

To examine the algorithm as a means to proceed irregularly sampled data, ten percent (of randomly chosen) observations is dropped from the Lorenz sample. To this end, we use several dropping patterns corresponding to various probability distributions; please, refer to Sakellariou et al. [45] for details. Table 1 comprises...
MPEs for entropy, complexity, and the highest Lyapunov exponent as well. It makes possible to conclude that the tensor proposed is able to re-generate time series with missing observations.

Table 1. Uniform and Non-uniform sampling. Discrepancies between characteristics of the original and re-generated series.

| Sampling  | Entropy, MPE % | Complexity, MPE % | HLE (TISEAN), MPE % |
|-----------|----------------|-------------------|---------------------|
| Uniform   | 3              | 0.08              | 1.92                |
| Poisson   | 15.5           | 1.3               | 5.48                |
| Pareto    | 11.5           | 3.9               | 14.52               |
| Gamma     | 15.4           | 1.3               | 14.53               |

Scalability of the algorithm in question is seemed to be of fundamental importance. In order to check it, we performed a large-scale simulation, for a sample size ranging from $10^5$ to $10^{10}$. Figure 7 displays the respective results. On the abscissa axis, for all three subfigures, a logarithm of a sample size is plotted. On the ordinate axis, Fig. 7a displays the number of non-zero elements of a tensor; Fig. 7b, a relative error for the largest Lyapunov exponent; Fig 7c, a relative error for position on entropy-complexity plane. Figure 1a shows that the number of non-zero tensor elements grows exponentially. The fact conforms to chaotic nature of the series. Namely, the longer a sample size, the more probability for the respective trajectory section to visit rarely visited regions of a strange attractor, those with small invariant measure, and consequently, the more typical sequences (motifs) is added to the tensor. Meanwhile, the relative error (relation of difference between quantity for re-generated and original time series to that for original time series) is nearly constant for increasing sample size, starting from a certain threshold. Quite clearly, that there is no need to enlarge the sample size over this threshold and the algorithm is scalable in this sense.

Another issue of importance is how hyper-parameters affect algorithm efficiency. To address the problem, we also performed wide-ranging simulation. Resultant plots are presented in Appendix A. It was ascertained that the number of tensor dimensions $S$ relatively weakly influence the algorithm performance. The optimum value amounts to 3. A value of $Q$ also scarcely affects the algorithm performance. Vice versa, the number of intervals of the range $N$ of values strongly affects the performance. For example, for the Lorenz series, as the number of intervals ranges from

![Fig. 7. Scalability of the algorithm. The Lorenz series.](image1)

![Fig. 8. Typical section of energy consumption time series.](image2)
20 to 100, the relative error for the highest Lyapunov exponent ranges from 14% to 25%, and its counterpart for position on the entropy-complexity ranges from 3% to 10%. The best value for all series under study appears at 60 intervals. The algorithm performance also depends strongly upon pheromone evaporation rate $\Delta p_a$, with the best value equal to $10^{-6} \times \Delta p$. Pheromone change $\Delta p$ and $P_{\text{max}}$ affect it fairly weakly. The algorithm performance was also tested on the Mackey-Glass chaotic time series, with similar results.

Finally, the algorithm was applied to analyse chaotic real-world data: namely, energy consumption in Germany from 23:00 12/31/2014 to 14:00 20/02/2016; https://www.entsoe.eu/data/power-stats/). The series is chaotic as its highest Lyapunov exponent is positive: $\lambda_1 = 0.12$, the value was estimated using TISEAN package. Figure 6 shows the results corresponding to the initial time series (the left column) and the one generated by the respective generalized relational tensor (the right column). Figures 6a and 6b show the typical sections of the series; c and d display partial auto-correlation functions. The figure corresponds to the same values $K = 1, N = 200, P_{\text{max}} = 2, S = 4, p_0 = 0.1, \Delta p = 0.1, \Delta p_a = 0.00001$. The highest Lyapunov exponents for the initial and re-generated time series are $\lambda_1 = 0.12$ and $\lambda_1 = 0.18$ respectively. An entropy-complexity pairs are (0.5; 0.38) and (0.53; 0.37) that yields relative errors 4.8% and 2.1%, respectively.

The average relative error for the first ten points of the auto-correlation function is 20.5%. In order to test the algorithm’s ability to generalize, we compared values of these results with those calculated for a section of the series that has not been used to fill the tensor – the respective errors appear to be 7.2% and 19.7%.

Figure 8 shows typical section of this series and the respective predicted values for 10 steps ahead prediction. The average relative prediction error amounts to 45%.

We would like to discuss limitations of the proposed method. The method implies that one seeks for motifs of the time series in question and aggregates them in a single discrete structure, and both its advantages and disadvantages rely on this fact. Apparently, this algorithm proves efficient provided data are not so noisy. On the contrary, if the noise amplitude is large, the number non-zero tensor elements grow exponentially, and the algorithm performance deteriorates.

On the completion, we would like to elaborate on potential applications and future directions. At our sight, the discrete structure that represents chaotic time series with a guarantee that its chaotic characteristics are preserved has lots of potential applications. First of all, it seems reasonable to examine these structures corresponding to time series readily interpretable in the context of their subject areas (biomedical, energy, weather time series and so forth). In such a case such structure may help reveal hidden relations and relate them to the laws that govern the subject area. In particular, it seems possible to identify time series belonging to different classes with the employment of the corresponding tensors. The second possible direction is to adjust the tensor under study and modify appropriate algorithms in order to tackle time series with a pronounced noise term (financial, for example).

Finally, the third direction is to predict many steps ahead. It is worth noting that there is a number of fairly efficient methods to predict to one step ahead. Unfortunately, when it comes to many steps, the prediction methods are hardly available due to Lyapunov instability of trajectories of chaotic dynamic systems. Meanwhile, some papers (associated mainly with predictive clustering) that discuss many-steps prediction methods [17] make it possible to expect new results in this complex and important problem. The new algorithm offers to compose motifs from non-successive observations according to certain patterns. Main drawback of this approach is an exponential growth of the number of motifs and, consequently, of computation time. From this angle, the relation tensor squeezes all these motifs into relatively compact structure. Of course, it partially loses pieces of information and deteriorates prediction quality. It would be interesting to estimate this deterioration for real-world time series.

7. Conclusions

In this paper, we discuss a generalized relational tensor approach to represent the information about a time series. The paper deals with a relational tensor to store information about a time series, to re-generate a time series using the stored information, and to predict them, for both regular and chaotic time series.

The approach combines advantages of recurrence networks (the possibility to work with multivariate and regularly sampled data) with those of coarse-graining transition networks (relatively small number of vertices even if the length of the series is high), the ability to re-generate a series from a structure.

For chaotic time series, a difference between characteristics of the initial time series (the highest Lyapunov exponent, the auto-correlation function, pair of entropy and complexity) and those of the time series re-generated from a structure is used to assess the effectiveness of the algorithm in question. The approach has shown fairly good results for periodic and benchmark chaotic time series and satisfactory results for real chaotic data.

It means that if one considers properties of such discrete structure, then one may be sure that he works with a structure corresponding with time series of interest.

The structure allows readily proceeding irregularly sampled series.
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Appendix A

![Supplementary Fig. 1. A relative error for position on entropy-complexity plane (a) and for the largest Lyapunov exponent (b) for different values of the parameter N](image-url)
Supplementary Fig. 2. A relative error for position on entropy-complexity plane (a) and for the largest Lyapunov exponent (b) for different values of the parameter $P_{\text{max}}$

Supplementary Fig. 3. A relative error for position on entropy-complexity plane (a) and for the largest Lyapunov exponent (b) for different values of the parameter $S$

Supplementary Fig. 4. A relative error for position on entropy-complexity plane (a) and for the largest Lyapunov exponent (b) for different values of the parameter $\Delta p$
Supplementary Fig. 5. A relative error for position on entropy-complexity plane (a) and for the largest Lyapunov exponent (b) for different values of the parameter $\Delta p_a$.

Supplementary Fig. 6. A relative error for position on entropy-complexity plane (a) and for the largest Lyapunov exponent (b) for different values of the parameter $Q$. 