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Abstract
The primary work presented in this paper focuses on the calculation of density–density dynamical correlations in an attractive two-dimensional Fermi gas in several physically interesting regimes, including the strongly correlated BEC–BCS crossover regime. We use state-of-the-art dynamical BCS theory, and we address the possibility to renormalize the interaction strength, using unbiased Quantum Monte Carlo results as an asset to validate the predictions. We propose that a suitable interplay between dynamical BCS theory, which is computationally very cheap and yields results directly in real time domain, and Quantum Monte Carlo methods, which are exact but way more demanding and limited to imaginary time domain, can be a very promising idea to study dynamics in many-body systems. We illustrate the idea and provide quantitative results for a few values of the interaction strength in the cold gas.
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1 Introduction
Fermionic superfluids, both in three dimensions and in lower dimensionality, have become a very important focus of research, with cold atomic Fermi systems providing a very exciting opportunity to observe quantum mechanics at work. Thanks to remarkable improvements in the technology, it is now possible to produce atomic gas systems at very low temperatures and to visualize quantum mechanics with an impressive resolution and control (we refer the readers, for example, to the review papers [1–4]). The study of those unique gases, where it is possible to tune the interatomic forces through Feshbach resonances [5], provides a deep insight into quantum phenomena, with applications in unconventional superconductivity, nuclear physics, and nuclear...
astrophysics [6–8]. Another key parameter that can be tuned when we study those systems is the dimensionality: Using anisotropic potentials [9], it is now possible to confine the gases in two dimensions (2D) [4]. Thus, the existence of bound states for pairs of fermions for arbitrary attractive potentials [10], which is a unique feature of 2D gases, together with the expected enhancement of quantum fluctuations makes the study of cold atoms moving in 2D highly non-trivial and indeed very interesting. A sophisticated analysis of the pair formation in a Fermi gas, involving the calculation of the vertex function, can be found in [11]. An extensive discussion of the low-dimensional system can be found in the recent excellent review paper [4].

In this paper, we focus on an ultracold attractive Fermi atomic gas, for example made of $^6$Li atoms, confined to move in 2D. We address the delicate problem of the theoretical calculation of the density response function of the system. Obtaining response functions for quantum systems from first principles is a major challenge, the importance being due to the fact that those quantities can be directly compared with experiments, and in particular with scattering experiments [12]. Focusing on the dilute limit, which is the typical condition for cold atoms, we will study the density response function in various regimes, namely the BCS, BEC, and the BEC–BCS crossover, the latter being an exciting example of a strongly correlated system [2]. These regimes are of special interest as the physical properties dramatically change as a function of the interaction strength: In a BCS superfluid, the interaction is weak, and the system resembles an ordinary superconductor with the instability of the Fermi sea lending toward the formation of Cooper pairs close to the Fermi surface; as the interaction becomes stronger, the system continuously changes to a BEC superfluid, where the interaction between atoms is sufficiently strong that pairs become tightly bound, forming Bosonic molecules. Between these two regimes lies the strongly correlated BEC–BCS crossover, in which, in some sense, the superfluid behaves as a quantum superposition of weakly bound Cooper pairs and tightly bound molecules. A very interesting question is how does the density response function change, as we move across such a rich phase diagram.

It is well known that, even when we address the study of static properties, it is very hard for simple theoretical approaches to provide robust quantitative results, in particular in the crossover regime where the correlations are strong and simple perturbative approaches are doomed to fail; we refer the interested reader to a review discussing comparisons between simple and advanced theoretical models at the crossover [4]. Quantum Monte Carlo simulations, on the other hand, and in particular auxiliary field quantum Monte Carlo (AFQMC), are able to provide exact numerical results for physical properties in 2D, such as the equation of state, the momentum distribution, the pairing wave function [13], and, with more recent developments, also pairing gaps [14]. Thanks to the great success of AFQMC, one might argue that the problem of a 2D attractive Fermi gas is solved, and there is no need for additional studies. Although this might be true for the static properties at zero temperature, the dynamical properties are still a huge challenge. In [14], it was shown that AFQMC can provide exact estimations also for dynamics, which is a major advance, but two important observations need to be considered: First of all, AFQMC allows us to compute exact dynamical correlations only in imaginary time domain, and the mapping to real time domain is far from being trivial (see for example [15]). Moreover, although the scaling of the
AFQMC technique [16] is very favorable, it remains true that the extrapolation to the infinite system limit is very demanding. It would certainly be very desirable to have a simple theory that allows us to compute a reasonable approximation for the density response function, both providing results directly in real time domain and allowing us to compute properties in the thermodynamic limit with minimal computational effort. Normally, this is achieved by mean-field approaches and the difficulty lies in the fact that, in general, the underlying approximations are uncontrollable and it is difficult to draw robust physical conclusions. Incidentally, we mention a very interesting study of the spectral function in a Fermi gas, relying on a T-matrix approach, that can be found in [17].

This is exactly the motivation for our study: In this work, we will build on our previous study [18], where we made a simple comparison between AFQMC and the state-of-art dynamical BCS theory [19]. We explore whether it is possible to use the exact AFQMC results in imaginary time as an asset to assess and improve the dynamical BCS predictions through a suitable renormalization of the parameters. The advent of those novel methodologies, like AFQMC, which are sometimes able to give us exact answers, makes it crucial and timely, in our opinion, to investigate the idea of interfacing those techniques with simple methodologies, in order to maximize the benefits, like having results in real time domain and being able to better control the accuracy, while minimizing the side effects, like the need of analytical continuation, the computational effort, or the uncontrolled approximations. Our work is just a first simple step in this direction, but we hope that it could motivate further research.

In the following, we will review the key elements of the dynamical BCS theory, in order to help a reader implement the dynamical BCS methodology as a powerful tool to study response functions in cold atomic systems. Through a detailed comparison with exact AFQMC predictions, we investigate the possibility of obtaining the density response function through the dynamical BCS theory using physical and renormalized effective parameters.

The rest paper is organized as follows: We first review and highlight key points in the development of the dynamical BCS theory; then, we discuss how dynamical BCS is implemented. In the following section, we examine the possibility to use effective parameters and the improvement these provide when compared with exact AFQMC results. Finally, we draw our conclusions.

2 Quick Review of the Dynamical BCS Theory

In this section, we will set our notations, we will describe a few key points of dynamical BCS theory, and we will describe the essential ingredients that are needed for an implementation of the approach. We use the customary spin-up and spin-down labels, $|\uparrow\rangle$, $|\downarrow\rangle$, to refer to two hyperfine states, for example the two lowest energy hyperfine states of $^6$Li. The particles are modeled as structureless 1/2-spin fermions, and atomic interactions are simple two-body zero-range s-wave interactions, for example $V_{\uparrow\downarrow}(\mathbf{r}, \mathbf{r'}) = g\delta(\mathbf{r} - \mathbf{r'})$; the Hamiltonian for cold atoms is thus written as
\[ H := \int \mathrm{d}r \sum_{\sigma = \uparrow, \downarrow} \psi^\dagger_\sigma(\mathbf{r}) \left( -\frac{\hbar^2 \nabla^2}{2m} - \mu \right) \psi_\sigma(\mathbf{r}) \]
\[ + g \int \mathrm{d}r \psi^\dagger_\uparrow(\mathbf{r}) \psi^\dagger_\downarrow(\mathbf{r}) \psi_\downarrow(\mathbf{r}) \psi_\uparrow(\mathbf{r}). \]  

where the parameter \( g \) measures the interaction strength.

It turns out to be useful to recast the above Hamiltonian in momentum space by expanding the field operators in plane waves via

\[ \psi_\sigma(\mathbf{r}) = \frac{1}{\sqrt{V}} \sum_\mathbf{k} e^{i \mathbf{k} \cdot \mathbf{r}} c_{\mathbf{k} \sigma}. \]  

Here a super-cell \( \Omega = [-L/2, L/2] \times [-L/2, L/2] \) of volume \( V = L^2 \) has been introduced and periodic boundary conditions are used, giving rise to discrete momenta \( \mathbf{k} = \frac{2\pi}{L} \mathbf{n} \), where \( \mathbf{n} \in \mathbb{Z}^2 \) is a vector of integers. The Hamiltonian becomes

\[ \hat{H} = \sum_{\mathbf{k}, \sigma = \uparrow, \downarrow} \left( \frac{\hbar^2 |\mathbf{k}|^2}{2m} - \mu \right) \hat{c}_{\mathbf{k}, \sigma}^\dagger \hat{c}_{\mathbf{k}, \sigma} - \frac{g}{V} \sum_{\mathbf{k}, \mathbf{k}', \lambda} \hat{c}_{\mathbf{k} + \mathbf{\lambda}, \uparrow}^\dagger \hat{c}_{-\mathbf{k} + \mathbf{\lambda}, \downarrow}^\dagger \hat{c}_{-\mathbf{k}', \downarrow} \hat{c}_{\mathbf{k}', \uparrow}. \]  

Due to unphysical divergences that arise from the zero-range interaction, it is necessary to introduce some additional regularization strategy. We use a lattice regularization, restricting the summations over the momenta to the first Brillouin zone \( [-\pi/b, \pi/b] \times [-\pi/b, \pi/b] \) of a square lattice of parameter \( b \). This is equivalent to constraining the system to move on the above-mentioned lattice. The original Hamiltonian can be recovered by performing the continuum limit \( b \to 0 \) together with the thermodynamic limit \( L \to +\infty \) [18]. The regularized Hamiltonian in momentum space is the Hubbard Hamiltonian for cold atoms, with a modified dispersion relation proportional to \( |\mathbf{k}|^2 \), consistent with the continuum limit and the diluteness condition, the average number of particles being always much smaller than the number of lattice sites. When we regularize the system using an auxiliary lattice, as we do here, the interaction parameter needs to be suitably modified to guarantee the correct continuum and thermodynamic limit. If \( a \) is the scattering length [10] of the interaction potential and \( n \) is the density of the gas, which is customary expressed in terms of the Fermi momentum defined by \( k_F = \sqrt{2\pi n} \), in the expression (3) we will need to replace [20]

\[ g \to V_0 = t \frac{4\pi}{\log(k_F a) - \log(0.80261\sqrt{n})}, \quad t = \frac{\hbar^2}{2m}. \]  

The dimensionless quantity \( \log(k_F a) \), in 2D, is the natural quantity to describe the interaction strength, as we will discuss in more detail below.

The well-known BCS theory starts from a mean-field breakup, which replaces operators with operator averages in Hamiltonian (3) and yields the approximate interaction potential, \( \hat{V}_{BCS} \), that describes Cooper pairs of zero center of mass momentum,

\[ \hat{V} \simeq \hat{V}_{BCS} = -\frac{V|\Delta|^2}{V_0} + \sum_{\mathbf{k}} \Delta \hat{c}_{-\mathbf{k}, \downarrow} \hat{c}_{\mathbf{k}, \uparrow} + \Delta \hat{c}_{\mathbf{k}, \uparrow}^\dagger \hat{c}_{-\mathbf{k}, \downarrow}^\dagger. \]  

\( \odot \) Springer
The quantity $\Delta$, which is taken to be real, that appears in Eq. (5) is called the pairing gap and satisfies the following gap equation

$$1 = -\frac{V_0}{V} \sum_k \frac{1}{2E_k},$$

(6)

where the quasi-particles energies are $E_k := \sqrt{(e_k - \mu)^2 + \Delta^2}$, the free particle dispersion being given by $e_k = \frac{\hbar^2|k|^2}{2m}$. The constant $\mu$, the chemical potential, is not the same as in (3), but it is determined self-consistently by imposing that the average particle density computed on the ground state of the mean-field Hamiltonian corresponds to the desired density of the gas we are studying. This leads to a particle number equation which, coupled with the gap equation, allows us to compute the chemical potential and the pairing gap for a given strength of the interaction. Having in mind a practical implementation, the first important step is to solve the gap and particle number equations to find $(\Delta, \mu)$ for the given $V_0$, or $\log(k_F a)$, and $n = N/L^2$, the latter being the desired particle density. Here $N$ denotes the average number of particles.

When we turn to dynamical properties, we embed the system in an external time-dependent potential $\hat{U}(t)$. The key idea of the dynamical BCS theory is that, at any time $t$, the system will generate, self-consistently, a dynamical pairing field, as the Cooper pair will respond to the external perturbation. This requires a mean-field breakup which is more sophisticated than the simple one presented above. The dynamical BCS theory implements this idea in the framework of linear response theory, assuming that the perturbation is weak enough so that we can linearize the self-consistent equations. In practice, the perturbation, coupled with the particle density, is written in the form

$$\hat{U}(t) = \frac{1}{V} \delta U(q, \omega)e^{-i\omega t}\sum_k \sum_\sigma \hat{c}_{k-q/2,\sigma}^\dagger \hat{c}_{k+q/2,\sigma} + h.c.,$$

(7)

where $\delta U(q, \omega)$ is the external periodic potential amplitude and we study a dynamical mean-field Hamiltonian $\hat{H}_{BCS}(t)$ which contains a time-dependent gap,

$$\Delta(q, t) = -\frac{g}{V} \sum_k \langle \hat{c}_{-(k-q/2),\downarrow} \hat{c}_{k+q/2,\uparrow} \rangle.$$

(8)

We observe from (8) that Cooper pairs with total momentum $q$ can be formed, due to the presence of the perturbation [19]. The time-dependent gap, which satisfies a time-dependent gap equation, and the static gap, playing the role of our $0^{th}$ order term, can be combined to obtain a complete set of equations that yield the dynamical BCS approximation for the density response function $\chi_{nn}(q, \omega)$. All the details of the derivation can be found, for example, in [19]. Here, we just mention the main result, which is crucial for implementing the methodology:

$$\chi_{nn}(q, \omega) = -\frac{1}{V} \left\{ I'' + \frac{\Delta^2}{I_{11}I_{22} - \omega^2 I_{12}} \left( 2\omega^2 I_{12}I' - \omega^2 I_{22}I'^2 - I'^2 I_{11} \right) \right\}$$

(9)
where \( V \), the volume, is simply the number of lattice sites and the various quantities that appear in the response function are defined as follows:

\[
I''(q, \omega) := \sum_k \frac{E_+ + E_-}{(E_+ + E_-)^2 - \omega^2} \left( \frac{E_- E_+ - \xi_+ - \xi_- + \Delta}{E_- E_+} \right)
\]

\[
I(q, \omega) := \sum_k \frac{E_+ + E_-}{(E_+ + E_-)^2 - \omega^2} \left( \frac{\xi_+ + \xi_-}{E_- E_+} \right)
\]

\[
I'(q, \omega) := \sum_k \frac{E_+ + E_-}{(E_+ + E_-)^2 - \omega^2} \left( \frac{1}{E_- E_+} \right)
\]

\[
I_{12}(q, \omega) := \sum_k \frac{1}{(E_+ + E_-)^2 - \omega^2} \left( E + \xi_+ + E_+ \xi_- \right)
\]

\[
I_{11}(q, \omega) := \sum_k \frac{E_+ + E_-}{(E_+ + E_-)^2 - \omega^2} \left( \frac{E_- E_+ + \xi_+ - \xi_- + \Delta^2}{E_- E_+} \right) - \frac{1}{E}
\]

\[
I_{22}(q, \omega) := \sum_k \frac{E_+ + E_-}{(E_+ + E_-)^2 - \omega^2} \left( \frac{E_- E_+ + \xi_+ - \xi_- - \Delta^2}{E_- E_+} \right) - \frac{1}{E}
\]

(10)

where the shortcuts \( E := E_k, E_\pm := E_{k \pm q/2}, \xi_\pm := \xi_{k \pm q/2} \) where \( \xi_k = \varepsilon_k - \mu \) have been used. Note that in the implementation, which we shall shortly discuss, for small lattices, care must be taken since the momentum \( k \pm q/2 \) may not be allowed by the periodic conditions imposed; fortunately, this issue is automatically “fixed” in very large lattices or at high momentum transfer.

Since we would like to compare with quantum Monte Carlo results, we will focus on the density dynamic structure factor, \( S(q, \omega) \), which is a function of the momentum and energy transfer and is related to the density response function via the celebrated fluctuation–dissipation theorem,

\[
S(q, \omega) = \lim_{\eta \to 0^+} \left( -\frac{1}{\pi n} \text{Im} \left( \chi_{nn}(q, \omega + i\eta) \right) \right).
\]

(11)

Here, \( \eta \) is a parameter introduced to avoid the poles that appear in Eq. (10). We will come back to this point below.

Before concluding our quick review of the methodology, we find useful to provide some practical suggestions to implement the dynamical BCS theory for a dilute 2D attractive Fermi gas; this theory yields a very valuable procedure to calculate dynamical correlation functions, in particular the density response function, which can be directly compared with experiment. The starting point is the choice of the interaction strength \( \log(k_F a) \), which is related to the Hubbard interaction through relation (4). Implementing the actual dynamical BCS technique may be separated into two parts. First, the equilibrium chemical potential and pairing gap \((\Delta, \mu)\) must be obtained from an analysis of static case, solving the gap equation and the particle number equation. Second, the integrals appearing in the dynamical BCS approximation for the response function \( \chi_{nn}(q, \omega) \), which depend parametrically on \((\Delta, \mu)\), must be calculated numerically.
Some care has to be taken due to the presence of many poles in the integrands. As it is clear from Eq. (11), the introduction of a real-valued small parameter $\eta$, which plays the role of a smearing parameter, is necessary to avoid infinities through the substitution $\omega \rightarrow \omega + i \eta$. When studying finite lattices, a finite $\eta$ is required, where upon taking the continuum limit $\eta$ tends to zero. This means that $\eta$ does play role in calculating the response function for the two-dimensional Fermi atomic gas. Below, we will propose a simple way to choose $\eta$, using the non-interacting limit.

2.1 The Dynamical Structure Factor at Low Momentum

Although the main purpose of this work is to compare with Quantum Monte Carlo exact results, we stress that dynamical BCS theory allows us to estimate $S(q, \omega)$ for arbitrarily large lattices, and it can be used to obtain useful results at the mean-field level; we thus find useful to present some results here. The full $S(q, \omega)$ for a dilute 2D Fermi gas across the BEC–BCS crossover was calculated in [18]; here, in Fig. 1 we focus on the behavior of $S(q, \omega)$ for small $|q|$, as the interaction parameter $\log(k_F a)$ varies over the physically interesting regimes, including the BEC–BCS crossover. We focus on the values $\log(k_F a) = 0.0, \log(k_F a) = 0.5, \log(k_F a) = 1.0,$ and $\log(k_F a) = 1.5$ [14], with the BEC regime being the former and BCS being the latter. We observe that the calculations for small $|q|$ require very large lattices, due to the linear discretization $2\pi/L$, and this makes dynamical BCS theory a very convenient tool to make this calculation; we consider here a lattice with 40,000 sites and a particle density of $2.9 \times 10^{-2}$ particles per lattice site. In Fig. 1, we plot $S(q, \omega)$ as a function of $\omega$ for some values of the momentum $q$, with $|q|/k_F < 1$. The four panels correspond to the four different values of $\log(k_F a)$. It is evident from Fig. 1 that, for all the considered values of the interaction strength, the dynamical structure factor $S(q, \omega)$ displays pretty narrow peaks for small $|q|$: The position of the peak corresponds to the energy of the long wavelength density modes, while the width is related to the lifetime of the excitation. In the insets, we show the dispersion relations $\omega(q)$ of the modes, the vertical bars corresponding to the width of the peaks. In all cases, we observe that dynamical BCS theory predicts sound waves with a well-defined linear dispersion relation. The slope $s$, indicated in the legends, provides the sound velocity $v_s$. Introducing the explicit units, we have:

$$h\omega(q) = \frac{\hbar^2}{2m}k_F^2 s \frac{|q|}{k_F} = \frac{\hbar}{2}v_F s |q| = v_s \hbar |q|$$

where $v_F = \hbar k_F / m$ is the Fermi velocity of the system. We comment that the results in Fig. 1 are at the mean-field level. In the rest of the paper, we will suggest a methodology to interface dynamical BCS theory with quantum Monte Carlo technique to improve the predictive power of the dynamical BCS theory. The results we have reported here, about the low momentum behavior of $S(q, \omega)$, can be also used as a benchmark for the implementation of dynamical BCS theory.
Fig. 1 Dynamical BCS results of the dynamic structure factor for a few values of the interaction strength $\tilde{x} = \log(k_F a)$. The insets show the dynamical BCS predictions for the sound velocity, for a system of 1146 particles on a $200 \times 200$ lattice (Color figure online)

3 Comparison with Exact Results and Renormalization of the Effective Interaction

The dynamical BCS theory is a useful and computationally very cheap tool to compute the density response function and the dynamical structure factor for a Fermi gas. Naturally, it is an approximate scheme and an assessment is important. Auxiliary field quantum Monte Carlo simulations, on the other hand, are very robust, and in fact we can obtain exact numerical results [14]; nevertheless, these approaches are more demanding and the exact predictions are limited to imaginary time domain, requiring delicate analytic continuation procedures to compare with experiments. We choose a situation where a quantitative comparison can be made: We study a dilute system consisting of 18 particles moving on a square lattice with $25 \times 25$ lattice sites.
We focus on a few values of the interaction parameter \( \log(k_F a) \) that are meant to explore the physically interesting regimes, including the BEC–BCS crossover. Namely, we scan the values \( \log(k_F a) = 0.0, \log(k_F a) = 0.5, \log(k_F a) = 1.0, \) and \( \log(k_F a) = 1.5 \) [14], with the BEC regime being the former and BCS being the latter. Incidentally, we note that in cold atomic gas experiments, these parameters are easily controlled by the experimenter via Feshbach resonances.

Since the AFQMC predictions are only exact in imaginary time, the comparison between AFQMC and dynamical BCS predictions is fairest in imaginary time. This is done by examining dynamical BCS in imaginary time, which is obtained via the following Laplace transformation,

\[
F(q, \tau) = \int_0^\infty e^{-\tau \omega} S(q, \omega) d\omega,
\]

that can be performed with arbitrary precision. The intermediate scattering function, \( F(q, \tau) \), is a function of momentum transfer \( q \) and imaginary time, \( \tau \). Comparing the results for \( F(q, \tau) \) from AFQMC and dynamical BCS is a quantitative way to assess the validity of dynamical BCS and can be a very valuable asset to explore ways to improve dynamical BCS through renormalization of the parameters.

As mentioned above, in the framework of dynamical BCS, it is important to tune a parameter \( \eta \), necessary to avoid infinities. This can introduce some arbitrariness in the approach. We find reasonable to choose \( \eta \) in such a way that the non-interacting limit for \( F(q, \tau) \) is correctly recovered as \( \log(k_F a) \to +\infty \).

Building on a recent study [18], we start our investigation at high momentum, \( |q| \simeq 4k_F \). This regime is important, since the dynamical structure factor is a very interesting probe to distinguish between the individual particles and the molecules. Indeed, at high momentum, the experimental probe sets in motion an individual particle or a molecule. In the insets of Fig. 2, we show the dynamical BCS estimations for \( S(q, \omega) \) as functions of \( \omega/\omega_R(q) \), where \( \omega_R(q) = \frac{\hbar^2 |q|^2}{2m} \) is the recoil energy of a free atom. As discussed in [14], in the BEC regime the peak is located at \( 0.5 \omega_R(q) \), corresponding to a mass equal to \( 2m \), which is exactly the mass of a tightly bound molecule. On the other hand, in the BCS regime, the peak is located at \( \omega_R(q) \), as an almost unbound individual atom responds to the perturbation. The finer structures that appear in the estimated \( S(q, \omega) \) are artifacts due to the fact that we are making calculations on a finite, and relatively small, system. Those finer structures are not physical as they depend on the smearing parameter \( \eta \); They disappear in thermodynamic limit, when also the limit \( \eta \to 0 \) can be safely taken.

The focus of this paper is on the comparison with AFQMC, and so the main panels of Fig. 2 show the intermediate scattering function for the different regimes. Each panel displays the unbiased AFQMC result, together with the statistical uncertainties, and two dynamical BCS predictions: One of them (the solid green line with square markers) is obtained implementing the procedure exactly as described in this paper. The other, dotted red line with circle markers, on the other hand, is obtained by using an effective renormalized interaction parameter, say \( \tilde{x}_{\text{eff}} \), which is allowed to be different from the physical \( \log(k_F a) \). We choose \( \tilde{x}_{\text{eff}} \) as the value that minimizes the discrepancy between the dynamical BCS prediction and the AFQMC exact result. We see that, for
Fig. 2 Comparison between dynamical BCS estimates and QMC results of the intermediate scattering function for a few values of the interaction strength $\tilde{\chi} = \log(k_F a)$. The insets show the dynamical BCS predictions for the dynamic structure factor, $S(q, \omega)$, in units of $\varepsilon_F^{-1}$. Calculations are done at $\eta = 0.1$, which chooses to reproduce the non-interacting limit, and $|q| = 4.0k_F$ (Color figure online).

all the considered values of the physical $\log(k_F a)$, we are able to choose $\tilde{\chi}_{\text{eff}}$ such that intermediate scattering function is in reasonable agreement with the AFQMC result within the statistical errors, at least for $\tau \varepsilon_F \geq 0.15$. We stress that the large values of $\tau \varepsilon_F$ are more significant to describe the low energy dynamics, and so it is more desirable to have agreement at large $\tau \varepsilon_F$; the short imaginary time behavior is determined by several high-energy excited states and can be very hard to predict. We observe that, for all the considered values of $\log(k_F a)$, the optimal renormalized interaction parameter turns out to be always smaller than or equal to the physical one. The optimal values are presented in the figure. This means that, in order to correct the dynamical BCS theory, we need to consider an effective interaction that is stronger than the physical one, at least for the considered regimes and for high value of the
momentum. This seems to suggest that, if we probe the system at high momentum, the physical correlations somehow make the pairing stronger.

Although the high momentum behavior is very interesting, as it is a direct probe of the crossover from a gas of Bose molecules to a superfluid of Fermi atoms, it is intriguing to explore if the renormalization strategy can be applied also for lower values of the momentum. We expect that the situation becomes immediately more complicated, due to the particle–hole excitations that play a major role for intermediate values of $|q|$. We discovered that, in the BEC and in the crossover regime, there is no way to reconcile the AFQMC result with the dynamical BCS predictions: Renormalizing a single parameter is not enough to correct the predictions. More advanced approaches need to be devised, and they can be interesting topics for future research. On the other hand, in the BCS regime, for $\log(k_F a) \geq 1.5$, it is still possible to renormalize the dynamical BCS theory to get an effective interaction parameter $\tilde{x}_{\text{eff}}$, which appears to depend on $|q|$. The results are shown in Fig. 3, where we consider $\log(k_F a) = 1.5$ and $\log(k_F a) = 3.5$. The agreement is good, although we cannot extract a significant trend for the dependence of $\tilde{x}_{\text{eff}}$ on the momentum: It appears that, empirically, we need to find the optimal value for each momentum.

The results we obtain are encouraging and show that, in several situations, it is possible to implement a dynamical BCS scheme with a renormalized parameter whose prediction for the intermediate scattering function is in good agreement with the exact result. We stress that this is a simple first step toward a systematic approach to the formidable task of calculating the density response function of an interacting quantum many-body system. Nevertheless, we are confident that the interface between simple approaches and sophisticated many-body approaches like AFQMC can be the method of choice to study many-body dynamics.
4 Discussion and Conclusion

Focusing on a 2D dilute attractive Fermi gas, we have used unbiased quantum Monte Carlo calculations for the intermediate scattering function in imaginary time to assess the accuracy of the dynamical BCS predictions. Moreover, we explored the possibility to renormalize the interactions in the dynamical BCS theory to improve the agreement with exact results. We found that, at high momentum, it is possible to choose an effective parameter that makes the agreement very good, at least for large values of the imaginary time. This is true both in the BEC and in BCS regimes, and even in the strongly correlated crossover regime. On the other hand, at smaller momenta, we found empirically that it is possible to recover good agreement by choosing a momentum dependent effective parameter only in the BCS regime, while for $\log(k_{\text{FA}}) < 1$ it appears that the renormalization of a single parameter does not significantly improve the accuracy of the predictions.

Due to the well-known importance of response functions, we are confident that our results provide a significant first step in the direction of using exact results from sophisticated correlated methodologies, like quantum Monte Carlo, as an asset to assess and improve simpler theories that may allow us to study dynamical properties of bulk systems in real time. We hope that our research will stimulate other groups to investigate these kind of techniques in a systematic way. It would be very interesting to extend the methodologies presented here in 2D from zero temperature to finite temperature, where several important phenomena can be explored, such as the physics of pseudogaps [21] and the Berezinskii–Kosterlitz–Thouless (BKT) transition [4,22]. In particular, it will be crucial to investigate the BKT transition in a regime where the binding and Fermi energies are comparable, where analytic approaches face several difficulties. The interplay between QMC and dynamical BCS could provide new important results. The extension to finite temperature will be relevant also in connection to high-temperature superconductivity and superfluidity with 2D kinematics [23,24].
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