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Abstract. In this paper, a necessary and sufficient condition for the stability of Lyapunov exponents of linear differential system are proved in the sense that the equations satisfy the weaker form of integral separation instead of its classical one. Furthermore, the existence of full nonuniform exponential dichotomy spectrum under the condition of weak integral separateness is also presented.

1. Introduction

Lyapunov exponents, or characteristic exponents was originated in the thesis of Lyapunov more than 100 years ago \cite{11}. Since then it has become a very important part of the general theory of dynamical systems, and has played a pivotal role in the study of growth rates of time dependent differential equations. For an \( n \)-dimensional problem, there are \( n \) Lyapunov exponents, and it is natural to think about the stability of the Lyapunov exponents of an \( n \)-dimensional system. However, it is unable to identify the stability of the Lyapunov exponents of a general system even if for a regular system with different Lyapunov exponents. An example from \cite[p. 171]{1} shows that a two-dimensional system

\[
\begin{align*}
\dot{x}_1 &= \left(1 + \frac{\pi}{2} \sin(\pi \sqrt{t})\right)x_1, \\
\dot{x}_2 &= 0
\end{align*}
\]

has two distinct Lyapunov exponents \( \lambda_1 = 1 \) and \( \lambda_1 = 0 \). This system is regular but not stable.

This stability theory of Lyapunov exponents has attracted the attention of many leading mathematicians since the birth of the Lyapunov exponents. One of the first sufficient conditions for the stability of Lyapunov exponents of system

\[
\dot{x} = A(t)x
\]

under small perturbations of the coefficient matrix can be traced back to Perron \cite{18}. After that, important results on stability of Lyapunov exponents were repeatedly improved by Bylov, Vinograd, Izobov, Grobman, Millionščikov and several others \cite{4,6,12,21}, until the necessary condition is established independently by Bylov et al. \cite{7} and by Millionščikov \cite{13} under a key assumption: integral separation. At this point, a necessary and sufficient condition for the stability of Lyapunov exponents has been established. see e.g. \cite[Chap. 5]{1} and \cite{5,7} for details.

Based on this observation, the notion of integral separateness plays a key role in the theory of dynamical systems. This concept has several important features,
of which we mention two. First, an integrally separated system can be reduced to a diagonal one \cite{5} (see also \cite{1}, Theorem 5.3.1). Second, the stability of Lyapunov exponents \cite{1.1} can be established if and only if this system are integrally separated and \cite{1.1} has different Lyapunov exponents $\lambda_1 > \cdots > \lambda_n$ (see \cite{7}, \cite{1} Thm. 5.4.8 for details).

Here we emphasize that there exist large classes of linear differential equations possessing integral separateness. Furthermore, the corresponding theory and its applications are widely developed. In this respect, we can mention, for example, the classical series of papers \cite{10, 14–16}, which in particular discuss that \cite{1.1} has a full Sacker-Sell spectrum implies that \cite{1.1} are integrally separated \cite{3}. For a detailed discussion and historical comments of this concept, we strongly recommend the book \cite{1}.

In this paper, we propose and discuss the weaker form of integral separation instead of its classical one, since there exists linear system without the existence of integral separateness even if Lyapunov exponents are a set of $n$ different points. For example, consider the following diagonal system

$$\dot{X} = \begin{pmatrix} \omega_1 & 0 \\ 0 & \omega_2 \sin t \end{pmatrix} X,$$  \quad (1.2)

with $\omega_1 > \omega_2 > 0$ be real paraments. Example 2.1 below shows that \cite{1.2} is not integrally separated.

The first purpose of this study is to replace the condition of integral separateness with weak integral separateness (see Definition 2.2), and establish a necessary and sufficient condition for the stability of Lyapunov exponents of \cite{1.1}. Here the stability means that the perturbations of the coefficient matrix are under exponentially decaying. To do this, we need to extend the known results of bounded growth (see e.g., \cite{14}) to nonuniformly bounded growth, i.e., \cite{1.1} has a nonuniformly bounded growth if there exist constants $K > 0$, $\tilde{a} > 0$ and $\tilde{b} \geq 0$ such that

$$\|\Phi(t)\Phi^{-1}(s)\| \leq Ke^{\tilde{a}|t-s|e^{\tilde{b}s}}, \quad \text{for } t, s \geq 0, \quad (1.3)$$

where $\Phi(t)$ is a fundamental matrix of \cite{1.1}.

Our first main result contained in the following theorem extends the result of \cite{7} (see also \cite{1} Thm 5.4.7).

**Theorem 1.1.** Assume that \cite{1.1} with nonuniformly bounded growth has distinct Lyapunov exponents $\lambda_1 > \cdots > \lambda_n$. Then they are stable with perturbations of the coefficient matrix being exponentially decaying, i.e., for a perturbed system

$$\dot{x} = (A(t) + B(t))x$$  \quad (1.4)

with $\|B(t)\| \leq \delta e^{-\beta t}$ for some $\delta > 0$, $\beta \geq 0$, the Lyapunov exponents of \cite{1.1} are stable if and only if there exists a Lyapunov transformation $y \leftarrow T(t)x$ transforming \cite{1.1} to the diagonal form

$$\dot{y} = \text{diag}[a_1(t), \ldots, a_n(t)]y,$$  \quad (1.5)

with $a_i$ are weakly integrally separated functions.

In addition, as a corollary of Theorem 1.1, another equivalent condition for the stability of Lyapunov exponents, focusing on the properties of fundamental matrix solution but not on the coefficients of \cite{1.1}, is given in Section 2.
The second purpose of this paper is to establish the connection between weak integral separateness and nonuniform exponential dichotomy spectrum \[8,22\]. Under the condition of full nonuniform exponential dichotomy spectrum, the existence of weak integral separateness is obvious, since a full Sacker-Sell spectrum implies that (1.1) is integrally separated [3]. However, the contrary is not true in general. Example 3.1 below illustrates that a linear differential system are weakly integrally separated, which does not have a full nonuniform exponential dichotomy spectrum. The following theorem establishes the existence of full nonuniform exponential dichotomy spectrum under the condition of weak integral separateness with additional support.

**Theorem 1.2.** Assume that (1.1) with nonuniformly bounded growth is weakly integrally separated. Considering a fundamental matrix solution \( \Phi(t) = (\Phi_1(t), \ldots, \Phi_n(t)) \) of (1.1) such that the distinct Lyapunov exponents of the columns of \( \Phi \) are ordered as \( \lambda_1 > \cdots > \lambda_n \). If there exists a Lyapunov transformation \( y \leftarrow T(t)x \) transforming (1.1) into the diagonal form (1.5). For any interval \( (\lambda_i, \lambda_{i+1}) \), there exists a \( \lambda \in (\lambda_i, \lambda_{i+1}) \) such that

\[
\dot{y} = \begin{pmatrix}
a_1(t) & \cdots & 0 \\
0 & \ddots & \vdots \\
0 & \cdots & a_n(t)
\end{pmatrix} y
\]

is weakly integrally separated. Then the nonuniform dichotomy spectrum \( \Sigma_{NED}(A) \) is a full spectrum. This full spectrum is constituted by the disjoint union of \( n \) closed intervals, i.e.,

\[
\Sigma_{NED}(A) = [a_1, b_1] \cup [a_2, b_2] \cup \cdots [a_{n-1}, b_{n-1}] \cup [a_n, b_n],
\]

where \( a_1 \leq b_1 < a_2 \leq b_2 < \cdots < a_n \leq b_n \).

Furthermore, under the condition of weak integral separateness, a sufficient condition for the existence of a nonuniform exponential dichotomy is also given in Section 3.

2. **Weak integral separateness and stability of Lyapunov exponents**

One of the instability of Lyapunov exponents of (1.1) with small perturbations of the coefficients was first shown by Perron. In [17] Perron uses an example of a two-dimensional system to show that small perturbations of coefficients of a linear system can give rise to large shifts of the Lyapunov exponents. For example, consider a 2-dimensional system (see [1] p. 135 for details)

\[
\dot{x}_1 = 0, \quad \dot{x}_2 = \pi \sin \pi \sqrt{t} x_2,
\]

the perturbation

\[
Q(t) = \begin{pmatrix}
0 & \delta/\sqrt{t} \\
\delta/\sqrt{t} & 0
\end{pmatrix}
\]

shifts the greatest Lyapunov exponent of this system by one to the right even though \( \delta \) is sufficiently small. To illustrate the stability of the Lyapunov exponents under
small perturbation, a kind of stability of the Lyapunov exponents is established as follows.

**Definition 2.1.** (see [1, Def. 5.2.1]) The Lyapunov exponents $\lambda_1 \geq \cdots \geq \lambda_n$ of (1.1) are said to be stable if for any $\varepsilon > 0$ there exists a $\delta > 0$ such that

$$\sup_{t \in \mathbb{R}^+} \| B(t) \| < \delta$$

implies

$$|\lambda_i - \lambda'_i| < \varepsilon, \quad i = 1, \ldots, n.$$  \hspace{1cm} (2.1)

In the theory of differential equations, integral separation, together with some of its extensions, and modifications (for example, exponential separation, see, e.g., [6,15,16]), plays a major role in the theory of diagonalization and stability of Lyapunov exponents. On the other hand, the notion of integral separateness demands considerably from the dynamics and it is therefore of increasing interest to look for more general types about integral separation. Based on this observation, we first introduce the definition of the weak integral separateness, and then present an example which is weekly integrally separated but not integrally separated.

**Definition 2.2.** The continuous functions $g_i, i = 1, \ldots, n$, are said to be weakly integrally separated if for $i = 1, \ldots, n - 1$, there exist some constants $a, b \geq 0$ and $D \in \mathbb{R}$ such that

$$\int_s^t (g_{i+1}(\tau) - g_i(\tau)) d\tau \geq a(t - s) - bs + D, \quad t \geq s \geq 0.$$ \hspace{1cm} (2.2)

This definition mimics the classical notion of integral separateness (see e.g., [1, Def. 5.3.1] for details). Obviously, integral separateness implies weak integral separateness due to the fact $b \geq 0$, but not vice versa. We now present an example of weakly integrally separated that is not integrally separated.

**Example 2.1.** Let $\omega_1 > \omega_2 > 0$ be real parameters, the functions $\omega_1, \omega_2 t \sin t$ are not integrally separated but are weakly integrally separated.

**Proof.** It is easy to verify that

$$\int_s^t (\omega_1 - \omega_2 \tau \sin \tau) d\tau = \omega_2 t \cos t - \omega_2 s \cos s - \omega_2 \sin t + \omega_2 \sin s + \omega_1(t - s)$$

$$= (\omega_1 - \omega_2)(t - s) + \omega_2(\cos t + 1) - \omega_2(\cos s + 1) + \omega_2(\sin s - \sin t)$$

$$\geq (\omega_1 - \omega_2)(t - s) - 2\omega_2 s - 2\omega_2. \hspace{1cm} (2.2)$$

Furthermore, if $t = 2k\pi + \pi$ and $s = 2k\pi$ with $k \in \mathbb{N}$, then

$$\int_s^t (\omega_1 - \omega_2 \tau \sin \tau) d\tau = (\omega_1 - \omega_2)(t - s) - 2\omega_2 s. \hspace{1cm} (2.3)$$

Thus, the functions $\omega_1, \omega_2 t \sin t$ admit a week integral separateness. By (2.3), the perturbation $-2\omega_2 s$ in (2.2) cannot be eliminated. This means that the integral separateness is not satisfied. \hfill $\square$

The following definition about weak integral separateness is introduced for the system (1.1), which pays more attention to the properties of fundamental matrix solution than the coefficients.
Definition 2.3. Considering a fundamental matrix solution \( \Phi(t) = (\Phi_1(t), \ldots, \Phi_n(t)) \) of (1.1), \( \Phi(t) \) is said to be weakly integrally separated if for \( i = 1, \ldots, n-1 \), there exist some constants \( D > 0 \) and \( a, b \geq 0 \) such that
\[
\frac{\|\Phi_{i+1}(t)\|}{\|\Phi_{i+1}(s)\|} \geq \frac{\|\Phi_i(s)\|}{\|\Phi_i(t)\|} \geq De^{a(t-s)-bs}, \quad t \geq s \geq 0.
\] (2.4)

The following theorem compares two definitions of weak integral separateness for a diagonal system, i.e., the connection between the coefficients and the fundamental matrix. The conclusion can be easily proved due to the fact that fundamental matrix solution \( \Phi(t) = (\Phi_1(t), \ldots, \Phi_n(t)) \) can be expressed by the diagonal elements, and thus the proof is omitted. In Corollary 2.1, we will further investigate the relationship between the coefficients and the fundamental matrix solution for the system (1.1) with a general form under the condition of Lyapunov transformation.

Theorem 2.1. The diagonal system (1.5) is weakly integrally separated if and only if its diagonal coefficients are weakly integrally separated.

In [14], Palmer consider the coefficient matrix \( A \) of (1.1) in a Banach space \( B \) with the norm \( \|A\| = \sup_{t \geq 0} \|A(t)\| \), and indicate that integral separateness forms an open and dense subset of \( B \) (see also [12]). Therefore weak integral separateness is a generic property in \( B \) due to the fact that integral separateness is contained in weak integral separateness.

Before proceeding further, we recall some notations and notions, which are the keys to illustrating our main results.

Definition 2.4. A smooth invertible change of variables \( y \leftarrow T^{-1}(t)x \) is called a Lyapunov transformation if \( T, T^{-1}, \dot{T} \) are bounded.

Definition 2.5. (see [8, Def. 2.1 and Def. 2.3]) (1.1) admits a nonuniform exponential dichotomy if there exist an invariant projection \( P \), and constants \( \alpha > 0 \), \( M > 0 \), and \( \varepsilon \in [0, \alpha) \) such that
\[
\|\Phi(t)P\Phi^{-1}(s)\| \leq Me^{-\alpha(t-s)e^{\varepsilon s}}, \quad \text{for } 0 \leq s \leq t,
\] (2.5)
and
\[
\|\Phi(t)Q\Phi^{-1}(s)\| \leq Me^{\alpha(t-s)e^{\varepsilon s}}, \quad \text{for } 0 \leq t \leq s,
\] (2.6)
where \( Q = I_n - P \) is the complementary projection. Furthermore, for any fixed \( \gamma \in \mathbb{R} \), write a shifted system
\[
\dot{x} = [A(t)x - \gamma I_n] x.
\] (2.7)
Then the nonuniform dichotomy spectrum of (1.1) is the set
\[
\Sigma_{NED}(A) = \{ \gamma \in \mathbb{R} : (2.7) \text{ admits no nonuniform exponential dichotomy} \},
\] and the resolvent set \( \rho_{NED}(A) = \mathbb{R} \setminus \Sigma_{NED}(A) \) is its complements.

From the definition above, we know that the nonuniformity means that \( M \) is no longer a constant in the definition of mean-square exponential dichotomy but a function \( Me^{\varepsilon s} \) depending on the initial time \( s \) (see (2.5) and (2.6) for details). We emphasize that in comparison to the notion of (uniform) exponential dichotomies ([19, 20]), this notion is a weaker requirement. In particular, when \( \varepsilon = 0 \), we obtain the notion of (uniform) exponential dichotomy.

The existence of integral separateness can be used to prove the necessary and sufficient conditions for the stability of system (1.1) varies under small perturbations.
(see e.g., [4, Thm. 5.4.7] or [7]). However, as mentioned above, it is increasing interest to look for more general types about necessary and sufficient conditions for the stability of system (1.1) due to the fact that integral separateness needs more dynamical information, just as Example 2.1 shows that (1.2) is not integral separateness but weak integral separateness.

Before the proof Theorem 1.1, it is important to mention that Barabanov and Denisenko [2] also establish a necessary and sufficient condition for the stability of the Lyapunov exponents of (1.1) with exponential decaying perturbations by using exponentially integral separation and higher and lower Izobov exponential indices. Unlike the results in [2], Theorem 1.1 extends the condition of the coefficients matrix from uniformly bounded to nonuniformly bounded growth and establish the connection between exponential decaying perturbations and weak integral separation by using a different proof.

**Proof of Theorem 1.1.** *(Sufficiency)* Firstly, we illustrate that weak integral separateness is invariant under Lyapunov transformation. For every \( j = 1, \ldots, n \), let \( e_j \) be the unit column-vector in the \( x_j \) direction, i.e.,

\[
    e_j = (0, \ldots, 0, 1, 0, \ldots, 0)^T.
\]

Let \( \Phi_j(t) = (\Phi_{1j}(t), \ldots, \Phi_{nj}(t)) \) be the solution of (1.1) with initial value \( \Phi_j(0) = e_j \). Thus \( \Phi(t) = (\Phi_1(t), \ldots, \Phi_n(t)) \) is a principal matrix solution of (1.1). Let a weakly integrally separated system (1.1) be reduced to the system \( \dot{\mathbf{y}} = B(t)\mathbf{y} \) under a Lyapunov transformation \( \mathbf{y} = T(t)x \). we show the fundamental matrix \( T(t)\Phi(t) = (T(t)\Phi_1(t), \ldots, T(t)\Phi_n(t)) \) of this system is also weakly integrally separated.

Notice that \( T \) is a Lyapunov transformation, thus there exists a constant \( L > 0 \) such that

\[
    \|T(t)\| \leq L, \quad \|T^{-1}(t)\| \leq L \quad \text{for} \quad t \geq 0.
\]

Thus it follows easily from the inequality

\[
    \|T^{-1}(t)T(t)\Phi(t)\| \leq L\|T(t)\Phi(t)\|
\]

that

\[
    \|T(t)\Phi(t)\| \geq \frac{\|\Phi(t)\|}{L}.
\]

This inequality, under the condition (2.4), combined with \( \|T(t)\Phi(t)\| \leq L\|\Phi(t)\| \) imply that

\[
    \frac{\|T(t)\Phi_{i+1}(t)\|}{\|T(t)\Phi_{i}(t)\|}, \frac{\|T(t)\Phi_{i}(t)\|}{\|T(t)\Phi_{i+1}(t)\|} \geq \frac{1}{L^2} \frac{\|\Phi_{i+1}(t)\|}{\|\Phi_{i}(t)\|}, \frac{\|\Phi_i(s)\|}{\|\Phi_i(t)\|} \geq \frac{D}{L^2} e^{a(t-s)-bs}
\]

with \( D > 0 \) and \( a, b > 0 \).

Secondly, we show that a weakly integrally separated system is reducible to a diagonal one by using the Lyapunov transformation. Assuming that the inequality (2.4) is satisfied with the principal matrix solution \( \Phi(t) = (\Phi_1(t), \ldots, \Phi_n(t)) \) of system (1.1). From Corollary 3.3.2 and Remark 3.3.4 in [1], we know that any linear system can be reducible to a diagonal form by methods of a Lyapunov transformation if and only if the fundamental matrix \( \Phi(t) \) satisfies the condition

\[
    \frac{G(\Phi)}{\|\Phi_1(t)\|^2 \cdot \|\Phi_2(t)\|^2 \cdots \|\Phi_n(t)\|^2} = \sin^2 \alpha_1 \cdots \sin^2 \alpha_{n-1} \geq \varrho > 0 \quad \text{for} \quad t \in \mathbb{R}_+
\]
with $G(\Phi)$ is the Gram determinant of the fundamental matrix solution $\Phi(t)$, and

$$\alpha_k = \angle (L_k, \Phi_{k+1}(t)), \quad k = 1, \ldots, n - 1,$$

is the angle between $\Phi_{k+1}(t)$ and $L_k$, where $L_k$ is the $k$–dimensional vector subspace spanned by the solutions $\Phi_1(t), \Phi_2(t), \ldots, \Phi_k(t)$.

Notice that the condition of nonuniformly bounded growth \([1.3]\) is satisfied, then $\Sigma_{NED}(A)$ is a bounded closed set and $\Sigma_{NED}(A) \subseteq [-\tilde{a}, \tilde{a}]$ (See e.g., \([8]\) Lemma 2.10). Thus it follows from (1.3) that

$$\|\Phi_i(s)\| \geq \frac{1}{K} e^{-\tilde{a}(t-s)} e^{-bs}, \quad \text{for } 0 \leq s \leq t, \ 1 \leq i \leq n.$$ (2.8)

Hence, the shifted system of (1.1) satisfies

$$\dot{x} = (A(t) + \lambda I_n)x$$

of (1.1) satisfies

$$\|\Phi_i^{-\lambda}(s)\| \geq \frac{1}{K} e^{(\lambda-\tilde{a})(t-s)} e^{-bs}, \quad \text{for } 0 \leq s \leq t, \ 1 \leq i \leq n,$$ (2.9)

with $\lambda$ is sufficiently large such that $\lambda - \tilde{a} > 0$. In fact, this transformation, increases the characteristic exponents of (1.1) but does not affect in any way the angles and the stability of system (1.1). In order to simplify the presentation, we omit the shift coefficient index $\lambda$, i.e., let $\Phi_i(t) = \Phi_i^{-\lambda}(t)$. Then we try to use induction to show that all the angles $\alpha_k$ are bounded away from zero.

It is trivial for $k = 1$. Assuming that $\alpha_k$ are bounded away from zero for all $k = 2, \ldots, m$, i.e.,

$$G(\Phi_1, \ldots, \Phi_k) \|\Phi_1\|^2 \|\Phi_2\|^2 \cdots \|\Phi_k\|^2 = \sin^2 \alpha_1 \cdots \sin^2 \alpha_{k-1} \geq \rho > 0.$$ (2.9)

Now we prove (2.9) for $k = m+1$. Assume the contrary, that there exists a sequence of solutions $\Phi_m(t_i) \in L_m$ such that

$$\alpha_m(t_i) = \angle (\Phi_m(t_i), \Phi_{m+1}(t_i)) \to 0, \quad \text{as } t_i \to +\infty.$$ (2.10)

Without loss of generality, we assume that

$$\|\Phi_m(s_i)\| = \|\Phi_{m+1}(s_i)\| = 1.$$ (2.10)

Then,

$$\|\Phi_{m+1}(t_i) - \Phi_m(t_i)\| \to 0 \quad \text{as } t_i \to +\infty.$$ (2.11)

On the other side, it follows from \([1.3], \ [2.4], \ [2.8]$$ and $\lambda - \tilde{a} > 0$ that

$$\|\Phi_{m+1}(t_i) - \Phi_m(t_i)\| \geq \|\Phi_{m+1}(t_i)\| - \|\Phi_m(t_i)\|$$

$$= \|\Phi_{m+1}(s_i)\| \|\Phi_{m+1}(t_i)\| - \|\Phi_{m+1}(s_i)\| \|\Phi_m(t_i)\| \right\| \left( \|\Phi_m(t_i)\| \|\Phi_{m+1}(s_i)\| \right)$$

$$\geq \frac{1}{K} e^{(\lambda-\tilde{a})(t_i-s_i)} e^{-bs_i} \left( 1 - \frac{1}{D} e^{-a(t_i-s_i)} e^{bs_i} \right) > \frac{1}{2}.$$ (2.11)

The last inequality above can be guaranteed by letting $t_i - s_i$, sufficiently large for any fixed $s_i$. The inequality obtained above contradicts the condition (2.11), which is due to the hypothesis (2.10). Thus the inequality (2.10) holds for $k = m + 1$. 

Now we prove that (1.1) is stable with the perturbations of the coefficient matrix being exponential decaying. Assume that diagonal system (1.1) is weakly integrally separated, from the above proof, there exists a Lyapunov transformation, which can reduce (1.1) into a diagonal one such that diagonal coefficients are ordered as

\[ \int_s^t (a_{i+1}(\tau) - a_i(\tau)) d\tau \geq a(t-s) - bs - D, \quad i = 1, \ldots, n-1, \quad t \geq s \geq 0 \]

with \( a \geq 0, b \geq 0 \) and \( D \in \mathbb{R} \). It follows from the condition of nonuniformly bounded growth (1.3) that the Cauchy matrix of (1.5) defined by \( \Phi(t,s) = \Phi(t)\Phi^{-1}(s) \) satisfies

\[ \|\Phi(t,s)\| \leq Ke^{\lambda(t-s)}e^{bs}, \quad \text{for} \quad 0 \leq s \leq t \]

with \( \Phi(t) \) is a principal matrix solution of (1.5). This mean that the shifted system \( \dot{y} = (\text{diag}[a_1(t), \ldots, a_n(t)] - \lambda I_n)y \) of (1.5) satisfies a nonuniform exponential contraction

\[ \|\Phi^\lambda(t,s)\| \leq Ke^{-(\lambda - \tilde{a})(t-s)}e^{bs}, \quad \text{for} \quad 0 \leq s \leq t \]  

(2.12)

with \( \lambda - \tilde{a} > 0 \) and \( \tilde{b} \geq 0 \). As mentioned above, this transformation does not affect in any way the stability of system (1.5). In order to simplify the presentation, we omit the shift coefficient index \( \lambda \), i.e., we set \( \Phi(t,s) = \Phi^\lambda(t,s) \). To prove that the Lyapunov exponents of (1.5) are stable it suffices to show that the Lyapunov exponents of the shifted system (2.12) satisfy the condition of the stability.

Now let \( \Psi(t,s) \) be the Cauchy matrix of the perturbed system

\[ \dot{y} = (\text{diag}[a_1(t), \ldots, a_n(t)] - \lambda I_n + B(t))y. \]  

(2.13)

Let

\[ J = \{(t,s) \in \mathbb{R}^+ \times \mathbb{R}^+ : t \geq s \geq 0\}, \]

and set

\[ \mathcal{X} = \{\Psi : J \to B(\mathbb{R}^n) : \Psi \text{ is continuous and } \|\Psi\| < \infty\}, \]

which is a Banach space with the norm

\[ \|\Psi\|_\mathcal{X} = \sup\{\|\Psi(t,s)\|e^{-bs} : (t,s) \in J\}. \]

Let

\[ (L\Psi)(t,s) = \Phi(t,s) + \int_s^t \Phi(t,\tau)B(\tau)\Psi(\tau,s)d\tau \]

for every \( \Psi \in \mathcal{X} \). Then, for each \( \Psi_1, \Psi_2 \in \mathcal{X} \), one has

\[ \|(L\Psi_1)(t,s) - (L\Psi_2)(t,s)\| \leq \int_s^t \|\Phi(t,\tau)\| \cdot \|B(\tau)\| \cdot \|\Psi_1(\tau,s) - \Psi_2(\tau,s)\| d\tau \]

\[ \leq K\delta e^{bs}\|\Psi_1 - \Psi_2\|_\mathcal{X} \int_s^t e^{-(\lambda - \tilde{a})(t-\tau)} d\tau. \]

This means that

\[ \|(L\Psi_1) - (L\Psi_2)\|_\mathcal{X} \leq \frac{K\delta}{\lambda - \tilde{a}} \|\Psi_1 - \Psi_2\|_\mathcal{X} \]

due to the fact \( \lambda - \tilde{a} > 0 \). Moreover, \( \delta < (\lambda - \tilde{a})/K \) implies the operator \( L : \mathcal{X} \to \mathcal{X} \) is a contraction. Hence, there exists a unique \( \Psi \in \mathcal{X} \) such that \( L\Psi = \Psi \) which satisfies

\[ \Psi(t,s) = \Phi(t,s) + \int_s^t \Phi(t,\tau)B(\tau)\Psi(\tau,s)d\tau. \]
This gives the inequality of the form
\[
\|\Psi(t,s)\| \leq \|\Phi(t,s)\| + \int_s^t \|\Phi(t,\tau)\| \cdot \|B(\tau)\| \cdot \|\Psi(\tau,s)\| d\tau.
\] (2.14)

It follows from (2.14) that
\[
\left\| \frac{\Psi(t,s)}{\Phi(t,s)} \right\| \leq 1 + \int_s^t \|B(\tau)\| \cdot \left\| \frac{\Psi(\tau,s)}{\Phi(\tau,s)} \right\| d\tau.
\]

Set now \(z(t) := \|\Psi(t,s)/\Phi(t,s)\|\) with any fixed initial point \(s \in [0,t]\), the inequality above implies that
\[
z(t) \leq \int_s^t \|B(\tau)\| d\tau \leq e^{\delta(t-s)}.
\]

By using the inequality above, and the equality
\[
\lim sup_{t \to \infty} \frac{1}{t} \ln \|f(t)\| = -\lim inf_{t \to \infty} \frac{1}{t} \ln \|1/f(t)\|,
\]
one can easily verify that
\[
|\lambda_i - \hat{\lambda}_i| = |\lambda(\Psi(t,s)e_i) - \lambda(\Phi(t,s)e_i)|
\]
\[
= \left| \lim sup_{t \to \infty} \frac{\ln \|\Psi(t,s)e_i\|}{t} - \lim sup_{t \to \infty} \frac{\ln \|\Phi(t,s)e_i\|}{t} \right|
\]
\[
\leq \left| \lim sup_{t \to \infty} \frac{\ln \|\Psi(t,s)e_i\|}{t} - \lim inf_{t \to \infty} \frac{\ln \|\Phi(t,s)e_i\|}{t} \right|
\]
\[
= \left| \lim sup_{t \to \infty} \frac{\ln \|\Psi(t,s)e_i\|}{t} + \lim sup_{t \to \infty} \frac{\ln \|1/(\Phi(t,s)e_i)\|}{t} \right|
\]
\[
\leq \delta
\]
for \(i = 1, \ldots, n\). Now the stability (2.1) follows with \(\delta < \varepsilon\).

(Necessity) Assume that the system (1.5), which has distinct characteristic exponents \(\lambda_1 > \cdots > \lambda_n\), is stable with the perturbations of the coefficient matrix being exponential decaying, i.e., \(\|B(t)\| \leq \delta e^{-\beta t}\). By virtue of the method of variation of constants, any Cauchy matrix of
\[
\dot{y} = (\text{diag}[a_1(t), \ldots, a_n(t)]) e^{\beta t} + B(t)e^{\beta t})y.
\] (2.15)
satisfies the integral equation
\[
y(t) = \Phi(t,s)y(t_0) + \int_s^t \Phi(t,\tau)B(\tau)e^{\beta \tau}y(\tau)d\tau,
\]
where \(\Phi(t,s)\) is the Cauchy matrix of
\[
\dot{y} = \text{diag}[a_1(t), \ldots, a_n(t)] e^{\beta t} y.
\] (2.16)

Note that \(\|B(t)e^{\beta t}\| \leq \delta\) for all \(t \geq 0\), following the same methods as in the proof of the sufficiency, we can prove that (2.16) is stable with the perturbation \(B(t)e^{\beta t}\). Thus it follows from Bylov and Izobov’s result [7] that the diagonal elements of (2.16) are integrally separated, that is, there exist some constants \(\hat{a} > 0\) and \(D \in \mathbb{R}\) such that
\[
\int_s^t (a_i(\tau) - a_{i+1}(\tau))e^{\beta \tau} d\tau \geq \hat{a}(t-s) - D, \quad t \geq s \geq 0.
\] (2.17)
Thus, to prove (1.5) is weakly integrally separated, it suffices to prove that

$$\int_{s}^{t} (a_{i+1}(\tau) - a_i(\tau))d\tau \geq a(t - s) - bs - D, \quad t \geq s \geq 0$$  \hspace{1cm} (2.18)

for \( i = 1, \ldots, n - 1 \) and some constants \( a, b \geq 0 \) and \( D \in \mathbb{R} \).

In fact, if \( a_{i+1}(\tau) - a_i(\tau) \geq 0 \) on any interval \([s, t]\), the inequality (2.18) holds with \( a, b, D = 0 \). Conversely, if \( a_{i+1}(\tau) - a_i(\tau) \leq 0 \) on any interval \([s, t]\), the condition (2.17) does not hold due to the fact that the right side of (2.17) is always positive with any interval \([s, t]\) large enough.

Now we prove the nontrivial case: \( a_{i+1}(\tau) - a_i(\tau) \leq 0 \) on the disjoint union of finite closed intervals, i.e., \( \bigcup_k [s_k, t_k] \). It follows from (2.17) that

$$D \geq \int_{s_k}^{t_k} -(a_{i+1}(\tau) - a_i(\tau))e^{\beta \tau}d\tau + \hat{a}(t - s)$$

$$\geq \int_{s_k}^{t_k} -(a_{i+1}(\tau) - a_i(\tau))d\tau + \hat{a}(t - s).$$

This gives (2.18) with \( a = \hat{a} \), and \( b = 0 \). Thus the proof of the necessity is complete. \( \square \)

Let \( \tilde{z}_1(t) := \|\Psi(t, s)\| \) with any fixed initial point \( s \in [0, t] \), it follows from (2.12) and (2.14) that for \( \|B(t)\| \leq \delta e^{-bs} \),

$$\tilde{z}_1(t) \leq Ke^{-(\lambda - \hat{a})(t-s)+bs} + \delta K \int_{s}^{t} e^{-(\lambda - \hat{a})(t-\tau)}\tilde{z}_1(\tau)d\tau \quad t \geq s \geq 0.$$  \hspace{1cm} (2.19)

Consider the continuous function \( \tilde{z}_2(t) \) satisfies the integral function

$$\tilde{z}_2(t) = Ke^{-(\lambda - \hat{a})(t-s)+bs} + \delta K \int_{s}^{t} e^{-(\lambda - \hat{a})(t-\tau)}\tilde{z}_2(\tau)d\tau \quad t \geq s \geq 0.$$  \hspace{1cm} (2.19)

It is easy to prove that the integral function (2.19) is equivalent to the differential equation \( \tilde{z}_2'(t) = (\delta k - \lambda + \hat{a})\tilde{z}_2(t) \) with the initial condition \( \tilde{z}_2(s) = Ke^{bs} \). Hence, there exist a unique solution

$$\tilde{z}_2(t) = Ke^{(\delta k - \lambda + \hat{a})(t-s)+bs}$$

of the integral equation (2.19). Thus, obviously,

$$\|\Psi(t, s)\| \leq \tilde{z}_2(t) = Ke^{-(\lambda - \hat{a} - \delta k)(t-s)+bs}.$$  \hspace{1cm} (2.20)

This shows that the Cauchy matrix \( \Psi(t, s) \) of the perturbed system (2.13) also admits a nonuniform exponential contraction with \( \delta > 0 \) small enough. Furthermore, Cauchy matrix \( \Psi(t, s) \) of the perturbed system (1.4) admits a nonuniform exponential contraction follows from the proof Theorem 1.1 with \( \hat{a} < 0 \). More precisely, the trivial solution of (1.4) is also asymptotically and exponentially stable with sufficiently small \( \delta > 0 \) if the trivial solution of (1.1) is asymptotically and exponentially stable.

**Corollary 2.1.** Assume that the system (1.1) with nonuniformly bounded growth has distinct Lyapunov exponents \( \lambda_1 > \cdots > \lambda_n \). Then they are stable with the perturbations of the coefficient matrix being exponentially decaying if and only if there exists a fundamental matrix solution with weakly integrally separated columns.
Proof. For the proof of Corollary 2.1, it suffices to show that a fundamental matrix solution of (1.1) with weakly integrally separated columns and the weakly integrally separated diagonal coefficients $a_i$ of (1.5) are equivalent. In fact, assume that $\Phi(t) = (\Phi_1(t), \ldots, \Phi_n(t))$ is a fundamental matrix solution of system (1.1), and let

$$T^{-1}(t) = \begin{bmatrix} \Phi_1(t) & \Phi_2(t) & \cdots & \Phi_n(t) \\ \|\Phi_1(t)\| & \|\Phi_2(t)\| & \cdots & \|\Phi_n(t)\| \end{bmatrix}$$

be a Lyapunov transformation, which satisfies

$$T(t)\Phi(t) = \text{diag}[\|\Phi_1(t)\|, \ldots, \|\Phi_n(t)\|].$$

This implies

$$Y(t) = \text{diag}[\|\Phi_1(t)\|, \ldots, \|\Phi_n(t)\|]$$

is the fundamental matrix of (1.5) and

$$\text{diag}[a_1(t), \ldots, a_n(t)] = \frac{Y(t)}{Y(t)} = \text{diag} \left[ \frac{d}{dt} \ln \|\Phi_1(t)\|, \ldots, \frac{d}{dt} \ln \|\Phi_n(t)\| \right].$$

Then we have

$$\int_s^t (a_{i+1}(\tau) - a_i(\tau)) d\tau = \ln \left( \frac{\|\Phi_{i+1}(t)\|}{\|\Phi_{i+1}(s)\|} \cdot \frac{\|\Phi_i(s)\|}{\|\Phi_i(t)\|} \right), \quad i = 1, \ldots, n-1,$$

for $0 \leq s \leq t$, and this means that

$$\frac{\|\Phi_{i+1}(t)\|}{\|\Phi_{i+1}(s)\|} \cdot \frac{\|\Phi_i(s)\|}{\|\Phi_i(t)\|} \geq e^{D(e^{\alpha(t-s)}-bs)} \Leftrightarrow \int_s^t (a_{i+1}(\tau) - a_i(\tau)) d\tau \geq a(t-s) - bs + D$$

with $a, b \geq 0$ and $D \in \mathbb{R}$. \hfill $\Box$

3. Weak integral separateness and nonuniform exponential dichotomy spectrum

In this section we try to establish the connection between weak integral separateness and nonuniform exponential dichotomy spectrum.

The following theorem can be used to illustrate the existence of weak integral separateness under full spectrum $\Sigma_{NED}(A)$. This result of uniform type ($b = 0$ in (2.1)) is given in [3, p. 231]. Here we give a different proof based on the shift system.

**Theorem 3.1.** Assume that (1.1) has a full nonuniform spectrum, i.e.,

$$\Sigma_{NED}(A) = \bigcup_{i=1}^n [a_i, b_i].$$

Then there exists a fundamental matrix solution with weakly integrally separated columns.

Proof. Let $\lambda_1 = (a_2 + b_1)/2$. Obviously, $\lambda_1 \in \rho_{NED}$, and this means that a fundamental matrix $\Phi_{\lambda_1}(t)$ of the shift system

$$\dot{x} = [A(t)x - \lambda_1 I_n] x$$

admits a nonuniform exponential dichotomy

$$\|\Phi_{\lambda_1}(t)P\Phi_{\lambda_1}^{-1}(s)\| \leq M e^{-\alpha(t-s)} e^{cs}, \quad \text{for} \quad 0 \leq s \leq t,$$

$$\|\Phi_{\lambda_1}(t)(I_n - P)\Phi_{\lambda_1}^{-1}(s)\| \leq M e^{\alpha(t-s)} e^{cs}, \quad \text{for} \quad 0 \leq t \leq s,$$
with $\alpha > 0$, $\varepsilon \in [0, \alpha)$, and

$$P = \begin{pmatrix} I_{(n-1)\times(n-1)} & 0_{(n-1)\times1} \\ 0_{1\times(n-1)} & 0 \end{pmatrix}$$

Thus, following the method in [1, Lemma 5.1.1], we can prove

$$\|\Phi_1(t)\|\cdot e^{\lambda_1(t-s)} = \|\Phi_{\lambda_1}(t)P\Phi_{\lambda_1}^{-1}(s)\| \leq Me^{-\alpha(t-s)}e^{\varepsilon s}, \quad \text{for } 0 \leq s \leq t. \quad (3.1)$$

and

$$\|\Phi_j(t)\|\cdot e^{\lambda_1(t-s)} \leq \max_{\|b\|=1} \|\Phi_{\lambda_1}(t)(I_n - P)\Phi_{\lambda_1}^{-1}(s)b\| \leq Me^{\alpha(t-s)}e^{\varepsilon s} \quad (3.2)$$

for $0 \leq t \leq s$, and $j = 2, \ldots, n$. Then

$$\frac{\|\Phi_2(t)\|}{\|\Phi_2(s)\|} \cdot \frac{\|\Phi_1(s)\|}{\|\Phi_1(t)\|} \geq \frac{1}{M^2}e^{2\alpha(t-s)}e^{2\varepsilon s}.$$ 

Repeating the procedure (3.1)-(3.2) for $\lambda_i = (a_{i+1} + b_i)/2$ for all $i = 2, \ldots, n - 1$, and this completes the proof.

On the contrary, the result is not true. In the following, we provides a simple example illustrating that weak integral separateness does not guarantee the existence of full nonuniform dichotomy spectrum.

**Example 3.1.** Consider a diagonal system

$$\dot{x}_1 = (2 - 2t \sin t)x_1, \quad \dot{x}_2 = (4 - 3t \sin t)x_2. \quad (3.3)$$

From [8, Example 2.1], we know that $\Sigma_{NED}(A) = [\lambda - a, \lambda + a]$ for

$$\dot{x} = (\lambda - at \sin t)x.$$ 

Hence, the nonuniform dichotomy spectrum $\Sigma_{NED} = [0, 4] \cup [1, 7]$ of (3.3) overlap and interact. Meanwhile,

$$\frac{|x_2(t)|}{|x_2(s)|} \cdot \frac{|x_1(s)|}{|x_1(t)|} \geq e^{t-s}e^{2\varepsilon s}, \quad 0 \leq s \leq t,$$

so that $x_1$ and $x_2$ are weakly integrally separated.

Based on this research, we have to find more information about full nonuniform dichotomy spectrum. In order to achieve this goal, we first consider the existence conditions of nonuniform exponential dichotomy. In fact, in the case of constant coefficients, only uniform exponential dichotomy can exist if and only if the eigenvalues of the coefficient matrix have nonzero real parts. In view of this idea, if one wants to prove that a linear differential system has a nonuniform exponential dichotomy, it is necessary to find a subspace of solutions with a nonuniformly bounded growth and a complementary subspace of solutions with a nonuniformly bounded decay. the following theorem establish a sufficient but not necessary condition for the existence of a nonuniform exponential dichotomy with $A(t)$ bounded away from zero.

**Theorem 3.2.** Assume that system [1] with nonuniformly bounded growth is weakly integrally separated, and $\inf_{t \geq 0} |\det A(t)| > 0$ holds. Then [1] has a nonuniform exponential dichotomy (2.5)-(2.6).
**Proof.** It is easy to see from the proof of Theorem 1.1 that a weakly integrally separated system is reducible to a diagonal one by using the Lyapunov transformation. Moreover, nonuniform exponential dichotomy is invariant under Lyapunov transformation. In fact, assume that (1.5) admits a nonuniform exponential dichotomy for a fundamental matrix $\Phi(t)$ with a Lyapunov transformation $y \leftarrow T(t)x$ such that $T(t)\Phi(t) = \Phi(t)$, where $\Phi(t)$ is a fundamental matrix solution of (1.1). Then by the condition of Lyapunov transformation, i.e., there exists a constant $L > 0$ such that

$$\|T(t)\| \leq L, \quad \|T^{-1}(t)\| \leq L \quad \text{for} \quad t \geq 0,$$

we obtain

$$\|\Phi(t)P\Phi^{-1}(s)\| = \|T(t)\Phi(t)P\Phi^{-1}(s)T^{-1}(s)\| \leq \|T(t)\| \cdot \|\Phi(t)P\Phi^{-1}(s)\| \cdot \|T^{-1}(s)\| \leq L^2 M e^{-\alpha(t-s)} e^{\epsilon s}, \quad 0 < s \leq t.$$  

A similar argument shows that

$$\|\Phi(t)(I_n - P)\Phi^{-1}(s)\| \leq L^2 M e^{\alpha(t-s)} e^{\epsilon s}, \quad 0 < t \leq s,$$  

and hence the fundamental matrix solution $\Phi(t)$ admits a nonuniform exponential dichotomy. Thus, it suffices to prove that (1.5) with nonuniformly bounded growth admits a nonuniform exponential dichotomy.

Naturally, since (1.1) is weakly integrally separated, it follows from Theorem 1.1 that system (1.5) can be rewritten as

$$\begin{align*}
\dot{x}_i &= a_i(t)x_i \quad (i = 1, \ldots, k - 1) \\
\dot{x}_k &= a_k(t)x_k \\
\dot{x}_i &= a_i(t)x_i \quad (i = k + 1, \ldots, n),
\end{align*}$$

with

$$\exp\left(\int_s^t (a_{i+1}(\tau) - a_i(\tau))d\tau\right) \geq De^{\alpha(t-s)-bs}, \quad i = 1, \ldots, n-1, \quad t \geq s \geq 0. \quad (3.4)$$

Note that $\inf_{t \geq 0} |\det A(t)| > 0$. We assume, without loss of generality, that $a_k(t) < -\epsilon < 0$. Thus the scalar equation

$$\dot{x}_k = a_k(t)x_k$$

has an exponential dichotomy, i.e., for $\epsilon > 0$ such that for $0 \leq s \leq t$,

$$\exp\left(\int_s^t a_k(\tau)d\tau\right) \leq e^{-\epsilon(t-s)}.$$  

Then, by (3.4),

$$\exp\left(\int_s^t a_{k-1}(\tau)d\tau\right) = \exp\left(\int_s^t (a_{k-1}(\tau) - a_k(\tau))d\tau\right) \cdot \exp\left(\int_s^t a_k(\tau)d\tau\right) \leq \frac{1}{D} e^{-a(t-s)+bs} e^{-\epsilon(s-t)} = e^{-(a+\epsilon)(t-s)+bs}.$$  

Repeating this argument we see that each of the first $k$ equations in (1.5) has a nonuniform exponential dichotomy. If $k = n$ we are finished with $P = I_n$. So suppose that $k < n$, thus it follows from $\inf_{t \geq 0} |\det A(t)| > 0$ that $a_{k+1}(t) > \epsilon > 0$. Thus the scalar equation

$$\dot{x}_{k+1} = a_{k+1}(t)x_{k+1}$$
has an exponential dichotomy, i.e., for $\epsilon > 0$ such that for $0 \leq t \leq s$,
\[
\exp \left( \int_t^s a_{k+1}(\tau)d\tau \right) \leq e^{-\epsilon(s-t)}.
\]

Then, by (3.4),
\[
\exp \left( \int_t^s a_{k+2}(\tau)d\tau \right) = \exp \left( \int_t^s (a_{k+2}(\tau) - a_{k+1}(\tau))d\tau \right) \cdot \exp \left( \int_t^s a_{k+1}(\tau)d\tau \right)
\leq \frac{1}{D} e^{-a(t-s)+bs} e^{-\epsilon(s-t)} = e^{-(a+\epsilon)(t-s)+bs}.
\]

Repeating this argument we can deduce each of the last $(n-k)$ equations in (1.5) has a nonuniform exponential dichotomy. This means that (1.5), and then (1.1) has a nonuniform exponential dichotomy, and thus we are finished.

Based on the observation of nonuniformly bounded growth, the aim of the following theorem is to give a sufficient condition for the existence of nonuniform dichotomy spectrum.

**Theorem 3.3.** Assume that system (1.5) with nonuniformly bounded growth is weakly integrally separated. Considering a matrix solution $\Phi(t) = (\Phi_1(t), \ldots, \Phi_n(t))$ of (1.5) such that distinct Lyapunov exponents of the columns of $\Phi$ are ordered as $\lambda_1 > \cdots > \lambda_s$ for some $s \leq n$ with some multiplicity $k_i$ at $\lambda_i$, i.e., $\sum_{m=1}^s k_m = n$. If there exists a $\lambda \in (\lambda_j, \lambda_{j+1})$ such that for $j = \sum_{m=1}^i k_m$,

\[
\dot{y} = \begin{pmatrix} a_1(t) \\ \vdots \\ a_j(t) \\ \lambda \\ a_{j+1}(t) \\ \vdots \\ a_n(t) \end{pmatrix} y
\]  

(3.5)

is weakly integrally separated. Then the nonuniform dichotomy spectral intervals can be splitted into two disconnected subdomains.

**Proof.** Firstly, it is trivial to know that Lyapunov exponents is contained within nonuniform dichotomy spectral intervals. In fact, let $\lambda_j = \lambda(\Phi(t)P_j\Phi^{-1}(s)) \in \Sigma_{NED}(A)$, $j = 1, \ldots, s$ be a Lyapunov exponent with any fixed initial point $s \in [0, t]$, where $P_j$ is a projection of the form $P_j = \begin{pmatrix} I_j & 0 \\ 0 & 0 \end{pmatrix}$ with $j = \sum_{m=1}^i k_m$. Then the Lyapunov exponent of the shifted system

\[
\dot{y} = (\text{diag}[a_1(t), \ldots, a_n(t)] - \lambda_j I_n)y
\]

of (1.5) is written as

\[
\lambda(\Phi_{\lambda_j}(t)P_j\Phi_{\lambda_j}^{-1}(s)) = \limsup_{t \to \infty} \frac{\|\Phi_{\lambda_j}(t)P_j\Phi_{\lambda_j}^{-1}(s)\|}{t} = 0,
\]

which contradicts to the condition

\[
\|\Phi_{\lambda_j}(t)P_j\Phi_{\lambda_j}^{-1}(s)\| \leq M e^{-\alpha(t-s)} e^{\epsilon s}, \quad \text{for} \quad 0 \leq s \leq t,
\]

\[
\|\Phi_{\lambda_j}(t)(I_n - P_j)\Phi_{\lambda_j}^{-1}(s)\| \leq M e^{\alpha(t-s)} e^{\epsilon s}, \quad \text{for} \quad 0 \leq t \leq s,
\]
with $\alpha > 0$, $\varepsilon \geq 0$. That is to say, $\lambda_j \in \rho_{NED}(A)$.

Now we show that the nonuniform dichotomy spectral intervals can be split into two disconnected subdomains. Thus, it follows from (3.5) are weakly integrally separated and Lyapunov exponents of the columns of $\Phi$ are ordered as $\lambda_1 > \cdots > \lambda_s$ that

$$e^{\lambda(t-s)}e^{-\int_s^t a_j(\tau)d\tau} \geq De^{a(t-s)-bs}, \text{ for } 0 \leq s \leq t,$$

and

$$e^{-\lambda(t-s)}e^{\int_s^t a_{j+1}(\tau)d\tau} \geq De^{a(t-s)-bs}, \text{ for } 0 \leq s \leq t. \quad (3.6)$$

From (3.6)-(3.7) we know that

$$e^{\int_s^t a_j(\tau)d\tau} \leq \frac{1}{D}e^{-(\lambda+a)(t-s)+bs}, \text{ for } 0 \leq s \leq t,$$

and

$$e^{\int_s^t a_{j+1}(\tau)d\tau} \leq \frac{1}{D}e^{-(\lambda-a)(t-s)+bs}, \text{ for } 0 \leq t \leq s.$$

Then following the same induction method in the proof of Theorem 3.2 we can prove that each of the first $j$ equations and each of the last $(n-j)$ equations in the shifted system of (1.5) has a nonuniform exponential dichotomy. This means that the nonuniform dichotomy spectral intervals can be split into two disconnected subdomains.

Proof of Theorem 1.2. By the proof of Theorem 1.1 is reducible to a diagonal system. Corollary 2.11 in [8] and Theorem 3.3 now imply the existence of the full nonuniform dichotomy spectrum.
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