Understanding CNNs from excitations
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Abstract

For instance-level explanation, in order to reveal the relations between high-level semantic information and detailed spatial information, this paper proposes a novel cognitive approach to neural networks, which named PANE. Under the guidance of PANE, a novel saliency map representation method, named IOM, is proposed for CNN-like models. We make the comparison with eight state-of-the-art saliency map representation methods. The experimental results show that IOM far outperforms baselines. The work of this paper may bring a new perspective to understand deep neural networks.

1 Introduction

Instance-level explanation (local explanation) focuses on revealing the impact of different parts of the input example on the output of the model [1]. However, the features as well as high-level semantics extracted by DNNs are usually incomprehensible. Especially in computer vision tasks, the image features extracted by the models are usually abstract. In order to interpret these abstract information, several kinds of methods are proposed, e.g. visualization [6], perturbation [11] and linearization [17]. However, there is a fundamental question of what exactly the signals in a neural networks mean. Previous works [18, 7] are usually divides the signals into spatial information and high-level semantic information [12]. Then, they use spatial information or high-level semantic information or both information to reveal the operation of the model. And, two questions are generated. The first question is what is the relationship between these two pieces of information? Unfortunately, there is no clear conclusion yet. Another question is human-defined spatial information will make the mapping relationship between output and input inaccurate.

In this paper, with the particularity of instance-level explanations, we attempt to unify the two kinds of information from the perspective of signal excitation and give an explanation of how the two directly interact from a numerical perspective. We name this method PANE (Positive And Negative Excitation). We also show how PANE works on different specific layers and derive the transitivity of excitation. Further more, under the guidance of PANE, we propose a saliency map representation method, named IOM (Input-output mapping). Benefit from PANE, IOM can observation pixel-level saliency map representation, which means the effect of each pixel and each color channel in the image can be obtained. To the best of our knowledge, this is the first method to convert spatial information and high-level semantic information losslessly. This is also the first pixel-level saliency map representation method.

The overall contributions of our paper are:

1. We provide a novel way to understand neural networks from the perspective of positive signal and negative signal, named PANE. In this sight, all signals can be unified and divided strictly. With the transitivity of excitation, the correlations among output of all layers can be obtained.
2. Under the guidance of PANE, we realize a novel saliency map representation method, named IOM. This method can generate saliency map and analyze the correlation between input instances and features in each dimension.

3. We comparison IOM with eight SOTA methods. Experimental results show that IOM significantly outperforms existing competing methods.

2 Positive and Negative Excitation

Let’s go back to the bottom of the calculation. The very basic operations in convolution neural networks are addition and multiplication. And the parameters in CNNs, which include input and output of each layer as well as the weights, are usually real numbers. And we all know that real numbers have positive, negative and zero. We call the sign of a real number its explicit property, e.g. 1 is shown as positive. When it comes to a complex signal, what depends the explicit property of the excitation signal $v$ is the positive correlation coefficiency of $a$. We name this thought with PANE ((P)ositive (A)nd (N)egative (E)xcitation). It is worth noting that, in logarithmic function $\ln(x)$, $x > 0$ is not equal to real number 0, are dismissed. Most of the common layers in CNNs meet the conditions we discussed. We will specially show the derivations in the following section.
3 The Excitation in specific layers

In instance-level explanation, the input signal is fixed. This makes all signals in the entire network a deterministic state. Thus, the input and output of any layer in the network is fixed too. Then, when we study the influence from some parts of input, all other parameters can be treated as known weights. Combining the above and PANE, we will derive excitation signals for some common layers in CNNs individually. We will also discuss how high-level semantic information and spatial information interact with each other.

3.1 Linear layer

Linear layer is usually used as the full connection layer in CNN. Because it is the basic layer in machine learning, we choose to talk this layer first. The expression of a classic linear layer is:

$$ Y = w \cdot X + b $$

where, $X$ is the input signal, $w$ is the weight, $b$ is the bias and $Y$ is the output signal. Here we assume $X \in \mathbb{R}^{M \times N}$, $Y \in \mathbb{R}^N$, $b \in \mathbb{R}^N$ and $w \in \mathbb{R}^{N \times M}$. For fixed $w$ and $b$, the part which is actually correlated with $X$ is $Y' = Y - b$. According to the example listed in the above section, the positive excitation signals of each element in $Y'$ can be obtained. Here, we build excitation matrices to record the corresponding excitation signals of $Y'$. The each element in positive matrix is represented as:

$$ \text{Exc}(Y'_{x})_{i,j} = \begin{cases} 0, & \text{if } \{w_{i,j} \times X_{j}\} \notin Y'_{i} \setminus \{w_{i,j} \times X_{j}\} \\ w_{i,j}, & \text{if } \{w_{i,j} \times X_{j}\} \in Y'_{i} \end{cases} $$

The specific value of each element in $\text{Exc}(Y'_{x})$ is the positive coefficient. When the value is equal to zeros, it means that this part of the input signal is not positive correlated with the corresponding output dimension. The negative excitation signal $\text{Exc}(Y'_{x})$ as well as the zero excitation signal $\text{Exc}(Y'_{x})$ has the similar way to be obtained. Since any $Y$ has a fixed influence from bias $b$, the excitation of $Y'$ actually is also the excitation of $Y$.

3.2 Convolution layer

The convolutional layer is the most representative and important layer in CNN. The general expression of convolution is:

$$ Y = X \ast f $$

where $X$ is the input signal, $f$ is the convolution kernel and $Y$ is the output signal. In image convolution, this can be defined as $X \in \mathbb{R}^{M \times N}$, $f \in \mathbb{R}^{N \times N}$ and a stride parameter $s$, which indicates the sliding step size of the convolution kernel $f$. Then, the output $Y \in \mathbb{R}^{((M-m)/s+1) \times ((N-n)/s+1)}$ (shorten with $Y \in \mathbb{R}^{o \times o}$, where $o_1 = [(M-m)/s] + 1$ and $o_2 = [(N-n)/s] + 1$). This can be rewritten into a linear form.

$$ Y^{\text{trans}} = X^{\text{trans}} \cdot f^{\text{trans}} $$

where $Y^{\text{trans}} \in \mathbb{R}^{o_1 \times o_2}$, $X^{\text{trans}} \in \mathbb{R}^{o_1 \times o_2}$ and $f^{\text{trans}} \in \mathbb{R}^{m \times n}$. $Y^{\text{trans}}$ and $f^{\text{trans}}$ are the vector expansion of $Y$ and $f$. $X^{\text{trans}}$ is the complex expansion of $X$ according to $f$. The relationship of elements in $X^{\text{trans}}$ and $X$ is

$$ X^{\text{trans}}_{i,j} = X_{i/o_1 \cdot s+j/m, (i/o_1 \% o_2) \cdot s+j \% m} $$

where, $i \in [0, m-1]$ and $j \in [0, n-1]$. Thus, the original convolution is equivalent to such linear layer. Then the excitation can be obtained with similar way in linear layer.

We also provide a tensor form of excitation. For any element $Y_{k,l} \in Y$, where $k \in [0, o_1 - 1]$ and $l \in [0, o_2 - 1]$, it is only calculated by the certain slice of $X$. The process is

$$ Y_{k,l} = \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} X_{k,s+i,l,s+j} \cdot f_{i,j} $$

The size of the slice is equal to the size of $f$. Thus, the excitation of each element in output $Y$ is the corresponding slice from input $X$. The specific excitation can be than obtained, e.g. $\text{Exc}(Y'_{x}) \in \mathbb{R}^{o_1 \times o_2 \times m \times n}$. When we explicitly embody the spatial information in the excitation, the corresponding excitation can be expressed as $\text{Exc}(Y'_{x}) \in \mathbb{R}^{o_1 \times o_2 \times M \times N}$, where the value of the same place as the slice position is equal and the other places are 0.
3.3 Activation layer

Activation functions filter the input signal and rectify them into a predetermined output distribution. Usually, activation functions are non-linear functions. For an instance-level explanation, the correlations between a fixed input signal and the corresponding output can be modeled with a linear mapping. For CNN based networks, we only discuss the ReLU activation as an example, whose express is

$$ReLU(x) = \max(x, 0)$$

It is a linear function when $x > 0$. And, it masks those negative values in input signal. Thus, ReLU has no negative excitation. The positive excitation signals are the elements whose value is greater than zero. Rest elements belong to the zero excitation. The coefficiencies of all positive excitation signals are 1.

3.4 Pooling layer

Pooling layer is utilized to expand the receptive field of input signal. Here, we choose Max Pooling and Average Pooling, which are two most common pooling methods, to discuss. The express of Max Pooling is:

$$MaxPool(X) = \max(X)$$

where, $X \in \mathbb{R}^{M \times N}$ and $MaxPool(\cdot) \in \mathbb{R}$. Max Pooling chooses the maximum value of the area to represent the original entire input signal $X$. And, Max Pooling, like ReLU, only has positive excitation and zero excitation. The only positive excitation of $MaxPool(X)$ is the element $X_{i,j} \in X$ where $X_{i,j} = \max(X)$. The positive coefficiency of it is 1.

Average Pooling is much more like the linear layer. The expression is:

$$AveragePool(X) = \bar{X} = \frac{\sum_{i=1,j=1}^{M,N} X_{i,j}}{M \times N}$$

This is the same with a linear function with all weights are $(M \times N)^{-1}$ and the bias is 0. The excitation can then be obtained with the sign of input.

3.5 Normalization layer

The essence of normalization is data distribution shifting. For a fixed input signal $X$, the outcome $Norm(X)$ has a mapping between each corresponding element in $X$ and $Norm(X)$, so that $Norm(X)$ can build a linear mapping to directly obtain $X$. Here we discuss the Batch Normalization (BN), which is frequently used, as an example. The express is:

$$BN(X) = \frac{X - \mu}{\sqrt{\sigma + \epsilon}} \circ \gamma + \beta$$

where, $X \in \mathbb{R}^N$, $\mu \in \mathbb{R}$ is the mean value of $X$, $\sigma \in \mathbb{R}$ is the variance of $X$, $\epsilon$ is a small bias to avoid division by zero, $\circ$ is Hadamard product, $\gamma \in \mathbb{R}^N$ is a learned weight and $\beta \in \mathbb{R}^N$ is the bias for output. To a certain $X$, $\mu$ and $\sigma$ are fixed. Thereby, they can be treated as a fixed parameter in this static analysis. Then, the expression can be rewritten into a linear function. For any element in outcome $BN(X)$:

$$BN(X)_i = \frac{\gamma_i}{\sqrt{\sigma + \epsilon}} \cdot X_i + \beta_i - \frac{\mu \gamma_i}{\sqrt{\sigma + \epsilon}} = w'_i \cdot X_i + b'_i$$

where, $w'_i = \frac{\gamma_i}{\sqrt{\sigma + \epsilon}}$, $b'_i = \beta_i - \frac{\mu \gamma_i}{\sqrt{\sigma + \epsilon}}$. Then, the excitation of BN layer has a same way to be obtained as the excitation of linear layer.

4 The transitivity of excitation

The input of each layer in the model can be divided into positive, negative and zero excitation according to the different excitations for the corresponding output. Because zero excitation can absorb the input signal to make it have no explicit correlation with corresponding output, the excitation
of zero excitation signal can be filtered. Thus, except the zero excitation, the whole excitation for a N-layer model can be divided into $2^n$ different excitations.

Meanwhile, we can notice that the positive excitation of positive excitation signals is still the positive excitation. And, the positive excitation of negative excitation signals is still the negative excitation. It’s like a sign change in multiplication. Then, the whole $2^n$ excitation can be categorized into two classes of excitation including positive and negative. Here, we give a two-layer model as an example.

$$Z = ReLU(w \cdot X + b)$$

This model contains a linear layer and a ReLU activation layer. To obtain the excitation signal of input $X$ for the output $Z$, the excitation signal $Y_X$ of intermediate variables $Y = w \cdot X + b$ for $Z$ can be firstly obtained according to section 3.1. Then, according to section 3.3, the excitation signal $Y_X$ can be obtained. Finally, the positive excitation signal of any $Z_i$ for input $X$ is

$$Z_{X_i}^+ = Z_{Y_i}^+ \cdot Y_X^+ + Z_{Y_i}^- \cdot Y_X^-$$
$$Z_{X_i}^- = Z_{Y_i}^+ \cdot Y_X^- + Z_{Y_i}^- \cdot Y_X^+$$

Because ReLU only has positive and zero excitation, $Z_{X_i}^+$ is equal to $Z_{Y_i}^+ \cdot Y_X^+$. When it back to a N-layer model, the positive as well as negative excitation signal of output $Z$ for input $X$ is the sum of $2^{n-1}$ excitation signal. And the coefficiency is the sum of corresponding excitation. Here, we define the general expression of positive and negative excitation. For a N-layer method, $X_i$ is the output signal of the corresponding layer. Especially, $X_0$ is the original input signal and $X_N$ is the final output. The positive excitation and negative excitation from $X_0$ to $X_N$ are:

$$Exc(X_{N,X_0}^+) = \sum (Pos(\prod_{i=N}^1 Exc(X_{i,X_{i-1}}^+))) \prod_{i=N}^1 Exc(X_{i,X_{i-1}}^-))$$
$$Exc(X_{N,X_0}^-) = \sum ((1 - Pos(\prod_{i=N}^1 Exc(X_{i,X_{i-1}}^-))) \prod_{i=N}^1 Exc(X_{i,X_{i-1}}^+))$$

where, $\{\cdot\}_i \in \{+, -, \}$, and

$$Pos(\prod_{i=N}^1 Exc(X_{i,X_{i-1}}^+)) = 1, \text{ if sum of } \{\cdot\}_i = \{-\} \text{ is even}$$
$$0, \text{ if sum of } \{\cdot\}_i = \{-\} \text{ is odd}$$

5 The interaction of spatial information and high-level semantic information

Changes in spatial information are mainly related to the pooling method. For examples, Max Pooling merely selects the largest value in the receptive field to represent original slice. Average Pooling utilize the mean value of all element in the receptive field to represent original slice. These methods of characterizing with only one value makes the spatial information lost. Of cause, because pooling is performed slice by slice, even very small feature maps can still contain inaccurate spatial information corresponding to the original image.

Meanwhile, existing research generally understands the vectorized features extracted from backbone as a point in a high-dimensional space. And, the high-level semantic information is implied in these features. However, from a numerical point of view, each element in the vectorized features is merely selected by transformations in the model. Methods, e.g. flatten and linear layer, can only utilize the value of outcome from these transformations, e.g. Average Pooling as the last layer of backbone.

Combining the above two aspects, it can be obtained that each element of high-dimensional features actually contains corresponding spatial information. From the perspective of PANE, the high-level semantic information and spatial information are the same. For the certain output, the input signal can be decomposed losslessly into three sets. And the sets contain both numerical and spatial information. Thus, each element in high-dimensional features can obtain corresponding and unique spatial information. Also, the spatial information corresponding to the combination of feature elements in the high-dimensional space is also fixed. This is the unification of spatial information and high-level semantic information. CNN itself does not support the lossless interaction of such information, which is why the method of combining high-level semantic information and spatial information at the same time, e.g. Dual Attention Network [3], can effectively improve the performance.
6 Input-Output Mapping

PANE can naturally guide the generation of saliency map. According to content above, we introduce a saliency map representation method to map the input to the output. We name this method IOM. This method contains two steps: calculating relative PANE and smoothing.

6.1 Relative PANE

Because all layers are involved into the excitation transmission, Calculating all $2^N$ subitems of excitations in PANE are very hard. Meanwhile, considering positive excitation is the explicit excitation outcome which means the absolute value is greater than negative excitation, we choose each most representative subitem to represent $\text{Exc}(X_{N_{X_0}}^+)$ and $\text{Exc}(X_{N_{X_0}}^-)$ respectively. We mark them as relative positive excitation $\text{r-Exc}(X_{N_{X_0}}^+)$ and relative negative excitation $\text{r-Exc}(X_{N_{X_0}}^-)$. The expressions are:

$$
\text{r-Exc}(X_{N_{X_0}}^+) = \prod_{i=0}^{N-1} \text{Exc}(X_{N_{X_0}}^+) \\
\text{r-Exc}(X_{N_{X_0}}^-) = \text{Exc}(X_{N_{X_0}}^-) \cdot \prod_{i=0}^{N-1} \text{Exc}(X_{N_{X_0}}^+) \\
\text{Exc}(X_{N_{X_0}}^+) \text{ is more significant than } \text{Exc}(X_{N_{X_0}}^-).$$

And, the last negative excitiation have a much more directly relation with the output. Thus, we choose all positive excitations as the $\text{r-Exc}(X_{N_{X_0}}^+)$ and the change the last excitation to negative excitation as the $\text{r-Exc}(X_{N_{X_0}}^-)$.

6.2 Smoothing

For each element $X_{N_j}$ in $X_N$, the $\text{r-Exc}(X_{N_{X_0}}^+)$, and $\text{Exc}(X_{N_{X_0}}^-)$ are opposite. When we care why method makes such a decision, $\text{Exc}(X_{N_{X_0}}^+)$ may answer the question. And $\text{Exc}(X_{N_{X_0}}^-)$ can tell you what restricts the outcome. However, for saliency map representation, $\text{Exc}(X_{N_{X_0}}^+)$ is usually enough. In order to get much close to the $\text{Exc}(X_{N_{X_0}}^+)$, we apply a simple average smoothing on the $\text{r-Exc}(X_{N_{X_0}}^+)$.

$$
\text{r-Exc}(X_{N_{X_0}}^+) \text{ is usually enough.}$$

For an input $X \in R^{W \times H \times C}$ and the output $Y \in R^N$, the relative positive excitation $\text{r-Exc}(Y_{X}^+) \in R^{N \times W \times H \times C}$. Thus, for each element $Y_{i} \in Y$, the corresponding excitation is $\text{r-Exc}(Y_{i}^+) \in R^{W \times H \times C}$. Then it can be smoothed with neighborhood average filtering and normalized into $[-1, 1]$. The saliency map from IOM is

$$
\text{IOM}(Y_{i}^+) = \text{Norm}(\text{AcgFlt}(\text{r-Exc}(Y_{i}^+)))
$$

where $\text{Norm(\cdot)}$ is the normalization method, $\text{AcgFlt(\cdot)}$ is the neighborhood average filtering, $\text{IOM}(Y_{i}^+) \in R^{W \times H \times C}$ and each element $\text{IOM}(Y_{i}^+)_{w,h,c} \in [-1, 1]$.

7 Related Work

To understand what influence the prediction of CNN, previous works tried many ways, such as visualizing the feature map[16][6] and finding ROI with perturbation[11][8]. One of very efficient ways is saliency map[13]. Many recent works are focus on the class activation map[18].[18] changes the structure of CNN and jointly utilize the spatial information and high-level features to obtain the saliency map. [12] makes use of the gradient to obtain the feature map weights. This makes the CAM can directly obtain saliency map without changing the structure of CNN. [2] improves the Grad-CAM with higher derivatives to adjust the position of saliency map. [15] realizes a 'gradient-free' approach. Score-CAM scores the forward propgration of certain classification to obtain the feature map weights. [10] also realizes a 'gradient-free' approach. Ablation-CAM utilizes ablation analysis to determine the importance of each cell on the feature map. Based on sensitivity and conservation, [4] improves Grad-CAM. [9] takes the advantages of the principal components to improve the weights. [5] considers the relationship between global influence and local feature map. Layer-CAM can spatially weight the activations. [14] computes the gradients from biases and makes use of the sum to obtain weights.
Figure 1: Examples of attention visualization. Images in each row are from a same instance which is under 'Original image'. The attention is generated with corresponding method marked above it. IOM is our method and others are baselines. Red parts of attention from baselines represent high importance area. Blue is just the opposite. Different from baselines, attention from IOM is pixel-level. The highlight area with corresponding color indicates that corresponding color channel of this area has great influence on the result.

8 Experiment

To verify the performance of IOM, we compare IOM with 8 saliency map representation methods. Because there is no code framework that can directly support PANE, we implement a CNN with 6 convolutional layers based on pytorch, and make simple modifications to the bottom layer to meet the basic conditions of PANE operation. These modifications will not affect the normal operation of the CNN. Also, they don’t affect baselines. The details of the model is in Appendix. We trained our model on two datasets Dogs vs. Cats and CIFAR10, respectively.

8.1 Baselines

We choose 8 state-of-the-art saliency map representation method to make the comparison. They are Grad-CAM [12], Grad-CAM++ [2], Score-CAM [15], Ablation-CAM [10], XGrad-CAM [4], Eigen-CAM [9], Layer-CAM [5] and Full-Grad [14]. To make sure that all method can work well, we set target layer as the penultimate convolutional layer. This makes sure that the size of feature map is greater than 1. Thus, all baselines can be close enough to the output and have enough spatial information as the same time.

8.2 Visualization and perturbation examples

In order to reduce the negative impact of the number of categories, we visualize IOM with eight baselines on Dogs vs Cats datasets. We directly utilize the absolute value of saliency map generated from IOM and vissual the heatmap on the original image. Examples are shown in Fig 1. From these examples, it can be observed that the attention from IOM is more stable than baselines. Many heatmap generated from baselines are far away from the target object, e.g. attention from Grad-CAM++ in the third image. Some methods even fail in some instances such as the heatmap from Grad-CAM in the second image. Meanwhile, we can notice that the heatmap from IOM is closer to the target object, e.g. the attention from IOM in the first image falls in the area of cat and some attention in the fifth image falls in face of the cat.

Something needs to be noticed is the attention from IOM is pixel-level. This means the color of the heatmap not only indicates the importance of area but also indicates the importance of the color channel. If the attention shows a dark blue area, it means the blue channel of this area has a great influence on the result, e.g. the heatmap from IOM in fifth image. And if the attention shows a white area, it means all three channels of this area have a great influence on the result.
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With a very small perturbation area, IOM achieves a good performance. IOM and most baselines
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also proves that IOM can well indicate the area where model mainly focuses on.

Figure 2: Examples of perturbation. The fist column is the original image. The second column is the
attention from IOM. The third column is the image with perturbation. The column ‘Prediction(Prob)’ is
the corresponding classification confidence. The last column is output of the classifier. The vector
’Ori.’ represents the output of original image and the vector ’Pert.’ represents the output of perturbed
image. The bold numbers in vectors are output of corresponding label.

For further verification the effectiveness of IOM, we show some simple perturbation result. If
the IOM can work well, the original image $X$ should have a greater corresponding feature value
than pertubated image $\hat{X}$ with a simple perturbation from IOM $M_X$, where $\hat{X} = (1 - M_X) \odot X$. Examples are shown in Fig. 2. We exhibit the change of confidence and output of the Logit layer (last layer of the model) at the same time. It can be observed that the value of the output has a great reduction with a tiny perturbation. When it comes to the confidence, we can observe that the change of confidence is correlated with all parameter in the output. And, the perturbation and corresponding label are strongly associated. This also verify IOM establishes a clear directivity between the output result and the input signal .

8.3 Comparative Experiment

In order to more objectively evaluate the performance of IOM, we choose the evaluation metric
Average Drop % and Win% from [2] as well as the Confidence Drop from [3]. Average Drop% reveals explanation map has dropped how much confidence of the original image. The explanation map here is $E = 0.5 \ast X + 0.5 \ast S$, where $E$ is the explanation map, $X$ is the original image and $S$ is the saliency map generated from methods. Win% counts the proportion of the explanation map generated by all methods with the least reduction in confidence. Confidence Drop utilizes the perturbation analysis to observe whether the saliency map is efficient. The pertubated image $\hat{X} = (1 - I(S')) \odot X$, where $I(\cdot)$ turns all non-zero elements to 1, $\odot$ is Hadamard product. In the saliency map $S'$, only the pixels greater then mean value of $S$ are set equal to $S$, while the rest are set to 0. Because IOM is a pixel-level saliency map presentation method, we also count the size of the region affected by the heatmap from all methods and the mean value within the affected region. To make the comparison fairer, we zero out the less than zero portion of the IOM as in the 8 baseline methods. The experimental results are exhibited in the Table 1.

It can be easily observed that effective area of saliency map from IOM is smaller than most baselines. At the same time, IOM’s parameter values are more focused and indicative. Combining these two points to examine the remaining evaluation indicators, it seems not surprised that IOM has a super good performance on Average Drop%. The explanation map from IOM has smaller effective area and lower mean value. However, without heatmap, 0.5 $\ast X$ even has a higher drop than IOM. Not very high value of % Win can also tell us the area and the value is not the matter. Perturbation from explanation map generated by IOM actually has a greater influence on many original images than baselines. When we jointly observe Average Drop % and % Win, we can find that the low value of Average Drop % may caused by more critical locations and effective saliency indications. Because the most area of saliency map generated by IOM are very low value, the mean value of corresponding explanation map is much lower than original image. This might be the reason that IOM does not have a good enough performance on % Win. Confidence Drop also supports this point of view very well. With a very small perturbation area, IOM achieves a good performance. IOM and most baselines perform about the same when the area of perturbation generated by baselines are much larger. This also proves that IOM can well indicate the area where model mainly focuses on.
Table 1: Experimental results of comparative experiments

| Methods          | Avg. Area% | Avg. Value | Avg. Drop% | % Win | Confi. Drop |
|------------------|------------|------------|------------|-------|-------------|
| No Heatmap       | -          | -          | 0.2659     | -     | -           |
| IOM(our)         | 0.7245     | 0.0921     | 0.2599     | 0.1145| 0.8083      |
| Grad-CAM         | 0.8847     | 0.3622     | 0.4274     | 0.1048| 0.7979      |
| Grad-CAM++       | 0.9920     | 0.3326     | 0.4274     | 0.1048| 0.7979      |
| Score-CAM        | 0.9898     | 0.3262     | 0.3832     | 0.1096| 0.8608      |
| Ablation-CAM     | 0.9810     | 0.3944     | 0.4202     | 0.0679| 0.8277      |
| XGrad-CAM        | 0.9781     | 0.3754     | 0.4250     | 0.0737| 0.8216      |
| Eigen-CAM        | 0.6781     | 0.4038     | 0.4324     | 0.2065| 0.6197      |
| Layer-CAM        | 0.7656     | 0.4039     | 0.4320     | 0.1086| 0.9018      |
| Full-Grad        | 0.9384     | 0.4873     | 0.4388     | 0.1348| 0.9050      |

9 Conclusion

In this paper, we provide a novel way to understand neural networks from the perspective of positive and negative excitation. From the perspective of PANE, the high-level semantic information and spatial information are unified. Furthermore, we realize a saliency map representation method IOM to indicate the correlation between specified input signal and output result. To verify the performance of IOM, we make the comparison with 8 baselines. The experimental results show IOM has very good performance.
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