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ABSTRACT

Federated Learning (FL) allows edge devices to collaboratively learn a shared prediction model while keeping their training data on the device, thereby decoupling the ability to do machine learning from the need to store data in the cloud. Despite the algorithmic advancements in FL, the support for on-device training of FL algorithms on edge devices remains poor. In this paper, we present an exploration of on-device FL on various smartphones and embedded devices using the Flower framework. We also evaluate the system costs of on-device FL and discuss how this quantification could be used to design more efficient FL algorithms.

1 INTRODUCTION

We have seen remarkable progress in enabling the execution of deep learning models on mobile and embedded devices to infer user contexts and behaviors (Warden & Situnayake, 2019; Fromm et al., 2018; Chowdhery et al., 2019; Malekzadeh et al., 2019; Lee et al., 2019). This has been powered by the increasing computational abilities of edge devices as well as novel software optimizations to enable cloud-scale models to run on resource-constrained devices. However, when it comes to the training of these edge-focused models, a working assumption has been that the models will be trained centrally in the cloud, using training data aggregated from several users.

Federated Learning (FL) (McMahan et al., 2017) aims to enable distributed edge devices (or users) to collaboratively train a shared prediction model while keeping their personal data private. At a high level, this is achieved by repeating three basic steps: i) local parameters update to a shared prediction model on each edge device, ii) sending the local parameter updates to a central server for aggregation, and iii) receiving the aggregated model back for the next round of local updates.

A major bottleneck to FL research is the paucity of frameworks that support federated training of workloads on mobile and embedded devices. While several frameworks including Tensorflow Federated (Google, 2020; Abadi et al., 2016) and LEAF (Caldas et al., 2018) enable simulation of FL clients, they cannot be used to understand the training dynamics and compute the system costs of FL on edge devices.

Edge devices exhibit significant heterogeneity in their software stack, compute capabilities, and network bandwidth. All these system-related factors, in combination with the choice of the FL clients and parameter aggregation algorithms, can impact the accuracy and training time of models trained in a federated setting.

In this paper, we present our exploration of on-device training of FL workloads on Android smartphones and Nvidia Jetson series embedded devices, using the Flower framework (Beutel et al., 2020). Flower offers a stable implementation of the core components of an FL system, and provides higher-level abstractions to enable researchers to experiment and implement new ideas on top of a reliable stack. We first demonstrate how we use the language-, platform- and ML framework-agnostic capabilities of Flower to support on-device training of FL workloads on edge devices with heterogeneous hardware and software stacks. We then deploy these FL clients on various embedded devices as well as on Android smartphones hosted in the Amazon AWS Device Farm (https://aws.amazon.com/device-farm/). Finally, we present an evaluation to compute various system-related metrics of FL and highlight how this quantification could lead to the design of more efficient FL algorithms.

2 RELATED WORK

McMahan et al. (2017) introduced the basic federated averaging (FedAvg) algorithm and evaluated it in terms of communication efficiency. The optimization of distributed training with and without federated concepts has been covered from many angles (Jia et al., 2018; Chahal et al., 2018). Bonawitz et al. (2019) detail the design of a large-scale Google-internal FL system. TFF (Google, 2020), PySyft (Ryffel et al., 2018), LEAF (Caldas et al., 2018), FedML (He et al., 2020) are other open-source frameworks that support research and experimentation of FL workloads.
Given their relative hardware limitations, most of the works involving machine learning on mobile devices were originally aimed at adapting existing models to specific latency and storage constraints. For this purpose, optimized versions of TensorFlow and PyTorch were developed (David et al., 2020; Paszke et al., 2019) and can now be considered mainstream. Federated Learning, on the other hand, shifts the training burden from server to the client, which in turn creates the need for developing the adequate supporting back-ends (e.g., back-propagation) for low-power hardware as well. Recent works towards this goal include using low-precision training (Sun et al., 2020), controlled updates of biases to reduce memory (Cai et al., 2020), and early-exit models that provide a trade-off between accuracy and compute (Leontiadis et al., 2021). In time, as hardware capabilities in edge devices improve, we expect to see these advances being deployed by mainstream frameworks.

3 Primer on Flower

Flower is a novel client-agnostic federated learning framework. One of the underlying design goals of Flower is to enable integrating with an inherently heterogeneous and ever-evolving edge device landscape. There are multiple dimensions of on-device heterogeneity, amongst them are operating systems, machine learning frameworks, programming languages, connectivity, and hardware accelerators.

The Flower core framework, shown in Figure 1, implements the infrastructure to run these heterogeneous workloads at scale. On the server side, there are three major components involved: the FL loop, the RPC server, and a (user customizable) Strategy. Strategy here refers to the federated averaging algorithms (e.g., FedAvg) used for aggregating the model parameters across clients. Clients connect to the RPC server which is responsible for monitoring these connections and for sending and receiving Flower Protocol messages. The FL loop is at the heart of the FL process: it orchestrates the learning process and ensures that progress is made. It does not, however, make decisions about how to proceed, those decisions are delegated to the currently configured Strategy implementation.

A distinctive property of this architecture is a server which is unaware of the nature of connected clients. This allows to train models across heterogeneous client platforms and implementations, including workloads comprised of different client-side ML frameworks. Furthermore, on-device training and evaluation can be implemented in different programming languages, a property especially important for research on mobile and embedded platforms. These platforms often do not support Python, but rely on specific languages (Java on Android, Swift on iOS) for idiomatic development, or native C/C++ for some embedded devices. Flower achieves a fully language-agnostic interface by offering protocol-level integration. The Flower Protocol defines core server-side messages such as fit and evaluate, which include the (serialized) global model parameters and expect return messages from the client that return either updated model parameters (or gradients) or evaluation results. Each message contains additional user-customizable metadata that allows the server to control on-device hyper-parameters, for example, the number of on-device training epochs. Due to space constraints, we refer the reader to (Beutel et al., 2020) and https://flower.dev/ for more details on Flower.

4 Flower Clients and On-Device Training

In this section, we describe two instances of on-device federated learning with Flower. First, we present how Flower clients can be developed in Java and deployed on Android phones in the AWS Device Farm for federated model training. Next, we discuss the implementation of Flower clients in Python and their deployment on heterogeneous embedded devices such as Nvidia Jetson series and Raspberry Pi.

4.1 Java Flower Clients for Android Smartphones

By design, Flower is language-agnostic and can work with any ML framework on the FL client, which maximizes its ability to federate existing training pipelines. However, it also means Flower inherits the limitations of these frameworks that currently offer limited support for on-device training on Android devices.

In the absence of a full-fledged model training library for
Android, we employ the TensorFlow Lite (TFLite) Model Personalization support on Android to perform on-device federated learning. More specifically, as shown in Figure 2, we first obtain a pre-trained Base Model (e.g., MobileNetV2 without its top layers). The parameters of this model are frozen (i.e., not updated during training), and it is only used as a feature extractor. Next, we define a Head Model which corresponds to the task-specific classifier that we want to train using federated learning. The input to the Head Model are the features extracted from the Base Model, and its weights are randomly initialized. Finally, we use the TFLITE TRANSFER CONVERTOR to port the Base and Head models to TFLite and package them inside an Android application for on-device training.

Inside the Android application, FLOWER CLIENT is a class which coordinates with the TFLite Model Personalization libraries and implements the three core methods required for federated training with Flower, namely (i) get_weights (.), which gets the current weights of the Head Model to support server-side aggregation requests, (ii) fit (.), which updates the parameters of the Head Model through local training and (iii) evaluate (.), which computes test loss on the local dataset and communicates it to the server.

The FLOWER CLIENT spawns a background thread and sets up bi-directional streaming RPC with the Flower server using the STREAMOBSERVER class. Upon receiving messages from the Flower server, the background thread calls the appropriate TFLite methods to update the parameters of the Head Model using the local training data (e.g., by optimizing a cross-entropy loss for classification tasks). The updated parameters are sent to the Flower Server where they are aggregated across all clients, before being sent back to the clients for the next round of training.

4.2 Python Flower Clients on Embedded Devices

Contrary to Android, on-device training on Python-enabled embedded devices can be performed using platform-specific ML frameworks (e.g., TensorFlow, PyTorch). However, one of the open challenges to deploy on-device training workloads arises due to the heterogeneity of computing resources present in such devices. For example, NVIDIA Jetson devices provide GPU acceleration, while Raspberry Pi is limited to CPU-only workloads. Implementing different versions of an FL client for each target platform can quickly become unpractical in real-world scenarios.

Flower overcomes this challenge by providing a platform-agnostic way of writing FL clients. Figure 3 illustrates the design of Flower Clients for a NVIDIA Jetson TX2 and a Raspberry Pi device. Despite the differences in these two embedded platforms, we can use the same code to develop Flower Clients, and run them inside a platform-specific Docker image, enabling the client code to access platform-specific resources (e.g. GPU) when available.

More importantly, this platform-agnostic capability of Flower can be combined with its language-agnostic capabilities (i.e., support for Python, Java, C++ clients) to enable on-device training of federated workloads in highly-heterogeneous client setups, e.g., when the FL clients include Android phones, Android watches, Raspberry Pis, ARM micro-controllers, Nvidia Jetson devices etc.

5 Evaluation

Our evaluation focuses on quantifying the system costs associated with running FL on various edge devices. In doing so, we also explore how such quantification could help FL developers to design novel algorithms that effectively trade-off between system costs and FL accuracy.

Datasets. Two datasets are used in our evaluation, namely CIFAR-10 and Office-31 (Office31, 2020), both of which are examples of object recognition datasets.

Deployment Setup. We run the Flower Server configured with the FedAvg strategy and host it on a cloud virtual machine. Two sets of edge devices are used in the evaluation: Android smartphones and Nvidia Jetson TX2 accelerators. To scale our experiments to a reasonably large number of Android clients with different OS versions, we deploy Flower Clients on the Amazon AWS Device Farm, which enables testing applications on real Android devices accessed through AWS. Table 1 list the smartphones from AWS Device Farm used in our evaluation. Nvidia Jetson TX2 devices support full-fledged PyTorch – this means we could successfully port existing PyTorch training pipelines to implement FL clients on them.
Table 2. Flower supports implementation of FL clients on any device that has on-device training support. Here we show various FL experiments on Android and Nvidia Jetson devices.

(a) Performance metrics with Nvidia Jetson TX2 as we vary the number of local epochs. Number of clients $C$ is set to 10 and the model is trained for 40 rounds.

| Local Epochs (E) | Accuracy | Convergence Time (mins) | Energy Consumed (kJ) |
|------------------|----------|-------------------------|----------------------|
| 1                | 0.48     | 17.63                   | 10.21                |
| 5                | 0.64     | 36.83                   | 50.54                |
| 10               | 0.67     | 80.32                   | 100.95               |

(b) Performance metrics with Android clients as we vary the number of clients. Local epochs $E$ is fixed to 5 in this experiment and the model is trained for 20 rounds.

| Number of Clients (C) | Accuracy | Convergence Time (mins) | Energy Consumed (kJ) |
|-----------------------|----------|-------------------------|----------------------|
| 4                     | 0.84     | 30.7                    | 10.4                 |
| 7                     | 0.85     | 31.3                    | 19.72                |
| 10                    | 0.87     | 31.8                    | 28.0                 |

Table 3. Effect of computational heterogeneity on FL training times. Using Flower, we can compute a hardware-specific cutoff $\tau$ (in minutes) for each processor, and find a balance between FL accuracy and training time. $\tau = 0$ indicates no cutoff time.

| GPU | CPU (\(\tau = 0\)) | CPU (\(\tau = 2.23\)) | CPU (\(\tau = 1.99\)) |
|-----|----------------------|-------------------------|------------------------|
|     | Accuracy 0.67        | 0.67                    | 0.66                   |
|     | Training 102         | 89.15                   | 80.34                  |
| time (mins) | (1.27x) | (1.11x) | (1.0x) |

Computational Heterogeneity across Clients. FL clients could have vastly different computational capabilities. While newer smartphones are now equipped with GPUs, other devices may have a much less powerful processor. How does this computational heterogeneity impact FL?

For this experiment, we use Nvidia Jetson TX2 as the client device, which has one Pascal GPU and six CPU cores. We repeat the experiment shown in Table 2a, but instead of using the embedded GPU for training, we train the ResNet-18 model on a CPU. In Table 3, we show that CPU training with local epochs $E = 10$ would take $1.27 \times$ more time to obtain the same accuracy as the GPU training. This implies that even a single client device with low compute resources (e.g., a CPU) can become a bottleneck and significantly increase the FL training time.

Once we obtain this quantification of computational heterogeneity, we can design better federated optimization algorithms. As an example, we implement a modified version of FedAvg where each client device is assigned a cutoff time $\tau$ after which it must send its model parameters to the server, irrespective of whether it has finished its local epochs or not. This strategy has parallels with the FedProx algorithm (Li et al., 2018) which also accepts partial results from clients. However, the key advantage of using Flower is that we can compute and assign a processor-specific cutoff time for each client. For example, on average it takes 1.99 minutes to complete an FL round on the TX2 GPU. If we set the same time as a cutoff for CPU clients ($\tau = 1.99$ mins) as shown in Table 3, we obtain the same convergence time as GPU, at the expense of 3% accuracy drop. With $\tau = 2.23$, a better balance between accuracy and training time could be obtained on a CPU.

6 Conclusion

We presented our exploration of federated training of models on mobile and embedded devices by leveraging the language-, framework- and platform-agnostic capabilities of the Flower framework. We also presented early results quantifying the system costs of FL on the edge and its implications for the design of more efficient FL algorithms. Although our work is early stage, we hope it will trigger discussions at the workshop related to on-device training for FL and beyond.
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