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ABSTRACT

Context. A stellar occultation by a trans-Neptunian object (TNO) provides an opportunity to probe the size and shape of these distant solar system bodies. In the past seven years, several occultations by TNOs have been observed, but mostly from a single location. Only very few TNOs have been sampled simultaneously from multiple locations. Sufficient data that enable a robust estimation of shadow size through an ellipse fit could only be obtained for two objects.

Aims. We present the first observation of an occultation by the TNO 2007 UK\textsubscript{126}, on 15 November 2014, measured by three observers, one nearly on and two almost symmetrical to the shadow’s centerline. This is the first multi-chord dataset obtained for a so-called detached object, a TNO subgroup with perihelion distances so large that the giant planets have likely not perturbed their orbits. We also revisit Herschel/PACS far-infrared data, applying a new reduction method to improve the accuracy of the measured fluxes.

Methods. We use error-in-variable regression to solve the non-linear problem of propagating timing errors into uncertainties of the ellipse parameters. Based on the shadow’s size and a previously reported rotation period, we expect a shape of a Maclaurin spheroid and derive a geometrically plausible size range. To refine our size estimate of 2007 UK\textsubscript{126}, we model its thermal emission using a thermophysical model code. We conduct a parametric study to predict far-infrared fluxes and compare them to the Herschel/PACS measurements.

Results. The favorable geometry of our occultation chords, combined with minimal dead-time imaging, and precise GPS time measurements, allow for an accurate estimation of the shadow size (best-fitting ellipse with axes 645\textsubscript{580} km × 597\textsubscript{81} km) and the visual geometric albedo (\(p_v \approx 15.0 \pm 1.6\%\)). By combining our analyses of the occultation and the far-infrared data, we can constrain the effective diameter of 2007 UK\textsubscript{126} to \(d_{\text{eff}} = 599 – 629\) km. We conclude that subsolar surface temperatures are in the order of \(\approx 50 – 55\) K.
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1. Introduction

Stellar occultations are the best opportunity to directly and accurately determine the size and shape of a solar system body remotely from Earth. They allow improvements of orbital elements and have the potential to discover previously unknown satel-
or chord. Multiple observers distributed across the shadow path can sample the occulting object at different locations, which provides information on its shape.

Trans-Neptunian objects (TNOs) are considered the most pristine objects in our solar system. Being left-overs from the very early stage of the accretion phase, estimates of their sizes, densities and albedos, as well as constraints on their composition can provide critical information on the evolution of the solar system. Given their large geocentric distance and very small angular diameter, the prediction of a TNO’s shadow path on the Earth’s surface during an occultation is difficult. Owing to the very long orbital periods of TNOs, only a very small fraction of their orbits has been observed since their discovery, leaving relatively large uncertainties in their orbital elements. Another issue for shadow path predictions are astrometric uncertainties of currently available star catalogs, which are inherited by orbit and ephemeris calculations for TNOs and which blur the true position of the occulted star. Besides random astrometric uncertainties that typically increase towards fainter stars, catalogs usually have zonal errors. Another dominating error that can shift a shadow path significantly is potential stellar duplicity, which usually cannot be excluded in advance. We also have no information on albedo variations on the TNO’s surface, which could cause a periodic shift of the center of light. All these error sources make predictions and successful observation campaigns for TNO occultations a difficult task. (Bosh et al. 2016). To improve shadow path predictions, extensive astrometric observations with high precision of both the target star and the occulting body are usually conducted for many weeks in advance of an event. The first data release of the GAIA star catalog (Lindgren et al. 2016; Gaia Collaboration et al. 2016) and all subsequent data releases up to the final GAIA catalog in 2022 are expected to improve the accuracy of occultation predictions significantly, since GAIA will offer the most accurate astrometry ever obtained. GAIA will also significantly contribute towards stellar duplicity measurements.

A number of occultation events covering at least 11 different TNOs (see e.g. Ortiz et al. 2014; Braga-Ribas et al. 2014b) have been successfully observed to date, not counting the well-studied Pluto system. However, most occultations by TNOs could only be observed at a single location, while the acquisition of multiple chords during an event has been extremely rare. Table 1 gives an overview of all successful multi-chord observations of occultations by TNOs (except Pluto) that have been published in peer-reviewed literature so far, covering only four objects to date. (50000) Quaoar (Braga-Ribas et al. 2013) is currently the best sampled TNO, having five unique chords (i.e. chords that are geographically sufficiently distant to each other to sample the occulting object at distinguishable locations) that were recorded during a single event (04 May 2011). In this dataset, the time resolution and accuracy of the two chords above the centerline have been low, resulting in large uncertainties of ingress and egress times and consequently in some ambiguity of the ellipse fit. (136472) Makemake (Ortiz et al. 2012) has been generally sampled with good time resolution, but three of the four unique chords were very close to each other and almost located at the centerline of the ellipse fit, while the fourth chord was located below the centerline, and no chord was located above, likewise resulting in ambiguity of the shadow geometry. For the remaining two objects, (136199) Eris and (55636) 2002 TX$_{300}$, only two unique chords are available, which results in an under-determined ellipse fit. To our knowledge, multi-chord events were also recorded for the following objects, but have not been published in peer-reviewed literature so far: (208996) 2003 AZ$_{644}$, (20000) Varuna and (84922) 2003 VS$_{2}$. In this paper, we report results from the very first multi-chord observation of a stellar occultation by a TNO that is classified as a detached object according to the widely used definitions by Gladman et al. (2008). This term denotes a sub class of TNOs with perihelion distances so large that Neptune and the other giant planets have likely not perturbed their orbits in the past. In addition to being the first comprehensive study of an object of this dynamical class, the dataset presented in this paper is also extremely rare compared to previously achieved observations of occultations by TNOs: To our knowledge, it is only the second after (50000) Quaoar that provides a sufficient number of chords (at least three chords are required for an ellipse fit) that are well spaced (in the present case sampling the target simultaneously above, very close, and below the centerline by extremely favorably distributed, quasi symmetrically located observers). The size derived from the occultation measurements is used as an important new constraint for thermophysical modeling based on Herschel far-infrared (FIR) flux measurements. This combined analysis allows us to comprehensively characterize 2007 UK$_{126}$.

2. Known properties of 2007 UK$_{126}$ from literature

2007 UK$_{126}$ was discovered at Palomar Observatory on 19 October 2007. According to the database of the Minor Planet Center (MPC), it has been identified subsequently on older images taken at Mount Palomar and Mount Palomar dating back to August 1982, which allowed improvements of orbit calculations ($i = 23.3^\circ$, $e = 0.49$, $a = 74.01\text{ AU}$). Having an orbital period of 366.73 yr, the object is approaching perihelion (at a heliocentric distance of $r_{\text{H}} = 37.522\text{ AU}$), which it will pass on 18 March 2046, based on current ephemeris data provided by the JPL. Small-Body Database. Around perihelion, the target will have its largest apparent magnitude of $m_{V} \approx 19.13\text{ mag}$ (in V-band) during its entire orbit according to MPC estimates. Photometric and spectroscopic data of 2007 UK$_{126}$ were acquired with several instruments at ESO’s VLT in a coordinated campaign on 21 and 22 September 2008. Perna et al. (2010) report visible and infrared photometry (VRIJH) taken with VLTI/FORS2 and VLTI/ISAAC. They estimated the absolute magnitude (defined as the apparent magnitude at a distance of 1 AU both to the Sun and to the observer at zero phase angle) of 2007 UK$_{126}$ in V-band as $H_{V} = 3.69 \pm 0.04\text{ mag}$. Their R-band measurement allows us to derive $H_{R} = 3.07 \pm 0.04\text{ mag}$. While these photometric measurement uncertainties $\Delta H_{\text{phot}}$ result from noise in the data, they do not consider possible periodic magnitude variations $\Delta m$ owing to the rotation of the body. To take these into account as well, Santos-Sanz et al. (2012) proposed an additional error term of $\Delta H_{\text{tot}} = 0.88 - \frac{\Delta m}{8}$ This is justified by assuming a sinusoidal light curve, where roughly 88% of its amplitude contains 68.3% of the function values. As the light curve amplitude was not measured back in 2012, a peak-to-peak amplitude of $\Delta m = 0.2\text{ mag}$ was assumed, arguing that roughly 70% of a sample of TNO light curves studied by Durfard et al. (2009) showed less magnitude variations. Considering both independent error sources, the total measurement uncertainty becomes $\Delta H = \sqrt{\left(\Delta H_{\text{phot}}\right)^{2} + \left(\Delta H_{\text{rot}}\right)^{2}}$. This leads to

\[\Delta H = \sqrt{0.88^{2} + \left(\frac{0.88}{8}\right)^{2}}\]

\[\Delta H \approx 0.96\text{ mag}\]

http://www.cosmos.esa.int/web/gaia/release

http://ssd.jpl.nasa.gov/sbdb.cgi | http://ssd.jpl.nasa.gov/horizons.cgi
refined absolute magnitude estimates of $H_V = 3.69 \pm 0.10$ mag and $H_R = 3.07 \pm 0.10$ mag.

Interestingly, Perna et al. (2010) note that 2007 UK$_{126}$ was the only object in their study that they were unable to categorize into any of the four TNO taxonomic classes. By comparing color indices (B-V, V-R, V-I, V-H, V-K) to those of the Sun, a TNO can be classified as BB (neutral, or “blue” in color), BR (intermediate “blue-red”), IR (moderately “red”) and RR (very “red”); details are given in Barucci et al. (2005) and Fulchignoni et al. (2008). While visible photometry provides classifications of 2007 UK$_{126}$ both as IR or RR, infrared photometry allows classifications both as BB or BR. This could indicate that the current taxonomic scheme needs to be refined in the future. Fornasier et al. (2009) report visible spectroscopy of 2007 UK$_{126}$ obtained with VLT/FORS2 (0.44 – 0.93 µm). The spectral continuum between 500 – 800 nm has a slope of (19.6 ± 0.7)% per 100 nm, which is considered moderately red and well within the slope range of various samples of the TNO population (see e.g. Lacerda et al. 2014). Barucci et al. (2011) report spectroscopy performed with VLT/ISAAC (1.1 – 1.4 µm) and VLT/SINFONI (1.49 – 2.4 µm). They calculated the relative flux difference $D$ between 1.71 – 1.79 µm and 2.0 – 2.1 µm, which could hint at a possible water ice feature around 2.0 µm. Owing to the limited signal-to-noise ratio (S/N) of the data, a presence of this type of feature could not be confirmed with sufficient statistical significance ($D = (11 \pm 7)\%$). Using Hapke’s radiative transfer model, a synthetic spectrum was calculated by considering various compounds. The best Hapke model fit is based on a geometric albedo (in V-band) of $p_V = 0.20$ (a value that we disprove in our subsequent analysis) and results in an estimated surface composition of 12% amorphous water ice, 20% kaolinite, 17% Titan tholins, 32% Triton tholins, 4% kerogen and 15% carbon. However, the authors conclude that “much of the information obtained from spectral modeling is nonunique, especially if the albedo is not available, the SNR is not very high and / or there are no specific features of particular components”, so these findings need to be viewed with caution. For a full discussion of this spectral analysis, see Barucci et al. (2011). All spectral data available from literature is summarized in Figure[1] We conclude that the spectral data available at this point cannot reliably constrain surface composition.

Estimating a size from the magnitude of an object is impossible without the knowledge of its geometric albedo, as a small object with a highly reflective surface cannot be distinguished from a large object with a dark surface. The thermal emission of the target can be used as a second constraint to overcome this ambiguity. Santos-Sanz et al. (2012) report results derived from far-infrared photometry in three bands (60 – 85 µm, 85 – 120 µm, 130 – 210 µm) using Herschel/PACS. By applying a hybrid standard thermal model, they conclude that 2007 UK$_{126}$ has a diameter in the range of $d = 599 \pm 77$ km, a geometric albedo (in V-band) of $p_V = 16.7^{+5.5}_{-3.8}\%$, and a beaming factor of $\eta = 1.20 \pm 0.35$, a factor that is empirically found to scale modeled surface temperature to observations (see discussion in Müller et al. 2009). Santos-Sanz et al. (2012) also conclude that a beaming factor close to $\eta = 1$ indicates “very low thermal inertia and/or very large surface roughness”, which could imply a highly porous surface with very low thermal conductivity as a possible scenario. The derived size implies that the body is a dwarf planet candidate that could have formed into a regular, round shape due to its own gravity. This depends on the density and material strength of its compounds and its rotation period. For incompressible fluids, figures of hydrostatic equilibrium have been derived, of which two are of particular importance: A Maclaurin spheroid (an oblate spheroid with axes $a = b > c$) and a Jacobi ellipsoid (all three axes $a > b > c$ hav-
ing different length, [Chandrasekhar 1967]. However, the discussion of these shapes only represents a theoretical limiting case, since bodies made of solid matter have mechanical strength. As pointed out by Sheppard & Jewitt (2002), a fractured interior as a result of impacts could lead to fluid-like behavior, but conditions are never determined solely by hydrodynamics.

Thirouin et al. (2014) report photometric light curves taken at the Telescopio Nazionale Galileo (TNG) over a time span of \( \approx 10 \) h in total, distributed over three nights in October 2011. The obtained light curve of 2007 UK\(_{236}\) is very flat and varies by just \( \Delta m = 0.03 \pm 0.01 \) mag peak-to-peak. The light curve amplitude depends on the shape of the body, the viewing geometry and albedo variation across the surface, all three being unknown factors. Both a single-peaked (Maclaurin spheroid with albedo inhomogeneity) and double-peaked (Jacobi ellipsoid) light curve are plausible. Thirouin et al. (2014) have used a criterion of \( \Delta m = 0.15 \) mag peak-to-peak amplitude to distinguish between albedo and shape-related light curve variations; consequently, this object was analyzed assuming a single-peak solution. Still, they were unable to estimate a secure sidereal rotation period \( P \), since data indicate multiple possible solutions of \( P = (11.05 \) h, 14.30 h, 20.25 h), giving the \( P = 11.05 \) h solution only a minimal higher likelihood compared to the other two. They conclude that their data only allow the rotation period to be constrained with a lower limit of \( P > 8 \) h at this time. As a rough first indicator, Thirouin et al. (2014) also derived a lower density limit of \( \rho > 0.32 \) g cm\(^{-3}\) based on the assumption of a homogeneous Jacobi ellipsoid in hydrostatic equilibrium that rotates in \( P = 8 \) h. They note that this assumption on shape is in conflict with the preference for an oblate spheroid, and emphasize that this estimate is very vague and can be unrealistic. Thirouin et al. (2014) also state an absolute magnitude of \( H = 3.4 \) mag without specifying a filter band (presumably R) or uncertainty estimate, and indicate that no absolute photometry has been derived; hence we discarded their value. As we now have additional information on the peak-to-peak amplitude of the light curve, we can reapply the approach from Santos-Sanz et al. (2012), as explained earlier, to derive an improved uncertainty estimate of their absolute magnitude measurements. We obtain \( \Delta H = \sqrt{(0.04 \text{ mag})^2 + (0.88 \cdot 0.04 \text{ mag})^2} = 0.044 \) mag.

Hubble Space Telescope (HST)/WFPC2-PC observations on 13 November 2008\(^7\) have revealed the existence of a satellite (Noll et al. 2009; Santos-Sanz et al. 2012), but its orbit could not be determined so far. The satellite has a magnitude difference of \( \Delta m = 0.37 \pm 0.24 \) mag, measured in the HST/WFPC2-PC F606W band (599.7 nm \pm 75 nm, see Mikulski Archive for Space Telescopes for more details\(^8\)).

3. Observations

3.1. Visual observations of the stellar occultation

2007 UK\(_{236}\) occulted USNO CCD Astrograph Catalog 4 star UCAC4 448-006503 in the constellation Eridanus (RA\(_{2000}\) = 04h 29m 30.6s, Dec\(_{2000}\) = -00° 28’ 20.9”, apparent magnitude \( m_V = 15.86 \) mag (V-band), \( m_B = 17.00 \) mag (B-band), \( m_R = 14.34 \) mag (J-band)\(^9\)) on 15 November 2014 UTC. At the time of the occultation, the target had a geocentric distance of \( r_G = 42.572 \) AU and a heliocentric distance of \( r_H = 43.47 \) AU. It was close to opposition (01 December 2014, phase angle \( \chi = 0.56 \)) and had an approximate apparent visual magnitude of \( m_V \approx 19.84 \) mag. Details on the prediction of this event can be found in Camargo et al. (2014). The event was announced in October 2014 via the RIO TNO Events data feed\(^7\) in OccultWatcher\(^8\), a software program written by H. Pavlov (Pavlov 2014) that allows coordination among professional and amateur observers, planning of campaigns, and deployment of mobile setups across the predicted path to acquire as many chords as possible. Before the event, 25 stations registered to attempt an observation of the event, while 16 stations reported back afterwards. In addition, this event was announced in a private email by J. L. Ortiz.

Unfortunately, weather conditions clouded out most observers in California and the south western U.S.. Three observers reported a successful observation of the event on OccultWatcher. Table\(^2\) provides an overview of their locations and setups. It turned out that all successful observers were coincidentally positioned with almost equal spacing to each other in relation to the shadow path, sampling the shadow almost symmetrically to the centerline. Schindler & Wolf observed at about 89 – 91% humidity and low transparency sky conditions in California; fortunately, the event happened during a larger gap in a high cirrus cloud cover seen around the time of the event. The 60 cm Astronomical Telescope of the University of Stuttgart (ATUS\(^9\)) located at Sierra Remote Observatories about an hour’s drive north-east of Fresno, was controlled remotely from Germany via internet connection. Bardecker, located in Nevada, also reported that high cirrus clouds moved in about two minutes after the event. Olsen reported clear and stable weather conditions in Illinois.

Schindler & Wolf were observing with an Andor iXon DU-888 camera with a back-illuminated EMCCD sensor in 2x2 binning mode. Being cooled to ~80°C via an internal thermo-electrical cooler, exposures are virtually free of dark current. The frame-transfer design of the EMCCD allows a fast shift of the accumulated charge from the light-sensitive image area to a masked storage area that is read out subsequently, while the next exposure is already under way in the image area. This allows virtually gap-free imaging, with a dead time between frames of only 3.45 ms (the time to shift an image from the light-sensitive to the storage area). The video signal is digitized in the camera and transmitted to a proprietary PCIe frame grabber and controller card. Image acquisition was controlled with Andor SOLIS running on Windows 7 64 bit. Running the camera in frame-transfer mode, subsequent series of 50 frames with 2 s integration time were taken and written directly to the PC’s hard drive into three-dimensional FITS files without buffering image data in the computer’s main memory (spooling). Between two image series, a gap of about 300 ms cannot be avoided owing to the non-real-time behavior of the operating system. A number of 50 images per series was chosen as a compromise between achieving a high probability to capture the disappearance and reappearance event during an image series while still achieving a timing accuracy well below 1 ms. Precise time stamps were logged with a

\(^7\)Maintained by D. Gault, Australia, publishing predictions from the RIO TNO Group (with members from Observatório Nacional/MCTI and Observatório do Valongo/UF RJ, Rio de Janeiro, Brazil; and Observatoire de Paris- Meudon/LESIA, Meudon, France).

\(^8\)http://www.occultwatcher.com

\(^9\)https://www.dsi.uni-stuttgart.de/forschung/atus.html
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The setup was inspired by an earlier system described in (Schindler et al. 2006) and is based on very good experiences by Souza et al. (2006) and is based on very good experiences with this type of camera during characterization measurements of the SOFIA telescope (Pfüller et al. 2012), and the subsequent upgrade of SOFIA’s focal plane imager (Wolf et al. 2014). Differential aperture photometry was performed relative to five field stars in AstroImageJ (Collins & Kielkopf 2013; Collins 2015; Collins et al. 2016), an image processing program written in Java on the basis of ImageJ (Schneider et al. 2012). The aperture radius was initially set to 3 pixels and subsequently varied based on the estimated full width at half maximum (FWHM) of the star image (radial profile mode). The background annulus size was set to an inner radius of 8 and an outer radius of 16 pixels; no background stars were visible within the annuli.

Olsen and Bardecker used monochrome video cameras that employ uncooled interline CCDs. Ambient temperature during data recording was −9°C (Olsen) and +4°C (Bardecker); sensor temperatures could not be measured and were somewhat higher than ambient owing to heat dissipated by the camera’s sensor and electronics. An interline CCD has a masked storage column which leads to an accumulated timing uncertainty of ±245 μs after extrapolating the time stamp for the 50th frame of a series.

Consequently, the cycle time uncertainty dominates the total uncertainty of the time measurement. The event was captured in frames 30 – 43 of an image series. A time-lapse animation of the frames acquired during the event is provided in Figure 2 and online. The setup was inspired by an earlier system described

| Observer | Schindler & Wolf | Olsen | Bardecker |
|----------|-----------------|-------|-----------|
| Closest city | Alder Springs, CA | Urbana, IL | Gardnerville, NV |
| Latitude N (deg mm ss.ss) | 37 04 13.50 | 40 05 12.40 | 38 53 23.53 |
| Longitude W (deg mm ss.ss) | 119 24 45.00 | 88 11 46.30 | 119 40 20.32 |
| Altitude (m) | 1405 | 224 | 1534 |
| Telescope type | Ritchey-Chrétien | Newtonian | Schmidt-Cassegrain |
| Aperture, focal ratio | 600 mm, f/8 | 500 mm, f/4 | 304 mm, f/3.3 |
| Camera | Andor iXon | Watec 120N+ | MallinCam B/W Special |
| | DU-888E-C00-BV | | |
| Sensor type | Frame transfer EMCCD | Interline transfer CCD | Interline transfer CCD |
| | (e2v CCD201-20, back-illuminated, grade 1) | (Sony ICX418ALL) | (Sony ICX428ALL-A with micro lenses) |
| Sensor cooling (temperature) | Thermo-electrical (~−80°C) | None (~−9°C) | None (~+4°C) |
| Frame grabber card | Andor CCI-24 PCIe | Pinnacle DVC-100 | Hauppauge USB-Live2 |
| File format | FITS, uncompressed | Video, uncompressed | Video, Lagarith codec |
| GPS time logger | Spectrum Instruments TM-4, triggered by electronic shutter of camera | Kiwi Video Time Inserter (VTI), overlaying GPS time stamp on camera frames | IOTA Video Time Inserter (VTI), overlaying GPS time stamp on camera frames |
| Integration time (s) | 2.000 | 4.271 | 2.135 |
| Camera-internal frame accumulation | none | 128 x 1/29.97 | 64 x 1/29.97 |
| Cycle time per frame (s) | 2.00345 | 0.03337 | 0.03337 |
| Disappearance (D) time from square-well fit (UTC) | 10:19:24.356 ± 0.159 | 10:18:05.447 ± 1.032 | 10:19:29.151 ± 0.452 |
| Reappearance (R) time from square-well fit (UTC) | 10:19:50.249 ± 0.159 | 10:18:26.802 ± 1.032 | 10:19:48.370 ± 0.452 |
| Duration of event (s) | 25.893 ± 0.225 | 21.355 ± 1.459 | 19.219 ± 0.639 |
| Chord length (km) | 641.0 ± 7 | 525.9 ± 25.4 | 475.7 ± 11.2 |
| SNR, star & target combined | ≈ 12.6 | ≈ 4.1 | ≈ 4.7 |

Notes. None of the observers have used any broadband filter. (a) Given temperatures are measured at the image sensor (Schindler & Wolf) or close to the telescope setup at the time of recording (Olsen, Bardecker). (b) Lossless video compression algorithm. (c) Signal-to-noise (S/N) ratio per data point.
cameras are running with a fixed frame rate of 29.97 frames per second (Engineering Industries Association (EIA) 1957), these imager associations (IOTA). Based on the monochrome EIA video signal standard (59.94 fields/s) and 210 × 210 pixels.

noise characteristics. The disadvantage of a reduced fill factor is partly mitigated by the use of micro lenses that are placed on each pixel of the CCD, which is the case in the MallinCam B/W Special used by Bardecker. This results in a higher sensitivity compared to the Watec 120N+ used by Olsen that has a sensor without micro lenses. Both types of cameras are widely used by amateurs who routinely conduct observations of occultations and report their results to the International Occultation Timing Association (IOTA). Based on the monochrome EIA video signal standard (Engineering Industries Association (EIA) 1957), these cameras are running with a fixed frame rate of 29.97 frames/s (59.94 fields/s) and have an analog video output. One frame has 525 lines and consists of two fields that are interlaced (first field even-numbered lines, second field odd-numbered lines). To achieve longer integration times, a number of fields at the camera output) and VTI (e.g. the time stamp is delayed by a field) need to be considered to precisely establish the start of each individual exposure.

The time stamp corrections were applied as described in George (2014) based on measurements by G. Dangl10 and Olsen. For Bardecker’s dataset, a correction of −0.1355 s accounting for camera delay and −0.01668 s accounting for VTI delay was made; for Olsen’s dataset, applied corrections were −4.2876 s and −0.01668 s, respectively.

The difference in S/N between the three datasets is caused by differences in telescope aperture size, noise characteristics of the respective camera (e.g. dark noise, amplifier noise, read noise of A/D converters), and sensor design affecting quantum efficiency (back-illuminated frame-transfer CCD with fill factor < 1 vs. front-illuminated interline CCD with fill factor < 1, with or without micro lenses; differences in AR coating). Given the small telescopes used in this campaign, the low S/N was a necessary compromise to sample the faint star at an acceptable cadence, while integration times have been chosen wisely to go for the limit of the respective equipment.

3.2. Far-infrared observations with Herschel/PACS

In addition to the data obtained from the occultation, we have revisited far-infrared photometric data that were previously acquired with the PACS photometer (Poglitsch et al. 2010) onboard Herschel (Pilbratt et al. 2010). Table 3 provides a summary of all observations of 2007 UK1282 that were made on 08 and 09 August 2010. This dataset has been reduced by constructing double-differential images optimized by source

\[ \text{http://www005.upp.so-net.ne.jp/k_miyash/occ02/limovie_en.html} \]
\[ \text{http://www.dangl.at/ausruest/vid_tim/vid_tim1.htm} \]
\[ \text{http://www.asteroidoccultation.com/observations/} \]
Table 3. Summary of observations of 2007 UK\textsubscript{126} with Herschel/PACS.

| OBSID       | Start time (UTC) | Bands | \(\beta\) (deg) |
|-------------|------------------|-------|-----------------|
| 1342202277  | 2010 Aug 08 17:52:17 | B/R   | 110             |
| 1342202278  | 2010 Aug 08 18:02:48 | B/R   | 70              |
| 1342202279  | 2010 Aug 18 13:13:19 | G/R   | 110             |
| 1342202280  | 2010 Aug 08 18:23:50 | G/R   | 70              |
| 1342202324  | 2010 Aug 09 12:47:55 | B/R   | 70              |
| 1342202325  | 2010 Aug 09 12:58:26 | B/R   | 110             |
| 1342202326  | 2010 Aug 09 13:08:57 | G/R   | 110             |
| 1342202327  | 2010 Aug 09 13:19:28 | G/R   | 70              |

Notes. OBSID denotes a Herschel internal ID for each observation. All observations were done in standard mini scan-map mode with a scan-length leg of 3', a scan-leg separation of 4', and a total of 10 scan legs, resulting in a duration of 603 s per acquisition. For more details on the mini scan-map mode, its data reduction and calibration, see [Balog et al. (2014)]. The scan-maps were taken with the specified orientation angle \(\beta\) relative to the instrument. During each observation, data were taken simultaneously in two bands: B - blue band (60 - 85 \(\mu\)m), R - red band (85 - 120 \(\mu\)m), and a total of 10 scan legs, resulting in a duration of 603 s per acquisition. For more details on the mini scan-map mode, its data reduction and calibration, see [Balog et al. (2014)]. The scan-maps were taken with the specified orientation angle \(\beta\) relative to the instrument. During each observation, data were taken simultaneously in two bands: B - blue band (60 - 85 \(\mu\)m), R - red band (85 - 120 \(\mu\)m). All observations were conducted with a repetition factor of 2, i.e. all maps have been observed twice.

Table 2.

Notes. OBSID denotes a Herschel internal ID for each observation. All observations were done in standard mini scan-map mode with a scan-length leg of 3', a scan-leg separation of 4', and a total of 10 scan legs, resulting in a duration of 603 s per acquisition. For more details on the mini scan-map mode, its data reduction and calibration, see [Balog et al. (2014)]. The scan-maps were taken with the specified orientation angle \(\beta\) relative to the instrument. During each observation, data were taken simultaneously in two bands: B - blue band (60 - 85 \(\mu\)m), R - red band (85 - 120 \(\mu\)m), and a total of 10 scan legs, resulting in a duration of 603 s per acquisition. For more details on the mini scan-map mode, its data reduction and calibration, see [Balog et al. (2014)]. The scan-maps were taken with the specified orientation angle \(\beta\) relative to the instrument. During each observation, data were taken simultaneously in two bands: B - blue band (60 - 85 \(\mu\)m), R - red band (85 - 120 \(\mu\)m). All observations were conducted with a repetition factor of 2, i.e. all maps have been observed twice.

matching, which leads to a higher S/N compared to supersky-subtracted images used in a previous reduction by [Santos-Sanz et al. (2012)]. Also, the PACS pipeline flux calibration is based on standard stars and asteroids that are significantly brighter than the target. The absolute photometric calibration of our reduction is instead based on a number of faint standard star measurements. The applied data reduction technique is described in detail in [Kiss et al. (2014)]. The fluxes obtained in each band are summarized in Table 2.

We have also checked data from the Wide-field Infrared Survey Explorer (WISE, Wright et al. (2010)) satellite for possible detections of 2007 UK\textsubscript{126}. Although two possible detections in images taken on 10 January 2010 are listed in the WISE All-Sky Known Solar System Object Possible Association List, we concluded that those are false positives for several reasons: The associated sources are off by several arcsec from their predicted positions, and our thermophysical modeling (see Section 5) predicts fluxes in the WISE bands that are well below the respective detection limits. Both Herschel/PACS and WISE measurements were taken close in time, i.e. at very similar observing geometry, so it appears safe to say that 2007 UK\textsubscript{126} was below the detection limits of WISE. Also, the Minor Planet Center does not list any entries for 2007 UK\textsubscript{126} reported from WISE.

4. Results from the stellar occultation

4.1. Occultation light curves and square-well fits

The integration time and achieved S/N of each camera dictate the fundamental limit of how accurate the moment of disappearance and reappearance of the occulted star can be determined on each chord. The expected light curve resembles a square-well if the following conditions are fulfilled:

1. The body has no atmosphere, or one that is so thin that it cannot be detected, given the sampling rate and S/N.

We have also checked data from the Wide-field Infrared Survey Explorer (WISE, Wright et al. (2010)) satellite for possible detections of 2007 UK\textsubscript{126}. Although two possible detections in images taken on 10 January 2010 are listed in the WISE All-Sky Known Solar System Object Possible Association List, we concluded that those are false positives for several reasons: The associated sources are off by several arcsec from their predicted positions, and our thermophysical modeling (see Section 5) predicts fluxes in the WISE bands that are well below the respective detection limits. Both Herschel/PACS and WISE measurements were taken close in time, i.e. at very similar observing geometry, so it appears safe to say that 2007 UK\textsubscript{126} was below the detection limits of WISE. Also, the Minor Planet Center does not list any entries for 2007 UK\textsubscript{126} reported from WISE.

2. Effects of Fresnel diffraction and the finite stellar diameter are negligible.

Considering the peak sensitivity wavelength of the Si-based CCD cameras (\(\lambda \approx 650\) nm) and the geocentric distance of 2007 UK\textsubscript{126}, the Fresnel scale is \(F \approx 1.44\) km (Roques et al. (1987)). The estimated angular stellar diameter is about 0.0097 (van Belle (1999), or 0.3 km projected at the geocentric distance of 2007 UK\textsubscript{126}. Given the very high speed of the shadow on the Earth’s surface of about \(v \approx 24.1\) km s\(^{-1}\) and the three orders of magnitude larger size of 2007 UK\textsubscript{126}, it becomes clear that both effects can be neglected for the dataset at hand.

The light curves that have been obtained by the three observers are illustrated in Figure 3 together with derived square-well fits. All relative fluxes have been normalized based on the average combined relative flux of star and TNO in all available exposures before and after the occultation (“baseline”). None of the light curves indicate a gradual decline and emergence of the star, so a square-well fit is a legitimate approximation. Given the achieved sampling rates, the presence of a thin atmosphere cannot be excluded; this question remains to be studied during future occultations that allow for faster sampling (i.e. brighter star or availability of larger telescopes). Given the quasizero dead time of all cameras used in this study, disappearance and reappearance of the occulted star must have occurred (with near-100% certainty) during integration of an exposure (a single frame for Schindler/Wolf, or \(n\) accumulated frames for Bardecker and Olsen). The measured relative flux in the respective exposure is consequently smaller than the combined relative flux of the star and the TNO, but larger than the TNO’s relative flux alone.

The S/N of the dataset of Schindler & Wolf is sufficient to clearly isolate the frames that recorded disappearance and reappearance, and to interpolate their time stamps to subframe accuracy. As the response of the CCD is linear, the ratio between the measured relative flux in the disappearance or reappearance frame and the baseline is directly proportional to the offset of disappearance or reappearance in time relative to the start of the respective exposure. An upper and lower limit of this ratio has been derived using the normalized relative flux error \(\sigma_{\text{Signal}} = (S/N)^{-1}\), which propagates directly into the uncertainty of the estimated disappearance and reappearance times \(\Delta t_{\text{D/R}} = \sigma_{\text{Signal} \text{fmt}} / \sigma_{\text{Signal}}, \text{as given in Table 2}.\)

Unfortunately, the S/Ns of the datasets of Olsen and Bardecker do not allow for the identification of the accumulated frame that recorded disappearance and reappearance. This becomes clear from the light curves: None of the accumulated frames has a relative flux that separates it from the upper or lower baseline with statistical significance. Thus, we decided to apply square-well fits that are coincident with the sampling frequency. Again, the normalized relative flux error has been used as an uncertainty estimate to calculate timing uncertainties (see Table 2). We note that the R-OTE software package uses the Akaike information criterion (AIC) as a logic to decide objectively if a square-well fit shall be applied to exposure timing (3 parameter model) or sub-exposure timing (4 parameter model). While the goodness of fit improves with an additional parameter, the fit is not necessarily a better representation of the data at hand. By weighing the number of parameters of a model against its

16This simplification is only accurate for a body without any atmosphere. Assuming a gradual dimming would have happened on shorter timescales than the integration time, the gradual transition could have been integrated by a single image. The length of the chord would then be slightly overestimated.
Table 4. Herschel/PACS fluxes of 2007 UK₁₂₆, derived from a combination of all data available in a given band.

| Band | λ ref (µm) | Mid-time | rₜ (AU) | Δ (AU) | α (deg) | In-band flux (mJy) | FD (mJy) | 1σ (mJy) |
|------|------------|----------|---------|--------|---------|-------------------|---------|---------|
| B    | 70         | 2010 Aug 09 03:30 | 44.94437 | 45.16375 | 1.27 | 11.43 ± 1.20 | 11.55 | 1.34 |
| G    | 100        | 2010 Aug 09 03:51 | 44.94436 | 45.16351 | 1.27 | 13.20 ± 1.47 | 13.33 | 1.63 |
| R    | 160        | 2010 Aug 09 03:41 | 44.94437 | 45.16363 | 1.27 | 8.08 ± 2.03 | 8     | 2.05   |

Notes. For all details on the data reduction, see Kiss et al. (2014). The photometric uncertainty is derived from aperture photometry on 200 artificial sources, resembling the PACS PSF in the respective band, that have been planted individually on the double-differential image. The distribution of measured artificial source fluxes resembles a Gaussian, so its standard deviation defines the photometric uncertainty of the respective image. λ ref - reference wavelength for respective band, rₜ - heliocentric distance at mid-time, Δ - Herschel-centric distance at mid-time, α - phase angle at mid-time, FD - color-corrected monochromatic flux density at reference wavelength, 1σ - estimated uncertainty of FD (includes the 5% absolute flux calibration error of PACS).

Fig. 3. Obtained light curves for the occultation on 15 November 2014. The occultation was recorded at different times due to different longitudes and latitudes of the observatories; the shadow was moving from east to west (c.f. Figure 5). Light curves were normalized based on the combined relative flux of the star UCAC4 448-006503 and TNO 2007 UK₁₂₆, averaged over all available images before and after the event. The occulted star’s apparent V-band magnitude is mᵥ = 15.8 mag, which was four magnitudes brighter than 2007 UK₁₂₆ (mᵥ ≈ 19.8 mag). Raw data from Bardecker and Olsen is plotted in light red and light green; their video cameras were running at a fixed frame rate, accumulating n frames internally and returning the result n times at the analog video output (see Section 3.1 for details). Consequently, the relative flux was averaged over each bin of 64 (Bardecker, dark red) and 128 samples (Olsen, dark green; see discussion in text). Data points by Schindler & Wolf (blue) were derived from single images, with relative flux errors (1σ) plotted in light blue. The black lines represent square-well fits that were used to derive the disappearance and reappearance times for each chord (see text for details).

4.2. Size of the shadow from a best-fitting ellipse

The reconstruction of shadow size and shape is done in the geocentric fundamental (Besselian) plane, which is perpendicular to the line connecting the apparent position of the occulted star UCAC4 448-006503 (at the epoch of the observation, transformed from the J2000 UCAC4 position) and the position of 2007 UK₁₂₆ as given by the ephemeris. In the fundamental plane, the shadow of 2007 UK₁₂₆ is not distorted by Earth’s curvature, i.e. shape and size of the shadow can be directly derived. Each observer’s position on the Earth’s surface (latitude, longitude) is projected twice onto the fundamental plane: At the disappearance (D) and reappearance (R) time of the star as measured by the respective observer. This results in six event coordinates on the fundamental plane that represent points on the limb profile of 2007 UK₁₂₆. A reference frame is then defined on the fundamental plane, which is fixed with respect to the shadow of 2007 UK₁₂₆, or in other words, moving in the fundamental plane with the shadow. After transforming the D and R coordinates from the fundamental plane into the moving reference frame, the shadow is reconstructed. Details of this reduction approach can be found in, for example, Millis & Dunham (1989), Millis & Elliot (1979) and Wasserman et al. (1979).
Based on the assumption that 2007 UK$_{126}$ is of sufficient size that its shape can be approximated either by a Maclaurin or a Jacobi ellipsoid, its projected shadow on the Earth’s surface is expected to be an ellipse. For a subsequent analysis of size and shape, we need to find the ellipse that best fits to the measured disappearance (D) and reappearance (R) times (or respectively, the D and R coordinates in the reference frame moving with the shadow). An ellipse can be described by five geometrical parameters: its center coordinates $x_{El}, y_{El}$, the major and minor axes $a_{El}$ and $b_{El}$, and the orientation angle of the major axis $\theta_{El}$. Fortunately, the availability of three chords covering both sides of the shadow path allows for an ellipse fit without taking additional assumptions.

We used Occult$^{11}$, a software program written and continuously developed by D. Herald and used by occultation observers worldwide for predictions of events and subsequent data analysis. Using Occult, we translated measured D and R times and their derived uncertainties (see previous section) into D and R coordinates with propagated uncertainties in the moving reference frame, and calculated an initial ellipse fit (for details, see Herald [2016]). To verify these results independently, we recalculated the ellipse fit with our own code written in Matlab and realized that the algorithm implemented in Occult has a significant shortcoming. Occult uses a direct least-square ellipse fit algorithm, where uncertainties of D and R timings have no effect on the resulting ellipse and are not propagated into the uncertainties associated to the ellipse parameters. Timing error estimates are collected merely for archiving purposes at this moment. The uncertainties of the geometric ellipse parameters provided by Occult are solely derived from the residuals between the ellipse and each D or R coordinate, measured along the line between ellipse center and D or R. Although Occult allows the user to specify weights to differentiate between different levels of data quality, these weights only influence the estimated uncertainties of the ellipse parameters, not the ellipse fit itself.

It became clear that the desired propagation of timing errors into the ellipse fit leads to a non-linear errors-in-variable problem. We found a perfectly suited algorithm recently described by Szpak et al. (2015) that offers a solution for exactly this type of problem. The D and R uncertainties can be described as independent Gaussian noise with zero mean that is inhomogeneous, i.e. that depends on the respective setup, integration time and observing conditions. Therefore, we can use the propagated D and R uncertainties in the moving reference frame to define a covariance matrix for each D and R coordinate. The algorithm uses these covariance matrices as weights in a cost function that needs to be minimized to determine the best-fitting ellipse. After the algorithm has calculated the algebraic parameters of the ellipse and their corresponding covariances, a conversion and covariance propagation to the ellipse’s geometrically meaningful parameters is conducted. In this way, we get a reliable and robust estimate of the uncertainties of all parameters of interest, while the ellipse fit itself considers the noise in the data points. Finally, a confidence region in the plane of the ellipse is calculated, illustrating the zone in which the true ellipse is located at a given probability. We chose a planar 68.3% confidence region to be consistent with other literature in the field instead of the 95% region suggested by Szpak et al. (2015), e.g. for industrial machine vision applications.

The resulting geometrical parameters of the best fitting ellipse and their associated uncertainties are listed in Table 5.

### Table 5. Geometric parameters of the best fitting ellipse and associated uncertainties.

| Parameter | Value       |
|-----------|-------------|
| $a_{El}$ (km) | 645.80 ± 5.68 |
| $b_{El}$ (km) | 597.81 ± 12.74 |
| $x_{El}$ (km) | 6.57 ± 2.06 |
| $y_{El}$ (km) | −10.82 ± 3.13 |
| $\theta_{El}$ (deg) | 21.25 ± 5.65 |

The ellipse fit and its 68.3% confidence region is illustrated in Fig. 4. The derived ellipse fit and its 68.3% confidence region (gray). Uncertainties of each individual ellipse parameter are summarized in Table 5. The angle $\theta$ gives the rotation of the major axes, measured from east to north. The plotted error bars of the D and R locations have been derived from the timing deviations given in Table 2. The major and minor axes are indicated by the dotted lines. The distances provided in the legend are topocentric with respect to the centerline derived for the best fit (dash-dotted line). The chord by Schindler & Wolf sampled 2007 UK$_{126}$ almost at the centerline, while the chords by Bardecker and Olsen sampled the upper and lower part quasi symmetrically. The geocentric distance of 2007 UK$_{126}$ was $r_{El} = 42.572$ AU at the time of the observation.

Figure 4. The derived ellipse fit and its 68.3% confidence region (gray). Uncertainties of each individual ellipse parameter are summarized in Table 5. The angle $\theta$ gives the rotation of the major axes, measured from east to north. The plotted error bars of the D and R locations have been derived from the timing deviations given in Table 2. The major and minor axes are indicated by the dotted lines. The distances provided in the legend are topocentric with respect to the centerline derived for the best fit (dash-dotted line). The chord by Schindler & Wolf sampled 2007 UK$_{126}$ almost at the centerline, while the chords by Bardecker and Olsen sampled the upper and lower part quasi symmetrically. The geocentric distance of 2007 UK$_{126}$ was $r_{El} = 42.572$ AU at the time of the observation.

Figure 5 illustrates the reconstructed shadow path on the surface of the Earth, where the shadow’s upper and lower boundary and centerline are based on the size and orientation of the ellipse as illustrated in Figure 4. An animation that illustrates the shadow traveling across the continental US and the measurements conducted in parallel is provided as supplementary ma-

---

11http://www.lunar-occultations.com/iota/occult4.htm
The sample size is too small for reliable statistical analysis. p of erda et al. (2014) derived a median albedo for detached objects analyzed via thermophysical modeling. Based on this sample, Lac-Herschel principal axis rotation would appear in almost the same projection. Considering the orbital period of 636.73 yr, a body in pure secular rotation ("wobble") that is significantly smaller than the age of the solar system does not change, i.e. the pole orientation of the body as seen from Earth remains virtually the same. This assumption is reasonable: As pointed out by Sheppard & Jewitt (2002), with reference to Harris (1994), an object of the size of 2007 UK₁₂₆ that is significantly smaller than the age of the solar system. As with this value might include a small flux contribution from a potential satellite) and 1 AU = 1.49598 · 10⁸ km. Considering propagation of all measurement errors (see Appendix B), we derive pᵥ = 15.0 ± 1.6%. This calculation assumes that, between the epochs of the photometric measurements (September 2008) and the occultation (November 2014), the projected area did not change, i.e. the pole orientation of the body as seen from Earth remains virtually the same. This assumption is reasonable: As pointed out by Sheppard & Jewitt (2002), with reference to Harris (1994), an object of the size of 2007 UK₁₂₆ has a damping timescale for its non-principal axis rotation ("wobble") that is significantly smaller than the age of the solar system. Considering the orbital period of 636.73 yr, a body in pure principal axis rotation would appear in almost the same projection on such short timescales. The new albedo estimate is within the previously derived range by Santos-Sanz et al. (2012) of pᵥ = 16.7 ± 5.8%. 2007 UK₁₂₆ is one of eight detached objects that have been observed with Herschel in the far-infrared and subsequently analyzed via thermophysical modeling. Based on this sample, Lacerta et al. (2014) derived a median albedo for detached objects of pᵥ,DD = 16.7%. Considering our new estimate, the median albedo for this class of objects shifts to pᵥ,DD = 15.0%, but the sample size is too small for reliable statistical analysis.

![Fig. 5. Reconstructed shadow path and geographic locations of all observers across the continental US. The three lines indicate the shadow path's northern boundary, centerline, and southern boundary, assuming an elliptical shape for 2007 UK₁₂₆ based on the ellipse fit presented in Figure 4. The arrows indicate the direction of travel of the shadow on the Earth's surface from east to west. An animation illustrating the event and the acquired light curves is provided as supplementary material on the A&A website.](http://ips.as.arizona.edu/~cnaw/sun.html)

4.3. Albedo

Thanks to the occultation measurement, we can improve the geometric albedo estimate. Following the formula

\[ pᵥ = 4 \cdot 10^{-0.4(Hᵥ,\text{Sun}−Hᵥ,\text{TNO})} \cdot (1 \text{AU})^2 \frac{1}{a管局} \cdot \frac{1}{b管局} \cdot \sin^2 \theta, \]  

where \( Hᵥ,\text{Sun} = 26.78 \) mag is the absolute magnitude of the Sun (Bessel 1826), \( Hᵥ,\text{TNO} = 3.69 \pm 0.044 \) mag is the absolute magnitude of 2007 UK₁₂₆ in V-Band (see Section 2, although this value might include a small flux contribution from a potential satellite) and 1 AU = 1.49598 · 10⁸ km. Considering propagation of all measurement errors (see Appendix B), we derive pᵥ = 15.0 ± 1.6%. This calculation assumes that, between the epochs of the photometric measurements (September 2008) and the occultation (November 2014), the projected area did not change, i.e. the pole orientation of the body as seen from Earth remains virtually the same. This assumption is reasonable: As pointed out by Sheppard & Jewitt (2002), with reference to Harris (1994), an object of the size of 2007 UK₁₂₆ has a damping timescale for its non-principal axis rotation ("wobble") that is significantly smaller than the age of the solar system. Considering the orbital period of 636.73 yr, a body in pure principal axis rotation would appear in almost the same projection on such short timescales. The new albedo estimate is within the previously derived range by Santos-Sanz et al. (2012) of pᵥ = 16.7 ± 5.8%. 2007 UK₁₂₆ is one of eight detached objects that have been observed with Herschel in the far-infrared and subsequently analyzed via thermophysical modeling. Based on this sample, Lacerta et al. (2014) derived a median albedo for detached objects of pᵥ,DD = 16.7%. Considering our new estimate, the median albedo for this class of objects shifts to pᵥ,DD = 15.0%, but the sample size is too small for reliable statistical analysis.

Substituting the magnitudes in equation 1 with the R-band estimates \( Hᵥ,\text{TNO} = 3.07 \pm 0.044 \) mag (see Section 2) and \( Hᵥ,\text{Sun} = −27.12 \) mag (Bessel 1826), we obtain a geometric albedo in the R-band of \( p₉ = 19.5 \pm 2.0\% \).

4.4. Shape and size

The very small light curve variations (Δm₉ = 0.03 ± 0.01 mag peak-to-peak, see Section 2) are another strong indicator of a Maclaurin spheroid with albedo variations that is not seen pole-on. From spacecraft fly-bys, we know about objects in the solar system that were shaped into oblate spheroids by their own gravity, but which are considerably smaller than 2007 UK₁₂₆: The icy Saturnian satellites Mimas \( (\rho = 1.149 \pm 0.007 \text{ g cm}^{-3}, \rhoultipartFile{eq}{eq} = 396.4 \pm 0.8 \text{ km, Roatsch et al. 2009}, Enceladus \( (\rho = 1.609 \pm 0.005 \text{ g cm}^{-3}, \rho.cgColoreq{eq} = 504.2 \text{ km, Roatsch et al. 2009}) and Miranda \( (\rho = 1.20 \pm 0.14 \text{ g cm}^{-3}, \rho cdr{eq} = 472 \pm 3 \text{ km, Jacobson et al. 1992}) \). We feel it is a reasonable assumption to constrain our following analysis to a Maclaurin spheroid that rotates around its principal axis \( c \), and to discard the Jacobi solution.

Viewing a Maclaurin spheroid pole-on \( (\theta = 0^\circ) \) would lead to a circular shadow during an occultation, while viewing it equator-on \( (\theta = 90^\circ) \) would lead directly to the elliptical shadow that was measured. While a circular fit (and hence a pole-on view) has been ruled out geometrically, the ellipse derived in the previous section represents a distorted projection of the true shape of 2007 UK₁₂₆ in any other pole orientation than equator-on. For a Maclaurin spheroid, we can calculate the flattening ratio \( \alpha/c \) from the major axis \( a管局 \) and minor axis \( b管局 \) of the shadow ellipse and the angle \( \theta \) between the spheroid’s rotation axis and the line of sight:

\[ \frac{a}{c} = \frac{\sin^2 \theta}{\sqrt{\frac{a管局}{b管局} − \cos^2 \theta}} \]

We do not know \( \theta \) at the time of the occultation. This implies that we can only specify a plausible range of flattening ratios based on the uncertainties of the shadow ellipse parameters and an arbitrary tilt angle. The upper limit of the flattening ratio is given by the bifurcation point between a Maclaurin spheroid and a Jacobi ellipsoid at \( \alpha/c = 1.71609 \), corresponding to an ellips eccentricity of \( e = 0.81267 \) (Chandrasekhar 1967). As illustrated in Figure 5 and summarized in Table 3 the flattening ratio of 2007 UK₁₂₆, and therefore its size, are relatively poorly constrained.

We also do not have a density estimate for 2007 UK₁₂₆. Models of volatile retention (see e.g. Schaller & Brown 2007) could be used to derive a lower bulk density limit when surface ices or a thin atmosphere are present, but the featureless near-infrared spectrum (see Section 2) does not indicate the presence of any prominent volatiles (within the S/N limits of the dataset). As pointed out by Brown (2013a), the absence of volatiles and a measurable atmosphere cannot be used as an argument to derive an upper density limit, as Jeans escape is unfortunately not the only mechanism that can cause a body to lose its volatiles, even though it is the slowest.

One way to estimate a lower bulk density limit would be a precise determination of the rotation period. At bifurcation, we can calculate the density of the spheroid as shown by Chandrasekhar (1967) from

\[ \rho = \frac{\omega^2}{0.37423 \pi G} \]
Fig. 6. Flattening ratio $a/c$ of the Maclaurin spheroid as a function of angle $\theta$ between the spheroid’s rotation axis and the line of sight. Without a density estimate, true flattening ratios up to the bifurcation point are theoretically plausible. We argue that a more realistic lower density limit is $\rho = 0.73$ g cm$^{-3}$, which would exclude extreme axis ratios and therefore constrain the volume of the body considerably.

where $\omega$ denotes the angular velocity and $G = 6.67384 \times 10^{-11}$ m$^3$ kg$^{-1}$ s$^{-2}$ the gravitational constant. We only know that 2007 UK$_{126}$ takes more than $P > 8$ h for a full rotation (see Section 2), which means its bulk density at bifurcation would be $\rho < 0.61$ g cm$^{-3}$. Rotation period and density are indirectly proportional to the square, i.e. if the body takes twice as long for a full rotation, its lower density limit would be one quarter of this estimate. We can therefore not constrain a lower limit on bulk density for 2007 UK$_{126}$ at this time.

Estimated bulk densities and sizes of TNOs have been collected, e.g. in Ortiz et al. (2012) (see supplementary information), Brown (2013b) and Johnston (2014). We compiled a list of all TNOs whose size has been constrained by thermophysical modeling and/or occultations, and bulk density has been estimated owing to the presence of a satellite with a known orbit (see Appendix A). We did not include TNOs for which bulk density estimates have been derived solely from light curves (as an assumption on body figure has to be made in these cases), or limits on bulk density have been stated mistakenly based on the absence of volatiles or a measurable atmosphere. Our list covers 19 objects with a diameter range of 157 – 2374 km. We emphasize that this compilation can only be used for qualitative statements; it is not meaningful to derive a correlation function between size and density – the sample is too small, could be observationally biased, and uncertainties are, in general, very large. Also, the large diversity among the TNO population is not understood, and bodies could have undergone entirely different evolutions. To our knowledge, no density estimate has been derived for any detached object to date. Only few objects have been studied through far-infrared observations, and 2007 UK$_{126}$ is the first detached object that has been studied in detail during an occultation. In addition, the limits of orbital elements of the detached object population are unclear, and transitional objects between the scattered disk and the inner Oort cloud could belong to this population as well. The only two scattered disk objects (SDOs)

Table 6. Possible size range of the axes of a Maclaurin spheroid.

| Parameter | $a/c < 1.7161$ | $a/c \leq 1.4870$ |
|-----------|----------------|------------------|
| $a = b$ (km) | 640 – 651 | 640 – 651 |
| $c$ (km) | 373 – 611 | 432 – 611 |
| $d_{\text{sphere,eff}}$ (km) | 535 – 638 | 563 – 638 |

Notes. The equivalent diameter of a sphere $d_{\text{sphere}}$ has been calculated to compare with a previous size estimate.

for which densities have been estimated thanks to their satellites are Ceto ($d_{\text{sphere,eff}} = 281 \pm 11$ km, $\rho = 0.64^{+0.16}_{-0.13}$ g cm$^{-3}$, $P = 5.6 \pm 0.6$ h, Santos-Sanz et al. 2012) and Eris ($d_{\text{eff}} = 2326 \pm 12$ km, $\rho = 2.52 \pm 0.05$ g cm$^{-3}$, $P = 96^{+9}_{-0.4}$ h, Sicardy et al. 2011). Both objects could not be more contrary in character; their properties are at complete opposite ends of the parameter space, illustrating the difficulties at hand.

From our list, we find that, except for two targets (both about half the size of 2007 UK$_{126}$), no TNO has an estimated density $\rho < 0.6$ g cm$^{-3}$. This corresponds to our estimated lower density limit at bifurcation based on $P = 8$ h. A subset of 13 objects in our list have a size $d_{\text{eff}} < 400$ km; the average density of this subset is $\rho = 0.87$ g cm$^{-3}$, while the median density is $\rho_{\text{median}} = 0.73$ g cm$^{-3}$. Eleven of these 13 objects are smaller than $d_{\text{eff}} < 400$ km, so this selection is strongly biased towards objects that are significantly smaller than 2007 UK$_{126}$.

We feel that it is unlikely that 2007 UK$_{126}$ has a bulk density below $\rho = 0.73$ g cm$^{-3}$ given its size, since this would require a significant porosity comparable to a comet. The Rosetta mission revealed a density of $\rho = 0.533 \pm 0.006$ g cm$^{-3}$ and a porosity of 72 – 74% for the nucleus of 67P/Churyumov-Gerasimenko (Pätzold et al. 2016). These properties appear feasible for highly fractured rubble piles, but are hard to imagine for a dwarf planet candidate that is larger than the three Saturnian satellites mentioned earlier. Arguing from a different perspective, finding an oblate spheroid with a flattening ratio close to bifurcation is very unlikely, since 2007 UK$_{126}$ is certainly not composed of a strengthless fluid. Solving the following equation provided by Chandrasekhar (1967) numerically,

$$\rho = \omega^3 \left\{ \frac{\pi G}{2 \left( 3 - 2 e^2 \right)} \right\} \left( \frac{1 - e^2}{e^2} \right) \int_{0}^{\pi} \frac{1}{\sqrt{1 - e^2 \sin^2 \theta}} d\theta,$$

leads to an ellipse eccentricity of $e = 0.7401$, or $a/c = 1.4870$, assuming $\rho = 0.73$ g cm$^{-3}$ and $P = 8$ h. A longer rotation period would lower the flattening ratio. We feel that a flattening ratio of $a/c = 1.4870$ represents an acceptable, albeit qualitative, upper limit.

Table [5] summarizes the possible size range of all three spheroid axes for both the generic case (unknown density) and considering the added qualitative constraint on density. It can be seen that the occultation data is able to improve the previous size estimate of $d_{\text{sphere,eff}} = 599 \pm 77$ km for an equivalent sphere that was derived by Santos-Sanz et al. (2012) solely through thermophysical modeling based on Herschel/PACS data. In the next section, we refine our size estimate from the occultation further through thermophysical modeling, using the occultation data as constraints.
5. Results from thermophysical modeling

To improve our geometrically obtained size estimate of 2007 UK$_{126}$, we model the body’s thermal emission using a thermophysical model (TPM) code. We conduct a parametric study to predict far-infrared fluxes for a wide range of plausible geometries and physical properties, and compare them to our reduced Herschel/PACS measurements presented in Section 3.2. A description of the thermophysical model, its parameters and further details can be found in Müller & Lagerros (1998, 2002). The model considers the heliocentric distance of 2007 UK$_{126}$ (r$_H$ = 44.944 AU) at the epoch of Herschel’s observations.

2007 UK$_{126}$ is considered a binary system. Since we do not know the position of the satellite relative to the primary during Herschel’s observations, we need to consider that the satellite might have contributed some flux to the Herschel/PACS measurements. We therefore studied the following cases to constrain which combination of parameters are compatible to the occultation and to the Herschel/PACS data:

I. The satellite did not contribute flux to the observed FIR fluxes;
II. The satellite contributed a maximum plausible flux to the observed FIR fluxes;

each considering

(a) A thermal inertia of
\[ \Gamma = (0.3, 0.7, 1, 3, 5, 10) \, \text{J m}^{-2} \, \text{s}^{-0.5} \, \text{K}^{-1}; \]
(b) A surface roughness with a slope of \( s = [0.1, 0.5, 0.9] \) rms;
(c) A rotation period of \( P = [8, 11.05, 14.30, 20.25] \) h

for three representative shadow ellipses: The best fitting ellipse, and the largest and smallest ellipse according to the estimated uncertainties of the major and minor axes. For each ellipse geometry, we considered the possible tilt angle range of the body’s principal axis \( c \) starting at the lowest limit constrained by bifurcation, and then discretized in multiples of 5° up to \( \theta = 45° \), and in multiples of 10° between \( \theta = 50° \) and an equator-on viewing geometry (\( \theta = 90° \)). The qualitatively derived limit of \( a/c = 1.4870 \) discussed in the previous section was discarded to enable an unbiased analysis. To study the described parameter space, 4320 flux predictions had to be made, not counting additional predictions to test, for example, an even more extreme thermal inertia. Figure 7 illustrates how all flux predictions made for \( P = 8 \) h scatter and compare with our improved Herschel/PACS flux measurements, which are plotted with their respective uncertainties.

5.1. No flux contribution from a satellite

We consider a thermophysical model as plausible if it predicts far-infrared fluxes that fit to the measured Herschel/PACS fluxes with a reduced \( \chi^2 \leq 1.7 \). Table 2 summarizes the parameter space of models that fulfilled this criteria, assuming \( P = 8 \) h.

We consider the very high roughness case (\( s = 0.9 \) rms) as rather unrealistic, as such high roughness values are typically not used in thermophysical simulations. For near-Earth objects, typical roughness values in simulations are \( s = 0.2 \) rms, while values above \( s > 0.5 \) rms do not find application. Also, thermal inertia that is required in this case to produce plausible models is rather high. Recent work by Lelouch et al. (2013) finds evidence that thermal inertia decreases with increasing heliocentric distance, implying a trend towards more and more porous surfaces. According to their study, typical values at heliocentric distances of \( r_H > 41 \) AU are expected to be around \( \Gamma \approx 2 \, \text{J m}^{-2} \, \text{s}^{-0.5} \, \text{K}^{-1} \), while values do not exceed \( \Gamma \approx 6 \, \text{J m}^{-2} \, \text{s}^{-0.5} \, \text{K}^{-1} \) that far out in the solar system. This was also the reason why we limited our parameter study to thermal inertia values of \( \Gamma \leq 10 \, \text{J m}^{-2} \, \text{s}^{-0.5} \, \text{K}^{-1} \).

For a rotation period of \( P = 8 \) h, all plausible solutions cover a range of the principal axis tilt of \( \theta = 45° - 90° \). The estimated effective diameter (of a sphere with equal volume) is \( d_{\text{eff}} = 599 - 629 \) km. When assuming a rotation period of \( P > 8 \) h, it is more difficult to find models that are in agreement with the Herschel/PACS measurements. At \( P = 20.25 \) h, we obtain \( d_{\text{eff}} = 605 - 625 \) km at principal axis tilt angles of \( \theta = 60° - 90° \); solutions can then only be found for low and intermediate surface roughness levels. To explain the size measurement from the occultation under the assumption of a surface with high roughness and a long rotation period, a thermal inertia would be required that is too high to be physically plausible.

5.2. Some flux contribution from a satellite

Given that the broad HST F606W band pass is reasonably close to the standard V band pass from the perspective of solar system studies, we translate the satellite’s magnitude difference of \( \Delta m = 3.79 \pm 0.24 \) mag into an absolute magnitude of \( H_{\text{Sat}} = 7.48 \pm 0.29 \) mag. This implies that the satellite emits about 3% of the combined flux. Assuming an identical albedo and using the equation from Harris (1998),

\[
d_{\text{Sat}} = 10^{\frac{-m_{\text{Sat}}}{5}} \times 1329 \, \mu \text{m},
\]

we obtain a diameter estimate of \( d_{\text{Sat}} = 112.2 \pm 75.5 \) km for the satellite. For this scenario, we estimated with our TPM that the satellite would contribute a flux of 0.3 / 0.4 / 0.3 mJy in the Herschel/PACS bands (70 / 100 / 160 \( \mu \text{m} \)).
Using the same albedo for the satellite and for the primary is an assumption that is often made in literature, but we do not know how realistic it is. For example, the New Horizons mission proved that Charon is significantly darker than Pluto (Buratti et al. 2016). It therefore appears more meaningful to study a worst case scenario for the satellite: We assume that its albedo is lower than for the primary ($p_{V,Sat} = 5\%$) and that its brightness is at the upper uncertainty limit of the available measurements ($H_{V,Sat} = 7.19$ mag), implying an equivalent diameter of $d_{Sat} = 217$ km. Using our TPM, we estimate that this type of satellite produces $1.6 / 1.8 / 1.3$ mJy (corresponding to $\approx 14 - 16\%$ flux) in the Herschel/PACS bands if we use typical simulation parameters: An equator-on viewing geometry, a $P = 8$ h rotation period (assuming a tidally locked motion), a low thermal inertia of $\Gamma = 1$ J m$^{-2}$ s$^{-0.5}$ K$^{-1}$, and an intermediate level of surface roughness of $s = 0.5$ rms. Acting as a comparison, the NEATM model (Harris 1998) produces consistent flux estimates of $1.6 / 1.9 / 1.5$ mJy for such a satellite using a beaming parameter of $\eta = 1.2$. Subtracting the satellite’s worst-case flux estimates from the measured Herschel/PACS fluxes provided earlier in Table 8 gives us a minimum flux estimate of $9.9 / 11.5 / 6.7$ mJy for 2007 UK$_{126}$.

Thermophysical modeling considering a satellite flux contribution did not lead to meaningful results at any studied rotation period: Although predicted fluxes typically match measurements in the 70 $\mu$m and 100 $\mu$m bands well, they poorly fit the measurements in the 160 $\mu$m band. This is indicated by a much degraded reduced $\chi^2$ $\geq$ 3.32. Table 8 lists the range of possible properties of 2007 UK$_{126}$ according to models with a goodness of fit in the range of $3.32 \leq \chi^2 \leq 4.0$. Again, a very high roughness and a very high thermal inertia are rather unrealistic.

Given the very poor fit of our modeled fluxes to Herschel/PACS measurements, it is very likely that the flux contribution from the satellite is much less than the derived worst-case contribution, indicating that the discussion in Section 5.1 is a realistic approximation.

### 5.3. Implications

The TPM simulations enable us to constrain the parameter space marked in Figure 8 significantly. Figure 9 illustrates the surface temperature distribution on 2007 UK$_{126}$, as predicted by the TPM for one of the best model fits: A viewing geometry of $\theta = 70^\circ$ of an oblate sphere with an effective diameter of $d_{eef} = 618$ km, a flattening ratio of $a/c = 1.11$, a thermal inertia of $\Gamma = 3$ J m$^{-2}$ s$^{-0.5}$ K$^{-1}$, an intermediate level of surface roughness of $s = 0.5$ rms, and a rotation period of $P = 8$ h. This fit results in a reduced $\chi^2 = 1.43$ and predicted fluxes of $10.98 / 13.28 / 10.29$ mJy in Herschel’s 70 / 100 / 160 $\mu$m bands.

In our range of plausible model fits, we find maximum surface temperatures of about $50 - 55$ K in the subsolar point. Since 2007 UK$_{126}$ is still on its way to perihelion in 2046, it spends a large fraction of its orbit at comparable or even higher surface temperatures. From two perspectives, it is unlikely that 2007 UK$_{126}$ has retained volatile ices (CH$_4$, N$_2$, and CO): Because of its estimated temperature levels and its small size. At the given surface temperatures, all volatiles would be lost solely based on Jeans escape, as indicated by a greatly simplified model by Schaller & Brown (2007). However, as discussed by Stern & Trauton (2008), an atmosphere on a body as small as 2007 UK$_{126}$ would be governed by hydrodynamic escape (owing to the body’s low gravity, even considering moderate to high densities), or by a combination of Jeans and hydrodynamic escape. It is unlikely that Jeans escape alone, the slowest loss mechanism, is depleting the atmosphere. Given the eccentricity of the orbit of 2007 UK$_{126}$, the proportion of each escape mechanism could vary over time, and seasonal freeze out and sublimation of volatile ices could play a role. In addition to classic escape mechanisms, impacts that almost certainly occurred throughout the lifetime of the solar system would accelerate the escape of an atmosphere. The lack of volatiles is supported by available near-infrared spectra (see Section 2) that could not identify any ice features (within the S/N limits of the dataset). However, small amounts of involatile amorphous water ice, below the detection limit of the available spectra, cannot be excluded since they could have been preserved at the calculated surface temperatures. Since no volatiles, and hence no atmosphere are expected on 2007 UK$_{126}$, the approach of fitting square-well profiles to the occultation light curve data as discussed in Section 4.1 is reconfirmed.
Table 8. Results from a parametric study with a TPM code, considering a maximum plausible flux contribution from the satellite and assuming a rotation period of $P = 8$ h for the primary body.

| Parameter | very low roughness | intermediate roughness | very high roughness |
|-----------|--------------------|------------------------|---------------------|
| $\theta$ (degrees) | 50 $-$ 70 | 70 $-$ 90 | 80 $-$ 90 |
| $\Gamma$ (J m$^{-2}$ s$^{-0.5}$ K$^{-1}$) | 3 $-$ 10 | 5 $-$ 10 | 10 |
| $a/c$ | 1.09 $-$ 1.18 | 1.07 $-$ 1.11 | 1.09 $-$ 1.10 |
| $d_{\text{sphere,eff}}$ (km) | 606 $-$ 627 | 618 $-$ 637 | 621 |
| reduced $\chi^2$ | 3.43 $-$ 3.87 | 3.32 $-$ 4.00 | 3.47 $-$ 3.56 |

6. Conclusions

For the first time, it was possible to measure the size of a detached object of the TNO population directly during a stellar occultation at three locations. Our findings from the occultation measurements are:

1. The shadow ellipse that fits best to the times of disappearance and reappearance on each chord has a major axis of $a_{\text{El}} = 645.80 \pm 5.68$ km and a minor axis of $b_{\text{El}} = 597.81 \pm 12.74$ km ($a_{\text{El}}/b_{\text{El}} = 1.080 \pm 0.025$).
2. The estimated projected area, combined with previous photometric measurements, suggests an albedo estimate of $P_V = 15.0 \pm 1.6\%$. This estimate is consistent with and more accurate than an earlier estimate that was based on a size derived solely from a thermophysical model.
3. Owing to the very low light curve amplitude and rotation period reported in literature and the size estimated from the occultation, we assume by analogy to other solar system bodies that 2007 UK$_{126}$ resembles an oblate spheroid.
4. Given the shadow ellipse geometry and the non-zero light curve amplitude, 2007 UK$_{126}$ was not seen pole-on.
5. We cannot constrain a bulk density at this time. Purely by geometrical means, we can constrain the effective diameter of 2007 UK$_{126}$ to $d_{\text{eff}} = 535 - 638$ km. We argue qualitatively that the spheroid’s flattening ratio is likely $a/c \leq 1.4870$, which would constrain the effective diameter range slightly more to $d_{\text{eff}} = 563 - 638$ km.
6. No secondary occultation has been detected, so the satellite could not be reobserved (although chances would have been extremely small). This implies that it was either behind or in front of the primary, not in the primary’s shadow path, or so small that its shadow moved in between the observers’ locations. With sufficient distance to the primary at the time of the occultation, the shadow of the secondary may not have even hit the Earth’s surface.

Modeling the thermal emission of 2007 UK$_{126}$, using geometrical constraints obtained from the occultation, and comparing modeled fluxes with improved Herschel/PACS far-infrared flux measurements, we conclude that:

1. The effective diameter of 2007 UK$_{126}$ is likely of the order of $d_{\text{eff}} = 599 - 629$ km. The flattening ratio is of the order of $a/c = 1.08 - 1.22$.
2. The body was likely seen near an equator-on viewing geometry ($\theta = 45 - 90^\circ$).
3. Assuming an albedo of 5% for the satellite and a worst-case photometric error, its effective diameter would be 217 km, from which we derive the worst-case satellite flux contribution in the Herschel/PACS bands. Considering a flux contribution from the satellite, it was not possible to derive models at any given rotation period that would be compatible with the occultation shadow size and Herschel/PACS measurements, so it is very likely that any satellite flux contributions would be much less.
4. Our models result in maximum surface temperatures of $\approx 50 - 55$ K in the subsolar point.

Combining our analyses of the occultation and the thermal emission, we conclude:

1. While a true flattening ratio close to bifurcation cannot formally be ruled out from the occultation data, given the unknown density, high flattening ratios can be ruled out thanks to our thermal simulations. This constrains the size of the body considerably.
2. Owing to its estimated surface temperature levels and its small size, it is unlikely that 2007 UK$_{126}$ has retained volatile ices (CH$_4$, N$_2$, and CO), which is also supported by its featureless near-infrared spectra reported in literature. This reconfirms fitting square-well profiles to the occultation light curve, as no atmosphere is expected.

The estimated size supports the status of 2007 UK$_{126}$ as a dwarf planet candidate. While faster sampling of an occultation would help to decrease the uncertainties of the shadow ellipse fit, it would not help to significantly constrain the tilt angle $\theta$ of the rotation axis, which is the dominating source of uncertainty for a geometrically derived size estimate. Without a density estimate, only the observation of multiple occultations, extensive light curve measurements, and work on a shape model could eventually provide better geometrical constraints on the body’s true size. Thermophysical modeling allows to overcome this issue. Future occultations of 2007 UK$_{126}$ or acquisition of additional high-resolution image data will hopefully provide opportunities to reobserve its satellite. Knowledge of the satellite’s size and orbit is crucial to constrain the system mass and bulk density, which would immediately constrain plausible shapes. While size and albedo estimates solely derived from far-infrared measurements still have considerable uncertainties, the combined analysis of occultation observations and far-infrared measurements is a powerful tool to thoroughly characterize bodies in our solar system.
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Appendix A: Density estimates

Table A.1 summarizes all TNOs for which a density estimate could be derived to this date. The size and mass of Pluto and its satellite Charon were measured during the New Horizons flyby. All remaining objects are binary systems, which allowed an estimate of the respective system mass based on the satellite’s orbit. Only the size of Eris and Quaoar have been probed through observations of stellar occultations so far. All other size estimates were derived from thermophysical modeling of Spitzer and/or Herschel data.
In our calculations we assumed Table A.1. (Notes.)

Applying the laws of error propagation, the error of the albedo estimate can be calculated as follows:

$$\Delta p = \left[ \left( \frac{dp}{dH_{\text{Sun}}} \Delta H_{\text{Sun}} \right)^2 + \left( \frac{dp}{dH_{\text{TNO}}} \Delta H_{\text{TNO}} \right)^2 \right]^{1/2} \left[ \left( \frac{dp}{da_{\text{El}}} \Delta a_{\text{El}} \right)^2 + \left( \frac{dp}{db_{\text{El}}} \Delta b_{\text{El}} \right)^2 \right]^{1/2}. \quad (B.1)$$

In our calculations we assumed $\Delta H_{\text{Sun}} = 0$. The remaining differentials are

$$\frac{dp}{dH_{\text{TNO}}} = 4 \cdot (1 \text{ AU})^2 \cdot \left( \frac{a_{\text{El}} b_{\text{El}}}{a_{\text{El}}^2 - b_{\text{El}}^2} \right) \cdot 10^{0.4 H_{\text{TNO}}} \ln 10 \cdot 10^{-0.4 H_{\text{TNO}}} \quad (B.2)$$

$$\frac{dp}{da_{\text{El}}} = -4 \cdot (1 \text{ AU})^2 \cdot \left( \frac{a_{\text{El}} b_{\text{El}}}{a_{\text{El}}^2 - b_{\text{El}}^2} \right) \quad (B.3)$$

$$\frac{dp}{db_{\text{El}}} = 4 \cdot (1 \text{ AU})^2 \cdot \left( \frac{a_{\text{El}} b_{\text{El}}}{a_{\text{El}}^2 - b_{\text{El}}^2} \right) \quad (B.4)$$

**Appendix B: Error propagation**

**Table A.1. Summary of TNOs with estimated bulk densities.**

| Target              | Effective Diameter (km) | Bulk Density (g cm$^{-3}$) | Source               |
|---------------------|--------------------------|-----------------------------|----------------------|
| (134340) Pluto      | 2374 ± 8                 | 1.860 ± 0.013               | Stern et al. (2015)  |
| (136199) Eris       | 2326 ± 12                | 2.52 ± 0.05                 | Sicardy et al. (2011)|
| (134340) I Charon   | 1212 ± 6                 | 1.702 ± 0.021               | Stern et al. (2015)  |
| (50000) Quaoar      | 1110 ± 5                 | 1.99 ± 0.46                 | Braga-Ribas et al. (2013)|
| (90482) Orcus$^a$  | 958.4 ± 22.9             | 1.53 ± 0.15                 | Fornasier et al. (2013)|
| (120347) Salacia$^a$| 901 ± 45                 | 1.29 ± 0.29                 | Fornasier et al. (2013)|
| (174567) Varda$^a$ | 797$^{+191}_{-34}$       | 1.27$^{+0.41}_{-0.44}$      | Vilenius et al. (2014)|
| (55637) 2002 UX$_{25}^a$ | 692 ± 23         | 0.82 ± 0.11                 | Brown (2013b)        |
| (47171) 1999 TC$_{36}^a$ | 393.1$^{+25.2}_{-26.8}$ | 0.64$^{+0.15}_{-0.11}$      | Mommert et al. (2012)|
| (79360) Sila-Nunam$^a$ | 343 ± 42                | 0.73 ± 0.28                 | Vilenius et al. (2012)|
| (148780) Altjira$^a$| 331$^{+51}_{-187}$       | 0.30$^{+0.50}_{-0.14}$      | Vilenius et al. (2014)|
| 2001 QC$_{298}^a$  | 303$^{+27.0}_{-20.0}$    | 1.14$^{+0.34}_{-0.30}$      | Vilenius et al. (2014)|
| (26308) 1998 SM$_{165}^a$ | 279.8$^{+20.7}_{-28.6}$ | 0.51$^{+0.09}_{-0.14}$      | Stansberry et al. (2008) |
| (65489) Ceto$^a$    | 281 ± 11                 | 0.64$^{+0.16}_{-0.13}$      | Santos-Sanz et al. (2012)|
| (275809) 2001 QY$_{297}^a$ | 229$^{+22}_{-108}$    | 0.97$^{+1.30}_{-0.27}$      | Vilenius et al. (2014)|
| 2001 XR$_{254}^a$  | 221$^{+41}_{-71}$        | 1.00$^{+0.96}_{-0.56}$      | Vilenius et al. (2014)|
| (88611) Teharonhiawako$^a$ | 220$^{+41}_{-44}$   | 0.60$^{+0.36}_{-0.33}$      | Vilenius et al. (2014)|
| (66652) Borasisi$^a$| 163$^{+32}_{-66}$        | 2.1$^{+2.60}_{-1.2}$        | Vilenius et al. (2014)|
| (42355) Typhon$^a$ | 157 ± 34                 | 0.60$^{+0.72}_{-0.29}$      | Stansberry et al. (2012)|

**Notes.** $^{a}$ Binary system properties; primary not individually measured through occultation or spacecraft encounter.