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Abstract—While decade-long research has clearly demonstrated the vast potential of radio frequency (RF) for many human sensing tasks, scaling this technology to large scenarios remained problematic with conventional approaches. Recently, researchers have successfully applied deep learning to take radio-based sensing to a new level. Many different types of deep learning models have been proposed to achieve high sensing accuracy over a large population and activity set, as well as in unseen environments. Deep learning has also enabled detection of novel human sensing phenomena that were previously not possible. In this survey, we provide a comprehensive review and taxonomy of recent research efforts on deep learning based RF sensing. We also identify and compare several publicly released labeled RF sensing datasets that can facilitate such deep learning research. Finally, we summarize the lessons learned and discuss the current limitations and future directions of deep learning based RF sensing.

I. INTRODUCTION

As we increasingly focus on creating smart environments that are ubiquitously aware of their inhabitants, the need for sensing humans in those environments is becoming ever more pressing [8]. Human-sensing refers to obtaining a range of spatio-temporal information regarding the human, such as the current and past locations, or some actions performed by the human, such as a gesture or falling to the ground. Such information then can be used by a range of smart-home or smart-building applications such as turning on/off heating and cooling systems when humans enter/leave certain areas of the building, detecting trespassers, or monitoring the daily activities of an independently living elderly resident or patient undergoing rehabilitation from an injury or illness.

Two fundamental approaches to human-sensing are (a) device-based, which requires the person to wear or carry a device/sensor, such as smartphones or inertial sensors [9, 10], stretch sensors [11], radio frequency (RF) identification tags [12], and so on, and (b) device-free, which uses sensing elements located in the ambient environment to monitor human actions without requiring the human to carry any device or sensor at all. Device-based approaches, although generally accurate, are not practical or convenient in many important real-life scenarios, e.g., requiring the elderly or a dementia patient to carry a device at all times. Device-free human sensing provides clear advantage for such scenarios.

For device-free human sensing, there is a wide range of existing sensing technology including ultrasound motion sensors, thermal imaging, microphones/speakers, cameras, light sensors, and so on. Some of these sensors, i.e., motion detectors, thermal imagers, and cameras are not typically available ubiquitously, so must be pre-deployed specifically for human sensing. Some sensors, such as microphones and camera raise privacy issues. Compared to these sensors, radio signals provide unique advantages as they are often available ubiquitously, such as the WiFi signals at home, and unlike cameras and microphones, they are not privacy-intrusive. Radio signals can ‘see’ behind the walls and in the dark. Indeed, RF-based device-free human sensing has become an active area of research with significant advancements reported in recent years. Several start-ups [13–18] now offer commercial RF sensing solutions for sleep monitoring, vital sign monitoring, fall detection, localization and tracking, activity monitoring, people counting, and so on.

Early works in RF human sensing made extensive use of conventional machine learning algorithms to extract manually designed features from radio signals to classify human actions and contexts. Although conventional machine learning was capable of detecting many human contexts in small-scale experiments, they struggled to achieve good accuracy for large-scale deployments. Researchers are now increasingly making use of the latest developments in deep learning to further improve the accuracy, scale, and ubiquity of RF sensing. This trend is clearly evidenced by the growing number of publications in major conferences and journals, as shown in Figure 1, that explore many different deep neural network architectures and algorithms for advancing RF-based human sensing. The success of deep learning for device-free RF human sensing calls for a comprehensive review of the literature for successive researchers to better understand the strengths and weaknesses, and application scenarios of these models and algorithms.

How this survey is different from existing ones? Although there are several survey articles published in recent years on the topic of wireless device-free human sensing, none of them provides a systematic review of the advancements made in regards to the application of deep learning to this field of research. Since use of deep learning in wireless human sensing started only about five years ago, we compare our review with those surveys published in recent years. Table I compares this survey against seven other recent surveys highlighting the differences in terms of their scope and focus as well as the number of reviewed publications that applied deep learning in wireless sensing. We can see that none of the existing surveys focus their work on deep learning. They rather restrict their surveys on specific radio measurement technology, such as Channel State Information (CSI) [1, 3–5, 7], or on the sensing application, such as through-the-wall sensing [6],
which prevents them from achieving a comprehensive analysis of the progress made in deep learning application to wireless sensing. The survey conducted by Wang et al. [7] is the closest to our work as they have specifically reviewed deep learning publications as one of their categories. However, as the survey was restricted to CSI, they covered only about 25 deep learning papers and missed many important recent advancements.

Given the rising popularity of the application of deep learning in wireless sensing, a more inclusive review would be of high value to the research community to gain deeper insight to these advancements. We conduct a systematic review without any restriction on the radio technology or human sensing application. To this end, more than 80 deep learning works have been surveyed and classified to provide a comprehensive picture of the latest advancements in this research. We also review 20 public datasets of labeled radio measurements, which is not covered in existing surveys. Finally, we provide a more comprehensive discussion on the lessons learned and future directions for this growing field of research.

**How did we select the papers?** Semantic Scholar and Google Scholar are the two main databases used to perform the initial search for the relevant papers using combinations of several keywords including: WiFi, wireless, device-free, activity recognition, localization, and deep learning. We also specifically inspected the proceedings of the following major conferences from 2018 onwards: MobiCom, MobiSys, Infocom, Ubicomp, PerCom, IPSN, SenSys, NSDI, and SIGCOMM. In addition, we inspected the following three specialised machine learning conferences: CVPR, ICCV, and ICML. The entire literature review was managed in Mendeley, which provided its own recommendations of relevant papers from time to time. Our search revealed in excess of 130 publications that considered some form of deep learning for RF human sensing, but we finally selected about 90, i.e., only those that were published in major conferences and journals with noteworthy contributions to the field. When preparing the “dataset section” of our survey, we searched public academic dataset repositories such as IEEE Dataport, Harvard Dataverse, Figshare, Mendeley Data, and so on, in addition to the web pages of the authors who mentioned public data release in their publications.

![Fig. 1: Recent growth in the number of scientific publications reporting the application of deep learning for RF human sensing.](image)

**Contributions of this survey.** The goal of this survey is to thoroughly review the literature to understand the landscape of recent advancements made in deep learning-based RF human sensing. It serves as a quick guide for the reader to understand

| Reference        | Application Scope                        | Technology Scope | Topic Focus and Taxonomy                                                                 | Reviewed DL works |
|------------------|-----------------------------------------|------------------|----------------------------------------------------------------------------------------|-------------------|
| Ma et al. [1]    | Any human as well as beyond human (object, animal, environment) sensing | CSI only         | Signal processing techniques and algorithms of WiFi sensing in three categories: detection, recognition, and estimation. | < 5               |
| Liu et al. [2]   | Any human sensing                       | Any RF based technique (RSS, CSI, FMCW, Doppler, etc.) | RF sensing technologies and their use in human sensing categorized by different applications | < 10              |
| Yousefi et al. [3] | Any human activity and behavior recognition | CSI only         | Succinct review of CSI based human sensing techniques and demonstration of performance improvement achieved with LSTM-RNN-based deep learning compared to conventional machine learning | None              |
| Farhana et al. [4] | Gesture recognition                     | CSI only         | Comprehensive review of CSI-based gesture recognition based on two approaches: model-based and learning-based; both ML and DL are covered under learning-based approach | < 15              |
| He et al. [5]    | Wifi imaging and all types of human sensing | CSI only         | Concise review of CSI-based sensing applications including imaging and human sensing; the taxonomy is based on applications with minimal coverage of literature involving deep learning | < 10              |
| Wang et al. [6]  | Through-wall human sensing               | CSI only         | Principles, methods and applications of through-the-wall human sensing                  | < 5               |
| Wang et al. [7]  | Any type of human sensing                | CSI only         | Comprehensive review of CSI-based human sensing applications based on three categories of classification techniques: model-based (no ML), pattern-based (including conventional ML), and deep learning-based. | < 25              |
| This survey     | Any type of human sensing                | Any RF based technique (CSI, FMCW, Doppler, Radar, RFID, etc.) | A systematic review of the application of deep learning to RF-based human sensing classified based on the types of employed deep learning techniques. Publicly available datasets are also identified and reviewed | 83                |
which deep learning techniques were successful in solving which aspects of the RF sensing problem, what limitations they faced, and what are some of the future directions for research. It also serves as a ‘dataset guide’ for those researchers who do not have the means to collect and label own data, but wishes to venture into deep learning-based RF human sensing research using only publicly available data. We believe that the detailed public dataset information provided in this survey will also be useful for researchers who have their own data, but would like to evaluate their proposed algorithms with additional independent datasets. Our survey therefore is expected to be a useful reference for future researchers and help accelerate deep learning research in RF sensing. The key contributions of this survey can be summarized as follows:

1) We provide a comprehensive review and taxonomy of recent advancements in deep learning-based RF sensing. We first classify all works based on the fundamental deep learning algorithms used. Different approaches within a given class are then compared and contrasted to provide a more fine-grained view of the application of deep learning to the specific problems of RF sensing.

2) We identify and review 20 recently released public datasets of radio signal measurements of labeled human activities that can be readily used by future researchers for exploring novel deep learning methods for RF sensing.

3) We discuss current limitations as well as opportunities and future directions of deep learning based RF sensing covering recent developments in cognate fields such as drone-mounted wireless networks and metamaterials-based programmable wireless environments.

The rest of this paper is organized as follows. Section II introduces the preliminaries for RF sensing and deep neural networks. Section III presents our classification framework and provides a detailed analysis of the state-of-the-art. Section IV introduces the recently released RF sensing datasets that are freely available to conduct future research in this area. Lessons learned and future research directions are discussed in Section V and Section VI concludes the paper.

II. OVERVIEW OF RF HUMAN SENSING AND DEEP LEARNING

In this section, we first review the basic principles, instruments, and techniques for both RF human sensing and deep learning. We then briefly discuss the potential of deep learning in RF sensing.

A. RF Human Sensing

Figure 2 illustrates the basic principles of RF human sensing. The presence and movements of a human in the vicinity of an ongoing wireless transmission cause changes in the wireless signal reflections, which in turn results in variation in the received signal properties, i.e., its amplitude, phase, frequency, angle of arrival (AoA), time of flight (ToF) and so on. Since different human movements and postures affect the wireless signal in unique ways, it is possible to detect a wide variety of human contexts, such as location, activity, gesture, gait, etc., by modeling the signal changes or simply learning the signal changing patterns with machine learning.

To model changes in signal properties, they must be measured precisely. There is a wide range of metrics of varied complexity to measure different signal properties. The RF signal metrics widely used for human and other sensing are reviewed below.
**Received Signal Strength (RSS):** RSS is the most basic and pervasively available metric, which represents the average signal amplitude over the whole channel bandwidth. By moving in front of the wireless receiver, a human can noticeably affect the RSS, which has been successfully exploited by researchers to recognize hand gestures performed near a mobile phone fitted with WiFi [19]. RSS, however, does not capture the signal phase changes caused by reflection and it varies randomly to some extent without even any changes occurring in the environment. RSS, therefore, is considered good only for detecting very basic contexts and cannot be used for fine-grained human activity recognition.

**Channel State Information (CSI):** CSI captures the frequency response of the wireless channel, i.e., it tells us how different frequencies will attenuate and change their phases while travelling from the transmitter to the receiver. The receiver calculates the CSI by comparing the known transmitted signals in the packet preamble or pilot carriers to the received signals, and then use the CSI to accurately detect the unknown data symbols contained in the packet. In contrast to a single power value returned by RSS, CSI provides a set of values $a_n e^{j\theta_n}$, capturing signal attenuation $a_n$ and phase shift $\theta_n$ for each frequency (sub-carrier) that makes up the communication channel. For example, a typical 20MHz Orthogonal Frequency-Division Multiplexing (OFDM) WiFi channel has 52 data sub-carriers, which allows the receiver to compute 52 amplitude and phase values for each packet received. For human sensing, a series of packets are transmitted, which

$\Delta f = \pm \frac{vf}{c}$,

where $f$ is the transmitted frequency, $v$ is the velocity at which

**Time of Flight (ToF) and range estimation:** RSS and CSI cannot be used to estimate the range or distance of a person from a radio receiver. Range estimation can be very useful for human sensing because it can help localizing a person and detect the presence of multiple persons in the environment located at different distances from the receiver. If ToF of the signal is known, then the range can be estimated as the product of ToF and the speed of light. Typically, expensive and bulky radar systems are used in most military and civilian applications to detect objects and estimate their ranges by transmitting a series of ultra short pulses of duration on the order of nano or micro-seconds and then recording their reflections from the object at the receiver located in the same device and using the same clock. ToF is measured directly from the time measurements of the transmitted and received pulses. However, as short pulses consume massive bandwidth, very high sampling rate is required to process the received pulses, which in turn leads to high analog-to-digital power consumption. Due to the lack of a low-power compact radar device, use of radar technology for ubiquitous human sensing was not considered a viable option until recently.

Frequency Modulated Continuous Wave (FMCW) is an alternative radar technology that transmits continuous waves allowing the transmitted signal to stay within a constant-power envelop (as opposed to an impulse). Use of continuous wave enables low-power and low-cost signal processing, which has recently led to the commercial development of commodity embedded FMCW radars [29] that can be ubiquitously deployed in indoor spaces for human sensing. The principle of FMCW is illustrated in Figure 4. Basically, the transmitter sends a chirp with linearly increasing frequency and then the received signal is compared with the transmitted signal at any point of time to compute the frequency difference, $\Delta f$. Since the slope of the linear chirp is known, the ToF is simply obtained as $ToF = \frac{\Delta f}{slopes}$. If there are multiple persons in the environment located at different distances from the radar, FMCW can detect all of them because each person’s reflection would produce a different received chirp at the radar.

**Doppler shift:** The ability to measure the motion, i.e., the velocity of different human body parts, is critical to accurately detect human activities irrespective of the wireless environment where the activities are performed. Doppler shift is a well-known theory [30] that captures the effect of mobility on the observed frequency of the wireless signal. According to this theory, the observed frequency would appear to be higher than the transmitted frequency if the transmitter moves towards the receiver, and lower than the transmitted frequency if moving away from the receiver. The amount of frequency increase or decrease, i.e., the Doppler shift, is obtained as

$\Delta f = \pm \frac{vf}{c}$,
the transmitter moves towards the receiver, and \( c \) is the speed of light.

Now imagine that the person in Figure 2 moves his hand towards the receiver and then pulls it back as part of a complete gesture. The frequency of the reflected signal will then increase first and then decrease, which provides a unique frequency change (Doppler shift) pattern for that gesture. Indeed, Doppler shift has been exploited successfully for many human sensing applications [31–33]. If different users are moving at different speeds towards the receiver, then it is also possible to track multiple people [32] in the same environment, which is difficult to achieve using CSI. Unfortunately, existing commodity WiFi hardware do not explicitly report Doppler shifts. It is however possible to estimate Doppler shift from the CSI by using signals from multiple receivers located at different locations in the space [31, 34]. Pu et. al. [32] explains a detailed implementation of USRP-based Doppler shift extraction method from OFDM signals. Using a 2-dimensional FFT on the ToF estimates, some FMCW radar products, e.g., the mmWave industrial radar sensors from Texas Instruments [29], can generate velocities as well. With access to velocity measurements, it is possible to detect and monitor multiple persons even if they are located at the same distance from the radar but moving at different speeds; such as performing different gestures.

**Angle of Arrival (AoA):** Human sensing could be further facilitated with the detection of the direction of arrival (DoA) or angle of arrival (AoA) of the signal reflected by the human. Fortunately, AoA can be accurately computed with an antenna array at the receiver. Although commodity WiFi hardware do not report AoA even if they are fitted with multiple antennas, the TI FMCW radar sensors provide multiple antenna options and reporting of AoA.

As different signal metrics capture different aspects of the environment, they can be combined for more detailed and complex human sensing. For example, range and Doppler effect were combined for multi-user gait recognition [35], while researchers were able to significantly improve WiFi localization by combining Doppler effect, range, and AoA [36].

**B. Deep Learning**

Deep learning refers to the branch of machine learning that employs artificial neural networks (ANNs) with many layers (hence called “deep”) of interconnected neurons to extract relevant information from a vast amount of data. Fundamentally, each neuron employs an activation function to produce a output signal from a set of weighted inputs coming from other neurons in adjacent layers. The key to successful learning is the iterative adjustment of all these weights as more and more data samples are fed to the network during the training phase. Historically, such deep neural networks were not considered attractive due to the massive computing resources and the enormously long time that would be required to train them. With recent advances in computing architectures, e.g., graphical processing units (GPUs), and algorithmic breakthroughs during the training procedures, e.g., works by LeCun et al. [37], deep learning has become much more affordable.

This has sparked intense research exploring new deep learning architectures and their use cases in many domains such as face recognition, image processing, natural language processing, and so on.

The extensive research in recent years has produced a plethora of deep learning architectures, each with its own specific characteristics and advantages. While some of them are too specialized targeting very niche applications, others are general enough to be applied in different application areas. In this section, we provide a brief introduction to some of the widely used general architectures which also have been successfully applied to RF sensing in recent years.

Before discussing specific deep learning architectures, we would like to highlight a few fundamental concepts concerning their training and usage. A deep learning architecture is said to work unsupervised when we do not have to label the data used for its training. On the other hand, supervised learning refers to the situation when the input data has to be labeled. Generally speaking, data labeling is often a labour-intensive task, especially for deep learning due to the huge amount of data required for training such architectures. Unfortunately, certain use cases must employ some levels of supervised learning, although there are use cases that require only unsupervised deep learning. Finally, some deep learning architectures are called generative as they are designed and trained to generate new data samples. Some of the impressive use cases of generative deep learning includes generating realistic photographs of human faces, image-to-image translation, text-to-image translation, clothing translation, 3D object generation, and so on.

In the following, we briefly examine the characteristics and use cases of the widely used deep learning architectures with a summary provided in Table II. For more detailed guidance on how to construct and implement these networks, readers are referred to many available tutorials on deep learning, e.g., [38, 39]. Applications of these networks to RF sensing is covered in Section III.

**Multilayer Perceptron (MLP)** is the most basic and also the classical deep neural network consisting of an input layer, an output layer, and one or more hidden layers which are fully connected as illustrated in the topology column in Table II. Each layer in turn consists of one or more neurons or perceptrons. The main function of the input layer is to accept the input vector from a data sample and as such the number of perceptrons in this layer is scaled to the feature vector of the problem. Each perceptron in a hidden layer uses a non-linear activation function to produce an output from the input weights and then passes the output to the next layer (forward propagation). MLPs make use of supervised learning where the labeled data is used for training. Learning occurs incrementally by updating the learned weights after each data sample is processed, based on the amount of loss in the output compared to the expected result (backward propagation). The output layer mostly uses an activation function depending on the expected result (classification, regression, etc.)

**Restricted Boltzmann Machine (RBM)** is a generative unsupervised ANN with only two layers, an input (visible) layer and one hidden layer. Neurons from one layer can
communicate with neurons from another layer, but intra-layer communication is not allowed (hence the word “restricted”), which basically makes RBM a bipartite graph. RBM has been successfully used for recommending movies for users.

Convolutional Neural Networks (CNN) or ConvNets are designed to process visual images consisting of rows and columns of pixels. As such, it expects to work with 2D grid-like inputs with spatial relationships between them. CNNs employ a set of filters (or kernels) to convolve in the inputs to learn the spatial features. When multiple layers are employed, CNNs learn the hierarchical representations from the given data set. Further pooling layers are also added to reduce the learned dimensionality when designing the network. Interestingly, although originally designed to work with images, CNNs are also found to be effective in learning spatial relationships in one-dimensional data, such as the order relationship between words in a text document or in the time steps of a time series.

Recurrent Neural Networks (RNNs) were designed to work with sequence prediction problems by utilizing the feedback mechanism in each recurrent unit. This intra-hidden-unit connections make it possible to memorize the temporal features of the inputs. However, RNNs suffer from two issues. Vanishing gradient problem occurs when gradient updates are so insignificant that the network stops learning. Exploded gradient problem occurs when the cumulative weights’ gradients in back propagation result a large update to the network. Due to these shortcomings, RNNs were traditionally difficult to train and did not become popular until the variants called Long Short-Term Memory (LSTM) and Gates Recurrent Unit (GRU) were invented. Instead of, single non-linear activation function, multiples of functions and copying/concatenation were added to memorize long term dependencies of the inputs. The difference between LSTM and GRU comes from the number of internal activation functions and how the inter-connections are handled. RNN’s successors have been used successfully for many sequence detection problems, especially natural language processing.

Autoencoder (AN) is fundamentally a dimension reduction (or compression) technique, which contains two main components called encoder and decoder. Encoder transforms input data into encoded representation with the lowest possible dimensions. The decoder then learns to reconstruct the input from this compact representation. Because the input serves as the target output, the autoencoder can self-supervise itself requiring no explicit data labeling. Variants including Denoising Autoencoders(DAE) are increasingly used to produce cleaner and sharper speech, image, and video from their noisy sources. Variational autoencoder (VAE) is a more advanced form of autoencoder designed to learn the probability distribution of the input data using principles of Bayesian statistics. The VAE thus can generate new samples with interesting use cases such as generating artificial (non-existent) fashion models, synthesizing new music or art, etc., that are drawn from the learned distribution and hence perceived as real.

Generative Adversarial Networks (GANs) are another type of unsupervised generative deep learning architecture designed to learn any data distribution from a training set. The main technical difference with VAE is in the method used to learn the distribution. Unlike VAE, which explicitly estimates the parameters of the distribution, GAN simultaneously trains two networks using a two-player game, hence the word “adversarial”, to directly generate the samples without having to explicitly obtain the distribution parameters. The first network, generator, tries to fool the second network, discriminator, by generating new samples that look like real samples. The job of the discriminator is to detect the generated samples as fakes. The performance of the two networks improve over time and the training ends when the discriminator cannot distinguish the generated data from the real data. GANs have undoubtedly revolutionized the deep learning research with multiple variants of GAN models in state-of-the-art. It is noteworthy to mention that architectures like Domain Adversarial Neural Networks (DANN) [40] removes the generative property but makes it possible to learn the distributions between two different domains and perform accurate classifications for both domains using a single model. Since we discuss both generative and non-generative adversarial networks in our work, we use Adversarial Networks (AN) henceforward to refer to both types of networks.

Finally, hybrid models contain the characteristics of more than two primary deep neural networks and hence can help overcome the hybrid nature of the problems they address. For example, CNN and LSTM are often combined to capture information latent in both spatial and temporal dimensions of the dataset.

C. Why Deep Learning in RF Sensing

Mapping RF signals to humans and their activities is a complex task as the signals can reflect from many objects and people in the surrounding. In most cases, the problem is mathematically not tractable, which motivated researchers to adopt machine learning as an effective tool for RF human sensing. Conventional machine learning algorithms, however, are limited in their capacity to fully capture the rich information contained in complex unstructured RF data. Deep learning provides the researchers exceptional flexibility to tune the ‘depth’ of the learning networks until the necessary features are successfully learned for a given sensing application. With the emergence of more powerful radio hardware and protocols, such as multi-input-multi-output (MIMO) systems, multi-antenna radar sensors, and so on, researchers now have the ability to generate a vast amount of RF data for any given human scene, which help train deep neural networks. Deep learning therefore becomes a new tool to push the boundaries of RF sensing on multiple fronts such as enhancing existing sensing applications in terms of accuracy and scale, realizing completely new applications, and achieving more generalized models that work reliably across many different, and even unseen, environments.

In Figure 5, we highlight evidence from the recent literature confirming the capability of deep learning in enhancing the detection accuracy significantly compared to the conventional shallow learning for three popular RF sensing applications. Figure 6 shows a completely new RF sensing application,
TABLE II: Popular deep learning architectures

| Architecture | Strengths                              | Weaknesses                              | Learning type        | Use cases in RF sensing                           | Example Topology |
|---------------|----------------------------------------|-----------------------------------------|----------------------|--------------------------------------------------|-----------------|
| MLP           | Simple structure                       | Slow to converge                        | Supervised           | Activity classification Pattern recognition      |                 |
|               |                                        | Modest performance                      |                      | Transfer learning                                 |                 |
|               |                                        |                                        |                      |                                                  |                 |
| RBM           | Simple structure                       | Specific training requirements          | Unsupervised         | Feature extraction                               |                 |
|               |                                        |                                        |                      | Activity classification                          |                 |
|               |                                        |                                        |                      | Collaborative filtering                          |                 |
| CNN           | Spatial feature identification         | High complexity in parameter tuning     | Supervised           | Radio image processing                           |                 |
|               |                                        |                                        |                      | Video analysis                                   |                 |
| RNN           | Temporal feature identification        | High complexity in model and gradient   | Supervised           | Radio time series data analysis                   |                 |
|               |                                        | vanishing                               |                      |                                                  |                 |
| AE            | Representational learning              | Costly to train                         | Unsupervised         | Radio feature extraction translation              |                 |
|               | Denosing                               |                                        |                      |                                                  |                 |
|               | Feature compression                    |                                        |                      |                                                  |                 |
| AN            | Robust against the adversarial attacks | High model complexity                   | Semi-supervised      | Signal feature extraction                        |                 |
|               |                                        |                                        | Reinforcement        | feature synthesis                                |                 |
|               |                                        |                                        |                      | Classification                                   |                 |

*Legend for the notation
†Topology figures are courtesy of [41]

namely RF-Pose3D [42], which uses a specialized CNN architecture to estimate simultaneously the 3D locations of 14 keypoints on the body to generate and track humans in 3D. Finally, researchers are now discovering deep learning solutions that can remove the environment and subject specific information contained in the RF data to generalize RF-based human sensing for ubiquitous deployments [43]. In the following section, we are going to survey many more recent advances in deep learning for RF sensing.

III. SURVEY OF DEEP LEARNING BASED RF SENSING

In this section, we survey device-free RF human sensing research that used deep learning to analyse RF signals. In particular, we survey a total of 84 research publications and classify them according to the main deep learning architecture employed. Table III provides a summary of this classification with rows indicating the deep learning architecture and the columns showing the application domain of the research. The table reveals that deep learning has expanded its footprint across all popular sensing domains, from localization through to gait recognition, using a good mix of neural network architectures. We cover each deep learning architecture (each row of Table III) in a separate subsection, where we further compare and contrast the ways the architecture is implemented and investigated by different researchers.

A. RF Sensing with MLP

Among major works in MLP based localization which consider the deep neural network training as a black box, Liu et al. [46] conducted a visual analysis to understand the signature features of wireless localization using visual analytics techniques, namely, dimensionality reduction visualization and visual analytics and information visualization to better understand the learning process of MLP for localizing a human subject. The activations of deep models last layers (for a 3-hidden layer MLP) have shown well separated clusters of the learned weights (using t-SNE) after training process. For 16 predefined target locations, 86.06% average precision was achieved.

Among a large number of object localization based on wireless sensing literature, FreeTrack[47] presented a MLP based localization approach for moving targets. Denoised CSI amplitude information is used taken as inputs to the MLP model (5 fully connected layers) which achieve 86 cm mean distance error and reduced to 54 cm with particle filter and map matching which are able to detect the obstacles
TABLE III: Categorization of reviewed publications based on their deep learning techniques.

| Category  | Localization | Activity Recognition | Gesture Recognition | Human Detection | Vital Sign Monitoring | Pose Estimation | Gait Recognition |
|-----------|---------------|----------------------|---------------------|-----------------|-----------------------|----------------|-----------------|
| MLP       | [46][47]      | [48]                 | [49]                | [50][51][52]    | -                     | -              | [49]            |
| RBM       | [53]          | -                    | -                   | -               | -                     | -              | -               |
| CNN       | [55][56]      | [57][44][58][59]     | [60][56][61][62]   | [63][64][65]    | [66][67][68][45]     | [69][70][71][72][73] | [74][75][20] |
| RNN       | -             | [78][21][79][80][81] | [82][83]            | [84]            | -                     | -              | [85][86]        |
| AE        | [87][88][89][90][91][92][93][94] | [87][91][92] | -                   | [95]            | -                     | [77][73]       | [96]            |
| AN        | -             | [97][98][99, 100][43] | [101][102][103]    | -               | [75]                   | -              | -               |
| Hybrid    | -             | [104][105][106][107][108][109][110][111][112][113] | [114][115][34][116] | [117][118] | -                     | [42][119]      | -               |

TABLE IV: MLP architectures in RF sensing

| Paper | Application                  | Radio Measurement | Layers | Performance                      |
|-------|------------------------------|-------------------|--------|----------------------------------|
| [51]  | Human Detection              | CSI               | 3      | Accuracy Fixed Location 0.96     |
|       |                              |                   |        | Arbitrary Location 0.88          |
| [52]  | Human Detection              | CSI               | -      | Accuracy 0.93                    |
| [46]  | Localization                 | CSI               | 3      | Precision 0.86                   |
| [47]  | Localization                 | CSI               | 5      | Mean Distance Error 0.54 m       |
| [50]  | Human Detection              | CSI               | 2      | Accuracy 0.823                   |
| [49]  | Gait/Gesture Recognition     | CSI               | 7      | Accuracy Gait/Gesture 0.94/0.98  |
| [48]  | Activity Recognition         | CSI               | 1      | Accuracy 0.94                    |

Fig. 5: Evidence of deep learning’s capability to significantly enhance the detection accuracy for popular RF sensing applications. Specialized versions of CNN were used for deep learning in all these experiments. Random Forest, SVM, and kNN were used as the baseline shallow learning for Activity, Fall, and Gesture detection, respectively.

in the environment. Extensive tests were introduced including multiple walking speeds, subjects, sampling rates have proven the extendability and robustness of the model with state-of-the-art.

WiCount [50] utilized a MLP to count the crowd using WiFi devices in environment. Its noteworthy to mention that the multi user sensing is rarely researched area due to its difficulty. WiCount used both amplitude and phase information of the WiFi signal. CSI data is preprocessed by using a Butterworth filter and moving average before being input to the DNN that consists of 2 hidden layers with 300 and 100 neurons respectively. The accuracy of 82.3% for up to five people were observed for total of 6 activities in multi user environment.

Cheng et al. [51] achieved 88% accuracy with up to 9 people in an indoor environment in arbitrary locations. The authors claimed that the conventional de-noising and feature extraction methods were susceptible to information loss. They thus proposed a new feature called “difference between the value and sample mean” and appended it as an additional feature to the CSI feature vector. This scheme has significantly improved the performance of 3-layer MLP model.

Fang et al.[52] proposed a hybrid feature involving both amplitude and phase to learn three human modes, i.e., absence, working, and sleeping, in an indoor environment. The hybrid feature reduced the need of training data and the model achieved 93% accuracy with 6% training samples only. The first hybrid feature contained the magnitudes of the complex numbers in a given CSI vector and the second hybrid feature...
Fig. 6: Generating and tracking 3D human skeletons from RF signals by leveraging the power of deep learning. The top figure is a camera capture of five people while the bottom figure shows the 3D skeletons of all of these persons constructed from FMCW radio data with the help of a specialized CNN model designed by Zhao et al. [42] (Figure courtesy of [42]).

contained the calibrated amplitudes and phases. The authors tested model’s robustness against the cross environment but the model failed to perform in unseen environment without retraining.

Among the other notable works, TW-See [48] proposed a through-wall activity recognition system which used MLP with one hidden layer for the activity recognition task. The model classified 7 activities in two environments where the senders and the receivers were separated by walls. The authors studied the model robustness with different wall materials, and TW-See achieved above 90% classification accuracy for different wall materials.

CrossSense [49] tried to address problem of domain generalization by incorporating MLP into a deep transnational model. Also the large scale sensing which includes numerous subjects and domains are not supported by many works. To this end, Crosssense used MLP for generating the virtual samples for a given target domain using a feed forward fully connected network with 7 hidden layers which uses data from two domains in order to learn the mapping relation between them. The trained network is then used to generate the virtual samples.

The summary of MLP related literature is shown in Table IV. MLP has shown a simple yet powerful deep learning approach for feature learning from CSI data. It was applied to both classification and regression tasks. Large scale sensing applications like [49] also proved the MLP’s ability in transferrable feature learning between domains from CSI data.

Denoising and sanitizing of both amplitude and phase were given major attention but some works [47] only choose amplitude due to challenges in phase sanitation.

Deep model optimization was a given a major part in model evaluation using hyper parameter tuning to maximize the models performance. However, the model training time is not reported by many works.

B. RF Sensing with RBN

There are only two works so far that used RBM for RF sensing. For number (0 to 9) gesture recognition, DeNum [54] stacked multiple RBMs, i.e., the output of one RBM was fed as input to the next, to extract the discriminating features from the complex WiFi CSI data. At the end, an SVM was used for the classification task using the features extracted by the stacked RBM. The average classification accuracy reported was 94%. Although this was an interesting use of deep learning for gesture recognition, no benchmark results were available to gauge the utility of stacked RBM against conventional machine learning.

Zhao et al.[53] used RBM in a special way to address the challenging problem of localization using only the RSS of WiFi signal, which is easily accessible but known to be very unstable. Instead of using the basic RBM, which allows only binary input, the authors considered a variant called Gaussian Bernoulli RBM (GBRBM) [120] to input real values of RSS. They designed a series of GBRBM blocks to extract features from the raw RSS data, which is then used as input to further train an autoencoder (AE) for location classification. The combined GBRBM-AE deep learning model achieved 97.1% classification accuracy and outperformed conventional AEs, i.e., when the AE is not augmented with GBRBM in the pre-training stage, in both location accuracy and robustness against noise.

C. RF Sensing with CNN

RF data, when organized properly, convey visual features with spatial pattern similar to those in real images. In RF heatmaps [121], reflections from a specific object tend to be clustered together while those from different objects appear as distanced blobs. Similarly in spatial spectrograms [68], motions from different sources have their corresponding energy spatially distributed on beam sectors, and in CSI variations, neighbouring sub-carriers are correlated. Such behaviour aligns with the locality assumption of CNN and make CNN a favourable option for RF representation learning. Additionally, temporal features can be acquired as well by restructuring the input to be continuous sequence of RF samples rather than individual samples. This allows CNN convolutions to aggregate temporal information in the input sequence hence extending its role to spatio-temporal processing [20]. These reasons indeed drive the popularity of CNN among RF sensing systems.

CNN architectural patterns can be broadly grouped into two categories; Uni-Modal CNN (see Figure 7) that handles only RF input data and Multi-Modal CNN (see Figure 8) which exploits support from another modality such as vision mostly during the learning process. We discuss the representative
TABLE V: CNN Representative Architectures in RF Sensing

| Representative Architecture | Architecture Key Features | Example Usage in RF Sensing Context |
|-----------------------------|---------------------------|-------------------------------------|
| Encoder (E)                 | invariance to translations in space and time aggregating information over temporal dimension multistage robust classification | extracting spatio-temporal features from CSI in sign language recognition system tolerating temporally missing reflections from limbs when capturing body pose dealing with sample unbalance and scarcity of fall data in fall detection system |
| Cascaded Encoder            |                           |                                     |
| Encoder with Attention (EA) | encoding importance weights of features relevant to sensing task | focus on feature representations from spectrogram relevant to ASL signs |
| Multistream Encoder (ME)    | encoding features across different channels | channel-wise feature concatenation of RF heatmaps from horizontal and vertical antennas |
| Multistream Encoder with Attention (MEA) | weighted aggregation of features from different channels | combine features from different receiving antennas based on quality weights for activity detection |
| Encoder with Sequence Model (ES) | tracking state change in classifier predictions | estimate fall state duration in a fall detection system |

architectures in each category. In the literature, however, one can see that complex sensing systems tend to aggregate some of these architectures as building blocks into a larger complicated architecture. This is motivated by the need to combine the features offered by each architecture (see Table V) to suit the sensing task. As an example, the CNN Encoder (E in Figure 7) alone was sufficient for SignFi [45] to achieve 86.6% gesture recognition accuracy on a dataset of 150 sign gestures. In contrast, Aryokee [20] combines the features of Multistream Encoder (ME) and Encoder with Sequence Model (ES) for robust fall detection in real world settings.

1) Uni-Modal CNN: The vanilla CNN architecture (Encoder (E)) consists of a few convolutional layers that encodes the extracted features into a latent space followed by a predictor. The predictor can produce either a single output as shown in most of the published papers, or multiple outputs. Despite its simplicity, the Encoder architecture can achieve great success in many practical applications. This was first demonstrated by SignFi [45] that successfully managed to significantly expand the classification capability of RF systems to accommodate 150 gestures. Also, Aryokee [20] was able to reliably detect falls among 40 activities on a large scale dataset collected in 57 environments from 140 people. By cascading two Encoders sequentially, it built a two-stage fall detection classifier, which enhanced the performance of the classifier by allowing it to reject non-fall samples that resemble fall samples (hard negatives). As a result, a dramatic improvement in the precision by more than 29% was achieved.

In some cases, a single RF sensor can export multiple independent measurements. Stacking them in a single input vector is not favourable as the measurement contains independent information. Alternatively, a Multistream Encoder (ME) could be used to extract the unique features of each measurement stream independently and subsequently combine them into latent feature vectors. For example, vertical and horizontal RF heatmaps [20] [58] are processed by a two-stream CNN Encoder for fall detection and person identification, respectively. Similarly, DeepMV’s [44] multi-stream Encoder processed CSI measurements from nine WiFi antennas distributed spatially across the room for activity recognition.

RF-RelID [59] employs a deep learning framework that predicts human action from the 3D skeletons produced from RF heatmaps. The framework is based on a version of the
two-stream Hierarchical Co-occurrence Network (HCN) [122] augmented with an attention module to tolerate inaccuracies in the input skeletons estimated from RF. This is an example of Multistream Encoder with Attention (MAE), which is employed to allow the model to focus on keypoints with higher prediction confidence in RF heatmap snapshots when making predictions. In cases where RF samples contain various types of information that are relevant to the sensing task, Hierarchical Attention was employed. For example, in Person Re-identification systems [72], the body shape (short temporal window) and the walking style (long temporal window) are both relevant to the sensing task. Thus a hierarchical two-level attention blocks can be integrated to attend to each information type.
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Fig. 8: Representative Multi-Modal CNN architectures used in RF sensing. Dashed blocks denote training-time only processing.

2) Multi-Modal CNN: Moving to Multi-modal CNN architectures, one can see three key approaches followed in order to fuse information from RF and supporting modalities (i.e. non-RF modalities). The key difference between them is the stage at which data from supporting modality is utilized in the learning. In Late Association (LA), the supporting modality is handled separately by different model called Teacher Network (usually pre-trained) and the output is used for providing labels for the RF model (Student Network). This was adopted as a way to tackle the difficulty of labelling RF data. For example, RF-Pose [77] uses this techniques to train RF pose prediction network (student network) with human pose heatmap labels acquired from AlphaPose [123] on RGB frames of synchronized camera. Since the RF samples are synchronized with the camera samples, the teacher network predictions can be used as labels for RF samples. A similar approach was followed by CSI-UNet [76] and Person-in-WiFi [73]. It should be noted that data from the supporting modality is utilized only during the learning process and not at the run time.

In-network Association (IA) fuses information directly from the RF and the supporting modality in a single architecture. For instance, in the behavioural tracking system, Marko [58], tracklets from synchronized accelerometer was used for continuous masking of RF samples that carry extra information irrelevant to the user’s actions.

Finally, the Early Association (EA) scheme depends on a unimodal network that can process intermediate representation produced from either RF or the supporting modality. RF-Action [59] systems for human action recognition is a representative example of this scheme. The intermediate representation is the 3D human skeleton and can be produced from either RF radar or RGB camera using deep CNN nets. The uni-modal network is agnostic to the original input type as it accepts the intermediate representation. A main advantage of this approach is that the uni-modal network can be trained and fine-tuned using data only from the supporting modality without the need for collecting additional RF data. In fact, RF-Action [59] leverages 20K additional samples from PKU-MDD multimodal dataset [124] to improve the system performance.

D. RF Sensing with Recurrent Neural Networks

As explained in Section II-A, RF sensing often use time series RF data, such as RSS and CSI obtained from successive frames, to detect changes during a human activity. Such time series data contain important temporal information about human behavior. Shallow learning techniques and conventional machine learning algorithms do not take this temporal factor into account when the data is provided as inputs, which leads to poor performance of the models. RNNs have proven their ability to produce promising results in speech recognition and human behaviour recognition in video as they are inherently designed to work with temporal data. RF sensing research has also recognized this benefit of RNN. Recently, RNN variants like LSTM and GRU have become popular in RF-based localization and human activity recognition applications. Table VI summarizes the RNN-based RF sensing works we survey in this section.

LSTM, which has a gated structure for forgetting and remembering control, has dominated the state-of-the-art of recurrent networks. Yousefi et al. [3] were the first to explore the benefit of LSTM-based classification against the conventional machine learning algorithms using CSI for human
activity recognition. In their experiments, LSTM significantly outperformed two popular machine learning methods, Random Forest (RF) and Hidden Markov Model (HMM). Later, Shi et al. [78, 81] further improved this process with two feature extraction techniques, namely Local Mean and Differential Method, that removed unrelated static information from the CSI data. As a result, accuracy improvements were observed up to 18% against the original method of [3].

LSTM quickly became a popular choice for detecting many other human contexts. HumanFi [86] achieved 96% accuracy in detecting human gaits using LSTM; Haseeb et al. [82] utilized an LSTM with 2 hidden layers to detect gestures with mobile phone’s WiFi RSSI achieving recognition accuracy up to 94%; WiFiMulti [80] used LSTM for multi-person activity recognition with an overall accuracy of 96.1%. Ibrahim et al. [84] proposed a human counting system, called CrossCount, that leverages an LSTM to map a sequence of link-blockage temporal pattern to the human count using a single WiFi link. The intuition behind this success is that, the higher the number of people in an area of interest, the shorter the time between blocking a single WiFi link and vice versa.

CSAR [21] proposed a channel hopping mechanism that continuously switches to less noisy channels for improved human activity recognition. They proposed an LSTM network as a classifier, which takes the Time-Frequency features generated from Discrete Wavelet Transform (DWT) spectrograms as the model inputs. LSTM is designed to work with inherent relationships in the frequency changes in the spectrogram data in long time intervals. As in most of deep learning architecture, LSTM can work with bigger data sets effectively. Along with a 200 hidden unit LSTM layer with 2 other fully connected layers, CSAR achieved 90% accuracy for detecting 8 different activities.

Bidirectional LSTM (BLSTM) is a variant of conventional LSTM mode, which has two LSTM layers to represent the sequence data in both forwards and backwards simultaneously. This enables the network to learn about both the forward and backward information of a given data point at a given time instance. BLSTM has been successfully applied to activity recognition model by Chen et al.[79] along with an attention-based deep learning module. Rather than assigning the same level of importance, attention-based modules assign higher weights to the features that are more critical for the activity recognition task.

GRU, a variant of LSTM, contains only 3 gates and connections, which makes it simpler and easier to train than LSTM. For effective sequential information learning, Wang et al. [85] utilized two GRU layers stacked together to achieve 98.45% average accuracy compared with a baseline shallow CNN network (with 2 layers), which achieved an accuracy of only 79.59%.

E. RF sensing with Autoencoder

As explained in Section II-A, autoencoder is fundamentally a deep learning technique to extract a compressed knowledge representation of the original input. In recent years, this property of autoencoders has been exploited by researchers in different ways to accomplish different RF sensing tasks. In this survey, we propose the taxonomy shown in Figure 9 to analyze state-of-the-art contributions under four different categories: unsupervised pretraining, data augmentation, domain translation, and unconventional encoding-decoding. In the following, we briefly review the works in each of these categories.

1) Unsupervised Pretraining: Training deep neural networks from a completely random state requires large labelled datasets, which is a fundamental challenge for RF human sensing researchers. Also, with random initial weights, deep learning faces the well-known vanishing gradient problem, which basically means that the gradient descent used for backpropagation fails to update the layers closer to the input layer when the network is deep. This in turn increases the risk of not finding a good local minimum for the non-convex cost function. It turns out that autoencoders can help address these problems through a two-phase learning protocol called unsupervised pretraining, which basically builds up an unsupervised autoencoder model first using only unlabelled data, and later drops the decoder part of the autoencoder but adds a supervised output layer to the encoder part for classification. The supervised learning phase may involve training a simple classifier on top of the compressed features learned by the autoencoder in the pretraining phase, or it may involve supervised fine-tuning of the entire network learned in the pretraining phase. Research has shown that such unsupervised pretraining [125, 126] can significantly improve the performance of deep learning models in some domains.

In RF sensing domain, several researchers reported good results with autoencoder-based pretraining. Shi et al. [95] employed a deep neural network (DNN) with 3 hidden layers to detect user activities and authenticate the user at the same time based on the unique ways a user performs each activity. WiFi CSI was used as the input for the deep learning. The DNN was first pretrained with only unlabelled CSI layer-by-layer using a stacked autoencoder [127] where a trained hidden layer became the input for the next autoencoder. In the supervised learning phase, each of the layer is appended with a softmax classifier, where the first layer is used to detect whether the user is stationary or active, the second layer for detecting the activities of the user, and the final layer to identify the user based on the user behavior during her activities. With the pretraining, the authors of [95] reported that over 90% accuracy on user identification and activity recognition could be achieved for 11 subjects even with the training size of only 4 labelled examples per user.

Similar to [95], Chang et al. [90] also used autoencoder for layer-by-layer unsupervised pretraining of a 3-layer DNN for localization based on CSI, which achieved good performance for two different environments. In another localization work based on RSS inputs, Khatab et al. [89] confirmed that layer-by-layer autoencoder-based pretraining of a 2-layer extreme learning machine (ELM) improves performance compared to that the case when the ELM is initialized with random weights. Finally, in a CSI-based deep learning for localization, Gao et al. [87, 91, 92] also demonstrated positive outcomes when using layer-by-layer pretraining with sparse autoencoders.
TABLE VI: RNN architectures in RF sensing

| Paper | Application | Radio Measurement | RNN Variant/Layer(s) | Performance |
|-------|-------------|-------------------|---------------------|-------------|
| [78]  | Activity Recognition | CSI | LSTM 1 | Best Accuracy 0.975 |
| [85]  | Gait Recognition | CW Radar | GRU 2 | Avg. Accuracy 0.9177 |
| [21]  | Activity Recognition | CSI | LSTM 1 | Accuracy 0.95 |
| [84]  | Human Counting | RSSI | LSTM 1 | Accuracy |
|       |             |       |         | Upto 2 persons 1.0 |
|       |             |       |         | Up to 10 persons 0.59 |
| [80]  | Multi Activity Recognition | CSI | LSTM 3 | Avg. Accuracy 0.962 |
| [3]   | Activity Recognition | CSI | LSTM 1 | Best Accuracy 0.97 |
| [81]  | Activity Recognition | CSI | LSTM1 | Best Accuracy 0.991 |
| [79]  | Activity Recognition | RSSI | LSTM 2 | Best Accuracy 0.91 |
| [82]  | Gesture Recognition | RSSI | LSTM 2 | Best Accuracy 0.973 |
| [86]  | Gait Recognition | CSI | LSTM 1 | Accuracy 0.96 |

Autoencoder usage in RF Sensing

- Pretraining
  - Layer-by-Layer [90, 91, 95]
  - Whole Autoencoder [93]
- Data Augmentation
  - FiDo [94]
- Domain Adaptation
  - Auto-Fi [88]
- Unconventional Encoding-Decoding
  - RNN Encoder-Decoder [96]
  - RFPose [77]
  - Person-in-WiFi [73]

Fig. 9: Taxonomy of autoencoder usage in RF sensing.

Zhao et al. [93] combines the merits of convolutional spatial learning of CNNs with the unsupervised pretraining capability of autoencoders to design a so-called convolutional autoencoder (CAE) to localize a user on a grid layout based on 2D RSS images. Unlike the layer-by-layer pretraining implemented with stacked autoencoders in [89, 90, 95], Zhao et al. [93] pretrained the entire CAE, after which the decoder part is dropped and the fully connected layers together with a Softmax layer are added for localization. The CAE architecture and its two-phase pretraining process are illustrated in Figure 10.

2) Data Augmentation: One of the challenges in WiFi-based localization is that WiFi location fingerprints experience significant inconsistency across different users. This means that deep networks trained on RF data collected from one user may not produce good accuracy when used for other users. Chen et al., [94] trained a variational autoencoder (VAE) on a real user and then generated a large number (10 times the original data) of synthetic CSI data to further train a classifier. The proposed VAE-augmented classifier, called FiDo, resulted in 20% accuracy improvement compared to the classifier that was trained without the VAE outputs.

3) Domain Adaptation: WiFi CSI profiles are significantly affected by environment changes, which makes it challenging to generalize a trained model across many domains (‘domain’ refers to ‘environment’). Chen et al., [88] used an autoencoder to ‘preserve’ the critical features of the original environment where the initial training CSI data is collected from. Such feature preservation is achieved during the training phase by training the autoencoder with unlabelled CSI data. During the inference phase at another environment, the previously trained autoencoder is used to convert the CSI vector from the new environment to another vector that now inherits the features of the previous environment. By using the converted CSI vector, instead of the actual CSI, as an input to the pre-trained classifier, the detection accuracy for WiFi localization is significantly improved.
4) Unconventional Encoding-Decoding: Xu et al.\cite{96} propose an attention based RNN encoder-decoder model for the classification of direction and gait recognition. Attention based machine translations can further improve the accuracy as it mimics the human visual attention only to the vital parts when recognition occurs, which improves the performance of the models when the data collected are noisy. Attention based systems do not give equal importance to all features; instead, it focuses more on the important features which significantly leverage the training effort as well. As depicted in Figure 11, the encoder part consists of a bi-directional RNN with GRU cells to maintain the simplicity.

RF-Pose \cite{77} propose encoder-decoder based deep learning architecture for human pose estimation. It made use of a cross model approach by first generating 2D-human skeletal images using RGB images from camera which works as a teacher network and radio heat maps images captured from the FMCW horizontal and vertical arrays as the student network. The teacher network facilitates annotation of the radio signal from RGB stream to the key point confidence maps. The proposed student network consists of two autoencoders to correspond with the vertical and horizontal RF images and concatenate the outputs at the end. The student network uses fractionally strided convolutional\cite{128} layers which are used for upscaling the low resolution inputs to a higher resolutions while preserving the abstract details of the output. This serves as the decoder part of the proposed architecture where the up sampling process is learned by the network itself rather than Hard coding the process. The architecture of the proposed network is depicted in Figure 12. The Teacher-Student design of the deep learning architecture facilitate the cross model pose estimation which achieves 62.4% average precision compared with the baseline 68.8% but through the wall scenario achieves 58.1% precision where the vision based baseline system completely fails. More importantly, RF-Pose tracks multiple persons simultaneously.

![RNN Encoder Decoder](Image)

Fig. 11: The RNN encoder-decoder architecture used in \cite{96}

Person-in-WiFi\cite{73} utilizes a U-net style autoencoder to map CSI data captures by $3 \times 3$ MIMO WiFi setup with corresponding 2D-pose of people in the sensing area. CSI is concurrently being mapped to 3 pose representations to the body Segmentation Mask (SM), Joint Heatmaps (JHMs) and Part Affinity Fields (PAFs) consecutively. SMs and JMMs share one U-net and PAFs share another thus the architecture contains two autoencoders. It is noteworthy to mention that the loss function, Mathew weight to optimize the learning process of JMMs and PAFs is chosen such a way that more attention is payed for improving the skeletal representation of the body than background of the image (which is black). The solution proves that the person’s 2D pose can be perceived through 1D WiFi data.

F. RF Sensing with Adversarial Networks

RF measurements of human activities usually contain significant information that is specific to the user, i.e., the body shape, position, and orientation to the radio receiver, as well as the physical environment, i.e., walls, furniture etc. Consequently, an activity classifier trained with one user in a specific environment do not perform reliably when tested with another person in another environment. In the literature, the user-environment combination is often referred to as a domain.

To achieve ubiquitous RF sensing models that can be deployed across different domains, it is imperative to extract features from the ‘noisy’ RF measurements that only represent the activities of the user without being influenced by domain specific properties as much as possible. One way to achieve this is to design hand-crafted features to model the motion or velocity components of the activity, which clearly do not depend on the domain yet can identify activities based on their unique motion profiles. Examples of this approach include CARM \cite{129}, Widar 3.0 \cite{34}, and WiPose \cite{119}. While these modeling-based solutions can achieve generalization across domains (a.k.a. domain adaptation) to some extent, they require rather precise knowledge of the physical layout in terms of the user location/orientation and the radio transmitters and receivers. In some cases \cite{34}, they work well only when multiple RF receivers are installed in the sensing area.

In recent years, researchers have demonstrated that adversarial networks can be an effective deep learning tool to realize RF domain adaptation without having to worry about the specific positions and orientations of the users and the RF receivers. For RF domain adaptation, adversarial networks were in used in two different ways, unsupervised adversarial training and semi-supervised generative adversarial network (SGAN).

1) Unsupervised Adversarial Training: Unsupervised adversarial training is a well-known domain adaptation technique used in many fields \cite{130,131}. Its basic principle is illustrated in Figure 13. There are three main interconnected components: feature extractor, activity classifier, and domain discriminator. The feature extractor takes labeled input from the source domain, but only unlabeled data from the target domain. The goal of the classifier is to predict the activity, while the discriminator tries to predict the domain label. The feature extractor tries its best to cheat the domain discriminator, i.e., minimize the accuracy for domain prediction, and at the same time maximize the predictive performance of the activity classifier. By playing this minimax game, the network eventually learns the features for all the activities that are domain invariant. Table VII compares several works that employed the basic philosophy of Figure 13 to generalize RF sensing classifiers across multiple domains.

2) Semi-supervised GAN: In Section II-B, we have learned that GAN is a special kind of adversarial network that trains a generator to produce realistic fake samples. Although the
TABLE VII: Summary of works involving adversarial networks in RF sensing

| Paper     | Monitoring Application | RF Measurement | Domain Adaptation Across | Accuracy % |
|-----------|------------------------|----------------|--------------------------|------------|
|           |                        |                |                          | w/o Adapt. | w/ Adapt. |
| DIRT-T [98] | Activity              | CSI (WiFi)     | 2 rooms                  | 35.7       | 53        |
| ElGUR [102] | Gesture               | RSS & Phase    | 3 rooms and 15 subjects  | 87.2 (Prec.) | 96.6 (Prec.) |
| RF-Sleep [75] | Sleep                | FMCW Radar    | 25 subjects              | 96.2 (Recall) | 96 (Recall) |
| DeepMV [44] | Activity              | CSI (WiFi)     | 3 rooms & 8 subjects     | 83.7       | -         |
| EI [43]    | Activity              | CSI (WiFi)     | 3 rooms & 11 subjects (WiFi) | 78        |
|            |                        | CIR (mmWave)   | 4 rooms & 10 subjects (mmWave) | 65        |
| WiCAR [99, 100] | Activity          | CSI (WiFi)     | 4 cars, 4 subs & 4 driving conditions | 83        |
| CsiGAN [97] | Gesture/Fall          | CSI (WiFi)     | 5 subs (Gest.),3 subs (Fall) | -         | 84.17 (Gest.), 86.27 (Fall) |

Fig. 12: The Teacher-Student Network used in [77]

Fig. 13: Principles of unsupervised adversarial training.

generator of a GAN is trained with the help of a discriminator, it is the generator that is used eventually to fake samples while the discriminator is of no further use in the post-training phase.

Semi-supervised GAN (SGAN) [132] is a recent proposal that extends GAN to achieve classification as an added functionality in addition to the generation of fake samples. As illustrated in Figure 14, only the discriminator is extended while the generator remains intact. In terms of its input, the discriminator now takes some labeled real samples in addition to the unlabeled real samples. The discriminator network is extended to classify the samples detected as real into $k$ classes by learning these classes from the labeled samples. A key benefit of SGAN as a classifier is to learn to classify reliably with only a small amount of labeled samples as it can still learn significantly from the vast amount of unlabeled samples while playing the minimax game with the generator.

In their proposed RF sensing system called CSI-GAN, Xiao et al. [97] successfully applied the concept of SGAN to realize domain adaptation across unseen (target) users. The main challenge of this application was that the amount of unlabeled CSI samples that could be collected from the target user is severely limited due to the need for avoiding lengthy training for new users. It was observed though that the performance of SGAN deteriorated in the case of limited unlabeled data,
because the generator could produce fake samples of only limited diversity due to the limited unlabeled data available from the target user.

CSI-GAN addressed the limited unlabeled data issue in SGAN by adding a second complement generator that used the concept of CycleGAN [133] to transfer the CSI from the source user to the target user style, thus creating additional fake samples. It was shown that such fake sample boosting method could effectively overcome the issue of limited unlabeled data in SGAN.

G. Hybrid Deep Learning Models

For complex tasks, the basic deep learning models are often combined in a hybrid model. In this section, we summarise the existing hybrid models that proved to be effective in RF sensing.

Convolutional Recurrent Models. This category of models stacks convolutions and recurrent blocks sequentially in the same architecture as a way to combine the best of the two worlds, i.e., the spatial pattern extraction property of CNNs and the temporal modelling capability of RNNs. Empirical studies [134] have confirmed the effectiveness of such hybrid models across tasks as diverse as car tracking from motion sensors, human activity recognition, and user identification. Moreover, by dividing the input layer into multiple subnets for each input sensor tensor, the model can be used for sensor fusion as well. These attractive features were leveraged by several researchers for various RF sensing applications. DeepSoli [115] uses a CNN followed by an LSTM to map a sequence of radar frames into a prediction of the gesture performed by the user. The model can recognize 11 complex micro-gestures collected from 10 subjects with 87% accuracy. RadHar [108] uses a similar architecture composed of a CNN followed by a Bi-directional LSTM to predict human activities from point clouds collected by a mmWave Radar.

While the basic Convolutional Recurrent model worked well across various tasks, it was further enhanced in some works to enable additional input or output processing to enhance the accuracy. WiPose [119] uses the Convolutional Recurrent model enhanced with post-processing component to map 3D Body-coordinate Velocity Profile (BVP) to human poses. In addition to CNN and RNN components, the model in WiPose was supported by a “Forward Kinematics Layer” that recursively estimates the rotation of the body segments, which provide a smooth skeleton reconstruction of the human body. Zhou et. al. [109] prefix the architecture with an auto-encoder as a pre-processing component for reconstructing a de-noised version of the input CSI measurements before forwarding it to the core Convolutional Recurrent model.

Domain Specialized Neural Models. STFNets [107] introduced a novel Short-Time Fourier Neural Network that integrates neural networks with time-frequency analysis, which allows the network to learn frequency domain representations. It was shown that it improves the learning performance for applications that deal with measurements that are fundamentally a function of signal frequencies such as the signals from motion sensors, WiFi, ultrasound and visible light. The architecture was used for several recognition tasks including CSI-based human activity recognition and the evaluation showed that STFNets significantly outperformed the state-of-the-art deep learning models.

IV. REVIEW OF PUBLIC DATASETS

Deep learning research requires access to large amount of data for training and evaluating proposed neural networks. Unfortunately, collecting and labeling radio data for various human activities is a labor-intensive task. Although most researchers are currently collecting their own datasets to evaluate their deep learning algorithms, access to public datasets would help accelerate the future research in this area. Besides, due to the sensitiveness of radio signals to the actual experimental settings and equipment, comparison of different related works based on different datasets becomes problematic. Fortunately, some researchers have released their datasets in recent years, creating an opportunity for future researchers to reuse them in their deep learning work.

We perform a survey of the publicly available datasets that have already been used in radio-based human sensing publications. Our survey only analyzes those datasets that we were able to download and look into. Table VIII reviews the source of the surveyed datasets, year of creation, size of the data, radio signal feature collected, hardware used for data collection, and the scope of the data in terms of types and numbers of human activities, data collection environment, number of human participants and so on. We also indicate any additional materials, such as codes implementing deep learning models that use the datasets, that may have been released along with the datasets. Important observations from this survey are summarized as follows:

- There are already 20 different datasets from 18 separate research groups that are publicly available for any researchers. Some datasets are released without any licenses, while others are under different licensing acts mostly for restricting non-academic use. All these datasets were created only in recent years.
- Activity and gesture are the dominant applications targeted by these datasets. Other applications include location/tracking, fall detection, respiratory monitoring, and people counting.
- The size of these datasets vary widely from mere 18MB to 325GB.
- Number of human participants vary from a single subject to 20 subjects.
- Although half of the datasets collected data from a single environment, there are several offering data from five or more different environments with the maximum being seven.
- WiFi CSI collected by Intel 5300 NIC is the most common data type.
- Codes implementing the authors’ proposed deep learning models are also released for most datasets.

While the availability of these datasets is certainly encouraging for deep learning research in RF human sensing, we identify several limitations and learn some lessons as follows:
The activities, which increases labeling effort and reduces the quality of the data considerably. To facilitate large-scale deep learning research for human sensing, a future direction should focus on developing novel tools and techniques that can automatically label RF data collected passively in the wild from many environments capturing data from a vast population performing a myriad of activities as part of their daily routines.

One option for automatic labeling could be the use of a non-RF modality to record the same scene at the same time as observed by the RF. Then, if the events and activities could be labeled automatically from the non-RF sensor data, then the same labels could be used for the RF data as well. Zhao et al. [42, 77] has recently pursued this philosophy successfully using camera as the non-RF modality, where multiple cameras were installed in the RF environment, synchronized with the RF recording device, and human pose was later detected from camera output automatically using image processing to generate the labels for the RF source. This is clearly a promising direction and worthy of further exploration.

C. Learning from Unlabeled CSI Data

A fundamental pitfall of deep learning is that it requires massive amount of training data to adequately learn the latent features. As acquisition of vast amount of labeled RF data incurs significant difficulty and overhead, in addition to automatic labeling, future research should also investigate efficient exploitation of unlabeled data, which is much easier to collect or may be already available elsewhere. Indeed, over the years, the machine learning community has discovered efficient methods for exploiting freely available unlabeled data to reduce the burden of labeled data collection. As these methods have proven very successful in image, audio and text classifications, it would be worth exploring them for WiFi sensing.

Semi-supervised learning is a machine learning approach that combines a small amount of labeled data with a large amount of unlabeled data during training. In this approach, the knowledge gained from the vast amount of rather easily obtainable unlabeled data can significantly help the supervised classification task at hand, which consequently requires only a small amount of labeled data to achieve good performance. Although typical semi-supervised learning methods would help reduce the burden of collecting massive amount of labeled data to some extend, they usually require [147] the unlabeled data to contain the same label classes that the classifier is trained to classify. For CSI-based activity classification, this means that the unlabeled data must also collect CSI when the humans in the area are performing some specific set of activities of interest, such as falling to the ground if fall detection is the sensing task. Conventional semi-supervised learning therefore is not applicable to WiFi sensing tasks responsible for detecting rare events, such as falls, or have a very large number of activity classes, such as detection of sign language.

A detailed lesson learned from recent works is that the shallow machine learning algorithms cannot cope with human sensing tasks at larger scale, where deep learning exhibits great potentials (see Figure 5). Human sensing can scale in many dimensions, i.e., the practical RF sensing systems will be expected to work reliably over a large user population, activities, physical environments, and RF devices. Deep learning research therefore must explore all of these dimensions. However, recent deep learning research considered the scaling only along one of these dimensions. For example, SignFi [45] experiments with 276 sign language gestures, but recruits only 5 subjects working in 2 different physical environments. Similarly, FallDeFi [135] increases the number of physical environments to 7, but recruits only 3 subjects for the experiments. An important future direction, therefore, would be to conduct truly large-scale experiments with scaling achieved simultaneously in multiple dimensions of the sensing problem.

B. Automatic Labeling

Manual labeling of RF sensing data is extremely inefficient because, unlike vision data labeling which can be done offline by watching camera recordings, RF data usually is not intuitive and humans cannot directly interpret it through visual inspection. This forces RF labeling to be done on-line either by external persons observing the experiments, or the subjects carefully following explicit instructions to perform the actions, which increases labeling effort and reduces the quality of the data considerably. To facilitate large-scale deep learning research for human sensing, a future direction should focus on developing novel tools and techniques that can automatically label RF data collected passively in the wild from many environments capturing data from a vast population performing a myriad of activities as part of their daily routines.

One option for automatic labeling could be the use of a non-RF modality to record the same scene at the same time as observed by the RF. Then, if the events and activities could be labeled automatically from the non-RF sensor data, then the same labels could be used for the RF data as well. Zhao et al. [42, 77] has recently pursued this philosophy successfully using camera as the non-RF modality, where multiple cameras were installed in the RF environment, synchronized with the RF recording device, and human pose was later detected from camera output automatically using image processing to generate the labels for the RF source. This is clearly a promising direction and worthy of further exploration.
TABLE VIII: Public datasets of labeled radio signal measurements for human activities

| Source/Year | License/Repository | #Envs | Applications | Subjects | #Activities | Size | Data-type/Hardware | Additional Items |
|-------------|--------------------|-------|--------------|----------|-------------|------|--------------------|------------------|
| CrossSense [49] 2018 | Apache license v2 GitHub | 3 | Gait & Gesture Recognition | 20 | 40 | 4.21 GB | Intel5300(CSI)/ XiaoMI Note2 Smartphone (RSSI) | ✓ Implementation code |
| Widar 1.0 [136] 2017 Private repo | | 1 | Localization & Tracking | 5[M4,F1] Age[20-25] | 5 | 2.76GB | Intel5300(CSI) | ✓ Implementation code |
| Widar 2.0 [137] 2018 Private repo | | 3 | Localization & Tracking | 6[M4,F2] | 3 | 303MB | Intel5300(CSI) | ✓ Implementation code |
| Widar 3.0 [34] 2019 Private repo | | 3 | Gesture Recognition | [M12,F4] Age[23-28] | 22 | 325GB | Intel5300(CSI) | ✓ Implementation code ✓ Performing videos |
| WiAG [138] 2017 Private repo | | 1 | Gesture Recognition | 6 | 6 | 3GB | Intel5300(CSI) | ✓ |
| SignFi [45] 2018 University license GitHub | | 1 | Sign Language Gesture Recognition | M5 | 276 | 6.07GB | Intel5300(CSI) | ✓ Implementation code ✓ Performing videos |
| [56] 2019 GitHub | | 1 | Activity Recognition | 1 | 6 | 300MB | USRP N210 (CSI) | ✓ Implementation code |
| Wisture [82] 2017 GitHub | | 2 | Gesture Recognition | 1 | 3 | 58MB | Android Smartphone (RSS) | ✓ Implementation code |
| [139] 2018 IEEE DataPort | | 1 | Respiratory Monitoring | 20[M11,F9] Average Age[M:55,F:60] | 1 | 60GB | CC1200 Radio(sub-1 dB RSS) CC2530 Radio(RSS) Atheros AR9462(WiFi CSI) Decawave EVB1000(CIR) | ✓ Implementation code |
| FallDeFi [135] 2018 MIT license Harvard Dataverse | | 7 | Fall Detection | 3 Age[27-30] | 11 | 2.1GB | Intel5300(CSI) | ✓ Implementation code |
| [3] 2017 GNU General Public License | | 1 | Activity Recognition | 6 | 6 | 3.59GB | Intel5300(CSI) | ✓ Implementation code |
| [140] 2019 CC BY-NC-SA license GitHub | | 1 | Activity Recognition | 9 | 6 | 2.04GB | Intel5300(CSI) | ✓ Visualization code |
| RadHAR [108] 2019 BSD 3-Clause license GitHub | | 1 | Activity Recognition | M2 | 5 | 881MB | FMCW Radar IWR1443BOOST (Point cloud) | ✓ Implementation code |
| WiAR [141] 2019 DATA4U | | 1 | Activity Recognition | 10[M5,F5] | 16 | 667MB | Intel5300(CSI) | ✓ Implementation code |
| CSI-net [76] 2018 MIT license GitHub | | 1 | Sign Recognition Falling Detection | 1 | 10 | 18.9 MB | Intel5300(CSI) | ✓ Implementation code |

There is a particular type of semi-supervised learning, known as self-taught learning (STL) [148], that relaxes the requirement of the unlabeled data to contain the same classes as used in the classification task. This has vastly enhanced the applicability of unlabeled data for challenging classification tasks in domains such as image, audio, and text. Using STL, the authors of [148] have demonstrated that rhino and elephants can be accurately classified with the knowledge gathered from the vast amount of random images, not of elephants or rhinos, freely available in the Internet. They have also successfully applied STL to audio classification, by downloading random speech data to classify speakers, and text classification. STL for WiFi sensing would mean that any available CSI data, irrespective of the actual human activities involved in the data, could be potentially used by any other activity classification applications. For example, unlabeled CSI collected passively when arbitrary people are simply carrying out their usual activities, such as walking,
Public datasets of labeled radio signal measurements for human activities continued from Table VIII

| Source/Year | License/Repository | #Envs | Applications | Subjects | #Activities | Size | Data-type/Hardware | Additional Items |
|-------------|--------------------|-------|--------------|----------|-------------|------|-------------------|-----------------|
| EHUCOUNT[142]| 2018 Private repo | 6     | People Counting | 5            | 1           | 183MB | Anritsu MS2690A(CSI) | -               |
| mmGaitNet[143] | 2020 GitHub  | 2     | Gait Recognition | 95[M45,F50] Age[19-27] Height[150-185]cm weight[45-115]kg | 1           | 913MB | IWR 1443(Point cloud) | -               |
| [144] | 2020 Google Drive | 1     | Facial emotions recognition | 10[M7,F3] Age[23-25] | 7           | 43GB  | Intel5300(CSI) Laptop webcam(video) | Annotated video |
| [145] | CC BY 4.0 licence Mendeley Data | 1 | Human-to-Human Interaction recognition | 66 [M6,F3] Age(avg±std) [22.1 ± 3.7] | 12          | 4.3GB | Intel5300(CSI) | Well documented with interaction steps |
| [146] | GitHub | 1 | Respiratory & Vital signs recognition | 11[M7,F4] Age [34.73± 15.94] BMI [23.19±3.61] kg/m² | 1           | 558MB | Six-Port-based radar system (24 GHz) | Monitoring is performed under multiple scenarios Implementation code |

sitting, etc., may provide valuable knowledge when training a deep neural classifier to detect rare and specialised activities, such as fall or sign language.

D. Deep Learning on Multi-modal RF Sensing

The vast majority of recent works explored learning from a single RF mode, such as WiFi CSI, mmWave FMCW radar, or even the sub-GHz LoRa signals [149]. Since these RF modes work on different spectrum and operate on different principles, opportunities exist to improve human sensing by training deep learning networks on the combination of such multiple RF data streams. It is also worthwhile to investigate deep learning networks that can learn from the combination of RF and other signals, e.g., acoustic and infrared. To achieve power automation, many Internet of Things products in future smart homes are expected to be fitted with solar cells [150]. Researchers [151] have recently demonstrated that photovoltaic (PV) signals generated by such solar cells contain discriminating features to detect hand gestures. Thus, deep learning that can be simultaneously trained from both RF and PV may lead to more robust human sensing neural networks for ubiquitous deployments.

E. Privacy and Security for WiFi Sensing

Deep learning is enhancing WiFi sensing capability on multiple fronts. First, it helps to recognise human actions with greater accuracy. Second, more detailed and fine-grained information about humans, such as smooth tracking of 3D pose [119], can be detected with deep learning. Finally, researchers are now exploring deep learning solutions that make cross-domain sensing less strenuous. While the combined effect of these deep learning advancements no doubt will make WiFi a powerful human sensing tool, they will unfortunately also pose a serious privacy threat. For example, armed with a cross-domain deep learning classifier trained elsewhere, a burglar can easily detect whether any target house is currently empty (no one in the house), and if not empty then where in the house the occupants are located etc. without raising an alarm. Similarly, given the WiFi signals can penetrate walls, windows, and fabrics, neighbours can pry on us even with curtains shut.

Privacy protection against WiFi sensing, therefore, could be an important future research direction. This is a challenging problem though, because any solution to foil the sensing attempt of an attacker should neither affect any legitimate sensing nor any ongoing data communication over the very WiFi signals used for sensing. Work on this topic is rare with the exception of [152, 153]. For a single antenna system, authors of [152] showed that it is possible for a legitimate sensing device to regenerate a carefully distorted version of the signal to obfuscate the physical information in the WiFi signal without affecting the logical information, i.e., the actual bits carried in the signal. This is a promising direction, but more work is required to make such techniques work for multi-antenna systems, which are becoming increasingly available in commodity hardware. It would be also an interesting research to explore deep learning architectures that can fool such signal obfuscating and still detect human activities to some extend. This would further push researchers to design more advanced obfuscation techniques resilient to even highly sophisticated attackers. To this end, specialised adversarial networks, as explored in [153], could be designed to effectively prevent such adversarial sensing. Zhou et al. [153] have shown that with proper design of the loss function, an adversarial network can only reveal some target human behaviour from the CSI data, such as falling of a person, while not allowing the detection of other private behaviours, such as bathing. These are encouraging developments confirming the privacy protection capabilities of deep learning.

F. Deep Learning for Wide Area RF Sensing

Existing literature on RF sensing is heavily centred around WiFi mainly because of its ubiquity. However, WiFi is mostly used indoors and severely limited in range, hindering its use for many wide area and outdoor human sensing applications, such as gesture control for outdoor utilities (e.g., a vending
machine), search and rescue of human survivors in disaster zones, terrorist spotting and activity tracking, and so on.

Wide area RF sensing traditionally had not been considered practical due to very weak reflections off the human targets for the signals that were generated from a distant radio tower. Some recent technological developments, however, are creating new opportunities for wide area RF sensing. Dense deployments of shorter-range cellular towers means that outdoor locations can receive cellular signals from a close-by radio tower, increasing the opportunity for a stronger reflection off the human body. To support wide area connectivity for various low-power Internet of Things (IoT) sensors, novel wide area wireless communications technologies, e.g., LoRa [154] and SigFox [155], are being developed. A key distinguishing feature of these wide area IoT communications technologies is their capability to process very weak signals. For example, LoRa can decode signals as weak as $-148 \text{dBm}$. Finally, it is now becoming possible to carry wireless base stations in low cost flying drones [156] providing further opportunity to extend the sensing coverage over a wide area.

Indeed, researchers are beginning to explore wide area RF sensing by taking advantage of these new developments. Chen et al. [157] showed that gestures can be accurately detected in outdoor areas using LTE signals, and using a drone-mounted LoRa transmitter-receiver pair, Chen et al. [158] demonstrated feasibility of outdoor human localization using LoRa signals. While these experiments clearly indicate the feasibility of wide area RF sensing, they also highlight the severe challenges it is facing. LTE-based gesture was only possible if the user was located at some specific spots between the tower and the terminal [157], which severely reduces the quality of user experience. Similarly, the LoRa-based outdoor localisation accuracy was limited to 4.6m, which may not be adequate for some applications. Finally, for drone-mounted LoRa transceivers, the authors [157] found that drone vibrations cause significant interference to the LoRa signals, which had to be addressed using algorithms specifically designed for the drone in use. These challenges highlight the potential benefit of deep learning in improving the performance and generalization of wide area RF sensing for a wider range of use case and hardware scenarios.

G. RF Sensing in Programmable Wireless Environment

Programmable wireless environment (PWE) [159] is a novel concept rapidly gaining attention in the wireless communications research community. According to the PWE, the walls or any object surface can be coated with a special artificial metamaterial, that can arbitrarily control the reflection, i.e., the amplitude, phase, and angle, of impinging electromagnetic waves under software control. These surfaces are often dubbed as intelligent reflective surfaces (IRSs). Thus, with IRS, the multipath of any environment can be precisely controlled to realise the desired effects at the intended receivers promising unprecedented performance improvements for wireless communications. Indeed, many research works have recently confirmed that IRS-assisted solutions can significantly improve the capacity, coverage and energy efficiency of existing mobile networks [160-163].

While current research in PWE is mainly focusing on enhancing the communication performance, the dynamic control of the multipath will also affect any sensing task that relies on wireless multipath for sensing. We envisage the following challenges and future research opportunities for WiFi-based human sensing in PWE.

1) Deep learning for IRS-affected CSI: Current WiFi sensing research largely assumes that the multipath reflections from the environment is rather stationary because they bounce from fixed surfaces, such as walls, tables, and chairs. It makes it easier to detect human activities from the CSI by focusing on the dynamic elements of the multipath created by the moving human body parts. However, in PWE, the reflections from walls and other environmental surfaces can be highly non-stationary due to the dynamic control of their reflection properties. As a result, the amplitude and phase of CSI measurements will be affected not only due to the movement of the human, but also due to the specific control patterns of the IRSs in the environment. This will make it more challenging to classify human activities, which will require more advanced learning and classification techniques to separate the IRS-related effect on CSI from the ones caused by human activity. New deep learning algorithms may be designed that can be trained to separate such IRS effects from the CSI measurements.

2) IRS as a sensor for detecting human activities: The PWE vision indicates that an entire wall may be an IRS with massive number of passive elements that can record the angle, amplitude, and phase of the impinging electromagnetic waves. Thus as the reflections from the human body impinge on the IRS-coated wall, the wall will have a high-resolution view of the human activity and hence can assist in detecting fine-grained human movements with much greater accuracy and ease compared to a single WiFi receiver often considered in conventional research. How to design the human activity detection intelligence for the IRS would be an interesting new research direction, which is likely to benefit from the power of deep learning.

H. Deep learning for multi-person and complex activity recognition

To date, RF has been successfully used to detect only single person and simple (atomic) activities, such as sitting, walking, falling, etc. To take RF sensing to the next level where it can be used to understand high level human behaviour, such as whether a person is having dinner in a restaurant or having a conversation with another person, more sophisticated deep learning would be required. Such deep learning would be capable of detecting activities of multiple person simultaneously. Deep multi-task learning, a technique that can learn multiple tasks jointly, has been used by Peng et al. [164] successfully to detect complex human behaviour from wearable sensors. It would be an interesting future direction to extend such models to work with RF signal data, such WiFi CSI.

VI. Conclusion

We have presented a comprehensive survey of deep learning techniques, architectures, and algorithms recently applied
to radio-based device-free human sensing. Our survey has revealed that although the utilization of deep learning in RF sensing is a relatively new trend, significant exploration has already been achieved. It has become clear that deep learning can be an effective tool for improving both the accuracy and scope of device-free RF sensing. Researchers have demonstrated deep learning capabilities for sensing new phenomena that were not possible with conventional methods. Despite these important achievements, progress on domain or environment independent deep learning models has been slow, limiting their ubiquitous use. Dependency on large amounts of labeled data for training is another major drawback of current deep learning algorithms for RF sensing. We also believe that to further catalyse the deep learning research for RF sensing, researchers should come forward and release more comprehensive datasets for public use.
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