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Abstract - This research focuses on the use of a methodological strategy for the implementation of digital filters on embedded systems. The purpose of the document is to perform a results analysis for the implementation of a FIR filter on a PSOC 5LP, comparing the proposed strategy with the actual response of the architecture used by the selected platform. In the document it will be shown the block diagram of the proposed solution, configuration parameters, algorithmic structures used, computational tools used to calculate operating parameters and the development of validation tests for the proposed strategy.
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I. INTRODUCTION

The growing development of electronic components of small size, has allowed to build high quality electronic prototypes at low cost. In particular, prototypes that incorporate a digital processing system, have the ability to execute tasks recorded in their memory. This characteristic makes them a central controller of certain embedded systems, which gives them a functional advantage over conventional digital circuits, since they adapt to different types of applications with a single processing system [1-3].

The versatility of this type of controller has allowed its manufacture by several manufacturers, among which stand out the family of programmable controllers (PSOC: Programmable System on Chip) developed by Cypress in 2002. The PSOC are integrated circuits of programmable matrix, that is, the peripherals are defined by sets of functions and assigned to any terminal of the integrated circuit [2-3].

The manufacture of PSOC and other digital systems allows the processing of large volumes of information and signals in hardware digitally, although the speed of response in these applications is reduced to the function of the scheduled tasks and the architecture of the controller. The applications in the areas associated to the digital processing of the signals have had great advances, some representative examples are: facial or voice recognition [4-5], the development of intelligent sensors [6], the manufacture of wireless audio transmitters [7], the design of biometric systems [8], among others.

One limitation that can occur during the implementation of this type of applications, is the increase in the margin of error between the measured value and the real value, since the signals that reach a controller can change its magnitude with a case of an external client, for example: the environmental conditions. This limitation has been partly solved thanks to the development of filters, which have the function of eliminating the effect caused by the factors [9-10].

In electronics, two types of filters are found, analog and digital. Analog filters are usually built as passive components such as resistors, capacitors and coils. Digital filters are constructed from algorithms that adapt to different processing systems, to improve the result obtained when interpreting a digital signal, for example, to eliminate the noise present in an audio signal reproduced by a mini-component.

The importance and characteristics of digital filters are presented in this paper, which is structured as follows: Section 1 presents the main characteristics of a digital filter. In section 2, a methodology for the design of a digital filter is taught analytically. Section 3 shows a way to implement a digital filter in an embedded system and the results obtained when comparing the proposed strategy versus the response of the embedded system.

II. METHODOLOGY

A. Definition of Filter and Its Classification

The word filter is used to denote a system that is responsible for excluding certain attributes of the object that is processing, for example, drinking water purifiers that are used to eliminate microorganisms harmful to health. More specifically in signal processing, filters are used to set a group of observable parameters of a signal eliminating the rest, including frequency [11].

The parameters of the filters designed to modify their output as a function of frequency are: the cutoff frequency, the step frequency and the attenuation level. The cutoff frequency sets the level below which the filter output is attenuated. The step frequency is the set of values that the filter output has in a given frequency
range. The attenuation level is a factor that indicates how much the amplitude of the original signal is reduced at the filter output, normally expressed in dB (a decibel is used to express the power level of a signal). When a filter is constructed taking into account its domain in the frequency it is classified as follows [14-17]:

- **Low-pass filter:** This type of filter attenuates the signals with high frequencies and lets the low frequency signals pass (related to a given cutoff frequency).
- **High-pass filter:** This type of filter works in the opposite way to the low pass filter, since it attenuates the low frequency signals and lets the high frequency signals pass.
- **Band-pass filter:** This type of filter combines the characteristics of the aforementioned filters, since it lets signals pass with frequencies in a certain range.
- **Eliminated band filter:** This type of filter is the inverse of the band pass filter, since it eliminates signals with frequencies that are in a certain interval.

As mentioned before the filters can be classified as analog or digital. Analog filters are used to process signals that are in the continuous time domain and their complement are digital filters, since they process the signals that have a domain in discrete time. Discrete time signals are ideal for digital controllers, because they do not process signals in continuous time [14-17].

Digital controllers determine the magnitude of a signal in different ways. However, the fidelity of the processed signal regarding the original depends on the sampling time used to capture the information. The sampling frequency is the system’s ability to sample a continuous time signal for one unit of time. For example, the sampling frequency used by an analog to digital converter (ADC) to digitize a voice signal is normally 44.1 kHz, since the human voice is below this value (less than 20 kHz).

The sampled signals are filtered in a digital system using various filter types, of which the two most commonly used are mentioned:

- **IIR filter:** The Infinite Impulse Response filter (IIR) is a type of filter that by inducing the system into an input with a unit impulse form, said system will not be at rest again. The output of the filter depends on the previous and present values in the input, which are temporarily stored in the memory of the controller. This type of filter is represented by the mathematical expressions of equations 1 and 2 [13].

\[
y[n] = \sum_{i=0}^{P} b_i x[n - i] - \sum_{i=1}^{Q} a_i y[n - i] \quad (1)
\]

\[
H(z) = \frac{\sum_{i=0}^{P} b_i z^{-i}}{\sum_{i=0}^{Q} a_i z^{-i}} \quad (2)
\]

In the expressions \(P\) and \(Q\) determine the filter order, \(a\) and \(b\) determine the filter coefficients, an approximate model of the system is represented by the transfer function \(H(z)\) [13].

- **FIR filter:** The finite impulse response filter (FIR) has a response limited by a finite number of terms, which is estimated from the current and previous input values, because they depend on the input they are only known as non-recursive filters and their output is represented by the mathematical expression of equation 3 [11].

\[
y[n] = \sum_{k=0}^{L-1} h[k] * x[n - k] \quad (3)
\]

Where \(h[k]\) is the filter transfer function, \(x\) is the input value and \(L\) determines the order of the filter. This relationship can also be represented by a transfer function as shown in equation 4.

\[
H(z) = \sum_{k=0}^{L-1} h[k] z^{-k} = h_0 + h_1 z^{-1} + h_2 z^{-2} + ... + h_{L-1} z^{-(L-1)} \quad (4)
\]

Some differences between the two filter types are: The difficulty in the design, since the FIR filters are usually designed by iterative methods and the IIR by means of transformations of numerical expressions or mathematical equations. Efficiency, FIR filters usually require less time to estimate the output than type IIR, since FIR type filters are not recursive, that is, they do not need feedback from the output, even though FIR filters require a greater memory space for its implementation.

However, these characteristics vary depending on the methodology used to design the filter, in particular to design a FIR filter, 3 methods are usually used: The method of the window or Fourier transform, the method of sampling in frequency and the method of optimal approximations. Of which the transformation method will be analyzed, since it allows an approximate model of the transfer function to be obtained analytically [11].

**III. DESIGN AND IMPLEMENTATION**

An approximate filter model is achieved by applying the window method, which consists of finding the appropriate coefficients of a FIR of order \(L\), making a convolution between the transfer function that characterizes the ideal filter by different values of a function called a window [12].

To determine the function that characterizes the filter, it is assumed that \(H(e^{j\omega})\)is the Fourier transform in discrete time (from English, Discrete-time Fourier transform) of \(h[n]\), as shown in equations 5 and 6 [11].

\[
H(e^{j\omega}) = \sum_{n=-\infty}^{\infty} h[n] e^{-j\omega n} \quad (5)
\]
This methodology is applied in the filters that work as a function of the frequency, in this example we have a low pass filter, which is established with a cutoff frequency $w_0$ as shown in equation 8 represented graphically in Fig.1. The negative component observed is due to the fact that the Fourier transform is symmetric around 0, however, in practice the frequencies are always assumed to be positive.

$$H(e^{jw}) = \begin{cases} 
1 & |w| \leq w_0 \\
0 & |w| > w_0 
\end{cases}$$  \hspace{1cm} (7)

When applying the Fourier transform to the approximate filter model, the result shown in equation 12 is obtained and a response is obtained as shown in Fig. 2a.

$$h[n] = \frac{1}{2\pi} \int_{-w_0}^{w_0} H(e^{jw}) e^{jwn} dw$$ \hspace{1cm} (8)

$$h[n] = \frac{1}{2\pi} \int_{-w_0}^{w_0} 1 \cdot e^{jwn} dw = \frac{1}{2\pi} \left[ \frac{1}{jn} e^{jwn} \right]_{-w_0}^{w_0} = \frac{1}{2\pi} \left[ \frac{1}{jn} e^{jwn} - \frac{1}{jn} e^{-jwn} \right]$$ \hspace{1cm} (9)

$$h[n] = \frac{1}{2\pi} \left[ \frac{1}{jn} \left( \cos(\omega_0 n) + j \sin(\omega_0 n) \right) - \frac{1}{jn} \left( \cos(\omega_0 n) - j \sin(\omega_0 n) \right) \right]$$ \hspace{1cm} (10)

$$h[n] = \frac{1}{2\pi} \left( \frac{2\sin(\omega_0 n)}{n} \right) = \frac{\sin(\omega_0 n)}{n\pi}$$ \hspace{1cm} (11)

As indicated in the red box of Fig. 2a, the harmonics of the transformation reach small amplitudes, so much so that the result can be truncated around the central value, for which a set of values is fixed as observed in the rectangular window of the Figure 1b. When performing a multiplication between the functions, it is obtained a finite function $h_1[n]$ of rank M.

$$h[n] = \frac{1}{2\pi} \int_{-w_0}^{w_0} H(e^{jw}) e^{jwn} dw$$ \hspace{1cm} (6)
One way to estimate the correct value of $M$ is presented in equation 13, however, this can be adjusted to reduce the mean square error (equation 14), which is calculated from the Parseval relation. The error determines the behavior of the filter output as shown in Fig. 3, the response of when $M$ tends to infinity (Blue Line) is stable and for different values these become unstable (Red Line $M = 40$) or do not attenuate enough from the cutoff frequency (Yellow Line $M = 25$).

$$M \approx \frac{5.6 - 4.3 \log_{10} \epsilon}{\omega_2 - \omega_1}$$  

(13)

$$\mu = \frac{1}{2\pi} \int_{-\omega_0}^{\omega_0} |H(e^{j\omega}) - H_1(e^{j\omega})|^2 \, dw = \frac{1}{2\pi} \int_{-\omega_0}^{\omega_0} |H(e^{j\omega}) - \sum_{n=0}^{M} h_1[n] e^{-j\omega n}|^2 \, dw$$  

(14)

![Behavior of the filter output in time and frequency output.](image)

When performing the convolution, the coefficients of the transfer function are obtained in ascending order. These coefficients accompany the independent variable by expanding the summative term an amount of times $M$. For example, when $M$ is equal to 2 and the cutoff frequency is 6 kHz, the expression observed in equation 15 is obtained.

$$H(z) = 0.3214689084734 + 0.35706218247333z^{-1} + 0.3214689084734z^{-2}$$  

(15)

There are some support tools to design FIR filters, such as MATLAB’s FDATOOL, which estimates the coefficients applying the methodology described as shown in Fig. 4.

![Steps to generate FIR coefficients using MATLAB](image)
The coefficients are generated in a plain text file, which is incorporated into the controller through a routine (as shown in Algorithm 1). This routine is responsible for taking samples of the signal to be filtered using the digital analog converter of the controller with the frequency established during the design. When sampling the signal, each sample is stored inside a memory, whose quantity is determined by the order of the filter and each of them is multiplied by the coefficients mentioned above.

Algorithm 1. Operation of an FIR filter

While Terminating Condition = True do
  x = Read digital analog converter;
  x = Normalize the variable (x);
  For i=1 to M do
    Memory [i] = Memory [i-1];
  End For
  Memory [0] = x;
  For j=1 to M do
    Output = Output + (Coefficients [j] * Memory [j-1]);
  End For
  Send value to the analog digital converter (Output);
End While

Fig. 5 shows the architecture used in the microcontroller to perform the filter function. As seen there is an analog to digital converter and its complement that are responsible for filtering and modulating the input and output information. The PWM function is responsible for establishing the sampling time used by the converters to reconstruct the signal.

Fig. 5. Architecture incorporated in the PSOC 5LP.

IV. EXPERIMENTAL RESULTS

The methodology shown to implement a FIR filter in PSOC 5LP was tested by implementing several filter schemes. The coefficients of the low-pass, high-pass, band-pass and eliminated-band filters were determined, whose resulting transfer function was simulated before being implemented in the controller and the results obtained are shown in Tables I and II. To measure the results, an oscilloscope was connected to the output of a signal generator, which is connected in parallel to the input of the microcontroller and the output of the controller is connected to another channel of the oscilloscope.

The low-pass and high-pass filters were designed at a cutoff frequency of 4 KHz and the signal is sampled at 48 KHz. Band-pass and band-eliminated filters were designed at cutoff frequencies at 2 KHz and 6 KHz. The test signal varies in frequency from 2 to 4 KHz and has an amplitude of 1 V.
### TABLE I. Results obtained when implementing a low-pass and high-pass filter

| Frequency  | 2 KHz | 4 KHz | 6 KHz |
|------------|-------|-------|-------|
| Pass-low simulation | ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) |
| Pass-low measurement | ![Image](image4.png) | ![Image](image5.png) | ![Image](image6.png) |
| High-pass simulation | ![Image](image7.png) | ![Image](image8.png) | ![Image](image9.png) |
| High-pass measurement | ![Image](image10.png) | ![Image](image11.png) | ![Image](image12.png) |

### TABLE II. Results obtained when implementing a band-pass and band-pass filter

| Frequency  | 2 KHz | 4 KHz | 6 KHz |
|------------|-------|-------|-------|
| Band-pass measurement | ![Image](image13.png) | ![Image](image14.png) | ![Image](image15.png) |
| Eliminated band measurement | ![Image](image16.png) | ![Image](image17.png) | ![Image](image18.png) |

### V. CONCLUSIONS

The FIR filter design methodology allows to implement different kinds of filters in the frequency domain, among which are: pass-low, pass-high, pass-band and band-eliminated. As shown in Tables I and II, the filters implemented work well around the cutoff frequencies, however, a greater attenuation of the frequencies eliminated in the simulation can be observed, this is due to the fact that the coefficients are truncated at the moment of implement the transfer function in the controller.

The implementation of the FIR filter in the PSOC 5LP controller works correctly up to frequencies of 12 KHz, as shown in Figure 6 as the frequency of the input signal increases, the controller reduces its ability to process the signal correctly, since the controller does not offer a higher sampling frequency to improve the characteristics of the input signal.
The order of the filters implemented is 50 for low-pass and high-pass filters and 100 for band-pass and band-elimination filters, since when performing experimental tests with a lower order the filter did not work properly. In such a way, this was the lowest order obtained with the strategy proposed in this paper, to design FIR architecture filters.
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