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Abstract—Distributed storage systems often employ erasure codes to achieve high data reliability while attaining space efficiency. Such storage systems are known to be susceptible to long tails in response time. It has been shown that in modern online applications such as Bing, Facebook, and Amazon, the long tail of latency is of particular concern, with 99.9th percentile response times that are orders of magnitude worse than the mean. Taming tail latency is very challenging in erasure-coded storage systems since quantifying tail latency (i.e., \(x\)th-percentile latency for arbitrary \(x \in [0, 1]\)) has been a long-standing open problem.

In this paper, we propose a mathematical model to quantify tail index of service latency for arbitrary erasure-coded storage systems, by characterizing the asymptotic behavior of latency distribution tails. When file size has a heavy tailed distribution, we find tail index, defined as the exponent at which latency distribution tails. When file size has a heavy tailed distribution, motivated by heavy-tailed file size distribution in local file systems and in the online applications such as Bing, Facebook, and Amazon, the long tails in response time. It has been shown that in modern Web applications such as Bing, Facebook, and Amazon’s retail platform, the long tail of latency is of particular concern, with 99.9th percentile response times that are orders of magnitude worse than the mean [4]. [5]. Despite mechanisms such as load-balancing and resource management, still evaluations of large scale systems indicate that there is a high degree of randomness in delay performance [6]. For distributed storage systems that use erasure coding, quantifying tail latency (i.e., \(x\)th-percentile latency for arbitrary \(x \in [0, 1]\)) has been a long-standing open problem.

This paper proposes an analytical framework to quantify tail index of service latency for arbitrary erasure-coded storage systems, by characterizing the asymptotic behavior of latency distribution tails. Existing work has mainly focused on providing bounds for mean service latency [7]–[17] and fails to address the issue of latency tails. However, the overall response time in erasure coded data-storage systems is dominated by the long tail distribution of the parallel operations [18]–[21].

Evaluation of practical systems show that the latency spread is significant even when data object sizes are in the order of megabytes [6]. The lack of mathematical models prevents design and optimization of erasure-coded storage with the goal of keeping latency consistently low (rather than just reducing the mean) and meeting customer delay Service Level Agreements (SLAs).

Using an \((n, k)\) erasure code, a file is encoded into \(n\) data chunks, allowing reconstruction from any subset of \(k < n\) distinct chunks. Quantifying service latency for heavy-tailed files is an open problem because of the challenge of jointly analyzing dynamic scheduling (i.e., \(n\)-choose-\(k\) optimization for each request on the fly and w.r.t. data locality and network status) and the dependency of chunk access time on shared storage nodes. For mean latency analysis of homogeneous files, Fork-join queue analysis in [8], [22]–[24] provides upper bounds for mean service latency by forking each file request to all storage nodes and removing it after enough chunks are processed. In a separate line of work, Queuing-theoretic analysis in [7], [9], [25] proposes a block-t scheduling policy that only allows the first \(t\) requests at the head of the buffer to move forward, and finds an upper bound of the mean latency through Markov-chain analysis of the queuing model. However, both approaches fail short of quantifying tail latency, because states of the corresponding queuing model must encapsulate not only a snapshot of the current system including chunk placement and queued requests, but also past history of how chunk requests have been processed by individual nodes. This leads to a state explosion problem as practical storage systems usually handle a large number of files and nodes. Later, mean latency bounds for arbitrary service time distribution and file configurations are provided in [10], [11] using order statistic analysis and probabilistic request scheduling policy. Recent work has also given approaches to understand the tail latency using probabilistic request scheduling policy [20], [21].

In this paper, we focus on analyzing the asymptotic behavior of latency tail distributions in erasure-coded storage systems, when file size has a heavy tail distribution motivated by heavy-tailed file size distribution in local file systems and in the World Wide Web [26]–[28]. To quantify tail latency, we make use of probabilistic scheduling develop in [10], [11]. Upon the arrival of each file request, we randomly dispatch a batch of \(k\) chunk requests to \(k\)-out-of-\(n\) storage nodes with some predetermined probabilities. Then, each storage node manages its local queue independently and continues processing requests in order. A file request is completed if all its chunk requests exit the system. This probabilistic scheduling policy allows us to analyze the (marginal) queuing delay distribution of each
storage node and then combine the results to obtain a lower bound on the asymptotic tail latency of any distributed storage system.

In particular, we consider tail index, defined as the exponent at which latency tail probability diminishes to zero, i.e., \(-\log \Pr(L \geq x)/\log(x)\) as threshold \(x\) grows large. When file size follows a Pareto distribution and unit service time follows an exponential distribution, we employ Laplace-Stieltjes transform to solve in closed form the latency tail probability for processing a chunk request at any single server. Utilizing this result, we prove that tail index of erasure-coded storage systems is upper bounded by \(\alpha - 1\), where \(\alpha\) is the exponent of Pareto-distributed file size. We further show that this upper bound is indeed achievable via probabilistic scheduling policy. In order words, a family of probabilistic scheduling algorithms achieves the best tail index and are optimal with respect to asymptotic latency tails.

The main contributions of this paper are summarized as follow:

- We propose an analytical framework to quantify tail index of service latency for arbitrary erasure-coded storage systems.
- For Pareto-distributed file size (with shape parameter \(\alpha > 2\) ) and exponential service time, we prove that the optimal tail index of erasure-coded storage systems is \(\alpha - 1\).
- We show that a family of probabilistic scheduling algorithms are able to achieve the tail index and therefore are asymptotically optimal in terms of latency tails.

The rest of the paper is organized as follows. Section II gives the system model for the problem. Section III finds the tail index of the waiting time from each server, Section IV uses the tail index from each server to show that the optimal tail index of distributed storage system is achieved by probabilistic scheduling. Finally, Section V concludes this paper.

II. SYSTEM MODEL AND FORMULATION

We consider a data center consisting of \(n\) heterogeneous storage servers, denoted by \(\mathcal{N} = \{1, 2, \ldots, n\}\), called storage nodes in this paper. There are \(r\) files stored in the data-center using an \((n,k)\) erasure code. That is, each file is split into \(k\) equal-size chunks and then encoded into \(n\) coded chunks placed on different storage nodes. Thus, any file can be accessed by retrieving \(k\) distinct data chunks.

The arrival of client requests for each file \(i\) of size \(kL_i\) Mb is assumed to form an independent Poisson process with a known rate \(\lambda_i\). We assume that the chunk size \(L_i\) Mb has a heavy tail and follows a Pareto distribution with parameters \((x_m, \alpha)\) with shape parameter \(\alpha > 2\) (implying finite mean and variance). Thus, the complementary cumulative distribution function (c.d.f.) of the chunk size is given as

\[
\Pr(L_i > x) = \begin{cases} 
\left(\frac{x}{x_m}\right)^\alpha & x \geq x_m \\
0 & x < x_m \end{cases} \tag{1}
\]

For \(\alpha > 1\), the mean is \(E[L_i] = \alpha x_m/\left(\alpha - 1\right)\). The service time per Mb at server \(j\), \(X_j\) is distributed as an exponential distribution the mean service time \(1/\mu_j\).

We will focus on the tail index of the waiting time to access each file. In order to understand the tail index, let the waiting time for the files \(T_W\) has \(\Pr(T_W > x)\) of the order of \(x^{-d}\) for large \(x\), then the tail index is \(d\). More formally, the tail index \(d\) is defined as \(\lim_{x \to \infty} \frac{-\log \Pr(T_W > x)}{-\log x}\). This index gives the slope of the tail in the log-log scale of the complementary c.d.f.

To prove achievability of the tail index, we will consider a class of probabilistic scheduling policies \(\Pi\), which are employed in mean latency analysis and shown to provide a tight bound for arbitrary erasure code and service time distribution. In particular, under probabilistic scheduling, upon the arrival of a file \(i\) request, we randomly dispatch the batch of \(k\) chunk requests to \(k\) out of \(n\) storage nodes in \(\mathcal{N}\), denoted by a subset \(\mathcal{A}_i \subseteq \mathcal{N}\) (satisfying \(|\mathcal{A}_i| = k\)) with predetermined probabilities. Then, each storage node manages its local queue independently and continues processing requests in order. A file request is completed if all its chunk requests exit the system. It was further shown in \(\Pi\) that a probabilistic scheduling policy with feasible probabilities \(\{\pi_{i,j} : \forall i, A_i\}\) exists if and only if there exists conditional probabilities \(\{\pi_{i,j} \in [0, 1], \forall i, j\}\) satisfying

\[
\sum_{j=1}^{n} \pi_{i,j} = k \forall i. \tag{2}
\]

These probabilities \(\pi_{i,j}\) indicate the probability with with file \(i\) is requested from node \(j\). It is easy to verify that under our model, the arrival of chunk requests at node \(j\) form a Poisson Process with rate \(\Lambda_j = \sum_k \lambda_i \pi_{i,j}\), which is the superposition of \(n\) Poisson processes each with rate \(\lambda_i \pi_{i,j}\). In order to show that probabilistic scheduling achieves the optimal tail index in this paper, we will only use \(\pi_{ij} = k/n\) which denotes uniform access of files from all the \(n\)-choose-\(k\) subsets. We assume that this value of \(\pi_{ij}\) will lead to stable queues, such that arrival rate \(\Lambda_j\) at each server is smaller than the service rate \(\mu_j\) at each server.

III. WAITING TIME DISTRIBUTION FOR A CHUNK FROM A SERVER

In this Section, we will characterize the Laplace Stieltjes transform of the waiting time distribution from a server, assuming that the arrival of requests at a server is Poisson distributed with mean arrival rate \(\Lambda_j\). We first note that the service time per chunk on server \(j\) is given as \(B_j = X_j L_i\), where \(L_i\) is distributed as Pareto Distribution given above, and \(X_j\) is exponential with parameter \(\mu_j\).

Using this, we find that

\[
\Pr(B_j < y) = Pr(X_j L_i < y) = \int_{x=x_m}^{\infty} \Pr(X_j < y/x) \alpha x_m^\alpha \frac{1}{\mu_j^{\alpha+1}} dx \\
= \int_{x=x_m}^{\infty} (1 - \exp(-\mu_j y/x)) \alpha x_m^\alpha \frac{1}{\mu_j^{\alpha+1}} dx \\
= 1 - \int_{x=x_m}^{\infty} \exp(-\mu_j y/x) \alpha x_m^\alpha \frac{1}{\mu_j^{\alpha+1}} dx \tag{3}
\]
Substitute $t = \mu_j y/x$, and then $dt = -\mu_j y/x^2 dx$. Thus,

$$\Pr(B_j > y) = \int_{x=x_m}^{\infty} \exp(-\mu_j y/x)\alpha x^\alpha_m 1/x^{\alpha+1} dx$$

$$= \int_{t=0}^{\mu_j y/x_m} \exp(-t)\alpha x^\alpha_m t^{\alpha-1} dx$$

$$= \alpha(x_m/\mu_j)^\alpha \gamma(\alpha, \mu_j y/x_m)/y^\alpha,$$

where $\gamma$ denote lower incomplete gamma function, given as $\gamma(\alpha, x) = \int_{x}^{\infty} u^{\alpha-1} \exp(-u) du$.

Since $\Pr(B_j > y) = L(y)/y^\alpha$, where $L(y) = \alpha(x_m/\mu_j)^\alpha \gamma(\alpha, \mu_j y/x_m)$ is a slowly varying function, the tail index of the waiting time in heavy-tailed limit can be calculated using the results in [29] as

$$\Pr(W > x) \approx \frac{\Lambda}{1 - \rho \alpha - 1} L(x).$$

Thus, we note that the waiting time from a server is heavy-tailed with tail-index $\alpha - 1$. Thus, we get the following result.

**Theorem 1.** Assume that the arrival rate for requests is Poisson distributed, service time distribution is exponential and the chunk size distribution is Pareto with shape parameter $\alpha$. Then, the tail index for the waiting time of chunk in the queue of a server is $\alpha - 1$.

**IV. Probabilistic Scheduling Achieves Optimal Tail Index**

Having characterized the tail index of a single server with Poisson arrival process and Pareto distributed file size, we will now give the tail index for a general distributed storage system. The first result is that any distributed storage system has a tail index of at most $\alpha - 1$.

**Theorem 2.** The tail index for distributed storage system is at most $\alpha - 1$.

*Proof.* In order to show this result, consider a generic server which is combination of all the $n$ servers together. The service rate of this server is $\sum_{j=1}^{n} \mu_j$ per Mb. As a genie, we also assume that only one chunk is enough to be served. In this case, the problem reduces to the single server problem with Poisson arrival process and the result in Section III shows that the tail index is $\alpha - 1$. Since even in the genie-aided case, the tail index is $\alpha - 1$, we cannot get any higher tail index. \[\square\]

The next result shows that the probabilistic scheduling achieves the optimal tail index.

**Theorem 3.** The optimal tail index of $\alpha - 1$ is achieved by probabilistic scheduling.

*Proof.* In order to show that probabilistic scheduling achieves this tail index, we consider the simple case where all the $n$-choose-$k$ sets are chosen equally likely for each file. Using this, we note that each server is accessed with equal probability of $\pi_{ij} = k/n$. Thus, the arrival rate at the server is Poisson and the tail index of the waiting time at the server is $\alpha - 1$.

The overall latency of a file chunk is the sum of the queue waiting time and the service time. Since the service time has tail index of $\alpha$, the overall latency for a chunk is $\alpha - 1$. Probability that latency is greater than $x$ is determined by the $k^{th}$ chunk to be received. The probability is upper bounded by the sum of probability over all servers that waiting time at a server is greater than $x$. This is because $\Pr(\max_j (A_j) \geq x) \leq \sum_j \Pr(A_j \geq x)$ even when the random variables $A_j$ are correlated. Finite sum of terms, each will tail index $\alpha - 1$ will still give the term with tail index $\alpha - 1$ thus proving that the tail index with probabilistic scheduling is $\alpha - 1$.

\[\square\]

We note that even though we assumed a total of $n$ servers, and the erasure code being the same, the above can be extended to the case when there are more than $n$ servers with uniform placement of files and each file using different erasure code. The upper bound argument does not change as long as number of servers are finite. For the achievability with probabilistic scheduling, we require that the chunks that are serviced follow a Pareto distribution with shape parameter $\alpha$. Thus, as long as placed files on each server are placed with the same distribution and the access pattern does not change the nature of distribution of accessed chunks from a server, the result holds in general.

**V. Conclusions**

In this paper, we proved that the tail index of arbitrary erasure-coded storage systems is $\alpha - 1$, where the file size follows a Pareto distribution with exponent $\alpha$ and the service time follows an exponential distribution. To the best of our knowledge, this is the first mathematical framework to analyze and quantify tail latency for arbitrary erasure-coded storage systems. Furthermore, we show that a family of probabilistic scheduling algorithms are optimal for tail latency in the sense that they are able to achieve the exact tail index. The results in this paper illuminate key design issues for taming tail latency in distributed storage systems that employ erasure coding.
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