Investigation of text data augmentation for transformer training via translation technique
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Abstract. Data augmentation can improve model's final accuracy by introducing new data samples to the dataset. In this paper, text data augmentation using translation technique is investigated. Synthetic translations, generated by Opus-MT model are compared to the unique foreign data samples in terms of an impact to the transformer network-based models’ performance. The experimental results showed that multilingual models like DistilBERT in some cases benefit from the introduction of the addition artificially created data samples presented in a foreign language.
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1 Introduction

Over-paramterised models like neural networks, tend to benefit from large datasets in computer vision [1, 2] and natural language processing fields [3]. The work of Zhu et al. [4] and alike suggest that given the size of existing datasets, it appears that the current state-of-the-art will need significant additional data (perhaps exponentially larger sets) to continue producing consistent improvements in performance.

Since the publication of the work of Vaswani et al. [5] a substantial improvement has been achieved by scaling up the size of the transformers as well as the size of the training data used for training [6, 7, 8, 9, 3]. GPT-2 [10], one of the largest NLP model was trained on over 8 million documents for a total of 40 GB of text. The creation of public datasets like Pile [11] - an 800 GB text dataset confirms the mentioned growth of data samples size. There also exists a critics for the enormous (in term of parameters) networks.
Work of Bender et al. [12] suggests that weighing the environmental and financial costs, investing resources into curating and carefully documenting datasets rather than ingesting everything on the web should be done and encourages the research directions beyond ever larger language models.

In the work of Ciolino et al. [13] acknowledged the problem of data-hungry transformer network-based models and suggested a back-translation process of translating text from English to another language and then back to English. In the mentioned work it is concluded that back translation shows a significant ability to move the various Natural language processing (NLP) metrics in many transformer architectures and the text augmentation technique empirically shows back-translation acts as a generalizable strategy.

Motivated by the text augmentation problem, in this work the idea of using text translations as a data augmentation technique is explored. First it is tested if adding an alternative language samples to the training data enhances the performance. Then a technique for fine-tuning multilingual transformers is presented. In contrast to Ciolino et al. [13], back-translations is not used and the translations are kept as additional samples in the training data.

2 Datasets Configuration

2.1 Data Samples Selection

Before making any augmentations, it has be made sure that appending different languages to the dataset can improve the metrics. For this purpose a dataset that already has multilingual samples in it has to be used. “The Multilingual Amazon Reviews Corpus” [14] is the dataset that meets the requirements and is therefore the dataset used for the experiments. The dataset’s corpus contains reviews in English, Japanese, German, French, Spanish, and Chinese, which were collected between 2015 and 2019. Each record in the dataset contains the review text, the review title, the star rating, an anonymized reviewer ID, an anonymized product ID, and the coarse-grained product category (e.g., ‘books’, ‘appliances’, etc.) The corpus is balanced across the 5 possible star ratings, so each rating constitutes 20% of the reviews in each language.

In order for the dataset to be suitable for our experiments, the following changes were made. As the training task was set to classify reviews to posi-
tive and negative ones, one and two star reviews got a “negative” label and four-star and five-star reviews were assigned a “positive” label. Three-star reviews were removed from the dataset for being in between the positive and negative review type. As the dataset was balanced across all the 5 possible ratings, removing one of them did not change the balance.

The next step was selecting the main and alternative languages of the review. English was selected as the main one and German, French, Spanish languages were selected as the alternative ones. We did not use Japanese and Chinese languages due to the alphabet and language structure differences.

As the computational resources were limited (one Nvidia Tesla P100 GPU) and finite time was allotted, the experiment was made doable by capping the maximum reviews count. The final number of samples was selected: 30 000 reviews (15 000 positive, 15 000 negative). To see if the alternative languages had any impact on the overall accuracy, 30 000 reviews in three alternative languages (10 000 for each language) were selected. These samples were selected at random, keeping the same item category distribution. Validation dataset was changed to have only English text (4000 samples), and did the same to the test set (4000 samples).

2.2 Text Translation

Once the dataset was selected, the next step was to make translations. There are two ways to translate text:

- Online cloud solutions (provided by Google, Microsoft, etc.)
- Local neural machine translation models

For this research, models were selected for the price per word efficiency. The exact implementation used was EasyNMT tool - wrapper for neural machine translation models. The Opus-MT [15] model was selected for being the fastest and the most accurate solution to choose from. The translations were applied to the English dataset, translating 30 000 unique reviews.

2.3 Final Datasets

The final data selection resulted in three different datasets: English language (30 000 samples), English and alternative languages (60 000 samples), English language and translated text (60 000 samples). The graphical representation of datasets configuration is given in Fig. 1.
3. Training Pipeline

3.1 Making a Fare Comparison

To test the validity of the set hypothesis variability in between training runs has to be accounted. It is done so by averaging the results from multiple training runs with varying hyperparameters as follows:

- Variations of model's hyperparameters:
  - Batch size: 16, 32
  - Max sequence length: 128, 256, 512

- Data sample variations:
  - English dataset:
    - 5 000 samples took three times with three unique random states
    - 30 000 samples
  - English and alternative languages dataset:
    - 5 000 samples sampled three times with three unique random states
    - 30 000 samples sampled three times with three unique random states
    - 60 000 samples
  - English and translations dataset:
    - 5 000 samples took three times with three unique random states
    - 30 000 samples took three times with three unique random states
    - 60 000 samples

In the end 114 training runs with varying hyperparameters were run (each dataset variation was combined with each possible max sequence length and batch size parameter). The training pipeline's scheme is presented in the Fig. 2.
3.2 Transformer Network Architecture

For this experiment a DistilBERT [16] transformer network implementation was selected. The implementation offers a pre-trained multilingual model weights (distilbert-base-multilingual-cased), is a reduced size (40% smaller) of a BERT model but retains 97% of its language understanding capabilities and is 60% faster.

4 Experiment Results

An experimental investigation consisted of evaluation of text augmentation techniques for transformer training. To evaluate the model performance, results were grouped by samples count and the averaged F1 score of each group was calculated. The obtained results are given in Table 1.

Table 1: Experimental investigation's results. Mean F1 score of different group of samples count presented.

| Dataset name                              | Samples count | F1 score (mean) |
|-------------------------------------------|---------------|-----------------|
| English dataset                           | 5 000         | 86.2%           |
| English dataset                           | 30 000        | 89.2%           |
| English + alternative languages dataset   | 5 000         | 84.2%           |
| English + alternative languages dataset   | 30 000        | 88.8%           |
| English + alternative languages dataset   | 60 000        | 90.8%           |
| English + translations dataset           | 5 000         | 84.3%           |
| English + translations dataset           | 30 000        | 89.2%           |
| English + translations dataset           | 60 000        | 90.6%           |
The results showed that replacing English language samples with alternative language samples or translation samples did not improve the F1 score. The better results can be seen only by appending (30 000 English samples + 30 000 samples in different language) alternative language or translation samples to the dataset: the data augmentation technique moved the F1 score metric by 1.77% when appending alternative languages to the dataset and by 1.58% when appending translations to the dataset.

The biggest findings were that translated text addition action performs exactly the same as the alternative language addition. A graphical representation of the results is given in Fig. 3. This finding can suggest that if alternative language addition can improve performance of the model, translated text addition can do it too.

5 Limitations of the Study

Model selection. The work focused only on one transformer type network. Bigger (in term of parameter number) or different architecture models could be impacted by the augmented data differently.

Alternative language selection. As the main language of the dataset selected was English and alternative ones Spanish, French and German. In the work of Aharoni et al. [17] suggests that different language families are located in a different places of encoded representation’s space, so different main and alternative languages combinations could be explored.
Dataset diversity and data sample selection issues. The whole study was done only on one dataset. If a different dataset would be selected, there are multiple factors that could change, thus influencing the results: content of the text (during the experiments only the item reviews were presented in the text), different language groups (see Fig. 4), count of data samples. Furthermore, the selected dataset was not fully explored as only a fraction of the available data was explored.

![Figure 4: Visualization of the clustering of the encoded representations of different languages, based on representational similarity. Languages are color-coded by their linguistic family. Product, by, Google AI Blog (https://ai.googleblog.com/2019/10/exploring-massively-multilingual.html), 2019](image)

Text translation efficiency and technique variety. Text translations for the data augmentation were translated using only one tool - Opus-MT. The whole text translation process was not efficient and required a lot of computing power. Different types of available translation models should be tested too. Cloud-based services should be also investigated as they could offer a more accurate and faster translation process.
6 Conclusions and Future Work

In this paper data augmentation via text translation technique for the NLP tasks was investigated. The main insight of the experiment is that multilingual transformer architecture based models in some cases can acquire a slight advantage from the addition of alternative language samples. Another insight is that translation models like Opus-MT can perform high quality translations of simple sentences that can be used as an alternative to the generated text by native speakers.

Checking the hypothesis of beneficial data augmentation technique via text translations on one transformer-based models is only the first step. To fully complete the work, all the mentioned shortcomings of the paper would have to be addressed. Coulombe [18] and the works alike suggest that other types of text augmentation like textual noise injection, spelling errors injection, word replacement using a thesaurus, and paraphrases generation using a regular expression, paraphrases generation using syntactic tree transformations can help to overcome the fact of not having enough data, so a combination of multiple augmentation techniques could be also explored.
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