A novel method for reconstruction of collision vertices at high-intensity hadron colliders
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ABSTRACT: This paper presents a novel method for the reconstruction of interaction vertices in particle collision data. The algorithm is an agglomerative clustering technique designed for high-luminosity environments in current and future proton-proton colliders. Studies are presented in benchmark scenarios reproducing the LHC data-taking conditions and showing the performance as a function of the number of interactions per bunch crossing. Particular focus will be given to the foreseen data-taking conditions at the Run 3 of the LHC. The proposed algorithm is found to significantly improve the position resolution on the hard-scatter interaction by limiting the contamination of tracks from additional interactions in the vertex fit.
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1 Introduction

The study of the high-energy frontier in particle collisions has been, for years, the tool exploited for understanding the fundamental interactions that govern the Universe. The Large Hadron Collider (LHC) [1], currently operating at CERN and delivering proton-proton (pp) collisions at a centre-of-mass energy $\sqrt{s} = 13$ TeV, is the culmination of such research strategy. The next step is the increase of the intensity of the colliding proton beams, in order to access the rarest phenomena that appear in this energy regime. This is the main focus of ATLAS [2] and CMS [3] experiments in the High-Luminosity LHC (HL-LHC) [4] data-taking, and will be continued at Future Circular Collider facilities [5–7] which will probe centre-of-mass energies of $\sqrt{s} = 100$ TeV.

The estimation of the kinematic parameters and properties of particles produced in a collision event is of crucial importance in the analysis of the data in a high-energy physics experiment. The number of particles created by two colliding beams rises with the beam intensity. This is effect is particularly relevant for hadron colliders. The current average of simultaneous inelastic pp interactions (pile-up) in a single proton bunch-crossing is about 20. It is expected to increase to about 80 during the 2021-2023 operation of the LHC (Run 3) and increase up to 300 during the HL-LHC (from 2026) data-taking. The average number of pile-up interactions under constant beam conditions will be denoted as $\mu$ in the following. These additional interactions, usually soft-QCD processes, will significantly increase the complexity of the topology of each recorded collision.

A precise reconstruction of the primary vertex, defined as the point at which a pp interaction occurred, directly affects the reconstruction of hard-scatter events. Since these events are the main object of study at the LHC, the correct assignment of the outgoing charged particle trajectories (tracks) to their primary vertex is essential in reconstructing the full kinematic parameters of a collision. This is of particular importance to identify the presence of non-interacting particles that escape detection, which is done by computing the measured momentum balance in the detector [8–10]. Vertex reconstruction [11–13] allows to use an additional constraint to improve the momentum estimates of the particles involved in the event. Furthermore, the decay length of a short-lived particle can be determined by computing the distance between its estimated production and decay vertices [14, 15].
The vertex finding algorithms have the role of clustering tracks into vertex candidates, which are then fitted to compute their final characteristics. The output of the vertex fit is a list of vertex positions as well as a set of updated track parameters for the particles associated to that particular production point.

This paper presents a feasibility study for a new method to reconstruct the primary \( pp \) interaction vertices in collider experiments. Particular focus will be given to the foreseen conditions at the Run 3 of the LHC. Section 2 presents the effects arising from the presence of pile-up interactions and the proposed method. The performance will be presented in Section 3, comparing with the algorithm currently in use in the ATLAS experiment at the LHC [16].

2 Algorithm description

A vertex reconstruction algorithm must balance the efficiency for resolving close-by interactions in cases of large pile-up against the possibility of accidentally splitting a single, genuine interaction vertex into more than one cluster of tracks.

The performance of algorithms optimised for reconstructing a single interaction with the best possible precision will fail to perform in more densely populated environments: the contamination of tracks from nearby pile-up interactions in the vertex fit will progressively degrade the vertices spatial resolution. Furthermore, the presence of significant pile-up contamination can degrade the ability to identify the hard-scatter interaction among the reconstructed vertices. A typical selection criterion is based on the assumption that the charged particles produced in hard-scatter interactions have on average higher momentum than those produced in the pile-up collisions. However, the merging of multiple interactions can bias this choice, by selecting a pile-up vertex as hard-scatter.

The Global Vertex Clustering (GVC) algorithm is an agglomerative clustering technique, inspired by the methods used to reconstruct jets [17]. A simultaneous reconstruction of the vertices of a collision is performed in order to allow local concentrations of tracks to form vertex candidates, even if close to a high-track-multiplicity interaction or located at the centre of the luminous region, i.e. the volume where collisions take place. The algorithm is composed by the steps listed below.

- A list of “entities” is created. These entities can be either single tracks or vertex candidates. Initially, an entity corresponding to each reconstructed track is included in the list.
- The set \( d_{ij} \) of two-entity euclidean distances is computed. If two tracks are considered, \( d_{ij} \) is the distance between the two points of closest approach to the beam axis. If a track and a vertex candidate are considered, \( d_{ij} \) corresponds to the track’s impact parameter, while if the vertex candidates are take into account, \( d_{ij} \) is simply the distance between two points.
- If the two entities with lowest \( d_{ij} \) satisfy a clustering rule, they are removed from the list. A new entity, grouping the tracks associated to the two entities, is added to the list.
- The position of the new entity, now a vertex candidate, is recomputed by fitting a vertex from all the associated tracks.
- The procedure is repeated until no pair of entities satisfying the clustering rule is left.
In the following, the clustering rule is based on a threshold on the significance of the two-entity euclidean distance \( \alpha = \frac{d_{ij}}{\sigma_{d_{ij}}} \), where \( \sigma_{d_{ij}} \) is the uncertainty on \( d_{ij} \). The “perigee” parametrisation [18] for helical tracks is used. The vertex position is fitted with a least-squares method [19]. The GVC is a modular and parallelisable algorithm: the two main components, the clustering rule and the fitting strategy, can be developed independently.

3 Performance

In the ideal case of a fully efficient reconstruction, the number of reconstructed vertices scales linearly with \( \mu \). In a realistic case, there are multiple effects that cause the relation to be non-linear: vertex merging, the splitting of a single interaction in multiple vertices and fake vertices arising from the combinatorial background. This section presents the performance of the GVC algorithm for a few relevant quantities, listed below.

- The euclidean distance between pairs of adjacent vertices: for small distances, close-by interactions can no longer be resolved and are reconstructed as a single vertex. An algorithm is best when the minimal distance is determined by the detector intrinsic resolution.

- The hard-scatter track purity, defined as the ratio between the number of tracks coming from the hard-scatter and the total number of tracks associated to the reconstructed vertex: this is a direct measurement of the pile-up contamination in the vertex fit.

- The residuals of the vertex position, computed as the difference between the position at simulation level and its reconstructed position: the contamination of pile-up tracks in the vertex fit smears the resulting reconstructed position.

The vertex reconstruction performance has been estimated by ensemble testing with pseudo-experiments. A realistic distribution of the reconstructed tracks in the detector volume is simulated and used as inputs for the vertex reconstruction. The simulation neglects the vertex spatial distribution in the plane transversal to the beam direction. The position resolution in this plane is strongly constrained by the usage of the luminous region in the vertex fit [11] and leads to similar results irrespectively of the vertex reconstruction algorithm used. Interactions are generated along the beam axis (\( z \)) according to the shape of the luminous region observed in ATLAS in the 2015 data-taking [20]. This is modelled by a Gaussian distribution centred in \( z = 0 \) mm, with a standard deviation of 45 mm. Events have been chosen to represent the reconstructed track distributions from one top quark pair production hard-scatter interaction and a variable number of pile-up interactions. A random track multiplicity is associated to each interaction according to a Poisson probability: the top quark pair interactions are represented by a group of tracks with an average multiplicity of 10, while the pile-up interactions by groups of tracks with an average multiplicity of 3 [11]. Each track’s \( z \) position is distributed according to a Gaussian distribution with a standard deviation of 0.2 mm [11] centred on the real interaction position. Track reconstruction inefficiencies arising from detector effects or acceptance are neglected. Contributions arising from tracks originating from decays of short-lived particles are neglected.

In order to provide a realistic benchmark for the comparison, a private implementation of the vertex reconstruction algorithm adopted in the ATLAS experiment [11] has been used. It is an
iterative procedure consisting of two major steps: seed finding and vertex fitting. The most probable position of the primary interaction is selected by looking for the maximum in the track multiplicity distribution along the beam axis. The vertex is fitted with an adaptive method and finally all the tracks found incompatible with the vertex by more than approximately 7 standard deviations are used to repeat the procedure until no more vertices with at least two associated tracks are found. The implementation of the ATLAS algorithm has been validated with a detailed comparison with the results presented in Refs. [11, 16]. Good agreement is observed, with marginal differences attributed to the assumptions made on the track reconstruction efficiency and the position resolution used to determine the spatial distributions.

Each generated event is used as input for the vertex reconstruction algorithms under test, that are independently applied. Figure 1 shows the output of the described simulation for a single event with 80 pile-up interactions. The observed track multiplicity is shown as a function of the position along the beam axis. The longitudinal distributions of the reconstructed vertices with the ATLAS and GVC algorithms are compared. In the central region (around $z = 0$ mm), where tracks are more closely distributed, it can be observed how the GVC algorithm is able to reconstruct more closely spaced interactions.

![Figure 1](image-url) **Figure 1.** Longitudinal track multiplicity distribution in a top quark pair production event, with 80 overlaid pile-up interactions, comparing the ATLAS algorithm (red triangles pointing down) with the GVC (green triangles pointing up). The blue crosses show the position of the interactions from the simulation truth information.

The longitudinal separation $\Delta z$ between pairs of adjacent primary vertices is shown in Figure 2, considering events with only soft-QCD interactions and $\mu = 1$. This distribution is used to study the effects of vertex merging: the steep decrease of the number of reconstructed vertices at values of $\Delta z$ close to 0 is caused by this effect. The choice of a very low value of $\mu$ allows to disentangle the intrinsic resolution of the reconstruction algorithm from the presence of pile-up interactions. In the generated conditions, the GVC algorithm allows to resolve close-by interactions down to distances about a factor of three smaller than the ATLAS algorithm. A very small fraction of events reconstructed with the ATLAS algorithm contain vertices with a longitudinal separation below the typical primary vertex resolution: these are due to the splitting of a single interaction in multiple vertices. This effect does not apply to the GVC, since the clustering rule will group together all entities below the distance threshold defined in Section 2.
Figure 2. Distribution of the longitudinal separation (\(\Delta z\)) between pairs of adjacent vertices, for soft-QCD events with \(\mu = 1\). The lines shows the expected distributions for the ATLAS (red) and GVC (green) algorithms.

The position of the hard-scatter interaction is the most important quantity to consider when using collision events for physics analysis. The average hard-scatter track purity as a function of \(\mu\) is shown in Figure 3. Both algorithms have a significant contamination from pile-up tracks. However, the GVC has a consistently smaller pile-up track contamination with an improvement of about a factor of 2 in the \(\mu\) range expected during the LHC Run 3.

This smaller pile-up contamination directly affects the distribution of residuals of the vertex position, shown in Figure 4, and the vertex resolution. For events with \(\mu = 80\), the RMS of the residuals has been found to be of 0.18 mm for the GVC algorithm, while 0.33 mm for the ATLAS algorithm.

The average number of reconstructed vertices by the two algorithms against the number of true interactions has also been studied, and is shown in Figure 5. This relation can be used to study the impact of the different reconstruction effects listed at the beginning of this Section. The merging of close-by interactions due to the detector and algorithmic resolution effects has the largest impact on primary vertex reconstruction efficiency as \(\mu\) increases. The splitting of single interactions and reconstruction of fake vertices have been found to be negligible for both the algorithms taken into account. For a \(\mu\) of about 80, the ATLAS algorithm has a reconstruction efficiency of about 40%, while the GVC is closer to linearity with about 60% of the interactions being correctly reconstructed.

Finally, the average time needed by the GVC and ATLAS algorithms has been compared considering events with \(\mu = 80\) and has been found to be compatible within a few milliseconds.
Figure 3. Distribution of the average hard-scatter track purity as a function of the number of interactions, for the ATLAS (red triangles pointing down) and GVC (green triangles pointing up) algorithm.

Figure 4. The residual distributions in the $z$ coordinate for the reconstructed hard-scatter vertex in top pair production events with $\mu = 80$. The performance of the ATLAS (red) and GVC (green) algorithms are shown by the histograms. The distributions are normalised to the same area.
Figure 5. Distribution of the average number of reconstructed vertices as a function of the number of interactions. The performance for the ATLAS (red triangles pointing down) and GVC (green triangles pointing up) algorithms are shown as dashed lines. The straight grey line represents the ideal case with perfect reconstruction efficiency.
4 Conclusions

A proposal for a new vertex reconstruction algorithm has been made. A simplified simulation validated by reproducing the results published by the ATLAS experiment has been used to study the performances of such algorithm. The simulated data includes pile-up interaction multiplicities up to an average of 90, a value close to the one expected during the LHC Run 3 data-taking.

Under these conditions, the GVC algorithm significantly improves the spatial resolution on the hard-scatter interaction by reducing the merging of close-by interactions. When considering an average number of pile-up interactions of 80, the hard scatter track purity is doubled. Nearby interactions are independently reconstructed down distances about a factor of three smaller than the ATLAS algorithm. The overall vertex reconstruction efficiency is increased by 16%. The identification of short-lived particles and the computation of momentum balance in collider data will consequently be improved.

Future developments will target the optimisation of the algorithm for the expected beam conditions at the HL-LHC.
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