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ABSTRACT

In multi-robot system (MRS) bounding overwatch, it is crucial to determine which point to choose for overwatch at each step and whether the robots’ positions are trustworthy so that the overwatch can be performed effectively. In this paper, we develop a Bayesian optimization based computational trustworthiness model (CTM) for the MRS to select overwatch points. The CTM can provide real-time trustworthiness evaluation for the MRS on the overwatch points by referring to the robots’ situational awareness information, such as traversability and line of sight. The evaluation can quantify each robot’s trustworthiness in protecting its robot team members during the bounding overwatch. The trustworthiness evaluation can generate a dynamic cost map for each robot in the workspace and help obtain the most trustworthy bounding overwatch path. Our proposed Bayesian based CTM and motion planning can reduce the number of explorations for the workspace in data collection and improve the CTM learning efficiency. It also enables the MRS to deal with the dynamic and uncertain environments for the multi-robot bounding overwatch task. A robot simulation is implemented in ROS Gazebo to demonstrate the effectiveness of the proposed framework.
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1. INTRODUCTION

Bounding overwatch is a process of alternating movement of coordinated teams to move forward under potential adversaries. That is, as members in a team take an overwatch posture, other members advance to cover. There are different approaches to achieve the bounding overwatch process. This paper focuses on the successive bounding overwatch of robotic systems, where part of robot team members moves, halt, and wait for the remaining robots to reach the current overwatch point. This type of bounding overwatch is used when maximum security and ease of control are required for the robot team’s motion. In this paper, we propose to deal with a bounding overwatch process of a multi-robot team, as illustrated in Fig. 1. Here, we assume that the lead robot $T₁$ always advances first to explore the next scenario and plans paths for the whole team to guarantee travel safety; while the multi-robot subteam $T₂$ always overwatches for the lead robot and

1 More details of bounding overwatch can be seen in the manual https://www.presby.edu/doc/military/FM3-21-8.pdf.
protects its exploration.

Figure 1: A lead robot $T_1$ and a multi-robot subteam $T_2$ in a bounding overwatch. Robot $T_1$ always advances first to explore the environment. In the meantime, the multi-robot subteam $T_2$ performs overwatch for robot $T_1$.

A path satisfying motion planning requirements of bounding overwatch needs to be traversable for the MRS and guarantee the lead robot $T_1$ to be covered by the robot subteam $T_2$. Therefore, the bounding overwatch path planning problem can be generalized to an outdoor path planning problem. Some outdoor path planning works deal with the robot traversability problem by using geological information [5, 7-9]. These model a cost map or a cost function with the geological terrain height information. The cost at each location can describe the traveling difficulty. The paths going through locations featuring good traversability are more favorable for a robot to travel to the destination. However, the planned paths may have poor visibility and are not favorable for robot team members to keep in contact during the bounding overwatch task. In comparison, most work dealing with the visibility of the platoon in motion planning can generate paths featured with good visibility. These paths are more favorable for the platoon members to keep close contact with each other. However, they do not consider the traversability simultaneously, which leads to poor traversability path, and the platoon can hardly travel across the locations in the path. Therefore, it is nontrivial to determine a path with both good traversability and visibility for a robot team members to perform bounding overwatch.

On the other hand, there has been recent attention on trust-based decision-making for evaluating the trustworthiness of robot behavior in human-robot collaboration systems [1-4, 6, 11, 12]. These evaluations aim to improve the robot performance in the human-robot interaction process. However, they do not consider the mobile robot motion planning problem of exploring an environment for the most trustworthy path. There generally lacks a discussion on the trustworthiness of task and motion plans in mobile multi-robot scenarios, not to mention its application in multi-robot bounding overwatch.

In this paper, we propose to develop a computational trustworthiness model (CTM) for the MRS to evaluate the trustworthiness for the robots to travel on a path and select the most trustworthy overwatch locations in a bounding overwatch task. The proposed framework will provide a Bayesian-based time-series model to evaluate the trustworthiness of the MRS for the decision-making of the robots in selecting the bounding overwatch points. The trustworthiness model accommodates robot and environment uncertainties (e.g., the traversability and line of sight of each robot) that affect trustworthiness in MRS autonomous task performing. In addition, the framework iteratively updates the Bayesian-based CTM and explores the most trustworthy bounding overwatch path. This iterative updating and exploration will improve the efficiency of obtaining the most trustworthy path and provide a robust CTM.
2. PRELIMINARIES AND PROBLEM SETUP

We deploy a MRS consisted of a lead ground vehicle $T_1$ and a subteam of ground vehicles $T_2$. This MRS performs the bounding overwatch, as shown in Figure 1.

Figure 2: Trustworthiness evaluation of bounding overwatch. The situational awareness information and behavior of each robot of $T_2$ are fed back to construct the CTM. In return, the trustworthiness evaluation can be used to plan the most trustworthy path for the MRS to complete bounding overwatch.

The lead robot $T_1$ plans the path for all the robots in the subteam $T_2$, while the robots of $T_2$ in overwatch state cover the robot $T_1$ and protect it from the surrounding threats. Robots of $T_2$ need to be in good contact with robot $T_1$ so that the team can have good performance in the environment. Therefore, it is significant to maintain a highly trustworthy cooperation relationship between robot $T_1$ and robots $T_2$ during the bounding overwatch. In this scenario, we define the trustworthiness of robots in $T_2$ to robot $T_1$ as follows: the robot $T_1$'s willingness to accept robots $T_2$'s protection after knowing robots $T_2$'s situational awareness information, e.g., traversability and line of sight, in the bounding overwatch. Here, we select the traversability and line of sight to be the most critical impacting factors in the bounding overwatch performance.

We aim to obtain the relationship between robots $T_2$'s situational awareness information and the trustworthiness of robots $T_2$ to robot $T_1$ in the bounding overwatch; then further utilize the relationship to improve the trustworthiness of robots $T_2$ through path planning in the bounding overwatch. The process can be shown in Fig. 2. Finally, we can formulate our problem as follows.

**Problem 1.** Assume that a robotic ground vehicle teams up with another set of robotic ground vehicles in a bounding overwatch approach and the MRS is set to reach a destination,

1. design a CTM to iteratively learn the relationship between the trustworthiness of the autonomous robotic ground vehicles to the intelligent vehicle and the situational awareness of autonomous robotic ground vehicles in a terrain environment;

2. explore for the most trustworthy path to the destination, which gains the highest trust for the MRS bounding overwatch.

3. BAYESIAN OPTIMIZATION BASED TRUSTWORTHINESS MODEL

We analyze the autonomous robotic ground vehicles’ trustworthiness in protecting the intelligent vehicle by referring to their situational awareness information, such as traversability and line of sight. Fig. 3 illustrates our proposed framework to solve the problem. In this paper, we assign the robot subteam $T_2$ to overwatch the lead robot $T_1$ with a Lidar sensor in the bounding overwatch. We take it as a successful covering (or contact state) if a robot of $T_2$ can detect and track the robot $T_1$. The longer the contact state between every robot of $T_2$ and robot $T_1$, the better protection that $T_2$ can provide for $T_1$. Therefore, we estimate the trustworthiness by utilizing the sequence of measured contact states of every robot of $T_2$ with the robot $T_1$ during the bounding overwatch. Then, we construct a time-series trustworthiness model to describe the causal relationship between situational awareness, trustworthiness and contact state of every robot. Given initial prior information of the trustworthiness
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Figure 3: Schematic of trustworthiness evaluation and path planning of MRS bounding overwatch. Spatial analysis first processes the information from digital elevation model (DEM) and digital surface model (DSM) of a terrain. The generated data, such as slope, surface vegetation etc., can formulate the environment information for the MRS. The contact state together with the environment information can generate a CTM. The CTM evaluates the trustworthiness of a path for the MRS bounding overwatch and contributes to the most trustworthy bounding overwatch movement.

We also continuously update CTM and generate the up-to-date trustworthiness map for the MRS after every round of reaching a destination. The process can update the most trustworthy path and the associated bounding overwatch points. We can perform the above CTM updating and path exploration for enough iterations. Finally, we expect to obtain the robust CTM for the MRS and the converged most trustworthy path to the destination.

3.1. Multi-robot Computational Trustworthiness Model

Denote the trustworthiness of each robot $r_i$, $i = 1, \cdots, I$ at a time step $k$ to be $x_i^k \in \mathbb{R}$, and the robot situational awareness, i.e., traversability and visibility, at step $k$ to be $Z_i^k = [z_{i,1}^k, z_{i,2}^k] \top \in [0, 1]^2$. According to the problem setup in Sec. 2, the trustworthiness $x_i^k$, $k = 1, \cdots, K$ is affected by the situational awareness $Z_i^k$ of robot $r_i$ at time step $k$ and trustworthiness $x_{i}^{k-1}$ at time step $k - 1$.

Practically, we can hardly measure the trustworthiness $x_i^k$ of each robot. To solve the problem, we measure the contact states with robot sensors to infer the trustworthiness of each robot. We consider the actual trustworthiness value $x_{i,j}^k$, $k = 1, \cdots, K$ to be a latent variable (hidden state); and measure the contact rate, which is the ratio of contact time to the total running time at each bounding overwatch, to be the observation.

Then, a time-series state space model can describe the relationship between the pairs among all the autonomous robots’ situational awareness $Z_{i,j,1}^k = [z_{i,1}^k, \cdots, z_{j,1}^k] \top$, $Z_{i,j,2}^k = [z_{i,2}^k, \cdots, z_{j,2}^k] \top$.
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3. BAYESIAN OPTIMIZATION BASED TRUSTWORTHINESS MODEL

Trustworthiness $x_{i,k}^k = [x_{i,1}^k, \ldots, x_{i,T}^k]^\top$ and contact rate $y_{i,k}^k$. The state space equations are as follows,

\begin{equation}
\dot{x}_{i,1:k} = B_0 x_{i,1:k-1} + \sum_{m=1}^2 B_m z_{i,1:m} + b + \epsilon_{w,i}^k,
\end{equation}

\begin{equation}
\dot{y}_{i,1:k} = \dot{x}_{i,1:k} + \epsilon_{v,i}^k,
\end{equation}

where the $I \times I$ coefficient matrix $B_0$ is the autoregression term and discounts the previous trust $x_{i,1:k-1}$. It captures the temporal nature of the human trust. Each of the $I \times I$ coefficient matrices $B_m$, $m = 1, 2$, is the dynamic feature term and quantifies the weight of robots’ situational awareness in the trust evaluation. The constant term $b = [b_1^k, \ldots, b_T^k]^\top$ describes the unchanging bias of human’s trust in the MRS. The residue $\epsilon_{w,i}^k = [\epsilon_{w,1,i}^k, \ldots, \epsilon_{w,T,i}^k]^\top$ is a zero-mean process noise following the multivariate normal distribution, i.e., $\epsilon_{w,i}^k \sim \text{MVN}(0, \Delta_w)$, in the trust evaluation. The residue $\epsilon_{v,i}^k = [\epsilon_{v,1,i}^k, \ldots, \epsilon_{v,T,i}^k]^\top$ is the zero-mean observation noise $\epsilon_{v,i}^k \sim \text{MVN}(0, \Delta_v)$ during the measurement of the contact rate.

We quantify the relation between the trustworthiness $x_{i}^k$ and the situation awareness $Z_{i}^k$ of each robot $r_i$ at time step $k$. The linear dynamic model for any individual robot $r_i$ (the extended form of Eqn. (1)) becomes

\begin{equation}
x_{i}^k = \beta_0 x_{i}^{k-1} + \sum_{m=1}^2 \beta_m z_{i,m} + b + \epsilon_{w,i}^k,
\end{equation}

where model parameter $\beta_0$ is the coefficient for the trust $x_{i}^{k-1}$ at time step $k - 1$, parameters $\beta_1, \beta_2$ are the coefficients for the situation awareness $z_{i,1}, z_{i,2}$, parameter $b$ is the intercept, and residue $\epsilon_{w,i}^k \sim \text{N}(0, \delta_w^2)$ is zero-mean with variance $\delta_w^2$. As a result, we can quantify the trustworthiness value with mean value $\beta^\top \tilde{Z}_i^k$ and variance $\delta_w^2$, i.e., it follows a normal distribution $x_{i}^k | x_{i}^{k-1}, Z_{i}^k, \beta, \delta_w^2 \sim \text{N}(\beta^\top \tilde{Z}_i^k, \delta_w^2)$, where $\beta = [\beta_0, \beta_1, \beta_2, b]^\top$, and

\begin{equation}
\tilde{Z}_i^k = [x_{i}^{k-1}, z_{i,1}^k, z_{i,2}^k, 1]^\top.
\end{equation}

Similarly, the observation $y_{i}^k$, i.e., the contact rate of every robot with the intelligent robot, will be

\begin{equation}
y_{i}^k = x_{i}^k + \epsilon_{v,i}^k,
\end{equation}

where $\epsilon_{v,i}^k \sim \text{N}(0, \delta_v^2)$ is the zero-mean-observe with variance $\delta_v^2$. Then, we can have the contact rate $y_{i}^k$ described with a normal distribution $y_{i}^k | x_{i}^k, \delta_v^2 \sim \text{N}(x_{i}^k, \delta_v^2)$. We assume that all the robots will subject to a same trust evaluation process. Then, we can simplify the model parameters to be $\theta = (\beta, \delta_w^2, \delta_v^2)$.

Given a sequence of robots’ situation awareness information $Z_{i,1:k} = [Z_{i,1}, Z_{i,2}, \ldots, Z_{i,k}]$ and the contact rate data $y_{i,1:k} = [y_{i,1}, y_{i,2}, \ldots, y_{i,k}]$, we can use the Bayesian statistics to estimate the parameters $\theta$ of CTM in Eqn. (1) and (2). Bayesian statistics

\begin{equation}
\pi(\theta | y_{i,1:k}, x_{i,1:k}, Z_{i,1:k}) \propto \text{Pr}(y_{i,1:k}, x_{i,1:k}, Z_{i,1:k} | \theta) \times \pi_0(\theta)
\end{equation}

infers the probabilistic distribution of model parameters $\theta$ by combining the likelihood of observing $y_{i,1:k}, x_{i,1:k}, Z_{i,1:k}$ given model parameters $\theta$, i.e, $\text{Pr}(y_{i,1:k}, x_{i,1:k}, Z_{i,1:k} | \theta)$, with the prior information $\pi_0(\theta)$. However, it is often impossible to get an explicit analytical solution from Eqn. (5) for the hyperparameters of the time series model in Eqn. (1) and (2). Markov chain Monte Carlo (MCMC) sampling is commonly used to obtain the approximated hyperparameters’ value [10].

3.2. Robot Situational Awareness and GIS Spatial Analysis

We deploy autonomous robots and intelligent robot in the terrain of Fig. [1]. The terrain is generated by referring to an off-road area’s geological information, such as the digital elevation model (DEM) and digital surface model (DSM).

In addition, we need the traversability, visibility information at a cell to infer the model parameters $\theta$ in the previous subsection. We collect the associated traversability and visibility information during the
bounding overwatch movements. The traversability of each robot describes that a location is traversable for the robot by considering the robot’s physical characteristics and environmental elevation. We use the principal component analysis (PCA) to combine the collected local digital elevation information (height information of the DEM) at the robot’s current position and the robot’s local motion state information. The combined results will be taken as the real-time traversability information. Similarly, we use PCA to combine the local surface vegetation information at the current position, derived from DSM, and the robot’s local sensing state information. That generates the visibility information for the robot team to deal with the line of sight problem in bounding overwatch. We perform the above analysis for the terrain in Fig. 1. The traversability and visibility map are visualized in Fig. 4.

![Figure 4: Geological information analysis of the terrain: (a) geological Lidar points cloud, (b) offline traversability, (c) offline visibility.](image)

3.3. Trustworthiness Evaluation and Path Exploration

Assume a path \( \rho = \omega_1 \omega_2 \cdots \omega_K \) from the environment has \( K \) steps and robot \( r_i \), \( i = 1, \cdots, I \) has the situational awareness information \( Z^k_i \) at each point \( \omega_k \). Denote \( x(\rho) \) as the trustworthiness of robot \( r_i \) after moving along path \( \rho \). Then, we can construct a cost function

\[
f(\rho) = 1 - \frac{1}{1 + \exp\{-x(\rho)\}},
\]

which denotes the probability of failing the bounding overwatch with path \( \rho \). Then, the system can predict the trustworthiness value at every cell and obtain the most trustworthy path to a destination. Here, the most trustworthy path has the maximum expected trust value in the environment.

We apply an iterative training and optimization strategy according to the following steps:

- collecting the robots’ situational awareness and robot contact rate data from the MRS during its movement with the most trustworthy path;
- training the posterior model parameters; and
- predicting the updated most trustworthiness path.

In addition, considering the probabilistic value of \( \theta \) from the posterior distribution, there are different policies for the iterated training and optimization to estimate the trust \( x^k_i \). A greedy-based training and optimization strategy estimates the \( x^k_i = \beta \tilde{Z}^k_i \) at each point \( \omega_k \) by using the expectation value \( \beta \in \theta \) of posterior distribution \( \pi(\theta) \). It always finds the path \( \rho^* \) that has the minimum expectation cost \( f(\rho) \) in each iteration. As a result, the Bayesian statistics can use the previous posterior distribution of the trust model parameter \( \theta \) as the prior information and keep improving the model fitting efficiently.

4. ROS GAZEBO SIMULATION RESULTS

4.1. Simulation Environment Setup

In this experiment, we assign four robots to perform the bounding overwatch, where one robot works as the lead robot and the other three members overwatch for it (Fig. 1). The mission environment is discretized into a 10×10 grid map. Each of the grid cell is the same with the cell as shown in Fig. 1. The system will evaluate the trustworthiness of the three-robot subteam \( T_2 \) to the robot \( T_1 \) at every cell according to their line of sight and traversability at
each cell. Then, it plans the most trustworthy path for the robot team based on the evaluated trustworthiness value. In each bounding overwatch step, the system records the robot team’s contact rate and real-time line of sight and traversability. The most trustworthy path is updated after completing the traveling with each path.

The system can recommend a sequence of regions (cells labeled green in Fig. 1) for all the robots. The robot $T_1$ needs to reach the central area of the recommended regions under the protection of robot subteam $T_2$. Note the yellow path is an example of the planned continuously path for MRS. An exemplary operation process of the whole bounding overwatch is detailed as follows:

1. the MRS is recommended with a sequence of local regions (cells in grid) to reach;

2. the robot $T_1$ advances to each of the recommended regions, while the other robots $T_2$ watch over for the robot $T_1$;

3. after the robot $T_1$ advances to a local region, the other robots track this robot. In the meantime, the robot $T_1$ watches over for the robots $T_2$;

4. the contact state between the robot $T_1$ and each of the robots $T_2$ will be recorded together with the $T_2$ members’ traversability and visibility in the environment;

5. the system repeats steps 2 - 4 until all the mobile robots reach the destination (success) or cannot move on (failure).

4.2. Path Planning and Trustworthiness Analysis

We randomly select a set of prior CTM parameters to plan the most trustworthy path for the MRS. The trustworthiness of the path is evaluated at the cell level inside the discretized environment. We label the maximum expectation value of a cell’s trustworthiness with the corresponding pixel value. The most trustworthy path is accompanied with the maximum expectation value. The visualized initial trustworthiness map, i.e., map of the maximum expectation value of trustworthiness, and the most trustworthy path is shown in Fig. 5-1.

![Image 5-1](image)

Figure 5: 1. The initial trustworthiness map and optimal path in a given terrain; 2-9. the updated trustworthiness maps and optimal paths of the mission terrain. Note that the pixel value of every cell is corresponding to the maximum trust value of the cell (green cell in Fig. 1).

The MRS can collect the associated situational awareness information and contact rate of all the robots while performing bounding overwatch along the initial most trustworthy path. These information can update the CTM parameters in the state space equation (1) and (2). Then, the system regenerates the trustworthiness map with the updated parameters and plans the newly most trustworthy path in Fig. 5-2. After iterating the above training
and optimization process for multiple times, we can obtain a sequence of trustworthiness maps and the most trustworthy path. Each of the updated trustworthiness maps and the most trustworthy paths are be shown in Fig. 5-2 to Fig. 5-9. The results demonstrate that the most trustworthy path can be updated after exploring the environment with different paths. Note the 8 iterations shown in the figure are far from enough to output a converged result of the most trustworthy path. Nevertheless, the Bayesian optimization strategy can demonstrate its potential in selecting the most trustworthy path.

5. CONCLUSION

In this paper, we developed a Bayesian optimization based CTM for MRS bounding overwatch. The trustworthiness model provided real-time evaluation for the MRS to determine the overwatch points to cover the lead vehicle. The CTM model leveraged geological information analysis of the bounding overwatch environment for the traversability and line of sight of the MRS. A dynamic cost map was generated based on the trustworthiness evaluation. The most trustworthy bounding overwatch path was then obtained by searching the cost map. The iterative Bayesian optimization based CTM reduced the required number of explorations and improved the learning efficiency.
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