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Abstract

We introduce a class of algorithms for constructing Fourier representations of Gaussian processes in 1 dimension that are valid over ranges of hyperparameter values. The scaling and frequencies of the Fourier basis functions are evaluated numerically via generalized quadratures. The representations introduced allow for $O(m^3)$ inference, independent of $N$, for all hyperparameters in the user-specified range after $O(N + m^2 \log m)$ precomputation where $N$, the number of data points, is usually significantly larger than $m$, the number of basis functions. Inference independent of $N$ for various hyperparameters is facilitated by generalized quadratures, and the $O(N + m^2 \log m)$ precomputation is achieved with the non-uniform FFT. Numerical results are provided for Matérn kernels with $\nu \in [3/2, 7/2]$ and lengthscales $\rho \in [0.1, 0.5]$ and squared-exponential kernels with lengthscales $\rho \in [0.1, 0.5]$. The algorithms of this paper generalize mathematically to higher dimensions, though they suffer from the standard curse of dimensionality.

1 Introduction

Gaussian process (GP) regression has become ubiquitous as a statistical tool in many applied sciences including astrophysics, environmental sciences, molecular dynamics, financial economics, and social sciences [2,5,8,14,15,16,26,37].

In most Gaussian process regression problems a user has observed data $\{(x_i, y_i)\}$ where $x_1, ..., x_N$ are independent variables that belong to some set $D \subseteq \mathbb{R}^d$ and $y_i \in \mathbb{R}$ are dependent variables. The observed data $y_1, ..., y_N$ are assumed to be observations of the form

$$y_i = f(x_i) + \epsilon_i$$  \hspace{1cm} (1)

where $\epsilon_i$ is independent and identically distributed (iid) Gaussian noise, and $f : D \to \mathbb{R}$ is an unknown function, which is given a Gaussian process prior $f(x) \sim \mathcal{GP}(\mu(x), k(x, x'))$ where $\mu$ is a user-specified mean function and $k$ is a covariance function [33].
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The primary computational limitation of GP regression as a practical tool is the cost of the matrix inversion and determinant that appear in the likelihood function of a Gaussian process

\[ p(y) \propto \frac{1}{|K + \sigma^2 I|^{1/2}} \exp^{-\frac{1}{2}y^T(K + \sigma^2 I)^{-1}y}, \] (2)

where \( K \) is the \( N \times N \) matrix such that \( K_{i,j} = k(x_i, x_j) \) and \( \sigma^2 \) is the variance of the iid observation noise. For a general symmetric matrix, direct inversion and determinant evaluation both require \( O(N^3) \) operations, which for many modern problems is far too costly. A large body of literature has emerged over the last couple of decades on efficient schemes for evaluating these quantities when \( N \) is large (i.e. greater than around 10,000). Often, these computational methods rely on taking advantage of the particular structure of covariance matrices \([1, 14, 28]\), approximating the covariance matrix with a low-rank matrix (reduced-rank methods) \([19, 31, 36]\), spectral methods \([21, 24, 32]\), or many more strategies.

In this paper we introduce numerical algorithms for representing a zero-mean Gaussian process \( f \) with a translation-invariant covariance kernel \( k \) as a random expansion of the form

\[ f(x) \sim \sum_{i=1}^{m} \alpha_i \gamma_i \cos(2\pi \xi_i x) + \beta_i \gamma_i \sin(2\pi \xi_i x), \] (3)

where for \( i = 1, ..., m \) the frequencies \( \xi_i \in \mathbb{R} \) are fixed, and \( \alpha_i \) and \( \beta_i \) are the iid Gaussians

\[ \alpha_i, \beta_i \sim \mathcal{N}(0, 1). \] (4)

The coefficients \( \gamma_i \) of (3) are defined by

\[ \gamma_i = \sqrt{2w_i \hat{k}(\xi_i)}, \] (5)

where \( \hat{k} \) denotes the Fourier transform of the covariance kernel and \( w_i > 0 \). The numerical work in constructing expansion (3) involves finding the frequencies \( \xi_i \) and the weights \( w_i \) such that expansion (3) has an effective covariance kernel that approximates the desired kernel (or family of kernels) to high accuracy. We provide numerical results for constructing an expansion of the form (3) that is valid for all Matérn kernels with \( \rho \in [0.1, 0.5] \), and \( \nu \in [3/2, 7/2] \). We also include results for approximating (3) with squared-exponential kernels with \( \rho \in [0.1, 0.5] \).

There are several advantages to using expansion (3) as a representation of a family of GPs. One computational benefit stems from the so-called weight-space approach to Gaussian process regression (see e.g. \([33, 19, 13]\)) in which the posterior density is defined over the coefficients of a basis function expansion such as (3). Specifically, given data \( \{(x_i, y_i)\} \) and a covariance kernel \( k \), weight-space Gaussian process regression is the \( L^2 \)-regularized linear regression

\[ y \sim X\beta + \epsilon \]
\[ \epsilon \sim \mathcal{N}(0, \sigma^2 I) \]
\[ \beta \sim \mathcal{N}(0, I) \] (6)
\[ \beta \in \mathbb{R}^{2m} \] is the vector of coefficients and \( X \) is the \( N \times 2m \) matrix
\[
X = \begin{bmatrix}
g_1 \cos(\xi_1 x_1) & \cdots & g_m \cos(\xi_m x_1) & \gamma_1 \sin(\xi_1 x_1) & \cdots & \gamma_m \sin(\xi_m x_1) \\
g_1 \cos(\xi_1 x_2) & \cdots & g_m \cos(\xi_m x_2) & \gamma_1 \sin(\xi_1 x_2) & \cdots & \gamma_m \sin(\xi_m x_2) \\
\vdots & & \vdots & \vdots & \ddots & \vdots \\
g_1 \cos(\xi_1 x_N) & \cdots & g_m \cos(\xi_m x_N) & \gamma_1 \sin(\xi_1 x_N) & \cdots & \gamma_m \sin(\xi_m x_N)
\end{bmatrix} \tag{7}
\]

The posterior density corresponding to (6) is defined over \( 2m \) dimensions (assuming \( \sigma \) is fixed) and the posterior mean function is given by
\[
\sum_{i=1}^{m} \tilde{\beta}_{1,i} g_i \cos(\xi_i x) + \tilde{\beta}_{2,i} g_i \sin(\xi_i x) \tag{8}
\]
where \([\tilde{\beta}_1, \tilde{\beta}_2]^{T}\) is the solution to the linear system of equations
\[
(X^{T}X + \sigma^2 I)\tilde{\beta} = X^{T}y. \tag{9}
\]

The equivalence between the solution to (9) and the solution to the so-called function space system in (2) is described in [20].

Representing a GP with Fourier expansion (3) has the advantage that GP regression via linear system (9) can be solved in \( O(N + m^3) \) operations. For a general \( N \times 2m \) matrix, \( X \), solving linear system (9) requires \( O(Nm^2) \) operations, which can be prohibitively expensive. However, since we use Fourier expansions, the \( 2m \times 2m \) matrix \( X^{T}X \) can be formed in \( O(N + m^2 \log m) \) operations using a non-uniform fast Fourier transform (FFT) [11, 17]. The efficient formation of \( X^{T}X \) reduces the total computational cost of solving the linear system from \( O(Nm^2) \) operations to \( O(N + m^3) \). In general, \( m \) is sufficiently small that \( m^3 \) operations is easily affordable on a laptop. Furthermore, for GP problems that involve fitting hyperparameters, the cost of solving linear system (9) is \( O(m^3) \) operations for all hyperparameters after a precomputation of \( O(N + m^2 \log m) \) operations.

The numerical work in finding \( \xi_i \) and \( w_i \) of Fourier expansion (3) reduces to constructing a quadrature rule (see, e.g. [27]) for an inverse Fourier transform. Specifically, if \( k \) is an integrable translation-invariant covariance kernel with Fourier transform \( \hat{k} \), then \( k \) satisfies
\[
k(x) = \int_{\mathbb{R}} \hat{k}(\xi) e^{2\pi i \xi x} d\xi. \tag{10}
\]
It turns out that expansion (3) can be constructed by evaluating \( \xi_i \in \mathbb{R} \) and \( w_i \in \mathbb{R}^+ \) such that \( k(x) \) is well approximated by the sum
\[
\sum_{j=1}^{n} w_j \hat{k}(\xi_j) e^{2\pi i \xi_j x} \tag{11}
\]
for a family of covariance kernels where \( x \) is in some region of interest.

In this paper, we find \( \xi_i \) and \( w_i \) with algorithms for constructing generalized Gaussian quadratures. The theory associated with generalized Gaussian quadratures was originally
introduced in 1966 [23] and more recently, efficient numerical algorithms have made constructing generalized Gaussian quadratures practical for many modern problems [7,27]. The use of such quadratures is now widespread in several environments including in computational physics for the solution of integral equations with singular kernels, and in the numerical solution of certain partial differential equations (e.g. [6,22,27]).

Fourier representation [3] is also used in [20] for representing GPs, though in [20] the frequencies $\xi_1, \ldots, \xi_m$ are equispaced (and lie on a Cartesian grid in higher dimensions). The primary purpose of that choice of quadrature is its benefits in 2 and 3 dimensions for spatial and spatio-temporal problems. By using equispaced nodes, the weight space matrix of (9) has Toeplitz structure and can be applied in $O(m \log m)$ operations allowing the efficient use of iterative solvers. The dense linear algebra solvers that are used in this paper are impractical in high dimensions since the number of basis functions required for a fixed level of accuracy grows exponentially in dimension.

In one dimension, the generalized quadrature approach of this paper can offer a significant advantage over the equispaced approach, especially for problems that involve fitting hyperparameters. It is common to fit hyperparameters over ranges of values that include kernels that concentrate near zero in the spectral domain (e.g., large lengthscale $\rho$ in Matern kernel (27)) as well as those that have slow decay at infinity in the spectral domain (e.g., small $\nu$ in (27)). Using an equispaced quadrature rule to simultaneously integrate those kernels would require a small grid spacing over a large interval and thus a large number of nodes. Here, we use algorithms for generalized quadratures to construct quadrature rules that simultaneously discretize such families of functions to high accuracy.

The basis function approach of this paper is similar in spirit to several popular basis function approaches including [19, 24, 32]. The methods of this paper, however, have two primary advantages.

- Fourier basis functions are amenable to fast algorithms for solving the linear systems of GP regression. We capitalize on this fact to obtain $O(N + m^3)$ computational complexity for GP regression.

- The Fourier expansions of this paper are valid over families of covariance kernels, whereas other basis function approaches require recomputing basis functions for kernels with different hyperparameter values. As a result, adaptation of hyperparameters is simplified. For all hyperparameter values in the domain of the Fourier expansion, GP regression is performed in $O(m^3)$ operations after a precomputation of $O(N + m^3)$ operations.

There have been a number of kernel approximation methods introduced that, like the methods of this paper, approximate a kernel via quadrature in the Fourier domain of a translation-invariant kernel. For example, the random Fourier features approach of [32] uses a Monte-Carlo integration in Fourier domain and [29] introduces a more general set of quadratures that also rely on random features. Deterministic, higher-order quadrature methods have also been introduced for this purpose. For example, in [10,35], Gaussian (or Gauss-Legendre) nodes and weights are used for integration in Fourier domain. Such methods can be effective for an individual kernel, but are generally less useful for integrating commonly-used families of spectral densities.
The remainder of this paper is structured as follows. In the following section, we introduce theoretical and numerical tools for representing GPs as Fourier expansions. In Section 3, we describe fast algorithms for GP regression. We provide the numerical results of the algorithms of this paper in Section 4. We conclude with a brief discussion of future directions of research in Section 5.

2 Spectral representation of GPs

Translation invariant (or stationary) covariance kernels are commonly used in practice and include kernel families such as Matérn, squared-exponential, rational quadratic, periodic, and many more [33]. A translation invariant kernel is a function \( k(x, y) : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) that can be expressed as a function of \( x - y \). In a slight abuse of notation, we refer to translation invariant kernels \( k(x, y) \) as functions of one variable, \( k(x) \) for \( x \in \mathbb{R} \).

All of the previously mentioned stationary kernels are also isotropic, that is, they are functions \( k(x, y) \) that depend on \( \|x - y\| \). For those kernels, \( k(x) = k(-x) \), their Fourier transforms are real-valued and symmetric. However, not all symmetric functions are valid covariance kernels. Translation invariant kernels have a particular property—\( k \) is a valid kernel if and only if its Fourier transform is non-negatively valued. This property is known as Bochner’s theorem [33].

Clearly an integrable translation-invariant kernel \( k \) can be expressed as the inverse Fourier transform

\[
k(x) = \int_{-\infty}^{\infty} \hat{k}(\xi) e^{2\pi i \xi x} d\xi,
\]

or equivalently, since \( \hat{k} \) is even,

\[
k(x) = \int_{0}^{\infty} 2\hat{k}(\xi) \cos(2\pi \xi x) d\xi.
\]

A discretized version of integral (13), or an order-\( n \) quadrature rule for approximating the integral is a sum of the form

\[
k(x) \approx \sum_{j=1}^{m} 2w_j \hat{k}(\xi_j) \cos(2\pi \xi_j x) =: k'(x),
\]

where \( \xi_j > 0 \) and \( w_j > 0 \).

The following theorem demonstrates that any sum of the form (14) corresponds to a basis function representation of a Gaussian process with a covariance kernel that approximates \( k \) with the accuracy of discretization (14).

**Theorem 1.** Let \( f \) be the random expansion defined by

\[
f(x) \sim \sum_{i=1}^{m} \alpha_i \gamma_i \cos(2\pi \xi_i x) + \beta_i \gamma_i \sin(2\pi \xi_i x),
\]

\footnote{The weights \( w_j \) need not be positively valued, though throughout this paper, and in general in the literature, \( w_j \) are assumed to be positively valued.}
where for all $i, j = 1, \ldots, m$

$$\alpha_i, \beta_j \sim \mathcal{N}(0, 1)$$

are iid and $\gamma_i$ are defined by

$$\gamma_i = \sqrt{2w_i \hat{k}(\xi_i)}$$

for some $\xi_i, w_i > 0$. Then $f$ is a Gaussian process distribution with covariance kernel $k'$ defined by the formula

$$k'(x) = \sum_{i=1}^{m} 2w_i \hat{k}(\xi_i) \cos(2\pi \xi_i x).$$

**Proof.** Using the independence of the Gaussian coefficients of $f$, clearly,

$$E[f(x)f(y)] = \sum_{j=1}^{m} 2w_j \hat{k}(\xi_j) \cos(2\pi \xi_j x) \cos(2\pi \xi_j y) + \sum_{j=1}^{m} 2w_j \hat{k}(\xi_j) \sin(2\pi \xi_j x) \sin(2\pi \xi_j y)$$

$$= \sum_{j=1}^{m} 2w_j \hat{k}(\xi_j) \left( \cos(2\pi \xi_j x) \cos(2\pi \xi_j y) + \sin(2\pi \xi_j x) \sin(2\pi \xi_j y) \right)$$

Applying standard trigonometric properties to (19), we obtain

$$E[f(x)f(y)] = \sum_{j=1}^{m} 2w_j \hat{k}(\xi_j)(2\pi \xi_j(x - y)).$$

An immediate consequence of Theorem 1 is that an $m$-point quadrature rule for the evaluation of the inverse Fourier transform of a covariance kernel provides a weight-space representation of that Gaussian process. Moreover the accuracy of the quadrature rule is exactly the accuracy of the effective covariance kernel. Specifically,

$$\int_0^{\infty} 2\hat{k}(\xi) \cos(2\pi \xi x) d\xi - \sum_{j=1}^{m} 2w_j \hat{k}(\xi_j) \cos(2\pi \xi_j x) = |k(x) - k'(x)|.$$  

Due to the computational demands of computing with Gaussian processes, practitioners often make tradeoffs between accuracy of some approximate inference algorithm and computational efficiency. In the algorithm of this paper, we use quadrature rules, discussed in subsequent sections, that are equipped with theoretical guarantees on their accuracy. These guarantees on quadrature accuracy translate directly to guarantees on pointwise kernel approximation error due to (21). We now describe the numerical procedure we use for constructing quadrature rules for Gaussian process representation (15).
2.1 Gaussian quadratures for covariance kernels

In the numerical scheme of [7] for constructing generalized Gaussian quadratures, the user inputs functions $\phi_1, ..., \phi_n : [a, b] \to \mathbb{R}$ for some $n > 1$ and is returned the nodes $x_1, ..., x_m \in [a, b]$ and weights $w_1, ..., w_m \in \mathbb{R}^+$ such that

$$\left| \int_a^b \phi_j(x)dx - \sum_{i=1}^m w_i \phi_j(x_i) \right| < \epsilon$$

(22)

for some user-specified $\epsilon > 0$ for all $j = 1, ..., n$.

In this paper, we are concerned with constructing a particular class of quadrature rules. If $f$ is a Gaussian process defined on $[a, b]$ with covariance kernel $k$, then we seek to approximate integrals of the form

$$\int_0^\infty 2\hat{k}(\xi) \cos(2\pi \xi t) d\xi$$

(23)

for all $t \in [0, b-a]$, which contains $\{|x-y| : x, y \in [a, b]\}$. We therefore use the numerical scheme in [7] to construct quadrature rules for the set of functions

$$\phi_j(\xi) = 2\hat{k}(\xi) \cos(2\pi \xi t_j)$$

(24)

for $j = 1, 2, ..., n$ and $\xi \in [0, \infty)$. Since the integrals in (23) are smooth functions in $t$, it is sufficient to choose $t_1, ..., t_n$ as, for example, order-$n$ Chebyshev nodes on $[0, b-a]$ [38], provided that $n$ is sufficiently large. This procedure can be viewed as expanding a smooth function in Chebyshev series where computation is done in $\epsilon$-precision arithmetic. Specifically, suppose that we construct a quadrature rule with nodes $\xi_1, ..., \xi_m > 0$ and $w_1, ..., w_m > 0$ such that

$$\left| \int_0^\infty 2\hat{k}(\xi) \cos(2\pi \xi t) d\xi - \sum_{i=1}^m 2w_i \hat{k}(\xi_i) \cos(2\pi \xi t_j) \right| < \epsilon$$

(25)

for some user-specified $\epsilon > 0$ and $j = 1, ..., n$. Then for sufficiently large $n$,

$$\left| \int_0^\infty 2\hat{k}(\xi) \cos(2\pi \xi t) d\xi - \sum_{i=1}^m 2w_i \hat{k}(\xi_i) \cos(2\pi \xi t) \right| < \epsilon$$

(26)

for all $t \in [0, b-a]$.

Similarly, we can use the same strategy to discretize a family of covariance functions over ranges of hyperparameters, provided that $\hat{k}$ is a smooth function of those hyperparameters. For example, suppose that $f$ is a GP defined on $[-1, 1]$ with a Matérn kernel $k_{\nu, \rho}$ where $k_{\nu, \rho}$ and its Fourier transform $\hat{k}_{\nu, \rho}$ are defined by

$$k_{\nu, \rho}(x) = \frac{2^{1-\nu}}{\Gamma(\nu)} \left(\frac{\sqrt{2\nu} x}{\rho}\right)^\nu K_\nu\left(\frac{\sqrt{2\nu} x}{\rho}\right)$$

and

$$\hat{k}_{\nu, \rho}(\xi) := \int_{\mathbb{R}} \hat{k}(\xi) \cos(2\pi \xi x) dx \propto \frac{\Gamma(\nu + \frac{1}{2})}{\Gamma(\nu) \rho^{2\nu}} \left(\frac{2\nu}{\rho^2} + 4\pi^2 \xi^2\right)^{-(\nu+1/2)},$$

(27)
where \( \nu \geq 1/2 \), \( \rho \) is the lengthscale, and \( K_\nu \) is the modified Bessel function of the second kind. Now consider the set of covariance kernels \( k_{\nu_i,\rho_j} \) for \( i, j = 1, \ldots, p \) where \( \nu_1, \ldots, \nu_p \) are the order-\( p \) Chebyshev nodes on \([3/2, 7/2]\) and \( \rho_1, \ldots, \rho_p \) are the order-\( p \) Chebyshev nodes defined on \([0, 1.05]\). Then \( \hat{k} \) is a smooth function of \( \nu, \rho \) over their domain and we can use [7] to construct quadrature rules for the family of integrals

\[
\int_0^\infty 2\hat{k}_{\nu_i,\rho_j}(\xi) \cos(2\pi \xi t) d\xi
\]

for all \( i, j \in \{1, \ldots, p\} \) and \( \ell \in \{1, \ldots, n\} \) up to some tolerance \( \epsilon \). For large enough \( p \) and \( n \), the resulting quadrature rules satisfy

\[
\left| \int_0^\infty 2\hat{k}_{\nu,\rho}(\xi) \cos(2\pi \xi t) d\xi - \sum_{i=1}^m 2w_i \hat{k}_{\nu,\rho}(\xi_i) \cos(2\pi \xi_i t) \right| < \epsilon
\]

for all \( \nu \in [\nu_0, \nu_1] \), \( \rho \in [\rho_0, \rho_1] \), and \( x \in [0, b-a] \).

We used the implementation of [34] for this particular computation with \( p = 100 \) and \( n = 200 \). The code took 88 seconds to run on a laptop and returned 86 nodes \( \xi_1, \ldots, \xi_{86} \) and positive weights \( w_1, \ldots, w_{86} \). The results of numerical experiments using this quadrature rule are included in Section 4. We also include in Section 4 results of numerical experiments with squared-exponential kernels, \( k \), defined by

\[
k(x) = e^{-\frac{x^2}{2\rho^2}},
\]

where \( \rho \) is a lengthscale hyperparameter.

We now describe an algorithm for constructing Fourier representations of Gaussian processes for a range of hyperparameter values.

**Algorithm 1.** [Construction of Fourier representations]

1. Set the interval on which the Gaussian process is defined, \([a, b]\), in addition to the intervals where the hyperparameters \( \nu \in [\nu_0, \nu_1] \) and \( \rho \in [\rho_0, \rho_1] \) are defined. Additionally, set the error tolerance \( \epsilon \) for the accuracy of the quadrature, or equivalently accuracy of the effective covariance kernel.

2. Construct a quadrature rule over the region of interest using the algorithm of [7]. Specifically, find nodes \( \xi_1, \ldots, \xi_m \in \mathbb{R} \) and weights \( w_1, \ldots, w_m \in \mathbb{R}^+ \) such that

\[
\left| k(x) - \sum_{i=1}^m 2w_i \hat{k}(\xi_j) \cos(2\pi \xi_j x) \right| < \epsilon
\]

for all \( \nu \in [\nu_0, \nu_1] \), \( \rho \in [\rho_0, \rho_1] \), and \( x \in [0, b-a] \).

3. Define \( f : [a, b] \to \mathbb{R} \) to be the random expansion

\[
f(x) \sim \sum_{i=1}^m \alpha_i \gamma_i \cos(2\pi \xi_i x) + \beta_i \gamma_i \sin(2\pi \xi_i x),
\]
where $\gamma_i$ are defined in (5) and $\alpha_i$ and $\beta_i$ are iid standard normal Gaussians. Then $f$ is a Gaussian process with effective covariance kernel $k'$ defined by

$$k'(x) = \sum_{i=1}^{n} 2w_i \hat{k}(\xi_j) \cos(2\pi \xi_j x).$$

### 3 Regression

Typically, GP regression is used in the following environment. An applied scientist has observed data $\{(x_i, y_i)_{i=1,...,N}\}$ where $x_i$ are independent variables that belong to some interval $[a, b] \in \mathbb{R}$ (for 1-dimensional problems) and $y_i \in \mathbb{R}$ are dependent variables. The observed data $y_1, ..., y_N$ are assumed to be observations of the form

$$y_i = f(x_i) + \epsilon_i,$$

where $\epsilon_i$ is iid Gaussian noise and $f : [a, b] \to \mathbb{R}$ is an unknown function, which is given a Gaussian process prior with covariance function $k$. Assumptions about $k$ are critical for statistical inference and typically arise from domain expertise or physical knowledge about the data-generating process. There is a large body of literature on the selection of suitable covariance kernels (e.g. [12,30,37]). In many applied settings $k$ is not known a priori, but is assumed to belong to some parametric family of functions (e.g. Matérn, squared-exponential, etc.) that depends on hyperparameters that fit to the data.

The goal of GP regression is to perform statistical inference on the unknown function $f$ at a set of points $\tilde{x} \in [a, b]$ or to understand certain properties of the data-generating process. Inference typically involves evaluating the mean and covariance of the density, conditional on observed data $x, y \in \mathbb{R}^N$. The conditional (or posterior) distribution of $f$ at any $\tilde{x} \in \mathbb{R}$ is the Gaussian

$$f(\tilde{x}) | x, y \sim \mathcal{N}(\tilde{\mu}, \tilde{\sigma}^2)$$

with

$$\tilde{\mu} = k(\tilde{x}, x)(K + \sigma^2 I)^{-1}y,$$

$$\tilde{\sigma}^2 = k(\tilde{x}, \tilde{x}) - k(\tilde{x}, x)(K + \sigma^2 I)^{-1}k(x, \tilde{x}),$$

where $\sigma$ is the standard deviation of $\epsilon_i$ (also called the nugget), the matrix $K$ is the $N \times N$ covariance matrix $K_{i,j} = k(x_i, x_j)$, the vector $k(x, x') \in \mathbb{R}^N$ is the column vector such that $k(\tilde{x}, x_i) = f(\tilde{x}, x_i)$, and $k(x, \tilde{x}) = k(\tilde{x}, x)^T$.

Since $K + \sigma^2 I$ is an $N \times N$ matrix, direct inversion is computationally intractable for large $N$. However, the Fourier representations of this paper admit a natural low-rank approximation to $K$. Specifically, $K$ is well-approximated by $XX^T$ where $X$ is the $N \times 2m$ matrix defined in (7). In particular, $K_{i,j} = k(x_i, x_j)$ and $XX^T_{i,j}$ is the quadrature rule approximation to $k(x_i, x_j)$ given by

$$\sum_{\ell=1}^{m} 2\hat{k}(\xi_\ell) w_\ell \cos(2\pi \xi_\ell (x_i - x_j)).$$
Using $\mathbf{XX}^T$ as an approximation of $\mathbf{K}$, the linear systems that appear in $\tilde{\mu}$ and $\tilde{\sigma}^2$, 

$$(\mathbf{K} + \sigma^2 I)\mathbf{x} = \mathbf{y} \quad \text{and} \quad (\mathbf{K} + \sigma^2 I)\mathbf{x} = k(\mathbf{x}, \tilde{x}),$$

(38)

can be approximated in $O(Nm^2)$ operations using standard direct methods. For problems where $Nm^2$ operations is computationally infeasible, linear systems (38) can be obtained by solving the weight-space systems described in the following section [20].

### 3.1 Weight-space inference

In the weight-space approach to inference, the posterior density is defined over the coefficients of the basis function expansion – in this paper a Fourier expansion. Specifically, given data $\{(x_i, y_i)\}$ and a covariance kernel $k$, Gaussian process regression becomes

$$\begin{align*}
\mathbf{y} &\sim \mathbf{X}\beta + \epsilon \\
\mathbf{X} &\sim \mathcal{N}(0, \sigma^2 I) \\
\beta &\sim \mathcal{N}(0, I),
\end{align*}$$

(39)

where $\beta \in \mathbb{R}^{2m}$ is the vector of coefficients and $\mathbf{X}$ is the $N \times 2m$ matrix [7]. The posterior density corresponding to (39) is defined over $2m$ dimensions, the components of $\beta$ (or $2m+1$ including the residual standard deviation $\sigma$). The conditional distribution of $\beta$ (conditioning on $\sigma, \mathbf{x}, \mathbf{y}$) is Gaussian. Specifically,

$$\beta | \sigma, \mathbf{x}, \mathbf{y} \sim \mathcal{N}(\tilde{\beta}, (\mathbf{X}^T\mathbf{X} + \sigma^2 I)^{-1}),$$

(40)

where $\tilde{\beta}$ is the solution to the linear system of equations

$$(\mathbf{X}^T\mathbf{X} + \sigma^2 I)\tilde{\beta} = \mathbf{X}^T\mathbf{y}.$$ 

(41)

The conditional mean $\tilde{\beta} \in \mathbb{R}^{2m}$ is the vector of coefficients of the conditional mean function

$$\sum_{i=1}^{m} \tilde{\beta}_{1,i} \cos(2\pi \xi_i x) + \tilde{\beta}_{2,i} \sin(2\pi \xi_i x)$$

(42)

for all $x \in [a, b]$.

We now describe a numerical implementation of a solver for this system of equations that requires $O(N + m^3)$ operations by taking advantage of the Fourier representation of GPs.

### 3.2 Numerical Implementation

For a general $N \times 2m$ matrix $\mathbf{X}$, the computational complexity of the numerical solution of the linear system of equations

$$(\mathbf{X}^T\mathbf{X} + \sigma^2 I)\mathbf{x} = \mathbf{X}^T\mathbf{y}$$

(43)

is $O(Nm^2)$. For GP regression tasks with large amounts of data, $O(Nm^2)$ can be prohibitively expensive. However, for the linear system that appears in the case of Fourier representations, we take advantage of the structure of $\mathbf{X}$ to reduce the linear solve to $O(N + m^3)$
operations. We do this by constructing the $2m \times 2m$ matrix $X^T X$ in $O(N + m^2 \log m)$ operations using a non-uniform fast Fourier transform (FFT) whereas constructing $X^T X$ ordinarily requires $O(N m^2)$ operations. After constructing $X^T X$, the cost of the linear solve, for all hyperparameters input into Algorithm 1, is $O(m^3)$.

We observe that $X^T X$ can be factorized as

$$X^T X = B^T D X'^T X' D B,$$  \hspace{1cm} (44)

where $X'$ is defined by

$$X' = \begin{bmatrix}
e^{2\pi i \xi_1 x_1} & \ldots & e^{2\pi i \xi_m x_1} \\
e^{2\pi i \xi_1 x_2} & \ldots & e^{2\pi i \xi_m x_2} \\
\vdots & \ddots & \vdots \\
e^{2\pi i \xi_1 x_N} & \ldots & e^{2\pi i \xi_m x_N}
\end{bmatrix},$$  \hspace{1cm} (45)

where $D$ is the diagonal $2m \times 2m$ matrix

$$D = \begin{bmatrix}
\gamma_1 \\
\vdots \\
\gamma_m \\
\gamma_1 \\
\vdots \\
\gamma_m
\end{bmatrix},$$  \hspace{1cm} (46)

(see (5) for the definition of $\gamma_i$) and $B$ is $2m \times 2m$ block matrix

$$B = \begin{bmatrix}
\frac{1}{2} I_m & \frac{1}{2i} I_m \\
\frac{1}{2} I_m & -\frac{1}{2i} I_m
\end{bmatrix},$$  \hspace{1cm} (47)

where $I_m$ denotes the $m \times m$ identity matrix. The matrix $X'^T X'$ is a symmetric matrix where entry $p, q$ is given by

$$(X'^T X')_{p,q} = \sum_{j=1}^{N} e^{2\pi i x_j (\xi_p + \xi_q)},$$  \hspace{1cm} (48)

for all $p, q \in \{1, \ldots, 2m\}$, where we denote $-\xi_p$ with $\xi_{m+p}$. The sums of (48) can be evaluated with a type 3 non-uniform FFT, a calculation that requires $O(N + m^2 \log m)$ operations. More precisely, we use the type 3 non-uniform FFT of (4) to compute the sums

$$\sum_{j=1}^{N} e^{2\pi i x_j \omega_\ell},$$  \hspace{1cm} (49)

where $\ell = 1,\ldots, 2m^2 + m$ and $\omega_\ell = \xi_p + \xi_q$ for $p, q \in \{1, \ldots, 2m\}$ with $q \geq p$. The total cost of evaluating (49) via the non-uniform FFT is $O(N + m^2 \log m)$ operations. A detailed
description of the algorithm and its computational costs can be found in [4]. We also use the non-uniform FFT to compute \( \mathbf{X}^T \mathbf{y} \), the right hand side of (43).

Since matrix multiplications of (44) other than \( \mathbf{X}^T \mathbf{X}' \) can be applied in \( O(m^2) \) operations, the total cost of forming matrix \( \mathbf{X}^T \mathbf{X} \) using a non-uniform FFT is \( O(N + m^2 \log m) \). Once \( \mathbf{X}^T \mathbf{X} \) is formed, the solution to the linear system and determinant calculation can be obtained in \( O(m^3) \) operations using standard direct methods. In the following, we provide an algorithm for solving linear system (43) in \( O(N + m^3) \) operations.

Algorithm 2. [GP regression solver]

1. Use Algorithm 1 to construct nodes \( \xi_1, \ldots, \xi_m \) and weights \( w_1, \ldots, w_m \) of a Fourier expansion for a certain covariance kernel or family of kernels.

2. Use the non-uniform FFT to compute the matrix-vector product

\[
\mathbf{X}^T \mathbf{y}
\]

that appears in the right hand side of (43).

3. Use the non-uniform FFT to compute the sums

\[
\sum_{j=1}^{N} e^{2\pi i x_j \omega_\ell}
\]

where \( \ell = 1, \ldots, 2m^2 + m \) and \( \omega_\ell = \xi_p + \xi_q \) for \( p, q \in \{1, \ldots, 2m\} \) with \( q \geq p \).

4. Construct \( \mathbf{X}^T \mathbf{X} \) via

\[
\mathbf{X}^T \mathbf{X} = \mathbf{B}^T \mathbf{D} \mathbf{X}^T \mathbf{X}' \mathbf{D} \mathbf{B},
\]

where \( \mathbf{D} \) is defined in (46) and \( \mathbf{B} \) is defined in (47).

5. Compute the eigendecomposition (or Cholesky factorization) of \( \mathbf{X}^T \mathbf{X} \).

6. For computing the posterior mean or variance of GP regression, solve the linear system

\[
(\mathbf{X}^T \mathbf{X} + \sigma^2 I) \beta = \mathbf{X}^T \mathbf{y}.
\]

The determinant of the matrix of (53) can be evaluated via the matrix decomposition computed in step 5.

In Table 2 we provide computation times for solving the linear system of equations (43) as well as forming \( \mathbf{X}^T \mathbf{X} \) and the matrix vector multiply \( \mathbf{X}^T \mathbf{y} \). Additionally, in Figure 4 we plot the total computation times for GP regression for varying numbers of observations.
3.3 Adaptation of hyperparameters

In certain GP problems, the covariance function, $k$ is known a priori. However, in general, $k$ is assumed to belong to a certain parametric family of functions (e.g. Matérn, squared-exponential, etc.) that depends on hyperparameters that are fit to the data. Methods for fitting hyperparameters to data generally involve performing GP regression and solving the linear system of equations (43) and calculating a determinant for many hyperparameter values.

For those problems, the methods of this paper have several advantages:

- Algorithm 1 can be used to generate a Fourier expansion that is valid over the domain of hyperparameters. That expansion depends on hyperparameters by a rescaling of basis functions (or equivalently by rescaling the prior standard deviation of the coefficients).

- Using Algorithm 2, GP regression and determinant evaluation are performed in $O(m^3)$ operations for all hyperparameters after a precomputation of $O(N + m^2 \log m)$ operations. The precomputation involves the application of non-uniform FFTs (steps 2 and 3 of Algorithm 2).

- Since both the observation noise and the priors on regression coefficients are Gaussian, the posterior density in the coefficients $\beta$ is also Gaussian. As a result efficient numerical methods can be used for evaluating Bayesian posterior moments [18,19,25] for certain problems.

- Evaluation of gradients of the likelihood function can be performed in $O(m^2)$ operations after inversion of the posterior covariance matrix (step 5 in Algorithm 2). The component-wise formula for the gradient of the log-likelihood of the posterior density is given by

$$
\frac{\partial}{\partial \theta_j} \log(p(y|\theta)) = \frac{1}{2} y^T C^{-1} \frac{\partial C}{\partial \theta_j} C^{-1} y - \frac{1}{2} \text{tr} \left( C^{-1} \frac{\partial C}{\partial \theta_j} \right),
$$

where $\theta_j \in \mathbb{R}$ is the $j$-th hyperparameter (see e.g. [33]), and $C = X^T X + \sigma^2 I = B^T D X'^T X' D B + \sigma^2 I$ (see (44)). That is, the gradient of the log-likelihood can be evaluated in a time independent of $N$, the number of data points, after the one-time $O(N + m^2 \log m)$ cost of construction of $X'^T X'$.

4 Numerical Experiments

In this section we demonstrate the performance of the algorithms of this paper on randomly generated data. We implemented Algorithm 1 and Algorithm 2 in Fortran with the GFortran compiler on a 2.6 GHz 6-Core Intel Core i7 MacBook Pro. All examples were run in double precision arithmetic.

We used Algorithm 1 to construct Fourier expansions for the Gaussian processes defined on $[-1,1]$ with Matérn kernel (see (27)) for all $\nu \in [3/2, 7/2]$ and $\rho \in [0.1, 0.5]$. We also generated quadratures for the squared-exponential kernel (see (30)) with $\rho \in [0.1, 0.5]$ and
two quadrature tolerances, $\epsilon = 10^{-3}, 10^{-5}$ (see Step 2 of Algorithm 1). We chose these kernels due to their widespread use in applications [33]. The Matérn family’s popularity is largely due to its flexibility in representing processes of varying smoothness. In particular, the parameter $\nu$ controls smoothness—a Gaussian process with Matérn kernel is $\lfloor \nu \rfloor$ times mean-squared differentiable. Our choice of hyperparameters for the Matérn kernel represents processes with a range of smoothness properties. We used the implementation of [34] for the generalized Gaussian quadrature with Matérn and squared-exponential kernel. For the Matérn kernel, we set $\epsilon = 10^{-5}$ in Algorithm 1. The total run time for generating the quadrature was 88 seconds. The output of the code was 86 total nodes and weights and all weights were positive. For the squared-exponential kernel, we generated two generalized Gaussian quadratures, one with $\epsilon = 10^{-5}$ and one with $\epsilon = 10^{-3}$. These procedure each took 13 seconds and generated 21 and 16 nodes respectively.

These numerical experiments demonstrate that the number of nodes, $m$, required to discretize the squared-exponential family of kernels is significantly smaller than the $m$ needed for the Matérn family. Although both families need a similar density of nodes near zero to integrate kernels with large timescales $\rho$ (which concentrate near zero in Fourier domain), the Matérn family requires more nodes at high frequencies. This is because Matérn kernels have slower decay in Fourier domain, with decays ranging from fourth to eighth order for $\rho \in [3/2, 7/2]$, whereas squared-exponential kernels have Gaussian decay. Therefore, while the squared-exponential and Matérn quadratures need similar densities of points near zero for accurate integration, the Matérn quadrature needs many more points at large frequencies.

Figure 1 is a plot of the locations of the nodes obtained from this procedure. In Table 1 we list those nodes and the corresponding weights. Figure 2 is the corresponding plot for the squared-exponential quadratures and Tables 5 and 6 are the tables of nodes and weights.

In Figure 3 and Table 1 we provide the $L^2$ error of the effective covariance kernel for various hyperparameter values. The $L^2$ error of the effective kernel is defined by the formula

$$
\left( \int_{-1}^{1} \int_{-1}^{1} (k'(x, y) - k(x, y))^2 \, dx \, dy \right)^{1/2},
$$

where $k'$ denotes the effective covariance kernel and $k$ denotes the true kernel. Integral (55) was computed numerically using a tensor product of Gaussian nodes and weights. The approximate GP regression algorithm of this paper can be viewed as exact GP regression with a kernel that approximates the user-specified kernel. Here, we choose $L^2$ to measure the accuracy of that approximation. We note that it was shown in [3] that a uniform bound on the pointwise error $|k(x) - k'(x)| < \epsilon$ for all $x$ implies a bound on the $l^2$ error in the conditional mean (42) at the data points of $N\epsilon/\sigma^2$.

Tables 2 and 3 contain the results of numerical experiments for Gaussian process regression using Algorithms 1 and 2. The data, $\{(x_i, y_i)\}$ was randomly generated on the interval $[-1, 1]$ via

$$y_i = \cos(3e^{x_i}) + \epsilon_i,$$

where

$$\epsilon_i \sim \mathcal{N}(0, 0.5).$$
The \( x_i \) were generated uniformly at random on \([-1, 1]\) and we note that the performance of the algorithm is independent of locations of data points. The nodes and weights of the Fourier expansions used are given by Table 1. We used Algorithm 2 to compute the conditional mean and covariance and report timings in Tables 2 and 3 where \( N \) denotes the number of data points, \( \nu \) denotes the smoothness hyperparameters of the Matérn kernel, and \( \rho \) denotes the lengthscale. We used a residual variance, \( \sigma^2 = 1 \) and note that the performance of the algorithm is independent of this parameter. The \( L^2 \) error of the effective covariance kernel (see (55)) is provided in the column “\( L^2 \) error”. We include timings for solving the regression problem via Algorithm 2. In column “\( t_{\text{form}} \) (s)” we provide the total time for formation of the matrix \( X^T X \) and the matrix vector multiply \( X^T y \). The column “\( t_{\text{solve}} \) (s)” denotes the remaining time in the regression solution, which involves inversion of \( (X^T X + \sigma^2 I) \). The total time is provided in column “\( t_{\text{total}} \) (s).” The primary purpose of Tables 2 and 3 is to demonstrate the scaling of compute times for \( N \) varying from \( 10^5 \) to \( 10^8 \). These timings are independent of the choice of hyperparameters and thus hyperparameters for these experiments were arbitrarily chosen.

The numerical experiments in this section illustrate the two primary advantages of the algorithms of this paper. First, in Table 1 and in Figure 3, we show that generalized quadratures are able to approximate kernels (Matérn and squared-exponential) over ranges of hyperparameters to high accuracy. Second, in Tables 2 and 3 and Figure 4 we demonstrate that the solution to the GP linear system can be efficiently computed with fast algorithms. Since \( m \) is significantly smaller than \( N \), nearly all compute time in the linear solve is in the \( O(N + m^2 \log m) \) precomputation consisting of two non-uniform FFTs for forming \( X^T X \) and \( X^T y \). Furthermore, after precomputation the cost of all linear solves is \( O(m^3) \). We report timings in column \( t_{\text{solve}} \) in Tables 2 and 3.

Figure 1: Location of the 86 nodes for GPs defined on \([-1, 1]\) with Matérn kernels with \( \nu \in [1.5, 3.5] \), and \( \rho \in [0.1, 0.5] \).

5 Generalizations and Conclusions

In this paper we introduce algorithms for representing and computing with Gaussian processes in 1-dimension. In Algorithm 1 we describe a numerical scheme for representing families of Gaussian processes as Fourier expansions of the form

\[
    f(x) \sim \sum_{i=1}^{m} \alpha_i \gamma_i \cos(2\pi \xi_i x) + \beta_i \gamma_i \sin(2\pi \xi_i x),
\]

where for \( i = 1, ..., m \), the frequencies \( \xi_i \in \mathbb{R} \) are fixed, \( \gamma_i \in \mathbb{R} \), and \( \alpha_i, \beta_i \) are iid standard normal Gaussians. These expansions are constructed in such a way that they are valid over
Figure 2: Location of the nodes for GPs defined on $[-1, 1]$ with squared-exponential kernels with $\rho \in [0.1, 0.5]$. Both sets of nodes were generated with Algorithm 1 with different error tolerance $\epsilon$.

Figure 3: $\log_{10} L^2$ errors in the effective covariance kernel for Matérn kernels. Specifically, we plot $\log_{10} \| k_{\nu, \rho} - k'_{\nu, \rho} \|_2$ for various $\nu, \rho$, where $k'_{\nu, \rho}$ denotes the effective kernel and $k_{\nu, \rho}$ the exact kernel.
families of covariance kernels. Representing a GP as expansion (58), allows the use of Algorithm 2 to perform GP regression in $O(m^3)$ operations after $O(N + m^2 \log m)$ precomputation where $N$ is the number of data points and $m$ the size of the expansion.

While this paper is focused on GPs in 1-dimensions, much of the theory and numerical machinery extends naturally to higher dimensions. In particular, for GPs over $\mathbb{R}^d$, one generalization of the 1-dimensional Fourier expansion is the tensor-product expansion of the

| $\rho$  | $L^2$ error | $\rho$  | $L^2$ error |
|---------|-------------|---------|-------------|
| 0.10    | 0.943 $\times 10^{-5}$ | 0.10    | 0.657 $\times 10^{-5}$ |
| 0.12    | 0.832 $\times 10^{-5}$ | 0.12    | 0.646 $\times 10^{-3}$ |
| 0.14    | 0.847 $\times 10^{-5}$ | 0.14    | 0.690 $\times 10^{-3}$ |
| 0.16    | 0.870 $\times 10^{-5}$ | 0.16    | 0.738 $\times 10^{-3}$ |
| 0.18    | 0.872 $\times 10^{-5}$ | 0.18    | 0.780 $\times 10^{-3}$ |
| 0.21    | 0.855 $\times 10^{-5}$ | 0.21    | 0.810 $\times 10^{-3}$ |
| 0.23    | 0.827 $\times 10^{-5}$ | 0.23    | 0.839 $\times 10^{-3}$ |
| 0.25    | 0.788 $\times 10^{-5}$ | 0.25    | 0.856 $\times 10^{-3}$ |
| 0.27    | 0.732 $\times 10^{-5}$ | 0.27    | 0.852 $\times 10^{-3}$ |
| 0.29    | 0.664 $\times 10^{-5}$ | 0.29    | 0.834 $\times 10^{-3}$ |
| 0.31    | 0.593 $\times 10^{-5}$ | 0.31    | 0.823 $\times 10^{-3}$ |
| 0.33    | 0.537 $\times 10^{-5}$ | 0.33    | 0.833 $\times 10^{-3}$ |
| 0.35    | 0.495 $\times 10^{-5}$ | 0.35    | 0.855 $\times 10^{-3}$ |
| 0.37    | 0.458 $\times 10^{-5}$ | 0.37    | 0.872 $\times 10^{-3}$ |
| 0.39    | 0.421 $\times 10^{-5}$ | 0.39    | 0.878 $\times 10^{-3}$ |
| 0.42    | 0.388 $\times 10^{-5}$ | 0.42    | 0.876 $\times 10^{-3}$ |
| 0.44    | 0.361 $\times 10^{-5}$ | 0.44    | 0.872 $\times 10^{-3}$ |
| 0.46    | 0.339 $\times 10^{-5}$ | 0.46    | 0.861 $\times 10^{-3}$ |
| 0.48    | 0.323 $\times 10^{-5}$ | 0.48    | 0.834 $\times 10^{-3}$ |
| 0.50    | 0.306 $\times 10^{-5}$ | 0.50    | 0.805 $\times 10^{-3}$ |

(a) $\epsilon = 10^{-5}$

Table 1: Accuracy of Fourier representation (3) for squared-exponential kernels with length-scales $\rho \in [0.1, 0.5]$ and two error tolerances, $\epsilon$. The nodes and weights used are reported in Table 8 and Table 9.

| $N$  | $\nu$ | $\rho$  | $L^2$ error | $t_{\text{form}}$ (s) | $t_{\text{solve}}$ (s) | $t_{\text{total}}$ (s) |
|------|-------|---------|-------------|-----------------------|-----------------------|-----------------------|
| $10^6$ | 3.0   | 0.1     | 0.113 $\times 10^{-5}$ | 0.03                  | 0.004                 | 0.035                 |
| $10^6$ | 2.0   | 0.5     | 0.118 $\times 10^{-4}$ | 0.11                  | 0.005                 | 0.12                  |
| $10^7$ | 1.5   | 0.1     | 0.780 $\times 10^{-4}$ | 1.1                   | 0.004                 | 1.1                   |
| $10^8$ | 3.5   | 0.3     | 0.630 $\times 10^{-6}$ | 12.0                  | 0.005                 | 12.0                  |

Table 2: Computation times and accuracy for regression with Matérn kernels with $\nu \in [0.5, 3.5]$, and $\rho \in [0.1, 0.5]$. The nodes and weights used are reported in Table 4.
Table 3: Computation times and accuracy for regression with squared-exponential kernel with \( \rho \in [0.1, 0.5] \). The nodes and weights used are reported in Table 5 and Table 6.

![Figure 4: Scaling times for evaluation of conditional mean for varying amounts of data with Matérn kernel. We include a plot proportional to \( N \) for comparison.](image)

where \( \mathbf{x} \in \mathbb{R}^d \), \( \xi_j = (\xi_{j1}, \xi_{j2}, ..., \xi_{jd}) \) where \( \xi_1, ..., \xi_m \) are equispaced real-valued frequencies. This representation of Gaussian process distributions was used in [20] for efficient GP regression in 1, 2, and 3 dimensions. Accompanying error analysis can be found in [3]. As in the 1-dimensional case, the weight-space linear system corresponding to (59) contains structure in \( d \) dimensions that is amenable to fast algorithms. In particular, the matrix of the weight-space linear system has \( d \)-dimensional Toeplitz structure and can be applied efficiently using the non-uniform FFT, facilitating the use of iterative methods.
We plan to address the higher dimensional extension of the tools of this paper in subsequent publications.

A Detailed results of generalized quadrature

In this section we include tables of quadrized nodes and weights generated by Algorithm 1

| i   | nodes                          | weights                           |
|-----|--------------------------------|-----------------------------------|
| 1   | 0.0967047873232733             | 0.1933002284075283               |
| 2   | 0.294311558758212             | 0.2064009047369061               |
| 3   | 0.521811831688699             | 0.2293090006634405               |
| 4   | 0.755370530581255             | 0.24750586168984101              |
| 5   | 1.0272554775244241            | 0.2860836030101612               |
| 6   | 1.3267405951806709            | 0.3128084657395251               |
| 7   | 1.650019787328910             | 0.33539065709922179              |
| 8   | 1.996456597608781             | 0.3522063181193067               |
| 9   | 2.3604331746760778            | 0.3722292124132556               |
| 10  | 2.7402749477447399            | 0.3937036866702632               |
| 11  | 3.133848880682450             | 0.4148802547082804               |
| 12  | 3.539321327713350             | 0.436189874230700                |
| 13  | 3.9551328571240710            | 0.4520533182176792               |
| 14  | 4.379500145289917            | 0.4798904282783150               |
| 15  | 4.8125843341826330            | 0.4942558748257165               |
| 16  | 5.25020252807076444           | 0.5142557848725176               |
| 17  | 5.6973962780821876            | 0.534807458129729455             |
| 18  | 6.1479389899478196            | 0.55428841243761104              |
| 19  | 6.6029703189208222            | 0.5741175652712647               |
| 20  | 7.061956741053916             | 0.5949685128967929               |
| 21  | 7.52405606589304             | 0.614205341808996                |
| 22  | 7.998871249339503             | 0.6346847890696234               |
| 23  | 8.45801839822422             | 0.6549337063028952               |
| 24  | 8.928469741215463            | 0.674156958753808               |
| 25  | 9.40360600620621             | 0.6947362538517649               |
| 26  | 9.875021118486947             | 0.7145261760015748               |
| 27  | 10.35186676709996             | 0.7347023204314981               |
| 28  | 10.829081345759305            | 0.754825040391462                |
| 29  | 11.307883659333307            | 0.7749503762605329               |
| 30  | 11.787547186769005            | 0.7948601970803545               |
| 31  | 12.2604414221966            | 0.8146039739899281               |
| 32  | 12.75072328666047           | 0.834290495034048               |
| 33  | 13.214032736044105        | 0.854377591411056                |
| 34  | 13.716182015943043         | 0.8742589319063147               |
| 35  | 14.202354665620604         | 0.8947298499634194               |
| 36  | 14.685239379799092         | 0.914797056198073               |
| 37  | 15.173667129862646             | 0.93459053354756026               |
| 38  | 15.65620560130808             | 0.95429908781917601              |
| 39  | 16.146553264475396            | 0.9745923226285264               |
| 40  | 16.6287678331440897           | 0.994731688686852                |
| 41  | 17.121768205720291           | 1.0154715630687457               |
| 42  | 17.60277848144225583          | 1.0354971954320297               |
| 43  | 18.097219052295202              | 1.0549393188273860               |
### Table 5: Nodes and weights for GPs defined on $[-1, 1]$ with squared-exponential kernels with $\rho \in [0.1, 0.5]$ and generalized quadrature error tolerance $\epsilon = 10^{-5}$

| $i$ | nodes | weights |
|-----|-------|---------|
| 1  | 0.1229445208158333 | 0.246078785722326 |
| 2  | 0.369980959646247  | 0.248383450933746 |
| 3  | 0.6205086829190636 | 0.2530883303134549 |
| 4  | 0.8770552409688902 | 0.2604997558962125 |
| 5  | 1.1425176151727869 | 0.2709680345476000 |
| 6  | 1.4200169312069510 | 0.2844795049982405 |
| 7  | 1.7121859512103039 | 0.3000950603476956 |
| 8  | 2.0204572753950010 | 0.3164711614602873 |
| 9  | 2.3450325050947400 | 0.3326020197065039 |
| 10 | 2.6853624988113111 | 0.3478765986892886 |
| 11 | 3.0404027813093690 | 0.3619772453611054 |
| 12 | 3.4089356692419108 | 0.3748597265560644 |
| 13 | 3.7897759566161382 | 0.3866892173786112 |
| 14 | 4.1819675933484106 | 0.3975832074366130 |
| 15 | 4.5848345162589501 | 0.4080437319776904 |
| 16 | 4.9982272332198843 | 0.4187013161010827 |
| 17 | 5.4216263344213846 | 0.4286803282747237 |
| 18 | 5.8568375371299675 | 0.440789239564511 |
| 19 | 6.3049123731014509 | 0.4532465428424199 |
| 20 | 6.7704615862559896 | 0.4793970577067649 |
| 21 | 7.2856984407800462 | 0.505502328613640 |

### Table 6: Nodes and weights for GPs defined on $[-1, 1]$ with squared-exponential kernels with $\rho \in [0.1, 0.5]$ and generalized quadrature error tolerance $\epsilon = 10^{-3}$

| $i$ | nodes | weights |
|-----|-------|---------|
| 1  | 0.142279837388160 | 0.2849869860136982 |
| 2  | 0.4303383428161451 | 0.2928359950804127 |
| 3  | 0.7298461801991711 | 0.3067700728299949 |
| 4  | 1.0470392453484560 | 0.3273066745906839 |
| 5  | 1.3851554070607901 | 0.3487384660693318 |
| 6  | 1.7436383837560350 | 0.3683279469348825 |
| 7  | 2.1204551041309121 | 0.3845946863247884 |
| 8  | 2.5128009567183280 | 0.3990369748481500 |
| 9  | 2.9171012161369898 | 0.4110929506127443 |
| 10 | 3.3326272282803751 | 0.422581936788854 |
| 11 | 3.7585126968767120 | 0.4287907919621072 |
| 12 | 4.194708768209373 | 0.444668444640617 |
| 13 | 4.6430513969235117 | 0.459423743050937 |
| 14 | 5.0962967069840737 | 0.428067825430210 |
| 15 | 5.5883652398864117 | 0.563242756521038 |
| 16 | 6.0596680913512913 | 0.4616691765322060 |
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