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Abstract

The chain rule for the classical relative entropy ensures that the relative entropy between probability distributions on multipartite systems can be decomposed into a sum of relative entropies of suitably chosen conditional distributions on the individual systems. Here, we prove a similar chain rule inequality for the quantum relative entropy in terms of channel relative entropies. The new chain rule allows us to solve an open problem in the context of asymptotic quantum channel discrimination: surprisingly, adaptive protocols cannot improve the error rate for asymmetric channel discrimination compared to non-adaptive strategies. In addition, we give examples of quantum channels showing that the channel relative entropy is not additive under the tensor product.

1 Introduction

The quantum relative entropy between a state $\rho$ and a positive semidefinite operator $\sigma$ defined as

$$D(\rho || \sigma) :=\begin{cases} \text{tr} \rho (\log \rho - \log \sigma) & \text{if supp}(\rho) \subseteq \text{supp}(\sigma) \\ +\infty & \text{otherwise} \end{cases},$$

is an important entropic quantity in physics. Many other information measures such as von Neumann entropies, conditional entropies, or mutual informations can be viewed as a relative entropy between suitably chosen operators. Hence it is crucial to understand the mathematical properties of this quantity. One aspect which remains poorly understood is how to decompose the relative entropy between states on multipartite systems into a sum of relative entropies between states on the individual systems. In the classical case, the well-known chain rule for relative entropy can be used [5, Theorem 2.5.3]. For a pair of discrete random variables $(X, Y)$ with alphabet $X \times Y$, we have

$$D(P_{XY} || Q_{XY}) = D(P_X || Q_X) + \sum_{x \in X} P_x(x) D(P_{Y | X=x} || Q_{Y | X=x}),$$

where $P_{XY}$ and $Q_{XY}$ are joint probability distributions, but $Q_{XY}$ does not need to be normalized. No quantum analogue of such a chain rule is known, even if we relax the equality with the following inequalities

$$D(P_X || Q_X) + \min_{x \in X} D(P_{Y | X=x} || Q_{Y | X=x}) \leq D(P_{XY} || Q_{XY}) \leq D(P_X || Q_X) + \max_{x \in X} D(P_{Y | X=x} || Q_{Y | X=x}). \quad (1)$$

In this manuscript, we prove a quantum version of the upper bound (1) and show that it is tight in the sense that there exist scenarios where the chain rule is an equality.

To model the quantum setting, the conditional distributions are replaced by trace-preserving completely positive maps $\mathcal{E}$ and $\mathcal{F}$ from $A$ to $B$ and the initial states are density operators $\rho_{RA}$ and $\sigma_{RA}$,
where $R$ denotes a reference system. To express the very last term in (1) in the quantum mechanical case we use a quantity called (stabilized) channel relative entropy, which is defined by

$$D(\mathcal{E} \parallel \mathcal{F}) := \max_{\phi_{RA} \in \mathcal{S}(A \otimes A)} D((\mathcal{I} \otimes \mathcal{E})(\phi_{RA}) \parallel (\mathcal{I} \otimes \mathcal{F})(\phi_{RA})),$$

(2)

where $\mathcal{S}(A)$ denotes the set of density operators on $A$ and $\mathcal{I}$ denotes the identity map. Motivated by the classical case (1), it is natural to ask whether the following chain rule is correct.

$$D((\mathcal{I} \otimes \mathcal{E})(\rho_{RA}) \parallel (\mathcal{I} \otimes \mathcal{F})(\sigma_{RA})) \leq D(\rho_{RA} \parallel \sigma_{RA}) + D(\mathcal{E} \parallel \mathcal{F}).$$

(3)

It turns out that this does not hold in general as we show in Proposition 3.1. By regularizing the channel relative entropy term, the inequality however becomes valid, i.e., for $D_{\text{reg}}(\mathcal{E} \parallel \mathcal{F}) := \lim_{n \to \infty} \frac{1}{n} D(\mathcal{E}^{\otimes n} \parallel \mathcal{F}^{\otimes n})$ the inequality

$$D((\mathcal{I} \otimes \mathcal{E})(\rho_{RA}) \parallel (\mathcal{I} \otimes \mathcal{F})(\sigma_{RA})) \leq D(\rho_{RA} \parallel \sigma_{RA}) + D_{\text{reg}}(\mathcal{E} \parallel \mathcal{F})$$

(4)

is correct. We refer to Theorem 3.5 and Corollary 3.7 for a more precise and a more general result.

In Section 3 we discuss the limitations of a chain rule of the form (3) and, based on smooth entropy calculus, derive the chain rule of the form (4). We also show that for any two trace-preserving completely positive maps $\mathcal{E}$ and $\mathcal{F}$ there exist states $\rho_{RA}$ and $\sigma_{RA}$ such that (4) holds with equality. This answers an open question in the area of channel discrimination showing that, surprisingly, adaptive strategies cannot be more powerful than non-adaptive strategies [13, 2, 25, 26]. We comment on this in Section 3.4.

2 Preliminaries

The set of positive semidefinite operators on $A$ is denoted by $\mathcal{P}(A)$, the set of density operators is given by $\mathcal{S}(A)$, and the set of positive semidefinite operators with trace at most one is denoted by $S_{\leq}(A)$. The set of completely positive and trace-preserving completely positive maps from linear operators on $A$ to linear operators on $B$ is denoted by $\mathcal{C}(A,B)$ and $\mathcal{TCP}(A,B)$, respectively. We drop identity maps if they are clear from the context. For example for $\rho_{RA} \in \mathcal{S}(R \otimes A)$ and $\mathcal{E} \in \mathcal{TCP}(A,B)$ we write $\mathcal{E}(\rho_{RA})$ instead of $(\mathcal{I} \otimes \mathcal{E})(\rho_{RA})$. For $\rho,\sigma \in \mathcal{P}(A)$ we define the fidelity by $F(\rho,\sigma) := \|\sqrt{\rho} \sqrt{\sigma}\|^2$, where $\|X\|_1 := \text{tr}(X^1 X)^{1/2}$ is the trace norm of $X$. For $\rho,\sigma \in S_{\leq}(A)$ the purified distance is given by $P(\rho,\sigma) := \sqrt{1 - F^2(\rho,\sigma)}$, where $F^2(\rho,\sigma) := \|\sqrt{\rho} \sqrt{\sigma}\|^2 + \sqrt{(1 - \text{tr} \rho)(1 - \text{tr} \sigma)^2}$ is the generalized fidelity [23]. For $\rho \in S_{\leq}(A)$ and $\epsilon \in [0,\sqrt{\text{tr} \rho})$ the $\epsilon$-ball around $\rho$ is given by $B_\epsilon(\rho) := \{\omega \in S_{\leq}(A) : P(\omega,\rho) \leq \epsilon\}$. The max-relative entropy for $\rho,\sigma \in \mathcal{P}(A)$ is defined as [17, 6]$

D_{\text{max}}(\rho \parallel \sigma) := \inf \{\lambda \in \mathbb{R} : \rho \leq 2^\lambda \sigma\}.

Its smooth version is given by $D_{\text{max}}^\epsilon(\rho \parallel \sigma) := \inf_{\beta \in B_\epsilon(\rho)} D_{\text{max}}(\beta \parallel \sigma)$.

For $\mathcal{E} \in \mathcal{TCP}(A,B)$ and $\mathcal{F} \in \mathcal{CP}(A,B)$ we defined the (stabilized) channel relative entropy $D(\mathcal{E} \parallel \mathcal{F})$ in (2). Its non-stabilized counterpart is given by

$$\tilde{D}(\mathcal{E} \parallel \mathcal{F}) := \max_{\phi_{A} \in \mathcal{S}(A)} D(\mathcal{E}(\phi_{A}) \parallel \mathcal{F}(\phi_{A})) .$$

The regularized version is given by $\tilde{D}_{\text{reg}}(\mathcal{E} \parallel \mathcal{F}) := \lim_{n \to \infty} \frac{1}{n} \tilde{D}(\mathcal{E}^{\otimes n} \parallel \mathcal{F}^{\otimes n})$. By definition we have $\tilde{D}(\mathcal{E} \parallel \mathcal{F}) \leq D(\mathcal{E} \parallel \mathcal{F})$. The (stabilized) channel max-relative entropy accordingly is defined as

$$D_{\text{max}}(\mathcal{E} \parallel \mathcal{F}) := \max_{\phi_{RA} \in \mathcal{S}(A \otimes A)} D_{\text{max}}(\mathcal{E}(\phi_{RA}) \parallel \mathcal{F}(\phi_{RA})) .$$
The channel max-relative entropy can be expressed in a simple closed form as a function of the Choi states of the maps \( E \) and \( F \) [2, Lemma 12]. This implies that it is also additive under tensor products, i.e., \( D_{\max}(E^{\otimes n}\|F^{\otimes n}) = nD_{\max}(E\|F) \) for all \( n \in \mathbb{N} \). Another quantity that is of interest is the amortized channel relative entropy [2] defined by

\[
D^A(E\|F) := \sup_{\phi_{RA}, \omega_{RA} \in S(R \otimes A)} \{ D(E(\phi_{RA})\|F(\omega_{RA})) - D(\phi_{RA}\|\omega_{RA}) \}. \tag{5}
\]

We note that unlike for the channel relative entropy defined in (2), where the reference system \( R \) can be assumed to be isomorphic to the input system \( A \), it is unclear if this assumption can made for the amortized channel relative entropy. Here we do not constrain the dimension of the \( R \) system which makes the amortized channel divergence a more complicated quantity.

3 Chain rule for the quantum relative entropy

In this section we prove our main result which is a chain rule for the relative entropy of completely positive maps. Furthermore, we comment on possible generalizations and limitations of such chain rules. Finally we discuss its implications, in particular for the task of asymptotic quantum channel discrimination.

3.1 Non-additivity of the channel relative entropy

As mentioned above the channel max-relative entropy is additive under tensor products. Here we show that this property is not true for the channel relative entropy. This then implies that the naive guess for a possible chain rule for the relative entropy mentioned in (3) is not correct.

**Proposition 3.1** (Channel relative entropy is not additive under tensor product). There exist \( E, F \in \text{TPCP}(A, B) \) such that

\[
D(E \otimes E \| F \otimes F) > 2D(E \| F). \tag{6}
\]

This implies that there exist \( \rho_{RA}, \sigma_{RA} \in S(R \otimes A) \) for some finite-dimensional system \( R \) such that

\[
D(E(\rho_{RA}) \| F(\sigma_{RA})) > D(\rho_{RA} \| \sigma_{RA}) + D(E \| F). \tag{7}
\]

**Proof.** We start by proving that (6) implies (7). It is known [25, Theorem 3 and 6] (see Section 3.4 for more explanations) that

\[
D(E \| F) \leq D^{\text{res}}(E \| F) \leq D^A(E \| F). \tag{8}
\]

The statement (6) implies that the first inequality can be strict. By definition of the amortized channel relative entropy (5) this directly implies (7).

It thus remains to prove (6). To do so we construct an example of two trace-preserving completely positive maps \( E \) and \( F \) on qubits that satisfy (6). Consider the generalized amplitude damping channel

\[
A_{\gamma, \beta}(\rho) = \sum_{i=1}^{4} A_i \rho A_i^\dagger, \quad \text{for } \gamma, \beta \in [0, 1]
\]

with the Kraus operators

\[
A_1 = \sqrt{1-\beta}(|0\rangle\langle 0|) + \sqrt{1-\gamma}|1\rangle\langle 1|, \quad A_2 = \sqrt{\gamma}(1-\beta)|0\rangle\langle 1|, \\
A_3 = \sqrt{\beta}(\sqrt{1-\gamma}|0\rangle\langle 0| + |1\rangle\langle 1|), \quad A_4 = \sqrt{\gamma}\beta|1\rangle\langle 0|.
\]
For the two channels $\mathcal{E} = A_{0.3,0}$ and $\mathcal{F} = A_{0.5,0.9}$ their corresponding Choi matrices are given by

$$J^\mathcal{E}_{RB} = \begin{pmatrix} 1 & 0 & 0 & \sqrt{0.7} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0.3 & 0 \\ \sqrt{0.7} & 0 & 0 & 0.7 \end{pmatrix} \quad \text{and} \quad J^\mathcal{F}_{RB} = \begin{pmatrix} 0.55 & 0 & 0 & \sqrt{0.5} \\ 0 & 0.45 & 0 & 0 \\ 0 & 0 & 0.05 & 0 \\ \sqrt{0.5} & 0 & 0 & 0.95 \end{pmatrix}.$$ 

For an arbitrary density matrix $\rho \in \mathcal{S}(A)$ let $|\phi\rangle_{RA} = (\sqrt{\rho_R} \otimes \text{id}_A)|\Omega\rangle_{RA}$ be its purification where $|\Omega\rangle_{RA} = \sum_i |i\rangle_R |i\rangle_A$ and where $R$ is isomorphic to $A$. Hence we find

$$\mathcal{E}(\phi_{RA}) = (\mathcal{I} \otimes \mathcal{E})\left((\sqrt{\rho_R} \otimes \text{id}_A)|\Omega\rangle_{RA}(\sqrt{\rho_R} \otimes \text{id}_A)\right) = \sqrt{\rho_R} J^\mathcal{E}_{RB} \sqrt{\rho_R}. \quad (9)$$

Using (9) gives

$$D(\mathcal{E}||\mathcal{F}) = \max_{\rho_R \in \mathcal{S}(R)} D\left(\sqrt{\rho_R} J^\mathcal{E}_{RB} \sqrt{\rho_R} || \sqrt{\rho_R} J^\mathcal{F}_{RB} \sqrt{\rho_R}\right) = \max_{\rho_R = \text{diag}(p, 1-p)} D\left(\sqrt{\rho_R} J^\mathcal{E}_{RB} \sqrt{\rho_R} || \sqrt{\rho_R} J^\mathcal{F}_{RB} \sqrt{\rho_R}\right).$$

The final step follows since both $\mathcal{E}$ and $\mathcal{F}$ are covariant with respect to the Pauli-Z operator. Thus it suffices to perform the maximization over input states with respect to the one-parameter family of states $\rho_R = p|0\rangle\langle 0| + (1-p)|1\rangle\langle 1|$ (see e.g. [15, Proposition II.4.]). Using the \texttt{fminbnd} function in Matlab, we find $D(\mathcal{E}||\mathcal{F}) = 0.9176$ for an optimizer $\rho_R = \text{diag}(0.8355, 1 - 0.8355)$. This can also be seen by plotting the value of the relative entropy over the interval $p \in [0, 1]$ as shown in Figure 1.
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Figure 1: The left figure plots of the value $D(\sqrt{\rho_R} J^\mathcal{E}_{RB} \sqrt{\rho_R} || \sqrt{\rho_R} J^\mathcal{F}_{RB} \sqrt{\rho_R})$ with respect to the input state $\rho_R = \text{diag}(p, 1-p)$. The subfigure is a zoom in plot with the parameter ranging from 0.7 to 0.9. It is evident that $D(\mathcal{E}||\mathcal{F})$ cannot be larger than 0.92. The right figure shows a heat map of the value $D(A^{\otimes 2}_{\gamma_1,0}||A^{\otimes 2}_{\gamma_2,0.9}) = 2D(A_{\gamma_1,0.0}||A_{\gamma_2,0.9})$ where $\gamma_1, \gamma_2 \in [0, 1, 0.9]$. This shows that the non-additivity behavior of the channel relative entropy under tensor products occurs for many channels.

On the other hand, if we choose the input state $\rho_{R_1R_2} = \text{diag}(0.8, 0, 0, 0.2)$ we have

$$D(\mathcal{E} \otimes \mathcal{E}||\mathcal{F} \otimes \mathcal{F}) \geq D\left(\sqrt{\rho_{R_1R_2}} J^\mathcal{E}_{RB} \otimes \sqrt{\rho_{R_1R_2}} || \sqrt{\rho_{R_1R_2}} J^\mathcal{F}_{RB} \otimes \sqrt{\rho_{R_1R_2}}\right)$$

$$= 1.9362 > 2 \times 0.92 > 2D(\mathcal{E}||\mathcal{F}).$$

The difference is $1.9362 - 2 \times 0.9176 = 0.1010$ and shows that the channel relative entropy is not additive. More generally, as shown in Figure 1, we can plot the difference $D(A^{\otimes 2}_{\gamma_1,0}||A^{\otimes 2}_{\gamma_2,0.9}) - 2D(A_{\gamma_1,0}||A_{\gamma_2,0.9})$.
for a wide range of $\gamma_1, \gamma_2$. Due to the symmetry of the channel $A^{\otimes 2}$, we can restrict the computation of $D(A^{\otimes 2}_{\gamma_1,0} || A^{\otimes 2}_{\gamma_2,0})$ to a two-parameter state $\rho_{R_1,R_2} = \text{diag}(p_1, p_2, p_2, 1 - p_1 - 2p_2)$ and we utilize the function \texttt{quantum\_rel\_entr} from \textsc{CVXQUAD} [10]. We observe that the relative entropy is not additive for a wide range of parameters. 

3.2 Chain rule for smooth max-relative entropy

The max-relative entropy has many desirable properties other relative entropies do not share. For example we can utilize the fact that it satisfies the triangle inequality (see e.g. [19, Lemma 2.1]) to immediately prove a chain rule of the form (3). In fact, one can even prove a strengthened chain rule as follows. Let $\rho \in S(A)$, $\sigma \in P(A)$, $E \in \text{TPCP}(A,B)$, $F \in \text{CP}(A,B)$, and $G \in \text{TPCP}(A,C)$ such that there exists $R \in \text{CP}(C,B)$ satisfying $F = R \circ G$. Then

$$D_{\max}(E(\rho) \| F(\rho)) \leq D_{\max}(E(\rho) \| F(\sigma)) + D_{\max}(F(\rho) \| F(\sigma))$$

$$= D_{\max}(E(\rho) \| F(\rho)) + D_{\max}(R \circ G(\rho) \| R \circ G(\sigma))$$

$$\leq D_{\max}(G(\rho) \| G(\sigma)) + D_{\max}(E(\rho) \| F(\rho)),$$

(10)

where the final step uses the data-processing inequality for the max-relative entropy. We note that this fact has been observed also in [2, Section IV.D]. The relative entropy does not satisfy the triangle inequality, so this simple proof does not work for the relative entropy. Instead our proof strategy will be to first show a chain rule for the smooth max-relative entropy and then apply the asymptotic equipartition property to derive the statement for the relative entropy.

In the following we will restrict the map $G$ to be a partial trace. More precisely we consider $A = A_1 \otimes A_2$ and $G = \text{tr}_{A_1}$. We note that having a non-trivial map $G$ in the form of a partial trace in the chain rule turns out to be important to reproduce existing results as discussed in Remark 3.6.

**Proposition 3.2.** Let $\varepsilon, \varepsilon' \in (0,1]$, $m \in \mathbb{N}$, $\rho_{A_1,A_2} \in S(A_1 \otimes A_2)$, $\sigma_{A_1,A_2} \in P(A_1 \otimes A_2)$, $E \in \text{TPCP}(A_1 \otimes A_2, B)$, $F \in \text{CP}(A_1 \otimes A_2, B)$ such that there exists $R \in \text{CP}(A_2, B)$ satisfying $F = R \circ \text{tr}_{A_1}$. Then

$$D_{\max}^{\varepsilon,\varepsilon'}(E(\rho_{A_1,A_2})^\otimes m, F(\sigma_{A_1,A_2})^\otimes m) \leq m D_{\max}^{\varepsilon}(\rho_{A_2} \| \sigma_{A_2}) + \max_{\nu \in S(A_1 \otimes A_2)} D_{\max}^{\varepsilon'}(E(\nu)^\otimes m, F(\nu)^\otimes m) - m \log(1 - \varepsilon).$$

(11)

**Proof.** There exists $\omega_{A_2} \in B_{\varepsilon}(\rho_{A_2})$ such that

$$\omega_{A_2} \leq 2 D_{\max}^{\varepsilon}(\rho_{A_2} \| \sigma_{A_2}).$$

(11)

Using the property of the purified distance [20, Section 3.3], there exists $\rho^\varepsilon_{A_1,A_2} \in B_{\varepsilon}(\rho_{A_1,A_2})$ such that $\omega_{A_2} = \text{tr}_{A_1} \rho^\varepsilon_{A_1,A_2}$. Note that we have $\text{tr} \rho_{A_1,A_2} - \text{tr} \rho^\varepsilon_{A_1,A_2} \leq P(\rho_{A_1,A_2}, \rho^\varepsilon_{A_1,A_2}) \leq \varepsilon$ (see e.g., [21, Lemma 3.5]) and thus

$$\text{tr} \rho^\varepsilon_{A_1,A_2} \geq 1 - \varepsilon.$$

Then, setting $\nu^\varepsilon_{A_1,A_2} = \rho^\varepsilon_{A_1,A_2} / \text{tr} \rho^\varepsilon_{A_1,A_2}$ we have that there exists $\tau_B \in B_{\epsilon}(\nu^\varepsilon_{A_1,A_2})$ such that

$$\tau_B \leq 2 \max_{\nu \in S(A_1 \otimes A_2)} D_{\max}^{\varepsilon'}(E(\nu)^\otimes m, F(\nu)^\otimes m) \frac{1}{\text{tr}(\rho^\varepsilon_{A_1,A_2})^m} F(\rho^\varepsilon_{A_1,A_2})^\otimes m.$$
Now using the fact that \( \mathcal{F} = \mathcal{R} \circ \mathcal{T} \), we get
\[
\tau_B \leq 2^{\max_{\nu \in \mathcal{S}(A_1 \otimes A_2)} D'_{\max}(\nu^{(m)} \| \mathcal{F}(\nu)^{(m)})} - m \log \text{tr}(\rho_{A_1 A_2})^\otimes m \left( \text{tr}_{A_1}(\rho_{A_1 A_2}^\varphi)^\otimes m \right)
\]
\[
\leq 2^{\max_{\nu \in \mathcal{S}(A_1 \otimes A_2)} D'_{\max}(\nu^{(m)} \| \mathcal{F}(\nu)^{(m)})} - m \log(1-\varepsilon) + m D'_{\max}(\rho) \| \mathcal{G}(\sigma_{A_2}) \mathcal{F}(\sigma_{A_1 A_2})^\otimes m ,
\]
where we used that the map \( \mathcal{R} \) is completely positive and the fact that \( \text{tr} \rho^\varphi \geq 1 - \varepsilon \). We now bound the purified distance using the triangle inequality
\[
P(\tau_B, \mathcal{E}(\rho_{A_1 A_2})^\otimes m) \leq P(\tau_B, \mathcal{E}(\nu_{A_1 A_2}^\varphi)^\otimes m) + P(\mathcal{E}(\nu_{A_1 A_2}^\varphi)^\otimes m, \mathcal{E}(\rho_{A_1 A_2})^\otimes m) + P(\mathcal{E}(\rho_{A_1 A_2})^\otimes m, \mathcal{E}(\rho_{A_1 A_2})^\otimes m) .
\]
By definition of \( \tau \), we have \( P(\tau_B, \mathcal{E}(\nu_{A_1 A_2}^\varphi)^\otimes m) \leq \varepsilon' \). For the second term we can use the definition of the purified distance to bound
\[
P(\mathcal{E}(\nu_{A_1 A_2}^\varphi)^\otimes m, \mathcal{E}(\rho_{A_1 A_2})^\otimes m) = \sqrt{1 - \left\| \mathcal{E}(\rho_{A_1 A_2})^\otimes m \right\|_{\mathcal{F}(\nu_{A_1 A_2}^\varphi)^\otimes m}}^2 = \sqrt{1 - (\text{tr} \rho_{A_1 A_2}^\varphi)^m} \leq \sqrt{1 - (1-\varepsilon)^m} \leq \sqrt{m \varepsilon} ,
\]
where the final step uses the fact that \((1-\varepsilon)^m \geq 1 - m\varepsilon \), which follows from the convexity of the function \([0, 1] \ni x \mapsto (1-x)^m \). For the last term in (12), we use the triangle inequality \( m \) times together with the monotonicity of the purified distance under completely positive trace-preserving maps to get
\[
P(\mathcal{E}(\rho_{A_1 A_2})^\otimes m, \mathcal{E}(\rho_{A_1 A_2})^\otimes m) \leq m \varepsilon ,
\]
which completes the proof.

Remark 3.3. Given the result from Proposition 3.2 and the intuition from the max-relative entropy (10), one may be tempted trying to prove (11) for an arbitrary trace-preserving completely positive map \( \mathcal{G} \) that satisfies \( \mathcal{F} = \mathcal{R} \circ \mathcal{G} \). The following example however shows this is not possible. Consider \( \mathcal{E} = \mathcal{I} \), \( \mathcal{F} = \varepsilon \mathcal{I} \), \( \rho = |0\rangle\langle 0| \), \( \sigma = |1\rangle\langle 1| \), and \( \mathcal{G}(X) = (1-\varepsilon)|2\rangle\langle 2| + \varepsilon X \). Then we have \( \mathcal{F} = \mathcal{R} \circ \mathcal{G} \) with \( \mathcal{R}(X) = (|0\rangle\langle 0| + |1\rangle\langle 1|)X(|0\rangle\langle 0| + |1\rangle\langle 1|) \). Then for \( \varepsilon, \varepsilon' \) not too large, we have \( D_{\max}^{\varepsilon+\varepsilon'}(\rho) \| \mathcal{G}(\sigma) \) + \( D_{\max}(\mathcal{G}(\rho)) \| \mathcal{G}(\sigma) \) \leq \( D_{\max}(1-\varepsilon)|2\rangle\langle 2| + \varepsilon|2\rangle\langle 2| + \varepsilon \sigma) \leq 0.

3.3 Chain rule for the quantum relative entropy

In this section we prove a chain rule for the relative entropy and discuss its implications. To do so we use the chain rule for the smooth max-relative entropy from Proposition 3.2 and apply the asymptotic equipartition property (AEP) of this quantity. Hence we start by recalling that result.

**Lemma 3.4 (AEP for smooth max-relative entropy).** Let \( \rho \in \mathcal{S}(A) \) and \( \sigma \in \mathcal{P}(A) \). For any \( \varepsilon \in (0, 1) \) and \( n \geq 2g(\varepsilon) \), we have
\[
\frac{1}{n} D_{\max}^\varepsilon(\rho^{\otimes n} \| \sigma^{\otimes n}) \leq D(\rho \| \sigma) + \frac{4(\log \mu) \sqrt{g(\varepsilon)}}{\sqrt{n}} ,
\]
where \( g(\varepsilon) = \log(2/\varepsilon^2) \) and \( \mu = 1 + \text{tr} \rho^\varphi \sigma^{1/\varphi} + \text{tr} \rho^\varphi \sigma^{1/\varphi} \). In addition, for any sequence \((\varepsilon_n)_{n \in \mathbb{N}} \) with \( \varepsilon_n \in (0, 1) \) such that \( \lim_{n \to \infty} \varepsilon_n < 1 \), we have
\[
\lim_{n \to \infty} \frac{1}{n} D_{\max}^\varepsilon(\rho^{\otimes n} \| \sigma^{\otimes n}) \geq D(\rho \| \sigma) .
\]

**Proof.** The upper bound (13) can be found in [20, Theorem 6.4], see also [22] and [21, Equation (6.96)]. For the lower bound (14), it can be found in [24] and it is stated in the form we need in [11, Lemma 2.1].
We are finally ready to state a chain rule for the relative entropy.

**Theorem 3.5** (Chain rule for relative entropy). Let \( \rho \in S(A), \sigma \in P(A), E \in \text{TPCP}(A,B), \) and \( F \in \text{CP}(A,B) \) such that \( D_{\text{max}}(E \parallel F) < \infty. \) Then

\[
D(E(\rho) \parallel E(\sigma)) \leq D(\rho \parallel \sigma) + D_{\text{reg}}(E(\rho) \parallel F). \tag{15}
\]

In addition, in case \( A = A_1 \otimes A_2 \) and if there exists \( R \in \text{CP}(A_2,B) \) such that \( F = R \circ \text{tr}_{A_1} \) this inequality can be strengthened to

\[
D(E(\rho_{A_1,A_2}) \parallel E(\sigma_{A_1,A_2})) \leq D(\rho_{A_2} \parallel \sigma_{A_2}) + D_{\text{reg}}(E(\rho) \parallel F). \tag{16}
\]

The following remark highlights the usefulness of the strengthened chain rule (16) compared to its simplified version (15).

**Remark 3.6** (The chain rule for conditional entropies). It is instructive to observe the following consequence of the usual chain rule for conditional entropies can be seen as a special case of our new chain rule (16).\(^2\) Namely the inequality

\[
H(C_1 C_2 | D)_\rho \geq H(C_1 | D)_\rho + \min_{\nu_{C_1 C_2 D} \in Y} H(C_2 | C_1 D)_\nu, \tag{17}
\]

for \( Y = \{ \nu_{C_1 C_2 D} : \nu_{C_1 C_2 D} = \nu_{C_1 D}^{1/2} \rho_{C_2 | C_1 D} \nu_{C_1 D}^{1/2} \} \) with \( \rho_{C_2 | C_1 D} = \rho_{C_2 | D}^{-1/2} \rho_{C_2 C_1 D} \rho_{C_2 | D}^{-1/2}. \) To see this let \( E \approx C_1 D \) and define the channel \( A \in \text{TPCP}(E,C_2) \) to have a Choi state \( \rho_{C_2 | C_1 D} \) and \( B \in \text{CP}(E,C_2) \) as \( B(X_E) = \text{id}_{C_2} \text{tr}_{X_E}. \) Then define the state \( \rho_{C_1 D E} := \rho_{C_1 D}^{1/2} |\Omega\rangle \langle \Omega| \rho_{C_1 D E}^{1/2}, \) where \( |\Omega\rangle \langle \Omega| \) is an unnormalized maximally entangled state between \( C_1 D \) and \( E \) and we also define \( \sigma_{C_1 D E} := \text{id}_{C_1} \otimes \rho_{DE}. \) Note that \( A(\rho_{C_1 D E}) = \rho_{C_1 C_2 D} \) and \( B(\sigma_{C_1 D E}) = \text{id}_{C_1 C_2} \otimes \rho_{D}. \) For \( E = I_{C_1 D} \otimes A \) and \( F = I_{C_1 D} \otimes B \) the chain rule (16) gives

\[
D(\rho_{C_1 C_2 D} \parallel \text{id}_{C_1 C_2} \otimes \rho_{D}) = D(E(\rho_{C_1 D E}) \parallel F(\sigma_{C_1 D E})) \leq D(\rho_{C_1 D} \parallel \text{id}_{C_1} \otimes \rho_{D}) + D(A \parallel B) = D(\rho_{C_1 D} \parallel \text{id}_{C_1} \otimes \rho_{D}) + \max_{\nu_{C_1 D} \in \text{S}(C_1 \otimes D)} D(\nu_{C_1 D}^{1/2} \rho_{C_2 | C_1 D} \nu_{C_1 D}^{1/2} \parallel \text{id}_{C_2} \otimes \nu_{C_1 D}),
\]

where in the second step we used that the channel relative entropy for retracing channels is additive under tensor products (see Remark 3.8). Written in terms of conditional entropies, this gives (17).

**Proof of Theorem 3.5.** We may assume that \( \text{supp}(\rho) \subseteq \text{supp}(\sigma), \) as otherwise, the right hand side is infinite. The data-processing inequality implies \( D(\rho_{A_2} \| \sigma_{A_2}) \leq D(\rho_{A_1 A_2} \| \sigma_{A_1 A_2}) \) showing that (16) implies (15). It thus suffices to prove (16). Let \( n, m \in \mathbb{N} \) and \( \varepsilon, \varepsilon' \in (0,1) \) that will be chosen later. Using Proposition 3.2 with maps \( E^{\otimes n} \) and \( F^{\otimes n} \) and states \( \rho_{A_1 A_2} \) and \( \sigma_{A_1 A_2}, \) we have\(^3\)

\[
D^{\max} + \sqrt{m} \varepsilon + \varepsilon' \left( (E^{\otimes n}(\rho_{A_1 A_2}))^{\otimes m} \parallel (F^{\otimes n}(\sigma_{A_1 A_2}))^{\otimes m} \right) \leq m D^{\max} \left( \rho_{A_2} \| \sigma_{A_2} \right) + \max_{\nu \in \mathcal{S}(A_1^{\otimes n} \otimes A_2^{\otimes n})} D^{\max}_c \left( (E^{\otimes n}(\nu))^{\otimes m} \parallel (F^{\otimes n}(\nu))^{\otimes m} \right) - m \log(1 - \varepsilon). \tag{18}
\]

Lemma 3.4 implies that

\[
\frac{1}{n} D^{\max}_c \left( \rho_{A_2} \parallel \sigma_{A_2} \right) \leq D(\rho_{A_2} \parallel \sigma_{A_2}) + \frac{4 \log \mu g(\varepsilon)}{\sqrt{n}},
\]

\(^2\)Recall that the chain rule for conditional entropies ensures that for any \( \rho_{C_1 C_2 D} \in S(C_1 \otimes C_2 \otimes D) \) we have \( H(C_1 C_2 | D)_\rho = H(C_1 | D)_\rho + H(C_2 | C_1 D)_\rho, \) where the conditional entropy is defined by \( H(C | D) := -D(\rho_{CD} \| |\Omega\rangle \langle \Omega| \otimes D). \)

\(^3\)The assumption that there exists \( R \in \text{CP}(A_2, B) \) such that \( F = R \circ \text{tr}_{A_1} \) implies that there also exists \( R^n \in \text{CP}(A_2^{\otimes n}, B^{\otimes n}), \) for example \( R^n = R^{\otimes n}, \) that satisfies \( F^{\otimes n} = R^{\otimes n} \circ \text{tr}_{A_1^{\otimes n}}. \)
where $\mu = 1 + \text{tr} \rho_{A_3}^2 \sigma_{A_4}^{-2} + \text{tr} \rho_{A_3}^2 \sigma_{A_4}^2$. Note that $\mu$ is a finite constant as we assumed that $\text{supp}(\rho_{A_1 A_2}) \subseteq \text{supp}(\sigma_{A_1 A_2})$. For the other relative entropy term on the right hand side of (18), we also use Lemma 3.4

$$\frac{1}{m} D_{\max}'(\mathcal{E}^\otimes n(\nu))^\otimes m \parallel (\mathcal{F}^\otimes n(\nu))^\otimes m) \leq D(\mathcal{E}^\otimes n(\nu)||\mathcal{F}^\otimes n(\nu)) + \frac{4(\log \mu') \sqrt{g(\varepsilon')}}{\sqrt{m}},$$

where $\mu' = 1 + \text{tr} \mathcal{E}^\otimes n(\nu)^{\frac{1}{2}} \mathcal{F}^\otimes n(\nu)^{\frac{1}{2}} + \text{tr} \mathcal{E}^\otimes n(\nu)^{\frac{1}{2}} \mathcal{F}^\otimes n(\nu)^{\frac{1}{2}}$. Observe that for any $\nu \in S(\mathcal{A}_1^\otimes n \otimes \mathcal{A}_2^\otimes n)$, $\nu \leq \text{id}_{\mathcal{A}_1 \otimes \mathcal{A}_2}$ and thus using the operator monotonicity of the square root function [3, Proposition V.1.8], we get

$$\text{tr} \mathcal{E}^\otimes n(\nu)^{\frac{1}{2}} \mathcal{F}^\otimes n(\nu)^{\frac{1}{2}} \leq \text{tr} \left( \mathcal{E}(\text{id}_{\mathcal{A}_1 \otimes \mathcal{A}_2})^\otimes n \right)^{\frac{1}{2}} \left( \mathcal{F}(\text{id}_{\mathcal{A}_1 \otimes \mathcal{A}_2})^\otimes n \right)^{\frac{1}{2}} = \left( \text{tr} \mathcal{E}(\text{id}_{\mathcal{A}_1 \otimes \mathcal{A}_2})^\otimes n \mathcal{F}(\text{id}_{\mathcal{A}_1 \otimes \mathcal{A}_2})^\otimes n \right)^{\frac{1}{2}}.$$  

For the other term, observe that for any $\nu \in S(\mathcal{A}_1^\otimes n \otimes \mathcal{A}_2^\otimes n)$, by definition of the max-relative entropy between channels, we have

$$\mathcal{E}^\otimes n(\nu) \leq 2D_{\max}(\mathcal{E}^\otimes n||\mathcal{F}^\otimes n) \mathcal{F}^\otimes n(\nu).$$

In addition, we have $D_{\max}(\mathcal{E}^\otimes n||\mathcal{F}^\otimes n) = nD_{\max}(\mathcal{E}||\mathcal{F})$ [2, Lemma 12]. Now use the operator anti-monotonicity of the function $x \mapsto x^{-\frac{1}{2}}$ [18, Table 2.2], we have $\mathcal{F}^\otimes n(\nu)^{-\frac{1}{2}} \leq 2^n nD_{\max}(\mathcal{E}||\mathcal{F}) \mathcal{E}^\otimes n(\nu)^{-\frac{1}{2}}$ and hence

$$\text{tr} \mathcal{E}^\otimes n(\nu)^{\frac{1}{2}} \mathcal{F}^\otimes n(\nu)^{-\frac{1}{2}} \leq 2^n nD_{\max}(\mathcal{E}||\mathcal{F}) \text{tr} \mathcal{E}^\otimes n(\nu) = 2^n nD_{\max}(\mathcal{E}||\mathcal{F}).$$

As a result, for $C := \log (1 + 2^n D_{\max}(\mathcal{E}||\mathcal{F}) + \text{tr} \mathcal{E}(\text{id}_{\mathcal{A}_1 \otimes \mathcal{A}_2})^\otimes n \mathcal{F}(\text{id}_{\mathcal{A}_1 \otimes \mathcal{A}_2})^\otimes n)$ we have $\log \mu' \leq nC$. Note that $C < \infty$ is a constant independent of $n$ or $m$ because by assumption $D_{\max}(\mathcal{E}||\mathcal{F}) < \infty$. Putting things together we get

$$\frac{1}{mn} D_{\max}'(\mathcal{E}^\otimes n(\rho_{A_1 A_2}))^\otimes m \parallel (\mathcal{F}^\otimes n(\sigma_{A_1 A_2}))^\otimes m \leq D(\rho_{A_2}||\sigma_{A_2}) + \frac{4(\log \mu) g(\varepsilon)}{\sqrt{n}} + \frac{1}{n} \left( \max_{\nu \in S(\mathcal{A}_1^\otimes n \otimes \mathcal{A}_2^\otimes n)} D(\mathcal{E}^\otimes n(\nu)||\mathcal{F}^\otimes n(\nu)) + \frac{4Cn \sqrt{g(\varepsilon')}}{\sqrt{m}} - \log(1 - \varepsilon) \right).$$

Now choose $m = n, \varepsilon_n = \frac{1}{5n}, \varepsilon' = \frac{1}{5}$ and note that $2g(\varepsilon_n) = 2\log (162n^2) \leq n$ for large enough $n$, so that (13) is applicable. As a result, using (14), the left hand side gives in the limit $n \to \infty$:

$$\lim_{n \to \infty} \frac{1}{n^2} D_{\max}(\mathcal{E}^\otimes n(\rho_{A_1 A_2})^\otimes n \parallel (\mathcal{F}^\otimes n(\sigma_{A_1 A_2})^\otimes n) \geq D(\mathcal{E}(\rho_{A_1 A_2})||\mathcal{F}(\sigma_{A_1 A_2})),$$

and the right hand side gives in the limit $n \to \infty$:

$$D(\rho_{A_2}||\sigma_{A_2}) + \lim_{n \to \infty} \frac{1}{n} \max_{\nu \in S(\mathcal{A}_1^\otimes n \otimes \mathcal{A}_2^\otimes n)} D(\mathcal{E}^\otimes n(\nu)||\mathcal{F}^\otimes n(\nu)),$$

which thus completes the proof. \qed

An important corollary to Theorem 3.5 is when the maps are of the form $I \otimes \mathcal{E}$ and $I \otimes \mathcal{F}$. In this case, in the right hand side, we get the more common (stabilized) relative entropy between channels.

**Corollary 3.7.** Let $\mathcal{E} \in \text{TPCP}(A, B)$ and $\mathcal{F} \in \text{CP}(A, B)$. Then

$$\sup_{\rho_{RA}, \sigma_{RA} \in S(R \otimes A)} D(\mathcal{E}(\rho_{RA})||\mathcal{F}(\sigma_{RA})) - D(\rho_{RA}||\sigma_{RA}) = D^{\text{res}}(\mathcal{E}||\mathcal{F}),$$

where the supremum is over all possible finite dimensional systems $R$. In other words,

$$D^{A}(\mathcal{E}||\mathcal{F}) = D^{\text{res}}(\mathcal{E}||\mathcal{F}).$$
We note that another interesting feature of (19) is that it shows that for any system \(D\) that a specific structure their channel relative entropy is additive under the tensor product which implies as this quantity is not additive under tensor products as shown by Proposition 3.1. For channels with \(I\) channels quantum channel discrimination. This is discussed in detail in Section 3.4. Theorem 3.5 applied to is correct because of the operational interpretation of these two quantities in the area of asymptotic quantum channel discrimination. This is discussed in detail in Section 3.4. Theorem 3.5 applied to

Proof. It is known that

\[ D^{\text{reg}}(\mathcal{E} \parallel \mathcal{F}) \leq D^A(\mathcal{E} \parallel \mathcal{F}), \]

is correct because of the operational interpretation of these two quantities in the area of asymptotic quantum channel discrimination. This is discussed in detail in Section 3.4. Theorem 3.5 applied to

Remark 3.8 (Examples where the chain rule is single-letter). We note that the regularized relative entropy term in Theorem 3.5 cannot be single-letterized in full generality without weakening the bounds as this quantity is not additive under tensor products as shown by Proposition 3.1. For channels with a specific structure their channel relative entropy is additive under the tensor product which implies that \(D^{\text{reg}}(\mathcal{E} \parallel \mathcal{F}) = D(\mathcal{E} \parallel \mathcal{F})\). Examples of such channels are

(i) classical-quantum channels [2, Lemma 25]

(ii) covariant channels with respect to the unitary group [15, Corollary II.5]

(iii) \(\mathcal{E}\) arbitrary and \(\mathcal{F}\) a replacer channel (i.e., \(\mathcal{F}(X) = \omega \text{tr } X\) for \(\omega \in S(B)\)) [2, Proposition 41].

Remark 3.9 (Relaxation of the chain rule). We can single-letterize the chain rule from Theorem 3.5 by replacing the regularized channel relative entropy term with the Belavkin-Stasewski channel relative entropy defined by \(\tilde{D}(\mathcal{E} \parallel \mathcal{F}) := \max_{\phi \in S(A \otimes A)} \text{tr } \mathcal{E}(\phi) \log (\mathcal{E}(\phi)^{1/2} \mathcal{F}(\phi)^{-1/2} \mathcal{E}(\phi)^{1/2})\). We note that the logarithmic trace inequality [14, 1] (see also [18, Theorem 4.6]) ensures that \(D(\mathcal{E} \parallel \mathcal{F}) \leq \tilde{D}(\mathcal{E} \parallel \mathcal{F})\). Furthermore, the Belavkin-Stasewski channel relative entropy is additive under tensor products [9, Lemma 6]. Another benefit from this relaxation is the fact that \(\tilde{D}(A \parallel B)\) has an explicit form and is thus efficiently computable [9, Lemma 5].

3.4 Asymptotic quantum channel discrimination

A fundamental task in quantum information theory is to distinguish between two quantum channels \(\mathcal{E}, \mathcal{F} \in \text{TPCP}(A, B)\). For this problem one usually differentiates between two different classes of strategies:

(a) Non-adaptive strategies (also called parallel strategies): Here we are given “black-box” access to \(n\) uses of a channel \(\mathcal{G}\), which is either \(\mathcal{E}\) or \(\mathcal{F}\), that can be used in parallel before performing a measurement. More precisely, for an arbitrary state \(\rho_{A^R} \in S(A_1 \otimes \ldots \otimes A_n \otimes R)\) with a reference system \(R\) we create the state \(\sigma_{B^{R}} = G^{\otimes n}(\rho_{A^R})\) and perform a measurement on \(\sigma_{B^{R}}\). Based on the measurement outcome we try to guess if \(\mathcal{G} = \mathcal{E}\) or \(\mathcal{G} = \mathcal{F}\). The protocol is depicted in Figure 2a. It has been shown recently [25, Theorem 3] that in the asymmetric regime where we fix the type-I error to be bounded by \(\varepsilon\), the asymptotic optimal rate of the type-II error exponent is given by \(D^{\text{reg}}(\mathcal{E} \parallel \mathcal{F})\), when \(\varepsilon\) goes to 0.

(b) Adaptive strategies (also called sequential strategies): Here we are also given “black-box” access to \(n\) uses of a channel \(\mathcal{G}\) which is either \(\mathcal{E}\) or \(\mathcal{F}\). However unlike in the non-adaptive scenario, after each use of a channel we are allowed to perform an adaptive trace-preserving completely positive map \(\mathcal{N} \in \text{TPCP}(B \otimes R, A \otimes R)\) before we perform a measurement at the end. More precisely, for an arbitrary state \(\rho_{AR}^{(0)} \in S(A \otimes R)\) we create \(\rho_{AR}^{(k)} = (\mathcal{N} \circ \mathcal{G})(\rho_{AR}^{(k-1)})\) for \(k = 1, \ldots, n\). Finally we
perform a measurement on \( \rho_{AB}^{(n)} \) and based on the outcome try to guess if \( G = \mathcal{E} \) or \( G = \mathcal{F} \). The strategy is depicted in Figure 2b. The asymptotically optimal rate of the type-II error exponent for this strategy is given by \( D^A(\mathcal{E} \parallel \mathcal{F}) \) [25, Theorem 6].

Because a non-adaptive strategy can be viewed as a particular instance of an adaptive strategy [4] it follows that adaptive strategies are clearly as powerful as non-adaptive ones, which in technical terms means

\[
D^{\text{reg}}(\mathcal{E} \parallel \mathcal{F}) \leq D^A(\mathcal{E} \parallel \mathcal{F}).
\]

It has been an open question if adaptive strategies can be more powerful for the task of asymptotic quantum channel discrimination. For some special classes of channels, such as classical and classical-quantum channels it has been shown that adaptive protocols cannot improve the error rate for asymmetric channel discrimination [13, 2]. Corollary 3.7 now proves that this is the case for all quantum channels because

\[
D^{\text{reg}}(\mathcal{E} \parallel \mathcal{F}) = D^A(\mathcal{E} \parallel \mathcal{F}).
\]

We note that this is surprising for various reasons. In the symmetric Chernoff setting [7, 12, 8] adaptive protocols offer an advantage over non-adaptive ones. Furthermore, in the non-asymptotic setting adaptive protocols also outperform non-adaptive strageties [7, 12, 16].
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