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We summarize the main lessons for causal hydrodynamics/second order hydrodynamics/Israel-Stewart theory from string theory. Based on an invited talk presented at NFQCD2008 Symposium (March 3-6, 2008, YITP).

§1. String theory and quark-gluon plasma

Causal hydrodynamics is one of the most active areas in the studies of quark-gluon plasma (QGP), and I will tell you the implications of string theory on this issue.1)–3)

I first review the relation between QGP and string theory quickly in this section. Then, I explain the basic idea of causal hydrodynamics pedagogically in Sec. 2. Our aim is to study causal hydrodynamics from string theory which is described in Sec. 3. Actually, a number of papers appeared recently on this issue.4)–6) In particular, our paper has many overlaps with Ref. 5).

Our main tool is the so-called AdS/CFT duality.16) The AdS/CFT duality claims that a finite temperature gauge theory at strong coupling is dual to a black hole. A black hole appears since a black hole is a thermal system as well. Due to the Hawking radiation, a black hole has the notion of temperature: this is the reason why there can be a correspondence between these two in the first place. Since QGP is exactly a finite temperature gauge theory system at strong coupling, our aim is to study QGP using black holes.

According to RHIC experiment, QGP behaves like a fluid with a very low viscosity. Then, the AdS/CFT duality implies that a black hole also behaves like a fluid with a low viscosity. In fact, black holes and hydrodynamic systems behave similarly (Fig. 1). For example, consider a water pond and drop some object. Then, you generate surface waves, but they decay quickly, and the water pond returns to a state of stable equilibrium. This is a dissipation phenomenon; in hydrodynamics, the dissipation is a consequence of viscosity.

Black holes behave similarly. Again drop some object to a black hole. Then, the shape of the black hole horizon is distorted, but such a perturbation is not stable. It decays quickly, and the black hole returns to the original symmetric shape. If you regard this as a dissipation as well, the dissipation occurs in this case since the perturbation is absorbed by the black hole. Thus, you can consider the notion
of viscosity for black holes as well, and the “viscosity” for black holes should be calculable from such a process.

The phenomenon I am talking about is in general known as a relaxation phenomenon. In a relaxation phenomenon, you add perturbations and see how they decay. A relaxation phenomenon is the subject of nonequilibrium statistical mechanics or hydrodynamics. The important quantities there are transport coefficients. Examples are bulk and shear viscosities, speed of sound, thermal conductivity, and so on. They measure different physical properties, but they all measure how some effect propagates. This is the characteristic of transport coefficients. One can compute all these quantities from the AdS/CFT duality, but the AdS/CFT duality is especially useful to determine the ratio of the shear viscosity $\eta$ to the entropy density $s$. This is due a universality; namely, its value does not depend on the details of gauge theories.

According to the AdS/CFT duality, this ratio is always

$$\frac{\eta}{s} = \frac{\hbar}{4\pi k_B}$$  \hspace{1cm} (1.1)

in the strong coupling limit. This result has first been shown for the $\mathcal{N} = 4$ SYM (super-Yang-Mills theory),\(^{17,18}\) which is the simplest version of the AdS/CFT duality. This theory is conformal, i.e., a theory with no scale. But the result has been extended into various theories, and the result is true for all known examples:\(^{19–29}\)

- Nonconformal plasmas
- Plasmas in different spacetime dimensions
- Plasmas at finite chemical potential
- Plasmas with flavor
- Time-dependent plasma

As one can see from Table I, RHIC in fact suggests that QGP has a very low viscosity, which is close to the AdS/CFT value. On the other hand, the naive extrapolation of the perturbative QCD gives a much larger value. So, the perturbative QCD seems inaccurate and QGP seems strongly-coupled. This AdS/CFT may be useful to analyze QGP further. [See Refs. 33–37 for further details.]

| AdS/CFT duality:              | $\eta/s = 1/(4\pi)$ |
|-------------------------------|----------------------|
| RHIC:                         | $\eta/s \sim O(0.1)$ |
| Naive extrapolation of the perturbative QCD: | $\eta/s \sim O(1)$ |
| Lattice result for a pure gauge theory: | $1 < 4\pi \eta/s < 2$ for $1.2T_c < T < 1.7T_c$ |

Table I. Various estimates of $\eta/s$. 

---

| $\eta/s = 1/(4\pi)$ |
|----------------------|
| $\eta/s \sim O(0.1)$ |
| $\eta/s \sim O(1)$ |
| $1 < 4\pi \eta/s < 2$ for $1.2T_c < T < 1.7T_c$ |

Figure 1. When one adds a perturbation to a black hole, the black hole behavior is similar to a hydrodynamic system. In hydrodynamics, this is a consequence of viscosity.


2. Brief review of causal hydrodynamics

2.1. Basic idea of causal hydrodynamics

The hydrodynamic description of QGP using the AdS/CFT duality is very successful, but this cannot be the end of the story:

- First, standard hydrodynamics (first-order theory)\(^{38,39}\) has many severe problems; e.g., it does not satisfy causality.
- One can restore causality, but one is forced to introduce a new set of transport coefficients. The resulting theory is known as “causal hydrodynamics.” It is also known as “second-order hydrodynamics” or “Israel-Stewart theory.”\(^{40–42}\) [See Refs. 43–46, 48] for reviews.]
- Such coefficients may become important in the early stages of QGP formation, but little is known about these coefficients.

Causal hydrodynamics has been widely discussed in the heavy-ion literature.\(^\star\)

For example, a number of groups recently reported the results of QGP simulations using causal hydrodynamics.\(^{49–55}\) It is not my purpose to review these works, but some groups claim that \(\eta/s\) must be smaller than \(1/(4\pi)\) to fit the experiment. If true, this would give a serious problem to the AdS/QGP program, but there are several potential problems. One possible problem is that they use the AdS/CFT value for \(\eta/s\), but they use the weak coupling result for causal hydrodynamics. This is understandable since almost none is known about causal hydrodynamics. But is it really fine? So, we will study it using the AdS/CFT duality.

In order to explain causal hydrodynamics, let me first remind you of standard hydrodynamics itself. Actually, hydrodynamics is rather complicated; the main object of hydrodynamics is the energy-momentum tensor, and it has two spacetime indices which complicates the story. Instead I use a charge diffusion as an example.

There are two basic equations for the charge diffusion:

\[
\text{conservation equation: } \partial_\mu J^\mu = 0 \ ,
\]

\[
\text{“constitutive equation”: } J_\mu = -D \partial \rho \ .
\]

The constitutive equation tells that a charge gradient produces a current. Such a law is widely known in nature; Ohm’s law is another example. For the charge diffusion, it is known as “Fick’s law.” The proportionality constant is the diffusion constant \(D\); it is a definition of the diffusion constant. If one combines these equations, \(\rho\) and \(J_\mu\) decouple, and one gets the equation for \(\rho\) only:

\[
\partial_0 \rho - D \partial^2 \rho = 0 \ ,
\]

which is nothing but the diffusion equation. A propagating solution \(\rho \propto e^{-iwt+iqz}\) leads to the dispersion relation

\[
w = iDq^2 .
\]

This is the form we will encounter over and over again.

\(^\star\) For a recent discussion, see, e.g., Ref. 47) and references therein.
Hydrodynamic case is similar. Again one has the conservation equation and the constitutive equation:

$$\partial_{\mu}T^{\mu\nu} = 0 ,$$  \hspace{1cm} (2.5a)

$$T_{ij} = P\delta_{ij} - \eta(\partial_{i}u_{j} + \partial_{j}u_{i} - \frac{2}{3}\delta_{ij}\partial_{k}u_{k}) - \zeta\delta_{ij}\partial_{k}u_{k} .$$  \hspace{1cm} (2.5b)

The first term of Eq. (2.5b) represents the familiar pressure part of the energy-momentum tensor, and the rest represents the dissipative part; this part defines the shear viscosity and the bulk viscosity. For the charge diffusion, $\rho$ and $J_i$ decoupled.

Similarly, carry out the tensor decomposition. In this case, one gets the scalar, vector, and tensor modes. Again they decouple from each other. The scalar mode is often called as the “sound mode,” and the vector mode is called as the “shear mode.” The transport coefficients appear in the modes in Table II.

| currents | tensor decomposition | transport coefficients |
|----------|----------------------|------------------------|
| $J_{\mu}$ | scalar mode (“diffusive”) | $D$ |
| | vector mode | $\cdot$ |
| $T_{\mu\nu}$ | scalar mode (“sound”) | $\nu_s$, $\eta$, ($\zeta$) |
| | vector mode (“shear”) | $\eta$ |
| | tensor mode | $\cdot$ |

Table II. Tensor decomposition and the transport coefficients which appear in each channels. Here, $\nu_s$ and $\zeta$ are the speed of sound and the bulk viscosity, respectively. ($\zeta$ vanishes for conformal theories, so it is written in parenthesis.)

Now, let us go back to the diffusion equation. Mathematically, Eq. (2.3) is parabolic: it has first derivative in time but has second derivatives in space. Such an asymmetry is important for the physics of diffusion, but this means that it does not satisfy causality. For example, look at the familiar solution of the diffusion equation in (1+1)-dimensions:

$$\rho \sim \frac{1}{\sqrt{4\pi Dt}} \exp \left(-\frac{x^2}{4Dt}\right) .$$  \hspace{1cm} (2.6)

This solution starts with the delta-function distribution, and it is smeared as the time passes. The point is that it is nonzero everywhere. In particular, it is nonvanishing even outside the lightcone, so it does not satisfy causality. Another way to see the acausality is to look at propagation speeds. From the dispersion relation (2.4), both the phase and group velocities diverge like $q$ with no bound. It is clear that the problem comes from the asymmetry in the number of derivatives in Eq. (2.3). Thus, in order to restore causality, one needs a hyperbolic equation such as the Klein-Gordon equation.

So, what is wrong? We have two equations, the conservation equation and Fick’s law. The conservation equation must be true, so what is wrong is Fick’s law. So, modify Fick’s law as follows:

$$\tau_{J}\partial_{0}J_{i} + J_{i} = -D\partial_{i}\rho .$$  \hspace{1cm} (2.7)

The first term is a new term added, and $\tau_{J}$ is a new parameter. When $\tau_{J} = 0$, it gives the original diffusion equation. What is the physical interpretation of $\tau_{J}$?
Suppose that the charge gradient vanishes at some instance, $\partial_t \rho = 0$ for $t = 0$. Then, Fick’s law \(^2\) tells that the current vanishes immediately, *i.e.*, $J_i(t) = 0$ for $t \geq 0$. But this sounds unnatural; in reality, the current should decay in some finite time period. The modified law \(^2\) incorporates this effect. In fact, Eq. \(^2\) has the solution where the current decays exponentially: $J_i(t) = J_i(0)e^{-t/\tau_J}$. Namely, $\tau_J$ is the relaxation time for the charge current. The standard diffusion equation is the case where the relaxation happens very fast so that you can approximate $\tau_J = 0$.

Now, combine the conservation equation with the modified law: in this case, one gets the telegrapher’s equation:

$$\tau_J \partial_0^2 \rho + \partial_0 \rho - D \partial_i^2 \rho = 0 . \quad (2 \cdot 8)$$

This is a hyperbolic equation. The new term is second derivative in time, so it becomes important at early time or for rapid evolution. By now, it should be clear that what we have done is just an *effective theory expansion in higher orders*. Hydrodynamics is just an effective theory, so phenomenologically one has infinite number of parameters. If one wants to go beyond the standard hydrodynamics, it is natural that one needs more parameters. That is why causal hydrodynamics requires more parameters.

A combination of $D$ and $\tau_J$ gives a quantity with a dimension of speed:

$$v_{\text{front}}^2 := D/\tau_J . \quad (2 \cdot 9)$$

This gives the characteristic velocity for the signal propagation. The characteristic velocity determines the rate at which discontinuities in the perturbations propagate in the fluid. So, if this speed is less than the speed of light, causality is fine. Let us rewrite the telegrapher’s equation in momentum space. In the hydrodynamic limit or in the low energy limit, one gets

$$w = -iDq^2 - iD^2 \tau_J q^4 + O(q^6) . \quad (2 \cdot 10)$$

The first term is the familiar dispersion relation \(^2\) we saw earlier and the second term is the correction due to causal hydrodynamics. We will obtain such a correction from the AdS/CFT duality.

Our story is so far heuristic, but Israel carried out a systematic analysis and introduced 5 new coefficients. Among them, there are 3 relaxation times. See Table III\(^**\) The transport coefficients appear in the diffusive, shear, and sound modes.

\(^\circ\) One often calls it just as the “relaxation time” in literature, but one had better specify what is relaxing. We will see 3 relaxation times below corresponding to different currents. Even if you focus, *e.g.*, on the charge diffusion, one still needs a distinction since the diffusion constant $D$ itself defines the relaxation time for the charge density for a system with size $L$, *i.e.*, $\tau_{\rho} := L^2/D$. The relaxation time $\tau_J$ means that the current becomes dynamical in causal hydrodynamics.

\(^**\) A historical anecdote: The modification of the diffusion equation by the telegrapher’s equation \(^2\) has a long history. It first appeared in a work of Maxwell in the context of heat transfer. Early works based on kinetic theory include Cattaneo, Grad, Morse and Feshbach, and Vernotte. The problem of acausality was first noted by Cattaneo. See Sec. VIII of Ref. 61 for the detailed history.

\(^***\) Our notations and conventions are similar to those of Ref. 46). In particular, one often writes our $\tau_\pi$ as $\tau_H$ in literature, but we use $\tau_H$ for another relaxation time.
Each mode has its own relaxation time, so there are 3 relaxation times. But little is known about these coefficients. Just like hydrodynamics, causal hydrodynamics is a framework: it does not tell the values of these parameters. So, we determine these coefficients from the AdS/CFT duality.

| currents | tensor decomposition | first-order theory | second-order theory |
|----------|---------------------|--------------------|---------------------|
| $J_\mu$  | scalar mode ("diffusive") | $D$ | $\tau_J$ |
|          | vector mode         | -                  | -                   |
| $T_{\mu\nu}$ | scalar mode ("sound") | $v_s, \eta, (\zeta)$ | $\tau_s, (\tau II)$ |
|          | vector mode ("shear") | $\eta$             | $\tau_s$            |
|          | tensor mode         | -                  | -                   |

Table III. Tensor decomposition and the transport coefficients including the second-order theory.

The quantities in parentheses vanish for conformal theories.

I will not show the actual formalism since it is rather complicated, but let me describe Israel’s basic procedure. First, consider a state of equilibrium. Recall the first law $Tds = d\epsilon - \mu dp$; it tells that the entropy density $s$ is not an independent variable, but rather $s = s(\epsilon, \rho)$. Similarly, assume that the entropy current is a function of currents even for a nonequilibrium state: $s^\mu = s^\mu(T_{\mu\nu}, J_\mu)$. So, just write down the most general combinations of these currents. When $s$ is first order in currents, one gets standard hydrodynamics. If you include up to second order, you get the Israel-Stewart theory. But there is one constraint: the entropy must satisfy the second law. Thus, compute $ds$ and require that $ds$ is positive-definite. For example, $ds$ roughly includes a term like $ds \sim - J^i \partial_i \rho + \cdots$. Then, $ds$ is positive-definite if you require $J_i \propto \partial_i \rho$. This is just the constitutive equation (2.2). Namely, you determine the generic form of constitutive equations so that the second law is satisfied.

Even though Israel’s formalism is rather complicated, it is enough to consider the case of linear perturbations in order to obtain these coefficients; namely, we study plasmas near equilibrium. The real analysis is still tedious, but at the end of the day, the charge diffusion and the shear mode just take the form of the telegrapher’s equation (2.10). That is why I used the heuristic example of charge diffusion.

2.2. **FAQ**

In this subsection, I describe some further details of causal hydrodynamics.

2.2.1. Q: Does causal hydrodynamics completely resolve the issue of causality?

In order to explain causal hydrodynamics, I focused on the issue of causality. However, the issue of causality cannot be completely resolved by causal hydrodynamics since causal hydrodynamics is just an effective theory. In order to check causality, one needs a dispersion relation which is valid for all energy. But then the other higher order terms can contribute, so the issue of causality can be answered only if you sum all terms in the effective theory expansion. In other words, acausality of first-order theories simply tells that you are outside the domain of validity. (Anyway, causality should be fine in the AdS/CFT duality since general relativity respects causality.)
2.2.2. Q: Then, how is causal hydrodynamics really useful?

The argument of Sec. 2.2.1 may raise the question how causal hydrodynamics is really useful. Actually, standard hydrodynamics has the other difficulties such as instability and lack of relativistic covariance, and these problems can be fixed by causal hydrodynamics.

- **Instabilities:** In a series of papers, Hiscock and Lindblom have studied this issue extensively.\(^{(62)-^{65}}\) They have shown that first-order theories are unstable under small perturbations for a *moving* fluid.\(^{(62)}\) Causal hydrodynamics is free from this problem.\(^{(63)}\) From a practical point of view, the instability implies that you have no control on numerical simulations as soon as viscosity is introduced. For a numerical simulation, you are forced to consider causal hydrodynamics.

- **Lack of relativistic covariance:** Even though first-order theories look covariant, they actually spoil covariance. In order to guarantee covariance, one needs to take into account some second order terms. But then one had better consider the full second-order theory. This problem is clear from the discussion of instabilities. Hiscock and Lindblom found the instabilities for a moving fluid, but a moving fluid must be just a change of frame from a static fluid, so one should not find new instabilities if the theory is really covariant. This is one reason why the “Landau-Lifshitz frame” is sometimes better than the “Eckart frame.”\(^{(7)}\)

2.2.3. Q: Is it appropriate to truncate at second order?

Another common question is if it is appropriate to truncate at second order: once second order terms become important, all higher order terms can be important in general. This is a common problem to an effective theory. However, in order to really know the range of the validity of an effective theory, one needs to go to higher order terms. For example, if second order terms are small, then the first-order theory may be enough. Another possibility is that third order terms are small; then, it may be fine to truncate at second order. Unfortunately, neither of these possibilities are true from the AdS/CFT analysis of gauge theory plasmas in next section.

§3. Causal hydrodynamics from AdS/CFT

Let us go back to Table III. In the charge diffusion, a relaxation time \(\tau_J\) appeared as a new parameter. Another relaxation time \(\tau_\pi\) appears in the sound mode as well as in the shear mode. Also, one another relaxation time \(\tau_H\) can appear in general, but it vanishes for conformal theories. This gives 3 coefficients of causal hydrodynamics. Israel introduced 2 other coefficients, \(\alpha_0\) and \(\alpha_1\), but they vanish for black holes with no R-charge (They correspond to gauge theories at zero chemical potential), so we

\(^{(*)}\) For a nonequilibrium state, one in general has various flows associated with different currents, so the notion of the “fluid rest frame” is ambiguous: a different flow defines a different “fluid rest frame.” Two commonly used choices are the Eckart frame and the Landau-Lifshitz frame. However, they are not just a choice of frame in the first-order theories but they are actually different theories since first-order theories lack covariance. This is one reason why some problems of first-order theories are more severe in one “frame.”
can ignore them. This leaves $\tau_\pi$ and $\tau_J$ as interesting quantities. Determining these coefficient is our primary goal.

What lessons should we learn? Here are some questions we would like to address:

- Do gauge theory plasmas really fit into the framework of the Israel-Stewart theory?
- Is there any universality or any generic feature for the relaxation time?
- How does the relaxation time change with the coupling?

3.1. **Do gauge theory plasmas really fit into the framework of the Israel-Stewart theory?**

Until now, I have used the words “causal hydrodynamics” and “Israel-Stewart theory” interchangeably, but they are actually different notions. The Israel-Stewart theory is not a unique solution to causal hydrodynamics as described in Sec. 3.4.

Thus, one had better ask if gauge theory plasmas fit into the Israel-Stewart theory. We will consider one consistency check. Here are the actual dispersion relations for the shear mode and for the sound mode, respectively:

\[
\begin{align*}
\omega &= -iD_\eta q^2 - iD_\eta^2 \tau_\pi q^4 + O(q^6), \\
\omega &= v_s q - i \frac{d_s - 1}{d_s} D_\eta q^2 + \frac{1 - 1/d_s}{2v_s} D_\eta \left( 2v_s^2 \tau_\pi - \frac{d_s - 1}{d_s} D_\eta \right) q^3 + O(q^4),
\end{align*}
\]

where $D_\eta := \eta/\epsilon$, and $d_s$ is the number of spatial dimensions. The relation (3.1b) is valid only for conformal theories where $\zeta = \tau_I = 0$. The relation for the shear mode just takes the form of the telegrapher’s equation (2.10). The sound mode is in general more complicated, but note that $\tau_\pi$ appears both in the shear mode and in the sound mode. So, the relaxation time $\tau_\pi$ can be determined both from the shear mode and from the sound mode independently. This is the consistency check we will check. So, do they agree? The answer is no.

| Geometry   | shear mode                      | sound mode                      |
|------------|---------------------------------|---------------------------------|
| SAdS$_4$ (M2) | $\frac{9 - (9 \ln 3 - \sqrt{3} \pi)}{24\pi T}$ | $\frac{18 - (9 \ln 3 - \sqrt{3} \pi)}{24\pi T} \sim 0.18$ fm |
| SAdS$_5$ (D3) | $\frac{1 - \ln 2}{2\pi T}$ | $\frac{2 - \ln 2}{2\pi T} \sim 0.21$ fm |
| SAdS$_7$ (M5) | $\frac{18 - (9 \ln 3 + \sqrt{3} \pi)}{24\pi T}$ | $\frac{36 - (9 \ln 3 + \sqrt{3} \pi)}{24\pi T} \sim 0.27$ fm |

Table IV. The relaxation time $\tau_\pi$ computed both from the shear mode and from the sound mode.

Numerical values shown correspond to $T^{-1} = 1$ fm.

Our results are summarized in Table IV. As you can see, the results from the shear mode and from the sound mode do not coincide. This suggests that one should not take the Israel-Stewart theory too literally. The problem is that the Israel-Stewart theory is really an effective theory and one should not exceeds the validity

* These results can be summarized in a simple form by harmonic numbers.\(^{15}\)
of the effective theory. The dispersion relation in the shear mode \((3.1a)\) is unreliable due to the contamination from the “third-order hydrodynamics.” In the third-order hydrodynamics, \(O(q^4)\) terms can appear in the telegrapher’s equation \((2.8)\), which can spoil the dispersion relation \((2.10)\) at \(O(q^4)\). Namely, the disagreement implies that third order terms are not small in this case. Similarly, the estimate of \(\tau_f\) in the diffusive mode is also unreliable from the same problem. On the other hand, the sound mode is free from this problem. Thus, we will not discuss \(\tau_f\) further, and we will use the sound mode results for physical interpretation of \(\tau_\pi\).

3.2. Is there any universality or any generic feature for the relaxation time?

The next question is if there is any universality or any generic feature for the relaxation time \(\tau_\pi\). This question is important since we cannot directly compute it for QCD at this moment. Instead, we analyze several black holes or several gauge theories to find any generic behavior. We analyze Schwarzschild-AdS black holes (SAdS) in various dimensions. For example, the SAdS\(_5\) corresponds to the D3-brane in Type IIB superstring, and it is dual to the \(\mathcal{N} = 4\) SYM. The SAdS\(_4\) (SAdS\(_7\)) corresponds to the M2-brane (M5-brane) in 11-dimensional supergravity, and it is dual to a 3-dimensional (7-dimensional) conformal theory.

As you can see from Table IV, the relaxation time is not the same among different theories. Also, there is no obvious universality, but their numerical values are similar. To be more specific, get some numbers. First, recall that \(hc \sim 197\) MeVfm and 197 MeV is not far from the QCD transition temperature. So, I use 1 fm for the inverse temperature. Then, \(\tau_\pi \sim 0.2\) fm for all theories we consider.

Table V compares the speed of signal propagation and the speed of sound \(v_s\) in these theories. As one can see from \((3.1a)\), the combination \(D_\eta\) plays the same role as the diffusion constant \(D\), so we define the speed of signal propagation \(v_{\text{front}}\) as \(v_{\text{front}}^2 := D_\eta/\tau_\pi\) just like Eq. \((2.9)\). Then, \(v_{\text{front}}\) is not far from \(v_s\).

| theory   | \(v_{\text{front}}\) | \(v_s\) |
|----------|----------------------|--------|
| SAdS\(_4\)  | 0.67  | 0.70 |
| SAdS\(_5\)  | 0.62  | 0.58 |
| SAdS\(_7\)  | 0.54  | 0.44 |

Table V. Comparison of the signal propagation \(v_{\text{front}}\) and the speed of sound \(v_s\).

3.3. How does the relaxation time change with the coupling?

The last question is how the relaxation time changes as you change the coupling constant. We use the AdS/CFT duality, so our computations are strong coupling results. There is one weak coupling estimate, so let us compare the weak coupling result with the strong coupling results.

Israel and Stewart estimated the relaxation time for a Boltzmann gas. Namely, they use the kinetic theory or the Boltzmann equation to estimate \(\tau_\pi\), so this is a dilute gas approximation. They estimated the ratio of \(\tau_\pi/\eta\) and here is the result as well as the \(\mathcal{N} = 4\) prediction:

\[
\frac{\tau_\pi^{(\text{kinetic})}}{\eta} = \frac{3}{2p} = \frac{6}{Ts},
\] (3.2)
The first relation in Eq. (3.2) is the Israel-Stewart result; in writing the second one, we used $\epsilon = 3p$ (valid for a conformal theory) and $\epsilon + p = Ts$ in order to compare it with the $\mathcal{N} = 4$ result. They have different functional forms, but their numerical values are not so far from each other. This suggests that the ratio $\tau_\pi/\eta$ does not strongly depend on the coupling unlike $\eta/\epsilon$. Incidentally, it must be stressed that $\tau_\pi$ itself does strongly depend on the coupling; this is because $\eta$ strongly depends on the coupling. But the ratio $\tau_\pi/\eta$ does not seem to depend on the coupling strongly.

3.4. Issue of formalism(s)

So far we focus on the Israel-Stewart theory since most heavy-ion literature uses the Israel-Stewart theory. But the Israel-Stewart theory may not be the most general effective theory, and there are the other candidates:

1. Israel-Stewart theory
2. Israel-Stewart theory modified by Ref. 5)
3. “divergence-type theories”66),67)
4. Carter’s formalism68)

In fact, Ref. 5) introduced 4 new coefficients $\kappa$ and $\lambda_{1,2,3}$ in addition to the coefficients which Israel-Stewart introduced. They argue that such terms are allowed in general from conformal invariance, and in some cases they are mandatory for consistency. The coefficient $\kappa$ incorporates the curved (boundary) spacetime effect, and it vanishes for gauge theories in flat spacetime. The coefficients $\lambda$'s are the coefficients in nonlinear terms; we focus on linear perturbations, and we can safely ignore them. It may not be surprising that the Israel-Stewart theory misses some nonlinear terms; Hiscock and Lindblom have shown that the Israel-Stewart theory fails to be hyperbolic for nonlinear perturbations.64),65) Table VI summarizes all transport coefficients for second-order theories known so far; there are at least 9 coefficients.

| Israel-Stewart theory | Baier et al. (conformal) |
|-----------------------|--------------------------|
| $\beta_0$ (or $\tau_\eta$), $\beta_1$ (or $\tau_J$), $\beta_2$ (or $\tau_\pi$) | $\kappa$ |
| $\alpha_0, \alpha_1$ | $\lambda_1, \lambda_2, \lambda_3$ |
| Relaxation time for viscous stress | Effect for curved (boundary) spacetimes |
| Coupling between $J_\mu$ and $T_{\mu\nu}$ | Nonlinear terms |

Table VI. The list of transport coefficients for second-order theories. The Israel-Stewart theory has 5 coefficients, and Baier et al. introduced 4 more (for conformal theories);5) one needs more coefficients for nonconformal theories.

At this moment, it is not clear how these formalisms in the list are related to each other. However, if one focuses on the linear perturbations, these formalisms are all

$^*$ The finite coupling correction to $\tau_\pi/\eta$ has been computed for the $\mathcal{N} = 4$ theory.12) The result seems consistent with the expectation based on the Boltzmann gas approximation; the correction is positive approaching to the value.
Thus, the formalism is more or less unique for linear perturbations. So, our results based on the Israel-Stewart theory should be fine for the other formalisms as well.

To summarize, we compute $\tau_{\pi}$ for several theories, and we found no obvious universality: a different theory has a different $\tau_{\pi}$. For practical users, here are some lessons. First, be careful when you use the Israel-Stewart theory since it is not complete (in nonlinear regime). Also, $\tau_{\pi} \sim 0.2 \text{fm}$ which is similar among the theories we consider, and the propagation speed is not far from the speed of sound. It would be interesting to see if these features are true more in general. Finally, the ratio $\tau_{\pi}/\eta$ does not strongly depend on the coupling, so it may be fine to keep using Boltzmann gas approximation. I hope that string theory sheds more light on this aspect of hydrodynamics since causal hydrodynamics is not completely settled.
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