Fast Computation of Multi-Parametric Electromagnetic Fields in Synchronous Machines by Using PGD-Based Fully Separated Representations
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Abstract: A novel Model Order Reduction (MOR) technique is developed to compute high-dimensional parametric solutions for electromagnetic fields in synchronous machines. Specifically, the intrusive version of the Proper Generalized Decomposition (PGD) is employed to simulate a Permanent-Magnet Synchronous Motor (PMSM). The result is a virtual chart allowing real-time evaluation of the magnetic vector potential as a function of the operation point of the motor, or even as a function of constructive parameters, such as the remanent flux in permanent magnets. Currently, these solutions are highly demanded by the industry, especially with the recent developments in the Electric Vehicle (EV). In this framework, standard discretization techniques require highly time-consuming simulations when analyzing, for instance, the noise and vibration in electric motors. The proposed approach is able to construct a virtual chart within a few minutes of off-line simulation, thanks to the use of a fully separated representation in which the solution is written from a series of functions of the space and parameters coordinates, with full space separation made possible by the use of an adapted geometrical mapping. Finally, excellent performances are reported when comparing the reduced-order model with the more standard and computationally costly Finite Element solutions.

Keywords: Proper Generalized Decomposition (PGD); Model Order Reduction (ROM); reduced-order model; electric machine; electric motor; Permanent-Magnet Synchronous Motor (PMSM); real-time simulation; virtual chart

1. Introduction

Numerical tools such as the Finite Element Method (FEM) or the Finite Difference Method are powerful and excellent methodologies for analyzing static and dynamical systems. Despite this, a great portion of numerical simulations concerning real-life problems face difficulties in design, optimization and control due to the complexity of the system, high computational costs, and storage requirement [1,2].

At present, industry is permanently looking for fast and accurate solutions in electric motors and generators, and trends such as the Electric Vehicle or the self-driving car are producing a lot of investment in that direction. The reason for this seems clear: achieving these goals will improve the final design’s performance and economic competitiveness.

To address this need, a model order reduction technique that employs the Proper Generalized Decomposition (PGD) is developed. This method alleviates the curse of
dimensionality through solving a Partial Differential Equation (PDE) or a set of PDEs in a high-dimensional space within minutes, using a separated representation of the multiparametric solution. Moreover, this technique has solved unfeasible high-dimensional problems with high accuracy, and its abilities have been proven in many previous works. The reader unfamiliar with the Proper Generalized Decomposition (PGD) method for solving PDEs can refer to [3,4] and the numerous references therein, where these parametric solutions were employed for predicting, optimizing, propagating uncertainty, performing inverse analysis and simulation-based control, all under the stringent real-time constraint. For the sake of completeness, the PGD procedure for constructing spatial and parametric separated representations is revisited in the Appendix A.

Such parametric solutions could be also applied in new technological applications, such as the modeling and control of imperfect dynamical systems [5] for monitoring, control and predictive and/or operational maintenance purposes. For that purpose, an appealing route consists of calculating the stochastic counterpart of these solutions with the parameters of mean value and the standard deviation.

PGD was previously applied in electromagnetics, such as, for instance, the computation of impedance in industrial busbar systems [6], the analysis of magnetoelectric devices [7] or batteries [8]. However, the complex non-separable geometry of electric motors limited its use for efficiently expressing the solution by separating the space coordinates. Furthermore, there is also a numerical challenge when introducing the rotor movement as a parameter in the PGD framework. In this work, a framework to efficiently employ the PGD for a Permanent-Magnet Synchronous Motor (PMSM) is set up. To overcome the complex geometries limitation, an adapted mapping of the real geometry into a suitable separable domain is proposed. Such mappings were previously successfully employed to deal with apparently non-separable domains [9,10].

To evaluate the obtained PGD solutions, the finite element software FEMM is employed. The main aim of using FEMM is twofold. First, it aims to make the results more accessible to the community for checking, with FEMM being an open-source finite-element analysis software package. Second, it aims to have a good reference to rely on. Furthermore, we would like to emphasize the fact that the PGD is, at present, a mature technique in the area of computational mechanics, where its efficiency has been largely proven. The reader can refer to the review papers [11,12] and the numerous references therein. The application of PGD-based techniques in electromagnetism constitutes a very active research area at present.

The main contributions of the present paper are: (i) the introduction of a very efficient geometrical mapping, able to separable render the motor geometry, enabling the application of the PGD-based space-separated representation; (ii) the introduction of other parameters as model extra-parameters, enabling the construction of parametric solutions to be efficiently used in a variety of engineering applications. The attained computational efficiency is impressive, attaining, thanks to the separated representation constructor, resolutions equivalent to $10^{23}$ FEM degrees of freedom, within few minutes, on a standard laptop, performances which are unattainable when using more usual multi-purpose discretization techniques.

The paper is organized as follows. In Section 2, the physical equations are presented to focus on a two-dimensional steady-state analysis of a PMSM. Next, in Section 3, the simulated motor is presented where the main parameters/features are introduced. Then, in Section 4, the formulation for the separated PGD representation in space is presented. Furthermore, in Section 5, the formulation to add the parameters as extra-coordinates in the PGD framework is shown. Finally, in Sections 6 and 7, the results and general conclusions of the present work are addressed.

2. Electromagnetic Equations

A two-dimensional steady-state analysis (magneto-static analysis) is employed to analyze the synchronous machine.
In three-phase motors, as in the other polyphase configurations of the synchronous machines, the stator-produced magnetomotive force (MMF) rotates at synchronous speed. Since the rotor is also rotating at synchronous speed in the steady state, an observer on the rotor experiences a constant field ($\frac{\partial B}{\partial t} = 0$), and, therefore, there are no eddy currents on the rotor.

On the other hand, an observer on the stator experiences a time-varying field with a characteristic frequency. Since the stator is laminated and the stator windings are stranded and transposed, the eddy currents are limited and can be neglected in the field computation.

Taking into consideration the above assumptions, let us start with Ampere’s law

$$\nabla \times \mathbf{H} = \mathbf{J}, \quad (1)$$

where $\nabla$ is the nabla operator, $\mathbf{J}$ is the electric current density and $\mathbf{H}$ is the magnetic H-field. In addition, the magnetic flux density ($\mathbf{B}$-field) is related to the magnetic field strength ($\mathbf{H}$-field) using

$$\mathbf{B} = \mu_0 (\mu_r \mathbf{H} + \mathbf{M}), \quad (2)$$

where $\mathbf{M}$ is the magnetization vector, $\mu_r$ is the relative magnetic permeability and $\mu_0$ is the magnetic permeability of free space. Noting that $\nu = \frac{1}{\mu_0 \mu_r}$ and combining Equations (1) and (2), one obtains

$$\nabla \times (\nu \mathbf{B}) = \mathbf{J} + \nabla \times (\nu \mu_0 \mathbf{M}). \quad (3)$$

Using the Helmholtz decomposition and noting that $\nabla \cdot \mathbf{B} = 0$, the B-field can be expressed as

$$\mathbf{B} = \nabla \times \mathbf{A}, \quad (4)$$

with $\mathbf{A}$ is the magnetic vector potential, leading to

$$\nabla \times (\nu \nabla \times \mathbf{A}) = \mathbf{J} + \nabla \times (\nu \mu_0 \mathbf{M}). \quad (5)$$

Note that even though the gauge condition should be defined for 3D, the condition is automatically satisfied for 2D problems. To define the integral form of the problem, $\mathbf{W}$ is used as the test function

$$\int_{\Omega} \nabla \times (\nu \nabla \times \mathbf{A} - \nu \mu_0 \mathbf{M}) \cdot \mathbf{W} d\Omega = \int_{\Omega} \mathbf{J} \cdot \mathbf{W} d\Omega. \quad (6)$$

As detailed in [13], after using some vector identities and the divergence theorem, the results are

$$\int_{\Omega} \nu (\nabla \times \mathbf{A}) \cdot (\nabla \times \mathbf{W}) d\Omega = \int_{\Omega} \nu \mu_0 \mathbf{M} \cdot (\nabla \times \mathbf{W}) d\Omega + \int_{\Omega} \mathbf{W} \cdot \mathbf{J} d\Omega, \quad (7)$$

that in the 2D case reads

$$\int_{\Omega} \nu \left( \frac{\partial A_x}{\partial x} \frac{\partial W}{\partial x} + \frac{\partial A_y}{\partial y} \frac{\partial W}{\partial y} \right) d\Omega = \int_{\Omega} \left( \nu \mu_0 \left( M_x \frac{\partial W}{\partial y} - M_y \frac{\partial W}{\partial x} \right) + J_z \mathbf{W} \right) d\Omega \quad (8)$$

3. Description of the Analyzed Motor

An example from the FEMM software manual [14] is borrowed, where geometry and further details can be found. The main parameters and features of the motor are as follows:

- Three-phase supply. This is an eight-pole machine (i.e., $p = 4$);
- The winding configuration for one pole of the machine is: A+, B−, C+ (the three slots from 0 to 45 geometrical degrees).

The motor geometry is characterized by:

- Rotor Inner Diameter: 22.8 mm;
- Rotor Iron Outer Diameter: 50.5 mm;
• Rotor Outer Diameter: 55.1 mm;
• Air Gap Length: 0.7 mm;
• Stator Outer Diameter: 100 mm;
• Angle Spanned by Tooth: 11.9 deg;
• Turns/Slot: 46;
• The complete geometry of the machine is shown in Figure 1.

In turn, the considered materials are:
• Winding Wire: 4X20AWG copper wire;
• Magnet Material: Sm2Co17 24MGOe;
• Stator Material: 24 Gauge M19 NGO Steel @ 98% fill;
• Rotor Material: 1018 steel.

![Figure 1. Electric machine to simulate. The green arrow in the permanent magnets indicates the magnetization direction.](image)

4. PGD Physical Space Separated Solution

The domain of simulation is not suitable for a PGD-separated representation using Cartesian \((x, y)\) coordinates because of the lack of plane symmetries (see Figure 1). Previous techniques were developed to deal with such complexity using the PGD framework [15]. However, in this work, a new suitable mapping to transform the motor geometry into the one shown in Figures 2 and 3 is developed. The advantage is that the resultant geometry is amenable for a separated representation within the PGD framework.

The first step to achieving this goal is to perform a mapping to the polar coordinates \((R, \theta)\) using
\[
\begin{align*}
R &= \sqrt{x^2 + y^2} \\
\theta &= \arctg\left(\frac{y}{x}\right)
\end{align*}
\]  

where \(\arctg\) is the inverse trigonometric function arctangent.

Then, a second mapping is used to transform the resulting non-fully separable domain into a prismatic, easily separable one, \((s, t)\), such as \(s \in [1, 7]\) and \(t \in [0, 2\pi)\), using the following transformation, for \(i = 2, \ldots, 7\)
\[
\begin{align*}
R(s \in [i - 1, i], t) &= [s - (i - 1)] \cdot (h_i(t) - h_{i-1}(t)) + h_{i-1}(t) \\
\theta(s, t \in [0, 2\pi)) &= t
\end{align*}
\]  

where \(s\) and \(t\) are the new coordinates and \(i\) is computed rounding up the \(s\) value to the next integer. In addition, the integers of the \(s\) coordinate are placed strategically, as shown in Figure 4, and the definition of \(h_i(t)\) functions is illustrated in Figure 5.
Using the associated Jacobians and the chain rule, one can rewrite the weak form (8) into the \((s,t)\) domain. More details about this technique can be found in [9,10,16].

The domain depicted in Figure 3 can be easily expressible by using a fully space-separated representation within the PGD rationale, by expressing in the same way the material properties, e.g.,

$$v(s,t) = \sum_{k=1}^{n} S_k(s) T_k(t)$$  \hspace{1cm} (11)

where \(n\) is the number of needed products.

By replacing the mapping into Equation (8), one may find the final weak form of the problem by using the corresponding 1D-1D meshes defined in \(s\) and \(t\) one-dimensional domains. The separated representations of the other known functions \(J_z\) and \(M\) is detailed in the next section.

**Figure 2.** Mapping from the original geometry into the calculation one.

**Figure 3.** Fully separable domain used to compute the PGD solution taking use of the mapping detailed in Equations (9) and (10).
5. PGD Parametric Solution

With the solution performance significantly improved from the fully space-separated representation \((s, t)\), the next natural step within the PGD rationale consists of introducing a number of model parameters as model extra-coordinates for calculating a multi-parametric solution of the vector potential.

The chosen parameters to be added to the space coordinates \(s\) and \(t\) are \(i_a, i_b, i_c\) and \(B_r\), where \(B_r\) indicates the modulus of the remanent magnetization in the permanent magnets, with \(B_r = \mu_0 \|\mathbf{M}\|\), while \(i_a, i_b, i_c\) are the currents of the three-phase system. In addition, for addressing the third dimension (the \(z\)-coordinate), when the 3D domain does not correspond to the 2D section extrusion, an appropriate mapping should be considered. In what follows, an extruded 3D domain, by extruding the 2D section along the \(z\)-coordinate axis, is considered.

Therefore, the goal is to obtain the parametric solution \(A_z(s, t, z, i_a, i_b, i_c, B_r)\). When applying the PGD procedure, this function is assumed to be expressed as a finite sum of products of one-dimensional functions

\[
A_z(s, t, z, i_a, i_b, i_c, B_r) = \sum_{k=1}^{m} X_k^1(s) X_k^2(t) X_k^3(z) X_k^4(i_a) X_k^5(i_b) X_k^6(i_c) X_k^7(B_r),
\] (12)
where $m$ is the total number of sums and $\{X_1, \ldots, X_k\}$ are the sought functions for the $k^{th}$ mode.

In addition, a PGD solution was obtained for different rotor positions, expressed by the coordinate $\rho$. Thus, an additional discretization is associated to the $\rho$ coordinate. Specifically, 91 nodes are considered for discretizing the $\pi/2$ angular interval, and, consequently, the corresponding number of solutions is performed.

Therefore, the final and most general parametric solution reads

$$A_z(s, t, z, i_a, i_b, i_c, B_r, \rho) = \begin{cases} A_z(s, t, z, i_a, i_b, i_c, B_r, \rho_1), & \rho = 0, \\ \vdots \\ A_z(s, t, z, i_a, i_b, i_c, B_r, \rho_91), & \rho = 90, \end{cases}$$

where the terms $A_z(s, t, z, i_a, i_b, i_c, B_r, \rho_k)$ are the different computed PGD solutions. Only ninety degrees of the rotation were simulated, as the rest can be found using the symmetry of the problem.

On top of the physical space-separated solution, the electric current densities, as well as the permanent magnets, are modeled as extra coordinates of the problem. To achieve the required model, the electric current density $J_z$, as well as the modulus of the magnetization vector $M$, are modeled as a function of the new space coordinates $(s, t, z)$ as well as the corresponding additional parameters. Therefore, $J_z$ reads

$$J_z(s, t, z, i_a, i_b, i_c, B_r, \rho_k) = \sum_{i=1}^{6} \phi_i^s(s)\psi_i^t(t)\hat{J}_i,$$  

where, according to Figures 6 and 7

$$\phi_i^s(s) = \begin{cases} 0, & \text{if } 1 \leq s < 5, \\ 1, & \text{if } 5 \leq s \leq 6, \\ 0, & \text{if } 6 < s \leq 7, \end{cases}$$

and

$$\psi_i^t(t) = \begin{cases} 1, & \text{for the corresponding winding position}, \\ 0, & \text{for the rest of the domain}, \end{cases}$$

with $\hat{J}_i$ taking the corresponding values of $J_z$ depending on the winding label: $A$, $-B$, $C$, $-A$, $B$ and $-C$. In addition, they are arranged in the following way: $\hat{J}_1$ and $\hat{J}_4$ are one-dimensional functions depending on $i_c$ (with the relation $\hat{J}_1 = -\hat{J}_4$), $\hat{J}_2$ and $\hat{J}_5$ are one-dimensional functions depending on $i_b$ (with the relation $\hat{J}_2 = -\hat{J}_5$) and $\hat{J}_3$ and $\hat{J}_6$ are one-dimensional functions depending on $i_a$ (with the relation $\hat{J}_3 = -\hat{J}_6$).

Similarly, $M$ can be expressed with a finite sum involving the number of permanent magnets $N_{M}$, according to

$$M(s, t, z, i_a, i_b, i_c, B_r, \rho_k) = \frac{B_r}{\mu_0} \sum_{i=1}^{N_M} \phi_i^{II}(s)\psi_i^{II}(t)\hat{m}_i(s, t),$$

where $\hat{m}_i$ is the unit vector defining the magnetization direction of the $i$-magnet, according to Figure 8, and the characteristic functions defining the location of each magnet read

$$\phi_i^{II}(s) = \begin{cases} 0, & \text{if } 1 \leq s < 2, \\ 1, & \text{if } 2 \leq s \leq 3, \\ 0, & \text{if } 3 < s \leq 7, \end{cases}$$
\[ \psi_i^{	ext{II}}(t) = \begin{cases} 
1, & \text{within the magnet location in the even numbers of magnets,} \\
-1, & \text{within the magnet location in the odd numbers of magnets.} \\
0, & \text{for the rest of the domain.} 
\end{cases} \]

**Figure 6.** Illustration of \( \phi_i^j(s) \) functions involved in Equation (14).

Considering the coordinate transformation presented in Section 4 and the approximations just introduced, the problem can be formulated and solved using the standard PGD procedure. For that purpose, the reader can refer to [17–19] and the references therein.

**Figure 7.** Illustration of functions \( \psi_1(t) \) and \( \psi_2(t) \) involved in Equation (14).
6. Results

This section aims to analyze the motor sketched in Figure 1, whose parameters were reported in Section 3. As was indicated in the previous section (Equation (13)), a PGD parametric solution is created for each discretized rotor position $\rho_k$ (from $\rho_1$ to $\rho_{91}$).

The results focus on one of the industrial applications where this type of solution is highly demanded: the evaluation of the electromagnetic force involved in noise and vibration analysis of electric motors. Here, the solution is specifically sought in the air-gap area to obtain the B-field in this region, and then estimate the magnetic pressure using the Maxwell stress tensor.

\[ P_n(\alpha, t) = \frac{1}{2\mu} B_n^2(\alpha, t), \]
\[ P_\tau(\alpha, t) \approx 0, \]

where $P$ refers to the magnetic pressure, $\alpha$ is the angle of a polar coordinate system pointing to the selected air-gap point, subscript $n$ refers to the radial component in the air-gap midline and the subscript $\tau$ refers to the tangential component in the air-gap midline.

Figure 9 shows the magnetic vector potential $A_z$ in a section of the simulated motor for different combinations of the input parameters $i_a, i_b, i_c, B_r$ and $\rho$, illustrated in the physical $(x, y)$ domain. Figure 10 illustrates the 3D results in a section of the motor assumed a simple section extrusion for a given combination of the parameters, to keep the 2D problem formulation. Even if solving the 2D magnetic problem in the 3D domain does not contribute to the solution, this remains invariant along the $z$-coordinate; its consideration here only aims to prove that the fully space separation can very efficiently address extremely rich 3D configurations.
Figure 9. $A_z$ for different combinations of the input parameters $i_a$, $i_b$, $i_c$, $B_r$ and $\rho$.

(a) $i_a = 0\ \text{A, } i_b = 0\ \text{A, } i_c = 0\ \text{A, } B_r = 1.01\ \text{T and } \rho = 0^\circ$

(b) $i_a = -1.5\ \text{A, } i_b = 3\ \text{A, } i_c = -1.5\ \text{A, } B_r = 1.01\ \text{T and } \rho = 0^\circ$

(c) $i_a = 0\ \text{A, } i_b = 0\ \text{A, } i_c = 0\ \text{A, } B_r = 1.01\ \text{T and } \rho = 10^\circ$
Figure 10. $A_z$ in a section of the motor for $i_a = 1.5$ A, $i_b = 1.5$ A, $i_c = -3$ A, $B_r = 1.01$ T and $\rho = 0^\circ$.

Figures 11–13 compare the PGD solution with the one obtained by using the open-source software FEMM (assuming the FEMM solution as the reference one). An excellent agreement can be seen between the PGD-based multi-parametric solution and the reference one. However, each PGD-based parametric solution (for each rotor position, $\rho_k$) is computed by using a standard laptop, in about 12 min, for a resolution equivalent to $10^8$ different FEM simulations (the number of possible parameter choices), each of them involving an equivalent spatial resolution of 175 million nodes (degrees of freedom). Solving that number of extremely rich problems by using a standard finite element discretization becomes unreasonable. The computational efficiency increases even more when considering more parameters in the parametric solution. This constitutes the most appealing feature of PGD-based separated representations; in the present case, concerning both the 3D space (resulting in three one-dimensional approximations) and the model parameters assumed here model extra-coordinates, and are also expressed in a separated form.

As indicated previously, once the field solution is obtained, the post-processing step to obtain the magnetic pressure on the stator surface is performed, as Figures 14 and 15 reveal.

Furthermore, a comparison between the PGD and the FEMM solution is carried out on the torque, which is one of the most important quantities of interest when analyzing, for instance, the torque-speed curve. Random points of the parametric solution were checked, observing that this error was below 2% (relative error computed considering the FEMM solution as a reference).

This functionality is particularly valuable in electrical vehicles, when looking for a compromise between the torque and the normal force applied on the stator (that causes vibration and its induced noise).
Figure 11. Relative error considering the PGD and the FEMM solution for the case $(s, t) \in$ (air gap), $i_a = i_b = i_c = 0$ A, $B_r = 1.01$ T, $\rho = 0$ (initial position).

Figure 12. Relative error considering the PGD and the FEMM solution for the case $(s, t) \in$ (air gap), $i_a = -1.5$ A, $i_b = 3$ A, $i_c = -1.5$ A, $B_r = 1.01$ T, $\rho = 0$ (initial position).

Figure 13. Relative error considering the PGD and the FEMM solution for the case $(s, t) \in$ (air gap), $i_a = i_b = i_c = 0$ A, $B_r = 1.01$ T, $\rho = 10^\circ$. 
The torque directly derives from the computed solution, as described in [23], according to

$$T = \frac{D - g}{2} \frac{L}{\mu_0} \int_{l_g} B_r B_z dl$$  \hspace{1cm} (18)

where $B_r$ is the radial component of the flux density (normal to the line $l_g$), $B_z$ is the azimuthal component of the flux density (tangential to the air-gap midline $l_g$), $D$ is the inner stator diameter, $L$ is the active length of the rotor in the axial direction and $g$ is the air-gap.

Finally, it is important to note that computing a derivative of the parametric solution is easily done in the PGD framework as a pure solution post-processing, by simply taking the derivatives of the one-dimensional functions involved in the separated representation.

7. Conclusions

In this paper, a double separation of variables, involving both the space coordinates and the model parameters, was carried out within the PGD rationale, and was applied to the analysis of electric motors, in particular, synchronous machines. More concretely, a two-dimensional steady state analysis (magneto-static analysis) of a PMSM was studied.
In addition, an efficient coordinate transformation was proposed, which was able to proceed with a full space separation that reduced the 3D domain description from a series of one-dimensional approximations.

An excellent agreement between the FEMM software and the PGD results was noticed. The great benefit of employing the PGD is that high-dimensional parametric functions can be efficiently constructed with low computational cost.

Furthermore, the proposed approach can empower the design, optimization or inverse analysis of this type of machines because once the PGD solution is obtained in the off-line stage, it can be particularized online under the stringent real-time constraints.
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Appendix A. Separated Representation Constructor

The problem formulation addressed in the present paper involves the space and parameters’ separate representation. For the sake of completeness, this appendix aims to illustrate, in a simple case, the construction of such a separated representation. For that purpose, we consider the 2D parametric problem

\[ \nabla \cdot (\nabla u(x,y)) = k, \]

with uniform source term \( k \), and homogeneous Dirichlet boundary conditions, defined in the separable domain \( \Omega = \Omega_x \times \Omega_y \). We wish to compute at once a general solution of the problem for all values of \( k \) in a given interval of values \( \Omega_k \).

In the PGD framework, we thus consider the source term \( k \) as an extra-coordinate, in addition to the space coordinates \( x \) and \( y \). The problem (A1) is now defined for \( (x,y,k) \in \Omega_x \times \Omega_y \times \Omega_k \).

Thus, instead of solving a series of diffusion problems for different discrete values of the source term, we wish to solve a more general problem. The price to pay is, of course, an increase in the problem dimensionality. This is not a major issue for the PGD, whose computational complexity is scaled only linearly (and not exponentially) with the space dimension. Moreover, as the domain \( \Omega \) is separable, a fully separated representation can be envisaged, which reduces the parametric 2D problem to a sequence of three one-dimensional problems: the first involving the \( x \)-coordinate, the second the \( y \)-coordinate and the third and last, the \( k \)-extra-coordinate, as described in what follows.

The extended weighted residual form of (A1) reads

\[ \int_{\Omega_x \times \Omega_y \times \Omega_k} u^* \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} - k \right) dx \, dy \, dk = 0, \]

for all suitable test functions \( u^* \).
The separated form of the searched solution reads

\[ u(x, y, k) = \sum_{i=1}^{N} X_i(x) Y_i(y) K_i(k), \]  
\[ \text{(A3)} \]

where each term will be computed one at a time, enriching the PGD solution until reaching the convergence.

At step \( n \) of the PGD algorithm, the following approximation is assumed to already be calculated

\[ u^{n-1}(x, y, k) = \sum_{i=1}^{n-1} X_i(x) Y_i(y) K_i(k), \]  
\[ \text{(A4)} \]

and aims to compute the functions involved in the \( n \)-mode, \( X_n(x) \), \( Y_n(y) \) and \( K_n(k) \), according to

\[ u^n = u^{n-1} + X_n(x) Y_n(y) K_n(k). \]  
\[ \text{(A5)} \]

The weighted residual form (A2) defines a non-linear problem, which is solved iteratively. Each iteration \( r \) of the nonlinear solver consists of the three steps

1. Compute \( X_n^r(x) \) from the other two functions taken at the previous nonlinear iteration, i.e., \( Y_n^{r-1}(y) \) and \( K_n^{r-1}(k) \);
2. Compute \( Y_n^r(y) \) from \( X_n^r(x) \) and \( K_n^{r-1}(k) \);  
3. Compute \( K_n^r(k) \) from \( X_n^r(x) \) and \( Y_n^r(y) \).

In what follows, these three calculations are detailed.

- Computing \( X_n^r(x) \) from \( Y_n^{r-1}(y) \) and \( K_n^{r-1}(k) \) with the trial and test functions given by

\[ u^{n,r}(x, y, k) = \sum_{i=1}^{n-1} X_i(x) Y_i(y) K_i(k) + X_n^r(x) Y_n^{r-1}(y) K_n^{r-1}(k), \]  
\[ \text{(A6)} \]

and

\[ u^*(x, y, k) = X^*(x) Y_n^{r-1}(y) K_n^{r-1}(k), \]  
\[ \text{(A7)} \]

respectively, the weighted residual formulation reads

\[ \int_{\Omega_x \times \Omega_y \times \Omega_k} X^*(x) Y_n^{r-1}(y) K_n^{r-1}(k) \]  
\[ \left( \frac{d^2 X_n^r(x)}{dx^2} Y_n^{r-1}(y) K_n^{r-1}(k) + X_n^r(x) \frac{d^2 Y_n^{r-1}(y)}{dy^2} K_n^{r-1}(k) \right) \]  
\[ \int_{\Omega_x \times \Omega_y \times \Omega_k} X^*(x) Y_n^{r-1}(y) K_n^{r-1}(k) \mathcal{R}^{n-1} \]  
\[ \int_{\Omega_x \times \Omega_y \times \Omega_k} X^*(x) Y_n^{r-1}(y) K_n^{r-1}(k) \mathcal{R}^{n-1} \]  
\[ \int_{\Omega_x \times \Omega_y \times \Omega_k} X^*(x) \left( \alpha x^r \frac{d^2 X_n^r(x)}{dx^2} + \beta y^r X_n^r(x) - \gamma x^r \right) \]  
\[ \text{(A8)} \]

where \( \mathcal{R}^{n-1} \) is the residual related to \( u^{n-1}(x, y, k) \),

\[ \mathcal{R}^{n-1} = k - \sum_{i=1}^{n-1} \left( \frac{d^2 X_i(x)}{dx^2} Y_i(y) K_i(k) + X_i(x) \frac{d^2 Y_i(y)}{dy^2} K_i(k) \right). \]  
\[ \text{(A9)} \]

Since all functions of the \( x \)-coordinate and the source term \( k \)-extra-coordinate are known, we can integrate (A8) over \( \Omega_y \times \Omega_k \) to obtain
where coefficients $\alpha^{x,r}, \beta^{y,r}, \gamma^{x,r}, \delta^{r}_{i}$ and $\eta^{x,r}$ result from the integrals in $\Omega_{y} \times \Omega_{k}$ of the different products of functions $Y_{i}(y), K_{i}(k), Y^{x-1}_{n}(y)$ and $K^{x-1}_{n}(k)$ involved in Equation (A8).

With Equation (A10) valid for any function $X^{r}(x)$, we can extract its associated strong form

$$\alpha^{x,r} \frac{d^{2}X^{r}_{n}(x)}{dx^{2}} + \beta^{y,r}X^{r}_{n}(x) = \gamma^{x,r} - \sum_{i=1}^{n-1} \left( \delta^{r}_{i} \frac{d^{2}X_{i}(x)}{dx^{2}} + \eta^{x,r}X_{i}(x) \right),$$  \hspace{1cm} (A11)

whose solution results in the searched function $X^{r}_{n}(x)$.

- Computing $Y^{r}_{n}(y)$ from $X^{r}_{n}(x)$ and $K^{x-1}_{n}(k)$

With the test function given by

$$u^{r}(x,y,k) = X^{r}_{n}(x)Y^{r}_{n}(y)K^{x-1}_{n}(k),$$ \hspace{1cm} (A12)

and following the same rationale as previously, after integrating the weighted residual form in $\Omega_{x} \times \Omega_{k}$ and extracting the resulting strong form, we obtain

$$\alpha^{y,r} \frac{d^{2}Y^{r}_{n}(y)}{dy^{2}} + \beta^{y,r}Y^{r}_{n}(y) = \gamma^{y,r} - \sum_{i=1}^{n-1} \left( \delta^{y,r}_{i} \frac{d^{2}Y_{i}(y)}{dy^{2}} + \eta^{y,r}_{i}Y_{i}(y) \right),$$ \hspace{1cm} (A13)

- Computing $K^{r}_{n}(k)$ from $X^{r}_{n}(x)$ and $Y^{r}_{n}(y)$

Finally, with the test function given by

$$u^{r}(x,y,k) = X^{r}_{n}(x)Y^{r}_{n}(y)K^{r}(k),$$ \hspace{1cm} (A14)

and following the same rationale as previously, after integrating the weighted residual form in $\Omega_{x} \times \Omega_{y}$ and extracting the resulting strong form, we obtain

$$\beta^{k,r} K^{r}_{n}(k) = \gamma^{k,r} k - \sum_{i=1}^{n-1} \eta^{k,r}_{i} K_{i}(k).$$ \hspace{1cm} (A15)
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