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ABSTRACT Visible light communications (VLC) are proposed for increasing the spectral efficiency and the number of devices served in indoor environments, while providing illumination through light emitting diodes (LED). For VLC, each optical access point (AP) provides a small and confined area of coverage. Since several sources of light are usually deployed in overlapping fashion in order to provide satisfactory illumination, VLC are limited by inter-cell interference. Moreover, transmission from a specific optical AP can be blocked by the elements of the scenario. On the other hand, radio-frequency (RF) systems such as WiFi are usually available in most of the indoor scenarios. In this work, we first propose a dynamic cell formation method for grouping the optical APs in multiple optical cells that cover a footprint each minimizing the inter-cell interference. After that, we use transmission based on blind interference alignment (BIA) in each optical cell. Considering the coexistence with RF systems based on orthogonal frequency division multiplexing (OFDM), a load balancing algorithm is proposed for managing the resources of the resulting hybrid VLC/RF network and determining the user association to each system. However, the complexity of this optimization problem is excessively high for practical VLC/RF networks. In order to obtain a suboptimal but tractable solution, we propose a decentralized optimization method based on Lagrangian multipliers. Simulation results show that the proposed scheme outperforms other approaches for user grouping and managing the resources of hybrid VLC/RF networks.

INDEX TERMS Visible light communications, blind interference alignment, user-centric, hybrid network, load balancing.

I. INTRODUCTION The continuous demand on wireless data traffic makes the use of new spectrum beyond the traditional radio-frequency (RF) bands a requirement for providing high data rates while supporting an exponentially increasing number of users [1]. Visible light communications (VLC) have become a promising technology for moving part of the indoor data traffic to the optical domain. Besides, VLC provide several advantages such as an enormous and unregulated bandwidth, avoiding the interference with RF systems, better security in the physical layer, high energy efficiency and a low-cost implementation [2], [3]. Each optical transmitter based on light emitting diode (LED) technology can be treated as an access point (AP) providing a small and confined area of coverage. Since multiple APs are deployed in a room to ensure satisfactory illumination, VLC systems are subject to interference that requires to be managed in order to achieve high data rates [4].

Transmission from several optical APs naturally configures a multiple-input multiple-output (MIMO) system. In this sense, transmit precoding (TPC) schemes such as zero-forcing (ZF) [5] or interference alignment (IA) [6] have been proposed for maximizing the degrees of freedom (DoF), i.e., the multiplexing gain, in RF systems. Beyond the need for channel state information at the transmitter (CSIT), the implementation of TPC schemes for VLC does not result straightforward. First, the transmitted signal of each optical
AP must be a non-negative real value once the precoding is applied. Typically, adding a DC-bias current is considered to solve this issue. However, out of the linear range of the LED transmitters, this constraint can lead to signal distortion [7]. Secondly, TPC schemes require coordination among the APs, which requires to deploy backhaul links supporting high-data rates. Although power line communications or dedicated fiber-optic links can be considered [4], they are challenging to implement while increasing the costs of the VLC systems. Moreover, the user-rate achieved by TPC schemes is subject to obtaining uncorrelated channel responses among the users. Notice that the lack of small scale effects in VLC increases the probability of correlation among the channel responses, which may lead to low data rates. The use of TPC schemes for VLC is proposed in several works such as [7]–[9].

In this context, we focus on a transmission scheme referred to as blind interference alignment (BIA) that provides a growth of DoF without the need for CSIT as the number of users increases [10]. BIA is based on exploiting the correlation among the channel variations of the users. Initially, BIA was proposed for RF systems using reconfigurable antennas at the receiver side [11]. Each reconfigurable antenna provides a set of linearly independent channel responses connected to single signal processing chain [12]. In [13], a reconfigurable photodetector is proposed for allowing the implementation of BIA in VLC. It is shown that BIA outperforms the rate achieved by TPC schemes in VLC scenarios. Moreover, there exist several features of BIA that motivate its implementation. In the following, we summarize the benefits of BIA in VLC systems:

1) No CSIT is required for achieving a growth of DoF as the number of users increases. Applied to VLC, this fact reduces the use of uplink since the channel estimated by each user is not fed back to the optical APs. Notice that uplink transmission typically results challenging in VLC, which must be implemented through infrared (IR) communications or alternative RF systems such as WiFi or femtocells [3].

2) The BIA schemes are based on precoding matrices composed of zero and one values. Thus, in contrast to TPC schemes, BIA easily guarantees a non-negative and real transmitted signal, which inherently satisfies the constraints of the optical channel.

3) Cooperation among transmitters is not required to exchange the information to the users. Applied to VLC, this fact means that backhaul links supporting high-data rates among the optical APs are not required to be deployed. As a consequence, the complexity of the VLC network is reduced considerably.

4) In contrast to TPC schemes, the correlation among the channel responses of the users does not affect the achievable rate of each user.

5) The fabrication of reconfigurable photodetectors is less complex and much cheaper than for reconfigurable antennas [14]. However, BIA suffers a noise enhancement proportional to the number of users, which leads to a signal to noise ratio (SNR) degradation. Moreover, the required coherence time of the channel grows exponentially with the number of transmitters. As a consequence, alternative BIA schemes are required in order to manage a network composed of several APs as usually occurs in VLC.

The VLC systems are usually deployed in indoor scenarios where a complementary RF network is already available, e.g., WiFi or femtocells [15]. As a consequence, both technologies comprising the conventional RF and optical spectrum each converge to create a VLC/RF hybrid network [16]. In [17], these networks are proposed for improving the probability of blocking of the users. That is, the users that obtain a poor performance from the VLC system because they are blocked by any element of the scenario proceed to handover to the RF system. In such a way, the load balancing algorithm that maximizes the average user-rate in VLC/RF hybrid networks is proposed in [18]. However, transmission based on orthogonal frequency division multiplexing (OFDM) is considered in both systems. Specifically, an orthogonal resource management is considered so that transmission in each pair transmitter-receiver occurs in distinct time and frequency. This approach does not exploit the particular topology of the VLC systems composed of multiple APs that provide a small and confined area of coverage each, which allow us to reuse the transmission resource, either time or frequency. Exploiting the topology of the network in absence of CSIT in order to maximize the DoF through index coding, which in fact can be considered as a form of interference alignment, is proposed in [19].

At this point, we can briefly review the key ingredients that determine the performance of the hybrid VLC/RF networks. First, a user-centric approach is required in VLC systems by generating optical cells composed of several APs due to their small and confined area of coverage [20], [21]. Secondly, an efficient management of the network resources requires to consider the cell association to each user. The optimization of the network resources in small cell networks has been widely studied in [22], [23] considering a centralized solution. In [24], [25], the authors propose a decentralized solution for the resource management in heterogeneous networks. Third, the introduction of two technologies such as VLC and RF systems allows the load balancing for maximizing the performance of each user [26], [27]. These ingredients, i.e., user-centric cell formation, management of the network resources and load balancing are related among them and determine the performance in hybrid VLC/RF networks.

In this work, we consider a hybrid VLC/RF network taking into consideration the ingredients described above. Motivated by [19], we consider a topological approach in which the optical APs are grouped in elastic cells from a user-centric perspective. For this approach, we assume that transmission in the VLC system employs the BIA scheme while the RF system is based on OFDM. The main contributions of this work are
1) We derive a dynamic cell formation for hybrid VLC/RF networks based on a user-centric approach. For the VLC system, the use of BIA involves some limitations given by the number of users and optical APs that compose each optical cell. The proposed algorithm generates elastic cells that minimize the interference among them, also called inter-cell interference (ICI), while satisfying the constraints of noise enhancement and coherence time for BIA transmission.

2) Once the VLC network is divided into optical cells from the user-centric perspective, we formulate the load balancing optimization problem taking into consideration the resource management and the constraints of the hybrid VLC/RF network.

3) Solving the proposed load balancing algorithm through a centralized exhaustive search involves an excessively high complexity. We propose a decentralized solution based on Lagrangian multipliers that performs close to the optimal with a much lower complexity.

Simulation results show that the proposed dynamic cell formation outperforms other schemes such as assuming full connectivity between optical APs and users or dividing the network into static cells with a fixed number of optical APs per cell. Besides, the proposed load balancing algorithm improves the achievable rate with respect to the benchmarking schemes.

The remainder of this paper is organized as follows. In Section II the system model for hybrid VLC/RF networks is described. In Section III we present a brief overview of BIA. We introduce the benchmark methodologies for cell formation in Section IV, after that, the proposed dynamic cell formation algorithm is derived. In Section V we formulate the load balancing problem deriving the centralized and decentralized solutions while analyzing their complexity. Section VI presents some simulation results where the performance of the proposed scheme is compared with other benchmarking schemes. Finally, Section VII provides concluding remarks.

Notation. The following notation is considered in this work. Bold upper case and lower case letters denote matrices and vectors, respectively, $\mathbf{I}_M$ and $\mathbf{0}_M$ denote the $M \times M$ identity and zero matrices, respectively, while $\mathbf{0}_{M,N}$ corresponds to the $M \times N$ zero matrix, $[\cdot]^T$ and $[\cdot]^H$ are the transpose and the hermitian transpose operators, respectively, $\mathbb{E}$ is the statistical expectation and $\text{col}[]$ is the column operator that stacks the considered vectors in a column.

II. SYSTEM MODEL

We consider an indoor hybrid network composed of both VLC and RF systems transmitting to $\mathcal{K}$, $k = \{1, \ldots, \mathcal{K}\}$, users as is shown in Fig. 1. The VLC system is composed of $\mathcal{L}$, $l = \{1, \ldots, \mathcal{L}\}$, optical APs. Each optical AP corresponds to a LED lamp, which is composed of several low-power LEDs in a chip-on-board packaging. In contrast, the RF system considers a single AP that provides coverage in the whole scenario. Moreover, each user can switch between both systems according to a predefined strategy. All the optical APs transmit over the same frequency and time. As a consequence, the overlapping areas of coverage, i.e., the illuminated footprints, are subject to interference. The whole set of APs is connected to a central unit as is shown in Fig. 1. In this sense, the optical APs can be grouped forming optical cells serving to a set of users in order to manage the interference. We assume that both systems do not have CSIT nor data sharing or cooperation exist among the optical APs. The knowledge of the central unit is limited to the network topology and the coherence time. Therefore, the tasks of the central unit are exclusively limited to synchronization and management of the network resources. The optical channel remains quasi-static and it only varies because of the users movement. In this sense, the average movement of the users corresponds to a speed of 3 Km/h.

A. VLC SYSTEM

Each user is equipped with a reconfigurable photodetector as described in Fig. 2. The reconfigurable photodetector is equipped with $M$, $m = \{1, \ldots, M\}$, photodiodes that provide linearly independent channel responses, each referred to as a preset mode, connected to a single signal processing chain through a selector. Moreover, each user selects a single preset mode at each time slot. The signal transmitted by the set of optical APs at time $n$ is

$$x[n] = [x_1 \ldots x_L]^T \in \mathbb{R}_+^{1 \times L},$$  

FIGURE 1. Diagram of an indoor hybrid VLC/WiFi network.

FIGURE 2. Architecture of the reconfigurable photodetector.
where \( x_l \) is the signal transmitted by the optical AP \( l \). Thus, the signal received by user \( k \) corresponding to the preset mode \( m \) at time \( n \) is

\[
y^{[k]}[n] = h^{[k]} \left( m^{[k]}[n] \right)^T x[n] + z^{[k]}[n],
\]

(2)

where \( h^{[k]}(m^{[k]}[n]) \in \mathbb{R}^{L \times 1} \) is the channel vector between the \( L \) optical APs and user \( k \) for preset mode \( m \) selected at time \( n \) and \( z^{[k]}[n] \) is real valued additive white Gaussian noise (AWGN) with zero mean and variance \( \sigma^2_f \). According to [17], [18], the channel impulse in the frequency domain between transmitter \( l \) and user \( k \) for preset mode \( m \), denoting \( f \) as the frequency, can be written as

\[
h^{[k]}(m) = h^{[k]}_{l,\text{LoS}}(m) + h^{[k]}_{l,\text{diff}}(f)e^{-j2\pi f \Delta T},
\]

(3)

where \( h^{[k]}_{l,\text{LoS}}(m) \) is the channel component given by the Line-of-Sight (LoS) contribution for preset mode \( m \), \( h^{[k]}_{l,\text{diff}} \) is the diffuse component of the channel because of the reflection on walls, floor and ceiling and \( \Delta T \) is the delay between both channel components.

The LoS component defined as DC gain is [28]

\[
h^{[k]}_{l,\text{LoS}}(m) = \begin{cases} \frac{\gamma A}{d_{kl}^2} R_0(\phi_{kl}) g(\phi_{kl}(m)) \cos\phi_{kl}(m) & 0 \leq \phi_{kl} \leq \Psi_F \\ 0 & \text{if } \phi_{kl} \geq \Psi_F, \end{cases}
\]

(4)

where \( \gamma \) and \( A \) denote the responsivity and the physical area of each photodiode, respectively, and \( d_{kl} \) is the distance between the optical AP \( l \) and user \( k \). The irradiance and incidence angles from the optical AP \( l \) to the photodiode \( m \) of user \( k \) are denoted as \( \phi_{kl} \) and \( \psi_{kl}(m) \), respectively. For the photodiode \( m \) of user \( k \), which provides the preset mode \( m \), the gain of the optical filter plus concentrator and \( r \) is the coefficient associated to its field-of-view (FOV) angle \( \Psi_F \). Moreover, in (4), \( R_0 \) denotes the Lambertian radiation intensity \( R_0 = \frac{v + 1}{2\pi} \cos^v(\phi) \), where \( v = \frac{-ln 2}{\ln(\cos(\phi_{1/2}))} \) is the order of Lambertian emission and \( \phi_{1/2} \) is the transmitter semi-angle.

The diffuse component in the frequency domain is defined as [29]

\[
h^{[k]}_{l,\text{diff}}(f) = \frac{A_r}{A_r} \cdot \frac{\rho_1}{(1 - \rho) \left( 1 + \frac{f}{f_c} \right)}.
\]

(5)

where \( \rho_1 \) is the reflectivity of the region initially illuminated by the LED lights, \( A_r \) is the area of the room surface, \( \rho \) is the average reflectivity of the walls, floor and ceiling and \( f_c \) is the cut-off frequency of the optical channel. It is worth mentioning that the diffuse component does not depend on the selected preset mode.

For the reconfigurable photodetector of user \( k \) each photodiode \( m \), which provides the \( m \)-th preset mode is characterized by its polar and azimuthal angles denoted as \( \alpha^{[k,m]} \) and \( \theta^{[k,m]} \), respectively. The orientation vector of the photodiode \( m \) of user \( k \) is given by

\[
\hat{n}^{[k,m]} = \begin{bmatrix} \sin(\theta^{[k,m]}) \cos(\alpha^{[k,m]}) \\ \sin(\theta^{[k,m]}) \sin(\alpha^{[k,m]}) \end{bmatrix}.
\]

(6)

Thus, the irradiance and the incidence angles are determined by

\[
\phi_{kl} = \arccos\left( \frac{\hat{n} \cdot v_{kl}}{\| \hat{n} \| \| v_{kl} \|} \right)
\]

(7)

\[
\psi_{kl}(m) = \arccos\left( \frac{\hat{n} \cdot v_{kl}}{\| \hat{n} \| \| v_{kl} \|} \right)
\]

(8)

respectively, where \( \hat{n} \) is the normal orientation of optical APs, which are pointing perpendicularly to the floor, and \( v_{kl} \) is the vector from the optical AP \( l \) and user \( k \). At this point, there exist several configurations for allocating the set of photodiodes of each user so that they provide linearly independent channel responses. For instance, the pyramidal or hemispherical arrangements proposed in [30] or the use of distinct lenses and filters for each photodiode [13].

### B. RF SYSTEM

For the RF system, we assume a WiFi system in which the downlink operates in the frequency band of 2.4 GHz. Moreover, orthogonal resource allocation based on OFDM is proposed where the available bandwidth in the RF spectrum, which is denoted as \( B_{RF} \), is divided into \( Q \) subcarriers. Thus, the multi-user interference is managed by allocating sets of orthogonal slots in time and frequency.

The gain of the WiFi channel for the considered frequency band in indoor scenarios can be modeled as in [17]. That is,

\[
G^{[k]} = \sqrt{\frac{-PL(d)}{10 \ h_r}}
\]

(9)

where \( G^{[k]} \) is the frequency response of the channel between the WiFi AP and user \( k \). Moreover, in (9), \( h_r \) follows a Rayleigh distribution with variance \( \sigma^2_r \) equal to 2.46 dB [18] and \( PL(d) \) denotes the large-scale fading because of path losses given by

\[
PL(d) = PL(d_0) + 10p_m \log_{10} \left( \frac{d}{d_0} \right) + X_{\mu},
\]

(10)

where \( PL(d_0) \) is the reference path loss at distance \( d_0 \), \( p_m \) is the path loss exponent and \( X_{\mu} \) corresponds to the shadowing component. Following the model proposed in [31] for WiFi propagation, \( PL(d_0) \) is equal to 47.9 dB for a distance \( d_0 = 1 \) m, \( p_m = 1.6 \) and \( X_{\mu} \) is modeled by a Gaussian distribution with zero mean and standard deviation equal to 1.8 dB.
FIGURE 3. Pattern of switching preset modes of each user that compose the BIA supersymbol for \( L = 2 \) transmitters and \( K = 2 \) users. The channel response of user \( k \) at preset mode \( m \) is denoted as \( h_{k}^{m}(m) \).

III. BLIND INTERFERENCE ALIGNMENT

In this section, we present a brief overview of BIA scheme in order to introduce some useful notation [11], [13]. First, we describe a toy example in detail for illustrative purposes, after that, the general case is presented providing closed-form expressions of the achievable DoF and user-rate.

A. TOY EXAMPLE

Let us consider a VLC network composed of \( L = 2 \) optical APs and \( K = 2 \) users equipped with a reconfigurable photodetector capable of switching between two preset modes each. For this setting, both users follow a pattern of preset modes as described in Fig. 3. For instance, the user 1 switches from the first preset mode to the second preset mode in the time slot 2 and switches back to the first preset mode in the time slot 3. The pattern of preset modes for all the users is referred to as \( \text{supersymbol} \) from now on. It is worthy to recall that the optical channel must remain quasi-constant during the entire supersymbol so that the channel correlation between both users only depends on the selected preset mode. For the proposed supersymbol shown in Fig. 3, the transmitted signal is given by

\[
x_{\text{bia}} = \begin{bmatrix} x[1] \\ x[2] \\ x[3] \end{bmatrix} = \begin{bmatrix} I_2 \\ I_2 \\ 0_2 \\ 0_2 \end{bmatrix} u^{[1]} + \begin{bmatrix} I_2 \\ I_2 \end{bmatrix} u^{[2]} \in \mathbb{C}^{6 \times 1},
\]

where \( x[n] \in \mathbb{R}^{2 \times 1} \) is the signal transmitted during time slot \( n \) and \( u^{[k]} = \begin{bmatrix} u_{1}^{[k]} \\ u_{2}^{[k]} \end{bmatrix} \in \mathbb{R}^{2 \times 1} \) is the symbol sent to user \( k \), where \( u_{l}^{[k]} \) is the symbol transmitted from the optical AP \( l \). Moreover, in (11), recall that \( I_2 \) and \( 0_2 \) denote the \( 2 \times 2 \) identity and all-zeros matrices, respectively. Notice that determining the transmitted signal does not require CSIT or data sharing. Then, focusing on user 1, the received signal is

\[
\begin{bmatrix} y^{[1]}[1] \\ y^{[1]}[2] \\ y^{[1]}[3] \end{bmatrix} = \begin{bmatrix} h_{1}^{[1]}(1)^{T} \\ h_{1}^{[1]}(2)^{T} \end{bmatrix} u^{[1]} + \begin{bmatrix} h_{1}^{[1]}(1)^{T} \\ h_{1}^{[1]}(2)^{T} \end{bmatrix} u^{[2]} + \begin{bmatrix} z^{[1]}[1] \\ z^{[1]}[2] \\ z^{[1]}[3] \end{bmatrix}.
\]

It can be easily seen that the interference is aligned in a rank-1 matrix while the desired symbol is contained in a rank-2 matrix. Hence, the interference due to transmission of \( u^{[2]} \) can be measured in the third time slot and subtracted afterwards. For user 1, the received signal after interference subtraction can be written as

\[
\tilde{y}^{[k]} = \begin{bmatrix} h_{1}^{[1]}(1)^{T} \\ h_{1}^{[1]}(2)^{T} \end{bmatrix} u^{[1]} + \begin{bmatrix} z^{[1]}[1] - z^{[1]}[3] \\ z^{[1]}[2] \end{bmatrix},
\]

where \( \tilde{y}^{[k]} = \begin{bmatrix} y^{[1]}[1] - y^{[1]}[3] \\ y^{[1]}[2] \end{bmatrix}^T \). Notice that the matrix \( H^{[1]} = \begin{bmatrix} h_{1}^{[1]}(1)^{T} \\ h_{1}^{[1]}(2)^{T} \end{bmatrix} \in \mathbb{R}^{2 \times 2} \) is a full rank matrix while the desired symbol is contained in the 2 DoF provided by 2 distinct preset modes of the reconfigurable photodetector. Therefore, the 2 DoF of \( u^{[1]} \) are decodable by solving (13) subject to noise distortion. Besides, notice that a noise enhancement occurs because of the interference subtraction. Similarly, using the signal received at time slots \( [1,3] \) and measuring the interference due to transmission of \( u^{[2]} \) at time slot 2, the user 2 can decode the 2 DoF per time slot. That is, the BIA scheme provides a sum-DoF equal to \( \frac{3}{2} \) for the considered setting without CSIT nor data sharing among the optical APs. At this point, notice that orthogonal transmission schemes are limited to a sum-DoF equal to 1.

B. GENERAL CASE

Assuming that each user receives a useful signal from \( L \) transmitters, the BIA scheme is based on generating a supersymbol and a transmission structure that satisfy the following criterion; the channel state of user \( k \) varies among \( L \) preset modes during the transmission of the intended symbol while the channel state of all other users \( k' \neq k \) remains constant. The time slots of user \( k \) that satisfy this criterion are referred to as \( \text{alignment block} \) from now on.

For the general case, each alignment block of user \( k \) is composed of \( L \) time slots in which the reconfigurable photodetector of the user switches among \( L \) distinct preset modes, i.e., modifying the channel state. Thus, taking into consideration the BIA criterion described above, the supersymbol can be constructed recursively generating non-overlapping groups as described in Fig. 4. Therefore, for user \( k \), the generic supersymbol contains \( \ell = 1, \ldots, (L - 1)^{K - 1} \) alignment blocks, which carry \( L \) DoF each. That is, during the alignment block \( \ell \) of user \( k \) the symbol \( u_{k}^{[r]} \in \mathbb{C}^{L \times 1} \) is transmitted. The first \( L - 1 \) slots of each alignment block belong to Block 1, in which simultaneous transmission to the \( K \) users occurs. On the other hand, the last slot of each alignment block is allocated to Block 2 where each symbol is transmitted in orthogonal fashion. For the considered toy example, given by the supersymbol shown in Fig. 3 and the transmitted signal (11), the set of time slots \( [1,2] \) and \( [1,3] \) compose an alignment block for user 1 and user 2, respectively. Following the iterative construction of the supersymbol described in [11], the length of the supersymbol comprises

\[
\Lambda_{\text{BIA}} = (L - 1)^{K} + K(L - 1)^{K - 1},
\]
time slots. Since each of the $K$ users achieves $L$ DoF in each of the $(L-1)^{K-1}$ alignment blocks, which are distributed over a supersymbol comprising $A_{BIA}$ time slots, each user obtains $\text{DoF}_{\text{user}} = \frac{LK}{L+K-1}$. Hence, the sum-DoF per time slot achieved by the $K$ users is

$$\text{DoF}_{BIA} = K \text{DoF}_{\text{user}} = \frac{LK(L-1)^{K-1}}{A_{BIA}} = \frac{LK}{L+K-1}. \quad (15)$$

C. ACHIEVABLE USER-RATES OF BIA

Simultaneous transmission takes place during Block 1. Hence, the signal received during the first $L-1$ slots of the alignment block $\ell$ of user $k$ are subject to interference because of transmission to all other users $k' \neq k$. Based on the BIA approach, the interference because of transmission to all other users $k' \neq k$ can be measured in the corresponding time slot of Block 2 and subtracted afterwards. The signal received by user $k$ for the alignment block $\ell$ after interference subtraction can be written as

$$\mathbf{y}^{[k]} = \begin{bmatrix} \mathbf{h}^{[k]}(1)^T \\ \vdots \\ \mathbf{h}^{[k]}(L-1)^T \\ \mathbf{h}^{[k]}(L)^T \end{bmatrix} \mathbf{u}^{[k]} + \begin{bmatrix} z^{[k]}[1] - \sum_{k' \neq k} z^{[k']}[\tau] \\ \vdots \\ z^{[k]}[L-1] - \sum_{k' \neq k} z^{[k']}[\tau] \\ z^{[k]}[L] \end{bmatrix}, \quad (16)$$

where $\mathbf{y}^{[k]} \in \mathbb{R}^{L \times 1}$. Notice that, in (16), the temporal index refers to the position in the alignment block instead of the corresponding temporal index within the supersymbol, for the sake of simplicity, and $\tau$ is the time slot where the corresponding term of interference is measured. Assuming uniform resource allocation, each user obtains $(L-1)^{K-1}$ alignment blocks during the entire supersymbol. The ratio between the number of alignment blocks per user and the supersymbol length is denoted as $B_k$, which is equal to $\frac{1}{L+K-1}$ for uniform resource allocation. However, non-uniform allocation of the number of alignment blocks per user is possible following [32]. Therefore, the achievable rate of user $k$ can be written as

$$R^{[k]} = B_k E \left[ \log_2 \det \left( \mathbf{I}_L + P_{\text{str}} \mathbf{H}^{[k]} \mathbf{H}^{[k]} \mathbf{R}_z^{-1} \right) \right], \quad (17)$$

where $P_{\text{str}}$ is the power allocated to the data stream given by the alignment block of the symbol $\mathbf{u}^{[k]}$,

$$\mathbf{H}^{[k]} = \begin{bmatrix} \mathbf{h}^{[k]}(1)^T \\ \vdots \\ \mathbf{h}^{[k]}(L)^T \end{bmatrix} \in \mathbb{C}^{L \times L} \quad (18)$$

is the channel matrix of user $k$, which is a full-rank matrix, and

$$\mathbf{R}_z = \begin{bmatrix} K \mathbf{I}_{L-1} & \mathbf{0}_{L-1,1} \\ \mathbf{0}_{1,L-1} & 1 \end{bmatrix} \quad (19)$$

is the noise covariance matrix.

At this point, it is interesting to remark the following points: i) the supersymbol length grows as the number of optical APs and users increases (see (14)), which determine the channel coherence requirement, ii) a noise enhancement (see (19)) occurs as the number of users increases, iii) the BIA scheme described above assumes connectivity to all the $L$ optical APs of the VLC system. As a consequence, alternative BIA schemes are required to overcome these issues as the number of users and/or transmitters increases.

D. APPLICATION TO VLC AND COSTS OF PROVIDING CHANNEL STATE INFORMATION

Typically, several optical APs are deployed in VLC scenarios. In order to manage the interference, the optical APs can be grouped to form an optical cell. Let us consider an optical cell comprising $L$ optical APs transmitting to $K$ users. Assuming CSIT, the achievable DoF is equal to $\min(L, K)$. Thus, applying BIA in the considered optical cell cancels the interference because of transmission to the $K$ users of the cell while providing a DoF gain given by (15) without the need for CSIT [13]. Indeed, the DoF provided by BIA corresponds to the upper bound in absence of CSIT as demonstrated in [33]. However, interference among them, i.e., ICI, may appear from neighbouring optical cells. As described in the following section, forming optical cells requires an user-centric perspective due to the small and confined area of coverage of each optical cell. In the following, we consider that BIA is implemented in each optical cell in order to cancel the multi-user interference while the ICI is managed by forming dynamic cells from a user-centric perspective.

The costs of providing CSI depends on the size of the optical cell, i.e., the number of optical APs that form the cell and
the number of users served by them. In order to properly compare the performance of BIA with the TPC schemes, the costs of providing CSI must be considered [34]. In a frequency division duplex (FDD) system providing CSIT involves first to transmit downlink estimation pilots (EP) in orthogonal fashion to estimate the channel contribution of each optical AP. After that, each user estimates the channel and feeds it back through the uplink. Once the precoding matrices for transmission to each user are calculated, transmission of pilots for detection is considered. The fraction of downlink transmission resources for pilot estimation and coherent detection are denoted as $\theta_{ep}$ and $\theta_{cd}$, respectively. Besides, the fraction of transmission resources that are assigned to the uplink for feedback is denoted as $\theta_{fb}$.

Let us consider a system comprising $L$ transmitters serving $K$ users. For TPC schemes, $L$ orthogonal estimation pilots are transmitted in $L$ dedicated time slots. The feedback of the estimated channel is proportional to the size of the channel vector, i.e., $L$ components per user. Moreover, the overhead for coherent detection is proportional to the number of users. However, BIA schemes do not require CSIT, and therefore, estimation pilots and feedback of the estimated channel are not required, i.e., $\theta_{ep} = \theta_{fb} = 0$. On the other hand, the overhead for coherent detection is proportional to the number of preset modes employed in the BIA scheme. The costs of providing CSI for TPC and BIA schemes are listed in Table 1. For instance, the efficiency of the user-rate for TPC schemes taking into consideration the costs of providing CSIT is $\eta_{tpc} = 1 - (L(\theta_{ep} + \theta_{fb}) + K\theta_{cd})$. Similarly, the efficiency of the user-rate for BIA schemes is $\eta_{bia} = 1 - LK\theta_{cd}$.

### IV. OPTICAL CELL FORMATION

In this section, we first present two traditional cell formation methods as benchmarking schemes. After that, we derive a dynamic cell formation algorithm based on a user-centric perspective with the aim of satisfying the limitations of BIA in VLC.

Notice that VLC are typically FDD since the uplink is usually implemented outside of the visible spectrum.

**TABLE 1. Costs of providing CSI.**

| Type                  | Transmit precoding | BIA |
|-----------------------|--------------------|-----|
| Estimation pilots     | $L\theta_{ep}$     | 0   |
| Feedback              | $L\theta_{fb}$     | 0   |
| Coherent detection    | $K\theta_{cd}$     | $L\theta_{cd}$ |

A. FULL CONNECTIVITY CELL FORMATION

Typically, VLC systems consider a large number of optical APs to ensure satisfactory illumination. As a consequence, the coverage footprint of each optical AP overlaps with the area illuminated by other optical APs. The straightforward way of applying BIA in VLC systems consists on considering the whole set of optical APs as a single optical cell. This approach does not generate ICI and the multi-user interference is completely avoided. Notice that full connectivity between all the optical APs and each user is assumed for this approach. However, each optical AP provides connectivity within a small confined area of coverage. Moreover, transmission from an optical AP to a specific user can be blocked due to the elements of the scenario. As a consequence, the resulting channel matrix of this user (see (18)) may contain one or more columns with all values equal to zero, and therefore, it is a rank deficient matrix. Under this situation, the $L$ DoF contained in each alignment block of the considered user are not decodable. In other words, full connectivity cannot be ensured for VLC systems, which leads to a DoF loss in comparison with (15) when applying BIA. Furthermore, this full connectivity approach can lead to extremely large supersymbols and a considerable SNR degradation because of the noise enhancement given by the interference subtraction, see (14) and (19), respectively.

For illustrative purposes, let us consider the network shown in Fig. 5(a) composed of $L = 4$ APs transmitting to $K = 5$ users. First, notice that the users located in the center of the scenario receive a useful signal from the whole set of APs, i.e., they achieve $\frac{K}{L-1} = \frac{5}{3}$ DoF each. In contrast, the users in each of the corners cannot receive a strong signal from the APs located in the opposite corner. As a
In this case, the full connectivity approach generates a supersymbol comprising $3^5 + 5 \times 3^4 = 648$ time slots that potentially achieves $\frac{20}{8} = 2.5$ DoF. However, the achievable DoF are $3 \times \frac{1}{2} + 2 \times \frac{3}{8} = \frac{18}{8} = 2.25$ DoF due to the lack of connectivity. Moreover, each user must subtract 4 terms of interference, which generate a noise enhancement penalizing the achievable rate (see (19)).

### B. STATIC CELL FORMATION

In order to obtain a trade-off among the network connectivity, the length of the BIA supersymbol and the SNR degradation, the optical APs can be grouped forming a static deployment of optical cells. The $L$ optical APs are grouped forming $C$, $c = \{1, \ldots, C\}$ uniform optical cells comprising $L_c = \frac{L}{C}$ neighbouring optical APs each.\(^3\) For instance, $C = 2$ optical cells composed of 2 optical APs each are considered in the network proposed in Fig. 5(b). The network is divided into 2 cells comprising 2 optical APs each serving 2 and 3 users, respectively. Ignoring the ICI, this cell formation methodology could potentially achieve $\frac{2}{2} + \frac{3}{2} = 2.8$ DoF. It is worthy to notice that static cell formation could theoretically provide higher DoF than full connectivity approach for the considered scenario. This fact highlights the importance of adapting the cell formation to the topology of the network.

Once the optical cells have been defined, assuming transmission over the same transmission resource time and frequency, ICI may appear at the cell edges. For instance, the user in the center of the network shown in Fig. 5(b) is subject to ICI, and therefore, the achieved rate is considerably penalized. Moreover, according to the definition of DoF, this user obtains zero-DoF. As a consequence, the achievable DoF is reduced to $\frac{2}{2} + \frac{3}{2} = \frac{5}{2}$, i.e., $\frac{5}{2}$ below the DoF that can be potentially achieved ignoring the ICI. For traditional cellular networks, frequency reuse is typically proposed to mitigate the ICI. That is, adjacent cells transmit in different bandwidths. However, beyond the fact that the available bandwidth is split, for VLC networks this approach leads to a handover every few meters, which results impractical for realistic implementations.

**Discussion 1**: The full connectivity approach allows us to completely cancel the interference while the achievable DoF is affected by the lack of connectivity. Besides, the extremely large supersymbol length and the noise enhancement hampers its implementation in a practical VLC system. On the other hand, forming static optical cells improves the achievable rates and relaxes the requirements of supersymbol length and noise enhancement. However, ICI may appear decreasing the achievable rate of the users. Moreover, this approach leads to a rigid user assignment to each cell. For VLC both approaches result unsuitable because of the small area of coverage of the optical APs. In the following, we propose a dynamic cell formation method based on the network topology, i.e., considering the position of the optical APs and also the distribution of the users. Thus, the cell formation minimizes the ICI while considering the limitation of supersymbol length and noise increase for implementing BIA in each optical cell.

### C. DYNAMIC CELL FORMATION

Let us denote $\mathcal{V}_L$ and $\mathcal{V}_K$ as the sets of transmitters and users that compose the optical cell $c$, respectively. Notice that, in contrast to the previous approaches, each cell is given by the set of transmitters and also by the set of users assigned to that cell. Thus, cell $c$ is defined as $\mathcal{C}_c = \mathcal{V}_L \cup \mathcal{V}_K$. Moreover, we consider that the transmitters and the users of the same cell cannot overlap, i.e., $\mathcal{V}_L \cap \mathcal{V}_L' = \emptyset$ and $\mathcal{V}_K \cap \mathcal{V}_K' = \emptyset$. That is, each optical AP and each user can only belong to a specific optical cell. The proposed dynamic cell formation algorithm is given by the following steps.

1) **DETERMINE THE CELL SIZE**

First, the algorithm specifies the maximum number of optical APs and users of each optical cell. These two parameters allow us to manage the constraints given by the supersymbol length and the noise enhancement of BIA. Denoting the number of optical APs and users for optical cell $c$ as $L_c$ and $K_c$, respectively, these two constraints are given by

\[
(L_c - 1)^{K_c} + K_c(L_c - 1)^{K_c - 1} \leq \Lambda_{\text{max}} \quad (20)
\]

\[
K_c \leq K_{\text{max}}, \quad (21)
\]

where $\Lambda_{\text{max}}$ and $K_{\text{max}}$ are the supersymbol length that satisfies the channel coherence requirement and the number of users that provides a SNR degradation for a target user-rate due to the noise enhancement, respectively.

2) **DYNAMIC USER GROUPING**

Once the maximum number of optical APs and users that can compose an optical cell has been defined, each optical cell is obtained dynamically according to the users distribution. The proposed grouping strategy is defined as follows.

1) Each optical AP $l$ selects the closest user $k$, i.e.,

\[
k = \arg \min_{k \in K} d(l, k), \quad (22)
\]

where $d(l, k)$ denotes the Euclidean distance between optical AP $l$ and user $k$. Thus, \(d(l, k) = \sqrt{(\hat{x}_l - \hat{x}_k)^2 + (\hat{y}_l - \hat{y}_k)^2}\) where $(\hat{x}_l, \hat{y}_l)$ and $(\hat{x}_k, \hat{y}_k)$ are the locations of optical AP $l$ and user $k$, respectively.

2) The construction of a dynamic optical cell starts from a random pair given by the transmitter $l$ and user $k$ associated to this transmitter as described in the first step, which has not been chosen so far to form an optical cell $c$. We define the centroid of the optical cell $l$ at the $i$-th iteration as $\zeta_c(i) = (\hat{x}_c(i), \hat{y}_c(i))$. Notice that at the first iteration, the centroid $\zeta_c(i = 1)$ is given by the coordinates $(\hat{x}_k, \hat{y}_k)$ of user $k$. At this point, the

---

\(3\) If $\frac{L}{C}$ is not an integer, the first $c = \lfloor \frac{L}{C} \rfloor$ optical APs while the last $c = (\text{mod}(L, C)) + 1, \ldots, C$ cells are composed of $\lfloor \frac{L}{C} \rfloor$ optical APs.
cell $c$ is composed of $\mathcal{V}_c = \{l\}$ and $\mathcal{V}_k_c = \{k\}$ whose centroid is given by $\zeta_c$.

3) The optical cell $c$ is expanded by the merging with other pairs given by transmitter $l'$ and user $k'$ if and only if the users $\mathcal{V}_k_c = \{k, k'\}$ receive a useful signal from the corresponding cell $c$. That is, $d(\forall l \in \mathcal{V}_c, l') \leq d_{th}$ and $d(l', \forall k \in \mathcal{V}_k_c) \leq d_{th}$, where $d_{th}$ is the distance that delimits the footprint of each optical cell. After that, the center of the optical cell $c$ is updated to

$$\zeta_c(i) = \left(\tilde{x}_c(i) + \tilde{x}_{k'}, \tilde{y}_c(i) + \tilde{y}_{k'}\right).$$

Continue in the same fashion until there are not pairs transmitter-user that provide connectivity in the considered cell $c$, i.e., $\mathcal{V}_c$ and $\mathcal{V}_k_c$, or the cell size specified in (20) and (21) is reached. Notice that each optical cell is formed iteratively including the transmitter-user pairs that satisfy the conditions determined in this step while updating the centroid of the cell. This step determines the footprint of the optical cell $c$.

4) Once the optical APs that compose the optical cell $c$ are determined, the algorithm considers the users that are not paired to any optical AP (see step 2) and can be served by the cell $c$. Thus, the set $\mathcal{V}_k_c$ is updated with the users contained in the footprint of the cell $c$,

$$\mathcal{V}_k_c = \mathcal{V}_k_c \cup \{k \in K, d(\zeta_c(i), k) \leq d_{th}\}.$$  

This step is constrained to the maximum number of users per cell $K_{max}$. After that, the centroid of the optical cell $c$ is updated by averaging the locations of new included users according to (23).

5) Go to the step 2) until the $L$ optical APs are arranged in $C$ dynamic cells. The users that are not assigned to any optical cell $c$ are assigned to the RF system.

The steps that compose the proposed dynamic cell formation are summarized in the flowchart shown in Fig. 6. The optical cells are constructed dynamically as the distribution of the users changes. Therefore, the ICI is minimized in comparison with the static cell formation scheme. Considering the toy-example described in Fig. 5(c), 2 optical cells are obtained; the cell 1 comprising 3 optical APs serving 4 users and an optical cell composed of a single optical AP transmitting to a single user. Applying BIA in each cell, $2 + 1 = 3$ DoF are achieved for this case, which outperforms both the full connectivity and static cell formation approaches.

After applying the proposed cell formation scheme, the VLC/RF network is divided into $C$, $c = \{1, 2, \ldots, C\}$, optical cells each given by $\mathcal{V}_c \cup \mathcal{V}_k_c$. Moreover, the index $c = 0$ is reserved for the RF cell, which corresponds to the set of users $\mathcal{V}_k_0$ that are assigned directly to the RF system. However, notice that some users of cell $c$ can be blocked although they are located within the coverage footprint of the corresponding cell or they simply obtain a poor channel from the transmitters of the corresponding optical cell. For the optical network, the number of users has an impact on the SNR degradation because of the interference subtraction and on the number of alignment blocks per user, which determines the achievable DoF (see (15)). Similarly, the RF network divides the available bandwidth into subcarriers allocating a block of them to each user in orthogonal fashion. As a consequence, once the dynamic cell formation is performed, a load balancing algorithm is considered for managing the handover between the VLC and WiFi networks and allocating the transmission resources in hybrid VLC/RF networks.

V. LOAD BALANCING ALGORITHM

In this section, we derive a load balancing algorithm for hybrid VLC/RF networks. For homogeneous cellular networks, e.g., macrocell networks, the user assignment and resource management usually consider SNR maximization, referred to as max-SNR from now on. That is, each user is assigned to the cell from which the user receives the greatest SNR. However, for hybrid VLC/RF networks, both systems operate in different sections of the spectrum and the SNR varies considerably between both systems, which can lead to overloading one of them. In this sense, it is more suitable to consider the achievable user-rate as the variable to optimize instead of the SNR since it depends on both the SNR and the amount of resources allocated to that user. Moreover, recall that for BIA the resulting SNR depends on the number of users in each cell whose interference must be subtracted. This approach is referred to as max-Rate from now on.

First, we obtain the user-rate of each system, either optical or RF, taking into consideration the dynamic cell formation.

---

4 The footprint of each optical AP is given by the radiation semi-angle. Assuming that all the users are distributed over a plane with a distance $h$ away from the ceiling, the footprint of each optical AP is $d_{th} = h \cdot \tan(\phi/2)$. 
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The BIA scheme described in Section III is implemented independently in each optical cell, which comprises \(L_c\) optical APs and users organized in the sets \(\mathcal{V}_c\) and \(\mathcal{V}_C\). Since the optical APs are grouped in cells, remaining ICI may appear between neighbouring cells. In this sense, since the proposed cell formation is aimed at minimizing the ICI, it is treated as noise assuming that the signal received from interfering cells is much lower than the desired signal. Let us define the relative power from optical cell \(c'\) received at user \(k\) in cell \(c\) taking the reference from the received power of optical cell \(c\) as \(\alpha_{c,c'}\), i.e., \(\alpha_{c,c'} = 1\). Thus, the signal received by user \(k\) of cell \(c\) during the considered alignment block after interference subtraction can be written as

\[
y^{[k,c]} = H^{[k,c]}u^{[k,c]}_k + \sum_{c'=1\,\cap\, c'\neq c}^C \sqrt{\alpha_{c,c'}} H^{[k,c']}x^{[c']} + z^{[k,c]},
\]

where \(y^{[k,c]}\in\mathbb{R}^{L_c\times 1}\) is the signal received during the \(L_c\) time slots of the considered alignment block \(\ell\) after interference subtraction and \(x^{[c']}\) is the signal transmitted by the neighbouring optical cell \(c'\) during the considered alignment block in which transmission of the symbol of interest \(u^{[k,c]}_k\) occurs. Moreover, in (25),

\[
H^{[k,c]} = [h^{[k,c]}(1) \ldots h^{[k,c]}(L_c)] \in \mathbb{R}^{L_c\times 1},
\]

is the channel matrix of user \(k\) that contains \(L_c\) linearly independent channel responses, i.e., \(H^{[k,c]}\) is a full rank matrix, and \(z^{[k,c]}\) is the noise after interference subtraction defined by the covariance matrix

\[
R_c = \begin{bmatrix} K_c I_{L_c-1} & 0_{L_c-1,1} \\ 0_{1,L_c-1} & 1 \end{bmatrix}.
\]

Therefore, the rate achieved by user \(k\) in cell \(c\) can be written as

\[
r^{[k,c]}_{\text{VLC}} = e^{[k,c]}_{\text{VLC}} \eta_{\text{bia}} \times \mathbb{E} \left[ \log_2 \det \left( I_L + P_{\text{str}} \sigma^{[k,c]} H^{[k,c]} H^{[k,c]} H^{[k,c] - 1} R_{z_{21}}^{[k,c]} \right) \right],
\]

where \(e^{[k,c]}_{\text{VLC}}\) is the ratio between the number of alignment blocks allocated to user \(k\) in cell \(c\) and the length of the supersymbol, i.e., considering uniform resource allocation \(e^{[k,c]}_{\text{VLC}} = \frac{1}{L_c + K_c - 1}, \eta_{\text{bia}}\) denotes the efficiency of BIA taking into consideration the costs of providing CSI, which are limited to coherent detection, \(P_{\text{str}}\) is the power allocated to the data stream given by \(u^{[k,c]}_k\) and

\[
R_{z_{21}}^{[k,c]} = R_c + P_{\text{str}} \sum_{c'=1\,\cap\, c'\neq c} C \alpha_{c,c'}^{[k,c]} H^{[k,c']} H^{[k,c']} H^{[k,c']},
\]

is the covariance matrix of the noise plus interference due to transmission from other optical cells.

2) RF SYSTEM

We consider a WiFi AP transmitting an OFDM signal with \(Q\) subcarriers assigning a set of subcarriers to each user in orthogonal fashion, i.e., avoiding the multi-user interference. Since a single WiFi AP is deployed in the same scenario, i.e., there is not interference from other WiFi APs, the long-term SNR for each subcarrier of user \(k\) is

\[
\text{SNR}^{[k]} = \frac{|G^{[k]}|^2 \Delta P_{q}}{N_0 \Delta B_q},
\]

where \(G^{[k]}\) is the channel gain of user \(k\), which according to (9), \(\Delta P_q\) is the transmit power allocated to each subcarrier, \(\Delta B_q\) is the modulation bandwidth of each subcarrier and \(N_0\) is the noise power spectral density. It is assumed that the transmit power is allocated equally to each subcarrier. Since \(Q^{[k]}\) subcarriers are allocated to user \(k\) in cell \(c\), the achievable rate of user \(k\) connected to the WiFi system is

\[
r^{[k,c],\text{RF}}_k = e^{[k,c]}_{\text{RF}} \log_2 \left(1 + \text{SNR}^{[k]}\right),
\]

where \(e_{\text{RF}} = \frac{\Delta B_q}{\Delta B_q Q^{[k,c]}}, \text{SNR}^{[k]}\) is the ratio between the bandwidth allocated to user \(k\) in cell \(c\) and the available bandwidth \(B_{\text{RF}}\).

B. PROBLEM FORMULATION

We define the set \(C_T = \{0, 1, \ldots, C\}\) that contains all the cells in the hybrid network, where \(c = 0\) corresponds to the WiFi cell. In this context, we obtain a generic expression of the achievable user-rate for both VLC and WiFi systems in order to formulate the optimization problem. Specifically, checking (28) and (31), notice that the user-rate in any cell of \(C_T\) can be written in a generic form as

\[
r^{[k,c]} = e^{[k,c]} \rho^{[k,c]},
\]

where \(r^{[k,c]}\) is the spectral efficiency achievable by user \(k\) in cell \(c\), either optical or RF, and \(e^{[k,c]}\) denotes the fraction of resources that cell \(c\) allocates to user \(k\)

\[
e^{[k,c]} = \begin{cases} 
\frac{1}{L_c + K_c - 1} & \text{if VLC system} \\
\frac{\Delta B_q Q^{[k,c]}}{B_{\text{RF}}} & \text{if WiFi system}
\end{cases}
\]

By using this notation it is possible to manage the resource allocation of each cell according to the spectral efficiency.
the users. Notice that, \( r^{[k,c]} \) can be easily obtained checking (28) and (31) for both VLC and WiFi systems, respectively. Specifically,

\[
r^{[k,c]} = \begin{cases} E \left[ \log_2 \det (I_L + P_{st} A^{[k,c]}) \right] & \text{if VLC system} \\ \log_2 (1 + \text{SNR}^{[k]}) & \text{if WiFi system,} \end{cases}
\]

(34)

where \( A^{[k,c]} = H^{[k,c]} H^{[k,c]} H^{[k,c]} \) (see (28)). Therefore, the achievable rate of a generic user \( k \) corresponds to

\[
R^{[k]} = \sum_{c \in C_T} x^{[k,c]} e^{[k,c]} r^{[k,c]},
\]

(35)

where the variable \( x^{[k,c]} \) determines the cell association, which is \( x^{[k,c]} = 1 \) if user \( k \) is in cell \( c \) and \( x^{[k,c]} = 0 \), otherwise.

The proposed load balancing algorithm aims at optimizing the sum-rate within the footprint of cell \( c \) obtained after the dynamic cell formation, i.e., for the users belonging to the set \( V_{K_c} \). Besides, we consider the use of a utility function so that the user-rate is transformed by a function \( U = f \left( R^{[k]} \right) \). Specifically, we consider the logarithmic function, i.e., \( U(x) = \log(x) \), which naturally achieves load balancing and some level of fairness among the users [35]. Therefore, the optimization problem may be formulated by maximizing the aggregate utility function. That is,

\[
\max_{x^{[k,c]}, c} \sum_{k \in V_{K_c}} \log \left( \sum_{c \in C_T} x^{[k,c]} e^{[k,c]} r^{[k,c]} \right)
\]

s.t.

\[
\begin{align*}
\sum_{c \in C_T} x^{[k,c]} &= 1 \quad \forall k \in V_{K_c} \\
\sum_{k \in V_{K_c}} e^{[k,c]} &\leq 1 \quad \forall c \in C_T \\
0 &\leq e^{[k,c]} \leq 1, \quad x^{[k,c]} \in \{0, 1\}, \quad \forall c \in C_T, \forall k \in V_{K_c}.
\end{align*}
\]

(36)

The first constraint in (36) guarantees that each user may either connect to an optical cell or the WiFi system, the second constraint guarantees that the portion of transmission resources employed for each optical cell or the WiFi system is less than 1. Moreover, the last constraint considers the feasible region of the optimization variables, where \( x^{[k,c]} \) and \( e^{[k,c]} \) are binary and real variables between 0 and 1, respectively.

Interestingly, the objective function (see (36)) depends on the achievable user-rate, which involves the SNR and also the resources available in the hybrid VLC/RF network, instead of simply considering the SNR. In Fig. 7, the load distribution is depicted considering max-SNR in the hybrid VLC/WiFi network. It can be easily seen that the WiFi system is overloaded. However, the achievable sum-rate of the network can be improved assigning more users to the VLC system. On the other hand, the percentage of users associated to each system according to the proposed max-Rate load balancing approach is shown in Fig. 8. Notice that, the VLC system is serving a significant percentage of users, while the WiFi system serves an acceptable percentage of users. For the proposed dynamic cell formation approach, 90% of users are served by the VLC system while only 10% of them are connected to the WiFi. These results highlight the importance of employing a proper load balancing algorithm in hybrid VLC/RF networks.

### C. CENTRALIZED SOLUTION

The optimization problem in (36) contains both a binary variable and a real positive variable that must be jointly solved. Thus, it is defined as a mixed integer non-linear programming problem. This problem is mathematically intractable since user association depends on the available resources and the resource allocation depends on the association of the users to either any optical cell or the WiFi system. In this sense, we adopt a restriction on variable \( e^{[k,c]} \) by assuming uniform resource allocation [25]. Let us consider \( V_{K_c} \) as a set of \( K_c \) users associated to optical cell \( c \). Then, we define the load of cell \( c \) as \( \sum_{k \in V_{K_c}} x^{[k,c]} \). Since BIA is implemented within each cell, \((L_c - 1)K_c^{-1}\) alignment blocks are assigned to each user assuming uniform resource allocation. Thus, the assumption of \( e^{[k,c]} = \frac{1}{K_c} \), means equal resources allocation among \( K_c \times (L_c - 1)K_c^{-1} \) alignments blocks over the supersymbol.
Therefore, according to the notation described above, the objective function of (36) becomes
\[
f(x) = \sum_{k \in \mathcal{V}_c} \log \left( \sum_{c \in \mathcal{C}_T} x^{[k,c]} \left( \frac{p^{[k,c]}}{\sum_{k \in \mathcal{V}_c} x^{[k,c]}} \right) \right).
\] (37)

Notice that, according to the first constraint in the optimization problem (36), i.e., \( \sum_{c \in \mathcal{C}_T} x^{[k,c]} = 1 \), user \( k \) must be associated with only one cell. Thus, the objective function (37) can be rewritten in equivalent form as
\[
f(x) = \sum_{k \in \mathcal{V}_c} \sum_{c \in \mathcal{C}_T} x^{[k,c]} \log \left( \frac{p^{[k,c]}}{\sum_{k \in \mathcal{V}_c} x^{[k,c]}} \right). \] (38)

Consequently, the optimization problem (36) is modified to
\[
\begin{align*}
\max_x & \quad f(x) \\
\text{s.t.} & \quad \sum_{k \in \mathcal{V}_c} x^{[k,c]} = K_c, \quad \forall c \in \mathcal{C}_T \\
& \quad \sum_{c \in \mathcal{C}_T} x^{[k,c]} = 1, \quad \forall k \in \mathcal{V}_c \\
& \quad x^{[k,c]} \in \{0, 1\}, \quad \forall k \in \mathcal{C}_T, \quad \forall k \in \mathcal{V}_c.
\end{align*} \] (39)

This optimization problem obtains the resource management and user association that maximize the sum of the logarithmic utility function of the user-rate (see (36)). That is, it determines the number of users in each cell and the amount of transmission resources allocated to each user. Unfortunately, this centralized solution requires to share information among each of the optical cells and the WiFi AP in order to obtain a solution through an exhaustive search. As a consequence, the centralized solution is subject to a high computational complexity as the size of the network increases.

D. DECENTRALIZED SOLUTION

The complexity of the centralized solution can be excessively high for most of the network configurations. In the following, we propose a decentralized solution that reduces the complexity of the load balancing considerably. We formulate the load balancing algorithm given by solving the optimization problem (39) using the Lagrangian multiplier similarly as [27]. Thus, the optimization problem can be decoupled into two subproblems that can be solved separately. Specifically, the Lagrangian function is formulated as
\[
\begin{align*}
f(x, k, \mu) = s(x, \mu_c) + g(k, \mu_c),
\end{align*}
\] (40)

where
\[
\begin{align*}
s(x, \mu_c) = \sum_{k \in \mathcal{V}_c} \sum_{c \in \mathcal{C}_T} x^{[k,c]} \left( \log(p^{[k,c]}) - \mu_c \right),
\end{align*}
\] (41)

and
\[
\begin{align*}
g(k, \mu_c) = \sum_{c \in \mathcal{C}_T} K_c (\mu_c - \log(K_c)),
\end{align*}
\] (42)

are two independent subproblems. The Lagrangian multiplier \( \mu_c, c \in \mathcal{C}_T \), corresponds to the constraint \( \sum_{c \in \mathcal{C}_T} x^{[k,c]} = 1 \), \( \forall k \in \mathcal{V}_c \), described in (39). Thus, the solution of the optimization problem is determined by the function \( f(x, k, \mu_c) \). That is,
\[
\begin{align*}
\min_{\mu_c} & \quad f(x, k, \mu_c).
\end{align*}
\] (43)

The problem in (43) is dual and can be decomposed into two subproblems \( f(x, \mu_c) \) and \( g(k, \mu_c) \), which can be solved separately on the receiver and cell sides, respectively. In the following, we derive the solution to each of these subproblems.

USER SOLUTION

For the user solution given by \( s(x, \mu_c) \), each user \( k \in \mathcal{V}_c \) is associated to the cell \( c \in \mathcal{C}_T \) that maximizes
\[
\begin{align*}
c^* = \arg \max_c \left( \log(p^{[k,c]}) - \mu_c(t) \right),
\end{align*}
\] (44)

s.t. \( \sum_{c \in \mathcal{C}_T} x^{[k,c]} = 1, \quad \forall k \in \mathcal{V}_c \)
\[
\begin{align*}
\sum_{c \in \mathcal{C}_T} x^{[k,c]} \in \{0, 1\}, \quad \forall c \in \mathcal{C}_T, \quad \forall k \in \mathcal{V}_c.
\end{align*}
\] (44)

where \( t \) corresponds to the iteration of the gradient solution. Notice that, if there exist multiple cells satisfying (44), user \( k \) is assigned to one of them, and therefore, the number of users associated to each cell can be obtained as \( K_{c^*} = \sum_{k \in \mathcal{V}_c} x^{[k,c^*]} \).

CELL SOLUTION

The maximum value of \( g(k, \mu_c) \) is obtained solving
\[
\begin{align*}
\frac{\partial g(K_c, \mu_c)}{\partial K_c} = 0 \Rightarrow K_c(t) = \exp(\mu_c - 1).
\end{align*}
\] (45)

The Lagrangian multiplier can be defined as a message transmitted by the cell according to the number of users associated with it. Let us interpret \( K_{c^*} \) and \( K_c \) as the serving demand and serving supply for cell \( c \), respectively. Thus, the multiplier \( \mu_c \) is updated as
\[
\begin{align*}
\mu_c(t + 1) = \mu_c(t) - \delta(t) \cdot (K_c(t) - K_{c^*}(t)),
\end{align*}
\] (46)

where \( \delta(t) \) is a sufficiently step-size required for guaranteeing convergence. In (46), it can be seen that if cell \( c \) is overloaded, e.g., \( K_{c^*} > K_c \), the multiplier \( \mu_c \) increases, and therefore, less users are associated to this cell, otherwise the multiplier \( \mu_c \) decreases in order to attract more users.

E. COMPLEXITY

For the centralized solution, the user assignment is obtained by exhaustively searching all of the possible connections between \( K_c \) users in each set \( \mathcal{V}_c \) and the available cells. Since, there are \( C \) optical cells and a single RF AP, the computational complexity of the centralized algorithm can be expressed as
\[
\begin{align*}
\Theta \left( \prod_{k=1}^{K_c} (C + 1) \right),
\end{align*}
\] (47)
where $\Theta$ denotes the algorithm runtime complexity. For the centralized solution, the amount of information that must be exchanged is proportional to
\[
((C + 1) \times K_c).
\]
(48)

For the decentralized method, each of the $(C + 1)$ cells, i.e., the $C$ optical cells and the cell given by the RF system, transmits its multiplier $\mu_c$, which comprises a relatively small number of bits, while each of the $K_c$ users sends a connection request to a single cell. Hence, the amount of transmitted information among cells and users is proportional to
\[
(C + 1 + K_c).
\]
(49)

and the complexity of the decentralized algorithm is
\[
\Theta((C + 1) \times K_c).
\]
(50)

The complexity required by the centralized approach increases exponentially with both the size of the network, i.e., cells and optical APs, and the number of users. However, the complexity increases linearly for the decentralized scheme. That is, the centralized solution requires a tremendous number of calculations for even a modest size network to reach the optimal solution. In contrast, the decentralized algorithm guarantees to converge to a near-optimal solution involving a much lower complexity. In this sense, in Section VI, it is shown that the solution provided by the decentralized approach is close to the optimal.

**VI. SIMULATION RESULTS**

We consider a $15 \times 15 \times 3$ m indoor scenario where $L = 16$ optical APs are uniformly distributed on the ceiling of the room. The RF system is composed of a single WiFi AP. If it is not specified, $K = 20$ users are randomly distributed over the plane $h = 2.15$ m away from the ceiling. Each user is equipped with both a reconfigurable photodetector to switch among $L = 16$ preset modes following a hemispherical arrangement and a RF transceiver. Similarly to [34], the costs of providing CSI are $\theta_{\text{th}} = \theta_{\text{cd}} = 1\%$ and $\theta_{\text{ep}} = 4.76\%$. All other parameters of the considered VLC/WiFi network are listed in Table 1.

**A. ACHIEVABLE RATE COMPARISON**

The average user-rate of the cell formation approaches is shown in Fig. 9 considering $K = \{10, 20, 30, 40\}$ users randomly distributed in the room. It can be seen that the proposed dynamic cell formation provides greater user-rate than both static and full connectivity cell formation approaches for all the cases. Specifically, for $K = 10$, the average user-rate is equal to 43 Mbps. As expected, the user-rate decreases as the number of users grows since less network resources are allocated to each user. However, the improvement of the dynamic cell formation approach is greater for higher number of users. For instance, the user-rate is almost triple for dynamic cell formation in comparison with the full connectivity approach when $K = 40$. Therefore, we can conclude that dynamic cell formation is a suitable grouping strategy for VLC systems. Furthermore, the decentralized load balancing algorithm provides a solution close, almost equal in most of cases, to the optimal given by the centralized algorithm with a much lower complexity. We focus exclusively on the decentralized algorithm from now on.

In Fig. 10, we plot the cumulative distribution function (CDF) of user-rate in comparison with some benchmark schemes. First, the dynamic cell formation jointly with the proposed load balancing algorithm provides a user-rate above 30 Mbps for most of the users. Besides, the 50th percentile corresponds to a sum-rate above 50 Mbps. For comparison purposes we consider that each optical cell transmits following the TPC scheme proposed in [8]. Interestingly, this approach obtains lower user-rate than the use of BIA for the proposed scheme. As discussed in [13], this fact is due to the constraints of the optical channel and the correlation among the channel responses of the users, which do not affect to BIA. Indeed, the correlation among preset modes of the same user is managed by the architecture of the reconfigurable photodetector. Furthermore, the use of BIA

| **VLC parameter** | **Value** |
|--------------------|-----------|
| Bandwidth for each LiFi AP | 20 MHz |
| Physical area of the photodiode | 15 mm$^2$ |
| Transmitter semi-angle | 45 deg |
| Receiver FOV | 70 deg |
| Detector responsivity | 0.53 A/W |
| Gain of optical filter | 1.0 |
| Cut-off frequency of optical channel | 30 MHz |
| Wall-average reflectivity | 0.63 |
| Noise power spectral density | $10^{-22}$ A$^2$/Hz |

**FIGURE 9. Achievable user-rate for distinct number of users after performing centralized and decentralized load balancing algorithms in the hybrid VLC/WiFi network.**

**TABLE 2. Simulation parameters.**
considering other cell formation methodologies penalizes the user-rate considerably. It is interesting to remark that the full connectivity approach provides a poor user-rate due to the lack of effective connectivity. Moreover, the interference because of transmission to $K-1=19$ users is subtracted for this approach, which generates a great noise enhancement. The rate of the users connected to WiFi system is generally lower than the rate obtained by the users connected to VLC system. In this sense, the WiFi system can be interpreted as an umbrella network for blocked users in the VLC system and overloaded optical cells.

The achievable sum-rate considering different cell formation and user association schemes is plotted in Fig. 11 as the number of users increases. It can be easily seen that using the sum-rate as the variable to optimize improves the performance of the max-SNR strategies. It is worthy to remark that this improvement in sum-rate is given by the load balancing in the VLC/RF hybrid network. For instance, about 60% of the users are connected to WiFi system when considering a max-SNR association as is shown in Fig. 7, while this percentage is reduced considerably for the max-Rate approach as can be seen in Fig. 8. Besides, the proposed dynamic cell formation improves the achievable sum-rate in both max-SNR and max-Rate approaches with respect to both static and full connectivity cell formation methodologies.

In Fig. 12, we show the evolution of the user-rate achieved by the proposed schemes as the SNR increases in comparison with TPC based on MSE [8] and maximum ratio combining (MRC) [36] assuming the dynamic cell formation. First, notice that the proposed scheme based on BIA achieves greater user-rate than the other schemes in the considered SNR range. In comparison with TPC schemes, it can be seen that the slope of the user-rate is greater for high SNR values than for BIA, which results unsurprising since TPC schemes obtain higher multiplexing gain at the costs of providing CSIT. Therefore, high-SNR is required for TPC schemes to outperform the user-rate achieved by BIA. Furthermore, a comparison with MRC, which exploits the angular diversity of the reconfigurable photodetector, is carried out. It is shown that MRC obtains a good performance at low SNR. However, as the SNR increases MRC maintains an almost constant user-rate. We can conclude that the proposed scheme based on BIA results suitable for VLC in comparison with other schemes such as the considered above.

### B. SUBERSYMBOL LENGTH

In Fig. 13, we plot the length of the resulting supersymbol for the considered cell formation methodologies. First, it is interesting to remark that the full connectivity approach generates extremely long supersymbols, which results unpractical in VLC networks where the coherence time is given by the users movement. For instance, considering only 8 users the supersymbol comprises $3.92 \cdot 10^9$ time slots for the full connectivity.
In order to reduce the supersymbol length static cell formation based on creating optical cells with 2 and 4 optical APs each is analyzed. It can be seen that the supersymbol length decreases considerably as the VLC system is divided into smaller cells. For a fair comparison, dynamic cell formation is limited to the same number of optical APs per cell as for the static cell formation. Notice that there exists a slight difference in the length of the supersymbol between static and dynamic approaches, both considering the same number of cells. This is because the static cells are formed regardless of the user distribution, conversely the dynamic cells are formed and modified based on the distribution of users.

C. ACHIEVABLE DEGREES OF FREEDOM

Assuming BIA transmission in each optical cell, the sum-DoF provided by each of the considered cell formation methodologies is shown in Fig. 14. Again, the full connectivity approach provides less DoF than grouping the optical APs in cells so that the users are only connected to the APs from which receive a useful signal. It can be also seen that dynamic cell formation achieves greater DoF than the static approach since it considers the distribution of users. For instance, assuming $K$ equal to 10 users dynamic and static cell formation methodologies achieve 2.9 DoF and 2.5 DoF, respectively. Moreover, considering only 2 optical APs per cell, the achievable DoF slightly increase. However, the users may be subject to ICI. Therefore, there exists a trade-off between achievable DoF and ICI, which also determines the SNR degradation and the supersymbol length.

VII. CONCLUSION

In this work, we propose a dynamic cell formation method jointly with a load balancing strategy for hybrid VLC/RF networks. The proposed dynamic cell formation for VLC based on BIA provides greater DoF and user-rate than other approaches such as static cell formation or simply assuming full connectivity among all the optical APs to each user. Besides, this dynamic approach reduces the length of the BIA supersymbol in comparison with the baseline schemes, which relaxes the coherence time requirement. We devise a load balancing strategy taking into consideration the topology of the hybrid VLC/RF networks to manage the transmission resources. It is shown that maximizing the SNR does not correspond to maximizing the sum-rate since the distribution of the users may be unbalanced between the optical cells and the RF system. We propose both centralized and decentralized algorithms to optimize the resource allocation while managing the load balance of the hybrid network. Simulation results show that the proposed cell formation improves the performance in VLC/RF networks. Moreover, applying the devised load balancing algorithms, the proposed scheme achieves greater sum-rate than alternative schemes based on CSIT such as TPC for the same scenarios.
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