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1. Introduction

Additive manufacturing (AM), also known as 3D printing, refers to a set of technologies that allow the production of highly complex parts in an incremental layer-by-layer material deposition process. With most AM technology variants, this process takes place inside the machine in an enclosed build container, referred to as a ‘build volume’. One defining characteristic of AM technology is that it does not employ any dedicated physical tooling such as moulds, cutting implements or dies (Hague, Mansour, and Saleh 2004; Gibson, Rosen, and Stucker 2014). This aspect gives AM the capability to manufacture components that would be very difficult, or impossible, to produce by conventional manufacturing processes such as injection moulding or computer numerically controlled machining.

By opening up previously unavailable regions of design space (de Mul 2016), products that were conventionally designed and manufactured as assemblies of multiple components can now be joined to form consolidated designs to be manufactured as single items (Hague, Campbell, and Dickens 2003). Additionally, the absence of physical tooling allows the cost efficient manufacturing of parts in small volumes, down to a single unit. This allows the production of highly customised or differentiated products (Tuck et al. 2008) and the adoption of innovative supply chains (Achillas,
AM was initially developed in the 1980s to prototype physical models that would provide insights into a product before committing to final manufacturing processes (Jacobs 1992). However, in recent years AM has been adopted for the manufacture of end-use products, for example in the aerospace, industrial equipment, automotive and medical domains. AM carries significant potential for adoption in applications that are characterised by high per-unit revenues and that benefit from high degrees of geometric complexity or customisation (Tuck et al. 2008).

As a parallel manufacturing process, AM enables the contemporaneous manufacture of different part geometries in a single build volume (Ruffo and Hague 2007). This gives rise to a build volume packing problem arising during the machine setup process, which should be addressed through a computational solution (Nyahu et al. 1996; Hur et al. 2001). Baumers et al. (2013, 2017) have shown that the effectiveness of addressing this problem in AM execution forms an important determinant of manufacturing cost.

It has been argued that AM, particularly with respect to the absence of physical tooling, should be seen as a flexible manufacturing system (Weller, Kleer, and Piller 2015). Fixed costs for AM, for example from process warm up and cool down, resemble other setup effects identified in the operations management (OM) literature (Vokurka and O'Leary-Kelly 2000). Therefore, the actual build time for a volume will depend upon the build height and the number of build jobs needed to manufacture a set of items, which will both be impacted by the quality of the packing (Baumers et al. 2013).

There are a variety of packing approaches; the choice of the most suitable technique often depends on the characteristics of the problem, the technology employed, the material used and the production constraints (Ikonen et al. 1997; Hur et al. 2001; Canellidis et al. 2006). Some algorithms, for example, address the free arrangement of geometries within the build volume, which may result in configurations in which one item is located on top of others. Such methods are suitable for relatively unconstrained techniques such as Laser Sintering, where support structures are not needed (Gibson, Rosen, and Stucker 2014). Other technology variants require adjustments to allow for support structures such as resin vat processes or metallic powder bed processes.

Within the field of operations research (OR), there has been considerable research into cutting and packing (C&P) algorithms. Three-dimensional irregular packing (3DIP) problems are combinatorial optimisation problems where a set of arbitrary volumetric items must be placed into given containers, or build volumes, in such a way that the total empty space (between the items) is minimised (Wäscher, Haßner, and Schumann 2007). Such optimisation problems are classified as NP-Hard (Garey and Johnson 1979). A factor that additionally increases their inherent difficulty is the presence of non-overlapping constraints between items and the edges of the container. Further variants of the problem consider other constraints, including weight distribution (Davies and Bischoff 1999), cargo stability (Hemminki, Leipala, and Nevalainen 1998), limited load bearing strength (Bischoff 2006) and packing into a non-rectangular container (Eisenbrand et al. 2005; Scheithauer, Stoyan, and Romanova 2005; Boccia et al. 2011).

In addition to overcoming the computational challenge inherent to 3DIP problems, a number of ancillary issues must be addressed when proposing practical solutions for AM. These include, but are not limited to, the following:

- Identification of the problem class, based on the existing taxonomies from the scientific literature and the technological requirements of a particular AM system. This identification will normally require relating the investigated problem to precedents from the OR literature, which contains proposed methods for efficient solutions.
- Statement of which characteristics and features of 3DIP problems are the most pertinent to the construction and tailoring of solution algorithms.

These issues are recurring and, if not met adequately, are liable to lead to a solution for the
wrong problem or the choice of a poorly performing algorithm for a particular instance. The primary contribution of this paper is, therefore, to extend the existing general cutting and packing taxonomies (Dyckhoff 1990; Wäsch, Haußner, and Schumann 2007) by providing a clear-cut problem definition, precise categorization criteria for the objectives and problem instances, a simple yet useful notation, and establishing a terminology with terms that are familiar to, but not limited to, researchers in the field of AM. Additionally, this work provides a survey of the main AM packing problems published in the OR field, summarises solution techniques usually applicable to this context, and outlines problem features that are related to the chosen methods.

Benchmarks form a central element in assessing the performance of solutions to computational problems in-context. However, there are currently few relevant benchmarks available for 3DIP. For example, neither the EURO Special Interest Group on Cutting and Packing\textsuperscript{1} nor the OR-Library\textsuperscript{2} provided by Beasley (1990) contain instances of 3DIP problems. Those that do exist are not sufficiently well aligned with real-world AM cases, which poses a barrier to research in this area (Egeblad, Nielsen, and Brazil 2009). In support of the development of packing solutions and enabling their performance comparison, this paper assembles a new and more realistic 3DIP benchmark with an enriched set of features.

The remainder of this paper is organised as follows: Section 2 outlines the existing research for cutting and packing problems and introduces an extended taxonomy. This extension is formulated on the basis of a review of categorisation criteria for packing problems and classification for 3DIP problem instances encountered in AM. Section 3 surveys existing datasets and their features, it also introduces the new dataset covering a wide variety of features and contains instances that more closely simulate real-world scenarios than existing datasets. In Section 4, we discuss the outcomes of our analysis and identify the linkages between our analysis and the operations of AM technology. We conclude our paper in Section 5 with implications and suggestions for further research.

2. Taxonomies for cutting and packing problems

This section reviews the existing taxonomies for cutting and packing problems, the classification criteria for part geometries, and the main approaches to 3DIP problems. Moreover, it presents typical constraints and objectives for 3DIP faced in AM applications.

2.1 Review of existing taxonomies for C&P problems

The first typology for C&P problems was presented by Dyckhoff (1990), who proposed representing problems based on a four-tuple: $\alpha/\beta/\gamma/\delta$. In this notation, the encountered problems are categorised according to their dimensionality ($\alpha$), the kind of assignment ($\beta$) or requirements regarding the selection of items and containers, the quantity and shape of containers ($\gamma$), and the multiplicity of types of objects demanded ($\delta$). Despite its importance for the study of C&P, Wäsch, Haußner, and Schumann (2007, p.1112) identified a number of weaknesses in this notation, stating that it ‘does not necessarily result in homogeneous problem categories’ and noted that it contains a ‘partially inconsistent’ categorisation. Wäsch, Haußner, and Schumann (2007, p.1111) further note that its ‘coding scheme was not self-explanatory from the view point of an international (English-speaking) community or researchers’.

Wäsch, Haußner, and Schumann (2007) aimed to address the identified issues by introducing a more consistent terminology and refined categorisation criteria, including the introduction of a basic, intermediate and refined categorisation for problems. Basic C&P problems contain the definition of the kind of assignment or objective and the assortment of small items, which can

\textsuperscript{1}https://paginas.fe.up.pt/~esicup/datasets (last accessed on 1 July 2017)
\textsuperscript{2}http://people.brunel.ac.uk/~mastjjb/jeb/info.html (last accessed on 1 July 2017)
be identical, weakly or strongly heterogeneous. Intermediate problems provide information on containers, and refined problems also include information about the dimensionality, the shape of the insertable items and optional constraints.

The classification and representation of packing problems depends, among other aspects, on the assortment of items or parts and their features. Dyckhoff’s (1990) typology, for example, distinguishes between parts in terms of their shape, which can be either regular (forms that can be described by few parameters, e.g. rectangles or spheres) or irregular. In contrast, Wäscher, Haßner, and Schumann (2007) discriminated by the number of types of items, these being weakly or strongly heterogeneous. This nomenclature, however, depends on the interpretation of linguistic terms such as ‘few’ or ‘many’ to describe variation.

A more detailed classification for two and three-dimensional rectangular geometries was provided by Egeblad and Pisinger (2009), who categorised parts into five classes: flat items, long items, cubes, uniform items (in which the greatest dimension is no more than twice the smallest) and diverse items (in which the greatest dimension can reach 50 times the smallest). Of course, these categorisation criteria ignore important geometric features of relevance to irregular spatial packing problems, such as convexity, relative complexity and multiplicity.

2.2 An alternative taxonomy for packing problems

To address the limitations of the existing taxonomies, this section presents a taxonomy for 3DIP problems that is comprised of a terminology and categorisation criteria for problems and instances, which can be used to realistically describe 3DIP problems found in AM. A taxonomy is a useful resource for researchers and practitioners since an ambiguous terminology or imprecise classification criteria might lead to miscommunication. The terms nesting and packing, for example, have sometimes been used interchangeably, although nesting is normally associated with a pattern in which some larger objects envelope one or more smaller objects. To eliminate this ambiguity, the following introduces a consistent terminology, which is in accordance with the usual nomenclature employed in the AM community:

- **Model**: A comprehensive definition of an object such that the construction of multiple objects of that type is possible by referring only to the definition. In the AM context, a model is usually provided as a three-dimensional mesh in the STL, or similar, format (Gardan 2016). From a given digital model in this format, it is possible to calculate its volume, surface area and the number of triangles, or faces.
- **Part**: A part or item is a single physical instantiation of a model. Extant taxonomies (Dyckhoff 1990; Wäscher, Haßner, and Schumann 2007) used the term ‘small item’ instead.
- **Multiplicity**: Quantities of parts to be produced per model.
- **Demand profile**: Additional information describing a client’s requirements regarding parts, such as the due date or profit values.
- **Container**: The geometry and dimensions of the volume available to accommodate the requested parts. In AM, this corresponds to the specifications of the available space within the AM system and can be associated with build speed and cost parameters.
- **Build**: A group of parts produced simultaneously by an AM system at a particular time in a single operation. The assignment of a part to a particular build is constrained by volume capacity and geometrical non-overlapping conditions.
- **Time horizon**: Estimated length of time necessary to complete the production, which can be continuous or discretised into equal time intervals.
- **Problem instance**: Refers to a single input problem and encloses the information of one or more containers or parts, multiplicity, demand profile and, optionally, a planning horizon that requires the specification of the due dates for the requested parts.
- **Dataset**: A set of problem instances for assessing and comparing solution methods.
Table 1. Summary of the four-tuple $D|C|B|A$ to describe 3DIP problems.

| Element | Description                  | Values             |
|---------|------------------------------|--------------------|
| $D$     | Dimensionality of the problem| $1, 2, 2+1$ or $3$ |
| $C$     | Criteria for optimisation    | $Ou$, $Si$, $Cp$ or $Tp$ |
| $B$     | Build volume types           | $Of$, $Oo$, $I$, or $H$ |
| $A$     | Attributes/features of the assortment of parts | $ll$, $hl$, $lh$, $hh$ |

2.3 Categorisation of three-dimensional irregular packing problems

The proposed categorisation criteria and notation refine the most recent taxonomy (Wäscher, Haßner, and Schumann 2007) and capture 3DIP problems using four-tuples $D|C|B|A$. Although there are similarities to the $\alpha/\beta/\gamma/\delta$ format proposed by Dyckhoff (1990), this formulation is intended to address the aforementioned issues with the previous taxonomies in addition to including further information regarding AM-related objectives and features of the problem. Table 1 summarises the encoding scheme that is described in this section.

The first element in the four-tuple ($D$) denotes the dimensionality of the problem, which is usually three-dimensional ('$3$') due to the nature of packing problems in AM. Some solution methods (Canellidis et al. 2006; Canellidis, Giannatsis, and Dedoussis 2009), however, reduce the input problem to a two-dimensional instance where the XY-projection of items must be arranged on the build platform or substrate. Dyckhoff (1990) used the notation $2+1$ to refer to the dimensionality of this kind of problem; in AM operations this is applicable to technology variants that require sacrificial support structures, such as material jetting, resin vat processes or material extrusion.

The optimisation criterion ($C$) identifies one of the following objectives: Output maximisation ($Ou$), Single input minimisation ($Si$), Time-minimisation parallel production ($Tp$) or Cost-minimisation parallel production ($Cp$). Output maximisation ($Ou$) describes a problem where the demand for parts is higher than the container capacity and has as objective to pack the subset of items that maximises the total volume of packed parts. This optimisation criterion occurs in a 3DIP variant involving a single build volume and unspecified time horizon.

Single input minimisation ($Si$) and describes problems that address a single hypothetical container with one or more variable-length dimensions and the objective of finding a configuration for items that minimises the container’s variable dimensions. In practical cases, this problem occurs when it is known that the entire set of parts can be accommodated within the container (Wäscher, Haßner, and Schumann 2007), which is a requirement that is not always true.

The optimisation criteria of cost-minimisation parallel production ($Cp$) and time-minimisation parallel production ($Tp$) comprise more complex scenarios where multiple builds are necessary to manufacture the requirement for parts, as defined by demand. For problems where the containers have the same estimated building cost, $Cp$ is equivalent to the minimisation of the number of builds - the classic Bin Packing Problem (Wäscher, Haßner, and Schumann 2007). For the time-minimisation parallel production criterion, the due time and completion time of parts carries greater importance (Tavakkoli-Moghaddam et al. 2005). This involves the minimisation of one or more of the following variables: the makespan (time necessary to manufacture the entire demand), the total tardiness, or the earliness. Tardiness and earliness are computed in terms of the differences between the completion times and due times of required parts, and the solution of this type of problem requires the combination of scheduling and three-dimensional irregular packing techniques. There has been only sparse study related to this class of problems to the present day (Lawler et al. 1993; Iori and Martello 2010).

The third element of the $D|C|B|A$ notation ($B$) is a descriptor of the attributes of the container or containers available in the problem. It is proposed that this specification corresponds to one of the following: one container with fixed dimensions ($Of$), one container with open Z-height ($Oo$), or
Table 2. Features of the assortment of parts (A) based on relative standard deviation (RSD) of demands and mean connectivity value (MCV).

| Demand variation                      | RSD   | MCV   | Common solution                                                                 |
|---------------------------------------|-------|-------|----------------------------------------------------------------------------------|
| Low demand variation + low mean complexity (ll) | RSD ∈ [0,0.5] | MCV ∈ [0,0.5] | Iterative application of placement heuristics such as Deepest Bottom-Left (Baumers et al. 2013). |
| Low demand variation + high mean complexity (lh) | RSD ∈ [0,0.5] | MCV ∈ (0.5,1] | Parts can be simplified into regular (often rectangular) geometries and then solved by exact methods (Stoyan et al. 2005). |
| High demand variation + low mean complexity (hl) | RSD > 0.5 | MCV ∈ [0,0.5] | This type of problem has not been systematically addressed in the literature. |
| High demand variation + high mean complexity (hh) | RSD > 0.5 | MCV ∈ (0.5,1] | Reduction of the parts to their minimum bounding boxes and application of wall-building heuristics (Canellidis et al. 2006). |

variable-length dimension, multiple identical containers (I) or multiple heterogeneous containers (H). It is additionally assumed that the standard shape of the large object is rectangular or cuboid, for two and three-dimensions respectively, as usual in build volume specifications.

The last element (A) is optional when specifying 3DIP problems, since it characterises the instance rather than the problem class, and adds information that might support the choice of a suitable solution method. It is proposed that A varies according to the demand variation and average part complexity, assuming one of the following four permutations: low demand variation + low mean complexity (ll), high demand variation + low mean complexity (hl), low demand variation + high mean complexity (lh), high demand variation + high mean complexity (hh), or simply A to describe the presence of multiple instances with different characteristics or unknown feature values.

This paper also proposes to address the issue of subjective evaluations of ‘low’ and ‘high’ by determining the characteristics of the problem instance (A) through the use of relative standard deviation (RSD) of the multiplicities, which is a measurable feature formed by the ratio of the standard deviation and mean of demand quantities. Low demand variations are here defined as those which have values equal to or less than 0.5; high variations have an RSD greater than 0.5.

Further, two complexity metrics are used in this analysis, which are the Spies Ratio and the Mean Connectivity Value. As complexity is an inherently multi-faceted notion, many other metrics based on other interpretations of complexity are imaginable (Gell-Mann 2002). The Spies Ratio (SR) is a traditional complexity measure used in manufacturing, which is obtained by dividing the volume of the geometry part by the volume of the primitive that contains it (Spies 1957). Araújo et al. (2016) proposed a practical computation-based method for the calculation of the Spies Ratio by dividing the volume of the part by the volume of its minimum bounding box, as optimised through a local search algorithm. This complexity metric ranges between approximately zero for complex parts and one for entirely convex primitive geometries.

A complexity metric that has been applied in empirical work to AM (Araújo et al. 2016; Baumers et al. 2016) is the mean connectivity value (MCV). Originally proposed to capture complexity in architecture (Psarra and Grajewski 2001), this metric is able to support AM processes by analysing geometries according to the frequency and regularity with which concavities and entry features occur. In the specification of part assignment, a lower complexity measurement exhibits an MCV less than or equal to 0.5 while a high complexity measurement has MCV in the interval (0.5,1]. Table 2 presents the values for A according to demand variation and mean complexity, and conventional approaches that can be used to solve each category.
3. Datasets for 3D irregular packing problems

This section reviews existing 3DIP techniques, datasets and the corresponding features. A new dataset is also introduced in answer to the identified need for more realistic benchmarking in AM, which consists of a set of digital resources that enable researchers to execute benchmark tests on different 3DIP approaches. This forms a valuable tool to assess, compare and identify the relative strengths and weaknesses of packing algorithms.

3.1 Approaches and datasets for 3DIP problems in AM

In comparison to three-dimensional regular packing problems, there are few solution techniques and datasets for 3DIP in the scientific literature that are fully aligned with the real-world AM problems (Araújo et al. 2015). This section reviews recent studies of 3DIP problems in AM between 2000 and 2016 and the datasets utilised to assess their efficiency, as summarised in Table 3.

The addressed 3DIP problems have been categorised in Table 3 according to the introduced notation. To illustrate the need for a new taxonomy, it is interesting to note that the problem considered by Egeblad, Nielsen, and Brazil (2009) could be represented using Dyckhoff’s taxonomy (1990) as any of the following formations depending on the reader’s judgement: 3/V/O/M, 3/V/O/R, 3/V/D/M, 3/V/D/R, where V means that all items must be arranged into a selection of containers; O, presence of only one container; D, different containers; M, many items of many models; R, many items of few models. Not only can this result in potential confusion, but it also provides less useful information about the structural details to the person tasked with doing the packing.

As stated in the introduction, these packing problems are NP-Hard and not easily modelled (Garey and Johnson 1979). Hence, most of the existing solutions are based on heuristics or meta-heuristics. For example, some methods assign random positions to the parts and then successively apply local search algorithms that perform perturbations (small variations of position or orientation) on a subset of parts to improve the overall volume utilisation (Lutters, ten Dam, and Faneker 2012; Verkhoturov et al. 2016).

Most 3DIP solutions, however, utilise variations of the Deepest Bottom-Left (DBL) technique. DBL is a procedure that inserts a pre-determined sequence of parts, one at a time, into the container and manipulates each part to find the deepest and most bottom-left position through translation and rotation. This method is usually employed in conjunction with a strategy for ordering the parts, based on part size or priority (Baumers et al. 2013), for example. An alternative methodology to search for patterns in the sequence of parts is the utilisation of Genetic Algorithms (GA), which have been applied to AM in the past (Ikonen et al. 1997; Canellidis et al. 2006; Gogate and Pande 2008; Canellidis, Giannatsis, and Dedoussis 2010; Wu et al. 2014).

An additional issue in the development of solutions for 3DIP in the context of AM is the scarcity of available datasets. As noted by Egeblad, Nielsen, and Brazil (2009, p.283) the literature on the subject of three-dimensional packing contains only a few useful problem instances with regard to a comparison of results. To aid reader orientation, Table 4 introduces a shorthand notation for each dataset identified in the literature, combining the first letter of the first author’s surname and the year of publication. For example, I1997 denotes the dataset provided by Ikonen et al. (1997). In the following discussions, particular instances drawn from the datasets are identified by adding a suffix to the shorthand notation, denoting the instance number (e.g. I1997:1).

Figure 1 illustrates the characteristics of the models in the datasets described in Table 4 in terms of the number of faces of the contained geometries (Figure 1a) and the part complexity (as measured by MCV, Figure 1b). The distribution reveals that only a few models are formed by more than 30,000 faces. For example, the datasets W2014 and B2013 contain, respectively, only 1 and 2 models exceeding 30,000 faces. Regarding the part complexity measured by MCV, Figure
Table 3. 3DIP studies published between 2000 and 2017.

| Reference                  | AM*  | Problemb | Datasetc | Solution approach               |
|----------------------------|------|----------|----------|---------------------------------|
| Hur et al. (2001)          | LS   | 3|Si|Oo|A | ownd | DBL; GA             |
| Ravindran (2003)           | n/a  | 3|Cp|I|A | ownd | Octree discretisation; GA |
| Stoyan et al. (2004)       | n/a  | 3|Si|Oo|A | ownd | Mathematical modelling |
| Stoyan et al. (2005)       | n/a  | 3|Si|Oo|A | own | Mathematical modelling |
| Canellidis et al. (2006)   | SLA  | 2+i|Ou|Of|ll | own | DBL; GA             |
| Egeblad, Nielsen, and Odgaard (2007) | n/a  | 3|Si|Oo|I1997 | I1997 | Greedy Local Search |
| Gogate and Pande (2008)    | LS   | 3|Si|Oo|Ih | own | DBL; GA             |
| Egeblad (2009)             | n/a  | 3|Si|Oo|Ih | S2005; ownd | Local Search; Guided Local Search |
| Egeblad, Nielsen, and Brazil (2009) | LS   | 3|Si|Oo|I A | S2005; ownd | Local Search; Guided Local Search |
| Lee et al. (2009)          | n/a  | 3|Si|Oo|A | ownd | Local Search             |
| Canellidis, Giannatsis, and Dedoussis (2010) | SLA  | 2+i|Ou|Of|ll | own | DBL; GA             |
| Chernov, Stoyan, and Romanova (2010) | n/a  | 3|Si|Oo|I  | ownd | Mathematical modelling |
| Stafford and Jackson (2010) | n/a  | 3|Ou|Of|A | ownd | Local Search             |
| Lutters, ten Dam, and Faneker (2012) | LS   | 3|Si|Oo|A | ownd | Local Search             |
| Baumers et al. (2013)      | LS   | 3|Ou|Of|ll | own | DBL             |
| Canellidis, Giannatsis, and Dedoussis (2013) | SLA  | 2+i|Ou|Of|ll | ownd | DBL; GA             |
| Wu et al. (2014)           | LS   | 3|Si|Oo|Ih | G2008; own | DBL; GA             |
| Liu et al. (2015)          | n/a  | 3|Si|Oo|A | S2004 | Local Search based |
| Verkhoturov et al. (2016)  | LS   | 3|Si|Oo|A | S2005 | Discretisation; Greedy Local Search |

* AM application: Laser Sintering (LS) or Stereolithography (SLA).

b Problem in the proposed notation.

c Dataset including shorthand.

d Unavailable dataset.

1b shows that none of the datasets cover the entire range of values for this feature. The datasets C2010 and B2013, for instance, do not contain any parts with MCV between 0.8 and 1.

In addition to the analysis of the models, it is equally advantageous to investigate the features of the instances. An overview of the features of the instances in the considered datasets, shown in Table 4, corroborates the necessity for a more heterogeneous 3DIP problem dataset. The first observation drawn from Table 4 is the predominance of II instances with regards to the assortment of parts (A). The second observation is that few (only 2 out of 13) instances are comprised of more than 25 parts, which is one of the main characteristics that affect algorithm performance.

Table 4 shows that none of the instances exhibits a variation of complexity (RSD of MCV) in the upper half of its range, while most instances have a mean MCV around 0.4. It can be observed that only five instances have an RSD of demand greater than zero. At the same time, most instances exhibit a high volume variation, with an RSD of volume greater than 0.5. This low complexity and low variability is not usually observed in real packing problems. Indeed, the ability to handle complex models is one of the main benefits of AM. The overall conclusion is that the combinations of values of features do not cover the entire range of permutations, leaving some categories unrepresented.
3.2 A new dataset for 3DIP problems in AM

The new dataset\(^3\), which we will refer to as A2018, was created with the purpose of providing an extensive number of packing problems that better reflects realistic scenarios in AM. In this dataset, each instance is provided in two formats: extensible markup language (XML) files and serialised Java objects. Furthermore, each instance contains the description of the container(s), set of models and demands, parts and respective due dates. Together, the combination of the representation of the input problems and the achieved configuration of parts as XML files and Java source code provides a valuable tool for use in the early stages of development of problem solutions, containing a much larger number of real-world geometries than were available in previous datasets.

The parts in the proposed dataset are now analysed with respect to the features presented, as in Section 2.2. Figure 2 shows histograms of the number of faces and the MCV for the 435 models in A2018.

Figure 2a shows that dataset A2018 contains the highest number of models with more than 10,000 faces. Moreover, all ranges of values for the number of faces and MCV are represented, as shown in Figure 2b. The existing datasets have a limited number of instances, which each exhibit a

\(^3\)http://www.cs.nott.ac.uk/~psxlja/dataset
Table 4. Features of the instances in the extant 3DIP datasets.

| Instance | A  | # of parts | # of models | RSD of demand | Mean MCV | RSD of MCV | Mean SR | RSD of SR | RSD of volume |
|----------|----|------------|-------------|---------------|----------|------------|--------|-----------|---------------|
| I1997:1  | lh | 7          | 7           | 0.00          | 0.73     | 0.37       | 0.45   | 0.81      | 1.05          |
| S2005:1  | lh | 7          | 7           | 0.00          | 1.00     | 0.00       | 0.48   | 0.56      | 0.23          |
| S2005:2  | hh | 12         | 7           | 0.55          | 1.00     | 0.00       | 0.42   | 0.56      | 0.18          |
| S2005:3  | lh | 25         | 7           | 0.39          | 1.00     | 0.00       | 0.52   | 0.50      | 0.22          |
| C2006:1  | ll | 14         | 14          | 0.00          | 0.35     | 0.37       | 0.12   | 0.75      | 0.93          |
| G2008:1  | lh | 9          | 9           | 0.00          | 0.96     | 0.11       | 0.54   | 0.55      | 0.67          |
| C2010:1  | ll | 13         | 13          | 0.00          | 0.29     | 0.42       | 0.14   | 0.65      | 1.05          |
| B2013:1  | hl | 85*        | 5           | 0.71          | 0.39     | 0.11       | 0.32   | 0.41      | 1.32          |
| B2013:2  | ll | 25         | 5           | 0.00          | 0.39     | 0.11       | 0.32   | 0.41      | 1.32          |
| B2013:3  | ll | 15         | 5           | 0.00          | 0.39     | 0.12       | 0.32   | 0.42      | 1.34          |
| B2013:4  | ll | 5          | 5           | 0.00          | 0.39     | 0.13       | 0.32   | 0.44      | 1.44          |
| B2013:5  | ll | 3*         | 1           | 0.00          | 0.44     | 0.00       | 0.19   | 0.00      | 0.00          |
| B2013:6  | ll | 23*        | 2           | 0.18          | 0.34     | 0.03       | 0.38   | 0.55      | 1.14          |
| B2013:7  | hl | 145*       | 2           | 0.53          | 0.42     | 0.05       | 0.34   | 0.37      | 1.24          |
| B2013:8  | ll | 1          | 1           | 0.00          | 0.44     | 0.00       | 0.19   | 0.00      | 0.00          |
| W2014:1  | lh | 12         | 12          | 0.00          | 0.73     | 0.27       | 0.43   | 0.66      | 1.44          |

*Number of successfully packed parts by Baumers et al. (2013), which presents infinity demands requirements.

low number of parts (typically < 20). The new dataset, on the other hand, increases the challenge of solving the 3DIP problem since the contained models possess well-dispersed characteristics as illustrated in Figure 2c and Figure 2d. Moreover, the 2,343 instances in A2018 cover the entire range of values for mean and relative standard deviation of MCV and SR as presented in Figures 2e and 2f.

3.3 Applying packing heuristics

This section illustrates the usefulness of the new dataset (A2018) in the assessment of various 3DIP techniques by performing a computational experiment utilising a subset of 13 selected instances, as detailed in Table 5. These are solved by employing two well-known packing heuristics. The first method is the Deepest Bottom Left with Fill (DBLF) (Karabulut and İnceoğlu 2004). DBLF was combined with the First Fit Decreasing (FFD) heuristic, which sorts the parts in decreasing order by their volumes and then allocates one part at a time to the first possible position. The algorithm employed in the experiment used the native orientation of parts, no additional rotations were applied to the geometries. The second technique investigates a wall-building based method (WBA) (Pisinger 2002) that arranges the bounding boxes of geometries, which can be rotated orthogonally, into horizontal and vertical layers successively until the container is filled (Araújo and Pinheiro 2010).

In this experiment, each instance was solved by two solution approaches, which aim to address different AM problems. The first problem is associated with the AM technology variant Stereolithography (Jacobs 1992) and is denoted as \(2+1|Ou|Of|A\) in the classification presented in this paper, amounting to a two-dimensional cutting problem of the vertical projection of parts. The second problem reflects the operation of the AM technology variant Laser Sintering (Gibson, Rosen, and Stucker 2014) and is represented by the notation \(3|Ou|Of|A\), allowing the unconstrained positioning of parts in three-dimensional space. As an example, the first instance (A2018:0004) was
solved by a DBLF algorithm according to the constraints and objectives of $2 + I |Ou|Of|ll$ problems. Table 6 presents the build volume utilisation (BVU) and running time (in seconds) obtained by employing DBLF and the WBA for the selected instances and problems. Figure 3 illustrates the graphical visualisation output obtained from the different packing algorithms for the same instances and problems.

At this point, it is appropriate to investigate possible correlations between the features of instances, key performance indicators of the algorithms and characteristics of the packing problem addressed. Table 7 shows the correlations with the performance indicators: build volume utilisation and running time of DBLF and WBA.

The use of correlation coefficients allows the reader to extract useful insights regarding the
Table 5. A sample of 13 instances from A2018 and their respective features.

| Instance    | A   | # of parts | # of models | RSD of demands | Mean MCV | RSD of MCV | Mean SR | RSD of SR | RSD of volumes | Mean # of faces |
|-------------|-----|------------|-------------|----------------|----------|------------|--------|-----------|----------------|-----------------|
| A2018:0004  | ll  | 9          | 8           | 0.294          | 0.421    | 0.344      | 0.248  | 0.867     | 1.040          | 2794.9          |
| A2018:0007  | ll  | 12         | 9           | 0.354          | 0.471    | 0.517      | 0.289  | 0.815     | 1.025          | 2892.3          |
| A2018:0008  | ll  | 13         | 5           | 0.308          | 0.487    | 0.528      | 0.312  | 0.774     | 0.902          | 8117.4          |
| A2018:0009  | ll  | 14         | 4           | 0.319          | 0.316    | 0.286      | 0.253  | 0.895     | 0.872          | 4724.3          |
| A2018:0010  | lh  | 15         | 14          | 0.240          | 0.527    | 0.339      | 0.372  | 0.537     | 0.521          | 1004.7          |
| A2018:0015  | lh  | 20         | 8           | 0.600          | 0.597    | 0.561      | 0.486  | 0.380     | 0.898          | 4231.6          |
| A2018:0020  | lh  | 25         | 8           | 0.492          | 0.590    | 0.344      | 0.337  | 0.656     | 0.792          | 9902.5          |
| A2018:0021  | lh  | 26         | 14          | 0.493          | 0.511    | 0.436      | 0.393  | 0.633     | 0.922          | 2681.2          |
| A2018:0023  | lh  | 28         | 8           | 0.319          | 0.519    | 0.531      | 0.239  | 0.972     | 1.291          | 6823.2          |
| A2018:0026  | lh  | 31         | 13          | 0.582          | 0.438    | 0.539      | 0.221  | 0.687     | 0.853          | 6791.3          |
| A2018:0028  | lh  | 33         | 8           | 0.599          | 0.76     | 0.298      | 0.356  | 0.820     | 1.759          | 7510.2          |
| A2018:0046  | hh  | 51         | 25          | 0.643          | 0.523    | 0.522      | 0.376  | 0.626     | 0.957          | 6267.2          |
| A2018:0051  | hl  | 56         | 38          | 0.533          | 0.421    | 0.583      | 0.299  | 0.650     | 0.997          | 4794.8          |

Table 6. Build volume utilisation (BVU) and running time from two packing approaches - the Deepest Bottom Left with Fill (DBLF) (Karabulut and ˙Inceö˘glu 2004) and a wall-building based method (WBA) (Ara´ ujo and Pinheiro 2010)

| Instance    | BVU | Time | BVU | Time | BVU | Time | BVU | Time | BVU | Time |
|-------------|-----|------|-----|------|-----|------|-----|------|-----|------|
| A2018:0004  | 0.159| 154.4| 0.166| 0.5  | 0.181| 707.8| 0.166| 3.9  |
| A2018:0007  | 0.073| 19.6 | 0.150| 1.4  | 0.108| 190.9| 0.150| 14.6 |
| A2018:0008  | 0.062| 1226.2| 0.086| 0.4  | 0.062| 19878.6| 0.079| 1.9  |
| A2018:0009  | 0.125| 994  | 0.185| 0.5  | 0.125| 2317.4| 0.148| 0.2  |
| A2018:0010  | 0.127| 155  | 0.199| 3.2  | 0.173| 1786.2| 0.194| 2.5  |
| A2018:0015  | 0.123| 826.8| 0.237| 2.0  | 0.228| 2041 | 0.237| 87.6 |
| A2018:0020  | 0.065| 19743.4| 0.116| 1.0  | 0.065| 217498.8| 0.116| 1.4  |
| A2018:0021  | 0.037| 1004.7| 0.515| 3.7  | 0.037| 3595.3| 0.515| 105.8|
| A2018:0023  | 0.132| 11670.4| 0.499| 1.0  | 0.140| 36818.7| 0.502| 1200b |
| A2018:0026  | 0.199| 2306.8| 0.239| 1.2  | 0.214| 37915.7| 0.270| 1200b |
| A2018:0028  | 0.379| 15990.6| 0.396| 2.5  | 0.396| 99380.9| 0.396| 1200b |
| A2018:0046  | 0.426| 18905.4| 0.547| 1.4  | 0.484| 151967.6| 0.619| 1200b |
| A2018:0051  | 0.347| 5203 | 0.328| 1.7  | 0.370| 13290.4| 0.360| 1200b |

*Time in seconds.

bTime limit for the WBA.

Relationship between the variables involved in the problem. The calculated correlations show that, for example, a strong correlation between the running time of DBLF and the mean number of faces in a given problem, regardless of the problem being addressed (whether it is 2 + 1|Ou|Of|A or 3|Ou|Of|A). This simple observation reinforces the argument that the collision detection between faces of irregular parts contributes to the poor performance of DBLF. Another insight obtained from the experiment is the strong correlation between the BVU and the number of parts for different
Figure 3. Examples of solutions found by the DBLF and WBA in the experiment.

Table 7. Correlations between instance features, key performance indicators of packing algorithms and characteristics of the problems.

|               | DBLF    | WBA     | DBLF    | WBA     | DBLF    | WBA     | DBLF    | WBA     | DBLF    | WBA     | DBLF    | WBA     |
|---------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| # of parts    | 0.78    | 0.56    | 0.74    | 0.64    | 0.18    | 0.70    | 0.81    |
| # of models   | 0.62    | 0.16    | 0.61    | 0.47    | 0.25    | 0.49    | 0.53    |
| RSD of demand | 0.59    | 0.48    | 0.62    | 0.45    | 0.51    | 0.55    |
| Mean MCV      | 0.24    | 0.55    | 0.28    | 0.26    | 0.25    | 0.21    |
| RSD of MCV    | 0.09    | -0.12   | 0.16    | -0.19   | 0.21    | -0.1    | 0.27    | 0.37    |
| Mean SR       | 0.04    | 0.1     | 0.18    | 0.13    | 0.19    | 0.61    | 0.19    | -0.22   |
| RSD of SR     | -0.03   | 0.08    | -0.18   | -0.06   | 0.01    | 0.52    | -0.04   | 0.15    |
| RSD of volume | 0.46    | 0.41    | 0.39    | 0.14    | 0.42    | -0.02   | 0.38    | 0.53    |
| Mean # of faces| 0.17  | 0.69    | 0.09    | 0.72    | -0.02   | -0.47   | 0       | 0.36    |

Strong correlations (greater than 0.5) are shown in bold.
models, and the high variation of demand, regardless of the approach used for packing. The results obtained and the conclusions drawn here have been generated for illustration only, for the purpose of demonstrating potential utilisation of the dataset to observe the occurrence of patterns between the features of the instances, the characteristics of the problem and the solution method.

4. Discussion

As previously identified, the quality of the packing is important for managing costs. Hence, the selection of a packing approach affects the production performance frontier of AM (Schmenner and Swink 1998). In order to make a choice about the approach to use, it is important to understand which characteristics of the problem are important and which solution methods have been successfully applied to such problems in the past.

By proposing the extended taxonomy for 3DIP problems in AM, including a consistent terminology, a comprehensive notation and refined categorization criteria, this paper supports the development of theory regarding the efficient operation of highly flexible digital manufacturing technologies. As a central research product in both OM and OR, such formal theory consists of propositions that are not limited to particular contexts but are generally applicable (Glaser and Strauss 1967). By updating the existing taxonomy for 3DIP, we provide AM researchers with the vocabulary required to apply existing 3DIP theory to the emerging field of AM in order to determine features of relevance, as well as enabling OR and algorithm experts to identify potential applications for their research.

With an increased ability to flexibly manufacture complex and diverse geometries, the requirement to handle complexity in manufacturing control structures arises. This paper has aimed to eliminate some of the subjectivity introduced through the adoption of linguistic criteria, such as those proposed by Dyckhoff (1990) and Wässcher, Haßner, and Schumann (2007), regarding the categorisation of parts. Instead, this approach is based on the evaluation of measurable features residing in digital geometric models and the information systems supporting manufacturing. This is timely since digital manufacturing processes, such as AM, are based on virtual representations of products and processes, thereby cutting across the engineering and operations functions (Slansky 2008). Alongside the popularisation of the notion of ‘Industrie 4.0’ (Kagermann, Lukas, and Wahlster 2011), the reality of cheap and ubiquitous information processing, and with it networked production facilities drawing on real-time information, means that reactive and flexible processes are becoming central in manufacturing (Schwab 2017).

An example of such an application is the utilisation of hyper-heuristics for the solution of three-dimensional regular packing problems (Allen et al. 2009). A well-known issue in heuristic optimisation is that different techniques often deliver dissimilar performances when applied to different instances. This phenomenon is observed in our experiments: for the \(3|Ou|Of|A\) problem, DBLF performs better than WBA on two instances, A2018:4 and A2018:51; the situation is, however, reversed in the remaining instances.

There is a growing number of studies on the use of data science techniques to discover a mapping from instance features to the best performing algorithm in problem solving (Ross 2005; Kotthoff 2014). By using the features of unseen instances and the discovered mapping, the best performing heuristic can be selected automatically to solve the given problem. Another strand of ongoing research which may have major benefits for this type of problem is on hyper-heuristics to mix and control multiple heuristics, with the goal of exploiting their relative strengths (Burke et al. 2013). An additional methodology that can be applied to 3DIP in the digital manufacturing context is machine learning, which studies algorithms designed to learn from data in order to make predictions. Machine learning has been adopted in flexible manufacturing technologies for a variety of purposes, ranging from specifying predictive maintenance scheduling, the generation of demand forecasts, to manufacturing process monitoring and optimisation (Joseph et al. 2014).
5. Conclusion

The 3DIP problem captured in this paper sits at the heart of AM as a flexible manufacturing system capable of delivering a variety of complex products in a responsive and flexible way. The taxonomy proposed in this paper will aid the development of new solutions to this problem. The categorisation criteria and notation proposed forms a timely update of the traditional format developed by Dyckhoff (1990) and Wäscher, Haßner, and Schumann (2007), allowing researchers and practitioners to grasp the 3DIP problem as encountered in the AM context.

In future work, we expect that this will aid the identification of strategies for the assessment and comparison of solutions, subject to the objective criteria introduced in this paper. By also providing the benchmark required for such comparisons, we address specific practical needs: enabling researchers to test their solution approaches on more realistic problems, thus providing decision makers and AM experts with a better understanding of which solution approaches will be of more use for their specific problem characteristics. Ongoing activities that are concerned with the measurement of performance of solutions to 3DIP problems are supported by this dataset, featuring an extensive number of realistic geometries. This work compared the introduced dataset to the existing benchmarks through a variety of instances and features. We anticipate that this research will include the development of approaches for multi-objective packing problems that consider engineering constraints, such as volume utilisation and surface roughness (Byun and Lee 2005; Mani et al. 2017), and problems that combine packing and scheduling constraints such as Bin Packing problems with heterogeneous containers.

In particular, we anticipate that this paper will help address the AM workflow as a construction problem (Denyer, Tranfield, and Van Aken 2008; van Aken, Chandrasekaran, and Halman 2016). Here, the proposed taxonomy and benchmark could provide important linkages between formal theory, which expresses the relationships among theoretic constructs in a generalised way (Whetten 1989) and substantive theory formulated for a bounded context and limited empirical setting (Glaser and Strauss 1967).

On a practical note, it is expected that the incorporation of external production planning and manufacturing execution data, for example originating from ERP systems or sensors located in the manufacturing environment, will enrich 3DIP in the future. This implies that such problems may be addressable on the basis of big data methodologies requiring an integrated data infrastructure and special knowledge. This provides an exciting opportunity for research towards concurrent optimisation and data science applications, but will inevitably create additional challenges.
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