Quantum error-correcting codes from matrix-product codes related to quasi-orthogonal matrices and quasi-unitary matrices

Meng Cao *

Yau Mathematical Sciences Center, Tsinghua University, Beijing, 100084, China

Abstract

Matrix-product codes over finite fields are an important class of long linear codes by combining several commensurate shorter linear codes with a defining matrix over finite fields. The construction of matrix-product codes with certain self-orthogonality over finite fields is an effective way to obtain good $q$-ary quantum codes of large length. Specifically, it follows from CSS construction (resp. Hermitian construction) that a matrix-product code over $\mathbb{F}_q$ (resp. $\mathbb{F}_{q^2}$) which is Euclidean dual-containing (resp. Hermitian dual-containing) can produce a $q$-ary quantum code. In order to obtain such matrix-product codes, a common way is to construct quasi-orthogonal matrices (resp. quasi-unitary matrices) as the defining matrices of matrix-product codes over $\mathbb{F}_q$ (resp. $\mathbb{F}_{q^2}$). The usage of NSC quasi-orthogonal matrices or NSC quasi-unitary matrices in this process enables the minimum distance lower bound of the corresponding quantum codes to reach its optimum. This article has two purposes: the first is to summarize some results of this topic obtained by the author of this article and his cooperators in [11–13]; the second is to add some new results on quasi-orthogonal matrices (resp. quasi-unitary matrices), Euclidean dual-containing (resp. Hermitian dual-containing) matrix-product codes and $q$-ary quantum codes derived from these newly constructed matrix-product codes.
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1 Introduction

It is well known that quantum error-correcting codes (quantum codes, for short) are indispensable to quantum computation and quantum communication. They were introduced to deal with the problems of decoherence and quantum noise in quantum information. After the pioneering research in [7, 47, 49], the theory of quantum codes has experienced a rapid development over the past two decades. A great deal of research are focused on finding quantum codes with good parameters. Usually, we use the notation $[[n, k, d]]_q$ to represent a $q$-ary quantum code with length $n$, dimension $q^k$ and minimum distance $d$. It has the abilities to detect up to $d - 1$ quantum errors and correct up to $\lfloor \frac{d - 1}{2} \rfloor$ quantum errors. Naturally, we know that for a fixed length $n$ and a fixed dimension $q^k$ (or $k$), the larger value of $d$ means the better performance of error detection and error correction of the quantum code.

As we know, constructing quantum codes with good parameters is significant and difficult. The CSS construction (see Theorem 3.1 for details), introduced by Calderbank and Shor [9] and Steane [50], is a powerful method to construct $q$-ary quantum codes from classical codes with self-orthogonality over the finite field $\mathbb{F}_q$. To be more specific, any Euclidean self-orthogonal or Euclidean dual-containing code over $\mathbb{F}_q$ will produce a $q$-ary $[[n, 2k - n, \geq d]]$ quantum code. The Hermitian construction is currently one of the most frequently-used methods for constructing good $q$-ary quantum codes from classical codes such as cyclic codes (e.g., see [1, 15, 34, 35, 57]), generalized Reed-Solomon (abbreviated to GRS) codes (e.g., see [31, 32, 38, 58]) and matrix-product codes (e.g., see [11, 13, 33, 40, 42, 56]). In brief, both CSS construction and Hermitian construction establish the close relationship between classical codes and quantum codes, which enable us to construct new quantum codes in a convenient way.

The matrix-product code

$$C(A) = [C_1, C_2, \ldots, C_k]A$$

over finite fields is an interesting classical linear code with larger length by combining several commensurate linear codes $C_1, C_2, \ldots, C_k$, i.e., constituent codes with the same length, with a defining matrix $A$ over finite fields. This concept was proposed by Blackmore and Norton [4] in 2001, the same year that the Hermitian construction was proposed. Let $C_i$ be an $[n, t_i, d_i]_q$ linear code for $i = 1, 2, \ldots, k$ and $A$ be an $k \times s$ matrix over $\mathbb{F}_q$ with $k \leq s$. It is known from [4]
that the matrix-product code $C(A)$ has length $sn$ and dimension $\sum_{i=1}^{k} t_i$ (see also [45]). Besides, the minimum distance of $C(A)$, denoted by $d(C(A))$, is investigated in the following cases.

- In [4], Blackmore and Norton proved that if the defining matrix $A$ is non-singular by columns (abbreviated to NSC, see Definition 3.6 for details), then $d(C(A)) \geq \min_{1 \leq i \leq k} \{(s + 1 - i)d_i\}$. Moreover, they proved that if $A$ is NSC and it is a column permutation of an upper triangular matrix, then $d(C(A)) = \min_{1 \leq i \leq k} \{(s + 1 - i)d_i\}$.

- In [45], Özbudak and Stichtenoth proved that $d(C(A)) \geq \min_{1 \leq i \leq k} \{D_i(A)d_i\}$ for any full-rank defining matrix $A$, where $D_i(A)$ denotes the minimum distance of the code on $F_{s^q}$ generated by the first $i$ rows of $A$.

- In [28], Hernando et al. proved that $d(C(A)) = \min_{1 \leq i \leq k} \{D_i(A)d_i\}$ if $C_1 \supset C_2 \supset \cdots \supset C_k$ and the defining matrix $A$ has full rank. They also deduced that $d(C(A)) = \min_{1 \leq i \leq k} \{(s + 1 - i)d_i\}$ if $C_1 \supset C_2 \supset \cdots \supset C_k$ and $A$ is NSC.

By CSS construction or Hermitian construction, we can construct new $q$-ary quantum codes of large lengths and dimensions from the matrix-product codes that are Euclidean dual-containing or Hermitian dual-containing. The minimum distance or minimum distance lower bound of a matrix-product code can be easily determined from the above three cases. Therefore, we desire to know under which condition the matrix-product codes will be Euclidean dual-containing or Hermitian dual-containing. This leads to a question: what is the Euclidean dual code (resp. Hermitian dual code) of a matrix-product code over $F_{q^2}$? To this end, the defining matrix of a matrix-product code is usually set to be a non-singular matrix.

The solution to the question is listed as follows.

- In [4], Blackmore and Norton proved that

\[(C_1, C_2, \ldots, C_k)A)_{\perp} = [C_1^\perp, C_2^\perp, \ldots, C_k^\perp](A^{-1})^T\]

for any non-singular matrix $A$ over $F_q$ (see Lemma 3.3).

- In [56], Zhang and Ge proved that

\[(C_1, C_2, \ldots, C_k)_{\perp}^n = [C_1^{\perp n}, C_2^{\perp n}, \ldots, C_k^{\perp n}](A^{-1})^\dagger\]

for any non-singular matrix $A$ over $F_{q^2}$ (see Lemma 4.2).

Therefore, we can deduce that: (i) a matrix-product code $C(A)$ over $F_q$ is Euclidean dual-containing if and only if $[C_1^\perp, C_2^\perp, \ldots, C_k^\perp](A^{-1})^T \subseteq [C_1, C_2, \ldots, C_k]A$; (ii) a matrix-product code $C(A)$ over $F_{q^2}$ is Hermitian dual-containing if and only if $[C_1^{\perp n}, C_2^{\perp n}, \ldots, C_k^{\perp n}](A^{-1})^\dagger \subseteq [C_1, C_2, \ldots, C_k]A$. 
With the help of the above facts and quasi-orthogonal matrices (resp. quasi-unitary matrices), the author of this article and his cooperator [11, 12] gave a sufficient condition under which a matrix-product code over $\mathbb{F}_q$ (resp. $\mathbb{F}_{q^2}$) is Euclidean dual-containing (resp. Hermitian dual-containing), which provides a general approach for constructing quantum codes via Euclidean dual-containing (resp. Hermitian dual-containing) matrix-product codes (see Theorems 3.2 and 4.1). Based on this approach, Refs [11–13] constructed many new classes of matrix-product codes satisfying Euclidean dual-containing (resp. Hermitian dual-containing) by quasi-orthogonal matrices (resp. quasi-unitary matrices) and NSC quasi-orthogonal matrices (resp. NSC quasi-unitary matrices), which are very useful to construct good $q$-ary quantum codes by CSS construction (resp. Hermitian construction). It is worth mentioning that the utilization of NSC quasi-orthogonal or NSC quasi-unitary matrices enables the minimum distance lower bound of the corresponding quantum codes to reach its optimum.

We have two purposes in writing this article: the first is to summarize some results of this topic obtained by the author of this article and his cooperators in [11–13]; the second is to add some new results on quasi-orthogonal matrices (resp. quasi-unitary matrices), Euclidean dual-containing (resp. Hermitian dual-containing) matrix-product codes and $q$-ary quantum codes derived from these newly constructed matrix-product codes and CSS construction (resp. Hermitian construction). The remainder of this article is organized as follows.

Section 2 recalls some basics on classical error-correcting codes (including generalized Reed-Solomon (GRS) codes, extended GRS codes and matrix-product codes) and quantum error-correcting codes.

Section 3 is devoted to the construction of quantum codes from Euclidean dual-containing matrix-product codes related to quasi-orthogonal matrices and NSC quasi-orthogonal matrices. Subsection 3.1 recalls some basic concepts and properties on Euclidean dual codes, CSS construction and matrix-product codes over $\mathbb{F}_q$. Subsection 3.2 gives a general approach for constructing quantum codes via Euclidean dual-containing matrix-product codes (see Theorem 3.2). Subsection 3.3 shows three constructions of quantum codes related to quasi-orthogonal matrices by using: (i) the theory of quadratic forms (see Theorem 3.3); (ii) the theory of quadratic sum (see Theorem 3.4) and (iii) the Hadamard matrices (see Theorem 3.5). Subsection 3.4 presents a constructive method for constructing general quasi-orthogonal matrices and NSC quasi-orthogonal matrices (see Theorem 3.6). The utilization of NSC quasi-orthogonal matrices enables the minimum distance lower bound of the corresponding quantum codes to reach its optimum (see Theorem 3.7). Subsection 3.5 considers the quantum codes related to special matrices $A$ with $AA^T$ being monomial matrices (see Theorem 3.8).

Section 4 focuses on the construction of quantum codes from Hermitian dual-containing
matrix-product codes related to quasi-unitary matrices and NSC quasi-unitary matrices. Subsection 4.1 reviews some basic concepts and properties on Hermitian dual codes, Hermitian construction and matrix-product codes over $\mathbb{F}_{q^2}$. Subsection 4.2 provides a general approach for constructing quantum codes via Hermitian dual-containing matrix-product codes (see Theorem 4.1). Subsection 4.3 discusses the constructions of quantum codes related to (i) quasi-unitary matrices over $\mathbb{F}_{q^2}$ for any odd prime power $q$ (see Theorem 4.2) and (ii) $2^m \times 2^m$ quasi-unitary matrices over any field $\mathbb{F}_{q^2}$ (see Theorem 4.3). Subsection 4.4 shows a constructive method for acquiring general quasi-unitary matrices and NSC quasi-unitary matrices (see Theorem 4.4).

The utilization of NSC quasi-unitary matrices enables the minimum distance lower bound of the corresponding quantum codes to reach its optimum (see Theorem 4.5). Subsection 4.5 constructs new classes of quantum codes related to $k \times k$ NSC quasi-unitary matrices for any $k < q$ (see Theorem 4.7). Subsection 4.6 considers the quantum codes related to special matrices $A$ with $AA^\dagger$ being monomial matrices (see Theorem 4.8).

Section 5 makes a summary of this article and proposes the prospect of the follow-up work.

2 Preliminaries

In this section, we will recall some basics on classical error-correcting codes, including generalized Reed-Solomon (GRS) codes, extended GRS codes and matrix-product codes. The concept of quantum error-correcting codes (quantum codes, for short) is also reviewed.

2.1 Classical error-correcting codes

Assume that $q$ is a prime power. Let $\mathbb{F}_q$ denote the finite field with $q$ elements and $\mathbb{F}^n_q$ denote the $n$-dimensional vector space over $\mathbb{F}_q$. Let us recall some basics on classical error-correcting codes. For more details on them, we refer the reader to [44].

**Definition 2.1** Any $q$-ary classical error-correcting code $C$ can be viewed as a nonempty set of some vector space $\mathbb{F}^n_q$. Any vector $c = (c_1, c_2, \ldots, c_n) \in C$ is called the codeword of $C$, where $c_i \in \mathbb{F}_q$ for each $i$. Then code $C$ is said to has length $n$. If $C$ has $K$ codewords, then $\frac{k}{n}$ is called the rate or efficiency of $C$, where $k := \log_q K$.

Since $C$ is nonempty and $C \subseteq \mathbb{F}^n_q$, we know that $1 \leq K \leq q^n$, i.e., $0 \leq \frac{k}{n} \leq 1$.

**Definition 2.2** Given two vectors $u = (u_1, u_2, \ldots, u_n), v = (v_1, v_2, \ldots, v_n) \in \mathbb{F}^n_q$, their Hamming distance $d_H(u, v)$ is defined as

$$d_H(u, v) = \sum_{i=1}^{n} 1 \leq i \leq n, u_i \neq v_i.$$
The Hamming weight of \( v \) is defined as

\[
w_H(v) = \#\{i | 1 \leq i \leq n, 0 \neq v_i \in \mathbb{F}_q\}.
\]

By the above definition, we know that \( d_H(u, v) = w_H(u - v) \), and \( d_H(u, v) \) satisfies the following properties:

1. \( d_H(u, v) \geq 0 \).  
2. \( d_H(u, v) = 0 \iff u = v \).
3. \( d_H(u, v) \leq d_H(u, w) + d_H(w, v) \).

**Definition 2.3** Given a \( q \)-ary classical error-correcting code \( C \) of length \( n \) and codewords number \( K \geq 2 \). Then, the minimum distance of \( C \) is defined as

\[
d(C) = \min\{d_H(c, c') | c, c' \in C, c \neq c'\}.
\]

If \( C \) is a linear code, i.e., \( C \) is a \( \mathbb{F}_q \)-vector subspace of \( \mathbb{F}_q^n \), then the minimum distance of \( C \) is

\[
d(C) = \min\{w_H(c) | 0 \neq c \in C\}.
\]

**Definition 2.4** We denote by \( [n, K, d]_q \) (or \( [n, k, d]_q \)) a \( q \)-ary classical error-correcting code of length \( n \), codewords number \( K \) and minimum distance \( d \), where \( k = \log_q K \).

**Theorem 2.1** ([44]) A classical error-correcting code of minimum distance \( d \) can detect up to \( d - 1 \) errors and correct up to \( \left\lfloor \frac{d-1}{2} \right\rfloor \) errors. Here, \( \left\lfloor x \right\rfloor \) represents the greatest integer less than or equal to \( x \).

**Theorem 2.2** ([44], Singleton bound) An \( [n, k, d]_q \) error-correcting code satisfies \( d \leq n + 1 - k \).

**Definition 2.5** If an \( [n, k, d]_q \) error-correcting code \( C \) satisfies \( d = n + 1 - k \), then \( C \) is called a maximum distance separable (abbreviated to MDS) code.

From Theorem 2.1, we know that MDS codes have the optimal abilities of error detection and error correction among all \( [n, k, d]_q \) error-correcting codes for fixed parameters \( n \) and \( k \).

**Definition 2.6** Let \( C \) be an \( [n, k, d]_q \) linear code. Let \( v_1, \ldots, v_n \) be a \( \mathbb{F}_q \)-basis of \( C \). Write \( v_i = (a_{i1}, a_{i2}, \ldots, a_{in}) \). Then, we call the row full rank matrix

\[
G = \begin{bmatrix} v_1 \\ v_2 \\ \vdots \\ v_k \end{bmatrix} = \begin{bmatrix} a_{11} & a_{12} & \cdots & a_{1n} \\ a_{21} & a_{22} & \cdots & a_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ a_{k1} & a_{k2} & \cdots & a_{kn} \end{bmatrix}
\]
a generator matrix of code $C$. Moreover, we can regard $C$ as the solution space of the following homogeneous linear equations:

$$\begin{align*}
&b_{11}x_1 + b_{12}x_2 + \ldots + b_{1n}x_n = 0, \\
&b_{21}x_1 + b_{22}x_2 + \ldots + b_{2n}x_n = 0, \\
&\ldots \ldots \ldots \\
&b_{n-k,1}x_1 + b_{n-k,2}x_2 + \ldots + b_{n-k,n}x_n = 0.
\end{align*}$$

The row full rank matrix

$$H = \begin{bmatrix}
  b_{11} & b_{12} & \cdots & b_{1n} \\
  b_{21} & b_{22} & \cdots & b_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  b_{n-k,1} & b_{n-k,2} & \cdots & b_{n-k,n}
\end{bmatrix}$$

is called a check matrix of $C$.

### 2.2 GRS codes and extended GRS codes

Let $k$ and $n$ be two positive integers with $k \leq n \leq q$. Let $\mathbf{a} = (a_1, \ldots, a_n)$, where $a_1, \ldots, a_n$ are distinct elements in $\mathbb{F}_q$. Let $\mathbf{v} = (v_1, \ldots, v_n)$, where $v_1, \ldots, v_n$ are nonzero elements in $\mathbb{F}_q$. Define

$$GRS_k(\mathbf{a}, \mathbf{v}) = \{(v_1f(a_1), \ldots, v_nf(a_n))|f(x) \in \mathbb{F}_q[x], \deg(f(x)) \leq k - 1\}$$

the generalized Reed-Solomon code (abbreviated to GRS code) associated with $\mathbf{a}$ and $\mathbf{v}$. It is an $[n,k]_q$ MDS code and it has a generator matrix

$$\begin{bmatrix}
v_1 & v_2 & \cdots & v_n \\
v_1a_1 & v_2a_2 & \cdots & v_na_n \\
\vdots & \vdots & \ddots & \vdots \\
v_1a_1^{k-1} & v_2a_2^{k-1} & \cdots & v_na_n^{k-1}
\end{bmatrix}$$

Moreover, the extended generalized Reed-Solomon code (abbreviated to extended GRS code) associated with $\mathbf{a}$ and $\mathbf{v}$ is defined as

$$GRS_k(\mathbf{a}, \mathbf{v}, \infty) = \{(v_1f(a_1), \ldots, v_nf(a_n), f_{k-1})|f(x) \in \mathbb{F}_q[x], \deg(f(x)) \leq k - 1\},$$
where \( f_{k-1} \) represents the coefficient of \( x^{k-1} \) in \( f(x) \). It is easily verified that \( GRS_k(a, v, \infty) \) is an \([n+1, k]_q\) MDS code with a generator matrix

\[
\begin{bmatrix}
v_1 & v_2 & \cdots & v_n & 0 \\
v_1a_1 & v_2a_2 & \cdots & v_na_n & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
v_1a_1^{k-2} & v_2a_2^{k-2} & \cdots & v_na_n^{k-2} & 0 \\
v_1a_1^{k-1} & v_2a_2^{k-1} & \cdots & v_na_n^{k-1} & 1 \\
\end{bmatrix}.
\]

### 2.3 Matrix-product codes

In 2001, Blackmore and Norton [4] proposed an important class of codes called matrix-product codes, which is very useful for constructing good \( q \)-ary quantum error-correcting codes (see Subsection 2.4) of large lengths by CSS construction (see Theorem 3.1) or Hermitian construction (see Lemma 4.1). We denote by \( \mathcal{M}(\mathbb{F}_q, s \times l) \) the set of \( s \times l \) matrices with entries in \( \mathbb{F}_q \).

**Definition 2.7** ([4]) Let \( A = (a_{ij})_{i,j=1}^{s,l} \in \mathcal{M}(\mathbb{F}_q, s \times l) \) be row full rank with \( s \leq l \). Let \( C_1, C_2, \ldots, C_s \) be linear codes of the same length \( n \) over \( \mathbb{F}_q \). The matrix-product code is defined as

\[
C(A) = [C_1, C_2, \ldots, C_s]A,
\]

which can be regarded as the set of all matrix-products \([c_1, c_2, \cdots, c_s]A\), where each \( c_i = (c_{i1}, c_{i2}, \ldots, c_{in})^T \in C_i \) is an \( n \times 1 \) column vector. Clearly, \( C(A) \) is a linear code of length \( ln \).

Then, any codeword \( c = [c_1, c_2, \ldots, c_s]A \) of \( C(A) \) is an \( n \times l \) matrix as follows:

\[
c = \begin{bmatrix}
\sum_{i=1}^s c_{i1}a_{1l} & \sum_{i=1}^s c_{i1}a_{2l} & \cdots & \sum_{i=1}^s c_{i1}a_{ll} \\
\sum_{i=1}^s c_{i2}a_{1l} & \sum_{i=1}^s c_{i2}a_{2l} & \cdots & \sum_{i=1}^s c_{i2}a_{ll} \\
\vdots & \vdots & \ddots & \vdots \\
\sum_{i=1}^s c_{in}a_{1l} & \sum_{i=1}^s c_{in}a_{2l} & \cdots & \sum_{i=1}^s c_{in}a_{ll}
\end{bmatrix}.
\]

The matrix \( A \) is called the defining matrix of \( C(A) \). Note that \( c \) can be also viewed as an \( 1 \times ln \) row vector

\[
c = \left[ \sum_{i=1}^s a_{i1}c_{i1}, \sum_{i=1}^s a_{i2}c_{i1}, \ldots, \sum_{i=1}^s a_{il}c_{i1} \right],
\]

where \( c_i = (c_{i1}, c_{i2}, \ldots, c_{in}) \in C_i \) is regarded as an \( 1 \times n \) row vector for \( i = 1, 2, \ldots, s \).
If \( G_i \) is a generator matrix of the code \( C_i \) for \( i = 1, 2, \ldots, s \), then

\[
G(A) = \begin{bmatrix}
G_{11} & a_{12}G_1 & \cdots & a_{1l}G_1 \\
G_{21} & a_{22}G_2 & \cdots & a_{2l}G_2 \\
\vdots & \vdots & \ddots & \vdots \\
G_{s1} & a_{s2}G_s & \cdots & a_{sl}G_s
\end{bmatrix}
\]

is a generator matrix of the matrix-product code \( C(A) \).

2.4 Quantum codes

Let us recall some basic concepts and properties on quantum error-correcting codes (quantum codes, for short). We use \( \mathbb{C}^q \) to represent the \( q \)-dimensional complex vector space over the complex field \( \mathbb{C} \). For any pure 1-qudit \(|v\rangle \in \mathbb{C}^q\), it can be written as

\[
|v\rangle = \sum_{a \in \mathbb{F}_q} v_a |a\rangle,
\]

where \( \{|a\rangle : a \in \mathbb{F}_q\} \) is a basis of \( \mathbb{C}^q \), \( v_a \in \mathbb{C} \) and \( \sum_{a \in \mathbb{F}_q} |v_a|^2 = 1 \). Any \( n \)-qudit is a joint state of \( n \) qudits of the \( q^n \)-dimensional complex vector space \((\mathbb{C}^q)^\otimes n \cong \mathbb{C}^{q^n}\). We can write any pure \( n \)-qudit as

\[
|v\rangle = \sum_{a \in \mathbb{F}_{q^n}} v_a |a\rangle,
\]

where

\[
\{|a\rangle = |a_1\rangle \otimes \cdots \otimes |a_n\rangle : (a_1, \ldots, a_n) \in \mathbb{F}_{q^n}\}
\]

is a basis of \( \mathbb{C}^{q^n} \), \( v_a \in \mathbb{C} \) and \( \sum_{a \in \mathbb{F}_{q^n}} |v_a|^2 = 1 \).

Let \( \gamma \) be a complex primitive \( p \)-th root of unity. Let \( a = (a_1, \ldots, a_n) \), \( b = (b_1, \ldots, b_n) \in \mathbb{F}_{q^n} \).

Define the error operators \( T(a_i) \) and \( R(a_i) \) as

\[
T(a_i)|x\rangle = |x + a_i\rangle,
\]

\[
R(a_i)|x\rangle = \gamma^{\text{Tr}(a_i)}|x\rangle,
\]

respectively, where \( \text{Tr}(x) \) is the trace function from \( \mathbb{F}_q \) (where \( q = p^m \) for some \( m \in \mathbb{N}^+ \)) to \( \mathbb{F}_p \).

If we use

\[
T(a) = T(a_1) \otimes \cdots \otimes T(a_n),
\]

\[
R(a) = R(a_1) \otimes \cdots \otimes R(a_n)
\]

to represent the tensor products of \( n \) error operators, then the error set

\[
E_n = \{\gamma^i T(a)R(b)|0 \leq i \leq p - 1, a, b \in \mathbb{F}_{q^n}\}
\]

10
forms an error group. For any error \( e = \gamma^T(a)R(b) \in E_n \), its quantum weight is defined as
\[
w_Q(e) = \sharp\{i | (a_i, b_i) \neq (0, 0)\}.
\]
Let
\[
E_n(i) = \{ e \in E_n | w_Q(e) \leq i \}.
\]
For a \( q \)-ary quantum code \( Q \), if \( d \) is the largest positive integer such that \( \langle u | e | v \rangle = 0 \) holds for any \( |u⟩, |v⟩ \in Q \) with \( \langle u | v \rangle = 0 \) and \( e \in E_n(d - 1) \), then we say \( Q \) has minimum distance \( d \). Usually, we use the notation \([[n, k, d]]_q\) to represent a \( q \)-ary quantum code of length \( n \), dimension \( q^k \) and minimum distance \( d \). It has the abilities to detect up to \( d - 1 \) quantum errors and correct up to \( \lfloor \frac{d-1}{2} \rfloor \) quantum errors. The minimum distance \( d \) of a quantum code must satisfy the quantum Singleton bound, i.e., \( 2d \leq n + 2 - k \). Further, if \( 2d = n + 2 - k \), then such a quantum code is called a quantum MDS code. For more information on quantum codes, see [2,7–9,22,36,46–48,50].

3 Quantum codes from Euclidean dual-containing matrix-product codes

This section is organized as follows. In subsection 3.1, we recall some basic concepts and properties on Euclidean dual codes, CSS construction and matrix-product codes. Subsection 3.2 gives a general approach for constructing quantum codes via Euclidean dual-containing matrix-product codes over \( \mathbb{F}_q \). Subsection 3.3 in turn provides the constructions of quantum codes related to quasi-orthogonal matrices in three manners: (i) the theory of quadratic forms; (ii) the theory of quadratic sum; and (iii) the Hadamard matrices. Subsection 3.4 proposes a constructive method for acquiring general quasi-orthogonal matrices and NSC quasi-orthogonal matrices. The utilization of NSC quasi-orthogonal matrices enables the minimum distance lower bound of the corresponding quantum codes to reach its optimum. Subsection 3.5 studies the quantum codes related to a special kind of matrices \( A \) with \( AA^T \) being monomial matrices.

3.1 Basic concepts and properties

Assume \( q \) is a prime power. Let \( \mathbb{F}_q \) be the finite field with \( q \) elements and let \( \mathbb{F}_q^* \) denote the set of non-zero elements over \( \mathbb{F}_q \). Now let us recall some basics on the Euclidean dual codes, CSS construction and matrix-product codes over \( \mathbb{F}_q \).

Definition 3.1 For \( x = (x_1, x_2, \ldots, x_n), y = (y_1, y_2, \ldots, y_n) \in \mathbb{F}_q^n \), define
\[
(x, y) = \sum_{i=1}^{n} x_i y_i
\]
as the *Euclidean inner product* of \( x \) and \( y \). For a linear code \( C \) of length \( n \) over \( \mathbb{F}_q \), define

\[
C^\perp = \{ x \in \mathbb{F}_q^n \mid (x, y) = 0 \text{ for all } y \in C \}
\]
as the *Euclidean dual code* of \( C \).

**Definition 3.2** Let \( C \) be a linear code over \( \mathbb{F}_q^n \). Then,

1. If \( C \subseteq C^\perp \), then \( C \) is called an *Euclidean self-orthogonal code*;
2. If \( C^\perp = C \), then \( C \) is called an *Euclidean self-dual code*;
3. If \( C^\perp \subseteq C \), then \( C \) is called an *Euclidean dual-containing code*.

The following CSS construction tells us how to produce \( q \)-ary quantum codes from the classical linear codes over \( \mathbb{F}_q \).

**Theorem 3.1** (CSS construction, [9, 50]) Let \( C \) be an \( [n, k, d]_q \) linear code with \( C^\perp \subseteq C \), then there exists an \( [n, 2k - n, \geq d]_q \) quantum code.

The following lemma characterizes the parameters of the matrix-product codes over \( \mathbb{F}_q \).

**Lemma 3.1** ([45]) Let \( C_i \) be an \( [n, t_i]_q \) linear code for \( i = 1, 2, \ldots, k \). Let \( A \in \mathcal{M}(\mathbb{F}_q, k \times s) \) be full-rank. Denote by \( D_i(A) \) the minimum distance of the code on \( \mathbb{F}_q^s \) generated by the first \( i \) rows of \( A \). Then, the matrix-product code

\[
C(A) = [C_1, C_2, \ldots, C_k]A
\]
is an \( [sn, \sum_{i=1}^{k} t_i, \geq d]_q \) linear code, where \( d = \min_{1 \leq i \leq k} \{ D_i(A)\} \).

Besides, it is easy to give the following basic property on matrix-product codes. We omit its proof here.

**Lemma 3.2** Let \( C_i \) be an \( [n, t_i, d_i]_q \) linear code for \( i = 1, 2, \ldots, k \). Then, for any two matrices \( V = (v_{ij})_{i,j=1}^{k,r}, W = (w_{ij})_{i,j=1}^{r,l} \) over \( \mathbb{F}_q \), we have

\[
[C_1, C_2, \ldots, C_k]VW = ([C_1, C_2, \ldots, C_k]V)W.
\]

**Example 3.1** Let \( C_i \) be an \( [n, t_i, d_i]_q \) linear code, where \( i = 1, 2, 3 \). Consider

\[
V_1 = \begin{bmatrix}
1 & 1 & 1 \\
0 & 0 & 1 \\
1 & 0 & 1 \\
\end{bmatrix}, \quad W_1 = \begin{bmatrix}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 1 & 1 \\
\end{bmatrix}.
\]

Then,

\[
[C_1, C_2, C_3]V_1 = \{[c_1, c_2, c_3]V_1 | c_i \in C_i \}
\]
\[
(C_1, C_2, C_3)W_1 = \{[c_1 + c_3, c_1 + c_2 + c_3] | c_i \in C_i \},
\]

On the other hand, in terms of

\[
V_1W_1 = \begin{bmatrix}
1 & 0 & 1 \\
0 & 1 & 1 \\
1 & 1 & 1
\end{bmatrix},
\]

we have

\[
(C_1, C_2, C_3)V_1W_1 = \{[c_1, c_2, c_3]V_1W_1 | c_i \in C_i \}
= \{[c_1 + c_3, c_1 + c_2 + c_3] | c_i \in C_i \}.
\]

Thus, \((C_1, C_2, C_3)V_1W_1 = ((C_1, C_2, C_3)V_1)W_1.\)

The following lemma gives the Euclidean dual code of a matrix-product code over \(\mathbb{F}_q\).

**Lemma 3.3** (\cite{4}) Let \(C_i\) be an \([n, t_i, d_i]_q\) linear code, where \(i = 1, 2, \ldots, k\). Let \(A \in M(\mathbb{F}_q, k \times k)\) be non-singular. Then,

\[
([C_1, C_2, \ldots, C_k]A)^\perp = [C^\perp_1, C^\perp_2, \ldots, C^\perp_k](A^{-1})^T.
\]

### 3.2 General approach for constructing quantum codes via Euclidean dual-containing matrix-product codes

Let

\[
\tau = \begin{pmatrix}
1 & 2 & \cdots & k \\
i_1 & i_2 & \cdots & i_k
\end{pmatrix}
\]

denote a permutation on \(\{1, 2, \ldots, k\}\). Let \(P_\tau\) be the \(k \times k\) permutation matrix in which the \(i_j\)-th row of the identity matrix \(I_k\) is replaced with the \(j\)-th row of it for \(j = 1, 2, \ldots, k\). We introduce the following definition.

**Definition 3.3** Let \(B \in M(\mathbb{F}_q, k \times k)\). If \(B = DP_\tau\), where \(D = \text{diag}(d_{11}, \ldots, d_{kk})\) with \(d_{ii} \in \mathbb{F}_q^*\) for each \(i\), then the matrix \(B\) is called a *monomial matrix* with respect to the permutation \(\tau\).

**Definition 3.4** Let \(B \in M(\mathbb{F}_q, k \times k)\). If \(BB^T\) is diagonal over \(\mathbb{F}_q^*\), then we call \(B\) a *quasi-orthogonal matrix* over \(\mathbb{F}_q\). If \(BB^T = I_k\), then we call \(B\) an *orthogonal matrix* over \(\mathbb{F}_q\).

In the following theorem, we give a general approach for constructing \(q\)-ary quantum codes via Euclidean dual-containing matrix-product codes over \(\mathbb{F}_q\).
Theorem 3.2 ([12]) Let $C_j$ be an $[n, t_j, d_j]_q$ linear code with $C_j^⊥ \subseteq C_j$, where $j = 1, 2, \ldots, k$. For any non-singular matrix $A \in \mathcal{M}(\mathbb{F}_q, k \times k)$, if $AA^T$ is a monomial matrix with respect to the permutation $\tau$, then the matrix-product code

$$C(A) = [C_1, C_2, \ldots, C_k]A$$

is an $[kn, \sum_{i=1}^k t_i, \geq d]_q$ Euclidean dual-containing code, where $d = \min_{1 \leq i \leq k} \{d_i D_i(A)\}$. Further, $C(A)$ generates an $[[kn, 2\sum_{i=1}^k t_i - kn, \geq d]]_q$ quantum code.

By Theorem 3.2, we can construct Euclidean dual-containing matrix-product code $C(A)$ over $\mathbb{F}_q$, as long as the following two conditions hold:

(a) $AA^T$ is a monomial matrix with respect to $\tau$, where $\tau$ maps each $j \in \{1, 2, \ldots, k\}$ to $i_j \in \{1, 2, \ldots, k\}$;

(b) The constituent codes $C_1, C_2, \ldots, C_k$ of $C(A)$ satisfy $C_j^⊥ \subseteq C_j$ for each $j = 1, 2, \ldots, k$.

Further, we can obtain $q$-ary quantum codes by the CSS construction. In fact, for a given permutation $\tau$, it is not difficult to find proper constituent codes satisfying (b). We emphasize that the main difficulty lies in condition (a). As far as we know, it is very difficult to give a general method (not by computer search) for finding the matrix $A$ in condition (a). Therefore, in the next subsections, we will investigate the constructions of quantum codes when the defining matrix $A$ of $C(A)$ in turn satisfies different cases: (i) $A$ is a quasi-orthogonal matrix; (ii) $A$ is a NSC quasi-orthogonal matrix; (iii) $AA^T$ is a special class of monomial matrices.

### 3.3 Quantum codes related to quasi-orthogonal matrices

When $\tau$ is an identity permutation, i.e., $\tau = (1)$, it follows from Theorem 3.2 that

**Corollary 3.1** Let $C_i$ be an $[n, t_i, d_i]_q$ linear code with $C_i^⊥ \subseteq C_i$ for $i = 1, 2, \ldots, k$. For any non-singular matrix $A \in \mathcal{M}(\mathbb{F}_q, k \times k)$, if $A$ is quasi-orthogonal, then the matrix-product code

$$C(A) = [C_1, C_2, \ldots, C_k]A$$

is an $[kn, \sum_{i=1}^k t_i, \geq d]_q$ Euclidean dual-containing code, where $d = \min_{1 \leq i \leq k} \{d_i D_i(A)\}$. Further, $C(A)$ generates an $[[kn, 2\sum_{i=1}^k t_i - kn, \geq d]]_q$ quantum code.

By Corollary 3.1, the next task is to find the quasi-orthogonal matrix $A$ for constructing quantum codes.

#### 3.3.1 The utilization of the theory of quadratic forms

Similar to the theory of real quadratic forms, any quadratic form in $\mathbb{F}_q$, where $q$ is an odd prime power, can be simplified into a diagonal form according to a linear invertible transform.
In other words, this property is equivalent to the following proposition, which is shown by the language of matrices. The reader can refer [3] for more information.

**Proposition 3.1 ([3])** Let \( q \) be an odd prime power. Then, for any symmetric matrix \( A \in \mathcal{M}(\mathbb{F}_q, k \times k) \), there exists a non-singular matrix \( M \in \mathcal{M}(\mathbb{F}_q, k \times k) \) such that \( M^TAM \) is a \( k \times k \) diagonal matrix over \( \mathbb{F}_q \).

By the above proposition, the following theorem constructs Euclidean dual-containing matrix-product codes and obtains quantum codes by CSS construction.

**Theorem 3.3 ([12])** Let \( q \) be an odd prime power and \( C_i \) be an \([n, t_i, d_i]_q \) linear code with \( C_i^⊥ \subseteq C_i \) for \( i = 1, 2, \ldots, k \). Then, for any non-singular matrix \( B \in \mathcal{M}(\mathbb{F}_q, k \times k) \), there exists a non-singular matrix \( N \in \mathcal{M}(\mathbb{F}_q, k \times k) \) such that the matrix-product code

\[
C(N^TB) = [C_1, C_2, \ldots, C_k]N^TB
\]

is an \([kn, \sum_{i=1}^k t_i, \geq d]_q \) Euclidean dual-containing code, where \( d = \min_{1 \leq i \leq k} \{d_i D_i(N^TB)\} \). Further, \( C(N^TB) \) yields an \([[kn, 2\sum_{i=1}^k t_i - kn, \geq d]]_q \) quantum code.

### 3.3.2 The utilization of the theory of quadratic sum

The following proposition gives an interesting property on the quadratic sum over finite fields.

**Proposition 3.2 ([18])** Let \( \mathbb{F} \) be a field and let \( c = c_1^2 + \cdots + c_{2^m}^2 \) with \( c_i \in \mathbb{F} \) for each \( i \). Then, there exist \( 4^m \) elements \( \{s_{i,j}|1 \leq i, j \leq 2^m\} \) over \( \mathbb{F} \), satisfying that

1. \( s_{1,j} = c_j, 1 \leq j \leq 2^m \);
2. \( \sum_{k=1}^{2^m} s_{i,k}s_{j,k} = \delta_{i,j}c \), where \( \delta_{i,j} \) is the Kronecker symbol for \( 1 \leq i, j \leq 2^m \).

In fact, Proposition 3.2 is equivalent to the following proposition through the form of matrix language.

**Proposition 3.3 ([18])** Let \( \mathbb{F} \) be a field and let \( c = c_1^2 + \cdots + c_{2^m}^2 \) with \( c_i \in \mathbb{F} \) for each \( i \). Then, there exists a matrix \( S = (s_{i,j}) \in \mathcal{M}(\mathbb{F}, 2^m \times 2^m) \), satisfying that

\[
S^TS = SS^T = cI_{2^m},
\]

where \( (c_1, \ldots, c_{2^m}) \) is the first row of \( S \).

By Proposition 3.3, we have the following theorem.
Theorem 3.4 Let $0 \neq c = c_1^2 + \cdots + c_{2^m}^2$, where $c_i \in \mathbb{F}_q$ for $i = 1, 2, \ldots, 2^m$. Let $C_i$ be an $[n, t_i, d_i]_q$ linear code with $C_i^\perp \subseteq C_i$ for $i = 1, 2, \ldots, 2^m$. Then, there exists a matrix $S = (s_{i,j}) \in \mathcal{M}(\mathbb{F}_q, 2^m \times 2^m)$ such that the matrix-product code

$$C(S) = [C_1, C_2, \ldots, C_{2^m}] S$$

is an $[2^m n, \sum_{i=1}^{2^m} t_i, \geq d]_q$ Euclidean dual-containing code, where $d = \min_{1 \leq i \leq 2^m} \{ d_i D_i(S) \}$. Further, $C(S)$ generates an $[[2^m n, 2^m \sum_{i=1}^{2^m} t_i - 2^m n, \geq d]]_q$ quantum code.

3.3.3 The utilization of the Hadamard matrices

The Hadamard matrices are a special class of quasi-orthogonal matrices. Let us recall its definition.

Definition 3.5 Assume $H = (h_{ij})$ is an $n \times n$ matrix with $h_{ij} = \pm 1$. If $H_n H_n^T = n I_n$, then we call $H_n$ a Hadamard matrix.

It is not difficult to verify that the following three matrices

$$H_1 = (1), H_2 = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}, H_4 = \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & -1 & 1 & -1 \\ 1 & 1 & -1 & -1 \\ 1 & -1 & -1 & 1 \end{bmatrix}$$

are all Hadamard matrices. The following proposition constructs a class of Hadamard matrices over $\mathbb{F}_q$.

Proposition 3.4 (\cite{39}) Let $\mathbb{F}_q = \{ a_1, a_2, \ldots, a_q \}$, $q \equiv 3 \mod 4$. Denote by $\eta$ the quadratic character of $\mathbb{F}_q$. Then,

$$H = \begin{bmatrix} 1 & 1 & 1 & 1 & \cdots & 1 \\ 1 & -1 & b_{12} & b_{13} & \cdots & b_{1q} \\ 1 & b_{21} & -1 & b_{23} & \cdots & b_{2q} \\ 1 & b_{31} & b_{32} & -1 & \cdots & b_{3q} \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & b_{q1} & b_{q2} & b_{q3} & \cdots & -1 \end{bmatrix}$$

is an $(q + 1) \times (q + 1)$ Hadamard matrix, where $b_{ij} = \eta(a_j - a_i)$ for $1 \leq i \neq j \leq q$.

Corollary 3.2 (\cite{39}) Assume $q \equiv 3 \mod 4$ and $H$ is defined as in Proposition 3.4. Define $H_0 = H$ and

$$H_w := \begin{bmatrix} H_{w-1} & H_{w-1} \\ H_{w-1} & -H_{w-1} \end{bmatrix}, w \geq 1.$$ 

Then, $H_w$ is an $2^w(q + 1) \times 2^w(q + 1)$ Hadamard matrix for any integer $w$. 
By Corollary 3.2, we immediately construct Euclidean dual-containing matrix-product codes and obtain the corresponding quantum codes in the following theorem.

**Theorem 3.5**

Assume \( q \equiv 3 \mod 4 \), \( w \geq 1 \) and \( H_w \) is defined as in Corollary 3.2. Write \( w' = 2^w(q + 1) \). Let \( C_i \) be an \([n, t_i, d_i]_q\) linear code with \( C_i^\perp \subseteq C_i \) for each \( i = 1, \ldots, w' \). Then, the matrix-product code 

\[
C(H_w) = [C_1, C_2, \ldots, C_w']H_w
\]

is an \([w' n, \sum_{i=1}^{w'} t_i, \geq d]_q\) Euclidean dual-containing code, where \( d = \min_{1 \leq i \leq w'} \{d_i D_i(H_w)\} \). Further, \( C(H_w) \) generates an \([w' n, 2 \sum_{i=1}^{w'} t_i - w'n, \geq d]\) quantum code.

### 3.4 Quantum codes related to NSC quasi-orthogonal matrices

In this subsection, we will construct NSC quasi-orthogonal matrices as the defining matrices of matrix-product codes. With the help of CSS construction, we can obtain some classes of good quantum codes.

Recall that in Corollary 3.1 when the defining matrix \( A \) is quasi-orthogonal, we can construct an Euclidean dual-containing matrix-product code. Further, it generates a \([kn, 2 \sum_{i=1}^{k} t_i - kn, \geq d]\) quantum code from the CSS construction, where \( d = \min_{1 \leq i \leq k} \{d_i D_i(A)\} \). Clearly, the length and dimension of the quantum code are irrelevant to the defining matrix \( A \), while the minimum distance is related to it and is determined by \( D_i(A) \). Moreover, it is not difficult to check that \( D_i(A) \leq k + 1 - i \).

For fixed length and dimension, the larger value of the minimum distance means the better performance of error detection and error correction of the quantum code. Given this fact, we wish to make the minimum distance lower bound \( \min_{1 \leq i \leq k} \{d_i D_i(A)\} \) of the quantum codes from our constructed matrix-product codes as large as possible. That is to say, we need to find the quasi-orthogonal matrix \( A \) such that \( D_i(A) = k + 1 - i \). For general quasi-orthogonal matrix \( A \), the computation of \( D_i(A) \) is more and more difficult as the order of \( A \) increases.

Let us consider the following matrices.

**Definition 3.6** ([4]) Let \( A = (a_{ij}) \in M(\mathbb{F}_q, k \times k) \). Denote by \( D_i(A) \) the minimum distance of the code on \( \mathbb{F}_q^k \) generated by the first \( i \) rows of \( A \). Write \( A^{(i)} \) the matrix consisting of the first \( i \) rows of \( A \) and \( A(j_1, \ldots, j_i) \) the matrix consisting of the \( j_1, \ldots, j_i \) columns of \( A^{(i)} \), where \( 1 \leq j_1 < \ldots < j_i \leq k \). If \( A(j_1, \ldots, j_i) \) is non-singular for all \( 1 \leq i \leq k \) and \( 1 \leq j_1 < \ldots < j_i \leq k \), then we call \( A \) non-singular by columns (NSC).

From Definition 3.6, one can verify that a NSC matrix \( A \) satisfies \( D_i(A) = k + 1 - i \) exactly. For a matrix \( A \), if it is both NSC and quasi-orthogonal, then we call \( A \) NSC quasi-orthogonal.
Next, we will give a constructive method for acquiring general quasi-orthogonal matrices and NSC quasi-orthogonal matrices.

**Theorem 3.6 (Constructive method)** Let $A \in \mathcal{M}(\mathbb{F}_q, k \times k)$ be non-singular. If all leading principal minors of $AA^T$ are nonzero, then there exists a lower unitriangular matrix $L$ such that $LA$ is quasi-orthogonal over $\mathbb{F}_q$. Further, if $A$ is NSC, then $LA$ is NSC quasi-orthogonal.

**Proof.** We can write $AA^T$ as
\[
AA^T = \begin{bmatrix} A_{k-1} & h \\
               h^T & c \end{bmatrix},
\]
where $A_{k-1} = A_{k-1}^T$. Take
\[
L_{k-1} = \begin{bmatrix} I_{k-1} & 0_{(k-1) \times 1} \\
                        -h^T A_{k-1}^{-1} & 1 \end{bmatrix},
\]
then we have
\[
L_{k-1} A A^T L_{k-1}^T = \begin{bmatrix} A_{k-1} & 0_{(k-1) \times 1} \\
                                0_{1 \times (k-1)} & c - h^T A_{k-1}^{-1} h \end{bmatrix}.
\]

Now we write $A_{k-1}$ as
\[
A_{k-1} = \begin{bmatrix} A_{k-2} & r \\
                           r^T & s \end{bmatrix},
\]
where $A_{k-2} = A_{k-2}^T$. Let
\[
B_{k-2} = \begin{bmatrix} I_{k-2} & 0_{(k-2) \times 1} \\
                        -r^T A_{k-2}^{-1} & 1 \end{bmatrix},
\]
then we obtain
\[
B_{k-2} A_{k-1} B_{k-2}^T = \begin{bmatrix} A_{k-2} & 0_{(k-2) \times 1} \\
                                0_{1 \times (k-2)} & s - r^T A_{k-2}^{-1} r \end{bmatrix}.
\]

Let
\[
L_{k-2} = \begin{bmatrix} B_{k-2} & 0_{(k-1) \times 1} \\
                        0_{1 \times (k-1)} & 1 \end{bmatrix},
\]
then we obtain
\[
L_{k-2} L_{k-1} A A^T L_{k-1}^T L_{k-2}^T = \begin{bmatrix} A_{k-2} & 0_{(k-2) \times 1} & 0_{(k-2) \times 1} \\
                                0_{1 \times (k-2)} & s - r^T A_{k-2}^{-1} r & 0 \\
                                0_{1 \times (k-2)} & 0 & c - h^T A_{k-1}^{-1} h \end{bmatrix}.
\]

Repeating the above procedure on $A_{k-2}, A_{k-3}, \ldots, A_2$, one can finally obtain lower unitriangular matrices $L_{k-3}, L_{k-4}, \ldots, L_1$ such that
\[
l_1 l_2 \cdots l_{k-1} A A^T l_{k-1}^T \cdots l_2^T l_1^T = \text{diag}(\mu_1, \ldots, \mu_k)
\]
with $\mu_i \in \mathbb{F}_q^*$ for each $i$. Set $L = L_1L_2 \cdots L_{k-1}$, then $L$ is a lower unitriangular matrix. Then, we have

$$LAA^T L^T = \text{diag}(\mu_1, \ldots, \mu_k).$$

Hence, $LA$ is quasi-orthogonal.

Now let us prove that $LA$ is NSC. Write $A = (a_{ij})_{i,j=1}^k$ and $L = (l_{ij})_{i,j=1}^k$. For any $1 \leq s \leq k$ and $1 \leq j_1 < \cdots < j_s \leq k$, we have

$$|(LA)(j_1, \ldots, j_s)| = \det \begin{vmatrix} a_{1j_1} & a_{1j_2} & \cdots & a_{1j_s} \\ \sum_{i=1}^2 l_{2i}a_{ij_1} & \sum_{i=1}^2 l_{2i}a_{ij_2} & \cdots & \sum_{i=1}^2 l_{2i}a_{ij_s} \\ \vdots & \vdots & \ddots & \vdots \\ \sum_{i=1}^s l_{si}a_{ij_1} & \sum_{i=1}^s l_{si}a_{ij_2} & \cdots & \sum_{i=1}^s l_{si}a_{ij_s} \\ a_{sj_1} & a_{sj_2} & \cdots & a_{sj_s} \end{vmatrix} = |A(j_1, \ldots, j_s)|.
$$

When $A$ is NSC, we have $|(LA)(j_1, \ldots, j_s)| = |A(j_1, \ldots, j_s)| \neq 0$. By Definition 3.6, $LA$ is NSC as well. Therefore, $LA$ is NSC quasi-orthogonal. $\square$

**Remark 3.1** As far as we know, the constructive method for acquiring general quasi-orthogonal matrices and NSC quasi-orthogonal matrices in Theorem 3.6 is proposed for the first time in literature.

**Remark 3.2** In [19], the authors constructed several classes of Euclidean dual-containing matrix-product codes over $\mathbb{F}_q$ by choosing some special NSC orthogonal matrices as the defining matrices of matrix-product codes. By contrast, Theorem 3.6 actually offers an effective algorithm for constructing NSC quasi-orthogonal matrices. Besides, since the orthogonal matrices are just a special case of the quasi-orthogonal matrices, Theorem 3.6 gives us more freedom in the choice of the defining matrices with the same order. What’s more, Theorem 3.6 enables us to obtain more classes of good quantum codes from the corresponding Euclidean dual-containing matrix-product codes.

**Remark 3.3** Let $B_i$ denote the matrix consisting of the last $i$ rows and the last $i$ columns of $AA^T$. Assume that $B_i$ is non-singular for each $i = 1, \ldots, k$. Now we can write $AA^T$ as

$$AA^T = \begin{bmatrix} b & g^T \\ g & B_{k-1} \end{bmatrix},$$

where $b = (b_{ij})_{i,j=1}^k$, $g = (g_{ij})_{i,j=1}^k$, and $B_{k-1}$ is a lower unitriangular matrix with $b_{ij} = g_{ij}$ for $i < j$.
where $B_{k-1} = B_{k-1}^T$. Then, there exists an upper unitriangular matrix

$$U_{k-1} = \begin{bmatrix} 1 & -g^T B_{k-1}^{-1} \\ 0_{(k-1) \times 1} & I_{k-1} \end{bmatrix}$$

such that

$$U_{k-1} A A^T U_{k-1}^T = \begin{bmatrix} b - g^T B_{k-1}^{-1} g & 0_{1 \times (k-1)} \\ 0_{(k-1) \times 1} & B_{k-1} \end{bmatrix}.$$

Similar to the proof of Theorem 3.6, this finally produces an upper unitriangular matrix $U$ such that $UA$ is quasi-orthogonal. However, we check that $UA$ may not be NSC for certain NSC matrix $A$.

We give the following example to illustrate Theorem 3.6 and Remark 3.3.

**Example 3.2** In $\mathbb{F}_5$, let us consider the NSC matrix

$$A = \begin{bmatrix} 1 & 1 & 2 \\ 2 & 0 & 3 \\ 1 & 4 & 0 \end{bmatrix}.$$  

We have

$$A A^T = \begin{bmatrix} 1 & 3 & 0 \\ 3 & 3 & 2 \\ 0 & 2 & 2 \end{bmatrix}.$$  

(a) It is easily verified that all leading principal minors of $A A^T$ are nonzero. By Theorem 3.6, there exists

$$L_2 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 4 & 2 & 1 \end{bmatrix}$$

such that

$$L_2 A A^T L_2^T = \begin{bmatrix} 1 & 3 & 0 \\ 3 & 3 & 2 \\ 0 & 0 & 1 \end{bmatrix} \triangleq \begin{bmatrix} A_2 & 0_{2 \times 1} \\ 0_{1 \times 2} & 1 \end{bmatrix}.$$  

Then, there exists $B_1 = \begin{bmatrix} 1 & 0 \\ 2 & 1 \end{bmatrix}$ such that $B_1 A_2 B_1^T = \begin{bmatrix} 1 & 0 \\ 0 & 4 \end{bmatrix}$. Let $L_1 = \begin{bmatrix} B_1 & 0_{2 \times 1} \\ 0_{1 \times 2} & 1 \end{bmatrix}$, then we obtain

$$L_1 L_2 A A^T L_2^T L_1^T = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 4 & 0 \\ 0 & 0 & 1 \end{bmatrix}.$$  
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Let $L = L_1L_2$, then we obtain a lower unitriangular matrix $L$ such that $LAA^T L^T = \text{diag}(1, 4, 1)$. Hence, $LA$ is quasi-orthogonal over $\mathbb{F}_5$. Moreover, it is not difficult to find that

$$LA = \begin{bmatrix} 1 & 1 & 2 \\ 4 & 2 & 2 \\ 4 & 3 & 4 \end{bmatrix}$$

is NSC over $\mathbb{F}_5$. Therefore, $LA$ is NSC quasi-orthogonal over $\mathbb{F}_5$.

(b) One can verify that the matrix consisting of the last $i$ rows and the last $i$ columns of $AA^T$ is non-singular for each $i = 1, 2, 3$. By Remark 3.3, there exists

$$U_2 = \begin{bmatrix} 1 & 2 & 3 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

such that

$$U_2AA^TU_2^T = \begin{bmatrix} 2 & 0 & 0 \\ 0 & 3 & 2 \\ 0 & 2 & 2 \end{bmatrix} \triangleq \begin{bmatrix} 2 & 0_{1 \times 2} \\ 0_{2 \times 1} & V \end{bmatrix}.$$ 

Then, there exists $\tilde{V} = \begin{bmatrix} 1 & 4 \\ 0 & 1 \end{bmatrix}$ such that $\tilde{V} \tilde{V}^T = \begin{bmatrix} 1 & 0 \\ 0 & 2 \end{bmatrix}$. Let $U_1 = \begin{bmatrix} 1 & 0_{1 \times 2} \\ 0_{2 \times 1} & \tilde{V} \end{bmatrix}$, then we have

$$U_1U_2AA^TU_2^TU_1^T = \begin{bmatrix} 2 & 0 \\ 0 & 1 \\ 0 & 0 \\ 2 & 0 \end{bmatrix}.$$

Write $U = U_1U_2$, then we obtain an upper unitriangular matrix $U$ such that $UAA^TU^T = \text{diag}(2, 1, 2)$. Hence, $UA$ is quasi-orthogonal over $\mathbb{F}_5$. However, since

$$UA = \begin{bmatrix} 3 & 3 & 3 \\ 1 & 1 & 3 \\ 1 & 4 & 0 \end{bmatrix},$$

we know that $|(UA)(1, 2)| = 0$, which means that $UA$ is not NSC.

**Corollary 3.3** Let $k \leq q$. Assume $x_1, \ldots, x_k$ are $k$ distinct elements in $\mathbb{F}_q$. Let

$$V = \begin{bmatrix} \lambda_1 & \lambda_2 & \cdots & \lambda_k \\ \lambda_1 x_1 & \lambda_2 x_2 & \cdots & \lambda_k x_k \\ \vdots & \vdots & \ddots & \vdots \\ \lambda_1 x_1^{k-1} & \lambda_2 x_2^{k-1} & \cdots & \lambda_k x_k^{k-1} \end{bmatrix},$$
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where $\lambda_i \in \mathbb{F}_q^*$. If all leading principal minors of $VV^T$ are nonzero, then there exists a lower unitriangular matrix $L$ such that $LV$ is NSC quasi-orthogonal over $\mathbb{F}_q$.

**Proof.** Since $k \leq q$, then for any $1 \leq s \leq k$ and $1 \leq j_1 < \cdots < j_s \leq k$, we have

$$[V(j_1, \ldots, j_s)] = \left( \sum_{i=1}^{s} \lambda_{j_i} \right) \prod_{1 \leq m < n \leq s} (x_{jm} - x_{jn}) \neq 0.$$  

Hence, $V$ is NSC. Then the result follows by Theorem 3.6. □

By Theorem 3.6, we obtain the following result.

**Theorem 3.7** Let $C_i$ be an $[n, t_i, d_i]_q$ linear code with $C_i \subseteq C_i$ for each $i = 1, 2, \ldots, k$. For any NSC matrix $A \in \mathcal{M}(\mathbb{F}_q, k \times k)$, if all leading principal minors of $AA^T$ are nonzero, then there exists a lower unitriangular matrix $L$ such that the matrix-product code

$$C(LA) = [C_1, C_2, \ldots, C_k]LA$$

is an $[kn, \sum_{i=1}^{k} t_i, \geq d_i]_q$ Euclidean dual-containing code, where $d = \min_{1 \leq i \leq k} \{(k+1-i)d_i\}$. Further, $C(LA)$ generates an $[[kn, 2 \sum_{i=1}^{k} t_i - kn, \geq d]]_q$ quantum code.

**Proof.** By Theorem 3.6, there exists a lower unitriangular matrix $L \in \mathcal{M}(\mathbb{F}_q, k \times k)$ such that $LAA^TL^T = R$, where $R = \text{diag}(r_{11}, \ldots, r_{kk})$ with each $r_{ii} \in \mathbb{F}_q^*$. Then, we have $[(LA)^{-1}]^T = R^{-1}LA$. By Lemma 3.3 we know

$$([C_1, C_2, \ldots, C_k]LA)\perp = [C_1^+, C_2^+, \ldots, C_k^+]R^{-1}LA.$$  

Besides, it follows from $r_{ii}^{-1}C_i = C_i^+$ that

$$[C_1^+, C_2^+, \ldots, C_k^+]R^{-1}LA = [r_{11}^{-1}C_1^+, r_{22}^{-1}C_2^+, \ldots, r_{kk}^{-1}C_k^+]LA$$  

$$= [C_1^+, C_2^+, \ldots, C_k^+]LA$$

$$\subseteq [C_1, C_2, \ldots, C_k]LA.$$  

Hence, $C(LA)$ is Euclidean dual-containing with parameters $[kn, \sum_{i=1}^{k} t_i, \geq d]_q$, where $d = \min_{1 \leq i \leq k} \{(k+1-i)d_i\}$. By CSS construction, it generates an $[[kn, 2 \sum_{i=1}^{k} t_i - kn, \geq d]]_q$ quantum code. □

According to Theorem 3.7 and Corollary 3.3, we immediately obtain the following corollary.

**Corollary 3.4** Let $k \leq q$. Let $C_i$ be an $[n, t_i, d_i]_q$ linear code with $C_i^+ \subseteq C_i$ for each $i = 1, 2, \ldots, k$. Let $V$ be defined as in Corollary 3.3, where $x_i \in \mathbb{F}_q, \lambda_i \in \mathbb{F}_q^*$. If all leading principal minors of $VV^T$ are nonzero, then there exists a lower unitriangular matrix $L$ such that the matrix-product code

$$C(LV) = [C_1, C_2, \ldots, C_k]LV$$

is an $[kn, \sum_{i=1}^{k} t_i, \geq d]_q$ Euclidean dual-containing code, where $d = \min_{1 \leq i \leq k} \{(k+1-i)d_i\}$. Further, $C(LV)$ generates an $[[kn, 2 \sum_{i=1}^{k} t_i - kn, \geq d]]_q$ quantum code by CSS construction.
Similarly to Example 3.2, we are able to construct the $2 \times 2$ NSC quasi-orthogonal matrix over $F_5$. Let us consider the NSC matrix

$$\tilde{A}_1 = \begin{bmatrix} 2 & 3 \\ 1 & 2 \end{bmatrix}.$$ 

We have $\tilde{A}_1^{\top} \tilde{A}_1 = \begin{bmatrix} 3 & 0 \\ 0 & 2 \end{bmatrix}$ whose all leading principal minors are nonzero. By Theorem 3.6, there exists a lower unitriangular matrix $\tilde{L}_1 = \begin{bmatrix} 1 & 0 \\ 4 & 1 \end{bmatrix}$ such that

$$\tilde{L}_1 \tilde{A}_1 \tilde{A}_1^{\top} \tilde{L}_1^{\top} = \begin{bmatrix} 3 & 0 \\ 0 & 2 \end{bmatrix}.$$ 

Thus, $\tilde{L}_1 \tilde{A}_1$ is NSC quasi-orthogonal.

For convenience, let us replace the $3 \times 3$ matrices $L$ and $A$ in Example 3.2 with $\tilde{L}_2$ and $\tilde{A}_2$, respectively. Then, we get the following proposition.

**Proposition 3.5** Let $C_i$ be an $[n, t_i, d_i]_5$ linear code with $C_i^\perp \subseteq C_i$, $i = 1, 2, 3$. Then,

1. The matrix-product code $C(\tilde{L}_1 \tilde{A}_1) = [C_1, C_2] \tilde{L}_1 \tilde{A}_1$ is an $[2n, t_1 + t_2, \geq d]_5$ Euclidean dual-containing code, where $d = \min\{2d_1, d_2\}$. Further, $C(\tilde{L}_1 \tilde{A}_1)$ generates an $[[2n, 2(t_1 + t_2 - n), \geq d]]_5$ quantum code;

2. The matrix-product code $C(\tilde{L}_2 \tilde{A}_2) = [C_1, C_2, C_3] \tilde{L}_2 \tilde{A}_2$ is an $[3n, t_1 + t_2 + t_3, \geq d]_5$ Euclidean dual-containing code, where $d = \min\{3d_1, 2d_2, d_3\}$. Further, $C(\tilde{L}_2 \tilde{A}_2)$ generates an $[[3n, 2(t_1 + t_2 + t_3) - 3n, \geq d]]_5$ quantum code.

**Proof.** Since $\tilde{L}_1 \tilde{A}_1$ and $\tilde{L}_2 \tilde{A}_2$ are both NSC quasi-orthogonal over $F_5$, we know

$$D_i(\tilde{L}_1 \tilde{A}_1) = 3 - i, i = 1, 2,$$

$$D_j(\tilde{L}_2 \tilde{A}_2) = 4 - j, j = 1, 2, 3.$$ 

Then the result follows from Theorem 3.7. □

Next let us construct the $2 \times 2$, $3 \times 3$ and $4 \times 4$ NSC quasi-orthogonal matrix over $F_7$. Denote by

$$\tilde{A}_3 = \begin{bmatrix} 1 & 2 \\ 2 & 3 \end{bmatrix}, \tilde{A}_4 = \begin{bmatrix} 1 & 3 & 4 \\ 0 & 1 & 2 \\ 2 & 3 & 5 \end{bmatrix}, \tilde{A}_5 = \begin{bmatrix} 1 & 2 & 3 & 4 \\ 2 & 3 & 4 & 1 \\ 3 & 4 & 1 & 2 \\ 4 & 1 & 2 & 3 \end{bmatrix}.$$
One can see that $\tilde{A}_3$, $\tilde{A}_4$ and $\tilde{A}_5$ are all NSC, and all leading principal minors of $\tilde{A}_3 A_3^T$, $\tilde{A}_4 A_4^T$ and $\tilde{A}_5 A_5^T$ are nonzero. Then, it follows from Theorem 3.6 that there exist lower unitriangular matrices

$$\tilde{L}_3 = \begin{pmatrix} 1 & 0 \\ 4 & 1 \end{pmatrix}, \tilde{L}_4 = \begin{pmatrix} 1 & 0 & 0 \\ 2 & 1 & 0 \\ 1 & 5 & 1 \end{pmatrix}, \tilde{L}_5 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 2 & 1 & 0 & 0 \\ 0 & 2 & 1 & 0 \\ 2 & 4 & 2 & 1 \end{pmatrix}$$

such that $\tilde{L}_3 A_3 A_3^T \tilde{L}_3^T = \text{diag}(5, 3)$, $\tilde{L}_4 A_4 A_4^T \tilde{L}_4^T = \text{diag}(5, 6, 1)$, $\tilde{L}_5 A_5 A_5^T \tilde{L}_5^T = \text{diag}(2, 1, 1, 4)$. Hence

$$\tilde{L}_3 A_3 = \begin{pmatrix} 1 & 2 \\ 6 & 4 \end{pmatrix}, \tilde{L}_4 A_4 = \begin{pmatrix} 1 & 3 & 4 \\ 2 & 0 & 3 \\ 3 & 4 & 5 \end{pmatrix}, \tilde{L}_5 A_5 = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 4 & 0 & 3 & 2 \\ 0 & 3 & 2 & 4 \\ 6 & 4 & 5 & 5 \end{pmatrix}$$

are all NSC quasi-orthogonal matrix over $\mathbb{F}_7$. Similarly to the above proposition, we have the following proposition.

**Proposition 3.6** Let $C_i$ be an $[n, t_i, d_i]_7$ linear code with $C_i \subseteq C_j$ for each $i = 1, 2, 3, 4$. Then,

1. The matrix-product code $C(L_3 A_3) = [C_1, C_2] L_3 A_3$ is an $[2n, t_1 + t_2, \geq d]_7$ Euclidean dual-containing code, where $d = \min\{2d_1, d_2\}$. Further, $C(L_3 A_3)$ generates an $[[2n, 2(t_1 + t_2 - n), \geq d]]_7$ quantum code;

2. The matrix-product code $C(L_4 A_4) = [C_1, C_2, C_3] L_4 A_4$ is an $[3n, t_1 + t_2 + t_3, \geq d]_7$ Euclidean dual-containing code, where $d = \min\{3d_1, 2d_2, d_3\}$. Further, $C(L_4 A_4)$ generates an $[[3n, 2(t_1 + t_2 + t_3) - 3n, \geq d]]_7$ quantum code;

3. The matrix-product code $C(L_5 A_5) = [C_1, C_2, C_3, C_4] L_5 A_5$ is an $[4n, t_1 + t_2 + t_3 + t_4, \geq d]_7$ Euclidean dual-containing code, where $d = \min\{4d_1, 3d_2, 2d_3, d_4\}$. Further, $C(L_5 A_5)$ generates an $[[4n, 2(t_1 + t_2 + t_3 + t_4 - 2n), \geq d]]_7$ quantum code.

Now we are able to construct the $2 \times 2$, $3 \times 3$ and $4 \times 4$ NSC quasi-orthogonal matrices over $\mathbb{F}_9$. Suppose $\xi$ is a primitive element of $\mathbb{F}_9$. Denote by

$$\tilde{A}_6 = \begin{pmatrix} \xi^2 & \xi^2 \\ 1 & \xi^2 \end{pmatrix}, \tilde{A}_7 = \begin{pmatrix} 1 & \xi^2 & 1 \\ 0 & 1 & \xi \\ 1 & \xi & \xi^2 \end{pmatrix}, \tilde{A}_8 = \begin{pmatrix} 1 & 1 & \xi^2 & 1 \\ 0 & 1 & 1 & \xi^2 \\ 1 & 0 & -1 & \xi^2 \\ 0 & 0 & 0 & 1 \end{pmatrix}.$$
\(\widetilde{A}_7 \widetilde{A}_7^T\) and \(\widetilde{A}_8 \widetilde{A}_8^T\) are nonzero. By Theorem 3.6, we obtain lower unitriangular matrices

\[
\widetilde{L}_6 = \begin{bmatrix} 1 & 0 \\ 1 - \xi^2 & 1 \end{bmatrix}, \quad \widetilde{L}_8 = \begin{bmatrix} 1 & 0 & 0 \\ -\xi^2 - \xi & 1 & 0 \\ \xi^3 + 1 & -\xi^2 - \xi & 1 \end{bmatrix},
\]

such that \(\widetilde{L}_6 \widetilde{A}_6 \widetilde{A}_6^T \widetilde{L}_6^T = \text{diag}(1, -\xi^2), \widetilde{L}_7 \widetilde{A}_7 \widetilde{A}_7^T \widetilde{L}_7^T = \text{diag}(1, \xi^3 - 1, \xi^3 - 1), \widetilde{L}_8 \widetilde{A}_8 \widetilde{A}_8^T \widetilde{L}_8^T = \text{diag}(-1, \xi^2 + 1, 1 - \xi^2, -1)\). Hence,

\[
\widetilde{L}_6 \widetilde{A}_6 = \begin{bmatrix} \xi^2 & \xi^2 \\ \xi^2 - 1 & 1 - \xi^2 \end{bmatrix}, \quad \widetilde{L}_7 \widetilde{A}_7 = \begin{bmatrix} 1 & \xi^2 & 1 \\ -\xi^2 - \xi & -\xi^3 - 1 & -\xi^2 \\ \xi^3 - 1 & -\xi & 1 \end{bmatrix},
\]

\[
\widetilde{L}_8 \widetilde{A}_8 = \begin{bmatrix} 1 & 1 & \xi^2 & 1 \\ 1 - \xi^2 & -1 - \xi^2 & \xi^2 - 1 & 1 \\ -\xi^2 & -\xi^2 & 1 - \xi^2 & \xi^2 - 1 \\ 1 & -\xi^2 - 1 & 1 - \xi^2 & -1 \end{bmatrix}
\]

are all NSC quasi-orthogonal matrix over \(\mathbb{F}_9\). This immediately derives the following proposition.

**Proposition 3.7** Let \(C_i\) be an \([n, t_i, d_i]_{9}\) linear code with \(C_i^\perp \subseteq C_i\) for each \(i = 1, 2, 3, 4\). Then,

1. The matrix-product code \(C(\widetilde{L}_6 \widetilde{A}_6) = [C_1, C_2] \widetilde{L}_6 \widetilde{A}_6\) is an \([2n, 2 \{t_1 + t_2\}, \geq d]_9\) Euclidean dual-containing code, where \(d = \min\{2d_1, d_2\}\). Further, \(C(\widetilde{L}_6 \widetilde{A}_6)\) generates an \([2n, 2 (t_1 + t_2 - n), \geq d]_9\) quantum code;

2. The matrix-product code \(C(\widetilde{L}_7 \widetilde{A}_7) = [C_1, C_2, C_3] \widetilde{L}_7 \widetilde{A}_7\) is an \([3n, t_1 + t_2 + t_3, \geq d]_9\) Euclidean dual-containing code, where \(d = \min\{3d_1, 2d_2, d_3\}\). Further, \(C(\widetilde{L}_7 \widetilde{A}_7)\) generates an \([3n, 2 (t_1 + t_2 + t_3) - 3n, \geq d]_9\) quantum code;

3. The matrix-product code \(C(\widetilde{L}_8 \widetilde{A}_8) = [C_1, C_2, C_3, C_4] \widetilde{L}_8 \widetilde{A}_8\) is an \([4n, t_1 + t_2 + t_3 + t_4, \geq d]_9\) Euclidean dual-containing code, where \(d = \min\{4d_1, 3d_2, 2d_3, d_4\}\). Further, \(C(\widetilde{L}_8 \widetilde{A}_8)\) generates an \([4n, 2 (t_1 + t_2 + t_3 + t_4 - 2n), \geq d]_9\) quantum code.

**Remark 3.4** The \(4 \times 4\) NSC quasi-orthogonal matrix \(\widetilde{L}_5 \widetilde{A}_5\) over \(\mathbb{F}_7\) in Proposition 3.6(3) and the \(2 \times 2\), \(3 \times 3\) and \(4 \times 4\) NSC quasi-orthogonal matrices \(\widetilde{L}_6 \widetilde{A}_6, \widetilde{L}_7 \widetilde{A}_7\) and \(\widetilde{L}_8 \widetilde{A}_8\) over \(\mathbb{F}_9\) in
Proposition 3.7 are constructed for the first time by our constructive method in Theorem 3.6. These enable us to construct new classes of Euclidean dual-containing matrix-product codes and the corresponding good quantum codes, as shown in Proposition 3.6(3) and Proposition 3.7, respectively. By our constructive method, some other NSC quasi-orthogonal matrices in different finite fields can be also constructed, which will help us to obtain more classes of good quantum codes.

3.5 Quantum codes related to special matrices $A$ with $AA^T$ being monomial matrices

In this subsection, we consider the matrix $A$ which satisfies that $AA^T$ is a special class of monomial matrices. By applying the matrix $A$ into the defining matrices of matrix-product codes, we can naturally construct some new Euclidean dual-containing matrix-product codes and acquire some good quantum codes by CSS construction.

Let $\alpha$ be a primitive element of $\mathbb{F}_q$. Suppose $1 \leq k < q - 1$ and $k \mid (q - 1)$, then $\alpha^{\frac{q-1}{k}}$ generates a cyclic group with order $k$. For convenience, we write $\beta_i = \alpha^{\frac{i(q-1)}{k}}$, where $i = 0, 1, \ldots, k - 1$. For any $\gamma \in \mathbb{F}_q^*$, let $a = (\gamma \beta_0, \ldots, \gamma \beta_{k-1})$ and $w = (1, \ldots, 1)$. Then, $a$ and $w$ generate the GRS code $GRS_k(a, w)$ whose generator matrix is expressed as follows:

$$A_\gamma = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
\gamma \beta_0 & \gamma \beta_1 & \cdots & \gamma \beta_{k-1} \\
\vdots & \vdots & \ddots & \vdots \\
(\gamma \beta_0)^{k-1} & (\gamma \beta_1)^{k-1} & \cdots & (\gamma \beta_{k-1})^{k-1}
\end{bmatrix}.$$

On the matrix $A_\gamma$, we have the following result.

**Lemma 3.4** ([14]) Assume $1 \leq k < q - 1$ and $k \mid (q - 1)$. For any $\gamma \in \mathbb{F}_q^*$, we have

$$A_\gamma A_\gamma^T = \hat{D}\tau,$$

where $\hat{D} = \text{diag}(k, \gamma k, \ldots, \gamma k)$ and

$$\tau = \begin{pmatrix} 1 & 2 & 3 & \cdots & k \\ 1 & k & k-1 & \cdots & 2 \end{pmatrix}.$$

Note that when $k \geq 3$, the permutation $\tau = \begin{pmatrix} 1 & 2 & 3 & \cdots & k \\ 1 & k & k-1 & \cdots & 2 \end{pmatrix}$ is nontrivial, i.e., $\tau \neq (1)$. Therefore, if we take $A_\gamma$ as the defining matrices of matrix-product codes, we can get a new class of Euclidean dual-containing matrix-product codes and obtain the corresponding good quantum codes by CSS construction.
Theorem 3.8 ([12]) Let $1 \leq k < q - 1$ and $k \mid (q - 1)$. Let $C_i$ be an $[n, t_i, d_i]_q$ linear code with $C_i^\perp \subseteq C_1$ and $C_{k+i}^\perp \subseteq C_i$ for $i = 2, 3, \ldots, k$. Then, the matrix-product code

$$C(A_γ) = [C_1, C_2, \ldots, C_k] A_γ$$

is an $[kn, \sum_{i=1}^k t_i, d]_q$ Euclidean dual-containing code, where $d = \min_{1 \leq i \leq k} \{(k+1-i)d_i\}$. Further, $C(A_γ)$ generates an $[[kn, 2 \sum_{i=1}^k t_i - kn, \geq d]]_q$ quantum code.

Remark 3.5 In Theorem 3.8, the constituent codes of the matrix-product code satisfy the conditions $C_1^\perp \subseteq C_1$ and $C_{k+i}^\perp \subseteq C_i$ where $j = 2, 3, \ldots, k$, which means that: 1) if $k = 2k' + 1$ for $k' \geq 1$, then $C_1^\perp \subseteq C_1$ while the remaining constituent codes $C_2, \ldots, C_k$ are not necessarily dual-containing; 2) if $k = 2k''$ for $k'' \geq 2$, then $C_1^\perp \subseteq C_1$, $C_{k''+1}^\perp \subseteq C_{k''+1}$ while the remaining constituent codes $C_2, \ldots, C_{k''+1}$ are not necessarily dual-containing. Therefore, constituent codes that are not complete Euclidean dual-containing can also generate an Euclidean dual-containing matrix-product code in certain cases.

4 Quantum codes from Hermitian dual-containing matrix-product codes

This section is organized as follows. In subsection 4.1, we recall some basic concepts and properties on Hermitian dual codes, Hermitian construction and matrix-product codes. Subsection 4.2 gives a general approach for constructing quantum codes via Hermitian dual-containing matrix-product codes over $\mathbb{F}_{q^2}$. Subsection 4.3 in turn provides the constructions of quantum codes related to (i) quasi-unitary matrices over $\mathbb{F}_{q^2}$ for any odd prime power $q$; (ii) $2^m \times 2^m$ quasi-unitary matrices over any field $\mathbb{F}_{q^2}$. Subsection 4.4 proposes a constructive method for acquiring general quasi-unitary matrices and NSC quasi-unitary matrices. The utilization of NSC quasi-unitary matrices enables the minimum distance lower bound of the corresponding quantum codes to reach its optimum. By using the constructive method in Subsection 4.4 and certain properties of the polynomial ring $\mathbb{F}_q[x_1, \ldots, x_k]$, Subsection 4.5 constructs $k \times k$ NSC quasi-unitary matrices for any $k < q$ and obtains new classes of good quantum codes related to these matrices. Subsection 4.6 studies the quantum codes related to a special kind of matrices $A$ with $AA^\dagger$ being monomial matrices.

4.1 Basic concepts and properties

Assume that $q$ is a prime power. Let $\mathbb{F}_{q^2}$ be the finite field with $q^2$ elements and let $\mathbb{F}_{q^2}^*$ denote the set of non-zero elements over $\mathbb{F}_{q^2}$. Let $\mathcal{M}(\mathbb{F}_{q^2}, s \times t)$ be the set of $s \times t$ matrices over $\mathbb{F}_{q^2}$. 
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For any \( a \in \mathbb{F}_{q^2} \), we define \( \overline{a} = a^q \) the conjugate of \( a \). For any matrix \( A = (a_{ij}) \in \mathcal{M}(\mathbb{F}_{q^2}, s \times t) \), we define \( A^\dagger = (a_{ji}) \) its conjugate transpose.

Next, we will recall some basics on the Hermitian dual codes, Hermitian construction and matrix-product codes over \( \mathbb{F}_{q^2} \).

**Definition 4.1** For two vectors \( x = (x_1, x_2, \ldots, x_n) \), \( y = (y_1, y_2, \ldots, y_n) \in \mathbb{F}_{q^2}^n \), define
\[
(x, y)_H = \sum_{i=1}^{n} x_i \overline{y}_i.
\]
as the *Hermitian inner product* of \( x \) and \( y \). For a linear code \( C \) of length \( n \) over \( \mathbb{F}_{q^2} \), define its *Hermitian dual code* as
\[
C^\perp_H = \{ x \in \mathbb{F}_{q^2}^n \mid (x, y)_H = 0 \text{ for all } y \in C \}.
\]

**Definition 4.2** Let \( C \) be a linear code over \( \mathbb{F}_{q^2}^n \). Then,
1. If \( C \subseteq C^\perp_H \), then \( C \) is called a *Hermitian self-orthogonal code*;
2. If \( C^\perp_H = C \), then \( C \) is called a *Hermitian self-dual code*;
3. If \( C^\perp_H \subseteq C \), then \( C \) is called a *Hermitian dual-containing code*.

For any vector \( v = (v_1, v_2, \ldots, v_n) \in \mathbb{F}_{q^2}^n \), we define \( v^q = (v_1^q, v_2^q, \ldots, v_n^q) \). Let \( S \) be a subset of \( \mathbb{F}_{q^2}^n \) and define \( S^q = \{ v^q \mid v \in S \} \). Then, one can verify that \( C^\perp_H = (C^q)^\perp \) holds for any linear code \( C \) over \( \mathbb{F}_{q^2} \). Therefore, we know that \( C \) is Hermitian dual-containing if and only if \( (C^q)^\perp \subseteq C \) if and only if \( C^\perp \subseteq C^q \).

The following result is called Hermitian construction, which is one of the most frequently-used methods for constructing quantum codes.

**Lemma 4.1** ([2], Hermitian construction) If \( C \) is an \([n, k, d]_{q^2}\) linear code with \( C^\perp_H \subseteq C \), then there exists an \([n, 2k-n, \geq d]_q\) quantum code.

For a matrix-product code over \( \mathbb{F}_{q^2} \), its Hermitian dual code has the following form.

**Lemma 4.2** ([56]) Let \( C_i \) be an \([n, t_i, d_i]_{q^2}\) linear code, where \( i = 1, 2, \ldots, k \). If \( A \in \mathcal{M}(\mathbb{F}_{q^2}, k \times k) \) is non-singular, then
\[
([C_1, C_2, \ldots, C_k]A)^\perp_H = [C_1^\perp_H, C_2^\perp_H, \ldots, C_k^\perp_H](A^{-1})^\dagger.
\]

### 4.2 General approach for constructing quantum codes via Hermitian dual-containing matrix-product codes

Let
\[
\tau = \begin{pmatrix}
1 & 2 & \cdots & k \\
i_1 & i_2 & \cdots & i_k
\end{pmatrix}
\]
denote a permutation on \{1, 2, \ldots, k\}. Let \( P_\tau \) be the \( k \times k \) permutation matrix in which the \( i_j \)-th row of the identity matrix \( I_k \) is replaced with the \( j \)-th row of it for \( j = 1, 2, \ldots, k \).

We give the following definition.

**Definition 4.3** Let \( B \in \mathcal{M}(\mathbb{F}_{q^2}, k \times k) \). If \( B = D P_\tau \), where \( D = \text{diag}(d_{11}, \ldots, d_{kk}) \) with \( d_{ii} \in \mathbb{F}_{q^2}^* \) for each \( i \), then we call \( B \) a monomial matrix with respect to the permutation \( \tau \).

**Definition 4.4** Let \( B \in \mathcal{M}(\mathbb{F}_{q^2}, k \times k) \). If \( BB^\dagger \) is diagonal over \( \mathbb{F}_{q^2}^* \), then we call \( B \) a quasi-unitary matrix over \( \mathbb{F}_{q^2} \). If \( BB^\dagger = I_k \), then we call \( B \) an unitary matrix over \( \mathbb{F}_{q^2} \).

The following theorem gives a general approach for constructing \( q \)-ary quantum codes via Hermitian dual-containing matrix-product codes over \( \mathbb{F}_{q^2} \).

**Theorem 4.1** ([11]) Let \( C_j \) be an \([n, t_j, d_j]_{q^2}\) linear code with \( C_i^\perp \subseteq C_j \) for \( j = 1, 2, \ldots, k \).

For any non-singular matrix \( A \in \mathcal{M}(\mathbb{F}_{q^2}, k \times k) \), if \( AA^\dagger \) is a monomial matrix with respect to the permutation \( \tau \), then the matrix-product code \( C(A) = [C_1, C_2, \ldots, C_k]A \)

is an \([kn, \sum_{i=1}^k t_i, \geq d]_{q^2}\) Hermitian dual-containing code, where \( d = \min_{1 \leq i \leq k} \{D_i(A)d_i\} \). Further, \( C(A) \) generates an \([kn, 2 \sum_{i=1}^k t_i - kn, \geq d]\) quantum code.

By Theorem 4.1, we can construct a Hermitian dual-containing matrix-product code \( C(A) \) over \( \mathbb{F}_{q^2} \), as long as the following two conditions hold:

(i) \( AA^\dagger \) is a monomial matrix with respect to \( \tau \), where \( \tau \) maps each \( j \in \{1, 2, \ldots, k\} \) to \( i_j \in \{1, 2, \ldots, k\} \);

(ii) The constituent codes \( C_1, C_2, \ldots, C_k \) of \( C(A) \) satisfy \( C_i^\perp \subseteq C_j \) for each \( j = 1, 2, \ldots, k \).

Further, we can obtain \( q \)-ary quantum codes by Hermitian construction. In fact, for a given permutation \( \tau \), it is not difficult to find proper constituent codes satisfying (ii). The main difficulty lies in condition (i). As far as we know, it is very difficult to give a general method (not by computer search) for finding the matrix \( A \) in condition (i). Therefore, in the remaining subsections of this section, we will investigate the constructions of quantum codes when the defining matrix \( A \) of \( C(A) \) in turn satisfies different cases: (1) \( A \) is a quasi-unitary matrix; (2) \( A \) is a NSC quasi-unitary matrix; (3) \( AA^\dagger \) is a special monomial matrix.

### 4.3 Quantum codes related to quasi-unitary matrices

When \( \tau \) is an identity permutation, i.e., \( \tau = (1) \), it follows from Theorem 4.1 that
Corollary 4.1 Let $C_i$ be an $[n_i, t_i, d_i]_q$ linear code with $C_i^{t_i} \subseteq C_i$ for $i = 1, 2, \ldots, k$. For any non-singular $A \in \mathcal{M}(\mathbb{F}_q^2, k \times k)$, if $A$ is quasi-unitary, then the matrix-product code

$$C(A) = [C_1, C_2, \ldots, C_k]A$$

is an $[kn, \sum_{i=1}^{k} t_i, \geq d]_q$ Hermitian dual-containing code, where $d = \min_{1 \leq i \leq k} \{d_i, D_i(A)\}$. Further, $C(A)$ generates an $[[kn, 2\sum_{i=1}^{k} t_i - kn, \geq d]]_q$ quantum code.

4.3.1 Quantum codes related to quasi-unitary matrices for odd prime power $q$

First, let us recall the following concepts.

Definition 4.5 ([20]) Let $K$ be a field with character $\text{char}(K) \neq 2$. Let $\sigma$ be a automorphism of $K$. If $\sigma \neq \text{id}$ and $\sigma^2 = \text{id}$, then $\sigma$ is called an involution.

Definition 4.6 ([20]) For any matrix $A = (a_{ij})$, define $A^\sigma = (\sigma(a_{ij}))$. Given a matrix $H \in \mathcal{M}(K, k \times k)$. If $H^T = H^\sigma$, then $H$ is called a Hermitian matrix with respect to the automorphism $\sigma$.

Lemma 4.3 ([20]) Let $K$ be a field with character $\text{char}(K) \neq 2$. Let $\sigma$ be an involution of $K$ and let $K_0$ be the fixed subfield of $\sigma$ in $K$. If $H \in \mathcal{M}(K, k \times k)$ is a Hermitian matrix with respect to $\sigma$ and $\text{rank}(H) = k - t$, then there exists a non-singular matrix $M \in \mathcal{M}(K, k \times k)$ such that

$$M^\sigma H M^T = \text{diag}(h_1, \ldots, h_{k-t}, 0, \ldots, 0),$$

where $h_i \in K_0$ for $i = 1, 2, \ldots, k - t$.

Based on the above facts, we will prove that there exist quasi-unitary matrices and unitary matrices over $\mathbb{F}_{q^2}$ when $q$ is an odd prime power.

Proposition 4.1 Let $q$ be an odd prime power. Then, for any non-singular matrix $A \in \mathcal{M}(\mathbb{F}_{q^2}, k \times k)$, there exists a non-singular matrix $N \in \mathcal{M}(\mathbb{F}_{q^2}, k \times k)$ such that $N A^\dagger N^\dagger$ is diagonal over $\mathbb{F}_{q^2}$, i.e., $N A$ is quasi-unitary over $\mathbb{F}_{q^2}$. Moreover, there exists a non-singular matrix $N' \in \mathcal{M}(\mathbb{F}_{q^2}, k \times k)$ such that $N' A$ is unitary over $\mathbb{F}_{q^2}$.

Proof. In Definition 4.5, let $K = \mathbb{F}_{q^2}$ and $\sigma = \sigma_1 : x \mapsto x^q$. One can verify that $\sigma_1$ is an involution. Hence, $H$ is a Hermitian matrix with respect to $\sigma_1$ if and only if $H^\dagger = H$. Since $A^\dagger = (A^\sigma)^T$, we know $(AA^\dagger)^T = A^\sigma A^T = (AA^\dagger)^\sigma$. Then, $AA^\dagger$ is a Hermitian matrix with respect to $\sigma_1$. As $AA^\dagger$ is non-singular, it follows from Lemma 4.3 that there exists a non-singular matrix $N$ such that $NAA^\dagger N^\dagger$ is diagonal over $\mathbb{F}_{q^2}$. Write $NAA^\dagger N^\dagger = \text{diag}(r_1, r_2, \ldots, r_k)$, where each $r_i \in \mathbb{F}_{q^2}$. By $NAA^\dagger N^\dagger = (NAA^\dagger N^\dagger)^\dagger$ we know that $r_i = r_i^q$, then $r_i \in \mathbb{F}_q^\times$. Thus, $NAA^\dagger N^\dagger$ is diagonal over $\mathbb{F}_q^\times$, i.e., $NA$ is quasi-unitary over $\mathbb{F}_{q^2}$.
Moreover, by \( r_i \in \mathbb{F}_q^* \) we know that there exists \( s_i \in \mathbb{F}_q^* \) such that \( r_i = s_i^{q+1} \). Let \( N' = D_1 N \), where \( D_1 = \text{diag}(s_1^{-1}, s_2^{-1}, \ldots, s_k^{-1}) \). Then, \( N' A A^L(N')^\dagger = I_k \), i.e., \( N' A \) is unitary over \( \mathbb{F}_q^2 \). This completes the proof. \( \square \)

By Proposition 4.1, we can construct Hermitian dual-containing matrix-product codes and obtain the corresponding quantum codes in the following theorem.

**Theorem 4.2** Let \( q \) be an odd prime power. Let \( C_i \) be an \([n_i, t_i, d_i]_{q^2}\) linear code with \( C_i^{\perp_{H}} \subseteq C_i \) for \( i = 1, 2, \ldots, k \). Then, for any non-singular matrix \( A \in \mathcal{M}(\mathbb{F}_{q^2}, k \times k) \), there exist non-singular matrices \( N, N' \in \mathcal{M}(\mathbb{F}_{q^2}, k \times k) \) such that the matrix-product codes

\[
C(NA) = [C_1, C_2, \ldots, C_k]NA
\]

and

\[
C(N'A) = [C_1, C_2, \ldots, C_k]N'A
\]

are \([kn, \sum_{i=1}^{k} t_i, \geq d'_i]_{q^2}\) Hermitian dual-containing code and \([kn, \sum_{i=1}^{k} t_i, \geq d''_i]_{q^2}\) Hermitian dual-containing code, respectively, where \( d' = \min_{1 \leq i \leq k} \{d_i D_i(NA)\} \) and \( d'' = \min_{1 \leq i \leq k} \{d_i D_i(N'A)\} \).

Further, \( C(NA) \) and \( C(N'A) \) can generate quantum codes with parameters \([kn, 2 \sum_{i=1}^{k} t_i - kn, \geq d'_i]_{q} \) and \([kn, 2 \sum_{i=1}^{k} t_i - kn, \geq d''_i]_{q} \), respectively.

**Proof.** It is immediately obtained by Corollary 4.1 and Proposition 4.1. \( \square \)

**4.3.2 Quantum codes related to a \( 2^m \times 2^m \) quasi-unitary matrices**

Similar to Proposition 3.3, we now construct a special kind of quasi-unitary matrices.

**Proposition 4.2** In the finite field \( \mathbb{F}_{q^2} \), suppose \( c = c_1^{q+1} + \cdots + c_{2^m}^{q+1} \neq 0 \). Then, there exists a matrix \( S = (s_{i,j}) \in \mathcal{M}(\mathbb{F}_{q^2}, 2^m \times 2^m) \) such that \( S^\dagger S = SS^\dagger = c I_{2^m} \), i.e., \( S \) is quasi-unitary over \( \mathbb{F}_{q^2} \), where \( (c_1, \ldots, c_{2^m}) \) denotes the first row of \( S \).

**Proof.** Assume that the result holds for \( m-1 \). Write \( c = a + b \), where

\[
a = c_1^{q+1} + \cdots + c_{2^{m-1}}^{q+1},
\]

\[
b = c_{2^{m-1}+1}^{q+1} + \cdots + c_{2^m}^{q+1}.
\]

Then, there exist \( A, B \in \mathcal{M}(\mathbb{F}_{q^2}, 2^{m-1} \times 2^{m-1}) \) such that

\[
AA^\dagger = A^\dagger A = a I_{2^{m-1}},
\]

\[
BB^\dagger = B^\dagger B = b I_{2^{m-1}},
\]

where \( (c_1, \ldots, c_{2^{m-1}}) \) and \( (c_{2^{m-1}+1}, \ldots, c_{2^m}) \) are the first row of \( A \) and \( B \), respectively. 31
Now let us discuss the following two cases.

**Case (1):** When \( a \neq 0 \), take
\[
S = \begin{bmatrix}
A & B \\
-a^{-1}A^\dagger B^\dagger & A^\dagger
\end{bmatrix}.
\]
Then, we have \( S^\dagger S = SS^\dagger = cI_{2m} \), and \((c_1, \ldots, c_{2m})\) is the first row of \( S \).

**Case (2):** When \( b \neq 0 \), take
\[
S = \begin{bmatrix}
B & A \\
-b^{-1}B^\dagger A^\dagger & B^\dagger
\end{bmatrix}.
\]
Then, we have \( S^\dagger S = SS^\dagger = cI_{2m} \), and \((c_1, \ldots, c_{2m})\) is the first row of \( S \).

Therefore, \( S \) is quasi-unitary over \( \mathbb{F}_{q^2} \). This completes the proof.

By Corollary 4.1 and Proposition 4.2, we can directly obtain the following theorem.

**Theorem 4.3** Let \( C_i \) be an \([n, t_i, d_i]_q\) linear code with \( C_i^\perp \subseteq C_i \) for \( i = 1, 2, \ldots, 2^m \). In \( \mathbb{F}_{q^2} \), write \( c = c_{1}^{q+1} + \cdots + c_{2^m}^{q+1} \neq 0 \). Then, there exists a matrix \( S \in \mathcal{M}(\mathbb{F}_{q^2}, 2^m \times 2^m) \) such that the matrix-product code
\[
C(S) = [C_1, C_2, \ldots, C_{2^m}]S
\]
is an \([2^m n, \sum_{i=1}^{2^m} t_i, \geq d]_q\) Hermitian dual-containing code, where \( d = \min_{1 \leq i \leq 2^m} \{d_i D_i(S)\} \). Further, \( C(S) \) generates an \([[2^m n, 2 \sum_{i=1}^{2^m} t_i - 2^m n, \geq d]]_q\) quantum code.

### 4.4 Quantum codes related to NSC quasi-unitary matrices

In this subsection, we will construct NSC quasi-unitary matrices as the defining matrices of matrix-product codes. By Hermitian construction, we can obtain some classes of good quantum codes.

Recall that in Corollary 4.1 when the defining matrix \( A \) is quasi-unitary, we can construct a Hermitian dual-containing matrix-product code. Further, it can generate an \([kn, 2 \sum_{i=1}^{k} t_i - kn, \geq d]_q\) quantum code from Hermitian construction, where \( d = \min_{1 \leq i \leq k} \{d_i D_i(A)\} \). Here \( D_i(A) \leq k + 1 - i \). Similar to Subsection 3.4, we wish to make the minimum distance lower bound of the constructed matrix-product codes as large as possible. In other words, we need to find the quasi-unitary matrix \( A \) satisfying \( D_i(A) = k + 1 - i \). Similar to Subsection 3.4, we can consider NSC matrices. For a matrix \( A \), if it is both NSC and quasi-unitary, then we call \( A \) NSC quasi-unitary.

The following theorem gives a constructive method for constructing general quasi-unitary matrices and NSC quasi-unitary matrices.
Theorem 4.4 ([13], Constructive method) Let $A \in M(\mathbb{F}_{q^2}, k \times k)$ be non-singular. If all leading principal minors of $AA^\dagger$ are nonzero, then there exists a lower unitriangular matrix $L$ such that $LA$ is quasi-unitary over $\mathbb{F}_{q^2}$. Further, if $A$ is NSC, then $LA$ is NSC quasi-unitary.

Remark 4.1 As far as we know, the constructive method for acquiring general quasi-unitary matrices and NSC quasi-unitary matrices in Theorem 4.4 was proposed in [13] for the first time.

Remark 4.2 Let $B_i$ denote the matrix consisting of the last $i$ rows and the last $i$ columns of $AA^\dagger$. Suppose $B_i$ is non-singular for each $i = 1, \ldots, k$. We can write $AA^\dagger$ as

$$AA^\dagger = \begin{bmatrix} b & g^\dagger & B_{k-1} \\ g & B_{k-1} \end{bmatrix},$$

where $B_{k-1} = B_{k-1}^\dagger$ and $b = b^\theta$. Then, there exists an upper unitriangular matrix

$$U_{k-1} = \begin{bmatrix} 1 & -g^\dagger B_{k-1}^{-1} \\ 0_{(k-1) \times 1} & I_{k-1} \end{bmatrix}$$

such that

$$U_{k-1}AA^\dagger U_{k-1}^\dagger = \begin{bmatrix} b - g^\dagger B_{k-1}^{-1} g & 0_{1 \times (k-1)} \\ 0_{(k-1) \times 1} & B_{k-1} \end{bmatrix}.$$ 

Similar to the proof of Theorem 4.4, one can finally obtain an upper unitriangular matrix $U$ such that $UA$ is quasi-unitary. However, it can be checked that $UA$ may not be NSC for some NSC matrix $A$.

Corollary 4.2 Let $k \leq q^2$. Assume that $x_1, \ldots, x_k$ are $k$ distinct elements in $\mathbb{F}_{q^2}$. Let

$$V = \begin{bmatrix} \lambda_1 & \lambda_2 & \cdots & \lambda_k \\ \lambda_1 x_1 & \lambda_2 x_2 & \cdots & \lambda_k x_k \\ \vdots & \vdots & \ddots & \vdots \\ \lambda_1 x_1^{k-1} & \lambda_2 x_2^{k-1} & \cdots & \lambda_k x_k^{k-1} \end{bmatrix},$$

where $\lambda_i \in \mathbb{F}_{q^2}^*$. If all leading principal minors of $VV^\dagger$ are nonzero, then there exists a lower unitriangular matrix $L$ such that $LV$ is NSC quasi-unitary over $\mathbb{F}_{q^2}$.

Proof. Since $k \leq q^2$, then for any $1 \leq s \leq k$ and $1 \leq j_1 < \cdots < j_s \leq k$, we have

$$|V(j_1, \ldots, j_s)| = \prod_{i=1}^s \lambda_{j_i} \cdot \prod_{1 \leq n < m \leq s} (x_{j_m} - x_{j_n}) \neq 0.$$ 

Hence, $V$ is NSC. Then the result follows by Theorem 4.4. \qed

Next, let $\alpha$ be a primitive element of $\mathbb{F}_{q^2}$. Assume that $k \mid (q + 1)$ and write $\beta_i = \alpha^{\frac{q^2-1}{q^2-1}}$ for $i = 0, 1, \ldots, k - 1$. If we take $L = I_k$ in Theorem 4.4, then we get the following corollary.
Corollary 4.3 ([33]) Let $k | (q + 1)$ and $M = (\beta_{i,j}^{-1})_{i,j=1}^k$. Then, we have $MM^\dagger = kI_k$, i.e., $M$ is NSC quasi-unitary.

According to Theorem 4.4, we have the following theorem.

Theorem 4.5 ([13]) Let $C_i$ be an $[n, t_i, d_i]_q$ linear code with $C_i^{1:n} \subseteq C_i$ for each $i = 1, 2, \ldots, k$. For any NSC matrix $A \in M(\mathbb{F}_q, k \times k)$, if all leading principal minors of $AA^\dagger$ are nonzero, then there exists a lower unitriangular matrix $L$ such that the matrix-product code

$$C(LA) = [C_1, C_2, \ldots, C_k]LA$$

is an $[kn, \sum_{i=1}^k t_i, \geq d]_q$ Hermitian dual-containing code, where $d = \min_{1 \leq i \leq k} \{(k + 1 - i)d_i\}$. Further, $C(LA)$ generates an $[[kn, 2\sum_{i=1}^k t_i - kn, \geq d]]_q$ quantum code.

By Theorem 4.5 and Corollary 4.2, we obtain the following corollaries.

Corollary 4.4 Let $k \leq q^2$. Let $C_i$ be an $[n, t_i, d_i]_q$ linear code with $C_i^{1:n} \subseteq C_i$ for each $i = 1, 2, \ldots, k$. Let $V$ be defined as in Corollary 4.2. If all leading principal minors of $VV^\dagger$ are nonzero, then there exists a lower unitriangular matrix $L$ such that the matrix-product code

$$C(LV) = [C_1, C_2, \ldots, C_k]LV$$

is an $[kn, \sum_{i=1}^k t_i, \geq d]_q$ Hermitian dual-containing code, where $d = \min_{1 \leq i \leq k} \{(k + 1 - i)d_i\}$. Further, $C(LV)$ generates an $[[kn, 2\sum_{i=1}^k t_i - kn, \geq d]]_q$ quantum code by Hermitian construction.

Corollary 4.5 Let $k | (q + 1)$ and $M$ be defined as in Corollary 4.3. Let $C_i$ be an $[n, t_i, d_i]_q$ linear code with $C_i^{1:n} \subseteq C_i$ for each $i = 1, 2, \ldots, k$. Then, the matrix-product code

$$C(M) = [C_1, C_2, \ldots, C_k]M$$

is an $[kn, \sum_{i=1}^k t_i, \geq d]_q$ Hermitian dual-containing code, where $d = \min_{1 \leq i \leq k} \{(k + 1 - i)d_i\}$. Further, $C(M)$ generates an $[[kn, 2\sum_{i=1}^k t_i - kn, \geq d]]_q$ quantum code by Hermitian construction.

From Theorem 4.5, we have the following corollary.

Corollary 4.6 Let $C_i$ be an $[n, t_i, d_i]_q$ linear code with $C_i^{1:n} \subseteq C_i$ for $i = 1, 2, 3, 4$. Then,

(1) There exists an $2 \times 2$ NSC quasi-unitary matrix $\hat{L}_1A_1$ over $\mathbb{F}_q^2$, such that the matrix-product code

$$C(\hat{L}_1A_1) = [C_1, C_2]\hat{L}_1A_1$$

is an $[2n, t_1 + t_2, \geq d]_q^2$ Hermitian dual-containing code, where $d = \min \{2d_1, d_2\}$. Further, $C(\hat{L}_1A_1)$ generates an $[[2n, 2(t_1 + t_2 - n), \geq d]]_q$ quantum code.
(2) There exists an $3 \times 3$ NSC quasi-unitary matrix $\widehat{L_2A_2}$ over $\mathbb{F}_{q^2}$, such that the matrix-product code

$$C(\widehat{L_2A_2}) = [C_1, C_2, C_3]\widehat{L_2A_2}$$

is an $[3n, t_1 + t_2 + t_3, \geq d]_{q^2}$ Hermitian dual-containing code, where $d = \min\{3d_1, 2d_2, d_3\}$. Further, $C(\widehat{L_2A_2})$ generates an $[[3n, 2(t_1 + t_2 + t_3) - 3n, \geq d]]_q$ quantum code.

(3) When $q \geq 5$, there exists an $4 \times 4$ NSC quasi-unitary matrix $\widehat{L_3A_3}$ over $\mathbb{F}_{q^2}$, such that the matrix-product code

$$C(\widehat{L_3A_3}) = [C_1, C_2, C_3, C_4]\widehat{L_3A_3}$$

is an $[4n, t_1 + t_2 + t_3 + t_4, \geq d]_{q^2}$ Hermitian dual-containing code, where $d = \min\{4d_1, 3d_2, 2d_3, d_4\}$. Further, $C(\widehat{L_3A_3})$ generates an $[[4n, 2(t_1 + t_2 + t_3 + t_4) - 4n, \geq d]]_q$ quantum code.

**Proof.** (1) Define

$$\mathcal{R}_1 = \{x|x \in \mathbb{F}_{q^2}^*, x^2 \neq 1, x^{q+1} \neq -1\}.$$  

Clearly, this set is nonempty. For any $a_1 \in \mathcal{R}_1$, take

$$\widehat{A}_1 = \begin{bmatrix} 1 & a_1 \\ a_1 & 1 \end{bmatrix},$$

then $\widehat{A}_1$ is NSC and all leading principal minors of $\widehat{A}_1\widehat{A}_1^\top$ are nonzero. By Theorem 4.4, there exists a lower unitriangular matrix

$$\widehat{L}_1 = \begin{bmatrix} 1 & 0 \\ -(a_1^q + a_1)(1 + a_1^{q+1})^{-1} & 1 \end{bmatrix}$$

such that

$$\widehat{L}_1\widehat{A}_1\widehat{A}_1^\top\widehat{L}_1^\top = \text{diag}(1 + a_1^{q+1}, (1 - a_1^q)(1 - a_1^{2q})(1 + a_1^{q+1})^{-1}).$$

Hence, $\widehat{L}_1\widehat{A}_1$ is an $2 \times 2$ NSC quasi-unitary matrix over $\mathbb{F}_{q^2}$. Using Theorem 4.5, we know that $C(\widehat{L}_1\widehat{A}_1)$ is an $[2n, t_1 + t_2, \geq d]_{q^2}$ Hermitian dual-containing code. Further, it generates an $[[2n, 2(t_1 + t_2 - n), \geq d]]_q$ quantum code by Hermitian construction, where $d = \min\{2d_1, d_2\}$.

(2) Define

$$\mathcal{R}_2 = \{x|x \in \mathbb{F}_{q^2}^* \setminus \{1\}, x^{q+1} + 2 \neq 0, x^{q+1} - x^q - x + 3 \neq 0\}.$$  

Clearly, this set is nonempty. For any $a_2 \in \mathcal{R}_2$, take

$$\widehat{A}_2 = \begin{bmatrix} 1 & 1 & a_2 \\ 1 & 0 & 1 \\ 0 & 0 & 1 \end{bmatrix},$$

Writing
then \( \widehat{A}_2 \) is NSC and all leading principal minors of \( \widehat{A}_2 \widehat{A}_2^\dagger \) are nonzero. By Theorem 4.4, there exists a lower unitriangular matrix

\[
\widehat{L}_2 = \begin{bmatrix}
1 & 0 & 0 \\
-(a_2^q + 1)(a_2^{q+1} + 2)^{-1} & 1 & 0 \\
(1 - a_2^q)p_1 & (a_2^q - 2)p_1 & 1
\end{bmatrix}
\]

such that

\[
\widehat{L}_2 \widehat{A}_2 \widehat{A}_2^\dagger \widehat{L}_2^{-1} = \text{diag}(a_2^{q+1} + 2, (a_2^{q+1} + 2)^{-1} p_1^{-1}, p_1),
\]

where \( p_1 = (a_2^{q+1} - a_2^q - a_2 + 3)^{-1} \). Hence, \( \widehat{L}_2 \widehat{A}_2 \) is an \( 3 \times 3 \) NSC quasi-unitary matrix over \( \mathbb{F}_{q^2} \). Using Theorem 4.5, we know that \( C(\widehat{L}_2 \widehat{A}_2) \) is an \( [3n, t_1 + t_2 + t_3, \geq d]_{q^2} \) Hermitian dual-containing code. Further, it generates an \( [[3n, 2(t_1 + t_2 + t_3) - 3n, \geq d]]_q \) quantum code by Hermitian construction, where \( d = \min\{3d_1, 2d_2, d_3\} \).

(3) When \( q \geq 5 \), define

\[
\mathcal{R}_3 = \{ x | x \in \mathbb{F}_{q^3}^* \setminus \{ \pm 1, 3 \}, x^{q+1} + 3 \neq 0, 2x^{q+1} + 9 \neq 0, x^{q+1} - 3x^q - 3x + 15 \neq 0 \}.
\]

Clearly, this set is nonempty. For any \( a_3 \in \mathcal{R}_3 \), take

\[
\widehat{A}_3 = \begin{bmatrix}
1 & 1 & 1 & a_3 \\
1 & 0 & -1 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{bmatrix},
\]

then \( \widehat{A}_3 \) is NSC and all leading principal minors of \( \widehat{A}_3 \widehat{A}_3^\dagger \) are nonzero. By Theorem 4.4, there exists a lower unitriangular matrix

\[
\widehat{L}_3 = \begin{bmatrix}
1 & 0 & 0 & 0 \\
-a_3^q p_4 & 1 & 0 & 0 \\
-3p_4 p_5 & a_3 p_4 p_5 & 1 & 0 \\
(3 - a_3^q)p_2 & (a_3^q - 5)p_2 & (2a_3^q - 9)p_2 & 1
\end{bmatrix}
\]

such that

\[
\widehat{L}_3 \widehat{A}_3 \widehat{A}_3^\dagger \widehat{L}_3^{-1} = \text{diag}(p_4^{-1}, p_4 p_5^{-1}, p_4 p_5^{-1}, p_2),
\]

where \( p_2 = (a_3^{q+1} - 3a_3^q - 3a_3 + 15)^{-1}, p_3 = (2a_3^{q+1} + 9)^{-1}, p_4 = (a_3^q + 3)^{-1} \) and \( p_5 = a_3^q + 1 \). Hence, when \( q \geq 5 \), \( \widehat{L}_3 \widehat{A}_3 \) is an \( 4 \times 4 \) NSC quasi-unitary matrix over \( \mathbb{F}_{q^2} \). Using Theorem 4.5, we know that \( C(\widehat{L}_3 \widehat{A}_3) \) is an \( [4n, t_1 + t_2 + t_3 + t_4, \geq d]_{q^2} \) Hermitian dual-containing code. Further, it generates an \( [[4n, 2(t_1 + t_2 + t_3 + t_4) - 4n, \geq d]]_q \) quantum code by Hermitian construction, where \( d = \min\{4d_1, 3d_2, 2d_3, d_4\} \). \( \square \)
Remark 4.3 In Remark 4.5, we will give a different manner to construct the $3 \times 3$ NSC quasi-unitary matrices over $\mathbb{F}_{q^2}$. Note that the minimum distance lower bound $\min\{4d_1, 3d_2, 2d_3, d_4\}$ of the quantum codes in Corollary 4.6(3) is superior to the minimum distance lower bound $\min\{4d_1, 2d_2, 2d_3, d_4\}$ of those in [40, Theorem 3.5] since our newly constructed $4 \times 4$ quasi-unitary matrix is NSC while it is not NSC in [40, Theorem 3.5].

4.5 Quantum codes related to $k \times k$ NSC quasi-unitary matrices for any $k < q$

In this subsection, we will provide several important properties related to the polynomial ring $\mathbb{F}_q[x_1, \ldots, x_k]$. Combining these properties with Theorem 4.4, we can construct new classes of NSC quasi-unitary matrices, which enables us to construct new classes of Hermitian dual-containing matrix-product codes and further acquire good quantum codes by Hermitian construction.

For a nonzero polynomial $f(x_1, \ldots, x_k) \in \mathbb{F}_q[x_1, \ldots, x_k]$, we use $\deg(f; x_i)$ to denote the degree of $f(x_1, \ldots, x_k)$ in $x_i$. First, we obtain the following proposition.

Proposition 4.3 ([13]) For a nonzero polynomial $f(x_1, \ldots, x_k) \in \mathbb{F}_q[x_1, \ldots, x_k]$, the following two statements are equivalent:

1. For any $a_1, \ldots, a_k \in \mathbb{F}_q$, $f(a_1, \ldots, a_k) = 0$;
2. There exist polynomials $g_i(x_1, \ldots, x_k), i = 1, \ldots, k$ in $\mathbb{F}_q[x_1, \ldots, x_k]$ such that

$$f(x_1, \ldots, x_k) = \sum_{i=1}^{k} g_i(x_1, \ldots, x_k) \cdot (x_i^q - x_i)$$

with $\deg(g_j; x_i) < q$ for each $i < j$.

By Proposition 4.3, we obtain the following proposition.

Proposition 4.4 ([13]) Let $f_1(x_1, \ldots, x_k), f_2(x_1, \ldots, x_k), \ldots, f_v(x_1, \ldots, x_k)$ be $v$ nonzero polynomials in $\mathbb{F}_q[x_1, \ldots, x_k]$. If $\sum_{j=1}^{v} \deg(f_j; x_i) < q$ holds for each $i$, then there exist $a_1, \ldots, a_k \in \mathbb{F}_q$ such that $f_j(a_1, \ldots, a_k) \neq 0$ holds for each $j$.

Denote by $A^{(i_1 \cdots i_u)}_{(j_1 \cdots j_u)}$ the $u \times u$ matrix consisting of the $i_1, \ldots, i_u$ rows and the $j_1, \ldots, j_u$ columns of $A$. Obviously, $A^{(1 \cdots u)}_{(j_1 \cdots j_u)}$ is just the matrix $A(j_1, \ldots, j_u)$ in Definition 3.6.

Now let us recall the Cauchy-Binet formula.

Lemma 4.4 ([29], Cauchy-Binet formula) Let $X = (x_{ij})$ be an $s \times n$ matrix and $Y = (y_{ij})$ be an $n \times s$ matrix. Then, for any positive integer $u \leq s$,

1. If $u > n$, then all $u \times u$ sub-determinant of $XY$ is 0;
(2) If \( u \leq n \), then the \( u \times u \) sub-determinant consisting of the \( i_1, \ldots, i_u \) rows and the \( j_1, \ldots, j_u \) columns of \( XY \) is

\[
\begin{vmatrix} X \end{vmatrix}_{i_1 \cdots i_u \atop j_1 \cdots j_u} = \sum_{1 \leq v_1 < \cdots < v_u \leq n} \begin{vmatrix} X \end{vmatrix}_{v_1 \cdots v_u \atop v_1 \cdots v_u} \begin{vmatrix} Y \end{vmatrix}_{v_1 \cdots v_u \atop j_1 \cdots j_u}.
\]

Using Proposition 4.4 and Lemma 4.4, we can obtain the following proposition.

Proposition 4.5 ([13]) Let \( k \) be a positive integer with \( k < q \). Then, for any non-singular matrix \( A \in M(F_{q^2}, k \times k) \), there exist \( \lambda_1, \ldots, \lambda_k \in F_{q^2}^* \) such that all leading principal minors of \( BB^\dagger \) are nonzero, where \( B = A \cdot \text{diag}(\lambda_1, \ldots, \lambda_k) \).

By proposition 4.5, we give the following proposition.

Proposition 4.6 ([13]) Let \( k \) be a positive integer with \( k < q \). Then, for any NSC matrix \( A \in M(F_{q^2}, k \times k) \), there exist \( \lambda_1, \ldots, \lambda_k \in F_{q^2}^* \) such that the matrix \( B = A \cdot \text{diag}(\lambda_1, \ldots, \lambda_k) \) satisfies the following properties:

1. All leading principal minors of \( BB^\dagger \) are nonzero;
2. \( B \in M(F_{q^2}, k \times k) \) is NSC.

Now, by using Proposition 4.6 and Theorem 4.4 we obtain new classes of NSC quasi-unitary matrices as follows.

Theorem 4.6 ([13]) There exist \( k \times k \) NSC quasi-unitary matrices over \( F_{q^2} \) for each \( k < q \).

Remark 4.4 Up to now the known (NSC) quasi-unitary matrices over \( F_{q^2} \) for constructing \( q \)-ary quantum codes via Hermitian dual-containing matrix-product codes can be summarized as follows.

- Refs [33, 42, 56] constructed \( 2 \times 2 \) NSC quasi-unitary matrices;
- For any odd prime power \( q \), Refs [40, 42] constructed \( 4 \times 4 \) quasi-unitary matrices that are not NSC;
- Ref [33] constructed \( k \times k \) NSC quasi-unitary matrices for \( k|\( q + 1 \) \) (see also Corollary 4.3), which can be deduced by the constructive method in Theorem 4.4;
- In [13], the author of this article and his cooperators constructed \( 3 \times 3 \) NSC quasi-unitary matrices (see also Corollary 4.6(2)). What’s more, they constructed \( k \times k \) NSC quasi-unitary matrices for any \( k < q \) (see also Theorem 4.6).

Compared with the quasi-unitary matrices in [33, 40, 42, 56], quasi-unitary matrices in [13] are all NSC and their range of orders is much broader. We list these results in Table 1.
| $k$ | Field | NSC (Yes/No) | References |
|-----|-------|--------------|------------|
| 2   | $F_{q^2}, q \neq 2$ | Yes | [33,42,56] |
| 3   | $F_{q^2}$ | Yes | [13], see also Corollary 4.6(2) |
| 4   | $F_{q^2}, q$ odd prime power | No | [40,42] |
| $k \mid (q + 1)$ | $F_{q^2}$ | Yes | [33], see also Corollary 4.3 |
| $k < q$ | $F_{q^2}$ | Yes | [13], see also Theorem 4.6 |

**Remark 4.5** In Corollary 4.6(2), we prove the existence of the $3 \times 3$ NSC quasi-unitary matrices over $F_{q^2}$. Here, we give a new manner to construct them. The detailed procedures are as follows.

**Step (a):** By Corollary 4.3, we know that there exist $3 \times 3$ NSC quasi-unitary matrices over $F_{q^2}$;

**Step (b):** It follows from Theorem 4.6 that there exist $3 \times 3$ NSC quasi-unitary matrices over $F_{q^2}$ for any $q \geq 4$;

**Step (c):** Define

$$W = \{ x \in F_{q^2} \mid x^4 - 1 \neq 0, x^4 - x^3 - x \neq 0 \}.$$ 

We know this set is nonempty. Take any $a \in W$ and denote by

$$A = \begin{bmatrix} 1 & 1 & a \\ 1 & 0 & 1 \\ 0 & 0 & 1 \end{bmatrix}.$$ 

One can verify that $A$ is NSC and all leading principal minors of $AA^\dagger$ are nonzero. By Theorem 4.4, there exists a lower unitriangular matrix $L$ such that $LA$ is NSC quasi-unitary. Hence, there exist $3 \times 3$ NSC quasi-unitary matrices over $F_{q^2}$.

In terms of Steps (a)-(c), we know that there always exist $3 \times 3$ NSC quasi-unitary matrices in any finite field $F_{q^2}$.

Using Corollary 4.6(2), Theorem 4.6 and Hermitian construction, we can construct new classes of good quantum codes as follows.

**Theorem 4.7** ([13]) Let $C_i$ be an $[n, t_i, d_i]_{q^2}$ linear code with $C_i^{⊥,n} \subseteq C_i$ for $i = 1, \ldots, k$. Then,

1. For $k = 3$, there exists an $[[3n, 2 \sum_{i=1}^{3} t_i - 3n, \geq d]]_{q}$ quantum code, where $d = \min_{1 \leq i \leq 3} \{(4 - i)d_i\}$.

2. For each positive integer $k$ with $k < q$, there exists an $[[kn, 2 \sum_{i=1}^{k} t_i - kn, \geq d]]_{q}$ quantum code, where $d = \min_{1 \leq i \leq k} \{(k + 1 - i)d_i\}$.
4.6 Quantum codes related to special matrices $A$ with $AA^\dagger$ being monomial matrices

In this subsection, we consider the special matrices $A$ satisfying $AA^\dagger$ is a class of monomial matrices. By applying the matrices $A$ into the defining matrices of matrix-product codes, we can naturally construct some new Hermitian dual-containing matrix-product codes and acquire some good quantum codes by Hermitian construction.

Let $\alpha$ be a primitive element of $\mathbb{F}_{q^2}$. Assume that $k \mid (q^2 - 1)$ and $k \nmid (q + 1)$. Let

$$U_{q,k} = \begin{bmatrix} 1 & 1 & \cdots & 1 \\ \beta_0 & \beta_1 & \cdots & \beta_{k-1} \\ \vdots & \vdots & \ddots & \vdots \\ \beta_0^{k-1} & \beta_1^{k-1} & \cdots & \beta_{k-1}^{k-1} \end{bmatrix},$$

where $\beta_i = \alpha^{\frac{q^2-1}{k}i}$, $i = 0, 1, \ldots, k - 1$. Now one can verify that the following result holds.

**Lemma 4.5** Let $k \mid (q^2 - 1)$ and $k \nmid (q + 1)$. Then, $U_{q,k}^* U_{q,k}^\dagger = kP_{q,k}$, where

$$\omega_{q,k} = \begin{bmatrix} 1 & 2 & \cdots & k \\ j_0 + 1 & j_1 + 1 & \cdots & j_{k-1} + 1 \end{bmatrix}$$

in which $j_s$ is the unique solution of the equation $s + qx \equiv 0 \pmod{k}$ in $\{0, 1, \ldots, k - 1\}$ for each $s = 0, 1, \ldots, k - 1$.

Using Lemma 4.5, we obtain the following theorem.

**Theorem 4.8** ([11]) Let $k \mid (q^2 - 1)$ and $k \nmid (q + 1)$. Let $C_i$ be an $[n, t_i, d_i]_{q^2}$ linear code with $C_{s+1}^\perp \subseteq C_{j_s+1}$ for each $i = 1, 2, \ldots, k$, where $j_s \in \{0, 1, \ldots, k - 1\}$ is the unique solution of the equation $s + qx \equiv 0 \pmod{k}$ for each $s \in \{0, 1, \ldots, k - 1\}$. Then, the matrix-product code

$$C(U_{q,k}) = [C_1, C_2, \ldots, C_k]U_{q,k}$$

is an $[kn, \sum_{i=1}^k t_i, \geq d]_{q^2}$ Hermitian dual-containing code, where $d = \min_{1 \leq i \leq k} \{(k + 1 - i)d_i\}$. Further, $C(U_{q,k})$ generates an $[[kn, 2 \sum_{i=1}^k t_i - kn, \geq d]]_q$ quantum code.

**Remark 4.6** By the condition $C_{s+1}^\perp \subseteq C_{j_s+1}$ in Theorem 4.8 we know that $C_{s+1}^\perp \subseteq C_{s+1}$ holds for each positive integer $s$ satisfying $k \mid (q + 1)s$, while the remaining constituent codes are not required to be Hermitian dual-containing. This reveals that constituent codes that are not complete Hermitian dual-containing can also generate an Hermitian dual-containing matrix-product code in certain cases.
In Theorem 4.8, if the defining matrix $U_{q,k}$ is replaced with $P_{q,k}U_{q,k}$, then we can prove that the corresponding matrix-product code $C(P_{q,k}U_{q,k})$ is also Hermitian dual-containing. The detailed process is shown in [11].

**Theorem 4.9 ([11])** Let $k \mid (q^2 - 1)$ and $k \nmid (q + 1)$. Let $C_i$ be an $[n, t_i, d_i]_{q^2}$ linear code with $C_{s+1}^+ \subseteq C_{j+1}$ for each $i = 1, 2, \ldots, k$, where $j_s \in \{0, 1, \ldots, k - 1\}$ is the unique solution of the equation $s + qx \equiv 0 \pmod{k}$ for each $s \in \{0, 1, \ldots, k - 1\}$. Then, the matrix-product code

$$C(P_{q,k}U_{q,k}) = [C_1, C_2, \ldots, C_k]P_{q,k}U_{q,k}$$

is an $[kn, \sum_{i=1}^{k} t_i, \geq d]_{q^2}$ Hermitian dual-containing code, where $d = \min_{1 \leq i \leq k} \{(k + 1 - i)d_i\}$, and $\varsigma_{q,k}$ is defined as in Lemma 4.5. Further, $C(P_{q,k}U_{q,k})$ generates an $[[kn, 2 \sum_{i=1}^{k} t_i - kn, \geq d]]_{q}$ quantum code.

## 5 Concluding remarks

In this section, we will make a summary of this article and propose the prospect of the follow-up work.

### 5.1 Main results and remarks

We explored the constructions of $q$-ary quantum codes by constructing Euclidean and Hermitian dual-containing matrix-product codes related to (NSC) quasi-orthogonal matrices and (NSC) quasi-unitary matrices, respectively. These work can be summarized as follows.

On the quantum codes derived from the Euclidean dual-containing matrix-product codes over $\mathbb{F}_q$,

- A general approach for constructing quantum codes via Euclidean dual-containing matrix-product codes was presented (see Theorem 3.2).

- The constructions of quantum codes related to quasi-orthogonal matrices through three tools, i.e., (i) the theory of quadratic forms (see Theorem 3.3); (ii) the theory of quadratic sum (see Theorem 3.4); (iii) the Hadamard matrices (see Theorem 3.5), were introduced in turn.

- A constructive method for acquiring general quasi-orthogonal matrices and NSC quasi-orthogonal matrices was given (see Theorem 3.6). The utilization of NSC quasi-orthogonal matrices enables the minimum distance lower bound of the corresponding quantum codes to reach its optimum (see Theorem 3.7).
• The quantum codes related to special matrices $A$ with $AA^T$ being monomial matrices were considered (see Theorem 3.8).

On the quantum codes derived from the Hermitian dual-containing matrix-product codes over $\mathbb{F}_{q^2}$,

• A general approach for constructing quantum codes via Hermitian dual-containing matrix-product codes was listed (see Theorem 4.1).

• The constructions of quantum codes related to (i) quasi-unitary matrices over $\mathbb{F}_{q^2}$ for any odd prime power $q$ (see Theorem 4.2) and (ii) $2^m \times 2^m$ quasi-unitary matrices over any field $\mathbb{F}_{q^2}$ (see Theorem 4.3) were given.

• A constructive method for acquiring general quasi-unitary matrices and NSC quasi-unitary matrices was shown (see Theorem 4.4). The utilization of NSC quasi-unitary matrices enables the minimum distance lower bound of the corresponding quantum codes to reach its optimum (see Theorem 4.5).

• New classes of quantum codes related to $k \times k$ NSC quasi-unitary matrices for each $k < q$ were constructed (see Theorem 4.7).

• The quantum codes related to special matrices $A$ with $AA^\dagger$ being monomial matrices were considered (see Theorem 4.8).

Remark 5.1 It should be pointed out that the constructive methods in Theorems 3.6 and 4.4 and the newly constructed NSC quasi-orthogonal (resp. NSC quasi-unitary) matrices from them can be also applied to the following topics.

• They can be used to construct good $q$-ary entanglement-assisted quantum error-correcting codes (abbreviated to EAQECCs) from matrix-product codes. One can verify that many of these EAQECCs will show better performance of error detection and error correction than those in some relevant literature. For more information on EAQECCs, see [5, 10, 27, 30, 37, 41, 43, 53–55].

• They can be used to construct linear codes with complementary duals (abbreviated to LCD codes). By using the newly constructed NSC quasi-orthogonal (resp. NSC quasi-unitary) matrices, we can obtain many new classes of Euclidean LCD (resp. Hermitian LCD) MDS codes, some of which improve those shown in [14] because of the less restrictions on the newly constructed matrices.
We believe that Theorems 3.6 and 4.4 and those matrices constructed by them would yield more applications in other fields.

**Remark 5.2** In [6], Brun et al. shown that any \([n, k, d; c]_q\) EAQECC with \(k > c\) can produce an \([n, k - c, d; c]_C\) catalytic quantum error-correcting codes (abbreviated to CQECCs). Naturally, many EAQECCs derived from the newly constructed matrix-product codes in this article can be applied to produce new and good CQECCs, which is very useful in quantum computation and quantum communication.

### 5.2 Further discussion

For \(q = 2\), it is not difficult to check that there are no \(2 \times 2\) and \(4 \times 4\) NSC quasi-unitary matrices over \(\mathbb{F}_2^2\). Further, one can check that there are no \(2n \times 2n\) NSC quasi-unitary matrices over \(\mathbb{F}_2^2\) for any positive integer \(n\). By Corollary 4.3, Corollary 4.6(2) (or Remark 4.5) and Theorem 4.6, we now propose the following problem.

**Problem 5.1** (a) Suppose \(q \neq 2, 3\). For \(k = q\), do \(k \times k\) NSC quasi-unitary matrices exist over \(\mathbb{F}_q^2\)?

(b) Suppose \(q \neq 2\). For \(q + 2 \leq k \leq q^2\), do \(k \times k\) NSC quasi-unitary matrices exist over \(\mathbb{F}_q^2\)?

**Remark 5.3** We guess that the \(k \times k\) NSC quasi-unitary matrices in Problem 5.1 always exist. It will be very exciting if this problem is solved by a general method (similar to the method reflected in Theorems 4.4 and 4.6) rather than by computer search. To this end, some other mathematical tools, such as the theory of classical group [21,52] and combinatorial design [16,51], might be necessary.

We have presented the constructive methods on NSC quasi-orthogonal matrices and NSC quasi-unitary matrices. Naturally, we desire to know if it is feasible to explore more general cases. Therefore, we propose the following problem.

**Problem 5.2** (a) How to construct the NSC matrix \(A\) over \(\mathbb{F}_q\) such that \(AA^T\) is monomial, i.e., \(AA^T = DP_\tau\) for certain non-singular diagonal matrix \(D\) over \(\mathbb{F}_q\) and permutation \(\tau\)?

(b) How to construct the NSC matrix \(A\) over \(\mathbb{F}_q^2\) such that \(AA^\dagger\) is monomial, i.e., \(AA^\dagger = DP_\tau\) for certain non-singular diagonal matrix \(D\) over \(\mathbb{F}_q^2\) and permutation \(\tau\)?

**Remark 5.4** We give some notes on Problem 5.2.

- To the best of our knowledge, a general method (not by computer search) for constructing such matrices is lacking at the present. In a sense, once Problem 5.2 is solved, the work for constructing quantum codes (including EAQECCs) derived from matrix-product codes...
over finite fields will be unified. By that time, a wider variety of good quantum codes
(including EAQECCs) with parameters better than many existing ones will be yielded.

- Once Problem 5.2 is solved, a great many potential CQECCs will be generated by the
  corresponding EAQECCs derived from matrix-product codes, as mentioned in Remark
  5.2.

- It will be interesting to explore the enumeration problems on some special matrices over
  finite fields, such as NSC matrices, NSC quasi-orthogonal matrices, NSC quasi-unitary
  matrices and those proposed in Problem 5.2, by using the theory of geometry of classical
  groups over finite fields and some related knowledge.
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