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\section*{ABSTRACT}
Noise reduction is one of the most important process used for signal processing in communication systems. The signal-to-noise ratio (SNR) is a key parameter to consider for minimizing the bit error rate (BER). The inherent noise found in millimeter-wave systems is mainly a combination of white noise and phase noise. Increasing the SNR in wireless data transfer systems can lead to reliability and performance improvements. To address this issue, we propose to use a recurrent neural network (RNN) with a long short-term memory (LSTM) autoencoder architecture to achieve signal noise reduction. This design is based on a composite LSTM autoencoder with a single encoder layer and two decoder layers. A V-band receiver test bench is designed and fabricated to provide a high-speed wireless communication system. Constellation diagrams display the output signals measured for various random sequences of PSK and QAM modulated signals. The LSTM autoencoder is trained in real time using various noisy signals. The trained system is then used to reduce noise levels in the tested signals. The SNR of the designed receiver is of the order of 11.8 dB, and it increases to 13.66 dB using the three-level LSTM autoencoder. Consequently, the proposed algorithm reduces the bit error rate from $10^{-8}$ to $10^{-11}$. The performance of the proposed algorithm is comparable to other noise reduction strategies. Augmented denoised signals are fed into a ResNet-152 deep convolutional network to perform the final classification. The demodulation types are classified with an accuracy of 99.93%. This is confirmed by experimental measurements.

\section*{INDEX TERMS}
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\section*{I. INTRODUCTION}
Amplitude and phase noise reduction is important in all fields of signal processing, including RF and microwave communications, and data analysis. Phase noise comes from a multiplicative process widely used for generating millimeter-wave signals. White noise is proportional to the signal band, and to the noise temperature. Both are important in millimeter-wave systems. They can make the extraction of the desired information from a signal more difficult.

This degrades remote sensing and data transfer in wireless communication systems. Most noise reduction algorithms applied to RF signals are based on a time-frequency representation of the input, and on digital denoising techniques, such as the short-time Fourier transform (STFT), the singular value decomposition (SVD), and the fast wavelet transform (FWT) \cite{1}.

A recent and effective approach is based on the wavelet technique. For example, Yu et al. \cite{2} proposed to use complex wavelets for audio signal processing, to protect the phase of the signal. They developed two new denoising methods, a sophisticated thresholding process, and biased risk
Using the proposed procedure to find the threshold can however be challenging. Many authors propose to use a filter for removing noise and for restoring the spatial resolution of a signal. For example, the low-pass filter excludes noise at a low level. The moving average filter takes an average of the signal. The finite impulse response (FIR) removes high-frequency components from the baseband signal [5]. These filters sometimes remove edge information in the denoising process. The signal-to-noise ratio (SNR) can then be improved by increasing the power in the carrier signal, but it is difficult to achieve for millimeter-wave frequencies.

The proposed approach is based on deep learning techniques, which gained popularity in recent years in the telecommunications industry, mainly to cancel noise distortion in receiver signals. They are powerful on-time methods that can be applied to both the phase noise and the amplitude noise. Autoencoders based on perceptrons or recurrent neural networks (RNNs) have been successfully used to extract the features of clean data from noisy signals in various applications. Many deep learning-based algorithms were proposed for image processing. Among those, the long short-term memory (LSTM) network has been successfully used to perform sequential learning. A deep LSTM denoising autoencoder network was used to enhance hybrid speech [6]. The denoising of transient electromagnetic data was also performed using an LSTM network autoencoder [7]. An LSTM convolutional neural network (CNN) was proposed to improve voice activity detection [8]. Table 1 lists related studies that are using similar deep learning algorithms for various applications. They mainly consists in deep learning techniques used for image classification or parameter estimation. The use of deep learning algorithms for telecommunications systems have still not been well exploited. Such a study [9] propose a CNN algorithm for modulation classification.

In this work, an LSTM-ResNet network was used for the first time for denoising and classifying receiver signals. The experimental results were obtained from a V-band six-port based receiver designed for millimeter-wave wireless communications. This six-port technology, which was developed for direct-conversion radio receivers, has been studied for many applications [10], [11]. It can improve the performance of a receiver, especially in terms of bit error rate (BER) [12].

For this work, the proposed methodology can be summarized as follows:

- A V-band receiver test bench is designed and fabricated to provide a high-speed wireless communication system. A monolithic microwave integrated circuit (MMIC) technology is used to implement the six-port down converter function. Demodulation for various PSK and QAM modulations, such as binary PSK (BPSK), QPSK, 8 PSK, 16 PSK, 16 QAM, and 32 QAM, have been carried out experimentally. Simulations and measurements show excellent demodulation results at a high bit rate, without the need for six-port calibration.

- An LSTM network autoencoder algorithm is used to remove noise from demodulated PSK and QAM signals. The proposed deep learning model increases the signal to noise ratio by around 3 dB, and consequently decreases significantly the bit-error rate below $10^{-11}$.

- Denoised signals are fed into a deep residual network (ResNet). Three different ResNet models (ResNet-50, ResNet-101, and ResNet-152) are implemented to perform the demodulation classification. Accuracy, precision, recall, and F1 scores of various ResNet models are compared.

- The rotation augmentation technique is applied to artificially expand the size of the training dataset. Experimental results show that the combination of the augmentation technique, of ResNet-152, and of an LSTM network achieve an accuracy of 99.93%.

The paper is organized as follows: the experimental setup of the proposed millimeter-wave transceiver system is described in Section 2. A description of the LSTM network to denoise voltage signals of the CNN to classify the denoised in-phase and quadrature (I/Q) signals, and experimental results, are given in Section 3. Section 4 concludes the paper.

### TABLE 1. LSTM-CNN architectures for various applications.

| Ref. | Deep learning technique | Application | Accuracy | Year |
|------|-------------------------|-------------|----------|------|
| [13] | LSTM-CNN hybrid model   | Abnormal gait recognition | 87.97 % | 2019 |
| [14] | Parallel deep LSTM-CNN model | Short-term load forecasting | 91.18 % | 2021 |
| [15] | LSTM-CNN architecture   | Human activity recognition | 92.63 % | 2020 |
| [16] | Bi-directional LSTM-CNN model | Identifying emotion labels from psychiatric social texts | N/A | 2020 |
| [17] | LSTM-CNN hybrid model   | Ionospheric TEC forecasting | N/A | 2021 |
| [16] | CNN-LSTM hybrid model   | Wrist kinematics estimation | 87 % | 2020 |
| [18] | CNN-LSTM hybrid model   | Streamflow prediction | 84 % | 2021 |
| [19] | CNN-LSTM hybrid model   | Automatic modulation classification | 90.9 % | 2021 |
| Proposed | LSTM-ResNet hybrid model | Receiver signals noise reduction and classification | 99.93 % | 2022 |
to generate a local oscillator (LO) signal with a frequency of 30 GHz and a power of 10 dBm. Agilent’s E4438C ESG vector signal generator baseband quadrature I/Q outputs are applied to sub-harmonic mixer inputs to generate high symbol rates random sequences of PSK and QAM symbols. The generated signals are fed to a conical horn antenna (ANT) to amplify and broadcast the modulated signals to the receiver.

The receiver parts include a similar 20-dBi conical horn antenna, a six-port down-converter, and an SBL-6039032550-1212-E1 low noise amplifier (LNA) with 25 dB gain and a noise figure (NF) of 5 dB.

The six-port circuit prototype and the related power detectors are fabricated on a thin ceramic substrate using a miniaturized hybrid microwave integrated circuit (MHMIC) technology [20]. The reference signal on the receiver side is generated using an Anritsu 68347C synthesized signal generator, a home-made frequency multiplier (FM) with an HMC578 GaAs active multiplier (×2), and an HMC1105 GaAs passive multiplier (×2). An attenuator operating over a 40 dB range, and a phase shifter, are also used to control the power level and the phase of the LO signal in the millimeter-wave band. The attenuator is adjusted to have a power of −25 dBm at reference port 5. The six-port circuit has three hybrid couplers with a 90 degree phase shift and a Wilkinson power divider [12], [21]. The six-port technology is used in the receiver part for various reasons: it provides a straightforward direct demodulation of quadrature demodulation schemes (M-QAM, PSK), a low-cost demodulator containing only passive circuits and four diodes, and good dynamic range. Only low power is required for the LO in the down conversion, which is crucial for mm-waves. These characteristics result in a low-cost interferometric receiver with good efficiency [22], [23].
The propagation path loss is large due to the operating frequency. The distance between the transmitter and receiver antennas is therefore set to one meter (the free space attenuation is 68 dB) so that the signals are detectable. Two lenses are also added in the setup to compensate for the low power of the transmitter. A dielectric lens with a gain of around 6 dB is on the left-hand side, and a planar meta-material lens [24] with a gain of about 10 dB is on the right-hand side. A six-port interferometer and a Schottky diode-based detector ensure well-defined relations between both the input and all four output signals [25], [26].

The output voltages are given by:

\[ v_1 = \frac{K}{4} |(a_{RF} - a_{LO})^2|; \]
\[ v_2 = \frac{K}{4} |(a_{RF} - ja_{LO})^2|; \]
\[ v_3 = \frac{K}{4} |(a_{RF} + a_{LO})^2|; \]
\[ v_4 = \frac{K}{4} |(a_{RF} + ja_{LO})^2|, \tag{1} \]
FIGURE 4. The repeated LSTM network blocks with tanh input and output blocks.

where the constant $K$ is measured in V/W. The four baseband voltages $v_1$ to $v_4$ from the millimeter-wave front-end receiver are connected to four identical video amplifiers for amplifying baseband voltages.

A DSO80804B Agilent infinium digital oscilloscope is then used to display and record the received demodulated signals. The I/Q can be computed by subtracting two baseband voltages and by reducing the DC offset value [25]:

$$I = v_3 - v_1;$$
$$Q = v_4 - v_2.$$  \hfill (2)

Figure 3 illustrates demodulation results of a pseudo-random PSK and QAM bit sequence of 100 nanoseconds. Given the limitations of the oscilloscope, we saved 1 Ms/s (megahertz per second) and each symbol has a duration of 1 $\mu$s. We therefore have a packet size of $10^5$ symbols in durations of 0.1 second. We can see that the demodulated signal shapes follow the input of the modulated signals generated by the transmitter. We observe that the odd and even index voltages are out of phase. The I/Q signal generation by a differential approach therefore increases their levels and decrease the inherent DC offset of the demodulator. The measured BER on the test bench, using a pseudo-random QPSK sequence, is less than $10^{-8}$, which corresponds to an SNR of about 11.8 dB. In the next section, a description of the LSTM network to denoise voltage signals, and of the CNN to classify the denoised in-phase and quadrature (I/Q) signals, is given in details.

III. PROPOSED DEEP LEARNING METHODS AND RESULTS

A. RECURRENT NEURAL NETWORKS WITH LONG SHORT-TERM MEMORY

Deep learning methods have been widely used to extract valuable information in complex systems. Various architectures are available, depending on the characteristics of the input data. Recurrent neural networks (RNNs) can deal with the time dependent nature of the input data. They have been used in areas with sequential data, such as for text, audio, and video processing [27], [28]. Given the cyclic connections in the RNN architecture, current state updates depend on past states and on current input data. However, RNNs cannot deal with long minimal lags between relevant signals. Hence, long short-term memory (LSTM) networks can be used for introducing gate functions into the cell structure [29]. LSTM networks are deep learning models, which can be divided into two broad categories: LSTM-dominated networks, and integrated LSTM networks. A basic LSTM unit is made of a single hidden layer, with an average pooling layer and a logistic regression output layer. The hidden layer consists of standard recurrent cells, such as sigma cells or tanh cells. Signals are denoised using multilayer LSTM networks. The architecture of a multilayer LSTM network is illustrated in Figure 4. In this recurrent structure, useful informations are
stored to minimize the loss function in each neuron, and the noise of the signals is released by the memory units of a forgetting gate. LSTM unit processing is based on the following equations, which give the update of the internal state $c_t$, and the output vector $h_t$:

$$f_t = \sigma(W_f h_{t-1} + W_x x_t + b_f);$$
$$i_t = \sigma(W_i h_{t-1} + W_x x_t + b_i);$$
$$\tilde{c}_t = \tanh(W_c h_{t-1} + W_x x_t + b_c);$$
$$o_t = \sigma(W_o h_{t-1} + W_x x_t + b_o);$$
$$h_t = o_t \tanh(c_t),$$

(3)

where $x_t$, $f_t$, $i_t$ and $o_t$ are the input vector, the activation vector of the input gates, the forget vector and the output vector, respectively. Also, $W_f$, $W_i$, $W_c$, and $W_o$ are the weights that represent the state of the cells. The input gates can decide which values should be stored in the cell states, and the output gates decide what information should be omitted from the cell states. The memory unit may first perform a sigmoid transformation, called the forget gate, in the previous sequence and in the current input to forget some dependencies which do not have any influence on the minimizing of the loss function. It should be noted that if the value of the forgetting gate becomes 1, this means that this information should be kept. The value 0 indicates that it gets rid of all information. Another sigmoid transformation is then performed to calculate the current input share in the current state while the current state is obtained by performing the tanh transformation on the previous instantaneous state and on the current input. After the tanh transformation, some dependencies are remembered, which play a significant role in minimizing the loss function. Finally, the output of the neuron is obtained from the previous state, the current input, and the current state.

Algorithm 1 LSTM Layer Pseudocode

1: Input: $x = [x_1, \ldots, x_n]$ $\triangleright n = 10000$
2: function LSTM Cell (input, $f_{t-1}$, $\tilde{c}_{t-1}$)
3: for $i = 1$ to $n$ do
4: Calculate $i_t, f_t$, and $c_t$ (eq 3)
5: Update cell state $\tilde{c}_t$ (eq 3)
6: Calculate output $O_t$ (eq 3)
7: end for
8: end function
9: Output: $h = [h_1, \ldots, h_n]$

This dependency on the previous data makes this method suitable for denoising purposes. Algorithm 1 describes the LSTM algorithm. It goes through multiple epochs until either the maximum number of iterations is reached, or when the cost function target is met.

There is no pure signal in the real world. One of the main challenges of signal processing is canceling the unsatisfied noise. There are many mathematical strategies to remove noise from a signal. However, these methods are used when the range of the signal noise is constant. The exact shape of the noise cannot be estimated, or it is unknown in many cases. The LSTM network autoencoder is used for these purposes. A deep LSTM network consists in a return sequence, a repeat vector, and time distributed functions. Figure 5 shows the data flow and the architecture of the LSTM network autoencoder with one encoder layer and two decoder layers, one for the reconstruction and one for the prediction. The input to the model is a sequence of 500 vectors with 10,000 samples. In what follows, Layer 1 reads the input data, and it outputs 500 features. The output of this layer is considered as an encoded feature vector. In a reconstruction layer of the decoder, the repeat vector replicates the encoded feature vector 500 times. Then, the next layer is designed to unfold the encoded feature vector. Hence, the encoder is used in the reverse order in the decoder layer. The final layer, Time Distributed (Dense(1)), is added at the end to give the output. In a prediction layer of the decoder, the repeat vector is set to 100 features. Figure 6 shows the denoised demodulation results of pseudo-random PSK and QAM using the LSTM network autoencoder. The SNR of the proposed receiver is around 11.8 dB and it increases to 13.66 dB using the three-level LSTM method. Consequently, the proposed algorithm reduces the bit error rate from $10^{-8}$ to $10^{-11}$. In Table 3, the SNR and BER of three different denoising techniques are compared. The wavelet (wdenoise function with the Symlet family of order 4) and low-pass Savitzky-Golay filters (sgolayfilt function) denoising methods are applied using the Matlab toolbox. As shown in Table 3, the wavelet denoising technique gives results comparable to the LSTM network autoencoder methods. However, the proposed method is a very simple technique and does not require defining a threshold, and it will protect all the important information in the table.

Algorithm 2 LSTM Autoencoder Pseudocode

1: function LSTM Autoencoder(inputs)
2: inputs = input (shape: [samples, timesteps, features])
3: Encoded (LSTM (ReLU))
4: Decoded 1 (repeat, LSTM, time distributed)
5: Decoded 2 (repeat, LSTM, time distributed)
6: end function
7: Set Parameters (test/train data, encoder and decoder LSTM units, and optimizer and cost parameters)
8: Normalize the dataset (values from 0 to 1)
9: for epochs and batch size do
10: Predict results using LSTM model
11: Cost (cross entropy mean)
12: Optimizer (ADAM, learning rate 0.001)
13: end for

TABLE 2. Comparison of three different denoising methods.

| Method                | SNR   | Wavelet (sym4) | Low-pass filter |
|-----------------------|-------|---------------|-----------------|
| LSTM                  | 13.66 dB | 13.51 dB     | 12.34 dB        |
| BER                   | $10^{-11}$ | $10^{-11}$  | $10^{-10}$      |
the demodulated signals. In the next section, a conventional neural network algorithm will be used to classify various demodulation constellation signals using the denoised data outputs of the LSTM networks.

**B. ResNet CONVOLUTIONAL NETWORKS**

Deep convolutional neural networks brought notable improvements to image classification techniques. Deep networks can be enriched by adding a number of stack layers, and by integrating low, mid, and high-level features and classifiers [30], [31]. The number of layers (the depth of the neural network) is known to influence the accuracy of the classification [32], [33]. But increasing the depth of the network can also cause saturation. Accuracy may then degrade rapidly. Increasing the number of layers may lead to overfitting and increased training errors [34].

Deep networks often suffer from vanishing gradients. As the model back propagates, gradients get smaller, which can make learning difficult. To address this problem, the deep residual learning framework has been used in this research to...
help train deeper networks. The main innovation of ResNet is the skip connection. A skip connection diagram is labeled “identity connection” in Figure 7. The skipped connections are known as identity shortcut connections. This allows the network to learn the identity function, which can then pass the input through blocks without passing through the other weight layers. The desired mapping is denoted $H(x)$. The zero and identity mappings are computed using $F(x) = H(x) - x$ and $F(x) + x$ respectively. It is assumed that the optimal performance can be achieved when the blocks are closer to the identity mapping rather than to the zero mapping, and it should also be easier to find perturbations using the reference to an identity mapping. This makes it possible to stack extra layers and to create a deeper network, to neutralize the missing gradient, and to allow the network to pass through layers that it feels are less important for training.

In this work, the input data includes 1200 signals belonging to 6 different classes related to demodulated I/Q signals. The 6 classes are defined as: 1) BPSK; 2) QPSK; 3) 8 PSK; 4) 16 QAM; 5) 16 PSK; 6) 32 QAM. The ResNet is applied to the I/Q signals that are collected using the wireless sensor, and they are denoised using LSTM network autoencoders. A data augmentation technique is applied to artificially expand the size of the training dataset. Augmentation techniques are powerful methods to reduce training errors due to overfitting. In this work, the rotation augmentation technique is performed by rotating the image one degree clockwise, and one degree counter-clockwise with respect to the y-axis.

80% of the data is used for the training, and 20% is used for the tests. To evaluate the effect of the number of layers, the ResNet with three layers (ResNet-50, ResNet-101, and ResNet-152, where the two or three-digit number gives the number of layers) were implemented. Accuracy, precision, recall, and F1 scores of various ResNet models are given in Table 3. The computing times for each epoch are also listed in the last column of Table 3. The results show that ResNet-152 offers the best performance in comparison with ResNet-50 and ResNet-101.

Curves of accuracy and loss, with respect to the number of epochs, are shown in Figure 8. We see that combining the ResNet-152 and the LSTM network lead to a classification with an accuracy of 99.93%. The performance of the network is maintained while the number of layers is increased in the ResNet. This may be attributed to the fact that the identity mapping is made in the network. There are some layers on the current network that do not affect the network performance to avoid overfitting effects by increasing the depth of the network. Assessing the performance of the network, based on the input data size and on the processing time of the deep learning methods, is always a challenge. For example, in the current research, combining the CNN and the LSTM network results in a classification with an accuracy of 98.6%, and a processing time of 32 s/epoch for 1200 signals in the input dataset. There would be 6000 signals if we were using the augmentation technique, and rotating the image by five degrees to artificially expand the size of the training dataset. The ResNet method is therefore used to avoid the drawbacks of the overfitting, for a given input dataset size, which leads
Signals were fed into ResNet convolution networks to perform the algorithm reduces the bit error rate from 10$^{-8}$ to 10$^{-11}$. Consequently, the proposed algorithm increases to 13.66 dB.

The signal-to-noise ratio (SNR) of the proposed receiver is around 11.8 dB, and it increases to 13.66 dB for various random sequences of PSK and QAM modulated signals. A recurrent neural network (RNN) with a long short-term memory (LSTM) network autoencoder architecture is designed and fabricated using the miniaturized technology is designed and fabricated using the miniaturized hybrid microwave integrated circuit (MMIC) technology. Output voltages and constellation diagrams are measured for various random sequences of PSK and QAM modulated signals. A recurrent neural network (RNN) with a long short-term memory (LSTM) network autoencoder architecture is proposed to achieve signal noise reduction. The LSTM network autoencoder is trained with various noisy signals in real time, and the trained system is used to reduce noise in the tested signals. The signal-to-noise ratio (SNR) of the proposed receiver is around 11.8 dB, and it increases to 13.66 dB using the LSTM network. Consequently, the proposed algorithm reduces the bit error rate from 10$^{-8}$ to 10$^{-11}$. Denoised signals were fed into ResNet convolution networks to perform the final classification. ResNet-152 classified constellation diagrams with an accuracy of 99.93%.

**IV. CONCLUSION**

This paper proposes a deep learning technique for noise reduction and signal classification in RF microwave communication systems. A V-band receiver based on a six-port technology is designed and fabricated using the miniaturized hybrid microwave integrated circuit (MMIC) technology. Output voltages and constellation diagrams are measured for various random sequences of PSK and QAM modulated signals. A recurrent neural network (RNN) with a long short-term memory (LSTM) network autoencoder architecture is proposed to achieve signal noise reduction. The LSTM network autoencoder is trained with various noisy signals in real time, and the trained system is used to reduce noise in the tested signals. The signal-to-noise ratio (SNR) of the proposed receiver is around 11.8 dB, and it increases to 13.66 dB using the LSTM network. Consequently, the proposed algorithm reduces the bit error rate from 10$^{-8}$ to 10$^{-11}$. Denoised signals were fed into ResNet convolution networks to perform the final classification. ResNet-152 classified constellation diagrams with an accuracy of 99.93%.

**REFERENCES**

[1] Y. Xu, J. Jiang, T. Zhang, K. Tang, J. Fu, and W. Zhang, “A noise suppression method for partial discharge based on two-dimensional SVD,” in Proc. IEEE Sustain. Power Energy Conf. (iSPEC), Beijing, China, Nov. 2019, pp. 667–671.

[2] G. Yu, E. Bacey, and S. Mallat, “Audio signal denoising with complex wavelets and adaptive block attenuation,” in Proc. IEEE Int. Conf. Acoust., Speech Signal Process. (ICASSP), Apr. 2007, pp. III-869–III-872.

[3] J. D. Blanchard, J. Tanner, and K. Wei, “Conjugate gradient iterative hard thresholding: Observed noise stability for compressed sensing,” IEEE Trans. Signal Process., vol. 63, no. 2, pp. 528–537, Jan. 2015.

[4] S. Zhou, J. Tang, C. Pan, Y. Luo, and K. Yan, “Partial discharge signal denoising based on wavelet pair and block thresholding,” IEEE Access, vol. 8, pp. 119688–119696, 2020.

[5] K. K. V. Toh and N. A. M. Isa, “Noise adaptive fuzzy switching median filter for salt-and-pepper noise reduction,” IEEE Signal Process. Lett., vol. 17, no. 3, pp. 281–284, Mar. 2010.

[6] M. Coto-Jimenez, J. Goddard-Close, L. Di Persia, and H. L. Ruffner, “Improved speech enhancement with Wiener filters and deep LSTM denoising autoencoders,” in Proc. IEEE Int. Workshop Conf. Bioinspired Intell. (IWBI), San Carlos, Costa Rica, Jul. 2018, pp. 1–8.

[7] S. Wu, Q. Huang, and L. Zhao, “De-noising of transient electromagnetic data based on the long short-term memory-autoencoder,” Geophys. J. Int., vol. 224, no. 1, pp. 669–681, Nov. 2020.

[8] N. Kurupukdee, S. Boonkla, V. Chunwijitrats, P. Sertsit, and S. Kasuriya, “Improving voice activity detection by using denoising-based techniques with convolutional LSTM,” in Proc. 14th Int. Joint Symp. Artif. Intell. Natural Lang. Process. (iSAI-NLP), Chiang Mai, Thailand, Oct. 2019, pp. 1–6.

[9] S. Peng, H. Jiang, H. Wang, H. Alwageed, Y. Zhou, M. M. Sebdani, and Y.-D. Yao, “Modulation classification based on signal constellation diagrams and deep learning,” IEEE Trans. Neural Netw. Learn. Syst., vol. 30, no. 8, pp. 718–727, Aug. 2019, doi: 10.1109/TNNLS.2018.2850702.

[10] H. Arab, S. Dufour, E. Moldovan, C. Akyel, and S. O. Tatu, “Accurate and robust CW-LFM radar sensor: Transceiver front-end design and implementation,” IEEE Sensors J., vol. 19, no. 5, pp. 1943–1950, Mar. 2019.

[11] H. Arab, L. Chioukh, M. D. Ardakani, S. Dufour, and S. O. Tatu, “Early-stage detection of melanoma skin cancer using contactless millimeter-wave sensors,” IEEE Sensors J., vol. 20, no. 13, pp. 7310–7317, Jul. 2020, doi: 10.1109/JSEN.2020.2988225.

[12] S. O. Tatu, E. Moldovan, K. Wu, R. G. Bossio, and T. A. Denidni, “Ka-band analog front-end for software-defined direct conversion receiver,” IEEE Trans. Microw. Theory Techn., vol. 53, no. 9, pp. 2768–2776, Sept. 2005.

[13] J. Gao, P. Gu, Q. Ren, J. Zhang, and X. Song, “Abnormal gait recognition algorithm based on LSTM-CNN fusion network,” IEEE Access, vol. 7, pp. 163180–163190, 2019, doi: 10.1109/ACCESS.2019.2950254.

[14] T. Farsi, M. Amayri, N. Bosquilla, and U. Eich, “Short-term load forecasting using machine learning techniques and a novel parallel deep LSTM-CNN approach,” IEEE Access, vol. 9, pp. 31191–31212, 2021, doi: 10.1109/ACCESS.2021.3060290.

[15] K. Xia, J. Huang, and H. Wang, “LSTM-CNN architecture for human activity recognition,” IEEE Access, vol. 8, pp. 56855–56866, 2020, doi: 10.1109/ACCESS.2020.2982225.

[16] T. Bao, S. A. R. Zaidi, S. Xie, P. Yang, and Z.-Q. Zhang, “A CNN-LSTM hybrid model for wrist kinematics estimation using surface electromyography,” IEEE Trans. Instrum. Meas., vol. 70, pp. 1–9, 2021, doi: 10.1109/TIM.2020.3036654.

[17] A. Ruwali, A. J. S. Kumar, K. B. Prakash, G. Sivavaraprasad, and D. V. Ratnam, “Implementation of hybrid deep learning model (LSTM-CNN) for ischemic TEC forecasting using GPS data,” IEEE Geosci. Remote Sens. Lett., vol. 18, no. 6, pp. 1004–1008, Jun. 2021, doi: 10.1109/LGRS.2020.2992633.

[18] S. Ghimire, Z. M. Yaseen, A. A. Farooque, R. C. Deo, J. Zhang, and S. Ghimire, “Hybrid LSTM-CNN-LSTM network for automatic modulation classification,” IEEE Electron. Lett., vol. 57, no. 2, pp. 163–165, Feb. 2021, doi: 10.1049/el.2020.11050.

[19] G. Yu, E. Bacey, and S. Mallat, “Audio signal denoising with complex wavelets and adaptive block attenuation,” in Proc. IEEE Int. Conf. Acoust., Speech Signal Process. (ICASSP), Apr. 2007, pp. III-869–III-872.

[20] J. D. Blanchard, J. Tanner, and K. Wei, “Conjugate gradient iterative hard thresholding: Observed noise stability for compressed sensing,” IEEE Trans. Signal Process., vol. 63, no. 2, pp. 528–537, Jan. 2015.

[21] E. Moldovan, R. G. Bossio, K. Wu, and S. O. Tatu, “Multi-port technologies and applications,” in Microwave and Millimeter Wave Technologies Modern UWB Antennas and Equipment. Vienna, Austria: InTech, 2010, ch. 19, pp. 363–388.
**HOMA ARAB** (Member, IEEE) was born in Iran. She received the master’s degree in telecommunications engineering from the École Polytechnique de Montréal and the Ph.D. degree in telecommunications from the Institut national de la recherche scientifique (INRS–EMT), Université du Québec, Montreal, Canada. Her current research interests include microwave and millimeter-wave circuit design, hardware transceivers for V-band multi-gigabit/s communication systems, and for the study of magnetohydrodynamics.

**IMAN GAFFARI** was born in Iran. He received the bachelor’s and master’s degrees in mechanical and aerospace engineering. He teaches at Azad University and the University of Applied Science and Technology. He is currently a Research Assistant with the Department of Mathematical and Industrial Engineering, Polytechnique Montréal. His current research interests include applied mathematics, optimization, and nonlinear dynamics.

**ROMARIC MVONE EVINA** is currently pursuing the Ph.D. degree with the Institut National de la Recherche Scientifique (INRS–EMT), Université du Québec, Montreal, Canada. His current research interests include blind detection algorithms and synchronization for 5G mmWave and networks cellular standards, radars, RF modules, antennas, and microwave measurement techniques.

**SERIOJA OVIDIU TATU** (Senior Member, IEEE) received the B.Sc. degree in radio engineering from the Polytechnic University of Bucharest, Romania, in 1989, and the M.Sc.A. and Ph.D. degrees in electrical engineering from the École Polytechnique de Montréal, Canada, in 2001 and 2004, respectively. He worked at the National Company of Telecommunications, Romtelecom, Bistriţa-Nasaud, Romania, as a RF Engineer; and the Head of the Telecommunications Laboratory, from 1989 to 1993, where he was a Technical Manager, from 1993 to 1997. He is currently a Full Professor with the Institut national de la recherche scientifique (INRS)–Centre Énergie Matériaux Télécommunications, Montréal, Canada. His current research interests include microwave and millimeter-wave circuit design, hardware and software radio receivers, radars, and imaging systems.

**STEVEN DUFOUR** (Member, IEEE) received the B.Sc. degree in mathematics and the M.Sc. degree in applied mathematics from the Université de Montréal and the Ph.D. degree in engineering mathematics from the École Polytechnique de Montréal. After two years, he is an Assistant Professor with the Department of Mathematics, University of Wyoming, USA. Then, he returned to the Department of Mathematics and Industrial Engineering, École Polytechnique de Montréal, where he is currently an Associate Professor. He was also a Visiting Professor at UERJ, Brazil, and KAUST, Saudi Arabia. He is teaching applied mathematics to engineering students. His current research interests include the development of new finite-element based numerical methodologies for modeling fluid mechanics problems found in free surface and turbulent flows, for modeling electromagnetism phenomena found in superconductors and for the optimization of antennas, and for the study of magnetohydrodynamics.