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Abstract—Sidescan sonar intensity encodes information about changes in the surface normal of the seabed. However, other factors such as seabed geometry as well as its material composition also affect the return intensity. One can model these intensity changes in a forward direction from the surface normals from a bathymetric map and physical properties to the measured intensity, or alternatively one can use an inverse model which starts from the intensities and models the surface normals. Here, we use an inverse model which leverages deep learning’s ability to learn from data; a convolutional neural network is used to estimate the surface normal from the sidescan. Once this information is estimated, a bathymetric map can be reconstructed through an optimization framework that also includes altimeter readings to provide a sparse depth profile as a constraint. Implicit neural representation learning was recently proposed to represent the bathymetric map in such an optimization framework. In this article, we use a neural network to represent the map and optimize it under constraints of altimeter points and estimated surface normal from sidescan. By fusing multiple observations from different angles from several sidescan lines, the estimated results are improved through optimization. We demonstrate the efficiency and scalability of the approach by reconstructing a high-quality bathymetry using sidescan data from a large sidescan survey. We compare the proposed data-driven inverse model approach of modeling a sidescan with a forward Lambertian model. We assess the quality of each reconstruction by comparing it with data constructed from a multibeam sensor.

Index Terms—Bathymetry reconstruction, implicit neural representations, neural networks, sidescan sonar.

I. INTRODUCTION

In recent years, there has been an increasing interest in the use of sidescan to reconstruct bathymetric maps. Bathymetric maps are usually constructed with high-end multibeam echo sounders (MBES), which are normally mounted on survey vessels or large autonomous underwater vehicles (AUVs). However, such MBES are relatively large and expensive compared to sidescan sonars, thus, not suitable for smaller AUVs. Furthermore, sidescans generally have a wider swath range than multibeam systems and Software Program (WASP) funded by the Knut and Alice Wallenberg Foundation and in part by Stiftelsen för Strategisk Forskning (SSF) through the Swedish Maritime Robotics Centre (SMaRC) under Grant IRC15-0046. (Corresponding author: Yiping Xie.)
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has been moved towards differentiable rendering where the forward rendering process is differentiable so that optimizing the loss between camera images and rendered images would result in better estimates of the 3-D geometry. And very recently, representation learning has been adapted into the differentiable rendering pipeline, being able to produce state-of-the-art results where neural networks are used as representations of the 3-D scene geometry [7]–[9]. Particularly, Bore et al. [6] had shown that the differentiable representations parameterized by neural networks proposed in [9] allowed constraining the slopes of the seafloor to match the one inferred from a forward sensor model of the sidescan intensity under a Lambertian assumption.

There are several problems of using a Lambertian model to render the measured sidescan intensity. First, Lambertian reflection model is based on the assumption of ideal diffuse reflection, thus, cannot properly approximate the nondiffuse reflection. Second, Lambert’s reflection law, modeling the power of the received signal is proportional to the cotangent of the angle between the surface normal and incoming sound [1]. Nevertheless many authors use other dependencies, for example Aykin et al. [10] and Durá et al. [11] modeled the received energy as proportional to the square cosine of the incidence angle. Therefore, we propose to replace the physical model with a convolutional neural network (CNN), namely, using a data-driven approach to estimate the surface normal from sidescan intensity and subsequently constraining the seafloor slopes of the estimated bathymetry. Another motivation of using a data-driven approach is that a neural network could potentially learn the reflectivity from context, e.g., if it looks like a rock from the sidescan images, it probably reflects like a rock.

The proposed method for reconstructing bathymetry from sidescan and altimeter readings has two stages (see Fig. 1), a training stage that requires training data with some ground truth bathymetry (i.e., MBES data from the training area), and an optimization stage that can be repeated for many new survey regions and only requires the collection of sidescan data, altimeter, and navigation. The first stage is to train a CNN to estimate surface normals from sidescan waterfall images. To train the CNN, we first need to georeference the sidescan data, that is to register the sidescan images with the mesh formed from MBES data, to create training pairs. After the CNN is trained, we enter the second stage, where we have another neural network, a multilayer perceptron (MLP), to represent the bathymetry that we want to reconstruct. Such a neural network allows access to its gradient hence allowing us to supervise on the gradient of the estimated bathymetry directly. We use the sidescan and altimeter data from the test set of the trained CNN to estimate the bathymetry by using the surface normals predicted from the CNN to constrain the gradients of the bathymetry and altimeter readings to constrain the bathymetry itself.

The contribution of this work is to combine and extend our previous work [5], [6]. We evaluate that numerically using real survey data containing both sidescan and MBES collected simultaneously. Thus, we present a fair comparison of the two approaches of either using the forward physical sensor model versus using an inverse neural network sensor model for the surface reflection process.

A. Related Work

There have been many attempts to estimate the bathymetry from sidescan, most of which are model-based. Many of the methods are inspired by the technique known as shape-from-shading, which was first proposed by Horn [12] to estimate the shape of objects from shading information with camera images. Lander and Hebert [3] and Li and Pai [2] were among the earliest
to use such technique to sidescan sonar images. One of the differences between [2] and [3] is that in [3] they modeled the sonar’s reflection model as a factorization of the diffuse and specular components, while in [2] they used the Lambertian model. Another series of model-based methods [13], [14] used a Lambertian model for the surface scattering process and estimate the bathymetry, the reflectance and the beam-pattern from sidescan at the same time, with an expectation-maximization (EM) approach using gradient descent.

Since estimating bathymetry from sidescan is an ill-posed inverse problem, many works have introduced some boundary conditions from bathymetric data. Li and Pai [2] proposed improving the MBES bathymetry with high-resolution sidescan data when the bathymetric data from MBES is of too coarse a resolution to describe the detailed terrain of the seafloor. The grid-based, sparse bathymetric data are used as control points for the shape-from-shading process. Johnson and Hebert [15] suggested using the sparse bathymetric data as an initial estimate for the bathymetry, then iteratively refining the bathymetric map by minimizing the error between sidescan backscatter data and the one predicted by the bathymetry. They used smoothness regularization as a constraint. Since they phrased the fitting process as a global optimization problem, in principle, their approach can deal with multiple observations from different sidescan lines. Bore and Folkesson [6] also introduced sparse altimeter readings as a constraint and phrase the bathymetry reconstruction from multiple sidescan lines as a global optimization problem, enforcing smoothness prior on the estimated bathymetry, thus increasing robustness against sensor noise or model errors. They also proposed the utilization of GPUs to accelerate such an optimization.

In the last decades, a great deal of research into shape-from-shading has focused on data-driven approaches, most of them deep learning. Some recent works have used neural networks to predict the depth [16]–[19], or surface normals [20], [21], or both [22]–[24] from camera images and have achieved state-of-the-art results. Bathymetry reconstruction from sidescan can be seen as an analogous task to 3-D reconstruction from monocular camera images. In our previous work [4], a method was proposed to use a CNN to estimate the depth contours of the seafloor from sidescan images with smoothness regularization. To reduce the gradual increase in-depth estimation error as one moves further away from the sidescan sensor, our prior work [5] introduced sparse depth constraints from altimeter readings along the sonar’s trajectory and reconstructed the bathymetry by fusing multiple bathymetric estimates along with the corresponding prediction uncertainty into a single map.

In the recent years, deep learning has been used on sidescan images for other tasks, such as classification [25]–[27], object detection [28] [29], bottom tracking [30] [31], semantic segmentation [32] [33], sidescan generative modeling, and simulation [34]. Dzieciuch et al. [25] showed that a simple CNN can be used for mine detection in sidescan sonar imagery and achieve comparable accuracy as human operators. Huo et al. [26] published a sidescan classification data set of civilian objects and propose a method to generate semisynthetic data to handle the imbalanced training data. They showed that with a pretrained CNN model on camera images, applying deep transfer learning on sidescan images can achieve high accuracy on a classification task. Steiniger et al. [27] compared several ways of dealing with the imbalanced data sets for classification tasks, among which the augmentation of the training data with generative adversarial networks (GANs) [35], e.g., BAGANs [36] could improve the performance of the CNN classifier. Einsidler et al. [28] adapted the state-of-the-art object detection algorithm, YOLO (you only look once) [37] on sidescan images and show that deep transfer learning on a pretrained CNN model with some fine-tuning on the real sidescan data set could achieve competitive performance on the anomaly detection task. Yu et al. [29] adapted the attention mechanism into the object detection algorithm, namely, combining transformer module [38] with YOLO, and achieved high accuracy and efficiency for underwater objection detection on sidescan images. Although they claim the algorithm could run in real-time, they conduct the experiments on a desktop with a modern CPU and GPU, whose computational power outperforms most of the onboard computers of AUVs. Yan et al. [30] are the first to apply 1-D CNN on sidescan intensity for bottom tracking. They used a sliding window on each sidescan ping to detect the bottom position. They also claimed the inference time is short enough for real-time applications but as [29], their experiments were tested with a modern CPU and GPU. Similarly, Qin et al. [31] used a 1-D CNN to detect the bottom from sidescan data. They modeled the bottom tracking as a binary semantic segmentation problem on 1-D sidescan data and show that U-Net-based architecture had a better performance when the data were noisy. Rahmnoonfar and Dobbs [32] proposed a novel CNN architecture and illustrated it that it outperforms the state-of-art techniques on pothole semantic segmentation of sidescan images. Wu et al. [33] proposed a novel CNN named ECNet to perform semantic segmentation on sidescan with much fewer parameters and much faster speed, making it possible to be applied to real-time tasks on an embedded platform, where their experimental tests were run to compute the inference time. Bore and Folkesson [34] proposed a data-driven approach to simulate realistic sidescan given a bathymetry model with a conditional GAN. In a user survey, they showed that the simulated sidescan are realistic enough to be mistaken by sidescan experts.

Much of the current work on 3-D reconstruction pays particular attention to neural rendering and implicit neural representations (INR). Neural rendering aims to produce photo-realistic renderings of a 3-D scene from arbitrary viewpoints, given the representation of the scene, such as geometry, semantic structure, material illumination, and appearance. By integrating differentiable rendering into the training of the neural networks, neural rendering allows us to address both reconstruction and rendering during joint optimization [39]. There is another line of research, implicit neural representations, focusing on different representations for modeling objects in the 3-D scene, sometimes also referred to as coordinate-based representations. Other than explicitly describing scenes as voxels, point clouds or meshes, these representations such as occupancy networks [40], deep signed distance function (DeepSDF) [41], scene representation networks (SRNs) [7], neural radiance fields (NeRF) [8], and sinusoidal representation networks (SIRENs) [9] are
continuous, differentiable, and parameterized by MLPs. Due to
the continuous nature of implicit neural representations, it can
be more memory efficient than discrete representations since the
model size is independent of the spatial resolution; however, the
ability to model the fine detail is no longer limited by the discrete
grid resolution but rather by the capacity of the neural networks [9].
Being differentiable means that gradients can be computed using
automatic differentiation, enabling us to supervise the gradients
directly. To better represent the fine detail in the signals,
which contains high-frequency variation in the data, Mildenhall
et al. [8] proposed to use a sinusoidal function for positional en-
coding, mapping the inputs to a higher dimensional space. Sub-
sequently, Sitzmann et al. [9] showed that directly using the sine
function as a periodic activation function in the MLPs, namely
SIRENs, not only outperforms the positional encoding strategy
proposed in [8], but also allows constraints on the derivatives of
a SIREN to reconstruct signals since the derivative of a SIREN
is merely a phase-shifted SIREN. In [9], they showed the great
potential of SIRENs on reconstructing scenes with high quality
and fidelity. Bore and Folkesson [6] showed that combining a
physical Lambertian model with implicit neural representations
can be used for estimating a self-consistent bathymetric map
from only sidescan images and altimeter readings from a large
survey.

Another line of research that is closely related to this work
is depth and normal estimation from monocular camera images
with CNNs. Similar to the empirical discovery [17]–[19] that
there exists a long-tailed distribution in the histogram of per-
pixel depth values in both indoor and outdoor data sets, the
depth or surface normal in our existing data sets also exhibits
a severe long-tailed distribution. After all, the seafloor often
appears featureless. The vanilla $\ell_1$ or $\ell_2$ loss function generally
used in such pixel-level regression problems will consequently
focus more on the “head” regions. In the monocular depth
estimation task, it will result in poorer performance on distant
depth regions, while in the depth estimation from sidescan task,
it would perform poorly on the “tail” regions where the seafloor
has more features such as boulders and rocks. A common
solution to deal with the imbalanced depth distribution is to
use a depth-aware loss [17], [19], which weights the errors of
pixels according to the corresponding depth, forcing the neural
networks to pay more attention to the “tail” regions during the
training.

B. Summary of the Proposed Method and the Difference From
Prior Work

Our work is based on our optimization framework in [6] but
here, we replace the physical model with a neural net similar to
our method in [5]. The physical model is an approximate forward
sensor model while the neural net is a data-driven inverse sensor
model. The two are likely to produce different results. The
physical model has the advantage of not needing any MBES data
and can form estimates solely from sidescan. It, however, must
make some rather strong assumptions on the reflection process
and the seabed properties. The neural net, on the other hand,
can learn the seabed properties and other factors implicitly and
so can in theory be more accurate in some situations. However,
the inverse sensor model needs MBES data collected along with
sidescan to be trained. Once trained it can be used without MBES
data. The reconstructed bathymetric map optimization is then
done as in [6], for both models.

The method can be summarized as using a model of the
sidescan detected reflection intensity as a function of the seafloor
bathymetry. The seafloor bathymetry map is generated by a
SIREN [9] neural network that takes $x$, $y$ seafloor coordinates
as input and outputs the $z$ coordinate. These two models are
then combined with an actual sidescan to form a loss that can be
used to train the bathymetry map to better match the sidescan.
Additional constraints are added to the loss from the altimeter
readings to help constrain the result.

In [6], the loss is formed by simply predicting a sidescan from
the models and then differencing that with the actual sidescan. In
this work, we changed that slightly to estimating a seafloor slope
(normal) from the aforementioned SIREN bathymetry map and
then comparing that to a seafloor normal estimated from the
sidescan by a second neural network.

II. Method

We begin by illustrating the operation and characterization
of sidescan sonar and introducing the notations. Subsequently,
we describe how to use a CNN to estimate surface normals
from sidescan and the loss function to tackle the long-tailed
distribution in the data set. Finally, we describe how to optimize
the bathymetric representation given sidescan and the estimated
 normals.

A. Sidescan Sonar Formation

Sidescan sonar’s geometry can be described as Fig. 2. Sidescan
emits a beam with horizontal beamwidth $\phi$ that is very
narrow along the direction of travel. However, sidescan has a
very wide beam pattern with vertical beamwidth $\alpha$ in the azimuth
direction, which is perpendicular to the travel direction. After
the pulse of sound waves, also referred to as ping, is sent, the sensor
records the received signals comprising backscatter intensities
at fixed intervals of time. These recorded intensities are arranged
in a vector, which corresponds to a row in the sidescan image.
Each item in this vector, often referred to as a bin, stores the
reflected intensity received from a certain distance away from
the sonar array. In theory, there can be multiple reflections
corresponding to the same distance, but usually, the strongest
reflection comes from the surface of the seafloor. Moreover,
it is commonly assumed that there is only one planar surface
for one bin that creates the reflection. Let point $p$ be the one
responsible for the reflected echo, see Fig. 2, the time of flight
(TOF) corresponding to that bin can be used together with the
sound velocity profile (SVP) to determine the slant range $r_s$
of point $p$. However, the other factor to determine the position
of $p$, the grazing angle $\theta_s$ is unknown, resulting in point $p$ could be
anywhere within the interval of $[\theta - \frac{\alpha}{2}, \theta + \frac{\alpha}{2}]$, depending on
the surface geometry.
Fig. 2. Sidescan sonar formation in forward lateral down (FLD) frame. The sidescan sonar at altitude h has two heads, port and starboard, symmetrically placed to each side with a fixed angle \( \theta \), angle between the horizontal axis and beam center, often referred to as tilt angle. The vertical beamwidth \( \alpha \), often referred to as sensor opening in the water column, is usually around \( 0.1^\circ \) [42]. Let \( R = p_0 + \phi \) denote the cor-

B. Sidescan Georeferencing

To generate the training set with ground truth for training a neural network to estimate the surface normal from sidescan image, we need to associate sidescan intensity for each bin to its georeferenced coordinates on a bathymetric mesh. For a sidescan waterfall image, let \( I^{k,i} \) denote the returned intensity corresponding to ping number \( k \) and bin \( i \) and \( s^{k,i} \) denote the corresponding slant range. For simplicity, we assume an isolocity SVP. Given the sensor position \( s \in \mathbb{R}^3 \) for the current ping and the rotation matrix \( R \in SO(3) \) defining the transformation from the sonar frame to world frame (see Fig. 3), we can apply ray tracing to find the intersection of each sidescan arc and the mesh. Once we have found the intersection, we can associate \( I^{k,i} \) to its georeferenced coordinates \( \mathbf{p}^{k,i} \in \mathbb{R}^3 \) on the mesh, we also can associate \( I^{k,i} \) to the surface normal \( \mathbf{N}^{k,i} \in \mathbb{R}^3 \) with respect to the mesh at point \( \mathbf{p}^{k,i} = (s_x, s_y, s_z) \). The normal is defined by the following, given the two gradient components \( \nabla_x, \nabla_y \):

\[
\mathbf{N}^{k,i} = \left[ -\nabla_x(p_x, p_y), -\nabla_y(p_x, p_y), 1 \right]^T. \tag{1}
\]

Note that \( \mathbf{p}^{k,i} \) and \( \mathbf{N}^{k,i} \) are in the world coordinates and the normal \( \mathbf{N}_s(\mathbf{p}^{k,i}) \) in sonar frame (see Fig. 2) can be calculated as

\[
\mathbf{N}_s(\mathbf{p}^{k,i}) = R^T \mathbf{N}^{k,i} = \left[ n_{s,x}, n_{s,y}, n_{s,z} \right]^T \tag{2}
\]

given the rotation matrix \( R \).

Note that it is the 2-D normal projected to the \( y-z \) plane, i.e., \( \mathbf{N}_{s,y}(\mathbf{p}^{k,i}) = \left[ n_{s,x}, n_{s,y}, n_{s,z} \right]^T \), that affects the diffuse reflection and the reflected intensity [1], which is the reason that we propose to train a neural network to estimate the 2-D unit normal vector

\[
\mathbf{N}_{s,y}(\mathbf{p}^{k,i}) = \left[ \frac{n_{s,x}}{n_{s,x}^2 + n_{s,z}^2}, n_{s,y} \sqrt{1 - n_{s,y}^2 - n_{s,z}^2} \right]^T \tag{3}
\]

instead of estimating the full 3-D normal \( \mathbf{N}(\mathbf{p}^{k,i}) \), from sidescan images.

C. Estimating Normal From Sidescan

A sidescan waterfall image corresponding to one survey line in our data set usually contains around 2000 pings and 6000 bins per ping for each head (port and starboard), meaning that the raw waterfall image is too large to fit into the GPU memory in a practical manner. We divide each side of the waterfall image into smaller windows containing 64 pings (height \( H = 64 \)) and width \( W = 512 \) downsampled from around 6000 bins. The selection of \( H \) and \( W \) is chosen to fit the CNN and at the same time ensure the sidescan’s across-track resolution high enough (~ 0.1 m) to utilize this sidescan’s advantage.

Similar to many monocular depth/normal estimation methods with CNNs, we formulate the task of normal prediction from sidescan intensity as a problem of learning a mapping \( F: \mathcal{I} \rightarrow \mathcal{N} \) from the intensity space \( \mathcal{I} \) to the output normal space \( \mathcal{N} \). Since the 2-D normal \( \mathbf{N}_{s,y}(\mathbf{p}^{k,i}) \) is a unit vector, we only need to estimate one of the two components, in our case, the \( y \) component \( n_{s,y} = \frac{n_{s,y}}{\sqrt{n_{s,x}^2 + n_{s,z}^2}} \). Hence, the CNN model (see Fig. 4) for learning the mapping \( F \) takes the sidescan intensity window as input and outputs the corresponding \( \hat{n}_{s,y} \) for every valid pixel (excluding the nadir area and shadows). Shadows are masked out as invalid data since the CNN lacks the ability to model the shadows in the sidescan images. The CNN architecture is based on our prior work [4], [5], consisting of
Fig. 4. CNN architecture, based on our prior work [4], [5], consisting of an encoder and decoder structure with seven residual blocks in the middle.

Fig. 5. Long-tailed distribution appeared in our data due to the nature of the seafloor. Here we show the $y$-component of the surface normal in sonar frame, where it is clear that the vast majority values are close to zero, indicating the seafloor is rather flat or only slowly sloping. Such distribution makes the neural network difficult to learn at areas with surface normals far from zero, e.g., hills and rocks, on the seabed with large absolute normal values are of great interest. So this imbalanced problem needs to be addressed properly. Inspired by [19], we use a normal-aware loss function to guide the network to pay more attention to the regions with normal of large absolute values to reduce the distribution bias during the training process. The normal-aware loss is formulated as

$$L_{NA} = \frac{1}{|N^{k,i}|} \sum_{\hat{n}_{s,y} \in N^{k,i}} (\alpha_N + \lambda_N) \cdot \ell(\hat{n}_{s,y}, \tilde{n}_{s,y}^{GT})$$

(4)

where $N^{k,i}$ is the set of normal of all valid points excluding the nadir area, shadows and missing data. $\hat{n}_{s,y}$ and $\tilde{n}_{s,y}^{GT}$ are the predicted normal value and ground truth value, respectively. $\ell(\cdot)$ is a distance metric, $\ell_1$, $\ell_2$, and so on. In our case, we choose to use smooth $\ell_1$ loss [43] similar in [19]. $\alpha_N$ is the normal-aware attention term that guides the networks to pay more attention to the hard samples, which is positively correlated to the absolute value of the normals. We set $\alpha_N = |\tilde{n}_{s,y}^{GT}|$ during the training. $\lambda_N$ is a regularization term formulated similar to [19]

$$\lambda_N = 1 - \frac{\min(\hat{n}_{s,y} + 1, \tilde{n}_{s,y}^{GT} + 1)}{\max(\hat{n}_{s,y} + 1, \tilde{n}_{s,y}^{GT} + 1)}$$

(5)

which approaches 0 when the network’s prediction is close to the ground truth and approaches 1 when the network’s prediction is not very accurate. Therefore, even for regions with small normal absolute values, when they are not accurately predicted, the gradients can still be back-propagated. As a result, the normal-aware loss can focus more on hard samples while preserving the attention on easy samples.

D. Implicit Neural Representations

Instead of representing the bathymetry with explicit methods (meshes or grids), we use a function $\Phi_\theta$, parameterized by a fully connected neural network with parameters $\theta$ to represent the bathymetry. The fully connected neural network is a variant of MLP with sinusoidal activation functions, known as SIREN [9], mapping 2-D spatial coordinates to the corresponding seafloor height, $\Phi_\theta : \mathbb{R}^2 \rightarrow \mathbb{R}$, the same as in our previous work [6]. Note that the representation is continuous, differentiable, and capable of producing high-quality derivatives with respect to the 2-D spatial coordinates, allowing us to supervise the derivatives during training. In addition to constraining the derivatives of the bathymetry, we also need some boundary conditions which come from the altimeter readings. Here, we assume to have access to high-quality navigation data. The loss function of the SIREN has two parts

$$\mathcal{L} = \mathcal{L}_C + w_H \mathcal{L}_H$$

(6)
where $w_H$ is the weight for $\mathcal{L}_H$. The $\mathcal{L}_H$ loss, the same as in [6], is simply trying to minimize the difference between the altimeter readings $p_r^{GT}$ and the height at $(p_x, p_y)$ from the SIREN. If we take the following as the signed vertical distance:

$$
\Delta^\theta(p) = \Phi_\theta(p_x, p_y) - p_z
$$

the averaged height loss is given by

$$
\mathcal{L}_H = \frac{1}{|\mathcal{P}|} \sum_{p^{GT} \in \mathcal{P}} \|\Delta^\theta(p^{GT})\|
$$

where $\mathcal{P} \subset \mathbb{R}^3$ is the set of points on the seafloor directly below the AUV.

The second part of the loss, $\mathcal{L}_V$, aims to directly constrain on the projected 2-D normal in the sonar frame for each sidescan ping $k$ and each bin $i$

$$
\mathcal{L}_V = \frac{1}{|N^{k,i}|} \sum_{\tilde{N}_{s,2,d} \in N^{k,i}} \|\tilde{N}_{s,2,d} - \tilde{N}_{s,2,d}\| -
$$

where $N^{k,i}$ is the set of normal of all valid points, $\tilde{N}_{s,2,d}$ is the estimated 2-D normal in sonar frame from sidescan intensity from CNN and $\tilde{N}_{s,2,d}^\theta$ is the one calculated based on bathymetry representation $\Phi_\theta$. The calculation of $\tilde{N}_{s,2,d}^\theta$ is the same as (1)–(3) but only with the SIREN as the bathymetry. To calculate $\tilde{N}_{s,2,d}$, we need to compute for each bin where the seafloor intersects the corresponding sound volume. The horizontal beamwidth $\phi$ of a sidescan is very small (see Fig. 2) and usually can be neglected. Under such assumption, together with the assumption of isovelocity SVP, the reflected volume of sound lies on a thin spherical arc at a fixed distance away from the sonar. We refer to these arcs as isotemporal curves and they are parameterized by the grazing angle $\theta_s$ for a certain slant range $p^{k,i}$

$$
p^{k,i}(\theta_s) = s^k + r^{k,i}R^k[\theta_s \cos(\theta_s), -\sin(\theta_s)]^T
$$

where $s^k$ is the sonar sensor origin, $r^{k,i}$ is the slant range, and $R^k$ is the rotation matrix (see Figs. 2 and 3).

Similarly as in our prior work [6], we assume the signed vertical distance function $\Delta^\theta(p^{k,i}(\theta_s))$ only has one zero-crossing within the angle interval $[\theta - \frac{\pi}{2}, \theta + \frac{\pi}{2}]$ (see Fig. 2). Then, we use gradient descent to find the crossing by starting from an initial angle $\theta_s^0 = \theta$ and updating it iteratively

$$
\theta_s^{i+1} = \theta_s^i - \frac{\lambda}{r^{k,i}d\theta_s^i(\Delta^\theta(p^{k,i}(\theta_s^i)))^2}
$$

where $\lambda$ is the updating step size. Division by the slant range $r^{k,i}$, following the empirical experience in [6], ensures that the step is uniform across different isotemporal curves. A fixed number of updating steps are performed and if the found angle $\theta_s^* \in [\theta - \frac{\pi}{2}, \theta + \frac{\pi}{2}]$, we consider the seafloor intersection to be found. If the found angle $\theta_s^*$ is outside of the beam, we mark it as invalid and exclude it from the loss computation.

Once the seafloor intersection is found, the corresponding 2-D projected normal in sonar frame estimated from the CNN is treated as the ground truth for the bathymetry $\Phi_\theta$. Since the process of computing 2-D projected normal from $\Phi_\theta$ is differentiable, constraining the 2-D projected normal would result in optimizing $\Phi_\theta$, under the constraints from the altimeter readings as the boundary conditions.

III. EXPERIMENTS

A. Data Set

The data sets (see Table I) used in this article to evaluate our method are collected with an MMT surface vessel equipped with a hull mounted sidescan Edgetech 4200MP to ensure the sensor position with high accuracy and an RTK GPS to ensure high accuracy navigation. Data set I was collected from seawater and Data set II was collected from freshwater. Our data sets also contain high-resolution multibeam bathymetry collected with a Reson 7125 that is taken as the ground truth for training and evaluation. There are 57 sidescan survey lines (an example shown as Fig. 6) in total in Data set I, of which 45 lines are used to train the CNN for estimating normals from sidescan, and 12 lines are used to train a SIREN bathymetry model afterward. Similar to [6], we use the multibeam bathymetry that is used for evaluation and sonar’s depth computed from the pressure sensor to simulate the altimeter sparse bathymetric readings so that any artifacts, bias, and noise which would be introduced with a separate altimeter sensor are avoided during the evaluation of the proposed method. We use the whole of Data set II including 36 sidescan survey lines to train the SIREN bathymetry to test the generalization ability of the CNN since the CNN has not been trained on any data from Data set II.

B. Training CNN

We generate training data with the method described in Section II-B, associating every pixel in sidescan waterfall images to its corresponding 3-D point on the multibeam mesh. For each valid point, we calculate the 3-D surface normals from the multibeam mesh and transform and project them to the sonar frame. For either side of the sidescan waterfall image, we divide it into smaller windows with 64 pings and 512 bins (see Fig. 7). To generate more training data, we augment the data set by
flipping the windows in the along-track direction to simulate the sonar heading exactly the opposite direction and seeing the same place from the other side of the sonar. We also allow the consecutive windows to overlap by 75%.

We quantitatively evaluate the performance of estimating normals from sidescan intensity using the following metrics: mean absolute error (MAE), mean absolute relative error (REL), root-mean-squared error (rmse), and accuracy under threshold ($\delta < 1.05^i$, $i = 1, 2, 3$), following our previous works [4], [5].

The CNN model is trained on a single Nvidia GEFORCE RTX 2080 Ti GPU. We train the model with a batch size of 64 with the Adam optimizer with parameters ($\beta_1 = 0.9, \beta_2 = 0.999$) and a linear decayed learning rate with initial value $2e^{-4}$. Besides the normal-aware loss, we also use total variation regularization both across-track and along-track assuming some smoothness of the seafloor.

C. Training SIREN

For Data set I, the test set for the CNN contains 12 survey lines of sidescan, half of which are perpendicular to the other half. These lines are also used to train the SIREN, the implicit representation of the bathymetry $\Phi_\theta$. The SIREN network is initialized to random values. During training, it is used to generate surface normals which are then compared to those generated by the CNN from the sidescan. Since we are using the sine function as the activation function in SIREN, the output of the SIREN is bounded between the range $[-1, 1]$. To represent the bathymetry, we also scale all positional data so that the $x, y$ positions of the bathymetry are within the range $[-1, 1]$. We use a 5-layer SIREN MLP with a hidden layer size of 128. We train the network for 1500 epochs, with an initial learning rate of $2e^{-4}$ that decays by a factor of 0.995 every epoch. Each batch contains 64 randomly sampled sidescan pings and 2000 randomly sampled altimeter points. For each ping we use all the valid intensities from both port and starboard head (excluding the nadir and water column). We find that using all valid bins in the sidescan ping makes the SIREN training process less noisy, compared to randomly sampling 64 bins as in [6]. The training of SIREN requires approximately 12 h on a single Nvidia GEFORCE RTX 2080 Ti GPU. We remark that the SIREN converges already pretty well in large scale at 800–1000 epochs, though much more epochs with smaller and smaller learning rate is needed for the little details such as rocks.

For Data set II, the whole data set, which contains 36 survey lines of sidescan from freshwater, is used to train the SIREN for reconstructing the bathymetry of the surveyed lake. We keep most of the hyper-parameters the same as training SIREN for Data set I, except that we use layers of half the width, trained with 1000 epochs due to the bathymetry from Data set II being much less complex.

IV. RESULTS

A. Normal Estimation With a CNN

Initially, we evaluate how well the CNN could reproduce the seabed surface normal. The CNN predictions after training are shown in Fig. 7, where one can see that the CNN has been
Fig. 7. Here, we show examples of the performance of the CNN in predicting surface normals in the plane perpendicular to the transducer array. Top: Examples sidescan images fed to the CNN. Middle: Normals as computed from the MBES mesh, ground truth. Bottom: Normals predicted by the CNN. Note that the invalid points are masked (black) due to shadows or water columns.

TABLE II

| Error | Accuracy, % |
|-------|-------------|
|       | MAE REL RMSE | ≤ 1.05 ≤ 1.05^2 ≤ 1.05^7 |
| Data set I-testing | 0.0221 0.0230 0.0297 | 92.10 98.35 99.49 |
| Data set II | 0.0237 0.0261 0.0341 | 91.70 96.57 97.97 |

able to learn to reproduce some of the rocks and smaller details but not all. The quantitative evaluation is shown in Table II, where for error (the lower the better) we calculate MAE, REL, rmse and for accuracy (the higher the better), we calculate the accuracy under threshold ($\delta < 1.05^i$, $i = 1, 2, 3$). We can see that the CNN generalizes pretty well on Data set II despite that it comes from a different natural environment.

B. Bathymetric Mapping with SIREN Optimization

For Data set I, we begin by confirming that the size of a SIREN is able to represent fully the complexity of the scene in the level of detail of the MBES ground truth. We fit the grid-based multibeam bathymetry to a 5-layer SIREN with a hidden layer of size 128. In other words, we train the mapping function $\Phi_\theta : \mathbb{R}^2 \rightarrow \mathbb{R}$ to match the MBES bathymetry map directly. As we can see from Fig. 8, the MBES bathymetry (SIREN-Direct-Fit) gives us high-quality reconstructed bathymetry and its gradient, showing that the SIREN is capable of representing a scene of such complexity.

To better see explicitly how different effects contribute errors to the final sidescan generated bathymetric map, we train the SIREN using the MBES again, but this time only using the information that ideally could be extracted from the sidescan pings we will use for mapping. That is we train using the 2-D normal projected to the sidescan sonar frame of the 12 survey lines. As we mentioned at the end of Section II-B, for a sidescan ping, i.e., a single swath of sidescan, only the 2-D normal projected to the sonar frame would affect the returned intensity, thus, being encoded in the sidescan data. The information of the component of normal that is along the longitudinal axis cannot be recovered from a single observation. We train the SIREN with 12 lines of altimeter points and 12 lines of sidescan with “ground-truth” 2-D projected normals computed from the MBES bathymetry, (SIREN-GT-N2d) in Fig. 8. That can then be compared to the map from training the SIREN with 12 lines of altimeter points and their sidescan data with normals estimated from the CNN, (SIREN-CNN-N2d) in Fig. 8.

In SIREN-GT-N2d, we observe that some detailed information, especially small rocks are missing compared to the gradient image from training directly on the MBES bathymetry. We argue that this is the upper-bound result of what we can be produced even if the CNN would estimate the 2-D normals perfectly consistent with the MBES. Notice that this worsening is completely dependant on the number of lines used. If we were to, for example, double that to 24 lines, the map would look much closer to the MBES. From SIREN-CNN-N2d in Fig. 8 we see that we can reconstruct the large-scale structure, the hills and boulders, and even some of the smaller rocks with high quality, but some artifacts are introduced as can be seen easiest when we look at the gradient image. Note that the artifacts prominently appear at the peripheral due to lack of enough overlapping observations or additional constraints from the altimeter points to reduce the errors.

Figs. 9 and 10 show the zoomed-in part of the seafloor (gradient map) and the corresponding sidescan data for SIREN-GT-N2d and SIREN-CNN-N2d. From SIREN-GT-N2d and SIREN-CNN-N2d in Figs. 9 and 10, we can observe the reconstruction of small rocks by the proposed approach more clearly, especially between the sidescan lines. We can notice the degree of degradation between MBES and SIREN-GT-N2d and that between SIREN-GT-N2d and SIREN-CNN-N2d. In SIREN-CNN-N2d from Figs. 9 and 10, however, we can still notice that some small rocks are reproduced from sidescan even though a few of them are not as sharp as in MBES. But the fact that some of the small rocks are clearly identified indicates that the proposed method is valuable for high-resolution bathymetry mapping with sidescan sonar.

We also ran the experiments with the modeling approach based on Lambertian assumption in [6] to compare the model-based approach and the data-driven approach. SIREN-Lambert-all in Fig. 8 represents the experiment with the same 12 lines
of altimeter points, but all the sidescan available including the training and test set and SIREN-Lambert in Fig. 8 only uses sidescan and altimeter points from the test set, 12 lines. SIREN-Lambert-all in Fig. 8 shows that when using all sidescan data to jointly optimize the physical model and bathymetry we can produce a bathymetry qualitatively comparable to SIREN-CNN-N2d, but when we use much fewer lines of sidescan, the quality of reconstructed bathymetry has a notable degradation.

For quantitative evaluation, we calculate the mean absolute error, MAE, and the standard deviation, STD of the signed errors on the bathymetry map and cosine similarity CS on the gradient of the map (see Table III). We can notice from the table that all models have low errors on the bathymetry maps at the level of centimeters. Also, we can see that the MAE for both methods is the same and only 7% of the error is due to the sonar model. Most of the error is due to the effect of sampling the gradient projected onto the vertical planes of the sonar beam and the SIREN optimization. However, in terms of the cosine similarity score on the gradient map, data-driven approaches have considerably higher scores than model-based approaches, possibly due to data-driven approaches producing fewer artifacts on the bathymetry map. Furthermore, SIREN-CNN-N2d has achieved comparable performance with SIREN-GT-N2d, which is considered to be the upper-bound result. We also plot the probability distribution function (PDF) curves of the signed errors on the bathymetry, as shown in Fig. 11. We can visually see that the PDF curve for SIREN-GT-N2d has the minimum spread which is also reflected on the STD metric in Table III. Compared to SIREN-CNN-N2d, the spread of the PDF of for SIREN-Lambert-all is slightly larger. As for SIREN-Lambert, there is a noticeable bias in the error (around −0.6 m) and it has the largest spread of the PDF curve.

![Fig. 8. Results for the final bathymetry maps (approximately 250 m×250 m) and their gradients in HSV, where hue is defined as the arctan(dx/dy), where saturation is set to 1 and value set to the norm of the gradient. Row 1 (bathymetry) and 2 (gradient): MBES ground truth, the SIREN trained with the MBES, and the SIREN trained with the MBES normals projected into the sidescan planes; Rows 3 and 4: The SIREN trained with CNN normals, the SIREN trained with Lambertian models with all sidescan lines, and the SIREN trained with Lambertian model with 12 lines.](image-url)
To test the generalization ability of the CNN on a different environment, we train a SIREN from Data set II, where the CNN has not been trained on and compare the results with the data collected with an MBES (see Fig. 12). We use all available sidescan data and altimeter data from the whole survey to train the SIREN. We also compare with a model-approach method using all the data from Data set II. The quantitative evaluation is in Table IV. From SIREN-CNN-N2d in Fig. 12 we can see that the proposed method could reproduce the large-scale features of the bathymetry, showing the generalization ability of the CNN.
Fig. 11. PDF curves of errors of the surveyed area. Top: SIREN trained with the MBES normals projected into the sidescan planes (left) and the SIREN trained with CNN normals (right). Bottom: SIREN trained with Lambertian models with all sidescan lines (left) and the SIREN trained with Lambertian model with 12 lines (right).

Fig. 12. Results for the final bathymetry maps from Data set II, another place in freshwater. Top: Bathymetry maps (approximately 300 m × 300 m). Bottom: Gradient. Columns 1–3: MBES ground truth, the SIREN trained with CNN normals from all the sidescan lines, the SIREN trained with Lambertian models with all the sidescan lines.
to a different environment in shallow water. However, we can also see that from both SIREN-CNN-N2d and SIREN-Lambert, some artifacts are introduced, as can be seen easiest in the gradient image. Qualitatively, it is difficult to tell which map is better, but the quantitative result in Table IV again shows that using a data-driven approach to model the sidescan has a higher cosine similarity on the gradient.

V. DISCUSSION

It is apparent by looking at the fifth sidescan image in Fig. 7 that there is a significant ridge feature near the nadir that one could easily imagine is better reproduced by the CNN than the MBES. This highlights the difficulty in training this network as the sidescan may show some features more clearly than the MBES, which is one of the reasons both are often used together. We, however, are forced to treat the MBES as ground truth in this image and consider the bottom as an imperfect prediction.

From the comparison between MBES, SIREN-GT-N2d, and SIREN-CNN-N2d in Figs. 9 and 10 and Table III, we can hypothesize that we lose more information in the process of 2-D normal projection than the CNN’s prediction since the degradation of the map is more noticeable between MBES and SIREN-GT-N2d, both qualitatively and quantitatively. However, as aforementioned, the worsening due to 2-D normal projection can be alleviated by increasing the number of lines we used to survey the area. It is a tradeoff between the quality of the map and the efficiency of the survey.

From the comparison between SIREN-Lambert-all, SIREN-Lambert and SIREN-CNN-N2d in Fig. 8 and the cosine similarity in Tables III and IV, we can hypothesize that the Lambertian model is not as good at modeling the sidescan reflection process as the trained CNN when it only has the 12 lines to estimate with. Also that using more than 12 lines to optimize results in better final maps. This is not surprising since the Lambertian-based approach includes learning of the reflection process parameters such as beamwidth, reflectivity and time-varying gain, all of which the CNN model learned separately on other data. However, the considerable advantage of using the Lambertian model is that no ground truth bathymetry is required for optimization. This means that the comparisons here (evaluated on Data set I) are not quite fair between the two approaches. Nevertheless, if we consider that the CNN might just as well have been trained on a similar bottom with the same sensor setup and then we only had the 12 lines from the test set of this area, it would have been a fair comparison. As it stands the CNN did not need to generalize to a new area even if it did not use the test lines for training, which is the case when we assess the proposed method on Data set II.

That the cosine similarity on gradient map with data-driven approaches is noticeably higher than that model-based approaches, on both Data set I and Data set II helps to support the hypothesis that CNN performs better at the sidescan reflection process than a simple Lambertian model. That Data set II is not seen by the CNN eliminates the possibility of CNN overfitting area-specific artifacts in the MBES mesh. However, the cosine similarity with data-driven approaches on Data set I being much higher is in part because CNN has been trained on the same seafloor.

The experiment run on Data set II shows one application of the proposed method, that is, reconstructing survey-scale bathymetry from another place with the same ship and equipment once the CNN is trained in one place. This then shows that once trained the approach will work with only a sidescan sonar. Both methods, however, require accurate navigation to give these results. For an AUV, the dead-reckoning will degrade the results but we did not investigate that effect here.

A. Limitation

All bathymetric surveys require accurate navigation estimates but the method presented here is even more sensitive to this as we fuse data from several lines of the survey. Any drift in the navigation estimates between lines will impact the results. To use this on an AUV, some mechanism to control drift in dead-reckoning must be used or some postprocessing to correct the navigation be applied.

The time for training a SIREN, which usually costs approximately 12 h on a modern desktop, does limit the real-time application of this approach. As a common problem in the community of implicit representation learning, there is some very recent research [44] addressing such an issue. Furthermore, the proposed method and the Lambertian model both lack the ability to model the shadows in the sidescan images. In the proposed method, shadows are masked out as invalid data; thus, the surface normals there do not contribute to the SIREN estimation; in the Lambertian model, a fixed threshold is used to remove the shadows. Another limitation is that we are forced to treat the MBES as the ground truth, which limits the resolution of reconstructed bathymetry despite the high across-track resolution of the sidescan.

VI. CONCLUSION

In this article, we present a data-driven approach that uses sidescan and sparse altimeter readings to reconstruct a continuous bathymetric map represented by a neural network. We demonstrate that such an approach is capable of efficiently building a high-quality bathymetry with only a few sidescan survey lines. And compare this to a Lambertian model-based approach using the same optimization framework.

One can conclude that both approaches work given enough data. The CNN approach can be trained separately to learn the model and the data need not be from the exact same area, while the Lambertian model does not need any MBES to learn but
requires more data from the actual survey area for the same results. The proposed method has an advantage when we cannot collect too much data or when we want to cover a wider area.

VII. FUTURE WORK

One possible future work is to combine the MBES with raw sidescan data without downsampling together to produce a super-resolution bathymetry, fully utilizing the advantages of both sensors. We would need to replace the CNN with, for example, a differentiable renderer for the sidescan modeling. Another possible future direction to do is to jointly optimize the sidescan sonar’s poses with bathymetry since the attitude accuracy of the RTK GPS is not sufficient when modeling the raw sidescan data. Because small attitude errors can result in large deviation of estimating the intersection between sidescan and seafloor, especially as one moves further away from the sidescan sensor within one sidescan ping. One can start investigating them using simulated data sets, which contain higher resolution ground truth bathymetry and ground truth poses.
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