FUNCTIONAL INEQUALITIES AND APPLICATIONS TO DOUBLY NONLINEAR DIFFUSION EQUATIONS
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ABSTRACT. We study weighted inequalities of Hardy and Hardy–Poincaré type and find necessary and sufficient conditions on the weights so that the considered inequalities hold. Examples with the optimal constants are shown. Such inequalities are then used to quantify the convergence rate of solutions to doubly nonlinear fast diffusion equation towards the Barenblatt profile.

1. INTRODUCTION

We investigate functional inequalities of Hardy and Poincaré type. Our main objective is to provide new constructive methods of derivation of such inequalities with explicit constants that are optimal in some cases. Our study starts with finding necessary and sufficient conditions on the weights so that the following Poincaré inequality on the real line is valid for any compactly supported $f \in W^{1,\infty}(\mathbb{R})$

\[
(P) \quad \int_{\mathbb{R}} |f - (f)_{w_1}|^q w_1(s) \, ds \leq C_P \int_{\mathbb{R}} |f'|^q w_2(s) \, ds, \quad \text{where } 1 < q < \infty,
\]

$(f)_{w_1}$ is a weighted average with respect to $w_1$, and $C_P = C_P(q, w_1, w_2) > 0$, see Theorem 1. Having Poincaré inequality on the real line, we prove some compatibility conditions to be necessary and sufficient for Hardy–Poincaré inequality on $\mathbb{R}^N, N > 2$, of a form

\[
(HP) \quad \int_{\mathbb{R}^N} |\varphi - \overline{\varphi}|^q w_1(x) \, dx \leq C_{HP} \int_{\mathbb{R}^N} |\nabla \varphi|^q w_2(x) \, dx, \quad \text{where } 1 < q < N,
\]

to hold for all compactly supported $\varphi \in W^{1,\infty}(\mathbb{R}^N)$, where $\overline{\varphi} = \frac{1}{m} \int_{\mathbb{R}^N} \varphi w_1(x) \, dx$, and $C_{HP} = C_{HP}(q, w_1, w_2) > 0$, see Theorem 2. Our next result is Theorem 3 providing a constructive PDE-based method of obtaining admissible weights to the following Hardy inequality

\[
(H) \quad \int_{\mathbb{R}^N} |\varphi|^q w_1(x) \, dx \leq C_H \int_{\mathbb{R}^N} |\nabla \varphi|^q w_2(x) \, dx, \quad \text{where } 1 < q < \infty,
\]

for every compactly supported $\varphi \in W^{1,\infty}(\mathbb{R}^N)$ and $C_H = C_H(q, w_1, w_2) > 0$.
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The name Hardy-Poincaré inequalities has been introduced in [11]. In that paper the authors consider a family of inequalities which interpolates between the classical Hardy and Poincaré inequalities, see [11, Proposition 5]. Since then, the name Hardy-Poincaré has been popularized and several authors used it, see for instance [12, 4, 37, 38, 15, 62]. In the present paper, we preferred to distinguish between two different situations: when the left-hand side weight is integrable (Hardy-Poincaré inequality (HP)) and when it is not true (Hardy inequality (H)).

The investigation of the inequalities mentioned above is motivated by the study of nonlinear diffusion equations where they play a critical role in understanding the asymptotic behaviour of solutions to Cauchy problems. The constants in the inequalities dictate the convergence rates of a solution towards a self-similar one. We apply such an inequality to investigate the long-time asymptotics of solutions to the Cauchy problem

\[ u_t = \text{div} \left( |\nabla u|^p \nabla u^m \right), \quad u(0, x) = u_0(x). \] (1)

We point out that the inequalities (HP) and (P) retrieve the Hardy–Poincaré and Hardy inequalities applied in [12, 16] in order to obtain precise rates of convergence of solutions to (1) for \( p = 2 \) and \( m < 1 \). Inequalities (P), (HP), and (H) are far better understood for \( q = 2 \) or in bounded domains, cf. [6, 10, 13, 43]. We are interested in providing them for general \( q \) and under possibly general assumptions on the weights. Despite our ultimate goal is to provide a handy tool for analysis of an evolution equation, let us mention that such inequalities play an important role in other branches of analysis. Hardy-type inequalities are used in functional analysis, probability theory, interpolation theory, and PDEs [8, 10, 12, 24, 25, 42, 45, 47, 50, 57, 66]. We refer to [6, 10, 13, 43] for information on the relation between (H), (HP) and Log-Sobolev inequalities. The latter are of great interest in geometry in finite and infinite dimension, probability theory, and statistical mechanics.

In order to present our first result let us define the median of the measure \( w_1(s) \, ds \) being a point \( \eta \in \mathbb{R} \) such that \( \int_{-\infty}^0 w_1(s) \, ds = \|w_1\|_{L^1(\mathbb{R})}/2 \). For any \( m \in \mathbb{R} \) we define

\[
B_m^+ := \sup_{t \geq m} \left\{ \int_t^\infty w_1(s) \, ds \left( \int_m^t w_2^{-\frac{1}{q}}(s) \, ds \right)^{q-1} \right\}, \\
B_m^- := \sup_{t \leq m} \left\{ \int_t^{-\infty} w_1(s) \, ds \left( \int_m^t w_2^{-\frac{1}{q}}(s) \, ds \right)^{q-1} \right\}.
\] (2)

The following theorem characterizes the measures which satisfy inequality (P).

**Theorem 1** (Poincaré inequality on \( \mathbb{R} \)). Let \( 1 < q < \infty \), \( 0 \leq w_1, w_2, \|w_1\|_{L^1(\mathbb{R})} < \infty \), and let \( \eta \) be a median of the measure \( w_1(s) \, ds \). Then inequality (P) holds if and only if \( B_\eta^+, B_\eta^- < \infty \). Moreover, the optimal constant \( C_p \) satisfies

\[
\frac{(2q-1)^q}{2q-1} \max(B_\eta^+, B_\eta^-) \leq C_p \leq \frac{(2q)^q}{(q-1)^{q-1}} \max(B_\eta^+, B_\eta^-).
\]
In the case $q = 2$, the result was proven in [6, Théorème 6.2.2] and [13]. See also [56] for a discussion on the bounds on the optimal constant if $q = 2$. The method of the proof is inspired by the above mentioned papers.

As an application of Theorem 1 we prove our next result—sufficient and necessary conditions for inequality (HP) to hold. In order to state our result we define for any function $0 \leq h \in L^1([0, \infty))$ the quantity

$$H_2(m) := \max \left\{ \sup_{t > m} \left( \int_t^\infty r^{N-1} h(r) \, dr \left[ \int_m^t (r^{N-1+q} h(r))^{-\frac{1}{q}} \, dr \right]^{q-1} \right), \sup_{t \in (0,m)} \left( \int_0^t r^{N-1} h(r) \, dr \left[ \int_0^m (r^{N-1+q} h(r))^{-\frac{1}{q}} \, dr \right]^{q-1} \right) \right\}. \tag{3}$$

With a slight abuse of notation, for a nonnegative, radial $N$-dimensional measure $h(r)r^{N-1} \, dr$ we define a median to be $\eta \in [0, \infty)$ such that $\int_0^\eta h(r)r^{N-1} \, dr = \|h\|_{L^1(\mathbb{R}^N)}/2$. Our result reads as follows.

**Theorem 2** (General Hardy–Poincaré inequality). Let $1 < q \leq 2$ if $N = 2$ and $1 < q < N$ if $N \geq 3$. Assume $h : [0, \infty) \to [0, \infty)$ is such that

$$H_1 := \|h\|_{L^1(\mathbb{R}^N)} < \infty, \tag{4}$$

and let $\eta$ be a median of the measure $h(r)r^{N-1} \, dr$, $w_1(x) = h(|x|)$, and $w_2(x) = |x|^q h(|x|)$. Then inequality (HP) holds if and only if $H_2(\eta) < \infty$. Moreover, the optimal constant $C_{HP}$ satisfies

$$\frac{(2^{\frac{q}{q-1}} - 1)^q}{2^{q-1}} \cdot H_2(\eta) \leq C_{HP} \leq \frac{(2q)^q}{(q-1)^{q-1}} \cdot H_2(\eta). \tag{5}$$

Let us concentrate on inequalities of Hardy type (H). It is known that such inequalities can be proven with weights depending on solutions to elliptic PDE, see [9, 26, 27, 28, 44, 61, 62]. The principal idea is to re-interpret certain versions of Caccioppoli estimate for a solution as Hardy inequalities for test functions. In our result weights $w_1, w_2$ in (H) are determined by the means of the gradient and the $\theta$-Laplacian of a sub- or super-$\theta$-harmonic function. Let us define the operator

$$\Delta_\theta g = \text{div}(|\nabla g|^{\theta-2} \nabla g) \quad \text{for} \quad \theta > 1. \tag{6}$$

Note that for $\theta = 2$, we have $\Delta_2 g = \Delta g$.

**Theorem 3** (General Hardy inequality). Suppose $1 < q, \theta < \infty$, $g \in W^{1,1}_{loc}(\mathbb{R}^N)$ is positive and such that $\Delta_\theta g \in L^1_{loc}(\mathbb{R}^N)$ has constant sign. Then for every compactly supported $\varphi \in W^{1,\infty}(\mathbb{R}^N)$ inequality (H) holds with $w_1(x) = |\Delta_\theta g|$, $w_2(x) = |\nabla g|^{q(q-1)}|\Delta_\theta g|^{1-q}$, and $C_H = q^q$.

The above theorem has surprisingly strong consequences as for how easy is its proof. See [27, Theorem 2.5] and [61, Theorem 3.1] for our inspiration. The precision of the reasoning is illustrated by in Section 3.2 with a family of inequalities, where the constant is proven to be optimal.
As an application of Theorem 2 we study the asymptotic behaviour of solutions to doubly nonlinear equation (1). Equations as (1) have been investigated since the 70’s due to their intrinsic mathematical difficulties and the wide range of applications, for instance in glaciology and non-Newtonian fluids [7, 48, 53]. For more details on cornerstones of the field we refer to [51, 65] and also the monographs [64, 63, 68]. Special cases of equation (1) are the heat equation \((p = 2, m = 1)\), the porous medium equation \((p = 2, m > 1)\), and the fast diffusion equation \((p = 2, m < 1)\). In the case \(m = 1, (1)\) involves the already classical \(p\)-Laplace operator \(\Delta_p u = \text{div}(|\nabla u|^{p-2} \nabla u)\). What is more, then evolution equation (1) requires different methods for \(1 < p < 2\) and \(2 < p\) being called singular and degenerate, respectively. Studies on solutions to equations like (1) attract deep attention of various groups developing their theory from different points of view [2, 4, 14, 39, 40, 41, 49, 54, 60, 67]. The issue of convergence of solutions to a self-similar profile to nonlinear diffusion equations has been studied e.g. in [12, 20, 33, 29, 63] and in the doubly nonlinear evolution equation in [1, 4].

We are interested in (1) with nonnegative initial datum with \(u_0 \in L^1(\mathbb{R}^N)\). Our result is proven for \(p > 1, m > 0\), and

\[
\frac{N - p}{p} < m(p - 1) < \frac{N - p + 1}{N},
\]

which fits in the fast diffusion range where the mass of the solution is conserved along time. Under such regime infinite speed of propagation holds, i.e., if \(u_0 \geq 0\) then \(u(t) > 0\) for all times \(t > 0\). Within (7) the asymptotic behaviour of a solution is controlled by a self-similar one called the Barenblatt solution

\[
B_D(t, x) = R(t)^{-N} \mathcal{B}_D(x/R(t)) ,
\]

where

\[
R(t) := (1 + \theta t)^{\frac{1}{\beta}} \quad \text{and} \quad \mathcal{B}_D(x) = \left(D + \frac{1 - m(p - 1)}{mp} |x|^{\frac{m - 1}{m-1}} \right) ,
\]

with \(\theta = p - N[1 - m(p - 1)] > 0\). The parameter \(D\) depends on the mass of \(\mathcal{B}_D\). In particular, it is known that solutions to (1), within the range (7) converge to \(B_D\) in the \(L^1(\mathbb{R}^N)\)-topology as \(t \to \infty\). Here, we provide an effective alternative way for one important step of the proof of [4, Theorem 1.1] and supply it with an estimate on a rate of convergence.

**Theorem 4.** Let \(N \geq 3, m > 0, p > 1\) as in (7) and let nonnegative \(u_0 \in L^1(\mathbb{R}^N)\) be such that

\[
\mathcal{B}_{D_0}(y) \leq u_0(y) \leq \mathcal{B}_{D_1}(y) ,
\]

for some \(D_0, D_1 > 0\). Let \(D_0, D_1 > 0\) be such that \(\int_{\mathbb{R}^N} u_0 \, dx = \int_{\mathbb{R}^N} B_{D_0}(0, x) \, dx\). Then there exist nonnegative constants \(C\) and \(\lambda\), and a time \(t_0\) such that, for any solution to (1) with initial datum \(u_0\), the following holds

\[
||u(t) - B_{D_1}(t)||_{L^1(\mathbb{R}^d)} \leq C (t^{-\lambda/2}) , \quad \forall t \geq t_0 .
\]

In [4] the authors apply the entropy method, where a Hardy–Poincaré inequality (HP) is used to compare the linear entropy with a linearised version of it. In order to prove such an inequality they invoke the Persson’s Theorem as it was done in [11], which one may avoid
entirely. Our main contribution is to prove the needed Hardy–Poincaré inequality by the constructive method of Theorem 2.

Our last result is motivated by study of the asymptotic behaviour of the fast diffusion range of the evolution p-Laplace equation, i.e. equation (1) with \( m = 1 \) and \( 1 < p < 2 \). Only few results are available in this range, see [3, 18]. Therefore, in a forthcoming paper, we will give a more detailed analysis for a natural class of initial data. In this work we provide the relevant Hardy–Poincaré inequality for this range of parameters. For the proof see Section 3.3.

**Corollary 1.1.** Let \( 1 < p < 2 \), \( N > 2 \), \( N > \frac{p}{(2-p)(p-1)} \). Then for all compactly supported \( \varphi \in W^{1,\infty}(\mathbb{R}^N) \) it holds that

\[
\int_{\mathbb{R}^N} |\varphi|^2|x|^{\frac{p}{p-1}}\left(1 + |x|^{\frac{p}{p-1}}\right)^{-\frac{p-1}{2}} \, dx \leq C_H \int_{\mathbb{R}^N} |\nabla \varphi|^2|x|^{\frac{2-p}{p-1}}\left(1 + |x|^{\frac{p}{p-1}}\right)^{-\frac{p-1}{2}} \, dx
\]

with a positive finite constant \( C_H \). If we additionally assume that \( N \leq 7 \) OR \( p \notin (p_-, p_+) \) for

\[
p_- = \frac{3}{2} - \frac{1}{2} \sqrt{\frac{N-7}{N+1}} \quad \text{and} \quad p_+ = \frac{3}{2} + \frac{1}{2} \sqrt{\frac{N-7}{N+1}},
\]

then the constant \( C_H \) is optimal and reads

\[
C_H = 4\left(N - \frac{p}{(2-p)(p-1)}\right)^{-2}.
\]

The range \( N < \frac{p}{(2-p)(p-1)} \) is not considered in the above result since the left-hand-side weight becomes integrable, so different techniques are needed in order to obtain an inequality, see Theorem 2. From the point of view of asymptotics, in this last range the difference of two Barenblatt profiles is integrable, while in the range considered in the above corollary is not. The case \( N = \frac{p}{(2-p)(p-1)} \) happens only if \( N \geq 6 \) and for \( p = \frac{3}{2} - \frac{1}{2N} + \frac{\sqrt{N^2-6N+1}}{2N} \). These two last exponents play the same role played by \( m_* = (N-4)/(N-2) \) in the better understood case of the fast diffusion equation (eq. (1) with \( p = 2 \), \( 0 < m < 1 \)), where particularly sophisticated techniques were needed to deal with this strange exponent, see [12, 16].

**Organization of the paper.** Section 2 concerns proofs of inequalities (P), (HP), and (H). In Section 3.1 we show examples of (HP) and in Section 3.2 of (H); here Corollary 1.1 is proven. The proof of Theorem 4 is presented in Section 4.

### 2. Functional inequalities

**2.1. Poincaré inequality on \( \mathbb{R} \). Proof of Theorem 1.** We will employ the classical result of Muckenhoupt.

**Lemma 2.1** (Muckenhoupt’s inequality, Theorem 1, [58]). Let \( 1 < q < \infty \), \( 0 \leq w_1, w_2 \) such that \( w_1 \in L^1_{loc}((0, \infty)) \). There exists \( 0 < C_M < \infty \) for which

\[
\int_0^\infty |f - f(0)|^qw_1(r) \, dr \leq C_M \int_0^\infty |f'|^qw_2(r) \, dr
\]
is true for every compactly supported \( f \in W^{1, \infty}([0, \infty)) \) if and only if

\[
H_M := \sup_{\rho > 0} \left( \int_\rho^\infty w_1(r) \, dr \right) \left( \int_0^\rho (w_2(r))^{-\frac{1}{q}} \, dr \right)^{q-1} < \infty
\]

Moreover, the optimal constant \( C_M \) satisfies \( H_M \leq C_M \leq q^q(q - 1)^{1-q} H_M \).

We are in a position to prove Poincaré inequality (P) on the real line.

**Proof of Theorem 1.** We assume first that \( B^+ \) and \( B^- \) are both finite. For any \( m \) we have that

\[
\int_{-\infty}^{\infty} |f - (f)_{w_1}|^q w_1(s) \, ds \leq 2^q \int_{-\infty}^{\infty} |f - f(m)|^q w_1(s) \, ds
\]

\[
= 2^q \int_{-\infty}^{m} |f - f(m)|^q w_1(s) \, ds + 2^q \int_{m}^{\infty} |f - f(m)|^q w_1(s) \, ds
\]

\[
=: 2^q(L_1(m) + L_2(m)).
\]

Let us define

\[
J_1(m) := \int_{-\infty}^{m} |f'|^q w_2(s) \, ds \quad \text{and} \quad J_2(m) := \int_{m}^{\infty} |f'|^q w_2(s) \, ds,
\]

and let us call \( A_m^- \) (\( A_m^+ \) resp.) the optimal constant of the inequality \( L_1(m) \leq A_m^- J_1(m) \) (of inequality \( L_2(m) \leq A_m^+ J_2(m) \) resp.). In particular, if we consider \( m = \eta \), we obtain that

\[
B^- \leq A^- \leq q(q')^{q-1} B^- \quad \text{and} \quad B^+ \leq A^+ \leq q(q')^{q-1} B^+.
\]

as a consequence of a change of variables and Lemma 2.1. By summing up the previous inequalities, we find that

\[
\int_{-\infty}^{\infty} |f - (f)_{w_1}|^q w_1(s) \, ds \leq 2^q(L_1(m) + L_2(m))
\]

\[
\leq 2^q \max\{A^+_\eta, A^-\eta\}(J_1(m) + J_2(m))
\]

\[
\leq 2^q q(q')^{q-1} \max\{B^+_\eta, B^-\eta\} \int_{\mathbb{R}} |f'|^q w_2(s) \, ds,
\]

which proves inequality (P) with the wanted upper bound on the constant \( C_P \).

Assume now that inequality (P) holds with a finite constant \( C_P > 0 \). Let us first restrict our attention to the case when \( B^+ B^- < \infty \) (so that, by the optimality of \( A^+ \) and \( A^- \), \( \infty > A^+ \geq B^+ \) and \( \infty > A^- \geq B^- \)) and will to prove the lower bound on the constant \( C_P \). Without any loss of generality we can assume that \( \|w_1\|_{L^1(\mathbb{R})} = 1 \). Let us recall that \( A^+ \) is the optimal constant for inequality \( L_2(\eta) \leq A^+_\eta J_2(\eta) \). By optimality, for any \( \epsilon > 0 \) there exists a function \( f_\epsilon \) and such
that

\[ (12) \quad \int_{\eta}^{\infty} \left( \int_{\eta}^{s} f_{\varepsilon}(t) dt \right)^{q} w_{1}(s) ds \geq \left( A_{\eta}^{+} - \varepsilon \right) \int_{\eta}^{\infty} \left| f_{\varepsilon}(s) \right|^{q} w_{2}(s) ds. \]

Note that, without loss of generality, we can assume that \( f_{\varepsilon} \geq 0 \). Let us define \( F_{\varepsilon}(x) = 0 \) if \( x \leq \eta \) and \( F_{\varepsilon}(x) = \int_{x}^{\infty} f_{\varepsilon}(t) dt \) if \( x \geq \eta \). Therefore, by the property of the median, we have \( w_{1}\{F_{\varepsilon} > 0\} \leq 1/2 \). Then, by Hölder inequality, we obtain

\[ \int_{\mathbb{R}} F_{\varepsilon}(t) w_{1}(t) dt \leq \left( \int_{\mathbb{R}} \left| F_{\varepsilon}(t) \right|^{q} w_{1}(t) dt \right)^{\frac{1}{q}} \leq 2^{\frac{q-1}{q}} \left( \int_{\mathbb{R}} \left| F_{\varepsilon}(t) \right| w_{1}(t) dt \right)^{\frac{1}{q}}. \]

Then, by using the above inequality with the triangle inequality and inequality (12), we find

\[ \int_{\mathbb{R}} \left| F_{\varepsilon}(t) - (F_{\varepsilon})_{w_{1}} \right|^{q} w_{1}(t) dt \geq \left( \int_{\mathbb{R}} \left| F_{\varepsilon}(t) \right|^{q} w_{1}(t) dt \right)^{\frac{1}{q}} \left( (F_{\varepsilon})_{w_{1}} \right)^{\frac{q}{q}} \]

\[ \geq \frac{2^{\frac{q-1}{q}}}{2^{q-1}} \int_{\mathbb{R}} \left| F_{\varepsilon}(t) \right|^{q} w_{1}(t) dt \]

\[ \geq \frac{2^{\frac{q-1}{q}}}{2^{q-1}} \left( A_{\eta}^{+} - \varepsilon \right) \int_{\eta}^{\infty} \left| f_{\varepsilon}(s) \right|^{q} w_{2}(s) ds \]

\[ \geq \frac{2^{\frac{q-1}{q}}}{2^{q-1}} \left( B_{\eta}^{+} - \varepsilon \right) \int_{\eta}^{\infty} \left| f_{\varepsilon}(s) \right|^{q} w_{2}(s) ds \]

\[ \geq \frac{2^{\frac{q-1}{q}}}{2^{q-1}} \frac{B_{\eta}^{+} - \varepsilon}{C_{p}} \int_{\mathbb{R}} \left| F_{\varepsilon}(t) - (F_{\varepsilon})_{w_{1}} \right|^{q} w_{1}(t) dt, \]

where we used that \( A_{\eta}^{+} \) is the optimal constant and inequality (P). This proves that

\[ C_{p} \geq \frac{2^{\frac{q-1}{q}}}{2^{q-1}} \left( B_{\eta}^{+} - \varepsilon \right) \]

for any \( \varepsilon > 0 \). The same construction can be used for the case of \( \eta \). It remains to prove that if inequality (P) holds for a finite \( C_{p} > 0 \) then \( B_{\eta}^{+}, \eta < \infty \). To justify this one may argue by contradiction using the same lines as above. \( \square \)

When we apply Theorem 1 for \( w_{1}(r) = r^{N-1} h(r) \mathbb{I}_{[0, \infty)}(r) \) and \( w_{2}(r) = r^{N-1+q} h(r) \mathbb{I}_{[0, \infty)}(r) \), and denote \( (f)_{w_{1}} \), we get the following consequence.

**Corollary 2.1.** Suppose \( 1 < q < \infty \) and \( 0 \leq h \in L_{1,oc}^{1}([0, \infty)) \) is such that and there exists \( m > 0 \) for which \( H_{2}(m) \) given by (3) is finite. There exists \( 0 < C < \infty \) such that

\[ (13) \quad \int_{0}^{\infty} \left| f - (f)_{w_{1}} \right|^{q} r^{N-1} h(r) dr \leq C \int_{0}^{\infty} \left| f' \right|^{q} r^{N-1+q} h(r) dr \]

holds for every compactly supported \( f \in W^{1,\infty}([0, \infty)). \) Moreover, \( C \leq 2^{q} q(q')^{q-1} H_{2}(m). \)
2.2. Hardy–Poincaré inequality on $\mathbb{R}^N$. We prove the inequality with radial weights as an application of the Poincaré inequality (P). For this we introduce the standard change of variables from Cartesian to spherical coordinates, that is

$$r = |x| \quad \text{and} \quad \vartheta = x/|x|. $$

In these coordinates, the gradient can be written as $(\partial_r, \frac{1}{r} \nabla_{\vartheta})$ where $\partial_r = \frac{\partial}{\partial r}$ is the partial derivative with respect to the radial variable $r$ and $\nabla_{\vartheta}$ is the derivative with respect to the angular variables. Then

$$|\partial_r f(r, \vartheta)|^2 + \frac{1}{r^2} |\nabla_{\vartheta} f(r, \vartheta)|^2 = |\nabla f(x)|^2. \tag{14}$$

By $S^{N-1} \subset \mathbb{R}^N$ we denote the unit sphere and parametrize it with the variable $\vartheta$. Moreover, for every compactly supported function $f \in W^{1,\infty}(\mathbb{R}^N)$ we denote the directional average as

$$\bar{f}(\vartheta) := \frac{|S^{N-1}|}{H_1} \int_0^\infty f(r, \vartheta) r^{N-1} h(r) \, dr. \tag{15}$$

Recall that the global average with respect to $h$ is given by

$$\bar{f} = \frac{1}{|S^{N-1}|} \int_{S^{N-1}} \bar{f}(\vartheta) \, d\vartheta = \frac{1}{H_1} \int_{\mathbb{R}^N} f(x) h(|x|) \, dx. \tag{16}$$

We recall the Poincaré inequality on the sphere.

**Lemma 2.2** (Spherical Poincaré inequality). Let $1 \leq q < N$ if $N \geq 3$, and $1 \leq q \leq 2$ when $N = 2$. Then there exists $C_{\text{sph}} > 0$ such that

$$\int_{S^{N-1}} |\bar{f}(\vartheta)|^q \, d\vartheta \leq C_{\text{sph}} \int_{S^{N-1}} |\nabla_{\vartheta} \bar{f}(\vartheta)|^q \, d\vartheta \tag{17}$$

for every $f \in W^{1,q}(S^{N-1})$. 

In the case $N \geq 3$, inequality (17) is a direct consequence of [46, Theorem 2.10] formulated for a smooth and compact Riemannian manifold. In the case $q = 2$ and $N = 2$, it follows from a decomposition in spherical harmonics which then coincides with the Fourier basis, see [5]. To our best knowledge its optimal value of the constant from (17) is known only in the case of $q = 2$, when $C_{\text{sph}} = \frac{1}{N+1}$, see [23, Chapter 4, Proposition 1].

The following result would be instrumental in the proof of Theorem 2.

**Proposition 2.1.** Suppose assumptions of Theorem 2 are satisfied. If for every compactly supported function $f \in W^{1,\infty}(\mathbb{R}^N)$ the following inequality holds

$$\int_0^\infty \int_{S^{N-1}} |f(r, \vartheta) - \bar{f}(\vartheta)|^q r^{N-1} h(r) \, d\vartheta \, dr \leq C_1 \int_0^\infty \int_{S^{N-1}} |\partial_r f(r, \vartheta)|^q r^{N-1+q} h(r) \, d\vartheta \, dr, \tag{18}$$

then there exist $C_{\text{HP}} > 0$, such that for the same $f$ one has (HP) with $w_1(x) = h(|x|)$, $w_2(x) = |x|^q h(|x|)$, and a positive constant $C_{\text{HP}} \leq 2^{q-1} \max\{C_1, H_1^q C_{\text{sph}} |S^{N-1}|^{-q}\}$. 


Proof. By (16) and Jensen’s inequality it holds
\[
\int_{\mathbb{R}^N} |f(x) - \bar{f}|^q h(|x|) \, dx = \int_0^\infty \int_{S^{N-1}} |f(r, \theta) - \bar{f}|^q r^{N-1} h(r) \, d\theta \, dr \\
\leq 2^{q-1} \int_0^\infty \int_{S^{N-1}} |f(r, \theta) - \bar{f}(\theta)|^q r^{N-1} h(r) \, d\theta \, dr \\
+ 2^{q-1} \int_0^\infty \int_{S^{N-1}} |\bar{f}(\theta) - \bar{f}|^q r^{N-1} h(r) \, d\theta \, dr =: I_1 + I_2.
\]

Since the first term on the right-hand side above can be estimated due to (18) and then by properties of the gradient (14), we get
\[
I_1 \leq 2^{q-1} C_1 \int_0^\infty \int_{S^{N-1}} |\partial_s f(r, \theta)|^q r^{N-1+q} h(r) \, d\theta \, dr \leq 2^{q-1} C_1 \int_{\mathbb{R}^N} |\nabla f(x)|^q |x|^q h(|x|) \, dx.
\]

As for the second one we use (4) to obtain
\[
I_2 = 2^{q-1} \frac{H_1}{|S^{N-1}|} \int_0^\infty |\bar{f}(\theta) - \bar{f}|^q \, d\theta
\]
and we apply the spherical Poincaré inequality (Lemma 2.2) to get
\[
I_2 = 2^{q-1} \frac{H_1}{|S^{N-1}|} \int_{S^{N-1}} |\bar{f}(\theta) - \bar{f}|^q \, d\theta \leq 2^{q-1} \frac{H_1}{|S^{N-1}|} C_{sph} \int_{S^{N-1}} |\nabla \theta \bar{f}(\theta)|^q \, d\theta =: J.
\]

As \(r^{N-1} h(r)/|S^{N-1}| \, dr\) is a probability measure by Jensen’s inequality we have that
\[
J = 2^{q-1} \frac{H_1}{|S^{N-1}|} C_{sph} \int_{S^{N-1}} \left( |\nabla \theta f(r, \theta)|^q \right) \, d\theta \\
\leq 2^{q-1} \left( \frac{H_1}{|S^{N-1}|} \right)^{q+1} C_{sph} \int_{S^{N-1}} \int_0^\infty \left( \nabla \theta f(r, \theta) r^{N-1} h(r) \right)^q \, d\theta \, dr \\
\leq 2^{q-1} \left( \frac{H_1}{|S^{N-1}|} \right)^q C_{sph} \int_{S^{N-1}} \int_0^\infty \left( \nabla \theta f(r, \theta) \right)^q r^{N-1} h(r) \, d\theta \, dr =: K.
\]

Due to (14) we have \(r^{-q} |\nabla \theta f(r, \theta)|^q \leq |\nabla f(x)|^q\) and we infer that
\[
K \leq 2^{q-1} \left( \frac{H_1}{|S^{N-1}|} \right)^q C_{sph} \int_{\mathbb{R}^N} |\nabla f(x)|^q |x|^q h(|x|) \, dx.
\]

By summing up the previous computations we have the claim. \(\square\)

We are in the position to prove the Hardy–Poincaré inequality.

**Proof of Theorem 2.** By Corollary 2.1 with
\[
(f) = \frac{|S^{N-1}|}{H_1} \int_0^\infty f(r) r^{N-1} h(r) \, dr,
\]
and $H_1$ from (4), we have the following inequality
\[
\int_0^\infty |f - (f)|^q r^{N-1}h(r) \, dr \leq 2^q C_N \int_0^\infty |f'|^q r^{N-1+q}h(r) \, dr
\]
for all compactly supported $f \in W^{1,\infty}([0, \infty))$. Hence, also the following radial inequality follows
\[
\int_0^\infty |f(r, \theta) - \bar{f}(\theta)|^q r^{N-1}h(r) \, dr \leq C_1 \int_0^\infty |\partial r f(r, \theta)|^q r^{N-1+q}h(r) \, dr \quad \text{for a.e. } \theta \in S^{N-1}
\]
with $C_1 = 2^q C_N$. The above inequality implies (18), which by Proposition 2.1 completes the proof of (HP) with $w_1(x) = h(|x|)$ and $w_2(x) = |x|^q h(|x|)$. Bounds on the constant result from the estimates on $c_p$ provided in Theorem 1. \hfill \Box

2.3. Hardy inequality on $\mathbb{R}^N$. Proof of Theorem 3.

Proof of Theorem 3. Let us observe that integration by parts and the Cauchy-Schwartz inequality imply
\[
\int_{\mathbb{R}^N} |\varphi|^q |\Delta g| \, dx \leq q \int_{\mathbb{R}^N} |\varphi|^{q-1} |\nabla \varphi| |\nabla g|^{\theta-1} \, dx =: I.
\]
By the Hölder inequality, we have
\[
I = q \int_{\mathbb{R}^N} \left( |\varphi|^{q-1} |\Delta g| \right)^{\frac{q-1}{q}} \left( |\nabla \varphi| |\nabla g|^{\theta-1} \right)^{\frac{\theta-1}{\theta}} \, dx
\leq q \left( \int_{\mathbb{R}^N} |\varphi|^q |\Delta g| \, dx \right)^{(q-1)/q} \left( \int_{\mathbb{R}^N} |\nabla \varphi|^q |\nabla g|^{q(\theta-1)} \, dx \right)^{1/q}.
\]
Summing up the above remarks, we get
\[
\left( \int_{\mathbb{R}^N} |\varphi|^q |\Delta g| \, dx \right)^{1/q} \leq q \left( \int_{\mathbb{R}^N} |\nabla \varphi|^q |\nabla g|^{q(\theta-1)} \, dx \right)^{1/q}.
\]
\hfill \Box

3. Examples

3.1. Hardy–Poincaré inequalities. As a consequence of Theorem 2, we get the following version of weighted Hardy–Poincaré inequality on $\mathbb{R}^N$.

Example 3.1. Let $1 < q \leq 2$ if $N = 2$ and $1 < q < N$ if $N \geq 3$. Assume $\alpha < 0 < \beta$, $N + \gamma + \alpha \beta < 0$, $N + \gamma + \alpha \beta < 0$. Then there exists a finite constant $C = C(N, \alpha, \beta, \gamma, q) > 0$, such that for every compactly supported $\varphi \in W^{1,\infty}(\mathbb{R}^N)$ the following inequality holds true
\[
(19) \quad \int_{\mathbb{R}^N} |\varphi - \bar{\varphi}|^q |x|^\gamma (1 + |x|^\beta)^\alpha \, dx \leq C \int_{\mathbb{R}^N} |\nabla \varphi|^q |x|^\gamma (1 + |x|^\beta)^\alpha \, dx,
\]
where $\bar{\varphi}$ is an average of $\varphi$ with respect to $|x|^\gamma (1 + |x|^\beta)^\alpha \, dx$. 

Proof. Note that for
\begin{equation}
(20) \quad h(|x|) = |x|^\gamma (1 + |x|^\beta)^\alpha.
\end{equation}
it holds that $H_1 < \infty$ since $N + \gamma > 0$ and $N + \gamma + \alpha \beta < 0$. We will show that $H_2(m) < \infty$ for any $m > 0$. We notice that
\[ H_2(m) = \max\{A[m], B[m]\}, \]
where
\begin{align*}
A[m] &:= \sup_{t > m} \left( \int_t^\infty r^{N-1+\gamma}(1+r^\beta)^\alpha \, dr \left[ \int_m^t \left( r^{N-1+\gamma+q}(1+r^\beta)^\alpha \right)^{\frac{1}{\gamma}} \, dr \right]^{q-1} \right) \\
B[m] &:= \sup_{t \in (0,m)} \left( \int_0^t r^{N-1+\gamma}(1+r^\beta)^\alpha \, dr \left[ \int_t^m \left( r^{N-1+\gamma+q}(1+r^\beta)^\alpha \right)^{\frac{1}{\gamma}} \, dr \right]^{q-1} \right).
\end{align*}
Since $A_1(t) \leq c(N, \alpha, \beta, \gamma, q)t^{N+\gamma+\alpha \beta}$ and $A_2(t) \leq c(N, \alpha, \beta, \gamma, q)(m^{-(N+\gamma+\alpha \beta)} + m^{-(N+\gamma)})$, we have $A[m] < \infty$. On the other hand
\[ B[m] \leq \sup_{t < m} \left( |t^{N+\gamma}(1+m^\beta)^{-\frac{\alpha}{\gamma}}(t^{-\frac{N+\gamma}{\gamma}})^{q-1} \right) \leq c(\alpha, \beta, \gamma, q, m) \]
being finite under the assumed regime. In turn $H_2 = \max\{A[m], B[m]\} < \infty$ for any (fixed) $m > 0$. Therefore, we can apply Theorem 2 to deduce (19) with a constant depending additionally on $m$. If one chooses $m$ to be a median of $r^{N-1+\gamma}(1+r^\beta)^\alpha \, dr$, the constant can be estimated by Theorem 3. Median $\eta$ is estimated in Remark 3.1.

Remark 3.1. One can estimate a median $\eta$ of the weight of Example 3.1, namely $|x|^\gamma (1 + |x|^\beta)^\alpha \, dx$, as follows
\[ \left( \frac{\eta^{N+\gamma}}{2^{\alpha+1}|N+\gamma+\alpha \beta|} \right)^{\frac{\gamma}{\alpha} + 1} \leq \eta \leq 2^{\frac{\eta^{N+\gamma}}{2^{\alpha+1}|N+\gamma+\alpha \beta|}}. \]
For this it is enough to observe that
\[ H_1 \geq \int_1^\infty r^{N-1+\gamma}(1+r^\beta)^\alpha \, dr \geq \int_1^\infty r^{N-1+\gamma+\alpha \beta} \, dr = \frac{2^\alpha}{|N+\gamma+\alpha \beta|}, \]
\[ H_1/2 = \int_\eta^\infty r^{N-1+\gamma}(1+r^\beta)^\alpha \, dr \leq \int_\eta^\infty r^{N-1+\gamma+\alpha \beta} \, dr = \frac{\eta^{N+\gamma+\alpha \beta}}{|N+\gamma+\alpha \beta|}, \]
and
\[ H_1/2 = \int_0^\eta r^{N-1+\gamma}(1+r^\beta)^\alpha \, dr \leq \int_0^\eta r^{N-1+\gamma} \, dr = \frac{\eta^{N+\gamma}}{|N+\gamma|}. \]

Remark 3.2. We are particularly interested in the special case of Example 3.1 with the choice
\[ \gamma = 0, \quad \beta = \frac{p}{p-1}, \quad \text{and} \quad \alpha = -\frac{1}{2-p}, \]
for $1 < p < 2$, which find application in asymptotics of fast diffusion equation, see Section 4.
3.2. Hardy inequalities. As a consequence of Theorem 3 we get the following family of Hardy-type inequalities on $\mathbb{R}^N$. We also refer to [47, 11] where the optimal constant of some of the inequalities in the following family were already computed.

**Example 3.2.** Let $q > 1$, $\alpha, \beta, \gamma \in \mathbb{R}$, $\alpha < 0 < \beta$, $\gamma + N > 0$, $|\alpha \beta + \gamma + 2| \geq |\gamma + 2|$, (21) $\text{sgn}(\alpha \beta + \gamma + 2) = \text{sgn}(\gamma + 2)$, and $\alpha \beta + \gamma + N > 0$.

Then for all compactly supported $\varphi \in W^{1, \infty}(\mathbb{R}^N)$ it holds that

$$
\int_{\mathbb{R}^N} |\varphi|^q ||\nabla \varphi|^q (1 + |\varphi|)^q \, dx \leq C_H \int_{\mathbb{R}^N} |\nabla \varphi|^q |\nabla \varphi|^q (1 + |\varphi|)^q \, dx
$$

with a positive, finite constant $C_H$. If we additionally assume that

$$
\alpha \beta + 2(\gamma + 1) + N \leq 0,
$$

then the constant $C_H$ is optimal and reads

$$
C_H = \left( \frac{q}{\alpha \beta + \gamma + N} \right)^q.
$$

**Proof.** We will apply Theorem 3 with $\theta = 2$. For $g(x) = |x|^\gamma (1 + |x|)^\alpha$, it holds

$$
|\Delta g(x)| = |x|^\gamma (1 + |x|)^\alpha \left[ |x|^\alpha \left( (\alpha \beta + \gamma + 2)(\alpha \beta + \gamma + N) \right) + (\gamma + 2)(\gamma + N) \right] (1 + |x|) - |x|^\beta \alpha \beta (\alpha - 1),
$$

$$
|\nabla g(x)|^q |\Delta g(x)|^{1-q} = |x|^\gamma (1 + |x|)^\alpha (1 + |x|^\beta)^{1-q} |x|^\beta (\alpha \beta + \gamma + 2) + \gamma + 2 |^q.
$$

Note that $|\Delta g| \in L^1_{loc}(\mathbb{R}^N)$ since $\gamma + N > 0$. Furthermore, then $c_1 g(|x|) \leq |\Delta g(x)|$ for

$$
c_1 = \inf_{|x| \geq 0} \frac{|x|^\alpha \left( (\alpha \beta + \gamma + 2)(\alpha \beta + \gamma + N) \right) + (\gamma + 2)(\gamma + N) \right] (1 + |x|) - |x|^\beta \alpha \beta (\alpha - 1)}{|(x|^\beta + 1)^2}.
$$

$$
= \inf_{s \geq 0} \frac{s^2 (\gamma + 2)(\gamma + N) + s(\gamma + 2)(\gamma + N) + (\gamma + 2)(\gamma + N) - \alpha \beta (\alpha - 1) + (\gamma + 2)(N + \gamma)}{(s + 1)^2}
$$

$$
= \inf_{s \geq 0} \mathcal{C}_1(s),
$$

where $\eta = \alpha \beta + \gamma$. Notice that under (21) we have $(\eta + 2)(\eta + N) < 0$, $(\gamma + 2)(\gamma + N) < 0$ and $\alpha \beta (\alpha - 1) > 0$. So the numerator of $\mathcal{C}_1(s)$ is separated from 0 and $c_1$ is well defined. Under additional assumption

$$
\alpha \beta + 2(\gamma + 1) + N \leq 0
$$

we have

$$
c_1 = \mathcal{C}_1(\infty) = (-\alpha \beta - \gamma - 2)(\alpha \beta + \gamma + N).
$$

Indeed, let us consider

$$
\xi(s) = \log(\mathcal{C}_1(s))
$$
and denote the numerator of \( \mathcal{C}_1(s) \) by
\[
P(s) = s^2((-\eta - 2)(\eta + N) + s((-\eta - 2)(\eta + N) + (\gamma - 2)(\gamma + N) + \alpha \beta (\alpha - 1)) + (-\gamma - 2)(N + \gamma) := as^2 + bs + c
\]
\[
\frac{\xi'(s)}{P(s)} = \frac{2as + b}{s + 1} = \frac{s(2a - b) + (b - 2a)}{P(s)(s + 1)}.
\]
We observe that
\[
2a - b = (-\eta - 2)(\eta + N) - (\gamma - 2)(\gamma + N) - \alpha \beta (\alpha - 1)
\]
\[
\leq (-\eta - 2)(\eta + N) - (\gamma - 2)(\gamma + N) \leq 0,
\]
where last inequality is equivalent to \( \alpha \beta + 2(\gamma + 1) + N \leq 0 \). Therefore \( \xi' \) is decreasing, so \( \xi \) and further \( \mathcal{C}_1 \) attain minimum at 0 or at \( \infty \). But
\[
c_1 = \min\{\mathcal{C}_1(0), \mathcal{C}_1(\infty)\} = \min\{\gamma + 2|\gamma + N|, |\eta + 2|\eta + N\} = (-\eta - 2)(\eta + N).
\]
On the other hand \( |\nabla g(x)|^q |\Delta g(x)|^1-q \leq c_2 h(|x|)|x|^q \) for
\[
c_2 = \sup_{|x| \geq 0} \frac{|\nabla g(x)|^q |\Delta g(x)|^1-q}{h(|x|)|x|^q} = \sup_{|x| \geq 0} \left( \frac{|\nabla g(x)|}{h(|x|)|x|} \right)^q \mathcal{C}_1(|x|)^1-q
\]
Consider
\[
f(s) = \frac{s(-\eta - 2)(\gamma - 2)}{1+s}
\]
and
\[
(\log f)'(s) = \frac{-\eta - 2}{s(-\eta - 2)(\gamma - 2) - 1} + \frac{(\eta + 2)(\gamma + N)}{(s + 1)(s(-\eta - 2)(\gamma - 2))} \geq 0
\]
Therefore \( f(s) \) is increasing and under our assumption it holds \( \inf_{s \geq 0} \mathcal{C}_1(s) = \mathcal{C}_1(\infty) \)
\[
c_2 = \sup_{s \geq 0} f(s)^q \mathcal{C}_1(s)^1-q = f(\infty)^q \mathcal{C}_1(\infty)^1-q = |\alpha \beta + \gamma + 2| |\alpha \beta + \gamma + N|^{1-q}
\]
and by Theorem 3 we have \( C_H \leq q^q c_1^q \). To motivate optimality of \( C_H \) in the special case we compare it with the optimal constant in the classical Hardy inequality. Recall that we are in the regime when \( c_1 = \mathcal{C}_1(\infty) \) and, consequently, \( C_H = q^q (\alpha \beta + \gamma + N)^{-q} \). Let us consider the family of rescaled functions \( \varphi_s(x) = \varphi(sx) \in C^\infty_c(\mathbb{R}^N) \) with \( s > 0 \). We multiply both sides of (11) by \( t^{\alpha \beta + \gamma} \) and rearrange them to get
\[
(24) \quad \int_{\mathbb{R}^N} |\varphi_s(x)|^q |tx|^\gamma(t^\beta + |tx|^\beta)^a \, dx \leq C_H \int_{\mathbb{R}^N} |\nabla \varphi_s(x)|^q |tx|^\gamma+q(t^\beta + |tx|^\beta)^a \, dx.
\]
After the change of variables \( y = xt \) we obtain
\[
\int_{\mathbb{R}^N} |\varphi(y)|^q |y|^\gamma(t^\beta + |y|^\beta)^a \, dy \leq C_H \int_{\mathbb{R}^N} |\nabla \varphi(y)|^q |y|^\gamma+q(t^\beta + |y|^\beta)^a \, dy.
\]
Using the Lebesgue Monotone Convergence Theorem, we let \( t \downarrow 0 \) and get
\[
(25) \quad \int_{\mathbb{R}^N} |\varphi(y)|^q |y|^\alpha \beta \, dy \leq C_H \int_{\mathbb{R}^N} |\nabla \varphi(y)|^q |y|^\alpha \beta + \gamma+q \, dy,
\]
with classical Hardy inequality with power weights where the optimal constant is \(q^q(\alpha\beta + \gamma + N)^{-q}\). Therefore, \(C_H\) cannot be improved.

By the same arguments as in the proof of Example 3.2 one can show the following consequence of Theorem 3.

**Example 3.3.** Let \(q > 1\), \(\alpha \in \mathbb{R}\), \(\beta > 0\), \(\alpha\beta + N > 0\). Then for all compactly supported \(\varphi \in W^{1,\infty}(\mathbb{R}^N)\) it holds that

\[
\int_{\mathbb{R}^N} |\varphi|^\beta(1 + |x|^\beta)^\alpha \, dx \leq C_H \int_{\mathbb{R}^N} |\nabla \varphi|^\gamma |x|^\beta(1 + |x|^\beta)^\alpha \, dx
\]

with a positive, finite constant \(C_H\).

Note that the above example for \(q = 2 = \beta\) relates to the main result of [11] used there and in [12] in the study of the asymptotics to fast diffusion equation. Indeed, within such a choice of parameters the left-hand side weight in (26) is the same as in the inequality (1) of [11], but the right-hand weight of [11, (1)] reads \((1 + |x|^2)^{\alpha+1}\).

### 3.3. Proof of Corollary 1.1.

**Proof.** We verify assumptions of Example 3.2 applied with \(q = 2\), \(\alpha = -\frac{p-1}{2-p}\), \(\beta = \frac{p}{p-1} > 0\), and \(\gamma = -\frac{p}{p-1}\). We see that \(\alpha\beta + \gamma + 2 = 2 - \frac{p}{(2-p)(p-1)} < 0\), \(\gamma + 2 = 2 - \frac{p}{p-1} < 0\). Since \(\alpha < 0\), also \(|\alpha\beta + \gamma + 2| \geq |\gamma + 2|\). Moreover, \(\alpha\beta + \gamma + N = N - \frac{p}{(2-p)(p-1)} > 0\), which in particular implies that \(p > N/(N-1)\) equivalent to \(\gamma + N > 0\). Then by Example 3.2 we know that \(C_H \in (0, \infty)\). The optimality of \(C_H\) follows from the fact that if \(N \leq 7\) or \(p \notin (p_-, p_+)\), condition (23) is satisfied. \(\square\)

### 4. Long-term asymptotic behaviour of solutions to DNLE

Before we present the proof of Theorem 4, let us recall important properties of solutions to (1). For an initial datum \(u_0 \in L^1(\mathbb{R}^N)\), existence and uniqueness to (1) is settled, see [54, 2]. Moreover, in the range or parameters under consideration, we have that \(u(t) \in C^{1,\alpha}(\mathbb{R}^N)\) for some \(\alpha \in (0, 1)\), see [67, 39, 40, 34] and mass is conserved, i.e.,

\[
\int_{\mathbb{R}^N} u(t, x) \, dx = \int_{\mathbb{R}^N} u_0(x) \, dx \quad \text{for } t > 0,
\]

For further information about basic properties of solutions to (1) we refer to the monographs [35], [64, Part III] and references therein.

Rates of convergence like (10) with the use of different norms for equation (1) has been a problem attracting a lot of attention. In the case \(p = 2\) and \(m > 1\), optimal rates of convergence were obtained independently by Carrillo and Toscani [21], and if \(m > 1 - 1/N\) by Del Pino and Dolbeault [29] and by Otto [59]. When \(p = 2\) and \(1 - 1/N < m < 1\), see also [15, 17, 22] for rates of convergence in the stronger norm of uniform relative error. In the case of \(p = 2\) and \(1 - N/(N + 2) < m < 1\) improved convergence rate were obtained by Dolbeault and Toscani
using the best matching Barenblatt profile, see [37, 38]. For \( p = 2 \) and \( 0 < m < 1 - 1/N \) rates of convergence (optimal on a subrange) were computed, independently, by Carrillo and Vázquez in [22], McCann and Slepčev in [55], Kim and McCann in [52] and, for the whole range \( m < 1 \) (negative values of \( m \) are admitted) by Blanchet, Bonforte, Dolbeault, Grillo and Vázquez in [12]. The aforementioned results are often based on the study of a linearised problem performed in [33], see also the monograph [32].

In the case \( m = 1 \) and \( p \neq 2 \) less is known. In the range \( 2N/(N + 1) + 1/(N + 1) \leq p < N \), (non-optimal) rates of convergence were obtained by Del Pino and Dolbeault in [30]. Similarly, in the case of the doubly nonlinear equation (non-optimal) rates of convergence were obtained by Del Pino and Dolbeault in [31], by Agueh [3] and by Agueh, Blanchet and Carrillo in [4].

Here we only sketch the proof of Theorem 4 and emphasise where Theorem 2 is applied. For details we refer to [4].

**Proof of Theorem 4.** We restrict our analysis to the case \( p \neq 2 \) which is fully covered by [12].

By the scaling properties of the equation (1), we can assume that \( D_t = 1 \) and let us define \( \mathcal{B} = \mathcal{B}_1 \). Let us define the self-similar change of variables

\[
\nu(\tau, y) := R(t)^N u(t, x), \quad \text{where} \quad \tau := \log(R(t)), \quad y := x/R(t).
\]

The main advantage of the change of variables is that the Barenblatt profile \( B_1(t, x) \) is transformed into \( \mathcal{B} \) which is stationary in time. The equation satisfied by \( \nu \) is now

\[
\frac{\partial \nu}{\partial \tau} = \text{div}(m^{p-1} \nu^{1-m}(1-p) |\nabla \nu|^{p-2} \nabla \nu + \nu y).
\]

The relative entropy with respect to the Barenblatt profile \( \mathcal{B} \) is defined by

\[
\mathcal{E}[\nu|\mathcal{B}] := \frac{m}{\sigma(\sigma - 1)} \int_{\mathbb{R}^N} \left( \nu^\sigma(y) - \mathcal{B}^\sigma(y) - \sigma \mathcal{B}^{\sigma-1}(\nu(y) - \mathcal{B}(y)) \right) dy
\]

for any \( 0 \leq \nu \in L^1(\mathbb{R}^N) \) where \( \sigma = m + (p - 2)/(p - 1) \). Notice that, by the convexity of the function \( u \mapsto m u^\sigma /\sigma(\sigma - 1) \), the relative entropy is nonnegative functional \( \mathcal{E}[\nu|\mathcal{B}] \geq 0 \). The derivative of \( \mathcal{E}[\nu(\tau), \mathcal{B}] \) along the flow (28) is called Fisher information and is formally given by

\[
\mathcal{F}[\nu|\mathcal{B}] := -\frac{d\mathcal{E}[\nu(\tau)|\mathcal{B}]}{d\tau}
\]

\[
= m^p \int_{\mathbb{R}^N} \nu(\tau) \left( \frac{\nabla \nu(\tau)}{\nu(\tau)^{2-\sigma}} - \frac{\nabla \mathcal{B}}{\mathcal{B}^{2-\sigma}} \right) \cdot \left( \nu(\tau)^{(\sigma-2)(p-1)} \frac{\nabla \nu}{|\nabla \nu|^{2-p}} - \mathcal{B}^{(\sigma-2)(p-1)} \frac{\nabla \mathcal{B}}{|\nabla \mathcal{B}|^{2-p}} \right) dy,
\]

where \( a \cdot b \) is the standard scalar product between \( a, b \in \mathbb{R}^N \). Since \( (a - b) \cdot (|a|^{p-2}a - |b|^{p-2}b) \geq 0 \) for \( p > 1 \) and any \( a, b \in \mathbb{R}^N \), we infer that \( \mathcal{F}[\nu(\tau)|\mathcal{B}] \geq 0 \).

The convergence of \( \nu(\tau) \) to \( \mathcal{B} \) as \( \tau \to \infty \) follows from the decaying in time of the entropy functional. Once the inequality

\[
\mathcal{E}[\nu(\tau)|\mathcal{B}] \leq e^{-\mu \tau} \mathcal{E}[\nu(0)|\mathcal{B}] \quad \forall \tau \geq \tau_0,
\]

is satisfied for some \( \mu > 0 \), the boundedness and the fact that \( \mathcal{E}[\nu(\tau)|\mathcal{B}] \to 0 \) as \( \tau \to \infty \) then imply that \( \nu(\tau) \to \mathcal{B} \) as \( \tau \to \infty \).
is established for some $\mu, \tau_0 > 0$, then inequality (10) can be obtained by combining (31) with the Csiszár-Kullback inequality

$$\|v(\tau) - \mathfrak{B}\|_{L^1(\mathbb{R}^N)}^2 \leq C \mathcal{E}[v(\tau)|\mathfrak{B}],$$

for which we refer to [19, 3]. Finally, to obtain the algebraic rate in the $t$ variable, one should take into account the self-similar change of variables (27) which also gives the relation $\lambda = \mu/\beta$.

In order to prove (31), it suffices to have

$$\mu \mathcal{E}[v(\tau)|\mathfrak{B}] \leq \mathcal{F}[v(\tau)|\mathfrak{B}]. \tag{32}$$

for $\tau$ large enough. Indeed, (31) follows by combining a Gronwall-type argument with inequality (32) and (30). In the range of parameters under consideration, inequality (32) does not hold for any function $f \in C^\infty_c(\mathbb{R}^N)$, due to scaling arguments. This is very different from the case, $1 > m(p - 1) > 1 - (p - 1)/N$, where (32) is equivalent to a class of Gagliardo–Nirenberg–Sobolev inequalities, see [3, 15, 36, 29]. However, when $v(\tau)$ is close enough to $\mathfrak{B}$, then (32) holds. In order to prove so, let us introduce the following weights:

$$w_1(x) = \frac{1}{m} \left(1 + \frac{(1-\sigma)(p-1)}{pm} |x|^\frac{\beta}{p-1}\right)^{\frac{2}{\beta-p}} \quad \text{and} \quad w_2(x) = |x|^\frac{\beta}{p-1} \left(1 + \frac{(1-\sigma)(p-1)}{pm} |x|^\frac{\beta}{p-1}\right)^{\frac{1}{\beta-p}}$$

and for any $\varepsilon \in (0, 1)$

$$w_{2,\varepsilon}(x) = \left(1 + \frac{(1-\sigma)(p-1)}{pm} |x|^\frac{\beta}{p-1}\right)^{\frac{1}{\beta-p}} (\varepsilon + |x|^\frac{1}{p-1})^{-(2-p)}.$$

Let us define the linearised relative entropy as

$$E[\varphi] := \int_{\mathbb{R}^N} |\varphi - \varphi_0|^2 w_1(x) \, dx$$

and the linearised Fisher information that for $p > 2$ takes a form

$$I[\varphi] := \int_{\mathbb{R}^N} |\nabla \varphi|^2 w_2(x) \, dx.$$

When $1 < p < 2$, the role of the linearised Fisher information is played by the quantity $I_{\varepsilon}[\varphi]$ defined as $I[\varphi]$ with the weight $w_{2,\varepsilon}$ instead of $w_2$. The inequalities

$$C_{p,m}^{(1)} E[\varphi] \leq I[\varphi] \quad \text{and} \quad C_{p,m}^{(2)} E[\varphi] \leq I_{\varepsilon}[\varphi] \tag{33}$$

hold within the range of parameters (7) and for any function $\varphi \in C^{1,\alpha}(\mathbb{R}^N)$ and $\alpha \in (0, 1)$. The inequalities in (33) follow from Example 3.1 with $\gamma = 0, \beta = p/(p-1)$ and $\alpha = (2-\sigma)/(\sigma-1)$ and the fact that $c_1 w_1(|x|) \leq (1 + |x|^{\beta_2})^\alpha, |x|^2(1 + |x|^{\beta_2})^\alpha \leq c_2 w_2(|x|)$ and $|x|^2(1 + |x|^{\beta_2})^\alpha \leq c_2 w_{2,\varepsilon}(|x|)$, for some finite $c_1, c_2, c_{2,\varepsilon} > 0$ depending on $m, p$.

By [4, Proposition 4.2], if $p > 2$ there exist $\tau_0, \kappa_1, \kappa_2 > 0$ such that, for all $\tau > \tau_0$

$$I[v(\tau) - \mathfrak{B}] \leq \kappa_1 \mathcal{F}[v(\tau)|\mathfrak{B}] + \kappa_2 E[v(\tau) - \mathfrak{B}] . \tag{34}$$
For $1 < p < 2$, the same inequality holds but with $I_r[v(\tau) - B]$ instead of $I[v(\tau) - B]$ in the left-hand-side. The constant $\kappa_2$ can be taken arbitrary small provided that $\tau_0$ is large enough. By [4, Proposition 4.1], it holds for any $\tau > 0$ that

$$\frac{1}{m} D_1^{\frac{1}{m(p-1)-1}} E[v(\tau)|B] \leq E[v(\tau) - B].$$

Combining inequalities (35), (34), (33) and provided $\tau_0$ is large enough, we find (32) with

$$\mu = D_1^{\frac{1}{m(p-1)-1}} \left( C_{p,m}^{(i)} - \kappa_2 \right) / m \kappa_1$$

with $i = 1$ when $p > 2$ and $i = 2$ when $1 < p < 2$. Choosing $\tau_0$ large enough so that $C_{p,m}^{(i)} - \kappa_2 \geq C_{p,m}^{(i)}/2$, we conclude that the rate of convergence $\lambda$ can be taken as

$$\lambda = \frac{D_1^{\frac{1}{m(p-1)-1}} C_{p,m}^{(i)}}{2m \kappa_2 (p - N[1 - m(p-1)])}.$$ 

The proof is concluded. \(\Box\)
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