Fast computation of common left multiples of linear ordinary differential operators
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The design of efficient algorithms for basic operations on algebraic objects like integers, polynomials and matrices is a classical topic in computer algebra, as testified by Knuth’s book [7]. This topic recently gained a renewed interest [4], thanks to the spread of personal computers able to tackle computational problems of very big sizes. On the one hand, asymptotic complexity analyses allow reliable predictions about timings of calculations, on the other hand, fast algorithms based on Fast Fourier Transform techniques become profitable in practice. The complexity of operations in the polynomial ring \( \mathbb{K}[x] \) over a field \( \mathbb{K} \) has been intensively studied in the computer-algebra literature. It is well established that polynomial multiplication is a commutative complexity yardstick, in the sense that the complexity of operations in \( \mathbb{K}[x] \) can be expressed in terms of that of multiplication, and for most of them, in a quasi-linear way.

Linear differential operators in the derivation \( \partial = \frac{\partial}{\partial x} \) and with coefficients in \( \mathbb{K}(x) \) form a non-commutative ring, denoted \( \mathbb{K}(x)<\partial> \), that shares many algebraic properties with the commutative ring \( \mathbb{K}[x] \). The structural analogy between polynomials and linear differential equations was discovered long ago by Libri and Brassinne [3]. They introduced the bases of a non-commutative elimination theory, by defining the notions of greatest common right divisor (GCRD) and least common left multiple (LCLM) for differential operators, and designing an Euclidean-type algorithm for computing GCRDs and LCLMs. This was formalized by Ore [9, 10], who set up a common algebraic framework for polynomials and differential operators. Yet the algorithmic study of linear differential operators is currently much less advanced than in the polynomial case. The complexity of the product in \( \mathbb{K}(x)<\partial> \) has been addressed only recently in [6, 1].

The aim of this work is to take a first step towards a systematic study of the complexity of operations in \( \mathbb{K}(x)<\partial> \). We promote the idea that (polynomial) matrix multiplication may well become the common yardstick for measuring complexities in this non-commutative setting. The goal of the present work is to obtain fast algorithms and implementations for LCLMs. We focus on LCLMs since several higher level algorithms rely crucially on the efficiency of this basic computational primitive. Our approach is based on using complexity analysis as a tool for algorithmic design, and on producing tight size bounds on the various objects involved in the algorithms.

It is known that Ore’s non-commutative Euclidean algorithm is computationally expensive; various other algorithms for computing common left multiples of two operators were proposed [11, 13, 12, 8]. As opposed to Ore’s approach, all these alternative algorithms reduce the problem of computing LCLMs to linear algebra. However, very few complexity analyses and performance comparisons are available.

As a first contribution in this poster, we present a new algorithm for computing LCLMs of several operators. It reduces the LCLM computation to a linear algebra problem on a polynomial matrix. The new algorithm can be viewed as an adaptation of Poole’s algorithm [11, Chap. 3, §9] to several operators. At the same time, we use modern linear-algebra algorithms [14, 15] to achieve a lower arithmetic complexity. Our algorithm is similar in spirit to Grigoriev’s algorithm [5, §5] for computing GCRDs of several operators.
In what follows, $\omega$ denotes the exponent of matrix multiplication over $K$, and the soft-O notation $\tilde{O}(\cdot)$ indicates that polylogarithmic factors are neglected.

**Theorem 1.** Let $L_1, \ldots, L_k$ be operators in $K[x](\partial)$, of orders at most $r$, with polynomial coefficients of degree at most $d$. Let $L$ denote the LCLM of $L_1, \ldots, L_k$ computed in $K(x)(\partial)$ and normalized in $K[x](\partial)$ with no content. Then $L$ has order at most $kr$, degrees in $x$ at most $k^2rd$, and it can be computed using $\tilde{O}(k^{2\omega}r^\omega d)$ arithmetic operations in $K$.

The bound $k^2rd$ on the coefficient degrees of the LCLM is tight and improves by one order of magnitude the previously known bound $k^2r^2d$. Moreover, for fixed $k$, the complexity of the new algorithm is almost optimal, in the sense that it nearly matches the arithmetic size of the output.

As a second contribution, we prove an upper bound $B \approx 2k(d+r)$ on the total degree in $(x, \partial)$ in which (non-minimal) common left multiples exist. This is a new instance of the philosophy, promoted in [2], of relaxing order minimality for linear differential operators, in order to achieve better total arithmetic size. While the total arithmetic size of the LCLM is at most $k^3r^2d$, there exist common left multiples of total size $4k^2(d+r)^2$ only.

As a third contribution, we analyze the worst-case arithmetic complexity of existing algorithms for computing LCLMs, as well as the size of their outputs. For instance, we show that the extension of the algorithm in [13, 12] to several operators (which is implemented in Maple’s package DEtools) has complexity $\tilde{O}(k^{\omega+1}r^{\omega+1}d)$. These estimates are in accordance with our experiments showing that the new algorithm performs faster for large $r$, while the other algorithm is well suited for large $k$.

A fourth contribution is fast Maple and Magma implementations. Preliminary experimental results indicate that our implementations can outperform Maple’s and Magma’s library routines.
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