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ABSTRACT

Considering that there are many alternatives in the literature for composing groups in collaborative learning contexts, we present a proposal that exhibits several features. First, and from the operational point of view, our proposal is highly flexible because i) it allows for several group sizes and an arbitrary array of grouping attributes, and ii) it may be easily adapted to consider several homogeneity/heterogeneity criteria. Second, and from the algorithmic point of view, it combines the best of two apparently opposite worlds: it uses a local brute-force search within an iterative process guided by a randomized heuristic criterion. Thus, this approach is still Non-Polynomial (NP) but in terms of the size of the groups, whereas is Polynomial (P) in terms of the number of students. Third, the experiments with several datasets, with student numbers varying from 20 to 3500, demonstrate reasonable performance and running times for this approach. We contrasted these times with those reported in 19 related works and, first taking into account certain considerations, we found that ours were lower in most cases. Nevertheless, and as the fourth feature, we make available both the datasets and the source code to allow for more objective comparisons of approaches, including our own.

1. Introduction

There is considerable evidence for the positive effects of collaborative learning not only in terms of academic performance but also in many other learning aspects (Barkley et al., 2005; Johnson and Johnson, 1989; Kreijns et al., 2007; So and Brush, 2008; Strijbos et al., 2004, 2007). Despite such evidence, several issues remain permanent objects of study. What are the most suitable collaboration techniques/activities for specific contexts? How should the grouping process be addressed? These are questions that remain objects of discussion. Regarding the latter question, the way in which learners are grouped has a critical impact on the successful development of the collaborative activities as well as on the quantity and quality of peer interactions (Cruz and Isotani, 2014; Isotani and Mizoguchi, 2008; Sadeghi and Kardan, 2015). Nevertheless, grouping is not an easy task, and numerous factors must be considered, including group size, group composition, grouping attributes, and grouping method. In fact, when we analyzed 33 research works about grouping approaches from the last 15 years, they varied greatly in how they deal with these four factors.

Regarding the first factor, the group size is considered by some researchers to be a significant variable that influences group productivity (Kreijns et al., 2003; Shaw, 2013; Strijbos et al., 2004). Interaction patterns and learning benefits differ between pairs, small groups (three to six members), and large groups (seven or more members), especially if participation equality or shared products are required (Lim and Yingqin, 2006). Whereas smaller groups may facilitate individual participation but lack the ability to evaluate potential solutions, larger groups may make communication difficult but provide an enhanced knowledge base (Sadeghi and Kardan, 2015). From the 33 analyzed works, some define a fixed value: 3 members (Zheng and Pinkwart, 2014), 4 members (Graf and Bekele, 2006; Zheng et al., 2016), 5 members (Ani et al., 2010), and 6 members (Long & Qing-hong, 2014; Yannibelli and Amandi, 2012), whereas the rest consider the group size as a variable.

Regarding the second factor, there are several alternatives for group composition. One is homogeneity or more precisely intra-homogeneity, i.e., when all members of the same group display similar attributes as possible, versus intra-heterogeneity which is the exactly opposite: the members of the same group display attributes as diverse as possible. This last case may be considered as a particularization of the maximally diverse grouping problem - MDGP (Feo and Mallek, 1990). Several authors have discussed the different benefits of the two alternatives. Sadeghi and Kardan (2015) state that whereas homogeneous groups may be better for obtaining particular goals, heterogeneous ones may tend to be more innovative and creative. Another alternative consists of mixed groups to satisfy homogeneity for some attributes and heterogeneity for another, whereas another one consists in obtaining inter-homogeneous
groups, i.e., each one is as diverse as possible as the population as a whole, versus inter-heterogeneity. These last two alternatives usually lead to intra-heterogeneity and intra-homogeneity respectively but not necessarily. Garshasbi et al. (2019) states that intra-heterogeneity enhances the success of a group by empowering the differences and complementary roles of its members according to their prequalified characteristics whereas inter-homogeneity ensures that all groups are equally built and therefore have the same chance of achieving such success. From the 33 analyzed works, most choose either intra-heterogeneity or inter-homogeneity, whereas a few choose the mixed alternative (Henry, 2013a; 2013b; Hubscher, 2010; Lambić et al., 2018) and even fewer adapt themselves to several alternatives (Abnar et al., 2012; Sadeghi and Kardan, 2015).

Regarding the third factor, grouping attribute options are very diverse, both in nature and in shape. They may include demographic variables such as gender or age, academic variables such as previous grades or enrolled subjects, cognitive variables such as learning styles or thinking styles, variables related to the learning activity itself such as previous knowledge or interest level, intra-personal variables such as personality type or interests, inter-personal variables as preferred team role or group work attitude, and many others. From the 33 analyzed works, most use several of those options, whereas some deal with an arbitrary set (Abnar et al., 2012; Henry, 2013a; Jozan and Taghiyareh, 2013; Lin et al., 2016; Moreno et al., 2012; Sadeghi and Kardan, 2015; Zheng et al., 2016; Zhou et al., 2016).

Regarding the fourth factor, several grouping methods have been used. From the 33 analyzed works, genetic algorithms (GA) is the most popular (Abnar et al., 2012; Ani et al., 2016; Garshasbi et al., 2019; Hwang et al., 2008; Krouska and Virvou, 2019; Lin et al., 2016; Long & Qing-hong, 2014; Moreno et al., 2012; Pinninghoff et al., 2017; Suk-striewong, 2017; Wang et al., 2007; Yannibelli and Amandi, 2012; Zheng et al., 2018), followed by particle swarm optimization (PSO) (Dascalu et al., 2014; Ghorbani and Montazer, 2012; Ho et al., 2010; Lin et al., 2010; Zervoudakis et al., 2019; Zheng and Pinkwart, 2014). From the rest, some use other heuristic approaches or combinations of them, some others use Binary Integer Programming (BIP) (Kardan and Sadeghi, 2014; Sadeghi & Kardan, 2015, 2016) and some others use a limited brute-force parallel algorithm (Henry, 2013a; 2013b).

Focusing on this fourth factor, determining which specific method is the best alternative, requires a thorough analysis. Considering the Non-Polynomial (NP) nature of the problem, described in detail in the next section, an algorithm that guarantees optimality like an exhaustive-search method is feasible only for small number of students. If this is not the case, some other method must be used, but choosing one in particular is difficult. From the algorithmic point of view, they could be compared with the corresponding time complexities, but from the 33 analyzed research works, this measure can only be inferred because no one presented it explicitly. A genuinely experimental comparison is not possible either, because datasets are very diverse and, except for two (Garshasbi et al., 2019; Pinninghoff et al., 2017), not available. Unavailability is also a problem for source codes. From the 33 analyzed works, only two claims that the corresponding software tool is available for use (Henry, 2013b; Pinninghoff et al., 2017), but in one case the reported link is broken. In a systematic mapping of the literature on grouping methods performed by Cruz and Isotani (2014), they reached a similar conclusion: only 2% or research works provided their source code, thereby preventing replication and reuse. Regarding numerical results, only one of the 33 works we analyzed present them. In some cases, the datasets correspond to actual data and in others to randomly generated data. Figure 1 summarizes those values, comparing the approaches used and the sizes of their largest dataset in terms of the number of students N. Note that most studies use a value of N up to 100, and only 4 use a value larger than 1000.

Considering this backdrop, this paper presents several contributions. First, we describe a hybrid algorithm that considers several grouping criteria and arbitrary parameters for group size and grouping attributes. We called it hybrid because it uses a local brute-force search within an iterative process guided by a randomized heuristic criterion. Although the idea of mixing algorithms that guarantee optimality, in this case locally rather than globally, with heuristics is not new in optimization problems, the way in which we presented had not been explored previously in this collaborative learning context. Second, we describe two datasets that can be easily replicated so further comparisons can be made. We then use these datasets to perform several experiments and, when possible, compare our results with some of those 33 related works.

The rest of the paper is organized as follows. In section 2, we formalize the grouping process as a combinatorial optimization problem and analyze its factorial solution space. Then, in section 3, we describe the proposed method as well as its corresponding time complexity. Later, in section 4, we describe the datasets generated and the corresponding experimental results. Finally, in section 5, we present some concluding remarks.

2. Problem formalization

Considering a number N of students which should be assigned to exactly g groups of size k, we can express the number of possible grouping schemes in combinatorial terms as:

\[
\binom{N}{k} \times \binom{N-k}{k} \times \cdots \times \frac{N-gk}{gk} \times \frac{gk}{k}
\]

Expressing each combinatorial as a factorial product, we obtain:

\[
\frac{N!}{k!^{g}(N-gk)!} \times \frac{(N-k)!}{k!^{g}(N-2k)!} \times \cdots \times \frac{2!}{k!^{g}k!} \times 1
\]

By removing terms that cancel each other, and considering that the group order is irrelevant, we can express the number of different solutions as:

\[
\frac{N!}{g!^{(g)}k!^{(g)}}
\]

This equation matches the one presented in (Sadeghi and Kardan, 2015), which confirms that applying a brute-force search method is infeasible in computational terms, even for N as small as 20.

Now, regarding the group composition criteria, there are several fitness functions that may be applied for each. Let \( S_i \) be a student with C attributes. If all those attributes are expressed as non-negative number, \( S_i \) may be represented by the array \( S_{i1}, S_{i2}, \ldots S_{iC} \) and the distance \( d_{ij} \) between element \( i \) and \( j \) may be simply defined by the Euclidean calculation:

\[
d_{ij} = \sqrt{(S_{i1} - S_{j1})^2 + (S_{i2} - S_{j2})^2 + \cdots + (S_{iC} - S_{jC})^2}
\]
\[ d_{ij} = \sum_{c=1}^{C} (S_{ic} - S_{jc})^2 \] (4)

Then intra-homogeneity may be obtained by:

\[ \text{Min} \left( F_1 = \frac{1}{g} \sum_{r=1}^{g} \sum_{c=1}^{C} d_{ij} \right) \] (5)

And consequently intra-heterogeneity may be obtained by Max \( F_1 \).

Now, if the mean of a group \( r \) is \( G_r = \{G_{r,1}, G_{r,2}, \ldots, G_{r,C}\} \) and the mean of all \( N \) students is \( S = \{S_1, S_2, \ldots, S_C\} \), inter-homogeneity may be obtained by:

\[ \text{Min} \left( F_2 = \frac{1}{g} \sum_{r=1}^{g} \sum_{c=1}^{C} |G_{r,c} - S_c| \right) \] (6)

And consequently intra-heterogeneity may be obtained by Max \( F_2 \).

3. Proposed method

As mentioned at the end of section 1, we propose a method that considers arbitrary parameters for group size and grouping attributes and, from the algorithmically point of view, it combines a local brute-force search algorithm with an iterative procedure that uses a straightforward heuristic criterion.

Consider for a moment that we have just two groups of \( k \) students each. We can then use a brute-force search algorithm to find all the ‘\( 2k \) choose \( k \)’ combinations for one of the two groups and then obtain the second as the direct complement. There are several ways to perform such an algorithm (Chase, 1970; Knuth, 2005; Payne and Ives, 1979; Ruskey, 1988); one is as follows.

Algorithm 1.

```plaintext
// arr is an array of m elements
// r is the size of the combination
// D is where combinations are stored
combination(arr, m, r, index, D, i) {
    if (index = r)
        return D
    if (i >= n)
        return
    D[index] = arr[i]
    combination(arr, m, r, index+1, D, i+1)
    combination(arr, m, r, index, D, i+1)
}
```

In this case, \( m = 2k \) and \( r = k \), so the algorithm has a time complexity \( O\left(\frac{2^k}{k!}\right)\). If we use it to “recombine” two given groups with \( k \) students each, we can obtain the optimal grouping scheme for that local problem. Next, the heuristic part of our proposal is applied. The idea is to repeat that procedure for the \( g/2 \) pairs of groups for the entire \( N \) students. Of course, the sum of the optimal solutions of the local problems does not guarantee by any means the optimal solution to the original problem. However, given a former grouping scheme, performing such a procedure
can only lead to a better, or at least equal, later solution. The demonstration is simple: there is just a $\frac{k!}{2k^2} k!$ chance that a particular grouping scheme for each couple is the best.

The next issue is to determine a procedure to select the $g/2$ pairs of groups. Here, the idea is also simple: try to match, most of the times but not all, “bad” groups with bad groups and “good” groups with good groups. In both cases, as explained earlier, the recombination would always lead to better solutions; but for the bad groups, we would expect a significant improvement each time.

Formally, we propose a roulette’s procedure similar as the one used in other heuristic approaches like GA. For each group, we measure the corresponding value of $F$ and, after dividing by their sum, we use the result as the selection probability. This way, the larger the individual $F$, the larger the chance of being selected, and vice versa. This is for intra-heterogeneity or inter-homogeneity, otherwise the ones with smaller $F$ would have the larger chance to be selected. If we perform this procedure without replacement $g$ times and make pairs with consecutive groups, we obtain the $g/2$ pairs according to our heuristic criterion. We used this pseudo-random approach, rather than simply ordering groups by their $F$, to prevent the algorithm from getting stuck in local optima from one iteration to the next.

In summary, the proposed method is described as follows.

Algorithm 2.
Step 1: Preprocess student data: convert to non-negative numbers.
Step 2: Generate an initial grouping scheme
Step 3: Select $g/2$ couples of groups according to the roulette mechanism
Step 4: Perform the brute-force search algorithm for each couple and select the optimal local grouping
Step 5: Repeat steps 3 to 4 until an iterations limit is reached. We propose to use a factor of the number of groups

The time complexity of the entire method, considering that g may be expressed as $N/k$, is:

$$O\left(\frac{N^2(2k!)^g}{k!}\right)$$

(7)

Compared with the total number of solutions described in (3), this approach is factorial regarding $k$, but polynomial in terms of $N$. The latter is highly useful from the algorithmic point of view, considering the combinatorial nature of the problem discussed in the previous section for large values of $N$. In addition, the former is not so bad either, considering that for practical implications, the value of $k$ is not larger than a single digit. In fact, weighing all the pros and cons of small and large groups, some authors state that a medium value close to six is optimal (Yannibelli and Amandi, 2012).

As an example for intra-homogeneity, Figure 2 presents the values of $F_1$ for a simulation with $N = 500$, $g = 100$, $k = 5$, and $C = 1$ randomly generated data with a uniform distribution in $[0,1]$. The X-axis represents the iterations and the Y-axis is presented on a logarithmic scale. In addition, the former is not so bad either, considering that for practical implications, the value of $k$ is not larger than a single digit. In fact, weighing all the pros and cons of small and large groups, some authors state that a medium value close to six is optimal (Yannibelli and Amandi, 2012).

For each dataset, we scaled all values to $[0,1]$ and then used values of $g = (2, 3, 4, 5, 6, 7)$ and $k = (10, 20, 50, 100, 200, 500)$, with values of $N$ between 20 and 3500. Using inter-homogeneity as grouping criterion, we ran each scenario ten times using $2g$ as the iterations limit, coding the algorithm in Java and using a MacBook Air with a 1.3 GHz Intel Core i5 processor and 4 GB 1600 MHz DDR3 RAM. The corresponding results are presented in Tables 1, 2, 3, 4. For the running times, we present the average values for the 10 runs, whereas for the values of $F_2$ we present the minimum values. In Table 2, we highlighted the cases where the theoretical optimum of zero for $F_2$ was reached considering at least 10 decimal places.

The average running time values are summarized in Figure 4. We used the main Y-axis for the values of $k = 2,3,4$ and the secondary Y-axis for the values of $k = 5,6,7$. The results in both datasets coincide with the

4. Experimental results

To validate our method and to provide an objective benchmark for further comparisons, we propose the following procedures for the generation of two datasets.

Dataset 1 (the “simplest of all” dataset, with one attribute): Given $N$ students, and considering $C = 1$, $S_h = h$ for $h = 1:N$. In other words, it forces a discrete uniform distribution for just one grouping attribute. This distribution guarantees at least one optimal grouping scheme, i.e., if intra and inter homogeneity are the grouping criteria then $F_1$ and $F_2$ may be zero when $k$ is even and $N$ is a multiple of $k$. Dataset 2 (the “realistic” dataset, with three attributes): Given $N$ students, generate random values for $C = 3$ attributes considering different probability distributions for each. The first attribute resembles a normal distribution in $[0,5]$ and may simulate, for example, a grade on a previous knowledge test. The second attribute resembles a Weibull distribution in $[15, 30]$ and may simulate, for example, the student’s age. The third attribute resembles a geometric distribution in $[1, 5]$ and may simulate, for example, the student’s motivation level. Figure 3 presents the histograms for the three attributes with $N = 3500$. The exact datasets used, as well as the proposed algorithm source code, are available at https://github.com/Blesfiz/Grouping.

We present the average values for the 10 runs, whereas for the values of $F_2$ we present the minimum values. In Table 2, we highlighted the cases where the theoretical optimum of zero for $F_2$ was reached considering at least 10 decimal places.

The average running time values are summarized in Figure 4. We used the main Y-axis for the values of $k = 2,3,4$ and the secondary Y-axis for the values of $k = 5,6,7$. The results in both datasets coincide with the

### Table 5. Related works with reported running times.

| Reference                  | Approach  | Largest dataset                                      | PC features                                                                 | Running time (in seconds) |
|----------------------------|-----------|------------------------------------------------------|------------------------------------------------------------------------------|---------------------------|
| Zervoudakis et al. (2019)  | PSO       | $N = 24, k = 6$, simulated and actual data (not available) | Intel Core i5 3.3 GHz processor and 8 GB RAM memory                          | 14.13                     |
| Dascu et al. (2014)        | PSO       | $N = 25, k = 5$, actual data (not available)         | Not mentioned                                                              | 0.36                      |
| Sukstreniong (2017)        | GA        | $N = 25, k = 3$, actual data (not available)         | Intel Core i5-450M 2.4GHz and 2GB DDR3 RAM                                   | >1                        |
| Sadeghi and Kardan (2016)  | BIP       | $N = 40, k = 8$, actual data (not available)         | Intel Core 2 Duo 2.53 GHz processor and 4 GB RAM memory                     | 373.28                    |
| Balmaceda et al. (2014)    | Other heuristic | $N = 44, k = 10$, actual data (not available) | Intel Dual Core 2.3 GHz processor and 4 GB RAM memory                     | >5                        |
| Krouska and Virvou (2019)  | GA        | $N = 48, k = 17$, simulated data (available)         | Not mentioned                                                               | >1.2                      |
| Pinninghoff et al. (2017)  | GO        | $N = 50, k = 5$, simulated data (available)          | Not mentioned                                                               | >180                      |
| Ho et al. (2010)           | PSO       | $N = 61, k = 4$, actual data (not available)         | Intel Core 2 Duo 2.66 GHz processor and 2 GB RAM memory                     | 0.83                      |
| Lin et al. (2016)          | GA        | $N = 100, k = 5$, random data (not available)        | Intel Core i7 2.1 GHz processor and 4 GB RAM memory                        | 1.35                      |
| Sadeghi and Kardan (2015)  | BIP       | $N = 100, k = 4$, random data (not available)        | Intel Core i7 2.20 GHz processor and 8 GB RAM memory                       | 14591.4                   |
| Lambic et al. (2018)       | Other heuristic | $N = 108, k = 4$, actual data (not available) | AMD FD-7500 2.10 GHz processor and 8GB RAM memory                     | 11.33                     |
| Zheng et al. (2016)        | Other heuristic | $N = 160, k = 4$, random data (not available) | Intel Core i5 3.3 GHz processor and 16 GB RAM memory                       | 2284.93                   |
| Takači et al. (2017)       | Other heuristic | $N = 172, k = 4$, actual data (not available) | Intel Core 2 Duo 2.4 GHz processor and 2 GB RAM memory                     | 17                        |
| Moreno et al. (2012)       | GA        | $N = 180, k = 3$, random data (not available)        | Intel Core i5 4590 3.3 GHz processor and 16 GB RAM memory                   | 0.66                      |
| Zheng et al. (2018)        | GA        | $N = 180, k = 3$, simulated data (not available)     | Intel Core i7 2.1 GHz processor and 2 GB RAM memory                        | 1005.93                   |
| Hwang et al. (2008)        | GA        | $N = 2000, k = 5$, random data (not available)       | Not mentioned                                                               | 87.53                     |
| Lin et al. (2010)          | PSO       | $N = 2000, k = 5$, random data (not available)       | Intel Pentium IV 1.5 GHz processor and 1 GB RAM memory                     | 111.6                     |
| Yannibelli and Amandi (2012)| GA       | $N = 3000, k = 6$, deterministic data (not available) | Not mentioned                                                               | 771.65                     |
| Zheng and Pinkwart (2014)   | PSO       | $N = 3000, k = 3$, random data (not available)       | Intel Core i7 2.0 GHz processor and 8GB RAM memory                        | 809.69                    |


time complexity discussed in section 3, the algorithm exhibits a polynomial running time about $N$ and factorial about $k$.

When comparing these results with those of the 33 research works we analyzed (discussed in section 1), we found that only in 19 of those works the corresponding running times for their largest dataset were reported, as presented in Table 5. When examining each case and comparing them with similar values in terms of $N$ and $k$ in Tables 1 and 3, our proposal demonstrates lower running times in all cases. Of course, this statement is completely arguable due to the diversity of parameters, datasets and PC features of each approach. Nevertheless, and considering that practically none of the implementations are available, in Figure 5 we summarized those comparisons, including the values of Table 3 for $k = 6$ to match the largest dataset found in those 19 works ($N = 3000$).

Finally, the average values of $F_2$ are summarized in Figure 6. For dataset 1, when $k$ is even, the algorithm reaches the optimal value of zero in some scenarios at least once in one of the runs (see Table 2). When $k$ is odd, and a theoretical zero does not exist, the larger the $k$ and the $N$, the better the solutions in terms of the fitness function. For dataset 2, where there are three attributes and each one comes from a different distribution, the fitness function, in general, does not seem to be affected by the size of $N$. Instead, as $k$ increases, the value of $F_2$ decreases.

Another way to look at the results for dataset 2, considering that a theoretical zero is not guaranteed, is analyzing the improvement rate between the value of $F_2$ for the initial grouping scheme obtained at step 2 of Algorithm 1, and the value obtained when step 5 finishes (see section...
3). Figure 7 presents the maximum values of these rates for ten runs of each scenario.

Except for the scenarios with \( k = 2 \), where the grouping attribute distributions, mainly the second and third, make it difficult to achieve inter-homogeneity, the method achieves improvement rates higher than 75%. For values of \( k = 4,5 \), and 6 the rates are close to 90% on average. For dataset 1, the rates are 99.7% on average for all values of \( k \).

5. Conclusions

Many studies have examined group formation in collaborative learning contexts with significant diversity in four main factors: group size, group composition, grouping attributes, and grouping method. Regarding the latter, we proposed a method that uses a local brute-force search approach but immersed into an iterative process guided by a heuristic criterion. And regarding the former three, our proposal i) considers an arbitrary value for the group size; ii) considers an arbitrary array of grouping attributes; and iii) can adapt for various homogeneity/heterogeneity grouping criteria.

After several experiments, we found that our proposal exhibits a good performance. Considering an ideal dataset, it obtains optimal values in some cases and gets close for the rest. It also displays reasonable running times even for a large number of students for that dataset but also for other more “realistic”. We run several scenarios with \( N \) as large as 3500 students and the average running time was less than 30 min. In the 33 research works we analyzed, we did not find any experiment with a sample size that large. In the works that were close, \( N = 3000 \) (Yannibelli and Amandi, 2012; Zheng and Pinkwart, 2014), and even if a direct comparison is not necessarily fair, our running times considering similar values for the group size were at least twice as fast. The datasets are available in a repository along with the source code of our proposal. Future research works can use those resources to make objective comparisons.

These findings do not mean that we recommend our approach in all scenarios. In fact, for small values of \( N \), we think that other approaches like Binary Integer Programming are better options. In (Sadeghi and Kardan, 2015) for example, they report a running time of 243 min with their largest dataset \( N = 100 \), which is not unreasonable. Where we think we are a strong competitor is in scenarios with hundreds or even thousands of students, as long as the group size remains single-digit. Our hypothesis in those cases is that the brute-force search component of our approach allows for better solutions, and when not, for similar solutions with faster rates than strictly heuristic approaches.

As future work, it would be interesting to define another stop criterion besides the number of iterations as a factor of the number of groups. Considering the asymptotic shape of the value of the fitness function across iterations, a minimum threshold for its change rate could be an interesting option.
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