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Abstract—In this paper we address the problem of tracking control of nonlinear systems via contraction analysis. The necessary conditions of the systems which can achieve universal asymptotic tracking are studied under several different cases. We show the links to the well developed control contraction metric, as well as its invariance under dynamic extension. In terms of these conditions, we identify a differentially detectable output, based on which a simple differential controller for trajectory tracking is designed via damping injection. As illustration we apply to electrostatic microactuators.
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I. INTRODUCTION

Trajectory tracking is one of the most important objectives in the area of motion control, particularly for autonomous systems, robotics and electromechanical systems, which is concerned with designing a feedback law to make the given system asymptotically follow a time parameterized path. The de facto standard technical route of tracking control is to translate it into a stabilization problem by defining an error dynamics, and then regulating to zero the induced nonlinear systems, with many nonlinear control techniques applicable. However, it brings the challenges to analyze nonlinear time-varying systems.

An alternative route is to study control systems differentially along their solutions, which is widely known as contraction or incremental stability analysis [1, 2, 7, 13]. The basic results on contraction analysis can be tracked back to the field of differential equations, see for example [6, 14]. It allows us to study the evolution of nearby trajectories to each other from an auxiliary linearized dynamics, the stability of which can be characterized by Finsler-Lyapunov functions with an elegant geometric interpretation [7]. Nevertheless, most works on contraction theory are devoted to systems analysis, and in each case the corresponding constructive solutions are rarely discussed, with notable exception [16, 17].

In [16] control contraction metric (CCM) is introduced as a sufficient condition for exponential stabilizability of all feasible trajectories of given nonlinear systems, the notion of which resembles control Lyapunov functions (CLFs) for asymptotic regulation of nonlinear systems. The obtained controller based on CCM enjoys the benefit that the key constructive procedure can be formulated as off-line convex optimization. In [4], the CCM method is extended to Finsler manifolds. On the application side the CCM technique has provided solutions to a wide variety of physical systems, see [3, 19] for applications to human manipulation and motion planning.

In this paper, we present some further results on asymptotic tracking in the context of contraction analysis. The main contributions are twofold.

- Similarly to CLF which is necessary for asymptotic controllability, the CCM is also a necessary condition of universal asymptotic tracking for general nonlinear systems. We also consider the cases of robust tracking and with dynamic extension, and show that CCMs are invariant under dynamic extension.

- Motivated by the proposed necessary conditions, we provide a simple differential controller design, i.e., injecting damping along an elaborated differentially passive output. The design is smooth globally, unlike the one in [16] excluding a zero-Lebesgue set.

The paper is organized as follows. In Section II, we give the problem formulation and some preliminaries on differential dynamics. Section III presents the main results of the paper on necessary conditions of universal asymptotic tracking from several perspectives. Based on them, we discuss the tracking controller design in Section IV. Some examples are given in Section V, and then the paper is wrapped up by some concluding remarks.

Notations. All mappings are assumed smooth. For full-rank matrix \( g \in \mathbb{R}^{n \times m} \) \((m < n)\), we denote the generalized inverse as \( g^\dagger = (g^T g)^{-1} g^T \) and \( g_\perp \) a full-rank left-annihilator. Given a matrix \( M(x) \), a function \( V(x) \) and a vector field \( f(x) \) with proper dimensions, we define the directional derivative as \( \partial_x M(x) = \sum_i \frac{\partial M(x)}{\partial x_i} f_i(x) \) and \( L_f V \) as the Lie derivative of \( V \). For a square matrix \( A \), \( \text{sym}\{A\} \) represents \( \frac{1}{2}(A + A^\top) \).

II. PRELIMINARY

Consider the nonlinear control system

\[
\dot{x} = f(x) + B(x)u,
\]

with states \( x \in \mathbb{R}^n \), input \( u \in \mathbb{R}^m \) and \( x(0) = x_0 \), where the input matrix \( B(x) \in \mathbb{R}^{n \times m} \) \((n > m)\) is full rank. We denote its solution as \( x(t) = X(t, x_0, u) \). The control target is to track a predefined trajectory \( x_d(t) \) generated by

\[
\dot{x}_d = f(x_d) + B(x_d)u_d(t), \quad x_d(0) = x_{d0}
\]

with input \( u_d(t) \). Following standard practice in tracking control, we assume that the system (2) is forward complete and define the feasible input set as \( E_{x_d0} := \)
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assumptions. The links to CCMs will also be clarified.

Remark 1 The qualifier “universal” refers to target trajectories generated by arbitrary \( u_d \in \mathcal{E}_{x_0} \) and \( x_0 \in \mathcal{E} \). Another well-studied formulation of trajectory tracking is to achieve (5) for a class of inputs \( u_d \), which is expected to have weaker requirements on control systems. It, however, involves additional excitation assumptions on desired trajectories or equivalently on \( u_d \) [9].

For any \( (x_{d0}, x_0) \in \mathbb{R}^{2n} \), there exists a regular smooth curve \( \tilde{\gamma} : [0, 1] \to \mathbb{R}^n \) such that \( \tilde{\gamma}(0) = x_{d0}, \tilde{\gamma}(1) = x_0 \). Considering the infinitesimal displacement \( \delta x(t) = \frac{\partial}{\partial s} X(t, \tilde{\gamma}(s), u_s) \big|_{s=1} \) and \( \delta u := \frac{\partial}{\partial s} u_s \big|_{s=1} \), the time derivative of which is given by \( \dot{\delta x} = A(x, u) \delta x + B(x) \delta u \), with \( A(x, u) := \frac{\partial f(x, u)}{\partial x} + \frac{\partial B(x)}{\partial x} u \).

III. MAIN RESULTS OF NECESSARY CONDITIONS

In this section, we present the main results of the paper, that is, identifying necessary conditions of the systems which may achieve universal tracking, under several different assumptions. The links to CCMs will also be clarified.

A. Necessary Condition of Universal Tracking

Let us consider the basic case of universal tracking, in which we need the following.

\[
\{ u_d \in L^\infty_0 \cap C^1 | \exists X(t, x_{d0}, u_d), \forall t \geq 0 \} \quad \text{for a given } x_{d0}. \]

To streamline the presentation, we recall some definitions first.

**Definition 1** [2] Consider the system (1) under the control \( u = \alpha(x, t) \), the solution of which is forward invariant in \( \mathcal{E} \subset \mathbb{R}^n \). The closed-loop system in \( \mathcal{E} \) is (IAS) incrementally asymptotically stable if \( \forall (x_1, x_2) \in \mathcal{E}, \) \( |X(t, x_1, \alpha(x_1, t)) - X(t, x_2, \alpha(x_2, t))| \leq \kappa(|x_1 - x_2|, t) \) holds for any \( t \geq 0 \) and some function \( \kappa \) of class \( K_L \).

(IES) incrementally exponentially stable if the system is IAS with \( \kappa(a, t) = k_1 e^{-k_2 t} a \) for some constants \( k_1, k_2 \) > 0.

**Definition 2** For the system \( \dot{x} = F(x, t) \), a function \( V : \mathcal{E} \times \mathcal{E} \to \mathbb{R}_+ \) is called IAS (or IES) Lyapunov function if

\[
L_{F(x,t)} V(x, \xi) + L_{F(\xi,t)} V(x, \xi) < 0 \quad (3)
\]

[or \( \leq \lambda V(x, \xi) \)], and for some \( a_1, a_2 > 0 \) satisfying

\[
a_1 |x - \xi|^2 \leq V(x, \xi) \leq a_2 |x - \xi|^2. \quad (4)
\]

The IAS of the system \( \dot{x} = F(x, t) \) is equivalent to the existence of an IAS Lyapunov function for set stability of \( x = \xi \), by considering an auxiliary dynamics \( \xi = F(\xi, t) \) [2]. We are interested in designing a feedback law such that

\[
\lim_{t \to \infty} |x(t) - x_d(t)| = 0. \quad (5)
\]

**Problem Formulation** For the systems (1) and (2) with any \( u_d(t) \in \mathcal{E}_{x_{d0}} \) and \( \forall x_{d0} \in \mathcal{E} \), design a controller \( u = \alpha(x, t) \) achieving i) the IAS of the system (1) (or IES for exponential tracking) and ii) invariance of \( \{ (x, x_d) \in \mathbb{R}^{2n} | x = x_d \} \). \hspace{1cm} \text{Control Problem}

Remark 2 The set \( \{ (x, x_d) \in \mathcal{E} \times \mathcal{E} | x = x_d \} \) is forward invariant in \( \mathcal{E} \subset \mathbb{R}^n \) with any input \( u_d \) and \( x_{d0} \). There exists a feedback law \( u = \alpha(x, t)^T \) such that

- The set \( \{ (x, x_d) \in \mathcal{E} \times \mathcal{E} | x = x_d \} \) is forward invariant.
- The system \( \dot{x} = f(x) + B(x) \alpha(x, t) := F(x, t) \) is IAS (or IES) with the Lyapunov function in the sense of Definition 2.

The above assumption characterizes the problem formulation of universal tracking in terms of incremental stability.

**Proposition 1** If Assumption 1 holds, then there exists a symmetric matrix \( 2 \alpha_1 I_n \leq M(x) \leq 2 \alpha_2 I_n \) such that C1 for any non-zero \( v \in \mathbb{R}^n \), we have

\[
v^T M(x) B(x) = 0 \Rightarrow v^T \left[ \partial_i M(x) + 2M(x) \frac{\partial f(x)}{\partial x} \right] v < 0 \quad (6)
\]

[or \( \leq -\lambda v^T M(x) v \) for IES] and the PDEs for \( i = 1, \ldots, m \)

\[
\partial_B, M(x) + \frac{\partial B_i(x)^T}{\partial x} M(x) + M(x) \frac{\partial B_i(x)}{\partial x} = 0. \quad (7)
\]

C2) The dual differential system

\[
\dot{p} = \frac{\partial f(x, t)^T}{\partial x} p, \quad y_p = [M(x) B(x)]^T p \quad (8)
\]

is uniformly zero-state detectable (with exponential convergence speed for IES).

**Proof:** Considering the IAS case, we define \( \frac{\partial^2 V(x, x)}{\partial x \partial v} \) as symmetric matrix, which is motivated by [18]. According to (4), it yields \( V(x, x) = 0 \) and \( 2 \alpha_1 I_n \leq M(x) \leq 2 \alpha_2 I_n \). For any pair \( (x, \xi) \in \mathcal{E} \times \mathcal{E} \), we parameterize \( \xi = x + r v \) for any \( v \in \mathbb{R}^n \) with \( |r| \) sufficiently small. We get

\[
\frac{\partial V}{\partial x}(x + r v, x + r v) F(x, t) + \frac{\partial V}{\partial \xi}(x, x + r v) F(x + r v, t) < 0.
\]

A necessary condition to the above inequality is that the second-order terms in the Taylor expansion with respect to \( r \) are negative, that is

\[
\frac{1}{2} \left[ \frac{\partial}{\partial x} \left( v^T \frac{\partial^2 V}{\partial x^2} v \right) \right]_{(x, x)} + \frac{\partial}{\partial \xi} \left( v^T \frac{\partial^2 V}{\partial x^2} v \right) |_{(x, x)} F(x, t)
\]

\[
+ 2r^2 v^T M(x) \frac{\partial F(x, t)}{\partial x} v < 0. \quad (9)
\]

According to the definition of \( M(x) \), we have

\[
\frac{\partial}{\partial x} (v^T M v) = \frac{\partial}{\partial x} \left( v^T \frac{\partial^2 V}{\partial x^2} v \right) |_{(x, x)} + \frac{\partial}{\partial \xi} \left( v^T \frac{\partial^2 V}{\partial x^2} v \right) |_{(x, x)},
\]

thus the inequality (9) becomes

\[
\frac{\partial}{\partial x} (v^T M(x) v) F + v^T \left[ \frac{\partial F}{\partial x} M(x) + M(x) \frac{\partial F}{\partial x} \right] v < 0, \quad (10)
\]

1The feedback \( u = \alpha(x, t) \) may also depend on \( x_d(t) \) and \( u_d(t) \), and the “time-varying” form is adopted to show this point.
for any non-zero \( v \in \mathbb{R}^n \). This condition relies on the existence of a feedback \( \alpha(x,t) \) satisfying the above inequality.

Now we decompose the feedback \( \alpha(x,t) \) into

\[
\alpha(x,t) = \alpha_0(x,t) + u_d. \tag{11}
\]

For any trajectory \( x_d \in \mathcal{E} \), we assume that \( x = x_d \) is invariant in Assumption 1. That is, for \( x_0 = x_d \), we have that \( \dot{x} - \dot{x}_d = f(x) + B(x)\alpha(x,t) - f(x_d) + B(x_d)u_d \Rightarrow \alpha_0(x_d,t) = 0 \), where we used the full rank of \( B(x) \) in the last implication. Invoking the Lagrange reminder representation of the Taylor series expansion, we note that \( \alpha_0(x,t) \) can be represented as \( \alpha_0(x,t) = \alpha_1(x,t)(x - x_d) \) for some function \( \alpha_1 \). Substituting (11) into the inequality (10), we have

\[
v^T \left[ \partial (f + B(\alpha_0 + u_d)) + 2 \left( \frac{\partial f}{\partial x} + B \frac{\partial \alpha}{\partial x} \right)^T M + \sum_{i=1}^n \left[ \frac{\partial B_i}{\partial x} M + \frac{\partial B_i}{\partial x} \right] (\alpha_0 + u_d)_i \right] v < 0,
\]

which is satisfied uniformly for arbitrary \( u_d \in \mathcal{E}_{x_d} \), with \( \forall x_d \in \mathcal{E} \) and \( v \neq 0 \), thus the PDEs (7) hold. Then, we have

\[
v^T \left[ \partial f M(x) + 2 \left( \frac{\partial f(x)}{\partial x} + \frac{\partial \alpha(x,t)}{\partial x} B(x)^T \right) M(x) \right] v < 0
\]

for any non-zero \( v \in \mathbb{R}^n \), equivalently written as (6).

Let us consider the necessary condition C2, in which we need to show that for the system (8)

\[
y_p \equiv 0 \Rightarrow \lim_{t \to \infty} p(t) = 0. \tag{12}
\]

Consider the Lyapunov function candidate \( V(x,p) = p^T M(x)p \), the time derivative of which is

\[
\dot{V} = p^T \left[ \dot{M}(x) + \frac{\partial f(x)}{\partial x}^T M(x) + M(x) \frac{\partial f(x)}{\partial x} \right] p,
\]

where \( x \) is generated by (1). Consider the case \( y_p \equiv 0 \) and (6), we have \( \dot{V} < 0 \) for any \( p \neq 0 \), thus verifying (12). The IES case can be proved mutatis mutandis.

\[
\text{Remark 2} \quad \text{The condition C1 for universal asymptotic tracking resembles the “stronger” CCM proposed in [16] but without a fixed contracting rate. We underscore that the PDE (7) is also a necessity of differential passivity [22]. The condition C2 motivates us to construct tracking controllers with an observation that stabilizing the differential system can be translated into driving to zero the differential output.}
\]

\[
\text{Remark 3} \quad \text{As figured out in [16], the CCM resembles the CLF for asymptotic stabilizability of nonlinear systems [20]. The existence of a CLF is, indeed, a necessary condition of asymptotic controllability of nonlinear systems. Similarly, Proposition 1 verifies the CCM as necessity to achieve universal asymptotic tracking.}
\]

\[
\text{B. Dynamic Extension is Unnecessary}
\]

The CCM was originally introduced for static feedback control. On the other hand, dynamic feedback is a widely popular technique in feedback control for different purposes, e.g., achieving relative degree, output feedback, performance enhancement and relaxing constraints. Particularly, it is widely recognized that dynamic extension may make a given nonlinear system achieve relative degree, then combining with feedback linearization we can design a dynamic controller to obtain an error system with linear time invariant dynamics, in order to be able to track any feasible trajectories [8, Section 5.4]. Therefore, a natural question relies on whether we can simply the necessary conditions by introducing dynamic extensions. Let us first consider the following example.

\[
\text{Example 1} \quad \text{Consider the nonlinear system}
\]

\[
\dot{x} = \begin{bmatrix} -x_1 \\ x_4 \\ -x_3 + x_4 \\ 0 \end{bmatrix} + \begin{bmatrix} 1 & 0 \\ 0 & 0 \\ 0 & 1 \end{bmatrix} u, \quad y = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} \tag{13}
\]

with input \( u \in \mathbb{R}^2 \). A simple solution to output tracking is via feedback linearization. Note that the system does not have relative degree with the given output mapping [8, Section 5.4]. However, we are able to achieve (vector) relative degree [2, 2] w.r.t. the new input \( [v_1 \; v_2]^T \) by adding dynamic extension \( u_1 = \xi, \; \dot{\xi} = v_1, \; v_2 \). It implies that a static feedback can achieve universal tracking for this example.

The above example shows that relative degrees are not fundamentally related to the universal stabilizability. We are now in position to show that dynamic extension is unnecessary to relax requirements in contraction analysis. Consider the objective that the system (1) asymptotically tracks the trajectory generated by the target system (2) with an integral control, that is

\[
u_d = \theta, \quad \dot{\theta} = f_c(x_d, \xi) + u_d^d \tag{14}
\]

with the extended state \( \theta \in \mathbb{R}^m \) and \( u_d^d \in \mathbb{R}^m \) involving in the integral action. We are interested in the necessary conditions of universal tracking \( x_d \) generated by (14).

\[
\text{Proposition 2} \quad \text{Consider the system (1) in closed loop as}
\]

\[
\dot{x} = f(x) + B(x)u_k, \quad \dot{x}_c = u_1, \tag{15}
\]

with the dynamic feedback \( (u_k, u_1) \). Suppose that the system (15) is IAS and forward complete with \( x_d \) generated under (14) as a particular solution for any \( u_d^d \). Then there exists a metric \( 2a_1 I_n \leq M(x) \leq 2a_2 I_n \) satisfying the condition C1.

\[
\text{2It can be extended to the more general cases, but we here adopt the basic case to streamline the underlying mechanism. See Remark 4.}\n\]
Proof: The condition $C_1$ is equivalent to the existence of a dual metric $W(x) = M^{-1}(x)$ such that
\[
B^\top(x) \left( \partial_x W + W \frac{\partial f(x)}{\partial x} \right) + 2r^2 v^\top M(x) \partial_\xi v = 0,
\]
for $i = 1, \ldots, n$, with $B(x)$ a full-rank left annihilator.

When we introduce the additional degree of freedom to design dynamic extensions, it is equivalent to verify the above condition for the extended dynamics $\dot{x} = f(x) + B(x)\alpha(x,t) + w(t)$, where $\alpha(x,t)$ is a feedback control.

Remark 4 It is natural to consider the more general case of dynamic extension $u = \alpha(x,x_e)$, $x_e = \eta(x,x_e) + \gamma(x,x_e)v$ with new input $v$ and $x_e \in \mathbb{R}^n_e$. If we have a radically unbounded assumption on $\alpha(x,e)$ for fixed $x$, $C_1$ is still a necessary condition. It shows the invariance of CCMS under dynamic extension. Note that the additional radical unboundedness assumption is used to force the PDEs (7) to hold uniformly.

Remark 5 Invoking the fact that every feedback linearizable system admits a CCM, we conclude that the system which can achieve relative degree via dynamic extension also has a CCM. Roughly speaking, if a nonlinear system can achieve universal asymptotic tracking with desired trajectories generated by a dynamic controller, then the system has a CCM.

C. Necessary Condition for Robust Tracking

Now we are carrying out the analysis for robust universal tracking control. Consider the closed loop
\[
\dot{x} = f(x) + B(x)\alpha(x,t) + w(t)
\]
under the feedback $\alpha(x,t)$, in the presence of perturbation $\omega(t) \in \mathcal{L}_2$, which asymptotically practically tracks the trajectories of (2) with any $u_d(t) \in \mathcal{E}_{x,0}$ and $x \in \mathbb{R}^n$. With a slight abuse of notations, we denote the solution of (18) as $X(t,x_0,w(t))$ and $F(t,x) := f(x) + B(x)\alpha(x,t)$. To this end, we require that the target trajectory $x_d$ generated by (2) is a particular solution of (18) in the absence of $w(t)$, and the closed loop is incrementally input-to-state stable (ISS), i.e., $|X(t,x_1,w_1) - X(t,x_2,w_2)| \leq \beta_1(|x_1 - x_2|,t) + \beta_2(|w_1 - w_2|)$, with $\beta_1 \in \mathcal{KL}$ and $\beta_2 \in \mathcal{K}$ for any pairs $(\xi_1,\xi_2) \in \mathbb{R}^n \times \mathbb{R}^n$. We need the following.

Definition 3 A smooth function $V(x,\xi) : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}_0^+$ is called an incremental ISS Lyapunov function if (4) holds and there exists $\beta \in \mathcal{KL}$ such that $\forall w_1, w_2 \in U \subseteq \mathbb{R}^n \forall x_1, x_2 \in \mathbb{R}^n$ we have $|\beta_1(|x_1 - x_2|,t) - \beta_2(|w_1 - w_2|)| \geq \lambda |x_1 - x_2|$. If we have $|\beta_1| < \lambda > 0$, then $\lambda \in (0,\infty)$, with $\lambda > 0$.

Proposition 3 If Assumption 1 holds but with an incremental ISS Lyapunov function in the sense of Definition 3, then there exists a metric $2a_1I_n \leq M(x) \leq 2a_2I_n$ such that
\[
\bar{v}^\top \left( \partial_x M + 2\lambda I_n \right) \bar{v} \leq 0
\]
for any non-zero $\bar{v} \in \mathbb{R}^{2n}$ and some $\gamma > 0$.

Proof: The proof is similar to the one of Proposition 1, by selecting $M(x) = \frac{\partial^2 V(x,\xi)}{\partial \xi^2}$. If $w_1 = w_2 = 0$, this case recovers the results in Proposition 1, and thus we have (7). The implication in Definition 3 is equivalent to $\frac{\partial^2 V(x,\xi)}{\partial \xi^2} (F(x,t) + w_1) + \frac{\partial^2 V(x,\xi)}{\partial x \partial \xi} (F(\xi,t) + w_2) \leq -\lambda V(x,\xi) + \beta \delta_1(|w_1 - w_2|)$ with $\beta \in \mathcal{K}$ [21, Remark 2.4, pp. 353]. If $w_1 = w_2 = 0$, then the above inequality degenerates to the IES case studied in Proposition 1, thus (6) and (7) also hold for this case.

For any pairs $(x,\xi) \in \mathcal{E} \times \mathcal{E}$ and $(w_1, w_2) \in \mathcal{U} \times \mathcal{U}$, we parameterize $\xi = x + rv$, $w_1 = w_2 - 2re$ with $|r|$ and $|e|$ sufficiently small. Focusing on the second-order term in the Taylor expansion with respect to $r$, we get the following necessary condition
\[
\frac{r^2}{2} \left[ \frac{\partial^2 V}{\partial x^2} v + \frac{\partial^2 V}{\partial x \partial \xi} e \right] (x,x_e) + 2r^2 v^\top \frac{\partial^2 V}{\partial x \partial \xi} (x,x_e) e < -\lambda v^\top \frac{\partial^2 V}{\partial x^2} (x,x_e) v + \gamma_0 e^\top e,
\]
for some $\gamma_0 > 0$. It can be written as

$$
\begin{bmatrix}
v \\
e
\end{bmatrix}^T \begin{bmatrix}
\partial f_M + 2\text{sym}\{M \frac{\partial f}{\partial x}\} + \lambda M - \gamma_0 I_n
\end{bmatrix} \begin{bmatrix}
v \\
e
\end{bmatrix} < 0
$$

for any col$(v, e) \neq 0$, where we have used (4) and $\frac{\partial^2 V}{\partial x^2}(x, x) = -M(x)$. Cancellation the input $\alpha(x, t)$ from the above inequality, we may get the inequality (19).

**Remark 6** In [2, Theorem 2], it was shown that the above incremental ISS Lyapunov function is a sufficient and necessary condition to the incremental ISS property of (18), assuming that $U$ is compact and $\alpha(\cdot)$ is time invariant. It is interesting to observe that the condition (19) is nothing, but just the robust CCM proposed in [17] for nonlinear $H_\infty$ control, with the “output” $y = x$. The above analysis shows the necessary perspective of the robust CCM in [17].

### IV. Further Results

In this section, we discuss some further results of the presented necessary conditions, which are motivating to tracking controller design. In [16], a Sontag’s type of differential feedback controller $\delta u$ is constructed in order to stabilize the infinitesimal displacement $\delta x$, thus achieving IES. However, the obtained differential controller cannot be guaranteed smooth at $\delta x = 0$, since the small control property only guarantees continuity. Overcoming this drawback is one of the motivations.

**Assumption 2** Given the system (1) and a forward invariant target dynamics (2) under $u_d$, there exists a metric $p_I \leq M(x) \leq \bar{p}I$ satisfying the condition C1 of the IES case.

Unlike the CLF, the CCM defined on Riemannian manifold enjoys a *quadratic* form, making it possible to conduct a structural decomposition. The differential detectability condition C2 motivates us to design carefully an output injection, along which we can passivitify the differential system.

**Proposition 4** Consider the system (1) satisfying Assumption 2. Then, there exist globally defined smooth functions $\gamma : \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0}$ such that the differential feedback controller

$$
\delta u = -\gamma(x)R(x)\delta y + \delta v
$$

with the damping matrix $R(x) := [(MB)^\top MB]^{-1}$ and the differential output $\delta y = [M(x)B(x)]\delta x$, makes the system differentially passive with the input-output pair $(\delta v, \delta y)$. Furthermore, the damping injection $\delta v = -\gamma_0 \delta y$ with $\gamma_0 > 0$ makes the origin of the differential dynamics $\delta \dot{x} = A(x, u)\delta x + B(x)\delta u$ asymptotically stable, and $\delta v = -\gamma_0 R(x)\delta y$ makes the origin exponentially stable.

**Proof:** For convenience, we denote $P(x) := M(x)B(x)$, and decompose each infinitesimal displacement $\delta \dot{x}$ into two parts, one of which is tangent to $P(x)$ denoted as $\delta x_p$, and the other $\delta x$, so $\delta \dot{x} = \delta \dot{x_p} + \delta x_p$. It is easy to verify $\delta x_p^\top P(x) = \delta x^\top [I - P(P^\top P)^{-1}P^\top]P = 0$. We define a differential storage function as $V(x, \delta x) = \frac{1}{2}\delta x^\top M(x)\delta x$, the time derivative of which is

$$
\dot{V}(x, \delta x) \leq -\gamma(x)\delta y^\top R(x)\delta y + \delta x^\top \left[\frac{1}{2} \partial f_M + 2\text{sym}\{M \frac{\partial f}{\partial x}\} + \lambda M - \gamma_0 I_n\right] \delta x + \delta x^\top M(x)\delta u
$$

By adding a damping term $\delta v = -\gamma_0 \delta y$ with $\gamma_0 > 0$, we have $\frac{d}{dt}V(x, \delta x) \leq -\delta y^\top \delta y$; thus $\lim_{t \rightarrow \infty} \delta y(t) = 0$, in terms of Barbalat’s lemma. In the proof of Proposition 1 we have shown that the condition C1 implies the zero-detectability of the differential system with the output $\delta y = P(x)^\top \delta x$. It implies that the origin of the differential system is exponentially stable.

For the case of $\delta v = -\gamma_0 R(x)\delta y$, we have

$$
\dot{V}(x, \delta x) \leq -\gamma(x)\delta y^\top R(x)\delta y := K(x)\delta x
$$

with $\lambda_0 = \min \{\lambda - \frac{1}{2r^2}, \frac{\lambda}{2}\}$. The above analysis shows that the differential controller

$$
\delta u = -[\gamma(x) + \gamma_0]R(x)\delta y : = K(x)\delta x
$$

can exponentially stabilize the differential dynamics, which is simply damping injection along the direction of the differentially zero-detectable output $\delta y$, identified in the condition C2. It guarantees $\frac{d}{dt}V(x, \delta x) \leq -\lambda_0 V(x, \delta x)$.

**Remark 7** The proposed differential controller enjoys global smoothness, which is simpler than the Sontag’s type design in [16]. The latter is not smooth in a zero Lebesgue measure set. In [16] the well-known Finsler’s Lemma is point-wisely applied to calculate the differential controller in the form $\delta u = P(x)\delta y$ and the metric $M(x)$ simultaneously. Another difference between the proposed design and the one in [16] relies on the involvement of a rotation matrix $R(x)$.

The last step is the construction of tracking controller $u = \alpha(x, t)$ from the obtained differential feedback $\delta u$, which is solvable if and only if $\nabla K(x) = [\nabla K(x)]^\top$ with $K(x)$ as the i-column of $K(\cdot)$. To circumvent the integrability obstacle, path integral is suggested in [16] to complete the design. However, the online computation of geodesic has a relatively heavy burden [12, 23]. Here, we propose an alternative method to realize the proposed
differential controller. Indeed, the above-mentioned PDE is widely adopted in nonlinear observer design and adaptive control, see [10] for a recent review. We have the following. Due to the page limitation, we omit the proof here.

**Proposition 5** Consider the system (1) and the target system (2) satisfying Assumption 4 with $x_d \in L_\infty$. The system (1) is contracting under the dynamic feedback law

\[
\dot{z} = f(x) + B(x)u - \ell(z - x) \\
u = u_d + \beta(x, z) - \beta(x_d, z)
\]

with $\ell > 0$, $z(0), x_0 \in B_\varepsilon(x_0, \varepsilon)$ for $\varepsilon$ smaller than some $\varepsilon_0 > 0$ and $\beta(x, z) = \int_0^1 K_1(\mu, z_2, \ldots, z_n) d\mu + \ldots + \int_0^x K_m(z_1, \ldots, z_{n-1}, \mu) d\mu$, thus achieving the task (5).

V. **EXAMPLE: ELECTROSTATIC MICROACTUATOR**

To illustrate the results, let us consider the problem of position tracking of the electrostatic microactuator, the model of which is given by [15]

\[
\begin{bmatrix}
\dot{q} \\
\dot{p} \\
\dot{Q}
\end{bmatrix} =
\begin{bmatrix}
-k(q-1) - \frac{1}{m} p \\
-\frac{1}{R_A} q - \frac{1}{R} p \\
-k_m q - \frac{1}{R} p
\end{bmatrix},
\]

and we denote $x := \text{col}(q, p, Q)$ representing the air gap, the momentum and the charge of the device. The systems state is defined on $\{ (q, p, Q) \in \mathbb{R}^3 \mid 0 \leq q \leq 2, Q \geq 0 \}$ due to physical constraints. Solving the inequality (6), we get a feasible solution

\[
M^{-1} = \begin{bmatrix}
\frac{1}{2b} + \frac{b^2 + km}{2bk} & \frac{km}{2b} & \frac{m}{2b} \\
\frac{km}{2b} & 0 & 0 \\
\frac{m}{2b} & 0 & 1
\end{bmatrix},
\]

which is positive definite uniformly in the parameters $k > 0$, $m > 0$ and $b > 0$. Noting that such example runs in a bounded state space, we can simply use a constant $\gamma > 0$ for trajectory tracking. We give the simulation results in Fig. 1 with normalized parameters $m = 1$, $k = 1$, $b = 2$, $R = 1$, $A = 3$ and $\varepsilon = \frac{1}{2}$, and $x_0 = [0.2 \ 0 \ 0]^T$ and $x_{d0} = [1.5 \ 1 \ 2]^T$. The control input of the target dynamics is selected as $u_d = \frac{1}{2} \sin(\frac{1}{2}t) + \cos(t)$, and we fix $\gamma = 2$. The simulation results validate the theoretical part.

VI. **CONCLUDING REMARKS**

In this paper we have studied the necessary conditions of the systems which can achieve trajectory tracking with different cases, including universal asymptotic tracking, with dynamic extension and robust case. The invariance of CCMs under dynamic extension is clarified. We also show that the proposed differential detectability condition is intuitive for tracking controller design. The extensions in the following directions are of interests: 1) it is of practical interests to modify the results in Proposition 5 in order to get a semi-global design; and 2) in this paper, we limit our attentions to the general nonlinear systems in the form (1). For the systems with specific structures, it is promising to get more systematic constructive solutions.
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