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Abstract. Polynomial regression can be used for nonlinear models. When solving polynomial regression problems, polynomial regression can be transformed into linear regression to solve. In order to avoid over-fitting in polynomial regression, a regularization method can be used to suppress the coefficients of higher-order polynomial, and the article evaluates the influence of regularization coefficients on polynomial regression.

1. Introduction
Polynomial regression\[^1\] can be used to fit nonlinear models. Many of the models in the actual problem are inappropriate to linear models, and if a linear model is used, the fitting effect is poor. Although the polynomial model has a good training error for the training data, the disadvantage is that it is easy to produce over-fitting. Especially as the model order increases, the curve will fit the training data better. However, for test data other than training data, high-order models often have no good fitting effect on low-order models. Therefore, it is necessary to suppress the coefficient of the high-order term by the regularization method. Through the regular coefficient, the influencing factors of the high-order term can be reduced, and the coefficient of the high-order term is reduced to close to 0, so that a certain compromise can be achieved in fitting the training data and maintaining the good generalization ability. Polynomial regression usually has two solutions: the gradient descent method and the normal equation. Therefore, the influence of the regular coefficients on the polynomial regression in the gradient descent method and the normal equation is discussed respectively.

2. Polynomial regression model
For a polynomial regression model, the model can be divided into linear model, quadratic curve model, cubic curve model, etc. according to the number of highest items. The linear model is as follows:

\[ h(x; \theta) = w_0 + w_1x \]  
(2.1)

If using a quadratic model:

\[ h(x; \theta) = w_0 + w_1x + w_2x^2 \]  
(2.2)

Or use a quadratic curve model

\[ h(x; \theta) = w_0 + w_1x + w_2x^2 + w_3x^3 + w_4x^4 \]  
(2.3)

The following figure shows the polynomial regression algorithm to solve the men's 100m freestyle problem in the Olympic Games. The quadratic model, the quadruple model and the eighth model are shown in the following figure:
It can be seen from Fig. 1 that the training data loss decreases as the model order increases, but the test data loss increases as the model order increases. The results show that the more complex the model, the higher the degree of overfitting. If you want to avoid overfitting, collecting more data or using regularization methods.

3. The effect of regularization coefficient on polynomial regression
Assuming that the regression model uses four models, the model can be expressed as:

\[ h(x; \theta) = w_0 + w_1 x + w_2 x^2 + w_3 x^3 + w_4 x^4 \]  \hspace{1cm} (3.1)

Assume \( \theta = (w_0, w_1, w_2, w_3, w_4) \), in the polynomial, the order of polynomial than 2 is generally referred to as a high-order polynomial. It is because the high-order polynomial leads to over-fitting, so as to reduce the influence of the high-order term, the coefficient of the high-order term is reduced to close to 0, so that it can be compromised in both the training data and the generalization ability. The basic method of regularization is to reduce the value of parameters, especially the high order factor. Incorporating these coefficients into the cost function and minimizing the cost function suppresses the high order term coefficients. The cost function after introducing regularization is as follows:

\[ J(\theta) = \frac{1}{2} \left[ \frac{1}{N} \sum_{i=1}^{N} (h(x^{(i)}; \theta) - y^{(i)})^2 + \lambda \sum_{j=1}^{5} w_j^2 \right] \]  \hspace{1cm} (3.2)

\( \lambda \) is called the regularization coefficient, and its value has a great influence on the model. If the gradient descent method is used, then the derivative is required and the cost function is minimized, so the gradient descent algorithm can be changed to:
do:

\[
\begin{align*}
\mathbf{w}_0 &= \mathbf{w}_0 - \alpha \frac{1}{N} \sum_{j=1}^{N} \left( (h(x^{(j)}; \theta) - y^{(j)}) x^{(j)} \right)
\end{align*}
\]

for \(i=1\) to \(D\) do:

\[
\begin{align*}
\mathbf{w}_0 &= \mathbf{w}_0 - \alpha \frac{1}{N} \sum_{j=1}^{N} \left( (h(x^{(j)}; \theta) - y^{(j)}) x^{(j)} - \lambda \mathbf{w}_i \right)
\end{align*}
\]

end for;

until convergence;

A polynomial regression algorithm was used to solve the Olympic men's 100-meter freestyle problem, and a regularized gradient descent algorithm was used here. It can be seen that the curve no longer pursues fitting the whole data, but pays more attention to the inherent law of data. Therefore, the training error is larger than the regularization method, and the generalization ability is enhanced. The obtained performance curve is as follows:

![Fig.2 Influence of regular coefficients on gradient descent](image)

It is also possible to use a matrix form when the normal equation is using a least squares method\(^{[2]}\). The gradient descent method is an algorithm that minimizes the cost function. The normal equation is to derive the parameter and make it equal to 0, and directly solve the parameter set that minimizes \( J \).

\[
J(\theta) = \frac{1}{2} \left[ \frac{1}{N} \sum_{i=1}^{N} (h(x^{(i)}; \theta) - y^{(i)})^2 + \lambda \sum_{j=1}^{D} w_j^2 \right] = \frac{1}{2N} (X\theta - y)^T (X\theta - y) + \frac{1}{2} \lambda \theta^T A \theta \tag{3.4}
\]

Let the cost function gradient be 0:

\[
\frac{\delta J(\theta)}{\delta \theta} = \frac{1}{N} X^T X \theta - \frac{1}{N} X^T y + \lambda A \theta = 0 \tag{3.5}
\]

Parameters is find:

\[
\theta = \left( X^T X + N \lambda A \right)^{-1} X^T y \tag{3.6}
\]

Assume \( \lambda = N \lambda \), then the formula (3.6) can be rewritten as

\[
\theta = \left( X^T X + \lambda A \right)^{-1} X^T y \tag{3.7}
\]

Using the normal equation method, the performance curves obtained are as follows:
4. Conclusion
The regularization coefficient directly affects the training error and test error of polynomial regression. The conclusions are as follows:
(1) When regularization coefficient is larger, the parameters are closer to 0, resulting in underfitting.
(2) If the regularization coefficient is smaller, there is almost no penalty for the parameter, which tends to lead to overfitting.
(3) The regularization coefficient should compromise between training error and generalization performance.
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