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Abstract. We introduce a notion of quasimorphism between two arbitrary groups, generalizing the classical notion of Ulam. We then define and study the category of homogeneous quasigroups, whose objects are groups and whose morphisms are equivalence classes of quasimorphisms in our sense. We call the automorphism group $QOut(G)$ of a group $G$ in this category the quasioutomorphism group. It acts on the space of real-valued homogeneous quasimorphisms on $G$ extending the natural action of $Out(G)$. We discuss various classes of examples of quasioutomorphisms of free groups. We use these examples to show that the orbit of $Hom(F_n, \mathbb{R})$ under $QOut(F_n)$ spans a dense subspace. This is contrast to the classical fact that the corresponding $Out(F_n)$-orbit is closed and of uncountable codimension. We also show that $QOut(\mathbb{Z}^n) = GL_n(\mathbb{R})$.

1. Introduction

The space $Q(G)$ of real-valued quasimorphisms on a group $G$ and its subspace $\mathcal{H}(G)$ of real-valued homogeneous quasimorphisms are classical objects of study in analytic and geometric group theory (see e.g. [1, 3, 4, 5, 6, 7, 11, 13, 15] and the references therein). Here a function $\alpha : G \to \mathbb{R}$ is called a quasimorphism if $|\alpha(gh) - \alpha(g) - \alpha(h)|$ is bounded uniformly over all $g, h \in G$ and homogeneous if $\alpha(g^n) = n \cdot \alpha(g)$ for all $g \in G, n \in \mathbb{N}$. Of particular relevance for applications in rigidity theory is the quotient space

$$\mathcal{H}_0(G) := \mathcal{H}(G)/\text{Hom}(G, \mathbb{R}),$$

which admits a cohomological interpretation in terms of bounded cohomology [14, 16, 13, 9]. The simplest numerical invariant derived from the study of quasimorphisms is the dimension

$$d_0(G) := \dim \mathcal{H}_0(G) \in \mathbb{N}_0 \cup \{\infty\}.$$

Using central extensions of lattices in products of Hermitian Lie groups, one can show that the range of the invariant $d_0$ is all of $\mathbb{N}_0 \cup \{\infty\}$ [20, 6]. However, in almost all other examples studied in the literature the invariant $d_0$ takes values in $\{0, \infty\}$ only. For example, $d_0(G) = 0$ for all amenable groups [17, 14] but also for certain non-amenable groups such as lattices in higher rank Lie groups [6], while $d_0(G) = \infty$ for all acylindrically hyperbolic groups [5, 15, 21]. This class of groups includes in particular all (relatively) Gromov-hyperbolic groups, all non-abelian mapping class groups and all groups of outer automorphisms of free groups of finite rank $\geq 3$. For some of these classes, $d_0(G) = \infty$ was established earlier (see in particular [11, 4]). These examples indicate that if $\mathcal{H}(G)$ is non-trivial then it tends to be infinite-dimensional (and in this case it is automatically of uncountable dimension).
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This article aims at providing a conceptual explanation for the largeness of \( \mathcal{H}(G) \) in the non-trivial case. To this end we point out that there is a hidden symmetry group \( \mathrm{QOut}(G) \) acting on \( \mathcal{H}(G) \), extending the natural \( \mathrm{Out}(G) \)-action. In order to get a better understanding of the structure of \( \mathcal{H}(G) \) one should take these hidden symmetries into account. Thus we will consider not only the quotient \( \mathcal{H}_0(G) \), but also

\[
\tilde{\mathcal{H}}_0(G) := \mathcal{H}(G)/(\text{span}(\mathrm{QOut}(G) \cdot \text{Hom}(G, \mathbb{R}))),
\]

and its reduced version

\[
\tilde{\mathcal{H}}^\text{red}_0(G) := \mathcal{H}(G)/\text{span}(\mathrm{QOut}(G) \cdot \text{Hom}(G, \mathbb{R})),
\]

where the closure is taken with respect to the (typically non-complete) topology of pointwise convergence on \( \mathcal{H}(G) \). While \( d_0(G) \) counts the number of linearly independent non-trivial homogeneous quasimorphisms, the dimensions \( d(G) := \dim \tilde{\mathcal{H}}_0(G) \) and \( d_\text{red}(G) := \dim \tilde{\mathcal{H}}^\text{red}_0(G) \) count the number of such quasimorphisms modulo hidden symmetries (not taking or taking the topology into account respectively). Note that by definition

\[
0 \leq d_\text{red}(G) \leq d(G) \leq d_0(G) \leq \infty.
\]

The following main result of this article, which we will establish in Theorem 5.21 below, shows that at least one of the two inner inequalities is strict in general.

**Theorem 1.1.** Let \( G \) be a finitely generated non-abelian free group. Then \( d_0(G) = \infty \), but

\[
d_\text{red}(G) = 0.
\]

This indicates that taking hidden symmetries into account yields to a substantially different count of quasimorphisms. Let us now explain how these hidden symmetries arise.

We follow the very general idea that categorification of a functor exhibits its hidden symmetries. More precisely, let \( \mathcal{C} \) be a category and \( F : \mathcal{C} \to \text{Set} \) be a set-valued functor which is representable in the sense that there exists an object \( C_0 \in \mathcal{C} \) and a natural equivalence \( F \cong \text{Hom}_\mathcal{C}(\_, C_0) \). Then \( \text{Aut}_\mathcal{C}(C) \) acts on \( F(C) \), and thereby any such representation of a functor exhibits symmetries. While the functor of (homogeneous) quasimorphisms is not representable over the category \( \mathfrak{gr} \) of groups it turns out that it is representable over a certain modification of this category, which we discuss next.

Let us first discuss the contravariant functor \( Q \) which to each group \( G \) associates the space \( Q(G) \) of real-valued homogeneous quasimorphism on \( G \) and to every group homomorphism \( f : G \to H \) the pullback \( f^* : Q(H) \to Q(G) \) given by \( f^* \alpha := \alpha \circ f \). We would like to define a category \( \mathfrak{Qgr} (G) \), whose objects are groups and whose morphisms are certain maps between groups such that \( \text{Hom}_{\mathfrak{Qgr}} (G; \mathbb{R}) \cong Q(G) \). In any such category we need to ensure at least that for all \( f \in \text{Hom}_{\mathfrak{Qgr}} (G, H) \) and \( \alpha \in Q(H) \) the composition \( f^* \alpha := \alpha \circ f \) is contained in \( Q(G) \). Following a suggestion by Uri Bader, our idea now is to take the universal category satisfying this property:

**Definition 1.2.** A map \( f : G \to H \) is called a quasimorphism if for all \( \alpha \in Q(H) \) we have \( f^* \alpha \in Q(G) \). The category \( \mathfrak{Qgr} (G) \) of quasigroups is defined as the category whose objects are groups and whose morphisms are quasimorphisms.
Note that, by the very definition, quasimorphisms compose, whence \( \mathcal{Q}\text{Grp}(G) \) is indeed a category. It is easy to see\(^1\) that indeed \( \text{Hom}_{\mathcal{Q}\text{Grp}}(G, \mathbb{R}) = \mathcal{Q}(G) \). We deduce that \( \text{Aut}_{\mathcal{Q}\text{Grp}}(G) \) acts on \( \mathcal{Q}(G) \), extending the action of \( \text{Aut}_{\text{Grp}}(G) \).

Our definition of quasimorphism is substantially more general than previous definitions studied in the literature. It is instructive to compare our definition to the more restricted classical definition of Ulam [23 Chapter 6], which was recently (and independently from the present work) studied by Fujiwara and Kapovich [12]. They show (among many other things) that between hyperbolic groups there are no non-trivial bijective quasimorphisms in the sense of Ulam. On the contrary it follows from Theorem 1.1 that with our more general definition there are plenty of bijective quasimorphisms between free groups (see also the second part of Theorem 1.3 below). We thus obtain a rich theory even for hyperbolic groups. Interestingly enough, it suffices to consider a slight generalization of Ulam's condition to obtain many interesting examples. We will discuss this and various related notions of quasimorphisms in Section 3 below. In the sequel we will always use the term quasimorphism in the sense of Definition 1.2; for distinction we will refer to classical quasimorphisms in Section 6 below. In the sequel we will always tacitly identify \( \mathcal{Q}\text{Grp} \) as a finitely-generated free group this map is actually an inclusion.

\(^1\)All claims made in the introduction will be carefully established in Subsection 3.1 below.
Theorem 1.1 implies that, unlike Out(F), the group QOut(F) has a dense orbit in \( \mathcal{H}(G) \). At present we have a complete understanding of the group QOut(G) only for amenable groups G. For finitely-generated non-abelian free groups F we understand certain large subgroups, but not the full structure of QOut(F). The following result summarizes some of our main results.

**Theorem 1.5.**  
(i) If G is amenable and its abelianization has finite rank \( r \), then 
\[
\text{QOut}(G) \cong \text{GL}_r(\mathbb{R}).
\]
(ii) If G is a finitely-generated non-abelian free group, then QOut(G) is an uncountable non-amenable group, which contains Out(G) and torsion of arbitrary order.

We will establish the various claims of the theorem in Theorem 4.1, Corollary 5.2 and Theorem 5.6 below.

This article is organized as follows: In Section 2 we first recall some background concerning real-valued quasimorphisms. We then discuss in some detail the case of free groups, and in particular the Out(F_n)-action on \( \mathcal{H}(F_n) \). The main result of that section, which is an extension of a classical theorem of Grigorchuk and might be of independent interest, constructs a dense, countable dimensional Out(F_n)-invariant subspace of \( \mathcal{H}(F_n) \). We then start discussing the categories of quasigroups and homogeneous quasigroups in Section 3. In particular, we show that the category of homogeneous quasigroups is equivalent to a much smaller subcategory of quasi-separated homogeneous quasigroups. In Section 4 we apply these general techniques to compute the quasiusomorphism group of an amenable group with abelianization of finite rank. In Section 5 we study quasiusomorphism groups of free groups and establish our main theorem. Finally, in Section 6 we compare our results to those of Fujiwara and Kapovich and discuss various related classes of quasimorphisms.

2. Preliminaries on real-valued quasimorphisms

2.1. General properties of \( \mathcal{H}(G) \). Since the definition of the category of (homogeneous) quasigroups involves real-valued quasimorphism, we need to recall some basic properties of such quasimorphisms first. Recall from the introduction that a map \( \alpha : G \to \mathbb{R} \) is called a quasimorphism if 
\[
D(\alpha) := \sup_{g,h \in G} |\alpha(gh) - \alpha(g) - \alpha(h)| < \infty.
\]
In this case the real number \( D(\alpha) \) is referred to as the defect of \( \alpha \). Recall also that a quasimorphism is homogeneous if \( \alpha(g^n) = n \cdot \alpha(g) \) for all \( g \in G \) and \( n \in \mathbb{N} \), and that two quasimorphisms are called equivalent if their difference is a bounded function. Finally we remind the reader of our notations \( \mathbb{Q}(G) \) and \( \mathcal{H}(G) \) for the spaces of all, respectively all homogeneous real-valued quasimorphisms on \( G \). We will usually denote real-valued quasimorphisms by small Greek letters. The following facts are elementary, see e.g. [9, Sec. 2.2] for proofs.

**Lemma 2.1.**  
(i) If \( p : G \to H \) is a group homomorphism and \( \alpha : H \to \mathbb{R} \) a (homogeneous) quasimorphism, then \( p^* \alpha := \alpha \circ p \) is a (homogeneous) quasimorphism.

(ii) Every quasimorphism \( \alpha \) is equivalent to a unique homogeneous quasimorphism \( \hat{\alpha} \), called its homogenization. In particular, every bounded homogeneous quasimorphism is trivial.
2.2. The case of free groups I: Counting quasimorphisms.

In the remainder of this section we are going to discuss the case of a finitely generated non-abelian free group \( F \) in some detail. This serves the double purpose to illustrate the notions introduced in the previous subsection and to prepare our study of \( \text{QOut}(F) \) below.

In view of the latter goal, we will introduce some concepts in greater generality than introduced in the previous subsection and to prepare our study of \( \text{Out}(G) \). The \( \text{Out}(G) \)-module \( \mathcal{H}(G) \) admits the following cohomological interpretation: Denote by \( H^2(G; \mathbb{R}) \) and \( H^2_b(G; \mathbb{R}) \) the second group cohomology, respectively second bounded group cohomology of \( G \) with trivial coefficient module \( \mathbb{R} \) \cite{16, 19}. Then there is a natural comparison map \( H^2_b(G; \mathbb{R}) \to H^2(G; \mathbb{R}) \) whose kernel \( EH^2_b(G; \mathbb{R}) \) satisfies

\[
EH^2_b(G; \mathbb{R}) \cong \mathcal{H}_0(G) := \mathcal{H}(G)/\text{Hom}(G, \mathbb{R}).
\]

Moreover, this isomorphism is compatible with the respective \( \text{Out}(G) \)-actions \cite{13, 19}. The space \( H^2_b(G; \mathbb{R}) \) can be equipped with the structure of a Banach space \cite{19}. It follows that for finitely generated groups \( G \) or more generally for all groups \( G \) with countable-dimensional \( H^2(G; \mathbb{R}) \) and countable-dimensional space \( \text{Hom}(G, \mathbb{R}) \), the space \( \mathcal{H}(G) \) is either finite-dimensional or uncountable-dimensional. To deal with the latter case it is convenient to introduce a topology on \( \mathcal{H}(G) \). On \( \mathbb{Q}(G) \) we can consider the (locally convex) topology of pointwise convergence, i.e., \( \alpha_n \to \alpha \) provided \( \alpha_n(g) \to \alpha(g) \) for all \( g \in G \). As discussed above we can consider \( \mathcal{H}(G) \) either as a subspace or as a quotient of \( \mathbb{Q}(G) \) and equip it with either the quotient topology or the subspace topology. These two topologies are not the same. Consider e.g. the case \( G = \mathbb{Z} \) and define functions

\[
b_n(k) := \begin{cases} k & |k| < n, \\ n & |k| \geq n. \end{cases}
\]

Then \( b_n \in \mathbb{Q}(\mathbb{Z}) \) and \( b_n \to \text{Id}_\mathbb{Z} \). In the quotient \( \mathbb{Q}(\mathbb{Z})/\sim \) we have \( [b_n] = 0 \), since \( b_n \) is bounded. Thus with respect to the quotient topology we have \( [\text{Id}_\mathbb{Z}] \in \{0\} \). In particular, \( \mathbb{Q}(\mathbb{Z})/\sim \) is not Hausdorff, whereas \( \mathcal{H}(G) \subseteq \mathbb{Q}(G) \) is Hausdorff for any group \( G \) when equipped with the subspace topology. For this reason, we will always equip \( \mathcal{H}(G) \) with the subspace topology in the sequel.

There are two main advantages of this topology. Firstly, the action of \( \text{Out}(G) \) is by homeomorphisms. Indeed, if \( \alpha_n \to \alpha \) pointwise, then for all \( f \in \text{Out}(G) \) and \( g \in G \) we have \( f^*\alpha_n(g) = \alpha_n(f(g)) \to \alpha(f(g)) = f^*\alpha(g) \). Secondly, the topology has good separability properties. For example, assume that \( G \) is a finitely generated non-abelian free group. Then \( \mathcal{H}(G) \) admits a countable dimensional dense subspace with respect to the topology of pointwise convergence \cite{13}, whereas the norm topology on \( H^2_b(G; \mathbb{R}) \) is not separable (see \cite{22} Cor. 18)). The main disadvantage of our topology is that it is not complete since the pointwise limit of homogeneous quasimorphisms is not necessarily a homogeneous quasimorphism. It is unclear to us whether an \( \text{Out}(G) \)-invariant complete separable locally convex topology on \( \mathcal{H}(G) \) exists.

(iii) Every homogeneous quasimorphism is conjugation-invariant and satisfies \( \alpha(g^{-1}) = -\alpha(g) \).

(iv) Every homogeneous quasimorphism on an amenable group is a homomorphism.

This shows in particular that \( \mathcal{H}(G) \cong \mathbb{Q}(G)/\sim \). Moreover, by (i) we have an action of \( \text{Aut}_\text{eff}(G) \) on \( \mathcal{H}(G) \), which by (iii) factors through an action of \( \text{Out}(G) \). Additionally, when equipped with the subspace topology in the sequel. 
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needed here. Our main goal is to exhibit an explicit subspace of $\mathcal{H}^\ast(F) < \mathcal{H}(F)$ which is at the same time countable-dimensional, Out($F$)-invariant and dense (with respect to the topology introduced in the previous subsection). Since Out$(F)$ acts continuously on $\mathcal{H}(F)$ and $\mathcal{H}^\ast(F)$ is dense, we can deduce that the Out($F$)-action on $\mathcal{H}(F)$ is uniquely determined by its restriction to $\mathcal{H}^\ast(F)$, so that we can think of elements of Out$(F)$ as countably infinite matrices.

A countable-dimensional dense subspace of $\mathcal{H}(F)$ was first constructed by Grigorchuk in [13]. This subspace is however not Out($F$)-invariant, so we will have to enlarge it to an Out($F$)-invariant space. Both Grigorchuk’s construction and ours are based on the notion of a counting quasimorphism. These quasimorphisms and their generalizations play a major role in the modern theory of quasimorphisms, cf. [3, 15, 11, 4]. In the case of a finitely-generated free group $F$, the non-overlapping counting quasimorphisms are based on the notion of a counting quasimorphism. These quasimorphisms can be defined as follows: Let $S$ be a free generating set of $F$ and identify $F$ with the set of reduced words over $S \cup S^-1$, including the empty word $\varepsilon$. Given two words $w_1$, $w_2$ over $S \cup S^-1$ we write $w_1 = w_2$ if they coincide and $w_1 \equiv w_2$ if they define the same element of $F$. Of course, for reduced words these notions coincide. Given two reduced words $w = y_1 \cdots y_l$ and $w_0 = x_1 \cdots x_n$ over $S \cup S^-1$, a $w_0$-subword of $w$ is a sequence $y_j \cdots y_{j+n-1}$ with $y_l = x_{l-j+1}$ for all $l \in \{j, \ldots, j+n-1\}$. Two $w_0$-subwords $y_j \cdots y_{j+n-1}$ and $y_k \cdots y_{k+n-1}$ are said to overlap if $\{j, \ldots, j+n-1\} \cap \{k, \ldots, k+n-1\} \neq \emptyset$. A family of $w_0$-subwords of $w$ is called non-overlapping if they do not overlap pairwise. We denote by $\#_{w_0}(w)$ the maximal number of distinct (but potentially overlapping) $w_0$-subwords of $w$ and by $\#^*_{w_0}(w) \leq \#_{w_0}(w)$ the maximal number of non-overlapping $w_0$-subwords of $w$.

Thus for instance $\#_{ss}(sssss) = 4$ and $\#^*_{ss}(sssss) = 2$.

**Definition 2.2.** For a reduced word $w_0$ over $S \cup S^-1$ we define maps $\varphi_{w_0} : F \to \mathbb{Z}$ and $\varphi^*_{w_0} : F \to \mathbb{Z}$ as follows. For every element $g \in F$ let $w_g$ be the unique reduced word over $S \cup S^-1$ with $g \equiv w_g$. Then we set

$$\varphi_{w_0}(g) := \#_{w_0}(w_g) - \#_{w_0}^-(w_g) \quad \text{and} \quad \varphi^*_{w_0}(g) := \#^*_{w_0}(w_g) - \#^*_{w_0}^-(w_g).$$

It is easy to check that both $\varphi_{w_0}$ and $\varphi^*_{w_0}$ are quasimorphisms, called the overlapping counting quasimorphism and the non-overlapping counting quasimorphism associated with $w_0$ respectively. In [3] these are called the big counting quasimorphism and the little counting quasimorphism respectively. We will almost exclusively work with the $\varphi_{w_0}$ and thus simply call them counting quasimorphism for short. Note that all notions discussed so far depend crucially on the choice of the free generating set $S$.

In general, counting quasimorphisms are not homogeneous. We denote by $\hat{\varphi}_{w_0}$ the homogenization of $\varphi_{w_0}$ and refer to such quasimorphisms as homogenized overlapping counting quasimorphisms, or hoc-quasimorphisms for short. We are going to prove the following equivariant version of Grigorchuk’s theorem:

**Theorem 2.3.** Let $\mathcal{H}^\ast(F, S)$ denote the subspace of $\mathcal{H}(F)$ spanned by the hoc quasimorphisms with respect to the free generating set $S$. Then

(i) $\mathcal{H}^\ast(F, S)$ is invariant under the action of Out($F$), hence independent of the generating set $S$.

(ii) $\mathcal{H}^\ast(F) := \mathcal{H}^\ast(F, S)$ is dense in $\mathcal{H}(F)$ with respect to the topology of pointwise convergence.

(iii) $\mathcal{H}^\ast(F)$ is of countable dimension.
The remainder of this section is devoted to the proof of Theorem 2.3. We will complete the proof in Subsection 2.4 below.

2.3. The case of free groups II: Grigorchuk’s theorem. In this section we recall Grigorchuk’s construction of a dense, countable-dimensional subspace of \( \mathcal{H}(F) \), which immediately implies Parts (ii) and (iii) of Theorem 2.3. Throughout we fix a free generating set \( S \) of \( F \). Since we will use a variation of the ideas behind Grigorchuk’s proof in our study of word-exchange quasimorphisms in Section 5.5 below, we introduce the relevant concepts in slightly greater generality than necessary for the goal at hand. Let \( x_1, \ldots, x_n, y_1, \ldots, y_m \in S \cup S^{-1} \) and consider two reduced words \( w_1 = x_1 \cdots x_n \) and \( w_2 = y_1 \cdots y_m \). We say that some proper postfix of \( w_1 \) is a proper prefix of \( w_2 \) if there is an integer \( i \in \{1, \ldots, n - 1\} \) such that \( n - i < m \) and for all \( t \in \{1, \ldots, n - i\} \) we have \( x_{t+i} = y_t \). We say \( w_2 \) is a subword of \( w_1 \) if there is an integer \( i \in \{0, \ldots, n - 1\} \) such that \( n - i \geq m \) and for all \( t \in \{1, \ldots, n - i\} \) we have \( x_{t+i} = y_t \). We say \( w_1 \) and \( w_2 \) overlap if a proper prefix of one of the words is a proper postfix of the other word or one of the words is a proper subword of the other. We write \( w_1 \cap w_2 \) if \( w_1 \) and \( w_2 \) do not overlap and call \( w \) non-self-overlapping if \( w \cap w \).

Definition 2.4. A set \( \{w_1, \ldots, w_k\} \) of \( k \) distinct, reduced, non-empty words is independent if the following hold:

(i) The set \( \{w_1, \ldots, w_k, w_1^{-1}, \ldots, w_k^{-1}\} \) has cardinality \( 2k \).

(ii) For any \( u, u' \in \{w_1, \ldots, w_k, w_1^{-1}, \ldots, w_k^{-1}\} \) (potentially equal) we have \( u \cap u' \).

In this case we say that the words \( w_1, \ldots, w_k \) are mutually independent.

General sets of independent words will be studied in Section 5.5 below. In the context of Grigorchuk’s theorem and its equivariant version we only need to consider self-independent words, i.e., reduced words \( w \) such that the singleton \( \{w\} \) is independent. Note that, by definition, \( w \) is self-independent if and only if \( w^{-1} \) is self-independent.

Lemma 2.5. Assume that a word \( w \) over \( S \) is cyclically reduced and non-empty. Then \( w^{-1} \) is also cyclically reduced and non-empty. In this case, \( w \) and \( w^{-1} \) are distinct and do not overlap.

Proof. The first statement is obvious. Now assume that \( w \) (and hence also \( w^{-1} \)) is cyclically reduced and non-empty. Assume for contradiction that \( w \) and \( w^{-1} \) overlap or coincide. Then after possibly exchanging \( w \) and \( w^{-1} \) we may assume that there exists \( t \in \{1, \ldots, n\} \) such that \( w = x_1 \cdots x_n \), \( w^{-1} = y_1 \cdots y_n \) and

\[
y_j = x_{n-j+1}^{-1} \quad (j = 1, \ldots, n), \quad y_l = x_{n-t+l}^{-1} \quad (l = 1, \ldots, t).
\]

We distinguish two cases: If \( t = 2r \) is even then we get \( x_{n-t+1}^{-1} = y_r = x_{n-r} \), contradicting the fact that \( x_1 \cdots x_n \) is reduced. If \( t = 2r + 1 \), then \( x_{n-r}^{-1} = y_{r+1} = x_{n-r} \), which is impossible. \( \Box \)

Corollary 2.6. Let \( w \) be a non-empty reduced word over \( S \).

(i) If \( w \) (or equivalently \( w^{-1} \)) is cyclically reduced and non-self-overlapping, then \( w \) (and hence \( w^{-1} \)) is self-independent.

(ii) If \( w \) is self-independent then \( \varphi_w = \varphi_{w^{-1}} \).

Proof. (i) is immediate from Lemma 2.5 and (ii) is obvious. \( \Box \)
We also record the following consequence for later reference:

**Corollary 2.7.** If \( w \) is cyclically reduced and non-trivial, then \( \hat{\varphi}_w(w) = 1 \).

**Proof.** Since \( w \) is cyclically reduced we have \( \#_w(w^n) = n \). By Lemma 2.3 \( w \) does not overlap with \( w^{-1} \) we have \( \#_{w^{-1}}(w^n) = 0 \). We deduce that \( \varphi_w(w^n) = n \), from which the corollary follows. \( \square \)

From now on we denote by \( \mathcal{G}(S) \) the set of cyclically reduced, non-self-overlapping reduced words over \( S \cup S^{-1} \). We pick a total order \( \leq \) on \( S \cup S^{-1} \) and denote by \( \leq \) the induced (total) lexicographic order on reduced words. Note that if two words in \( \mathcal{G}(S) \) are conjugate, then they are cyclic permutations of each other. Among these conjugates there is a unique minimal element with respect to \( \leq \). We refer to such an element as **conjugacy-minimal**. Given \( w \in \mathcal{G}(S) \) let \( w^* \) denote the conjugacy minimal element of the conjugacy class \([w]\) and let \( w^{-*} \) denote the conjugacy-minimal element of \([w^{-1}]\). Then we define

\[
w^+ := \min\{w^*, w^{-*}\}.
\]

and denote by \( \mathcal{G}(S, \leq)^+ \) the collection of all the \( w^+ \) for \( w \in \mathcal{G}(S) \). By construction we have \( \mathcal{G}^+ \cap (\mathcal{G}^+)^{-1} = \emptyset \), and moreover \( \mathcal{G}^+ \cup (\mathcal{G}^+)^{-1} \) meets every conjugacy class in \( \mathcal{G}(S) \) exactly once.

**Theorem 2.8** (Grigorchuk [13]). For any choice of order \( \leq \) on \( S \) the family \( (\hat{\varphi}_g | g \in \mathcal{G}(S, \leq)^+) \) is linearly independent and its span is dense in \( \mathcal{H}(G) \) with respect to the topology of pointwise convergence.

In his original proof Grigorchuk actually works with homogenizations \( \hat{\varphi}_g^\# \) of non-overlapping counting quasimorphisms, but because of Corollary 2.6 this does not make any difference.

### 2.4. The case of free groups III: The \( \text{Out}(F) \)-action.

We are now going to study the effect of the \( \text{Out}(F) \)-action on hoc-quasimorphisms. Our first observation is that the \( \text{Out}(F) \)-action on \( \mathcal{Q}(F) \) preserves bounded functions, hence it descends to an action on the quotient \( \mathcal{Q}(F)/\sim \), and under the identification \( \mathcal{Q}(F)/\sim \cong \mathcal{H}(F) \) this action coincides with the usual \( \text{Out}(F) \)-action on \( \mathcal{H}(F) \). Thus in order to understand the effect of the \( \text{Out}(F) \)-action on hoc-quasimorphisms it suffices to understand the effect of the action on (non-homogeneous, overlapping) counting quasimorphisms, which are more convenient for computations.

Assume \( F = F_n \) is free on \( n \) generators and enumerate the generating system, writing \( S = \{a_1, \ldots, a_n\} \). Then \( \text{Out}(F_n) \) is generated as a group by the **Nielsen transformations** \( P_1, P_2, I, T \) which are respectively determined by having the following effect on the standard basis:

\[
\begin{align*}
P_1(a_1, \ldots, a_n) &= (a_2, a_1, \ldots, a_n), \\
P_2(a_1, \ldots, a_n) &= (a_2, \ldots, a_n, a_1), \\
I(a_1, \ldots, a_n) &= (a_1^{-1}, a_2, \ldots, a_n), \\
T(a_1, \ldots, a_n) &= (a_1, a_2, \ldots, a_n).
\end{align*}
\]

The first three transformations are of finite order, and \( T \) is conjugate to its inverse by a product of these. It follows that the Nielsen transformations generate \( \text{Out}(F_n) \)
as a semigroup. The first three transformations preserve reduced words. It follows immediately that for any counting quasimorphism \( \varphi_w \) we have

\[
P_j^* \varphi_w(w) = \varphi_{P_j^{-1}w}(w), \quad T^* \varphi_w(w) = \varphi_{T^{-1}w}(w),
\]
and similarly for \( \varphi_w \) instead of \( \varphi_w \). In particular, \( \mathcal{H}^*(F_n, S) \) is invariant under these transformations, and it remains only to understand the action of \( T \).

For \( T \), the letters \( a_1 \) and \( a_2 \) play a distinguished role. To save indices we define \( a := a_1 \) and \( b := a_2 \). By definition of \( T \) we then have \( T(s) = T^{-1}(s) = s \) for \( s \in S \setminus \{a\} \). We also have

\[
T(a) = ab, \quad T(a^{-1}) = b^{-1}a^{-1}, \quad T^{-1}(a) = ab^{-1}, \quad \text{and} \quad T^{-1}(a^{-1}) = ba^{-1}.
\]

For computations involving \( T \) and its inverse it is therefore convenient to use the following normal form of elements of \( F_n \). Every \( g \in F_n \) is uniquely represented by a reduced word of the form

\[
g \equiv w = b^{n_0}s_1b^{n_1} \cdots s_l b^{n_l}
\]
subject to the conditions

\[
l \geq 0, \quad n_j \in \mathbb{Z}, \quad s_j \in (S \cup S^{-1}) \setminus \{b, b^{-1}\}, \quad \forall 1 \leq j \leq l-1: \ n_j = 0 \Rightarrow s_j \neq s_{j+1}^{-1}.
\]

We will express Equation (3) by writing

\[
g \equiv_S (n_0, s_1, n_1, \ldots, s_l, n_l).
\]

Then we have

\[
Tg \equiv_S (\tilde{n}_0, s_1, \tilde{n}_1, \ldots, s_l, \tilde{n}_l),
\]
where (with the convention \( s_0 = s_{i+1} = \varepsilon \))

\[
\tilde{n}_j = n_j + \#_a(s_j) - \#_{a^{-1}}(s_{j+1}).
\]

Note in particular, that Conditions (4) are preserved. Similarly we have

\[
T^{-1}g \equiv_S (\tilde{n}_0^*, s_1, \tilde{n}_1^*, \ldots, s_l, \tilde{n}_l^*),
\]
where

\[
\tilde{n}_j^* = n_j - \#_a(s_j) + \#_{a^{-1}}(s_{j+1}).
\]

To describe the action of \( T \) on (certain) counting quasimorphisms, we define a truncation operator \( \tau_b \) on reduced words as follows: If \( w \) is given as in Equation (3), then

\[
\tau_b(w) := s_1 b^{n_1} \cdots b^{l-1} s_l,
\]
i.e., \( \tau_b \) forces reduced words to start and end in letters different from \( b \) by truncating leading and final powers of \( b \). We say a word \( w \) is \( b \)-truncated if it neither ends nor starts in a \( b \) power, i.e., if \( \tau_b(w) = w \). Then \( b \)-truncated subwords of \( g \) bijectively correspond to \( b \)-truncated subwords of \( Tg \), and this is the key to the following lemma:

**Lemma 2.9.** Let \( w \) be a reduced word and assume that \( w \) is not a power of \( b \). Then \( T^* \varphi_w \) is at bounded distance from a finite sum of counting quasimorphism. In particular, \( T^* \varphi_w \in \mathcal{H}^*(F_n, S) \).
Proof. Using our normal form we can write \( w \equiv_S (m_0, r_1, m_1, \ldots, r_k, m_k) \). Let \( g \equiv_S (n_0, s_1, n_1, \ldots, s_l, n_l) \) be an arbitrary word in \( F \). Our goal is to determine a formula for \( \#_w(Tg) \). As we noted above there is a one to one correspondence of \( b \)-truncated subwords of \( T(g) \) to \( b \)-truncated subwords of \( g \). If \( w' = (0, s_{t+1}, n_{t+1}, \ldots, s_{t+k}, 0) \) is a \( b \)-truncated subword of \( Tg \) then its corresponding \( b \)-truncated subword in \( g \) is \( \tilde{w}' = (0, s_{t+1}, n_{t+1}^{-1} \ast, \ldots, s_{t+k}, 0) \) and vice versa. In particular, the number of occurrences of \( w' \) in \( Tg \) is the same as the number of occurrences of \( \tilde{w}' \) in \( g \).

In order to count the occurrences of \( w \) in \( Tg \) we proceed as follows: Every \( w \)-subword of \( Tg \) leads to a subword \( w' \) as above satisfying

\[
\forall i \in \{1, \ldots, k-1\} : r_i = s_{i+t}, \quad m_i = n_{i+t}.
\]

The corresponding subword \( \tilde{w}' \) in \( g \) then satisfies \( \tilde{m}_i = \tilde{n}_{i+t} \). Let us call \( w' \) satisfying (5) extendible if it arises from an occurrence of \( w \). This means that \( w' \) is preceded by at least \( |m_0| \) copies of \( b \) or \( b^{-1} \) (according to whether \( m_0 \geq 0 \) or \( m_0 < 0 \)) and proceeded by at least \( |m_k| \) copies of \( b \) or \( b^{-1} \) (according to whether \( m_k \geq 0 \) or \( m_k < 0 \)). We are now going to reformulate these conditions in terms of \( g \). To exclude border cases we suppose \( t > 0 \) and \( t + k < l \). The remaining cases will only result in an additive error of at most 2 in our count of \( \#_w(T(g)) \), which is irrelevant. Our assumption ensures in particular that \( s_t \) and \( s_{t+k+1} \) are well defined. For \( w' \) to be extendible the following conditions must hold: For the left end of the word, it is necessary that \( m_0 \cdot n_t \geq 0 \) and \( |n_t| \geq |m_0| \). Similarly on the right side of the word, it is necessary that \( m_k \cdot n_{t+k} \geq 0 \) and \( |n_{t+k}| \geq |m_k| \).

We translate these conditions on \( w' \) into conditions on \( \tilde{w}' \). For the left end of the word, it requires that one of the following holds:

- \( m_0 = 0 \),
- \( m_0 > 0 \land \tilde{n}_t = m_0 + 1 \),
- \( m_0 > 0 \land \tilde{n}_t = m_0 \land (s_t = a \lor r_1 \neq a^{-1}) \),
- \( m_0 > 0 \land \tilde{n}_t = m_0 - 1 \land s_t = a \land r_1 = a^{-1} \),
- \( m_0 < 0 \land \tilde{n}_t \leq m_0 - 1 \),
- \( m_0 < 0 \land \tilde{n}_t = m_0 \land (s_t \neq a \lor r_1 = a^{-1}) \), or
- \( m_0 < 0 \land \tilde{n}_t = m_0 + 1 \land s_t \neq a \land r_1 = a^{-1} \).

Note that these cases are disjoint. Since \( m_0 \) and \( r_1 \) are determined by the fixed word \( w \), the conditions only depend on \( s_t \) and \( \tilde{n}_t \). Moreover, for the cases involving an inequality for \( \tilde{n}_t \) the value of \( s_t \) is irrelevant. Thus, whether the conditions are fulfilled depends only on at most \( |m_0| + 1 \) letters to the left of \( \tilde{w}' \).

The requirements on the right side are similar by the symmetry of taking inverses and the same conclusions hold. This implies that the conditions can be expressed by a finite set of words \( \mathcal{W} \) in which \( \tilde{w}' \) must be contained. More precisely: Let \( \mathcal{W}_{\text{left}} = \)

\[
\begin{align*}
\{ \varepsilon \} & \quad \text{if } m_0 = 0, \\
\{ b^{m_0} \} \cup \{ ab^{m_0-1} \} & \quad \text{if } m_0 > 0 \text{ and } r_{t+1} \neq a^{-1}, \\
\{ b^{m_0+1} \} \cup \{ ab^{m_0} \} & \quad \text{if } m_0 > 0 \text{ and } r_{t+1} = a^{-1}, \\
\{ s b^{m_0} \mid s \in (S \cup S^{-1}) \setminus \{ a, b, b^{-1} \} \} \cup \{ b^{m_0-1} \} & \quad \text{if } m_0 < 0 \text{ and } r_{t+1} \neq a^{-1}, \\
\{ s b^{m_0+1} \mid s \in (S \cup S^{-1}) \setminus \{ a, b, b^{-1} \} \} \cup \{ b^{m_0} \} & \quad \text{if } m_0 < 0 \text{ and } r_{t+1} = a^{-1}. \\
\end{align*}
\]

Similarly we can define \( \mathcal{W}_{\text{right}} \). Consider the set of words \( \mathcal{W} = \mathcal{W}_{\text{left}} \cdot \tilde{w}' \cdot \mathcal{W}_{\text{right}} \). If \( w' \) is a \( b \)-truncated word of \( T(g) \) that is not a border case and \( \tilde{w}' \) is
the corresponding $b$-truncated word of $g$ then $w'$ is extendible if and only if $\tilde{w}'$ is contained in a word in $W$ in $g$.

By definition, the number of occurrences of $w$ in $T(g)$ is precisely the number of extendible $w$'s or, equivalently, the corresponding $\tilde{w}'$'s. We claim that this number is precisely given by the number of subwords that are equal to some word in $W$, in other words, every $\tilde{w}'$ can only be extended in one way to an element in $W$. Let us
call a word in $W$ an extension of a word equal to $\tilde{w}'$ if it is obtained by attaching a word from $W_{\text{left}}$ to the left and a word from $W_{\text{right}}$ and to right. We need to argue that for every word equal to $\tilde{w}'$ there is at most one extension to a word in $W$ and every word in $W$ is the extension of at most one word equal to $\tilde{w}'$. Another way of saying this is the following claim: If $w_1w''w_2 = w'_1w''w'_2$ with $w_1, w'_1 \in W_{\text{left}}$ and $w_2, w'_2 \in W_{\text{right}}$ then $w_1 = w'_1$ and $w_2 = w'_2$. This claim follows from the fact that no word in $W_{\text{left}}$ can be extended to another word in $W_{\text{left}}$ by adding letters on the right and the symmetric fact for $W_{\text{right}}$.

We have thus shown that $|\#(T(g)) - \sum_{w \in W} \#(g)| \leq 2$. This implies that $T^* \tilde{\varphi}_w$ is equivalent to $\sum_{w \in W} \tilde{\varphi}_w$. □

In order to obtain $T$-invariance of $H^*(F_n, S)$ it remains to deal with counting quasimorphisms of the form $\varphi_b$. Here we use the following reduction step:

**Lemma 2.10.** Let $s \in S$ and let $w$ a reduced word with last letter $s$. Then the quasimorphism

$$\varphi_w - \sum_{s' \in S \setminus \{s^{-1}\}} \varphi_{ws'}$$

is bounded, hence has trivial homogenization.

**Proof.** Assume $w$ occurs as a subword in some reduced word $w_0$. Then either $w$ contains the last letter, or there exists a letter $s'$ after the occurrence, which is different from $s$. Thus the above difference counts the difference between then number of occurrences as $w$ containing the last letter and the number of occurrences of $w^{-1}$ containing the first letter, which is bounded in absolute value by 1. □

A variant of this lemma for certain non-overlapping counting quasimorphisms appears already in [13]. However, for the lemma to hold in general, we need to work with overlapping rather than non-overlapping counting quasimorphisms. While the lemma is useful for the understanding of the $\text{Out}(F_n)$-module structure of $\mathcal{H}(F_n)$ in general, here we are only interested in the following simple consequence:

**Lemma 2.11.** For $k \in \mathbb{Z}$, $T^* \varphi_{bk} \in H^*(F_n, S)$.

**Proof.** If suffices to show the statement for $k > 0$. For $k = 1$ we have $T^*(\varphi_b) = \varphi_a + \varphi_b$. For $k > 1$, by Lemma 2.10 $\varphi_{bk}$ is equivalent to $\varphi_{bk-1} - \sum_{s \in (S \cup S^{-1}) \setminus \{b, b^{-1}\}} \varphi_{bk-1s}$ and the lemma follows by induction on $k$ using Lemma 2.9. □

We deduce:

**Corollary 2.12.** The space $H^*(F_n, S)$ is invariant under $\text{Out}(F_n)$.

**Proof.** Combining Lemma 2.9 and Lemma 2.11 we see that $H^*(F_n, S)$ is invariant under $T$. Since we have seen above that $H^*(F_n, S)$ is also invariant under the other Nielsen transformations and since these generate $\text{Out}(F_n)$ as a semigroup, we deduce that $H^*(F_n, S)$ is invariant under $\text{Out}(F_n)$. □
We can now finish the proof of Theorem 2.3.

Proof of Theorem 2.3. We have seen in Corollary 2.12 that $\mathcal{H}^*(F, S)$ is invariant under $\text{Out}(F)$. Since $\text{Out}(F)$ acts transitively on free generating sets, it follows that $\mathcal{H}^*(F, S)$ is independent of the choice of $S$. This shows (i). Moreover, $\mathcal{H}^*(F, S)$ contains the span of the family $(\varphi_g \mid g \in G(S, \leq)^+)$). By Theorem 2.8 this span is countable dimensional and dense in $\mathcal{H}(F)$, hence $\mathcal{H}^*(F, S)$ is also dense and at least countable-dimensional. On the other hand, it is generated by countable-many elements, so it is indeed countable-dimensional. This establishes (ii) and (iii) and finishes the proof of Theorem 2.3.

Remark 2.13. The proof of Theorem 2.3 does not exhibit any countable basis of $\mathcal{H}^*(F)$. It shows, however, that for any choice of ordered free generating set $(S, \leq)$ there exists a basis of $\mathcal{H}^*(F)$ containing the countable linearly independent subset $\{\varphi_g \mid g \in G(S, \leq)^+\}$. Finding such a basis would be of great interest for the understanding of the $\text{Out}(F)$-action on $\mathcal{H}^*(F)$.

3. The category of homogeneous quasigroups

3.1. Basic properties. We now return to the categories $\mathfrak{QGrp}$ and $\mathfrak{HQGrp}$ defined in the introduction. Our first goal is to establish some of their basic properties and in particular to verify the various claims made in the introduction.

By definition, a map $f: G \to H$ is called a quasimorphism if $f^* \alpha$ is a quasimorphism for every real-valued quasimorphism $\alpha: H \to \mathbb{R}$. We claim that it suffices to check this property for all homogeneous quasimorphisms $\alpha \in \mathcal{H}(H)$. Indeed, by Lemma 2.1 every real-valued quasimorphism $\alpha$ can be written uniquely as $\alpha = \widehat{\alpha} + b$ where $\widehat{\alpha}$ is a homogeneous quasimorphism and $b: H \to \mathbb{R}$ a bounded function. Then $f^* \alpha = f^* \widehat{\alpha} + f^* b$ and the claim follows from the fact that $f^* b$ is bounded. The same argument also shows that quasimorphisms $f_1, f_2: G \to H$ are equivalent if and only if $f_1^* \alpha - f_2^* \alpha$ is bounded for all $\alpha \in \mathcal{H}(H)$. This in turn is equivalent to the vanishing of the homogenization of $f_1^* \alpha - f_2^* \alpha$, or equivalently to the condition

$$\forall \alpha \in \mathcal{H}(H): f_1^* \alpha = f_2^* \alpha.$$

The following criterion is often useful in constructing quasimorphisms:

Lemma 3.1. Let $f: G \to H$ be a map. If there is a finite set $E \subseteq H$ such that $\forall g_1, g_2 \in G \exists h \in H: f(g_1 g_2) \in Ef(g_1) Eh Eh^{-1} Ef(g_2) E$, then $f$ is a quasimorphism.

Proof. Let $\alpha \in \mathcal{H}(H)$ and $g_1, g_2 \in G$. By assumption there is an $h \in H$ such that $\alpha(f(g_1 g_2)) \in \alpha(E f(g_1) Eh Eh^{-1} Ef(g_2) E)$. Thus,

$$D(f^* \alpha) = \sup_{g_1, g_2 \in G} |f^* \alpha(g_1 g_2) - f^* \alpha(g_1) - f^* \alpha(g_2)|$$

$$\leq \sup_{g_1, g_2 \in G} \sup_{e \in E} \left| \alpha(e_1 f(g_1) e_2 h e_3 h^{-1} e_4 f(g_2) e_5) - \alpha(f(g_1)) - \alpha(f(g_2)) \right|$$

$$\leq |\alpha(f(g_1) f(g_2)) - \alpha(f(g_1)) - \alpha(f(g_2))| + 9D(\alpha) + 5 \max_{e \in E} \alpha(e)$$

$$\leq 10D(\alpha) + 5 \max_{e \in E} \alpha(e) < \infty.$$
We will apply a version of this lemma to provide plenty of explicit examples of quasimorphism between free groups in Section 5 below. We also record the following special case:

**Corollary 3.2.** Every homomorphism is a quasimorphism. In particular, the pullback of \( \alpha \in Q(H) \) by a homomorphism \( f : G \to H \) satisfies \( f^*\alpha \in Q(G) \), whence the functor \( Q \) is well-defined.

Since the pullback of a homogeneous function by a homomorphism is obviously again homogeneous we also deduce that the functor \( H : \text{Grp} \to \text{Rect} \) is well-defined. Next let us check that the categories \( Q\text{Grp} \) and \( HQ\text{Grp} \) are well-defined. For \( Q\text{Grp} \) this follows immediately from the fact that composition of maps is associative. Concerning \( HQ\text{Grp} \) we establish:

**Lemma 3.3.** Let \( f_1, f_2 \in \text{Hom}_{Q\text{Grp}}(G, H) \) and \( g_1, g_2 \in \text{Hom}_{HQ\text{Grp}}(H, K) \). If \( f_1 \sim f_2 \) and \( g_1 \sim g_2 \) then \( g_1 \circ f_1 \sim g_2 \circ f_2 \).

**Proof.** Let \( \alpha \in H(K) \). By assumption the functions \( b_H := g_1^*\alpha - g_2^*\alpha \) and \( b_G := f_1^*(g_2^*\alpha) - f_2^*(g_2^*\alpha) \) are bounded. Thus,

\[
(g_1 \circ f_1)^*\alpha - (g_2 \circ f_2)^*\alpha = f_1^*(g_2^*\alpha + b_H) - f_2^*(g_2^*\alpha) = b_H \circ f_1 + b_G,
\]

which is bounded. \( \square \)

At this point we have established that all the functors and categories introduced in the introduction are well-defined. Note that for maps \( f : G \to \mathbb{R} \) we currently have two different notions of quasimorphism: Let us temporarily call \( f \) a quasimorphism of the first kind if its defect is bounded and a quasimorphism of the second kind if it pulls back all quasimorphisms of the first kind to such quasimorphisms. We also have according notions of equivalence of the first and second kind.

**Lemma 3.4.** The two notions of quasimorphisms for maps \( f : G \to \mathbb{R} \) coincide. Similarly, the two notions of equivalence coincide.

**Proof.** Let \( f \) be a quasimorphism of the first kind and \( \alpha \in H(\mathbb{R}) \). By Lemma 2.1(iv) we have \( \alpha = \lambda \cdot \text{Id} \) for some \( \lambda \in \mathbb{R} \), whence \( f^*\alpha = \lambda \cdot f \in H(G) \), showing that \( f \) is also of the second kind. The converse is obvious, since \( f^*\text{Id} = f \). The proof concerning equivalence is similar. \( \square \)

**Corollary 3.5.** \( \text{Hom}_{Q\text{Grp}}(G; \mathbb{R}) = Q(G) \) and \( \text{Hom}_{HQ\text{Grp}}(G; \mathbb{R}) = H(G) \).

For our further study of homsets we introduce the abbreviations

\( \widetilde{Q}(G, H) := \text{Hom}_{Q\text{Grp}}(G; H) \), \( QQ(G, H) := \text{Hom}_{HQ\text{Grp}}(G; H) \).

We also keep the notation \( \hat{\alpha} \) to denote the homogenization of a quasimorphism \( \alpha \). We can then reformulate Criterion 3 as follows:

**Lemma 3.6.** The map

\[
\iota : QQ(G, H) \to \text{Hom}_{Q\text{Rect}}(H(G), H(H)), \quad \iota(f)(\alpha) = f^*\alpha,
\]

and hence also the map \( \text{QOut}(G) = QQ(G, G)^* \to \text{Aut}_{Q\text{Rect}}(H(G)) \) is injective.

We draw to immediate consequences. Firstly, we deduce the following claim from the introduction:
Corollary 3.7. The natural map $\text{Aut}_{\mathcal{QGrp}}(G) \to \text{QOut}(G)$ factors through $\text{Out}(G)$.

Secondly we observe that the inclusion $\text{QQ}(G, H) \hookrightarrow \text{Hom}(\mathcal{H}(G), \mathcal{H}(H))$ equips the homset $\text{QQ}(G, H)$ with the structure of a vector space. The abelian group structure actually has an intrinsic representation: The sum $\{f_1 \oplus f_2\}$ is represented by the pointwise product $g \mapsto f_1(g)f_2(g)$ (or, alternately, $g \mapsto f_2(g)f_1(g)$), the neutral element is represented by the constant map $g \mapsto e_H$ and the inverse of $f$ is represented by $g \mapsto f(g)^{-1}$.

Lemma 3.8. The composition map $\text{QQ}(G, H) \times \text{QQ}(H, K) \to \text{QQ}(G, K)$ is bilinear.

Proof. Let $g_1, g_2 \in \widetilde{\text{QQ}}(G, H)$, $h_1, h_2 \in \widetilde{\text{QQ}}(H, K)$ and $\alpha \in \mathcal{H}(K)$. Then there exist bounded functions $b_j(x)$, $j = 1, 2$ such that

$$(h_1 \circ (g_1g_2)^*)\alpha(x) = (h_1^\ast \alpha)(g_1(x)g_2(x)) = (h_1^\ast \alpha)(g_1(x)) + (h_1^\ast \alpha)(g_2(x)) + b_1(x) = (h_1 \circ g_1)^*\alpha(x) + (h_1 \circ g_2)^*\alpha(x) + b_1(x) = [(h_1 \circ g_1)(h_1 \circ g_2)]^*\alpha(x) + b_2(x),$$

hence

$$[h_1] \circ ([g_1] \oplus [g_2]) = [h_1 \circ (g_1g_2)] = [(h_1 \circ g_1)(h_1 \circ g_2)] = ([h_1] \circ [g_1]) \oplus ([h_1] \circ [g_2]).$$

Similarly,

$$(h_1h_2 \circ g_1)^*\alpha(x) = (h_1 \circ g_1)^*\alpha(x) + (h_2 \circ g_1)^*\alpha(x) + b_1(x) = [(h_1 \circ g_1)(h_2 \circ g_1)]^*\alpha(x) + b_2(x).$$

Since finite biproducts clearly exist in $\mathcal{QGrp}$ we deduce:

Corollary 3.9. The category $\mathcal{Q\mathcal{Grp}}$ is an additive category.

3.2. The group $\text{QOut}(G)$. In the sequel we will always consider $\text{QOut}(G)$ as a subgroup of $\text{Aut}_{\mathcal{QGrp}}(\mathcal{H}(G))$ by means of Lemma 3.8. We will also denote by $\text{qout}_G : \text{Out}(G) \to \text{QOut}(G)$ the canonical map given by Corollary 3.7. In general, this map is neither injective nor surjective. We will deal with the cases of amenable, respectively free groups in Section 4.1 and Section 4.2 below. Before we turn to these computations we collect some properties of $\text{QOut}(G)$ which can be derived purely formally.

Proposition 3.10. $\text{QOut}(G)$ acts continuously on $\mathcal{H}(G)$ with respect to the topology of pointwise convergence.

Proof. The proof is just as for $\text{Out}(G)$: If $\alpha_n \to \alpha$ pointwise in $\mathcal{H}(G)$, i.e., $\alpha_n(g) \to \alpha(g)$ for all $g \in G$, and $[\varphi] \in \text{QOut}(G)$, then $\varphi^*\alpha_n(g) = \alpha_n(\varphi(g)) \to \alpha(\varphi(g)) = \varphi^*\alpha(g)$ for all $g \in G$.

Corollary 3.11. If $V < \mathcal{H}(G)$ is a subspace which is dense for the topology of pointwise convergence, then every $g \in \text{QOut}(G)$ is uniquely determined by the restriction $g|_V : V \to \mathcal{H}(G)$. 

\[\square\]
The corollary is particularly useful for computations in free groups, where we can use the dense subspace $\mathcal{H}^*(F)$ constructed in Theorem 2.3.

Recall that given a group $G$, a subgroup $H < G$ is called a retract of $G$ if there exists a retraction $r : G \to H$, i.e., a group homomorphism which is left-inverse to the inclusion $i_H : H \to G$. A left-inverse to the class $[i_H]$ in the category $\mathcal{H}Q\mathcal{G}\mathcal{r}$ will be called a quasi-retraction, and if such a quasi-retraction exists, then $H$ will be called a quasi-retract of $G$. We observe:

**Lemma 3.12.** If $H < G$ is a quasi-retract then the restriction map $\text{res}_H^G : \mathcal{H}(G) \to \mathcal{H}(H)$, $f \mapsto f|_H$ is onto.

*Proof.* If $r : G \to H$ is a quasimorphism whose class is a quasi-retraction, then for every $\alpha \in \mathcal{H}(H)$ we have $\alpha = (r^*\alpha)|_H$, since both are homogeneous quasimorphisms of bounded distance. □

**Lemma 3.13.** If $r : G \to H$ is a quasimorphism such that $[r]$ is a quasi-retraction, then

$$r^* : QQ(H,H) \to QQ(G,G), [f] \mapsto [i_H \circ f \circ r]$$

is an injective algebra homomorphism.

*Proof.* The map is well-defined and provides a homomorphism since $[r_i H] = [\text{Id}_H]$. Now assume that $f \in \ker(r^*)$ and let $\psi \in \mathcal{H}(H)$. Let $\varphi := r^* \psi \in \mathcal{H}(G)$ so that $\psi = \varphi|_H$. Then we have

$$\varphi = (i_H \circ f \circ r)^* \varphi = r^* f^* i_H ^* \varphi \Rightarrow i_H ^* \varphi = f^* i_H ^* \varphi \Rightarrow \psi = f^* \psi.$$  

This shows that $[f]$ is trivial in $QQ(H,H)$, so $r^*$ is injective. □

**Corollary 3.14.** For groups $H_1, H_2$ there is a canonical injection

$$\text{QOut}(H_1) \times \text{QOut}(H_2) \hookrightarrow \text{QOut}(H_1 \times H_2).$$

*Proof.* The projections from $G = H_1 \times H_2$ to the factors is a retraction, hence induces injective maps $QQ(H_1) \to QQ(G)$. Since the images act on different factors, the product map

$$QQ(H_1) \times QQ(H_2) \to QQ(G)$$

is still injective. Moreover, it maps $(\text{id}_{H_1}, \text{id}_{H_2})$ to $\text{id}_G$. It follows that it maps inverses to inverses and thus preserves the subgroups of invertible elements. □

In general, the canonical map will not be surjective, e.g. the flip $(h_1, h_2) \mapsto (h_2, h_1)$ in $\text{QOut}(H \times H)$ is not contained in its image.

### 3.3. The quasification functor.

Our next goal is to construct a more efficient model of the category $\mathcal{H}Q\mathcal{G}\mathcal{r}$. To this end we construct a projection functor $Q : \mathcal{H}Q\mathcal{G}\mathcal{r} \to \mathcal{H}Q\mathcal{G}\mathcal{r}$, which is an equivalence of categories. This will reduce computations in $\mathcal{H}Q\mathcal{G}\mathcal{r}$ to computations in $Q(\mathcal{H}Q\mathcal{G}\mathcal{r})$. We need some basic results concerning kernels of quasimorphisms:

**Definition 3.15.** Let $\alpha : G \to \mathbb{R}$ be a quasimorphism. A subgroup $N$ of $G$ is called a period subgroup if $\alpha|_N$ is bounded. A quasimorphism is called aperiodic if every period subgroup is trivial. If $H$ is a quotient of $G$ with canonical projection $p : G \to H$, then $\alpha$ is said to factor through $H$ if $\alpha = p^* \beta$ for some quasimorphism $\beta : H \to \mathbb{R}$.

We recall the following result from [2]:

...
Lemma 3.16. Let \( \{e\} \to N \to G \to H \to \{e\} \) be a short exact sequence of groups and \( \alpha : G \to \mathbb{R} \) be a homogeneous quasimorphism. Then the following are equivalent:

(i) \( \alpha|_N \) is bounded.
(ii) \( \alpha|_N \equiv 0 \).
(iii) \( \alpha \) factors through \( Q \).

Given \( g \in G \) we denote by \( N(g) \) the smallest normal subgroup of \( G \) containing \( g \). Then the last lemma implies (cf. [2]):

Proposition 3.17. Let \( G \) be a group and \( \alpha : G \to \mathbb{R} \) a quasimorphism. Then there is a unique maximal period subgroup for \( \alpha \), which is given by

\[ \ker(\alpha) = \{ g \in G, |\alpha|_{N(g)} \text{bounded} \} \]

Moreover, the homogenization of \( \alpha \) factors through an aperiodic quasimorphism on \( G/\ker(\alpha) \).

We refer to \( \ker(\alpha) \) as the kernel of \( \alpha \).

Definition 3.18. Let \( G \) be a group. The normal subgroup

\[ R_q(G) := \bigcap_{\alpha \in H(G)} \ker(\alpha) \]

is called the quasi-radical of \( G \) and the quotient \( Q(G) := G/R_q(G) \) is called the quasification of \( G \). The group \( G \) is quasi-separated if \( Q(G) = G \).

Quasification has the following universal property:

Proposition 3.19.

(i) Every homogeneous quasimorphism of \( G \) factors through \( Q(G) \) and \( Q(G) \) is maximal with this property.
(ii) If \( f : G \to H \) is any homomorphism, then there is a unique homomorphism \( Q(f) : Q(G) \to Q(H) \) such that the diagram

\[
\begin{array}{ccc}
G & \xrightarrow{f} & H \\
\downarrow & & \downarrow \\
Q(G) & \xrightarrow{Q(f)} & Q(H)
\end{array}
\]

commutes.
(iii) For all groups \( G \) and homomorphisms \( f \) we have \( Q(Q(G)) = Q(G) \) and \( Q(Q(f)) = f \).

Proof. (i) holds by construction of \( Q(G) \) and (ii) follows from Lemma 2.1(i). For (iii) assume \( x \in R_q(Q(G)) \). Then \( f(x) = 0 \) for all homogeneous quasimorphisms \( f : Q(G) \to \mathbb{R} \). Let \( p : G \to Q(G) \) denote the projection and choose \( y \in G \) with \( p(y) = x \); then \( p^*f(y) = 0 \) for all \( f \) as above. By (i) this implies \( F(y) = 0 \) for every homogeneous quasimorphism on \( G \), hence \( y \in R_q(G) \). This implies that \( x = p(y) = e \), hence \( R_q(Q(G)) \) is trivial. \( \square \)

The proposition can be restated as saying that \( Q \) is a projection functor from the category of groups to the full subcategory of quasi-separated groups. The main result of this subsection is the following theorem:
Theorem 3.20. Quasification extends to a functor $Q : \mathcal{H}QGrp \to \mathcal{H}QGrp$, which is a self-equivalence of categories. In particular, every isomorphism class in $\mathcal{H}QGrp$ is represented by a quasi-separated group.

Let us start by extending $Q$ to a functor on $\mathcal{H}QGrp$.

Proposition 3.21. Let $G, H$ be groups, $p_G : G \to Q(G), p_H : H \to Q(H)$ the canonical projections and $f : G \to H$ a quasimorphism. Then there exists a unique up to equivalence quasimorphism $Q(f) : Q(G) \to Q(H)$ such that

$$(7) \quad Q(f)(x) \in p_H(f(p_G^{-1}(x))).$$

If $f$ is equivalent to a homomorphism, then so is $Q(f)$.

Proof. Let $p_G(g_1) = p_G(g_2)$. Then $g_2 = g_1 k$ for some $k \in G$ which is contained in the kernel of every homogeneous quasimorphism on $G$. Now assume that $\varphi : H \to \mathbb{R}$ is a homogeneous quasimorphism; then

$$|f^* \varphi(g_2) - f^* \varphi(g_1)| = |f^* \varphi(g_1 k) - f^* \varphi(g_1)| \leq |f^* \varphi(k)| + D(f^* \varphi),$$

and since $k \in \ker f^* \varphi$ we obtain

$$(8) \quad |f^* \varphi(g_2) - f^* \varphi(g_1)| \leq D(f^* \varphi)$$

Now choose $Q(f) : Q(G) \to Q(H)$ to be an arbitrary map subject to (7) and let $g, h \in Q(G)$. By (7) there exists elements $\hat{g}, \hat{h}, \hat{gh} \in G$ in the respective $p_G$-fibers of $g, h, gh$ such that

$Q(f)(g) = p_H(f(\hat{g})), \quad Q(f)(h) = p_H(f(\hat{h})), \quad Q(f)(gh) = p_H(f(\hat{gh})).$

Let $\psi : Q(H) \to \mathbb{R}$ be a homogeneous quasimorphism and $\varphi := p_H^* \psi$. Then

$$|Q(f)^* \psi(gh) - Q(f)^* \psi(g) - Q(f)^* \psi(h)|$$

$$= |\psi(p_H(f(\hat{gh}))) - \psi(p_H(f(\hat{g}))) - \psi(p_H(f(\hat{h})))|$$

$$= |f^* \varphi(\hat{gh}) - f^* \varphi(\hat{g}) - f^* \varphi(\hat{h})|$$

$$\leq |f^* \varphi(\hat{gh}) - f^* \varphi(\hat{g})| + |f^* \varphi(\hat{g}) - f^* \varphi(\hat{h})|$$

$$\leq 2D(f^* \varphi),$$

hence $Q(f)^* \psi$ is a quasimorphism. This shows that $Q(f)$ is a quasimorphism. It follows from (8) that if $Q_1(f), Q_2(f)$ are two different homogeneous quasimorphisms satisfying (7), then for every homogeneous quasimorphism $\varphi : Q(H) \to \mathbb{R}$ the difference $Q_1^* \varphi - Q_2^* \varphi$ is uniformly bounded by (8), whence $Q_1(f)$ and $Q_2(f)$ are equivalent. The last statement of the proposition follows from a fact that every homomorphism $G \to H$ descends to $Q(G) \to Q(H)$ by Proposition 3.19 and the uniqueness part.

We emphasize that given a quasimorphism $f$ the quasimorphism $Q(f)$ is defined only up to equivalence. Nevertheless we will abuse notation and write $Q(f)$ to denote any fixed choice of representative. With this abuse of notation understood, we have a well-defined map

$$(9) \quad \iota_{G,H} : QQ(G, H) \to QQ(Q(G), Q(H)), \quad [f] \mapsto [Q(f)].$$

Now the key step in the proof of Theorem 3.20 is the following observation:

Proposition 3.22. The map $\iota_{G,H}$ is an isomorphism of abelian groups.
Proof. We first show that $\iota_{G,H}$ is a morphism of abelian groups. Let us fix a (set-theoretic) section $\sigma_G : Q(G) \to G$ of $p_G$. Then for any quasimorphism $f : G \to H$ a representative of the class $[Q(f)]$ is given by $Q(f)(x) = p_H(f(\sigma_G(x)))$. With this choice of representatives we see that for any pair $f_1, f_2 : G \to H$ of quasimorphisms we have

$$(Q(f_1) \cdot Q(f_2))(x) = p_H(f_1(\sigma_G(x))) \cdot p_H(f_2(\sigma_G(x)))$$

$$= p_H(f_1(\sigma_G(x))f_2(\sigma_G(x)))$$

$$= p_H(f_1f_2(\sigma_G(x)))$$

$$= Q(f_1f_2)(x),$$

showing that $[Q(f_1f_2)] = [Q(f_1)][Q(f_2)]$. Next let us compute the kernel of $\iota_{G,H}$. Suppose $[f] \in \ker(\iota_{G,H})$, i.e., $[Q(f)]$ is the class of the constant map $e$. Let $\beta \in H(H)$ and observe that $\beta = p_H^*\alpha$ for some $\alpha \in H(Q(H))$. We then have $[Q(f)^*\alpha] = [e^*\alpha] = [0]$ and hence

$$[f^*\beta] = [p_G^*Q(f)^*\alpha] = [0].$$

Since $\beta$ was arbitrary, we deduce that $[f]$ represents the trivial class, whence $\iota_{G,H}$ is injective. To see surjectivity fix a quasimorphism $g : Q(G) \to Q(H)$ and choose any function $f : G \to H$ satisfying

$$(10) \quad p_H \circ f = g \circ p_G.$$

We claim that $f$ is a quasimorphism. Indeed let $\beta \in H(H)$ and choose $\alpha \in H(Q(H))$ with $\beta = p_H^*\alpha$. Then

$$f^*\beta = (p_H \circ f)^*\alpha = p_G^*(g^*\alpha)$$

is a quasimorphism, establishing the claim. It then follows from (10) that $[Q(f)] = [g]$. \hfill $\Box$

Corollary 3.23. Let $G, H$ be groups. Then

$$QQ(G,H) \cong QQ(G,Q(H)) \cong QQ(Q(G),H) \cong QQ(Q(G),Q(H)).$$

Proof. Since $Q^2 = Q$ we have $QQ(G,Q(H)) \cong QQ(Q(G),Q(H))$. A similar argument yields $QQ(Q(G),H) \cong QQ(Q(G),Q(H))$. \hfill $\Box$

This finishes the proof of Theorem 3.20.

3.4. Quasi-separated groups. In view of Theorem 3.20 the category of homogeneous quasi-groups is equivalent to its full subcategory of quasi-separated groups. We would thus like to understand the structure of quasi-separated groups. As far as amenable quasi-separated groups are concerned, it is easy to obtain a complete understanding:

Proposition 3.24. If $G$ is amenable, then $Q(G)$ is the quotient of the abelianization $G_{ab}$ of $G$ by its torsion subgroup. In particular, an amenable group is quasi-separated if and only if it is torsion-free abelian.

Proof. If $G$ is amenable, then every homogeneous quasimorphism $f : G \to \mathbb{R}$ is a homomorphism by Lemma 2.1, hence factors through $G_{ab}$. Moreover, every homomorphism $G_{ab} \to \mathbb{R}$ factors through the torsion subgroup of $G_{ab}$. Thus $Q(G)$ is a quotient of $G_{ab}/\text{Tor}(G_{ab})$. Then the proposition follows from the fact that homomorphisms into $\mathbb{R}$ separate points in a torsion-free abelian groups. \hfill $\Box$
On the other hand, there exist many non-abelian quasi-separated groups. For example, one can deduce from [11] that every torsion-free hyperbolic group is quasi-separated. More generally, one can consider the class of acylindrically hyperbolic groups, which was introduced in [21] where it is also shown to coincide with various other previously studied classes of groups with weak hyperbolicity properties. It comprises all non-elementary hyperbolic and relatively hyperbolic groups, all but finitely many mapping class groups and all outer automorphism groups of finitely-generated non-abelian free groups.

We recall from [21] that a group \( G \) is called acylindrically hyperbolic if it admits an acylindrical isometric action on a Gromov-hyperbolic metric space \( X \), which is non-elementary in the sense that the limit set of \( G \) in \( \partial X \) contains at least three points. Here, acylindricity of the action means that \( \forall \varepsilon > 0 \exists R, N > 0 \forall x, y \in X: d(x, y) > R \Rightarrow |\{ g \in G | \max\{d(x, gx), d(y, gy)\} < \varepsilon\}| < N \)

Various equivalent characterizations of acylindrically hyperbolic groups are provided in [21, Thm. 1.2]. In particular, such groups contain proper infinite hyperbolically embedded subgroups. It then follows from [10, Thm. 6.14] that every acylindrically hyperbolic group \( G \) contains a unique maximal finite normal subgroup \( K(G) \).

**Proposition 3.25.** Let \( G \) be an acylindrically hyperbolic group maximal finite normal subgroup \( K(G) \). Then the quasimorphic radical of \( G \) is given by \( R_q(G) = K(G) \). In particular, \( G \) is quasi-separated if and only if it does not contain any finite normal subgroup.

**Proof (D. Osin).** Since \( K(G) \) is amenable, every real-valued homogeneous quasimorphism on \( G \) restricts to a homomorphism on \( K(G) \), but since \( K(G) \) is torsion every such homomorphism vanishes. Thus \( K(G) \subseteq R_q(G) \) and it remains only to show that if \( K(G) = \{e\} \) then for every normal subgroup \( N \triangleleft G \) there exists a real-valued quasimorphism of \( G \) which is unbounded on \( N \). Thus let us fix a group \( G \) acting acylindrically and non-elementarily on a hyperbolic space \( X \) with \( K(G) = \{e\} \) and let \( N \) be a non-trivial normal subgroup. Then for every \( g \in G \) we have \( |gNg^{-1} \cap N| = |N| = \infty \), since there are no finite normal subgroups. According to [21, Lemma 7.2] this property (called \( s \)-normality in [21]) implies that \( N \) acts non-elementarily on \( X \). Combining this with [21, Theorem 1.1] we see that \( N \) contains two (in fact, infinitely many) independent loxodromic elements \( x, y \). The construction given in the proof of [3, Theorem 1] then yields a non-trivial homogeneous quasimorphism on \( G \) which does not vanish on the subgroup generated by \( x \) and \( y \), hence is unbounded on \( N \).

**Proposition 3.25** provides a large supply of quasi-separable groups and shows thereby that our theory of quasimorphisms has some non-trivial content. Among the examples of quasi-separated groups covered by the proposition are not only torsion-free (relatively) hyperbolic groups, but also mapping class groups of closed surfaces of genus \( \geq 3 \) and outer automorphisms of free groups of finite rank \( \geq 3 \).

### 4. Quasioutomorphism groups of amenable groups

The goal of this section is to establish the following result:
Theorem 4.1. Let $G, H$ be amenable groups and assume that the abelianization $H_{ab}$ of $H$ has finite rank. Then

$$QQ(G, H) \cong \text{Hom}(G, H_{ab} \otimes \mathbb{Z} \mathbb{R}).$$

In particular, if $G$ is amenable and $r := \text{rk}(G_{ab}) < \infty$, then

$$Q\text{Out}(G) \cong \text{GL}_r(\mathbb{R}).$$

We start from the following observation:

Lemma 4.2. Let $G$ be any group and $H$ be a torsion-free abelian group. Then there is an embedding

$$\text{Hom}(G, H) \hookrightarrow QQ(G, H), \quad f \mapsto [f].$$

Proof. Every $f \in \text{Hom}(G, H)$ is a quasimorphism by Lemma 2.1. If $f_1, f_2$ are distinct homomorphisms then their classes in $QQ(G, H)$ are also distinct since $f_1 \neq f_2$ implies that there exists $h \in \text{Hom}(H; \mathbb{R})$ such that $f_1^* h \neq f_2^* h$. (Here we use, that homomorphisms into $\mathbb{R}$ separate points in a torsion-free abelian group.) Now distinct homomorphisms cannot be at bounded distance, so $f_1^* h$ and $f_2^* h$ (and consequently $f_1$ and $f_2$) are not equivalent. □

Lemma 4.3. Let $H$ be an abelian group and denote by $\iota : H \to H \otimes \mathbb{Z} \mathbb{R}$ the natural map. Then $[\iota]$ is invertible in $QQ(H, H \otimes \mathbb{Z} \mathbb{R})$. In particular, $H$ and $H \otimes \mathbb{Z} \mathbb{R}$ are isomorphic as homogeneous quasigroups.

Proof. Write $H$ additively and denote by $\lfloor \cdot \rfloor : \mathbb{R} \to \mathbb{Z}$ the floor function. Define a map

$$\{ \cdot \} : H \otimes \mathbb{Z} \mathbb{R} \to H, \quad \{ h \otimes \lambda \} := \lfloor \lambda \rfloor \cdot h.$$

Then it is easy to check that $\{ \cdot \}$ is a quasimorphism representing $[\iota]^{-1}$. □

Corollary 4.4. Let $G$ be any group and $H$ amenable. Then $\text{Hom}(G, H_{ab} \otimes \mathbb{Z} \mathbb{R})$ embeds into $QQ(G, H)$. 

Proof. By Corollary 3.23, Lemma 4.3 and Proposition 3.24 we have

$$QQ(G, H) \cong QQ(G, Q(H)) \cong QQ(G, Q(H) \otimes \mathbb{Z} \mathbb{R}) \cong QQ(G, H_{ab} \otimes \mathbb{Z} \mathbb{R}).$$

Now apply Lemma 4.2. □

Under additional assumptions on $G$ and $H$ we can in fact obtain an isomorphism, based on the following observation:

Lemma 4.5. Let $G$ be a group and $V$ be a finite-dimensional $\mathbb{R}$-vector space. Assume that every homogeneous quasimorphism on $G$ is a homomorphism. Then the map

$$\text{Hom}(G, V) \to QQ(G, V), \quad f \mapsto [f]$$

is onto.

Proof. Let $f_0 : G \to V$ be a quasimorphism. We aim to construct a homomorphism $f : G \to V$ which is equivalent to $f_0$. If $V = \mathbb{R}$ then we can define $f$ to be the homogenization of $f_0$. If $V = \mathbb{R}^n$ we observe that the coordinates of $f_0$ are real-valued quasimorphisms $(f_0)_j : G \to \mathbb{R}$. If follows that the limit

$$f(g) := \lim_{n \to \infty} \frac{f_0^n(g)}{n}$$

is a homomorphism.
exists and has coordinate functions given by $f_j = \hat{(f_0)j}$, the homogenization of $(f_0)_j$. Each $f_j$ is a homogeneous real-valued quasimorphism, hence a homomorphism by assumption. It follows that $f$ is a homomorphism, clearly equivalent to $f_0$. \qed

Combining this with Corollary 4.3 we get:

**Corollary 4.6.** Let $G$ be a group and $H$ an amenable group. Assume that every homogeneous quasimorphism on $G$ is a homomorphism and that $H_{ab}$ has finite rank. Then

$$QQ(G, H) \cong \text{Hom}(G, H_{ab} \otimes \mathbb{R}).$$

Note that Theorem 4.1 is a special case of Corollary 4.6.

5. **Quasoutomorphism groups of free groups**

5.1. **Embedding** $\text{Out}(F_n)$. We have seen in the last section that quasimorphisms between amenable groups are essentially homomorphisms. Our next goal is to show that for non-amenable groups there may exist many proper quasimorphisms. We will focus on the case where $F$ is a finitely generated non-abelian free group. Throughout we denote by $n$ the rank of $F$ and fix a free generating set $S := \{a_1, \ldots, a_n\}$. As before we identify elements of $F$ with reduced words over $S \cup S^{-1}$.

If we want to emphasize the rank we also write $F_n$ for $F$. Our first observation concerns the injectivity of the canonical map $\text{qout}_{F_n} : \text{Out}(F_n) \rightarrow \text{QOut}(F_n)$:

**Proposition 5.1.** The map $\text{qout}_{F_n} : \text{Out}(F_n) \hookrightarrow \text{QOut}(F_n)$ is injective.

**Proof.** Assume that $f \in \text{Aut}_{\text{grp}}(F_n)$ represents a class $[f]$ in the kernel of the map $\text{Out}(F_n) \rightarrow \text{QOut}(F_n)$. Write $f(a_j)$ as a reduced expression $f(a_j) = x_j w_j x_j^{-1}$ with $w_j$ cyclically reduced. Consider the non-overlapping(!) $w_j$-counting quasimorphism $\varphi_{w_j}$ and its homogenization $\widehat{\varphi}_{w_j}$. Since $f^* \varphi_{w_j} = \varphi_{w_j}$ we deduce from Corollary 2.7 that

$$\widehat{\varphi}_{w_j}(a_j) = \widehat{\varphi}_{w_j}(f(a_j)) = \widehat{\varphi}_{w_j}(x_j w_j x_j^{-1}) = \widehat{\varphi}_{w_j}(w_j) = 1.$$

This implies that for large $n$ we have $\varphi_{w_j}(a_j^n) > 0$, i.e., $w_j$ is a subword of $a_j^n$. Since $\widehat{\varphi}_{a_j}(a_j) = \frac{1}{n}$ we deduce that $w_j = a_j$ is the only possibility. It follows that for every $j = 1, \ldots, n$ there exists $x_j \in F_n$ and $v_j \in \mathbb{N}$ such that

$$f(a_j) = x_j a_j x_j^{-1},$$

and it remains to show only that $x_j$ is independent of $j$. Otherwise we may assume (after relabeling the generators) that $x_1 \neq x_2$. We write $x_1$ and $x_2$ as reduced expressions $x_1 = tu_1 \cdots tu_m \cdots u_m$, $x_2 = tv_1 \cdots t v_1 \cdots v_n$ with $t_j, u_i, v_j \in S \cup S^{-1}$, $m + n \geq 1$ and $u_1 \neq v_1$. The latter implies that the expressions $u^{-1}v = u_m \cdots u_1 \cdots v_1 \cdots v_n$ and $v^{-1}u$ are reduced. In particular, if we expand $f(a_1 a_2)$ as

$$f(a_1 a_2) = f(a_1)f(a_2) = x_1 a_1 x_1^{-1} x_2 a_2 x_2^{-1} = tu a_1 u^{-1} v a_2 v^{-1} t^{-1},$$

then the latter is a reduced expression. Let us abbreviate by $r := u a_1 u^{-1} v a_2 v^{-1}$ the middle part of this expression. Then $r$ is reduced, and in fact cyclically reduced.

\footnote{Here it is important that we work with non-overlapping counting quasimorphisms, since $\widehat{\varphi}_{a_j}(a_j) = 1$.}
(since $v^{-1}u$ is reduced). We conclude in particular that $|r| \geq 4$. Moreover, Corollary 2.7 yields
\[
\widehat{\varphi}_r(a_1a_2) = \widehat{\varphi}_r(f(a_1a_2)) = \widehat{\varphi}_r(trt^{-1}) = \widehat{\varphi}_r(r) = 1.
\]
By the same argument as above this implies that $r$ is a subword of $(a_1a_2)^N$ for some large $N$. Since we also require $\widehat{\varphi}_r(a_1a_2) = 1$ the only possible choices are $r \in \{a_1, a_2, a_1a_2, a_2a_1\}$. This implies $|r| \leq 2$, which is a contradiction. \qed

Since $\text{Out}(F_n)$ is non-amenable we conclude:

**Corollary 5.2.** The group $Q\text{Out}(F_n)$ is non-amenable.

### 5.2. A criterion for quasiendomorphisms of free groups

Our further investigations of $Q\text{Out}(F_n)$ will be based on explicit constructions. The following criterion is a useful tool for proving that a map is a quasimorphism:

**Proposition 5.3.** Let $G$ be an arbitrary group and $h: F_n \to G$ an arbitrary map.

If there is a finite set $E \subseteq G$ such that

(i) for all words $w_1$ and $w_2$, for which $w_1w_2$ is a reduced word, we have $h(w_1w_2) \in Eh(w_1)Eh(w_2)E$ and

(ii) $\forall g \in F_n: h(g^{-1}) \in Eh(g)^{-1}E$,

then $h$ is a quasimorphism.

**Proof.** Without loss of generality we assume that $E$ is closed under taking inverses.

Given $g, g' \in F_n$ we can always find reduced words $w, w', x$ so that $g \equiv wx$, $g' \equiv x^{-1}w'$ and the words $wx, x^{-1}w'$ and $ww'$ are all reduced. Now assume that $h$ satisfies the assumptions of the theorem. Then $h(gg') = h(ww') \in Eh(w)Eh(w')E$. Furthermore $h(g) \in Eh(w)Eh(x)E$ which implies that $h(w) \in Eh(g)Eh(x)^{-1}E$. Similarly we conclude $h(w') \in Eh(x)Eh(g')E$. Assembling the three statements we obtain $h(gg') \in E^2h(g)Eh(x)^{-1}Eh(x)Eh(g')E^2$. If we define $\tilde{E} := (E \cup \{e\})^3$ then this implies $h(gg') \in \tilde{E}h(g)\tilde{E}h(x)^{-1}\tilde{E}h(x)\tilde{E}h(g')\tilde{E}$, so the proposition follows from Lemma 3.1. \qed

As a first illustration of our criterion, we describe a class of quasiendomorphisms of free groups which change a word by local manipulation. Given $k > 0$, let us refer to a map $f: (S \cup S^{-1})^k_{\text{red}} \to S^*$ from the reduced words over $S \cup S^{-1}$ of length $k$ to words of arbitrary length as a local transformation of length $k$ provided $f(u^{-1}) = f(u)^{-1}$ for every reduced word $u$ of length $k$. Given such a map we define $\varphi_f: F \to F$ to be the map that maps a reduced word $w = w_1 \ldots w_n$ over $F$ to the word $\varphi_f(w) = f(w_1 \ldots wk)f(w_2 \ldots wk+1) \ldots f(w_{n+1-k} \ldots w_n)$ if $n \geq k$ and to the empty word otherwise.

**Lemma 5.4.** For every local transformation $f$ the map $\varphi_f$ is a quasimorphism.

**Proof.** We are going to show that the map $\varphi_f$ satisfies the assumptions of Proposition 5.3. Concerning the first condition, let $E = \{(e) \cup f((S \cup S^{-1})^k_{\text{red}}))^k\}$. Let $w = w_1 \ldots w_t$ and $w' = w_{t+1} \ldots w_n$ be words in the free group $F$ such that $ww'$ is reduced. Then
\[
\varphi_f(ww') = f(w_1 \ldots wk)f(w_2 \ldots wk+1) \ldots f(w_{n+1-k} \ldots w_n),
\]
which, by definition of \( E \), is a word that is contained in \( f(w)Ef(w') = f(w_1 \ldots w_k) \ldots f(w_{i+1-k} \ldots w_i)Ef(w_{i+1} \ldots w_{i+1+k}) \ldots f(w_{i+1-k} \ldots w_i). \)

Concerning the second property, observe that for a reduced word \( w \) we have

\[
f(w) = f(w_1 \ldots w_k)f(w_2 \ldots w_{k+1}) \ldots f(w_{n+1-k} \ldots w_n),
\]

while

\[
f(w^{-1}) = f(w_n \ldots w_{n+1-k})f(w_{n-1} \ldots w_{n-k}) \ldots f(w_k \ldots w_1) = f(w_{n+1-k} \ldots w_n)^{-1} \ldots f(w_1 \ldots w_k)^{-1}.
\]

This finishes the proof of the lemma.

\[\square\]

**Definition 5.5.** Given a local transformation \( f \) the quasimorphism \( \varphi_f \) is called the local quasimorphism modeled according to \( f \).

Informally, a local quasimorphism maps a reduced word by manipulating every letter in a way that only takes into account the \( k - 1 \) letters that follow. One could try to construct a larger class of quasimorphisms by also allowing for a finite look-back, effectively taking into account the previous \( k' \) letters for some fixed \( k' \). However, up to equivalence this will not produce any new examples. Indeed, considering a look-back and a look-ahead of \( k \) we obtain a map given by \( \varphi_f(w) = f(w_1 \ldots w_{k+1} \ldots w_{2k+1}) \ldots f(w_{k-1} \ldots w_{k+1} \ldots w_{n}) \ldots f(w_{n-2k} \ldots w_{n-k} \ldots w_n) \), and this yields a function also that can also be interpreted as a function with a look-ahead of \( 2k \).

### 5.3. Torsion in \( \text{QOut}(F_n) \)

Our next goal is to study the torsion of \( \text{QOut}(F_n) \). Recall that the wobbling group \( WZ \) is the group of permutations of \( Z \) for which the distance of every integer to its image is bounded. Clearly every finite group is a subgroup of the wobbling group. We are going to establish the following result:

**Theorem 5.6.** For every \( n \geq 2 \) the wobbling group \( WZ \) embeds into \( \text{QOut}(F_n) \). In particular, for all such \( n \) the group \( \text{QOut}(F_n) \) is uncountable and contains torsion elements of any given order.

Note that, in stark contrast to the theorem, the maximum order of torsion elements in \( \text{Out}(F) \) is bounded [15]. In order to prove the theorem we are going to describe another class of quasi-endomorphisms of \( F_n \), which do not just modify words locally. For the purposes of the proof we will use the following embedding of \( WZ \). We can embed \( Z \) into \( N \) by mapping \( i \) to \( 2i + 2 \) for \( i \geq 0 \) and to \( (-2)i - 1 \) for \( i < 0 \). This induces an embedding of \( WZ \) into the monoid

\[
B(N_0) := \{ \sigma : N_0 \to N_0 \mid \sigma(0) = 0, \max\{|\sigma(k) - k| \mid k \in N \} < \infty \}.
\]

We deduce that it suffices to construct an injective monoid homomorphism from \( B(N_0) \) to \( \text{QQ}(F_n, F_n) \). Thus let \( \sigma \in B(N_0) \) and define a map \( \pi_\sigma : F_n \to F_n \) as follows: Given any \( g \in F_n \) we can represent \( g \) uniquely as \( w_1 a_1^{i_1} w_2 \cdots w_{l-1} a_{n-1}^{i_{l-1}} w_l \) with \( w_j \in F_{n-1}, w_2, \ldots, w_{l-1} \neq \varepsilon \) and \( i_j \in Z \setminus \{0\} \). We then define \( \pi_\sigma(g) = w_1 a_1^{i_1} w_2 \cdots w_{l-1} a_{n-1}^{i_{l-1}} w_l \), where

\[
i'_k = \begin{cases} 
\sigma(i_k) & \text{if } i_k > 0, \\
-\sigma(-i_k) & \text{if } i_k < 0.
\end{cases}
\]
Informally, we replace every occurrence of $a_n^i$ or $a_n^{-i}$ between two powers of other letters by $a_n^{\pi(i)}$, respectively $a_n^{-\pi(i)}$. Applying Proposition 5.3 with
$$E := \{a_n^i \mid |i| \leq \max\{|\pi(k) - k| \mid k \in \mathbb{N}\}\}$$
shows that $\pi_\sigma$ is a quasimorphism for every $\pi \in B(\mathbb{N}_0)$, and evidently the map $\sigma \mapsto \pi_\sigma$ is a monoid homomorphism. Note that this quasimorphism is equivalent to a local quasimorphism only if $\sigma$ has finite support. In order to establish the embedding $W(\mathbb{Z}) \to \text{QOut}(F_n)$ it remains to show only that the map $B(\mathbb{N}_0) \to \text{QOut}(F_n)$ given by $\sigma \mapsto \pi_\sigma$ is injective.

**Proof of Theorem 5.6.** Let $\sigma, \sigma' \in B(\mathbb{N}_0)$ be distinct. We claim that the functions $\pi_\sigma$ and $\pi_{\sigma'}$ are not equivalent. Suppose $\sigma(i) = j > \sigma'(i)$. Let $\varphi_{a_n^j}$ be the counting morphism that counts the number of occurrences of $a_n^j$ and denote $w := a_1 a_n^j a_1$. Then
$$\pi_\sigma^* \varphi_{a_n^j}(w^k) = \varphi_{a_n^j}(a_1 a_n^j a_1)^k = k,$$
whereas $\pi_{\sigma'}^* \varphi_{a_n^j}(w^k) = 0$. Thus $\pi_\sigma^* \varphi_{a_n^j}(w^k) \not\sim \pi_{\sigma'}^* \varphi_{a_n^j}$ and hence $\pi_\sigma \not\sim \pi_{\sigma'}$, finishing the proof. \qed

**Remark 5.7.** Denote by $\text{QOut}_{(k)}(F_n)$ the characteristic subgroup of $\text{QOut}(F_n)$ generated by all elements of order at most $k$ and by $\text{QOut}_{(\text{fin})}(F_n)$ the characteristic subgroup generated by all elements of finite order. By Theorem 5.6 both these groups are non-trivial and we have a chain
$$\text{QOut}_{(2)}(F_n) \lhd \text{QOut}_{(3)}(F_n) \lhd \cdots \lhd \text{QOut}_{(\text{fin})}(F_n) \lhd \text{QOut}(F_n),$$
of characteristic subgroups. It would be interesting to know, whether any of these inclusions are proper.

### 5.4. Free groups are not quasi-Hopfian.

We now provide a first application of the two classes of quasiquotomorphisms of free groups constructed so far. Recall that every finitely-generated free group $G = F_n$ and every finitely generated free abelian group $G = \mathbb{Z}^n$ is Hopfian in the sense that every epimorphism $G \to G$ is an isomorphism.

**Definition 5.8.** A quasi-separated $G$ is called quasi-Hopfian if there does not exist a normal subgroup $N \lhd G$ and a surjective quasimorphism $f : G \to G$ with $f(N) = \{e\}$.

By definition, every quasi-separated quasi-Hopfian group is Hopfian. Recall that by Proposition 5.23 an amenable group $G$ is quasi-separated if and only if it is of torsion-free abelian. If such a group is finitely-generated then it is not only Hopfian, but even quasi-Hopfian:

**Proposition 5.9.** If $G$ is a torsion-free abelian group of finite rank, then $G$ is quasi-Hopfian.

**Proof.** Assume that for some $n \geq 1$ we could find a surjective quasimorphism $f : \mathbb{Z}^n \to \mathbb{Z}^n$ which vanishes on a normal subgroup $N \lhd \mathbb{Z}^n$. Then we obtain a surjective quasimorphism $g : \mathbb{Z}^k \oplus T \to \mathbb{Z}^n$ for some $k < n$ and a finite group $T$. If we denote by $\iota : \mathbb{Z}^n \to \mathbb{R}^n$ the canonical inclusion, then $\iota \circ g : \mathbb{Z}^k \oplus T \to \mathbb{R}^n$ is a quasimorphism, and by the proof of Lemma 5.23 it is at bounded distance from a homomorphism $g' : \mathbb{Z}^k \oplus T \to \mathbb{R}^n$. It follows that there exists a $k$-dimensional subspace $V \subseteq \mathbb{R}^n$
such that \( g'(\mathbb{Z}^k + T) \subseteq V \) and hence every \( x \in \iota(f(Z^n)) = \iota(g(\mathbb{Z}^k + T)) \) is at bounded distance from \( V \). But this contradicts the surjectivity of \( f \).

On the contrary we can show that free groups of rank at least 4 are not quasi-Hopfian, which answers a question asked to us by Misha Kapovich. To show this, we first construct a surjective quasimorphism from \( F_{n-1} \) to \( F_n \) for \( n \geq 4 \).

**Lemma 5.10.** For \( n \geq 4 \) there exists a surjective quasimorphism from \( F_{n-1} \) to \( F_n \).

**Proof.** Given \( n \geq 4 \) we denote by \( S = \{a_1, \ldots, a_n\} \) a basis of \( F_n \). Let \( S' = \{a_2, \ldots, a_n\}. \) We start from a map \( f: (S' \cup S'^{-1})_{\text{red}} \to S^* \) as follows: We define \( f(a_2a_3) = a_1a_3^{-1} \) and \( f(a_3^{-1}a_2^{-1}) = a_1^{-1}a_2 \). For all other reduced words \( s_1s_2 \) of length 2 we define \( f(s_1s_2) = s_1 \). The map \( f \) is not quite a local transformation as defined above since the condition \( f(w^{-1}) = f(w)^{-1} \) is violated. Nevertheless, we can consider the map \( \varphi_f: F_{n-1} \to F_n \) given by

\[
\varphi_f(s_1 \cdots s_l) = f(s_1s_2)f(s_2s_3) \cdots f(s_{l-1}s_l).
\]

It turns out to be convenient to modify this slightly and to define \( \varphi: F_{n-1} \to F_n \) by \( \varphi(s_1 \cdots s_l) = \varphi_f(s_1 \cdots s_l) \). Then \( \varphi \) has the effect of replacing all occurrences of \( a_2a_3 \) (respectively \( a_3a_2^{-1} \)) by \( a_1 \) (respectively \( a_1^{-1} \)). It is immediate from this description that \( \varphi \) satisfies the conditions of Proposition 5.3, hence defines a quasimorphism.

Let \( \sigma \) be the map in \( B(\mathbb{N}_0) \) given by \( \sigma(0) = 0 \) and \( \sigma(k) = k-1 \) for \( k > 0 \). Let \( \pi_\sigma \) be the quasimorphism induced by this map, as defined in the previous section (i.e., \( \pi_\sigma \) replaces all powers of \( a_n \) by powers of \( a_n \) whose absolute value is smaller by exactly one). Then \( \pi \circ \varphi \) is a quasimorphism which we claim to be surjective. Indeed, we can write every reduced word \( w \) over \( S \cup S^{-1} \) in the form \( a_n^t s_1a_n^{t_1} \cdots s_l a_n^{t_l} \) with \( t_j \in \mathbb{Z} \) for all \( j \in \{0, \ldots, l\} \) and \( s_j \in (S \cup S^{-1}) \setminus \{a_n, a_n^{-1}\} \) for all \( 1 \leq j \leq l \).

We consider a word \( w' \) of the form \( a_n^t s_1a_n^{t_1} \cdots s_l a_n^{t_l} \) with \( t_j = t_j + 1 \) if \( t_j \geq 0 \) and \( t_j = t_j - 1 \) if \( t_j < 0 \) for all \( j \in \{0, \ldots, l\} \). Note that \( w' \) is a preimage of \( w \) under \( \pi \). Now we replace in \( w' \) all occurrences of \( a_1 \) by \( a_2a_3 \) and all occurrences of \( a_1^{-1} \) by \( (a_3a_2)^{-1} \) obtaining a word \( w'' \), which is reduced since \( n \geq 4 \). Then \( w'' \) is a preimage of \( w' \) under \( \varphi \) and thus \( w'' \) is a preimage of \( w \) under \( \pi \circ \varphi \).

We remark that no surjective quasimorphism exists from \( F_1 \) to \( F_2 \) since any such quasimorphism would yield a surjective quasimorphism from \( F_1 = \mathbb{Z} \to \mathbb{Z}_2 \), the abelianization of \( F_2 \). Such a map cannot exists by the same arguments as those used in the proof of Proposition 5.3.

**Theorem 5.11.** For \( n \geq 4 \) the group \( F_n \) is not quasi-Hopfian.

**Proof.** Given \( n \geq 4 \) we denote by \( S = \{a_1, \ldots, a_n\} \) a basis of \( F_n \). The homomorphism \( \psi \) that maps \( a_1 \) to \( \{e\} \) and fixes all other generators maps the normal subgroup generated by \( a_n \) to \( \{e\} \). Let \( \tau \) be a quasimorphism that maps \( F_{n-1} \) with generators \( \{a_2, \ldots, a_n\} \) surjectively to \( F_n \) mapping \( e \) to \( e \). Such a quasimorphism exists by the previous lemma. Consider the quasimorphism \( \tau \circ \psi \). This quasimorphism is surjective and maps the normal subgroup generated by \( a_1 \) to \( \{e\} \), showing that \( F_n \) is not quasi-Hopfian.

---

5.5. **Transitivity properties of QOut(\( F_n \)).** In order to study transitivity properties of QOut(\( F_n \)) we are going to introduce a third class of quasitautomorphism of \( F_n \), whose effect on reduced words is given by replacing certain subwords.
Definition 5.12. Given a reduced word \( w \) over \( S \cup S^{-1} \), a decomposition of \( w \) is a sequence of reduced words \((u_1, \ldots, u_t)\) such that the concatenation \( u_1 \cdots u_t \) is reduced and coincides with \( w \). Given a set \( W = \{w_1, \ldots, w_k\} \) of independent reduced words the number of occurrences of words from \( W \) in the decomposition \((u_1, \ldots, u_t)\) is the number of integers \( i \in \{1, \ldots, t\} \) for which \( u_i \in W \cup W^{-1} \). A decomposition \((u_1, \ldots, u_t)\) is called \( W \)-maximal if this number is maximal. A decomposition \((u_1, \ldots, u_{t+1})\) is a simple refinement of \((u'_1, \ldots, u'_t)\) if there is a \( k \) such that \( u_i = u'_i \) for \( i < k \), \( u_k u_{k+1} = u_k' \) and \( u_{i+1} = u'_i \) for \( i > k \). A decomposition is a refinement of another decomposition if it is obtained by repeated simple refinement steps. We remind the reader that the notion of independent words was defined in Definition 2.3.

Lemma 5.13. Given a set of independent words \( W = \{w_1, \ldots, w_k\} \) and a word \( w \), there is a unique \( W \)-maximal decomposition \((u_1, \ldots, u_t)\) of \( w \) that is minimal with respect to refinement among all \( W \)-maximal decompositions.

Proof. The existence of a minimal \( W \)-maximal decomposition is obvious. Let \( u = (u_1, \ldots, u_t) \) and \( u' = (u'_1, \ldots, u'_t) \) be two \( W \)-maximal decompositions and assume that both are minimal with respect to refinement among such decompositions. By induction it suffices to show that \( u_1 = u'_1 \). Suppose otherwise. Since the words in \( W \) are independent, this implies that \( u_1 \) is not in \( W \cup W^{-1} \) or \( u_2 \) is not in \( W \cup W^{-1} \).

Without loss of generality we assume the former. Since \( u \) is minimal with respect to refinement, \( u_2 \) is in \( W \cup W^{-1} \). If \( u'_2 \in W \cup W^{-1} \) then \( u'_2 \) is shorter than \( u_1 \) and \( u_1 \) can be refined into two words, one of which is in \( W \cup W^{-1} \), increasing the number of occurrences of words from \( W \) in \( u \) and yielding a contradiction. If \( u'_2 \) is not in \( W \cup W^{-1} \) we can without loss of generality assume that \( u'_1 \) is shorter than \( u_1 \). This implies \( u'_1 \) is in \( W \cup W^{-1} \) and, due to independence, the length of \( u'_1 u'_2 \) is at most the length of \( u_1 \) again, we can split \( u_1 \) into at most 3 words increasing the number of occurrences of words from \( W \) in \( u \) and yielding a contradiction. \( \square \)

In the sequel we refer to this unique decomposition \((u_1, \ldots, u_t)\) as the \( W \)-decomposition of \( w \).

Definition 5.14. Let \( W := \{w_1, w_2\} \) be a set consisting of two independent words which share the same initial letter and also share the same final letter. Given a reduced word \( w \in F_n \) with \( W \)-decomposition \((u_1, \ldots, u_t)\), define a new word \( w' \) as \( w' := u'_1 \cdots u'_t \), where

\[
\begin{align*}
  u'_1 := & \begin{cases}
    w_2 & \text{if } u_1 = w_1 \\
    w_1 & \text{if } u_1 = w_2 \\
  \end{cases}
\end{align*}
\begin{align*}
  u'_2 := & \begin{cases}
    w_2^{-1} & \text{if } u_1 = w_1^{-1} \\
    w_1^{-1} & \text{if } u_1 = w_2^{-1} \\
    u_i & \text{otherwise.}
  \end{cases}
\end{align*}
\]

Then the map \( f_{w_1, w_2} : F_n \to F_n \) given by \( f_{w_1, w_2}(w) = w' \) is called the word replacement quasimorphism associated with the pair \( \{w_1, w_2\} \).

Note that it follows from Proposition 5.3 that \( f_{w_1, w_2} \) is indeed a quasimorphism, since we can choose \( E \) to be the set of all words of length at most the maximal lengths of \( w_1 \) and \( w_2 \). Informally, \( f_{w_1, w_2} \) switches occurrences of \( w_1^{-1} \) with occurrences of \( w_2^{-1} \). Since the words that are replaced start and end with the same letters, word replacement quasimorphisms map reduced words to reduced words. Moreover
$f_{w_1,w_2}$ maps $\{w_1, w_2\}$-decompositions to $\{w_1, w_2\}$-decompositions. It follows that $f_{w_1,w_2}^2 = \text{Id}$, whence

$$f_{w_1,w_2} \in \text{QOut}_2(F_n).$$

Note that in order for $\{w_1, w_2\}$ to be independent it is necessary that $w_1$ and $w_2$ are self-independent. If their length is at least 2, then this implies that their respective initial letters are different from their final letters.

We now study the action of word replacement quasimorphisms on counting quasimorphisms. By construction of $f_{w_1,w_2}$ the number of occurrences of the word $w_2$ in a word $w$ is no smaller than the number of occurrences of $w_1$ in $f_{w_1,w_2}(w)$. Since $f_{w_1,w_2}$ is an involution, the same argument shows that the number of occurrences of $w_1$ in the $f_{w_1,w_2}(w)$ is no smaller than the number of occurrences of the word $w_2$ in a word $w$. This shows that

$$f_{w_1,w_2}^*(\varphi_{w_1}) = \varphi_{w_2}, \quad f_{w_1,w_2}^*(\varphi_{w_2}) = \varphi_{w_1}.$$ 

We record the following consequence of (12) and (13) for later use:

**Lemma 5.15.** Let $w_1$ and $w_2$ be self-independent words which share the same initial letter and also share the same final letter. If the set $\{w_1, w_2\}$ is independent, then $\hat{\varphi}_{w_1}$ and $\hat{\varphi}_{w_2}$ are contained in the same $\text{QOut}_2(F_n)$-orbit in $\mathcal{H}(F_n)$.

The lemma motivates the study of pairs of independent words in $F_n$ with respect to our fixed generating set $S$.

**Lemma 5.16.** Let $w$ be a self-independent word of length $\geq 2$ with initial letter $a \in S \cup S^{-1}$ and final letter $b \in S \cup S^{-1}$. There exist positive integers $i, j$ such that $\{w, a^i b^j\}$ is a set of independent words.

**Proof.** If $w$ is in $a^* b^*$, there is nothing to show. Now suppose otherwise. Let $\ell$ be the length of $w$. We claim that $\{w, w'\}$, with $w' = a^i b^j$, is a set of independent words. If $w$ contains a letter that is not in $\{a, b, a^{-1}, b^{-1}\}$ this is obvious, so we suppose otherwise. Since $w$ is not in $a^* b^*$ there are reduced words $u, v, x$ such that $w = a u b^x v a^i x b$ with $\varepsilon, \varepsilon' \in \{-1, 1\}$. Since $w'$ does not contain inverses of $a$ or $b$ and is longer than $w$, the words $w'^{-1}$ and $w$ do not overlap. We argue that no prefix of $w$ is a postfix of $w'$. The fact that no postfix of $w$ is a prefix of $w'$ follows by symmetry. If a postfix of $w'$ were a prefix of $w$ it would have length at most $\ell$. Thus it would be of the form $b^{i'}$ for some $i' \leq \ell$. However, since $w$ starts with $a$ it cannot be a prefix of $w$.

**Lemma 5.17.** For every pair of distinct elements $a, b \in S$ and all positive integers $i, j > 0$ the set $\{a b^{-1} a^{-1} b, a^i b^j\}$ is a set of independent words.

**Proof.** By similar arguments as in the previous lemma, it suffices to argue that no prefix of $a b^{-1} a^{-1} b$ is a postfix of $a^i b^j$. Suppose $p$ is a prefix of $a b^{-1} a^{-1} b$. If $p$ has length 1 then $p = a$ and $p$ is not a postfix of $a^i b^j$. If $p$ has a length that is greater than 1 then $p$ contains $b^{-1}$ and is thus not a postfix of $a^i b^j$ either.

**Corollary 5.18.** Let $a, b \in S$ be two letters with $a \notin \{b, b^{-1}\}$ and let

$$\Phi(F_n, S) := \{\hat{\varphi}_w \mid w \text{ self-independent, reduced word over } S\} \subseteq \mathcal{H}^+(F) \subseteq \mathcal{H}(F).$$

Then every $\text{QOut}_2(F_n)$-orbit that intersects $\Phi(F_n, S)$ contains either $\hat{\varphi}_a$ or $\hat{\varphi}_{ab}$. In particular, the number of such orbits is at most 2.
Proof. Let \( w \) be a self-independent reduced word over \( S \) of length \( \geq 2 \) with initial letter \( a \) and final letter \( b \neq a \). Then by combining Lemma 5.14, Lemma 5.16 and Lemma 5.17 the quasimorphism \( \widehat{\varphi} \) is in the same \( \text{QOut}(F_n) \)-orbit as \( \widehat{\varphi}_{ab} \). We deduce that every orbit admits either a representative of the form \( \widehat{\varphi}_{ab} \) for letters \( a, b \in S \) with \( a \not\in \{ b, b^{-1} \} \) or a representative of the form \( \widehat{\varphi}_a \) for some \( a \in S \).

In order to show that all these quasimorphisms are in the same \( \text{QOut}(F_n) \)-orbit as either \( \widehat{\varphi}_{ab} \) or \( \widehat{\varphi}_a \) for some fixed pair \( \{ a, b \} \subseteq S \) we consider the subgroup \( \Gamma < \text{Out}(F_n) \) generated by those Nielsen transformations which we denoted \( P_1, P_2, I \) in Section 2.4. Since \( \Gamma \) is generated by involutions we have \( \Gamma < \text{QOut}(F_n) \). Now the corollary follows from the fact that \( \Gamma \) acts transitively on \( S \) and also on the set

\[
(S \cup S^{-1})^2 \setminus \{(s, r) \mid s \in \{ r, r^{-1} \} \},
\]

and that \( A^* \widehat{\varphi}_w = \widehat{\varphi}_{A^{-1}w} \) for \( A \in \{ P_1, P_2, I \} \) and hence for all \( A \in \Gamma \). \( \Box \)

We do not know whether there is an element of \( \text{QOut}(F_n) \) or even \( \text{QOut}(F_n) \) which maps the orbits of \( \varphi_a \) to the orbit of \( \varphi_{ab} \) for \( a, b \) as in the corollary. However, we can show that the \( \varphi_{ab} \)-orbit is contained in the orbit closure of the span of the \( \varphi_a \) orbit. This is based on the following observation.

**Lemma 5.19.** If \( \{ w_1, w_2 \} \) a set of independent words that start with the same letters and end with the same letters then

\[
f_{w_1, w_2}^* \varphi_a = \varphi_a + (\varphi_a(w_2) - \varphi_a(w_1))(\varphi_{w_1} - \varphi_{w_2}).
\]

Proof. Comparing the number of occurrences of \( a \) in \( f_{w_1, w_2}^*(w) \) with occurrences in \( w \) we see that for every occurrence of \( w_1 \) in \( w \), \( \#_a(w_1) \) copies of \( a \) get removed, whereas \( \#_a(w_2) \) copies of \( a \) get added. Similarly, for every occurrence of \( w_2 \) in \( w \), \( \#_a(w_2) \) copies of \( a \) get removed, whereas \( \#_a(w_1) \) copies of \( a \) get added. Combining this with a similar count for \( a^{-1} \) the lemma follows. \( \Box \)

**Corollary 5.20.** Let \( a, b \in S \) with \( a \not\in \{ b, b^{-1} \} \). Then

\[
\varphi_{ab} \in \text{span}(\text{QOut}(F_n), \varphi_a).
\]

Proof. We consider the words \( w = ab^{-1}a^{-1}b \) and \( w_k = ab^{-k}aba^{-1}b \) with \( k \geq 1 \). Then for every \( k \geq 1 \) the set \( W_k := \{ w, w_k \} \) is a set of independent words with the same initial/final letters, which hence gives rise to an exchange quasimorphism \( f_{w_k, w} \). Applying Lemma 5.19 and passing to homogenizations yields

\[
f_{w_k, w}^* \widehat{\varphi}_a = \widehat{\varphi}_a + \varphi_{ab^{-1}a^{-1}b} - \varphi_{ab^{-k}aba^{-1}b}.
\]

Note that by Lemma 5.17 the words \( ab^{-1}a^{-1}b^{-1} \) and \( ab \) are independent, hence by Lemma 5.17 there exists \( g \in \text{QOut}(F_n) \) such that \( g^* \varphi_{ab^{-1}a^{-1}b} = \widehat{\varphi}_{ab} \). Let us define \( g_k := f_{w_k, w}^*g \in \text{QOut}(F_n) \). Then

\[
\varphi_{ab} = g^* \varphi_{ab^{-1}a^{-1}b} = g^*(f_{w_k, w}^* \widehat{\varphi}_a - \varphi_{ab^{-1}aba^{-1}b}) = g_k^* \widehat{\varphi}_a - g^* \varphi_{ab^{-1}aba^{-1}b}.
\]

Now clearly \( \varphi_{ab^{-1}aba^{-1}b} \to 0 \) as \( k \to \infty \) and hence also \( g^* \varphi_{ab^{-1}aba^{-1}b} \to g^*0 = 0 \) by continuity of the action. We deduce that

\[
\varphi_{ab} = \lim_{k \to \infty} (g_k^* \widehat{\varphi}_a - g^* \varphi_a) \in \text{span}(\text{QOut}(F_n), \varphi_a).
\]

\( \Box \)

Combining this with Grigorchuk’s theorem we finally obtain the following result, which contains Theorem 1.1 as a special case.
Theorem 5.21. For every $n \geq 1$ we have

$$H(F_n) = \text{span}(\text{QOut}_2(F_n), \text{Hom}(F_n, \mathbb{R})).$$

Proof. From Corollary 5.18 and Corollary 5.20 we deduce that

$$\Phi(F_n, S) \subseteq \text{span}(\text{QOut}_2(F_n), \text{Hom}(F_n, \mathbb{R})).$$

However, by Theorem 2.8 we have

$$\text{span}(\Phi(F_n, S)) = H(F_n) \square$$

6. Comparison to other definitions of quasimorphisms

The results in this article demonstrate that the definition of a quasimorphism between non-commutative groups provided by Definition 1.2 leads to a rich and substantial theory. If we take the (very classical) definition of a real-valued quasimorphism for granted, then it is the most general possible categorical definition of a quasimorphism. Here the word categorical refers to the fact that we want the composition of two quasimorphisms to be again a quasimorphism. This seems to be a reasonable demand, and it is the only demand we make. One may criticize that our notion of quasimorphism is too general and try to define a more narrow notion of quasimorphism which is more closely modeled on the definition of a real-valued quasimorphism. In this section we discuss various such more restrictive notions of quasimorphisms and their properties.

One of the most classical sources concerning quasimorphisms is Chapter 6 of Ulam’s book [23]. Among other things, Ulam defines a map $f : G \to H$ between a group $G$ and a metric group $(H, d_H)$ to be a $\delta$-homomorphism if

$$\forall g_1, g_2 \in G : \ d_H(f(g_1g_2), f(g_1)f(g_2)) < \delta.$$ 

If $H$ is the additive group of real numbers with the Euclidean distance, then this is precisely the definition of a quasimorphism (of defect at most $\delta$). However, Ulam’s definition makes sense for arbitrary metric groups $H$. The best studied case besides the case of $\mathbb{R}$ is the one where $H$ is the unitary group of a (typically infinite-dimensional) Hilbert space, which leads to the study of Ulam stability. We refer the reader to [8] and the references therein for a recent account.

If $H$ is a discrete metric group (i.e., the topology of $d_H$ induced on $H$ is the discrete topology) then $f : G \to H$ is a $\delta$-homomorphism in the sense of Ulam for some $\delta$ if and only if there exists a finite subset $E \subseteq H$ such that

$$\forall w_1, w_2 \in G : f(w_1w_2) \in Ef(w_1)f(w_2)E.$$ 

(14)

Let us call a map $f : G \to H$ satisfying this condition an Ulam quasimorphism.

Ulam quasimorphisms have recently been classified in the work of Fujiwara and Kapovich [12]. They are categorical in the sense defined above, thus form a subclass of quasimorphisms in the sense of Definition 1.2. A slightly more general class of quasimorphisms is obtained by demanding only that there exists a finite subset $E \subseteq H$ such that

$$f(w_1w_2) \in Ef(w_1)Ef(w_2)E.$$ 

(15)

Such generalized Ulam quasimorphisms were introduced in [12] Sec. 2.6 under the name of algebraic quasihomomorphisms “inspired by a correspondence from Narutaka Ozawa”. Let us call two quasimorphisms $f_1, f_2 : G \to H$ algebraically equivalent if there exists a finite subset $E \subseteq H$ such that

$$f_2(g) \in Ef_1(H)E.$$
Then algebraic quasihomomorphisms, unlike Ulam quasimorphisms, are closed under algebraic equivalence. It seems to be an open problem whether every algebraic quasihomomorphism is algebraically equivalent to an Ulam quasimorphism. Note that if \( f : G \to H \) is an algebraic quasihomomorphism and \( g \in G \), then
\[
f(e) = f(gg^{-1}) = f(g^{-1}g) \in f(g)Ef(g^{-1}) \cap f(g^{-1})Ef(g)
\]
It follows that there exists a finite set \( F \) such that \( f(g^{-1}) \in Ef(g)^{-1}F \). Enlarging \( E \) if necessary we may assume that in fact
\[
(16) \quad f(g^{-1}) \in Ef(g)^{-1}E.
\]
We are now going to present a generalization of algebraic quasihomomorphisms in the context of free groups which preserves this property, but otherwise demands \([15]\) only for reduced words:

**Definition 6.1.** Let \( G \) be a group, \( F \) a free group and \( f : F \to G \) a map. Then \( f \) is called a **quasi-Ulam quasimorphism** if there exists a finite set \( E \subseteq G \) such that
\[
\begin{align*}
(i) & \quad \text{for all words } w_1 \text{ and } w_2, \text{ for which } w_1w_2 \text{ is a reduced word, we have } f(w_1w_2) \in Ef(w_1)Ef(w_2)E \\
(ii) & \quad \forall g \in F : f(g^{-1}) \in Ef(g)^{-1}E.
\end{align*}
\]

By the previous remark every algebraic quasihomomorphism (and thus every Ulam quasimorphism) is quasi-Ulam. On the other hand, Proposition 5.3 says precisely that every quasi-Ulam quasimorphism is indeed a quasimorphism in the sense of Definition 1.2. Finally, it is easy to see that quasi-Ulam quasimorphism are closed under composition.

Requiring \([15]\) only for reduced words looks like a minor technical modification of the definition at first sight. However, as we will show next, the consequences of this modification are quite dramatic. Let us denote by
\[
\text{QOut}_{U}(F_n) < \text{QOut}_{qU}(F_n) < \text{QOut}(F_n)
\]
the subgroups given by all equivalence classes of bijective Ulam, respectively quasi-Ulam quasimorphisms. We observe that all examples of quasioutomorphisms of free groups constructed in the present article are quasi-Ulam. (The reader can check that we used Proposition \[5.3\] in each of the proofs.) We thus obtain the following generalization of Theorem 5.21 with the same proof:

**Theorem 6.2.** For every \( n \geq 1 \) denote by \( \text{QOut}_{qU}(F_n) < \text{QOut}(F_n) \) the subgroup generated by all equivalence classes of bijective quasi-Ulam quasimorphisms. Then
\[
\text{span}(\text{QOut}_{qU}(F_n) : \text{Hom}(F_n, \mathbb{R})) = \mathcal{H}(F_n).
\]

For actual Ulam quasimorphism the picture is entirely different. It is an immediate consequence of [12, Theorem 3] that every bijective Ulam quasimorphism from a non-abelian free group \( F \) to itself is at bounded distance from an automorphism. This implies:

**Theorem 6.3 (Fujiwara-Kapovich).** For every \( n \geq 1 \) denote by \( \text{QOut}_{U}(F_n) < \text{QOut}(F_n) \) the subgroup generated by all equivalence classes of bijective Ulam quasimorphisms. Then
\[
\text{span}(\text{QOut}_{U}(F_n) : \text{Hom}(F_n, \mathbb{R})) = \text{Hom}(F_n, \mathbb{R}).
\]
We do not know, whether the theorem remains true if we replace Ulam quasi-
morphisms by algebraic quasihomomorphisms. To prove this, it would suffice to
show that every algebraic quasihomomorphism is weakly equivalent to an Ulam
quasimorphism, but as mentioned before this is an open problem. In any case, we
see that the class of quasi-Ulam quasimorphisms is sufficiently general to provide
many interesting examples of quasioutomorphisms on free groups (which the class
of Ulam quasimorphisms is not) and at the same time still admits a concrete de-
nition in the spirit of Ulam. It thus forms a very interesting class of quasimorphisms
on free groups, which deserves further study.

For general hyperbolic groups it is not obvious what a natural class of alge-
braically defined quasimorphisms to study is. The results of Fujiwara and Kapovich
show also in this case that the class of Ulam quasimorphisms is too restrictive. One
could define quasi-Ulam quasimorphisms on nite generated group \( \Gamma \) by demand-
ing that they are quasimorphisms which pull back to quasi-Ulam quasimorphisms
for some (or a nixed or every) surjective homomorphism \( F_n \to \Gamma \), but whether this
yields an interesting theory remains to be seen. Generally speaking, it would be de-
sirable to nd more examples of quasioutomorphisms of nite generated groups.
However, this goal is beyond the scope of the present article.
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