Abstract. In the trace reconstruction problem, the goal is to reconstruct an unknown string $x$ of length $n$ from multiple traces obtained by passing $x$ through the deletion channel. In the relaxed problem of approximate trace reconstruction, the goal is to reconstruct an approximation $\hat{x}$ of $x$ which is close (within $\epsilon n$) to $x$ in edit distance. We show that for most strings $x$, this is possible with high probability using only a constant number of traces. Crucially, this constant does not grow with $n$, and only depends on the deletion probability and $\epsilon$.

1. Introduction

Given a string $x \in \{0,1\}^n$, a trace of $x$ is obtained by deleting each bit of $x$ with probability $q$, independently, and concatenating the remaining string. For example, a trace of 11001 could be 101, obtained by deleting the second and third bits. The goal of the trace reconstruction problem is to determine an unknown string $x$, with high probability, by looking at as few independently generated traces of $x$ as possible.

The problem just described, known as worst-case trace reconstruction for the deletion channel, has been extensively studied, with the current best upper bound being $\exp(\tilde{O}(n^{1/5}))$ [11] and current best lower bound being $\tilde{\Omega}(n^{3/2})$ [10].

Average-case trace reconstruction, when one wants to reconstruct a uniformly randomly chosen string from few traces, has also been analyzed. The current best upper bound is $\exp(O(\sqrt[3]{\log n}))$ [20], and the current best lower bound is $\tilde{\Omega}(\log^{2.5} n)$ [10].

A key motivation for the trace reconstruction problem is its application to DNA reconstruction. In practice, often the number of traces available does not allow exact reconstruction, and it is natural to study what information can be inferred about the unknown string. Mitzenmacher [27] proposed the problem of “approximate trace reconstruction”, of trying to reconstruct $x$ but allowing some error. Davies, Rácz, Rashtchian, and Schiffer [16], considered this problem, with the notion of “error” being “edit distance”. So, given few traces, one wishes to output a string that is close in edit distance to the unknown one.
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Definition 1.1. The edit distance between two strings \( x, y \in \{0,1\}^{<\infty} \), denoted \( d_e(x,y) \), is the minimum number of deletions and insertions needed to turn \( x \) into \( y \). Alternatively, if \( w \) is a longest common subsequence of \( x \) and \( y \), then \( d_e(x,y) := |x| + |y| - 2|w| \) (where \(| \cdot | \) denotes length). Note that \( d_e \) is sometimes called the “insertion-deletion distance”. A variant that also allows for substitutions is often used; this differs from \( d_e \) by at most a factor of 2 and thus is equivalent for our purposes.

As noted above, [16] considered approximate trace reconstruction. That paper gave upper bounds for the number of traces required if the unknown string has long runs, and general lower bounds.

In this paper, we study the “average-case” approximate trace reconstruction question.

Definition. We say that \( T \) traces suffice to \( (q,\epsilon,\delta) \)-approximately reconstruct a random \( n \)-bit string if there exists a function \( F : (\{0,1\}^{\leq n})^T \to \{0,1\}^{<\infty} \) with the following property: If \( x \) is chosen uniformly at random from \( \{0,1\}^n \) and \( \bar{U} := (U^{(1)}, \ldots, U^{(T)}) \) is a sequence of random traces of \( x \) (obtained from independent applications of the deletion channel with deletion probability \( q \)), then with probability at least \( 1-\delta \), we have \( d_e(x,F(\bar{U})) < \epsilon n \).

The point of our main theorem, that we now state, is that if \( q, \delta \), and \( \epsilon \) are constant, then \( T \) can be chosen to be a constant (independent of \( n \)).

Theorem 1. For all \( q,\delta \in (0,1) \), there is some \( C = C(q,\delta) \geq 1 \) so that for any \( \epsilon > 0 \) and any \( n \geq 1 \), it holds that \( T := \exp(\sqrt[3]{C \log(1/\epsilon)}) \) traces suffice to \( (q,\epsilon,\delta) \)-approximately reconstruct a random \( n \)-bit string.

We wish to note that our theorem does apply for any \( \epsilon \) as a function of \( n \).

Our theorem recovers the non-computational part of the main result of [9], that there is a binary code of rate \( 1-\epsilon \) that is recoverable from \( \exp(\sqrt[3]{C \log(1/\epsilon)}) \) traces. See Section 11 for more details.

2. Related Work

Holenstein, Mitzenmacher, Panigrahy, and Wieder [21] established that \( \exp(\tilde{O}(n^{1/2})) \) traces suffice for worst-case trace reconstruction of an \( n \)-bit string. Nazarov and Peres [30] and De, O’Donnell, and Servedio [17] simultaneously obtained that \( \exp(O(n^{1/3})) \) traces suffice. This was improved to \( \exp(\tilde{O}(n^{1/5})) \) by Chase [11].

For the same problem, Batu, Kannan Khanna, and McGregor [7] proved a lower bound of \( \Omega(n) \), which was improved to \( \tilde{\Omega}(n^{5/4}) \) by Holden and Lyons [19], and then to \( \tilde{\Omega}(n^{3/2}) \) in [10].
For average-case trace reconstruction, a polynomial upper bound was proved in [21] for sufficiently small $q$. Peres and Zhai [31] obtained a sub-polynomial upper bound of $\exp(O(\log^{1/2} n))$ for $q < \frac{1}{2}$ which was then improved to $\exp(O(\log^{1/3} n))$ for all (constant) $q$ by Holden, Pemantle, Peres, and Zhai [20].

We will need a slight generalization of the result [20]. We need the result to apply to the case that the unknown string is a concatenation of a short deterministic string followed by a random string. We also need the statement that $\exp(C \log^{1/3} k)$ traces suffice to reconstruct the first $k$ bits of the unknown (pseudorandom) string.

Lemma 1. For all $q \in (0, 1)$ and $C' \geq 1$, there is some $C \geq 1$ so that the following holds for all $1 \leq k \leq n$. Let $w$ be a (deterministic) string of length at most $C' \log k$. Let $x$ be a string formed by appending $n - |w|$ uniformly random bits from $\{0, 1\}$ to $w$. Then, with probability at least $1 - 1/k$ over the choice of $x$ and the draw of $\exp(C \log^{1/3} k)$ traces, we can reconstruct the first $k$ bits of $x$.

The generalization to allow a deterministic prefix follows straightforwardly from the proof given in [20], since they use worst-case methods to reconstruct the prefix and don’t use the prefix afterwards. Indeed, for coarse alignment of bit $\ell$ in $x$ for $\ell < \log^{5/3}(k)$, estimating the corresponding location in the trace to be $p\ell$ incurs an error greater than $\log k$ with probability at most $\exp(-c \log^{1/3}(k))$ by Hoeffding’s inequality (see also page 36 in arXiv version 1 of [20]). The generalization to reconstructing the first $k$ bits of an $n$-bit string follows from the proof given in [20] by applying the test in the first alignment step only to blocks contained in the first $2k$ bits of the trace, say.

Holden and Lyons [19] proved a lower bound for this random variant of $\tilde{\Omega}(\log^{9/4} n)$, which was then improved to $\tilde{\Omega}(\log^{5/2} n)$ in [10].

Several other variants of the trace reconstruction problem have been considered.

Coded trace reconstruction has been studied, in which one wants to find a (large) subset of strings so that trace reconstruction is easier when the unknown string is promised to be among this subset. See [14], [9].

The population recovery variant of trace reconstruction has been studied, in which there is an unknown distribution over the unknown string (usually of small support) and one wants to determine this distribution up to small error given many random traces of a random string chosen according to this distribution. See [2], [3], [28].

A smoothed variant of trace reconstruction, interpolating between worst-case and average-case trace reconstruction, has been considered in [12]. In this variant, the input $x$ to the deletion channel is a random perturbation of an unknown arbitrary string $X_*$, and we want to reconstruct $x$ from random traces of it.
Circular trace reconstruction, in which the unknown string undergoes a random cyclic shift before each time it is passed through the deletion channel, was analyzed in [29].

One of the main reasons for study of trace reconstruction is its applications to biology. Trace reconstruction has found useful connections with DNA data storage [24] and immunogenomics [4]. See [5] for a nice survey. See [22] for a focus on multiple alignment of DNA sequences.

There have also been generalizations to objects other than strings. For matrices, see [23]. For trees, see [15], [25], and [6].

It is natural to ask how effectively one can do trace reconstruction to distinguish pairs of strings with small Hamming or edit distance. For this topic, and for the limitations of mean-based arguments, see [32], [13], [18].

3. Notation

We use $C_0, C_1, \ldots, K_0, K_1, \ldots$ to denote large constants, and $c_0, c_1, \ldots, \kappa_0, \kappa_1, \ldots$ to denote small constants. They are functions of $q, \delta, \epsilon$ but not of $n$; they are only polynomial in $1/\epsilon$. We reserve $C, c$ for constants that we do not wish to emphasize, that change from line to line.

Let $x[a : b]$ denote the contiguous substring $x_a, \ldots, x_{b-1}$. For an interval $I \subseteq [a, b]$, the length of $I$ is defined to be $b - a + 1$. For a string $W$, define $\text{Maj}(W)$ to be 1 if there are strictly more 1s than 0s in $W$, and 0 otherwise.

Let $x$ be a string. For a trace $U$ of $x$ and an index $i \in |U|$, let $g_U(i)$ be the index in $x$ that was sent to index $i$ under the deletion channel. To fix notation, a trace $U$ of $x$ is determined by the values of the “retention variables” $(r_U^i)_{i=1}^n$, where $r_U^i$ is 1 if bit $i$ in $x$ is kept, and 0 otherwise. Note that $g_U(j) = l$ if and only if $\sum_{i=1}^l r_U^i = j$.

We will mostly use $\mathbb{P}$ to denote a probability. When we want to be more specific about exactly what the randomness present is, we will use the following notation. We use $\mathbb{P}^X$ to denote the uniform distribution over $\{0, 1\}^n$ (i.e., the distribution according to which $x$ is chosen). We use $\mathbb{P}^R$ to denote the Bernoulli distribution over $\{0, 1\}^n$ where 0 has probability $1 - p$ and 1 has probability $p$ (i.e., the distribution of the retention variables).

4. Sketch of Argument

The proof of Theorem 1 uses three ingredients.

The first is to align traces to each other. This means that, for an index $j$ in a trace, we want to locate, in each of the other traces, an index $j'$ such that $j$ and $j'$ came from roughly the same location in the original string. We align the traces
to each other by iterating a majority bit argument, capitalizing on the randomness of the unknown source string and the fact that two independently random strings won’t have the same majority bit in various contiguous substrings noticeably more than half of the time.

The second ingredient is the use of *anchors*, an idea first appearing in [21]. We will be reconstructing large chunks of the unknown string near locations where there is one large block of 0s except for exactly one 1, which is in the middle. The reason we look for such locations is that, if the 1 survives the deletion channel, it is easily identifiable in the trace, and thus serves as a starting point for reconstruction.

The third ingredient is that $\exp(C \log^{1/3} m)$ traces suffice to reconstruct the first $m$ bits of a random, unknown $n$-bit string with a small deterministic prefix. This is the content of Lemma 1 and follows essentially already from the work of [20].

5. Test

Let $\alpha \in \left(\frac{1}{2} - \frac{1}{100}, \frac{1}{2}\right)$ be a parameter to be chosen later. We are given two strings $U, V \in \{0, 1\}^m$. We now describe whether the test declares a match between $U$ and $V$. Briefly, we divide each string into $m^\alpha$ blocks (each of length $m^{1-\alpha}$) and declare there to be a match if at least $\frac{1}{2} + \kappa_0$ proportion of the blocks have the same majority bit.

Let $I_j = ((j - 1)m^{1-\alpha}, jm^{1-\alpha}]$ for $1 \leq j \leq m^\alpha$. Let

$$\sigma_j = 1\left[ \text{Maj}(U[I_j]) = \text{Maj}(V[I_j]) \right].$$

We declare there to be a match between $U$ and $V$ if

$$\sum_{j=1}^{m^\alpha} \sigma_j > \left(\frac{1}{2} + \kappa_0\right)m^\alpha,$$

where $\kappa_0$ is a small positive constant, to be specified later.

6. Properties of Test

Fix parameters $\lambda \in \left(\frac{1}{2}, 1 - \alpha\right)$ and $\beta \in (0, \frac{1 - \alpha}{2})$ to be chosen later.

We now introduce two lemmas. The first says that the probability that two blocks in traces do not match given that they come from nearly the same part of the unknown string is at most $\exp(-cm^{2\lambda - 1})$. The second lemma says that the probability that two blocks in traces do match given that they come from far away parts of the unknown string (measured by $\beta$) is at most $\exp(-cm^\alpha)$. 
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Lemma 2. Fix intervals $I, J \subseteq [n]$ with left endpoints denoted $i, j$, respectively. Let $x$ be a random string and $U, V$ random traces of $x$. Let $A_1$ denote the event that $|g_U(i) - g_V(j)| \leq m^\lambda$. Then
\[ \mathbb{P}(U[I], V[J] \text{ match} | A_1) \geq 1 - \exp(-cm^{2\lambda - 1}). \]

Proof. Let $A$ denote the event $|g_U(i + k) - g_V(j + k)| \leq 3m^\lambda$ for all $0 \leq k \leq m - 1$. We first show
\[ \mathbb{P}(A) \geq 1 - 6m \exp(-c_1m^{2\lambda - 1}). \]
We have
\[ |g_U(i + k) - g_V(i + k)| \leq \left| g_U(i + k) - g_U(i) - \frac{k}{p}\right| + \left| g_V(i + k) + g_V(i) + \frac{k}{p}\right| + |g_U(i) - g_V(i)|. \]
Note $g_U(i + k) - g_U(i) - \frac{k}{p} \geq m^\lambda$ implies $\sum_{j=1}^{k/p + m^\lambda} r_{i+j} \leq k$, which has probability at most $\exp(-cm^{2\lambda}/k) \leq \exp(-cm^{2\lambda - 1})$. Similarly if $g_U(i + k) - g_V(i) - \frac{k}{p} \leq -m^\lambda$. So, by a union bound, we’ve established (1).

Let $\varphi(k) = km^{1-\alpha}$ for $0 \leq k \leq m^\alpha$. For $1 \leq k \leq m^\alpha$, let
\[ \ell_k = \max \left( g_U(i + \varphi(k - 1)), g_V(j + \varphi(k - 1)) \right). \]
Let $B$ denote the event that
\[ \sum_{\ell = \ell_k}^{\ell_k + \frac{m^{1-\alpha} - 3m^\lambda}{p}} r_{i}^U r_{k}^V \geq \frac{1}{2} pm^{1-\alpha} \text{ for all } 1 \leq k \leq m^\alpha. \]
We claim that
\[ \mathbb{P}(B|A) \geq 1 - \exp(-c'm^{1-2\alpha}). \]
Since $\lambda < 1 - \alpha$, the inequality (2) follows immediately from Höeffding’s inequality and a union bound.

Now, fix $r_{i}^U$’s and $r_{i}^V$’s such that $A$ and $B$ hold. Then, by the definition of $\ell_k$ (and that $B$ holds), the strings $U[i + I_k]$ and $V[j + I_k]$ consist of at least $\frac{pm^{1-\alpha}}{2}$ identical bits and the remainder are independent. Hence, \[ \mathbb{P}^X(\sigma_k = 1|A, B) \geq c(p) > 0 \]
for some constant $c(p)$ depending only on $p$. Therefore, fixing $r_{i}^U$’s and $r_{i}^V$’s so that $A$ and $B$ hold, the $\mathbb{P}^X$-probability that a match is declared between $U$ and $V$ is at least $1 - \exp(-cm^\alpha)$, which is at least $1 - \exp(-cm^{2\lambda - 1})$. The proof of Lemma 2 is complete. \[ \square \]

Lemma 3. Fix intervals $I, J \subseteq [n]$ with left endpoints denoted $i, j$, respectively. Let $x$ be a random string and $U, V$ random traces of $x$. Let $B_1$ denote the event that $g_U(i) > g_V(j) + m^{1-\beta}$. Then,
\[ \mathbb{P}(U[I], V[J] \text{ match } | B_1 \leq 2 \exp(-cm^\alpha). \]
Proof. Let \( B \) denote the event that \( g_V(i + l) \geq g_V(j + l + m^{1 - \alpha}) + cm^{1 - \alpha} \) for all \( l \leq m - m^{1 - \alpha} \). Then \( \mathbb{P}(B | B_1) \geq 1 - 2me^{-cm^{1 - 2\delta}} \). Given \( B \), the bits in \( U[i + I_k] \) are independent of \( V[j + I_k] \) for \( l \leq k \) and \( U[i + I_l] \) for \( l < k \). So \( \mathbb{P}(U[I] \text{ matches } V[J] | B) \leq \exp(-cm^\alpha) \).

\[ \square \]

7. Alignment Algorithm

Let \( K_1 = (1/\epsilon)^{100} \). We will define an associated \( K_2 \), which will satisfy \( \sqrt{K_1} \leq K_2 \leq K_1 \). The edit distance of our approximation will be at most \( n/K_2^{0.1} \), which is at most \( \epsilon n \).

Let \( U^{(1)}, \ldots, U^{(T)} \) be the \( T \) traces. Fix \( j \in [\epsilon^2 n, (\frac{1}{2} - \epsilon^2)n] \). The following algorithm will all be with respect to \( j \) (and the \( U^{(t)} \)'s).

Let \( L_1 = \sqrt{n} \) and \( L_{r+1} = \sqrt{r} \) for \( r \geq 1 \). For \( r \geq 1 \), let \( I_1^{(r)} = [j - 2L_r, j - L_r] \). For each \( t \in \{2, \ldots, T\} \), let \( I_1^{(t)} \) be the leftmost interval of length \( L_1 \) that matches \( I_1^{(r)} \), with \( I_1^{(t)} := \emptyset \) if no such interval exists. If \( I_1^{(t)} = \emptyset \), let \( \tilde{I}_1^{(t)} = \emptyset \). Otherwise, writing \( I_1^{(t)} = [a, b] \), define \( \tilde{I}_1^{(t)} = [b, b + 2L_1] \). Inductively, for \( r \geq 1 \) and \( t \in \{2, T\} \), let \( I_{r+1}^{(t)} \) denote the first interval of length \( L_{r+1} \) in \( \tilde{I}_1^{(t)} \) that matches \( I_{r+1}^{(t)} \) (let \( I_{r+1}^{(t)} := \emptyset \) if no such interval exists). If \( I_{r+1}^{(t)} = \emptyset \), let \( \tilde{I}_{r+1}^{(t)} = \emptyset \), and otherwise, if \( I_{r+1}^{(t)} = [a, b] \), let \( \tilde{I}_{r+1}^{(t)} = [b, b + 2L_{r+1}] \). With our chosen \( K_1 \), we stop at \( R := \min\{r : L_r \leq K_1\} \) and define \( K_2 := L_R \). That is, for each \( t \geq 2 \), the last intervals defined are \( I_R^{(t)} \) and \( \tilde{I}_R^{(t)} \), obtained by matching an interval of length \( K_2 \) in \( \tilde{I}_1^{(t)} \) with \( I_R^{(t)} \).

Given an interval \( J \) and a trace \( U \), we say the block \( U[J] \) is a \textit{trace-anchor} if it has length \( 2 \lceil (2 + \frac{1}{4}c_0p)C_0 \log K_2 \rceil + 1 \approx (4 + \frac{1}{4}c_0p)C_0 \log K_2 \) and contains exactly one 1, and this 1 is located exactly in the middle. Here, \( c_0 \in (0, 1/100) \). We say a block in a trace is a \textit{trace-pseudo-anchor} if it has length \( C_0 \log K_2 \) and contains at most \( 1.5C_8 \log K_2 \) ones. See the table on page 8 for a consolidation of many of the definitions.

For a \( t \in \{2, \ldots, T\} \), we say that \( t \) is \textit{j-good} if \( U^{(t)} \left[ \tilde{I}_R^{(t)} \right] \) contains exactly one trace-anchor, say \( U^{(t)}[J] \), and no trace-pseudo-anchor \( U^{(t)}[J'] \) with \( J' \) disjoint from \( J \). Furthermore, we say that \( t \) is \textit{j-spurious} if \( U^{(t)} \left[ \tilde{I}_R^{(t)} \right] \) contains a block of length at least \( C_0 \log K_2 \) with at least 2 ones and at most \( \frac{1}{2} \log K_2 \) ones.

We say that an index \( j \) of \( U^{(1)} \) is \textit{trace-useful} if \( \# \{ t \leq T : t \text{ is } j \text{-good} \} \geq \frac{1}{2}pT \) and \( \# \{ t \leq T : t \text{ is } j \text{-spurious} \} \leq \frac{1}{2}p2T \).

1We needed to insist the length was odd so that the “middle” is well-defined. But we shall merely refer to the length as \( (4 + \frac{1}{4}c_0p)C_0 \log K_2 \) in what follows. Similarly with other similar definitions.
If $j$ is trace-useful, then for each $j$-good number $t$, delete all bits in $U^{(t)}$ before and including the middle of the trace-anchor to obtain a substring $U_{s}^{(t)}$ (that starts with at least $\frac{1}{2}(4 + \frac{1}{2}c_0 p)C_9 \log K_2$ 0’s and was preceded by a 1). Then apply Lemma 1 to the traces $U_{s}^{(t)}$ for $t$ which is $j$-good.

8. Analysis of Alignment Algorithm

We start by arguing that with extremely high probability, a match was found at each step of the iteration and that each of the blocks $U^{(t)}[\overline{l}^{(t)}]$ come from basically the same place as $U^{(1)}[j - L_R, j + L_R]$.

Lemma 4. With probability at least $1 - \exp(-cK_2^{2\lambda - 1})$, the following two both hold. For all $2 \leq t \leq T$, we have $\overline{l}^{(t)} \neq \emptyset$. For all $2 \leq t \leq T$ and all $0 \leq k \leq 2L_R - 1$, we have

$$|g_{U^{(t)}}[\ell_t + k] - g_{U^{(t)}}[\ell_1 + k]| \leq K_2^{1 - \beta/2},$$

where $\ell_t$ is the left endpoint of $\overline{l}^{(t)}$.

Proof. For just this proof, for $t \geq 2$ and $r \geq 1$, we say that $I^{(t)}_r$ is on track if $I^{(t)}_r \neq \emptyset$ and $|g_{U^{(t)}}(\ell_{r,t}) - g_{U^{(t)}}(\ell_{r,1})| \leq L_r^{1 - \beta}$, where $\ell_{r,t}$ is the left endpoint of $I^{(t)}_r$. For each $r, t \geq 2$, we have, by Lemmas 2 and 3 that

$$\mathbb{P}(I^{(t)}_r \text{ is not on track} \mid I^{(t)}_{r-1} \text{ is on track}) \leq \exp(-cL_2^{2\lambda - 1}) + 2L_{r-1} \exp(-cL_r^{\alpha}).$$

By our choice of the $L_r$’s and the fact that $\alpha > 2\lambda - 1$, we have

$$\exp(-cL_2^{2\lambda - 1}) + 2L_{r-1} \exp(-cL_r^{\alpha}) \leq \exp(-c'L_r^{2\lambda - 1}).$$

Thus,

$$\mathbb{P}(\exists t \leq T : I^{(t)}_R \text{ is not on track}) \leq T \exp(-c'K_2^{2\lambda - 1}) \leq \exp(-c''K_2^{2\lambda - 1}).$$

Say a block in the unknown string $x$ is an anchor if it is of length $4|p^{-1}C_9 \log K_2| + 1$ and contains exactly one 1, and this 1 is located exactly in the middle. Say a block in $x$ is a pseudo-anchor if it is of length $2p^{-1}C_9 \log K_2$ and has at most $p^{-1} \log K_2$ 1’s. Here, $C_9 \gg C_8 \gg 1$.

Say an index $\ell$ (in the unknown string) is useful if in $x[\ell - K_2, \ell + K_2]$ there is exactly one anchor $x[I]$ and no pseudo-anchor $x[I']$ with $I'$ disjoint from $I$.

Since there is a lot of terminology, we put the key terms into a table, shown below.

The parameters are chosen so that (part of) a trace anchor is very likely to have come from an anchor, and (part of) a pseudo-anchor is very likely to have come from a trace pseudo-anchor.
|                        | Length                                     | Number of 1s |
|------------------------|--------------------------------------------|--------------|
| Trace anchor           | $(4 + \frac{1}{2} c_0 p) C_9 \log K_2$    | 1            |
| Trace pseudo-anchor    | $C_9 \log K_2$                            | $\leq 1.5 C_8 \log K_2$ |
| Anchor                 | $4 p^{-1} C_9 \log K_2$                   | 1            |
| Pseudo-anchor          | $2 p^{-1} C_9 \log K_2$                   | $\leq p^{-1} \log K_2$ |

$t$ $j$-good

\[ U^{(t)}[\tilde{T}^{(t)}_R] \text{ has 1 trace anchor and no disjoint trace pseudo-anchor} \]

$t$ $j$-spurious

\[ U^{(t)}[\tilde{T}^{(t)}_R] \text{ has block of length } C_9 \log K_2 \text{ with } \#1's \in [2, \frac{1}{4} \log K_2] \]

$j$ trace-useful

\[ \#\{ t : j \text{ - good} \} \geq pT/2 \text{ and } \#\{ t : j \text{ - spurious} \} \leq p^3 T/8. \]

$l$ useful

\[ x[\ell - K_2, \ell + K_2] \text{ has 1 anchor and no disjoint pseudo-anchor} \]

By the above paragraph, the parameters are chosen so that a trace-useful index is very likely to have come from a useful index. We will be using trace-useful indices to reconstruct part of the unknown string. We can ensure trace-useful indices are somewhat common by looking at the image of a stronger version of a useful index under the deletion channel; this is the content of Lemma 5.

Write $g = g_{U^{(1)}}$ (so, to recall, $g(j')$ is the location in $x$ which goes to bit $j'$ in $U^{(1)}$ under the deletion channel). Call an index $g(j)$ super-useful if there is an anchor of length $(4p^{-1} + c_0) C_9 \log K_2$ centered at $g(j)$ with no block in $[g(j) - K_2, g(j) + K_2]$ that has length $2 p^{-1} C_9 \log K_2$, has at most $2 p^{-1} C_8 \log K_2$ ones, and is disjoint from the anchor centered at $g(j)$. The point is that, $g(j)$ being super-useful is enough to imply, with high probability, that $j$ is trace-useful (while $g(j)$ being useful is not).

**Lemma 5.** It holds that

\[ \mathbb{P}[g(j) \text{ is useful and } j \text{ is trace-useful}] \geq \frac{1}{4} 2^{-(4p^{-1} + c_0) C_9 \log K_2}. \]

**Proof.** Note that

\[ \mathbb{P}[\text{an anchor of length } (4p^{-1} + c_0) C_9 \log K_2 \text{ is centered at } g(j)] = 2^{-(4p^{-1} + c_0) C_9 \log K_2}. \]

Since $C_9 \gg C_8$, with probability at most $1/20$, the block

\[ [g(j) - K_2, g(j) + K_2] \setminus [g(j) - 2 p^{-1} C_9 \log K_2, g(j) + 2 p^{-1} C_9 \log K_2] \]

contains a block of length $2 p^{-1} C_9 \log K_2$ with at most $2 p^{-1} \log K_2$ ones. Therefore,

\[ \mathbb{P}[g(j) \text{ is super-useful}] \geq \frac{1}{2} 2^{-(4p^{-1} + c_0) C_9 \log K_2}. \]

Note that all of the alignment was done to the left of $g(j) - K_2$, so having $|g_{U^{(1)}}[\ell_t + k] - g_{U^{(1)}}[\ell + k]| \leq K_2^{1 - \beta/2}$ for each $0 \leq k \leq 2 K_2 - 1$, where $\ell_t$ is the left endpoint of $\tilde{T}^{(t)}_R$, is independent of whether there is a super-useful index at $g(j)$, so by Lemma 4 the probability of both is at least $\frac{1}{8} 2^{-(4p^{-1} + c_0) C_9 \log K_2}$.

Given that $g(j)$ is super-useful and the anchored 1 survived the deletion channel in the trace $U^{(t)}$, we claim that, with conditional probability at least $3/4$, the string
$U^{(t)}[I_R^{(t)}]$ contains exactly one trace-anchor with no trace-pseudo-anchor disjoint from it. To see this, first note that there was an anchor of length $(4p^{-1} + c_0)C_0 \log K_2$ centered at $g(j)$, and the length of a trace-anchor is $(4 + \frac{1}{2}c_0\rho)C_0 \log K_2$. Also, note that if there were a trace-pseudo-anchor disjoint from the trace-anchor, then there is a block of length $C_0 \log K_2$ with at most $1.5C_0 \log K_2$ ones in $U^{(t)}[I_R^{(t)}]$, which has a very high probability of coming from a block of length at least $2p^{-1}C_0 \log K_2$ with at most $2p^{-1}1.5C_0 \log K_2$ ones, but this doesn’t exist in $x$ restricted to $g_U^{(t)}[I_R^{(t)}]$.

Since $C_0 \gg 1$, it is also very unlikely that $[g(j) - K_2, g(j) + K_2]$ contains block of length at least $\frac{1}{2}p^{-1}C_0 \log K_2$ with at least 2 ones and at most $p^{-1} \log K_2$ ones, so we may condition on this event as well. Similar reasoning to the previous paragraph shows that, with probability at least $1 - \exp(-cT)$, there will then be fewer than $p^2T/8$ spurious numbers $t$. \hfill $\Box$

Next we show that given $j$ is trace-useful, with high probability $g(j)$ is useful.

**Lemma 6.** We have

$$\mathbb{P}[g(j) \text{ not useful and } j \text{ is trace useful}] \leq \exp(-cT).$$

**Proof.** We start by splitting into cases based on the definitions:

$$\mathbb{P}[g(j) \text{ not useful and } j \text{ is trace useful}] \leq$$

$$\mathbb{P}[\text{no anchor in } x[g(j) - K_2, g(j) + K_2] \text{ and } j \text{ trace-useful}] +$$

$$\mathbb{P}[\exists \text{ pseudo-anchor in } x[g(j) - K_2, g(j) + K_2] \text{ and } j \text{ trace-useful}].$$

We may easily bound the second term by

$$\mathbb{P}[\exists \text{ pseudo-anchor in } x[g(j) - K_2, g(j) + K_2] \text{ and } j \text{ trace-useful}] \leq \exp(-cT).$$

And since

$$\left(\begin{array}{c} l \\ 2 \end{array}\right) p^2 q^{l-1} \geq \frac{p^2}{6}$$

for all $l \geq 2$ and $p + q = 1$, we may bound the first term by

$$\mathbb{P}[\text{no anchor in } x[g(j) - K_2, g(j) + K_2] \text{ and } j \text{ trace-useful}] \leq \exp(-cT).$$

\hfill $\Box$

**Remark.** Since we are choosing $T = \exp(C\sqrt[3]{\log K_2})$, the bound $\exp(-cT)$ is less than the lower bound of $K_2^{-(4 + p\rho)T^{-1}C_0}$ we obtained for $\mathbb{P}[g(j) \text{ useful and } j \text{ trace-useful}]$ (in Lemma 5).

**Definition 8.1.** Fix $t \leq T$ that is $j$-good. If $g(j)$ is useful and $j$ is trace-useful, let $\Gamma, \gamma_t$ denote the indices of the 1 in the anchor and trace-anchor, respectively.

**Lemma 7.** For any fixed $t \in [2, T]$, it holds that

$$\mathbb{P}[g_{U^{(t)}}(\gamma_t) \neq \Gamma \mid g(j) \text{ useful, } j \text{ trace-useful, and } t \text{ $j$-good}] \leq \frac{1}{K_2^{0.5}}.$$
Proof. We split the proof of this claim into two cases. For ease, let $A$ denote the event that $g(j)$ is useful and $j$ is trace-useful. We more directly show

$$\mathbb{P}[A \cap \{ t \text{ is } j \text{ - good} \} \cap \{ g_U(t)(\gamma_t) \neq \Gamma \}] \leq \frac{1}{K_2^{0.5}} \mathbb{P}[A \cap \{ t \text{ is } j \text{ - good} \}].$$

If $t$ is a $j$-good trace, then there is a trace-anchor with interval

$$[a_t, b_t] := \left[ \gamma_t - \left( 2 + \frac{1}{2}c_0p \right) C_9 \log K_2, \gamma_t + \left( 2 + \frac{1}{2}c_0p \right) C_9 \log K_2 \right].$$

The first case is that $g_U(t)(b_t) - g_U(t)(a_t) \geq 2p^{-1} C_9 \log K_2$. Intuitively, this case corresponds to the case that we identified the remnants of a near pseudo-anchor that was not a pseudo-anchor due to having too many ones, and nearly all of the ones were deleted when a trace was taken. We start though with the general

$$\mathbb{P}[g_U(t)(\gamma_t) \neq \Gamma | A] \leq \sum_{z \in [g(j) - K_2, g(j) + K_2]} \mathbb{P}[g_U(t)(\gamma_t) = z | A] + \frac{e^{-K_2^{-1.5}}}{\mathbb{P}(A)},$$

the second term coming from Lemma 3. Since $\mathbb{P}(A) \geq \text{poly}(1/K_2)$, it suffices to show that each summand is $O(K_2^{-1.5})$ due to the situation of the first case. Intuitively, we expect an $O(K_2^{-1.5})$ bound since deleting nearly all of at least $1.5p^{-1} \log K_2$ ones has probability $O(K_2^{-1.5})$. But we must be careful, as we are conditioning on $A$, which might affect some things. So we define a matching within $A$. Specifically, we map each such configuration to the set of configurations where the anchored 1 is retained and the retention variables of the ones in the interval that’s mapped to the trace anchored 1 are arbitrary.

The second case is that $g_U(t)(b_t) - g_U(t)(a_t) < 2p^{-1} C_9 \log K_2$. Intuitively, this case corresponds to the case that we identified the remnants of a near pseudo-anchor that was not a pseudo-anchor due to having too small a length, and the length didn’t shrink (even close to) as expected when a trace was taken. In this case,

$$\mathbb{P}[A \cap \{ t \text{ is } j \text{ - good} \} \cap \{ g_U(t)(b_t) - g_U(t)(a_t) < 2p^{-1} C_9 \log K_2 \}] \leq \mathbb{P}\left[ x[j - K_2, j + K_2] \text{ has anchor } \cap \{ \exists \nu \in [j - K_2, j + K_2] : \sum_{i=1}^{2p^{-1} C_9 \log K_2} r_{\nu+i} > 4C_9 \log K_2 \} \right],$$

which by independence is

$$\leq 2K_2 2^{-4p^{-1} C_9 \log K_2} 2K_2 \left( \frac{e}{4} \right)^{2C_9 \log K_2},$$

where we used the general bound $\mathbb{P}[X > 2\mathbb{E}(X)] \leq (e/4)^{\mathbb{E}(X)}$ (see, for example, Theorem 8.1.12 of Alon-Spencer [1]). And this is at most

$$\frac{1}{K_2} \mathbb{P}[A]$$.
by the lower bound on $\Pr(A)$ in Lemma 5 (since $c_0 < 1/100$).

9. Reconstruction Algorithm

We may assume that $n \geq (1/\epsilon)^{C_{19}}$ (where $C_{19}$ is large), for otherwise, we could simply fully reconstruct the random $n$-bit string. With this assumption, we receive $\exp(C_{20} \sqrt{\log(1/\epsilon)})$ traces and run the alignment algorithm ($C_{20}$ is chosen last).

Let $C_{10}$ be large. We begin by finding the first index $j_1$ in $U^{(1)}$ that is trace-useful and apply the algorithm to index $j_1$ to obtain a string $\hat{x}_{j_1}$ of length $K_{C_{10}}^2$. Inductively, with $j_r$ chosen, we find the first index $j_{r+1} > j_r + 2pK_{C_{10}}^2 + pK_{2C_{10}/4}$ in $U^{(1)}$ that is trace-useful and apply the algorithm to index $j_{r+1}$ to obtain a string $\hat{x}_{j_{r+1}}$ of length $K_{2C_{10}}^2$.

Say $j_1, \ldots, j_m$ were the trace-useful indices that we reconstructed based on. We then output the concatenation $\hat{x} := \hat{x}_{j_1} \ldots \hat{x}_{j_m}$ (as our approximation to $x$).

10. Analysis of Reconstruction Algorithm

Let $\hat{x}_{j_1}, \ldots, \hat{x}_{j_m}$ be the outputted strings that we concatenate to get $\hat{x}$.

We present a sequence of insertions and deletions to transform $\hat{x}$ into $x$. We show, with high probability, the number of insertions and deletions we make is at most $n/K_{2^{1.1}}^2$.

We first delete all $\hat{x}_{j_i}$’s where $g_{U^{(1)}}(j_i) \leq g_{U^{(1)}}(j_{i-1}) + K_{2^{10}}^2$ (Note with high probability, we delete at most $e^{-K_{2^{10}}^2/100} n$ of the $\hat{x}_{j_i}$’s, since the expected number of pairs $(j, j')$ with $j' > j + 2pK_{2^{10}}^2 + pK_{2^{3C_{10}/4}}$ and $g_{U^{(1)}}(j') \leq g_{U^{(1)}}(j) + K_{2^{C_{10}}^2}^2 + K_{2^{10}}^{C_{10}/10}$ is at most $e^{-K_{2^{10}}^2/100} n$. Therefore, with high probability, we delete at most $2K_{2^{C_{10}}^2}^2 e^{-K_{2^{10}}^2/100} n \leq \frac{1}{3} K_{2^{10}}^2 n$ bits.

Let $\hat{x}_{r_1}, \ldots, \hat{x}_{r_s}$ be the remaining $\hat{x}_{j_i}$’s. Delete each of the $\hat{x}_{r_i}$’s that were falsely reconstructed (in that the application of Lemma 1 was not successful). We then just need to show, for example, that at most a proportion of $\frac{1}{3} K_{2^{10}}^2$ of the $\hat{x}_{r_i}$’s were falsely reconstructed. Of course, it suffices to work with the original $\hat{x}_{j_i}$’s. By Markov, it suffices to show that the probability of a fixed $\hat{x}_{j_i}$, having been falsely reconstructed is at most $\frac{1}{3} K_{2^{10}}^2 \tau$. And this follows from Lemmas 6, 4, and 1.

Now we have a subsequence of $x$ and with high probability deleted at most $\frac{1}{K_{2^2}} n$ bits of $x$. So it just suffices to show, that, with high probability, there are at most $\frac{1}{K_{2^2}} n$ bits missing from this subsequence. First note that, since $K_{2^{3C_{10}/4}} \ll K_{2^{C_{10}}}$, with high probability, there are at most $n/\text{poly}(K_{2^2})$ bits missing due to the required waiting $pK_{2^{C_{10}}^2}^2 + pK_{2^{3C_{10}/4}}$ indices before looking for the next trace-useful index.
We now must control how long we wait after those required waiting times. By Lemma 5 and Markov, with high probability, it holds that the total weighting time until seeing the first trace-useful index after the required waiting time is at least $\frac{n}{K^2}$. We finish by controlling the waiting time from the first super-useful index (observed after the required waiting time) to the first super-useful index that maps to a trace-useful index. Let $\Delta_r$ denote the gap between the $r$th super-useful index and the $(r + 1)^{st}$ super-useful index, and $Y_r$ denote the indicator of the event that the $r$th super-useful index did not map to a trace-useful index. Then, by Lemma 5, Lemma 6, and near independence, we have $\mathbb{E}[\Delta_r Y_r] \leq \exp\left(\frac{-cT}{2}\right)$, so Markov implies $\mathbb{P}\left[\sum_r \Delta_r Y_r > \exp\left(\frac{-(c/2)T}{2}\right)n\right] \leq \exp\left(\frac{-(c/2)T}{2}n\right)$. Thus, combining all three waiting times, we see that we have at most $\frac{1}{3}K^{-1/2}n$ missing bits with high probability, thereby completing the proof.

11. An Application to Coded Trace Reconstruction

In [9], it was proven that, for any $\epsilon > 0$, there is a set $S \subseteq \{0, 1\}^n$ of $2^{(1-\epsilon)n}$ strings so that a constant number $T_\epsilon$ of traces suffice to reconstruct an arbitrary string chosen from $S$ (the player is assured that the unknown string is in $S$). They showed that one can take $T_\epsilon = \exp\left(C\sqrt{\log(1/\epsilon)}\right)$. In this section, we recover their result, with our set $S$ being a pseudo-random set of strings, any two of which have edit distance at least $\epsilon n$. We do not however make any guarantees that $S$ is efficiently encodable or decodable unlike in their paper.

**Theorem 2.** For any $\delta, q \in (0, 1)$, there is some $C = C(\delta, q)$ so that for any $\epsilon > 0$ and $n \geq 1$, there is a subset $S \subseteq \{0, 1\}^n$ of size $|S| \geq 2^{(1-\epsilon)n}$ so that any unknown $s \in S$ can be reconstructed from $\exp\left(C\sqrt{\log(1/\epsilon)}\right)$ independent traces.

**Proof.** Fix $\epsilon > 0$ and $n \geq 1$. By choosing $C$ large enough, we may assume $\epsilon < 10^{-6}$ and $n \geq 10^6$, say.

Perform the following (random) algorithm. Choose a string $s_1 \in \{0, 1\}^n$ uniformly at random, and remove from $\{0, 1\}^n$ all strings that are within $\epsilon^2 n$ edit distance of $s_1$. For $k \geq 1$, with $s_1, \ldots, s_k$ chosen, choose $s_{k+1}$ uniformly at random from the remaining strings (which will be those not within $\epsilon^2 n$ edit distance of any $s_j$) and remove all remaining strings that are within $\epsilon^2 n$ edit distance of $s_{k+1}$; stop the algorithm if $s_{k+1}$ cannot be chosen (due to there being no remaining strings). As a crude bound, since $\epsilon$ is small and $n$ is large, this algorithm generates $s_1, \ldots, s_m$ with $m \geq 2 \cdot 2^{(1-\epsilon)n}$. By ignoring some of the $s_j$’s, we may assume that always $m := 2 \cdot 2^{(1-\epsilon)n}$ strings $s_i$ are outputted.

Now, let $A$ be the function guaranteed by Theorem 1 that is, $A$ takes in $T := \exp\left(C\sqrt{\log(1/\epsilon)}\right)$ traces and outputs a string that is within $\epsilon^2 n/2$ edit distance of the source string, with probability at least 0.95.
Let $\mathcal{D}$ be the distribution over tuples of strings $(s_1, \ldots, s_m)$ produced by the algorithm. Note that choosing $(s_1, \ldots, s_m)$ according to $\mathcal{D}$ and then choosing $s_j$ uniformly at random from $\{s_1, \ldots, s_m\}$ is equivalent to choosing a string uniformly at random from $\{0, 1\}^n$. Therefore,

$$
\Pr_{s_1, \ldots, s_m \sim \mathcal{D}} \Pr_{s_j \sim \{s_1, \ldots, s_m\}} \Pr_{U^{(1)}, \ldots, U^{(T)} \sim s_j} [d_e(A(U^{(1)}, \ldots, U^{(T)}), s_j) < \epsilon^2 n/2] \geq 0.95.
$$

So there is a choice of $(s_1, \ldots, s_m)$ in the support of $\mathcal{D}$ so that

$$
\Pr_{s_j \sim \{s_1, \ldots, s_m\}} \Pr_{U^{(1)}, \ldots, U^{(T)} \sim s_j} [d_e(A(U^{(1)}, \ldots, U^{(T)}), s_j) < \epsilon^2 n/2] \geq 0.95.
$$

Therefore, there is a subset $S \subseteq \{s_1, \ldots, s_m\}$ of size $|S| \geq m/2$ so that for any $s_j \in S$, it holds that

$$
\Pr_{U^{(1)}, \ldots, U^{(T)} \sim s_j} [d_e(A(U^{(1)}, \ldots, U^{(T)}), s_j) < \epsilon^2 n/2] \geq 0.90.
$$

Note $|S| \geq 2^{1-\epsilon} n$. We define a function $B : (\{0, 1\}^n)^T \rightarrow S$ as follows: for a given $\tilde{U} := (U^{(1)}, \ldots, U^{(T)})$, let $\hat{x} = A(\tilde{u})$ and have $B(\tilde{u})$ be the $s \in S$ that is closest to $\hat{x}$ in edit distance (with ties broken arbitrarily). Since the edit distance between any two strings in $S$ is more than $\epsilon^2 n$, we’re done by (3).

\begin{flushright}
\hfill \Box
\end{flushright}
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