Quantum thermodynamics in a single-electron box
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This chapter provides an overview of the methods and results for quantum thermodynamic experiments with single-electron devices. The experiments with a single-electron box on Jarzynski equality and Crooks relation, two-temperature fluctuation relations, and Maxwell’s demon performed over the past few years are reviewed here. We further review the first experimental realization of an autonomous Maxwell’s demon using a single-electron box as the demon.

In an electronic system, the thermodynamic quantities of heat and entropy are transferred by electrons, while work is done on the system by externally applied potentials. These systems are very well defined with a simple, easily controllable Hamiltonian. The crucial ingredients to conduct the experiments are the ability to track the transitions of single electrons, or to infer the transferred heat from a change in local electronic temperature. The immediate benefit of an electronic setup is the robustness of the device, permitting hundreds of thousands of repetitions and therefore reliable statistics of the chosen thermodynamic process in contrast to experiments with molecular or colloidal particles, where the number of repetitions is typically limited to hundreds.

The chapter is outlined as follows. The first four sections give the principles and methods required to design and execute thermodynamic experiments with a single-electron box. The last four sections review the recent thermodynamic experiments conducted in that setting.

HEAT IN ELECTRONIC SYSTEMS

In this chapter we are mainly concerned with systems where finite heat baths are formed of electrons in an island of normal metal \cite{1}. In practise these reservoirs are thin film metals fabricated by electron-beam lithography. Due to manufacturing constraints, the islands have typically a volume of $10^{-3} \, \mu \text{m}^3$ or larger, which means that there are of the order of or more than $10^9$ conduction electrons in this system. Thus it is fair to say that such an island serves as a body to which temperature can be assigned, at least in equilibrium. Thermal electrons in this dot are only weakly coupled to the rest of the circuit. Typically this is made possible by embedding it in a low temperature ($\ll 1 \, \text{K}$) environment, where coupling to phonons, which typically scales with temperature as $T^5$ \cite{2}, is extremely weak. For many experiments to be presented below, namely the ones based on electron counting, this weakness of the coupling is not essential though. In all the experiments and their analysis, it is, however, important that the relevant relaxation timescales have a certain hierarchy. In particular, it is essential that the electron-electron (e-e) relaxation time is the fastest one in the system. For standard metallic structures, this relaxation time is $10^{-9} \, \text{s}$ or shorter \cite{3}, which makes it about four orders of magnitude faster at the said temperatures than the electron-phonon (e-p) relaxation time \cite{2}, the other fundamental relaxation process in this system. If furthermore the external drive of the system is slow in comparison to the e-e relaxation rate, one may always assume that the electrons in the absorber normal metal form a system with well-defined local temperature at all instants of time.

CHARGE AND HEAT TRANSPORT ACROSS A TUNNEL JUNCTION

In stochastic thermodynamics experiments performed up to now, heat has been measured by indirect means \cite{4}. In other words, one typically relies on measurement of charges, voltages or currents in electrical circuits or on positions or momenta in mechanical systems, which allow one to evaluate the heat via a model applicable to the system in question. Direct measurement of stochastic heat is still elusive, although it looks feasible at least in a low temperature experiment on electric circuits as presented here \cite{5}. Single-electron systems, in particular a single-electron box (SEB), see next chapter, provide a well characterized set-up to investigate stochastic thermodynamics either by indirect means but also by direct measurement of heat in the future.
A basic element in (single-)electronic circuits is a tunnel barrier, which in our metallic systems separates two Fermi seas of electrons, see Fig. 1. A chemical potential difference $\Delta \mu = eV$ given by the voltage difference $V = V_L - V_R$ is applied across the barrier between reservoirs $L$ and $R$. Under these conditions, a tunneling event through the barrier leads to dissipation. If the electron tunneling from the left lead has energy $E$ with respect to the Fermi level at $eV_L$, the energy deposited to this reservoir equals $Q_L = eV_L - E$. Now assuming an elastic process, with no exchange of energy by the electron in the process (horizontal arrow in Fig. 1), the electron lands on the right reservoir at the energy $E - eV_R$, which is also the energy input $Q_R$ to this lead. Although the energies deposited to $L$ and $R$ vary stochastically depending on the energy $E$ of the tunneling electron, the total heat input to the system formed of the left and right sides of the junction is constant equal to $Q = Q_L + Q_R = e(V_L - V_R) = eV$, as one would naively expect. In terms of the total heat $Q$, the stochasticity of the process is then determined by the number of electrons tunneling during the observation time $[8]$. Alternatively, under time-dependent driving protocols, it is determined by the instantaneous value of $V(t)$ at the time instant when the electron tunnels $[8]$.

The rate of tunneling from $L$ to $R$ is given by a golden-rule based expression

$$\Gamma = \frac{1}{e^2 R_T} \int_{-\infty}^{\infty} dE n_L(E - eV_L)n_R(E - eV_R)f_L(E - eV_L)[1 - f_R(E - eV_R)],$$  
(1)

where $R_T$ is the tunnel resistance of the barrier (determined by the properties of the junction), $n_i(E)$ is the (normalized) density of states of electrons, and $f_i(E)$ the distribution of electrons in lead $i = L, R$. The two types of conductors considered in this chapter are normal metal (N, copper), for which $n_N(E) = 1$, and a superconductor (S, aluminum), for which $n_S(E) = \text{Re}(E)/\sqrt{(E)^2 - \Delta^2}$, where $\Delta$ is the superconductor energy gap [7]. The main feature of $n_S(E)$ is that the density is zero for the energy range $-\Delta \leq E \leq \Delta$. If electrons in each lead are internally in equilibrium, they form a Fermi-Dirac distribution $f_i(E) = 1/(1 + e^{E/k_BT_i})$, where the temperatures of the two leads are given by $T_L$ and $T_R$, respectively. Tunneling given by Eq. (1) is stochastic, and in the case of no correlations and assuming a fixed chemical potential difference $eV$ across the barrier, it is a Poisson process.

For a more general description, it is convenient to view the transition rate for a specific energy cost $\Delta E$, that is, the difference in energy between the final and initial state. In the case of a voltage $V$ biased tunnel junction where the electron is initially at potential $V_L$ and finally at potential $V_R$, we have $\Delta E = eV_R - eV_L$. This translates the tunneling rate by Eq. (1)

$$\Gamma_{L \rightarrow R}(\Delta E) = \frac{1}{e^2 R_T} \int_{-\infty}^{\infty} dE n_L(E)n_R(E - \Delta E)f_L(E)[1 - f_R(E - \Delta E)].$$  
(2)

In accordance to thermodynamic principles, when the two leads are at equal temperatures $T_L = T_R = T$, the tunneling rate obeys detailed balance $\Gamma_{L \rightarrow R}(\Delta E)/\Gamma_{R \rightarrow L}(\Delta E) = \exp(-\Delta E/k_B T)$.
SINGLE-ELECTRON EFFECTS

As covered in the previous section, heat is primarily transported in nanoelectronic circuits by electrons. Those electrons are subject to mutual Coulomb interaction that can influence the properties of the device dynamics. As discussed below, when the size scale and the temperature of the circuit is small, this interaction becomes the dominant effect and the total electron number in the system is critical at the precision of one electron. Such devices are in general known as single-electron devices, of which the most relevant for this chapter are the single-electron box and the single-electron transistor.

A single-electron box (SEB) consists of a single piece of metal - an ‘island’ - connected to a grounded metallic lead by a tunnel junction and coupled to a gate electrode with capacitance \( C_g \). The tunnel junctions allow electrons to tunnel into and out of the island, changing the total charge of the island by \( \pm e \). When an electron tunnels to the island, further electrons that would follow are repelled by the previously added negative charge. This effect is characterized by charging energy \( E_{\text{ch}} = \frac{(-en)^2}{2C} \equiv E_{\text{Cn}}^2 \), where the net charge on the island is \(-en\) for \( n \) electrons, and \( C \) is the total capacitance of the island. The charging energy for a single-electron, \( E_C = e^2/2C \), is the characteristic energy scale of the SEB. The island charge can be manipulated by gating, i.e. by tuning the gate electrode potential \( V_g \). If the applied potential is positive, it will attract a negative charge equal to \(-C_g V_g\) to the island. This corresponds to an effective gate number \( n_g = C_g V_g/e \) that can be non-integer as it describes charge rearrangement on the island adapting to the surrounding potential rather than actual number of electrons. The Hamiltonian of the SEB is then

\[
H = E_C(n-n_g)^2. \tag{3}
\]

An SEB constitutes a controllable two-level system as follows. The system degree of freedom is \( n \) and the control parameter is \( n_g \). If the charging energy is substantially larger than thermal energy, \( E_C \gg k_B T \), only the lowest energy states need to be considered. Note that the charging energy by Eq. (3) remains constant if both \( n \) and \( n_g \) are offset by an integer. We can therefore consider \( n_g \) to be operated in the range 0...1, such that the single-electron box forms a two-level system with possible states \( n = 0 \) or \( n = 1 \). The energy difference between the two states can be readily controlled with \( V_g \) and is given by Eq. (3) as \( \Delta E = E_{n=1} - E_{n=0} = -2E_C(n_g - 0.5) \). \( \Delta E \) directly determines the transition rate for the event \( n : 0 \rightarrow 1 \) (an electron enters the island, changing the number of electrons from 0 to 1) as \( \Gamma_{L \rightarrow R}(\Delta E) \equiv \Gamma_{0 \rightarrow 1} \), and for \( n : 1 \rightarrow 0 \) as \( \Gamma_{R \rightarrow L}(\Delta E) \equiv \Gamma_{1 \rightarrow 0} \) from Eq. (2). The control parameter value \( n_g = 0.5 \) sets the two states to have equal energy, and is often referred to as the degeneracy point. As thermal fluctuations are relevant when \( |\Delta E| \lesssim k_B T \), most thermodynamic processes take place around this point.

Next we consider the validity of the two-level condition, i.e. the criterion \( E_C \gg k_B T \), for practical nanoscale devices. If the SEB island with a maximum length scale of \( l = 1 \mu m \) lies on a silicon/silicon oxide substrate (self capacitance \( C_0 \sim (\varepsilon_{\text{Si}} + \varepsilon_0)/2 \approx 50 \text{ aF} \) and is tunnel coupled to a metallic lead through an aluminum oxide insulator layer with a thickness of \( d = 2 \text{ nm} \) and a cross section area of \( A = 100 \times 100 \text{ nm}^2 \) (capacitance \( C_J = \varepsilon_{\text{Al}_2\text{O}_3} A/d \approx 440 \text{ aF} \), the single electron charging energy is \( E_C = e^2/2(C_0 + C_J) \approx k_B \times 2 \text{ K} \). Dilution cryostats can routinely reach temperatures of \( T \ll 50 \text{ mK} \) well ascertaining the condition \( E_C \gg k_B T \). A standard SEB therefore realizes a two-level system as the probability to be in a state other than \( n = 0 \) or \( n = 1 \) is \( P < 10^{-17} \).

\[\text{FIG. 2. Left panel: An example of a single-electron transistor. A metallic island (structure in the middle) is connected to two metallic leads by tunnel junctions. The SET is voltage \( V \) biased, and the current \( I_{\text{SET}} \) is manipulated by the gate voltage \( V_g \). Right panel: Measured current through the SET as a function of \( V \) and \( V_g \). Reproduced from [9], with permission from AIP Publishing.}\]
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A single-electron transistor (SET) is similar to an SEB, with the distinction that the island is connected to two (or more) metallic leads. An example device is shown in Fig. 2. The two leads can further have potentials $V_L = V/2$ and $V_R = -V/2$, where $L(R)$ refers to the left (right) lead and $V$ is the potential bias. The charge current from the left to the right lead occurs under a finite bias $V$ and is controlled with the gate voltage $V_g$, as seen in Fig. 2. When $|\Delta E| > eV/2$, charge transport is suppressed as Coulomb blockade prevents electrons from tunneling into (out of) the island, while with $|\Delta E| < eV/2$, electrons can consecutively tunnel in from the left lead, and out to the right lead. In general, the full dynamics can be modeled with a rate equation,

$$dP(n)/dt = \Gamma_{n+1 \rightarrow n}^\text{out} P(n+1) + \Gamma_{n-1 \rightarrow n}^\text{in} P(n-1) - (\Gamma_{n \rightarrow n+1}^\text{out} + \Gamma_{n \rightarrow n-1}^\text{in}) P_n,$$

where $P_n$ is the probability to occupy state $n$, and $\Gamma_{n \rightarrow n±1}^{\text{in(out)}}$ is the transition rate in (out) from the island, changing the state from $n$ to $n ± 1$. The probability distribution $P_n$ can be solved under steady state $dP(n)/dt = 0$ and normalization $\sum P_n = 1$. The current to lead R is then given by

$$I_R = \sum_n \Gamma_{n \rightarrow n+1}^\text{out} R P(n+1) - \Gamma_{n+1 \rightarrow n}^\text{in} R P(n),$$

where the superscript R refers to transitions occurring by tunneling events through the right junction. Note that at steady state, $I_L = -I_R$.

**DETECTING THE CHARGE IN A SINGLE-ELECTRON BOX**

An SEB provides a controllable two-level system, however an ability to time-dependently resolve its charge state is essential for the execution of thermodynamic experiments. This is realized with a charge detector in form of an SET by coupling the islands of the two devices with capacitance $C_{\text{int}}$, as illustrated in Fig. 3. The two coupled devices follow a Hamiltonian

$$H = E_C (n - n_g)^2 + E_C^{\text{det}} (n^{\text{det}} - n_g^{\text{det}})^2 + J (n - n_g)(n^{\text{det}} - n_g^{\text{det}}).$$

Here, the superscript ’det’ refers to the SET, and $J = e^2 C_{\text{int}}/(C C_{\text{det}} - C_{\text{int}}^2)$ describes the mutual Coulomb interaction between the electrons in the two islands. An electron tunneling in the SEB ($\Delta n = ±1$) effectively acts as a gate voltage change $\Delta n_{g,\text{eff}} = -J \Delta n/(2E_C^{\text{det}})$ on the SET. Therefore, when the SET is voltage $V$ biased and operated in a regime of finite current flow, its current switches between two values $I_0$ and $I_1$ that correspond to the two states $n = 0$ or $n = 1$ whenever an electron tunnels in the SEB. By measuring a time trace of the current through the SET during a thermodynamic process, the evolution of the system state $n$ is determined in real time as demonstrated in Fig. 3.

Practical charge detection schemes are limited by the bandwidth of the detector. This is typically set by the cut-off frequency of a low-pass filter, either determined by the measurement setup, or by noise that has to be averaged out to reach a sufficient signal-to-noise ratio for exact determination of the charge state. For a standard SET charge detector, a typical bandwidth is up to 1 kHz, and the frequency of tunneling events in the system should be lower for an accurate time-resolved determination of the system state evolution. A typical tunnel junction resistance is of the order of 100 kΩ, which means that a fully normal metallic SEB would not qualify for these experiments. At 50 mK temperature, a normal metallic SEB drastically suppresses the tunneling rates to 1 - 1000 Hz level around the degeneracy point, bringing the events to a detectable range. This method is used in the experiments reviewed in the next three sections.

With the charge detection scheme discussed above, the system state as a function of time, $n(t)$, can be resolved. Other thermodynamically relevant quantities, namely the state occupation probability and transition rates for a given control parameter $n_g$, are determined from long time traces of $n(t)$ for a stationary $n_g$. The trace duration $T$ should cover a sufficient number of tunneling events to gain reasonable statistical reliability. Then the steady state occupation probability $P_n(n_g)$ is determined from the total time $T_n$ spent on the state $n$ as $P_n(n_g) = T_n/T$.

The tunneling rates $\Gamma_{0 \rightarrow 1}$ and $\Gamma_{1 \rightarrow 0}$ are extracted by determining the lifetime of states 0 and 1, that is, the average time that the system spends in state 0 or 1 before transitioning to the other state. First, the time instants and the initial and final states of tunneling events are extracted from a time trace with
stationary $n_g$. For each recorded tunneling event, the time spent on the state $n$ to which the event brought the system is determined as the time $\tau_n$, until the next tunneling event occurs. The lifetime of state $n$ is the average $\langle \tau_n \rangle$. The corresponding tunneling rate is then determined as $\Gamma_n = 1/\langle \tau_n \rangle$. For a given $\Delta E$ as determined by the control parameter $n_g$ and at uniform electronic temperature $T_e$, the tunneling rates follow detailed balance, $\ln (\Gamma_{n\rightarrow(n-1)}) = -\Delta E/k_BT_e$. Assuming that the SEB electrodes are well thermalized to the cryostat temperature so that $T_e$ is known, the calibration for $\Delta E(V_g)$ is obtained from the detailed balance condition.

**SINGLE-ELECTRON BOX AS A TESTBED FOR QUANTUM THERMODYNAMICS**

This section gives a brief overview of the experimental test in [8] on Jarzynski equality [10] (JE), $\langle \exp(-W/k_BT) \rangle = \exp(-\Delta F/k_BT)$, where $W$ is the applied work and $\Delta F$ is the free energy difference, and Crooks relation [11], $\ln (\langle P(W)/P(-W) \rangle) = (\langle W - \Delta F \rangle)/k_BT_e$, where $P(W)$ is the probability to apply work $W$ in the forward process and $P(-W)$ is the probability for negative work in the reverse process. The test is carried out by introducing a drive protocol to the SEB that transfers an electron from the left island to the right, and a reverse protocol that does the opposite. Each realization of the protocol requires work and generates heat stochastically. The statistics of those quantities are studied by performing multiple realizations of the drive protocol.

More specifically, the SEB shown in Fig. 3 is driven by modulating the control parameter as $n_g(t) = 1/2 - \cos(2\pi ft)/2$ while continuously monitoring the charge state $n(t)$ with a nearby SET. This drive is symmetric around the degeneracy point $n_g = 1/2$. A single realization of the drive protocol is taken from $t = 0$ to $t = 1/(2f)$, during which the system is driven across the degeneracy point from $\Delta E = -E_C$ where $n = 0$ is the ground state to $\Delta E = E_C$ where $n = 1$ is the ground state. The reverse process takes place from $t = 1/(2f)$ to $t = 1/f$ bringing the state from $n = 1$ to $n = 0$. Thus each period of drive consists of two identical realizations of the protocol. One of the initial criteria to test JE is to start from thermal equilibrium, which is the case in the experiment since the system always starts from the ground state under the given experimental conditions.

For each realization of the drive protocol the relevant thermodynamic quantities, work and heat, are determined from the measured trace $n(t)$ as follows. As mentioned in the second section, heat is generated at every electron tunneling event that takes place during the process as an electron carries an energy $E$ from source to target electrode, and the excess energy is distributed to the reservoirs as heat. Correspondingly, in a tunneling event, the energy of the system changes by $\Delta E$ as determined by the control parameter $n_g$. Energy conservation requires that the energy added to the system must originate from the heat baths, generating heat $Q = -\Delta E(n_g)$. If a single trace has multiple tunneling events,
indexed with $i$, the total heat generated is

$$Q = -\sum_i \Delta n_i \Delta E(n_{g,i}),$$  \hspace{1cm} (7)

where $\Delta n_i$ is the electron number change in tunneling event $i$ ($+1$ for $n: 0 \to 1$ and $-1$ for $n: 1 \to 0$), and $n_{g,i}$ is the value of the control parameter at the given time instant of the tunneling event. Work, in contrast, is applied when the drive changes the system energy $H$ by Eq. (3). For a single trace of duration $T$, work is evaluated as

$$W = \int_0^T 2E_C(n_g(t) - n(t)) \frac{dn_g(t)}{dt} dt.$$  \hspace{1cm} (8)

We note that since the processes practically always start and end in fixed states and the free energy change in the process is zero, work and heat are equal.

The experiments were carried out at various driving frequencies and at a few temperatures, and under each experimental condition more than $10^5$ repetitions of the protocol were realized. The probability distributions for $Q$ as extracted by Eq. (7) from the ensemble of traces are shown in Fig. 4. It was found that the Jarzynski equality is valid within 3% and that the distributions obey Crooks relation. The main uncertainty stems from the finite bandwidth of the detector leading to unregistered transitions.

**TEST OF FLUCTUATION RELATIONS FOR TWO HEAT BATHS**

The temperature of a well thermalized system is uniform. However, with an SEB, it is relatively straightforward to form a system with two unequal temperatures by maintaining a temperature difference between the two electrodes. This system allows investigation of fluctuation relations in the presence of multiple heat baths. Jarzynski equality is defined for single temperature systems and thus is not expected to hold, however, fluctuation relations for entropy production can be tested also in this situation [11-14].

For the experiment [15] described here, a temperature difference between the two electrodes is achieved by suppressing the thermalization mechanism of the aluminum electrode. Unlike in the SEB shown in Fig. 3 here the aluminum island is not covered by a normal metal shadow that would otherwise thermalize it. The only remaining channel is electron-phonon relaxation that takes place in a superconductor only via the unpaired quasiparticles. It is typical for a superconducting aluminum island at a temperature of 150 mK to host only of the order of ten unpaired quasiparticles [16] and it has a very weak phonon
FIG. 5. Top panel: Measured tunneling rates for \( n:0 \rightarrow 1 \) transitions (triangles pointing up) and \( n:1 \rightarrow 0 \) transitions (triangles pointing down) as functions of \( n_g \) at two bath temperatures \( T_N \). Solid lines show corresponding fits of Eq. (1), yielding a superconductor temperature \( T_S = 175 \text{ mK} \) when \( T_N = 130 \text{ mK} \), and \( T_S = 185 \text{ mK} \) when \( T_N = 153 \text{ mK} \). Bottom panel: thermodynamic or stochastic entropy produced in a single \( n:0 \rightarrow 1 \) tunneling event as a function of \( n_g \) at the time instant of the event. The thermodynamic entropy \( \Delta s_{th} \) given by Eqs. (9) follows a probability distribution shown in red along the y-axis (in logarithmic scale) and is determined by Eq. (10). The average value \( \langle \Delta s_{th} \rangle \) is shown in brown. The corresponding stochastic entropy production \( \Delta s_{st} \) determined by Eq. (11) is shown in blue. For reference, the entropy \( \Delta s_m = -\Delta E/k_B T_N \) that would be produced if the whole system would be at temperature \( T_N \) is shown in green. For both panels, the superconductor energy gap is \( \Delta \simeq 224 \mu eV \), the charging energy is \( E_C \simeq 162 \mu eV \), and the tunneling resistance is \( R_T \simeq 1.3 \text{ M}\Omega \). Reproduced figure from [15].

Quantum Thermodynamics book

thermalization in contrast to normal metallic electrodes. The high temperature of the superconductor is verified from the measured transition rates \( \Gamma_{0 \rightarrow 1} \) and \( \Gamma_{1 \rightarrow 0} \), shown in Fig. 5. By changing the cryostat bath temperature and assuming that it is the same as that of the normal metal electrode, the fits to the transition rates by Eq. (1) indicate that the superconductor is consistently at a temperature of approximately 180 mK.

For the present experiment, the drive protocol is identical to the one in the previous section. However, the feature of two unequal temperatures prompts to revise the thermodynamic quantities extracted from the measurement. First, we consider what we call 'thermodynamic' (dimensionless) entropy generated in the medium, namely

\[
\Delta s_{th} = Q_N/(k_B T_N) + Q_S/(k_B T_S),
\]

where \( Q_N + Q_S = -\Delta E \). For unequal \( T_N \) and \( T_S \), the magnitudes of both \( Q_N \) and \( Q_S \) are relevant. As our detection scheme only allows to determine \( \Delta E \) directly, we assign a probability density for heat generated in the normal electrode. For example, if we assume that an electron tunnels from the normal (N) to the superconducting (S) electrode, the probability distribution is given by

\[
P(Q_N = -\epsilon | \Delta E) = \frac{f_N(\epsilon)n_S(\epsilon-\Delta E)(1-f_S(\epsilon-\Delta E))}{\int d\epsilon f_N(\epsilon)n_S(\epsilon-\Delta E)(1-f_S(\epsilon-\Delta E))}. \tag{10}
\]

The resulting probability distribution for thermodynamic entropy production as a function of \( n_g \) at a time instant of a tunneling event is shown in Fig. 6. The distribution shows two distinct peaks for each \( n_g \). Qualitatively, this can be understood from the energy gap \( \Delta \) in the superconductor density of states.
which dictates that electrons tunneling into or out of the superconductor can either satisfy $Q_S \gtrsim \Delta$ or $Q_S \lesssim -\Delta$.

Next, we consider what we call 'stochastic' dimensionless entropy defined in [12], which for a single transition is given by

$$\Delta s_{st}^m = \ln \left( \frac{\Gamma_{0 \rightarrow 1}(n_g)}{\Gamma_{1 \rightarrow 0}(n_g)} \right).$$

(11)

As seen in Fig. 6, the stochastic entropy has the same value irrespective of the energy of the tunneling electron. As such, one can view this entropy as the one observed where the electron energy degree of freedom is coarse-grained. The two definitions satisfy

$$\langle e^{-\Delta s_{th}^m} \rangle_{Q_N} = e^{-\Delta s_{st}^m},$$

(12)

where $\langle ... \rangle_{Q_N}$ denotes averaging over all possible $Q_N$ with the constraint that $\Delta E$ is determined by $n_g$, and $Q_S = -\Delta E - Q_N$. From Eq. (12) it immediately follows that $\langle \Delta s_{th}^m \rangle \geq \Delta s_{st}^m$, which is also captured in Fig. 6. The total entropy produced over a trajectory is the sum over those produced in the transitions during a process, similarly as presented for the heat $Q$ in the previous section. For driven processes where both the initial and the final state follows thermal equilibrium, both definitions of entropy production are expected to follow fluctuation relations [12].

Figure 6 shows the measured distributions of stochastic entropy, thermodynamic entropy for single-jump trajectories, and a distribution that 'tests' JE by assuming that both electrodes are at temperature $T_N$. As expected, the JE does not hold in a system with two unequal temperatures, for the exponential average of the distribution yields $\langle \exp(-W/k_B T_N/S) \rangle \geq 10$. However, we find that both the stochastic and thermodynamic entropy distributions do satisfy the fluctuation relations, as the exponential average for both $\langle \exp(- \sum \Delta s_{th}^m) \rangle \simeq 1$ and $\langle \exp(- \sum \Delta s_{st}^m) \rangle \simeq 1$. 
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SINGLE-ELECTRON BOX IN INFORMATION THERMODYNAMICS

The ability to track individual electron tunneling events in a SEB gives access to information thermodynamic experiments with processes under feedback-control. A feedback-control protocol consists of a sequence of measurements, which determine the instantaneous system state, followed by a routine which depends on the previously measured state but is otherwise pre-determined [17, 18]. We consider in [19] a simple protocol consisting of a single measurement followed by a feedback drive. The measurement obtains one bit of information from the system (\( n = 0 \) or \( n = 1 \)) which, according to the thought experiment by Szilard [20] and Landauer’s principle [21], can be converted to a fundamental amount of \( k_B T \ln(2) \) energy. Here, \( k_B \ln(2) \) is the maximum amount of entropy for one bit of information corresponding to a case where both states have an equal probability. Indeed, Landauer’s erasure principle has been demonstrated with a colloidal particle in a two-well potential [22, 23] by showing that erasing one bit of information expends a minimum amount of work \( k_B T \ln(2) \).

The drive protocol for the SEB considered here is the counterpart of erasure, namely using the one bit of information obtained from the electron position to extract \( k_B T \ln(2) \) directly from the heat bath. Example traces of the protocol are shown in Fig. 7. The cycle is similar to a Szilard’s engine [20] by starting from the degeneracy point at thermal equilibrium, where an excess electron can reside either inside (\( n = 1 \)) or outside (\( n = 0 \)) of the SEB island with equal probability. The electron position is established from the detector current with threshold detection yielding a measurement outcome \( m \). The feedback takes place as follows: if \( m = 0 \) was measured, \( n_g \) is rapidly driven to introduce a positive energy difference \( \Delta E = E_{fb} \) that effectively traps the electron to the \( n = 0 \) state. If \( m = 1 \) was measured, the energy difference is driven to be negative, \( \Delta E = -E_{fb} \), trapping the electron to the \( n = 1 \) state. We refer to this first step as the ‘fast drive’. Both protocols finish by slowly returning back to the
degeneracy point, allowing thermal expansion of the electron. In the ideal limit of a perfect measurement and response, infinite $E_{\text{fb}}$, and infinitesimally slow drive, the work extracted in the cycle is $k_B T \ln(2)$ produced by the thermal excitations during the slow drive. In a practical experiment [19], we extract 75% of this fundamental maximum.

For a practical experimental scheme, the measurement outcome $m$ has a strong but not perfect correlation to the actual charge state $n$. This is described by the probability $P(\langle n = m \rangle = 1 - \varepsilon$, where $\varepsilon$ is the error probability that characterizes the maximum energy available is mutual information $I_{\text{Qbook:Ch.9}}$ [17], also see chapter [17]. The equality reads $\varepsilon = k_B T \ln((1 - \varepsilon)/\varepsilon) \equiv E_{\text{fb, opt}}$, setting the optimal $E_{\text{fb, opt}}$. Setting the error probability, the fast drive excites the system leading to immediate relaxation and dissipation of $E_{\text{fb}}$. This is illustrated in the insets of Fig. 7 and explains the instances of positive work in the measured work distribution. The optimal $E_{\text{fb}}$ can be found by requiring that after the fast drive, the system is at thermal equilibrium. For example, if $n = 0$ was measured, the occupation probabilities are $P(0) = 1 - \varepsilon$ and $P(1) = \varepsilon$, which corresponds to the thermal equilibrium distribution with $\Delta E = k_B T \ln((1 - \varepsilon)/\varepsilon) \equiv E_{\text{fb, opt}}$, setting the optimal $E_{\text{fb, opt}}$.

In [25], we consider a fixed $E_{\text{fb}}$ while the magnitude of error probability $\varepsilon$ is varied by changing the amount of detector signal averaging for the pre-feedback measurement. The error probability was estimated in a post-analysis, similar to the method of extracting the occupation probability as discussed in the third section of this chapter. The extracted work $W$ increases linearly with decreasing error probability $\varepsilon$. However, the ‘feedback efficiency’ $\eta \equiv -W/k_B T I_{\text{m}(n,m)}$ exhibits a maximum in $\varepsilon$. This implies that the feedback process could be further improved by adjusting $E_{\text{fb}}$ accordingly. Furthermore, we find that for all $\varepsilon$, the Sagawa-Ueda relation holds.

**SINGLE-ELECTRON BOX AS AN AUTONOMOUS MAXWELL’S DEMON**

An autonomous Maxwell’s demon is a configuration where both the controlled system and the demon performing the measurements and the feedback are present [20] [25]. In this section, we review the first experimental realization of an autonomous Maxwell’s demon [20] by employing a SEB as the measurement and feedback control unit (the demon) for an SET. The demon is designed to apply a positive potential to the SET island when an electron is in there in order to trap it, and apply a negative potential to repel electrons from entering the island when an electron is not there. A small potential bias is applied to the SET to trigger charge transport, however due to the aforementioned feedback control by the demon, the SET cools down as all electron tunneling events cost energy, an effect that is verified by thermometry. A notable feature of this experiment on a Maxwell’s demon is that its performance and heat flow is measured directly by observing a temperature change in the device. The operation principle is similar to the proposal in [25] and is illustrated in Fig. 10. The two devices are gated such that the lowest energy configuration has a total of one electron in the whole system, i.e. an electron either in the SET or the SEB island, while excess negative charge (one electron in each island) and positive charge (zero electrons in each island) both have a higher energy equal to the mutual Coulomb interaction $J$ from Eq. [30]. This is achieved with $n_g = n_g^{\text{det}} = 0.5$, where $n_g$ now refers to the SET gate and $n_g^{\text{det}}$ to the demon gate. A similar configuration based on quantum dots has been used to realize an energy harvester [30] and a Maxwell’s demon operating as a power generator [31].

We now consider the process cycle in Fig. 10 starting with one electron in the SEB and none in the SET, which is one of the degenerate ground states. The SET is voltage biased to trigger charge transport under condition $eV < J$ to ensure Coulomb blockade. An electron tunnels into the SET island from the source electrode with an energy cost $J/2 - eV/2$ that is provided by thermal excitations. The process costs energy, because the electron already present in the SET island is repelling any electron that would enter the SET island. The SET is designed to have a low tunneling resistance, i.e. a fast reaction time. This way, it can act as a Maxwell’s demon with an electron tunneling out of the island in response to the transition in the SET. At this point, one electron is trapped in the SET and, similarly to the initial setup, it can tunnel out to the drain electrode with an energy cost $J/2 - eV/2$. When it does, the demon reacts by an electron tunneling to the island, resuming back to the initial state and closing the operation cycle. During the cycle, the SET has been cooled down by an energy $J - eV$ due to the feedback-control of the demon. The thermodynamic cost of the cycle is the heat $J$ dissipated in the demon, restoring an
FIG. 8. The operation principle of the autonomous Maxwell’s demon. The top row shows the energy levels of the feedback-controlled SET, and the bottom row shows those for the SEB acting as a Maxwell’s demon. The first and third steps show an electron tunneling into the SET, which are processes that cost energy and therefore cool the system. The second and fourth step show an electron tunneling in the SEB, which are processes that release energy and heat up the demon. When the SET is voltage biased and the demon is designed to have a lower tunneling resistance, the above cycle is the most preferred one.

agreement with Joule’s law (total heat $Q = eV$) and the second law of thermodynamics.

FIG. 9. (a) - (b) Current through the SET (black), temperature of its left (blue) and right (green) electrode, and the temperature of the demon (red) as a function of the SET control parameter. Left panel shows measured data and the right shows calculated values. (a) shows the case where the SEB is allowed to operate as a demon, while in (b), the demon is deactivated by setting its control parameter to zero (the electron in the demon is trapped to the lead). (c) shows the schematics of the device operation at the settings indicated with arrows in (a) and (b). Reproduced figure with permission from [29]. Copyright 2015 by the American Physical Society.

Note that the operation described above takes place internally in the circuit (autonomous operation), therefore there is no need to measure the system state with a charge detector. Furthermore, external feedback is not required, rather all external control parameters are constant. However, the device should be designed to have certain properties in order to optimize and observe the operation. First, the devices are designed to be fully normal metallic, introducing fast tunneling rates and enhanced cooling power to the device. The normal metallic junctions are realized by using the technique presented in [9]. Second,
the tunnel junction of the SEB is designed to have a lower tunneling resistance than the SET junctions to ensure fast feedback to the SET transitions. However, the resistances are designed to be higher than the quantum resistance \( R_K = \frac{h}{e^2} \approx 26 \text{ k}\Omega \) to minimize the detrimental effects of co-tunneling. Third, the leads of both devices are thermally isolated while still permitting charge transport by interrupting them with superconducting aluminum leads. Finally, the temperatures of the system and the demon are readout with normal metal-insulator-superconductor thermometers. Figure 9 shows the key results of the device operation. The data in Fig. 9 (a) are obtained when the full feedback cycle described above takes place. We observe that even though heating would naively be expected from Joule’s law as a finite charge current flows through the SET in the direction of voltage bias, both leads of the SET cool down as a result of the feedback control by the demon. The feedback control has a thermodynamic expense of heating the demon, apparent as a measured temperature rise. The total heat in the SET and the demon are in agreement with Joule’s law. For comparison, the data from a reference measurement with the demon deactivated \((n_g = 0)\) is shown in Fig. 9 (b). While one-sided cooling in the SET is observed, the total heat generated in the system is always positive in the absence of feedback control. The temperature of the demon does not change, implying that there is no direct heat flow between the two devices. This concludes that in the feedback-controlled configuration (Fig. 9 (a)) all the heat produced in the demon is a result of tunneling events and not of direct heat flow between the two devices.
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