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Abstract

We study weighted edge coloring of graphs, where we are given an undirected edge-weighted general multi-graph \( G := (V, E) \) with weights \( w : E \to [0, 1] \). The goal is to find a proper weighted coloring of the edges with as few colors as possible. An edge coloring is called a proper weighted coloring if the sum of the weights of the edges incident to a vertex of any color is at most one.

In the online setting, the edges are revealed one by one and have to be colored irrevocably as soon as they are revealed. We show that \( 3.39m + o(m) \) colors are enough when the maximum number of neighbors of a vertex over all the vertices is \( o(m) \) and where \( m \) is the maximum over all vertices of the minimum number of unit-sized bins needed to pack the weights of the incident edges to that vertex. We also prove the tightness of our analysis. This improves upon the previous best upper bound of \( 5m \) by Correa and Goemans [STOC 2004].

For the offline case, we show that for a simple graph with edge disjoint cycles, \( m + 1 \) colors are sufficient and for a multi-graph tree, we show that \( 1.693m + 12 \) colors are sufficient.
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1 Introduction

Edge-coloring problem has been one of the foundational problems in graph theory and discrete mathematics since its appearance in 1880 [21] in connection with the four-color problem. In this paper, we study weighted edge coloring problem which generalizes both unweighted edge-coloring and classical bin packing problem. In the online version of the weighted edge coloring problem for general undirected multi-graphs, we are given a graph \( G := (V, E) \). At each instance, a new edge \( e = (u, v) \) is revealed, and we need to assign a color to this edge at this instant itself. Colors assigned to edges can not be changed in future. Weight of each edge \( e \in [0, 1] \). Let \( m \) be the maximum over all vertices of the minimum number of unit-sized bins needed to pack the weights of the incident edges to that vertex. We need to color the edges while maintaining the condition that the sum of weights of edges incident to a vertex and colored with same color must not exceed 1 at any moment. This is called a proper coloring of the graph. Our overall objective is to minimize the number of colors used.

The problem specially finds prominence in 3-stage Clos networks [17] which reduces to weighted edge coloring of bipartite graphs. We refer the reader to Correa and Goemans [3] for detailed discussion of this reduction and connection with Clos networks.

For a given edge weighted undirected graph \( G := (V, E) \) with all edge weights \( \in [0, 1] \), consider the following notations which will be followed in this paper-

\[
\begin{align*}
    m &:= \max_{e \in V} \{ \text{Minimum number of unit sized bins required to pack all the edges incident to } v \} \\
    n &:= \max_{e \in V} \{ \text{Sum of weights of all edges incident to } v \}
\end{align*}
\]
For the offline weighted edge coloring problem, Feige and Singh [11] proved a $[2.25n]$ upper bound for bipartite graphs. Later Khan and Singh [18] proved an upper bound of $[2.223m]$ for bipartite graphs. Khan [17] also showed that $2m$ colors are sufficient when all items have weights $> \frac{1}{4}$. The current best lower bound for the offline version is $1.25m$ for bipartite graphs. For online weighted edge coloring, Correa and Goemans [9] proved an upper bound of $5m$ which improved upon $5.75m$ by Gao and Hwang [13]. The best known lower bound for the online version is $3m - 2$ by Tsai, Wang, and Hwang [22].

1.1 Our contributions

We design a new algorithm for this problem and prove that $3.39m + o(m)$ colors are sufficient if the maximum number of neighbors of a vertex over all vertices is $o(m)$. This asymptotically improves upon the previous best $5m$ [9]. We achieve this improvement using \textsc{Harmonic}_M (with $M = 12$) online bin packing algorithm [19] as a routine in our main algorithm. Most of the previous results, both in the offline and online settings used \textsc{First-Fit} instead. Along with that, we present an instance to show that our analysis is tight for our algorithm.

For the offline version of the problem, we prove that $m + 1$ colors are sufficient for an undirected simple (no multi-edges between 2 vertices) graph with edge disjoint cycles and $1.693m + 12$ colors are sufficient for undirected multi-graph trees.

1.2 Related Works

When all the graph is a bipartite graph with only two vertices then the problem reduces to classical bin packing problem, which is well-studied in both offline [10, 16, 14] and online setting [3, 1, 2]. There are many other related generalizations of bin packing [5, 4, 12]. We refer the readers to [8, 6] for a survey on bin packing. For results on edge-coloring, we refer the readers to [20, 15].

2 Preliminaries

In our algorithms presented in this paper, we either use the \textsc{Next-Fit} or the \textsc{Harmonic}_M online bin packing algorithms to assign colors to the edges. We present these subroutines briefly here along with few results which will be used in our analysis.

2.1 \textsc{Next-Fit} algorithm

\textsc{Next-Fit} is an online bin packing algorithm in which items of weight $\in [0, 1]$ arrive one by one and we need to fit it into an unit-sized bin at the instant of arriving itself. We fit items of size $\to [0, 1]$ into unit-sized bins, in which at any instant we have a single open/active bin where we can place the incoming items. Also, let $m$ be the optimal number of unit-sized bins required for all the items known at hindsight. Let at an instant, item $i$ appear and we have an open bin $b$. If $i$ fits into $b$, then fit $i$ in $b$. Else, close the bin $b$ and take a new fresh bin as the current open bin. Closed bins are never used again. Place $i$ into the new bin.

\textbf{Lemma 1.} $2m - 1$ bins are sufficient using \textsc{Next-Fit}.

\textbf{Proof.} Let the current open bin be $b_1$ which already has $c$ weight in it and at this instant a new item $i$ of weight $w_i$ arrives. If a new bin is required for accommodating item $i$, then we must have $c + w_i > 1$, else a new bin won’t be required. Let the new bin be $b_2$. We then close the current bin $b_1$ and we fit the item $i$ in $b_2$. The final weight in $b_2$ will be $\geq w_i$. So,
the sum of weights in $b_1$ and $b_2$ is at least $c + w_i > 1$. In the same way, in general the sum of final weights of any 2 consecutive bins is greater than 1. Now assume on contradiction, that at some instant, there is a requirement for opening the $2m^{th}$ bin, then the total weight of all the items which have already arrived will be greater than $m$, which is a contradiction.

2.2 \textbf{HARMONIC}_M \textbf{ algorithm}

We refer reader to [19] to know more about \textit{HARMONIC}_M algorithm. Essentially, here we have $M$ types/categories of items based on their size and at any instant we have $M$ open/active bins, one for each type to place the incoming items of that type. If the incoming item belongs to type $i$, then it is placed in the bin designated for type $i$ items. If it cannot be placed, then the current bin of type $i$ is closed and a new bin of type $i$ is formed and the item is placed in it. Any closed bins are never used again.

\begin{itemize}
  \item \textbf{Lemma 2.} If $M = 12$, then $1.6926m \approx 1.693m$ bins are sufficient [17].
\end{itemize}

2.3 \textbf{Definitions}

Now we define some terminologies which we would use in our algorithms and their analysis. From now we always take $M = 12$ if we talk about the algorithm which uses \textit{HARMONIC}_M. Also, terms like bins and colors are used interchangeably. Coloring an edge with a color is analogous to fitting an item in a bin.

\begin{itemize}
  \item \textbf{Definition 3.} (Simple graphs and Multi-graphs): An undirected graph $G$ is called a simple graph if there is at most 1 edge between any pair of vertices. An undirected multi-graph $G$ can have multiple edges between any pair of vertices.
  \item \textbf{Definition 4.} (Open, Closed and Empty colors):

When using \textit{NEXT-FIT}, we maintain a single active color between any pair of neighbouring vertices at all time. So, if a vertex has $r$ neighbours at an instant, then it will have $r$ active colors, one with each neighbour. This active color is also called the open color between a pair of neighbouring vertices. Let at an instant, an edge $e$ arrive between vertices $u$ and $v$. We first try to color $e$ with the current open color between $u$ and $v$. If it violates the condition of proper coloring, then we close the current open color between $u$ and $v$ and create a new open color between them. If $e$ is the first edge between $u$ and $v$, then we introduce a new open color between them and assign that color to $e$. The colors which are closed in this manner are called closed colors and they are never used again. We can say that all these colors are taken from a set/palette. Our main goal is to provide an upper bound to the sufficient size of the palette. Colors which are neither open nor closed are called empty colors. Empty colors are part of the palette and act like candidates for being an open color in the future.

When using \textit{HARMONIC}_M, the definitions are very similar as above. The only change is that now at any instant, between any two neighbouring vertices, we have $M = 12$ open colors between them corresponding to each type/category instead of just 1 open color as in \textit{NEXT-FIT}. So, if a vertex has $r$ neighbours at an instant, then it will have $Mr$ active colors, $M$ with each neighbour. Let at an instant, edge $e = (u, v)$ arrive which is a type $i$ edge. We first try to color $e$ with the type $i$ open color between $u$ and $v$. If this violates the condition for proper coloring, then we close the type $i$ color between $u$ and $v$ and introduce a new type $i$ color between $u$ and $v$. If edge $e$ is the first type $i$ edge between $u$ and $v$, then we introduce a type $i$ color between $u$ and $v$ in order to color the edges of type $i$ between $u$ and $v$. 

3 Online Weighted Edge Coloring

Reiterating the online Weighted edge coloring problem, let \( G := (V,E) \) be the underlying undirected multi-graph. Each edge appear/arrive one by one in an online manner. Each edge has weight \( w \rightarrow [0,1] \). \( m \) is the maximum over all vertices of the minimum number of unit-sized bins needed to pack the weights of the incident edges to that vertex. At an instant, let edge \( e \in E \) of weight \( w_e \) arrive. We need to color \( e \) such that the invariant/condition that sum of weights of edges incident to any vertex and colored with the same color must not exceed 1 is maintained at all times. We wish to find an upper bound for the sufficient number of colors required for the above procedure. Essentially, we present two algorithms. One uses NEXT-FIT online bin packing procedure in which we show that \( 4m + 2t \) colors are enough, where \( t \) is the maximum number of neighbors of a vertex over all vertices. The other algorithm uses HARMONIC\(_M\) online bin packing procedure in which we show that \( 3.39m + 24t \) colors are enough (taking \( M = 12 \), definition of \( t \) being the same). So, if \( t = o(m) \) we can achieve an asymptotic competitive ratio of 4 and 3.39 respectively beating the previous best 5 as mentioned before. In our analysis we take value of \( M \) to be 12. As we will see both the algorithms and their analysis are very similar.

3.1 Algorithm

We first present our algorithm which uses NEXT-FIT. Let \( t \) be the maximum number of neighbours of a vertex over all vertices. We have a palette \( P \) of \( 4m + 2t \) colors numbered from 1 to \( 4m + 2t \).

**Algorithm 1** Algorithm for online weighted edge coloring for undirected multi-graphs using NEXT-FIT

Let at an instant, edge \( e = (u,v) \) arrive. If \( e \) is the first edge appearing between \( u \) and \( v \), then choose the least numbered color \( c' \) from palette \( P \) which is empty for both \( u \) and \( v \) and designate it as the open color between them. Color \( e \) with \( c' \). Else, let the current open color between vertices \( u \) and \( v \) at this instant be \( c \).

1: If color \( c \) is the current open color between \( u \) and \( v \), and edge \( (u,v) \) can be colored with \( c \), then color edge \( (u,v) \) with \( c \).
2: Else, close color \( c \). Find the least numbered color \( c' \) from palette \( P \) which is an empty color of both \( u \) and \( v \). It is now the open color between \( u \) and \( v \). Color \( (u,v) \) with \( c' \).

Now we present our algorithm which uses HARMONIC\(_M\). Let \( t \) be the maximum number of neighbours of a vertex over all vertices. We have a palette \( P \) of \( 3.39m + 24t \) colors numbered from 1 to \( 3.39m + 24t \). This algorithm is very similar to the previous algorithm. The only difference is that now we have \( M \) types/categories of edges based on its weight which we have to take into account. For each type we have an open color between a pair of neighbouring vertices.
Algorithm 2 Algorithm for online weighted edge coloring for undirected multi-graphs using $HARMONIC_M$

Let at an instant, edge $e = (u, v)$ of type $i$ arrive. If $e$ is the first edge of type $i$ appearing between $u$ and $v$, then choose the least numbered color $c'$ from palette $P$ which is empty for both $u$ and $v$ and designate it as the open color of type $i$ between them. Color $e$ with $c'$. Else, let the current open color of type $i$ between vertices $u$ and $v$ at this instant be $c$. 

1: If color $c$ is the current open color of type $i$ between $u$ and $v$, and edge $(u, v)$ can be colored with $c$, then color edge $(u, v)$ with $c$.

2: Else, close color $c$. Find the least numbered color $c'$ from palette $P$ which is an empty color of both $u$ and $v$. It is now the open color of type $i$ between $u$ and $v$. Color $(u, v)$ with $c'$.

In the next section, we would prove that palette size of $4m + 2t$ and $3.39m + 24t$ is sufficient for the algorithms using $NEXT-FIT$ and $HARMONIC_M$ respectively.

3.2 Analysis

Consider the following lemmas.

Lemma 5. In an online bin packing instance, if we partition all items into $t$ non-empty types, and introduce a requirement that two items of different types cannot be packed in a single bin, then $2m - 1 + t$ bins are sufficient using $NEXT-FIT$. Also, at all times, we have exactly $t$ open bins, thus there can be at most $2m - 1$ closed bins at any instant.

Proof. Assign $t$ open bins at the start, named $c_1, c_2, ..., c_t$, where bin $c_i$ would accommodate items of type $i$. On the arrival of an item of type $i$, if the current bin $c_i$ is unable to fit the item, then close the bin $c_i$, and replace it with another new bin, which will now be named $c_i$. Place the item in this new bin of type $i$. Carry on this procedure for all items.

At last there will be $t$ open bins, and the number of closed bins will be $< 2m$. Otherwise, if number of closed bins is $\geq 2m$, then it would be a contradiction to the $2m - 1$ bound guaranteed by Lemma 1. This is because here we are essentially following the same rules as standard $NEXT-FIT$, the only difference is upon arrival of an item of type $i$, we are checking the bin $c_i$ instead of a common open bin for all items in standard $NEXT-FIT$. Using the standard $NEXT-FIT$, first produce the items of type 1, then type 2 and so on till type $t$. So, if $\geq 2m$ closed bins are required, then in this case also $\geq 2m$ will be required contradicting Lemma 1. Thus, overall we need at most $2m - 1 + t$ different bins for all items under this scenario. In other words, at most $2m - 1$ closed bins as we have exactly $t$ open bins.

Corollary 6. Using $HARMONIC_M$ (with $M = 12$) in the same scenario of Lemma 5, $1.693m + 12t$ bins are sufficient. More specifically, there would be $12t$ open bins at any instant, and there would be at most $1.693m$ closed bins at any instant using Lemma 2.

Let $t$ be the maximum number of neighbors of a vertex over all vertices of $G := (V, E)$. Now we will first present the analysis for the algorithm which uses $NEXT-FIT$ and prove our claim that $4m + 2t$ colors are sufficient. The bound using $HARMONIC_M$ would easily follow by just replacing $2m$ with $1.693m$ and $t$ with $12t$ in the following analysis.
Lemma 7. For any vertex $w$ of the graph, the number of closed bins used by $w$ is at most $2m - 1$ at any instant.

Proof. The number of open bins is clearly at most $t$ because $w$ has at most $t$ neighbours. So, specifically, we need to show that number of closed bins used by $w$ is at most $2m - 1$. Actually, this follows directly from Lemma 5. We can relate the $t$ types in Lemma 5 with $t$ neighbours here, and the items with the edges.

We will prove it by contradiction. Let at an instant, edge $e$ incident to $w$ arrive which causes it’s $2m$th bin to close in order to fit edge $e$. The claim is that such an instant can never occur. Let suppose such an incident indeed occur. Now, take all the items which were previously packed in the $2m$ closed bins and the item $e$. Then, imagine producing all these items (i.e. edges) in the same order as they arrive in the original graph scenario, and try to pack these items using NEXT-FIT along with the condition that there are $t$ types (corresponding to $t$ neighbour vertices) and items of 2 different types cannot be placed together. We would then have to close the $2m$th when the item $e$ arrives leading to $2m$ closed bins, which is a contradiction to Lemma 5.

Now we arrive at our main theorem.

Theorem 8. For online edge arrival scenario of proper weighted coloring of graphs, $1.693 \cdot 2m + 24t$ colors are sufficient using HARMONIC$_M$ (with $M = 12$) and $4m + 2t$ colors are sufficient using NEXT-FIT algorithm for a proper coloring solution. $t$ is the maximum number of neighbours over all the vertices of the graph and $m$ is the maximum over all vertices of minimum number of bins required to pack all edges incident to a vertex such that sum of weights packed in each bin $\leq 1$.

Proof. When using NEXT-FIT, let at an instant, edge $e = (u, v)$ arrive, and let $g_1 =$ number of closed bins used by $u$ and $g_2 =$ number of closed bins used by $v$ and let bin $c$ be the current open bin between $u$ and $v$, all just before arrival of edge $e$.

If edge $e$ is able to fit in bin $c$, then fit edge $e$ in bin $c$ and continue. Else, close bin $c$. Replace it with a new bin and fit edge $e$ in the new bin.

Now, we need to prove that if we have a palette of $4m + 2t$ colors, then the new bin can be found from this palette without any violations. In other words, $4m + 2t$ colors are sufficient. From Lemma 7, we have $g_1 < 2m$ and $g_2 < 2m$. Vertex $u$ has at most $t$ open bins and vertex $v$ has at most $t$ open bins just before arrival of $e$. So, just before arrival of $e$, the sum of closed and open bins for both vertices $u$ and $v$ is $g_1 + g_2 + 2t \leq 2m - 1 + 2m - 1 + 2t = 4m - 2 + 2t$ (It is indeed $4m - 2 + 2t - 1$ because of the common open bin between $u$ and $v$). So, given our pool of $4m + 2t$ colors, we will always be able to find a new color without any violations to either vertices. Also, $u$ and $v$ are the only vertices where a violation can occur at this step and thus we care about only these.

If a new bin is selected, then $g_1$ and $g_2$ both increments by 1 but the number of open bins for both remains at most $t$. Though $g_1$ and $g_2$ increase by 1, it is guaranteed that they never reach $2m$. Because it would be a violation to Lemma 7 as then $g_1 = 2m > 2m - 1$, contradicting Lemma 7.

In other words, the above arguments imply that if a specific vertex has $2m - 1$ closed bins, then none of it’s $t$ open bins will be forced to close. Because a bin is closed only when another new bin in opened and thus leading to a contradiction of Lemma 7.

Finally, we can say that $4m + 2t$ colors are enough (indeed $4m - 1 + 2t$ colors are enough). The bound $1.693 \cdot 2m - 1 + 24t$ directly follows for HARMONIC$_M$ (with $M = 12$) with the exact same arguments as above, just replace $t$ with $12t$ and $2m$ with $1.693m$. Also as
described in Algorithm 2, take into account the type of edge arriving. An edge \( e = (u, v) \) of type \( i \) must be fit into the open bin of type \( i \) between \( u \) and \( v \).

**Corollary 9.** From Theorem 3 we get, if \( t = o(m) \), we have a competitive ratio of \( 1.693 \cdot 2 < 3.39 \) using \( \text{HARMONIC}_M \) (with \( M = 12 \)) and \( 4 \) using \( \text{NEXT-FIT} \).

In other words, the new best asymptotic competitive ratio is 3.39, an improvement over previous best of 5.

### 3.3 Tightness of Analysis

The number 1.6910 is the greatest lower bound for the worst-case performance ratio of any \( O(1) \)-space online bin packing algorithm [19]. For \( M = 12 \), the best bound is \( \approx 1.6926 < 1.693 \) [19]. Now, we would be constructing an example where at least \( 1.693 \cdot 2 = 3.386m \approx 3.39m \) colors are required when using our \( \text{HARMONIC}_M \) coloring algorithm with \( M = 12 \). In other words, where the competitive ratio is 3.39. 3.39 is chosen for simplicity in expressing the procedure, else following the below construction idea, competitive ratio very close to 1.691 · 2 can be achieved by increasing the value of \( M \).

Choose positive integers \( \epsilon \) and \( m \) such that \( m \approx 10^{30}, \frac{m}{\epsilon} \approx 10^{10}, \frac{\epsilon}{12} \approx 10^{10} \) and \( 1.693m, \frac{1.693m}{\epsilon} \) are integers. One thing to note here is that on the arrival of an edge \( e = (u, v) \), if \( \epsilon \) can not fit in the current open bin between \( u \) and \( v \), then the algorithm should provide a deterministic way of choosing the next open bin between them. The way is that the algorithm chooses the least numbered bin possible as the next new open bin between \( u \) and \( v \). Below are the steps of construction of the tight example taking \( M = 12 \).

- Let \( u_1 \) and \( v_1 \) be the first two vertices. Introduce edges only between them such that the number of closed bins for them be \( 1.693m - \epsilon \). Choose these bins in a contiguous manner starting from the first bin. This can be achieved because we have the bound equal to 1.693m as stated above. Also note that due to the lower bound, the number of closed bins for a vertex can be at least up to \( 1.691m - 1 \). (may be even more depending upon the value of \( M \)).
- Like this form another \( \frac{1.693m}{\epsilon} - 1 \) pairs of vertices \( u_i \) and \( v_i \) for \( i = 2, 3, 4, ..., \frac{1.693m}{\epsilon} \). So, now we have \( \frac{1.693m}{\epsilon} \) pairs of vertices, with each pair having the first \( 1.693m - \epsilon \) bins as closed bins between them.
- Now we introduce a new vertex \( w \) with multiple edges between vertices \( u_1 \) and \( w \) such that the number of closed bins needed by \( w \) is \( \epsilon \). Now \( w \) can not choose these \( \epsilon \) bins from the first \( 1.693m - \epsilon \) bins as then it would create a clash with vertex \( u_1 \). So, \( w \) chooses bins from \( 1.693m - \epsilon \) to \( 1.693m \). Then, introduce multiple edges between vertices \( u_2 \) and \( w \) such that \( \epsilon \) closed bins are required. With similar reasoning as before, \( w \) chooses these bins to be from \( 1.693m \) to \( 1.693m + \epsilon \). Then, introduce multiple edges between vertices \( u_3 \) and \( w \) such that \( \epsilon \) closed bins are required. With similar reasoning as before, \( w \) chooses these bins to be from \( 1.693m + \epsilon \) to \( 1.693m + 2 \cdot \epsilon \). Carry on this procedure for all \( u_i \) for \( i = 4, 5, ..., \frac{1.693m}{\epsilon} \).
- Thus now vertex \( w \) has used bins from \( 1.693m - \epsilon \) to \( 1.693m + (\frac{1.693m}{\epsilon} - 1) \cdot \epsilon = 3.386m - \epsilon \). So, in total \( 3.386m - \epsilon \) bins are used in the whole algorithm leading to a competitive ratio of 3.386 \( \approx \) 3.39 (because \( m \gg \epsilon \)).

Note that here the number of neighbours of \( w = \frac{1.693m}{\epsilon} \approx 10^{10} \approx m^{0.5} \approx o(m) \). Also, \( \epsilon \gg 12 \) is chosen so that we don’t care about the 12 open bins between any pair of neighbour vertices in any of the above steps.
4 Offline Weighted Edge Coloring

In the offline version of the problem, we are given the whole undirected graph upfront. We need to assign colors to each edge maintaining the condition of proper coloring. The current best upper bound is \[\lceil \frac{2223m}{2} \rceil\] given by Khan and Singh [18] for bipartite graphs. We will present improved algorithms with better upper bounds for some special graphs.

4.1 Simple graph with edge disjoint cycles

Theorem 10. Given an undirected simple graph (no multi-edges between 2 vertices) \(G := (V, E)\) with edge disjoint cycles, it can colored using \(m + 1\) colors.

Proof. We have a palette \(P\) of \(m + 1\) colors numbered from 1 to \(m + 1\). Consider a simpler example where we are given an undirected simple graph \(T\) with no cycles that is \(T\) is a undirected simple tree. Let vertex \(r\) be the root vertex (if not given, choose any vertex as \(r\)). We will traverse \(T\) in a BFS manner starting from the root node \(r\). Whenever visiting a node \(u\), we will color the edges incident to it.

Consider any step of this traversal where we visit node \(u\). Let the \(k\) child nodes of \(u\) be \(v_1, v_2, \ldots, v_k\) and let \(w\) be the parent node of \(u\) (if \(u \neq r\)). As we are traversing in a BFS manner, the edge \((w, u)\) must have been already colored and none of the edges \((u, v_1), (u, v_2), \ldots, (u, v_k)\) are colored (which we have to color in this step). So, with respect to \(u\), its only one of the incident edges have been colored. So, by the definition of \(m\), all the remaining edges incident to \(u\) can be colored taking at most \(m\) colors in total from palette \(P\). This will not create any violations in any of the child nodes, as only one of the edges of each child node is colored in this step. Carry on this procedure for each node visited and eventually we have colored all the edges of the tree. Thus, we can properly color a undirected simple tree in \(m\) colors.

Now if we also have edge disjoint cycles, then this case is very similar to the above. The only difference is that when visiting a node \(u\), it might happen that two of its edges have already been assigned different colors. But it might happen that the optimal packing of edges incident to \(u\) in \(m\) unit-sized bins assign same colors to these two already colored edges or vice-versa. It might also happen that when we color the edges between the current vertex and any of its child node, a clash might occur at the child node. This is because now 2 edges of a child node may be colored before visiting that child node which may create a violation. Thus we place an extra color in palette \(P\) to overcome this violation. Thus, \(m + 1\) colors are sufficient in this case.

This result can be further generalised. If we are given an undirected simple graph \(G\). Let \(y\) be the maximum number of cycles an edge is a part of taken over all the edges. Then while traversing the graph in a BFS manner, it may happen that \(y + 1\) edges have already been colored. So, in the worst case scenario, we would require \(m + y\) colors for properly coloring all the edges in this case.

4.2 Multi-graph tree

Theorem 11. Given an undirected multi-graph tree \(G := (V, E)\), it can be properly colored using \(2m\) colors using NEXT-FIT and using \(1.693m + 12\) colors using HARMONIC\(_M\) (with \(M = 12\)). Below we present the algorithms and their analysis.

Proof. Let \(r\) be the root vertex (assign any of the vertex as root vertex randomly if \(r\) not specified). Below we present the algorithms achieving the above upper bounds along with
their analysis. The algorithm starts from the root vertex and visits all the nodes in a BFS manner. When visiting a node, it colors the edges incident to it.

First let us consider when we use \textit{NEXT-FIT}. Let there be a palette \(P\) having \(2m\) colors numbered from 1 to \(2m\). Whenever a new color is required from \(P\), we chose the least numbered color which does not create any violations. We claim that the size of \(P\) is sufficient to properly color all the edges. When visiting a node \(u\). Let the \(k\) child nodes of \(u\) be \(v_1, v_2, \ldots, v_k\) and let vertex \(w\) be the parent node of \(u\) if \(u\) is not the root vertex. As we are traversing in a BFS manner, none of the edges between \(u\) and its child node \(v_i\) will be colored (they have to be colored in this step) whereas the edges between \(u\) and parent node \(w\) must have already been colored when \(w\) was visited.

We will color the edges between \(u\) and its child nodes in a specific order in which we consider one child node at a time and color the edges between them. First color the edges between \(u\) and \(v_1\) in a \textit{NEXT-FIT} manner. This means that at any moment there is an active/open color between \(u\) and \(v_1\) and present the edges between them in an online fashion (though we have all the edges beforehand) and color them using \textit{NEXT-FIT}. As the edges between \(u\) and \(w\) have already been colored, let the colors used for them be numbered from \(c_1\) to \(c_2\). Note that it would a continuous range of colors due to the way we are coloring the edges each child node at a time, and the way of choosing the new color when required from palette \(P\). Keep \(c_2\) as the initial open color between \(u\) and \(v_1\) and carry on the procedure as explained above. When all the edges between \(u\) and \(v_1\) have been colored, let the colors used for this be numbered from \(c_2\) to \(c_3\). Now move on to the next child node \(v_2\) with \(c_3\) as the initial open color between them. Carry on the this procedure for all the child nodes of \(u\).

We claim that if the above algorithm is followed, then the number of colors used by \(u\) will be atmost \(2m\) without creating any violations. This can be seen with the help of Lemma [1]. Lemma [1] claims that when items are presented in an online manner and we pack them using \textit{NEXT-FIT}, then atmost \(2m - 1\) bins are required. It is an easy observation that we are doing the same thing here when visiting vertex \(u\). The items are the edges and the bins are the colors. As \(w\) is the parent node of \(u\), \(w\) must have been visited earlier than \(u\). At that step when considering the edges between \(w\) and \(u\), following the above algorithm, these edges are presented in an online manner and colored using \textit{NEXT-FIT}. So, when we visit \(u\) in the current step, some of its edges have already been colored using \textit{NEXT-FIT}, and now we color the remaining incident edges again using \textit{NEXT-FIT}. Thus, the overall effect with respect to \(u\) is that all its incident edges are colored in a \textit{NEXT-FIT} manner thus taking atmost \(2m - 1 + 1\) colors. The +1 term is there because the first color \((c_1\) in the above example) might not be fully utilized with respect to \(u\). This holds true for any node \(u\) visited during BFS traversal. And thus by induction, all the edges of \(G\) can be colored properly using only the colors from palette \(P\).

Finally for the case when we use \textit{HARMONIC}_\(M\) (with \(M = 12\)), the algorithm and analysis is very similar to the above. The only differences are that now we follow \textit{HARMONIC}_\(M\) packing, by taking into consideration the \(M\) types of items/edges. So, at any moment there would be \(M = 12\) open bins instead of just 1, each corresponding to a unique type. From Lemma [2] the upper bound guarantee is \(1.693m\). So, the palette size of \(1.693m + 12\) will be sufficient for properly coloring all the edges without any violations. Below we present both the algorithms in a concise form.
Algorithm 3 Algorithm for proper coloring of multi-graph trees using $\textit{NEXT-FIT}$

Let $P$ be a palette/set of $2m$ colors. Graph $G$ will use colors only from the palette $P$. Also, let $Q$ be a FIFO queue. It is empty initially. Insert root vertex $r$ into $Q$. Now repeat the below step until $Q$ is empty.

1. Dequeue a vertex from $Q$. Let it be $u$. If $u = r$, then color the edges between $r$ and its child nodes taking one child node at a time as explained above. Take color number 1 as the first open color between $r$ and the first child node.

2. Else if $u \neq r$, then let vertex $w$ be the parent of $u$. Let the colors used for coloring the edges between $w$ and $u$ be from $c_1$ to $c_2$. Now color the edges between $u$ and its child nodes taking one child node at a time as explained before. Take $c_2$ as the initial open color between $u$ and the first child node $v_1$.

3. Insert into $Q$ all the child nodes of $u$ if any.

If the given graph has multiple connected components, do the above procedure for each connected component.

Algorithm 4 Algorithm for proper coloring of multi-graph trees using $\textit{HARMONIC}_M$ with $M = 12$

Let $P$ be a palette/set of $1.693m + 12$ colors. Graph $G$ will use colors only from the palette $P$. Also, let $Q$ be a FIFO queue. It is empty initially. Insert root vertex $r$ into $Q$. Now repeat the below step until $Q$ is empty.

1. Dequeue a vertex from $Q$. Let it be $u$. If $u = r$, then color the edges between $r$ and its child nodes taking one child node at a time as explained above. Take color number 1 to 12 as the first open colors for each type between $r$ and the first child node.

2. Else if $u \neq r$, then let vertex $w$ be the parent of $u$. Let the open colors for each type be $c_1, c_2, \ldots, c_{12}$ at the moment when all the edges between $u$ and $w$ were finished assigning colors. Use these same 12 colors as the initial open colors of each type between $u$ and the first child node $v_1$. Carry on the coloring using $\textit{HARMONIC}_M$ as explained before.

3. Insert into $Q$ all the child nodes of $u$ if any.

If the given graph has multiple connected components, do the above procedure for each connected component.
5 Conclusion

In all the algorithms above, we have used either NEXT-FIT or HARMONIC$_M$. The only differences between them is that there is a single open bin/color in case of NEXT-FIT whereas there are 12 open bins/colors in case of HARMONIC$_M$ each for each type of items. Due to this distinction, the upper bound guarantees are different as we saw in Lemma [1] and Lemma [2]. Because of this the algorithms and their analysis when using both are very similar. We just need to take into consideration the type of items when using HARMONIC$_M$ and we replace the upper bound $2m - 1$ with $1.693m$ in the analysis along with replacing 1 open color with $M = 12$ open colors at any moment.

Note that the weighted edge coloring problem with its condition of proper coloring is a kind of global constraint as for a connected component, assigning a color to an edge might depend on or might affect the colors assigned to edges incident to some distant vertex. But in the above algorithms, we just considered any arbitrary step, and we show that there won’t be any violations in that step for which we only have to consider the local neighbourhood. Then as this is true for any step, there is no violations occurring in the whole algorithm by induction.

In Section 3, we presented better upper bounds for offline weighted edge coloring using online bin packing algorithms like NEXT-FIT and HARMONIC$_M$. Thus, though it’s an offline problem, still online heuristics can help to come up with better bounds.
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