High Performance of Polynomial Kernel at SVM Algorithm for Sentiment Analysis
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Abstract. Sentiment analysis is a text mining based on the opinion collection towards the review of online product. Support Vector Machine (SVM) is an algorithm of classification that applicable to review the analysis of product. The hyperplane kernel function of SVM has importance role to classify the certain category. Therefore, this research is address to investigate the performance between Polynomial and Radial Basis Function (RBF) kernel functions for sentiment analysis of review product. They are examined to 200 comments using 10-fold validation and various parameter values (learning rate, lambda, c value, epsilon and iteration). As general, the performance for polynomial kernel of 88.75\% is slightly higher than RBF kernel of 83.25\%.
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1 Introduction

Recently, online shopping is issue trend for customer which has been growing fast. It is virtual transaction that is very easy and unlimited sale or purchase. It can be accessed through internet application anytime and anywhere. However, the weakness of this transaction is unknown the quality of product and credibility of seller. Therefore, consumers get those information through navigating online product reviews or customer’s feedback before making decision to purchase the online product. The volume of reviews is increase continuously so that it is time-consuming to get the related information. Sentiment analysis is a method of classification that is addressed for opinion mining to study the review of the online product. It can give information positive, negative or neutral based on the reviews collection.

There are many classification methods that is applicable to text or opinion mining in many domain, such as K-Nearest Neighbor, Naïve Bayes, Deep Learning, and Support Vector Machine (SVM). The SVM is relative robust algorithm of the performance. It is not sensitive to the number of training data and proportional data in each class. The time and space computation is consuming relative low [1]. This method is also implemented to several recommendation domains, including method development such as involving AHP and TOPSIS method for selection and recommendation scholarship as is conducted by Putra, et.al. [2]. Also, the development of SVM algorithm in forecasting (SVR) is applied to estimate software effort [3]. However, there are various parameters involved to determine the quality of the output data for classification including hyperplane kernel function. The kernel function can
In the previous research, the study comparison of kernel function such as RBF, linear and polynomial has been conducted and as a result showed that the RBF kernel function has the highest performance for text or image document categorization[4][5]. However, classification of sentiment is a special case of document categorization with two classes such as positive and negative. In this kind classification, it is involved to analyze sentiment for comment of the product review. The other research on classification document on software review has been applied using ontology approach in order to reduce the dimension and it has been combined to SVM algorithm. The research output is the product detail, not to analyze sentiment review with positive or negative [6]. Therefore, this research is purposed to investigate the performance between Polynomial and RBF Kernel for sentiment analysis in Indonesian product review.

2 Proposed Method

There are three main steps in this research as shown in Fig. 1. The first step is preprocessing data (training and testing set) including tokenization, stop word removal, stemming and normalization of informal language. Then, next step is feature representation using TF-IDF weighting term. The last step is applied to classification method using two kernel functions for comparison such as Radial Basis Function (RBF) and Polynomial – 2nd degree. This research is addressed to know both performance of the different kernel function.

Fig. 1. Block Diagram of General System

2.1 Preprocessing Data

The first step of this research is preprocessing data. It involves tokenization, stop words removal, stemming and normalization including query expansion. Tokenization is a
process removing punctuation, numbers, and characters other than the alphabet [7]. It is also conducted case folding, which is changing all capital letters into lowercase. Then, stop words removal or filtering is removing uninformative words referring to the existing stop word dictionary. Meanwhile, stemming is a process to convert every words to its root. This process is done by removing affixes such as prefix, infix and suffix. Normalization is applied to change the words into their formal form, such as the word “ga” become “tidak” and the word “bisaaaa” become “bisa”.

2.2 Term Weighting
Term weighting is a feature representation of text document. It is an important aspect of modern text retrieval systems [8]. Terms are words, phrases, or any other indexing units used to identify the contents of a text. Since different terms have different importance in a text, an important indicator - the term weight - is associated with every term [9].

TF-IDF term weighting is a statistical measure used to evaluate how important a word is to a document in a collection or corpus. The importance increases proportionally to the number of times a word appears in the document but is offset by the frequency of the word in the corpus. Typically, the tf – idf weight is composed by two terms: the first computes the normalized Term Frequency (TF), divided by the total number of words in that document; the second term is the Inverse Document Frequency (IDF). It is computed as the logarithm of the number of the documents in the corpus divided by the number of documents where the specific term appears. Given a document collection D, a word w, and an individual document d є D, we calculate as in Equation (1).

\[ w_d = f_{w,d} \ast \log \left( \frac{|D|}{f_{w,D}} \right) \]  

where \( f_{w,d} \) equals the number of times w appears in d, \( |D| \) is the size of the corpus, and \( f_{w,D} \) equals the number of documents in which w appears in D [10][11].

2.3 Sentiment Analysis
Sentiment analysis is one of the prominent fields of data mining that deals with the identification and analysis of sentimental contents generally available at social media [12]. In the sentiment analysis, the raw data is the online text that is exchanged by users through social media. Shopping online is a social media which provides the forum to give feedback from customer of product and service. We implement SVM method due to the highest performance for sentiment analysis problem [13][14].

2.4 Classification using Support Vector Machine (SVM)
Classification is a supervised method in machine learning-based approach. Basically, this method consists of two processes. The first is to construct a classification model by learning on a training corpus with previously labeled classes, i.e. positive and negative. The second is to apply the obtained model to classify documents that were not used in the construction of the classifier. Support Vector Machine (SVM) is used in this research due to the most robust algorithm. It represents documents as points in a vector space, which dimensions are selected features. The basic concept of SVM is to find the optimal hyperplane that separates the previously classified data with the largest margin of separation between the two classes as shown in Fig 2.
2.4.1 Kernel Function

In the classification process, the data is spread of information, so that SVM introduces the kernel function [15], \( K(x_n, x_i) \), which transforms the original data space into a new space with a higher dimension; this process includes the transformation function with dot product \( \Phi(x) \) as in Equation (2). The aim is the data, which already transformed into a higher dimension, can be separated easily. Thus the hyperplane function can be written in Equation (3).

\[
K(x_i, x_j) = \Phi(x_i) \cdot \Phi(x_j) \quad (2)
\]

\[
f(x_i) = \sum_{n=1}^{N} \alpha_n y_i K(x_n, x_i) + b \quad (3)
\]

In this study, we investigate the comparison of using two kernel functions of SVM algorithm, such as Radial Basis Function (RBF) and 2nd degree of polynomial function. The detail formula is shown in Table 1.

| Kernel Function | Formula |
|-----------------|---------|
| RBF             | \( K(X_i \cdot X_j) = \exp\left(-\frac{\|x_i - x_j\|^2}{2\sigma^2}\right) \) |
| Polynomial      | \( K(X_i \cdot X_j) = (x_i \cdot x_j + 1)^p \) |

2.4.2 Sequential Support Vector Machine

The sequential method is modified SVM method to provide optimal solutions and to speed up the iteration process rather than using conventional solutions [16]. The steps of sequential method are as follows:

1. Initialize parameter \( \lambda \) (lambda), \( \gamma \) (learning rate), \( C \) (complexity), \( \epsilon \) (epsilon) and maximum iteration.
2. Initialize \( \alpha_i = 0 \), and compute matrix \( D \) for \( i, j = 1, 2, \ldots, n \)
   \[
   D_{ij} = y_i y_j \left(K(x_i, x_j) + \lambda^2\right)
   \]
3. Then, for each pattern, \( i = 1, 2, \ldots, n \), compute:
   a. \( E_i = \sum_{j=1}^{n} \alpha_j D_{ij} \)
   b. \( \delta \alpha_i = \min\{\max\{\gamma(1 - E_i), -\alpha_i\}, C - \alpha_i\} \)
   c. \( \alpha_i = \alpha_i + \delta \alpha_i \)
4. The iteration will be stopped, if it is achieved maximum iteration or \( \text{Max}(|\delta \alpha|) < \epsilon \), else go to step 2.

After the above process finished, then it will be obtained the \( \alpha \) value and Support Vector. So that, the formula of sentiment analysis in this research is as Equation (4).

\[
f(x) = \sum_{i=0}^{n} \alpha_i y_i K(x, x_i) + b \quad (4)
\]
Where $b$, bias value is

$$b = -\frac{1}{2} \sum_{i=0}^{n} \alpha_i y_i K(x_i, x^-) + \sum_{i=0}^{n} \alpha_i y_i K(x_i, x^+).$$

### 3 Result and Analysis

The data set used to implement the classification method consists of 400 comments. They are taken from tokopedia.com with 200 positive comments and 200 negative comments. Each experiment is used 360 training sets and 40 testing sets by 10-fold cross validation. In order to know the accuracy rate, there are four testing scenarios of SVM parameter including learning rate ($\gamma$), lambda ($\lambda$), complexity ($C$) and epsilon ($\varepsilon$).

The first tested parameter value is learning rate ($\gamma$) of training process. It effects to accuracy result on the both term representation as shown in Fig. 3. The best accuracy is obtained at $\gamma$ value $= 0.0001$ for the both kernel function ($82.75\%$ of RBF and $82.25\%$ of polynomial). The accuracy is decreased when learning rate is too high.

It is used for the calculation of $\delta\alpha$ to stop iteration conditions. The low value of $\delta$ will cause the value of $\text{Max (| \delta\alpha |)}$ to be less than $\varepsilon$. If the value of $\text{Max (| \delta\alpha |)}$ is below of $\varepsilon$, then iteration has stopped due to the value of $\alpha$ has converged.

![Fig. 3. Accuracy of testing result in different learning rate ($\gamma$)](image)

Next parameter is lambda ($\lambda$). This is regularization parameter which provide a degree of miss-classification. It looks for maximizing margin between both classes and minimizing miss-classification. The testing result as on Fig. 4 shows that the best parameter lambda ($\lambda$) value that can achieves the highest accuracy for RBF of $83.25\%$ at $\lambda = 3$ and for polynomial of $86.75\%$ at $\lambda = 4$. The accuracy of polynomial kernel function is slightly higher than the RBF kernel. This value involves to calculate the Hessian Matrix. This effects to the speed to reach convergence in the learning process.
Complexity factor (C) is also effect on the accuracy rate as shown at Fig. 5 this coefficient is affect to trade-off between complexity and proportion of no separable samples. If it too large, then it has high penalty of no separable data and perhaps, it is overfitting. Otherwise, it may has been under fitting. Based on experiment result that the best parameter C value for the both kernel is stable starting at C=0.01 of 83.25% (RBF kernel function) and 86.75% (Polynomial kernel function). This is due to the complexity is involved on the calculation of $\delta \alpha$ which influences to search on support vector data and computation time of this opinion analysis process.

Then, another parameter is epsilon ($\varepsilon$). This parameter is used to fit the training data. It is impact to the number of support vector which used to construct the regression function. If the value of $\varepsilon$ (epsilon) is too high then the accuracy result is low due to an early convergence. It means that iteration will stop when the $\alpha$ value obtained is not optimal. In this research, the best accuracy rate is obtained at $\varepsilon= 0.0001$ (83.25% for RBF kernel and 86.75% for Polynomial kernel) as it is shown at Fig.6.
Fig. 6. Accuracy of testing result in different epsilon (ε)

The latest parameter value is iteration for learning process of training data. The best performance is at iteration = 50 of 83.25% (RBF) and at iteration =100 of 88.75% (polynomial) as at Fig.7.

Fig. 7. Accuracy of testing result in different number of iteration

Finally, the both kernel functions are implemented using the best parameter value i.e. RBF kernel (gamma=0.0001; lambda=1; c=0.01; epsilon=0.00001; iteration=50) and polynomial kernel (gamma=0.0001; lambda=31 c=0.01; epsilon=0.00001; iteration=100). And as a result that the accuracy rate for polynomial of 88.75% is higher than the RBF kernel of 83.25%. There is difference of 5.5% as shown in Fig. 8.
4. Conclusion

Sentiment analysis of review shopping online can be applied by SVM algorithm with kernel RBF or polynomial functions. However, the polynomial kernel function has slightly higher performance than the RBF kernel. At the optimal parameter values, the accuracy of polynomial kernel is obtained of 88.75% as the RBF kernel of 83.25%.
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