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ABSTRACT This article presents a novel method for identification of synchronous generator parameters that is based on sudden short-circuit test data and a novel metaheuristic algorithm, called the adaptive black widow optimization algorithm. Unlike traditional methods defined by IEEE and International Electrotechnical Commission (IEC) standards, which rely on the armature current oscillogram, the method proposed in this article uses the field current waveform during the short-circuit test. Moreover, the standard graphical method for extraction of the generator parameters is replaced by an effective metaheuristic algorithm. The proposed algorithm tends to minimize the normalized sum of squared errors (NSSE) between simulation and experimental results. The applicability and accuracy of the proposed optimization technique are verified using experimentally obtained results from a 100-MVA synchronous generator at the Bajina Basta hydropower plant.

INDEX TERMS Black widow optimization algorithm, field current waveform, parameter estimation, synchronous generator.

\textbf{NOMENCLATURE}

| Symbol | Description |
|--------|-------------|
| $d, q$ | $d$-axis and $q$-axis quantities |
| $d$ | Dimension of the optimization problem |
| $f, a$ | Field and armature quantities |
| $kd, kq$ | $d$-axis damper winding and $q$-axis damper winding quantities |
| $i$ | Current |
| $i_f$ | Field current before short-circuit |
| $i_{exp}$ | Experimental field current |
| $i_{sim}$ | Simulated field current |
| $L$ | Leakage inductance |
| $L_{md}$ | Mutual inductance between windings on $d$-axis |
| $L_{mq}$ | Mutual inductance between windings on $q$-axis |
| $N$ | Size of the population |
| $R$ | Resistance |
| $t$ | Time |
| $T_a$ | Armature winding time constant |
| $T_d'$ | Direct-axis transient short-circuit time constant |
| $T_d''$ | Direct-axis subtransient short-circuit time constant |
| $T_{kd}$ | Direct-axis damper leakage time constant |
| $u$ | Voltage |
| $X$ | Reactance |
| $x_1, x_2$ | Randomly chosen parents from the population |
| $X_d$ | Direct-axis synchronous reactance |
| $X_d'$ | Direct-axis transient reactance |
| $y_1, y_2$ | Offsprings created of the population |
\( \psi \)  
Flux linkage

\( \omega \)  
Angular speed

\( \omega_0 \)  
Synchronous speed

\( \theta \)  
Vector of estimated parameters

I. INTRODUCTION

Among the many different types of electric generators found in power systems, including synchronous generators, double-fed induction generators, permanent magnet generators, switched reluctance generators, and so on, the first type is the most widely used in electric power plants. Modeling and steady-state and transient analysis of synchronous generators are a crucial part of power system analysis [1], [2].

Estimation of synchronous generator parameters has been a very important topic of research in recent years, as shown by the development of standardized test procedures by IEC and IEEE [3], [4]. Most of the procedures in the mentioned standards are based on graphical extraction of the parameters from armature current oscillograms during three-phase short-circuit tests. The graphical methods are actually geometrical, which means they are subject to human error. Moreover, the armature current is measured using current transformers, which are subject to saturation. Despite the existence of standard test procedures, many studies have been performed to demonstrate different non-standard methods for the determination of synchronous generator parameters.

Among the most frequently used are load rejection [5]–[9] and field flashing [9] tests. Load rejection test consists of two steps, in which \( d \)-axis parameters are determined in the first step, while \( q \)-axis parameters are determined in the second step. Precisely, to determine \( d \)-axis parameters, the generator’s excitation system is set to manual mode, and the generator is operating with 0 active power and 0.1 pu absorption of reactive power. After achieving such an operating point, the breaker can be opened to reject the load. It is then necessary to measure the generator’s voltage to determine the parameters [5]–[9]. Similarly, in the \( q \)-axis test, the generator’s power factor angle needs to be equal to the rotor angle, which is approximately achieved when the generator operates with 0.1 pu active power and a few percent of nominal reactive power (absorption, as in \( d \)-axis test). When the mentioned condition is met, the second step of the test can be conducted by opening the breaker. Field flashing test, used in [9], consists of a slight increase of the field voltage to supply initial excitation of the generator and incrementally increase the terminal voltage to 1 pu. This test is conducted when the armature circuit is opened. The methods of parameter extraction are different: Levenberg-Marquardt is used in [5], asymptotic weighted least squares is applied in [6], [7], the standard graphical method is used in [8], and the interior point method is demonstrated in [9]. It is also important to mention that the authors of [8] proposed an improved load rejection method that takes into account the effects of saturation, while variations of the field voltage are considered in [9].

Furthermore, many authors have developed parameter estimation methods based on phasor measurement unit (PMU) data [10]–[16], in which PMUs provide the data about voltage magnitude and phase, rotor position, angular speed, stator current, and electrical power at the generator bus. These data are essential for applying the extraction methods presented in [10]–[16]. Extraction of the parameters can be carried out using a dynamic state estimator based on Kalman filters [10]–[12], modified least-squares (LS) algorithm [13], genetic algorithms (GAs) [14], adaptive importance sampling combined with Bayesian inference [15], and the primal-dual interior points (PDIP) method [16]. Test methods that rely on measuring field and armature voltage and current are proposed in a significant number of recent studies [17]–[26]. Authors have demonstrated the use of a large variety of methods for the determination of the parameters: nonlinear LS is used in [17], [18], while the LS algorithm along with observers for estimation of damper current is applied in [19]–[21], nonlinear mapping is demonstrated in [22], and the use of Hartley series is proposed in [23]. An improved dynamic state estimator called the Unscented Kalman filter (UKF) is used in [24], a univariate search method is applied in [25], and a maximum likelihood algorithm is demonstrated in [26]. A large number of the test procedures are conducted while the generator is at standstill; one of the most popular is the chirp test, which is combined with the hybrid GA–quasi-Newton method in order to determine synchronous generator parameters [27]. Chirp signal stands for the linear swept-frequency sinusoidal signal. The chirp test is carried out by applying a chirp signal to the stator windings while the field winding is short-circuited and the generator is at a standstill. By measuring stator voltage and currents and the field current, parameters of the generator can be extracted. In studies presented by Arjona, the GA algorithm combined with the Gauss-Newton method is used to extract the parameters when two standstill tests are applied: sine cardinal perturbation in [28] and a step voltage test in [29]. These test methods are very similar to the previously described chirp test. In [28], a sine signal is applied to the stator winding instead of a chirp signal. Also, in [29], a step voltage signal is applied between two of the stator terminals. In both cases, the field winding is short-circuited, and the rotor is stationary. Application of the pseudo-random binary sequence (PRBS) excitation voltage at the field winding is demonstrated in [30]–[32], while another standstill test, called the dc-flux decay test, is applied in [32], [33]. The field winding must be short-circuited, and the generator must be at a standstill during this test (like the previously described standstill tests). Initially, a constant direct current is applied at the stator windings, setting up the machine’s magnetic flux. After the excitation current reaches a steady-state, the direct current is turned off, and the stator windings are short-circuited. The stator current waveform during the short-circuit is used to extract the generator parameters. The optimization or extraction methods are different and include the H-infinity [30], hybrid particle swarm optimization-quantum operation (PSO-QO) [31], Levenberg-Marquardt [32], and maximum
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likelihood algorithms [33]. Short-circuit tests are part of the standardized procedures described in [3], [4] but are also used in combination with different optimization or determination methods: the Knitro optimization solver [34], graphical methods [35], curve-fitting techniques [36], the LS algorithm [37], and the nonlinear Lasso method [38]. Except for short-circuit faults, parameters can be determined when remote line-to-line faults are considered with the use of the PSO algorithm, as described in [39]. The current injection test method, along with the GA algorithm, is proposed in [41], while a method combining use of online measured data from the terminals of the generator in the case of the disturbance and an artificial neural network (ANN) observer is presented in [40]. An approach based on measuring field current during a short circuit is presented in [41]. Namely, in [41], a numerical procedure for synchronous machine parameters determination is based on minimization of the sum of squared errors (SE) between the periodic and aperiodic components of the experimentally obtained field current waveform, and the analytical waveforms. In [42], UKF is applied to extract synchronous generator parameters under unbalanced operating conditions, while in [43], the estimation of dynamic states (rotor angle and speed) under unknown measurement noise using robust cubature Kalman filter (CKF) is demonstrated.

In this regard, the large list of papers dealing with synchronous machine parameters estimation demonstrates the importance of the topic. On the other hand, the use of different methods in the previously mentioned papers reveals that there is room for improvement and that we still have not found the best one.

In this article, the field current waveform during a sudden three-phase short circuit of an unloaded generator will be used to obtain the transient parameters. In this way, all time constants and short-circuit time constants except the subtransient reactance can be estimated. In the available literature, short-circuit tests are conducted with the purpose of measuring the armature current and using its oscillograms to calculate the machine parameters. This article proposes the use of the field current, whose analytical expression does not contain the double-frequency component, which can significantly increase the accuracy of the results. Moreover, the field current is measured using shunt resistors, which do not have saturation problems, unlike the current transformers used for measuring armature current, as mentioned before. Furthermore, a novel metaheuristic algorithm is proposed as a tool for extracting the synchronous generator parameters from the field current waveform (based on measuring field current during a short circuit). The parameters of the generator are obtained by applying a numerical algorithm with predefined error tolerance. It is essential to mention that other computational intelligence algorithms can solve the optimization problem considered using the methodology proposed in this work. Some of the most representative computational intelligence algorithms are monarch butterfly optimization (MBO) [44], earthworm optimization algorithm (EWA) [45], elephant herding optimization (EHA) [46], moth search algorithm (MSA) [47], and others.

The contribution of this article is twofold. First, a novel method for determining synchronous generator parameters based on measuring the field current during the short circuit is presented. Compared to the existing approaches, this method is characterized by its simplicity and very high accuracy. Second, a novel metaheuristic algorithm, called adaptive black widow optimizer (ABWO), is proposed. The performance of ABWO is compared with various computational intelligence algorithms, and it proved its superiority in terms of convergence speed and the accuracy of the obtained results. The proposed algorithm’s performance was tested with some high-dimensional and multimodal benchmark functions. These tests proved the proposed method’s scalability and applicability to solve high-dimensional optimization problems. Also, good results obtained with multimodal test functions show that the ABWO algorithm can efficiently handle premature convergence.

This article is organized as follows. A short overview of the synchronous generator model and the oscillograms and analytical expression of the field current during the short circuit are presented in Section 2. A detailed description and the mathematical formulation of the proposed hybrid metaheuristic algorithm are given in Section 3. Section 4 shows the results of the simulations carried out in this article. Finally, the conclusions are provided in Section 5.

II. SYNCHRONOUS GENERATOR MODEL AND FIELD CURRENT WAVEFORM

A synchronous machine consists of three armature coils, the field coil, and the damper coil, for which the voltage equations can be derived in terms of resistances and self and mutual inductances. Taking into account that coils of the machine are in relative motion, many of the inductances are a function of the position of the rotor. Therefore, the armature variables are transformed into a new variable related to a reference frame fixed to the field system. The mentioned approach is called Park’s transformations and is the most widely used for the analysis of synchronous machines. According to this theory, the machine is represented in a two-axis frame consisting of a direct axis (d-axis) and a quadrature axis (q-axis). The direct- and quadrature-axis currents are defined as the currents in two fictitious coils (D and Q) that are located on the corresponding axes, which would set up the same magnetomotive force wave as the actual currents in real armature windings (i_d, i_q, and i_b) [2].

The order of the machine model is directly dependent on the chosen number of damper windings [2]. In this article, a simple model with one damper winding on each axis is considered. According to this, besides the armature windings D and Q, there are three more windings in the machine: the field winding (F), the damper winding on the direct axis (KD), and the damper winding on the quadrature axis (KQ). The described two-axis machine model used in this article is graphically represented in Fig. 1.
The basis of the two-axis theory is set up by writing the voltage equations for each winding (1)–(5):

\[ u_d = R_a i_d + \frac{d}{dt} \psi_d + \omega \psi_q \]  
\[ u_q = R_a i_q + \frac{d}{dt} \psi_q - \omega \psi_d \]  
\[ u_f = R_f i_f + \frac{d}{dt} \psi_f \]  
\[ u_{kd} = R_{kd} i_{kd} + \frac{d}{dt} \psi_{kd} = 0 \]  
\[ u_{kq} = R_{kq} i_{kq} + \frac{d}{dt} \psi_{kq} = 0 \]

where \( u, i, R, \omega, \) and \( \psi \) are the voltage, current, resistance, angular speed, and flux linkage, respectively. Subscripts refer to the corresponding windings: \( d \) – direct axis winding, \( a \) – armature winding, \( q \) – quadrature axis winding, \( f \) – field winding, \( kd \) – \( d \)-axis damper winding, and \( kq \) – \( q \)-axis damper winding. Assuming that \( L_{md} \) and \( L_{mq} \) indicate the mutual inductances between the windings on the \( d \)-axis and \( q \)-axis, respectively, the flux linkages of the windings are expressed using the following equations:

\[ \psi_d = (L_{md} + L_a) i_d + L_{md} i_f + L_{md} i_{kd} \]  
\[ \psi_q = (L_{mq} + L_a) i_q + L_{mq} i_q \]  
\[ \psi_f = (L_{md} + L_f) i_f + L_{md} i_d + L_{md} i_{kd} \]  
\[ \psi_{kd} = (L_{md} + L_{kd}) i_{kd} + L_{md} i_f + L_{md} i_d \]  
\[ \psi_{kq} = (L_{mq} + L_{kq}) i_{kq} + L_{mq} i_q \]

where \( L_a, L_f, L_{kd}, \) and \( L_{kq} \) denote the leakage inductances of the armature, field, \( d \)-axis damper, and \( q \)-axis damper windings, respectively. The equivalent circuits of the synchronous machine are represented in Figs. 2 and 3, where Fig. 2 corresponds to the \( d \)-axis and Fig. 3 corresponds to the \( q \)-axis. One can note that in equivalent circuits, inductances \( (L) \) are replaced by the corresponding reactances \( (X = \omega L) \).

The method presented in this article relies on the field current waveform during a sudden short-circuit test of an unloaded generator. The analytical expression for the field current during the short circuit is derived in [2] using the previously described two-axis model and is given by the following equation:

\[ i_f (t) = i_{f0} + i_{f0} \left( \frac{X_d - X_d'}{X_d'} \right) e^{-\frac{t}{T_d}} e^{-\frac{t}{T_d'}} e^{-\frac{1}{T_a} \cos (\omega_0 t)} \]  

where \( i_f \) is the field current, \( t \) denotes time, \( i_{f0} \) denotes the field current before the short circuit and is considered to be known, and \( \omega_0 \) is the speed during the short circuit and is assumed to be constant and equal to the synchronous speed. The parameters of the synchronous generator that appear in (11) are the direct-axis synchronous reactance \( (X_d) \), direct-axis transient reactance \( (X_d' \) ), direct-axis transient short-circuit time constant \( (T_d) \), direct-axis damper leakage time constant \( (T_{kd}) \), direct-axis subtransient short-circuit time constant \( (T_d') \), and armature winding time constant \( (T_a) \). The relation between the parameters from equivalent circuits and the parameters from (11) is represented by the equations given in (12)–(17):

\[ X_d = X_{md} + X_d \]  
\[ X_d' = X_a + \frac{X_{md} X_f}{X_{md} + X_f} \]  
\[ T_d = \frac{1}{\omega_0 R_f} \left( X_f + \frac{X_{md} X_a}{X_{md} + X_d} \right) \]
In this article, a sudden three-phase short circuit of the generator is carried out in order to obtain an experimental waveform of the field current. This obtained current is compared to the one calculated by the analytical expression given by (11). The parameters defined by (12)–(17) are extracted by using the novel metaheuristic algorithm proposed in this article. The estimated parameters of the generator are calculated so that the objective function, defined as the normalized sum of squared errors (NSSE), is minimized:

$$\text{NSSE} (\theta) = \frac{\sum_{k=1}^{N} (I_{f,\text{exp}}(k) - I_{f,\text{sim}}(k))^2}{\sum_{k=1}^{N} I_{f,\text{exp}}(k)^2}$$

In the previous expression, $I_{f,\text{exp}}$ and $I_{f,\text{sim}}$ are the experimental and simulated field currents and $N$ is the number of measurements. The vector of estimated parameters is denoted as $\theta = \{X_d, X'_d, T'_d, T_{kd}, T''_d, T_a\}$.

### III. ADAPTIVE BLACK WIDOW OPTIMIZATION ALGORITHM (ABWO)

This article presents a novel metaheuristic algorithm based on the existing Black Widow Optimization (BWO) algorithm [48]. The proposed modification relies on adaptive change of the parameters of the algorithm, which are assumed to be constant in [48]. This approach provides an increase in the convergence speed as well as in the accuracy of the results.

The proposed algorithm, like any other metaheuristic algorithm, starts with a randomly initialized population. The population consists of black widow spiders, each of which represents a potential solution to the optimization problem. For the $d$-dimensional optimization problem, each spider is an array of $d$ elements, called optimization variables ($x_1$–$x_d$):

$$\text{spider} = [x_1 \ x_2 \ ... \ x_d]$$

Therefore, the population of black widow spiders is a matrix of size $N \times d$, where $N$ stands for the size of the population (number of spiders). After initialization, the second step of the algorithm is the mating process, which is also called procreation or crossover. It is necessary to randomly choose two parents from the population, denoted as $x_1$ and $x_2$, which are used to create the offspring $(y_1$ and $y_2)$ using (20):

$$y = \begin{cases} 
    y_1 = \alpha (x_1) + (1-\alpha) x_2 \\
    y_2 = \alpha (x_2) + (1-\alpha) x_1
\end{cases}$$

where $\alpha$ stands for the vector of random numbers in the range from 0 to 1, whose size is $1 \times d$. The number of spiders from the population that take part in the process of mating is defined by the procreation rate ($PR$).

The third step of the algorithm is related to the cannibalistic behavior that is often exhibited in invertebrates like spiders, scorpions, and so on. Two types of cannibalism are observed in the behavior of the spiders:

- The first is sexual cannibalism, in which the female spider eats the male during or after the mating process. In the optimization algorithm, male and female are identified according to the fitness function value.
- The second type of cannibalism is sibling cannibalism, in which the strong spiderlings eat their weaker siblings. The cannibalism rate ($CR$) defines the number of siblings that will be eaten during the cannibalism process.

The final stage of the BWO algorithm is the mutation process. The number of spiders from the population that will be mutated is determined by the mutation rate ($MR$). Namely, during the mutation, each of the selected spiders randomly exchanges two elements (optimization variables) in the array, as graphically represented in Fig. 4.

![Graphical illustration of the mutation process.](image_url)
algorithm. Namely, in early iterations, global exploration of the search space is much more important than exploitation in order to avoid local optimum solutions. Furthermore, in late iterations, since the global search of the space has already been performed, it is necessary to perform exploitation (local search) of the optimum solutions obtained. Taking these facts into account, it is obvious that the procreation rate, which ensures the exploration, is supposed to have a higher value during early iterations of the algorithm and a lower value in later ones. Similarly, the mutation rate, whose role is to force the exploitation phase, should increase its value as the iterations proceed. Therefore, in this article, an adaptive change of the parameters \( PR \) and \( MR \) is proposed, according to the following equations:

\[
PR = PR_{\text{max}} - (PR_{\text{max}} - PR_{\text{min}}) \frac{ite}{\text{max}_\text{ite}} \quad (21)
\]

\[
MR = MR_{\text{min}} + (MR_{\text{max}} - MR_{\text{min}}) \frac{ite}{\text{max}_\text{ite}} \quad (22)
\]

where \( PR_{\text{min}}, PR_{\text{max}}, MR_{\text{min}}, \) and \( MR_{\text{max}} \) stand for the minimum and maximum values of the procreation rate and mutation rate, respectively, \( ite \) is the current iteration, and \( \text{max}_\text{ite} \) denotes the maximum number of iterations.

The pseudo-code of the proposed algorithm is summarized in Table 1, while the steps of the algorithm are graphically depicted in the flowchart given in Fig. 5.

| TABLE 1. Pseudo-code of the ABWO Algorithm. |
|---|
| **Pseudo-code of ABWO Algorithm** |
| Input data: \( \text{max}_\text{ite}, C_R, PR_{\text{max}}, PR_{\text{min}}, MR_{\text{min}}, \) and \( MR_{\text{max}} \) |
| Initialize the random population of spiders |
| Set \( ite = 1 \) |
| While \( (ite \leq \text{max}_\text{ite}) \) |
| Calculate the procreation and mutation rates using (21) and (22) |
| Based on the value of the procreation rate, calculate the number of spiders that will take part in reproduction “nr” |
| Select the “nr” best solutions from the population and save them in a temporary population called \( pop1 \) |
| For \( i = 1 : nr \) |
| Randomly select two solutions as parents from \( pop1 \) |
| Generate the children using (20) (procreation) |
| Destroy the father (sexual cannibalism) |
| Destroy a certain number of children spiders according to the value of the cannibalism rate (sibling cannibalism) |
| Save the remaining solutions in another temporary population \( pop2 \) |
| End For |
| Compute the number of mutated spiders “nm” according to the mutation rate |
| For \( i = 1 : nm \) |
| Select the solution from \( pop1 \) |
| Generate a new solution by mutating the previously selected one, as described in Fig. 4 |
| Save the new solution in a temporary population \( pop3 \) |
| End For |
| Update the population by merging \( pop2 \) and \( pop3 \): \( \text{population} = pop2 + pop3 \) |
| Compute the fitness of each spider and update the best solution |
| \( ite = ite + 1 \) |
| End While |
| Return the optimal global solution |

IV. SIMULATION RESULTS

In order to demonstrate the improvement made by the proposed algorithm, in this section, the parameters of the generator are estimated by applying both the original BWO algorithm and the proposed ABWO algorithm. The parameters estimation procedure is based on measuring the field current during the sudden three-phase short-circuit test, as described in Section 2.

After that, the capability of the proposed algorithm to deal with high-dimensional problems and handle the problem of premature convergence is discussed. The experiment is carried out on a synchronous generator in the Bajina Basta hydropower plant, whose basic data are 15.65 kV, 100 MVA, and \( \cos \phi = 0.95 \). To conduct a fair comparison, the simulations were performed using the same personal computer, with the following hardware settings: AMD A4 CPU \( 4 \times 2.5 \) GHz, 4 GB RAM, and 1 TB hard drive. Also, the simulations are carried out in Matlab R2019b, on the operating system.

Therefore, the total computational complexity can be calculated using the following equation:

\[
O(\text{ABWO}) = O(1) + O(N \times d) + O(\text{max}_\text{ite} \times N \times c) + O(2 \times \text{max}_\text{ite}) + O(\text{max}_\text{ite} \times N \times d) = O\left(1 + N \times d + \frac{\text{max}_\text{ite} \times N \times c}{2 \times \text{max}_\text{ite}} + \frac{\text{max}_\text{ite} \times N \times d}{\text{max}_\text{ite}}\right) \quad (23)
\]
Windows 10. The objective function, which is minimized in the BWO and ABWO algorithms, is given in (18).

Furthermore, the parameters of the BWO and ABWO algorithms are as follows: the population size is 30, the maximum number of iterations is 40, $CR = 0.5$, $PR_{\text{min}} = 0.6$, $PR_{\text{max}} = 0.8$, $MR_{\text{min}} = 0.2$, and $MR_{\text{max}} = 0.4$. Finally, the upper and lower bounds of each optimization variable (parameters of the generator) are defined in Table 2.

| Parameter | Lower Bound | Upper Bound |
|-----------|-------------|-------------|
| $X_0$ (Ω) | 2           | 2.5         |
| $X_0'$ (Ω) | 0.7         | 0.8         |
| $T_s$ (s) | 2           | 2.5         |
| $T_a$ (s) | 0.02        | 0.04        |
| $T_{sa}$ (s) | 0.04   | 0.05        |
| $T_s$ (s) | 0.2         | 0.3         |

It is very important to highlight that the terminal voltage of the generator during the short-circuit test must be reduced in order to protect the armature winding. In the experiment presented in this article, the terminal voltage before the short-circuit test is set as 20% of the nominal one.

The results obtained by the proposed method are compared with the parameters measured using standard IEEE tests [4], the parameters from the catalog data provided by VA Tech, and the parameters obtained by the method presented in [41]. The values of the parameters are presented in Table 3, along with the values of the NSSE for each method.

By observing the results presented in the previous table, it can be noted that the best match with the experimental results, measured by the value of the NSSE, is provided by the parameters estimated by the proposed ABWO algorithm. Additionally, Fig. 6 presents a graphical comparison of the field current waveform obtained by the experimental measurement with the field current determined using the analytical expression applying parameters calculated by the ABWO algorithm, by the numerical-based algorithm presented in [41], and by IEEE standard test procedures.

In order to additionally demonstrate the accuracy of the results obtained by the ABWO algorithm, a short-circuit test of the generator was carried out at the moment when the terminal voltage was at 30% and 50% of the nominal value.

A graphical presentation of the experimental and analytical field current waveforms with the parameters calculated using different methods is given in Fig. 7 (for a terminal voltage whose value is 30% of the nominal value). The same comparison, but with voltage before the short circuit set to 50% of the nominal value, is presented in Fig. 8.

Based on these figures, it can be concluded that, in all considered cases, the application of the ABWO algorithm ensures the best match with the experimental results. Therefore, the proposed algorithm outperforms other considered methods used for the determination of the synchronous machine parameters.

Furthermore, a detailed comparative analysis between the proposed ABWO algorithm and the original BWO algorithm, Henry gas solubility optimization (HGSO) algorithm [49], grey wolf optimizer (GWO) algorithm [50], and harris hawks optimization (HHO) algorithm [51], [52] is carried out.

As highlighted in Section 3, the adaptive approach proposed in this article is supposed to accelerate the convergence of the algorithm. To prove this, Fig. 9 demonstrates the convergence curves of all mentioned algorithms applied to the described problem of estimation of synchronous machine parameters. In order to adequately carry out the statistical analysis, all algorithms have been run independently 10 times. Also, the objective function, the maximum number of iterations, and the population size are the same for all algorithms. It is imperative to highlight that the metaheuristic algorithms have a stochastic nature, so they had to be run independently 10 times or more. The best, worst, mean, and median fitness function values, along with the standard deviation, are presented in Table 4. The presented results show that the least values of best, worst, mean, median, and standard deviation results are obtained...
TABLE 3. Values of the parameters determined by different methods.

| Parameter | ABWO   | BWO    | [41]   | IEEE tests | VA Tech |
|-----------|--------|--------|--------|------------|---------|
| $X_c (\Omega)$ | 2.1518 | 2.1586 | NR *   | 2.1474     | 2.1005  |
| $X_e (\Omega)$ | 0.7652 | 0.7668 | 0.7489 | 0.7441     | 0.7597  |
| $T_s (s)$    | 2.1990 | 2.1821 | 2.0650 | 2.3100     | 2.0750  |
| $T_{a0} (s)$ | 0.0315 | 0.0310 | 0.0330 | 0.0300     | NR **   |
| $T_e (s)$    | 0.0422 | 0.0419 | 0.0410 | 0.0466     | 0.0457  |
| $T_e (s)$    | 0.2279 | 0.2302 | 0.2480 | 0.2630     | NR **   |
| $NSSE$      | 4.86×10^{-4} | 4.87×10^{-4} | 14.25×10^{-4} | 13.76×10^{-4} | 14.92×10^{-4} |

* NR denotes not reported as in [41], the parameter $X_c$ was not estimated by the algorithm proposed in that paper but was measured using the standard IEEE test.

** The VA Tech catalog did not provide information about the values of the parameters $T_{a0}$ and $T_e$. In order to carry out the comparison, the values obtained with IEEE tests were adopted.

FIGURE 6. Comparison of results obtained: (a) Graphical comparison of experimental and analytical field current waveforms (at 20% of nominal voltage); (b) absolute error between simulation and experimental results.

with the proposed ABWO algorithm, which clearly demonstrates its superiority over other algorithms considered for comparison.

As shown in Table 4, the standard deviation has the lowest value when the proposed ABWO algorithm is applied, which means that the deviation of the results obtained by
each run is extremely small. In other words, the results obtained from every run are consistent. Due to the stochastic nature of these types of algorithms, the results obtained from every independent run are not precisely the same. Therefore, the results obtained as the final solution are the ones that provide the minimum fitness function value of all runs. The synchronous generator parameters presented in Table 3 provided the minimum fitness function value ($4.86 \times 10^{-4}$) from all the independent runs.

Additionally, a non-parametric statistical test called Wilcoxon's rank-sum test is carried out to compare the proposed ABWO algorithm and BWO, GWO, HHO, and HGSO algorithms. The corresponding p-values obtained by applying this test are presented in Table 5, with the 5% level of significance between the ABWO and other optimization methods. The results shown in Table 4 and Table 5 validate the superiority of the ABWO algorithm over the other considered algorithms [53].

**TABLE 4.** Comparison of results obtained with different algorithms.

| Algorithm | Best     | Worst    | Mean    | Median   | Standard deviation |
|-----------|----------|----------|---------|----------|--------------------|
| ABWO      | $4.86 \times 10^{-4}$ | $4.98 \times 10^{-4}$ | $4.92 \times 10^{-4}$ | $4.90 \times 10^{-4}$ | $3.83 \times 10^{-4}$ |
| BWO       | $4.87 \times 10^{-4}$ | $5.14 \times 10^{-4}$ | $4.95 \times 10^{-4}$ | $4.92 \times 10^{-4}$ | $8.40 \times 10^{-4}$ |
| GWO       | $4.89 \times 10^{-4}$ | $5.26 \times 10^{-4}$ | $5.06 \times 10^{-4}$ | $5.08 \times 10^{-4}$ | $1.23 \times 10^{-4}$ |
| HHO       | $4.86 \times 10^{-4}$ | $5.38 \times 10^{-4}$ | $5 \times 10^{-4}$ | $4.95 \times 10^{-4}$ | $1.53 \times 10^{-4}$ |
| HGSO      | $5.21 \times 10^{-4}$ | $6.12 \times 10^{-4}$ | $5.59 \times 10^{-4}$ | $5.57 \times 10^{-4}$ | $2.89 \times 10^{-4}$ |

**TABLE 5.** p-values obtained with Wilcoxon’s rank-sum test (5% level of significance between the ABWO and other optimization methods).

| Algorithms | ABWO vs. BWO | ABWO vs. GWO | ABWO vs. HHO | ABWO vs. HGSO |
|------------|---------------|---------------|---------------|---------------|
| p-value    | $3.02 \times 10^{-10}$ | $1.89 \times 10^{-19}$ | $3.65 \times 10^{-14}$ | $8.09 \times 10^{-17}$ |

**FIGURE 7.** Comparison of results obtained: (a) Graphical comparison of experimental and analytical field current waveforms (at 30% of nominal voltage); (b) absolute error between simulation and experimental results.
FIGURE 8. Comparison of results obtained: (a) Graphical comparison of experimental and analytical field current waveforms (at 50% of nominal voltage); (b) absolute error between simulation and experimental results.

TABLE 6. Results of ABWO algorithm for different benchmark functions.

| Function | Global optimum | ABWO algorithm |
|----------|----------------|----------------|
|          |                | Best | Mean | Median |
| FI       | 0              | 2.62×10^{-12} | 4.83×10^{-12} | 5.04×10^{-12} |
| F2       | 0              | 3.18×10^{-12} | 8.16×10^{-12} | 8.41×10^{-12} |
| F3       | 20 + e         | 7.99×10^{-15} | 1.79×10^{-6}  | 1.53×10^{2}   |
| F4       | 0              | 2.39×10^{-14} | 2.35×10^{-6}  | 1.53×10^{2}   |
| F5       | 0              | 3.38×10^{-56} | 7.42×10^{-21} | 1.01×10^{-52} |

The scalability of metaheuristic algorithms and their ability to escape from local solutions are significant characteristics of the optimization algorithms. The scalability of an algorithm stands for its ability to deal with high-dimensional problems. The scalability of the algorithm presented in this article is proven by applying it to two well-known benchmark
functions used in [48]. The first one is the sphere function, denoted as F1, and the second is the Rastrigin function, which is denoted as F2. Their mathematical formulation, real global optimal solution, and the optimal solution obtained by the ABWO algorithm are depicted in Table 6. The convergence curves of the ABWO algorithm used for these test functions are presented in Fig. 10 (for F1) and Fig. 11 (for F2). Number of independent runs is set to be 10, the dimension of the problem is $d = 100$, population size $N = 500$, and the maximum number of iterations $\text{max\_ite} = 1000$.

Moreover, the proposed algorithm’s ability to avoid premature convergence, i.e., to escape from local solutions, is discussed. In [48], a certain number of multimodal benchmark functions are used to prove the ability to avoid premature convergence. Many local optimal solutions characterize multimodal functions. According to this, three of the popular multimodal benchmark functions were applied in this article to prove the proposed algorithm’s ability to escape from local optimal solutions. Selected benchmark functions are Ackley function (marked as F3), Griewank function (marked as F4), and Csendes function (marked as F5). Like the previously mentioned benchmark functions, Table 6 presents
mathematical formulations of these functions, their optimal global solutions, and the solution obtained by the proposed ABWO algorithm. When applying benchmark functions F3, F4, and F5, dimension size is set to be \( d = 10 \), population size \( N = 100 \), the maximum number of iterations \( \text{max}_{\text{itr}}=500 \), and the number of independent runs is 10. Figures 12, 13, and 14 depict the convergence curves of the ABWO algorithm for benchmark functions F3, F4, and F5, respectively.

Based on the presented results, it can be concluded that the proposed ABWO algorithm almost reaches the exact global optimal solution for high-dimensional problems, which validates that the ABWO algorithm can be used to solve the problem of synchronous generator parameters estimation efficiently, as well as other high-dimensional optimization problems. Moreover, the ABWO algorithm was successfully applied for solving benchmark functions F3, F4, and F5, which proves that the ABWO algorithm can easily handle the problem of premature convergence.

V. CONCLUSION

This article proposes a novel method for the estimation of synchronous machine parameters. The first step of the proposed method is measuring the field current during the short-circuit test, while the second step consists of extracting the generator parameters from the obtained field current waveform using the novel algorithm proposed in this article, called the adaptive black widow optimization (ABWO) algorithm. The validation is carried out by comparing the simulation results when the parameters are determined by various methods with experimentally obtained results. Furthermore, a short-circuit experiment test is carried out when the terminal voltage of the generator is 20, 30, and 50% of the nominal value. The proposed method is proven to outperform other considered methods that are used for determination of the machine parameters. Also, this article presents a comparison between the proposed ABWO algorithm and BWO, GWO, HHO, and HGSO algorithms. By observing the convergence curves, as well as statistical parameters such as the best, worst, mean, median, and standard deviation of the fitness function values, it can be concluded that the ABWO algorithm outperforms the other algorithms considered for comparison. Finally, it is important to point out that the optimization problem solved in this work could be solved by different computational intelligence algorithms as MBO, EWA, EHA, MSA, and others.
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