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Abstract

We propose a scalable framework for the learning of high-dimensional parametric maps via adaptively constructed residual network (ResNet) maps between reduced bases of the inputs and outputs. When just few training data are available, it is beneficial to have a compact parametrization in order to ameliorate the ill-posedness of the neural network training problem. By linearly restricting high-dimensional maps to informed reduced bases of the inputs, one can compress high-dimensional maps in a constructive way that can be used to detect appropriate basis ranks, equipped with rigorous error estimates. A scalable neural network learning framework is thus to learn
the nonlinear compressed reduced basis mapping. Unlike the reduced basis construction, however, neural network constructions are not guaranteed to reduce errors by adding representation power, making it difficult to achieve good practical performance. Inspired by recent approximation theory that connects ResNets to sequential minimizing flows, we present an adaptive ResNet construction algorithm. This algorithm allows for depth-wise enrichment of the neural network approximation, in a manner that can achieve good practical performance by first training a shallow network and then adapting. We prove universal approximation of the associated neural network class for $L^2$ functions on compact sets. Our overall framework allows for constructive means to detect appropriate breadth and depth, and related compact parametrizations of neural networks, significantly reducing the need for architectural hyperparameter tuning. Numerical experiments for parametric PDE problems and a 3D CFD wing design optimization parametric map demonstrate that the proposed methodology can achieve remarkably high accuracy for limited training data, and outperformed other neural network strategies we compared against.
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1. **Introduction**

We propose a scalable neural network framework for approximating high-dimensional parametric mappings by first linearly restricting the mapping to reduced bases of the inputs and outputs, and then adaptively constructing a nonlinear residual network (ResNet) approximation of the map between the reduced bases. In this framework both the compressibility (reduced basis rank) and nonlinearity (ResNet depth) of the map are inferred in a constructive manner, significantly reducing the need for architectural hyperparameter tuning. We denote generic parametric mappings by $m \mapsto q$, where $m \in \mathbb{R}^{d_M}$ are model parameters (input data) distributed with probability measure $m \sim \nu$ and $q \in \mathbb{R}^{d_Q}$ are quantities of interest (output data), which depend on inputs $m$. The need for parametric surrogates arises in many problems in computational science and engineering. In so called “outer-loop” problems, complex computational models need to be evaluated repeatedly for differing values of input parameters, making their solutions intractable if
one is constrained to use only a high fidelity model. This class of problems includes uncertainty quantification, inverse problems, optimal experimental design, and optimal design and control. Another class of problems requiring accurate surrogates is real-time decision making about complex systems; this includes early warning systems, real-time inference, and real-time control.

In the emerging field of scientific machine learning (SciML) there has been a significant amount of research on surrogate strategies for learning high-dimensional parametric maps; in particular the so-called “neural operators” have gained significant attention due to their ability to learn high-dimensional parametric maps from data and perhaps physics informed objective functions [8, 9, 10, 11, 12, 13, 14, 15]. Once a sufficiently accurate surrogate has been trained, it can be substituted for the true high-dimensional map, thus making tractable the solution of outer-loop problems or real-time decision making by bypassing the full high-fidelity simulation.

A fundamental issue exists in this setting: due to the expensive nature of evaluating high-dimensional discretized physical models, one is likely to be confronted with the difficult task of learning formally high-dimensional nonlinear maps from few training data samples. Given too many neural network weights, and too few data to learn from, one is likely to overfit to sample data and have an unreliable surrogate in practice. One strategy to overcome this lack of information is to incorporate physical principles into the training objective; this however is not always possible because in general the data may not come from a priori known conservation laws. Another strategy is to exploit compressibility of the map, if it exists. In order to avoid that the neural network weight dimension depends directly on the nominal discretization dimensions $d_M$ and $d_Q$, one can instead learn a mapping between lower dimensional reduced bases of the inputs and outputs, which can be inferred independent of the neural network training [8, 14]. By exploiting the structure of the input parameter uncertainty, principal information of the outputs, and derivative based sensitivity of the map (if it is available) one can bypass the high-dimensional learning problem and instead learn a lower dimensional nonlinear approximation between informed reduced bases of the inputs and outputs. This strategy is motivated by rigorous error analysis for the approximation of high-dimensional functions restricted to reduced basis mappings [8, 14]. This analysis helps one guide the choice of the rank for the reduced bases, thus inferring a critical neural network architectural parameter (the breadth), reducing the need to calibrate the breadth hyperparameter by ad hoc means. When high-dimensional maps can be learned in
compressed representations between rank $r$ reduced bases of the inputs and outputs, this strategy reduces the neural network weight complexity from $O(d_Q d_M)$ to $O(r^2)$, which significantly reduces the complexity of the neural network training problem, and critically can help keep the number of inferred neural network weights in proportion to the amount of training data in order to help guard against overfitting.

The reduced-basis neural network framework significantly reduces the complexity of the neural network training by use of discretization independent dimension reduction techniques, but the choice of neural network architecture for the reduced basis restricted mapping is still an open question. While the linear dimension reduction via the reduced bases represents the compressibility of the map, the neural network architecture represents its nonlinearity. In this work, we propose a strategy for the construction of neural network architectures that constructively detects appropriate nonlinearity for the map. We propose the use of compressed nonlinear residual network (ResNet) layers between the coefficients of the reduced input and output bases. The fundamental reason for using ResNet architectures is that they can be tweaked to add expressive power and nonlinearity without severely distorting the existing representation; this is in contrast to other neural network architectures such as the fully-connected dense networks used in [8, 14]. This allows one to adaptively train and construct reduced basis ResNet architectures until overfitting is detected in a unified constructive training framework. As a point of emphasis, this approach removes the need for ad hoc neural network architectural depth hyperparameter calibration, in a similar spirit to the way the linear reduced bases remove this need for breadth.

We motivate this algorithm and architecture by building on recent approximation theory that conceives of ResNets as discretizations of “control flows” [16]. A control flow is a dynamical system that evolves given initial conditions to match a specified target state in a pseudo-time process by minimizing a related control objective function with respect to parameters of the ODE. ResNets can be seen as a discrete analog of the control flow ODE system, where initial conditions are input data and the corresponding target state is the output data, ResNet weights are the ODE control, and the control objective is the training objective. In [16], the authors are able to prove that under assumptions that are highly relevant to ResNets, control flows are universal approximators of $L^p$ functions on compact sets. The construction of their proof works by sequentially evolving local portions of input
data space to their targets in output data space; arbitrary accuracy can be achieved by a finite time control flow. This theoretical construction motivates both our neural network architecture, and our construction algorithm. We use low-rank ResNet layers that are active only in subspaces of the latent space dynamics one layer at a time; the nonlinear activation function has the effect of imposing additional compression, which concentrates the effects of given layers on the latent space evolution process. The layers are constructed and trained in a sequential process as is done in the proofs of [16]. We prove a universal approximation property of this neural network architecture for a class of parametric maps on compact sets.

We present numerical experiments on two parametric PDE problems, and an aerodynamic inverse shape optimization problem. In the PDE problems the reduced basis strategies represent finite dimensional approximations of infinite dimensional bases related to the continuum PDE problems. In these problems, significant dimension reduction can be exposed, and the adaptive reduced basis ResNet architectures outperformed the other neural networks we considered while maintaining low dimensional neural network weights. In the aerodynamic inverse shape optimization problem, the parametric mapping represented the map from wing design and flow constraints to the constrained drag optimal wing shapes. In this case, the parameters are low dimensional, so no input dimension reduction was needed, but the use of a POD basis was able to reduce the dimensionality by 95% and maintain superior performance to fully-connected encoder-decoder networks that have orders of magnitude larger weight dimensions. Numerical results demonstrate that the reduced basis adaptive ResNet strategy performs well on a variety of problems: from continuum PDE parametric maps to unstructured data coming from aerodynamic shape optimization.

1.1. Relevant work

A recent topic of interest in scientific machine learning is the deployment of neural networks as parametric surrogates [8, 17, 10, 11, 13, 18, 19, 20, 14]. Of particular relevance to this work are projection based parametric neural surrogates which seek to parametrize high dimensional maps by use of linear and nonlinear dimension reduction strategies [8, 17, 10, 19, 14].

Relevant to the view of the neural networks as discretizations of ODEs are the publications [21, 16, 22], which provide theoretical insight into the approximation capabilities of ResNets and relations with ODEs. The use of low rank residual network layers for non-spatial data has been proposed in
various works before, but has not been widely adopted \cite{23, 24}. Adaptive training has been proposed in recent works for ResNets \cite{25, 26}, and neural machine translation \cite{27} and has performed well. Distinguishing from these works, we use an approximation theoretic perspective to motivate the use of low rank ResNet layers, as well as adaptive construction and training. In our framework the low rank layers helps satisfy a requirement of the approximation theory for control flows that requires that nonlinear perturbations in ResNets work locally, and additionally the adaptive construction and training enriches the nonlinear expressive capabilities of the ResNet until an adequate approximation is obtained, all while keeping the deep neural network training problem manageable computationally.

1.2. Contributions

The fundamental contribution of this work is a neural network architectural framework for learning high-dimensional parametric maps via adaptively constructed reduced basis ResNets. This framework reduces the need for tuning key neural network architectural hyperparameters: breadth and depth. This framework builds on the reduced basis neural network paradigm which posits conditions for when appropriate reduced bases can be directly constructed to linearly compress high dimensional maps, which can then be non-linearly approximated by neural networks. In this work we contribute an algorithmic framework for a class of neural networks that allow one to detect appropriate nonlinearity via the use of low rank ResNet layers, which are constructed and trained adaptively, yielding practically good performance.

The contributions of the present paper are both approximation theoretic and algorithmic. We analyze the approximation properties of this class of neural network model culminating in a universal approximation property in Theorem 1. Additionally we analyze effects of practical significance such as statistical sampling error. We then present a constructive algorithm for the reduced space adaptive ResNets, which mirrors the approximation theoretic construction of ResNets as universal approximators \cite{16}. Specifically, in this work, the universal approximation property of ResNets is achieved by constructing right-hand sides of control flow ODEs that work on targeted regions of the latent space while leaving others untouched, and do so sequentially, eventually achieving a desired latent space mapping. These considerations inspire the use of low rank residual layers that work only on targeted regions of parameter space, and to construct them by the solution of sequential minimization problems.
While neural network theory posits the rich approximation capabilities for learning complex high-dimensional maps, a gap still exists between practice and theory, in part, because the way neural networks are trained is often quite different from the way they are proven to be universal approximators of various classes of functions. The philosophy of our approach is that the construction of a neural network should attempt to mirror the theory that proves the associated classes of neural networks are universal approximators. The benefits of our approach are demonstrated for challenging parametric mapping problems that demonstrate that our targeted reduced basis ResNet methodology is capable of achieving higher accuracies for limited training data than other contemporary strategies that we compared against. A schematic for the overall approach is shown below in Figure 1.

Figure 1: Schematic for Reduced Basis ResNet, for a particular choice of reduced dimension.

1.3. Notation and Assumptions

Throughout the paper we refer to $\nu$ as a probability measure, but since we work in finite dimensions we often denote the probability density function $\pi$ which we denote by the relationship $d\nu(m) = \pi(m)\,dm$. We consider the discrete Bochner space $L^2(\mathbb{R}^{d_M}, \nu; \mathbb{R}^{d_Q})$, which we denote $L^2_\nu$ for brevity. The norm for this space is defined by its square, $f \in L^2_\nu$ if

$$
\|f\|_{L^2_\nu}^2 = \mathbb{E}_\nu[\|f\|_{L^2(\mathbb{R}^{d_Q})}^2] = \int_{\mathbb{R}^{d_M}} \|f\|_{L^2(\mathbb{R}^{d_Q})}^2 \,d\nu(m) < \infty. \quad (1)
$$

In certain contexts, we consider other related Bochner spaces, e.g., restriction to the compact set $K \subset \subset \mathbb{R}^{d_M}$ yields the space $L^2(K, \nu; \mathbb{R}^{d_Q})$, or the restriction to the output reduced basis coefficient space yields the related Bochner space, $L^2(\mathbb{R}^{d_M}, \nu; \mathbb{R}^r)$; when we do so we will explicitly state this. At times,
for brevity of notation we use $\| \cdot \|_2$ to denote the vector $\ell^2$ norm as well as the induced matrix norm on the appropriate space. When considering issues of sample complexity we denote by $\mathbb{E}_{\{m_i \sim \nu\}}$ the conditional expectation with respect to a sample set of size $N$ of independent draws $\{m_i \sim \nu\}_{i=1}^N$.

For simplicity, we consider the mapping $m \mapsto q$ to be mean-zero. This is handled in practice by setting the last layer bias to be the mean of the data so the neural network learns only the perturbations from the sample mean. We consider the map to additionally be Lipschitz continuous, i.e., there exists constant $L_q$ such that $\|q(m_1) - q(m_2)\|_{\ell^2(\mathbb{R}^d)} \leq L_q \|m_1 - m_2\|_{\ell(\mathbb{R}^d)}$, and once differentiable with respect to $m$ in the context of active subspace.

2. Reduced-Basis Parametric Surrogates

This section discusses approaches for approximating high-dimensional parametric functions by restricting them to (linear) reduced bases of their inputs and outputs. This section establishes the objective of the next section: to learn the compressed nonlinear map by adaptively constructed ResNets. This section reviews some work from [8, 14] and the related references [28, 29, 30, 31]. Those familiar with reduced basis neural network methodologies can skip this section.

2.1. Compressing high-dimensional maps with reduced bases

Our target is learning high-dimensional parametric mappings that admit compressible representations. Such maps arise, e.g., in the discretizations of partial differential equations that have a direct dependence on a random parameter field (see e.g., [32] and the references therein). The mappings are compressible if just a limited number of basis vectors for the inputs and outputs of the map can provide a desired accuracy in approximating the map. Such compressed representations are referred to as input-output ridge functions. A ridge function is a composition of two functions $g \circ V_{rM}^T$, where $V_{rM} : \mathbb{R}^{d_M} \rightarrow \mathbb{R}^{r_M}$ is a linear mapping (a matrix in $\mathbb{R}^{r_M \times d_M}$), and $g : \mathbb{R}^{r_M} \rightarrow \mathbb{R}^{d_Q}$ is a measurable function. The ridge function mitigates the dependence on the input dimension $d_M$ by restricting the mapping to an $r_M$ dimensional subspace of $\mathbb{R}^{d_M}$. The dependence on the output dimension $d_Q$ can additionally be mitigated by employing a reduced basis for the output. Since we assume the map to be mean-zero, the representation is thus

$$q_{(r_M, r_Q)}(m) = \Phi_{r_Q} g_{r}(V_{rM}^T m),$$  

(2)
which mitigates high dimensional dependence \((d_M,d_Q)\) linearly via reduced bases of dimensions \((r_M,r_Q)\). For mappings that are not mean-zero, an affine shift is required. Given a desired tolerance \(\epsilon > 0\), a map \(m \mapsto q\) is linearly compressible in \(L^2(\mathbb{R}^{d_M}, \nu; \mathbb{R}^{d_Q})\) if there exists a ridge function \((2)\) such that

\[
\|q(r_M,r_Q) - q\|_{L^2_\nu} < \epsilon,
\]

given \(r_M \ll d_M\), or \(r_Q \ll d_Q\). In \([8, 14]\), reduced basis surrogate strategies based on proper orthogonal decomposition, Karhunen Loève Expansion (KLE) \([30]\), and active subspace (AS) \([31]\) are shown to have this compressibility, given sufficiently rapid decay on truncation errors related to these reduced bases. We review the main ideas here. Classically, the optimal output basis for representing the \(\mathbb{R}^{d_Q}\) output of a function in \(L^2(\mathbb{R}^{d_M}, \nu; \mathbb{R}^{d_Q})\) is given by the proper orthogonal decomposition (POD) \([28, 29]\), which is the eigenvector basis for the operator

\[
E_\nu[qq^T] = \Phi^{(POD)} \Lambda^{(POD)} \Phi^{(POD)T},
\]

sorted in descending order by eigenvalues \(\lambda_i, i = 1, \ldots, d_Q\). Due to the Hilbert-Schmidt theorem, the rank \(r_Q\) POD basis minimizes the following error

\[
\Phi^{(POD)}_{r_Q} = \arg\min_{P_{r_Q} \in \mathbb{R}^{d_Q \times r_Q}} \|q - P_{r_Q} q^T\|_{L^2_\nu}
\]

which makes it well suited to the task of constructing an output reduced basis for \(L^2_\nu\) maps. The \(\ell^2(\mathbb{R}^{d_M})\) optimal reduced basis for representing the uncertain parameter is the Karhunen Loève Expansion (KLE) basis \([30]\), which computes an eigenvector basis representation of the covariance of \(\nu\),

\[
C = E_\nu [(m - E_\nu[m])(m - E_\nu[m)]^T] = V^{(KLE)} \Lambda^{(KLE)} (V^{(KLE)})^T.
\]

When the mapping \(m \mapsto q\) is Lipschitz, the effects of the input parameter truncation on the output approximation can be conservatively bounded using the Lipschitz constant,

\[
\|q - q \circ V^{(KLE)}_{r_M} V^{(KLE)T}_{r_M}\|_{L^2_\nu}^2 \leq L^2_{q} \sum_{i=r_M+1}^{d_M} \lambda_i^{(KLE)},
\]

which is employed in \([31]\) Proposition 3.1 and \([8]\) Theorem 3.5. POD and KLE are analogous to principal component analysis (PCA) on the output
quantity of interest and input parameter respectively. When the mapping \( m \mapsto q \) has one parametric derivative, active subspaces (AS)\(^{31}\) can be used to construct a goal-oriented input reduced basis for the map using both derivative sensitivity and parametric uncertainty information. This is done by construction of an eigenvector basis for the generalized eigenvalue problem

\[
E_\nu [\nabla q^T \nabla q] v_i = \lambda_i^{(AS)} C^{-1} v_i, \tag{8}
\]

where \((\lambda_i^{(AS)}, v_i)_{i \geq 1}\) are the generalized eigenpairs sorted such that \(\lambda_i \geq \lambda_j\) for \(i < j\). Proposition 3.1 in \(^{31}\) establishes that for Gaussian measure \(\nu\), there exists a (conditional expectation) ridge function mapping \(q_{r_M}^{(AS)}\) (restricting the input parameter to the \(r_M\) AS basis) such that

\[
\|q - q_{r_M}^{(AS)}\|^2_{L^2_\nu} \leq \sum_{i=r_M+1}^{d_M} \lambda_i^{(AS)} . \tag{9}
\]

This bound removes the dependence on the conservative Lipschitz constant, suggesting that by incorporating the global sensitivities of the map (captured by the AS basis) one may be able to do better than truncation of the input parameter via covariance eigenvectors. This is observed numerically in \(^{14}\) and in Section 5. We note that KLE is simpler to compute, since AS requires additional parametric derivative computation. Scalable computation of AS requires that codes be equipped with adjoint or automatic differentiation procedures; finite differencing, while always an option yields worse computational complexity. Further discussion is outside the scope of this work. We refer the reader to Appendix A of \(^{14}\) for a discussion of scalable methods to compute the AS basis.

Approximation bounds can be derived to demonstrate the error of the approximation by reduced-basis conditional expectation ridge functions in the KLE, AS and POD bases; this is analogous to Proposition 2.2 in \(^{14}\), and part of the bounds in Theorem 3.5 in \(^{8}\). Without taking into account
the effects of statistical sampling error, these bounds can take the form:

\[
\|q - \hat{\Phi}_{r_Q}^{(POD,AS)} \hat{\Phi}_{r_Q}^{(POD,AS)} T q_{r_M}^{(AS)}\|_{L_2^p}^2 \leq 2 \sum_{i=r_M+1}^{d_M} \lambda_i^{(AS)} + 2 \sum_{i=r_Q+1}^{d_Q} \hat{\lambda}_i^{(POD)} \tag{10a}
\]

\[
\|q - \hat{\Phi}_{r_Q}^{(POD,KLE)} \hat{\Phi}_{r_Q}^{(POD,KLE)} T q_{r_M}^{(KLE)}\|_{L_2^p}^2 \leq 2 L_q^2 \sum_{i=r_M+1}^{d_M} \lambda_i^{(KLE)} + 2 \sum_{i=r_Q+1}^{d_Q} \hat{\lambda}_i^{(POD,KLE)} \tag{10b}
\]

In these bounds, the POD basis is not for the true mapping \(q\), but for the input-truncated ridge functions \(q_{r_M}^{(AS)}\), \(q_{r_M}^{(KLE)}\) respectively; this is denoted by the use of a hat (\(\hat{\cdot}\)). Let \(q_{r_M}\) generically stand for any input-basis truncated ridge function. We can see the spectral convergence of POD for \(q_{r_M}\) to POD for \(q\) by the following construction. Let \(e(m) = q(m) - q_{r_M}(m)\), by equations (10a, 10b). For any \(\epsilon > 0\) we can find \(r_M, r_Q\) large enough that the entire trailing sum is bounded by \(\epsilon^2\). By making use of Jensen’s, Cauchy-Schwarz, and triangle inequalities, we can bound as follows (here let \(\|\cdot\|_2, \|\cdot\|_F\) denote \(\ell^2\) vector norm and Frobenius matrix norm respectively):

\[
\|E_\nu[q q^T] - E_\nu[q_{r_M} q_{r_M}^T]\|_F \leq E_\nu[\|qq^T - q_{r_M} q_{r_M}^T\|_F] \\
= E_\nu[\|q e^T + e q^T - e e^T\|_F] \\
\leq E_\nu[\|q e^T\|_F + \|e q^T\|_F + \|e e^T\|_F] \\
= E_\nu[2\|q\|_2\|e\|_2 + \|e\|_2^2] \\
\leq 2 \sqrt{E_\nu[\|q\|_2^2]} \sqrt{E_\nu[\|e\|_2^2]} + E_\nu[\|e\|_2^2] \\
\leq 2\|q\|_{L_2^p}^2 \epsilon + \epsilon^2. \tag{11}
\]

Since the trailing sums in (10a) and (10b) can be minimized by choosing \(r_M = r_Q\), for simplicity we do so, and for the rest of this work we will refer to the reduced basis dimensions as \(r\). For simpler notation, we use \(\Phi_r\) instead of \(\hat{\Phi}_r\). Additionally, since the coefficients of a given input-output ridge function approximation are by definition truncated in the orthogonal complements of the input and output reduced bases, from this point forward we define the input-output ridge function in reduced representation. That is, \(q_r : \mathbb{R}^r \rightarrow \mathbb{R}^r\), which is extended to the full spaces by composition: \(\Phi_r \circ q_r \circ V_r^T : \mathbb{R}^{d_M} \rightarrow \mathbb{R}^{d_Q}\). We
use $\mathbb{R}^r \ni m_r = V_r^T m$ to represent the restriction of the input parameter to the input reduced basis.

2.2. Effects of statistical sampling error on reduced basis approximations

The reduced bases discussed in the previous sections are all formally defined as expectations of symmetric positive definite operators, and in practice have to be estimated via Monte Carlo integration (except for cases where the covariance $C$ of $\nu$, is known analytically by construction). We can generically state the reduced basis construction via the (possibly generalized) eigenvalue problem:

$$E_{\nu}[AA^T] \psi_i = \lambda_i B \psi_i.$$  (12)

In the case of POD $A = q(m), B = I,$ for KLE $A = m - m_0, B = I$ and in the case of AS, $A = \nabla q(m), B = C^{-1}$, noting that in the case of AS the covariance $C$ is usually known a priori and thus is not a source of statistical sampling error. As a first step in any of these computations there is first a Monte Carlo approximation of $E_{\nu}[AA^T]$, i.e., given independent sample data $\{A_i = A(m_i) | m_i \sim \nu\}_{i=1}^N$ we approximate

$$E_{\nu}[AA^T] \approx \frac{1}{N} \sum_{i=1}^N A_i A_i^T.$$  (13)

If we know a priori that we can bound sample variance as $\|E_{\nu}[A_i A_i^T - E_{\nu}[AA^T]]\|_2 \leq \sigma_A^2$, then we can obtain a typical $O(N^{-1/2})$ Monte Carlo bound for the matrix $\ell^2$ norm; see Appendix A.1. How the $O(N^{-1/2})$ Monte Carlo errors for the operator $E_{\nu}[AA^T]$ propagate through the solution of (12) to errors in the eigenvectors is in general not known (to the best of our knowledge). Indeed, these statistical sampling errors will introduce additional errors that propagate to the trailing sums used to select rank $r$ in (10a), (10b); in the presence of statistical sampling error, the choice of the rank $r$ should also depend on the amount of data used in the estimation for the basis. For the specific case of POD (and KLE when the covariance is approximated by Monte Carlo), a bound is established in (Theorem 3.4 [8]). In this case, the bound is obtained by coupling the sample approximation to the problem of finding an optimal rank $r$ reduced bases. For $m$ the rank $r$ basis optimality is measured in the $L^2(\mathbb{R}^{d_M}, \nu; \mathbb{R}^{d_M})$ norm, while for $q$ the optimality is measure in $L^2_\nu$. The same approach cannot be applied to AS since it is not optimal for representing $m$ in the parameter representation, i.e. the $L^2(\mathbb{R}^{d_M}, \nu; \mathbb{R}^{d_M})$
norm, but instead attempts to construct $m$ to reduce errors for $q$ in $L^2_\nu$. Other related bounds for Monte Carlo for AS are investigated in [33], and in a more general setting we note that subsampled eigenvectors are known to be good approximations of the true eigenvectors in settings such as matrix completion [34]. What matters most is not the norm of the error between two subspaces, but the *subspace angles*, since the neural network training can easily account for rotations within a fixed subspace, while the errors above suggest a much worse state of affairs in such a case.

Additionally, in high dimensions, (12) is typically solved matrix-free via randomized methods [35], which introduces an additional stochastic error in the approximation of the dominant matrix action on a randomly sampled basis. Thus in practice there may be multiple sources of errors. In the following proposition we give a bound for how input reduced basis errors affect approximations of ridge function approximations of Lipschitz maps.

**Proposition 1.** Bounds for the effects of input reduced basis errors on ridge function approximation.

Suppose there exists a ridge function approximation $q_r$ with orthonormal output reduced basis $\Phi_r$, and input reduced basis $V_r$, such that

$$
\|q - \Phi_r \circ q_r \circ V^T_r\|_{L^2_\nu} < \epsilon_{\text{ridge}},
$$

and additionally orthonormal $\widetilde{\Phi}_r$, general $\widetilde{V}_r$ are approximations of the reduced bases $\Phi_r, V_r$ respectively, such that

$$
\|\Phi_r - \widetilde{\Phi}_r\|_{L^2(\mathbb{R}^dQ \times r)} < \epsilon_{\text{output}},
$$

$$
\|V^T_r - \widetilde{V}^T_r\|_{L^2(\mathbb{R}^r \times dM)} < \epsilon_{\text{input}},
$$

and $q_r$ is Lipschitz with constant $L_{q_r}$, then

$$
\|q - \Phi_r \circ q_r \circ \widetilde{V}^T_r\|_{L^2_\nu} < 
$$

$$
\epsilon_{\text{ridge}}(1 + \epsilon_{\text{output}}) + \epsilon_{\text{output}}\|q\|_{L^2_\nu} + L_{q_r}\epsilon_{\text{input}} \left[ \sqrt{\text{tr}(C)} + \|m_0\|_2 \right]
$$

(17)

See Appendix A.2 for the proof. This bound shows that both the distribution $\nu$ and the worst case amplifications of the ridge function $q_{r,M}$ can amplify the input reduced basis errors. The effects of the distribution $\nu$ are decomposed into effects of the mean $m_0$ and the covariance $C$; a larger mean and more variance in the distribution (as encapsulation by $\text{tr}(C)$) can lead
to larger excitations in erroneous modes of $\hat{V}_{\nu}$, the worst-case propagation of these errors through the ridge function is captured by the Lipschitz constant $L_{q_{\nu}}$. The effects of the output basis error contribute mildly to the ridge function error but contribute another term involving the norm of $q$; if $\|q\|_{L_2^\nu}$ is very large, even small output basis errors can lead to large errors in absolute terms.

3. Learning Reduced Basis Mappings via Adaptive ResNets

In this section, we assume that we can approximate the map $m \mapsto q$ with acceptable accuracy by a reduced basis ridge function $\Phi_r \circ q_r \circ V_r^T \approx q$ with acceptably small $r$. The focus of this section is on how to construct a neural network $q_r(m_r) \approx f_{w,r}(m_r) = f(m_r, w) : \mathbb{R}^r \times \mathbb{R}^{d_w} \to \mathbb{R}^r$ parametrized by weights vector $w \in \mathbb{R}^{d_w}$ that can detect an appropriate nonlinear representation for the reduced basis mapping in one constructive process. This can be combined with the constructive procedures for linear reduced basis approximation discussed in the last section to yield a unified constructive framework, mitigating issues regarding architectural hyperparameter tuning for breadth and depth. Given appropriate input and output reduced bases $\Phi_r, V_r$, our goal is two-fold.

$G_1$. (Universal approximation): We seek a surrogate approximation strategy such that for any $\epsilon > 0$ there exists a neural network $f_{w,r}$, such that $\|q - \Phi_r \circ q_r \circ V_r^T\|_{L_2^\nu} < \epsilon$. Since we have already handled the breadth via linear dimension reduction, the limiting sense in which the neural network approximates the map is via addition of depth to the neural network architecture, which we take to loosely be related to the nonlinearity of the map $m \mapsto q$.

$G_2$. (Practical approximation) To have a reasonable algorithmic means of attempting to achieve high quality approximations, particularly given limited data. The sense in which the neural network is constructed ought to be connected to the sense in which the class of neural networks are universal approximators.

The reduced basis neural network can be thought of as a latent space mapping between the coefficients of the $r$ dimensional input reduced basis and the $r$ dimensional output reduced basis. The learning problem (with
But given the restrictions of the learned approximation \( f_{w,r} \) to only learn the representations in the \( r \)-dimensional coefficients of the reduced bases \( \Phi_r, V_r^T \), one can equivalently conceive of the learning problem in the space \( L_2(\mathbb{R}^r, \nu_{V_r}; \mathbb{R}^r) \) where \( \nu_{V_r} \) is the conditional measure for \( \nu \) corresponding to the sigma-algebra generated by the input reduced basis \( V_r \). The output is reduced by restricting the output learning problem to only the coefficients of \( \Phi_r \). The input space is reduced by the conditional expectation taken with respect to the sigma-algebra generated by the \( V_r \) basis, having the effect of marginalizing out contributions of the input uncertainty in the orthogonal complements of \( V_r \). We denote the change of variable via conditional expectation for the truncated input parameter by \( \mathbb{R}^r \ni m_r = V_r m \) for \( m \in \mathbb{R}^{d_M} \). The truncated input parameter is then sampled from the conditional probability measure: \( m_r \sim \nu_{V_r} \) restricted to the coefficients of the input reduced basis.

The universal approximation goal \((G_1)\) can be satisfied by any neural network architecture class that is proven to be a universal approximator of \( L_2(\mathbb{R}^r; \mathbb{R}^r) \) functions, of which there are many \cite{36,37,10,38,39}. This result can be extended to \( L_2(\mathbb{R}^r, \nu_{V_r}; \mathbb{R}^r) \) given different assumptions on the map and or the measure. For example, if the density function associated with \( \nu_{V_r} \) denoted by \( \pi_{V_r}(m_r) dm_r = dv(m_r) \) is essentially bounded (by \( C_{\pi_{V_r}} \)), then

\[
\int_{\mathbb{R}^r} \|f_{w,r}(m_r)\|_{L^2(\mathbb{R}^r)} \pi_{V_r}(m_r) dm_r \leq C_{\pi_{V_r}} \int_{\mathbb{R}^r} \|f_{w,r}(m_r)\|_{L^2(\mathbb{R}^r)} dm_r. \tag{19}
\]

A major issue for neural network based methods however is that \( G_1 \) does not necessarily guarantee \( G_2 \). Many such universal approximation theorems involve complexity estimates (depth, breadth) required to achieve a specific approximation accuracy. Obtaining such approximations in practice is still out of reach for many reasons such as the non-convexity of the neural network training problem. Making things more difficult, the means in which neural networks are trained in practice bears almost no resemblance to the proof mechanisms typically used to establish their universal approximation properties. Neural networks are often proven to be universal approximators by demonstrating that a specified class of neural networks can be used to construct approximating units, which in turn are capable of arbitrarily
well-approximating e.g., simple functions or polynomials; since these function classes are dense in $L^p$ functions, the universal approximation result then follows for $L^p$ spaces. In practice neural networks are trained via the solution of a stochastic nonconvex empirical risk minimization problem (the discrete analog of (19) over sample data). While the theory posits that for a given neural network function class the global minimizer of the optimization problem may correspond to a suitable neural network approximation, there are no guarantees that one will obtain such an approximation in practice.

Not yet taking into account the confounding effects of statistical sampling error, a fundamental issue in the gap between $G_1$ and $G_2$ is the complex relationship between the limiting sense of the approximation of a given neural network class (e.g., adding depth), and the associated training problem. While continually adding more representation complexity in a proof allows errors to be driven to zero, in many cases, modifying a neural network’s structure (e.g., adding a layer to a fully-connected network) significantly distorts the neural network mapping and requires re-training. Adding too much depth as well is problematic; the empirical “peaking phenomenon” [40] demonstrates that often as neural networks become more expressive they get more difficult to train in practice, and ultimately lead to worse performance. This phenomenon is observed in the numerical experiments in Section 5.

To address the aforementioned issues, we propose the adaptive construction of ResNet approximations of the reduced basis mapping between $\mathbb{R}^r$ and $\mathbb{R}^r$. ResNet layers are nonlinear perturbations of the identity map; at layer $l+1$ the hidden neuron representation $z_{l+1}$ is defined by the recurrence relation:

$$z_{l+1} = z_l + w_{1l} \sigma_l (w_{0l} z_l + b_l), \quad (20)$$

where $w_{1l}, w_{0l}^T \in \mathbb{R}^{r \times k}$, $b_l \in \mathbb{R}^k$ are weight arrays, $\sigma_l$ is an element-wise nonlinear activation function, and $k$ is the dimension of the nonlinearity added at each layer. The initial layer takes the input data $m_r$, and the last layer output approximates the target output data $q_r \in \mathbb{R}^r$. The fundamental observation is that the nonlinear approximation power of ResNets is in their depth, and of essential importance to this work, the architecture can be marginally perturbed, since adding a new layer with $\|w_{1l} \sigma_l (w_{0l} z_l + b_l)\|_2 \leq \epsilon$ perturbs $z_l$ by less than $\epsilon$. This is in contrast to other popular neural network building blocks such as dense feedforward; in this case the addition of a new neural network layer nonlinearly distorts the latent space mapping. For this reason ResNets can be trained and constructed iteratively in one
procedure, while fully-connected feedforward networks cannot. ResNets are capable of producing high quality approximations given few weight parameters, as noted in [38], the identity map adds significant expressive capabilities to the surrogate and requires no weights to do so. In what follows we are able to build on recent approximation theory [16] that connects ResNets with sequentially minimizing control flow ODE systems, and use this theory to prove that reduced basis ResNet architectures are universal approximators of $L^2_\nu$ functions, which satisfies our first goal ($G_1$). This conception of ResNets as discrete sequential minimizing flows motivates the practical adaptive ResNet construction algorithm that we present, which satisfies our second goal ($G_2$). Moreover, we discuss practical issues such as the effects of statistical sampling errors incurred in the neural network training (empirical risk minimization) problem.

3.1. ResNets and Control Flows

A residual neural network can be thought of as an explicit Euler approximation of a control flow ODE (often referred to as neural ODEs) [21, 16, 22]. The control flow evolves the input data $m_r \in \mathbb{R}^r$ to the corresponding target data $q_r(m_r) \in \mathbb{R}^r$ by finding a parametrization of the ODE that minimizes a specified objective function, in our case the square of the $L^2_\nu$ norm. This can thus be stated as an ODE optimal control problem with control variable $w(t)$:

$$\min_{w(t)} \|z(T) - q\|_{L^2_\nu}^2$$  \hspace{1cm} (21a)

$$\frac{dz}{dt}(t) = \phi(z(t); w(t))$$  \hspace{1cm} (21b)

$$z(0) = m_r = V_r^T m.$$  \hspace{1cm} (21c)

The right hand side that is the continuous time analog of (20) is

$$\phi(z, t) = w_1(t)\sigma(t)(w_0(t)z + b(t))$$  \hspace{1cm} (22)

where for each time $t$, $w_1(t) \in \mathbb{R}^{r \times k}, w_0(t) \in \mathbb{R}^{k \times r}, b(t) \in \mathbb{R}^k$, where $k \leq r$ is a architecture parameter, and $\sigma(t)$ is a nonlinear function that is applied elementwise. In [16], the authors show that a sufficient condition for the class of functional approximations by generating flows (21) to be universal approximators of continuous functions on compact sets is that functional
representation of the right hand side for the ODE satisfies conditions that are highly relevant to ResNets. First the class of functions for the right hand side is closed under affine operations, and second is that the closure of the class contains a “well function” that can be used to modify certain regions of $\mathbb{R}^r$ while leaving others untouched. For example, ReLU is a well function because it maps the entire left half-plane to zero. Many other popular activation functions in machine learning are well functions. Using the well function property, the universal approximation proofs in [16] construct sequential control flows that evolve local regions of latent space representation to continue moving trajectories of the initial condition data to their corresponding targets in the output. The locality of the action of the right-hand side of the control flow ODE is key to this proof construction; it additionally suggests choosing the layer rank hyperparameter $k \ll r$ has benefits beyond reducing the complexity of the weights. Indeed for a given ResNet layer mapping (20), the latent representation update $z_l \mapsto z_{l+1}$ modifies the latent representation in only the span of $w_{1l}$, in a mapping that is only sensitive to the latent representation in the span of $w_{0l}^T$. The nonlinear activation function has the effect of further concentrating this update as well adding the critical nonlinearity.

In a limiting fashion this construction proves that there exists a finite time ($T > 0$) control flow that can get arbitrarily close to approximating any continuous function on a compact set $K \subset \subset \mathbb{R}^d$. We extend this to our settings and state a representation error bound for reduced basis ResNet approximations of $L^2_\nu$ parametric mappings.

**Theorem 1. Representation Error Bound for Reduced Basis ResNet**

Given a parametric mapping $q \in L^2(\mathbb{R}^{d_M}, \nu; \mathbb{R}^{d_Q})$ that can be approximated by restriction to rank $r < \min\{d_M, d_Q\}$ reduced bases of the inputs with truncation error given by:

$$\|q - \Phi_r \circ q_r \circ V_r^T\|_{L^2_\nu} \leq \zeta_r < \infty$$

(23)

where $q_r : \mathbb{R}^r \to \mathbb{R}^r$ is a ridge function that approximates $q$ between the reduced basis for the inputs $V_r$ and the orthonormal reduced basis for the output $\Phi_r$. Assuming the density $\pi(m)dm = d\nu(m)$ corresponding to $\nu$ is essentially bounded, then for any compact set $K \subset \subset \mathbb{R}^{d_M}$ there exists an input-output projected ResNet $f_{w,r}(V_r^Tm)$ such that

$$\|q - \Phi_r \circ f_{w,r} \circ V_r^T\|_{L^2(K,\nu;\mathbb{R}^{d_Q})} \leq 2\zeta_r$$

(24)
and the depth of the ResNet is $O\left(\frac{T e^T |K|}{\zeta_r}\right)$, where $T$ is the time horizon for the associated control flow mapping that is the continuous time analog of the ResNet.

See Appendix A.3 for proof. Additionally noted in the appendix, are conditions under which the depth complexity can be reduced to $O\left(\frac{T |K|}{\zeta_r}\right)$, which is related to details of the construction of the control flow being approximated via explicit Euler.

Since the truncation errors can be made arbitrarily small by the choice of rank for the basis, this result establishes that high dimensional parametric mappings restricted to compact sets can be approximated arbitrarily well by reduced basis ResNets, and establishes an approximation bound that depends on the truncation error as a result of the projections, as well as the complexity in the ResNet approximation of the reduced ridge function. In particular when the high dimensional map can be well-approximated for $r \ll \min\{d_M, d_Q\}$ the weight complexity of the ResNet can be reduced significantly compared to overparametrized networks. As the result states, the ResNet depth is inversely proportional to the desired accuracy, and proportional to the size of the desired region where the map is to be approximated $|K|$, as well as a complexity upper bound for the approximation of the restricted nonlinear map via a control flow with time horizon $T$. Inner regular measures (such as Gaussians) can be approximated arbitrarily well on compact sets; that is, for any $\epsilon > 0$, there exists a compact set $K_\epsilon$ such that the measure of $K_\epsilon^c$ is bounded by $\epsilon$. Other distributions such as uniform distributions in finite dimensions trivially have compact support. This makes the result sufficiently general, however extending this result to all of $\mathbb{R}^{d_M}$ is tricky since the depth complexity for the ResNet is a function of $|K_\epsilon|$. More sophisticated bounds could make use of results in concentration of measure in order to mitigate the dependence on $|K|$.

The result hinges on the existence of a finite time horizon approximating control flow for the target function. Unfortunately the result does not say anything generally about how large $T$ is as a function of the complexity of the target function $q_r$. In the case of 1D-monotonic functions a bound is given in [16] in terms of the regularity of the target function; when the total variation of the Jacobian of the map is smaller, less time is needed to move the input data space to the output data space. In future work, we expect that these approximation rates can be extended to high dimensional non-monotonic functions; one would expect that smoother functions are easier to
3.2. Effects of Statistical Sampling Error and Training

In practice one does not have direct access to the statistical measure $\nu$, and instead integration with respect to $\nu$ is approximated empirically by Monte Carlo. This leads to empirical risk minimization over sample data $\{(m_i, q(m_i)) | m_i \sim \nu\}_{i=1}^N$,

$$\min_w \frac{1}{N} \sum_{i=1}^N \| q(m_i) - \Phi_r f_{w,r}(V_r^T m_i) \|_{L^2(\mathbb{R}^dQ)}^2$$  \hspace{1cm} (25)$$

and additionally the Monte Carlo approximations of the reduced bases (discussed in Section 2.2). At this point it is useful to bound the generalization gap, i.e., the difference between the empirical risk and expected risk obtained from the sampling of the reduced bases, and the solution of the empirical risk minimization problem. Such a bound requires delicate treatment due to the complex correlation between the statistically estimated reduced bases and solution to the empirical risk minimization problem, and is outside of the scope of this work. Typically such a bound would establish a sample complexity required for both the estimation of the reduced bases and the empirical risk function in order to achieve a certain generalization accuracy in expectation. In practice, however, it is worth noting that such a bound may be conservative, because the empirically trained neural network $f_{w,r}$ can make up for errors in the reduced basis approximations during training, while combined bounds may penalize the neural network for doing so. Achieving such a bound may be very complicated for deep neural networks due to the difficulty in unifying the associated approximation power of the function class and the effects of statistical sampling error. The interested reader can refer to e.g., [41, 42] for examples of such analyses, for e.g., linear regression.

In general, such bounds establish that while the reduced basis methods posit the existence of compressed representations of $q \in L^2_\nu$, statistical sampling errors may be a fundamental limitation to achieving such approximations in practice. Specifically such bounds are useful to demonstrate the trade-off between the sample complexity and the variance of what is being estimated statistically; when there is more variance, more samples may be needed to obtain faithful approximations. If such a bound exists, it may posit that with a sufficient amount of data to well approximate the reduced bases.

approximate.
and empirical risk function, one could in principle attain a sufficiently generalizable surrogate. This however can be misleading for deep neural networks due to the additional errors incurred in the neural network training, i.e., the difference between the global minimizer and the local minimizer achieved in practice. Such bounds are hard to approximate generally, and lie outside the scope of this work; but generally a gap in the optimization objective at an obtained local minimizer versus the objective function and (a) global minimizer represents another fundamental limitation for practical machine learning.

In summary our approach attempts to improve performance given limited samples by alleviating overparametrization in the limited data regime and limiting the need for architectural hyperparameter tuning. The goal is that by reducing the number of inferred weights, the ill-posedness inherent in the high-dimensional, limited data training problem will be ameliorated, and the weights that do get inferred are meaningful to the underlying map because they learn the mapping between only informed reduced bases of the inputs and outputs. The performance benefits of this approach are demonstrated in numerical experiments in Section 5.

4. Overview of Framework and Algorithm

In this section we overview the approach at a high level and discuss practical algorithmic considerations. The algorithm proceeds in two main stages: first linear dimension reduction via restriction to $\Phi_r, V_r$, then adaptive construction of the nonlinear representation of the mapping between the two bases.

4.1. Step 1: Linear Dimension Reduction

The first step is of critical importance, since if the bases $\Phi_r, V_r$ are not chosen wisely, critical information for the mapping $m \mapsto q$ will be lost by the effects of the basis truncations. This step involves two decisions, first: what are appropriate $\Phi_r, V_r$, and second what is an appropriate basis dimension $r$. In Section 2 we discuss error bounds for POD, KLE, and AS that can be used to guide the choice of the basis dimension for these three bases. In the case of POD, appropriate choice of $r$ is dictated by the decay of the eigenvalues of $E[qq^T]$ which are empirically estimated in the computation of the POD basis. Additionally one can non-intrusively estimate the related error $\| (I_{d_q} - \Phi_r \Phi_r^T) q \|_{L^2}$ via sample average approximation in order to check
if a given $r$ is appropriate for a desired error tolerance (up to the effects of statistical estimation error). The story is not quite the same for the choice of $r$ for KLE and AS. In the case of KLE, the error estimations involve both the eigenvalue decay of the covariance $C$ as well as the Lipschitz constant for $q$. Estimating an appropriate choice of KLE basis rank using this bound thus would involve an empirical estimation of the Lipschitz constant for the map; and since this bound is conservative it may suggest a much larger basis rank than what is actually required in practice. For active subspace the error estimations are related to the generalized eigenvalue problem for the construction of the AS basis \cite{1806.09397}, so like POD the appropriate choice of rank for AS can be estimated directly from computations used in the construction of the basis (again up to the effects of statistical estimation error). Unlike POD, however for both AS and KLE, the additional error estimation $\|q - q \circ V_r V_r^T\|_{L^2_\nu}$ cannot be estimated non-intrusively. Indeed doing so requires additional queries of the expensive map $m \mapsto q$, which may be better spent on the computation of additional training data. In all cases, one should take into account statistical estimation errors when estimating appropriate $r$ for any basis that requires Monte Carlo approximation. The linear dimension reduction ideas in Section 2 are sufficiently general to be extended to other settings; we discuss POD, KLE and AS because of their connection to $L^2_\nu$ functions. In our construction we assumed $q$ to be mean zero. This assumption can be handled at this step by using a sample average mean of the outputs $q$ as a last layer bias, so that the neural network in the next step just focuses on learning the deviations from the sample average mean via the reduced basis ResNet.

4.2. Step 2: Adaptive Nonlinear Learning

In this step the nonlinear ResNet approximation of the mapping $\mathbb{R}^r \ni V_r^T m \mapsto \Phi_r^T q(m) \in \mathbb{R}^r$ is learned. Step one decides an appropriate choice of $r$. Left to be decided in this step are the choice of activation function $\sigma$, the layer rank $k$, and the depth of the ResNet approximation. The choice of activation function should be guided by the well function property discussed in \cite{1606.06115}; e.g., popular activation functions ReLU, softplus, sigmoid, etc., satisfy this property. As discussed in Section 3 we suggest taking $k \ll r$ because learning compressed (low-dimensional) modifications of the latent space representation is fundamental to the universal approximation property of control flows; additionally it has the additional benefit of keeping the weight dimension small, making the associated sequential optimization problems simpler.
For the sake of simplicity, choosing the activation function and layer rank to be fixed for all layers, the final architectural hyperparameter, the depth, is found algorithmically.

The reduced basis ResNet is constructed iteratively, layer by layer, with a few decisions required by the user to decide how the training is done, and when to stop. We suggest using stochastic optimizers that are typical to neural network training (e.g., Adam or stochastic gradient descent), for the layer-wise training. In order to avoid overfitting early in the algorithm, we suggest deliberately under-training at each iteration of the algorithm. A major decision for the approach is what is trained at each iteration? In the truly sequential control flow problem, one would train only the most recently added layer, leaving all of the previous layer weights fixed. Training all layers in each iteration, while adaptively adding layers has the benefit of a larger configuration space for the optimizer to explore. The last major decision for the algorithm is when to terminate: we suggest monitoring a discrepancy between the validation accuracy and training accuracy, and to use this as a heuristic estimate of over-fitting. In the sequential training version of the algorithm, once over-fitting is detected, the previous layers can be frozen, and the algorithm can continue to see if adding additional layers (trained one-by-one) improves the accuracy; this has been a useful strategy for us in practice. In the case that all layers are trained at once, the over-fitting heuristic can be used to terminate the construction of the ResNet. After the neural network is constructed we suggest doing one additional end-to-end training in order to see if the approximation can be improved. In our experiments, we use the Adam optimizer for the constructive phase of the algorithm and a stochastic Newton-based neural network training algorithm with small step sizes [43, 44], which empirically helps improve generalization accuracy when close to a local minimum. We give an overview of all steps of our method in Algorithm 1.
**Algorithm 1** Reduced Basis ResNet Construction

1: Given reduced bases for inputs and outputs: $V_r, \Phi_r$, and sample data
   \[ \{(m_i, q_i)|m_i \sim \nu\}_{i=1}^{N} \]

2: $z_0(m) = V_r^T m$ (truncated representation of input data)

3: \[ b_Q = \frac{1}{N} \sum_{i=1}^{N} q_i \]

4: $l = 0$

5: **while** Validation accuracy is increasing **do**

6: \[ l = l + 1 \]

7: Partially train Projected ResNet $f_{w,r}(m) = \Phi_r z_l(m; w) + b_Q$
   via empirical risk minimization for a small number of epochs
   (e.g., using Adam, with fixed batch, step length),
   with added ResNet layers, i.e.,
   \[ z_l(m; w) = z_{l-1}(m) + w_{l-1,1} \sigma(w_{l-1,0} z_k(m) + b_{l-1}) \text{ as in (20)} \]

8: **end while**

9: One final end-to-end training (using stochastic Newton optimizer)

10: **return** Projected ResNet $\Phi_r \circ f_{w,r} \circ V_r^T + b_Q \approx q$

---

5. Numerical Experiments

We investigate the performance of adaptive reduced basis ResNets on problems stemming from parametric PDE maps, and an aerodynamic shape optimization problem. We compare our proposed adaptively trained reduced basis ResNets to various other architecture strategies such as end-to-end trained reduced basis ResNets, reduced basis dense networks, and encoder-decoder networks where pre-computed reduced bases are not used. In the case of end-to-end trained reduced basis ResNets, the same architectures are used as in the adaptively trained analog, however all layers are trained at once, instead of using the adaptive construction and training delineated in Section 4. The reduced basis dense networks use fully-connected dense networks to learn the mapping between the same reduced bases used in the reduced basis ResNets. In the case of the encoder-decoder networks, no pre-computed reduced bases are used in the construction of the network, and instead the network learns input and output subspaces as the first and last layers of the networks; thus in this case the weight dimensions depend directly on $d_M, d_Q$. For the encoder-decoder networks we use both ResNet representations as well as fully-connected dense layers; descriptions and names for these networks are given in each example. For each set of results we demonstrate the perfor-
mance of the different architectures in relation to the number of data samples seen during training, as well as in relation to differing depths and breadths.

For all numerical results we train the networks using the Adam optimizer, with step length $\alpha = 10^{-3}$. We use Glorot uniform initialization in TensorFlow [45], and no regularization for the empirical risk minimization. For all networks except for the dense reduced basis networks, we found using small batch sizes of 2 improved the training, and all of these networks were trained for 50 total epochs (in the case of the adaptive training, these epochs are split among individual trainings). In the case of the reduced basis dense networks, larger batch sizes with more optimization epochs were required than the other methods. For the parametric PDE problems we additionally employed a Newton optimizer for a final training for all networks, which led to improved performance, as discussed in Appendix C. We use softplus activation functions for all networks, which were found to work better than other activation functions. Additionally we set the layer rank $k = 4$ for all problems, satisfying $k \ll r$ as was discussed in previous sections. For simplicity we consider the effects of adaptive depth-wise training with pre-defined fixed terminating depths. This algorithm can be modified to instead implement termination criteria, as is discussed in Section 4.

In summary the numerical results demonstrate that the reduced basis ResNets are able to outperform the other methods, in particular given few training data, and when $d_M$ and $d_Q$ are very large. These methods kept the weight dimensions $d_W$ very small, and the iterative learning of compact perturbations in the reduced basis latent space led to a robust algorithm for adding nonlinearity to the surrogate approximation.

5.1. Learning Parametric PDE Maps

We consider parametric PDE problems, where $m$ represent a random coefficient field that parametrizes the PDE, and $q$ represents an output function of the PDE state. We consider two cases: $q$ represents the full state, and $q$ represents a pointwise observation operator applied to the state, as is common in inverse problems. In both cases we use centered Gaussian distributions $\nu = \mathcal{N}(0, \mathcal{C})$ for the parameter field. Here $\mathcal{C} = \mathcal{A}^{-2}$ is a trace-class Matérn covariance, where the elliptic operator $\mathcal{A}$ is defined as

$$\mathcal{A} = (\delta I - \gamma \Delta)$$

in the physical domain $\Omega$, and solved with homogeneous Neumann boundary conditions. The correlation structure for the distribution $\nu$ depends on the
choices of \( \delta, \gamma \); spatial correlation length is dictated by the ratio \( \sqrt{\frac{\delta}{\gamma}} \) and for fixed correlation length the marginal variance is reduced by making \( \gamma \) and \( \delta \) larger. For these problems we use a sample approximation of the \( L^2_{\nu} \) accuracy to measure the performance of a network, which we define as

\[
L^2_{\nu}\text{ accuracy} = 1 - \sqrt{\mathbb{E}_\nu \left[ \frac{\| q - f \|^2_{L^2(\mathbb{R}^dQ)}}{\| q \|^2_{L^2(\mathbb{R}^dQ)}} \right]}.
\]  

(27)

In order to emphasize the sensitivity to the training data, we rerun each test for 5 different instances of training data and report median plus or minus one fifth credibility intervals. For the active subspace projector computation we use 128 samples; this requires additional offline computations as discussed in Section 2.

5.1.1. Poisson Parameter-to-State Map

We first consider a Poisson problem in a unit square physical domain \( \Omega = (0, 1)^2 \), where the parameter \( m \) represents a log-normal diffusion coefficient. This is a common test problem in parametric PDE inverse problems. This example is taken directly from a tutorial for hIPPYlib [46].

\[
-\nabla \cdot (e^m \nabla u) = 0 \text{ in } \Omega \\
u = 1 \text{ on } \Gamma_{\text{top}} \\
e^m \nabla u \cdot n = 0 \text{ on } \Gamma_{\text{sides}} \\
u = 0 \text{ on } \Gamma_{\text{bottom}}
\]

Random Parameter

Poisson True State

Figure 2: Left: sample of parameter \( m \), right: corresponding state solution.
We discretize $\Omega$ with a uniform $64 \times 64$ mesh, using linear finite elements for both $m$ and $u$. We use linear and quadratic basis functions for $m$ and $u$ respectively; the resulting input and output dimensions are thus $d_M = 4,225$ and $d_Q = 16,641$. The PDE state is driven by the boundary conditions: Dirichlet on $\Gamma_{\text{top}} = \partial \Omega \cap \{x \in \Omega \mid x_2 = 1\}$ and $\Gamma_{\text{bottom}} = \partial \Omega \cap \{x \in \Omega \mid x_2 = 0\}$. Homogeneous Neumann boundary conditions are used on $\Gamma_{\text{sides}} = \partial \Omega \setminus (\Gamma_{\text{top}} \cup \Gamma_{\text{bottom}})$. This problem demonstrates a key issue that makes parametric PDE learning hard at scale: discretizations of fields can get very large (e.g., millions or billions), and learning a mapping between two high-dimensional fields given limited training data is severely ill-posed. This problem is an excellent demonstration of the benefits of the reduced basis neural network methodology, since for this coercive elliptic problem the mapping $m \mapsto q$ is highly compressible, as our results demonstrate.

For this problem we test a number of neural network architectural strategies: we use AS-to-POD reduced basis architectures [14] which we refer to as DIPResNet and DIPNet in the fully-connected dense case, and additionally the KLE-to-POD analog [8] which we analogously refer to as PCAResNet and PCANet. Numerical results demonstrate that the adaptive training of the ResNet improved accuracy over an end-to-end training, and additionally that the ResNet architecture led to a better, more compact representation than the fully-connected dense representation for the reduced basis mapping (DIPNet and PCANet). Due to the high-dimensional nature of the inputs and outputs for this problem we were not able to reliably train fully-connected dense networks without the use of reduced basis dimension reduction, and therefore these networks were omitted. Indeed, the inability of black-box neural network representations to approximate the input-output map motivates the developments presented here. For an encoder-decoder network that does not employ a reduced basis computed offline, we train an adaptive ResNet where the input and output layers are also trained from a random initial guess. The architecture is the same as DIPResNet and PCAResNet, but the reduced bases are found in the neural network training instead of via a priori computation. We refer to this network as an “Adaptive Encoder-Decoder” in Figure 4.

For each run we compare the effects of breadth, depth, and training data on the generalization accuracy of the surrogate. We use a total of 512 testing data. We begin by noting that the fully-connected dense DIPNet and PCANet were hard to train for this problem. In our experience the DIPNet dense network is somewhat sensitive to hyperparameters of the optimizer.
(which optimizer, step size, etc.). In [14] an inexact Newton CG optimizer with a line search and large batch size was used to obtain the best performance. Here we use Adam with batch size 32 and the results do not compare favorably with the analogous ResNet.

Figure 3: Comparison of different AS reduced basis networks. In all cases the adaptive DIPResNet outperforms the other networks, the identical end-to-end network trained in one shot yielded poorer performance than the adaptively trained network. The DIPNet architecture that uses a fully-connected dense representation of the reduced basis coefficient mapping performed worse than both DIPResNets. Similar results hold for PCA based architectures.

Next we demonstrate how the reduced basis neural network strategy compares to an identical ResNet structure, but where the bases are taken to be neural network weights, and are learned during the neural network training problem. Note that the weight dimensions for this network increase by several orders of magnitude.

Figure 4: Comparison of adaptively trained ResNets. Two reduced basis strategies (DIPResNet which uses AS input basis, and PCAResNet which uses KLE input basis) are compared to an encoder-decoder strategy where the input and output bases are learned from a random initial guess via training. In all cases the DIPResNet network wins. In the right plot, the breadth and depth of the network are increased dramatically, and in this case the PCAResNet performs more similarly to the DIPResNet.
Figure 4 demonstrates that the map is remarkably compressible: indeed approximation using a rank of only 5 of the 4,225 to 16,641 dimensional map was able to achieve > 92.5% accuracy (with the DIPResNet). This result required adaptive training. The nonlinear encoder-decoder network was not able to capture this low dimensional map. As depth and breadth were added to the architecture, however the encoder-decoder structure began to improve, and the differences between the AS basis and the KLE basis became much smaller. Since the linearized PDE map shares similar eigenvalue structure to the covariance $C$, we would expect AS and KLE to perform very similarly asymptotically.

What is remarkable about this approach is the scalability of the ResNet architectures. Indeed, with well chosen reduced bases, models with weight dimensions in the hundreds to thousands can give reasonable parametric approximations of these high-dimensional maps. For this case the encoder-decoder strategy eventually performs more similar to the DIPResNet and PCAResNet, but it requires $O(10^5)$ weights to catch up to the mere thousands the ResNet needs. When $d_Q, d_M$ are in the millions of dimensions the encoder-decoder ResNet strategy is no longer viable. Indeed for $d_Q, d_M$ in the tens of thousands, we were no longer able to train fully-connected encoder-decoders reliably.

5.1.2. Helmholtz Parameter-to-Observable Map

We next consider a parametric map arising from a Helmholtz problem, which represents acoustic wave scattering in a heterogeneous medium. The construction of accurate and inexpensive surrogates from limited training data would make tractable the solution of high dimensional Bayesian inverse problems and Bayesian optimal experimental design problems, in particular those governed by wave propagation [47, 48, 49, 50, 51, 52]. In this problem the parameter $m$ represents an uncertain medium, and the quantity of interest $q$ is the pointwise observation of the corresponding total wave field $u$ at 200 points $x_i \in \Omega = (0, 3)^2$, which is the physical domain.
\[-\Delta u - e^{2m} k^2 u = f\]
\[\text{in } \Omega = (0, 3)^2\]
PML on \(\partial \Omega \setminus \Gamma_{\text{top}}\)
\[u = 0 \text{ on } \Gamma_{\text{top}}\]
\[q(m) = [u(x_i, m)]\]

For this problem the wavenumber is 4.55. The right hand side \(f\) is a unit point source located at \(x = (0.77, 2.5)\). The perfectly matched layer (PML) boundary condition approximates domain truncation for a semi-infinite domain (waves are allowed to exit the sides and bottom without reflection). A homogeneous Dirichlet boundary condition imposed on \(\Gamma_{\text{top}} = \partial \Omega \cap \{x \in \Omega | x_2 = 3\}\) has the effect of reflecting waves back. Our observations take place near the top boundary as would be done in an acoustic scattering inverse problem. This has the effect of complicating the observations due to the reflections. We use a 128 \(\times\) 128 mesh and linear finite elements and linear basis functions for the parameter \(m\), making \(d_M = 16,641\) for this problem. We use quadratic basis functions for the state \(u\). This problem has a complicated oscillatory response surface and demonstrates the benefit of AS basis for capturing complex mappings.

Similar to the last problem, the dense DIPNet and PCANet architectures required more extensive optimization hyperparameter tuning to achieve desirable accuracy. We omit the comparison to these methods noting that both
DIPResNet and PCAResNet uniformly outperformed DIPNet and PCANet in our numerical experiments. Instead for this problem we focus our comparison on a class of networks we were unable to train for the Poisson example due to the large input and output dimensions. In this case since $d_Q$ is 2 orders of magnitude smaller, we were able to reliably train fully-connected dense encoder-decoder networks. For this problem these networks have appropriate nonlinearity for capturing the oscillatory parameter-to-observable maps. We consider a “full dense” network that learns the full 16,641 to 200 mapping with 200 dimensional hidden layers, and a “truncated dense” network that uses the same rank $r$ as the reduced basis ResNets for the hidden layer representations. As was stated prior, all networks have the same depths and use the same activation functions.

We begin by considering a case of depth 5, starting with breadth $r = 32$ and increasing it to enrich the basis function representation. Figure 6 shows that the adaptively trained DIPResNet outperformed all other models until the over-parametrized full dense model began modestly outperforming the breadth 32 depth 5 adaptively trained DIPResNet at around 1500 training data; this is an expected result in machine learning: overparametrized networks should have superior performance in the high data limit (note however that the full dense strategy is not scalable and will suffer with mesh refinement; see [14]). Additionally this Figure compares the performance of the DIPResNet (which used the active subspace basis) vs PCAResNet. This plot shows that while the two architectures initially have similar performance characteristics in the extremely low training data limit, the DIPResNet significantly outperforms the PCAResNet as more training data become available. Additionally, the adaptive PCAResNet outperforms the end-to-end trained DIPResNet until about 3,000 training data. This plot demonstrates that both the map informed reduced basis (AS) and the adaptive training strategy help improve accuracy when few training data are available.
Figure 6: Comparison of networks for depth = 5, breadth = 32. Since the input and truncation is significant for this problem the full dense network is able to outperform the reduced basis strategies, including the adaptive DIPResNet strategy, given enough data. The adaptively trained reduced basis ResNets outperform the end-to-end trained analogs, as in the last example. The DIPResNet significantly outperforms the PCAResNet in this case demonstrating the power of the AS reduced basis.

Since the output of the Helmholtz problem is highly oscillatory we need larger reduced basis representations to faithfully capture \( q \). Figure 7 demonstrates the effects of enriching both the input and output basis representations (as well as increasing the intermediate hidden neuron representations in the truncated dense network). As more basis functions are added to the inputs and outputs, the adaptively trained DIPResNet reliably outperforms the over-parametrized fully-connected dense network.
Figure 7: Comparison of networks for depth = 5, breadth = 64. Doubling the reduced basis dimension for the adaptive DIPResNet allowed it to capture enough sensitive modes of the map to outperform the overparametrized full dense network. The truncated dense network was still unable to catch up to DIPResNet, but outperformed the PCAResNets. Similar results to Figure 6 hold where DIPResNet outperforms PCAResNet, and adaptive training outperforms end-to-end training.

In the next set of numerical experiments, we study the effects of increasing the depth of the networks; in particular we are interested in robustness of the architectural strategies to added depth. In comparison to the depth 5 networks, Figure 8 demonstrates that the ResNet strategies are robust to adding more depth, while the full generic network tends to suffer. Interestingly the end-to-end trained ResNets are able to perform better as more depth is added, but the dense networks are not.
Figure 8: Comparison of networks for depth = 10, breadth = 48. As depth is added to the network the full dense network becomes harder to train (the “peaking phenomenon”), the truncated dense still performs reasonably well. The DIPResNet architectures were robust to the effects of adding depth, and gave good performance as more layers were added. Interestingly the end-to-end DIPResNet performed better than in the depth 5 cases. The PCAResNet methods did not perform well, demonstrating the inability of the KLE basis to capture the map sensitivity adequately.

As the numerical results demonstrate, the adaptive DIPResNet is well suited to this Helmholtz problem, along with the fully-connected dense encoder-decoder networks (i.e. full dense and truncated dense). We note however that, as the previous example demonstrated, when $d_Q, d_M$ get too large, fully-connected dense encoder-decoder strategies are no longer viable. The compressed adaptive ResNet can still produce good approximations in this case. For a similar Helmholtz problem in [52], adaptively trained DIPResNets were capable of significantly accelerating the solution of Bayesian optimal experimental design sensor selection problems, producing accurate approximations of normalization constants for expected information gain computations.

5.2. Learning Inverse Aerodynamic Shape Optimization Maps

In the previous two examples, the parametric surrogate can help accelerate the solution of complicated outer-loop problems by substituting the surrogate for a complex PDE solve in the inner loops. This strategy reduces the costs by cheapening the per-iteration cost significantly. Another, possibly bolder strategy is to attempt to learn the solution of the outer-loop problem directly. In this example we define a parametric map by the solution of an aerodynamic shape optimization problem for the shape variables $q(m)$ as a function of inputs $m$ which represent design and flow constraints. The four
inputs are a specified lift coefficient \(C_L\), a specified bound on a moment coefficient \(C_M\), a specified Reynolds number \(Re\), and a lower bound for the volume, \(V_{lb}\) in the interior of the 3D wing. The input parameters define a constrained optimization problem for the wing shape, which is stated as:

\[
\begin{align*}
\min_{q, \alpha, \text{AoA}} & \quad C_D(q, \alpha; M, Re) \\
\text{subject to} & \quad C_L(q, \alpha; M, Re) = p_1 \\
& \quad C_M(q, \alpha; M, Re) \geq p_2 \\
& \quad V(q, \alpha; M, Re) \geq V_{lb}
\end{align*}
\]

The CFD optimization problem seeks to find the optimal shape \(q\) and angle of attack that minimize the drag coefficient \(C_D\) of the wing, subject to the constraints on \(C_L, C_M,\) and the volume \(V\). The scalar variables \(C_D, C_L\) and \(C_M\) depend on \(Re, q\) and \(\alpha\) through the solution of a Reynolds Averaged Navier-Stokes (RANS) CFD model. We sample the four input parameters \(m = [p_1, p_2, Re, V_{lb}]\) from a uniform distribution that is based on a wing design problem defined by the Aerodynamic Design Optimization Discussion Group (ADODG) of the American Institute of Aeronautics and Astronautics (AIAA). The uniform intervals are \(p_1 \in [0.2, 0.4], p_2 \in [0.8V_{ref}, 1.0V_{ref}], \) and \(Re \in [10^5, 10^7]\), where \(V_{ref}\) is a reference lower bound defined in the ADODG problem formulation. The shape is represented by 200 free form deformation (FFD) points that represent the smooth aerodynamic surface via spines, and additionally a 9 dimensional twist parameter.
represents how different cross-sections of the wing rotate relative to a fixed initial frame of reference. In this work we only learn the 200 dimension FFD points; the twist representation was easily captured by a small 4-to-9 full-connected dense networks. For the problem we consider, the design constraints are low dimensional \( d_M = 4 \), and the design dimension is medium dimensional \( d_Q = 200 \); we demonstrate the usefulness of the adaptive reduced-basis ResNet strategy for problems of more modest dimensionality than the previously discussed PDE maps.

A note on the significance of this example, and the corresponding accuracies. We observe the FFD points are a conservative quantity of interest; the accuracies in the optimal wing shape, and the optimal objective \( C_D \) tend to be much better. In experiments a network that was 93.2\% accurate in the \( L^2 \) metric corresponded to an optimal wing shape that was 99.98\% accurate in the \( C_D \) for data not seen during training. This came at a measured speedup of \( 6 \times 10^7 \) over the 3D CFD shape optimization. For more information, we refer the reader to Appendix B for a more detailed discussion of the problem description.

In this problem the input dimension is small so we do not use any input dimension reduction. Instead we reduce only the 200 dimensional output, using POD. Thus the truncation errors in the analysis apply only to the output representation. For these numerical results we use a \( r = 10 \) dimensional POD basis for the output representation. As a first step in the projected ResNet, we prolongate the 4 dimensional inputs to the 10 dimensional representation using a linear neural network layer (\( 10 \times 4 \) matrix with an affine shift), which is learned during training. The ResNet then learns the mapping between the prolongated input data representation and the 10 dimensional output basis for POD. We refer to this network thus as PODResNet. We compare adaptively trained PODResNet to end-to-end trained PODResNet. We compare these strategies to fully-connected dense encoder-decoder networks which use the full 200 POD dimension (“full dense” as in the last example), and which use the same 10 dimensional hidden layer representation as the PODResNet (“truncated dense” as in the last problem). We study the effects of the size of the training data and the depth of the neural networks. We repeat runs over 20 different independent shuffles of a larger dataset of training data. We report median generalization accuracies \( \pm 30\% \), as well as the maximum accuracies in some cases. We begin by studying a comparison of the different networks for the depth 5 case.

Overall, the networks tend to perform more similarly to each other in
these sets of example than in the previous PDE examples; we believe this is due to the relatively modest dimensionality of the problem. However the adaptively trained PODResNet is still able to outperform all of the other strategies. Figure 10 demonstrates that the adaptive PODResNet outperforms all of the other networks, and for modest depth, the truncated dense and end-to-end PODResNet performed worse than the full dense and adaptive PODResNet. Figure 11 demonstrates that as we increase the depth the adaptive PODResNet still performs the best, but the end-to-end PODResNet performs better than in Figure 10, as was also the case in previous examples. Figures 11 and 12 together in comparison to Figure 10 demonstrates that the addition of depth significantly deteriorates the performance of the fully-connected dense encoder-decoder networks, while the adaptive ResNet architectures perform well, and are robust to the addition of depth.

Figure 10: Comparison of networks for depth = 5. The adaptive ResNet strategy outperforms the dense strategies in the low data limit. However the full space dense network is able to perform about as well once around 100 data become available. The truncated dense networks and end-to-end ResNet perform worse.
Figure 11: Comparison of networks for depth = 10. The adaptive PODResNet is still the best. Increasing the depth has the effects of deteriorating the performance of the full dense and truncated dense networks, as well as improving the performance of the end-to-end PODResNet.

Figure 12: Comparison of networks for depth = 20. We observe the “peaking phenomenon” for FD: given limited data the 20 layer fully-connected high-dimensional network is unable to yield generalization accuracy that similar architectures with less depth are able to achieve.

These numerical results show that the adaptive ResNet strategy can outperform conventional black-box neural network strategies when limited data are available, which is critical because each data point amounts to solution of a full CFD-based shape optimization problem. Additionally the results show that the adaptive ResNets do not suffer from the degraded performance due to adding more depth that the dense feedforward networks do.
6. Conclusion

We have presented a constructive architectural framework for parametric deep learning in the form of adaptively trained reduced-basis ResNets. Appropriate linear compressibility of the high-dimensional map can be detected via reduced basis techniques in a constructive manner, equipped with rigorous approximation error bounds. The fundamental contribution of this work is to constructively build nonlinear approximations of the compressed map between the spaces spanned by the reduced bases, and to do so with good performance. By posing the reduced basis latent space learning problem as a sequential minimization problem, and equivalently as an architectural construction algorithm, we can achieve good approximation by deep networks, while simultaneously detect appropriate breadth and depth.

The proposed methodology performed well in three different high-dimensional learning problems, and demonstrated the viability of parametric machine learning in very high dimensions, for problems that admit compressible structure. This is a critical need for outer-loop problems, that require many queries of \( m \mapsto q \), a task that may be intractable in practice (such as the 3D CFD shape optimization presented here). When reasonable surrogate accuracies can be achieved for limited training data, the capabilities for solving outer-loop problems can be extended significantly.

Conventional wisdom in machine learning suggests that the best strategies for approximating input-output mappings is to build overparametrized neural networks, which may have much larger weight dimensions than the available training data cardinality. The associated large configuration spaces give the optimizer more freedom to avoid spurious stationary points, and better fit the data. The typical setting for machine learning, however, is “big-data,” where large training datasets are available for the empirical risk minimization problem (or the model is already initialized well, e.g., transfer learning). In the setting that we are concerned with, the opposite is seen to hold, that when one can afford just a few samples of a very high dimensional map, it can be a liability to overparametrize.

A last advantage worth noting is the computational economy of our proposed approach. Improving the computational economy of neural networks, (e.g., “pruning” [53]) is an issue of recent concern. In order to scale machine learning models to energy and memory constrained environments, parsimonious network surrogates are needed. This approaches attempts to build an already “pruned” model from knowledge of the structure of the input-output
map.
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Appendix A. Analysis

Appendix A.1. Monte Carlo Bound for Sample Approximation of $\mathbb{E}_\nu[AA^T]

For generality suppose $A_i A_i^T \in \mathbb{R}^{n \times n}$ and $x \in \mathbb{R}^n$ is arbitrary, then via Jensen’s inequality and other bounds we have

$$
\left( \mathbb{E}_{m \sim \nu} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} A_i A_i^T x - \mathbb{E}_\nu[AA^T] x \right\|_2 \right] \right)^2
\leq \mathbb{E}_{m \sim \nu} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} A_i A_i^T x - \mathbb{E}_\nu[AA^T] x \right\|_2^2 \right]
= \text{tr} \left( \text{Cov} \left( \frac{1}{N} \sum_{i=1}^{N} A_i A_i^T x - \mathbb{E}_\nu[AA^T] x \right) \right)
\leq \frac{1}{N^2} \times N \text{tr} \left( \text{Cov} \left( A_i A_i^T x - \mathbb{E}_\nu[AA^T] x \right) \right)
= \frac{1}{N} \left\| \mathbb{E}_{m \sim \nu} \left[ (A_i A_i^T - \mathbb{E}_\nu[AA^T]) x \right] \right\|_2^2 \leq \frac{1}{N} \sigma_A^2 \|x\|_2^2. \quad (A.1)
$$

By taking a supremum over all $x \in \mathbb{R}^n$ such that $\|x\|_2 = 1$ we get the following result for the matrix norm:

$$
\left( \mathbb{E}_{m \sim \nu} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} A_i A_i^T - \mathbb{E}_\nu[AA^T] \right\|_2 \right] \right) \leq \frac{\sigma_A}{\sqrt{N}}. \quad (A.2)
$$

Appendix A.2. Proof of Proposition 1

We begin by making use of the triangle inequality:

$$
\|q - \tilde{\Phi}_r \circ q_r \circ \tilde{V}_r^T\|_{L_2^\Phi} \leq \|q - \Phi_r \circ q_r \circ V_r^T\|_{L_2^\Phi} + \|\Phi_r \circ q_r \circ V_r^T - \tilde{\Phi}_r \circ q_r \circ \tilde{V}_r^T\|_{L_2^\Phi} + \|\tilde{\Phi}_r \circ q_r \circ \tilde{V}_r^T - \Phi_r \circ q_r \circ \tilde{V}_r^T\|_{L_2^\Phi}. \quad (A.3)
$$
The first of the three terms is bounded by \( \epsilon_{\text{ridge}} \) by assumption. The ridge function itself can then be bounded by the reverse-triangle inequality as

\[
\| \Phi_r \circ q_r \circ V_r^T \|_{L^2} \leq \|q\|_{L^2} + \epsilon_{\text{ridge}}. \tag{A.4}
\]

Since \( \Phi_r \) is orthonormal we can bound in the reduced space:

\[
\| q_r \circ V_r^T \|_{L^2}^2 = \| \Phi_r \circ q_r \circ V_r^T \|_{L^2} \leq \|q\|_{L^2} + \epsilon_{\text{ridge}}. \tag{A.5}
\]

Then the second term in (A.3) can be bounded using the operator norm:

\[
\| \Phi_r \circ q_r \circ V_r - \tilde{\Phi}_r \circ q_r \circ V_r^T \|_{L^2} = \| \Phi_r - \tilde{\Phi}_r \|_{L^2(\mathbb{R}^{dM}, \nu; \mathbb{R}^r)} \|q_r \circ V_r^T\|_{L^2(\mathbb{R}^{dM}, \nu; \mathbb{R}^r)} \leq \epsilon_{\text{output}} \|q_r \circ V_r^T\|_{L^2(\mathbb{R}^{dM}, \nu; \mathbb{R}^r)} \leq \epsilon_{\text{output}} (\|q\|_{L^2} + \epsilon_{\text{ridge}}). \tag{A.6}
\]

Finally, the third term in (A.3) can be bounded as follows:

\[
\| \tilde{\Phi}_r \circ q_r \circ V_r - \tilde{\Phi}_r \circ q_r \circ \hat{V}_r \|_{L^2} = \| \tilde{\Phi}_r \|_{L^2(\mathbb{R}^{dQ \times r} \times \mathbb{R}^r)} \sqrt{\int \| V_r^T m - \hat{V}_r^T m \|_{L^2(\mathbb{R}^r)}^2 \nu (m)} \\
\leq L_{q_r M} \sqrt{\int \| V_r^T m - \hat{V}_r^T m \|_{L^2(\mathbb{R}^r)}^2 \nu (m)} \\
= L_{q_r M} \| V_r^T - \hat{V}_r^T \|_{L^2(\mathbb{R}^{dM} \times \mathbb{R}^r)} \sqrt{\int \| m \|_{L^2(\mathbb{R}^r)}^2 \nu (m)} \\
\leq L_{q_r M} \epsilon_{\text{input}} \left( \sqrt{\int \| m - m_0 \|_{L^2(\mathbb{R}^r)}^2 \nu (m)} + \sqrt{\int \| m_0 \|_{L^2(\mathbb{R}^r)}^2 \nu (m)} \right) \\
= L_{q_r M} \epsilon_{\text{input}} \left[ \sqrt{\text{tr}(C)} + \| m_0 \|_{L^2} \right]. \tag{A.7}
\]

The total bound follows.

**Appendix A.3. Proof of Theorem 1**

Let \( \epsilon > 0 \) be arbitrary, and let \( \chi_K \) denote the characteristic function for the compact set \( K \subset \subset \mathbb{R}^{dM} \). By the reverse triangle inequality we have that \( \Phi_r \circ q_r \circ V_r^T \in L^2(\mathbb{R}^{dM}, \nu; \mathbb{R}^{dQ}) \):

\[
\| \Phi_r \circ q_r \circ V_r^T \|_{L^2} - \| q \|_{L^2} \leq \| \Phi_r \circ q_r \circ V_r^T - q \|_{L^2} \leq \zeta, \tag{A.8}
\]
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so

\[ 0 \leq \| \Phi_r \circ q_r \circ V_r^T \|_{L^2} \leq \| q_r \|_{L^2} + \zeta < \infty. \quad (A.9) \]

Since \( \| \Phi \|_{L^2(\mathbb{R}^{dQ \times d})} = 1 \), we have that \( q_r \circ V_r^T \in L^2(\mathbb{R}^{dM}, \nu; \mathbb{R}^r) \). In \( L^2(\mathbb{R}^{dM}, \nu; \mathbb{R}^r) \) we can arbitrarily well approximate \( q_r \circ V_r^T \) by a continuous function \( q_{r,\text{cont}} \in C^0(\mathbb{R}^{dM}, \nu; \mathbb{R}^r) \) when restricted to \( K \). Let \( q_{r,\text{cont}} \) be such that \( \mathbb{E}_\nu[\| q_r - q_{r,\text{cont}} \|_{L^2(\mathbb{R}^r)}^2 \chi_K] < \frac{\epsilon^2}{9} \).

Proposition 4.11 in [16] states that any continuous function \( q_{r,\text{cont}} \in C(\mathbb{R}^{dM}; \mathbb{R}^r) \) can be approximated arbitrarily well in \( L^p(\mathbb{R}^{dM}; \mathbb{R}^r) \), for \( p \geq 1 \), by a finite time control flow representation as long as the set of right hand sides \( F \) for the control flow is closed under affine operations, and the closure of this set under the topology of compact convergence contains a well function. The restricted affine invariance requires that if \( f \in F \), then \( g(x) = Df(Ax + b) \) is also in \( F \), for \( D, A \) diagonal matrices in \( \mathbb{R}^{r \times r} \) with diagonal entries \( d_i = \pm 1 \) and \( a_i \leq 1 \), and \( b \in \mathbb{R}^r \) arbitrary. We note that the family of right hand sides associated with the continuous analog of ResNet satisfies this property. The well function property requires that the activation function used in the ResNet can be used to build a function that is arbitrarily close to zero when restricted to an open bounded set (e.g., ReLU, sigmoid, tanh, etc.). For a lengthier discussion of these requirements see Section 2 in [16]. Proposition 4.11 along with these properties establishes that there exists a finite time \( T < \infty \) control flow mapping of the form:

\[
\begin{align*}
\frac{dz}{dt}(t) &= w_1(t) \sigma(w_0(t) + b(t)) \quad (A.10a) \\
z(0) &= V_r^T m \\
\xi_T(m) &= z(T; m) \quad (A.10b)
\end{align*}
\]

such that \( \int_K \| \xi_T - q_{r,\text{cont}} \|_{L^2(\mathbb{R}^r)}^2 \, dm \) is arbitrarily small. Additionally we may require that the activation function has one derivative (e.g., tanh, softplus, sigmoid). In the interest of extending this result from \( L^2(\mathbb{R}^{dM}; \mathbb{R}^r) \) to \( L^2(\mathbb{R}^{dM}, \nu; \mathbb{R}^r) \) we employ the fact that the probability density function \( \pi(m) \) for the measure \( \nu \) is assumed to be essentially bounded. In other words \( d\nu(m) = \pi(m) \, dm \) and there exists \( C_\pi \) such that the measure of the set \( \{ m \in \mathbb{R}^{dM} | \pi(m) > C_\pi \} \) is zero. For convenience we require that \( \int_K \| \xi_T - q_{r,\text{cont}} \|_{L^2(\mathbb{R}^r)}^2 \, dm < \frac{\epsilon^2}{9C_\pi} \). The essential boundedness of \( \pi(m) \) allows us to extend this result from \( L^2(\mathbb{R}^{dM}; \mathbb{R}^{dQ}) \) to \( L^2(\mathbb{R}^{dM}, \nu; \mathbb{R}^{dQ}) \), and at the same
time obtain a bound by $\frac{\epsilon^2}{9}$:

$$
\int_{K} \| \xi_T - q_{r}^{\text{cont}} \|_{\ell^2(\mathbb{R}^r)}^2 \pi(m) \, dm \leq C_{\pi} \int_{K} \| \xi_T - q_{r}^{\text{cont}} \|_{\ell^2(\mathbb{R}^r)}^2 \, dm \leq \frac{\epsilon^2}{9}. \tag{A.11}
$$

The system (A.10) can be approximated to arbitrary precision via an explicit Euler discretization with time step $\Delta t$, which yields the ResNet:

$$
z_{k+1} = z_k + \Delta t w_{1k} \sigma(w_{0k} z_k + b_k) \tag{A.12}
$$

Assuming the right hand side of (A.10a) is Lipschitz with bound $L_{\text{ResNet}}$, and the true solution $z(t; m)$ to (A.10) is itself twice differentiable for all $t \in (0, T)$, and for all $m \in K$ we have that $\max_{t \in [0, T]} \left\| \frac{\partial^2 z}{\partial t^2} \right\|_{\ell^2(\mathbb{R}^r)} \leq M < \infty$, then the global truncation error for the explicit Euler approximation can be bounded by

$$
\int_{K} \| \xi_{E,E.}^E - \xi_T \|_{\ell^2(\mathbb{R}^r)}^2 \chi_K \, dm \leq \left( \frac{M T_{\text{ResNet}} - 1}{2 L_{\text{ResNet}}} \right)^2 \frac{C_{\pi} |K|}{\epsilon L_{\text{ResNet}}} \leq \frac{\epsilon^2}{9}; \tag{A.13}
$$

see [54]. The requirement for $\Delta t$ become:

$$
\Delta t \leq \frac{2}{3} \frac{\epsilon L_{\text{ResNet}}}{M (e^{TL_{\text{ResNet}}} - 1) \sqrt{C_{\pi} |K|}}. \tag{A.14}
$$

For homogenous time steps we have $\Delta t = \frac{T}{\text{depth}}$, which gives us the following bound:

$$
\text{depth} \geq \frac{3 MT (e^{TL_{\text{ResNet}}} - 1) \sqrt{C_{\pi} |K|}}{2 \epsilon L_{\text{ResNet}}} . \tag{A.15}
$$

Combining all of these results via the triangle inequality we have:

$$
\sqrt{\mathbb{E}_\nu \left[ \| \xi_{E,E.}^E - q_r \|_{\ell^2(\mathbb{R}^r)}^2 \chi_K \right]} \leq \frac{\epsilon}{3} + \frac{\epsilon}{3} + \frac{\epsilon}{3} \tag{A.16}
$$
The final result comes from setting $\epsilon = \zeta_r$ (since it was arbitrary), and then noting that $\xi^{E,E}_r(m, w_T) = f_w, r(m, w_T)$,

\[
\sqrt{\int_K \|q(m) - \Phi_r f_w, r(V^T_T m, w_T)\|^2_{\ell^2(\mathbb{R}^dQ)} d\nu(m)} \leq \\
\sqrt{\int_K \|q(m) - \Phi_r q_r(V^T_r m, w_T)\|^2_{\ell^2(\mathbb{R}^dQ)} d\nu(m)} + \cdots \\
\sqrt{\int_K \|\Phi_r (q_r(V^T_r m) - f_w, r(V^T_T m, w_T))\|^2_{\ell^2(\mathbb{R}^dQ)} d\nu(m)}
\]

(A.17)

and

\[
\|\Phi_r (q_r(V^T_r m) - f_w, r(V^T_T m, w))\|^2_{\ell^2(\mathbb{R}^dQ)} \leq \\
\|\Phi_r\|_{\ell^2(\mathbb{R}^dQ \times r)}^2 \|q_r(V^T_r m) - f_w, r(V^T_T m, w)\|^2_{\ell^2(\mathbb{R}^r)} \leq \\
\|q_r(V^T_r m) - f_w, r(V^T_T m, w)\|^2_{\ell^2(\mathbb{R}^r)}
\]

(A.18)

since $\Phi_r$ is orthonormal.

Note additionally that the $e^T$ complexity in the depth comes only from the global truncation error for explicit Euler, which is a conservative bound. In [16] the control flows they construct are actually piecewise constant in time, which is sufficient since simple functions are dense in continuous functions. In that case explicit Euler is an exact time integrator, and then the depth complexity can be reduced to $O\left(\frac{TK}{\epsilon}\right)$. The bound we give above, however, is more general since it represents discretizations of continuous time control flows.

Appendix B. Learning Aerodynamic Shape Optimization Maps

In this section, we provide details on the aerodynamic wing design problem defined by the Aerodynamic Design Optimization Discussion Group (ADODG) of the American Institute of Aeronautics and Astronautics (AIAA). The AIAA ADODG formulates a series of benchmark cases that provide a foundation for rational assessment of the numerous aerodynamic design optimization approaches to problems of interest. In particular, we generalize the ADODG Case 3, i.e., drag minimization of a rectangular wing in inviscid subsonic lifting flow, in the following ways: we generalize the inviscid
flow to viscous flow, which is a more challenging test case and requires solution of the Reynolds-averaged Navier–Stokes (RANS) equations; and we incorporate free-form deformation (FFD) control points as design variables as well as a twist angle distribution. To parametrize the aerodynamic shape optimization problem, we expand each of the flight conditions and design requirements from a single value to a uniform parameter distribution \( \nu(m) \) delineated in Table B.1; this then defines our task for parametric regression of the mapping from parameter inputs \( m \) to the optimal design variables \( q(m) \).

**Appendix B.1. Problem Description**

We set up the aerodynamic design problem by following the ADODG Case 3, drag minimization of a rectangular wing with the NACA 0012 airfoil as the initial guess for the wing section in inviscid subsonic flow. For the purpose of testing the proposed algorithm in practical and challenging applications, we consider viscous flow by solving the RANS equations. We consider 200 FFD control points to parameterize the wing geometry, with each of 10 wing sections having 10 FFD control points on the upper surface and 10 on the lower surface. In addition, we use 10 twist variables, which are evenly distributed along the span-wise direction within the range of \( [0.0, 3.0] \). The angle of attack is used as a dummy variable to satisfy the target lift coefficient constraint. In this section we focus on learning the map for the FFD control points only, for which the POD basis admits low rank structure. Due to the infinite-dimensional nature of the wing shape, the twist and angle of attack are very low dimensional and do not lend themselves well to dimension reduction; a shallow dense neural network is sufficient for that task. Since the flight condition is at low speed, varying Mach number will not significantly affect the aerodynamic performance. Therefore, the Mach number is not considered as an input parameter. We set the target lift coefficient within the range of \( [0.2, 0.4] \), vary the lower bound of moment coefficient by \( \pm 20\% \) to define a range of \( [-0.11, -0.074] \), set the lower bound of internal volume as \( 0.8 \sim 1.0 \) with respect to the baseline, and permit the Reynolds number to vary within the range of \( [1 \times 10^5, 1 \times 10^7] \). We summarize the wing design problem below in Table B.1.
Figure B.13: The rectangular wing has a chord of $c = 1$, half wingspan of $3c$, a wing-tip cap of $0.06c$, and no twist angle, dihedral angle or sweep angle.

(a) FFD box used for optimization.  
(b) FFD control points.

Figure B.14: A total of 200 (10 sections × 20 FFD control points / section) geometric variables provide sufficient design flexibility.

Appendix B.2. MACH-Aero Design Framework

MACH design framework targets Multidisciplinary design optimization of Aircraft Configurations with High fidelity while MACH-Aero \footnote{https://github.com/mdolab/MACH-Aero} implements MACH on aerodynamic design optimization problems. MACH-Aero sets up an optimization problem using the \texttt{python} interface \texttt{pyOptSparse} \footnote{https://github.com/mdolab/MACH-Aero} and starts with an initial design $q_0$ under specified design requirements $m$, and uses a gradient-based quasi-Newton method to find the optimum airfoil de-
Figure B.15: Comparison of the flow field for a baseline wing (left) and optimal wing (right) for a given set of constraints

sign (control points and angle of attack). The steps are as follows. (1) A baseline design volume mesh is generated using pyHyp [56], which will be deformed for any given value of design variables. (2) The SNOPT (Sparse Nonlinear OPTimizer) [57] updates design variables and sends the new design to the geometry parameterization. (3) The geometry parameterization module (pyGeo) [58] performs the geometry deformation, and computes the values of geometric constraints and corresponding gradients. (4) The volume mesh deformation module generates the deformed mesh based on the deformed geometry. (5) The CFD module (ADflow [59] or DAFoam [60]) computes high fidelity forward and adjoint flow fields on the deformed mesh, and sends the objective function and constraint values and computed gra-
Table B.1: 3D wing optimization problem formulation that was used to help define the range of design parameters used in the learning problem. Note that we only learn the 200 dimensional FFD output.

| Function or variable | Description          | Quantity |
|----------------------|----------------------|----------|
| minimize $C_D$       | Drag coefficient     |          |
| w.r.t. $x$           | FFD control points   | 200      |
| $\lambda$            | Twist angle          | 9        |
| $\alpha$             | Angle of attack      | 1        |
| **Total design variables** |                  | **210**  |
| subject to $C_L^* = 0.2625$ | Lift-coefficient constraint | 1      |
| $C_M > -0.092$       | Moment-coefficient constraint | 1      |
| $0.8V_0 \leq V \leq 1.5V_0$ | Internal volume constraint | 1      |
| $0.8t_{base} \leq t \leq 1.5t_{base}$ | Thickness constraints | 100     |
| **Total constraints** |                      | **103**  |
| Conditions            |                      |          |
| $M = 0.5$            | Mach number          |          |
| $Re = 1 \times 10^6$ | Reynolds number      |          |

dient information back to the optimizer. The process is iterated until an optimal design $q(m)$ is found that satisfies the optimality conditions.

Appendix C. Two-Step Optimization for Neural Network Training

In this section we provide information on the two-step optimization procedures that we use in Section 5. We first use an Adam optimizer with default settings for a small number of epochs for each adaptive layer training (total epochs sums to 50), and then perform one final end-to-end training with LRSFN [44] for 50 “epoch equivalent” neural network sweeps (i.e., forward and backward pass). In this case we allow all intermediate ResNet layers (and the output layer) to be trained at each adaptive step, so Adam has “converged” in this process. Below we compare the results of performing this last training with Adam, and with LRSFN using Hessian rank $r = 40$. We used gradient batch size of 2 for Adam, and gradient batch size of 4 and Hessian batch size of 2 for LRSFN. Both optimizers use $\alpha = 10^{-3}$ fixed step sizes. Some results are shown below and they are consistently representative of the pattern seen.
References

[1] I. Babuška, J. T. Oden, Verification and validation in computational engineering and science: Basic concepts, Comp. Meth. Appl. Mech. Engr. 193 (36-38) (2004) 4057–4066.

[2] I. Babuška, J. T. Oden, The reliability of computer predictions: Can they be trusted?, Int. J. Numer. Analy. Model. 1 (1) (2005) 1–18.

[3] M. K. Deb, I. M. Babuška, J. T. Oden, Solution of stochastic partial differential equations using Galerkin finite element techniques, Computer Methods in Applied Mechanics and Engineering 190 (2001) 6359–6372.

[4] J. T. Oden, I. Babuška, F. Nobile, Y. Feng, R. Tempone, Theory and methodology for estimation and control of errors due to modeling, approximation, and uncertainty, Comput. Methods Appl. Mech. Engrg. 194 (2-5) (2005) 195–204.
[5] J. T. Oden, R. M. Moser, O. Ghattas, Computer predictions with quantified uncertainty, Parts I & II, SIAM News 43 (9&10) (2010).

[6] J. T. Oden, Adaptive multiscale predictive modelling, Acta Numerica 27 (2018) 353–450.

[7] J. T. Oden, I. Babuška, D. Faghihi, Predictive Computational Science: Computer Predictions in the Presence of Uncertainty, John Wiley & Sons, Ltd, 2017, pp. 1–26. arXiv:https://onlinelibrary.wiley.com/doi/pdf/10.1002/9781119176817.ecm2101, doi:https://doi.org/10.1002/9781119176817.ecm2101.

[8] K. Bhattacharya, B. Hosseini, N. B. Kovachki, A. M. Stuart, Model reduction and neural networks for parametric pdes, SMAI Journal of Computational Mathematics, Volume 7 (2021).

[9] L. Cao, T. O’Leary-Roseberry, P. K. Jha, J. T. Oden, O. Ghattas, Residual-based error correction for neural operator accelerated infinite-dimensional Bayesian inverse problems, arXiv preprint arXiv:2210.03008 (2022).

[10] S. Fresca, A. Manzoni, Pod-dl-rom: enhancing deep learning-based reduced order models for nonlinear parametrized pdes by proper orthogonal decomposition, Computer Methods in Applied Mechanics and Engineering 388 (2022) 114181.

[11] N. Kovachki, Z. Li, B. Liu, K. Azizzadenesheli, K. Bhattacharya, A. Stuart, A. Anandkumar, Neural operator: Learning maps between function spaces, arXiv preprint arXiv:2108.08481 (2021).

[12] Z. Li, N. Kovachki, K. Azizzadenesheli, B. Liu, K. Bhattacharya, A. Stuart, A. Anandkumar, Fourier neural operator for parametric partial differential equations, International Conference on Learning Representations (2021).

[13] Z. Li, N. Kovachki, K. Azizzadenesheli, B. Liu, K. Bhattacharya, A. Stuart, A. Anandkumar, Multipole graph neural operator for parametric partial differential equations, Neural Information Processing Systems (2020).
[14] T. O’Leary-Roseberry, U. Villa, P. Chen, O. Ghattas, Derivative-informed projected neural networks for high-dimensional parametric maps governed by pdes, Computer Methods in Applied Mechanics and Engineering 388 (2022) 114199.

[15] T. O’Leary-Roseberry, P. Chen, U. Villa, O. Ghattas, Derivative-Informed Neural Operator: An Efficient Framework for High-Dimensional Parametric Derivative Learning, arXiv preprint arXiv:2206.10745 (2022).

[16] Q. Li, T. Lin, Z. Shen, Deep learning via dynamical systems: An approximation perspective, Journal of the European Mathematical Society (2022).

[17] K. Bollinger, H. Schaeffer, Reduced order modeling using shallow relu networks with grassmann layers, 2nd Annual Conference on Mathematical and Scientific Machine Learning (2021).

[18] L. Lu, P. Jin, G. Pang, G. E. Karniadakis, Deeponet: Learning nonlinear operators for identifying differential equations based on the universal approximation theorem of operators, Nature Machine Intelligence (2021).

[19] N. H. Nelsen, A. M. Stuart, The random feature model for input-output maps between banach spaces, SIAM Journal on Scientific Computing 43 (5), A3212-A3243 (2021).

[20] H. V. Nguyen, T. Bui-Thanh, Model-constrained deep learning approaches for inverse problems, arXiv preprint arXiv:2105.12033 (2021).

[21] R. T. Chen, Y. Rubanova, J. Bettencourt, D. Duvenaud, Neural ordinary differential equations, Neural Information Processing Systems (NeurIPS 2018) (2018).

[22] L. Ruthotto, E. Haber, Deep neural networks motivated by partial differential equations, Journal of Mathematical Imaging and Vision 62 (3) (2020) 352–364.

[23] T. O’Leary-Roseberry, Efficient and dimension independent methods for neural network surrogate construction and training, Ph.D. thesis (2020).
[24] A. Yaguchi, T. Suzuki, S. Nitta, Y. Sakata, A. Tanizawa, Scalable deep neural networks via low-rank matrix factorization (2019).

[25] K. H. R. Chan, Y. Yu, C. You, H. Qi, J. Wright, Y. Ma, Redunet: A white-box deep network from the principle of maximizing rate reduction, Journal of Machine Learning Research 23 (2022).

[26] C. Dong, L. Liu, Z. Li, J. Shang, Towards adaptive residual network training: A neural-ode perspective, in: International conference on machine learning, PMLR, 2020, pp. 2616–2626.

[27] B. Li, Z. Wang, H. Liu, Y. Jiang, Q. Du, T. Xiao, H. Wang, J. Zhu, Shallow-to-deep training for neural machine translation, arXiv preprint arXiv:2010.03737 (2020).

[28] A. Manzoni, F. Negri, A. Quarteroni, Dimensionality reduction of parameter-dependent problems through proper orthogonal decomposition, Annals of Mathematical Sciences and Applications 1 (2) (2016) 341–377.

[29] A. Quarteroni, A. Manzoni, F. Negri, Reduced basis methods for partial differential equations: an introduction, Vol. 92, Springer, 2015.

[30] C. Schwab, R. A. Todor, Karhunen–Loève approximation of random fields by generalized fast multipole methods, Journal of Computational Physics 217 (1) (2006) 100–122.

[31] O. Zahm, P. G. Constantine, C. Prieur, Y. M. Marzouk, Gradient-based dimension reduction of multivariate vector-valued functions, SIAM Journal on Scientific Computing 42 (1) (2020) A534–A558.

[32] O. Ghattas, K. Willcox, Learning physics-based models from data: perspectives from inverse problems and model reduction, Acta Numerica 30 (2021) 445–554.

[33] P. Constantine, D. Gleich, Computing active subspaces with monte carlo, arXiv preprint arXiv:1408.0545 (2014).

[34] N. El Karoui, A. d’Aspremont, Approximating eigenvectors by subsampling, arXiv preprint ArXiv:0908.0137 (2009).
[35] P.-G. Martinsson, J. A. Tropp, Randomized numerical linear algebra: Foundations and algorithms, Acta Numerica 29 (2020) 403–572.

[36] G. Cybenko, Approximation by superpositions of a sigmoidal function, Mathematics of control, signals and systems 2 (4) (1989) 303–314.

[37] K. Hornik, Approximation capabilities of multilayer feedforward networks, Neural networks 4 (2) (1991) 251–257.

[38] H. Lin, S. Jegelka, ResNet with one-neuron hidden layers is a universal approximator, Neural Information Processing Systems (2018).

[39] Z. Lu, H. Pu, F. Wang, Z. Hu, L. Wang, The expressive power of neural networks: A view from the width, in: Proceedings of the 31st International Conference on Neural Information Processing Systems, 2017, pp. 6232–6240.

[40] G. Hughes, On the mean accuracy of statistical pattern recognizers, IEEE transactions on information theory 14 (1) (1968) 55–63.

[41] F. Cucker, S. Smale, On the mathematical foundations of learning, Bulletin of the American mathematical society 39 (1) (2002) 1–49.

[42] M. V. de Hoop, N. B. Kovachki, N. H. Nelsen, A. M. Stuart, Convergence rates for learning linear operators from noisy data, arXiv preprint arXiv:2108.12515 (2021).

[43] T. O’Leary-Roseberry, N. Alger, O. Ghattas, Inexact Newton methods for stochastic nonconvex optimization with applications to neural network training, arXiv preprint arXiv:1905.06738 (2019).

[44] T. O’Leary-Roseberry, N. Alger, O. Ghattas, Low rank saddle free Newton: A scalable method for stochastic nonconvex optimization, arXiv preprint arXiv:2002.02881 (2020).

[45] M. Abadi, P. Barham, J. Chen, Z. Chen, A. Davis, J. Dean, M. Devin, S. Ghemawat, G. Irving, M. Isard, et al., Tensorflow: A system for large-scale machine learning, in: 12th {USENIX} symposium on operating systems design and implementation ({OSDI} 16), 2016, pp. 265–283.
[46] U. Villa, N. Petra, O. Ghattas, hIPPYlib: An Extensible Software Framework for Large-Scale Inverse Problems Governed by PDEs; Part I: Deterministic Inversion and Linearized Bayesian Inference, Transactions on Mathematical Software in print (2020). URL https://arxiv.org/abs/1909.03948

[47] T. Bui-Thanh, O. Ghattas, J. Martin, G. Stadler, A computational framework for infinite-dimensional bayesian inverse problems part I: The linearized case, with application to global seismic inversion, SIAM Journal on Scientific Computing 35 (6) (2013) A2494–A2523.

[48] T. Bui-Thanh, O. Ghattas, An analysis of infinite dimensional Bayesian inverse shape acoustic scattering and its numerical approximation, SIAM/ASA Journal of Uncertainty Quantification 2 (1) (2014) 203–222. doi: http://dx.doi.org/10.1137/120894877

[49] T. Bui-Thanh, O. Ghattas, Analysis of the Hessian for inverse scattering problems. Part I: Inverse shape scattering of acoustic waves, Inverse Problems 28 (5) (2012) 055001. doi:10.1088/0266-5611/28/5/055001

[50] T. Bui-Thanh, O. Ghattas, Analysis of the Hessian for inverse scattering problems. Part II: Inverse medium scattering of acoustic waves, Inverse Problems 28 (5) (2012) 055002. doi:10.1088/0266-5611/28/5/055002

[51] A. Alexanderian, P. J. Gloor, O. Ghattas, On Bayesian A- and D-optimal experimental designs in infinite dimensions, Bayesian Analysis 11 (3) (2016) 671–695.

[52] K. Wu, T. O’Leary-Roseberry, P. Chen, O. Ghattas, Large-scale Bayesian optimal experimental design with derivative-informed projected neural networks, arXiv preprint arXiv:2201.07925 (2022).

[53] D. Blalock, J. J. G. Ortiz, J. Frankle, J. Guttag, What is the state of neural network pruning?, arXiv preprint arXiv:2003.03033 (2020).

[54] A. Quarteroni, R. Sacco, F. Saleri, Numerical mathematics, Vol. 37, Springer Science & Business Media, 2010.
[55] N. Wu, G. Kenway, C. A. Mader, J. Jasa, J. R. R. A. Martins, pyoptspare: A python framework for large-scale constrained nonlinear optimization of sparse systems, Journal of Open Source Software 5 (54) (2020) 2564. doi:10.21105/joss.02564

[56] N. Secco, G. K. W. Kenway, P. He, C. A. Mader, J. R. R. A. Martins, Efficient mesh generation and deformation for aerodynamic shape optimization, AIAA Journal (2021). doi:10.2514/1.J059491

[57] P. E. Gill, W. Murray, M. A. Saunders, SNOPT: An SQP algorithm for large-scale constrained optimization, SIAM Journal of Optimization 12 (4) (2002) 979–1006. doi:10.1137/S1052623499350013

[58] G. K. W. Kenway, G. J. Kennedy, J. R. R. A. Martins, A CAD-free approach to high-fidelity aerostructural optimization, in: Proceedings of the 13th AIAA/ISSMO Multidisciplinary Analysis Optimization Conference, Fort Worth, TX, 2010, aIAA 2010-9231.

[59] C. A. Mader, G. K. W. Kenway, A. Yildirim, J. R. R. A. Martins, ADflow—an open-source computational fluid dynamics solver for aerodynamic and multidisciplinary optimization, Journal of Aerospace Information Systems (2020). doi:10.2514/1.I010796

[60] P. He, C. A. Mader, J. R. R. A. Martins, K. J. Maki, DAFoam: An open-source adjoint framework for multidisciplinary design optimization with OpenFOAM, AIAA Journal 58 (3) (mar 2020). doi:10.2514/1.J058853