Spectral properties of interacting helical channels driven by Lorentzian pulses
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Abstract

Precise shaping of coherent electron sources allows the controlled creation of wavepackets into a one dimensional (1D) quantum conductor. Periodic trains of Lorentzian pulses have been shown to induce minimal excitations without creating additional electron–hole pairs in a single non-interacting 1D electron channel. The presence of electron–electron (e–e) interactions dramatically affects the non-equilibrium dynamics of a 1D system. Here, we consider the intrinsic spectral properties of a helical liquid, with a pair of counterpropagating interacting channels, in the presence of time-dependent Lorentzian voltage pulses. We show that peculiar asymmetries in the behavior of the spectral function are induced by interactions, depending on the sign of the injected charges. Moreover, we discuss the robustness of the concept of minimal excitations in the presence of interactions, where the link with excess noise is no more straightforward. Finally, we propose a scanning tunneling microscope setup to spectroscopically access and probe the non-equilibrium behavior induced by the voltage drive and e–e interactions. This allows a diagnosis of fractional charges in a correlated quantum spin Hall liquid in the presence of time-dependent drives.

1. Introduction

Recent advances in mesoscopic physics allowed to study new quantum effects and their potential for storing, controlling, and manipulating quantum information in a precise and robust fashion [1–4]. In particular, systems with topological properties, such as the integer and fractional quantum Hall [5–7] and topological insulators [8–13], played a prominent role due to their intrinsic robustness against disorder and decoherence. In these systems, electrons travel ballistically through one dimensional (1D) edge channels [14], in the latter case with a definite spin projection linked to the propagation direction, without suffering from backscattering. Topological edge states thus represent an interesting platform to study coherent transport of few electrons, eventually achieving precise control and manipulation of quantum information. This has opened a new field of research, called electron quantum optics (EQQ) [15–18], where the analog of quantum optics setups with single photons and waveguides are now implemented by using fermionic quasiparticles in solid-state quantum conductors. Experimental milestones have already been obtained, with the demonstration of on-demand coherent sources [19–21] able to inject single electrons in quantum Hall channels [22–24]. Moreover, interferometric setups with one or more quantum point contacts (QPCs) [25–36] have also been investigated. Possible extensions to topological insulators, where spin momentum locking plays an important role, have been also theoretically considered [37–46] and recently realized [47, 48].

Time-dependent voltage pulses [21, 49] can be exploited to inject single or multiple electrons in a quantum conductor [50–62]. However, the underlying presence of a Fermi sea may result in the excitation of electron–
hole pairs, producing noisy and unwanted signals [21, 49]. Levitov et al have predicted that by properly engineering the shape of the voltage pulse, it is possible to inject ‘clean’ electron wavepackets, whose real-time profile is a Lorentzian pulse, without creating any unwanted electron–hole pair in a non-interacting single-channel quantum conductor [63–65]. Indeed, it has been measured that these voltage pulses, called Levitons, produce zero excess noise, equivalent to the absence of extra electron–hole pairs [21, 49]. Levitons are currently on the spotlight in EQO and an intense research activity dealing with their peculiar properties is being carried out [66–79].

In this paper, we consider a pair of counterpropagating helical channels, subject to a time-dependent drive, where a richer phenomenology arises compared to more conventional single-channel and spinless conductors. This scenario naturally raises the question: how electron–electron interactions affect the dynamics of injected wavepackets and Levitons in helical channels? Are the concepts of clean signal and minimal excitations still valid in the presence of repulsive interactions and counterpropagating channels? In order to answer these questions, we analyze the intrinsic spectral properties of an interacting helical liquid in the presence of a time-dependent drive. We focus on the injection of integer Levitons, the cleanest signal in non-interacting systems, in order to better enlighten interaction induced effects. We show that, in this non-equilibrium situation, peculiar charge asymmetries are visible in the spectral function, but they can be masked in a conventional excess noise experiment. Indeed, although the spectral function and the excess noise are related to each other, they provide totally equivalent information solely in the absence of interactions.

Spectral properties and fractionalization phenomena of 1D systems can be detected via scanning tunneling spectroscopy [80–82]. In particular, charge partitioning in Luttinger liquid wires [83–85] has been highlighted, showing that for an infinite nanotube, fractional charges can be identified through the measurement of both the autocorrelation noise and the cross correlation noise, measured at the extremities of the nanotube [86–91]. Experimental results of tunneling spectroscopy of topological insulators [92–95] have also been recently reported. In this work, we consider a setup involving a polarized tip, whose advantage consists in the possibility to separately probe all dynamical spectral properties of counterpropagating channels.

The paper is organized as follows: after a pedagogical overview of basic concepts in section 2, we introduce model and general settings in section 3. Section 4 is dedicated to the analysis of the out-of-equilibrium spectral functions in the presence of a time-dependent drive. Finally, in section 5 we propose a possible setup to probe non-equilibrium spectral properties.

2. Levitons as minimal excitations

For the sake of clarity, it is useful to briefly review and introduce some concepts and definitions regarding time-dependent voltage pulses. Despite the interest in Lorentzian-shaped pulses is quite recent and has been triggered by the experimental implementations in EQO [21], the peculiar properties of this kind of drive were theoretically investigated more than two decades ago by Levitov et al [63, 64]. In particular, they answered to the question whether it is possible to generate in a non-interacting 1D quantum conductor a minimal excitation by applying a specific voltage drive \( V(t) \). Here, minimality means that the generation of electron- or of hole-like excitations by the drive produces no additional neutral quasiparticle, i.e. electron–hole pairs. In other words, the number of extra holes or electrons generated by the drive must vanish. Levitov’s result [63, 64] states that a minimal Lorentzian pulse carrying an integer particle number \( q = (-e/\hbar) \int dt V(t) \) (or a superposition of such pulses with integer charges of the same sign) produces minimal excitations. In particular, we will focus on a periodic train (from here on we set \( \hbar = 1 \))

\[
V(t) = \sum_{j \in \mathbb{Z}} V^{(0)}(t - jT) = \sum_{j \in \mathbb{Z}} \frac{q}{(-e)} \frac{2w}{w^2 + (t - jT)^2},
\]

with \( T \) the period, \( w \) the width of each pulse and \( q \) an integer number representing the charge per period (in units of \( -e \)) of the drive.

Here, we consider a 1D non-interacting system with linear dispersion \( \epsilon = v_F k \), \( v_F \) being the Fermi velocity. Let us focus in this section on the case of a minimal electronic excitation by choosing \( q > 0 \). We also consider the zero temperature case, in order to get rid of possible thermally-excited electron–hole pairs. The requirement that no extra holes are generated can be written as \( N_h = \sum_{k < k_F} \langle \hat{c}_k^\dagger \hat{c}_k \rangle = 0 \), where \( k_F \) is the Fermi momentum and \( \hat{c}_k \) is the annihilation operator for a fermion with momentum \( k \). Equivalently, the variation in the electron occupation number (or electron momentum distribution) \( \Delta n(k) = \langle \hat{c}_k^\dagger \hat{c}_k \rangle - \langle \hat{c}_k^\dagger \hat{c}_k \rangle \) must be positive for every \( k \). Here, \( \hat{c}_k \) is the annihilation operator in the equilibrium situation, when no drive is present. Thus, by variation (indicated with the notation \( \Delta \)) we mean that we consider just the effects induced by the drive, by properly subtracting the equilibrium contribution [15, 17, 51–57, 59]. Furthermore, since the system is non-interacting, an equivalent information is provided by the variation of the lesser local spectral function,
therefore will focus on its intrinsic spectral properties out of equilibrium. Notion of minimality is in general unrelated to a vanishing excess noise, which is instead due to a different  

\[ \text{Hamiltonian is } H = H_{\text{HLL}} + H_{Z}. \]  

The latter is defined as
\[ \Delta A^\rho(\omega; x) = A^\rho(\omega; x) - A^\rho_{0}(\omega; x), \]
where the corresponding Green function is
\[ G^\rho(t_1, t_2; x) = \langle \hat{\Psi}^\dagger(x, t_1) \hat{\Psi}(x, t_2) \rangle, \]
with \( \hat{\Psi}(x, t) \) denoting the time evolution of the fermionic field in the Heisenberg picture. Due to non-stationary effects induced by \( V(t) \), the Green function in (2) depends also on \( t \) and not only on \( \tau \). It is then a standard procedure to introduce the time average over one period of the drive [15, 96]. This is also relevant from an experimental point of view [17], as single-shot measurements are currently out of reach and averaging over several driving periods is necessary. The variation of the spectral function is
\[ \Delta A^\rho(\omega; x) = A^\rho(\omega; x) - A^\rho_{0}(\omega; x), \]
with \( A^\rho_{0}(\omega; x) \) the equilibrium spectral function, defined as in (2) by replacing the Green function with the equilibrium one \( \langle \hat{\Psi}^\dagger(x, t_1) \hat{\Psi}(x, t_2) \rangle \). Here, \( \hat{\Psi}(x, t) \) is the time evolution of the fermionic field at equilibrium, with no applied drive.

In a 1D non-interacting system, the dispersion relation directly connects \( \Delta n(k) \) and \( \Delta A^\rho(\omega; x) \), which therefore provide equivalent information, so that a minimal excitation is associated with a positive-definite excess lesser spectral function \( \Delta A^\rho(\omega; x) \). In addition, from equation (2), it is possible to demonstrate the following sum rule:
\[ \int_{-\infty}^{+\infty} d\omega \Delta A^\rho(\omega; x) = \frac{q}{\nu_f T}, \]
where \( q \) is always the same, only a positive-definite \( \Delta A^\rho(\omega; x) \) is a signature of a minimal excitation and regions where this spectral function is negative are related to unwanted particle–hole pairs.

From an experimental point of view, signatures of this minimality can be found by considering the zero-frequency noise \( \delta I \) produced when the generated excitations are partitioned by a tunnel barrier (typically a QPC [21, 36]), as sketched in figure 1. It is defined as
\[ S = 2 \int_{-T/2}^{T/2} dt \int_{-\infty}^{+\infty} dt' \langle \delta I(t) \delta I(t+t') \rangle, \]
where \( \delta I(t) = \bar{I}(t) - \langle \bar{I}(t) \rangle \) denotes fluctuations with respect to the average current. Indeed, it was shown [49, 65] that at zero temperature the number of extra holes excited by the drive is proportional to the excess noise
\[ S_{\text{exc}} = S - 2eI = S - 2e \int_{-T/2}^{T/2} dt \langle \delta I(t) \rangle. \]
Therefore, the excess noise vanishes if the drive \( V(t) \) generates minimal electron excitations. This feature was experimentally observed [21].

As far as interacting systems are concerned, the situation becomes more complicated. First of all, \( \Delta n(k) \) and \( \Delta A^\rho(\omega; x) \) are no more related to each other; still, the sum rule in equation (4) has to be satisfied. Therefore, it is natural to refer to an excitation as minimal if its spectral function has a definite sign. As we will discuss, this notion of minimality is in general unrelated to a vanishing excess noise, which is instead due to a different property of the spectral function. To fully characterize the behavior of Levitons in an interacting system we therefore will focus on its intrinsic spectral properties out of equilibrium.

3. Model and general setting

We consider a pair of interacting helical channels, capacitively coupled to an external voltage source. The Hamiltonian is \( H = H_{\text{HLL}} + H_{Z} \). The Hamiltonian of the helical channels reads \( H_{\text{HLL}} = \tilde{H}_{0} + \tilde{H}_{\text{int}} \), where
\[ \hat{H}_0 = \sum_{r=\ell,L} \int_{-\infty}^{+\infty} dx \left\{ \hat{\psi}_r^\dagger(x) \left( -i \partial_x + v_F \partial_t \right) \hat{\psi}_r(x) \right\}, \quad \hat{\vartheta}_{\ell/L} = \pm 1, \]  

(7)

describes a pair of free counterpropagating channels, with right-(\(\hat{\psi}_R\)) and left-(\(\hat{\psi}_L\)) moving electrons having spin up and down, respectively, due to the so-called spin-momentum locking [13,44]. The interacting part \(\hat{H}_{\text{int}}\) accounts for short range Coulomb interactions [97]:

\[ \hat{H}_{\text{int}} = \frac{g_4}{2} \sum_{r=\ell,L} \int_{-\infty}^{+\infty} dx \left\{ \hat{n}_r(x) \right\}^2 + g_2 \int_{-\infty}^{+\infty} dx \left\{ \hat{n}_R(x) \hat{n}_L(x) \right\}, \]  

(8)

with \(g_2\) and \(g_4\) the inter- and intra-channel coupling constants, respectively, and \(\hat{n}_r = \hat{\psi}_r^\dagger \hat{\psi}_r\) the particle density operators. Within the Luttinger liquid theory, the interaction strength is described by the Luttinger parameter

\[ K = \frac{4\pi v_F + g_4 - K_2}{\sqrt{4\pi v_F + g_4 + K_2}} \]  

(9)

which is a function of \(g_2\) and \(g_4\). In the non-interacting case \(K = 1\), while repulsive interactions \(K < 1\). Recent experimental results suggest that interactions can be relevant in the quantum spin Hall (QSH) state: a Luttinger parameter \(K = 0.42\) was reported in Bismuthene on SiC substrate [98]. In addition, a previous work also reported the evidence for interaction effects in the QSH state realized in an InAs/GaSb quantum well. Although the value of \(K\) in that system is debated — \(K = 0.22\) [99] versus \(K = 0.8\) [100] —interactions seem to be anyway relevant.

It is useful to introduce bosonic operators \(\hat{\Phi}_\eta(x)\) via the bosonization identity [101,102]

\[ \hat{\psi}_\eta(x) = \frac{\hat{F}_\eta}{\sqrt{2\pi a}} e^{i\phi_\eta + e^{-i\pi/2} \hat{\Phi}_\eta(x)}, \]  

(10)

with \(\hat{F}_\eta\) a Klein factor ensuring the proper fermionic anticommutation rules and \(a\) a short length cutoff. The Hamiltonian \(\hat{H}_{\text{HLL}}\) becomes

\[ \hat{H}_{\text{HLL}} = \frac{\mu}{2} \sum_{\eta = \pm} \int_{-\infty}^{+\infty} dx \left\{ \partial_x \hat{\Phi}_\eta(x) \right\}^2, \]  

(11)

where \(\mu = (2\pi)^{-1} \sqrt{(2\pi v_F + g_4)^2 + g_2^2}\) represents the renormalized velocity and \(\hat{\Phi}_\eta\) are new chiral bosonic fields, related to \(\hat{\Phi}_\eta\) via the relation

\[ \hat{\Phi}_\eta(x) = \sum_{\eta = \pm} A_\eta \hat{\Phi}_\eta(x), \quad A_\pm = \frac{1}{2} \left( \frac{1}{\sqrt{K}} \pm \sqrt{K} \right). \]  

(12)

For \(K = 1\) we have \(\hat{\Phi}_\eta = \hat{\Phi}_{\eta/L}\).

The helical channels are capacitively coupled to an external gate

\[ \hat{H}_G = -e \int_{-\infty}^{+\infty} dx \ U(x,t) \left\{ \hat{n}_R(x) + \hat{n}_L(x) \right\}, \]  

(13)

where \(U(x,t) = F(x) V(t)\) encodes the spatial and temporal profile of the external voltage. Hereafter we consider an extended gate, by choosing \(F(x) = \Theta(-x)\) (with \(\Theta(x)\) the Heaviside step function), so that the drive \(V(t)\) is applied in the region \((-\infty, 0)\). In the following we will consider a periodic train of pulses with period \(T\), as in equation (1), specifying only later the precise form of the pulse \(V(t)\). The charge per period of the pulse (in units of \(-e\)) is

\[ q = \int_{-T/2}^{T/2} \frac{-e}{2\pi} V(t) dt. \]  

(14)

The equations of motion for fields \(\hat{\Phi}_\eta\) obtained from the full Hamiltonian \(\hat{H}\), are

\[ \left\{ \partial_t + \eta \partial_x \right\} \hat{\Phi}_\eta(x,t) = -e \sqrt{\frac{K}{2\pi}} \Theta(-x) V(t) \]  

(15)

whose solution can be written as

\[ \hat{\Phi}_+(x,t) = \hat{\Phi}_-(x - ut, 0) - e \sqrt{\frac{K}{2\pi}} \Theta(x) \int_{-\infty}^{t-\frac{u}{2}} dt' V(t') + \Theta(-x) \int_{-\infty}^{t} dt' V(t') \]  

(16a)

\[ \hat{\Phi}_-(x,t) = \hat{\Phi}_+(x + ut, 0) - e \sqrt{\frac{K}{2\pi}} \Theta(-x) \int_{t+\frac{u}{2}}^{+\infty} dt' V(t') \]  

(16b)

\[ ^7 \text{For a Galilean invariant system one has } g_2 = g_4 = g \text{ and then the coupling constant can be estimated from the knowledge of } K \text{ and } v_F. \]
with $\hat{\phi}_\pm(x \mp ut, 0)$ the chiral evolution of bosonic fields without external drive. The time evolution of fermion operators $\hat{\Psi}_i(x, t)$ is thus obtained by using (12) and (10). Finally, a generic expectation value of an operator $\hat{O}(t)$, is obtained as $\langle \hat{O}(t) \rangle = \text{Tr}[\hat{\rho}\hat{O}(t)]$. Here, $\hat{\rho}$ is the time-independent equilibrium density matrix at $t = -\infty$ when no voltage is applied and thus originating only from the Hamiltonian $H_{\text{ILL}}$.

### 3.1. Excess particle density

In order to understand how excitations are generated by the drive, a first quantity to look at is the average particle density $\langle \hat{n}(x, t) \rangle = \langle \hat{n}_R(x, t) + \hat{n}_L(x, t) \rangle$. In particular, we are interested in the deviations from the equilibrium situation

$$\Delta n(x, t) = \langle \hat{n}(x, t) \rangle - \langle \hat{n}_0(x, t) \rangle,$$

with $\hat{n}_0$ denoting the particle density operator in the absence of the drive. It is useful to introduce the chiral particle density operators $\hat{n}_\eta(x, t) = -\eta\sqrt{K}/(2\pi)\partial_x\hat{\Psi}_\eta(x, t)$, since the total particle density can be written as $\hat{n}(x, t) = \hat{n}_+(x, t) + \hat{n}_-(x, t)$. From equation (3) we find

$$\Delta n(x, t) = \sum_{\eta=\pm} \Delta n_\eta(x, t) = -e\sum_{\eta=\pm} \frac{\eta K}{2\pi u} V(1 - \eta) \Theta(\eta x).$$

This shows that the effect of the drive is to induce excitations propagating both to the right ($\eta = +$) and to the left ($\eta = -$). Notice that this expression is independent of the temperature and that the chiral right- (left-) moving excitation contributes only at $x > 0$ ($x < 0$), see figure 2. Moreover, from the relation

$$\Delta n_\eta(x, t) = \frac{\partial}{\partial t} \left[ \frac{1 + \partial K}{2} \Delta n_+(x, t) - \frac{1 - \partial K}{2} \Delta n_-(x, t) \right],$$

excitations for each chirality $\eta$ are composed of contributions coming from both channels $r = R, L$. By combining (18) and (19), the spatial profile of the excitation on channel $r$ moving in the $\eta$ direction is

$$\Delta n_{r,\eta}(x, t) = -\frac{e\partial}{2\pi u} \left[ 1 + \eta K \right] V(1 - \eta) \Theta(\eta x),$$

as schematically depicted in figure 2. It is worth to underline that all these contributions can be distinguished, since $R$ and $L$ channels have opposite spin projections.

In the non-interacting case $K = 1$, only $\Delta n_{R,+}$ and $\Delta n_{L,-}$ are present (red pulses), consistently with the fact that for free fermions $R$ and $L$ channels are right- and left-moving, respectively, and do not mix. On the contrary, in the interacting case also the $(R, -)$ and $(L, +)$ channels are involved (blue pulses), due to charge fractionalization phenomena [83, 103–108]. We underline that here, following the Luttinger liquid literature, the word fractionalization is used as a synonym of partitioning. Therefore, it does not refer to the presence of stable fractional-charged quasiparticle excitations, as the ones which instead characterize the fractional QHE.

The charge per period $Q_{\text{Ch}}$ carried on each channel is obtained by integrating over one period the corresponding contribution to the current flowing away from the point $x = 0$. Thus, by fixing a detection point $d > 0$, we find

$^8$ With a little abuse of language, we shall systematically refer to $Q_{\text{Ch}}$ as the charge of the excitations, actually meaning the charge in units of $-e$. 

---

**Figure 2.** Sketch of the space profile of the excess charge density due to the periodic voltage $V(t)$, with $q > 0$. Excitations originating at $x = 0$ on both channels $r = R, L$ propagate in the positive or negative direction of the $x$ axis, depending on the value of the index $\eta$. The charge per period (in units of $-e$) carried by each excitation is $Q_{\text{Ch}}$, as given in equation (21). Red pulses indicate excitations which are also present in the non-interacting case, while blue ones refer to those originating only as a result of interactions.
\[ Q_{r,\eta} = u \int_{-\tau/2}^{\tau/2} \Delta n_{r,\eta}(\eta \phi, t) \, dt = \vartheta_1 \frac{1 + \eta \phi \theta}{2} q = \vartheta_1 \sqrt{K} A_{\phi \eta} q, \]

where equation (14) has been used and coefficients $A_{\eta \phi}$ are defined in (12). The charge $Q_{r,\eta}$ carried by each excitation is an interaction-dependent fraction of the charge $q$ injected by the drive $V(t)$, which is the experimentally tunable parameter. Notice that $\pm q$ would be the charge carried in the non-interacting system ($K = 1$) by the excitation on channel $(R, +)/(L, -)$. We emphasize that the effect of interactions goes well beyond the simple renormalization of the charge carried on each channel. Indeed, interacting correlation functions contain interaction-dependent power-laws which are not present in the $K = 1$ case [97, 102]. As detailed in the next section, this leads to qualitative differences in the spectral properties between interacting and non-interacting systems.

4. Non-equilibrium spectral function

4.1. General properties

In this section, we discuss the intrinsic spectral properties [97, 101, 109–111] of the interacting system in the presence of a periodic drive. To this end, we will focus on the variation of the spectral function, with respect to its equilibrium value (when $V(t) = 0$). It is therefore useful to introduce the variation of the lesser/greater local Green function:

\[ -i \Delta G^<(n, t; x) = \langle \hat{\psi}(x, t_1) \hat{\psi}(x, t_2) \rangle - \langle \hat{\psi}(x, t_1) \hat{\psi}(x, t_2) \rangle, \]

\[ +i \Delta G^>(n, t; x) = \langle \hat{\psi}(x, t_1) \hat{\psi}(x, t_2) \rangle - \langle \hat{\psi}(x, t_1) \hat{\psi}(x, t_2) \rangle. \]

Here, $\hat{\psi}(x, t)$ denotes the time evolution of the fermion operator for $t$-electrons in the absence of the drive. The exponential factor is a Wilson line, ensuring gauge invariance of the correlators [56, 62].

Due to $V(t)$, the Green functions depend both on the difference $\tau = t_1 - t_2$ and on the average time $t = (t_1 + t_2)/2$. Therefore, we define the local (excess) spectral functions as the Fourier transform with respect to $\tau$ and we further average over the period of the drive $T$:

\[ \Delta A_{\phi}^<(\omega; x) = \pm i \int_{-\tau/2}^{\tau/2} \frac{dt}{T} \int_{-\infty}^{+\infty} \frac{d\tau}{2\pi} e^{i\omega \tau} \Delta G^<(t + \tau/2, t - \tau/2; x). \]

\[ \Delta A_{\phi}^>(\omega; x) = \pm i \int_{-\tau/2}^{\tau/2} \frac{dt}{T} \int_{-\infty}^{+\infty} \frac{d\tau}{2\pi} e^{i\omega \tau} \Delta G^>(t + \tau/2, t - \tau/2; x). \]

where the contribution of the excitation on the channel $(r, \eta)$ has the structure

\[ \Delta G^<_{\phi \eta}(t + \tau/2, t - \tau/2) = \pm iG^<_{\phi \eta}(\tau)P^r_{\phi \eta}(\tau)\Xi_{r \eta}(t, \tau). \]

Due to the function $\Theta(\eta \phi x)$, the term related to the excitation with $\eta = +(-)$ contributes only at positive (negative) values of $x$. Taking advantage of this fact, we can write $\Delta A_{\phi}^<(\omega; x) = \sum_{\eta = \pm} \Theta(\eta \phi x) \Delta A_{\phi \eta}^<(\omega)$, defining the greater/lesser spectral function $\Delta A_{\phi \eta}^>(\omega)$ associated with the excitation $(r, \eta)$ as

\[ \Delta A_{\phi}^>(\omega; x) = \pm i \int_{-\tau/2}^{\tau/2} \frac{dt}{T} \int_{-\infty}^{+\infty} \frac{d\tau}{2\pi} e^{i\omega \tau} G^<_{\phi \eta}(\tau)P^r_{\phi \eta}(\tau)\Xi_{r \eta}(t, \tau). \]

Here,

\[ G^<_{\phi \eta}(\tau) = \frac{i}{2\pi(a - iu\tau)} \left[ -\frac{a}{a - iu\tau} \right]^{2A^2} = -G^<_{\phi \eta}(-\tau) \]

represents the equilibrium Green function at zero temperature and is independent of the channel index $r$. The term $P^r_{\phi \eta}(\tau) = (iu\tau - a\lambda)(iu\tau)^{-1} = P^r_{\phi \eta}(-\tau)$ stems from the point splitting procedure and ensures that the diagonal limit $\tau \to 0$ correctly reproduces the excess particle density $\Delta n_r(x, t) = \lim_{\tau \to 0} \Delta G^<(t + \tau/2, t - \tau/2; x)$, as already discussed in [46]. This factor is only relevant at small values of $\tau$ and thus affects the corresponding spectral function $\Delta A_{\phi \eta}^<(\omega)$ at high energies. The effects of the time-dependent external drive are encoded in the phase factor

\[ \Xi_{r \eta}(t, \tau) = \exp \left[ -\eta i\sqrt{K} A_{\phi \eta} \int_{t + \tau/2}^{t - \tau/2} V(t') \, dt' \right] = 1, \]

where we recognize the partitioning or fractionalization factors $\sqrt{K} A_{\phi \eta}$ already encountered when discussing the excess particle density, see also (12). In the presence of a periodic drive, the phase factor can be conveniently decomposed in a Fourier series [49, 113].
Here, the photoassisted amplitudes \( p_r \) represent the probability amplitude for an electron to emit (\( \ell < 0 \)) or absorb (\( \ell > 0 \)) \( |\ell| \) photons of energy \( \Omega \) as a consequence of the ac drive. Their particular expression depends on the functional form of \( V(t) \). By using (29) it is easy to show that

\[
\int_{-T/2}^{T/2} \frac{dt}{T} \sum_{r \in \mathbb{Z}} p_r(Q_{r,\eta})^2 (e^{-i\ell_\tau q} e^{-i\ell_\tau Q_{\eta}} - 1) = \sum_{r \in \mathbb{Z}} |p_r(Q_{r,\eta})|^2 \Omega^2 \eta \tau^2, \tag{30}
\]

so that \( \Delta A_{r,\eta}^>(\omega) \) reads

\[
\Delta A_{r,\eta}^>(\omega) = \frac{\Omega^2 |\omega|^2}{4\pi^2} \sum_{r \in \mathbb{Z}} |p_r(Q_{r,\eta})|^2 \int_{-\infty}^{+\infty} dt \int_{-\infty}^{+\infty} d\omega' e^{i\omega t} e^{i\omega' t} e^{-i\omega t} e^{-i\omega' t} = \frac{\Omega^2 |\omega|^2}{4\pi^2} \sum_{r \in \mathbb{Z}} |p_r(Q_{r,\eta})|^2 \int_{-\infty}^{+\infty} dt e^{i\omega t}, \tag{31}
\]

with \( Q_{r,\eta} = (\ell + Q_{r,\eta})\Omega \). Notice that the photoassisted coefficients depend on the charge \( Q_{r,\eta} \) of the different excitations.

Now, some general properties can be discussed. First of all, the following sum rules are fulfilled:

\[
Q_{r,\eta} = uT \int_{-\infty}^{+\infty} \Delta A_{r,\eta}^>(\omega) d\omega = -uT \int_{-\infty}^{+\infty} \Delta A_{r,\eta}^\leq(\omega) d\omega. \tag{32}
\]

This indicates that the integral over energies of the lesser excess spectral function on channel \( r, \eta \) gives the charge per period carried by the excitation on that channel, in the same way as the integral over time of the excess charge density (see equation (21)). Due to equation (32), we can introduce the notion of minimality of an excitation, by requiring that the corresponding excess spectral function has everywhere the same sign as the one dictated by its sum rule. Physically, every \( \Delta A_{r,\eta}^\leq(\omega) \) represents a perturbation (with respect to equilibrium) which is globally larger if somewhere the function has a different sign compared to what equation (32) requires, showing the presence of additional positive/negative charges.

Moreover, looking at equations (27) and (28) some symmetry relations between greater and lesser components of spectral functions can be deduced. In particular, we have

\[
\Delta A_{r,\eta}^\leq(\omega, q) = \Delta A_{r,\eta}^\leq(-\omega, -q) = \Delta A_{r,\eta}^\leq(-\omega, q). \tag{33}
\]

Here, for the sake of clarity, we have explicitly included the dependence on the parameter \( q \) (see (14)). We also used the notation \( -R = L \) and viceversa. Going from positive to negative \( q \) simply means flipping the sign of \( V(t) \). Thanks to equation (33) we can simply focus on \( \Delta A_{r,\eta}^\leq(\omega, q) \) and obtain from these all other contributions by properly changing the sign of \( q \) and \( \omega \). Finally, in the non-interacting case \( K = 1 \), some additional symmetry relations are satisfied:

\[
\Delta A_{r,\eta}^\leq(\omega, q) = -\Delta A_{r,\eta}^\leq(-\omega, -q), \quad (r, \eta) = (R, +) \text{ or } (L, -). \tag{34}
\]

As a consequence, the total excess spectral function, defined as

\[
\Delta A_{r,\eta}^\leq(\omega, q) = \Delta A_{r,\eta}^\leq(\omega, q) + \Delta A_{r,\eta}^\leq(-\omega, -q) + \Delta A_{r,\eta}^\leq(-\omega, q) + \Delta A_{r,\eta}^\leq(\omega, -q), \tag{35}
\]

vanishes when \( K = 1 \) independently of the drive. In the presence of interactions, instead, \( \Delta A_{r,\eta}^\leq(\omega) \neq 0 \). Therefore, a measure sensitive to \( \Delta A_{r,\eta}^\leq(\omega) \) would be able to clearly distinguish between an interacting and a non-interacting system, see section 5.

### 4.2. Lorentzian pulses

As summarized in section 2, periodic trains of Lorentzian pulses play a special role in the context of EQO [21, 36] (being the best choice for the generation of minimal excitations for non-interacting systems) and have triggered an intense research activity [49, 54, 55, 59, 69–71, 73–79, 113–115]. Here, we will thus focus on this particular shape of wavepackets, in order to elucidate the effects caused by the presence of repulsive interactions. The real-time shape of a single Lorentzian pulse is given by

\[
V^{(0)}(t) = \frac{q}{-e^w + t^2}. \tag{36}
\]

In order to calculate the spectral functions we need to specify the photoassisted coefficients appearing in (31) and then compute the integral. They read [49, 55]

\[
p_r(q) = q \sum_{s=0}^{+\infty} \frac{(-1)^s \Gamma(q + \ell + s) e^{-2\pi w(2i + \ell)/T}}{\Gamma(q + 1 - s) \Gamma(1 + s) \Gamma(1 + \ell + s)}. \tag{37}
\]

We now restrict our attention to the case of Lorentzian pulses with integer values of \( Q_{r,\eta} \) for the corresponding channel \((r, \eta)\). As a consequence of the particular form of the photoassisted coefficients, the spectral function shows some remarkable properties for these integer values. The behavior of the lesser spectral function \( \Delta A_{r,\eta}^\leq \) for right-moving wavepackets is shown in figure 3 for different values of the interaction

\[
\Delta A_{r,\eta}^\leq(\omega) \neq 0. \tag{38}
\]
strength \( K \). Note that this contribution is present also in the non-interacting case \((K = 1)\), where \( Q_{R,+} = q \).

Different panels correspond to integer but opposite value of the injected charge \( Q_{R,+} = \pm 1 \). In the absence of interactions \((K = 1)\), equation (34) dictates that the spectral function with \( Q_{R,+} = -1 \) can be obtained by reversing the one with \( Q_{R,+} = +1 \) with respect to both axes. This results in a vanishing total spectral function \( \Delta A_{R,+} = \Delta A_{R,+}^< + \Delta A_{R,+}^> = 0 \). On the other hand, a manifest asymmetry appears in the presence of interactions \((K < 1)\), where the excess lesser spectral functions for positive and negative charges become independent. Another clear feature in figure 3(b) is that \( \Delta A_{R,+}^< (\omega) \propto \Theta(-\omega) \) when \( Q_{R,+} = -1 \), independently of interactions. This behavior is uniquely due to the specific shape of integer Lorentzian pulses and, in particular, to the following peculiar property of their photoassisted coefficients:

\[
\rho_{\ell} (q) = 0 \quad \forall \ell \text{ sign}(q) < -|q|, \quad q \in \mathbb{Z}.
\]  

(38)

In the non-interacting case, \( K = 1 \), the additional symmetry relation (34) is responsible for the appearance of a \( \Theta(+\omega) \) also at the positive charge value \( Q_{R,+} = +1 \). This feature is spoiled when \( K < 1 \), where \( \Delta A_{R,+}^< (\omega) \) is finite for both \( \omega \gtrless 0 \) (figure 3(a)).

Importantly, in the non-interacting case only the channels \((R, +)\) and \((L, -)\) have a finite spectral weight, while for \( K < 1 \) other two channels are also present. The presence of these additional contributions in the non-equilibrium spectral function and in its variation are thus a unique fingerprint of interactions. The variation \( \Delta A_{R,+}^>(\omega) \) is shown for different interaction strengths \( K < 1 \) in figure 4, where, again, the two panels refer to opposite injected integer charges \( Q_{R,+} = \pm 1 \). The plots show that \( \Delta A_{R,+}^>(\omega) \) is nonvanishing for both \( \omega \gtrless 0 \) when its charge is negative, while a \( \Theta(-\omega) \) appears for a positive charge. This shows once more that the presence of interactions results in an asymmetric behavior of the non-equilibrium spectral function in response to positive or negative excitations.

Further information can be obtained from figures 3–4 by looking at the sign of the spectral functions. We have already pointed out in (32) that the integral of \( \Delta A_{R,+}^>(\omega) \) yields the charge \( Q_{R,+} \). By inspecting the plots, we
Table 1. Summary of the main properties of the spectral functions for integer charges. In the non-interacting case $K = 1$, no charge is injected on the $(R, -)$ channel and therefore $\Delta A_{R, -}(\omega)$ vanishes everywhere. The properties of the other spectral functions can be obtained by using the symmetry relations (33).

| Properties of $\Delta A_{R, +}(\omega)$ | | |
|---------------------------------------|----------------|----------------|
| $Q_{R, +}$ | $K = 1$ | $K < 1$ |
| +1 | $\propto \Theta (+\omega)$ | always finite |
| | minimal | minimal |
| -1 | $\propto \Theta (-\omega)$ | $\propto \Theta (-\omega)$ |
| | minimal | minimal |

| Properties of $\Delta A_{R, -}(\omega)$ | | |
|---------------------------------------|----------------|----------------|
| $Q_{R, -}$ | $K = 1$ | $K < 1$ |
| +1 | zero | $\propto \Theta (-\omega)$ |
| | non-minimal | non-minimal |
| -1 | zero | always finite |
| | non-minimal | non-minimal |

Figure 5. Lesser spectral function $\Delta A_{R, +}(\omega)$, in units of $w(uT)^{-1}$, as a function of $\omega$, in units of $w^{-1}$. Here, we show an example of non-integer charge, with $Q_{R, +} = \pm 0.6$. We set $T = 50w$ and $u = 0.01w$.

see that for the channel $(R, +)$ in figure 3 the sign of $A_{R, +}$ is everywhere the same as the one of its integral. It is actually possible to prove that the spectral function is always positive-definite for integer $Q_{R, +}$ (see appendix for details). This shows that for the channel $(R, +)$ Lorentzian pulses with associated integer charges remain minimal even in the presence of interactions. On the contrary, for the channel $(R, -)$ the sign of the spectral function is not definite and at low $\omega$ it is actually the opposite of the one required by the sum rule (see appendix). For this reason, the function $\Delta A_{R, -}$ is not minimal also in the case of associated integer charges. The main properties of the spectral functions $\Delta A_{R, \pm}$ are summarized in table 1.

Having described the peculiarities of Lorentzian pulses with associated integer charges $Q_{R, \pm}$, a comment on a generic situation of non-integer charge is in order. In this case qualitative differences appear and have to be considered, since it is in general not possible to have all charges $Q_{R, \pm}$ simultaneously integer, unless for very specific values of the interaction strength. As an example, in figure 5 we plot the function $\Delta A_{R, +}(\omega)$ for $Q_{R, +} = \pm 0.6$, directly obtained from equation (31). The main difference to be appreciated with respect to the integer case in figure 3 is the absence of the $\Theta(-\omega)$ and that the sign of $\Delta A_{R, +}(\omega)$ is not defined, showing a non-minimal character.

5. Possible experimental signatures

In this section we show how the intrinsic properties of the spectral functions can be probed by relying on a scanning tunneling setup with a spin-polarized tip, kept at a given (but tunable) bias $V_{\text{tip}}$ with respect to the helical channels. As a result of this coupling, a tunnel current flows between the tip and the system. The spin
polarization of the tip allows us to access all possible channels of the helical liquid, by exploiting the spin-momentum locking \[41, 91\]. Recently, this technique has been successfully used to probe the surface states of three-dimensional topological insulators \[92–94\]. We will show how information about the spectral functions can be obtained from the current flowing into the tip and its fluctuations.

We consider a spin-polarized tip, placed at a fixed position \(d > 0\), as sketched in figure 6. The tip is coupled to the system via the tunneling Hamiltonian \[39\],

\[
\hat{H}_t = \sum_{\sigma = \uparrow, \downarrow} \{ \lambda(\alpha_\uparrow \hat{\Psi}_R^\dagger(d) \hat{\chi}_\uparrow + \alpha_\downarrow \hat{\Psi}_L^\dagger(d) \hat{\chi}_\downarrow) + \text{h.c.} \},
\]

(39)

where \(\hat{\chi}_\sigma\) is the annihilation operator of electrons with spin projection \(\sigma\) on the tip. The spin-up polarization of the tip is described by \(\alpha_\uparrow = 1\) and \(\alpha_\downarrow = 0\), the spin-down one by \(\alpha_\uparrow = 0\) and \(\alpha_\downarrow = 1\). We only include spin-preserving tunneling, therefore, in the Hamiltonian \(39\), \(\hat{\chi}_\uparrow\) and \(\hat{\chi}_\downarrow\) are only coupled to \(\hat{\Psi}_R\) and \(\hat{\Psi}_L\), respectively \[91\].

The tunnel current flowing between the system and the tip, when the latter is polarized with spin \(\uparrow\) or \(\downarrow\), can be written as

\[
\hat{I}_{\text{tip},R/L}(t) = i e \lambda \hat{\Psi}_R^\dagger(d, t) \hat{\chi}_\sigma(t) + \text{h.c.}
\]

(40)

The noise associated with its fluctuations is

\[
S_{\text{tip},r}(t) = 2 \int_{-T/2}^{T/2} \frac{dt}{T} \int_{-\infty}^{\infty} d\tau \left\{ \delta \hat{I}_{\text{tip},r}(t + \tau/2) \delta \hat{I}_{\text{tip},r}(t - \tau/2) \right\},
\]

(41)

where \(\delta \hat{I}_{\text{tip},r}(t) = \hat{I}_{\text{tip},r}(t) - \langle \hat{I}_{\text{tip},r}(t) \rangle\).

Both quantities \(I_{\text{tip},r} = \int_{-T/2}^{T/2} \frac{dt}{T} \langle \hat{I}_{\text{tip},r}(t) \rangle\) and \(S_{\text{tip},r}\) are evaluated to lowest order in the coupling constant \(\lambda\), finding

\[
I_{\text{tip},r} = 2\pi e |\lambda|^2 \int_{-\infty}^{\infty} d\omega [A_\uparrow^\omega(\omega, d) A_\uparrow^\omega(\omega - eV_{\text{tip}}) - A_\downarrow^\omega(\omega, d) A_\downarrow^\omega(\omega - eV_{\text{tip}})],
\]

(42)

\[
S_{\text{tip},r} = 4\pi e^2 |\lambda|^2 \int_{-\infty}^{\infty} d\omega [A_\uparrow^\omega(\omega, d) A_\uparrow^\omega(\omega - eV_{\text{tip}}) + A_\downarrow^\omega(\omega, d) A_\downarrow^\omega(\omega - eV_{\text{tip}})].
\]

(43)

Here, \(A_\uparrow^\omega(\omega, d) = A_\uparrow^\omega(\omega) + \Delta A_\uparrow^\omega(\omega, d)\), with \(\Delta A_\uparrow^\omega(\omega, d)\) defined in \(23\) and the equilibrium term \(A_\uparrow^\omega(\omega)\) is the Fourier transform of \(27\) \[116\]:

\[
A_\uparrow^\omega(\omega) = \pm i \int_{-\infty}^{\infty} \frac{d\tau}{2\pi} e^{i\omega \tau} G_\uparrow^\omega(\tau) = \frac{1}{2\pi \nu} \frac{e^{i\omega d}}{\Gamma(1 + 2A_\uparrow^\omega)} \Theta(\pm \omega) \left[ \frac{d|\omega|}{u} \right]^{2A_\uparrow^\omega}.
\]

(44)

Since \(d > 0\), spectral functions are only related to the excitation on the channel \((\tau, + )\) (see equation \(24\)). For notational convenience, we will not include the index \(+\) in this section, since there is no ambiguity. The equilibrium spectral function of the tip is defined as

\[\text{Figure 6. Sketch of the proposed setup. The interacting helical channels are driven by the periodic time-dependent voltage } V(t), \text{ applied in the region } x < 0. \text{ A spin-polarized tip is placed at } d > 0 \text{ and allows the spin-preserving tunneling of electrons, selecting their spin according to its polarization. The tip is modeled as a non-interacting system and is biased with a voltage } V_{\text{tip}} \text{ with respect to the chemical potential of the helical channels. This setup measures the tunnel current between the system and the tip.} \]
to probe whether the system is
¹
0

These quantities represent the deviations of the noise from its Poissonian limiting value. It is now possible to

where the tip Green functions, \( G_{\text{tip}}^{>}(\tau) = i(\hat{\chi}_r(0)\hat{\chi}_r(-\tau)) \) and \( G_{\text{tip}}^{<}(\tau) = -i(\hat{\chi}_r(0)\hat{\chi}_r(-\tau)) \), are independent of
the spin \( \sigma \). Since the tip is non-interacting, their expressions are obtained from (44), with \( A_- = 0 \) and \( \nu = \nu_F \).

Then, for \( \alpha \to 0 \), \( \mathcal{A}_{\text{tip}}(\omega) = (2\pi\nu_F)^{-\Theta(\pm\omega)} \). Therefore, the deviations \( \Delta I_{\text{tip},r}(\omega) \) due to the

effect of the drive \( V(t) \) only can be expressed as

\[
\Delta I_{\text{tip},r}(V_{\text{tip}}) = \frac{e\nu}{2\pi} \int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} d\omega' \mathcal{A}_r^{>}(\omega', q) - \int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} d\omega' \mathcal{A}_r^{>}(\omega, -q).
\]

Similarly, the deviations \( \Delta S_{\text{tip},r} \) in the noise (43) read

\[
\Delta S_{\text{tip},r}(V_{\text{tip}}) = \frac{2e^2\nu}{2\pi} \int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} d\omega' \mathcal{A}_r^{>}(\omega', q) + \int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} d\omega' \mathcal{A}_r^{>}(\omega, -q).
\]

It is worth noticing that \( \Delta I_{\text{tip},r} \neq 0 \) even at zero static bias \( (V_{\text{tip}} = 0) \), because the helical channels are driven out
of equilibrium by \( V(t) \), which has a non-zero dc component. Moreover, while in general the deviations \( \Delta I_{\text{tip},r} \)
and \( \Delta S_{\text{tip},r} \) are different from \( I_{\text{tip},r} \) and \( S_{\text{tip},r} \) obtained in (42) and (43), the difference disappears at \( V_{\text{tip}} = 0 \). We
can now introduce the following excess noises by combining the last two equations:

\[
\Delta S_{\text{exc}}^{(\pm)}(V_{\text{tip}}) = \Delta S_{\text{tip},r}(V_{\text{tip}}) \mp 2e\Delta I_{\text{tip},r}(V_{\text{tip}}) = \frac{4e^2\nu}{2\pi} \int_{-\infty}^{\infty} d\omega \mathcal{A}_r^{>}(\omega, q).
\]

These quantities represent the deviation of the noise from its Poissonian limiting value. It is now possible to
extract information about the intrinsic spectral properties of the helical channels.

First of all, the variation of the total spectral distribution \( \Delta \mathcal{A}_r(\omega) = \Delta \mathcal{A}_r^{>}(\omega) + \Delta \mathcal{A}_r^{<}(\omega) \) can be obtained
from the excess differential conductance, namely

\[
\Delta \mathcal{A}_r(\omega) = -\frac{\nu_F}{e^2\nu} \frac{\partial \Delta I_{\text{tip},r}(V_{\text{tip}})}{\partial V_{\text{tip}}} \bigg|_{V_{\text{tip}} = \omega}.
\]

Given equation (35), in a non-interacting system \( \Delta \mathcal{A}_r(\omega) = 0 \), regardless the shape of the drive. This does not
hold anymore as soon as interactions are present. Indeed, by considering the case of a Lorentzian drive, we show
in figure 7 the variation of the excess differential conductance for different values of the interaction strength, in
the case where the tip is polarized with \( \sigma = ↑ \). Thanks to the sharply different behavior between interacting and
non-interacting case, it is possible to use a measurement of the current \( \Delta I_{\text{tip},r} \) to probe whether the system is
interacting or not.

Additional information can be obtained by taking the derivative of the two excess noises introduced in (48):

\[
\Delta \mathcal{A}_r^{\pm}(\omega, q) = \frac{\nu_F}{4e^2\nu} \frac{\partial \Delta S_{\text{exc}}^{(\pm)}(V_{\text{tip}})}{\partial V_{\text{tip}}} \bigg|_{V_{\text{tip}} = \omega}.
\]

This relation makes it possible, by varying \( V_{\text{tip}} \) to reconstruct both the greater and lesser spectral functions and
access all the features presented in the previous section. Notice also that spectral functions of both channels \( R \)
and \( L \) can be investigated by simply changing the polarization of the tip.

Figure 7. Excess differential conductance \( G_\uparrow = \frac{\partial \Delta I_{\text{tip},r}(V_{\text{tip}})}{\partial V_{\text{tip}}} \), in units of \( e^2\nu F \), as a function of \( eV_{\text{tip}} \), in units of \( \nu F \). These plots are
obtained for a Lorentzian drive with \( Q_{\text{tip}} = 1 \) and \( T = 50 \) and directly give, up to a sign, the total excess spectral function \( \Delta \mathcal{A}_r(\omega) \),
as established by equation (49). Notice that in the non-interacting case, the result is zero, due to the symmetry (34) of the spectral
functions.
Further information about the excess noise can be extracted from (48). At $V_{\text{ip}} = 0$, the two quantities $\Delta S_{\text{exc}},(\theta) = 0$ when $Q_{R+,}$ is a positive integer (electron-like excitation, with $q > 0$), while $\Delta S_{\text{exc}},(\theta) = 0$ when $Q_{R+,}$ is a negative integer (hole-like excitation, with $q < 0$). This is due to the fact that $\Delta A_{\text{exc}}(\omega)\left|_{Q_{R+,}=+1} \propto \Theta(\omega)\right.$, while $\Delta A_{\text{exc}}(\omega)\left|_{Q_{R+,}=-1} \propto \Theta(-\omega)\right.$ (see figure 3). Through the same reasoning we see that $\Delta S_{\text{exc},L}(\theta) = 0$ when $Q_{L+,}$ is a negative ($q > 0$, see (21)) or positive ($q < 0$) integer, respectively. Let us focus on $\Delta S_{\text{exc},L}(\theta)$ and analyze the conditions for it to vanish. When $r = R$, we need $Q_{R+,} = n$, with $n \in \mathbb{N}^+$. In terms of the initial injected value $q$, this means

$$q = \frac{2n}{1 + K},$$

(51)

Likewise, when $r = L$, we need $Q_{L+,} = -m$, with $m \in \mathbb{N}^+$, namely

$$q = \frac{2m}{1 - K}.$$

(52)

In figure 8 we present the behavior of excess noise $\Delta S_{\text{exc},L}(\theta)$ as a function of the experimentally tunable parameter $q$, showing that the zeros are indeed located at the points given by (51) and (52). By varying the interaction, the zeros in panel (a) move to higher values of $q$, as required by equation (51), while the opposite is true in panel (b), according to equation (52). In the latter case we do not have any signal at $K = 1$, since the spectral function on the $L$ channel vanishes. This discussion demonstrates that a measurement of the excess noise could be used to extract the value of the interaction strength. Indeed, by looking for instance at the value of $q$ at which the $n$th zero in figure 8(a) occurs, the Luttinger parameter can be determined by solving equation (51) for $K$.

As it is clear from the above discussion, a vanishing excess noise is only due to the presence of proper $\Theta$ functions in the spectral functions. This property is uniquely determined by the Luttinger drive and is therefore robust with respect to the presence of interactions. Indeed a vanishing excess noise can be achieved at any interaction strength, provided that the conditions in (51) or (52) are met. We recall that a vanishing excess noise in the case of Luttinger pulsces producing excitations with integer charge has been already reported in a QPC geometry for non-interacting systems [21, 49, 65] as well as in the integer [50, 60] and fractional quantum Hall effect [35]. Indeed, one can recognize that expressions for the excess noise of a QPC are equivalent to the ones in (42) and (43). We emphasize however that interactions in counterpropagating helical channels result in a richer phenomenology in the excess noise, as the positions of the zeros depend on $K$.

As discussed in section 2 and section 4, in a non-interacting system a vanishing excess noise directly implies that $\Delta A_{\text{exc}}(\omega)$ has a definite sign. This is not anymore true if $K \neq 1$. As an example, when a Luttinger pulse with $Q_{L+,}$ a negative integer is generated on the channel ($L+,\theta$), both $\Delta A_{\text{exc}}(\omega)$ do not have a definite sign, but still $\Delta S_{\text{exc},L}(\theta) = 0$, as we see in figure 8. We conclude that, apart from the case $K = 1$, a vanishing excess noise is not necessarily related to a minimal spectral function (in the sense of absence of additional positive/negative charge). This fact was already noticed in a different context [117, 118]. One of the striking results of the latter analysis is that contrary to common belief that minimal wavepackets need to bear an integer charge, in strongly correlated systems such as a quantum spin Hall Luttinger liquid system, the excess noise vanishes for non integer charges.
6. Conclusions

We have analyzed the non-equilibrium spectral properties of interacting helical channels in the presence of a time-dependent drive. In order to better elucidate the effects induced by e−e interactions, we have focused on the case of a periodic train of integer Lorentzian pulses, which is known to generate minimal excitations in a 1D free-fermion system. We have shown that peculiar asymmetries, related to the sign of the injected charge, appear as a function of the interaction strength (see figures 3 and 4 and table 1). Moreover, the concept of minimal excitations has to be properly considered and is no more directly related to the vanishing of the excess noise as in the case of free fermions. These findings can be tested by looking at the tunneling current and its fluctuations through a polarized tip, which allows for a spectroscopic investigation of the intrinsic spectral properties of all counterpropagating channels (see equation (50)). The spin-polarized tip experiment suggested in this work shows that in correlated electron systems such as the quantum spin Hall Luttinger liquid, the transmitted charges per period associated with the voltage pulse minimizing the excess noise deviate from integer values (equations (51) and (52)). This is a direct consequence of the fact that the Luttinger parameter $K$ is smaller than one. Therefore, our analysis can be considered as a novel diagnosis for detecting fractional charges in quantum spin Hall Luttinger liquids in the presence of time-dependent drives.
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Appendix. Sign of the spectral functions

Here, we show that the function $\Delta \mathcal{A}_{R,\omega}^<(\omega)$ has a definite sign when evaluated for integer Levitons. For simplicity, it is convenient to consider the case of very long period $T \gg w$ and thus focus on a single Lorentzian pulse, given in (36). In this case, the phase factor (28) becomes

$$\Xi_{r,\omega}(t, \tau) = \left[ \frac{w + i(t - \tau/2)}{w - i(t - \tau/2)} \right]^{iQ_r(\omega)} \left[ \frac{w + i(t + \tau/2)}{w - i(t + \tau/2)} \right]^{-iQ_n(\omega)} - 1. \quad (A.1)$$

If $Q_{r,\omega}$ is integer, further analytical evaluation is possible. Let us focus on the case where $Q_{r,\omega} = n > 0$. It is then possible to show that [36, 53, 59, 60]

$$\left[ \frac{w + i(t - \tau/2)}{w - i(t - \tau/2)} \right]^{n} - 1 = -2\pi i r \sum_{j=1}^{n} \chi_j(t + \frac{\tau}{2}) \chi_j(t - \frac{\tau}{2}) \quad (A.2)$$

with

$$\chi_j(t) = \frac{\Gamma(t + i\omega)}{\Gamma(t - i\omega)} \quad (A.3)$$

By relying on these results, the variation of the spectral function becomes

$$\Delta \mathcal{A}_{R,\omega}^>(\omega) = \frac{1}{2\pi i \varepsilon} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{d\tau}{\varepsilon + \text{Im}\tau} \left[ \frac{a}{a - i\epsilon \tau} \right]^{2A_1^2} \int_{-\infty}^{+\infty} \sum_{j=1}^{n} \chi_j(t + \frac{\tau}{2}) \chi_j(t - \frac{\tau}{2}) \quad (A.4)$$

Here, the tilde indicates that we adapted the definition of the spectral function to a single-pulse drive, by replacing the integral $T^{-1} \int_{-T/2}^{T/2} \text{d}t$ with $\int_{-\infty}^{+\infty} \text{d}t$. By evaluating the previous integral we arrive at the following result:

$$\Delta \mathcal{A}_{R,\omega}^<(\omega) = \frac{2w}{u} \left( \frac{a}{u} \right)^{2A_1^2} \frac{e^{\omega/u}}{\Gamma(2A_1^2)} \sum_{j=1}^{n} \{ \Theta(\omega) \mathcal{I}_j(\omega, \omega) + \Theta(-\omega) \mathcal{I}_j(\omega, 0) \} \quad (A.5)$$
Concerning the spectral function $\Delta A_{R\omega}^\pm(\omega)$, we show in figure A1 that its sign is not definite and that a change of sign occurs in the high-energy tail at $\omega < 0$, ensuring that the sum rule (32) is satisfied.
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