Self-force regularization of a point particle for generic orbits in Kerr spacetime: electromagnetic and gravitational cases
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The self-force is the leading method in modelling waveforms for extreme mass ratio inspirals, a key target of ESA’s future space-based gravitational wave detector LISA. In modelling these systems, one approximates the smaller body as a point particle leading to problematic singularities that need to be removed. Modelling of this singular structure has settled on the Detweiler-Whiting singular field as the gold standard. As a solution to the governing wave equation itself, on removal, it leaves a smooth regular field that is a solution to the homogeneous wave equation, much like its well established flat spacetime counterpart. The mode-sum method enables subtraction of this singularity mode by mode via a spherical harmonic decomposition. The more modes one has, the faster the convergence in the $\ell$-sum, making these expressions highly beneficial, especially considering the heavy computational burden of waveform production. Until recently, only the two leading orders were known for generic orbits in Kerr spacetime. In a previous paper, we produced the next non-zero parameter for a scalar charged particle in Kerr spacetime, laying the groundwork for the electromagnetic and gravitational case which we present here.

I. INTRODUCTION

Since their first detection [1], the network of ground-based gravitational detectors have gone from strength to strength. With approximately 90 detections to date [2], they have ensured the future of gravitational wave astronomy. The ESA-led mission, LISA, is a future space-based gravitational wave detector, currently set to launch around 2034. This will open a new frequency window in gravitational waves, one where extreme mass ratio inspirals (EMRIs). EMRIs are binary compact body systems, usually treated as two black holes, a stellar mass black hole and a massive black hole of $\sim 10^7-10^9 M_\odot$, that live in the centre of galaxies. They are science rich systems, they can behave as dark standard sirens in constraining the Hubble constant [3], act as probes of massive black hole evolution via spin parameters [4] and mass function constraints [5], and with $\sim 10^4$ orbits of detectable signals, they will map out the Kerr spacetime, allowing precision tests of relativity [6].

The self-force solves for the motion of the system via a perturbation in the mass ratio in Einstein’s field equations. The resulting wave equation is then solved via several numerical and semi-analytical methods, each of varying success. Arguably the most powerful is the matched expansions or Green function method, a semi-analytical method that involves solving directly for the regularised Green function in three overlapping regions via different techniques. This to-date has only been implemented in for a scalar particle with eccentric orbit in Schwarzschild [7]. As is standard, near all self-force techniques are initially developed for a scalar particle in curved spacetime before progressing to an electric and eventually massive particle (as is the case with this work).

The effective source method where one uses the singular field to ‘effectively’ source its wave equation, solving directly for the regular field, was independently developed by Vega and Detweiler [8]and Barack and Goldburn [9]. This has been successfully implemented for the gravitational self-force for circular orbits in both Schwarzschild [10] and Kerr [11]. This leaves mode-sum, the technique we focus on here, first introduced by Barack and Ori [12] it uses a spherical decomposition to allow the safe subtraction of the singular field mode by mode. It has been fully implemented for generic orbits in both Schwarzschild (eccentric) [13] and Kerr [14].

The mode-sum, when initially proposed, used the singular field that produced the MiSaTaQuWa equations [15, 16]. This singular field was later given an upgrade by Detweiler and Whiting [17] where they identified ‘missing contributions’ which when considered now gave a singular field that was a solution to the wave equation, much like its flat spacetime counterpart. Along with Messaritaki, they later implemented the mode-sum technique for this singular field [18] for circular orbits of a scalar particle in Schwarzschild and with it several integration techniques which we adapt here. This paper also was the first to recognise that although, as Barack and Ori had observed, the sum of all parameters after the leading two sum to zero, as one cannot implement this sum over infinity, the higher parameters are still extremely useful in increasing the convergence of the $\ell$-sum. This observation led to a number of papers focused on systematically developing these higher orders, with Haas and Poisson extending the Detweiler et al.’s work to eccentric orbits [19], Heffernan et al. extended this further to higher orders as well as the electromagnetic and gravitational cases for eccentric equatorial orbits in both Schwarzschild [20] and Kerr [21].

With recent mode-sum calculations now breaking into generic orbits in Kerr spacetime in scalar [22] and gravity [14], it seems appropriate to further extend these works to generic orbits in Kerr. The two leading parameters for
generic orbits in Kerr were produced by Barack and Ori [23] in their initial pioneering work with details of their derivation arriving later in a self-force review by Barack [24]. The next non-zero parameter in generic Kerr was only recently produced by this author in [25], hereon referred to as Paper I, for a scalar particle. Indeed, as that resulting expressions were 200 pages long (per component) in Mathematica, one can see why these expressions were not produced until now. Although large, for a scale of improved efficiency, that additional parameter resulted in code time reducing from a week to a day when used to investigate resonances [26]. In addition [26] was able to show even with numerical fitting, one cannot model resonances accurately enough without that additional parameter, thus making these parameters necessary for Kerr waveforms. To assist others in using those parameters, a Mathematica package was also released via Zenodo [27] and will be implemented in a future release of the black hole perturbation toolkit, bhtoolkit [28].

In producing the next non-zero parameter, we heavily use the techniques that were built in Paper I and hence refer to it often. In this paper, Sec. II gives the background on the governing equations for both an electric and massive particle in curved spacetime. It borrows heavily from Poisson et al.’s Living Review [29] and should be seen as short summary of the necessary highlights. Sec. III gives the techniques needed to produce expansions of the singular field; the base techniques are the same as Paper I with several necessary components identified that were not previously calculated. Sec. IV gives a summary and discussion of the paper’s results.

Throughout this paper, we use units in which $G = c = 1$ and adopt the sign conventions of [32]. We denote symmetrization of indices using parenthesis, $(ab)$, antisymmetrization using square brackets, $[ab]$, and exclude indices from (anti)symmetrization by surrounding them by vertical bars, $(a|b|c)$ and $[a|b|c]$. For spatial and four-velocity vectors we use the notation, $x^a x^b \cdots = x^{a bc} \cdots$, $u^a u^b \cdots = u^{a bc} \cdots$, or $\epsilon^{abc} \cdots = \epsilon^{a bc} \cdots$ while biscalars with indices imply covariant differentiation, e.g., $\nabla^a \nabla^b \sigma(x, x') \equiv \sigma^{ab}$. We also make reference to several points; to clarify we direct the reader to Fig. 1 where:

- The retarded and advanced points on gamma that are null connected to $x$ are denoted $x^a_{\text{ret}} \equiv z^a(\tau_{\text{ret}}) \equiv z^a(\tau_+)$ and $x^a_{\text{adv}} \equiv z(\tau_{\text{adv}}) \equiv z^a(\tau_-)$.
- $\Delta x = x - \bar{x}$ is the spacelike distance between the field point $x$ and $\bar{x}$.
- $\delta x' = x - x'$ is the distance between the field point $x$ and $x'$ on the worldline (often taken to be the advanced $z^a(\tau_{\text{adv}})$ or retarded point $z^a(\tau_{\text{ret}})$ - those points on the worldline null-connected to the field point $x$).
- $\Delta \tau = \tau' - \bar{\tau}$ is the difference in proper time along the worldline between $\bar{x}$ and another point $x'$, often chosen to be the retarded or advanced points.
- We assume all distances are of similar length scale and introduce the dimensionless parameter $\epsilon \sim \Delta x \sim \Delta x' \sim \Delta \tau$ to keep track of the order of each expansion.

II. THE PERTURBATIVE SELF-FORCE

A. An Electric Charged Particle Moving in Curved Spacetime

We consider an electric charged particle of charge $e$ moving in curved spacetime, on a worldline $\gamma$ parame-
terised by $\lambda$, with position vector $z^a(\lambda)$. In such a set-up, the charged particle will generate an electromagnetic field, $F_{ab}(x) = 2A_{[a; b]}$ through its vector potential $A^a(x)$, with which it will then interact, hence the so-called self-force. The dynamics of such a system can be described by the action,

$$S = \int \left( \dot{\mathcal{L}}_{\text{particle}} + \dot{\mathcal{L}}_{\text{field}} + \dot{\mathcal{L}}_{\text{interaction}} \right) \sqrt{-g} d^4x,$$

(2.1)

where $\mathcal{L}$ are the Lagrangian densities

$$\dot{\mathcal{L}}_{\text{particle}} = -\mu \int \gamma_4(x, z) d\tau,$$

(2.2)

$$\dot{\mathcal{L}}_{\text{field}} = -\frac{1}{16\pi} F_{ab}(x) F_{ab}(x),$$

$$\dot{\mathcal{L}}_{\text{interaction}} = e \int A_a(x) g^a_{\ b}(x, z) \dot{z}^b \delta_4(x, z) d\tau,$$

(2.3)

$g^a_{\ b}(x, z)$ is the parallel propagator (more on this later), $\mu$ is the bare mass of the particle, $g$ the determinant of the metric, $d\tau = \sqrt{-g} z^a z^b d\lambda$ is the differential of proper time with overdot referring to differentiation with respect to $\lambda$, and $\delta_4(x, z)$ as defined in Eq. (13.2) of [29] is an invariant Dirac functional of curved spacetime,

$$\delta_4(x, x') = \frac{\delta_4(x - x')}{\sqrt{-g}} = \frac{\delta_4(x - x')}{\sqrt{-g'}}.$$

Varying this action with respect to the vector potential, $A^a$ and finding the stationary point yields the usual associated Euler-Lagrange equation,

$$\frac{\partial \mathcal{L}}{\partial A^a} - \nabla_a \left( \frac{\partial \mathcal{L}}{\partial \dot{A}^a} \right) = 0.$$

(2.4)

Using the Lagrangian densities as defined in Eq. (2.2) of the field and interaction terms results in Maxwell’s equations,

$$F^a_{\ b} = 4\pi e \int A_a(x) g^a_{\ b}(x, z) \dot{z}^b \delta_4(x, z(\tau)) d\tau,$$

(2.5)

$$\equiv 4\pi j^a(x),$$

where we have defined the current density,

$$j^a(x) = e \int g^a_{\ b}(x, z) \dot{z}^b \delta_4(x, z(\tau)) d\tau.$$

(2.6)

Using the fact that $F_{ab}$ is invariant under a gauge transformation, $A_a \rightarrow A_a + \Phi_a$ for some arbitrary scalar function, $\Phi$, then $\Phi$ can always be chosen so that $A^a$ satisfies the Lorenze gauge,

$$A^a_{\ ;a} = 0.$$

(2.7)

Thus Eq. (2.5) emerges as the wave equation,

$$\square A^a = -4\pi j^a,$$

(2.8)

where $R^a_{\ b}$ is the Ricci tensor.

For varying the action with respect to the position $z^a(\lambda)$, one need only consider the particle and interaction terms, resulting in a simplified system,

$$S = \int_\gamma (L_{\text{particle}} + L_{\text{interaction}}) d\lambda,$$

(2.9)

where

$$L_{\text{particle}} = -\mu \left[ -g_{ab}(z) \dot{z}^a \dot{z}^b \right]^{1/2},$$

$$L_{\text{interaction}} = e A_a(z) \dot{z}^a \left[ -g_{ab}(z) \dot{z}^a \dot{z}^b \right]^{1/2}.$$

(2.10)

(2.11)

Again we arrive at the associated Euler-Lagrange equations,

$$\frac{\partial L}{\partial z^a} - \frac{d}{d\lambda} \left( \frac{\partial L}{\partial \dot{z}^a} \right) = 0,$$

(2.12)

which on taking $\lambda$ as proper time, lead to the equations of motion,

$$F^a = \mu \frac{Dz^a}{d\tau} = e F^a_{\ b}(z) \dot{z}^b.$$

(2.13)

B. A Massive Particle Moving in Curved Spacetime

The gravitational self-force approach tackles the Einstein field equations by exploiting the smallness of an object moving in a spacetime with a much larger length scale. For compact objects, this can translate to, $\mu \sim \ell \ll M \sim \mathcal{L} \sim 1$ where $\mu$ and $M$ are the massess of small and larger objects respectively, similarly $\ell$ and $\mathcal{L}$ represent their length scales. It is, therefore, applicable to a ‘small’ compact object (SCO), e.g., a stellar mass black hole, existing in a background spacetime described by a much larger object like a massive black hole (approximately $10^8$ solar masses), i.e., EMRIs. If we consider the field generated by such a system, one can imagine far from the SCO, the field would be overwhelmed by the massive black hole, and the impact of the SCO’s field can be seen as a perturbation, that is

$$g_{ab} = g_{ab} + e h_{ab} + O(\epsilon^2),$$

(2.14)

where $g$ describes the field of the system, $g$ describes the background metric associated with the massive black hole, $h$ the perturbation due to the SCO’s field and $\epsilon$ represents the scaling $\mu/\mathcal{L}$, that is the ratio of the SCO mass to the larger black hole length scale.

Assuming the SCO represents the only mass in the system, the linearized Einstein field equations obtained using the metric Eq. (2.14),

$$G_{ab}[g] = 8\pi T_{ab}[g],$$

(2.15)

now take the form,

$$G_{ab}[g] + e \delta G_{ab}[h] = e 8\pi T_{ab}[g] + O(\epsilon^2),$$

(2.16)
where $G[g]$ and $G\{g\}$ are the Einstein tensor defined with the metrics $g$ and $g$ respectively, $\delta G[\cdot]$ is the leading perturbation of the Einstein tensor while $T[g]$ represent the stress energy tensor of the SCO moving in the full spacetime, $g$. By design, our background spacetime now has the freedom of being a solution to the Einstein vacuum field equations, i.e., $G_{ab}[g] = 0$, allowing the Schwarzschild or Kerr solutions to describe our massive black hole as an uncharged non-spinning or spinning black hole respectively.

To first order, the metric perturbation, $h$, is a solution to $\delta G_{ab}[h] = 8\pi T_{ab}[g] + O(\epsilon)$. This translates to

$$
\square h_{ab} + 2 R_{acbd} \hat{h}^{cd} - \hat{h}_b^c;ca - \hat{h}_a^c;cb + g_{ab} \hat{h}^{cd};cd = -16\pi T_{ab}[g] + O(\epsilon),
$$

where we have made use of the trace-reversed metric perturbation, $\hat{h}^{ab}$, by means of the substitution,

$$
h_{ab} = \hat{h}_{ab} - \frac{1}{2} g_{ab} \hat{h}^c_c. \tag{2.18}
$$

Employing the Lorenz gauge, $\hat{h}^{ab} ; b = 0$ Eq. (2.17) now gives,

$$
\square \hat{h}_{ab} + 2 R_{acbd} \hat{h}^{cd} = -16\pi T_{ab}[g] + O(\epsilon), \tag{2.19}
$$

where $\square$ is the d’Alembertian operator with the background metric, $g$, and we have recovered the standard linearized Einstein field equations.

As the SCO represents the only mass in the system, our stress energy tensor can be derived from the SCO’s action functional,

$$
S_p = -\mu \int_{\gamma} \sqrt{-\hat{g}_{\alpha\beta} \hat{x}^\alpha \hat{x}^\beta} \, d\lambda' \tag{2.20}
$$

to give,

$$
T_{ab}[g](x) = -\mu \int_{\gamma} \frac{\hat{g}_{\alpha\beta} \hat{x}^\alpha \hat{x}^\beta}{\sqrt{-\hat{g}_{\alpha\beta} \hat{x}^\alpha \hat{x}^\beta}} \delta_4(x, z(\lambda')) d\lambda', \tag{2.21}
$$

where $z(\lambda)$ describes the world line $\gamma$ of the SCO in the full spacetime $g$ (parameterized by $\lambda$) while $g^a_{\alpha\beta}(x, z(\lambda'))$ represents the bivector of parallel propagation (also in $g$). Making use of the identities,

$$
\lim_{x \to z} g^{a}_{\alpha\beta}, b = 0, \quad \left[ \frac{g_{\alpha\beta}}{\sqrt{-g_{\alpha\beta} \hat{x}^\alpha \hat{x}^\beta}} \delta_4(x, z(\lambda')) \right], b = \partial_\beta \delta_4(x, z(\lambda')),
$$

it can be shown,

$$
T_{ab}^{\cdot b}[g](x) = -\mu \int_{\gamma} \frac{\hat{g}_{\alpha\beta} \hat{x}^\alpha \hat{x}^\beta}{\sqrt{-\hat{g}_{\alpha\beta} \hat{x}^\alpha \hat{x}^\beta}} \partial_\beta \delta_4(x, z(\lambda')) d\lambda',
$$

$$
= \mu \int_{\gamma} d\lambda' \frac{\hat{g}_{\alpha\beta} \hat{x}^\alpha \hat{x}^\beta}{\sqrt{-\hat{g}_{\alpha\beta} \hat{x}^\alpha \hat{x}^\beta}} \delta_4(x, z(\lambda')) d\lambda',
$$

$$
= \mu \int_{\gamma} \frac{\hat{g}^{a}_{\alpha\beta}}{\sqrt{-\hat{g}_{\alpha\beta} \hat{x}^\alpha \hat{x}^\beta}} \left[ \frac{D\hat{x}^a}{d\lambda'} - k^a \hat{x}^\beta \right] \delta_4(x, z(\lambda')) d\lambda',
$$

where $\hat{g}^{a}_{\alpha\beta}$ refers to covariant differentiation with the full metric $g$ and

$$
k = \frac{1}{\sqrt{-\hat{g}_{ab} \hat{x}^a \hat{x}^b}} \frac{d}{d\lambda} \left( \sqrt{-\hat{g}_{ab} \hat{x}^a \hat{x}^b} \right). \tag{2.22}
$$

If we enforce energy-momentum conservation, $T_{ab}^{\cdot b} = 0$, we now have

$$
\frac{D\hat{x}^a}{d\lambda} = k^a, \tag{2.23}
$$

or

$$
\frac{D\hat{x}^a}{d\lambda} = (\Gamma_{abc} - \Gamma_{bac}) \hat{x}^b \hat{x}^c + k^a, \tag{2.24}
$$

where $\Gamma$ and $\Gamma$ are the Christoffel symbols associated with covariant differentiation in $g$ and $g$ respectively while $D$ refers to covariant differentiation with the background metric, $g$. Perturbing Eq. (2.24) via Eq. (2.14), and taking $\lambda$ to be the proper time of the background metric, now gives

$$
a^{a[0]} = 0, \tag{2.25}
$$

$$
a^{a[1]} = -\frac{1}{2} \left( h_a^{bc} + h_a^{cb} - h_{bc}^{,a} - u^{a\beta} h_{bc,\beta} \right) u^{bc},
$$

$$
= -\frac{1}{2} \left( g^{ab} + u^{ab} \right) \left( 2 h_{bc,\beta} - h_{c\beta,\chi} \right) u^{cd}, \tag{2.26}
$$

where $a^{a[n]}$ is the $n^{th}$ perturbation of the 4-acceleration and $k$, previously defined in Eq. (4.11), has become

$$
k = \frac{1}{\sqrt{1 - h_{ab} u^{ab}}} \frac{d}{d\tau} \left( \sqrt{1 - h_{ab} u^{ab}} \right), \tag{2.27}
$$

$$
= \frac{1}{2} h_{ab,\chi} u^{abc} + O(\epsilon^2). \tag{2.28}
$$

Thus, by applying energy-momentum conservation, we have acquired a geodesic equation in the full spacetime, Eq. (2.23). From the prospective of the background spacetime, this is a geodesic at zero-th order by Eq. (2.25), but at first order in Eq. (2.26), it appears an acceleration or ‘force’ has been applied; this is the so-called self-force.

We have glossed over the fact that we introduced a point particle assumption via Eq. (2.21) in this derivation. The question whether this is a fair assumption has been thoroughly investigated, initially by [15] and [7], with elegant reviews in [29] and [33]. In summary, the answer is yes, but only to first order. Second order requires a more structured source that can be thought of as a point particle equipped with the SCO’s multipole moments [34]; this reduces to a point particle approximation at first order. We can therefore define our first order source term in Eq. (2.17) as

$$
T_{ab}[g] = \mu \int_{\gamma} g_{\alpha\beta}(x) u^{\alpha} u^{\beta} \delta_4(x, z(\tau')) d\tau', \tag{2.29}
$$

where we have explicitly illustrated $T$’s symmetry. With that our wave equation Eq. (2.19) becomes

$$
\square \hat{h}_{ab} + 2 R_{acbd} \hat{h}^{cd} = -16\pi T_{ab}[g] + O(\epsilon). \tag{2.30}
$$
C. Regularization

As mentioned in Sec. I, if one wants to solve for the motion of a two-body system in full general relativity, one must deal with troublesome singularities. In the context of the self-force, we are concerned with the field singularity that emerges on the worldline of the smaller object, not the background spacetime, which is taken to be a vacuum. We can see from both the electromagnetism and gravitational wave equations, Eqs. (2.8) and (2.30) respectively, that these are sourced by delta functions.

As is standard with wave equations, the solutions of Eqs. (2.8) and (2.30) are via Green functions. Our electromagnetic wave equation Eq. (2.8)

\[ \Box A^a - R^a_{\ b} A^b = -4\pi j^a, \quad (2.31) \]

clearly has the Green function solution,

\[ A^a(x) = \int_{\gamma} G^a_{\ b'}(x, x') j^b(x') \sqrt{-g} d^4 x', \]

\[ = e \int_{\gamma} G^a_{\ b'}(x, z(\tau')) u^{b'} d\tau', \quad (2.32) \]

where we substituted Eq. (2.6) and \( G^a_{\ b'}(x, x') \) satisfies

\[ \Box G^a_{\ b'}(x, x') - R^a_{\ b'}(x) G^b_{\ a'}(x, x') = -4\pi g^a_{\ b'}(x, x') \delta_4(x, x'). \quad (2.33) \]

Similarly for the gravitational case, the wave equation, Eq. (2.30)

\[ \Box h_{ab} + 2 R_{acbd} h^{cd} = -16\pi T_{ab}[g] + O(\epsilon). \quad (2.34) \]

has the Green function solution,

\[ h_{ab}(x) = \int_{\gamma} G_{ab\ a'b'}(x, x') T^{a'b'}(x') \sqrt{-g} d^4 x', \]

\[ = 4\mu \int_{\gamma} G_{ab\ a'b'}(x, z(\tau')) u^{a'b'} d\tau', \quad (2.35) \]

where we substituted Eq. (2.29) and \( G_{ab\ a'b'}(x, x') \) satisfies

\[ \Box G_{ab\ a'b'}(x, x') + 2 R_{e\ a'b'}(x) G^{cd}_{e\ a'b'}(x, x') = -4\pi g_{ab\ a'b'}(x, x') g^{b'}(x, x') \delta_4(x, x'). \quad (2.36) \]

The well established method of tackling Green functions of the form Eqs. (2.33) and (2.36) locally is to use the Hadamard ansatz [35, 36],

\[ G_+^a_{\ b'}(x, x') = U^a_{\ b'}(x, x') \delta_+(\sigma) - V^a_{\ b'}(x, x') \Theta_+(\sigma), \quad (2.37) \]

for electromagnetism and for gravity,

\[ G_\pm_{\ ab\ a'b'}(x, x') = U_{ab\ a'b'}(x, x') \delta_\pm(\sigma) - V_{ab\ a'b'}(x, x') \Theta_\pm(\sigma), \quad (2.38) \]

Here \( \delta \) is the Dirac delta function, \( \Theta \) the Heaviside step function, \( \delta \) the Synge World function, ‘+’ refers to the retarded solution and ‘−’ the advanced while \( U_{\ b'}^a(x, x') \) and \( V_{\ b'}^a(x, x') \) are smooth bitensors. The Synge world function \( \sigma \) in curved spacetime is

\[ \sigma(x'', x') = \frac{1}{2} (\lambda'' - \lambda') \int_{\gamma} g_{ab}(z) \frac{dz^a}{d\lambda} \frac{dz^b}{d\lambda} d\lambda, \quad (2.39) \]

\[ = \begin{cases} -\frac{1}{2} \Delta \tau^2 & \text{timelike } \beta, \\ 0 & \text{lightlike } \beta, \\ \frac{1}{2} \Delta \delta^2 & \text{spacelike } \beta, \end{cases} \quad (2.40) \]

The ‘±’ attached to both \( \delta \) and \( \Theta \) in Eqs. (2.37) and (2.38) can be thought of as retarded and advanced versions of the Dirac delta function, \( \Theta \) the Heaviside step function. To state this more mathematically, one considers a constant time spacelike hypersurface of the field point \( \Sigma(x) \), then

\[ \delta_\pm(\sigma(x, x')) = \Theta_\pm(\Sigma(x), x') \delta(\sigma(x, x')), \quad (2.41) \]

where \( \Theta_\pm(\Sigma(x), x') \) is a step function, with \( \Theta_+(\Sigma(x), x') = 1 \) when \( x' \) is in the past of \( x \) and \( \Theta_-(\Sigma(x), x') = 1 \) when it’s in the future. Here it should be noted we are considering the local situation of Fig. 2, where the field point \( x \) and worldline \( \gamma \) (or \( x' \equiv z(\tau') \)) are close enough so that both retarded and advanced points, \( z(\tau_{ret}) \) and \( z(\tau_{adv}) \), of \( \gamma \) lie within \( x \)'s local neighbourhood, \( \mathcal{N}(x) \).

In flat spacetime, as was outlined in Paper I, one usually only has the direct part (null connected \( U \)’s) of the Green functions (a massive scalar field will have a tail part - \( V \)). To regularise, one forms a singular Green...
function that is the averaged sum of the retarded and advanced Green functions,

\[ G^{(S)A}_{B'} = \frac{1}{2} (G^+A_{B'} + G^-A_{B'}) , \quad (2.42) \]

where we are using the notation that \( A = a \) and \( B' = b \) for electromagnetism while for gravity, \( A = ab \) and \( B' = a'b' \), which is clearly a solution to Eqs. (2.33) and (2.36) and hence has the identical singular structure as the both the retarded and advanced solutions. This is then subtracted from the retarded Green’s function to give a smooth regular Green function that is a solution to the homogeneous wave equation.

However in curved spacetime, due to the tail term, such a singular field would depend on all the history and past of the source particle, therefore a different singular field is required. In Paper I, we outlined the Quinn-Wald axiomatic approach that was used in the scalar case [37], and previously the electromagnetic and gravitational cases [16]. There, they used a number of axioms to validate subtracting the direct part of the flat spacetime singular field \( T \), and previously the electromagnetic and gravitational cases [37], and previously the electromagnetic and gravitational cases [16]. The tail \( T \) bitensors, when expressed as a formal expansion in the Synge world function, are shown to satisfy a recursion relationship initially sourced by the Van Vleck-Morette determinant [39].

To obtain explicit expressions for these terms we carry out the same Riemann normal expansion as Paper I. We thus remind the reader the structure of this expansion, mainly

\[ \Delta x = x - \bar{x} \sim \epsilon, \quad \delta x = x - x' \sim \epsilon, \quad (3.5) \]

where \( x \) is our field point, \( \bar{x} \) a point on the worldline on the same hypersurface as the field point \( x, x' \) is a point anywhere on the world line where we use \( x^a \equiv \bar{x}^a \) and we have introduced \( \epsilon \) as a small parameter to track orders. Using these coordinates in Paper I, we derived coordinate expansions for the Synge world function \( \sigma \) and its derivatives \( \sigma_a, \delta x \) the four-velocity on the worldline \( u^a \), along with the retarded and advanced points, \( x^{\mu}(\tau_{ret}) \) and \( x^{\mu}(\tau_{adv}) \) respectively, on the worldline. We also noted in [20] it was shown that,

\[ \Delta^{\frac{1}{2}}(x, x') = 1 + (\epsilon)^4. \quad (3.6) \]

We therefore have from Eq. (3.4),

\[ U^{ab'}(x, x') = g^{ab'}(x, x') + (\epsilon)^4, \quad (3.7) \]

\[ U^{a'b'}(x, x') = g^{a'b'}(x, x') + (\epsilon)^4. \]

One can see from these governing equations of both electromagnetism and gravity, most of the required expression were already determined via the Riemann Normal Expansion in Paper I. Indeed, the only missing ingredient for the direct part is the bivector of parallel transport, \( g^a_b \). As in Paper I, we Taylor expanded the metrics, i.e.,

\[ g_{ab} = g_{ab}(x) = g_{ab} + g_{ab,\epsilon} \Delta x^\epsilon + (\epsilon)^2, \quad (3.8) \]

\[ g_{a'b'} = g_{a'b'}(x') = g_{a'b'} + g_{a'b',\epsilon} (\Delta x - \delta x)^\epsilon + (\epsilon)^2. \]
Then similar to solving for $\sigma$ in Paper I, we define our $g^{a'}(x, x')$ as an expansion with unknown coefficients, labelled $G$,

$$g^{a'} = \delta^a_b + \epsilon G^a_b \delta x^c + \epsilon^2 G^a_{bcd} \delta x^d \delta x'^d + O(\epsilon)^3,$$

and further expand with $x \to \bar{x} + \Delta x$. Using $g^{a';c}\sigma' = 0$ as our governing equation for the bivector of parallel transport, we solve for the $G$'s,

$$G^a_{bc} = -\Gamma^a_{bc},$$

$$G^b_{ce}f = \frac{1}{2}(\Gamma^b_{ef} \Gamma^e_{if} + \Gamma^e_{if} \Gamma^e_{if} - \Gamma^e_{if} \Gamma^e_{if} - \Gamma^e_{if} \Gamma^e_{if} + \Gamma^e_{if} + \Gamma^e_{if} + \Gamma^e_{if}) + g_b h_{c1,...,f} + \Gamma^b_{ce}f + g^b h_{c1,...,f}) (3.11)$$

As mentioned previously, to obtain an expression for the tail tensor $V$, it is written as an expansion in $\sigma$,

$$V^B_{A}(x, x') = \sum_{n=0}^{\infty} V^n_{A}(x, x') \sigma^n(x, x'),$$

$$V^A_{B}(x, x') = O(\epsilon)^2,$$

with the $V^n$'s solving recursion relations and $\sigma^n$ begin $\sigma$ to the power of $n$ and not a contravariant derivative. The second line simply follows from $\sigma$ having leading order $\epsilon^2$. In Paper I we noted, in the scalar case $V = O(\epsilon)^2$, and so it was unnecessary to calculate any $V$ terms. Similarly as shown in the Appendix of [20], this is also the scenario for the electromagnetic case. However, for gravity, it is not so we also need to calculate the $V$ terms for gravity.

We only need $V_0$ and thus the initial equation sourced by the Van Vleck-Morette determinant will suffice,

$$2\sigma'^{a'} \sigma'^{b'} - 2V_0^{ab'} - \Delta^{a'}_c \Delta^{b'}_c + 2V_0^{ab'} (3.15) + (\delta^{a'}_c \delta^{b'}_d \square' + 2R^{a'}_c \e^{b'}_d') \left( \Delta^{a'}_c \Gamma^c_{(a} g^{(b')}d) = 0. \right)$$

We then use the expansion

$$V_0^{ab'}(x, x') = v_0^{ab'}(x) + v_0^{ab'}(c)(x) \delta x' + O(\epsilon)^2 (3.16)$$

where $v_0^{ab'}$ and $v_0^{ab'}$ are unknown coefficients for which we solve,

$$v_0^{abcd'}(x) = \frac{1}{4} \left\{ -2\Gamma^d_{ef} \Gamma^e_{j'} + \Gamma^d_{ef} \Gamma^e_{j'} + 2\Gamma^d_{ef} \Gamma^e_{j'} + \Gamma^e_{j'} (\Gamma^d_{ef} - \Gamma^d_{ef}) - \Gamma^d_{ef} \Gamma^d_{ef} \\
+ g^{bf} \epsilon^{ci} \left[ -2\Gamma_{fj} + g^{ef} \left( \Gamma_{fj} + \Gamma_{fj} - \Gamma_{fj} - \Gamma_{fj} \right) \right] \right\}, (3.17)$$

where we don't include $v_0^{ab'}$ due to its size.

Putting this together with the expressions from Paper I gives us coordinate expansions for $A^a(x)$ and $h^{ab}(x)$. To obtain the self-force, we use the equations of motion Eqs. (2.26) and (2.13) outlined in Sec. II, that is

$$F_{(EM)}^{a} = \epsilon F_{b}^{a}(z)^{b},$$

$$F_{(G)}^{a} = \mu \epsilon_{k}^{abcd} F_{(R)}^{(b)} (3.19)$$

where we have rearranged the gravitational case as is
standard by introducing,

\[ K^{abcd} \equiv \frac{1}{2} g^{ad} u^b u^c - g^{ab} u^c u^d - \frac{1}{2} g^{a b} u^c u^d \]

\[ F_a^{(S)}(x) = \sum_{n=-\infty}^{\infty} \sum_{p=-n-2}^{n-1} b[n]^{[p]}(x) \Delta x^{c_1} \cdots \Delta x^{c_{(n-2p)}} \rho^{2p-1} \epsilon^{n-1}, \]

where

\[ \rho^2 = (g_{\mu\nu} + u_{\mu} u_{\nu}) \Delta x^{\mu\nu} \] (3.22)

and with the caveat that for \( n = 2 \) the limit on the \( p \) sum becomes \( [n/2] \). To see this explicitly, we include the first two orders in the electromagnetic case,

\[ F_{a[-1]}^{(S)} = \frac{1}{2} \Delta x_b + \frac{1}{2} u_b u^c \Delta x_c, \]

\[ F_{a[0]}^{(S)} = \frac{1}{4 \rho^3} \left\{ \Gamma_{bcd} \Delta x^{cd} + 2 \Gamma_{cde} \Delta x^{cd} + u^c \left[ \Gamma_{cde} (2 u^d \Delta x_b + u_b \Delta x_d) + 2 (\Gamma_{dce} u^d \Delta x_c + \Gamma_{dec} u_b \Delta x_d) \right] \Delta x^{e} \right\}, \]

\[ = \frac{3}{4 \rho^3} \left[ \Gamma_{cde} \Delta x_b \Delta x^{cde} + u^c \Delta x_c \Delta x^f (\Gamma_{def} (u^d \Delta x_b + u_b \Delta x_d) \Delta x^g + \Gamma_{fij} u_b u^e \Delta x_{ij}) \right]. \] (3.24)

\[ IV. \text{ MODE-SUM DECOMPOSITION} \]

\[ A. \text{ Coordinate rotation and integration techniques} \]

Once one has an expression for the singular self-force, we follow the mode-sum method of Barack and Ori [12] and regularise by decomposing into spherical harmonics and subtracting mode by mode,

\[ F_a(x) = \sum_{\ell} \left[ F_a^{(ret)}(x) - F_a^{(S)}(x) \right], \] (4.1)

where

\[ F_a^{(S)}(x) = \sum_m F_a^{(S)}(\ell, r_0) Y_m(\theta, \phi), \]

\[ = \sqrt{\frac{2\ell + 1}{4\pi}} F_a^{(S)}(\ell, r_0), \]

\[ = \lim_{\Delta r \to 0} \frac{2\ell + 1}{4\pi} \int F_a^{(S)}(0, \Delta r, \alpha, \beta) \times P_l(\cos \alpha) d\Omega. \] (4.2)

To carry out this integration, we follow the same technique as outlined in detail in Paper I. For completeness we give a brief overview here but refer the reader to Paper I for full details.

We start with an Euler rotation with angles \( (\phi + \frac{\pi}{2}, \theta, -\beta_0) \) where the first two angles are used to place the particle on the pole and kill the \( m \)-sum,

\[ \sin \alpha \cos (\beta - \beta_0) = \sin \theta \sin (\phi - \phi'), \]

\[ \sin \alpha \sin (\beta - \beta_0) = \cos \theta \sin \theta \sin \theta \cos \phi \cos (\phi - \phi'), \]

\[ \cos \alpha = \cos \theta \cos \theta + \sin \theta \sin \theta \cos (\phi - \phi'). \]

As these are not well-behaved on the pole (where we place our particle), as has become standard from [30], we transform further to ‘locally Cartesian coordinates’,

\[ w_x = w(\alpha) \cos (\beta - \beta_0) = 2 \sin (\frac{\alpha}{2}) \cos (\beta - \beta_0), \] (4.4)

\[ w_y = w(\alpha) \sin (\beta - \beta_0) = 2 \sin (\frac{\alpha}{2}) \sin (\beta - \beta_0), \] (4.5)

as illustrate in fig. 3.

The third angle \( \beta_0 \), with

\[ \sin 2\beta_0 = -\frac{2\mu}{\eta}, \quad \cos 2\beta_0 = \frac{\zeta^2 - \xi^2}{\eta}, \] (4.6)

where

\[ \zeta^2 \equiv g_{w_x w_x} + u_{w_x w_x}, \] (4.7)

\[ \xi^2 \equiv g_{w_y w_y} + u_{w_y w_y}, \]

\[ \mu \equiv g_{w_x w_y} + u_{w_x w_y}, \]

\[ \eta^2 = 4\mu^2 + (\xi^2 - \zeta^2)^2, \] (4.8)

is chosen to ensure

\[ \rho(0, 0, w_x, w_y)^2 = 4 \sin^2 \left( \frac{\alpha}{2} \right) \left[ X + Y \sin^2 \beta \right], \] (4.9)
functions. The recurrence relation in Eq. (15.2.10) of [18] and reviewed in Paper I. The axes of \((w_x, w_y)\) align with our second rotation axes \((x'', y'')\).

\[
F_a^{(S)} (0, 0, \alpha, \beta) = \sum_{n=-1}^{\infty} \sum_{p=-n-2}^{n=2p} \sum_{q=0}^{n-2p} b_{a(n-2p,q)}^{[n]} (x) \left(2 \sin^2 \frac{\alpha}{2}\right)^{(n-1)/2} \left(\frac{2}{q}\right)^{(n-2p)/2} \chi_n^{(n-2p-q)} \left(\beta - \beta_0\right) \left(\eta_{k}\right)^{(2p-1)/2} e^{n-1},
\]

with the same caveat of the limits of the \(p\)-sum changing for \(n = 2\). Here as in Paper I the \(b_{a(n-2p,q)}^{[n]}\) coefficient has been relabelled

\[
b_{a(n-2p,q)}^{[n]} \equiv b_{(a-1, \ldots, \bar{a})}^{[n]},
\]

where \(n - 2p\) is the total number of \(w_x\)'s and \(w_y\)'s in the sequence \(\bar{a}_1 \ldots \bar{a}_{n-2p}\) and \(q\) the number of \(w_x\)'s.

To integrate over \(\alpha\), one expands \(2 \sin^2 \frac{\alpha}{2}\) \((n-1)/2\) in Legendre polynomials and makes use of their orthogonality, as well as several key formulas outlined in Appendix D of [18] and reviewed in Paper I. The \(\beta\) integral uses the definitions of \(\chi\), Eq. (???), to capture all \(\beta\) dependence in \(\chi\) with

\[
\cos^2 (\beta) = \frac{1}{k} (k - 1 + \chi), \quad \sin^2 (\beta) = \frac{1}{k} (1 - \chi).
\]

As was done in [18], we integrate the powers of \(\chi\) using

\[
\frac{1}{2\pi} \int 0^{\pi} d\beta \chi^{-n/2}(\beta) = \chi^{-n/2}(\beta) = 2 F_1 \left(\frac{n}{2}, \frac{1}{2}; 1; k\right),
\]

where \((n + 1)/2 \in \mathbb{N} \cup \{0\}\) and \(2 F_1\) are hypergeometric functions. The recurrence relation in Eq. (15.2.10) of

\[
\rho(w_x, w_y)^2 = 2 \sin^2 \frac{\alpha}{2} \left(\xi^2 + \zeta^2 + \eta\right) \left[1 - k(x) \sin^2 \beta\right],
\]

\[
= 4 \sin^2 \frac{\alpha}{2} \left(\frac{\eta}{k}\right) \chi,
\]

where

\[
\chi(x, \beta) = 1 - k(x) \sin^2 \beta,
\]

\[
k(x) \equiv \frac{2\eta}{\xi^2 + \zeta^2 + \eta}.
\]

\(F_a^{(S)}\) of Eq. (3.21) is now be rewritten as

[40],

\[
F_{p+1}(k) = \frac{p - 1}{p(k-1)} F_{p-1}(k) + \frac{1 + 2p + \left(p - \frac{1}{2}\right) k}{p(k-1)} F_p(k),
\]

is then used to reduce the number of hypergeometric functions to two, \(2 F_1 (\pm \frac{1}{2}, \frac{1}{2}; 1; k)\). These in turn translate to elliptic integrals

\[
\left\langle \chi^{-\frac{1}{2}}\right\rangle = 2 F_1 \left(\frac{1}{2}, \frac{1}{2}; 1; k\right) = \frac{2}{\pi} \mathcal{K},
\]

\[
\left\langle \chi^{\frac{1}{2}}\right\rangle = 2 F_1 \left(-\frac{1}{2}, \frac{1}{2}; 1; k\right) = \frac{2}{\pi} \mathcal{E},
\]

where

\[
\mathcal{K} \equiv \int_0^{\pi/2} (1 - k \sin^2 \beta)^{-1/2} d\beta,
\]

\[
\mathcal{E} \equiv \int_0^{\pi/2} (1 - k \sin^2 \beta)^{1/2} d\beta,
\]

are complete elliptic integrals of the first and second kinds, respectively.
B. Results

As was noted in Paper I, the techniques outlined here will not produce the leading order parameter previously produced by Barack and Ori [23]. Our rotation was designed to kill the $w_xw_y$ cross term in $\rho$, Eq. (3.22). For the leading term, one cannot set $\Delta r \to 0$ and therefore has other problematic cross terms $\Delta r w_x$ and $\Delta r w_y$. The integration techniques described here will thus fail. Barack and Ori dealt with these terms by targeting $u_{w_x} \to 0$ as this is the source of two of these terms, the remaining $\Delta r w_y$ term is integrated by scaling the integrals with $\Delta r$ and expanding out the Legendre polynomial. These don’t easily extend to higher orders, which is why we chose a different rotation and adapted the integration of techniques of Detweiler et al. [18].

We reiterate the leading parameter here as defined by Barack and Ori [23], as there was a typo in the parameters in the following review [24]

\[
F_{t[-1]} = \frac{-u_{r_0} u_x}{u_y} F_{t[-1]}, \quad F_{\theta[-1]} = 0, \quad F_{\phi[-1]} = 0,
\]

\[
 F_{r[-1]} = \mp \frac{\text{sgn} \Delta r}{2V} \sqrt{\frac{\sin^2 \theta}{g_{\phi\phi} \Delta}} \sqrt{V + \frac{\Delta u^2_{r_0}}{\Sigma}},
\]

where $\mp$ of $F_{r[-1]}$ is $-1$ for electromagnetism and a $+1$ for gravity,

\[
V = 1 + \frac{u_y^2}{\Sigma} + \frac{L^2}{g_{\phi\phi}},
\]

with all having the same $\ell$ dependency is $A_{[-1]}^{\ell} = 1 + 2\ell$.

The higher parameters produced for this work are too large to print, we therefore make them publicly available via a Mathematica package on Zenodo [31]. As the only generic Kerr gravity calculation is not in the Lorenz gauge, there is no data currently available to test whether the parameters give the expected convergence (as was shown in Paper I for the scalar case). However, as shown in the readme notebook accompanying the package, we do show that we successfully retrieve the parameters of Schwarzschild [20] and equatorial Kerr Heffernan:2012vj which were shown to successfully regularise.

V. DISCUSSION

In this work, we produced the first high order (usually referring to anything after the first two) regularisation parameters for generic orbits in Kerr spacetime for both the electromagnetic and gravitational cases. As LISA approaches, there is currently one code that has successfully implemented generic orbits in Kerr for gravity [14]. More and faster codes are needed and we hope this work will assist in such developments. The effect of this one additional parameter in the scalar case saw an improvement from a week to a day in code time [26] and allows one to capture resonances to the desired accuracy.

Future work has many directions, one can build on previous non-geodesic work [41], implementing in Kerr. There is also work on other gauges that has a lot of potential [42]. As well as looking at any increase efficiency that might be gained from using spin-weighted [43] or spheroidal harmonics.
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