Zonal profile corrugations and staircase formation: role of the transport crossphase
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Abstract

Recently, quasi-stationary structures called $E \times B$ staircases were observed in gyrokinetic simulations, in all transport channels [Dif-Pradalier et al. Phys. Rev. Lett. 114, 085004 (2015)]. We present a novel analytical theory - supported by collisional drift-wave fluid simulations - for the generation of density profile corrugations (staircase), independent of the action of zonal flows: Turbulent fluctuations self-organize to generate quasi-stationary radial modulations $\Delta \theta_k(r,t)$ of the transport crossphase $\theta_k$ between density and electric potential fluctuations. The radial modulations of the associated particle flux drive zonal corrugations of the density profile, via a modulational instability. In turn, zonal density corrugations regulate the turbulence via nonlinear damping of the fluctuations.

High-confinement regimes provide promising conditions for future fusion devices like ITER. The H-mode, in particular has been the focus of research efforts for more than 30 years. See e.g. Refs \[1\] \[2\] \[3\] for a review. The presence of turbulence-driven flows, i.e. zonal flows (ZF) have been shown to facilitate access to H-mode, by shearing apart turbulence eddies \[4\]. Patterns are ubiquitous in non-equilibrium systems \[5\]. The most common radial pattern first observed in gyrokinetic simulations of ion-temperature gradient driven (ITG) turbulence has been dubbed ‘$E \times B$ staircase’ \[6\] \[7\] \[8\], due to its quasi-periodic nature, for which the leading explanation is that zonal flows are responsible for the pattern, and that the density and temperature profile corrugations and hence transport modulation are a consequence of the zonal flow pattern directly suppressing the turbulence intensity \[9\] \[10\]. Similar patterns were observed in the KSTAR tokamak and reproduced by global $\delta f$ gyrokinetic simulations of collisionless trapped-electron modes (CTEM) \[11\] \[12\]. However, it is well-known that turbulent transport does not only depend on the turbulence intensity but also on the phase-angle, i.e. transport crossphase \[13\] \[14\] \[15\] between electric potential and the advected quantity driving the turbulence.

The turbulent particle flux can be written in the form: $\Gamma = \sum_k k_y \sqrt{|n_k|^2} \sqrt{|\phi_k|^2} \gamma_{coh}^2 \sin \theta_k$ Here, $|n_k|^2$ and $|\phi_k|^2$ denote the power spectrum of density and potential fluctuations, respectively, $\gamma_{coh}$ is the square coherence, assumed here to be $\gamma_{coh} \approx 1$ for simplicity, and $\theta_k$ is the transport crossphase (crossphase spectrum), i.e. the phase-angle between density and potential fluctuations. In the literature of analytical models and 1.5D transport models, it is widely assumed that the transport crossphase between density and potential is linear, leading to the so-called ‘$i\delta$’ prescription. There are some exceptions, e.g. Refs \[16\] \[17\]. In gyrokinetic simulations, the nonlinear crossphase in wavenumber space appears to closely match its linear value, supporting the $i\delta$ prescription for ITG and TEM turbulence \[18\]. Gyrokinetic simulations of collisionless trapped-electron mode \[19\] revealed that - in certain parameter regimes e.g. cold ions relative to electrons - zonal flows are ineffective at suppressing turbulence, and instead zonal density generation becomes the dominant saturation mechanism. In Ref. \[20\], one of the authors (M.L) investigated the dynamics of the transport crossphase in dissipative trapped-electron mode turbulence, using a parametric instability approach.

In this work, we show some evidence that the transport crossphase might in fact be nonlinear, but that this nonlinearity is manifest mostly via radial modulations of the crossphase, not predicted by linear theory. This radial modulation is responsible for the generation of zonal density corrugations. Such corrugations of the density profile were observed in Ref. \[21\] during limit cycle oscillations preceding the L-H transition in JFT-2M, using the heavy ion beam probe diagnostic (HIBP), although another possible explanation is turbulence spreading. Here are the main findings of this work: i) The present theory takes into account the convective $E \times B$ nonlinearity, and thus goes beyond the well-known ‘$i\delta$’ quasi-linear approximation, ii) This nonlinear mechanism conserves energy between turbulence and zonal density. Since zonal density is a radial mode - with poloidal and toroidal wavenumbers $m = 0$, $n = 0$
- it cannot drive transport and thus provides a benign reservoir of energy for the turbulence, and iii) In fluid simulations of collisional drift-wave turbulence, the radial modulation of the transport crossphase and associated staircase pattern of zonal density have been confirmed, and are shown to partially stabilize turbulence.

We analyse the 2 field modified Hasegawa-Wakatani model, a basic representative model for edge turbulence in magnetized plasmas [23, 24, 25]:

\[
\frac{\partial n}{\partial t} + \{f, n\} + \kappa \frac{\partial \phi}{\partial y} = -\alpha(\tilde{n} - \phi), \tag{1}
\]

\[
\frac{\partial \nabla^2 \phi}{\partial t} + \{\phi, \nabla^2 \phi\} = -\alpha(\tilde{n} - \phi), \tag{2}
\]

where \(n\) is the electron density, \(\phi\) is the electric potential, \(\{f, g\} = \frac{\partial f}{\partial x} \frac{\partial g}{\partial y} - \frac{\partial f}{\partial y} \frac{\partial g}{\partial x}\) denote Poisson brackets and \(x, y\) denote local radial and poloidal directions in a tokamak, respectively. Here, \(\tilde{n} = n - \langle n\rangle\) and \(\phi = \phi - \langle \phi\rangle\) denote the non-zonal components of the fields, and \(\langle \ldots \rangle = (1/L_y) \int \ldots dy\) is the zonal average. The quantity \(\kappa = p_s/L_n\) is the normalized density-gradient with \(L_n = n_0/|\nabla n|\), \(p_s = c_s/\omega_{ce}\) the sound gyroradius, \(c_s = \sqrt{T_e/m_i}\) the sound speed, and \(\omega_{ce} = eB/m_i\). The coefficient \(\alpha = k^2 \nu_e/\nu_{ci}\) is the adiabaticity parameter, with \(k_i \sim 1/(qR)\) the parallel wavenumber, \(q\) the safety factor, \(R\) the major radius, \(\nu_{te} = \sqrt{T_e/m_e}\) the electron thermal velocity and \(\nu_{ci}\) the electron-ion collision frequency. Time and space are normalized as: \(\omega_{ce} t \rightarrow t\) and \(\rho_s \nabla_\perp \rightarrow \nabla_\perp\).

We extend the wave-kinetic formalism [26, 27, 28], to include zonal profile corrugations, i.e. zonal density. For collisional drift-waves \(\alpha > \omega_k\), linearizing Eq. (1) yields:

\[n_k^L = \left[1 - i(\omega_{ci} - \omega_k^L)/\alpha\right] \phi_k\]

which provides the linear density response: \(n_k^L = (1 - i\theta_k^0)\phi_k\), with \(\theta_k^0 = (\omega_{ci} - \omega_k^L)/(|1 + k^2 \alpha|)\) the linear transport crossphase. Moreover, the first-order modulation of Eq. (1) yields:

\[\Delta n_k = i(\omega_{ci} - \omega_k^L)/(|1 + k^2 \alpha|) \phi_k\]

which provides the nonlinear correction to the density response: \(\Delta n_k = -i\Delta \theta_k \phi_k\), with \(\Delta \theta_k \sim -k_y \nabla_x N/\alpha\) the crossphase radial modulation. Here \(\nabla_x N(x, t)\) denotes the zonal density gradient. Note that the zonal flows are neglected in the nonlinear density response. The coupling of zonal density to zonal flows could be important, but this is left for future work. Hence, in the weak-turbulence approximation [29], the nonlinear density response is:

\[n_k \sim (1 - i\theta_k^0 - i\Delta \theta_k(x, t)) \phi_k\]

with \(\Delta \theta_k/\theta_k^0 = -\nabla_x N/|\nabla_x n_0|\), where \(\nabla_x n_0 < 0\) is the equilibrium density gradient. Physically, this means that the transport crossphase is nonlinear - due to the \(E \times B\) convective nonlinearity - and can be viewed as a radial modulation of the crossphase due to zonal profile corrugations. This physical mechanism is sketched [Fig 1].

Subtracting Eq. (2) from Eq. (1) yields the conservation of potential vorticity i.e. gyrocenter ion density:

\[\frac{\partial n}{\partial t} + v_{E} \frac{\partial \phi}{\partial y} = v_{E} \nabla(n - \nabla^2 \phi) + v_{E} \frac{\partial \phi}{\partial y} + v_{E} \nabla(n - \nabla^2 \phi) = 0\]

Using the weak-turbulence approximation [29], this can be written:

\[\frac{\partial n}{\partial t}(n_k + k_2^L \phi_k) + i\omega_k \phi_k + \nabla_x \nabla(n_k + k_2^L \phi_k) = 0\]

where \(\nabla_x N = \tilde{z} \times \nabla \phi_{zon}\) denotes zonal flows. After some algebra, this can be written in the form of a Schrodinger-like equation:

\[i \frac{\partial \phi}{\partial t} = \left[\omega_{ci} + k_y U(R_k + k_2^L)\right] \phi_k\]

where \(R_k = 1 - i(\theta_k^0 + \Delta \theta_k)\), and \(U = \nabla \phi_{zon}\).

Assuming \(|\partial_t \Delta \theta_k| \ll |\partial_t \phi_k|\), valid for slow crossphase modulation, one obtains:

\[i \frac{\partial \phi_k}{\partial t} = \left[\omega_{ci} + k_y U(x, t)\right] \phi_k\]

Using the approximation \(|\theta_k^0|, |\Delta \theta_k| \ll 1\), this reduces to:

\[i \frac{\partial \phi_k}{\partial t} = H_H \phi_k + iH_A \phi_k\]

where \(H_H = \omega_k + k_y U(x, t)\) and \(H_A = \gamma_k^0 + \Delta \gamma_k(x, t)\) denote the Hermitian and anti-Hermitian parts of the ‘Hamiltonian’, respectively.

Where \(\gamma_k^0 = \omega_k^L \theta_k^0\) is the linear growth-rate associated to the linear crossphase \(\theta_k^0\), and \(\Delta \gamma_k = \omega_k^L \Delta \theta_k(x, t)\) is the nonlinear growth-rate associated to the nonlinear part \(\Delta \theta_k(x, t)\). Following Ref. [29], one obtains the following wave-kinetic equation:

\[\frac{\partial W_k}{\partial t} + \frac{\partial \omega_k}{\partial k_x} \nabla_x W_k - k_y \nabla_x U \frac{\partial W_k}{\partial k_x} = 2 \gamma_L W_k - 2c_k W_k \nabla_x N - \Delta \omega_k^2 W_k\]

\[\frac{\partial U}{\partial t} = -\nabla_x \Pi + c_k \nabla_{xx} U - \mu U\]

\[\frac{\partial N}{\partial t} = -\nabla_x \Gamma + \nabla_x \left[D_0 \nabla_x N\right]\]

Eq. (3) is the extended wave kinetic equation (EWKE) for the wave action density \(W_k\), which includes a nonlinear contribution to the growth-rate, due to the zonal density induced modulation of the transport crossphase, second term on the r.h.s. of Eq. (3). Eqs. (4) and (5) describe the dynamics of zonal flows \(U\) and zonal density corrugations \(N\), respectively. The frequency \(\omega_k\) is the nonlinear frequency, including Doppler-shift due to zonal flows: \(\omega_k = \omega_{ci} + k_y U\), with \(k_2^L = k_2^2 + k_y^2\) and \(W_k\) denotes the wave-action density for drift-waves with adiabatic electrons, given by:

\[W_k = (1 + k_2^2)^2 |\phi_k|^2\]

where \(||\phi_k|^2|\) the turbulent power spectrum, and \(D_0\) is a diffusivity that includes residual turbulence and neoclassical contributions. Moreover, the nonlinear growth-rate, due to non-adiabatic electrons is:

\[\gamma_k = \gamma_L - c_k \nabla_x N\]

where \(\gamma_L = \theta_k^L \omega_k^L\) the linear growth-rate. Here, the coefficient \(c_k = \theta_k \omega_k^L\) in Eq. (3) determines the coupling of the zonal density gradient to the microturbulence.
Figure 1: Cartoon showing the radial modulation $\Delta \theta_k$ of the transport crossphase, induced by zonal profile corrugations.

We now describe the model. The first term on the r.h.s. of Eq. (3) is the turbulence drive with linear growth-rate $\gamma_L(k)$, the second term on the r.h.s. is the nonlinear contribution to the growth-rate, proportional to the zonal density gradient $\nabla_x N$. The first term on the r.h.s. of Eq. (4) is the Reynolds torque which involves the Reynolds stress $\Pi = \langle \hat{v}_x \hat{v}_y \rangle$. The first term on the r.h.s. of Eq. (5) is the convective particle flux $\Gamma = \langle \hat{v}_x \hat{n} \rangle = \sum_k (i c k_y/2) |n_k \phi_k^* - n_k^0 \phi_k|$. The Reynolds stress can be expressed in the form: $\Pi = -\sum_{k_y} \int \frac{k_y k_w W_k}{(1 + k_y^2)} dk_x$. Moreover, the particle flux can be approximated as: $\Gamma \simeq \Gamma_0 + \Delta \Gamma$, where $\Gamma_0 = c_s \sum_{k_y} \int \frac{k^0 y W_k}{(1 + k_y^2)} dk_x$ is the particle flux due to the linear crossphase, and $\Delta \Gamma = c_s \sum_{k_y} \int \frac{k_y \Delta \theta_k W_k}{(1 + k_y^2)} dk_x$ is the contribution due to the radial crossphase modulation. Here, $\theta_{k}^{0} = \gamma_L/\omega_k^{L}$ is the linear crossphase, $\omega_k^{L} = \omega_k^{0}/(1 + k_y^2)$ is the linear DW frequency, $\Delta \theta_k = -\theta_{k}^{0} k_y \nabla_x N/\omega_0$ is the radial crossphase modulation, and the approximation $\sin(\theta_{k}^{0} + \Delta \theta_k) \simeq \theta_{k}^{0} + \Delta \theta_k$ was used, since we assume $|\theta_{k}^{0} + \Delta \theta_k| \ll 1$.

Multiplying Eq. (3) by $\omega_k^{L}$ and applying $\sum_{k_y} \int dk_x$, one obtains the evolution of the turbulence energy density $E_{\text{turb}} = \sum_{k_y} \int dk_x (1 + k_y^2) |\phi_k|^2$. Multiplying Eq. (5) by $N$, one obtains the evolution of the energy density of zonal density $E_N = N^2$. Note that the energy is conserved in the turbulence - zonal density interaction, up to dissipative effects due to $\Delta \Gamma$, since $\int (T_{\text{turb}}^N + T_N) dx = 0$, where $T_{\text{turb}}^N = -2 \Gamma_0 \nabla_x N$, and $T_N = -2 N \nabla_x \Gamma_0$ represent energy transfer terms associated to $E_{\text{turb}}$ and $E_N$, respectively. We stress out that this arises independently from the well-known energy conservation in the turbulence - zonal flow interaction. This is remarkable as it opens the way to transport decoupling in more sophisticated models, e.g. the possibility of different magnitude of profile corrugations for different channels such as particle transport channel and thermal transport channel.

To test the main hypothesis underlying the present theory, i.e. whether or not radial modulations of the transport crossphase are generated by turbulence, fluid simulations of collisional drift-wave turbulence described by the Hasegawa-Wakatani model were performed using the BOUT++ framework, employing the solver “PVODE” with adaptive time stepping to advance in time. The model used is 2D with a resolution of 256$^2$, integrated over a square of length $L = 51.2$. The adiabaticity parameter is set to $\alpha = 1$, and the equilibrium density gradient is $\kappa = 0.5$. Simulations are carried out until the turbulence saturates and a statistically stationary state is reached. Snapshots of potential contour [Fig.2a] and density contour [Fig.2b] are shown, including zonal components. Contours of potential and density are elongated in the poloidal direction $y$ due to zonal flows and zonal density, respectively. In the saturated state, the nonlinear transport crossphase $\theta_k = \arg(n_k^0 \phi_k)$, averaged over time, is shown v.s. poloidal wavenumber $k_y$ and radial direction $x$ [Fig.3]. Here, $\arg(z)$ denotes the argument of the complex $z$. A modulation pattern is clearly observed in the radial direction $x$ [Fig.3]. To our knowledge, this is the first time that such a radial modulation of transport crossphase has ever been observed in numerical simulations. However, more work needs to be done to investigate the effects of the simulation parameters $\alpha$ and $\kappa$ on the transport crossphase modulation.

Figure 2: Both zonal flows and zonal density corrugations are turbulence-driven: snapshots of a) potential and b) density in the saturated state ($t = 1500$), including zonal components.

Figure 3: The transport crossphase is radially modulated: time-averaged nonlinear crossphase spectrum $\theta_k(x)$, v.s. wavenumber $k_y$ and radial position $x$. 
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The profiles of zonal flows and zonal density, averaged over time, are shown for simulations parameters $\alpha = 1$, $\kappa = 0.5$ [Fig.4]. It is apparent from Fig.4 that the zonal density profile evolves on a much-smaller scale than that of zonal flows. This is somewhat surprising and not intuitive, since in the literature, zonal flows and zonal density are described as two components of 'zonal modes' with the same wavenumber $q = q_x \hat{x}$. Hence, if zonal modes were really describable in this way, we would naively expect that they would have approximately the same scale, i.e. the same dominant wavenumber. The fact that they have widely different scale - and hence different dominant wave number - points to the intrinsically nonlinear nature of these fields. This seems to be a generic feature in the Hasegawa-Wakatani model (in the adiabatic electron regime $\alpha > \kappa$ where zonal modes are important), as it is observed also in simulations with $\alpha = 10$, $\kappa = 0.5$ and with $\alpha = 1$, $\kappa = 0.2$ (not shown). The different scale between zonal flows and zonal density in drift-wave turbulence was first observed in Ref. [32]. This difference of scale between zonal flows and zonal density can be interpreted as a decoupling between different transport channels, i.e. vorticity transport v.s. particle transport. For a more sophisticated model, this may have implications for the important phenomenon of transport decoupling, e.g. between particle transport v.s. heat transport, but more work needs to be done to confirm this picture. Let us point out one possible consequence of the scale difference of zonal density v.s. zonal flows. This could mean a suppression mechanism due to zonal flows for larger scale eddies v.s. one due to zonal density for small scale eddies. The extended wave-kinetic model predicts that zonal flows and zonal density corrugations both play a role in transport suppression. Hence, one should not be dominant over the other. This is consistent with the time-average profile of Fig.4 which shows them to be roughly of the same magnitude. The reduced model also predicts the radial modulation $\Delta \theta_k(x,t)$ of the transport crossphase, which is confirmed in Fig.3. We verified that crossphase modulations vanish completely when both zonal flows and zonal density are artificially suppressed (not shown). This implies that this radial modulation is a nonlinear phenomenon and is not predicted by quasi-linear theory which uses the linear ‘iδ’ prescription for the electron response. One may ask: What is the qualitative effect of zonal density v.s. zonal flows in suppressing the turbulence? To investigate this, we compare the turbulence level, i.e. the time-averaged turbulence energy at saturation, for different cases. It is convenient to introduce a normalized indicator: the zonal efficiency $\Upsilon$ (%), defined as: $\Upsilon = \frac{\Delta \epsilon_{turb}}{\epsilon_{turb}^0}$, where $\Delta \epsilon_{turb} = |\epsilon_{turb} - \epsilon_{turb}^0|$, $\epsilon_{turb}$ denotes the time-averaged turbulence energy at saturation, and $\epsilon_{turb}^0$ is its reference value when both zonal flows and zonal density are artificially-suppressed. The zonal efficiency indicates how strongly different zonal structures are able to suppress turbulence. It is shown for different cases [Fig.5]. One observes that the case with zonal flows and zonal density has a zonal efficiency of $\Upsilon \sim 99.1\%$ close to 100%, corresponding to almost totally suppressed turbulence. The case with artificially-suppressed zonal density has a zonal efficiency of $\Upsilon \sim 94.4\%$, thus lower than the case with both zonal flows and zonal density present, although not by a large margin. However, the most interesting case is the one with zonal density alone, i.e. with artificially-suppressed zonal flows, with a zonal efficiency of $\Upsilon \sim 61.2\%$, which is still large. This shows that zonal density corrugations may play an important role in turbulence suppression in some regimes. Note that the sum of the two rightmost columns in Fig. 5 do not add up to 100%. That is each turbulence-suppression mechanism (zonal flows v.s. zonal density) separately suppresses most of the turbulence. This could mean that either the scales of the two mechanisms - being different - overlap in most of the intermediate scales, or that the interaction of the two mechanisms is non-linear.
We also identify similar qualitative features of the theory with experimental data from a previous JFT-2M experiment investigating limit-cycle oscillations (LCO) during the L-H transition \cite{21}. Data from the heavy ion beam probe (HIBP) shows qualitative features - namely zonal density corrugations - consistent with the main characteristics of our model, although turbulence spreading is another possible explanation as discussed in Ref. \cite{21}. We leave detailed comparison for future work. Fig. 11 in Ref. \cite{21} shows a slow radial modulation of the HIBP signal intensity profile, a proxy for electron density. This edge density perturbation excites inward propagating zonal density pulses, which are poloidally symmetric, as discussed in Fig. 18 (a) in Ref. \cite{21}. The sound Larmor radius is $\rho_s \sim \rho_i \sim 1.2\text{mm}$ in this experiment, where $T_i \sim T_e$ is assumed and $\rho_i$ is the ion Larmor radius. The assumption $T_i \sim T_e$ is verified in JFT-2M \cite{22}. Our model assumes cold ions $T_i \ll T_e$, hence we can only make qualitative comparisons. Ref. \cite{21} estimated the radial wavenumber of the zonal density perturbation as $q_r \sim 25m^{-1}$ and that of the microturbulence as $k_r \sim 10^2m^{-1}$. This gives $q_r \rho_s \sim 0.03$ and $k_r \rho_s \sim 0.12$, hence $q_r \rho_s \ll k_r \rho_s$, consistent with a slow radial modulation.

First, let us discuss our results concerning the extended wave-kinetic model Eqs. (3)-(5). This model is an extension of the well-known wave-kinetic equation \cite{23,24,25}, to self-consistently include the physics of the transport crossphase. We can compare this model with that of Ref. \cite{28}. The main difference is the presence of the nonlinear part of the growth-rate in our model, second term on the r.h.s. of Eq. (3), which can be traced to the convective $E \times B$ nonlinearity. This couples to the dynamics of zonal density corrugations, providing a new feedback loop which is absent in the standard wave-kinetic equation. In Ref. \cite{28}, the wave-kinetic model is solved numerically in the extended phase-space $(x, k_r)$.

It shows a complex interplay between turbulence and zonal flows that lead to nonlinear structures (patterns), associated to the ‘trapping’ of turbulence wave-packets in the troughs of zonal flows. This is beyond the scope of this article and left for future work. Instead, we provide evidence of the validity of the model by using direct numerical simulations in real space. Nonetheless, we expect similar nonlinear structures to arise. Now, we discuss the zonal density generation mechanism, Eq. (5). In Ref. \cite{19}, it was shown that CTEM turbulence can saturate via nonlinear generation of zonal density. Although it is not directly relevant to the present work, since we consider collisional drift-waves, we can compare with the zonal density drive mechanism described by equation (8) in \cite{19}, as this should be model-independent. Our Eq. (5) differs from the one in \cite{19}, since we show that energy is conserved between turbulence and zonal density, whereas the analysis in Ref. \cite{19} is valid only for the initial exponential of the modulational instability. The fluid model \cite{13} could possibly be extended to CTEM, where zonal density generation seems to play a crucial role. Another point is about the importance of density nonlinear structures. In Refs. \cite{33,34}, it was shown that the streamer flows and associated density component may play an important role in large scale radial particle transport. In the theory of \cite{33}, the density component of streamers plays an important role, by enhancing the modulational growth-rate of streamers. In this sense, the present theory of zonal density formation is complementary to the one of Ref. \cite{33} for streamer formation, which correspond to the opposite limits of the more general ‘convective cell’. Since streamers are purely radial structures, they can only enhance turbulent transport. Hence, when discussing streamers, it may be important to consider zonal density corrugations as well since the latter are shown to suppress turbulent transport. Another point is that the drift-fluid model used in this work is a basic representative model for edge turbulence. This is helpful to obtain a qualitative understanding of the nonlinear physical mechanisms at play. However, in order to make quantitative comparisons with tokamaks, gyrokinetic simulations (or at least gyro-Landau-fluid simulations) would be best. Specifically, it would be interesting to analyze the transport crossphase in gyrokinetic simulations of fusion experiments with transport staircases.

There are limitations to our model. First, the model assumes cold ions, $T_i \ll T_e$, and hence does not contain finite-ion Larmor radius (FLR) effects, although it includes ion inertia ($\rho_s$) effects. It is thus not directly applicable to the important ion-temperature-gradient driven mode (ITG). Second, electron temperature gradient effects ($\eta_e$) are neglected. This is beyond the scope of this article and left for future work, where we plan to investigate the possible decoupling between par-
ticle transport and thermal transport (transport decoupling).

In this work, we derived the extended wave-kinetic equation \[ \tilde{\Gamma}(t) \], self-consistently coupled to the dynamics of zonal flows and more importantly of zonal density corrugations. The latter - and generalization to other profile corrugations - may be an important missing piece in the understanding of turbulent transport in fusion devices. The theory can be summarized as follows: Turbulent fluctuations self-organize to generate quasi-stationary radial modulations \( \Delta \theta_k(r, t) \) of the transport crossphase \( \theta_k \) between density fluctuations and potential fluctuations. This results in turbulent particle flux modulations \( \tilde{\Gamma}(r, t) \). The radial modulation of particle flux nonlinearly drive zonal corrugations of the density profile via a modulational instability. In turn, zonal density corrugations regulate the turbulence via nonlinear damping of the fluctuations.
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