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Abstract
We consider the quantum graph Hamiltonian on the square lattice in Euclidean space, and we show that the spectrum of the Hamiltonian converges to the corresponding Schrödinger operator on the Euclidean space in the continuum limit, and that the corresponding eigenfunctions and eigenprojections also converge in some sense. We employ the discrete Schrödinger operator as the intermediate operator, and we use a recent result by the second and third authors on the continuum limit of the discrete Schrödinger operator.
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1 Introduction

In mathematics and physics, one often meets situations when we investigate a large structure being interested in its gross properties independent of the local structure. A classical example is the homogenization theory—see, e.g., [1–3] and references therein. Another example providing deep mathematical problems as well as a number of applications is represented by properties of large networks [4].

The present paper is devoted to a problem of this type appearing in the theory of quantum graphs, which is a short name for Schrödinger operators the configuration space of which is a metric graph [5]. To make such an operator self-adjoint, it is not enough to have the potential real-valued and sufficiently regular; one also has to define properly the conditions matching functions from the operator domain at the graph vertices [5, Thm. 1.4.4]. There are a large number of ways how to choose those conditions among which there is a smaller and distinguished subset, namely those preserving continuity at the vertices. In such a case, there is just one real parameter associated with each vertex; usually the term $\delta$-coupling is employed.

This paper is concerned with a family of such quantum graphs. It was observed in [6] that a square lattice graph with a varying $\delta$-coupling at the vertices and the vertex spacing tending to zero can approximate Schrödinger operator in $L^2(\mathbb{R}^\nu)$ provided the energy is rescaled by the dimension $\nu$; this approximation was illustrated on chaotic motion in billiards. What was left out there, however, was the existence of the limit and the type of the convergence. These are the questions addressed here. To get the answer, we combine two main elements. One is the recent result of two of the present authors [7] on the continuum limit of discrete Schrödinger operators, the other is the duality [8–10] between a Schrödinger operator on a metric graph and a suitable operator on the associated discrete graph.

One has to stress that while we use here the continuum limit of [7] as a tool to prove our main result, the purpose of the two approximations is different. The discretization of ‘continuous’ Schrödinger operators is a useful computational instrument, in the present case the aim is opposite, namely to describe global properties of large networks using PDE tools. In addition to examples mentioned in [6], this may be useful, for instance, to study effects in sheets of graphene and related systems often modeled by quantum graphs [11].

2 Problem statement and the main result

To begin with, we introduce in the standard way [5] the quantum graph Hamiltonian, that is, the Schrödinger operator on the metric graph. The latter will be in our case the $\nu$-dimensional square lattice graph of the lattice spacing $\ell > 0$,

\[ \Gamma = (\mathcal{V}, \mathcal{L}), \quad \mathcal{V} = \ell \mathbb{Z}^\nu, \quad \mathcal{L} = \{ \mathcal{L}_{jn} = [j, n] \mid j, n \in \mathcal{V}, |j - n| = \ell \} \]
where \([j, n]\) denotes the line segment connecting \(j\) and \(n \in \ell\mathbb{Z}^v\). The symbol \(V\) denotes the set of vertices, and \(\mathcal{L}\) is the set of edges in \(\Gamma\). We introduce the Hilbert space of functions on the graph by

\[
\mathcal{H}_1 = L^2(\Gamma) = \bigoplus_{\mathcal{L}_jn \in \mathcal{L}} L^2(\mathcal{L}_jn),
\]

with the inner product

\[
\langle \varphi, \psi \rangle_{\mathcal{H}_1} = \int_{\mathcal{L}_jn} \varphi_{jn}(t)\psi_{jn}(t) \, dt,
\]

where \(\varphi = (\varphi_{jn}), \psi = (\psi_{jn}) \in \mathcal{H}_1\).

We note the normalization factor \(\ell^{v-1}/v\) is introduced so that the restriction of a function \(\varphi\) on \(\mathbb{R}^v\) to \(\Gamma\) has norm asymptotically the same as the \(L^2\)-norm on \(\mathbb{R}^v\).

We adopt the following hypothesis:

**Assumption A** \(V\) is a real-valued continuous function on \(\mathbb{R}^v\) and bounded from below. Furthermore, \((V(\cdot) + M)^{-1}\) is uniformly continuous for some \(M > 0\), and there is a \(c_1 > 0\) such that

\[
c_1^{-1}(V(x) + M) \leq V(y) + M \leq c_1(V(x) + M) \quad \text{if} \quad |x - y| \leq 1.
\]

We denote \(V_j = V(j)\) for \(j \in \mathcal{V}\) and set \(\alpha_j := \ell V_j\) for \(j \in \mathcal{V}\). The Sobolev space of order one on the graph \(\Gamma\) is then given by

\[
H^1(\Gamma) = \{(\varphi_{jn}) \in \mathcal{H}_1 \mid \varphi_{jn} \in H^1([j, n]), \varphi_{jn}(j) = \varphi_{jm}(j) \text{ for } j \in \mathcal{V} \text{ and } n, m \in \mathcal{V}(j)\},
\]

where \(\mathcal{V}(j) = \{n \mid |j - n| = \ell\}\) is the set of vertices adjacent to \(V_j\), in other words, the neighborhood of the point \(j\) in the discrete graph associated with \(\Gamma\).

On the domain \(\mathcal{Q}(H_1) = \{\varphi \in H^1(\Gamma) \mid \sum_{j \in \mathcal{V}} \alpha_j |\varphi_j|^2 < \infty\}\), we define the quadratic form \(q_\alpha\) by means of the formula

\[
q_\alpha(\varphi, \psi) = \langle \varphi', \psi' \rangle + \sum_{j \in \mathcal{V}} \alpha_j \overline{\varphi_j} \psi_j, \quad \varphi, \psi \in \mathcal{Q}(H_1),
\]

where \((\varphi')_{jn}(t) = \frac{d}{dt}\varphi_{jn}(t)\) on \(\mathcal{L}_jn\) and \(\varphi_j = \varphi_{jn}(j)\) for \(n \in \mathcal{V}(j)\). We denote the self-adjoint operator associated with \(q_\alpha\) by \(H_1\), that is, \(\langle \varphi, H_1 \psi \rangle = q_\alpha(\varphi, \psi)\) holds for \(\varphi, \psi \in \mathcal{D}(H_1)\). It is known [5, Sec. 1.4.3] that

\[
\mathcal{D}(H_1) = \left\{\psi = (\psi_{jn}) \in H^1(\Gamma) \cap \bigoplus_{\mathcal{L}_jn \in \mathcal{L}} H^2(\mathcal{L}_jn) \mid \sum_{n \in \mathcal{V}(j)} \psi'_jn(j) = \alpha_j \psi_j\right\}
\]

and \((H_1 \psi)_{jn}(t) = -\psi''_{jn}(t)\) on \(\mathcal{L}_jn\). We recall that \(\Gamma\) is regarded as a non-oriented graph and the derivatives entering the condition specifying \(\mathcal{D}(H_1)\) are all conventionally taken in the outward direction.
The second object to consider is the Schrödinger operator $H$ on $L^2(\mathbb{R}^\nu)$ given by

$$H\varphi(x) = -\Delta \varphi(x) + V(x)\varphi(x), \quad x \in \mathbb{R}^\nu$$

for $\varphi \in \mathcal{D}(H) = \{ \varphi \in H^2(\mathbb{R}^\nu) \mid V\varphi \in L^2(\mathbb{R}^\nu) \}$. We recall that under our assumption about the potential, $H$ is a self-adjoint operator on $L^2(\mathbb{R}^\nu)$.

Our main result claims that in the limit $\ell \to 0$ the operators $\nu H_1$ approximate $H$ in the sense of norm resolvent convergence; we recall that the approximation requires the energy to be rescaled by a dimensional factor as observed in [6].

**Theorem 2.1** Let $z \in \mathbb{C} \setminus \mathbb{R}$, and adopt Assumption A. Then, there is a bounded operator $\Psi : \mathcal{H}_1 \to L^2(\mathbb{R}^\nu)$ such that in the limit $\ell \to 0$ we have

$$\| (H - z)^{-1} - \Psi (\nu H_1 - z)^{-1} \Psi^* \|_{B(L^2)} \to 0,$$

$$\| (\nu H_1 - z)^{-1} - \Psi^* (H - z)^{-1} \Psi \|_{B(H_1)} \to 0.$$
We also have the convergence of the spectrum of $\nu H_1$ to that of $H$ with respect to the Hausdorff distance, which is defined by

$$d_H(X, Y) = \max \left\{ \sup_{x \in X} d(x, Y), \sup_{y \in Y} d(y, X) \right\},$$

where $X, Y \subset \mathbb{R}$ and $d(\cdot, \cdot)$ denotes the Euclidean distance.

**Corollary 2.4** Let $M > 0$ large enough to ensure that $-M < \inf \sigma(H)$. Then, for all sufficiently small $\ell > 0$ one has $-M \notin \sigma(\nu H_1)$ and

$$d_H(\sigma((H + M)^{-1}), \sigma((\nu H_1 + M)^{-1})) \to 0 \text{ as } \ell \to 0.$$

In particular, $\sigma(\nu H_1)$ converges to $\sigma(H)$ as $\ell \to 0$ locally in terms of the Hausdorff distance.

The proof is given in Appendix A.

### 3 Discrete Schrödinger operator and its convergence

To prove Theorem 2.1, we choose an appropriate discrete Schrödinger operator as the intermediate object and use the recent result by two of the present authors [7] on its continuum limit, cf. also [17, 18] for fresh related results. Let us first recall the basic notions. The Hilbert space of functions on the vertices,

$$\mathcal{H}_2 = \ell^2(\mathcal{V}) = \ell^2(\ell\mathbb{Z}^\nu),$$

is equipped with the norm

$$||u||^2_{\mathcal{H}_2} = \ell^\nu \sum_{j \in \mathcal{V}} |u_j|^2,$$

where $u = (u_j) \in \mathcal{H}_2$.

Let the potential $V = V(x)$ be as before. We denote again $V_j = V(j)$ for $j \in \mathcal{V}$ and define a discrete Schrödinger operator $H_2$ on $\mathcal{H}_2$ by

$$(H_2\varphi)_j = -\Delta_d \varphi_j + V_j \varphi_j, \quad \Delta_d \varphi_j = \frac{1}{\ell^2} \sum_{n \in \mathcal{V}(j)} (\varphi_n - \varphi_j)$$

for $\varphi = (\varphi_j) \in \mathcal{H}_2$; it is easy to check that $H_2$ is a self-adjoint operator with its domain $\mathcal{D}(H_2) = \left\{ u = (u_j) \in \mathcal{H}_2 \left| (V_j u_j) \in \mathcal{H}_2 \right. \right\}$. The following result was proved in [7]:

**Theorem 3.1** (Nakamura–Tadano) Let $z \in \mathbb{C} \setminus \mathbb{R}$ and adopt Assumption A. Then, there is a bounded operator $\Phi : \mathcal{H}_2 \to L^2(\mathbb{R}^\nu)$ such that in the limit $\ell \to 0$ we have

$$\| (H - z)^{-1} - \Phi (H_2 - z)^{-1} \Phi^* \|_{\mathcal{B}(L^2)} \to 0,$$
\[ \|(H_2 - z)^{-1} - \Phi^*(H - z)^{-1}\Phi\|_{\mathcal{B}(\mathcal{H}_2)} \to 0. \]

For completeness, we sketch here the construction of \( \Phi \). Let \( \psi \in \mathcal{S}(\mathbb{R}^\nu) \) be such that
\[
\sum_{n \in \mathbb{Z}^\nu} |\hat{\psi}(\xi + n)|^2 = 1 \quad \text{for} \ \xi \in \mathbb{R}^\nu.
\]

For example, we may choose a function \( \hat{\psi} \in C^\infty_0(\mathbb{R}^\nu) \) satisfying the above property, and define \( \psi \) as its inverse Fourier transform. Then, \( \{\psi_{\ell,n} = \psi(\ell^{-1}(\cdot - j)) \mid j \in \mathcal{V}\} \) form an orthogonal system and the operator
\[
(\Phi \varphi)(x) = \sum_{j \in \mathcal{V}} \psi_{\ell,j}(x) \varphi_j dx, \quad x \in \mathbb{R}^\nu, \varphi \in \mathcal{H}_2,
\]
is an isometry from \( \mathcal{H}_2 \) into \( L^2(\mathbb{R}^\nu) \). We refer to [7] for details.

Thus, we know that \( H \) is approximated by the indicated discrete Schrödinger operator, and it will be sufficient to show that the latter is in turn approximated by the quantum graph Hamiltonian, and vice versa.

### 4 Approximation of the quantum graph Hamiltonian by the discrete Schrödinger operator

Our aim is to show that \( \nu H_1 \) and \( H_2 \) are close to each other with an appropriate identification map when the spacing \( \ell \) is small. Throughout this section, we suppose that \( V \) is bounded from below.

#### 4.1 Identification operators

Let \( I : \mathcal{H}_2 \to \mathcal{H}_1 \) be the embedding by linear interpolation, namely \( \varphi = (\varphi_j) \in \mathcal{H}_1 \mapsto I \varphi = (\varphi_{jn}) \in \mathcal{H}_2 \) defined by
\[
\varphi_{jn}(x(t)) = (1 - t)\varphi_j + t\varphi_n, \quad \text{where} \ x(t) = (1 - t)j + tn \in [j,n].
\]

We note \( I \) is bounded from \( \mathcal{H}_2 \) into \( \mathcal{H}_1 \).

Furthermore, we define the trace operator \( K : H^1(\Gamma) \to \mathcal{H}_2 \) by
\[
K : \varphi = (\varphi_{jn}) \in H^1(\Gamma) \mapsto (K \varphi)_j = \varphi_{jn}(j) \quad (\forall n \in \mathcal{V}(j)).
\]

#### 4.2 Preliminary estimates

**Lemma 4.1** For any \( \ell > 0 \), we have
\[
\|IK - 1\|_{\mathcal{B}(H^1(\Gamma), \mathcal{H}_1)} \leq \ell.
\]
Proof Given \( \varphi = (\varphi_{jn}) \in C^1(\Gamma) \), we write \( \varphi_j = \varphi_{jn}(j), \forall n \in \mathcal{V}(j) \). Let \( \tilde{\varphi} = IK\varphi \), in other words

\[
\tilde{\varphi}_{jn}(x(t)) = (1-t)\varphi_j + t\varphi_n, \quad \text{where } x(t) = (1-t)j + tn, \ 0 \leq t \leq 1.
\]

We identify \( \mathcal{L}_{jn} \cong [0, \ell] \) for the moment. Then, for \( t \in [0, \ell] \) we have

\[
\varphi_{jn}(t) = \int_0^t \varphi'_{jn}(s) \, ds - \frac{t}{\ell} \int_0^\ell \varphi'_{jn}(s) \, ds,
\]

since

\[
\tilde{\varphi}_{jn}(t) = \varphi_{jn}(j) + \frac{t}{\ell} \int_0^\ell \varphi'_{jn}(s) \, ds, \quad t \in [0, \ell].
\]

From here, we infer that

\[
\left| \varphi_{jn}(t) - \tilde{\varphi}_{jn}(t) \right| \leq \int_0^\ell |\varphi'_{jn}(s)| \, ds \leq \ell \left( \int_0^\ell |\varphi'_{jn}(s)|^2 \, ds \right)^{1/2}
\]

using the Schwarz inequality, and consequently, we have

\[
\int_{\mathcal{L}_{jn}} \left| \varphi_{jn}(t) - \tilde{\varphi}_{jn}(t) \right|^2 \, dt \leq \ell^2 \int_{\mathcal{L}_{jn}} \left| \varphi'_{jn}(t) \right|^2 \, dt
\]

Summing up this over the edges \( \mathcal{L}_{jn} \), we find

\[
\| \varphi - \tilde{\varphi} \|_{H^1} \leq \ell \| \varphi' \|_{H^1} \leq \ell \| \varphi \|_{H^1(\Gamma)},
\]

and by the density argument, we get the estimate for any \( \varphi \in H^1(\Gamma) \).

Lemma 4.2 For any \( \ell > 0 \), we have

\[
\| I^* - K \|_{\mathcal{B}(H^1(\Gamma), H_2)} \leq \frac{\ell}{\sqrt{5}}.
\]

Proof A simple computation yields for \( \varphi \in C^1(\Gamma) \) the relation

\[
(I^*\varphi)_j = \frac{1}{v} \sum_{n \in \mathcal{V}(j)} \int_0^\ell \left( 1 - \frac{t}{\ell} \right) \varphi_{jn}(t) \, dt
\]

\[
= \frac{1}{2v} \sum_{n \in \mathcal{V}(j)} \left\{ \left[ -\left( 1 - \frac{t}{\ell} \right)^2 \varphi_{jn}(t) \right]_0^\ell + \int_0^\ell \left( 1 - \frac{t}{\ell} \right)^2 \varphi'_{jn}(t) \, dt \right\}
\]

\[
= \varphi_j + \frac{1}{2v} \sum_{n \in \mathcal{V}(j)} \int_0^\ell \left( 1 - \frac{t}{\ell} \right)^2 \varphi'_{jn}(t) \, dt.
\]
This further implies

\[ \| I^* \varphi - K \varphi \|_{H^2}^2 = \frac{\ell^\nu}{4 \nu^2} \sum_{j \in \mathcal{V}} \left| \sum_{n \in \mathcal{V}(j)} \int_0^\ell \left( 1 - \frac{t}{\ell} \right)^2 \varphi'_{jn}(t) \, dt \right|^2 \]

\[ \leq \frac{\ell^\nu}{2 \nu} \sum_{j \in \mathcal{V}} \sum_{n \in \mathcal{V}(j)} \int_0^\ell \left( 1 - \frac{t}{\ell} \right)^4 \, dt \int_0^\ell |\varphi'_{jn}(t)|^2 \, dt \]

\[ = \frac{\ell^2}{5} \| \varphi' \|_{H^1}^2 \leq \frac{\ell^2}{5} \| \varphi \|_{H^1(\Gamma)}^2, \]

which also holds for any \( \varphi \in H^1(\Gamma) \) proving thus the claim. \( \square \)

Since \( I \) is bounded, Lemmata 4.1 and 4.2 in combination with the triangle inequality give the following result:

**Corollary 4.3** There is a \( C > 0 \) such that for all \( \ell > 0 \) we have

\[ \| I I^* - 1 \|_{B(H^1(\Gamma), H^1)} \leq C \ell. \]

### 4.3 Explicit formula for \( K(\nu H_1 - z)^{-1} I \)

Now we are going to derive an explicit expression for the sandwiched resolvent of the operator \( \nu H_1 \) which will play the key role in the proof of our main theorem. Following the standard convention, we write points of the resolvent set as \( z = k^2 \).

**Lemma 4.4** Let \( \psi = (\psi_{jn}) \in \left( \bigoplus_{jn} H^2(L_{jn}) \right) \cap H^1(\Gamma), \varphi \in H_2, \) and \( k^2 \notin \mathbb{R} \). Then, there are operators \( M_1, M_2 \in B(H_2) \) such that

\[ (\nu H_1 - k^2) \psi = I \varphi \quad (4.1) \]

holds if and only if

\[ -\nu \psi''_{jn} - k^2 \psi_{jn} = (I \varphi)_{jn} \quad \text{on} \ L_{jn}, \quad (4.2) \]

and

\[ (H_2 - k^2 + M_1) K \psi = (1 + M_2) \varphi. \quad (4.3) \]

Moreover, \( M_1 \) and \( M_2 \) satisfy \( \|(H_2 - k^2)^{-1} M_1\| = \mathcal{O}(\ell) \) and \( \|(H_2 - k^2)^{-1} M_2\| = \mathcal{O}(\ell) \) as \( \ell \to 0 \).

**Proof** We note (4.1) implies (4.2) by the definition of \( H_1 \). We denote \( \varphi_{jn} = (I \varphi)_{jn} \) and recall that

\[ \varphi_{jn}(x) = \left( 1 - \frac{x}{\ell} \right) \varphi_j + \frac{x}{\ell} \varphi_n = \varphi_j + \frac{x}{\ell} (\varphi_n - \varphi_j), \quad x \in [0, \ell] \supseteq L_{jn}. \]

\( \square \)
Given the boundary values $\psi_j = \psi_j n(0)$ and $\psi_n = \psi_j n(\ell)$, we can solve the equation (4.2) explicitly using the standard ODE method, obtaining thus the expression

$$\psi_{jn}(x) = \frac{\sin(k' x)}{\sin(k' \ell)} \psi_n + \frac{\sin(k' (\ell - x))}{\sin(k' \ell)} \psi_j$$

$$+ \frac{1}{k'^2} \left( \frac{\sin(k' x)}{\sin(k' \ell)} - \frac{x}{\ell} \right) \varphi_n + \frac{1}{k'^2} \left( \frac{\sin(k' (\ell - x))}{\sin(k' \ell)} - 1 + \frac{x}{\ell} \right) \varphi_j,$$

where $k' = k/\sqrt{\nu}$. In particular, this yields

$$\psi'_{jn}(j) = \psi'_{jn}(0) = \frac{k'}{\sin(k' \ell)} (\psi_n - \psi_j) + \frac{k'(1 - \cos(k' \ell))}{\sin(k' \ell)} \psi_j$$

$$+ \frac{1}{k'^2} \left( \frac{k'}{\sin(k' \ell)} - \frac{1}{\ell} \right) \varphi_n - \frac{\varphi_j}{\nu} + \frac{1 - \cos(k' \ell)}{k' \sin(k' \ell)} \frac{\varphi_j}{\nu}.$$

Substituting this into the boundary condition in the definition of $H_1$,

$$\sum_{n \in \mathcal{V}_j} \psi'_{jn}(j) = \alpha_j \psi_j,$$

we get the relation

$$\frac{k'}{\sin(k' \ell)} \sum_{n \in \mathcal{V}_j} (\psi_n - \psi_j) + \frac{k'(1 - \cos(k' \ell))}{\sin(k' \ell)} |\mathcal{V}_j| \psi_j$$

$$+ \frac{1}{k'^2} \left( \frac{k'}{\sin(k' \ell)} - \frac{1}{\ell} \right) \sum_{n \in \mathcal{V}_j} \varphi_n - \frac{\varphi_j}{\nu} + \frac{1 - \cos(k' \ell)}{k' \sin(k' \ell)} |\mathcal{V}_j| \frac{\varphi_j}{\nu} = \alpha_j \psi_j$$

for each $j \in \mathcal{V}$. Recalling that $\alpha_j = \ell V_j$ and $|\mathcal{V}_j| = 2v$, we can rewrite it as

$$- \frac{1}{\ell^2} \sum_{n \in \mathcal{V}_j} (\psi_n - \psi_j) + \left( \frac{\sin(k' \ell)}{k' \ell} \right) V_j \psi_j - k^2 \left( \frac{1 - \cos(k' \ell)}{(k' \ell)^2 / 2} \right) \psi_j$$

$$= - \left( \frac{\sin(k' \ell) - k' \ell}{(k' \ell)^3} \right) \sum_{n \in \mathcal{V}_j} \varphi_n - \frac{\varphi_j}{\nu} + \left( \frac{1 - \cos(k' \ell)}{(k' \ell)^2 / 2} \right) \varphi_j.$$

Next we note that by the Taylor series expansion we have

$$\frac{\sin(k' \ell)}{k' \ell} = 1 + O(\ell^2), \quad \frac{1 - \cos(k' \ell)}{(k' \ell)^2 / 2} = 1 + O(\ell^2), \quad \frac{\sin(k' \ell) - k' \ell}{(k' \ell)^3} = O(1)$$

as $\ell \to 0$, hence setting

$$(M_1 \psi)_j := \left( \frac{\sin(k' \ell)}{k' \ell} - 1 \right) V_j \psi_j - k^2 \left( \frac{1 - \cos(k' \ell)}{(k' \ell)^2 / 2} - 1 \right) \psi_j.$$
\[(M_2\varphi)_j := -\frac{1}{\nu} \left( \frac{\sin(k'\ell) - k'\ell}{(k'\ell)^3} \right) \sum_{n \in V_j} (\varphi_n - \varphi_j) + \left( \frac{1 - \cos(k'\ell)}{(k'\ell)^2/2} - 1 \right) \varphi_j, \]

we can rewrite the above relation in the form (4.3),

\[(H_2 - k^2 + M_1)K\psi = (1 + M_2)\varphi.\]

Finally, we use the following claim to conclude the proof.

**Lemma 4.5** Suppose \( V \) is bounded from below. Then, for each \( z \in \mathbb{C} \setminus \mathbb{R} \), there is a \( C > 0 \) such that

\[ \|\triangle_d (H_2 - z)^{-1}\|_{\mathcal{B}(H_2)} \leq C\ell^{-1}, \quad \|V(H_2 - z)^{-1}\|_{\mathcal{B}(H_2)} \leq C\ell^{-1} \quad \text{for } 0 < \ell \leq 1. \]

Using this result in combination with the above explicit expressions of \( M_1 \) and \( M_2 \), we get the estimates

\[ \|V(H_2 - z)^{-1}\| = O(\ell) \quad \text{and} \quad \|(H_2 - z)^{-1} M_2\| = O(\ell) \quad \text{as } \ell \to 0 \text{ for any } z \in \mathbb{C} \setminus \mathbb{R}. \]

**Proof of Lemma 4.5** Since \( V \) is by assumption bounded from below, \( \triangle_d \) and \( V \) are relatively form bounded with respect to \( H_2 = -\triangle_d + V \). On the other hand, we note that \( \|\triangle_d\|_{\mathcal{B}(H_2)} = 2\nu\ell^{-2} \), and therefore,

\[ \|\triangle_d (H_2 - z)^{-1}\| \leq \|\triangle_d\|^{1/2} \cdot \|\triangle_d\|^{1/2} (H_2 - z)^{-1} \| \leq C\ell^{-1}. \]

Then, we also have

\[ \|V(H_2 - z)^{-1}\| = \|(H_2 + \triangle_d)(H_2 - z)^{-1}\| \leq \|H_2(H_2 - z)^{-1}\| + C\ell^{-1}, \]

and this completes the proof.

**4.4 Approximation theorem**

Now we are in position to compare the resolvents of the operators \( \nu H_1 \) and \( H_2 \) using the identification map \( I \).

**Theorem 4.6** Let \( z \in \mathbb{C} \setminus \mathbb{R} \), then there is a \( C > 0 \) such that

\[ \|(H_2 - z)^{-1} - I^*(\nu H_1 - z)^{-1} I\|_{\mathcal{B}(H_2)} \leq C\ell, \]

\[ \|(\nu H_1 - z)^{-1} - I (H_2 - z)^{-1} I^*\|_{\mathcal{B}(H_1)} \leq C\ell. \]

**Proof** We recall that \( z = k^2 \in \mathbb{C} \setminus \mathbb{R} \). By Lemma 4.4, we have

\[ (H_2 - z + M_1)K(\nu H_1 - z)^{-1} I = 1 + M_2 \] (4.4)
on \( \mathcal{H}_2 \). We use the identity

\[
H_2 - z + M_1 = (H_2 - z)(1 + (H_2 - z)^{-1} M_1)
\]

which implies

\[
(H_2 - z + M_1)^{-1} = (1 + (H_2 - z)^{-1} M_1)^{-1}(H_2 - z)^{-1}
\]

as long as \( \ell \) is sufficiently small so that the first factor on the right-hand side makes sense. Combining this with (4.4), we get

\[
K(vH_1 - z)^{-1} I = (1 + (H_2 - z)^{-1} M_1)^{-1}(H_2 - z)^{-1}(1 + M_2),
\]

and therefore,

\[
K(vH_1 - z)^{-1} I - (H_2 - z)^{-1}
\]

\[
= -(1 + (H_2 - z)^{-1} M_1)^{-1}((H_2 - z)^{-1} M_1(H_2 - z)^{-1} - (H_2 - z)^{-1} M_2).
\]

This implies, again by virtue of Lemma 4.4,

\[
\|(H_2 - z)^{-1} - K(vH_1 - z)^{-1} I\|_{\mathcal{B}(\mathcal{H}_2)} = O(\ell) \quad \text{as} \quad \ell \to 0.
\]

Now we use Lemma 4.2 and the triangle inequality to conclude that

\[
\|(H_2 - z)^{-1} - I^*(vH_1 - z)^{-1} I\|_{\mathcal{B}(\mathcal{H}_2)} = O(\ell) \quad \text{as} \quad \ell \to 0,
\]

since \((vH_1 - z)^{-1}\) is bounded as a map from \( \mathcal{H}_1 \) to \( H^1(\Gamma) \). In a similar way, we use Lemma 4.1 and Corollary 4.3 to get the other estimate,

\[
\|I(H_2 - z)^{-1} I^* - (vH_1 - z)^{-1} I\|_{\mathcal{B}(\mathcal{H}_1)} = O(\ell)
\]

as \( \ell \to 0 \). This completes the proof. \( \square \)

5 Proof of Theorem 2.1

To finish the task, it is now sufficient to combine Theorem 4.6 with Theorem 3.1. We define the identification operator by

\[
\Psi := \Phi I^*.
\]

Using the fact that \( \Phi \) is bounded, in fact an isometry, we then have

\[
\|(H - z)^{-1} - \Psi(vH_1 - z)^{-1} \Psi^*\|
\]

\[
\leq \|(H - z)^{-1} - \Phi(H_2 - z)^{-1} \Phi^*\| + \|\Phi(H_2 - z)^{-1} \Phi^* - \Psi(vH_1 - z)^{-1} \Psi^*\|
\]

\[
= \|(H - z)^{-1} - \Phi(H_2 - z)^{-1} \Phi^*\| + \|\Phi((H_2 - z)^{-1} - I^*(vH_1 - z)^{-1} I)\Phi^*\|
\]

\( \square \) Springer
\begin{align*}
&\leq \norm{(H - z)^{-1} - \Phi(H_2 - z)^{-1} \Phi^*} + \norm{(H_2 - z)^{-1} - I^*(\nu H_1 - z)^{-1} I} \\
&\to 0 \text{ as } \ell \to 0.
\end{align*}

The proof of the other estimate is almost identical, so we omit the computation; by that the proof of Theorem 2.1 is finished.
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\section*{Appendix A. Proof of Corollary 2.4}

\textbf{Proof of Corollary 2.4} Since we already have
\[
d_H(\sigma((H + M)^{-1}), \sigma((H_2 + M)^{-1})) \to 0, \quad \text{as } \ell \to 0,
\]
(see [7]), it suffices to show
\[
d_H(\sigma((H_2 + M)^{-1}), \sigma((\nu H_1 + M)^{-1})) \to 0, \quad \text{as } \ell \to 0.
\]
\begin{equation}
(A.1)
\end{equation}

We note that Corollary 4.3 implies
\begin{equation}
\left| \norm{I^* \varphi}_{\mathcal{H}_2} - \norm{\varphi}_{\mathcal{H}_1} \right| = \langle \varphi, (II^* - 1) \varphi \rangle_{\mathcal{H}_1} \leq \norm{I^* I - 1}_{B(H^1(\Gamma))} \norm{\varphi}_{H^1(\Gamma)} \norm{\varphi}_{\mathcal{H}_1}
\begin{equation}
(A.2)
\end{equation}

In fact, by Corollary 4.3, we immediately have
\[
\left| \norm{I^* \varphi}_{\mathcal{H}_2} - \norm{\varphi}_{\mathcal{H}_1} \right| = \langle \varphi, (II^* - 1) \varphi \rangle_{\mathcal{H}_1} \leq \norm{I^* I - 1}_{B(H^1(\Gamma))} \norm{\varphi}_{H^1(\Gamma)} \norm{\varphi}_{\mathcal{H}_1}
\begin{equation}
(A.2)
\end{equation}

Hence, we have
\[
\left| \norm{I^* \varphi}_{\mathcal{H}_2} - \norm{\varphi}_{\mathcal{H}_1} \right| = \frac{\norm{I^* \varphi}_{\mathcal{H}_2} - \norm{\varphi}_{\mathcal{H}_1}}{\norm{I^* \varphi}_{\mathcal{H}_2} + \norm{\varphi}_{\mathcal{H}_1}} \leq \frac{\norm{I^* \varphi}_{\mathcal{H}_2}^2 - \norm{\varphi}_{\mathcal{H}_1}^2}{\norm{\varphi}_{\mathcal{H}_1}}
\begin{equation}
\leq C \ell \norm{\varphi}_{H^1(\Gamma)}.
\end{equation}
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Let $z \in \mathbb{C} \setminus \mathbb{R}$. We note that $(\nu H_1 - z)^{-1}$ is bounded from $\mathcal{H}_1$ to $H^1(\Gamma)$, uniformly in $\ell$. By (A.2), we have
\[
\left| \| I^*(\nu H_1 - z)^{-1} I \varphi \|_{\mathcal{H}_2} - \| (\nu H_1 - z)^{-1} I \varphi \|_{\mathcal{H}_1} \right| 
\leq C \ell \| (\nu H_1 - z)^{-1} I \varphi \|_{H^1(\Gamma)} \leq C' \ell \| \varphi \|_{\mathcal{H}_2}.
\]
This implies
\[
\left| \| I^*(\nu H_1 - z)^{-1} I \|_{B(\mathcal{H}_2)} - \| (\nu H_1 - z)^{-1} I \|_{B(\mathcal{H}_1)} \right| \leq C \ell.
\]
Then, we consider
\[
\left| \| (\nu H_1 - z)^{-1} I \|_{B(\mathcal{H}_2, \mathcal{H}_1)} - \| (\nu H_1 - z)^{-1} I \|_{B(\mathcal{H}_1)} \right|
= \left| \| I^*(\nu H_1 - z)^{-1} I \|_{B(\mathcal{H}_1, \mathcal{H}_2)} - \| (\nu H_1 - z)^{-1} I \|_{B(\mathcal{H}_1)} \right|
\]
but the right-hand side is bounded by $C \ell$ as well as the above argument, simply by replacing $z$ by $\bar{z}$, and $I \varphi$ by $\varphi$. Thus, we have
\[
\left| \| I^*(\nu H_1 - z)^{-1} I \|_{B(\mathcal{H}_2)} - \| (\nu H_1 - z)^{-1} I \|_{B(\mathcal{H}_1)} \right| \leq C \ell.
\]
Combining this with Theorem 4.6, we have
\[
\left| \| (H_2 - z)^{-1} I \|_{B(\mathcal{H}_2)} - \| (\nu H_1 - z)^{-1} I \|_{B(\mathcal{H}_1)} \right| \leq C \ell \quad \text{(A.3)}
\]
where $0 < \ell \leq 1$.

Let $R > 0$, fixed. We consider the resolvents at $z = \mu + i$, $\mu \in [-R, R]$. Here we show the estimate (A.3) holds uniformly in such $z$. By the resolvent equation, we know
\[
\| (A - (\mu + i))^{-1} - (A - (\mu' + i))^{-1} \| \leq |\mu - \mu'|, \quad \mu, \mu' \in \mathbb{R},
\]
in general, where $A$ is a self-adjoint operator. Let $\varepsilon > 0$, and let $\{\mu_j\}_{j=1}^N = \{n\varepsilon/3 \in [-R, R] \mid n \in \mathbb{Z}\}$. We choose $\ell_0 > 0$ so small that
\[
\left| \| (H_2 - (\mu_j + i))^{-1} I \|_{B(\mathcal{H}_2)} - \| (\nu H_1 - (\mu_j + i))^{-1} I \|_{B(\mathcal{H}_1)} \right| < \varepsilon/3
\]
for $0 < \ell \leq \ell_0$ and $j = 1, \ldots, N$. Then, by the $\varepsilon/3$-argument, we learn
\[
\left| \| (H_2 - (\mu + i))^{-1} I \|_{B(\mathcal{H}_2)} - \| (\nu H_1 - (\mu + i))^{-1} I \|_{B(\mathcal{H}_1)} \right| < \varepsilon
\]
for all $\mu \in [-R, R]$, $0 < \ell \leq \ell_0$, and this proves the uniform bound.

We now prove the local convergence of the spectrum with respect to the Hausdorff distance. We fix $R > 0$, and consider $\sigma(\nu H_1)$ and $\sigma(H_2)$ in $[-R, R]$. Let $\varepsilon > 0$ and we set
\[
\rho_\varepsilon = [-R, R] \cap \{ \mu \in \mathbb{R} \mid \text{dist}(\mu, \sigma(\nu H_1)) \geq \varepsilon \}.
\]
We note, for each $\mu \in \rho_\varepsilon$, 
\[
\|(vH_1 - (\mu + i))^{-1}\|_{B(H_1)} \leq \frac{1}{\sqrt{1 + \varepsilon^2}}.
\]

We choose $\ell_0 > 0$ so small that 
\[
\|(H_2 - (\mu + i))^{-1}\|_{B(H_2)} - \|(vH_1 - (\mu + i))^{-1}\|_{B(H_1)} \leq \frac{1}{\sqrt{1 + \varepsilon^2/4}} - \frac{1}{\sqrt{1 + \varepsilon^2}}
\]
for $\mu \in [-R, R]$ and $0 < \ell \leq \ell_0$. Then, this implies 
\[
\|(H_2 - (\mu + i))^{-1}\|_{B(H_2)} \leq \frac{1}{\sqrt{1 + \varepsilon^2/4}}
\]
if $\mu \in \rho_\varepsilon$ and $0 < \ell \leq \ell_0$, and hence, $(\mu - \varepsilon/2, \mu + \varepsilon/2) \subset \rho(H_2)$. In particular, $\mu \in \rho(H_2)$ if $\mu \in \rho_\varepsilon$, i.e., $\rho_\varepsilon \subset \rho(H_2)$, provided $0 < \ell \leq \ell_0$. This, in turn, implies $\sigma(H_2) \cap [-R, R]$ is included in the $\varepsilon$-neighborhood of $\sigma(vH_1)$.

Replacing $vH_1$ and $H_2$, we also learn $\sigma(vH_1) \cap [-R, R]$ is included in the $\varepsilon$-neighborhood of $\sigma(H_2)$ if $\ell$ is sufficiently small. In other words, we now have 
\[
\sup\limits_{\mu \in \sigma(vH_1) \cap [-R, R]} d(\mu, \sigma(H_2)) < \varepsilon, \quad \sup\limits_{\mu \in \sigma(H_2) \cap [-R, R]} d(\mu, \sigma(vH_1)) < \varepsilon,
\]
if $\ell > 0$ is sufficiently small. This local convergence implies (A.1) by the spectrum mapping theorem. This completes the proof.
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