Double JPEG Compression Detection Based on Noise-Free DCT Coefficients Mixture Histogram Model
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Abstract: With the wide use of various image altering tools, digital image manipulation becomes very convenient and easy, which makes the detection of image originality and authenticity significant. Among various image tampering detection tools, double JPEG image compression detector, which is not sensitive to specific image tampering operation, has received large attention. In this paper, we propose an improved double JPEG compression detection method based on noise-free DCT (Discrete Cosine Transform) coefficients mixture histogram model. Specifically, we first extract the block-wise DCT coefficients histogram and eliminate the quantization noise which introduced by rounding and truncation operations. Then, for each DCT frequency, a posterior probability can be obtained by solving the DCT coefficients mixture histogram with a simplified model. Finally, the probabilities from all the DCT frequencies are accumulated to give the posterior probability of a DCT block being authentic or tampered. Extensive experimental results in both quantitative and qualitative terms prove the superiority of our proposed method when compared with the state-of-the-art methods.
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1. Introduction

With the rapid growth of image acquisition devices and the popularity of social networks, digital images have become an important form of information exchange, which leads to the fact that digital images are being utilized more often to support important decisions in daily life. This is especially true in the applications related to criminal investigation, law enforcement, military, and scientific research. However, due to the wide use of easy-to-use and sophisticated image editing software, altering the content of an image without leaving obvious visual traces has become very convenient and easy. Therefore, it is very important to develop robust image tampering detection tools to validate the originality and authenticity of images. Although an embedded watermarking or digital signature can be utilized to verify the originality and authenticity of an image, most digital images used in practice do not have either. As a consequence, blind digital image forensic technologies, which aim to verify the originality and authenticity of digital images without any prior knowledge, have become a research hotspot.

Over the past few years, many approaches have been proposed in the field of blind image forensic technologies [1,2]. The existing methodologies can be roughly classified into three categories according to the forensic features used. The first category is aiming at detecting the absence of special artifacts introduced during image acquisition process such as color filter array (CFA) interpolation [3],
Sensor pattern noise (SPN) [4], camera response function (CRF) [5], etc. The second category intends to detect the special traces left by manual editing operations, including contrast enhancement [6], blur inconsistency [7], resampling [8], image sharpening [9], noise level inconsistencies [10], and inconsistent perspective constraints [11]. The last category comprises the approaches which are based on detecting the compression history of JPEG images. JPEG is the most widely used image compression standard in our daily life as it is the default format of most of the cameras, smart phones, and websites. When people re-save the tampered JPEG image in JPEG format (or in any lossless format, in this case, we can re-save the tampered image in JPEG format with a compression quality factor of 100 before detection), double JPEG compression will be introduced. Therefore, the trace of double JPEG compression can be utilized to expose tampering. As the double JPEG image compression detector is not sensitive to specific image tampering operations, this category has received more attention.

Numerous approaches in the literature have been proposed to discover JPEG image tampering. According to the DCT (Discrete Cosine Transform) blocks in twice JPEG compression are aligned or not, double JPEG compression can be divided into non-aligned double JPEG (NA-DJPEG) compression and aligned double JPEG (A-DJPEG) compression. The NA-DJPEG based methods intend to detect some specific NA-DJPEG artifacts occurring in the tampered regions while the A-DJPEG based methods are aimed at detecting the double quantization (DQ) artifact or abnormal DCT coefficients statistics in the authentic regions. Both of these two kinds of methods can distinguish between the real and the tampered regions in a tampered image. For NA-DJPEG compression detection, Luo et al. [12] measured the symmetrical property of the blocking artifact characteristics matrix (BACM) for detection. The same group [13] also proposed an independent component analysis (ICA)-based identification algorithm by utilizing the symmetric property of independent value map (IVM). Bianchi et al. [14] utilized the symmetry property of integer periodicity maps to detect NA-DJPEG compressed images. For A-DJPEG compression detection, on one hand, some approaches in this branch intend to analyze the DQ artifact hidden in the DCT coefficients histogram. Lin et al. [15] proposed an automatic tampering localization algorithm by analyzing the periodicity of DCT coefficients histogram. Zhang et al. [16] utilized symmetric alpha stable distribution to classify single and double JPEG compressed images. The work in [17] utilized a simplified DCT coefficients mixture histogram model to locate the suspect regions. Then, Yu et al. [18] improved this method by using a new manner to estimate the parameters of the mixture model. Wang et al. [19] exploited a Laplacian mixture model to describe the quantized AC DCT coefficients to detect the tampered regions. Besides, abnormal DCT coefficients statistics were utilized for tampering detection in [20]. Meanwhile, Wang et al. [21] extracted the DCT coefficients histograms as the input of a CNN (convolutional neural network) for detection. However, these existing methods mentioned above usually ignore the negative influence of the quantization noise, which inevitably decreases the performance. On the other hand, a few methods address analyzing the specific distribution of the first digits of DCT coefficients which are introduced by double JPEG compression. Amerini et al. [22] localized the splicing regions based on the first-digits features of DCT coefficients. More recently, the work in [23] exploited footprints introduced by all the non-zero and zero AC modes based on Benford’s law in a low-dimensional representation via principal component analysis (PCA) for detection. However, the methods from this branch usually need large regions for feature extraction, which leads to the fact that these methods usually perform worse on tampered region localization when compared with the aforementioned methods from the first branch.

In this paper, we focus on the aligned double JPEG compression. Specifically, we propose an improved double JPEG compression detection method based on noise-free DCT coefficients mixture histogram model. The motivation behind our method is that by eliminating the quantization noise, better posterior probability of a block being authentic or tampered can be obtained by solving the mixture DCT coefficients histogram model. Extensive experimental results in both quantitative and qualitative terms prove the superiority of our proposed method when compared with some related methods.
The remainder of this paper is organized as follows. The next section introduces the preliminaries related to the topic of this paper. In Section 3, we describe our proposed double JPEG image compression detection method in detail. The experimental results along with some useful discussions are presented in Section 4. Finally, we draw the conclusions and indicate the future work in Section 5.

2. Preliminaries

2.1. JPEG Compression

To explain the DQ artifact which is introduced by double JPEG compression, we first present a brief description of JPEG compression. The compression of JPEG images involves three basic procedures:

1. DCT transform: an image is first divided into DCT blocks (with size 8 × 8). Each block is subtracted by 128 and transformed to the YCbCr color space. Then, DCT transform is applied to each channel of the DCT block.
2. Quantization: the DCT coefficients at each frequency are divided by a quantization step and rounded to the nearest integer.
3. Entropy coding: lossless entropy coding of the quantized DCT coefficients.

The quantization steps for different frequencies are stored in quantization tables (luminance table for Y channel and chroma table for Cb and Cr channels). The quantization tables can be retrieved from the JPEG header.

2.2. JPEG Image Tampering Model

Generally, the JPEG image tampering process can be modeled in the following three steps (as shown in Figure 1):

1. Choosing a portion A1 from an image A.
2. Past ing A1 into a JPEG compressed image B or altering a selected region in B with image editing tools directly.
3. Saving the forgery image as image C in JPEG or any lossless format (in this case, we will re-save the image as JPEG format with a compression quality factor 100 before detection).

As a result, the authentic region of the tampered image C will present DQ artifact, while the tampered region may not. The tampered region of C would not exhibit DQ artifact because of the following reasons: (1) the tampered region may not undergo the first JPEG compression as it may come from the images in lossless format or produced by image editing tools directly. (2) Mismatch of the 8 × 8 DCT grids of the tampered region with that of the unchanged region. There is a very low probability of 1/64 that the tampered blocks aligned with the unchanged region. (3) Although there is
a very low possibility that the tampered region exactly match the $8 \times 8$ DCT grid, the blocks along the boundary of the tampered region will consist of pixels from both the tampered region and the authentic region. These blocks still do not have a DQ artifact. Therefore, by detecting the DQ artifact hidden in the authentic region, we can verify the authenticity of an image and distinguish the authentic region from the tampered part.

2.3. **Double Quantization (DQ) Artifact**

In this subsection, we briefly describe the DQ artifact. Denoting the unquantized, singly quantized (with factor $q_1$), and doubly quantized (with $q_1$ followed by $q_2$) DCT coefficients as $C_u$, $C_s$ and $C_d$, respectively, we can achieve:

$$ C_s = \begin{bmatrix} C_u \\ q_2 \end{bmatrix}, C_d = \begin{bmatrix} C_u \\ q_1 \\ q_2 \end{bmatrix} $$

hence, when $C_s > 0$ and $C_d > 0$,

$$ C_d - \frac{1}{2} \leq \begin{bmatrix} C_u \\ q_1 \end{bmatrix} \frac{q_1}{q_2} < C_d + \frac{1}{2}, $$

then,

$$ q_1 \left( \frac{q_2}{q_1} (C_d - \frac{1}{2}) \right) - \frac{1}{2} \leq C_u < q_1 \left( \frac{q_2}{q_1} (C_d + \frac{1}{2}) \right) + \frac{1}{2} $$

where $[\cdot]$, $\lceil \cdot \rceil$, $\lfloor \cdot \rfloor$ represent rounding, ceiling, and floor operation, respectively. Equations (1) and (3) mean that the $C_u$ located in a pixel value range of the uncompressed image will be mapped into a common double quantized coefficient $C_d$ after double JPEG compression. As a result, the number of a bin on $C_d$ can be calculated as:

$$ N(C_d) = q_1 \left( \frac{q_2}{q_1} (C_d + \frac{1}{2}) \right) - \left[ \frac{q_2}{q_1} (C_d - \frac{1}{2}) + 1 \right]. $$

Obviously, $N(C_d)$ is a period function with a period $q_1/gcd(q_1, q_2)$, where $gcd(q_1, q_2)$ means the greatest common divider of $q_1$ and $q_2$. Figure 2 illustrates an example of DQ artifact. It is obvious that all the histograms are approximately symmetric. Figure 2a,b are the histograms of single quantized histogram at frequency $(2, 2)$ of an uncompressed image with QF $= 80$ and QF $= 90$, respectively. Figure 2c presents the double quantized histogram with QF$_1 = 80$ and QF$_2 = 90$ while Figure 2d shows the double quantized histogram with QF$_1 = 90$ and QF$_2 = 80$. Here, QF is short for the quality factor during JPEG compression. The higher the QF is, the smaller the image loss is. From Figure 2c we can find that when an image is under double JPEG compression with QF$_1 < QF_2$, the double quantized DCT coefficient histogram can exhibit some periodic pattern of peaks and valleys, which is known as the DQ artifact [15]. The period of this histogram can be calculated as $gcd(q_1, q_2)$ as mentioned above. In comparison, when QF$_1 > QF_2$, although the DCT coefficient histogram can represent periodic fluctuation, it is difficult to be detected as the distribution of the bins in this situation is very similar to the distribution of the bins of single compression (Figure 2a,d).

In practice, a tampered JPEG image contains authentic and tampered portions and the histogram distributions of these two kinds of regions are different. When we extract the DCT coefficient histogram from the whole image, the obtained histogram can be treated as a mixture histogram from two kinds of histograms of authentic and tampered regions respectively. Using Figure 3 as example, Figure 3a presents a tampered JPEG image while Figure 3b illustrates the corresponding ground-truth of Figure 3a. The white portion stands for the authentic regions while the black portion means the tampered regions. Figure 3c presents the DCT coefficient histogram at frequency $(3, 3)$ of the whole image in Figure 3a. We can find that the obtained DCT coefficient histogram looks like a sum of two different histograms. One has a specific periodicity (marked by ‘period’ in the figure) which is introduced by the DQ artifact from the authentic part, while the other has a relative random distribution which is extracted from the tampered part along with some quantization noise.
Figure 2. An illustration of the double quantization (DQ) artifact. (a,b) The histograms of single quantized histogram at frequency (2, 2) of an uncompressed image with QF = 80 and QF = 90 via Matlab ‘imwrite’ function, respectively. (c) The double quantized histogram with QF$_1$ = 80 and QF$_2$ = 90. (d) The double quantized histogram with QF$_1$ = 90 and QF$_2$ = 80.

Figure 3. A typical DCT coefficient histogram of a tampered JPEG image. (a) A tampered JPEG image. (b) The corresponding ground-truth of (a). (c) The DCT coefficient histogram at frequency (3, 3) of (a).

3. Proposed Method

In this section, we will elaborate our proposed method. Figure 4 illustrates the whole framework.
3. Proposed Method

3.1. Quantization Noise Removal

Given an image, we first convert it into YCbCr space and extract the Y channel and the corresponding quantization table. Then, we divide the map of Y channel into non-overlapping blocks with size 64 × 64 (when the size of the image is not a multiple of 64, we will pad the image with mirror reflections of itself along the right and post edges and then cut it to the original size after detection) for quantization noise removal as the quantization noise is more obvious locally. Specifically, for each frequency \( (r, c) \) within a divided 64 × 64 block, a quantized DCT coefficients histogram can be obtained. Based on the analysis in Section 2, we can draw the conclusion that the only difference between single and double compressed regions is that the latter have specific periodicity in the DCT coefficients histogram. However, the process of double JPEG compression would inevitably introduce some truncation error and rounding error due to quantization operation. In practice, Equation (1) should be rewritten as:

\[
C_d = \left[ \frac{C_u}{q_1}q_1 + q_2 + e \right],
\]

where \( e \) stands for the total noise introduced by truncation error and rounding error. Generally, according to [24], \( e \) comprises two kinds of noise, i.e., residual noise and split noise, as shown in Figure 5. The residual noise is usually very small. In contrast, the split noise is relative large and can decrease the detection performance significantly. This kind of noise appears when a bin of the first quantization (in position \( nq_1 \)) falls exactly halfway between two neighboring bins in position \( nq_2 \) and \( (n + 1)q_2 \) as:

\[
mq_1 = \left[ nq_2 + (n + 1)q_2 \right]/2, m, n \in \mathbb{Z}^+.
\]

Figure 4. The whole framework of our proposed method.

Figure 5. An illustration of quantization noise.
Obviously, if the quantization noise can be eliminated, a better mixture model of the DCT coefficients histogram will be obtained, which can improve the performance. In order to solve this problem, we first resort to the split noise filtering algorithm [25] to eliminate the split noise. In this algorithm, the authors first traversed the bins of the input histogram and gathered the bins introduced by the split noise according to Equation (6). Then, the bins introduced by the split noise were removed by moving these bins to the nearest neighboring bins. More detailed descriptions can be found in [25]. Once the split noise has been removed, the residual noise can be easily removed with a proper threshold $T_{\text{filter}}$ as it is very small. Here, $T_{\text{filter}}$ is experimentally set as 10% of the largest value of the histogram.

Once the quantization noise has been removed, for each frequency $(r, c)$, all the histograms of the divided $64 \times 64$ blocks will be merged to obtain an overall histogram.

### 3.2. Tampered Region Localization

According to [18], the DCT coefficients $p(x)$ at a frequency $(r, c)$ of a tampered JPEG image can be modeled as the mixture of a tampered component $p_{\text{SC}}(x; q_2)$ and an authentic component $p_{\text{DC}}(x; q_1, q_2)$ as:

$$p(x) = \alpha p_{\text{SC}}(x; q_2) + (1 - \alpha) p_{\text{DC}}(x; q_1, q_2),$$

where

$$p_{\text{SC}}(x; q_2) = \sum_{w=\frac{q_2 x + q_2}{2}}^{\frac{q_2 x + q_2}{2}} p_0(w),$$

and

$$p_{\text{DC}}(x; q_1, q_2) = \sum_{w=\frac{q_2 x - q_2}{2}}^{\frac{q_2 x + q_2}{2}} p_1(w; q_1) * g(w),$$

where

$$p_1(w; q_1) = \begin{cases} \sum_{l=-\frac{q_1}{2}}^{w+\frac{q_1}{2}} p_0(l), & w = kq_1 \\ 0, & \text{otherwise}. \end{cases}$$

Here, $p_0(t)$ is the distribution of the unquantized DCT coefficients and $g(w)$ stands for a Gaussian kernel for describing the effect of quantization noise. In this paper, as we have eliminated the quantization noise in Section 3.1, Equation (9) should be reformulated as

$$p_{\text{DC}}(x; q_1, q_2) = \sum_{w=\frac{q_2 x - q_2}{2}}^{\frac{q_2 x + q_2}{2}} p_1(w; q_1).$$

In the case of $x < 0$, the expression of $p_{\text{SC}}$ and $p_{\text{DC}}$ can be achieved based on the symmetric distribution of the histograms (Figure 2). By assuming the histogram of the unquantized DCT coefficients is locally uniform, the first quantization step $q_1$ can be estimated as:

$$q_1^* = \arg \min_{q_1} \sum_{x \neq 0} |\alpha(q_1) p_{\text{SC}}(x; q_2) + (1 - \alpha(q_1)) p_{\text{DC}}(x; q_1, q_2) - H(x)|^2,$$

where $H(x)$ is the obtained histogram at the frequency $(r, c)$. Since $q_2$ can be obtained from the file header of the JPEG file, after estimating $q_1^*$, the distributions $p_{\text{DC}}(x; q_1, q_2)$ and $p_{\text{SC}}(x; q_2)$ can be obtained. Then for each frequency $(r, c)$, the posterior probability of this block being authentic or tampered can be obtained by calculating the ratio of the probability of being doubly compressed and the probability of being single compressed as:

$$L = \frac{p_{\text{DC}}(x; q_1, q_2)}{p_{\text{SC}}(x; q_2)}.$$
Then, the probabilities of all the frequencies are accumulated to give the posterior probability of this block being authentic or tampered as:

\[ P(i, j) = \prod_k L(x_k(i, j)), \]

where \( x_k(i, j) \) is the \( k \)-th DCT coefficient in the block with index \((i, j)\).

According to [17], Equation (14) can be further simplified as:

\[ P(i, j) = \prod_k n(x_k(i, j)), \]

where

\[ n(x) = \frac{q_1}{q_2} \left( \left\lfloor \frac{q_2}{q_1} (x + \frac{1}{2}) \right\rfloor - \left\lceil \frac{q_2}{q_1} (x - \frac{1}{2}) \right\rceil + 1 \right). \]

(16)

As a result, we can get the posterior probability of a block being authentic or tampered. Then, a pre-defined threshold \( \tau \) is utilized to locate the tampered regions. When the posterior probability value of a block is larger than \( \tau \), this block will be classified as an authentic block, and vice versa. In this paper, \( \tau \) is set as 1 as the posterior probability is calculated as the accumulation of \( p_{DC}/p_{SC}. \) When \( p_{DC} \) is larger than \( p_{SC} \), the block will be classified as a double compressed one, which means it is an authentic block, and vice versa.

4. Experiments and Discussion

In this section, we present the experimental results in both quantitative and qualitative metrics in comparison with two DQ analysis based methods [18,19] and a first-digit feature-based method [22] along with some useful discussions.

4.1. Quantitative Experiments

To evaluate the effectiveness of our proposed approach and compare the performance with some related algorithms, we conducted a set of experiments on a public database constructed in [26]. This database was constructed from 100 uncompressed images with size 1024 \( \times \) 1024. Specifically, this database contained three scenarios corresponding to different percentages of the double compressed region. In the first scenario, double compression was conducted in the central portion with size 256 \( \times \) 256, which is denoted as Scenario ‘1/16’. Scenario ‘1/2’ means that double compression was present in the right half of the image while Scenario ‘15/16’ means double compression was present in the whole image except the central portion with size 256 \( \times \) 256. The compression quality factors of the first and the second compression are marked as QF\(_1\) and QF\(_2\), respectively. Both QF\(_1\) and QF\(_2\) ranged from 50 to 100 in interval 5. In total, each scenario contained 12,100 images (100 original images, 11 QF\(_1\) factors, and QF\(_2\) 11 factors). In this paper, we treated double and single JPEG compressed pixels as positive and negative samples, respectively. Then, we used precision, recall, and F\(_1\) score to evaluate the performance, which are defined as:

\[ \text{precision} = \frac{TP}{TP + FP}, \]

(17)

\[ \text{recall} = \frac{TP}{TP + FN}, \]

(18)

\[ F_1 \text{score} = \frac{2\cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}. \]

(19)

Tables 1–3 present the average performance under three scenarios for all the methods (in short, we present the results with quantization step interval of 10). As a DQ artifact is only obvious when \( QF_1 < QF_2 \), we merely exhibit the upper triangular matrix of the detection result. The maximum value of each combination of QF\(_1\) and QF\(_2\) is in bold. From these tables we can find that our proposed method...
outperforms the others on the whole. Specifically, when compared with [19], obvious improvement can be achieved. This can be attributed to that [19] used graph cut algorithm to locate the tampered region, which usually introduces false detection or missing detection in small connected regions. In contrast, our proposed method can locate the tampered region with a resolution of $8 \times 8$ pixels. Besides, when compared with [18], moderate improvement can be achieved, which verifies the effectiveness of the quantization noise removal process. When compared with [22], obvious improvement can be achieved when QF$_1$ is close to QF$_2$. This can be attributed to that the discrimination ability of the first-digit features extracted from the double compressed images with similar quality factors is not strong enough to make a decision.

**Table 1.** Average precision for each combination of QF$_1$ and QF$_2$.

| QF$_2$ QF$_1$ | 60 | 70 | 80 | 90 | 100 | QF$_2$ QF$_1$ | 60 | 70 | 80 | 90 | 100 |
|--------------|----|----|----|----|----|--------------|----|----|----|----|----|
| [19]         | 0.7243 | 0.8904 | 0.8399 | 0.8231 | 0.9039 | 50 [22] | 0.7286 | 0.9560 | 0.9819 | 0.9812 | 0.9849 |
| [18]         | 0.7607 | 0.8875 | 0.9498 | 0.9822 | 0.9806 | Our [22] | 0.7662 | 0.9565 | 0.9861 | 0.9883 | 0.9857 |
| [19]         | — | 0.6029 | 0.8322 | 0.8462 | 0.9120 | 60 [22] | — | 0.7322 | 0.9611 | 0.9819 | 0.9853 |
| [18]         | — | 0.8032 | 0.9318 | 0.9786 | 0.9806 | Our — | 0.8024 | 0.9796 | 0.9900 | 0.9926 |
| 70 [19]      | — | — | 0.7840 | 0.8615 | 0.8997 | 70 | [23] — | — | 0.8701 | 0.9842 | 0.9825 |
| [18]         | — | — | 0.8546 | 0.9750 | 0.9792 | Our — | 0.8908 | 0.9905 | 0.9903 |
| [19]         | — | — | — | 0.8012 | 0.9131 | 80 | [22] — | — | — | 0.8931 | 0.9830 |
| [18]         | — | — | — | 0.9248 | 0.9841 | Our — | — | — | 0.9317 | 0.9884 |
| 90 [19]      | — | — | — | — | 0.8620 | 90 | [22] — | — | — | — | 0.8899 |
| [18]         | — | — | — | — | 0.9534 | Our — | — | — | — | 0.9408 |

**Table 2.** Average recall for each combination of QF$_1$ and QF$_2$.

| QF$_2$ QF$_1$ | 60 | 70 | 80 | 90 | 100 | QF$_2$ QF$_1$ | 60 | 70 | 80 | 90 | 100 |
|--------------|----|----|----|----|----|--------------|----|----|----|----|----|
| [19]         | 0.6651 | 0.7865 | 0.8975 | 0.9685 | 0.8668 | 50 [22] | 0.7324 | 0.8892 | 0.9069 | 0.9146 | 0.9154 |
| [18]         | 0.7160 | 0.8896 | 0.9880 | 0.9137 | 0.9053 | Our [22] | 0.8359 | 0.9128 | 0.9217 | 0.9243 | 0.9243 |
| 60 [19]      | — | 0.8531 | 0.8851 | 0.9132 | 0.8433 | 60 | [22] — | 0.6809 | 0.8976 | 0.8938 | 0.8888 |
| [18]         | — | 0.7063 | 0.8942 | 0.8942 | 0.8885 | Our — | 0.7236 | 0.9033 | 0.9010 | 0.8878 |
| 70 [19]      | — | — | 0.7176 | 0.8923 | 0.8547 | 70 | [22] — | — | 0.6503 | 0.8961 | 0.8937 |
| [18]         | — | — | 0.7470 | 0.8937 | 0.8902 | Our — | — | — | 0.7578 | 0.8972 | 0.8955 |
| 80 [19]      | — | — | — | 0.7871 | 0.8351 | 80 | [22] — | — | — | 0.7278 | 0.8760 |
| [18]         | — | — | — | 0.7574 | 0.8780 | Our — | — | — | 0.7628 | 0.8896 |
| 90 [19]      | — | — | — | — | 0.7987 | 90 | [22] — | — | — | — | 0.7444 |
| [18]         | — | — | — | — | 0.7996 | Our — | — | — | — | 0.8048 |

**Table 3.** Average $F_1$ score for each combination of QF$_1$ and QF$_2$.

| QF$_2$ QF$_1$ | 60 | 70 | 80 | 90 | 100 | QF$_2$ QF$_1$ | 60 | 70 | 80 | 90 | 100 |
|--------------|----|----|----|----|----|--------------|----|----|----|----|----|
| [19]         | 0.6934 | 0.8352 | 0.8777 | 0.8999 | 0.8850 | 50 [22] | 0.7305 | 0.9214 | 0.9478 | 0.9487 | 0.9499 |
| [18]         | 0.7377 | 0.8885 | 0.9231 | 0.9467 | 0.9415 | Our [22] | 0.7995 | 0.9341 | 0.9528 | 0.9552 | 0.9540 |
| 60 [19]      | — | 0.7065 | 0.8579 | 0.8784 | 0.8763 | 60 | [22] — | 0.7056 | 0.9283 | 0.9358 | 0.9346 |
| [18]         | — | 0.7516 | 0.9126 | 0.9345 | 0.9323 | Our — | 0.7610 | 0.9399 | 0.9434 | 0.9373 |
| 70 [19]      | — | — | 0.7494 | 0.8766 | 0.8766 | 70 | [22] — | — | 0.7443 | 0.9381 | 0.9338 |
| [18]         | — | — | 0.7972 | 0.9326 | 0.9326 | Our — | — | — | 0.8189 | 0.9415 | 0.9405 |
| 80 [19]      | — | — | — | 0.7941 | 0.8724 | 80 | [22] — | — | — | 0.8020 | 0.9264 |
| [18]         | — | — | — | 0.8328 | 0.9281 | Our — | — | — | 0.8388 | 0.9364 |
| 90 [19]      | — | — | — | — | 0.8291 | 90 | [22] — | — | — | — | 0.8107 |
| [18]         | — | — | — | — | 0.8698 | Our — | — | — | — | 0.8675 |

4.2. Qualitative Experiments

In this subsection, we evaluate the performance of all the methods qualitatively on some spliced composite images from CASIA TIDEv2.0 database [27]. The images in this database have been compressed with different quality factors. Besides, the sizes of the tampered regions were varying and the contents of these images are diverse. Figure 6 demonstrates the detection results for all the methods. The first column displays the tampered images. These tampered images were created by pasting a portion from the host image or another image and then compressed with JPEG format. The second column shows the corresponding ground-truth. The third to the last columns are the image tampering
The detection results verify the superiority of our proposed method when compared with the contrast methods. In detail, from the first two rows we can find that all the methods can achieve satisfactory results for the images who own obvious foreground object and relative smooth background. Besides, from the last two rows we can find that [19] usually introduce false detection in smooth or small regions. Specifically, seeing the fifth row, [19] mis-classifies a large portion of tampered sky as authentic regions. In the last row, [19] only detects a very small portion of the tampered plant. It can be attributed to that this method used graph cut algorithm to locate the tampered region, which may divide an object into multiple portions and introduce false detection in some small portions. Meanwhile, when compared with the results of [18,22] in the fourth column, our proposed approach can eliminate some isolated false and missing detective regions. This can be attributed to that the quantization noise in DCT coefficients histogram has been eliminated before solving the mixture histogram model.

4.3. Computational Complexity

The execution time of our proposed method was determined by many factors including QF₁ and QF₂ (which affect the time of noise removal) and the image size; other detection methods were...
influenced by these same factors. Table 4 presents the execution times of all the methods under different image sizes. The average execution time of the images in quantitative experiments was utilized as the final result (for testing image sizes smaller than 1024 × 1024, we cut the image to the required size from the upper left edge. For testing image sizes larger than 1024 × 1024, we padded the image with mirror reflections of itself along the right and post edges). The results are obtained by Matlab 2014b (desktop PC with a 3.0 GHz Core i5-7500 processor and 8 GB RAM). For the first-digit feature-based method [22], we only present the testing time under block size 64 × 64 which set by the authors. From this table we can find that the execution time of each method increases with the image size. Specifically, [19] runs fastest due to it using graph cut to make decision. The method [18] runs at the same level with our proposed method. When the image size increases, [18] has to spend more time for searching the optimal parameter while our method needs to spend more time to eliminate quantization noise in more divided blocks. Besides, [22] runs slowest due to the time-consuming calculation of the first-digit features.

| Image Size       | 512 × 512 | 768 × 768 | 1024 × 1024 | 2048 × 2048 | 3072 × 3072 |
|------------------|-----------|-----------|-------------|-------------|-------------|
| [19]             | 0.14      | 0.24      | 0.60        | 0.92        | 3.00        |
| [18]             | 0.40      | 0.71      | 1.23        | 5.04        | 10.57       |
| [22]             | 0.88      | 1.73      | 2.82        | 10.53       | 23.78       |
| Our              | 0.26      | 0.51      | 1.24        | 4.56        | 10.11       |

5. Conclusions

In this paper, based on the finding that the quantization noise can decrease the performance of double JPEG compression detection, we propose a double JPEG compression detection method based on noise-free DCT coefficients mixture histogram model. By eliminating the quantization noise, a better solution of the DCT coefficients mixture histogram can be obtained, which leads to a more precise block-wise posterior probability map. Experimental results verify the superiority of our proposed approach in comparison with some related methods in both quantitative and qualitative forms.

Although our method obtains promising results, we are also aware of some important directions to extend this work. First, the quantization noise should be further analyzed to improve the current noise filtering strategy. Looking at the qualitative results of our proposed method in Figure 6, we can find that there still existing a few false detective regions. Besides, some novel image segmentation technologies can be considered for locating the tampered region more precisely and accelerating our method. Finally, the double compression detection tasks on some other media such as audio [28] and video [29,30] will be considered in the future.
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