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ABSTRACT
This paper presents a novel approach for improving the computation speed of the ball detection and obstacle detection processes in our robot. The conditions of obstacle detection and ball detection in our robot still have a slow processing speed, this condition makes the robot not real-time and the robot's movement is hampered. To build a good world model, things to note are obstacle information and real-time ball detection. The focus of this research is to increase the speed of the process of the ball and obstacle detection around the robot. To increase the speed of the process, it is necessary to optimize the use of the OpenCV library on the robot operating system (ROS) system to divide the process into several small processes so that the work can be optimally divided into threads that have been created. Then, minimize the use of too many frames. This information will be sent to the base station and also for obstacle avoidance purposes.
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1. INTRODUCTION
Nowadays, the development of computer technology and robotics are increasingly advanced with proof of some progress. One tangible form of advances in computer technology is the number of robots that are getting smarter has a minimal error, from robots that can facilitate human work to robots that function as entertainment. The number of robot competitions also triggers robot activists to always make updates and add features to the robot so that the robot technology becomes more advanced. Soccer is considered one of the most popular sports of all time in the world [1]. Because of its immense potential, nowadays, automation of soccer has been widely researched, especially in the robotic field [1]. The RoboCup competitions take place once a year and they are divided into different leagues, one of them being the soccer league. RoboCup middle size league is an international level competition that competes for several robots to play soccer from various countries. In Indonesia, there is a similar competition, namely the Indonesian Wheeled Robot Soccer Contest, where the rules are the same as the RoboCup middle size league taking into account conditions and developments in Indonesia such as field size and other factors [6]. Robot soccer is a robot that is designed to be able to play soccer autonomously [7]. So, the robots can play like a soccer game in general, soccer robots must be equipped with features that can later support the running of the robot then the robot can make decision-making conditions. One of the basic features that robots must-have is real-time [8]-[10].
especially in ball detection and obstacle detection around the robot. With these features, the robot can make
good strategies and movements, such as detect the ball near and far and can do obstacle avoidance. Being
soccer a very dynamic scenario, the robots need to be able to perceive the other robots around them [11]-[14].

ERSOW is a robot team from Politeknik Elektronika Negeri Surabaya (PENS) that competes in the
Indonesia Robot Soccer Contest Wheeled [6], [7]. The conditions of the obstacle detection system have a
processing speed of 15 frame per second (fps) and the ball detection system still has a processing speed of
24 fps, while the speed of the ERSOW robot is 2 m/s [7]. CAMBADA is the Middle Size League soccer team
of the University of Aveiro, Portugal [3]. Looking at the CAMBADA soccer robot which has a processing
speed of up to 60 fps in detecting the ball with an average robot moving speed of 3 m/s [3], the ball detection
system conditions on the ERSOW robot are still slow, and there are still many frames which are not used but
are still being processed so the movement of the robot is not real-time because of the slow reception of object
position data.

The related works that have been done so far are as follows, ERSOW is a robot team from
Politeknik Elektronika Negeri Surabaya (PENS) that competes in the Indonesia robot soccer contest
wheeled [6], [7]. The conditions of the obstacle detection system have a processing speed of 15 fps and the
ball detection system still has a processing speed of 24 fps, while the speed of the ERSOW robot is 2 m/s [7].
CAMBADA is the robocup middle size league (MSL) soccer team of the University of Aveiro, Portugal [3].
Looking at the CAMBADA soccer robot which has a processing speed of up to 60 fps in detecting the ball
with an average robot moving speed of 3 m/s [3], the ball detection system conditions on the ERSOW robot
are still fairly slow, and there are still many frames which are not used but are still being processed so that the
movement of the robot is not real-time due to the slow reception of ball position data.

The focus in this research is increasing the speed of the ball detection process and obstacle detection
using an omnidirectional camera by optimizing the use of the OpenCV library on robot operating system
(ROS) and minimizing the use of too many frames so that processing speed can be increased. This system
runs using the ROS so that later it will facilitate the division of work systems created programs. After that,
the ball and obstacle data obtained will be sent to the base station for further processing. Limitations of this
study include the sensor used in this study is a camera with an omnidirectional mirror. The system used uses
the robot operating system. Some things that make this study different from other studies are that all
programs run simultaneously and are used for real-time cases. This paper is organized as follows. Section 2
describes the whole proposed systems design. Section 3 presents the experimental results and discussion.
And finally, the conclusion and future development are written in section 4.

2. RESEARCH METHOD

In this chapter, we explain the system design planning and manufacturing system that consists of the
stages carried out in the completion of this research to achieve maximum objectives. The vision system
created on the ERSOW robot uses an omnidirectional camera. This omnidirectional camera is capable of
capturing images at an angle of 360° around the center of the vertical axis of rotation without the need to
move the camera or robot body [3], [15]-[17]. This certainly can speed up the object detection process when
compared to using conventional cameras. An omnidirectional camera consists of a camera that faces the
mirror. The shape of the mirror will affect the image produced by the camera [17]-[19]. In this research, the
camera sensor used is the ELP high-speed camera with a 2.8-12 mm lens that can produce resolutions up to
1920x1080 (60 fps) and 1280x720 (120 fps). This research uses the OpenCV library to facilitate the working
of vision systems in the ball detection and obstacle robot ERSOW detection program.

The frames processed in the ERSOW vision system are quite complex so that the frames used in the
ball detection program and obstacle detection program are quite a lot. Therefore, the frame that is processed
must be ideal and the area of the frame that is processed is not useful. Examples of useless frames in the initial
omnidirectional camera are display data outside the field. Areas outside the field are not needed in soccer robot
matches, because there are no landmarks outside the field, so displays outside the field are not required.

Figure 1 shows the system to be made as a whole. The robot takes pictures using an omnidirectional
camera. The method of tracking the position of the colored balls consists of several sequential processes [6].
Beginning with capturing video with a camera and the other process. Then the robot can observe the image to
recognize the ball and obstacle [20]-[22]. By using an image publisher, images taken from an omnidirectional
camera will be forwarded to the ball node and obstacle node. To increase the speed of the process the most
important thing to do is to break the program so that the processing load will be divided [23]. In this research
the program is broken down into 3 nodes, there are omni_publisher, omni_ball, omni_obstacle.

In the ball node, the frame of the omnidirectional camera is converted to hue, saturation, value
(HSV) color space. In this HSV image, the color will be distinguished where the orange color for the ball and
compared to the contour of the color detection results so that it is known whether the ball is in the field or
outside. In the obstacle node, the image from the omnidirectional camera will also be changed to the HSV color space. In this HSV image, the color of the field will be detected and the results will be given a contouring process, thus producing an obstacle color detection result contour. Then compared with the contour of the color detection results in the field so it is known whether the obstacle is in the field or outside.

After the object is detected, the pixel distance data is changed to the actual distance. The actual distance is added to the odometry value of the robot so that the position of the object against the field can be known. The value of the position of the object is sent to the base station for further processing. This research is implemented on the ERSOW robot using the robot operating system (ROS). By implementing the ROS, the management of programs in the ERSOW robot becomes more organized and easier to troubleshooting. Before the implementation of ROS, the ball and obstacle detection program was still a unitary program. After the implementation of ROS, the ball detection program and obstacle detection program become separate and can facilitate program management.

The multi-node ROS capability can control many of the robot's operational functions. Robots that have a large task of carrying out many functions and sophisticated, the application of traditional methods will consume researchers' time and energy [24], [25]. With multi-node, the ROS property will provide efficient robot flow control. Furthermore, the process of building robot software does not take long because it can be done as a team.

In this system, three nodes are created namely the publisher node, the ball node, and the obstacle node. The division into 3 nodes is intended so that the process of the program does not burden the computer and also the memory management is evenly distributed. The function of the publisher node is to take pictures from an omnidirectional camera with a frame size of 1280x720, then the frame size is cut smaller to 640x640 so that computer vision processing becomes faster because the frame processed is not large. The output of this node is the frame that has been cut to 640x640 and sent with the message publisher on ROS. To increase the speed of the process of ball and obstacle detection, threading is one way for the program and its functions to run at the same time [23].

3. RESULTS AND ANALYSIS

ROS has a service as well as an operating system in general, including hardware abstraction, lower-level device control, implementation of commonly used functions, delivery of messages/data between processes, and management packages. ROS also provides tools and libraries that enable us to get, build, program, and run programs through multiple computers. By implementing the robot operating system, program management in the ERSOW robot becomes more organized and easier for troubleshooting. Before the implementation of ROS, the ball and obstacle detection program was still a unitary program. After the implementation of ROS, the ball detection program and obstacle detection program become separate and can facilitate program management.

That is because of the publisher's features on ROS, this publisher can send initial frame data from the camera to multiple nodes. In the case of the vision program in the ERSOW robot, there are 3 nodes including the omni_publisher, omni_ball, and omni_obstacle. The function of the omni_publisher is to take camera data into the initial frame, then send using the publisher to the omni_ball node and the omni_obstacle node. The omni_ball and omni_obstacle nodes receive data using the subscriber facility provided by ROS to receive data from the publisher. After implementing ROS in the ERSOW robot, the speed of the ball detection process increased by 36 fps, while the processing speed of the obstacle detection increased by 4.5 fps. For system testing, there are several parts which are:
3.1. Testing of ball and obstacle tracking

Before we did this research, we had researched ball detection using local binary pattern (LBP) [7]. However, the output provided is not satisfactory, for example, the FPS value on ball detection using the LBP method produces about 20 fps when used for a long time. It's different when we implement the color thresholding method, the value of the speed of the process can be increased faster. When compared to the speed of the process, ball detection using the color thresholding method is faster than the LBP method. The basic object that must be detected in robot soccer is ball and obstacles. The black robot with an orange ball is located on a green field with a white line. So, colors are the easiest instructions to process for segmenting objects. Color extraction is done in HSV color space. 3 colors must be detected, there are orange (ball), green (field), and black (obstacle).

Figure 2 is a display of the obstacle detection program, the increase in the speed of this process does not affect the obstacle detection results. So that it does not confuse the obstacle detection results of the ERSOW robot system. The segmentation process in HSV color space is done through the color threshold of each object. In the ERSOW vision system, the method used to detect the ball is to use color thresholding. The program detects the color orange, then the detection results are compared with the results of thresholding the field, whether the ball is on the field or not. For obstacle detection programs, there is only 1 color required for calibration, namely green (field). The segmentation process in the ros color space is carried out through a green threshold.

Figure 3 is a display of the ball detection program, the increase in the speed of this process does not affect the ball detection results. So as not to confuse the ball detection results from the ERSOW robot system. In the process of detecting the ball, it is checked on the nine field points around the ball. These points are obtained from the spherical coordinates detected. Detection is intended to find out whether the object is really in the field or not. In the obstacle detection program, only field colors, namely green, are used to calibrate, thus saving frame usage and can increase the speed of the obstacle detection process. The method used is the color thresholding by taking the contour from green, then the binary results from the green color are inversed using the bitwise function in the OpenCV library. The result is that colors other than green will turn white so that obstacles in the field that don't have green will be detected as obstacles. The obstacle is also compared to the result of the field threshold itself so that the robot knows it only detects obstacles in the field area.

3.2. Testing of ball detection’s and obstacle detection’s speed process

Time execution taking of some programs is depending on the algorithm of the program and statement time take [26]. At this stage, it is testing the system after optimizing the speed of the process for the ball detection program as well as the obstacle detection program. The following is a graph of increasing the speed of each program.

The graph in Figure 4 shows the effects of the ROS implementation process, the use of Region of Interest, and also the optimization of frame usage. In the implementation of ROS, an increase in the speed of 6 fps was obtained, for the use of region of interest (ROI), an increase in the speed of the ball detection process was 13.4 fps, while to optimize the use of the frame an increase in the speed of the ball detection process was 16.6 fps.

The graph in Figure 5 shows the effects of the ROS implementation process, the use of region of interest, binary inversion, and also the optimization of frame usage. In the implementation of ROS, an increase in the speed of 2 fps was obtained, for the use of ROI, an increase in the speed of the obstacle
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detection process was 7.8 fps. For the effect of binary inverse using bitwise obtained an increase in the speed of the obstacle detection process by 7.6 fps while for the optimization of the use of frames obtained an increase in the speed of the obstacle detection process by 12.6 fps.

![Increased Speed of Ball Detection](image1)

![Increased Speed of Obstacle Detection](image2)

Figure 4. The graph of increasing speed process of ball detection in milliseconds

Figure 5. The graph of increasing speed process of obstacle detection in milliseconds

Figure 6 shows the difference in process speed in ball detection between before and after the research, for the stability of the processing speed obtained in the ball detection program, which is stable between the values of 58 and 57 fps. So that the speed of the ball detection process can be said to be stable with a value of around 58 fps. After that, there is also a graph of the process improvement from the obstacle detection program on the ERSOW robot.

Figure 7 shows the difference in processing speed in obstacle detection between before and after the research, for the stability of the processing speed obtained in the obstacle detection program, which is stable between the values of 45 fps and 46 fps. So that the speed of the process in obstacle detection can be said to be stable with a value of around 45 fps. In the previous ERSOW robot program, every time we run the program, the laptop temperature always rises from 60 degrees Celsius to 98 degrees Celsius because a lot of laptop memory is used. After increasing processing speed as well as optimizing frame usage, the laptop temperature may drop.

![Ball Detection (Process Speed)](image3)

![Obstacle Detection (Process Speed)](image4)

Figure 6. The difference in processing speed in ball detection between before and after the research

Figure 7. The difference in processing speed in obstacle detection between before and after the research
4. CONCLUSION

The focus in this research is increasing the speed of the ball detection process and obstacle detection using an omnidirectional camera by optimizing the use of the OpenCV library on ROS and minimizing the use of too many frames so that processing speed can be increased. Based on the results of tests and analyzes that have been done, it can be concluded that the speed of the process of detecting ball which was previously 24.3 fps earlier became faster that is 58.8 fps, while the speed of the process of detecting obstacles which were previously 14.9 fps became faster that is 45.4 fps. Also, the ball detection and obstacle detection programs have been successfully applied to the ERSOW robot using the robot operating system (ROS) and information from the ball and obstacle detection results can be sent to the base station. This research has been implemented in real-time on the original robot, and the speed of the ball detection and obstacle detection is good. For future works, the development of improving the speed of the ball detection process and obstacle detection will always be increased so the robot's movement is close to real-time. The scope that can be done in the future is about managing the use of memory resources used by the ERSOW robot.
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