Research on Consume Law Prediction of Plane Tyre Based on Principal Component Regression
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ABSTRACT: Considering the problem of collinearity, the consume law of plane tyre is analyzed and predicted with R language statistics analysis soft based on Linear Regression. The analysis results accord with the real condition. Thus the method is proved practicably.

1. INTRODUCTION
The variables are orthogonality or non linear correlational when there are no linear relation completely. In the course of applying multielement regression method the condition that there is no strong linear relation between the prediction variables is assumed. When analysing the regression results, the regression coefficients are illustrated as the variable value of the response variable on the assumption of other prediction variables being constant. In fact, the power of persuasion is not adequate, considering that there is strong linear relation between the prediction variables. In this case, the regression results have some problem such as non-stabilization, low precision, low reliable regression module. The problem of strong linear relation between the prediction variables is called collinearity. Deleting some prediction variables is a method to eliminate or shorten collinearity, but it is not good method and is not working even sometimes.

The principal component method can find some several mutual disjoint comprehensive variables that reflect their information from prediction variables, and attain the goal of simplify variables. The method based on this principle is called principal component regression method in statistics.
2. PRINCIPAL COMPONENT METHOD

The variables such as $X_1, X_2, ..., X_p$ possess correlative relation from the same collective. The mutual orthogonal variables such as $C_1, C_2, ..., C_m$ can reflect information among the prediction variables and is acquired by combining the prediction variables linearly. In order to balance the role of variables exactly, it is necessary to implement the work of centralization and normalization. Every variable $C_j$ is the linearity combination of standardized variables. The equation is

$$C_j = v_{j1} \tilde{X}_1 + v_{j2} \tilde{X}_2 + \cdots + v_{jp} \tilde{X}_p$$

where $j=1,2, ..., p$.

Let $\lambda_j$ be the $j$th largest eigenvalue of the correlation matrix of $p$ variables, and the coefficient in the linear combination is the eigenvector of the corresponding eigenvalue of the correlation matrix,

$$\mathbf{v} = (v_{11}, v_{12}, \cdots, v_{1p}, v_{21}, v_{22}, \cdots, v_{2p}, \cdots, v_{p1}, v_{p2}, \cdots, v_{pp})$$

where $\text{Var}(C_j) = \lambda_j$.

The principal component covariance matrix is

$$\begin{bmatrix}
\lambda_1 & 0 & \cdots & 0 \\
0 & \lambda_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_p
\end{bmatrix}$$

Where $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_p$, when a eigenvalue is 0, there is a strict linear relationship between the original variables. This is a special case. More commonly, one of the eigenvalue is much smaller than other eigenvalues.

The conventional regression analysis model is

$$Y = \beta_0 + \beta_1 X_1 + \cdots + \beta_p X_p + \epsilon$$

The standardized regression analysis model is

$$\tilde{Y} = \theta \tilde{X}_1 + \cdots + \theta \tilde{X}_p + \epsilon$$

$\overline{Y}$ and $\overline{X}_j$ represent the mean of $Y$ and $X_j$ respectively.

$s_y$ and $s_j$ represent the standard deviation of $Y$ and $X_j$ respectively.

Standardized response variable is $\tilde{Y} = (y_j - \overline{Y}) / s_y$.

Standardized prediction variable is $\tilde{X}_j = (x_j - \overline{X}_j) / s_j$.

The relationship between the regression coefficients estimates of the above two models is

$$\tilde{\beta}_j = s_j \beta_j / s_y$$

$$\tilde{\beta}_j = s_j \beta_j / s_y$$

Substituting principal components for standardized predictors, then

$$\tilde{Y} = \alpha_1 C_1 + \alpha_2 C_2 + \cdots + \alpha_m C_m + \epsilon$$

where $\theta = v_1 \alpha_1 + v_2 \alpha_2 + \cdots + v_p \alpha_p$.

The purpose of principal component analysis is to replace as few primary components as possible with the original variables, and to ensure that data information is not lost. The Kaiser-Harris criterion is used to preserve the principal components with eigenvalues greater than one. The principal components with eigenvalues less than 1 have fewer variances than those contained in a single variable, so try not to use them.
3. PLANE TIRE
In the aviation maintenance process, the problem of spare parts consumption is a very important issue in the maintenance support process. The consumption of spare parts is related to many factors, but the influence degree of various factors on the consumption of spare parts is different. Therefore, the most important factors should be selected for analysis.

Plane tyre are made of plane rubber, nylon thread and steel. They work in a harsh environment. They are not only subjected to hot temperatures, but also against runway foreign objects and friction damage, and they also need to bear huge loads. Once the plane tyre fail, the consequences are very serious. Therefore, the protection of plane tyre is essential to ensure flight safety. The actual consumption of tyre is related to many factors such as the number of planes, flight hours, flight and landing, runway, weather, pilot operation, etc. The relevant experts agree that the most important factors affecting tire consumption are the number of planes, flight hours, flight and landing factors.

4. INSTANCE SIMULATION
The statistics of the number of tire consumption and the number of planes, flight hours, and flight and landing of a station from 1997 to 2012 are shown in Table 1. A multivariate regression model is established to predict the amount of tire consumption. The data is shown in Table 1.

| Year | Number of planes | Flight hours | Flight and landing | Consumption |
|------|------------------|--------------|--------------------|-------------|
| 1997 | 28               | 2596         | 1982               | 112         |
| 1998 | 30               | 2798         | 1996               | 116         |
| 1999 | 30               | 3033         | 2005               | 118         |
| 2000 | 31               | 3053         | 2169               | 124         |
| 2001 | 31               | 3088         | 2246               | 126         |
| 2002 | 32               | 3106         | 2277               | 128         |
| 2003 | 34               | 3256         | 2436               | 135         |
| 2004 | 33               | 3189         | 2383               | 133         |
| 2005 | 34               | 3246         | 2442               | 136         |
| 2006 | 35               | 3321         | 2515               | 139         |
| 2007 | 38               | 3546         | 2616               | 145         |
| 2008 | 38               | 3496         | 2596               | 143         |
| 2009 | 39               | 3683         | 2768               | 151         |
| 2010 | 38               | 3607         | 2722               | 149         |
| 2011 | 40               | 3802         | 2824               | 155         |
| 2012 | 42               | 3895         | 2923               | 159         |

| Year | Number of planes | Flight hours | Flight and landing | Consumption |
|------|------------------|--------------|--------------------|-------------|
| 1997 | -1.576           | -1.950       | -1.489             | -1.656      |
| 1998 | -1.096           | -1.386       | -1.443             | -1.375      |
| 1999 | -1.096           | -0.730       | -1.413             | -1.234      |
| 2000 | -0.856           | -0.675       | -0.869             | -0.812      |
| 2001 | -0.856           | -0.577       | -0.614             | -0.672      |
The correlation matrix of the three predictors is
\[
R = \begin{bmatrix}
1.000 & 0.980 & 0.980 \\
0.980 & 1.000 & 0.971 \\
0.980 & 0.097 & 1.000
\end{bmatrix}
\]

The corresponding eigenvalue is
\[
\lambda_1 = 2.954, \lambda_2 = 0.029, \lambda_3 = 0.017
\]

The corresponding eigenvector is
\[
V_1 = \begin{bmatrix} 0.578 \\ 0.577 \\ 0.577 \end{bmatrix}, \quad V_2 = \begin{bmatrix} 0.000 \\ -0.707 \\ 0.707 \end{bmatrix}, \quad V_3 = \begin{bmatrix} 0.816 \\ -0.409 \\ -0.409 \end{bmatrix}
\]

In this way, the main component of the plane tire consumption data is
\[
C_1 = 0.578 \hat{X}_1 + 0.577 \hat{X}_2 + 0.577 \hat{X}_3
\]
\[
C_2 = 0.000 \hat{X}_1 - 0.707 \hat{X}_2 + 0.707 \hat{X}_3
\]
\[
C_3 = 0.816 \hat{X}_1 - 0.409 \hat{X}_2 - 0.409 \hat{X}_3
\]

Table 3. Three main components of consumption data

| Year | $C_1$ | $C_2$ | $C_3$ |
|------|-------|-------|-------|
| 1997 | -2.896 | 0.326 | 0.120 |
| 1998 | -2.266 | -0.04 | 0.263 |
| 1999 | -1.870 | -0.483 | -0.018 |
| 2000 | -1.386 | -0.138 | -0.067 |
| 2001 | -1.182 | -0.026 | -0.211 |
| 2002 | -0.955 | 0.011 | -0.078 |
| 2003 | -0.131 | 0.087 | -0.073 |
| 2004 | -0.479 | 0.095 | -0.120 |
| 2005 | -0.136 | 0.121 | -0.069 |
| 2006 | 0.263 | 0.144 | -0.058 |
| 2007 | 1.235 | -0.063 | 0.136 |
| 2008 | 1.117 | -0.011 | 0.221 |
| 2009 | 1.886 | 0.023 | -0.030 |
| 2010 | 1.536 | 0.065 | -0.077 |
| 2011 | 2.323 | -0.080 | -0.046 |
| 2012 | 2.940 | -0.032 | 0.106 |

The regression results using conventional regression analysis methods are shown in Table 4.
Table 4. Regression results using conventional regression analysis method

| Variable | Coefficients | Estimate | Std.Error | t-value | Significance level |
|----------|--------------|----------|-----------|---------|--------------------|
| $\hat{X}_1$ | 0.055 | 0.055 | 1.012 | 1.000 |                      |
| $\hat{X}_2$ | 0.260 | 0.046 | 5.707 | 0.000 | ***                |
| $\hat{X}_3$ | 0.690 | 0.046 | 15.126 | 0.000 | ***                |

$n=16$ $R^2=0.991$ degree freedom=12

*** : (0,0.001) ** : (0.001,0.01) * : (0.01,0.05) : (0.05,0.1) blank : (0.1,1)

The regression results using principal component regression analysis are shown in Table 5.

Table 5. Regression results using principal component regression analysis method

| Variable | Coefficients | Estimate | Std.Error | t-value | Significance level |
|----------|--------------|----------|-----------|---------|--------------------|
| $C_1$ | 0.580 | 0.005 | 114.566 | 0.000 | ***                |
| $C_2$ | 0.304 | 0.051 | 5.906 | 0.000 | ***                |
| $C_3$ | -0.343 | 0.067 | -5.133 | 0.000 | ***                |

$n=16$ $R^2=0.999$ degree freedom =12

*** : (0,0.001) ** : (0.001,0.01) * : (0.01,0.05) : (0.05,0.1) blank : (0.1,1)

Table 6. Estimates of three principal component regression coefficients

| Variable | First principal component | First and second principal component | All principal component |
|----------|---------------------------|-------------------------------------|------------------------|
|          | normal | Original | normal | Original | normal | Original | normal | Original |
| Constant | 0       | 13.766   | 0      | 17.237   | 0      | 15.857   |        |            |
| number of planes | 0.335   | 1.146   | 0.335  | 1.146    | 0.055  | 0.189    |        |            |
| flight hours | 0.335   | 0.013   | 0.120  | 0.013    | 0.260  | 0.010    |        |            |
| flight and landing | 0.335   | 0.016   | 0.550  | 0.016    | 0.690  | 0.033    |        |            |
| $R^2$     | 0.997   | 0.997   | 0.997  | 0.999    |        |            |        |            |

Comparing the above two models, it is known that the significance is good, and $R^2$ is also increased, the regression effect is better, and the principal components are completely orthogonal, which has a computational advantage.

When three principal components are used completely, the principal component analysis method is equivalent to the least-squares method of constant regression. In order to eliminate the collinearity problem in the data, it is necessary to determine the number of principal components. In the plane tire consumption data, the sample variance of the principal component is, because the sum is relatively small, and the linear combination of the corresponding predictors is approximately 0, which is the root of the data collinearity. Since the original principal coefficients corresponding to the first principal component and the first principal component are substantially unchanged, and $R^2$ remains substantially unchanged. Therefore, considering the choice of a principal component for prediction, the corresponding regression equation is

$$Y = 13.766 + 1.146X_1 + 0.013X_2 + 0.016X_3.$$  

The regression equation corresponding to the conventional regression analysis method is
The results are different due to the collinearity problem.

5. CONCLUSION

The linear regression analysis method is used to predict the number of plane tyre consumed for different plane numbers, flight hours and flight movements, so that the storage can be “sense in mind” and better secure the aviation materials. In reality, the number of plane, flight hours, flight and landing are inevitably linearly related to a certain degree, that is, the overlap of information, resulting a different linear regression result.
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