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Abstract

Recently, the healthcare field has undergone rapid changes owing to the accumulation of health big data and the development of machine learning. Data mining research in the field of healthcare has different characteristics from those of other data analyses, such as the structural complexity of the medical data, requirement for medical expertise, and security of personal medical information. Various methods have been implemented to address these issues, including the machine learning model and cloud platform. However, the machine learning model presents the problem of opaque result interpretation, and the cloud platform requires more in-depth research on security and efficiency. To address these issues, this paper presents a recent technology for Internet-of-Things–based (IoT-based) health big data processing. We present a cloud-based IoT health platform and health big data processing technology that reduces the medical data management costs and enhances safety. We also present a data mining technology for health-risk prediction, which is the core of healthcare. Finally, we propose a study using explainable artificial intelligence that enhances the reliability and transparency of the decision-making system, which is called the black box model owing to its lack of transparency.
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1. Introduction

Recently, various services and platforms have been developed worldwide based on the development of the Internet of Things (IoT), artificial intelligence (AI), and mobile and cloud technologies, which are fourth-industrial-revolution technologies [1]. In particular, IoT-based healthcare services can be used to detect physical and chemical changes in patients via the use of various sensors. These have also resulted in the development of medical services for patient management in real time by delivering information to hospitals and healthcare-related medical institutions. In addition, technology for the continuous monitoring of a patient's condition and wireless communication technology have been developed. On the basis of this, there is growing interest in wireless body area network (WBAN) technology, which is a near field communication technology used around or of the human body [2]. The medical WBAN technology used for healthcare services is different from that of existing healthcare and can provide a wide range of services in the form of a platform. It is a technology that can be used to measure bio signals both inside and outside the human body through sensors and various medical devices and provide patient-health information via various medical networks. The introduction of this platform has resulted in an increase in the production speed and volume of health big data at the big-data scale [3]. The majority of health big data comprises personal information, and health big data features a wide range of information protection and security in the storage and transmission processes. As a result, healthcare platforms are required to maintain high levels of information protection and security in addition to being efficient in processing big data. However, it is difficult to consider and evaluate both these aspects simultaneously.

Observations of every process of an individual's life are contained in the big data used in healthcare. Observational data of the individual's environment, eating habits, and biological activities from birth are the basis of healthcare. In addition, medical information generated by medical institutions comprises the core data of health big data. Medical information can comprise various forms of atypical data, such as medical records, images of computed tomography (CT) and magnetic resonance imaging (MRI), results of ultrasound, and endoscopy images. Health data includes physical-activity and surrounding-environment information [3]. Owing to technological developments, the amount of health data has increased rapidly to the big-data scale. Recently, various studies have been conducted on disease prediction and new drug developments using deep learning have occurred in the healthcare field [4, 5]. As discussed above, data mining research in the healthcare field differs from a statistical analysis. Medical knowledge of the studied disease is required in the former. The implemented system also requires steps to be performed to confirm its clinical utility. The majority of medical information is described using atypical text; it is characterized by many medical abbreviations and symbols. Therefore, research on the effective implementation of atypical text analysis techniques, such as natural language processing, is crucial, and a health big-data-processing technique is required to process various types of big data [6]. Data mining, machine learning, and reinforcement learning, which are represented as the element technologies of decision-making systems, process data using the following techniques: association rules, correlation, regression analysis, clustering, classification, and prediction. Research tasks, such as the ensemble technique, which operate based on this and explainable AI technologies, are possibly important factors for future health big-data processing [7].

The objective of this study is to analyze recent research trends to help health big-data researchers access and use big data correctly. Section 2 describes cloud-based IoT health platform, and Section 3 presents health big-data-processing technology. In Section 4, we
present a health-risk-prediction technology comprising data mining. The conclusions of this study are presented in Section 5.

2. Cloud-based IoT Health Platform

In the past, the focus was on disease treatment and saving a patient’s life. The current concept of medical services is to make innovative changes in the medical industry using technologies such as the cloud, IoT, big data, and AI. Among these, the cloud-based IoT health platform reduces the costs associated with human and material resources that are unnecessarily consumed in the medical treatment process through medical devices using IoT. Collected information is stored in the cloud to provide easy access to patient information, thus making it possible to provide more efficient and effective services [8]. In addition, the doctor-patient relationship that is focused on a doctor’s diagnosis has evolved into a cloud-based IoT medical system in which a patient knows his/her own condition, and a consensus is drawn through sustainable discussions with the doctor. This allows doctors and patients to communicate, and appropriate medical services are determined. Table 1 presents recent studies conducted on cloud-based IoT health systems.

| Author (year)                  | Research content                                                                                                                                                                                                 |
|-------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| A. Omar et al. [9] (2019)     | - Developed a patient-centered medical data management system using blockchain technology for storage to achieve privacy protection  
- Encryption function used to encrypt health data and ensure anonymity                                                                      |
| Y. Karaca et al. [10] (2019)  | - Converged the mobile cloud environment with cloud computing for the purpose of medical information processing                                                                                               |
| M. Rahman et al. [11] (2019)  | - Developed a lossless deoxyribo-nucleic-acid-sequence (DNA-sequence) hiding method to ensure the authenticity of DNA sequences in mobile cloud-based medical systems                                                  |
| R. Ganiga et al. [12] (2019)  | - Presented a secure cloud architecture by building a private cloud  
- Managed patient data in the medical environment by building a personal cloud using open source tools                                                                                                     |
| M. Pham et al. [13] (2018)    | - Developed a cloud-based smart home environment  
- Collected physiological, motion, and voice signals via non-invasive wearable sensors and provided situational awareness services                                                                        |
| S. Miah et al. [14] (2018)    | - Evaluated patient data and medical histories  
- Developed diagnostic skills through health professionals and community clinics in a cloud-based solution                                                                                           |
| P. Verma et al. [15] (2018)   | - Developed a cloud-centered IoT-based health-diagnosis system  
- Defined a smart, interactive health system for IoT environments                                                                                                                                    |
| T. Bhardwaj et al. [16] (2018)| - Developed technology to provide services to WBAN users based on sensory data volume and application type  
- Developed a computing system for maintenance at the Edge of Things  
- Developed a framework to regulate computing resources in the cloud                                                                               |
2.1 Cloud-based WBAN Healthcare

Many WBAN studies have been conducted because cloud technology is useful for big-data management, processing, and analysis. In recent years, many studies have been conducted on the benefits of the cloud for medical applications. The hierarchical structure of the cloud network consists of three service layers, which provide various services, between the client and server layers [10, 13]. Fig. 1 shows the service layer of a cloud network. First, the infrastructure as a service (IaaS) provides the network technology, such as the load balancer and virtual private network (VPN). It is divided into a physical and a virtual network layer [16]. IaaS is mechanically different from traditional physical network devices because it is serviced virtually to each user. The second is a platform as a service (PaaS), which is a platform layer that provides a virtual technology for development platforms. Third, software as a service (SaaS) is the software layer, which provides the user’s medical information via virtual software services such as web applications. Peer-to-peer networking physically connects these services to the server [17]. The overlay cloud computing service is then set up between the client and software layers such that the system can provide an automatic network configuration. Observation areas are set up across layers to collect observed values from each layer. The control area sends a virtual network configuration command to the virtual network layer. In contrast to conventional peer-to-peer networks, the network of the infrastructure layer is divided into a physical and virtual network layer in the cloud network. In addition, overlay cloud computing services that provide automatic network configurations operate between the software and client layers.

![Fig. 1. Service layer of a cloud network](image-url)
P. Sahoo et al. [18] conducted a study on a health-prediction technology and an analyzing healthcare big-data technology for future health conditions. Fig. 2 shows a health-prediction system comprising the use of scalable cloud and big-data technology. The patient’s health status is monitored via their WBAN, and the data is stored in the scalable cloud. A signature-based access control mechanism prevents unauthorized users from accessing data. The patient sets up profiles, configures those who can access data, and determines whether to monitor continuously, only on request, or periodically. Furthermore, machine learning was applied to signals collected by a WBAN sensor to classify congestive heart failure among system users. However, as the amount of data increased, the data traffic grew rapidly. Therefore, it is necessary to consider a method of reducing the waiting time as the data inflow rate and volume increase.

2.2 Medical IoT Healthcare Network Platform using a WBAN

The IoT-based healthcare network is a key element of WBANs used in healthcare applications. Fig. 3 depicts an IoT-based healthcare network. The IoT-based healthcare network consists of a topology, architecture, and platform.
The topology represents the flow of the network wherein the WBAN sensors and data collected through the sensors are transmitted in an IoT-based healthcare system. As the healthcare environment comprises dynamic environments owing to the mobility of users, the network interface conditions are changed. In addition, the server and WBAN sensors that constitute the topology determine the value of the optimal condition through the session setup process that periodically sends and receives control signals. In other words, the operating environment of the WBAN sensor, sensor type and communication method, traffic types and patterns, and reliability and delay requirements for communication are used to determine the optimal values for the parameters required at each protocol layer and to maintain an efficient healthcare environment. In addition, various features related to the device's movement, channel status, communication status, information, and amount of data transmitted are reflected in the pattern management of the communication and traffic between the WBAN devices in a continuous healthcare environment.

![Fig. 4. WBAN-based IoT healthcare service platform and framework model](image)

Fig. 4 shows the proposed WBAN-based IoT healthcare service platform and framework model. The framework model developed by Chung et al. [17, 19] consists of four layers and forms a healthcare platform via the interactions between layers. The data layer consists of components for the storage and processing of data collected via the WBAN sensor and undergoes real-time data filtering to increase the reliability and consistency of the data analysis. In this process, users are made to go through user authentication and encryption procedures to enhance privacy. The information layer analyzes the user's behavior and performs situation inference modeling, which can be used to predict a user's situation and behavior pattern through life-pattern recognition and inference based on the collected data. The knowledge layer analyzes the user's health information based on the medical information database established for healthcare services and creates and manages knowledge according to
the situation. The service layer provides customized services by converting knowledge information collected and newly processed through each layer into the user healthcare service.

2.3 Cloud-based Health Big-Data Management

Cloud-based health big-data management comprises the use of data mining, machine learning, and other forms of detailed analyses on the vast amounts of collected data to find meaningful associations between a patient’s symptoms and conditions and to further determine effective treatments for various conditions. Moreover, a doctor can remotely provide treatment methods and medical-care-related feedback to the patient. In this process, data processing can be guaranteed through the delay processing of the cloud system to solve errors and losses caused by the delay. This provides services, such as scalability and link connectivity, to the total system capacity when the demand for the system increases by sharing resources such as bandwidth and storage space provided by all clients of the cloud network, thus increasing the accessibility and reliability of the network [20].

H. Kalantarian et al. [21] considered cloud-based patient emotional state monitoring and developed a cloud-WBAN system for monitoring the emotional state of patients. It measures a users’ physical and mental changes through the WBAN sensor and conducts a big data analysis on the relationships between them. Fig. 5 shows the cloud-based patient-emotional-state monitoring system. The patient data collected via the WBAN sensor are stored in the cloud module, and data mining is used to extract key data based on the patient’s condition, which is then used to infer knowledge. To maximize the storage space, a pre-treatment process is performed to remove and integrate redundant or unwanted data from the database. In the system, cloud storage is not just a function for maintaining health records, but a knowledge base that can be used to construct new knowledge via deduction and inference through
machine learning, reinforcement learning, and data mining. The recommendation information created through the knowledge base is reprocessed based on the user's living environment and health-status information. The created information is then provided to the user after an authentication process for duplication prevention and rule consistency verification to increase the reliability.

3. Health Big-Data Processing Technology

3.1 Health Big-Data Processing using Explainable Artificial Intelligence (XAI)

A big-data-processing algorithm processes health big data and supports user decision making through prediction and recommendation models. However, owing to the complexity of the algorithm, the inside of the model is a black box. Therefore, it is difficult to clearly explain the rationale and process of the derived result. In health big-data processing, the reliability and accuracy of the obtained results are important. Therefore, a clear explanation is required for the validity of all processes and results generated from the decision-making system. Users should provide a clear description of the results of health big data, and researchers and experts should provide a step-by-step description of the characteristics and advantages/disadvantages of the algorithm. Therefore, explainable AI (XAI) technology has attracted attention as a new research field [22]. In the USA, the Defense Advanced Research Projects Agency (DARPA) is the leader in XAI research and has predicted the development of AI [23]. Fig. 6 presents the research conducted on XAI for health big data.

| Characteristic | ImplementatiOn method | Data type | Case | Problem |
|---------------|-----------------------|-----------|------|---------|
| 1st Generation AI | Logical, Association analysis through rules | Knowledge-based expert system | Sets of rules | Deep Blue (Al Chess) | Exception outside the rules |
| 2nd Generation AI | Probabilistic, Understanding patterns through big data analysis | Sensor / Data-based deep learning system | Training dataset | AlphaGo (Al Go) Autonomous driving | Opacity for the result |
| 3rd Generation AI | Understanding of outcomes through describing relationships | Intelligent system using visual verbal expression and cognitive agent | Description of model, Interface | eXplainable LIME | - |

Fig. 6. XAI research on health big data [23]

The study being conducted as part of DARPA’s XAI program will continue until 2021 and will comprise 11 sub-projects after 2017. Among the typical companies, H2O.ai is representatively studying explainable AI [24], and Microsoft will provide it through Azure. In particular, Kyndi is conducting research on XAI in the healthcare field. DAPRA has divided XAI into an explainable model that shows the interior of the aforementioned black box and an explanation interface for users. To develop an explainable model in the XAI study, the development strategy of the explainable model is possible, as shown in Table 2.
Table 2. Strategy for the development of the explainable model

| Algorithm                  | Characteristics                                                                                     |
|----------------------------|----------------------------------------------------------------------------------------------------|
| In-depth explanation learning [25] | - Develop a deep-learning technology that improves the method by attaching the explanation label to the nodes of the hidden layer of the neural network and transforms or supplements the existing neural network into a hybrid form  
  - Perform semantic interpretation to reach the final conclusion by backtracking the nodes on which the network focuses its attention |
| Decision-tree [26]          | - Use machine learning to learn decision-tree logic to explain the neural-network operation in connection with the decision-tree process 
  - Check the consistency of the results via a combination of the learning method with high interpretation, such as decision trees 
  - Use an explanatory model in the form of a tracer |
| Model Inference [27]        | - Infer and explain the results of the black box model through experiments and observations as a separate statistical model |

There are two methodologies that can be used for explaining the operation of big-data-processing algorithms: sensitivity analysis (SA) [28] and layer-wise relevance propagation (LRP) [29]. The SA evaluates the change in a result depending on the type of input data. The contribution of the final result is quantified and explained according to each part or item of data. LRP explains the final result by describing the decomposition of layers in a hierarchical model, such as a deep neural network. It works as a method for identifying the amount of change in the result as the input changes in each layer. In this methodology, the contribution of each item or layer is visualized as graphs and images, which are further provided to users. LRP comprises the use of a backpropagation algorithm that is implemented during the learning phase of neural networks for the purpose of visualization. The general neural network algorithm backpropagates the contribution to each node of the previous layer based on the learned weights. For visualization, the contribution of the hierarchical model is constructed in the form of a heat map in the backpropagation step. The heat map of each layer can be visualized and expressed comprehensively. The user can intuitively observe which parts of the neural network have had a significant effect on the results. LRP is more useful in image analyses and provides a clear basis for disease judgment in medical image analyses, thus facilitating its effective use by medical personnel for verifying information. It is also useful for explaining the operation results of PilotNet, which is NVIDIA's deep-learning-based autonomous driving control system [30].

3.2 Internal Analysis of the Health Big-Data Algorithm

Representative big-data-algorithm analysis models include local interpretable model-agnostic explanations (LIME). LIME provides a technique for interpreting the results of a big-data-processing model [31]. There are various ways to understand the results of image classification in big data. Ribeiro [32] presented a method for identifying the major factors using images. In this method, visualization was used to determine which parts of the image were important. LIME comprises the use of a method of dividing an image into several smaller parts and checking the score change. This method is called the super pixel method [33]. LIME can be applied to various algorithms, such as neural networks, random forests, support vector machines (SVMs), and heterogeneous forms (e.g., numerical data, images, and text). Therefore, the results of various black box models can be interpreted in a reliable way. LIME identifies variables that are important for predicting results by approximating the model as an
interparable linear model. **Fig. 7** illustrates the LIME process.

The LIME model has a process for predicting the expression of a specific disease, which is presented through an explainer. In the process of implementing the algorithm, the explainer analyzes the impact of the input data and output results. The explainer analyzes the influence of the input data list and the prediction by weight. The magnitude of the weight and the positive and negative effects are relatively analyzed to highlight the important symptoms that affect the results. This helps medical practitioners to definitively diagnose a patient's condition. In addition, algorithms such as Shapley additive explanations (SHAP) have been studied for general use in machine learning [34]. SHAP measures the importance of attributes. To this end, LIME is complemented by the integration of a number of algorithms, such as game theory and local explanations. R packages, such as the XGBoost Explainer, show the inside of an algorithm comprising XGBoost as a white box. The XGBoost Explainer outputs the effect analysis at the terminal of the decision tree in a table form. This allows the ensemble model to be organized in the form of a transparent and easy-to-understand graph and to analyze the internal tree structure.

As shown above, XAI provides information to explain the interpretation of the algorithm analysis. The user can understand the system results. Moreover, the researcher can check the result of the model's predictive evaluation more intuitively beyond a simple accuracy evaluation. It also provides assistance in understanding the internal workings of the model.
4. Health-Risk-Prediction Technology Comprising Data Mining

4.1 Mining Multi-layer Association Rules in Health Transactions

Multi-layer association rule mining is a method of discovering multi-dimensional relationships between variables and attributes that occur frequently in a health transaction and that have undergone the pre-treatment step. As a method of discovering multidimensional association rules from frequent item sets, it determines association rules through the static discretization of quantitative attributes. This is a method of extracting frequent items from a transaction and finding a rule as per which the association between different independent items satisfies a minimum level of support. To improve the efficiency and scalability, frequent item set mining with transaction reduction, splitting, and sampling or without candidates has been developed in recent years. Data mining can be used in health transactions to discover hidden relationships such as the cause of a disease, complications, treatments, and the relationship with a disease. Multi-layer association rule mining also finds associations between items for health-risk prevention [35]. Hypertension data is collected from the Korea Centers for Disease Control and Prevention (KCDC). KCDC provides health information on disease definitions, causes and risk factors, symptoms, complications, and treatment [36]. The collected hypertension data comprises transactions through preprocessing to determine the association rule that satisfies the minimum map of 0.7 and the reliability of 0.8. **Fig. 8** shows the support and lift of multi-layer association rule mining performed for hypertension data [35, 37].

![Fig. 8](image)

**Fig. 8.** Support and lift of multi-layer association rule mining in hypertension data [35, 37]

The size and color of a node represent the level of support and the size of the lift, respectively. The darker the color of the node, the higher the lift. The larger the size of the node, the higher the level of support.

K. Xia et al. [38] developed methods for the treatment and diagnosis of chronic diseases through association mining analyses. In the optimization stage of the diagnosis and treatment,
the association rule of frequent pattern growth and the Apriori algorithm were used to find correlations in the clinical data, and the association rules of the clinical treatment were generated. This optimized the clinical pathway, thus improving the associated cost and medical quality.

4.2 Disease-Risk Prediction and Classification using a Regression Analysis

A regression analysis can be used to mathematically estimate linear correlations in health data and model them using independent and dependent variables. Independent variables, also called explanatory variables, are causative variables that are necessary for obtaining predictions. Dependent variables, also called target and response variables, are the results of predictions. A regression analysis used for disease-risk prediction determines the extent to which independent variables affect the dependent variables through causal relationships. A regression analysis uses linear, multiple, and nonlinear regression. A linear regression models the linear correlation of dependent and independent variables and is classified as either simple linear or multiple linear regression depending on the number of independent variables [39]. Regression analyses can be used on a patient’s medical data to predict the risk of disease. Colon-cancer-patient information uses colon data from R’s survival package [37]. The attributes of the data consist of age, sex, cancer status, censorship status, etc. in the form of categorical or continuous numbers. For example, a gender category of 1 or 2 indicates male or female, respectively. Colon data are extracted from independent variables to predict them using censorship status as target variables, and then the influence and predictability of the independent variables are identified. Fig. 9 presents the results of a regression analysis of colon-cancer-patient data. Here, the dotted line represents the Cook’s distance, and the residuals and leverage that have undergone normalization describe the influence on the data. The horizontal axis represents the influence of the variable, and the vertical axis represents the Pearson residual, which indicates how well the model predicts the observed values [39].

Fig. 9. Results of a regression analysis on colon-cancer-patient data [39]
Fig. 9 shows the results of the application of a linear regression model that generalized the treatment progress of colon-cancer patients as cure, recurrence, and death. The dependent variable was designated as the status, and the independent variable comprised the remaining influence factors. The predicted results for the treatment effect of colon-cancer patients had a small Pearson residual value, and therefore, the predictive model of the regression analysis model was considered to be appropriate. G. Manogaran et al. [40] used the stochastic gradient descent (SGD) method and a scalable logistic regression analysis to analyze the health risk. An SGD algorithm was used to develop scalable diagnostic and logistic regression models. They also developed a scalable data structure and disease prediction model for cloud computing to determine the health risk.

Classification is a method of constructing health data via data purification, relevance analysis, and data transformation, and belongs to the class label according to a range of predefined attributes [42]. The classification of health data comprises the use of decision trees, random forests, the k-nearest neighbors algorithm, SVMs, and neural networks. The patient data are classified into each class, such as the presence or absence of diabetes and hypertension, and the characteristics are extracted. As a result, diet, exercise, treatment, or other suitable recommendations are provided for patient management. Fig. 10 shows the classification results presented in a decision tree for colon-cancer-patient data from R's survival package [37]. K. Dauda et al. [41] developed a decision-making model for survival data that includes competing risks. The decision tree is constructed using the classification and regression tree algorithm to process the validated data for the regression and classification trees. R. Vijayarajeswari et al. [43] developed a classification method for the early detection of breast cancer using an SVM classifier and the Hough transform. The Hough transform extracts features of a particular shape from an image and classifies them using the SVM. This method can be effectively used to classify images of X-rays that have been abnormally obtained.
4.3 Ensemble Technique for Predictions

The ensemble model method is used to derive the most appropriate prediction results using the prediction results of various models. It is a method of creating various prediction models based on the given health data. The main evaluation methods include bagging predictors using a simple majority vote method, random forest method, and weighting boosting method.

L. Breiman [44] introduced the bagging of predictors, which is known as bagging and is a bootstrap aggregating algorithm and type of ensemble method. After the creation of bootstrap data and a corresponding predictive model, the ensemble method is applied to the result. A simple majority vote method includes a random forest. The random forest method comprises creating several decision trees with randomness and decorrelation and then determining the result by a majority vote. This structure is also useful for data that includes random forest noise. The randomization of the tree is constructed through the bagging process, trains the tree through the training dataset, and combines it by a majority vote method. This addresses the disadvantage of decision trees being likely to poorly overfit new data. Boosting is an ensemble method that comprises the use of weights and was studied by Y. Freund and R. Schapire [45]. This method weights the error data with poor predictions of the boosting model. By modifying models that present negative results, the susceptibility to overfitting is reduced. In addition, even if the performances of individual models are poor, the final model provides improved results. Adaptive boosting (AdaBoost) is a basic boosting method. AdaBoost can be used with algorithms such as decision tree learning, and it learns with a focus on more difficult data.

The gradient boosting machine (GBM) is a machine learning technique that combines gradient descent with boosting [46]. The GBM is a concept that connects many simple models of shallow trees. The GBM is constructed in a manner that compensates for errors in the previous tree, such that the core of the GBM comprises error correction of the previous tree. Gradient descent and the learning rate are used for error correction. Complex models can be constructed according to the learning rate. Using a relatively shallow tree, GBM uses less memory, performs better, and is able to perform regression and classification analyses. In particular, it performs well for X–Y grid-type data and provides an excellent prediction performance as compared with other machine learning algorithms [47].

Recently, various derived algorithms and packages have been developed to take advantage of the superior performance of the GBM, e.g., the Python-based packages such as XGBoost [48], Light GBM [49], and CatBoost [50]. These improve the performance of GBMs and are applied to big data processing, which requires a significant number of computations [51]. Various methods have been attempted to implement the hardware efficiently. Table 3 shows the types of boosting algorithms.

| Year | Algorithm  | Characteristics                                                                 |
|------|------------|--------------------------------------------------------------------------------|
| 2019 | XGBoost    | - Distributed, parallel processing combined with performance verification through Kaggle |
| 2019 | Light GBM  | - Improved performance and minimized resource consumption compared to XGBoost  |
|      |            | - Improved performance through approximations of the split                      |
In general, the health big-data algorithm presents the problem of deep dimensionality occurring in the learning form [52]. There is a stereotypical data form with an effective performance according to the type of machine learning. Therefore, the form or setting value should be adjusted for the algorithm performance. The concept of the boosting algorithm is more general and provides an effective performance with the use of fewer parameters. In addition, by selecting effective feature data, it reduces the number of dimensions of the health big-data learning network and improves the execution time.

5. Conclusion

The key to researching the health big-data system is the acquisition of various data and accuracy of data analyses. Recently developed health big-data analysis algorithms show positive effects in terms of their accuracy and speed. These provide personalized healthcare services while reducing medical expenses and time required. In addition, it is possible to provide medical professionals with analyses, research results in a short time, simulations, and predictions of the toxicity and side effects of drugs. A healthcare cloud system protects personal privacy and improves data management costs efficiently. In addition, more advanced explainable big-data-processing technologies provide users with explainable predictive results. Recently, using the mining multi-layer association rules and regression analysis, an attempt has been made to develop a method for predicting the risk of disease and the hidden relationships such as the cause of the disease, complications, treatment, and the relationship with the disease. In addition, ensemble models use the prediction results of various models to derive more effective prediction results. In particular, XAI technology can be used to visualize the decision process of AI models and explain the elements of deep-learning models involved in decision making. In the future, XAI is expected to be developed in the direction of creating an automated report or interactively by combining it with the technology of expressing human sentences. This would allow experts to understand the contents of an analysis and provide a reasonable basis for decision-making.

Research on these techniques may contribute to the development of AI systems in various fields, including law, finance, economics, and medical treatments. In addition, these are expected to negate the concerns regarding automation systems and provide highly reliable information to a user.
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