Inferring untrained complex dynamics of delay systems using an adapted echo state network
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Caused by finite signal propagation velocities, many complex systems feature time delays that may induce high-dimensional chaotic behavior and make forecasting intricate. Here, we propose an echo state network adaptable to the physics of systems with arbitrary delays. After training the network to forecast a system with a unique and sufficiently long delay, it already learned to predict the system dynamics for all other delays. A simple adaptation of the network’s topology allows us to infer untrained features such as high-dimensional chaotic attractors, bifurcations, and even multistabilities, that emerge with shorter and longer delays. Thus, the fusion of physical knowledge of the delay system and data-driven machine learning yields a model with high generalization capabilities and unprecedented prediction accuracy.

FIG. 1. Scheme of the delayed echo state network. The reservoir contains delayed internode weighted connections (green), where the delay $D$ of the nodes connections can be adjusted.

In the following, we briefly introduce the delayed echo state network (dESN) illustrated in Fig. 1. The dESN

provides two independently tunable time scales linked to the delayed internode connections and a linear leak term. Hereby, all \( K \) nodes in the reservoir are delay coupled and evolve in a high dimensional phase space. This property makes the dESN well suited to adapt to the dynamics of a delay system. The dynamical evolution of the network is governed by:

\[
\vec{x}(n+1) = \alpha \vec{x}(n) + \beta \tanh(\mathbf{W} \vec{x}(n-D) + \gamma \mathbf{W}_i(n) + \mathbf{W}_b)
\]

(1)

where \( \vec{x}(n) \in \mathbb{R}^K \) are the reservoir states, \( \alpha \) is the leak term, \( \beta \) is a feedback gain, \( \gamma \) is the input gain and \( D \) is the length of the delay. The delayed connection weights are given by \( \mathbf{W} \in \mathbb{R}^{K \times K} \), which are randomly drawn from a uniform distribution \( U[-1,1] \) and have a sparsity of 1.5\%. The matrix \( \mathbf{W}_i \in \mathbb{R}^{S \times K} \) gives the connection between the input \( s(n) \in \mathbb{R}^S \) and the network while \( \mathbf{W}_b \in \mathbb{R}^K \) gives a random bias to each node. For more details about the implementation of the dESN, we refer to the supplemental material\[30\]. During the training, the input \( s(n) \) drives the reservoir and the output weights \( \mathbf{W}_{out} \in \mathbb{R}^K \) are computed to perform a one-step-ahead prediction \( y(n) = s(n+1) \). Once the training is completed, the reservoir is decoupled from the input \( s(n) \) and the prediction of the reservoir \( \hat{y}(n) = \mathbf{W}_{out} \vec{x}(n) \) is fed back as the new input. Accordingly, the reservoir evolves autonomously in closed-loop mode.

To demonstrate the capabilities of the dESN, we consider forecasting a chaotic Mackey-Glass system\[31\] with a long delay as the task:

\[
\dot{s}(t) = -0.1s(t) + \frac{0.2s(t-\tau)}{1 + s(t-\tau)^3}.
\]

(2)

The delay of the system is set to \( \tau = 100 \) and \( s(t) \) is sampled with \( \Delta t = 1 \). For these parameters, the system evolves along a chaotic attractor that has a Kaplan-Yorke dimension of \( D_{KY} = 10.4\[30\] \). Furthermore, \( \tau = 100 \) places the system in the long delay limit where the delay is much longer than the linear decay of the instantaneous dynamics in Eq. 2 (here \( 0.1^{-1} \)). Before training the dESN containing \( K = 1000 \) nodes, we match the delays of the reservoir’s connections to the delay of the Mackey-Glass system by setting \( D = \tau / \Delta t = 100 \). We find that this matching improves the general prediction capabilities of the reservoir. All other hyperparameters are optimized using Bayesian optimization as given in \[30\]. The loss function is given by the absolute difference between the autonomously predicted and the Mackey-Glass time series initialized with the same initial conditions.

In Fig. 2 we show the prediction of the Mackey-Glass system with \( \tau = 100 \) by the dESN with \( D = 100 \). We divide the prediction capabilities into two regimes, which we term weather and climate. The weather refers to the short-term behavior after decoupling the input and the reservoir. As shown in Fig. 2 a), the dESN can precisely continue the trajectory for around 2000 steps, which corresponds to approximately seven Lyapunov times. The dESN learns the chaotic character of the Mackey-Glass system and both trajectories evolve together until they start to diverge. The divergence rate of the predicted trajectory is similar to the largest Lyapunov exponent of the Mackey-Glass system as depicted in Fig. 2 b). Furthermore, the dESN prediction provides robustness against randomization, as we find similar results for 20 different dESNs initialized at 20 different trajectories of the chaotic Mackey-Glass attractor. The blue line indicates the divergence rate related to the largest Lyapunov exponent \( \lambda = 0.0035 \) of the Mackey-Glass system with \( \tau = 100 \). In c) and d) we show the two dimensional representation of the chaotic attractor of the Mackey-Glass system with a delay of \( \tau = 100 \) and the dESN prediction with \( D = 100 \), respectively.

FIG. 2. a) Comparison of the time series of the original (blue) and the autonomously continued (green) chaotic attractor using a dESN. b) Divergence rate of the chaotic system and the time series generated by the dESN (green) as shown in a), the orange line indicates the average divergence rate of 20 different dESNs initialized at 20 different trajectories of the chaotic Mackey-Glass attractor. The blue line indicates the divergence rate related to the largest Lyapunov exponent \( \lambda = 0.0035 \) of the Mackey-Glass system with \( \tau = 100 \). In c) and d) we show the two dimensional representation of the chaotic attractor of the Mackey-Glass system with a delay of \( \tau = 100 \) and the dESN prediction with \( D = 100 \), respectively.
for benchmark time series prediction. Compared to the results reported in [9] using standard echo state networks, we find that the dESN provides a higher accuracy for both tasks with \( \log_{10} \text{NRMSE}_{84} = -6.18 \) for \( \tau = 17 \) \( (\log_{10} \text{NRMSE}_{84} = -5.09 \) in [9]) and \( \log_{10} \text{NRMSE}_{120} = -3.1 \) for \( \tau = 30 \) \( (\log_{10} \text{NRMSE}_{120} = -1.43 \) in [9]) in the closed-loop mode. The higher prediction accuracy could further improve the controlling methods of such high-dimensional chaotic systems [28, 32, 33]. It is important to mention that there is no need to calibrate again the hyperparameters of the dESN using the Bayesian optimization, only the delay \( D \) needs to be adapted. The hyperparameters found for the prediction of the Mackey-Glass system with \( \tau = 100 \) yield high performance for any other delay.

In the following, we reveal the unprecedented generalization ability of our method by predicting for arbitrarily long delays while the dESN is trained solely on a Mackey-Glass system with \( \tau = 100 \). We let the reservoir evolve in the closed-loop mode, and without any retraining of the output weights, we vary the delay \( D \) of the node connections. The dynamics of the network nodes adapt after a short transient phase and the output of the dESN with modified \( D \) exhibits changes in its dynamical behavior. The bifurcation diagram shown in Fig. 3 illustrates that, depending on \( D \), the dESN exhibits chaotic behavior, transitions to intermittent limit cycles, e.g., at \( D = 34 & 39 \), period-doubling bifurcations at \( D = 14 & 16 \), and the transition to a stable fixed point at \( D = 5 \). The observed transitions in the dESN coincide with those observed in the Mackey-Glass system, and the evolution of the chaotic attractor reveals similar characteristics. In Fig. 4, we present a comparison of the two-dimensional representations of the attractors for several delays up to \( \tau = 1000 \) for the original and \( D = 1000 \) for the predicted system. We find that the dESN reproduces the attractors for all the shown examples even though it was solely trained with the time series of \( \tau = 100 \). Furthermore, the proposed dESN does not require an increase in the number of nodes if the delay length of the target increases. There is only a linear increase of required memory related to increasing delay as all states up to the delay \( D \) have to be stored. This demand can be compensated by using a single node with delay feedback relying on the delay-based reservoir approach [24, 34, 35]. In [30], we provide simulations that show that an optoelectronic reservoir exhibits similar capabilities in predicting long delay systems.

To further verify the climate prediction for different \( D \), we compute the absolute difference \( \Delta_{ACF} \) between the autocorrelation of the original and predicted attractor. In Fig. 5, we compare the prediction abilities of three different dESNs trained either on the data of a Mackey-Glass system with delay \( \tau, D = 17, 30 \) or 100. If a dESN is trained on the data of a short delay system, e.g., Mackey-Glass system with \( \tau = 17 \) or \( \tau = 30 \), it can predict the dynamics of respectively shorter delays. Nevertheless, deviations can appear and the predictions can fail as the predicted dynamics have higher dimension or higher complexity due to a delay \( D \) that is larger than the one used in the training. We observe that the dESNs trained with the Mackey-Glass system for \( \tau = 17 \) and \( \tau = 30 \) exhibit larger deviations and the predictions with longer delay \( D \) start to fail. In contrast, we demonstrate that by training the dESN with a longer delay, i.e., \( \tau, D = 100 \), we can successfully predict the dynamics related to shorter delays by decreasing the delay \( D \) of the dESN. Furthermore, by increasing the delay \( D \), the prediction of systems with arbitrarily long delays becomes possible. The deviations in \( \Delta_{ACF} \) in the range \( \tau = 75 \) – 80 observed for the ESN trained with \( \tau, D = 100 \) are related to the coexistence of a chaotic attractor and a limit cycle for the Mackey-Glass system. We show in [30] that depending on the initial conditions, the dESN converges to either one or the other. Röhm et al. [43] recently presented that RC is capable of predicting multistabilities in a dynamical system even if the reservoir is trained only around a single attractor. Our trained dESN can predict multistabilities even if it is trained on an attractor that refers to a different parametrization of the original dynamical system.

Accordingly, the information carried in the training data sets plays an import role for the generalization ability of the dESN. To quantify this effect, we determine the complexity of an attractor using the Kolmogorov-Sinai entropy \( h_{KS} \). Using the Pesin identity, the entropy \( h_{KS} \) is given by the sum of all positive Lyapunov exponents and defines the predictability of a chaotic system [30]. In the Mackey-Glass delay system, the number of positive
Lyapunov exponents increases for longer delays. Nevertheless, their amounts shrink, and accordingly, the entropy and unpredictability of the system saturate in the limit of long delays \([30, 37, 38]\). We observe that training in the range of long delays, where the Kolmogorov-Sinai entropy saturates, e.g., \(\tau = 100\), enables the dESN to predict precisely long and short delay dynamics. Using instead data in the training that originates from a delay below the long delay limit, e.g., \(\tau = 30\), increases the probability of prediction failure for the emulation of Mackey-Glass dynamics with longer delays. The origin of this failure can be traced back to the inability to discriminate between the delay and the instantaneous dynamics of the Mackey-Glass system. We find that using training data from the delay in the range of the saturated entropy \(h_{KS}\) and a clear time-scale separation between the instantaneous and delay dynamics yields read-out weights of the dESN that allow the prediction of both short and long delay dynamics.

In general, by exploiting the prior knowledge about the physical model of the to-be-learned system, we design a neural network that predicts the complex dynamical evolution of high-dimensional systems with long delays using the RC scheme. Adapting the reservoir’s topology after the training allows us to infer the entire bifurcation diagram of the learned delay system. Recently, an RC-based approach facilitated the prediction of transitions between different regimes of a dynamical system \([39, 41]\). In those works, a time-dependent control parameter is fed to the reservoir simultaneously with the time series of the controlled system. After training the reservoir on multiple local examples, it evolves in the closed-loop mode and dynamical transitions that are not part of the training can be inferred by manipulating the control parameter. However, our method only requires a single local example, e.g., at \(\tau = 100\), to precisely predict unseen dynamics notably distinct from that local example. Thereby, the adaptable topology of the network reduces the demands on the training data, and its predictions reflect the true physics of the learned system. Accordingly, our physics-informed reservoir provides a high ability to generalize. Furthermore, we note that the proposed mechanism works for other delay systems, e.g., the Ikeda-systems \([30]\). We argue that our approach has further potential for boosting the performance of other machine learning methods where the physical properties of the to-be-learned system are known a priori.
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