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ABSTRACT. We determine normal forms for the Kummer surfaces associated with abelian surfaces of polarization of type (1, 1), (1, 2), (2, 2), (2, 4), and (1, 4). Explicit formulas for coordinates and moduli parameters in terms of Theta functions of genus two are also given. The normal forms in question are closely connected to the generalized Riemann identities for Theta functions of Mumford’s.

1. Introduction

Let $A$ denote an abelian surface defined over the field of complex numbers and let $-I$ be its minus identity involution. The quotient $A/\langle -I \rangle$ has sixteen ordinary double points and its minimum resolution, denoted $\text{Kum}(A)$, is known as the Kummer surface of $A$. The rich geometry of these surfaces, as well as their strong connection with Theta functions have been the subject of multiple studies [19, 34, 11, 26, 18, 25, 8] over the last century and a half.

Polarizations on an abelian surface $A \cong \mathbb{C}^2/\Lambda$ are known to correspond to positive definite hermitian forms $H$ on $\mathbb{C}^2$, satisfying $E = \text{Im} H(\Lambda, \Lambda) \subset \mathbb{Z}$. In turn, such a hermitian form determines a line bundle $\mathcal{L}$ in the Néron-Severi group $\text{NS}(A)$. One may always then choose a basis of $\Lambda$ such that $E$ is given by a matrix $\begin{pmatrix} 0 & D \\ -D & 0 \end{pmatrix}$ with $D = \begin{pmatrix} d_1 & 0 \\ 0 & d_2 \end{pmatrix}$ where $d_1, d_2 \in \mathbb{N}, d_1, d_2 \geq 0$, and $d_1$ divides $d_2$. The pair $(d_1, d_2)$ gives the type of the polarization.

If $A = \text{Jac}(\mathcal{C})$ is the Jacobian of a smooth curve $\mathcal{C}$ of genus two, the hermitian form associated to the divisor class $[\mathcal{C}]$ is a polarization of type $(1, 1)$ - a principal polarization. Conversely, a principally polarized abelian surface is either the Jacobian of a smooth curve of genus two or the product of two complex elliptic curves, with the product polarization.

The present work focuses on Kummer surfaces $\text{Kum}(A)$ associated with abelian surfaces $A$ of principal polarization, as well as of polarizations of type (1, 2), (2, 2), (2, 4), and (1, 4). We present a detailed description of moduli parameters for these surfaces, as well as several normal forms, i.e., explicit projective equations describing Kummer surfaces $\text{Kum}(A)$. The crucial ingredient in our considerations is given by the theory of classical Theta functions of genus two, as well as their associated generalized Riemann identities, as derived by Mumford in [29].
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2. Theta functions and Mumford identities

An effective way to understand the geometry of Kummer surfaces is to use the Siegel modular forms and Theta functions of genus two. Let us enumerate here the main such forms that will be relevant to the present paper. For detailed references, we refer the reader to the classical papers of Igusa [20, 21]; for some further applications see also [9, 7].

2.1. Theta functions and abelian surfaces. The Siegel three-fold is a quasi-projective variety of dimension 3 obtained from the Siegel upper half-plane of degree two which by definition is the set of two-by-two symmetric matrices over $\mathbb{C}$ whose imaginary part is positive definite, i.e.,

$$H_2 = \left\{ \tau = \begin{pmatrix} \tau_{11} & \tau_{12} \\ \tau_{12} & \tau_{22} \end{pmatrix} \mid \tau_{11}, \tau_{22}, \tau_{12} \in \mathbb{C}, \text{Im}(\tau_{11}) \text{Im}(\tau_{22}) > \text{Im}(\tau_{21})^2, \text{Im}(\tau_{22}) > 0 \right\},$$

divided by the action of the modular transformations $\Gamma_2 := \text{Sp}_4(\mathbb{Z})$, i.e.,

$$A_2 = H_2/\Gamma_2.$$

Each $\tau \in H_2$ determines the principally polarized complex abelian surface $A_\tau = \mathbb{C}^2/(\mathbb{Z}^2 \oplus \tau \mathbb{Z}^2)$ with period matrix $(\mathbb{I}_2, \tau) \in \text{Mat}(2, 4; \mathbb{C})$. The canonical principal polarization $\mathcal{L}$ of $A_\tau$ is determined by the Riemann form $E(x_1 + x_2 \tau, y_1 + y_2 \tau) = x_1^t \cdot y_2 - y_1^t \cdot x_2$ on $\mathbb{Z}^2 \oplus \tau \mathbb{Z}^2$. Two abelian surfaces $A_\tau$ and $A_{\tau'}$ are isomorphic if and only if there is a symplectic matrix

$$M = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \Gamma_2$$

such that $\tau' = M(\tau) := (A\tau + B)(C\tau + D)^{-1}$. Since $M$ preserves the Riemann form, it follows that the Siegel three-fold $A_2$ is the set of isomorphism classes of principally polarized abelian surfaces. Similarly, we define the subgroup $\Gamma_2(2n) = \{ M \in \Gamma_2 \mid M \equiv 1 \mod 2n \}$ and Igusa’s congruence subgroups $\Gamma_2(2n, 4n) = \{ M \in \Gamma_2(2n) \mid \text{diag}(B) = \text{diag}(C) \equiv 1 \mod 4n \}$ with corresponding Siegel modular threefolds $A_2(2)$, $A_2(2, 4)$, and $A_2(4, 8)$ such that

$$\Gamma_2/\Gamma_2(2) \cong S_6, \quad \Gamma_2(2)/\Gamma_2(2, 4) \cong (\mathbb{Z}/2\mathbb{Z})^4, \quad \Gamma_2(2, 4)/\Gamma_2(4, 8) \cong (\mathbb{Z}/2\mathbb{Z})^9,$$

where $S_6$ is the permutation group of six elements. $A_2(2)$ is the three-dimensional moduli space of principally polarized abelian surfaces with level-two structure. The meaning of $A_2(2, 4)$ and $A_2(4, 8)$ will be discussed below.

For an elliptic variable $z \in \mathbb{C}^2$ and modular variable $\tau \in H_2$, Riemann’s Theta function is defined by setting

$$\vartheta(z, \tau) = \sum_{u \in \mathbb{Z}^2} e^{\pi i (u^t \cdot \tau \cdot u + 2u^t \cdot z)}.$$
The Theta function is holomorphic on $\mathbb{C}^2 \times \mathbb{H}_2$. For rational-valued vector $\vec{a}, \vec{b} \in \mathbb{Q}^2$, a Theta function is defined by setting
\[
\vartheta \left[ \frac{\vec{a}}{\vec{b}} \right](z, \tau) = \sum_{u \in \mathbb{Z}^2} e^{\pi i \left( (u+\vec{a})^t \cdot \tau - (u+\vec{a})^t \cdot (z+\vec{b}) \right)} .
\]

For a rational matrix $( \begin{smallmatrix} a_1 & a_2 \\ b_1 & b_2 \end{smallmatrix} )$, which we call a theta characteristic, we set $\vec{a} = \langle a_1, a_2 \rangle / 2$ and $\vec{b} = \langle b_1, b_2 \rangle / 2$ and define
\[
\theta \left[ \begin{array}{cc} a_1 & a_2 \\ b_1 & b_2 \end{array} \right](z, \tau) = \vartheta \left[ \frac{\vec{a}}{\vec{b}} \right](z, \tau).
\]

In this way, all standard Theta functions have characteristics with coefficients in $\mathbb{F}_2$. This will make it easier to relate them to the description of the $16_6$ configuration in finite geometry in Section 3.1.1. For $( \begin{smallmatrix} a_1 & a_2 \\ b_1 & b_2 \end{smallmatrix} ) \in \mathbb{F}_2^4$ – where $\mathbb{F}_2$ denotes the finite field with two elements – there are sixteen corresponding Theta functions; 10 are even and 6 are odd functions according to
\[
\theta \left[ \begin{array}{cc} a_1 & a_2 \\ b_1 & b_2 \end{array} \right](-z, \tau) = (-1)^{a \cdot \vec{b}} \theta \left[ \begin{array}{cc} a_1 & a_2 \\ b_1 & b_2 \end{array} \right](z, \tau).
\]

We denote the even Theta functions by
\[
\begin{align*}
\theta_1 &= \theta \left[ \begin{array}{cc} 0 & 0 \\ 0 & 0 \end{array} \right], \\
\theta_2 &= \theta \left[ \begin{array}{cc} 0 & 0 \\ 1 & 1 \end{array} \right], \\
\theta_3 &= \theta \left[ \begin{array}{cc} 0 & 0 \\ 1 & 0 \end{array} \right], \\
\theta_4 &= \theta \left[ \begin{array}{cc} 0 & 0 \\ 0 & 1 \end{array} \right], \\
\theta_5 &= \theta \left[ \begin{array}{cc} 1 & 0 \\ 0 & 0 \end{array} \right], \\
\theta_6 &= \theta \left[ \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right], \\
\theta_7 &= \theta \left[ \begin{array}{cc} 0 & 1 \\ 0 & 0 \end{array} \right], \\
\theta_8 &= \theta \left[ \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right], \\
\theta_9 &= \theta \left[ \begin{array}{cc} 0 & 1 \\ 1 & 1 \end{array} \right], \\
\theta_{10} &= \theta \left[ \begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array} \right].
\end{align*}
\]

We denote the odd Theta functions by
\[
\begin{align*}
\theta_{11} &= \theta \left[ \begin{array}{cc} 0 & 1 \\ 0 & 1 \end{array} \right], \\
\theta_{12} &= \theta \left[ \begin{array}{cc} 0 & 1 \\ 1 & 1 \end{array} \right], \\
\theta_{13} &= \theta \left[ \begin{array}{cc} 1 & 1 \\ 1 & 0 \end{array} \right], \\
\theta_{14} &= \theta \left[ \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right], \\
\theta_{15} &= \theta \left[ \begin{array}{cc} 1 & 0 \\ 1 & 1 \end{array} \right], \\
\theta_{16} &= \theta \left[ \begin{array}{cc} 1 & 1 \\ 1 & 0 \end{array} \right].
\end{align*}
\]

A scalar obtained by evaluating a Theta function at $z = 0$ is called a Theta constant. The six odd Theta functions give trivial Theta constants. We write
\[
\theta_i(z) \quad \text{instead of} \quad \theta \left[ \begin{array}{cc} a_1^{(i)} & a_2^{(i)} \\ b_1^{(i)} & b_2^{(i)} \end{array} \right](z, \tau) \quad \text{where} \quad i = 1, \ldots, 16,
\]

and $\theta_i = \theta_i(0)$ such that $\theta_i = 0$ for $i = 11, \ldots, 16$.

According to [32, Sec. 3] we have the following Frobenius identities relating Theta constants:
\[
\begin{align*}
\theta_5^2 \theta_6^2 &= \theta_1^2 \theta_4^2 - \theta_2^2 \theta_3^2, & \theta_5^4 + \theta_6^4 &= \theta_1^4 - \theta_2^4 + \theta_3^4 + \theta_4^4, \\
\theta_7^2 \theta_9^2 &= \theta_1^2 \theta_3^2 - \theta_2^2 \theta_4^2, & \theta_7^4 + \theta_9^4 &= \theta_1^4 - \theta_2^4 + \theta_3^4 - \theta_4^4, \\
\theta_8^2 \theta_{10}^2 &= \theta_1^2 \theta_2^2 - \theta_3^2 \theta_4^2, & \theta_8^4 + \theta_{10}^4 &= \theta_1^4 + \theta_2^4 - \theta_3^4 - \theta_4^4.
\end{align*}
\]
2.1.1. **Doubling formulas for Theta constants.** We will also introduce the Theta functions that are evaluated at $2\tau$. Under duplication of the modular variable, the Theta functions $\theta_1, \theta_5, \theta_7, \theta_8$ play a role dual to $\theta_1, \theta_3, \theta_4$. We renumber the former and use the symbol $\Theta$ to mark the fact that they are evaluated at the isogenous abelian variety. That is, we will denote Theta functions with doubled modular variable by

$$
\Theta_i(z) \quad \text{instead of} \quad \theta \left[ \frac{b_1^{(i)}}{a_1^{(i)}} \frac{b_2^{(i)}}{a_2^{(i)}} \right] (z, 2\tau) \quad \text{where} \quad i = 1, \ldots, 16,
$$

and $\Theta_i = \Theta_i(0)$. The following identities are called the second principal transformations of degree two \cite{20, 21} for Theta constants:

$$
\begin{align*}
\theta_1^2 &= \Theta_1^2 + \Theta_2^2 + \Theta_3^2 + \Theta_4^2, \\
\theta_2^2 &= \Theta_1^2 + \Theta_2^2 - \Theta_3^2 - \Theta_4^2, \\
\theta_3^2 &= \Theta_1^2 - \Theta_2^2 - \Theta_3^2 + \Theta_4^2, \\
\theta_4^2 &= \Theta_1^2 - \Theta_2^2 + \Theta_3^2 - \Theta_4^2.
\end{align*}
$$

We also have the following identities:

$$
\begin{align*}
\theta_5^2 &= 2 \left( \Theta_1 \Theta_3 + \Theta_2 \Theta_4 \right), \\
\theta_6^2 &= 2 \left( \Theta_1 \Theta_3 - \Theta_2 \Theta_4 \right), \\
\theta_7^2 &= 2 \left( \Theta_1 \Theta_4 + \Theta_2 \Theta_3 \right), \\
\theta_8^2 &= 2 \left( \Theta_1 \Theta_4 - \Theta_2 \Theta_3 \right), \\
\theta_9^2 &= 2 \left( \Theta_1 \Theta_4 - \Theta_2 \Theta_3 \right), \\
\theta_{10}^2 &= 2 \left( \Theta_1 \Theta_4 - \Theta_2 \Theta_3 \right).
\end{align*}
$$

Similarly, we have identities for Theta functions with non-vanishing elliptic argument:

$$
\begin{align*}
\theta_1 \theta_1(z) &= \Theta_1(z)^2 + \Theta_2(z)^2 + \Theta_3(z)^2 + \Theta_4(z)^2, \\
\theta_2 \theta_2(z) &= \Theta_1(z)^2 + \Theta_2(z)^2 - \Theta_3(z)^2 - \Theta_4(z)^2, \\
\theta_3 \theta_3(z) &= \Theta_1(z)^2 - \Theta_2(z)^2 - \Theta_3(z)^2 + \Theta_4(z)^2, \\
\theta_4 \theta_4(z) &= \Theta_1(z)^2 - \Theta_2(z)^2 + \Theta_3(z)^2 - \Theta_4(z)^2,
\end{align*}
$$

and

$$
\begin{align*}
4 \Theta_1 \Theta_1(2z) &= \theta_1(z)^2 + \theta_2(z)^2 + \theta_3(z)^2 + \theta_4(z)^2, \\
4 \Theta_2 \Theta_2(2z) &= \theta_1(z)^2 + \theta_2(z)^2 - \theta_3(z)^2 - \theta_4(z)^2, \\
4 \Theta_3 \Theta_3(2z) &= \theta_1(z)^2 - \theta_2(z)^2 - \theta_3(z)^2 + \theta_4(z)^2, \\
4 \Theta_4 \Theta_4(2z) &= \theta_1(z)^2 - \theta_2(z)^2 + \theta_3(z)^2 - \theta_4(z)^2.
\end{align*}
$$

The following is a well-known fact:

**Remark 2.1.** For the principally polarized abelian surface $(A_\tau, L)$ defined above, a basis of sections for $L^2$, called Theta functions of level 2, is given by $\Theta_i(2z)$ or, alternatively, $\theta_i^2(z)$ for $1 \leq i \leq 4$, and the point $[\Theta_1 : \Theta_2 : \Theta_3 : \Theta_4] \in \mathbb{P}^3$ is called the Theta null point of level 2 of $A_\tau$. Similarly, a basis of sections for $L^4$, called the Theta functions of level $(2, 2)$, is given by $\theta_i(z)$ for $11 \leq i \leq 16$, and $[\theta_1 : \cdots : \theta_{10}] \in \mathbb{P}^9$ is called the Theta null point of level $(2, 2)$ of $A_\tau$. 
2.2. Mumford identities for Theta functions. To obtain all quadratic relations between Theta functions, we apply the generalized Riemann identity for Theta functions derived by Mumford in [29, p.214]. His master equation \((R_{CH})\) generating all Theta relations – which we adjusted to reflect our convention for Theta functions – is given by

\[
\Theta\text{ relations – which we adjusted to reflect our convention for Theta functions – is given by}
\]

\[
\frac{\prod_{\epsilon,\epsilon'\in\{\pm1\}} \theta\left[\frac{a+ib+\epsilon c+\epsilon d}{2}\right]}{e^{\frac{\pi i}{2}(a+b+c+d)}} \left(x + \epsilon y + \epsilon'u + \epsilon'v\right)
\]

We first consider all four-term relations between squares of Theta functions, we set \(\xi_i = \theta_i^2(z)\) for \(1 \leq i \leq 16\). We have the following:

**Proposition 2.2.** The ideal of linear equations relating squares of Theta functions are generated by 12 equations: three equations relating odd Theta functions

\[
\begin{align*}
\theta_6^2 \xi_{11} - \theta_3^2 \xi_{13} - \theta_2^2 \xi_{14} + \theta_5^2 \xi_{16} &= 0, \\
\theta_6^2 \xi_{12} - \theta_3^2 \xi_{13} - \theta_2^2 \xi_{14} + \theta_5^2 \xi_{16} &= 0, \\
\theta_2^2 \xi_{13} + \theta_5^2 \xi_{14} - \theta_5^2 \xi_{15} - \theta_5^2 \xi_{16} &= 0,
\end{align*}
\]

(2.14)

and nine equations relating even and odd Theta functions

\[
\begin{align*}
\theta_6^2 \xi_1 - \theta_3^2 \xi_6 + \theta_2^2 \xi_{13} - \theta_2^2 \xi_{14} &= 0, \\
\theta_6^2 \xi_2 - \theta_3^2 \xi_6 - \theta_2^2 \xi_{13} + \theta_5^2 \xi_{16} &= 0, \\
\theta_6^2 \xi_3 - \theta_3^2 \xi_6 + \theta_2^2 \xi_{13} - \theta_5^2 \xi_{14} &= 0, \\
\theta_6^2 \xi_4 - \theta_3^2 \xi_6 - \theta_2^2 \xi_{13} + \theta_5^2 \xi_{16} &= 0, \\
\theta_6^2 \xi_5 - \theta_3^2 \xi_6 + \theta_2^2 \xi_{13} - \theta_5^2 \xi_{16} &= 0, \\
\theta_6^2 \xi_6 - \theta_3^2 \xi_7 - \theta_5^2 \xi_{13} + \theta_2^2 \xi_{16} &= 0, \\
\theta_8^2 \xi_6 - \theta_3^2 \xi_8 - \theta_2^2 \xi_{13} + \theta_5^2 \xi_{14} &= 0, \\
\theta_3^2 \xi_6 - \theta_6^2 \xi_8 - \theta_2^2 \xi_{13} + \theta_5^2 \xi_{16} &= 0, \\
\theta_2^2 \xi_{10} - \theta_6^2 \xi_{10} + \theta_5^2 \xi_{14} - \theta_5^2 \xi_{16} &= 0.
\end{align*}
\]

(2.15)

**Proof.** We follow the strategy outlined in [22, Sec. 3.2] where fifteen quadrics of rank four involving only odd Theta functions were derived. Using [29, p.214, Eq. \((R_{CH})\)], one generates all rank-four quadrics relating squares of Theta functions. We obtain 142 equations. One then uses Equations (2.9) and Equations (2.10) to write all coefficients in terms of \(\{\Theta_1, \Theta_2, \Theta_3, \Theta_4\}\) and determines a generating set of quadrics. \(\square\)

Next, we consider all three-term relations between bi-monomial combinations of Theta functions. We set \(\xi_{i,j} = \theta_i(z)\theta_j(z)\) for \(1 \leq i < j \leq 16\). We have the following:
Proposition 2.3. The ideal of linear equations relating $\xi_{i,j}$ for $1 \leq i < j \leq 16$ is generated by the following 60 equations:

\[
\theta_1\theta_2\xi_{1,2} - \theta_3\theta_4\xi_{3,4} - \theta_8\theta_{10}\xi_{8,10} = 0, \quad \theta_3\theta_4\xi_{1,2} - \theta_1\theta_2\xi_{3,4} - \theta_8\theta_{10}\xi_{13,16} = 0, \ldots
\]

(A complete generating set of 60 equations is given in Equation (A.1).)

(2.16)

Proof. Using [29, p.214, Eq. (RC)], one generates all three-term bi-monomial combinations of Theta function. □

Remark 2.4. The map $z \mapsto [\theta_1(z) : \cdots : \theta_{16}(z)]$ given by all Theta functions provides a high-dimensional embedding of the the abelian variety $A_\tau$ into $\mathbb{P}^{15}$ [30, Sec. 3] whose defining equations were determined explicitly in [14]. The image in $\mathbb{P}^{15}$ is given as the intersection of the 72 conics given by Equations (2.14), (2.15), and (A.1).

2.3. Theta functions and genus-two curves. Let $C$ be an irreducible, smooth, projective curve of genus two, defined over the complex field $\mathbb{C}$. Let $\mathcal{M}_2$, be the coarse moduli space of smooth curves of genus two. We denote by $[C]$ the isomorphism class of $C$, i.e., the corresponding point in $\mathcal{M}_2$. For a genus-two curve $C$ given as sextic $Y^2 = f_6(X,Z)$ in weighted projective space $\mathbb{P}(1,3,1)$, we send three roots $\lambda_4, \lambda_5, \lambda_6$ to 0, 1, $\infty$ to get an isomorphic curve in Rosenhain normal form, i.e.,

\[
C : Y^2 = XZ(X - Z)(X - \lambda_1 Z)(X - \lambda_2 Z)(X - \lambda_3 Z).
\]

The ordered tuple $(\lambda_1, \lambda_2, \lambda_3)$ where the $\lambda_i$ are all distinct and different from 0, 1, $\infty$ determines a point in $\mathcal{M}_2(2)$, the moduli space of genus-two curves with level-two structure.

Torelli’s theorem states that the map sending a curve $C$ to its Jacobian $\text{Jac}(C)$ is injective and defines a birational map $\mathcal{M}_2 \dashrightarrow A_2$. In fact, if the point $\tau$ is not equivalent with respect to $\Gamma_2$ to a point with $\tau_{12} = 0$, the $\Theta$-divisor is a non-singular curve $C$ of genus-two and $A_\tau = \text{Jac}(C)$ is its Jacobian.

Thomae’s formula is a formula introduced by Thomae relating Theta constants to the branch points. The three $\lambda$ parameters appearing in the Rosenhain normal form of a genus-two curve $C$ in Equation (2.17) are ratios of even Theta constants. There are 720 choices for such expressions since the forgetful map $\mathcal{M}_2(2) \to \mathcal{M}_2$ is a Galois covering of degree $720 = |S_6|$ where $S_6$ acts on the roots of $C$ by permutations. Any of the 720 choices may be used, we choose the one also used in [32, 17]:

Lemma 2.5. For any period point $\tau \in A_2(2)$, there is a genus-two curve $C \in \mathcal{M}_2(2)$ with level-two structure and Rosenhain roots $\lambda_1, \lambda_2, \lambda_3$ such that

\[
\lambda_1 = \frac{\theta_2^3\theta_3^2}{\theta_4^2\theta_1^2}, \quad \lambda_2 = \frac{\theta_3^2\theta_8^2}{\theta_4^2\theta_{10}^2}, \quad \lambda_3 = \frac{\theta_2^3\theta_8^2}{\theta_4^2\theta_{10}^2}.
\]
Similarly, the following expressions are perfect squares of Theta constants:

\[
\begin{align*}
\lambda_1 - 1 &= \frac{\theta_1^2 \theta_3^2}{\theta_5^2 \theta_4^2}, & \lambda_2 - 1 &= \frac{\theta_2^2 \theta_3^2}{\theta_5^2 \theta_4^2}, & \lambda_3 - 1 &= \frac{\theta_5^2 \theta_7^2}{\theta_5^2 \theta_4^2}, \\
\lambda_2 - \lambda_1 &= \frac{\theta_3^2 \theta_6^2 \theta_9^2}{\theta_5^2 \theta_4^2 \theta_{10}^2}, & \lambda_3 - \lambda_1 &= \frac{\theta_1^2 \theta_6^2 \theta_9^2}{\theta_5^2 \theta_4^2 \theta_{10}^2}, & \lambda_3 - \lambda_2 &= \frac{\theta_5^2 \theta_6^2 \theta_9^2}{\theta_5^2 \theta_4^2 \theta_{10}^2}.
\end{align*}
\]

Conversely, given a smooth genus-two curve $C \in M_2(2)$ with three distinct complex numbers $(\lambda_1, \lambda_2, \lambda_3)$ different from $0, 1, \infty$, there is complex abelian surface $A_2$ with period matrix $(\bar{\mathbb{H}}, \tau)$ and $\tau \in \mathbb{A}_2(2)$ such that $A_{\tau} = \text{Jac} C$ and the fourth powers of the even Theta constants are given by

\[
\begin{align*}
\theta_1^4 &= R \lambda_3 \lambda_1 (\lambda_2 - 1)(\lambda_3 - \lambda_1), & \theta_2^4 &= R \lambda_3 (\lambda_2 - 1)(\lambda_3 - \lambda_1), \\
\theta_3^4 &= R \lambda_2 \lambda_1 (\lambda_2 - 1)(\lambda_3 - \lambda_1), & \theta_4^4 &= R \lambda_2 (\lambda_2 - 1)(\lambda_3 - \lambda_1), \\
\theta_5^4 &= R \lambda_1 (\lambda_2 - 1)(\lambda_3 - \lambda_2)(\lambda_3 - \lambda_1), & \theta_6^4 &= R (\lambda_3 - \lambda_2)(\lambda_3 - \lambda_1)(\lambda_2 - 1), \\
\theta_7^4 &= R \lambda_2 (\lambda_3 - \lambda_1)(\lambda_2 - 1)(\lambda_3 - \lambda_1), & \theta_8^4 &= R \lambda_3 (\lambda_2 - 1)(\lambda_3 - \lambda_1)(\lambda_2 - 1), \\
\theta_9^4 &= R \lambda_3 (\lambda_2 - 1)(\lambda_2 - 1)(\lambda_3 - \lambda_1), & \theta_{10}^4 &= R \lambda_1 (\lambda_3 - \lambda_1)(\lambda_3 - \lambda_2),
\end{align*}
\]

where $R \in \mathbb{C}^*$ is a non-zero constant.

The characterization of the Siegel modular threefolds $A_2(2, 4)$, and $A_2(4, 8)$ as projective varieties and their Satake compactifications was given in [22, Prop. 2.2]:

Lemma 2.6.

1. The holomorphic map $\Xi_{2,4} : \bar{\mathbb{H}}_2 \to \mathbb{P}^9$ given by $\tau \mapsto [\Theta_1 : \Theta_2 : \Theta_3 : \Theta_4]$ induces an isomorphism between the Satake compactification $\overline{A_2(2, 4)}$ and $\mathbb{P}^9$.

2. The holomorphic map $\Xi_{4,8} : \bar{\mathbb{H}}_2 \to \mathbb{P}^9$ given by $\tau \mapsto [\theta_1 : \cdots : \theta_{10}]$ induces an isomorphism between the Satake compactification $\overline{A_2(4, 8)}$ and the closure of $\Xi_{4,8}$ in $\mathbb{P}^9$.

3. We have the following commutative diagram:

\[
\begin{array}{ccc}
\Xi_{4,8} & \to & \mathbb{P}^9 \\
\downarrow \pi & & \downarrow \text{Sq} \\
\Xi_{2,4} & \to & \mathbb{P}^9 \\
\downarrow \text{Ver} & & \downarrow \text{Ver} \\
\overline{A_2(2, 4)} & \to & \mathbb{P}^3 \\
\downarrow \text{Ros} & & \\
\overline{A_2(2)} & \\
\end{array}
\]

Here, $\pi$ is the covering map with deck transformations $\Gamma_2(2, 4)/\Gamma_2(4, 8) \cong (\mathbb{Z}/2\mathbb{Z})^9$, the map $\text{Sq}$ is the square map $[\theta_1 : \cdots : \theta_{10}] \mapsto [\theta_1^2 : \cdots : \theta_{10}^2]$, the map $\text{Ver}$ is the Veronese type map defined by the quadratic relations (2.4) and (2.10), and the map $\text{Ros}$ is the covering map with the deck transformations $\Gamma_2(2)/\Gamma_2(2, 4) \cong (\mathbb{Z}/2\mathbb{Z})^3$ given by plugging the quadratic relations (2.4) and (2.10) into Equations (2.18).
Remark 2.7. Lemma 2.5 shows that \( \Gamma_2(2) \) is the group of isomorphisms which fix the 4th power of the Theta constants \( \theta_i \) for \( 1 \leq i \leq 10 \), \( \Gamma_2(2, 4) \) fixes their 2nd power, and \( \Gamma_2(4, 8) \) the Theta constants of level \( (2, 2) \) themselves.

3. Jacobians and two-isogenies

3.1. 16\(_6\) configuration on the Jacobian. On the Jacobian \( A = \text{Jac}(C) \) the sixteen Theta divisors together with the sixteen order-two points form a 16\(_6\) configuration in the following way; see [11]. For the genus-two curve \( C \) in Equation (2.17), we denote the Weierstrass points by \( p_i : \mathbb{D} = \lambda_i : 0 : 1 \) for \( 1 \leq i \leq 3 \), \( p_4 : \mathbb{D} = 0 : 0 : 1 \), \( p_5 : \mathbb{D} = 1 : 0 : 1 \), and \( p_6 : \mathbb{D} = 1 : 0 : 0 \); we also denote the space of two torsion points on an abelian variety \( A \) by \( A[2] \). In the case of the Jacobian of a genus-two curve, every nontrivial two-torsion point can be expressed using differences of Weierstrass points of \( C \). Concretely, the sixteen order-two points of \( A[2] \) are obtained using the embedding of the curve into the connected component of the identity in the Picard group, i.e., \( C \hookrightarrow A \cong \text{Pic}^0(C) \) with \( p \mapsto [p - p_6] \). In particular, we obtain all elements of \( A[2] \)

\[
\begin{align*}
(3.1) & \quad p_{i6} = [p_i - p_6] \quad \text{for} \quad 1 \leq i < 6, \\
& \quad p_{ij} = [p_i + p_j - 2p_6] \quad \text{for} \quad 1 \leq i < j \leq 5,
\end{align*}
\]

where we set \( p_0 = p_{66} = [0] \). For \( \{i, j, k, l, m, n\} = \{1, \ldots, 6\} \), the group law on \( A[2] \) is given by the relations

\[
(3.2) \quad p_0 + p_{ij} = p_{ij}, \quad p_{ij} + p_{ij} = p_0, \quad p_{ij} + p_{kl} = p_{mn}, \quad p_{ij} + p_{jk} = p_{ik}.
\]

The space \( A[2] \) of two torsion points on an abelian variety \( A \) admits a symplectic bilinear form, called the \textit{Weil pairing}. The Weil pairing is induced by the pairing

\[
\langle [p_i - p_j], [p_k - p_l] \rangle = \# \{p_i, p_j\} \cap \{p_k, p_l\} \mod 2,
\]

such that the following table gives all possible pairings:

| \( \langle \bullet, \bullet \rangle \) | \( p_0 \) | \( p_{i6} \) | \( p_{j6} \) | \( p_{ij} \) | \( p_{kl} \) |
|-------------------------------|---------|---------|---------|---------|---------|
| \( p_0 \)                     | 0       | 0       | 0       | 0       | 0       |
| \( p_{i6} \)                  | 0       | 0       | 1       | 1       | 0       |
| \( p_{j6} \)                  | 0       | 1       | 0       | 1       | 0       |
| \( p_{ij} \)                  | 0       | 1       | 1       | 0       | 1       |
| \( p_{kl} \)                  | 0       | 0       | 0       | 1       | 0       |

We call a two-dimensional, maximal isotropic subspace of \( A[2] \) with respect to the Weil pairing, i.e., a subspace such that the symplectic form vanishes on it, a \textit{Göpel group} in \( A[2] \). Such a maximal subgroup is isomorphic to \((\mathbb{Z}/2\mathbb{Z})^2\). We have the following:
Lemma 3.1. There are 15 distinct Göpel groups in $\mathbb{A}[2]$ given by
\[
\{p_0, p_{ij}, p_{ik}, p_{jk}\} \quad \text{with} \quad 1 \leq i < j, k \leq 6.
\]
Moreover, there are 60 distinct affine spaces in $\mathbb{A}[2]$ obtained from the four translates of each Göpel group.

We define a Rosenhain group to be a subgroup in $\mathbb{A}[2]$ isomorphic to $(\mathbb{Z}/2\mathbb{Z})^2$ of the from $\{p_0, p_{ij}, p_{ik}, p_{jk}\}$ with $1 \leq i < j, k \leq 6$. Note that a Rosenhain group is not an isotropic subspace of $\mathbb{A}[2]$. We have the following:

Lemma 3.2. There are 20 different Rosenhain groups in $\mathbb{A}[2]$ given by
\[
\{p_0, p_{ij}, p_{ik}, p_{jk}\} \quad \text{with} \quad 1 \leq i < j, k \leq 6.
\]
Moreover, there are 80 distinct affine spaces in $\mathbb{A}[2]$ comprised of four translates of each Rosenhain group.

In general, for a principally polarized abelian variety $\mathbb{A}$ the line bundle $\mathcal{L}$ defining its principal polarization is ample and satisfies $h^0(\mathcal{L}) = 1$. Then, there exists an effective divisor $\Theta$ such that $\mathcal{L} = \mathcal{O}_\mathbb{A}(\Theta)$, uniquely defined only up to a translation. The divisor $\Theta$ is called a Theta divisor associated with the polarization. It is known that the abelian surface $\mathbb{A}$ is not the product of two elliptic curves if and only if $\Theta$ is an irreducible divisor. In this case, $\Theta$ is a smooth curve of genus two and $\mathbb{A} = \text{Jac}(\mathcal{C})$. The standard Theta divisor $\Theta = \Theta_6 = \{[p - p_0] \mid p \in \mathcal{C}\}$ contains the six order-two points $p_0, p_{i6}$ for $1 \leq i \leq 5$. Likewise for $1 \leq i \leq 5$, the five translates $\Theta_i = p_{i6} + \Theta$ contain $p_0, p_{ij}, \ p_{ij}$ with $j \neq i, 6$, and the ten translates $\Theta_{ij6} = p_{ij} + \Theta$ for $1 \leq i < j \leq 5$ contain $p_{ij}, p_{i6}, p_{j6}, p_{kl}$ with $k, l \neq i, j, 6$ and $k < l$. Conversely, each order-two point lies on exactly six of the divisors, namely
\[
\begin{align*}
(3.4) & \quad p_0 \in \Theta_i \quad \text{for } i = 1, \ldots, 6, \\
(3.5) & \quad p_{i6} \in \Theta_i, \Theta_6, \Theta_{ij6} \quad \text{for } i = 1, \ldots, 5 \text{ with } j \neq i, 6, \\
(3.6) & \quad p_{ij} \in \Theta_i, \Theta_j, \Theta_{ij6} \quad \text{for } 1 \leq i < j \leq 5 \text{ with } k, l \neq i, j, 6 \text{ and } k < l.
\end{align*}
\]
We call the divisors $\{\Theta_i\}$ and $\{\Theta_{ij6}\}$ with $1 \leq i \leq 6$ and $1 \leq j < k < 6$, the six odd and the ten even Theta divisors, respectively. The odd Theta divisors can be identified with the six translates of the curve $\mathcal{C}$ by $p_{i6}$ with $1 \leq i \leq 6$, and thus with the six Weierstrass points $p_i$ on the curve $\mathcal{C}$. Furthermore, there is a one-to-one correspondence between pairs of odd symmetric Theta divisors and two-torsion points.
on $A[2]$ since $\Theta_i \cap \Theta_j = \{p_0, p_{ij}\}$, and, in turn, unordered pairs $\{p_i, p_j\}$ of Weierstrass points since $p_{ij} = p_{i6} + p_{j6}$.

3.1.1. Relation to finite geometry. The $16_6$ configuration on $A[2]$ is effectively described in the context of finite geometry; see [12]. We denote elements of the vector space $F_2^4$ as matrices $A = (a_1, a_4)$. It is easy to show that these matrices form a group with $16 = 2^g$ elements for $g = 2$, and a group structure defined by addition modulo two. A symplectic form on $F_2^4$ is defined by $(A, A') \mapsto \text{Tr}(A \cdot (0, 1) \cdot A')$. We say that two matrices $A, A'$ are syzygetic if $\text{Tr}(A \cdot (0, 1) \cdot A') \equiv 0 \mod 2$. A Göpel group in $F_2^4$ is a subgroup of four elements such that every two elements are syzygetic. It is well known [32] that (i) each Göpel group in $F_2^4$ is maximal and isomorphic to $(\mathbb{Z}/2\mathbb{Z})^2$, (ii) the number of different Göpel groups in $F_2^4$ is 15, (iii) each Göpel group in $F_2^4$ has $2^{g-2} = 4$ cosets which are called Göpel systems. Moreover, singular planes in finite geometry are indexed by points in $F_2^4$; see [12]. We denote elements of the vector two. A symplectic form on $F_2^4$ – namely translates by the fixed element $(\frac{1}{2}, \frac{1}{2})$ – of the characteristics of the odd Theta functions introduced in Section 2.7. We will prove in Lemma 4.11 that this is

**Lemma 3.3.** The points $(a_1, a_4) \in F_2^4$ and the singular planes indexed by $(b_1, b_4) \in F_2^4$ form a $16_6$ configuration on $F_2^4$:

1. Any point is contained in exactly six singular planes.
2. Any singular plane indexed contains exactly six points.

The automorphism group of the $16_6$ configuration is $F_2^4 \rtimes \text{Sp}(4, F_2)$ and is given by translations by order-two points and rotations preserving the symplectic form.

We construct an isomorphism between $A[2]$ and $F_2^4$ such that the point $p_0$ is mapped to $(0, 0)$. Following Lemma 3.3, each Theta divisor $\Theta_i$ or $\Theta_{ijk}$, respectively, can also be identified with a singular plane given by points $F_2^4$. We have the following:

**Proposition 3.4.** Table [2] provides an isomorphism between points and planes of the $16_6$ configurations on $A[2]$ and $F_2^4$ such that Göpel groups and their translates in $A[2]$ – given in Lemma 3.1 – are mapped bijectively to Göpel systems in $F_2^4$.

**Proof.** Since $p_0$ is mapped to the matrix $(0, 0)$, the divisors $\Theta_i$ for $i = 1, \ldots, 6$ must be mapped to the six matrices $(b_2, b_4)$ or $(b_1, b_3 b_0)$. Making a choice (cf. Remark 3.5) for these, we obtain the images of all points $p_{ij}$ with $1 \leq i < j \leq 6$, since we have $\Theta_i \cap \Theta_j = \{p_0, p_{ij}\}$. Using the properties of the $16_6$ configuration, we obtain the matrices indexing the meaning divisors $\Theta_{ij6}$. Finally, one checks by an explicit computation that the Göpel groups and their translates in $A[2]$ given in Lemma 3.1 coincide with the Göpel systems in $F_2^4$. □

**Remark 3.5.** Following the proof of Proposition 3.4, we can say even more. Table [2] is the unique isomorphism such that the odd Theta divisors are mapped to translates – namely translates by the fixed element $(\frac{1}{2}, \frac{1}{2})$ – of the characteristics of the odd Theta functions introduced in Section 2.7. We will prove in Lemma 4.11 that this is
precisely the property required to make the identification compatible with the Mumford identities for Theta functions while at the same time also mapping odd Theta divisor to odd Theta functions. All Theta divisors and Theta characteristics are then paired up according to the following table:

| $p_\ast \in A[2]$ | $A \in \mathbb{F}^2_1$ | $\Theta_\ast \in \text{NS}(A)$ | $p_\ast \in \Theta_\ast$ |
|------------------|------------------|------------------|------------------|
| $p_0$            | $[0 \ 0]$        | $\Theta_{236} = p_{23} + \Theta$ | $p_{14}, p_{15}, p_{23}, p_{26}, p_{36}, p_{45}$ |
| $p_{45}$         | $[0 \ 1]$        | $\Theta_1 = p_{16} + \Theta$ | $p_0, p_{12}, p_{13}, p_{14}, p_{15}, p_{16}$ |
| $p_{36}$         | $[0 \ 0]^{\top}$| $\Theta_2 = p_{26} + \Theta$ | $p_0, p_{12}, p_{23}, p_{24}, p_{25}, p_{26}$ |
| $p_{26}$         | $[1 \ 0]^{\top}$| $\Theta_3 = p_{36} + \Theta$ | $p_0, p_{13}, p_{23}, p_{34}, p_{35}, p_{36}$ |
| $p_{15}$         | $[0 \ 1]$        | $\Theta_4 = p_{46} + \Theta$ | $p_0, p_{14}, p_{24}, p_{34}, p_{45}, p_{46}$ |
| $p_{14}$         | $[0 \ 1]^{\top}$| $\Theta_5 = p_{56} + \Theta$ | $p_0, p_{15}, p_{25}, p_{35}, p_{45}, p_{56}$ |
| $p_{23}$         | $[1 \ 0]^{\top}$| $\Theta_6 = p_{0} + \Theta$ | $p_0, p_{16}, p_{26}, p_{36}, p_{46}, p_{56}$ |
| $p_{16}$         | $[0 \ 1]$        | $\Theta_{456} = p_{45} + \Theta$ | $p_{12}, p_{13}, p_{23}, p_{45}, p_{46}, p_{56}$ |
| $p_{13}$         | $[1 \ 0]^{\top}$| $\Theta_{126} = p_{12} + \Theta$ | $p_{12}, p_{16}, p_{26}, p_{34}, p_{35}, p_{45}$ |
| $p_{12}$         | $[0 \ 1]^{\top}$| $\Theta_{136} = p_{13} + \Theta$ | $p_{13}, p_{16}, p_{24}, p_{25}, p_{36}, p_{45}$ |
| $p_{24}$         | $[1 \ 0]^\top$   | $\Theta_{346} = p_{34} + \Theta$ | $p_{12}, p_{15}, p_{25}, p_{34}, p_{36}, p_{46}$ |
| $p_{44}$         | $[1 \ 0]^\top$   | $\Theta_{246} = p_{24} + \Theta$ | $p_{13}, p_{15}, p_{24}, p_{26}, p_{45}, p_{46}$ |
| $p_{56}$         | $[1 \ 1]^{\top}$| $\Theta_{146} = p_{14} + \Theta$ | $p_{14}, p_{16}, p_{23}, p_{25}, p_{35}, p_{46}$ |
| $p_{25}$         | $[0 \ 1]^{\top}$| $\Theta_{356} = p_{35} + \Theta$ | $p_{12}, p_{14}, p_{24}, p_{35}, p_{36}, p_{56}$ |
| $p_{35}$         | $[1 \ 1]^{\top}$| $\Theta_{256} = p_{25} + \Theta$ | $p_{13}, p_{14}, p_{25}, p_{26}, p_{34}, p_{56}$ |
| $p_{46}$         | $[0 \ 1]^\top$   | $\Theta_{156} = p_{15} + \Theta$ | $p_{15}, p_{16}, p_{23}, p_{24}, p_{34}, p_{56}$ |

Table 1. Isomorphism between $16_6$ configurations
3.2. (2,2)-isogenies of abelian surfaces. The translation of the Jacobian \( A = \text{Jac}(C) \) by a two-torsion point is an isomorphism of the Jacobian and maps the set of two-torsion points to itself. For any isotropic two-dimensional subspace \( K \) of \( A[2] \), i.e., a G"opel group in \( A[2] \), it is well-known that \( \hat{A} = A/K \) is again a principally polarized abelian surface [30, Sec. 23]. Therefore, the isogeny \( \psi : A \to \hat{A} \) between principally polarized abelian surfaces has as its kernel the two-dimensional isotropic subspace \( K \) of \( A[2] \). We call such an isogeny \( \psi \) a (2,2)-isogeny. Concretely, given any choice of \( K \) the (2,2)-isogeny is analytically given by the map

\[
\psi : A = \mathbb{C}^2/(\mathbb{Z}^2 + \tau\mathbb{Z}^2) \to \hat{A} = \mathbb{C}^2/(\mathbb{Z}^2 + 2\tau\mathbb{Z}^2)
\]

(3.7)

\( (z, \tau) \mapsto (z, 2\tau) \).

We have the following lemma:

**Lemma 3.6.** Let \( K \) and \( K' \) be two maximal isotropic subgroup of \( A[2] \) such that \( K + K' = A[2], K \cap K' = \{p_0\} \). Set \( \hat{A} = A/K \), and denote the image of \( K' \) in \( \hat{A} \) by \( \hat{K} \). Then it follows that \( A/K \cong \hat{A} \), and the composition of (2,2)-isogenies \( \hat{\psi} \circ \psi \) is multiplication by two on \( A \), i.e., \((z, \tau) \mapsto (2z, \tau) \).

**Proof.** By construction \( K \) is a finite subgroup of \( A \), \( \hat{A} = A/K \) a complex torus, and the natural projection \( \psi : A \to \hat{A} \cong A/K \) and isogeny. The order of the kernel is two, hence it is a degree-four isogeny. The same applies to the map \( \hat{\psi} : \hat{A} \to \hat{A}/K \). Therefore, the composition \( \hat{\psi} \circ \psi \) is an isogeny with kernel \( K + K' = A[2] \). Thus, \( \hat{A}/\hat{K} \cong A \) and the map \( \hat{\psi} \circ \psi \) is the group homomorphism \( z \mapsto 2z \) whose kernel are the two-torsion points. \( \square \)

In the case \( A = \text{Jac}(C) \) of the Jacobian of a smooth genus-two curve, one may ask whether \( \hat{A} = \text{Jac}(\hat{C}) \) for some other curve \( \hat{C} \) of genus two, and what the precise relationship between the moduli of \( C \) and \( \hat{C} \) is. The geometric moduli relationship between the two curves of genus two was found by Richelot [33]; see [5].

Because of the isomorphism \( S_6 \cong \text{Sp}(4, \mathbb{F}_2) \), the (2,2)-isogenies induce an action of the permutation group of the set of six Theta divisors containing a fixed two-torsion point. There is a classical way, called Richelot isogeny, to describe the 15 inequivalent (2,2)-isogenies on the Jacobian \( \text{Jac}(C) \) of a generic curve \( C \) of genus-two. If we choose

| \( \Theta \) | \( (\alpha_1^1, \alpha_2^2) + (1, 1) \) | \( \Theta \) | \( (\alpha_1^1, \alpha_2^2) + (1, 1) \) | \( \theta \) | \( (\alpha_1^1, \alpha_2^2) + (1, 1) \) | \( \theta \) | \( (\alpha_1^1, \alpha_2^2) + (1, 1) \) |
|---|------------------|---|------------------|---|------------------|---|------------------|
| \( \Theta_1 \) | \( (1, 1) + (1, 1) \) | \( \Theta_2 \) | \( (1, 1) + (1, 1) \) | \( \theta_1 \) | \( (1, 1) + (1, 1) \) | \( \theta_2 \) | \( (1, 1) + (1, 1) \) |
| \( \Theta_2 \) | \( (0, 1) + (1, 1) \) | \( \theta_3 \) | \( (1, 1) + (1, 1) \) | \( \Theta_3 \) | \( (1, 1) + (1, 1) \) | \( \theta_4 \) | \( (1, 1) + (1, 1) \) |
| \( \Theta_3 \) | \( (1, 0) + (1, 1) \) | \( \theta_5 \) | \( (1, 1) + (1, 1) \) | \( \Theta_4 \) | \( (1, 1) + (1, 1) \) | \( \theta_6 \) | \( (1, 1) + (1, 1) \) |
| \( \Theta_{126} \) | \( (0, 1) + (1, 1) \) | \( \theta_7 \) | \( (1, 1) + (1, 1) \) | \( \Theta_{136} \) | \( (1, 1) + (1, 1) \) | \( \theta_8 \) | \( (1, 1) + (1, 1) \) |
| \( \Theta_{146} \) | \( (1, 0) + (1, 1) \) | \( \theta_9 \) | \( (1, 1) + (1, 1) \) | \( \Theta_{156} \) | \( (1, 1) + (1, 1) \) | \( \theta_{10} \) | \( (1, 1) + (1, 1) \) |
| \( \Theta_{236} \) | \( (1, 1) + (1, 1) \) | \( \theta_{11} \) | \( (1, 1) + (1, 1) \) | \( \Theta_{246} \) | \( (1, 1) + (1, 1) \) | \( \theta_{12} \) | \( (1, 1) + (1, 1) \) |
| \( \Theta_{256} \) | \( (0, 0) + (1, 1) \) | \( \theta_{13} \) | \( (1, 1) + (1, 1) \) | \( \Theta_{346} \) | \( (1, 1) + (1, 1) \) | \( \theta_{14} \) | \( (1, 1) + (1, 1) \) |
| \( \Theta_{356} \) | \( (0, 0) + (1, 1) \) | \( \theta_{15} \) | \( (1, 1) + (1, 1) \) | | | | |
for \( C \) a sextic equation \( Y^2 = f_6(X, Z) \), then any factorization \( f_6 = A \cdot B \cdot C \) into three degree-two polynomials \( A, B, C \) defines a genus-two curve \( \hat{C} \) given by

\[
\Delta_{ABC} \cdot Y^2 = [A, B] [C, B] C
\]

where we have set \([A, B] = A'B - AB'\) with \( A' \) the derivative of \( A \) with respect to \( X \)

\[\lambda, \lambda\]

and \( \Delta_{ABC} \) is the determinant of \( A, B, C \) with respect to the basis \( X^2, XZ, Z^2 \). It was proved in [5] that \( \text{Jac}(C) \) and \( \text{Jac}(\hat{C}) \) are \((2, 2)\)-isogenous, and that there are exactly 15 different curves \( \hat{C} \) that are obtained this way. It follows that this construction yields all principally polarized abelian surfaces \((2, 2)\)-isogenous to \( A = \text{Jac}(C) \).

### 3.2.1. An explicit model using Theta functions

We provide an explicit model for a pair of \((2, 2)\)-isogenies in terms of Theta functions: For the Göpel groups \( K = \{p_0, p_{15}, p_{23}, p_{46}\} \) and \( K' = \{p_0, p_{12}, p_{54}, p_{56}\} \), we have \( K + K' = A[2], K \cap K' = \{p_0\} \).

We set \( \hat{A} = A/K \). We will use Theta functions to determine explicit formulas relating the Rosenhain roots of \( C \) in Equation (2.17) – given by \( \lambda_1, \lambda_2, \lambda_3 \) and \( \lambda_4 = 0, \lambda_5 = 1, \lambda_6 = \infty \) – to the roots of a curve \( \hat{C} \) given by the sextic curve

\[
\hat{C} : \quad y^2 = x z (x - z) (x - \Lambda_1 z) (x - \Lambda_2 z) (x - \Lambda_3 z).
\]

Since the Theta functions \( \Theta_i \) play a role dual to \( \theta_i \) for the isogenous abelian variety, the Rosenhain roots of \( \hat{C} \) are given by

\[
\Lambda_1 = \frac{\Theta_1^2 \Theta_3^2}{\Theta_2^2 \Theta_4^2}, \quad \Lambda_2 = \frac{\Theta_2^2 \Theta_5^2}{\Theta_1^2 \Theta_{10}^2}, \quad \Lambda_3 = \frac{\Theta_3^2 \Theta_8^2}{\Theta_2^2 \Theta_{10}^2}.
\]

Rosenhain roots can be expressed in terms of just four Theta constants whose characteristics form a Göpel group in \( F_4 \). We will write the roots \( \lambda_1, \lambda_2, \lambda_3, \lambda_4 \) in terms of the Theta constants \( \{\Theta_1^2, \Theta_2^2, \Theta_3^2, \Theta_4^2\} \) and \( \{\theta_1^2, \theta_2^2, \theta_3^2, \theta_4^2\} \), respectively. Their Theta characteristics are form Göpel groups, namely

\[
(0 0 0 0), (0 0 0 1), (0 1 0 0), (1 0 0 0), (0 0 1 1), (0 1 1 0), (1 0 1 0), (1 1 0 0).
\]

We have the following:

**Lemma 3.7.** The Rosenhain roots \( \lambda_1, \lambda_2, \lambda_3 \) and \( \Lambda_1, \Lambda_2, \Lambda_3 \) are rational functions of the Theta functions \( \{\Theta_1^2, \Theta_2^2, \Theta_3^2, \Theta_4^2\} \) and \( \{\theta_1^2, \theta_2^2, \theta_3^2, \theta_4^2\} \), respectively. Over \( A_2(2, 4) \) the rational function

\[
l = \frac{(\Theta_1 \Theta_2 - \Theta_3 \Theta_4)(\Theta_1^2 + \Theta_2^2 + \Theta_3^2 + \Theta_4^2)(\Theta_1^2 - \Theta_2^2 - \Theta_3^2 + \Theta_4^2)}{(\Theta_1 \Theta_2 + \Theta_3 \Theta_4)(\Theta_1^2 - \Theta_2^2 + \Theta_3^2 - \Theta_4^2)(\Theta_1^2 + \Theta_2^2 + \Theta_3^2 - \Theta_4^2)}
\]

satisfies \( l^2 = \lambda_1 \lambda_2 \lambda_3 \). A similar statement applies to \( L \) such that \( L^2 = \Lambda_1 \Lambda_2 \Lambda_3 \).

We claim that there is a Richelot isogeny realizing the \((2, 2)\)-isogeny \( \psi : A = \text{Jac}(C) \to \hat{A} = \text{Jac}(\hat{C}) \), for the maximal isotropic subgroup \( K \). We have the following:

**Lemma 3.8.** Taking the quotient by the Göpel group \( K = \{p_0, p_{15}, p_{23}, p_{46}\} \) corresponds to the Richelot isogeny acting on the genus-two curve \( C \) in Equation (2.17).
by pairing the linear factors according \( A = (x - \lambda_1)(x - \lambda_5), B = (x - \lambda_2)(x - \lambda_3), \) \( C = (x - \lambda_4)(x - \lambda_6) \) in Equation (3.8).

**Proof.** We compute the Richelot-isogeny in Equation (3.8) obtained from pairing the roots according to \((\lambda_1, \lambda_5) = 1, (\lambda_2, \lambda_3), (\lambda_4, 0, \lambda_6 = \infty)\). For this new curve we compute its Igusa-invariants which are in fact rational functions of the Theta functions \([\theta_1 : \theta_2 : \theta_3 : \theta_4]\). We then compute the Igusa invariants for the quadratic twist \(\hat{C}^{(\mu)}\) of the curve in Equation (3.9) with

\[
\mu = \frac{(\theta_1^2 + \theta_2^2 + \theta_3^2 + \theta_4^2)(\theta_1^2 - \theta_2^2 - \theta_3^2 + \theta_4^2)}{4\theta_1\theta_2\theta_3\theta_4(\theta_1^2 + \theta_2^2 + \theta_3^2 + \theta_4^2)(\theta_1^2 - \theta_2^2 - \theta_3^2 + \theta_4^2)}.
\]

They again are rational functions of the Theta functions \([\theta_1 : \theta_2 : \theta_3 : \theta_4]\) since the Rosenhain roots of \(\hat{C}\) are determined by the equations

\[
\begin{align*}
\Lambda_1 &= \frac{(\theta_1^2 + \theta_2^2 + \theta_3^2 + \theta_4^2)(\theta_1^2 - \theta_2^2 - \theta_3^2 + \theta_4^2)}{(\theta_1^2 + \theta_2^2 - \theta_3^2 - \theta_4^2)(\theta_1^2 - \theta_2^2 + \theta_3^2 - \theta_4^2)}, \\
\Lambda_2 &= \frac{(\theta_1^2 - \theta_2^2 - \theta_3^2 + \theta_4^2)(\theta_1^2\theta_2^2 + \theta_3^2\theta_4^2 + 2\theta_1\theta_2\theta_3\theta_4)}{(\theta_1^2 - \theta_2^2 + \theta_3^2 - \theta_4^2)(\theta_1^2\theta_2^2 - \theta_3^2\theta_4^2)}, \\
\Lambda_3 &= \frac{(\theta_1^2 + \theta_2^2 + \theta_3^2 + \theta_4^2)(\theta_1^2\theta_2^2 + \theta_3^2\theta_4^2 + 2\theta_1\theta_2\theta_3\theta_4)}{(\theta_1^2 + \theta_2^2 - \theta_3^2 - \theta_4^2)(\theta_1^2\theta_2^2 - \theta_3^2\theta_4^2)}.
\end{align*}
\]

The two sets of Igusa invariants are identical. \(\square\)

Lemma 3.8 proves that the genus-two curve \(\hat{C}\) is isomorphic to the curve obtained by Richelot isogeny using Equation (3.8) with

\[
[B, C] = x^2 - \lambda_1, [A, C] = x^2 - \lambda_2\lambda_3,
\]

\[
[A, B] = (1 + \lambda_1 - \lambda_2 - \lambda_3)x^2 - 2(\lambda_1 - \lambda_2\lambda_3)x + \lambda_1\lambda_2 + \lambda_1\lambda_3 - \lambda_2\lambda_3 - \lambda_1\lambda_2\lambda_3.
\]

Recall that for the Göpel group \(K' = \{p_0, p_{12}, p_{34}, p_{56}\}\) we have \(K + K' = A[2], K \cap K' = \{p_0\}\). We denote the image of \(K'\) in \(A\) by \(K\). We have the following:

**Lemma 3.9.** Taking the quotient by the Göpel group \(K' = \{\hat{p}_0, \hat{p}_{12}, \hat{p}_{34}, \hat{p}_{56}\}\) corresponds to the Richelot isogeny acting on the curve \(\Delta_{ABC}Y^2 = A \cdot \hat{B} \cdot \hat{C}\) isomorphic to \(\hat{C}\) by pairing linear factors according to \(A = [B, C], B = [A, C], \hat{C} = [A, B]\).

**Proof.** The proof is analogous to the proof of Lemma 3.8. \(\square\)

To see the symmetric relation between the moduli of the isogenous curves \(C\) and \(\hat{C}\) directly, we introduce new moduli \(\lambda'_1 = (\lambda_1 + \lambda_2\lambda_3)/l, \lambda'_2 = (\lambda_2 + \lambda_1\lambda_3)/l, \) and \(\lambda'_3 = (\lambda_3 + \lambda_1\lambda_2)/l,\) and similarly \(\Lambda'_1, \Lambda'_2, \Lambda'_3\) with \(l^2 = \lambda_1\lambda_2\lambda_3\) and \(L^2 = \Lambda_1\Lambda_2\Lambda_3\). One checks by explicit computation the following:

**Lemma 3.10.** The parameters \(\{\lambda'_i\}\) and \(\{\Lambda'_j\}\) are rational functions in the squares of Theta constants \(\{\theta_1^2, \theta_2^2, \theta_3^2, \theta_4^2\}\) and \(\{\Theta_1^2, \Theta_2^2, \Theta_3^2, \Theta_4^2\}\), respectively.

**Proof.** The proof follows by direct computation. \(\square\)
Moreover, we have the following relations:

**Proposition 3.11.** The moduli of the genus-two curve $C$ in Equation (2.17) and the 
$(2,2)$-isogenous genus-two curve $\hat{C}$ in Equation (3.4) are related by

$$\begin{align*}
\Lambda'_1 &= 2 \frac{2\lambda'_1 - \lambda'_2 - \lambda'_3}{\lambda'_2 - \lambda'_3}, \\
\Lambda'_2 &= -\frac{4(\lambda'_1 - \lambda'_2)(\lambda'_1 - \lambda'_3)}{(\lambda'_1 + 2)(\lambda'_2 - \lambda'_3)}, \\
\Lambda'_3 &= -\frac{4(\lambda'_1 - \lambda'_2)(\lambda'_1 - \lambda'_3)}{(\lambda'_2 - \lambda'_3)(\lambda'_1 - \lambda'_3)}, \\
\Lambda'_4 &= 2 \frac{2\lambda'_1 - \lambda'_2 - \lambda'_3}{\lambda'_2 - \lambda'_3}, \\
\Lambda'_5 &= -\frac{4(\lambda'_1 - \lambda'_2)(\lambda'_1 - \lambda'_3)}{(\lambda'_1 + 2)(\lambda'_2 - \lambda'_3)}, \\
\Lambda'_6 &= -\frac{4(\lambda'_1 - \lambda'_2)(\lambda'_1 - \lambda'_3)}{(\lambda'_2 - \lambda'_3)(\lambda'_1 - \lambda'_3)}.
\end{align*}$$

**Proof.** The proof follows by direct computation. \(\square\)

In summary, we proved that there is a Richelot isogeny realizing the $(2,2)$-isogeny $\psi : A = \text{Jac}(C) \to \hat{A} = \text{Jac}(\hat{C}) = A/K$, for the maximal isotropic subgroup $K$. For the isogenous abelian $\hat{A}$ variety with period matrix $(\mathbb{I}_2, 2\tau)$, the moduli are rational functions in the roots of the $(2,2)$-isogenous curve $\hat{C}$ in Equation (3.9). We consider these Rosenhain roots $\Lambda_1, \Lambda_2, \Lambda_3$ the coordinates on the moduli space of $(2,2)$-Isogenous abelian varieties which we denote by $\hat{A}_2(2)$. Following Lemma [2.6], the holomorphic map $\xi_{2,4} : \mathbb{H} \to \mathbb{P}^3$ given by $\tau \mapsto [\theta_1 : \theta_2 : \theta_3 : \theta_4]$ induces an isomorphism between the Satake compactification of $\hat{A}_2(2, 4)$ and $\mathbb{P}^3$.

4. **Principally polarized Kummer surfaces**

In this section we discuss various normal forms for Kummer surfaces with principal polarization and their rich geometry. One can always choose such a Theta divisor to satisfy $(-I)^* \Theta = \Theta$, that is, to be a symmetric Theta divisor. The abelian surface $A$ then maps to the complete linear system $|2\Theta|$, and the rational map $\varphi_{C^2} : A \to \mathbb{P}^3$ associated with the line bundle $L^2$ factors via an embedding through the projection $A \to A/\langle-I\rangle$; see [3]. In this way, we can identify $A/\langle-I\rangle$ with its image in $\mathbb{P}^3$, a singular quartic surface with sixteen ordinary double points, called a singular Kummer variety.

4.1. **The Shioda normal form.** We start with two copies of a smooth genus-two curve $C$ in Rosenhain normal form in Equation (2.17). The ordered tuple $(\lambda_1, \lambda_2, \lambda_3)$ – where the $\lambda_i$ are pairwise distinct and different from $(\lambda_4, \lambda_5, \lambda_6) = (0, 1, \infty)$ – determines a point in $\mathcal{M}_2(2)$, the moduli space of genus-two curves with level-two structure. The symmetric product of the curve $C$ is given by $C^{(2)} = (C \times C)/\langle \sigma_{C^{(2)}} \rangle$ where $\sigma_{C^{(2)}}$ interchanges the two copies of $C$. We denote the hyperelliptic involution on $\mathcal{C}$ by $i_{\mathcal{C}}$. The variety $C^{(2)}/\langle i_{\mathcal{C}} \times i_{\mathcal{C}} \rangle$ is given in terms of the variables $z_1 = Z(1)Z(2)$, $z_2 = X(1)Z(2) + X(2)Z(1)$, $z_3 = X(1)X(2)$, and $\tilde{z}_4 = Y(1)Y(2)$ with $[z_1 : z_2 : z_3 : \tilde{z}_4] \in \mathbb{P}(1, 1, 1, 3)$ by the equation

$$z_4^2 = z_1 z_3 (z_1 - z_2 + z_3) \prod_{i=1}^{3} (\lambda_i^2 z_1 - \lambda_i z_2 + z_3).$$
Definition 4.1. The hypersurface in $\mathbb{P}(1, 1, 1, 3)$ given by Equation (4.1) is called Shioda sextic and was described in [35].

Lemma 4.2. The Shioda sextic in Equation (4.1) is birational to the Kummer surface $\text{Kum}(\text{Jac}(C))$ associated with the Jacobian $\text{Jac}(C)$ of a genus-two curve $C$ in Rosenhain normal form (2.17).

Proof. $\text{Kum}(\text{Jac}(C))$ is birational to the quotient of the Jacobian by the involution $-I$. For a smooth genus-two curve $C$, we identify the Jacobian $\text{Jac}(C)$ with $\text{Pic}^2(C)$ under the map $x \mapsto x + K_C$. Since $C$ is a hyperelliptic curve with involution $\iota_C$ a map from the symmetric product $C^{(2)}$ to $\text{Pic}^2(C)$ given by $(p, q) \mapsto p + q$ is the blow down of the graph of the hyperelliptic involution to the canonical divisor class. Thus, the Jacobian $\text{Jac}(C)$ is birational to the symmetric square $C^{(2)}$. The involution $-I$ restricts to the hyperelliptic involution on each factor of $C$ in $C^{(2)}$. \qed

Remark 4.3. Equation (4.1) defines a double cover of $\mathbb{P}^2 \ni [z_1 : z_2 : z_3]$ branched along six lines given by

\begin{equation}
(4.2) \quad z_1 = 0, \quad z_3 = 0, \quad z_1 - z_2 + z_3 = 0, \quad \lambda_i^2 z_1 - \lambda_i z_2 + z_3 = 0 \text{ with } 1 \leq i \leq 3.
\end{equation}

The six lines are tangent to the common conic $z_2^2 - 4z_1z_3 = 0$. Conversely, any six lines tangent to a common conic can always be brought into the form of Equations (4.2). A picture is provided in Figure 7.

![Figure 1. Double cover branched along reducible sextic](image-url)

4.2. The Cassels-Flynn normal form. We call a surface in complex projective space a nodal surface if its only singularities are nodes. For a quartic surface in $\mathbb{P}^3$, it is known that the maximal number of simple nodes is sixteen.

In $\mathbb{P}^3$ we use the projective coordinates $[z_1 : z_2 : z_3 : z_4] \in \mathbb{P}^3$. We consider the morphism $\pi : \mathbb{P}^3 \to \mathbb{P}(1, 1, 1, 3)$ defined by $z_4 \mapsto \tilde{z}_4 = (2K_2 z_4 + K_1)/4$ with coefficients $K_j = K_j(z_1, z_2, z_3)$ homogeneous of degree $4 - j$ with $j = 0, 1, 2$ and given by

$$K_2 = z_2^2 - 4z_1z_3,$$
\[ K_1 = ((4 \lambda_1 + 4 \lambda_2 + 4 \lambda_3 + 4) z_1 - 2 z_2) z_3^2 \]
\[ + \left( (4 \lambda_1 \lambda_2 \lambda_3 + 4 \lambda_1 \lambda_2 + 4 \lambda_1 \lambda_3 + 4 \lambda_2 \lambda_3) z_1 \right. \]
\[ + \left. (-2 \lambda_1 \lambda_2 - 2 \lambda_1 \lambda_3 - 2 \lambda_2 \lambda_3 - 2 \lambda_1 - 2 \lambda_2 - 2 \lambda_3) z_2 z_1 \right) z_3 \]
\[ (4.3) \]
\[ - 2 \lambda_1 \lambda_2 \lambda_3 z_1^2 z_2, \]
\[ K_0 = z_3^4 - 2 \left( \lambda_1 \lambda_2 + \lambda_1 \lambda_3 + \lambda_2 \lambda_3 + \lambda_1 + \lambda_2 + \lambda_3 \right) z_1 z_3^3 \]
\[ + \left( \lambda_1^2 \lambda_2^2 - 2 \lambda_1^2 \lambda_2 \lambda_3 + \lambda_1^2 \lambda_3^2 - 2 \lambda_1 \lambda_2 \lambda_3^2 + \lambda_1^2 \lambda_3^2 - 2 \lambda_1^2 \lambda_2 - 2 \lambda_1 \lambda_2 \lambda_3 - 2 \lambda_2 \lambda_3 \right. \]
\[ - 2 \lambda_1 \lambda_3 - \lambda_2 \lambda_3 \left) z_3^2 \right. \]
\[ + \left( 4 \lambda_1 \lambda_2 \lambda_3 + 4 \lambda_1 \lambda_2 + 4 \lambda_1 \lambda_3 + 4 \lambda_2 \lambda_3 \right) z_1 z_2 \]
\[ - 2 \lambda_1 \lambda_2 \lambda_3 (\lambda_1 + \lambda_2 + \lambda_3 + 1) z_1 z_2 \]
\[ - 2 \lambda_1 \lambda_2 \lambda_3 (\lambda_1 \lambda_2 + \lambda_1 \lambda_3 + \lambda_2 \lambda_3 + \lambda_1 + \lambda_2 + \lambda_3) z_1^3 \right) z_3 + \lambda_1^3 \lambda_2^3 \lambda_3^2 z_1^4. \]

We have the following result:

**Lemma 4.4.** The map \( \pi : \mathbb{P}^3 \to \mathbb{P}(1, 1, 1, 3) \) blows down the double cover of the special conic \( K_2 = 0 \), and is an isomorphism elsewhere. In particular, the proper transform of \( \pi^{-1}C^{(2)}/\langle t_C \times t_C \rangle \) is a nodal quartic surface in \( \mathbb{P}^3 \ni [z_1 : z_2 : z_3 : z_4] \) with sixteen nodes given by

\[ K_2(z_1, z_2, z_3) z_4^2 + K_1(z_1, z_2, z_3) z_4 + K_0(z_1, z_2, z_3) = 0. \]

**Proof.** We observe that

\[ \frac{1}{16} (2 K_2 z_4 + K_1)^2 = \frac{1}{16} (K_1^2 - 4 K_0 K_2) = z_1 z_3 \prod_{i=1}^4 (\lambda_i^2 z_1 - \lambda_i z_2 + z_3), \]

and Equation (4.1) is equivalent to

\[ 0 = K_2 (K_2 z_4^2 + K_1 z_4 + K_0). \]

The preimage contains the additional point \([z_1 : z_2 : z_3 : z_4] = [0 : 0 : 0 : 1]\) for which \( K_2 = K_1 = K_0 = 0 \). We then obtain sixteen nodes on the quartic surface given by Equation (4.4). All singular points are listed in Table 2. □

**Definition 4.5.** The quartic surface in \( \mathbb{P}^3 \) given by Equation (4.4) appeared in Cassels and Flynn \([6\text{ Sec. 3}]\) and is called the Cassels-Flynn quartic.

We have the immediate:

**Corollary 4.6.** The Cassels-Flynn quartic in Equation (4.4) is isomorphic to the singular Kummer variety \( \text{Jac}(C)/\langle -1 \rangle \) associated with the Jacobian \( \text{Jac}(C) \) of the genus-two curve \( C \) in Rosenhain form (2.17).
The map from the Jacobian \( \text{Jac}(\mathcal{C}) \) onto its image in \( \mathbb{P}^3 \) is two-to-one, except on sixteen points of order two where it is injective. This can be seen as follows: We label the sixteen singular points \( p_0, p_{ij} \) with \( 1 \leq i < j \leq 6 \) where \( p_0 \) is located at \([0:0:0:1]\). Fifteen nodes for Equation (4.1), namely \( p_{ij} \) with \( 1 \leq i < j \leq 6 \), are given by

\[
[z_1 : z_2 : z_3 : \tilde{z}_4] = [1 : \lambda_i + \lambda_j : \lambda_i \lambda_j : 0],
\]

where we have used \( \lambda_4 = 0, \lambda_5 = 1 \). These points are obtained by combining the Weierstrass points \( p_i \) and \( p_j \) on \( \mathcal{C} \) given by

\[
(4.5) \quad [X^{(1)} : Y^{(1)} : Z^{(1)}] = [\lambda_i : 0 : 1] \text{ and } [X^{(2)} : Y^{(2)} : Z^{(2)}] = [\lambda_j : 0 : 1].
\]

Similarly, five nodes \( p_{i6} \) for \( 1 \leq i \leq 5 \) are given by

\[
[z_1 : z_2 : z_3 : \tilde{z}_4] = [0 : 1 : \lambda_i : 0]
\]

and obtained by combining Weierstrass points \( p_i \) and \( p_6 \) on \( \mathcal{C} \) given by

\[
(4.6) \quad [X^{(1)} : Y^{(1)} : Z^{(1)}] = [\lambda_i : 0 : 1] \text{ and } [X^{(2)} : Y^{(2)} : Z^{(2)}] = [1 : 0 : 0].
\]

Therefore, the singular points \( p_{ij} \) are the images of the two-torsion points \( p_{ij} \in A[2] \) in Equation (3.1). Table 2 lists all points \( p_{ij} \) corresponding to points \( p_{ij} \in A[2] \) and relate our notation to the notation \( n_\bullet \) used by Kumar in [23] and \( e_\bullet \) used by Mehran in [28].

Conversely, we can start with a singular Kummer surface in \( \mathbb{P}^3 \) and reconstruct the configuration of six lines; see [13]. For a fixed singular point \( p_0 \), we identify the lines in \( \mathbb{P}^3 \) through the point \( p_0 \) with \( \mathbb{P}^2 \) and map any line in the tangent cone of \( p_0 \) to itself. Any projective line through \( p_0 \) meets the quartic surface generically in two other points and with multiplicity two at the other nodes. In this way we obtain a double cover of \( \mathbb{P}^2 \) branched along a plane curve of degree six where all nodes of the quartic surface different from \( p_0 \) map to nodes of the sextic. By the genus-degree formula, the maximal number of nodes on a sextic curve is attained when the curve is a union of six lines, in which case we obtain the fifteen remaining nodes apart from \( p_0 \). Since \( p_0 \) is a node, the tangent cone to this point is mapped to a conic, and this conic is tangent to the six lines. In summary, the branch locus of the double cover to \( \mathbb{P}^2 \) is a reducible plane sextic curve, namely the union of six lines tangent to a special conic. By Remark 4.3 this proves the following:

**Corollary 4.7.** Every nodal quartic surface with sixteen nodes is isomorphic to the singular Kummer variety of the Jacobian of a genus-two curve.

\[\Box\]

### 4.3. Intersection model for a Kummer surface.

We consider the principally polarized abelian surface \( \mathbf{A} = \text{Jac}(\mathcal{C}) \) with the standard Theta divisor \( \Theta \cong [\mathcal{C}] \). The image of each two-torsion point is a singular point on the Kummer surface, called a *node*. The nodes \( p_{ij} \) are the images of the two-torsion points \( p_{ij} \in \mathbf{A}[2] \)
in Equation 3.1. Any Theta divisor is mapped to the intersection of the Kummer quartic with a plane in $\mathbb{P}^3$. We call such a singular plane a trope. Hence, we have a configuration of sixteen nodes and sixteen tropes in $\mathbb{P}^3$, where each contains six nodes, and such that the intersection of each two is along two nodes. This configuration is called the 16 configuration on the Kummer surface.

In the complete linear system $|2\Theta|$ on $\text{Jac}(C)$, the odd symmetric Theta divisors $\Theta_i$ on $\text{Jac}(C)$ introduced in Section 3.1 are mapped to six tropes $T_i$. Equations for the six tropes are now easily found by inspection: for a given integer $i$ with $1 \leq i \leq 5$, the nodes $p_0$ and $p_{ij}$ or $p_{ji}$ all lie on the plane

\begin{align}
T_i : \quad \lambda_2^2 z_1 - \lambda_3 z_2 + z_3 = 0 ,
\end{align}

where we have set $T_6 : z_1 = 0$. Thus, we obtain

$$
\tilde{z}_4^2 = T_1 T_2 T_3 T_4 T_5 T_6 ,
$$

and the Kummer surface $\text{Kum}(\text{Jac}(C))$ is the minimal resolution of the double cover of $\mathbb{P}^2$ branched along a reducible plane sextic curve — the union of six lines all tangent to a conic. In fact, the trope $T_i$ is tangent to the conic $K_2 = 0$ at $[1 : 2\lambda_i : \lambda_i^2 : 0]$ for $i = 1, \ldots, 5$, and $T_6$ is tangent to $K_2 = 0$ at $[0 : 0 : 1 : 0]$.

The remaining 10 tropes $T_{ijk}$ with $1 \leq i < j < k \leq 6$ correspond to partitions of $\{1, \ldots, 6\}$ into two unordered sets of three, say $\{i,j,k\} \{l,m,n\}$. We use the formulas for $T_{ijk}$ from [6, Sec. 3.7] paying careful attention to the fact that we have moved the root $\lambda_6$ to infinity. For example, we have

| $p$ | $n$ | $e$ | $[z_1 : z_2 : z_3 : z_4]$ |
|-----|-----|-----|--------------------------|
| $p_0$ | $n_0$ | $e_0$ | $[0 : 0 : 0 : 1]$ |
| $p_16$ | $n_3$ | $e_{14}$ | $[0 : 1 : \lambda_1 : \lambda_1^2]$ |
| $p_26$ | $n_4$ | $e_{15}$ | $[0 : 1 : \lambda_2 : \lambda_2^2]$ |
| $p_36$ | $n_5$ | $e_{16}$ | $[0 : 1 : \lambda_3 : \lambda_3^2]$ |
| $p_46$ | $n_1$ | $e_{12}$ | $[0 : 1 : 0 : 0]$ |
| $p_56$ | $n_2$ | $e_{13}$ | $[0 : 1 : 1 : 1]$ |
| $p_14$ | $n_{13}$ | $e_{24}$ | $[1 : \lambda_1 : 0 : \lambda_2 \lambda_3]$ |
| $p_24$ | $n_{14}$ | $e_{25}$ | $[1 : \lambda_2 : 0 : \lambda_1 \lambda_3]$ |
| $p_{34}$ | $n_{15}$ | $e_{26}$ | $[1 : \lambda_3 : 0 : \lambda_1 \lambda_2]$ |
| $p_{45}$ | $n_{12}$ | $e_{23}$ | $[1 : 1 : 0 : \lambda_1 \lambda_2 \lambda_3]$ |
| $p_{15}$ | $n_{23}$ | $e_{34}$ | $[1 : \lambda_1 + 1 : \lambda_1 : \lambda_1 (\lambda_2 + \lambda_3)]$ |
| $p_{25}$ | $n_{24}$ | $e_{35}$ | $[1 : \lambda_2 + 1 : \lambda_2 : \lambda_2 (\lambda_1 + \lambda_3)]$ |
| $p_{35}$ | $n_{25}$ | $e_{36}$ | $[1 : \lambda_3 + 1 : \lambda_3 : \lambda_3 (\lambda_1 + \lambda_2)]$ |
| $p_{13}$ | $n_{35}$ | $e_{46}$ | $[1 : \lambda_1 + \lambda_3 : \lambda_1 \lambda_3 : (\lambda_2 + 1) \lambda_1 \lambda_3]$ |
| $p_{23}$ | $n_{34}$ | $e_{45}$ | $[1 : \lambda_2 + \lambda_3 : \lambda_2 \lambda_3 : (\lambda_1 + 1) \lambda_1 \lambda_2]$ |
| $p_{12}$ | $n_{34}$ | $e_{45}$ | $[1 : \lambda_1 + \lambda_2 : \lambda_1 \lambda_2 : (\lambda_3 + 1) \lambda_1 \lambda_2]$ |

Table 2. Nodes on a generic Jacobian Kummer surface
Lemma 4.8. The ideal of linear relations between the 16 tropes is generated by 12 equations given by

\[ T_1 = (1 - \lambda_1)T_4 + \lambda_1 T_5 + \lambda_1 (\lambda_1 - 1)T_6 \ , \\
T_2 = (1 - \lambda_2)T_4 + \lambda_2 T_5 + \lambda_2 (\lambda_2 - 1)T_6 \ , \\
T_3 = (1 - \lambda_3)T_4 + \lambda_3 T_5 + \lambda_3 (\lambda_3 - 1)T_6 \ , \\
\]

We also have the following:

\[ T_{246} : \ - \lambda_1 \lambda_3 z_1 - \lambda_2 z_3 + z_4 = 0 \ , \\
T_{346} : \ - \lambda_1 \lambda_2 z_1 - \lambda_3 z_3 + z_4 = 0 \ , \\
T_{236} : \ - (\lambda_1 + 1) \lambda_2 \lambda_3 z_1 + \lambda_2 \lambda_3 z_2 - (\lambda_2 + \lambda_3) z_3 + z_4 = 0 \ . \\
\]
and

\[
\begin{align*}
T_{126} &= (\lambda_1 - 1)(\lambda_2 - 1)T_4 - \lambda_1 \lambda_2 T_5 + T_{456}, \\
T_{136} &= (\lambda_1 - 1)(\lambda_3 - 1)T_4 - \lambda_1 \lambda_3 T_5 + T_{456}, \\
T_{146} &= (1 - \lambda_1)T_4 + \lambda_2 \lambda_3 (\lambda_1 - 1)T_5 + T_{456}, \\
T_{156} &= -\lambda_1 T_5 + \lambda_1 (\lambda_2 - 1)(\lambda_1 - 1)T_6 + T_{456}, \\
T_{236} &= (1 - \lambda_2)(1 - \lambda_3)T_4 - \lambda_2 \lambda_3 T_5 + T_{456}, \\
T_{246} &= (1 - \lambda_2)T_4 + \lambda_1 \lambda_3 (\lambda_2 - 1)T_6 + T_{456}, \\
T_{256} &= -\lambda_2 T_5 + \lambda_2 (\lambda_1 - 1)(\lambda_3 - 1)T_6 + T_{456}, \\
T_{346} &= (1 - \lambda_3)T_4 + \lambda_1 \lambda_2 (\lambda_3 - 1)T_6 + T_{456}, \\
T_{356} &= -\lambda_3 T_5 + \lambda_3 (\lambda_1 - 1)(\lambda_2 - 1)T_6 + T_{456}.
\end{align*}
\]

(4.10)

Proof. Using the explicit form of the tropes given in Table 3, one checks that there are 240 tuples of four tropes such that the four tropes satisfy a linear relation. Solving these equations in terms of \( \{T_4, T_5, T_6, T_{456}\} \) yields the result. \( \square \)

There are fifteen linear four-term relations that involve only the tropes \( T_1, \ldots, T_6 \), i.e., the images of the odd symmetric Theta divisors \( \Theta_i \) on \( \text{Jac}(C) \):

Corollary 4.9. There are fifteen linear four-terms relations that involve only the tropes \( T_1, \ldots, T_6 \). They are given by

\[
\begin{align*}
-(\lambda_j - \lambda_k)(\lambda_j - \lambda_i)(\lambda_k - \lambda_i)T_i + (\lambda_i - \lambda_k)(\lambda_i - \lambda_l)(\lambda_k - \lambda_l)T_j \\
-(\lambda_i - \lambda_j)(\lambda_i - \lambda_k)(\lambda_j - \lambda_l)T_k + (\lambda_i - \lambda_j)(\lambda_l - \lambda_k)(\lambda_j - \lambda_k)T_l = 0,
\end{align*}
\]

with \( 1 \leq i < j < k < l \leq 5 \) and

\[
-(\lambda_j - \lambda_k)T_i + (\lambda_i - \lambda_k)T_j - (\lambda_i - \lambda_j)T_k + (\lambda_i - \lambda_j)(\lambda_i - \lambda_k)(\lambda_j - \lambda_k)T_6 = 0.
\]

(4.11)

Moreover, these fifteen equations have rank three, and a generating set is given by

\[
\begin{align*}
T_1 &= (1 - \lambda_1)T_4 + \lambda_1 T_5 + \lambda_1 (\lambda_1 - 1)T_6, \\
T_2 &= (1 - \lambda_2)T_4 + \lambda_2 T_5 + \lambda_2 (\lambda_2 - 1)T_6, \\
T_3 &= (1 - \lambda_3)T_4 + \lambda_3 T_5 + \lambda_3 (\lambda_3 - 1)T_6.
\end{align*}
\]

(4.12)

We consider the blow up \( p : \tilde{A} \rightarrow A \) of the sixteen two-torsion points with the exceptional curves \( E_1, \ldots, E_{16} \). The linear system \( |4p^*\Theta - \sum E_i| \) determines a morphism of degree two from \( \tilde{A} \) to a complete intersection of three quadrics in \( \mathbb{P}^5 \). In particular, the image is the Kummer surface \( \text{Kum}(A) = \tilde{A}/\langle -\mathbb{I} \rangle \). The net spanned by these quadrics is isomorphic to \( \mathbb{P}^2 \) with a discriminant locus corresponding to the union of six lines. We have the following:
Proposition 4.10. The Kummer surface $\text{Kum}(\text{Jac}(C))$ associated with the Jacobian $\text{Jac}(C)$ of a genus-two curve $C$ in Rosenhain normal form \((2.17)\) is the complete intersection of three quadrics in $\mathbb{P}^5$. For $[t_1 : t_2 : t_3 : t_4 : t_5 : t_6] \in \mathbb{P}^5$ with $t_i^2 = T_i$ and $1 \leq i \leq 6$, the Kummer surface $\text{Kum}(\text{Jac}(C))$ is given by the intersection of the three quadrics

\begin{align*}
t_1^2 &= (1 - \lambda_1)t_1^2 + \lambda_1 t_5^2 + \lambda_1(\lambda_1 - 1)t_6^2, \\
(4.14)
t_2^2 &= (1 - \lambda_2)t_2^2 + \lambda_2 t_5^2 + \lambda_2(\lambda_2 - 1)t_6^2, \\
t_3^2 &= (1 - \lambda_3)t_3^2 + \lambda_3 t_5^2 + \lambda_3(\lambda_3 - 1)t_6^2.
\end{align*}

Proof. We proved that the Shioda sextic in Lemma 4.2 is given by the double cover of $\mathbb{P}^2$ branched along the reducible sextic that is the union of the six lines given by the tropes $T_1, \ldots, T_6$, i.e.,

$$z_i^2 = T_1 T_2 T_3 T_4 T_5 T_6.$$  

The tropes $T_1, \ldots, T_6$ satisfy the fifteen linear relations in Lemma 4.8 of rank three equivalent to Equations \((4.15)\). Introducing $T_i = t_i^2$ such that $z_i = t_1 t_2 t_3 t_4 t_5 t_6$, the Kummer surface $\text{Kum}(\mathbf{A}) = \mathbf{A}/\langle -1 \rangle$ is the complete intersection of three quadrics in $\mathbb{P}^5 \ni [t_1 : t_2 : t_3 : t_4 : t_5 : t_6]$ given by Equations \((4.14)\).

\[
\square
\]

The coordinates $[t_1 : t_2 : t_3 : t_4 : t_5 : t_6] \in \mathbb{P}^5$ are related to the odd Theta functions. We have the following:

Lemma 4.11. Given Thomae’s formula \((2.13)\), there is a unique bijection between the six tropes $T_1, \ldots, T_6$, i.e., the images of the odd symmetric Theta divisors $\Theta_i$ on $\text{Jac}(C)$, and squares of the odd Theta functions $\theta_{11}(z), \ldots, \theta_{16}(z)$ such that Equations \((4.13)\) coincide with the Mumford relations in Equations \((2.14)\). It is given by setting

\begin{align*}
T_1 &= R^2 \theta_2 \theta_3 \theta_6 \theta_9 \theta_{10} \theta_{15}(z), \\
T_2 &= R^2 \theta_2 \theta_3 \theta_6 \theta_9 \theta_{10} \theta_{15}(z), \\
T_3 &= R^2 \theta_4 \theta_5 \theta_7 \theta_8 \theta_{10} \theta_{16}(z), \\
T_4 &= R^2 \theta_4 \theta_5 \theta_7 \theta_8 \theta_{10} \theta_{16}(z), \\
T_5 &= R^2 \theta_2 \theta_4 \theta_5 \theta_7 \theta_{10} \theta_{14}(z), \\
T_6 &= R^2 \theta_2 \theta_4 \theta_5 \theta_7 \theta_{10} \theta_{14}(z),
\end{align*}

\[(4.15)\]

where $R \in \mathbb{C}^*$ is a non-zero constant.

Proof. Using a computer algebra system, we showed that Equations \((4.15)\) is the only solution such that Equations \((4.19)\) coincide with Equations \((2.14)\).

\[
\square
\]

We introduce expressions $t_i$, that is sections of appropriate line bundles over $\mathbf{A}_r$ (see Remarks \((2.1)\) and \((2.7)\), such that $t_i^2 = T_i$ for $1 \leq i \leq 6$. We set

\[
t_1 = R \theta_1 \theta_3 \theta_6 \theta_9 \theta_{10} \theta_{15}(z), \quad t_2 = R \theta_2 \theta_3 \theta_6 \theta_9 \theta_{10} \theta_{12}(z), \quad \text{etc.}
\]

\[(4.16)\]

We have the following:

Theorem 4.12. For $[\tau] \in \mathcal{A}_2(2, 4)$ the Kummer surface $\text{Kum}(\mathbf{A}_r)$ associated with the principally polarized abelian surfaces $\mathbf{A}_r$ with period matrix \((I_2, \tau)\) is isomorphic to the image of the odd Theta functions $[\theta_{11}(z) : \cdots : \theta_{16}(z)]$ in $\mathbb{P}^5$ which satisfy the Mumford relations \((2.17)\).
Proof. Using Lemma 4.11 we obtain the linear map of $\mathbb{P}^5$ given by $[T_1 : \cdots : T_6] \mapsto [\theta_{11}(z) : \cdots : \theta_{16}(z)]$ which is well defined over $A_2(2, 4)$. Equations (4.19) then coincide with Equations (2.14). □

In Lemma 4.11 we determined the unique bijection between the tropes $T_1, \ldots, T_6$, i.e., the images of the odd symmetric Theta divisors $\Theta$, the translates of the characteristics of the Theta functions such that the symmetric Theta divisors are the tropes on the Kummer surface given by the squares of Theta functions. Proposition 4.13. Given Thomae's formula (2.18), there is a unique bijection between the tropes $T_1, \ldots, T_6$ and $T_{126}, \ldots, T_{456}$ and the squares of the Theta functions $\theta_1^2(z), \ldots, \theta_6^2(z)$ such that Equations (4.13) coincide with the Mumford identities in Equations (2.14) and Equations (2.15). It is given by Equations (4.13) and by (4.17) where $k \in \mathbb{C}^*$ is a non-zero constant, and $R^2 = -\theta_2^2\theta_4^2k$ in Equations (4.17).

Proof. Using a computer algebra system, we showed that Equations (4.17) constitute the only solution such that Equations (4.13) and Equations (4.10) coincide with Equations (2.14) and Equations (2.15), respectively. □

Remark 4.14. The isomorphism between $A[2]$ and $\mathbb{F}_2^4$ in Table 1 in Lemma 4.11 was determined. It was the unique isomorphism that mapped the Theta divisors to the translates of the characteristics of the Theta functions such that the symmetric Theta divisors are the tropes on the Kummer surface given by the squares of Theta functions.

We also introduce sections $t_{a,b}$ which are bi-monomial expressions in terms of Theta functions, such that $t_{a,b}^2 = T_a T_b$ for $a, b \in \{k, ij6\}$ with $1 \leq i < j < 6$ and $1 \leq k < 6$ and the following consistent choice for the sign of the 120 square roots:

\begin{equation}
\begin{align*}
t_{1,2} & = k \theta_1 \theta_2 \theta_5^2 \theta_6^2 \theta_9^2 \theta_{10}^2 \theta_{12}(z) \theta_{15}(z), \quad \ldots, \quad t_{5,6} = k \ldots, \\
t_{1,126} & = ik \theta_2 \theta_4 \theta_6 \theta_8 \theta_{10} \theta_{12}(z) \theta_{15}(z), \quad \ldots, \quad t_{5,456} = ik \ldots, \\
t_{6,126} & = -ik \theta_1 \theta_2 \theta_3 \theta_5 \theta_6 \theta_9 \theta_{10} \theta_{12}(z) \theta_{15}(z), \quad \ldots, \quad t_{6,456} = -ik \ldots, \\
t_{126,36} & = k \theta_1 \theta_2 \theta_3 \theta_4 \theta_5 \theta_6 \theta_7 \theta_8 \theta_{10} \theta_{12}(z) \theta_{15}(z), \\
\end{align*}
\end{equation}

We have the following:
Proposition 4.15. In terms of the sections \( t_{a,b} \) with \( t_{a,b}^2 = T_aT_b \) introduced above, the 72 Equations (2.14), (2.15), and (A.1) are given by Equations (4.9), (4.10), and (4.19)

\[
(\lambda_2 - \lambda_3)(\lambda_1 - 1)t_{4,6} + t_{136,256} - t_{126,356} = 0, \ldots
\]

\[
(\lambda_1 - \lambda_2)(\lambda_3 - 1)t_{126,356} - (\lambda_1 - \lambda_3)(\lambda_2 - 1)t_{136,256} + (\lambda_2 - \lambda_3)(\lambda_1 - 1)t_{156,236} = 0,
\]

(A complete generating set of 60 equations is given in Equation (B.1).)

In particular, all coefficients of the 72 conics are polynomials in \( \mathbb{Z}[\lambda_1, \lambda_2, \lambda_3] \).

We have the following:

Corollary 4.16. The image of the embedding of \( \text{Jac}(C) \rightarrow \mathbb{P}^{15} \) of the Jacobian \( \text{Jac}(C) \) of a genus-two curve \( C \) in Equation (2.17) given by \( z \mapsto [t_1 : \ldots : t_{16}] \) is the intersection of the 72 conics given by Equations (4.9), (4.10), and (B.1). Similarly, the image of the image of the embedding of \( \text{Kum(JacC)} \rightarrow \mathbb{P}^5 \) given by \( z \mapsto [t_1 : \ldots : t_6] \) is the intersection of the 3 conics given by Equations (4.9). In particular, the images are defined over \( \mathbb{A}_2(2) \), i.e., in terms of the Rosenhain parameters of \( C \) in Equation (2.17).

\[\square\]

4.4. Tetraheda and even eights. We now use the Cassels-Flynn quartic in Equation (4.4) as model for a singular Kummer variety to derive special relations between the tropes. The 166 configuration on the Jacobian descends to the Kummer surface given by Equation (4.4) as follows: any trope contains exactly six nodes. Any node is contained in exactly six tropes. Any two different tropes have exactly two nodes in common. This is easily verified using Table 3. Tetrahedra in \( \mathbb{P}^3 \) whose faces are tropes are given by tuples \( \{T_a, T_b, T_c, T_d\} \). They are called Rosenhain tetrahedra if all vertices are nodes. They are called Göpel tetrahedra if none of the vertices are nodes. We also remind the reader that we call the tropes \( \{T_i\} \) and \( \{T_{jk}\} \), with \( 1 \leq i \leq 6 \) and \( 1 \leq j < k < 6 \), the six odd and the ten even tropes, respectively. We have the following:

Lemma 4.17. There are 60 Göpel tetraheda on the quartic surface given by Equation (4.4) which are obtained for \( \{i, j, k, l, m\} = \{1, \ldots, 5\} \) as follows:

1. 30 tetrahedra are of the form \( \{T_i, T_j, T_{ik}, T_{jk}\} \);  
2. 15 tetrahedra are of the form \( \{T_m, T_6, T_{ij}, T_{ik}\} \);  
3. 15 tetrahedra are of the form \( \{T_{ij}, T_{ik}, T_{jk}, T_{ik}\} \).

In particular, 15 Göpel tetrahedra contain only even tropes, and 45 contain two even and two odd tropes.

Proof. One checks that the given list contains all sets of four tropes \( \{T_a, T_b, T_c, T_d\} \) whose vertices are not nodes.

\[\square\]

Lemma 4.18. There are 80 Rosenhain tetraheda \( \{T_a, T_b, T_c, T_d\} \) on the surface given by Equation (4.4). The Rosenhain tetrahedra fall into five subsets \( R^{(1)}, \ldots, R^{(5)} \)
such that all Rosenhain tetrahedra are obtained for \( \{i, j, k, l, m\} = \{1, \ldots, 5\} \) as follows:

\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{notation} & \# & T_a & T_b & T_c & T_d \\
\hline
R^{(1)} & 10 & T_i & T_j & T_k & T_{lm6} \\
R^{(2)} & 10 & T_{jk6} & T_{ik6} & T_{ij6} & T_6 \\
R^{(3)} & 10 & T_i & T_j & T_{ij6} & T_6 \\
R^{(4)} & 30 & T_i & T_{ij6} & T_{ik6} & T_{lm6} \\
R^{(5)} & 20 & T_i & T_{jk6} & T_{j6} & T_{jm6} \\
\hline
\end{array}
\]

In particular, there are 60 Rosenhain tetrahedra with one odd and three even tropes, and 20 that contain one even and three odd tropes.

**Proof.** One checks that the given list contains all sets of four tropes \( \{T_a, T_b, T_c, T_d\} \) whose vertices are nodes.

One easily checks the following:

**Lemma 4.19.** Under the isomorphism in Table 7, the Göpel and Rosenhain tetrahedra are bijectively mapped to the Göpel groups and their translates in Lemma 3.7 and the Rosenhain groups and their translates in Lemma 3.2, respectively.

By explicit computation one also checks:

**Lemma 4.20.** There are 30 quadratic relations involving eight tropes. The relations can be written in the form

\[
(4.20) \quad \mu \nu \rho T_a T_{a'} + \gamma \delta \mu T_b T_{b'} + \beta \delta \nu T_c T_{c'} + \beta \gamma \rho T_d T_{d'} = 0,
\]

where \( \beta, \gamma, \delta, \mu, \nu, \gamma \in \mathbb{C}[\lambda_1, \lambda_2, \lambda_3] \) with \( \mu + \nu + \rho = 0 \) and \( \beta \mu + \gamma \nu + \delta \rho = 0 \), and \( \{T_a, T_b, T_c, T_d\} \) and \( \{T_{a'}, T_{b'}, T_{c'}, T_{d'}\} \) are two disjoint Rosenhain tetrahedra. In particular, all quadratic relations are obtained for \( \{i, j, k, l, m\} = \{1, \ldots, 5\} \) as follows:

\[
\begin{array}{|c|c|c|c|c|c|c|c|c|}
\hline
\# & R's & T_a & T_b & T_c & T_d & T_{a'} & T_{b'} & T_{c'} & T_{d'} \\
\hline
10 & R^{(3)}, R^{(4)} & T_6 & T_i & T_j & T_{ij6} & T_{lm6} & T_{jk6} & T_k &  \\
& & \mu = \lambda_j - \lambda_k, \nu = \lambda_k - \lambda_i, \rho = \lambda_i - \lambda_j & \beta = \gamma = \delta = 1 & \\
10 & R^{(3)}, R^{(4)} & T_i & T_{jn6} & T_{ik6} & T_{il6} & T_{jm6} & T_{jk6} & T_j &  \\
& & \mu = \lambda_1 - \lambda_k, \nu = \lambda_m - \lambda_i, \rho = \lambda_k - \lambda_m & \beta = \gamma = \delta = 1 & \\
5 & R^{(4)}, R^{(5)} & T_{lm6} & T_i & T_j & T_k & T_l & T_{lm6} & T_{jm6} & T_{km6} \\
& & \mu = \lambda_j - \lambda_k, \nu = \lambda_k - \lambda_i, \rho = \lambda_i - \lambda_j & \beta = \gamma = \delta = 1 & \\
5 & R^{(2)}, R^{(5)} & T_{km6} & T_i & T_j & T_k & T_l & T_{lm6} & T_{jm6} & T_{km6} \\
& & \mu = (\lambda_j - \lambda_k)(\lambda_i - \lambda_j), \nu = (\lambda_k - \lambda_i)(\lambda_j - \lambda_i), \rho = (\lambda_i - \lambda_j)(\lambda_k - \lambda_l) & \beta = \gamma = \delta = 1 & \\
\hline
\end{array}
\]

**Proof.** The proof follows from direct computation using the explicit equations for the tropes in Table 8.

\( \square \)
Lemma 4.21.

(1) Every set of eight tropes given in Lemma 4.20 can be decomposed into three different pairs of disjoint G"opel tetrahedra.

(2) Every G"opel tetrahedron is contained in three sets of eight tropes.

(3) Every set of eight tropes given in Lemma 4.20 can be decomposed into four different pairs of disjoint Rosenhain tetrahedra. Eight nodes arise as the vertices of each such pair of Rosenhain tetrahedra. Moreover, the set of eight nodes is independent of the chosen decomposition.

(4) Every Rosenhain tetrahedron is contained in three sets of eight tropes.

Proof. The proof follows from direct computation. □

On a singular Kummer variety, sets of eight distinct nodes are called even eights. After minimal resolution, an even eight is a set of eight disjoint smooth rational curves on the smooth Kummer surface whose divisors add up to an even element in the Néron-Severi group. Nikulin proved [31] that on a Kummer surface there are 30 even eights. If we fix a node, say $p_0$, the 15 even eights not containing $p_0$ are enumerated by nodes $p_{ij}$ as follows

$$\Delta_{ij} = \{p_{1i}, \ldots, \hat{p}_{ij}, \ldots, p_{16}, p_{1j}, \ldots, \hat{p}_{ij}, \ldots, p_{j6}\},$$

where $p_{11} = 0$ and a hat indicates a node that is not part of the even eight; see Mehran [23]. On the other hand, sets of eight distinct nodes arose in Lemma 4.20(3) as the vertices of the two Rosenhain tetrahedra forming each set of eight tropes in Lemma 4.20. We have the following:

Proposition 4.22. The 30 sets of eight tropes satisfying a quadratic relation in Lemma 4.20 are in one-to-one correspondence with the 30 even eights where we denote an even eight not containing $p_0$ by $\Delta_{ij}$ and its complement by $\Delta^C_{ij}$:

\[
\begin{array}{c|c}
\Delta_{ij} & \Delta^C_{ij} \\
\hline
\Delta_{12} &= \{T_1, T_{136}, T_{146}, T_{156}, T_2, T_{236}, T_{246}, T_{256}\} \\
\Delta_{13} &= \{T_1, T_{126}, T_{146}, T_{156}, T_{236}, T_{3}, T_{346}, T_{356}\} \\
\Delta_{14} &= \{T_1, T_{126}, T_{136}, T_{156}, T_{246}, T_{346}, T_{4}, T_{456}\} \\
\Delta_{15} &= \{T_1, T_{126}, T_{136}, T_{146}, T_{256}, T_{356}, T_{456}, T_5\} \\
\Delta_{16} &= \{T_1, T_{236}, T_{246}, T_{256}, T_{346}, T_{356}, T_{456}, T_6\} \\
\Delta_{23} &= \{T_{126}, T_{136}, T_{2}, T_{236}, T_{246}, T_{3}, T_{346}, T_{356}\} \\
\Delta_{24} &= \{T_{126}, T_{146}, T_{236}, T_{256}, T_{346}, T_{4}, T_{456}\} \\
\Delta_{25} &= \{T_{126}, T_{156}, T_2, T_{236}, T_{246}, T_{356}, T_{456}, T_5\} \\
\Delta_{26} &= \{T_{136}, T_{146}, T_{156}, T_2, T_{346}, T_{356}, T_{456}, T_6\} \\
\Delta_{34} &= \{T_{136}, T_{146}, T_{236}, T_{246}, T_{3}, T_{356}, T_{4}, T_{456}\} \\
\Delta_{35} &= \{T_{136}, T_{156}, T_{16}, T_{246}, T_{346}, T_{356}, T_{456}, T_5\} \\
\Delta_{36} &= \{T_{126}, T_{146}, T_{156}, T_{256}, T_{3}, T_{356}, T_{4}, T_{456}\} \\
\Delta_{45} &= \{T_{146}, T_{156}, T_{246}, T_{256}, T_{346}, T_{356}, T_{4}, T_{5}, T_{6}\} \\
\Delta_{46} &= \{T_{126}, T_{136}, T_{156}, T_{236}, T_{256}, T_{356}, T_{4}, T_{5}, T_{6}\} \\
\Delta_{56} &= \{T_{126}, T_{136}, T_{146}, T_{236}, T_{246}, T_{346}, T_{5}, T_{6}\}
\end{array}
\]
In particular, the sets of eight tropes corresponding to even eights $\Delta_{ij}$ contain 6 even tropes $T_{kl}$ and 2 odd tropes $T_m$ (second and fourth case in Equation (4.23)).

Proof. Sets of eight distinct nodes arise in Lemma 4.20(3) as the vertices of the two Rosenhain tetrahedra forming each set of eight tropes. Thus, we have two ways of constructing even eights. One checks that this defines a one-to-one correspondence between even eights and sets of eight tropes satisfying a quadratic relation. This one-to-one correspondence maps the even eights $\Delta_{14}, \Delta_{15}, \Delta_{23}, \Delta_{26}, \Delta_{36}, \Delta_{45}$ precisely to the sets of eight tropes obtained using the duality map between Theta divisors and Theta characteristics in Remark 3.5. For the remaining even eights one has to take the complement. The proof then follows from a direct computation and Lemmas 4.20 and 4.21.

One easily checks the following:

Lemma 4.23.

1. Every Göpel tetrahedron with all even tropes is contained in three sets of eight tropes corresponding to an even eight $\Delta_{ij}$.

2. Every Rosenhain tetrahedron with one odd and three even tropes is contained in two sets of eight tropes corresponding to an even eight $\Delta_{ij}$.

Proof. The proof follows from direct computation.

Lemma 4.24. The 15 sets of eight tropes corresponding to even eights $\Delta_{ij}$.

Corollary 4.25. For every Rosenhain or Göpel tetrahedron, the remaining twelve tropes are linear functions of the tropes contained in the tetrahedron with coefficients in $\mathbb{C}(\lambda_1, \lambda_2, \lambda_3)$.

Proof. For every Rosenhain or Göpel tetrahedron, the projective coordinates $[z_1 : z_2 : z_3 : z_4] \in \mathbb{P}^3$ are linear functions of the tropes contained in the tetrahedron with coefficients that are rational functions in $\mathbb{C}[\lambda_1, \lambda_2, \lambda_3]$. But all tropes are linear functions of the coordinates $[z_1 : z_2 : z_3 : z_4] \in \mathbb{P}^3$ and were given in Table 3.

4.5. The irrational Kummer normal form. The following lemma shows that every Göpel tetrahedron can be completed into one of the sets of eight tropes given by Lemma 4.20.

Corollary 4.26. Every Göpel tetrahedron arises as union of two two-tuples chosen from

$$\left\{\{T_a, T_{a'}\}, \{T_b, T_{b'}\}, \{T_c, T_{c'}\}, \{T_d, T_{d'}\}\right\},$$

where $\{T_a, T_b, T_c, T_d\}$ and $\{T_{a'}, T_{b'}, T_{c'}, T_{d'}\}$ are two disjoint Rosenhain tetrahedra given in Lemma 4.20. Moreover, every Göpel tetrahedron is contained in exactly three different sets of eight tropes (out of 30) in Lemma 4.20. Conversely, every set of eight tropes given in Lemma 4.20 can be decomposed into pairs of disjoint Göpel tetrahedra in three different ways.
Having already established quadratic relations between these sets of eight tropes, we can re-write the equation of a singular Kummer surface. We have the following:

**Lemma 4.27.** For every set of eight tropes given in Lemma 4.20, the equation

\[(4.23) \quad (\mu^2 T_b T_{\nu'} + \nu^2 T_c T_{\nu'} - \rho^2 T_d T_{\nu'})^2 = 4 \mu^2 \nu^2 T_b T_{\nu'} T_c T_{\nu'} \]

is equivalent to the Cassels-Flynn quartic in Equation (4.4).

**Proof.** The proof follows from direct computation using the explicit equations for the tropes in Table 3. \(\Box\)

**Remark 4.28.** Because of Equation (4.21), \(\mu + \nu + \rho = 0\), and \(\beta = \gamma = \delta = 1\) or \(\beta = \delta - \nu, \gamma = \delta + \mu\), Equation (4.23) is identical to any of the following equations:

\[
\begin{align*}
(\mu^2 T_b T_{\nu'} + \nu^2 T_c T_{\nu'} - \rho^2 T_d T_{\nu'})^2 &= 4 \mu^2 \nu^2 T_b T_{\nu'} T_c T_{\nu'}, \\
(\mu^2 T_b T_{\nu'} - \nu^2 T_c T_{\nu'} + \rho^2 T_d T_{\nu'})^2 &= 4 \mu^2 \rho^2 T_b T_{\nu'} T_d T_{\nu'}, \\
(\mu^2 T_b T_{\nu'} - \nu^2 T_c T_{\nu'} - \rho^2 T_d T_{\nu'})^2 &= 4 \nu^2 \rho^2 T_c T_{\nu'} T_d T_{\nu'}, \\
(\rho^2 T_a T_{a'} + \gamma^2 T_b T_{\nu'} - \beta^2 T_c T_{\nu'})^2 &= 4 \gamma^2 \rho^2 T_a T_{a'} T_b T_{\nu'}, \\
(\nu^2 T_a T_{a'} - \delta^2 T_b T_{\nu'} + \beta^2 T_d T_{\nu'})^2 &= 4 \beta^2 \nu^2 T_a T_{a'} T_d T_{\nu'}, \\
(\mu^2 T_a T_{a'} + \delta^2 T_c T_{\nu'} - \gamma^2 T_d T_{\nu'})^2 &= 4 \delta^2 \mu^2 T_a T_{a'} T_c T_{\nu'}.
\end{align*}
\]

We have the following:

**Proposition 4.29.** For every Göpel tetrahedron \(\{T_a, T_{a'}, T_b, T_{\nu'}\}\), the Cassels-Flynn quartic in Equation (4.4) is equivalent to an equation of the form

\[(\rho^2 T_a T_{a'} + \gamma^2 T_b T_{\nu'} - \beta^2 T_c T_{\nu'})^2 = 4 \gamma^2 \rho^2 T_a T_{a'} T_b T_{\nu'},\]

where \(\beta, \gamma, \rho\) are polynomials in \(C[\lambda_1, \lambda_2, \lambda_3]\), and \(T_c, T_{\nu'}\) are two tropes that are linear functions of \(T_a, T_{a'}, T_b, T_{\nu'}\) with coefficients in \(C(\lambda_1, \lambda_2, \lambda_3)\).

**Proof.** By Corollary 4.26, each Göpel tetrahedron on a Kummer quartic is obtained from two pairs of Rosenhain tetrahedra in Lemma 4.20 such that Equations (4.24) are equivalent to the Cassels-Flynn quartic in Equation (4.4). By Corollary 4.25, the remaining twelve tropes are linear functions of the tropes contained in the Göpel tetrahedron with coefficients that are rational functions in \(C[\lambda_1, \lambda_2, \lambda_3]\). \(\Box\)

We give the following example:

**Example 4.30.** If we choose the two Rosenhain tetrahedra

\[\{T_{lm6}, T_i, T_j, T_k\} \quad \text{and} \quad \{T_6, T_{jk6}, T_{ik6}, T_{ij6}\}\]

in Lemma 4.8, then Equation (4.23) is equivalent to

\[(4.25) \quad \varphi^2 = 4 (\lambda_i - \lambda_k)^2 (\lambda_j - \lambda_k)^2 T_i T_j T_{ik6} T_{jk6},\]
with
\[ \varphi = (\lambda_j - \lambda_k)^2 T_i T_{jk6} + (\lambda_i - \lambda_k)^2 T_j T_{ik6} - (\lambda_i - \lambda_j)^2 T_k T_{ij6}. \]

\( T_k \) and \( T_{ij6} \) are linear functions of the Göpel tetrahedron \( \{ T_i, T_j, T_{ik6}, T_{jk6} \} \) given by
\[ T_k = \frac{(\lambda_k - \lambda_m)(\lambda_k - \lambda_j)(\lambda_k - \lambda_i)}{(\lambda_j - \lambda_i)(\lambda_j - \lambda_k)(\lambda_j - \lambda_k + \lambda_k \lambda_i)} T_i + \frac{(\lambda_k - \lambda_m)(\lambda_k - \lambda_j)(\lambda_k - \lambda_i)}{(\lambda_j - \lambda_i)(\lambda_j - \lambda_k)(\lambda_j - \lambda_i + \lambda_k \lambda_i)} T_j + \frac{(\lambda_k - \lambda_m)(\lambda_k - \lambda_j)(\lambda_k - \lambda_i)}{(\lambda_j - \lambda_i)(\lambda_j - \lambda_k)(\lambda_j - \lambda_i + \lambda_k \lambda_i)} T_{ik6} + \frac{(\lambda_k - \lambda_m)(\lambda_k - \lambda_j)(\lambda_k - \lambda_i)}{(\lambda_j - \lambda_i)(\lambda_j - \lambda_k)(\lambda_j - \lambda_i + \lambda_k \lambda_i)} T_{jk6}. \]

(4.26)

Kummer [24] introduced the notion of formal square roots of Equations (4.24) which he called \textit{irrational Kummer normal form}. Irrational Kummer normal forms of a singular Kummer surface also appeared in a slightly different form in [19]. We make the following:

\textbf{Remark 4.31.} For every Göpel tetrahedron, four formal square roots giving rise to Equations (4.24) are as follows:
\[ \mu \sqrt{T_b T_{b'}} + \nu \sqrt{T_c T_{c'}} + \rho \sqrt{T_d T_{d'}} = 0, \]
\[ \rho \sqrt{T_a T_{a'}} + \gamma \sqrt{T_b T_{b'}} - \beta \sqrt{T_c T_{c'}} = 0, \]
\[ \nu \sqrt{T_a T_{a'}} - \delta \sqrt{T_b T_{b'}} + \beta \sqrt{T_d T_{d'}} = 0, \]
\[ \mu \sqrt{T_a T_{a'}} + \delta \sqrt{T_c T_{c'}} - \gamma \sqrt{T_d T_{d'}} = 0. \]

(4.27)

A particular compatible choice for the signs of the coefficients in Equations (4.24) has to be made such that two equations are linear combinations of the other two equations using \( \mu + \nu + \rho = 0 \) and \( \beta \mu + \gamma \nu + \delta \rho = 0 \).

If we replace the formal expressions \( \sqrt{T_b T_{b'}} \) in Equations (4.24) by the well-defined sections \( t_{b,b'} \) introduced in Equations (4.18), we obtain the following:

\textbf{Proposition 4.32.} The irrational Kummer normal forms coincide with the Mumford Theta relations in Proposition [23]. In particular, Equations (B.1) or, equivalently, Equations (4.7), generate the same ideal as the following 60 equations given by
\[ \mu t_{b,b'} + \nu t_{c,c'} + \rho t_{d,d'} = 0, \quad \rho t_{a,a'} + \gamma t_{b,b'} - \beta t_{c,c'} = 0, \]
where \( \{ a, b, c, d, a', b', c', d' \} \) and \( \beta, \gamma, \mu, \nu, \gamma \) run over all cases in Lemma 4.20.

\textit{Proof.} The proof follows from direct computation using the explicit equations for the tropes in terms of Theta functions in Equations (4.16) and Equations (4.18). The ideal generated by the irrational Kummer normal forms then coincides with the one generated by the Mumford Theta relations in Proposition [23]. □
4.6. The Göpel and Göpel-Hudson normal forms. The following definition is due to Kummer [24] and Borchardt [4]:

**Definition 4.33.** A Göpel quartic is the surface in $\mathbb{P}^3(P, Q, R, S)$ given by
\begin{equation}
\Phi^2 - 4\delta^2SPQR = 0,
\end{equation}
with
\begin{equation}
\Phi = P^2 + Q^2 + R^2 + S^2 - \alpha(PS + QR) - \beta(PQ + RS) - \gamma(PR + QS),
\end{equation}
where $\alpha, \beta, \gamma, \delta \in \mathbb{C}$ such that
\begin{equation}
\delta^2 = \alpha^2 + \beta^2 + \gamma^2 + \alpha\beta\gamma - 4.
\end{equation}

We have the following:

**Proposition 4.34.** Every Göpel tetrahedron determines an isomorphism between the Cassels-Flynn quartic in Equation (4.4) and a Göpel quartic in Equation (4.29). In particular, for generic parameters $(\alpha, \beta, \gamma, \delta)$ satisfying Equation (4.31), the Göpel quartic in Equation (4.29) is isomorphic to the singular Kummer variety associated with a principally polarized abelian variety.

**Proof.** First, one realizes every Göpel tetrahedron $\{T_a, T_{a'}, T_b, T_{b'}\}$ using two disjoint Rosenhain tetrahedra given in Lemma 4.20. Using Proposition 4.29 the Cassels-Flynn quartic in Equation (4.4) is identical to the equation
\begin{equation}
(\beta^2T_aT_{a'} + \gamma^2T_bT_{b'} - \beta^2T_cT_c)^2 - 4\gamma^2\beta^2T_aT_{a'}T_bT_{b'} = 0,
\end{equation}
with $\beta, \gamma, \rho \in \mathbb{C}$. Using Corollary 4.25 the two additional tropes $T_c, T_c$ are linear functions of $\{T_a, T_{a'}, T_b, T_{b'}\}$ with coefficients in $\mathbb{C}$. One substitutes
\[ [T_a, T_{a'}, T_b, T_{b'}] = [c_1P : c_2Q : c_3R : c_4S], \]
into Equation (4.32) and solves for the coefficients $c_1, \ldots, c_4$ such that Equation (4.32) coincides with Equation (4.29). 

We give another description of a singular Kummer variety associated with a principally polarized abelian variety based on results in [3]. Let $\mathcal{L}$ be the ample line symmetric bundle of an abelian surface $\mathbf{A}$ defining its principal polarization and consider the rational map $\varphi_{\mathcal{L}^2} : \mathbf{A} \to \mathbb{P}^3$ associated with the line bundle $\mathcal{L}^2$. Its image $\varphi_{\mathcal{L}^2}(\mathbf{A})$ is a quartic surface in $\mathbb{P}^3$ which in projective coordinates $[w : x : y : z]$ can be written as
\begin{equation}
0 = \xi_0(w^4 + x^4 + y^4 + z^4) + \xi_1wxyz
+ \xi_1(w^2z^2 + x^2y^2) + \xi_2(w^2x^2 + y^2z^2) + \xi_3(w^2y^2 + x^2z^2),
\end{equation}
with $[\xi_0 : \xi_1 : \xi_2 : \xi_3 : \xi_4] \in \mathbb{P}^4$. Any general member of the family (4.33) is smooth. As soon as the surface is singular at a general point, it must have sixteen singular nodal points because of its symmetry. The discriminant turns out to be a homogeneous polynomial of degree eighteen in the parameters $[\xi_0 : \xi_1 : \xi_2 : \xi_3 : \xi_4] \in \mathbb{P}^4$ and
was determined in [3, Sec. 7.7 (3)]. Thus, the Kummer surfaces form an open set among the hypersurfaces in Equation (4.33) with parameters $[\xi_0 : \xi_1 : \xi_2 : \xi_3 : \xi_4] \in \mathbb{P}^4$, namely the ones that make the only irreducible factor of degree three in the discriminant vanish, i.e.,

\[\xi_0 \left(16\xi_0^2 - 4\xi_1^2 - 4\xi_2^2 - 4\xi_3^2 + \xi_4^2\right) + 4 \xi_1 \xi_2 \xi_3 = 0.\]

Setting $\xi_0 = 1$ and using the affine moduli $\xi_1 = -A$, $\xi_2 = -B$, $\xi_3 = -C$, $\xi_4 = 2D$, we obtain the normal form of a nodal quartic surface. We give the following:

**Definition 4.35.** A Göpel-Hudson quartic is the surface in $\mathbb{P}^3(w, x, y, z)$ given by

\[0 = w^4 + x^4 + y^4 + z^4 + 2Dwxyz - A(w^2z^2 + x^2y^2) - B(w^2x^2 + y^2z^2) - C(w^2y^2 + x^2z^2),\]

where $A, B, C, D \in \mathbb{C}$ such that

\[D^2 = A^2 + B^2 + C^2 + ABC - 4.\]

**Remark 4.36.** The Göpel-Hudson quartic in Equation (4.35) is invariant under the transformations changing signs of two coordinates, generated by

\[w : x : y : z \rightarrow [-w : -x : y : z], \quad w : x : y : z \rightarrow [-w : x : -y : z],\]

and under the permutations of variables, generated by $[w : x : y : z] \rightarrow [x : w : z : y]$ and $[w : x : y : z] \rightarrow [y : z : w : x]$.

We have the following:

**Lemma 4.37.** The Göpel-Hudson quartic in Equation (4.35) is isomorphic to the Göpel quartic in Equation (4.29). In particular, for generic parameters $(A, B, C, D)$ satisfying Equation (4.36), the Göpel quartic in Equation (4.29) is isomorphic to the singular Kummer variety associated with a principally polarized abelian surface.

**Proof.** We first introduce complex numbers $[w_0 : x_0 : y_0 : z_0] \in \mathbb{P}^3$ such that

\[A = \frac{w_0^4 - x_0^4 - y_0^4 + z_0^4}{w_0^2x_0^2 - y_0^2z_0^2}, \quad B = \frac{w_0^4 + x_0^4 - y_0^4 - z_0^4}{w_0^2x_0^2 - y_0^2z_0^2}, \quad C = \frac{w_0^4 - x_0^4 + y_0^4 - z_0^4}{w_0^2y_0^2 - x_0^2z_0^2}, \quad D = \frac{w_0x_0y_0z_0}{(w_0^2y_0^2 - x_0^2z_0^2)(w_0^2x_0^2 - y_0^2z_0^2)(w_0^2y_0^2 - x_0^2z_0^2)}\]

and

\[\alpha = 2 \frac{w_0^2y_0^2 + x_0^2z_0^2}{w_0^2y_0^2 - x_0^2z_0^2}, \quad \beta = 2 \frac{w_0^2x_0^2 + y_0^2z_0^2}{w_0^2x_0^2 - y_0^2z_0^2}, \quad \gamma = 2 \frac{w_0^2z_0^2 + y_0^2x_0^2}{w_0^2z_0^2 - x_0^2y_0^2}, \quad \delta^2 = 16 \frac{w_0^4x_0^4y_0^4}{(w_0^2y_0^2 - x_0^2z_0^2)^2(w_0^2x_0^2 - y_0^2z_0^2)^2(w_0^2z_0^2 - x_0^2y_0^2)^2}.\]
Then, the linear transformation given by
\[ P = w_0 w + x_0 x + y_0 y + z_0 z, \]
\[ Q = w_0 w + x_0 x - y_0 y - z_0 z, \]
\[ R = w_0 w - x_0 x - y_0 y + z_0 z, \]
\[ S = w_0 w - x_0 x + y_0 y - z_0 z, \]
transforms Equation (4.39) into Equation (4.35).

**Lemma 4.38.** Using the same notation as in Equation (4.37), the sixteen nodes of the Göpel-Hudson quartic (4.35) are the points \([w : x : y : z]\) given by

\[
\begin{align*}
[w_0 : x_0 : y_0 : z_0], & [-w_0 : -x_0 : y_0 : z_0], [-w_0 : x_0 : -y_0 : z_0], [-w_0 : x_0 : y_0 : -z_0], \\
[x_0 : w_0 : z_0 : y_0], & [-x_0 : -w_0 : z_0 : y_0], [-x_0 : w_0 : -z_0 : y_0], [-x_0 : w_0 : z_0 : -y_0], \\
[y_0 : z_0 : w_0 : x_0], & [-y_0 : -z_0 : w_0 : x_0], [-y_0 : z_0 : -w_0 : x_0], [-y_0 : z_0 : w_0 : -x_0], \\
[z_0 : y_0 : x_0 : w_0], & [-z_0 : -y_0 : x_0 : w_0], [-z_0 : y_0 : -x_0 : w_0], [-z_0 : y_0 : x_0 : -w_0].
\end{align*}
\]

In particular, for generic parameters \((A, B, C, D)\), no node is contained in the coordinate planes \(w = 0, x = 0, y = 0, \) or \(z = 0\).

We also set
\[
\begin{align*}
p_0^2 &= w_0^2 + x_0^2 + y_0^2 + z_0^2, & q_0^2 &= w_0^2 + x_0^2 - y_0^2 - z_0^2, \\
r_0^2 &= w_0^2 - x_0^2 + y_0^2 - z_0^2, & s_0^2 &= w_0^2 - x_0^2 - y_0^2 + z_0^2.
\end{align*}
\]

We have the following:

**Lemma 4.39.** The nodes of the Göpel quartic (4.29) are the points \([P : Q : R : S]\) given by

\[
\begin{align*}
[p_0^2 : q_0^2 : r_0^2 : s_0^2], & [q_0^2 : p_0^2 : s_0^2 : r_0^2], [r_0^2 : s_0^2 : r_0^2 : q_0^2], [s_0^2 : r_0^2 : q_0^2 : p_0^2], \\
[w_0 x_0 + y_0 z_0 : w_0 x_0 - y_0 z_0 : 0 : 0], & [w_0 x_0 - y_0 z_0 : w_0 x_0 + y_0 z_0 : 0 : 0], \\
[0 : 0 : w_0 x_0 + y_0 z_0 : w_0 x_0 - y_0 z_0], & [0 : 0 : w_0 x_0 - y_0 z_0 : w_0 x_0 + y_0 z_0], \\
[w_0 z_0 + x_0 y_0 : 0 : w_0 z_0 - x_0 y_0 : 0], & [0 : w_0 z_0 + x_0 y_0 : 0 : w_0 z_0 - x_0 y_0], \\
[w_0 z_0 - x_0 y_0 : 0 : w_0 z_0 + x_0 y_0 : 0], & [0 : w_0 z_0 - x_0 y_0 : 0 : w_0 z_0 + x_0 y_0], \\
[w_0 y_0 + x_0 z_0 : 0 : w_0 y_0 - x_0 z_0 : 0], & [0 : w_0 y_0 + x_0 z_0 : w_0 y_0 - x_0 z_0 : 0], \\
[0 : w_0 y_0 - x_0 z_0 : w_0 y_0 + x_0 z_0 : 0], & [w_0 y_0 - x_0 z_0 : 0 : 0 : w_0 y_0 + x_0 z_0].
\end{align*}
\]

### 4.7. \((2, 2)\)-polarized Kummer surfaces

We use the Göpel and Göpel-Hudson quartics to provide an explicit model for \((2, 2)\)-isogenous Kummer surfaces.

**Remark 4.40.** The transformation \([w : x : y : z] \rightarrow [-w : x : y : z]\) is an isomorphism between the Göpel-Hudson quartic with moduli parameters \((A, B, C, D)\) and the one with parameters \((A, B, C, -D)\). Moreover, the two quartics coincide exactly along the coordinate planes \(w = 0, x = 0, y = 0, \) or \(z = 0\).
The map \( \pi : \mathbb{P}(w, x, y, z) \to \mathbb{P}(P, Q, R, S) \) with \( P = w^2, \ldots, S = z^2 \) is \( 8 : 1 \) outside the coordinate planes. The map \( \pi \) induces a covering of a reducible octic surface in \( \mathbb{P}^3 \) given by

\[
(4.41) \quad (\Psi - 2Dwxyz) (\Psi + 2Dwxyz) = 0 ,
\]

with

\[
\Psi = w^4 + x^4 + y^4 + z^4 - A(w^2y^2 + y^2z^2) - B(w^2z^2 + x^2y^2) - C(w^2x^2 + y^2z^2),
\]

onto the Göpel quartic in Equation (4.29) with \( \alpha = A, \beta = B, C = \gamma, \) and \( D = \delta. \) Because of Lemma 4.37 and Lemma 4.38, we can assume that the Göpel-Hudson quartic and Göpel quartic are the singular Kummer varieties associated with two principally polarized abelian varieties, say \( A \) and \( A' \), respectively. We have the following:

**Proposition 4.41.** The map \( \pi : \mathbb{P}(w, x, y, z) \to \mathbb{P}(P, Q, R, S) \) with \( P = w^2, \ldots, S = z^2 \) restricted to the Göpel-Hudson quartic onto the Göpel quartic with \( \alpha = A, \beta = B, C = \gamma, \) and \( D = \delta, \) is induced by a \((2, 2)\)-isogeny \( \psi : A \to A' \cong \hat{A}. \)

**Proof.** The rational map \( \pi \) is \( 4:1 \) from the Göpel-Hudson quartic onto the Göpel quartic. The map \( \pi : \mathbb{P}(w, x, y, z) \to \mathbb{P}(P, Q, R, S) \) maps the sixteen nodes on the Göpel-Hudson quartic in Lemma 4.38 to four nodes on the Göpel quartic. It follows from [28] that the map \( \pi \) between Kummer varieties associated with two principally polarized abelian varieties \( A \) and \( A' \) is induced by an isogeny \( p : A' \to A \) of degree four. The kernel of \( p \) is a two-dimensional isotropic subspace \( K \) of \( A[2] \) such that \( A' = A/K. \)

\[ \square \]

**4.7.1. An explicit model using Theta functions.** We provide an explicit model for the Göpel quartic in terms of Theta functions. We have the following:

**Proposition 4.42.** The surface in \( \mathbb{P}^3 \) given by Equation (4.29) is isomorphic to the singular Kummer variety \( A_+/(\mathbb{Z}[-1]) \) where the coordinates are given by

\[
(4.42) \quad [P : Q : R : S] = [\theta_1(z)^2 : \theta_2(z)^2 : \theta_3(z)^2 : \theta_4(z)^2] ,
\]

and the moduli parameters are

\[
\alpha = \frac{\theta_1^2 - \theta_2^2 - \theta_3^2 + \theta_4^2}{\theta_2^2 \theta_4^2 - \theta_2^2 \theta_3^2}, \quad \beta = \frac{\theta_1^2 + \theta_2^2 - \theta_3^2 - \theta_4^2}{\theta_2^2 \theta_3^2 - \theta_3^2 \theta_4^2}, \quad \gamma = \frac{\theta_1^2 + \theta_3^2 + \theta_3^2 - \theta_4^2}{\theta_1^2 \theta_3^2 - \theta_2^2 \theta_4^2} ,
\]

\[
(4.43) \quad \delta = \frac{\theta_1 \theta_2 \theta_3 \theta_4 \prod (\epsilon \epsilon' \epsilon'' \epsilon''') (\theta_1^2 + \epsilon \theta_2^2 + \epsilon' \theta_3^2 + \epsilon'' \theta_4^2)}{(\theta_1^2 \theta_2^2 - \theta_3^2 \theta_4^2) (\theta_1^2 \theta_3^2 - \theta_2^2 \theta_4^2) (\theta_1^2 \theta_4^2 - \theta_2^2 \theta_3^2)} .
\]

**Proof.** One checks that the Rosenhain tetrahedron \( \{T_{256}, T_{136}, T_{356}, T_{126}\} \), with tropes given by the Theta function \( \theta_1(z)^2, \theta_2(z)^2, \theta_3(z)^2, \theta_4(z)^2 \) is contained in three sets of eight tropes corresponding to the even eights \( \Delta_{15}, \Delta_{46}, \Delta_{23} \) in Proposition 4.22. One can choose any of these sets of eight tropes to proceed. For example, n Lemma 4.8 we
can choose the Rosenhain tetrahedra \( \{ T_256, T_{126}, T_{236}, T_4 \} \) and \( \{ T_{136}, T_{356}, T_{156}, T_6 \} \). Then, Equation (4.23) is equivalent to

\[
(4.44) \quad \varphi^2 - 4 (\lambda_2 - \lambda_1)^2 (\lambda_3 - \lambda_1)^2 (\lambda_2 - 1)^2 (\lambda_3 - 1)^2 T_{126} T_{136} T_{256} T_{356},
\]

with

\[
\varphi = (\lambda_3 - \lambda_1)^2 (\lambda_2 - 1)^2 T_{136} T_{256} + (\lambda_2 - \lambda_1)^2 (\lambda_3 - \lambda_1)^2 T_{126} T_{236} - (\lambda_3 - \lambda_2)^2 (\lambda_1 - 1)^2 T_{156} T_{236}.
\]

In Proposition 4.43 we then choose the coordinates determined by the Göpel tetrahedron \( \{ T_{256}, T_{136}, T_{356}, T_{126} \} \). We choose coefficients \( c_1, \ldots, c_4 \)

such that Equation (4.44) coincides with Equation (4.29). It turns out that the coefficients \( c_1, \ldots, c_4 \) are rational functions in the squares of (even) Theta constants \( \theta_1^2, \ldots, \theta_9^2, \) and the coordinates are then given by Theta functions with non-vanishing elliptic variables \( [P : Q : R : S] = [\theta_1(z)^2 : \theta_2(z)^2 : \theta_3(z)^2 : \theta_4(z)^2] \). In particular, setting

\[
(4.45) \quad [T_{256}, T_{136}, T_{356}, T_{126}] = [c_1 P : c_2 Q : c_3 R : c_4 S],
\]

changes Equation (4.21) into Equation (4.29). Using Equations (2.10), the transformation (4.45) descends to \( A_2(2,4) \) with

\[
(4.46) \quad \alpha = 2 \frac{\Theta_1^2 \Theta_3^2 + \Theta_2^2 \Theta_4^2}{\Theta_1^2 \Theta_3^3 - \Theta_2^2 \Theta_4^3}, \quad \beta = 2 \frac{\Theta_1^2 \Theta_2^2 + \Theta_3^2 \Theta_4^2}{\Theta_1^2 \Theta_2^3 - \Theta_3^2 \Theta_4^3}, \quad \gamma = 2 \frac{\Theta_1^2 \Theta_4^2 + \Theta_2^2 \Theta_3^2}{\Theta_1^2 \Theta_4^3 - \Theta_2^2 \Theta_3^3}.
\]

Using Equations (2.9) the moduli parameter can be re-written

\[
(4.47) \quad \alpha = \frac{\theta_1^4 - \theta_2^4 - \theta_3^4 + \theta_4^4}{\theta_1^2 \theta_2^2 - \theta_3^2 \theta_4^2}, \quad \beta = \frac{\theta_1^4 + \theta_2^4 - \theta_3^4 - \theta_4^4}{\theta_1^2 \theta_2^2 - \theta_3^2 \theta_4^2}, \quad \gamma = \frac{\theta_1^4 - \theta_2^4 + \theta_3^4 - \theta_4^4}{\theta_1^2 \theta_2^2 - \theta_3^2 \theta_4^2}.
\]

such that over \( A_2(4,8) \) the modulus \( \delta \) is given as

\[
\delta = \frac{\theta_1 \theta_2 \theta_3 \theta_4 \prod_{\epsilon, \epsilon' \in \{ \pm 1 \}} (\theta_1^2 + \epsilon \theta_2^2 + \epsilon' \theta_3^2 + \epsilon \epsilon' \theta_4^2) (\theta_1^2 \theta_2^2 - \theta_3^2 \theta_4^2) (\theta_1^2 \theta_3^2 - \theta_2^2 \theta_4^2) (\theta_1^2 \theta_4^2 - \theta_2^2 \theta_3^2)}{(\theta_1^2 \theta_2^2 - \theta_3^2 \theta_4^2) (\theta_1^2 \theta_3^2 - \theta_2^2 \theta_4^2) (\theta_1^2 \theta_4^2 - \theta_2^2 \theta_3^2)}.
\]

The Rosenhain roots of the \( (2,2) \)-isogenous genus-two curve \( \hat{C} \) in Equation (3.9) can be considered coordinates of an isogenous moduli space that we denote by \( \hat{A}_2(2) \). We have the following:

**Lemma 4.43.** The moduli \( \alpha, \beta, \gamma, \delta \) are rational functions over \( \hat{A}_2(2) \).
Lemma 4.45. The moduli parameter $A, B, C, D$ are rational functions over $\mathcal{A}_2(2)$.

Proof. Equations (4.39) descend to rational functions on $\mathcal{A}_2(2)$ given by

$$
\alpha = 2 \frac{\Lambda_1 + 1}{\Lambda_1 - 1}, \quad \beta = 2 \frac{\Lambda_1 \Lambda_2 + \Lambda_1 \Lambda_3 - 2 \Lambda_2 \Lambda_3 - 2 \Lambda_1 + \Lambda_2 + \Lambda_3}{(\Lambda_2 - \Lambda_3)(\Lambda_1 - 1)}, \quad \gamma = 2 \frac{\Lambda_3 + \Lambda_2}{\Lambda_3 - \Lambda_2},
$$

$$
\delta = \frac{4(\Lambda_1 - \Lambda_2 \Lambda_3)}{(\Lambda_1 - 1)(\Lambda_3 - \Lambda_2)}. \tag{4.48}
$$

We also provide an explicit model for the Göpel-Hudson quartic in terms of Theta functions. In terms of Theta functions, the relation between Equation (4.35) and Equation (4.29) was first determined by Borchardt [4]. We have the following:

Proposition 4.44. The surface in $\mathbb{P}^3$ given by Equation (4.35) is isomorphic to the singular Kummer variety $\mathcal{A}_r/\{-\mathbb{I}\}$ where the coordinates are given by

$$
[w : x : y : z] = [\Theta_1(2z) : \Theta_2(2z) : \Theta_3(2z) : \Theta_4(2z)] \tag{4.49}
$$

and the moduli parameters are

$$
A = \frac{\Theta_1^4 - \Theta_2^4 - \Theta_3^4 + \Theta_4^4}{\Theta_1^2 \Theta_2^2 - \Theta_3^2 \Theta_4^2}, \quad B = \frac{\Theta_1^4 + \Theta_2^4 - \Theta_3^4 - \Theta_4^4}{\Theta_1^2 \Theta_2^2 - \Theta_3^2 \Theta_4^2}, \quad C = \frac{\Theta_1^4 - \Theta_2^4 + \Theta_3^4 - \Theta_4^4}{\Theta_1^2 \Theta_2^2 - \Theta_3^2 \Theta_4^2},
$$

$$
D = \frac{\Theta_1 \Theta_2 \Theta_3 \Theta_4 \prod_{\epsilon, \epsilon' \in \{\pm 1\}} (\Theta_1^2 + \epsilon \Theta_2^2 + \epsilon' \Theta_3^2 + \epsilon \epsilon' \Theta_4^2)}{(\Theta_1^2 \Theta_2^2 - \Theta_3^2 \Theta_4^2)(\Theta_1^2 \Theta_3^2 - \Theta_2^2 \Theta_4^2)(\Theta_1^2 \Theta_4^2 - \Theta_2^2 \Theta_3^2)}. \tag{4.50}
$$

Proof. Comparing Equations (4.46) and (4.38), we find a solution in terms of Theta function given by

$$
[w_0 : x_0 : y_0 : z_0] = [\Theta_1 : \Theta_2 : \Theta_3 : \Theta_4]. \tag{4.51}
$$

Equations (2.12) are equivalent to

$$
\theta_1^2(z) = \Theta_1 \Theta_1(2z) + \Theta_2 \Theta_2(2z) + \Theta_3 \Theta_3(2z) + \Theta_4 \Theta_4(2z),
$$

$$
\theta_2^2(z) = \Theta_1 \Theta_2(2z) + \Theta_2 \Theta_1(2z) - \Theta_3 \Theta_3(2z) - \Theta_4 \Theta_4(2z),
$$

$$
\theta_3^2(z) = \Theta_1 \Theta_3(2z) - \Theta_2 \Theta_2(2z) - \Theta_3 \Theta_1(2z) + \Theta_4 \Theta_4(2z),
$$

$$
\theta_4^2(z) = \Theta_1 \Theta_4(2z) - \Theta_2 \Theta_3(2z) + \Theta_3 \Theta_2(2z) - \Theta_4 \Theta_1(2z). \tag{4.52}
$$

Comparing Equations (4.39) with Equations (4.52), the coordinates can be expressed in terms of Theta functions with non-vanishing elliptic arguments as

$$
[w : x : y : z] = [\Theta_1(2z) : \Theta_2(2z) : \Theta_3(2z) : \Theta_4(2z)].
$$

It follows:

Lemma 4.45. The moduli parameter $A, B, C, D$ are rational functions over $\mathcal{A}_2(2)$. 

Proof. Equations (4.50) descend to rational functions on $\mathcal{A}_2(2)$ given by

\begin{align*}
A &= 2 \frac{\lambda_1 + 1}{\lambda_1 - 1}, \quad B = 2 \frac{\lambda_1 \lambda_2 + \lambda_1 \lambda_3 - 2 \lambda_2 \lambda_3 - 2 \lambda_1 + \lambda_2 + \lambda_3}{(\lambda_2 - \lambda_3)(\lambda_1 - 1)}, \quad C = 2 \frac{\lambda_3 + \lambda_2}{\lambda_3 - \lambda_2}, \\
D &= 4 \frac{\lambda_1 - \lambda_2 \lambda_3}{(\lambda_2 - \lambda_3)(\lambda_1 - 1)}.
\end{align*}

(4.53)

We have proved the following:

**Theorem 4.46.**

1. The singular Kummer variety associated with the Jacobian $\text{Jac}(\mathcal{C})$ of the genus-two curve $\mathcal{C}$ in Rosenhain normal form given by Equation (2.17) is the image of $[\Theta_1(2z) : \Theta_2(2z) : \Theta_3(2z) : \Theta_4(2z)]$ in $\mathbb{P}^3$ which satisfies Equation (4.35) with moduli parameters given by Equations (4.53).

2. The singular Kummer variety associated with the Jacobian $\text{Jac}(\hat{\mathcal{C}})$ of the $(2, 2)$-isogenous curve $\hat{\mathcal{C}}$ (cf. Lemma 3.8) in Rosenhain normal form (3.9) is the image of $[\theta_1^2(z) : \theta_2^2(z) : \theta_3^2(z) : \theta_4^2(z)]$ in $\mathbb{P}^3$ which satisfies Equation (4.29) with moduli parameters given by Equations (4.48).

Proof. The proof follows from Propositions 4.41, 4.42, 4.44 and Lemmas 4.43, 4.45.

4.8. **The Rosenhain normal form.** In [3, Prop. 10.3.2] another normal form for a nodal quartic surfaces was established. We make the following definition:

**Definition 4.47.** A Rosenhain quartic is the surface in $\mathbb{P}^3(Y_0, \ldots, Y_3)$ given by

\begin{align*}
a^2(Y_0^2Y_1^2 + Y_2^2Y_3^2) + b^2(Y_0^2Y_2^2 + Y_2^2Y_3^2) + c^2(Y_0^2Y_3^2 + Y_1^2Y_2^2) \\
+ 2ab(Y_0Y_1 - Y_2Y_3)(Y_0Y_2 + Y_1Y_3) - 2ac(Y_0Y_1 + Y_2Y_3)(Y_0Y_3 + Y_1Y_2) \\
+ 2bc(Y_0Y_2 - Y_1Y_3)(Y_0Y_3 - Y_1Y_2) + d^2Y_0Y_1Y_2Y_3 = 0,
\end{align*}

(4.54)

with $[a : b : c : d] \in \mathbb{P}^3$.

The following was proved in [3, Prop. 10.3.2]:

**Proposition 4.48.** For generic parameters $[a : b : c : d] \in \mathbb{P}^3$, the Rosenhain quartic in Equation (4.54) is isomorphic to the singular Kummer variety associated with a principally polarized abelian variety.

We also have the following:

**Lemma 4.49.** The Rosenhain quartic in Equation (4.54) is isomorphic to the Göpel-Hudson quartic in Equation (4.35).
Proof. Using the same notation as in the proof of Lemma 4.34, we set
\[ a = 4(w_0^2z_0^2 - x_0^2y_0^2)(w_0y_0 + x_0z_0), \]
(4.55)
\[ b = (w_0^2 + x_0^2 - y_0^2 - z_0^2)(w_0^2 - x_0^2 + y_0^2 - z_0^2)(w_0x_0 - y_0z_0), \]
\[ c = (w_0^2 - x_0^2 - y_0^2 + z_0^2)(w_0^2 + x_0^2 + y_0^2 + z_0^2)(w_0x_0 + y_0z_0), \]
and a polynomial expression for \( d^2 \) of degree twelve that we do not write out explicitly.
Then, the linear transformation given by
\[ Y_0 = w_0 w + x_0 x + y_0 y + z_0 z, \]
\[ Y_1 = w_0 w + x_0 x - y_0 y - z_0 z, \]
\[ Y_2 = z_0 w + y_0 x + x_0 y + w_0 z, \]
\[ Y_3 = z_0 w + y_0 x - x_0 y - w_0 z, \]
transfers Equation (4.54) into Equation (4.35).
We have the stronger result:

**Proposition 4.50.** Every Rosenhain tetrahedron determines an isomorphism between the Cassels-Flynn quartic in Equation (4.4) and the Rosenhain quartic in Equation (4.54).

Proof. Given a Rosenhain tetrahedron \( \{ T_a, T_b, T_c, T_d \} \), we use Proposition 4.29 to write the Cassels-Flynn quartic in Equation (4.4) in the equivalent form
\[ \rho^2 T_a T_{a'} + \gamma^2 T_b T_{b'} - \beta^2 T_c T_{c'} \]
\[ - 4 \gamma^2 \rho^2 T_a T_{a'} T_b T_{b'} = 0, \]
(4.57)
with \( \beta, \gamma, \rho \in \mathbb{C}[\lambda_1, \lambda_2, \lambda_3] \). The two additional tropes \( T_{a'}, T_{c'} \) are linear functions of \( T_a, T_{a'}, T_{b}, T_{b'} \) with coefficients in \( \mathbb{C}(\lambda_1, \lambda_2, \lambda_3) \). One substitutes
\[ [T_a, T_b, T_c, T_d] = [c_0 Y_0 : c_1 Y_1 : c_2 Y_2 : c_3 Y_3], \]
into Equation (4.57) and solves for the coefficients \( c_0, \ldots, c_3 \) such that Equation (4.54) coincides with Equation (4.29).

**Remark 4.51.** Equation (4.54) is unchanged by the Cremona transformation
\[ [Y_0 : Y_1 : Y_2 : Y_3] \mapsto [Y_1 Y_2 Y_3 : Y_0 Y_2 Y_3 : Y_0 Y_1 Y_3 : Y_0 Y_1 Y_2]. \]
We also have the following:

**Theorem 4.52.** The surface in \( \mathbb{P}^3 \) given by Equation (4.54) is isomorphic to the singular Kummer variety \( \mathbb{A}_4/\langle -1 \rangle \) where the coordinates are given by
\[ [Y_0 : Y_1 : Y_2 : Y_3] = [\theta_1(z)^2 : \theta_2(z)^2 : \theta_7(z)^2 : \theta_{12}(z)^2], \]
and the moduli parameters are

\[
a = (2 \Theta_1 \Theta_4 - 2 \Theta_2 \Theta_3) (2 \Theta_1 \Theta_4 + 2 \Theta_2 \Theta_3) (2 \Theta_1 \Theta_3 + 2 \Theta_2 \Theta_4),
\]

\[
b = (\Theta_1^2 + \Theta_2^2 - \Theta_3^2 - \Theta_4^2) (\Theta_1^2 - \Theta_2^2 + \Theta_3^2 - \Theta_4^2) (2 \Theta_1 \Theta_2 - 2 \Theta_3 \Theta_4),
\]

\[
c = (\Theta_1^2 - \Theta_2^2 - \Theta_3^2 + \Theta_4^2) (\Theta_1^2 + \Theta_2^2 + \Theta_3^2 + \Theta_4^2) (2 \Theta_1 \Theta_2 + 2 \Theta_3 \Theta_4),
\]

\[
d^2 = 256 \Theta_1 \Theta_2 \Theta_3 \Theta_4 (\Theta_1^2 \Theta_4^2 - \Theta_2^2 \Theta_3^2) (\Theta_1^2 - \Theta_2^2 - \Theta_3^2 + \Theta_4^2)
\]

\[
+ 8 (\Theta_1^2 + \Theta_2^2) (\Theta_2^2 + \Theta_3^2) (\Theta_1^2 + \Theta_2^2 + \Theta_3^2 + \Theta_4^2)^2 (\Theta_1^2 - \Theta_2^2 - \Theta_3^2 + \Theta_4^2)^2
\]

\[
+ 8 (\Theta_1^2 - \Theta_2^2) (\Theta_2^2 - \Theta_3^2) (\Theta_1^2 + \Theta_2^2 - \Theta_3^2 - \Theta_4^2)^2 (\Theta_1^2 - \Theta_2^2 - \Theta_3^2 + \Theta_4^2)^2
\]

\[
- 32 (\Theta_1^2 \Theta_2^2 + \Theta_2^2 \Theta_3^2) (\Theta_1^2 + \Theta_2^2 + \Theta_3^2 + \Theta_4^2) (\Theta_1^2 - \Theta_2^2 + \Theta_3^2 - \Theta_4^2)
\]

\[
\times (\Theta_1^2 - \Theta_2^2 - \Theta_3^2 + \Theta_4^2) (\Theta_1^2 + \Theta_2^2 - \Theta_3^2 - \Theta_4^2).
\]

**Proof.** All tropes in Proposition 4.29 are determined in terms of the Rosenhain tetrahedron \(\{T_{256}, T_{136}, T_{246}, T_2\}\), with tropes given by \(\theta_1(z)^2, \theta_2(z)^2, \theta_7(z)^2, \theta_{12}(z)^2\). One checks that the Rosenhain tetrahedron is contained in three sets of eight tropes corresponding to the even eights \(\Delta_{12}, \Delta_{13}\) in Proposition 4.22. The proof then proceeds analogous to the proof of Proposition 4.12. \(\square\)

5. Non-principally polarized Kummer surfaces

In this section we consider abelian surfaces \(B\) with a polarization of type \((d_1, d_2)\) given by an ample symmetric line bundle \(N\). We recall that by the Riemann-Roch theorem we have \(\chi(N) = (N^2)/2 = d_1 d_2\). It follows from [3] Prop. 4.5.2] that \(N\) is ample if and only if \(h^i(B, N) = 0\) for \(i = 1, 2\) and \((N^2) > 0\). Therefore, the line bundle defines an associated rational map \(\varphi_N : B \rightarrow \mathbb{P}^{d_1 d_2 - 1}\). It was proven in [3] Prop. 4.1.6, Lemma 10.1.2] that the linear system \([N]\) is base point free for \(d_1 = 2\) and for \(d_1 = 1\) and \(d_2 \geq 3\), and it has exactly four base points if \((d_1, d_2) = (1, 2)\).

Moreover, every polarization is induced by a principal polarization \(L\) on an abelian surface \(A\), that is, there is an isogeny \(\phi : B \rightarrow A\) such that \(\phi^* L \cong N\) [3] Prop. 4.1.2].

5.1. (1,4)-polarized Kummer surfaces. Let us now consider a generic abelian surface \(B\) with a (1,4)-polarization. In [3] the following octic surface in \(\mathbb{P}^3\) was considered:

**Definition 5.1.** A Birkenhake-Lange octic is the surface in \(\mathbb{P}^3(Z_0, \ldots, Z_3)\) given by

\[
a^2(Z_0^4 Z_1^4 + Z_2^4 Z_3^4) + b^2(Z_0^4 Z_2^4 + Z_1^4 Z_3^4) + c^2(Z_0^4 Z_3^4 + Z_1^4 Z_2^4)
\]

\[
+ 2ab(Z_0^2 Z_1^2 - Z_2^2 Z_3^2)(Z_0^2 Z_2^2 + Z_1^2 Z_3^2) - 2ac(Z_0^2 Z_2^4 + Z_2^2 Z_3^4)(Z_0^2 Z_3^4 + Z_2^2 Z_2^4)
\]

\[
+ 2bc(Z_0^2 Z_2^4 - Z_1^2 Z_3^4)(Z_0^2 Z_3^4 - Z_1^2 Z_2^4) + d^2 Z_0^2 Z_1^2 Z_2^2 Z_3^2 = 0,
\]

with \([a : b : c : d] \in \mathbb{P}^3\).

We have the following lemma:
Lemma 5.2. The map $\mathbb{P}(Z_0, Z_1, Z_2, Z_3) \to \mathbb{P}(Y_0, Y_1, Y_2, Y_3)$ with $Y_i = Z_i^2$ induces a covering of the octic surface in Equation (5.1) onto the quartic in Equation (4.54) which is $8 : 1$ outside the coordinate planes $Z_i = 0$.

Proof. Along the coordinate planes the covering is $4 : 1$, and the coordinate points $P_0 = [1 : 0 : 0 : 0], P_1 = [0 : 1 : 0 : 0], P_2 = [0 : 0 : 1 : 0], P_3 = [0 : 0 : 0 : 1]$ are of multiplicity four in the image. The octic surface has double curves along the coordinate planes. The coordinate planes $Y_i = 0$ form a Rosenhain tetrahedron. Therefore, the coordinate plane passes through six nodes on the Kummer quartic. For example, $Y_3 = 0$ passes through $P_0, P_1, P_2$ and three more nodes $P'_0, P'_1, P'_2$. Therefore, the preimage contains $3 + 4 \cdot 3$ nodes. □

We consider the rational map $\varphi_N : B \to \mathbb{P}^3$ associated with the line bundle $N$. The map $\varphi_N$ cannot be an embedding, i.e., diffeomorphic onto its image. However, it is generically birational onto its image [3]. The following was proved in [3, Sec.10.5]:

Corollary 5.3. [3, Prop. 10.5.7] If $N$ is the ample symmetric line bundle on an abelian surface $B$ defining a polarization of type $(1,4)$ such that the induced canonical map $\varphi_N : B \to \mathbb{P}^3$ is birational, then the coordinates of $\mathbb{P}^3$ can be chosen such that $\varphi_N(B)$ is given by the Birkenhake-Lange octic in Equation (5.1). □

We again have the following:

Corollary 5.4. The surface in $\mathbb{P}^3$ given by Equation (5.1) is birational to the singular Kummer variety $B/\langle -I \rangle$ where the coordinates are given by

\[(5.2) [Z_0 : Z_1 : Z_2 : Z_3] = [\theta_1(z) : \theta_2(z) : \theta_7(z) : \theta_{12}(z)].\]

□

5.2. (2,4)-polarized and (1,2)-polarized Kummer surfaces. Let us now consider the generic abelian surface $B$ with a $(1,2)$-polarization. Barth studied abelian surfaces with $(1,2)$-polarization in [1]. An excellent summary of Barth’s construction was given by Garbagnati in [15, 16]. Kummer surfaces with $(1,2)$-polarization were also discussed [27, 2]. Barth studied a projective model of the surface $\text{Kum}(B)$ as intersection of three quadrics in $\mathbb{P}^5$, giving also the explicit equations of these quadrics. We will show how these conics arise as Mumford identities of Theta functions. We make the following:

Definition 5.5. A Barth surface is the surface in $\mathbb{P}^7(w, \ldots, z, X_1, \ldots, X_4)$ given as the complete intersection of the 6 quadrics

\[2p_0q_0(X_1^2 + X_2^2) = (p_0^2 + q_0^2)(w^2 + x^2) - (p_0^2 - q_0^2)(y^2 + z^2),\]

\[2r_0s_0(X_1^2 - X_2^2) = (r_0^2 + s_0^2)(w^2 - x^2) + (r_0^2 - s_0^2)(y^2 - z^2),\]

\[4u_0t_0X_1X_2 = 2(t_0^2 + u_0^2)wx - 2(t_0^2 - u_0^2)yz,\]

(5.3)
Proposition 5.6. The divisor \(2\mathbb{N}\) on \(B\) satisfies (5.3) and (5.4), \(2\mathbb{N}\) is very ample on \(B\) and the linear system \(|2\mathbb{N}|\) embeds \(B\) as a smooth surface of degree 16 in \(\mathbb{P}^7\).

Remark 5.7. It was proved in [1, Prop. 4.6] that a generic set of moduli parameters satisfies

\[
(p_0^2 s_0^2 - q_0^2 r_0^2)(p_0^2 s_0^2 - q_0^2 s_0^2)(p_0^2 u_0^2 - q_0^2 t_0^2)(p_0^2 t_0^2 - q_0^2 u_0^2) \\
\times (r_0^2 u_0^2 - s_0^2 t_0^2)(r_0^2 t_0^2 - s_0^2 u_0^2) \neq 0. 
\]

We have the following:

Corollary 5.8. For generic parameters \([p_0 : \cdots : u_0] \in \mathbb{P}^5\), the six quadrics defining the Barth surface in Equations (5.3) and (5.4) generate the ideal of a smooth irreducible surface of degree 16 in \(\mathbb{P}^7\) isomorphic to \(B\) with (2, 4)-polarization given by \(2\mathbb{N}\).

Proof. The quadratic equations for the conics defining \(B\) in \(\mathbb{P}^7\) were determined by Barth in [1, Eq. (2.10)]]. The result then follows when taking suitable linear combinations of these equations using the variable transformation

\[
x_1 = w, \ x_2 = x, \ x_3 = X_1, \ x_4 = X_2, \ x_5 = y, \ x_6 = z, \ x_7 = iX_4, \ x_8 = -iX_3, 
\]

and identifying the moduli parameters according to

\[
\lambda_1 = p_0, \ \mu_1 = q_0, \ \lambda_2 = s_0, \ \mu_2 = r_0, \ \lambda_3 = t_0, \ \mu_3 = u_0. 
\]

With respect to the action of the involution \(-\mathbb{I}\) on \(B\), the space \(H^0(B, 2\mathbb{N})\) with \(h^0(B, 2\mathbb{N}) = 8\) splits into the direct sum \(H^0(B, 2\mathbb{N}) = H^0(B, 2\mathbb{N})_+ \oplus H^0(B, 2\mathbb{N})_-\) of eigenspaces of dimensions \(h^0(B, 2\mathbb{N})_+ = 6\) and \(h^0(B, 2\mathbb{N})_- = 2\), respectively. In particular, it is possible to choose the coordinates of \(\mathbb{P}^7\) such that \(\{X_3 = X_4 = 0\}\) is the subspace of \(\mathbb{P}^7\) invariant under the action of \(-\mathbb{I}\). We will denote the subspace by \(\mathbb{P}_+^5 \cong \mathbb{P}H^0(B, 2\mathbb{N})_+\), and the anti-invariant subspace \(\{w = 0, \ldots, X_1 = 0, X_2 = 0\}\) by \(\mathbb{P}_-^5 \cong \mathbb{P}H^0(B, 2\mathbb{N})_-\); see [1, Sec. 2]. If we consider the projection \(\Pi : \mathbb{P}^7 \to \mathbb{P}_+^5\), \([w : x : y : z : X_1 : X_2 : X_3 : X_4] \mapsto [w : x : y : z : X_1 : X_2]\).
with center \( \mathbb{P}^1 \), it was proved in [1, Sec. 4.3] that \( B \cap \mathbb{P}^1 = \emptyset \). Hence, the projection \( \Pi \) is well defined and induces a double cover from \( B \) onto its image. The following was proved in [1, Prop. 4.6]:

**Corollary 5.9.** The three quadrics in Equations (5.3) generate the ideal of an irreducible surface of degree 8 in \( \mathbb{P}^5_+ \) with 16 normal singularities isomorphic to the singular Kummer variety \( B/\langle -I \rangle \).

Using the same argument as before, the projection

\[
(5.8) \quad \pi : \mathbb{P}^5_+ \to \mathbb{P}^3, \quad [w : x : y : z : X_1 : X_2] \mapsto [w : x : y : z],
\]

is well-defined and induces a double cover of \( B/\langle -I \rangle \) onto its image. We have the following:

**Proposition 5.10.** The image of the projection \( \pi \) is isomorphic to the singular Kummer variety /\langle -I \rangle associated with a principally polarized abelian variety \( A \).

**Proof.** The statement follows by eliminating \( X_1, X_2 \) from Equations (5.3) and recovering a Göpel-Hudson quartic in Equation (4.35) with parameters

\[
A = \frac{2(p_0^2 q_0^2 + q_0^2 s_0^2)}{p_0^2 r_0^2 - q_0^2 s_0^2}, \quad B = \frac{2(p_0^2 q_0^2 + r_0^2 s_0^2)}{p_0^2 q_0^2 - r_0^2 s_0^2}, \quad C = \frac{2(p_0^2 s_0^2 + q_0^2 r_0^2)}{p_0^2 s_0^2 - q_0^2 r_0^2},
\]

\[
D = \frac{4p_0^2 q_0^2 r_0^2 s_0^2 (t_0^2 - u_0^2)(t_0^2 + u_0^2)}{(p_0^2 r_0^2 - q_0^2 s_0^2)(p_0^2 q_0^2 - r_0^2 s_0^2)(p_0^2 s_0^2 - q_0^2 r_0^2)}.
\]

These moduli parameters equal the ones in Equations (4.37) when using Equations (4.40) and (4.40).

**Remark 5.11.** Other projections are obtained by eliminating either \( w, x \) or \( y, z \) instead. These images are isomorphic Göpel-Hudson quartics and are related by the action of a projective automorphism mapping one even Göpel tetrahedron to another one with two tropes in common.

We now describe the role of the even eight in the construction above: Mehran proved in [28] that the rational double cover of a smooth Kummer surface \( \text{Kum}(A) \) with principal polarization branched along an even eight is a Kummer surface with \((1,2)\)-polarization. In terms of the singular Kummer variety \( B/\langle -I \rangle \) and its image – which is a singular Kummer variety \( A/\langle -I \rangle \) associated with a principally polarized abelian variety – this can be interpreted as follows: the 16 singular points of \( B/\langle -I \rangle \) are mapped to 8 singular points on \( A/\langle -I \rangle \) that form the complement of the even eight.

The Kummer variety \( B/\langle -I \rangle \) is the complete intersection of three quadrics in Equations (5.3) which we denote by \( Q_1, Q_2, Q_3 \). The Kummer variety is contained in each quadric, or equivalently, in the hypernet of quadrics \( \alpha_1 Q_1 + \alpha_2 Q_2 + \alpha_3 Q_3 \) for complex numbers \( \alpha_1, \alpha_2, \alpha_3 \in \mathbb{C} \). We have the following:
Lemma 5.12. For generic moduli parameters there are exactly four special quadrics $K_1, \ldots, K_4$ in the hypernet where the rank equals three. The four special quadrics are given by

\begin{align}
K_1 : c_{1,1}(w_0 x - x_0 w)^2 + c_{1,2}(y_0 z - z_0 y)^2 + c_{1,3}(X_1^{(0)} X_2 - X_2^{(0)} X_1)^2 &= 0, \\
K_2 : c_{2,1}(w_0 x + x_0 w)^2 + c_{2,2}(y_0 z + z_0 y)^2 + c_{2,3}(X_1^{(0)} X_2 + X_2^{(0)} X_1)^2 &= 0, \\
K_3 : c_{3,1}(w_0 w - x_0 x)^2 + c_{3,2}(y_0 y - z_0 z)^2 + c_{3,3}(X_1^{(0)} X_1 - X_2^{(0)} X_2)^2 &= 0, \\
K_4 : c_{4,1}(w_0 w + x_0 x)^2 + c_{4,2}(y_0 y + z_0 z)^2 + c_{4,3}(X_1^{(0)} X_1 + X_2^{(0)} X_2)^2 &= 0,
\end{align}

where $c_{i,j} \in \mathbb{C}^*$, the parameters $w_0, x_0, y_0, z_0$ are related to $p_0, q_0, r_0, s_0$ by Equations (4.40) and

\begin{align}
X_1^{(0)^2} X_2^{(0)^2} &= w_0^2 x_0^2 - y_0^2 z_0^2, \quad X_1^{(0)^4} + X_1^{(0)^4} = w_0^4 + x_0^4 - y_0^4 - z_0^4.
\end{align}

Proof. The fact that there are exactly four sets of parameters, and thus four special quadrics $K_1, \ldots, K_4$ in the hypernet where the rank equals three was proven in [11, Sec. 4]; see also a similar computation outlined in [15, Sec. 2.4.2]. The four set of parameters where the rank of the quadric in the hypernet equals three are given by

\[
\alpha_1 = \pm \sqrt{\frac{(s_0^2 r_0^2 - s_0^2 t_0^2)(s_0^2 t_0^2 - r_0^2 t_0^2)}{p_0^2 s_0^2 t_0^2}}, \quad \alpha_2 = \pm \sqrt{\frac{(p_0^2 u_0^2 - q_0^2 t_0^2)(p_0^2 t_0^2 - q_0^2 u_0^2)}{p_0^2 s_0^2 t_0^2}}, \quad \alpha_3 = \pm \sqrt{\frac{(p_0^2 r_0^2 - q_0^2 s_0^2)(q_0^2 s_0^2 - p_0^2 r_0^2)}{p_0^2 s_0^2 t_0^2}}.
\]

Plugging these values into $\alpha_1 Q_1 + \alpha_2 Q_2 + \alpha_3 Q_3$, we obtain, after a tedious computation, the four quadrics.

The singular locus of each quadric $K_i$ in Lemma 5.12 is a plane $S_i$ for $1 \leq i \leq 4$, given by

\begin{align}
S_1 : \quad & w_0 x = x_0 w, \quad y_0 z = z_0 y, \quad X_1^{(0)} X_2 = X_2^{(0)} X_1, \\
S_2 : \quad & w_0 x = -x_0 w, \quad y_0 z = -z_0 y, \quad X_1^{(0)} X_2 = -X_2^{(0)} X_1, \\
S_3 : \quad & x_0 x = w_0 w, \quad y_0 y = z_0 z, \quad X_1^{(0)} X_1 = X_2^{(0)} X_2, \\
S_4 : \quad & x_0 x = -w_0 w, \quad y_0 y = -z_0 z, \quad X_1^{(0)} X_1 = -X_2^{(0)} X_2.
\end{align}

On each plane $S_i$ with $1 \leq i \leq 4$, the other cones cut out, for generic moduli parameters, pencils of conics with four distinct base points [11, Lemma. 4.1]. These four points on the four different planes constitute precisely the 16 singular points $B/\langle -\mathbb{I} \rangle$. We have the following:
The corresponding Theta functions are

We use a set of eight tropes consisting of the Rosenhain tetrahedra variety \( B \Theta \). We computed the 16 singular points of a G"opel-Hudson quartic in Lemma 4.38. The image under the projection \( \pi \) is isomorphic to the image of six even and two odd Theta functions given by

\[
(w : x : y : z) = [\Theta_1(2z) : \Theta_2(2z) : \Theta_3(2z) : \Theta_4(2z) : \Theta_8(2z) : \Theta_{10}(2z) : \Theta_{13}(2z) : \Theta_{16}(2z)].
\]

...
The bi-monomial Mumford relations in Proposition 2.3 after \( \tau \) is replaced by \( 2\tau \), include the equations
\[
(5.14) \quad \Theta_8 \Theta_{10} \Theta_{12}(2z) \Theta_{14}(2z) = \Theta_1 \Theta_2 \Theta_3(2z) \Theta_4(2z) - \Theta_3 \Theta_4 \Theta_{12}(2z) \Theta_{14}(2z),
\]
\[
\Theta_8 \Theta_{10} \Theta_{13}(2z) \Theta_{16}(2z) = \Theta_2 \Theta_3 \Theta_{12}(2z) \Theta_4(2z) - \Theta_1 \Theta_2 \Theta_{13}(2z) \Theta_{14}(2z).
\]

Using the Frobenius identities (2.7) we obtain
\[
(5.15) \quad 2\theta_3 \theta_1 \Theta_{10}(2z) = (\theta_3^2 + \theta_1^2) \Theta_1(2z) \Theta_2(2z) - (\theta_3^2 - \theta_1^2) \Theta_3(2z) \Theta_4(2z),
\]
\[
2\theta_3 \theta_1 \Theta_{13}(2z) \Theta_{16}(2z) = (\theta_3^2 - \theta_1^2) \Theta_1(2z) \Theta_2(2z) - (\theta_3^2 + \theta_1^2) \Theta_3(2z) \Theta_4(2z).
\]

Similarly, the quadratic Mumford relations in Proposition 2.2 combined with Equations (5.15) yield
\[
2\theta_1 \theta_2 (\Theta_8^2(2z) + \Theta_{10}^2(2z)) = (\theta_1^2 + \theta_2^2)(\Theta_1^2(2z) + \Theta_2^2(2z)) - (\theta_1^2 - \theta_2^2)(\Theta_3^2(2z) + \Theta_4^2(2z)),
\]
\[
2\theta_3 \theta_4 (\Theta_8^2(2z) - \Theta_{10}^2(2z)) = (\theta_3^2 + \theta_4^2)(\Theta_1^2(2z) - \Theta_2^2(2z)) + (\theta_3^2 - \theta_4^2)(\Theta_3^2(2z) - \Theta_4^2(2z)),
\]
\[
2\theta_1 \theta_2 (\Theta_{13}^2(2z) + \Theta_{16}^2(2z)) = (-\theta_1^2 + \theta_2^2)(\Theta_1^2(2z) + \Theta_2^2(2z)) + (\theta_1^2 + \theta_2^2)(\Theta_3^2(2z) + \Theta_4^2(2z)),
\]
\[
2\theta_3 \theta_4 (\Theta_{13}^2(2z) - \Theta_{16}^2(2z)) = (-\theta_3^2 + \theta_4^2)(\Theta_1^2(2z) - \Theta_2^2(2z)) - (\theta_3^2 + \theta_4^2)(\Theta_3^2(2z) - \Theta_4^2(2z)).
\]

These are precisely Equations (5.53) and (5.41) for moduli parameters given by
\[
(5.16) \quad \left[ p_0 : q_0 : r_0 : s_0 : t_0 : u_0 \right] = [\theta_1 : \theta_2 : \theta_3 : \theta_4 : \theta_8 : \theta_{10}].
\]

and variables given by
\[
[w : x : y : z : X_1 : X_2 : X_3 : X_4] = [\Theta_1(2z) : \Theta_2(2z) : \Theta_3(2z) : \Theta_4(2z) : \Theta_8(2z) : \Theta_{10}(2z) : \Theta_{13}(2z) : \Theta_{16}(2z)].
\]

By eliminating \( X_1, X_2 \) one obtains the Göpel-Hudson quartic in Equation (4.35) with moduli parameters matching those in Equation (4.50).

In Proposition 5.14 we used a set of eight tropes consisting of the Rosenhain tetrahedra \( \{T_{256}, T_{126}, T_{236}, T_4\} \) and \( \{T_{136}, T_{356}, T_{156}, T_6\} \). The corresponding Theta functions are \( \{\Theta_1(2z), \Theta_4(2z), \Theta_{10}(2z), \Theta_{16}(2z)\} \) and \( \{\Theta_2(2z), \Theta_3(2z), \Theta_8(2z), \Theta_{13}(2z)\} \). Only the Theta functions \( \Theta_{13}(2z) \) and \( \Theta_{16}(2z) \) are odd, the remaining ones are even which allowed us to identify the sub-spaces \( \mathbb{P}^5_+ \) and \( \mathbb{P}^1_- \). This computation can be generalized. We have the following:

**Proposition 5.15.** Every set of eight tropes that satisfies a quadratic relation and corresponds to an even eight, given in Proposition 4.22 determines an isomorphism between the complete intersection of the three quadrics in Equations (5.3) in \( \mathbb{P}^5_+ \) and a singular Kummer variety \( B/(-I) \) with \( (1, 2) \)-polarization.

**Proof.** The construction of the Kummer variety \( B/(-I) \) with \( (1, 2) \)-polarization as projection from the Barth surface \( B \) in Corollary 5.9 requires a splitting of the space \( H^0(B, 2\mathcal{N}) \) with \( h^0(B, 2\mathcal{N}) = 8 \) into the direct sum \( H^0(B, 2\mathcal{N}) = H^0(B, 2\mathcal{N})_+ \oplus H^0(B, 2\mathcal{N})_- \) of \( \pm 1 \) eigenspaces of dimensions \( h^0(B, 2\mathcal{N})_+ = 6 \) and \( h^0(B, 2\mathcal{N})_- = 2 \). Among the 30 sets of eight tropes given in Proposition 4.22, 15 sets correspond to
even eights $\Delta_{ij}$ not containing the node $p_0$, the other 15 sets do contain the node $p_0$. The sets of eight tropes corresponding to even eights $\Delta_{ij}$ contain 6 even tropes of the form $T_m$ and 2 odd tropes of the form $T_{k6}$, whereas the other 15 sets contain 4 even and 4 odd tropes. Therefore, for the sets of eight tropes corresponding to an even eight $\Delta_{ij}$ we obtain an abelian surface $B_{ij}$ with $(2, 4)$-polarization and, by eliminating the odd coordinates $X_3$ and $X_4$, a singular Kummer variety $B_{ij}/\langle -I \rangle$ in Corollary 5.9.

Mehran proved [28, Cor. 4.7] that there are exactly 15 distinct isomorphism classes of smooth Kummer surfaces $Kum(B_{ij})$ with $(1, 2)$-polarization for $1 \leq i < j < 6$ that are rational double covers of the smooth Kummer surface $Kum(A)$ associated with a particular principally polarized abelian variety $A$. It was also proved that each such double cover is induced by a two-isogeny $\phi_{ij} : B_{ij} \to A$ of abelian surfaces [28, Prop 2.3]. We have the following:

**Theorem 5.16.** The 15 Barth surfaces obtained from the 15 sets of eight tropes that satisfy a quadratic relation and correspond to an even eight, given in Proposition 4.22, realize all distinct 15 isomorphism classes of singular Kummer varieties with $(1, 2)$-polarization covering a fixed smooth Kummer surface $Kum(A)$ with a principal polarization.

**Proof.** Each sets of eight tropes that satisfies a quadratic relation and corresponds to an even eight, given in Proposition 4.22 determines a Barth surface using Proposition 5.15. We first show that for any two different sets of eight tropes corresponding to even eights $\Delta_{ij}$ and $\Delta_{i'j'}$, the images of the singular Kummer varieties $B_{ij}/\langle -I \rangle$ and $B_{i'j'}/\langle -I \rangle$, respectively, under their respective projections $\pi$ and $\pi'$ are isomorphic to the same singular Kummer variety $A/\langle -I \rangle$ associated with a principally polarized abelian variety $A$: each set of eight tropes corresponding to an even eight $\Delta_{ij}$ contains three different Göpel tetrahedra that pairwise have two tropes in common. Each Göpel tetrahedron defines a projection from $B_{ij}/\langle -I \rangle$ onto a Göpel-Hudson quartic in Proposition 5.10 by eliminating the complimentary pair of variables. However, all resulting quartics are isomorphic and related by the action of a projective automorphisms obtained by the composition of isomorphisms obtained in Proposition 4.29. Because of Lemma 4.23, each of the three Göpel tetrahedra also appear as projection of two other singular Kummer varieties $B_{i'j'}/\langle -I \rangle$. Therefore, the images obtained as projections of all the different singular Kummer varieties $B_{ij}/\langle -I \rangle$ are isomorphic. They realize the same singular Kummer variety $A/\langle -I \rangle$ associated with a principally polarized abelian variety $A$ and moduli parameter given by Equations (5.9).

It was proved in [28, Prop. 4.2] that all distinct 15 isomorphism classes $Kum(B_{ij})$ are obtained by taking a double cover branched along the fifteen different even eights $\Delta_{ij}$ on the smooth Kummer surface $Kum(A)$. One only has to consider the even eights not containing $p_0$ is because one obtains the exact same Kummer surface whether one takes the double cover branched along an even eight or its complement [28, Prop. 2.3]. After blowing down the exceptional divisors, the double covers are equivalent to 15
morphisms \( p_{ij} : B_{ij}/\langle -I \rangle \to A/\langle -I \rangle \) which map the 16 nodes of \( B_{ij} \) to the eight nodes of \( A/\langle -I \rangle \) contained in the complement of \( \Delta_{ij} \). Proposition 5.15 proves that the projection \( p \) in Equation (5.8) when applied to all cases in Proposition 5.15 realizes all such morphisms. □
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APPENDIX A. Mumford relations I

The three-term relations between bi-monomial combinations of Theta functions $\xi_{i,j} = \theta_i(z) \theta_j(z)$ for $1 \leq i < j \leq 16$ in Proposition 2.3 generate an ideal that is generated by the following 60 equations:

\[
\begin{align*}
\theta_1 \theta_2 \xi_{3,4} - \theta_3 \theta_4 \xi_{1,2} + \theta_5 \theta_6 \xi_{13,16} &= 0, \\
\theta_1 \theta_3 \xi_{7,9} + \theta_2 \theta_4 \xi_{11,12} - \theta_7 \theta_9 \xi_{1,3} &= 0, \\
\theta_1 \theta_4 \xi_{5,6} + \theta_2 \theta_3 \xi_{14,15} - \theta_8 \theta_9 \xi_{1,4} &= 0, \\
\theta_1 \theta_5 \xi_{7,8} + \theta_2 \theta_6 \xi_{11,13} - \theta_9 \theta_{10} \xi_{1,5} &= 0, \\
\theta_1 \theta_6 \xi_{4,5} - \theta_7 \theta_8 \xi_{1,6} - \theta_9 \theta_{10} \xi_{12,16} &= 0, \\
\theta_1 \theta_7 \xi_{5,8} + \theta_2 \theta_6 \xi_{14,16} - \theta_9 \theta_{10} \xi_{1,7} &= 0, \\
\theta_1 \theta_8 \xi_{5,7} + \theta_2 \theta_7 \xi_{10,12,15} - \theta_9 \theta_{10} \xi_{1,8} &= 0, \\
\theta_1 \theta_9 \xi_{3,7} - \theta_2 \theta_7 \xi_{1,9} + \theta_4 \theta_6 \xi_{13,15} &= 0, \\
\theta_1 \theta_{10} \xi_{6,9} + \theta_2 \theta_8 \xi_{11,14} - \theta_9 \theta_{10} \xi_{1,10} &= 0, \\
\frac{\theta_1 \theta_{10} \xi_{10,14} + \theta_2 \theta_6 \xi_{5,13} - \theta_9 \theta_{10} \xi_{1,11}}{2} &= 0, \\
\frac{\theta_1 \theta_7 \xi_{8,15} - \theta_2 \theta_6 \xi_{6,16} - \theta_9 \theta_{10} \xi_{1,12}}{2} &= 0, \\
\frac{\theta_1 \theta_{10} \xi_{2,16} + \theta_2 \theta_8 \xi_{1,13} - \theta_9 \theta_{10} \xi_{5,11}}{2} &= 0, \\
\frac{\theta_1 \theta_9 \xi_{10,15} + \theta_2 \theta_8 \xi_{1,14} + \theta_9 \theta_{10} \xi_{1,15}}{2} &= 0, \\
\frac{\theta_1 \theta_7 \xi_{4,14} - \theta_2 \theta_6 \xi_{1,15} + \theta_9 \theta_{10} \xi_{1,13}}{2} &= 0, \\
\frac{\theta_1 \theta_8 \xi_{2,13} + \theta_2 \theta_7 \xi_{1,16} - \theta_9 \theta_{10} \xi_{3,12}}{2} &= 0, \\
\frac{\theta_1 \theta_9 \xi_{5,6} - \theta_2 \theta_6 \xi_{2,5} - \theta_9 \theta_{10} \xi_{11,16}}{2} &= 0, \\
\frac{\theta_1 \theta_8 \xi_{6,9} + \theta_2 \theta_7 \xi_{12,13} - \theta_9 \theta_{10} \xi_{2,6}}{2} &= 0, \\
\frac{\theta_1 \theta_{10} \xi_{4,9} - \theta_2 \theta_8 \xi_{2,7} - \theta_9 \theta_{10} \xi_{13,14}}{2} &= 0, \\
\frac{\theta_1 \theta_9 \xi_{4,7} - \theta_2 \theta_6 \xi_{2,9} + \theta_9 \theta_{10} \xi_{15,16}}{2} &= 0, \\
\frac{\theta_1 \theta_8 \xi_{8,14} - \theta_2 \theta_7 \xi_{5,16} - \theta_9 \theta_{10} \xi_{2,11}}{2} &= 0, \\
\frac{\theta_1 \theta_{10} \xi_{10,15} + \theta_2 \theta_8 \xi_{6,13} - \theta_9 \theta_{10} \xi_{2,12}}{2} &= 0, \\
\frac{\theta_1 \theta_8 \xi_{3,15} + \theta_2 \theta_7 \xi_{2,14} - \theta_9 \theta_{10} \xi_{7,13}}{2} &= 0, \\
\frac{\theta_1 \theta_7 \xi_{3,14} - \theta_2 \theta_6 \xi_{2,15} - \theta_9 \theta_{10} \xi_{9,16}}{2} &= 0, \\
\frac{\theta_1 \theta_8 \xi_{5,9} + \theta_2 \theta_7 \xi_{10,11} - \theta_9 \theta_{10} \xi_{3,8}}{2} &= 0, \\
\frac{\theta_1 \theta_{10} \xi_{6,7} + \theta_2 \theta_8 \xi_{12,14} - \theta_9 \theta_{10} \xi_{3,10}}{2} &= 0, \\
\frac{\theta_1 \theta_9 \xi_{4,16} + \theta_2 \theta_6 \xi_{3,13} - \theta_9 \theta_{10} \xi_{5,12}}{2} &= 0, \\
\frac{\theta_1 \theta_8 \xi_{4,13} + \theta_2 \theta_7 \xi_{3,16} - \theta_9 \theta_{10} \xi_{6,11}}{2} &= 0, \\
\frac{\theta_1 \theta_7 \xi_{8,16} + \theta_2 \theta_6 \xi_{10,13} - \theta_9 \theta_{10} \xi_{5,14}}{2} &= 0, \\
\frac{\theta_1 \theta_6 \xi_{5,15} + \theta_2 \theta_7 \xi_{6,14} - \theta_9 \theta_{10} \xi_{7,12}}{2} &= 0, \\
\frac{\theta_1 \theta_7 \xi_{9,13} + \theta_2 \theta_6 \xi_{10,16} - \theta_9 \theta_{10} \xi_{7,11}}{2} &= 0.
\end{align*}
\]
In terms of the variables $t_{a,b}$ used in Proposition 4.15, the ideal generated by the Mumford relations in Equations (A.1) coincides with the ideal generated by the following equations whose coefficients are determined by the Rosenhain parameters of the genus-two curve $C$ in Equation (2.17):

\[(B.1)\]

\[
\begin{align*}
& t_{1,2} - t_{156,256} + t_{146,246} = 0, \\
& t_{1,3} - t_{156,356} + t_{146,446} = 0, \\
& (\lambda_2 - 1) t_{1,4} - t_{26,246} + t_{156,456} = 0, \\
& \lambda_4 t_{1,5} - t_{126,236} + t_{146,456} = 0, \\
& (\lambda_3 - \lambda_2) t_{1,6} + t_{256,346} - t_{246,356} = 0, \\
& t_{2,3} - t_{256,456} + t_{246,346} = 0, \\
& (\lambda_1 - 1) t_{2,4} - t_{26,246} + t_{256,456} = 0, \\
& \lambda_4 t_{2,5} - t_{126,156} + t_{246,456} = 0, \\
& (\lambda_1 - \lambda_2) t_{2,6} + t_{146,356} - t_{156,346} = 0, \\
& (\lambda_1 - 1) t_{3,4} - t_{36,146} + t_{356,456} = 0, \\
& \lambda_1 t_{3,5} - t_{136,156} + t_{346,456} = 0, \\
& (\lambda_1 - \lambda_2) t_{3,6} + t_{146,256} - t_{156,246} = 0, \\
& (\lambda_1 - \lambda_2) t_{4,5} - t_{146,156} + t_{246,356} = 0, \\
& (\lambda_2 - 1) (\lambda_1 - \lambda_2) t_{4,6} + t_{156,236} - t_{126,356} = 0, \\
& \lambda_2 (\lambda_1 - \lambda_2) t_{5,6} + t_{156,246} - t_{126,346} = 0, \\
& t_{1,126} - \lambda_3 t_{5,26} + (\lambda_1 - 1) t_{4,246} = 0, \\
& t_{1,126} - \lambda_3 t_{5,56} + (\lambda_1 - 1) t_{4,346} = 0, \\
& (\lambda_2 - 1) t_{1,146} - (\lambda_1 - 1) t_{2,246} + (\lambda_1 - \lambda_2) t_{3,456} = 0, \\
& t_{1,2} - \lambda_3 t_{5,156} + (\lambda_1 - 1) t_{4,146} = 0, \\
& t_{1,3} + t_{3,46} - t_{1,356} = 0, \\
& t_{1,3} + t_{3,26} - t_{1,256} = 0, \\
& (\lambda_2 - 1) t_{1,46} + t_{5,26} - t_{5,356} = 0, \\
& t_{1,2} - \lambda_3 t_{3,256} + t_{3,146} = 0, \\
& (\lambda_1 - 1) t_{2,46} + t_{1,156} - t_{5,136} = 0, \\
& (\lambda_1 - 1) t_{2,36} + t_{1,256} - t_{5,236} = 0, \\
& (\lambda_1 - 1) t_{2,36} + t_{1,256} - t_{5,236} = 0, \\
& \lambda_3 t_{6,156} + t_{3,346} - t_{4,236} = 0, \\
& \lambda_3 t_{6,256} + t_{3,136} - t_{4,136} = 0, \\
& \lambda_3 t_{6,156} + t_{3,136} - t_{4,236} = 0, \\
& (\lambda_3 - \lambda_2) t_{6,256} + t_{3,136} - t_{4,236} = 0, \\
& (\lambda_1 - \lambda_3) t_{6,356} + t_{3,246} - t_{4,346} = 0, \\
& \lambda_3 t_{6,156} - \lambda_3 t_{3,346} + (\lambda_2 - 1) t_{3,146} = 0.
\end{align*}
\]