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We study the consistency of the decoupling limit of the generalized SU(2) Proca theory (GSU2P). Namely, we study the healthiness of those terms whose analysis in the scalar limit was not originally established in the reconstruction of the full theory (see the work by Gallego Cadavid et. al. [Phys. Rev. D 102, 104066 (2020)]). Those terms are the parity-violating $\tilde{L}^{1,4}_{2,2}$ and the parity-conserving beyond SU(2) Proca terms $L^{3,4}_{1,2}$ and $L^{4,4}_{1,2}$. Using the 3+1 Arnowitt-Deser-Misner formalism, we write down the kinetic Lagrangian of these terms in the decoupling limit and show that their corresponding kinetic matrices are degenerate. This degeneracy is a necessary condition for the propagation of the right number of degrees of freedom, as required by the primary constraint-enforcing relation. Interestingly, the $\tilde{L}^{1,4}_{1,2}$ term, which is purely non-Abelian, does not contribute to the kinetic Lagrangian of the theory, so its contribution is trivially degenerate. Similarly, but not trivially in these cases, the contributions of the $L^{3,4}_{1,2}$ and $L^{4,4}_{1,2}$ terms to the kinetic Lagrangian turn out to be degenerate as well. The results presented in this paper represent progress in the construction of the fully healthy GSU2P.
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I. INTRODUCTION

Lovelock's theorem [1, 2] gave us a very strong message: general relativity (GR) is the unique gravity theory in four dimensions, written in terms of the metric and up to its second-order derivatives, that is free of instabilities because its field equations are of second order. However, we always have in mind the possibility of modifying GR because it is an effective theory [3, 4] (unless it can be shown that it is non-perturbatively renormalizable [5–8]). Therefore, to construct modifications of gravity, we need to find a way to avoid Lovelock's theorem. And the way to avoid a theorem is by relaxing one or more of the hypotheses which it is laid on.

The literature on gravity theories is full of papers that break, in some way or the other, the body of hypotheses of Lovelock’s theorem. One of the taken avenues consists of adding more gravitational degrees of freedom in the form of scalar, fermion, vector, or rank-2 tensor fields. Perhaps, the most significant work in such a direction is that of Horndeski’s, who built in the 70’s the most general scalar-tensor field gravity theory whose field equations are second order [9]. Since then, the line of thought of this work has been followed in order to replace the scalar field either by: a vector field enjoying a U(1) gauge symmetry [10], multiple scalar fields [11–14] (the multi-Galileons theory), a vector field free of gauge symmetries [15–19] (the generalized Proca theory (GP)), or a vector field enjoying a global SU(2) symmetry [20–22] (the generalized SU(2) Proca theory (GSU2P)), among other possibilities [23].

All the previously mentioned theories follow the idea of producing second-order field equations, both in the full theory and in its decoupling limit, to avoid the Ostrogradski's instability [32]. This instability refers to the situation when there is no ground state in a physical system [33, 34]. However, the second-order nature of the field equations is just a sufficient, but not a necessary, condition to avoid the Ostrogradski’s instability. Indeed, it was later recognized that such an instability, which is intimately connected to the propagation of unphysical degrees of freedom, could be appropriately removed by imposing a high enough number of constraints in the Hamiltonian that are conserved in time (following Dirac’s Hamiltonian constraints algorithm [35, 36]). The key, therefore, was the kinetic matrix whose degeneracy becomes the primary constraint-enforcing relation. Thus, several theories of higher-order nature were born: the beyond Horndeski theory [37–39], the extended scalar-tensor theory (or degenerate higher-order scalar-tensor theory (DHOST) [39–42]), the beyond Proca theory [43–44], the beyond SU(2) Proca theory [20], the extended vector-tensor theory [45], and the extended SU(2) Proca theory [46].

It is very important to highlight that the full versions of the GP and the GSU2P are degenerate by construction to suppress the propagation of a fourth degree of freedom in the vector field [20] (incompatible with the Poincaré group representations). Additionally, the decoupling limit of the GP as well as the same limit of most of the Lagrangian pieces that compose the GSU2P follow the idea of producing second-order field equations.

The GSU2P was built in Ref. [21], implementing the degeneracy constraint for the propagation of the right number of degrees of freedom. This constraint, however, is not the end of the story: the constraints algebra can be multi-dimensional which means that a gravity theory must be constructed by having in mind that the other $n − 1$ constraints, $n$ being the dimension of the constraints algebra, must be satisfied as well. Unfortunately, neither the GP nor the GSU2P was constructed by having in mind this consideration. Indeed, Refs. [47, 48] showed that, for Maxwell-Proca theories, the constraints algebra is two-dimensional. The secondary constraint turned out to be trivially satisfied by the already constructed GP but not by the GSU2P. A delicate analysis of the GSU2P constructed in Ref. [21] revealed that many terms were discarded as redundant via total derivatives in the Lagrangian that did not satisfy the secondary constraint. Of course, this ruined the entire construction, forcing the rebuilding of the theory from scratch. This was properly done in Ref. [20] with the additional advantage of getting the beyond SU(2) Proca terms following the technique devised in Ref. [44]. The reconstructed GSU2P in Ref. [20] is composed of fourteen Lagrangian pieces, eight of them being parity conserving, other five being parity violating, and the other one being a mixture of both parity-conserving and parity-violating terms. The terms belonging to the beyond SU(2) Proca theory are included in this list, they being five of the fourteen, two parity conserving and three parity violating. The decoupling limits were analyzed for the fourteen pieces, and it was found that eleven of them either vanish or lead to second-order field equations for the scalar fields representing the longitudinal modes of the vector fields. The remaining three pieces: the purely non-Abelian [1] and parity-violating $c_{1,2}$ and the two parity-conserving beyond SU(2) Proca terms $c_{4,2,1/2}$ lead to higher-order field equations that put their healthiness into question. The purpose of this paper is to check whether the decoupling limits of $c_{4,2,1/2}$, $c_{1,2}$, and $c_{1,2}$...
\( \mathcal{L}_{4,2} \) satisfy the degeneracy condition and, therefore, implement the primary constraint. As we will see, the answer is positive: they do pass the test.

The layout of the paper is as follows. In Section II, we present the decoupling limits of the three Lagrangian pieces under consideration. In Section III, we briefly review the 3+1 Arnowitt-Deser-Misner (ADM) decomposition (see Ref. 19) in the decoupling limit for a general Lagrangian containing an SU(2) vector field \( B^\mu \). Then, we perform a basis transformation in order to simplify the kinetic Lagrangian and block-diagonalize the corresponding kinetic matrix. In Section IV, we apply the former procedure to each of the Lagrangian pieces of interest. Here, we set the Latin alphabet label the internal SU(2) group indices. On the other hand, the letters \( i, j \) and \( k \) are used to label the vectors in the two basis introduced in the text; all these Latin indices run from 1 to 3. The sign convention is the \((+++\)) according to Misner, Thorne, and Wheeler [50]. We set \( B^a_B^a B^\mu B^\nu \equiv B^a \cdot B^\nu \equiv B^2 \).

II. THE GSU2P

As discussed in the introduction, the GSU2P is composed of fourteen Lagrangian pieces that propagate the right number of degrees of freedom (three among four for a vector field) and produce second-order field equations for the vector fields. It is described by the following action4 (to see complete details about its construction, see Ref. 20):

\[
S = \int d^4 x \sqrt{-g} \left( \mathcal{L}_{E-H} + \mathcal{L}_2 + \alpha_{4,0} \mathcal{L}_{4,0} + \mathcal{L}_{4,2} + \frac{\alpha_{5,0} L^5}{m_P^2} \right),
\]

where

\[
\mathcal{L}_{E-H} = \frac{m_P^2}{2} R,
\]
\[
\mathcal{L}_2 = \mathcal{L}_2(A_{\mu}^{a}, B_{\mu}^{a}),
\]
\[
\mathcal{L}_{4,0} = G_{\mu \nu} B^{\mu a} B^{\nu a},
\]
\[
\mathcal{L}_{4,2} \equiv \sum_{i=1}^{6} \frac{\alpha_i}{m_P^2} \mathcal{L}_{4,2}^i + \sum_{i=1}^{5} \frac{\tilde{\alpha}_i}{m_P^2} \tilde{\mathcal{L}}_{4,2}^i,
\]
\[
\tilde{\mathcal{L}}_{5,0} \equiv B^{\nu a} R^{\nu}_{\mu \rho \sigma} B_a^{b} A^{\mu \nu \rho \sigma \epsilon_{abc}},
\]

and

\[
\mathcal{L}_{4,2}^1 = (B_b \cdot B^b)[S_{\mu a}^{\mu b} S_{\alpha a}^{\nu b} - S_{\mu a}^{\mu b} S_{\nu a}^{\nu b}] + 2(B_a \cdot B_b)[S_{\mu a}^{\mu b} S_{\nu a}^{\nu b} - S_{\nu a}^{\mu b} S_{\mu a}^{\nu b}],
\]
\[
\mathcal{L}_{4,2}^2 = A_{\mu \sigma} B_{\nu a} B^{\nu b} B_a^{a} - A_{\mu \sigma} S_{\nu a}^{\nu b} B_a^{b} + A_{\mu \nu} S_{\rho a}^{\rho b} B_a^{b} + A_{\mu \nu} S_{\rho a}^{\nu b} B_a^{b},
\]
\[
\mathcal{L}_{4,2}^3 = B_{\mu a} R_{\sigma \rho a}^{\sigma \rho} B_a^{a} B^{b} B^{a} + \frac{3}{2} (B_b \cdot B^b)(B_a \cdot B_a) R,
\]
\[
\mathcal{L}_{4,2}^4 = [(B_b \cdot B^b)(B_a \cdot B_a) + 2(B_a \cdot B_b)(B_a \cdot B_b)] R,
\]
\[
\mathcal{L}_{4,2}^5 = G_{\mu \nu} B^{\mu a} B_a^{b} (B^{b} \cdot B_a),
\]
\[
\mathcal{L}_{4,2}^6 = G_{\mu \nu} B^{\mu a} B^{b} (B^b \cdot B_a),
\]
\[
\tilde{\mathcal{L}}_{4,2}^1 = -2A_{\mu \rho} S_{\nu a}^{\nu b} B_a^{a} B_{\beta b} \epsilon^{\nu \sigma \alpha \beta} + S_{\mu a}^{\mu b} S_{\alpha b}^{\nu b} B_a^{a} B_{\beta b} \epsilon^{\nu \sigma \alpha \beta},
\]
\[
\tilde{\mathcal{L}}_{4,2}^2 = A_{\mu \rho} S_{\nu a}^{\nu b} B_a^{a} B_{\beta b} \epsilon^{\nu \sigma \alpha \beta} - A_{\nu a}^{\nu b} S_{\rho a}^{\nu b} B_a^{a} B_{\beta b} + A_{\nu a}^{\nu b} S_{\rho b}^{\nu b} B_a^{b} B_{\beta a},
\]
\[
\tilde{\mathcal{L}}_{4,2}^3 = B_b^{a} R_{\sigma \rho a}^{\sigma \rho} B_{\alpha a}^{b} (B_a \cdot B_b) \epsilon^{\mu \sigma \alpha \beta},
\]
\[
\tilde{\mathcal{L}}_{4,2}^4 = B_{\beta a} R_{\sigma \rho a}^{\sigma \rho} B_{\alpha a}^{b} (B^b \cdot B_b) \epsilon^{\mu \sigma \alpha \beta}.
\]

4 The conventions have been changed a bit with respect to those in Ref. 20 to increase clarity: there, the symbol \( A \) has been employed to denote both the vector field and the antisymmetric part of twice its covariant derivative; here, the symbol \( A \) is reserved for the mentioned antisymmetric part while the symbol \( B \) now denotes the vector field.
In these expressions, $g$ is the determinant of the metric, $m_P$ is the reduced Planck mass, $R$ is the Ricci scalar, $B_\mu^a$ is the vector field that belongs to the Lie algebra of the SU(2) group, $A_{\mu}^{a} \equiv \nabla_{\mu} B_{\mu}^{a} - \nabla_{\nu} B_{\mu}^{a}$ is the Abelian version of the non-Abelian gauge-field strength tensor $F_{\mu\nu}^{a}$ where $\nabla_{\mu}$ is the space-time covariant derivative operator, $S_{\mu\nu}^{a} \equiv \nabla_{\mu} B_{\nu}^{a} + \nabla_{\nu} B_{\mu}^{a}$ is the symmetric version of $A_{\mu}^{a}$, $G_{\mu\nu}$ is the Riemann tensor, $\tilde{A}_{\mu}^{a} \equiv \frac{1}{2} \epsilon^{\alpha\mu\rho\sigma} A_{\rho\sigma a}$ is the Hodge dual of $A_{\mu}^{a}$, $\epsilon_{abc}$ is the structure-constant tensor of the SU(2) group, $\alpha_{4,0}$, $\alpha_{5,0}$, $\alpha_{i}$, and $\tilde{\alpha}_{i}$ are arbitrary dimensionless constants, and $\epsilon^{\mu\nu\rho\sigma}$ is the Levi-Civita tensor of the space-time manifold. It is worth noting that those Lagrangians with a tilde on top explicitly violate parity while those without a tilde do not. The exception is $L_4$, which is an arbitrary function of $A_{\mu}^{a}$ and $B_{\mu}^{a}$, i.e., it can be any scalar built from contractions of the latter two objects with the metric and Levi-Civita tensors of the space-time and SU(2) group manifolds and, therefore, may include both parity-conserving and parity-violating terms.

Eleven of the Lagrangians in Eqs. (2)-(6) present decoupling limits that either vanish or produce second-order field equations and, therefore, would give way to the Ostrogradski’s instability if they are non-degenerate.

Two of the latter are parity-conserving beyond SU(2) Proca terms and are present in Eq. (7):

\[ L_{4,2}^{3} \equiv B^{\mu a} R^{\alpha}_{\quad \alpha a B} B^{\mu b} B^{\sigma}_{\quad \beta b} + \frac{3}{4} (B_{b} \cdot B_{a}) (B^{a} \cdot B_{a}) R , \]

and

\[ L_{4,2}^{4} \equiv [(B_{b} \cdot B_{a}) (B^{a} \cdot B_{a}) + 2 (B_{b} \cdot B_{a}) (B^{a} \cdot B^{b})] R . \]

The other Lagrangian piece is the purely non-Abelian and parity-violating term which is present in Eq. (8):

\[ L_{4,2}^{1} \equiv -2 A_{\mu}^{a} S_{\mu}^{\beta a b} B_{\alpha a} B_{\beta b} \epsilon^{\nu a \sigma \beta} + S_{\mu}^{a} S_{\mu}^{a b} B_{\alpha a} B_{\beta b} \epsilon^{a \sigma \alpha \beta} . \]

We now proceed to write these three Lagrangian pieces in their decoupling limits in order to study the healthiness of their longitudinal modes.

### A. Decoupling limit

The decoupling limit of the GSU2P is found by using the replacement $B_{\mu}^{a} \to \nabla_{\mu} \phi^{a}$, with $\phi^{a}$ being a scalar field living in the adjoint representation of the SU(2) group. Nonetheless, to simplify the calculations, instead of using the decoupling limits of the beyond SU(2) Proca Lagrangian pieces in Eqs. (9) and (10), we will use their equivalent forms in the decoupling limit given, respectively, by:

\[ L_{4,2}^{3} \bigg|_{sl} = \frac{1}{4} [3 L_{4}^{11} + 3 L_{4}^{11} - 4 L_{4}^{12} - 2 L_{4}^{13} - 3 L_{4}^{14} - 3 L_{4}^{15} + 4 L_{4}^{16} + L_{4}^{17} + L_{4}^{18}] , \]

and

\[ L_{4,2}^{4} \bigg|_{sl} = -2 [- L_{4}^{10} - 2 L_{4}^{11} + L_{4}^{12} + 2 L_{4}^{13} + L_{4}^{14} + 2 L_{4}^{15} - L_{4}^{16} - L_{4}^{17} - L_{4}^{18}] , \]

\[ \text{(12)} \]

\[ \text{(13)} \]

\[ \text{(12)} \]

\[ \text{(13)} \]

5 For more details, see Eqs. (52), (56), (62), (63), and (66) of Ref. [20]
where the $\mathcal{L}_i^4$ are given by the corresponding decoupling limits of the following Lagrangians (see Ref. [20]):

\begin{align*}
\mathcal{L}^1_4 &= A^a_{\mu \nu} S^b_{\sigma a} B^\nu B^\sigma, \\
\mathcal{L}^2_4 &= A^a_{\mu \nu} S^b_{\gamma a} B^\nu B^\gamma, \\
\mathcal{L}^3_4 &= A^a_{\mu \nu} S^b_{\alpha a} B^\nu B^\alpha, \\
\mathcal{L}^4_4 &= A^a_{\mu \nu} S^b_{\omega a} B^\nu B^\omega, \\
\mathcal{L}^5_4 &= A^a_{\mu \nu} S^b_{\rho a} B_{\omega a} B_{\beta \epsilon \mu \sigma \alpha \beta}, \\
\mathcal{L}^6_4 &= A^a_{\mu \nu} S^b_{\sigma a} B_{\alpha a} B_{\beta \epsilon \mu \sigma \alpha \beta}, \\
\mathcal{L}^7_4 &= A^a_{\mu \nu} S^b_{\rho a} B_{\beta c} B_{\epsilon \mu \sigma \beta}, \\
\mathcal{L}^8_4 &= A^a_{\mu \nu} S^b_{\rho a} B_{\beta c} B_{\epsilon \mu \sigma \beta}, \\
\mathcal{L}^9_4 &= A^a_{\mu \nu} S^b_{\rho a} B_{\omega a} B_{\beta \epsilon \mu \sigma \alpha \beta}, \\
\mathcal{L}^{10}_4 &= S^a_{\mu \alpha} S^b_{\rho a} (B^\epsilon \cdot B_c), \\
\mathcal{L}^{11}_4 &= S^a_{\mu \alpha} S^b_{\beta a} (B_a \cdot B_b), \\
\mathcal{L}^{12}_4 &= S^a_{\mu \alpha} S^b_{\beta a} B^\gamma (B^\sigma_c), \\
\mathcal{L}^{13}_4 &= S^a_{\mu \alpha} S^b_{\beta a} B^\sigma_c B^\gamma, \\
\mathcal{L}^{14}_4 &= S^a_{\mu \nu} S^b_{\alpha a} (B^\epsilon \cdot B_c), \\
\mathcal{L}^{15}_4 &= S^a_{\mu \nu} S^b_{\beta a} (B_a \cdot B_b), \\
\mathcal{L}^{16}_4 &= S^a_{\mu \nu} S^b_{\alpha a} B^\gamma (B^\sigma_c), \\
\mathcal{L}^{17}_4 &= S^a_{\mu \nu} S^b_{\beta a} B^\sigma_c B^\gamma, \\
\mathcal{L}^{18}_4 &= S^a_{\mu \nu} S^b_{\gamma a} B^\epsilon (B^\alpha), \\
\mathcal{L}^{19}_4 &= S^a_{\mu \nu} S^b_{\rho a} B_{\omega a} B_{\beta \epsilon \mu \sigma \alpha \beta}.
\end{align*}

(14)

It is worth mentioning that, in Eqs. (12) and (13), we have neglected terms proportional to the Einstein tensor $G_{\mu \nu}$, to $\mathcal{L}^2_4$ in Eq. (7), and to

\begin{align*}
\mathcal{L}^{1,h}_{4,k} &= \frac{1}{4} (B_\beta \cdot B^b) [S^a_{\rho a} S^b_{\epsilon a} - S^a_{\nu a} S^b_{\mu a} - R(B^a \cdot B_a)] + \frac{1}{2} (B_a \cdot B_b) [S^a_{\mu a} S^b_{\nu b} - S^a_{\nu a} S^b_{\mu b} - R(B^a \cdot B_b)],
\end{align*}

(see Eq. (57) of Ref. [20]), since they are healthy in the decoupling limit.

Thus, in the decoupling limit, the beyond SU(2) Proca terms in Eqs. (12) and (13) can be written, respectively, as

\begin{align*}
\mathcal{L}^3_{4,2} &= 3 \left( \nabla_\alpha \phi \cdot \nabla_\alpha \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) + 3 \left( \nabla_\alpha \phi \cdot \nabla_\alpha \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) + 3 \left( \nabla_\alpha \phi \cdot \nabla_\alpha \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) + 3 \left( \nabla_\alpha \phi \cdot \nabla_\alpha \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \\
&- 4 \left( \nabla_\alpha \phi \cdot \nabla_\alpha \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) - 2 \left( \nabla_\alpha \phi \cdot \nabla_\alpha \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \\
&+ \left( \nabla_\alpha \phi \cdot \nabla_\alpha \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) + 4 \left( \nabla_\alpha \phi \cdot \nabla_\alpha \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \\
&+ \left( \nabla_\alpha \phi \cdot \nabla_\alpha \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) - 3 \left( \nabla_\alpha \phi \cdot \nabla_\alpha \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \\
&- 3 \left( \nabla_\alpha \phi \cdot \nabla_\alpha \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right),
\end{align*}

(15)

and

\begin{align*}
\mathcal{L}^4_{4,2} &= 16 \left( \nabla_\alpha \phi \cdot \nabla_\alpha \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) + 8 \left( \nabla_\alpha \phi \cdot \nabla_\alpha \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \\
&- 8 \left( \nabla_\alpha \phi \cdot \nabla_\alpha \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) - 16 \left( \nabla_\alpha \phi \cdot \nabla_\alpha \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \\
&+ 8 \left( \nabla_\alpha \phi \cdot \nabla_\alpha \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \\
&+ 8 \left( \nabla_\alpha \phi \cdot \nabla_\alpha \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \\
&- 8 \left( \nabla_\alpha \phi \cdot \nabla_\alpha \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right) \left( \nabla_\mu \nabla_\nu \phi \right).
\end{align*}

(16)
For the term $\tilde{L}_{4,2}$, we have the following expression for the decoupling limit:

$$
\tilde{L}_{4,2}^{\text{sl}} |_{\text{sl}} = 4 \epsilon_{\alpha\beta\rho\sigma} (\nabla^\alpha \phi^a) (\nabla^\beta \phi^b) (\nabla^\rho \nabla^\lambda \phi_a) (\nabla^\sigma \nabla^\chi \phi_b).
$$

(17)

The purpose of the following sections is to study the degeneracy of the kinetic matrices associated to the decoupling-limit Lagrangians shown in Eqs. (15)–(17). To do this, we follow the procedure described in Ref. [46] employing the 3 + 1 ADM formalism [49].

### III. 3+1 DECOMPOSITION

To study the degeneracy properties of a general Lagrangian containing an SU(2) vector field $B_\mu^a$ in the decoupling limit, we introduce an auxiliary field $Z^a_\mu$ which leads to an action with first-order derivatives only. Therefore, we write $Z^a_\mu \equiv \nabla_\mu \phi^a$ not to confuse the auxiliary field with the original field $B_\mu^a$. Then, we split the time derivatives from the spatial ones using the covariant 3+1 decomposition of the spacetime [39, 45, 46]. To do so, we introduce a time-like unit vector $n^\mu$ normal to the spatial hypersurfaces $\Sigma$. This foliation induces a three-dimensional metric $h_{\mu\nu} \equiv g_{\mu\nu} + n_\mu n_\nu$ on the spatial hypersurfaces $\Sigma$. Thus, the SU(2) field $Z^a_\mu$ can be decomposed as

$$
Z^a_\mu = -Z^i_\nu n_\mu + \dot{Z}^a_\mu,
$$

(18)

where $Z^a_\mu = n^i Z^a_\nu$ and $\dot{Z}^a_\mu = h^a_\mu Z^a_\nu$ are the normal and spatial projections of $Z^a_\mu$, respectively. The “time derivative” of any spatial tensor, denoted by a dot, is defined as the spatial projection of its Lie derivative with respect to the time direction vector $t^\mu \equiv \partial / \partial t$, the latter being associated with a time coordinate $t$ that labels the slicing of space-like hypersurfaces.

Now, using the above definitions, a kinetic Lagrangian consisting of SU(2) vectors in the decoupling limit can be written in terms of $Z^a_\mu$ and the extrinsic curvature $K_{\mu\nu}$ only as

$$
\mathcal{L}_{\text{kin}} = \tilde{A}_{ab} \dot{Z}^a_\mu Z^b_\nu + \tilde{f}^{\alpha\beta\rho\sigma} K_{\alpha\beta} K_{\rho\sigma} + 2 \tilde{c}^{\alpha\beta} \dot{Z}^a_\mu K_{\alpha\beta}.
$$

(19)

This kinetic Lagrangian does not depend on $\dot{Z}^a_\mu$, which can be removed via the relation $\nabla_\mu Z^a_\nu = \nabla_\nu Z^a_\mu$. In general, this action can be written in a matrix form as follows:

$$
\mathcal{L}_{\text{kin}} = \left[ \dot{Z}^a_\mu, K_{\rho\sigma} \right] \left[ \tilde{A}_{ab}, \tilde{c}^{\alpha\beta}, \tilde{f}^{\alpha\beta\rho\sigma}, K_{\alpha\beta} \right] \left[ \dot{Z}^b_\nu, \dot{Z}^a_\mu \right].
$$

(20)

Our first task is to calculate the determinant of the kinetic matrix given in Eq. (20). We will diagonalize the three resulting matrices in Eq. (20), at least partially, by performing two basis transformations. In the next section, with the block-diagonal matrix, it will be easier to calculate the determinant for each of the corresponding Lagrangians of interest.

#### A. Change of basis

Following the methodology outlined in Ref. [46], we introduce a pair of basis vectors: one for the internal SU(2) space and another one for the spatial hypersurface $\Sigma$. For the internal space, we have the set of basis vectors

$$
\{ W^a_i \} = \left\{ W^a_1 = \frac{Z^a_1}{Z^a_2}, W^a_2, W^a_3 \right\} \text{ fulfilling } W^a_i W^a_j = \delta^a_i.
$$

(21)

Notice that the $i$-index labels the vectors in the basis. On the hypersurfaces, we define three basis vectors $V^i_\mu$ orthogonal to $n^\mu$:

$$
\{ V^i_\mu \} = \left\{ V^i_1 = \frac{\dot{Z}^a_1}{|\dot{Z}^a_1|}, V^i_2, V^i_3 \right\} \text{ fulfilling } V^i_\mu V^i_\nu = \delta^i_j, V^i_\mu n^\mu = 0.
$$

(22)

To avoid confusion, we follow the notation of Ref. [46] in the decoupling-limit case throughout this paper.
where again the \(i\)-index in the \(V_{ij}^k\) corresponds to the labeling of the three basis vectors.

Thus, using the two bases in Eqs. (21) and (22), we can now decompose the vector field \(Z^a_\mu\) as

\[
Z^a_\mu = \tilde{Z}^i_\mu W^i_a \quad \text{and} \quad \dot{Z}^a_\mu = \dot{\tilde{Z}}^k_\mu W^a_k,
\]

where \(i, j, k\) run from 1 to 3. Following Ref. [46], from now on, we set \(\tilde{Z}^i_\mu = 0\) for \(i \neq 1\).

Finally, we define six independent symmetric matrices \((U^I_{\mu\nu}, I = 1, ..., 6)\):

\[
U^1_{\mu\nu} \equiv V^1_{\mu\nu}, \quad U^2_{\mu\nu} \equiv \frac{1}{\sqrt{2}}(h_{\mu\nu} - U^1_{\mu\nu}), \quad U^3_{\mu\nu} \equiv \frac{1}{\sqrt{2}}(V^2_{\mu\nu} - V^3_{\mu\nu}),
\]

\[
U^4_{\mu\nu} \equiv \frac{1}{\sqrt{2}}(V^2_{\mu\nu} + V^3_{\mu\nu}), \quad U^5_{\mu\nu} \equiv \frac{1}{\sqrt{2}}(V^1_{\mu\nu} + V^3_{\mu\nu}), \quad U^6_{\mu\nu} \equiv \frac{1}{\sqrt{2}}(V^3_{\mu\nu} + V^3_{\mu\nu}),
\]

such that \(K_{\mu\nu}\) can be decomposed as \(K_{\mu\nu} = K_I U^I_{\mu\nu}\) [46].

With all the previous definitions, we can rewrite the kinetic Lagrangian in Eq. (20) as

\[
\mathcal{L}_{\text{kin}} = \left( \begin{array}{c} \tilde{u}_1^T \\ \tilde{u}_2^T \end{array} \right) \left( \begin{array}{cc} M_1 & 0 \\ 0 & M_2 \end{array} \right) \left( \begin{array}{c} \tilde{u}_1 \\ \tilde{u}_2 \end{array} \right),
\]

where the vector components are \(\tilde{u}_1 \equiv (\dot{Z}^1_\mu, \dot{Z}^2_\mu, \dot{Z}^3_\mu, K_1, K_2)\) and \(\tilde{u}_2 \equiv (K_5, K_6, K_7, K_8)\).

Hence, by performing the outlined change of basis, we have been able to partially diagonalize the kinetic matrix. In this form, it will be easier to calculate its determinant.

## IV. DETERMINANT OF THE KINETIC MATRICES

We calculate in this section the kinetic matrix determinant for each of the three relevant Lagrangian pieces discussed in the introduction. In the process, we show explicitly the entries of the kinetic matrices given by Eqs. (20) and (23) corresponding to the matrices before and after the change of basis, respectively.

### A. Kinetic Lagrangian for \(L_{4,2}^3\) \(\mid_{\text{sl}}\)

Let us begin with the Lagrangian piece \(L_{4,2}^3\) \(\mid_{\text{sl}}\). In this case, the elements in the matrix of Eq. (20) are given by

\[
\tilde{A}_{\alpha\beta} \equiv 0,
\]

\[
\tilde{F}_{\alpha\beta\rho\sigma} = -4 \tilde{Z}_B \tilde{Z}_A - \left( \tilde{Z}_B \tilde{Z}_A + \tilde{Z}_B \tilde{Z}_A \right) Z_{6a} + 6 \left( \tilde{Z}^2 - Z_A^2 \right) Z_{6a} h^{\alpha\sigma} + 6 \tilde{Z}_B \tilde{Z}_A Z_{6a} h^{\alpha\sigma},
\]

and

\[
\tilde{F}_{\alpha\beta\rho\sigma} = -5 \tilde{Z}_B \tilde{Z}_A - Z^2 \tilde{Z}_B Z_{6a} - \left( \tilde{Z}_B \tilde{Z}_A + \tilde{Z}_B \tilde{Z}_A \right) Z_{6a} h^{\alpha\sigma} - 3 \tilde{Z}_B \tilde{Z}_A h^{\alpha\sigma} - \tilde{Z}_B \tilde{Z}_A h^{\alpha\sigma} - Z^2 \tilde{Z}_B h^{\alpha\sigma} - Z^2 \tilde{Z}_A h^{\alpha\sigma} - Z^2 h^{\alpha\sigma} - \frac{5}{2} \tilde{Z}_B \tilde{Z}_A - \tilde{Z}_B \tilde{Z}_A h^{\alpha\sigma} - Z^2 \tilde{Z}_B h^{\alpha\sigma} - Z^2 \tilde{Z}_A h^{\alpha\sigma} - \frac{5}{2} \tilde{Z}_B \tilde{Z}_A h^{\alpha\sigma} + \frac{5}{2} \tilde{Z}_B \tilde{Z}_A h^{\alpha\sigma} + \frac{5}{2} \tilde{Z}_B \tilde{Z}_A h^{\alpha\sigma} + \frac{5}{2} \tilde{Z}_B \tilde{Z}_A h^{\alpha\sigma} + \frac{5}{2} \tilde{Z}_B \tilde{Z}_A h^{\alpha\sigma} + \frac{5}{2} \tilde{Z}_B \tilde{Z}_A h^{\alpha\sigma} + \frac{5}{2} \tilde{Z}_B \tilde{Z}_A h^{\alpha\sigma}.
\]

(28)
Now, after the change of basis in Sec. [III A] we get the structure given in Eq. (25) with the submatrices

$$\mathcal{M}_1 = \begin{pmatrix} 0 & 0 & 0 & \tilde{C}_1 & \tilde{C}_2 \\ 0 & 0 & 0 & \tilde{C}_3 & \tilde{C}_4 \\ 0 & 0 & 0 & \tilde{C}_5 & \tilde{C}_6 \\ \tilde{C}_1 & \tilde{C}_3 & \tilde{C}_5 & \tilde{F}_1 & \tilde{F}_2 \\ \tilde{C}_2 & \tilde{C}_4 & \tilde{C}_6 & \tilde{F}_2 & \tilde{F}_3 \end{pmatrix} , \quad (29)$$

and

$$\mathcal{M}_2 = \begin{pmatrix} \tilde{\mathcal{F}}_4 & 0 & 0 & 0 \\ 0 & \tilde{\mathcal{F}}_4 & 0 & 0 \\ 0 & 0 & \tilde{\mathcal{F}}_5 & 0 \\ 0 & 0 & 0 & \tilde{\mathcal{F}}_5 \end{pmatrix} , \quad (30)$$

where each entry of these submatrices is given in the Appendix [A].

From the form of $\mathcal{M}_1$, it is easy to check that its determinant is zero. Thus, the $\mathcal{L}_{4,2}^{\frac{1}{2}}_{\text{lag}}$ Lagrangian is degenerate.

**B. Kinetic Lagrangian for $\mathcal{L}_{4,2}^{\frac{1}{2}}_{\text{lag}}$**

In a similar way, the $\mathcal{L}_{4,2}^{\frac{1}{2}}_{\text{lag}}$ Lagrangian generates the following kinetic matrix elements:

$$\tilde{A}_{ab} \equiv 0 , \quad (31)$$

$$\tilde{c}_{a}^{\rho \sigma} \equiv -8 \tilde{Z}^{b \rho} \tilde{Z}_{b}^{a} \tilde{Z}^{c \sigma} Z_{sa} - 8 \left( \tilde{Z}^{b \rho} \tilde{Z}_{b}^{a} \tilde{Z}^{c \sigma} \right) Z_{sa} + \left( 16 \tilde{Z}^{2} - 24 \tilde{Z}_{a}^{2} \right) Z_{sa} h^{\rho \sigma} + 32 \tilde{Z}^{b} \tilde{Z}_{b}^{a} Z_{sa} h^{\rho \sigma} , \quad (32)$$

and

$$\tilde{F}^{a \beta \rho \sigma} \equiv -8 \tilde{Z}^{a \lambda} \tilde{Z}_{a \lambda}^{b} \tilde{Z}^{c \rho} \tilde{Z}_{c}^{b} \tilde{Z}^{d \sigma} - 8 \tilde{Z}^{a \lambda} \tilde{Z}_{a \lambda}^{b} \tilde{Z}^{c \rho} \tilde{Z}_{c}^{b} \tilde{Z}^{d \sigma} - 8 \tilde{Z}^{a \lambda} \tilde{Z}_{a \lambda}^{b} \tilde{Z}^{c \rho} \tilde{Z}_{c}^{b} \tilde{Z}^{d \sigma} + 4 Z_{a}^{b} \tilde{Z}_{a}^{c} \tilde{Z}_{c}^{d} \tilde{Z}^{b \sigma} h^{a \beta}$$

$$+ 8 \tilde{Z}^{b} \tilde{Z}_{b}^{a} \tilde{Z}^{c \rho} \tilde{Z}_{c}^{b} \tilde{Z}^{d \sigma} + 4 \left( \tilde{Z}^{2} - Z_{a}^{2} \right) \tilde{Z}^{b} \tilde{Z}^{c \rho} h^{a \beta} + 8 \tilde{Z}^{a \lambda} \tilde{Z}_{a \lambda}^{b} \tilde{Z}^{c \rho} \tilde{Z}_{c}^{b} h_{a \rho} - 8 \tilde{Z}^{a \lambda} \tilde{Z}_{a \lambda}^{b} \tilde{Z}^{c \rho} \tilde{Z}_{c}^{b} h_{a \rho} + 4 \left( \tilde{Z}^{2} - Z_{a}^{2} \right) \tilde{Z}^{b} \tilde{Z}^{c \rho} h^{a \beta}$$

$$+ 8 \tilde{Z}^{a \lambda} \tilde{Z}_{a \lambda}^{b} \tilde{Z}^{c \rho} \tilde{Z}_{c}^{b} h_{a \rho} - 8 \tilde{Z}^{a \lambda} \tilde{Z}_{a \lambda}^{b} \tilde{Z}^{c \rho} \tilde{Z}_{c}^{b} h_{a \rho} + 4 \left( \tilde{Z}^{2} - Z_{a}^{2} \right) \tilde{Z}^{b} \tilde{Z}^{c \rho} h^{a \beta}$$

$$+ 8 \tilde{Z}^{a \lambda} \tilde{Z}_{a \lambda}^{b} \tilde{Z}^{c \rho} \tilde{Z}_{c}^{b} h_{a \rho} - 8 \tilde{Z}^{a \lambda} \tilde{Z}_{a \lambda}^{b} \tilde{Z}^{c \rho} \tilde{Z}_{c}^{b} h_{a \rho} + 12 Z_{a}^{2} h^{a \rho} h^{\beta \sigma} + 12 Z_{b}^{2} h^{\beta \sigma} h_{a \beta} - 8 \tilde{Z}^{a \lambda} \tilde{Z}_{a \lambda}^{b} \tilde{Z}^{c \rho} \tilde{Z}_{c}^{b} h_{a \rho}$$

$$+ 16 \tilde{Z}^{a \lambda} \tilde{Z}_{a \lambda}^{b} \tilde{Z}^{c \rho} \tilde{Z}_{c}^{b} h_{a \rho} . \quad (33)$$

Now, after the change of basis in Sec. [III A] we get the structure given in Eq. (25) with the submatrices

$$\tilde{\mathcal{N}}_1 = \begin{pmatrix} 0 & 0 & 0 & \tilde{\mathcal{C}}_{7} & \tilde{\mathcal{C}}_{8} \\ 0 & 0 & 0 & \tilde{\mathcal{C}}_{9} & \tilde{\mathcal{C}}_{10} \\ 0 & 0 & 0 & \tilde{\mathcal{C}}_{11} & \tilde{\mathcal{C}}_{12} \\ \tilde{\mathcal{C}}_{7} & \tilde{\mathcal{C}}_{9} & \tilde{\mathcal{C}}_{11} & \tilde{\mathcal{F}}_{6} & \tilde{\mathcal{F}}_{7} \\ \tilde{\mathcal{C}}_{8} & \tilde{\mathcal{C}}_{10} & \tilde{\mathcal{C}}_{12} & \tilde{\mathcal{F}}_{7} & \tilde{\mathcal{F}}_{8} \end{pmatrix} , \quad (34)$$

and

$$\tilde{\mathcal{N}}_2 = \begin{pmatrix} \tilde{\mathcal{F}}_{9} & 0 & 0 & 0 \\ 0 & \tilde{\mathcal{F}}_{9} & 0 & 0 \\ 0 & 0 & \tilde{\mathcal{F}}_{10} & 0 \\ 0 & 0 & 0 & \tilde{\mathcal{F}}_{10} \end{pmatrix} . \quad (35)$$
where each entry of these submatrices is given in Appendix \[B\].

From the form of $\mathcal{M}_1$, we conclude again that $\det \mathcal{M}_1 = 0$ and, hence, the $\mathcal{L}^1_{4,2}|_{al}$ Lagrangian is also degenerate.

\section{Kinetic Lagrangian for $\mathcal{L}^1_{4,2}|_{al}$}

In this case, we get

$$\mathcal{A}_{ab} \equiv 0,$$

(36)

and

$$\mathcal{F}^{\alpha \beta \rho \sigma} \equiv -\epsilon_{\mu \nu \lambda \gamma} \mathcal{Z}_c^{\mu} \mathcal{Z}_b^{\nu} \mathcal{Z}_b^{\delta} \mathcal{Z}_b^{\epsilon} \mathcal{Z}_c^{\rho} \mathcal{Z}_c^{\sigma} \mathcal{Z}_c^{\lambda} \mathcal{Z}_c^{\gamma} - \epsilon_{\mu \nu \lambda \gamma} \mathcal{Z}_c^{\mu} \mathcal{Z}_c^{\nu} \mathcal{Z}_b^{\delta} \mathcal{Z}_c^{\rho} \mathcal{Z}_c^{\sigma} \mathcal{Z}_c^{\lambda} \mathcal{Z}_c^{\gamma}$$

(37)

Finally, after the change of basis in Sec. \[IIA\] we get the structure given in Eq. (25). For $\mathcal{L}^1_{4,2}|_{al}$, we get submatrices with zero in all the entries. Therefore, $\mathcal{L}^1_{4,2}|_{al}$ is trivially degenerate.

\section{CONCLUSIONS}

The GSU2P was built as a natural extension of the GP and, therefore, of the Horndeski theory to the case where the new gravitational degree of freedom is not only a vector field but one whose action enjoys a global SU(2) symmetry. Its construction requires the implementation of the algebra constraint-enforcing relations to avoid the propagation of a fourth degree of freedom in the vector field. It also requires its decoupling limit to be healthy, i.e., that it either produces second-order field equations for the longitudinal degrees of freedom or that the resulting action satisfies in turn a constraint algebra to avoid the propagation of unphysical scalar degrees of freedom. Among the fourteen Lagrangian pieces for the GSU2P constructed in Ref. \[20\], the decoupling limits of eleven of them were very easy to analyze, leading to the conclusion that they either vanish or produce second-order field equations. The other three were the subject of this paper because they produce higher-order field equations and, therefore, the analysis of their decoupling limits required the reconstruction of their kinetic matrices via a 3+1 ADM decomposition. The results are satisfactory because the decoupling limits of these Lagrangian pieces turn out to satisfy the degeneracy condition, which is the primary constraint-enforcing relation. This, in particular, is very reassuring since the parity-conserving beyond SU(2) Proca terms play an important role in the successful constant-roll inflationary scenario studied in Ref. \[51\]. Regarding the other members of the constraint algebra, it is not known whether they are satisfied. A definite answer to this question will only come with a dedicated and delicate Hamiltonian analysis, as was done for the DHOST in Ref. \[52\], which is not an easy task in curved spacetime.
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Appendix A: Kinetic matrix entries of $L_{4,2}^1 |_{sl}$

The kinetic matrix entries in Eq. (29) are given by

\[ \tilde{C}_1 \equiv \sqrt{Z_2^2} \left( \hat{Z}^2 + 2(\hat{Z}_1^1)^2 - 3Z_4^2 \right), \]

\[ \tilde{C}_2 \equiv 3\sqrt{2Z_2^2} \left( \hat{Z}^2 + (\hat{Z}_1^1)^2 - Z_4^2 \right), \]

\[ \tilde{C}_3 \equiv 2(\hat{Z}_1^1)(\hat{Z}_2^1)\sqrt{Z_2^2}, \]

\[ \tilde{C}_4 \equiv 3\sqrt{2Z_2^2}(\hat{Z}_1^1)(\hat{Z}_2^1), \]

\[ \tilde{C}_5 \equiv 2(\hat{Z}_1^1)\sqrt{Z_2^2} \left( \hat{Z}^2 - (\hat{Z}_1^1)^2 - (\hat{Z}_2^1)^2 \right), \]

\[ \tilde{C}_6 \equiv 3(\hat{Z}_1^1)\sqrt{2Z_2^2} \left( \hat{Z}^2 - (\hat{Z}_1^1)^2 - (\hat{Z}_2^1)^2 \right), \]

\[ \tilde{F}_1 \equiv 6\hat{Z}^4 - 2\hat{Z}^2Z_4^2 - 4(\hat{Z}_1^1)^2Z_4^2, \]

\[ \tilde{F}_2 \equiv \sqrt{2Z_4^2} \left( 2\hat{Z}^2 + 7(\hat{Z}_1^1)^2 - 6Z_4^2 \right), \]

\[ \tilde{F}_3 \equiv 3Z_4^2 \left( \hat{Z}^2 + (\hat{Z}_1^1)^2 - 2Z_4^2 \right), \]

and those in Eq. (30) are given by

\[ \tilde{F}_4 \equiv 6\hat{Z}^4 - 3\hat{Z}^2Z_4^2 - 9(\hat{Z}_1^1)^2Z_4^2 + 6Z_4^4, \]

\[ \tilde{F}_5 \equiv 3Z_4^2 \left( -\hat{Z}^2 - (\hat{Z}_1^1)^2 + 2Z_4^2 \right). \]

Appendix B: Kinetic matrix entries of $L_{4,2}^1 |_{sl}$

The kinetic matrix entries in Eq. (34) are given by

\[ \tilde{C}_7 \equiv 4\sqrt{Z_2^2} \left( \hat{Z}^2 + 2(\hat{Z}_1^1)^2 - 3Z_4^2 \right), \]
\[ \tilde{C}_8 \equiv 4\sqrt{2Z^2} \left( 2\dot{Z}^2 + 4(\dot{\hat{Z}}_1^1)^2 - 3Z^2_2 \right), \]  
(B2)

\[ \tilde{C}_9 \equiv 8\sqrt{Z^2}(\hat{Z}^1_1)(\dot{\hat{Z}}^1_2), \]  
(B3)

\[ \tilde{C}_{10} \equiv 16\sqrt{2Z^2}(\hat{Z}^1_1)(\dot{\hat{Z}}^1_2), \]  
(B4)

\[ \tilde{C}_{11} \equiv 8(\dot{\hat{Z}}^1_1)\sqrt{Z^2_2} \left( \dot{Z}^2 - (\hat{Z}^1_1)^2 - (\dot{\hat{Z}}^1_2)^2 \right), \]  
(B5)

\[ \tilde{C}_{12} \equiv 16(\dot{\hat{Z}}^1_1)\sqrt{2Z^2} \left( \dot{Z}^2 - (\hat{Z}^1_1)^2 - (\dot{\hat{Z}}^1_2)^2 \right), \]  
(B6)

\[ \tilde{F}_6 \equiv 8 \left( 3\dot{Z}^4 - \dot{Z}^2 Z^2_2 - (\dot{\hat{Z}}^1_1)^2 Z^2_2 \right), \]  
(B7)

\[ \tilde{F}_7 \equiv 12\sqrt{2Z^2} \left( \dot{Z}^2 + 2(\dot{\hat{Z}}^1_1)^2 - 2Z^2_2 \right), \]  
(B8)

\[ \tilde{F}_8 \equiv 8Z^2_2 \left( \dot{Z}^2 + 2(\dot{\hat{Z}}^1_1)^2 - 3Z^2_2 \right), \]  
(B9)

and those in Eq. (35) are given by

\[ \tilde{F}_9 \equiv 8 \left( 3\dot{Z}^4 - 2\dot{Z}^2 Z^2_2 + Z^2_2 \left( -4(\dot{\hat{Z}}^1_1)^2 + 3Z^2_2 \right) \right), \]  
(B10)

\[ \tilde{F}_{10} \equiv -8Z^2_2 \left( \dot{Z}^2 + 2(\dot{\hat{Z}}^1_1)^2 - 3Z^2_2 \right). \]  
(B11)

---
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