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Direct design of a robot's rendered dynamics, as in impedance control, is now a well-established control mode for uncertain environments. When the true interaction port variables are not measured directly (typically the generalized forces), the accuracy in reshaping the apparent dynamics is limited by that of the dynamic model which relates these interaction port variables to measured ones. A typical example is serial manipulators with joint torque sensors, where the interaction occurs at the end-effector. This paper first examines the use of inverse dynamics in interactive control, examining causality and invertibility of traditional and general load dynamics. To perform increasingly complex tasks, these robots will be intermittently coupled with additional dynamic elements such as tools, grippers, or workpieces, some of which should be compensated and brought to the robot side of the interaction port. Furthermore, there may also be unavoidable and unmeasured external input when the desired system cannot be totally isolated. Towards semi-autonomous robots capable of handling such applications, a multimodal Gaussian process regression is developed. As this regression approach returns not only an expectation, but a full distribution at each evaluation, a probabilistic means of identifying and separating externally perturbed data is proposed. The passivity of the overall approach is shown analytically, and experiments examine the performance and safety of this approach on a test actuator.

I. INTRODUCTION

Interactive robots in unstructured or collaborative environments achieve safety and productivity through reshaping the apparent dynamics of the robot. This manifests as taking external motion or force as input, and controlling the complementary variable according to desired dynamics, as popularized in impedance control [1].

To realize the relationship between interaction port variables prescribed by the desired dynamics, these port variables must be either directly sensed or related to sensed variables through a dynamic model. In the latter approach, model accuracy limits the performance of the impedance control task. For example, on many interactive robots joint-torque measurements are available (through torque sensors or series-elastic actuators), and it is often desired to realize interaction at the end-effector [2, 3]. For these robots, the objective is to realize a control policy with sensed quantity θ and controlled response τ, so as to render desired dynamics at {τ_{env}, θ}, as seen in Figure 1.

Coupling with the environment changes the effective load dynamics, containing potentially useful information. Environment dynamics encode information about the structure or intentions of the environment, which can be useful in determining appropriate robot behavior. For example, the use of a model for a human collaborator can be used to determine robot behavior, e.g. [4], where the stiffness presented by a human induces a complementary stiffness on the robot. In other applications, it may be desired to bring these dynamics into the system model and compensate them so further input can be reacted to. For example, a robot compensating the weight of a workpiece allows a human collaborator to manipulate it more freely.

The learning of these effective load dynamics is useful (and also impacts safety [5]) but fundamental properties of interactive systems make this difficult. Many of these interactive robots present unconventional dynamics which limit traditional modeling approaches. For example, the exoskeleton shown in Figure 2 has Bowden cables which exert an elastic force which resists their bending, and the subject wearing the exoskeleton introduces additional dynamics.

Another modeling challenge arises from the difficulty in system isolation for interactive robots. All modeling techniques (which here includes model-free, data-driven techniques) rely on measurement of all inputs and outputs related by the system of interest. Currently, this is achieved by physical separation, such that all input to the system of interest arises from a controlled (or at least measured) source. However, as robots move from laboratories towards well-connected, real-world environments, isolation may be a limitation. In some applications, isolation is not possible for experimental reasons. A subject wearing an exoskeleton may exert additional muscular torques which are not intrinsic characteristics of their body, but arise from complex, non-repetitive externalities. In other cases, it may simply be more convenient to allow additional input - such as manual excitement to induce free motion through specific regions of the state space during model identification.

To varying degrees, all model identification rely on a roboticist applying a priori knowledge on model structure through design of experiment and identification technique to isolate and describe relevant parts of the system. Though mostly effective, this can be time consuming and fundamentally relies on an operator's a priori knowledge of the dynamics. To
move towards autonomous, algorithmic treatment of multimodal dynamics, a unified framework is here developed to simultaneously classify a single data set into discrete dynamic modes, and model them. There is evidence that multimodal identification and switching also informs human motor control [6], suggesting this approach may eventually allow robots to achieve more general, human-like interaction outside the laboratory.

In this paper, first the objectives of model learning in an interactive setting are stated, and conditions for meeting these objectives with general state-based modeling discussed. Mixed Gaussian processes are used to develop an inverse dynamic learning approach which can separate intermittent disturbances as well as cluster and model multiple operational modes. The Gaussian process framework allows a natural expression of the model certainty, which informs the classification of the data. The safety of this learning and resulting compensation are investigated, and it’s passivity shown. Experiments validate data. The safety of this learning and resulting compensation is separated from the underlying model within the proposed framework.

Model learning has a rich history in the controls and robotics communities, and several techniques are now well-established for traditional robots: adaptive control, iterative learning control, and nonparametric learning. As interactive robots must maintain performance even when perturbed from the nominal trajectory, here only state-space modeling techniques are considered.

Adaptive control uses input and output data of the system to (in some variants) realize on-line identification of model parameters [7]. However, adaptive techniques require a structured or parameterized model, making nonlinear friction and non-conventional dynamics difficult to compensate.

Nonparametric modeling techniques have found application to inverse dynamics learning [8]. These models can generalize from historical data to new trajectories, although the extent to which this is practically achieved is both application and parameter dependent. Being constructed from historical data, they can capture more difficult non-linear effects and don’t require a priori knowledge of model structure.

Multimodal identification has also been treated in some of these frameworks. Adaptive control has treated multimodal models [7], [9], but again requires a priori knowledge on model structure for each mode. Nonparametric models can be extended to be multimodal [10], [11], [12], [13] or even continuously varying [14].

Several authors have investigated inverse dynamic modeling for changing payload mass [15], [16], one of the most common ways interactive robots become multimodal, but here considerations of modeling and interactive performance are taken (modeling limitations, passivity, external input), and validation is in interactive performance, not trajectory tracking. There is also some prior work on classification of external perturbations, such as under cyclic system motion [17] or in collision [18]. Here, perturbation is not identified with an existing model, but co-occurs during identification, and is separated from the underlying model within the proposed framework.

III. Model Identifiability

Almost inevitably in interactive control it is desired to relocate the interaction port, such as in Figure 1, where desired dynamics are to be rendered between the load and environment based off an actuator controller policy. This section will discuss challenges and ways of viewing this operation, then conditions necessary to achieve certain reshaping.

A. Causality

As seen in Figure 1, load dynamics, having at least an inertial component, are most rigorously viewed as an admittance - taking a force as input, and realizing a position as output. As pointed out in [1], environments are more naturally viewed as admittances, for example kinematic constraints and nonlinear springs, which must take force as input and produce a position as output.

From an input-output systems perspective, compensating an admittance (the load dynamics) with an impedance control policy (on the actuator) is, in general, non-causal. If the load was a pure inertia, this would require both a model and differentiation of the sensor signal. This is not realizable in a classical controls sense, and this uphill struggle against causality is reflected in many implementation challenges.

B. Invertibility

Input-output system representations are the classical foundation of impedance and interactive control, but this section will view this challenge as dynamics invertibility (instead of causality). To more generally discuss the direct use of a learned dynamic model, suppose a system with load dynamics expressed as

$$\dot{x} = f(x) + g(x)u. \quad (1)$$

Let this system model be invertible if

$$\exists u = \ddot{u}(x, \mathcal{D}, \ddot{u}) \text{ s.t. } \dot{x} = \ddot{u}. \quad (2)$$
where the compensation term \( \hat{u} \) is a function of the current evaluation of \( x \). If this approach is data-driven, it will also be a function of historical data \( D = \{ u_1, x_1, \dot{x}_1, \ldots, u_T, x_T, \dot{x}_T \} \).

Although in general the convergence of a regression \( \hat{u}(x, D) \) to achieve (2) will rely on the properties of the regression technique used, it is also necessary that the mapping \( \{ \dot{x}, x \} \rightarrow u \) is unique. Suppose that multiple inputs \( u_1 \neq u_2 \), realized at the same state \( x_1 = x_2 \), achieve the same instantaneous motion \( \dot{x}_1 = \dot{x}_2 \). Then, by direct consequence \( f(x_1) \neq f(x_2) \) - i.e. \( f \) is not a function, and therefore cannot be exactly canceled and (2) cannot be achieved.

Several factors can cause the loss of uniqueness for the system dynamics. One is the existence of hidden states or significant model limitations. If these hidden states are slowly varying, this system may be better suited for adaptive or online techniques which capture the dynamics at the current operating condition. No known literature explores the use of such identification in interactive control. This is in part due to a second source of non-unique dynamics: unobserved external input.

Even if the system is isolated (no additional input) and well modeled (no hidden states), another significant source of non-uniqueness in real robots is coulomb or static friction, such as in Figure 3. By being discontinuous at \( \dot{\theta} = 0 \), such systems do not admit unique trajectories (i.e. the differential equations governing their behavior are not Lipschitz continuous). Any torque below the breakaway value will induce no motion. Techniques will be discussed later in the text to address this, but it remains a theoretical and practical limitation of truly model-free dynamics learning.
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**Fig. 3. Friction Model with Coulomb Friction and Stribek Effect**

### C. Load Dynamics

Most implementations of impedance control implicitly reframe the problem for tractability. For theoretical treatments, issues of causality are typically avoided by assuming access to position, velocity and acceleration \( \{ \theta, \dot{\theta}, \ddot{\theta} \} \). In practice, often these higher order terms are dropped and limitations in the reshaping of the dynamics accepted - effectively the impedance mass and damping will be those of the physical system.

A general schematic for an impedance controlled robot interacting with the environment is shown in Figure [1]. For now ignoring actuation dynamics, and taking \( \tau \) as the controlled input to the system, the robot’s inverse dynamics (load dynamics) can be written as

\[
M(\theta)\ddot{\theta} + C(\dot{\theta}, \theta)\dot{\theta} + g(\theta) = J^T_{int}(\theta)F_{int} + \tau.
\]

The interaction force \( F_{int} \), modulated by the Jacobian \( J_{int}(\theta) \) is taken as the environmental input to the system. The objective is to realize desired Cartesian space or joint space dynamics of

\[
M^\text{imp}_j\dot{\theta} + B^\text{imp}_j\dot{\theta} + K^\text{imp}_j\theta = J^T(\theta)F_{int} \quad (4)
\]

\[
J^T(\theta)(M^\text{imp}_x\ddot{x} + B^\text{imp}_x\dot{x} + K^\text{imp}_x\dot{x}) = J^T(\theta)F_{int} \quad (5)
\]

where \( [\text{\_}]_{\text{imp}} \) are the impedance parameters, and \( x \) is the end-effector position achieved by the manipulator. These equations represent joint \( \text{(4)} \) and Cartesian \( \text{(5)} \) space impedance control respectively. To achieve compliant trajectory tracking, \( \theta \) or \( x \) can be regarded as the deviation from the desired position.

In early realizations of impedance control the entire robot dynamics were directly compensated (e.g. \( \tau^d = -M(\theta)\ddot{\theta} \)). Although in theory this allowed assignment of the apparent inertia, damping and stiffness of the manipulator, it required direct measurement of interactive force as well as acceleration, limiting realizability. Typical approaches to impedance control leave the desired impedance mass as the system’s true inertia, and only the gravitational terms are compensated. If this gravity compensation is done with a model \( \tilde{g}(\theta) \), the equilibrium equations of (5) become:

\[
J^T(\theta)K_{imp}\ddot{x}(\theta) + \tilde{g}(\theta) = J^T(\theta)F_{int}.
\]

where \( \tilde{g} \) is the error in the gravitational model \( \tilde{g} = g - \tilde{g} \). This error directly affects the equilibrium conditions just as an external force. As the stiffness \( K_{imp} \) decreases, a large deviation from desired position can occur. This sets in-practice limitations to the impedances which can be rendered on a robot, and due to the position dependency of the model error, can give unexpected performance in different parts of the joint space.

#### 1) Joint Flexibility

Many interactive robots present joint flexibility induced by the joint-torque measurement devices. This seems inherent to torque measurement (strain/displacement is instrumentable, torque is not directly), with typically an inner-loop torque control being used to improve the backdriveability of the system. Although this hierarchical control presents practical improvements for interactive performance, it raises questions about where, and how to inject a learned model. Ostensibly, a model could be developed over the states of the motor and load, and directly added at the motor torque (i.e. direct injection). This is not pursued here for several reasons. The increase in state space from including the two additional states for the motor may be prohibitive. Guarantees of safety through passivity become much harder to demonstrate. Furthermore, the dynamics of the motor include significant coulomb friction, making the invertibility required for high-performance dynamic inversion tenuous. Thus, here, well-established inner-loop control design methodologies, which can suggest the safety and performance a priori are used.
IV. GENERALIZED LOAD DYNAMICS

A. Multimodal Dynamics Learning

For a multimodal system, the dynamics are assumed to switch between multiple dynamic models; i.e. \( \tau = f_k(\hat{\theta}, \hat{\theta}, \theta) \) where \( k \in [1, \ldots K] \) indexes the possible dynamic modes. Given a data collection \( D = \{ x_1, x_2, \ldots, x_T \} \), where \( x_t = [\theta_t, \theta_t, \theta_t] \), assume that these samples are independently and identically drawn as

\[
\tau_t \sim p(\tau|x_t, w_t, \Theta) \quad (7)
\]

where \( w_t \in [1, \ldots, K] \) is a latent indicator variable showing the membership of sample \( t \), and \( \Theta = \{ \Theta_1, \ldots, \Theta_K \} \), where \( \Theta_k \) parameterizes the \( k^{th} \) distribution.

Here, Gaussian processes are used to model each mode’s inverse dynamics [19]. Other works explore improvements for inverse dynamic modeling by using Locally Weighted Projection Regression [20], Incremental Support Vector Machine [21] and Infinite Mixture of Linear Experts [22], but the simplicity of Gaussian processes allows this paper to investigate phenomena which is largely invariant to regression technique.

Under this regression technique, it is assumed that each data point takes the following distribution:

\[
p(\tau_t|x_t, w_t = k, \Theta) = \text{GP}(x_t, D_k; \Theta_k) \quad (8)
\]

\[
= \mathcal{N}(\mu_t, \Sigma_t). \quad (9)
\]

where \( \text{GP} \) denotes the posterior distribution of the Gaussian Process, based off data \( D_k = \{ \{ \tau_t, x_t \} : w_t = k \} \), the subset of data labeled to this dynamic mode. This evaluates to a normal distribution, where \( \mu_t \) and \( \Sigma_t \) are explicitly functions of the mode data \( D_k \) and parameters \( \Theta_k \).

Under a slight abuse of notation (distribution will also be conditioned on the state) the clustering and parameter fitting can be framed as a maximum likelihood problem

\[
\max_\Theta p(D|\Theta) = \sum_{w \in W} p(D|\Theta, w) p(w) \quad (10)
\]

where \( W \) is the set of all admissible combinations of clusterings. The expected complete likelihood and membership probabilities can be written in a straightforward application of the Expectation-Maximization algorithm:

\[
q(w|D, \Theta) \propto \prod_k p(D_k|w, \Theta_k)p(w) \quad (11)
\]

\[
\langle l(\Theta; D, w) \rangle_q = \sum_{w \in W} q(w|D, \Theta) \log p(D, w|\Theta) \quad (12)
\]

where \( D_k \) is the partition of the data belonging to the \( k^{th} \) mode. Note that neither step of the EM algorithm is computationally feasible. The set of possible clusterings \( W \) is of size \( K^T \), which will be prohibitively large for even modest data sets. This is inherent to nonparametric models, where the likelihood of a sample’s latent mode depends on the classification of other data, as the mode membership is not independent conditioned on the parameters \( \Theta \). To address this issue, others (e.g. [10]) use Markov-Chain Monte Carlo techniques to sample from the distribution.

Some MCMC variants of EM sample from the distribution \( q(w|D, \Theta) \) to approximately marginalize the expected log likelihood \( (12) \). The limiting case of pulling a single sample from \( q(w) \) has been formalized as the Stochastic Expectation Maximization (SEM) algorithm [23], where demonstrations of convergence (in probability) can be found therein. Under this approach, let \( w^{(n)} \) denote a sample from the current parameter estimates \( \Theta^{(n)} \), and the sample likelihood written as:

\[
l_{w^{(n)}(D|\Theta)} = \sum_k \sum_{t \in T_k} \log p(y_t|D_k, \Theta_k, w^{(n)}_t) \quad p(w^{(n)}|D, \Theta^{(n)}) \quad (13)
\]

where \( T_k \) is the set of time indices which are labeled to the \( k^{th} \) mode.

B. Sampling Latent Class Membership \( w \)

Direct sampling from \( (11) \) is again not computationally feasible. Generating these samples can be done with Gibb’s sampling, alternatively viewed as a leave-one-out clustering approach. This gives conditional distributions of

\[
p(w_t|D, w_{-t}, \Theta) \propto p(w_t, y_t|D, w_{-t}, \Theta) \quad (14)
\]

\[
= p(y_t|D, w, \Theta)p(w_t|w_{-t}) \quad (15)
\]

The evaluation of \( p(y_t|D, w, \Theta) = \text{GP}(x_t, D_k, \Theta_k) \) is a straightforward evaluation of the distribution returned by the Gaussian process. If the mode \( w_t \) is assumed to be i.i.d., the conditional distribution \( p(w_t|w_{-t}) = p(w_t) \) is trivial to evaluate. However, different priors for \( w_t \) can be applied to characterize the mode switching behavior. If additional sensing gives inference to the mode, this can be incorporated by making this distribution conditional on the new data \( D' \), as \( p(w|D') \). Here, a simple time correlation will be assumed as:

\[
p(w_t|w_{t-1}) = \begin{cases} 
\pi & w_{t-1} = w_t, \\
1 - \pi & w_{t-1} \neq w_t 
\end{cases} \quad (16)
\]

This gives overall probability

\[
p(w) = \pi c_0 (1 - \pi)^{T - c_0} \quad (17)
\]

\[
c_0 = \sum I(w_t = w_{t-1}) \quad (18)
\]

Where \( I \) is an indicator function of one when it’s argument is true and zero otherwise. This can be easily normalized to find \( p(w_t|w_{-t}) \) as needed for \( (15) \).

C. Parameter Identification

Straightforward maximum likelihood estimation of (hyper-)parameters \( \Theta \) is again not tractable due to the coupling of the latent variables. Given a sample of the classification \( w^{(n)} \), parameters can be estimated as follows:

\[
\langle l(\Theta|D) \rangle_{w^{(n)}} = \sum_k l(D_k|\Theta_k) p(w^{(n)}|D, \Theta^{(n)}) \quad (19)
\]

where the data partitions \( D_k \) are induced by \( w^{(n)} \). Although the total marginal likelihood of a set of data drawn from a Gaussian process can be easily computed (e.g. [19]), here the
A conditional distribution of $\tau$ from environment. This can be easily searched over numerically.

V. DISTURBANCE IDENTIFICATION

This framework can also be used to rigorously motivate a means of separating intermittent disturbance from model uncertainty. Let the general dynamic system from (1) be extended to include unknown input $d$. The system dynamics become:

$$\dot{x} = f(x) + g(x) \left( u + d \right)$$

(21)

The exogenous input $d$ is not measured, but by being additive with $u$ will affect system evolution. As this input is unmeasured (but it is presumed that $u$, $x$, and $\dot{x}$ are), this will cause an instantaneous deviation in $\dot{x}$, leading to an evaluation of the regression function equivalent to $\{ \tilde{x}_d, x \} \to u$, where $\tilde{x}_d = \dot{x} - g(x)d$. If the regression function is unique in the first argument, i.e. $\tilde{x}_1 \neq \tilde{x}_2 \Rightarrow \tilde{\tau}(\tilde{x}_1, x) \neq \tilde{\tau}(\tilde{x}_2, x)$, this perturbation will cause an evaluation which differs from the measured input. Typical regression techniques assume some distribution on samples $u_d$, to accommodate noise and regression error, however if $u_d$ significantly diverges from the $u$, it is likely the result of an external perturbation. One advantage of Gaussian Processes is the full posterior distribution of a sample is returned. Practically speaking, if a point in the state-space has given consistent data, the posterior covariance will be smaller and perturbations more easily identified.

Note that if there is a state dependency of $d$, i.e. $d = \tilde{f}(x)$, ideologically, it could be more accurately viewed as model uncertainty. Such model uncertainty is then captured with the regression, and $u_d \to u$ as this disturbance’s effect is learned by the regression technique. This motivates the practical and ideological condition that $d_k \perp x_k$, the disturbance should be independent of the state. Conversely, the states define the system. This can be easily obfuscated in interactive control, where additional systems are coupling with the robot. However, for many tasks, including the typical goal of compensating a tool’s weight, the measured position can appropriately portion robot from environment.

Under assumptions of the exogenous input’s time-series characteristics, perturbed data can be removed under the multimodal framework introduced above. To formalize the distinguishing of nominal and perturbed behavior, let the dynamics be as shown in (22).

$$\tau_t = \begin{cases} f(x_t) & w_t = 1 \\ f(x_t) + d_t & w_t = 2 \end{cases}$$

(22)

where $f(x_t)$ is the inverse dynamics and disturbance $d_t$. If $f$ is fit with a gaussian process, each evaluation of $f(x_t)$ will yield a conditional distribution of $\tau_t$. Let $p(\tau_t | x_t, w_t = 1, \Theta) \sim \mathcal{N}(\mu_t, \Sigma_t)$, where $\mu_t$ and $\Sigma_t$ are the mean and covariance returned by the Gaussian Process.

If the disturbance is assumed to be i.i.d. with $d_t \sim \mathcal{N}(0, \Sigma_d)$. This gives the distribution

$$p(\tau_t | x_t, w_t = 2, \Theta) \sim \mathcal{N}(\mu_t, \Sigma_t + \Sigma_d)$$

(23)

When the system is perturbed, it will deviate from the nominal dynamics, here characterized by the additional covariance in it’s distribution.

A. Disturbance Parameter Identification

An appropriate value of $\Sigma_d$ is key to the performance of sampling and parameter updating as in (15). Building off the SEM framework used in (19), let the identification be done by maximizing the following expected likelihood:

$$l(D_2 | \Sigma_d) = \sum_{i \in T_2} -\log(p(w_i | D_2, \Theta^{(n)})) - \log(\tau) \Sigma \tau^{-1} \tau$$

(24)

where $\tau = \tau_t - \mu_t$, $\mu_t$ and $\Sigma_t$ are the posterior mean and covariance of gaussian process $GP(D_1, \Theta^{(n)})$ evaluated at $x_t$. Again, if $\Sigma_d$ is low-dimensional (e.g. $\Sigma_d \propto I$), this can be easily searched over numerically.

VI. PASSIVITY IN FEEDFORWARD DYNAMICS COMPENSATION

For interactive robots, the safety must be guaranteed in interactive tasks, not just stability in isolation (e.g. Lyapunov approaches). The most common approach in interactive control is to show the passivity of the robot (1). If the robot and controller are passive, they can be coupled to an arbitrary environment - payload, working surface, without compromising system stability. The intuitive interpretation of a passive system is one which has a lower bound on the energy which can be extracted through the interaction port. However, feedforward techniques can even problematic for stability, much less passivity.

In particular, friction compensation can be dangerous. Visco friction compensation, e.g a term of the form $\tau = \hat{\beta} \dot{\theta}$ is directly injecting power into the system $(\tau \cdot \dot{\theta} > 0)$, and if $\hat{\beta}$ exceeds the real viscous friction, system energy will grow without bound. Furthermore, physical damping is key to providing robustness in interactive control when discretization or model uncertainty is considered (24), (5).

These stability considerations are why the introduction of feedforward control in, e.g. iterative learning control, is done such that guarantees of system behavior under the feedforward control policy can be made. This is a major challenge to model-free or nonparametric learning approaches, which by not having a model, limit the a priori analyses which can be undertaken. Here, let the robot dynamics be as shown in (1), with a control policy of:

$$\tau = \tau_{ff}(\dot{\theta}) + \tau_{imp}(\theta, \dot{\theta})$$

(25)

A system with state $x$, dynamics $\dot{x} = f(x, u)$ and output $y = g(x)$, can be shown to be passive with respect to \{y, u\} if
A storage function $S(x) : \mathcal{X} \rightarrow \mathbb{R}$ which is bounded from below, and $S_\nu(x) \cdot f(x, u) < 0$, where $S_\nu$ denotes the partial derivative of $S(x)$ with respect to $x$.

When $\tau_{ff}(\theta)$ is chosen from a Gaussian process using a square exponential kernel,

$$k(x_i, x_j) = \sigma_y \exp \left( -\|x_i - x_j\|^2_2 \right) + \sigma_n \delta_{ij}$$

(26)

where $\delta_{ij} = 1 \iff i = j$ and zero mean function, the feedforward torque can be written as:

$$\tau_{ff}(\theta) = K_t^T K_D^{-1} y$$

(27)

$$K_t = \begin{bmatrix} \sigma_y \exp \left( - (\theta_1 - \theta_1)^T (\theta_1 - \theta_1) l^{-2} \right) \\ \vdots \\ \sigma_y \exp \left( - (\theta_T - \theta_1)^T (\theta_T - \theta_1) l^{-2} \right) \end{bmatrix}$$

(28)

where $\sigma_y$ and $l$ are parameters of the GPR, and $K_D$ denotes the kernel induced by data set $D$, and $y$ is the previously observed values in $D$.

Let the following function be defined:

$$\mathcal{E}(x) = \begin{bmatrix} \sqrt{2 \pi} \sigma_y^{-1} l^2 \text{erf} \left( \frac{(x-x_1)^T (x-x_1)}{l^2 \sqrt{2}} \right) \\ \vdots \\ \sqrt{2 \pi} \sigma_y^{-1} l^2 \text{erf} \left( \frac{(x-x_T)^T (x-x_T)}{l^2 \sqrt{2}} \right) \end{bmatrix}$$

(29)

where $\text{erf}$ is the Gauss error function. By construction $\frac{\partial \mathcal{E}(x)}{\partial x} = K_t$. As the error function is bounded (above and below), any finite-valued training data means that a storage function $S_f(\theta) = \mathcal{E}(\theta) K_D y$ is bounded from below.

Note that the passivity of two systems in parallel can be directly concluded from the passivity of each. As the impedance controller is by construction passive, only the passivity of the feedforward term will be shown below. Let the following storage function be defined:

$$S(\theta, \dot{\theta}) = \frac{1}{2} \dot{\theta}^T M(\theta) \dot{\theta} + \mathcal{E}(\theta) K_D y + V_y(\theta)$$

(30)

$$\dot{S}(\theta, \dot{\theta}) = -\dot{\theta}^T \left( \dot{M}(\theta) - 2C(\theta, \dot{\theta}) \right) \dot{\theta} + \dot{\theta}^T J^T(\theta) R_M$$

where $V_y(\theta)$ is the gravitational potential energy of the system, such that $\frac{\partial V_y(\theta)}{\partial \theta} = g(\theta)$. As $\left( \dot{M}(\theta) - 2C(\theta, \dot{\theta}) \right)$ is skew-symmetric, this quadratic term is zero. Thus we achieve $\dot{S} \leq \dot{\theta}^T \tau_{int}$, and the robot is passive.

Note that there are some limitations to this passivity approach. It shows passivity for only regressions of the joint angles, although this is often sufficient for many interactive robot applications, and may even be desired to prevent over-compensation of friction. However, to regress only on position breaks the conditional independence of $\tau$. Fortunately, the overall regression technique can still include higher-order terms, it is just $K_t(\theta)$, the evaluation dependent on current state, which can only depend on $\theta$. In the implementation here, this reduces to the simple evaluation of the regression at $\hat{\theta}(0, 0, \theta)$.

A further limitation of this passivity argument is that it is only valid when an offline dataset $D$ is used for inference, with no obvious extensions to a general online learning strategy.

VII. EXPERIMENTAL RESULTS

The efficacy of this approach is first validated on a test actuator, seen in Figure 4. An integrated force sensor allows validation of the mode classification, and the inertia of $0.73K_g$ acts as the load side dynamics. Data collection is done with a high-gain PD position control in quasi-static exploration of the range-of-motion. Data was downsampled to 20Hz for the model fitting.

A. Classification

To test the ability to identify with perturbations, the system was manually perturbed during the identification process. The results can be seen in Figure 5. Using the force sensor data to determine when the system was unperturbed, 192 of these 235 data points were correctly identified as being unperturbed. Of data that had significant external force, 14 of the 92 samples were incorrectly identified as being from the unperturbed system. These results were obtained with the final parameters seen in Table I.

B. Coulomb Friction

To account for the significant coulomb friction in this setup, an additional feature was added to the state representation:
\textbf{TABLE I}\n\begin{tabular}{|l|c|}
\hline
Parameter & Value \\
\hline
\(l\) & .42 \\
\(\sigma_u\) & .65 \\
\(\sigma_n\) & .14 \\
\(\Sigma_d\) & .07 \\
\hline
\end{tabular}
\textbf{FINAL GPR PARAMETERS}

\textbf{C. Impedance Rendering}

The identified model is then used for online compensation. In Figure 8, the result of rendering a zero impedance can be seen. This system seeks to present no resistance to constant velocity input (the uncompensated inertia means it will resist acceleration). The GPR model, which captures the position-dependent static friction term is better able to compensate for this term.

\textbf{D. Passivity Validation}

Although a rigorous demonstration of passivity experimentally is not feasible (cannot realize all admissible inputs over arbitrary time period), by demonstrating the passivity
the impact even as it realizes an impedance and feedforward compensation, showing the overall control policy is passive.

VIII. CONCLUSION

As always, sensing and actuation performance limit the performance which can be achieved by feedforward compensation, however there are other theoretical and practical limit involved for learning inverse dynamic models. When the inverse dynamics lose uniqueness over a state $x$, they cannot be exactly canceled by a function of this state alone. Common causes of this loss of uniqueness are hidden states, external input and static friction. To the extent that the system exhibits these behaviors, it cannot be directly compensated by learned inverse dynamics.

Friction modeling has long been treated separately in robot control, though means of resolving static friction when the system is at rest requires knowledge of the desired direction of motion. For interactive systems, the desired direction of motion is subject to modification from the environmental input, and thus this feedforward friction compensation can be limited. Alternative approaches can be pursued, but these face other challenges such as noise and gear wear. Static friction remains a fundamental challenge to modeling and interactivity.

External input can be removed from modeling if it is intermittent as seen here, but more general external input remains a challenge for modeling. Hidden states are also challenging - the available sensing limits the states which can be inferred, and thus the descriptive power of a model. Whether the current state measurements are sufficient or not (in a practical sense) relies on qualitative assessments undertaken by roboticists, and is one of the fundamental ways in which the designer’s a priori knowledge is transferred to autonomous systems.

REFERENCES

[1] N. Hogan, “Impedance Control: An Approach to Manipulation: Part II—Implementation,” Journal of Dynamic Systems, Measurement, and Control, vol. 107, no. 1, pp. 8–16, Mar. 1985.
[2] A. Albu-Schäffer, C. Ott, and G. Hirzinger, “A unified passivity-based control framework for position, torque and impedance control of flexible joint robots,” The International Journal of Robotics Research, vol. 26, no. 1, pp. 23–39, 2007.
[3] F. Petit, A. Dietrich, and A. Albu-Schäffer, “Generalizing Torque Control Concepts: Using Well-Established Torque Control Methods on Variable Stiffness Robots,” IEEE Robotics Automation Magazine, vol. 22, no. 4, pp. 37–51, Dec. 2015.
[4] L. Peternel, N. Tsagarakis, and A. Albu-Schäffer, “Towards Multi-Modal Intention Interfaces for Human-Robot Co-Manipulation,” in Proc. 2016 IEEE/RSJ Intl Conf on Intelligent Robots and Systems (IROS), 2016.
[5] K. Haninger and M. Tomizuka, “Robust Passivity for Torque Control of Flexible-Joint Robots,” On Review, 2016.
[6] R. Shadmehr and F. A. Mussa-Ivaldi, “Adaptive representation of dynamics during learning of a motor task,” The Journal of Neuroscience, vol. 14, no. 5, pp. 3208–3224, 1994.
[7] K. S. Narendra, J. Balakrishnan, and M. K. Ciliz, “Adaptation and learning using multiple models, switching, and tuning,” IEEE Control Systems, vol. 15, no. 3, pp. 37–51, Jun. 1995.
[8] D. Nguyen-Tuong and J. Peters, “Model learning for robot control: a survey,” Cognitive processing, vol. 12, no. 4, pp. 319–340, 2011.
[9] K. S. Narendra and J. Balakrishnan, “Adaptive control using multiple models,” IEEE Transactions on Automatic Control, vol. 42, no. 2, pp. 171–187, Feb. 1997.
[10] J. Q. Shi, R. Murray-Smith, and D. M. Titterington, “Hierarchical Gaussian process mixtures for regression,” Statistics and Computing, vol. 15, no. 1, pp. 31–41, 2005.
[11] M. Haruno, D. M. Wolpert, and M. Kawato, “Mosaic model for sensorimotor learning and control,” Neural computation, vol. 13, no. 10, pp. 2201–2220, 2001.
[12] E. Meeds and S. Osindero, “An alternative infinite mixture of Gaussian process experts,” Advances in Neural Information Processing Systems, vol. 18, p. 883, 2006.
[13] C. E. Rasmussen and Z. Ghahramani, “Infinite mixtures of Gaussian process experts,” Advances in neural information processing systems, vol. 2, pp. 881–888, 2002.
[14] G. Petkos and S. Vijayakumar, “Context estimation and learning control through latent variable extraction: From discrete to continuous contexts,” in *Proceedings 2007 IEEE International Conference on Robotics and Automation*. IEEE, 2007, pp. 2117–2123.

[15] L. Jamone, B. Damas, and J. Santos-Victor, “Incremental learning of context-dependent dynamic internal models for robot control,” in 2014 *IEEE International Symposium on Intelligent Control (ISIC)*, Oct. 2014, pp. 1336–1341.

[16] Z. Shareef, F. Reinhart, and J. Steil, “Generalizing a Learned Inverse Dynamic Model of KUKA LWR IV+ for Load Variations using Regression in the Model Space,” in *Proc. 2016 IEEE/RSJ Intl Conf on Intelligent Robots and Systems (IROS)*, 2016.

[17] E. Berger, M. Sastuba, D. Vogt, B. Jung, and H. B. Amor, “Dynamic mode decomposition for perturbation estimation in human robot interaction,” in *The 23rd IEEE International Symposium on Robot and Human Interactive Communication*. IEEE, 2014, pp. 593–600.

[18] S. Golz, C. Osendorfer, and S. Haddadin, “Using tactile sensation for learning contact knowledge: discriminate collision from physical interaction,” in *2015 IEEE International Conference on Robotics and Automation (ICRA)*. IEEE, 2015, pp. 3788–3794.

[19] C. E. Rasmussen, “Gaussian processes for machine learning.” MIT Press, 2006.

[20] S. Vijayakumar and S. Schaal, “Locally weighted projection regression: An O (n) algorithm for incremental real time learning in high dimensional space,” in *International conference on machine learning, proceedings of the sixteenth conference*, 2000.

[21] J. Ma, J. Theiler, and S. Perkins, “Accurate on-line support vector regression,” *Neural computation*, vol. 15, no. 11, pp. 2683–2703, 2003.

[22] B. Damas and J. Santos-Victor, “Online learning of single-and multivalued functions with an infinite mixture of linear experts,” *Neural computation*, vol. 25, no. 11, pp. 3044–3091, 2013.

[23] G. Celeux and G. Govaert, “A classification EM algorithm for clustering and two stochastic versions,” *Computational statistics & Data analysis*, vol. 14, no. 3, pp. 315–332, 1992.

[24] J. E. Colgate and J. M. Brown, “Factors affecting the z-width of a haptic display,” in *Robotics and Automation, 1994. Proceedings., 1994 IEEE International Conference on*. IEEE, 1994, pp. 3205–3210.

[25] N. L. Bernstein, D. A. Lawrence, and L. Y. Pao, “Friction modeling and compensation for haptic interfaces,” in *First Joint Eurohaptics Conference and Symposium on Haptic Interfaces for Virtual Environment and Teleoperator Systems. World Haptics Conference*. IEEE, 2005, pp. 290–295.