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ABSTRACT. We establish that there are non-mixing maps that are mixing on appropriate sequences including sequences \((s_i)\) which satisfy the Rajchman dissociated property. Our examples are based on the staircase rank one construction, \(M\)-towers constructions and the Gaussian transformations. As a consequence, we obtain there are non-mixing maps which are mixing along the squares. We further prove that a sequence \(M = (m_n)\) is a mixing sequence for some weak mixing \(1/2\)-rigid transformation \(T\) if and only if the complement of \(M\) is a thick set. This result is generalized to \(r/(r + 1)\)-rigid transformations for \(r \in \mathbb{N}\). Moreover, by applying Host-Parreau characterization of the set of continuity from Harmonic Analysis, we extend our results to the infinite countable abelian group actions.

1. INTRODUCTION

The purpose of this paper is to bring a negative answer to the following question asked by V. Bergleson and al. [6].

**Question 1.1.** Does mixing along the squares imply mixing?

This question seems to be related to the mixing of height order for countable and amenable group action. In fact, we give a complete characterization for a sequence \(s_i\) of natural numbers to be a mixing sequence for some partially rigid, weak mixing transformation. Note, if \(s_i\) contains bounded gaps, and a probability preserving transformation \(T\) is mixing on \(s_i\), then \(T\) must be strongly mixing. We show that if the sequence \(s_i\) does not contain bounded gaps, then there exists a non-mixing \(T\) which is mixing on \(s_i\). We will further establish that the subset \(M\) of integers for which there is a non-mixing map which is mixing on it should have the Rajchman dissociated property, that is, its complement contain a shift of a some set \(\left\{ \sum \epsilon_j n_j, \epsilon_j \in \{-1, 0\}, \sum |\epsilon_j| < \infty \right\}\), where \((n_j)\) is a dissociated sequence (a sequence \((n_j)\) is a dissociated sequence if \(n_j > 2 \sum_{i=1}^{j-1} n_i\), for each \(j \geq 1\)). Let us notice that this class contain a subsets \(M\) of density zero. Moreover, it is well known that if \(S\) is a Sidon set and \(T\) is mixing on its complement then it \(T\) must be mixing. This later result and much more is well known in harmonic analysis. In fact, Host-Parreau proved that if a set \(M\) does not have the Rajchman dissociated
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property then if $T$ is mixing on its complement then $T$ should be mixing (in the Harmonic Analysis language, this result is stated as a characterization of the so-called sets of continuity and sets of Rajchman.). For more details we refer to section 6. We further present an extension of our results to the case of countable abelian group actions in section 7. Our contributions improve and generalize that of V. V. Ryzhikov [26] to Bergelson’s question.

2. Mixing sequences and 1/2-rigid transformations

In this section, we prove the following.

**Theorem 2.1.** Given an increasing sequence of natural numbers $M = \{m_n \in \mathbb{N} : n \in \mathbb{N}\}$, there exists a weak mixing 1/2-rigid transformation $T$ that is mixing on $M$ if and only if the complement of $M$ is a thick set.

We recall

**Definitions 2.1.** A set $K \subset \mathbb{N}$ is thick if for each $\ell \in \mathbb{N}$, there exists $k \in \mathbb{N}$ such that

$$\{k + i : -\ell \leq i \leq \ell\} \subset K.$$ 

Note, a set $K$ is thick if and only if its complement is not syndetic.

**Corollary 2.1.** There exist non-mixing transformations that are mixing along the squares $n^2$, $n \in \mathbb{N}$.

**Corollary 2.2.** Let $K$ be a thick subset of the natural numbers. There exists a $\frac{1}{2}$-rigid weak mixing transformation $T$ that is mixing on the complement of $K$.

The partial rigidity constant $\frac{1}{2}$ is the maximum rigidity constant for which the previous corollary holds. In particular, it is not difficult to prove the following proposition. We provide its proof for the convenience of the reader.

**Proposition 2.1.** There exists a thick subset $K$ of the natural numbers such that if $T$ is any invertible measure preserving $\alpha$-rigid transformation with $\alpha > \frac{1}{2}$, then $T$ is not mixing on the complement of $K$.

**Proof.** Let $K$ be any thick subset with the property that if $k \in K$, then $2k \notin K$. For example, $K$ may be the set,

$$K = \bigcup_{n=1}^{\infty} [2^{2n}, 2^{2n+1} - 1] \cap \mathbb{N}. \quad (1)$$

Suppose invertible measure preserving transformation $T$ is $\alpha$-rigid with $\alpha > \frac{1}{2}$. Thus, there exists a sequence $r_n$ of positive integers such that for all measurable sets $A$,

$$\lim_{n \to \infty} \mu(T^{r_n} A \cap A) \geq \alpha \mu(A).$$

If $r_n \notin K$ for infinitely many $n$, then $T$ is not mixing on $K^c$ and we are done.

Otherwise, $r_n \in K$ for sufficiently large $n$. Let $\beta$ be such that $1/2 < \beta < \alpha$ and let $A$ be a set of positive measure such that $\mu(A) < 2\beta - 1$. Since $T$ is $\alpha$-rigid, there exists $N \in \mathbb{N}$ such that for $n \geq N$, $r_n \in K$ and

$$\mu(T^{r_n} A \cap A) > \beta \mu(A).$$
Hence, for \( n \geq N \), \( \mu(A \cap T^{-n} A) > \beta \mu(A) \) and \( \mu(A \cap T^r A) > \beta \mu(A) \). This implies
\[
\mu(T^{2r} A \cap A) \geq \mu(A \cap T^{-r} A \cap T^r A) > 2(\beta - \frac{1}{2}) \mu(A) = (2\beta - 1) \mu(A) > \mu(A)^2.
\]
Therefore, \( T \) is not mixing on \( 2r_n \in K^c \) for \( n \geq N \). \( \square \)

An alternative proof of Proposition 2.1 can be obtained by applying Theorem 5 from [2]. Therein, it is proved that any \( \alpha \)-rigid map with \( \alpha > 1/2 \) is spectrally disjoint from any mixing map. Let us mention that Theorem 1 in [26] required that the complement of the set \( M \) for which one can construct a rigid map contain
\[
\bigcup_{i=0}^{+\infty} [a_i, a_i + L_i] \cup [a_i, a_i + L_i] \cup \cdots [ia_i, ia_i + L_i].
\]
for some \( a_i, L_i \to +\infty \) as \( i \to +\infty \). Obviously, such set is a thick set, but it is easy to see that the set \( K \) in (1) is thick and it is not satisfy this property.

One direction of Theorem 2.1 is straightforward and follows from the following proposition.

**Proposition 2.2.** If a finite measure preserving transformation \( T \) is mixing on a syndetic sequence \( m_n, n \in \mathbb{N} \), then \( T \) is strong mixing.

**Proof:** Suppose \( T \) is mixing on an increasing sequence \( M = \{m_1, m_2, \ldots \} \) and \( M \) has bounded gaps. There exists \( d \) such that \( m_{n+1} - m_n \leq d \) for all \( n \in \mathbb{N} \). This implies for any measurable sets \( A \) and \( B \) and fixed \( j \) that
\[
\lim_{n \to \infty} \mu(T^{m_n+j} A \cap B) = \lim_{n \to \infty} \mu(T^{m_n} A \cap T^{-j} B) = \mu(A)\mu(T^{-j} B) = \mu(A)\mu(B).
\]
This proves that \( m_n + j \) is a mixing sequence for each \( 0 \leq j \leq d \). Therefore, \( \bigcup_{j=0}^{d} (M + j) = \mathbb{N} \) is a mixing sequence and \( T \) is strong mixing. \( \square \)

If the complement of \( M \) is not thick, then \( M \) is syndetic and every finite measure preserving transformation that is mixing on \( M \), must be strong mixing. This proves one direction in Theorem 2.1.

### 2.1. Staircase constructions.
Our 1/2-rigid weak mixing transformations are constructed as a modification of the staircase transformations. Staircase transformations are rank-one transformations constructed via cutting and stacking. Given a sequence \( r_n \) of cut parameters, at the \( n^{th} \) stage, cut the tower of intervals into \( r_n \) subcolumns, add \( j \) spacers on the \( j^{th} \) subcolumn for \( 0 \leq j \leq r_n - 1 \) and stack left to right. Note, we are adding zero spacers on the first subcolumn. If \( r_n \) does not grow too rapidly, this defines an ergodic invertible measure preserving transformation on a standard probability space (i.e., \([0, 1])\).

### 2.2. 1/2-rigid staircase constructions.
If the cut parameter \( r_n = 2 \) for infinitely many \( n \), then the staircase transformation is 1/2-rigid, and hence, not strong mixing. To obtain the counterexamples, we will set \( r_n = 2 \) for rare \( n \in \mathbb{N} \).

Before proceeding with a proof of Theorem 2.1, we will define three parameterized families of staircase transformations. We give the families the following identifiers: \( S \), \( R \) and \( T \). The final counterexamples are derived from the family \( T \), and the other two families are instrumental for obtaining the counterexamples.
2.2.1. Finite staircase transformations. First, we define a family of transformations called $\mathcal{R}$. Given a positive integer $\alpha \geq 2$ and a column $C$ of intervals of equal width, a transformation $R_{\alpha,C}$ is defined using cutting and stacking in the following manner. First, cut column $C_0 = C$ into $\alpha$ subcolumns of equal width, add a staircase of height $\alpha - 1$ on top of the subcolumns and stack from left to right. This produces column $C_1$. Column $C_{n+1}$ is produced in a similar manner from column $C_n$ by cutting $C_n$ into $\alpha$ subcolumns of equal width, adding a staircase of height $\alpha - 1$ and stacking from left to right. This produces a rank-one finite measure preserving transformation, normalized to be defined a.e. on $[0,1]$. This transformation will be partially rigid, hence not strongly mixing. It will also have the property of being uniform Cesaro which we define here.

Definitions 2.2. A transformation $R$ is uniform Cesaro if for all measurable sets $A$,

$$\lim_{N \to \infty} \sup_{q \in \mathbb{N}} \int_X \left| \frac{1}{N} \sum_{i=0}^{N-1} 1_A(R^q x) - \mu(A) \right| d\mu = 0.$$ 

2.2.2. Mixing staircase transformations. Now we define a subfamily of staircase transformations denoted by $\mathcal{S}$. These transformations will be defined using 3 sequences of parameters, denoted $\vec{\alpha} = (\alpha_p)_{p=1}^{\infty}$, $\vec{\beta} = (\beta_p)_{p=1}^{\infty}$ and a binary sequence $\vec{b} = (b_p)_{p=1}^{\infty}$. Also, $\beta_1 = 1$. Given these sequences, a transformation $S = S_{\alpha,\beta,b} \in \mathcal{S}$ is defined where $r_n = \alpha_p + b_p$ for $\beta_p \leq n < \beta_{p+1}$. Each transformation $S \in \mathcal{S}$ will be produced recursively by alternating between two different types of steps. One step is to fix the cut parameter $\alpha$ and use the fact that $R_{\alpha,C}$ is uniform Cesaro to choose the next cut parameter. In the second step, the cut parameter sequence is modified by a binary vector to approximate an element from $K \subset M^c$ (define by eq. (8) in subsection 2.4). These steps are repeated infinitely often to produce a transformation $S$. We guarantee $S$ is mixing, since it will not be difficult to enforce the following conditions, $\lim_{n \to \infty} r_n = \infty$ and

$$\lim_{n \to \infty} \frac{r_n^2}{h_n} = 0.$$ 

By [3], the transformation $S$ will be strongly mixing.

2.3. Supporting lemma. Prior to proving Theorem 2.1, we will define some notation and prove a couple lemmas on the combinatorics of the cut parameters and corresponding heights.

To define a staircase transformation, an infinite sequence $r_n \geq 2$, $n \in \mathbb{N}$, is specified. We may denote this sequence using vector notation as

$$\vec{r} = (r_1, r_2, \ldots).$$

For $i \in \mathbb{N}$, let $\vec{r}(i) = r_i$. Also, for $i \in \mathbb{N}$, let $\vec{e}_i$ be the vector with a one in the $i^{th}$ position and zeros everywhere else. Each vector of cut parameters and initial value $h_1$, determines a vector of heights given by the formula

$$h_{n+1} = r_n h_n + \frac{r_n(r_n - 1)}{2}.$$ 

\footnote{This notion was introduced by the second author and N. Friedman here [5].}
We may refer to this vector as \( \vec{h} = (h_1, h_2, \ldots) \) and use the function \( H \) to define the mapping
\[
\vec{h} = H(\vec{r}, h_1).
\]
For convenience, let \( H_n(\vec{r}, h_1) = \vec{h}(i) \). We define a nondecreasing vector \( \vec{r} \) as a vector whose components are nondecreasing (i.e., \( r_1 \leq r_2 \leq \ldots \)).

**Lemma 2.1.** Suppose \( \vec{r} \) is a nondecreasing vector and \( h_1 \in \mathbb{N} \). If \( j, k, n \in \mathbb{N} \) such that \( H_n(\vec{r}, h_1) \leq k < H_{n+1}(\vec{r}, h_1) \) and
\[
(5) \quad k < \left( \prod_{i=j}^{n-1} (r_i + 1) \right) h_j,
\]
then there exists a binary vector
\[
(6) \quad \vec{b} = \sum_{i=j}^{n-1} b_i \vec{e}_i
\]
such that
\[
(7) \quad 0 \leq k - H_n(\vec{r} + \vec{b}, h_1) < \left( \frac{1}{r_j} + \frac{1}{H_j(\vec{r}, h_1)} \right) H_n(\vec{r} + \vec{b}, h_1).
\]

This lemma says that if increasing all of the cut parameters in a range by one surpasses the value \( k \), then it is possible to modify certain cut parameters by one, so that a new height parameter approximates \( k \).

**Proof.** Let \( \vec{h} = H(\vec{r}, h_1) \). Suppose we modify only the \( i^{th} \) component of \( \vec{r} \). Thus,
\[
H_{i+1}(\vec{r} + \vec{e}_i, h_1) - H_{i+1}(\vec{r}, h_1) = (r_i + 1) h_i + \frac{(r_i + 1) r_i}{2} - (r_i h_i + \frac{r_i(r_i - 1)}{2}) \]
\[
= h_i + r_i \]
\[
< \left( \frac{1}{r_i} + \frac{1}{h_i} \right) h_{i+1}
\]
Notice that we can still cap the difference, as we compute forward values of \( H \). For the next equation, let \( H'' = H(\vec{r} + \vec{e}_i + \vec{e}_{i+1}, h_1) \) and \( H' = H(\vec{r} + \vec{e}_{i+1}, h_1) \). Then
\[
H_{i+2}(\vec{r} + \vec{e}_i + \vec{e}_{i+1}, h_1) - H_{i+2}(\vec{r} + \vec{e}_{i+1}, h_1) \]
\[
= (r_{i+1} + 1) h''_{i+1} + \frac{(r_{i+1} + 1) r_{i+1}}{2} - ((r_{i+1} + 1) h'_{i+1} + \frac{(r_{i+1} + 1) r_{i+1}}{2})
\]
\[
= (r_{i+1} + 1) (h''_{i+1} - h'_{i+1}) \]
\[
\leq (r_{i+1} + 1) \left( \frac{1}{r_i} + \frac{1}{h_i} \right) h_{i+1}
\]
\[
= \left( \frac{1}{r_i} + \frac{1}{h_i} \right) (r_{i+1} + 1) h_{i+1}
\]
\[
< \left( \frac{1}{r_i} + \frac{1}{h_i} \right) h'_{i+2}
\]
Let \( B = \{ \vec{b} = \sum_{i=j}^{n-1} b_i \vec{e}_i : b_i \in \{0, 1\} \} \). Let \( \vec{b}_0 \) be such that for each \( \vec{b} \in B \),
\[
H_n(\vec{r} + \vec{b}, h_1) \leq H_n(\vec{r} + \vec{b}_0, h_1) \leq k.
\]
The binary vector \( \vec{b}_0 \) is chosen to maximize the modified height without going over \( k \). We prove by contradiction that \( \vec{b} = \vec{b}_0 \) satisfies the condition (7) of the lemma. Suppose it does not. We know that all \( b_i \) are not 1, since condition (5) would imply...
the modified height would then be greater than $k$. Let $i_0$ be the maximum $i_0 \leq n$ such that $b_{i_0} = 0$. Then we can set $b_{i_0} = 1$, and the new height would still be less than $k$. This is true, since by the same argument above, the following holds

$$H_n(\vec{r} + \vec{b}_{i_0} + \vec{e}_i, h_1) - H_n(\vec{r} + \vec{b}_{i_0}, h_1) < \left(1 - \frac{1}{r_i} + \frac{1}{h_{i_0}}\right)H_n(\vec{r} + \vec{b}_{i_0}, h_1).$$

Hence,

$$H_n(\vec{r} + \vec{b}_{i_0} + \vec{e}_i, h_1) < H_n(\vec{r} + \vec{b}_{i_0}, h_1) + \left(1 - \frac{1}{r_i} + \frac{1}{h_{i_0}}\right)H_n(\vec{r} + \vec{b}_{i_0}, h_1) \leq k.$$

This proves the lemma by contradiction. \(\square\)

2.4. Flow Diagram. In this section, we give an overview of the construction of 1/2-rigid transformations. The construction uses a nested infinite recursion. For the inner recursion, we alternate between a uniform Cesaro substage and a number approximation stage. The number approximation stage is used to closely approximate infinitely many values from the thick subset $K$ using column heights of this transformation. These two alternating steps are repeated infinitely often to produce a mixing staircase transformation. Then we use the property of mixing to carefully select a height to introduce a 1/2-rigid time (i.e., cut in half and stack without adding spacer).

The mixing transformation is interrupted, and we return to the previous stage with two substages (uniform Cesaro $\rightarrow$ number approximation). Figure 1 is a diagram showing the nested recursion loops. It is straightforward that the resulting transformation is 1/2 rigid. Since the complement of $M$ is a thick subset, there exist increasing sequences $k_n$ and $\ell_n$ of natural numbers such that

$$k_n + i \notin M \quad \text{for} \quad -\ell_n \leq i \leq \ell_n.$$

Set

$$K = \{k_n : n \in \mathbb{N}\} \subset M^c.$$  \(8\)

In the construction, we will use a sequence $\epsilon_i > 0$ of real numbers such that

$$\sum_{i=1}^{\infty} \epsilon_i < \infty.$$

2.5. Uniform Cesaro and mixing. We describe two substages that are used recursively to construct mixing transformations. The procedure for constructing the mixing transformations is then modified in an infinite loop to produce a 1/2-rigid transformation.

2.5.1. $p$-stage uniform Cesaro. Let $C_p$ be a column of intervals of height $H_p$ and $P_p$ be the partition consisting of $H_p + 1$ elements, $H_p$ elements for each interval of $C_p$, and the complement of $C_p$. Given $\alpha_p \in \mathbb{N}$, let $R = R_{\alpha_p}C_p$ be the uniformly Cesaro transformation with parameters $\alpha_p$ and $C_p$. There exists $N_p \in \mathbb{N}$ such that for $n \geq N_p$ and $A \in P_p$,

$$\sup_{q \in \mathbb{N}} \int_X \left| \frac{1}{n} \sum_{i=0}^{n-1} 1_A(R^{-iq}x) - \mu(A) \right| d\mu \leq \epsilon_{H_p, \mu}(A).$$  \(9\)
2.5.2. Number approximation stage. Let $\rho_p$ be a natural number such that
\[ \frac{1}{\rho_p} < \epsilon_p. \]
Choose $j_p \in \mathbb{N}$ such that the height $h_{j_p}$ produced from the transformation $R_{\alpha_p, C_p}$ from the previous substage (2.5.1) satisfies,
\[ \frac{(\rho_p + 1)^2}{h_{j_p}} < \epsilon_p. \]
At this point, set $r_n = \rho_p$ for $n \geq j_p$. Thus,
\[ h_{j_p+1} = \rho_p h_{j_p} + \frac{\rho_p(\rho_p - 1)}{2} \]
and for $n \geq j_p$,
\[ h_n = \rho_p^{n-j_p} h_{j_p} + \frac{\rho_p(\rho_p^{n-j_p} - 1)}{2}. \]
This implies
\[
\begin{align*}
\lim_{n \to \infty} \frac{(\rho_p + 1)^{n-j_p} h_{j_p}}{h_{n+1}} &= \lim_{n \to \infty} \frac{(\rho_p + 1)^{n-j_p} h_{j_p}}{\rho_p^{n-j_p+1} h_{j_p} + \frac{\rho_p(\rho_p^{n-j_p+1} - 1)}{2}} \\
&\geq \lim_{n \to \infty} \frac{(\rho_p + 1)^{n-j_p} h_{j_p}}{\rho_p^{n-j_p+1} h_{j_p} + \rho_p^{n-j+2}} \\
&= \infty.
\end{align*}
\]
Hence, for $k \in K$ sufficiently large, there exists $n = n(p, k)$ such that
\[ h_n \leq k < h_{n+1} < (\rho_p + 1)^{n-j_p} h_{j_p}. \]
Choose one such $k \in K$ and place it in the set denoted $K'$. By Lemma 2.1, there exists $\tilde{b} = \sum_{i=j_p}^{n-1} b_i \tilde{e}_i$ such that
\[
0 \leq k - \mathcal{H}_n(\vec{r} + \tilde{b}, h_1) < \left( \frac{1}{r_{j_p}} + \frac{1}{\mathcal{H}_{j_p}(\vec{r}, h_1)} \right) \mathcal{H}_n(\vec{r} + \tilde{b}, h_1).
\]
Set $\alpha_{p+1} = \rho_p$ and let $C_{p+1}$ be the resulting column of height $\mathcal{H}_n(\vec{r} + \tilde{b}, h_1)$. Now, return to step (2.5.1).
This infinite loop produces an infinite set $K' \subset K$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{construction_flow_diagram}
\caption{Construction Flow Diagram}
\end{figure}
2.6. Mixing transformation recursion. If the substages (2.5.1) and (2.5.2) are repeated infinitely often, then the resulting transformation is strongly mixing. This is due to the fact that \( \lim_{n \to \infty} r_n = \infty \) and
\[
\lim_{n \to \infty} \frac{r_n^2}{h_n} = 0.
\]

Let \( S_1 \in \mathcal{S} \) be the initial transformation produced from repeating substages (2.5.1) and (2.5.2), infinitely often. Since \( S_1 \) is strong mixing, there exists a positive integer \( L_1 \) such that for \( A, B \in P_1 \) and \( n \geq L_1 \),
\[
|\mu(T^n A \cap B) - \mu(A)\mu(B)| \leq \epsilon_1 \mu(A)\mu(B).
\]
Choose \( y_1 \) such that \( \ell_{y_1} > L_1 \) and \( k_{y_1} \in K_1 = K' \) sufficiently large such that its corresponding \( p = p_1 \), \( n = n(p, k_{y_1}) \) and binary vector \( \bar{b}_1 \) satisfy
\[
\epsilon_1 \mathcal{H}_{n_1} > L_1,
\]
and
\[
0 \leq k_{y_1} - \mathcal{H}_{n_1}(\vec{r} + \bar{b}_1, h_1) \leq \left( \frac{1}{r_{j_p}} + \frac{1}{\mathcal{H}_{j_p}(\vec{r}, h_1)} \right) \mathcal{H}_{n_1}(\vec{r} + \bar{b}_1, h_1).
\]

At this point, we modify the mixing construction \( S_1 \). Consider its column, denoted \( D_1 \) of height \( \mathcal{H}_{n_1}(\vec{r} + \bar{b}_1, h_1) \). Add \( k - \mathcal{H}_{n_1}(\vec{r} + \bar{b}_1, h_1) \) spacers to the top of \( D_1 \) and let \( \mathcal{H}_{n_1} \) be the height of this new column. Then cut \( D_1 \) in half and stack the right half on top of the left half. Return to the infinite recursion of alternating substages (2.5.1) and (2.5.2) with \( \alpha = r_{n_1} - 1 \) to produce a mixing transformation denoted by \( S_2 \).

For the general step, given a strong mixing transformation \( S_i \in \mathcal{S} \), there exists a positive integer \( L_i \) such that for \( A, B \in P_1 \) and \( n \geq L_i \),
\[
|\mu(T^n A \cap B) - \mu(A)\mu(B)| \leq \epsilon_i \mu(A)\mu(B).
\]
Choose \( y_i \) such that \( \ell_{y_i} > L_i \) and \( k_{y_i} \in K_i = K' \) sufficiently large such that there exists \( p_i > p_{i-1} \), \( n_i \) and binary vector \( \bar{b}_i \) such that
\[
\epsilon_i \mathcal{H}_{n_i} > L_i,
\]
and
\[
0 \leq k_{y_i} - \mathcal{H}_{n_i}(\vec{r} + \bar{b}_i, h_1) \leq \left( \frac{1}{r_{j_{p_i}}} + \frac{1}{\mathcal{H}_{j_{p_i}}(\vec{r}, h_1)} \right) \mathcal{H}_{n_i}(\vec{r} + \bar{b}_i, h_1).
\]

At this point, we modify the mixing construction \( S_i \). Consider its column, denoted \( D_i \) of height \( \mathcal{H}_{n_i}(\vec{r} + \bar{b}_i, h_1) \). Add \( k - \mathcal{H}_{n_i}(\vec{r} + \bar{b}_i, h_1) \) spacers to the top of \( D_i \) and let \( \mathcal{H}_{n_i} \) be the height of this new column, renamed \( D_i \). Then cut \( D_i \) in half and stack the right half on top of the left half. Return to the infinite recursion of alternating substages (2.5.1) and (2.5.2) with \( \alpha = r_{n_{i+1}} - 1 \) to produce a mixing transformation denoted by \( S_{i+1} \).

The resulting transformation \( T \) is finite measure preserving, since we do not add an infinite amount of measure. In particular, the proportion of measure added on top of each column of height \( \mathcal{H}_{n_i} \) satisfies
\[
\left( \frac{1}{r_{j_{p_i}}} + \frac{1}{\mathcal{H}_{j_{p_i}}(\vec{r}, h_1)} \right) \leq \frac{2}{r_{j_{p_i}}} 
\]
and
\[
\rho_{p_i} < 2 \epsilon_{p_i}.
\]
Since the sequence $p_i$ is strictly increasing, then the amount of measure added is summable.

2.7. Proof of Theorem 2.1. One direction of the theorem follows from Proposition 2.2. For the other direction, assume $M \subset \mathbb{N}$ such that the complement of $M$ contains a thick subset. Also, assume parameters have been generated as in the previous sections including $k_i, \ell_i, p_i, \ell_i, n_i$ and $S_i$. Partition the natural numbers into two sets which we consider separately,

$$M_1 = \bigcup_{i=1}^{\infty} \left( [\ell_i \mathcal{H}_{n_i}, \mathcal{H}_{n_i} - L_i] \cup [\mathcal{H}_{n_i} + L_i, \mathcal{H}_{n_i+1}] \cap \mathbb{N} \right),$$

$$M_2 = M \setminus M_1.$$

2.7.1. $m_i \in M_2$. For $m_i \in M_2$, there exists $h_j$ such that

$$h_j \leq m_i < h_{j+1}.$$

The columns $C_j$ and $C_{j+1}$ of heights $h_j$ and $h_{j+1}$ respectively both have staircases of heights $r_j$ and $r_{j+1}$ on top. Due to the uniform Cesaro condition (9) that we enforce, then for $A, B \in P_q$,

$$\lim_{m_i \in M_2, m_i \to \infty} \mu(T^{m_i}A \cap B) = \mu(A)\mu(B).$$

See [5] for a detailed proof.

2.7.2. $m_i \in M_1$. This case may seem a bit more subtle. We use the mixing condition applied to each $S_i$.

First, separate this into two subcases:

- $m_i \in [\ell_i \mathcal{H}_{n_i}, \mathcal{H}_{n_i} - L_i]$,
- $m_i \in [\mathcal{H}_{n_i} + L_i, \mathcal{H}_{n_i+1}]$.

We start with the first case. Let $D_{i,1}$ be the bottom $\mathcal{H}_{n_i}$ levels of column $D_i$. Also, let $D_{i,2}$ be the left side of the top $m_i$ levels of $D_i$ and $D_{i,3}$ be the right side of the top $m_i$ levels of $D_i$. Let $A_{i,j} = A \cap D_{i,j}$ for $j = 1, 2, 3$. Thus, we have

$$\mu(T^{m_i}A_{i,1} \cap B) \leq \mu(S_i^{m_i}A_{i,1} \cap B) \leq \mu(S_i^{m_i}A \cap B) \to \mu(A)\mu(B) \text{ as } i \to \infty.$$

The previous line is true, since $m_i \geq \epsilon_i \mathcal{H}_{n_i} > L_i$.

$$\mu(T^{m_i}A_{i,2} \cap B) \leq \mu(S_i^{\mathcal{H}_{n_i}-m_i}A_{i,2} \cap B) \leq \mu(S_i^{\mathcal{H}_{n_i}-m_i}A \cap B) \to \mu(A)\mu(B) \text{ as } i \to \infty.$$

This is true, since $\mathcal{H}_{n_i} - m_i \geq \mathcal{H}_{n_i} - (\mathcal{H}_{n_i} - L_i) = L_i$. See Figure 2 for a pictorial describing this case.

For the second case, let $D_{i,2}$ be the bottom $(m_i - \mathcal{H}_{n_i})$ levels of the left side of column $D_i$. Let $D_{i,1}$ be the remaining levels or half-levels of $D_i$. In this case, let $A_{i,j} = A \cap D_{i,j}$ for $j = 1, 2$. See Figure 3 for a pictorial describing this case. Due to the uniform Cesaro property, $T^{m_i}A_{i,1}$ will mix with a set $B$. For $A_{i,2}$, we have

$$\mu(T^{m_i}A_{i,2} \cap B) \leq \mu(S_i^{m_i-\mathcal{H}_{n_i}}A_{i,2} \cap B) \leq \mu(S_i^{m_i-\mathcal{H}_{n_i}}A \cap B) \to \mu(A)\mu(B) \text{ as } i \to \infty.$$

This previous line is true, since $m_i - \mathcal{H}_{n_i} \geq (\mathcal{H}_{n_i} + L_i) - \mathcal{H}_{n_i} = L_i$.

Therefore, by applying Lemma 4.1 to the sequence $M_1$, we proved that $T$ is mixing on $M$. □
3. **r-thick sets and \( r/(r+1) \)-rigidity**

In this section, we generalize the results from the previous section to transformations with greater rigidity. First, we introduce the notion of \( r \)-thick sets.

**Definitions 3.1.** Given a positive integer \( r \), a set \( K \subset \mathbb{N} \) is \( r \)-thick, if for each \( \ell \in \mathbb{N} \), there exists \( k \in \mathbb{N} \) such that
\[
\{ jk + i : 1 \leq j \leq r, -\ell \leq i \leq \ell \} \subset K.
\]

The definition of a 1-thick set coincides with the usual definition of a thick set. Also, it is easy to verify that a \((n+1)\)-thick set is necessarily \( n \)-thick. However, for each \( n \in \mathbb{N} \), there exists an \( n \)-thick set which is not \((n+1)\)-thick.

**Proposition 3.1.** For any positive integer \( r \), there exists an \( r \)-thick set \( K \subset \mathbb{N} \) such that if \( \alpha > \frac{r}{r+1} \) and a measure preserving transformation \( T \) is \( \alpha \)-rigid, then \( T \) is not mixing on the complement of \( K \).

**Proof.** Let \( K \) be any \( r \)-thick subset with the property that if \( k \in K \), then \((r+1)/2 \notin K \). For example, \( \mathbb{N} \) may be the set,
\[
K = \bigcup_{n=1}^{\infty} [(r+1)^{(r+1)n}, (r+1)^{(r+1)n-1}] \cap \mathbb{N}.
\]

Suppose invertible measure preserving transformation \( T \) is \( \alpha \)-rigid with \( \alpha > r/(r+1) \). Thus, there exists a sequence \( r_n \) of positive integers such that for all measurable sets \( A \),
\[
\lim_{n \to \infty} \mu(T^{r_n}A \cap A) > \alpha \mu(A).
\]
If \( r_n \notin K \) for infinitely many \( n \), then \( T \) is not mixing on \( K^c \) and we are done.

Otherwise, \( r_n \in K \) for sufficiently large \( n \). Let \( \beta \) be such that \( r/(r+1) < \beta < \alpha \) and let \( A \) be a set of positive measure such that \( \mu(A) < (r+1)\beta - r \). Since \( T \) is \( \alpha \)-rigid, there exists \( N \in \mathbb{N} \) such that for \( n \geq N \), \( r_n \in K \) and
\[
\mu(T^{r_n}A \cap A) > \beta \mu(A).
\]
Thus, for \( n \geq N \), \( \mu(T^{r_n}A \cap A^c) < (1 - \beta)\mu(A) \). Hence,
\[
\mu(T^{(r+1)r_n}A \cap A^c) = \sum_{i=1}^{r+1} \mu(T^{ir_n}A \cap T^{(i-1)r_n}A^c)
\]
\[
< (r+1)(1-\beta)\mu(A)
\]
\[
= ((r+1) - (r+1)\beta)\mu(A)
\]
\[
= (1 - ((r+1)\beta - r))\mu(A)
\]
\[
< (1 - \mu(A))\mu(A).
\]
Therefore, \( T \) is not mixing on \((r+1)r_n \in K^c \) for \( n \geq N \). \( \square \)

**Theorem 3.1.** If the complement of a set \( M \subset \mathbb{N} \) contains an \( r \)-thick set for some \( r \in \mathbb{N} \), then there exists an \( \frac{r}{r+1} \)-rigid transformation \( T \) that is mixing on \( M \).

**Proof.** Let \( M \subset \mathbb{N} \) be such that its complement contains an \( r \)-thick subset. Thus, there exist increasing sequences \( k_n \) and \( \ell_n \) of natural numbers such that
\[
\{ jk_n + i : 1 \leq j \leq r, -\ell_n \leq i \leq \ell_n, n \in \mathbb{N} \} \subset M^c.
\]
We define a transformation similar to the examples constructed in section 2.1. The only major change is that \( r+1 \) cuts are applied to the towers \( D_i \) as defined in section 2.6. A column \( D_i \) of height \( H_n \) is defined in a similar manner, as well as \( k = k_n \). Add \( k - H_n \) spacers to the top of \( D_i \), and rename this column \( D_i \). Cut this column into \( r+1 \) subcolumns of equal width and stack from left to right to obtain a single column of height 
\[
(r+1)(k-H_n).
\]
As in section 2.6, return to the infinite recursion of alternating substages 2.5.1 and 2.5.2 with \( \alpha = r_{n-1} \) to produce a mixing transformation denoted by \( S_{n+1} \). The remainder of the proof follows in a manner similar to the proof of Theorem 2.1.

The following theorem can be obtained as a straightforward modification of Theorems 2.1 and 3.1.

**Theorem 3.2.** If the complement of a set \( M \subset \mathbb{N} \) contains an \( r \)-thick set for each \( r \in \mathbb{N} \), then there exists a rigid transformation \( T \) that is mixing on \( M \).

**Corollary 3.1.** Given a sequence \( M \subset \mathbb{N} \) with density zero. Then, there exists a rigid transformation \( T \) that is mixing on \( M \).

**Proof.** If a sequence \( M \) has density zero then for each \( r \in \mathbb{N} \), the complement of \( M \) contains an \( r \)-thick set. Therefore, by Theorem 3.2, there exists a rigid transformation \( T \) that is mixing on \( M \).

4. **Modification of Friedman’s infinite rank example**

In this section, we will present an example from the class of infinite rank transformations. The strategy is essentially based on the machinery of the so-called M-towers introduced by N. Friedman and Ornstein [10]. This machinery is used for example to produce a counter-example of \( K \)-systems which is not Bernoulli [22], and partially mixing maps which are not mixing [10]. Nowadays, this method is known as the cutting and stacking machinery. In the next subsection, we recall the basic definitions and tools from this method. We begin by stating our second main result.

**Theorem 4.1.** Let \( (s_i) \) be a sequence with density zero. Then there exist a infinite rank non-mixing map which is mixing on \( \{s_i\} \).

Let us notice that the complement of any set of density zero contain a shift of some set \( \left\{ \sum \epsilon_j n_j, \epsilon_j \in \{\pm 1, 0\}, \sum |\epsilon_j| < \infty \right\} \), where \( (n_j) \) is a dissociated sequence. We recall that the sequence \( (n_j) \) is a dissociated sequence if \( n_j > 2 \sum_{i=1}^{j-1} n_i \). An example of dissociated sequence is given by lacunary sequence, that is, the sequence for which we have \( \frac{n_{j+1}}{n_j} > q \geq 3 \). As a consequence, we have

**Corollary 4.1.** There exist a infinite rank non-mixing map which is mixing on \( \{n^2, n \in \mathbb{N}\} \).

**Proof.** For any \( n \geq 1 \), we have \( n^2 \equiv 1 \mod 3 \). Therefore,
\[
\left\{ n^2, n \in \mathbb{N} \right\} \cap \left\{ \sum \epsilon_j 5^{2j+1}, \epsilon_j \in \{\pm 1, 0\}, \sum |\epsilon_j| < \infty \right\} = \emptyset.
\]
This finish the proof of the corollary.
The proof of Theorem 4.1 is based on the Friedman-Ornstein machinery. Precisely, our proof is essentially a modification of Friedman’s example in his 1983 paper [11]. Therein, among other results, he construct a transformation which is mixing on a sequence \((s_i)\) but not uniformly mixing on it. This later notion was introduced by N. Friedman in connection with 2-mixing and the famous Rhoklin question which asked whether mixing implies mixing of all order. We notice that it is well known that the Rhoklin problem can be reduced to the class of zero entropy. This will be discussed at the end of this section.

For the moment, let us state and prove a generalization of Ornstein’s crucial mixing lemma.

**Lemma 4.1.** Let \((X, B, \mu, T)\) be a dynamical system and \((s_n)\) a sequence of positive integers. Suppose that

1. For any irrational \(\alpha\) in the circle, \(\{s_i\alpha\}\) is dense.
2. \(T\) is totally ergodic (i.e., \(T^n\) is ergodic for all \(n \neq 0\)) and,
3. for any two measurable sets \(A, B\)

\[
\limsup \mu(T^{s_n}A \cap B) \leq K \mu(A) \mu(B),
\]

for some constant \(K > 1\).

Then \(T\) is mixing along \((s_n)\).

Let us denote by \(\{p_n\}\) the sequence of primes, that is, \(p_n\) is the \(n\)th prime and \(\omega(n)\) the number of prime factors of \(n\). We thus have as a direct consequence the following corollary.

**Corollary 4.2.** If \(\{s_n\}\) is \(\{n^k\}, k \geq 1\), or \(\{p_n^\ell\}, \ell \geq 1\), or \(\{\omega(n)\}\) and \(T\) satisfy (25). Then \(T\) is mixing along \((s_n)\).

**Proof.** By the well-know results, for any irrational number \(\alpha\), the sequence \(\{s_n\alpha\}\) is dense. \(\square\)

Let us give the proof of Lemma 4.1.

**Proof of Lemma 4.1.** We first prove that \(T\) is weakly mixing. Note that since every power of \(T\) is ergodic, \(T\) can not admit eigenvalues which are roots of unity. Suppose \(T\) admits eigenvalues of the form \(e^{2\pi ia}\) for some irrational \(a\) and \(f\) its associated eigenfunction with \(|f| = 1\). Then, for any \(c \in \mathbb{C}\), obviously the set \(\{x : f(x) = c\}\) has Lebesgue measure zero. Let \(x \in [0, 1)\) be such that for every arc \(C\) containing \(x\), \(f^{-1}(C)\) has positive Lebesgue measure. Since \(T\) is totally ergodic, the Lebesgue measure of \(f^{-1}(C)\) can be made as small as we please by choosing \(C\) small enough. Now, by the assumption (1), there is a subsequence \(s_{nj}\) such that \(s_{nj}a \rightarrow 1 \mod 1\). Therefore,

\[
m(T^{-s_{nk}}f^{-1}(C) \cap f^{-1}(C)) = m(f^{-1}(e^{-2\pi is_{nk}a}C \cap C))
\]

\[
\xrightarrow{k \rightarrow +\infty} m(f^{-1}(C))
\]

But, by our assumption (2), we have

\[
\limsup m(T^{-s_{nk}}f^{-1}(C) \cap f^{-1}(C)) \leq K\left(m(f^{-1}(C))\right)^2.
\]
If \(m\left(f^{-1}(C)\right)\) is chosen small enough, we arrive to contradiction, proving that \(T\) is weak mixing. To prove that \(T\) is mixing along \((s_i)\), let us denote by \(\Delta_n\) the graph joining given by \(T^n\), by which we mean the measure on \(X \times X\) defined by 

\[
\Delta_n(A \times B) = \mu(T^n A \cap B),
\]

for any two sets \(A, B \in B\). Since the set of joining is compact in the weak topology of joinings (i.e. \(\rho_n \rightarrow \rho \iff \rho_n(A \times B) \rightarrow \rho(A \times B)\), for each rectangle \((A \times B)\), we can find a sequence of graph joining \((\Delta_{n_j})\) converging to some joining, say, \(\lambda\). Whence, by our assumption \((2)\), we get 

\[
\lambda(A \times B) \leq K(\mu \otimes \mu)(A \times B).
\]

Let us define a joining \(\psi\) by 

\[
\mu \otimes \mu = \frac{1}{K}\lambda + \left(1 - \frac{1}{K}\right)\psi.
\]

But \(\mu \otimes \mu\) is ergodic, so an extreme point in the space of invariant measures, whence \(\lambda = \psi = \mu \otimes \mu\), so that for all \(A, B \in B\), \(\mu(T^n A \cap B) \rightarrow \mu(A)\mu(B)\), and \(T\) is mixing along \((s_i)\). This completes the proof of the Lemma.

4.1. M-Towers by the cutting and independent staking method. Following [12, section 2], an \(n\)-column is an ordered set of intervals \(C = (I_1, \cdots, I_n)\), all of the same length. The width of \(C\) is defined by \(w(C) = |I_1|\), and the height of \(C\) by \(h(C) = n\). The base of \(C\) is \(b(C) = I_1\) and the top is \(t(C) = I_n\). Associated with \(C\) is the map \(T_C\) which maps \(I_i\) linearly to \(I_{i+1}\), \(1 \leq i \leq n - 1\). So, \(T_C\) is defined on \(C \setminus I_n\). We thus have the following figure.

A tower \(G\) is an ordered set of disjoint columns \(C_1, C_2, \cdots C_l\). The top of \(G\) is \(t(G) = \bigcap_{j=1}^l t(C_j)\) and its base is \(b(G) = \bigcap_{j=1}^l b(C_j)\). The width of \(G\) is \(w(G) = |t(G)| = |b(G)|\). The transformation \(T_G\) consists of \(T_{C_j}\), \(1 \leq j \leq l\). A level in column in \(C_j\) is considered as a level in \(G\). \(G\) can be seen also as union of all levels in it. Thus, \(T_G\) is defined on \(G \setminus t(G)\).

5. Proof of Theorem 4.1

We will gives a construction based on Friedman’s construction. It will be carried out by induction.

We start by fixing an \(M\)-towers \(T_G\) as support of mixing time. Therefore, for any \(\epsilon > 0\), there is a positive integer \(N(G, \epsilon)\) such that for any \(n > N(G, \epsilon)\), we
have
\[ (26) \quad \left| \mu(T_G^2 I \cap J) - \frac{\mu(I)\mu(J)}{\mu(G)} \right| < \epsilon, \]
where \( I, J \) are levels in \( G \). Whence, by construction, we can choose \( k = k(G, \epsilon, N) \) so large that \( T \) extends \( T_k \). We thus have
\[ (27) \quad \left| \mu(T_G^2 I \cap J) - \frac{\mu(I)\mu(J)}{\mu(G)} \right| < \epsilon, \quad N(G, \epsilon) \leq n^2 \leq N \]
by (26). Let \( G \) be a tower such that \( w(C) \in \mathbb{Q} \), for each \( C \) in \( G \). We can assume without loss of generality that the denominator of all \( w(C) \) is the same. We cut each \( C \) in \( G \) into sub-columns all of the same width \( w \), and we stacked consecutively (in the usual fashion) to form one column of with \( w \) that we denote by \( w(G) \). Notice that if \( I \) is a level in \( G \), then \( I = \bigcup_{a \in R} I_a \), where \( R \) is finite and \( I_a \) are in \( C(G) \). Let \( C \) be a column and \( r \) a positive integer. We cut \( C \) into \( r \) sub-columns of equal with \( w(G)/r \), and we stack in the usual fashion to form a single column denoted by \( S_r(C) \) with height \( rh(C) \) and width \( \frac{w(C)}{r} \). Now, for \( \epsilon > 0 \) and \( t \in \mathbb{N} \), we choose \( r \geq \frac{\epsilon}{t} \) and let \( T \) be any extension of \( T_{S_r(C)} \). It follows that if \( J \) is a level in \( C \), then, by construction, we have
\[ (28) \quad \mu\left( \bigcap_{j=0}^{t} T^{j\epsilon}(C) J \right) \geq (1 - \epsilon)\mu(J). \]
Now, in our \( M \)-tower at the stage \( n \), we have \( G_n \) such that \( w(G_n) \stackrel{\text{def}}{=} w_n \in \mathbb{Q} \). Moreover, each level \( I \) in \( G_n \), \( 1 \leq i \leq n \), satisfy
\[ I = \bigcup_{j \leq G_n} I^j. \]
Let \( L_n \) be the total number of levels in \( G_n \) and \( \epsilon_n > 0 \) such that \( \epsilon_n < \frac{w_n}{100n} \), we choose also \( N_n \) and \( k_n \) such that (26) and (27) holds. Let \( r_n \geq \max\{k_n, N_n/\epsilon_n\} \) and construct \( G_{n,1} = S_{r_n}(G_n) \). Now, since \( r_n \geq k_n \), if \( T \) extend \( T_{G_{n,1}} \) we have
\[ (29) \quad \left| \mu(T^2 I \cap J) - \frac{\mu(I)\mu(J)}{\mu(G_n)} \right| < \epsilon_n, \quad N_{n-1} \leq i^2 \leq N_n. \]
Now, by constructing \( G_{n,2} = C(G_{n,1}) \), we see that for each Borel \( A \) such that \( A = \bigcup_{I \subseteq G_n} I \) we have \( A = \bigcup_{I \subseteq G_{n,2}, I \subseteq A} I \). Moreover, by the choice of \( r_n \), we get that \( T^2 A = \bigcup_I I \cup A_{\epsilon_n,i} \), where \( \mu(A_{\epsilon_n,i}) < \epsilon_n \). This is due to the fact that
\[ T^{N_n} A = \bigcup_{J \subseteq G_{n,2}} J \cup A_{\epsilon_n,N_{n-1}}. \]
Now, let \( (t_j) \) be a sequence of positive number such that for each \( n \geq 1 \), we have
\[ \frac{b(n-1)}{t_n} < \epsilon_n, \]
where \( b(n) = \sum_{i=1}^{n} t_i \). Choose \( r_n \geq \frac{b_n}{\epsilon_n} \), and construct \( G_{n,3} = S_{r_n}(G_{n,2}) \). Put \( h(G_{n,2}) = h_n \). Therefore, if \( J \) is a level in \( G_{n,2} \) and \( T \) extend \( T_{G_{n,3}} \), then, by (28), we have
\[ (30) \quad \mu\left( \bigcap_{j=0}^{t_n} T^{j\epsilon_n} J \right) \geq (1 - \epsilon_n)\mu(J). \]
Put \( s_j, i = i^2 + (j - b(n - 1))h_n\), \( b(n - 1) < j < b(n), N_{n-1} \leq i^2 \leq N_n \). Then,

\[
\mu \left( \bigcap_{j=0}^{t_n} T^{s_j, i} A \right) \geq (1 - \epsilon_n)\mu(A).
\]

We finish the construction, by cutting \( G_{n,3} \) into two equal columns and adding an extra interval above one column. We thus get the tower \( G_{n+1} \) is \( M \)-towers consisting of two columns with heights differing by one. By construction each level \( I \) in \( G_n \) satisfy \( I = \bigcup_{j \in G_{n+1}} J \), and \( w(G_{n+1}) \in \mathbb{Q} \). We further assume that \( \sqrt{N_n} \) converge to 1. We need now to prove that the mixing holds along the square and the map is not mixing. For mixing along square, observe that for any Borel sets \( A, B \) union of level of some \( G_i \), \( 1 \leq i \leq m \), \( m \) is a fixed integer, we have that \( A, B \) are union of levels in \( G_n \). Therefore, for any \( i \in [\sqrt{N_{n-1}}, \sqrt{N_n}] \), we have

\[
|\mu(T^{i^2}A \cap B - \mu(A)\mu(B))| \\
\leq |\mu(T^{i^2}A \cap B) - \frac{\mu(A)\mu(B)}{\mu(G_n)}| + \left| \frac{1}{\mu(G_n)} - 1 \right|
\]

But

\[
L_n^2\epsilon_n \xrightarrow{n \to +\infty} 0,
\]

and

\[
\left| \frac{1}{\mu(G_n)} - 1 \right| \xrightarrow{n \to +\infty} 0.
\]

We thus get that \( T \) is mixing along \( \{i^2, i \in \mathbb{N}\} \), since the Borel algebra is generated by the levels in \( G_k \), \( k \geq 1 \). To establish that \( T \) is not mixing, we apply (31) for instance to \( \{(s_j, [N_n])_{1 \leq j \leq b(n-1)}\}_{n \in \mathbb{N}} \) to see that

\[
\mu(T^{(j-1)h_n}A \cap A) \geq (1 - 2\epsilon_n)\mu(A).
\]

Whence \( T \) is not mixing.

6. Examples from probabilistic origin

In this section we will gives a class of examples from probabilistic origin which satisfy Theorem 4.1. The classical dynamical systems of probabilistic origin are given by the so-called Gaussian transformation. It is defined as a shift map \( S \) on \( \Omega = \mathbb{R}^\mathbb{N} \) equipped with the Gauss measure \( \mu \), that is, \( (S(\omega(s))_{s \in \mathbb{N}} = (\omega(s+1))_{s \in \mathbb{N}} \). The projection on \( s \)-th coordinate is denoted by \( X(s) \), so \( X((\omega(s))_{s \in \mathbb{R}}) = \omega_s \). We recall that \( \mu \) is said to be a Gauss measure if the joint distribution of any family of variables \( (X_{s_1}, \ldots, X_{s_r}) \) is an \( r \)-dimensional Gauss distribution, that is, for any Borel sets \( B_1, \ldots, B_r \), we have

\[
\mu(X(s_1) \in B_1, \ldots, X(s_r) \in B_r) = \frac{1}{(2\pi)^{r/2}|C|} \int_{B_1 \times \cdots \times B_r} \exp \left( -\frac{1}{2} \cdot \cdot \cdot C^{-1} \cdot \cdot \cdot \right) dx,
\]
where $x = (x_1, x_2, \cdots, x_r)$, $dx = dx_1 \times \cdots dx_r$, $C$ is the matrix of covariance given by

$$C(s_i, s_j) = \mathbb{E}(X_{s_i}X_{s_j}) = \int X_{s_i}(\omega)X_{s_j}(\omega)d\mu(\omega), \quad i, j = 1, \cdots, r.$$ 

It is known that the Gaussian distribution is well defined by its matrix of covariance and its mean vectors $(m(s_1), \cdots, m(s_r))$ given by

$$m(s) = \int X_s(\omega)d\mu(\omega).$$

But, since $\mu$ is invariant with respect to $S$, we have

$$m(s) = m(0) \quad \text{and} \quad C(s_1, s_2) = C(s_1 + t, s_2 + t), \quad \forall t \in \mathbb{N}.$$

Whence, for any $s_1, s_2 \in \mathbb{N}$

$$C(s_1, s_2) = C(0, s_2 - s_1).$$

Therefore, by Herglotz-Bochner-Khintchine theorem, there exist a finite measure on the circle $S^1$ such that

$$C(s + t, s) = \hat{\sigma}(t) = \int z^t d\sigma(z).$$

The measure $\sigma$ is known as the spectral measure of the Gauss measure $\mu$, and it is completely determines the Gauss measure $\mu$ (under the assumption that $m = 0$). The study of ergodicity, weak-mixing, mixing, rigidity are reduced to the study of the property of $\sigma$. For a nice account on the spectral analysis of Gaussian transformation, we refer to [8, Chap. 14].

Let us further notice that for a given $\sigma$, we generate a Gauss transformations with the desired properties. Hence, we are reduced to produce a probability measure on the circle for which the Fourier coefficients along a set of density zero converge to zero and $\sigma$ is not in Rajchman class. We recall that $\sigma$ is in Rajchman class if its Fourier coefficients converge to zero.

Our strategy here is reduced to produce some tools from harmonic analysis which will allows us to produce such measures. For that, we recall the notion of Rajchman sets and its characterization.

**Definitions 6.1.** A Radon measure $\mu$ on the unit circle is said to be a Rajchman measure if

$$\hat{\mu}(n) \xrightarrow{|n| \to +\infty} 0.$$ 

Let $R$ be a subset of $\mathbb{Z}$. $R$ is said to be a Rajchman set if for any Radon measure $\mu$ on the unit circle, if $\hat{\mu}(n) \xrightarrow{n, n \in \mathbb{Z}\setminus R \to +\infty} 0$ then $\hat{\mu}(n) \xrightarrow{|n| \to +\infty} 0$, that is $\mu$ is Rajchman measure.

The characterization of Rajchman sets is due to B. Host and F. Parreau and its based on the notion of classical Riesz product which we recall briefly in the following paragraph.
Classical Riesz products. The Riesz products are some kind of probability measures defined on circle. The original example was introduced by F. Riesz in his 1918’s paper [24] to produce a continuous probability measure whose Fourier coefficients does not vanish at infinity. They are powerful source of counterexamples and their definition are intimately related to the notion of the so-called dissociation. This later notion is defined as follows.

Consider the following two products:

\[(1 + z)(1 + z) = 1 + z + z^2 = 1 + 2z + z^2,\]
\[(1 + z)(1 + z^2) = 1 + z + z^2 + z^3.\]

In the first case we group terms with the same power of \(z\), while in the second case all the powers of \(z\) in the formal expansion are distinct. In the second case we say that the polynomials \(1 + z\) and \(1 + z^2\) are dissociated. More generally we say that a set of trigonometric polynomials is dissociated if in the formal expansion of product of any finitely many of them, the powers of \(z\) in the non-zero terms are all distinct [1].

Let \((n_j)_{j \geq 0}\) be a sequence of positives integers such that for all \(j \geq 1\),

\[n_j > 2 \sum_{k=0}^{j-1} n_k,\]

and \((c_j)_{j \geq 0}\) a sequence of complex numbers such that \(|c_j| \leq \frac{1}{2}\) for all \(j\). Put

\[P_j(z) = 1 + 2\text{Re}(c_j z^{n_j}), \quad z \in S^1, \quad j = 1, 2, \cdots\]

Then it is well known that \((P_j)\) are dissociated. We further have

\[\prod_{j=0}^{k} P_j(z) = \sum_{(\epsilon_l)_{l=0}^{k} \in \{-1, 0, 1\}^{k+1}} \left( \prod_{m=0}^{k} C_{\epsilon_m}(c_m) \right) z^{\sum_{j=0}^{k} \epsilon_j n_j},\]

Where

\[C_{\epsilon}(z) = \begin{cases} z & \text{if } \epsilon = 1, \\ 1 & \text{if } \epsilon = 0, \\ \overline{z} & \text{if } \epsilon = -1. \end{cases}\]

We thus get

\[\prod_{j=0}^{k} P_j(z) = \sum_{j=-N_k}^{N_k} d_j z^j, \quad N_k = \sum_{j=0}^{k} n_j,\]

with

\[d_j = \begin{cases} \prod_{m=0}^{k} C_{\epsilon_m}(c_m) & \text{if } j = \sum_{i=0}^{k} \epsilon_i n_i, \\ 0 & \text{if not.} \end{cases}\]

For each \(k \geq 0\), put

\[\mu_k = \prod_{j=0}^{k} P_j(z)dz.\]
Then $\mu_k$ are all a probability measures, and it is well known that $(\mu_k)$ converge to $\mu$ a probability measure on the circle called nowadays classical Riesz product. Indeed, we have

$$\hat{\mu}(j) = \begin{cases} \prod_{m \in J} C^m(c_m) & \text{if } j = \sum_{i \in J} \epsilon_i n_i, J \subset \mathbb{N} \text{ finite.} \\ 0 & \text{if not.} \end{cases}$$

We thus have that the support of $\hat{\mu}$ is

$$\left\{ \sum_{i \in J} \epsilon_i n_i, J \subset P_f(\mathbb{N}), \epsilon_i \in \{-1, 0, 1\}, i \in J, \right\}$$

where $P_f(\mathbb{N})$ is the set of all finite set of $\mathbb{N}$. For details on the Riesz products and its generalization, we refer to [1] and the references therein. In [1], it is noticed that the spectral type of the rank one maps give raise to a generalized Riesz products and the classical Riesz product products can be used to produced an infinite rank one, that is, a rank one map acting on infinite measure space. Therefore, as a consequence of the proof of Theorem 2.1, we have

**Corollary 6.1.** Let $M \subset \mathbb{Z}$ be such that its complement is thick. Then, there is a continuous generalized Riesz product $\sigma$ such that $\sigma$ is not a Rajchman measure and

$$\tilde{\sigma}(m) \underset{m \to +\infty}{\longrightarrow} 0. \quad (37)$$

We will now present a characterization of Rajchman sets based on the classical Riesz product. This is due to Host-Parreau [16, Théorème 3], [15, Corollary 2].

**Theorem 6.1.** A subset $R \subset \mathbb{Z}$ is a Rajchman set if and only if for any $t \in \mathbb{Z}$, for any dissociated sequence $(n_j)$ we have

$$\left\{ \sum_{j \in \mathbb{N}} \epsilon_j n_j, \epsilon_j \in \{\pm 1, 0\}, \sum_j |\epsilon_j| < +\infty \right\} + t \cap R^c \neq \emptyset. \quad (38)$$

In other words, $R$ it does not contain a shift of the Fourier support of a classical Riesz product. Let us emphasize that Host and Parreau stated their arithmetical characterization for the so-called set of type $M_0$. The set $C$ is a set of type $M_0$ if for any finite measure $\mu$ such supp($\hat{\mu}$) $\subset C$, we have

$$\lim_{|n| \to \infty} |\hat{\mu}(n)| = 0.$$

As a consequence, they obtain a characterization for the set continuity. We recall that set $C$ is said to be a set of continuity if for each number $\epsilon > 0$ there is a $\delta > 0$ such that, if $\mu$ is finite measure with $||\mu|| \leq 1$, then the following condition holds

$$\limsup_{n \in C^c} |\hat{\mu}(n)| < \delta \implies \limsup_{n \in C} |\hat{\mu}(n)| < \epsilon.$$

Precisely, Host and Parreau established that $C \subset \mathbb{Z}$ is a set of continuity if and only if there is $N \in \mathbb{N}$ such that for any $t \in \mathbb{Z}$, we have

$$\left\{ \sum_{j \in \mathbb{N}} \epsilon_j n_j, \epsilon_j \in \{\pm 1, 0\}, \sum_j |\epsilon_j| \leq N \right\} + t \cap C^c \neq \emptyset. \quad (39)$$

A set $E$ which does not satisfy (39) are is said to staisfy Rajchman dissociated property. For a full exposition on Host-Parreau arithmetical characterization of Rajchaman and continuity sets, we refer to [17, Chap. VI].

We are now able to stat the following theorem.
Theorem 6.2. Let \( E \subset \mathbb{Z} \) be a set which satisfy the Rajchman dissociated property. Then, there exist a non-mixing Gaussian transformation that is mixing on the complement of \( E \).

Proof. Let \( E \subset \mathbb{Z} \) be a set which satisfy the Rajchman dissociated property. Then, \( E \) is not a continuity set. Therefore, there is \( \sigma \) a probability measure on the circle such that
\[
\hat{\sigma}(n) \xrightarrow{n,n \in \mathbb{Z}\setminus E \to +\infty} 0.
\]
Take a Gaussian process \((X_n)_{n \in \mathbb{Z}}\) such that
\[
\mathbb{E}(X_0X_n) = \hat{\sigma}(n).
\]
Then, the associated Gaussian maps satisfied the desired properties. \(\square\)

As a corollary, we have

Corollary 6.2. There exists a non-mixing Gaussian transformation that is mixing on the square.

At this point, let us emphasize that the class of continuity sets contain the Rajchman sets, the Sidon sets, and the Riesz sets.

However, We warn the reader that the notion of Sidon set in harmonic is completely different than that in number theory.

Definitions 6.2. A subset of integers \( S \) is a Sidon set if for every \( f \in C(\mathbb{T}) \) such that \( \hat{f}(n) = 0 \), for all \( n \in S^c \), we have \( \sum_{n \in \mathbb{Z}} |\hat{f}(n)| < +\infty \).

It is easy to see that by applying closed-graph theorem that \( S \) is a Sidon set if and only if, there exists a constant \( K > 0 \) such that
\[
\sum_{n \in \mathbb{Z}} |\hat{f}(n)| \leq K \|f\|_\infty,
\]
for every \( f \in C(\mathbb{T}) \) with \( \text{supp}(\hat{f}) \subset S \). According to Host-Parreau characterization, Sidon sets, Hadamard sets, Riesz sets, weak Rajchman sets are all Rajchman sets.

Remark 6.1. All the examples produced here are in the class of zero entropy. Let us notice that Bergelson and al. addressed the famous question of Rokhlin whether mixing implies mixing of all order. We would like to point out that by Rokhlin-Sinai observation, any system is relatively \( K \)-system with respect to its Pinsker factor, and it is well known that mixing implies mixing of all order for \( K \)-system. Therefore, Rokhlin question is reduced to the class of zero entropy. Now, by Ryzikhov’s theorem [25], all mixing transformations with finite rank are mixing of all order. This reduced the question to the mixing transformation with infinite rank.

7. Mixing group action on thin subset without mixing property

In this section, we will present a generalization of the previous result to the countable abelian group action \( G \) equipped with its discrete topology. We denote its dual group by \( \hat{G} \) which is a compact abelian group. Let \((X, \mathcal{B}, \mu)\) be a Borel probability space. For each \( g \in G \), let \( T_g : X \to X \) be a measure-preserving transformation. The family \((T_g)_{g \in G}\) can be seen as the group action of \( G \) on \( X \). To avoid a heavy notation, we will write the map \( T_g \) simply \( g \) when no confusion
can arise. The associated Koopman is given by $U_g(f) = f \circ T_g$, $f \in L^2(X, \mathcal{B}, \mu)$. In our setting, $G$ is a topological group and the map $g \in G \mapsto T_g$ is assumed to be continuous with respect to weak operator topology, that is, for any $f, h \in L^2(X, \mu)$, the map $g \in G \mapsto \langle U_g f, h \rangle$ is continuous map. Therefore, the dynamical system $(X, \mathcal{B}, \mu, G)$ give a unitary representation of $G$ in $L^2(\mathcal{B}, \mu)$. We recall that the action of $G$ is mixing on a subset $M$ of $G$, if for any sequence $\{g_n\} \subset M$, for any Borel set $A, B$, we have
\[
\lim_{n \to \infty} \mu(g_n A \cap B) = \mu(A)\mu(B).
\]
It is weak mixing if the only measurable solutions to the following equation
\[
f \circ T_g = \chi(g)f \text{ a.e.},
\]
where $\chi \in \hat{G}$ are the constant functions.

We start by stating the group version of Theorem 2.1.

**Theorem 7.1.** Let $M$ be a subset of $G$. Then, there is a non-mixing map on it which is mixing on $M$ if and only if its complement is a thick set.

We recall that the subset $R \subset G$ is called a thick set, if for every compact set $K \subset G$, we have $\bigcap_{k \in K} k^{-1}R \neq \emptyset$. A subset $S$ is syndetic if there is a compact set $K \subset G$ with $G = KS$. For the correspond notions and a nice account, we refer to [7] and [14]. Let us notice also that Theorem 7.1 can be obtained as a consequence of Host-Parreau characterization of a set of continuity. Indeed, their theorem was stated as follows

**Lemma 7.1** ([15]). A set $E$ is a set of continuity if and only if for some positive integer $n$, $E$ does not contain the translate of a set of words on length $n$, that is,
\[
\alpha\left\{ \prod_{j=1}^{\infty} \theta^{e_j}, e_j \in \{\pm 1, 0\}, \sum_{j=1}^{\infty} |e_j| \leq n \right\}, \text{ for any } \alpha \in G \text{ and infinite dissociate set } \{\theta_j\}.
\]

We recall that the subset $\{\theta_j\}$ is dissociate if for each integer $N$,
\[
\prod_{j=1}^{N} \theta^{e_j} = e \text{ with } e_j = 0, \pm 1, \pm 2 \implies \theta^{e_j} = 1, \forall j = 1, \cdots, N.
\]

We have also the following

**Theorem 7.2.** Let $M \subset G$ be a subset such that its complement is a thick set. Then, there is a non-mixing group action $(T_g)_{g \in G}$ which is mixing on $M$.

To produce an example of group action on $M$, we will follows the same ideas as in section 6, thus, we will produce a Gaussian action of $G$. Let $\Omega = \mathbb{R}^G$. The coordinate maps $X_g(\omega) = \omega_g$ are said to Gaussian, if for any finite set $F \subset G$, $(X_g)_{g \in G}$ is a Gaussian vectors. The action is stationary if, for any $g \in G$, the map $g \mapsto X_g$ does not change the combined expectation of $X_g$. As, for the $\mathbb{Z}$-action, the action is determined by the covariance, that is, $\mathbb{E}(X_g X_h)$ which form a positive define matrix. We assume also that the mean is zero. Therefore, the action is completely determined by $\mathbb{E}(X_g X_g)$ which must be positive define function on $G$. 
But, by Bochner’s theorem, any positive definite function of a locally compact group abelian group generate a positive measure $\sigma$ on $\hat{G}$ such that
$$E(X_{\gamma} \overline{X}_{\gamma}) = 3\zeta(g).$$
Conversely, every a positive measure $\sigma$ on $\hat{G}$ correspond to a positive definite function on $G$ and hence define a stationary Gaussian process. It is well known that the spectrum of the dynamical system $(\Omega, \mu, (T_g)_{g \in G})$ can be expressed in term of the measure $\sigma$ and Itô’s Chaos as for $\mathbb{Z}$-actions (see [8, p.356-373] [18, p. 67-68]). Now, we present the proof of Theorem 7.2.

**Proof of Theorem 7.2.** Since the complement of $M$ is thick, it is follows by Lemma 7.1 that it is not a set of continuity, that is, there is a probability measure which is a Riesz product such that the support of its Fourier transform is $M^c$. Now, by taking the corresponding Gaussian group action, we obtain a non-mixing action which is mixing on $M$.

**Remark 7.1.** The similar construction to that of section 2 can obtained by using the Ornstein random construction. It can be also extended to the case of countable group action by applying the C–F algorithm introduced by A. del Junco in [9] (this generalized the notion of funny rank one to the action of group). The C–F mixing action à l’Ornstein are constructed in [9] and [21].

Let us notice that our methods as some limitation, we thus ask:

**Question 7.1.** It is possible to extend our results to the action of amenable countable groups or, by applying the same methods, to the locally compact abelian groups.

The extension to the locally compact abelian groups seems more accessible since the extension of the notions of Riesz products, Sidon Sets, Riesz sets, Rachjman and continuity sets are available (see for instance [19], [20], [13, Appendix A, Section A.1] and the references therein).
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**Appendix A. Case where $m_i \in M_1$**
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