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Abstract

This paper proposes PuRL - a deep reinforcement learning (RL) based algorithm for pruning neural networks. Unlike current RL based model compression approaches where feedback is given only at the end of each episode to the agent, PuRL provides rewards at every pruning step. This enables PuRL to achieve sparsity and accuracy comparable to current state-of-the-art methods, while having a much shorter training cycle. PuRL achieves more than 80% sparsity on the ResNet-50 model while retaining a Top-1 accuracy of 75.37% on the ImageNet dataset. Through our experiments we show that PuRL is also able to sparsify already efficient architectures like MobileNet-V2. In addition to performance characterisation experiments, we also provide a discussion and analysis of the various RL design choices that went into the tuning of the Markov Decision Process underlying PuRL. Lastly, we point out that PuRL is simple to use and can be easily adapted for various architectures.

1. Introduction

Neural network efficiency is important for specific applications, e.g., deployment on edge devices and climate considerations Strubell et al. (2019). Weight pruning has emerged as a viable solution methodology for model compression Han et al. (2016), but pruning weights effectively remains a difficult task — the search space of pruning actions is large, and over-pruning weights (or pruning them the wrong way) leads to deficient models Frankle et al. (2019); Deng et al. (2009).

In this work, we approach the pruning problem from a decision-making perspective, and propose to automate the weight pruning process via reinforcement learning (RL). RL provides a principled and structured framework for network pruning, yet has been under-explored. There appears to be only one existing RL-based pruning method, namely AutoML for Model Compression (AMC) He et al. (2018). Here, we build upon AMC and contribute an improved framework: Pruning using Reinforcement Learning (PuRL).

Compared to AMC, PuRL rests on a different Markov Decision Process (MDP) for pruning. One key aspect of our model is the provision of “dense rewards” — rather than rely on the “sparse”
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rewards (given only at the end of each episode), we shape the reward function to provide reward feedback at each step of the pruning process. This results in a far shorter training cycle and decreases the number of training episodes required by as much as 85%. The remaining design changes are informed by ablation-style experiments; we discuss these changes in detail and elucidate the trade-offs of different MDP configurations.

2. Related Work

Various techniques have been proposed for compressing neural networks Cheng et al. (2017). Pruning comes out as a general approach not having restrictions in terms of the tasks it is applicable to. However, pruning too has a large search space size and hence, traditionally, human expertise has been relied upon to do pruning. But with the advent of new search techniques like deep reinforcement learning, we can now automate the process of pruning. In Runtime Neural Pruning, Lin et al. (2017) demonstrate one early approach for using RL to do pruning. They use RL to do a sub-network selection during inference. Thus, they actually don’t really prune the network, but select a sub-network to do inference. He et al. (2018) demonstrate the first use of RL for pruning. However, they only reward the agent at the end of an episode (sparse rewards) and don’t give it any reinforcement at each step in the episode. This slows down the learning process of the RL agent.

We improve upon this by creating a novel training procedure that rewards the agent at each step of the episode (dense rewards) and achieves faster convergence. Our approach is also general in nature and can be easily adapted for different architectures. We compare and report our performance with regards to AMC and other state-of-the-art pruning algorithms on the ImageNet dataset.

3. Pruning using Reinforcement Learning (PuRL)

This section details PuRL, our reinforcement learning method for network pruning. We formalize network pruning as an MDP; we specify the constituent elements, along with intuitions underlying their design.

3.1 Pruning as a Markov Decision Problem

We model the task of pruning a neural network as a Markov Decision Problem (MDP). We formulate and construct each element of the MDP tuple i.e. \( \langle S, A, R, T, \gamma \rangle \) to enable us to use RL for pruning. In the below subsections, we elaborate on each of the tuple elements.

3.1.1 State Representation

We represent the network state \( s \) through a tuple of features. We experiment with two different kind of representations. The first is a simple representation scheme consisting of three features, \( s = \langle l, a, p \rangle \), where \( l \) is the index of the layer being pruned, \( a \) is the current accuracy achieved on the test set (after retraining) and \( p \) corresponds to the proportion of weights pruned thus far. The attributes serve as indicators of the network state. The second representation is a higher dimensional representation aimed at capturing more granular information on the state of the network. It is formulated as, \( s = \langle a_1, p_1, a_2, p_2, \ldots, a_n, p_n \rangle \), where \( a_i \) is the test accuracy after pruning layer \( i \) and doing retraining and \( p_i \) is the sparsification percentage of layer \( i \). \( s \) is a tuple of zeros at the start of
every episode. Each tuple element is updated progressively as layer \( i \) is pruned. We report results from both state representations in the ablation experiments.

### 3.1.2 Action Space

The action space consists of actions where each action corresponds to an \( \alpha \) value which decides the amount of pruning. We use a magnitude threshold derived from the standard deviation of the weights of a layer as our pruning criteria. We prune all weights smaller than this threshold in absolute magnitude. The set of weights that get pruned when an \( \text{Action}_i(\alpha) \) is taken for layer \( i \) are given by Equation 1.

\[
\text{Weights Pruned}_i(\alpha) = \{ w \mid |w| < \alpha \sigma(w_i) \}
\]

where \( \sigma(w_i) \) is the standard deviation of weights in layer \( i \). To further reduce the search complexity, we also experiment with increasing the step size of our actions from 0.1 to 0.2, to sample less actions but still achieve same target pruning rates. We report results in the ablation experiments. We use the same action space for all layers in the network i.e. \( \alpha \in \{0.0, 0.1, 0.2, \ldots, 2.2\} \). This is in contrast to current approaches like AMC and State of Sparsity which set a different pruning range for initial layers, in order to prune them by a lesser amount. Our approach is hence more general in this aspect.

### 3.1.3 Reward Function

Since, the RL agent learns the optimal sparsification policy based on the objective of maximization of total reward per episode, reward shaping helps in faster convergence Ng et al. (1999). We formulate the total reward to be an accumulation of sub-rewards depending upon test accuracy and sparsification achieved. The reward function corresponding to a state \( s \) is given in Equation 2. Here, \( A(s) \) and \( P(s) \) denote the test accuracy and sparsity at state \( s \), \( T_A \) and \( T_P \) denote the desired accuracy and sparsity target set by the user, and \( \beta \) corresponds to a fixed scaling factor of 5.

\[
R(s) = -\beta(\max(1 - A(s)/T_A, 0) + \max(1 - P(s)/T_P, 0))
\]

The reward design ensures that the agent jointly optimises for the desired sparsity and accuracy.

### 3.2 The PuRL Algorithm

We design the PuRL algorithm, to be fast and efficient, when solving the above-mentioned MDP. The first aspect of this is the choice of a good RL agent. The second and more important consideration is the rewards scheme i.e. sparse vs. dense rewards. We elaborate on each of these in the below subsections.

#### 3.2.1 Choice of RL Agent

To solve the MDP we choose amongst various available RL algorithms. Our primary focus is on sample efficiency and accuracy. Deep Q-Network (DQN) Mnih et al. (2013), a form of Q-learning, does a very fast exploration, however, it is not very stable. Through careful design of our reward structure, we make DQN stable and hence, utilise it for doing pruning.
Figure 1: A high level view of the PuRL algorithm with dense rewards. PuRL assigns a unique compression ratio $\alpha$ to each layer. It then gets feedback on the test accuracy and sparsity achieved, after pruning that layer. This is in contrast to current approaches which only give feedback at the end of pruning the whole network. As a result, PuRL learns the optimal sparsity policy 85% faster than current approaches.

3.2.2 Making RL Fast: Dense Rewards

The pruning procedure consists of pruning the weights in a layer based on their magnitude first. The remaining weights are then retrained to get back the accuracy. Retraining is an important aspect of this process.

By setting a different $\alpha$ for each layer, we try to prune away the maximum redundancy specific to each layer. As mentioned in section 2, one way this has been done is to 1) assign alphas to each layer 2) prune each layer and 3) retrain the pruned network in the end. While this method works, as shown by He et al. (2018), it may not be the fastest since it does not directly ascribe accuracy to the $\alpha$ of each layer. In other words, since retraining is only conducted after pruning all the layers and not after each layer (sparse rewards), the network cannot directly infer how accuracy is linked to $\alpha$ of each layer. This might elongate the training period since more samples are required to deduce effect of $\alpha$ of each layer to the network’s final accuracy.

We try to mitigate this by giving rewards after pruning each layer as opposed to giving them at the end of the episode (dense rewards). We retrain the network after pruning each layer to get a test accuracy value. We do retraining by using only a small training set of 1000 images in the case of ImageNet experiments, so as not to add training overhead. We measure accuracy after each layer is pruned and pass it to the agent through the reward and state embedding. As mentioned in section 4, this method of giving dense rewards helps achieve convergence much faster compared to giving sparse rewards. A high level view of the PuRL algorithm is presented in Figure 1.

4. Experiments & Analysis

In this section, we describe computational experiments comparing PuRL to ablated variants, as well as baseline and state-of-the-art methods. Our primary goal was to clarify the effect of different design choices (described in section 4.1) to the pruning performance. Secondly, we demonstrate
that PuRL achieves comparable results to state-of-the-art while using a 85% shorter RL training cycle by testing it on CIFAR-100 and ImageNet datasets and different architectures like ResNet-50, MobileNet-V2 and WideResNet-28-10 (refer to section 4.2 and B.3). Lastly, we showcase the generalization ability of PuRL by using the exact same settings to prune all architectures on ImageNet.

4.1 Understanding the RL Design Space

We conduct a series of ablation experiments to understand what components of the RL design space help make a good RL agent. The choices that give superior result over the baseline are then eventually used. Due to space constraints, we elaborate on some choices in Appendix B.1. We experiment on the ResNet-50 architecture trained on the CIFAR-10 dataset. We set a target sparsity of 60% and target accuracy of 95% for our agent (via the reward function), in all experiments.

| Experiment                    | State Space Size | Action Penalty | Reward Space Prune Penalty | Reward Space Acc. Penalty | Reward Space Acc. Upside | Reward Space Cubic Upside | Accuracy% ± | Sparsity% ± |
|-------------------------------|------------------|----------------|----------------------------|----------------------------|--------------------------|---------------------------|-------------|-------------|
| Sparse Rewards                | 3 0.1            | ✓              | ✓                          | ✓                          |                          |                           | 68.0±13.9   | 66.1±12.7   |
| Dense Rewards (Baseline)      | 3 0.1            | ✓              | ✓                          |                            |                          |                           | 91.8±2.0    | 70.1±2.3    |
| Baseline + Magnitude Target   | 3 0.1            | ✓              | ✓                          |                            |                          |                           | 86.6±3.9    | 60.3±0.8    |
| Baseline + Reward 2           | 3 0.1            | ✓              | ✓                          | ✓                          |                          |                           | 91.4±0.7    | 68.3±2.2    |
| Baseline + Reward 3           | 3 0.1            | ✓              | ✓                          | ✓                          | ✓                        |                           | 90.7±0.2    | 69.4±2.9    |
| Baseline + Action 2           | 3 0.2            | ✓              | ✓                          |                            | ✓                        |                           | 92.2±0.5    | 70.6±0.6    |
| Baseline + State 2            | 108 0.1          | ✓              | ✓                          |                            |                          |                           | 78.9±8.6    | 72.2±4.5    |

Table 1: Ablation results on perturbing State, Action and Reward spaces for the PuRL algorithm on the CIFAR-10 dataset. Error denotes standard error as measured on 3 trials. Dense rewards outperform sparse rewards by a huge margin on accuracy (rows 1 & 2). Stepping the action space by 0.2 (row 6) leads to a Pareto dominant solution over the baseline (row 2).

4.1.1 ARE DENSE REWARDS BETTER THAN SPARSE REWARDS?

We compare sparse rewards i.e. rewards given to the agent only at the end of the episode and dense rewards i.e. rewards at each step of the episode, and try to answer which is better. Referring to Table 1, we compare sparse rewards (row 1) to dense rewards (row 2). Our dense rewards approach outperforms the sparse rewards by a huge margin, 4% on sparsity and 24% on accuracy. Dense rewards help the agent learn much faster by guiding the agent at each step instead of only at the end of the episode. We then use dense rewards as our baseline to conduct all further ablations.

4.1.2 ARE FEWER ACTIONS BETTER?

In the experiment using Action 2 (row 6), we modify the action space to cover the same breadth of actions but have lesser number of actions. So the range remains the same but the step size between the actions increases. So instead of the actions being (0.0, 0.1, .. , 2.2), we now have (0.0, 0.2, .. , 2.2). We see that this experiment Pareto dominates the baseline i.e. it exceeds the baseline in
Table 2: We compare PuRL against the global state-of-the-art pruning results, not just for RL but for all pruning algorithms, and report the Top-1 accuracy performance on ImageNet. PuRL uses 85% less RL episodes than AMC.

both sparsity and accuracy. This is likely because with less number of actions to try, the agent is able to sample each action more and gain better knowledge of each action vis-a-vis the resultant performance metrics. Hence, it picks out better actions i.e. learns a better pruning policy given a particular layer in the network.

4.2 Generalization across ImageNet

To evaluate the performance of our agent on large scale tasks we experiment with the ImageNet dataset. We prune a pretrained ResNet-50 model using an iterative pruning scheme as mentioned in Han et al. (2015) to preserve accuracy by providing gradual pruning targets for the network. We compare our performance with the state-of-the-art pruning algorithms AMC: AutoML for Model Compression He et al. (2018) and State of Sparsity Gale et al. (2019). We prune more than 80% and achieve comparable accuracy to state-of-the-art methods (see Table 2 for full results).

Furthermore, PuRL finishes each RL training cycle in just 55 episodes, compared to 400 episodes required by AMC, due to the dense reward training procedure. We also conduct experiments on other state-of-the-art efficient architectures like MobileNet-V2 Sandler et al. (2018) and EfficientNet-B2 Tan and Le (2019). Referring to supplementary document, PuRL achieves more than 1.5x sparsity compared to AMC without much loss in accuracy. At the same time, PuRL achieves this performance on MobileNet-V2 without any changes in the underlying hyper-parameters compared to ResNet-50. Thus, PuRL can be easily used across architectures without the requirement of modifying the underlying MDP.

5. Conclusion

In this paper, we present PuRL - a fully autonomous RL algorithm for doing large scale compression of neural networks. By improving the rewards structure compared to current approaches, we shorten the training cycle of the RL agent from 400 to 55 episodes. We further do a detailed set of ablation experiments to determine the impact of each MDP component to the final sparsity and accuracy achieved by the agent. We achieve results comparable to current state-of-the-art pruning algorithms on the ImageNet dataset, sparsifying a ResNet-50 model by more than 80% and achieving a Top-1 accuracy of 75.37%. We also benchmark PuRL on other architectures like WideResNet-28-10 including already efficient architectures like MobileNet-V2 and EfficientNet-B2. Lastly, our algorithm is simple to adapt to different neural network architectures and can be used for pruning without a search for each MDP component.
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Appendix A. PuRL Algorithm

Algorithm 1 describes a DQN procedure which learns to select the sparsity threshold for each layer in the model. At the start of each episode, the original model with pre-trained weights is loaded. The agent then takes an action and the layer is pruned by that amount. The model is then retrained for one epoch on a small subset of training data (1000 images out of the 1.2million images in ImageNet). After that, the validation accuracy is calculated, to effect the state transition and the reward is then calculated using the validation accuracy and the pruning percentage. The training is done for max_episodes episodes. Once, training is completed, the model is pruned using the trained agent and then fine-tuned on the full ImageNet dataset.

Algorithm 1 The PuRL Algorithm

1: Stage 1: Train DQN agent
2: episodes ← 0
3: while episodes ≤ max_episodes do
4:     model ← load original model
5:     for each layer t in the model do
6:         a_t ← Sample action from DQN agent
7:         Prune layer t using a_t
8:         Retrain model on small subset of data for 1 epoch
9:         Calculate reward r_t and new state s_t based on resultant sparsity and accuracy achieved
10:        Return r_t and s_t to agent
11:     episodes ← episodes + 1
12:
13: Stage 2: Prune and fine-tune model
14:     model ← load original model
15:     Prune model using the trained DQN agent (averaged over 5 episodes)
16:     Fine-tune model
17: return model

Appendix B. Experimental Results

B.1 Understanding the RL Design Space

B.1.1 Is Absolute Magnitude better than Standard Deviation?

Referring to the Magnitude Target based ablation Table 1 (row 3), we compare absolute magnitude based pruning to standard deviation based pruning (Section 3). For absolute magnitude, we set a sparsity target for a layer and then remove all small weights until we hit the desired sparsity level. As we observe, both the sparsity and accuracy results are lower in this case as compared to our baseline experiment (dense rewards). Thus, standard deviation based pruning is better.

B.1.2 Does Reward Shaping help?

In the experiments using Reward 2 and Reward 3 (Table 1), we investigate if reward shaping can help the agent achieve higher accuracy. For Reward 2, we allow the agent to receive positive rewards if it
Table 3: Follow-up experiment on perturbing the State space on the ImageNet dataset. Error denotes standard error as measured on 3 trials. The higher dimensional state space (108 dimensions) performs better than the simple low dimensional state space (3 dimensions)

| Experiment     | State Dimension | Action Size | Reward Space | Accuracy | Sparsity  |
|----------------|-----------------|-------------|--------------|----------|-----------|
| Low State      | Dimensional     | 3           | ✓            | 47.6 ± 2.3 | 87.4 ± 1.3 |
| Higher State   | Dimensional     | 108         | ✓            | 51.0 ± 0.3 | 82.0 ± 2.0 |

surpasses the given accuracy target (Equation 3). This is in contrast to the baseline reward function in which there is a cap on the maximum reward that the agent can achieve i.e. zero.

$$R_2 = -S((A/T_A - 1) + \max(1 - PP/T_{PP}, 0))$$

For Reward 3, we build on Reward 2 and give a cubic reward to the agent. The agent now sees cubic growth in positive reinforcement as it approaches and surpasses the accuracy target (Equation 4). Hence, by taking the same step size towards accuracy improvement as compared to Reward 2, the agent now gets rewarded more for it.

$$R_3 = -S(((A/T_A)^3 - 1) + \max(1 - PP/T_{PP}, 0))$$

The performance of both these functions is close to the baseline (dense rewards), but the baseline still outperforms them. The added complexity of these functions might require the agent to sample more steps to learn them well. Hence, given a tight training budget, the baseline reward function performs well.

B.1.3 IS MORE INFORMATION BETTER FOR THE AGENT?

In the last experiment with State 2 (Table 1), we vary the state space and make it 108 dimensional instead of 3 dimensional. The idea here is to give the agent more information on the state representation (See Section 3 for details). We see that in this experiment, the agent achieves less accuracy than the baseline however, prunes more than it. Hence, none of the experiments Pareto dominate each other and its inconclusive to determine which one is better. To get more evidence on this, we carry out a further ablation on the ImageNet dataset. Referring to Table 3, we see that the 108 dimensional state outperforms the 3 dimensional state. Hence, more information is indeed better and we use this feature in the final configuration.

B.2 Scaling PuRL to CIFAR100

We first experiment with PuRL on the WideResNet-28-10 architecture Zagoruyko and Komodakis (2016) on the CIFAR-100 Krizhevsky et al. dataset. We compare it to a uniform pruning baseline where every layer is pruned by the same amount to achieve a target sparsity of 93.5%. PuRL outperforms the baseline in Table 4 on both the sparsity and final accuracy.
Table 4: Comparison of the PuRL algorithm to a uniform pruning baseline on the WideResNet-28-10 architecture on CIFAR-100 dataset. PuRL beats the baseline by a huge margin.

| Method | WideResNet-28-10 |
|--------|------------------|
|        | Sparsity | Top-1 Acc. Pre-Pruning | Top-1 Acc. Post-Pruning |
| Baseline | 93.50% | 82.63% | 72.42% |
| PuRL | 93.90% | 82.63% | 80.63% |

Table 5: Comparison of PuRL to AMC for the MobileNet-V2 architecture.

| Method | MobileNet-V2 |
|--------|--------------|
|        | Sparsity | Flops reduction | Top-1 Acc. Pre Pruning | Top-1 Acc. Post Pruning |
| AMC | Not reported | 30% | 71.8% | 70.8% |
| PuRL | 43.3% | 47.9% | 71.9% | 69.8% |

Table 6: Comparison of PuRL to uniform pruning baseline on the state-of-the-art EfficientNet-B2 architecture on the ImageNet dataset. PuRL outperforms the baseline on both the sparsity and accuracy.

| Method | EfficientNet-B2 |
|--------|------------------|
|        | Sparsity | Top-1 Acc. Pre Pruning | Top-1 Acc. Post Pruning |
| Baseline | 59.0% | 79.8% | 68.9% |
| PuRL | 59.5% | 79.8% | 74.5% |

B.3 Generalization across ImageNet

We also conduct experiments on other state-of-the-art efficient architectures on ImageNet to see whether our pruning algorithm can make these architectures even more sparse. We experiment on MobileNet-V2 Sandler et al. (2018) and EfficientNet-B2 Tan and Le (2019). Referring to Table 5, PuRL achieves more than 1.5x sparsity compared to AMC without much loss in accuracy.

At the same time, PuRL achieves this performance on MobileNet-V2 without any changes in the underlying hyper-parameters compared to ResNet-50. Thus, PuRL can be easily used across architectures without the requirement of modifying the underlying MDP. For EfficientNet-B2, Table 6, we compare PuRL to a uniform pruning baseline. PuRL outperforms the baseline on both sparsity and final accuracy, achieving an accuracy improvement of more than 5%. In this case as well, we set the exact same hyper-parameters and MDP setting as that of ResNet-50 and MobileNet-V2. However, since Efficient-B2 is very deep, having 116 layers compared to 54 in ResNet-50, we do early-stopping of the RL episode, to make the training even faster. We stop the episode if the test accuracy drops to less than 0.1% and move on to the next episode.