Research on Method of Character Recognition Based on Hough Transform and RBF Neural Network
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Abstract. A method of character recognition based on Hough transform and RBF neural network is proposed through research on weight accumulation algorithm of Hough transform. According to the feature of characters’ structure by using the duality of point-line Hough transform was done. In this method, the number of the points on the same line in parameter space and the position coordinates of the elements in image mapping space were taken to RBF neural network recognition system as characteristic input vector. It reduced the dimension of character feature vector and reflected the overall distribution of character lattice and the essential feature of character shape. The simulation results indicated there were some merits in this improved method: capability of recognition is strong, the quantity of calculation is small, and the speed of calculation is quick.

1 Introduction

Hough transform is one of image edge detection technologies. Any arbitrary analytic curve of image space can be identified and detected with Hough transform (1, 2). There are some merits for Hough transform: it is not sensitive to the local defect of image; it is robust to random noise and it is suitable for parallel processing and real-time applications. So it is favored by scholars researched on image processing, pattern recognition and computer vision (3, 4).

In this paper through analysis some problems of the existing standard Hough transform, a character feature extraction method based on improved Hough transform was presented. Weight accumulation is used to overcome the interference to which binary accumulation of peak detection bring in Hough transform. It is applied to the recognition system of characters and numbers that the improved Hough transform method combined with RBF neural network. Contrast to the previous method, some merits was presented: capability of recognition is strong, the quantity of calculation is small, and the speed of calculation is quick.

2 Optimization of Hough transform algorithm

2.1 Problem of standard Hough transform in application

In standard Hough transform, generally binary accumulation method was used to accumulate evidence of parameter space. That means the element in accumulation unit is added one. Therefore after every unit was done in the whole parameter space, the accumulation matrix in which accumulation value was recorded was derived (5, 6). As the Figure1 (a) show, the points located on same line in image space intersect at one point in the parameter space after Hough transform and the transform curve presents the radiation distribution around the intersection. Because of this distribution characteristics around intersection, accumulation value of parameter space present butterfly shape distribution around accumulation peak value in arbitrary value accumulation mode, it means that accumulation value of accumulation matrix take the accumulate peak value as the center. The difference value between accumulation value at peak with accumulation value near peak is not large which is shown in Figure 1 (b). It is difficult to set threshold of parameter space, measure and extract peak value. It notes that the part accumulation figure of accumulation matrix was derived from 9*9 accumulation unit which is near to accumulation peak value in whole accumulation matrix (7, 8).

2.2 Optimization of Hough transform

From above figures, it can be seen that the mapping curves of parameter space were more intensive in common voting region, and relative scattered in other regions. The sample variance in each accumulation unit is taken as criterion; by using sample variance the weight of each accumulation unit was accumulated to eliminate interference of the accumulation unit near the accumulation peak.
Fig.1 (a) mapping figure in parameter space

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
2 & 3 & 1 & 0 & 0 & 0 & 1 & 2 \\
2 & 3 & 5 & 8 & 10 & 9 & 6 & 3 \\
3 & 3 & 4 & 2 & 0 & 1 & 2 & 2 \\
2 & 1 & 0 & 0 & 0 & 0 & 1 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{bmatrix}
\]

Fig1 (b) part accumulation matrix

The process of weights accumulation is as follow:

First parameter space was quantified. Then according to the results of quantification, accumulation matrix \( A \) is defined. The element \( \rho_{m,n} \) of transformed matrix \( \rho \) was accumulated in unit \( A(m,n) \), \( \rho_{m,n} \) which satisfied all conditions is called sample of accumulation unit \( A(m,n) \).

Second the sample standard deviation matrix \( S \) was defined according to accumulation matrix \( A \). For example, the accumulation unit \( A(m,n) \) is:

\[
\rho_{m,n} = [\rho_{1,n},\rho_{2,n},...,\rho_{16,n}]^T
\]  

(1)

\( \rho_{m,n} \) is sample vector of accumulation unit \( A(m,n) \), the sample standard deviation \( S(m,n) \) is derived as follow:

Threshold \( T_1 \) was set; the number of element of \( \rho_{m,n} \) is compared with set Threshold \( T_1 \), if larger than \( T_1 \),

\[
S(m,n) = \text{std}(\rho_{m,n})
\]  

(2)

Otherwise

\[
S(m,n) = C
\]  

(3)

\( C \) is a constant, and it is enough larger than the sample standard deviation which is derived through equation (2). So the standard deviation matrix \( S(m,n) \) can be derived with this method.

At last, according to the standard deviation matrix \( S \), weight of accumulation unit is accumulated, the weight is

\[
w_i = \frac{S_{\text{min}}}{S(m,n)}
\]  

(4)

\( S_{\text{min}} \) is the minimum sample standard deviation of whole parameter space. \( S(m,n) \) is sample standard deviation of accumulation unit.

Accumulation unit \( A(m,n) \) is taken as example; the accumulation value is calculated with equation (5)

\[
A(m,n) = \sum_{i=1}^{I} w_i = \sum_{i=1}^{I} \left( \frac{S_{\text{min}}}{S(m,n)} \right)^2
\]  

(5)

The accumulation matrix is calculated after simulation. The part weight accumulation matrix is derived with \( 9 \times 9 \) accumulated unit which were chosen around accumulation peak as figure 2:

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & \text{0.005} & \text{0.005} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \text{0.005} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \text{0.13} & \text{1.05} \\
0 & 0 & 0 & 0 & 0 & 0 & \text{1.34} & \text{0.24} & \text{0.24} \\
0 & 0 & 0 & 0 & 0 & \text{0.05} & \text{0.05} & \text{0.05} & \text{0.05} \\
0 & 0 & 0 & \text{0.05} & \text{0.05} & \text{0.05} & \text{0.05} & \text{0.05} & \text{0.05} \\
0 & 0 & 0 & \text{0.13} & \text{1.05} & \text{1.34} & \text{0.24} & \text{0.24} & \text{0.24} \\
0 & 0 & 0 & \text{1.05} & \text{1.34} & \text{0.24} & \text{0.24} & \text{0.24} & \text{0.24} \\
0 & 0 & \text{0.05} & \text{0.05} & \text{0.05} & \text{0.05} & \text{0.05} & \text{0.05} & \text{0.05} \\
\end{bmatrix}
\]

Fig.2 The part weight accumulation matrix

3 The simulation of character recognition

3.1 The mathematical model

First it is assumed that character or number which is to be recognized is not polluted. The image of character or number is coded with \( 16 \times 16 \) lattice. The squares of number 0 is “ " , The squares of number 1 is “*”. For example, the character Z is shown in figure 3, and the matrix of Z is shown in figure 4
As input, it is turned into 1256 column vector, mapping expected output is 136 column vector, corresponding character position is 1, others is 0, corresponding output is

$$x_{n} = \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \end{bmatrix}$$

$$y_{S} = \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}$$

$$Y_{S} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}$$

Similarly the results of other 35 numbers or characters can be derived. Because Normal random noise is a random number between -1 to 1, so 0~0.4 noise was added to 36 group of samples to simulate real data which polluted with noise. The sample space composed of polluted data and expected data transferred to RBF Neural network recognition system to train.

### 3.2 Simulation and analysis the experiment result

According to the above method, 36 character sample of dot matrix are selected, then Hough transform is done and the average value $Q$ of $A_{n}(\rho, \theta)=0$ in the sample cumulative array $A_{n}(\rho, \theta)$ of 36 characters is calculated. It is show that the statistic result of $Q$ is about 160. Therefore, in a $16 \times 16$ dot matrix of character, after the elements of $A_{n}(\rho, \theta)=0$ were removed, the feature number of accumulator array $A_{n}(\rho, \theta)$ is reduced from $16 \times 16 = 256$ to about 100.

The position coordinates of the elements of the accumulation array $A_{n}(\rho, \theta)$ in the corresponding image mapping space were input to another array $B(x, y)$, the number of feature of $A_{n}(\rho, \theta)$ and $B(x, y)$ is up to 200. Similar method was taken; number of collinear points of $A_{n}(\rho, \theta)>2$ in accumulation array $A_{n}(\rho, \theta)$ was statistic. The results show that the average value of collinear points of $A_{n}(\rho, \theta)>2$ in accumulation array $A_{n}(\rho, \theta)$ is about 60. Finally, accumulate array is sorted in descending order, 60 coordinates element of array and its mapping position in the image mapping space, totally 120 elements as the feature vector, were input to RBF neural network recognition system in sequence.

Data test analysis were done in case with 0.1, 0.2, 0.3, 0.4 random noise interference respectively as shown in Figure 5, where the vertical axis is the error square sum of output vector, the horizontal axis represents the number of test data. In Figure 5 it can be concluded that when the smaller interference was input to system such as 0.1, 0.2, the output can be completely follow the expected value, as shown in Figure 5(a), 5(b) is shown but when the bigger interference was input to system such as 0.3, 0.4. The output cannot completely follow the expected value, namely appeared the recognition error, as shown in Figure 5(c), 5(d) is shown.
In order to understand the recognition ability of the improved algorithm, the recognition rate changes with the amount of interference was made, as shown in Figure 6.

From the figure it can be seen, when the random noise added in the disturbance is less than 0.24; the system can completely identify the input data. Along with the increase of disturbance, the correct recognition rate began to decline, however, when the random noise disturbance reached 0.4, the recognition rate can still reach more than 96%. It indicated that the recognition ability of this improved method based on Hough transform and RBF neural network is strong, it has the good anti-interference ability; and can satisfy the purpose of system design.

Simulation studies show that this method of the Hough transform which is applied to character recognition feature extraction has some merits, such as good recognition ability, small amount of calculation, fast extraction speed etc, its performance is superior to the original identification technology. And it provides technical guarantee for the wide application of character feature extraction and RBF neural network.

4 Conclusion

In this paper, a method of character feature extraction based on pattern recognition and Hough transform is presented. According to the characteristic of characters’ structure by using the duality of point-line Hough transform was done. In this method, the number of the points on the same line in parameter space and the position coordinates of the elements in picture mapping space were taken to RBF neural network recognition system as characteristic input vector. It reduced the dimension of character feature vector, reflects the overall distribution of character lattice and the essential characteristic of character shape. The results show that this method is simple and easy, and has better stability. It is effective to realize the character feature extraction.

4.1. Captions/numbering

Captions should be typed in 9-point Times. They should be centred above the tables and flush left beneath the figures.
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