Understanding Cu Incorporation in the Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ Structure using Resonant X-ray Diffraction
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The ability to control carrier concentration based on the extent of Cu solubility in the Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ alloy compound (where $0 \leq x \leq 1$) makes Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ an interesting case study in the field of thermoelectrics. While Cu clearly plays a role in this process, it is unknown exactly how Cu incorporates into the Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ crystal structure and how this affects the carrier concentration. In this work, we use a combination of resonant energy X-ray diffraction (REXD) experiments and density functional theory (DFT) calculations to elucidate the nature of Cu incorporation into the Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ structure. REXD across the Cu$_x$ edge facilitates the characterization of Cu incorporation in the Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ alloy and enables direct quantification of anti-site defects. We find that Cu substitutes for Hg at a 2:1 ratio, wherein Cu annihilates a vacancy and swaps with a Hg atom. DFT calculations confirm this result and further reveal that the incorporation of Cu occurs preferentially on one of the $x = 1/4$ or $x = 3/4$ planes before filling the other plane. Furthermore, the amount of Cu$_{1}$Hg anti-site defects quantified by REXD was found to be directly proportional to the experimentally measured hole concentration, indicating that the Cu$_{1}$Hg defects are the driving force for tuning carrier concentration in the Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ alloy. The link uncovered here between crystal structure, or more specifically anti-site defects, and carrier concentration can be extended to similar cation-disordered material systems and will aid the development of improved thermoelectric and other functional materials through defect engineering.

I. INTRODUCTION

Cation-disordered semiconductors are an emerging class of materials with properties that are largely governed by lattice site disorder. Site disorder and occupancy are particularly important in optoelectronic and thermoelectric materials, where defect engineering can be utilized to design materials with improved properties such as carrier concentration or lattice thermal conductivity [1, 2]. Further insight on how cation disorder can be utilized to control a material’s properties depends on establishing detailed structure-function relationships. However, pinpointing the source of disorder within materials as well as quantifying the extent of disorder are experimentally challenging tasks.

Quantitative insight into structure-property relationships in cation-disordered materials is often missing from an experimental viewpoint due to the difficulty of characterizing small defect/dopant concentrations. Traditional methods of structural characterization, such as X-ray diffraction (XRD), are excellent for understanding a material’s long range order but are notoriously poor at quantifying small concentrations of defects and dopants. To address this deficiency, a variant of XRD — known as resonant energy X-ray diffraction (REXD) — takes advantage of the energy dependence of atomic scattering factors by measuring the intensity of Bragg peaks as a function of energy across an elemental absorption edge. The atomic scattering factor of a given element changes significantly near its respective absorption edge, which enables the ability to tune the scattering effects of a given element. The change in scattering power elucidates lattice site occupancies that are difficult to identify with traditional XRD, such as elements with similar atomic number occupying symmetric sites [3, 4]. REXD can also be used to probe the presence of elements in small point defect quantities [5, 7]. Here, we use REXD to examine cation site disorder in thermoelectric materials, which require a delicate optimization between low thermal conductivity and high charge carrier mobility.

One class of thermoelectric materials that demonstrates promise for achieving low thermal conductivity is
FIG. 1. The ternary endpoint, [Va]Hg$_2$GeTe$_4$, of the Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ alloy crystallizes in the defect chalcopyrite structure and the quaternary endpoint, Cu$_2$HgGeTe$_4$, crystallizes in the stannite structure. The unit cell for these two compounds is shown here using the \( \bar{I}4 \) space group. The location of specific atomic sites, as defined by the \( \bar{I}4 \) space group, are denoted numerically for each endpoint on the z = 0, 1/4, 1/2, 3/4 and 1 planes and are colored based on the atom occupying that site for each composition—where vacancies are beige, Cu atoms are orange, Hg atoms are green, Ge atoms are blue and Te atoms are gray. Each schematic plane represents a 2x2 unit cell, which is used later in DFT simulations, and the atoms contained in the original unit cell are highlighted within the yellow boxes on each plane.

The structure of the endpoints of the Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ alloy are known to be stannite (\( \bar{I}2m \)) for Cu$_2$HgGeTe$_4$ \[8\] and defect chalcopyrite (\( \bar{I}4 \)) for Hg$_2$GeTe$_4$ \[21\]. Since the \( \bar{I}2m \) space group is a maximal subgroup of the \( \bar{I}4 \) space group, \( \bar{I}4 \) can be used to describe the structure of both Cu$_2$HgGeTe$_4$ and Hg$_2$GeTe$_4$. The unit cell for these two endpoints of the Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ alloy are shown in Fig. 1 along with a schematic that shows the location of each atomic site on the z = 0, 1/4, 1/2, 3/4, 1 planes (see SI Fig. 1 for unit cells of all compositions). For the sake of clarity, Hg$_2$GeTe$_4$ is denoted as [Va]Hg$_2$GeTe$_4$ in Fig. 1 to emphasize the vacancy on site 2 for that structure.

In this work, we use a combination of REXD and density functional theory (DFT) calculations to characterize the Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ crystal structure as a function of alloy composition. We find that vacancy ordering, where the vacancies prefer to occupy a single site, is maintained across all alloy compositions and that Cu incorporates into the alloy structure by preferentially occupying sites 1 and 2 of the z = 1/4 plane before moving on to the z = 3/4 plane (see Fig. 1). Furthermore, we show that the extent of Cu$_{1}$Hg$_{1}$ anti-site defects increases in direct proportionality with the experimentally measured hole concentrations. This work demonstrates how in-depth structural characterizations, including quantification of point defects, can provide valuable insight into how a material’s structure affects electronic properties.
II. MATERIALS AND METHODS

1. Experimental

Powder samples of Cu_{2x}Hg_{2-x}GeTe_4 (x=0, 0.2, 0.4, 0.6, 0.8, 1) from our previous study were also used here. We synthesized these via solid-state reaction as described previously [21]. All samples contain a trace amount of intentional impurities from the phase boundary mapping process [21] (<1.80% of HgTe and <5.02% of GeTe) as determined by our XRD phase fraction analysis.

High resolution X-ray diffraction (HRXRD) experiments were conducted at beamline 11-BM of the Advanced Photon Source (APS) with a wavelength of 0.413 Å. Data was collected by rotating the detector array of 12 independent point detectors (spaced apart by ~2°) from 2° – 28°, thus covering an angular range from 2° – 50°, in increments of 0.001° at a scan speed of 0.01°/s. All samples were diluted with a 1:10 mol ratio of amorphous SiO_2 before being loaded into 0.5 mm glass capillaries (special glass, Charles Supper).

Resonant X-Ray Diffraction measurements were carried out at both beamline 2-1 of the Stanford Synchrotron Radiation Lightsource (SSRL) and beamline 33-BM of the APS. In both cases, samples were measured under Bragg-Brentano geometry using Si zero background plates and scattered X-rays were detected using a Pilatus 100K area detector. All samples were measured under an inert gas environment. Full powder diffraction patterns were measured across the Cu_K absorption edge for every sample. Cu_{0.8}Hg_{1.6}GeTe_4 was measured at 33-BM and all remaining Cu containing samples (Cu_{2x}Hg_{2-x}GeTe_4 where x = 0.2, 0.6, 0.8, 1) were measured at beamline 2-1. Samples measured at 2-1 were rocked by ±0.5°C during measurements to enhance powder averaging, but samples measured at 33-BM were not rocked.

All synchrotron diffraction data was analyzed using the TOPAS Academic software package and modelled to a unified structural model using Rietveld refinement. This structural model was based upon the lower symmetry Hg_2GeTe_4 compound, which has space group I4. The lower degree of symmetry of this space group has the advantage that it enables the use of a single structural model for all measured alloy compositions.

The first step in the analysis process was to perform Rietveld refinement on the HRXRD data. For each sample composition, the data was analyzed by refinement on lattice parameters, atomic occupancies, thermal parameters and atomic position of the Te atom in site 5. While the sites 1, 2, 3 and 4 atoms all lie on special positions within the unit cell, the atomic position of the Te atom in site 5 was refined as (x, y, z). Peak broadening was fit using a combination of Gaussian and Lorentzian contributions. Errors were obtained using the bootstrapping method with 25 iterations [22-24].

The results of the HRXRD refinement (see SI Fig. 2-7) were then used as the starting point for the REXD refinement. For a given sample composition, all the REXD patterns collected at different energies were co-refined using a single structural model (see SI Ex. 1 for a sample input file). All non-occupancy parameters (i.e., thermal parameters, lattice parameters and Te atom position) were fixed to the values determined by HRXRD because the HRXRD scans contain data at a higher Q range, which is most important for refining these parameters. This allows us to focus on refining only the atomic occupancies in the REXD refinements. Peak broadening was again fit using a combination of Gaussian and Lorentzian contributions from size and strain parameters, but further corrections were needed due to anisotropic peak broadening.
FIG. 3. a-c) The Cu and Hg occupancies are plotted here for sites 1, 2 and 3. All occupancies were obtained via Rietveld refinement of REXD data on the Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ alloys at room temperature. d) An example unit cell for the Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ alloy composition is shown here with sites 1, 2 and 3 indicated by the legend.

For this correction, we used Stephen’s tetragonal model [24]. The REXD refinement also required the use of a surface roughness correction to account for over-compaction of the powders in certain measurements ($x = 0.2, 0.6, 0.8$). For this correction, we used a macro developed by Suortti [26]. The total occupancy for each site was constrained such that it could not exceed one and quadratic penalties were used to constrain the overall composition to the nominal stoichiometric value.

An example of the final refinements is shown in Fig. 2a for the Cu$_{2}$HgGeTe$_4$ sample at the Cu $k$ edge (see SI GIFs 1-5 for animations of the final REXD refinements of each composition as a function of energy). The (2,1,1) peak is pointed out because it demonstrates the highest sensitivity to the presence of Cu$_{Hg}$ defects, as indicated by the sudden drop in intensity across the Cu $k$ edge in Fig. 2b. While modest, this change in intensity enables reliable quantification of anti-site defects in our REXD refinements.

2. Computational

Investigation of the energetics of the alloys was performed using first-principles calculations within the DFT formalism [27, 28]. The DFT calculations were performed with the plane-wave basis Vienna Ab initio Simulation Package (VASP) [29]. The generalized gradient approximation (GGA) of Perdew-Burke-Ernzerhof (PBE) [30] in the projector augmented wave formalism [31] was used. The Kohn-Sham orbitals were expanded using a plane-wave basis with a cutoff energy of 500 eV.

Total energies of Hg$_2$GeTe$_4$ and Cu$_2$HgGeTe$_4$ were computed using conventional cells composed of 14 and 16 atoms respectively. In these cases, the Brillouin zone was sampled using a Γ-centered 8x8x4 Monkhorst-Pack k-point grid [32].

The energy cost of the defects in the ternary, quaternary and intermediate composition compounds were evaluated using a 2x2x1 supercell (as shown schematically in Fig. 1) and a Γ-centered 4x4x4 Monkhorst-Pack k-point grid. For the systems with intermediate composition, around 50 supercells with different site occupations were used. In this case, the supercells were generated with the Clusters Approach to Statistical Mechanics (CASM) open-source software package [33].

III. RESULTS AND DISCUSSION

To understand how Cu integrates into the Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ structure, we use REXD across the Cu $k$ edge to probe the atomic occupancies of sites 1, 2 and 3 for each Cu-containing compound ($x = 0.2, 0.4, 0.6, 0.8$ and 1). HRXRD was used for Hg$_2$GeTe$_4$ ($x = 0$) since this compound contains no Cu. These occupancies, plotted in Fig. 3a-c, provide insight into how much of each type of atom lies on a specific lattice site (see SI Tab. 1 for a table of REXD results). As indicated in Fig. 3a, site 1 refers to the site that is nominally occupied by some combination of Hg and Cu depending on the sample composition, site 2 refers to the site that is vacant in Hg$_2$GeTe$_4$ and nominally occupied by Cu in Cu$_2$HgGeTe$_4$, and site 3 is nominally occupied by Hg for all compositions. REXD across the Cu $k$ edge enables more accurate quantification of Cu atomic occupancies than would be possible using non-resonant XRD due to the enhanced sensitivity from the Cu resonance effect. This enhanced sensitivity to Cu is particularly critical for probing Cu$_{Hg}$ anti-site defects on site 3.

From Fig. 3a-b at $x = 0$, it is apparent that site 1 is initially fully occupied by Hg and site 2 is completely vacant, indicating that there is ordering of the vacancies and Hg atoms between sites 1 and 2 on the $z = 1/4$ and $z = 3/4$ planes in Hg$_2$GeTe$_4$. If Hg exists in Hg$_2$GeTe$_4$ in the Hg$^{2+}$ state and Cu integrates into the alloy as Cu$^{1+}$, then it follows that charge balance is maintained by exchanging Cu and Hg in a 2:1 ratio as the alloy progresses.
from $\text{Hg}_2\text{GeTe}_4$ ($x = 0$) to $\text{Cu}_2\text{HgGeTe}_4$ ($x = 1$).

Examining the occupancies of sites 1 and 2 in Fig. 3a and 3b, respectively reveals that Cu fills these two sites roughly equally as the alloy composition changes from $x = 0$ to $x = 1$. Furthermore, the amount of additional Cu introduced into the alloy in sites 1 and 2 at each sequential composition is consistently twice the amount of Hg that is removed from site 1. Taken together, these results indicate that Cu fills the $\text{Cu}_2\text{Hg}_{2-x}\text{GeTe}_4$ lattice in a 2:1 ratio with Hg wherein one Cu atom annihilates a Hg vacancy on site 2 while another Cu atom swaps with an existing Hg atom on site 1.

Meanwhile, Hg continues to prefer occupying site 1 rather than site 2 for all compositions — as evidenced by significantly higher occupancies of Hg on site 1 in Fig. 3a than on site 2 in Fig. 3b — except for $\text{Cu}_2\text{HgGeTe}_4$, where there is very little Hg on either site. However, there is a slight increase in the Hg occupancy of site 2 above the vacancy levels for the $x = 0.6, 0.8$ and 1 compositions in Fig. 3b, which points to the possibility of CuHg anti-site defects in the alloy system.

To further understand the possible source of these defects, the occupancy of site 3 is plotted in Fig. 3c, where we see that the Hg occupancy decreases and is accompanied by a simultaneous increase in the Cu site 3 occupancy as the alloy approaches the $x = 1$ composition. The presence of Cu on site 3 demonstrates the presence of CuHg anti-site defects. The amount of these defects increases as the alloy composition moves closer to $x = 1$ ($\text{Cu}_2\text{HgGeTe}_4$). The propensity for $\text{Cu}_2\text{HgGeTe}_4$ to demonstrate CuHg swaps and for $\text{Hg}_2\text{GeTe}_4$ to be strongly ordered (i.e., no Hg vacancy swaps) is confirmed by DFT calculations, which reveal that the energy cost $\Delta E$ for CuHg swaps in $\text{Cu}_2\text{HgGeTe}_4$ ($\Delta E = 0.23$ eV) is about three times smaller than for Hg vacancy swaps in $\text{Hg}_2\text{GeTe}_4$ ($\Delta E = 0.67 - 0.76$ eV).

In brief summary, REXD experiments have revealed that Cu integrates into the $\text{Cu}_2\text{Hg}_{2-x}\text{GeTe}_4$ alloy structure in a 2:1 ratio with Hg where Cu simultaneously swaps with a Hg atom on site 1 and annihilates a vacancy on site 2. We also know that Hg-vacancy ordering is strongest at compositions closest to $x = 0$ ($\text{Hg}_2\text{GeTe}_4$) and that there is an increasing likelihood of CuHg anti-site defects on site 3 as Cu incorporates into the alloy composition. However, REXD experiments are still unable to tell us whether the Cu integration occurs primarily on one of the $z = 1/4$ or $z = 3/4$ planes or on both simultaneously. This leaves three possible scenarios for how Cu integrates into the $\text{Cu}_2\text{Hg}_{2-x}\text{GeTe}_4$ structure. These three scenarios are illustrated in Fig. 4b for the intermediate $x = 0.5$ alloy composition ($\text{CuHg}_{1.5}\text{GeTe}_4$) and are described as follows: Scenario 1) Cu occupies site 1 on one plane and site 2 on the other plane, Scenario 2) Cu occupies sites 1 and 2 on both planes equally, Scenario 3) Cu occupies sites 1 and 2 exclusively on one plane. Due to site symmetry, we are unable to differentiate between these three possible scenarios using REXD, so we turn to DFT calculations performed on the intermediate composition ($x = 0.5$) to see what the preferred structure is on the basis of total energy. Fig. 4b shows the total energy in meV/atom for approximately 50 potential permutations of the $x = 0.5$ alloy. The three configurations highlighted in green, blue and red show the lowest energy permutation of each of the three scenarios described previously. Of these, scenario 3 has the lowest energy, indicating that Cu prefers to fill one plane entirely before beginning to fill the other plane as Cu is incorporated into the $\text{Cu}_2\text{Hg}_{2-x}\text{GeTe}_4$ structure.

One possible explanation for why scenario 3 is lower in energy than the other scenarios is based on electrostatics. In Fig. 4b, the Te atoms that sit above and below the $z = 1/4$ and $z = 3/4$ planes are shown in light gray and dark gray circles respectively. Looking at the $\text{Hg}_2\text{GeTe}_4$ and $\text{Cu}_2\text{HgGeTe}_4$ unit cells in Fig. 1, we see that each Te atom is bonded to one Ge atom and at least one Hg atom (for instance, from the $z = 0$ or $z = 1/2$ planes) regardless of composition. Assuming Ge has an oxidation state of $4^+$ and Hg has an oxidation state of $2^+$, then each Te atom needs to be surrounded by an additional charge of $2^+$ (in the $z = 1/4$ and $3/4$ planes).
of Cu effects are responsible for controlling the carrier concentration the strong correlation, which indicates that Cu anti-site defects are responsible for controlling the carrier concentration in Cu$_2$Hg$_{2-x}$GeTe$_4$ alloys.

![Graph showing experimental hole concentration as a function of Cu$_{Hg}$ concentration from site 3.](image)

FIG. 5. The experimentally measured hole concentration, taken from [21] (with a standard error of 10%), is plotted here as a function of the site 3 Cu$_{Hg}$ concentration from the current study. A line with a slope of 1 is also drawn to illustrate the strong correlation, which indicates that Cu$_{Hg}$ anti-site defects are responsible for controlling the carrier concentration of Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ alloys.

in order for the octet rule to be satisfied. This is accomplished in Cu$_2$Hg$_{4x}$GeTe$_4$ by two Cu$^{1+}$ atoms and in Hg$_2$GeTe$_4$ by one Hg$^{2+}$ atom and a vacancy. Similarly, for the intermediate compositions in Fig. 3, the octet rule will be satisfied whenever the gray dots representing Te atoms are between two atoms, or boxes, for which the net charge is 2$^+$. Since Cu (orange box) has an oxidation state of 1$^+$, Hg (green box) has an oxidation state of 2$^+$ and vacancies (beige box) have no charge, Scenario 3 is the only scenario that satisfies the octet rule for all Te atoms. This argument is supported by the observation that in Scenario 1 none of the Te atoms satisfy the octet rule and Scenario 1 has the highest energy.

The discussion up to this point has provided a detailed understanding of how Cu is integrated into the Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ structure, so we now turn our attention to how this structure affects the thermoelectric properties. Converting the site 3 Cu occupancies from Fig. 2 into Cu$_{Hg}$ concentrations (as explained in SI Eq. 1) revealed a direct proportionality with previously measured hole concentrations[21] across the alloy composition range, as shown in Fig. 5. This suggests that Cu$_{Hg}$ anti-site defects, which are the source of Cu on site 3, are responsible for tuning the carrier concentration in the Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ alloys.

The ability to tune carrier concentration via manipulation of anti-site defects is a striking result worth further consideration. While it is intuitive that Cu$_{Hg}$ anti-site defects might increase as the alloy composition becomes more Cu rich, it was unexpected to see that the correlation between the site 3 Cu concentration and the experimentally measured hole concentrations was directly proportional (e.g., 1:1) because this implies that no other defects contribute to the carrier concentration. In particular, we expected that Cu vacancies (V$_{Cu}$) may also contribute to the carrier concentration via hole generation. However, two key facts justify our implicit disregard for (V$_{Cu}$) here. First is that DFT defect diagrams for the Cu-rich Cu$_2$Hg$_{4x}$GeTe$_4$ compound predict Cu$_{Hg}$ as the dominant defect [21]. Second is that if V$_{Cu}$ was responsible for the increased carrier concentration in the Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ alloy, then we would expect to see a decrease in the carrier concentration as excess Cu is incorporated into Cu$_2$Hg$_{2x}$GeTe$_4$ because this excess Cu would annihilate V$_{Cu}$. However, our previous work demonstrated that integrating excess Cu into Cu$_2$Hg$_{2x}$GeTe$_4$ actually led to a higher hole concentration[21], indicating that Cu$_{Hg}$ — not V$_{Cu}$ — is the predominant defect in the alloy system. This work therefore demonstrates that Cu$_{Hg}$ is a favorable defect and singularly determines the carrier concentration along the entire alloying series. Thus, these results justify our previous observations and demonstrate how REXD can provide immense insight into the defects of complex materials.

IV. CONCLUSION

We have shown through a combination of REXD experiments and DFT calculations that Cu integrates into the Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ alloy compound in a 2:1 ratio with Hg where Cu simultaneously annihilates a vacancy and swaps with a Hg atom on the $z = 1/4$ and $z = 3/4$ planes. Furthermore, we showed that the ordering of vacancies is maintained as Cu is incorporated into the structure and that Cu atoms prefer to fill a single plane entirely before moving on to the next one. The presence of Cu$_{Hg}$ anti-site defects was quantified by REXD and shown to directly control the measured hole concentrations. These results indicate a systematic and ordered incorporation of Cu into Cu$_{2x}$Hg$_{2-x}$GeTe$_4$ rather than a randomized entropic process, which explains the linear nature of the effect of Cu incorporation on carrier concentration. The ability of REXD to both quantify the presence of antisite defects and understand how these defects affect the carrier concentration can have a significant impact on the development of future thermoelectric materials and semiconductors.
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