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Abstract—In this note we study the conditions for convergence of the recently introduced dynamic regressor extension and mixing (DREM) parameter estimator when the extended regressor is generated using LTI filters. In particular, we are interested in relating these conditions with the ones required for convergence of the classical gradient (or least squares), namely the well-known persistent excitation (PE) requirement on the original regressor vector, $\phi(t) \in \mathbb{R}^q$, with $q \in \mathbb{N}$ the number of unknown parameters. Moreover, we study the case when only interval excitation (IE) is available, under which DREM, concurrent and composite learning schemes ensure global convergence, being the convergence for DREM in finite time. Regarding PE we prove, under some mild technical assumptions, that if $\phi$ is PE then the scalar regressor of DREM, $\Delta Y \in \mathbb{R}$, is also PE ensuring exponential convergence. Concerning IE we prove that if $\phi$ is IE then $\Delta Y$ is also IE. All these results are established in the almost sure sense, namely proving that the set of filter parameters for which the claims do not hold is of zero measure. The main technical tool used in our proof is inspired by a study of Luenberger observers for nonautonomous nonlinear systems recently reported in the literature.

Index Terms—parameter estimation, system identification, adaptive control

I. INTRODUCTION

We consider in the paper the problem of online estimation of the unknown parameter vector $\theta \in \mathbb{R}^q$ from the linear regression equation (LRE)

$$y(t) = \phi^T(t)\theta, \quad (1)$$

where $\phi(t) \in \mathbb{R}^q$ is bounded and, for simplicity, we assume $y(t) \in \mathbb{R}$. Here, we restrict ourselves to on-line recursive algorithms, which are attractive due to their robustness and direct applicability to adaptive control.

It is well-known [24] that the classical gradient estimator

$$\hat{\theta}(t) = \gamma \phi(t)[y(t) - \phi^T(t)\hat{\theta}(t)], \quad \gamma > 0,$$

ensures global exponential stability (GES) of the zero equilibrium of the associated linear time-varying (LTV) error equation

$$\dot{\tilde{\theta}}(t) = -\gamma \phi(t)\phi^T(t)\tilde{\theta}(t),$$

with $\tilde{\theta}(t) := \hat{\theta}(t) - \theta$, if and only if the regressor $\phi$ is $(T, \delta)$-PE, that is, it satisfies

$$\int_t^{t+T} \phi(s)\phi^T(s)ds \geq \delta I_q,$$

for some $T > 0$, $\delta > 0$ and all $t \geq 0$—where we underscore the uniformity in time requirement. Another property of the gradient estimator that follows directly from (2) is monotonicity of the norm of the parameter error, that is,

$$|\tilde{\theta}(t_b)| \leq |\tilde{\theta}(t_a)|, \quad \forall t_b \geq t_a \geq 0.$$

It has recently been shown [5], [12], [23] that global asymptotic stability (GAS)—but not exponential—of the error equation (2) is ensured under the strictly weaker condition of generalized PE. Namely,

$$\int_{t_k}^{t_{k+1}} \phi(s)\phi^T(s)ds \geq \delta_k I_q,$$

where $\{\delta_k\}_{k \in \mathbb{N}}$ is a sequence of positive numbers, and $\{\tau_k\}_{k \in \mathbb{N}}$ is a strictly increasing sequence of positive times such that $\tau_k \to \infty$ together with a technical assumption of the relation between $\delta_k$ and the integral of $|\phi(t)|^2$. It is widely accepted that both, the PE and the generalized PE conditions, are extremely restrictive, a situation that has motivated the development of new estimation algorithms that relax these assumptions. The interested reader is referred to [21] for a recent survey of this literature and [8] for a novel interesting algorithm. The main objective of this paper is to establish the connection with the classical PE requirement and the new condition for convergence of the recently introduced DREM estimator [2].

Notation. We use $\mathbb{C}$ to represent the complex plane, and $\mathbb{C}_{>0}$ for the open right half-plane. For a complex-valued matrix $A \in \mathbb{C}^{n \times m}$, $A^\dagger$ denotes the Hermitian transpose. Given a real-valued symmetric matrix $P \in \mathbb{R}^{n \times n}$, $\lambda_{\min}(P)$ is its smallest eigenvalue. We use $1_n$ to represent an $n$-dimensional vector of ones.

II. EXTENDED REGRESSOR EQUATIONS AND DREM

In this section we give the background material for the development of the DREM estimator.

A. Extended LRE

A key component of all the new modified estimators is the construction of an extended LRE (ELRE). This idea was first reported in [16] within the context of system identification and later used in [14] for adaptive observers and in [15] for adaptive controller designs. In both cases, the ELRE is created applying stable, linear filters to the LRE (1). Namely, we introduce a linear, bounded-input-bounded-output (BIBO), single-input $\ell_\infty$-output operator $H : L_\infty \to L_\infty^\ell$ to define the ELRE

$$Y(t) = \Phi(t)\theta, \quad (5)$$

where $Y(t) := H[y(t)] \in \mathbb{R}^\ell$ and the extended regressor matrix is defined as

$$\Phi(t) := [H[\phi_1](t) \mid \ldots \mid H[\phi_q](t)] \in \mathbb{R}^\ell \times q. \quad (6)$$

Applying a gradient-descent estimation to the ELRE (5) yields

$$\dot{\hat{\theta}}(t) = \gamma \Phi^\top(t)[Y(t) - \Phi(t)\hat{\theta}(t)], \quad \gamma > 0,$$

whose corresponding parameter estimation error equation is

$$\dot{\tilde{\theta}}(t) = -\gamma \Phi^\top(t)\Phi(t)\tilde{\theta}(t). \quad (7)$$

Notice that, in contrast to (2), the matrix $\Phi^\top(t)\Phi(t) \in \mathbb{R}^{q \times q}$ is not necessarily of rank one. This is the central property that motivates the extension of the regressor. However, it is well known [17, Subsection 6.5.3(a.iv)] and [21, Proposition 2], that the provable

...
stability properties of the error equation (7) are the same as the ones of (2), and still require the PE condition for GES.\footnote{The only provable advantage of the new estimator is that the convergence speed can be improved increasing $\gamma$. However, as discussed in [21, Remark 6], the interest of increasing the gain in adaptive systems is highly questionable.}

Two different ways to generate the ELRE have been studied in the literature. In [16], they used $\ell = q$ and the BIBO operator $\mathcal{H}$ is obtained with the stable, linear time-invariant (LTI) filters

$$
\mathcal{H}(p) = \frac{\lambda_i}{p + \lambda_i}, \quad i \in \tilde{q} := \{1, \ldots, q\},
$$

with the differential operator $p := \frac{d}{dt}$, $\lambda_i > 0$ and $\lambda_i \neq \lambda_j$ for all $i \neq j$. We refer in the sequel to the ELRE as Lion’s (L-ELRE). Its state space realization can be written as

$$
\dot{\Phi} = -\Lambda \Phi + \Lambda \frac{q}{\alpha} + \frac{q}{\alpha} \Phi, \quad \dot{Y} = -\Lambda Y + \Lambda \alpha \Phi(t) Y(t),
$$

where $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_q)$.

In [14, 15] they also consider $\ell = q$ and the operator $\mathcal{H}$ is LTV of the form\footnote{It is clear that $\mathcal{H}_i$ is an LTV operator of the form $\dot{x}_i = A_i x_i + b_i(t) u$ with $A_i = -\alpha$ and $b_i(t) = \phi_i$.}

$$
\mathcal{H}_i(p, t) = \frac{1}{p + \alpha} \phi_i(t), \quad i \in \tilde{q},
$$

with $\alpha > 0$. A state space realization of Kreisselmeier’s ELRE—called K-ELRE—is given by

$$
\dot{\Phi}(t) = -\alpha \Phi(t) + \phi(t) \phi^\top(t) \quad \dot{Y}(t) = -\alpha Y(t) + \phi(t) y(t).
$$

In recent years, ELREs have been used to ease the PE requirement in novel estimator schemes—see the recent survey in [21] for more details and a complete list of references. Two examples of these estimators are the concurrent [10] and composite learning [22].

**Definition 1:** A bounded signal $\phi \in \mathbb{R}^q$ is $(t_0, t_c, \mu)$-IE if there exist $t_0 \geq 0$ and $t_c > 0$ such that

$$
\int_{t_0}^{t_0 + t_c} \phi(s) \phi^\top(s) ds \geq \mu I_q
$$

for some $\mu > 0$.

The IE condition is called “exciting over a finite time interval” in [25, Definition 3.1, pp. 108], where it was used to analyze some convergence properties of the estimation error in the gradient algorithm.

**B. DREM estimator**

A new estimator that has attracted a lot of attention, and has proven to be very successful to solve many theoretical and practical open problems is DREM, first proposed in [2] and recently reviewed in [19]. The main idea of DREM is to generate, out of the ELRE (5), $q$ scalar LREs. Towards this end, we also fix $\ell = q$ and then introduce the key mixing step of multiplying from the left (5) by the adjugate of the (square) matrix $\Phi(t)$, denoted $\text{adj}\{\Phi(t)\}$, to get

$$
\dot{Y}(t) = \Delta(t) \hat{\theta}_i, \quad i \in \tilde{q},
$$

where $\dot{Y}(t) := \text{adj}\{\Phi(t)\} Y(t)$ and

$$
\Delta(t) := \det\{\Phi(t)\}.
$$

The DREM design is completed with the $q$ scalar estimators

$$
\hat{\theta}_i(t) = \gamma_i \Delta(t) [Y_i(t) - \Delta(t) \hat{\theta}_i(t)], \quad \gamma_i \geq 0, \quad i \in \tilde{q},
$$

with associated error equations

$$
\dot{\hat{\theta}}_i(t) = -\gamma_i \Delta^2(t) \hat{\theta}_i(t), \quad i \in \tilde{q},
$$

for which the following proposition can be easily proved [2, 19].

**Proposition 1:** The systems (16) enjoy the following feature.

\begin{align}
\text{F1} & \quad \text{The origin is GAS } \iff \Delta \notin \mathbb{C}^2 \\
\text{F2} & \quad \text{The origin is GES } \iff \Delta \text{ is PE.} \\
\text{F3} & \quad \text{For all } t_0 \geq t_q \geq 0 \text{ we have } |\hat{\theta}_i(t_q)| \leq |\hat{\theta}_i(t_0)|, \quad i \in \tilde{q}.
\end{align}

Moreover, a variation of DREM that converges in finite time under the weaker IE assumption (12) has been recently reported in [20] and, as discussed in [19], it has proven instrumental to solve many practical and theoretical open problems.

Note that in DREM we have replaced the convergence condition on the vector $\phi$ being PE by a condition—either non-square integrability for GAS or PE for GES—on a scalar quantity $\Delta(t)$, which is the determinant of the extended regressor matrix (14). A natural question that arises is the relationship between the excitation properties of the original regressor $\phi(t)$ and the new scalar regressor $\Delta(t)$. This question has been recently answered in [4] for the case of K-ELRE where the following results are proven.

**Proposition 2:** Consider the extended regressor matrix (6) generated via (10), and its determinant (14).

\begin{enumerate}
\item $\phi$ is PE $\iff \Delta$ is PE.
\item $\phi(t) = (t_0, t_C, \mu)$-IE $\implies \Delta$ is also $(t_0, t_c, \mu)$-IE.
\end{enumerate}

The results above prove that, in a scenario with suitable excitation, DREM with K-ELRE has the same convergence properties as the standard gradient, with the following additional advantages:

\begin{enumerate}
\item GAS under the non-square integrability condition of the scalar regressor $\Delta$ that, as shown in [19, Proposition 3] is strictly weaker than PE of the regressor $\phi$;
\item element-by-element monotonicity of the parameter errors, which is strictly stronger than (4);
\item ability to tune, via $\gamma_i$, the convergence rate of each parameter error, in an independent way;
\item possibility to ensure finite convergence time under IE [20, Proposition 3] without the injection of high-gain.
\end{enumerate}

The main objective of this paper is to prove a similar result for DREM with L-ELRE.\footnote{In [3] this question was studied for the particular case of systems identification, when the regressor is generated via LTI filtering of a sum of sinusoidal signals.} In this way we conclusively establish the superiority of DREM—in either one of its forms, K- or L-ELRE—over classical estimators. Instrumental to establish our results is to adopt a Kazantzis-Kravaris-Luenberger (KKL) observer perspective of the DREM estimator, as done in [18]. In this way, we can invoke a fundamental result on injectivity of the key mapping of KKL observers for nonautonomous nonlinear systems recently reported in [6]. This result extends to the nonautonomous case the previous results of [1] for autonomous systems, allowing then to include the study at hand.

**III. TWO MINOR MODIFICATIONS TO THE DREM ESTIMATOR**

To establish our results we introduce two slight modifications to the procedure described above. First, we do not select the number...
of filters equal to the dimension of the parameter vector, instead we set
\[ \ell = q + 1. \] (17)

Moreover, in order to use the result of [11] in the proof of our main claim, we allow \( \lambda_i \) to be in \( \mathbb{C}_{>0} \). This modification is similar to the procedure used in the design of KKL observers, first proposed in [13] and intensively studied in [1], [7] where—to ensure injectivity of a key mapping—the number of LTI filters is selected larger than the dimension of the states system. Such an approach was suggested in [18, Section 5], where the DREM estimator is revisited as a KKL observer for the LTV system
\[
\dot{\theta} = 0 \\
y(t) = \phi^T(t)\theta,
\] (18)
in which the “state” \( \theta \) is constant and the “output matrix” is \( \phi^T(t) \). As pointed out in [18] the results on KKL observers for nonautonomous systems, known at that time, were insufficient to carry out the analysis of the DREM estimators. Fortunately, this situation has evolved, and the issue has been fully addressed in [6]. In particular, we will show in the paper that [6, Theorem 3] can be easily adapted to answer our questions. For ease of reference, a simplified version of this fundamental result is given in the Appendix.

Our second modification is a consequence of the choice of (17). Indeed, in order to apply the mixing step of DREM described in Subsection II-B, it is obvious to necessary to have a square extended regressor matrix. This is easily achieved premultiplying the ELRE (5) by \( \phi^H(t) \) and redefining the LREs (13) as
\[
\mathcal{Y}(N(t)) = \Delta(N(t))\theta,
\]
in which \( \mathcal{Y}(N(t)) := \text{adj}(\phi^H(t)\Phi(t))\phi^H(t)Y(t) \) and
\[
\Delta(N(t)) := \det(\phi^H(t)\Phi(t)) \in \mathbb{R},
\] (19)
where the subscript \( (\cdot)_{N} \) is added to underscore that these are new signals. It is clear that we can still follow the last step in DREM to estimate the parameters \( \theta_i \) individually. One important observation is that, since \( \Phi(t) \) is a tall matrix the following implication is true
\[
\text{rank } \{\Phi(t)\} = q \implies \text{rank } \{\phi^H(t)\Phi(t)\} = q. \] (20)

This implication allows us to study the properties of the “new” \( \Delta(N(t)) \) defined in (19) via the analysis of the rank of \( \Phi(t) \).

A final observation is that, without loss of generality for the purposes of this note, we assume that all filters initial conditions are zero.

Remark 1: The two modifications proposed in this section are minor from the constructive perspective. However, we consider the case \( \ell > q \), since it was shown in [1], [6] that the excessive coordinates play an important role to guarantee the key mapping, discussed in the following section, being injective. In contrast, there is no provable guarantee for the case \( \ell = q \).

IV. MAIN RESULT

We are now in position to present the main result of this note.

Proposition 3: Consider the extended regressor matrix (6) generated via (8), with \( \lambda_i \in \mathbb{C}_{>0} \), \( \lambda_i \neq \lambda_j \) for \( i \neq j \) and \( \ell = q + 1 \), and the determinant (19). For almost all choices of \( \lambda_i \) the following implications hold true.\(^4\)

\(^4\)This choice is made for simplicity, the results being true for any \( \ell > q \).

\(^5\)The qualifier “almost” stems from the fact that the set of \( \lambda_i \) for which the implications do not hold has zero Lebesgue measure.

**P1** If \( \phi \) is \((t_0, t_c, \mu)\)-IE, then there exists a moment \( t_* > 0 \) such that
\[
\Delta_{\nu}(t) > 0, \quad \forall t \in [t_*, \infty). \] (21)

**P2** If \( \phi \) is \((T, \delta)\)-PE and smooth with its time derivatives bounded, and if for any interval \([t, t + T]\), \( \forall t \geq 0 \) there exists a subinterval \([t_c, t_c + \delta_c] \subset [t, t + T] \) such that
\[
\lambda_{\min}(\phi^H(s)\phi_H(s)) \geq L_{\mu}^{-1}, \quad \forall s \in [t_c, t_c + \delta_c] \] (22)

with \( \phi_H := \begin{bmatrix} \phi(s) & \phi'(s) & \ldots & \phi^{(q-1)}(s) \end{bmatrix} \), for some \( \delta_c > 0 \) and some \( L_{\mu} > 0 \). Then, \( \Delta_{\mu} \) is PE.

**Proof:** The proof of **P1** is based on [6, Theorem 3], which relies on the deep and fundamental result on almost sure injectivity of mappings reported in [11, Lemma 3.2]. We present in the Appendix a simplified version of the result of [6] that is suitable for our analysis.

The gist of the proof is to verify, for our DREM scenario, the conditions of Lemma 1, and it proceeds along the following basic steps. First, we identify the mapping (29) of Lemma 1 for the LTV system (18). Second, we prove that, if the extended regressor matrix \( \Phi(t) \) is full-rank, the mapping is injective selecting the filter parameters outside a zero-Lebesgue measure set. Third, we prove that the assumption of \( \phi \) being IE guarantees the backward-distinguishability condition in Lemma 1. The proof is completed invoking the implication (20). For convenience and with a slight abuse of notations, the output of the system (18), parameterized by \( \theta \), is rewritten as \( y_0(t) \).

Some simple calculations show that, for the system (18), the mapping (29) takes the form
\[
T(\theta, t) = \int_0^t \begin{bmatrix} e^{\lambda_1(s-t)}y_0(s) \\ \vdots \\ e^{\lambda_{\ell}(s-t)}y_0(s) \end{bmatrix} ds = \int_0^t \begin{bmatrix} e^{\lambda_1(s-t)}\phi^T(s) \\ \vdots \\ e^{\lambda_{\ell}(s-t)}\phi^T(s) \end{bmatrix} \theta ds = \Lambda^{-1} \begin{bmatrix} \int_0^t \lambda_1 e^{\lambda_1(s-t)}\phi^T(s)ds \\ \vdots \\ \int_0^t \lambda_{\ell} e^{\lambda_{\ell}(s-t)}\phi^T(s)ds \end{bmatrix} \theta = \Lambda^{-1}\Phi(t)\theta,
\]
where \( \Lambda := \text{diag}\{\lambda_i\} \in \mathbb{C}^{\ell \times \ell} \). Clearly, according to Definition 2, for a given moment \( t \), injectivity holds if and only if \( \Phi(t) \) is full rank, i.e.
\[
T(\cdot, t) \text{ is injective} \iff \text{rank } \{\Phi(t)\} = q. \] (23)

We proceed now to prove that, under the condition of \( \phi \) being \((t_0, t_c, \mu)\)-IE, the backward-distinguishability condition of Lemma 1 is satisfied. First, select \( t_* := t_0 + t_c \), then for \( t \geq t_* \), we have
\[
\int_0^t \phi(s)\phi^T(s)ds = \int_0^{t_0} \phi(s)\phi^T(s)ds + \int_{t_0}^{t_*} \phi(s)\phi^T(s)ds + \int_{t_*}^t \phi(s)\phi^T(s)ds \\
\geq \int_0^{t_0} \phi(s)\phi^T(s)ds + \mu t - \mu t_c \\
\geq \mu I_q.
\] (24)
Consider two parameter vectors \((\theta_a, \theta_b) \in \mathbb{R}^{2q}\). Then, we have
\[
y_{\theta_a}(s) - y_{\theta_b}(s) \equiv 0, \forall s \in [0, t]
\]
which is a Vandermonde matrix, thus being full rank due to the assumption on distinct \(\lambda_i\). Hence, the pair \((\Lambda, B)\) is controllable, then verifying all the assumptions required in [6, Theorem 2].

According to that theorem there exists a constant \(L_k > 0\) such that the mapping \(T(. , t)\) defined in (29) is an injective immersion with
\[
|\theta_a - \theta_b| \leq L_k |T(\theta_a, t) - T(\theta_b, t)|, \quad \forall t \in [t_c, t_c + \delta_c]
\]
for any \((\theta_a, \theta_b) \in \mathbb{R}^{2q}\) and some \(0 < t_c < \delta_c\) by properly selecting \(L_H > 0\). (In the proof of [6, Theorem 2], it was shown that \(t_k\) is decreasing with smaller \(L_H\).)

Then, in the above interval, we have
\[
|\Lambda^{-1} \Phi(t)(\theta_a - \theta_b)| \geq L_k^{-1} |\theta_a - \theta_b|
\]
for any \((\theta_a, \theta_b) \in \mathbb{R}^{2q}\). Defining \(v := \theta_a - \theta_b\), we get
\[
v^T \Phi^H(t) \Phi(t) v \geq L_0 v^T v
\]
for some \(L_0 > 0\). Since (27) holds for any \(v \in \mathbb{R}^{q}\), we have
\[
\Phi^H(t) \Phi(t) \geq L_0 I_{q \times q}
\]
Noting \(\Delta_N = \text{det}(\Phi^H(t))\), we conclude that \(\Delta_N\) has a uniformly positive lower bound in these intervals, i.e., \(\forall t \geq 0\)
\[
\Delta_N(s) \geq L_1, \forall s \in [t_c + t_k, t_c + \delta_c] \subset [t, t + T]
\]
for some \(L_1 > 0\) independent of \(t\). Invoking the uniformity with respect to time in (22), and the definition of PE, we complete the proof.

The following remarks are in order.

**Remark 2:** It is important to note that the claim P1 proves that if \(\phi(t)\) is IE then \(\Delta_N(t)\) is bounded away from zero for all \(t\), which does not ensure that the necessary and sufficient condition for convergence, i.e., \(\Delta_N \notin \mathcal{L}_2\), is satisfied. On the other hand, if \(\phi(t)\) is PE and satisfies the condition (22), using successively P2 and P2 of Proposition 1, it ensures that the DREM estimator is GES. These facts are illustrated in simulations of the section below.

**Remark 3:** If \(\phi(t)\) is PE, it is possible to estimate the unknown parameter vector \(\theta\) off-line from the L-ELRE or the scalar mixed regressors. Indeed, as done in [6, Theorem 2], we can replace the online gradient-descent search by the calculation of the inverse mappings, that is,
\[
\hat{\theta}(t) = [\Phi^H(t) \Phi(t)]^{-1} \Phi^H(t) Y(t)
\]
for the former and the simpler \(\hat{\theta}(t) = \frac{1}{\Delta N(t)} Y_N(t)\) for the latter. However, such an implementation is fragile in the presence of noise and stymies the ability to track (slowly) time-varying parameters.

**Remark 4:** The key point in P1 is to establish the connection between an interval property of \(\phi\) and the “point-wise” property of the scalar variable \(\Delta_N\) after some moment of time. To give some insight on this fact we recall that we can apply—as done in [21, Proposition 7] for KRE—Jacobi’s formula to \((9)\) (with \(\ell = q\) and \(\Delta\) defined in (14)) to get
\[
\dot{\Delta} = -\lambda_\Sigma \Delta + \nabla_\Sigma \text{adj} \{\Phi\} \dot{\phi} \quad (\text{or in integral form})
\]
with \(\lambda_\Sigma = \sum_i \lambda_i\) and \(\nabla_\Sigma = \text{col}(\lambda_1, \ldots, \lambda_\ell)\). Then, solving the equation above, we have
\[
\Delta(t) = \Delta(t_0) e^{-\lambda_\Sigma(t-t_0)} + \int_{t_0}^t \nabla_\Sigma(s-t) \text{adj} \{\Phi(s)\} \phi(s) ds.
\]
Clearly, the “point-wise” function \( \Delta(t) \) gathers the interval information of \( \phi \) in the past.

Remark 5: The condition \( P_1 \), does not guarantee that the scalar regressor \( \Delta_N \) is PE, only that it is IE. Hence, using the standard gradient descent we cannot ensure that the estimation error converges to zero. This problem has been recently overcome in [9], where with some additional filtering operations we generate from LRE with IE regressors, new LRE with PE regressors.

V. Simulation Results

To illustrate the results of Proposition 3, in this section we present some numerical simulations for the LRE (1) with \( q = 2 \) and \( \theta = \text{col}(1, 2) \). The DREM estimator with L-ELRE is designed selecting \( \ell = 3 \), the filter parameters \( \lambda_i \) equal to \( 0.2, 0.3 \) and \( 0.4 \) and both adaptation gains set as \( \gamma_i = 2 \). All initial conditions—of the filters and the estimated parameters—are set equal to zero.

First, we consider the PE case, selecting the regressor \( \phi(t) = \text{col}(5 \sin(t), 8 \cos(t)) \). It is very easy to check that the given signal \( \phi(t) \) satisfies the full rank condition (22). Fig. 1 shows the evolution of \( \Delta_N(t) \), which is positive for all \( t \in [t_\star, \infty) \), with \( t_\star = 2\pi \). The lower bound of \( \Delta_N(t) \) is uniformly larger than zero even for \( t \to \infty \), verifying the statement \( P_2 \). We also show in Fig. 2 the trajectories of the DREM estimation errors \( \tilde{\theta}_i \), clearly revealing the element-by-element exponential convergence.

Second, we consider the case when \( \phi \) is \((t_0, t_c, \mu)\)-IE considering the regressor

\[
\phi(t) = \begin{cases} 
5 \sin(t), & t \in [0, 5) \\
0, & t \geq 5.
\end{cases}
\]

The behavior of \( \Delta_N(t) \) is shown in Fig. 3. As predicted by the theory, there exists a time \( t_\star \) such that \( \Delta_N(t) > 0 \) for all \( t \in [t_\star, \infty) \). On the other hand, since the excitation vanishes after \( t = 5 \), \( \Delta_N(t) \) asymptotically converges to zero and thus the estimated parameters do not converge. Fig. 4 illustrates the trajectories of the DREM estimation errors \( \tilde{\theta}_i \) with \( \gamma_i = 0.2 \)—as expected, taking larger \( \gamma_i \) will reduce the steady-state error, see Fig. 5 obtained with \( \gamma_i = 0.35 \).

APPENDIX

Definition 2: A (time-varying) function \( T : \mathbb{R}^n \times \mathbb{R}_{\geq 0} \to \mathbb{R}^m \) is injective for fixed time \( t \) if

\[
|x_a - x_b| \leq \rho(|T(x_a, t) - T(x_b, t)|)
\]

Fig. 1: Evolution of the mixing regressor \( \Delta_N(t) \) in the PE case

Fig. 2: Trajectories of the estimation errors in the PE case with adaptation gains \( \gamma_i = 2 \) (i = 1, 2, 3)

Fig. 3: Evolution of the mixing regressor \( \Delta_N(t) \) in the IE case

Fig. 4: Trajectories of the estimation errors in the IE case with adaptation gains \( \gamma_i = 0.2 \) (i = 1, 2, 3)

Fig. 5: Trajectories of the estimation errors in the IE case with adaptation gains \( \gamma_i = 0.35 \) (i = 1, 2, 3)
for all \((x_a, x_b) \in \mathbb{R}^n \times \mathbb{R}^n\) and \(t \geq 0\), where \(\rho\) is a concave \(K^\infty\) function.

**Lemma 1:** \[6, \text{Theorem 3}\] Consider the nonlinear time-varying system
\[\dot{x} = f(x, t), \quad y = h(x, t)\] (28)
with \(x \in \mathbb{R}^n\) and \(y \in \mathbb{R}\). Assume it is forward complete and backward-distinguishable in a bounded interval \(I\) with \(t \geq t_u\) and \(t_u > 0\), i.e., for any \(t \in I\) with \(t \geq t_u\) and any \((x_a, x_b) \in \mathbb{R}^{2n}\)
\[y_{x_a}(s) = y_{x_b}(s), \quad \forall s \in [t - t_u, t] \implies x_a = x_b,\]
where \(y_{x_a}(t)\) denotes the output \(y(t)\) for a state trajectory starting at \(x(0) = x_a\). Then, there exists a zero-Lebesgue measure set \(S \subset \mathbb{C}^{n+1}\) such that for any \((\lambda_1, \ldots, \lambda_{n+1}) \in \mathbb{C}^{n+1} \setminus S\), the function \(T(\cdot, t)\) with
\[T(x, t) = \int_0^t e^{-\Lambda(t-s)} \mathbf{1}_{n+1} y_e(s) ds,\] (29)
is injective for any \(t \in I\) with \(t > t_u\), in which \(\Lambda := \text{diag}(\lambda_1, \ldots, \lambda_{n+1})\) and \(\mathbf{1}_{n+1}\) is an \((n + 1)\)-dimensional vector of ones.

The result presented in \[6, \text{Theorem 3}\] pertains to systems with inputs. But, as explained in Footnote 2 of \[6\] it applies as well to nonautonomous systems of the form (28). Besides, the result in \[6, \text{Theorem 3}\] requires the backward-distinguishable condition for all \(t \geq t_u\) rather than a bounded interval \(I\), and thus provides the stronger conclusion of the injectivity of \(T(\cdot, t)\) also for all \(t \in [t_u, +\infty)\). Even though this modified statement is not a priori necessarily equivalent to Lemma 1, the above “local” version can be proved in the same way as \[6, \text{Theorem 3}\] without additional arguments needed.
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