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1 Introduction

Relativistic non-Abelian anyons described by Chern-Simons-matter (CSM) theories in 2+1 dimensions are intriguing for a variety of reasons [1–16]. Despite the presence of long range interaction, there appear to be well-defined asymptotic states, whose S-matrix elements are subject to unusual analyticity and crossing relations [14]. To understand the latter would be particularly important for an S-matrix bootstrap approach to questions concerning strongly coupled anyons [17].
In this paper, we consider $U(N)$ Chern-Simons theory coupled to a massive fermion field in the fundamental representation, described by the action\footnote{Details of the convention will be given in section 2.}

$$S = \int d^3x \left[ -\frac{k}{4\pi} \text{tr} \left( A \wedge dA + \frac{2i}{3} A \wedge A \wedge A \right) - i \bar{\psi} \gamma^\mu D_\mu \psi - im_0 \bar{\psi} \psi \right].$$

(1.1)

The conventional Feynman diagram approach to scattering theory [14] has its origin in LSZ reduction, through which the S-matrix elements are extracted from Green functions. However, the gauge-invariant operators that create anyons are necessary non-local, e.g. the fermion field $\psi$ attached to a Wilson line of the Chern-Simons gauge field. One might suspect subtleties in the definition of asymptotic states, or even the existence of the LSZ limit of the appropriate correlation functions with Wilson lines, due to the long-range nature of the Chern-Simons gauge interaction.

The first objective of this paper is to formulate the asymptotic states, and their scattering amplitudes, in an unambiguous manner. This is achieved in the lightcone Hamiltonian formalism, based on quantization of (1.1) in the lightcone gauge (in [16] a similar approach was used to rule out bound states in this theory). We introduce a regularization scheme that involves a UV cutoff on the fermion momentum transverse to the lightcone, an IR cutoff on the fermion lightcone momentum, and a principal value prescription that regularizes the Chern-Simons propagator at zero lightcone momentum. In such a scheme, we will identify the counter terms that restores the underlying 2+1 dimensional Poincaré symmetry, in the planar limit. The asymptotic states and scattering theory can then be formulated using Lippmann-Schwinger equations.

The $2 \rightarrow 2$ S-matrix element of particle-anti-particle scattering is expected to take the general form

$$S_{ij}^{k\ell}(\vec{p}_3, \vec{p}_4|\vec{p}_1, \vec{p}_2) = \text{out} \langle k, \vec{p}_3; \bar{\ell}, \vec{p}_4|i, \vec{p}_1; j, \vec{p}_2 \rangle \text{lin}$$

$$= \delta_i^k \delta_j^\ell I(p_3, p_4|p_1, p_2) - i(2\pi)^3 \delta^3(p_1 + p_2 - p_3 - p_4) \left[ \left( \delta_i^k \delta_j^\ell - \frac{1}{N} \delta_{ij} \delta^{k\ell} \right) T_A(s, \theta) \right.$$}

$$\left. + \frac{1}{N} \delta_{ij} \delta^{k\ell} T_S(s, \theta) \right],$$

(1.2)

where $i, j$ and $k, \ell$ are gauge indices for fermions in the fundamental and anti-fundamental representations. $p_a = (E_a, \vec{p}_a)$ is the energy-momentum of the $a$-th particle. $I(p_3, p_4|p_1, p_2)$ is the identity matrix element

$$I(p_3, p_4|p_1, p_2) = (2\pi)^4 (2E_1)(2E_2) \delta^2(\vec{p}_{13}) \delta^2(\vec{p}_{24})$$

$$= (2\pi)^3 \delta^3(p_1 + p_2 - p_3 - p_4) \cdot 8\pi \sqrt{s} \delta(\theta),$$

(1.3)

where $s \equiv -(p_1 + p_2)^2$, and $\theta$ is the scattering angle related by $t \equiv -p_{13}^2 = -(s - 4m^2) \frac{1-\cos \theta}{2}$. $T_A(s, \theta)$ and $T_S(s, \theta)$ are the connected amplitudes in the gauge adjoint and singlet channel respectively.

An unusual feature of the anyon S-matrix is its non-standard cluster property. In particular, the connected amplitude in (1.2) contains a distribution supported in the forward
direction $\theta = 0$. It is only after subtracting off the latter that one can speak of the analyticity and crossing properties of the amplitude. Focusing on the singlet channel in the planar limit, it was conjectured in [14] that $T_S$ takes the form

$$T_S(s, \theta) = T_0(s)\delta(\theta) + \tilde{T}(s, \theta),$$

where

$$T_0(s) = 8\pi i\sqrt{s}(\cos(\pi \tilde{\lambda}) - 1),$$

$$\tilde{T}(s, \theta) = -4i\sqrt{s}\sin(\pi \tilde{\lambda}) \left[ \cot \frac{\theta}{2} - i \frac{1 + e^{i\pi \tilde{\lambda}} \left( \sqrt{s/2m + 2m} \right) \tilde{\lambda} + 1}{1 - e^{i\pi \tilde{\lambda}} \left( \sqrt{s/2m - 2m} \right) \tilde{\lambda} + 1} \right].$$

Here $\tilde{\lambda} = N/k_{\text{dr}}$ is the 't Hooft coupling, with the Chern-Simons level $k_{\text{dr}}$ defined in the dimensional reduction scheme.\(^3\)

In the lightcone Hamiltonian formulation of the scattering problem, the 2+1 dimensional Lorentz symmetry is not manifest. It suffices to work in a sector of fixed $s$, the total lightcone momentum $P^+$, and zero total momentum transverse to the lightcone directions. We can label the asymptotic particles by their momenta in the lightcone and transverse directions, $p_i \equiv (p_i^+, p_i^-)$, and pass to the kinetic variables to $(x, y, p, q)$, related to $p_i$ by

$$p_1 = ((1 - x)P^+, -p), \quad p_2 = (xP^+, p), \quad p_3 = ((1 - y)P^+, -q), \quad p_4 = (yP^+, q),$$

where $x, y \in (0, 1)$ parameterize the fraction of lightcone momenta distributed between the two particles in the in- and out-state respectively. Note that $P^+$ rescales under Lorentz boost in the lightcone direction, and will drop out of Lorentz invariant observables. $p$ and $q$, on the other hand, are determined by $x, y, P^+$, and $s$ up to a pair of signs, namely

$$p = \pm \sqrt{x} (1 - x) - m^2, \quad q = \pm \sqrt{y} (1 - y) - m^2.$$\(^1\)

Working at fixed $s$, we can label the in-state with $(x, a)$, where $a \equiv \text{sign}(p)(= \pm)$, and likewise label the out-state with $(y, b)$, $b \equiv \text{sign}(q)$. The singlet channel amplitude can be written as a distribution of the form

$$T^{ba}(y|x) = \delta(x - y)\delta^{ba}T_0(x) + \tilde{T}^{ba}(y|x).$$\(^1\)

Note that $x$ and $y$ take value in the range $[x_-, x^+]$, where $x^+ = \frac{1}{2} \pm \frac{1}{2} \sqrt{1 - 4m^2/s}$. The relation between $x$ and the incoming angle $\alpha$ of the particle of momentum $p_1$ is portrayed in figure 1. The relation between $y$ and the outgoing angle of the particle of momentum $p_3$ is similar.

In the planar limit, the Lippman-Schwinger equation in the singlet sector involves only two-particle intermediate states. We will be able to reduce it to an integral equation over a single variable, of the form

$$T^{ba}(y|x) = V^{ba}(y|x) + \int_0^1 dz \sum_{c = \pm} K^{bc}(y|z)T^{ca}(z|x).$$\(^1\)

---

\(^2\)Our convention is related to that of [14] by $m = -c_f$ and a different overall sign for $T$-matrix (1.2) which is natural from the Lippmann-Schwinger relation.

\(^3\)$k_{\text{dr}}$ is related to the Chern-Simons level $\kappa$ in the Yang-Mills regularization scheme by $k_{\text{dr}} = \kappa + N\text{sign}(\kappa)$ [11, 14].
Importantly, the distribution $T^{ba}(y|x)$ appearing on both sides of this equation is an extension of the physical amplitude (1.8) to the domain $y \in (0,1)$, which includes unphysical kinematic region corresponding to complex angles of out-particles. Details of the function $\mathcal{V}^{ba}(y|x)$ and the kernel $\mathcal{K}^{bc}(y|z)$ will be described in section 3. After a careful inspection of the forward scattering singularity, we will see that the solution to (1.9) is related to (1.4) and (1.5) by

$$T^{ba}(y|x) = (N(\beta))^* N(\alpha) T_S(s, \theta = \beta - \alpha), \quad (1.10)$$

provided a finite coupling renormalization between the ’t Hooft coupling $\lambda$ appearing in the lightcone Hamiltonian, and $\tilde{\lambda}$ appearing in (1.5),

$$\lambda = \frac{2(1 - \cos(\pi \tilde{\lambda}))}{\pi \sin(\pi \tilde{\lambda})}. \quad (1.11)$$

$\alpha$ and $\beta$ are the angles of the incoming particle momentum $p_1$ and the outgoing particle momentum $p_3$ with respect to the lightcone directions, defined by (3.27) or equivalently (C.2). The prefactor $(N(\beta))^* N(\alpha)$ appearing on the r.h.s. of (1.10) is due to a different normalization and phase convention for the asymptotic states in the Lippmann-Schwinger formalism from those of the covariant amplitude. The result (1.10) thus confirms the conjectured the singlet channel planar S-matrix of [14].

In section 2, we derive the lightcone Hamiltonian of the CSM theory in the lightcone gauge. Details of regularization scheme and counter terms in the quantum Hamiltonian are discussed in section 2.2. In section 3, we formulate the scattering theory using Lippmann-Schwinger equation, restricted to the 2-particle gauge singlet sector in the planar limit. In section 4, starting with the 1-loop approximation, and then analyzing the forward limit singularity, we will be able to identify the solution to L-S equation to all orders in $\lambda$. We conclude with future perspectives in section 5. Further technical details including a numerical verification of the solution to the integral equation are given in the appendices.

2 The lightcone Hamiltonian in the lightcone gauge

We will formulate the 2+1 dimensional $U(N)$ Chern-Simons theory coupled to a Dirac fermion field in the fundamental representation through the lightcone Hamiltonian in close parallel to that of the 1+1 dimensional ’t Hooft model [11, 18–21].
2.1 The classical lightcone Hamiltonian

Our convention for lightcone coordinates is $x^\pm = \frac{1}{\sqrt{2}}(\pm x^0 + x^1)$, and the transverse coordinate will be denoted $x^\perp = x^2$. The classical action is given by (1.1), where the gauge covariant derivative is defined as $D_\mu = \partial_\mu - iA_\mu^a \epsilon^a$. In the lightcone gauge $A^- = 0$, the Faddeev-Popov ghosts decouple, and the action can be written as

$$S = \int dx^+ dx^- dx^3 \left[ -\frac{k}{8\pi} \epsilon^{ij} A_0^a \partial_- A_0^a + i\psi_+^\dagger D_+ \psi_- - i\psi_-^\dagger D_- \psi_+ + \frac{i}{\sqrt{2}} \left( \psi_+^\dagger D_+ \psi_- + \psi_-^\dagger D_- \psi_+ \right) - \frac{i}{\sqrt{2}} m_0 \left( \psi_+^\dagger \psi_- - \psi_-^\dagger \psi_+ \right) \right],$$

where we have used $\bar{\psi} = \psi^\dagger \gamma^0$, and have redefined $\psi = 2^{-1/4} (\psi_+, \psi_-)$. $\epsilon^{ij}$ is the constant anti-symmetric tensor with $\epsilon^{ij} + \epsilon_{ij} = 1$.

To proceed, we will view $x^+$ as the time coordinate. The absence of kinetic terms for the gauge fields $A_+^a$ and $A_\perp^a$ means that the latter are non-dynamical fields, and can be eliminated by solving their equations of motion

$$\partial_- A_\perp^a = -\frac{4\pi}{k} \psi_+^\dagger t^a \psi_-,$$
$$\partial_- A_+^a = \frac{4\pi}{\sqrt{2}k} \left( \psi_+^\dagger t^a \psi_+ + \psi_-^\dagger t^a \psi_- \right).$$

In addition, the fermion field components $\psi_+, \psi_+^\dagger$ are also non-dynamical, and can be eliminated through their equations of motion

$$i\sqrt{2} \partial_- \psi_+, \psi_-^\dagger = i\partial_\perp \psi_- - \frac{2\pi}{k} \left( \frac{1}{\partial_- \psi_-^\dagger \psi_-} \right) \psi_- - im_0 \psi_-.$$

This leaves $\psi_-, \psi_-^\dagger$ as the only dynamical fields. Here and henceforth we adopt a notation in which a lower anti-fundamental gauge index $\bar{\ell}$ is equivalent to an upper fundamental index $\ell$.

The path integral can then be put in Hamiltonian form, with the classical lightcone Hamiltonian given by

$$H = -P^- = \int dx^- dx^\perp T_- +$$

$$= -\int dx^- dx^\perp \frac{1}{\sqrt{2}} \left[ i\psi_-^\dagger \partial_- \psi_+ + im_0 \psi_-^\dagger \psi_+ - \frac{2\pi}{k} \left( \frac{1}{\partial_- \psi_-^\dagger \psi_-} \right) (\psi_-^\dagger \psi_+) \right],$$

---

4 We adopt the gamma matrix convention

$$\gamma^+ = \left( \begin{array}{cc} 0 & \sqrt{2} \\ 0 & 0 \end{array} \right), \quad \gamma^- = \left( \begin{array}{cc} 0 & 0 \\ \sqrt{2} & 0 \end{array} \right), \quad \gamma^\perp = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right), \quad \gamma^0 = \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right).$$

5 Here we used the U($N$) completeness relation $(t^a)_\ell^i (t^a)_i^{\bar{\ell}} = \frac{1}{2} \delta_\ell^{\bar{\ell}}$. For SU($N$) gauge group, additional $O(N^{-1})$ terms would appear.
where in the second line $\psi_+$ is understood to be replaced by the solution to (2.5). It is convenient to work with the Fourier transformed fields

$$
\psi_{-\dot{a}}(x) = \int \frac{d^2 \vec{p}}{(2\pi)^2} e^{i(p^+x^- + p^\perp x^\perp)} \tilde{\psi}_{-\dot{a}}(x^+, \vec{p}), \quad \psi_{+\dot{a}}(x) = \int \frac{d^2 \vec{p}}{(2\pi)^2} e^{-i(p^+x^- + p^\perp x^\perp)} \tilde{\psi}_{+\dot{a}}(x^+, \vec{p}),
$$

where $\vec{p} \equiv (p^+, p^\perp)$. In writing expressions of the Hamiltonian below, we will always be working at a fixed time $x^+$, and omit the explicit dependence on $x^+$ in the fields. The lightcone Hamiltonian can be decomposed as

$$
H = H_2 + H_4 + H_6,
$$

where

$$
H_2 = \int \frac{d^2 \vec{p}}{(2\pi)^2} h_2(\vec{p}; m_0) \left[ \psi_+^\dagger(\vec{p}) \psi_- (\vec{p}) \right],
$$

$$
H_4 = \prod_{i=1}^4 \int \frac{d^2 \vec{p}_i}{(2\pi)^2} (2\pi)^2 \delta^2(\vec{p}_{12} + \vec{p}_{34}) h_4(\vec{p}_1, \vec{p}_4; m_0) \left[ \psi_+^\dagger(\vec{p}_1) \psi_- (\vec{p}_2) \right] \left[ \psi_+^\dagger(\vec{p}_3) \psi_- (\vec{p}_4) \right],
$$

$$
H_6 = \prod_{i=1}^6 \int \frac{d^2 \vec{p}_i}{(2\pi)^2} (2\pi)^2 \delta^2(\vec{p}_{12} + \vec{p}_{34} + \vec{p}_{56}) h_6(\vec{p}_2, \vec{p}_3, \vec{p}_4, \vec{p}_5, \vec{p}_6) \times \left[ \psi_+^\dagger(\vec{p}_1) \psi_- (\vec{p}_2) \right] \left[ \psi_+^\dagger(\vec{p}_3) \psi_- (\vec{p}_4) \right] \left[ \psi_+^\dagger(\vec{p}_5) \psi_- (\vec{p}_6) \right].
$$

Here the color indices are contracted between fermion fields in the bracket, i.e. $[\psi_+^\dagger \psi_+^\dagger] \equiv \psi_+^\dagger \psi_+^\dagger$. The coefficients $h_2, h_4, h_6$ are given by [11, 22]

$$
h_2(\vec{p}; m_0) = \frac{(p^+)^2 + m_0^2}{2p^+},
$$

$$
h_4(\vec{p}_1, \vec{p}_4; m_0) = \frac{\pi}{k} \frac{1}{(p^+_{14})^\epsilon} \left( \frac{ip_+^1 + m_0}{p_+^1} + \frac{ip_+^4 - m_0}{p_+^4} \right),
$$

$$
h_6(\vec{p}_2, \vec{p}_3, \vec{p}_4, \vec{p}_5, \vec{p}_6) = -\frac{2\pi^2}{k^2} \frac{1}{(p^+_{23})^\epsilon(p^+_{45})^\epsilon(p^+_{46})^\epsilon},
$$

where we have introduce the notation

$$
\frac{1}{(p^+)^\epsilon} \equiv \frac{p^+}{(p^+)^2 + \epsilon^2},
$$

for IR-regulated propagators. The latter will lead to a principal value prescription for lightcone momentum integrals appearing in scattering amplitudes.

### 2.2 Regularization scheme and counter terms

The time evolution defined by the path integral based on the classical Hamiltonian $H$ given in (2.6) or (2.8) is equivalent to that of a quantum lightcone Hamiltonian operator $\hat{H}$. Modulo potential operator ordering and regularization ambiguities, $\hat{H}$ is related to $H$ by promoting $\psi_-, \psi_+^\dagger$ to field operators subject to the (equal $x^+$-time) canonical quantization relation

$$
\left\{ (\psi_+^\dagger_i(x^+, x^+), (\psi_-)_j(y^-, y^+) \right\} = \delta_{ij} \delta^2(x - y),
$$

where $\delta_{ij}$ is the Kronecker delta.
We will separate the Fourier transformed field operators \( \tilde{\psi}_{-i}(x^+, p) \) and \( \tilde{\psi}^\dagger_{-i}(x^+, p) \), related by (2.7), into positive and negative frequency modes according to

\[
\tilde{\psi}_{-i}(p) = \Theta(p^+) a_i(p) + \Theta(-p^+) b_i^\dagger(-p), \quad \tilde{\psi}^\dagger_{-i}(p) = \Theta(p^+) a_i^\dagger(p) + \Theta(-p^+) b_i(-p),
\]

(2.13)

where \( a_i(p) \) and \( b_i^\dagger(p) \) can be viewed as fermion annihilation operators (defined for \( p^+ > 0 \) and arbitrary \( p^- \)) that obey

\[
\{ a_i(p), a_j(\eta) \} = \{ b_j^\dagger(\eta), b_i^\dagger(\eta) \} = \delta_{ij} (2\pi)^2 \delta^2(p - \eta).
\]

(2.14)

To write the precise expression of \( \hat{H} \) in terms of the fermion creation and annihilation operators requires a choice of regularization scheme. We will adopt a scheme in which the fermion modes are subject to both IR and UV cutoff on their lightcone momentum \( p^+ \), and a UV cutoff on their transverse momentum \( p^\perp \), according to

\[
delta < p^+ < \delta^{-1}, \quad |p^\perp| < \Lambda,
\]

(2.15)

and will eventually take the limit \( \delta, \Lambda \to 0^+, \Lambda \to \infty \) in determining physical observables. The naive replacement of fermion fields in \( H \) by their corresponding field operators, with a given choice of ordering, promotes \( H \) to a quantum operator \( \hat{H}_{\text{naive}} \). The true quantum Hamiltonian \( \hat{H} \) may in principle differ from \( \hat{H}_{\text{naive}} \) by counter terms that take the form of operator ordering ambiguities. Due to the renormalizability of CSM theory, such counter terms are in principle fixed by the requirement Lorentz invariance and locality.

More explicitly, we can expand

\[
\hat{H} = \hat{H}_2 + \hat{H}_4 + \hat{H}_6,
\]

(2.16)

where each \( \hat{H}_n \) is a linear combination of normal-ordered products of \( n \) fermion creation operators \( a^\dagger, b^\dagger \) and/or annihilation operators \( a, b \). In particular, the “free-particle” part of the quantum lightcone Hamiltonian, \( \hat{H}_2 \), takes the form

\[
\hat{H}_2 = \int \frac{d^2p}{(2\pi)^2} \Theta(p^+) \mathcal{H}_2(p) \left[ a_i^\dagger(p) a_i(p) + b_i^\dagger(p) b_i(p) \right],
\]

(2.17)

where

\[
\mathcal{H}_2(p) = h_2(p; m) = \frac{(p^+)^2 + m^2}{2p^+}.
\]

(2.18)

Here \( m \) is the physical “renormalized” mass of the fermion.

\( \hat{H}_4 \) can be decomposed as

\[
\hat{H}_4 = \hat{H}_4^S + \hat{H}_4^A + \hat{H}_4^{P-P} + \hat{H}_4^{A-A} + \hat{H}_4^{3\rightarrow1} + \hat{H}_4^{1\rightarrow3},
\]

(2.19)

where \( \hat{H}_4^S \) and \( \hat{H}_4^A \) represent particle/anti-particle interaction in the gauge singlet and adjoint channels respectively, \( \hat{H}_4^{P-P} \) and \( \hat{H}_4^{A-A} \) represent particle/particle interaction and anti-particle/anti-particle interaction respectively, \( \hat{H}_4^{3\rightarrow1} \) and \( \hat{H}_4^{1\rightarrow3} \) represent interactions that change particle number by \( \mp 2 \). Further details are described in appendix A.
Figure 2. Tree-level leading and subleading contributions and one-loop leading contribution to scattering in the Lippmann-Schwinger formulation.

$\hat{H}_6$, on the other hand, is free of ordering ambiguities, and is given by $H_6$ of (2.9) with all fields promoted to quantum operators and normal ordered.

For the rest of this paper, we will restrict to the planar limit, defined as $N, k \to \infty$, with the ’t Hooft coupling $\lambda = N/k$ fixed. In this limit, particle production is suppressed. Furthermore, in the 2-particle singlet sector, the only part of the lightcone Hamiltonian that affects the planar S-matrix element is

$$\hat{H}_2 + \hat{H}_4^S.$$  \hfill (2.20)

In the scheme defined by the regulators (2.11) and (2.15), we propose that $\hat{H}$, at least in the planar limit, is given precisely by $\hat{H}_{\text{naive}}$ defined with the same “naive” ordering as seen in the expression (2.9). In other words, all counter terms contained in $\hat{H}_2$ and $\hat{H}_4^S$ come from the difference between $\hat{H}_{\text{naive}}$ and its normal-ordered version. This results in the physical mass

$$m = m_0 + 2\pi\lambda \int_{\delta < p^+ < \delta^{-1}, |p^+| < \Lambda} \frac{d^2 p}{(2\pi)^2} \frac{1}{p^+},$$  \hfill (2.21)

and the quartic singlet interaction term

$$\hat{H}_4^S = \int \prod_{i=1}^4 \frac{d^2 p_i}{(2\pi)^2} \Theta(p_i^+) (2\pi)^2 \delta^2(p_{14} + p_{23})$$

$$\times \frac{1}{N} \hat{H}_4^{\text{reg}}(p_1, p_2, p_3, p_4; \delta, \Lambda) a_k^\dagger(p_3) b_k^\dagger(p_4) b_\ell(p_2) a_\ell(p_1).$$  \hfill (2.22)

\footnote{Note that the re-ordering contributions from quartic and sextic terms in the field operators combine to give $m^2$. Furthermore, the dependence on $\delta$ is entirely absorbed by a choice of counter term in $m_0$, and will no longer appear in our formulation of scattering theory at fixed total lightcone momentum $P^+$.}
where the coefficient $\mathcal{H}_4^{\text{reg}}$ given by

$$\mathcal{H}_4^{\text{reg}}(\vec{p}_1, \vec{p}_2, \vec{p}_3, \vec{p}_4; \delta, \Lambda) = \mathcal{H}_4^1(\vec{p}_1, \vec{p}_2, \vec{p}_3, \vec{p}_4) + C_4(\vec{p}_1, \vec{p}_2, \vec{p}_3, \vec{p}_4; \delta, \Lambda).$$

In (2.23), the “classical” coupling $\mathcal{H}_4^1$ comes from $H_4$ in (2.9),

$$\mathcal{H}_4^1(\vec{p}_1, \vec{p}_2, \vec{p}_3, \vec{p}_4) = h_4(\vec{p}_3, \vec{p}_1; m) + h_4(-\vec{p}_2, -\vec{p}_4; m)
= -\pi \lambda \left[ \frac{m p_{13}^+ + i(p_{13}^+ p_{23}^+ + p_{13}^- p_{23}^-)}{p_{13}^+ (p_{13}^+ \varepsilon) + \frac{m p_{24}^+ + i(p_{24}^+ p_{42}^+ + p_{24}^- p_{42}^-)}{p_{24}^+ (p_{24}^+ \varepsilon)}}, \right],$$

where the “counter term” $C_4$ comes from the re-ordering of $H_6$ in (2.9),

$$C_4(\vec{p}_1, \vec{p}_2, \vec{p}_3, \vec{p}_4; \delta, \Lambda) = -2\pi^2 \lambda^2 (p_{12}^+ + p_{23}^+) \times \int_{p^+ > \delta, |p^-| < \Lambda} \frac{d^2 \vec{p}}{(2\pi)^2} \frac{1}{p^+} \left[ \frac{1}{(p^+ - p_{12}^+) \varepsilon (p_{23}^+ - p^+) \varepsilon (p_{24}^+ + p_{42}^+ + p^-) \varepsilon}
- \frac{1}{(p_{12}^+ + p^+) \varepsilon (p_{23}^+ + p^+) \varepsilon (p_{24}^+ + p_{42}^+ + p^-) \varepsilon} \right].$$

The two terms in the bracket on the r.h.s. of (2.25) can be viewed as due to exchange of gauge bosons between the fermions, and fermion pair annihilation/creation by gauge bosons, respectively. Note that the $\varepsilon$-regulator is not actually necessary for the propagators appearing in the second term, as the latter is non-singular in the integration domain.

While we do not have an a priori derivation of the proposed counter terms, we will see that the resulting 2-particle singlet channel Hamiltonian (2.20) produces $2 \rightarrow 2$ scattering amplitudes that are consistent with Lorentz invariance in a highly nontrivial manner.

### 3 Scattering equation in the 2-particle singlet sector

In this section we formulate the S-matrix in the 2-particle singlet sector using the Lippmann-Schwinger equation based on the planar lightcone Hamiltonian (2.16).

#### 3.1 Lippmann-Schwinger equation

We begin by separating the lightcone Hamiltonian into its free part $\hat{H}_2$ (2.18) and interacting part $\hat{V} = \hat{H}_4 + \hat{H}_6,$

$$\hat{H} = \hat{H}_2 + \hat{V},$$

and denote by $|\alpha\rangle^0$ an eigenbasis with respect to $\hat{H}_2$ (“free-particle basis”), indexed by $\alpha$ with $\hat{H}_2|\alpha\rangle^0 = E_\alpha|\alpha\rangle^0.$ The corresponding in- and out- scattering states are related by Lippmann-Schwinger equation

$$|\alpha\rangle^{\text{in/out}} = |\alpha\rangle^0 + \frac{1}{E_\alpha - \hat{H}_2 \pm i\varepsilon} \hat{V} |\alpha\rangle^{\text{in/out}},$$

The S-matrix elements can be written as

$$S(\beta|\alpha) \equiv \langle \beta|\alpha\rangle^{\text{out}} = 0 \langle \beta|\alpha\rangle^0 - 2\pi i\delta(E_\beta - E_\alpha) \hat{T} (\beta|\alpha),$$
where $\hat{T}(\beta|\alpha)$ is given by (see appendix B for a derivation of this standard fact)

$$\hat{T}(\beta|\alpha) = 0\langle \beta|\hat{V}|\alpha\rangle^{in}.$$  \hfill (3.4)

Note that the $T$-matrix element (3.4) is defined without imposing energy conservation, and is an extension of the physical amplitude appearing in (3.3). It follows from (3.2) that $\hat{T}(\beta|\alpha)$ obeys the integral equation

$$\hat{T}(\beta|\alpha) = \int d\gamma \frac{0\langle \beta|\hat{V}|\gamma\rangle^{0}}{E_{\alpha} - E_{\gamma} + i\epsilon} \hat{T}(\gamma|\alpha),$$  \hfill (3.5)

where the measure $d\gamma$ is normalized such that $\int d\gamma |\gamma\rangle^{0} \langle \gamma| = 1$.

Now we will restrict to the 2-particle sector, where $\hat{V}$ can be replaced with $\hat{H}_4$. Let $p_{\alpha} = (p_{\alpha}^{+}, p_{\alpha}^{\perp})$ be the lightfront momentum of $|\alpha\rangle^{0}$. Due to momentum conservation, matrix elements of $\hat{H}_4$ take the form

$$0\langle \beta|\hat{H}_4|\alpha\rangle^{0} \equiv (2\pi)^{2}\delta^{2}(p_{\beta} - p_{\alpha})H_4(\beta|\alpha).$$  \hfill (3.6)

We will also define the reduced $T$-matrix elements $\mathcal{T}(\beta|\alpha)$ by

$$\hat{T}(\beta|\alpha) \equiv (2\pi)^{2}\delta^{2}(p_{\beta} - p_{\alpha})\mathcal{T}(\beta|\alpha).$$  \hfill (3.7)

The equation (3.5) can be reduced to

$$\mathcal{T}(\beta|\alpha) = H_4(\beta|\alpha) + \int d\gamma (2\pi)^{2}\delta^{2}(p_{\gamma} - p_{\alpha}) \frac{H_4(\beta|\gamma)}{E_{\alpha} - E_{\gamma} + i\epsilon} \mathcal{T}(\gamma|\alpha).$$  \hfill (3.8)

Note that in this form of the scattering equation, the lightfront momentum conservation $p_{\beta} = p_{\alpha}$ is always imposed, whereas energy conservation is not enforced.

Next, we specialize to the 2-particle gauge singlet sector, spanned by the basis states

$$\frac{1}{\sqrt{N}} a_{i}^{\dagger}(\bar{p}_{1}) b_{i}^{\dagger}(\bar{p}_{2}) |0\rangle.$$

(3.9)

Without loss of generality, we can restrict to the sector with fixed total lightcone momentum $P^+$, and transverse momentum $P^{\perp} = 0$. We will further adopt the convention (1.6) and label the basis states by the transverse momentum $p$ and the fraction $x$ of lightcone momentum shared by one of the particles,

$$|x, p\rangle^{0} \equiv \frac{1}{\sqrt{N}} a_{i}^{\dagger}((1 - x)P^{+}, -p) b_{i}^{\dagger}(xP^{+}, p) |0\rangle.$$  \hfill (3.10)

The $\hat{H}_2$-eigenvalue of the state (3.10), as follows from (2.18), is

$$E(x, p) = \frac{p^{2} + m^{2}}{2P^{+}x(1 - x)}. $$  \hfill (3.11)

The matrix elements of $\hat{H}_4$, defined as in (3.6), are given by (2.23) with the substitution of variables (1.6),

$$\mathcal{H}_4(y, q|x, p) = \mathcal{H}_4^{reg}(y, q|x, p; \delta, \Lambda) = \mathcal{H}_4^{cl}(y, q|x, p) + C_4(y, q|x, p; \delta, \Lambda),$$  \hfill (3.12)
where the two terms on the r.h.s. are the same as those appearing in (2.23) with the substitution (1.6). Explicitly, we have

\[ \mathcal{H}^{cl}_{4}(y, q|x, p) = -\frac{\pi \lambda}{(P^+)^2} \left\{ m \left[ \frac{1}{xy} + \frac{1}{(1-x)(1-y)} \right] + i \frac{\rho y(1-y) + qx(1-x)}{x(1-x)y(1-y)(x-y)\varepsilon} \right\}, \]

and

\[ \mathcal{C}_{4}(y, q|x, p; \delta, \Lambda) = \frac{\lambda^2}{2(P^+)^2} \int_{\frac{\delta}{P^+}}^{1-\frac{\delta}{P^+}} \frac{dz}{z} \int_{-\Lambda}^{\Lambda} d\ell \left[ \frac{1}{(1+z)(1-x+z)(1-y+z)} \right. \]

\[ \left. - \frac{1}{(z-1)\varepsilon(z-x)(z-y)\varepsilon} \right]. \tag{3.13} \]

The equation (3.8) for the T-matrix elements \( T(y, q|x, p) \) defined with respect to the basis \( (3.10) \) and its in-state analog can be written as

\[ T(y, q|x, p) = \lim_{\Lambda \to \infty} \lim_{\delta \to 0^+} \left[ \mathcal{H}^{reg}_{4}(y, q|x, p; \delta, \Lambda) \right. \]

\[ + \frac{P^+}{(2\pi)^2} \int_{\frac{\delta}{P^+}}^{1-\frac{\delta}{P^+}} \frac{dz}{z} \int_{-\Lambda}^{\Lambda} d\ell \frac{\mathcal{H}^{reg}_{4}(y, q|z, \ell; \delta, \Lambda)}{2P^+z(1-x) - 2P^+z(1-z) + i\varepsilon} \left[ T(z, \ell|x, p) \right], \tag{3.14} \]

where the intermediate state has lightfront momentum assignment \( \eta_1 = ((1-z)P^+, -\ell) \), \( \eta_2 = (zP^+, \ell) \) for the particle and anti-particle respectively.

3.2 Removing the regulators

The equation (3.14) is somewhat awkward to work with, as the counter terms appearing in the integration kernel are divergent in the limit \( \delta \to 0^+ \), \( \Lambda \to \infty \). To get a handle on the solution, let us expand the T-matrix element as a power series in \( \lambda \),

\[ T(y, q|x, p) = \sum_{L=0}^{\infty} \lambda^{L+1} T^{(L)}(y, q|x, p). \tag{3.15} \]

Note that \( \mathcal{H}^{reg}_{4} \) (3.12) contains an order \( \lambda \) classical term and an order \( \lambda^2 \) counter term. The order \( \lambda \) part of (3.14) gives the tree-level amplitude

\[ \lambda^2 T^{(0)}(y, q|x, p) = \mathcal{H}^{cl}_{4}(y, q|x, p). \tag{3.16} \]

At order \( \lambda^2 \), (3.14) gives, after substituting \( \mathcal{H}^{cl}_{4} \) with \( \lambda^2 T^{(0)} \), the 1-loop amplitude

\[ \lambda^2 T^{(1)}(y, q|x, p) = \lim_{\Lambda \to \infty} \lim_{\delta \to 0} \left[ \mathcal{C}_{4}(y, q|x, p; \delta, \Lambda) \right. \]

\[ + \lambda^2 \frac{P^+}{(2\pi)^2} \int_{\frac{\delta}{P^+}}^{1-\frac{\delta}{P^+}} \frac{dz}{z} \int_{-\Lambda}^{\Lambda} d\ell \frac{\mathcal{T}^{(0)}(y, q|z, \ell) T^{(0)}(z, \ell|x, p)}{2P^+z(1-x) - 2P^+z(1-z) + i\varepsilon} \left]. \tag{3.17} \]

The divergent terms in the bracket on the r.h.s. take the form\(^7\)

\[ \mathcal{C}_{4}(y, q|x, p; \delta, \Lambda) - \lambda^2 \frac{\lambda(P^+)^2}{\pi^2} \int_{\frac{\delta}{P^+}}^{1-\frac{\delta}{P^+}} dz (1-z) \mathcal{T}^{(0)}(y|z) T^{(0)}(z|x) \equiv \delta_C(y, q|x, p; \delta, \Lambda), \tag{3.18} \]

\(^7\)The principal value prescription of the \( z \)-integral arises from the \( \varepsilon \)-regulator in (2.24) or (3.13).
where we have defined

\[
T_\infty^{(0)}(z|x) \equiv \lim_{\ell \to \infty} T_\infty^{(0)}(z,\ell|x,p) = -\frac{\pi i}{(P^+)^2} \frac{1}{(z - 1)z(z - x)},
\]

\[
T_\infty^{(0)}(y|z) \equiv \lim_{\ell \to \infty} T_\infty^{(0)}(y,q|z,\ell) = \frac{\pi i}{(P^+)^2} \frac{1}{(z - 1)z(z - y)}.
\]

One can verify that

\[
\lim_{\Lambda \to \infty} \lim_{\delta \to 0} \delta C(y,q|x,p;\delta,\Lambda) = 0,
\]

and thus (3.17) is well-defined.

In appendix D, we extend this analysis of cancelation of divergence to all orders in \( \lambda \).

The result is an equivalent, but manifestly finite, integral equation

\[
T(y, q|x, p) = \mathcal{H}^{0,q}_4(y, q|x, p) + \int_0^1 dz \int_{-\infty}^{\infty} d\ell \left[ \frac{(P^+)^2}{4\pi^2} \mathcal{H}^{0,q}_4(y, q|z, \ell) T(z, \ell|x, p) + \frac{\lambda}{2\pi i} \frac{T_\infty(z|x, p)}{z - y} \right],
\]

where \( T_\infty \) is defined as

\[
T_\infty(z|x, p) \equiv \lim_{\ell \to \infty} \frac{T(z, \ell|x, p)}{\ell}.
\]

The \( \ell \) integral on the r.h.s. of (3.21) is defined in the sense of principal value: we place a symmetric cutoff \(-\Lambda < \ell < \Lambda \) and take the limit \( \Lambda \to \infty \). The \( z \)-integral is also defined by the principal value prescription that regularizes poles in \( z \) along the interval \([0, 1]\).

Recall that the \( (z, \ell) \)-integral originates from the summation over intermediate 2-particle states. The total lightfront momentum is fixed to be \((P^+, P^\perp) = 0\), but the energy \( H = -P^- \) of the intermediate 2-particle state is unconstrained in the Lippmann-Schwinger formalism. On the other hand, as we explain below, the \( \ell \)-integral can be reduced to residue contributions from poles at which energy conservation is obeyed.

It is evident from (3.21) that the solution \( T(y, q|x, p) \) must be linear in \( q \).\(^8\) It follows that the \( \ell \)-integrand falls off like \( \ell^{-1} \) at infinity, and we can evaluate the principal value \( \ell \)-integral by averaging between two contours, one enclosing the residue at \( \ell = \ell_*(z) \) on the upper half complex \( \ell \)-plane in the counterclockwise direction, the other enclosing the residue at \( \ell = -\ell_*(z) \) on the lower half plane in the clockwise direction, with

\[
\ell_*(z) = \sqrt{sz(1 - z) - m^2 + i\epsilon}.
\]

Here the branch of the square root is chosen such that \( \text{Im}(\ell_*(z)) > 0 \). The Mandelstam variable \( s \) is related to \( x, p \) by \( s = 2P^+ E(x, p) = \frac{p^2 + m^2}{2z(1 - z)} \). Note that in the limit \( \epsilon \to 0^+ \), \( \ell_*(z) \) either takes positive real value or becomes purely imaginary with a positive imaginary part.

Expressing \( p, q \) in terms of \( x, y \) and \( s \) via (1.7), we can repackage the \( T \)-matrix element at energy-conserving kinematics as

\[
T^{ab}(y|x) \equiv T(y, q = b\ell_*(y)|x, p = a\ell_*(x)), \quad a, b = \pm.
\]

\(^8\)We caution that the coefficient of \( q \) in \( T(y, q|x, p) \) diverges at \( y = x^+ \), which leads to a discontinuity at zero angle in a sense explained in section 4.3.
The dependence on \( s \) is implicit. At a given physical value of \( s (> 4m^2) \), \( x \) is assumed to take value in the physical region \( [x_-, x_+] \) as shown in figure 1. We will, however, extend the definition (3.24) to \( y \in (0, 1) \), which includes unphysical values of \( y \) outside of the interval \( [x_-, x_+] \) corresponding to complex scattering angles, using the linearity of \( \mathcal{T}(y, q|x, p) \) in \( q \) (before imposing energy-conservation).\footnote{We caution the reader that \( T^{++}(y|x) \) and \( T^{-+}(y|x) \) do not agree at \( y = x_\pm \), in particular, due to the singular \( q \)-dependence of \( \mathcal{T}(y, q|x, p) \) at outgoing angle 0 or \( \pi \).}

After performing the \( \ell \)-integral on the r.h.s. of (3.21), the integral equation can be expressed in terms of the energy-conserving amplitudes (3.24) in the form (1.9),

\[
\mathcal{T}^{ba}(y|x) = \mathcal{V}^{ba}(y|x) + \frac{(P^+)^2}{4\pi i} \int_0^1 dz \sum_{\epsilon = \pm} z(1 - z)\mathcal{V}^{bc}(y|z)\mathcal{T}^{ca}(z|x) \tag{3.25}
\]

with

\[
\mathcal{V}^{ba}(y|x) = \mathcal{H}^{ab}_1(y, q = b\ell_s(y)|x, p = a\ell_s(x)). \tag{3.26}
\]

The principal value prescription in the \( z \)-integral arises after taking the \( \varepsilon \to 0 \) limit on the propagators appearing in \( \mathcal{V}^{ba} \) (see (3.13)).

We emphasize that the amplitude \( \mathcal{T}^{ba}(y|x) \) appearing (3.25) is defined beyond the physical kinematic domain, and agrees with the physical amplitude when restricted to \( y \in [x_-, x_+] \). This notion of extended amplitude, as explained below (3.24), does not assume analyticity in \( y \). In fact, as already mentioned, \( \mathcal{T}^{ba}(y|x) \) is not a function in \( y \) but a distribution that contains singular support at forward angle.

### 3.3 Restoring Lorentz invariance

Passing from lightcone coordinates to the standard Minkowskian coordinates \((x^0, x^1, x^2)\), the lightfront momenta (1.6) of the asymptotic particles correspond to the spatial momenta \( \vec{p}_i = (p_i^1, p_i^2) \), with

\[
\vec{p}_1 = (|\vec{p}| \cos \alpha, |\vec{p}| \sin \alpha), \quad \vec{p}_2 = (-|\vec{p}| \cos \alpha, -|\vec{p}| \sin \alpha), \quad \vec{p}_3 = (|\vec{p}| \cos \beta, |\vec{p}| \sin \beta), \quad \vec{p}_4 = (-|\vec{p}| \cos \beta, -|\vec{p}| \sin \beta),
\]

where \( |\vec{p}| = \frac{1}{2}\sqrt{s - 4m^2} \). The 2-particle in-state, denoted \( |x, p\rangle^{in} \) in section 3.1, can alternatively be parameterized by the angle \( \alpha \) (at given \( s \)), related to \( x \) and \( p \) by (C.2). The out-state \( |y, q\rangle^{out} \) can be parameterized by \( \beta \) analogously.

\[\begin{align*}
\ell_s(z) & = z(1 - z) \\
\ell & = \sqrt{x^2 - m^2} \\
\gamma & = \pi
\end{align*}\]
In the covariant formulation of scattering amplitudes, the 1-particle state $|\vec{p}\rangle$ is defined with the normalization $\langle \vec{p} | \vec{p} \rangle = 2\sqrt{\vec{p}^2 + m^2} (2\pi)^2 \delta^2 (\vec{p} - \vec{p}')$, and such that [23]

$$|\vec{p}\rangle = U(L(\vec{p}))|\vec{0}\rangle,$$

(3.28)

where $L(\vec{p})$ is a Lorentz boost that takes the particle at rest to one with spatial momentum $\vec{p}$, and $U(L(\vec{p}))$ is the corresponding unitary operator. For given $\vec{p}$, $L(\vec{p})$ is specified up to the right-multiplication by an arbitrary spatial rotation, which amounts to a phase ambiguity in the definition of the 1-particle state. The 2-particle asymptotic states appearing in the Lorentz invariant S-matrix element (1.2) are such that $|\vec{p}_1,\vec{p}_2\rangle$ is related to the 2-particle in-state at zero angle by acting with $U(R(\alpha))$, where $R(\alpha)$ is the spatial rotation by $\alpha$. We expect such basis states to differ from $|x,p\rangle$ defined in the lightfront quantization by

$$|x,p\rangle = N(\alpha)|\vec{p}_1,\vec{p}_2\rangle,$$

(3.29)

and similarly for the out-states

$$|y,q\rangle_{\text{out}} = N(\beta)|\vec{p}_3,\vec{p}_4\rangle_{\text{out}},$$

(3.30)

where the factor $N(\alpha)$ depends nontrivially on the angle $\alpha$, and takes the form

$$N(\alpha) = |N(\alpha)| e^{i \varphi(\alpha)}.$$

(3.31)

In particular, its norm $|N(\alpha)|$ is determined by the normalizations of the basis states to be

$$|N(\alpha)| = \frac{1}{\sqrt{2s(1-x)}} = \frac{1}{2\sqrt{p_1^+ p_2^+}} = \sqrt{\frac{2}{s - (s - 4m^2) \cos^2 \alpha}}.$$

(3.32)

The phase $\varphi(\alpha)$ will be determined in section 4.4. In particular, we will see that it contains an analytic dependence in $\alpha$ that can be understood through nontrivial Lorentz rotations relating the different asymptotic particle basis states, and a discontinuity at $\alpha = 0, \pi$ due to the choice of lightcone gauge. Eqs. (3.29) and (3.30) then lead to the relation (1.10) between $\mathcal{T}^{ba}(y|x)$ appearing in the equation (3.25) and the covariant singlet channel amplitude $\mathcal{T}_S(s, \theta)$ of (1.2).

4 Solving the scattering equation

To find the solution to (3.25), we shall assume the ansatz (1.8) which will be justified a posteriori. Namely, the amplitude $\mathcal{T}^{ba}(y|x)$ is the sum of a function $\tilde{\mathcal{T}}^{ba}(y|x)$ and a distribution supported in the forward direction of the form $\delta(x - y)\delta^{ba}T_0(x)$. We will refer to them as the “function part” and the “forward-distribution part” of the amplitude, respectively. Both can be expanded as power series in the ’t Hooft coupling,

$$\tilde{T}^{ba}(y|x) = \sum_{L=0}^{\infty} \lambda^{L+1} \tilde{T}^{ba,(L)}(y|x),$$

$$T_0(x) = \sum_{L=0}^{\infty} \lambda^{L+1} T_0^{(L)}(x),$$

(4.1)

and analyze order by order before identifying the full solution.
We will also assume that the phase in $\varphi(\alpha)$ appearing (3.31) has the expansion

$$\varphi(\alpha) = \sum_{L=0}^{\infty} \lambda^L \varphi^{(L)}(\alpha). \quad (4.2)$$

Note that the leading phase correction $\varphi^{(0)}(\alpha)$ is independent of $\lambda$. The analogous expansion of the covariant amplitude (1.4) takes the form

$$\tilde{T}(s, \theta) = \sum_{L=0}^{\infty} \lambda^{L+1} \tilde{T}^{(L)}(s, \theta),$$

$$T_0(s) = \sum_{L=0}^{\infty} \lambda^{L+1} T_0^{(L)}(s), \quad (4.3)$$

### 4.1 Tree and one-loop results

The tree-level amplitude given by (3.16) has no forward-distribution part, namely $T_{0}^{(0)}(x) = 0$ or equivalently $T_{0}^{(0)}(s) = 0$. Its function part is

$$\tilde{T}_{ba,(0)}(y|x) = \lambda^{-1} \mathcal{V}^{ba}(y|x), \quad (4.4)$$

with $\mathcal{V}^{ba}$ defined by (3.26), (3.13). The corresponding tree-level covariant amplitude, related by (1.10), (3.31), is

$$\tilde{T}^{(0)}(\beta - \alpha) = e^{i\varphi^{(0)}(\beta) - i\varphi^{(0)}(\alpha)} \frac{\mathcal{F}^{ba,(0)}(y|x)}{|N(\beta)N(\alpha)|} \frac{\beta - \alpha}{2}, \quad (4.5)$$

where the leading phase correction $\varphi^{(0)}(\alpha)$ is determined, up to linear terms in $\alpha$, by the requirement that (4.5) depends only on the difference between the angles $\alpha$ and $\beta$. The result is

$$\varphi^{(0)}(\alpha) = -\frac{i}{2} \log \frac{2m + i\sqrt{s} \tan \alpha}{2m - i\sqrt{s} \tan \alpha} = -\frac{i}{2} \log \frac{u^+(x)}{u^-(x)}, \quad (4.6)$$

where for later convenience we have defined

$$u^\pm_a(x) \equiv \frac{m(1 - 2x) \mp i a \ell^*_a(x)}{x(1 - x)}. \quad (4.7)$$

In (4.6), the branch of the logarithm is chosen such that $\varphi^{(0)}(\alpha)$ varies continuously from $-\pi$ to $\pi$, as $\alpha$ ranges from $-\pi$ to $\pi$. In particular, $\varphi^{(0)}(\alpha)$ vanishes at $\alpha = 0$, corresponding to $x = x^-$. The physical origin of the angular dependence of (4.6) will be explained in section 4.4.

Next, we consider the one-loop amplitude obtained by inserting the tree-level result $T^{ca,(0)}(z|x)$ into the r.h.s. of (3.25),

$$\mathcal{T}^{ba,(1)}(y|x) \equiv \delta(x - y) \delta^{ba} T_0^{(1)}(x) + \tilde{T}^{ba,(1)}(y|x) = \frac{(P^+)^2}{4\pi i} \int_0^1 dz \sum_{c=\pm} z(1 - z) \mathcal{T}^{bc,(0)}(y|z) \mathcal{T}^{ca,(0)}(z|x). \quad (4.8)$$
It is convenient to analytically extend $\mathcal{T}^{ba,(0)}(y|x)$ off the real $x$- and $y$-axis, and view the $z$-integral on the r.h.s. of (4.8) as a contour integral. We begin by analyzing the singularity in the limit $y \to x$, where a pair of poles of $\mathcal{T}^{bc,(0)}(y|z)$ and $\mathcal{T}^{ca,(0)}(z|x)$ pinch the $z$-integration contour. In the case $b = -a$, corresponding to backward scattering, one can verify that one of these poles is canceled against a vanishing numerator, leaving a finite result. A singular behavior occurs in the $b = a$ case, corresponding to forward scattering, where the r.h.s. of (4.8) is dominated by the contribution from $c = a, z \sim x \sim y$,

$$
\mathcal{T}^{aa,(1)}(y|x) \sim -\frac{\pi i}{(P^+)^2 x(1-x)} \int \frac{dz}{(z-x)x(z-y)\varepsilon} - \frac{\pi^3 i}{(P^+)^2 x(1-x)} \delta(x-y),
$$

(4.9)

giving the forward-distribution part of (4.8) as anticipated. The corresponding term in the covariant amplitude is

$$
\mathcal{T}_0^{(1)}(s) = -4\pi^3 i \sqrt{s}.
$$

(4.10)

Away from the forward limit, we integrate the second line of (4.8) to find the one-loop amplitude

$$
\tilde{\mathcal{T}}^{ba,(1)}(y|x) = I_{\text{phys}}^{ba}(y|x) + I_{\text{unphys}}^{ba}(y|x),
$$

(4.11)

where

$$
I_{\text{phys}}^{ba}(y|x) = \frac{\pi}{2(P^+)^2} \frac{u^+_a(x)u^-_b(y)}{\sqrt{s}} \pi i,
$$

$$
I_{\text{unphys}}^{ba}(y|x) = \frac{\pi}{2(P^+)^2} \left\{ \frac{u^+_a(x)u^-_b(y)}{\sqrt{s}} \log \frac{\sqrt{s} + 2m}{\sqrt{s} - 2m} + \frac{u^+_a(x) - u^-_b(y)}{x-y} \left[ \frac{i\pi}{2} (b-a) + \log \frac{u^+_a(x)u^-_b(y)}{u^+_b(x)u^-_a(y)} \right] \right\}
$$

(4.12)

are the contributions from the integration over the physical region $z \in (x^-_*, x^+_*)$ (corresponding to positive real $\ell_*(z)$) and the unphysical region $z \in (-1, x^-_*) \cup (x^+_*, 1)$ (corresponding to positive imaginary $\ell_*(z)$) respectively. The functions $u^\pm_a(x)$ are defined as in (4.7).

The logarithm appearing in the second term in the bracket of (4.12) is defined with the same choice of branch as in (4.6) for $x, y$ in the physical region $[x^-_*, x^+_*]$, and analytically continued to $(0, 1)$ using the expression (3.23) for $\ell_*$ with $i\varepsilon$ prescription. A consequence of this branch structure is that $I_{\text{unphys}}^{\ast a}(y|x)$ and $I_{\text{unphys}}^{a \ast}(y|x)$ do not agree in the limit $y \to x^+_*$ or $\ell_*(y) \to 0$, corresponding to outgoing angle $\beta = 0, \pi$, and likewise $I_{\text{unphys}}^{b \ast}(y|x)$ and $I_{\text{unphys}}^{b \ast}(y|x)$ do not agree in the limit $x \to x^+_*$ or $\ell_*(x) \to 0$, corresponding to incoming angle $\alpha = 0, \pi$.

\footnote{Note that the phase correction in the relation (1.10) cancels in the forward limit $\beta \to \alpha$.}
The one-loop contribution to the analytic part of the covariant amplitude is thus given by

\[
\tilde{T}^{(1)}(s, \theta = \beta - \alpha) = \frac{e^{i\varphi(\beta) - i\varphi(\alpha)}}{|N(\beta)N(\alpha)|} \tilde{T}^{ba, (1)}(y|x) + \frac{i}{4} \left[ \varphi(\beta) - i\varphi(\alpha) \right] \tilde{T}^{(0)}(s, \beta - \alpha)
\]

\[
= 2\pi \frac{s - 4m^2}{\sqrt{s}} \left( \log \frac{\sqrt{s} + 2m + \pi i}{\sqrt{s} - 2m + \pi i} \right). \tag{4.13}
\]

In deriving the last equality, the phase correction \( \varphi(\alpha) \) is again fixed, up to linear terms in \( \alpha \), by demanding that \( \tilde{T}^{(1)} \) depends on \( \alpha, \beta \) only through \( \theta = \beta - \alpha \), giving the curious-looking result

\[
\varphi(\alpha) = \varphi(\alpha) + \pi \Theta(-\alpha), \quad -\pi < \alpha < \pi, \tag{4.14}
\]

where \( \Theta \) is the Heaviside step function. The appearance of the discontinuity in \( \alpha \) is a consequence of the branch structure of (4.12) as described below (4.7). The physical origin of (4.14) will be explained in section 4.4.

### 4.2 Forward singularity to all orders

Up to one-loop order, we have encountered two types of singularities in the forward scattering limit \( \theta \to 0 \), in both the tree amplitude \( \tilde{T}^{(0)}(s, \theta) \) which has a pole at \( \theta = 0 \), and the 1-loop amplitude \( \tilde{T}^{(1)}(s, \theta) \) which contains the forward-distribution \( \delta(\theta)\tilde{T}^{(1)}_0(s) \) supported at \( \theta = 0 \). We will now argue that these are the only types of singularities that can arise in the forward limit at any order in \( \lambda \), namely

\[
\tilde{T}^{ba}(y|x) = f(\lambda)\tilde{T}^{ba, (0)}(y|x) + g(\lambda) \delta(x - y)\tilde{T}^{(1)}_0(x) + \text{(non-singular)}, \tag{4.15}
\]

for some functions \( f(\lambda) = \lambda + \mathcal{O}(\lambda^2) \), \( g(\lambda) = \lambda^2 + \mathcal{O}(\lambda^4) \).

Indeed, the tree amplitude \( \tilde{T}^{ba, (0)}(y|x) \) given by (4.4), and the 1-loop forward-distribution coefficient \( \tilde{T}^{(1)}_0(x) \) as in (4.9), obey the relation

\[
\frac{(P^+)^2}{4\pi i} \int_0^1 dz \sum_{c = \pm} \frac{z(1 - z)}{\ell_c(z)} \mathcal{V}^{bc}(y|z)\tilde{T}^{ca, (0)}(z|x) = \lambda \delta(x - y)\tilde{T}^{(1)}_0(x) + \text{(non-singular)}, \tag{4.16}
\]

as already seen in section 4.1, as well as

\[
\frac{(P^+)^2}{4\pi i} \int_0^1 dz \sum_{c = \pm} \frac{z(1 - z)}{\ell_c(z)} \mathcal{V}^{bc}(y|z)\delta(z - x)\tilde{T}^{0, (1)}(x) = -\frac{\pi^2}{4} \tilde{T}^{ba, (0)}(y|x), \tag{4.17}
\]

which gives a 2-loop singularity of the same type as one that occurs at tree-level. This cyclic pattern persists to all orders. Plugging the ansatz (4.15) into (3.25), and using (4.16), (4.17), we deduce that \( f(\lambda) \) and \( g(\lambda) \) obey the recursive relations

\[
f(\lambda) = \lambda - \frac{\pi^2}{4} g(\lambda), \quad g(\lambda) = \lambda f(\lambda), \tag{4.18}
\]

from which we solve

\[
f(\lambda) = \frac{\lambda}{1 + \frac{\pi^2}{4} \lambda^2}. \tag{4.19}
\]
This in particular determines the forward-distribution part of the amplitude in the light-front basis to all orders,
\[ T_0(x) = g(\lambda) T_0^{(1)}(x). \] (4.20)

(4.20) agrees with \( T_0(s) \) of (1.5) provided the identification
\[ g(\lambda) = \frac{2}{\pi^2} \left( 1 - \cos(\pi \tilde{\lambda}) \right). \] (4.21)

This is equivalent to the coupling redefinition (1.11), and \( f(\lambda) = \frac{1}{\pi} \sin(\pi \tilde{\lambda}) \).

4.3 A monodromy and a discontinuity

It follows from the structure of (3.25) that the amplitude \( T^{ba}(y|x) \) is analytic in \( y \) away from \( y = x \) and away from the branch points \( y = x_\pm \). We will extend the definition of the function part of the amplitude \( \tilde{T}^{ba}(y|x) \) by analytic continuation from the physical region \( y \in (x_-, x_+) \), and rewrite (3.25) as an integral equation for \( \tilde{T}^{ba}(y|x) \) in the form
\[ \tilde{T}^{ba}(y|x) = \frac{f(\lambda)}{\lambda} V^{ba}(y|x) + \left( \frac{P^+}{4\pi i} \right)^2 \int_0^1 dz \sum_{c=\pm} \frac{1}{\ell_c(z)} V^{bc}(y|z) \tilde{T}^{ca}(z|x), \] (4.22)

where the notation \( \tilde{f} \) stands for the average between the integrals over a pair of contours that run above and below the points \( z = x \) and \( z = y \), along the interval \((0, 1)\) in the complex \( z \)-plane, shown in figure 4.

Recall that the transverse momentum \( q \) is related to \( y \) and \( b = \pm \) by \( q(y) = b \ell_\ast(y) \) in (3.24). As \( y \) circles around the branch point \( y = x_- \), \( \ell_\ast(y) \) turns into \( -\ell_\ast(y) \). We denote by \( \tilde{T}^{ba\circ}(y|x) \) the analytic continuation of \( \tilde{T}^{ba}(y|x) \) under this monodromy. Naively, analytic continuation of the momenta suggests that \( \tilde{T}^{ba\circ}(y|x) \) should be related to \( \tilde{T}^{-b,a}(y|x) \). Their precise relation can be seen as follows.

As we analytically continue both sides of the equation (4.22) in \( y \), starting from the physical region and around the branch point \( y = x_- \), \( V^{bc}(y|z) \) in the integration kernel has a pole at \( z = y \) that moves in the complex \( z \)-plane, crossing the \( z \)-integration contour twice (figure 5). At the first crossing, the \( z \)-integral picks up a residue contribution from the \( c = b \) term, proportional to \( \tilde{T}^{ba\circ}(y|x) \). As we further continue \( y \) onto the second sheet, the \( z \)-integral picks up a second residue contribution from the \( c = -b \) term, proportional...
which combines with (4.25) to give the limit in the second line of (4.25) does not vanish because the expectation (1.10) suggests the ansatz

\[
N = \frac{f(\lambda)}{\lambda} \nu^{bc\gamma}(y|x) + \frac{(P^+)^2}{4\pi i} \int_0^1 dz \sum_{c=\pm} \frac{z(1-z)}{\ell_s(z)} \nu^{bc\gamma}(y|z) \tilde{T}^{ca}(z|x)
\]

\[
= \frac{b}{2} i\pi \lambda \tilde{T}^{ba\gamma}(y|x) - \frac{b}{2} i\pi \lambda \tilde{T}^{-ba\gamma}(y|x)
\]

\[
= \left(1 - \frac{b}{2} i\pi \lambda \right) \tilde{T}^{-ba\gamma}(y|x) - \frac{b}{2} i\pi \lambda \tilde{T}^{ba\gamma}(y|x),
\]

where we have used \(\nu^{bc\gamma}(y|x) = \nu^{-bc\gamma}(y|x)\). Solving (4.23) yields

\[
\tilde{T}^{ba\gamma}(y|x) = \frac{1 - b}{1 + \frac{b}{2} i\pi \lambda} \tilde{T}^{-ba\gamma}(y|x) = e^{-ib\pi \lambda} \tilde{T}^{-ba\gamma}(y|x).
\]

In the second equality, we used the coupling redefinition (1.11). Remarkably, the monodromy relation (4.24) takes the form of an anyonic phase (see section 4.4 for its interpretation).

Further taking the limit \(y \to x^+_\ell\), and using the continuity of \(T^{ba}(y|x)\) at the branch point, we see that \(T^{+,\ell}(y|x)\) and \(T^{-,\ell}(y|x)\) differ by a phase \(e^{-ib\pi \lambda}\) at \(y = x^+_\ell\). A similar relation between \(T^{b,\ell}(y|x)\) and \(T^{b,-}(y|x)\) at \(x = x^+_\ell\) can be derived using the fact that \(T^{ba}(y|x)\) is related to \(T^{ab}(y|x)\) by complex conjugation together with flipping the sign of \(i\epsilon\) in the Lippmann-Schwinger equation. Together they will give rise to a discontinuity in the phase of \(N(\alpha)\) appearing in (1.10), extending the one-loop observation (4.14) to all orders in \(\lambda\).\(^{11}\)

### 4.4 The all-order solution

The expectation (1.10) suggests the ansatz

\[
\tilde{T}^{ba}(y|x) = e^{i\varphi(\alpha) - i\varphi(\beta)} |N(\beta)N(\alpha)| \tilde{T}(s, \theta = \beta - \alpha).
\]

\(^{11}\)This discontinuity can alternatively be derived by directly evaluating

\[
T^{+,\ell}(x^-_\ell|x) - T^{-,\ell}(x^-_\ell|x) = \lim_{y \to x^-_\ell} \left[ T(y, \ell_s(y)|x, a\ell_s(x)) - T(y, -\ell_s(y)|x, a\ell_s(x)) \right]
\]

\[
= 2 \lim_{y \to x^-_\ell} \ell_s(y) T_\infty(y|x, a\ell_s(x)),
\]

where we recall that \(T_\infty\) is defined in (3.22) as the linear coefficient of \(T(y, q|x, p)\) in \(q\). While \(\ell_s(x^-_\ell) = 0\), the limit in the second line of (4.25) does not vanish because \(T_\infty(y|x, p)\) is singular at \(y = x^-_\ell\). Taking the \(y \to x^-_\ell\) limit on the \(q\)-coefficient of (3.21), the r.h.s. of (3.21) is dominated by integration near \(z = x^-_\ell\), giving

\[
\lim_{y \to x^-_\ell} \ell_s(y) T_\infty(y|x, a\ell_s(x)) = \frac{\pi i \lambda}{4} \sum_{c=\pm} T^{ca}(x^-_\ell|x),
\]

which combines with (4.25) to give

\[
T^{+,\ell}(x^-_\ell|x) = e^{-ib\pi \lambda} T^{-,\ell}(x^-_\ell|x).
\]
where $\mathcal{N}(\alpha)$ is defined as in (3.31), and $\varphi(\alpha)$ is of the form (4.2). While the LO phase $\varphi^{(0)}(\alpha)$ and the NLO phase $\varphi^{(1)}$ are given in (4.6) and (4.14) respectively, $\varphi^{(L)}(\alpha)$ for $L \geq 2$ are yet to be determined.

The discussion of section 3.3 suggests that the phase $\varphi(\alpha)$ is due to the Lorentz rotation relating the 1-particle states in the lightfront basis to the those of the covariant basis, modulo the discontinuity at $\alpha = 0, \pi$ determined by (4.24). The appearance of the phase discontinuity is unsurprising from the perspective of LSZ relation, given that the lightcone gauge condition is equivalent to attaching a semi-infinite Wilson line to each particle that extends in the lightcone direction, and that the causal domain of dependence of the two Wilson lines overlap when the spatial separation of the two particles is at angle 0 or $\pi$.

Explicitly, we expect

$$\varphi(\alpha) = 2h(\lambda)\varphi^{(0)}(\alpha) + \pi\lambda \Theta(-\alpha), \quad -\pi < \alpha < \pi,$$

(4.28)

where $h(\lambda) = \frac{1+\lambda}{2} + O(\lambda^2)$ (see (4.14)) is the anyonic spin of the particle. $\varphi^{(0)}(\alpha)$, as given by (4.6), has the following interpretation. Let $L_1(v)$ be the Lorentz boost in the $x^i$ direction ($i = 1, 2$) with velocity $v$. For $v = \sqrt{s-4m^2}/\sqrt{s}$ of the particle in the center of mass frame, we have

$$L_1(v \cos \alpha)L_2(\frac{v \sin \alpha}{\sqrt{1-v^2 \cos^2 \alpha}})R(\varphi^{(0)}(\alpha)) = R(\alpha)L_1(v),$$

(4.29)

where $R(\alpha)$ stands for the spatial rotation by the angle $\alpha$. While $U(R(\alpha)L_1(v))$ takes the 1-particle state at rest $|\vec{0}\rangle$ to $|\vec{p}_2\rangle$ in the covariant basis, $U(L_1(v \cos \alpha)L_2(\frac{v \sin \alpha}{\sqrt{1-v^2 \cos^2 \alpha}}))$ takes $|0\rangle$ to the 1-particle state of momentum $p_2$ in the lightfront basis. The two basis states are related by the rotation by $R(\varphi^{(0)}(\alpha))$ in the rest frame of the particle, hence the phase difference (4.28).

We propose the following exact formula for the anyonic spin,

$$h(\lambda) = \frac{1+\tilde{\lambda}}{2},$$

(4.30)

where $\tilde{\lambda}$ is related to $\lambda$ by (1.11). See figure 6 for the shape of the phase $\varphi(\alpha)$ as a function of $\alpha$. Our full analytic ansatz for $\tilde{T}^{ba}(y|x)$, based on (4.27) with $\tilde{T}(s, \theta)$ given by the second
line of (1.5), together with the phase correction (4.28), and the anyonic spin (4.30), is

\[
\tilde{T}^{ba}(y|x) = \frac{2\sin(\pi \tilde{\lambda})e^{\frac{\pi}{2}i\tilde{\lambda}(a-b)}}{\sqrt{s}(1-x)y(1-y)} \left[ \frac{u^+_a(x)u^-_b(y)}{u_a(x)u_b^+(y)} \right]^{1+\tilde{\lambda}} \times \left\{ \begin{array}{l}
\frac{1}{\sqrt{s}} \left[ -2m + \frac{x(1-x)y(1-y)}{(x-y)(s-4m^2)}u_a^-(x)u_b^+(y)(u_a^+(x) - u_b^-(y)) \right] - \frac{1 + e^{i\pi \tilde{\lambda}}}{1 - e^{i\pi \tilde{\lambda}}} \left( \frac{\sqrt{s} + 2m}{\sqrt{s} - 2m} \right)^{\tilde{\lambda}+1} \end{array} \right\},
\]

(4.31)

where \(u^+_\alpha\) is defined in (4.7), and the branch is chosen as in (4.6). Importantly, (4.31) is understood to be defined beyond the physical region \(y \in (x^-_a, x^+_a)\), to the entire interval \(0 < y < 1\). This is specified by extending the r.h.s. of (4.31) analytically using the expression (3.23) for \(\ell_\ast\) with \(i\epsilon\) prescription, or equivalently, by analytic continuation in \(y\) above the branch point \(x^-_a\) to \(y \in (-1, x^-_a)\), and below the branch point \(x^+_a\) to \(y \in (x^+_a, 1)\).

Indeed, we find that (4.31) solves (4.22). This is verified analytically at 2-loop (i.e. \(\lambda^3\) order)\(^{12}\) and numerically at finite \(\lambda\), thereby confirming the conjectured result for the singlet sector planar S-matrix element of [14]. A demonstration of the numerical check is shown in figure 4.4, with further details given in appendix E.

### 4.5 Further interpretation of the exact result

The formula (4.30) for the spin of the particle, which enters the amplitude in the lightfront basis through the phase correction (4.28), has a nontrivial all-order expansion in \(\lambda\). However, it has a simple explanation in terms of the angular dependence of the amplitude, as follows.

Restricted to the 2-particle singlet sector, the planar amplitude (1.4), (1.5) is related to the partial wave scattering phases \(S_\ell(s)\) (\(\ell \in \mathbb{Z}\)) by

\[
\delta(\theta) - \frac{i}{8\pi \sqrt{s}} T_S(s, \theta) = \frac{1}{2\pi} \sum_{\ell=-\infty}^{\infty} e^{i\ell \theta} S_\ell(s).
\]

(4.32)

It follows that the partial wave amplitudes with nonzero angular momentum \(\ell\) take a very simple form,

\[
S_\ell(s) = \int_0^{2\pi} d\theta e^{-i\ell \theta} \left[ \cos(\pi \tilde{\lambda}) \delta(\theta) - \frac{\sin(\pi \tilde{\lambda})}{2\pi} \cot\frac{\theta}{2} \right].
\]

(4.33)

At large impact parameter, which corresponds to large \(|\ell|\), one expects the nontrivial scattering phase to be entirely due to the anyon statistics, consistent with the correction to spin by precisely \(\frac{1}{2}\) as in (4.30).\(^{13}\)

---

\(^{12}\)At 2-loop order, the \(y\)-dependence of \(\tilde{T}^{ab,(1)}(y|x)\) (4.12) which appears in the r.h.s. of (4.22) makes analytic verification tricky. A simple workaround is to consider another version of the L-S equation with the roles of in- and out-states exchanged, resulting in an equation similar to (3.25) with \(T\) and \(V\) exchanged in the integrand. The average between the two versions of the integration equation is then easy to verify analytically at 2-loop order.

\(^{13}\)The connection between the spin and statistics of anyons was established in [24].
\[ \tilde{\lambda} = \frac{1}{3} \]

\[
x - x^* + \Re \left( e^{i\pi \tilde{\lambda}} T^+(y|x_0) \right) \]

\[
\Im \left( T^-(y|x_0) \right) \]

\[
\Im \left( e^{i\pi \tilde{\lambda}} T^-+\left(y|x_0\right) \right) \]

\[
\Re \left( T^-\left(y|x_0\right) \right) \]

\[
\Re \left( e^{i\pi \tilde{\lambda}} T^-\left(y|x_0\right) \right) \]

\[
\text{Figure 7. Numerical verification of the integral equation (4.22) for the ansatz (4.31) for } T^{ba}(y|x_0) \text{ with coupling } \tilde{\lambda} = 1/3, \text{ at center-of-mass energy squared } s = 6 (\text{the physical mass } m \text{ is set to 1}) \text{ and incoming angle } \alpha = \pi/2 \text{ corresponding to } x_0 = 1/2. \text{ The curves in color are given by the analytic ansatz, while the dots are obtained by numerically integrating the r.h.s. of (4.22). The deviation between the two sides of the integral equation, for various components of the amplitude, is shown in the lower panels. As expected, } T^-\left(y|x_0\right) \text{ agrees with } e^{i\pi \tilde{\lambda}} T^-\left(y|x_0\right) \text{ at } y = x^- . \text{ (Note that } T^-\left(y|x_0\right) \text{ also agrees with } e^{-i\pi \tilde{\lambda}} T^-\left(y|x_0\right) \text{ at } y = x^+ \text{, not shown in the plot.)} \]

Let us also observe that the zeroth partial wave amplitude can be written as

\[
S_0(s) = \frac{e^{\pi i \tilde{\lambda}} z^{\tilde{\lambda}+1} - 1}{z^{\tilde{\lambda}+1} - e^{\pi i \lambda}}, \quad \text{where } z = \frac{\sqrt{s} - 2m}{\sqrt{s} + 2m}. \tag{4.34} \]

The simple analytic structure on the complex \( s \)-plane suggests that (4.34) may be derived a priori from suitable bootstrap axioms for the anyonic S-matrix.

5 Discussion

Let us summarize our results so far. Working with an appropriately regularized lightcone Hamiltonian in the Lippmann-Schwinger formulation of scattering theory, we found the exact planar \( 2 \to 2 \) S-matrix element in the gauge singlet sector to be in precise agreement with the conjectured result of [14], provided that we take into account the coupling redefinition (1.11), and the phase difference between the bases of asymptotic states according to (3.29), with (3.31), (4.28), and (4.6). The phase factor is tied to the anyonic spin through the Lorentz rotation appearing in (4.29), and is consistent with the anyonic statistics indicated by the partial wave amplitudes (4.33).

The relation (1.11) between the 't Hooft coupling \( \lambda \) in the lightcone Hamiltonian and \( \tilde{\lambda} \) in the covariant scheme of [14] should not come as surprise. While \( \tilde{\lambda} \) ranges over the interval \((-1,1)\) due to the 1-loop renormalization of the Chern-Simons level in the Yang-Mills regularization scheme [11, 14], \( \lambda \) can take any real value, consistent with (1.11).
Let us contrast our analysis with the logic of [14]. The computation of planar amplitudes in [14] was based on Feynman diagrams, which in a specific frame can be resummed through Dyson-Schwinger equations in the sector of adjoint, symmetric and antisymmetric representations of the gauge group. The frame choice that made the all-order solution tractable was unavailable for the singlet sector scattering amplitude. Instead, [14] attempted to obtain the singlet channel amplitude via analytic continuation from other channels formally related by crossing. A naive crossing relation leads to a result that violates unitarity, however. Instead, a modified crossing relation was conjectured, which involves multiplying by a coupling-dependent factor and adding a non-analytic term (the distribution part proportional to \( T_0(s) \) in our notation), that led to the conjecture, which we have verified in this paper.

In the lightcone Hamiltonian formalism, the lack of Lorentz symmetry introduced some technical complications, both in terms of the regularization of the Hamiltonian and in the choice of basis of asymptotic states, but they have been overcome in this paper. The payoff is that we have an unambiguous formulation of asymptotic states and the scattering theory. While the computation in this paper is limited to the planar limit, there is no conceptual obstacle in extending this work to subleading orders in \( 1/N \), and even non-perturbatively at finite \( N \) and \( k \) (e.g. through Hamiltonian truncation [22, 25, 26]).

The next step we hope to undertake is to obtain the analogous result in the adjoint sector, which should clarify the crossing relation of the \( 2 \to 2 \) S-matrix elements of the CSM theory, at least in the planar limit, perhaps eventually at finite \( N \). It is also of interest to understand the analyticity property of the S-matrix elements in the lightcone formulation away from the physical domain on general grounds.
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A The lightcone Hamiltonian in terms of ladder operators

In the main text we decomposed \( \hat{H}_4 \) into the pieces giving the tree-level amplitudes in each channel plus the particle number nonconserving interactions,

\[
\hat{H}_4 = \hat{H}^S_4 + \hat{H}^A_4 + \hat{H}^{P-P}_4 + \hat{H}^{A-A}_4 + \hat{H}^{2\to 1}_4 + \hat{H}^{1\to 3}_4.
\] (A.1)
\( \hat{H}_4^S \) was given by (2.22). The other channels can be worked out similarly,

\[
\hat{H}_4^{k-P-P} = \sum_i \frac{4}{(2\pi)^2} \Theta(p_i^+) (2\pi)^2 \delta^2(p_{i4} + p_{23}) \mathcal{H}_4^{reg}(p_2, -p_3, p_4, -p_1; \delta, \Lambda) \times a_i^\dagger(p_4) a_i^\dagger(p_3) b_k(p_2) a_k(p_1),
\]

\[
\hat{H}_4^{P-A} = \sum_i \frac{4}{(2\pi)^2} \Theta(p_i^+) (2\pi)^2 \delta^2(p_{i4} + p_{23}) \frac{1}{2} \mathcal{H}_4^{reg}(-p_4, p_1, -p_2, p_3; \delta, \Lambda) \times b_i^\dagger(p_4) b_i^\dagger(p_3) b_k(p_2) b_k(p_1),
\]

where \( \mathcal{H}_4^{reg} \) was written in (2.23 – 2.25). The particle number nonconserving interactions are

\[
\hat{H}_4^{-1} = \sum_i \frac{4}{(2\pi)^2} \Theta(p_i^+) (2\pi)^2 \delta^2(p_1 + p_2 + p_3 - p_4) \times \left( \mathcal{H}_4^{reg}(p_1, p_2, p_4, -p_3; \delta, \Lambda) a_i^\dagger(p_4) a_i^\dagger(p_3) b_k(p_2) a_k(p_1) + \mathcal{H}_4^{reg}(p_2, p_1, -p_3, p_4; \delta, \Lambda) b_i^\dagger(p_4) b_i^\dagger(p_3) a_k(p_2) b_k(p_1) \right),
\]

\[
\hat{H}_4^{-3} = \sum_i \frac{4}{(2\pi)^2} \Theta(p_i^+) (2\pi)^2 \delta^2(p_4 - p_3 - p_2 - p_1) \times \left( \mathcal{H}_4^{reg}(-p_2, -p_1, p_3, -p_4; \delta, \Lambda) a_i^\dagger(p_4) b_i^\dagger(p_3) a_k(p_2) b_k(p_1) + \mathcal{H}_4^{reg}(-p_1, -p_2, -p_4, p_3; \delta, \Lambda) b_i^\dagger(p_4) a_i^\dagger(p_3) b_i^\dagger(p_2) b_k(p_1) \right).
\]

### B The T-matrix from Lippmann-Schwinger equation

Starting with the Lippmann-Schwinger equation for the in/out-states in terms of the free-particle basis states, either (3.2) or equivalently

\[
|\alpha\rangle^{in/out} = \left( 1 + \frac{1}{E_\alpha - \hat{H} + i\epsilon} \right) |\alpha\rangle^0,
\]

we can rewrite the S-matrix elements as

\[
\langle \beta | \alpha \rangle^{out} = 0 \langle \beta | \alpha \rangle^{in} + \langle \beta | \hat{V} \frac{1}{E_\beta - \hat{H} + i\epsilon} |\alpha\rangle^{in}
\]

\[
= 0 \langle \beta | \alpha \rangle^{0} + 0 \langle \beta | \hat{V} |\alpha\rangle^{in} + \frac{1}{E_\beta - E_\alpha + i\epsilon} \langle \beta | \hat{V} |\alpha\rangle^{in} \]

\[
= 0 \langle \beta | \alpha \rangle^{0} - 2\pi i \delta(E_\alpha - E_\beta) \langle \beta | \hat{V} |\alpha\rangle^{in},
\]

where we used (B.1) for \( \langle \beta | \alpha \rangle^{out} \) in the first equality, and (3.2) for \( |\alpha\rangle^{in} \) in the second equality. This gives (3.3) with the expression (3.4) for the T-matrix element.
C Glossary of notations

In this appendix we recap various symbols introduced in this paper, and list some additional useful relations.

In the $2 \rightarrow 2$ scattering process, we label the incoming momenta by $p_1, p_2$, and the outgoing momenta by $p_3, p_4$. The gauge-singlet particle/anti-particle in-state $|\tilde{p}_1, \tilde{p}_2\rangle^{\text{in}}$ is normalized covariantly according to $\langle \tilde{p}_3, \tilde{p}_4|\tilde{p}_1, \tilde{p}_2\rangle^{\text{in}} = I(p_3, p_4|p_1, p_2)$ (1.3), and similarly for the out-state $|\tilde{p}_3, \tilde{p}_4\rangle^{\text{out}}$.

In lightcone coordinates, the mass-shell relation reads $-\tilde{p}_i^0 = (\tilde{p}_i^+)^2 + m^2 / 2\tilde{p}_i^+$. Working at fixed total lightcone momentum $P^+ = p_1^+ + p_2^+ = p_3^+ + p_4^+$, we parameterize the incoming momenta with $(x, p)$, and the outgoing momentum by $(y, q)$, defined in (1.6). Further working at a fixed Mandelstam variables $s = -(p_1 + p_2)^2 = -(p_3 + p_4)^2$, we have labeled the in-states with $(x, a = \pm)$, and the out-states with $(y, b = \pm)$. The transverse momenta $p$ and $q$ are related by

$$p = a \ell_+(x), \quad q = b \ell_+(y), \quad (C.1)$$

with $\ell_+$ defined in (3.23).

The asymptotic states in the lightfront quantization are denoted $|x, p\rangle^{\text{in}}$ and $|y, q\rangle^{\text{out}}$ respectively. They are related to the covariant basis states by a normalization factor $\mathcal{N}(\alpha)$, as in (3.29) and (3.30). The phase of $\mathcal{N}(\alpha)$, denoted $e^{i\varphi(\alpha)}$, is determined through (4.28), (4.30), and (4.6). In other words, we found $\varphi(\alpha) = (1 + \lambda)\varphi^{(0)}(\alpha)$, where $\varphi^{(0)}(\alpha)$ is the tree-level phase correction (4.6).

Alternatively, we can label the in- and out-states in the center-of-mass frame by the angles $\alpha$ and $\beta$, defined in (3.27). They are related to $(x, p)$ and $(y, q)$ by

$$\begin{align*}
\cos \alpha &= \frac{\sqrt{s}}{\sqrt{s - 4m^2}}(1 - 2x), & \text{sign} (\sin \alpha) = -\text{sign} (p), \\
\cos \beta &= \frac{\sqrt{s}}{\sqrt{s - 4m^2}}(1 - 2y), & \text{sign} (\sin \beta) = -\text{sign} (q).
\end{align*} \quad (C.2)$$

The scattering angle $\theta \equiv \beta - \alpha$ can be expressed in terms of $(x, a)$ and $(y, b)$ through

$$\cot \frac{\theta}{2} = \frac{1}{\sqrt{s}} \left[ -2im + i\frac{x(1-x)y(1-y)}{(x-y)(s-4m^2)} u_a^+(x)u_b^+(y)(u_a^+(x) - u_b^+(y)) \right], \quad (C.3)$$

where $u_a^+(x)$ are defined in (4.7).

The lightcone Hamiltonian relevant for the planar singlet channel amplitude is (2.20). The interaction $\hat{H}^S_{41}$ is expanded in terms of the fermion creation and annihilation operators with coefficient $\hat{H}^{\text{reg}}_{41}$ defined in (2.22). The latter is further separated (2.23) into a classical term $\hat{H}^{\text{cl}}_{41}$ (2.24) and a counter term $C_4$ (2.25). The interaction “potential” $\mathcal{V}^{ba}(y|x)$ appearing in the manifestly finite integral equation (3.25) is none other than a rewriting of $\hat{H}^{cl}_{41}$ (3.26) in terms of the variables $(x, a)$ and $(y, b)$ at fixed $s$.

The $2 \rightarrow 2$ scattering amplitude in the singlet channel is expressed through the $T$-matrix. The covariant $T$-matrix element $T_{S}(s, \theta)$ is defined in (1.2), and is decomposed in terms of the forward-distribution coefficient $T_0(s)$, and the function part $\tilde{T}(s, \theta)$, defined...
in (1.4). The analogous $T$-matrix elements in the lightfront basis is denoted $\mathcal{T}(y, q \mid x, p)$ or equivalently at fixed $s$, $\mathcal{T}^{ba}(y \mid x)$, and decomposed into the forward-distribution coefficient $T_0(x)$ and the function part $\mathcal{T}^{ba}(y \mid x)$ via (1.8). Their relation to the covariant $T$-matrix element is given in (1.10). The $T$-matrix element at $L$-loop order is denoted, after stripped off the factor $\lambda^{L+1}$, by the same symbol with a superscript $(L)$.

**D Derivation of the finite integral equation**

We begin with the observation that $\delta_C(q, y \mid p; x, \lambda, \Lambda)$ defined in (3.18) vanishes in the $\delta \to 0$ limit, and is regular at $x = 0, 1$. Consider the $L$-loop amplitude ($L > 1$)

$$
\mathcal{T}^{(L)}(y, q \mid x, p) = \lim_{\Lambda \to \infty} \lim_{\delta \to 0} \frac{(P^+)^2}{(2\pi)^2} \int_{\frac{\Lambda}{P^+}}^{1-\frac{\Lambda}{P^+}} \frac{dz}{d\ell} G(z, \ell \mid x, p; \epsilon) (D.1)
$$

$$
\times \left[ \mathcal{T}^{(0)}(y, q \mid z, \ell) \mathcal{T}^{(L-1)}(z, \ell \mid x, p) + \lambda^{-1} C_4(y, q \mid z; \lambda, \Lambda) \mathcal{T}^{(L-2)}(z, \ell \mid x, p) \right],
$$

where

$$
G(z, \ell \mid x, p; \epsilon) = \left[ \frac{p^2 + m^2}{2x(1-x)} - \frac{\ell^2 + m^2}{2z(1-z)} + i\epsilon \right]^{-1}. \ (D.2)
$$

Using (3.18), we can write

$$
\mathcal{T}^{(L)}(y, q \mid x, p) = \lim_{\Lambda \to \infty} \lim_{\delta \to 0} \frac{(P^+)^2}{(2\pi)^2} \int_{\frac{\Lambda}{P^+}}^{1-\frac{\Lambda}{P^+}} \frac{dz}{d\ell} G(z, \ell \mid x, p; \epsilon) \left[ \mathcal{T}^{(0)}(y, q \mid z, \ell) \mathcal{T}^{(L-1)}(z, \ell \mid x, p) \right.
$$

$$
+ \Lambda (P^+)^2 \int_{\frac{\Lambda}{P^+}}^{1-\frac{\Lambda}{P^+}} \frac{dz}{d\ell} 2z'(1-z') \mathcal{T}^{(0)}_\infty(y \mid z') \mathcal{T}^{(0)}_\infty(z' \mid z) \mathcal{T}^{(L-2)}(z, \ell \mid x, p)
$$

+ \lambda^{-2} \delta_C(y, q \mid z, \ell; x, p; \epsilon, \Lambda) \mathcal{T}^{(L-2)}(z, \ell \mid x, p) \right]. \ (D.3)

Assuming that $\mathcal{T}$ has at most a simple pole at $z = 0, 1$, which will be justified a posteriori, together with the facts that $K$ vanishes at $z = 0, 1$ and that $\delta_C$ is regular in the integration range, we conclude that the last term in the bracket of (D.3) has a vanishing contribution. Next, we change the order of integration in the second line of (D.3) and write

$$
\mathcal{T}^{(L)}(y, q \mid x, p) = \lim_{\Lambda \to \infty} \lim_{\delta \to 0} \left[ \frac{(P^+)^2}{(2\pi)^2} \int_{\frac{\Lambda}{P^+}}^{1-\frac{\Lambda}{P^+}} \frac{dz}{d\ell} G(z, \ell \mid x, p; \epsilon) \mathcal{T}^{(0)}(y, q \mid z, \ell) \mathcal{T}^{(L-1)}(z, \ell \mid x, p) \right.
$$

$$
+ \Lambda (P^+)^2 \int_{\frac{\Lambda}{P^+}}^{1-\frac{\Lambda}{P^+}} \frac{dz}{d\ell} 2z'(1-z') \mathcal{T}^{(0)}_\infty(y \mid z') \mathcal{T}^{(0)}_\infty(z' \mid z) \mathcal{T}^{(L-2)}(z, \ell \mid x, p) \right]. \ (D.4)
$$

In the second line, the $z'$-integral can at most produce a log divergence in $\delta$, while the $z$-integral gives a non-singular power series in $\delta$. Furthermore, the $\ell$-integral gives a result that is finite in the $\Lambda \to \infty$ limit. Therefore, we can take the limit on the $z, \ell$ integral, giving

$$
\mathcal{T}^{(L)}(y, q \mid x, p) = \lim_{\Lambda \to \infty} \lim_{\delta \to 0} \left[ \frac{(P^+)^2}{(2\pi)^2} \int_{\frac{\Lambda}{P^+}}^{1-\frac{\Lambda}{P^+}} \frac{dz}{d\ell} G(z, \ell \mid x, p; \epsilon) \mathcal{T}^{(0)}(y, q \mid z, \ell) \mathcal{T}^{(L-1)}(z, \ell \mid x, p) \right.
$$

$$
+ \Lambda (P^+)^2 \int_{\frac{\Lambda}{P^+}}^{1-\frac{\Lambda}{P^+}} \frac{dz}{d\ell} 2z'(1-z') \mathcal{T}^{(0)}_\infty(y \mid z') \int_{\frac{\Lambda}{P^+}}^{1} \frac{dz}{d\ell} G(\ell, z \mid x, p; \epsilon) \mathcal{T}^{(0)}_\infty(z' \mid z) \mathcal{T}^{(n-2)}(z, \ell \mid x, p) \right]. \ (D.5)
$$
Next, we reintroduce a trivial $\ell'$-integral, and then relabel $z', \ell' \leftrightarrow z, \ell,$

$$
T^{(L)}(y,q|x,p) = \lim_{\Lambda \to \infty} \lim_{\delta \to 0} \frac{(P^+)^2}{(2\pi)^2} \int_{1-\delta}^{1+\delta} \frac{d\ell}{\ell} \int_{-\Lambda}^{\Lambda} dz G(z, \ell|x,p,\epsilon) \left[ T^{(0)}(y,q|z,\ell) T^{(L-1)}(z,\ell|x,p) + \lambda \frac{(P^+)^2}{(2\pi)^2} \int_{1-\delta}^{1+\delta} \frac{d\ell'}{\ell'} \int_{-\Lambda}^{\Lambda} d\ell' G(\ell', z'|x,p,\epsilon) T^{(0)}(z'|z') T(z'|\ell'|x,p) \right].
$$

By inspecting (3.14) and the definition (3.22), we have

$$
T_{\infty}(z|x,p) = \lim_{\Lambda \to \infty} \lim_{\delta \to 0} \lambda T_{\infty}^{(0)}(z|x) + \lambda \frac{(P^+)^2}{(2\pi)^2} \int_{1-\delta}^{1+\delta} \frac{d\ell'}{\ell'} \int_{-\Lambda}^{\Lambda} d\ell' G(\ell', z'; z) T_{\infty}^{(0)}(z|z') T(z'|\ell'|x,p).
$$

We see that (D.5) is precisely $L$-loop (i.e. order $\lambda^{L+1}$) part of (3.21), for $L > 1$.

E Numerical check of the all-order solution

In this appendix, we verify numerically that the analytic ansatz (4.31), together with the coupling redefinition (1.11), satisfies the integral equation (4.22). This is performed by a direct comparison of the two sides of (4.22) evaluated with the ansatz.

Figure 8 shows such a numerical test for the real and imaginary part of the function part of the amplitude in the covariant basis, $\tilde{T}(s, \theta)$, at $\tilde{\lambda} = \frac{1}{4}$ and scattering angle $\theta = \frac{\pi}{4}$ over a range of $s$. As Lorentz invariance is not manifest in (4.22), we have chosen the incoming angle $\alpha = \frac{\pi}{2}$ and outgoing angle $\beta = \frac{3\pi}{4}$. The numerical integral is evaluated using the “PrincipalValue” method of NIntegrate in Mathematica. The agreement with the
Figure 9. Additional numerical tests comparing two sides of the integral equation (3.25) with the analytic ansatz. The left panel shows strong coupling data in the same kinematic setup as that of figure 8. The right panel shows data at fixed center-of-mass energy, with \( s = 6 \), and fixed incoming angle \( \alpha = \pi/4 \). The deviation between two sides of the integral equation, for the real and imaginary parts of \( \widetilde{T} \), are shown in the lower panels.

The integral equation is well within 7 significant digits. We have also included a comparison with the perturbative results up to \( n \)-loop order, for \( n = 1, 2, 3 \). The perturbative convergence supports the claim of a unique solution to (3.25).

Figure 9 shows an analogous plot at strong coupling \( \tilde{\lambda} = \frac{9}{10} \), and a plot of the angular dependence at \( \tilde{\lambda} = \frac{1}{2} \). The agreement is within 6 significant digits.
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