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Abstract

Robustness of biochemical systems has become one of the central questions in systems biology although it is notoriously difficult to formally capture its multifaceted nature. Maintenance of normal system function depends not only on the stoichiometry of the underlying interrelated components, but also on a multitude of kinetic parameters. Invariant flux ratios, obtained within flux coupling analysis, as well as invariant complex ratios, derived within chemical reaction network theory, can characterize robust properties of a system at steady state. However, the existing formalisms for the description of these invariants do not provide full characterization as they either only focus on the flux-centric or the concentration-centric view. Here we develop a novel mathematical framework which combines both views and thereby overcomes the limitations of the classical methodologies. Our unified framework will be helpful in analyzing biologically important system properties.
1 Introduction

Biochemical networks have evolved to operate in the face of internal and external perturbations (Kitano, 2004). The response to these perturbations has shaped the systemic architectural blueprint comprising multiple layered and interrelated components (e.g., genes, proteins, metabolites). The dynamic processes involving network-related biochemical components depend on a multitude of kinetic parameters, which remain elusive even for medium-size systems. Therefore, methods establishing a connection between structure and dynamics of biochemical systems hold the promise to enable the rigorous study of processes taking place on the underlying biochemical networks both at steady-state as well as dynamic setting.

Two different classes of approaches have been developed to facilitate parameter-independent analysis of biochemical networks: (i) flux-focused approaches, including: flux balance analysis (FBA) (Varma and Palsson, 1994) and its derivatives—flux variability analysis (FVA) (Mahadevan and Schilling, 2003) and flux coupling analysis (FCA) (Burgard et al., 2004; Marashi and Bockmayr, 2011), elementary flux modes (EFMs) (Schuster et al., 2000), and extreme pathways (Schilling et al., 1999); and (ii) concentration-centric approaches, rooted in chemical reaction network theory (CRNT) (Horn and Jackson, 1972; Feinberg, 1979, 1995) and stoichiometric network analysis (Clarke, 1988).

Given a biochemical network, FBA relies on a linear programming formulation to calculate the steady-state fluxes under the assumption that the investigated organism operates towards optimizing an objective function (e.g., optimizing yield for metabolic networks (Varma and Palsson, 1994)). FVA also has a linear programming formulation, with the aim of calculating the minimum and maximum values of individual steady-state fluxes for a particular value of the objective. FCA can be used to determine pairs of reactions whose flux ratio is the same in each steady state under the same environmental conditions. Like FBA and FVA, this approach can also be cast as a linear program. On the other hand, approaches based on EFMs allow decomposition of a given network into its smallest functional units operating in a steady state (Schuster et al., 2000; Schilling et al., 1999). Although the problem of determining the set of all EFMs for a given biochemical network is computationally demanding, recent parallelized implementations of algorithms for EFM computation facilitate EFM-based analysis of genome-scale metabolic networks (Terzer and Stelling, 2008). Essential to both flux-based approaches is the usage of the underlying stoichiometric matrix which, without a specified kinetics, cannot be employed to make statements about steady-state metabolite concentrations.

In contrast, CRNT uses mass-action formulation to study the qualitative behavior of the steady-state concentrations of the components regardless of the parameter values, i.e., for all steady-state reaction fluxes of the mass-action system satisfying the constraints imposed by the stoichiometry. The results of this framework answer questions related to the possibility for existence of multiple steady states, and rely on a structural index determined by interleaving the graph-theoretic and stoichiometric descriptions of the investigated network (Horn and Jackson, 1972; Feinberg, 1979, 1995; Gunawardena, 2003; Conradi et al., 2007).

Biochemical network invariants are of particular interest specifically because they relate to the principle of homeostasis. For instance, under the steady-
state assumption, the concentrations of components do not change and, thus, are invariant. However, invariants in biochemical networks can be defined not only with respect to changes over time, but also changes with respect to different steady states that the system may assume under same environmental conditions (i.e., initial conditions and/or constraints). Note that the latter excludes the analysis of trivial invariants which are imposed in the form of conservation relations (Schilling et al., 1999; Heinrich and Schuster, 1996).

In other words, invoking the steady-state assumption may induce additional invariants with respect to individual components or their combinations, which can ultimately reveal possible reduction in complexity of the system. As already stated, FCA provides the means for determining pairs of reactions whose ratio of fluxes is the same in each steady state the system may assume.

In general, changes in fluxes and concentration, as key descriptors of the transitional behavior in biochemical networks, depend on each other. This stems from the fact that the reaction rate, i.e., flux, is cast as a function of the concentrations of the considered components. Therefore, the question arises whether there exist invariants on the level of concentrations and, if so, whether there is a connection between flux- and concentration-invariants. The answer to this question of course depends on the choice of kinetic law providing the relation between reaction fluxes and concentrations.

Here, we focus on mass action kinetics, representing the simplest and most fundamental law of kinetics, to establish a connection between flux and concentration-invariants. By interleaving the flux- and concentration-invariants, we provide a fundamentally new theoretical approach which can be used to uncover dependencies between fluxes and between concentrations, ultimately leading to a better understanding of system complexity.

Therefore, our study establishes a connection between the two different views of computational systems biology —the flux-centric and the concentration-centric view. Since the theories and methods pertaining to the two views use different notations, a brief overview is provided to describe the used notation.

2 Methods

In chemistry, the law of mass action was established by Guldberg and Waage in the nineteenth century (Guldberg and Waage, 1899; Abrash, 1986). It assumes a mixture of large numbers of components which are homogeneously distributed, allowing approximation of the components’ behavior with continuous variables. A reversible reaction, i.e., a reaction which can proceed in the forward and backward direction, is split into two reactions —the irreversible forward reaction and the irreversible backward reaction. The components consumed by an irreversible reaction are called substrates, while those produced are referred to as products. A reaction’s rate is then modeled to be proportional to the product of the concentrations of the participating substrates, especially in the case of an elementary reaction which cannot be further divided into intermediate steps (Moore, 1986, pg. 385). Under realistic chemical conditions, it is often the case that a given reaction almost certainly proceeds in one direction. In this situation, with the assumption that the reaction rate in one of the directions can be neglected, the reaction is treated as irreversible. Therefore, most models of biochemical networks consist of a mixture of reversible and irreversible
Here, for the application of specific theoretical methodology, each biochemical network must be transformed to an equivalent one that consists only of irreversible reactions. Such a transformation is performed as follows (Gagneur and Klamt, 2004): Let the complete set of reactions be denoted by $\mathcal{R} = \mathcal{R}_{\text{irr}} \cup \mathcal{R}_{\text{rev}}$, where $\mathcal{R}_{\text{irr}}$ denotes the subset of irreversible reactions and $\mathcal{R}_{\text{rev}}$ the subset of reversible reactions. The set of reactions $\mathcal{R'}_{\text{irr}}$ is derived by splitting each reversible reaction from $\mathcal{R}_{\text{rev}}$ into two irreversible reactions, one in each direction. The original network can then be described by a new set of reactions $\mathcal{R'} = \mathcal{R'}_{\text{irr}} \cup \mathcal{R}_{\text{irr}}$ with $|\mathcal{R'}| = 2|\mathcal{R}_{\text{rev}}| + |\mathcal{R}_{\text{irr}}|$. The starting point for our methodologies derived here is always a biochemical network which is of this form, i.e., we assume that $\mathcal{R}$ denotes a set of irreversible reactions (see Example 1).

**Example 1**

The eight irreversible reactions in the set $\mathcal{R} = \{R_1, R_2, R_3, R_4, R_5, R_6, R_7, R_8\}$, given by

$$
\begin{align*}
R_1 &:= A \rightarrow X \\
R_2 &:= X \rightarrow A \\
R_3 &:= B \rightarrow X \\
R_4 &:= X \rightarrow B \\
R_5 &:= A + C \rightarrow D \\
R_6 &:= D \rightarrow A + C \\
R_7 &:= B + C \rightarrow E \\
R_8 &:= E \rightarrow B + C
\end{align*}
$$

can in fact be regarded as four reversible reactions. The reversible reactions are formed by $R_1$ and $R_2$, $R_3$ and $R_4$, $R_5$ and $R_6$ as well as $R_7$ and $R_8$.

The results from flux-centric approaches rely on investigating vector spaces associated to the stoichiometric matrix $N$ (see Example 2). The principal object in the flux-centric approaches is given by the reactions and their fluxes. Here the term “flux” is used synonymously to “reaction rate”. A crucial vector space is that of the kernel of the stoichiometric matrix $N$, which is represented by the set of flux vectors $v$ fulfilling $Nv = 0$. Thus, the kernel of $N$ describes all possible steady-state fluxes of the considered biochemical system.
The set of reactions from Example 1 give rise to the following stoichiometric matrix:

\[
N = \begin{pmatrix}
-1 & 1 & 0 & 0 & -1 & 1 & 0 & 0 \\
0 & 0 & -1 & 1 & 0 & 0 & -1 & 1 \\
0 & 0 & 0 & 0 & -1 & 1 & -1 & 1 \\
0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & -1 & 0 \\
1 & -1 & 1 & -1 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

The concentration-centric approaches, represented by CRNT, use a notation which combines linear algebra and set theory (Gunawardena, 2003). For a given set of reactions, the set of complexes \( \mathcal{C} \) is composed of the left- and right-hand sides of each reaction arrow. Any reaction \( y \rightarrow y' \in \mathcal{R} \) can then easily be defined in terms of its complexes \( y, y' \in \mathcal{C} \).

Results from CRNT establish a relationship between the structure of a mass action system’s network and the nature of the set of equilibria of the corresponding system of ODEs, independently of the rate constants (Feinberg, 1995). Let \( P = \{ x \in \mathbb{R} \mid x > 0 \} \) be the set of positive real numbers. In the following, it is assumed that, if the system of ODEs of a mass action system admits an equilibrium, then the species’ concentrations satisfy the following condition:

**Definition 1.** Let \( c \) be the vector of concentrations of a mass action system. The system admits a **positive steady state** if \( \frac{dc}{dt} = 0 \) and \( c \in P \).

A reaction network which mathematically captures the graph-theoretic properties of a chemical mass action system is defined as follows (Feinberg, 1979, 1995; Gunawardena, 2003):

**Definition 2.** A reaction network is a triple \( (S, \mathcal{C}, \mathcal{R}) \) where \( S \) is a finite set of species; \( \mathcal{C} \) is a finite set of multisets of species, called complexes; \( \mathcal{R} \) is a relation on \( \mathcal{C} \), denoted by \( y \rightarrow y' \) for \( y, y' \in \mathcal{C} \), which represents a reaction converting \( y \) to \( y' \).

Based on a reaction network, a chemical reaction can be defined as follows (Feinberg, 1979, 1995; Gunawardena, 2003) (see also Example 3):

**Definition 3.** A chemical reaction network \( (S, \mathcal{C}, \mathcal{R}, \mathcal{K}) \) is a reaction network endowed with a function \( \mathcal{K} : \mathcal{R} \rightarrow P \) which associates a positive rate constant to each reaction of the reaction network.
Example 3. The set of reactions in Example 1 gives rise to the chemical reaction network \((S, C, R, K)\) with
\[S = \{A, B, C, D, X\},\]
representing the set of species,
\[C = \{\{A\}, \{B\}, \{A, C\}, \{B, D\}, \{D\}, \{E\}, \{X\}\},\]
representing the set of complexes,
\[R = \{R_1, R_2, R_3, R_4, R_5, R_6, R_7, R_8\},\]
representing the set of reactions, and
\[K = \{k_{R_1}, k_{R_2}, k_{R_3}, k_{R_4}, k_{R_5}, k_{R_6}, k_{R_7}, k_{R_8}\},\]
representing the set of rate constants.

In the following, we use the concept of a partition of a set (see Definitions S1 - S3 in the Appendix) to obtain new insights into the dynamics of chemical reaction networks. Of particular interest are the partitions of the set of reactions and those of the set of complexes (see also Example 4), both of which can be placed in a relation defined as follows:

Definition 4. Given a set \(A\) and two equivalence relations \(\sim\) and \(\sim'\) on the elements of \(A\) such that \(\forall D' \in A/\sim' \exists D \in A/\sim\) with \(D' \subseteq D\). Then, \(A/\sim\) is said to be a coarser partition than \(A/\sim'\) and \(A/\sim'\) is said to be a finer partition than \(A/\sim\), denoted by \(A/\sim' \leq A/\sim\).

Example 4.

(a) The set \(R/\sim' = \{\{R_1, R_2, R_3, R_4\}, \{R_5, R_6, R_7, R_8\}\}\) satisfies the conditions of Definition S3. Therefore, \(\{R_1, R_2, R_3, R_4\}\) and \(\{R_5, R_6, R_7, R_8\}\) are equivalence classes since \(R_1 \sim R_2 \sim R_3 \sim R_4\) and \(R_5 \sim R_6 \sim R_7 \sim R_8\).

(b) The set \(R/\sim' = \{\{R_1, R_2\}, \{R_3, R_4\}, \{R_5, R_6, R_7, R_8\}\}\) also satisfies the conditions of Definition S3.

(c) The set \(\{\{R_1, R_2, R_3, R_4, R_5\}, \{R_6, R_7, R_8\}\}\) does not satisfy condition (ii) of Definition S3 and, therefore, does not represent a partition of \(R\).

(d) By Definition 4, it is not difficult to see that \(R/\sim' \leq R/\sim\).
3 Results

3.1 Invariant reaction ratios

Consider two reactions \( y \rightarrow y', \tilde{y} \rightarrow \tilde{y}' \in \mathcal{R} \) whose rate ratio at each positive steady state \( c \) is an invariant, i.e., \( [v(c)]_{y \rightarrow y'}/[v(c)]_{\tilde{y} \rightarrow \tilde{y}'} = \text{const} \). Such pairs of reactions can readily be obtained by solving a linear program typical to FCA. We note that in FCA, a pair of reactions satisfying \( [v(c)]_{y \rightarrow y'}/[v(c)]_{\tilde{y} \rightarrow \tilde{y}'} = \text{const} \) is referred to as fully coupled reactions. Then, for two positive steady states \( c, c' \), it must hold that 
\[
[v(c)]_{y \rightarrow y'}/[v(c)]_{\tilde{y} \rightarrow \tilde{y}'} = [v(c')]_{y \rightarrow y'}/[v(c')]_{\tilde{y} \rightarrow \tilde{y}'}
\]
which can be rewritten as 
\[
[v(c)]_{y \rightarrow y'}/[v(c')_{y \rightarrow y'}] = [v(c)]_{\tilde{y} \rightarrow \tilde{y}'}/[v(c')_{\tilde{y} \rightarrow \tilde{y}'}].
\]
This leads to the following definition:

**Definition** 5. Let \((S, C, \mathcal{R}, K)\) be a chemical reaction network that admits a positive steady state. Two reactions \( y \rightarrow y', \tilde{y} \rightarrow \tilde{y}' \in \mathcal{R} \) are said to be in relation \( \sim \), if for any pair of positive steady states \( c, c' \), 
\[
[v(c)]_{y \rightarrow y'}/[v(c')]_{y \rightarrow y'} = [v(c)]_{\tilde{y} \rightarrow \tilde{y}'}/[v(c')]_{\tilde{y} \rightarrow \tilde{y}'}.
\]

The equivalence relation \( \sim \) induces a partition of \( \mathcal{R} \) into equivalence classes.

The resulting partition is denoted by \( \mathcal{R}/\sim \). For a given chemical reaction network, the partition \( \mathcal{R}/\sim \) is an inherent property of the corresponding system of ODEs. The problem now is that of determining the partition \( \mathcal{R}/\sim \), i.e., all pairs of reactions whose flux ratio at a positive steady state is a constant. To address this nontrivial problem, we first observe that for two reactions \( y \rightarrow y', \tilde{y} \rightarrow \tilde{y}' \in \mathcal{R} \) with \( y = \tilde{y} \), i.e., pairs of reactions which use the same substrate complex, it always holds that \( y \rightarrow y', \sim \tilde{y} \rightarrow \tilde{y}' \), as shown by the following lemma:

**Lemma** 6. Let \((S, C, \mathcal{R}, K)\) be a chemical reaction network. If two reactions \( y \rightarrow y', \tilde{y} \rightarrow \tilde{y}' \in \mathcal{R} \) share the same substrate complex, i.e., \( y = \tilde{y} \), then \( y \rightarrow y', \sim \tilde{y} \rightarrow \tilde{y}' \).

**Proof.** The reactions \( y \rightarrow y', \tilde{y} \rightarrow \tilde{y}' \in \mathcal{R} \) share the same substrate complex. It follows directly that
\[
[v(c)]_{y \rightarrow y'}/[v(c')]_{y \rightarrow y'} = \frac{k_{y \rightarrow y'}c}{k_{y \rightarrow y'}c'} = \frac{c}{c'} = \frac{k_{\tilde{y} \rightarrow \tilde{y}'}c}{k_{\tilde{y} \rightarrow \tilde{y}'}c'} = [v(c)]_{\tilde{y} \rightarrow \tilde{y}'}/[v(c')]_{\tilde{y} \rightarrow \tilde{y}'}.
\]
and, therefore, \( y \rightarrow y', \sim \tilde{y} \rightarrow \tilde{y}' \). \( \square \)

Consider the partition of the set of reactions based on whether the reactions of the same equivalence class use the same substrate complex. Let the corresponding partition of the set of reactions be denoted by \( \mathcal{R}/\sim_0 \). Lemma 6 shows that reactions, belonging to the same equivalence class in \( \mathcal{R}/\sim_0 \), always exhibit the same reaction rate ratio. Moreover, if two reactions use the same substrate complex, then they are element of the same equivalence class in \( \mathcal{R}/\sim_0 \). Then, for each \( D^0 \in \mathcal{R}/\sim_0 \), there exists \( D \in \mathcal{R}/\sim \) with \( D^0 \subset D \), and it follows that \( \mathcal{R}/\sim_0 \leq \mathcal{R}/\sim \). The partitions of the set of reactions which are not finer than \( \mathcal{R}/\sim_0 \) and not coarser than \( \mathcal{R}/\sim_0 \) belong to the following set:
Definition 4. Let $\langle S, C, R, K \rangle$ be a chemical reaction network that admits a positive steady state. Then,

$$\mathcal{P}_R := \{ R/\sim'_y | R/\sim_0 \preceq R/\sim'_y \text{ and } R/\sim_0 \preceq R/\sim_y \}.$$ 

Clearly, the partition $R/\sim_0$ represents the finest element in $\mathcal{P}_R$. Moreover, it is also the finest partition of the set of reactions which is compatible with mass action kinetics, i.e., a partition such that all reactions with substrate complex $y$ are in the same equivalence class. Analogously, the partition $R/\sim'_y$ represents the coarsest element in $\mathcal{P}_R$. If two reactions $y \rightarrow y', \tilde{y} \rightarrow \tilde{y}' \in R$ are in the equivalence relation $\sim'_y$ with $R/\sim'_y \in \mathcal{P}_R$, then it directly follows that $[v(c)]_{y \rightarrow y'}/[v(c')][\tilde{y} \rightarrow \tilde{y}'] = [v(c)]_{\tilde{y} \rightarrow \tilde{y}'}/[v(c')][y \rightarrow y']$ and, therefore, $y \rightarrow y', \tilde{y} \rightarrow \tilde{y}'$. The set $\mathcal{P}_R$, together with the relation $\preceq$ on its elements, as given in Definition 4, is a partially ordered set (see Lemma S10 in the Appendix for the proof). Furthermore, together with the binary join and meet, from Definitions S6 and S14 in the Appendix, $\mathcal{P}_R$ represents a lattice (see Example 5 and Corollary S14 in the Appendix for the proof). In contrast to the partition $R/\sim_0$, the partition $R/\sim'_0$ can easily be determined by investigating the substrate complexes of the set of reactions. As a result, the higher a given element from $\mathcal{P}_R$ is located in the lattice, the more information about invariant reaction ratios becomes available.

Example 5. The lower bound of the lattice corresponding to Example 5 is given by

$$R/\sim_0 = \left\{ \{ R_1 \}, \{ R_2, R_3 \}, \{ R_3 \}, \{ R_7, R_8 \}, \{ R_6 \}\right\},$$

and, provided an oracle that yields $R/\sim_0$, the upper bound is given by

$$R/\sim_0 = \left\{ \{ R_1, R_2, R_3, R_4 \}, \{ R_5, R_6, R_7, R_8 \}\right\}.$$ 

Then, $\mathcal{P}_R$ consists of $R/\sim_0$ and $R/\sim_0$ as well as all partitions of $R$ that are coarser than $R/\sim_0$ but finer than $R/\sim_0$. (See the following examples for the derivation of this partition. For $k_{R_1} = 1, k_{R_2} = 1, k_{R_3} = 1, k_{R_4} = 1, k_{R_5} = 1, k_{R_6} = 1, k_{R_7} = 1, k_{R_8} = 1$, there exist at least two positive steady states: (i) $c_A = 1, c_B = 1, c_C = 1, c_D = 1, c_E = 1, c_X = 1$; and (ii) $c_A = 7/6, c_B = 7/6, c_C = 3/2, c_D = 7/4, c_E = 7/4, c_X = 7/6$; which implies that the rate ratio of $R_1$ and $R_8$ is not constant for each positive steady state. Therefore, the partition consisting of two equivalence classes is in fact the coarsest.)

One obvious question arises: What aspects of the chemical reaction network can be used to coarsen the finest partition in $\mathcal{P}_R$? It turns out that the kernel of the stoichiometric matrix can directly be used to answer this question, as illustrated in Example 6 (see also the concept of co-sets in Papin et al. (2004)). That is, the computation of fully coupled reactions from FCA using a linear program is not necessary.
Example 6. A rational basis of the kernel of the stoichiometric matrix of Example 1 (see Example 2 for matrix $N$) is given by

$$\ker(N) = \begin{bmatrix}
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
\end{bmatrix} \begin{array}{c}
R_1 \\
R_2 \\
R_3 \\
R_4 \\
R_5 \\
R_6 \\
R_7 \\
R_8 \\
\end{array}$$

which implies the following partition of the set of reactions

$$\mathcal{R}/\sim = \left\{ \{R_1, R_2\}, \{R_3, R_4\}, \{R_5, R_6\}, \{R_7, R_8\} \right\}.$$ 

Since reactions $R_3$ and $R_4$ are in the relation $\sim^0$, this implies that reactions $R_1, R_2, R_3$ and $R_4$ satisfy Definition 5. Therefore, one obtains

$$\mathcal{R}/\sim^0 = \left\{ \{R_1, R_2, R_3, R_4\}, \{R_5, R_6\}, \{R_7, R_8\} \right\},$$

with $\mathcal{R}/\sim^0 \in \mathcal{P}_R$.

3.2 Invariant complex ratios

Analogous to the previous subsection, consider two complexes $y, \tilde{y} \in \mathcal{C}$ such that, at each positive steady state $c$, the ratio $c^y/c^\tilde{y}$ is invariant. Then, for two positive steady states $c, c^*$, it must hold that $c^y/c^\tilde{y} = c^{y^*}/c^{\tilde{y}^*}$, which can be rewritten as $c^y/c^{y^*} = c^\tilde{y}/c^{\tilde{y}^*}$. This leads to the following definition:

**Definition 8.** Let $(\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})$ be a chemical reaction network that admits a positive steady state. Two complexes $y, y' \in \mathcal{C}$ are said to be in relation $\sim$ if for every pair of positive steady states $c, c^*$, $c^y/c^{y^*} = c^\tilde{y}/c^{\tilde{y}^*}$.

The equivalence relation $\sim$ induces a partition of $\mathcal{C}$ into equivalence classes. The resulting partition is denoted by $\mathcal{C}/\sim$. Let the partition $\left\{ \{y\} \mid y \in \mathcal{C} \right\}$ of the set of complexes be denoted by $\mathcal{C}/\sim^0$. Trivially, pairs of elements from an equivalence class in $\mathcal{C}/\sim^0$ are, according to Definition 8, in the equivalence relation $\sim$. Furthermore, it is not difficult to see that $\mathcal{C}/\sim^0 \leq \mathcal{C}/\sim$. Consequently, the set of partitions of the set of complexes which are not finer than $\mathcal{C}/\sim^0$ and not coarser than $\mathcal{C}/\sim$ can be defined, analogous to $\mathcal{P}_R$, as follows:

**Definition 9.** Let $(\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})$ be a chemical reaction network that admits a positive steady state. Then,

$$\mathcal{P}_\mathcal{C} := \left\{ \mathcal{C}/\sim' \mid \mathcal{C}/\sim^0 \leq \mathcal{C}/\sim' \text{ and } \mathcal{C}/\sim' \leq \mathcal{C}/\sim \right\}.$$
The partition $\mathcal{C}/\sim_{\infty}$ represents the coarsest element in $\mathcal{P}_C$. Moreover, if two complexes $y, \tilde{y} \in \mathcal{C}$ are in the equivalence relation $\sim_{\infty}$, with $\mathcal{C}/\sim_{\infty} \in \mathcal{P}_C$, then it directly follows that $e^y/e^{\tilde{y}} = e^{\tilde{y}}/e^y$ and, therefore, $y \sim_{\infty} \tilde{y}$. The set $\mathcal{P}_C$, together with the relation $\leq$ on its elements is a partially ordered set (see Lemma S16 in the Appendix for the proof). Furthermore, together with the binary join and meet, as given in Definitions S17 and S21 in the Appendix, Lemma S16 in the Appendix for the proof). Furthermore, together with the relation $\leq$ on its elements is a partially ordered set (see Lemma S16 in the Appendix for the proof). In contrast to the partition $\mathcal{C}/\sim_{\infty}$, the partition $\mathcal{C}/\sim_{\infty}'$ can be trivially determined. As a result, the higher a given element from $\mathcal{P}_C$ is located in the lattice, the more information about invariant complex ratios becomes available.

3.3 $\mathcal{P}_R$ is homomorphic to $\mathcal{P}_C$

In this section, it is shown that there exists a map $\varphi : \mathcal{P}_R \to \mathcal{P}_C$, which preserves the structure of $\mathcal{P}_R$. Let $\mathcal{R}/\sim_{\infty}' \in \mathcal{P}_R$ and $\mathcal{D} \in \mathcal{R}/\sim_{\infty}'$. Furthermore, let $\mathcal{U}_D = \{y \mid y \to y' \in \mathcal{D}\}$ and let $\mathcal{U}$ represent the set of complexes that do not participate in any reaction as a substrate.

**Definition 10** Let $(\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})$ be a chemical reaction network that admits a positive steady state. Further, suppose that some partition $\mathcal{R}/\sim_{\infty}' \in \mathcal{P}_R$ is given. The map $\varphi : \mathcal{P}_R \to \mathcal{P}_C$ is defined by

$$
\varphi(\mathcal{R}/\sim_{\infty}') := \{\mathcal{U}_D \mid \mathcal{D} \in \mathcal{R}/\sim_{\infty}'\} \cup \{\{y\} \mid y \in \mathcal{U}\}.
$$

In fact, one can show that $\mathcal{P}_R$ is homomorphic to $\mathcal{P}_C$ with respect to $\varphi$ (see Corollary S25 in the Appendix for the proof). Example 7 illustrates the result of applying the map $\varphi$ on the partition from Example 6.

**Example 7** Partition $\mathcal{R}/\sim_{\infty}'' = \{\{R_1, R_2, R_3, R_4\}, \{R_5, R_6\}, \{R_7, R_8\}\}$ from Example 6 can be mapped to a partition of the set of complexes: From Definition 10, it follows that

$$
\varphi(\mathcal{R}/\sim_{\infty}'') = \{\mathcal{U}_{\{R_1, R_2, R_3, R_4\}}, \mathcal{U}_{\{R_5, R_6\}}, \mathcal{U}_{\{R_7, R_8\}}\},
$$

with $\mathcal{U}_{\{R_1, R_2, R_3, R_4\}} = \mathcal{U}_{\{A \to X, X \to A, B \to X, X \to B\}} = \{\{A\}, \{B\}, \{X\}\}$, $\mathcal{U}_{\{R_5, R_6\}} = \mathcal{U}_{\{A+C \to D, D \to A+C\}} = \{\{A, C\}, \{D\}\}$ and $\mathcal{U}_{\{R_7, R_8\}} = \mathcal{U}_{\{B+C \to E, E \to B+C\}} = \{\{B, C\}, \{E\}\}$. Therefore,

$$
\varphi(\mathcal{R}/\sim_{\infty}'') = \left\{\{\{A\}, \{B\}, \{X\}\}, \{\{A, C\}, \{D\}\}, \{\{B, C\}, \{E\}\}\right\}.
$$

Now consider two positive steady states $c, c^*$ and a partition of the set of complexes $\mathcal{C}/\sim_{\infty}' \in \mathcal{P}_C$, for instance derived by $\varphi$ from a partition $\mathcal{R}/\sim_{\infty}' \in \mathcal{P}_R$. Since $y, \tilde{y} \in \mathcal{U}$ with $\mathcal{U} \in \mathcal{C}/\sim_{\infty}'$ satisfy $e^y/e^{\tilde{y}} = e^{\tilde{y}}/e^y$, they also satisfy $\ln(e^y/e^{\tilde{y}}) = \ln(e^{\tilde{y}}/e^y)$ and, thus, $(y - \tilde{y})\ln(e/c^*) = 0$. It is not difficult to see that $\ln(e/c^*)$ is orthogonal to any element in span$\{y - \tilde{y} \mid y, \tilde{y} \in \mathcal{U}\}$. 
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Lemma 11. Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. Furthermore, consider a partition of the set of complexes \(C_\succsim \in \mathcal{P}_C\). If there exist \(y, \tilde{y} \in C\) such that \(y - \tilde{y} \in \text{span}\{y' - \tilde{y}' \mid y', \tilde{y}' \in U\}\) with \(U \in C_\succsim\), then \(y \succsim \tilde{y}\).

Proof. Let \(c, c^*\) be two positive steady states of the chemical reaction network. The vector \(\ln\left(\frac{c}{c^*}\right)\) is orthogonal to each vector in \(\text{span}\{y' - \tilde{y}' \mid y', \tilde{y}' \in U\}\) and, thus, \(\ln\left(\frac{c}{c^*}\right)\) is also orthogonal to \(y - \tilde{y}\). It follows that \((y - \tilde{y})\ln\left(\frac{c}{c^*}\right) = 0\) and, therefore, \(y \succsim \tilde{y}\). □

Here we note that Lemma 11 is very similar to Proposition S4.1 in Shinar and Feinberg (2010) (Supporting Information). Shinar and Feinberg use their proposition to investigate invariance of concentrations in chemical reaction networks. However, with our lemma we attempt to coarsen the partition of the set of complexes. We show that the knowledge of the coarsest partition reduces the complexity of the system since dependencies between reactions and complexes become visible. In fact, by following the concentration-centered view of CRNT, as pursued in Shinar and Feinberg (2010), one may neglect the information contained in the dependence between reactions and complexes. Example 8 illustrates the implications of Lemma 11.

Example 8. Lemma 11 applies to the partition \(C_\succsim \in \mathcal{P}_C\) from Example 7 as follows: \(U = \{\{A\}, \{B\}, \{X\}\} \in \mathcal{P}_C\) and \(y = \{A, C\}, y' = \{B, C\} \in C\). Then, \(y - \tilde{y} \in \text{span}\{y' - \tilde{y}' \mid y', \tilde{y}' \in U\}\) since there exist \(y', \tilde{y}' \in U\) with \(y' - \tilde{y}' = \{A\} - \{B\} = \{A, C\} - \{B, C\} = y - \tilde{y}'\). This results in the following, coarser partition of the complexes

\[
C_\succsim = \left\{\{A\}, \{B\}, \{X\}\right\}, \left\{\{A, C\}, \{D\}, \{B, C\}, \{E\}\right\}\right\}.
\]

Let \(D_U := \{y \to y' \mid y \in U \text{ and } y \to y' \in R\}\) be the set of reactions which have the complexes in \(U\) as substrates. We next need the following definition which maps a partition of the set of complexes back to a partition of the set of reactions:

Definition 30. Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. Furthermore, consider a partition \(C_\succsim \in \mathcal{P}_C\). The map \(\mu : \mathcal{P}_C \to \mathcal{P}_R\) is defined by

\[
\mu(C_\succsim) := \{D_U \mid U \in C_\succsim\} \setminus \emptyset.
\]

Application of the map \(\mu\) to a partition of the set of complexes is illustrated in Example 9.
Example 9. Partition $C/\leftrightarrow' = \{\{A\}, \{B\}, \{X\}\}$ from Example 5 can be mapped to a partition of the set of reactions: From Definition 30 it follows that

$$\mu(C/\leftrightarrow') = \{D_{\{(A),(B),(X)\}}, D_{\{(A,C),(D),(B,C),(E)\}}\},$$

with $D_{\{(A),(B),(X)\}} = \{R_1, R_2, R_3, R_4\}$ and $D_{\{(A,C),(D),(B,C),(E)\}} = \{R_5, R_6, R_7, R_8\}$. Therefore,

$$\mu(C/\leftrightarrow') = \{\{R_1, R_2, R_3, R_4\}, \{R_5, R_6, R_7, R_8\}\}.$$

It should be apparent that there may exist partitions in $\mathcal{P}_C$ that are coarser than $\varphi(R/\leftrightarrow)$. Such partitions can consist of equivalence classes $U$ with $|U| \geq 2$ which also contain complexes from $\mathcal{U}$. This information is lost when mapping such a partition of the set of complexes to a partition of the set of reactions using $\mu$. As a result, $\varphi$ is an injective map while $\mu$ is surjective.

Consequently, the map $\varphi$ has the useful property that a coarsening of a partition of the set of reactions implies a coarsening of the corresponding partition of the set of complexes. Furthermore, the map $\mu$ has the property that a coarsening of the partition of the set of complexes guarantees that the corresponding partition of the set of reactions is not refined.

3.4 Connections to CRNT

Shinar and Feinberg (2010) defined an equivalence relation on the complexes, denoted by $\leftrightarrow$, as follows: two complexes $y, \tilde{y} \in C$ are in the relation $\leftrightarrow$ if, for two positive steady states $c, c^*$, $(y - \tilde{y})\ln(c/c^*) = 0$ is satisfied. This equivalence relation induces a partition of the complexes. It is not difficult to see that this condition is equivalent to our Definition 8.

Interestingly, Shinar and Feinberg (2010) specified which complexes are in the relation given by Definition 8 only for special classes of networks. CRNT defines several properties of reaction networks, e.g., the deficiency and weakly reversibility (Feinberg, 1979, 1995; Gunawardena, 2003). The deficiency $\delta$ is an index which can provide information about the dynamic behavior of a mass action system independently of the rate constants. This index is computed as $\delta = n - l - q$, where $n$ is the number of complexes, $l$ is the number of linkage classes, i.e., the number of connected components of the graph which can be build by the reactions (see Example 10 for an illustration), and $q$ is the rank of the stoichiometric matrix $N$. A reaction network is said to be weakly reversible, if, in each connected component, there exists a path from any node (i.e., complex) to all other nodes in the connected component. For instance, in deficiency-zero reaction networks which are weakly reversible, complexes are in the same equivalence class if they are elements of the same linkage class (Shinar and Feinberg, 2010). Furthermore, in deficiency-one reaction networks, all complexes of nonterminal strong linkage classes are elements of the same equivalence class (Shinar and Feinberg, 2010). With our definition of the lattice $\mathcal{P}_C$, it is clear that in both cases the resulting partitions are elements of $\mathcal{P}_C$. Nevertheless, they may still not represent the coarsest element.
In contrast to the results from CRNT, our findings do not pertain to special classes of networks. In fact, our theoretical results deal with equivalence classes of reactions which can be mapped to a partition of the set of complexes in general networks. The defined map in turn enables the determination of coarser partitions of the set of complexes from coarser partitions of the set of reactions.

Example 10. The chemical reaction network from Example 3 can be represented by the following graph:

\[
\begin{align*}
A & \xrightarrow{k_{R_1}} X \xrightarrow{k_{R_4}} B \\
A + C & \xrightarrow{k_{R_5}} D \\
B + C & \xrightarrow{k_{R_7}} E
\end{align*}
\]

The set of nodes of this graph is equivalent to the set of complexes (here \( n = 7 \)). The connected components of this graph are equivalent to the linkage classes (here \( l = 3 \)). The strongly connected components of this graph are equivalent to the strong linkage classes (here equivalent to the linkage classes). The terminal strong linkage classes are the strong linkage classes from which there exists no path to another strong linkage class (here equivalent to the linkage classes). Thus, this reaction network is weakly reversible. The rank of the stoichiometric matrix \( N \) is \( q = 4 \) (see also Example 2). As a result, the deficiency of this reaction network is \( \delta = n - l - q = 0 \). Consequently, the coarsest partition of the set of complexes with respect to Definition 8 contains at most three equivalence classes. However, by applying our approach, there exists a coarser partition consisting of two equivalence classes, as illustrated in Example 9.

4 Conclusions

We analyzed ratio invariants in chemical reaction networks on the level of reactions and on the level of complexes. We show that there can exist pairs of distinct reactions whose reaction rate ratio is constant in each steady state. This fact can be used to define a partition of the set of reactions. The knowledge of all such pairs of reactions whose reaction rate ratio is constant in each steady state. Furthermore, we defined the set of partitions which are compatible with mass action kinetics (\( \mathcal{P}_R \)), i.e., reactions which use the same substrate complex must be elements of the same equivalence class. As a result, the coarsest partition of the set of reactions cannot be refined arbitrarily without violating constraints imposed by mass action kinetics. The idea of existence
of the coarsest and finest partition \((\mathcal{R}/\sim_0)\) of the set of reactions, led to the introduction of the lattice of partitions of the set of reactions, represented by \(\mathcal{P}_\mathcal{R}\).

Analogously, we defined a finest \((\mathcal{C}/\sim_0)\) and a coarsest partition \((\mathcal{C}/\Sim_\infty)\) on the set of complexes as well as the corresponding lattice \(\mathcal{P}_\mathcal{C}\). Since the rate of a given reaction is directly influenced by the product of the concentrations of its substrates, we introduced an injective map \((\varphi)\) which converts a partition of the set of reactions to a partition of the set of complexes. Additionally, we defined a surjective map \((\mu)\) which converts a partition of the set of complexes to a partition of the set of reactions.

We explicitly point out that the coarsest partition of the set of reactions, and, thus, of the complexes, might depend on the rate constants. As illustrated by the examples, there always exist partitions of the set of reactions which can be derived independently of the rate constants. However, at this point, it is not clear whether the coarsest partition of the set of reactions changes for different choices of the set of rate constants.

The study of metabolic networks has been hampered by the dichotomy in the computational approaches focused either on analysis of biochemical network fluxes or on concentrations of biochemical network components. Our study bridges this dichotomy by establishing the relation between the flux-centric and concentration-centric approaches, here represented by FCA and CRNT. Based on the established connection between invariants on the level of reactions and on the level of concentrations, we provide a method that will allow a deeper algebraic insight into the dynamic behavior of chemical mass action systems avoiding numerical computations. Our theoretical findings also provide the impetus for rigorous analysis of biological systems concerning the dynamics of biochemical networks.
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A Appendix

A.1 Prerequisites

The following general definitions are indispensable to understand the notation we use in this work:

Definition S1. A relation $\sim$ on a set $A$ is called an equivalence relation, if it satisfies

(i) $x \sim x \mid \forall x \in A$ (reflexivity),
(ii) if $x, y \in A$ and $x \sim y$, then $y \sim x$ (symmetry), and
(iii) if $x, y, z \in A$, $x \sim y$ and $y \sim z$, then $x \sim z$ (transitivity).

Definition S2. Consider a relation $\sim$ on a set $A$ and an element $x \in A$. The set of elements $y \in A$ with $x \sim y$ is called the equivalence class of $x$. The set of equivalence classes of $A$ is denoted by $A/\sim$.

Definition S3. Let $A$ be a set and let $D_1, \ldots, D_n \subseteq A$. The set $\{D_1, \ldots, D_n\}$ is called a partition of $A$ if and only if

(i) $D_1 \cup \ldots \cup D_n = A$
(ii) $D_i \cap D_j = \emptyset$ with $D_i, D_j \in A$ and $D_i \neq D_j$.

The equivalence classes of a set $A$ with respect to a relation $\sim$ yield a partition of $A$ (Makinson 2008). Therefore, we use the terms “equivalence classes” and “partition” of a set with respect to a given relation synonymously.

Given a chemical reaction network $(S, C, R, K)$ and a partition $R/\sim$ of the set of reactions, we define $U_D := \{y \mid y \rightarrow y' \in D\}$ for $D \in R/\sim$. Furthermore, let

\[ U := C \setminus \bigcup_{D \in R/\sim} U_D \]

denote the set of complexes that do not participate in any reaction as substrates. Additionally, let $Y := \{\{y\} \mid y \in U\}$. Analogously, given a partition $C/\sim$ of the corresponding set of complexes, we define $D_U := \{y \rightarrow y' \mid y \in U$ and $y \rightarrow y' \in R\}$ for $U \in C/\sim$.

For graph-theoretical concepts, see Bollobás (1998).

A.2 $\mathcal{P}_R$ is a lattice

The set $\mathcal{P}_R$ is defined as follows (see the main text for the definition of $R/\sim_{\sim}$ and $R/\sim_{\sim}'$):

Definition S4. Let $(S, C, R, K)$ be a chemical reaction network that admits a positive steady state. Then,

$\mathcal{P}_R := \{R/\sim | \ R/\sim_{\sim} \leq R/\sim_{\sim}' \ and \ R/\sim_{\sim}' \leq R/\sim\}$. 
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Then, \( \mathcal{P}_R \) is a partially ordered set as the following lemma shows:

**Lemma S5.** Let \((\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})\) be a chemical reaction network that admits a positive steady state. The set \( \mathcal{P}_R \) is a partially ordered set.

**Proof.** For \( A, A', A'' \in \mathcal{P}_R \), it holds that:

- \( A \leq A \) by definition.
- If \( A \leq A' \) and \( A' \leq A \), then \( \forall D \in A, \exists D' \in A' \) with \( D \subseteq D' \) and \( \forall D' \in A' \), \( D' \subseteq A' \) which implies \( D \subseteq D' \). Since \( D, D'' \in A \), it follows that \( D = D'' \), implying \( D \subseteq D' \) and \( D' \subseteq D \). Therefore, \( A = A' \).
- If \( A \leq A' \) and \( A' \leq A'' \), then \( \forall D \in A, \exists D' \in A' \) with \( D \subseteq D' \) and \( \forall D' \in A' \), \( D' \subseteq A' \) and \( D'' \in A'' \) with \( D' \subseteq D'' \). It follows directly that \( \forall D \in A, \exists D'' \in A'' \) with \( D \subseteq D'' \) and, therefore, \( A \leq A'' \).

Therefore, \( \mathcal{P}_R \) is a partially ordered set. \( \square \)

The following argument will be crucial in what follows: Let \( A, A', A'' \) be partitions of \( \mathcal{R} \) and let \( A \leq A'' \) and \( A' \leq A'' \). Furthermore, let \( D \in A \) and \( D' \in A' \). From the properties of a partial order (see Lemma S5), w.l.o.g., it follows that \( \exists D_1', D_1'' \in A'' \) with \( D \subseteq D_1' \) and \( D' \subseteq D_1'' \). If \( D \cap D' \neq \emptyset \), then \( D_1' = D_1'' \), since \( A'' \) is a partition of \( \mathcal{R} \), implying \( D \cup D' \subseteq D_1'' \).

**Definition S6.** Let \((\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})\) be a chemical reaction network that admits a positive steady state. The binary operation \( A \wedge A' \) of two elements \( A, A' \in \mathcal{P}_R \) is defined by \( A \wedge A' := \{ D \cap D' \mid D \in A \text{ and } D' \in A' \text{ and } D \cap D' \neq \emptyset \} \).

**Lemma S7.** Let \((\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})\) be a chemical reaction network that admits a positive steady state. Given two elements \( A, A' \in \mathcal{P}_R \), the set \( A \wedge A' \) is a partition of the set of reactions.

**Proof.** For each \( y \rightarrow y' \in \mathcal{R} \), there exist exactly one \( D \in A \) and exactly one \( D' \in A' \) with \( y \rightarrow y' \in D \) and \( y \rightarrow y' \in D' \), since \( A \) and \( A' \) are partitions of the set of reactions, so that \( y \rightarrow y' \in D \cap D' \neq \emptyset \). It follows directly that for each \( y \rightarrow y' \in \mathcal{R} \) there exists exactly one \( D \in A \wedge A' \) with \( y \rightarrow y' \in D \). As a result, the union of all elements in \( A \wedge A' \) equals \( \mathcal{R} \) and \( D \cap D' = \emptyset \) for \( D, D' \in A \wedge A' \) and \( D \neq D' \). Therefore, \( A \wedge A' \) is a partition of the set of reactions. \( \square \)

**Lemma S8.** Let \((\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})\) be a chemical reaction network that admits a positive steady state. Given two elements \( A, A' \in \mathcal{P}_R \), the set \( A \wedge A' \) is an element of \( \mathcal{P}_R \).

**Proof.** If \( y \rightarrow y' \in D \) with \( D \in A \), then \( D_{\{y\}} \subseteq D \). It follows that for each \( D_{\{y\}} \subseteq D \) there exists exactly one \( D' \in A' \) with \( D_{\{y\}} \subseteq D' \cap D' \). As a result, for each \( D_{\{y\}} \) with \( y \in \mathcal{C} \setminus \mathcal{U} \) there exists exactly one \( D'' \in A \wedge A' \) with \( D_{\{y\}} \subseteq D'' \). Then, \( A \wedge A' \) is at least as coarse as \( \{ D_{\{y\}} \mid y \in \mathcal{C} \setminus \mathcal{U} \} \) which is in turn the finest element in \( \mathcal{P}_R \).
Lemma 8 shows that \( A \land A' \) is a partition of \( R \). From Definition 9 it follows that \( \forall D'' \in A \land A', \exists D \in A \text{ with } D'' \subseteq D \). Analogously, \( \forall D'' \in A \land A', \exists D' \in A' \text{ with } D'' \subseteq D' \). Then, it also follows \( A \land A' \leq A \) and \( A \land A' \leq A' \). Therefore, \( A \land A' \in P_R \). □

Lemma 9. Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. If \( A, A' \in P_R \), then \( A \land A' \) is the greatest element in \( P_R \) which is finer than or equal to \( A \) and \( A' \). Therefore, the binary operation \( A \land A' \) is the meet of \( A, A' \).

Proof. The statement is proved by contradiction: Suppose that \( \exists A'' \) with \( A \land A' \leq A'', A'' \leq A \) and \( A'' \leq A' \). Further suppose that \( A \land A' \neq A'' \). Then, \( \exists D \in A, D' \in A' \text{ and } D'' \in A'' \text{ with } \emptyset \neq D \cap D' \in A \land A' \text{ and } D \cap D' \subseteq D'' \).

From \( A'' \leq A \) and \( A'' \leq A' \) it also follows that \( D'' \subseteq D \) and \( D'' \subseteq D' \). But this directly implies \( D'' \subseteq D \cap D' \) which is a contradiction to \( D \cap D' \subseteq D'' \). □

Definition 10. Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state and let \( A, A' \in P_R \). Furthermore, let \( G := (V, E) \) be a graph with \( V = \{ D \cup D' \mid D \in A, D' \in A', \text{ and } D \cap D' \neq \emptyset \} \) and \( E = \{ (v, v') \mid v, v' \in V \text{ and } v \cap v' \neq \emptyset \} \). Let \( G \) be decomposed as \( G = G^{(1)} \cup \ldots \cup G^{(s)} \) where \( G^{(i)} = (V^{(i)}, E^{(i)}) \) with \( 1 \leq i \leq s \) represent the connected components. Then, the binary operation \( A \lor A' \) is defined by

\[
A \lor A' := \{ \bigcup_{v \in V^{(i)}} v \mid 1 \leq i \leq s \}.
\]

Lemma 11. Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. Given two elements \( A, A' \in P_R \), the set \( A \lor A' \) is a partition of the set of reactions.

Proof. Since two nodes of \( G \) are adjacent if the intersection of the corresponding sets is nonempty, it follows that \( y \rightarrow y' \in R \) is element of exactly one \( D \in A \lor A' \). As a result, the union of all elements in \( A \lor A' \) equals \( R \), \( D \cap D' = \emptyset \) for \( D, D' \in A \lor A' \), and \( D \neq D' \). Therefore, \( A \lor A' \) is a partition of the set of reactions. □

Lemma 12. Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. Given two elements \( A, A' \in P_R \), the set \( A \lor A' \) is an element of \( P_R \).

Proof. Lemma 11 shows that \( A \lor A' \) is a partition of \( R \). From Definition 10 it follows that \( \forall D \in A, \exists D'' \in A \lor A' \text{ with } D \subseteq D'' \). Analogously, the same holds true for the elements of \( A' \). Then, it follows that \( A \subseteq A \lor A' \) and \( A' \subseteq A \lor A' \) such that \( A \lor A' \) is as coarse as the finest element in \( P_R \).

Let \( A'' \) be the coarsest element in \( P_R \), i.e., \( A \leq A'' \) and \( A' \leq A'' \). If \( D \cap D' \neq \emptyset \) with \( D \in A \) and \( D' \in A' \), then \( \exists D'' \in A'' \text{ with } D \subseteq D'' \) and \( D' \subseteq D'' \).
such that $D \cup D' \subseteq D''$. Now let $\bigcup_{i=1}^t (D_i \cup D_i')$ be an element of $A \lor A'$. Then, $\exists D_1'', \ldots, D_t'' \in A''$ with $D_1 \cup D_1' \subseteq D_1''$, $\ldots, D_t \cup D_t' \subseteq D_t''$. Let $i, j \in \{1, \ldots, t\}$ with $i \neq j$. If $D_i \cup D_i'$ and $D_j \cup D_j'$ are connected by an edge in $G$, then $D_i'' = D_j''$ because $A''$ is a partition of $R$. Then, since an element of $A \lor A'$ represents a connected component of $G$, it follows that $D_1'' = \ldots = D_t''$. As a result, for each $\bigcup_{i=1}^t (D_i \cup D_i') \in A \lor A'$ $\exists D'' \in A''$ with $\bigcup_{i=1}^t (D_i \cup D_i') \subseteq D''$ and, thus, $A \lor A' \leq A''$. Therefore, $A \lor A' \in \mathcal{P}_R$. □

**Lemma S13.** Let $(S, C, R, K)$ be a chemical reaction network that admits a positive steady state. If $A, A' \in \mathcal{P}_R$, then $A \lor A'$ is the smallest element in $\mathcal{P}_R$ which is coarser than or equal to $A$ and $A'$. Therefore, the binary operation $A \lor A'$ is the join of $A, A'$.

**Proof.** The statement is proved by contradiction: Suppose that $\exists A''$ with $A \leq A''$, $A' \leq A''$, and $A'' \leq A \lor A'$. Further suppose that $A \lor A' \neq A''$. W.l.o.g., this directly implies that $\exists \bigcup_{i=1}^t (D_i \cup D_i') \in A \lor A'$ with $D_1, \ldots, D_t \in A$ and $D_1', \ldots, D_t' \in A'$ and $t \geq 2$ such that $\exists D'' \in A''$ with $D'' \subseteq \bigcup_{i=1}^t (D_i \cup D_i')$. Then, $\exists i \in \{1, \ldots, t\}$ with $D_i \cup D_i' \subseteq D''$. Because $\bigcup_{i=1}^t (D_i \cup D_i')$ is the union of all nodes of a connected component of $G$, $\exists j \in \{1, \ldots, t\}$ and $i \neq j$ such that $(D_i \cup D_i') \cap (D_j \cup D_j') \neq \emptyset$. It follows that $D_i \cup D_i' \cup D_j \cup D_j'$ $\subseteq D''$ since the sets represent equivalence classes of partitions. Repeating this argument for all nodes of the corresponding connected component results in $\bigcup_{i=1}^t (D_i \cup D_i') \subseteq D''$ which is a contradiction to $D'' \subset \bigcup_{i=1}^t (D_i \cup D_i')$ and, thus, to the assumption. □

**Corollary S14.** Let $(S, C, R, K)$ be a chemical reaction network that admits a positive steady state. The set $\mathcal{P}_R$ is a lattice.

**Proof.** Lemma S5 shows that $\mathcal{P}_R$ is a partially ordered set. Lemmas S7, S8 and S9 show that the set defined in Definition S6 is the meet of two elements in $\mathcal{P}_R$. Furthermore, Lemmas S11, S12 and S13 show that the set defined in Definition S10 is the join of two elements in $\mathcal{P}_R$. Therefore, $\mathcal{P}_R$ is a lattice. □

### A.3 $\mathcal{P}_C$ is a lattice

The set $\mathcal{P}_C$ is defined as follows (see the main text for the definition of $C / \sim_{\lor}^n$ and $C / \sim_{\lor}$):

**Definition S3.** Let $(S, C, R, K)$ be a chemical reaction network that admits a positive steady state. Then,

$$\mathcal{P}_C := \{ C / \sim_{\lor}^n \mid C / \sim_{\lor}^n \leq C / \sim_{\lor}' \text{ and } C / \sim_{\lor}' \leq C / \sim_{\lor} \}. $$

**Lemma S16.** Let $(S, C, R, K)$ be a chemical reaction network that admits a positive steady state. The set $\mathcal{P}_C$ is a partially ordered set.

**Proof.** The proof works analogously to the proof of Lemma S5. □
Definition S17. Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. The binary operation \(A \land A'\) of two elements \(A, A' \in \mathcal{P}_C\) is defined by \(A \land A' := \{U \cap U' \mid U \in A \text{ and } U' \in A' \text{ and } U \cap U' \neq \emptyset\}\).

Lemma S18. Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. Given two elements \(A, A' \in \mathcal{P}_C\), the set \(A \land A'\) is a partition of the set of complexes.

Proof. The proof works analogously to the proof of Lemma S7. □

Lemma S19. Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. Given two elements \(A, A' \in \mathcal{P}_C\), the set \(A \land A'\) is an element of \(\mathcal{P}_C\).

Proof. Lemma S18 shows that \(A \land A'\) is a partition of \(C\). The partition \(\{\{y\} \mid y \in C\}\) is the finest partition of \(C\) and is element of \(\mathcal{P}_C\), i.e., \(\{\{y\} \mid y \in C\} \leq A \land A'\). The second part of the proof works analogously to the second part of the proof of Lemma S8. □

Lemma S20. Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. If \(A, A' \in \mathcal{P}_C\), then \(A \land A'\) is the greatest element in \(\mathcal{P}_C\) which is finer than or equal to \(A\) and \(A'\). Therefore, the binary operation \(A \land A'\) is the meet of \(A, A'\).

Proof. The proof works analogously to the proof of Lemma S9. □

Definition S21. Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state and let \(A, A' \in \mathcal{P}_C\). Furthermore, let \(G := (V, E)\) be a graph with \(V = \{U \cup U' \mid U \in A, U' \in A', \text{ and } U \cap U' \neq \emptyset\}\) and \(E = \{(v, v') \mid v, v' \in V \text{ and } v \cap v' \neq \emptyset\}\). Let \(G\) be decomposed as \(G = G^{(1)} \cup \ldots \cup G^{(s)}\) where \(G^{(i)} = (V^{(i)}, E^{(i)})\) with \(1 \leq i \leq s\) represent the connected components. Then, the binary operation \(A \lor A'\) is defined by

\[A \lor A' := \bigcup_{v \in V^{(i)}} v \mid 1 \leq i \leq s\].

Lemma S22. Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. Given two elements \(A, A' \in \mathcal{P}_R\), the set \(A \lor A'\) is a partition of the set of reactions.

Proof. The proof works analogously to the proof of Lemma S10. □
Lemma S23. Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. Given two elements \(A, A' \in \mathcal{P}_R\), the set \(A \lor A'\) is an element of \(\mathcal{P}_C\).

Proof. The proof works analogously to the proof of Lemma S12. □

Lemma S24. Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. If \(A, A' \in \mathcal{P}_C\), then \(A \lor A'\) is the smallest element in \(\mathcal{P}_C\) which is coarser than or equal to \(A\) and \(A'\). Therefore, the binary operation \(A \lor A'\) is the join of \(A\) and \(A'\).

Proof. The proof works analogously to the proof of Lemma S13. □

Corollary S25. Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. The set \(\mathcal{P}_C\) is a lattice.

Proof. The proof works analogously to the proof of Lemma S14. □

A.4 \(\mathcal{P}_R\) is homomorphic to \(\mathcal{P}_C\)

In this section, we show that there exists a map \(\varphi : \mathcal{P}_R \to \mathcal{P}_C\) that preserves the structure of \(\mathcal{P}_R\).

Definition S26. Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. Further, suppose that some partition \(A \in \mathcal{P}_R\) is given. The map \(\varphi : \mathcal{P}_R \to \mathcal{P}_C\) is defined by

\[
\varphi(A) := \{U_D | D \in A\} \cup \{\{y\} | y \in \overline{U}\}.
\]

First, it is shown that \(\varphi(A \land A') = \varphi(A) \land \varphi(A')\) for two elements \(A, A' \in \mathcal{P}_R\). Let \(D \in A, D' \in A'\) and \(A, A' \in \mathcal{P}_R\). It is not difficult to see that \(U_{D \land D'} = \{y | y \to y' \in D \land D'\} = \{y \mid y \to y' \in D\} \cap \{y \mid y \to y' \in D'\} = U_D \cap U_{D'}\).

Since \(y \to y' \in \mathcal{R}, y \to y' \in D\) implies \(y \to y' \in D\), it follows that \(D = D_{U_{D'}}\).

Consequently, \(D \land D' \neq \emptyset\) if and only if \(U_D \cap U_{D'} \neq \emptyset\).

Lemma S27. Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. Then, for two elements \(A, A' \in \mathcal{P}_R\), it holds that \(\varphi(A \land A') = \varphi(A) \land \varphi(A')\).

Proof. From the previous arguments, it follows that

\[
\varphi(A \land A') = \{U_{D \land D'} | D \in A, D' \in A', D \land D' \neq \emptyset\} \cup \overline{Y}
\]

\[
= \{U_D \cap U_{D'} | D \in A, D' \in A', D \land D' \neq \emptyset\} \cup \overline{Y}
\]

\[
= \{U_D \cap U_{D'} \mid U_D \in \varphi(A), U_{D'} \in \varphi(A'), U_D \cap U_{D'} \neq \emptyset\} \cup \overline{Y}
\]

\[
\varphi(A) \land \varphi(A') = \{U \cup U' | U \in \varphi(A), U' \in \varphi(A'), U \cup U' \neq \emptyset\},
\]

which proves the lemma. □
Second, it is shown that \( \varphi(A \lor A') = \varphi(A) \lor \varphi(A') \) for two elements \( A, A' \in P_R \). It is also not difficult to see that \( \mathcal{U}_{D \cup D'} = \{ y \mid y \rightarrow y' \in D \cup D' \} = \mathcal{U}_D \cup \mathcal{U}_{D'} \).

**Lemma S28.** Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. Then, for two elements \( A, A' \in P_R \), it holds that \( \varphi(A \lor A') = \varphi(A) \lor \varphi(A') \).

**Proof.** Let \( \mathcal{U}_R := (V_R, E_R) \) be the graph analogous to the graph in Definition S10, consisting of \( s_R \) connected components. Further, let \( \mathcal{U}_C := (V_C, E_C) \) be the graph analogous to the graph in Definition S21, consisting of \( s_C \) connected components. Then,

\[
\varphi(A \lor A') = \{ U_{i \in V_R} v_i \mid 1 \leq i \leq s_R \} \cup \mathcal{Y} = \{ U_{i \in V_R} u_i \mid 1 \leq i \leq s_R \} \cup \mathcal{Y} = \{ U_{i \in V_R} u_i \mid 1 \leq i \leq s_R \} \cup \mathcal{Y} = \{ U_{i \in V_R} u_i \mid 1 \leq i \leq s_C \} \cup \mathcal{Y} = \{ U_{i \in V_C} u_i \mid 1 \leq i \leq s_C \}
\]

which proves the lemma.

**Corollary S29.** Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. The map \( \varphi : P_R \rightarrow P_C \) is a homomorphism.

**Proof.** Lemmas S27 and S28 show that \( \varphi(A \land A') = \varphi(A) \land \varphi(A') \) and \( \varphi(A \lor A') = \varphi(A) \lor \varphi(A') \). Therefore, \( \varphi \) preserves the structure of \( P_R \).

Analogous to map \( \varphi \), there also exists a map \( \mu : P_C \rightarrow P_R \) which converts partitions of the set of complexes to partitions of the set of reactions.

**Definition 30.** Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. Furthermore, suppose a partition \( A \in P_C \). The map \( \mu : P_C \rightarrow P_R \) is defined by

\[
\mu(A) := \{ D_U \mid U \in A \} \setminus \emptyset.
\]

While the map \( \varphi \) preserves the structure of \( P_R \), this is not true for \( \mu \). In the following we show that \( \mu \) is a surjective function.

**Lemma S31.** Let \((S, C, R, K)\) be a chemical reaction network that admits a positive steady state. Then, for two elements \( A, A' \in P_C \), it holds that \( \mu(A \land A') = \mu(A) \land \mu(A') \).

**Proof.** There are three different cases for \( D_{U \cap U'} \) and \( D_U \cap D_{U'} \), respectively, where \( U \in A, U' \in A' \):
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Proof. Let \( G_C \) be the set of nodes in \( G \) with \( V_C := \{ v \in V \mid v \subseteq \U \} \). Analogously, let \( E_C \) be the set of edges in \( G_C \) with \( \mathcal{E}_C := \{ (u, v) \in \mathcal{E} \mid u \cap v \subseteq \U \} \). Finally, let \( \tilde{G}_C := \left( V_C \setminus \mathcal{E}_C, \tilde{\mathcal{E}}_C \right) = \left( \tilde{V}_C, \tilde{\mathcal{E}}_C \right) = \{ \tilde{\mathcal{E}}^{(1)}_C, \ldots, \tilde{\mathcal{E}}^{(t)}_C \} \) with \( \tilde{\mathcal{E}}^{(i)}_C := (\tilde{\mathcal{E}}^{(i)}_C, \tilde{\mathcal{E}}^{(i)}_C) \) being the connected components of \( G_C \). It is not difficult to see that \( \tilde{G}_C \) represents a partition of the set of substrate complexes. Since each substrate complex corresponds to a set of reactions which are elements of the same equivalence class of a partition in \( P_R \), such a partition of the set of substrate complexes is equivalent to a partition of the set of reactions. Then, it directly follows that \( \mathcal{R}/_{\mathcal{V}_i} = \mu\left( \left\{ \bigcup_{v \in \mathcal{V}^{(i)}_{R}} \mid 1 \leq i \leq s_R \right\} \right) \) and \( \mathcal{R}/_{\mathcal{V}_i} = \mu\left( \left\{ \bigcup_{v \in \mathcal{V}^{(i)}_{R}} \mid 1 \leq i \leq s_R \right\} \right) \).

Lemma S32. Let \((S, C, \mathcal{R}, \mathcal{K})\) be a chemical reaction network that admits a positive steady state. Further, let two elements \( A, A' \in \mathcal{P}_R \) be given such that, based on \( A \vee A' \), the graph \( \tilde{G}_C \) is defined and, based on \( \mu(A) \vee \mu(A') \), the graph \( G_R \) is defined. If \( \mathcal{R}/_{\mathcal{V}_i} = \mu\left( \left\{ \bigcup_{v \in \mathcal{V}^{(i)}_{R}} \mid 1 \leq i \leq s_R \right\} \right) \) and \( \mathcal{R}/_{\mathcal{V}_i} = \mu\left( \left\{ \bigcup_{v \in \mathcal{V}^{(i)}_{R}} \mid 1 \leq i \leq s_R \right\} \right) \), then \( \mathcal{R}/_{\mathcal{V}_i} = \mathcal{R}/_{\mathcal{V}_i} \).

Proof. The proof consists of two parts:

(1) \( \Rightarrow \)

(1.i) \( U \cap U' \in \mathcal{V}^{(i)}_R \Rightarrow U \cup U' \neq \emptyset \Rightarrow U \cap U' \neq \emptyset \Rightarrow \exists j \text{ with } D_u \cup D_{u'} \in V^{(j)}_R \) since \( U \in A, U' \in A' \) implies \( D_u \in \mu(A), D_{u'} \in \mu(A') \).

(1.ii) \( \left( U \cup U' \right) \in \tilde{E}^{(i)}_C \Rightarrow \left( U \cup U' \right) \cap \left( U \cup U' \right) \neq \emptyset \Rightarrow \exists j \text{ with } \left( D_u \cup D_{u'} \right) \cap \left( \tilde{D}_u \cup \tilde{D}_{u'} \right) \neq \emptyset \Rightarrow \exists j \text{ with } \left( \left( D_u \cup D_{u'} \right) \cap \left( \tilde{D}_u \cup \tilde{D}_{u'} \right) \right) \in \tilde{E}^{(j)}_C \Rightarrow D_u \cup D_{u'} \in V^{(j)}_R \).

(1.iii) Finally, from (1.i) and (1.ii) follows \( \left\{ D_u \cup D_{u'} \mid U \cup U' \in \tilde{V}^{(i)}_C \right\} \subset \mathcal{V}^{(j)}_R \).

(2) \( \Leftarrow \)

(2.i) \( D \cap D' \in \mathcal{V}^{(j)}_R \Rightarrow D \cup D' \neq \emptyset \Rightarrow D \cup D' \neq \emptyset \Rightarrow \exists k \text{ with } D \cup D', D' \in \tilde{V}^{(k)}_C \) since \( D \in \mu(A), D' \in \mu(A') \) implies \( A, A' \in D \).

(2.ii) \( \left( D \cup D' \right) \in \tilde{E}^{(k)}_C \Rightarrow \left( D \cup D' \right) \cap \left( \tilde{D} \cup \tilde{D}' \right) \neq \emptyset \Rightarrow \left( \tilde{D} \cup \tilde{D}' \right) \cap \left( D \cup D' \right) \neq \emptyset \Rightarrow \exists k \text{ with } \left( \left( D \cup D' \right) \cap \left( \tilde{D} \cup \tilde{D}' \right) \right) \in \tilde{E}^{(k)}_C \Rightarrow \tilde{D} \cup \tilde{D}' \in \tilde{V}^{(k)}_C \).
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Finally, from (2.i) and (2.ii) follows $V_R^{(j)} \subseteq \{ \mathcal{D}_{U \cup U'} | U \cup U' \in \bar{V}_C^{(k)} \}$.

Then, since $\bar{G}_C$ is equivalent to a partition of the set of reactions, from (1.iii) and (2.iii) it follows that $\bar{V}_C^{(j)} = \bar{V}_C^{(k)}$. Therefore, $\forall i \in \{1, \ldots, t\} \exists j \in \{1, \ldots, s_R\}$ (and vice versa) with $\{ \mathcal{D}_{U \cup U'} | U \cup U' \in \bar{V}_C^{(i)} \} = V_R^{(j)}$.

\[ \square \]

**Corollary** S33. Let $(S, C, \mathcal{R}, \mathcal{K})$ be a chemical reaction network that admits a positive steady state. Then, for two elements $A, A' \in \mathcal{P}_C$, it holds that $\mu(A) \lor \mu(A') \leq \mu(A \lor A')$.

**Proof.** Lemma S32 shows that $\mu(A) \lor \mu(A') = \mu(\{ \bigcup_{i \in \bar{V}_C^{(j)}} | 1 \leq i \leq t \})$. As a result, $\mu(A) \lor \mu(A') = \mu(\{ \bigcup_{i \in \bar{V}_C^{(i)}} | 1 \leq i \leq t \}) \leq \mu(\{ \bigcup_{i \in V_C^{(i)}} | 1 \leq i \leq s_C \}) = \mu(A \lor A')$.

\[ \square \]
References

Abrash, H. I. (1986). Studies concerning affinity. J Chem Educ, 63:1044–1047.

Bollobas, B. (1998). Modern Graph Theory. Springer.

Burgard, A. P., Nikolaev, E. V., Schilling, C. H., and Maranas, C. D. (2004). Flux coupling analysis of genome-scale metabolic network reconstructions. Genome Res, 14(2):301–312.

Clarke, B. L. (1988). Stoichiometric network analysis. Cell Biochem Biophys, 12:237–253.

Conradi, C., Flockerzi, D., Raisch, J., and Stelling, J. (2007). Subnetwork analysis reveals dynamic features of complex (bio)chemical networks. Proc Natl Acad Sci U S A, 104(49):19175–19180.

Feinberg, M. (1979). Lectures on chemical reaction networks. http://www.che.eng.ohio-state.edu/~feinberg/LecturesOnReactionNetworks/.

Feinberg, M. (1995). The existence and uniqueness of steady states for a class of chemical reaction networks. Arch Rational Mech Anal, 132:311–370.

Gagneur, J. and Klamt, S. (2004). Computation of elementary modes: a unifying framework and the new binary approach. BMC Bioinformatics, 5:175.

Guldberg, C. and Waage, P. (1899). Untersuchungen über die chemischen Affinitäten. Verlag von Wilhelm Engelmann, Leipzig.

Gunawardena, J. (2003). Chemical reaction network theory for in-silico biologists. pages 1–25. http://www.jeremy-gunawardena.com/papers.html

Heinrich, R. and Schuster, S. (1996). The Regulation of Cellular Systems. Chapman and Hall, New York.

Horn, F. and Jackson, R. (1972). General mass action kinetics. Arch Rational Mech Anal, 47:81–116.

Kitano, H. (2004). Biological robustness. Nat Rev Genet, 5(11):826–837.

Mahadevan, R. and Schilling, C. H. (2003). The effects of alternate optimal solutions in constraint-based genome-scale metabolic models. Metab Eng, 5(4):264–276.

Makinson, D. (2008). Sets, Logic, and Maths for Computation. Springer.

Marashi, S.-A. and Bockmayr, A. (2011). Flux coupling analysis of metabolic networks is sensitive to missing reactions. Biosystems, 103(1):57–66.

Moore, W. J. (1986). Physikalische Chemie. Walter de Gruyter, Berlin - New York.

Papin, J. A., Reed, J. L., and Palsson, B. O. (2004). Hierarchical thinking in network biology: the unbiased modularization of biochemical networks. Trends Biochem Sci, 29(12):641–647.
Schilling, C. H., Schuster, S., Palsson, B. O., and Heinrich, R. (1999). Metabolic pathway analysis: basic concepts and scientific applications in the post-genomic era. *Biotechnol Prog*, 15(3):296–303.

Schuster, S., Fell, D. A., and Dandekar, T. (2000). A general definition of metabolic pathways useful for systematic organization and analysis of complex metabolic networks. *Nat Biotechnol*, 18(3):326–332.

Shinar, G. and Feinberg, M. (2010). Structural sources of robustness in biochemical reaction networks. *Science*, 327(5971):1389–1391.

Terzer, M. and Stelling, J. (2008). Large-scale computation of elementary flux modes with bit pattern trees. *Bioinformatics*, 24(19):2229–2235.

Varma, A. and Palsson, B. O. (1994). Metabolic flux balancing: basic concepts, scientific and practical use. *Nat Biotechnol*, 12:994–998.