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Abstract

As the network goes deep into all aspects of people's lives, the number and the complexity of network traffic is increasing, and traffic classification becomes more and more important. How to classify them effectively is an important prerequisite for network management and planning, and ensuring network security. With the continuous development of deep learning, more and more traffic classification begins to use it as the main method, which achieves better results than traditional classification methods. In this paper, we provide a comprehensive review of network traffic classification based on deep learning. Firstly, we introduce the research background and progress of network traffic classification. Then, we summarize and compare traffic classification based on deep learning such as stack autoencoder, one-dimensional convolution neural network, two-dimensional convolution neural network, three-dimensional convolution neural network, long short-term memory network and Deep Belief Networks. In addition, we compare traffic classification based on deep learning with other methods such as based on port number, deep packets detection and machine learning. Finally, the future research directions of network traffic classification based on deep learning are prospected.
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1. Introduction

With the rapid popularization and development of computer network, especially mobile internet, the antenna of network has penetrated into all aspects of people's lives. According to the "Statistical Report on the Development of Internet in China" issued by China Internet Network Information Center (CNNIC) on February 28, 2019, By the end of December 2018, the number of netizens had reached 829 million. There were 56.53 million new netizens in the year, with a penetration rate of 59.6% [1]. Fig. 1 shows the trend of change in the last decade.

![Fig. 1. Number of Internet users and Internet penetration](image)

As a result, there are more and more network applications, which will generate a large number of different kinds of network traffic in the process of information communication and data transmission. Various kinds of network traffic bring great challenges to network management and security. Therefore, network traffic classification, identification of different kinds of traffic or encrypted traffic[2], detection of malicious traffic [3], discovery of network attacks or intrusions [4], and improvement of network operation efficiency become more and more important. They are prerequisites for network management, network operation and network security [5].

Research on network traffic classification has been developing continuously at home and abroad. From the traditional classification based on port number and deep packets inspection to the classification based on machine learning such as Support Vector Machine (SVM) and decision tree, various kinds of classification research emerge in endlessly. There are also some surveys about traffic classification, comparing and analyzing these classification methods.

With the rise of deep learning, classification methods based on convolution neural network (CNN) and recurrent neural (RNN) network have emerged. At present, there are many papers on network traffic classification, mostly based on traditional classification methods and machine learning classification methods. Also, there are some papers on improving the deep
learning algorithm and improving the performance, even there are lots of papers about different deep learning algorithms. However, to the best of our knowledge, there is a lack of review papers of traffic classification based on deep learning. In view of this, we systematically summarizes and compares traffic classification based on deep learning such as stack autoencoder (SAE), one-dimensional convolution neural network (1D-CNN), two-dimensional convolution neural network (2D-CNN), three-dimensional convolution neural network (3D-CNN) and long short-term memory network (LSTM) from the research background, basic concepts, research progress, classification objects, classification methods and evaluation criteria. Emphasis is placed on the main ideas, preprocessing methods, using models, technical implementation and classification results of various methods. It provides an effective help for people to quickly understand the network traffic classification based on deep learning, to further study the network traffic classification method, to improve the classification performance and to expand the application scope of classification.

2. Research Objects and Evaluation Criteria

2.1 Classification Objects
When two hosts which follow the same network protocol communicate or transmit data, each layer of the network architecture will generate its own network traffic. According to the size of granularity, traffic can be divided into flow level, packet level, host level and session level, in which flow level can be divided into unidirectional flow and bidirectional flow [6]. When two hosts communicate with each other, the continuous data packets generated by the same pair of network services or applications form network flows. Usually a flow is uniquely identified or represented by a quintuple <source IP address, source port number, destination IP address, destination port number, transport layer protocol> [7]. These different granularity traffic is the object of traffic classification. First of all, traffic classification needs to determine the object of classification [8]. The descriptions of traffic classification objects at each level are listed in Table 1.

Table 1. Traffic classification objects

| Classification object | Focus | Representation features | Extension of application |
|-----------------------|-------|-------------------------|--------------------------|
| Unidirectional flow level | Characteristics and arrival process of flow from the same direction | Duration of flow and Number of stream bytes | ★★★★★ |
| Bidirectional flow level | Characteristics and arrival process of flow from the anti direction | Duration of flow and Number of stream bytes | ★★★ |
| Packet level | Characteristics and arrival process of packets | Distribution of grouping size and packets arrival time interval | ★★ |
| Host level | Connection mode between hosts | Connection Degree and Port Number of Communication Flow with Host | ★ |
| Session level | Characteristics and arrival process of sessions | Session bytes and session duration | ★ |

2.2 Evaluation Criteria
To compare and analyze different kinds of classification methods, first of all, we should choose the right evaluation criteria. Classification accuracy and error rate are generally used to
evaluate the classification results [9-10]. However, due to the uneven distribution of some samples or the consideration of multi-angle evaluation of classification results, performance metrics such as precision and recall will also be used [11]. The evaluation criteria are described as follows.

Accuracy = the number of samples correctly detected / the total number of samples, as shown in formula (1).

Given training set $D = \{(x_1,y_1), (x_2,y_2), \ldots, (x_m,y_m)\}$, where $x_i \in (x_1,x_m)$ is the sample to be classified while $y_i \in (y_1,y_m)$ is its real classification, and $f$ is the classifier, then the accuracy (ACC) can be expressed as follows.

$$ACC(f;D) = \frac{1}{m} \sum_{i=1}^{m} \prod \left( f(x_i = y_i) \right)$$ (1)

Let TP denote the number of samples labeled as a class and also belong to a class actually. Let FP denote the number of samples labeled as a class but not belong to the class actually. Let FN denote the number of samples not labeled as a class but belong to the class actually. Let TN denote the number of samples not labeled as a class and also not belong to the class. The precision (PRE) and recall (REC) can be described as formula (2) and formula separately (3).

$$PRE = \frac{TP}{TP + FP}$$ (2)

$$REC = \frac{TP}{TP + FN}$$ (3)

A good traffic classification method should have high accuracy, precision and recall at the same time [12]. In some cases, however, the accuracy and recall rates are contradictory. When you can't give consideration to both, you should choose which is more important according to the application scenario. When describing the coverage of test results, more emphasis can be placed on the recall rate. For example, screening cancer patients through physical examination should try to find all cancer patients as far as possible, so the recall rate is more important than the precision rate. But when describing the authenticity of test results, more emphasis is placed on precision. For example, most of the alarms of electric bicycle are just because that the electric bicycle is accidentally touched. If you look at the alarm every time you hear it, it will waste too much useless energy. Therefore, this scene should pay more attention to the precision.

3. Research Progress of Traffic Classification

Up to now, there have been many studies on traffic classification [13-15], which aim at different classification objects and methods as well as output classification results [16-17]. According to the order of occurrence and the adoption of technology, the traffic classification methods can be divided into three stages. Firstly, flow classification based on traditional methods [18], including classification based on port number [19], depth packets detection [20], etc. Secondly, traffic classification based on statistical features [21] or host behavior characteristics [22] and online learning [23], which are usually combined with machine learning. Thirdly, traffic classification based on deep learning mainly adopts deep neural network such as CNN [24] and RNN [25-26]. The overall research progress and contents are shown in Fig. 2.
3.1 Traffic Classification Based on Port Number

Internet Assigned Numbers Authority (IANA) publishes a list of common port numbers [27], assigning a fixed port number to each common application or service. Therefore, the protocol and application using the port number can be determined simply by querying the corresponding table of the port number through the port field of the packet header. The method of classification based on port number is simple and fast, and it is one of the main methods used in the early stage of traffic classification [28-29]. However, with the development of the Internet, the accuracy of this classification method is getting lower and lower. It makes the traffic classification based on port number ineffective. However, this method has not completely faded out of the stage of history, and usually appears as an important supplement to other classification methods.

3.2 Traffic Classification Based on Deep Packets Inspection

With the decline of classification accuracy of methods based on port number, people turn to other alternative methods, and Deep Packets Inspection based classification methods come out [30]. As can be seen from the name, this method not only detects the port number, but also takes the header and content of the packets as the detection object.

The classification based on deep packets detection has two prerequisites. On the one hand, the protocol for generating network traffic to be classified is known and key fingerprints can be extracted from it. On the other hand, the load of traffic packets is visible and can be compared with all fingerprints byte by byte [31-32]. Compared with the classification based on port number, the method based on deep packet detection is more accurate and reliable, and early recognition can be achieved by recognizing the first few data of the packet head.

3.3 Traffic Classification Based on Statistical Characteristics

In order to solve the defect of deep packet detection, a classification method based on statistical theory is proposed, which expands the classified objects from the data packets of the
flow to the whole network flow. Therefore, this method is also called the deep flow detection based classification method [33]. It considers that each flow generated by one application has its own statistical characteristics in terms of the time interval of grouping in the stream and the number of bits produced per second. It analyses and chooses the statistical characteristics of different streams, and then combines machine learning algorithms such as Support Vector Machine, Bayesian Network or Decision Tree to learn from the stream. In statistical features, we learn the classification method to distinguish the application of different flow, and achieve traffic classification [34]. Unlike the deep packet inspection, the statistical classification method takes the whole network flow as the research object, and does not need to pay attention to the contents of the data packets in the flow.

3.4 Traffic Classification Based on Host Behaviors

The classification based on host behaviors also realizes network traffic classification through machine learning. Unlike the classification based on statistical characteristics, it focuses on the behavior information of host communication. It is believed that all kinds of host applications will have different behavior patterns from other applications, which is the characteristics of the algorithm to learn. Its advantages, disadvantages and application occasions are roughly the same as those of classification based on statistical characteristics [35].

3.5 Traffic Classification Based on Online Learning

Although the traffic classification based on machine learning such as statistics and behavior have achieved good results, with the popularization of the network and the development of technology, especially the implementation of the national policy of speed-up and fee-reduction, the speed and scale of the network have been greatly increased, and the data generated are in a geometric explosion state. In this era of data explosion, the classification method based on traditional machine learning is challenged greatly [36]. The improvement of machine operation ability is slow, the training time of model becomes longer, and the classification accuracy decreases. In view of these requirements, a classification method based on online learning is proposed.

Unlike previous algorithms, it only processes one or a batch of data at a time according to the time series, and the processed data will not be computed any more, and only uses incremental data to learn the model. Compared with the previous batch processing methods, it runs faster and achieves higher efficiency. It is more suitable for processing large-scale time series data and identifying network traffic in real time and online.

4. Traffic Classification Based on Deep Learning

Machine learning algorithms such as SVM and decision tree belong to shallow algorithm in essence. In the case of limited data samples, the generalization ability of the algorithm is not high, and even can not express very complex non-linear functions [37]. Deep learning is a perceptron network with multiple hidden layers [38]. Because of the quantity of layers, it has a stronger ability to fit complex functions, and each layer can extract different features, and form higher-level features through combination. The ability of feature extraction is more reliable and accurate than that of manual extraction by experts.

Unlike classification method based on traditional machine learning depending on feature extraction artificially, classification based on deep learning enables the neural network to learn how to extract traffic features by itself, so as to achieve end-to-end traffic classification, i.e., the raw network traffic is input and output is the classification of traffics or corresponding
services and applications, as shown in Fig. 3.

![Traffic Classification Diagram](image)

Fig. 3. Comparison traffic classification based on machine learning with deep learning

The first breakthrough in deep learning is CNN network, which is mainly used in image recognition, face recognition and audio and video data expressed in time-domain and frequency-domain. Later, RNN and LSTM network appeared, which are used in speech recognition, natural language processing and other fields, and good results have been achieved.

These implementation frameworks of traffic classification based on deep learning are basically the same. They can be divided into training and testing.

4.1 Traffic Classification Based on Stack Autoencoder

Wang Zhanyi proposed the application of deep learning in network traffic classification firstly, which was the originator of the application of deep learning technology to end-to-end network traffic classification. Later, many articles were inspired by it and carried out research, and proposed different methods [39]. But he did not elaborate on the details. He simply applied the Stack Autoencoder (SAE) model to traffic identification and classification, and gave the experimental results which were better than the classical methods directly. SAE is formed by stacking multiple autoencoders (AE) together, and the model structure of AE is shown in Fig. 4.

![AE Model Diagram](image)

Fig. 4. AE model
AE can be regarded as a variant of multi-layer perceptron [40], which reconstructs input data through hidden layer to form output, and requires output data to be consistent with input data as far as possible, so as to find the potential relationship between them to form a model. It generally consists of input layer, hidden layer and output layer. The dimensions of input layer and output layer are identical, and the dimensions of hidden layer are usually smaller than those of input layer. Because it can accept unlabeled data as input, AE is an unsupervised learning model. Since labeled data is often more difficult to obtain than unlabeled data in the real world, this is an obvious advantage.

As shown in Fig. 5, SAE is a type of deep neural network, in which multiple AE are stacked and the hidden layer of the first AE is used as the input layer of the second one.

To the best of our knowledge, this is the first time that deep learning is used in traffic classification. Compared with machine learning based traffic classification method, it no longer needs manual feature selection, but achieves end-to-end traffic classification, that is, the input is the original traffic data, and the output is the result of traffic classification, which saves the workload greatly.

The classification results are as follows: the recognition rate of known traffic is more than 90%, and even 100% for individuals, reaching the level of practical application. And the recognition rate of unknown traffic is 83%, which is very high at that time.

Data preprocessing is to take the first 1000 bytes of each flow, normalize each byte from [0-255] to [0-1] and input it directly into SAE.

The data set contains a total of 300 thousand pieces of data collected from the real data of 360 company network.

The main idea is to regard the byte data of the flow as the pixels of a picture or the words of a document, and use SAE model to learn and implement classification.
4.2 Traffic Classification Based on Convolution Neural Network

Convolutional neural network developed earlier, and it was proposed by Yann LeCun, who won the 2018 Turing Award of the highest honor in computer field and is known as one of the troikas of artificial intelligence. The high performance of the network was verified in handwritten numeral recognition tasks. In the ImageNet Image Classification Competition, several champions have used this network structure with excellent performance. Compared with ordinary neural networks, it has three core improvements: local connection, weight sharing and pooling[41].

In artificial neural networks, every two nodes in different layers are connected, that is, full connection. As the complexity of fitting function increases, the number of neurons is increasing, and the number of connections is increasing geometrically, which leads to the extremely time-consuming training of the model. However, in convolutional neural networks, inspired by the local receptive field of biological nervous system, people begin to consider connecting only one node to some adjacent nodes of the previous layer instead of all nodes, which reduces the number of connections effectively. Weight sharing is that each neuron uses the same weight to connect with the previous neuron. It is also called filter or convolution core, which can extract a corresponding feature. In practical networks, multiple filters are often used to extract multiple features of input. This improved weight sharing reduces the number of parameters that need to be trained by multiple times. In order to further reduce the data scale, people have proposed pooling, which divides the feature map obtained by convolution into several small areas, and then replaces the original area with the maximum or average value, that is, the maximum or average pooling, so as to replace the whole area with one value in the original area. In addition to multiplying the amount of data and getting more representative features, pooling can also prevent the occurrence of over-fitting by dropping off part of the data, and even reduce the impact of noise and interference.

Traffic classification based on convolutional neural network is an end-to-end method, which can automatically select features from the input traffic data and obtain the weights and other parameters of the network model through training and learning. After the model is determined, traffic classification can be carried out. Since the raw traffic data does not meet the input requirements of convolutional neural network, all data need to be preprocessed first.

According to the different objects to be processed, convolutional neural networks can be divided into one-dimensional, two-dimensional and three-dimensional types. 1D-CNN is usually used to process temporal data such as speech and text. 2D-CNN is generally used to process images and audio and video data expressed in time-domain and frequency-domain, and 3D-CNN can process three-dimensional data such as video and stereo images. Most traffic classification methods based on convolutional neural networks use 2D-CNN [42], while a few use 1D-CNN [43] and 3D-CNN [44-45].

4.2.1 Traffic Classification Based on 2D-CNN

Main idea: The byte data of network traffic is converted into gray scale image in bytes, and the problem of traffic classification is transformed into the problem of picture classification.

Data Set: USTC-TFC 2016. Its data format is PCAP, a total of 3.71GB, including 10 kinds of malicious traffic collected by CTU and 10 kinds of normal traffic collected by professional simulation equipment BPS of IXIA company.

Data preprocessing: The original data of PCAB format is transformed into data of IDX format which can be directly processed by convolutional neural network, that is, the flow data is visualized, and then the convolutional neural network model is trained to classify the images. Firstly, cut the network flow into several traffic data of equal size, usually 1024 or 784 bytes as
the standard. Then, considering the range of binary number that each traffic byte can represent, the pixel value of gray image is the same, which is 0-255, so the traffic data can be directly converted into pictures.

Through the gray scale image after transformation, we can see that the texture of transformed graphs from the same traffic is basically the same, and the ones from different traffic is very different. This provides a visual basis for further classification using 2D-CNN.

The model structure used is shown in Fig. 6, which is a general 2D-CNN.

![Fig. 6. Structure of 2D-CNN](image)

The size of input data is 32*32, and the first convolution core size is 5*5. Then the size of data becomes from 28*28 to 14*14 through the pooling layer of 2*2. So far, the first convolution and pooling have been completed. Similarly, after the second convolution layer with a convolution core of 5*5, it becomes 10*10, and after the pooling of 2*2, it becomes 5*5. Finally, it flattens the whole connection layer into one-dimensional vectors, and classifies them through the softmax layer. This is an example based on the existing network structure, which can be changed according to the need in practical application.

Through the above steps, the classification and recognition of raw network traffic will be transformed into the training of 2D-CNN for classification by taking the traffic bytes as the gray value of the image, and the latter has a very high success rate in image recognition. Through building a series of links such as model, training and testing, traffic classification is realized by convolution neural network.

### 4.2.2 Traffic Classification Based on 1D-CNN

Considering that the byte data of traffic is linearly arranged, Wangwei et al. proposed using 1D-CNN to classify network traffic, and achieved better results than 2D-CNN.

Main idea: The byte data of traffic is regarded as characters in natural language, and the document classification technology in natural language processing is used to realize traffic classification.

Data Set: ISCX VPN-NONVPN DATASET. There are 12 kinds of data, including 6 kinds of routine encrypted traffic and 6 kinds of traffic encapsulated by VPN protocol.
Data preprocessing: The fixed length byte data of the intercepted traffic is directly used as input of 1D-CNN.

The overall structure of the model is similar to that of the 2D-CNN. The difference is that the input data, the convolution core and the output data are all one-dimensional, and the size of the model has changed, as shown in Fig. 7.

![Structure of 1D-CNN](image)

**Fig. 7.** Structure of 1D-CNN

Classification results: Different from using 2D-CNN to convert traffic into images, 1D-CNN classifies network traffic by analogy of bytes, frames, data packets and flow into letters, words, sentences and articles. It realizes the classification of network traffic by text categorization, and the classification results are better than 2D-CNN.

### 4.2.3 Traffic Classification Based on 3D-CNN

Considering that the network traffic data has the characteristics of time series, Chen Yexin and other researchers proposed using 3D-CNN to classify network traffic, in order to make better use of the time series characteristics which are not used by one-dimensional and two-dimensional neural networks. Compared with 1D-CNN and 2D-CNN, 3D-CNN is basically the same in overall thought and data flow, but the difference is data preprocessing, model structure and other aspects, the classification effect is also slightly improved.

The main idea is to convert the packet header data of traffic bytes into pictures, and add the dimension of time characteristics to form three-dimensional data as input, which is equivalent to converting traffic data into multi-frame gray images in video processing, splicing one frame to one large image, and learning the characteristics of these large images by using 3D-CNN model to improve learning efficiency.

Data Set: Five malicious traffic collected by CTU and five normal traffic collected by BPS, the professional simulation equipment of IXIA Company, are selected from USTC-TFC2016 to form a new data set, which contains 65,000 data streams. In order to verify the generalization performance of the model, tests are carried out on ISCX VPN-NONVPN DATASET, and the results are better than 1D-CNN and 2D-CNN.

Data preprocessing: Firstly, the raw network traffic is divided into different network flows,
and the same number of packets are extracted from the front of each flow, which is the same as 1D-CNN and 2D-CNN, but the following steps are different with them.

Firstly, the same length of the front is reserved for each packet, and the sequence of packets in each flow is treated as a dimension. There is no such step in 1D-CNN and 2D-CNN.

Secondly, the header data in each packet is converted into two-dimensional data by one-hot encoding, and the time dimension is added to form three-dimensional data as input, instead of converting traffic bytes into two-dimensional gray image directly as input data of 2D-CNN. The pre-processed data is equivalent to multi-frame gray image in video processing. That is to say, this method is equivalent to splicing a frame-by-frame image into a large image, so that the model can learn the characteristics of these large images, so as to improve the learning efficiency and classification accuracy.

The model used: The network traffic classification system model based on 3D-CNN still consists of convolution layer, pooling layer, full connection layer and output layer, but the data scale and dimension have changed in each layer.

As shown in Fig. 8, lightning arrows represent layers, while cubes and rectangles represent the output of each layer. The first and third layers are convolution layers, and the output is three-dimensional data. The second and fourth layers are pooling layers, and the output data is half the size of the input. The fifth and sixth layers are full connection layers, flattened and expanded to output one-dimensional data, and some data are dropped out randomly. Finally, the last layer is the softmax output layer, which judges the traffic type and outputs results.

Classification results: Compared with 2D-CNN, 3D-CNN achieves higher precision and recall. Compared with the classification method using RNN to process time characteristics, 3D-CNN reduces the quantity of parameters used and the computational complexity obviously on the premise of guaranteeing accuracy.

4.2.4 Comparison of Classification Methods Based on CNN with Different Dimensions

It can be seen that although the main ideas and general processes of traffic classification based on CNN in different dimensions are basically the same, they are still different from each other at the specific implementation level. Generally speaking, there are four differences.
First, the specific ideas of each method are different, such as: some directly input traffic byte data, some convert traffic byte into image or video frame data, etc.

Secondly, different classification methods use different models in training and testing, such as SAE, CNN, RNN or LSTM, and among which CNN has 1D-CNN, 2D-CNN and 3D-CNN.

Thirdly, different models require different formats of input data, which makes the data preprocessing stage have different processing methods.

Fourthly, the data sets used by each classification method are different. There are data collected by themselves, such as the enterprise network data of 360 company, or datasets published on the Internet, such as ISCX VPN-NONVPN DATASET.

The following is a detailed comparison and analysis of the main methods of network traffic classification based on deep learning from several key aspects, such as main ideas, data sets, data preprocessing methods, training and testing models and classification results, as shown in Table 2.

Table 2. Comparison of classification based on CNN

| Contrastive focus | 1D-CNN | 2D-CNN | 3D-CNN |
|-------------------|--------|--------|--------|
| Main Idea | The byte data of traffic is regarded as characters in natural language, and the document classification technology in natural language processing is used to realize traffic classification | The byte data of network traffic is transformed into gray scale image in bytes, and the problem of traffic classification is transformed into the problem of image classification | The header data of traffic bytes is converted into images, and the time dimension is added to form 3-D data, which is equivalent to multi-frame gray image in video processing |
| DataSet | ISCX VPN-NONVPN DATASET | USTC-TFC2016 | USTC-TFC2016 and ISCX VPN-NONVPN DATASET |
| Verification method | 10 fold cross validation | 10 fold cross validation | 5 fold cross validation |
| Data preprocessing | Direct use of traffic byte data | Converting traffic byte data into gray scale image | The traffic byte data is transformed into gray scale image, and the time characteristic is added to form 3-D video data. |
| Model Structure | 1 dimension | 2 dimension | 3 dimension |
| Classification effect | All of them have achieved practical application effect. On the whole, 3D-CNN is better than 1D-CNN than 2D-CNN. |

4.3 Traffic Classification Based on Long Short-Term Memory

In addition to traffic classification method based on convolutional neural network, some researchers use the Recurrent Neural Network (RNN) or its variant long short-term memory network (LSTM) [46] to learn the temporal characteristics of network traffic, and then classify them.

In CNN, the signals of neurons cannot be transmitted on the same layer, but only on the upper layer, which leads to non-connection between the processing of samples at different time points. Therefore, it is difficult to learn changes in time series. However, natural language processing, speech recognition and so on need to focus on the processing of time series property [47], so recurrent neural network is generated, whose model structure is shown in Fig.
However, RNN did not pay enough attention to temporal attributes for a long time. And its variant LSTM introduces forgetting gate to control whether the output of the previous several moments contributes to the output of this moment. That is, the output of RNN is only determined by the input of this moment, while the output of LSTM is also related to the previous inputs and controlled by forgetting gate. Therefore, its ability of learning temporal features is stronger than CNN [48]. For example, in learning the sentence "I love you!", RNN usually only uses the current information to judge the output information, ignoring the previous semantic information, while LSTM will judge all the information including the previous several information "I love you!" in a comprehensive way, so the output vector data is more accurate. [49]. In reality, LSTM is generally used to integrate the two networks and extract temporal feature information at different levels to achieve better classification results[50].

The main idea is that the raw traffic data is directly input, and LSTM, which is divided into two stages, is responsible for learning and extracting features at different levels, and then combining them for classification.

Data Set: ISCX2012 Data Set. It was published by the University of New Brunswick in Canada, consists of normal traffic and four malicious traffic, which contains seven days of data.

Data Processing: Firstly, LSTM is used to learn the time series characteristic data at the packet level, and the direction and size of each packet can be obtained to form a vector about the packet. Then, on the basis of the vector formed, we can learn the relationship between these packets, and form a vector about the network flow. Finally, two vectors are synthesized. The LSTM learning results of each stage can get more comprehensive attributes of network traffic, and then classify the output using softmax [51].

The model used is shown in Fig. 10.
Classification results: Using LSTM to classify traffic, the experimental data can also achieve the actual usable effect, but the network structure is more complex than SAE and CNN. And there are more parameters to learn while the computational complexity is higher.

4.4 Traffic Classification Based on Deep Belief Networks

The original Deep Belief Networks (DBN) model was proposed by Hinton [51] which can not only realize the automatic learning of characteristics but also learn the essential features that characterize the data and overcome the difficulty in the training through the method of layer-by-layer initialization. The components of the DBN are Restricted Boltzmann Machines. The process of training DBN is done layer by layer. Its structure is shown in Fig. 11.

In each layer, the data vector is used to infer the hidden layer, and this hidden layer is treated as the data vector of the next layer. The utilization of DBN technique for characteristic classification and recognition has obvious advantages.

In 2018, Hong Shao et al. [52] proposes a network application classification model based on Deep Belief Networks and construct a DBN-based model suitable for network applications classification with the Tensorflow framework. The classification performances of this DBN-based model and the BP-based model are compared on the real data sets. The
experimental results show that the applications classification model based on DBN has higher classification accuracy for P2P applications.

4.5 Comparison of Classification Methods Based on Deep Learning

In order to get the characteristics of various traffic classification methods based on deep learning more intuitively, we compare the various traffic classification methods based on SAE, CNN and LSTM from a higher level, as shown in Table 3.

Table 3. Comparison of Classification Methods Based on Various Types of Deep Learning

| Classification Based on Deep Learning | Supervisory/Unsupervisory | Domain Information | Interception of Fixed-length Stream Data | Focus | Parameters to be learned |
|--------------------------------------|---------------------------|--------------------|-----------------------------------------|-------|-------------------------|
| Classification Based on SAE          | Both are acceptable       | No                 | No                                      | Denoising and Dimension Reduction | Less       |
| Classification Based on CNN          | Supervisory               | No                 | Yes                                     | Spatial characteristics          | Less       |
| Classification Based on LSTM         | Supervisory               | Yes                | No                                      | Time characteristics            | More       |

4.6 Comparison of Classification Based on Deep Learning and Others

According to the above analysis, compared with the traditional traffic classification methods based on features such as port number and deep packet detection, the traffic classification based on deep learning does not need to carry out port number detection and byte-by-byte comparison within the packet. It focuses on the characteristics of network traffic, and overcomes the shortcomings of not being able to deal with encrypted flow and unknown traffic.

Compared with the traffic classification based on machine learning such as statistical and host behavior characteristics, the traffic classification based on deep learning achieves an end-to-end classification method, which can automatically extract features by learning and get rid of the dependence on manual feature extraction.

Compared with the classification which needs a lot of calculation to get the result, the traffic classification based on deep learning can adopt the offline-training and online-identification method to further reduce the computational complexity, which can improve the efficiency of real-time classification. It is the most commonly used method for traffic classification at present. We use 1 for yes and 0 for No, and compare the characteristics of the five methods from four dimensions. As can be seen more intuitively from Fig. 12, the network traffic classification method based on deep learning can adopt the offline-training and online-identification method to further reduce the computational complexity, which can improve the efficiency of real-time classification. It is the most commonly used method for traffic classification at present. It is really a better way to be more intuitive with providing graph based comparison of every possible work.
5. Problems and Prospects

The research of network traffic classification has entered a new stage of deep learning, and has made great progress. However, it also faces some problems and challenges, such as the lack of open data sets and the need to further improve the performance of the algorithm. The next step is to do further research in the following aspects.

(1) Forming an open, reliable and user-friendly dataset. In the field of network traffic classification, although there are open datasets such as DARPA1998 and KDD99, the development age is relatively long. Some studies believe that most of the traffic is not in line with the current environment. For convenience of research, many researchers grab network traffic by themselves, and use the existing filtering function of grabbing tools to label traffic classifications, partly for training, and the rest for testing. Most of these datasets are not open, and depend on the environment and the level of researchers'operation at that time. It is not conducive to comparison among different researchers. Therefore, the design and production of accurate, open and credible network traffic classification dataset is an important direction of future work.

(2) Combine with specific scenarios. In order to further improve the performance and efficiency of network traffic classification based on deep learning, in addition to efforts in data preprocessing, model training and algorithm improvement, another idea is to combine with specific application scenarios and make full use of the expertise in various fields. For example, in mobile internet, the traffic of mobile Internet is mostly based on HTTP protocol, and the difference between mobile traffic and computer network traffic is fully considered, and then...
classified. In addition, the combination with the Internet of Things requires the use of its specialized domain knowledge for algorithm design, in order to improve the classification performance effectively. Also, most of the current researches on traffic classification suffers from a lack of future and open challenges sections that highlight the limitation and of current tools, solutions, and colored requirements for the future integrated attentions of such technologies in various areas like 5G, visual techniques, Drones, and smart cities. So Combine with specific scenarios such as 5G, visual techniques, Drones, and smart cities are also an important research direction.

(3) Unsupervised and semi-supervised methods are used for classification. It is good to train deep neural network with labeled data for classification, but in reality, labeled data is difficult to obtain. It is also an important research direction that how to use unsupervised and semi-supervised methods to train models to classify network flows with a small number of labels even without labels.

(4) The security of network traffic classification needs to be further improved. Rahim Taheri et al. [53] present an architecture for learning ipped data which rectifies our main focus in the malware detection system. However, these security defense researches are all aimed at machine learning algorithm. Whether the traffic classification based on deep learning will suffer from these security threats, and what defense measures should be taken, is still a worthy research direction.

(5) Optimization of the algorithm. When using deep learning algorithm for network traffic classification, we mainly consider the realization of an end-to-end classification method by using deep learning, which does not need to extract features manually, but does not consider the further optimization of the algorithm. In order to better the performance of the classifier, in addition to the classification performance of the algorithm, we should also consider the further optimization of the algorithm when designing the algorithm.

(6) The security of deep learning. For deep learning, although the parameter model is known, but the algorithm implementation process is inexplicable to people, it is a black box, so the security of deep learning can not be proved, and the security of network traffic classification based on deep learning also needs to be further considered.

(7) Lightweight implementation of the algorithm. Using deep learning algorithm to classify network traffic needs a lot of data, which consumes a lot of computing power and time. In the real network, considering the network delay and congestion control, we need to lighten the existing deep learning algorithm to meet the needs of some specific network scenarios.

6. Conclusion

With the increasing complexity of network traffic, traffic classification becomes more and more important. We analyzed the research background and progress of network traffic classification. Then, we summarize and compare traffic classification based on deep learning such as stack autoencoder, one-dimensional convolution neural network, two-dimensional convolution neural network, three-dimensional convolution neural network and long short-term memory network from their respective principles, preprocessing methods, using models, technical implementation and classification results. Moreover, the traffic classification based on deep learning is compared with methods based on port number, deep packets detection and machine learning. Finally, the future research direction and trend of network traffic classification based on deep learning are prospected.
With the continuous progress of deep learning, network traffic classification is full of opportunities and challenges, and there is still much room for improvement. It is hoped that we can provide a more comprehensive understanding of network traffic classification based on deep learning and reference for network planning, network management and network security, and expect that traffic classification can make further progress.
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