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ABSTRACT
With the rapid development of the Internet and the vigorous growth of the artificial intelligence technologies, intelligent outbound robots have attracted more and more attention from the industry, especially FinTech companies. Intelligent outbound robots, also known as intelligent agents, are used to replace humans to complete a sequence labeling task, such as market survey, sales calls, debt collection, etc. And different intelligent outbound robots have different accomplishment targets respectively. The currently widely used intelligent outbound robots are mainly flow-based methods and behavior-cloning-based methods. However, none of these methods can guarantee that the retrieval of the robot’s strategies is effective. To address this challenge, we propose a target-driven framework based on sequence prediction and streaming inference called Policy2Target. The proposed Policy2Target framework defines the dialogue between the agent and the customer as a sequence labeling problem. In the training phase, an attention-based model is designed to optimize a sequence labeling task and establish the mapping of the agent strategy to the accomplishment probability of the target (such as the repayment probability of debt collection in this paper). When making online predictions, the trained model uses the streaming inference method to predict the accomplishment probability at each time step to select the most effective agent strategy. This framework can make full use of a large amount of manual outbound calling data and obtain a better effect for the accomplishment target. Extensive experiments are conducted and demonstrate the effectiveness of the proposed framework. We have also deployed the framework online and observed significant improvement compared to the flow-based method and the behavior-cloning-based method in a rigorous A/B test.
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1 INTRODUCTION
With the growth of the economy and society, enterprises, especially in the FinTech industry, have increasing demands of outbound calls for customers such as debt collection, marketing, anti-fraud calls, and so on. But a large amount of repetitive and mechanical work occupies most of the time of human agents, so the cost of equipment and labor for enterprises is increasing accordingly. At the same time, with the development of artificial intelligence technology in the past few decades, it has become quite common for companies to use new technologies such as Big Data and artificial intelligence to empower outbound call businesses. The intelligent outbound robot is a typical application of the artificial intelligence technology in the field of outbound call businesses. It is mainly used to communicate with customers in order to accomplish a certain target. It has the characteristics of low cost, high reuse, and easy compliance, which has attracted more attention from the industry.

At present, there are two kinds of intelligent outbound robots in the industry but both of them still leave large room for improvement. One kind of them is based on a finite state machine relying on the configuration of jump conditions and corresponding nodes based on manual experience. This kind of intelligent outbound robot is also called a flow-based robot. For example, the schematic diagram of the working model of a flow-based robot for debt collection is shown in Fig.1. In each round, the robot will reply to the user with the words corresponding to each node.

Figure 1: Illustration of different frameworks of intelligent outbound robots.

Another type of intelligent outbound robots is based on model predictions. It uses the model to imitate the behavior of human agents to select the reply to the current round of dialogue. This type of robot is also called a behavior-cloning-based robot [27, 28].

The main drawback of the flow-based model is that it requires a lot of expert experience as the basis for configuration. When the
jump relationship between nodes becomes complicated, the configuration becomes particularly cumbersome and the maintenance cost becomes correspondingly high. In addition, the flow-based model uses less contextual information, and the jumped node mainly depends on the result of intent recognition, which requires extremely high accuracy of the intent recognition module.

In comparison, the behavior-cloning-based model mainly relies on learning the actions of the human agents to automatically generate the node jump relationships. This method does not require too much configuration cost, but due to the strong randomness of the actions of the human agents, this may make model training more difficult. In addition, the agent strategy chosen from the behavior-cloning-based model is probably not the most effective strategy since the behavior-cloning-based robot does not evaluate the effectiveness of the strategy but only the anthropomorphism.

In this paper, to tackle these problems, a sequence modeling framework is designed based on target completion probability prediction. The purpose of the framework is to predict the effectiveness of the human strategy, filling the gap between the strategy and the dialogue target for better strategy retrieval illustrated in Fig.1. The framework can learn the most effective dialogue strategy while taking into account the advantages of easy configuration of the behavior-cloning-based robots.

**Contributions.** We summarize our contributions as follows.

1. We formally introduce intelligent outbound robots and distinguish them from task-oriented robots and non-task-oriented robots. At the same time, we also formally define the optimization target of an intelligent outbound robot. (Section 2 & Section 3)

2. We design and develop a novel framework based on sequence annotation modeling, which can bridge the gap between the dialogue strategy and the dialogue target, solving the problem of the bias between the quality of human agent behavior fitting and the effectiveness of the robot. (Section 3)

3. An attention-based structure is designed to assist the model to obtain a better-aggregated vector for the strategy based on the user profile. Besides, a two-way multi-task joint learning is proposed to employ the user intent to guide the collection strategy selection. And a novel explicit memory tracker module is designed and applied to make the robot’s reply more contextual and logical. (Section 4)

4. A new evaluation metric WBAUC (Weighted Bins Area Under ROC) is proposed to solve the performance measurement problem under the influence of user bias, and several empirical experiments of our framework Policy2Target are conducted to demonstrate its effectiveness. (Section 5)

2 RELATED WORK

**Spoken dialogue systems.** For a long time, spoken dialogue systems have attracted the attention of both academia and industry due to their great academic and commercial value. Typically, dialogue systems can be divided into two different types: (1) task-oriented systems and (2) non-task-oriented systems, also called chatbots [5]. A task-oriented dialogue system is generally used to perform a specific task. For example, a debt collection robot is used to complete the task of “collecting overdue debts”. Correspondingly, a non-task-oriented system does not complete a specific task, and it only needs to interact with people to provide reasonable responses and some entertainment functions. In particular, for the dialogue system related to this article, there are generally two main solutions: (1) modular-based systems and (2) end-to-end systems [22]. A typical modular-based system usually consists of a natural language understanding module (NLU), a dialogue management module (DM, generally composed of a dialogue state tracker and a dialogue policy learning module), and a natural language generation module (NLG) [5]. A task-oriented dialog system requires more strict control over the dialog flow since it aims to accurately process and respond to user messages. Modular-based methods can generate responses in a more controllable way, so many industrial solutions are based on modular methods [16, 17, 19]. Of course, some work in academia focus on the end-to-end methods [3, 9, 26], but they are not the mainstream in the industry.

**Intelligent outbound robots.** The intelligent outbound robot is a typical application of the task-oriented dialogue system in the industry. However, intelligent outbound robots are different from ordinary task-based robots since the dialogue of the intelligent outbound robots is generally initiated by the robot, and the goal of the task is generally a single target in a specific domain. On the other hand, intelligent outbound call robots sometimes need to imitate human agents to keep the conversation going in order to better accomplish business goals, which is similar to non-task-oriented robots. In summary, we can define the technical classification of intelligent outbound robots as shown in the Fig.2.

Currently, the industry mainly has the following two ways to implement intelligent outbound robots: (1) flow-based robots and (2) behavior-cloning-based robots. Flow-based robots are mostly finite state-based systems [1]. This kind of robot relies on pre-defined state nodes and uses the user’s input for intent recognition as a transition condition to change the state node to achieve the goal of controlling the flow of the dialogue [20, 21, 29]. Flow-based methods are very popular in the industry due to their excellent ease of implementation and high re-usability. Based on a broad perception, imitating the prior knowledge of experts is more effective and efficient to acquire robotic skills in the real world than finding solutions from scratch [4, 11, 24]. Therefore, another kind of solution of intelligent outbound robots is based on behavior-cloning [2] methods. Instead of manual dialog flow configuration, behavior-cloning-based robots try to learn and imitate the experience of human agents to choose strategies for responses. But behavior-cloning-based robots also have
The designed dual-way model
1. 
2. 
3. ...

user intention
sequence
The current user
intention
The user portrait
features

+ Processed user features

DM
cell
cell
channel attention

We first give a clear definition of the optimization target of the
Policy2Target is a framework based on the spoken
robot is find a best
𝜋
on the
𝜋
indicate the probability that the robot generates the dialogue
𝜏
denote the initial state of a dialogue and
𝑐
is used to represent T rounds of the dialogue interacted with the
customer. Let
(𝑡)
, 𝑎̂
0 , 𝑄
0
(𝑡)
, 𝑎̂
1 , 𝑄
1
(𝑡)
, 𝑎̂
T , 𝑄
T
is used to represent T rounds of the dialogue interacted with the
customer. Let
(𝑡)
, 𝑝(𝑡)
indicate the probability distribution of the
behavior made by the robot in the T-th round state
𝑐
t and let
𝑝(𝑡)
indicate the probability that the robot generates the dialogue
τ based on the
(𝑡)
, 𝑝(𝑡)
. Then optimization target of the intelligent outbound
robot is find a best
(𝑡)
, 𝑝(𝑡)
to maximum the following formula:

\[ R(\pi) = E_{\pi \sim \pi} [y(\tau)] \]  

where \( y \) represents the result after the dialogue ends, such as whether
the user repays the payment in the collection scenario.

For the convenience of describing the framework in detail, the
following content of this paper will take the collection robot as
a specific example of the intelligent outbound robots. It is worth
noting that the proposed framework can be used for similar outbound
scenarios, e.g., telemarketing.

3.2 Objectives Applied to Collection Scenarios

In collection scenarios, the target of the intelligent outbound
robots is the repayment of the called debtor.

As illustrated in Fig.3, our framework has some different pro-
cesses for offline training and online prediction. In offline training,
we organize the training data into sequence samples and present
them to a dual-way model for multi-task joint learning. During training,
the input of a sample includes the collector strategy sequence
of all time steps, the user intention sequence of all time steps, and
the corresponding user profile features. Differently, when making online
predictions, our model will use streaming inference, that is, making
predictions for each single time step (each round of the dialogue).
When inferring at each time step, we will take all candidate strategies
of the current step, the user intention of the current turn, and the user
profile features as the inputs of the trained model. Then we will
calculate the repayment probabilities of the candidate strategies, and
maintain the logical consistency of the context through an implicit
context tracker module. Finally, the most effective collection
strategy is selected for the current step, and then a script which is the most
similar to the customer’s words is chosen from the template scripts
corresponding to the strategy to reply. The similarity of the script
and the customer’s words is calculated by a SENTBert [23].

It should be noted that a collection strategy here refers to a "hu-
man action" or "human strategy", which usually consists of several
small strategies. For example, the "identity verification" strategy
in Fig.1 usually consists of a "greeting" strategy and an "asking
whether it is the debtor" strategy. A collection strategy in this paper

some shortcomings: (1) due to the randomness of the human stra-
tegies, the learning process of the behavior-cloning-based method
is complicated, and the models are hard to train. (2) the behavior-
cloning-based robot will copy any human behavior in the training set,
even if it may be improper behavior. This leads to a bias between the
quality of human behavior fitting and the effectiveness of the robot
in the real scenario. In addition, neither the flow-based methods nor
the behavior-cloning methods can establish a connection between the
dialogue target and the human strategy, which means that they
may not be able to select specific optimal strategies for a specific
customer.
will be referred to as "strategy" or "mixed policy" subsequently. Correspondingly, a small strategy that makes up the "mixed policy" is called "atom strategy" or "atom policy".

It is assumed that a conversation has \( T \) rounds of interaction. In each interaction step \( t \), we denote the user’s intent obtained by the NLU module as \( i_t \), and the strategy used by the collector is indicated as \( s_t \), correspondingly. As mentioned above, the strategy \( s_t \) may consist of \( K \) atomic strategies, which is expressed as \( s_t = \{s'_1, \ldots, s'_K\} \), where \( s'_k \in \{0, 1\} \). Given the context information \( S = \{s_1, s_2, \ldots, s_{t-1}\} \), \( I = \{i_1, i_2, \ldots, i_{t-1}\} \), the current user intent \( i_t \) and the user profile features \( u \), the goal of our model is to predict the repayment probability \( \hat{y}_t \) and the usage probability \( s'_k \) of the \( k \)-th atom policy used at \( t \)-th step:

\[
\hat{y}_t = P(y = 1|i_1, \ldots, i_{t-1}, s_1, \ldots, s_t, u) \tag{2}
\]

\[
s'_k = P(s'_k = 1|i_1, \ldots, s_t, s_1, \ldots, s_{t-1}, u) \tag{3}
\]

When the model is used for online inference, we use the idea of maximization to choose from candidate strategies in each step. Let \( C \) represent a set of collection strategy candidates used online. For each \( s \) in \( C \), we denote the usage score of \( s \) as \( \hat{s} \), which is calculated as:

\[
\hat{s} = \sum_{k=1}^{K} s'_k \log \hat{s}_k + (1 - s'_k) \log (1 - \hat{s}_k) \tag{4}
\]

Finally, the choice of the strategy of the \( t \)-th step is decided as follows:

\[
s_{\text{inference}, t} = \arg \max_{s \in C} \hat{y}_t \cdot \mathbb{I} (\hat{s} > \theta) \tag{5}
\]

where \( \hat{y}_t \) is related to \( s \) as described above, \( \theta \) is a threshold parameter and \( \mathbb{I} \) is the indicator function.

4 IMPLEMENTATION OF POLICY2TARGET

4.1 Data Preprocessing

![Figure 4: Utterance standardization of the conversation.](image)

The data collected from manual collection calls cannot be used directly for training since the words of the collectors may be complex and changeable, which cannot be exhaustively listed. However, considering that the number of the "collection strategies" of the collectors is limited, we have designed the preprocessing process as shown in the Fig.4. After organizing the collection recordings into the text form of multiple rounds of dialogue, we use a multi-label classification model to standardize the collectors’ utterances, as depicted in Fig.4. The collector’s words in a round of dialogue are finally standardized as a combination of multiple atomic strategies. In particular, we standardize the user’s utterance in each round to the user’s intent by using an intent recognition model that is consistent with the online NLU module. We also generate the database of template scripts, which is used to return a script to reply after the strategy is selected online. It should be noted that the script semantics of the same strategy is as similar as possible.

The dialogue standardization is necessary since it is beneficial to modeling the strategy use probability more conveniently. In addition, this preprocessing scheme can prevent the model from learning some inexplicable language patterns of the collectors (such as the noise caused by the ASR module, various colloquial expressions of the manual collectors, etc) and avoid deviations in the use of the model. Moreover, we can greatly increase the efficiency of the model calculations to meet online real-time requirements after the standardization.

4.2 The Attention-based Dual-way Model

User feature processing. Similar to most CTR models [7, 13, 14, 25, 30], the structure of embedding and MLP (Multiple Layer Perception) are used as our user feature processing module. For sparse features, let \( u_1 \) denote the processed dense vectors which are transformed from the sparse user features. Especially, for numerical features, we adopt the autoDis method [12] for automatic discretization and aggregation. And let \( u_2 \) denote the processed dense vectors which are transformed from numerical features. The final processed user feature \( u \) is calculated as follows:

\[
u = \text{Relu}(\text{Concat}(u_1, u_2)) \tag{6}
\]

where \( \text{Relu}(x) \) is the activation function calculated as \( \text{Relu}(x) = \max(0, x) \).

Policy Aggregation. Considering that collectors often use many atomic policies when collecting collections, but the importance of different atomic policies to the target is not consistent, we designed an attention mechanism to aggregate the atomic policies in the strategy.

Given the embedding vector of the \( k \)-th atomic policy as \( P_k \) and the embedding vector of the user intent as \( I_t \) and user feature vector \( u \), the first aggregated vector \( R'_t \) of the strategy at \( t \) step is formulated as follows:

\[
e'_t = \text{Tanh}(\text{Concat}(P_k, I_t, u)W_a + b_a)W_b + b_b \tag{7}
\]

\[
a'_t = \text{Softmax}(e'_t) \tag{8}
\]

\[
R'_t = \sum_k a'_k P_k \tag{9}
\]

where \( W_a, b_a, W_b, b_b \) are attention parameters to be learned.

The second aggregated vector of the strategy indicated by \( R''_t \) is inspired by [6], which is tried to be used to adjust the weights of the

...
features automatically, and it is calculated as follows:

\[
d_k^i = \text{Concat}(p_i, l_i, u)  
\]

\[
e_k^i = \text{Sigmoid}(d_k^i W_d + b'_a W_e + b'_b)
\]

\[
f_k^i = (d_k^i \otimes e_k^i) W_e + b'_c
\]

\[
R'_i = \frac{1}{K} \sum_{k=1}^{K} f_k^i
\]

where \(W'_d, b'_a, W'_e, b'_b, W'_e, b'_c\) are parameters to be learned. And \(\otimes\) means the element-wise multiplication. \(\text{Sigmoid}\) is the activation function calculated as \(\text{Sigmoid}(x) = \frac{1}{1 + e^{-x}}\). It is noted that the last dimension of the vector \(f_k^i\) needs to be adjusted to the same dimension as the embedding size, relying on the parameter \(W'_e\). The final aggregated vector \(R_i\) of the strategy is summarized as follows:

\[
R_i = R'_i \oplus R''_i
\]

where \(\oplus\) means element-wise plus operation.

**Multi-task Joint Learning.** We introduce the proposed two-way joint learning model for the Policy2Target framework. As is depicted in Fig.3, the model of Policy2Target consists of two tasks: (1) the repayment probability prediction task and (2) the strategy usage probability prediction task. After obtaining the vector representation \(R_i\) of the collector’s words, we use \(a_i = [R_i, l_i, u]\) to denote the input for the repayment probability prediction task in one step. Then the inputs of the sequence \(A_T = \{a_1, a_2, ..., a_T\}\) go through the GRU[8] cells and the output can be obtained through a classification layer activated by the sigmoid function. Let \(\hat{Y}_T = \{\hat{y}_1, \hat{y}_2, ..., \hat{y}_T\}\) denote the target of the repayment probability prediction task, which is formulated as follows:

\[
\hat{Y}_T = \text{Sigmoid}(\text{GRU}_1(A_T)W_1 + b_1)
\]

where \(W_1\) denotes the training parameters of the classification layer of the task. The repayment probability prediction task is trained to minimize the cross-entropy loss function:

\[
L_a = -\sum_{t=1}^{T} [y \log(\hat{y}_t) + (1 - y) \log(1 - \hat{y}_t)]
\]

where \(\hat{y}_t\) is the output of the classification layer of the task and \(y\) is the binary label indicating the repayment status corresponding to the sample. It is noted that since we don’t know which time step caused the repayment result actually, the labels on all time steps of the sequence corresponding to the same conversation are set to the same. In other words, the labels of each dialogue sequence are the same as the debtor’s repayment status after the call corresponding to the conversation.

Similarly, we use \(b_i = [R_i, l_i, u]\) to represent the input for the strategy usage probability task. And let \(B_T = \{b_1, b_2, ..., b_T\}\) represent the target of the strategy usage probability prediction task, and it can be formulated as follows:

\[
\hat{S}_T = \text{Sigmoid}(\text{GRU}_2(B_T)W_2 + b_2)
\]

\(W_2\) also represents the training parameters of the classification layer. The loss of the strategy usage probability prediction task is summarized as follows correspondingly:

\[
L_b = -\sum_{k=1}^{K} \sum_{t=1}^{T} [s_k^t \log(\hat{s}_k^t) + (1 - s_k^t) \log(1 - \hat{s}_k^t)]
\]

where \(s_k^t\) indicates whether the \(k\)-th atomic policy in the \(t\)-th step appears, which is mentioned before. And \(\hat{s}_k^t\) is the output of the classification layer corresponding to the strategy usage probability prediction task. For joint training, the final objective function is to minimize the above two loss functions:

\[
L = L_a + \lambda L_b
\]

where \(\lambda\) is a hyper-parameter to balance losses.

**Implicit context tracker.** In order to successfully deploy the framework work online, we also need to consider the following two factors: (1) as described above, the inputs and outputs of the trained model are performed as streaming inference, which is calculated once in each turn of the dialogue. It means that we need to memorize the hidden states of the GRU cells. (2) Limited by actual online scenarios, some strategies may have a strict limit on the number of occurrences. For example, some pressure strategies may be very effective, but they will only be allowed to be triggered a limited number of times. Inspired by [15], we designed an implicit context tracker for the proposed framework. As illustrated in Fig.5, there are 3 blocks of hidden states acting as a set of read-writeable memories in the implicit context tracker: (1) the first block is responsible for recording history policies and user intents. (2) the second block is used to maintain the vectors of hidden states of GRU cells. (3) the third block is designed to record some special slot values to meet the needs of the scenario, such as the repayment time promised by the debtor. After the model predicts the repayment probabilities of the candidate strategies in each round of dialogue, we generate a vector based on the information provided by the implicit context tracker, and the vector is used to mask the strategies that do not meet the needs of the current round of the scenario. After the strategy is selected, the implicit context tracker will update the values of the corresponding blocks. It is worth mentioning that the implicit context tracker can be configured according to the needs of the scenario.
5 EXPERIMENTS

In this section, we demonstrate the effectiveness of our Policy2Target framework. The experimental settings and experimental results are described in detail.

5.1 Dataset & Experimental Settings

It is noted the framework is used to learn dialogue skills from the target-oriented human dialogue corpus. Since there is no public dataset that can be applied to our scenario as far as we know, the experiments are conducted on our own dataset. We constructed a complex dataset of multi-round of dialogue which is transcribed by ASR from a large number of online human-human telephone calls between collectors and debtors. The word accuracy rate of ASR is about 89%. For the multi-label strategy classification model in data preprocessing, we use BERT-Large [10] as our preprocessing classification model. The average accuracy of each label of the preprocessing classification model is about 71%. For the dual-way model, the longest round of a conversation is set at 50, and the upper limit of the number of atomic policies included in a strategy is set to 10.

5.2 Evaluation

Offline evaluation. We use AUC (Area Under ROC) as one of our offline evaluation metrics. Furthermore, considering that the user profile is highly related to the scene target, we propose Weighted Bins AUC (WBAUC) as another evaluation metric to ensure our model can learn the strategy selection bias instead of overfitting user features. Firstly, we divide the dialogues in the test dataset into multiple bins based on their user profile information. Next, we calculate the AUC score of each bin, and obtain the final score by weighted average operation, which is formulated as follows:

$$WBAUC = \frac{\sum_{i=1}^{N} bin_i AUC_i}{\sum_{i=1}^{N} bin_i}$$

where $N$ denotes the number of bins divided, $bin_i$ denotes the number of samples in the $i$-th bin, and $AUC_i$ is the AUC of the $i$-th bin. The WBAUC measures the relevance ranking quality at every bin, reducing the impact of the user feature bias. It is noted that we use the repayment probability predicted for the last step as the prediction for each dialogue to calculate the metrics. Since the flow-based method and the behavior-cloning-based (BC-based) method are not designed to predict the probability of the repayment, we regard their prediction of repayment as random float numbers between 0.5 and 1 to calculate AUC and WBAUC. And the following methods are designed and compared offline:

1. We use a binary classification [18] model with only user features as a baseline, which is denoted as “BCU” model.
2. The proposed Policy2Target model, which is denoted as “P2T” model.
3. The P2T model without user features.
4. The multi-task in the P2T model is replaced with a single task with only one-way GRU.
5. The P2T model without the attention-based policy aggregation module.

The details of the AUC and WBAUC are shown in Table 1. As illustrated in Table 1, the baseline method has a huge gap between AUC and WBAUC, which indicates that the repayment prediction target is highly correlated with user information. And the bins we divided are qualified since the similarity of user features within each bin is high enough to get a relatively small WBAUC. Compared with the baseline that only uses user profile features, the strategy selection model brings a huge improvement for the prediction of the repayment on WBAUC. At the same time, it can be observed that the gap between the AUC and the WBAUC of the Policy2Target model is relatively small, which can prove that the model reduces the dependence of target prediction on the user feature bias.

Simulator evaluation. In order to evaluate the dialogue quality of the dialogue systems, we also develop a user simulator and employ the simulator to converse with the policy2target robot, the behavior-cloning robot, and the flow-based robot respectively. The flow-based robot implemented here is similar to [29] and the behavior-cloning robot adopted is similar to [27]. Both of the compared methods have been highly optimized for the scenario and are strong baselines.

We use the average number of the dialogue rounds and the dialogue diversity as metrics for the simulator evaluation. The number of the dialogue rounds means the overall conversation turns between the robot and customers. For the dialogue diversity, we calculate the proportion of distinct dialogue paths, which is formulated as follows:

$$Diversity = \frac{Deduplicate(\text{dialogue paths})}{\text{dialogue paths}}$$

where a dialogue path of a conversation means the robot utterances from the first turn to the last turn in the conversation.
It can be seen from Table 2 that our proposed framework performs better than both behavior-cloning-based (BC-based) robots and flow-based robots. Since our flow-based method has been optimized by a large number of experts, both of the two model-based methods (BC-based and Policy2Target) have a relatively small advantage in the average dialogue round compared with the Flow-based method. But for dialogue diversity, both of the model-based methods have a huge advantage compared with the flow-based method, indicating that the model-based methods are more complicated and more “human-like”. Especially, compared with the behavior-cloning-based method, the Policy2Target method has about 17.4% gain on dialogue diversity, indicating that the Policy2Target method can make better use of user features to select collection strategies.

Table 2: The average dialogue round and dialogue diversity of simulator evaluation.

| Method       | Dialogue Rounds | Dialogue Diversity |
|--------------|-----------------|--------------------|
| BC-based     | 4.48            | 50.8%              |
| Flow-based   | 4.07            | 28.5%              |
| Policy2Target| 4.89            | 68.2%              |

Online evaluation. To evaluate the performance of Policy2Target in real scenarios, we conducted an online A/B test in the debt collection system from 2021-07-03 to 2021-09-30. The debtors to be called are randomly sorted firstly. For the control groups, 10% of debtors are called by the optimized flow-based robots, and another 10% of debtors are called by behavior-cloning-based robots. For the experimental group, 10% of debtors are called by Policy2Target robots. A/B test shows that the Policy2Target has improved the rate of repayment by 1.60% compared to the flow-based method and 0.85% compared to the behavior-cloning-based method. For now, Policy2Target has been deployed online and serves the main traffic, which helps business revenue to achieve significant growth. The online result of the average of the dialogue rounds and the diversity is shown as 3, and the conclusions obtained are consistent with the result of the simulator evaluation.

Table 3: The average dialogue round and dialogue diversity online.

| Method       | Dialogue Rounds | Dialogue Diversity |
|--------------|-----------------|--------------------|
| BC-based     | 4.51            | 50.7%              |
| Flow-based   | 4.05            | 26.4%              |
| Policy2Target| 4.91            | 68.5%              |

6 CONCLUSION

In this work, we demonstrate the previous solutions of intelligent outbound robots in the industry. A novel target-driven framework named Policy2Target is designed to establish the mapping of the dialogue strategy to the dialogue target accomplishment probability. And an implementation for a collection robot is described in detail as an example of the proposed framework. A new evaluation metric called WB-AUC is proposed for measuring the performance of the model, solving the bias problem caused by user features. The experiments show that the proposed Policy2Target outperforms the compared methods. In addition, an online A/B test is also conducted to demonstrate that Policy2Target has a significant improvement over previous solutions. For the moment, the Policy2Target robot is deployed in an intelligent debt collection system in a FinTech company, serving the main traffic.
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