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\textbf{ABSTRACT}

Video understanding is an important task in short video business platforms and it has a wide application in video recommendation and classification. Most of the existing video understanding works only focus on the information that appeared within the video content, including the video frames, audio and text. However, introducing common sense knowledge from the external Knowledge Graph (KG) dataset is essential for video understanding when referring to the content which is less relevant to the video. Owing to the lack of video knowledge graph dataset, the work which integrates video understanding and KG is rare. In this paper, we propose a heterogeneous dataset that contains the multi-modal video entity and fruitful common sense relations. This dataset also provides multiple novel video inference tasks like the Video-Relation-Tag (VRT) and Video-Relation-Video (VRV) tasks. Furthermore, based on this dataset, we propose an end-to-end model that jointly optimizes the video understanding objective with knowledge graph embedding, which can not only better inject factual knowledge into video understanding but also generate effective multi-modal entity embedding for KG. Comprehensive experiments indicate that combining video understanding embedding with factual knowledge benefits the content-based video retrieval performance. Moreover, it also helps the model generate better knowledge graph embedding which outperforms traditional KGE-based methods on VRT and VRV tasks with at least 42.36% and 17.73% improvement in HITS@10.
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1 INTRODUCTION

With the rapid development of various information-sharing media on the Internet, short video platforms such as TikTok and Kuaishou have become the most ubiquitous way for entertainment and socializing. Hundreds of millions of videos are produced daily on such widespread platform. Hence, the quality of video understanding not only greatly affects the basic tasks such as video classification but also has a significant influence on the advanced application scenarios like video tagging or video recommendation. In this field, video inference means retrieving the relevant tail entity (tag or video) when given head entity (video) and relation. Traditional methods [7] [10] [22] only focus on retrieving content-based tag from the fusion of different modalities such as text, speech audio and video frames. For example, in Figure 1, the tag “Galileo” is assigned to video 1 which narrates the life story of Galileo and “Astronomer” is allied to video 2 which shows the concept of astronomer. However, these methods may fail to infer the details which are less relevant to the video content. Take video 1 for example, it is hard for the aforementioned methods to retrieve the tag “Astronomer” because the content about astronomer is absent in video 1. Hence, the combination of Knowledge Graph (KG) and video understanding is essential to infer the cross-video knowledge. To be specific, in the above-mentioned example video 1 and video 2 can be matched to the entity “Galileo” and “Astronomer” which come from the external knowledge graph and the relation “Occupation” provides a bridge between content-based and cross-video knowledge. The involvement of knowledge graph relation “Occupation” is the key for inferring the tag or video content which may not appear in the given video.
Figure 1: Example of heterogeneous embedding space with the triplet: Galileo-Occupation-Astronomer. Video 1 and video 2 are tagged with the “Galileo” and “Astronomer” respectively and they are projected into the same space of tag embedding. Compared to the existing methods which only focus on the video content and tag-relation-tag inference task, the video-relation-tag, video-relation-video inference task and the content-based video retrieval task are all realizable in this heterogeneous embedding space.

The existing Knowledge Graph Embedding (KGE) methods map the text entity and relation into a low-dimensional space and different distance matrix is designed for modeling the topology information of knowledge graph, e.g., TransE [1], TransH [30], TransR [12] and RotatE [24]. Nevertheless, these works cannot take full advantage of the abundant information in text. Aimed at solving the above problems, K-BERT [14] combines the pre-trained language model with the KGE method which not only benefits various NLP applications but also enhances the embedding representation of KG. However, all the above-mentioned methods only focus on the text modality. Owing to the lack of video-based multi-modal knowledge graph dataset, the method which integrates video understanding and knowledge embedding is rare. The most related video understanding methods enhanced by KG are ACAR-Net [19], PaStaNet [11] and AKU [17]. However these works mainly focus on the fine-grained pattern in video like human activities recognition while our work mainly focuses on video classification and video tagging. Apart from that, the multi-modal knowledge graph dataset like MMEA [3] and FreeBase [1] has been proposed and widely studied in the task of entity alignment [25], entity prediction and link prediction. However, the MMEA and FreeBase dataset only provide text entity and relevant images which are crawled from Internet search engines. These datasets lack multi-modal entities with rich semantic information, such as videos.

In order to combine video understanding with knowledge graph embedding, three challenges should be concerned. First, a video-based multi-modal knowledge graph dataset should be formed. Second, an effective embedding representation of video should be extracted and learned. The embedding representation of video should not only express the video individual properties, but also can be embedded into the same embedding space of knowledge graph embedding. Last but not least, videos contain rich multi-modal information from video frames, text and audio whereas knowledge graphs contain extensive structural factual knowledge, which is stored in the form of head entity-relation-tail entity triplet. So a unified model should be designed to tackle heterogeneity issue and fully exploit the combination of video content and knowledge triplets.

Considering the above three challenges, in this paper, we first propose a heterogeneous knowledge graph video dataset based on the Company short video platform. This dataset contains rich multi-modal entities and various common-sense relations. Based on this dataset, we propose a method that simultaneously integrates the multi-modal representation of videos and the knowledge graph embeddings of triplets. To be specific, we first design a transformer architecture for video understanding and embedding extraction. This part can take full advantage of the abundant information from the multi-modal video and it is optimized with the video classification objective. Apart from that, in order to combine the video representation with factual knowledge, we design a video understanding and knowledge embedding integration model. By adopting the CLIP-based [20] content retrieval objective, this model can project the video embeddings into the same semantic space as the knowledge graph embedding. Apart from that, it optimizes the video embedding and KGE objectives simultaneously. So our method not only helps KG embedding inherit the strong ability of video understanding but also enables the video embedding to conduct video inference tasks.

To summarize, our contributions are as follows:

- We define a novel formulation of the Video-Relation-Video and Video-Relation-Tag inference tasks based on the heterogeneous video knowledge graph dataset.
- We propose a transformer architecture for multi-modal video understanding and knowledge graph embedding integration.
- Extensive experiments indicate that our method achieves the state-of-the-art performance on video inference tasks and it also brings improvement on content-based video retrieval tasks.

2 RELATED WORK

2.1 Knowledge Graph Embeddings(KGE)

Link and entity prediction in pure-text knowledge graph has been universally formulated with knowledge graph embedding methods recently. By mapping the entity and relation into a low-dimensional vector space $\mathbb{R}^K$, the main idea of these methods is to design a proper distance function $f_r(h, t)$ for the triplets which measures the reasonability of head entity $h$ to tail entity $t$ with the link relation $r$. For example, TransE [1] defines the distance function as $f_r(h, t) = \|h + r - t\|$ which hypothesizes that the relation should be a simple transition of the head entity and tail entity. TransE performs well on the 1-to-1 relations but fails on the 1-to-N, N-to-1 and N-to-N relations. Based on TransE, the subsequently proposed methods like TransH [30] and TransR [12] try to introduce the relation-specific entity embeddings to overcome the disadvantage of TransE and these methods gain performance improvement by increasing the capacity of embedding space. And RotatE [24] attempts to construct knowledge graph embedding in complex vector space. However, all
of the above-mentioned KGE methods only deal with text modality triplets, our method adequately exploits the potentials of the multi-modal entity with text, video frames and audio, which means that the embedding representation of our method is more informative.

2.2 Vision-Language Multi-Modal Pre-training

The recent rise in pre-trained unsupervised language models like BERT [5], GPT-2 [21], GPT-3 [2], etc., shows that with abundant data, pre-trained models get better performance boost as model parameter capacity gets larger. Inspired by these works, similar attempts like [16] and [26] in Vision-Language Pre-training research appear. Combined with KG, we design a unified multi-modality video understanding model for text, video frames and audio integration. Our model is pre-trained on plentiful videos data from our Company short video platform. The entity representation generated by our method gains consistent improvement of performance in video inference and tag inference tasks and shows that the introduction of multi-modal embedding is beneficial.

3 DATASET

In this section, we begin by showing the cleaning and construction process of our video knowledge graph dataset and the information of the public knowledge graph dataset which is applied in our approach. The detailed information of the mentioned dataset is provided in Table 1.

3.1 Video Knowledge Graph Dataset

The overview of our heterogeneous video knowledge graph dataset is shown in Figure 2. In this section, we will introduce multi-modal entity and linking process of videos and knowledge graph entities in brief. More details on video tagging, entity linking process and proposed datasets are presented in the supplementary material.

3.1.1 Video & Tag. Our video set is retrieved from Company short video platform which contains over sixty billion videos and over forty million videos are randomly sampled from the high-quality video library to form the Company-400M dataset. Based on the company short video platform, all videos uploaded to the library will be tagged by the author. We adopt the author-edited tags and filter the tags via a verification model based on pre-trained tag embeddings. In order to get the fine-grained tags, we count the video number of each tag and only reserve the tag with no more than a certain number of videos. If a video has multiple tags, we only keep the tag with the least video number. The human evaluation results for tagging accuracy is more than 90%. Each video is tagged with one tag, either from the author tagging or model generation, for label. This tag represents a summary of video content and the total number of the unique tag is over 400,000 in the Company-400M dataset. The distribution of video data is balanced out during the video retrieving and tagging process.

Three types of modalities are retrieved in our method, which are \(V\): video frames, \(A\): audio and \(T\): text. For modality \(V\), four video frames are extracted from the original video averagely. For modality \(A\), the Automatic Speech Recognition (ASR) model is implemented for text extraction and the extracted text is added to \(T\) modality. \(T\) modality consists of four types of texts, namely, ASR text mentioned above, caption text in video frames that are captured by Optical Character Recognition (OCR) model, video title and video meta description edited by authors. These texts are then tokenized with BERT wordpiece tokenizer. Eventually, the video frames and text sequence are concatenated to form the final input of the video understanding model.

3.1.2 Entity Linking & Relation. To establish the video inference tasks, every video is linked to the entity in Company Knowledge Graph dataset using a pre-trained multi-modal entity-linking model [23] [8]. Among the results generated by the entity linking model, we only keep the result with the highest confidence score and the low confidence linking results that are under a certain threshold are filtered. So each video can only be linked to one entity. The entity-linking results generated by AI model is also evaluated by human with an accuracy of around 95%. Finally, we get the Company-5M dataset. In this dataset, the number of head and tail text entities are 84,838 and 191,474 respectively. The 84,838 head entities include fine-grained entities which may be found in the specific modality of video such as an object in the video frames, the speech of background audio, or the keyword in caption and video title. For example, the head entity can be the person (artist, athlete, president), location (restaurant, mountain, city) or event (accident, holiday, sports event), etc. As for 191,474 tail entities, 13.31% of tail entities can be found in head entities, while the rest 86.69% of tail entities are the general concepts, taxonomy or other common sense related entities such as Nature,Film,etc. The relations which refer to the common sense pairs have a proportion of around 90% such as isA, isPropertyOf, Co-occurrence, while the rest of relations is the factual relations such as DayOfBirth, LocatedIn, SpouseOf, etc, which have a proportion of around 10%. And the number of unique entity and triplet is 248,324 and 832,577 while the number of relation is 5150. The number of linked videos is 5,714,531. Note that every head entity in triplet will be linked to at least one video but some of the tail entity can not be linked to any video. For those linked entities, one text entity may be linked to a number of videos but one video can only be linked to one text entity. Referring to the lengths of video and statistics of video and tags, the company’s video library mainly consists of short video, so most of video length is no more than 3min.
4 METHOD

In this section, we first present the content-based video understanding model which integrates different modality from video and generates embeddings representation of video. Then, we discuss the CLIP-based [20] method which associates the tag embedding into the same space of video embeddings. Lastly, we elaborate the unified architecture for the heterogeneous knowledge inference task which is depicted in Figure 3.

4.1 Multi-modality Video Understanding Encoder

Based on the video library and corresponding tag label presented in the previous section, we design a transformer-based model for video embedding extraction. Similar to many face recognition methods [4] [13] [29], we model video understanding problem as a classification task and use the input of the classification layer as video embedding while the classification target is the tag label corresponding to the video. Our video encoder model adopts the BERT large [5] as the backbone and it takes the tokens from three modalities of image, speech, and text as input. The video frames are tokenized by pre-trained ViT [6] with 16 patches, 768 embedding dimensions, 12 encoder layers and 12 attention heads while speech text and text data are tokenized with the the BERT wordpiece tokenizer. Note that we use ASR to convert speech audio to text. We concatenate the tokens of three modalities as the final input tokens. The tokens from different modalities are split by the <SEP> token. And we insert a <CLS> token and the <EOT> token at the beginning and end of the input tokens. We first project the final hidden state $C$ of the corresponding <CLS> token in the last encoder layer into the knowledge embedding space $\mathbb{R}^k$ through the projection head:

$$z_V = \sigma (C \cdot W^T_1 + b) \quad (1)$$

where $W_1 \in \mathbb{R}^{k \times H}$ and $b \in \mathbb{R}^k$ are the learnable weight and bias vector, respectively. Then the video representation $z_V$ is fed to the classification layer with weight $W_2 \in \mathbb{R}^{T \times k}$, where $T$ is the number of unique tag in Company-400M dataset. The scoring function for the input tokens with tag $t$ is $s = \text{softmax} \left( z_V \cdot W^T_2 \right)$, $s \in \mathbb{R}^T$ is a $T$ dimensional vector with $s_t \in [0, 1]$ and $\sum_{i}^{T} s_i = 1$. The loss for tag classification is computed by the following cross-entropy loss with $s$ and target tag label $t$:

$$L_{\text{TAG}} = - \sum_{i=1}^{T} y_i \log (s_i) \quad (2)$$

where $y_i$ is the tag classification indicator for the input tokens, $y_i = 1$ when $i = t$ and $y_i = 0$ when $i \neq t$.

4.2 Knowledge Graph Embedding Integration

In this section, we will demonstrate the way we integrate knowledge graph embedding which equips video embedding with the ability to conduct video inference tasks. The overall framework is depicted in Figure 3. We optimize our model in three stages. First the video encoder is trained for video understanding, then we project the video embedding into the same space of tag embedding by CLIP-based method, and finally we jointly optimize the KGE, CLIP and video understanding objectives in one model.

Stage-One: We first initialize the video understanding encoder $E_{\text{video}}$ and it is pre-trained on the Company-400M video dataset. For every batch of videos from the video library, the video understanding encoder is optimized based on the tag classification task which is supervised by $L_{\text{TAG}}$. After the pre-training process, the output of the project head represents the embeddings of the video.

Stage-Two: Then, the tag encoder $E_{\text{tag}}$ is added to encode the tag into the same semantic space of video embedding and it is pre-trained based on the CLIP task. The tag encoder is based on BERT backbone and the tag embedding is generated from the hidden state of <CLS> token. We train the CLIP retrieval task on the video-tag pairs $(V^{(i)}, T^{(i)}) \in B$ from the Company-400M video dataset, where $B$ is the mini-batch, $V^{(i)}$ is the video and $T^{(i)}$ is the corresponding tag. The $V^{(i)}$ and $T^{(i)}$ are fed to $E_{\text{video}}$ and $E_{\text{tag}}$, respectively, and the video embedding $S_V^{(i)}$ and tag embedding $S_T^{(i)}$ generated by $E_{\text{video}}$ and $E_{\text{tag}}$ are optimized via InfoNCE [18] loss.
as follows:

\[
\mathcal{L}_{\text{CLIP}} = \frac{1}{B} \sum_{i} \log \left( \frac{\exp\left( z_{v}^{(i)} \cdot z_{T}^{(i)} / \tau \right)}{\sum_{j=1}^{B} \exp\left( z_{v}^{(j)} \cdot z_{T}^{(j)} / \tau \right)} \right) \tag{3}
\]

\[
+ \frac{1}{B} \sum_{i} \log \left( \frac{\exp\left( z_{v}^{(i)} \cdot z_{T}^{(i)} / \tau \right)}{\sum_{j=1}^{B} \exp\left( z_{v}^{(j)} \cdot z_{T}^{(j)} / \tau \right)} \right)
\]

where \( \tau \) is the learnable temperature. During the pre-training process of tag encoder, the video encoder and project head are frozen.

**Stage-Three:** After above-mentioned pre-train process, we add the knowledge graph embedding and jointly train on the Company-5M dataset. For every video in Company-5M dataset, the tag of video will be linked to a unique head entity \( h \) in knowledge graph and the corresponding knowledge triplet \((h, r, t)\) of this head entity will be encoded as follows:

\[
\begin{align*}
\text{h} &= E_{\text{video}<\text{CLS}>}(\text{video}_{h}), \\
\text{t} &= E_{\text{tag}<\text{CLS}>}(\text{text}_{t}), \\
\text{r} &= T_{r}
\end{align*}
\]

where \( \text{video}_{h} \) is the video linked to the head entity \( h \) and \( \text{text}_{t} \) is the text of tail entity \( t \) and both of them have a special token \( <\text{CLS}> \) in the input sequence. The video and tail entity are encoded by the pre-trained video encoder \( E_{\text{video}} \) and tag encoder \( E_{\text{tag}} \) respectively to get the embeddings \( h \) and \( t \), while \( T_{r} \in \mathbb{R}^{k} \) is the relation embeddings.

We implement the loss in [24] as the KGE objective, which uses the same negative sampling method in [1]:

\[
\mathcal{L}_{\text{KG}} = - \log \sigma (y - d(h + r, t))
\]

\[
- \sum_{i=1}^{n} \frac{1}{n} \log \sigma (d(h + r, t_{i}^{r}) - y)
\]

where \( (h, r, t_{i}^{r}) \) are negative samples, \( y \) is the margin, \( \sigma \) is the sigmoid function and \( d(\cdot) \) is the score function in TransE [1],

\[
d(h + r, t) = ||h + r - t||_{p}
\]

Here we take the norm \( p \) as 2 and the corrupted triplets are sampled by fixing the head entity and randomly sampling a tail entity.

To jointly incorporate the factual knowledge from knowledge graph and multi-modality understanding embedding into one model, we adopt the multi-task loss as shown in Figure 3 and Equation 7,

\[
\mathcal{L} = \lambda_{1} \mathcal{L}_{\text{KG}} + \lambda_{2} \mathcal{L}_{\text{CLIP}} + \lambda_{3} \mathcal{L}_{\text{TAG}}
\]

where \( \mathcal{L}_{\text{KG}} \), \( \mathcal{L}_{\text{CLIP}} \) and \( \mathcal{L}_{\text{TAG}} \) are the losses for KGE, CLIP and video understanding correspondingly while \( \lambda_{1} \), \( \lambda_{2} \) and \( \lambda_{3} \) are the tradeoff parameters. During the joint training process on the Company-5M dataset, the CLIP loss is open for further optimization of the heterogeneous embedding space, which guarantees the isomorphism of video and tag embedding space. \( \mathcal{L}_{\text{KG}} \) implicitly integrates the knowledge from the KG dataset while the \( \mathcal{L}_{\text{TAG}} \) reserves the ability of video encoder for multi-modality understanding.

## 5 EXPERIMENTS

We conduct comprehensive experiments to evaluate our method in Tag-to-Video (TV) retrieval task, Video-to-Tag (VT) retrieval task, Tag-Relation-Tag (TRT) inference task, Video-Relation-Tag (VRT) inference task and Video-Relation-Video (VRV) inference task. Apart from that, due to the lack of public video knowledge dataset, we compare our method on the CN-DBpedia sub dataset with three classic knowledge graph embedding methods which are TransE, TransH and TransR following the standard implementation by [9]. We implement all experiments on a machine with 1,000GB memory and 8 A100 GPUs.

### 5.1 Implementation Detail

**Baseline:** Due to the lack of methods with the same objective on video inference, we design several classic embedding-based baselines and variants of our method. To be specific, they are:

**TransE:** The classic KGE method which only deals with the TRT task, **TransH:** The KGE method based on relation-specific entity embeddings which only deals with the TRT task, too. **TransR:** An
Table 2: The baselines and variants of our method. \(L_{KG}\) represents the corresponding KGE loss for TransE, TransH or TransR.

| Baseline  | VRV | VRT | TRT | VT | TV | \(L_{TAG}\) | \(L_{CLIP}\) | \(L_{KG}\) |
|-----------|-----|-----|-----|----|----|------------|------------|----------|
| TransE    | -   | -   | √   | -  | -  | -          | -          | √        |
| TransH    | -   | -   | √   | -  | -  | -          | -          | √        |
| TransR    | -   | -   | √   | -  | -  | -          | -          | √        |
| CLIP      | -   | -   | -   | √  | √  | √          | √          | √        |
| CLIP+TransE | √  | √   | √   | √  | √  | √          | √          | √        |
| CLIP+TransH | √  | √   | √   | √  | √  | √          | √          | √        |
| CLIP+TransR | √  | √   | √   | √  | √  | √          | √          | √        |
| Ours      | √   | √   | √   | √  | √  | √          | √          | √        |

The primary role of the CLIP pre-training process is to guarantee the isomorphism of video and tag embedding. This isomorphism is a contributing factor in the performance of Video-to-Tag and Tag-to-Video retrieval task. Since the tag can be regarded as the summary of the video, embedding of related tags and videos should be clustered. In accordance with the above hypothesis, we test the CLIP and Ours baselines on Company-5M dataset. The Company-5M dataset is divided into training set and test set separately and the video proportion in training set and test set is 90:5. The performance result on test set is shown in Table 3.

As shown in Table 3, our method gains 11.86% and 20.99% improvement in TV and TV task respectively on HITS@10 than the baseline CLIP. The results show that when jointly integrating the knowledge graph embedding loss \(L_{KG}\) with \(L_{CLIP}\) and \(L_{TAG}\), the performance of these tasks gains a significant margin of improvement which is likely due to the information gained from the external factual knowledge. This result shows that the participation of knowledge graph embedding benefits the content retrieval task. However, as shown in Table 3, there is a large performance difference between VT and TV tasks, where the performance of TV is better than VT. This phenomenon may be caused by the imbalance of video and tag proportions. The ratio of video and entity is 23:1 in Company-5M dataset, meaning that there are more candidates in Tag-to-Video task than Video-to-Tag task since each video is tagged with one tag while each tag may be related to numerous videos during the generation process of Company-5M dataset. Thus the performance difference is reasonable.

5.3 TRT Inference Task Performance

In this experiment, we compare the performance of the baselines that are capable of the TRT inference task and the result on test set is shown in Table 4. These baselines are tested on the pure text part of our Company-5M dataset and the train/test set split is the same in the TV/VT experiment. Owing to the single text modality in this experiment, the TransE/TransH/TransR+CLIP baselines degrade into TransE/TransH/TransR baselines, so the corresponding test result is merged in Table 4. In this experiment, when it comes to our methods, the head entity and tail entity text embedding is extracted by the pre-trained tag encoder and only the relation embedding is trained.

As shown in Table 4, our method obtains 5.23% and 10.78% improvement in head entity and tail entity prediction task respectively on HITS@1 which outperforms all pure KGE methods. This result indicates that the tag encoder not only generates better entity representations but also acquires rich multi-modal information from the video encoder. This result also indicates that compared to the low-dimensional embedding from the pure KGE method, the entity embedding representation coming from our tag encoder is more...
informative and beneficial when dealing with the pure text entity prediction tasks.

5.4 VRV and VRT Inference Task Performance

In this experiment, we report the result of Video-Relation-Video (VRV) and Video-Relation-Tag (VRT) inference task. The definition of VRV task is that when given a video and relation, the induction algorithm should retrieve the relevant videos while the VRT task is acquiring the relevant tag. This experiment is conducted on our Company-5M test set. Referring to the ground truth of VRV and VRT task, every video in Company-5M dataset is linked to a knowledge graph head entity and the relations associated with this entity will be selected as the given relations, while the tail entity and its linked videos will serve as the ground truth of VRT and VRV task. We compare our method with the two-stage methods (CLIP+TransE/TransH/TransR) which are explained in the previous section.

As shown in Table 5, our method obtains a large margin of 42.36% and 17.73% improvement in VRV and VRT task respectively on HITS@10 which outperforms all two-stage KGE-based methods. The reason why of low performance of these two-stage methods is mainly the lack of synthetical integration of multi-modality entity and knowledge graph embedding. In essence, these two-stage methods are limited by the individual performance of pure text KGE stage and CLIP retrieval stage. Take CLIP+TransE baseline in VRV task as an example, during pure text induction, if tail entity predicted by TransE is wrong, the recalled videos will be totally different which may lead to extreme performance degradation. And this is also the reason why the performance of VRT task is much better than VRV task.

5.5 Generality

In this section, we report the generalization performance on the existing public knowledge graph dataset. Owing to the lack of video knowledge graph dataset, we conduct our experiments on CN-DBpedia sub dataset. On this sub dataset, we randomly sample 4,000 triplets to form the test set while the remaining 461,714 triplets...
serve as train set. Since there is only text modality in this dataset, we extract the entity embedding from the pre-trained tag encoder and concatenate the extracted embedding with the KGE entity embedding to test our method. The fusion embedding will be fed to a fully connected layer for dimensionality reduction. The final dimension of fusion entity embedding is the same as the relation embedding. As is shown in Table 6, when the extracted embedding is concatenated to the pure KGE methods (TransE, TransH, TransR), the performance of all of these methods improves. This shows that the embedding from the tag encoder is meaningful and the tag embedding implies extra knowledge learned from the multi-modal video entity, proving the effectiveness of our methods again.

5.6 Feature Representation Visualization

To further investigate the video embedding distribution generated by our model, we visualize the video embedding feature of baseline CLIP (left) and Ours (right) on the Company-5M dataset in Figure 4 using t-SNE [28]. Here, ten tags are chosen from the Company-5M dataset and we randomly sample 1000 videos for each tag. In Figure 4 each point stands for the video embedding and the color represents the tag label of the corresponding video. Obviously, our model has more separate embedding clusters, especially on the tag 5, 7 and 8.

Figure 4: Visualization result of the video embedding on Company-5M dataset. The left image represents the result of baseline CLIP while the right one represents the result of our method.

The visualization result reflects that when jointly training $L_{\text{TAG}}$, $L_{\text{CLIP}}$, and $L_{\text{KGE}}$ on the Company-5M dataset, the video and tag embedding cluster better compared with the baseline CLIP which only trains with $L_{\text{TAG}}$ and $L_{\text{CLIP}}$. The supervision of knowledge embedding space helps the embedding of tag and video cluster better, showing that the external factual knowledge does benefit the VT and TV content-based retrieval task.

6 CONCLUSION

In this paper, we form a heterogeneous dataset that allows for multiple inference tasks including Tag-Relation-Tag, Video-Relation-Video and Video-Relation-Tag. Based on this dataset, we design a unified model for video understanding representation and knowledge graph embedding integration. We train our model with CLIP, Knowledge Graph Embedding and video understanding objectives all together to align the video representation and knowledge embedding into the same semantic space. Comprehensive experiments on Company and public dataset demonstrate the effectiveness of our methods both in video understanding and on video inference tasks. In the future, we will conduct more experiments on public multi-modal knowledge graph datasets such as FB15K237 [27] and investigate advanced methods for integrating the two semantic space.
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A ETHICS, DATA, AND PRIVACY

We firmly affirm that we adhere to the most stringent standards for complying with regulations and ethical codes relating to data safety and privacy preservation. To minimize any potential risks and issues, we have implemented the following measures:

Data Desensitization. All videos in our dataset are sourced from public video-sharing platforms, and we have taken steps to remove any personal information that could potentially identify the video owners. This includes, but is not limited to, identifiers, meta-data, addresses, and profiles.

Data Storage. We are authorized to store and maintain the entire dataset to support future research. For ease of use, the dataset is comprised of video URLs and linked KG triplets, and we will check video accessibility before releasing the data.

User Privacy. We value user privacy highly and have taken measures to ensure that all videos in the dataset are publicly available on video-sharing platforms with the consent of the users for academic research and public use. All sensitive information about users has been removed from the dataset.

License. The dataset is for non-commercial use only and requires a signed agreement before use.

Annotator Related. Our annotators are highly skilled and experienced in preparing data, and have received instruction on how to avoid potential risks and dangers during the annotation process. They are fairly compensated in accordance with local laws.

B VIDEO VISUALIZATION

Due to the space limits, we randomly selected videos video_1 · · · video_6 from our dataset along with tag in Figure 5 to 10.

C RELEASE AGREEMENT

One must sign the following agreement in order to be permitted to use our dataset.

Dataset Usage Agreement

- Non-Commercial Use Only: The use of our dataset is limited to non-commercial purposes, including academic research and education. Profitable or infringing activities, such as advertising, selling, or face-based applications, are strictly prohibited.
• No Bio-Info Analysis: You promise not to conduct any analysis with respect to bio-info in the dataset, including but not limited to faces, gender, etc.
• Responsibility for Usage: You acknowledge that you are fully responsible for your usage of the dataset. If you engage in any illegal behavior or cause negative influences, we reserve the right to ask you to stop immediately and eliminate the impact.
• Right to Terminate: In the event of any violation of this agreement, we reserve the right to stop your usage of the dataset and delete any copies.
• Purpose and Potential Effects: You must clearly state the purpose and potential effects of using our dataset.

Name: ___ Email: ___ Organization: ___ Date: ___ Signature: ___