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Abstract: The continually expanding number of electric vehicles in circulation presents challenges in terms of end-of-life disposal, driving interest in the reuse of batteries for second-life applications. A key aspect of battery reuse is the quantification of the relative battery condition or state of health (SoH), to inform the subsequent battery application and to match batteries of similar capacity. Impedance spectroscopy has demonstrated potential for estimation of state of health, however, there is difficulty in interpreting results to estimate state of health reliably. This study proposes a model-free, convolutional-neural-network-based estimation scheme for the state of health of high-power lithium-ion batteries based on a dataset of impedance spectroscopy measurements from 13 end-of-first-life Nissan Leaf 2011 battery modules. As a baseline, this is compared with our previous approach, where parameters from a Randles equivalent circuit model (ECM) with and without dataset-specific adaptations to the ECM were extracted from the dataset to train a deep neural network refined using Bayesian hyperparameter optimisation. It is demonstrated that for a small dataset of 128 samples, the proposed method achieves good discrimination of high and low state of health batteries and superior prediction accuracy to the model-based approach by RMS error (1.974 SoH%) and peak error (4.935 SoH%) metrics without dataset-specific model adaptations to improve fit quality. This is accomplished while maintaining the competitive performance of the previous model-based approach when compared with previously proposed SoH estimation schemes.
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1. Introduction

With the electric vehicle (EV) market projected to grow to 140–245 million vehicles by 2030 [1], the demands presented by an expanding market for battery and plug-in hybrid electric vehicles also presents a considerable materials challenge, both for the acquisition of high-value materials necessary for current lithium-ion battery technology and the disposal of such batteries. In the context of increasing efforts to transition to low-carbon energy sources, this has garnered interest in both recycling [2–4] and employment of EV batteries in second-life applications as means of supplementing renewable energy sources in both grid and domestic energy storage applications [4,5]. The robust estimation of the state of health (SoH) for batteries at the end of their first useful life has proven critical for important facets of battery reuse in requirements to properly match and assess the condition of cells to correctly inform their second-life application. Proper matching of batteries in similar conditions, for example, has been documented as a matter of importance in preventing uneven wear on second-life battery systems to maximise their useful lifetime and is already a crucial aspect of quality control for fresh batteries [6].
battery state of health is based on the remaining capacity of a battery system relative to its start-of-life condition. Currently, this is determined by discharge testing, which takes several hours, making it a time consuming and, hence, costly process [7].

Electrochemical impedance spectroscopy (EIS) is a nondestructive characterisation technique that yields insight into the physical processes occurring within a battery system through exposing changes in the battery impedance over a range of probing voltage or current frequencies. For SoH estimation, it presents valuable advantages in the capability for much greater measurement speed over a full discharge test and the ability to characterise and, to a limited degree, quantify the extent of battery degradation with respect to the known battery degradation modes [8–11]. Traditionally, model-based approaches are employed to characterise the behaviour of the battery system, which represents a primary limitation of EIS. For most commercial batteries, detailed underlying knowledge of the system under investigation is often infeasible to obtain due to the sensitive nature of the battery internals and wide range of battery designs and chemistries, which makes detailed, electrochemical, model-based interpretations—such as those by [12,13]—inappropriate.

1.1. EIS and Model-Based State of Health Estimation

Due to the dependence of EIS on a number of measurement conditions, primarily the cell’s state of charge and temperature, in addition to the physical degradation processes occurring within the cell that affect the SoH, there is often difficulty interpreting the results reliably [14–16]. Comparison of works such as [17–19] demonstrates how parameters associated with the equivalent circuit model (ECM) interpretation of EIS evolve with cell degradation to be nonuniform between different cells and cell chemistries, while many of the mentioned studies have the limitation that the dependencies on key variables such as state of charge and temperature have been studied for only a few key parameters. Without the aid of models developed for specific batteries, it is, therefore, necessary to account for these dependencies for reliable SoH estimation. Traditionally, consideration of temperature is often eliminated by ensuring all measurements are conducted in a climate-controlled environment [18,20]. Eliminating the state of charge dependence, while possible, also presents difficulties [21]. Moreover, even after taking into account these dependencies, most works that focus on estimation of SoH using only a few select parameters—such as the battery internal resistance or charge transfer resistance—remain limited in accuracy [18,22].

Beyond impedance spectroscopy, examples of model-based approaches to SoH estimation include Kalman filtering [23,24] or, more recently, generalised approaches using a fuzzy c-regression model incorporating particle swarm optimisation [25], which has seen applied in SoH estimation for a NiMH battery [26]. Further, filtering-based methods include [27,28] for decoupled estimations of SoC and SoH, employing a recursive least-squares-based SoH estimator with online-identified ECM and with SoC estimation using a Kalman filter and H-infinity filter, respectively. Although these methods are demonstrated to be robust to different battery chemistries, there is the issue of convergence to accurate capacity estimates over short timescales, making it unsuitable for rapid end-of-life screening.

Recent related works have emphasised a combination of data-driven approaches such as neural networks in combination with a model-based approach for estimation of SoH as a means of addressing the limitations of the latter while complimenting the former. For example, in [29], an ECM parameter-based approach was proposed using an extreme learning machine (ELM) to monitor cell degradation over time through the evolution of the internal resistance and state of charge. A related example focusing on the end-of-life screening of batteries was proposed by [30] based on measurements of battery parameters by hybrid pulse power characterisation (HPPC), which was shown to be effective at estimating the state of health with low error with the use of a small dataset. In our previous work [31], a similar concept was explored using a small dataset based on EIS measurements with ECM-based parameter extraction; we demonstrated that this method presented large improvements in measurement times over conventional SoH
measurement methods while retaining low estimation error. However, the previous work does not address the limitation of the lack of temperature dependence and relies on a well-chosen ECM for best results.

Incremental capacity analysis (ICA) and differential voltage analysis (DVA) have also been explored for data-driven SoH estimation. Similar to EIS, this family of methods represents a nondestructive characterisation technique, with the capability to expose measurable effects of battery ageing with respect to individual ageing mechanisms [9]. This capability has been explored with data-driven ICA methods such as [32], where a Lorentzian voltage–current model was formulated to extract parameters directly correlated with SoH, and [33], similarly with a polynomial-type model. Crucially, the SoH models constructed from one cell may be applied to other cells while retaining low (<1.5%) mean absolute error. However, the method of parameter extraction suffers from a similar issue to EIS in that the modelling parameters must be chosen with care for good results.

1.2. Model-Free State of Health Estimation

Considering the aforementioned works, relying on a priori knowledge of battery behaviour or an explicit battery model, several model-free, data-driven approaches have been proposed for estimation of battery state of charge and, more recently, state of health. An area of emphasis that can be identified in much SoH literature is battery prognostics and time series forecasting of the SoH based on neural network approaches as part of efforts to develop more robust battery management systems [34,35], which has been demonstrated to be a high-accuracy technique. Examples of the time series forecasting approach include works such as [36,37], focusing on online state of charge prediction, and [38–40] for predictive SoH models, with a focus on estimating the remaining useful life (RUL) of the battery system. However, in the context of offline battery screening, time series forecasting approaches are limited in the fact that predictions are made in the context of the history of the long-term battery degradation, which makes it inapplicable to end-of-life estimation of the current battery SoH.

Related to the time series forecasting approach are works using features extracted from fixed time intervals of battery terminal voltage, current, or partial capacity measurements, from which the battery state can be derived directly. In [41], this approach is employed based on a multilayer perceptron (ANN, or artificial neural network) using partial driving cycle data with high estimation accuracy, yet it suffers from high computational complexity and the requirement for long measurement time intervals. A similar approach based on an ANN classifier is proposed in [22], demonstrating considerably reduced measurement intervals of 60 s, albeit with limited precision due to batteries being sorted into discrete SoH bands.

Convolutional neural networks (CNNs) are mainly employed in the area of image recognition, classification, and time series forecasting due to the structured nature of such data and excel at these tasks due to the ability to extract a hierarchical set of features from which the class or state of the system being modelled may be inferred. Studies such as [42,43] demonstrate that it is feasible to train highly accurate CNN regression models for the SoH with a greatly reduced dataset size with the use of transfer learning and presents strong advantages in removing the requirement for an explicit model of the battery behaviour. In [44], a CNN-based approach to cell screening during the manufacturing process was applied, based on consideration of a combination of capacity and the dynamic cell behaviour, demonstrating a robust capability to match cells with similar properties.

Beyond neural-network-based methods, [45] studied the application of partial discharge current measurements for SoH estimation, presenting considerable improvements in speed over traditional discharge testing methods. This method has the demonstrated benefit of being designed to operate on parallel battery arrangements in contrast to the emphasis on single-cell SoH estimation in literature. Nevertheless, the requirement for at least a partial discharge of the battery limits this approach in speed, with results also being affected by the discharge rate.
With limitations of related approaches in mind, the demonstrated capabilities and limitations of model-based interpretations of EIS may motivate a model-free EIS-based approach to SoH estimation. Such methods have not been explored in great detail in a data-driven context, although previous studies have demonstrated that disparities between specific regions of measured and reference impedance spectra are useful for distinguishing healthy and defective cells in a quality control context [6]. Similarly, the use of a single-point impedance measurement employed in [46] for 4S arrangements of cells was investigated for rapid fault diagnosis under low-temperature cycling. More recently, ref. [47] presented a geometric interpretation of EIS based on a variable fractional-order model of the capacitive battery behaviour, circumventing the need for a traditional ECM-based interpretation of EIS; however, there are still difficulties in quantitatively relating this to the state of health.

In the context of these methods, this work presents a model-free neural-network-based approach for estimation of the state of health (SoH) from impedance measurements of high-power lithium-ion batteries. We propose a convolutional neural network (CNN)-based approach, focusing on model-free extraction of features directly from the impedance data, overcoming the requirement for physical interpretation of the battery impedance to extract learnable parameters. We compare this method with our previous work based on an artificial neural network (ANN), which focuses on maintaining lower computational complexity, and is based on the extraction of parameters from the impedance dataset using the equivalent circuit model (ECM) approach. Given the emphasis on the constraint of a small dataset in our previous work, a key expected contribution is to predict the SoH with high accuracy (RMS error <3%) with the constraint of a small battery dataset of 128 samples.

2. Materials and Methods

In this section, the principle of model-free SoH estimation using impedance spectroscopy is introduced based on a convolutional neural network architecture. The scheme of data preprocessing and network evaluation is subsequently described, before bringing the proposed scheme into context with a prior model-based SoH estimation scheme using equivalent-circuit-model-based parameter extraction. Finally, the collected dataset employed to generate results is introduced, employing measurements from electric vehicle batteries representative of the end-of-first-life condition.

2.1. Convolutional Neural Network

The main disadvantage of an explicit model-based approach is the dependency on a nonlinear fitting process to extract suitable parameters, which requires robust estimates of the initial fitting parameters and a well-chosen model for best performance. To address these limitations, a CNN-based regression model is proposed to learn a hierarchy of features directly from the impedance measurements for estimating the state of health. Although CNNs have traditionally been applied for the problem of image classification, CNNs are also famous for their applicability to complex time series problems. In principle, we can consider EIS measurements to be structured in a multifeatured 1-dimensional arrangement similar to a time series. A CNN-based approach hence forms a natural choice for model-free SoH estimation; although deep ANNs are capable of handling the same problem, they do so with lower parameter efficiency and thus, higher computational complexity and a greater tendency to overfit. The advantages of CNNs are furthermore established in related works such as [42].

Each set of impedance measurements is mapped to a corresponding battery state of health directly and forms the input to the CNN model as a 29 × 2 matrix, with the two channels being the real and imaginary components of the battery impedance. It is therefore assumed that the battery impedance is sampled at the same set of frequencies for all measurements. However, in principle, the response of a battery to impedance spectroscopy is influenced by a combination of factors, most notably, temperature and state of charge (SoC) as well as SoH. These factors are convoluted and difficult to quantify, which justifies
previous investigations into the influence of SoC and temperature on measurements of specific battery properties, such as equivalent series resistance or charge transfer resistance. To incorporate the effects of SoC into the SoH estimation, the SoC is included as an additional model input, which is concatenated with the final feature vector from the convolutional layers.

To generate the CNN model, a manual hyperparameter search was conducted to define the appropriate number of filters, filter and pooling window sizes, convolution layers, and the number of neurons in the final dense hidden layer. The proposed CNN model consists of two convolutional layers with a kernel size of 3, each followed by a max-pooling operation of window size 2, and two fully connected layers, each preceded by a dropout layer. The described model structure is presented in Figure 1. For the kernel and pooling window size, $3 \times 1$ and $2 \times 1$ are typical choices; larger kernels offer a greater receptive field—that is, the maximum feature size represented in a given filter—at the expense of computational complexity. Max-pooling subsamples the feature maps and increases the effective receptive field, however, it represents a trade-off that is unnecessary considering the small size of the input matrix, hence, a max-pooling window size of 2 is appropriate.

Development and training of the neural network model was performed in Python using the TensorFlow 2 machine learning library [48] on an NVIDIA GTX 1060 6 GB GPU. Training was conducted for 300 epochs using the Adam [49] optimiser with an initial learning rate of 0.001 and batch size of 32. To prevent overfitting with the small dataset considered, the probability of dropout in all dropout layers was chosen to be 0.3.

2.2. Preprocessing and Evaluation

To test the accuracy of the neural network model, the dataset was partitioned according to a K-fold cross-validation scheme [50,51]. Samples from the full dataset are randomly chosen to fill $K$ equal-size folds. A number of folds, typically $K - 1$, may then be reserved for training the network, while the remainder of the folds may be held-out as validation and testing data to evaluate the model. For this study, a value of $K = 6$ was chosen as a balance between validation accuracy and training performance as with our previous
work [31]. For network evaluation and comparison, the metrics of RMS and mean absolute error, defined as

$$\text{RMSE} = \sqrt{\frac{1}{P} \sum_{p=0}^{P} (Y_p - y_p)^2},$$  \hspace{1cm} (1)

$$\text{MAE} = \frac{1}{P} \sum_{p=0}^{P} |Y_p - y_p|,$$  \hspace{1cm} (2)

were employed along with peak error for each SoH value \(p\) with prediction \(y_p\) and ground truth value \(Y_p\) over all predictions \(P\).

To improve the training performance owing to the disparate numeric scales of the input parameters and desired outputs, normalisation to zero mean and unity standard deviation was carried out for each input variable \(X\) in the dataset as

$$X_{\text{norm}} = \frac{X - \bar{X}_{\text{train}}}{\sigma_{X_{\text{train}}}},$$  \hspace{1cm} (3)

with \(\bar{X}_{\text{train}}, \sigma_{X_{\text{train}}}\) as the mean and standard deviation of \(X\), respectively, calculated from the training folds only. Based on the measurements of discharge capacity \(q_d\), the learnable target SoH values were calculated for each battery arrangement as the ratio to the manufacturer-rated (nominal) capacity \(q_n\):

$$\text{SoH} = \frac{q_d}{q_n},$$  \hspace{1cm} (4)

using the manufacturer quoted value of \(q_n = 65\text{Ah}\). The SoH target values were finally normalised as

$$\text{SoH}_{\text{norm}} = \frac{\text{SoH} - \text{SoH}_{\text{train,min}}}{\text{SoH}_{\text{train,max}} - \text{SoH}_{\text{train,min}}},$$  \hspace{1cm} (5)

where \(\text{SoH}_{\text{train,min}}, \text{SoH}_{\text{train,max}}\) are the minimum and maximum dataset SoH value, respectively. These normalisation statistics were computed from the training folds only, and the same normalisation was applied to the training and test folds independently.

### 2.3. Baseline Model

To establish a test case and a benchmark for comparison of the model-free approach with SoH estimation with a comparable model-based method on the same dataset, an ANN-based approach from our previous work is employed as a baseline, as shown in Figure 2. This approach consists of a multi-hidden-layer feed-forward neural network, where the network structure is obtained through a hyperparameter search using Bayesian optimisation of the RMS validation error in (1). The ELU activation function was used, with an initial learning rate of 0.01, an L2 regularisation penalty of 0.00089, and a dropout probability of 0.136. For training, the configuration used for the CNN was preserved, however, in addition to the limit of 300 epochs, early-stopping was employed to halt training if the RMS estimation error failed to reach a new minimum after 30 consecutive epochs.

In contrast to the CNN, the input to the baseline model is formed from parameters extracted from the raw impedance data using an equivalent circuit modelling (ECM) approach. This approach aims to extract a set of physically meaningful parameters that are related to the electrochemical phenomena occurring within the cell. In this case, the model employs a modification of the Randles circuit, where the double-layer capacitance \(C_{dl}\) is represented as a constant phase element, and an inductor \(L\) is added to model the inductance of the connecting cables and current collectors observed at high frequencies. An idealised schematic of a spectrum conforming to the Randles ECM is shown in Figure 3. Using the Randles cell for ECM-based parameter extraction fits this problem well due to the well-documented relationship between the equivalent series resistance \(R_e\), charge
transfer resistance $R_{ct}$, Warburg resistance $R_W$, and the SoH. Extraction of parameters from the raw spectra is achieved by nonlinear fitting using the Levenberg–Marquardt algorithm.

**Figure 2.** Structure of the baseline artificial neural network (ANN) generated using Bayesian hyperparameter optimisation. State of health is estimated from parameters ($R_e, R_{ct}, \ldots$) extracted from impedance spectra using a modified Randles equivalent circuit model.

**Figure 3.** Schematic Nyquist representation of EIS data from a lithium-ion cell conforming to the Randles circuit model (bottom right). High-frequency phenomena (left) are modelled by an inductor $L$; capacitive behaviour at mid frequencies by a parallel combination of capacitor and resistor $C_{dl}$, $R_{ct}$; and solid-state diffusion (right) by a Warburg element $R_W, T_W$.
2.4. Dataset Description

For this work, a library of impedance spectroscopy measurements paired with their corresponding capacities measured by discharge testing is considered, as used in our previous study in [31]. The dataset, openly accessible in [52], contains measurements collected from a series of 13 battery modules from an end-of-life Nissan Leaf 2011 battery pack to obtain a realistic representation of the end-of-life battery condition. Each module encapsulates four cells in a 2P–2S arrangement, with each 2P arrangement of cells accessible through a three-terminal (labelled black, white, and red) configuration. The dataset contains a total of 128 spectra measured at state-of-charge intervals of 20% from 20–80% SoC, from batteries with a combined capacity range of 50–55 Ah (77–85% SoH). Spectra were obtained by EIS across the black and white terminals and red and white terminals separately and carried out with the batteries at room temperature (25°C), with six measurements per decade over a logarithmically spaced sampling frequency range of 1 KHz–15 mHz.

3. Results and Discussion

3.1. Convolutional Neural Network

The results of 6-fold cross-validation trials of the convolutional network model are presented in Table 1. Results show that the model achieves an average RMS prediction error of 1.974 for the SoH (in SoH percentage) and a peak error of 4.935 SoH%. This suggests the model’s capability to estimate the battery state of health with good accuracy directly from battery impedance measurements without the requirement for manual parameter extraction, as these dependencies are learned directly from the data. However, as both SoH and SoC are expected to strongly influence measurements of the battery impedance, it is clear that the SoC is a significant factor in the estimation of the SoH; without knowledge of the SoC, the model must learn to deconvolute the contributions of SoC and SoH solely from the measured spectrum, which introduces additional uncertainty. For a similar test case where the model is not given access to measurements of the state of charge, this is demonstrated as the model’s RMS error increases to \( \sim 2.1\% \) over 6-fold cross-validation. On the hardware used, the average training time was evaluated to be 6.0 ± 0.2 s with an average inference time 0.38 ± 0.02 s. The high training times suggest high computational complexity of the CNN model, which represents a principal disadvantage of the CNN-based approach. Although this is the case, the training times are significantly reduced compared to a comparable CNN-based approach with ensemble learning (143.396 s) [43] used for SoH monitoring in the online application. Moreover, the use of more powerful hardware in the latter study suggests a more favourable comparison by this metric.

| Trial (CNN) | 1   | 2   | 3   | 4   | 5   | 6   | Average        |
|------------|-----|-----|-----|-----|-----|-----|----------------|
| RMS error (SoH%) | 2.135 | 1.429 | 1.825 | 2.229 | 2.302 | 1.921 | 1.974 ± 0.132 |
| MA error (SoH%)   | 1.754 | 1.050 | 1.420 | 1.855 | 1.697 | 1.294 | 1.512 ± 0.126 |
| Peak error (SoH%) | 4.939 | 3.970 | 3.891 | 5.366 | 5.994 | 5.450 | 4.935 ± 0.346 |

3.2. ECM-Based Artificial Neural Network

The results of parameter extraction using nonlinear fitting to the described modification of the circuit in Figure 3 is shown in Figure 4. This is presented for an impedance spectrum obtained at 60% SoC over the red and white terminals of module 1 of 13, producing the set of parameter values summarised in Table 2. Deviations from ideality are observed beyond the capacitive region of the spectrum, most notably at the high- and low-frequency extremes of the spectrum, associated with the inductive behaviour of the measurement cables and solid-state diffusion of ions in the electrodes (Warburg impedance), respectively. Improvement of fit quality could be achieved through refinement of the chosen ECM,
however, this is balanced by physical intuition and prior knowledge. While a good fit may be obtained through the inclusion of an arbitrary number of ECM elements, this may have little to no correspondence with the underlying electrochemical processes occurring within the battery. Notwithstanding these considerations, a common phenomenon observed as the battery ages is the appearance of a second “film” capacitive loop at the mid- to high-frequency range attributed to the formation of the solid electrolyte interphase. Under certain conditions, particularly at a low state of charge [21], the film and double-layer capacitive regions are unresolved and difficult to distinguish, reducing the accuracy of the extracted parameter estimates. These factors represent a limitation of the ANN-based SoH estimation method with model-based input.

To evaluate the influence of fitting error on the accuracy of the model-based SoH estimation, cross-validation results from the model trained using ECM parameters extracted using an unmodified Randles circuit are presented. This ECM describes the impedance data less accurately, which demonstrates how the model predictions are influenced by a suboptimal choice of ECM with additional error on the extracted parameters. Using the 6-fold cross-validation scheme, the RMS, mean absolute, and peak prediction errors for the baseline model were generated as a benchmark to compare with the performance of the CNN-based model-free approach. The results of cross-validation are presented in Table 3, showing for the optimised ANN an average RMS SoH estimation error of 1.790 SoH%. However, removal of the modifications to the Randles circuit leads to an increase of RMS error by 0.335 SoH% and a significant reduction in model accuracy, with a corresponding increase of 0.48 SoH% to peak prediction error and reductions in model consistency over trials by all evaluation metrics.

### Table 2. Fitted values obtained from equivalent-circuit-model-based parameter extraction from EIS data collected from module 1 of 13 at 60% SoC, with modification of ECM in Figure 3. This fit is presented graphically in Figure 4.

| Fit Parameter | Value       | Error (±)   | Unit         |
|---------------|-------------|-------------|--------------|
| $R_e$         | $9.69 \times 10^{-4}$ | $6.85 \times 10^{-6}$ | $\Omega$    |
| $R_{ct}$      | $1.77 \times 10^{-4}$ | $8.81 \times 10^{-6}$ | $\Omega$    |
| $Q_{dl}$      | 35.3        | 8.33        | $\Omega^{-1}s^{-1}$ |
| $n_{dl}$      | 0.852       | 0.0480      | —            |
| $R_W$         | $1.08 \times 10^{-3}$ | $2.61 \times 10^{-4}$ | $\Omega$    |
| $\tau_W$      | 92.5        | 41.4        | s            |
| $L$           | $5.84 \times 10^{-8}$ | $1.35 \times 10^{-9}$ | H            |

### Table 3. Six-fold cross-validated RMS, mean absolute (MA), and peak prediction errors of state of health estimation for the baseline neural network model based on modified and unmodified Randles equivalent circuit model parameter extraction.

| Trial (Baseline) | 1 | 2 | 3 | 4 | 5 | 6 | Average         |
|------------------|---|---|---|---|---|---|-----------------|
| RMS error (SoH %)| 1.671 | 1.831 | 1.920 | 1.758 | 1.364 | 2.195 | 1.790 ± 0.112  |
| MA error (SoH %) | 1.147 | 1.341 | 1.172 | 1.143 | 1.016 | 1.385 | 1.200 ± 0.056  |
| Peak error (SoH %)| 4.104 | 5.286 | 6.141 | 4.098 | 3.680 | 6.007 | 4.886 ± 0.435  |

| Trial (Baseline, unmodified) | 1 | 2 | 3 | 4 | 5 | 6 | Average         |
|------------------------------|---|---|---|---|---|---|-----------------|
| RMS error (SoH %) | 1.857 | 3.002 | 1.754 | 2.242 | 2.027 | 1.868 | 2.125 ± 0.189  |
| MA error (SoH %) | 1.264 | 2.211 | 1.139 | 1.595 | 1.302 | 1.247 | 1.460 ± 0.163  |
| Peak error (SoH %) | 5.434 | 6.384 | 5.284 | 5.089 | 5.328 | 4.679 | 5.366 ± 0.231  |
Figure 4. Nyquist plot of fit to modification of the equivalent circuit shown in Figure 3 with experimental impedance data obtained at 60% SoC, 25 °C, frequency range 1 KHz–15 mHz over the red and white terminals of module 1 of 13, and capacity 54.9 Ah.

3.3. Comparison of Models

A combined comparison between the baseline ANN and CNN models is presented in Figure 5 showing the sample efficiency or variation in model accuracy with training dataset size. Each point represents the six-fold cross-validated RMS prediction error of each model averaged over 10 runs in total. More complex models such as the CNN are expected to lose efficiency as the size of the dataset decreases; this is corroborated by the inferior accuracy of the CNN to the simpler baseline ANN model, in spite of its advantages in flexibility and simplicity over model-based interpretations of the battery impedance data.

Figure 5. Sample efficiency plot of 6-fold cross-validated RMS state of health prediction error for the model-based baseline and model-free CNN.
Beyond evaluation of estimation error, typical reuse criteria screen batteries on the basis of their capacity, such as batteries above and below 80% of baseline capacity; however, matching of cells with similar SoH is also of concern. The distribution of network predictions hence represents an important factor for accurate SoH estimation of cells at their end-of-life, necessitating a low tendency of over-/underestimation of SoH, high consistency, and good correlation between prediction and ground truth, in addition to low estimation error. Figure 6 presents the model predictions (Figure 6a,b) and distribution of errors as box plots (Figure 6c,d) from a single cross-validation trial for the CNN and baseline ANN model, respectively. Across both trials in Figure 6a,b, there is relatively good agreement between the predicted and ground truth SoH. Here, the baseline ANN shows a high correlation, with a Pearson correlation coefficient of 0.81, between predicted and ground truth SoH values. Considering the null hypothesis, $\rho \leq 0$—that is, the true correlation $\rho$ is zero or negative—the $t$-test $p$ statistic for a single-tailed distribution was calculated as $p = 4.30 \times 10^{-6}$, which suggests that the correlation is significant. Furthermore, there is a good distinction between high and low SoH cells, which is crucial for the screening of end-of-first-life batteries. Comparing the residual distribution in Figure 6c,d for the CNN model, predictions are similarly consistent to the baseline ANN, although there is a tendency towards underestimation of the SoH of high-capacity batteries. Critically, however, there is a high and significant correlation ($0.70, p = 2.06 \times 10^{-4}$) between predicted and ground truth SoH, with high and low SoH cells being well-distinguished. Hence, the applicability of the CNN approach to SoH estimation for the screening of end-of-first-life cells is demonstrated, even in the absence of manual-model-based extraction of indicators of the SoH.

![Figure 6](image_url)  
*Figure 6.* Distribution of predicted vs. ground truth state of health values over a single cross-validation trial shown as scatter (a,b) and box plots of the model errors (c,d) for the baseline ANN (left) and CNN (right) models. The SoH values (range 77–85%) are normalised to 0–1 for clarity. Each point in (a,b) represents a prediction of the CNN and ANN respectively versus the corresponding true SoH, with the diagonal line showing the case of equal prediction and ground truth, i.e. zero prediction error. The solid red and dotted blue lines in (c,d) denote median and mean prediction error respectively.
3.4. Comparison with Alternative SoH Models

To provide grounding for the performance of the baseline and CNN approaches to SoH estimation, the results obtained are brought into the context of related learning-based methods for SoH estimation, as well as popular machine learning approaches commonly applied with small datasets. The results obtained are compared with findings in [18,29,30,38,43] and evaluated where possible by the same metrics described in Section 2.2. In line with similar works such as [43], the methods described in Section 2.3 are reapplied to estimate SoH with Gaussian process (GP) and random forest extra trees (RF-ET) regression using the same set of ECM parameters used in the baseline ANN case. In Table 4, these results are summarised for comparison.

Table 4. Overview of RMS, mean absolute, and peak prediction errors between this work, machine learning approaches covered by existing studies, and commonly used learning-based methods—Gaussian process (GP) and random forest extra-trees (RF-ET) regression.

| Method                  | RMS Err. (SoH %) | MA Err. (SoH %) | Peak Err. 1 (SoH %) | # Training Samples |
|-------------------------|------------------|-----------------|---------------------|--------------------|
| Linear regression       | 6.780            | 5.911           | 14.3                | 26                 |
| (Rct, 60% SoC) [18]     |                  |                 |                     |                    |
| ANN [30]                | 4.05             | 3.48            | 7.2                 | ~40                |
| GP regression [53]      | 2.681            | 2.353           | 7.431               | 106                |
| ELM [29]                | 2.4              | —               | —                   | ~520               |
| RF-ET regression [53]   | 2.092            | 1.779           | 7.123               | 106                |
| Prev. work (unmodified Randles) | 2.091 ± 0.360   | 1.447 ± 0.345   | 6.641               | 106                |
| This work (CNN)         | 1.974 ± 0.132    | 1.512 ± 0.126   | 5.944               | 106                |
| Prev. work (baseline ANN) | 1.790 ± 0.112    | 1.200 ± 0.056   | 6.141               | 106                |
| DCNN–ETL [43]           | 1.503            | —               | 9.505               | 340 (+25,338 initial training) |
| RNN [38]                | 0.462            | —               | —                   | 500                |

1 Peak error is the maximum quoted error from each study: for this and previous work, it is the maximum recorded error over 6-fold cross-validation. 2 Linear regression of the charge transfer resistance as a measure of SoH proposed by [18] at 60% SoC on this work’s dataset. 3 Avg. errors calculated from published SoH prediction errors, number of samples estimated from authors’ quotation of 5 cells for training. 4 Number of samples not quoted: estimated from samples available in the open source NASA Ames dataset used.

From Table 4, it is shown that although the RMS and mean absolute errors for the CNN are higher than for the ECM parameter-based baseline ANN, the proposed method for model-free SoH estimation still outperforms the majority of similar learning-based methods despite the small training dataset considered. This includes the baseline ANN with a Randles ECM without modifications to improve fit quality for the considered dataset, yielding improvements of 0.117 SoH% and 0.697 SoH% for RMS and peak error, respectively. As suggested by results of the fitting process in Table 2, the equivalent series resistance and charge transfer resistance were obtained with high accuracy, hence minimising the effect of the fitting error on SoH estimation based on these parameters. However, it is noted that despite this, the performance of simpler SoH estimation methods, such as relating SoH with the charge transfer resistance using a linear relationship, is greatly reduced compared with the proposed method. This is apparent even for methods that are not strictly model-based, such as in [30], where inputs for a single hidden layer ANN are instead extracted by direct measurement with hybrid pulse-power characterisation. More complex learning-based approaches such as DCNN–ETL [43] for online SoH monitoring based on the battery terminal voltage and current represent the potential of the model-free method, with the application of an ensemble of pre-trained neural networks suggested to further improve SoH estimation accuracy.

For future work, further investigation is required to quantify the influence on model accuracy if the ECM is not well-chosen or if additional phenomena are observed in the collected impedance data, such as the appearance of a second film capacitive loop at...
mid- to high-probing frequencies. Additional factors influencing SoH estimation, such as temperature, will require consideration of a larger, temperature-dependent dataset to guarantee robustness to a range of environmental conditions if climate-controlled measurements are not feasible or desirable. In particular, while this study considers offline estimation of battery SoH at end-of-first-life, this would be a necessary consideration for the potential online deployment of the described methods for SoH monitoring through online measurement of the battery impedance. Notably, the online application of EIS presents considerable challenges; typically, measurements are obtained under the strict constraints of pseudolinearity and after a long rest period, which is not realistic for online deployment. The effectiveness of the existing dataset is unclear when considering differences between data collected online and offline, as well as changes observed over the full first life cycle of the battery as opposed to the end-of-first-life considered in this work, warranting datasets collected specifically for this purpose. Nonetheless, implementations of online EIS, such as in [54], present a potential platform for extension of the proposed method to online SoH estimation. While SoH is an important factor in the screening of cells for second life application, other health indicators, such as power fade, also form a crucial part of this process. In principle, power fade in lithium-ion batteries is related to the formation of solid electrolyte interphase with age, which results in changes in measurable properties such as internal resistance. Since these quantities are measurable through EIS [9], there is potential for further expansion of the described methods for coestimation of power fade and SoH. These applications represent open avenues for future work.

4. Conclusions

A model-free neural-network-based method based on a convolutional neural network (CNN) has been proposed to estimate the state of health (SoH) of 2P arrangements of high-power lithium-ion batteries based on measurements of the battery impedance spectrum and state of charge. Compared by 6-fold cross-validation with a similar equivalent-circuit-model-based (ECM) neural network (ANN) approach from our previous work, both models were demonstrated to be robust to factors affecting battery impedance measurements such as the state of charge (SoC) dependence across a range of 20–100% SoC, resulting in an average RMS prediction error competitive with popular existing data-driven approaches (~2.5–1.5 SoH%) for SoH estimation. Comparing the CNN and ECM-based ANN with dataset-specific modifications to improve model fit quality shows good distinction of cells above and below the typical screening criterion of 80% SoH and high correlation between prediction and ground truth SoH—0.70 and 0.81 Pearson correlation coefficients for the CNN and ANN, respectively—with the CNN showing slight reductions in estimation consistency. We posit that the proposed method provides benefits in flexibility through the abstraction of the manual model and initial fitting parameter selection required with the model-based method. Critically, when the dataset-specific modifications are removed, the CNN yields improvements in accuracy by RMS (0.117%) and peak error (0.697%) over the model-based approach. Overall, the proposed method achieves accuracy competitive with many model-based and model-free SoH estimation schemes, maintaining low (1.974 ± 0.132 SoH%) RMS and peak (5.944 SoH%) estimation error. This is demonstrated with the use of a small dataset of 106 training samples, demonstrating the applicability of our method even with limited availability of training data.
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