Electron transport in InAs nanowires has been studied extensively\textsuperscript{1,2,3,4,5} because of interest in high mobility\textsuperscript{6} devices\textsuperscript{7,8}, low bandgap of 0.35 eV, ability to form ohmic contacts\textsuperscript{9}, spin-orbit interaction\textsuperscript{10,11} and coherent super-current transport\textsuperscript{12}. Nanowire based devices have been considered to be one of the means to realize spintronic devices like the spin dependent field-effect transistor\textsuperscript{13,14}, and one of the desirable features of such a device is the tunability of spin-orbit interaction\textsuperscript{15}. In order to better understand the spin-orbit interaction and relaxation mechanisms magnetotransport measurements have been done on a network of InAs nanowires\textsuperscript{2} at low magnetic fields. However, studying electron transport in individual nanowires at both low and high magnetic field can provide additional insight into the electron transport in nanowires particularly since there is strong evidence to suggest that in case of InAs there is a subsurface sheet of electrons that participates in the electron transport together with the electrons in the volume\textsuperscript{16}.

In our experiments we probe the low and high magnetic field electron transport in individual InAs nanowires. Our experiments improve upon the earlier work that measured the phase coherence length ($l_\phi$) and spin orbit interaction length ($l_{so}$) in a network of nanowires\textsuperscript{2}. Our measurements are different because the turn-on threshold of individual nanowires varies ($\sim 5$ V) due to the local electrostatic environment and the nature of unintentional doping. We show that the phase coherence length is strong function of gate voltage; as a result ensemble averaging using a network of wires can be a simplification. Our measurements also indicate the tunability of $l_\phi$ and $l_{so}$. The high field magnetotransport measurements with magnetic field perpendicular to the axis of the wire shows that the mobility of the electrons is significantly modified with magnetic field. We argue that degree of surface scattering, together with skipping orbits along the edges play a significant role in determining the variation of mobility at high fields. Our experiments show that the high magnetic field transport provides a way to decouple the contribution of scattering at surface and or within the volume\textsuperscript{16} – this is an important challenge in understanding electron and thermal transport in nanostructures.

The InAs nanowires used to make devices in this work were synthesized in a metal organic vapor phase epitaxy system using the vapor-liquid-solid (VLS) technique\textsuperscript{17,18} on a $<111>$ B oriented GaAs substrate. All the measurements in our work were done on wires 80-90 nm in width of the wire is 90 nm.
diameter, 2–5 µm long and oriented in the < 111 > direction. The devices were fabricated by depositing the wires on a degenerately-doped silicon wafer with 300nm of thermally-grown SiO2. The electrodes were then defined by locating the wires relative to a pre-patterned markers using electron beam lithography. After developing, the devices were loaded in a sputtering chamber with an in-situ low power plasma etcher. To ensure good ohmic contacts, amorphous oxide / resist residues were removed by in-situ plasma etching before the deposition of Cr (20 nm) and Au(80 nm) without breaking vacuum. This procedure for fabricating ohmic contacts differs from the one reported in literature using ammonium polysulphide; however, we have consistently fabricated devices with good ohmic contacts. Fig. 1a shows the conductance (G) of a device as a function of gate voltage (Vg) at series of temperatures. The variation of conductance as a function of magnetic field is shown in Fig. 2a at Vg = 4.2 V and 8.2 V. c) Phase coherence length lφ and lso extracted from fits to the data shown in Fig. 2a. The diameter and length of the nanowire is 90 nm and 3 µm respectively.

To characterize the devices prior to magnetotransport measurements we performed detailed transport measurements on each device in zero field to study the mobility and on-off characteristics of the device as a function of temperature; these measurements also allow us to confirm the ohmic nature of the contacts. Fig. 1b shows colorscale conductance plot of one such device as a function of temperature from 4 K to 290 K and Vg. Fig. 1c shows the plot of mobility as a function of temperature for the device shown in Fig. 1b. The mobility was calculated by taking into account the device geometry and electrical characteristics.\textsuperscript{15,16,20} The variation in the mobility of the device as a function of the temperature shows phonon scattering dominating at higher temperatures and around 30 K the mobility saturates to indicate the residual contribution of impurity scattering. Using the mobility of the devices at 4 K we can estimate the mean free path (lφ ∼ 40 nm) with Fermi wavelength (λF ∼ 30 nm) (at Vg = Vthreshold + 5 V). Considering the length of the wire and diameter of wire we find that lφ < l, l is the length of wire and lφ < w, where w is the diameter of the wire.

We next consider the magnetotransport measurements for the nanowires at low magnetic fields as the density of carriers is modified over a large range by tuning the gate voltage from off to on state. In the data shown we vary the density of electrons upto ∼ 5 × 10\textsuperscript{17} cm\textsuperscript{-3}. Low magnetic field transport measurements measuring the variation of conductance as a function of magnetic field allow us to measure the phase coherence length lφ and spin-orbit relaxation length lso.\textsuperscript{21,22,23} The increase beyond the Drude conductivity when an electron gas is subjected to low magnetic field is known as Weak Localization (WL) and is due to destruction of the constructive interference between time-reversed trajectories; in case of strong spin-orbit interaction this correction becomes negative leading to a drop in conductance known as Weak Anti-Localisation (WAL).\textsuperscript{24} Fig. 2a shows the color scale conductance plot of one such device as a function of Vg and B. The banded colorscale accentuates the transition WL to weak WAL regimes that exhibit an increase in conductance and decrease in conductance respectively as a function of magnetic field.\textsuperscript{21,22,23} The conductance can be fitted based on the calculation of conductance of a nanowire of length l and diameter w with the magnetic field oriented perpendicular to the direction of current flow. The fits for the data are shown in Fig. 2b at two different regimes, namely the WL and WAL, in the same device. The fitting is based on the correction to conductivity, ∆σ(B) ∝ \( \frac{1}{2}(lφ^2 + \frac{w^2 φ^2}{16 σ_d^2})^{-1/2} - \frac{1}{2}(lφ^2 + \frac{w^2 φ^2}{16 σ_d^2})^{-1/2} \), in the presence of magnetic field B for a rectangular wire of cross-section w and e being the charge of an electron.

We have performed similar measurements on several other devices and qualitative features of the key analysis and features are the same and we discuss them in further detail. Fig. 2c shows the evolution of the phase coherence length (lφ) and spin-orbit length (lso) – a measure of the spin-orbit interaction within the wire. We observe that there is a continuous variation as a function of gate voltage. We observe peak-like features in the extracted values of lφ, however, we do not understand the origin of these features. One other interesting feature of our data is that there is a variation in lφ and lso even after the on-state conductance saturates. We speculate that this...
could be a signature of electric field induced change in the spin-orbit interaction. Further experiments with self-aligned gates that subject the FET channel to external electric field are required to better understand some of these observations.

In our analysis we find that both \( l_\phi \) and \( l_{so} \) are both tuned by \( V_g \) by a factor of two. As the turn-on threshold of various nanowire FET devices varies due to the local electrostatic environment the ensemble averaging over a network may suppress mesoscopic effects. The origin of the variation in magnitude of \( l_\phi \) and \( l_{so} \) could be due to a variety of reasons, including Dresselhaus effect, the Elliot-Yafet mechanism, and Rashba effect. Dresselhaus effect, which depends on bulk induced asymmetry, should not contribute because of the absence of spin-splitting in the direction of transport \(<111>\). Hansen et al. have estimated relaxation due to Elliot-Yafet mechanism to be \( l_{so} \sim 0.5 \) to \( 2 \) \( \mu \) m for similar nanowires. One can estimate for the case of Rashba effect \( l_{so} = \frac{h^2}{m^*eE_\alpha} \) which can arise due to electric field \( E \) across the width of the wire due to the gate, and for bulk InAs the effective mass \( m^* = 0.023m_e \) and \( \alpha_0 = 117\, \text{A}^2 \). If the \( l_{so} \) varies between 200 to 100 nm as observed in our experiments this would imply a voltage drop of \( \sim 1.2 \) V as \( eE_\alpha \sim 10^{-11} \text{V/m} \) across the wire. However, experiments with bulk InAs in MOSFET geometry have observed values \( eE_\alpha \sim 10^{-11} \text{V/m} \); such values have been observed in heterostructures as well.

The estimate of \( l_{so} \) from the latter two mechanisms using bulk values is more than the observed \( l_{so} \). The work on InAs MOSFETs however clearly shows the crucial role of electrons at the interface of SiO\(_2\) and InAs, particularly at low density of electrons (low \( V_g \)); this also broadly explain trends seen in our data. There are possibly two mechanisms, one dominating at low \( V_g \) corresponding to \( l_{so} \) and \( \Delta_{so} \) for a 2D electron gas at the surface of nanowire and the other mechanism that takes effect when the electron density in the interior of the wire rises to affect the contribution of electrons at the InAs and SiO\(_2\) interface. Further experiments on InAs nanowires that are freely suspended are needed to conclusively resolve the origin of the mechanism.

We next consider the high magnetic field transport in these nanowires. In the high magnetic field regime when the width of the wire is comparable to the magnetic length \( l_B = \sqrt{\hbar/eB} \) which leads to a modification of the sub-band structure and could be of interest for studying spintronic systems. Additional effects of confinement become important when the diameter of the radius of cyclotron orbits for the electrons becomes smaller than the radius of the nanowire \( (l_c = \hbar k_F/eB < w/2) \). We have probed high magnetic field transport in InAs nanowires to study the variation in magnetoconductance and mobility of electrons. In these measurements the magnetic field is oriented perpendicular to the axis of the nanowires. Fig. 3a shows the plot of conductance of a device as a function of \( B \) and \( V_g \) at 1.7 K. We point out main features of the data shown in Fig. 3a – firstly, the slope \( G \) from off-state to on-state varies as a function of \( B \), secondly, we see that the on-state conductance \( G \) reduces as a function of \( B \) and lastly, the change in the \( V_{\text{threshold}} \) as a function of \( B \). Now, we discuss the first observation – the slope \( G \) when the NWFET turns on. Slope of \( G \) is proportional to the mobility \( \mu \) of the transistor via transconductance \( g_m \). Fig. 3b shows plots of \( \mu \) as a function of \( B \) from two distinct devices.

The plot of \( \mu \) as a function of \( B \) for the data shown in Fig. 3a is depicted in red with open circles. The mobility increases significantly from a value of 1200 cm\(^2\)V\(^{-1}\)s\(^{-1}\) at 0 T to about 2200 cm\(^2\)V\(^{-1}\)s\(^{-1}\) at 7.5 T. Fig. 3b also shows the plot of \( \mu \) as function of magnetic field for a second device (marked blue with square symbols) for which the mobility exhibits a significant decrease, contrary to what is seen in first device (marked red with circular symbols). In order to understand the microscopic origin of these observations we have also performed measurements on similar devices with magnetic field pointing along and perpendicular to the axis of the nanowire. We find the variation in conductance to be larger when the magnetic field is pointed perpendicular to the axis of the nanowire. We must note that there are device to device variations.

Magnetoconductance variation at high magnetic field could be due to the variation of the contact resistance with magnetic field due to spin-selective scattering at a non-ohmic contact; however, we have not used any magnetic materials for fabricating the contact and the temperature evolution of conductance (Fig. 1a) indicates...
that the contacts are ohmic. Our observation that the variation in $\mu$ as a function of $B$ is dependent on the relative orientation of the axis of the wire and magnetic field indicates that geometrical effects of electron trajectory are important; this has been observed by others as well. At zero magnetic field the electron traverses from one electrode to another via a series of scattering events within the volume of the sample and the surface. In our measurements we find that $l > l_c$ and as one increases the magnetic field another lengthscale, $l_c$, becomes relevant; the cyclotron orbit radius $-l_c = h k_F/ e B$. When $l_c < w/2$, the contribution of surface scattering can reduce leading to an increase in the mobility. For the data shown in Fig. 3a the $l_c = 1.4 \times 10^{-7} B(T)$ m and the crossover field (for $w = 80$ nm) occurs at a value of 3.6 T. The concomitant change in the $V_{\text{threshold}}$ can also be understood due to the change in the screening of gate voltage once the electrons are confined tightly to the surface and there are localized orbits within the volume of the nanowires while $l_c << w/2$. This qualitative picture changes if the nature of surface scattering is different. Device to device variations result in different trends in the dependence of $\mu$ with $B$, as seen in the data from the two devices in Fig. 3b. The main difference between these two devices is their $\mu$ at 0T. The drop in $\mu$ as a function of $B$ is something that needs further detailed analysis beyond the scope of our manuscript. The unusual role of surface scattering is also seen in another aspect of our data — the evolution of the conductance at a fixed electron density as a function of magnetic field (shown in inset Fig.3b). We observe that in all our devices the conductance reduces at high magnetic fields and for the case of narrow channels with diffuse scattering negative magnetoresistance is expected.

If one considers only bulk scattering then this could also happen when $l_c < l_e$ and in our devices this will occur at $B \sim 3.6$ T; also when $l_c < w/2$ crossover occurs. Surface roughness effects have been theoretically shown to be important in determining transport length scales and may need to be considered. It is also essential to understand the role of the layer of electrons confined close to the surface of InAs nanowires as this could affect the nature of surface scattering.

We have described detailed magnetotransport measurements on individual InAs nanowires. We find that the $l_{so}$ can be tuned by over a factor of $\sim 2$. One possible explanation of this tunability could be the transition from low to high density of electrons changing the relative contribution of electrons in the volume and those confined to the surface of InAs. In the high magnetic field regime we find that transition in mobility occurs when the cyclotron orbit size becomes smaller than the width of the wire. These measurements also indicate that surface scattering plays a crucial role and magnetic field can be used to tune the contribution of two scattering mechanisms in nanostructures.
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