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Abstract

We develop the concept of integral Menger curvature for a large class of nonsmooth surfaces. We prove uniform Ahlfors regularity and a $C^{1,\lambda}$-a-priori bound for surfaces for which this functional is finite. In fact, it turns out that there is an explicit length scale $R > 0$ which depends only on an upper bound $E$ for the integral Menger curvature $\mathcal{M}_p(\Sigma)$ and the integrability exponent $p$, and not on the surface $\Sigma$ itself; below that scale, each surface with energy smaller than $E$ looks like a nearly flat disc with the amount of bending controlled by the (local) $\mathcal{M}_p$-energy. Moreover, integral Menger curvature can be defined a priori for surfaces with self-intersections or branch points; we prove that a posteriori all such singularities are excluded for surfaces with finite integral Menger curvature. By means of slicing and iterative arguments we bootstrap the Hölder exponent $\lambda$ up to the optimal one, $\lambda = 1 - (8/p)$, thus establishing a new geometric ‘Morrey-Sobolev’ imbedding theorem.

As two of the various possible variational applications we prove the existence of surfaces in given isotopy classes minimizing integral Menger curvature with a uniform bound on area, and of area minimizing surfaces subjected to a uniform bound on integral Menger curvature.
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1 Introduction

For three different non-collinear points \( x, y, z \in \mathbb{R}^n \) the expression

\[
R(x, y, z) := \frac{|x - y||x - z||y - z|}{4A(x, y, z)},
\]

(1.1)

where \( A(x, y, z) \) is the area of the triangle with vertices at \( x, y \) and \( z \), provides the radius of the uniquely defined circumcircle through \( x, y, \) and \( z \). This gives rise to a family of integral Menger curvature\(^1\) that is, geometric curvature energies of the form

\[
\mathcal{M}_p(E) := \int_E \int_E \int_E \frac{1}{R^p(x, y, z)} \, d\mathcal{H}^1(x) \, d\mathcal{H}^1(y) \, d\mathcal{H}^1(z), \quad p \geq 1,
\]

(1.2)
defined on one-dimensional Borel sets \( E \subset \mathbb{R}^n \). According to a remarkable result of J.C. Léger\(^\footnote{Coined after K. Menger who generalized expression (1.1) to metric spaces as a foundation of a metric coordinate free geometry; see \cite{23}, \cite{4}.} \)\footnote{A set \( E \) of Hausdorff dimension 1 is said to be Ahlfors-regular if and only if there is a constant \( C_E \geq 1 \) such that \( C_E^{-1}R \leq \mathcal{H}^1(E \cap B(x, R)) \leq C_E R \) for every \( x \in E \) and \( R > 0 \), where \( B(x, R) \) denotes a closed ball of radius \( R \).} such sets \( E \) with Hausdorff measure \( \mathcal{H}^1(E) \in (0, \infty) \) and with finite integral Menger curvature \( \mathcal{M}_p(E) \) for some \( p \geq 2 \), are 1-rectifiable in the sense of geometric measure theory. To be precise, \( \mathcal{H}^1 \)-almost all of \( E \) is contained in a countable union of Lipschitz graphs. Ahlfors-regular\(^2\) one-dimensional Borel sets \( E \subset \mathbb{R}^2 \) satisfying the local condition

\[
\mathcal{M}_2(E \cap B(\xi, r)) \leq C r \quad \text{for all } \xi \in \mathbb{R}^2, \ r \in (0, r_0]
\]

(1.3)

turn out to be uniformly rectifiable, i.e., they are contained in the graph of one bi-Lipschitz map \( f : \mathbb{R} \to \mathbb{R}^2 \); see \cite{25} Theorem 39 referring to work of P. Jones. M. Melnikov and J. Verdera\(^\footnote{Coined after K. Menger who generalized expression (1.1) to metric spaces as a foundation of a metric coordinate free geometry; see \cite{23}, \cite{4}.} \)\footnote{A set \( E \) of Hausdorff dimension 1 is said to be Ahlfors-regular if and only if there is a constant \( C_E \geq 1 \) such that \( C_E^{-1}R \leq \mathcal{H}^1(E \cap B(x, R)) \leq C_E R \) for every \( x \in E \) and \( R > 0 \), where \( B(x, R) \) denotes a closed ball of radius \( R \).} realized that \( \mathcal{M}_2 \) is a crucial quantity in harmonic analysis to characterize removable sets for bounded analytic functions; see e.g. the surveys \cite{19}, \cite{20}, \cite{38}. If one considers the Menger-energy on rectifiable closed curves \( E = \gamma(S^1) \subset \mathbb{R}^3 \) the following geometric Morrey-Sobolev imbedding theorem was proven in \cite{33} Theorem 1.2], and this result may be viewed as a counterpart to J.C. Léger’s regularity result on a higher regularity level:

If \( \mathcal{M}_p(\gamma) \) is finite for some \( p \in (3, \infty] \) and if the arclength parametrization \( \Gamma \) of the curve \( \gamma \) is a local homeomorphism then \( \gamma(S^1) \) is diffeomorphic to the unit circle \( S^1 \), and \( \Gamma \) is a finite covering of \( \gamma(S^1) \) of class \( C^{1,1-\beta/3p} \).

In fact, even the stronger local version holds true \cite{33} Theorem 1.3], which may be viewed as a geometric Morrey-space imbedding and whose superlinear growth assumption \((1.4)\) is the counterpart of (1.3):

If the arclength parametrization \( \Gamma \) is a local homeomorphism, and if

\[
\int_{B(\tau_1, r)} \int_{B(\tau_2, r)} \int_{B(\tau_3, r)} \frac{ds \, dt \, d\sigma}{R^2(\Gamma(s), \Gamma(t), \Gamma(\sigma))} \leq C r^{1+2\beta}
\]

(1.4)

holds true for all \( r \in (0, r_0] \) and all arclength parameters \( \tau_1, \tau_2, \tau_3 \), then \( \Gamma \) is a \( C^{1,\beta} \)-covering of the image \( \gamma(S^1) \) which itself is diffeomorphic to the unit circle.
From the results on one-dimensional sets and in particular on curves it becomes apparent that integral Menger curvature \( M_p \) exhibits regularizing and self-avoidance effects (as already suggested in \([12]\) and \([2]\)). These effects become stronger with increasing \( p \), in fact, one has

$$\lim_{p \to \infty} (M_p(\gamma))^{1/p} = \frac{1}{\inf_{\sigma \neq s \neq t \neq \alpha} R(\Gamma(s), \Gamma(t), \Gamma(\sigma))} = \frac{1}{\triangle[\gamma]}$$

where \( \triangle[\gamma] \) is the notion of thickness of \( \gamma \) introduced by O. Gonzalez and J.H. Maddocks \([12]\) who were motivated by analytical and computational issues arising in the natural sciences such as the modelling of knotted DNA molecules. In fact, it was shown in \([13]\) and \([29]\) that closed curves with finite energy \( 1/\triangle[\gamma] \), i.e. with positive thickness, are exactly those embeddings with a \( C^{1,1} \)-arclength parametrization, which lead to variational applications for nonlinearly elastic curves and rods with positive thickness; see also \([30]\), \([31]\). We generalized this concept of thickness in \([34]\) and \([35]\) to a fairly general class of nonsmooth surfaces \( \Sigma \subset \mathbb{R}^n \) with the central result that surfaces with positive thickness \( \triangle[\Sigma] \) are in fact \( C^{1,1} \)-manifolds with a uniform control on the size of the local \( C^{1,1} \)-graph patches depending only on the value of \( \triangle[\Sigma] \). Uniform estimates on sequences then allow for the treatment of various energy minimization problems in the context of thick (and therefore embedded) surfaces of prescribed genus or isotopy class; see \([35\), Theorem 7.1].

In the present situation we ask the question:

**Is it possible to extend the definition of integral Menger curvature \( M_p \) for \( p < \infty \) to surfaces with similar regularizing and self-avoidance effects as in the curve case?**

The most natural generalization of \( M_p \) to two-dimensional closed surfaces \( \Sigma \subset \mathbb{R}^3 \) would be to replace the circumcircle radius \( R(x, y, z) \) of three points \( x, y, z \) in \([1.2]\) by the circumsphere radius \( R(\xi, x, y, z) \) of the tetrahedron \( T := (\xi, x, y, z) \) spanned by the four non-coplanar points \( \xi, x, y, z \). This radius is given by

$$\frac{1}{2R(T)} = \frac{|\langle z_3, z_1 \times z_2 \rangle|}{|z_1|^2z_2 \times z_3 + |z_2|^2z_3 \times z_1 + |z_3|^2z_1 \times z_2|}, \quad (1.5)$$

where \( z_1 = \xi - z, z_2 = x - z, z_3 = y - z \). This would lead to the geometric curvature energy

$$\int_{\Sigma} \int_{\Sigma} \int_{\Sigma} \int_{\Sigma} \frac{d\mathcal{H}^2(\xi)d\mathcal{H}^2(x)d\mathcal{H}^2(y)d\mathcal{H}^2(z)}{R^p(\xi, x, y, z)}, \quad (1.6)$$

which in principle would serve our purpose: all our results stated below extend to this energy. But – although the integrand is trivially constant if \( \Sigma \) happens to be a round sphere – there are smooth surfaces with straight nodal lines (such as the graph of the function \( f(x, y) := xy \)) where the integrand is not pointwise bounded; see Appendix B. This is a problem since we want to consider arbitrarily large \( p \), and we envision a whole family of integral Menger curvatures that are finite on any closed smooth surface for any value of \( p \).

Rewriting \([1.1]\) as

$$R(x, y, z) = \frac{|x - z||y - z|}{2\text{dist}(z, L_{xy})},$$

where \( L_{xy} \) denotes the straight line through \( x \) and \( y \), one is naively tempted to consider 4-point-integrands of the form

$$\left( \frac{\text{dist}(\xi, \langle x, y, z \rangle)}{M(|\xi - x|, |\xi - y|, |\xi - z|)^\alpha} \right)^p, \quad (1.7)$$
where \( (x, y, z) \) denotes the affine 2-plane through generic non-collinear points \( x, y, z \in \mathbb{R}^3 \). Here, \( \alpha \geq 1 \) is a power and the function \( M : \mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+ \) is a mean, i.e. \( M \) is monotonically increasing with respect to each variable and satisfies the inequality

\[
\min\{a, b, c\} \leq M(a, b, c) \leq \max\{a, b, c\}.
\]

Again, all our results that will be stated below would hold if we worked with integrands as in (1.7) for \( \alpha = 2 \). This is very similar to a suggestion of J.C. Léger [14, p. 833] who proposes a general integrand for \( d \)-dimensional sets; for \( d = 2 \) his choice boils down to (1.7) with \( M \) being the geometric mean and \( \alpha = 3 \). However, the situation for such integrands, due to the lack of symmetry w.r.t. permutations of the 4 points, is even worse than for inverse powers of the circumsphere radius: for any choice of \( \alpha > 1 \) there are sufficiently large \( p = p(\alpha) \) such that even a round sphere has infinite energy. This singular behaviour is caused by small tetrahedra for which the plane through \( (x, y, z) \) is almost perpendicular to the surface. See Appendix B for more details.

Roughly speaking, the trouble with (1.5) or (1.7) for surfaces comes from the fact that various ‘obviously equivalent’ formulae for \( 1/R \) for triangles (relying on the sine theorem) are no longer equivalent for tetrahedra; to obtain a whole scale of surface integrands which penalize wrinkling, folding, appearance of narrow tentacles, self-intersections etc. but stay bounded on smooth surfaces, one should make a choice here. In their pioneering work [15, 16] dealing with \( d \)-rectifiability and least square approximation of \( d \)-regular measures, G. Lerman and J.T. Whitehouse suggest a whole series of high-dimensional counterparts of the one-dimensional Menger curvature. Their ingenious discrete curvatures are based, roughly speaking, on the so-called polar sine function scaled by some power of the diameter of the simplex, and can be used to obtain powerful and very general characterizations of rectifiability of measures. (In [16] Sec. 1.5 and 6) they also note that the integrand suggested by Léger does not fit into their setting.)

Motivated by this and by the explicit formula for the circumsphere radius, we are led to consider another 4-point integrand with symmetry and with fewer cancellations in the denominator. For a tetrahedron \( T \) consider the function

\[
K(T) := \begin{cases} 
\frac{V(T)}{A(T)(\text{diam } T)^2} & \text{if the vertices of } T \text{ are not co-planar,} \\
0 & \text{otherwise,}
\end{cases}
\]

where \( V(T) \) denotes the volume of \( T \) and \( A(T) \) stands for the total area, i.e., the sum of the areas of all four triangular faces of \( T \). Thus, up to a constant factor \( K \) is the ratio of the minimal height of \( T \) to the square of its diameter, which is similar but not identical to the numerous curvatures considered by Lerman and Whitehouse in [16]. The difference is that our \( K \) scales like the inverse of length whereas their \( d \)-dimensional curvatures, cf. e.g. the definition of \( c_{MT} \) in [16] p. 327], for \( d = 2 \) scale like the inverse of the cube of length. Such scaling enforces too much singularity for our purposes; we explain that in Remark 5.2 in Section 5.

This leads us to the integral Menger curvature for two-dimensional surfaces \( \Sigma \subset \mathbb{R}^3 \),

\[
\mathcal{M}_p(\Sigma) := \int_\Sigma \int_\Sigma \int_\Sigma \int_\Sigma K^p(T) \, dH^2 \otimes dH^2 \otimes dH^2 \otimes dH^2(T),
\]

which is finite for any \( C^2 \)-surface for any finite \( p \), since \( K(T) \) is bounded on the set of all nondegenerate tetrahedra with vertices on such a surface; see Appendix A.

To keep a clear-cut situation in the introduction we state our results here for closed Lipschitz surfaces only and refer the reader to Definition 2.4 in Section 2.2 for the considerably more general
class $\mathcal{A}$ of admissible surfaces, and to Sections 3, 5, and 6 for the corresponding theorems in full generality. Let us just remark, however, that our admissibility class $\mathcal{A}$ contains surfaces that are not even topological submanifolds of $\mathbb{R}^3$: e.g. a sphere with the north and south pole glued together. The finiteness of $\mathcal{M}_p(\Sigma)$ has therefore topological, measure-theoretic and analytical consequences.

**Theorem 1.1** (Uniform Ahlfors regularity and a diameter bound). There exists an absolute constant $\alpha > 0$ such that for any $p > 8$, every $E > 0$, and for every closed compact and connected Lipschitz surface $\Sigma \subset \mathbb{R}^3$ with $\mathcal{M}_p(\Sigma) \leq E$ the following estimates hold:

$$\text{diam } \Sigma \geq \left( \frac{\alpha^8 p}{E} \right)^{\frac{1}{p-8}},$$

$$\mathcal{H}^2(\Sigma \cap B(x, R)) \geq \frac{\pi}{2} R^2 \text{ for all } x \in \Sigma \text{ and } R \in (0, (\alpha^8 p / E)^{1/(p-8)}].$$

(1.10)

General Lipschitz surfaces may have conical singularities with a very small opening angle, but finite $\mathcal{M}_p$-energy controls uniformly the lower density quotient. These quantitative lower estimates for diameter and density quotient resemble L. Simon’s results [32, Lemma 1.1 and Corollary 1.3] for smooth embedded two-dimensional surfaces of finite Willmore energy, derived by means of the first variation formulas. Here, in contrast, we set up an intricate algorithm (see Theorem 3.3 and its proof in Section 4), starting with a growing double cone and continuing with an increasingly complicated growing set centrally symmetric to a surface point, to scan the possibly highly complex exterior and interior domain bounded by $\Sigma$ in search for three more complementing surface points to produce a “nice” tetrahedron whose size is controlled in terms of the energy. Along the way, the construction allows for large projections onto affine 2-planes which leads to the uniform estimate (1.10).

The case $p = 8$ yields a result which may be interpreted as a two-dimensional variant of Fenchel’s theorem on the total curvature of closed curves [10]:

**Theorem 1.2** (Fenchel for surfaces). There is an absolute constant $\gamma_0 > 0$ such that $\mathcal{M}_8(\Sigma) \geq \gamma_0$ for any closed compact connected Lipschitz surface $\Sigma \subset \mathbb{R}^3$.

The exponent $p = 8$ is a limiting one here: $\mathcal{M}_8$ is scale invariant. Invoking scaling arguments, it is easy to see that any cone over a smooth curve must have infinite $\mathcal{M}_p$-energy for every $p \geq 8$.

Uniform control over the lower Ahlfors regularity constant as in Theorem 1.1 permits us to prove the existence of a field of tangent planes for finite energy surfaces $\Sigma$ (coinciding with the classical tangent planes at points of differentiability of $\Sigma$), and quantitatively control its oscillation:

**Theorem 1.3** (Oscillation of the tangent planes). For any closed compact and connected Lipschitz surface $\Sigma \subset \mathbb{R}^3$ with $\mathcal{M}_p(\Sigma) \leq E$ for some $p > 8$ the tangent plane $T_x \Sigma$ is defined everywhere and depends continuously on $x$: there are constants $\delta_1 = \delta_1(p) > 0$ and $A = A(p) \geq 0$ such that

$$\langle T_x \Sigma, T_y \Sigma \rangle \leq A E^{\frac{1}{p+16}} |x - y|^{\frac{p-8}{p+16}}$$

(1.11)

whenever $|x - y| \leq \delta_1(p) E^{-1/(p-8)}$.

One might compare this theorem with Allard’s famous regularity theorem [1, Theorem 8.19] for varifolds: Supercritical integrability assumptions (with exponent $p >$ dimension) on the generalized mean curvature are replaced here by integrability assumptions on our four-point Menger curvature integrand $K$ for $p > 8 = 4 \cdot $-dimension – with possible extension to metric spaces, since our integrand may be expressed in terms of distances only. To prove Theorem 1.3 (see Section 5 for all details), we
start with a technical lemma, ascertaining that the so-called P. Jones’ \( \beta \)-numbers of \( \Sigma \), measuring the distance from \( \Sigma \) to the best ‘approximating plane’ and defined by

\[
\beta_\Sigma(x, r) := \inf \left\{ \sup_{y \in \Sigma \cap B(x, r)} \frac{\text{dist}(y, F)}{r} : F \text{ is an affine } 2\text{-plane through } x \right\},
\]

(1.12)
can be estimated by \( \text{const} \cdot r^{(p-8)/(p+16)} \) at small scales. This estimate is uniform, i.e. depends only on \( p \) and on the energy bounds, due to Theorem 1.1. For a wide class of Reifenberg flat sets with vanishing constant, see G. David, C. Kenig and T. Toro [6] or D. Preiss, X. Tolsa and Toro [26], this would be enough to guarantee the desired result. However, at this stage we cannot ensure that the surface we consider is Reifenberg flat with vanishing constant; it might be just a Lipschitz surface with some folds or conical singularities which are not explicitly excluded in Theorem 1.1. Reifenberg flatness, introduced by E.R. Reifenberg [28] in his famous paper on the Plateau problem in high dimensions, requires not only some control of \( \beta \)'s, but also a stronger fact: one needs to know that the Hausdorff distance between the approximating planes and \( \Sigma \) is small at small scales. To get such control, we use some elements of the proof of Theorem 1.1 to guarantee the existence of large projections of \( \Sigma \) onto planes, and, proceeding iteratively, combine this with the decay of \( \beta \)'s to reach the desired conclusion. The proof is presented in Section 5; it is self-contained and independent of [6] and [26].

Once Theorem 1.3 is established, we know that in a small scale, depending solely on \( p \) and on the energy bound, the surface is a graph of a \( C^{1, \kappa} \) function. Slicing arguments similar to, but technically more intricate than those in the proof of optimal Hölder regularity for curves in [33, Theorem 1.3], are employed in Section 6 to bootstrap the Hölder exponent from \( \kappa = (p - 8)/(p + 16) \) to \( (p - 8)/p \) and prove

**Theorem 1.4 (Optimal Hölder exponent).** Any closed, compact and connected Lipschitz surface \( \Sigma \) in \( \mathbb{R}^3 \) with \( \mathcal{M}_p(\Sigma) \leq E < \infty \) for some \( p > 8 \) is an orientable \( C^{1,1-8/p} \)-manifold with local graph representations whose domain size is controlled solely in terms of \( E \) and \( p \).

We expect that \( 1 - 8/p \) is the optimal exponent, like the corresponding optimal exponent \( 1 - 3/p \) in the curve case in [33, Theorem 1.3]; see the example for curves in [36, Section 4.2].

The last section deals with sequences of surfaces with a uniform bound on their \( \mathcal{M}_p \)-energy. Using a combination of Blaschke’s selection theorem and Vitali covering arguments with balls on the scale of uniformly controlled local graph representations we can establish the following compactness result.

**Theorem 1.5 (Compactness for surfaces with equibounded \( \mathcal{M}_p \)-energy).** Let \( \{\Sigma_j\} \) be a sequence of closed, compact and connected Lipschitz surfaces containing \( 0 \in \mathbb{R}^3 \) with

\[ \mathcal{M}_p(\Sigma_j) \leq E \text{ for all } j \in \mathbb{N} \quad \text{and} \quad \sup_{j \in \mathbb{N}} \mathcal{H}^2(\Sigma_j) \leq A, \]

for some \( p > 8 \). Then there is a compact \( C^{1,1-8/p} \)-manifold \( \Sigma \) without boundary embedded in \( \mathbb{R}^3 \), and a subsequence \( j' \), such that \( \Sigma_{j'} \) converges to \( \Sigma \) in \( C^1 \), and such that

\[ \mathcal{M}_p(\Sigma) \leq \liminf_{j \to \infty} \mathcal{M}_p(\Sigma_j). \]

Instead of the uniform area bound one could also assume a uniform diameter bound.

Using this compactness result and the self-avoidance effects of integral Menger curvature we will prove that one can minimize area in the class of closed, compact and connected Lipschitz surfaces of fixed genus under the constraint of equibounded energy. For given \( g \in \mathbb{N} \) let \( M_g \) be a closed, compact
and connected reference surface of genus $g$ that is smoothly embedded in $\mathbb{R}^3$, and consider the class $\mathcal{C}_E(M_g)$ of closed, compact and connected Lipschitz surfaces $\Sigma \subset \mathbb{R}^3$ ambiently isotopic to $M_g$ with $\mathcal{M}_p(\Sigma) \leq E$ for all $\Sigma \in \mathcal{C}_E(M_g)$.

**Theorem 1.6** (Area minimizers in a given isotopy class). For each $g \in \mathbb{N}$, $E > 0$ and each fixed reference surface $M_g$ the class $\mathcal{C}_E(M_g)$ contains a surface of least area.

We can also minimize the integral Menger curvature $\mathcal{M}_p$ itself in a given isotopy class with a uniform area bound, i.e. in the class $\mathcal{C}_A(M_g)$ of closed, compact and connected Lipschitz surfaces $\Sigma \subset \mathbb{R}^3$ ambiently isotopic to $M_g$ with $\mathcal{H}^2(\Sigma) \leq A < \infty$.

**Theorem 1.7** ($\mathcal{M}_p$-minimizers in a given isotopy class). For each $g \in \mathbb{N}$, $A > 0$, there exists a surface $\Sigma \in \mathcal{C}_A(M_g)$ with

$$\mathcal{M}_p(\Sigma) = \inf_{\mathcal{C}_A(M_g)} \mathcal{M}_p.$$

The proofs of Theorems 1.5–1.7 are given in Section 7.

**Remark 1.8.** It can be checked that our Theorems 1.1 and 1.2 can be proven for a large class of integrands including the two-dimensional $c_{\text{MT}}$ and other curvatures of Lerman and Whitehouse, and even the one suggested by Léger. (One just has to check what is the critical scaling-invariant exponent, and work above this exponent.) However, Theorems 1.3 and 1.4 and consequently also Theorems 1.5, 1.6 and 1.7 seem to fail for any choice of integrand $K_s(T)$ which scales like the inverse of length to some power $1 + s$, $s > 0$. Such a choice enforces too much singularity for large $p$, and the methods we employ to prove Hölder regularity of the unit normal show that the only surface with $\int K^p_s d\mu$ finite for all $p$ would be (a piece of) the flat plane. See Remark 5.2 in Section 5.

**Remark 1.9.** Our work is related to the theory of uniformly rectifiable sets of G. David and S. Semmes, see their monograph [8]. Numerous equivalent definitions of these sets involve subtle conditions stating how well, in an average sense, the set can be approximated by planes. One of the deep ideas behind this is to try and search for the analogies between classes of sets and function spaces. It turns out then that various approximation or imbedding theorems for function spaces have geometric counterparts for sets, see e.g. the introductory chapter of [8]. Speaking naively and vaguely, David and Semmes work in the realm which corresponds to the subcritical case of the Sobolev imbedding theorem: there is no smoothness but subtle tools are available to give nontrivial control of the rate of approximation of a function by linear functions (or rather: a set by planes). Here, we are in the supercritical realm. For exponents larger than the critical $p = 8$ related to scale invariance, excluding conical singularities, finiteness of our curvature integrands gives continuity of tangent planes, with precise local control of the oscillation. Note that the exponent $1 - 8/p$ in Theorem 1.6 is computed according to Sobolev’s recipe: the domain of integration has dimension 8 and we are dealing with the $p$'th power of ‘curvature’.

**Acknowledgement.** The authors would like to thank the Deutsche Forschungsgemeinschaft, Polish Ministry of Science and Higher Education, and the Centro di Ricerca Matematica Ennio De Giorgi at the Scuola Normale Superiore in Pisa, in particular Professor Mariano Giaquinta, for generously supporting this research. We are also grateful to Professor Gilad Lerman for his comments on an earlier version of this paper which helped us to improve the presentation.
2 Notation. The class of admissible surfaces

2.1 Basic notation

Balls, planes and slabs. $B(a, r)$ denotes always the closed ball of radius $r$, centered at $a$. When $a = 0 \in \mathbb{R}^3$, we often write just $B_r$ instead of $B(0, r)$.

For non-collinear points $x, y, z \in \mathbb{R}^3$ we denote by $\langle x, y, z \rangle$ the affine 2-plane through $x, y, z$. If $H$ is a 2-plane in $\mathbb{R}^3$, then $\pi_H$ denotes the orthogonal projection onto $H$. For an affine plane $F \subset \mathbb{R}^3$ such that $0 \not\in F$, we write $\sigma_F$ to denote the central projection from 0 onto $F$.

If $F$ is an affine plane in $\mathbb{R}^3$ and $d > 0$, then we denote the infinite slab about $F$ by

$$U_d(F) := \{ y \in \mathbb{R}^3 : \text{dist}(y, F) \leq d \}.$$ 

Cones. Let $\varphi \in (0, \frac{\pi}{2})$ and $w \in S^2$. We set

$$C(\varphi, w) := \{ y \in \mathbb{R}^3 : |y \cdot w| \geq |y| \cos \varphi \}$$

describing the infinite double-sided cone of opening angle $2\varphi$ whose axis is determined by $w$, and we define $C_r(\varphi, w) := B(0, r) \cap C(\varphi, w)$. We also distinguish between the two conical halves

$$C^+(\varphi, w) := \{ y \in \mathbb{R}^3 : y \cdot w \geq |y| \cos \varphi \}, \quad C^-(\varphi, w) := \{ y \in \mathbb{R}^3 : -y \cdot w \geq |y| \cos \varphi \},$$

and set $C^\pm_r(\varphi, w) := B(0, r) \cap C^\pm(\varphi, w)$.

Rotations in $\mathbb{R}^3$. Throughout, we fix an orientation of $\mathbb{R}^3$. Assume that $u, v \in S^2$ are orthogonal and $u \times v = w \in S^2$. We write $R(\varphi, w)$ to denote the rotation which, in the orthonormal basis $(u, v, w)$, is represented by the matrix

$$
\begin{pmatrix}
\cos \varphi & -\sin \varphi & 0 \\
\sin \varphi & \cos \varphi & 0 \\
0 & 0 & 1
\end{pmatrix}.
$$

Note that this formula gives in fact a linear map which does not depend on the choice of orthonormal vectors $u, v$ with $u \times v = w$.

Segments. Whenever $z \in \mathbb{R}^3$, $s > 0$ and $w \in S^2$, we set

$$I_{s, w}(z) := \{ z + tw : |t| \leq s \}$$

(this is the segment of length $2s$, centered at $z$ and parallel to $w$).

Tetrahedra. Since we deal with an integrand defined on quadruples of points in $\mathbb{R}^3$, and in various places we need to estimate that integrand on specific quadruples satisfying some additional conditions, we introduce some notation now to shorten the statements of several results in Sec. 3–6.

By a **tetrahedron** $T$ we mean a quadruple of points, $T = (x_0, x_1, x_2, x_3)$ with $x_i \in \mathbb{R}^3$ for $i = 0, 1, 2, 3$. By a triangle $\Delta$ we mean a triple of points, $\Delta = (x_0, x_1, x_2)$, $x_i \in \mathbb{R}^3$. We say that $\Delta = \Delta(T)$ is the base of $T$ iff $\Delta = \langle x, y, z \rangle$ and $T = \langle x, y, z, w \rangle$ for some $x, y, z, w \in \mathbb{R}^3$.

For $T = (x_0, x_1, x_2, x_3)$ and $T' = (x_0', x_1', x_2', x_3')$ we set

$$\|T - T'\| := \min_{\sigma \in S_4} \left\{ \max_{0 \leq i \leq 3} |x_i - x'_i| \right\},$$

where $|x_i - x'_i|$ denotes the Euclidean norm and $S_4$ is the symmetric group of all permutations of sets with four elements. We write $\mathcal{R}_r(T) := \{ T' : \|T - T'\| \leq r \}$.

To investigate the local and global behaviour of a surface, we often estimate its $\mathcal{M}_p$-energy on $\mathcal{R}_r(T) \cap \Sigma$ where either $T$ resembles, roughly speaking, a regular tetrahedron or at least its base $\Delta(T)$ resembles, again roughly, a regular triangle. Here are the appropriate definitions.
Definition 2.1. Let $θ ∈ (0, 1)$ and $d > 0$. We say that $T = (x_0, x_1, x_2, x_3)$ is $(θ, d)$–voluminous, and write $T ∈ 𝒦(θ, d)$, if and only if

(i) $x_i ∈ B(x_0, 2d)$ for all $i = 1, 2, 3$;

(ii) $θd ≤ |x_i - x_j|$ for all $i ≠ j$, where $i, j = 0, 1, 2, 3$;

(iii) $\exists(x_1 - x_0, x_2 - x_0) ∈ [θ, π - θ]$;

(iv) dist$(x_3, ⟨x_0, x_1, x_2⟩) ≥ θd$.

Definition 2.2. Let $θ ∈ (0, 1)$ and $d > 0$. We say that $Δ = (x_0, x_1, x_2)$ is $(θ, d)$–wide, and write $Δ ∈ 𝒦(θ, d)$, if and only if

(i) $x_i ∈ B(x_0, 2d)$ for $i = 1, 2$;

(ii) $θd ≤ |x_i - x_j|$ for $i ≠ j$, where $i, j = 0, 1, 2$;

(iii) $∃(x_1 - x_0, x_2 - x_0) ∈ [θ, π - θ]$.

Remark 2.3. Similar classes of simplices have been used by Lerman and Whitehouse, see [16, Sec. 3]. The class of $T$ with $Δ(T) ∈ 𝒦(θ, d)$ differs from their class of 2-separated tetrahedra as the minimal face area of $T$ with $Δ(T) ∈ 𝒦(θ, d)$ does not have to be comparable to the square of diam $T$. This plays a role in Section 5 and Section 6.

2.2 The class of admissible surfaces

Throughout the paper we consider only compact and closed surfaces.

Definition 2.4. We say that a compact connected subset $Σ ⊂ \mathbb{R}^3$ such that $Σ = ∂U$ for some bounded domain $U ⊂ \mathbb{R}^3$ is an admissible surface, and write $Σ ∈ 𝒜$, if the following two conditions are satisfied:

(i) There exist a constant $K = K(Σ)$ such that

$$\infty > 𝒦_2(Σ ∩ B(x, r)) ≥ K^{-1}r^2 \quad \text{for all } x ∈ Σ \text{ and all } 0 < r ≤ \text{diam } Σ;$$

(ii) There exists a dense subset $Σ^* ⊂ Σ$ with the following property: for each $x ∈ Σ^*$ there exists a vector $v = v(x) ∈ \mathbb{S}^2$ and a radius $δ_0 = δ_0(x) > 0$ such that

$$B(x, δ_0) ∩ (x + C^+(\pi/4, v)) ⊂ U \cup \{x\}, \quad B(x, δ_0) ∩ (x + C^-(\pi/4, v)) ⊂ (\mathbb{R}^3 \setminus U) \cup \{x\}.$$ 

Condition (ii) seems to be rather rigid because of the symmetry requirement. We could have used some smaller angle $ϕ_0$ instead of $ϕ_0 = \pi/4$ with the only effect that the absolute constants in Theorems 3.1, 3.3, 5.1, and 6.1 would change, but we stick to $ϕ_0 = \pi/4$ for the sake of simplicity.

Condition (i) excludes sharp cusps around an isolated point of $Σ$ but allows for isolated conical singularities and various cuspidal folds along arcs.

Note that this is a large class of surfaces, and if $Σ ∈ 𝒜$, then $Σ$ does not have to be an embedded topological manifold. Consider for example a sphere on which two distinct points have been identified, or, more generally, a sphere with $2N$ distinct smooth arcs and identify $N$ pairs of these arcs.

Here are further examples.
Example 2.5 ($C^1$ surfaces). If $\Sigma$ is a $C^1$ manifold which bounds a domain $U$, then $\Sigma \in \mathscr{A}$. One can take $\Sigma^* \equiv \Sigma$; by definition of differentiability, for each point $x \in \Sigma$ condition (ii) is satisfied for $v(x) = \text{the inner normal to } \Sigma \text{ at } x$, and one can choose a uniform lower bound for the numbers $\delta_0(x)$, i.e. we can always pick a $\delta_0(x) \geq \delta_0 = \delta_0(\Sigma) > 0$.

Example 2.6 (Lipschitz surfaces). If $\Sigma = \partial U$ is a Lipschitz manifold, then $\Sigma \in \mathscr{A}$. We can take $\Sigma^* = \text{the set of all points where } \Sigma \text{ has a classically defined tangent plane}$. By Rademacher’s theorem, $\Sigma^*$ is a set of full surface measure, hence it is dense. Obviously, $\delta_0(x)$ does depend on $x \in \Sigma^*$ now. It is an easy exercise to check (with a covering argument using compactness of $\Sigma$) that condition (i) is also satisfied.

Example 2.7 ($W^{2,2}$ surfaces). If $\Sigma = \partial U$ is locally a graph of a $W^{2,2}$ function and condition (i) is satisfied, then $\Sigma \in \mathscr{A}$. This follows from Toro’s [37] theorem on the existence of bi-Lipschitz parametrizations for such surfaces.

Example 2.8. If a compact, connected surface $\Sigma = \partial U$ is locally a graph of an $AC^2$-function (see J. Malý’s paper [18] for a definition of absolutely continuous functions of several variables) and if (i) is satisfied – which is a necessary assumption as graphs of $AC^2$ functions may have cusps – then $\Sigma$ is admissible. ($AC^2$ functions are differentiable a.e. and this implies condition (ii) of Definition [2.4])

2.3 The energy and two simple estimates of the integrand

As mentioned in the introduction, we consider the energy

$$\mathcal{M}_p(\Sigma) := \int_{\Sigma^4} \mathcal{K}_p(T) \, d\mu(T), \quad \Sigma \in \mathscr{A}, \tag{2.1}$$

where

$$\mathcal{K}(T) := \begin{cases} V(T) & \text{if the vertices of } T \text{ on } \Sigma \text{ are not co-planar} \\ \frac{A(T)}{(\text{diam } T)^2} & \text{otherwise.} \end{cases}$$

Here $V(T)$ denotes the volume of $T$ and $A(T)$ the total area, i.e. the sum of the areas of all four triangular faces of $T$. For the sake of brevity we write

$$d\mu(\xi, x, y, z) := d\mathcal{H}^2(\xi) \, d\mathcal{H}^2(x) \, d\mathcal{H}^2(y) \, d\mathcal{H}^2(z). \tag{2.2}$$

If $T = (x_0, x_1, x_2, x_3)$ and one sets $z_i = x_i - x_0$ for $i = 1, 2, 3$, then we have

$$\mathcal{K}(T) = \frac{1}{3} \frac{|z_3 \cdot (z_1 \times z_2)|}{|z_1 \times z_2| + |z_2 \times z_3| + |z_1 \times z_3| + |(z_2 - z_1) \times (z_3 - z_2)|} (\text{diam } T)^2. \tag{2.3}$$

We will mostly not work with (2.3) directly. In almost all proofs in Sections 3–6, we use iteratively two simple estimates of $\mathcal{K}$ on appropriate classes of tetrahedra.

Lemma 2.9. If $T \in \mathcal{V}(\theta, d)$, then

$$\mathcal{K}(T) > \frac{1}{50^2} \theta^4 d^{-1}. \tag{2.4}$$

Lemma 2.10. If $T = (x_0, x_1, x_2, x_3)$ is such that $\Delta(T) = (x_0, x_1, x_2) \in \mathcal{V}(\theta, d), \, x_3 \in B(x_0, 2d) \text{ and } \text{dist}(x_3, (x_0, x_1, x_2)) \geq \kappa d$, then

$$\mathcal{K}(T) > \frac{1}{50^2} \theta^3 \kappa d^{-1}. \tag{2.5}$$
Proof of Lemma 2.9. Let \( T = (x_0, x_1, x_2, x_3) \), \( z_i := x_i - x_0 \) for \( i = 1, 2, 3 \). Using conditions (ii) and (iii) of Definition 2.1, we obtain \( |z_1 \times z_2| \geq \theta^2 d^2 \sin \theta \geq \frac{2}{\pi} \theta^3 d^2 \) and by (iv)

\[
\left| z_3 \cdot (z_1 \times z_2) \right| = \text{dist}(x_3, (x_0, x_1, x_2)) \geq \theta d. \tag{2.4}
\]

Therefore we can estimate

\[
\mathcal{K}(T) \geq \frac{1}{3(\text{diam } T)^2} \cdot \frac{\theta d}{1 + \frac{|z_2 \times z_3|}{|z_1 \times z_2|} + \frac{|z_1 \times z_2|}{|z_1 \times z_2|} + \frac{|(z_2 - z_1) \times (z_3 - z_2)|}{|z_1 \times z_2|}}.
\]

\[
\geq \frac{1}{3(4d)^2} \cdot \frac{\theta^4}{1 + 2 \cdot \frac{(2d)^2}{(2\pi d)^3 d^2} + \frac{(4d)^2}{(2\pi d)^3 d^2}}\]

\[
= \frac{\theta^4}{48d[\theta^3 + 12\pi]} > \frac{\theta^4}{50^2 d}.
\]

The proof of Lemma 2.10 is identical. One just replaces (2.4) by \( \text{dist}(x_3, (x_0, x_1, x_2)) \geq \kappa d \).

3 From energy bounds to uniform Ahlfors regularity

The main result of this section is the following.

**Theorem 3.1** (Energy bounds imply uniform Ahlfors regularity). There exists an absolute constant \( \alpha > 0 \) such that for every \( p > 8 \), every \( E > 0 \) and every \( \Sigma \in \mathcal{A} \) with \( \mathcal{M}_p(\Sigma) \leq E \) the following holds:

Whenever \( x \in \Sigma \), then

\[
\mathcal{H}^2(B(x, R) \cap \Sigma) \geq R^2 / 2
\]

for all radii

\[
R \leq R_0(E, p) := \left( \frac{\alpha^{5p}}{E} \right)^{\frac{1}{8}}. \tag{3.1}
\]

Note that the value of \( R_0(E, p) \) depends on \( E \) and \( p \), but not on \( \Sigma \) itself, which is by no means obvious. Even infinitely smooth surfaces can have long ‘fingers’ which contribute a lot to the diameter but very little to the area. The point is that fixing an energy bound \( E \) we can be sure that ‘fingers’ cannot appear on \( \Sigma \) at a scale smaller than \( R_0(E, p) \). Moreover, a general sequence \( \Sigma_i \) of \( C^\infty \)-surfaces could in principle gradually form a tip approaching a cusp singularity as \( i \to \infty \) (in fact, it is not difficult to produce examples of sequences of smooth surfaces with uniformly bounded area and infinitely many cusp or hair-like singularities in the limit), whereas this cannot happen according to Theorem 3.1 for a sequence of smooth admissible surfaces with equibounded \( \mathcal{M}_p \)-energy.

This fact plays a crucial role later on, in the derivation of uniform estimates for the oscillation of the tangent in Section 5. These estimates in turn allow us to prove in Section 7 compactness for sequences of surfaces having equibounded energy.

The scale-invariant limiting case \( p = 8 \) leads to the following result which can be viewed as a naive counterpart of the Gauß–Bonnet theorem for closed surfaces, or the Fenchel theorem for closed curves: one needs a fixed amount of energy to ‘close’ the surface. Our estimate of this necessary energy quantum is by no means sharp; it would be interesting to know the optimal value of that constant.
Theorem 3.2. There exists an absolute constant $\gamma_0 > 0$ such that $\mathcal{M}_8(\Sigma) > \gamma_0$ for every surface $\Sigma \in \mathcal{A}$.

The proof of both theorems relies on a preparatory technical result which might be of interest on its own, since it allows us to find for any given admissible surface (no matter how “crooked” its shape might look) a good tetrahedron with vertices on the surface, i.e. a voluminous tetrahedron in the sense of Definition 2.1. This result is completely independent of Menger curvature, but in our context it will allow us to prove $\mathcal{M}_p$-energy estimates from below.

Theorem 3.3 (Good tetrahedra with vertices on $\Sigma$). There exist two absolute constants $\alpha, \eta \in (0, 1)$ such that

$$1 > 2\eta > 40\alpha > 0$$

with the following property: For every surface $\Sigma \in \mathcal{A}$ and every $x_0 \in \Sigma^*$ one can find a positive stopping distance $d_s(x_0) \in (\delta_0(x_0), \text{diam } \Sigma]$ and a triple of points $(x_1, x_2, x_3) \in \Sigma \times \Sigma \times \Sigma$ such that

(i) $T = (x_0, x_1, x_2, x_3) \in \mathcal{V}(\eta, d_s(x_0))$,

(ii) whenever $\|T' - T\| \leq \alpha d_s(x_0)$, we have $T' \in \mathcal{V}(\frac{\eta}{2}, \frac{3}{2} d_s(x_0))$.

Moreover, for each $r \in (0, d_s(x_0)]$ there is an affine plane $H = H(r)$ passing through $x_0$ such that

$$\pi_H(\Sigma \cap B(x_0, r)) \supset H \cap B(x_0, r/\sqrt{2})$$

and therefore we have

$$\mathcal{H}^2(\Sigma \cap B(x_0, r)) \geq \frac{\pi r^2}{2} \quad \text{for all } r \in (0, d_s(x_0)].$$

Proposition 3.5. Assume that $p > 8$, $\Sigma \in \mathcal{A}$ and $\mathcal{M}_p(\Sigma) < \infty$. Then
The stopping distances \( d_s(x_0) \) given by Theorem 3.3 have a positive greatest lower bound,
\[
d(\Sigma) := \inf_{x_0 \in \Sigma^*} d_s(x_0) > 0.
\]

(ii) We have
\[
\mathcal{M}_p(\Sigma) \geq \alpha^5 p d(\Sigma)^{8-p}.
\] (3.8)

**PROOF:** To prove (i), we argue by contradiction. Assume that \( d(\Sigma) = 0 \) and set
\[
\varepsilon := \frac{1}{2} \left( \frac{\alpha^5 p}{K(\Sigma)^4} \mathcal{M}_p(\Sigma) \right)^{1/(p-8)}, \tag{3.9}
\]
where \( K(\Sigma) \) is the constant from Definition 2.4 (i). Select \( x_0 \in \Sigma^* \) with \( d_s(x_0) =: d_0 < \varepsilon \). Pick \( x_1, x_2, x_3 \) whose existence is guaranteed by Theorem 3.3. Perturbing these points slightly, by at most \( \alpha d_0/2 \), we may assume that
\[
x_i \in \Sigma^*, \quad i = 0, 1, 2, 3; \tag{3.10}
\]
\[
T = (x_0, x_1, x_2, x_3) \in \mathcal{V}(\eta/2, \frac{3}{2} d_0); \tag{3.11}
\]
\[
\| T' - T \| < \alpha d_0/2 \Rightarrow T' \in \mathcal{V}(\eta/2, \frac{3}{2} d_0). \tag{3.12}
\]
Integrating over all \( T' \) close to \( T \), we now estimate the energy as follows:
\[
\mathcal{M}_p(\Sigma) \geq \int_{\Sigma^* \cap \mathcal{H}^{d_0/2}(T)} K_p(T') d\mu(T')
\geq \frac{1}{K(\Sigma)^4} \left( \frac{\alpha d_0}{2} \right)^8 \left[ \frac{1}{50^2} \left( \frac{\eta}{2} \right)^4 (3d_0/2)^{-1} \right]^p
\geq \frac{1}{K(\Sigma)^4} \alpha^8 p \left( \frac{\alpha \eta}{50^2 \cdot 2^6} \right)^p
\geq \frac{\alpha^5 p}{K(\Sigma)^4} d_0^{8-p} \quad \text{as } \eta/20 \geq \alpha. \tag{3.13}
\]
(We have used Definition 2.4 (i) and Lemma 2.9 in the second inequality.)

This gives a contradiction with (3.9) and the choice of \( d_0 \), as (3.13) implies \( d_0 > 2\varepsilon \).

(ii) Now we shall show that \( d(\Sigma) \) is not only strictly positive, but has a lower bound depending only on the energy. Fix \( \varepsilon > 0 \) small and pick \( x_0 \in \Sigma^* \) with \( d_s(x_0) =: d_0 < \varepsilon \). Pick \( x_1, x_2, x_3 \) whose existence is guaranteed by Theorem 3.3. Perturbing these points slightly, we may assume that (3.10)–(3.12) are satisfied. Moreover, by (3.2)
\[
\frac{\alpha d_0}{2} < \frac{d_0}{80} < d(\Sigma) \leq d_s(x_i) \quad \text{for } i = 1, 2, 3,
\]
so that by (3.4)
\[
\mathcal{H}^2(\Sigma \cap B(x_i, \alpha d_0/2)) \geq \frac{\pi}{2} \left( \frac{\alpha d_0}{2} \right)^2, \quad i = 0, 1, 2, 3.
\]
Using this information, we again estimate the energy as in (3.13), replacing now the constant $1/K(\Sigma)$ by an absolute one, $\frac{\pi}{2}$. This yields

$$\mathcal{M}_p(\Sigma) > \left( \frac{\pi}{2} \right)^4 \alpha^{5p} d_0^{8-p} \geq \alpha^{5p} (1 + \varepsilon)^{8-p} d(\Sigma)^{8-p}.$$  

Upon letting $\varepsilon \to 0$, we conclude the whole proof. \(\square\)

**Proof of Theorem 3.1:** Inequality (3.8) implies that

$$d(\Sigma) \geq \left( \frac{\alpha^5 p}{\mathcal{M}_p(\Sigma)} \right)^{1/p}.$$  

Combining this estimate with (3.4), we see that

$$\mathcal{H}^2(\Sigma \cap B(x, r)) \geq \frac{\pi}{2} r^2, \quad r \in (0, d(\Sigma)]$$  \hspace{1cm} (3.14)

holds for all $x \in \Sigma^*$. Since $\Sigma^*$ is dense in $\Sigma$, (3.14) must in fact hold for all $x \in \Sigma$.

**Proof of Theorem 3.2:** We shall construct inductively a (possibly finite) sequence of tetrahedra with vertices in $\Sigma^*$.

Initially, we pick an arbitrary point $x_0 = x_1 \in \Sigma^*$. Let $d_1 := d_s(x_0) > 0$. Use Theorem 3.3 and density of $\Sigma^*$ to find a tetrahedron

$$T_1 = (x_0^{(1)}, x_1^{(1)}, x_2^{(1)}, x_3^{(1)}) \in \mathcal{V}(\eta/2, 3d_1/2) \cap (\Sigma^*)^4 \quad (3.15)$$

such that

$$\|T' - T_1\| \leq \frac{\alpha d_1}{2} \quad \Rightarrow \quad T' \in \mathcal{V}(\eta/2, 3d_1/2). \quad (3.16)$$

Assume that $T_1, T_2, \ldots, T_k$ have been already defined, $T_j = (x_0^{(j)}, x_1^{(j)}, x_2^{(j)}, x_3^{(j)})$ for $j = 1, \ldots, k$, so that the following properties are satisfied:

$$d_j := d_s(x_0^{(j)}) < \frac{\alpha d_{j-1}}{4}, \quad j = 2, \ldots, k; \quad (3.17)$$

$$T_j \in \mathcal{V}(\eta/2, 3d_j/2) \cap (\Sigma^*)^4; \quad (3.18)$$

$$\|T - T_j\| \leq \frac{\alpha d_j}{2} \quad \Rightarrow \quad T \in \mathcal{V}(\eta/2, 3d_j/2); \quad (3.19)$$

$$x_0^{(j)} = x_i^{(j-1)} \quad \text{for some } i(j) \in \{1, 2, 3\}. \quad (3.20)$$

(The last property simply means that $T_j$ and $T_{j-1}$ have one vertex in common.) Now for $y \in \Sigma$, let

$$R_*(y) = \sup\{r > 0 : \mathcal{H}^2(\Sigma \cap B(y, r)) \geq \pi r^2 / 2 \quad \text{for all } r \in (0, r]\}.$$  

We consider the following stopping condition:

$$R_*(x_i^{(k)}) \geq \frac{\alpha d_k}{4} =: r_k \quad \text{for all } i \in \{1, 2, 3\}. \quad (3.21)$$

For a fixed value of $k$, there are two cases possible.
Case 1. Condition (3.21) does hold. We then estimate the energy, integrating over small balls centered at vertices of $T_k$. This yields
\[
\mathcal{M}_8(\Sigma) \geq \int_{\Sigma^4 \cap B_{r_k}(T_k)} K^8(T) \, d\mu(T)
\]
\[
> \left( \frac{\pi}{2} \right)^4 r_k^8 \left[ \frac{1}{50^2} \left( \frac{\eta}{2} \right)^4 (3d_k/2)^{-1} \right]^8 \quad \text{by Lemma 2.9}
\]
\[
=: \gamma_0 > 0,
\]
where the constant $\gamma_0$ depends only on the choice of $\alpha$ and $\eta$ (note that the ratio $r_k/d_k = \alpha/4$ is constant). This is the desired estimate of $\mathcal{M}_8(\Sigma)$.

Case 2. Condition (3.21) fails. Then we choose $i(k) \in \{1, 2, 3\}$ such that by (3.2)
\[
R_{*}(x_{i(k)}) < r_k = \frac{\alpha d_k}{4} < \frac{1}{160} d_k.
\]
We set $x_0^{(k+1)} := x_{i(k)}^{(k)}$ and $d_{k+1} := d_s(x_0^{(k+1)})$. The choice of $i(k)$ gives
\[
d_{k+1} < \alpha d_k/4 < d_k/160. \tag{3.22}
\]
Again, we use Theorem 3.3 and density of $\Sigma^*$ to find the next tetrahedron $T_{k+1} = (x_0^{(k+1)}, x_1^{(k+1)}, x_2^{(k+1)}, x_3^{(k+1)}) \in \mathcal{V}(\eta/2, 3d_{k+1}/2) \cap (\Sigma^*)^4$ such that (3.19) is satisfied for $j = k+1$. Thus, we have increased the length of sequence of tetrahedra satisfying (3.17)–(3.20).

Note that if the stopping condition (3.21) is satisfied for some $k = 1, 2, \ldots$, then we are done. The only possibility left to consider is that (3.21) fails for each $k$. We then have an infinite sequence of tetrahedra satisfying (3.17)–(3.20). To prove that this also gives the desired result, we shall show later that
\[
\text{the sets } \Sigma^4 \cap B_{r_k}(T_k), \quad k = 1, 2, \ldots, \quad \text{are pairwise disjoint.} \tag{3.23}
\]
Assuming (3.23) for the moment, we have by Definition 2.4 (i) and Lemma 2.9
\[
\mathcal{M}_8(\Sigma) \geq \sum_{k=1}^{\infty} \int_{\Sigma^4 \cap B_{r_k}(T_k)} K^8(T) \, d\mu(T)
\]
\[
> \sum_{k=1}^{\infty} \frac{1}{K(\Sigma)^4} r_k^8 \left[ \frac{1}{50^2} \left( \frac{\eta}{2} \right)^4 (3d_k/2)^{-1} \right]^8
\]
\[
= \frac{\gamma_1}{K(\Sigma)^4} \sum_{k=1}^{\infty} 1
\]
\[
= +\infty,
\]
where $\gamma_1$ denotes some constant depending only on the choice of $\alpha$ and $\eta$ (again, note that $r_k/d_k = \alpha/4$ for each $k$).

It remains to prove (3.23). Since $T_k \in \mathcal{V}(\eta/2, 3d_k/2)$ for each $k$, we have by virtue of Part (i) of Definition 2.1
\[
|x_0^{(k+1)} - x_0^{(k)}| = |x_{i(k)}^{(k)} - x_0^{(k)}| \leq 3d_k,
\]
so that (3.22) implies for each \( m > k \)

\[
|x_0^{(m)} - x_0^{(k)}| \leq 3d_k + 3d_{k+1} + \cdots < 3d_k(1 + 160^{-1} + 160^{-2} + \cdots) < 4d_k.
\]  

(3.24)

For \( m = k \) (3.24) holds trivially. Also by definition of \( \mathcal{V}(\eta/2, 3d_{k-1}/2) \) we have

\[
|x_0^{(k)} - x_0^{(k-1)}| = |x_0^{(k-1)} - x_0^{(k-1)}| \geq \frac{\eta}{2} 3d_{k-1} \geq 15\alpha d_{k-1} - 4d_k
\]

(3.25)

Using (3.24), (3.25), and the condition \( 4d_k < \alpha d_{k-1} \), we obtain

\[
|x_0^{(m)} - x_0^{(k-1)}| \geq |x_0^{(k)} - x_0^{(k-1)}| - |x_0^{(m)} - x_0^{(k)}| > 14\alpha d_{k-1} - 4d_k
\]

for each \( m \geq k \). The last inequality readily implies that \( B_{r_m}(x_0^{(m)}) \) and \( B_{r_{k-1}}(x_0^{(k-1)}) \) are disjoint for all \( m \geq k \), as

\[
r_m + r_{k-1} = \frac{\alpha}{4}(d_m + d_{k-1}) < \frac{\alpha d_{k-1}}{2}.
\]

Thus, the sets \( \mathcal{B}_{r_m}(T_m) \) and \( \mathcal{B}_{r_{k-1}}(T_{k-1}) \) are disjoint in \((\mathbb{R}^3)^4\), which proves (3.23).

The whole proof of Theorem 3.2 is complete now. \( \square \)

4 Good tetrahedra: Proof of Theorem 3.3

The proof of Theorem 3.3 is lengthy but elementary. It is of algorithmic nature and, at each of finitely many steps, requires a case inspection which from a geometric point of view is not so complicated but nevertheless includes three different cases (and one of them has to be divided into three further subcases). The crucial task is to find a triple \((x_1, x_2, x_3)\) such that the \( x_i \)'s \((i = 0, 1, 2, 3)\) satisfy conditions (i) and (3.3) of the theorem. Condition (ii) follows then from simple estimates based on elementary linear algebra; for sake of completeness, we present the details of that part in Section 4.3.

Here are a few informal words about the main idea of the proof.

Assume for a while that \( \Sigma = \partial U \) is of class \( C^1 \). To find a candidate for \( x_1 \), we look at the surface \( M_\rho = \partial B_\rho \cap C \), where \( \rho > 0 \), \( B_\rho \) is centered at \( x_0 \), and \( C \) is a double cone with vertex \( x_0 \), fixed opening angle, and axis given by \( n(x_0) \), the normal to \( \Sigma \) at \( x_0 \). For small \( \rho > 0 \), \( x_0 \) is the only point of \( \Sigma \) in \( C_\rho := B_\rho \cap C \). (If \( \Sigma \in \mathcal{A} \) is not \( C^1 \), then the existence of an appropriate cone follows from Part (ii) of Definition 2.4.)

It is clear that as \( \rho \) increases, the growing cone \( C_\rho \) must hit \( \Sigma \) for some (possibly large) \( \rho = \rho_1 > 0 \), at some \( x_1 \in \Sigma \setminus \{x_0\} \), \( x_1 \in M_{\rho_1} \). If the point of the first hit, \( x_1 \), is close to the center of one of the two “lids” \( M_{\rho_1} \) of the cone \( C_{\rho_1} \), then we can use the fact that the two components \( U^+, U^- \) of \( \text{int} C_{\rho_1} \) are on two different sides of \( \Sigma \) to select a voluminous tetrahedron with two of its vertices at \( x_0 \) and \( x_1 \), and all edges \( \approx \rho_1 \). To convince yourself that this is indeed plausible, note that there are many
segments perpendicular to $T_{x_0}\Sigma$, with one endpoint in $U^+$ and the other in $U^-$; each such segment intersects $\Sigma$ and therefore contains a candidate for one of the remaining vertices. And, as we shall check later, many of those candidates are good enough for our purposes.

However, it might happen that for this particular intermediate value of $\rho_1 > 0$ — somewhere between $\text{diam} \Sigma$ and the infinitesimal scale where a smooth $\Sigma$ is very close to the tangent plane — most points of $\Sigma \cap B_{\rho_1}$ are very close to a fixed plane $P$ which might be completely different from $T_{x_0}\Sigma$, due to a little kink of $\Sigma$ near to $x_0$. In fact, such a plane might be tangent to $\partial C$, and $\Sigma \cap B_{\rho_1}$ would look pretty flat at all length scales $\approx \rho_1$.

If this were the case, then $x_1$ would be located close to the rim of $C \cap B_{\rho_1}$, and one could not expect to find a good tetrahedron with vertices $x_i \in \Sigma \cap B_{\rho_1}$ and edges $\approx \rho_1$. But then, one might rotate $C$ around an axis contained in $T_{x_0}\Sigma$, away from such a plane $P$, to a new position $C'$ chosen so that two connected components of $C' \cap (B_{\rho} \setminus B_{\rho_1})$ are still on two different sides of $\Sigma$. One could look for possible vertices of a good tetrahedron in $C' \cap B_\rho$ for $\rho > \rho_1$, enlarging the radius $\rho$ until $C' \cap (B_\rho \setminus B_{\rho_1})$ hits the surface again. This would happen for some radius $\rho_2 > \rho_1$.

It might turn out again that at scales comparable to $\rho_2$ large portions of $\Sigma$ are almost flat, close to a single fixed plane $P'$ which is tangent to $\partial C'$ so that it is not at all evident how to indicate a voluminous tetrahedron with vertices $x_i \in \Sigma \cap B_{\rho_2}$ and edges $\approx \rho_2$. One could try then to iterate the reasoning, rotating portions of the cones if necessary.

Several steps like that might be needed if, for example, $x_0$ were at the end of a long tip that spirals many times — in such cases the points of $\Sigma$ that we hit, enlarging the consecutive cones, might not convey enough information about the shape of the surface. We make all this precise (including a stopping mechanism, a procedure which allows one to select appropriate rotations at each step of the iteration, and a bound on the number of steps) in subsection 4.2, using Definition 2.4 (ii) to construct the desired cones for small radii. Before, in subsection 4.1 we state two elementary geometric lemmata which are then used to obtain (i) and (3.3) for various quadruples $(x_0, x_1, x_2, x_3)$.

Without loss of generality we suppose throughout Section 4 that $x_0 = (0, 0, 0) \in \mathbb{R}^3$.

### 4.1 Slanted planes and good vertical segments

Suppose that we have a fixed a cone $C = C(\varphi_0, v)$ in $\mathbb{R}^3$, where $v \in S^2$ and $\varphi_0 \in (0, \frac{\pi}{2}]$. We also fix an auxiliary angle $\varphi_1 \in (0, \frac{\pi}{2}]$.

Throughout this subsection, we say that a segment $I$ is vertical (with respect to the cone $C$) if $I$ is parallel to $v$, i.e., $I = I_{s,v}(z)$ for some $s > 0$ and $z \in \mathbb{R}^3$. Any plane $P = \langle 0, y_1, y_2 \rangle$ whose unit normal $n$ satisfies $0 < |n \cdot v| < 1$ is called slanted. We say that $I$ is good (for $P$) iff dist$(I, P) \approx \text{diam} I$, up to constants depending only on the angles $\varphi_1$.

We state and prove two elementary lemmata which give quantitative estimates of the distance between good vertical segments $I$ and slanted planes spanned by $0$ and two other points $y_1, y_2$. In the first lemma both $y_i$ have to be in $C \cap F$, on the same affine plane $F$ whose normal equals the cone axis of $C$, i.e. with unit normal $n_F = v$. In the second lemma we keep one of the $y_i$’s in $C$ and allow the other one to belong to a portion of $C'$, where $C'$ is a cone congruent to $C$ but rotated by an angle $\gamma \in (0, \varphi_0/2]$.

To fix the whole setting, pick a radius $\rho > 0$. Set $h = \rho \cos \varphi_0$ and $r = \rho \sin \varphi_0$. Moreover, set
Lemma 4.1 (Slanted planes and good vertical segments, I). Suppose that $P = \langle 0, y_1, y_2 \rangle \subset \mathbb{R}^3$ is spanned by 0 and two other points $y_1 \neq y_2 \in F \cap C_\rho(\varphi_0, v)$ such that there is an angle $\varphi_1 \in (0, \pi)$ such that

$$\pi > \angle(\pi_H(y_1), \pi_H(y_2)) \geq \varphi_1 \quad \text{and} \quad \pi_H(y_i) \neq 0 \quad \text{for } i = 1, 2.$$

Then, there exists a point $z \in H \cap \partial B_r$ such that

$$\text{dist}(I_{h,v}(z), P) \geq c_0 \rho,$$

where the constant

$$c_0 := c_0(\varphi_0, \varphi_1) = \frac{1}{2} \left( 1 - \cos \frac{\varphi_1}{2} \right) \sin 2\varphi_0 > 0.$$  (4.1)

**Proof.** Let $z_i := \pi_H(y_i)$ for $i = 1, 2$. Consider the 2-dimensional disk

$$D := H \cap B_r \ni z_1, z_2.$$

Let $\gamma := H \cap \partial B_r$ be the boundary of $D$ in $H$. We select $z \in \gamma$ such that $z \perp z_2 - z_1$ and the segment $[0, z]$ has a common point with the straight line $l$ which passes through $z_1$ and $z_2$. By elementary planar geometry, we have

$$d := \text{dist}(z, l) \geq r \left( 1 - \cos \frac{\varphi_1}{2} \right) \geq \rho \sin \varphi_0 \left( 1 - \cos \frac{\varphi_1}{2} \right).$$  (4.3)

Now, let $\psi$ denote the angle between $v$ and $P$. It is easy to see that we have $0 < \psi < \varphi_0$ since

$$\varphi_1 \in (0, \pi/2) \quad \text{and} \quad y_1 \neq y_2 \in F \cap C_\rho(\varphi_0, v).$$

Thus,

$$\text{dist}(I_{h,v}(z), P) = d \cos \psi \geq d \cos \varphi_0 \geq \rho \cos \varphi_0 \sin \varphi_0 \left( 1 - \cos \frac{\varphi_1}{2} \right) = c_0 \rho,$$

where the constant $c_0$ is given by (4.2). \qed

Lemma 4.2 (Slanted planes and good vertical segments, II). Let $y_1 \in F \cap B_\rho$, assume $\pi_H(y_1) \neq 0$ and set $u = \pi_H(y_1) / |\pi_H(y_1)|$. Let $w := u \times v$ and consider the family of rotations $R_s := R(s \varphi_0, w)$, where $s \in [0, \frac{1}{2}]$. Then, for any point

$$y_2 \in \bigcup_{s \in [0,\frac{1}{2}]} R_s(\{C_\rho(\varphi_0, v) \setminus \text{int } B_\rho/2\})$$

such that $y_2 \cdot u < 0 < y_2 \cdot v$  (4.4)

there exists a point $z \in H \cap \partial B_r$ such that $\text{dist}(I_{h,v}(z), \{0, y_1, y_2\}) \geq c_1 \rho$. One can take $c_1 \equiv c_1(\varphi_0) = \frac{1}{16} \sin 2\varphi_0 > 0.$
Proof. Consider the two-dimensional disk $D := F \cap B_{\rho}$ and its boundary circle $\gamma = F \cap \partial B_{\rho}$. Note that the radius of $D$ equals $r = \rho \sin \varphi_0$. The key point is to observe what the union of all the central projections $\sigma_F(R_s(D))$, $s \in [0, 1/2]$, looks like. The rest will follow from the previous lemma.

Without loss of generality we assume that $v = (0, 0, 1) \in S^2$ and $y_1 = (a, 0, h) \in \mathbb{R}^3$ for some $a \in (0, r]$. Then $u = \pi_H(y_1) / \pi_H(y_1) = (1, 0, 0)$ and $w = u \times v = (0, -1, 0)$. In the standard basis of $\mathbb{R}^3$ — which is $(u, -w, v)$ — the rotations $R_s = R(s\varphi_0, w)$ are given by

$$R_s = \begin{pmatrix} \cos s\varphi_0 & 0 & -\sin s\varphi_0 \\ 0 & 1 & 0 \\ \sin s\varphi_0 & 0 & \cos s\varphi_0 \end{pmatrix}.$$ 

Now, consider the points $p = (0, -r, h)$ and $q = (0, r, h)$ in $\gamma \subset F$. Let $p_s = R_s(p)$ and $q_s = R_s(q)$, $s \in [0, 1/2]$. Since the axis of rotation contains $w$, the angles $\angle(p_s, w)$ and $\angle(q_s, -w)$ are constant for all $s$ and equal $\pi/2 - \varphi_0$. Thus, as $s$ goes from 0 to $1/2$, the points $p_s, q_s$ move along arcs of vertical circles on $\partial C(\pi/2 - \varphi_0, w)$. Hence, the central projections $\sigma_F(p_s)$ and $\sigma_F(q_s)$ trace arcs of two branches of the hyperbola

$$\Gamma := F \cap \partial C(\pi/2 - \varphi_0, w).$$

(In fact, as $s$ goes from 0 to $1/2$, the point $\sigma_F(R_s(x))$ moves along a hyperbola in $F$ for each $x \in D$, except the $x$’s that lie on the diameter of $D$ parallel to $u$.)

Note also that, for each $s \in [0, 1/2]$, the central projection $\sigma_F(R_s(D))$ is equal to an ellipse $E_s$ which is tangent to both arms of $\Gamma$ at $\sigma_F(p_s)$ and $\sigma_F(q_s)$.

Suppose now that $y_2$ satisfies (4.4). Since

$$\sigma_F(R_s(C_p(\varphi_0, v) \setminus \text{int } B_{\rho/2})) = \sigma_F(R_s(D)),$$

and the plane $P = \langle 0, y_1, y_2 \rangle$ contains the line through 0 and $y_2$, we have $y_3 := \sigma_F(y_2) \in P$. Therefore $P = \langle 0, y_1, y_3 \rangle$.

As $y_2 \cdot u < 0 < y_2 \cdot v$, the first coordinate of $y_3 = \sigma_F(y_2)$ is negative. Hence, the line $l$ which passes through $y_3$ and $y_1$ in $F$, and satisfies $l = P \cap F$, contains a point $y_4 \in P \cap F$ on the diameter of $D$ whose endpoints are $p$ and $q$. Thus, $\langle 0, y_1, y_2 \rangle = P = \langle 0, y_1, y_4 \rangle$. If $y_4$ is not in the center of $D$ (as on the figure above), then the desired claim follows from the previous Lemma, applied for $P = \langle 0, y_1, y_4 \rangle$ and $\varphi_1 = \pi/2$. If $y_4$ = the center of $D$, then the plane $P$ is vertical and one can take $\varepsilon.g. z = \pi_H(p)$ to conclude the proof. In that case one has

$$\text{dist}(I_{h,v}(z), P) = r = \rho \sin \varphi_0 > \frac{\rho}{16} \sin 2\varphi_0 = \rho c_1.$$
4.2 Looking for good vertices $x_1, x_2, x_3$: the iteration

Throughout this subsection we assume that $0 = x_0 \in \Sigma^* \subset \Sigma = \partial U$, where $U \in \mathbb{R}^3$ is bounded; $\Sigma$ belongs to the class $\mathcal{A}$ of all admissible surfaces as defined in Definition 2.4. Fix $\varphi_0 = \frac{\pi}{4}$. Proceeding iteratively, we shall construct four finite sequences:

- of compact, connected, centrally symmetric sets $S_0 \subset T_1 \subset S_1 \subset T_2 \subset S_2 \subset \cdots \subset S_{N-1} \subset T_N \subset S_N \subset \mathbb{R}^3$,
- of unit vectors $v_0, \ldots, v_N, v^*_0, \ldots, v^*_{N-1} \in \mathbb{S}^2$ such that $\varphi_i(v_i, v^*_i) = \varphi_0/2 = \pi/8$ for each $i = 0, \ldots, N-1$,
- of two-dimensional subspaces $H_i = (v_i)^\perp \subset \mathbb{R}^3, i = 0, \ldots, N$,
- of radii $\rho_0 < \rho_1 < \cdots < \rho_N$, where $\rho_N = d_s(x_0)$, so $\rho_N$ will provide the desired stopping distance for $x_0$ as claimed in Theorem 3.3.

These sequences will be shown to satisfy the following properties:

(A) (Diameter of $S_i$ grows geometrically). We have $S_i \subset B_{\rho_i} = B(0, \rho_i)$ and $\text{diam} S_i = 2\rho_i$ for $i = 0, \ldots, N$. Moreover

$$\rho_i > 2\rho_{i-1} \quad \text{for} \quad i = 1, \ldots, N. \quad (4.5)$$

(B) (Large ‘conical caps’ in $S_i$ and $T_i$).

$$S_i \setminus B_{\rho_{i-1}} = C_{\rho_i}(\varphi_0, v_i) \setminus B_{\rho_{i-1}} \quad \text{for} \quad i = 1, \ldots, N, \quad (4.6)$$

and

$$T_{i+1} \subset B_{\rho_i} \quad \text{and} \quad S_i \subset T_{i+1} \quad \text{for} \quad i = 0, \ldots, N - 1. \quad (4.7)$$

(C) (Relation between $S_i$ and $T_{i+1}$). For each $i = 0, \ldots, N - 1$ there is a unit vector $w_i \perp v_i$ and a continuous one-parameter family of rotations $R^i_s$ with axis parallel to $w_i$ and rotation angle $s\varphi_0$, $s \in [0, 1/2]$, such that

$$T_{i+1} = S_i \cup \bigcup_{s \in [0, 1/2]} R^i_s \left( C_{\rho_i}(\varphi_0, v_i) \setminus \text{int} B_{\rho_i/2} \right). \quad (4.8)$$

(D) (\Sigma does not enter the interior of $S_i$ or $T_{i+1}$).

$$\Sigma \cap \text{int} S_i = \emptyset \quad \text{for} \quad i = 0, \ldots, N, \quad (4.9)$$

$$\Sigma \cap \text{int} T_{i+1} = \emptyset \quad \text{for} \quad i = 0, \ldots, N - 1. \quad (4.10)$$

Moreover, we have

$$\Sigma \cap \partial B_r \cap C(\varphi_0, v_i^*) = \emptyset \quad \text{for} \quad \rho_i \leq r \leq 2\rho_i, \quad i = 0, \ldots, N - 1, \quad (4.11)$$

and

$$\partial B_t \cap C^+(\varphi_0, v_i) \subset U \quad \text{and} \quad \partial B_t \cap C^-(\varphi_0, v_i) \subset \mathbb{R}^3 \setminus \overline{U}. \quad (4.12)$$

for all $t \in (\rho_{i-1}, \rho_i)$ and $i = 1, \ldots, N$. 
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(E) (Points of $\Sigma \setminus \{x_0\}$ on $\partial S_i$). The intersection $\Sigma \cap \partial B_{\rho_i} \cap \partial S_i$ is nonempty for each $i = 1, \ldots, N$.

(F) (Big projections of $B_{\rho_i} \cap \Sigma$ onto $H_i$). For $t \in [\rho_{i-1}, \rho_i]$, $i = 1, \ldots, N$ we have

$$\pi_{H_i} (\Sigma \cap B_t) \supset H_i \cap B_t \sin \varphi_0.$$  \hspace{1cm} (4.13)

Moreover, for $r_i = \rho_i \sin \varphi_0$, $i = 1, \ldots, N$,

$$I_{z|v_i}(z), \quad z \in A_i := H_i \cap (B_{r_i} \setminus \text{int} B_{r_i/2})$$ contains at least one point of $\Sigma$.  \hspace{1cm} (4.14)

**Fig. 4.** A possible outcome of the iterative construction. Here, $x = x_0$ is at the center of the picture and we have $N = 3$. The position of the disk $B_{r_2} \cap H_2$, containing the annulus $A_2$ mentioned in Condition (4.14) of (F), is marked with a thick line.

Once this is achieved, condition (E) implies that

$$\mathcal{H}^2(\Sigma \cap B(x_0, r)) \geq \mathcal{H}^2(D^2(0, r \sin \varphi_0)) = \pi r^2 / 2 \quad \text{for} \quad 0 < r \leq \rho_N =: d_s(x_0),$$

where $D^2(p, s)$ denotes a planar disk with center $p$ and radius $s$. We shall also show that it is possible to select $x_j \in B_{2\rho_N}$ ($j = 1, 2, 3$) with the desired properties listed in Theorem 3.3

**Start of the iteration.** We set $S_0 := \emptyset$ and $T_1 := \emptyset$, $\rho_0 := 0$ and $v_0^* := v_1 := v(x_0)$, where $v(x_0) \in S^2$ is given by Definition 2.4 (ii). For $v_0$ we take any unit vector with the angle condition...
\[ \mathcal{H}(v_0, v_0^\parallel) = \mathcal{H}(v_0, v_1) = \varphi_0/2 = \pi/8. \] Then we have \( H_0 := (v_0)^\perp \) and \( H_1 := (v_1)^\perp \). Moreover, we use the convention that our closed balls are defined as
\[ B_r = B(0, r) := \{ y \in \mathbb{R}^3 : |y| < r \} \]
so that the closed ball \( B_0 \) of radius zero is the empty set. Notice that for a complete iteration start we need to define \( \rho_1 \) and \( S_1 \) in order to check Conditions (4.5) in (A), (4.6) in (B), (4.9) and (4.12) for \( i = 1 \), Condition (E), and (4.13) and (4.14) constituting Condition (F). All the other conditions within the list (A)–(D) are immediate for \( i = 0 \). We set
\[ K^1_t := C_t(\varphi_0, v_1). \] (4.15)

With growing radii \( t \) the sets \( K^1_t \) describe larger and larger double cones with constant opening angle \( 2\varphi_0 = \pi/2 \) and fixed axis \( v_1 \). Now we define
\[ \rho_1 := \inf \{ t > \rho_0 = 0 : \Sigma \cap K^1_t \cap \partial B_t \neq \emptyset \}, \] (4.16)
and notice that by definition of the set \( \mathcal{A} \) of admissible surfaces (see Definition 2.4 (iii)) one has \( \rho_1 > \delta_0(x_0) > 0 = 2\rho_0 \), which takes care of (4.5) in Condition (A) for \( i = 1 \). Set \( S_1 := K^1_{\rho_1} \), then we see that \( S_1 = C_{\rho_1}(\varphi_0, v_1) \subset B_{\rho_1} \) with \( \text{diam} S_1 = 2\rho_1 \), so all properties of (A) hold for \( i = 1 \). Moreover,
\[ S_1 = C_{\rho_1}(\varphi_0, v_1) = C_{\rho_1}(\varphi_0, v_1) \setminus B_{\rho_0}, \]
since \( B_{\rho_0} = B_0 = \emptyset \), thus (4.6) in (B) holds for \( i = 1 \). The definition of \( \rho_1 > 0 \) (see (4.16)) implies (4.9) for \( i = 1 \), notice that \( \text{int} S_1 \) is the union of two disjoint open cones centrally symmetric to but not containing \( x_0 = 0 \in \Sigma \). For the proof of (4.12) for \( i = 1 \) we observe that for each \( t \in (0, \rho_1) \) we have by Definition of \( \rho_1 \) that
\[ B_t \cap C^+(\varphi_0, v_1) \subset U \cup \{ 0 \} \quad \text{and} \quad B_t \cap C^-(\varphi_0, v_1) \subset (\mathbb{R}^3 \setminus \overline{U}) \cup \{ 0 \}, \] (4.17)
which is even stronger than (4.12). Condition (E) holds for \( i = 1 \), too, by definition of \( \rho_1 \) and the fact that \( \Sigma \) is a closed set. For \( i = 1 \) we will prove (4.14) even for all \( z \in D_1 := H_1 \cap B_{r_1} \), which would immediately imply (4.13) of Condition (F) \( ^3 \). From (4.17) we also infer that every segment \( I_{|z|, v_1}(z) \), for \( z \in H_1 \cap (B_{r_1} \setminus \{ 0 \}) \) with \( |z| < r_1 \), has one endpoint in \( U \), and the other in \( \mathbb{R}^3 \setminus \overline{U} \), which implies that \( I_{|z|, v_1}(z) \) intersects the closed surface \( \Sigma \) in at least one point for these \( z \). For \( z = 0 = x_0 \in \Sigma \) this is trivially also true, and for \( z \in D_1 \) with \( |z| = r_1 \) we approximate \( z_k \to z \) as \( k \to \infty \) with points \( z_k \in D_1 \) and \( |z_k| < r_1 \) to find a sequence \( \xi_k \in \Sigma \cap I_{|z_k|, v_1}(z_k) \) which converges to some surface point \( \xi \in \Sigma \cap I_{|z|, v_1}(z) \). This completes the proof of (4.14) even for all \( z \in H_1 \cap B_{r_1} \) and hence of (F) for \( i = 1 \).

To summarize this first step, we have defined the sets \( S_0 \subset T_1 \subset S_1 \subset \mathbb{R}^3 \), the unit vectors \( v_0, v_1, v_0^\parallel \in \mathbb{S}^2 \) with \( \mathcal{H}(v_0, v_0^\parallel) = \varphi_0/2 \), and the corresponding subspaces \( H_0 = (v_0)^\perp \), and \( H_1 = (v_1)^\perp \), and finally radii \( \rho_0 < \rho_1 \) without having made the decision if \( N = 1 \) or \( N > 1 \). In addition we have now proved the first two items in Condition (A) for \( i = 0, 1 \), and (4.5) for \( i = 1 \). Moreover, we have verified (4.9) for \( i = 0, 1 \), and all other statements in the list of properties (B)–(F) are established for the respective smallest index \( i \). Note, however, that we have not defined \( v_1^* \) yet.

\(^3\)Alternatively, one could look for \( t \in (0, \rho_1) \) at the (longer) vertical segments \( I_{\psi(t), v_1}(z) \), \( \psi(t) := \sqrt{t^2 - |z|^2} \), whose endpoints are contained in \( \partial B_t \cap C^+(\varphi_0, v_1) \), and in \( \partial B_t \cap C^-(\varphi_0, v_1) \), respectively, use (4.12) for \( i = 1 \) as proved just before, to conclude that \( I_{\psi(t), v_1}(z) \) intersects \( \Sigma \) for each \( t \in (0, \rho_1) \). This proves (4.13) for \( t \in (0, \rho_1) \), the statement for \( t = 0 = \rho_0 \) is trivial, and for \( t = \rho_1 \) use continuity, and the fact that \( \Sigma \) is a closed set. This is actually the argument we repeat in the induction step \( j \mapsto j + 1 \) later on, since there we have less explicit information about \( S_j \).
**Stopping criteria and the iteration step.** For the decision whether to stop the iteration or to continue it with step number \( j + 1 \) for \( j \geq 1 \), we may now assume that the sets

\[
S_0 \subset T_1 \subset S_1 \subset T_2 \subset S_2 \subset \cdots \subset T_j \subset S_j \subset \mathbb{R}^3,
\]

and unit vectors \( v_0, \ldots, v_j, v_0^*, \ldots, v_j^* \) with \( \phi(v_i, v_i^*) = \varphi_0/2 \) for \( i = 0, \ldots, j - 1 \), are defined. We also have at this point a sequence of radii \( \rho_0 = 0 < \rho_1 < \cdots < \rho_j \) satisfying (4.5) for \( i = 1, \ldots, j \).

The first two conditions in (A) may be assumed to hold for \( i = 0, \ldots, j \). In (B) we may suppose (4.6) for \( i = 1, \ldots, j \), in contrast to (4.7) which holds for \( i = 0, \ldots, j - 1 \). Similarly, we may now work with (4.8) in (C), (4.10) and (4.11) in (D) for all \( i = 0, \ldots, j - 1 \), whereas we may use (4.9) in (D) for \( i = 0, \ldots, j \), (4.12), Condition (E), and (4.13) and (4.14) in (F) now for \( i = 1, \ldots, j \).

Now we are going to study the various geometric situations that allow us to stop the iteration here, in which case we set \( N := j, d_s(x_0) := \rho_j = \rho_N \), so that (3.3) and (3.4) stated in Theorem 3.3 can be extracted for \( H := H_j \) directly from Condition (F). Indeed, (4.13) for \( t := \rho_j = \rho_N \) yields (3.3) since \( \varphi_0 = \pi/4 \). How to find the remaining vertices \( x_1, x_2, x_3 \) such that Statement (i) of Theorem 3.3 holds for the tetrahedron \( T = (x_0, x_1, x_2, x_3) \) will be explained later in detail for each case in which we stop the iteration. Moreover, we will convince ourselves that the only case in which the iteration cannot be stopped, can happen only finitely many times. But each time this happens we have to define unit vectors \( v_0^*, v_{j+1} \in \mathbb{S}^2 \), with \( \phi(v_j, v_j^*) = \varphi_0/2 \), and \( H_{j+1} := (v_{j+1})^\perp \), a new radius \( \rho_{j+1} \), new sets \( T_{j+1} \subset \bar{S}_{j+1} \) containing \( S_j \), and then check all the properties listed in (A)--(F).

The different geometric situations depend on how the surface hits the “roof” of the current centrally symmetric set \( S_j \), that is, where the points of the nonempty intersection in Condition (E) lie:

**Case 1. (Central hit.)** By this we mean that \( \Sigma \cap \partial B_{\rho_j} \cap C(\frac{3}{4}\varphi_0, v_j) \) is nonempty.

**Case 2. (No central hit but nice distribution of intersection points.)** By this we mean that Case 1 does not hold but there exist two different points \( x_1, x_2 \in \Sigma \cap \partial B_{\rho_j} \cap C(\varphi_0, v_j) \) such that

\[
\phi(\pi_{H_j}(\sigma(x_1)), \pi_{H_j}(\sigma(x_2))) \geq \frac{\pi}{3},
\]

where \( \pi_{H_j} \) denotes the orthogonal projection onto the current plane \( H_j = (v_j)^\perp \).

In Cases 1 and 2, we can find triples of points \( (x_1, x_2, x_3) \) with all the desired properties and stop the iteration right away. Below, in paragraphs 4.2.1 and 4.2.2 we indicate how to select the \( x_i \)'s in each of these cases, and present the necessary estimates.

If neither Case 1 nor Case 2 occurs, then we have to deal with

**Case 3. (Antipodal position.)** \( \Sigma \cap \partial B_{\rho_j} \cap C(\frac{3}{4}\varphi_0, v_j) \) is empty and for any two different points \( x_1, x_2 \in \Sigma \cap \partial B_{\rho_j} \cap C(\varphi_0, v_j) \) we have

\[
\phi(\pi_{H_j}(\sigma(x_1)), \pi_{H_j}(\sigma(x_2))) < \frac{\pi}{3},
\]

(Intuitively, Case 3 corresponds to the situation alluded to in the introduction to Section 4: at this stage we have to take into account the possibility that most points of \( \Sigma \cap B_{\rho_j} \) are close to some fixed 2-plane containing the segment with endpoints \( x_0, x_1 \).) Now this third case is more complicated, we will distinguish three further subcases, of which two will allow us to stop the iteration here. Only the third subcase will force us to continue the iteration.
To make this precise, let us fix some point \( x_1 \in \Sigma \cap \partial B_{\rho_j} \cap C(\varphi_0, v_j) \). Such a point does exist according to Condition (E). Set \( u_j := \pi_{H_j}(x_1)/|\pi_{H_j}(x_1)| \) and \( w_j := u_j \times v_j \), and consider the family of rotations

\[
R^j_s := R(s \varphi_0, w_j), \quad s \in [0, 4].
\]

Consider the union of rotated conical caps

\[
G^j_t := \bigcup_{0 \leq s \leq t} R_s(C_{\rho_j}(\varphi_0, v_j) \setminus \text{int } B_{\rho_j/2}), \quad t \in [0, \frac{1}{2}],
\]

Let

\[
t_0 := \sup\{t \in [0, \frac{1}{2}] : G_t \cap (\Sigma \setminus S_j) = \emptyset\}.
\]

(Intuitively: we rotate the conical cap “away from the intersection \( \Sigma \cap \partial B_{\rho_j} \cap C(\varphi_0, v_j) \)” and look for new points of \( \Sigma \) in the rotated set.) There are now three subcases possible. To describe them, let \( v_j^* := R_{1/2}(v_j) \) (this will be the new \( v_{j+1} \) in the third subcase).

**Subcase 3 (a).** \( G^j_{t_0} \cap (\Sigma \setminus S_j) \neq \emptyset \). Then \( j = N \); we stop the iteration and select \( x_2 \) and \( x_3 \), the remaining vertices of a good tetrahedron, using Lemma 4.2 to obtain the desired estimates; see subsection 4.2.3 for the computations.

Intuitively, Subcase 3 (a) corresponds to the situation where we initially suspect that the surface might be similar to the one with a little kink (see Fig. 1 at the beginning of Section 4). Condition (4.19) alone does not exclude this – but here, rotating a portion of the cone slightly, we find new points of \( \Sigma \) and detect that \( \Sigma \) is not flat at scale \( \rho_j \).

**Subcase 3 (b).** We have \( t_0 = 1/2 \) and \( G^j_{1/2} \cap (\Sigma \setminus S_j) = \emptyset \). However,

\[
\Sigma \cap (C_{2\rho_j}(\varphi_0, v_j^*) \setminus C_{\rho_j}(\varphi_0, v_j^*)) \neq \emptyset.
\]

Again, \( j = N \); we stop the iteration and select \( x_2 \) and \( x_3 \). For details, see subsection 4.2.3.

Informally: here we rotate a portion of the cone slightly and do not find new points of \( \Sigma \). However, there are other points of the surface at comparable distances, again allowing us to exclude the possibility that \( \Sigma \) is close to being flat at scale \( \rho_j \).

**Subcase 3 (c).** We have \( t_0 = 1/2 \) and

\[
G^j_{1/2} \cap (\Sigma \setminus S_j) = \emptyset.
\]

Moreover, (4.23) is violated, i.e.,

\[
\Sigma \cap (C_{2\rho_j}(\varphi_0, v_j^*) \setminus C_{\rho_j}(\varphi_0, v_j^*)) = \emptyset.
\]

If this is the case, then we are unable to exclude the possibility that (most of) \( \Sigma \) is nearly flat at the given scale, and the iteration goes on. We set \( T_{j+1} := S_j \cup G^j_{1/2}, v_{j+1} := v_j^* = R_{1/2}(v_j) \), \( H_{j+1} := (v_{j+1})^{-1} \), and

\[
K^j_{t+1} := C_t(\varphi_0, v_{j+1}),
\]

and define

\[
\rho_{j+1} := \inf\{t > \rho_j : \Sigma \cap K^j_{t+1} \cap \partial B_t \neq \emptyset\}.
\]
Notice that Condition (4.25) in the context of this subcase guarantees that $\rho_{j+1} > 2\rho_j$ which verifies (4.5) in Condition (A) for $i = j + 1$. Now we define
\[ S_{j+1} := T_{j+1} \cup (K_{\rho_{j+1}} \setminus \text{int } B_{\rho_j}), \]
and check that Conditions (A)–(F) are satisfied. Indeed, $S_{j+1} \subset S_j \cup K_{\rho_{j+1}} \subset B_{\rho_j} \cup B_{\rho_{j+1}}$ by Condition (A) for $i = j$, which implies that (A) holds for $i = j + 1$ as well. Next,
\[ S_{j+1} \setminus B_{\rho_j} = K_{\rho_{j+1}} \setminus B_{\rho_j} = C_{\rho_{j+1}}(\varphi_0, v_{j+1}) \setminus B_{\rho_j}, \]
since $S_j \subset B_{\rho_j}$ by Condition (A) for $i = j$. Hence (4.6) holds for $i = j + 1$. As $G^i_t \subset B_{\rho_j}$ for all $t \in [0, 1/2]$ we have $T_{j+1} \subset S_j \cup B_{\rho_j} \subset B_{\rho_j}$ because of Condition (A) for $i = j$. The second item in (4.7) is a direct consequence of the definition of $T_{j+1}$, whence (4.7) holds for $i = j$. Condition (C) holds also for $i = j$ by definition of $T_{j+1}$. Using (4.9) for $i = j$, (4.24), and the definition of $\rho_{j+1} > 2\rho_j$ in (4.27) we infer that (4.9) holds for $i = j + 1$, and (4.10) for $i = j$. Relation (4.11) for each $r \in (\rho_j, \rho_{j+1}]$ is an immediate consequence of (4.25). For $r = \rho_j$, however, we have to use (4.24) in combination with the fact that all surface points in $\Sigma \cap \partial B_{\rho_j} \cap C(\varphi_0, v_j)$ are in antipodal position described by (4.19), so that $\Sigma \cap \partial B_{\rho_j} \cap C(\varphi_0, v_j)$ is empty.

Now we turn to the proof of (4.12) for $i = j + 1$. The definition (4.27) of $\rho_{j+1}$ implies that
\[ \partial B_t \cap C^+(\varphi_0, v_{i+1}) \subset U, \text{ or } \partial B_t \cap C^-(\varphi_0, v_{i+1}) \subset \mathbb{R}^3 \setminus U \] (4.29)
for all $t \in (\rho_j, \rho_{j+1})$. Now (4.24) together with (4.12) implies that
\[ \partial B_{\rho_j} \cap C^+(\varphi_0, v_{i+1}) \subset U, \]
which excludes the second alternative in (4.29). Condition (E) holds for $i = j + 1$ by the definition of $\rho_{j+1}$ and the fact that $\Sigma$ is a closed set. For the proof of (4.13) for $i = j + 1$ we look for $t \in (\rho_j, \rho_{j+1})$ at the vertical segments $I_{\psi(t), v_{j+1}}(z)$, $\psi(t) := \sqrt{t^2 - |z|^2}$, $z \in B_{t \sin \varphi_0} \cap H_{j+1}$. The endpoints of these segments lie in $\partial B_t \cap C^+(\varphi_0, v_{j+1})$, and in $\partial B_t \cap C^-(\varphi_0, v_{j+1})$, respectively. Now we use (4.12) for $i = j + 1$ to conclude that $I_{\psi(t), v_{j+1}}(z)$ intersects $\Sigma$ for each $t \in (\rho_j, \rho_{j+1})$. This proves (4.13) for $t \in (\rho_j, \rho_{j+1})$. For $t = \rho_j$ and $t = \rho_{j+1}$ use continuity, and the fact that $\Sigma$ is a closed set. Finally, to prove (4.14) for $i = j + 1$ note that (4.5) together with (4.12) for $i = j + 1$ imply that the two endpoints of the vertical segments $I[z, v_{j+1}]$ for $z \in A_{j+1}$ lie in the different open connected components $U$ and $\mathbb{R}^3 \setminus U$. This suffices to conclude that these segments intersect $\Sigma$, which finishes the proof of all conditions in the list (A)–(F) in the iteration step.

Since we have established Condition (E) in the iteration step and (4.5) holds, too, we can deduce that Subcase 3 (c) can happen only finitely many times, depending on the position $x_0$ on $\Sigma$ and on the shape and size of $\Sigma$:
\[ \text{diam } \Sigma \geq \rho_i > 2\rho_{i-1} > \cdots > 2^{i-1}\rho_1 > 2^{i-1}\delta_0(x_0), \]
whence the maximal number of iteration steps is bounded by
\[ 1 + \log(\text{diam } \Sigma/\delta_0(x_0))/\log 2. \]

This concludes the Subcase 3 (c). Now we have to analyze the geometric situation in the remaining Cases 1, 2, and 3 (a) and (b), to extract surface points $x_1, x_2, x_3$, so that the selected tetrahedron $T = (x_0, x_1, x_2, x_3)$ (with $x_0 = 0$) satisfies Part (i) of Theorem 3.3 Part (ii) then follows from an easy perturbation argument; see Corollary 4.4.
4.2.1 Case 1 (Central hit): the details

We fix a point \( x_1 \in \Sigma \cap \partial B_{\rho_j} \) such that
\[
x_1 \cdot v_j = \pm \rho_j \cos \gamma_1, \quad 0 \leq \gamma_1 \leq \frac{3}{4} \varphi_0,
\]
and we are going to select suitable points \( x_2, x_3 \in \Sigma \cap B_{\rho_j} \) so that Condition (i) of Theorem 3.3 is satisfied. This will justify our decision to stop the iteration by having set \( N := j \) and \( d_s(x_0) := \rho_j = \rho_N \). Without loss of generality, rotating the coordinate system if necessary, let us suppose that \( v_j = (0, 0, 1) \in \mathbb{R}^3 \) and \( \pi_{H_j}(x_1) \in H_j \) is equidistant from \( z_1 := (0, r_j, 0) \) and \( z_2 := (0, -r_j, 0) \), where we recall from Condition (F) for \( i = j \) that \( r_j = \rho_j \sin \varphi_0 \). (In other words, we assume w.l.o.g. that the second coordinate of \( x_1 \) is zero.)

Condition (4.14) in (F) for \( i = j \) guarantees the existence of a point \( x_2 \in \Sigma \cap I_{h_j,v_j}(z_2) \), where \( h_j = \cos \varphi_0 = r_j \). Now let \( P := (0, x_1, x_2) \). Then \( \pi_{H_j}(x_2) \perp x_1 \) and we have
\[
\rho_j |x_2| \cos \delta(x_1, x_2) = |x_1 \cdot x_2| = |x_1 \cdot (x_2 - \pi_{H_j}(x_2))|,
\]
which yields
\[
|\cos \delta(x_1, x_2)| \leq \frac{|x_2 - \pi_{H_j}(x_2)|}{|x_2|} \leq \sin(\frac{\pi}{2} - \varphi_0) = 1/\sqrt{2}.
\]
Thus, Definition 2.1 (iii) is satisfied for \( x_0 = 0, x_1, x_2 \), for every \( \theta \leq \pi/4 \). To select \( x_3 \), we consider two subcases.

Subcase 1 (a). If the points \( z_1, z_2 \) and \( \pi_{H_j}(x_1) \) are collinear, then we simply have \( P = (0, x_1, z_2) \). We then use (F) for \( i = j \) to select \( x_3 \in \Sigma \cap I_{h_j,v_j}(z_3) \), where \( z_3 := (r_j, 0, 0) \) belongs to the two-dimensional disk \( D_j := D^2(0, r_j) \) in \( H_j \). Thus,
\[
\rho_j \sin \varphi_0 \leq |x_k - x_i| \leq 2\rho_j \quad \text{for } k \neq i, k, i = 0, 1, 2, 3,
\]
which establishes Conditions (i) and (ii) of Definition 2.1 for \( d := d_s(x_0) = \rho_j \) and any \( \theta \leq \sin \varphi_0 = 1/\sqrt{2} \). Finally, \( \dist(x_3, P) = r_j = \rho_j \sin \varphi_0 \), and this takes care of Part (iv) of Definition 2.1 so that \( T = (x_0, x_1, x_2, x_3) \in \mathcal{V}(\eta, d_s(x_0)) \) for any \( \eta < 1/\sqrt{2} \), i.e. in this subcase Part (i) of Theorem 3.3 is satisfied for any \( \eta < 1/2 \).

Subcase 1 (b). If the points \( z_1, z_2 \) and \( \pi_{H_j}(x_1) \) are non-collinear, then we consider the line segment \( J := F_j \cap B_{\rho_j} \cap P \) contained in the affine plane \( F_j := H_j + h_j v_j \). Since \( x_1 \in C(\frac{3}{4} \varphi_0, v_j) \) and \( y_1 := \sigma_{F_j}(x_1) \in J \), it is easy to check that, no matter where \( x_2 \) has been chosen, \( J \) (and \( P \)) contains points \( y_2 \in F_j \) such that
\[
\delta(\pi_{H_j}(y_2), \pi_{H_j}(y_1)) \geq \arccos \left( \cot \varphi_0 \tan \frac{3}{4} \varphi_0 \right) > \frac{\pi}{5}.
\]
Therefore, we may apply Lemma 4.1 with \( \varphi_0 = \frac{\pi}{7} \) and \( \varphi_1 := \pi/5 \) to select a point \( x_3 \in \Sigma \) on one of the vertical segments \( I_{h_j,v_j}(z) \), \( z \in \gamma_j := \text{the boundary of } D_j \) in \( H_j \), so that
\[
\eta\rho_j < \dist(x_3, P) \quad \text{and} \quad \eta\rho_j < |x_k - x_i| \leq 2\rho_j \quad \text{for } k \neq i, k, i = 0, 1, 2, 3,
\]
where \( \eta := 1/100 < \pi/200 = \frac{1}{2} (1 - \cos \frac{\pi}{10}) = c_0(\pi/4, \pi/5) \) (and we used \( 1 - \cos x \geq x^2/\pi \) for each \( \theta \leq \eta = 1/100 \), and we have seen before that Part (iii) of that Definition holds for all \( \theta \leq \pi/4 \). Hence Part (i) of Theorem 3.3 is also satisfied for \( \eta := 1/100 \) in this subcase, which completes our considerations for Case 1.
4.2.2 Case 2 (No central hit but nice distribution of intersection points): the details

The setting. As in Case 1, we have stopped the iteration, set $N := j$, $d_s(x_0) := \rho_j = \rho_N$. Let $H_j = (v_j)^\perp$ and $F_j = H_j + h_j v_j$, and let $\sigma \equiv \sigma_{F_j}$ denote the central projection from 0 to $F_j$.

Recall that we now have
\[
\Sigma \cap \partial B_{\rho_j} \cap C(\varphi_0, v_j) = \emptyset \tag{4.30}
\]
but we assume that there are two different points $x_1, x_2 \in \Sigma \cap \partial B_{\rho_j} \cap C(\varphi_0, v_j)$ such that
\[
\hat{\varphi}(\pi_{H_j}(\sigma(x_1)), \pi_{H_j}(\sigma(x_2))) \geq \frac{\pi}{3}. \tag{4.31}
\]
Let $y_k = \sigma(x_k)$, $k = 1, 2$. Since the plane $P = \langle 0, x_1, x_2 \rangle = \langle 0, y_1, y_2 \rangle$, we can apply Lemma 4.1 with $\varphi_0 = \pi/4$, $\varphi_1 = \frac{\pi}{3}$ to select a third point $x_3 \in \Sigma$ on a vertical segment $I_{h_j, v_j}(z_3)$ (using (4.14) for $i = j$), where $z_3 \in \gamma_j := \partial B_{\rho_j} \cap H_j$, the outer boundary of $A_j$ in $H_j$. This gives
\[
\eta_1 \rho_j \leq \operatorname{dist}(x_3, P) \quad \text{and} \quad \eta_1 \rho_j \leq |x_k - x_i| \leq 2 \rho_j \quad \text{for } k \neq i, \ k, i = 0, 1, 2, 3.
\]
where now we have $\eta_1 = c_0(\pi/4, \pi/3) = \frac{1}{2}(1 - \cos\frac{\pi}{6}) = \frac{1}{4}$.

It remains to verify that the angle $\hat{\varphi}(x_1 - x_0, x_2 - x_0) = \hat{\varphi}(x_1, x_2)$ is in $[\eta_2, \pi - \eta_2]$ for some absolute constant $\eta_2 > 0$ (possibly smaller than $\eta_1$), to verify Condition (iii) in Definition 2.1. This is intuitively obvious but we give the details (without aiming at the best possible bounds).

Let us suppose first that the two scalar products $x_k \cdot v_j$ ($k = 1, 2$) have the same sign. Write
\[
x_k = u_k + w_k, \quad u_k := \pi_{H_j}(x_k) \quad \text{for } k = 1, 2,
\]
and let $a_k := |w_k|/\rho_j \equiv |w_k|/|x_k|$ for $k = 1, 2$. Note that since $|x_1| = |x_2| = \rho_j$ and (4.30) is satisfied, we have in fact
\[
a_k \leq \sin \left(\frac{\pi}{2} - \frac{3}{4}\varphi_0\right) = \frac{5\pi}{16}, \quad k = 1, 2. \tag{4.32}
\]
Moreover, we have
\[
\hat{\varphi}(u_1, u_2) = \hat{\varphi}(\pi_{H_j}(\sigma(x_1)), \pi_{H_j}(\sigma(x_2))) \geq \frac{\pi}{3}, \tag{4.33}
\]
(the first equality in (4.33) holds since the scalar products of $x_k$, $k = 1, 2$, with $v_j$ are of the same sign). Set $\psi := \hat{\varphi}(x_1, x_2)$. Then, since the scalar products $x_k \cdot v_j$ ($k = 1, 2$) have the same sign, we have $w_1 \cdot w_2 = |w_1| \cdot |w_2| > 0$, and therefore
\[
0 \leq \cos \psi = \frac{x_1 \cdot x_2}{|x_1| \cdot |x_2|} = \frac{(u_1 \cdot u_2) + (w_1 \cdot w_2)}{\rho_j^2} = \frac{|u_1| \cdot |u_2| \cos \hat{\varphi}(u_1, u_2)}{\rho_j^2} + a_1 a_2
\]
\[
\leq \frac{1}{2} (1 - a_1^2)^{1/2} (1 - a_2^2)^{1/2} + a_1 a_2 \quad \text{by (4.33)}
\]
\[
\leq (1 - \lambda) \left( (1 - a_1^2)^{1/2} (1 - a_2^2)^{1/2} + a_1 a_2 \right)
\]
\[
\leq 1 - \lambda \quad \text{by Young’s inequality,}
\]
provided that we can choose $\lambda \in (0, \frac{1}{2})$ so that (*) holds, i.e., equivalently,
\[
\lambda a_1 a_2 \leq \left( \frac{1}{2} - \lambda \right) (1 - a_1^2)^{1/2} (1 - a_2^2)^{1/2}. \tag{4.34}
\]
Now, (4.32) implies that the left-hand of (4.34) does not exceed $\lambda \sin^2 \frac{5\pi}{10}$ whereas the right-hand side is certainly greater than $(\frac{1}{2} - \lambda) \cos^2 \frac{2\pi}{10}$. Thus, (4.34) holds for every $\lambda \leq \frac{1}{2} \cos^2 \frac{5\pi}{10}$, e.g. for $\lambda = \frac{1}{2} \cos^2 \frac{\pi}{3} = \frac{1}{8}$ and then with strict inequality. This gives $\cos \psi \in [0, \frac{7}{8})$, i.e.,

$$\eta_2 \leq \psi = \angle(x_1, x_2) \leq \frac{\pi}{2}$$

for $\eta_2 := \arccos \frac{7}{8} \simeq 0.505 > 1/4$.

If the two scalar products $\langle x_k, v_j \rangle$ ($k = 1, 2$) have different signs, we consider $\tilde{x}_2 = -x_2$. Since the central projections $\sigma(x_2)$ and $\sigma(\tilde{x}_2)$ coincide, we can apply the previous reasoning to $x_1$ and $\tilde{x}_2$, to obtain $\angle(x_1, \tilde{x}_2) \in [\eta_2, \frac{\pi}{2}]$, i.e. $\angle(x_1, x_2) \in [\frac{\pi}{2}, \pi - \eta_2]$.

With the choice $\eta := \min\{\eta_1, \eta_2\} = \eta_1 = 1/4$ we have verified that the tetrahedron $T = (x_0, x_1, x_2, x_3)$ satisfies all conditions of Definition 2.1 hence is of class $\mathcal{V}(\eta, d_s(x_0))$ for $\eta = 1/4$, which proves Part (i) of Theorem 3.3 also in Case 2. This concludes the proof in Case 2.

### 4.2.3 Case 3 (Antipodal position): the details

We deal with Subcases 3 (a) and 3(b), where we have stopped the iteration, have set $N := j$, with stopping distance $d_s(x_0) := \rho_j = \rho_N$. Recall that $H_j = (v_j) \perp$, $F_j = H_j + h_j v_j$, and $\sigma \equiv \sigma_{F_j}$ is the central projection from 0 to $F_j$.

As in Case 2, $\Sigma \cap \partial B_{\rho_j} \cap C(\varphi_0, v_j)$ is nonempty but we have

$$\Sigma \cap \partial B_{\rho_j} \cap C(\varphi_0, v_j) = \emptyset.$$  

However, in this case condition (4.18) is violated, i.e. for every two points $x_1, x_2 \in \Sigma \cap \partial B_{\rho_j} \cap C(\varphi_0, v_j)$ we have

$$\angle(\pi_{H_j}(\sigma(x_1)), \pi_{H_j}(\sigma(x_2))) < \frac{\pi}{3}. \tag{4.35}$$

We have already fixed $x_1 \in \Sigma \cap \partial B_{\rho_j} \cap C(\varphi_0, v_j)$ and assume now without loss of generality that $v_j = (0, 0, 1)$, $x_1 \cdot v_j > 0$, and $u := u_j = \pi_{H_j}(x_1)/|\pi_{H_j}(x_1)| = (1, 0, 0)$. Hence the unit vector $w := w_j = (0, -1, 0)$ determines the axis of the rotations $R_k^i$ defined in (4.20) which in turn were used to rotate conical caps to obtain the sets $C_t^i$ and the stopping rotational angle $t_0$ (see (4.21) and (4.22)). On this basis the three subcases in Case 3 were distinguished. Let us describe in some detail how we choose $x_2$ and $x_3$ in Subcase 3 (a) and (b).

#### Stopping the iteration in Subcase 3 (a)

Let us first note that $t_0 > 0$. To see this, set

$$X^j := \{ y \in \mathbb{R}^3 : \langle y, v_j \rangle \leq 0 \}, \quad Y^j := X^j \cap (C_{\rho_j}(\varphi_0, v_j) \setminus \text{int} B_{\rho_j/2}),$$

and note that if $R_s(C_{\rho_j}(\varphi_0, v_j) \setminus \text{int} B_{\rho_j/2})$ contains a new point $y$ of $\Sigma$, i.e. a point $y \in \Sigma \setminus S_j$, then we have in fact $y \in R_s(Y^j)$. However, this cannot happen for $s$ arbitrarily close to 0, as in Case 3 we have

$$\text{dist}(Y^j, \Sigma \cap X^j) > 0$$

due to (4.35), (4.9) and (4.12) for $i = j$ in (D), and (4.5) for $i = j$. 
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We choose \( x_2 \in G_{t_0} \cap (\Sigma \setminus R_{t_0}^j) \). It is easy to see that if \( x_2 \cdot v_j \) and \( x_1 \cdot v_j \) have the same sign, then
\[
\frac{3}{16} \pi = \frac{3}{4} \varphi_0 \leq \frac{3}{4} (x_1, x_2) \leq \frac{3}{4} (x_1, v_j) + \frac{3}{4} (v_j, R_{t_0}(v_j)) + \frac{3}{4} (R_{t_0}(v_j), x_2)
\]
\[
\leq \varphi_0 + t_0 \varphi_0 + \varphi_0 \leq \frac{5}{2} \varphi_0 = \frac{5}{8} \pi \tag{4.36}.
\]

If the scalar products \( x_2 \cdot v_j \) and \( x_1 \cdot v_j \) have different signs, then (4.36) holds with \( x_2 = (-x_2) \) instead of \( x_2 \), so that in either case we have
\[
\frac{3}{16} \pi \leq \frac{3}{16} (x_1, x_2) \leq \pi - \frac{3}{16} \pi = \frac{13}{16} \pi \tag{4.37},
\]
and Condition (iii) of Definition 2.1 holds with \( \theta := 3\pi/16 \).

Now, take \( P = \langle 0, x_1, x_2 \rangle = \langle 0, \sigma_{F_j}(x_1), \sigma_{F_j}(x_2) \rangle \) and apply Lemma 4.2 in connection with (4.14) for \( i = j \) in (F) to find the last good vertex \( x_3 \) on one of the segments \( I_{h_j, v_j}(z) \), where \( z \) runs along the circle \( \gamma_j \) bounding the disk \( H_j \cap B_{t_j} \), \( r_j = \rho_j \sin \varphi_0 \). Then \( \text{dist}(x_3, P) \geq c_1(\varphi_0)\rho_j \) where \( c_1(\varphi_0) = \frac{1}{16} \sin 2\varphi_0 = \frac{1}{16} \), which verifies Condition (iv) of Definition 2.1 with \( \theta := 1/16 \). Conditions (i) and (ii) of that definition are easily checked, so that \( T = (x_0, x_1, x_2, x_3) \in \mathcal{F}(\eta, d_\sigma(x_0)) \) (and therefore Part (i) of Theorem 3.3 is shown) for \( \eta = 1/16 \) in Subcase 3 (a).

**Stopping the iteration in Subcase 3 (b)**

Use (4.23) to select a point \( x_2 \in \Sigma \cap \left( C_{2\rho_j}((\varphi_0, v_j^*_j)) \setminus C_{\rho_j}(\varphi_0, v_j^*_j) \right) \).

Assume first that \( x_2 \cdot v_j^*_j > 0 \). Since, by the definition of \( R_s \) and \( v_j^*_j = R_{1/2}(v_j) \), we have
\[
\frac{3}{4} (x_1, v_j^*_j) = \frac{3}{4} (x_1, v_j) + \frac{3}{4} (v_j, v_j^*_j) \in \left[ \frac{5}{4} \varphi_0, \frac{3}{2} \varphi_0 \right],
\]
and \( \frac{3}{4} (x_2, v_j^*_j) \leq \varphi_0 \), two applications of the triangle inequality for the spherical metric give
\[
\frac{3}{4} (x_1, x_2) \in \left[ \frac{1}{4} \varphi_0, \frac{3}{2} \varphi_0 \right] = \left[ \frac{\pi}{16}, \frac{5\pi}{8} \right]
\]
in that case. If \( x_2 \cdot v_j^*_j < 0 \), then we estimate the angle \( \frac{3}{4} (x_1, -x_2) \) in the same way. This yields
\[
\frac{3}{4} (x_1, x_2) \in \left[ \frac{\pi}{16}, \frac{15\pi}{16} \right],
\]
no matter what is the sign of \( x_2 \cdot v_j^*_j \), which yields Condition (iii) of Definition 2.1 for \( \theta = \pi/16 \). Note that this estimate for the angle implies an estimate for the distance, \( \rho_j \sin(\pi/16) \leq |x_2 - x_1| \) being part of Condition (ii) in Definition 2.1 for \( \theta = \sin \pi/16 \).

To select \( x_3 \), we argue similarly to the proof of Lemma 4.2.

Consider the affine plane \( F \equiv F_j = H_j + h_j v_j \), \( h_j = \rho_j \cos \varphi_0 \). Let \( \sigma \equiv \sigma_F \) be the central projection from 0 to \( F \). Set
\[
E := \sigma \left( C_{2\rho_j}((\varphi_0, v_j^*_j)) \right) \subset F;
\]
this is a filled ellipse in \( F \). We have \( y_2 = \sigma(x_2) \in E \). Consider now the point \( y_1 = \sigma(x_1) \in F \). The plane \( P = (0, x_1, x_2) \) is equal to \( (0, y_1, y_2) \). The straight line \( l = P \cap F \) passes through \( y_1, y_2 \), and has to intersect \( \partial E \) and \( l_2 \), where the straight line
\[
l_2 := P_2 \cap F \quad \text{for} \quad P_2 := (R(\pi/8, w)(v_j))^\perp = (R_{7/2}(v_j))^\perp,
\]
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is tangent to $\partial E$ in $F$, and the direction of $l_2$ is perpendicular to $v_j$ and to $u = (1, 0, 0)$. Let $y_3$ be that point in $\partial E \cap l$ — which in general contains two points — which is closer to $y_1$, and let $\{y_4\} := l_2 \cap l$. Then it is easy to see that $y_4$ lies on $l$ between $y_3$ and $y_1$. Therefore, $l$ contains a point $y_5$ such that (see the figure below)

\[
\phi := \arccos \left( \cot \varphi_0 \left( \tan \frac{\pi}{8} \right) \right) = \arccos \left( \tan \frac{\pi}{8} \right) = 1.1437 \ldots ,
\]

and we have $P = \langle 0, x_1, x_2 \rangle = \langle 0, y_1, y_5 \rangle$.

Fig. 5. The configuration in $F$ discussed above. The (slanted, dashed) line $l$ passes through $y_1 = \sigma(x_1)$ and some other point (not shown) belonging to the ellipse $E$. The four points depicted on $l$ are, from right to left, $y_1$, $y_4$, $y_5$ and $y_3$. Note that $y_4$ is always situated between $y_3$ (which is on the boundary of the ellipse) and $y_1$. The position of $y_5$, which is chosen on $l$ so that the angle $\phi := \arccos \left( \cot \varphi_0 \left( \tan \frac{\pi}{8} \right) \right)$, may change, depending on the slope of $l$ and position of $y_1 = \sigma(x_1)$ (a special case $\sigma(x_1) = x_1 \in F$ is shown here). For some positions of $x_2$ considered in Subcase 3 (b), when $l$ is not so close to a tangent to $E$, we might obtain the order: $y_1$, then $y_4 \in l_2$, then $y_3 \in \partial E$, and finally $y_5$ satisfying (4.38).

Applying Lemma 4.1 with $\varphi_1 := \phi$, we find a point $z_3 \in H_j \cap \partial B_{r_j}$, $r_j = \rho_j \sin \varphi_0$, and because of (4.14) for $i = j$ in (F) the last vertex $x_3 \in I_{h_j, v_j}(z_3) \cap \Sigma \subset B_{\rho_j}$ of a good tetrahedron. The estimate from Lemma 4.1 gives now

\[
\text{dist}(x_3, P) \geq c_0(\varphi_0, \phi)\rho_j = 0.0795 \ldots \rho_j.
\]

Since $c_0(\varphi_0, \phi) < \cos(\pi/16)$, it is easy to see that all the distances $d_{ik} := |x_i - x_k|$, $i \neq k$, satisfy

\[
0.0795 \ldots \rho_j \leq d_{ik} \leq 3\rho_j.
\]

All the conditions of Definition 2.1 are verified now, and we conclude that $T = (x_0, x_1, x_2, x_3) \in \mathcal{Y}(\eta, d_3(x_0))$ for $\eta := c_0(\varphi_0, \phi) = 0.0795$ and $d_3(x_0) = \rho_j = \rho_N$, which implies the validity of Part (i) of Theorem 3.3 for this last Case where the iteration was stopped. Part (ii) follows from Corollary 4.4 below.
4.3 Estimates for perturbed tetrahedra

Lemma 4.3. Assume that $x_0 = 0, x_1, x_2, x_3 \in \mathbb{R}^3$ satisfy

(i) $\eta d \leq |x_i - x_j| \leq \eta^{-1}d$ for all $i \neq j$, $i, j = 0, 1, 2, 3$,

(ii) $\text{dist}(x_3, \langle x_0, x_1, x_2 \rangle) \geq \eta d$;

(iii) $\eta \leq 3(|x_1 - x_0, x_2 - x_0|) \leq \pi - \eta$,

where $\eta \in (0, \frac{1}{2})$ and $d > 0$. Then, there exists a number $\varepsilon = \varepsilon(\eta) \in (0, 1/4)$ such that

$$\text{dist}(y_3, \langle y_0, y_1, y_2 \rangle) \geq \frac{1}{2} \eta d$$

(4.39)

whenever $y_i \in B_{\varepsilon d}(x_i)$ for $i = 0, 1, 2, 3$.

Proof. W.l.o.g. we may assume that $x_0 = 0$. Let $y_i = x_i + v_i$ with $|v_i| \leq \varepsilon d$ for $i = 0, 1, 2, 3$; we shall fix $\varepsilon \in (0, 1/4)$ later on. Since the left-hand side of (4.39) is invariant under translations, it is enough to prove (4.39) for the quadruple $(y_0, y_1, y_2, y_3)$ shifted by $-v_0$. Thus, from now on we suppose that

$$y_0 = x_0 = 0, \quad y_j = x_0 + w_j, \quad \text{where } |w_j| \leq 2\varepsilon d \quad \text{for } j = 1, 2, 3.$$

By (iii), (i), and the fact that $\eta < 1/2$, we have

$$d^2\eta^4 \leq d^2\eta^2 \sin \eta \leq |x_1 \times x_2| \leq |x_1| |x_2| \leq d^2\eta^{-2}.$$

Moreover, $y_1 \times y_2 = (x_1 \times x_2) + v$, where the remainder vector $v$ satisfies by Assumption (i)

$$|v| = |w_1 \times x_2 + x_1 \times w_2 + w_1 \times w_2| \leq (\begin{array}{l}
(\text{i}) 2 \cdot 2\varepsilon d \cdot d\eta^{-1} + (2\varepsilon d)^2 \\
(\text{ii}) 2 \cdot d^2 \eta^{-1} - 2\varepsilon d \eta^{-1}
\end{array}) < 5\varepsilon d^2 \eta^{-1},$$

(the last inequality is satisfied for all $\varepsilon \in (0, 1/4)$ and $0 < \eta \leq 1$). Thus,

$$|y_1 \times y_2| \leq \frac{3}{2}|x_1 \times x_2|$$

if $|v| \leq \frac{1}{2}d^2\eta^4 \leq |\frac{1}{2}|x_1 \times x_2|$, and the last condition is satisfied whenever

$$10\varepsilon \leq \eta^5.$$  

(4.40)

Since $y_0 = x_0$, for all such choices of $\varepsilon$ we have according to Assumption (ii)

$$\text{dist}(y_3, \langle y_0, y_1, y_2 \rangle) = \frac{|\langle y_3, y_1 \times y_2 \rangle|}{|y_1 \times y_2|} \geq \frac{2|\langle y_3, y_1 \times y_2 \rangle|}{3|x_1 \times x_2|} \geq \frac{2|\langle x_3, x_1 \times x_2 \rangle|}{3|x_1 \times x_2|} - R$$

$$\geq \frac{2}{3}d\eta - R,$$

where, by the triangle inequality,

$$0 \leq R \leq \frac{2}{3|x_1 \times x_2|}(|w_3| |x_1| |x_2| + |w_3| |v| + |x_3| |v|)$$

$$\leq \frac{2}{3} (d^2\eta^4)^{-1} (2\varepsilon d \cdot d^2\eta^{-2} + \varepsilon d \cdot d^2\eta^4 + d\eta^{-1} \cdot 5\varepsilon d^2 \eta^{-1})$$

$$< 6\varepsilon d^2 \eta^{-6}$$

as $0 < \eta < 1$ hence $\eta^4 < \eta^{-2}$ for the last inequality. Choosing $\varepsilon = \varepsilon(\eta) \in (0, 1/4)$ so small that $R \leq 6\varepsilon d\eta^{-6} \leq \frac{1}{6}d\eta$ in addition to the requirement in (4.40), we conclude the proof.  \[\Box\]
Corollary 4.4. Given $d > 0$ one finds for any $\eta \in (0, 1/2)$ a constant $\alpha = \alpha(\eta) \in (0, \eta/20)$ such that for all tetrahedra $T \in \mathcal{T}(\eta, d)$ one has

$$T' \in \mathcal{T}(\eta, 3d) \quad \text{for all} \quad \|T - T'\| \leq \alpha d.$$  

We omit the proof since it relies on simple distance estimates using the triangle inequality and on Lemma 4.3.

4.4 Large projections and forbidden conical sectors

It is clear that conditions (A)–(F) stated at the beginning of Section 4.2 combined with the lower bound for stopping distances obtained in Proposition 3.5 imply the statement of Proposition 3.4 for all points $x \in \Sigma^*$. Using density of $\Sigma^*$ and closedness of $\Sigma$ it is easy to see that Proposition 3.4 does hold also for all $x \in \Sigma \setminus \Sigma^*$. Indeed, fix $x \in \Sigma$ and $r < R_0 = R_0(E, p)$. Choose a sequence of $x_i \to x$, $x_i \in \Sigma^*$. For each $x_i$, let $H_i$ and $v_i$ be the plane and unit vector whose existence is given by Proposition 3.4 for points of $\Sigma^*$. Set $D_i := H_i \cap B(x_i, r/\sqrt{2})$.

Passing to subsequences if necessary, we can assume that $H_i$ and $v_i$ converge as $i \to \infty$ to a plane $H$ and a unit vector $v$. We shall show that $H$ and $v$ satisfy the requirements of Proposition 3.4 for $x$ and $r$.

For each $w \in D := H \cap B(x, r/\sqrt{2})$ we select $w_i \in D_i$ with $|w_i - x_i| = |w - x|$ such that $w_i \to w$ as $i \to \infty$. By (3.5) applied for $x_i$, $\Sigma$ contains points $y_i = w_i + t_i v_i$ where the coefficients $t_i$ satisfy

$$|t_i|^2 \leq r^2 - |w_i - x_i|^2 = r^2 - |w - x|^2.$$  

Again, without loss of generality we can assume that $t_i \to t$ as $i \to \infty$, so that

$$y_i = w_i + t_i v_i \to y = w + tv, \quad |t|^2 \leq r^2 - |w - x|^2.$$  

It is clear that $y \in \Sigma \cap B(x, r)$ and $\pi_H(y) = w$ so that (3.5) holds at $x$.

Finally, if one of (3.6)–(3.7) were violated with our choice of $H$ and $v$, then the respective condition would be violated for $x_i$, $r$, $H_i$ and $v_i$ for all $i$ sufficiently large, a contradiction.

5 Uniform flatness and oscillation of the tangent planes

Throughout this section we assume that $\Sigma = \partial U$ is a closed, compact admissible surface in $\mathbb{R}^3$, with $\mathcal{M}_p(\Sigma) < E < \infty$ for some $p > 8$. As was shown before in Theorem 3.1, all such $\Sigma$ are Ahlfors regular with bounds depending only on the energy, i.e. there exists an $R_0 = R_0(E, p) > 0$ whose precise value was given in (3.1) such that

$$\mathcal{H}^2(\Sigma \cap B(x, R)) \geq \frac{\pi}{2} R^2 \quad \text{for all} \quad x \in \Sigma \text{ and } R \in (0, R_0].$$  

We shall show that each such $\Sigma$ is in fact a manifold of class $C^1$. To this end, we shall show that the tangent plane to $\Sigma$ exists and satisfies an a priori Hölder estimate. This a priori estimate allows
to cover $\Sigma$ by a finite number of balls, with radii depending only on $p$ and the bound for energy, such that in each of these balls $\Sigma$ is a graph of a $C^1$ function with Hölder continuous derivatives, see Corollary 5.7. This fact will be used also later in Section 7 when dealing with sequences of admissible surfaces with equibounded energy.

Our aim in this section will be to estimate the so-called beta numbers; see e.g. the introductory chapter of [8].

$$\beta_{\Sigma}(x, r) := \inf \left\{ \sup_{y \in \Sigma \cap B(x, r)} \frac{\text{dist}(y, F)}{r} : F \text{ is an affine plane through } x \right\}$$

for small radii $r$ and points $x \in \Sigma$, and to show that

$$\beta_{\Sigma}(x, r) \leq C(E, p) r^\kappa$$

where $\kappa = \kappa(p) = (p - 8)/(p + 16) > 0$. One of the issues is that we want to have such estimates for all $r < R_1(E, p)$ where $R_1(E, p)$ is a constant that does not depend on $\Sigma$.

It is known that for the class of Reifenberg flat sets with vanishing constant uniform estimates like (5.3) imply $C^1, \kappa$ regularity, cf. for example David, Kenig and Toro [6, Section 9], or Preiss, Tolsa and Toro [26, Def. 1.2 and Prop. 2.4]. In our case, we a priori know that $\Sigma \in \mathcal{A}$ and this information by itself does not imply Reifenberg flatness. However, we establish (5.3) inductively; while doing that, we can simultaneously ensure that $\Sigma$ is Reifenberg flat with a vanishing constant in a scale depending only on the energy.

In order to show precisely what is the role of energy bounds, we give all details of that reasoning. Everything is based on iterative applications of Proposition 3.4 and of the following simple lemma.

**Lemma 5.1 (Flat boxes).** Suppose that $\mathcal{M}_p(\Sigma) < E$ for some $p > 8$. Then, for any given number $1 > \eta > 0$ there exist two positive constants $\varepsilon_0 = \varepsilon_0(\eta) > 0$ and $c_1 = c_1(\eta, p) > 0$ such that whenever a triple of points $\Delta = (x_0, x_1, x_2) \in \Sigma^3$ satisfies

$$\Delta \in \mathcal{S}(\eta, d), \quad d \leq R_0(E, p)$$

where $R_0(E, p)$ is given by (3.1), then we have

$$\Sigma \cap B(x_0, 3d) \subset U_{\varepsilon d}(\langle x_0, x_1, x_2 \rangle)$$

for each $\varepsilon \in (0, \varepsilon_0(\eta))$ which satisfies the balance condition

$$\varepsilon^{16 + p} d^8 - p \geq c_1(\eta, p) E.$$  

In other words, we have

$$\beta_{\Sigma}(x_0, 3d) \leq \frac{\varepsilon}{3}$$

(and also a slightly weaker inequality $\beta_{\Sigma}(x_0, d) \leq \varepsilon$ whenever we can find an appropriate triple of points of $\Sigma$ and (5.5) is satisfied. Note that the balance condition (5.5) is satisfied for $\varepsilon \approx E^{1/(p+16)} d^\kappa$, so that the ‘boxes’ $B(x_0, 3d) \cap U_{\varepsilon d}(\langle x_0, x_1, x_2 \rangle)$ become indeed flatter and flatter as the scale $d \to 0$.

**Remark 5.2.** This lemma and its iterative applications in the proof of Theorem 5.4 are one of the main reasons behind our choice of definition of $\mathcal{M}_p$. The proof presented below shows that for any integrand $\mathcal{K}_s(T)$ satisfying

$$\mathcal{K}_s(T) \approx \frac{h_{\min}(T)}{(\text{diam } T)^{2+s}}, \quad s > 0,$$
We argue by contradiction. Suppose that some point
be a plane.

Lemma 5.3 (Good triples of points of $\Sigma$), Let $\Sigma \in \mathcal{A}$, $p > 8$ and $\mathcal{M}_p(\Sigma) < \infty$. Suppose that $x \in \Sigma$, $y \in \Sigma$ and $0 < d = |x - y| < d_s(x)$, where $d_s(x)$ is the stopping distance from Theorem 3.3. Then there exists a point $z \in \Sigma \cap B(x, d)$ and an affine plane $H$ passing through $x$ such that

(i) $\Delta = \langle x, y, z \rangle \in \mathcal{K}(\eta, d)$, where $\eta$ is the constant from Theorem 3.3;

(ii) $\pi_H(\Sigma \cap B(x, d)) \supset H \cap B(x, d \sin \varphi_0)$, where $\varphi_0 = \frac{\pi}{4}$;
(iii) \( \hat{\delta}(H, P) \leq \alpha_0^* \), where \( P = \langle x, y, z \rangle \) and

\[
\alpha_0^* := \frac{\pi}{2} - \arctan \frac{1}{\sqrt{2}} = 0.955 \ldots < \frac{\pi}{3}.
\]  

**Proof.** W.l.o.g. we suppose that \( x = 0 \in \mathbb{R}^3 \). Applying Proposition 3.4 we find \( v \in S^2 \) and \( H = (v) \perp \) such that (3.5), (3.6) and (3.7) do hold for \( r = d = |x - y| \), \( H \) and \( v \). In particular,

\[
D := H \cap B(x, d/\sqrt{2}) \subset \pi_H(B(x, d) \cap \Sigma),
\]

and by (3.6)–(3.7)

\[
\frac{\pi}{4} \leq \hat{\delta}(y - x, v) \leq \frac{3\pi}{4}.
\]

By (5.9), for each \( w \) in the boundary circle of the disk \( D \) the segment \( I(w) := I_{d/\sqrt{2}, v}(w) \) (cf. Section 2.1 for the definition) contains at least one point of \( \Sigma \). Choose \( w_0 \in D \) such that \( w_0 - x \perp \pi_H(y - x) \) and \( |w_0 - x| = d/\sqrt{2} \) and then choose any point \( z \in \Sigma \cap I(w_0) \). We claim that the conditions of the lemma are satisfied by that point \( z \) and \( H \).

Indeed, we have \( z \in B(x, d) \) and \( \min(|z - x|, |z - y|) \geq d/\sqrt{2} \geq \eta d \). By choice of \( z \) and \( w_0 \), we also have

\[(z - x) \cdot (y - x) = z \cdot y = (z - \pi_H(z)) \cdot (y - \pi_H(y)) = \pm |z - \pi_H(z)| |y - \pi_H(y)|.\]

Thus, \( |\cos \hat{\delta}(z, y)| = (|z - \pi_H(z)|/|z|) (|y - \pi_H(y)|/|y|) \leq (\cos \varphi_0)^2 = \frac{1}{2} \), so that \( \hat{\delta}(z, y) \in \left[ \frac{\pi}{4}, \frac{2\pi}{3} \right] \).

This implies that \( \Delta = (x, y, z) \) is \( (\eta, d) \)-wide, i.e. \( \Delta \in \mathcal{A}(\eta, d) \).

To check (iii), one solves an exercise in elementary geometry. For that let \( P := \langle x, y, z \rangle \). It is enough to check that \( \frac{\pi}{2} \geq \hat{\delta}(P, v_1) \geq \arctan(1/\sqrt{2}) \) and then use \( \hat{\delta}(P, H) = \frac{\pi}{2} - \hat{\delta}(P, v) \). To compute \( \hat{\delta}(P, v) \), let \( F = H + hv, h = d \cos \varphi_0 = d/\sqrt{2} \) and note that the distance \( \delta := \text{dist}(l_1, l_2) \) between the two straight lines \( l_1 := P \cap F \) and \( l_2 := \{ x + sv : s \in \mathbb{R} \} \perp F \) satisfies \( \delta \geq h/\sqrt{2} = d/2 \). This gives the desired estimate of the angle. □

**Theorem 5.4 (Existence and oscillation of the tangent plane).** Assume that \( \Sigma \in \mathcal{A} \) and \( \mathcal{M}_p(\Sigma) < E \) for some \( p > 8 \). Then, for each \( x \in \Sigma \) there exists a unique plane \( T_x \Sigma \) (which we refer to as to tangent plane of \( \Sigma \) at \( x \)) such that

\[
\text{dist}(x', x + T_x \Sigma) \leq C(p, E)|x' - x|^{1+\kappa} \quad \text{for all} \quad x' \in \Sigma \cap B_{\delta_1}(x),
\]

where \( \kappa := (p - 8)/(p + 16) > 0 \) and \( \delta_1 = \delta_1(E, p) > 0 \). Moreover, there is a constant \( A = A(p) \) such that whenever \( x, y \in \Sigma \) with \( 0 < d = |x - y| \leq \delta_1(E, p) \), then

\[
\hat{\delta}(T_x \Sigma, T_y \Sigma) \leq A(p) E^{1/(p+16)} d^\kappa.
\]

**Remark 5.5.** In fact a possible choice for \( \delta_1(E, p) \) is

\[
\delta_1(E, p) := \min \left\{ 1, R_0(E, p), \left( \frac{\mu_0 \kappa}{400} \right)^{1/\kappa} \left( c_1(p) E \right)^{-1/(p-8)} \right\},
\]

where \( R_0(E, p) \) is the absolute constant given in (3.1) of Theorem 3.1 \( c_1(p) \) is defined in (5.7), and \( \mu_0 := \frac{1}{4} \left( \frac{\pi}{2} - \alpha_0^* \right) \).
Proof of Theorem 5.4. Let us describe first a rough idea of the proof.

To begin, we use Lemma 5.3 and select \( z \in \Sigma \cap B(x, d) \) such that the triple \( \Delta = (x, y, z) \in \mathscr{P}(\eta, d) \). Then, fixing \( \delta_1(E, p) \) small and setting

\[
d_N := d/10^{N-1}, \quad \epsilon_N \quad \text{such that } \epsilon_N^{16+p} d_N^{8-p} = c_1(p)E \quad \text{for } N = 1, 2, \ldots ,
\]

we shall find triples of points, \( \Delta_N = (x, y_N, z_N) \in \Sigma^3 \), such that \( y_N, z_N \in B(x, 2dN) \) and the angle \( \gamma_N = \theta(y_N - x, z_N - x) \approx \frac{\pi}{2} \) with a small error bounded by \( C\sum \epsilon_N \) where \( C \) depends only on \( p \) and \( E \). The crucial tool needed to select \( y_N, z_N \) is the knowledge that \( \Sigma \cap B(x, d_1) \) has large projections onto some fixed plane.

Thus, an application of Lemma 5.1 shall give

\[
\Sigma \cap B(x, 3d_N) \subset U_{\epsilon_N d_N}(P_N), \quad P_N = \langle x, y_N, z_N \rangle . \tag{5.14}
\]

Moreover, we shall check that the planes \( P_N \) satisfy \( \theta(P_{N+1}, P_N) \leq C\epsilon_N \), and \( P_1 \) is close to \( P_0 = \langle x, y, z \rangle \). Thus, the sequence \( \langle v_N \rangle \) of normal vectors to \( P_N \) is a Cauchy sequence in \( \mathbb{S}^2 \). This allows us to set the (affine) tangent plane \( P \equiv T_x \Sigma + x \) to be the limit plane of the \( P_N \), and to prove that \( P \) does not depend on the choice of \( y_N, z_N \) and \( P_N \) (which is by no means unique). (It is intuitively clear that \( P = \lim P_N \) should be equal to the affine tangent plane to \( \Sigma \) at all points where \( \Sigma \) a priori happens to have a well defined tangent plane.) The whole reasoning gives

\[
\theta(T_x \Sigma, P_0) \leq C\epsilon_1 = C'd^\kappa .
\]

Reversing the roles of \( y \) and \( x \), we run a similar iterative reasoning to obtain the above inequality with \( x \) replaced by \( y \). An application of the triangle inequality, combined with a routine examination of the constants, ends the proof.

Let us now pass to the details.

Again, we assume for the sake of convenience that \( x = 0 \). Set

\[
d_N := \frac{d}{10^{N-1}}, \quad d = |x - y|, \quad N = 1, 2, \ldots , \tag{5.15}
\]

and let \( \epsilon_N \) be defined by

\[
\epsilon_N^{16+p} d_N^{8-p} = c_1(p)E, \quad N = 1, 2, \ldots . \tag{5.16}
\]

Note that

\[
\epsilon_N = \left( \frac{c_1(p)E}{d^{8-p}} \right)^{\frac{1}{16+p}} \cdot \left( 10^{N-1} \right)^{\frac{8-p}{16+p}} 
\to 0 \quad \text{as } N \to \infty .
\]

Moreover, by our choice of \( \delta_1 \) in (5.13),

\[
200 \sum_{N=1}^{\infty} \epsilon_N = 200 \left( c_1(p)E \right)^{1/(p+16)} \sum_{N=1}^{\infty} d_N^\kappa , \quad \kappa := \frac{p - 8}{p + 16} > 0 ,
\]

\[
= 200 \left( c_1(p)E \right)^{1/(p+16)} \left( \sum_{N=0}^{\infty} 10^{-N\kappa} \right) d^\kappa 
\leq \frac{400}{\kappa} \left( c_1(p)E \right)^{1/(p+16)} d^\kappa 
\leq \mu_0 = \frac{1}{4} \left( \frac{\pi}{3} - \alpha_0^3 \right) , \tag{5.17}
\]
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where \( \alpha_0^* \in (0, \frac{\pi}{4}) \) is given by (5.8). (We have used \( \sum 10^{-j\kappa} = 10^\kappa/(10^\kappa - 1) \leq 2/\kappa \) in the second inequality above.) In particular \( \varepsilon_N \ll 1 \) for all \( N \in \mathbb{N} \).

Proceeding inductively, we shall define two sequences of points \( y_N, z_N \in \Sigma \) which converge to \( x = 0 \) and satisfy the following conditions for each \( N = 1, 2, \ldots \).

\[
\frac{d_N}{2} \leq |y_N|, |z_N| \leq \frac{3d_N}{2}.
\]  

(5.18)

An initial plane \( P_0 \) and planes \( P_N = \langle 0, y_N, z_N \rangle \) satisfy \( \alpha_N := \angle(P_N, P_{N-1}) \leq 200\varepsilon_N \).  

(5.19)

The angle \( \gamma_N := \angle(y_N, z_N) \in [0, \pi] \) satisfies \( \left| \gamma_N - \frac{\pi}{2} \right| \leq 6\varepsilon_1 + 40(\varepsilon_1 + \cdots + \varepsilon_{N-1}) \).  

(5.20)

We shall also show that there exists a fixed plane \( H \) (given by an application of Lemma 5.3 at the first step of the whole construction) through \( x \) such that, for each \( N = 1, 2, \ldots \),

\[
\pi_H(B(x, d_N) \cap \Sigma) \supset D_H(x, d_N/2) := B(x, d_N/2) \cap H.
\]  

(5.21)

Here is a short description of the order of arguments: we first apply Lemma 5.3 to select \( P_0 \) and then correct it slightly to have two points \( y_1, z_1 \) satisfying (5.20). This is done in Steps 1 and 2 below. Next, proceeding inductively, we first select \( y_{N+1}, z_{N+1} \) very close to the intersection of segments \([0, y_N]\) and \([0, z_N]\) with the boundary of \( \partial B_{d_{N+1}} \) (Step 3). Finally, we estimate the angle \( \alpha_N \) (Step 4) and prove that \( P = \lim P_N \) does not depend on the choice of \( P_0 \) (Step 5).

**Step 1.** For given \( x \) and \( y \) use Lemma 5.3 to select \( z \in B_d(\Sigma) \) and the plane \( H \) satisfying conditions (i)–(iii) of that lemma. (Notice that \( |x - y| = d \leq \delta_1(E, p) \leq R_0(E, p) < d_8(x_0) \) by our choice (5.13) and (3.3) in Proposition 3.5, so that Lemma 5.3 is indeed applicable.)

Let \( P_0 = \langle x, y, z \rangle = \langle 0, y, z \rangle \); by (iii), we have

\[
\alpha_0' := \angle(P_0, H) \leq \alpha_0^* = \frac{\pi}{2} - \arctan \frac{1}{\sqrt{2}} < \frac{\pi}{3}.
\]  

(5.22)

Lemma 5.1 gives \( \beta_\Sigma(x, d_1) \leq \varepsilon_1 \). Set

\[
F_0 := \{ z' \in B(0, d_1) : \dist(z', P_0) \leq \varepsilon_1d_1 \} = U_{\varepsilon_1d_1}(P_0) \cap B_{d_1}.
\]  

(5.23)

We know that \( \Sigma \cap B(x, d_1) \subset F_0 \). The goal will be to prove that one can choose \( y_N, z_N \) so that for \( P_N = \langle x, y_N, z_N \rangle \)

\[
\Sigma \cap B(x, d_N) \subset F_N := \{ z' \in B(0, d_N) : \dist(z', P_N) \leq \varepsilon_Nd_N \} = U_{\varepsilon_Nd_N}(P_N) \cap B_{d_N}.
\]  

(5.24)

also for \( N = 1, 2, \ldots \), and to provide an estimate for \( \alpha_N = \angle(P_N, P_{N-1}) \) showing that for large \( N \) the center planes of the sets \( F_N \) stabilize around a fixed affine plane.

Note that (5.21) for \( N = 1 \) follows from Lemma 5.3 (ii) since \( \sin \varphi_0 = 1/\sqrt{2} > 1/2 \).

**Step 2 (choice of \( P_1 \)).** We shall choose \( y_1, z_1 \) with \( \gamma_1 = \angle(y_1, z_1) \approx \frac{\pi}{4} \), and we shall show that the plane \( P_1 = \langle 0, y_1, z_1 \rangle \) satisfies \( \alpha_1 = \angle(P_1, P_0) \leq 12\varepsilon_1 \). To this end, select a point \( x_0 \in F_0 \) such that

\[
h_0 := \dist(x_0, H) = \max_{\xi \in F_0} \dist(\xi, H) > 0.
\]

It is clear that \( x_0 \) exists since \( F_0 \) is compact, and that \( x_0 \in \partial B_{d_1} \); see Figure 6.

Let \( \alpha''_0 := \angle(x_0, P_0) \) denote the angle between \( x_0 \) and its orthogonal projection \( \pi_{P_0}(x_0) \) onto the plane \( P_0 \). We have \( \sin \alpha'''_0 = \varepsilon_1d_1/d_1 = \varepsilon_1 \). Hence, \( \alpha''_0 \leq (\pi/2) \sin \alpha'''_0 \leq 2\varepsilon_1 \).
Fig. 6. The initial configuration in $B(x, d_1)$; cross-section by a plane which is perpendicular to $H$ and $P_0$. A priori, at this stage we do not control the topology of $\Sigma$ and we cannot even be sure that $\Sigma$ is a graph over $H$ (or $P_0$). The angle $\alpha''_0$ is marked with a triple line.

Now, since $2\varepsilon_1 < 200 \sum \varepsilon_N \leq \frac{1}{4} (\frac{\pi}{3} - \alpha''_0)$ by (5.17), we can use (5.22) twice to obtain

$$h_0 = d_1 \sin(\alpha'_0 + \alpha''_0) \leq d_1 \sin(\frac{3}{4} \alpha''_0 + \frac{1}{4} \pi) \leq d_1 \sin \frac{\pi}{3} = d_1 \frac{\sqrt{3}}{2}. \tag{5.25}$$

This implies that each straight line $l = l(w)$ which is perpendicular to $H$ and passes through a point $w$ in the disk

$$D_0 = D_H(0, r_0) \equiv H \cap B_{r_0}, \quad \text{where } r_0^2 + h_0^2 = d_1^2,$$

intersects the finite slab $F_0$ along a segment $I$ of length $2l_0$, where $\varepsilon_1 d_1 / l_0 = \cos \alpha'_0$, which gives $l_0 = (\varepsilon_1 d_1) / \cos \alpha'_0 < 2\varepsilon_1 d_1$ by virtue of (5.22). Since $r_0^2 = d_1^2 - h_0^2 > d_1^2 / 4$ according to (5.25), we have $D := D_H(0, d_1/2) \subset D_0$ in $H$. Choose two points $a_1, b_1$ in the circle which bounds $D$ in $H$ so that $a_1 \perp b_1$ and $b_1 \in P_0 \cap H$. Take the lines $l(a_1), l(b_1)$ passing through these points and perpendicular to $H$, and select

$$y_1 \in \Sigma \cap l(a_1) \cap F_0, \quad z_1 \in \Sigma \cap l(b_1) \cap F_0 \tag{5.26}$$

(such points do exist since $\Sigma \cap B(x, d_1) \subset F_0$ and the projection of $\Sigma \cap B(x, d_1)$ onto $H$ contains $D$ by (5.21) already verified for $N = 1$).

Note that $y'_1, z'_1 = b_1$ given by

$$\{y'_1\} = l(a_1) \cap P_0, \quad \{z'_1\} = l(b_1) \cap P_0 \tag{5.27}$$

satisfy $y'_1 \perp z'_1$. Let $\psi_0 := \angle(y'_1, y_1), \theta_0 := \angle(z'_1, z_1)$. We have

$$\psi_0 \leq \tan \psi_0 \leq \frac{\varepsilon_1 d_1}{(d_1/2) - l_0} \leq \frac{2\varepsilon_1 d_1}{d_1 - 4\varepsilon_1 d_1} \quad \text{as } l_0 \leq 2\varepsilon_1 d_1 \tag{5.28}$$
since \( \varepsilon_1 \leq \sum \varepsilon_N \leq (200)^{-1} \mu_0 \ll 1/12 \) by (5.17). Similarly, we have \( \tan \theta_0 \leq 3\varepsilon_1 \), so that both angles \( \psi_0 \) and \( \theta_0 \) do not exceed \( 3\varepsilon_1 \). Therefore, \( 0 \leq \gamma_1 = \Psi(y_1, z_1) \leq \Psi(y_1, y_1') + \Psi(y_1', z_1') + \Psi(z_1', z_1) \) satisfies
\[
|\gamma_1 - \frac{\pi}{12}| \leq \psi_0 \leq \theta_N \leq 6\varepsilon_1 ,
\]
which gives (5.20) for \( N = 1 \). By choice of \( a_1, b_1 \), (5.18) is satisfied for \( N = 1 \). Thus, the triangle \( \Delta = (x, y_1, z_1) \) is \( (\eta, d) \)-wide, i.e. \( \Delta \in \mathcal{S}(\eta, d) \) for \( \eta := \min\{1/2, \pi - (\pi/2 + 6\varepsilon_1)\} = 1/2 \) by (5.17), and \( d := d_1 \leq R_0(E, p) \). Consequently, by virtue of (5.16) we can derive (5.24) for \( N = 1 \) with the help of Lemma 5.1.

Finally, normalizing \( y_1', z_1' \in P_0 \), we easily check that
\[
\alpha_1 := \Psi(P_1, P_0) < 12\varepsilon_1 \quad \text{for} \quad P_1 := \langle x, y_1, z_1 \rangle,
\]
which gives (5.19) for \( N = 1 \). Moreover, by (5.30), (5.22), and (5.17) we have
\[
\Psi(P_1, H) \leq \Psi(P_1, P_0) + \alpha_0 \leq 12\varepsilon_1 + \alpha_0^* \leq \frac{\pi}{4} \left( \frac{\pi}{3} - \alpha_0^* \right) + \alpha_0^* < \pi/3.
\]
To summarize, we have now proven (5.18), (5.19), (5.20), (5.21), and (5.24) for \( N = 1 \).

**Step 3 (induction).** Suppose now that \( y_1, \ldots, y_N, z_1, \ldots, z_N \) have already been selected so that conditions (5.18), (5.19), (5.20), (5.21), and (5.24) are satisfied for \( j = 1, \ldots, N \). Note that since (5.24) is satisfied for all indices up to \( N \), we have
\[
\beta_\Sigma(x, d_j) \leq \varepsilon_1 = O(d_j^*), \quad j = 1, \ldots, N.
\]

We shall select two new points \( y_{N+1}, z_{N+1} \) such that (5.18), (5.19), (5.20), (5.21), and (5.24) are satisfied with \( N \) replaced by \( N + 1 \).

Choose first two auxiliary points,
\[
\{y_{N+1}'\} := [0, y_N] \cap \partial B(0, d_{N+1}) \quad \{z_{N+1}'\} := [0, z_N] \cap \partial B(0, d_{N+1}) .
\]
Since \( P_N = \langle 0, y_N, z_N \rangle \), we have \( y_{N+1}', z_{N+1}' \in P_N \cap B_{d_{N+1}} \subset F_N \). Fix \( x_N \in F_N \) such that
\[
h_N := \text{dist}(x_N, H) = \max_{\xi \in F_N} \text{dist}(\xi, H).
\]
Set \( \alpha'_N := \Psi(P_N, H) \), \( \alpha''_N := \Psi(x_N, P_N) \). We note that \( x_N \in \partial B_{d_N} \) and by (5.17)
\[
\alpha''_N = \arcsin \varepsilon_N < 2\varepsilon_N \leq 2\varepsilon_1 \leq \frac{\pi}{4} \left( \frac{\pi}{3} - \alpha_0^* \right) .
\]
Applying the triangle inequality and using the induction hypothesis (5.19) up to \( N \), and (5.22), we estimate
\[
\alpha'_N = \Psi(P_N, H) \leq \Psi(P_0, H) + \Psi(P_1, P_0) + \Psi(P_2, P_1) + \cdots + \Psi(P_N, P_{N-1}) = \alpha'_0 + \alpha_1 + \cdots + \alpha_N \leq \alpha'_0 + \frac{1}{4} \left( \frac{\pi}{3} - \alpha_0^* \right) \quad \text{by (5.22), (5.19), and (5.17)}.
\]
By induction, this inequality implies (5.20) with
\[ h_N = d_N \sin(\alpha_N') < d_N \sin \frac{\pi}{3} = d_N \frac{\sqrt{3}}{2}, \quad N \geq 1. \]

Hence, \( d_N^2 = h_N^2 + r_N^2 \) for some \( r_N > d_N/2 \); as previously, we conclude that each straight line \( l = l(w) \) which is perpendicular to \( H \) and passes through a point \( w \) in the disk
\[ D_N = D_H(0, r_N) \equiv H \cap B_{rN}, \]
intersects the finite slab \( F_N \) along a segment \( I \) of length \( 2l_N \), where \( \varepsilon_N d_N/l_N = \cos \theta(P_N, H) \), which gives \( l_N < 2\varepsilon_N d_N \) by virtue of (5.33). Moreover, by (5.21) (which, by the inductive assumption, holds for \( N \)), each segment \( I(w) \) for \( w \in D_H(0, d_N/2) \) vertical to \( H \) must contain at least one point of \( \Sigma \).

We now choose \( y_{N+1}, z_{N+1} \in F_N \cap \Sigma \) such that
\[ \pi_H(y_{N+1}) = \pi_H(y_{N+1}') = \pi_H(z_{N+1}) = \pi_H(z_{N+1}'). \]

To establish the desired estimate of \( \theta(P_{N+1}, P_N) \), we show first that
\[
\psi_N := \theta(y_{N+1}, y_N) \leq 20\varepsilon_N, \\
\theta_N := \theta(z_{N+1}, z_N) \leq 20\varepsilon_N.
\]

Indeed,
\[
\tan \psi_N = \tan \theta(y_{N+1}, y_N) < \frac{\varepsilon_N d_N}{d_{N+1} - l_N} < \frac{\varepsilon_N d_N}{d_{N+1}/2} = 20\varepsilon_N,
\]
where the last inequality holds since \( l_N < 2\varepsilon_N d_N \leq 2\varepsilon_1 d_N < d_N/300 < d_{N+1}/2 \); remember that \( 2\varepsilon_1 < 2\sum N \varepsilon_N \leq (100)^{-1}\mu_0 < (100)^{-1}\pi/12 < 1/300 \) by (5.17).

Thus, \( \psi_N \leq \tan \psi_N \leq 20\varepsilon_N \). Similarly, \( \theta_N \leq \tan \theta_N \leq 20\varepsilon_N \). This proves (5.35) and (5.36). Moreover, the triangle inequality gives an estimate of the angle \( \gamma_{N+1} = \theta(y_{N+1}, z_{N+1}) \),
\[
|\gamma_{N+1} - \gamma_N| \leq \theta_N + \psi_N \leq 40\varepsilon_N,
\]
and consequently
\[
|\gamma_{N+1} - \frac{\pi}{2}| \leq |\gamma_N - \frac{\pi}{2}| + 40\varepsilon_N.
\]

By induction, this inequality implies (5.20) with \( N \) replaced by \( N + 1 \). We also have
\[
\frac{d_{N+1}}{2} \leq d_{N+1} - l_N \leq |y_{N+1}| \leq d_{N+1} + l_N \leq \frac{3d_{N+1}}{2},
\]
and a similar estimate for \( |z_{N+1}| \), which gives (5.18) with \( N \) replaced by \( N + 1 \). Therefore the triangle \( \Delta = (x, y_{N+1}, z_{N+1}) \) is \( (\eta_1, d_{N+1}) \)-wide, i.e. \( \Delta \in \mathcal{S}(\eta_1, d_{N+1}) \) for \( \eta_1 := \min\{1/2, (\pi/2) - \).
Now, we compute the difference of unit normals to \(M\) and by (5.17) that
\[
\sin(z, P, H) < \varepsilon_{N, d_N} \text{ for all } z \in B_{d_N} \setminus B_{d_{N+1}} \text{ and estimate } |\pi_H(z)|.
\]
Since (5.20) which we already have shown to hold up to \(N + 1\), and in addition (5.39) and (5.38), to obtain
\[
|\pi_H(z)| = |z| \cos \gamma(z, H)
\]
\[
\geq |z| \cos \left( \alpha' + \arcsin \frac{\varepsilon_{N, d_N}}{d_{N+1}} \right)
\]
\[
> |z| \cos (\alpha' + 20\varepsilon_N) \quad \text{as } d_N = 10d_{N+1}
\]
\[
> |z| \cos \frac{\pi}{3} \quad \text{by (5.17) and (5.33)}
\]
\[
\geq d_{N+1}/2.
\]
Since by the inductive assumption ((5.21) up to index \(N\)) the projection \(\pi_H(\Sigma \cap B_{d_N})\) contains the whole disk \(D_H(0, d_N/2)\), we do obtain \(\pi_H(\Sigma \cap B_{d_{N+1}}) \supset D_H(0, d_{N+1}/2)\).

It remains to verify (5.19) with \(N\) replaced by \(N + 1\), i.e., the desired inequality for the angle \(\alpha_{N+1} = \gamma(P_{N+1}, P_N)\).

**Step 4. Estimates of \(\alpha_N\).** We normalize the vectors spanning \(P_j\) and set \(u_j := y_j/|y_j|, w_j := z_j/|z_j|\). We also set \(M_j = [u_j \times w_j]\), noting that by (5.20) which we already have shown to hold up to \(N + 1\), and by (5.17) that
\[
\gamma_j \in \left( \frac{5}{12} \pi, \frac{7}{12} \pi \right)
\]
so that
\[
1 \geq M_j = \sin \gamma_j \geq \frac{\sqrt{2}}{2} \quad \text{for all } j = 1, \ldots, N + 1.
\]

Now, we compute the difference of unit normals to \(P_{N+1}\) and \(P_N\),
\[
\frac{u_{N+1} \times w_{N+1}}{|u_{N+1} \times w_{N+1}|} - \frac{u_N \times w_N}{|u_N \times w_N|} =: T_1 + T_2,
\]
where
\[
T_1 := \frac{M_N(u_{N+1} \times w_{N+1} - u_N \times w_N)}{M_N M_{N+1}},
\]
\[
T_2 := \frac{M_N - M_{N+1}}{M_N M_{N+1}} u_N \times w_N.
\]

Since \(u_N, w_N \in S^2\), we can use (5.35), (5.36) (which yield the estimates of \(u_{N+1} - u_N\) and \(w_{N+1} - w_N\), and in addition (5.39) and (5.38), to obtain
\[
|T_1| \leq \sqrt{2}|u_{N+1} \times w_{N+1} - u_N \times w_N| \leq 20\sqrt{2}\varepsilon_N < 60\varepsilon_N;
\]
\[
|T_2| \leq 2|\sin \gamma_N - \sin \gamma_{N+1}| \quad \text{since sin is 1-Lipschitz}
\]
\[
\leq 2|\gamma_N - \gamma_{N+1}| \leq 80\varepsilon_N.
\]
This implies
\[ \alpha_{N+1} = \zeta(P_{N+1}, P_N) \leq 140 \varepsilon_N, \]  
(5.40)
i.e., (5.19) holds also with \( N \) replaced by \( N + 1 \).

Finally, a computation similar to (5.33) shows that
\[ \zeta(H, P_{N+1}) < \pi / 3. \]  
(5.41)

To summarize, under the inductive hypothesis that (5.18), (5.19), (5.20), (5.21), and (5.24) hold up to \( N \), we have shown that (5.18), (5.19), (5.20), (5.21), and (5.24) do hold up to \( N + 1 \), which yields (5.18)–(5.21) and (5.24) for all \( N \in \mathbb{N} \) by the induction principle.

**Step 5 (existence and uniqueness of \( \lim P_N \)).** The unit vectors \( u_N = y_N / |y_N| \) and \( w_N = z_N / |z_N| \) spanning the affine planes \( P_N \) with unit normals \( \nu_N := u_N \times w_N \) satisfy \( \zeta(u_N, w_N) = \gamma_N \in (\frac{5}{12} \pi, \frac{7}{12} \pi) \) for all \( N \), so that subsequences again denoted by \( u_N \) and \( w_N \) converge to unit vectors \( u, w \in S^1 \) with \( \zeta(u, v) \in [\frac{5}{12} \pi, \frac{7}{12} \pi] \) spanning a limiting affine plane \( P \) with unit normal vector \( \nu := u \times w \), so that we can say \( P_N \to P \) as \( N \to \infty \). Since all \( P_N \) contain \( x = 0 \) so does \( P \). As in (5.17), summing the tail of a geometric series, we obtain by (5.19):

\[ \zeta(P, P_N) = \lim_{k \to \infty} \zeta(P_k, P_N) \leq \sum_{j=N}^{\infty} \alpha_{j+1} \leq 200 \sum_{j=N+1}^{\infty} \varepsilon_j \leq \frac{400}{\kappa} \left(c_1(p)E^{1/(p+16)}d_N^\kappa \right) \]

\[ =: C_2(p)E^{1/(p+16)}d_N^\kappa \quad \text{for all } N = 0, 1, 2, \ldots (5.42) \]

In particular,
\[ \zeta(P, P_0) \leq C_2(p)E^{1/(p+16)}d_1^\kappa \equiv C_2(p)E^{1/(p+16)}d_\kappa. \]  
(5.43)

However, as we cannot a priori claim that \( \Sigma \) is a graph over \( H \), the choice of \( y_N \) and \( z_N \) for small values of \( N \) does not have to be unique. Suppose that for two different choices of sequences \( y_N, z_N \in \Sigma \) and \( y'_N, z'_N \in \Sigma \) (satisfying (5.18)–(5.20), and (5.24) for all \( N \in \mathbb{N} \)), we obtain

\[ P_N = (x, y_N, z_N) \to P, \quad P'_N = (x, y'_N, z'_N) \to P' \quad \text{as } N \to \infty, \]

but \( P \neq P' \) and \( \pi / 2 \geq \zeta(P, P') = \vartheta > 0 \). Fix \( N \) so large that \( \varepsilon_N < \vartheta / 10 \) and

\[ \max\{ \zeta(P, P_N), \zeta(P', P'_N) \} < \vartheta / 10. \]

Since \( y'_N \in P'_N \) and \( d_N / 2 \leq |y'_N| \leq 3d_N / 2 \) by (5.18), we obtain \( \zeta(y'_N, P') < \vartheta / 10 \). Hence, the angle between \( y'_N \) and \( P_N \) cannot be too small: \( \zeta(y'_N, P) \geq \zeta(P', P) - \zeta(y'_N, P') > 9\vartheta / 10 \) and \( \zeta(y'_N, P_N) \geq \zeta(y'_N, P) - \zeta(P, P_N) > 4\vartheta / 5 \). Therefore,

\[ \text{dist}(y'_N, P_N) = |y'_N| \sin \zeta(y'_N, P_N) > \frac{d_N}{2} \cdot \frac{2}{\pi} \cdot \frac{4\vartheta}{5} > \frac{d_N\vartheta}{5} > 2\varepsilon_N d_N, \]

which is a contradiction to
\[ \Sigma \cap B(x, 3d_N) \subset U_{\varepsilon_N d_N}(P_N), \]
as \( |y'_N| \leq 3d_N / 2 < 3d_N \). Thus, \( P = \lim P_N \) is unique and does not depend on the choices of \( y_N, z_N \).
We set $P := x + T_x \Sigma$ to define the tangent plane $T_x \Sigma$ of $\Sigma$ at the point $x$, and we set $n_x(x) := \nu$ to obtain a well-defined unit normal to $\Sigma$ at $x$; the estimate (5.42) gives in fact (5.11) (justifying the term “tangent plane”)

$$\text{dist}(x', P) \leq 2 \varepsilon_N d_N + d_N \sin \hat{\theta}(P, P_N) = E^{1/(p+16)} O(d_N^{1+\kappa}), \quad N \to \infty, \quad \text{for all } x' \in B(x, d_N) \cap \Sigma, \quad (5.44)$$

where the constant in ‘big O’ above depends only on $p$.

**Step 6 (Conclusion of the proof).** Reversing the roles of $x$ and $y$, running the whole procedure one more time, and using (5.43) twice, we obtain

$$\hat{\theta}(T_x \Sigma, T_y \Sigma) \leq \hat{\theta}(T_x \Sigma, P_0) + \hat{\theta}(P_0, T_y \Sigma) \leq 2 C_2(p) E^{1/(p+16)} d^\kappa. \quad (5.45)$$

We state one corollary which easily follows from the last result and its proof. It tells us that it is not really important how we choose $P_0$; there are many choices which give a similar approximation of $T_x \Sigma$.

**Corollary 5.6.** Assume that $\Sigma \in \mathcal{A}$ and $\mathcal{M}_p(\Sigma) < E$ for some $p > 8$. Let $T_x \Sigma$ and $\delta_1 = \delta_1(E, p) > 0$ be given by Theorem 5.4.

Whenever $x, y, \zeta \in \Sigma$ with $0 < d = |x - y| \leq \delta_1(E, p)$, $d/2 \leq |x - \zeta| \leq d$ and $\hat{\theta}(\zeta - x, y - x) \in [\pi/3, 2\pi/3]$, then $T_x \Sigma$ and the plane $P = \langle x, y, \zeta \rangle$ satisfy

$$\hat{\theta}(T_x \Sigma, P) \leq C_3(p) E^{1/(p+16)} d^\kappa, \quad \kappa = \frac{p - 8}{p + 16}, \quad (5.46)$$

where the constant $C_3(p)$ depends only on $p$.

**Proof.** We use the notation introduced in the proof of Theorem 5.4. Since $\hat{\theta}(T_x \Sigma, P_0) \leq E^{1/(p+16)} d^\kappa$ by (5.43), it is enough to show that the angle $\hat{\theta}(P_0, P)$ does not exceed a constant multiple of $E^{1/(p+16)} d^\kappa$. Noting that $d/2 \leq |\zeta - x| \leq d = \delta_1$ and $\zeta$ belongs to the slab $U_{\varepsilon_1 \delta_1}(P_0)$, we easily compute this angle and finish the proof. The computational details, very similar to the proof of (5.40), are left to the reader. $\square$

In order to deal with sequences of surfaces with equibounded energy in Section 7 we establish a local graph representation of one such surface $\Sigma$ of finite $\mathcal{M}_p$-energy on a scale completely determined by the energy value $\mathcal{M}_p(\Sigma)$ and with a priori estimates on the $C^{1,\kappa}$-norm of the graph function.

**Corollary 5.7.** Assume that $p > 8$, $\mathcal{M}_p(\Sigma) < E < \infty$. Then there exist two constants, $0 < a(p) < 1 < A(p) < \infty$, such that for each $x \in \Sigma$ there is a function

$$f : T_x \Sigma \to \left( T_x \Sigma \right)^\perp \simeq \mathbb{R}$$

with the following properties:

(i) $f(0) = 0$, $\nabla f(0) = (0, 0)$,

(ii) $|\nabla f(y_1) - \nabla f(y_2)| \leq A(p) E^{1/(p+16)} |y_1 - y_2|^{\frac{p-8}{p+16}}$, 43
(iii) If \( R_1 \equiv R_1(E, p) := a(p)E^{-1/(p-8)} \leq R_0(E, p) \) (where \( R_0(E, p) \) has been defined in (3.4) of Theorem 3.7) and if
\[
\Phi(y) := x + (y, f(y)), \quad y \in T_x \Sigma \simeq \mathbb{R}^2,
\]
then
\[
\Phi(D_{\frac{2}{3}R_1}) \subset \left[ B(x, R_1) \cap \Sigma \right] \subset \Phi(D_{R_1}), \quad (5.47)
\]
where \( D_{R_1} = B(0, R_1) \cap T_x \Sigma \) is a disk in \( T_x \Sigma \) around \( 0 \in T_x \Sigma \), and
\[
|D\Phi(y_1) - D\Phi(y_2)| \leq A(p)E^{1/(p+16)}|y_1 - y_2|^{\frac{p-8}{p+16}}. \quad (5.48)
\]
In particular, \( \Sigma \) is an orientable \( C^{1,\kappa} \)-manifold for \( \kappa = (p-8)/(p+16) \).

**Proof.** Basically, we mimic here the proof of Theorem 5.1 from [35]. (In [35], we knew that the surface cannot penetrate two balls of fixed radius, touching \( \Sigma \) at every point; this is replaced here by angle estimates (5.42) and (5.43), and the existence of forbidden conical sectors, cf. Proposition 3.4.)

Fix \( x \in \Sigma \). Without loss of generality suppose that \( x = 0 \).

**Step 1 (the definition of \( f \)).** We use the notation from the proof of Theorem 5.4. Recall the the plane \( P = x + T_x \Sigma \) (used to define \( T_x \Sigma \)) has been obtained as a limit of planes \( P_N \) satisfying (5.42); for all \( x, y \in \Sigma \) with \( |x - y| = d \leq \delta_1(E, p) \) given by (5.13) we had the angle estimate (5.45). Using (5.44), one can easily show that
\[
\text{dist}(x', P) \leq A_1(p)E^{1/(p+16)}d^{1+\kappa} \quad (5.49)
\]
whenever \( x' \in B(x, d) \cap \Sigma \) for some \( d \leq \delta_1(E, p) \). We shall use this estimate and Proposition 3.4 to show that if \( r \leq a(p)\delta_1(E, p) \) for a sufficiently small constant \( a(p) \in (0, 1) \), then
\[
(\pi_P(B(x, 4r/3) \cap \Sigma)) \quad \text{contains the disk } D_r := B(x, r) \cap P. \quad (5.50)
\]
Indeed, otherwise there would be a point \( z \in D_r \) and a segment \( I = I_{h,w}(z) \perp P \) (we fix a unit vector \( S^2 \ni w \perp P \)) of length
\[
2h := 2A_1(p)E^{1/(p+16)}(4r/3)^{1+\kappa} \leq \frac{r}{100} \quad \text{if } a(p) \text{ is small enough}
\]
such that \( I \cap \Sigma = \emptyset \). By (5.49) all points of \( \Sigma \) in \( B(x, d), d = 4r/3 \), are in fact located in the thin slab \( U_h(P) \). Thus, it is easy to use Proposition 3.4 (3.6)–(3.7), and check that — no matter what is the angle between \( P \) and the vector \( v \) given by that Proposition — the sets \( C_{2r}(\varphi_0, v) \setminus B_r \) contain two open balls \( B^\pm \) which are in two different components of \( B(x, d) \setminus U_h(P) \). Hence,
\[
B^+ \subset C_{2r}(\varphi_0, v) \cap U, \quad B^- \subset C_{2r}(\varphi_0, v) \cap (\mathbb{R}^3 \setminus U)
\]
Now, one could use the segment \( I \) to construct a curve which contains no point of \( \Sigma \) but nevertheless joins a point in \( B^- \) to a point in \( B^+ \). This is a contradiction proving (5.50).

Next, using (5.45), one proves that \( \pi_P \) is injective on \( B(x, 4r/3) \cap P \). Otherwise, there would be a point \( z' \in P, 4r/3 > |z' - x| = \rho > 0 \), and a segment \( I' := I_{h'w}(z') \) with
\[
h' = A_1(p)E^{1/(p+16)}\rho^{1+\kappa} \leq \rho/100
\]
such that \( I' \cap \Sigma \) would contain two different points \( y_1 \neq y_2 \). Then, letting \( P_1 = T_{y_1} \Sigma, v_1 = (y_1 - x)/|y_1 - x| \) and \( v_2 = (y_2 - y_1)/|y_2 - y_1| \), we would use (5.45) to obtain

\[
\mathcal{J}(v_1, v_2) \leq \mathcal{J}(v_1, P) + \mathcal{J}(P, P_1) + \mathcal{J}(P_1, v_2) \\
\leq A_2(p)E^{1/(p+16)}\rho^\kappa \\
< \frac{\pi}{4} \quad \text{if} \quad a(p) \text{ is small enough.}
\]

Since \( v_2 \perp P \) we have on the other hand for sufficiently small \( a(p) \)

\[
\mathcal{J}(v_1, v_2) \geq \frac{\pi}{2} - \mathcal{J}(P, v_1) \geq \frac{\pi}{2} - A_3(p)E^{1/(p+16)}\rho^\kappa > \frac{\pi}{4},
\]
a contradiction.

For \( y \in U \), where \( U \) denotes the interior in \( P \) of \( \pi P(\Sigma \cap B(x, 4r/3)) \) we now define

\[
f(y) = w \cdot \left( \pi_P \left|_{\Sigma \cap B(x, 4r/3)} \right. \right)^{-1}(y),
\]
and let \( \Phi(y) \) be defined by the formula given in Part (iii) of the Corollary. Note that \( U \supset D_r \) by (5.50).

It is clear that \( f(0) = 0 \) and \( \nabla f(0) = (0, 0) \). The differentiability of \( f \) at other points follows from (5.49) which implies that for \( \rho \to 0 \) Graph \( f \cap B(x, \rho) \) is trapped in a flat slab of height \( \lesssim \rho^{1+\kappa} \) around a fixed plane (depending on \( x \) but independent from \( \rho \)).

**Step 2 (bounds for \( |\nabla f| \)).** The vector \( (\nabla f(y), -1) \) is parallel to the normal direction to \( \Sigma \) at \( x \) when \( y = \pi_P(x) \). Taking \( y \in U \), we have by (5.12) of Theorem 5.4

\[
\alpha(y) \equiv \mathcal{J}(T\Phi(y), T_0\Sigma) \leq \pi/4.
\]

Since \( \tan \alpha(y) = |\nabla f(y)| \), we have \( |\nabla f(y)| \leq 1 \) everywhere in \( D_r \). Thus, \( f \) is Lipschitz with Lipschitz constant 1.

**Step 3 (the oscillation of \( \nabla f \)).** Fix two points \( y_1, y_2 \in U \) and set \( a = D_1f(y_1), b = D_2f(y_1), c = D_1f(y_2), d = D_2f(y_2) \) where \( D_i \) stands for the \( i \)-th partial derivative. The angle \( \alpha \) between the tangent planes to \( \Sigma \) at \( x_i = \Phi(y_i), i = 1, 2, \) satisfies

\[
\sin^2 \alpha = \frac{(a - c)^2 + (b - d)^2 + (ac - bd)^2}{(1 + a^2 + b^2)(1 + c^2 + d^2)} \\
\geq \frac{(a - c)^2 + (b - d)^2}{4} = \frac{|Df(y_1) - Df(y_2)|^2}{4}. \quad (5.51)
\]

An upper bound for \( \alpha \) is also given by (5.12). Combining the two, and noting that \( |x_1 - x_2| \leq 2|y_1 - y_2| \), we obtain the desired estimate for \( y_1, y_2 \in U \) and conclude the proof, extending \( f \) to the whole tangent plane by well-known extension theorems; see e.g. [11] Chapter 6.9].

**Remark 5.8.** Assume that some absolute small constant \( \varepsilon_0 \) is given a priori, say \( \varepsilon_0 = \frac{1}{100} \). Then, shrinking \( a(p) \) in the previous corollary if necessary, we have above for \( y_1, y_2 \in D_{R_1} \)

\[
|\nabla f(y_1) - \nabla f(y_2)| \leq A(p)E^{\frac{1}{p+16}}|y_1 - y_2|^{\frac{p-8}{p+16}} \leq A(p)E^{\frac{1}{p+16}}(2R_1)^{\frac{p-8}{p+16}} \\
\leq 2A(p)E^{\frac{1}{p+16}}a(p)^{\frac{p-8}{p+16}}(E^{-1/(p-8)})^{\frac{p-8}{p+16}} = 2A(p)a(p)^{\frac{p-8}{p+16}} < \varepsilon_0.
\]

**Remark 5.9.** It is now clear that if \( \Sigma \in \mathcal{M} \) with \( \mathcal{M}_p(\Sigma) < \infty \) for some \( p > 8 \), then \( \Sigma = \partial U \) is a closed, compact surface of class \( C^{1,\kappa} \). Thus, \( \Sigma \) is orientable and has a well defined global normal, \( n_\Sigma \).

For a discussion of issues related to orientability, we refer the reader to [17] and to Dubrovin, Fomenko and Novikov’s monograph, [9] Chapter 1].
6 Improved Hölder regularity of the Gauß map

In this section we prove

**Theorem 6.1.** Let $\Sigma \in \mathcal{A}$; assume that $p > 8$ and $\mathcal{M}_p(\Sigma) \leq E < \infty$. Then $\Sigma$ is an orientable manifold of class $C^{1,\lambda}(\Sigma)$ for $\lambda = 1 - \frac{8}{p}$. Moreover, the unit normal $n_\Sigma$ satisfies the local estimate

$$
|n_\Sigma(x_1) - n_\Sigma(x_2)| \leq C(p) \left( \int_{\Sigma \cap B(x_1,10|x_1-x_2|)} k^p \, d\mu \right)^{1/p} |x_1 - x_2|^{\lambda}
$$

(6.1)

for all $x_1, x_2 \in \Sigma$ such that $|x_1 - x_2| \leq \delta_2(E,p) := a_2(p) E^{-1/(p-8)}$.

**Remark.** Once (6.1) is established, the global estimate $|n_\Sigma(x_1) - n_\Sigma(x_2)| \leq \text{const.} |x_1 - x_2|^\lambda$ follows.

Before passing to the proof of the theorem, let us explain informally what is the main qualitative difference between the estimates in Sections 5 and 6. In Section 5, to prove that the surface is in fact $C^{1,\kappa}$, we were iteratively estimating the contribution to the energy of tetrahedra with vertices on patches that were very small when compared with the edges of those tetrahedra. A priori, this might be a tiny fraction of $\mathcal{M}_p(\Sigma)$. Now, knowing already that locally the surface is a (flat) $C^{1,\kappa}$ graph, we can use a slicing argument to gather more information from energy estimates — this time, considering not just an insignificant portion of the local energy but the whole local energy to improve the estimates of the oscillation of the normal vector.

The whole idea is, roughly speaking, similar to the proof of Theorem 1.2 in our joint paper with Marta Szumańska, see [33, Section 6]. Since the result is local, we first use Theorem 5.4 to consider only a small piece of $\Sigma$ which is a (very) flat graph over some plane, and then we use the energy to improve the Hölder exponent from $\kappa = (p-8)/(p+16)$ to $\lambda = 1 - \frac{8}{p} > \kappa$.

**Proof of Theorem 6.1.** **Step 1. The setting.** W.l.o.g. we consider a portion of $\Sigma$ which is a graph of $f: \mathbb{R}^2 \supset 5Q_0 \to \mathbb{R}$, where $Q_0$ is some fixed (small) cube centered at 0 in $\mathbb{R}^2$ and $f \in C^{1,\kappa}$ satisfies $\nabla f(0) = (0,0)$ and has a very small Lipschitz constant, say

$$
|f(x) - f(y)| \leq \varepsilon_0 |x - y|, \quad x, y \in 5Q_0.
$$

(6.2)

By an abuse of notation, we write $n_\Sigma(x)$ to denote the normal to $\Sigma$ at the point $F(x) \in \Sigma$, where

$$
F: \mathbb{R}^2 \supset 5Q_0 \ni x \longmapsto (x, f(x)) \in \mathbb{R}^3
$$

(6.3)

is the local parametrization of $\Sigma$ given by the graph of $f$, compare with Corollary 5.7. To ensure (6.2), just use Remark 5.8.

We shall write $k(x_0, x_1, x_2, x_3)$ to denote the integrand of $\mathcal{M}_p$ (without the power $p$) evaluated at the tetrahedron with four vertices $F(x_i) \in \Sigma$ for $x_i$ in the domain of the parametrization $F$.

Since (6.2) implies that $|\nabla f| \leq \varepsilon_0$, we also have $|F(x) - F(y)| \leq (1 + \varepsilon_0)|x - y|^\kappa$; hence

$$
(1 + \varepsilon_0)^2 \mathcal{H}^2(U) \geq \mathcal{H}^2(\Sigma \cap F(U)) \geq \mathcal{H}^2(\pi_{\mathbb{R}^2}(\Sigma \cap F(U))) = \mathcal{H}^2(U)
$$

(6.4)

for every open set $U \subset 5Q_0$. For the sake of convenience, we assume in the whole proof

$$
\varepsilon_0 < \frac{1}{100}.
$$

(6.5)

It is an easy computation to check that for every two points $x, y \in 5Q_0$ we have

$$
(1 - 2\varepsilon_0)|\nabla f(x) - \nabla f(y)| \leq |n_\Sigma(x) - n_\Sigma(y)| \leq (1 + 2\varepsilon_0)|\nabla f(x) - \nabla f(y)|.
$$

(6.6)
We fix an orthonormal basis \((e_1, e_2, e_3)\) of \(\mathbb{R}^3\) so that \(e_1, e_2\) are parallel to the sides of \(Q_0\).

**Step 2.** Set, for \(r \leq \text{diam} \ Q_0 < 1\), and any subset \(S \subset Q_0\)

\[
\Phi^*_1(r, S) := \max_{\|y - z\| \leq r} |n_{\Sigma}(y) - n_{\Sigma}(z)|,
\]

\[
\Phi^*_2(r, S) := \max_{\|y - z\| \leq r} |\nabla f(y) - \nabla f(z)|,
\]

\[
\Phi^*(r, S) := \Phi^*_1(r, S) + \Phi^*_2(r, S),
\]

where \(\|\cdot\|\) denotes the \(\ell^\infty\) norm in \(\mathbb{R}^2\), i.e. \(|x| := \max(|x_1|, |x_2|)\) for \(x = (x_1, x_2)\). Shrinking \(Q_0\) if necessary, we may assume that

\[
\Phi^*(\text{diam} \ Q_0, Q_0) \leq \frac{1}{100} \tag{6.7}
\]

(by continuity of \(n_{\Sigma}\) and of \(\nabla f\).)

As in [33, Section 6], we want to prove the following

**Key estimate.** Assume that \(u, v \in Q_0\) and let \(Q(u, v) := \) the cube centered at \((u + v)/2\) and having edge length \(2|u - v|\). There exist positive numbers \(\delta_2 = \delta_2(E, p) = a_2(p)E^{-1/(p-8)}\) and \(C(p) > 0\) such that whenever \(0 < |u - v| \leq \delta_2\), then

\[
|n_{\Sigma}(u) - n_{\Sigma}(v)| \leq 40 \Phi^*\left(\frac{|2u - v|}{N}, Q(u, v)\right) + C(p)E(u, v)^{1/p}|u - v|^\lambda, \tag{6.8}
\]

where \(N\) is a (fixed) large natural number such that \((N/2)\)\(^\lambda\) > 240 and

\[
E(u, v) := \int_{[F(Q(u,v)) \cap \Sigma]^4} K^p \, d\mu.
\]

One should view the second term on the right-hand side of (6.8) as the main one. The first one is just an error term that can be iterated away by scaling the distances down to zero.

We now postpone the proof of (6.8) for a second and show that it yields the desired result upon iteration.

Note that (6.6) and (6.5) imply \(\Phi^* \leq 3 \Phi^*_1\). Moreover, if \(u, v \in B(a, R)\) and \(\|u - v\| = r \leq R\), then \(Q(u, v) \subset B\left(\frac{u + v}{2}, \sqrt{2}|u - v|\right) \subset B\left(\frac{u + v}{2}, 2|u - v|\right) \subset B(a, R + 2r)\). Thus, denoting

\[
M_p(a, \rho) := \left(\int_{[F(B(a,\rho)) \cap \Sigma]^4} K^p \, d\mu\right)^{1/p}, \quad a \in Q_0, \rho > 0,
\]

and taking the supremum over \(u, v \in B(a, R)\) with \(|u - v| \leq r \leq R\), one checks that (6.8) implies

\[
\Phi^*(r, B(a, R)) \leq 120 \Phi^*(r/n, B(a, R + 2r)) + 3C(p)M_p(a, R + 2r)^\lambda, \quad n := N/2. \tag{6.9}
\]

A technique which is standard in PDE allows to get rid of the first term on the right-hand side of this inequality. Indeed, upon iteration (6.9) implies

\[
\Phi^*(r, B(a, R)) \leq 120^j \Phi^*(r/n^j, B(a, R + 2\sigma_j)) + 3C(p)M_p(a, R + 2\sigma_j)^\lambda \sum_{i=0}^{j-1} \left(\frac{120}{n^\lambda}\right)^i, \quad j = 1, 2, \ldots
\]
where
\[ \sigma_j := r \sum_{i=0}^{j-1} n^{-i} \leq 2r. \]

As \( n^\lambda = (\frac{N}{2})^\lambda > (\frac{N}{2})^\kappa > 240 \), we obtain \( 120/n^\lambda < 1/2 \) which implies \( \sum_i (120/n^\lambda)^i < 2 \) and hence
\[ \Phi^*(r, B(a, R)) < 120^j \Phi^*(r/n^j, B(a, R + 4r)) + 6C(p)M_p(a, R + 4r) r^\lambda, \quad j = 1, 2, \ldots \]

Now by Corollary 5.7, we have a priori \( \Phi^*(r, S) \leq \Phi^*(r, Q_0) \leq Cr^\kappa \) for every set \( S \subset Q_0 \) and \( r \leq \text{diam} \ Q_0 \). Thus,
\[ 120^j \Phi^*(r/n^j, B(a, R + 4r)) \leq Cr^\kappa (120/n^\kappa)^j < Cr^\kappa 2^{-j} \]

by choice of \( N \). Passing to the limit \( j \to \infty \) and setting \( R = r \), we obtain
\[ \Phi^*(r, B(a, r)) \leq 6C(p)M_p(a, 5r) r^\lambda, \quad (6.10) \]

and this oscillation estimate immediately implies the desired Hölder estimate (6.1) for the unit normal vector. In the remaining part of the proof, we just verify (6.8).

**Step 3: bad and good parameters.** From now on, we assume that \( u \neq v \in Q_0 \) are fixed. We pick the subcube \( Q = Q(u, v) \) of \( 5Q_0 \) with edges parallel to those of \( Q_0 \), so that the center of \( Q(u, v) \) is at \( (u + v)/2 \) and the edge of \( Q(u, v) \) equals \( 2|u - v| \). Set
\[ m = (20N)^{-2}, \quad C_m = m^{-4}, \quad (6.11) \]

and consider the sets of bad parameters defined as follows:
\[ \Sigma_0 = \{ x_0 \in Q : \mathcal{H}^2(\Sigma_1(x_0)) \geq m|u - v|^2 \}, \quad (6.12) \]
\[ \Sigma_1(x_0) = \{ x_1 \in Q : \mathcal{H}^2(\Sigma_2(x_0, x_1)) \geq m|u - v|^2 \}, \quad (6.13) \]
\[ \Sigma_2(x_0, x_1) = \{ x_2 \in Q : \mathcal{H}^2(\Sigma_3(x_0, x_1, x_2)) \geq m|u - v|^2 \}, \quad (6.14) \]
\[ \Sigma_3(x_0, x_1, x_2) = \{ z \in Q : K(x_0, x_1, x_2, z) > (C_m E(u, v))^{1/p} |u - v|^{-8/p} \}. \quad (6.15) \]

A word of informal explanation to motivate the above choices: if we already knew that \( \Sigma \) is of class \( C^{1,\lambda} \), \( \lambda = 1 - 8/p \), then close to \( u \) we would have lots of tetrahedra with two perpendicular edges of the base having length \( \approx |u - v| \), and the height \( \lesssim |u - v|^{1+\lambda} \). For such tetrahedra our curvature integrand does not exceed, roughly, a multiple of \( |u - v|^{\lambda - 1} = |u - v|^{-8/p} \). Of course, there is no reason to believe a priori that it is indeed the case. But it helps, as we shall check, to look at tetrahedra that violate this naive estimate, and to try and estimate how many of them there are.

We first estimate the measure of \( \Sigma_0 \). Using (6.4) which gives a comparison of \( d\mathcal{H}^2 \) on \( \Sigma \cap F(5Q_0) \) with the Lebesgue measure in \( 5Q_0 \), we obtain
\[ E(u, v) \geq \int_{\Sigma_0} \int_{\Sigma_1(x_0)} \int_{\Sigma_2(x_0, x_1)} \int_{\Sigma_3(x_0, x_1, x_2)} K^p(x_0, x_1, x_2, z) d\mathcal{H}^2_x d\mathcal{H}^2_{x_2} d\mathcal{H}^2_{x_1} d\mathcal{H}^2_{x_0} \]
\[ > C_m E(u, v) m^3|u - v|^{-2}\mathcal{H}^2(\Sigma_0) \]
\[ = E(u, v) m^{-1}|u - v|^{-2}\mathcal{H}^2(\Sigma_0), \]

which yields
\[ \mathcal{H}^2(\Sigma_0) < m|u - v|^2 = \frac{|u - v|^2}{400N^2} \ll |Q(u, v)| = 4|u - v|^2. \quad (6.16) \]
**Step 4: auxiliary good points.** In a small neighbourhood of $u$ we select $x_0 \in Q(u, v) \setminus \Sigma_0$ so that $\|x_0 - u\| \leq (20N)^{-1}|u - v|$. Once $x_0$ is chosen, we select $x_1 \in Q(u, v) \setminus \Sigma_1(x_0)$ and then $x_2 \in Q(u, v) \setminus \Sigma_2(x_0, x_1)$ so that

$$\|x_1 - x_0\| \approx \|x_2 - x_0\| \approx \frac{|u - v|}{N} \quad \text{and} \quad \chi(x_2 - x_0, x_1 - x_0) \approx \frac{\pi}{2}.$$  

More precisely, let $Q(x_0)$ be the cube with one vertex at $x_0$ and two other vertices at

$$a_1 := x_0 + \frac{|u - v|}{N} e_1, \quad a_2 := x_0 + \frac{|u - v|}{N} e_2.$$  

We select $x_1, x_2 \in Q(x_0)$ such that

$$x_1 \in Q(x_0) \setminus \Sigma_1(x_0), \quad \|x_1 - a_1\| \leq \frac{|u - v|}{20N}, \quad \text{(6.17)}$$

$$x_2 \in Q(x_0) \setminus \Sigma_2(x_0, x_1), \quad \|x_2 - a_2\| \leq \frac{|u - v|}{20N}. \quad \text{(6.18)}$$

(See also the figure below.) Since $x_0 \notin \Sigma_0$, we can use \((6.12) – (6.13)\) to check that $x_1, x_2$ satisfying \((6.17) – (6.18)\) do exist.
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In a fully analogous way we select $y_0, y_1, y_2$ close to $v$ — using \((6.16)\) initially again but then by defining sets $\Sigma_1(y_0), \Sigma_2(y_0, y_1)$, and $\Sigma_3(y_0, y_1, y_2)$ as in \((6.13), (6.14)\), and \((6.15)\). Thus, $y_0 \in Q(u, v) \setminus \Sigma_0$, $y_1 \in Q(y_0) \setminus \Sigma_1(y_0)$ and $y_2 \in Q(y_0) \setminus \Sigma_2(y_0, y_1)$, where $Q(y_0)$ is a copy of $Q(x_0)$ translated by $y_0 - x_0$, satisfy

$$\|y_0 - v\| \leq \frac{|u - v|}{20N}, \quad \|y_1 - y_0\| \approx \|y_2 - y_0\| \approx \frac{|u - v|}{N}, \quad \chi(y_2 - y_0, y_1 - y_0) \approx \frac{\pi}{2}.$$
Then we set \( P_x := \langle F(x_0), F(x_1), F(x_2) \rangle \), \( P_y := \langle F(y_0), F(y_1), F(y_2) \rangle \), and we let \( n_x, n_y \) denote the unit normal vectors of these two planes. By the triangle inequality,

\[
|n_\Sigma(u) - n_\Sigma(v)| \leq |n_\Sigma(u) - n_\Sigma(x_0)| + |n_\Sigma(x_0) - n_x| + |n_x - n_y| + |n_y - n_\Sigma(y_0)| + |n_\Sigma(y_0) - n_\Sigma(v)|.
\]

The non-obvious term is the middle one, \(|n_x - n_y| \leq \frac{1}{2}(P_x, P_y)\); the remaining four terms give a small contribution which does not exceed a constant multiple of \( \Phi^*(2|u - v|/N, Q(u, v)) \). But due to the choice of \( \Sigma_3 \) the planes \( P_x \) and \( P_y \) turn out to be almost parallel: their angle is \( \leq |u - v|/\lambda \).

Since \( u, v \) are now fixed and will not change till the end of the proof, from now we use the abbreviations

\[
\Phi_i^*(r) \equiv \Phi_i^*(r, Q(u, v)), \quad \Phi^*(r) \equiv \Phi^*(r, Q(u, v)).
\]

We shall check that

\[
\begin{align*}
|n_\Sigma(x_0) - n_x| &\leq 16\Phi^*(2|u - v|/N), \\
|n_\Sigma(y_0) - n_y| &\leq 16\Phi^*(2|u - v|/N), \\
|n_x - n_y| &\leq K|u - v|/\lambda.
\end{align*}
\] (6.19) (6.20) (6.21)

Combining these estimates with the obvious ones,

\[
|n_\Sigma(u) - n_\Sigma(x_0)| \leq \Phi^*(|u - v|/N), \quad |n_\Sigma(v) - n_\Sigma(y_0)| \leq \Phi^*(|u - v|/N),
\]

and using monotonicity of \( \Phi^* \), one immediately obtains (6.8).

**Step 5: proofs of (6.19) and (6.20).** We only prove (6.19); the other proof is identical. Let \( v_j := F(x_j) - F(x_0), \quad j = 1, 2. \)

By the fundamental theorem of calculus,

\[
v_j = \int_0^1 \nabla F(x_0 + t(x_j - x_0))(x_j - x_0) \, dt
\]

\[
= \nabla F(x_0)(x_j - x_0) + \int_0^1 (\nabla F(x_0 + t(x_j - x_0)) - \nabla F(x_0))(x_j - x_0) \, dt
\]

\[
= \, w_j + \sigma_j, \quad \text{for } j = 1, 2.
\] (6.22)

where the error terms \( \sigma_j \) satisfy

\[
|\sigma_j| \leq \left| \int_0^1 (\nabla F(x_0 + t(x_j - x_0)) - \nabla F(x_0))(x_j - x_0) \, dt \right|
\]

\[
\leq \Phi^*(2|u - v|/N) \, \text{diam } Q(x_0)
\]

\[
\leq 2\Phi^*(2|u - v|/N) \frac{|u - v|}{N}, \quad j = 1, 2.
\] (6.23)

With \( w_j = \nabla F(x_0) \cdot (x_j - x_0), \quad j = 1, 2 \) we have

\[
n_x = \frac{v_1 \times v_2}{|v_1 \times v_2|}, \quad n_\Sigma(x_0) = \frac{w_1 \times w_2}{|w_1 \times w_2|}.
\] (6.24)
To estimate the difference of these two vectors, we first estimate $|v_j|, |w_j|$ and the angles $\angle(v_1, v_2)$, $\angle(w_1, w_2)$. This is an elementary computation; we give some details below.\footnote{If you do not want to check the details of our arithmetic, please note the following: we use $N$ only to fix the scale and to control the ratio of $\operatorname{diam} Q(x_0)$ and $\operatorname{diam} (u, v)$. Thus, $N$ does not influence the ratio of lengths of $v_1, v_2, w_1, w_2$ (which are all $\approx |u - v|/N$) and the angles between these vectors (which are absolute since we assume (6.2) and (6.7)). Therefore, the constant ‘16’ in (6.19)–(6.20) is not really important. Any absolute constant would be fine; one would just have to adjust $N$ to derive (6.10) from (6.8).}

Using the fact that $|\nabla f|$ is bounded by $\varepsilon_0 < 1/100$ by Remark 5.8 and (6.5), $x_1 - x_0$ and $x_2 - x_0$ are close to two perpendicular sides of $Q(x_0)$, and both error terms $\sigma_j$ are smaller than $|u - v|/50N$ by (6.7), one can check that

$$\frac{9}{10} \frac{|u - v|}{N} \leq \min(|v_j|, |w_j|) \leq \max(|v_j|, |w_j|) \leq \frac{11}{10} \frac{|u - v|}{N}$$

for $j = 1, 2$.

Note also that, cf. Figure 7 and (6.2),

$$v_j = \frac{|u - v|}{N} e_j + \sum_{i=1}^3 a_{ji} e_i, \quad |a_{ji}| \leq \frac{|u - v|\sqrt{2}}{20N},$$

which yields

$$|v_1 \cdot v_2| = \frac{|u - v|}{N} |a_{12} + a_{21}| + \sum_{i=1}^3 |a_{i1} a_{i2}| \leq \frac{|u - v|^2}{6N^2}.$$

Taking the estimates of $\sigma_j$ into account one more time, we obtain $|w_1 \cdot w_2| \leq 2|u - v|^2/(9N^2)$. Combining the inequalities for these two scalar products with the estimates of lengths of the vectors, we conclude that

$$\max\left(\left|\cos \angle(v_1, v_2)\right|, \left|\cos \angle(w_1, w_2)\right|\right) \leq \frac{2}{9} \left(\frac{10}{9}\right)^2.$$

Hence,

$$\min\left(\sin \angle(v_1, v_2), \sin \angle(w_1, w_2)\right) \geq \sqrt{1 - \left[4 \left(\frac{10}{9}\right)^4\right]} > \frac{15}{16}. \quad (6.25)$$

Now,

$$A := v_1 \times v_2 - w_1 \times w_2 = |v_1 \times v_2| n_x - |w_1 \times w_2| n_y(x_0). \quad (6.26)$$

As $v_j = w_j + \sigma_j$ and $|w_j| \leq 11|u - v|/(10N)$, we have

$$|A| \leq |\sigma_1| |w_2| + |\sigma_2| |w_1| + |\sigma_1| |\sigma_2| \leq \left[2 \cdot \frac{11}{10} + \frac{1}{50}\right] 2\Phi^*(2|u - v|/N) \frac{|u - v|^2}{N^2}$$

$$< 6\Phi^*(2|u - v|/N) \frac{|u - v|^2}{N^2}$$

by (6.23) and (6.7). On the other hand, applying the triangle inequality, using (6.25), and the estimates $|v_j| \geq 9|u - v|/(10N)$ for $j = 1, 2$, we obtain first

$$|v_1 \times v_2| \geq \left(\frac{9}{10}\right)^2 \frac{15}{16} \frac{|u - v|^2}{N^2} > \frac{3}{4} \frac{|u - v|^2}{N^2}, \quad (6.27)$$
and then, using the second identity for $A$ in (6.26),

$$|A| = |v_1 \times v_2| (n_x - n_\Sigma(x_0)) + n_\Sigma(x_0)(|v_1 \times v_2| - |w_1 \times w_2|)
\geq |v_1 \times v_2||n_x - n_\Sigma(x_0)| - |v_1 \times v_2 - w_1 \times w_2|
\geq \frac{3}{4} \frac{|u - v|^2}{N^2}|n_x - n_\Sigma(x_0)| - |A|.
$$

Combining the lower and the upper estimate for $A$ we obtain

$$|n_x - n_\Sigma(x_0)| \leq \frac{8}{3} |A| \left( \frac{|u - v|^2}{N^2} \right)^{-1} \leq 16\Phi^*(2|u - v|/N),$$

which yields (6.19).

**Step 6: proof of (6.21).** If $P_x$ is parallel to $P_y$, there is nothing to prove. Let us then suppose that these planes intersect and denote their angle by $\gamma$. To show that $\gamma \lesssim |u - v|^\lambda$, we use again the definition of bad sets. Note that for

$$T := Q(u, v) \setminus \left( \Sigma_3(x_0, x_1, x_2) \cup \Sigma_3(y_0, y_1, y_2) \right)$$

we have by (6.14)

$$\mathcal{H}^2(G) \geq |Q(u, v)| - 2m|u - v|^2 = (2|u - v|)^2 - 2m|u - v|^2 > |u - v|^2$$

by choice of $m$. Therefore, as $\lambda - 1 = -8/p$, for all $z \in G$ we have according to (6.15) the two inequalities

$$K(x_0, x_1, x_2, z) \leq K_0|u - v|^{\lambda - 1}, \quad K(y_0, y_1, y_2, z) \leq K_0|u - v|^{\lambda - 1},$$

where

$$K_0 = K_0(p, E(u, v)) := (20N)^{8/p}E(u, v)^{1/p} = C_4(p)E(u, v)^{1/p},$$

as we have in fact chosen $N$ depending only on $\kappa = (p - 8)/(p + 16)$.

We are now going to use formula (2.3) for $K$ to estimate the distance from $F(z)$ to the planes $P_x$ and $P_y$. Setting $v_j := F(x_j) - F(x_0)$ for $j = 1, 2$ (as in the previous step of the proof), and $v_3 := F(z) - F(x_0)$, we obtain for the tetrahedron $T := (F(x_0), F(x_1), F(x_2), F(z))$

$$|v_3| \leq (1 + \varepsilon_0)|z - x_0| < 2|u - v|, \quad \text{diam } T < 2|u - v|$$

by virtue of (6.5). Since the $|v_j|$ for $j = 1, 2$ have been estimated before, this yields an estimate of the area of $T$,

$$2A(T) = |v_1 \times v_2| + |v_2 \times v_3| + |v_1 \times v_3| + |(v_2 - v_1) \times (v_3 - v_2)|
\leq \left( \frac{11}{10} \right)^2 \frac{|u - v|^2}{N^2} + 4 \left( \frac{11}{10} \frac{|u - v|}{N} \right) \text{diam } T
\leq \frac{15|u - v|^2}{N} \quad \text{as } N > 1.$$
Thus

\[ K(x_0, x_1, x_2, z) = \frac{\text{dist}(F(z), P_x)}{3(\text{diam} T)^2} \cdot \frac{|v_1 \times v_2|}{2A(T)} \geq \frac{\text{dist}(F(z), P_x)}{16N^2} (2A(T))^{-1} \geq \frac{\text{dist}(F(z), P_x)}{N^2|u - v|^2}. \]  

(6.32)

For the last inequality we have simply used (6.31) and the inequality \( N > (N/2)^\kappa > 240 \) which follows from our initial choice of \( N \). Since the points \( y_0, y_1, y_2 \) have been chosen analogously to \( x_0, x_1, x_2 \), it is clear that we also have

\[ K(y_0, y_1, y_2, z) > \frac{\text{dist}(F(z), P_y)}{N^2|u - v|^2}. \]  

(6.33)

Combining (6.30)–(6.33), we obtain

\[ \max(\text{dist}(F(z), P_x), \text{dist}(F(z), P_y)) < N^2K_0|u - v|^{1+\lambda} = C_5(p)E(u,v)^{1/p}|u - v|^{1+\lambda}, \quad z \in G. \]  

(6.34)

We shall show that the combination of (6.29) and (6.34) implies that \( |n_x - n_y| \leq \gamma_0 = \frac{3}{4}(P_x, P_y) \) is estimated by a constant multiple of \( |u - v|^{1/2} \) thus establishing (6.21) as the only missing ingredient for the proof of the key estimate (6.23).

Indeed, consider an affine plane \( P \) which is perpendicular both to \( P_x \) and \( P_y \). Let \( \pi_P \) denote the orthogonal projection onto \( P \). By (6.34) above, we see that \( \pi_P(F(G)) \) is a subset of a rhombus \( R \) contained in the plane \( P \). The height of this rhombus is equal to

\[ h = 2 \cdot C_5(p)E(u,v)^{1/p}|u - v|^{1+\lambda} \]

and the (acute) angle of \( R \) is \( \gamma_0 \), so that the longer diagonal of \( R \) equals

\[ D = \frac{h}{\sin(\gamma_0/2)} = \frac{2C_5(p)E(u,v)^{1/p}|u - v|^{1+\lambda}}{\sin(\gamma_0/2)}. \]

Therefore, the set \( F(G) \) is contained in a cylinder \( C_0 \) with axis \( l := P_x \cap P_y \) and radius \( D/2 \),

\[ F(G) \subset C_0 := \{ w : \text{dist}(w,l) \leq D/2 \}. \]  

(6.35)

The orthogonal projection of \( C_0 \) onto the plane containing the domain of \( f \) (recall that \( F(x) = (x, f(x)) \) parametrizes a portion of \( \Sigma \) that we consider) gives us a strip \( S \) of width \( D \). This strip must contain all good parameters \( z \in G \), so that, taking (6.29) into account, we have

\[ 3D|u - v| > 2\sqrt{2}D|u - v| = D \text{ diam } Q(u,v) > \text{ area of } S \cap Q(u,v) \geq \mathcal{H}^2(G) > |u - v|^2. \]

Hence, \( D > |u - v|/3 \), so that

\[ \frac{2}{\pi} \frac{\gamma_0}{2} \leq \sin \frac{\gamma_0}{2} = \frac{2C_5(p)E(u,v)^{1/p}|u - v|^{1+\lambda}}{D} < 6C_5(p)E(u,v)^{1/p}|u - v|^\lambda, \]
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and hence
\[ |n_x - n_y| \leq \gamma_0 < 6\pi C_5(p) E(u, v)^{1/p} |u - v|^\lambda \]
which establishes (6.21) and therefore concludes the whole proof. Note that we have obtained the key estimate (6.8) with \( C(p) = 6\pi C_5(p) \) depending only on \( p \), as desired. \( \square \)

Applying the above result, one can sharpen Corollary 5.7 as follows.

**Corollary 6.2.** Assume that \( p > 8 \), \( \mathcal{M}_p(\Sigma) < E < \infty \). Then there exist two constants, \( 0 < \tilde{a}(p) < 1 < \tilde{A}(p) < \infty \), such that for each \( x \in \Sigma \) there is a function
\[ f : T_x \Sigma \to (T_x \Sigma)^\perp \simeq \mathbb{R} \]
with the following properties:

(i) \( f(0) = 0, \nabla f(0) = (0, 0) \).

(ii) For \( \tilde{R}_1 \equiv \tilde{R}_1(E, p) := \tilde{a}(p) E^{-1/(p-8)} \) we have the estimate
\[ |\nabla f(y_1) - \nabla f(y_2)| \leq \tilde{A}(p) \mathcal{M}_p(\Sigma \cap B(x, 10 \tilde{R}_1))^{\frac{1}{p}} |y_1 - y_2|^{1-8/p}, \quad y_1, y_2 \in B(x, \tilde{R}_1) \]

(iii) The map
\[ \Phi(y) := x + (y, f(y)), \quad y \in T_x \Sigma \simeq \mathbb{R}^2, \]
satisfies
\[ \Phi(D_{\frac{1}{2}\tilde{R}_1}) \subset B(x, \tilde{R}_1) \cap \Sigma \subset \Phi(D_{\tilde{R}_1}), \quad (6.36) \]
where \( D_{\tilde{R}_1} = B(0, \tilde{R}_1) \cap T_x \Sigma \) is a disk in \( T_x \Sigma \) around \( 0 \in T_x \Sigma \), and
\[ |D\Phi(y_1) - D\Phi(y_2)| \leq A(p) \mathcal{M}_p(\Sigma \cap B(x, 10 \tilde{R}_1)) |y_1 - y_2|^{1-8/p}, \quad y_1, y_2 \in B(x, \tilde{R}_1). \quad (6.37) \]

Of course, in (ii) and (iii) one can replace \( \mathcal{M}_p(\Sigma \cap \ldots) \) by the total energy of the surface thus providing clear-cut a priori estimates to be used in the next section.

### 7 Sequences of equibounded \( \mathcal{M}_p \)-energy

The main issue of this final Section is the proof of the following compactness theorem for admissible surfaces of equibounded energy with a uniform area bound. Notice that such an additional area bound is necessary as the example of larger and larger spheres shows. Let \( S_\rho := \partial B(0, \rho) \). For any tetrahedron \( T \) (with non-coplanar vertices) we estimate
\[ \mathcal{K}(T) \geq \frac{1}{6R(T)}, \quad (7.1) \]
where \( R(T) \) denotes the radius of the circumsphere of \( T = (x_0, x_1, x_2, x_3) \). There is an explicit formula,
\[ \frac{1}{2R(T)} = \frac{|\langle z_3, z_1 \times z_2 \rangle|}{|z_1|^2 z_2 \times z_3 + |z_2|^2 z_3 \times z_1 + |z_3|^2 z_1 \times z_2|^2}, \]
where we have set \( z_i = x_i - x_0 \) for \( i = 1, 2, 3 \); this formula can be compared to (2.3) in order to obtain (7.1). Hence,
\[ \mathcal{M}_p(S_\rho) \geq \rho^{8-p} \to 0 \quad \text{as} \ \rho \to \infty. \]
Theorem 7.1. Let \( \Sigma_j \in A \) be a sequence of admissible surfaces. Assume \( 0 \in \Sigma_j \) for each \( j \in \mathbb{N} \) and let \( E > 0, \ p < 8 \) be constants such that \( \mathcal{M}_p(\Sigma_j) \leq E \) for all \( j \in \mathbb{N} \). In addition, assume that

\[
\text{sup } \mathcal{H}^2(\Sigma_j) \leq H < \infty.
\]

Then there is a compact \( C^{1,1-\frac{8}{p}} \)-manifold \( \Sigma \) and a subsequence \( (\Sigma_{j'}) \subset (\Sigma_j) \) such that \( \Sigma_{j'} \to \Sigma \) in Hausdorff distance as \( j' \to \infty \) and moreover

\[
\mathcal{M}_p(\Sigma) \leq \lim \inf_{j' \to \infty} \mathcal{M}_p(\Sigma_{j'}) , \quad \mathcal{H}^2(\Sigma) = \lim_{j' \to \infty} \mathcal{H}^2(\Sigma_{j'}).
\]

Remark. The proof of this result will reveal that the limit surface \( \Sigma \) is equipped with a nice graph representation as described in Corollary 6.2, with norms and patch sizes uniformly controlled solely in terms of \( E \) and \( p \).

Proof of Theorem 7.1. Step 1. We fix \( j \in \mathbb{N} \) and look at the covering

\[
\Sigma_j \subset \bigcup_{x \in \Sigma_j} B(x, R_1),
\]

where now \( R_1 := \tilde{R}_1(E, p) \leq R_0(E, p) \) is the radius defined in Corollary 6.2 and \( R_0(E, p) \) appeared in (3.1) of Theorem 3.1. By means of Vitali’s covering Lemma we extract a subfamily of pairwise disjoint balls \( B(x_k, R_1), x_k \in \Sigma_j, \) such that

\[
\Sigma_j \subset \bigcup_k B(x, 5R_1).
\]

Using Theorem 3.1 for any number \( N \) of these disjoint balls (appropriately numbered) and summing with respect to \( k \), we infer

\[
N \cdot \frac{\pi}{2} R_1^2 \leq \sum_{k=1}^N \mathcal{H}^2(B(x_k, R_1) \cap \Sigma_j) \leq \mathcal{H}^2(\Sigma_j) \leq H,
\]

which means that there can be at most \( \lfloor 2H/(\pi R_1^2) \rfloor \) such disjoint balls. Therefore, \( (7.2) \) leads to the estimate

\[
\text{diam } \Sigma_j \leq N \text{ diam } B(0, 5R_1) \leq \frac{2H}{\pi R_1^2} \cdot 10R_1 =: \tilde{R}_0.
\]

Since \( 0 \in \Sigma_j \) for all \( j \in \mathbb{N} \), we find that the family \( \{\Sigma_j\} \) is contained in the closed ball \( B(0, \tilde{R}_0) \).

Step 2. Apply Blaschke’s selection theorem [27] to find a compact set \( \Sigma \subset B(0, \tilde{R}_0) \) and a subsequence (still labeled with \( j \)) such that

\[
\Sigma_j \to \Sigma \quad \text{as } j \to \infty
\]

in the Hausdorff distance. Fix \( \varepsilon > 0 \) small (to be specified later) and assume now that (for a further subsequence)

\[
\text{dist}_{\mathcal{H}}(\Sigma_j, \Sigma) < \frac{1}{2} \varepsilon R_1 \quad \text{for all } j \in \mathbb{N},
\]

\[
\text{Remark. Notice that } \tilde{R}_0 \text{ depends on } H \text{ and (via } R_1) \text{ also on } E \text{ and } p.
\]
where \( \text{dist}_\mathcal{H}(\cdot, \cdot) \) denotes the Hausdorff distance. Next, we form an open neighbourhood of the limit set,
\[
\Sigma \subset B_{99\varepsilon R_1}(\Sigma) \subset \bigcup_{y \in \Sigma} B(y, 100\varepsilon R_1),
\]
and use Vitali’s lemma again to extract a subfamily of disjoint balls \( B(y_l, 100\varepsilon R_1) \), \( y_l \in \Sigma \) for \( l = 1, 2, \ldots, N \) such that
\[
\Sigma \subset \bigcup_{l=1}^N B(y_l, 500\varepsilon R_1). \tag{7.6}
\]

Now, each \( y_l \in \Sigma \) is a limit of some \( y_l^j \in \Sigma_j \), and according to (7.5) we have \( |y_l - y_l^j| < \frac{1}{2}\varepsilon R_1 \) for all \( l = 1, \ldots, N \) and all \( j \in \mathbb{N} \). Therefore for each fixed \( j \in \mathbb{N} \) the balls \( B(y_l^j, 99\varepsilon R_1) \) are pairwise disjoint, since \( |y_l^j - y_l^m| \geq |y_l^j - y_l| - |y_l - y_l^m| - |y_l^m - y_l| > 200\varepsilon R_1 - 2 \cdot 12\varepsilon R_1 = 199\varepsilon R_1 \). Moreover, we have
\[
\Sigma_j \subset B_{\varepsilon R_1/2}(\Sigma) \subset B_{99\varepsilon R_1}(\Sigma) \subset \bigcup_{l=1}^N B(y_l, 500\varepsilon R_1) \subset \bigcup_{l=1}^N B(y_l^j, 501\varepsilon R_1) \tag{7.7}
\]
for each fixed \( j \in \mathbb{N} \), since \( |y - y_l^j| \leq |y - y_l| + |y_l - y_l^j| \leq 501\varepsilon R_1 \) by (7.5) for every \( y \in B(y_l, 500\varepsilon R_1) \). Using again Theorem 3.1 for a fixed \( j \in \mathbb{N} \) and summing w.r.t. to \( l \), we deduce
\[
N \cdot \frac{\pi}{2} \left(99\varepsilon R_1\right)^2 \leq \sum_{l=1}^N \mathcal{H}^2(B(y_l^j, 99\varepsilon R_1) \cap \Sigma_j) \leq \mathcal{H}^2(\Sigma_j) \leq H,
\]
whence the bound \( N \leq \lfloor 2H\pi^{-1}(99\varepsilon R_1)^{-2} \rfloor \) for the number of disjoint balls \( B(y_l^j, 99\varepsilon R_1) \) for each fixed \( \varepsilon > 0 \).

**Step 3.** We consider the unit normals \( n_l^j := n_{\Sigma_j}(y_l^j) \in S^2 \) and select subsequences finitely many times so that for all \( l = 1, \ldots, N \)
\[
n_l^j \rightarrow n_l \in S^2 \quad \text{as} \quad j \rightarrow \infty,
\]
and for given small \( \delta > 0 \) (to be specified below)
\[
|n_l^j - n_l| < \delta \quad \text{for all} \quad j \in \mathbb{N} \quad \text{and} \quad l = 1, 2, \ldots, N. \tag{7.8}
\]
Now fix \( \varepsilon > 0 \) so small that \( 2000\varepsilon R_1 \leq R_1 \) and
\[
B(y_l^j, 2000\varepsilon R_1) \cap \Sigma_j \subset \Phi_l^j(D_{R_1}^j),
\]
where \( \Phi_l^j(y) := y_l^j + (y, f_l^j(y)), y \in D_{R_1}^j \subset T_{y_l^j} \Sigma_j \approx \mathbb{R}^2 \) is the local graph representation of \( \Sigma_j \) near \( y_l^j \) on the two-dimensional disk \( D_{R_1}^j = B(0, R_1) \cap T_{y_l^j} \Sigma_j \), whose existence is established in Corollary 6.2. If we choose now \( \delta > 0 \) sufficiently small (depending on \( \varepsilon \)) then we can arrange that
\[
B(y_l, 1000\varepsilon R_1) \cap \Sigma_j \subset \tilde{\Phi}_l^j(D_{R_1}^j),
\]
---

\(^6\)Since \( \Sigma \) is compact, we can assume w.l.o.g. that this subfamily is finite.
where $\Phi^d_l(y) := y^d + (y, \tilde{f}^d_l(y))$ for $y \in D^l_{5R_1} := B(0, \frac{5}{6}R_1) \cap (n_l)^\perp$, and $\tilde{f}^d_l$ on the fixed disk $D^l_{5R_1/6}$ is obtained from $f^d_l$ by slightly tilting the domain of $f^d_l$, i.e. by tilting the plane $T_y \Sigma_j$ towards the plane $(n_l)^\perp \cong \mathbb{R}^2$. (That this is indeed possible is a straightforward but a bit tedious exercise.)

The new graph functions

$$
\tilde{f}^d_l : (n_l)^\perp \supset D^l_{5R_1/6} \longrightarrow \mathbb{R}
$$

continue to be of class $C^{1,\lambda}$ for $\lambda = 1 - 8/p$ with uniform estimates for the oscillation of their gradients as in Corollary 6.2 (we use the assumption $\sup \mathcal{M}_p(\Sigma_j) \leq E$) so that we may apply the theorem of Arzela–Ascoli for each $l = 1, 2, \ldots, N$ to obtain subsequences $\tilde{f}^d_l \to f_l$ in $C^1$ as $j' \to \infty$.

The limit functions $f_l$ satisfy the same uniform $C^{1,\lambda}$ estimates. Thus, $\Sigma$ is covered by $N$ graphs $\Phi_l(y) = y_l + (y, f_l(y))$, $l = 1, 2, \ldots, N$, by virtue of the Hausdorff convergence (7.4) and the $C^1$-convergence of the $\tilde{f}^d_l$ as $j' \to \infty$. Moreover,

$$
B(y_l, 1000\varepsilon R_1) \cap \Sigma = \Phi_l(D^l_{5R_1/6}) \cap B(y_l, 1000\varepsilon R_1).
$$

Now (7.6) implies that for each $y \in \Sigma$ there exists an $l \in \{1, 2, \ldots, N\}$ such that the set

$$
\Sigma \cap B(y, 500\varepsilon R_1) \subseteq B(y_l, 1000\varepsilon R_1) \cap \Sigma
$$

so that

$$
\Sigma \cap B(y, 500\varepsilon R_1) = \Phi_l(D^l_{5R_1/6}) \cap B(y_l, 500\varepsilon R_1).
$$

In particular, the limit surface $\Sigma$ is also a $C^{1,\lambda}$ manifold for $\lambda = 1 - 8/p$.

**Step 4 (lower semicontinuity of $\mathcal{M}_p$).** This follows from Fatou’s lemma combined with the following properties of the integrand:

$$
\mathcal{K}(T) = \lim_{t \to \infty} \mathcal{K}(T_t) \quad \text{whenever } T_t \to T \text{ and } \mathcal{K}(T) > 0,
$$

(7.9)

$$
\mathcal{K}(T) \leq \liminf_{t \to \infty} \mathcal{K}(T_t) \quad \text{whenever } T_t \to T \text{ and } \mathcal{K}(T) = 0.
$$

(7.10)

The argument is standard and uses a partition of unity in a neighbourhood of $\Sigma$; we sketch it briefly. Take functions $\psi_l \in C^\infty_0 (B(1000\varepsilon R_1), l = 1, 2, \ldots, N$, such that such that

$$
\sum_{l=1}^{N} \psi_l \equiv 1 \quad \text{on } \bigcup_{l=1}^{N} B(y_l, 500\varepsilon R_1).
$$

(7.11)

This gives $\sum \psi_l \equiv 1$ on each $\Sigma_j$ for $j$ large. Inserting

$$
1 = \prod_{i=0}^{3} \left( \sum_{l=1}^{N} \psi_l(x_i) \right)
$$

into the integral $\mathcal{M}_p(\Sigma_{j'}) = \int_{(\Sigma_j')^4} \mathcal{K} \, d\mu$ we write this integral as a sum of $N^4$ quadruple integrals, each of them over a product of four little patches on $\Sigma_{j'}$. Next, we use the $\Phi$’s constructed in Step 2 to parametrize these integrals; the parameters $z_i$ (mapped to $x_i$) belong to fixed little disks $D^l_i$ of radius $5R_l/6$ contained in tangent spaces to $\Sigma$. Since $\tilde{f}^d_l \to \Phi_l$ in $C^1$, it is easy to see that all products of $\psi_l \circ \tilde{f}^d_l(z_i)$, and all terms where the surface measure $d\mathcal{H}^2(x_i)$ is expressed by $dz_i$, converge. Combining this with (7.9)–(7.10), invoking Fatou’s lemma and subadditivity of $\mathcal{M}_p$, we see that

$$
\liminf \mathcal{M}_p(\Sigma_{j'}) \geq \text{the sum of lim inf’s of } N^4 \text{ terms } \geq \mathcal{M}_p(\Sigma).
$$
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A similar argument shows that \( \mathcal{H}^2(\Sigma_j) \to \mathcal{H}^2(\Sigma) \); one just replaces \( K \) by 1 in the above reasoning and simply passes to the limit, using the \( C^1 \) convergence of parametrizations. \( \square \)

**Proof of Theorems 1.6 and 1.7.** This follows easily from Theorem 7.1. The two classes \( \mathcal{C}_E(M_g) \) and \( \mathcal{C}_A(M_g) \) of surfaces \( \Sigma \) which are ambiently isotopic to a fixed closed, compact, connected, smoothly embedded reference surface \( M_g \) of genus \( g \) and satisfy \( \mathcal{M}_p(\Sigma) \leq E \), or \( \mathcal{H}^2(\Sigma) \leq A \), respectively, are nonempty. (Just take an \( M_g \) of class \( C^2 \) to ensure, by Proposition A.1 that \( \mathcal{M}_p(M_g) \) is finite; scaling \( M_g \) if necessary we can make its energy smaller than \( E \), or its area smaller than \( A \).) Thus, one can take a sequence \( \Sigma_j \) contained in \( \mathcal{C}_E(M_g) \), or in \( \mathcal{C}_A(M_g) \), respectively, which is minimizing for the area functional, or for \( \mathcal{M}_p \). Applying Theorem 7.1 we obtain a subsequence of \( \Sigma_j \) which converges to some \( \Sigma \) in \( C^1 \). Since isotopy classes are stable under \( C^1 \)-convergence, see [3], the limiting surface \( \Sigma \) belongs to \( \mathcal{C}_E(M_g) \), or resp. to \( \mathcal{C}_A(M_g) \).

### A Finiteness of energy of \( C^2 \)-surfaces

As before, \( T = (x_0, x_1, x_2, x_3) \) stands for a tetrahedron in \( \mathbb{R}^3 \). \( V(T) \) is the volume of \( T \) and \( A(T) \) denotes the total area of \( T \), i.e. the sum of areas of the four triangular faces. Recall that

\[
K(T) = \frac{V(T)}{A(T)(\text{diam } T)^2} \, .
\]

**Proposition A.1.** If \( \Sigma \subset \mathbb{R}^3 \) is a compact, embedded surface of class \( C^2 \), then there exists a constant \( C = C(\Sigma) \) such that

\[
K(T) \leq C \quad \text{for each } T \in \Sigma^4.
\]

This obviously implies that \( \mathcal{M}_p(\Sigma) < \infty \) whenever \( \Sigma \) is of class \( C^2 \).

**Proof.** Comparing \( A(T) \) with the maximum of areas of the faces, we obtain

\[
\frac{1}{12} \frac{h_{\text{min}}(T)}{(\text{diam } T)^2} \leq K(T) \leq \frac{1}{3} \frac{h_{\text{min}}(T)}{(\text{diam } T)^2},
\]

where \( h_{\text{min}}(T) \) stands for the minimal height of \( T \), i.e. for the minimal distance of \( x_i \) to the affine plane spanned by the other three \( x_j \)'s, \( i = 0, 1, 2, 3 \). Since \( h_{\text{min}}(T) \leq \text{diam } T \), it is enough to show that \( K(T) \) is bounded when \( \text{diam } T \leq d_0 \) for some \( d_0 = d_0(\Sigma) \) sufficiently small.

Thus, from now on we fix a \( d_0 > 0 \) such that for each \( x \in \Sigma \) the intersection \( \Sigma \cap B(x, 2d_0) \) coincides with a graph of a \( C^2 \)-function defined of \( x + T_x \Sigma \), and

\[
\text{dist}(y, x + T_x \Sigma) \leq A\|y - x\|^2, \quad y \in \Sigma \cap B(x, 2d_0).
\]

**Remark.** (A.2) is the only thing we need from the \( C^2 \)-property. Such an estimate holds for \( C^{1,1} \)-surfaces, too. If one represents such a surface locally by a function \( g \in C^{1,1} \) normalized to \( g(0) = 0 \) and \( \nabla g(0) = 0 \) then the Lipschitz continuity of \( \nabla g \) implies a quadratic height excess as in (A.2).

W.l.o.g. we can assume that \( Ad_0 \ll 1 \).

**Lemma A.2.** Let \( T = (x_0, x_1, x_2, x_3) \) be an arbitrary tetrahedron, with angles of the faces denoted by \( \alpha_{ij}, i, j = 0, 1, 2, 3, i \neq j \) so that \( \alpha_{ij} \) is the angle at \( x_j \) on the face which is opposite to \( x_i \). Then, two cases are possible:

(i) At least one of the \( \alpha_{ij} \in \left[ \frac{\pi}{9}, \frac{8\pi}{9} \right] \);
(ii) All $\alpha_{ij} \in (0, \frac{\pi}{9}) \cup (\frac{8\pi}{9}, \pi)$.

In the latter case, eight of the $\alpha_{ij}$ are small, i.e. belong to $(0, \frac{\pi}{9})$ and the remaining four are large, i.e., belong to $(\frac{8\pi}{9}, \pi)$. Moreover, there is one large angle on each face and either 0 or 2 such angles at each vertex of $T$.

Proof of the lemma. We have

\[ \sum_{0 \leq j < 3, j \neq i} \alpha_{ij} = \pi \quad \text{for each } i = 0, 1, 2, 3, \]  
(A.3)

\[ \sum_{0 \leq i < 3, i \neq j} \alpha_{ij} \in (0, 2\pi) \quad \text{for each } j = 0, 1, 2, 3, \]  
(A.4)

\[ \alpha_{ij} + \alpha_{lj} > \alpha_{kj} \quad \text{for each permutation } (i, j, k) \text{ of } (0, 1, 2, 3). \]  
(A.5)

(The last condition amounts to the triangle inequality for the spherical metric.)

Now, suppose that Case (i) does not hold. If there were at most three large angles, then the sum of all $\alpha_{ij}$ would be strictly smaller than

\[ 3\pi + 9 \cdot \frac{\pi}{9} = 4\pi, \]

a contradiction. Similarly, if there were at least 5 large angles, the sum of all angles of $T$ would be strictly larger than $4\pi$. Thus, if (i) fails, $T$ must have precisely 4 large angles. By (A.3) and the pigeon-hole principle, there is precisely one such angle on each face. Furthermore, if there is a large angle at some vertex, then by (A.5) at least one of the remaining angles at this vertex must also be large. Since the sum of all angles at each vertex is smaller than $2\pi$, we have precisely either 0 or 2 large angles at each vertex.

Now, fix $T \in \Sigma^4$ with $d = \text{diam } T < d_0 = d_0(\Sigma)$.

1. If Case (i) of the lemma holds for $T$, we can assume w.l.o.g. that $x_0 = 0$, the tangent plane $T_{x_0} \Sigma = \{(a, b, 0) \mid a, b \in \mathbb{R}\}$ is horizontal, and $\varphi(x_1, x_2) \in \left[\frac{\pi}{9}, \frac{8\pi}{9}\right]$. Let $P := \langle x_0, x_1, x_2 \rangle$. A computation shows that there is an absolute constant $c_1$ such that

\[ \varphi(P, T_{x_0} \Sigma) \leq c_1 A d \]

(which is a small angle if $d_0$ is chosen sufficiently small). Therefore, since $\text{dist}(x_3, T_{x_0} \Sigma) \leq A d^2$, we have

\[ \text{dist}(x_3, P) \leq c_2 A d^2, \]

which yields $K(T) \leq c_2 A$.

2. Suppose now Case (ii) holds for $T$. W.l.o.g. we can assume that all angles at $x_0$ belong to $(0, \pi/9)$. We can also assume that all these angles exceed $c_3 A d$ for some constant $c_3$, since otherwise there exists a vertex and an edge of $T$ with mutual distance $\lesssim d^2$ and we are done.

As before, we choose coordinates so that $x_0 = 0$ and $T_{x_0} \Sigma = \{(a, b, 0) \mid a, b \in \mathbb{R}\}$ is horizontal. Let $\pi_T$ stands for the orthogonal projection onto $T_{x_0} \Sigma$.

For $i = 1, 2, 3$, let $l_i$ be the straight line through $x_0$ and $x_i$. Set also $x'_i := \pi_T(x_i)$, $d_i = |x_i - x_0|$, $d'_i = |x'_i - x_0|$ and $l'_i = \pi_T(l_i)$ ($i = 1, 2, 3$). Finally, set $h_i = |x_i - x'_i| = \text{dist}(x_i, x_0 + T_{x_0} \Sigma)$. We have

\[ h_i \leq A d_i^2, \quad d'_i \leq d_i \leq 2d'_i. \]
Permuting the numbering of $x_1, x_2, x_3$, we can moreover assume that $l'_1 \neq l'_3$ (if all projections of edges meeting at $x_0$ onto the tangent plane coincide, then $V(T) = \mathcal{K}(T) = 0$), and that the angle $\gamma := \angle(x'_3 - x_0, x'_4 - x_0)$ is the largest of all the angles $\angle(x'_j - x_0, x'_k - x_0)$, where $j, k = 1, 2, 3$. Set $P := \langle x_0, x_1, x_3 \rangle$. Note that if $\beta_i$ denotes the angle between $l_i$ and $l'_i$, then $\sin \beta_i \leq \frac{Ad_i}{d_i} \leq Ad_i \leq Ad_i \ll 1$.

Let $l \subset P$ be the straight line such that $\pi_T(l) = l'_2 = \pi_T(l_2)$. The crucial observation is that the angle between $l$ and $l'_2$ is at most $c_3 Ad$ for some absolute constant $c_3$ (here we use the piece of information that all angles of $T$ at $x_0$ are small). Using this, we estimate

$$\text{dist}(x_2, P) \leq |x_2 - x'_2| + \text{dist}(x'_2, l) \quad \text{as } l \subset P$$

$$\leq Ad_2^2 + d'_2 \sin \angle(l'_2, l)$$

$$\leq c_5 Ad^2.$$

Thus, $h_{\text{min}}(T) \leq c_5 Ad^2$. This yields the desired estimate of $\mathcal{K}(T)$.

\[ \square \]

**Remark.** For $\Sigma$ in $C^2$, the bound that we obtain for $\mathcal{K}(T)$ is of the form

$$\mathcal{K}(T) \leq C \cdot A,$$

where $A$ is the maximum of the $C^2$-norms of functions that give a graph description of $\Sigma$ in finitely many small patches.

### B Other integrands

In [14], J.C. Léger suggests an integrand that could serve as a counterpart for integral Menger curvature of one-dimensional sets, to obtain rectifiability criteria in higher dimensions. For $d = 2$, his suggestion is to use the cube of

$$\mathcal{K}_L(x_0, x_1, x_2, x_3) = \frac{\text{dist}(x_3, \langle x_0, x_1, x_2 \rangle)}{\prod^2_{j=0} |x_3 - x_j|} \quad \text{(B.1)}$$

We are going to show that $\mathcal{K}_L$ and some of its relatives are not suitable for our purposes for a simple reason: even for a round sphere, the energy given by the $L^p$-norm of such an integrand would be infinite for all sufficiently large $p$! This surprising effect is due to the fact that $\mathcal{K}_L$ is not a symmetric function of its variables.

To be more precise, let

$$\mathcal{F}(x, y, z, \xi) := \frac{\text{dist}(\xi, \langle x, y, z \rangle)}{M(|\xi - x|, |\xi - y|, |\xi - z|)^\alpha} \quad \text{(B.2)}$$

where $\alpha > 1$ is a parameter and $M : \mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+$ is homogeneous of degree 1, monotone nondecreasing w.r.t. each of the three variables, and satisfies

$$\min(t, r, s) \leq M(t, r, s) \leq \max(t, r, s) \quad \text{for } t, r, s \geq 0. \quad \text{(B.3)}$$

Note that such $\mathcal{F}$ coincides with J.C. Léger’s $\mathcal{K}_L$ if $M(t, r, s) = \sqrt[3]{t rs}$ is the geometric mean and $\alpha = 3$. 
Proposition B.1. Whenever \((\alpha - 1)p \geq 12\), then
\[
\int_{S^2} \int_{S^2} \int_{S^2} \int_{S^2} \mathcal{F}(x, y, z, \xi)^p \, d\mathcal{H}^2(x) \, d\mathcal{H}^2(y) \, d\mathcal{H}^2(z) \, d\mathcal{H}^2(\xi) = +\infty.
\]

Proof. We follow a suggestion of K. Oleszkiewicz (to whom we are grateful for a brief sketch of this proof) and consider the behaviour of \(\mathcal{F}\) on such quadruples of nearby points \((x, y, z, \xi)\) for which the plane \((x, y, z)\) is very different from the tangent plane at \(\xi\). It turns out that
\[
\int_{S^2} \int_{S^2} \int_{S^2} \mathcal{F}(x, y, z, \xi)^p \, d\mathcal{H}^2(x) \, d\mathcal{H}^2(y) \, d\mathcal{H}^2(z) = +\infty \quad \text{for each } \xi \in S^2.
\]

To check this, suppose without loss of generality that \(\xi = (0, 0, 1)\). Fix a small \(\varepsilon \in (0, 1)\) and \(r_n = 2^{-2n}\) for \(n = 1, 2, 3, \ldots\). Consider the sets \(\Delta_n \subset S^2 \times S^2 \times S^2\),
\[
\Delta_n := (B(a_n, \varepsilon r_n^2) \cap S^2) \times (B(b_n, \varepsilon r_n^2) \cap S^2) \times (B(c_n, \varepsilon r_n^2) \cap S^2), \tag{B.4}
\]
where
\[
a_n := (r_n, 0, \sqrt{1 - r_n^2}), \tag{B.5}
b_n := (r_n, 2r_n, \sqrt{1 - 5r_n^2}), \tag{B.6}
c_n := (r_n, -2r_n, \sqrt{1 - 5r_n^2}). \tag{B.7}
\]

Note that for \(\varepsilon \in (0, 1)\) all \(\Delta_n\) are pairwise disjoint. We shall show that whenever a triple of points \((x, y, z) \in \Delta_n\), then the plane \(P = (x, y, z)\) is almost perpendicular to \(T_\xi S^2\) (the angle differs from \(\pi/2\) at most by a fixed constant multiple of \(\varepsilon\)) and
\[
\text{dist}(\xi, P) \geq r_n/2, \quad \mathcal{F}^p(x, y, z, \xi) \geq A \cdot r_n^{p(1-\alpha)},
\]
for some constant \(A\) depending on \(\varepsilon, p \text{ and } \alpha\) but not on \(n\). Let \(v_n := b_n - a_n\), \(w_n := c_n - a_n\) \((n = 1, 2, \ldots)\). Since \(\sqrt{1-x} = 1-x/2 + O(x^2)\) as \(x \to 0\), we have
\[
v_n = (0, 2r_n, -2r_n^2 + O(r_n^4)), \quad w_n = (0, -2r_n, -2r_n^2 + O(r_n^4)).
\]

A computation shows that
\[
u_n := v_n \times w_n = (-8r_n^3, 0, 0) + e_n, \quad |e_n| \leq C_1 r_n^5,
\]
where \(C_1\) is an absolute constant. Therefore,
\[
\sigma_n := \frac{u_n}{|u_n|} = (-1, 0, 0) + f_n, \quad |f_n| \leq C_2 r_n^2,
\]
again with some absolute constant \(C_2\). Now, let \((x, y, z) \in \Delta_n\) and let \(v_n' := y - x\), \(w_n' := z - x\). By triangle inequality, we have
\[
\max(|v_n - v_n'|, |w_n - w_n'|) \leq 2\varepsilon r_n^2,
\]
so that another elementary computation shows that \(\sigma'_n := (v_n' \times w_n')/|v_n' \times w_n'|\) satisfies
\[
|\sigma_n - \sigma'_n| \leq C_3 \varepsilon, \quad n = 1, 2, 3, \ldots
\]
for $\epsilon$ sufficiently small. Moreover,
\[
\text{dist}(\xi, \langle x, y, z \rangle) = |(\xi - x) \cdot \sigma_n'|
\]
\[
= \left| \left( (\xi - a_n) + (a_n - x) \right) \cdot (\sigma_n + (\sigma_n' - \sigma_n)) \right|
\]
\[
\geq r_n - C_4 \epsilon r_n = \frac{r_n}{2}
\]
if we choose $\epsilon = 1/2C_4$. By (B.3), we also have
\[
M(|\xi - x|, |\xi - y|, |\xi - z|) \approx r_n, \quad (x, y, z) \in \Delta_n, \quad n = 1, 2, 3, \ldots
\]
Combining (B.8) and (B.9), we estimate
\[
\int_{S^2} \int_{S^2} \int_{S^2} F(x, y, z, \xi)^p \, d\mathcal{H}^2(x) \, d\mathcal{H}^2(y) \, d\mathcal{H}^2(z)
\]
\[
\gtrsim \sum_{n=1}^{\infty} \int_{\pi \epsilon r_n^2}^{\infty} \int_{\pi \epsilon r_n^2}^{\infty} \int_{\pi \epsilon r_n^2}^{\infty} \int_{\pi \epsilon r_n^2}^{\infty} F(x, y, z, \xi)^p \, d\mathcal{H}^2(x) \, d\mathcal{H}^2(y) \, d\mathcal{H}^2(z)
\]
\[
\approx \sum_{n=1}^{\infty} (\pi \epsilon r_n^2)^6 \frac{r_n}{r_n^{\alpha p}}
\]
\[
\approx \sum_{n=1}^{\infty} (r_n)^{12+(1-\alpha)p}
\]
\[
= +\infty \quad \text{for} \quad (\alpha - 1)p \geq 12.
\]
This completes the proof. \qed

Remark. One can check that a similar argument shows that
\[
\int_{U} \int_{U} \int_{U} \int_{U} F^p = +\infty \quad \text{if} \quad (\alpha - 1)p \geq 12
\]
whenever $U$ is a patch of of a $C^2$ surface $\Sigma \subset \mathbb{R}^3$ such that the Gaussian curvature of $\Sigma$ is strictly positive on $U$.

The phenomenon described in Proposition B.1 does not appear for the integrand
\[
K_R(x, y, z, \xi) = 1/R(x, y, z, \xi),
\]
where $R(x, y, z, \xi)$ denotes the radius of a circumsphere of four points of the surface — we simply have $1/R = \text{const}$ for all quadruples of pairwise distinct points of a round sphere. However, one can easily find examples of smooth surfaces for which $1/R \to \infty$ at some points: take e.g. the graph of $f(x, y) = xy$ near 0. It contains two straight lines and for every $\delta > 0$ there are lots of triangles with all vertices on these lines, all angles (say) $\geq \pi/6$ and diameter $\leq \delta$. For each such triangle $\Delta$ one can take a sphere $S$ which has the circumcircle of $\Delta$ as the equatorial circle. The radius of $S$ is $\leq \delta$ and $S$ intersects the graph of $f$ at infinitely many points that are not coplanar with vertices of $\Delta$.
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