Formation of vascular-like structures using a chemotaxis-driven multiphase model
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Abstract

We propose a continuum model for pattern formation, based on the multiphase model framework, to explore \textit{in vitro} cell patterning within an extracellular matrix. We demonstrate that, within this framework, chemotaxis-driven cell migration can lead to formation of cell clusters and vascular-like structures in 1D and 2D respectively. The influence on pattern formation of additional mechanisms commonly included in multiphase tissue models, including cell-matrix traction, contact inhibition, and cell-cell aggregation, are also investigated. Using sensitivity analysis, the relative impact of each model parameter on the simulation outcomes is assessed to identify the key parameters involved. Chemoattractant-matrix binding is further included, motivated by previous experimental studies, and to augment the spatial scale of patterning to within a biologically plausible range. Key findings from the in-depth parameter analysis of the 1D models, both with and without chemoattractant-matrix binding, are demonstrated to translate well to the 2D model, obtaining vascular-like cell patterning for multiple parameter regimes. Overall, we demonstrate a biologically-motivated multiphase model capable of generating long-term pattern formation on a biologically plausible spatial scale both in 1D and 2D, with applications for modelling \textit{in vitro} vascular network formation.
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1. Introduction

In vitro vascularisation of 3D engineered tissues is required for a range of applications, including in vitro models of development and disease e.g. vascularised tumours [1], and to support the rapid development of blood supply to engineered tissues implanted in vivo, e.g. in a thick skin graft [2, 3]. Development of new strategies to fabricate prevascularised engineered tissues is ongoing, and is commonly described as one of the key challenges facing clinical application [4, 5, 6, 7]. As engineered tissues are a complex combination of material properties and cell types, fabricated under a wide range of culture conditions, understanding the cell-level mechanisms behind in vitro vascular network formation and the interactions between network-forming endothelial cells and other therapeutic cell types is essential to inform fabrication techniques.

Mathematical modelling of cell patterning, including of in vitro vascular network formation, offers a valuable tool to aid in the identification of the key cues and mechanisms involved [8], and to enable in silico trial and error of different experimental variables [9]. Where individual cell cues and mechanisms are difficult to isolate and investigate experimentally, mathematical modelling offers the opportunity to probe the influence of each mechanism individually. Furthermore, computational techniques such as sensitivity analysis offer a powerful and cost-effective way to assess the relative importance of cell mechanisms and experimental variables.

A first step to using simulation to guide experimental methods is to select a suitable mathematical framework that is capable of mimicking the behaviours observed in vitro. Here, a continuous multiphase model framework is proposed that has not been previously utilised to explore cell pattern formation within a 3D environment. Crucially, the multiphase model framework can resolve both global boundary conditions and cell-level chemical and mechanical cues, in order to fully support the mechanisms associated with the migration of a cell phase within a 3D construct (such as a hydrogel or scaffold). The multiphase model framework has been utilised in several studies of in vitro tissue culture and growth modelling [10], and was first adapted for this application by Lemon et al. [11, 12]. A multiphase model
approach has also been used to study tumour growth [13, 14, 15, 16, 17]. More recently, Dyson et al. [18] extended the multiphase model framework to consider in more detail the mechanical effects of a fibrous collagen scaffold on cell migration and tissue growth. The multiphase model framework has additionally been demonstrated to capture chemotaxis-driven pattern formation, with cell aggregation demonstrated in 1D, and in a 2D thin film limit [19].

The behaviours and responses of endothelial cells (ECs), which can form vascular-like networks in vitro, have been investigated in a wide-range of in vitro assays [20, 21, 22, 23]. Vascular endothelial growth factor (VEGF) is known to be essential for vascular network formation from knockout in vivo mouse studies that showed deletion of the gene responsible for VEGF production led to improper blood vessel formation and lethality [24, 25]. The mechanisms by which VEGF may facilitate endothelial network formation are varied, including (i) accelerating the rate of cell migration by chemokinesis [26], (ii) influencing the direction of cell migration as a chemoattractant [27, 28], (iii) affecting the rate of endothelial cell proliferation [29, 30], and (iv) inducing/increasing cell production of matrix metalloproteinases (MMPs), enzymes responsible for degrading ECM proteins in the matrix surrounding the cell [29, 31].

In vitro studies have found that HUVECs (human umbilical vein ECs) can form vascular networks alone without the addition of exogenous VEGF, particularly under low oxygen conditions [32, 33]. Serini et al. [33] measured detectable levels of VEGF produced by both HUVECs (0.24 ng/ml) and microvascular ECs (0.67 ng/ml) after 3 hours. Moreover, the role of VEGF gradients for EC network formation was confirmed by observing inhibition of network formation via the addition of either anti-VEGF, or via a saturating amount of exogenous VEGF [33].

To accurately model the dynamics of VEGF, the bioactivity of the scaffold material must also be considered. There is substantial evidence that some extracellular matrix proteins can bind soluble proteins, e.g. growth factors [34]. In particular, it has been shown that fibronectin binds with VEGF [35], as does fibrin [36], and heparin [37]. Kohn-Luque et al. [38] demonstrated that exogenously added VEGF could bind to Matrigel pericellularly, and that this binding was co-localised with specific proteins including cell-secreted fibronectin and heparin. The authors further demonstrated that matrix-bound VEGF elicited a stronger chemotactic response in endothelial cells than soluble VEGF, and matrix-bound VEGF was protected from
degradation [38].

Previous partial differential equation (PDE)-based vasculogenesis models have been predominantly based on a 2D assay in which endothelial cells are seeded on, as opposed to within, the extracellular matrix [8]. Notable models were able to replicate some of the resulting network properties, with similar qualitative behaviours as the initial cell density was varied [8, 33, 39]. In addition, the spatial scale of the in vitro network, determined by intervessel separation, was observed to be of the order of 200 µm and well matched by the numerical simulations [33]. However, key mechanisms, such as cell-matrix traction were not included [33], and often vascular-like patterning was observed transiently [39, 40, 41, 42]. To date, there is an absence of a continuous model of vasculogenesis with a focus on mechanisms relevant to 3D culture, in which ECs are seeded within a scaffold or hydrogel. Crucially, existing continuous models have not yet been able to generate stable vascular-like structures.

In this paper, the impact of several commonly proposed mechanisms for vascular network formation are explored within the multiphase model framework; these are assessed using computational techniques including sensitivity analyses and parameter optimisation. Long-term cell cluster formation is demonstrated, and a model form including VEGF-matrix binding is shown to form cell clusters on a comparable spatial scale to in vitro vascular network pattern size and structure.

In Section 2, a general multiphase model is presented, prior to the selection of specific constitutive functional forms for intraphase cell forces and solute reaction terms. The resulting 2D model is then nondimensionalised in Section 3 using parameter values motivated by literature. A brief summary of the procedure for the computational implementation of the model in Python is then given in Section 4 followed by an outline of the computational analyses methods selected. Results relating to the impact of initial conditions, core model parameters, and additional common mechanisms are presented in Sections 5.1 - 5.5. In Section 5.6, the impact of the addition of VEGF-matrix binding to the model is considered and shown to aid pattern formation on a spatial scale relevant to vascular network formation in vitro. The difference in spatial scale generated by the core and binding models in 1D and 2D is further demonstrated in Section 5.7.
2. Model outline

The general governing equations for the multiphase model are derived following constitutive forms proposed by Lemon et al. [11] and subsequent model development papers [12, 43, 44]. Following a discussion of possible functional forms for reaction terms, and parameter value ranges motivated by literature, the resulting coupled PDE model system is nondimensionalised for a 2D Cartesian geometry.

2.1. General equations

Three phases are modelled to form a cellular hydrogel: endothelial cells, water (culture media) and extracellular matrix (the hydrogel’s solid component), for which volume fractions are denoted by $n$, $w$, and $m$ respectively.

In the absence of matrix degradation or deposition, the extracellular matrix volume fraction $m$ is assumed to be uniform and constant. A no-voids constraint, $n + w + m = 1$, is imposed, and a constant $\phi = 1 - m$ is introduced, such that $n + w = \phi$.

The general conservation of mass equations governing the cell volume fraction ($n$), and water volume fraction ($w$), take the form of an advection-diffusion equation and advection equation respectively

$$\frac{\partial n}{\partial t} + \nabla \cdot (nu_n) = \nabla \cdot (D_n \nabla n), \quad (1)$$

and

$$\frac{\partial w}{\partial t} + \nabla \cdot (wu_w) = 0, \quad (2)$$

where $D_n$ is the cell diffusion rate, and $u_i$ is the velocity of each phase. We focus on the most commonly used hydrogel material, collagen, and hence assume that cell proliferation is negligible as observed during vascular network formation within a collagen hydrogel [32, 45]. The general conservation of mass equation for a solute with concentration $c$ takes the form of the following advection-diffusion-reaction equation,

$$\frac{\partial (cw)}{\partial t} + \nabla \cdot (cwu_w) = \nabla \cdot (D_c w \nabla c) + R, \quad (3)$$

where $D_c$ is the diffusion coefficient, and $R$ is a reaction term that can be a function of $n$, $w$, and/or $c$. 
Conservation of momentum equations include all the intraphase (internal) and interphase (external) forces. Due to the relatively short spatial scale (typically millimetres), in comparison to a long timescale for cell motility (typically hours - see Table 2), inertial effects are relatively very small and hence can be neglected. The general conservation of momentum equations for the cell phase ($n$) and water phase ($w$) are therefore represented by a balance between intraphase stress and external forces resulting from the pressure between phases,

$$\nabla \cdot (n\sigma_n) + f_{nw} + f_{nm} = 0,$$

and

$$\nabla \cdot (w\sigma_w) + f_{wn} + f_{wm} = 0.$$  \hspace{1cm} (5)

Here, $\sigma_i$ is the stress tensor for phase $i$, and $f_{ij}$ represents the interphase force of phase $j$ on phase $i$ noting that, by Newton’s third law, $f_{ij} = -f_{ji}$.

Constitutive forms of the stress tensors and interphase forces are prescribed in the following sections following Lemon et al. [11].

2.1.1. Interphase forces

The interphase forces are split into two components: interphase pressure, $p_{ij}$, and drag, $\gamma_{ij}$. The force exerted by phase $j$ on phase $i$ is thus given by

$$f_{ij} = p_{ij} \nabla i - p_{ji} \nabla j + \gamma_{ij} i (u_j - u_i).$$

Here, the interphase pressures $p_{ij}$ are decomposed into a ‘contact-independent’ pressure equal to the water pressure, $p_w$, and additional ‘active’ pressures. We consider only a traction-induced pressure force between the cells and extracellular matrix $\psi_{nm}$, i.e $p_{nm} = p_w + \psi_{nm}$. This traction force is further assumed to be a (zero or negative) constant, such that $\psi_{nm} = -\eta$. Based on these assumptions, each interphase force term can now be expressed as

$$f_{nw} = p_w \nabla n - p_w n \nabla w + \gamma_{nw} n w (u_w - u_n),$$

$$f_{nm} = (p_w - \eta) m \nabla n - \gamma_{nm} n m u_n,$$

$$f_{wm} = p_w m \nabla w - \gamma_{wm} w m u_w.$$  \hspace{1cm} (6)

2.1.2. Stress tensors

The cell phase is modelled as a viscous liquid, with stress tensor

$$\sigma_n = -p_n I + \mu_n \tau_n.$$
The cell intraphase pressure, $p_n$, is similarly split into a water pressure component, $p_w$, an additional term to account for cell-cell interactions, and a final term to account for cell-matrix interactions, such that

$$p_n = p_w + \Pi + m\psi_{nm}.$$  

The cell-cell interactions, denoted $\Pi$, can include: (i) contact inhibition, e.g. $\Pi_n = \delta_n n^2/(\phi - n)$; (ii) cell aggregation, e.g. $\Pi_a = -\nu n$; and (iii) chemotaxis, e.g. $\Pi_c = \chi \exp\left(-\frac{c}{c_M}\right)$. Chemotaxis is considered to be the dominant cell intraphase pressure and included from the outset; the possible influence of contact inhibition and cell-cell aggregation is explored subsequently in Section 5.5.

The water phase is modelled as an inviscid fluid such that $\sigma_w = -p_w I$, where $p_w$ is the water pressure; we therefore assume that there are no other contributing terms due to intraphase or interphase pressures.

Substituting these terms into (4) and (5), and applying the no-voids constraint, the conservation of momentum equation for the cell phase becomes

$$-n\nabla p_w - \nabla (n\Pi) + \gamma_{nw}nw (u_w - u_n) - \gamma_{nm}nmu_n - \eta m \nabla n = 0,$$

and for the water phase we have

$$-w\nabla p_w - \gamma_{nw}nw (u_w - u_n) - \gamma_{wm}wm u_w = 0.$$  

2.1.3. Solute dynamics

The main VEGF dynamics are driven by its production and uptake by the endothelial cells, along with cell-independent degradation. The reaction term for VEGF concentration using (3) is thus written

$$R(n, w, c) = \alpha(n, w, c) - \kappa(n, w, c) - \delta c,$$

where $\delta$ is the constant degradation rate, $\alpha(n, w, c)$ is a production function, and $\kappa(n, w, c)$ is an uptake function, with possible dependencies indicated. Although uptake of VEGF, which spans the ligand-receptor binding and internalisation process of VEGF into the cell, is required for a cell response, in this case we decouple the process and take uptake to represent the removal of VEGF from the surrounding fluid only.

A Michaelis-Menten function of the form $\kappa(n, w, c) = knwc/(c + K)$ has previously been used to describe cellular uptake of VEGF in an angiogenesis model, where $\kappa$ is the maximal uptake rate, and $K$ is the concentration of VEGF.
VEGF at which uptake is half-maximal. A Michaelis-Menten term has also been used to model production, for example by Holmes and Sleeman [46] for fibronectin production by endothelial cells during angiogenesis. As the local concentration of fibronectin increases, the rate of production slows, until it reaches a maximum rate. Alternatively, in a fluids-based mechano-chemical model of vasculogenesis, Tosin et al. [39] consider a production rate $\alpha(n)$ with non-linear dependence on the cell density. The authors assumed a production rate that reached a finite maximum for $n = 0$ and is monotonically decreasing for $n > 0$, reaching a negligible level once the local cell density represents a sizable cluster. Following Tosin et al. [39], we select the function form $\alpha(n) = \alpha n (\phi - n)$ that exhibits the same behaviour when considering cell volume fraction as opposed to cell density.

Including the reaction terms, the governing equation for the solute VEGF is therefore

$$\frac{\partial (cw)}{\partial t} + \nabla \cdot (cw u_w) = \nabla \cdot (D_c w \nabla c) + \alpha(n) (\phi - n) - \frac{\kappa n w c}{c + K} - \delta c. \quad (9)$$

The governing equations are now (1, 2, 7-9). These are combined with suitable boundary conditions dependent on the geometry, and initial conditions dependent on the experimental setup as described in the next section. The variable and parameter definitions for the general and specified models are given in Table [1]
| Variable/parameter | Definition |
|--------------------|------------|
| n                  | cell volume fraction |
| w                  | water volume fraction |
| m                  | matrix volume fraction |
| $\phi = 1 - m$     | available volume (constant) |
| c                  | chemical solute concentration |
| $u_i = (u_i, v_i)$ ($i = n, w$) | cell/water velocity |
| $D_i$ ($i = n, c$) | diffusion rate of cells/chemical solute |
| $R$                | reaction term of chemical solute |
| $\sigma_i$ ($i = n, w$) | cell/water stress tensor |
| $f_{ij}$ ($i, j = n, w, m, i \neq j$) | interphase force exerted on phase $i$ by phase $j$ |
| $p_i$ ($i = n, w$) | pressure in cell/water phase |
| $\mu_i$ ($i = n, w$) | cell/water viscosity |
| $\tau_i$ ($i = n, w$) | cell/water deviatoric stress tensor |
| $\delta_i$        | contact inhibition-driven pressure |
| $\nu_n$           | aggregation pressure |
| $\chi$            | chemotaxis-driven pressure |
| $p_{ij}$ ($i, j = n, w, m, i \neq j$) | interphase pressure exerted on phase $i$ by phase $j$ |
| $\gamma_{ij}$ ($i, j = n, w, m, i \neq j$) | drag coefficient between phase $i$ and phase $j$ |
| $\psi_{nm}$       | traction coefficient between cell and matrix phase |
| $\eta$            | (constant) traction pressure between cell and matrix phase |
| $\alpha$          | VEGF production rate |
| $\kappa$          | VEGF uptake rate |
| $\delta$          | VEGF degradation rate |

Table 1: Variable and parameter definitions for the general and specified multiphase model.
3. Dimensional Analysis

3.1. Dimensional parameter values

The typical length scale is chosen to be based on the dimensions of a 96-well plate, shown in Figure 1, commonly used experimentally for the analysis of cell-seeded hydrogels. Given a diameter of around 6mm, and variable hydrogel height of 1 - 5mm, we set the representative length scale \( L \) to be within this range at 3mm. The representative timescale is chosen to be related to the time under which network formation is observed \textit{in vitro}, shown to span from a few hours [33], to 24 - 48 h [46], to several days [47], dependent on the geometry and experimental conditions. A timescale of \( T = 10^5 \) s, \( \sim 27 \) h, is chosen to match the order of the timescale of chemotaxis-driven pattern formation, which is the focus of the model presented here.

Figure 1: Cylindrical well geometry for a 96-well plate, commonly used for cellular hydrogel assays.

Table 2 outlines the estimated timescales for the main processes considered by the model. Excluding cell diffusion, each process considered is clearly significant on this length scale given a timescale of interest of 24 - 96 hours. Cell diffusion is maintained to improve numerical model stability. The remaining cell- and solute-related parameters required for the model are discussed below.
| Process                                    | Estimated timescale          | Reference(s) |
|--------------------------------------------|------------------------------|--------------|
| Cell diffusion                             | $2.5 \times 10^3 - 2.5 \times 10^4$ h | [48, 49, 50] |
| VEGF diffusion in a hydrogel               | 250 h                        | [33, 38, 51] |
| VEGF diffusion in media                    | 25 h                         | [52]         |
| VEGF production                            | 0.05 h                       | [33]         |
| VEGF half-life                             | 0.1 h - 3 h                  | [53, 33, 54, 55, 38] |
| Vascular network formation                 | 9 h - 48 h+                  | [33, 46, 32] |
| Cell directed migration in a hydrogel      | 80 h                         |              |

Table 2: Estimated timescales of relevant dynamic processes. Estimates are based on the hydrogel length scale $L = 3$ mm, and a typical concentration of VEGF, 1 ng/ml. References are given for each parameter where applicable.

3.1.1. Cell-related parameters

Using Stokes flow, Lemon and King [12] estimated the magnitude of the water-matrix drag and cell-water drag to be comparable, and the cell-matrix drag term to be several orders of magnitude larger. Hence, we take the cell-water drag $\gamma_{nw}$ term in Equation (16) to be negligible in comparison to the other mechanisms. However, to maintain a relationship between the water pressure and water velocity in Equation (8), we must maintain the water-matrix drag term $\gamma_{wm}$. The estimate of cell viscosity, $\mu_n = 1 \times 10^4$ N m$^{-2}$ s, is based on experimental evidence also discussed by Lemon and King [12].

The strength of chemotaxis, denoted $\chi$, is modelled as a pressure force within this framework and is hence not amenable to experimental derivation. We explore possible dimensionless values of $\chi$ such that chemotactic effects are dominant. The cell-matrix traction constant $\eta$ is explored in a similar fashion.

3.1.2. VEGF-related parameters

There is scant quantitative data regarding the concentration of VEGF produced by endothelial cells: Serini et al. [33] measured detectable levels of VEGF after 3 hours in the range 0.24 ng/ml - 0.67 ng/ml; similarly Nomura et al. [56] quoted that HUVECs produced a concentration of 0.15 ng/ml at 10% oxygen. Based on these estimates, the concentration of 1 ng/ml is taken as a typical scaling for VEGF concentration, $c_M$. 
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Parameters including VEGF production and uptake rates are highly dependent on cell type, and again scant quantitative data can be found. VEGF production rates used in previous models in literature are often quoted as per area per second, reflecting the 2D *in vitro* setup of the assay being modelled. A crude conversion made from the estimate by Köhn-Luque et al. [53], combined with comparison of production rates from other cell types in 3D environments such as ADSCs [57], can be used to estimate a dimensional range of $\alpha$ from $2 \times 10^{-13}$ to $2 \times 10^{-11}$ g ml$^{-1}$ s$^{-1}$. However, parameter analysis methods are required here to determine a suitable range of values that may lead to qualitatively different model outcomes, including the parameter sweep presented in Section 5.2.

3.2. Nondimensionalisation

Based on Figure 1, a 2D Cartesian model is considered to approximate a top-down view of the cylindrical well geometry. The geometry is considered to be square for simplicity. The following dimensionless variables are used for nondimensionalisation of the 2D Cartesian model, denoted by an asterisk (*):

$$x^* = \frac{x}{L}, \quad y^* = \frac{y}{L}, \quad t^* = \frac{t}{T}, \quad c^* = \frac{c}{c_M},$$

$$D_{i}^* = \frac{D_i T}{L^2}, \quad u_{n,w}^* = \frac{u_{n,w} T}{L}, \quad v_{n,w}^* = \frac{v_{n,w} T}{L}, \quad \gamma_{ij}^* = \frac{\gamma_{ij} L^2}{\mu_n},$$

$$\chi^* = \frac{\chi T}{\mu_n}, \quad \eta^* = \frac{\eta T}{\mu_n}, \quad p_{w}^* = \frac{(p_w - p_{atm}) T}{\mu_n}, \quad \alpha^* = \frac{\alpha T}{c_M},$$

$$\kappa^* = \frac{\kappa T}{c_M}, \quad K^* = \frac{K}{c_M}, \quad \delta^* = \delta T.$$

After nondimensionalisation, dropping asterisks, the 2D Cartesian model comprises eight coupled PDEs. The following dimensionless equations govern cell volume fraction ($n$), water volume fraction ($w$), water velocity components ($u_w, v_w$), cell velocity components ($u_n, v_n$), water pressure ($p_w$), and VEGF concentration ($c$):

$$\frac{\partial n}{\partial t} + \frac{\partial}{\partial x} (nu_n) + \frac{\partial}{\partial y} (nw_n) = D_n \left( \frac{\partial^2 n}{\partial x^2} + \frac{\partial^2 n}{\partial y^2} \right), \quad (10)$$

$$n + w = \phi, \quad (11)$$
\[
\frac{\partial w}{\partial t} - \frac{1}{\gamma_{wm}} \frac{\partial}{\partial x} \left( w \frac{\partial p_w}{\partial x} \right) - \frac{1}{\gamma_{wm}} \frac{\partial}{\partial y} \left( w \frac{\partial p_w}{\partial y} \right) = 0,
\]
(12)

\[
u_w = -\frac{1}{\gamma_{wm}} \frac{\partial p_w}{\partial x},
\]
(13)

\[
v_w = -\frac{1}{\gamma_{wm}} \frac{\partial p_w}{\partial y},
\]
(14)

\[
\frac{\partial (cw)}{\partial t} + \frac{\partial (cw u_w)}{\partial x} + \frac{\partial (cw v_w)}{\partial y} = \frac{\partial}{\partial x} \left( D_{cw} \frac{\partial c}{\partial x} \right) + \frac{\partial}{\partial y} \left( D_{cw} \frac{\partial c}{\partial y} \right) + \alpha n (\phi - n) - \frac{\kappa n w c}{K + c} - \delta c,
\]
(15)

\[
- n \frac{\partial p_w}{\partial x} - \frac{\partial}{\partial x} \left( n \chi \exp(-c) - \nu n^2 + \frac{\delta_n n^3}{\phi - n} \right) + \frac{2}{3} \frac{\partial}{\partial x} \left[ n \left( \frac{\partial u_n}{\partial x} + \frac{\partial v_n}{\partial x} \right) \right]
+ \frac{\partial}{\partial y} \left[ n \left( \frac{\partial u_n}{\partial y} + \frac{\partial v_n}{\partial y} \right) \right] - \gamma_{nm} \rho m u_n - \eta m \frac{\partial n}{\partial x} = 0,
\]
(16)

\[
- n \frac{\partial p_w}{\partial y} - \frac{\partial}{\partial y} \left( n \chi \exp(-c) - \nu n^2 + \frac{\delta_n n^3}{\phi - n} \right) + \frac{\partial}{\partial x} \left[ n \left( \frac{\partial u_n}{\partial y} + \frac{\partial v_n}{\partial x} \right) \right]
+ \frac{2}{3} \frac{\partial}{\partial y} \left[ n \left( \frac{\partial v_n}{\partial y} - \frac{\partial u_n}{\partial x} \right) \right] - \gamma_{nm} \rho m v_n - \eta m \frac{\partial n}{\partial y} = 0.
\]
(17)

### 3.3. Boundary conditions

No flux conditions are applied at all boundaries on the cell phase, water phase (including water pressure), and the VEGF concentration. No slip conditions are also applied to the cell phase at edges of the domain. Thus we have

\[
u_n = 0, \quad \frac{\partial n}{\partial x} = 0, \quad \frac{\partial c}{\partial x} = 0, \quad \frac{\partial p_w}{\partial x} = 0, \quad \text{at } x = 0, 1, \text{ and}
\]

\[
u_n = 0, \quad \frac{\partial n}{\partial y} = 0, \quad \frac{\partial c}{\partial y} = 0, \quad \frac{\partial p_w}{\partial y} = 0, \quad \text{at } y = 0, 1.
\]

Equivalent no flux and no slip boundary conditions are used when considering a 1D version of the model, used in order to exploit computationally expensive analysis methods.


3.4. Initial conditions

An initial cell distribution at rest is assumed within the hydrogel, in which no VEGF is present, given that the culture media used for the hydrogel preparation does not contain VEGF. Thus we have

\[
\begin{align*}
n(x, y, 0) &= n^0(x, y), \quad u_n(x, y, 0) = 0, \quad v_n(x, y, 0) = 0, \\
p_w(x, y, 0) &= 0, \quad c(x, y, 0) = 0, \quad w(x, y, 0) = \phi - n^0(x, y).
\end{align*}
\]  

(18)

3.5. Model extension for VEGF-matrix binding

The addition of a VEGF-matrix binding mechanism introduces three new parameters: the binding rate, \( k_b \), the unbinding rate, \( k_u \), and the strength of chemotaxis in response to bound VEGF, \( \chi_b \). The chemotaxis parameter used in the core model, \( \chi \), is renamed \( \chi_u \), to indicate that it is the strength of chemotaxis in response to free (unbound) VEGF. In a similar manner, the concentration of unbound VEGF is denoted by \( c_u \), and the concentration of bound VEGF by \( c_b \). The cell momentum conservation equations balancing intraphase and interphase forces, equations \((16) \text{ and } (17)\), consequently require adaptation to include the chemotactic response to both bound and free VEGF. The conservation of momentum equations for the cell phase in this case take the form

\[
\begin{align*}
- n \frac{\partial p_w}{\partial x} - \frac{\partial}{\partial x} \left( n \chi_u \exp(-c_u) + n \chi_b \exp(c_b) \right) - \frac{\partial}{\partial x} \left( \nu n^2 + \delta_n n^3 \phi - n \right) \\
+ 2 \frac{\partial}{\partial x} \left[ n \left( 2 \frac{\partial u_n}{\partial x} - \frac{\partial v_n}{\partial y} \right) \right] + \frac{\partial}{\partial y} \left[ n \left( \frac{\partial u_n}{\partial y} + \frac{\partial v_n}{\partial x} \right) \right] \\
- \gamma_{nm} n m u_n - \eta_m \frac{\partial n}{\partial x} = 0, \quad (19)
\end{align*}
\]

\[
\begin{align*}
- n \frac{\partial p_w}{\partial y} - \frac{\partial}{\partial y} \left( n \chi_u \exp(-c_u) + n \chi_b \exp(c_b) \right) - \frac{\partial}{\partial y} \left( \nu n^2 + \delta_n n^3 \phi - n \right) \\
+ \frac{\partial}{\partial x} \left[ n \left( \frac{\partial u_n}{\partial y} + \frac{\partial v_n}{\partial x} \right) \right] + 2 \frac{\partial}{\partial y} \left[ n \left( 2 \frac{\partial v_n}{\partial y} - \frac{\partial u_n}{\partial x} \right) \right] \\
- \gamma_{nm} n m v_n - \eta_m \frac{\partial n}{\partial y} = 0. \quad (20)
\end{align*}
\]

Two advection-reaction-diffusion equations governing the dynamics of \( c_u \) and \( c_b \) are also required in place of Equation \((15)\). To consider the simplest
model of VEGF binding in the first instance, any diffusion, uptake, or direct production of bound VEGF $c_b$ is neglected. There is some evidence that binding to the extracellular matrix reduces the rate of degradation of proteins including VEGF $[55]$; this difference is neglected for now so that the rate of degradation of bound and unbound VEGF is considered equal and represented by parameter $\delta$. The experimental analysis of Köhn-Luque et al. $[38]$ is suggestive of VEGF-binding to specific local cell-deposited ECM proteins such as fibronectin. A full model may consider secretion of fibronectin, and VEGF binding to this fibronectin only, however to simplify this mechanism here, the pericellular location of the VEGF binding sites can be accounted for by choosing the binding rate to be proportional to the local cell density.

The equation for unbound VEGF $c_u$, Equation (15), is adapted to include the transfer of VEGF between the bound and unbound state, and becomes

$$\frac{\partial (c_u w)}{\partial t} + \frac{\partial (c_u w u w)}{\partial x} + \frac{\partial (c_u w v w)}{\partial y} = \frac{\partial}{\partial x} \left( D_c w \frac{\partial c_u}{\partial x} \right) + \frac{\partial}{\partial y} \left( D_c w \frac{\partial c_u}{\partial y} \right) + \alpha n (\phi - n) - \frac{knw c_u}{K + c_u} - \delta c_u - k_b m c_u w + k_u w c_b m, \quad (21)$$

where the additional terms $k_b m c_u w$ and $k_u w c_b m$ model the rate of binding and unbinding, proportional to the cell volume fraction $n$, and water volume fraction $w$ respectively. The governing equation for bound VEGF concentration, $c_b$, is taken to be

$$\frac{\partial (c_b m)}{\partial t} = k_b m c_u w - k_u w c_b m. \quad (22)$$

Köhn-Luque et al. $[38]$ fitted experimental data to a similar ODE model of binding and unbinding of VEGF, given by

$$\frac{\partial (b)}{\partial t} = k^*_{on} U_{eq} - k_{off} b, \quad (23)$$

where $b$ is the concentration of bound VEGF, $U_{eq}$ is the equilibrium concentration of unbound VEGF, $k^*_{on}$ is the rate of binding, taking into account the equilibrium concentration of binding sites, and $k_{off}$ is the rate of unbinding. Comparing this with Equation 22, and using the values of $k^*_{on}$ and $k_{off}$ determined by Köhn-Luque et al. $[38]$, the values derived for $k_b$ and $k_u$ are $k_b \approx 0.05 \pm 0.01 \text{ s}^{-1}$ and $k_u \approx 3.7 \times 10^{-3} \pm 3.97 \times 10^{-4} \text{ s}^{-1}$. The impact of the experimental uncertainty will be considered via a sensitivity analysis in Section 5.6.
4. Computational methods

4.1. Numerical methods

The 1D and 2D Cartesian models were implemented computationally in Python by first discretising the model equations using the finite difference method. Central-space and backward-time differences were applied, and boundary conditions were applied by adopting a forward- or backward-space difference on the boundary as appropriate. The resulting set of coupled matrix problems were solved algorithmically for each model timestep with use of Python’s inbuilt linear algebra solvers. Grid-step and time-step convergence were verified in both cases, and the solvers for each of the 1D model equations were also verified by comparing to exact or approximate analytical solutions where possible.

4.2. Computational analysis methods

To assess the capabilities of the core model to simulate cell patterning, the computational analyses focused on (i) identifying qualitatively distinct cell distribution outcomes, and (ii) assessing the timing and stability of pattern formation. The overall aim of the analyses was to identify a suitable model that was capable of qualitatively matching in vitro data, including the temporal and spatial scale of pattern formation. Additionally, the analyses sought to minimise the number of parameters required in the model to meet these conditions. To exploit computational techniques whilst minimising computational expense, initial analyses were conducted on the 1D version of Equations (10 – 17) and binding extension, assuming no $y$-dependence. Such model reduction is justified as the 1D model retains the likely mechanisms of cluster formation. Indeed, the conclusions of these 1D analyses are shown to translate well to the 2D model throughout Section 5.

4.2.1. Output metrics

In the 1D simulations, a non-uniform or ‘patterned’ cell distribution arises in the form of cell clusters. Here, the number of cell clusters is considered to be the main outcome metric of interest. Additionally, cluster spacing and cluster width are related to characteristic pattern size in 2D, and can be observed in vitro and qualitatively matched. Hence, though not independent from the number of clusters, these are useful secondary metrics that can be used to assess biological plausibility of the model. In the following
analyses, the number of cell clusters was calculated by applying a low threshold to the cell volume fraction distribution, and then identifying the number of discrete objects.

In 2D, cell clusters and/or vascular-like structures can arise. In this case, the spacing between clusters or the diameter of ‘voids’ created by connected mesh-like patterning can be used to assess the spatial scale of patterning. To determine vessel width and spacing, several 1D slices of the 2D simulation output in each dimension are taken and treated in the same manner to the 1D model, using methods in scipy.signal to identify peaks and determine vessel widths.

4.2.2. Sensitivity analysis

A sensitivity analysis can determine both the model tolerance to variation in parameters, *i.e.* robustness, and the parameters which have the most influence over a particular model outcome. Sensitivity analyses can also play an important role in model selection by identifying parameters that have negligible impact on model outcomes, and are hence superfluous. It is beneficial to reduce the number of key parameters as more complex models require significantly more data than may be plausible to avoid over-fitting of the model. Additionally, this technique can be used to determine which changes in experimental variables have the most significant impact on vascular network formation in the model.

In Python, an open source library SALib provides a sensitivity analysis framework for any user-developed function [58]. SALib runs two functions: parameter space sampling (SALib.sample), and an analysis of the variation of model outputs with respect to the sampled parameter inputs (SALib.analyze). Here, the Sobol method was selected to provide the most detailed information for total, first-order, and second-order parameter interactions [59]. The resulting Sensitivity indices (Si) are a measure, between 0 and 1, of a parameter’s influence on the outcome metric. Very small values, comparative to the magnitude of the confidence level of the index, can be assumed to be negligible.

4.2.3. Particle swarm optimisation

Parameter optimisation is an umbrella term covering computational methods that seek to find an input parameter value, or set of input values, that produce an optimal model outcome as determined by a user-defined metric. Here, a particle swarm optimisation (PSO) algorithm has been selected
which, given a metric to minimise, can find the optimal global or local point of the parameter set through an iterative procedure. In Python, the open source module PySwarms offers an implementation of this algorithm for any user-defined function and metric [60].

5. Results and discussion

5.1. Effect of noisy initial conditions on cell cluster formation

To relate the initial conditions to the in vitro scenario, a uniform distribution with some degree of random fluctuations on an appropriate spatial scale can be utilised. Implemented computationally, the three parameters related to this initial condition are: (i) the random seed; i.e. the specific number sequence used by the random number generator, (ii) the magnitude of the fluctuations, and (iii) the spatial scale of the random fluctuations, which refers to the length scale upon which the variability in cell volume fraction can occur, i.e. the width of a single cell or cluster of cells.

A sensitivity analysis was performed on the three parameters that determine the initial condition. Table 3 presents the total and first-order Sensitivity index (Si) for each of these, where 0 is given when the index is within the confidence interval. The Sensitivity index for magnitude is overall low, and for random seed and spatial scale is high. Considering first-order indices only, the random seed appears to have the most significant effect on outcome, suggesting that the high total Si for spatial scale is mostly due to second order interactions with the random seed. Given the high dependence of the number of cell clusters formed on the specific initial condition as characterised by the random seed, it is appropriate to treat the model stochastically, running analyses on model statistics over many random initial conditions, as opposed to individual outcomes.

5.2. Effect of core model parameters on cell cluster formation

Consider the core parameters $\alpha$, VEGF production rate, $\delta$, VEGF degradation rate, $\chi$, chemotaxis strength, and $\gamma_{nm}$, cell-matrix drag, identified by literature review to be most essential for the model.

To verify that the parameter bounds informed by intuition and literature review are suitable for a sensitivity analysis, a manual parameter sweep was first conducted to gain some preliminary information about the regions of the parameter space that may lead to qualitatively distinct cell distribution
Parameter [units] | Value range | Total Si | First-order Si
--- | --- | --- | ---
Seed [-] | 0 - 1000 | 0.92 | 0.22
Spatial scale [µm] | 10 - 100 | 0.85 | 0
Magnitude [%] | 0 - 20 | 0.13 | 0

Table 3: Total and first-order sensitivity indices for parameters related to the cell volume fraction initial condition. The second column indicated the upper and lower bound for the parameter value used in the sensitivity analysis. The simulation results were analysed at $t = 4$.

outcomes. The dimensional parameter bounds used for the following analyses are given in Table 4.

| Core parameter [units] | Minimum value | Maximum value |
|---|---|---|
| $\chi$ [Nm$^{-2}$] | 10 | 50 |
| $\gamma_{nm}$ [Nm$^{-4}$s] | $1 \times 10^8$ | $1 \times 10^{10}$ |
| $\alpha$ [g ml$^{-1}$s$^{-1}$] | $1 \times 10^{-11}$ | $1 \times 10^{-10}$ |
| $\delta$ [s$^{-1}$] | $1 \times 10^{-4}$ | $1 \times 10^{-3}$ |

Table 4: Dimensional parameter bounds for the core model parameters used for computational model analysis.

To conduct the parameter sweep, 768 parameter samples were selected using a Saltelli sampler, and the model was run for each sample until $t = 2$ ($\sim$ 54 hours), recording the number of clusters observed. The profile of a subset of this data, for samples in which two or more clusters were observed at $t = 2$, is presented in Figure 2. The histograms presented on the diagonal illustrate the values of each parameter present in this subset, where a clear skew towards high or low values of each parameter can be identified for each of the core parameters. The off-diagonal scatter plots are used to illustrate potential relationships between two parameter values, with a regression line plotted for each. The off-diagonal plots with the clearest correlation between parameters include a positive relationship between VEGF production rate and degradation, and between chemotaxis strength and cell-matrix drag.
Figure 2: Pairplot illustration of the subset of parameter samples that were found to produce two or more clusters at $t = 2$. The histograms present the distribution of the values of each parameter present in the subset; the off-diagonal scatter plots illustrate correlations between parameter values. A regression line is plotted for each off-diagonal scatter plot. Each quantity presented is dimensionless.

In Figure 3, the parameter samples are labelled based on the specific number of clusters produced. Figure 3a illustrates the values of VEGF production rate and VEGF degradation rate for which either 2 - 3, 3 - 4, or more than 4 clusters were produced. Likewise, Figure 3b illustrates the values of chemotaxis strength and cell-matrix drag which produce different numbers of clusters.
of clusters. In both, a positive relationship between parameters is clear, and high values of each parameter are required to achieve 4 or more clusters.

(a) VEGF production against VEGF degradation
(b) Chemotaxis strength against cell-matrix drag

Figure 3: Kernel density estimate (KDE) plots illustrating the relationship between dimensionless model parameters based on a parameter sweep. The KDE is plotted for the data subset that produced 2 - 3, 3 - 4, and more than 4 clusters respectively.

A sensitivity analysis was also conducted on these four parameters, using the number of clusters formed as the output metric. The analysis was based on the average simulation output over 10 random initial conditions. The same 10 random seeds are used in the computational analysis throughout this paper. Table 5 presents the total Sensitivity index for each parameter at $t = 1, 2, 3$ and 4 respectively. The decrease in Si over time for chemotaxis strength and cell-matrix drag suggests that these parameters play a role in the timing of cluster formation, but are less influential over the number of clusters eventually formed. The most influential parameters on cell clustering hence relate to VEGF production and degradation.

5.3. Minimum spatial scale of core model cell cluster formation

In the parameter sweep presented above, the maximum average number of clusters obtained across the 10 random initial conditions is 4.7, suggesting that it is uncommon for 5 or more clusters to be produced by the core four-parameter model within the parameter bounds given. To verify the maximum number of clusters the core model is able to produce, and for which parameter sample, a particle swarm optimisation (PSO) algorithm was utilised to max-
imise the average number of clusters produced within the parameter bounds of Table 4.

The optimal parameter values found by PSO to maximise the average number of clusters at \( t = 2 \) and \( t = 4 \) are presented in Table 6. These indicate that generally 5-6 clusters can be achieved with relatively high rates of VEGF production and degradation, given the prescribed limits.

![Table 5: Total Sensitivity index for each of the core parameters, based on number of cell clusters formed, at \( t = 1, 2, 3, \) and 4 respectively. The parameter bounds used are given in Table 4.](image)

| \( t [-] \)   | 1    | 2    | 3    | 4    |
|---------------|------|------|------|------|
| VEGF degradation rate | 0.67 | 0.76 | 0.81 | 0.84 |
| VEGF production rate   | 0.55 | 0.58 | 0.59 | 0.58 |
| Chemotaxis strength   | 0.40 | 0.35 | 0.31 | 0.29 |
| Cell-matrix drag      | 0.34 | 0.25 | 0.23 | 0.2  |

Table 5: Total Sensitivity index for each of the core parameters, based on number of cell clusters formed, at \( t = 1, 2, 3, \) and 4 respectively. The parameter bounds used are given in Table 4.

![Table 6: Dimensionless parameter values found to maximise the number of cell clusters formed at \( t = 2 \) and \( t = 4 \) respectively, using the particle swarm optimisation method.](image)

| \( t [-] \) | 2 | 4 |
|-------------|---|---|
| average no. of clusters | 5.0 | 5.4 |
| VEGF degradation rate | \( 9.96 \times 10^{-4} \) | \( 9.0 \times 10^{-4} \) |
| VEGF production rate | \( 7.41 \times 10^{-11} \) | \( 8.92 \times 10^{-11} \) |
| Chemotaxis strength | 36.7 | 40.1 |
| Cell-matrix drag | \( 4.62 \times 10^{9} \) | \( 4.34 \times 10^{9} \) |

Table 6: Dimensionless parameter values found to maximise the number of cell clusters formed at \( t = 2 \) and \( t = 4 \) respectively, using the particle swarm optimisation method.

Figure 4a illustrates an example of cell clustering produced by this core model, using the optimised parameter values given in Table 6, in which 5 clusters are present at \( t = 2 \). Assuming the width of each cluster and spacing between the clusters is the same, this suggests a typical cluster or spacing width of \( \sim 350 \) µm. This is larger than the typical spacing seen between vascular components in vitro and in vivo. Figure 4b presents an example
of the 2D model output also at $t = 2$ using these parameter values. The spatial scale of the 2D cell structures is similar to the 1D clusters, and this is explored further in Section 5.7.

Figure 4: Example cell cluster and pattern formation for the optimised parameter values given in the first column ($t = 2$) of Table 6 shown at $t = 2$. The same random initial condition was used to generate all 1D and 2D example plots.

5.4. Long-term behaviour of cell clusters

Based on the optimised parameter values given in Table 6, Table 7 shows the average number of clusters seen at longer time points up to and including $t = 20$. Though the model is currently intended to model initial pattern formation, not long-term cell behaviour, Table 7 demonstrates that patterning driven by autologous chemotaxis in this model can support long-term cell cluster formation.

| $t$ [-] | 2   | 4   | 10  | 20  |
|---------|-----|-----|-----|-----|
| No. of clusters | 5.9 | 5.5 | 5.1 | 4.6 |

Table 7: Persistence of total number of clusters averaged over 10 initial conditions. Parameter values used were taken from Table 6 ($t = 4$ column).

To illustrate the long-term dynamics of the cell clusters, Figure 5 presents four examples of cluster persistence, merging, and dissipation that can take place, based on four different random initial conditions. Each example shows
the cell volume fraction along the 1D geometry, with time on the y-axis up to \( t = 20 \). In Figure 5a, 5 clusters are observed to form between \( t = 2.5 \) and \( t = 5 \), before a cluster merging event takes place around \( t = 5 \) to \( t = 7.5 \). After \( t = 7.5 \), four clusters persist appearing stable. Additional analysis is required to conclude whether the system in this case has reached a steady state. Similar merging events take place in Figures 5b and 5c. In Figure 5d, five clusters persist beyond \( t = 20 \), however there is some displacement of the clusters’ positions, indicating that a steady state has not yet been obtained.
Figure 5: Examples of cell cluster persistence and cluster merging over time, using optimised parameter values given in the second column ($t = 4$) of Table 6. Four initial conditions were chosen randomly to reflect the range of long-term behaviours observed.

5.5. Impact of additional mechanisms on cell cluster formation

Given the limits of the core model investigated, in which the minimum spatial scale of patterning was found to be $\sim 350$ $\mu$m, some common additional mechanisms are now considered to determine their potential impact
on this patterning scale. These include: (i) VEGF uptake, (ii) cell-matrix traction, (iii) cell-cell aggregation, and (iv) cell-cell contact inhibition.

The first additional mechanism, VEGF uptake, is characterised by two parameters (see Section 2.1.3): uptake rate, $\kappa$, and the VEGF concentration at which uptake is half-maximal, $K$. The second, cell-matrix traction, is an additional interphase force in Equations (16) and (17), characterised by the traction force parameter $\eta$. The final two, aggregation and contact inhibition, are included as cell intraphase pressures in the additional pressure term $\Pi$ shown in the general Equation (7), and expanded in Equations (16) and (17). These two mechanisms are characterised by the parameters $\nu$, an aggregation pressure, and $\delta_n$, a contact inhibition pressure.

To determine the impact that each of these parameters has on the spatial scale of pattern formation in the model, the number of cell clusters produced under the same core parameter regime and initial conditions was determined for a range of values of these additional parameters. The dimensional parameter values considered for each of the assessed parameters are given in Table 8.

Table 9 presents the average number of cell clusters formed, averaged over the same 10 initial conditions as used previously, for each additional parameter. It is clear from these results that, although there is a clear impact of these parameters on the outcome in terms of the number of clusters formed, they are unable to increase the number of clusters and hence reduce the spatial scale of patterning observed. Figure 6 further illustrates the impact of each of these parameters, using a fixed initial condition and fixed core parameter values, in both 1D and 2D.

| Parameter [units] | First value | Second value |
|-------------------|-------------|--------------|
| $\kappa$ [g ml$^{-1}$s$^{-1}$] | $2 \times 10^{-10}$ | $5 \times 10^{-10}$ |
| $\eta$ [Nm$^{-2}$] | 10 | 20 |
| $\nu$ [Nm$^{-2}$] | 0.3 | 0.6 |
| $\delta_n$ [Nm$^{-2}$] | 10 | 20 |

Table 8: Dimensional parameter values of the additional model parameters used to determine which additional parameters may play a role in cell clustering.
| Parameter [units] | First value | Second value |
|-------------------|-------------|--------------|
| $\kappa$ [g ml$^{-1}$s$^{-1}$] | 5.8 | 5.4 |
| $\eta$ [Nm$^{-2}$] | 5.3 | 1.9 |
| $\nu$ [Nm$^{-2}$] | 5.9 | 5.9 |
| $\delta$ [Nm$^{-2}$] | 5.6 | 5.5 |

Table 9: The average number of clusters formed over 10 initial conditions at $t = 2$, when each additional parameter is added in turn using the parameter values presented in Table 8. The number of clusters formed without any additional parameters was 5.9 (Table 9).

5.6. Impact of VEGF-matrix binding mechanism on patterning

Motivated by reducing the spatial scale of pattern formation, the inclusion of VEGF-matrix binding was also considered, by utilising Equations (10 - 14, 19 - 22). Given that parameter values for the binding rates $k_b$ and $k_u$ are fixed, based on [38], this model including binding was treated as an alternate version to the core model analysed so far, and may require different core parameter values.

A parameter sweep was first conducted: a Saltelli sampler was used to generate 896 parameter samples using the parameter bounds given in Table 10. The VEGF-matrix binding model achieved a much higher average number of clusters, up to 10, compared to the maximum average of 4.7 observed in results from the original core model. Figure 7 presents the subset of the parameter samples in which at least 4 clusters formed at $t = 2$.

| Parameter [units] | Minimum value | Maximum value |
|-------------------|---------------|---------------|
| $\chi_u$ [Nm$^{-2}$] | 0 | 50 |
| $\chi_b$ [Nm$^{-2}$] | 0 | 50 |
| $\gamma_{nm}$ [Nm$^{-4}$s$^{-1}$] | $1 \times 10^8$ | $1 \times 10^{10}$ |
| $\alpha$ [g ml$^{-1}$s$^{-1}$] | $1 \times 10^{-11}$ | $9 \times 10^{-11}$ |
| $\delta$ [s$^{-1}$] | $1 \times 10^{-4}$ | $1 \times 10^{-3}$ |

Table 10: Dimensional parameter bounds for the VEGF-matrix binding model parameters used for parameter sweep.
Figure 6: Examples of the impact of additional parameters in 1D and 2D, each shown at $t = 2$. The core parameter values used were fixed based on Table 6 ($t = 2$ column), and the same initial condition was used to generate each example.
Figure 7: Pairplot illustration of the subset of parameter samples that were found to produce four or more clusters at $t = 2$ in the VEGF binding model. The histograms present the distribution of the values of each parameter present in the subset; the off-diagonal scatter plots illustrate correlations between parameter values. A regression line is plotted for each off-diagonal scatter plot. Each quantity presented is dimensionless.

The histograms on the diagonal of Figure 7 indicate the spread of parameter values in the data subset. In comparison to the core model in Figure.
the range of values of free chemotaxis strength and cell-matrix drag given by the histograms are relatively well-spread, indicating that in the presence of VEGF-matrix binding, there is less of a dependence on free chemotaxis strength and cell-matrix drag in terms of cell cluster formation. The range of values of bound chemotaxis strength in this dataset is strongly skewed towards higher values, suggesting that a strong chemotactic response to bound VEGF is strongly linked to the number of clusters formed. Although the histogram for degradation rate is skewed similarly as for the core model, we can see from the regression plot between chemotaxis strength (bound) and VEGF degradation rate that, as the bound chemotaxis strength increases, there is a broader range of degradation rates present in the dataset. This indicates that unlike in the core model, the degradation rate does not strictly need to be at the upper limit when chemotaxis to bound VEGF is strong.

To verify the maximum number of cell clusters that can be formed in the 1D geometry with VEGF-matrix binding, a parameter optimisation using particle swarm optimisation was repeated. The optimised parameters found to maximise the number of clusters forming, averaged over 10 initial conditions as in the core model analysis, are given for \( t = 2 \) and \( t = 4 \) in Table 11. At both \( t = 2 \) and \( t = 4 \), the optimum parameter values were found to be for relatively low chemotaxis strength to unbound VEGF, and relatively high chemotaxis strength to bound VEGF. Moreover, the parameter values found for VEGF production and degradation rate for \( t = 4 \) indicate that high values for these parameters are not strictly necessary for a large number of clusters to form, which further supports the findings of the parameter sweep in Figure 7.

The findings of the above parameter sweep and particle swarm optimisation appear to suggest that including VEGF-matrix binding leads to a more robust simulation outcome against variation in VEGF production and degradation rates. To investigate this hypothesis, a sensitivity analysis was performed on the VEGF-matrix binding model parameters based on the chemotaxis, cell-matrix drag, production and degradation upper and lower bounds given in Table 10, as well as the upper and lower bounds for the rate of binding and unbinding given by Köhn-Luque et al. [38]. The results of the sensitivity analysis are shown in Table 12 where the influence of the strength of chemotaxis to bound VEGF at \( t = 4 \) is higher than for the strength of chemotaxis to free VEGF. All other parameters exhibit a similar influence as in the core model, though the Si values for VEGF production and degradation are lower than those obtained for the core model (Table 5) as expected.
### Table 11: Parameter values found to maximise the number of cell clusters produced by the VEGF-matrix binding model at $t = 2$ and $t = 4$ respectively, using the particle swarm optimisation method.

| Parameter                              | $t = 2$         | $t = 4$         |
|----------------------------------------|-----------------|-----------------|
| average no. of clusters                | 9.3             | 8.0             |
| VEGF degradation rate                  | $8.21 \times 10^{-4}$ | $3.32 \times 10^{-4}$ |
| VEGF production rate                   | $8.74 \times 10^{-11}$ | $4.11 \times 10^{-11}$ |
| Cell-matrix drag                       | $9.89 \times 10^{9}$ | $7.57 \times 10^{9}$ |
| Chemotaxis strength (bound)            | 42.4            | 49.7            |
| Chemotaxis strength (unbound)          | 1.36            | 9.04            |

The low $Si$ values for the rates of binding and unbinding confirm that the experimental upper and lower bounds are sufficiently narrow that the uncertainty in these parameters do not overshadow the impact of the other model parameters on the model outcome.

### Table 12: Total Sensitivity indices for each of the parameters in the extended VEGF-matrix binding model, based on the number of cell clusters formed, at $t = 1, 2, 3,$ and $4$ respectively.

| Parameter                              | $t = 1$ | $t = 2$ | $t = 3$ | $t = 4$ |
|----------------------------------------|---------|---------|---------|---------|
| VEGF degradation rate                  | 0.63    | 0.61    | 0.63    | 0.64    |
| VEGF production rate                   | 0.49    | 0.46    | 0.45    | 0.41    |
| Chemotaxis strength (free VEGF)        | 0.52    | 0.32    | 0.26    | 0.26    |
| Chemotaxis strength (bound VEGF)       | 0.50    | 0.39    | 0.36    | 0.32    |
| Cell-matrix drag                       | 0.23    | 0.24    | 0.22    | 0.19    |
| Rate of binding                        | 0.08    | 0.08    | 0.09    | 0.09    |
| Rate of unbinding                      | 0.11    | 0.12    | 0.12    | 0.13    |

Figure illustrates cell clustering produced by the VEGF-matrix binding...
model using the optimised parameter values in Table 11. Figure 8b both confirms the ability of the extended VEGF-matrix binding model to generate connected vascular-like structures on a biologically relevant timescale, and indicates that the VEGF-matrix binding model can better match the spatial scale of vascular network formation as indicated by the 1D analysis.

Figure 8: Example cell cluster and pattern formation for the VEGF-matrix binding model with the optimised parameter values given in the first column \((t = 2)\) of Table 11, shown at \(t = 2\). The same random initial condition was used to generate all 1D and 2D example plots.

5.7. Comparison of spatial scale of patterning

To confirm the typical spatial scale of the core and binding models, assessed by width and spacing of each cell structure formed, these metrics were assessed for each model over 5 random initial conditions. In Figure 9, the distribution of metrics in the 1D core model is compared with the metrics in the 1D binding model. This demonstrates a clear reduction in both metrics, with a significant different in cluster spacing. For the 1D binding model, the average cluster spacing was found to be 229 \(\mu\)m, of the same order of vessel separation observed \textit{in vitro} [33].

Figure 10 makes a similar comparison for the 2D core and 2D binding models, with clear reduction in both metrics for the binding model. Compared to 1D, each metric average appears slightly higher, likely due to the method employed to determine these metrics. In 2D, the metrics were determined by taking several 1D slices in each dimension, however this does not
guarantee to pass through the most narrow part of each cell structure, nor capture the smallest separation of cell structures, illustrated by the much larger spread of measurements for the 2D metrics. A more sophisticated method to capture the spacing as related to the minor axis of each void of the 2D vessel-like structure would be required to assert that the spacing of the 2D model is also of order of 200 µm.

Figure 9: Spatial metrics for 1D core and 1D binding model, using optimised parameter values. The metrics were extracted from 5 simulations given random initial conditions.

Figure 10: Spatial metrics for 2D core and 2D binding model, using optimised parameter values. The metrics were extracted from 5 simulations given random initial conditions.
6. Conclusion

In this paper, we have demonstrated the potential for the multiphase model to be used to simulate cell patterning in 1D and 2D, including both cell cluster formation and the formation of vascular-like structures. We have investigated cell mechanisms commonly included in models of vascular network formation models, and more general multiphase models, with a focus on the influence of each parameter on the spatial and temporal scale of patterning. Using sensitivity analysis, 4 core parameters were identified and demonstrated to enable the formation of cell clusters and vascular-like structures in 1D and 2D respectively, on a biologically plausible timescale (2 to 4 days). Additional model parameters, including cell-matrix traction, VEGF uptake, cell-cell aggregation, and cell contact inhibition, were not found to favourably augment the spatial scale of pattern formation. Alternatively, the addition of VEGF-matrix binding as a model extension was found to match the spatial scale of patterning as observed in vitro, with significantly smaller pattern spacing compared to the core model.

In this analysis, we have demonstrated that the combination of analyses methods employed here: parameter sweep, sensitivity analysis, and parameter optimisation, is an efficient way to guide the optimisation of the 2D vascular network formation model. Further, the sensitivity analysis identified an increase in robustness of the binding model to some of the core parameters, particularly for VEGF production and VEGF degradation.

Future analysis may include the application of some of these computational techniques, including parameter optimisation, to the 2D model directly. Additionally, the analysis would benefit from a deeper look at persistence of the vascular-like structures in 2D, and the stability of metrics observed over a longer time point. To adapt the model presented here to long-term behaviour, it is likely that additional stabilising mechanisms such as contact inhibition, or a temporal-dependence on the cell-matrix interactions, such as by cell-driven augmentation of the matrix distribution, may be required to match in vitro findings.

Overall, this study has demonstrated potential for the multiphase model to capture key in vitro behaviours at the time points considered, which makes it a prime candidate for further development to be utilised alongside experimental studies. In particular, the wide range of experimental variables associated with in vitro vascular network formation can be assessed computationally by sensitivity analysis, to determine the most influential. The
combination with computational analysis, such as demonstrated here, has the power to significantly reduce the experimental load towards in vitro development of vascularised engineered tissues and accelerate research in this area towards clinical application.
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