Abstract

Shape optimization models with one or more shapes are considered in this chapter. Of particular interest for applications are problems in which a so-called shape functional is constrained by a partial differential equation (PDE) describing the underlying physics. A connection can be made between a classical view of shape optimization and the differential-geometric structure of shape spaces. To handle problems where a shape functional depends on multiple shapes, a theoretical framework is presented, whereby the optimization variable can be represented as a vector of shapes belonging to a product shape space. The multi-shape gradient and multi-shape derivative are defined, which allows for a rigorous justification of a steepest descent method with Armijo backtracking. As long as the shapes as subsets of a hold-all domain do not intersect, solving a single deformation equation is enough to provide descent directions with respect to each shape. Additionally, a framework for handling uncertainties arising from inputs or parameters in the PDE is presented. To handle potentially high-dimensional stochastic spaces, a stochastic gradient method is proposed. A model problem is constructed, demonstrating how uncertainty can be introduced into the problem and the objective can be transformed by use of the expectation. Finally, numerical experiments in the deterministic and stochastic case are devised, which demonstrate the effectiveness of the presented algorithms.

1 Introduction

Shape optimization is concerned with problems in which an objective function is supposed to be minimized with respect to a shape, or a subset of $\mathbb{R}^d$. One challenge in shape optimization is finding the correct model to describe the set of shapes; another is finding a way to handle the lack of vector structure of the shape space. In principle, a finite dimensional optimization problem can be obtained for example by representing shapes as splines. However, this representation limits the admissible set of shapes, and the connection of shape calculus with infinite dimensional spaces \[13, 69\] leads to a more flexible approach. It was suggested to embed shape optimization problems in the...
framework of optimization on shape spaces [61, 73]. One possible approach is to cast the sets of shapes in a Riemannian viewpoint, where each shape is a point on an abstract manifold equipped with a notion of distances between shapes; see, e.g., [49, 50]. From a theoretical and computational point of view, it is attractive to optimize in Riemannian shape manifolds because algorithmic ideas from [2] can be combined with approaches from differential geometry. Here, the Riemannian shape gradient can be used to solve such shape optimization problems using the gradient descent method. In the past, major effort in shape calculus has been devoted towards expressions for shape derivatives in the so-called Hadamard form, which are integrals over the surface (cf. [13, 69]). During the calculation of these expressions, volume shape derivative terms arise as an intermediate result. In general, additional regularity assumptions are necessary in order to transform the volume forms into surface forms. Besides saving analytical effort, this makes volume expressions preferable to Hadamard forms. In this chapter, the Steklov–Poincaré metric is considered, which allows to use the volume formulations (cf. [63]). The reader is referred to [27, 32] for a comparison on the volume and boundary formulations with respect to their order of convergence in a finite element setting.

In applications, often more than one shape needs to be considered, e.g., in electrical impedance tomography, where the material distribution of electrical properties such as electric conductivity and permittivity inside the body is examined [10, 38, 40], and the optimization of biological cell composites in the human skin [67, 68]. If a shape is seen as a point on an abstract manifold, it is natural to view a collection of shapes as a vector of points. Using this perspective, a shape optimization problem can be formulated over multiple shapes. This novel, multi-shape optimization problem is developed in this chapter.

A second area of focus in this chapter is in the development of stochastic models for multi-shape optimization problems. There is an increasing effort to incorporate uncertainty into shape optimization models; see, for instance [11, 12, 39, 42, 48]. Many relevant problems contain additional constraints in the form of a PDE, which describe the physical laws that the shape should obey. Often, material coefficients and external inputs might not be known exactly, but rather be randomly distributed according to a probability distribution obtained empirically. In this case, one might still wish to optimize over a set of these possibilities to obtain a more robust shape. When the number of possible scenarios in the probability space is small, then the optimization problem can be solved over the entire set of scenarios. This approach is not relevant for most applications, as it becomes intractable if the random field has more than a few scenarios. For problems with PDEs containing uncertain inputs or parameters, either the stochastic space is discretized, or sampling methods are used. If the stochastic space is discretized, one typically relies on a finite-dimension assumption, where a truncated expansion is used as an approximation of the infinite-dimensional random field. Numerical methods include stochastic Galerkin method [5] and sparse-tensor discretization [64]. Sample-based approaches involve taking random or carefully chosen realizations of the input parameters; this includes Monte Carlo or quasi Monte Carlo methods and stochastic collocation [4]. In the stochastic approximation approach, dating back to a chapter by Robbins and Monro [55], one uses a stochastic gradient in place of a gradient to iteratively minimize the expected value over a random function. Recently, stochastic approximation was proposed to solve problems formulated over a shape space that contain uncertainties [21]. A novel stochastic gradient method was formulated over infinite-dimensional shape spaces and convergence of the method was proven. The work was informed by its demonstrated success in the context of PDE-constrained optimization under uncertainty [23, 26, 10, 25, 24].

The chapter is structured as follows. Section 2 is concerned with deter-
ministic shape optimization. First, in subsection 2.1 it is summarized how the theory of deterministic PDE-constrained shape optimization problems can be connected with the differential-geometric structure of the space of smooth shapes. The novel contribution of this chapter is in subsection 2.2, which concentrates on more than one shape to be optimized in the optimization model. A framework is introduced to justify a mesh deformation method using a Steklov–Poincaré metric defined on a product manifold. This novel framework is further developed in section 3 in the context of shape optimization under uncertainty. The stochastic gradient method is revisited in the context of problems depending on multiple shapes. Numerical experiments demonstrating the effectiveness of the deterministic and stochastic methods are shown in section 4. Finally, closing remarks are shared in section 5.

2 Optimization over product shape manifolds

This chapter is concerned with class of optimization problems, where the optimization variable is a vector \( u = (u_1, \ldots, u_N) \) of non-intersecting shapes contained in a bounded domain \( D \subset \mathbb{R}^d \) as shown in figure 1 for \( d = 2 \) and \( N = 5 \). This domain will sometimes be called the hold-all domain, and its boundary is denoted by \( \partial D \). The outer normal vector field \( n \) on a shape \( u_i \in U \) is defined by \( n = (n_1, \ldots, n_N) \), where \( n_i \) denotes the unit outward normal vector field to \( u_i \) for \( i = 1, \ldots, N \).

Next, the shape space concept considered in this chapter needs to be clarified. Shapes space definitions have been extensively studied in recent decades. Already in 1984, [36] introduced the notion of a shape space. Here, a shape space is just modeled as a linear (vector) space, which in the simplest case is made up of vectors of landmark positions. However, there is a large number of different shape concepts, e.g., plane curves [51], surfaces in higher dimensions [6, 49], boundary contours of objects [19, 41, 76], multiphase objects [75], characteristic functions of measurable sets [77], morphologies of images [15], and planar triangular meshes [29]. In a lot of processes in engineering, medical imaging, and science, there is a great interest to equip the space of all shapes with a significant metric to distinguish between different shape geometries. In the simplest shape space case (landmark vectors), the distances between shapes can be measured by the Euclidean distance, but in general, the study of shapes and their similarities is a central problem. In contrast to a parametric optimization problem, which can be obtained, e.g., by representing shapes as splines, the connection of shape calculus with infinite dimensional spaces [13, 34, 69] leads to a more flexible approach. As already mentioned, solving PDE-constrained shape optimization problems under a differential geometric paradigm has various advantages [62], one of them being the opportunity to obtain a natural measure of similarity of shapes through the Riemannian metric. Moreover, depending on the metric defined over a manifold, different goals can be achieved. This chapter focuses on the Steklov–Poincaré metric [63] because of its direct relation to the finite element method.

In view of using the Steklov–Poincaré metric, this chapter concentrates on shape spaces as Riemannian manifolds. Thus, it is assumed \( u_i \in U_i \) for all \( i = 1, \ldots, N \) for Riemannian manifolds \((U_i, G^i)\), i.e., \( u \) is an element of the product shape space \( U^N = U_1 \times \cdots \times U_N = \prod_{i=1}^N U_i \). If there is only one shape, the notation \( U \) instead of \( U_i \) is used. Since a Riemannian metric \( G^i \) varies with the point of evaluation, it will be denoted \( G^i_p(\cdot,\cdot) : T_p U_i \times T_p U_i \to \mathbb{R} \), to highlight its dependence on the point \( p \). Hereby, the tangent space at a point \( p \in U \) is defined in its geometric version as

\[
T_p U_i = \{ c : \mathbb{R} \to U_i : c \text{ differentiable, } c(0) = p \} / \sim,
\]

where the equivalence relation for two differentiable curves \( c, \tilde{c} : \mathbb{R} \to U_i \) with
Figure 1: Illustration of the domain $D$ in $\mathbb{R}^2$ for $N = 5$.

e(0) = \tilde{c}(0) = p$ is defined as follows:

$$e \sim \tilde{e} \iff \frac{d}{dt} \phi_{u}(c(t))|_{t=0} = \frac{d}{dt} \phi_{u}(\tilde{c}(t))|_{t=0} \forall \alpha$$ with $u \in U_{\alpha},$

where $\{(U_{\alpha}, \phi_{u})\}_{\alpha}$ is the atlas of $\mathcal{U}.$

A main focus in shape optimization is in the investigation of shape functionals. A shape functional on $U$ is given by a function

$$j: U \rightarrow \mathbb{R}, \ u \mapsto j(u).$$

An unconstrained shape optimization problem is given by

$$\min_{u \in \mathcal{U}} j(u). \tag{1}$$

Often, shape optimization problems are constrained by equations, e.g., equations involving an unknown function of two or more variables and at least one partial derivative of this function. The objective may depend on not only the shapes $u$ but also the state variable $y,$ where the state variable is the solution of the underlying constraint. In other words, one has a shape functional of the form $j: \mathcal{U} \times \mathcal{Y} \rightarrow \mathbb{R}$ and an operator $e: \mathcal{U} \times \mathcal{Y} \rightarrow \mathcal{W},$ where $\mathcal{Y}$ and $\mathcal{W}$ are Banach spaces. One therefore has a constrained shape optimization problem of the form

$$\min_{(u, y) \in \mathcal{U} \times \mathcal{Y}} \tilde{j}(u, y) \quad \text{s.t.} \quad e(u, y) = 0. \tag{2}$$

When $e$ in (2) represents a PDE, the shape optimization problem is called PDE-constrained. Formally, if the PDE has a (unique) solution given any choice of $u,$ then the so-called control-to-state operator $S: \mathcal{U} \rightarrow \mathcal{Y}, \ u \mapsto y$ is well-defined. With $j(u) := \tilde{j}(u, Su)$ one obtains an unconstrained optimization problem of the form (1). This observation justifies the following work with (1), although later in the application section, a problem of the form (2) is presented.

Subsection 2.1 concentrates on $N = 1$ and summarizes how the theory of deterministic PDE-constrained shape optimization problems can be connected to the differential-geometric structure of shape spaces. Here, in view of obtaining efficient gradient based algorithms one focuses on the Steklov–Poincaré metric considered in [63]. Afterwards, subsection 2.2 concentrates on $N > 1$, which lead to product shape manifolds. It will be shown that it is possible to define a product metric and use this to justify the main result.
of this chapter, theorem 1. It is rigorously argued that vector fields induced
by the shape derivative give descent directions with respect to each individual
element of the shape space as well as the corresponding element of the product
shape space.

2.1 Optimization on shape spaces with Steklov–Poincaré
metric

In this subsection, optimization with respect to one shape \( u \in \mathcal{U} \) is discussed,
\( i.e., N = 1 \) is chosen. Additionally, the connection between Riemannian
geometry on the space of smooth shapes and shape optimization is analyzed.
Please note in the following, one shape is both an element of a manifold and
a subset of \( \mathbb{R}^d \). In classical shape calculus, a shape is considered to be a
subset of \( \mathbb{R}^d \), only. However, this subsection explains that equipping a shape
with additional structure provides theoretical advantages, enabling the use of
concepts from differential geometry like the pushforward, exponential maps,
etc.

**Shape calculus.** First, notation and terminology of basic shape optimization
concepts will be set up. For a detailed introduction into shape calculus, the
reader is refereed to the monographs [13, 69]. The concept of shape derivatives
is needed. In order to define these derivatives, one concentrates on the shape
\( u \) as subset of \( D \subset \mathbb{R}^d \) and considers a family \( \{ F_t \}_{t \in [0,T]} \) of mappings \( F_t : \overline{D} \to \mathbb{R}^d \) such that \( F_0 = \text{id} \), where \( \overline{D} \) denotes the closure of \( D \) and \( T > 0 \). This
family transforms shapes \( u \) into new perturbed shapes
\[ F_t(u) = \{ F_t(x) : x \in u \}. \]
Such a transformation can be described by the velocity method or by the
perturbation of identity; cf. [69, pages 45 and 49]. In the following, the per-
turbation of identity is considered. It is defined by \( F^W_t(x) := x + tW(x) \),
where \( W : \overline{D} \to \mathbb{R}^d \) denotes a sufficiently smooth vector field.

**Definition 1 (Shape derivative)** Let \( D \subset \mathbb{R}^d \) be open, \( u \subset D \) and \( k \in \mathbb{N} \cup \{ \infty \} \). The Eulerian derivative of a shape functional \( j \) at \( u \) in direction
\( W \in C^k_0(D, \mathbb{R}^d) \) is defined by
\[ dj(u)[W] := \lim_{t \to 0^+} \frac{j(F^W_t(u)) - j(u)}{t}. \] (3)
If for all directions \( W \in C^k_0(D, \mathbb{R}^d) \) the Eulerian derivative \( dj(u)[W] \)
exists and the mapping
\[ C^k_0(D, \mathbb{R}^d) \to \mathbb{R}, \ W \mapsto dj(u)[W] \]
is linear and continuous, the expression \( dj(u)[W] \) is called the shape deriva-
tive of \( j \) at \( u \) in direction \( W \in C^k_0(D, \mathbb{R}^d) \). In this case, \( j \) is called shape
differentiable of class \( C^k \) at \( u \).

The proof of existence of shape derivatives can be done via different ap-
proaches like the Lagrangian [70], min-max [13], chain rule [69], rearrange-
ment [35] methods, among others. If the objective functional is given by a
volume integral, under the assumptions of the Hadamard Structure Theorem
(cf. [69 Theorem 2.27]), the shape derivative can be expressed as an integral
over the domain, the so-called volume or weak formulation, and also as an in-
tegral over the boundary, the so-called surface or strong formulation. Recent
advances in PDE-constrained optimization on shape manifolds are based on
the surface formulation, also called Hadamard-form, as well as intrinsic shape
metrics. Major effort in shape calculus has been devoted towards such surface
expressions (cf. [13, 69]), which are often very tedious to derive. When one
derives a shape derivative of an objective functional, which is given by an in-
tegral over the domain, one first gets the volume formulation. This volume form
can be converted into its surface form by applying the integration by parts formula. In order to apply this formula, one needs a higher regularity of the state and adjoint of the underlying PDE. Recently, it has been shown that the weak formulation has numerical advantages, see, for instance, [8, 20, 31, 56]. In [27, 39], practical advantages of volume shape formulations have also been demonstrated.

Shape calculus combined with differential geometric structure of shape manifolds. Solving shape optimization problems is made more difficult by the fact that the set of permissible shapes generally does not allow a vector space structure, which is one of the main difficulties for the formulation of efficient optimization methods. In particular, without a vector space structure, there is no obvious distance measure, which is needed to establish convergence properties. In many practical applications, this difficulty is circumvented by characterizing the shapes of interest by finitely many parameters such that the parameters are elements of a vector space. Often, a priori parametrizations of the shapes of interest are used because of the resulting vector space framework matching standard optimization software. However, this limits the insight into the optimal shapes severely, because only shapes corresponding to the a priori parametrization can be reached. One possibility to avoid this limitation would be to focus on shape optimization in the setting of shape spaces. If one cannot work in vector spaces, shape spaces which allow a Riemannian structure like Riemannian manifolds are the next best option.

Now, a shape $u \subset D$ is viewed also as an element of a Riemannian shape manifold $(U, G)$. This means that the shape functional $J$ is defined on the manifold. Next, the derivative of a scalar field $j : U \to \mathbb{R}$ needs to be defined.

**Definition 2 (Pushforward)** For each point $u \in U$, the pushforward associated with $j : U \to \mathbb{R}$ is given by the map $$(j_*^u) : T_u U \to \mathbb{R}, \quad c \mapsto \frac{d}{dt} j(c(t))|_{t=0} = (j \circ c)'(0).$$

**Remark 1** In general, the pushforward is defined for a map $f : M \to N$ between two differential manifolds $M$ and $N$. The definition depends on the used tangent space. In this setting, where tangent spaces are defined as equivalence classes of curves, the pushforward of $f : M \to N$ at a point $p \in M$ is generally given by a map between the tangent spaces, i.e., $(f_*^p)_p : T_p M \to T_{f(p)} N$ with $$(f_*^p)_p(c) := \frac{d}{dt} f(c(t))|_{t=0} = (f \circ c)'(0).$$

With the help of the pushforward, it is possible to define the Riemannian shape gradient.

**Definition 3 (Riemannian shape gradient)** Let $(U, G)$ be a Riemannian manifold and $j : U \to \mathbb{R}$. A Riemannian shape gradient $\nabla j(u) \in T_u U$ is defined by the relation $$(j_*^u) w = G_u(\nabla j(u), w) \quad \forall w \in T_u U.$$
tangent space $T_u \mathcal{U}$ and the manifold $\mathcal{U}$ by following the locally uniquely defined geodesic starting in the $k$-th shape iterate $u^k \in \mathcal{U}$ in the direction $-v^k \in T_u \mathcal{U}$. In algorithm 1, an Armijo backtracking line search technique is used to calculate the step-size $t^k$ in each iteration. Here, the norm introduced by the metric under consideration is needed, $\| \cdot \| := \sqrt{G(\cdot, \cdot)}$.

Algorithm 1  Steepest descent method on $(\mathcal{U}, G)$ with Armijo backtracking line search

**Require:** Objective function $j$ on $(\mathcal{U}, G)$

**Input:** Initial shape $u^0 \in \mathcal{U}$

constants $\hat{\alpha} > 0$ and $\sigma, \rho \in (0, 1)$ for Armijo backtracking strategy

for $k = 0, 1, \ldots$ do

[1] Compute the Riemannian shape gradient $v^k \in T_u \mathcal{U}$ with respect to $G$ by solving

$$ (j_*)_{u^k} w = G_{u^k}(v^k, w) \quad \forall w \in T_u \mathcal{U}. \quad (4) $$

[2] Compute Armijo backtracking step-size:

Set $\alpha := \hat{\alpha}$.

while $j(\exp_{u^k}(-\alpha v^k)) > j(u^k) - \sigma \alpha \| v^k \|^2_G$

Set $\alpha := \rho \alpha$.

end while

Set $t^k := \alpha$.

[3] Set

$u^{k+1} := \exp_{u^k}(-t^k v^k)$. \hspace{1cm} (5)

end for

**Optimization on the space of smooth shapes.** This chapter focuses on the manifold of $d$-dimensional smooth shapes. The set of all $(d - 1)$-dimensional smooth shapes is considered in [49] and can be characterized by

$$ B_e = B_e(S^{d-1}, \mathbb{R}^d) := \text{Emb}(S^{d-1}, \mathbb{R}^d)/\text{Diff}(S^{d-1}). $$

Here, $\text{Emb}(S^{d-1}, \mathbb{R}^d)$ denotes the set of all embeddings from the unit circle $S^{d-1}$ into $\mathbb{R}^d$, and $\text{Diff}(S^{d-1})$ is the set of all diffeomorphisms from $S^{d-1}$ into itself. In [37], it is verified that the shape space $B_e$ is a smooth manifold. The tangent space is isomorphic to the set of all smooth normal vector fields along $c$, i.e.,

$$ T_u B_e(S^{d-1}, \mathbb{R}^d) \cong \left\{ h : h = \alpha n, \alpha \in C^\infty(S^{d-1}) \right\}, $$

where $n$ denotes the outer unit normal field to the shape $u$. Next, the connection of shape derivatives with the geometric structure of $B_e$ is addressed. This combination results in efficient optimization techniques on $B_e$.

In view of obtaining gradient-based optimization approaches, the gradient needs to be specified. The gradient will be characterized by the chosen Riemannian metric on $B_e$. Several Riemannian metrics on this shape space are examined, e.g., [6] [49] [51]. All these metrics arise from the $L^2$-metric by putting weights, derivatives or both in it. In this manner, one gets three groups of metrics: the almost local metrics which arise by putting weights in the $L^2$-metric (cf. [7] [51]), the Sobolev metrics which arise by putting derivatives in the $L^2$-metric (cf. [6] [51]) and the weighted Sobolev metrics which arise by putting both weights and derivatives in the $L^2$-metric (cf. [7]). In [51], the
curvature weighted metric, which is an almost local metric, was considered in shape optimization to formulate approaches for unconstrained shape optimization problems. The first Sobolev metric was used in [62] to formulate gradient-based methods to solve PDE-constrained shape optimization problems. In [74], the gradient-based results from [62] are extended by formulating the covariant derivative with respect to the first Sobolev metric. Thanks to that derivative, a Riemannian shape Hessian with respect to the first Sobolev metric could be specified, which opens the door to formulating higher-order methods in space of smooth shapes. If Sobolev or almost local metrics are considered, one has to deal with strong formulations of shape derivatives. An intermediate and equivalent result in the process of deriving these expressions is the weak expression as already mentioned above. These weak expressions are preferable over strong forms. Not only does one save analytical effort, but one needs lower regularity for the weak expressions. Moreover, the weak expressions are typically easier to implement numerically. However, in the case of the more attractive weak formulation, the shape manifold $B_e$ and the corresponding Sobolev or almost local metrics are not appropriate. One possible approach to use weak forms is addressed in [63], which considers Steklov–Poincaré metrics. In the following, some of the main results related to this metric from [63] are summarized in view of obtaining efficient optimization methods, also for shape optimization problems under uncertainty.

For a comparison of the approach resulting from considering the first Sobolev metrics in space of smooth shapes. If Sobolev or almost local metrics are considered, one has to deal with strong formulations of shape derivatives. An intermediate and equivalent result in the process of deriving these expressions is the weak expression as already mentioned above. These weak expressions are preferable over strong forms. Not only does one save analytical effort, but one needs lower regularity for the weak expressions. Moreover, the weak expressions are typically easier to implement numerically. However, in the case of the more attractive weak formulation, the shape manifold $B_e$ and the corresponding Sobolev or almost local metrics are not appropriate. One possible approach to use weak forms is addressed in [63], which considers Steklov–Poincaré metrics. In the following, some of the main results related to this metric from [63] are summarized in view of obtaining efficient optimization methods, also for shape optimization problems under uncertainty. For a comparison of the approach resulting from considering the first Sobolev and the approach based on the Steklov–Poincaré metric, the reader is referred to [59] [73] [74].

The Steklov–Poincaré metric is given by

$$g^S: H^{1/2}(u) \times H^{1/2}(u) \to \mathbb{R}, \quad (v, u) \mapsto \int_u v \cdot (S^{pr})^{-1} w \, ds.$$  \hfill (6)

Here $S^{pr}$ denotes the projected Poincaré-Steklov operator, which is given by

$$S^{pr}: H^{-1/2}(u) \to H^{1/2}(u), \quad v \mapsto \text{tr}(V) \cdot n$$

with $\text{tr}: H^1_0(D, \mathbb{R}^d) \to H^{1/2}(u, \mathbb{R}^d)$ denoting the trace operator on Sobolev spaces for vector-valued functions and $V \in H^1_0(D, \mathbb{R}^d)$ solving the Neumann problem

$$a(V, W) = \int_u v (\text{tr}(W) \cdot n) \, ds \quad \forall W \in H^1_0(D, \mathbb{R}^d),$$

where $a: H^1_0(D, \mathbb{R}^d) \times H^1_0(D, \mathbb{R}^d) \to \mathbb{R}$ is a symmetric and coercive bilinear form. Note that a Steklov–Poincaré metric depends on the choice of the bilinear form. Thus, different bilinear forms lead to various Steklov–Poincaré metrics. To define a metric on $B_e$, the Steklov–Poincaré metric is restricted to the mapping $g^S: T_u B_e \times T_u B_e \to \mathbb{R}$.

Next, the connection between $B_e$ equipped with the Steklov–Poincaré metric $g^S$ and shape calculus is stated. As already mentioned, the shape derivative can be expressed in a weak and strong form under the assumptions of the Hadamard Structure Theorem. The Hadamard Structure Theorem actually states the existence of a scalar distribution $r$ on the boundary of a domain. However, in the following, it is always assumed that $r$ is an integrable function. In general, if $r \in L^1(u)$, then $r$ is obtained in the form of the trace on $u$ of an element of $W^{1,1}(D)$. This means that it follows from Hadamard Structure Theorem that the shape derivative can be expressed more conveniently as

$$d\text{out} j(u)[W] := \int_u r(s) (W(s) \cdot n(s)) \, ds.$$  \hfill (7)

In view of the connection between the shape space $B_e$ with respect to the Steklov–Poincaré metric $g^S$ and shape calculus, $r \in C^\infty(u)$ is assumed.
contrast, if the shape functional is a pure volume integral, the weak form is given by
\[ d^{vol} j(u)[W] := \int_D RW(x) \, dx, \]
where \( R \) is a differential operator acting linearly on the vector field \( W \).

**Definition 4 (Shape gradient w.r.t. Steklov–Poincaré metric)** Let \( r \in C^\infty(u) \) denote the function in the shape derivative expression \([1]\). Moreover, let \( S^{pr}r \) be the projected Poincaré–Steklov operator. A representation \( v \in T_uB_\epsilon \cong C^\infty(u) \) of the shape gradient in terms of \( g^S \) is determined by
\[ g^S(v, w) = (r, w)_{L^2(u)} \quad \forall w \in C^\infty(u), \]
which is equivalent to
\[ \int_u w(s) \cdot [(S^{pr})^{-1}v](s) \, ds = \int_u r(s)w(s) \, ds \quad \forall w \in C^\infty(u). \]

From \([1]\), one gets that a vector \( V \in H^1_0(D, \mathbb{R}^d) \cap C^\infty(D, \mathbb{R}^d) \) can be viewed as an extension of a Riemannian shape gradient to the hold-all domain \( D \) because of the identities
\[ g^S(v, w) = d^{vol} j(u)[W] = a(V, W) \quad \forall W \in H^1_0(D, \mathbb{R}^d) \cap C^\infty(D, \mathbb{R}^d), \]
where \( v = \text{tr}(V) \cdot n, \ w = \text{tr}(W) \cdot n \in T_uB_\epsilon. \) Since the strong formulation of the shape derivative arises from the weak formulation under the assumptions of the Hadamard Structure Theorem, one could also choose \( d^{vol} j(u)[W] \) in \([10]\).

This fact together with identity \([10]\) allows one to consider weak expressions of shape derivatives to compute the shape gradient with respect to \( g^S \). Since both expressions of the shape derivative can be used, only \( dj(u)[W] \) is written in the following. In order to compute the shape gradient, one has to solve the so-called deformation equation
\[ a(V, W) = dj(u)[W] \quad \forall W \in H^1_0(D, \mathbb{R}^d) \cap C^\infty(D, \mathbb{R}^d). \]

One option for \( a(\cdot, \cdot) \) is the bilinear form associated with linear elasticity, i.e.,
\[ a^{elas}(V, W) := \int_D (\text{tr}(\epsilon(V))) \text{id} + 2\mu \epsilon(V) : \epsilon(W) \, dx, \]
where \( \epsilon(W) := \frac{1}{2} (\nabla W + \nabla W^T) \), \( A : B \) denotes the Frobenius inner product for two matrices \( A, B \) and \( \lambda, \mu \in \mathbb{R} \) denote the so-called Lamé parameters.

**Remark 2** Note that it is not ensured that \( V \in H^1_0(D, \mathbb{R}^d) \) solving the PDE (in weak form)
\[ a(V, W) = dj(u)[W] \quad \forall W \in H^1_0(D, \mathbb{R}^d) \]
is \( C^\infty(D, \mathbb{R}^d) \). Thus, \( v = S^{pr}r = (\text{tr} V) \cdot n \) is not necessarily an element of \( T_uB_\epsilon \). However, under special assumptions depending on the coefficients of a second-order partial differential operator and the right-hand side of the PDE, a weak solution \( V \) that is at least \( H^1_0 \)-regular is \( C^\infty \) (cf. \([17, \text{Section 6.3, Theorem 6}]\)).

Thanks to the definition of the gradient with respect to \( g^S \), algorithm \([1]\) can be applied on \((B_\epsilon, g^S)\). In order to be in line with the above theory, it is assumed in algorithm \([1]\) that in each iteration \( k \), the shape \( u^k \) is a subset of the hold-all domain \( D \). The Riemannian shape gradient is computed with respect to \( g^S \) from \([11]\). The negative solution \(-v = -\text{tr} V \cdot n\) is then used as descent direction for the objective functional \( j \). The exponential map is used to update the shape iterates in algorithm \([1]\). Instead of the exponential map, it is also possible to use the concept of a retraction; this is a smooth mapping \( R: TU \to U \) satisfying \( R^{uk}(0_u) = u_k \) and the so-called local rigidity.
Figure 2: Iterate $u^{k+1} = \exp_{u^k}(-t^k v^k)$, where $\exp_{u^k} : T_{u^k} \mathcal{U} \to \mathcal{U}$.

condition $\mathcal{R}^u(0_u) = \text{id}_{T_u \mathcal{U}}$, where $\mathcal{R}^u$ denotes the restriction of $\mathcal{R}$ to $T_u \mathcal{U}, 0_u$ is the zero element of $T_u \mathcal{U}$ and $\mathcal{R}^u(0_u)$ denotes the pushforward of $0_u \in T_u \mathcal{U}$ by $\mathcal{R}$. An example of a retraction is

$$\mathcal{R}^u : T_u \mathcal{U} \to \mathcal{U}, v \mapsto \mathcal{R}^u(v) : = u^k + v \quad (12)$$

(cf. [60]). The retraction is only a local approximation; for large vector fields, the image of this function may no longer belong to $\mathcal{B}_e$. This retraction is closely related to the perturbation of the identity, which is defined for vector fields on the domain $D$. Given a starting shape $u^k$ in the $k$-th iteration of algorithm 1, the perturbation of the identity acting on the domain $D$ in the direction $V^k$, where $V^k$ solves (11) for $u = u^k$, gives

$$D(u^{k+1}) = \{x \in D | x = x^k - t^k V^k\}. \quad (13)$$

As vector fields induced from solving (11) have less regularity than is required on the manifold, it is worth mentioning that the shape $u^{k+1}$ resulting from this update could leave the manifold $\mathcal{B}_e$. To summarize, either large or less smooth vector fields can contribute to the iterate $u^{k+1}$ leaving the manifold. One indication that the iterate has left the manifold would be that the curve $u^{k+1}$ develops corners. Another possibility is that the curve $u^{k+1}$ self-intersects. One way to avoid this behavior is by preventing the underlying mesh to break (meaning elements from the finite element discretization overlap). One can avoid broken meshes as long as the step-size is not chosen to be too large.

Remark 3 In practice, the hold-all domain is discretized by a mesh, for instance by finite elements (FE). Then in each iteration $k$, one computes the vector field $V^k$ defined on the hold-all domain by solving (11) for $u = u^k$. The vector field then informs how to move the computational mesh. For instance, with a FE discretization, $V^k$ acts on each node of the FE mesh, which moves not only the shape but also all other nodes of the mesh. An example of this is later shown in the application in figure 7.

2.2 Optimization of multiple shapes

This subsection extends algorithm 1 to multiple shapes $u = (u_1, \ldots, u_N) \in \mathcal{U}^N$ with $N > 1$ and $\mathcal{U}^N = \prod_{i=1}^N \mathcal{U}_i$ for Riemannian manifolds $(\mathcal{U}_i, G^i)$. For
this, the concepts of the pushforward, Riemannian shape gradient, and shape derivative needs to be generalized. In view of applications in shape optimization, the metric $G^N$ on the product manifold is related later to the Steklov–Poincaré metric. As a main contribution, the computation of vector fields extended to the hold-all domain is discussed.

Analogously to [14, 3.3.12 Proposition], one can identify the tangent bundle $TU^N$ with the product space $TU_1 \times \cdots \times TU_N$. In particular, there is an identification of the tangent space of the product manifold $U^N$ in the point $u$; more precisely,

$$T_uU^N \cong T_uU_1 \times \cdots \times T_uU_N.$$  

Let $\pi_i : U^N \to U_i$, $i = 1, \ldots, N$, be the $N$ canonical projections. With these identifications, one can then define the product metric $G^N$ to the product shape space $U^N$.

For this, one needs the concept of the pushforward and the pullback by $\pi_i$. For each point $u \in U^N$, the pushforward associated with canonical projections $\pi_i$, $i = 1, \ldots, N$, is given by the map

$$(\pi_i)_u : T_uU^N \to T_{\pi_i(u)}U_i, \; \epsilon \mapsto \frac{d}{dt} \pi_i(\epsilon(t))|_{t=0} = (\pi_i \circ \epsilon)'(0).$$

The pullback by the canonical projections $\pi_i$, $i = 1, \ldots, N$, is the linear map from the space of 1-forms on $U_i$ to the space of 1-forms on $U^N$ and denoted by

$$\pi_i^* : T^*_uU_i \to T^*_uU^N,$$

where $T^*_uU_i$ and $T^*_uU^N$ are the dual spaces of $T_uU_i$ and $T_uU^N$, respectively. Thanks to these definitions, the product metric $G^N$ to the product shape space $U^N$ can be defined:

$$G^N = \sum_{i=1}^N \pi_i^* G^i.$$

In particular, one has

$$G^N_u(v, w) = \sum_{i=1}^N G^i_{\pi_i(u)}(\pi_i^* v, \pi_i^* w) \quad \forall v, w \in T_uU^N. \tag{14}$$

Arguments identical to the ones in the proof of [14, chapter 3, lemma 5] make $(U^N, G^N)$ to a Riemannian product manifold.

In order to define a shape gradient of a functional $j : U^N \to \mathbb{R}$ using the definition of the product metric in [14], definition 2 needs to be first generalized to the product shape space.

**Definition 5 (Multi-pushforward)** For each point $u \in U^N$, the multi-pushforward associated with $J : U^N \to \mathbb{R}$ is given by the map

$$(j)_u : T_uU^N \to \mathbb{R}, \; \epsilon \mapsto \frac{d}{dt} j(\epsilon(t))|_{t=0} = (j \circ \epsilon)'(0).$$

**Definition 6 (Riemannian multi-shape gradient)** The Riemannian multi-shape gradient for a shape functional $j : U^N \to \mathbb{R}$ at the point $u = (u_1, \ldots, u_N) \in U^N$ is given by $v \in T_uU^N$ satisfying

$$G^N_u(v, w) = (j)_uw \quad \forall w \in T_uU^N.$$

Notice that because of the identification of $T_uU^N$ with $T_uU_1 \times \cdots \times T_uU_N$, the elements $\epsilon$ and $w$ from definitions 5 and 6, respectively, should be understood as vectors of the form $\epsilon(t) = (\epsilon_1(t), \ldots, \epsilon_N(t))$ and $w = (w_1, \ldots, w_N)$. Thanks to the definition of the Riemannian multi-shape gradient, the steepest descent method on $(U^N, G^N)$ can be formulated (see algorithm 2).
This method essentially follows the same steps as algorithm 1. In algorithm 2, a multi-exponential map
\[ \exp^N_{u_i} : T_{u_i}U^N \to U^N, \quad z = (z_1, \ldots, z_N) \mapsto (\exp_{u_i} z_1, \ldots, \exp_{u_i} z_N) \tag{15} \]
is needed to update the shape vector \( u^k = (u^k_1, \ldots, u^k_N) \) in each iteration \( k \), where \( \exp_{u_i} : T_{u_i}U_i \to U_i, \quad z \mapsto \exp_{u_i}(z) \) for all \( i = 1, \ldots, N \). An Armijo backtracking line search strategy is used to calculate the step-size \( t^k \) in each iteration. Here, the norm introduced on \( G^N \) is given by \( \| \cdot \|_{G^N} := \sqrt{G^N(\cdot, \cdot)} \).

**Algorithm 2** Steepest descent method on \((U^N, G^N)\) with Armijo backtracking line search

**Require:** Objective function \( j \) on \((U^N, G^N)\)

**Input:** Initial shape \( u^0 = (u^0_1, \ldots, u^0_N) \in U^N \)

\[ \text{constants } \alpha > 0 \text{ and } \sigma, \rho \in (0, 1) \text{ for Armijo backtracking strategy} \]

for \( k = 0, 1, \ldots \) do

1. Compute the Riemannian multi-shape gradient \( v^k \) with respect to \( G^N \) by solving
\[ (j_*)_{u^k} \cdot w = G_{u^k}(v^k, w) \quad \forall w \in T_{u^k}U^N. \tag{16} \]

2. Compute Armijo backtracking step-size:

   Set \( \alpha := \hat{\alpha} \).

   while \( j(\exp_{u^k}(-\alpha v^k)) > j(u^k) - \sigma \alpha \| v^k \|^2_{G^N} \)

   Set \( \alpha := \rho \alpha \).

   end while

3. Set
\[ u^{k+1} := \exp^N_{u^k}(-t^k v^k). \tag{17} \]

end for

So far in this subsection, each shape \( u_i \) has been considered as an element of the Riemannian shape manifold \((U_i, G_i)\), for all \( i = 1, \ldots, N \), in order to define the multi-shape gradient with respect to the Riemannian metric \( G^N \). In classical shape calculus, each shape \( u_i \) is only a subset of \( \mathbb{R}^d \). If one focuses on this perspective, then it is possible to generalize the classical shape derivative to a partial shape derivative and, thus, to a multi-shape derivative. With these generalized objects, a connection between shape calculus and the differential geometric structure of the product shape manifold \( U^N \) can be made.

Let \( D \) be partitioned in \( N \) non-overlapping Lipschitz domains \( \Delta_1, \ldots, \Delta_N \) such that \( u_k \subset \Delta_k \). This construction will be referred as an admissible partition. See figure 3 for an example in \( \mathbb{R}^2 \). The indicator function \( \mathbb{1}_{\Delta_i} : D \to \{0, 1\} \) is defined by \( \mathbb{1}_{\Delta_i}(x) = 1 \), if \( x \in \Delta_i \), and \( \mathbb{1}_{\Delta_i}(x) = 0 \), otherwise.

**Definition 7** (Multi-shape derivative) Let \( D \subset \mathbb{R}^d \) be open, \( u = (u_1, \ldots, u_N) \), and observe an arbitrary admissible partition with \( u_i \subset \Delta_i \) for all \( i = 1, \ldots, N \). Further, let \( k \in \mathbb{N} \cup \{\infty\} \). For \( i = 1, \ldots, N \), the \( i \)-th partial Eulerian derivative of a shape functional \( j \) at \( u \) in direction \( W \in C^0_0(D, \mathbb{R}^d) \) is defined by
\[ d_{u_j} j(u)[W|_{\Delta_i}] := \lim_{t \to 0^+} \frac{j(u_1, \ldots, u_{i-1}, F^W_{1|\Delta_i}(u_1), u_{i+1}, \ldots, u_N) - j(u)}{t} \tag{18} \]
If for all directions $W \in C^k_0(D, \mathbb{R}^d)$ the $i$-th partial Eulerian derivative exists and the mapping

$$C^k_0(D, \mathbb{R}^d) \rightarrow \mathbb{R}, \quad W \mapsto d_{u_i} j(W|\Delta_i)$$

is linear and continuous, the expression $d_{u_i} j(W|\Delta_i)$ is called the $i$-th partial shape derivative of $j$ at $u$ in direction $W \in C^k_0(D, \mathbb{R}^d)$. If the $i$-th partial shape derivatives of $j$ at $u$ in the direction $W \in C^k_0(D, \mathbb{R}^d)$ exist for all $i = 1, ..., N$, then

$$d_j(u)[W] := \sum_{i=1}^N d_{u_i} j(W|\Delta_i)$$

defines the multi-shape derivative of $j$ at $u$ in direction $W \in C^k_0(D, \mathbb{R}^d)$.

**Remark 4** For a single shape, by the Hadamard Structure Theorem, the shape derivative takes either the forms (7) or (8). Using the definition above, the Hadamard Structure Theorem for multiple shapes can also be applied. The surface representation for $r_i \in L^1(u_i)$ is

$$d_{\text{surf}} j(u)[W] := \sum_{i=1}^N d_{u_i} j(u)|\Delta_i] = \sum_{i=1}^N \int_{u_i} r_i(s) (W|\Delta_i)(s) \cdot n(s) \, ds,$$

where $r_i$ is a differential operator acting linearly on the vector field $W$. In the volume form, it is clear that if $R_i = R$ for all $i$, the form (21) reduces to

$$d_{\text{vol}} j(u)[W] = \int_D RW(x) \, dx.$$

The expressions (20) and (22) suggest that the multi-shape derivative is in fact independent of the partition, provided it is an admissible one, i.e., with nonintersecting shapes and $u_i \subset \Delta_i$ for nonintersecting subdomains $\Delta_i$. This can be exploited computationally. It will be shown that to compute descent directions for the shape objective $j: \mathcal{U}^N \rightarrow \mathbb{R}$ according to (16), it is enough to solve the following variational problem:

$$\text{find } V \in H_0^1(D, \mathbb{R}^d) \text{ such that } \alpha(V, W) = d_j(u)[W] \quad \forall W \in H_0^1(D, \mathbb{R}^d),$$

(23)
By virtue of remark 2, the solution of (23) is not necessarily $C^\infty(D, \mathbb{R}^d)$, and these elements should be considered only formally.

In preparation for theorem 3 observe an admissible partition of $D$. The following Hilbert spaces are defined for all $i = 1, \ldots, N$:

$$V_i := \{ V \in H^1(\Delta_i, \mathbb{R}^d): V = 0 \text{ on } \partial D \cap \partial \Delta_i \},$$

$$V_i^0 = H^1_0(\Delta_i, \mathbb{R}^d).$$

The following trace space for $\Gamma_i := \partial \Delta_i \setminus \partial D$ is defined:

$$\Lambda_i := \{ \eta \in H^{1/2}(\Gamma_i, \mathbb{R}^d): \eta = V |_{\Gamma_i} \text{ for a suitable } V \text{ in } H^1_0(\Delta_i, \mathbb{R}^d) \}.$$

One has (cf. [57, Subchapter 1.2]) $\Lambda_i = H^{1/2}(\Gamma_i, \mathbb{R}^d)$ if $\Gamma_i \cap \partial D \neq \emptyset$. Moreover, using (25) the following main theorem justifies solving (23) to obtain a vector field $\mathbf{V} = (V_1, \ldots, V_N)$ with a norm which is larger than the norm of $H^1(\Gamma_i, \mathbb{R}^d)$. The trace space over $\Gamma := \cup_{i=1}^N \Gamma_i$ is given by

$$\Lambda := \{ \eta \in H^{1/2}(\Gamma, \mathbb{R}^d): \eta = V |_{\Gamma} \text{ for a suitable } V \text{ in } H^1_0(\Delta_i, \mathbb{R}^d) \}.$$

The following main theorem justifies solving (23) to obtain a vector field that gives descent directions with respect to each shape.

**Theorem 1** Observe an arbitrary admissible partition of $D$. Suppose symmetric and coercive $a_i: V_i \times V_i \to \mathbb{R}$ are defined for all $i = 1, \ldots, N$ such that $a: H^1_0(\Delta_i, \mathbb{R}^d) \times H^1_0(\Delta_i, \mathbb{R}^d) \to \mathbb{R}$ satisfies $a(V,W) = \sum_{i=1}^N a_i(V|_{\Delta_i}, W|_{\Delta_i})$ for all $V,W \in H^1_0(\Delta_i, \mathbb{R}^d)$. Then the variational problem: find $V \in H^1_0(\Delta_i, \mathbb{R}^d)$ such that

$$a(V,W) = d_j(u)[W] \quad \forall W \in H^1_0(\Delta_i, \mathbb{R}^d) \quad (24)$$

is equivalent to the system of variational problems: find $V_i \in V_i$, $i = 1, \ldots, N$ such that

$$a_i(V_i, W_i) = d_{\eta_i}j(u)[W_i] \quad \forall W_i \in V_i^0, \quad (25a)$$

$$V_i = V_i^0 \text{ on all nonempty } \partial \Delta_i \cap \partial \Delta_i, \quad (25b)$$

$$\sum_{i=1}^N a_i(V_i, E_i \eta_i) = \sum_{i=1}^N d_{\eta_i}j(u)[E_i \eta_i] \quad \forall \eta \in \Lambda, \quad (25c)$$

where $\eta_i = \eta |_{\Gamma_i}$ and $E_i: \Lambda_i \to V_i$ denotes an arbitrary extension operator, i.e., a continuous operator from $\Lambda_i$ to $V_i$, satisfying $(E_i \eta_i) |_{\Gamma_i} = \eta_i$.

**Proof 1** This proof follows the arguments from [57, Sec. 1.2], generalizing for the case $N > 2$. First, it is shown that (24) yields the system (25). Let $V$ be a solution to (24). Then setting $V_i = V |_{\Delta_i}$ for $i = 1, \ldots, N$, one trivially obtains (25b) in the sense of the corresponding traces. Moreover, using $W_i = W |_{\Delta_i}$ for an arbitrary $W \in H^1_0(\Delta_i, \mathbb{R}^d)$, one has $a_i(V_i, W_i) = d_{\eta_i}j(u)[W_i]$ for all $W_i \in V_i$, and in particular for all $W_i \in V_i^0$, showing (25a). Moreover, the function

$$E\eta := \begin{cases} 
E_1 \eta_1 & \text{in } \Delta_1, \\
\vdots & \\
E_N \eta_N & \text{in } \Delta_N
\end{cases} \quad (26)$$

belongs to $H^1_0(\Delta, \mathbb{R}^d)$. In particular, one has

$$a(V, E\eta) = d_j(u)[E\eta],$$

which is equivalent to (25c).

Suppose now that $V_i, i = 1, \ldots, N$, are solutions to the system (25). Let

$$V := \begin{cases} 
V_1 & \text{in } \Delta_1, \\
\vdots & \\
V_N & \text{in } \Delta_N
\end{cases} \quad (27)$$

be a vector field obtained from the solutions $V_i$ in the trace space $\Lambda$.

Then $V$ is a descent direction for $\sum_{i=1}^N a_i(V_i, W_i)$ in the sense of the corresponding traces.
From the condition \( V_i = V_{i+1} \) on \( \partial \Delta_i \cap \partial \Delta_{i+1} \), one obtains \( V \in H_0^1(D, \mathbb{R}^d) \). Now, taking \( W \in H_0^1(D, \mathbb{R}^d) \) gives \( \eta := W|_\Gamma \in \Lambda \). Defining \( E \) as in (20) with \( \eta_i = \eta|_{\Gamma_i} \), yields \( (W|_{\Delta_i} - E_i \eta_i) \in \mathbb{V}_i \) and hence \( (25a) \) and \( (25c) \) imply
\[
a(V, W) = \sum_{i=1}^N a_i(V_i, W|_{\Delta_i} - E_i \eta_i) + a_i(V_i, E_i \eta_i)
= \sum_{i=1}^N d_{u_i}(u)W|_{\Delta_i} - E_i \eta_i) + d_{u_i}(u)|E_i \eta_i|
= dj(u)[W],
\]
meaning \( V \) solves \( (23) \).

**Remark 5** There are several consequences of theorem 4. The first is computational: particularly for large-scale problems with many shapes, a decomposition approach can be used by solving (23) for an arbitrary admissible partition instead of the more expensive problem (24). Second, for smaller-scaled problems, the theorem justifies the solving (24) “all-at-once” to obtain descent directions with respect to each shape. In particular, the solution \( V_i \) to (23) gives a descent direction \( -V_i \) for the shape \( u_i \); due to the coercivity of \( a_i \), one has
\[
d_{u_i}(u)[-V_i] = a_i(V_i, -V_i) < 0.
\]

**Remark 6** The second and third conditions of (23) are continuity conditions along \( \Gamma \) for the solution \( V \) and the normal flux (normal stress) relating \( V_i \), for all \( i = 1, \ldots, N \). The extension operator \( E_i \) can be chosen arbitrarily; one example is the extension-by-zero operator (cf. [30]).

Thanks to theorem 4, the Riemannian multi-shape gradient with respect to \( g^S := \sum_{i=1}^N \pi_i^* g^S \) can be computed by solving (23) and, thus, algorithm 2 can be applied on \( (B^N, g^S) \). In (17), one can also consider a retraction mapping instead of the exponential map. If one chooses the retraction \( (12) \) instead of the exponential maps \( \exp_{\pi_i} \) in (15) for all \( i = 1, \ldots, N \) in algorithm 2, one gets again the relation to the perturbation of the identity. In this setting, theorem 4 justifies the update
\[
D(u^{k+1}) = \{ x \in D \mid x = x_k - t^k V^k \}
\]
with \( u^{k+1} = (u_1^{k+1}, \ldots, u_N^{k+1}) \) in the \( k \)-th iteration.

**Remark 7** Notice that the variational problem given in [23], reflects exactly the approach presented, e.g., in [23, 67, 68] to generate descent directions for problems containing multiple shapes. Hence the above theory supports the numerical approach already used in those papers.

### 3 Stochastic multi-shape optimization and the stochastic gradient method

Given the framework for understanding shape optimization problems over product shape spaces, it is now possible to incorporate uncertainty. In this section, the focus is on the case where the uncertainty can be characterized by a known probability space, for instance through prior sampling. The probability space is a triple \((\Omega, \mathcal{F}, \mathbb{P})\), where \( \Omega \) is the sample space containing all possible “realizations,” \( \mathcal{F} \subset 2^\Omega \) is the \(\sigma\)-algebra of events and \( \mathbb{P} : \Omega \to [0, 1] \) is a probability measure.

To account for uncertainty, it is natural to parameterize the corresponding objective, which now depends on the probability space. A parametrized shape functional is defined by a function
\[
J : \mathcal{U}^N \times \Omega \to \mathbb{R}, (u, \omega) \mapsto J(u, \omega).
\]
Since $J$ depends on $\omega$, it is itself a random variable. To make the parameterized objective amenable to optimization, the following quantity
\[ E[J(u, \cdot)] := \int_\Omega J(u, \omega) \, dP(\omega), \]
is used, i.e., the expectation or average. Other transformations of the parameterized objective are possible, for instance by use of disutility functions or risk functions; see [66] for an introduction. A stochastic unconstrained shape optimization problem is given by
\[ \min_{u \in U^N} j(u) := E[J(u, \cdot)]. \quad (28) \]
Notice that the function $j$ representing the transformed function $J$ only depends on $u$, the vector of shapes. Therefore minimizers of (28) do not depend on $\omega$, i.e., they are deterministic.

More interesting problems involve uncertainty in the equality constraint. The equality can be parametrized by the operator $e: U^N \times Y \times \Omega \to W$, with Banach spaces $Y$ and $W$. A property is said to hold almost surely (a.s.) provided that the set in $\Omega$ where the property does not hold is a null set. Of interest are constraints of the form
\[ e(u, y, \omega) = 0 \text{ a.s.} \]
In other words, $P(\{\omega \in \Omega : e(u, y, \omega) \neq 0\}) = 0$. The solution $y = y(\omega)$ of this equation is a random state variable. In applications, this belongs to the Bochner space $L^p(\Omega, Y)$, which given $p \in [1, \infty)$, is defined to be the set of all (equivalence classes of) strongly measurable functions $y: \Omega \to Y$ having finite norm, where the norm is defined by
\[ \|y\|_{L^p(\Omega, Y)} := \left( \int_\Omega \|y(\omega)\|_Y^p \, dP(\omega) \right)^{1/p}. \]
Letting the objective function depend on the state, a shape functional $\hat{J}: U^N \times L^p(\Omega, Y) \times \Omega \to \mathbb{R}$ is defined. With that, a constrained stochastic shape optimization problem of the form
\[ \min_{u \in U^N, y \in L^p(\Omega, Y)} E[\hat{J}(u, y(\cdot), \cdot)] \]
\[ \text{s.t.} \quad e(u, y, \omega) = 0 \text{ a.s.} \quad (29) \]
is obtained. If the equality constraint in (29) is uniquely solvable for any choice of $u \in U^N$ and almost every $\omega \in \Omega$, then the operator $S(\omega): U^N \to Y, u \mapsto y(\omega)$ is well-defined for almost every $\omega$. As before, with $J(u, \omega) := J(u, S(\omega)u, \omega)$, (29) is formally equivalent to the problem (28). This unconstrained view will be helpful in formulating the stochastic gradient method. However, the reader is reminded that the stochastic gradient implicitly depends on the operator $S(\cdot)$.

If the stochastic dimension is relatively small, the expectation can be approximated using quadrature and algorithm 2 can be applied. This type of sample average approximation approach is not an algorithm, and it becomes intractable as the stochastic dimension grows. For larger stochastic dimensions, the stochastic gradient method is widely used in stochastic optimization. It is a classical method developed by Robbins and Monro [58]. As a sample-based approach, the stochastic gradient method does not suffer from the curse of dimensionality the way the discretizations mentioned in the introduction do. In [21], the stochastic gradient method was applied to the novel setting of shape spaces, where an example with multiple shapes was also presented. However, a theoretical background over product manifolds was not considered there. To apply the method to the setting containing multiple shapes, several concepts developed in subsection 2.2 need to be generalized. To this end, it will sometimes be helpful to use the shorthand $J_\omega(\cdot) := J(\cdot, \omega).$
Definition 8 (Multi-pushforward for a fixed realization) For each point \( u \in \mathcal{U} \), the multi-pushforward associated with \( J : \mathcal{U}^N \times \Omega \rightarrow \mathbb{R} \) for a fixed realization \( \omega \in \Omega \) is given by the map

\[
((J_{\omega})_*)_u : T_u \mathcal{U}^N \rightarrow \mathbb{R}, \; c \mapsto \frac{d}{dt} J_{\omega}(c(t))|_{t=0} = (J_{\omega} \circ c)'(0).
\]

Definition 9 (Stochastic Riemannian multi-shape gradient) The Riemannian multi-shape gradient for a parametrized shape functional \( J : \mathcal{U}^N \times \Omega \rightarrow \mathbb{R} \) at the point \( u = (u_1, \ldots, u_N) \in \mathcal{U}^N \) is given by \( v = v(\omega) \in T_u \mathcal{U}^N \) satisfying

\[
\mathcal{G}^N_u(v, w) = ((J_{\omega})_*)_u w \quad \forall w \in T_u \mathcal{U}^N.
\]

Now, definition 7 is generalized to incorporate uncertainties.

Definition 10 (Multi-shape derivative for a fixed realization) Let \( D \subset \mathbb{R}^d \) be open, \( u = (u_1, \ldots, u_N) \), and observe an arbitrary admissible partition with \( u_i \in \Delta_i \) for all \( i = 1, \ldots, N \). Further, let \( k \in \mathbb{N} \cup \{\infty\} \). For \( i = 1, \ldots, N \), the \( i \)-th partial Eulerian derivative of a shape functional \( J \) at \( u \) for a fixed realization \( \omega \in \Omega \) in direction \( W \in C_0^k(D, \mathbb{R}^d) \) is defined by

\[
d_{u_{i}} J(u, \omega)[W|\Delta_{i}] := \lim_{\tau \to 0} \frac{J(u_{1}, \ldots, u_{i-1}, F_{\tau}^{W|\Delta_{i}}(u_{i}), u_{i+1}, \ldots, u_{N}, \omega) - J(u_{i}, \omega)}{\tau}
\]

(30)

If for all directions \( W \in C_0^k(D, \mathbb{R}^d) \) the \( i \)-th partial Eulerian derivative exists and the mapping

\[
C_0^k(D, \mathbb{R}^d) \rightarrow \mathbb{R}, \; W \mapsto d_{u_{i}} J(u, \omega)[W|\Delta_{i}]
\]

is linear and continuous, the expression \( d_{u_{i}} J(u, \omega)[W|\Delta_{i}] \) is called the \( i \)-th partial shape derivative of \( j \) at \( u \) in direction \( W \in C_0^k(D, \mathbb{R}^d) \). If the \( i \)-th partial shape derivatives of \( J \) at \( u \) for a fixed realization \( \omega \in \Omega \) in the direction \( W \in C_0^k(D, \mathbb{R}^d) \) exist for all \( i = 1, \ldots, N \), then

\[
d J(u, \omega)[W] := \sum_{i=1}^{N} d_{u_{i}} J(u, \omega)[W|\Delta_{i}]
\]

(31)

defines the multi-shape derivative of \( J \) at \( u \) for a fixed realization \( \partial \omega \in \Omega \) in direction \( W \in C_0^k(D, \mathbb{R}^d) \).

Using identical arguments to those in [21] Lemma 2.14, it is possible to show under what conditions \( j \) is shape differentiable in \( u \).

Lemma 1 Suppose that \( J(\cdot, \omega) \) is shape differentiable in \( u \) almost every \( \omega \in \Omega \). Assume there exists a \( \tau > 0 \) and a \( \mathbb{P} \)-integrable real function \( C : \Omega \rightarrow \mathbb{R} \) such that for all \( t \in [0, \tau] \), all \( W \in C_0^\infty(D, \mathbb{R}^d) \), all \( i = 1, \ldots, N \), and almost every \( \omega \),

\[
\frac{J(u_{1}, \ldots, u_{i-1}, F_{t}^{W|\Delta_{i}}(u_{i}), u_{i+1}, \ldots, u_{N}, \omega) - J(u_{i}, \omega)}{t} \leq C(\omega).
\]

Then \( j \) is shape differentiable in \( u \) and

\[
d j(u)[W] = E(d J(u, \cdot)[W]) \quad \forall W \in C_0^\infty(D, \mathbb{R}^d).
\]

Equipped with these tools, it is now possible to formulate the stochastic gradient method for objectives formulated on a product shape space in algorithm 3. Instead of a backtracking procedure as in algorithm 2 to determine the step-size, the algorithm uses the classical “Robbins–Monro” step-size from the original work [59:]

\[
t^k \geq 0, \quad \sum_{k=0}^{\infty} t^k = \infty, \quad \sum_{k=0}^{\infty} (t^k)^2 < \infty.
\]

(32)
Under additional assumptions on the manifold and function $J$ (cf. [21]), this rule guarantees step-sizes that are large enough to converge to stationary points while asymptotically dampening oscillations in the iterates. In contrast to the backtracking procedure, the step-size sequence is in practice chosen exogenously and its scaling is either informed by a priori estimates or tuned offline.

**Algorithm 3** Stochastic gradient method on $(\mathcal{U}^N, \mathcal{G}^N)$ with Robbins–Monro step-size

**Require:** Objective function $J$ on $(\mathcal{U}^N, \mathcal{G}^N)$

**Input:** Initial shape $u^0 = (u^0_0, \ldots, u^0_N) \in \mathcal{U}^N$

for $k = 0, 1, \ldots$ do

1. Randomly sample $\omega^k$, independent of $\omega^1, \ldots, \omega^{k-1}$

2. Compute the stochastic Riemannian multi-shape gradient $v^k = v^k(\omega^k)$ w.r.t. $\mathcal{G}^N$ by solving
   \[(J_{\omega^k})_{u^k}w = G_{u^k}(v^k, w) \quad \forall \ w \in T_{u^k}\mathcal{U}^N.\]

3. Set $u^{k+1} := \exp_{u^k}^N(-t^k v^k)$

for a steplength $t^k$ satisfying (32).

end for

In Algorithm 3, a new random realization $\omega^k$ is generated at each iteration $k$. This is used to compute a stochastic gradient $v^k = v^k(\omega^k)$, which is then used as a descent direction for the objective functional $J(\cdot, \omega^k)$. If $\omega^k$ comprises a single sample from the probability space, the computation of the descent direction $v^k$ is as cheap as in the deterministic case. Note that this is not necessarily a descent direction for the “true” objective $j$, which in combination with the exogeneous step-size rule $t^k$ does not guarantee descent at each iteration. The exponential map is used to map back to manifold; see Figure 4.

Some comments on possible improvements to the simple Algorithm 3 in the context of shape spaces are in order. One might ask whether a backtracking procedure could also be used for the stochastic setting; however, in [22], it was demonstrated how the Armijo backtracking rule when combined with stochastic gradients fails in minimizing a function over the real line. Of course, there are modifications possible. In the most basic version of the method, $\omega^k$ comprises a single sample randomly drawn from the probability space. One might think that the problem could be remedied by simply taking multiple samples $\omega^k = (\omega^{k,1}, \ldots, \omega^{k,m_k})$ at each iteration $k$ and computing the empirical average
\[
\nabla J(u^k, \omega^k) = \frac{1}{m_k} \sum_{i=1}^{m_k} \nabla J(u^k, \omega^{k,i}).
\]

If $m_k$ is constant, then it is however easy to modify the example from [22] to show that simply taking more samples does not guarantee convergence of the method when paired with an Armijo backtracking procedure. Asymptotic convergence results are known if one is ready to take $m_k \to \infty$, see [65, 72].

Nevertheless, taking batches of samples like (33) is a simple way to reduce the variance of the gradient, and with that the iteration $u^{k+1}$. How the sampling sequence $\{m_k\}$ is to be chosen strongly depends on the structure of the problem [20] and the computational cost at each iteration $n$. In the context
of optimal control problems with partial differential equations as constraints, one might additionally take into account that the computation is subject to numerical error as well. The authors in [47] proposed a stochastic gradient step combined with a multilevel Monte Carlo scheme to reduce variance and numerical error. A method such as this one is sometimes referred to as a stochastic quasigradient method in the literature to emphasize the numerical bias induced by the iteration. The analysis in [47], which gives efficient choices for the sample size $m_k$, step-size $t_k$, and discretization error tolerance, works because the original problem is strongly convex, problem parameters are well-known, and the meshes involved are not deformed as part of the outer optimization loop. For more challenging problems, these choices no longer apply and future analysis would be needed.

Again for optimal control problems with PDEs, but for a larger class of problems, including nonsmooth and convex problems, the authors [25] propose a different approximation scheme without needing to take additional samples (meaning $m_k \equiv 1$ is permissible). The proposed method uses averaging of the iterate $u^k$ instead of the stochastic gradient. The descent is smoothed indirectly without having to take additional samples at each iteration. This was shown to work efficiently in combination with a mesh refinement rule, carefully coupled with the step-size rule $t^k$. Extending these results to the context of shape optimization would also be challenging as well, not only due to the analysis of numerical error and lack of convexity; here, $u^k$ represents a shape, not an element from a Banach space, and its “average” would need to be made precise.

A final connection to the shape space $(B^N_\text{ne}, g^S)$ is now desirable in view of the following numerical experiments. Using the theoretical justification from theorem [1] it is possible to compute a deformation vector $V = V(\omega) \in H^1_0(D, \mathbb{R}^d)$ in the point $u = (u_1, \ldots, u_N) \in B^N_\text{ne}$ by solving the variational problem

$$a(V, W) = dJ(u, \omega)[W] \quad \forall W \in H^1_0(D, \mathbb{R}^d).$$

This deformation vector can be seen as an extension of the stochastic gradient $v = v(\omega)$ to the hold-all domain $D$. This stochastic deformation vector can then be used in the expression [27].
4 Numerical investigations

In this section, the shape optimization model is formulated in order to demonstrate the algorithms. The deterministic model is given in subsection 4.1. Here, the focus is on a stationary version of the multi-shape model introduced in [35]. For the stochastic example in subsection 4.2 the model from [21] is used, with adjustments to include multiple shapes and random fields. There are several motivations for the models, for instance the identification of cellular structures in biology [68] or electrical impedance tomography [12]. In subsection 4.3 the results of the experiments are shown. In particular, the effectiveness and performance of algorithms 2 and algorithm 3 are demonstrated. Moreover, an experiment on a single shape is done, which shows the robustness of a stochastic solution.

4.1 Deterministic model problem

Consider a partition of the domain $D$ into $N+1$ disjoint subdomains $D_i \subset D$ in such a way that $(\cup_{i=0}^N D_i) \cup (\cup_{i=1}^N u_i) = D$, where $u_i = \partial D_i$, $i = 1, \ldots, N$ and $\cup$ denotes the disjoint union. In particular, $D$ depends on $u$, i.e., $D = D(u)$. Note that this partition is a new construction that is related to the physical meaning $\sqcup$. The tracking-type functional (35) gives the distance in such a way that $(\nabla \cdot (\kappa_i (x) \nabla y_i (x))) = 0$ in $D_i$, $i = 0, \ldots, N$. The permeability coefficient is defined on each subdomain $D_i$ by $\kappa_i \in C^1(D_i)$. The shorthand $\kappa := \sum_{i=0}^N \kappa_i \mathbb{1}_{D_i}$ will be useful in representing this function in the weak form.

In the following, the objective function

$$j(u) := j^{obj}(u) + j^{reg}(u)$$

with

$$j^{obj}(u) := \frac{1}{2} \int_D (y(x) - \bar{y}(x))^2 \, dx$$

$$j^{reg}(u) := \sum_{i=1}^N \nu_i \int_{\partial D_i} dS$$

is considered. The tracking-type functional (35) gives the distance in $L^2(D)$ between the function $y$ and the target $\bar{y}$. In (36) $dS$ is used to characterize a surface integral. Note that the functional (36) regularizes the perimeter with respect to each shape and different choices for $\nu_i \geq 0$ can be made.

The following PDE-constrained problem in strong form is given:

$$\min_{u \in H^N} j(u)$$

s.t. $- \nabla \cdot (\kappa_i (x) \nabla y_i (x)) = 0$ in $D_i$, $i = 0, \ldots, N$,

$$\kappa_0 (x) \frac{\partial y_0}{\partial n_0} (x) = g(x) \quad \text{on} \ \partial D,$$

where $n_0$ represents the outward normal vector on $D_0$. The equations (35)–(39) are complemented by the transmission conditions

$$\kappa_i (x) \frac{\partial y_i}{\partial n_i} (x) + \kappa_0 (x) \frac{\partial y_0}{\partial n_0} (x) = 0, \quad y_i (x) - y_0 (x) = 0 \quad \text{on} \ u_i, \ i = 1, \ldots, N.$$

Note that the system (38)–(40) can be compactly represented in the weak formulation: find $y \in H^1_{av}(D) := \{ v \in H^1(D) | \int_D v \, dx = 0 \}$ such that

$$\int_D \kappa(x) \nabla y(x) \cdot \nabla v(x) \, dx = \int_{\partial D} g(x) v(x) \, dx \quad \forall v \in H^1_{av}(D).$$
Remark 8 Thanks to [35, Proposition 3.1], the regularity of \( y_i, i = 0, \ldots, N, \) is better than the one of \( y. \) More precisely, the solution \( y \in H^2(D) \) of (38)–(40) satisfies \( y_i \in H^2(D_i), i = 0, \ldots, N. \)

Remark 9 In general, the distribution \( \bar{y} \) and the diffusion coefficient \( \kappa \) do not need to have as high a regularity as assumed above to formulate the PDE-constrained problem (37)–(40). The regularity above is only needed for shape differentiability of the objective functional, see [35, Section 3.2].

The shape derivative to (37)–(40) can be achieved using standard calculation techniques like the one mentioned in subsection 2.1, combined with the help of the partial shape derivative definition and remark 4. Its volume formulation is given by

\[
d_j(u)[W] = \int_D -\kappa(x)\nabla y(x) \cdot (\nabla W(x) + \nabla W^T(x))\nabla p(x) \\
- (y(x) - \bar{y}(x))\nabla \bar{y}(x) \cdot W(x) + (\nabla \kappa(x) \cdot W(x))\nabla y(x) \cdot \nabla p(x) \\
+ \text{div}(W(x)) \left( \frac{1}{2} (y(x) - \bar{y}(x))^2 + \kappa(x)\nabla y(x) \cdot \nabla p(x) \right) \, dx \\
+ \sum_{i=1}^N v_i \int_{D_i} v_i(x)W(x) \cdot u_i(x) \, dS,
\]

(41)

where \( v_i \) and denotes the curvature of the shape \( u_i, i = 1, \ldots, N, \) \( y(x) \) satisfies the state equation (38)–(40) and \( p(x) \) satisfies adjoint equation given in strong form by

\[
-\nabla \cdot (\kappa(x)\nabla p_i(x)) = \bar{y}(x) - y_i(x) \quad \text{in } D_i, \quad i = 0, \ldots, N, \\
\kappa_0(x)\frac{\partial p_0}{\partial n_0}(x) = 0 \quad \text{on } \partial D
\]

(42) (43)

with the corresponding transmission conditions

\[
\kappa_i(x)\frac{\partial p_i}{\partial n_i}(x) + \kappa_0(x)\frac{\partial p_0}{\partial n_0}(x) = 0, \quad p_i(x) - p_0(x) = 0 \quad \text{on } u_i, \quad i = 1, \ldots, N.
\]

(44)

The sum of integrals over \( u_i \) in (41) is the shape derivative of the perimeter regularization, which is computed with the help of the partial shape derivative definition as follows:

\[
d_{\ell} j^{\text{reg}}(u)[W] = \frac{d^+}{dt} \bigg|_{t=0} \sum_{i=1}^N v_i \int_{F_i^t\Delta_i(u)} W \, dS,
\]

where the \( \ell \)-th partial shape derivative of \( j^{\text{reg}} \) at \( u \) in direction \( W \) is given by

\[
d_{\ell} j^{\text{reg}}(u)[W\Delta_i] = \frac{d^+}{dt} \bigg|_{t=0} \left( \sum_{i \neq \ell} v_i \int_{u_i} W \, dS \right) + v_\ell \frac{d^+}{dt} \bigg|_{t=0} \int_{F_i^t\Delta_i(u)} W \, dS \\
= v_\ell \frac{d^+}{dt} \bigg|_{t=0} \left( \sum_{i \neq \ell} v_i \int_{u_i} W \, dS \right) + v_\ell \int_{u_\ell} v_\ell(x)W |\Delta_i(x) \cdot u_\ell(x) \, dS,
\]

where the last equality holds thanks to [35, Proposition 5.1]. This gives the \( \ell \)-th partial shape derivative \( d_{\ell} j^{\text{reg}}(u)[W\Delta_i] \) and thus the shape derivative of the regularization term in (41).

Now, every object needed for the application of algorithm 2 is given. In subsection 4.3, this algorithm is applied to solve the deterministic model problem.
4.2 Stochastic model problem

For the stochastic model, the domain $D$ is partitioned as described for the deterministic model above. For a function $f : D \times \Omega \rightarrow \mathbb{R}$ the function $f_i$ denotes the restriction $f|_{D_i} : D_i \times \Omega \rightarrow \mathbb{R}$. The slightly abusive notation $\nabla f_i(x, \omega) = \nabla_x f_i(x, \omega)$ means $\omega$ is fixed and the gradient is to be understood with respect to the variable $x$ only. Additionally, the notation for the directional derivative means $\frac{d f_i}{d t}(x, \omega) = \lim_{t \rightarrow 0} \frac{1}{t} (f_i(x + t n_i(x), \omega) - f_i(x, \omega))$. A parametrized objective function is now given by

$$J(u, \omega) := J^{\text{obj}}(u, \omega) + J^{\text{reg}}(u),$$

where

$$J^{\text{obj}}(u, \omega) := \frac{1}{2} \int_D (y(x, \omega) - \bar{y}(x))^2 \, dx = \frac{1}{2} \sum_{i=0}^N \int_{D_i} (y_i(x, \omega) - \bar{y}_i(x))^2 \, dx$$

and $J^{\text{reg}}$ is defined as in \ref{eq:J_reg}. For simplicity, the source term $g$ and the target term $\bar{y}$ are deterministic with the same regularity as in the previous section. Suppose however that the source of uncertainty comes from the coefficients, i.e., $\kappa_i = \kappa_i(x, \omega)$ are random fields with regularity $\kappa_i \in L^2(\Omega, C^1(D_i))$. This leads to a modification of the deterministic problem:

$$\min_{u \in \mathcal{A}} \{ j(u) := \mathbb{E}[J(u, \omega)] \} \quad (46)$$

s.t. \quad $-\nabla \cdot (\kappa_i(x, \omega) \nabla y_i(x, \omega)) = 0 \quad \text{in} \quad D_i \times \Omega, \quad i = 0, \ldots, N, \quad (47)$

$$\kappa_0(x, \omega) \frac{\partial y_0}{\partial n_0}(x, \omega) = g(x) \quad \text{on} \quad \partial D \times \Omega \quad (48)$$

The following transmission conditions are also imposed:

$$\kappa_i(x, \omega) \frac{\partial y_i}{\partial n_i}(x, \omega) + \kappa_0(x, \omega) \frac{\partial y_0}{\partial n_0}(x, \omega) = 0 \quad \text{on} \quad u_i \times \Omega, \quad i = 1, \ldots, N,$$

$$y_i(x, \omega) - y_0(x, \omega) = 0 \quad \text{on} \quad u_i \times \Omega, \quad i = 1, \ldots, N. \quad (49)$$

Using standard techniques for calculating the shape derivative (see \cite{ref21} Appendix B]), the shape derivative in volume formulation for a fixed $\omega$ is given by

$$dJ(u, \omega)[W]$$

$$= \int_D -\kappa(x, \omega) \nabla y(x, \omega) \cdot (\nabla W(x) + \nabla W^T(x)) \nabla p(x, \omega)$$

$$- (y(x, \omega) - \bar{y}(x)) \nabla \bar{y}(x) \cdot W(x) + (\nabla \kappa(x, \omega) \cdot W(x)) \nabla y(x, \omega) \cdot \nabla p(x, \omega)$$

$$+ \text{div}(W(x)) \left( \frac{1}{2} (y(x, \omega) - \bar{y}(x))^2 + \kappa(x, \omega) \nabla y(x, \omega) \cdot \nabla p(x, \omega) \right) \, dx$$

$$+ \sum_{i=1}^N \nu_i \int_{u_i} u_i(x) W(x) \cdot n_i(x) \, dS,$$

where $y = y(x, \omega)$ satisfies the state equation (47-49) and $p = p(x, \omega)$ satisfies adjoint equation

$$-\nabla \cdot (\kappa_i(x, \omega) \nabla p_i(x, \omega)) = \bar{y}(x) - y_i(x, \omega), \quad \text{in} \quad D_i \times \Omega, \quad i = 0, \ldots, N,$$

$$\kappa_0(x, \omega) \frac{\partial p_0}{\partial n_0}(x, \omega) = 0, \quad \text{on} \quad \partial D \times \Omega, \quad (51)$$

$$\kappa_0(x, \omega) \frac{\partial p_i}{\partial n_0}(x, \omega) = 0, \quad \text{on} \quad \partial D \times \Omega, \quad (51)$$
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with corresponding interface conditions

\[
\begin{align*}
\kappa_i(x, \omega) \frac{\partial p_i}{\partial u_i}(x, \omega) + \kappa_0(x, \omega) \frac{\partial p_0}{\partial u_0}(x, \omega) &= 0 & \text{on } u_i \times \Omega, i = 1, \ldots, N, \\
p_i(x, \omega) - p_0(x, \omega) &= 0 & \text{on } u_i \times \Omega, i = 1, \ldots, N.
\end{align*}
\]

The construction of the coefficients \( \kappa \) for the purpose of simulations requires some discussion. Karhunen–Loève expansions are frequently used to simulate random perturbations of a coefficient within a material and are also used in the experiments in subsection 4.3. Given a domain \( \tilde{D} \), a (truncated) Karhunen–Loève expansion of a random field \( a : \tilde{D} \times \Omega \rightarrow \mathbb{R} \) takes the form

\[
a(x, \omega) = \bar{a}(x) + \sum_{k=1}^{m} \sqrt{\gamma_k} \phi_k(x) \xi_k(\omega),
\]

where \( \bar{a} : \tilde{D} \rightarrow \mathbb{R} \) and \( \xi(\omega) = (\xi_1(\omega), \ldots, \xi_m(\omega)) \in \mathbb{R}^m \) is a random vector. The truncation is done for the purposes of numerical simulation and the choice of \( m \) should be informed by error analysis. The terms \( \gamma_k \) and \( \phi_k \) are eigenvalues and eigenfunctions that depend on the domain \( \tilde{D} \). In particular, they are associated with the compact self-adjoint operator defined via the covariance function \( C \in L^2(\tilde{D} \times \tilde{D}) \) by \( C(\phi)(x) = \int_{\tilde{D}} C(x, y) \phi(y) dy \) for all \( x \in \tilde{D} \). For general domains, formulas giving explicit representations of \( \gamma_k \) and \( \phi_k \) do not exist and need to be numerically computed. However, since the subdomains vary as part of the optimization procedure, their computation here would be extremely expensive. Moreover, from a modeling perspective, it seems more realistic that the model for uncertainty in a specific material is constructed realistic that the model for uncertainty in a specific material is constructed for the purpose of simulations re-

\[
\kappa_i(x, \omega) = \bar{\kappa}_i(x) + \sum_{k=1}^{m_i} \sqrt{\gamma_{i,k}} \phi_{i,k}(x) \xi_{i,k}(\omega),
\]

where \( \bar{\kappa} : \tilde{D} \rightarrow \mathbb{R} \), \( \xi_{i,k}(\omega) = (\xi_{i,1}(\omega), \ldots, \xi_{i,m_i}(\omega)) \in \mathbb{R}^{m_i} \) is a random vector, and \( \gamma_{i,k} \) and \( \phi_{i,k} \) denote the eigenvalues and eigenfunctions that depend on the domain \( \tilde{D} \). Finally, \( \kappa_i = \bar{\kappa}_i|_{D_i} \). The coefficient \( \kappa \) over the domain \( D \) is then stitched together by definition of

\[
\kappa(x, \omega) = \kappa_0(x, \omega) + \sum_{i=1}^{N} \kappa_i(x, \omega) \mathbb{1}_{D_i}(x).
\]

An example of this construction is shown in the next subsection in figure 9.

### 4.3 Numerical experiments

The purpose of this section is to demonstrate the behavior and performance of algorithm 2 and algorithm 3. Simulations were run on FEniCS [3]. For all experiments, the hold-all domain is set to \( D = [0, 1]^2 \) and a mesh with 2183 nodes and 4308 elements is used.

For methods relying on mesh deformation, one challenge is to ensure that meshes maintain good quality and do not become destroyed over the course of optimization. Many techniques have been developed along the years to overcome this challenge. There is the option of remeshing, see for instance [22, 71, 15]. Of course, one could also use mesh regularization techniques, space adaptivity, among others as described for example in [3] [13]. There is also the possibility of projecting the descent directions onto the subspace of perturbation fields generated only by normal forces, inspired by the
4.3.1 Deterministic case: behavior of algorithm 2

The deterministic shape optimization problem formulated in subsection 4.1 is considered to demonstrate the behavior of algorithm 2. For the numerical experiments, an example with two shapes is used, i.e., 

\[ \mu_{\min} = 10 \text{ and } \mu_{\max} = 25 \text{ is chosen.} \]

Additionally, following the ideas from [59], at each iteration \( k \), an additional PDE is solved to choose values for the Lamé parameters in the deformation equation. The parameter \( \lambda \) is set to zero, and \( \mu \) is chosen from the interval \([\mu_{\min}, \mu_{\max}]\) such that it is decreasing smoothly from \( u_i \), \( i = 1, \ldots, N \), to the outer boundary \( \partial D \). One possible way to model this behavior is to solve the Poisson equation

\[
\Delta \mu = 0 \quad \text{in } D_i, \quad i = 0, \ldots, N \\
\mu = \mu_{\max} \quad \text{on } u_i, \quad i = 1, \ldots, N, \\
\mu = \mu_{\min} \quad \text{on } \partial D.
\]

In all experiments, \( \mu_{\min} = 10 \) and \( \mu_{\max} = 25 \) is chosen.

Let \( D^k = (l_{\text{int}}^k \cup D_i^k) \cup (l_{\text{ext}}^k \cup u_i^k) \) be the configuration of the subdomains at iteration \( k \). The subdomains \( D^k \) correspond to different colors in figure 5. As for the computation for the target distribution, the coefficients are assumed to be piecewise constant on each subdomain with the choices \( \kappa_0 = 1000 \) for the outer domain \( D_0 \), \( \kappa_1 = 7.5 \) corresponding to the ellipse \( D_1^* \), and \( \kappa_2 = 5 \) corresponding to the curved tube \( D_2^* \). The data \( y \) is computed by solving the state equation \([35, 40]\) on the target configuration \( D^* = (l_{\text{int}}^* \cup D_1^*) \cup (l_{\text{ext}}^* \cup y_i^*) \); see figure 6.

Let \( \hat{D}^k \cdot \) be a heuristic solution to avoid mesh destruction. Figure 5 shows the progression of the subdomains. Within 400 iterations, one sees that the configuration \( \hat{D}^k \) obtained by the method comes quite close to the target. Figure 7 gives a visualization of the vector fields \( V^k \) induced by solving the deformation equation \([29]\). In figure 8 one sees the decay of the objective function values and the \( H^1 \)-norm of the deformation vector as a function of iteration number. The Armijo line search procedure ensures that \( j(u^{k+1}) \leq j(u^k) \) for all \( k \). The \( H^1 \)-norm of the descent directions serves as a stationary measure, and the plots show decreasing as a function of the iterations.
Figure 5: The target shapes are displayed by the dotted lines. The outer domain $D^0_0$ is displayed in teal, the domain $D^0_1$ is displayed in light green, and the subdomain $D^0_2$ is shown in purple. The figures show the progression of the initial configuration $D^0_0$ to the final subdomain configuration $D^{400}_0$.

Figure 6: Values of the target data $\tilde{y}$. 
Figure 7: Vector fields $V^k$ are displayed that result from solving the deformation equation (23) at iteration $k$.

Figure 8: Objective function and norm of the shape gradient as a function of iteration number (log/log scale).
4.3.2 Stochastic case: behavior of algorithm [3]

Similar experiments to the one in subsection 4.3.1 are now shown. These experiments use the stochastic model formulated in subsection 4.2 to demonstrate the performance of algorithm [3]. An example with two shapes is used again, i.e., \( N = 2 \) and the same target shape vector \( u^* \) as in subsection 4.3.1 is considered. The same values for \( g \) and \( \nu_1 = \nu_2 \) are used.

To generate samples according to the discussion at the end of subsection 4.2 for simplicity \( D = D \) is used, allowing for the explicit representations of the eigenfunctions and eigenvalues in (53). From [13 Example 9.37]), the eigenfunctions and eigenvalues on \( D \) are given by the formula

\[
\tilde{\phi}_j^k(x) := 2 \cos(j \pi x) \cos(k \pi x_1), \quad \tilde{\gamma}_j^k := \frac{1}{4} \exp(-\pi(j^2 + k^2)l^2), \quad j, k \geq 1,
\]

where terms are then reordered so that the eigenvalues appear in descending order (i.e., \( \phi_1 = \tilde{\phi}_1^1 \) and \( \lambda_1 = \tilde{\lambda}_1^1 \)). The correlation length \( l = 0.5 \) and the number of summands \( M = 20 \) is fixed. For the simplicity of presentation, each subdomain has the same eigenfunctions and eigenvalues, and only the means and random vectors are modified. More precisely, (53) has the representation

\[
\tilde{\kappa}_i(x, \omega) = \kappa_i(x) + \sum_{k=1}^{20} \sqrt{\gamma_k} \phi_k(x) \xi_{i,k}(\omega),
\]

for every \( i = 0, 1, 2 \). Using the same labeling convention as in the deterministic study, the values \( \tilde{\kappa}_0 = 1000, \tilde{\kappa}_1 = 7.5, \) and \( \tilde{\kappa}_2 = 5 \) are used for the mean in the outer, ellipse, and tube domains, respectively. Notice that these are compatible with the choices used in the deterministic experiment. Deviations from this mean are simulated using the centered distributions \( \xi_{0,k} \sim \mathcal{U}[-50,50], \xi_{1,k} \sim \mathcal{U}[-2.5,2.5], \xi_{2,k} \sim \mathcal{U}[-1,1], \) with \( U[a,b] \) standing for the uniform distribution on the interval \([a,b] \subset \mathbb{R}\). Figure 9 shows two examples of the random fields. Since these are shown for different iterations, one also sees how a single sample in the definition of \( \kappa \) is adapted to the movement of the shapes.

The target \( \tilde{y} \) in the objective functional (45) is computed by solving the deterministic state equation (38)–(40) on the target configuration with the mean values \( \bar{\kappa}_0, \bar{\kappa}_1, \) and \( \bar{\kappa}_2 \) on the target configuration \( D^* = (\cup_{i=0}^{2} \xi_{i,0} D^*_i) \sqcup (\cup_{i=0}^{2} \xi_{i,0}^* U_i^*) \). The target is the same as in subsection 4.3.1 see figure 8.

Regarding the choice of the step-size according to (32), experiments showed that a rule of the form \( t^k = \epsilon/k \) performed poorly in practice. This is mostly due to the fact that the choice \( \epsilon \) is limited by the fineness of the mesh; if this parameter is chosen to be too large, then the mesh deforms too drastically in the first few iterations, leading to broken meshes. However, if \( \epsilon \) is chosen to be too small, the progress—although guaranteed to produce stationary points in the limit—is much too slow. To mitigate this effect, a warm start of 250 iterations using the constant step size \( t^k = \epsilon = 0.015 \) is used until the shapes appear to be in the neighborhood of the optimum. Then the rule \( t^k = \epsilon/(k - 250) \) is used for \( k = 251, \ldots, 400 \). This produces excellent results as shown in figure 10.

Even in the presence of noise, the progression of the subdomains resembles that shown in figure 5.

Figure 11 provides a stochastic counterpart to figure 8 in which one sees the progression of the parametrized functional \( J(u^k, \omega^k) \) as well as the vector field \( V^k = V^k(\omega^k) \), where \( \omega^k \) represents the abstract realization from the probability space in iteration \( k \), which is manifested by the specific realizations of the random vectors \( \xi_{i,1}(\omega^k), \ldots, \xi_{i,20}(\omega^k) \), \( i = 0, 1, 2 \), used in the random fields. In contrast to the Armijo line search rule, the Robbins–Monro step-size rule does not guarantee descent in every iteration. Moreover, the information displayed in the plots can only provide estimates for the true objective \( j(u^k) = \mathbb{E}[J(u^k, \cdot)] \) and the average \( \mathbb{E}[\|V^k(\cdot)\|_{H^1(D,\mathbb{R})}] \). Although small oscillations in the shapes were observed in the course of the algorithm, the oscillations from
(a) Example realization of the $\kappa$ at iteration $k = 100$

(b) Example realization of the $\kappa$ at iteration $k = 300$

Figure 9: Two examples of random field $\kappa$, with the left, right, and bottom scales corresponding to the outer domain $D^k_0$, the ellipse $D^k_1$, and the tube $D^k_2$, respectively.

(a) Initial configuration $D^0$

(b) $D^{50}$

(c) $D^{200}$

(d) $D^{400}$

Figure 10: The target shapes are displayed by the dotted lines. The figures show the progression from the initial configuration of domains $D^0$ to the final configuration of domains $D^{400}$. 
the plots come more from the stochastic error occurring due to $J(u^k,ω^k)$ $\approx$ $\mathbb{E}[J(u^k,\cdot)]$ and $\|V^k(ω^k)\|_{H^1(D,\mathbb{R}^2)}$ $\approx$ $\mathbb{E}[\|V^k(ω)\|_{H^1(D,\mathbb{R}^2)}]$. The log/log scale misleadingly exaggerates these oscillations for higher iteration numbers and the Robbins–Monro step-size rule tended to dampen oscillations in the shapes for higher iterations. However, even with the oscillations, descent is seen on average in both the parametrized objective and in the $H^1$-norm of the randomly generated deformation vector fields.

### 4.3.3 Robustness: Deterministic vs. stochastic model

A final experiment justifies the use of the stochastic model if experimental parameters are uncertain. To demonstrate the concept, only a single shape is randomly generated deformation vector fields.

For the generation of the target data $\tilde{y}$ in the tracking-type objective functional, the target shape $u^\ast$ is chosen to be the boundary of an ellipse as illustrated by the dotted lines in figure 12. The target distribution $\tilde{y}$ is computed on the target domain $D^\ast = D_0 \sqcup D_1 \sqcup u^\ast$ by solving the state equation (35)-(40) using the constant values $\tilde{\kappa}_0 = 1000$ over the outer domain $D_0$, and $\tilde{\kappa}_1 = 7.5$ defined over the ellipse $D_1$. The target data can be seen in figure 13. As in the previous experiments, algorithms are run for 400 iterations. The results of the simulation are shown in figure 12 where the target shape $u^\ast$ is represented by dotted lines. The same initial configuration, shown in figure 12a, is used for three separate runs of the algorithm.

In the first run, the stochastic model with the parameters described in the previous paragraph is used, and the stochastic gradient method (algorithm 3) is used with the step-size rule $t^k = 0.026$ for $k = 0,\ldots, 200$, and $t^k = 0.026/(k - 200)$ for $k = 201,\ldots, 400$. The configuration obtained at 400 iterations approximates the desired configuration nicely as shown in figure 12b.

Incorrect choices for the parameters are used for the next two runs. In the disastrous case, where these parameters are incorrectly chosen at the upper or lower limits of the probability distributions, the deterministic algorithm 2 does not correctly identify the desired shape $u^\ast$. Using the choices $\kappa_{0,\text{min}} = 937.3$ and $\kappa_{1,\text{min}} = 3.7$, which are chosen in such a way such that $\kappa_{i,\text{min}} \leq \kappa_i(x,\omega)$ for all $(x,\omega) \in D \times \Omega$, $i = 0, 1$, produces the result figure 12c. Alternatively, with the choices $\kappa_{0,\text{max}} = 1062.7$ and $\kappa_{1,\text{max}} = 11.3$, analogously chosen so that
Figure 12: The figures show the initial configuration in (a) and the configuration computed using the stochastic model and stochastic gradient approach in (b). Using the lower bound choices produces an incorrect identification in (c); with the upper bound choices, the target shape is likewise incorrectly identified.

\[ \kappa_{i,\text{max}} \geq \kappa_i(x, \omega) \text{ for all } (x, \omega) \in D \times \Omega, \ i = 0, 1, \] results in the configuration shown in figure 12d. One clearly sees in both figure 12c and figure 12d that the correct shape is not identified, even for this very simple example. In summary, when parameters are subject to uncertainty, but a good model for the uncertainty is available, it is always better to use the stochastic model. The corresponding solution to the stochastic model is robust with respect to these uncertainties.

5 Conclusion

This chapter gives an overview how the theory of (PDE-constrained) shape optimization can be connected with the differential-geometric structure of shape space and how this theory can be adapted to handle harder problems containing multiple shapes and uncertainties. The framework presented is focused on shape spaces as Riemannian manifolds; in particular, on the space of smooth shapes and the Steklov-Poincaré metric. The Steklov-Poincaré metric allows for the usage of the shape derivative in its volume expression in optimization methods. A novel framework developed in this chapter is a product shape shape, which allows for shape optimization over a vector of shapes. As part of this framework, new concepts including the partial...
and multi-shape derivatives are presented. The steepest descent method with Armijo backtracking on product shape spaces is formulated to solve a shape optimization problem over a vector of shapes.

The second area of focus in this chapter is concerned with shape optimization problems subject to uncertainty. The problem is posed as a minimization of the expectation of a random objective functional depending on uncertain parameters. Using the product shape space framework, it is no trouble to consider stochastic shape optimization problems depending on shape vectors. Corresponding definitions for the stochastic partial and multi-shape gradient are presented. These are needed to present the stochastic gradient method on product shape spaces. It is discussed how the stochastic shape derivative in its volume expression can be used algorithmically.

The final part of the chapter is dedicated to carefully designed numerical simulations showing the performance of the algorithms. Compatible deterministic and stochastic problems are presented. A novel technique for producing stochastic samples of the Karhunen–Loève type is presented. The stochastic model is shown in experiments to be robust if a model for the uncertainties is present.

The new framework provides a rigorous justification for computing descent vectors “all-at-once” on a hold-all domain. Moreover, new concepts like the partial shape derivatives and multi-shape derivatives provide tools that could be used in other applications. There are some open questions; for one, it is not clear how descent directions in general prevent shapes from intersecting as part of the optimization procedure. Mesh deformation methods like the kind used here would result in broken meshes. While the algorithms presented do not rely on remeshing, it is notable that meshes lose their integrity if initial shapes are chosen too far away from the target. These challenges will be addressed in other works.
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