Ingrained: an automated framework for fusing atomic-scale image simulations into experiments
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Abstract

To fully leverage the power of image simulation to corroborate and explain patterns and structures in atomic resolution microscopy (e.g., electron and scanning probe), an initial correspondence between the simulation and experimental image must be established at the outset of further high accuracy simulations or calculations. Furthermore, if simulation is to be used in context of highly automated processes or high-throughput optimization, the process of finding this correspondence itself must be automated. In this work, we introduce ingrained, an open-source automation framework which solves for this correspondence and fuses atomic resolution image simulations into the experimental images to which they correspond. We describe herein the overall ingrained workflow, focusing on its application to interface structure approximations, and the development of an experimentally rationalized forward model for scanning tunneling microscopy simulation.

Introduction

Materials image simulations are becoming an integral part in the structural analysis of complex materials systems. Having a three-dimensional atomistic structure of the system under study is valuable, both for understanding and for property prediction through first principles simulations. For transmission electron microscopy (TEM) and scanning TEM (STEM), the electron-matter interactions intrinsic to the image formation process are well-codified in numerical “multislice” simulations [1], and the combination of aberration-corrected STEM images with these multislice simulations have been used effectively in a variety of contexts for structural determination with atomic precision [2]–[7]. Image simulations have also proven useful in scanning tunneling microscopy (STM) in order to help solve for surface structure or adsorption geometries [8]–[11]. The success of these “simulation to experimental” comparisons is rooted in their ability to link information about the underlying mechanisms generating the experimental observation to parameters and/or specific structures used in simulation. However, to utilize simulations for this purpose, a mapping between the simulation and the visual or measurable expectation from experiment must be explicitly established (i.e., pixels from one image are mapped to corresponding pixels in another). The process of establishing this “correspondence” is referred to as image registration.

Image registration workflows are often divided into coarse and fine alignment steps [12]. Coarse alignment reduces the search range in the subsequent fine alignment by bringing the two images into rough coincidence. For real-space structural characterization of materials using microscopy, particularly when imaging crystalline solids at high resolution, coarse alignment usually involves reducing the search space to a smaller, more tractable area. Even when the image contains an interface [6], comparisons
between simulation and experiment are typically confined to a reduced field of view, acting as feature substitute for the more complex regions of the image.

A slightly more automated approach to coarse alignment involves identifying salient points and their correspondences (so-called landmarks) across images. With landmarks in place, a point-set registration algorithm such as the iterative closest point (ICP) [14] ensures that the distance between corresponding landmarks is minimized, and thus roughly aligned. Landmark identification is used in both pycroscopy [17], and the ‘TurboReg’ plugin for ImageJ [18] (image processing platforms for microscopy) as a recommended initial step before full registration is executed. There are ways to automate the selection and pairing of landmarks borrowing from computer vision (SIFT + RANSAC [19], [20]), but this is generally expensive. In addition to landmarks, intensity correlation is another approach to semi-automated coarse alignment, and fortunately, it does not rely on artificial markers placed in the field of view. In the simplest cases, an approach such as phase cross-correlation [21] can automatically remove translation (and rotation [22]) offset in images collected from pre-aligned sensors, or from images collected in rapid succession as part of an image stack (video). These are the initial steps taken by the popular SmartAlign [23] tool, which provides general-purpose image processing for atomic-resolution series data from STEM.

In cases where registration is cast as a two-step procedure, an affine linear transformation is often sufficient for initial coarse alignment. This assumes that major spatial discrepancies between images can be corrected by a combination of rotation, translation, scaling, and shear. For the final “fine alignment” step, a straightforward intensity-based approach proceeds as an iterative optimization of a “similarity measure” which takes into account the explicit pixel values in each image [24], and in some cases, even subpixel shifts [25], [26]. If alignment transformation cannot be expressed with rigid deformations, a non-rigid registration approach can resolve local discrepancies in image content with a set of local deformations. Non-rigid registration has been used for purposes ranging from scan instability corrections in STEM imaging [27], to registration of MRI brain images to help capture brain shift during surgery [28]. The above examples use registration to compensate for spatial discrepancies that exist between two images, with the assumption that the objects in the images are similar enough to be overlayed on top of each other. Here registration can provide a quantitative measure of how the structures differ, or a means to direct comparison. Contrast this with registration needs for simulated materials characterization images that are used to corroborate experimental finding. With this, the goal often involves more than just a solution for a single spatial transformation, but also, the flexibility to modify the structure and/or imaging parameters to the forward model in the loop (i.e., structure and parameter iteration are valuable additions to the overall registration framework).

In most standard contexts, registration of a simulated materials characterization image with an experimental image is considered separate from the forward simulation itself. This is a sufficient approach when enough is known about the parameters of the forward model to produce a reasonably appropriate image, but this is often not trivial. For example. STM measurements are routinely used to probe thin film surface morphology at atomic resolution. Simulations of STM images from density functional theory (DFT) charge densities using the Tersoff and Hamann approximation [29] often accompany these measurements in order to explore various surface geometries in a systematic way, but can be challenging to match to experiment because the overall appearance of the image is greatly influenced by small changes in parameters such as the charge density value to construct the isosurface or the vertical distance of orbitals below the surface that are considered to be accessible by the STM tip. These parameters are difficult to determine quantitatively from experimental conditions and DFT results, and thus a decoupled forward modeling and registration paradigm involving manual trial-and-error is less than ideal for these characterization techniques.
In this paper we introduce *ingrained*, an automated framework for image registration which allows for the fusion of atomic-resolution materials imaging simulations into the experimental images to which they correspond. The framework is modular, allowing for plug-and-play implementation of forward models for image simulations when an experimental complement exists, and provides tools for programmatic construction of periodic bicrystal interfacial structures from materials database queries. In addition to a framework overview, we outline two valuable use cases for image registration with *ingrained*: (1) an experimentally-informed initial bicrystal structure for further interface structure refinement through heuristic search algorithms (e.g. basin hopping or genetic algorithm), or high-accuracy structure refinement with multislice and high angle annular darkfield (HAADF) STEM comparisons; and (2) an experimentally-rationalized forward model for STM image simulation that involves fine-tuning of imaging parameters. The ingrained toolkit has recently been used to determine the structure of rectangular hydrogenated borophene, synthesized for the first time, from STM images [30]. Examples and instructions for access for ingrained are available on GitHub ([https://github.com/MaterialEyes/ingrained-lite](https://github.com/MaterialEyes/ingrained-lite)).

**Methods**

**Framework Overview.** The *ingrained* framework requires an experimental atomic-resolution microscopy image as input. Conventional preprocessing operations such as Wiener filtering are often useful for simple restoration of the original image if it has undergone significant degradation during acquisition. The main components of the *ingrained* framework are depicted in Figure 1. The first step is structure initialization, where initial input parameters are used to assemble a starting structure (a bicrystal in this instance, but other non-interface structures are possible). Next, a forward model produces a simulated image of the starting structure, which is fused with the experimental image after an iterative optimization procedure workflow, outside of potential image preprocessing, involves setting up the parameters and/or constraints used for structure initialization and forward modeling - no landmarks or manual image manipulation are necessary to achieve suitable image registration. The final registration result is a simulated image with a parameterized fit-to-experiment, as well as the structure approximation (*i.e.*, the structure that was used as the basis for the matching simulation). The following sections provide additional input and implementation details.

**Structure Initialization.** Depending on the nature of the imaged structure and its associated imaging modality, the *ingrained* framework offers two methods for structure initialization. In the simplest case, a database query tool can be used to programmatically download chemical structure files from the Materials Project (MP) database [31] based on chemical formula and space group information provided by the user in a configuration file (JSON format). With this, if the goal is to register a bulk crystalline structure to the experimental image and the user specifies a viewing direction, the structure is also rotated to the prescribed orientation as part of the initialization. The second method of structure initialization involves the automatic construction of bicrystal interfaces. In this mode, the configuration information is used to detail the composition and viewing orientation for two crystal structure files (grains) in the image, as well as constrain certain dimensions of the “over lattice” constructed around the overall composite bicrystal. In both the single structure query and the bicrystal construction, the user specifies orientation by providing the *uvw_projection* direction (*i.e.*, direction from viewpoint to screen), the *uvw_upwards* direction (*i.e.* upwards direction on the screen) and the *tilt angle* which is a misorientation applied after the previous vector constraints have been satisfied. The required construction parameters include: *min/max depth*, *min/max width*, *interface width*, *etc*. Currently, the size of the over lattice (which defines the simulation cell for the bicrystal) is controlled by these restrictions on the real-space dimensions. Image recognition tools
aimed at identifying chemistry, scaling, and orientation information from the images directly is an avenue of further research that could enhance the automation in this step.

Proceeding in this bicrystal mode, the information in the configuration file is used to construct two oriented grains that are then combined into a single bicrystal structure, satisfying periodicity conditions through application of uniform strain (i.e., small discrepancies in individual dimension requirements are removed by strain). This is necessary, particularly for interface structures with low symmetry, as it is otherwise intractable to create atomic structures that are small (for computational efficient in simulations) but remain periodic in at least two dimensions (required for some simulation approaches). The procedure for ensuring periodicity involves estimating repeat length from the grains, and then using the near-coincidence site lattice approach (CSL) with subspace search outlined in Buurma et al. [32] to determine the appropriate dimensions for the subsuming "over lattice". The bicrystal can then be used in materials modeling context and for image simulation.

**Forward Modeling.** All the previous configuration parameters are specific to the assembly of the initial structure. Note that this structure initialization feature is not required and can be bypassed in situations where an initial structure and/or partial charge density data (STM simulations) is already provided. The relevancy of this initialization step is entirely dictated by the input structure requirements of the forthcoming forward modeling step. In general, the forward model simulates an image from an atomistic structure and requires a set of simulation parameters. These simulation parameters are kept separate
from the structure initialization parameters (where applicable) because they are specific to the forward model being implemented.

Currently, the ingrain toolkit provides forward modeling options for both high angle annular darkfield (HAADF) STEM image simulation, as well as for STM. In the current implementation, HAADF STEM image simulation is performed as a simple convolution of the atomic coordinates with a point spread function for the microscope, using Kirkland’s incostem code [33]. The specific parameters that control image formation based on physical principles (i.e., defocus, sample thickness, etc.) are consistent with the parameters discussed in [33]. This convolution approach is convenient because the calculation of an image is performed as a simple multiplication. This provides a tremendous speed advantage over other more quantitatively accurate techniques and in many cases, is capable of capturing many of the same pertinent features [33]. Alternative STEM simulation codes such as Prismatic [34], [35] can also be interfaced with ingrain.

For the STM mode, we developed and implemented a forward model which generates a simulated STM image from the electronic charge densities data within ingrain. Experimentally, the constant current STM images are obtained by moving the tip in parallel lines across the surface while the tip height is adjusted height to maintain a constant current using a feedback loop. Based on the Tersoff and Hammann approximation [29], the surface charge densities near the Fermi level correlate to the tunneling current observed in the experimental STM images. The simulated STM images generated by this forward model are the isosurfaces of charge densities near the Fermi level plotted when observed from the top view. For STM simulation of a surface slab, the energy-selected charge density file from a DFT calculation (in the PARCHG file format in VASP [36][37]) which contains the volumetric data of the partial charge densities in the entire slab structure is the only required input.

The STM forward model requires four variables to simulate an STM image which are the electron density value ($r_{\text{val}}$) which corresponds to the constant current and a tolerance ($r_{\text{tol}}$), and the vertical distance below the surface ($z_{\text{below}}$) and above the surface ($z_{\text{above}}$) within which the electron densities are assumed to be available to the STM tip. The simulated STM image shows the x-y grid points where the electron densities are within the specified isosurface density range ($r_{\text{val}} \pm r_{\text{tol}}$) and the brightness at each grid point corresponds to its height. Several distinct simulated STM images can be generated from one PARCHG file by using different combinations of these input parameters. Ingrained performs constrained optimization of these parameters together with image processing parameters such as shear and strain in both x and y directions, pixel size, image crop size and sigma for gaussian blur to provide a final STM simulation.

**Image Registration.** With ingrain, image registration is cast as an iterative optimization problem. It is assumed that scaling discrepancies between the experiment and simulation are minimal, which is reasonable when a raw microscopy image containing scaling metadata is available. The iterative optimization is local in the sense that it is restricted to points that are close to the initial guess, so a multi-start approach is recommended.

After an image is simulated, the first step of image registration is coarse alignment, which implies that both the simulated and experimental images are downsampled and quantized. The alignment step itself is actually an iterative procedure that takes patches of the experimental image that are highly correlated with and the same size as the simulation, and attempts to find one with zero translatie offset relative to the simulation. The translatie offset is computed using an efficient phase cross-correlation function from scikit-image [38], which finds a position of maximum correlation between the two images in the frequency domain (i.e. maximum correlation yields minimum translatie offset). In this step, it is assumed that two
atomic resolution images presented at the same scale with no translative offset between them, is a sufficient proxy for geometric consistency at the boundary of the simulation and experimental image. This is based on observation and holds for all cases presented in the results. If an experimental patch is found that satisfies the conditions of coarse alignment, a fine alignment step is applied to the simulation and experiment at native (higher) resolution. The purpose of this step is to search experimental patches in the local vicinity of the matching coordinates from coarse alignment, to find the higher resolution experimental patch with minimum translative offset. After the fine alignment step, the quality of the registration is assessed based on a custom objective function and the entire process is repeated for a new parameter set until the objective satisfies the convergence criteria set by the overall optimizer. Powell’s method [39] is the default optimizer for registration, but, in theory, any derivative-free optimization method included as part of SciPy [40] could be used with very minimal revision to the current setup.

With this, the goal of optimization is to find a set of parameters for the forward model, \( \theta \), that produce a simulated image that can be arranged inside the experimental image in such a way that minimizes the objective, referred to as the figure-of-merit (FOM):

\[
FOM(\theta) = \alpha d_{trans}(\theta) + \beta d_{sim}(\theta)
\]

(1)

where \( d_{trans}(\theta) \) is the translation offset computed during fine alignment, \( d_{sim}(\theta) \) is the similarity distance (the default is one minus the Structural Similarity Index Measure (SSIM) [41]), which quantifies the visual similarity between the simulation and experiment patch, and \( \alpha, \beta \) are weights chosen to balance importance of each criteria (\( \alpha = 0.1, \beta = 1 \) are default values). This FOM balances the importance of geometric consistency across the boundary of the simulated image, \( d_{trans} \) (i.e. the atomic columns at the boundaries of the simulation are the same size, shape, and have the same orientation as the experimental

---

**Figure 2. Figure-of-merit (FOM) score and fit-to-experiment.** The sequence of images illustrates how the FOM values are indicative of the fit-to-experiment (with the default \( \alpha = 0.1, \beta = 1 \) weights). **(a)** For FOM values \( >1 \), there is often significant translative offset with respect to the simulation/experiment boundary (\( d_{trans} \)) since the \( d_{sim} \) contribution is bounded on the interval \([0,1]\). In this case it is due to a scaling discrepancy. **(b)** For FOM values between 0.5 and 1, usually one or both grains in the simulated image begin to align with the respective bulk regions in the experiment, however, the positioning of the simulated interface relative to the interface in the experimental image is often unsuitable. In this case the simulated interface it is one row off. **(c)** For FOM values \( < 0.5 \), translative offset is increasingly rare, and the geometric fit appears better optimized. **(d)** For very low FOM values \( < 0.2 \), the matching between the actual simulated and experimental image content is usually impressive (i.e. size of the atomic columns and the amount of blur match are better optimized).
columns they are replacing), and image content consistency within the boundaries of the simulated image $d_{\text{sim}}(\theta)$ (i.e. the shapes and relative intensities are aligned and self-consistent across images). With the default weights and the default SSIM similarity for $d_{\text{sim}}(\theta)$, we find the following approximate interpretation of the FOM values to hold for many of the samples observed: for FOM $\geq 1$, a significant translative offset with respect to the simulation/experiment boundary exists, usually due to scaling discrepancies or local distortions; for $1 > \text{FOM} \geq 0.5$, smaller translative offsets, if any, remain (typically, at least one of the bulk regions is well aligned with its respective experimental counterpart); for $\text{FOM} < 0.5$, translative offset is increasingly rare, and the similarities between simulation and experiment image content is often noticeable. The solutions with FOM values $< 0.2$ represent the highest quality matches. In some cases, values this low are not attainable as much of this is influenced by the quality of the initial experimental input and level of structural disorder in the images sample. These observations are summarized in Figure 2.

We note that if an experimental image is exceptionally clear and the interface can be obtained by a simple geometric combination of the grains, the resulting structure potentially matches across all portions of the image (i.e., both bulk regions and the interface). However, this is often not the case, and further local structure operations are needed to match the geometry of the interface more precisely. Moreover, a truly accurate representation of sample depth would involve further comparison with multislice simulations. Therefore, the process of obtaining these ingrained structures is considered an approximation or initial step, as opposed to exact structure determination.

Output. While the optimization proceeds, the default setting is for the current parameter set and FOM score to print to screen (and is also recorded in a progress.out file so that specific iterations can be revisited). An example of the optimization progress information provided is included in the following snippet:

**Iteration 1:**
- **pix_size** (Å) : 0.125
- **interface width** (Å) : 0.0
- **defocus** (Å) : 1.0
- **(x, y) shear** (frac) : (0.0, 0.0)
- **(x, y) stretch** (frac) : (0.0, 0.0)
- **img_size** (pixels) : (285, 171)
- ☑ FOM : 0.6228565824012005

**Iteration 2:**
Warning – Solution contains significant translative offset (dtrans = 8)
- **pix_size** (Å) : 0.4
- **interface width** (Å) : 0.0
- **defocus** (Å) : 1.0
- **(x, y) shear** (frac) : (0.0, 0.0)
- **(x, y) stretch** (frac) : (0.0, 0.0)
- **img_size** (pixels) : (129, 129)
- ☑ FOM : 2.186105511593367

At the end of the optimization, both the structure whose image was simulated, and the parameters used to fuse the images together are accessible. These parameters are valuable because they codify the transformation needed to go from an atomic structure to a simulated image, that now has an explicit association to the experimental image. In the next sections, we highlight applications involving structure and simulation/experiment correspondence output from ingrained. Further tools are included as part of the main repository that allow users to create videos from selected iterations recorded in progress.out
Methods

The following examples showcase the capabilities of ingrained as both a tool for finding useful approximations of the structures in experimental imaging (for grain boundary and interfaces in particular), as well as for the development of experimentally-rationalized forward models in materials imaging. The case presented for forward model development involves STM simulation.

Case #1: Coherent and incoherent grain boundaries in CdTe

In this first example, we show one of the more straightforward structure initializations: a coherent \(\{111\}\) twin boundary in cadmium telluride (CdTe). The configuration file specifies a viewing direction along \(<110>\) and zinc-blende “F-43m” to form the bulk (to distinguish it from wurtzite and other less common metastable phases included in the MP database). In general, twin boundaries are extremely common in crystalline materials, and often form readily in response to thermal stress or applied deformation [42]. Figure 3a illustrates the resulting structure alongside both the final fused image and the interface comparison that results from the optimized fit-to-experiment. Because the crystals share a common plane of lattice points and mirror each other on either side of the interface, the resulting structure requires no strain to achieve coincidence along the width or depth and matches all portions of the image. For this reason, both the overall FOM and \(d_{\text{sim}}\) values for the interfaces are particularly low (e.g., < 0.20).

In the second example, we again use zinc-blende CdTe viewed along the \(<110>\) direction, but since the interface is now incoherent, the outer lattice must be strained along the width to create a structure that
is both computationally useful (in context of energetic calculations) but still fully periodic. Here, the magnitude of the strain is ~ 1%. Fortunately, since the viewing direction is common and the compound identical for both grains, like the twin boundary, this structure can also be constructed without strain along the depth. By observing diffraction patterns of the bulk crystalline regions, the misorientation angle between the crystals is measured at 82 degrees and is used to specify the tilt of the top in relation to the bottom. Figure 3b highlights a remarkable fit between simulation and experiment at the conclusion of image fusion, notwithstanding the unresolved structural details of the experimental interface. Guo et al. [43] use this initial structure to explore the role of Se and Cl segregation in the reduction of midgap states in CdSeTe, and even after DFT relaxation is used to further optimize the interface, the initial correspondence established by ingrained is still applicable.

**Case #2: Interphase interfaces and grain boundaries with significant localized strain**

In the previous CdTe examples, both crystalline grains were identical, and except for the presence of in-plane tilt in the incoherent case, this greatly simplified construction of the periodic over lattice. The collection of results in Figure 4a demonstrates how ingrained can be used to confirm the geometric compatibility of a specific boride precipitate/Ni matrix interface in an experimentally observed structure [44], where lattice mismatch must be resolved along both the width and depth dimensions. A M₃B₂-type precipitate/Ni interface (where “M” a transition metal element i.e. Cr, W, Mo, etc.) can be constructed from the tetragonal (P₄/mbm) Mo₃B₂ structure available in the Materials Project database. The specific structure
tested in Figure 4a is the interface between (010) Mo$_3$B$_2$ and (1-30) Ni (viewed along <001> in each respective crystal). The ability to programatically test geometric compatibility between different crystal phase in context of an experimentally observed structure is particularly useful for studies investigating complex interphase interfaces. Despite an excellent geometric fit (FOM = 0.262), one can observe that the light-heavy pattern of column intensities in the experimental image, is not well-reproduced in the simulation. This suggests that the Mo$_3$B$_2$ structure, though a good candidate from the perspective of geometric compatibility, is likely not consistent with the chemistry of the structure observed. It is possible that these intensity discrepancies would be resolved with higher accuracy multislice simulations, or perhaps this suggests that the sample has mixed cations in the M-site. Once a structure is suggested by ingrained, sampling of different cation orderings can be performed on the structure, which do not affect the overall alignment.

The final collection of results, illustrated in Figure 4b, is based on a HAADF STEM image of a low-angle grain boundary in a thin Si nanowire [45]. Notice a significant amount of localized strain, blurring at the interface, and the reduced spatial resolution and signal levels (compared with some of the experimental images presented in the previous examples). Image registration, as implemented, only accounts for rigid affine transformation between the simulation and experiment. Therefore, a coarse association between simulation and experiment can still be made, but only to the extent that a rigid transformation applied to simulation can capture some these distinctly localized distortions. In the case of the Si nanowire in Figure 4b, the overall fit is perhaps adequate given the conditions, however, the similarity distance at the interface is unsurprisingly high ($d_{sim} = 0.724$). Though further local structure manipulations and energetic calculations are necessary to better capture the non-rigid characteristics observed particularly around the interface, this does not diminish the value of having a decent approximate structure on which to base further analysis of the observed system.

Figure 5. | Confirmation of Cu$_2$O (111) surface with ingrained STM mode. A high resolution STM image showing a pristine Cu$_2$O (111) surface is used as the experimental input to the ingrained framework. A DFT calculation for the proposed candidate structure, in the center, is used to create a simulated image of the surface, and ingrained confirms that the proposed structure is in fact consistent with experimental image, as described in [11].
Case #3: STM mode and simulation parameter optimization for Cu$_2$O (111)

In the previous structure initialization cases, the registration of the HAADF STEM simulation to experiment was used to verify the geometry of a plausible bicrystal structure, much of which was decided by the selection of the specific grain chemistries, orientations, and tilt outside of the ingrained optimization. Updates to the forward modelling parameters had minimal effect on the geometric appearance of the imaged structure. This is because the observed intensity peaks were always consistent with the presence of an atomic column in the atomistic structure, and the image formation parameters only really served to adjust the height and width of those peaks. This was the assumption when convolution imaging was basis of the forward model. For other imaging modalities, the observed intensity is not always consistent with the presence of an explicit atomic column at that site, and what is visible instead complicates the interpretation of the intensities in the image. For example, artifacts such as halos, and shade-off, commonly observed in phase contrast microscopy, complicate edge interpretation in that the appearance of an edge in the image does not necessarily mean that a true object edge exists at that location [46]. In these instances, a simulated fit-to-experiment is necessary for rationalizing the image output of the forward model.

In this example, we examined STM images of a pristine Cu$_2$O(111) surface and proposed structure variants from Zhang et al. [11]. Using ingrained in combination with the DFT calculated partial charge densities, we were able to confirm that the atomic structure of the pristine (111) surface of a Cu$_2$O bulk crystal was consistent with experimental image. The partial charge densities (PARCHG) near the Fermi level of a surface slab can be obtained through DFT calculations using widely used VASP code. Figure 5 shows the experimental image, proposed structure, and the final image fusion with the optimized imaging parameters. The parameterized fit between simulation and experiment is similar to what was outlined in Zhang et al. [11].

Case #4: STM mode drives materials discovery

The prior STM case provided validation of ingrained based on a known structure. When an initial structure is unknown, a multi-start approach, which implies that a variety of initial parameter configurations are tested on a population of candidate structures, can be used as means to filter out or focus in on certain structures of interest. In the case of STM, partial charge density information from several DFT calculations is the requisite “population” input, and the structures exhibiting the smallest
FOM values are interpreted as the most likely candidates. For example, Figure 6 depicts a progression of visual image improvements obtained through iteration of the *ingrained*, during the search for a hydrogenated borophene structure [30]. Among several candidate structures, the rectangular-2H model reported in the study, showed the lowest FOM which helped support its identification as the structure of rectangular borophane.

**Conclusion**

Formulating materials imaging simulations in such a way as to corroborate fundamental and nuanced aspects of experimental imaging is a critical challenge that must be addressed to fully harness the power of simulation and modeling in context of materials characterization. The *ingrained* framework presented here is a tool for atomic-resolution imaging that helps establish this simulated fit-to-experiment in an automated and robust way, using a coarse-to-fine image registration approach cast as an iterative optimization problem. Through examples of STEM images of grain boundaries and interfaces, and STM images of a surface, we showcase the power of *ingrained*, not only in its ability to forge an explicit association between simulation and experiment, but also in its versatility (i.e. numerous different imaging tasks can be improved with this approach). All the code for *ingrained* and the example cases explored in this work is available on GitHub. It is our hope that both computational researcher and microscopists alike will find practical use cases to add to the existing collection of examples outlined.
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