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Abstract
Recently, microRNAs (miRNAs) have emerged as central posttranscriptional regulators of gene expression. miRNAs regulate many key biological processes, including cell growth, death, development and differentiation. This discovery is challenging the central dogma of molecular biology. Genes are working together by forming cellular networks. It has become an emerging concept that miRNAs could intertwine with cellular networks to exert their function. Thus, it is essential to understand how miRNAs take part in cellular processes at a systems-level. In this review, I will first introduce basic knowledge of miRNAs and their relations to heart diseases and cancer, highlight recently discovered functions such as filtering out gene expression noise by miRNAs. I will also introduce basic concepts of cellular networks and interpret their biological meaning in such a way that the network concepts are digested in a biological context and are understandable for biologists. Finally, I will summarize the most recent progress in understanding of miRNA biology at a systems-level: the principles of miRNA regulation of the major cellular networks including signaling, metabolic, protein interaction and gene regulatory networks. A common miRNA regulatory principle is emerging: miRNAs preferentially regulated the genes that have high regulation complexity. In addition, miRNAs preferentially regulate positive regulatory motifs, highly connected scaffolds and the most network downstream components of cellular signaling networks, while miRNAs selectively regulate the genes which have specific network structural features on metabolic networks.
1.1 Introduction
According to the central dogma of molecular biology, RNAs are passive messengers and only take charge of transferring genetic information, or carrying out DNA instructions, or code, for protein production in cells. However, this central dogma is getting challenged by the recent findings that tiny fragments of noncoding RNA, typically ~22 nucleotides in length, namely microRNA (miRNA), are able to negatively regulate protein-coding genes by interfering with mRNA’s original instructions. Recent studies indicate that miRNAs have emerged as central posttranscriptional repressors of gene expression. miRNAs suppress gene expression via imperfect base pairing to the 3′ untranslated region (3′UTR) of target mRNAs, leading to repression of protein production or mRNA degradation (Bartel, 2004; Carthew, 2006; Valencia-Sanchez et al. 2006). These noncoding regulatory RNA molecules have been found in diverse plants, animals, some viruses and even algae species and it now seems likely that all multicellular eukaryotes, and perhaps some unicellular eukaryotes, utilize these RNAs to regulate gene expression.

Some researchers claimed that the human genome might encode more than 1,000 miRNAs (Bentwich et al. 2005), however, a recent sequencing survey of miRNA expression cross 26 distinct organ systems and cell types of human and rodents validated that only over 300 miRNAs are present in humans and/or rodents (Landgraf et al. 2007). Computational predictions indicate that thousands of genes could be targeted by miRNAs in mammals (John et al. 2004; Krek et al. 2005; Lewis et al. 2003; Rajewsky, 2006). Experimental analysis revealed that 100 to 200 target mRNAs are repressed and destabilized by a single miRNA (Krutzfeldt et al. 2005; Lim et al. 2005; Yu et al. 2007a). It is estimated that more than one third of human genes are potentially regulated by miRNAs. These findings suggest that miRNAs play an integral role in genome-wide regulation of gene expression.

miRNAs regulate many key biological processes, including cell growth, death, development and differentiation, by determining how and when genes turn on and off. Animals that fail to produce certain mature miRNAs are unable to survive or reproduce (Bernstein et al. 2003; Forstemann et al. 2005; Ketting et al. 2001; Wienholds et al. 2003; Cao et al. 2006; Plasterk, 2006; Shivdasani, 2006). Thus, a single, malfunctioning microRNA can be sufficient to cause cancer in mice (Costinean et al. 2006). These discoveries offer new insight into another layer of gene regulation and at the same time underscore the powerful role that these tiny snippets of non-coding RNA play in cells. These discoveries indicate that it is no longer the genes, or mRNAs themselves that held the most intrigue, but the miRNAs that influence their behavior and the result that such gene regulation process produces. Thus, miRNA has become an important force in biology.

In cells, genes are not isolated and do not independently perform a single task; instead, genes are grouped to collaborate and carry out some specific biological function. This collaborative effort of genes indicates that genes are working together in a cell, and we can formulate this conceptually depicting the various interactions as cellular networks. miRNAs can be regarded as regulators that regulate all kinds of cellular networks and can also be treated as network components that are involved in many cellular functions. Thus,
it is imperative to understand how miRNAs take part in cellular processes at a systems-level. In this review, I will first introduce basic knowledge of miRNAs, their biogenesis, functions, and relations to heart disease and cancer, and then introduce the basic concepts and biological meaning of cellular networks. Network concepts are borrowed from mathematics and graph theory, however, I will digest the concepts in a biological context and make them understandable for biologists. Finally, I will summarize the most recent progress in understanding of miRNA biology at a systems-level: the principles of miRNA regulation of the major cellular networks, including signaling, metabolic, protein interaction and gene regulatory networks.

1.1.1 miRNA biogenesis
miRNAs as posttranscriptional regulatory molecules were first discovered to regulate expression of partially complementary mRNAs in *Caenorhabditis elegans* (Lee et al. 1993; Wightman et al. 1993; Moss et al. 1997). miRNAs are encoded in either intergenic regions of genomes or within introns of known protein-coding genes. miRNAs are transcribed by RNA polymerase II as long precursor transcripts, which are called primary miRNAs (pri-miRNAs). The pri-miRNAs are capped and polyadenylated, and can reach several kilobases in length (Cullen, 2005; Kim, 2005). A single pri-miRNA might contain one, or up to several miRNAs. Several sequential steps of transcript processing are required to produce mature miRNAs from pri-miRNAs. In the nucleus, the microprocessor complex in which the major components are the RNase-III enzyme Drosha and its partner DGCR8/Pasha (Denli et al. 2004; Gregory et al. 2004; Landthaler et al. 2004), which are initially recognize pri-miRNAs and then excise the stem–loop hairpin structure that contains the miRNA, a 60–80 nucleotide intermediate known as precursor miRNA (pre-miRNA) with pri-miRNAs. Exportin-5, a nuclear export factor, recognizes and transports the pre-miRNAs to cytoplasm (Yi et al. 2003; Bohnsack et al. 2004; Lund et al. 2004). In the cytoplasm, Dicer, a second RNase-III enzyme, cleavages the pre-miRNAs to generate double-stranded 18–24 nucleotide-long RNA molecules – miRNAs (Bernstein et al. 2001; Grishok et al. 2001; Hutvagner et al. 2001; Ketting et al. 2001; Knight and Bass, 2001). RNA-induced silencing complex (RISC), the core component of which is the Argonaute protein (Kim, 2005), incorporates one of these two strands – the guide strand of miRNAs. Finally, the miRNA guides the RISC complex to the target mRNA to suppress gene expression via imperfect base pairing to the 3′UTR of target mRNAs, leading to repression of protein production and, in some cases, mRNA degradation (Bartel, 2004; Carthew, 2006; Valencia-Sanchez et al. 2006).

1.1.2 Biological functions of miRNAs

1.1.2.1 miRNA emerges as a central regulator for development
Several reports indicated that miRNAs repress a large set of targets so that the targets are expressed at low levels in the miRNA-expressing cells (Krutzfeldt et al. 2005; Lim et al. 2005; Yu et al. 2007a). This might offer a second layer of regulation to reinforce transcriptional controls at posttranscriptional level. A number of lines of evidence suggested that miRNAs are involved in regulating developmental processes. We conducted a genome-wide survey of transcription factor binding sites in the promoter regions of human genes and found that developmental genes are significantly regulated by more transcription factors (Cui et al. 2007a). Furthermore, we showed that the more
transcription factors a gene is regulated by, the more miRNAs that gene is regulated by (Cui et al. 2007a). Certain miRNAs have been suggested to be essential regulators for developmental programs (Giraldez et al. 2005). For instance, without miR-430, zebrafish embryos develop defects, which can be rescued and complemented by supplying miR-430 (Giraldez et al. 2005). Genes in this process by miR-430 seem to be direct miR-430 targets based on miRNA seed matches, are misregulated in the absence of miR-430 (Giraldez et al. 2006). Another example comes from the study of C. elegans miRNAs, lin-4 and let-7. Without lin-4, C. elegans is unable to make the transition from the first to the second larval stage due to a differentiation defect, which is caused by a failure to posttranscriptionally repress the lin-14 gene, which is the target gene of lin-4 (Lee et al. 1993; Weightman et al. 1993). Similarly, without let-7, a failure of larval-to-adult transition was observed (Reinhart et al. 2000). It is known that lin-41, hbl-1, daf-12 and the forkhead transcription factor pha-4 are the direct targets of let-7 during this transition (Abrahante et al. 2003; Grosshans et al. 2005; Slack et al. 2000).

1.1.2.2 miRNAs are involved in cell proliferation and apoptosis

miRNAs have been shown to regulate key genes for tumorigenesis and cancer progression, which coordinateally controls cell proliferation and apoptosis. For instance, miRNA let-7 promotes tumorigenesis by regulation KRAS and NRAS transcripts (Johnson et al. 2005). miRNAs are known to regulate pathways controlled by genes like p53, MYC and RAS. Furthermore, miR17-92 cluster has been shown to be able to act as a functional switch between cell proliferation and apoptosis.

1.1.2.3 miRNAs act as regulators for noise filtering and buffering

Eukaryotic cells are noisy environments in which transcription often occurs in a bursting manner, causing the number of mRNAs per cell to fluctuate significantly (Blake et al. 2006; Golding et al. 2005; Raj et al. 2006). Moreover, such fluctuations can propagate through the network, e.g., fluctuations in the level of an upstream transcription factor can significantly induce the expression fluctuations of downstream genes (Pedraza and van, 2005; Rosenfeld et al. 2005). In positive regulatory loops, noise or stochastic fluctuations of gene transcripts and protein molecules leads to randomly switching cell phenotypes in yeast, while a negative regulator adding in the positive regulatory loops often helps reducing such noise in biological systems and making a robust decision for cell development (Acar et al. 2005). Because miRNAs can tune target protein levels more rapidly at the posttranscriptional level, they might significantly shorten the response delay and, in turn, provide more effective noise buffering. The miRNA, miR-17 might play a role in preventing noise-driven transition from apoptosis to cell proliferation. c-Myc and E2F1 are known to reciprocally activate transcription of one another, establishing a positive feedback circuit (Fernandez et al. 2003; Leone et al. 1997). This architectural structure of the circuit makes it possible for miRNAs to support a shift from apoptosis toward proliferation by repressing E2F1. Expression of E2F1 promotes G1 to S phase progression by activating genes involved in cell cycle (Bracken et al. 2004). High expression of E2F1, however, is sufficient to induce apoptosis (Matsumura et al. 2003; Johnson et al. 1994a; Johnson et al. 1994b). In the absence of additional regulatory mechanisms, this circuit might be expected to overactivate E2F1, leading to apoptosis. When c-Myc simultaneously activates E2F1 transcription and miR17-92 cluster, which in
turn negatively regulates E2F1. This might promote a proliferative signal but not a apoptotic signal. Another example is the fly miR-9a, which is suggested to set up a ‘threshold’ for signals in a positive feedback loop, so that it can filter out noise (Li et al. 2006). Without miR-9a, flies produce extra sense organs (Li et al. 2006). During fly sensory organ development, a fly gene, senseless expression is activated by proneural proteins and feedbacks positively to reinforce proneural gene expression. If senseless, the target of miR-9a, is highly expressed, the defects mentioned above occur. miR-9a has been suggested to set a threshold that senseless expression has to overcome to induce the normal developmental program. In agreement with these findings, we found that cross-species expression divergences of miRNA target genes are significantly smaller than those of other genes (Cui et al. 2007b). Similar observations have been found between human and chimpanzee, between human and mouse, Drosophila species, and D. melanogaster and D. simulans (Cui et al. 2007b). These results suggest that miRNAs might provide a genetic buffer to constrain gene expression divergence. We showed that miRNAs preferentially regulate positive regulatory loops (Cui et al. 2006). It is possible that miRNAs serve to buffer stochastically fluctuating expression of genes in positive regulatory loop, in turn, provide a common mechanism in buffering gene expression noise. Buffering by miRNAs decreases the detrimental effects of errors in gene regulation. miRNA buffering might also provide a way for silence-accumulating mutations without being subjected to selective forces and thus might contribute to evolvability.

1.1.2.4 miRNAs might contribute to maintaining tissue identity
We conducted a genome-wide analysis of the expression profiles of mRNA targets in human, mouse and Drosophila (Yu et al. 2007a). We found that the expression levels of miRNA targets are significantly lower in all mouse mature tissues and Drosophila later life stages than in the embryos. These results indicate that miRNAs might play roles in determining the timing of tissue differentiation during larva period of Drosophila development and maintaining the tissue identity during the adulthood.

1.1.3 miRNAs in human disease
1.1.3.1 miRNAs and heart diseases
Loss- or gain-of-function of specific miRNAs appears to be a key event in the genesis of many diverse diseases. Recently, an interesting question how miRNAs influence heart development and disease has been addressed. Four recent papers highlighted the role of miRNAs in the heart. These reports showed that miRNAs are essential for heart development and regulating the expression of genes which take part in cardiac function in vivo: the conductance of electrical signals, heart muscle contraction, and heart growth and morphogenesis.

Yang et al. reported a function for miR-1 in heart conductivity. miR-1 levels were positively correlated with coronary artery disease and rats after cardiac infarction (Yang et al. 2007). Loss-of-function of miR-1 prevented heart arrhythmia, whereas miR-1 overexpression caused heart arrhythmia in normal and infarcted hearts. They further showed that both gain- and loss-of-function of miR-1 affect conductivity through affecting potassium channels. These results suggest that miR-1 has a prominent effect on
the development of cardiac arrhythmia, irregular electrical activity in the heart. In a separate study, Zhao et al. also focused on miR-1 study by creating mice that are deficient in a muscle-specific miRNA, miR-1-2 (Zhao et al. 2007). They showed that the miRNA deficient embryos have cardiac failure and a variety of developmental defects, including pericardial edema and underdevelopment of the ventricular myocardium, increasing in cardiomyocyte proliferation and electrophysiological defects, reducing heart rate and prolonging ventricular depolarization. Interestingly, these phenotypes are similar to the defects during heart development in zebrafish embryos, when miRNAs are non-functional (Giraldez et al. 2005). Both studies identify miR-1 targets that might, at least in part, account for the manifestation of the associated diseases.

In another study, Care et al. found that the muscle-specific miR-133 is a negative regulator of cardiac hypertrophy which is an essential adaptive physiological response to mechanical and hormonal stress and heart size (Care et al. 2007). To understand the molecular mechanism by which miR-133 controls heart size, they showed that Rhoa, Cdc42 and Whsc2 are the direct targets of miR-133. Moreover, van Rooij and colleagues found that the heart-specific miRNA miR-208 also modulates the genes that are controlling the hypertrophic response (van Rooij et al. 2007). The main function of miR-208 seems to be mediating the switch from expression of the heavy chain of α-myosin to that of β-myosin during stress or thyroid-hormone-induced cardiac growth (van Rooij et al. 2007). These results suggest that miR-208 is an important regulator for cardiac growth and gene expression in response to stress and hypothyroidism.

Taken together, it seems clear that miRNAs have an important role in regulating gene expression in the heart. These studies indicate that miRNAs are important during heart development and adult cardiac physiology, and modulate a diverse spectrum of cardiovascular functions in vivo. These findings revealed a level of molecular control of heart physiology that is beyond the well-accepted regulatory role of signaling and transcription factor complexes in the heart. Furthermore, these studies also have implications for understanding complex pathways, e.g., interactions between miRNAs, cell signaling and transcription factors, involved in heart diseases, and lead to potential opportunities in manipulating miRNAs as therapeutic targets.

1.1.3.2 miRNAs and cancer

Human cancer studies are always the hotspots in life science research. Much progress in miRNAs and cancer has been made significantly in the past few years. Genome-wide studies of miRNA expression profiling showed that miRNA expression levels are altered in primary human tumors (Calin et al. 2004; Lu et al. 2005). Significant signatures of miRNA expression profiles can be linked to various types of tumors, suggesting that miRNA profiling has diagnostic and perhaps prognostic potential (Lu et al. 2005; Calin and Croce, 2006). Certain miRNAs could be tumor suppressors, because loss of these miRNAs is often associated with cancers. miR-15a and miR-16-1 genes are deleted in most cases of chronic lymphocytic leukemia (Calin et al. 2004). Loss of miRNA let-7 in lung tumors correlates with high RAS protein expression, suggesting that let-7 promote tumorigenesis by regulation popular oncogenes, KRAS and NRAS transcripts (Johnson et al. 2005). miR-372 and miR-373 have been shown to be able to overcome oncogenic
Ras-mediated arrest and, therefore, induced tumorigenesis (Voorhoeve et al. 2006). miR-21 was demonstrated to be consistently upregulated in human glioblastoma tumor tissues, primary tumor cultures and established glioblastoma cell lines relative to normal fetal and adult brain tissue (Chan et al. 2005). Knockdown of miR-21 in glioblastoma cell lines lead to activation of caspases and a corresponding induction of apoptotic cell death. Furthermore, two recent studies have placed miR-24 family into the p53 tumor suppressor network. miR-24, regulating apoptosis and cell proliferation, has become an essential component of the p53 network (He et al. 2007; Raver-Shapira et al. 2007), which is closely associated with cancer.

1.1.3.3 Single-nucleotide polymorphisms (SNPs) of miRNA binding sites and human diseases

Chen and Rajewsky used human SNP genotype data (25,000 SNPs) generated in the HapMap and Perlegen projects and mapped onto the 3'-UTR regions of human gene transcripts (Chen and Rajewsky, 2006). They uncovered that SNP density in conserved miRNA sites was lower than in conserved control sites. These results indicate that a large class of computationally predicted conserved miRNA target sites is under significant negative selection. Similarly, we showed the same trend when mining NCBI’s dbSNP database (Yu et al. 2007b). These results have implications that SNPs located at miRNA-binding sites are likely to affect the expression of the miRNA target and might contribute to the susceptibility of humans to common diseases. Indeed, naturally occurring polymorphisms in miRNA binding sites have been documented in Tourette’s syndrome in humans and muscularity in sheep. (Abelson et al. 2005; Clop et al. 2006)

Motivated by this concept, we explored the effects of miRNA-binding SNPs on cancer susceptibility by genome-wide analyzing the data deposited in NCBI’s dbSNP database and human dbEST database (Yu et al. 2007b). Interestingly, we found that the frequencies of the minor alleles (non-target alleles) of the miRNA-binding SNPs are extremely lower. Furthermore, we showed that the average expression level of the non-target alleles of miRNA-binding SNPs is significantly higher than that of the target alleles. Moreover, we identified a set of potential candidates for miRNA-binding SNPs with an aberrant allele frequency present in the human cancer EST database. Finally, we experimentally validated them by sequencing clinical tumor samples.

Although the miRNA inducing disease studies are still in their infancy, miRNAs are known to regulate pathways controlled by genes like p53, MYC and RAS. These findings emphasize the need to integrate the study of miRNA expression and function into other cellular processes such as signaling, gene regulation, and others in order to achieve a complete understanding of this group of disorders. Unraveling miRNA regulatory circuits, even miRNA regulation of cellular networks that are involved in disease development, is challenging, but is essential to gain a comprehensive understanding of the molecular mechanisms of the diseases. Luckily, there have been recent developments in technologies such as microarray and systemic delivery of small RNA systems that allow high-throughput studies the function of miRNAs (Soutschek et al. 2004; Krutzfeldt et al. 2005). These approaches provide promise for understanding miRNA function at
systems-level and eventually developing therapeutic strategies based on miRNA overexpression or inhibition.

1.2 Basic network concepts and their biological meanings
1.2.1 Biological functions and activities are encoded in cellular networks
Traditionally scientists treat cellular events in the view of biological pathways such as signaling pathways and metabolic pathways, study one pathway at a time and then try to compile information from a few pathways together to understand what is going on inside cells. However, enzymes and other proteins, which make up one individual pathway, rarely operate in isolation but “cross-talk” with another pathway’s enzymes/proteins to process metabolic flows and signal information. Currently, it is believed that in the cell, no gene is one island. Biological functions are performed by groups of genes which form interdependent interactions and complex cellular networks such as signaling networks, gene regulatory networks and metabolic networks. The biological complexity encoded in cellular networks has become the core of systems biology (Wang et al. 2007). Therefore, a network view, or a systems-level view of cellular events emerges as an important concept.

For a long time, scientists have investigated one gene or one pathway at a time. In ‘omics’ era, various high-throughput approaches such as genome sequencing technology, microarray technology and proteomic characterization of proteins and complexes have allowed us to gathering vast amounts of data to construct cellular networks. These efforts provide an opportunity to investigate cellular processes at a global level, therefore, it is essential to develop systematic methods for analyzing cellular networks as well as understanding their properties in a biological context. In the past few years, significant progress has been made for the identification and interpretation of the structural properties of cellular networks. This information has shed light on how such properties might reflect the biological meanings and behaviors of cellular networks (Babu et al. 2004; Barabasi and Oltvai, 2004).

1.2.2 Types and categories of cellular networks
Four types of cellular networks have been found in cells: protein interaction networks, metabolic networks, gene regulatory networks and signaling networks, which can be further classified into two categories. Protein interaction networks encode the information of proteins and their physical interactions. Protein interaction information in the network ranges from basic cellular machinery such as protein complexes for DNA synthesis, metabolic enzyme complexes, transcription factor complexes, to protein complexes involved in cellular signaling. Simply put, a genome-wide protein interaction network encodes all the protein interaction information cross all biological processes in a cell. A gene regulatory network describes regulatory relationships between transcription factors and the protein-coding genes. Similar to protein interaction networks, a gene regulatory network encodes the gene regulatory information for all biological processes and activities in a cell. Therefore, I have classified protein interaction networks and gene regulatory networks into the first category: general network. The second category of networks identified is: cellular specific network, which encompasses metabolic networks and signaling networks, describing specific cellular activities. A cellular metabolic
network collects all the metabolic reactions and metabolic flows, while a signaling network encodes signal information flows and biochemical reactions for signal transductions. Traditionally, both types of information are presented using pathways, e.g., metabolic pathways and signaling pathways. In metabolic network, metabolic pathways are intertwined so that metabolic flows are transferable across different pathways. Certain metabolites can be shared and used by many different pathways, while certain end-product metabolites are able to be produced via bypassing one or several pathways. Signaling networks illustrate inter- and intracellular communications and information processing between signaling proteins. In fact, pathway concept gets fuzzy and many pathways lose their identities in networks (Spirin et al. 2006; Patil and Nielsen, 2005).

1.2.3 The structures of cellular networks are ‘scale-free’
Cellular networks can be presented as either directed or undirected graphs. Usually in these networks, nodes represent proteins or genes and the links represent the physical interactions between proteins, gene regulatory relationships, or activation/inactivation signaling reaction relationships. Notably, signaling networks contain the most complicated relationships between proteins, e.g., nodes might represent different functional proteins such as kinases, growth factors, ligands, receptors, adaptors, scaffolds, transcription factors and so on, which all have different biochemical functions and are involved in many different types of biochemical reactions that characterize a specific signal transduction machinery.

One common structural property of cellular networks and other real-world networks is their ‘scale-free’ topology. In a scale-free network, a small number of nodes act as highly connected hubs, whereas most nodes have only a few links. For example, a map describing the air transportation in the United States is a network, in which only a few big airports (hubs) in big cities such as Boston, New York, Chicago and Los Angles have many air routes (links) to other airports, while many small airports just have a few air routes to the nearby big airports. This common structural feature encodes a special property of these networks: they are robust but also very vulnerable to failure and attack (Barabasi and Albert, 1999; Barabasi and Oltvai, 2004). In a scale-free network, random removal of a substantial fraction of the low-linked nodes will make little damage on the network’s connectivity, however, targeted removal of the hub nodes will easily disconnect and destroy the network completely, as illustrated by the air transportation map. Disabling big airports (hubs) will wreak havoc in many ways, while damaging a few small airports will have little or no effect on overall air transportation. These features are common in cellular networks too (see next section).

1.2.4 Biological insights of hubs in cellular networks
In gene regulatory networks, hub genes are global transcription factors which govern a large number of genes in response to internal and external signals. Indeed, hub transcription factors do control a large spectrum of biological processes through integrative analysis of the yeast gene regulatory network with gene microarray profiles of many different cellular conditions (Luscombe et al. 2004). We showed that hub transcription factors have significantly faster decay rates than non-hub transcription factors in Escherichia coli gene regulatory network (Wang and Purisima, 2005). The
similar results were observed in yeast recently (Batada et al. 2006). These results suggest that hub transcription factors facilitate a rapid response of the network to external stimuli (Wang and Purisima, 2005). In protein interaction networks, hub proteins take part in many biological processes. Furthermore, hub proteins might be more important for an organism’s survival. Removal of hub proteins from an organism would have a much broader effect on the organism than non-hub proteins. Indeed, hub proteins have central positions in cellular networks and are more essential for the organism’s survival than other proteins (Babu et al. 2004; Jeong et al. 2001; Wuchty et al. 2006; Wuchty et al. 2003; Calvano et al. 2005). Therefore, the structure of cellular networks not only sheds light on the complex cellular mechanisms and processes, but also gives insight into evolutionary aspects of the proteins involved. Hub proteins are more evolutionarily conserved than non-hub proteins (Saeeda and Deane, 2006). One explanation of these phenomena is that hub proteins are subject to selection pressure and constraints, due to their involvements in many biological processes and their multiple interacting protein partners.

In signaling networks, hub proteins are the most usable protein by multiple signaling pathways. They become information exchanging and processing centers of the network. Normally hub proteins are conserved across animals. In signaling networks, certain hub proteins display core genetic buffering properties (Lehner et al. 2006). Similar to signaling networks, hub enzymes are shared by many metabolic pathways. They become the center for metabolic flow exchanging. Generally speaking, in specific cellular networks (singling network and metabolic network), hubs are communication centers for exchanging information, e.g., signal information and metabolic flows, while hubs in general networks (gene regulatory networks and protein interaction networks) are central players involving in broadly biochemical and/or genetic events, e.g., interactions and gene regulations.

1.2.5 Network motifs, themes and modules
A group of genes/proteins in a cellular network are able to collaborate to perform certain biological task. We can regard this group of genes as a functional module. Therefore, a complex signaling network can be broken down into distinct regulatory patterns, or network motifs, typically comprised of three to four interacting components capable of signal processing (Babu et al. 2004; Barabasi and Oltvai, 2004). Network motifs are the smallest functional modules in networks. Network motifs are the statistically significant recurring structural patterns or small subgraphs or sub-networks that are found more often in a real network than would be expected by chance (Shen-Orr et al. 2002). In fact, for a long time, these motifs have been known as gene regulatory loops in biology. In gene regulatory networks, three major motifs are found in gene regulatory networks: Single Input Module (SIM), bi-fan and Feedforward Loop (FFL).

It is believed that network motifs have been evolutionarily selected (Conant and Wagner, 2003). In general, positive feedback loops lean to emergent network properties such as ultrasensitivity, bistability and switch-like behavior, while negative feedback loops perform adaptation, desensitization, and preservation of homeostasis (Dekel et al. 2005; Ferrell, 2002; Balazsi et al. 2005; Dekel et al. 2005; Ferrell, Jr., 2002; Luscombe et al. 2004). Another design principle of these motifs is that the transcription factors whose
mRNAs have fast decay rates are significantly enriched in these motifs, suggesting that motif structures encode a regulatory behavior: network motifs are able to rapidly respond to internal and external stimuli and decrease cell internal noise (Wang and Purisima, 2005). Both theoretical and experimental studies have shown that network motifs bear distinct regulatory functions and particular kinetic properties that determine the temporal program of gene expression (Mangan et al. 2003). Therefore, the frequencies and types of network motifs with which cells use reveal the regulatory strategies that are selected in different cellular conditions (Balazsi et al. 2005; Kalir, 2001; Wang and Purisima, 2005). For example, FFLs are buffers that respond only to persistent input signals (Mangan and Alon, 2003), which makes them well-suited for responding to endogenous conditions, while the motifs whose key regulator’s transcripts have a fast mRNA decay rate are preferentially used for responding to exogenous conditions (Wang and Purisima, 2005). In signaling networks, network motifs such as switches (Bhalla et al. 2002), gates (Ma’ayan et al. 2005; Blitzer et al. 1998), and positive or negative feedback loops provide specific regulatory capacities in decoding signal strength, processing information and controlling noise (Dublanche et al. 2006).

Network motifs are not isolated in networks, but form large aggregated structures, called network themes that perform specific functions by forming collaborations between a large number of motifs (Zhang et al. 2005). A higher level of aggregation of network themes can be regarded as network modules.

1.3 Principles of miRNA regulation of cellular networks
It is currently estimated that miRNAs account for ~ 1% of predicted genes in higher eukaryotic genomes and that up to 10%-30% of genes might be regulated by miRNAs. miRNAs have been shown to have biological functions in many aspects. miRNA targets range from signaling proteins, metabolic enzymes, transcription factors and so on. The diversity and abundance of miRNA targets offer an enormous level of combinatorial possibilities and suggest that miRNAs and their targets appear to form a complex regulatory network intertwined with other cellular networks such as signal transduction networks, metabolic networks, gene regulatory networks and protein interaction networks. It is reasonable to think that miRNAs exert their functions through regulating cellular networks. However, it is unclear how miRNAs orchestrate their regulation of cellular networks and how regulation of these networks might contribute to the biological functions of miRNAs. We have addressed these questions by analyzing the interactions between miRNAs and the major cellular networks in cells. Because many miRNAs are highly conserved, their functions should be advantageous (Pasquinelli et al. 2000; Lagos-Quintana et al. 2001; Lagos-Quintana et al. 2003). Therefore, the principles of miRNA regulation in one organism could be transferable into other closely related organisms.

1.3.1 miRNA regulation of cellular signaling networks
1.3.1.1 Signaling networks and computational analysis
Specific signaling pathways deploy many different proteins, however, pathways often “talk” each other. This so called “cross-talk” between pathways has been systematically investigated, and an unexpected high numbers of cross-talk events between signaling pathways have been discovered (Lehner et al. 2006; Wang et al. 2007). These studies
confirmed that signaling pathways form a complex network to process information (Wang et al. 2007). Cellular signaling networks encode inter- and intracellular communications and information processes between signaling proteins. The components of cellular signaling networks, mainly composed of proteins, are activated or inhibited in response to specific input stimuli and, in turn, serve as stimuli for further downstream proteins. Cellular signaling network is the primary complex cellular system to responding stimuli, signals and messages from other cells and environment. Once a cell receives signals, it processes the information, e.g., signal amplification and noise filtration, and finally the signals reach to transcription factors so that the signaling network triggers the responses of gene regulatory networks. Therefore, a signaling network is the most important complex system in processing the early extra- and intra-cellular signals in a cell. Cells use signaling networks, as a sophisticated communication system, to perform a series of tasks such as growth and maintenance, cell survival, apoptosis and development.

Biochemical signaling events, such as phosphorylation, acetylation, ubiquitylation, proteolytic cleavage, and so on are known to have mechanisms of activating or inactivating signaling proteins. Errors in signal transduction can lead to altered development and incorrect behavioral decisions which could result in abnormal end points of development. The relationships of signaling proteins are thought to be critical in determining cell behavior and maintaining cellular homeostasis, therefore, mis-regulation in the expression of genes and their regulators will be reflected on these cellular signaling networks which in turn lead to abnormal end points of development such as cancer and other diseases. miRNAs are posttranscriptional regulators, it is reasonable to think that miRNAs have great potential to regulate signaling networks.

Signaling networks are presented as graphs containing both directed and undirected links. In the networks nodes represent proteins, directed links represent activation or inactivation relationships between proteins, while undirected links represent simply physical interactions between proteins. Comparing to other types of cellular networks, signaling networks are far more complex in terms of the relationships between proteins (Wang et al. 2007).

Network-structural analysis of cellular signaling networks has been limited by the lack of comprehensive datasets for signaling networks. In the past few decades, enormous efforts have been made to study signaling pathways and generated lots of signaling information, especially in mammalian genomes. However, this historically generated information is scattered in literature. Recently, different researchers began to manually curate signaling information and organized them as signaling pathways such as EGFR signaling network and BioCarta signaling pathway database (http://www.biocarta.com/) (Oda and Kitano, 2006; Oda et al. 2005) or signaling networks (Awan et al. 2007; Ma'ayan et al. 2005). Other researchers used high-throughput technologies to fish new signaling proteins and their interactions based on large-scale experimental studies of protein interactions or genetic interactions between known signaling proteins and other proteins in genome (Barrios-Rodiles et al. 2005; Lehner et al. 2006). All these efforts offer new possibilities to analyze large and complex cellular signaling networks using the graph and network theory mentioned above.
So far only a few studies have been conducted for large-scale structural analysis of cellular signaling networks. In 2005, the first network-structural analysis of a literature-mined human cellular signaling network containing ~500 proteins was conducted, and showed that signaling pathways are intertwined in order to manage the numerous cell behavior outputs (Ma'ayan et al. 2005). This work provides a framework for our understanding of how signaling information is processed in cells. In 2006, we conducted an analysis of miRNA regulation of the human signaling network using the same dataset (Cui et al. 2006). In 2007, we collected more signaling information and extended the signaling proteins and their relations to the human signaling network. As a result, the new human signaling network contains more than 1,100 signaling proteins (Awan et al. 2007). Subsequent analysis of cancer-associated genes and cell mobility genes on the signaling network reveals the patterns of oncogenic regulation during tumorigenesis and finding oncogenic hotspots on the human signaling network (Awan et al. 2007). Notably, different regulatory patterns of oncogenic and cell mobility genes on the human signaling network have been observed (Awan et al. 2007). More recently, we further extended the human signaling network to contain more than 1,600 signaling proteins. Our efforts for curating signaling information include recording gene/protein names, molecular types (e.g., growth factor, ligand, adaptor, scaffold and so on), biochemical reactions (e.g., phosphorylation, acetylation, ubiquitylation and so on), and interaction types (e.g., activation, inhibition and simply physical interactions of proteins), cellular locations of the proteins and so on. These data are freely available on our website: http://www.bri.nrc.ca/wang/. We further conducted an integrative analysis of cancer casually implicated genetic and epigenetic alterations onto the human signaling network compiled from this more comprehensive dataset. Our analysis revealed where the oncogenic stimuli are embedded in the network architecture and illustrated the principles of triggering oncogenic signaling events by genetic and epigenetic alterations, furthermore, we extracted a human cancer signaling map and showed that different parts/regions of the cancer signaling map are required to coopt during tumorigenesis (Cui et al. 2007c). Using the same network, we performed a comprehensive analysis of the signaling network in an evolutionary context and underscored new insights into the evolution of cellular signaling networks (Cui et al. manuscript submitted). Collectively, these efforts indicate that integrative analysis of signaling networks with other datasets would highlight new insights into signaling mechanisms in different biological aspects, e.g., principles of miRNA regulation of signaling networks, cancer development/progression and evolution.

1.3.1.2 Strategies of miRNA regulation of cellular signaling networks
As miRNAs are able to directly and specifically knock down protein expression, we hypothesized that miRNAs might play an important role in the regulation of the strength and specificity of cellular signaling networks through directly controlling the concentration of network components (proteins) at post-transcriptional and translational levels. We took genome-wide computationally predicted miRNA target genes from two recent studies (Krek et al. 2005; Lewis et al. 2005) and then mapped all the overlapped miRNA targets onto the human signaling network proteins to conduct an network-
structural analysis. This analysis revealed several strategies of miRNA regulation of signaling networks (Cui et al. 2006).

We found that miRNAs more frequently target signaling proteins than others, e.g., 29.4% vs 17% of the network proteins and the total genes in human genome are miRNA targets. This discovery implies that miRNAs might play a relatively more important role in regulating signaling networks than in other cellular processes. Normally, in signaling networks, cellular signal information flow initiates from extra-cellular space, a ligand binds to a cellular membrane receptor to start the signal, which is then transmitted by intracellular signaling components in cytosol and finally reaches the signaling components in the nucleus. We found that the fraction of miRNA targets increases with the signal information flow from the upstream to the downstream, e.g., from ligands, cell surface receptors, intracellular signaling proteins to nuclear proteins (Figure 1).

Figure 1. Distribution of miRNA targets in a human signaling network at different signaling stages. Signaling proteins are divided into four groups, e.g. ligands, cell surface receptors, intracellular central signaling proteins and nuclear proteins, according to their cellular locations in the signaling pathways. miRNA targets were mapped onto each group. miRNA target rate in each group was then calculated.

For example, only 9.1% of the ligands are miRNA targets, whereas half of the nuclear proteins, most of which are transcription factors, are miRNA targets. In other words, the
miRNA targets are enriched more than five times in the most downstream proteins compared to the most upstream proteins. In signaling networks, adaptor proteins recruit downstream signaling components to the vicinity of receptors. They activate, inhibit or relocalize downstream components through direct protein-protein interactions. Adaptors do not have enzyme activity, but physically interact with upstream and downstream signaling proteins. One adaptor is able to recruit distinct downstream components in different cellular conditions. We found that miRNAs preferentially target the downstream components of adaptors, which have potential to recruit more downstream components.

For example, the adaptor Grb2 directly interacts with 14 downstream signaling proteins, half of which are miRNA targets. These downstream components are functionally involved in different signaling pathways that lead to different cellular outputs. For example, SHC regulates cell growth and apoptosis through activation of small GTPases of the Ras family, while NWASP is involved in the regulation of actin-based cytoskeleton through activation of small GTPases of the Rho family. These two components are targeted by different miRNAs. To accurately respond to extracellular stimuli, adaptors need to selectively recruit downstream components. If an adaptor can recruit more downstream components, these components should have a higher dynamic gene expression behavior. This principle is in agreement with the fact that miRNAs have a high spatio-temporal expression behavior, suggesting that miRNAs might play an important role for precise selection of cellular responses to stimuli by controlling the concentration of adaptors’ downstream components.

We further showed that miRNAs more frequently target positively linked network motifs and less frequently target negatively linked network motifs. A complex signaling network can be broken down into distinct regulatory patterns, or network motifs, typically comprised of three to four interacting components capable of signal processing (Babu et al. 2004; Barabasi and Oltvai, 2004). In our previous work, we showed that mRNA decay plays an important role in motif regulatory behavior (Wang and Purisima, 2005).

In the network, we identified 11 types of motifs in the network (Figure 2). We classified each type of motif into several subgroups based on the number of nodes that are miRNA targets. For example, the three node network may have none of their nodes as a miRNA target (category 0), or may have just one of their nodes as a miRNA target (category 1), or 2 (category 2) or all three as miRNA targets (category 3). For each motif, we calculated the ratio of positive links to the total directional (positive and negative) links (termed as Ra) in each subgroup and compared it with the average Ra in all the motifs, which is shown as a horizontal line in Figure 3. For most motifs, the Ra in the subgroup in which none of the nodes are miRNA targets is less than the average Ra of all the motifs (Figure 3, P < 4x10^-3, Wilcoxon Ranksum test). This result suggests that miRNAs less frequently target negative regulatory motifs. In contrast, for most motifs, the preponderance of positive links in the subgroups increased as the number of miRNA-targeted components rose (Figure 3). More significantly, when all nodes are miRNA targets in a motif, all the links in the motif are positive links (P < 0.01, Wilcoxon Ranksum test). These results suggest that miRNAs have high potential to target positively linked motifs. For example, AP1 (activator protein 1), CREB (cAMP-responsive element-binding protein) and CBP (CREB-binding protein) form a three-node positive feedback loop. All of the three proteins are miRNA targets.
Positive feedback loops are often used to covert a transient signal into a long-lasting cellular response and make developmental switches (Cui et al. 2006; Ferrell, 2002). In the positive feedback loops, noise or fluctuation in any component can be easily amplified, and then driving the system to switch states randomly. In this situation, a negative control would enhance filtering or buffering such noise or fluctuation amplification. Randomly switching phenotypes has been observed in the yeast galactose network, which contains both positive and negative feedbacks. When the negative feedback was removed from the network, the genes in the network would randomly switch on and off over time (Acar et al. 2005). Compared to transcriptional repressors, miRNAs are likely to tune target protein levels more rapidly at posttranscriptional level. Thus, miRNAs could significantly shorten the response delay. Therefore, by regulating positive regulatory loops, miRNAs might provide fast feedback responses and more effective noise filtering as well as precise definition and maintenance of steady states. In another study, we showed that miRNA indeed buffers gene expression noise cross species (Cui et al. 2007b). Consider the facts that positive feedback circuits are abundant.
in genomes (Brandman et al. 2005; Ferrell, 2002), we surmise that miRNAs regulation of positive regulatory loops might provide a common mechanism for filtering noise and buffering. Compared to transcriptional repressors, miRNAs are likely to tune target protein levels more rapidly at posttranscriptional level.

Figure 3. Relative abundance of positive links in the individual subgroups of each type of network motif.
Each type of motif was classified into several subgroups according to the number of nodes which are miRNA targets. For example, a three-node motif can be divided into four subgroups in which the miRNA target numbers are 0, 1, 2 and 3 respectively. The ratio of positive links to total positive and negative links in each subgroup was calculated and plotted as function of miRNA target numbers per motif. The horizontal lines indicate the ratio of positive links to the total positive and negative links in all of the respective network motifs. The network motif ID numbering system is from Alon's motif dictionary (http://www.weizmann.ac.il/mcb/UriAlon/NetworkMotifsSW/mfinder/motifDictionary.pdf).
To explore which cellular machines of the signaling network are regulated by miRNAs, we explored the relations between network themes and cellular machines. Network motifs are often linked together to form larger subgraphs. Network themes are examples of such larger subgraphs which are enriched topological patterns containing clusters of overlapping motifs, represent a higher order of regulatory relationships between signaling proteins and tie to particular biological functions (Zhang et al. 2005). To find the network themes which are regulated by each miRNA, we used the network motifs that contain at least one miRNA target and examined whether some of these motifs could aggregate into clusters. We found that in general, the network motifs regulated by each miRNA formed 1 or 2 network themes. The sizes of the network themes range from 4 to 145 nodes. Most of network themes contain more than 20 nodes. Statistical analysis of the associations between these network themes and cellular machines (transcription machinery, translation machinery, secretion apparatus, motility machinery and electrical response) revealed that nearly 60% of miRNAs in this study could be associated to one or more cellular machines of the signaling network.

We also uncovered that highly linked scaffold proteins have higher probability to be targeted by miRNAs. For example, CRK and SNAP25 are targeted by six miRNAs (miR-1, miR-10a, miR-126, miR-133a, miR-20 and miR-93) and five miRNAs (miR-1, miR-128a, miR-130a, miR-153 and miR-27b), respectively. Scaffold protein neutrally linked to other two proteins that are either positively or negatively connected (Figure 2, Network Motif id110). Unlike adaptors, scaffold proteins do not directly activate or inhibit other proteins but provide regional organization for activation or inhibition between other proteins. Scaffold proteins are able to recruit distinct sets of proteins to different pathways and thus maintain the specificity of signal information flows. Higher linked scaffold proteins can recruit more protein sets and have a higher degree of spatio-temporal expression behavior. The expression of miRNAs is highly specific for tissues and developmental stages, therefore it makes perfect sense that higher linked scaffold proteins are regulated by more miRNAs.

Finally we discovered that miRNAs avoid targeting common components of cellular machines in the network. In the network, we identified 70 proteins that are shared by all of the five basic cellular machines, e.g., transcription machinery, translation machinery, secretion apparatus, motility machinery and electrical response. We found that only 14.3% of the 70 proteins are miRNA targets, a significant under-representation compared to the fraction of miRNA targets (29.4%) in the network ($P < 2 \times 10^{-4}$). This result suggests that miRNAs avoid disturbing basic cellular processes, because these common proteins are highly shared by basic cellular machines and should be frequently used in various cellular conditions.

These rules or principles indicate that miRNAs regulate signaling networks in multiple ways. By selectively regulating positive regulatory motifs, highly connected scaffolds and the most network downstream components, miRNAs may provide a mechanism to terminate the preexisting messages and facilitate quick and robust transitions for responses to new signals. These functions fit the spatio-temporal behavior of miRNA expression. On the other hand, miRNAs less frequently target negative regulatory motifs,
common proteins of basic cellular machines and upstream network components such as ligands. Although the accuracy of the miRNA target prediction methods has been well demonstrated by experimental validation of randomly selected targets, 12% of them could not be proved as real targets. Therefore, we performed the sensitivity analysis to test the potential effects of the errors on the robustness of the rules we discovered. We mimicked false positives by randomly adding extra 10% and 20% of network proteins, which are not predicted miRNA targets, to the target list, performed the same analysis and recalculated the P values. In addition, we also removed 10% and 20% of miRNA targets to determine the effect of false negatives. The results indicate that the trend remains unchanged by the addition of the false positives or false negatives. Therefore, the principles we obtained in this analysis are robust against substantial errors.

1.3.2 miRNA regulation of gene regulatory networks
Gene regulatory networks describe the regulatory relationships between transcription factors and/or regulatory RNAs and genes. Theoretically in a cell the entire gene regulatory network encodes a blueprint of gene regulatory relations and a framework for combinatorial mechanisms of using different regulatory relations to perform distinct biological functions. The network reflects the evolutionary selection, e.g., mRNAs of the hub transcription factors decay faster than other transcription factors (Batada et al. 2006; Wang and Purisima, 2005). In the past 50 years, *E. coli* and yeast have been used as model organisms to study gene regulation. Therefore, rich information about gene regulatory relations for these organisms has been documented in literature. RegulonDB, a manually curated database for collecting gene regulatory relations for *E. coli*, is one of the efforts to gather gene regulatory relations in literature (Salgado et al. 2004). A genome-wide determination of gene regulatory relations using chromatin immunoprecipitation coupled with DNA microarray in yeast represents an effort to uncover gene regulatory relations via high-throughput approaches (Lee et al. 2002). These efforts made it possible to analyze gene regulatory networks in a large-scale manner. Extensive analyses of gene regulatory networks in *E. coli* and yeast have been conducted, ranging from static network-structural analysis (Babu et al. 2004; Lee et al. 2002), network dynamic analysis (Babu et al. 2004; Luscombe et al. 2004), evolutionary analysis (Conant and Wagner, 2003), network decomposition (Shen-Orr et al. 2002) to integrative analysis (Wang and Purisima, 2005). However, gene regulatory information is still less comprehensive in mammalian cells.

To get insights into how miRNA interacts with gene regulatory networks in humans, we took a dataset which represents three transcription factors, OCT4, NANO2 and SOX2 and their target genes in human embryonic stem cells (Boyer et al. 2005). The regulatory relationships between the transcription factors and their target genes were determined by using chromatin immunoprecipitation coupled with DNA microarray. The three transcription factors totally regulate 2,043 genes, of which 1,314 genes are co-regulated by two of the three TFs and 391 genes are co-regulated by all of the transcription factors. Using this dataset, we built a small gene regulatory network in which nodes represent transcription factors or genes, and links represent regulatory relations between transcription factors and the regulated genes or transcription factors (Cui et al. 2007a). We mapped the miRNA targets onto the genes of the network. For genes in the network,
we divided them into three groups, in which they are regulated by one, two and all three of the transcription factors, respectively, and counted the number of genes that are miRNA targets and the number of genes that are not miRNA targets, respectively, in each group. We revealed that miRNA targets are significantly enriched in the genes that are regulated by more transcription factors. These results tell us that a gene that is regulated by a larger number of transcription factors is also more likely to be regulated by miRNAs.

Because the network is very small, e.g., containing only three transcription factors, we were not confident whether the conclusion we obtained above is robust. To validate and expand above observation, we examined the relationship between transcription factors and miRNAs for gene regulation at a genome-wide scale (Cui et al. 2007a). Although we were not able to get the datasets for a genome-wide gene regulatory network in human, we could access the datasets, which are computationally determined, of the number of transcription-factor–binding-site (TFBS) on the promoter region for each gene in human genome. TFBSs or cis-regulatory elements are normally located in the promoter region of a gene. Transcription factors regulate a gene through binding to the TFBSs of the gene. The two TFBS datasets were taken from recent publication of Cora et al. (Cora et al. 2005) and Xie et al. (Xie et al. 2005). Generally speaking, the more TFBSs a gene has, the more transcription factors the gene is regulated by, and the more complex its regulation can be as provided by various possible combinations of transcription factors.

We performed analysis to determine the relationship between the number of the TFBSs and the possibility to be a miRNA target of genes. Toward this end, we grouped genes based on their TFBS numbers (TFBS-count). The TFBS-count is significantly correlated with the miRNA target rate (Pearson’s correlation coefficient $r = 0.94$, $P < 3.5 \times 10^{-68}$). For example, the miRNA target rate is doubled from the group of genes that have less than 10 TFBSs to those that have more than 100 TFBSs (from ~35% to ~70%). A similar result was obtained using the TFBS dataset from Xie et al. ($r = 0.97$, $P < 3.9 \times 10^{-113}$). These results are in agreement with the finding in the human stem cell gene regulation and therefore strongly suggest that miRNAs preferentially target the genes that bear more TFBSs has broad applicability. On the other hand, we analyzed the relationship between the number of miRNAs and the number of TFBSs in the same genes. We found a significant correlation ($r = 0.74$, $P < 6.1 \times 10^{-12}$). A similar result was obtained when using the TFBS dataset of Xie et al. ($r = 0.72$, $P < 9.5 \times 10^{-12}$). These results suggest that the genes that are targeted by more miRNAs have more TFBSs (Cui et al. 2007a).

Collectively, we uncovered a basic rule of miRNA regulation of gene regulatory networks: a gene that is regulated by more transcription factors is also more likely to be regulated by miRNAs. These results indicate that the complexity of gene regulation by miRNAs at the post-transcriptional level is positively related to the complexity of gene regulation by transcription factors at the transcriptional level in human genome. Genes, which are more complexly regulated at transcriptional level, are required to be turned on more frequently, furthermore, are more likely to be expressed at different temporal and spatial conditions, therefore, they are also required to be turned off more frequently. miRNAs as negative regulators can exert the turning-off function at post-
transcriptional level through repressing mRNA translation and/or mediating cleavage of mRNAs. This is a potentially novel discovery of mechanism for coordinated regulation of gene expression. Such coordinately regulated genes are enriched in certain biological processes and functions, particularly in those involved in developmental processes.

In a separate study, we showed that miRNAs preferentially regulate positive regulatory loops of signaling networks (Cui et al. 2006). It is also reasonable to hypothesize that miRNAs preferentially regulate positive regulatory loops of gene regulatory networks. Given that positive feedback circuits are abundant in genomes (Brandman et al. 2005; Ferrell, 2002), we surmise that miRNAs frequently regulate gene regulatory networks by targeting positive regulatory loops. Unfortunately the datasets for positive and negative regulatory relations are currently unavailable in humans/rodents and even in worm and fly, and so we are not able to test this hypothesis at this moment.

1.3.3 miRNA regulation of metabolic networks
Metabolites are critical in a cell. Certain metabolites are the basic building blocks of proteins, DNAs and RNAs, some metabolites such as fatty acids take part in the cellular processes for growth, development and reproduction, while some others are involved in defense mechanisms against parasites and cell signaling. Biochemical characterization of metabolic reactions and enzymes has been conducted for many years. Traditionally, metabolic reactions are organized and illustrated as metabolic pathways. In term of pathway components, metabolic pathways are so far the clearest and the most comprehensive. Genome sequencing efforts offer comparative genomic analysis of metabolic reactions and enzymes cross many species. As a result, the information for metabolic pathways is more enriched than before. It makes it possible to build comprehensive metabolic maps at this time (Feist et al. 2007).

Many metabolites are shared by different metabolic pathways and are further intertwined to form a complex metabolic network. Thus, various cellular activities are accompanied with the changes of metabolism. It is essential to control the rates of metabolic processes in response to changes in the internal or external environment for living cells. Mechanisms that control metabolic networks are complex and involve transcriptional, post-transcriptional and translational regulations. For a long time, we have reasons to believe that the enzymes of metabolic networks are tightly controlled by transcription factors. Moreover, the principles of transcriptional regulation of metabolic networks by transcription factors have been illustrated through an integrative analysis of gene expression profiles and the yeast metabolic network (Ihmels et al. 2004). Since miRNAs have emerged as an abundant class of negative regulators, it is reasonable to think that miRNAs might extensively regulate metabolic networks. Indeed, miRNAs have been shown to regulate amino acid catabolism, cholesterol biosynthesis, triglyceride metabolism, insulin secretion, and carbohydrate and lipid metabolism, although the molecular mechanisms of miRNA regulation of metabolism are not clear (Krutzfeldt and Stoffel, 2006).

We systematically analyzed the human and D. melanogaster metabolic networks by integrating miRNA target genes onto the networks (Tibiche et al. manuscript submitted).
In both networks, miRNAs selectively regulate certain metabolic processes such as amino acid biosynthesis, certain sugar and lipid metabolisms, so that they can selectively control certain metabolite production. When miRNAs regulate specific individual metabolic pathway, they often regulate the last reaction step (LRS) of that pathway. Furthermore, once miRNAs regulate the LRS of a pathway, the cut vertex to the LRS and other enzymes that are in the upstream metabolic flows to the LRS are also enriched with miRNA targets. A cut vertex or a cutpoint is such a bottleneck node that its deletion will disconnect at least one component from the network. Cut vertexes are in crucial network positions and become bottlenecks of the network, and therefore control metabolic flows from a part to another in the network. These results imply that miRNA is strongly involved in coordinated regulation of metabolic processes in metabolic networks.

1.3.4 miRNA regulation of protein interaction networks

Protein interaction networks provide a valuable framework for a better understanding of the functional organization of the proteome and offer a mechanistic basis for most biological processes in organisms. Large-scale determination of interactions between proteins have been conducted in yeast, *E. coli* and other bacteria, worm, fly and humans (Butland et al. 2005; Gavin et al. 2002; Brechot et al. 1980; Rain et al. 2001; Stelzl et al. 2005; Rual et al. 2005; Giot et al. 2003; Ito et al. 2001; Li et al. 2004). Because the datasets for protein interaction networks are relatively easier to be accessed, extensive analyses of protein interaction networks have been conducted ranging from pure network structural analysis to the analyses of network motifs, network themes, network communities and evolution.

Recently, Liang and Li investigated the miRNA regulation of protein interaction networks (Liang and Li, 2007). miRNAs preferentially regulate the proteins which have more interacting partners in the network. Protein connectivity in a human protein interaction network is positively correlated with the number of miRNA target-site types. In principle, if a protein has more interacting protein partners, it normally takes part in more biological processes and then its expression is more dynamic (Wang et al. 2007). Therefore, it makes sense that when a protein has more interacting protein partners, it will be regulated by more transcription factors and more miRNAs. This is in agreement with our previous findings that miRNAs preferentially regulate the genes which are regulated by more transcription factors in the gene regulatory network (Cui et al. 2007a). Consistently, genes of two interacting proteins tend to be under similar miRNA regulation, which again is in agreement with these facts that genes encoding interacting proteins tend to have similar mRNA expression profiles (Li et al. 2004; Rual et al. 2005; Wuchty et al. 2006). Furthermore, our analysis of microarray profiles of miRNA target genes in different tissues showed a similar trend: broadly expressed mRNAs tend to be regulated by more miRNAs (Yu et al. 2007a). Highly linked proteins, e.g., hub proteins, can be divided into two groups based on clustering coefficient, which is defined as the fraction of the real number of links among a node’s neighbors and the maximum possible number of links among them. A hub protein having a high clustering coefficient is likely to be an intra-modular hub, which interacts with most of its partners simultaneously to form a protein complex and completes a coherent function. On the other hand, a hub protein having a low clustering coefficient tends to be an inter-modular hub, which tends
to interact with other proteins in different time and place, and then coordinates different functional modules (Liang and Li, 2007). It is understandable that inter-modular hub proteins are more likely to be regulated by miRNAs.

Notably, analyses of miRNA regulation of gene regulatory networks and the protein interaction networks obtained a consistent conclusion, which reflects a general rule of miRNA regulation of whole genome genes, because general networks (gene regulatory networks and the protein interaction networks) collect information for all kinds of activities in cell. On the other hand, analyses of miRNA regulation of metabolic networks and signaling networks obtained different results. This observation might reflect that cellular specific networks (metabolic networks and signaling networks) have local and specific cellular themes, while general networks (gene regulatory networks and the protein interaction networks) encode global features of cells.

1.3.5 miRNA regulatory network motifs

At present, experimentally large-scale studies of miRNA regulation of various cellular networks are still not trivial. However, it is experimentally feasible for characterizing miRNA regulatory network motifs, or miRNA regulatory circuits. As we mentioned above, network motifs are the statistically significant recurring structural patterns or small subgraphs or sub-networks, which are a result of convergent evolution at the network level, and carry out important functions in cells. Several studies have experimentally explored miRNA regulatory motifs. For example, the secondary vulva cell fate in C. elegans is promoted by Notch signaling, which also activates miR-61, which in turn posttranscriptionally represses an inhibitory factor of Notch signaling, thereby stabilizing the secondary vulva fate (Yoo and Greenwald, 2005). Similar circuits are also found in the differentiation of neurons in C. elegans (Johnston, Jr. et al. 2005), eye development in Drosophila (Li and Carthew, 2005; Li et al. 2006), and granulocytic differentiation in human (Fazi et al. 2005). Another example of miRNA regulatory circuits is that miR-17-5p represses E2F1, and both are transcriptionally activated by c-Myc in human cells (O'Donnell et al. 2005). More recently, two groups of researchers published data showing that miR-34 family is a key component of the p53 tumor suppressor network, which controls cellular responses to signals such as DNA damage and oncogene activation (He et al. 2007; Raver-Shapira et al. 2007).

To systematically characterize miRNA regulatory circuits in human and mouse genomes, one computational study tended to take the advantages of intron-based miRNAs, or embedded miRNAs (Tsang et al. 2007). More than 80% of all known miRNAs in human and mouse are embedded in introns of coding or noncoding genes (Kim and Kim, 2007; Rodriguez et al. 2004). One could hypothesize that the intron-based miRNAs might be co-expressed with their host genes. Indeed, the expression profiles of most embedded miRNAs examined thus far are highly correlated to their host genes at both the tissue and individual cell levels (Aboobaker et al. 2005; Baskerville and Bartel, 2005; Li and Carthew, 2005), suggesting that they tend to be cotranscribed at identical rates from the same promoters (Kim and Kim, 2007). Theses facts led to the assumption that the relative level of host-gene transcription across conditions can accurately serve as a proxy for that of the embedded miRNAs.
An upstream regulatory factor triggers the expression of an embedded miRNA and its targets at the same time, while the transcribed miRNA also regulate its targets. Intuitively, two types of miRNA regulatory motifs, or feedforward loops can be built up (Figure 4a, b): Type II miRNA feedforward loops, in which an upstream factor could repress the transcription of a target gene and simultaneously activate the transcription of a miRNA that inhibits target gene translation, and Type I miRNA feedforward loops, in which an upstream factor activates the transcription of a target gene and simultaneously activates the transcription of a miRNA that inhibits target gene translation. One example has been characterized experimentally for Type I miRNA feedforward loops, where miR-17-5p represses E2F1, and both are transcriptionally activated by c-Myc in human cells (O'Donnell et al. 2005). This kind of loop has the potential to provide a host of regulatory and signal processing functions (Hornstein and Shomron, 2006).

By analyzing the embedded miRNAs in human and mouse using the Novartis human and mouse expression atlas comprising 61 tissues/cell types (Su et al. 2004), Type II miRNA feedforward loops have been found to be prevalent for a significant fraction of the embedded miRNAs. This result is in agreement of previous findings that predicted target transcripts of several tissue-specific miRNAs tend to be expressed at a lower level in tissues where the miRNAs are expressed (Farh et al. 2005; Stark et al. 2005; Yu et al. 2007a). Furthermore, a significant fraction of Type I miRNA feedforward loops were also found, especially prevalent in mature neurons.

In Type II miRNA feedforward loops, a miRNA regulates its targets coherently with transcriptional control, thereby reinforcing transcriptional logic at the posttranscriptional level. As suggested, such circuits can serve as a surveillance mechanism to suppress “leaky” transcription of target genes (Hornstein and Shomron, 2006; Stark et al. 2005). It is reasonable to think that these loops would act in concert with other regulators to increase the feedback strength and enhance the robustness of irreversible cellular differentiation. On the other hand, Type I miRNA feedforward loops might prevent noise-driven transitions into proliferation as illustrated in the example of c-Myc/E2F1/miR-17-92 network (Sylvestre et al. 2007; O'Donnell et al. 2005).

Another effort to computationally identify miRNA network motifs has been conducted by analyzing the cooperation between transcription factors and miRNAs for regulating the same target genes (Shalgi et al. 2007). The computational techniques for this kind of analysis are similar to those used in identifying transcription factor binding sites. They first looked for transcription factor-miRNA pairs with a high rate of co-occurrence in the promoters and 3'UTR of the regulated genes. Statistical tests showed that transcription factor-miRNA pairs significantly co-occur, which is in agreement with the findings of miRNA regulation of gene regulatory networks. Secondly, they searched miRNA networks using randomization tests. Similar to above report, Type I and II feedforward loops are also discovered. In addition, two other types of miRNA network motifs were also documented: composite regulatory loops and indirect feedforward loops (Figure 4c, d). In the former motif, a miRNA (MR) represses a transcription factor (TF) and a target gene (G), while the transcription factor (TF) activates the miRNA (M) and the target gene.
In the latter motif, a transcription factor, TF1 activates another transcription factor, TF2 and a target gene, G, in turn, the TF2 activates a miRNA, M, which represses the target gene, G. However, the functions of these two motif types are not clear yet.

Figure 4. Types of miRNA regulatory network motifs in the human genome.
M represents miRNA while TF and G represent transcription factors and targeted genes, respectively. Links represent regulatory relations. Arrows represent activation, while a bar represents inhibition. (a) Type I miRNA feedforward motif, in which TF sends either activation signal or inhibition signal at the same time to M and G. (b) Type II miRNA feedforward motif. In one setting, TF activates M and inhibits G at the same time, while in another setting, TF inhibits M and activates G. (c) Composite regulatory motif. (d) Indirect feedforward motif.

1.4 Summary
In summary, miRNAs are extensively involved in gene regulation as network motifs in genomes. By analyzing the interactions between miRNAs and general networks (gene regulatory and protein interaction networks), a common miRNA regulatory principle is emerging: miRNAs preferentially regulated the genes that have high regulation complexity. This fact suggests a novel mechanism of coordinated regulation between transcriptional level and posttranscriptional level for gene regulation. In addition, for cellular specific networks (metabolic and signaling networks), miRNAs have different regulatory strategies. For example, miRNAs preferentially regulate positive regulatory motifs, highly connected scaffolds and the most network downstream components of cellular signaling networks, which might provide a mechanism to terminate the preexisting messages and facilitate quick and robust transitions for responses to new
signals. On the other hand, miRNAs less frequently target negative regulatory motifs, common proteins of basic cellular machines and upstream network components such as ligands in signaling networks. In metabolic networks, miRNAs selectively regulate the genes which have specific network structural features on the network, which might provide effective and selective regulation of cellular metabolism.

**Acknowledgements**
This work is partially supported by Genome and Health Initiative. I thank our team members, Dr. Y. Deng and Mrs. M. Mistry for comments.
References

Abelson JF, Kwan KY, O'Roak BJ, Baek DY, Stillman AA, Morgan TM, Mathews CA, Pauls DL, Rasin MR, Gunel M, Davis NR, Ercan-Sencicek AG, Guez DH, Spertus JA, Leckman JF, Dure LS, IV, Kurlan R, Singer HS, Gilbert DL, Farhi A, Louvi A, Lifton RP, Sestan N, State M (2005) Sequence Variants in SLITRK1 Are Associated with Tourette's Syndrome. Science 310: 317-320

Aboobaker AA, Tomancak P, Patel N, Rubin GM, Lai EC (2005) Drosophila microRNAs exhibit diverse spatial expression patterns during embryonic development. Proc Natl Acad Sci U S A 102: 18017-18022

Abrahante JE, Daul AL, Li M, Volk ML, Tennessen JM, Miller EA, Rougvie AE (2003) The Caenorhabditis elegans hunchback-like gene lin-57/hbl-1 controls developmental time and is regulated by microRNAs. Dev Cell 4: 625-637

Acar M, Becskei A, van OA (2005) Enhancement of cellular memory by reducing stochastic transitions. Nature 435: 228-232

Awan A, Bari H, Yan F, Mokin S, Yang S, Chowdhury Q, Yu Z, Purisima EO, Wang E (2007) Regulatory network motifs and hotspots of cancer genes in a mammalian cellular signaling network. IET Syst Biol 1: 292-297

Babu MM, Luscombe NM, Aravind L, Gerstein M, Teichmann SA (2004) Structure and evolution of transcriptional regulatory networks. Curr Opin Struct Biol 14: 283-291

Balazsi G, Barabasi AL, Oltvai ZN (2005) Topological units of environmental signal processing in the transcriptional regulatory network of Escherichia coli. Proc Natl Acad Sci U S A 102: 7841-7846

Barabasi AL, Albert R (1999) Emergence of scaling in random networks. Science 286: 509-512

Barabasi AL, Oltvai ZN (2004) Network biology: understanding the cell's functional organization. Nat Rev Genet 5: 101-113

Barrios-Rodiles M, Brown KR, Ozdamer B, Bose R, Liu Z, Donovan RS, Shinjo F, Liu Y, Dembowy J, Taylor IW, Luga V, Przulj N, Robinson M, Suzuki H, Hayashizaki Y, Jurisica I, Wrana JL (2005) High-Throughput Mapping of a Dynamic Signaling Network in Mammalian Cells. Science 307: 1621-1625

Bartel DP (2004) MicroRNAs: genomics, biogenesis, mechanism, and function. Cell 116: 281-297

Baskerville S, Bartel DP (2005) Microarray profiling of microRNAs reveals frequent coexpression with neighboring miRNAs and host genes. RNA 11: 241-247
Batada NN, Hurst LD, Tyers M (2006) Evolutionary and physiological importance of hub proteins. *PLoS Comput Biol* **2**: e88

Bentwich I, Avniel A, Karov Y, Aharonov R, Gilad S, Barad O, Barzilai A, Einat P, Einav U, Meiri E, Sharon E, Spector Y, Bentwich Z (2005) Identification of hundreds of conserved and nonconserved human microRNAs. *Nat Genet* **37**: 766-770

Bernstein E, Denli AM, Hannon GJ (2001) The rest is silence. *RNA* **7**: 1509-1521

Bernstein E, Kim SY, Carmell MA, Murchison EP, Alcorn H, Li MZ, Mills AA, Elledge SJ, Anderson KV, Hannon GJ (2003) Dicer is essential for mouse development. *Nat Genet* **35**: 215-217

Bhalla US, Ram PT, Iyengar R (2002) MAP kinase phosphatase as a locus of flexibility in a mitogen-activated protein kinase signaling network. *Science* **297**: 1018-1023

Blake WJ, Balazsi G, Kohanski MA, Isaacs FJ, Murphy KF, Kuang Y, Cantor CR, Walt DR, Collins JJ (2006) Phenotypic consequences of promoter-mediated transcriptional noise. *Mol Cell* **24**: 853-865

Blitzer RD, Connor JH, Brown GP, Wong T, Shenolikar S, Iyengar R, Landau EM (1998) Gating of CaMKII by cAMP-regulated protein phosphatase activity during LTP. *Science* **280**: 1940-1942

Bohnsack MT, Czaplinski K, Gorlich D (2004) Exportin 5 is a RanGTP-dependent dsRNA-binding protein that mediates nuclear export of pre-miRNAs. *RNA* **10**: 185-191

Boyer LA, Lee TI, Cole MF, Johnstone SE, Levine SS, Zucker JP, Guenther MG, Kumar RM, Murray HL, Jenner RG, Gifford DK, Melton DA, Jaenisch R, Young RA (2005) Core transcriptional regulatory circuitry in human embryonic stem cells. *Cell* **122**: 947-956

Bracken AP, Ciro M, Cocito A, Helin K (2004) E2F target genes: unraveling the biology. *Trends Biochem Sci* **29**: 409-417

Brandman O, Ferrell JE, Jr., Li R, Meyer T (2005) Interlinked fast and slow positive feedback loops drive reliable cell decisions. *Science* **310**: 496-498

Brechot C, Pourcel C, Louise A, Rain B, Tiollais P (1980) Presence of integrated hepatitis B virus DNA sequences in cellular DNA of human hepatocellular carcinoma. *Nature* **286**: 533-535

Butland G, Peregrin-Alvarez JM, Li J, Yang W, Yang X, Canadien V, Starostine A, Richards D, Beattie B, Krogan N, Davey M, Parkinson J, Greenblatt J, Emili A (2005) Interaction network containing conserved and essential protein complexes in Escherichia coli. *Nature* **433**: 531-537
Calin GA, Croce CM (2006) MicroRNA signatures in human cancers. Nat Rev Cancer 6: 857-866

Calin GA, Liu CG, Sevignani C, Ferracin M, Felli N, Dumitru CD, Shimizu M, Cimmino A, Zupo S, Dono M, Dell'Aquila ML, Alder H, Rassenti L, Kipps TJ, Bullrich F, Negrini M, Croce CM (2004) MicroRNA profiling reveals distinct signatures in B cell chronic lymphocytic leukemias. Proc Natl Acad Sci U S A 101: 11755-11760

Calvano SE, Xiao W, Richards DR, Felciano RM, Baker HV, Cho RJ, Chen RO, Brownstein BH, Cobb JP, Tschoeke SK, Miller-Graziano C, Moldawer LL, Mindrinos MN, Davis RW, Tompkins RG, Lowry SF (2005) A network-based analysis of systemic inflammation in humans. Nature 437: 1032-1037

Cao X, Yeo G, Muotri AR, Kuwabara T, Gage FH (2006) Noncoding RNAs in the mammalian central nervous system. Annu Rev Neurosci 29: 77-103

Care A, Catalucci D, Felicetti F, Bonci D, Addario A, Gallo P, Bang ML, Segnalini P, Gu Y, Dalton ND, Elia L, Latronico MV, Hoydal M, Autore C, Russo MA, Dorn GW, Ellingsen O, Ruiz-Lozano P, Peterson KL, Croce CM, Peschle C, Condorelli G (2007) MicroRNA-133 controls cardiac hypertrophy. Nat Med 13: 613-618

Carthew RW (2006) Gene regulation by microRNAs. Curr Opin Genet Dev 16: 203-208

Chan JA, Krichevsky AM, Kosik KS (2005) MicroRNA-21 is an antiapoptotic factor in human glioblastoma cells. Cancer Res 65: 6029-6033

Chen K, Rajewsky N (2006) Natural selection on human microRNA binding sites inferred from SNP data. Nat Genet 38: 1452-1456

Clop A, Marcq F, Takeda H, Pirottin D, Tordoir X, Bibe B, Bouix J, Caiment F, Elsen JM, Eychenne F, Larzul C, Laville E, Meish F, Milenkovic D, Tobin J, Charlier C, Georges M (2006) A mutation creating a potential illegitimate microRNA target site in the myostatin gene affects muscularity in sheep. Nat Genet 38: 813-818

Conant GC, Wagner A (2003) Convergent evolution of gene circuits. Nat Genet 34: 264-266

Cora D, Herrmann C, Dieterich C, Di CF, Provero P, Caselle M (2005) Ab initio identification of putative human transcription factor binding sites by comparative genomics. BMC Bioinformatics 6: 110

Costinean S, Zanesi N, Pekarsky Y, Tili E, Volinia S, Heerema N, Croce CM (2006) Pre-B cell proliferation and lymphoblastic leukemia/high-grade lymphoma in E(mu)-miR155 transgenic mice. Proc Natl Acad Sci U S A 103: 7024-7029

Cui Q, Yu Z, Pan Y, Purisima EO, Wang E (2007a) MicroRNAs preferentially target the genes with high transcriptional regulation complexity. Biochem Biophys Res Commun 352: 733-738
Cui Q, Yu Z, Purisima EO, Wang E (2006) Principles of microRNA regulation of a human cellular signaling network. *Mol Syst Biol* 2: 46

Cui Q, Yu Z, Purisima EO, Wang E (2007b) MicroRNA regulation and interspecific variation of gene expression. *Trends Genet* 23: 372-375

Cui Q et al. (2007c) A map of human cancer signaling. *Mol Syst Biol* 3: 152

Cullen BR (2005) Human immunodeficiency virus: nuclear RNA export unwound. *Nature* 433: 26-27

Dekel E, Mangan S, Alon U (2005) Environmental selection of the feed-forward loop circuit in gene-regulation networks. *Phys Biol* 2: 81-88

Denli AM, Tops BB, Plasterk RH, Ketting RF, Hannon GJ (2004) Processing of primary microRNAs by the Microprocessor complex. *Nature* 432: 231-235

Dublanche Y, Michalodimitrakis K, Kummerer N, Foglierini M, Serrano L (2006) Noise in transcription negative feedback loops: simulation and experimental analysis. *Mol Syst Biol* 2: 41

Farh KK, Grimson A, Jan C, Lewis BP, Johnston WK, Lim LP, Burge CB, Bartel DP (2005) The widespread impact of mammalian MicroRNAs on mRNA repression and evolution. *Science* 310: 1817-1821

Fazi F, Rosa A, Fatica A, Gelmetti V, De Marchis ML, Nervi C, Bozzoni I (2005) A minicircuitry comprised of microRNA-223 and transcription factors NFI-A and C/EBPalpha regulates human granulopoiesis. *Cell* 123: 819-831

Feist AM, Henry CS, Reed JL, Krummenacker M, Joyce AR, Karp PD, Broadbelt LJ, Hatzimanikatis V, Palsson BO (2007) A genome-scale metabolic reconstruction for Escherichia coli K-12 MG1655 that accounts for 1260 ORFs and thermodynamic information. *Mol Syst Biol* 3: 121

Fernandez PC, Frank SR, Wang L, Schroeder M, Liu S, Greene J, Cocito A, Amati B (2003) Genomic targets of the human c-Myc protein. *Genes Dev* 17: 1115-1129

Ferrell JE, Jr. (2002) Self-perpetuating states in signal transduction: positive feedback, double-negative feedback and bistability. *Curr Opin Cell Biol* 14: 140-148

Forstemann K, Tomari Y, Du T, Vagin VV, Denli AM, Bratu DP, Klattenhoff C, Theurkauf WE, Zamore PD (2005) Normal microRNA maturation and germ-line stem cell maintenance requires Loquacious, a double-stranded RNA-binding domain protein. *PLoS Biol* 3: e236

Gavin AC, Bosche M, Krause R, Grandi P, Marzioch M, Bauer A, Schultz J, Rick JM, Michon AM, Cruciat CM, Remor M, Hofert C, Schelder M, Brajenovic M, Ruffner H, Merino A, Klein K, Hudak M, Dickson D, Rudi T, Gnau V, Bauch A, Bastuck S, Huhse
B, Leutwein C, Heurtier MA, Copley RR, Edelmann A, Querfurth E, Rybin V, Drewes G, Raida M, Bouwmeester T, Bork P, Seraphin B, Kuster B, Neubauer G, Superti-Furga G (2002) Functional organization of the yeast proteome by systematic analysis of protein complexes. Nature 415: 141-147

Giot L, Bader JS, Brouwer C, Chaudhuri A, Kuang B, Li Y, Hao YL, Ooi CE, Godwin B, Vitols E, Vijayadamodar G, Pochart P, Machineni H, Welsh M, Kong Y, Zerhusen B, Malcolm R, Varrone Z, Collis A, Minto M, Burgess S, McDaniel L, Stimpson E, Spriggs F, Williams J, Neurath K, Ioinne N, Agee M, Voss E, Furtak K, Renzulli R, Aanensen N, Carrola S, Bickelhaupt E, Lazovatsky Y, DaSilva A, Zhong J, Stanyon CA, Finley RL, Jr., White KP, Braverman M, Jarvie T, Gold S, Leach M, Knight J, Shimkets RA, McKenna MP, Chant J, Rothberg JM (2003) A protein interaction map of Drosophila melanogaster. Science 302: 1727-1736

Giraldez AJ, Cinalli RM, Glasner ME, Enright AJ, Thomson JM, Baskerville S, Hammond SM, Bartel DP, Schier AF (2005) MicroRNAs regulate brain morphogenesis in zebrafish. Science 308: 833-838

Giraldez AJ, Mishima Y, Rihel J, Grocock RJ, Van DS, Inoue K, Enright AJ, Schier AF (2006) Zebrafish MiR-430 promotes deadenylation and clearance of maternal mRNAs. Science 312: 75-79

Golding I, Paulsson J, Zawilski SM, Cox EC (2005) Real-time kinetics of gene activity in individual bacteria. Cell 123: 1025-1036

Gregory RI, Yan KP, Amuthan G, Chendrimada T, Doratotaj B, Cooch N, Shiekhattar R (2004) The Microprocessor complex mediates the genesis of microRNAs. Nature 432: 235-240

Grishok A, Pasquinelli AE, Conte D, Li N, Parrish S, Ha I, Baillie DL, Fire A, Ruvkun G, Mello CC (2001) Genes and mechanisms related to RNA interference regulate expression of the small temporal RNAs that control C. elegans developmental timing. Cell 106: 23-34

Grosshans H, Johnson T, Reinert KL, Gerstein M, Slack FJ (2005) The temporal patterning microRNA let-7 regulates several transcription factors at the larval to adult transition in C. elegans. Dev Cell 8: 321-330

He L, He X, Lim LP, de Stanchina E, Xuan Z, Liang Y, Xue W, Zender L, Magnus J, Ridzon D, Jackson AL, Linsley PS, Chen C, Lowe SW, Cleary MA, Hannon GJ (2007) A microRNA component of the p53 tumour suppressor network. Nature 447: 1130-1134

Hornstein E, Shomron N (2006) Canalization of development by microRNAs. Nat Genet 38 Suppl: S20-S24

Hutvagner G, McLachlan J, Pasquinelli AE, Balint E, Tuschl T, Zamore PD (2001) A cellular function for the RNA-interference enzyme Dicer in the maturation of the let-7 small temporal RNA. Science 293: 834-838
Ihmels J, Levy R, Barkai N (2004) Principles of transcriptional control in the metabolic network of Saccharomyces cerevisiae. Nat Biotechnol 22: 86-92

Ito T, Chiba T, Ozawa R, Yoshida M, Hattori M, Sakaki Y (2001) A comprehensive two-hybrid analysis to explore the yeast protein interactome. PNAS 98: 4569-4574

Jeong H, Mason SP, Barabasi AL, Oltvai ZN (2001) Lethality and centrality in protein networks. Nature 411: 41-42

John B, Enright AJ, Aravin A, Tuschi T, Sander C, Marks DS (2004) Human MicroRNA targets. PLoS Biol 2: e363

Johnson DG, Cress WD, Jakoi L, Nevins JR (1994a) Oncogenic capacity of the E2F1 gene. Proc Natl Acad Sci U S A 91: 12823-12827

Johnson DG, Ohtani K, Nevins JR (1994b) Auto regulatory control of E2F1 expression in response to positive and negative regulators of cell cycle progression. Genes Dev 8: 1514-1525

Johnson SM, Grosshans H, Shingara J, Byrom M, Jarvis R, Cheng A, Labourier E, Reinert KL, Brown D, Slack FJ (2005) RAS is regulated by the let-7 microRNA family. Cell 120: 635-647

Johnston RJ, Jr., Chang S, Etchberger JF, Ortiz CO, Hobert O (2005) MicroRNAs acting in a double-negative feedback loop to control a neuronal cell fate decision. Proc Natl Acad Sci U S A 102: 12449-12454

Kalir S (2001) Ordering genes in a flagella pathway by analysis of expression kinetics from living bacteria. Science 292: 2080-2083

Ketting RF, Fischer SE, Bernstein E, Sijen T, Hannon GJ, Plasterk RH (2001) Dicer functions in RNA interference and in synthesis of small RNA involved in developmental timing in C. elegans. Genes Dev 15: 2654-2659

Kim VN (2005) MicroRNA biogenesis: coordinated cropping and dicing. Nat Rev Mol Cell Biol 6: 376-385

Kim YK, Kim VN (2007) Processing of intronic microRNAs. EMBO J 26: 775-783

Knight SW, Bass BL (2001) A role for the RNase III enzyme DCR-1 in RNA interference and germ line development in Caenorhabditis elegans. Science 293: 2269-2271

Krek A, Grun D, Poy MN, Wolf R, Rosenberg L, Epstein EJ, MacMenamin P, da P, I, Gunsalus KC, Stoffel M, Rajewsky N (2005) Combinatorial microRNA target predictions. Nat Genet 37: 495-500
Krutzfeldt J, Rajewsky N, Braich R, Rajeev KG, Tuschl T, Manoharan M, Stoffel M (2005) Silencing of microRNAs in vivo with 'antagomirs'. Nature 438: 685-689

Krutzfeldt J, Stoffel M (2006) MicroRNAs: a new class of regulatory genes affecting metabolism. Cell Metab 4: 9-12

Lagos-Quintana M, Rauhut R, Lendeckel W, Tuschl T (2001) Identification of novel genes coding for small expressed RNAs. Science 294: 853-858

Lagos-Quintana M, Rauhut R, Meyer J, Borkhardt A, Tuschl T (2003) New microRNAs from mouse and human. RNA 9: 175-179

Landgraf P, Rusu M, Sheridan R, Sewer A, Iovino N, Aravin A, Pfeffer S, Rice A, Kamphorst AO, Landthaler M, Lin C, Socci ND, Hermida L, Fulci V, Chiaretti S, Foa R, Schliwka J, Fuchs U, Novosel A, Muller RU, Schermer B, Bissels U, Inman J, Phan Q, Chien M, Weir DB, Choksi R, De VG, Frezzetti D, Trompeter HI, Hornung V, Teng G, Hartmann G, Palkovits M, Di LR, Wernet P, Macino G, Rogler CE, Nagle JW, Ju J, Papavasiliou FN, Benzing T, Lichter P, Tam W, Brownstein MJ, Bosio A, Borkhardt A, Russo JJ, Sander C, Zavolan M, Tuschl T (2007) A mammalian microRNA expression atlas based on small RNA library sequencing. Cell 129: 1401-1414

Landgraf P, Yalcin A, Tuschl T (2004) The human DiGeorge syndrome critical region gene 8 and its D. melanogaster homolog are required for miRNA biogenesis. Curr Biol 14: 2162-2167

Lee RC, Feinbaum RL, Ambros V (1993) The C. elegans heterochronic gene lin-4 encodes small RNAs with antisense complementarity to lin-14. Cell 75: 843-854

Lee TI, Rinaldi NJ, Robert F, Odom DT, Bar-Joseph Z, Gerber GK, Hannett NM, Harbison CT, Thompson CM, Simon I, Zeitlinger J, Jennings EG, Murray HL, Gordon DB, Ren B, Wyrick JJ, Tagne JB, Volkert TL, Fraenkel E, Gifford DK, Young RA (2002) Transcriptional regulatory networks in Saccharomyces cerevisiae. Science 298: 799-804

Lehner B, Crombie C, Tischler J, Fortunato A, Fraser AG (2006) Systematic mapping of genetic interactions in Caenorhabditis elegans identifies common modifiers of diverse signaling pathways. Nat Genet 38: 896-903

Leone G, DeGregori J, Sears R, Jakoi L, Nevins JR (1997) Myc and Ras collaborate in inducing accumulation of active cyclin E/Cdk2 and E2F. Nature 387: 422-426

Lewis BP, Burge CB, Bartel DP (2005) Conserved seed pairing, often flanked by adenosines, indicates that thousands of human genes are microRNA targets. Cell 120: 15-20

Lewis BP, Shih IH, Jones-Rhoades MW, Bartel DP, Burge CB (2003) Prediction of mammalian microRNA targets. Cell 115: 787-798
Li S, Armstrong CM, Bertin N, Ge H, Milstein S, Boxem M, Vidalain PO, Han JD, Chesneau A, Hao T, Goldberg DS, Li N, Martinez M, Rual JF, Lamesch P, Xu L, Tewari M, Wong SL, Zhang LV, Berriz GF, Jacotot L, Vaglio P, Reboul J, Hirozane-Kishikawa T, Li Q, Gabel HW, Elewa A, Baumgartner B, Rose DJ, Yu H, Bosak S, Sequerra R, Fraser A, Mango SE, Saxton WM, Strome S, van den Heuvel S, Piano F, Vandenhaute J, Sardet C, Gerstein M, Doucette-Stamm L, Gunsalus KC, Harper JW, Cusick ME, Roth FP, Hill DE, Vidal M (2004) A Map of the Interactome Network of the Metazoan C. elegans. *Science* **303**: 540-543

Li X, Carthew RW (2005) A microRNA mediates EGF receptor signaling and promotes photoreceptor differentiation in the Drosophila eye. *Cell* **123**: 1267-1277

Li Y, Wang F, Lee JA, Gao FB (2006) MicroRNA-9a ensures the precise specification of sensory organ precursors in Drosophila. *Genes Dev* **20**: 2793-2805

Liang H, Li WH (2007) MicroRNA regulation of human protein-protein interaction network. *RNA*

Lim LP, Lau NC, Garrett-Engele P, Grimson A, Schelter JM, Castle J, Bartel DP, Linsley PS, Johnson JM (2005) Microarray analysis shows that some microRNAs downregulate large numbers of target mRNAs. *Nature* **433**: 769-773

Lu J, Getz G, Miska EA, Varay-Saavedra E, Lamb J, Peck D, Sweet-Cordero A, Ebert BL, Mak RH, Ferrando AA, Downing JR, Jacks T, Horvitz HR, Golub TR (2005) MicroRNA expression profiles classify human cancers. *Nature* **435**: 834-838

Lund E, Guttinger S, Calado A, Dahlberg JE, Kutay U (2004) Nuclear export of microRNA precursors. *Science* **303**: 95-98

Luscombe NM, Babu MM, Yu H, Snyder M, Teichmann SA, Gerstein M (2004) Genomic analysis of regulatory network dynamics reveals large topological changes. *Nature* **431**: 308-312

Ma'ayan A, Jenkins SL, Neves S, Hasseldine A, Grace E, Dubin-Thaler B, Eungdamrong NJ, Weng G, Ram PT, Rice JJ, Kershenbaum A, Stolovitzky GA, Blitzer RD, Iyengar R (2005) Formation of regulatory patterns during signal propagation in a Mammalian cellular network. *Science* **309**: 1078-1083

Mangan S, Alon U (2003) Structure and function of the feed-forward loop network motif. *Proc Natl Acad Sci U S A* **100**: 11980-11985

Mangan S, Zaslaver A, Alon U (2003) The Coherent Feedforward Loop Serves as a Sign-sensitive Delay Element in Transcription Networks. *Journal of Molecular Biology* **334**: 197-204

Matsumura I, Tanaka H, Kanakura Y (2003) E2F1 and c-Myc in cell growth and death. *Cell Cycle* **2**: 333-338
Moss EG, Lee RC, Ambros V (1997) The cold shock domain protein LIN-28 controls developmental timing in C. elegans and is regulated by the lin-4 RNA. *Cell* **88**: 637-646

O'Donnell KA, Wentzel EA, Zeller KI, Dang CV, Mendell JT (2005) c-Myc-regulated microRNAs modulate E2F1 expression. *Nature* **435**: 839-843

Oda K, Kitano H (2006) A comprehensive map of the toll-like receptor signaling network. *Mol Syst Biol* **2**: 2006

Oda K, Matsuoka Y, Funahashi A, Kitano H (2005) A comprehensive pathway map of epidermal growth factor receptor signaling. *Mol Syst Biol* **1**: 2005

Pasquinelli AE, Reinhart BJ, Slack F, Martindale MQ, Kuroda MI, Maller B, Hayward DC, Ball EE, Degnan B, Muller P, Spring J, Srinivasan A, Fishman M, Finnerty J, Corbo J, Levine M, Leahy P, Davidson E, Ruvkun G (2000) Conservation of the sequence and temporal expression of let-7 heterochronic regulatory RNA. *Nature* **408**: 86-89

Patil KR, Nielsen J (2005) Uncovering transcriptional regulation of metabolism by using metabolic network topology. *Proc Natl Acad Sci U S A* **102**: 2685-2689

Pedraza JM, van OA (2005) Noise propagation in gene networks. *Science* **307**: 1965-1969

Plasterk RH (2006) Micro RNAs in animal development. *Cell* **124**: 877-881

Rain JC, Selig L, De RH, Battaglia V, Reverdy C, Simon S, Lenzen G, Petel F, Wojcik J, Schachter V, Chemama Y, Labigne A, Legrain P (2001) The protein-protein interaction map of Helicobacter pylori. *Nature* **409**: 211-215

Raj A, Peskin CS, Tranchina D, Vargas DY, Tyagi S (2006) Stochastic mRNA synthesis in mammalian cells. *PLoS Biol* **4**: e309

Rajewsky N (2006) microRNA target predictions in animals. *Nat Genet* **38 Suppl**: S8-13

Raver-Shapira N, Marciano E, Meiri E, Spector Y, Rosenfeld N, Moskovits N, Bentwich Z, Oren M (2007) Transcriptional activation of miR-34a contributes to p53-mediated apoptosis. *Mol Cell* **26**: 731-743

Reinhart BJ, Slack FJ, Basson M, Pasquinelli AE, Bettinger JC, Rougvie AE, Horvitz HR, Ruvkun G (2000) The 21-nucleotide let-7 RNA regulates developmental timing in Caenorhabditis elegans. *Nature* **403**: 901-906

Rodriguez A, Griffiths-Jones S, Ashurst JL, Bradley A (2004) Identification of mammalian microRNA host genes and transcription units. *Genome Res* **14**: 1902-1910

Rosenfeld N, Young JW, Alon U, Swain PS, Elowitz MB (2005) Gene regulation at the single-cell level. *Science* **307**: 1962-1965
Rual JF, Venkatesan K, Hao T, Hirozane-Kishikawa T, Dricot A, Li N, Berriz GF, Gibbons FD, Dreze M, yivi-Guedehoussou N, Klitgord N, Simon C, Boxem M, Milstein S, Rosenberg J, Goldberg DS, Zhang LV, Wong SL, Franklin G, Li S, Albala JS, Lim J, Fraughton C, Llamosas E, Cevik S, Bex C, Lamesh P, Sikorski RS, Vandenhaute J, Zoghbi HY, Smolyar A, Bosak S, Sequerra R, Doucette-Stamm L, Cusick ME, Hill DE, Roth FP, Vidal M (2005) Towards a proteome-scale map of the human protein-protein interaction network. Nature 437: 1173-1178

Saeed R, Deane CM (2006) Protein protein interactions, evolutionary rate, abundance and age. BMC Bioinformatics 7: 128

Salgado H, Gama-Castro S, Martinez-Antonio A, Diaz-Peredo E, Sanchez-Solano F, Peralta-Gil M, Garcia-Alonso D, Jimenez-Jacinto V, Santos-Zavaleta A, Bonavides-Martinez C, Collado-Vides J (2004) RegulonDB (version 4.0): transcriptional regulation, operon organization and growth conditions in Escherichia coli K-12. Nucleic Acids Res 32: D303-D306

Shalgi R, Lieber D, Oren M, Pilpel Y (2007) Global and Local Architecture of the Mammalian microRNA-Transcription Factor Regulatory Network. PLoS Comput Biol 3: e131

Shen-Orr SS, Milo R, Mangan S, Alon U (2002) Network motifs in the transcriptional regulation network of Escherichia coli. Nat Genet 31: 64-68

Shivdasani RA (2006) MicroRNAs: regulators of gene expression and cell differentiation. Blood 108: 3646-3653

Slack FJ, Basson M, Liu Z, Ambros V, Horvitz HR, Ruvkun G (2000) The lin-41 RBCC gene acts in the C. elegans heterochronic pathway between the let-7 regulatory RNA and the LIN-29 transcription factor. Mol Cell 5: 659-669

Soutschek J, Akinc A, Bramlage B, Charisse K, Constien R, Donoghue M, Elbashir S, Geick A, Hadwiger P, Harborth J, John M, Kesavan V, Lavine G, Pandey RK, Racic T, Rajeev KG, Rohl I, Toudjarska I, Wang G, Wuschko S, Bumcrot D, Koteliantsky V, Limmer S, Manoharan M, Vornlocher HP (2004) Therapeutic silencing of an endogenous gene by systemic administration of modified siRNAs. Nature 432: 173-178

Spirin V, Gelfand MS, Mironov AA, Mirny LA (2006) A metabolic network in the evolutionary context: multiscale structure and modularity. Proc Natl Acad Sci USA 103: 8774-8779

Stark A, Brennecke J, Bushati N, Russell RB, Cohen SM (2005) Animal MicroRNAs confer robustness to gene expression and have a significant impact on 3'UTR evolution. Cell 123: 1133-1146

Stelzl U, Worm U, Lalowski M, Haenig C, Brembeck FH, Goehler H, Stroedicke M, Zenkner M, Schoenherr A, Koeppen S, Timm J, Mintzlaff S, Abraham C, Bock N, Kietzmann S, Goede A, Toksoz E, Droege A, Krobitsch S, Korn B, Birchmeier W,
Lehrach H, Wanker EE (2005) A human protein-protein interaction network: a resource for annotating the proteome. Cell 122: 957-968

Su AI, Wiltshire T, Batalov S, Lapp H, Ching KA, Block D, Zhang J, Soden R, Hayakawa M, Kreiman G, Cooke MP, Walker JR, Hogenesch JB (2004) A gene atlas of the mouse and human protein-encoding transcriptomes. Proc Natl Acad Sci U S A 101: 6062-6067

Sylvestre Y, De G, V, Querido E, Mukhopadhyay UK, Bourdeau V, Major F, Ferbeyre G, Chartrand P (2007) An E2F/miR-20a autoregulatory feedback loop. J Biol Chem 282: 2135-2143

Tsang J, Zhu J, van OA (2007) MicroRNA-mediated feedback and feedforward loops are recurrent network motifs in mammals. Mol Cell 26: 753-767

Valencia-Sanchez MA, Liu J, Hannon GJ, Parker R (2006) Control of translation and mRNA degradation by miRNAs and siRNAs. Genes Dev 20: 515-524

van RE, Sutherland LB, Qi X, Richardson JA, Hill J, Olson EN (2007) Control of stress-dependent cardiac growth and gene expression by a microRNA. Science 316: 575-579

Voorhoeve PM, le SC, Schrier M, Gillis AJ, Stoop H, Nagel R, Liu YP, van DJ, Drost J, Griekspoor A, Zlotorynski E, Yabuta N, De VG, Nojima H, Looijenga LH, Agami R (2006) A genetic screen implicates miRNA-372 and miRNA-373 as oncogenes in testicular germ cell tumors. Cell 124: 1169-1181

Wang E, Lenferink A, O'Connor-McCourt M (2007) Cancer systems biology: exploring cancer-associated genes on cellular networks. Cell Mol Life Sci 64: 1752-1762

Wang E, Purisima E (2005) Network motifs are enriched with transcription factors whose transcripts have short half-lives. Trends Genet 21: 492-495

Wienholds E, Koudijs MJ, van Eeden FJ, Cuppen E, Plasterk RH (2003) The microRNA-producing enzyme Dicer1 is essential for zebrafish development. Nat Genet 35: 217-218

Wightman B, Ha I, Ruvkun G (1993) Posttranscriptional regulation of the heterochronic gene lin-14 by lin-4 mediates temporal pattern formation in C. elegans. Cell 75: 855-862

Wuchty S, Barabasi AL, Ferdig MT (2006) Stable evolutionary signal in a yeast protein interaction network. BMC Evol Biol 6: 8

Wuchty S, Oltvai ZN, Barabasi AL (2003) Evolutionary conservation of motif constituents in the yeast protein interaction network. Nat Genet 35: 176-179

Xie X, Lu J, Kulbokas EJ, Golub TR, Mootha V, Lindblad-Toh K, Lander ES, Kellis M (2005) Systematic discovery of regulatory motifs in human promoters and 3′ UTRs by comparison of several mammals. Nature 434: 338-345
Yang B, Lin H, Xiao J, Lu Y, Luo X, Li B, Zhang Y, Xu C, Bai Y, Wang H, Chen G, Wang Z (2007) The muscle-specific microRNA miR-1 regulates cardiac arrhythmogenic potential by targeting GJA1 and KCNJ2. *Nat Med* 13: 486-491

Yi R, Qin Y, Macara IG, Cullen BR (2003) Exportin-5 mediates the nuclear export of pre-microRNAs and short hairpin RNAs. *Genes Dev* 17: 3011-3016

Yoo AS, Greenwald I (2005) LIN-12/Notch activation leads to microRNA-mediated down-regulation of Vav in *C. elegans*. *Science* 310: 1330-1333

Yu Z, Jian Z, Shen SH, Purisima E, Wang E (2007a) Global analysis of microRNA target gene expression reveals that miRNA targets are lower expressed in mature mouse and Drosophila tissues than in the embryos. *Nucleic Acids Res* 35: 152-164

Yu Z, Li Z, Jolicoeur N, Zhang L, Fortin Y, Wang E, Wu M, Shen SH (2007b) Aberrant allele frequencies of the SNPs located in microRNA target sites are potentially associated with human cancers. *Nucleic Acids Res* 35: 4535-4541

Zhang LV, King OD, Wong SL, Goldberg DS, Tong AH, Lesage G, Andrews B, Bussey H, Boone C, Roth FP (2005) Motifs, themes and thematic maps of an integrated *Saccharomyces cerevisiae* interaction network. *J Biol* 4: 6

Zhao Y, Ransom JF, Li A, Vedantham V, von DM, Muth AN, Tsuchihashi T, McManus MT, Schwartz RJ, Srivastava D (2007) Dysregulation of cardiogenesis, cardiac conduction, and cell cycle in mice lacking miRNA-1-2. *Cell* 129: 303-317