Sequential Bayesian experiment design for adaptive Ramsey sequence measurements.
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The Ramsey sequence is a canonical example of a quantum phase measurement for a spin qubit. In Ramsey measurements, the measurement efficiency can be optimized through careful selection of settings for the phase accumulation time setting, $\tau$. This paper implements a sequential Bayesian experiment design protocol for the phase accumulation time in low-fidelity Ramsey measurements, and performance is compared to both a previously reported adaptive heuristic protocol and random setting choices. A workflow allowing measurements and design calculations to run concurrently largely eliminates computation time from measurement overhead. When precession frequency is the lone parameter to estimate, the Bayesian design is faster by factors of 2 and 4 relative to the adaptive heuristic and random protocols respectively.
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I. INTRODUCTION

The development of diamond NV centers as measurement tools is one of the most significant achievements of applied quantum physics in recent years. From initial concept\cite{1} and first demonstrations,\cite{2}-\cite{4} NV-based magnetometry measurements\cite{5} have been developed for condensed-matter physics,\cite{6}-\cite{10} engineering,\cite{11}-\cite{13} biology,\cite{14}-\cite{19} nanoscale nuclear magnetic resonance,\cite{20}-\cite{25} and commercial instrumentation is now becoming available.

The qubit that draws attention to the NV center is the $S = 1$ spin of the electronic ground state, which forms around a nitrogen atom, neighboring vacancy, and trapped electron in a diamond crystal. The coherence time of the spin state can extend into the millisecond range.\cite{26,27} At ambient temperatures, the spin state can be initialized and read out using laser light and detection of emitted photons. With incident green light, an NV center will begin to cycle between its electronic ground state and an excited state, absorbing a photon and relaxing. The key factor is that the relaxation process in NV centers is spin-dependent. Centers excited from the $m_s = 0$ state will relax by emitting a photon and return to the same $m_s = 0$ state, but centers excited from the $m_s = \pm 1$ states can also relax without emitting a photon, and may switch one-way from $m_s = \pm 1$ to $m_s = 0$ in the process. Because readout resets the state to $m_s = 0$, only photons from the first few absorb-relax cycles carry information about the initial spin state.

A persistent problem in NV center measurements is that it is often difficult to efficiently collect these few meaningful, spin-dependent photons. Improvements in collection efficiency have been demonstrated using solid immersion lenses,\cite{28} optical resonators,\cite{29,30} and fabricated diamond nanostructures.\cite{31}-\cite{33} Other characteristics of NV centers have also been successfully exploited. Additional information can be gleaned from the timing of emitted photons.\cite{34} More exotic approaches include spin-dependent ionization of the NV center into different long-lasting charge states where differences in emission spectra can be measured through many excitation-emission cycles.\cite{35}-\cite{41} Another approach has been to exploit features of a metastable state in the “dark” relaxation path of $m_s = \pm 1$ states.\cite{42,43}

While these methods demonstrate improvements to readout fidelity, additional gains can be achieved through efficient measurement design. More efficient measurement designs allow experiments to measure faster and/or more precisely. In quantum computing, Shor’s algorithm includes an important example of efficient readout of spin phase at the Heisenberg
FIG. 1. Timing diagram of Ramsey pulse sequences. Green areas in the top line denote green laser excitation. In the middle line, a microwave $\pi/2$ pulses initiates precession. After a time $\tau$ selected by the experiment design, another $\pi/2$ pulse projects the state for readout. Red areas in the bottom line show time intervals where the NV center emits red photons. Dashed lines show collection windows of the photons from the NV center with signal photons counted early in the laser pulse, and background photons counted during re-initialization. The horizontal axis corresponds to time passed during the experiment.

limit where frequency uncertainty $\Delta\omega_0$ scales as $\Delta\omega_0 \propto T^{-1}$ for measurement time $T$. For some qubits, adaptive Ramsey measurements have exhibited Heisenberg scaling. In many cases, however, the readout is dominated by classical readout noise. The purpose of this paper is to compare measurement designs for Ramsey measurements in the low-fidelity, averaged readout regime, with emphasis on sequential Bayesian experiment design. Section II reviews Ramsey measurements and introduces sequential Bayesian experiment design. Section III presents the results of measurement simulations comparing different protocols, showing substantial improvement of the Bayesian method over the other designs.

II. BACKGROUND

A. Ramsey experiment

The Ramsey sequence is an example of quantum interferometry, primarily used to measure the energy difference $\hbar\omega_0$ between two states. When the energy difference depends on a
signal, the Ramsey sequence is the basis of quantum sensing[43]. In section [II] results are presented in terms of magnetometry, where the signal is magnetic field, and the energy difference is due to the Zeeman interaction.

The Ramsey sequence is illustrated in figure [1]. First, the spin of the NV’s electronic ground is initialized to |0⟩ with a few microseconds of green light illumination followed by time to allow optically excited states to relax. Next, the spins are put into a superposition of |0⟩ and |1⟩ states with a calibrated microwave pulse (a π/2 rotation on the Bloch sphere). The spin state then evolves for a time τ according to the interactions included in the Hamiltonian. A second microwave pulse projects the phase-shifted state back onto |0⟩ and |1⟩ states for readout.

During readout, maximum spin-state contrast is achieved by collecting signal photons during the first 100 ns to 200 ns of green light illumination before the NV center’s spin state is eventually reinitialized to |0⟩. Although Bayesian inference and photon timing data can improve the fidelity[34], signal photons must be collected over many repeats of the sequence. As shown in fig. [1] a count of background photons is collected in a second time window to monitor and compensate for slow changes in the excitation laser intensity.

B. Model

Each epoch of $m_s$ repeated measurement sequences yields a number $n_s$ of spin-state-dependent signal photons that depends on the precession time $\tau$. The goal of the measurement is to determine the time-independent parameters $\theta \equiv \{a, c, \omega_0, T_2\}$ of a ratio model $R(\theta)$:

$$\lambda_s(t) = R(\theta)\lambda_b(t)$$  \hspace{1cm} (1)

$$R(\theta) = a \left\{ 1 + \frac{c}{2} [1 + \cos(\omega_0 \tau)] e^{-(\tau/T_2)^2} \right\}$$  \hspace{1cm} (2)

The counts-per-measurement-sequence signal rate $\lambda_s(t)$ and corresponding background count rate $\lambda_b(t)$ are assumed to be slowly time dependent to account for fluctuations in laser power. The signal photon count $n_s$ for an epoch comprising $m_s$ repeats of a sequence may be used to calculate an estimate for $\lambda_s(t)$. Similarly, the background count rate may be estimated
from \( n_b \) background counts over \( m_b \) sequences.

\[
<n_s(t)> = m_s \lambda_s(t), \\
<n_b(t)> = m_b \lambda_b(t).
\]

The number of background-counting sequences \( m_b \) may be chosen independently of \( m_s \). We choose \( m_b \gg m_s \) through a moving average, in order to reduce the noise contribution of the background measurements. In order to effectively account for drift, e.g. changes in laser intensity, the time corresponding to \( m_b \) sequences must be shorter than any characteristic time of the drift.

**C. Data simulation**

As a guide to measurement simulations, we use the Ramsey experimental data from Ulm University\textsuperscript{49} and the descriptions provided in ref.\textsuperscript{50} The experimental overhead includes approximately 3 \( \mu s \) of laser illumination, 1 \( \mu s \) of relaxation time and 70 ns for microwave pulses and photodetector for a total overhead of 4.07 \( \mu s \) per sequence. Allowed values of \( \tau \) range from 0.1 \( \mu s \) to 20 \( \mu s \) of precession time with 50 ns resolution.

We simulate photon counts using (2) with “true” parameter values \( a = 0.8 \), \( c = 0.13 \), \( \omega_0 = 9.4 \) \( \mu s^{-1} \), and either \( T_2 = 10 \) ns or \( T_2 \to \infty \). Background measurements yield \( n_b \approx 0.15 \) photons per sequence on average. For repeated sequences we use (3) and (4) with photon counts drawn from Poisson distributions.

**D. Experiment Design**

While the goal of the measurement is to estimate the model parameters, the goal of experiment design is to choose \( \tau \) values to make the measurements efficiently. In the simulations, we compare the effectiveness of three protocols: sequential Bayesian experiment design, an adaptive heuristic design, and a non-adaptive design.

Here, we provide a brief overview of sequential Bayesian experiment design. More detailed descriptions may be found in the references\textsuperscript{51–56} Bayesian experiment design combines Bayesian inference with decision theory to provide an adaptive method for choosing measurement settings. A review by Chaloner and Verdinelli\textsuperscript{51} describes the development of the
methods. “Unknown” model parameters are treated as random variables with probability distributions, e.g. with mean and standard deviation corresponding to value and uncertainty. A previous paper demonstrated order-of-magnitude efficiency gains through sequential Bayesian experiment design in an optically detected magnetic resonance experiment.55

The first task of Bayesian experiment design is to incorporate new measurement data, using Bayesian inference to refine the parameter probability distribution. Bayes’ rule yields the posterior parameter distribution \( P(\theta|n_s, m_s) \) given \( n_s \) signal photons counted in \( m_s \) sequences. The \( P(A|B) \) notation is the conditional probability of \( A \) given \( B \). The posterior is derived from the prior distribution \( P(\theta) \), and the likelihood of the measured results

\[
P(\theta|n_s, m_s) \propto P(n_s|m_s, \theta, n_b, m_b)P(\theta) \tag{5}
\]

with likelihood

\[
P(n_s|m_s, \theta, n_b, m_b) \propto R(\theta)^{n_s} \left[ \frac{m_s + m_b}{m_sR(\theta) + m_b} \right]^{n_s+n_b}. \tag{6}
\]

Here, the background rate distribution is estimated from from \( n_b \) photons detected in the background channel over \( m_b \) repeats, and Poisson-distributed photon counts are assumed. The derivation of this likelihood expression is given in Appendix A.

Once new data has been incorporated in to a refined parameter distribution, the next task is experiment design: choosing settings to make best use of measurement resources. First, the experiment model and measurement noise model are used with the distribution of parameters to predict measurement values for a candidate setting. These predicted values are further used to predict an average improvement of the parameter distribution for that setting. The improvement metric, or utility targets reduction in the information entropy of the parameter distribution. Utility calculations are made for all allowed settings, and settings yielding high utility values are selected for future measurements51,52,54,55. A non-rigorous interpretation of this method is that high-utility settings tend to be those where the parameter distribution produces a wide distribution of modeled values compared to measurement noise. As a shorthand, we refer to this protocol as “Bayes.” Software and documentation is available through ref. 56.

For comparison, we consider an adaptive design for Ramsey experiments reported by Santagati et al.50 This heuristic design, “Tau” is attractively simple, with the \( \tau \) setting determined by \( \tau = h/\sigma_{\omega_0} \), where \( \sigma_{\omega_0} \) is the width of the frequency distribution and \( h \approx 1 \) is a tuning parameter. Empirically, we found that a value of \( h \approx 0.5 \) generated the best results.
FIG. 2. Flow diagrams of computation and measurement using adaptive experiment design. Grey blocks indicate single measurement epochs. In a series workflow (a), data collection stops for data analysis and new setting decisions. In a concurrent workflow (b), measurements continue until new settings are ready.

in our simulations. The Tau protocol shares features with adaptive phase estimation schemes used in Shor’s quantum algorithm for prime factorization\textsuperscript{57–59}, and a scaling argument (see Appendix B) suggests that the Tau protocol might show $1/T$ scaling, but the reported behavior appears to be closer to exponential decay.\textsuperscript{50}

Third, we consider a non-adaptive protocol, “Random,” where $\tau$ is selected randomly from the allowed settings. This protocol provides a baseline, non-adaptive case for comparison with the adaptive protocols.

While the three protocols differ in their choices for $\tau$ settings, simulated measurement data were all analyzed using Bayesian inference and the likelihood given by (6). For all three design protocols, we value elapsed laboratory time, $t_{\text{lab}}$ as the resource to be allocated. Accordingly, measurement efficiency is judged on the basis of elapsed time. Therefore, in Tau and Random runs, a consistent time interval is allocated to each epoch, and the Ramsey sequence is repeated with the selected $\tau$ until the time is spent. In the Bayes runs, the measurement time is determined by computation time, as described in the following subsection.
E. Concurrent design and measurement

The computational time $t_{\text{calc}}$ demanded by sequential Bayesian experiment design may be the method’s greatest disadvantage to date. In a measure-infer-design loop as illustrated in fig. 2(a), the measurement waits for instructions during the design calculations. This idle time adds to the experimental overhead and degrades the overall efficiency of the protocol. In the calculations for this paper, computation required a few milliseconds per epoch, which is an enormous overhead compared to a Ramsey $\tau$ of a few microseconds.

To avoid adding computation time to overhead, we propose a concurrent workflow where measurements and design calculations run at the same time (See fig. 2(b)). In epoch $i$, the measurement process accumulates and averages data $y_i$ using a setting $d_i$ designed in the previous iteration $i-1$. Meanwhile, Bayesian regression incorporates the previous epoch’s measurement data $y_{i-1}$ and chooses settings $d_{i+1}$ for the next iteration. After the calculations are completed, the measurement system reports data and receives the next setting design. By running measurements and calculations concurrently, the measurement can continue to collect data virtually nonstop. The fact that $d_{i+1}$ is based off accumulated data $\{y_0, \ldots, y_{i-1}\}$, i.e. not including the current measurements $y_i$ has negligible effects in measurements that iterate for many epochs.

We also suggest that for adaptive measurement schemes, the relevant time scale is the time $t_{\text{SNR}}$ required to reach a signal to noise ratio (SNR) $\approx 1$. We propose that the infer/design calculations are fast enough if they can generate designs in a time comparable to the time required for measurement data to significantly change the parameter distribution. The parameter distribution only changes significantly following measurements with SNR $\gtrsim 1$ or equivalent. Using shorter measurement times with fewer repetitions would produce incremental changes in the parameter distribution between computations. At the other extreme, many more repetitions between calculations might hurt efficiency by missing opportunities to switch to higher-utility settings.

In our simulations, $t_{\text{SNR}}$ can be estimated. Noise standard deviation equal to the contrast of $c = 0.13$ on a background of $a = 0.8$ would require $\approx 40$ signal photons, or $m_s \approx 300$ repeats, or about 4.2 ms at the median setting $\tau = 10 \mu$s. By coincidence, in the Bayes runs, the mean measurement time was 4.4 ms, which is comparable to $t_{\text{SNR}}$. 
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FIG. 3. Simulated measurements of $\omega_0$. (a) Average histograms of $\tau$ settings chosen by three protocols: random selection (“Random”, blue), a $\tau = 1/(2\sigma_{\omega_0})$ heuristic (“Tau”, green), and Bayesian experiment design (“Bayes”, orange). The black sinusoid is the model function evaluated using the true parameter values. (b) Evolution of mean $\sigma_{\omega_0}$. The Bayesian protocol outperforms the heuristic protocol, and the random protocol produces roughly double the uncertainty. Shaded areas are 90% credibility regions. Dotted lines are standard deviation of error. (c) Evolution of absolute sensitivity vs. elapsed ”wall clock” time. The Bayes protocol is twice as fast as the Tau protocol and roughly four times as fast as the Random protocol. Statistics are calculated over 100 individual runs.

III. RESULTS AND DISCUSSION

Here we compare the performance of Bayesian experiment design with previously investigated methods. In particular, we test sequential Bayesian experiment design (“Bayes”)
against the adaptive heuristic method of Santagati et al.\textsuperscript{50} (“Tau”) and random selection of settings (“Random”).

Figure 3 displays statistics from 100-run batches of simulated Ramsey measurements where the precession frequency $\omega_0$ is the only unknown parameter. Measurements in Tau and Random runs are allocated 4 ms of measurement time per epoch, i.e. $m_s = 4 \text{ ms}/(\tau + 4.07 \mu \text{s})$ repeats of the Ramsey sequence with 4.07 $\mu \text{s}$ overhead time. Because more repeats are possible for shorter sequences, the Random histogram of sequence counts in fig. 3(a) appears skewed toward low $\tau$ when measurement time is allocated uniformly. In Tau runs, $\sigma_{\omega_0}$ eventually becomes small enough that $1/(2\sigma_{\omega_0}) > 20 \mu \text{s}$ is outside the allowed setting range. In this case, $\tau$ is selected randomly from the top 10 % of $\tau$ values.

Bayes measurement simulations mimic a concurrent workflow, using the execution times of the inference and experiment design code to determine the measurement times. In these simulations, the mean measurement time is 4.4 ms.

The Tau and Bayes protocols produce similar overall distributions of setting choices, shown in fig. 3(a). These protocols both exhibit an initial emphasis on small $\tau$, later moving to large $\tau$. A striking feature of the Bayes histogram of selected $\tau$ values is the comb-like structure indicating that the Bayesian method adaptively concentrates $\tau$ values where the model true curve has maximum slope. By comparison, the Tau and Random protocols show no such phase selectivity, although such selectivity could be programmed into an improved heuristic.

The standard deviation of the $\omega$ distributions are plotted in fig. 3(b) as a function of the number of Ramsey sequences. Above $\approx 10^5$ sequences, all three protocols converge to a $(\Sigma m_s)^{-1/2}$ scaling. The inset replots the boxed region on linear scales over a doubling of the sequence count.

Figure 3(c) provides a comparison of the absolute sensitivity $\eta$ of the Ramsey $\omega_0$ measurement used as a magnetometer. The uncertainties in field and frequency, $\sigma_B$ and $\sigma_{\omega_0}$ respectively, are related by $\sigma_B = \sigma_{\omega_0}/\gamma$, where $\gamma = 2\pi 28 \text{ GHz/T}$ is the gyromagnetic ratio. For uncertainties that scale as $t_{\text{lab}}^{-1/2}$, $\eta^2 \equiv \sigma_B^2 t_{\text{lab}}$ is a constant. All three protocols produce nearly constant $\eta^2$ after about 1 s of laboratory time. The inset replots the boxed region on linear scales. To achieve equivalent uncertainties, the Bayes protocol is about twice as fast as Tau and about four times as fast as Random.

Fig. 4 presents results from 100-run batches of measurement simulations where $a$, $c$, $\omega_0$,
FIG. 4. Simulations of measurements to estimate $\omega_0$, $a$, $c$, and $T_2$. (a) Histograms of $\tau$ setting values determined by random selection and by sequential Bayesian experiment design. The black sinusoid is the model function evaluated using true parameter values. (b) Uncertainty in frequency, $\sigma_{\omega_0}$ vs. Ramsey sequence count. (c) Absolute uncertainty $\eta^2$ for Bayesian and random selections of $\tau$. The Bayesian method uses concurrent measurement and calculation. In the random design data, the time required for data analysis has been discounted.

and $T_2$ are all treated as unknowns. We compare only Bayes and Random protocols, as no heuristic is available. As above, 4 ms were allotted for measurements in the Random protocol, but Ramsey code execution was slower with 4 variables, and an average of 13 ms were allocated per epoch in Bayes protocol runs.

Compared to the histogram in fig. 3(a), the histogram structure in fig. 4(a) is much richer. For a qualitative interpretation of this structure, we note that the modeled signal given by (2) is most sensitive to contrast $c$ at small $\tau$ extrema, is most sensitive to $T_2$ for extrema
near \( \tau \approx T_2 ( = 10 \, \mu s) \) and is most sensitive to \( \omega_0 \) for large slope of the model function and \( \tau \approx T_2 / \sqrt{2} \). The maxima of the envelope are skewed to slightly smaller \( \tau \) values by the fact that low-\( \tau \) designs produce more photons per epoch, and deliver smaller uncertainty.

Presumably, an adaptive heuristic could be developed and tuned for this four-variable measurement. It is likely that the development would require significant labor, however. Implementation of the Bayes protocol was comparatively simple, requiring only minor adjustments to include \( a, c \) and \( T_2 \) as unknowns in the model function.

Figs. 4(b)-(c) show that the Random protocol is slower to converge than the Bayes protocol, but the contrast in performance is weaker than in the single-unknown case above. Fig. 4(b) shows that the Random and Bayes protocols achieve equivalent uncertainty levels for equal number of sequences run, or photons collected. However, fig. 4(c) shows that the Bayes protocol makes more efficient use of laboratory time. We attribute the apparent efficiency of the random approach to the fact high-utility \( \tau \) values are widely distributed among the available settings, not tightly grouped at large \( \tau \) as they appear in fig. 3(a).

IV. SUMMARY

The simulation results show that sequential Bayesian experiment design is an efficient protocol for single-NV Ramsey measurements, outperforming a tuned heuristic “Tau” protocol and random setting selection in efficient use of laboratory, “wall-clock” time. A key factor for the Bayes protocol is the introduction of a concurrent workflow, which allows measurements to continue until design calculations are complete, and effectively eliminates computation time from the overhead, at least when computation time is less than the time needed to attain \( \text{SNR} \approx 1 \). Longer measurements might reduce efficiency through missed opportunities to select higher-utility settings.

The efficiency gains produced by sequential Bayesian experiment design in this work are significant, but modest compared to the order-of-magnitude gains previously reported for measurements of peaks on a wide, flat background. We explain this difference noting that measurements in the broad background of a spectrum offer little compared to the information-rich settings near the peaks, so large gains are possible by focusing measurements on the peak regions. In contrast, the Ramsey measurements tend to be informative over a larger range of setting values.
While this paper has focused on efficiency during data acquisition, sequential Bayesian experiment design also offers efficiency advantages in the time periods before and after data acquisition. For development of a protocol before measurement, the Bayes methods are easily adapted to new experiment models or to different measurement goals, especially when compared to the demands of designing efficient heuristics. Even in cases where Bayes calculations would be prohibitively slow, the Bayes protocols may serve as a reliable guide for heuristic protocol development. Also, if post-measurement data analysis is required, it might be reasonable to count analysis time as part of measurement overhead. In the Random protocol results above, data was analyzed at each epoch to show progress but the analysis time was discounted. But in a more typical use, a Random protocol would yield raw data, and any required data analysis might contribute to overhead. The Bayes protocol offers (almost) instant results because the data is continuously analyzed as part of the protocol.

The data that support the findings of this study are available from the corresponding author upon reasonable request.
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Appendix A: Derivation of likelihood

This appendix provides a derivation of the likelihood $P(n_s, m_s | n_b, m_b \theta)$ of receiving $n_s$ signal counts in $m_s$ repeats, given $n_b$ background counts in $m_b$ repeats such that

$$P(\theta | n_s, m_s, n_b, m_b) = P(n_s | m_s, n_b, m_b, \theta) P(\theta), \tag{A1}$$

where $P(\theta)$ incorporates $n$ and $m$ data from all preceding epochs. The derivation expresses the likelihood of $n_b$ counts in $m_b$ repeats as a function of a signal count rate $\lambda_s$, which is the product of the ratio $R(\theta)$ and the background count $\lambda_b$. The distribution $P(\lambda_b)$ is determined from $n_b$ and $m_b$, then eliminated from the final expression by integration.
The likelihood of receiving $n_s$ signal counts in $m_s$ repeats is a Poisson distribution with mean $m_s R(\theta) \lambda_b$.

$$P(n_s|m_s, \theta, \lambda_b) = \frac{(m_s R(\theta) \lambda_b)^{n_s} e^{-m_s R(\theta) \lambda_b}}{n_s!}.$$  \hspace{1cm} (A2)

The background count rate distribution is determined by $n_b$ and $n_b$

$$P(\lambda_b) \propto (m_b \lambda_b)^{n_b} e^{-m_b \lambda_b} n_b! \lambda_b^\nu.$$  \hspace{1cm} (A3)

The fraction in this expression is a Poisson distribution expressing the likelihood of counting $n_b$ photons, and the trailing $\lambda_b^\nu$ is a prior with exponent $\nu$ to be determined later. For the Jeffreys prior, $\nu = -1/2$.

The distribution of $\lambda_b$ values is incorporated by integration.

$$P(n_s|m_s, n_b, m_b, \theta) = \int P(n_s|m_s, \theta, \lambda_b) P(\lambda_b|n_b, m_b) d\lambda_b.$$  \hspace{1cm} (A4)

Substituting from (A2) and (A3), the integral is tractable, yielding

$$P(n_s|m_s, n_b, m_b, \theta) = C \frac{R(\theta)^{n_s}}{[m_s R(\theta) + m_b]^{n_s + n_b + 1 + \nu}}.$$  \hspace{1cm} (A5)

The prior exponent $\nu$ is selected so that the net effect of two likelihoods from two identical measurement results is the same as a single likelihood with combined data. That is, we require

$$P(n_s|m_s, n_b, m_b, \theta)^2 \propto P(2n_s|2m_s, 2n_b, 2m_b, \theta),$$  \hspace{1cm} (A6)

which is satisfied by $\nu = -1$. In tests of the likelihood using $\nu = 0$, the simulations converged to incorrect mean parameter values. With $\nu = -1$ the simulations regularly converged to the true values within a few standard deviations. We also note that the choice of $\nu = -1$ a gamma distribution prior of the general form.

$$\lambda_b \sim \Gamma(\alpha, \beta) = \frac{\beta^\alpha \lambda_b^{\alpha-1} e^{-\beta \lambda_b}}{\Gamma(\alpha)},$$  \hspace{1cm} (A7)

where $\Gamma(\cdot)$ is the gamma function. Gamma distributions are conjugate priors for Poisson likelihoods, and in the case $\alpha \to 0$ and $\beta \to 0$, the gamma distribution becomes “vague” as variance $\to \infty$.

Since the $\theta$ distribution is explicitly normalized in software, we are free to choose a convenient pseudo normalization for convenience. The factor $C$ contains exponential functions.
FIG. 5. Influence of background count averaging on the likelihood (inset) and on the performance of the Bayesian protocol. For the inset, \( m_s = 10, \ n_s = 1, \ n_b = 0.15m_s, \) and the true \( R = 0.1/0.15. \) In both the main figure and the inset, the benefits of background averaging saturate for \( n_b \gtrsim 10 \times n_s. \) The line labeled “Poisson” is the \( R \) distribution assuming \( \lambda_b = 0.15. \)

\[ m_s!, \ n_s!, \text{ and } (m_s + m_b)!, \] which are challenging for large \( m \) values. To eliminate factorials we choose the following normalization.

\[
P(n_s|m_s, \theta, n_b) \propto R(\theta)^{n_s} \left[ \frac{m_s + m_b}{m_s R(\theta) + m_b} \right]^{n_s + n_b}.
\] \hspace{1cm} (A8)

Fig. 5 illustrates the behavior of (6) or (A8) as a function of the number of background measurements, \( m_b, \) included in the background count \( n_b. \) The inset shows that the likelihood is a peaked function that approaches a Poisson distribution as \( m_b \) increases. The main plot shows the effect of the \( m_s \) on the performance of the Bayes method. Only marginal improvements are gained by extending background measurements beyond \( n_b \gtrsim 10 \times n_s. \)

**Appendix B: Scaling of Tau protocol**

Each epoch begins with a consistent phase uncertainty \( \sigma_{\phi} = \tau \sigma_{\omega_0} = h. \) If the number of repeats per epoch is constant, each epoch decreases uncertainty by a constant factor \( \beta < 1 \) on average. After the \( k \)th epoch,

\[ \sigma \propto \beta^k \] \hspace{1cm} (B1)
Each epoch requires measurement time proportional to $\tau$, neglecting overhead, so total measurement time $T$ scales as

$$T \propto \beta^{-(k+1)}$$  \hspace{1cm} (B2)

The net behavior is therefore predicted to follow Heisenberg scaling,

$$\sigma \propto 1/T, \hspace{1cm} (B3)$$

under the assumption that the number of repeats per epoch is constant.
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FIGURE 2

(a) data \rightarrow \text{Infer | design} \rightarrow \text{settings} \rightarrow \text{Measure} \rightarrow \text{data}

(b) data \rightarrow \text{Infer | design} \rightarrow \text{data}

settings \rightarrow \text{Measure} \rightarrow \text{settings}
FIGURE 4

(a) Sequence count vs. Ramsay $\tau$ ($\mu$s) for Random and Bayes methods. $T_2$ is indicated.

(b) Std($\omega$), rms err. (1/$\mu$s) vs. sequence count for Random and Bayes methods.

(c) $\eta^2$ ($\mu$T$^2$ s) vs. elapsed time (s) for Random and Bayes methods.
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