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I. INTRODUCTION

Proper thermal management is one of the key factors determining the performance of future nanodevices [1]. Because of the relatively long phonon mean free path in nanoscale structures, phonons carrying the heat are typically primarily scattered at material interfaces and boundaries [2,3]. The properties of interfacial transport therefore often play the key role in the determination of the thermal conductance of the composite structure.

The fact that phonon scattering at the interface between two pure but dissimilar materials leads to thermal resistance was first observed by Kapitza [4] for the interface between solid and liquid helium. The effect was explained by Khalatnikov [5] and Little [6] in terms of the mismatch between the acoustic properties of the materials. This model is now known as the acoustic mismatch model (AMM) and, along with the diffuse mismatch model [7], it has proven to be a useful rule of thumb in calculating the thermal interfacial resistance based on simple material properties.

Because of its phenomenological nature, AMM cannot provide as detailed a picture of interfacial thermal conduction as atomistic scattering methods such as the Green’s function (GF) method [8,9]. These methods rely, however, on the linear approximation of interatomic forces and cannot therefore directly describe inelastic effects. The limitation to harmonic transport is a serious drawback at high temperatures and for weakly bonded interfaces, where inelastic effects become important [10,11]. In contrast to the GF method, molecular dynamics (MD) simulations can straightforwardly describe the inelastic effects through the anharmonic interatomic forces used in integrating the classical equations of motion [12].

MD is, however, directly suitable only for calculating the total interfacial thermal resistance [13–18], which cannot give a detailed, spectrally resolved picture of energy transfer processes at the interface.

In this paper, we investigate the frequency-dependent contribution of inelastic scattering to interfacial thermal conduction by developing a method to calculate the spectral decomposition of interfacial thermal conductance, offering a detailed description of inelastic effects. The atomic cross-correlation functions required to calculate the spectral decomposition are obtained from microscopic dynamics using nonequilibrium MD simulations. In an earlier work [19,20] coauthored by one of the present authors, the interfacial equilibrium fluctuations were used to estimate the energy transmission function in investigating the contribution of resonant interfacial modes to the thermal conductance. In contrast to this earlier work, the developed method allows us to evaluate the actual spectral heat current at the interface from nonequilibrium steady-state simulations subject to finite temperature differences.

We present numerical results for two nonlinear, mass-mismatched face-centered-cubic lattices set in perfect contact. Our results show that (i) anharmonic effects in the bulk and at the interface enable energy transmission at frequencies exceeding the cutoff frequency of the heavier material, (ii) frequency-doubling and frequency-halving processes dominate the inelastic energy transfer at the interface, and (iii) uniaxial stress enhances the elastic transmission of mid-wavelength phonons across the interface, while the inelastic transfer is largely unaffected by the stress.

The paper is organized as follows. In Sec. II A, we derive a general microscopic expression for the spectral heat current distribution, which forms the basis for the spectral decomposition of interfacial conductance. To identify the elastic and inelastic contributions, the heat current distribution is divided into the harmonic and anharmonic parts in Sec. II B, giving a final expression for the spectral conductance.
The decomposition formula is applied to calculate the frequency-dependent interfacial conductance between two mass-mismatched Lennard-Jones solids using nonequilibrium molecular dynamics in Sec. III, where the effects of temperature and pressure on the inelastic processes are investigated. We conclude in Sec. IV.

II. THEORY

A. Spectral heat current distribution

Thermal conductance $G$ across an interface is defined as

$$G = \frac{Q}{A\Delta T}, \quad (1)$$

where $Q$ is the time-averaged, steady-state heat current across the interface, $A$ is the interfacial area, and $\Delta T$ is the temperature change at the interface. The definition implicitly assumes the limit $\Delta T \to 0$ so that the heat current is linear in $\Delta T$. To access the spectrally resolved conductance, it is necessary to determine the spectral resolved thermal current $q(\omega)$ defined through the relation

$$Q = \int_{0}^{\infty} \frac{d\omega}{2\pi} q(\omega), \quad (2)$$

where $\omega$ is the angular frequency and $q(\omega)$ is the deterministic, time-averaged spectral heat current. Note that $q(\omega)$ is not directly related to the microscopic thermal fluctuations of the heat current itself.

To derive an expression for the spectral distribution $q(\omega)$ of heat current between two atom sets $I$ and $J$ in thermal contact in nonequilibrium steady state, we start from the general expression for the conduction current $Q_{j\rightarrow i}$ between any two atoms $i \in I$ and $j \in J$, given by [21–23]

$$Q_{j\rightarrow i} = \frac{1}{2} \langle [\mathbf{F}_{ij} \cdot (\mathbf{v}_i + \mathbf{v}_j)] \rangle. \quad (3)$$

The average on the right-hand side of (3) refers to the nonequilibrium ensemble average assumed to be equal to the time average due to ergodicity. Equation (3) is essentially the work done on atom $i$ at position $\mathbf{r}_i$ by the interatomic force $\mathbf{F}_{ij} = -\nabla V(\mathbf{r}_i - \mathbf{r}_j)$ acting on atom $i$ due to the atom $j$ at position $\mathbf{r}_j$. The force can be derived from the interatomic potential $V(\mathbf{r}_i - \mathbf{r}_j)$ as $\mathbf{F}_{ij} = -\nabla V(\mathbf{r}_i - \mathbf{r}_j)/\partial \mathbf{r}_j$ and the velocity of atom $i$ is denoted by $\mathbf{v}_i$. To calculate $q(\omega)$ of (2), we need to write also Eq. (3) in the form

$$Q_{j\rightarrow i} = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} q_{j\rightarrow i}(\omega), \quad (4)$$

where $q_{j\rightarrow i}(\omega)$ is the interparticle spectral heat current. The spectral decomposition (2) of the interfacial thermal current $Q$ can then be obtained by summing Eq. (4) over all atom pairs interacting across the interface.

The spectral decomposition of thermal current (3) can be related to the correlation time between the force and velocity terms [20]. We therefore define the auxiliary correlation function

$$K_{ij}(t_1 - t_2) = \frac{1}{2} \langle \mathbf{F}_{ij}(t_1) \cdot [\mathbf{v}_i(t_2) + \mathbf{v}_j(t_2)] \rangle, \quad (5)$$

which depends only on the time difference $t_1 - t_2$ due to the assumed steady state and ensemble averaging. The Fourier transform $\tilde{K}_{ij}(\omega)$ and the inverse transform are defined, as usual, as $\mathcal{F}(\tilde{K}_{ij}(\omega)) = \int_{-\infty}^{\infty} d\tau e^{i\omega \tau} K_{ij}(\tau)$ and $K_{ij}(\tau) = \mathcal{F}^{-1}(\omega)(2\pi) e^{-i\omega \tau} \tilde{K}_{ij}(\omega)$. Using the definition of the inverse transform and noting that $K_{ij}(0) \equiv Q_{j\rightarrow i}$, we see that

$$Q_{j\rightarrow i} = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \tilde{K}_{ij}(\omega). \quad (6)$$

Since $K_{ij}(\tau)$ is real, the real and imaginary parts of $\tilde{K}_{ij}(\omega)$ are even and odd functions, respectively, and Eq. (6) further simplifies to

$$Q_{j\rightarrow i} = 2 \int_{0}^{\infty} \frac{d\omega}{2\pi} \text{Re}[\tilde{K}_{ij}(\omega)]. \quad (7)$$

This form shows that the spectral heat current $q_{j\rightarrow i}(\omega)$ defined in Eq. (4) is

$$q_{j\rightarrow i}(\omega) = 2 \text{Re}[\tilde{K}_{ij}(\omega)]. \quad (8)$$

This equation for the spectral heat current defined in terms of the Fourier transform of (5) is our first main result.

B. Elastic and inelastic energy transmission

Equation (8) can be used to determine the spectral distribution of the interatomic heat conduction current in solid, liquid, and gas systems from statistical data obtained, e.g., from nonequilibrium molecular dynamics. This requires, however, storing the force and velocity trajectories of all atom pairs participating in heat transfer on a disk for the Fourier transform analysis, as usual for correlation functions [12]. In solids, the atoms remain close to their average positions and one can reduce the computational burden by expanding the interatomic forces in terms of small displacements from the average atomic positions. The expansion additionally provides separate expressions for elastic and many-phonon thermal conduction processes, offering more insight into the interfacial thermal conduction.

When the atoms are vibrating close to their average positions $\mathbf{r}^0_i = (\mathbf{r}_i)$, one can expand the interatomic force $\mathbf{F}_{ij}$ in a Taylor series in terms of the small particle displacements $\mathbf{u}_i = \mathbf{r}_i - \mathbf{r}^0_i$ as

$$F_{ij}^a \approx \sum_{\beta \epsilon \{x,y,z\}} k_{ij}^{\alpha\beta} (u_j^\beta - u_i^\beta) + \frac{1}{2} \sum_{\beta, \gamma \epsilon \{x,y,z\}} y_{ij}^{\alpha\beta\gamma} (u_j^\beta - u_i^\beta)(u_j^\gamma - u_i^\gamma), \quad (9)$$

where

$$k_{ij}^{\alpha\beta} = \left. \frac{\partial F_{ij}^\alpha}{\partial u_i^\beta} \right|_{u=0} \quad (10)$$

and

$$y_{ij}^{\alpha\beta\gamma} = \left. \frac{\partial^2 F_{ij}^\alpha}{\partial u_i^\beta \partial u_j^\gamma} \right|_{u=0} \quad (11)$$

are, respectively, the harmonic and first-order anharmonic interatomic force constants. Substituting Eq. (9) to Eq. (5),
we get
\[ K_{ij}(\tau) \approx \frac{1}{2} \sum_{a,b \in \{x,y,z\}} k_{ij}^{\alpha\beta} A_{ij}^{\alpha\beta}(\tau) + \frac{1}{4} \sum_{a,b \in \{x,y,z\}} g_{ij}^{\alpha\beta} B_{ij}^{\alpha\beta}(0,\tau), \] (12)
where the approximation sign stems from the truncation of the force expansion (9) after the second term and the correlation functions \( A_{ij}^{\alpha\beta}(t) \) and \( B_{ij}^{\alpha\beta}(t,t') \) are defined as
\[ A_{ij}^{\alpha\beta}(t_1 - t_2) = \left[ (u_{ij}^{\alpha}(t_1) - u_{ij}^{\beta}(t_1))(v_{ij}^{\beta}(t_2) + v_{ij}^{\alpha}(t_2)) \right] \] (13)
and
\[ B_{ij}^{\alpha\beta}(t_1 - t_2, t_1 - t_3) = \left[ (u_{ij}^{\alpha}(t_1) - u_{ij}^{\beta}(t_1))(u_{ij}^{\beta}(t_2) - u_{ij}^{\gamma}(t_2)) \right] \times \left[ (v_{ij}^{\gamma}(t_3) + v_{ij}^{\alpha}(t_3)) \right]. \] (14)
Note that in contrast to using just a single correlation time as in previous equations, we have defined the correlation function (14) in a more general form as a function of two correlation times. While this is not necessary to calculate the spectral heat current, this definition proves useful in analyzing the elastic and inelastic scattering in more detail.

The correlation function \( B_{ij}^{\alpha\beta}(0,\tau) \) appearing in Eq. (12) can be written as \( B_{ij}(0,\tau) = \int_0^{\infty} d\omega' \frac{2\pi}{\omega'} B_{ij}(\omega',\tau) \), where \( B \) is the Fourier transformation of \( B \) with respect to the first time variable. Carrying out the Fourier transforms of \( A \) and \( B \) with respect to \( \tau \) in Eq. (12) then allows for writing the Fourier transformed correlation function \( \tilde{K}_{ij}(\omega) \) as
\[ \tilde{K}_{ij}(\omega) \approx \frac{1}{2} \sum_{a,b \in \{x,y,z\}} k_{ij}^{\alpha\beta} \tilde{A}_{ij}^{\alpha\beta}(\omega) + \frac{1}{4} \sum_{a,b \in \{x,y,z\}} g_{ij}^{\alpha\beta} \tilde{B}_{ij}^{\alpha\beta}(\omega,\omega' \omega). \] (15)
Using Eqs. (1) and (8), summing over the particles \( i \in I \) and \( j \in J \) interacting across the interface and dividing by the interfacial temperature drop \( \Delta T \) and area \( A \), we finally get the spectral decomposition of the conductance between particle sets \( I \) and \( J \):
\[ G = \frac{2}{A\Delta T} \int_0^{\infty} d\omega \sum_{i \in I, j \in J} \text{Re} [K_{ij}(\omega)] \] (16)
\[ \approx \int_0^{\infty} d\omega [g^e(\omega) + g^\text{inel}(\omega)]. \] (17)
Here the elastic part describing linear energy transfer processes at the interface is
\[ g^e(\omega) = \frac{1}{A\Delta T} \sum_{i \in I} \sum_{a,b \in \{x,y,z\}} k_{ij}^{\alpha\beta} \text{Re} \left[ A_{ij}^{\alpha\beta}(\omega) \right] \] (18)
and the part describing the contribution of first-order inelastic processes is the frequency integral
\[ g^\text{inel}(\omega) = \int_{-\infty}^{\infty} d\omega' \frac{1}{2\pi} g^\text{inel}(\omega,\omega'). \] (19)
where
\[ g^\text{inel}(\omega,\omega') = \frac{1}{2A\Delta T} \sum_{i \in I} \sum_{\alpha,\beta,\gamma \in \{x,y,z\}} \gamma_{ij}^{\alpha\beta\gamma} \text{Re} \left[ B_{ij}^{\alpha\beta\gamma}(\omega',\omega) \right]. \] (20)
Equation (17) with the definitions (18)–(20) is our final result for the spectral decomposition of the thermal conductance \( G \) and its elastic and inelastic contributions. The only approximation made in deriving Eq. (17) is the truncation of the interfacial force expansion (9) after second order. The accuracy of the expansion can therefore be straightforwardly refined by including higher-order terms, if necessary.

In the general time-dependent case, the correlation function (5) would depend independently on both time variables \( t_1 \) and \( t_2 \) instead of just the difference \( t_1 - t_2 \). In this case, the spectral heat current \( g(\omega) \) would be a function of two frequency variables \( \omega \) and \( \omega' \), describing both energy-conserving \( (\omega = \omega') \) and inelastic \( (\omega \neq \omega') \) energy transfer. The assumption of steady state and thus translational invariance in time leads, however, to energy conservation, which is apparent when we write the general correlation functions in the right-hand sides of Eqs. (13) and (14) as
\[ \frac{i}{\omega} [\tilde{v}_i^{\alpha}(\omega') - \tilde{v}_i^{\beta}(\omega')] [\tilde{v}_j^{\alpha}(\omega)^* + \tilde{v}_j^{\beta}(\omega')^*] = 2\pi \delta(\omega - \omega') \tilde{A}_{ij}^{\alpha\beta}(\omega) \] (21)
and
\[ \frac{1}{\omega'\omega} [\tilde{v}_j^{\alpha}(\omega'') - \tilde{v}_j^{\beta}(\omega'')] [\tilde{v}_i^{\alpha}(\omega)^* - \tilde{v}_i^{\beta}(\omega')^*] \times [\tilde{v}_i^{\alpha}(\omega)^* + \tilde{v}_i^{\beta}(\omega')^*] = 2\pi \delta(\omega' - \omega') \tilde{B}_{ij}^{\alpha\beta}(\omega,\omega'). \] (22)
Here we have used the identity \( \langle v_i^{\alpha}(\omega)v_j^{\beta}(\omega') \rangle = 2\pi \delta(\omega - \omega') \int_{-\infty}^{\infty} dt e^{i\omega t} \langle v_i^{\alpha}(0)v_j^{\beta}(0) \rangle \), valid in the steady state when \( \langle v_i^{\alpha}(t_0 + t_0)v_j^{\beta}(t_0) \rangle = \langle v_i^{\alpha}(0)v_j^{\beta}(0) \rangle \) for any \( t_0 \in \mathbb{R} \), and also written the displacements \( \tilde{u}_i^{\alpha}(\omega) \) and \( \tilde{u}_i^{\beta}(\omega) \) in terms of velocities \( \tilde{v}_i^{\alpha}(\omega) \) and \( \tilde{v}_i^{\beta}(\omega) \) using the general relation \( \tilde{v}_i^{\alpha}(\omega) = -i\omega \tilde{u}_i^{\alpha}(\omega) \). The Dirac delta functions on the right-hand sides of Eqs. (21) and (22) ensure overall energy conservation. By expanding the parentheses on the left-hand side of Eq. (21), one can identify terms describing the coupling of vibrations at the two sides of the interface. For example, the term \( \langle \tilde{v}_i^{\alpha}(\omega')\tilde{v}_j^{\alpha}(\omega)^* \rangle \) appearing on the left-hand side of Eq. (21) can be interpreted as direct energy transfer between sites \( i \) and \( j \), mediated by the force constant \( k_{ij}^{\alpha\beta} \) multiplying \( \tilde{A}_{ij}^{\alpha\beta} \) in Eq. (15). This process is schematically depicted in Fig. 1(a).

Similarly, the left-hand side of Eq. (22) describes three-site processes in which atoms vibrating at frequencies \( \omega \) and \( \omega' \) create a vibration at frequency \( \omega'' = \omega + \omega' \), enabled by the first-order anharmonic force constant \( \gamma_{ij}^{\alpha\beta\gamma} \). All the combinations of such three-vibration interactions at different sides of the interface are included in the eight terms obtained by expanding the parentheses in Eq. (22). Some of these inelastic emission and absorption processes are schematically depicted in Fig. 1(b).
III. NUMERICAL RESULTS: ELASTIC AND INELASTIC ENERGY TRANSMISSION BETWEEN MASS-MISMATCHED LENNARD-JONES SOLIDS

A. Structure

To obtain insight into the linear and nonlinear energy transfer mechanisms across boundaries between two dissimilar solids, we calculate the spectral interfacial conductances (18) and (20) between two Lennard-Jones (LJ) face-centered-cubic (fcc) lattices illustrated in Fig. 2(a). The primary motivation for applying the method to LJ solids instead of, say, a more realistic Si/Ge interface studied in numerous earlier works [20,24,25], is the strong nonlinearity of the LJ potential, which makes the harmonic Green’s function method insufficient and also allows for the suppression of finite-size effects already in relatively small simulation domains. The LJ potential also simplifies the theoretical discussion, as we do not have to consider the contribution of three-body forces or optical phonons on thermal conduction. If necessary, these can be straightforwardly investigated using the same formalism. The potential can also capture two key features of general pair potentials: the strong repulsion at short distances and weaker attraction at large distances. We therefore expect that our conclusions regarding the inelastic effects remain valid also for more complicated pair potentials. The face-centered-cubic lattice has been used as the lattice model in numerous earlier works investigating the effects of various material parameters on interfacial transport, including lattice constant [26] and mass [27] mismatch, the strength of interfacial bonding [10], low-dimensional contacts [28], interface roughness [29–32], and phonon-mediating thin films [33].

The velocity trajectories required for the determination of the Fourier transformed correlation functions (21) and (22) appearing in Eqs. (18) and (20) are extracted from nonequilibrium steady-state simulations using the LAMMPS molecular dynamics simulation software [34,35]. The parameters of the LJ pair potential \( V(r) = 4\varepsilon \left[(\sigma_{LJ}/r)^{12} - (\sigma_{LJ}/r)^{6}\right] \), which we choose to correspond to solid argon, are [12] \( \varepsilon = 1.67 \times 10^{-21} \text{ J} \) and \( \sigma_{LJ} = 3.4 \text{ Å} \). The potential cutoff distance is \( r_c = 2.5\sigma_{LJ} \) and the time step in the velocity Verlet integration is \( \Delta t = 4.3 \text{ fs} \), as in Ref. [27]. Velocity trajectories are collected from a MD run of 2 \times 10^7 steps, corresponding to 85.6 ns of physical time. Since no interactions take place beyond the cutoff distance \( r_c \), only atoms located within the cutoff distance from the interface need to be included in the particle sets \( I \) and \( J \) consisting of the atoms located to the left and right of the interface, respectively. To introduce acoustic mismatch at the fcc (100) interface between the two LJ media, we set the masses of the atoms on the left and right sides of the interface to be \( m_1 = 39.948 \text{ amu} \) and \( m_2 = 4m_1 \), where \( m_1 \) is the mass of argon. The mass mismatch introduces a mismatch in the densities of vibrational states in the two materials, resulting in nonzero interfacial resistance.

The total length of our simulated system is 60 cubic unit cells corresponding to the physical length \( L = 60a \), where \( a \) is the fcc lattice constant changing between 1.5496\( \sigma_{LJ} \) at \( T = 0 \text{ K} \) and 1.58\( \sigma_{LJ} \) at \( T = 40 \text{ K} \). Periodic boundary conditions are imposed in the direction parallel to the interface plane (transverse to the current flow). The width of the simulation area in these transverse directions is ten unit cells, corresponding to the cross-section area \( A = 100a^2 \). Two monolayers of atoms at both ends of the system are fixed to avoid atomic sublimation. Twenty monolayers of atoms (corresponding to the physical length \( L_{\text{bath}} = 10a \))...
next to the fixed atoms at the left and right ends of the structure are coupled to Langevin heat baths at temperatures $T_L = T + \Delta T_b/2$ and $T_R = T - \Delta T_b/2$, and the temperature bias is chosen to be $\Delta T_b = T/5$. The bath time constant is chosen as $t_{bath} = 2.14$ ps, ensuring that the bath-induced free path of phonons [36,37] satisfies $\lambda_{bath} = c_\gamma t_{bath} \lesssim L_{bath}$ ($c_\gamma \approx 1250$ m/s is the speed of sound) so that phonons arriving at thermalized regions are dissipated before reflecting from the fixed ends. This choice ensures that the shown results are not sensitive to an increase in the length of the system, which we have also carefully checked.

A typical local temperature profile obtained from the nonequilibrium simulation is shown in Fig. 2(b). The temperature drop $\Delta T$ at the interface is estimated from the difference of the linear temperature profiles extrapolated to the interface as illustrated in Fig. 2(b). This definition delivers an unambiguous $\Delta T$ and does not require choosing which atoms to include in the microscopic temperature calculation. The precise definition is not, however, important for our purposes, as $\Delta T$ only operates as a constant scaling factor in the spectral conductance distributions. We also note that the relative temperature drop $\Delta T/\Delta T_b$ at the interface (not shown) decreases from 0.91 at $T = 0$ K to approximately 0.3 at $T = 30$ K as a function of temperature, because the higher temperature (i) reduces the interfacial resistance (see below) and (ii) increases the thermal gradient in the bulk by decreasing thermal conductivity. The temperature drop at low temperature agrees with the value calculated from ballistic Landauer-Büttiker formalism [38]. $\Delta T = kR T_b$, where $R \approx 0.91$ is the interface reflectivity.

To ensure that the heat flow is in the linear regime, we have checked that the shown spectral conductances remain unchanged when the bias $\Delta T_b$ is halved. A smaller bias requires, however, longer simulation runs for retaining the same level of statistical accuracy. A very small nonlinear effect can be observed in Fig. 2(b), where the average temperature at the interface slightly differs from the average bath temperature 20 K due to the combined effect of the asymmetry in the masses and temperature-induced nonlinear dynamics.

B. Elastic and inelastic energy transmission

To quantify the importance of inelastic processes to the interfacial conductance, we first plot the total interfacial conductance and its elastic and inelastic contributions as a function of temperature in Fig. 3. The total conductance $G = Q/(\Delta T)$ (solid line), where the total heat current $Q$ includes all energy transmission mechanisms across the interface, has been determined from the work done by the heat baths on the atoms at the hot end of the structure. Below $T = 20$ K, the conductance $G$ increases linearly with temperature, as reported earlier [31]. At $T$ very close to 0 K, the linear approximation to the force in Eq. (9) is accurate, and the elastic conductance obtained by integrating Eq. (18) over frequency agrees very well with the total conductance. As the temperature is increased, the linear approximation to the force becomes insufficient very quickly, resulting in the underestimation of the conductance. The inclusion of the first-order inelastic terms in the force remedies the underestimation of the conductance reasonably well up to $T \sim 10$ K, above which even higher-order processes start to contribute to the interfacial conductance. The spectral resolution of these higher-order processes corresponding to, e.g., four-phonon interactions at the interface is computationally challenging, so we limit our studies of interfacial inelastic processes to the first order (three-phonon processes). Because higher-order phonon processes are mainly responsible for the increasing thermal conductance at high temperatures, we have restricted the studied temperature range below $T = 30$ K. In addition, increasing the temperature produces large thermal fluctuations in the interfacial heat current, leading to large statistical uncertainty in the conductance. Therefore, longer simulation runs would be required at high temperatures.

Figure 4(a) shows the elastic conductance $g^{\text{el}}(\omega)$ [Eq. (18)] at the LJ interface at various temperatures. At low temperature ($T = 1$ K), the elastic transmission agrees very well with the classical Landauer-Büttiker conductance $g^{\text{LB}}(\omega) = k_y T(\omega)/A$, where the transmission function $T(\omega)$ has been calculated for an interface between two semi-infinite LJ solids using the Green’s function (GF) method [9,37]. The conductance plateau at small frequencies arises from the finite width $W \approx 5.3$ nm of the simulated interface and extends up to $\omega = c_\gamma W \approx 0.2$ THz, where the first transverse mode with a nonzero transverse wave vector $k_x = 2\pi / W$ can be excited. The value of the GF transmission per polarization at the plateau is equal to $T(\omega)/3 = 8/9$, which agrees with the acoustic mismatch transmission factor [7] $T_{\text{AMM}} = 4Z_1Z_2/(Z_1 + Z_2)^2 = 8/9$ for an impedance mismatch $Z_2/Z_1 = 2$. For larger cross sections, the transmission function smoothens and the low-temperature conductance, proportional to the number of excitable transverse modes, increases as $\omega^2$. We have carefully verified that increasing the system width $W$ to be larger than the presently used $W = 10a$ only smoothen the steps in the
Inelastic energy transfer at high temperatures, especially at interfacial interactions can be seen to strongly enhance the heat across the interface. Compared to Fig. 4(a), the nonlinear frequency. In contrast to Fig. 4(a), this also accounts for the vibration frequency cutoff is \( f_c \) the cutoff frequency. At high temperatures, the inelastic energy transfer processes strongly enhance interfacial heat transfer at \( f \) only extend up to \( f_c \). In the heavier medium with mass \( m_2 = 4m_1 \) (heavy argon, dashed line), bulk vibrations therefore only extend up to \( f_c = 1 \) THz, limiting the ballistic transmission of phonons below this limit. At the interface, however, there are evanescent wave states extending up to 1.5 THz. (b) The sum \( g^{el}(\omega) + g^{inel}(\omega) \) of elastic and inelastic [Eq. (19)] spectral conductance as a function of frequency. At high temperatures, the inelastic energy transfer processes strongly enhance interfacial heat transfer at \( f \approx 0.5 \) THz and above the cutoff \( f_c = 1 \) THz.

spectral conductance profiles and does not affect any of the conclusions.

In the low-temperature limit, only phonons below the cutoff frequency \( f_c(2) = 1 \) THz of the heavier material can carry heat across the interface, because higher frequency modes cannot propagate in the heavy argon. The reflected modes at the interface induce, however, evanescent vibrations, which can be observed in the interfacial density of states [inset of Fig. 4(a)]. Due to the absence of any dissipation mechanism at low temperature, these vibrations cannot propagate into the bulk. As the temperature is increased, however, nonlinearities in the soft LJ potential enable inelastic phonon-phonon interactions in the bulk in the vicinity of the interface, and consequently also phonons with frequencies above 1 THz can transmit their energy across the interface, as seen in Fig. 4(a) for \( T = 10 \) and 30 K. This energy transfer above the frequency cutoff is dependent on inelastic phonon-phonon scattering in the bulk, which is present in all the simulations and in the velocity statistics, but the actual energy transmission mechanism across the interface itself is still linear in Fig. 4(a).

Figure 4(b) shows the sum \( g^{el}(\omega) + g^{inel}(\omega) \) of elastic and inelastic [Eq. (19)] spectral conductances as a function of frequency. In contrast to Fig. 4(a), this also accounts for the contribution of anharmonic energy transfer processes carrying heat across the interface. Compared to Fig. 4(a), the nonlinear interfacial interactions can be seen to strongly enhance the energy transfer at high temperatures, especially at \( f \approx 0.5 \) THz and above the frequency cutoff \( f_c(2) = 1 \) THz of the heavier material. Whereas linear interfacial interactions enable energy transfer only up to \( f \approx 1.5 \) THz at \( T = 30 \) K, the inelastic interfacial processes can be seen to facilitate energy transfer up to the cutoff \( f_c(2) = 2 \) THz.

Figure 5 shows the detailed two-dimensional map \( g^{inel}(\omega,\omega') \) [Eq. (20)] of inelastic phonon conductance across the interface at \( T = 20 \) K. Frequencies \( \omega \) and \( \omega' \) correspond to the frequencies of two phonons participating in the process, the frequency of the third being fixed at \( \omega'' = \omega + \omega' \) by energy conservation [Eq. (22)]. Figure 5 shows that especially processes falling on lines \( \omega = \omega', \omega = -\omega/2, \text{ and } \omega = -2\omega \) (dashed lines) dominate the inelastic contribution to the conductance. In these processes, the frequencies of the third phonon participating in the process are, respectively, \( \omega'' = 2\omega, \omega'' = \omega/2, \text{ and } \omega'' = -\omega \), implying that each process corresponds to either a “frequency-doubling” or “frequency-halving” process at the interface. Such processes have been argued also earlier to dominate the inelastic energy transfer across the interface [39,40], and the data in Fig. 5 strongly
support this hypothesis. At temperatures lower than 20 K, the frequency maps are similar as in Fig. 5, but the absolute values are scaled down in magnitude due to the reduced probability of anharmonic interactions. We have checked that the inelastic three-phonon contribution is very similar to Fig. 5 also for the mass ratio \( m_2/m_1 = 2 \) (not shown), suggesting that the above-mentioned processes dominate also more generally.

**C. Energy transfer under uniaxial pressure**

Earlier MD studies have suggested that external pressure can be used to tune the interfacial conductance between dissimilar materials [10]. At planar crystalline interfaces, the pressure modifies the interfacial bonding stiffness, which in turn affects the conductance. To get more insight into the effects of pressure on the conduction mechanisms at the interface, we show in Fig. 6 the elastic spectral conductance (18) for the LJ interface under compressive and tensile stress. In our simulation, the lattice is allowed to freely relax in the directions parallel to the interface. To get more insight into the effects of pressure on the conduction mechanisms at the interface, we show in Fig. 6 the elastic spectral conductance (18) for the LJ interface under compressive and tensile stress. In our simulation, the lattice is allowed to freely relax in the directions parallel to the interface so that the only nonzero component in the stress tensor \( \sigma \) is \( \sigma_{zz} \) (uniaxial stress).

Under compressive stress (\( \sigma_{zz} = \varepsilon/\sigma_0^2 = 42 \) MPa), the energy carried by phonons with frequencies between 0.5 and 1 THz can be seen to be strongly enhanced by the applied stress, implying that the transmission probability of phonons through the interface is increased in this frequency range. Under tensile stress (\( \sigma_{zz} < 0 \)), the transmission is similarly reduced in the same frequency range due to lattice softening. This frequency range corresponds to phonons with midrange wavelengths.

At small frequencies \( f \lesssim 0.5 \) THz, the spectral conductance is nearly unaffected by the uniaxial stress. The small effect of stress on low frequency energy transmission can be understood by noting that the transmission probability of the long-wavelength phonons across the interface is close to unity even under zero stress and cannot be enhanced further by the application of the compressive stress as for midwavelength phonons, which have a smaller transmission probability. In addition, the long-wavelength transmission probability is determined by the ratio of the acoustic impedances, which is largely unaffected by the uniaxial stress.

The spectral conductance is independent of the stress also above the cutoff \( f_{c}^{(2)} = 1 \) THz, where the nonzero transmission originally arises from the inelastic processes in the bulk (Fig. 4). The weak dependence of the spectral conductance on the pressure above 1 THz implies that the inelastic processes are only weakly affected by the pressure. This can also be seen by evaluating the total conductance and analyzing the relative contributions of different mechanisms. For \( \sigma_{zz} = 42 \) MPa, \( \sigma_{zz} = 0 \) and \( \sigma_{zz} = -42 \) MPa, respectively, the total conductances \( G = \mathcal{Q}/(A\Delta T) \) are 48, 38, and 35 MW/(m² K), showing that the conductance is strongly enhanced by the applied uniaxial stress. The contributions of the elastic conductance \( G_{\text{el}} = \int_{0}^{\infty} g_{\text{el}}(\omega) d\omega/(2\pi) \) are, respectively, 37, 26, and 23 MW/(m² K), so the contribution \( G - G_{\text{el}} \) of all inelastic processes at the interface is nearly independent of stress, \( G - G_{\text{el}} \approx 12 \) MW/(m² K). This shows that the elastic processes are essentially responsible for the observed enhancement of the interfacial conductance under compressive stress, while the inelastic processes are nearly unaffected. In disordered or weakly bonded interfaces, where pressure can cause deformations by the creation and breaking of bonds, the effect of pressure on interfacial conduction can, however, be much larger [10,19].

The presently used MD model does not account for any quantum effects, which may affect our results at temperatures lower than the material’s Debye temperature. In particular, classical dynamics overestimates the thermal occupation numbers of modes with energies higher than the thermal energy and may therefore slightly overestimate their contribution to interfacial conduction and the probability of inelastic scattering events. However, as our goal has been to investigate vibrational heat transfer mechanisms, a detailed inclusion of quantum effects is not considered necessary, although quantum statistics could be partially included, e.g., by replacing the classical Langevin baths employed in this work by quantum thermal baths [41,42].

For simplicity, we have only simulated perfectly smooth interfaces. At realistic interfaces, interfacial disorder is nearly always present and could have a strong impact on the interfacial heat transfer mechanisms. For example, we could expect that interfacial disorder broadens the strong conductance peaks in the inelastic conductance distribution (Fig. 5) by introducing spatial incoherence in the interface scattering. A deeper investigation of such disorder effects is left for future work.

**IV. CONCLUSIONS**

We investigated the contribution of anharmonic interactions and the resulting inelastic effects to interfacial thermal conduction at an interface between two mass-mismatched face-centered-cubic lattices. The calculations were based on determining the spectral decomposition of the interfacial heat current from dynamic correlation functions obtained from nonequilibrium MD simulations. At low temperatures, inelastic effects caused by the anharmonicity were negligible.

![Fig. 6](link)

FIG. 6. (Color online) Effect of uniaxial stress \( \sigma_{zz} \) on the interfacial elastic conductance at \( T = 20 \) K. Upon the application of compressive stress (\( \sigma_{zz} > 0 \)), the transmission of propagating phonons between 0.5 THz and the cutoff \( f_{c}^{(2)} = 1 \) THz is enhanced. The conductance peak at \( f \approx 0.6 \) THz is also shifted to a slightly higher frequency due to lattice stiffening. Tensile stress (\( \sigma_{zz} < 0 \)), on the other hand, reduces phonon transmission at the interface due to lattice softening. The transmission of phonons at low frequencies (\( f \lesssim 0.5 \) THz) and above the cutoff (\( f \gtrsim 1 \) THz) is not affected by the pressure.
and the spectral conductance matched the results obtained from the harmonic Green’s function method. As the temperature was increased, anharmonic effects became significant and facilitated energy transfer by the enhanced damping of evanescent vibrational modes close to the interface and three-phonon energy transfer processes at the interface. The spectral decomposition of the inelastic processes showed that frequency-doubling and frequency-halving processes dominated the three-phonon energy transfer. The results also revealed that for an interface under compressive uniaxial pressure, only the transmission of midwavelength phonons was enhanced by the pressure, while long-wavelength and inelastic energy transfer were nearly unaffected by the pressure.

The developed method for the spectral decomposition of thermal conductance provides substantial insight into the frequency dependence of inelastic scattering and Kapitza resistance between solid materials. Combined with the flexibility and versatility of molecular dynamics simulations, the presented method is applicable for detailed studies of a wide range of materials. We expect the method to prove highly useful in the computational optimization of interfaces, superlattices, and even bulk materials for improving the efficiency of practical thermal devices.
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