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Abstract—Trustworthy and reliable data delivery is a challenging task in Wireless Sensor Networks (WSNs) due to unique characteristics and constraints. To acquire secured data delivery and address the conflict between security and energy, in this paper we present an evolutionary game based secure clustering protocol with fuzzy trust evaluation and outlier detection for WSNs. Firstly, a fuzzy trust evaluation method is proposed to transform the transmission evidences into trust values while effectively alleviating the trust uncertainty. And then, a K-Means based outlier detection scheme is proposed to further analyze plenty of trust values obtained via fuzzy trust evaluation or trust recommendation. It can discover the commonalities and differences among sensor nodes while improving the accuracy of outlier detection. Finally, we present an evolutionary game based secure clustering protocol to achieve a trade-off between security assurance and energy saving for sensor nodes when electing for the cluster heads. A sensor node which failed to be the cluster head can securely choose its own head by isolating the suspicious nodes. Simulation results verify that our secure clustering protocol can effectively defend the network against the attacks from internal selfish or compromised nodes. Correspondingly, the timely data transfer rate can be improved significantly.
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I. INTRODUCTION

WIRELESS Sensor Networks (WSNs) are based on large numbers of low-cost, low-power, and resource-limited sensor nodes with sensing, processing, and communication abilities [1]. Once deployed into the target area, these sensor nodes can automatically organize into an ad-hoc network to perform sensing tasks. WSNs link the physical world with digital computational systems where these sensed information can be used to achieve real-time decision making [2]. Because of the volatile nature and dynamic topology of WSNs [3] [4], sensor nodes in the network collaborate with one another to execute sensing task and forward data through the network hop by hop based on some specific routing protocols [5]. WSNs are usually deployed in harsh or hostile environment and work in an unsupervised mode, they are vulnerable to various kinds of attacks especially during the routing process [6], such as selective forwarding, Greyhole, Wormhole, and Blackhole attacks [7], [8]. Traditional cryptography-based secure techniques are highly complex and inconsistent with the specific characteristics and severe constraints of WSNs [9]. Moreover, they cannot prevent the attacks from internal selfish or compromised nodes with legitimate identities [10]. To solve these problems, trust management schemes are usually adopted to enhance the reliability and improve the quality of WSNs [11]–[13]. Generally, trust is defined as “confidence in or reliance on some quality or attribute of a person or thing, or the truth in a statement” [14]. A sensor node in the network can cooperate with the reliable adjacent nodes according to the trust management system, and it can also report the monitored suspicious behaviors of neighbors to help to enhance or update the trust management system [15].

A. Motivation

To establish the trust relationship between sensor nodes, each node usually evaluates trust values of other nodes based on the directly or indirectly monitored transmission behaviors [16]. However, transmission misbehaviors may occur due to
node failure or congestion, latency, and loss in an open wireless medium [17]. All these issues make the trust evidences acquired by each node inaccurate, incomplete, and imprecise. The uncertainty of trust evidences has negative impact on trust evaluation since a sensor node cannot distinguish the malicious behaviors from false negative ones. The trust level of a normal node can be degraded if several transmission misbehaviors are monitored, and a malicious node can improve its trust level by performing cooperative behaviors. Hence, a single trust value cannot be used directly to detect whether a node is malicious or not. Plenty of trust values obtained by a node should be further analyzed to discover the commonalities and differences among sensor nodes. In addition, energy is a kind of scarce resource for sensor nodes in WSNs. Additional energy cost has to be paid to achieve security assurance so that it is impossible to save energy and assure security simultaneously. Then a trade-off has to be considered to deal with this conflict while enhancing the overall network performance.

B. Contribution

Based on the above arguments, this paper combines secure clustering, trust evaluation, and outlier detection with a focus on preventing malicious nodes from being cluster heads and achieving a trade-off between energy saving and security assurance in WSNs. Then an evolutionary game based secure clustering protocol with fuzzy trust evaluation and outlier detection (EGSCFO) is proposed. The main contributions of this paper are listed as follows:

1) We present an interval type-2 (IT2) fuzzy logic based trust evaluation method to transform the transmission evidences including data tampering, packet dropping, and transmission delay into trust values. Our method can effectively deal with the trust uncertainty problem while enhancing the accuracy of trust evaluation.

2) A K-Means based outlier detection scheme is proposed to further analyze plenty of trust values acquired by a sensor node. The commonalities and differences among sensor nodes can be discovered so that the malicious nodes are detected with high accuracy.

3) We present an evolutionary game based secure clustering protocol to isolate the malicious nodes from being the cluster heads while a trade-off between security assurance and energy saving can be achieved.

4) Plenty of experiments are performed to evaluate the performance of the proposed secure clustering protocol. Results demonstrate that the proposed protocol outperforms other ones on isolating the malicious nodes from being cluster heads and improving the performance of timely data transfer.

The rest of this paper is organized as follows: The related works are summarized in section II. System model including network model, radio model, and security model is described in section III. Our fuzzy trust evaluation method and outlier detection scheme are presented in sections IV and V respectively. The detail of our secure clustering protocol is proposed in section VI. We verify the performance of our secure clustering protocol in section VII. And finally we conclude this paper in section VIII.

II. RELATED WORKS

Recently, a substantial amount of researches are performed in WSNs or ad-hoc networks where security problems are critically considered. And many trust and reputation systems are proposed to accurately deal with the secure flat routing or clustering issues.

A. Trust based secure flat routing

An active detection-based security and trust routing protocol called ActiveTrust is proposed for WSNs [18]. It actively creates a number of detection routes to rapidly detect and obtain nodal trust which is the weighing of direct trust and recommendations. The generation and distribution of detection routes can be created according to the desired security level and energy efficiency. ActiveTrust can effectively enhance the data routing security. To some extent, it can avoid the attacks against the trust management system since a node needs some continuous cooperation to be reconsidered as a router if this node is detected to be malicious recently. However, as one of the most important factors for routing protocol, energy is not considered during the route discovery designing.

A belief based trust evaluation mechanism called BTEM is proposed to isolate the malicious nodes from being the trust-worthy for WSNs [19]. Bayesian estimation is adopted to gather direct and recommendation trust values while the correlation of data collected over the time is further considered. The output probability of a node to be malicious is compared against a pre-defined threshold to make final decision for secured delivery. BTEM can effectively detect malicious nodes while improving the false-positive detection rate. However, it is with low robustness since the final trust value of a node is the fair weighing of direct trust and the recommended one. In addition, the pre-defined threshold is lack of adaptiveness.

To improve the quality of service (QoS) of safety applications in vehicular sensor networks, a trust-based security adaption mechanism (TSAM) is presented [20]. For a vehicular sensor node, the trust level of a link to the neighbor is estimated based on connectivity duration, security level, and centrality metrics of the neighbor. And then the average trust level for all links is calculated as the trust level of this vehicular sensor node. Since the trust level of a vehicle indicates the confidence of this vehicle has on its neighbor nodes, the security level of a vehicle decreases with the increase of its trust level. That is, a vehicle with higher trust level adaptively selects a lower security level for energy-efficient data transmission. TSAM can achieve a trade-off between QoS and security. However, the transmission behaviors are not considered during the trust estimation process.

A trust management-based secure routing scheme (TMSRS) is proposed for industrial sensor networks with fog computing [21]. To update the trust values of sensor nodes, a mathematical Gaussian distribution model is constructed based on the numbers of historical interaction information. And a grey decision making method is adopted to explore the reliable and energy-efficient routing nodes. A trade-off between security, energy, and transmission performance can be achieved in TMSRS. However, continuous noncooperation only results in a slow decline of trust value that may cause attacks against the trust management system.

B. Trust based secure clustering

Cluster based network model is more suitable for sensor
networks than its flat counterpart since it is more energy efficient and scalable.

To adopt trust management system in clustered WSNs, a secure double cluster heads model (DCHM) is presented [15]. It includes cluster, cluster heads, and base station modules. The cluster module considers cluster heads election, clustering, and trust system construction or update. The tasks of outlier detection, credible data fusion, and results uploading are performed by cluster heads. Two cluster heads are selected within a cluster to independently perform the same task. The dissimilarity coefficient of data from the two cluster heads is calculated by base station. A feedback is returned to cluster to help to update trust management system. DCHM can effectively isolate the malicious from the network since two cluster heads independently perform malicious nodes detection within each cluster. However, the communication overhead of double cluster heads is considerable.

A synergetic trust model based on SVM (STMS) is presented for underwater WSNs [22]. The network is divided into some clusters. Each one is composed of several member nodes, a master cluster head (MCH), and a slave head (SCH). Trust evidences including communication, packet, and energy are periodically gathered by member nodes and then reported to the corresponding MCH. K-means algorithm is performed by MCH to group trust evidences into good or bad sets with the label 0 or 1. In addition, SVM algorithm is further performed to classify the labeled evidences into several categories. The results are fed back to member nodes to help to detect the malicious. The trust of MCH is periodically evaluated by the SCH based on the trust evidences from member nodes. If a MCH is detected to be malicious, it has to be replaced by a normal node. Supervised and unsupervised learning algorithms are well combined to establish trust relationship among sensor nodes in STMS. However, extra energy cost has to be paid to select double cluster heads.

To solve the uncertainty problem of trust relationship, a secure clustering scheme with cloud based trust evaluation method (SCCT) for clustered WSNs is proposed [23]. Multi-factors including communication, message, and energy are considered to build trust clouds. These factor clouds are assigned with adjusted weights to calculate immediate trust cloud. The final trust cloud is acquired by synthesizing the recommendation and immediate trust clouds based on time sensitive factor. Then it is converted into trust grade according to its simplicity to the standard grade trust clouds. SCCT can effectively deal with the uncertainty of trust evidences. However, an accurate match between the final trust cloud and standard ones requires much computation cost.

A taylor kernel fuzzy C-means clustering (TKFCC) protocol is proposed to select trust and energy aware cluster heads for sensor networks [24]. Clusters are firstly constructed based on taylor kernel fuzzy C-means algorithm. And then the cluster head is selected within each cluster according to an acceptability factor which is the weighing of fitness constraints including maximal energy, minimal distance, and maximal trust. A well distribution of clusters can be achieved in TKFCC. However, the energy consumption between sensor nodes is not well balanced as the fixed weighing of fitness constraints.

A joint trust based secure routing (JTSR) protocol is proposed for assisting secure communication in WSNs [25]. Firstly, an algorithm named Multi-Objective Taylor Crow Optimization (MOTCO) is adopted to select the optimal cluster heads using multiple objectives including distance, energy, delay, and traffic density. And then, a joint trust, which considering integrity, consistency, forwarding rate, and availability factors, is used to determine whether the obtained optimal cluster heads are trusted or not. Finally, to assure secure delivery to the trusted cluster head for a source node, an algorithm called ChickenDragonfly is adopted to derive the optimal routing path. JTSR can effectively improve the security performance of the network. However, the joint trust is calculated in a centralized mode that is lack of scalability.

A secured QoS aware energy efficient routing (SQUEER) protocol is designed to enhance network security while optimizing energy utilization for WSNs [26]. Firstly, both direct and indirect trust values are calculated while spatial and temporal constraints are included to construct the trust relationship between sensor nodes. And then, cluster heads are selected according to trust scores and QoS metrics to perform cluster based secure routing. Finally, path-trust, energy, and hop count are considered to acquire the final routing path. SQUEER can well make QoS assurance. However, the recommended maximum trust value from trusted nodes is used as the final recommendation that may be inappropriate.

A fuzzy temporal rule and cluster-based secured routing with outlier detection (FRCSROD) algorithm is proposed for secure communication in WSNs [27]. FRCSROD performs a temporal reasoning-based clustering method to construct dynamic clusters according to distance and residual energy. The nodes with high energy, low mobility, and high trust are selected as cluster heads. In addition, to isolate the malicious nodes from clusters and communication, a fuzzy rule and distance-based outlier detection method is presented which incorporates a security model consisting of a trust mechanism and an authentication process. FRCSROD can effectively improve the reliability of communication, packet delivery ratio, end-to-end delay, and energy consumption. However, the authentication process performed by each node requires much communication and computation overhead.

### III. SYSTEM MODEL

In this section, we give the system model which includes network model, radio model, and security model.

#### A. Network model

Hierarchical network model is considered in this paper since it is more flexible and efficient for WSNs [28], as shown in Fig. 1. Sensor nodes in the network are divided into some groups called clusters. And each one consists of a cluster head and some member nodes. All member nodes located in the bottom layer perform the task of data sensing for interest. Cluster heads in the middle layer construct the routing backbone to perform tasks of gathering, integrating, and forwarding the data from member nodes. The base station in the top layer acts as the relay node for the data from cluster heads to the server.

#### B. Radio model

Due to the interferences in an open wireless medium, the state of channel quality is unstable that may be good or bad occasionally. Then a Markov chain with two states $S = \{s_0, s_1\}$
is adopted in this paper to model the time-varying wireless medium [29], as shown in Fig. 2. Here $s_0$ and $s_1$ represent the bad and good states of the channel quality respectively. The time interval $t$ that the channel quality becomes each state is a random variable which follows an exponential distribution as

$$p(t) = \begin{cases} \alpha e^{-\alpha t} & t \geq 0, \\ 0 & t < 0, \end{cases}$$  \hspace{1cm} (1)$$

where $\alpha_i$, $i \in \{0, 1\}$ are the rates of bad and good states. Then the probabilities of the channel state to become bad and good are calculated by $p_0 = \alpha_0/(\alpha_0 + \alpha_1)$ and $p_1 = \alpha_1/(\alpha_0 + \alpha_1)$ respectively.

The wireless transmission loss can either be described by free-space propagation model or two-ray ground reflection model based on the distance $d$ from transmitter to receiver [28]. If $d$ is smaller than a threshold $d_0$, then the first model is more suitable to reflect the transmission loss. Otherwise, the second model is acceptable. Here the threshold $d_0$ can be computed by

$$d_0 = \sqrt{\frac{E_{\text{amp}}}{EC_0}},$$  \hspace{1cm} (2)$$

where $E_{\text{amp}}$ and $EC_0$ are the amplified characteristic constants regarding the transmission loss models.

The energy [1] [28] spent by a node for transmitting a $k$-bit data packet to the destination with distance $d$ can be denoted as

$$E_{\text{trans}}(k, d) = \begin{cases} kE_{\text{elec}} + kE_p d^2, & d < d_0, \\ kE_{\text{elec}} + kE_{\text{amp}}d^4, & d \geq d_0, \end{cases}$$  \hspace{1cm} (3)$$

where $E_{\text{elec}}$ is the energy spent by the transmitter or receiver circuitry.

The energy consumed by the receiver for a $k$-bit data packet can be computed by

$$E_{\text{rec}}(k) = kE_{\text{elec}} + kE_{\text{det}},$$  \hspace{1cm} (4)$$

where $E_{\text{det}}$ is the energy consumed by the receiver for aggregating a one-bit packet.

**C. Security model**

To prevent the attacks in resource-constrained WSNs, this paper presents a trust based security model which consists of trust evidence collection, fuzzy trust evaluation, trust recommendation, trust grouping, and outlier detection, as shown in Fig. 3. To establish the trust based secure system, each sensor node periodically collects the trust evidences of other nodes by overhearing the transmissions. Once the evidences are updated, an IT2 fuzzy logic system (FLS) is introduced to estimate the trust values via fuzzy inferring that can effectively alleviate the uncertainty of trust evidences. Combined with trust recommendation mechanism, each node can acquire plenty of trust values which are further analyzed by trust grouping. Then the group means are used to detect the outliers while whether a node is malicious or not can be identified.

Since this paper aims at assuring the security of packet transmissions, trust evidences including packet dropping rate (DPR) and delaying rate (DLR) are collected that can indicate the changes regarding packets when attacks occur during the routing process. Generally, three kinds of attacks regarding data packets can be launched by malicious nodes: tampering, dropping, and delaying. To prevent against tampering attack, data packets need to be authenticated by the destination node to ensure integrity. Any packet which is found to be tampered should be discarded due to authentication failure, which implies that the tampering attack can be somehow regarded as dropping attack from the perspective of sender nodes [30]. Hence, the two trust evidences DPR and DLR are able to indicate all kinds of attacks against data packet to some degree.

**IV. FUZZY TRUST EVALUATION**

IT2 FLS has been proved better ability to deal with uncertainty and smoother control surface than its type-1 (T1) counterpart [31]. The major difference is that at least one of the fuzzy sets in the rule base is an IT2 fuzzy set. Fig. 4 gives the schematic diagram of an IT2 FLS [32]. Firstly, the fuzzifier module normalizes the crisp inputs into fuzzy sets. And then, the inference engine infers a solution according to the input
fuzzy sets and the rule base which defines the relationships between inputs and output with IF THEN clauses. Thirdly, type reduction is performed by the type reducer while a T1 fuzzy set is acquired. Finally, the defuzzifier gives crisp output via denormalization.

To evaluate the trust of sensor nodes, the acquired trust evidences DPR and DLR are used as the inputs of the FLS. Three fuzzy sets corresponding to the linguistic variables low, medium, and high are adopted to describe the membership grade of DPR, as shown in Fig. 5. Similarly, the fuzzy sets for DLR are shown in Fig. 6. Seven IT2 fuzzy sets corresponding to the variables complete distrust, intense distrust, distrust, medium distrust, medium trust, trust, and complete trust are designed to assess the membership grade of the trust output, as shown in Fig. 7. To define the mapping of fuzzy sets between the trust evidences and trust output, nine fuzzy rules are established with IF THEN clauses, as shown in Table I. Such as the first rule: If DLR is low and DPR is low, then the trust output is complete trust.

1) Calculate the membership grade for \( x_i \) \((i = 1, 2)\) based on the corresponding fuzzy set of the \( k^i \) \((k = 1, 2, ..., 9)\) rule, expressed as \( G(x^i) \).

2) Compute the firing grade \( G(x) \) regarding the \( k^i \) \((k = 1, 2, ..., 9)\) rule for \( x \) according to product t-norm [32].

3) Calculate output trust interval \([T_{Li}(x), T_{Ri}(x)]\) of the \( k^i \) \((k = 1, 2, ..., 9)\) rule for \( x \). Here \( T_{Li} \) and \( T_{Ri} \) are the left and right trust values respectively. Especially, the trust fuzzy set of the \( k^i \) \((k = 2, 3, ..., 8)\) rule is vertically symmetrical, then two output trust intervals corresponding to the left and right part are acquired. Since the two intervals share the same firing grade, the grade of each one should be halved. Then we can get some value pairs of trust interval versus grade that can be represented as a trust set \( \{<T_{Li}(x^i), T_{Ri}(x^i)>, G(x^i)>; t = 1, 2, ..., 16\} \).

4) Covert the value pairs of trust interval versus grade into the ones of trust value versus grade interval, then the trust set can be reconstructed as \( \{<T_{Li}(x^i), G(x^i)>, T_{Ri}(x^i)>; t = 1, 2, ..., 16\} \). Here \( T_o \) is the average of the corresponding left and right trust values. \( G_L \) and \( G_R \) are the lower and upper membership grades of \( T_o \) regarding to the corresponding trust fuzzy set.

5) Normalize all lower membership grades and upper ones in the trust set separately while sorting all trust values in
6
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ascending order. Then the trust set can be updated as \{<T_d(x'),\ [G(x'), G(x')^*>; \ v = 1, 2, ..., 16}\).

6) Use center-of-sets [33] method to perform type reduction based on the trust set. Then a T1 fuzzy set \( T\_f(x), T\_r(x) \) for the input vector \( x \) can be obtained. Here \( T\_f \) and \( T\_r \) are the final left and right trust values that can be calculated by

\[
T_{\_f}(x) = \min_{j=1,2,\ldots,16} \sum_{v=1}^{16} G_j(x') \cdot T_{\_f}(x') + \sum_{v=1}^{16} G_j(x') \cdot T_{\_r}(x')
\]

\[
T_{\_r}(x) = \min_{j=1,2,\ldots,16} \sum_{v=1}^{16} G_j(x') \cdot T_{\_f}(x') + \sum_{v=1}^{16} G_j(x') \cdot T_{\_r}(x')
\]

where \( l \) is left switch point [33] determined by \( T_{\_f}^l < T_l < T_{\_r}^{l+1} \). \( T_{\_f}^l \) and \( T_{\_r}^{l+1} \) are left switch point follows \( T_{\_f}^n < T_l < T_{\_r}^{n+1} \). \( T_l \) and \( T_r \) can be acquired by using algorithm EIASC [32].

7) The final output trust value \( T(x) \) for the input vector \( x \) can be acquired through defuzzification:

\[
T(x) = \frac{T_{\_f}(x) + T_{\_r}(x)}{2}.
\]

V. OUTLIER DETECTION

A sensor node, no matter is malicious or not, can enhance its trust level through cooperation. However, its trust level may be degraded due to malicious behaviors or error monitoring in an open wireless medium. Hence, a single trust value cannot be used to accurately detect whether a node is malicious or not. To solve this problem, plenty of trust values acquired by a node should be further analyzed through an outlier detection scheme.

A K-Means based outlier detection scheme is designed in this section which is independently performed by each node to detect the malicious. To accelerate the convergence speed, trust recommendation mechanism is introduced to update the trust values efficiently. Usually, message exchange only happens between the cluster head and member node in clustered WSNs. Then if a sensor node joins in a cluster where the head is trusted, it can request the trust recommendation from this head.

If a sensor node \( i \) has received the recommended trust value \( T(k,j) \) from cluster head \( k \) for node \( j \), it updates the trust value of node \( j \) as

\[
T(i,j) = \begin{cases} T(i,j) + T(k,j) \cdot T(k,j), & \text{if } T(i,j) > 0 \\ T(i,j) \cdot T(k,j), & \text{otherwise} \end{cases}
\]

where \( T(i, k) \) is the trust value of node \( i \) to \( k \) that updated through fuzzy inference. \( T(k,j) \) is the trust of node \( k \) to \( j \) that is acquired via either trust recommendation or fuzzy inference.

The outlier detection process works based on rounds. In each round, a sensor node firstly updates the trust values of other nodes through fuzzy inference or trust recommendation. And then these updated trust values are further analyzed by using K-Means algorithm. The results are finally used to isolate the malicious nodes from being the cluster heads. Initially, no interaction happens among nodes so that each node has to record the trust value as 0 for other nodes. A node does not initiate its own outlier detection process unless it has interacted with more than two nodes. Once the outlier detection process is activated by a node, it continues only in these rounds where this node acts as a cluster member node that has the chance to update the trust values.

The detail of outlier detection process for any node \( i \) is given in Algorithm I. Two trust groups are constructed from the trust set \( TS \) which contains all positive trust values. One is called as High Trust Group \( HTG \), and the other is called as Low Trust Group \( LTG \). In each round, several iterations are included to assign the higher and lower trust values into the groups \( HTG \) and \( LTG \) respectively according to the K-Means algorithm. The iterations within a round end if the absolute difference between

\[
|T(i,j)_{\text{new}} - T(i,j)_{\text{old}}| < \epsilon
\]

where \( \epsilon \) is the tolerance.

Algorithm I Outlier detection

\[
\text{if } i \text{ is a cluster member node and length(TS)} > 1 \\
\text{Randomly select two values } T_{\alpha}, T_{\beta} \text{ from } TS; \\
\text{if } T_{\alpha} > T_{\beta} \\
\text{avHTG} \leftarrow T_{\alpha}; \\
\text{avLTG} \leftarrow T_{\beta}; \\
\text{else} \\
\text{avHTG} \leftarrow T_{\beta}; \\
\text{avLTG} \leftarrow T_{\alpha}; \\
\text{end}
\]

\[
\text{Iterate}
\]

\[
\text{if } \text{mean(HTG)} > \text{mean(LTG)} > d; \\
\text{break iterate;}
\]

\[
\text{else}
\]

\[
\text{avHTG} \leftarrow \text{mean(HTG)}; \\
\text{avLTG} \leftarrow \text{mean(LTG)};
\]

\[
\text{Converge}
\]

\[
\text{if } \{\text{avHTG \cdot last HTG}, \text{avLTG \cdot last LTG}\} < d; \\
\text{break iterate;}
\]

\[
\text{if } \{\text{c}_1, \text{c}_2\} \text{ are true}
\]

\[
\text{convergence state} \leftarrow \text{true};
\]

\[
\text{end}
\]
the last two group means is less than a threshold $d_n$ for both trust groups. The final group means are used as the initial ones of the two trust groups in the next round. With the proceeding of the outlier detection process, the two group means tend to be stable due to sufficient trust information. We give the convergence conditions as follows:

1) The absolute difference of final group means between two contiguous rounds is less than the threshold $d_n$ for both trust groups.

2) The difference of group means between HTG and LTG is more than a threshold $d_{edge}$.

3) The above two conditions keep satisfied for $T_r$ times.

If the first condition is true, then the means of both trust groups tend to be steady. An obvious difference between the two trust groups exists if the above second condition is satisfied. To avoid the false positive convergence of the outlier detection process, the threshold $T_r$ in the last condition should be much bigger than 1.

### VI. DETAIL OF OUR SECURE CLUSTERING

#### A. Evolutionary Game based cluster head election

Sensor nodes cannot achieve energy saving and security assurance simultaneously when deciding whether to be cluster heads in WSNs. On the one hand, each node expects one of its trusted neighbors to serve as the cluster head so that it can save more energy to acquire longer lifetime. But on the other hand, a node has to campaign for the cluster head to prevent the malicious one from being the head. Since game theory is an effective method to make decisions for selfish and rational individuals under conflict situations [34], in this section we use it to construct the cluster head election model while achieving a trade-off between energy and security.

For any sensor node, it decides whether to be the cluster head by playing a cluster head election game with its past cluster heads which are now detected to be non-malicious. Here we formally define this game as $CEG = \{N, S, U\}$. Where $N$ is the set of game players, $S = \{S_i | i \in N\}$ is the strategy combination of all players, and $U = \{U_i | i \in N\}$ is the set of utility functions.

The payoff matrix for a simple game with two players is shown in Table II. If a player does not declare to be the cluster head while no other player becomes the head, then a malicious node has the chance to be the head while launching attacks that results in a loss $z$ to the entire population. If at least one other player declares to be the cluster head, then it can gain $v$ by enjoying the service of secure data transmission. If a player declares to be the cluster head, then its payoff is $v - c$ due to an additional cost $c$ has to be paid to serve for other nodes. According to the payoff matrix, the utility function $U_i$ for an arbitrary player $i$ can be expressed as

$$U_i = \begin{cases} 
v, & \text{if } S_i = ND \text{ and } \exists j \in N \text{ s.t. } S_j = D \\
v - c, & \text{if } S_i = D \\
-z, & \text{if } S_i = ND, \forall j \in N\end{cases}.$$  

(9)

The expected payoff $E(D)$ for a player to declare to be the cluster head can be calculated by

$$E(D) = v - c.$$  

(10)

The expected payoff $E(ND)$ of not declaring to be the cluster head can be computed by

$$E(ND) = \left(1 - \left(1 - p\right)^{|N| - 1}\right) v - \left|N\right| - 1 z,$$  

(11)

where $p$ is mixed strategy that denotes the probability to be the cluster head for a node.

The expected payoff $E_N$ for the entire population $N$ can be expressed as

$$E_N = pE(D) + (1 - p) E(ND).$$  

(12)

We can get the time derivative of the proportion of the population that declaring to be the cluster head, which is shown as

$$\frac{dp}{dt} = p\left(E(D) - E_N\right)$$  

$$= p\left(1 - p\right)\left|N\right| - 1 \left(v + z\right) - c.$$  

(13)

The above equation is also called Replicator Dynamics Equation [35], [36]. It reflects the fact that the proportion of the players which declaring to be cluster heads increases (decreases) at time $t$ if their payoffs are larger (smaller) than the expected one of the entire population. The derivative vanishes at three points, expressed as $p_0$, $p_1$, and $p_2$. The first two are $p_0 = 0$, and $p_1 = 1$. And the remainder is denoted by

$$p_2 = 1 - \left(\frac{c}{v + z}\right)^{\left|N\right| - 1}.$$  

(14)

A point which is larger (smaller) than $p_2$ can acquire a negative (positive) increase rate regarding the proportion of the players which declaring to be cluster heads. That is, $p_2$ is a stable equilibrium point of the game $CEG$, and it is also called as the Evolutionary Stable Strategy (ESS) point [35]. In addition, the stability analysis can verify that $p_0$ and $p_1$ are not the ESS points.

Let $E_{CH}$ and $E_{CM}$ be the energy spent for data transmission by a cluster head node and member node respectively. The extra cost $c$ for serving as the cluster head can be expressed as the loss of lifetime that formulated by
whose trust value is zero. A sensor node which has not found an appropriate cluster head finally has to self-declare to be the head if it is eligible in the current round. After cluster structures are constructed in the network, each cluster member node transmits its own data to the cluster head within an allocated time slot. Once a normal cluster head node has received the data from its member nodes, it forwards the data packet to base station immediately after data fusion. However, a malicious cluster head node may forward data packet cooperatively, or tamper data, drop packet, and forward with a random delay. Hence, all transmission behaviors of cluster heads are monitored by their member nodes for fuzzy trust evaluation. And due to the interference in an open wireless medium, the monitored behaviors may not precisely reflect the intentions of the corresponding cluster heads. After a member node updates the trust values of other nodes through fuzzy trust evaluation or trust recommendation, it further performs outlier detection to isolate the malicious nodes from being the cluster heads in the next round.

**VII. PERFORMANCE EVALUATION**

**A. Experimental setup**

We assume each malicious cluster head launches packet dropping and delaying attacks with the probabilities \( P_{DP} \) and \( P_{DL} \) respectively. A malicious delay is randomly selected no longer than the maximum duration \( D_m \). In addition, we assume that a normal cluster head always forwards the packet without delay for member nodes. And the transmission behaviors can be exactly monitored if the state of channel quality is good. However, the state of channel quality becomes bad if interference occurs, then a normal transmission may be not overhead with the probability \( P_{LOS} \). If a normal cluster head does not receive a response from the receiver after transmitted the packet, it has to retransmit the packet with an interval of \( 0.5 \times D_m \). And this normal retransmission occurs with the probability \( P_{DEL} \) if the state of channel quality becomes bad.

Let \( E_n \) be the energy spent by a node for keeping monitoring. If a packet is successfully overhead within a duration \( d_m (d_m \leq D_m) \), an additional energy \( E_s \) has to be consumed. Let \( E_r \) be the total energy for monitoring a \( k \)-bit data packet, it can be calculated by

\[
E_r \left( d_m, k \right) = \begin{cases} 
  d_mE_s + kE_s, & \text{if packet is overhead} \\
  D_mE_s, & \text{otherwise}
\end{cases}
\]  

(20)

To verify the performance of our protocol EGSCFO, we compare it with that of SCCT and TKFCC on the MATLAB platform, since trust uncertainty problem is addressed through cloud model in SCCT and a trade-off between energy and security is considered in TKFCC.
experiments, some parameters in SCCT and TKFCC are set as follows: In SCCT, DPR and DLR are used to calculate the trust evaluation factors. The failure tolerance and time sensitive factors are set to be 0.2 and 0.6 respectively. In addition, totally 20 drops are selected randomly from the final trust cloud to perform trust decision-making. In TKFCC, the number of clusters is set to be 5 percent of the total number of sensor nodes. Other parameters used throughout the experiments are listed in Table III.

### B. Experiment results

In our experiments, we first evaluate the performance of our protocol EGSCFO for the network with 100 sensor nodes randomly deployed into the 100 × 100 m² sensing area while the base station is placed on the east outside the sensing area. And then, to verify the scalability of our protocol, experiments are further performed for the networks with different sizes and node densities.

Fig. 8 gives the details of average number of malicious clusters per cycle that the malicious nodes are selected as the cluster heads. Here a cycle represents totally 50 rounds of data transmission, and the percentage of the malicious is set to be 20. This figure shows that our protocol EGSCFO has the fewest malicious clusters in most cycles while the average number further increases in TKFCC and SCCT. Therefore, our protocol EGSCFO has the lowest trust uncertainty problem while the accuracy of trust evaluation can be improved. On the other hand, plenty of trust values obtained by a node are further analyzed using our outlier detection scheme, so that the malicious nodes can be effectively isolated from being the cluster heads. Regarding the curve of average number of malicious clusters, this figure shows that EGSCFO terminates firstly, followed by SCCT, and the final is TKFCC. This is because the round where the last non-malicious node dies due to energy exhaustion arrives in this order for the three protocols.

The comparisons of total number of dropping and delaying attacks among EGSCFO, TKFCC, and SCCT are given in Figs. 9 and 10 respectively. These figures show that our protocol EGSCFO has the fewest dropping and delaying attacks among these protocols for all the cases of the percentage of malicious nodes. In addition, with the increase of the percentage of the malicious, the number of attacks increases slightly in EGSCFO while an obvious increase exists in TKFCC and SCCT. Since cloud model is adopted to deal with the uncertainty of trust evidences in SCCT, these figures show that SCCT has fewer attacks than TKFCC for all the cases of the percentage of the malicious.

Fig. 11 gives the comparison of network lifetime among EGSCFO, TKFCC, and SCCT. Here network lifetime is defined as the total alive rounds of the first dead non-malicious node due to exhaustion of energy. This figure shows that our protocol EGSCFO has shorter network lifetime than SCCT but...
longer one than TKFCC. This is because more malicious nodes are isolated from being the cluster heads in EGSCFO, so that the normal ones have to burden heavier data transmission tasks. Although more malicious nodes have the chance to act as the cluster heads in TKFCC, the fixed weighing of fitness constraints results in the unbalanced energy consumption among sensor nodes. This figure also shows that with the increase of the percentage of malicious nodes, the network lifetime decreases for all these protocols. Particularly, this case is more obvious in EGSCFO. This is because with the increase of the number of the malicious, the normal nodes have to perform more data transmission tasks. Moreover, the malicious sensor nodes are isolated from being the cluster heads more rapidly in EGSCFO.

The comparison of network throughput among EGSCFO, TKFCC, and SCCT is given in Fig. 12. Here network throughput is defined as the total number of packets which are collected by non-malicious nodes and successfully transmitted to base station. This figure shows that EGSCFO has the lowest network throughput while TKFCC has the highest. This is because the fewest malicious nodes in EGSCFO have the chance to forward data for non-malicious nodes while in TKFCC the most malicious nodes could act as cluster heads so that the non-malicious ones can save more energy for data collecting. Note that, to enhance the trust level, the malicious nodes are rational enough to cooperatively transmit data for other nodes most of the time.

The comparisons of timely data transfer and effective energy consumption rates among EGSCFO, TKFCC, and SCCT are given in Figs. 13 and 14 respectively. These figures show that EGSCFO has the highest rates of both timely data transfer and effective energy consumption while TKFCC has the lowest. This is because non-cluster head nodes in EGSCFO can join in non-malicious clusters with the highest probability so that they have the least chance to waste energy due to their data packets are most probably transmitted to base station in time. Whereas, malicious nodes in TKFCC have the most chance to act as cluster heads while launching data dropping or delaying attacks that results in the waste of energy for non-cluster head nodes. These figures also show that with the increase of the percentage of malicious nodes, the rates of timely data transfer and effective energy consumption decrease for these protocols. This is because more attacks may occur during the routing process for the network with more malicious nodes.

To verify the scalability of our protocol, the following experiments are performed for the networks with different sizes and node densities. And the percentage of the malicious is set to be 30.

Fig. 15 gives the comparison of total number of attacks including packet dropping and delaying for the networks with different sizes and node densities. This figure verifies that our protocol EGSCFO has the fewest attacks for all the scenarios that owes to our trust based secure mechanism which includes fuzzy trust evaluation and K-Means based outlier detection. For the networks with the same size, this figure shows that the one with bigger node density suffers more attacks for all the protocols. This is because more malicious nodes exist in the network with bigger node density. For the networks deployed with the same number of sensor nodes, this figure also shows that the one with smaller size suffers more attacks. This is
because the malicious nodes have more neighbor nodes so that more chance can be acquired to launch the attacks.

Fig. 16 gives the comparison of network throughput for the networks with different sizes and node densities. The networks with the same size, the one with bigger node density is with higher throughput for all these protocols since more sensor nodes are deployed in the network. In addition, for the networks with the same number of sensor nodes, the one with larger size has lower throughput. This is because sensor nodes in the network with larger size have bigger average distance to base station, so that the network lifetime is shortened that results in the reduction of network throughput.

The comparison of timely data transfer rate for the networks with different sizes and node densities is shown in Fig. 17. From this figure, we can see that for all the instances of the networks with different sizes and node densities, our protocol EGSCFO has the highest timely data transfer rate, followed by SCCT, and the final is TKFCC. This situation is consistent with the performance of protecting the network from packet dropping and delaying attacks. In addition, this figure also shows that for the networks with a smaller size, the one with bigger node density has lower timely data transfer rate for all these protocols due to more attacks may occur in the network. For the networks with a larger size, the above conclusion is still applicable for EGSCFO while the converse is true for TKFCC and SCCT. This is because for the network with a larger size, with the increase of node density, some increments of network throughput can offset the negative impacts of the increased attacks on the timely data transfer rate.

Fig. 15. The comparison of total number of attacks for the networks with different sizes and node densities.

Fig. 16. The comparison of network throughput for the networks with different sizes and node densities.

Fig. 17. The comparison of timely data transfer rate for the networks with different sizes and node densities.

VIII. CONCLUSION

In this paper, we present an evolutionary game based secure clustering protocol with fuzzy trust evaluation and outlier detection which is called EGSCFO to assure secured communication in WSNs. Our protocol is fully distributed that each sensor node independently estimates the trust values of other nodes using an IT2 fuzzy logic based trust evaluation method which can effectively deal with the trust uncertainty problem. Combined with trust recommendation mechanism, each sensor node updates the trust values which are further analyzed via a K-Means based outlier detection scheme to detect the malicious. To isolate malicious nodes from being cluster heads, each sensor node competes for the cluster head by playing an evolutionary game with its adjacent trusted nodes while a trade-off between security assurance and energy saving can be acquired. A node failed to be the cluster head chooses a trusted cluster head to join in the corresponding cluster. Simulation results verify that our protocol EGSCFO can effectively defend the network against the attacks from internal selfish or compromised nodes, since the number of malicious clusters where the malicious nodes act as cluster heads rapidly decreases with fluctuations until reaches the minimal value 0. Then our protocol can obviously enhance the data delivery rate and reduce the transmission delay due to the malicious nodes are successfully isolated from transmission. In future work, we plan to study how to establish standard misbehavior or malicious transmission patterns which can be used to distinguish the malicious nodes from normal ones according to their transmission behaviors.
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