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Abstract—This paper introduces a new two-dimensional modulation technique called Orthogonal Time Frequency Space (OTFS) modulation. OTFS has the novel and important feature of being designed in the delay-Doppler domain. When coupled with a suitable equalizer, OTFS modulation is able to exploit the full channel diversity over both time and frequency. Moreover, it converts the fading, time-varying wireless channel experienced by modulated signals such as OFDM into a time-independent channel with a complex channel gain that is essentially constant for all symbols.

This design obviates the need for transmitter adaptation, and greatly simplifies system operation. The paper describes the basic operating principles of OTFS as well as a possible implementation as an overlay to current or anticipated standardized systems. OTFS is shown to provide significant performance improvement in systems with high Doppler, short packets, and/or large antenna array. In particular, simulation results indicate at least several dB of block error rate performance improvement for OTFS over OFDM in all of these settings.

I. INTRODUCTION

4G cellular communications has achieved enormous success, due in particular to its ability to provide high data rates to a large number of users. Those data rate requirements were mainly driven by wireless video demand (around 70% of all cellular traffic [2]), usually consumed when the user is stationary (> 70% of all connections are with indoor users). Over the past years, interest has turned to the development of fifth-generation cellular communications [3]. It is anticipated that carrier investment will require new applications (beyond high-speed video connections), including Internet of things (IoT), and high-velocity V2X (vehicle-to-vehicle V2V and vehicle-to-infrastructure V2I) connections.

Given the emergence of new applications, it is natural to ask whether 5G will benefit from a change in the modulation and multiple access method similar to earlier generation jumps, progressing from analog, to digital TDMA, CDMA, and OFDM. It is well known that OFDM is capacity-achieving in frequency-selective channels. However, this optimality holds only under a set of very specific assumptions, including (i) knowledge of the channel state information (CSI) at the transmitter, (ii) Gaussian modulation alphabet, (iii) long codewords (which implies the absence of latency constraints), and (iv) unlimited receiver complexity. These assumptions are not fulfilled in many of the 5G applications. It is thus imperative to investigate an ab initio design of modulation and multiple access for next-generation cellular applications.

This paper introduces Orthogonal Time Frequency Space (OTFS) modulation, a new modulation scheme whereby each transmitted symbol experiences a near-constant channel gain even in channels with high Doppler, or at high carrier frequencies (mm-wave). Essentially, OTFS performs modulation in the delay-Doppler domain (also known as the Zak domain [4]), which is naturally suited for transmission over time-varying wireless propagation channels. OTFS thus effectively transforms the time-varying multipath channel into a two-dimensional channel in the delay-Doppler domain. Through this transformation, coupled with equalization in this domain, all symbols over a transmission frame experience the same channel gain. Equivalently, OTFS can be interpreted as modulating each information symbol onto one of a set of two-dimensional (2D) orthogonal basis functions in the time-frequency plane that span the bandwidth and time duration of the transmission burst or packet. These spread basis functions allow, in conjunction with an appropriate equalizer, the extraction of the full channel diversity, which leads to the almost-constant channel gain mentioned above; in a typical situation we might see a reduction of the standard deviation of power variations from 4 dB to 0.1 dB.

The Zak representation of signals can be interpreted as a generalization of the time representation of signals on one hand, or the frequency representation of signals on the other hand. Thus, OTFS can be viewed as a generalization of OFDM or TDMA; for example it reduces to OFDM if the two-dimensional basis functions are subchannel carriers, or it can be seen as a generalization of single-carrier transmission, where the localization of the basis pulses is not only in the delay domain, but also the Doppler domain. Furthermore, since OTFS uses basis functions extending over the entire bandwidth and duration, OTFS is a generalization of (two-dimensional) CDMA; specifically a generalization of DFT-spread OFDM such that the spreading is not only one-dimensional along the frequency axis, but rather two-dimensional in the time-frequency plane. However, in contrast to CDMA and OFDM, the set of OTFS basis functions is specifically derived to combat the dynamics of the time-varying multipath channel. In summary, OTFS is designed to inherit advantageous properties from each of OFDM, TDMA, and CDMA. Typical gains are

1Full diversity could also be extracted in the time-frequency domain through an appropriately-designed equalizer, however the sparsity and lower variability of the channel in the delay-Doppler domain makes our approach less complex and more robust.
on the order of $2 - 4$ dB at 10% packet error rates (PERs), and higher for lower target PERs.

The relatively constant channel gain over all symbol transmissions, which is one of the hallmarks of OTFS, greatly reduces the overhead and complexity associated with physical layer adaptation. It also presents the transport and application layer with a robust slowly varying channel, which is highly desirable when running over TCP/IP \cite{5} and for the delay-sensitive applications envisioned for 5G. Moreover, full diversity enables linear scaling of throughput with the number of antennas, regardless of channel Doppler. In addition to OTFS’s full diversity benefits, since the delay-Doppler channel representation is very compact, OTFS enables dense and flexible packing of reference signals, a key requirement to support the large antenna arrays used in massive MIMO.

A. Related papers

The delay-Doppler representation of signals goes back to work in mathematics and physics \cite{6}; an excellent tutorial introduction to the Zak transform can be found in \cite{4}. The delay-Doppler representation of time-varying channels is described in-depth in the seminal work of Bello \cite{7}; the generalization to directional time-varying channels, relevant to multiple-antenna systems, was given in \cite{8}, \cite{9}, and \cite{10}.

Since the 1990s, a variety of papers have suggested the use of time-frequency diversity transmission. Refs. \cite{11}, \cite{12} established a signal model that presents the received signal as a canonical decomposition into delay and Doppler shifted versions of a basis signal, and suggests a delay-Doppler RAKE receiver that exploits the dispersion in both dimensions. Extensions of these ideas to the multi-antenna case appear in \cite{10}. Ref. \cite{13} points out that a time-frequency Rake receiver does not obtain optimal diversity as it is not optimized on the transmit side, and designs linear precoders that obtain full diversity order in doubly selective channels. Training strategies for block precoders are described in \cite{14}. Guard intervals in the frequency domain are designed in \cite{15}. The approaches in these works all differ from OTFS in that their system designs are in the time-frequency domain rather than the delay-Doppler domain.

Other authors have investigated channel estimation in delay-Doppler channels and the impact of imperfect CSI; \cite{16}, \cite{17} propose a basis expansion model using discrete prolate spheroidal sequences; \cite{13} showed that imperfect CSI need not lead to a reduction of the Doppler diversity order. Note, however, that in this paper we will mostly assume perfect knowledge of the CSI at the receiver.

A separate body of prior work focuses on time-frequency pulse shape design to minimize dispersion after transmission through the channel, based on Gabor system theory. A special case of this body of work is pulse-shaped OFDM. Various criteria for pulse shape optimization have been considered in earlier works including suppressing ISI and ICI \cite{19}, maximizing signal-to-interference-plus-noise ratio (SINR) \cite{20}, or optimizing spectral efficiency through the use of non-rectangular lattices in the time-frequency domain \cite{21}. These works all differ from OTFS in that they attempt to mitigate or fully remove the ISI and ICI through pulse shape design in the time-frequency domain. OTFS, in contrast, is designed so that its information symbols experience minimal cross-interference as well as full diversity through appropriate design of the modulation lattice and pulse shape in the delay-Doppler domain. While Gabor system theory tries to create ambiguity functions\footnote{The ambiguity function of a signal $g(t)$, denoted by $A_g(\tau, \nu)$, is a 2D generalization of the classical 1D auto-correlation function, measuring the correlation of the signal with a copy of itself, time and frequency shifted by $\tau$ and $\nu$ respectively. The classical auto-correlation function of $g(t)$ coincides with $A_g(\tau, 0)$} with a single peak at zero and vanishing along a lattice - a shape consistent with the Balian-Lowe theorem - we will see later on that OTFS in contrast creates ambiguity functions that have a much sharper peak at zero, but repeat periodically along the lattice.

OTFS was first described in our conference paper \cite{1}, and this has inspired a number of follow-up works by different groups. Refs. \cite{22}–\cite{25} propose various types of simplified receiver structures, usually based on iterative approaches. Some discussion of a discrete signal model, modulator design, and performance analysis is given in \cite{26}, \cite{27}. Discussion of the diversity order achievable with different block coder designs (including OTFS) is provided in \cite{28}. The current paper provides a more comprehensive theoretical development than in \cite{1} and we hope that it will encourage further exploration of various system attributes by the community.

B. Remainder of the paper

In Section \underline{[LA]} we describe the wireless channel in terms of its delay-Doppler characteristics, for which OTFS is designed; the remainder of Sec. II provides mathematical preliminaries including a general framework for time-frequency modulation. Section \underline{[III]} develops the details of OTFS as a modulation that matches wireless channel characteristics through two processing steps. Next, we discuss the interpretation of OTFS, and its applications for various 5G scenarios. Section \underline{[V]} presents performance results for OTFS coupled with equalization, demonstrating its advantages over OFDM in high Doppler channels, with short packets, and with MIMO arrays. The paper concludes in Section \underline{[VI]}.

II. DELAY-DOPPLER REPRESENTATION OF CHANNELS AND SIGNALS

This section presents the delay-Doppler representation of channels and signals, as well as a general mathematical description of modulation/demodulation in the time-frequency domain. The results established here will be used in Sec. III to give a concise explanation of OTFS and relate it to other modulation formats.

A. The Delay-Doppler Channel

It is well known since the classical paper of Bello \cite{7} that a time-varying propagation channel can be represented by either its time-varying impulse response, the time-varying transfer function, or the Doppler-variant impulse response. Among
these representations, the Doppler-variant impulse response is a natural fit to the propagation physics. Specifically, the complex baseband Doppler-variant impulse response \( h_\nu(\tau, \nu) \) characterizes the channel response to an impulse, at delay \( \tau \) and Doppler \( \nu \). The received signal due to an input signal \( s(t) \) transmitted over this channel is given by:

\[
 r(t) = \int \int h_\nu(\tau, \nu) e^{j2\pi \nu(t-\tau)} s(t - \tau) \, d\tau \, d\nu. \tag{1}
\]

According to (1), the received signal is a superposition of reflected copies of the transmitted signal, where each copy is delayed by the path delay \( \nu \) and weighted by the time-independent complex valued delay-Doppler impulse response \( h_\nu(\tau, \nu) \) for that particular \( \tau \) and \( \nu \). Due to the connection to the physical scatterers, the representation is physically meaningful and, under the assumption of single-scattering processes, the location of scatterers can be found directly from it. Typical Doppler shifts are on the order of 10 Hz - 1 kHz, though larger values may occur in scenarios with extremely high mobility (e.g., high-speed trains) and/or high carrier frequency.

**Remark 1:** there exist two different interpretations of the Doppler-variant impulse response, which differ by a term \( e^{j2\pi \nu \tau} \). The difference can be interpreted as the question of whether we first apply the delay shift and then the Doppler shift, or vice versa. In any case, as long as the notation is consistent, equivalent results can be obtained with either definition. Note that this ordering issue is equivalent to definitions of the time-varying impulse response that can be either the response of a system to a delta pulse at time \( t \) or at time \( t - \tau \).

A further important attribute of the delay-Doppler channel representation \( h_\nu(\tau, \nu) \) is its compactness and sparsity. Since typically there is only a small number of physical reflectors with associated Dopplers, far fewer parameters are needed for channel modeling and estimation in the delay-Doppler domain than in the time-frequency domain. This sparse representation for typical channel models, including those in LTE, has important implications for channel estimation/prediction and tracking and also for taming complexity of channel equalization/pre-coding in high order MIMO and MU-MIMO systems.

**B. The Heisenberg transform and twisted convolution**

Conceptually, Eq. (1) can be interpreted as a linear operator \( \Pi_h(\cdot) \) that is parameterized by the impulse response function \( h = h_\nu(\tau, \nu) \) and that is operating on the input signal \( s(t) \) to produce the output signal \( r(t) \), that is:

\[
 \Pi_h(s) : s(t) \xrightarrow{\Pi_h} r(t). \tag{2}
\]

In the mathematics literature, the operator parameterization \( h \rightarrow \Pi_h \) is called the **Heisenberg transform** which can be viewed as a non-commutative generalization of the Fourier transform [31].

As we will see below, multi-carrier modulations also utilize the Heisenberg transform on the transmitted symbols, hence the received signal is a composition (cascade) of two Heisenberg transforms, one corresponding to the modulation, and the other corresponding to the channel. With this in mind, the main technical statement about the Heisenberg transform is the twisted convolution property which can be viewed as a non-commutative generalization of the convolution property of the Fourier transform. The precise statement is summarized in the following Lemma.

**Lemma 1. Twisted convolution property.** Let \( \Pi_{h_1} \) and \( \Pi_{h_2} \) be two Heisenberg operators parameterized by functions \( h_1(\tau, \nu) \) and \( h_2(\tau, \nu) \), as defined in [32], applied in composition to a signal \( s(t) \). Then we have:

\[
 \Pi_{h_2} (\Pi_{h_1}(s(t))) = \Pi_{h}(s(t)). \tag{3}
\]

where \( h(\tau, \nu) = h_2(\tau, \nu) \ast h_1(\tau, \nu) \) is the twisted convolution of \( h_1(\tau, \nu) \) and \( h_2(\tau, \nu) \), defined as:

\[
 h(\tau, \nu) = \int \int h_2(\tau', \nu')h_1(\tau - \tau', \nu - \nu')e^{j2\pi \nu' \tau'} d\tau' d\nu'. \tag{4}
\]

**Proof:** Let

\[
 r_1(t) = \int \int h_1(\tau, \nu) e^{j2\pi \nu(t-\tau)} s(t - \tau) \, d\tau \, d\nu, \tag{5}
\]

\[
 r(t) = \int \int h_2(\tau, \nu) e^{j2\pi \nu(t-\tau)} r_1(t - \tau) \, d\tau \, d\nu. \tag{6}
\]

Substituting (5) into (6) we obtain after some algebra manipulations:

\[
 r(t) = \int \int h(\tau, \nu) e^{j2\pi \nu(t-\tau)} s(t - \tau) \, d\tau \, d\nu, \tag{7}
\]

with \( h(\tau, \nu) \) given by (4).

**C. Time-Frequency Modulation**

All time-frequency modulations (also termed multi-carrier modulations) can be cast in a unified framework consisting of the following components:

- A lattice (also termed a grid) \( \Lambda \) in the time-frequency domain that samples the time and frequency axes at integer multiples of \( T \) and \( \Delta f \) respectively, that is:

\[
 \Lambda = \{(nT, m\Delta f) : n, m \in \mathbb{Z}\}. \tag{8}
\]

- A packet burst with total duration of \( NT \) seconds and total bandwidth of \( M\Delta f \) Hz.

- A 2D sequence of modulated symbols \( X[n, m] \) that we wish to transmit over a given packet burst, parametrized along a finite number of points of the lattice \( \Lambda \) with indices \( n = 0, \ldots, N - 1 \) and \( m = 0, \ldots, M - 1 \).

- A transmit pulse \( g_{tx}(t) \) and associated receive pulse \( g_{rx}(t) \) whose inner product is bi-orthogonal with respect to translations by integer multiples of time \( T \) and frequency \( \Delta f \), that is:

\[
 \int e^{-j2\pi m\Delta f(t-nT)} g_{rx}(t-nT)g_{tx}(t) dt = \delta(m)\delta(n). \tag{9}
\]
Note that the bi-orthogonality property \(^9\) of the pulse shapes ensures that cross-symbol interference (aka interference among adjacent grid points) is eliminated in symbol reception, as will be shown in the next subsection.

**Time-frequency modulator:** A time-frequency modulator with these components maps the 2D symbol sequence \(X[n, m]\) defined on the lattice \(\Lambda\) to a transmitted signal \(s(t)\) defined as a superposition of delay-and-modulate operations applied to the transmit pulse \(g_{tx}(t)\), as follows:

\[
s(t) = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} X[n, m] e^{j2\pi m \Delta f (t-nT)} g_{tx}(t-nT).
\]  \(10\)

Note that the modulation rule \(10\) coincides with the Heisenberg transform of the symbol sequence \(X[n, m]\) applied to the transmit pulse. This can be viewed as a two-dimensional generalization of the OFDM modulation transform that maps modulated symbols multiplexed in the frequency domain (i.e. on each subcarrier) to the transmitted signal defined in the time domain. In the same manner that the channel operation \(1\) can be interpreted as a Heisenberg operator \(2\) parameterized by the Doppler-varying impulse response applied to the transmitted signal, the modulation rule \(10\) can also be interpreted as a Heisenberg operator \(\Pi_X(\cdot)\) parameterized by the symbol sequence \(X[n, m]\) that is applied to the transmit pulse shape \(g_{tx}(t)\), that is:

\[
s(t) = \Pi_X(g_{tx}).
\]  \(11\)

This interpretation is useful because it allows us to consider the received signal as a composition of two Heisenberg operators, one associated with the modulation rule and the other associated with the channel. The composition of the Heisenberg operators corresponding to the channel, \(1\), and to the modulation, \(10\), yields the received signal in the form:

\[
r(t) = \Pi_{h_c}(\Pi_X(g_{tx})) + \tilde{v}(t) \quad \text{where} \quad \tilde{v}(t) \text{ is additive noise at the receiver input.}
\]

By applying the twisted convolution property of Lemma \(1\) we have that \(\Pi_{h_c}(\Pi_X(g_{tx})) = \Pi_{h_c \ast_{\sigma} X}(g_{tx})\), hence \(r(t)\) can be written more explicitly as:

\[
r(t) = \int \int f(\tau, \nu) e^{j2\pi \nu (t-\tau)} g_{tx}(t-\tau) d\tau d\nu + \tilde{v}(t),
\]  \(12\)

where \(f(\tau, \nu)\) is the twisted convolution of the continuous function \(h_c(\tau, \nu)\) with the discrete function \(X[n, m]\), i.e.,

\[
f(\tau, \nu) = h_c(\tau, \nu) \ast_{\sigma} X[n, m],
\]

which can be written more explicitly as:

\[
f(\tau, \nu) = \sum_{n=0}^{M-1} \sum_{m=0}^{N-1} h_c(\tau-nT, \nu-m\Delta f) X[n, m] e^{j2\pi (\nu-m\Delta f)nT}.
\]  \(13\)

With this result established, we are now ready to examine the receiver processing steps.

**Time-frequency demodulator:** The sufficient statistic for symbol detection is obtained by matched filtering of the received signal \(r(t)\) with the channel-distorted, information-carrying pulses (assuming that the additive channel noise is white and Gaussian)\(^5\). The matched filter first computes the cross-ambiguity function between the received signal \(r(t)\) and the receive pulse shape \(g_{rx}\). This function is denoted \(A_{g_{rx}, r}(\tau, \nu)\) and is given by:

\[
A_{g_{rx}, r}(\tau, \nu) \triangleq \int e^{-j2\pi \nu (t-\tau)} g_{rx}(t-\tau) r(t) dt.
\]  \(14\)

The cross-ambiguity function can be interpreted as a two-dimensional (delay-Doppler) correlation function\(^6\). It is worth noting the central role the cross-ambiguity function plays in radar theory \(32\), indicating the implicit link between communication theory and radar\(^1\). The matched filter output is obtained by sampling the cross-ambiguity function along the points of the lattice \(\Lambda\), i.e., at integer multiples of \(T\) and frequency \(\Delta f\), yielding the 2D sequence:

\[
\hat{Y}[n, m] = A_{g_{rx}, r}(\tau, \nu)|_{\tau=nT, \nu=m\Delta f}.
\]  \(15\)

The sampled cross-ambiguity function \(15\) constitutes a transform mapping the 1D continuous function \(r(t)\) to the 2D sequence \(\hat{Y}[n, m]\). This transform inverts the discrete Heisenberg transform and is referred to in the mathematics literature as the discrete Wigner transform. The discrete Wigner transform can be viewed as a generalization of the OFDM demodulator that is mapping a received OFDM signal to modulated symbols on the frequency grid. We now proceed to calculate the relationship between the matched filter output \(\hat{Y}[n, m]\) and the transmitter input \(X[n, m]\).

**Time-frequency input-output relation:** We have already established in \(12\) that the input to the matched filter \(r(t)\) can be expressed as the sum of a noise term \(\tilde{v}(t)\) and a signal term \(\Pi_f(g_{tx}(t))\) obtained as the Heisenberg operator parameterized by the impulse response \(f(\tau, \nu)\) applied to the pulse shape \(g_{tx}(t)\). Consequently, the output of the matched filter, before sampling, is a sum of two terms:

\[
\hat{Y}(t, f) = A_{g_{rx}, \Pi_f(g_{tx})}(\tau, \nu)|_{\tau=t, \nu=f} + A_{g_{rx}, \tilde{v}}(\tau, \nu)|_{\tau=t, \nu=f}.
\]  \(16\)

The second term on the right side is the contribution of noise, which we denote by \(\hat{V}(t, f)\), while the first term is the matched filter output in the absence of noise, which we denote by \(\hat{Y}(t, f)\). Direct calculation reveals that the noise-free component can be expressed as twisted convolution of three terms\(^7\):

\[
\hat{Y}(t, f) = h_c(\tau, \nu) \ast_{\sigma} X[n, m] \ast_{\sigma} A_{g_{rx}, \hat{g}_{rx}}(\tau, \nu).
\]  \(17\)

\(^5\)The sufficient statistic is obtained if the receiver correlator pulse shape is matched to the transmitter pulse, i.e., \(g_{rx}(t) = g_{tx}(t)\). Instead, we consider a more general formulation where \(g_{rx}(t) \neq g_{tx}(t)\) to accommodate cases such as addition of a cyclic prefix at the transmitter in OFDM.

\(^6\)Similar to Remark 1, an alternative definition of the cross-ambiguity function exists; we use here the definition consistent with \(1\).

\(^7\)This link will become clear below once we introduce the OTFS basis functions, which, being concentrated in the delay-Doppler domain, are well suited (and, through appropriate choice of \(g_{rx}\) can be made optimum) for radar purposes \(13\).
Using this expression for the first term in (16) yields:
\[ \hat{Y}(t, f) = h_c(\tau, \nu) * X[n, m] * \sigma A_{g_{nx}, g_{nt}}(\tau, \nu) + V(t, f). \] (18)

The matched filter output estimate of the modulation symbols is obtained by evaluating the continuous function \( \hat{Y}(t, f) \) along the points of the lattice \( \Lambda \), that is:
\[ \hat{Y}[n, m] = \hat{Y}(t, f)|_{t=nT, f=m\Delta f}. \] (19)

To calculate the end-to-end input output relation, let us first consider the simple case of an ideal channel \( h_c(\tau, \nu) = \delta(\tau)\delta(\nu) \). In this case, direct calculation of the right hand side of (18) yields:
\[ \hat{Y}[n, m] = \sum_{n'=0}^{N-1} \sum_{m'=0}^{M-1} X[n', m'] \times A_{g_{nx}, g_{nt}}((n-n')T, (m-m')\Delta f) + V[n, m], \] (20)
where \( V[n, m] = V(t, f)|_{t=nT, f=m\Delta f} \) is the sampling of the noise term along the lattice \( \Lambda \). Invoking the bi-orthogonality condition (9), we get in this case that:
\[ \hat{Y}[n, m] = X[n, m] + V[n, m]. \] (21)

We conclude that for an ideal channel the matched filter output perfectly recovers the transmitted input symbols up to an uncorrelated noise term. This is the well-known perfect reconstruction property for OFDM in the presence of non-dispersive channels.

Let us now consider the matched filter output for more general channels characterized by a non-trivial impulse response \( h_c(\tau, \nu) \). First, note that the impulse response has finite support bounded by the maximum delay and Doppler spreads \( (\tau_{\text{max}}, \nu_{\text{max}}) \) of the reflectors/scatters. For simplicity, let us assume that the bi-orthogonality condition (9) holds in a robust manner in the sense that the cross-ambiguity function vanishes at all off-lattice points \( \tau \neq \tau_{\text{max}}, \nu \neq \nu_{\text{max}} \), i.e.,:
\[ A_{g_{nx}, g_{nt}}(\tau, \nu) = 0 \quad \text{for} \quad \tau \in (nT - \tau_{\text{max}}, nT + \tau_{\text{max}}), \nu \in (m\Delta f - \nu_{\text{max}}, m\Delta f + \nu_{\text{max}}). \] Under these assumptions, direct calculation of the right hand side of (18) yields the following generalization of (20):
\[ \hat{Y}[n, m] = \sum_{n'=0}^{N-1} \sum_{m'=0}^{M-1} X[n', m'] \times A_{g_{nx}, g_{nt}}((n-n')T, (m-m')\Delta f) + V[n, m], \] (22)
where the complex gain factor \( H[n, m] \) is given by:
\[ H[n, m] = \int e^{-j2\pi\nu\tau} h_c(\tau, \nu) e^{-j2\pi(m\Delta f\tau - n\nu)}d\tau d\nu. \] (24)

Observe that there is no cross-symbol interference affecting the sequence \( X[n, m] \) in either time \( n \) or frequency \( m \), implying that the received symbol coincides with the transmitted symbol except for the multiplicative scale factor \( H[n, m] \) (and additive noise term). This is the characteristic channel relation of an OFDM transmission through a time-invariant frequency-selective channel. It is important to note that if the cross-ambiguity function is not robustly bi-orthogonal then there is some cross-symbol interference. The bi-orthogonality and, in its absence, residual cross-symbol interference depends on the particular structure of the transmit and receive pulses \( g_{tx} \) and \( g_{rx} \). The complex gain factor \( H[n, m] \) has an expression as a weighted superposition of Fourier exponential functions, (24), revealing an interesting relation between the discrete time varying transfer function \( H[n, m] \) and the delay-Doppler impulse response \( h_c(\tau, \nu) \). This relation can be formally expressed via a two-dimensional transform called the symplectic Fourier transform. We devote the next subsection to the description of the symplectic Fourier transform and then we use it as the underlying building block of implementing OTFS as a time-frequency overlay modulation.

D. The Symplectic Fourier Transform

The Symplectic Fourier Transform is a variant of the 2D Fourier transform which is naturally associated with the Fourier kernel \( e^{-j2\pi(m\Delta f\tau - n\nu)} \) used in (24) for converting between the delay-Doppler and time-frequency channel representations. Specifically, we will focus on a finite version of the transform called the finite symplectic Fourier transform, which is denoted by SFFT. The input of the SFFT is a 2D periodic sequence \( x_p[k, l] \) with periods \( (M, N) \) and the output of the SFFT is a 2D periodic sequence \( X_p[n, m] = \text{SFFT}(x_p[k, l]) \) with periods \( (N, M) \) (note that the period orders are reversed). The output and input sequences should be viewed as defined, respectively, along the points of the time-frequency lattice \( \Lambda \), and \( \Lambda^- \), and the reciprocal delay-Doppler lattice \( \Lambda^\perp \) that samples the delay axis at integer multiples of \( \Delta \tau = \frac{1}{M\Delta f} \) and the Doppler axis at integer multiples of \( \Delta \nu = \frac{1}{N\Delta \nu} \), i.e.,:
\[ \Lambda^\perp = \{ (k\Delta \tau, l\Delta \nu) : k, l \in \mathbb{Z} \}. \] (25)

Note that the delay interval \( \Delta \tau \) is inversely proportional to the burst bandwidth \( M\Delta f \) and the Doppler interval \( \Delta \nu \) is inversely proportional to the burst duration \( NT \). Hence, increasing the burst duration/bandwidth increases the sampling resolution in delay/Doppler respectively. This is consistent with the principles of radar asserting that range/velocity resolution is proportional to the bandwidth/duration of the probing waveform.

The output sequence is given by the following Fourier summation formula:
\[ X_p[n, m] = \sum_{k=0}^{M-1} \sum_{l=0}^{N-1} x_p[k, l] e^{-j2\pi(\frac{nT}{M\Delta f} - \frac{m\nu}{N\Delta \nu})}. \] (26)
Note that the SFFT couples the frequency variable with the delay variable and the time variable with the Doppler variable with a minus sign. This type of coupling is referred to in the mathematics literature as symplectic coupling.

The inverse transform \( x_p[k, l] = \text{SFFT}^{-1}(X_p[n, m]) \) is given by a similar summation formula:

\[
x_p[k, l] = \frac{1}{MN} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} X_p[n, m] e^{-j2\pi\left(\frac{n1}{N} - \frac{mk}{M}\right)}.
\]

(27)

The main property of the SFFT is that it interchanges between circular convolution and point-wise multiplication of periodic sequences, analogous to the similar convolution property of the conventional finite Fourier transform. This statement is summarized in the following theorem.

**Theorem 1. Symplectic convolution property.** Let \( x_1[k, l] \) and \( x_2[k, l] \) be periodic 2D sequences with periods \((M, N)\). In addition, let \( X_1[n, m] = \text{SFFT}(x_1[k, l]) \) and \( X_2[n, m] = \text{SFFT}(x_2[k, l]) \) be the corresponding Fourier transforms. The following relation holds:

\[
\text{SFFT}(x_1[k, l] \circledast x_2[k, l]) = X_1[n, m]X_2[n, m],
\]

where \( \circledast \) denotes 2D circular convolution.

**Proof:** Based on the definition of the SFFT, it is straightforward to verify that translation in delay-Doppler converts into a linear phase in time-frequency:

\[
\text{SFFT}(x_2[k - k', l - l']) = X_2[n, m] e^{-j2\pi\left(\frac{n1}{N} - \frac{mk}{M}\right)}.
\]

(29)

Based on this result we can evaluate the SFFT of a circular convolution as:

\[
\text{SFFT} \left\{ \sum_{k'=0}^{M-1} \sum_{l'=0}^{N-1} x_1[k', l']x_2[(k - k')\mod M, (l - l')\mod N] \right\}
\]

\[
= \sum_{k'=0}^{M-1} \sum_{l'=0}^{N-1} x_1[k', l']X_2[n, m] e^{-j2\pi\left(\frac{n1}{N} - \frac{mk}{M}\right)}
\]

\[
= X_1[n, m]X_2[n, m],
\]

(30)

yielding the desired result.

### III. OTFS MODULATION

We are now ready to describe OTFS modulation cast in the framework of Sec. II as a time-frequency multi-carrier modulation equipped with additional pre-processing transforming from the delay-Doppler domain to the time-frequency domain.

#### A. Interpretations of OTFS modulation

Before going into the mathematical description of OTFS, we first describe the intuition behind it. OTFS can be described in several equivalent ways:

- **Modulation in the delay-Doppler domain:** Just as OFDM can be interpreted as carrying information over a compact "basis pulse" in the time-frequency domain, OTFS can be interpreted as a dual that carries information over a compact basis pulse in the delay-Doppler domain. These delay-Doppler pulses are modulated with QAM (quadrature amplitude modulation) such that the QAM symbols carry the information. While the interaction of the OFDM waveform with the channel leads to a multiplication of the basis pulses with the time-varying transfer function, the interaction of the OTFS waveform with the channel leads to the dual operation, given by a two-dimensional convolution, of its basis pulse with the Doppler-variant impulse response (the two-dimensional Fourier dual of the time-varying transfer function). In the following we will mainly use this interpretation for the mathematical derivations.

- **Spreading in the time-frequency domain:** OTFS can also be viewed purely in the time-frequency domain as a spreading scheme that carries information over non-compact (as a matter of fact, maximally spread-out) orthogonal basis functions in the time-frequency domain, see Fig. 1. With that interpretation, OTFS becomes a two-dimensional version of CDMA. Considerations about achievable diversity can be most easily obtained from this interpretation.

- **Zak representation:** A more canonical description of OTFS casts it as the modulation format naturally associated with a fundamental transform referred to in the mathematics literature as the Zak transform, analogous to the fact that OFDM is the modulation format naturally associated with the Fourier transform. An elaborate derivation along these lines is given in [34].

10 The lattice description of OTFS also provides a natural connection to CDMA.
expresses the output of the OTFS transform in the form:

\[ X[n, m] = W_{tx}[n, m] \text{SFFT}(x_p[k, l]). \quad (31) \]

The transform (31) is comprised of the SFFT followed by a windowing operation in time-frequency and is referred to as the OTFS transform. The transmitted signal is obtained from the modulated sequence using the Heisenberg transform defined in (11) as follows:

\[ s(t) = \Pi_X(\hat{g}_{tx}(t)). \quad (32) \]

The composition of the OTFS transform and the Heisenberg transform comprises the OTFS modulation, as shown in the two transmitter blocks of Fig. 2.

An alternative interpretation expresses the output of the OTFS transform in the form:

\[ X[n, m] = W_{tx}[n, m] \sum_{k=0}^{M-1} \sum_{l=0}^{N-1} x[k, l]b_{k,l}[n, m], \quad (33) \]

where \( b_{k,l}[n, m] \) is the 2D sequence given by the sampled symplectic Fourier exponential function:

\[ b_{k,l}[n, m] = e^{-j2\pi\left(\frac{nT}{M} - \frac{mM}{N}\right)}. \quad (34) \]

This interpretation of (33) casts the OTFS transform as a CDMA like spreading system in time-frequency. It shows that each information symbol \( x[k, l] \) is modulated by a 2D basis function \( b_{k,l}[n, m] \) in the time-frequency domain, the shape of which is shown in Fig. 2. From this interpretation it is clear that every OTFS QAM symbol is spread over the full time-frequency grid and hence is able to exploit the diversity associated with all the modes of the channel.

**OTFS delay-Doppler demodulator**: For the definition of the demodulator let us assume a square summable receive windowing function \( W_{rx}[n, m] \) and consider a receive signal \( r(t) \). The receive signal is demodulated as described in the following four steps:

1. Apply the (discrete) Wigner transform to the signal \( r(t) \) to obtain a time-frequency 2D sequence of demodulated symbols with unbounded support:

\[ \hat{Y}[n, m] = A_{g_{rx},r}(\tau, \nu)|_{\tau=nT, \nu=m\Delta f}. \quad (35) \]

2. Apply the receive window function \( W_{rx}[n, m] \) to the sequence \( \hat{Y}[n, m] \) to obtain a shaped time-frequency 2D sequence of bounded support:

\[ \hat{Y}_W[n, m] = W_{rx}[n, m] \hat{Y}[n, m]. \quad (36) \]

3. Periodize the sequence \( \hat{Y}_W[n, m] \) to obtain a periodic time-frequency 2D sequence with periods \((N, M)\) along time and frequency respectively:

\[ \hat{Y}_p[n, m] = \sum_{n'=-\infty}^{\infty} \sum_{m'=-\infty}^{\infty} \hat{Y}_W[n-n'N, m-m'M]. \quad (37) \]

4. Apply the inverse SFFT to the periodic time-frequency sequence \( \hat{Y}_p[n, m] \) to obtain a periodic delay-Doppler sequence:

\[ \hat{y}_p[k, l] = \text{SFFT}^{-1}(\hat{Y}_p[n, m]). \quad (38) \]

The output sequence of demodulated symbols is obtained as \( \hat{y}[k, l] = \hat{y}_p[k, l] \) for \( k = 0, \ldots, M-1 \) and \( l = 0, \ldots, N-1 \). The last step can be interpreted as a projection of the time-frequency modulation symbols onto the two-dimensional orthogonal basis functions \( b_{k,l}[n, m] \) as follows:

\[ \hat{y}[k, l] = \frac{1}{NM} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} \hat{Y}_p[n, m]b_{k,l}^*[n, m], \quad (39) \]

where \( b_{k,l}^*[n, m] \) stands for the conjugate 2D basis function:

\[ b_{k,l}^*[n, m] = e^{-j2\pi\left(\frac{nT}{M} - \frac{mM}{N}\right)}. \quad (40) \]

**OTFS delay-Doppler input-output relation**: We conclude this development with a description of the input-output relation between the periodic delay-Doppler modulated and demodulated sequences \( x_p \) and \( \hat{y}_p \) respectively. The relation is roughly given, up to an additive noise term, by convolution with the Doppler variant channel impulse response \( h_c(\tau, \nu) \). In more precise terms, consider the periodic convolution of the channel.
impulse response with a filtering function as follows:\footnote{The window \( w(\tau, \nu) \) is circularly convolved with the Doppler variant channel impulse response \( h_c(\tau, \nu) \) multiplied by the complex quadratic exponential \( e^{-j 2 \pi \nu \tau} \).}

\[
h_w(\tau, \nu) = \int e^{-j 2 \pi \nu' \tau} h_c(\tau', \nu') w(\nu - \nu', \tau - \tau') d\tau' d\nu'.
\] (41)

The filtering function \( w(\tau, \nu) \) is a periodic function with periods \((M \Delta \tau, N \Delta \nu)\) in delay and Doppler respectively, obtained as the inverse discrete symplectic Fourier transform (denoted by SDFT) of a time-frequency window \( W[n, m] \), that is:

\[
w(\tau, \nu) = \sum_{n=\infty}^{\infty} \sum_{m=\infty}^{\infty} e^{-j 2 \pi (\nu n T - \tau m \Delta f)} W[n, m],
\] (42)

where \( W[n, m] = W_{tx}[n, m] W_{rx}[n, m] \) is the product of the transmit and receive windows. Note that as the support of the window \( W[n, m] \) along time and frequency increases, the filtering function \( w \) gets narrower in delay-Doppler and as a result \( h_w(\tau, \nu) \) more closely approximates the true channel impulse response \( h_c(\tau, \nu) \). The OTFS input-output relation is summarized in the following key theorem.

**Theorem 2. OTFS delay-Doppler input-output relation.**

The input-output relation between the periodized demodulated noisy sequence \( \hat{y}_p[k, l] \) and the periodized transmitted information symbol sequence \( x_p[k, l] \) is given by:

\[
\hat{y}_p[k, l] = \frac{1}{NM} \sum_{k'=0}^{M-1} \sum_{l'=0}^{N-1} h_w(k' \Delta \tau, l' \Delta \nu) \times x_p[k - k', l - l'] + v_p[k, l],
\] (43)

where \( v_p[k, l] = SFFT^{-1}(V_p[n, m]) \) and \( V_p[n, m] \) stands for the periodization of the sampled and windowed time-frequency noise term \( W_{tx}[n, m] V[n, m] \).

**Proof:** See Appendix.

A graphic representation of the Delay-Doppler input-output relation is depicted in Fig. 3.

Fig. 3. “Clean” OTFS delay-Doppler input-output relation (in the absence of noise): Convolution of (sampled and filtered) channel delay-Doppler impulse response with modulation symbols in the delay/Doppler domain.

**C. Equalization**

For typical system parameters of broadband transmission, the assumption that the support of the channel impulse response is limited to the neighborhood of a lattice point, and thus the bi-orthogonality condition, is not fulfilled. Consequently, the 2D intersymbol interference must be eliminated by a suitable equalizer. Possible structures include the 2D versions of standard equalizers, namely (i) linear equalizers, (ii) non-linear equalizers such as decision feedback and maximum-likelihood sequence estimators, possibly approximated as turbo equalizers. While a detailed discussion of equalizer structures for OTFS is beyond the scope of this paper, we note that linear equalizers generally perform poorly, see also Sec. V. More detailed discussions are given in [22]–[25]. The impact of advanced equalizer structures on receiver complexity is limited due to the sparsity and translation invariance of the channel response, and the relative impact on overall receiver complexity (including decoding) is even less pronounced, especially since many modern systems use maximum-likelihood receivers.

**IV. INTERPRETATION AND IMPLEMENTATION**

**A. Implementation as overlay**

OTFS can be implemented in a variety of ways. One expedient method is as an overlay of an existing OFDM system, since highly optimized hardware already exists for such systems, especially in the context of cellular (3GPP) and wireless LAN (WiFi) systems. Figure 4 shows the flow diagram that makes use of this structure. Current OFDM transceivers already implement a form of the Heisenberg/Wigner transform. At the transmitter, it is thus sufficient to perform a 2D OTFS transform (which can be implemented as a 2D SFFT), and let the resulting symbols be the input for the existing OFDM modulator. At the receiver, the output of the (soft) OFDM demodulator also undergoes a 2D OTFS transform, the results of which are used as input to the OTFS equalizer and demodulator. This can be thought of as a generalization of the approach in single-carrier (SC)-FDMA (also referred to as DFT-spread-OFDM) where a one-dimensional FFT is applied.

In terms of implementation complexity, we have to consider two components: the Heisenberg transform is already implemented in today’s systems in the form of OFDM/OFDMA, corresponding to a prototype filter \( g(t) \) which is a square pulse. Other filtered OFDM and filter bank variations have been proposed for 5G [35], which can also be accommodated in this general framework with different choices of \( g(t) \). The second step of OTFS is the 2D finite symplectic Fourier transform (which can be implemented as a 2D SFFT), and let the resulting symbols be the input for the existing OFDM modulator. At the receiver, the output of the (soft) OFDM demodulator also undergoes a 2D OTFS transform, the results of which are used as input to the OTFS equalizer and demodulator. This can be thought of as a generalization of the approach in single-carrier (SC)-FDMA (also referred to as DFT-spread-OFDM) where a one-dimensional FFT is applied.

![Signal flow in an implementation of OTFS as time-frequency overlay.](image-url)
transform (SFFT). We now compare that complexity to that of SC-FDMA: for a frame of $N$ OFDM symbols consisting of $M$ subcarriers each, SC-FDMA adds $N$ DFTs of $M$ points each (assuming the worst case that all subcarriers are given to a single user). For these parameters, the additional complexity of SC-FDMA is then $MN \log_2(M)$ over the baseline OFDM architecture. For OTFS, the 2D SFFT has complexity $M N \log_2(M N) = M N \log_2(M) + MN \log_2(N)$, so the term $MN \log_2(N)$ is the OTFS additional complexity compared to SC-FDMA. For an LTE subframe with $M = 1200$ subcarriers and $N = 14$ symbols, the additional complexity is 37% more compared to the additional complexity of SC-FDMA. However, note that this complexity increase only occurs if OTFS is implemented on top of an existing transceiver. Just like for SC-FDMA, some operations of the preprocessing and the IFFT of the OFDM modulator cancel each other out. In fact, one can show that an optimized OTFS transmitter has a complexity that is essentially half of that of an equivalent OFDM transmitter.

B. Multiplexing

There are a variety of ways to multiplex several uplink or downlink transmissions in one OTFS frame. The most natural one is multiplexing in the delay-Doppler domain, such that different sets of OTFS basis functions, or sets of information symbols or resource blocks are given to different users. Given the orthogonality of the basis functions, the users can be separated at the receiver. For the downlink, the UE (user equipment) need only demodulate the portion of the OTFS frame that is assigned to it. This approach is the natural dual to resource block allocation in OFDMA. It is noteworthy, however, that the OTFS signals from all users extend over the whole time-frequency window, thus providing full diversity; by this we mean that for a channel with $Q$ multipath components separable in either the delay or Doppler dimension the OTFS modulation can achieve a diversity order equal to $Q$. Furthermore, this full spreading is also advantageous from a Peak to Average Power Ratio (PAPR) point of view (see Sec. IV-D). In the uplink direction, transmissions from different users experience different channel responses. Hence, the different subframes in the OTFS domain will experience a different channel. This can potentially introduce inter-user interference at the edges where two user subframes are adjacent, and would require guard gaps to eliminate it.

An alternative is multiplexing in the time-frequency domain, i.e., different resource blocks or subframes are allocated to different users. These resource blocks can either be contiguous, or interleaved. In the former case, each user’s signal is transmitted over a subset of the time-frequency plane, and thus has reduced diversity.

C. Diversity and channel gain

From (43) we see that over a given frame, each demodulated symbol $\hat{x}[k,l]$ for a given $k$ and $l$ experiences the same channel gain on the transmitted symbol $x[k,l]$. This combined with a non-linear equalizer at the receiver, as discussed in Sec. III-C allows to extract the full channel diversity. The almost-constant channel offers several important performance benefits. Firstly, it obviates the need for fast adaptive modulation and coding (AMC). While AMC provides significant benefits in slowly varying channels, it might either require high feedback overhead, or be completely impossible (when the channel coherence time is less than the feedback time) in systems operating in fast-varying channels. If obtaining accurate CSI (channel state information) knowledge at the TX becomes impossible, then channel variations are detrimental to performance, as the AMC must be chosen to accommodate the worst-case SNR. Thus, for high-mobility situations (vehicle-to-vehicle, high-speed train, etc.), channel whitening through spreading, and thus operating with a constant SNR over extended time periods, is not only the simpler solution, but also provides the better performance.

The importance of a robust and fixed-rate channel is increased for applications that - due to latency constraints- do not allow retransmissions. This is especially critical for running applications over the TCP/IP protocol, which dramatically backs off the rate when packet failures occur, and subsequently takes a long time to converge again to a higher rate.

A high diversity could also be achieved in OFDM, using suitable interleaving and coding. However, that solution is subject to a number of drawbacks: (i) the information is not uniformly distributed over the time-frequency plane; thus diversity is not fully exploited, and the higher the coderate the more pronounced is the effect; (ii) it is not an effective solution for short codewords, since the diversity is upper bounded by the number of transmitted bits; in contrast OTFS always provides full diversity.

A second important advantage of the almost-constant channel lies in enabling simplified equalizers and decoders, as well as precoders. For example, within the duration of an OTFS symbol, the equalizer coefficients do not have to be adapted, while every symbol in OFDM needs a different (though significantly simpler) equalizer. More important, any signal predistortion can be done equally for all signals.

The convergence to a constant channel gain can also be interpreted as "channel hardening", an effect well known from massive MIMO systems [32]. Notably, this effect inherently occurs even in a single-antenna OTFS system. This can be explained by interpreting the antenna locations of the UE at different times during the considered time window as a massive "virtual array".

D. PAPR

Low PAPR is an important goal for modulation/multiple access design since it reduces the maximum linear power requirements for the transmit amplifiers. This is particularly important for the uplink of cellular systems, since amplifiers in consumer devices such as handsets need to be low-cost. OTFS (considered here with delay/Doppler multiplexing) reduces

12 Strictly speaking, the same equalizer coefficients can be applied to symbols that are within time and frequency intervals significantly smaller than the channel coherence time and coherence frequency, respectively.
uplink PAPR in two ways: (i) if a user is assigned a single Doppler frequency, then the PAPR is the same as for single-carrier transmission, i.e., significantly lower than for OFDM. (ii) in conjunction, due to the spreading operation, the packet transmission extends over a longer period of time than in OFDM which allows to increase the maximum energy per bit under Tx power constraints. This is particularly relevant for short packets.

It is noteworthy that especially for short packets, OTFS achieves a superior trade-off between PAPR and performance compared to SC-FDMA, even in time-invariant channels. While SC-FDMA can have low PAPR during the active signal duration, the overall PAPR is only small if the signal has a duty cycle close to unity, which in turn requires that (due to the small packet size) it utilizes only a single (or very few) subcarriers. However, such an approach, which is also used by LTE, leads to low frequency diversity and thus inferior performance; furthermore, for very short packets, SC-FDMA might still have a duty cycle < 1 even for such a configuration. OTFS, on the other hand, can obtain full spreading in time and frequency while keeping the PAPR low.

Standard SC-FDMA multiplexes data over contiguous bands. A more sophisticated variant is referred to as SC-OFDMA. This mode of transmission maximizes the link budget as it enjoys low PAPR comparable to single carrier and maximize transmission duration, while at the same time extracting additional diversity gain. However, there is a subtle phenomenon that renders this approach sub-optimal. To maintain low PAPR, the QAM order must be kept low - say QPSK. Under this constraint, the transmission rate can only be adjusted by changing the FEC rate, and thus the performance is governed by the restricted QPSK capacity (or restricted mutual information) instead of by the Gaussian capacity. Ref. [38] showed that in the presence of time-frequency selectivity the restricted capacity of multicarrier modulations is saturated, becoming strictly sub-optimal.

V. PERFORMANCE RESULTS

In the following we present some results that demonstrate some key benefits of OTFS. The parameters of the simulations are chosen to be comparable to, and consistent with, a use of OTFS as an “overlay” of a 4G LTE system (further advantages could be achieved by the use of an OTFS “greenfield” system, e.g., by abolishing the cyclic prefix as discussed above). Thus, the performance advantages presented here can be seen as a lower bound on the performance gains relative to OFDM.

To be more specific, the simulations use the PHY layer parameters to comply with the 4G LTE specification (ETSI TS 36.211 and ETSI TS 36.212), unless otherwise specified. For the OTFS system we add the OTFS transform pre- and post-processing blocks at the transmitter and receiver respectively. We simulate the wireless fading channel according to the TDL-C channel model (delay spread of 300 ns, Rural Macro, and low correlation MIMO), one of the standardized channel models in 3GPP. The details of the simulation parameters used are summarized in Table I.

Figure 5 shows the BER of an uncoded system operating in a time-and-frequency dispersive channel, with a medium Doppler (velocity corresponding to highway vehicle speed) and with different modulation formats. When comparing the results of OFDM modulation to that of OTFS, when both are using MMSE equalizers, we find that for low modulation order (4QAM and 16 QAM), OTFS outperforms OFDM; in particular for 4QAM OFDM shows a significant error floor due to the intercarrier interference that is not present for OTFS. Furthermore, we see that the slope of the BER-vs-SNR curve is steeper for OTFS than for OFDM even outside the “error floor” region, which can be explained by the higher diversity order. However, we also note that for higher-order modulation OFDM outperforms OTFS with MMSE (in line with the discussion in Sec. III.C). This can be remedied by the use of a non-linear equalizer in OTFS. We analyze in particular DFE structures, distinguishing between “standard” DFE and DFE with “genie”-aided feedback (i.e., for the interference subtraction the DFE knows the correct symbol sequence). We see that for 4QAM, there is at most a 1dB difference of the SNR when comparing genie-aided to standard DFE, indicating that error propagation is not a significant issue. However, error propagation can be more significant at higher modulation orders.

Figure 6 shows the coded error rate for a variety of equalizer structures. We again compare OFDM with MMSE equalization, to OTFS with MMSE and with DFE. We firstly see that MMSE equalization is not suitable for use in OTFS, and would lead to equal or worse performance than OFDM. We also see that due to error propagation, the standard DFE does not

### Table I

| Parameter                | Value                      |
|--------------------------|----------------------------|
| Channel response time    | 2e-5                       |
| Doppler mode             | OFDM, 3GPP                 |
| Frequency noise floor    | 0.01                       |
| Cyclic prefix duration   | 400 ns                     |
| FFT size                 | 1024                       |
| Transmission bandwidth   | 300 MHz                    |
| Antenna configuration    | 4T, 4R (DSD)               |
| Rank                     | 4                          |
| MDM                      | 4QAM, 16QAM, 64QAM         |
| Control and pilot overhead| none                      |
| Channel estimation       | Ideal                      |
| Channel model            | TDL-C, TDL-D               |

Fig. 5. Uncoded BER for 4QAM/16QAM/64QAM/256QAM. TDL-C channel model, 120kmph. Curves show OFDM with MMSE equalizer, and OTFS with (i) MMSE equalizer, (ii) DFE equalizer with error propagation, and (iii) DFE equalizer with genie feedback.
perform well either. These trends are much more pronounced at low code rate and high modulation order, consistent with our discussion of the uncoded case. However, an iterative DFE (which is seen to closely approximate the performance of a genie-aided DFE) performs very well, and OTFS with such a receiver significantly outperforms OFDM.

Fig. 6. BLER for 4QAM, code rate 1/2 and 64QAM code rate 2/3, 120kmph.

We next simulate a situation with short packets. Figure 7 shows the BLER performance for a system with mobile speeds of 30 km/h if only 4 resource blocks (48 subcarriers), called PRBs in LTE, are occupied by the user of interest out of a total of 50 resource blocks (600 subcarriers). This corresponds to a short packet length. Notice the increased diversity gain of OTFS compared to OFDM in this case resulting in gains of 4 dB or more as SNR increases. This diversity gain is because the OTFS transform spreads each QAM symbol over all time and frequency dimensions of the channel and then extracts the resulting full diversity, while OFDM limits the transmission to a narrow subchannel of 48 subcarriers.

A similar situation arises when a number of users are multiplexed, leading to a smaller percentage of resources for each user. Figure 8 illustrates this effect. It shows the coded PER when the packet size per user is varied (corresponding to having to supply a different number of users). For OFDM, performance becomes worse as the packet size decreases, since it implies that the diversity of the system decreases. OTFS shows essentially unchanged behavior for packet sizes ranging from 2 to 50 PRB (physical resource blocks).

Fig. 7. BLER for short packet length (4 PRBs out of 50), 16QAM/64QAM. Code rate R=1/2, 30kmph.

Fig. 8. BLER for QPSK with rate 1/2 code and different numbers of users.

As pointed out previously, one of the key advantages of OTFS is the stability of the effective SNR, which not only provides better operating points in systems without sufficiently fast CQI feedback, but also offers a more stable channel to the MAC layer. Figure 9 shows an example for this effect. In an ETU channel with 120 km/h UE mobility, the SNR seen by an OFDM system shows significant variations (more than 4 dB standard deviation), while the SNR of an OTFS system with a 1 ms window has only 1.1 dB standard deviation, and OTFS with a 10 ms time window is almost constant (standard deviation 0.2 dB). When considering the cdf of the SNR, if an outage probability of 0.01 is required, then an OFDM system requires a fading margin that is 7 dB larger than OTFS with a 1 ms window, and 9 dB compared to OTFS with a 10 ms window.

VI. CONCLUSION

In this paper we developed OTFS, a novel two-dimensional modulation scheme for wireless communications with significant advantages in performance over existing modulation...
schemes such as TDMA and OFDM. OTFS operates in the delay-Doppler coordinate system and we showed that with this modulation scheme coupled with equalization, all modulated symbols experience the same channel gain by extracting the full channel diversity. As a result of its operating principle, OTFS has the following important advantages:

- No need for channel adaptation, since OTFS provides a stable data rate. This is especially important in systems with high mobility, where feedback of CSI to the transmitter becomes impossible, or afflicted with large overhead.
- Better packet error rates (for the same SNR) or reduced SNR requirements (for the same PER) in the presence of high mobility (V2V, high-speed rail), or high phase noise (mm-wave systems).
- Improved PAPR, in particular for short packet transmission.
- Improved MIMO capacity when using finite-complexity receivers.

As a new modulation format, there are many aspects of OTFS that merit closer investigation, to optimize performance, reduce complexity, and enhance coexistence with existing systems. These aspects will be investigated in future publications.

**APPENDIX**

Our goal is prove the formula 43 of Theorem 2. Recall that $\hat{Y}[n,m] = Y[n,m] + V[n,m]$ where $Y[n,m]$ is the noise free term and $V[n,m]$ is additive noise. Substituting $Y[n,m]$ in the demodulation equation 39 and using the time-frequency channel equation 24 and the modulation formula 33, we can write:

$$y[k,l] = \frac{1}{NM} \sum_{k'=0}^{M-1} \sum_{l'=0}^{N-1} x[k',l'] \int h_c(\tau,\nu) e^{-j2\pi \nu \tau}$$
$$\times \sum_{n,m=-\infty}^{\infty} W[n,m] e^{-j2\pi nT(\frac{k}{M} - \nu - \Delta\tau)} \int d\tau d\nu. \quad (44)$$

Since the factor in brackets is the discrete symplectic Fourier transform of $W[n,m]$ we have:

$$y[k,l] = \frac{1}{NM} \sum_{k'=0}^{M-1} \sum_{l'=0}^{N-1} x[k',l'] \int h_c(\tau,\nu) e^{-j2\pi \nu \tau}$$
$$\times w \left( \frac{k-k'}{M\Delta f} - \tau, \frac{l-l'}{NT} - \nu \right) d\tau d\nu. \quad (45)$$

Further recognizing the double integral as a convolution of the channel impulse response (multiplied by an exponential) with the transformed window we obtain:

$$y[k,l] = \frac{1}{NM} \sum_{k'=0}^{M-1} \sum_{l'=0}^{N-1} x[k',l'] h_w \left( \frac{k-k'}{M\Delta f} - \tau, \frac{l-l'}{NT} - \nu \right). \quad (46)$$

which is the desired result.
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