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Underwater acoustic technologies are a key component for exploring the behavior of marine fauna such as sea turtles, sharks, and seals. The animals are marked with acoustic devices (tags) that periodically emit signals encoding the device’s ID along with sensor data such as depth, temperature, or the dominant acceleration axis - data that is collected by a network of deployed receivers. In this work, we aim to optimize the locations of receivers for best tracking of acoustically tagged marine fauna, and provide a test case with tags suitable for megafauna tracking. The outcomes of such tracking allows the evaluation of the animals’ motion patterns, their hours of activity, and their social interactions. In particular, we focus on how to determine the receivers’ deployment positions to maximize the coverage area in which the tagged animals can be tracked. For example, an overly-condensed deployment may not allow accurate tracking, whereas a sparse one, may lead to a small coverage area due to too few detections. We formalize the question of where to best deploy the receivers as a non-convex constraint optimization problem that takes into account the local environment and the specifications of the tags, and offer a sub-optimal, low-complexity solution that can be applied to large testbeds. Numerical investigation for three stimulated sea environments shows that our proposed method is able to increase the localization coverage area by 30%, and results from a test case experiment demonstrate similar performance in a real sea environment. We share the implementation of our work to help researchers set up their own acoustic observatory.

Keywords: acoustic marine testbed, acoustic tags, underwater acoustic tracking, anchor deployment, acoustic telemetry

INTRODUCTION

Underwater acoustic tracking is a key enabling technology for exploring long-term behavior of marine fauna (Kraus et al., 2018). Acoustic telemetry of fish developed in the mid 1950s by the U.S. Bureau of Commercial Fisheries (BCF), enabling the identification and localization of the individual fish without the need to recapture it (Hockersmith and Beeman, 2012). Tracking of decapod crustaceans with acoustic telemetry devices evolved since the 1970s and as of toady 60% of published studies are based on acoustic telemetry (Florko et al., 2021), mostly using acoustic tags. Although tracking of fauna can be performed by passive and active system, e.g., (Diamant et al., 2019), the data obtained from acoustic tagging is far more informative. As a result, acoustic tagging...
is used in multitude of research projects such as the ocean tracking network (OTN) (https://oceantrackingnetwork.org/). For marine megafauna, acoustic tags have been used for understanding the behavioral and social interactions of animals like sharks, sea turtles, and seals (Berejikian et al., 2016; Lea et al., 2016). Anchored receivers are deployed in known locations within the explored area to decode and measure the time of arrival (ToA) of the tags’ emissions for, usually offline, tracking of the tagged animals. The long-term durability of the tags and receivers that can operate for many months and years allows operation over a long period of time for the statistical evaluation of the activity of the tagged animals. Examples of tagged sharks (Lea et al., 2016) and turtles (Thums et al., 2013) revealed valuable information about the animals’ local motion patterns, their hours of activity, and their social interactions.

The detection of the animal’s tag emissions using a single receiver is sufficient for collecting indications of presence/absence of an animal in an area of interest (Jackson, 2011; Gazit et al., 2013). However, in the case of fixed receivers, receptions of a tag’s emissions by at least three receivers is required to localize the animal in a two-dimensional (2D) plane with no ambiguities. Such localization involves time synchronizing the receivers and fusing their ToA data collection in a time difference of arrival (TDoA) localization framework (Alexandri et al., 2018). In this context, a key for obtaining a large coverage area for tracking the tags is the positioning of the anchored receivers. Specifically, on one hand, overly-close deployment would decrease the localization accuracy due to small angular difference between the tag to be localized and each of the receivers. On the other hand, an overly-wide deployment would yield a small coverage area due to the limited transmission range of the emitting tag. This problem is further exacerbated when the bathymetry of the explored area is complex and the propagation loss for the tag-receiver link depends on the varying water column temperature and depth change of the seabed. As a result, not only the relative distance between the receiver should be considered, but also the receivers’ geographic position (Huveneers et al., 2016).

When designing a testbed for the acoustic tracking of tagged marine fauna, the anchors are commonly spaced according to the declared detection range (Thelma Biotel, 2021), and are spread geographically to best cover an area of interest, I. Deployment strategies include a line of receivers to detect tagged individuals passage through a river or along a coastline (Kraus et al., 2018), or an array of evenly-spread receivers (Kessel et al., 2014; Thelma Biotel, 2021). A common practice (CP) for positioning the receivers is to cover the area of interest using equilateral triangles (Shiu et al., 2010), whose edges are set to half of the detection range. This practice stems from the fact that, under a simplified scenario of a cylindrical propagation loss, a close-to-optimal solution is obtained (see analysis in the Appendix). However, in the practical case where the seabed is complex and the detection range is not iso-symmetric, a more rigorous way to determine the anchors’ deployment location is required. Two examples of the under-utilization of the deployment setup using CP are a testbed setup to track acoustically tagged slipper lobsters, Scyllarides latus, at the Achziv Marine Nature Reserve in northern Israel (Alexandri et al., 2018), and a testbed aimed to explore the motion of tagged sandbar sharks, Carcharhinus plumbeus, close to the “Orot Rabin” Power and Desalination Station in Hadera, Israel (32°28'N; 34°52'E) (Alexandri et al., 2019). In the former, four receivers were anchored in a triangle according to the CP approach over a rocky seabed, and 19 lobsters were tagged and tracked for a period of 8 months. Out of more than 45,000 detected tags’ emissions, only 252 (0.5%) were received by 3 or 4 receivers. In a second testbed, 20 tagged sharks were tracked for a period of 87 days by a set of 4 receivers deployed on a shallow sandy seabed according to CP. Out of a total of 42,589 detected tags’ emissions, only 180 (0.4%) emissions were received by 3 receivers to enable localization. A summary of the poor results due to under-utilization of CP deployment setup is presented Table 1.

The problem of how to position receiving nodes resembles the “Art gallery problem” (Rajagopal et al., 2016), whose goal is to find the minimal set of guards such that every point in a floor plan is covered by at least one guard. In the case of 2D localization, three receivers represent a guard. While this type of optimization problem is proven to be NP-Hard (nondeterministic polynomial time hard) (Lee and Lin, 1986), i.e., the complexity of search increases with the problem size in such a way that a solution would compare with the brute-force approach of trying out the entire state-space, some work-arounds are possible. For indoor localization, information about the floor plan is utilized to reconcile position ambiguities formed by the localization of a node by only two receivers (Rajagopal et al., 2016). The proposed method disqualifies potential positions located outside the floor or behind barriers/walls that block the signals. To manage spatial-dependent propagation loss in indoor localization, templates of the reception pattern are used (Mnasri et al., 2015) as well as modeled calculations (Rajagopal et al., 2016). However, the solution for underwater localization is somewhat different. First, while the sea includes barriers that can be used to resolve localization ambiguities, these mostly apply in near shore locations. Furthermore, while some solutions relied on the structure of the seabed for localization, e.g., in Dubrovinskaya et al. (2017), localization accuracy is low if the structure is not diverse.

In this paper, we propose a systematic method to determine the deployment setup of a marine fauna tracking testbed considering the acoustic specifications of the tags, the number of receivers, and the environmental properties. As a test case, we consider 16 mm tags that are suitable for tagging megafauna. Relying on prior knowledge of the bathymetric and bathythermal conditions in the explored area, we formalize a constraint optimization problem that accounts for the spatially dependent propagation loss, and yields the best deployment locations to maximize the coverage area. In our analysis, we consider the user’s area-of-interest, I, and evaluate the coverage quality by the geometrical dilution of precision (GDOP) (Sharp et al., 2009). Since I may be non-convex, the optimal solution is often NP-hard, i.e. to solve the decision problem of “where to position the
Our goal is to determine the optimal location and deployment depth for the receivers, such that a tagged animal that passes through $\mathcal{T}$ is well-localized within area $\mathcal{T}$ and possibly beyond it. For each tag’s emission, the detecting receiver measures the local arrival time, such that, assuming all receivers are time-synchronized, localization is performed by TDoA cf. (Alexandri et al., 2018). We assume prior knowledge to evaluate the propagation loss between any pair of positions within and beyond $\mathcal{T}$. In particular, we require information about the bathymetry within the explored area and the expected bathythermal profile of the water. This information is used to run a propagation loss model such as ray-tracing, normal modes, or parabolic equation (Bahrami et al., 2016; Gul et al., 2017). We admit that, since the bathythermal profile is time varying and depends on seasons, the sound velocity profile (SVP) cannot be accurately known for the entire deployment time period. Yet, a track of the bathythermal profile may reveal temporal trends in the sound speed, allowing the evaluation of a nominal SVP. Alternatively, the user may perform periodic measurements of the bathythermal and change the locations of the receivers if needed.

**Detected Range**

Let $P_{SNR}$ be the source power level of the tag to-be-localized. Let $P_{NL}$ be the ambient noise level, assumed constant in the explored area, and let be $P_{NL}(\vec{r}_i, \vec{p})$ the power transmission loss between a source node at position $\vec{p} = (x,y,z)$ and the $i$th receiver at position $\vec{r}_i = (x_i,y_i,z_i)$, $i = 1, 2, \ldots, N$. We calculate $P_{NL}(\vec{r}_i, \vec{p})$ and $P_{NL}$ by acoustic channel modeling, i.e., modeling the acoustic attenuation by considering the environmental conditions, the ambient noise, and the emitted frequency, e.g., (Gul et al., 2017), and from the Wenz curves for acoustic ambient noise in the ocean (National Research Council, 2003), showing the average ambient noise spectra for different levels of shipping traffic, and sea state conditions. Specifically, analyzing a huge set of acoustic measurements of ambient noise, Wenz was able to provide an empirical curve for the ambient noise level and to show that it is frequency and environment dependent. Then, comparing the received level

$$P_{SNR} = \frac{P_{NL}(\vec{r}_i, \vec{p})}{P_{NL}}$$

(1)

to a detection threshold, $P_{DT}$, we measure whether location $\vec{r}_i$ is suitable for detecting a source located at $\vec{p}$. That is, if $P_{SNR} \geq P_{DT}$ a receiver positioned at $\vec{r}_i$ will detect a tag emitting at $\vec{p}$.

**Localization Quality**

A common metric to measure the achievable localization accuracy for the planned receivers’ deployment is the GDOP. This is a unitless metric that ranks the deployment setup by considering both the measurement precision and the geometry between the source and receivers to account for the effect of the geometry setup on localization (Kaplan and Hegarty, 2005). As localization quality improves, the GDOP decreases. Classification of GDOP values are outlined in Table 6. For example, if all receivers are colinear, the achievable localization...
Table 2 | Main variables and notations - Coordinates’ variables are marked by a macron sign, e.g., $\bar{p}$.

| Variables | Descriptions |
|-----------|--------------|
| $\alpha$  | User-defined GDOP threshold for localization quality |
| $\beta$   | Number of required receivers for localization |
| $i$       | Index of a receiver and its associated detection area |
| $j$       | Receivers set index whose detection areas intersect |
| $r_i$     | Position of receiver number $i$ |
| $D_i$     | Detection area of the $i$th receiver as defined by (4) |
| $l_i$     | Set of all positions of the source such that $r_i$ will detect the source |
| $\Lambda$ | Position of an emitting source |
| $C$       | Coverage area, a union of all $J$ usable areas |
| $\mu_i$   | A group containing sets $l_i$ |
| $L_i$     | Localization area resulting from the intersection of $\mu_i$ detection areas. |
| $\epsilon$| Defined in (8) |
| $\mu_i$   | Set of all positions of the source, $\bar{p}$, in the localization area, $L_i$, in which GDOP($p, L_i) \leq \alpha$. Defined in (7) |
| $C$       | Coverage area, a union of all $J$ usable areas |
| $T$       | Area-of-interest, the area to be covered by the optimized deployment |
| $\text{GDOP}$ | Geometrical dilution of precision |
| $\eta$    | Ratio between the coverage and the usable areas |
| $P_{\text{SL}}, P_{\text{TL}}$ | Source level power and transmission loss respectively |
| $P_{\text{NL}}$ | Noise level power and received signal to noise respectively |
| $\xi_i$   | Throuput of the tags - receiver link |

Sets are marked by bold letters, e.g., $D_i$.

quality is poor. Given a set $\lambda = \{\bar{r}_1, \ldots, \bar{r}_N\}$ of $N$ receivers stationed at locations, $\{\bar{r}_1, \ldots, \bar{r}_N\}$ the GDOP is defined as the ratio between the accuracy of a position fix to the variance of the measurements (Sharp et al., 2009). Formally, denote the visibility matrix (Yarlagadda et al., 2000; Kaplan and Hegarty, 2005)

$$H(\bar{p}, \lambda) = \begin{bmatrix}
a_{11} a_{12} a_{13} 1 \\
a_{21} a_{22} a_{23} 1 \\
a_{31} a_{32} a_{33} 1 \\
\vdots & \vdots & \vdots & \vdots \\
a_{N1} a_{N2} a_{N3} 1
\end{bmatrix}$$

(2)

whose elements are the unit vectors pointing from a potential position of the source, $\bar{p} = [p_x, p_y, p_z]$, to the location of the $i$th receiver, $\bar{r}_i = [r_{xi}, r_{yi}, r_{zi}]$, such that, $a_{xi} = (p_x - r_{xi}) / R_i$ and $a_{yi} = (p_y - r_{yi}) / R_i$ and $a_{zi} = (p_z - r_{zi}) / R_i$ where, $R_i = \sqrt{(p_x - r_{xi})^2 + (p_y - r_{yi})^2 + (p_z - r_{zi})^2}$ all in Cartesian coordinates. The GDOP($\bar{p}, \lambda$) equals,

$$\sqrt{g_{11}^2 + g_{22}^2 + g_{33}^2 + g_{44}^2}$$

$$\sqrt{g_{12}^2 + g_{13}^2 + g_{14}^2 + g_{23}^2 + g_{24}^2 + g_{34}^2}$$

$$\sqrt{g_{11}^2 + g_{22}^2 + g_{33}^2 + g_{44}^2}$$

$$\sqrt{g_{12}^2 + g_{13}^2 + g_{14}^2 + g_{23}^2 + g_{24}^2 + g_{34}^2}$$

(3)

Problem Statement

To formulate the receivers’ deployment problem, four sets of variables are required. Recall that the source node is detected when $P_{\text{DT}}(\bar{r}_i, \bar{p}) \leq P_{\text{SL}} \times P_{\text{TL}} / P_{\text{NL}}$. We define the detection area, $D_\alpha$, as the set of all possible positions of the source such that a receiver located at $\bar{r}_i$ will detect the source’s transmissions. Formally,

$$\bar{p} \in D_i \cap P_{\text{DT}}(\bar{r}_i, \bar{p}) \leq \frac{P_{\text{SL}} \times P_{\text{TL}}(\bar{r}_i, \bar{p})}{P_{\text{NL}}} \quad (4)$$

The resolution of set $D_i$ is determined by the resolution of the bathymetric information. An example of a detection area for four receivers is shown in Figure 1A. Note that the detection area obtained is not necessarily convex. Let $\Lambda$ be a group containing sets $\lambda_j, j = 1, \ldots, J$, where $\lambda_j$ is the $j$th set of at least $\beta$ receivers whose detection areas intersect such that

$$\lambda_j \in \Lambda(\beta) \cap \lambda_j \neq \emptyset \quad (5)$$

For example, $\beta = 3$ for 2D localization1, and $\beta = 4$ for 3D localization. As shown in Figure 1A, for $\beta = 3$, there are two sets of 3 receivers, $\{r_1, r_2, r_3\} \in \lambda_1 \{r_1, r_3, r_4\} \in \lambda_2$. The group containing all the sets is $\lambda_1, \lambda_2 \in \Lambda(\beta)$.

For a given $\lambda_j$, we define a localization area, $L_j(\lambda_j, \beta)$as an area resulting from the intersection of at least $\beta$ detection areas. Formally,

$$L(\lambda_j, \beta) = \bigcap_i D_i \bigcap \lambda_j \in \Lambda(\beta) \quad (6)$$

Denote a usable area, $U_j(\lambda_j, \beta)$, as the set of all positions of the node to be localized, $\bar{p}$, in the localization area $L(\lambda_j, \beta)$ for which “good” localization is attainable. Specifically, the usable area is an area for which $\text{GDOP}(\bar{p}, L(\lambda_j, \beta)) \leq \alpha$ where $\alpha$ is a scalar value determined by e.g., Table 6. Formally,

$$\bar{p} \in U_j(\lambda_j, \beta) \cap \text{GDOP}(\bar{p}, L(\lambda_j, \beta)) \leq \alpha \quad (7)$$

Our fourth set is the coverage area, $C(\beta)$, denoted as the union of all usable areas,

$$C(\beta) = \bigcup U_j(\lambda_j, \beta) \quad (8)$$

We formulate the task of receiver deployment as an optimization problem whose solution is locations, $\bar{r}_i, i = 1, \ldots, N$ which maximize the size of the coverage area $\| C \|$

$$\text{argmax} \\| C(\beta) \| \quad (9)$$

subject to $\| C(\beta) \bigcap I \| \geq \rho \| I \|$

Since most applications require the coverage of a given area of interest, $I$, we constrain the solution such that the resulting convergence area covers at least $\rho$ percent of $I$. This constraint also allows for the discrimination between a “must-be-covered” area and a “nice-to-have” coverage area. An example of such a

1. note that when the source is mobile $\beta = 2$ will also support 2D localization as shown in (Alexandri et al., 2018).
consideration is presented in (Pickholtz et al., 2018) for the monitoring of acoustically-tagged herbivorous fish, *Siganus rivulatus*, close to the shore area. In this case, the movements of the herbivorous fish close to the shallow fringing coral reefs are of interest (the “must-be-covered” area), along with information from other areas along the shore (the “nice-to-have” area).

### The PDAD Approach

#### Optimal Formalization

We formulate the problem statement in (9) as a mixed constraint optimization problem. In accordance with (9), let *I*, *D*, *LU* and *C* be 3D matrices representing the area-of-interest, the detection area, localization area, usable area, and the coverage area, respectively. The matrices’ rows, columns, and depths represent the quantized *x*, *y*, *z* grid in Cartesian coordinates, with lower-case letters representing the matrix entries with a resolution set by the bathymetry information (e.g., every 5 m).

For example, entry is the entry of $r_{k,l,m}$. The capability to detect a source located in position $\bar{p}(x = k, y = l, z = m)$ by the $i$th receiver located in position $\bar{r}_i$ is defined by the binary operator

$$d_{k,l,m}(\bar{r}_i) = \begin{cases} 1 & \text{if } P_{DT}(\bar{p}(k,l,m), \bar{r}_i) \leq \frac{P_{in} \cdot P_{o}}{P_{st}} \\ 0 & \text{otherwise} \end{cases} \quad (10)$$

Then, a source located in position $\bar{p}$ can be localized if it is detected by at least $\beta$ receivers. The elements of $L(\lambda_\beta, \beta)$ are formalized by the binary operator

$$l_{k,l,m}(\lambda_\beta) = \begin{cases} 1 & \sum_{i=1}^{N} d_{k,l,m}(\bar{r}_i) \geq \beta, \bar{r} \in \lambda_\beta \\ 0 & \text{otherwise} \end{cases} \quad (11)$$

where each $\lambda_\beta$ is a subset of $\Lambda(\beta)$ containing at least $\beta$ receivers. Here, $\Lambda(\beta)$ is the complete set of $\bar{r}$ receivers $i = 1, \ldots, N$. Note that the maximum number of such $\lambda_\beta$ sets is $f = \sum_{\beta} \binom{N}{\beta}$.

Recall that the usable area $U_i$ is the mapping of all locations $\bar{p}$ inside $L(\lambda_\beta, \beta)$ whose GDOP is smaller than a given threshold $\alpha$. In the matrix representation,

$$u_{k,l,m}(\lambda_\beta, \beta) = \begin{cases} 1 & \text{GDOP}(I_i(\lambda_\beta, \beta)) \leq \alpha \\ 0 & \text{otherwise} \end{cases} \quad (12)$$

Similarly, the coverage area matrix, defined as the union of all the different usable areas $j = 1 \ldots J$, is formalized by the binary operator

$$c_{k,l,m}(\beta) = \begin{cases} 1 & \text{if } u_{k,l,m}(\Lambda(\beta)) = 1 \\ 0 & \text{otherwise} \end{cases} \quad (13)$$

The intersection of $C(\beta)$ and $J$ in the constraint of (9) can thus be expressed by

$$\| C(\beta) \cap I \| = \sum_{k} \sum_{l} \sum_{m} c_{k,l,m}(\beta) l_{k,l,m} \quad (14)$$

Note that $d_{k,l,m}$, $u_{k,l,m}$, $c_{k,l,m}$ are all a function of locations $\bar{r}_i$, $\bar{p}$, which in turn can take any value within $C$ and whose determination is the goal of this work. The deployment is obtained by solving

$$A = \arg\max_{\bar{r}_i \ldots \bar{r}_N} \sum_{k} \sum_{l} \sum_{m} c_{k,l,m}$$

s.t. \hspace{1cm} \sum_{k} \sum_{l} \sum_{m} c_{k,l,m} u_{k,l,m} \geq \rho \sum_{k} \sum_{l} \sum_{m} i_{k,l,m} \quad (15)$$

#### Algorithmic Solution

A closed-form solution of (15) for the simple case of three receivers deployed over a flat seabed with isotropic propagation loss is presented in the Appendix. We note that, in the general case, problem (15) is non-convex. This is because, as illustrated in Figure 1, even when the detection area of each receiver is convex (a circle or an ellipsoid) - and thus so is the localization area - the coverage area may be constructed from a number of non-continuous usable areas. Furthermore, as demonstrated in Figures 1A, B, even for a convex localization area, the usable area itself may be non-convex. Hence, (15) is a constrained non-convex optimization problem, which can be solved by procedures such as branch and bound (B&B) (Clausen, 1999) with a polynomial complexity on average (Zhang and Korf, 1992; Shabibi et al., 2017), or by randomized approaches such as simulated annealing (Blum et al., 2021). Here, we propose to use GA, which is suitable for complex deployments, i.e., a larger number of receivers and diversified bathymetric and bathythermal conditions. We chose GA since it is suitable for overcoming local minima in problems involving a non-convex objective function (Mnasri et al., 2015). The fitness function is multi-objective, seeking to maximize the coverage area inside $I$ and to minimize a penalty function for coverage outside $I$.

Evolutionary algorithms (EA) have probabilistic convergence time (Ankenbrandt, 1991). The average convergence time is defined as the number of generations it takes to reach convergence (Rylander, 2001). To that end, the complexity depends on the individual’s and population’s representation, the implementation of mutation, crossover and selection processes, and the fitness function (Corus et al., 2017). Given the above, the complexity is on the order of, where $g$ is the number of generations, $p$ is the population size, and $i$ is the size of the individuals. We implemented PDAD using Python’s “DEAP” evolutionary computation framework package and used it both for the simulation and the sea experiment.

#### Numerical Investigation Setup

To analyze PDAD performance, we consider three environments with different attributes:

1. A theoretical, simple environment: a flat seabed with an isotropic SVP, termed SVPISO. This type of environment may be considered when the environmental conditions are unknown.
2. A moderate spatially diverse area: an area of $6000 \times 6000$ m$^2$ shallow water area close to the “Orot Rabin” Power and Desalination Station in Hadera, Israel (32°28’N; 34°52’E; an
area we also explored in our sea experiment. Within this area, the selected area is a $2000 \times 2000$ m$^2$ rectangle with a water depth ranging from 0 to 25 meters. The entire area was divided into a grid of $60 \times 60$, yielding a sample resolution of 100 m. Here, the receivers are anchored at a depth of 0.5 m above the seabed, and the mobile transmitter moves at a depth of 3 m. The bathymetry of this area is shown in Figure 2A.

3. An extremely diverse seabed: a coastal area north of San Diego between 32.65°N to 32.755°N and -117.265°W to -117.35°W (Divins and Metzger, 2021). Out of this $5000 \times 4000$ m$^2$ area, we picked I to be a square of $3000 \times 3000$ m$^2$, which was divided into grid cells of a 100 m resolution. For this environment, the simulated receivers are anchored at a depth of 2 m above the seabed, while the mobile node maintains its depth at 10 m. Figure 3A shows the bathymetry of the considered area, and its SVP is shown in Figure 3B. The diversity of the considered area is demonstrated in Figures 3C, D, showing significant differences between the effective detection area for two different grid positions.
We consider the specification of an actual acoustic tag manufactured by Thelma-Biotel Inc., Trondheim, Norway (Alexandri et al., 2018). These acoustic tags are used globally in applications to monitor fauna in marine environments and to track migration patterns (Lennox et al., 2021; Reubens et al., 2021). The mobile node is an acoustic tag (model: ID-HP16) emitting 69kHz single-tone signals of intensity 158dB re 1μPa @ 1m. A range test we performed showed that the detection distance is 1000m in shallow water with a sandy bottom (Alexandri et al., 2019).

To measure the GDOP in each deployment setup, the spatial-dependent propagation loss must be accounted for. We consider two ways to attain the propagation loss. The first, assigned only in the case of a flat seabed with an isotropic SVP, applies a transmission loss model of

\[ TL = 10 \log (R) + \alpha R/1000, \]

with \( R \) being the transmission range and \( \alpha \) the absorption parameter. The result is a transmission power loss of 48dB, where \( \alpha = 18 \) dB/km for 69 kHz (Urick, 1983). For complex environments, we consider the Bellhop ray-tracing propagation model (Porter, 2011). In both cases, the detection area is calculated by setting a limit on the signal-to-noise ratio to be above 10 dB.

For each of the above three areas, two types of deployment setups were compared. The first is based on the CP method of positioning the receivers at the vertices of equilateral triangles partially covering the inner area of \( I \). The distance between the receivers is set to half of the tags’ specified detection range, namely 500 m. The second deployment setup is based on positioning the receivers according to the PDAD. Each individual is a set of the receivers’ coordinates \( x \) and \( y \). For the GA sub-optimal solution, the initial population size is based on a single individual positioned at the center of \( I \) with the rest of the individuals positioned around the center position. The effectiveness of the two methods is compared in terms of the size of the resulting coverage area for each deployment strategy. To this end, we chose the coverage area to be such that for each point inside \( I \), DOP ≤ 5.

In our simulations, we used an AMD Ryzen™ Threadripper™ 3990X CPU with 128 threads and measured processing time of about 100 msec per thread per each possible deployment setup. To evaluate the complexity of the proposed deployment scheme, we note that the size of a search space to position \( N \) receivers in a given area divided into a rectangular grid of \( x \times y \) is \((xy)^N\). For example, for a grid size of \( 100 \times 100 \) and \( N = 3 \), the search space size is \( 10^{12} \). Hence, with the full utilization of our server, a complete search of the search space will last more than 24 years. This is because of the complexity of a solution in which brute-force searches the considered area is \( O((xy))^N\). In our case, using the PDAD approach, the best solution for the flat bottom isotropic propagation environment was achieved in the range of 500 to 2700 GA’s generations for the different available number of receivers. Using a 64 core, 128GB memory computer, the processing time was 2:30 hours for 3 receivers deployment and 28 hours for 10 receivers deployment.
Sea Experiment Setup

The sea experiment aimed to demonstrate the applicability of our simulation results, and to explore the benefit of the proposed PDAD strategy in the realistic case of a low-resolution possibly-mismatched bathymetry map. The experiment took place in November 2021 close to the “Orot Rabin” Power and Desalination Station in Hadera, Israel (32°28’N; 34°52’E), in an area of interest of 1200 × 1400 m², at the southeastern part of the same area used in one of our numerical analysis cases (see the bathymetry map in Figure 2). We used acoustic equipment from Thelma Biotel AS, Trondheim, Norway - specifically, 7 acoustic tags and the standard receivers that decode these emissions. The experiment involved four kayaks, each was towing a small buoy 2 m behind its stern. The tags were attached roughly 2 m below the buoy, and maintained their depth using a balancing weight attached below the tags. For groundtruthing, each kayak carried a GPS receiver that logged its location throughout the trial. Two clusters of four receivers each were anchored at a depth of 1 meter above the seabed in the explored area. One cluster was positioned according to the CP approach, and the other according to the results of a PDAD calculation using a given bathymetry map of the area and an SVP measured prior to the experiment. The measured SVP, SVP_M, is shown in Figure 2B.

In addition to comparing the size of the usable area for CP and PDAD, a second performance metric explored the throughput of the tags - receivers link, defined as $\xi_{s,r}$. Here, the throughput is defined by the ratio between the number of receptions to the total number of emissions. Specifically, two cases are considered. 1) $\xi_{s,r}$ is the ratio between the number of received emissions by one or two receivers and the total number of emissions, and 2) $\xi_{s,r}$ is the ratio between the number of received emissions by three or four receivers and the total number of emissions throughout the experiment. The former reflects on the detection properties of the deployed setup, while the later on the localization quality. The throughput metric accounts for possible uneven time spent by the kayaks in the CP or PDAD setups. To avoid bias, we normalized the throughput by the tags’ distances to the center of each area. Specifically, for each cluster of four receivers, the geometric center of the area was calculated. Then, the throughput was calculated and normalized by the tag’s range from the cluster centroid.

Figure 8 shows the receivers’ locations in the explored area. The position of the CP’s receivers are marked by aqua-colored squares, and the positions of the PDAD’s receivers are marked by red-colored diamonds. In a previous work (Alexandri et al., 2019), a range test showed that in the considered environment, the detection range of a similar tag and receiver pair is roughly 1,000 m. Thus, for CP, the distance between the receivers was set to 500m. We note that both CP and PDAD shared receiver number 2.

The experiment lasted for 240 min. During that time, each tag emitted a signal in a fixed interval every 30 to 45 sec, for a total of 2,730 emissions. Out of these, 406 emissions were detected by at least one receiver and 280 emissions were detected by at least three receivers of the CP or PDAD clusters. In order to ensure that the four kayaks cover the complete area of interest, their route, provided in Figure 8, was planned to reach beyond the anticipated detection range of the tags. As a result, we report low tag detection rate. For each detected emission, the receivers measured the ToA by their internal clock. The receivers were time-synchronized prior and after the experiment. This involved both synchronizing the receivers’ clock to a reference clock by attaching a specific acoustic tag to one of the receivers, and using its emissions to time-synchronize the others (see details in (Alexandri et al., 2018)). Tag emissions were sorted and aggregated to the CP and PDAD clusters. If received by either three or four receivers, the emissions were considered to be inside the usable area that allows localization. To comment on the receiving conditions we also recorded the ambient noise level, as measured by each receiver.

RESULTS

In this section, we report results from the numerical investigation of our deployment method and from the designated sea experiment. For the simulations, we used the size of the area which achieves good localization, i.e., GDOP ≤ 5, and explored the results against the brute-force solution and compared to CP. We also investigated the sensitivity to the system’s parameters - in particular, the number of receivers, the size of C for different GDOps, and to different SVPs. For reproducibility, we shared our implementation code in the Supplementary Material.

Simulation Results

We start by analyzing the results of the theoretical environment. Figure 4 shows the size of C ($\beta=3$) for the case of three receivers as a function of the distance between the receivers, l, normalized by their receiving range, R. The maximum coverage area for GDOP=5 is attained when the distance between the receivers is about half of the receiving range. For cases of higher GDOP values, i.e. the localization accuracy in some parts of C is of lower quality, a larger coverage area can be attained. For example, for GDOP=8, the optimal distance between the receivers is about 40% of the receiving range and $C=1.85R^2$. For a lower GDOP, when localization accuracy is of high priority, a smaller coverage area is attainable. For example for GDOP = 2 the maximal attainable coverage area is $C=1.14R^2$ for $l=0.66$. This result may serve as a guideline for deployments in non-spatially diverse areas. The analytical derivation of the attainable coverage area for the theoretical environment is outlined in the Appendix and in Figure 10. In Figure 5, we compare the achieved coverage area between CP and PDAD for different numbers of receivers, ranging from 3 to 13. We observe that the coverage area gained by using PDAD over CP increases with the number of receivers. This is attributed to the increase in the number of degrees of freedom for the receivers’ placement.

For the moderate spatially diverse area, in Table 3, we compare the results for two SVPs: a simple fixed profile of 1520 m/s, SVP$_{ISO}$, and an eastern Mediterranean winter SVP, as shown in Figure 2B (Salon et al., 2003), termed SVP$_{H}$. The
first two columns of Table 3 summarizes the ratio between the size of the coverage area as obtained by PDAD and CP, for the moderate diverse bathymetry in Hadera

\[ \eta = \frac{C_{PDAD}}{C_{CP}}. \]  

(17)

The results are presented in Table 3 for the different number of receivers, and for GDOP ≤ 5. We observe that, using PDAD, for both SVPs the attainable covered area is larger than that of CP. An interesting result presented in Figure 6 shows that for the deployment of 5 receivers in isotropic conditions - in contrast to CP where all of the receivers are placed inside I - the PDAD solution suggests that 3 out of the 5 receivers be placed outside I. This deployment yields an increase of 67% in the localized area. Finally, from the results in Table 3, we observe the difference of the gain obtained for the two different SVPs. A much higher gain in using PDAD is shown when the SVP is complex. This is because a diverse SVP impacts the propagation loss, rendering the channel to be spatial dependent.

The third and fourth columns of Table 3 show the values of \( \eta \) from (17) for the third explored environment with the highly diverse bathymetry (the San Diego area) for its SVP and a theoretical isotropic SVP. We observe that the size of the coverage area obtained by PDAD is also significantly larger than that of CP in the case of complex bathymetry. We note that the marginal added coverage area for the SVP in San Diego increases with the number of receivers but an opposite trend is shown for the Hadera area. This is due to the higher diversity of the San Diego seabed and due to the deployment strategy. The former is attributed to bathymetry complexity. That is, when the bathymetry is highly complex, e.g., the one from San Diego, adding receivers helps cover shadow zones and their proper deployment location becomes more important. In less complex environments, e.g., the one from Hadera, adding receivers helps CP cover more area for localization and the gain in using PDAD decreases. We observe that the performance gain in the Hadera area increases for the more complex SVP, but the performance gain in the San Diego area is higher for the isotropic SVP. We explain this by the randomness of the CP method. In particular, in the center of the area of interest, CP may or may not achieve good performance. Still, since PDAD seeks to maximize the convergence area, performance gain is still above 1 in all cases.

Next, we explore the ratio between the coverage and the usable areas,
for two values of localization qualities, GDOP=5 and GDOP=12. Results for the moderate and complex environments are shown in Table 4 for 3, 5, and 10 receivers. As expected, the results show that for the complex environment, sacrificing the positioning quality, e.g., GDOP=12, may increase the coverage area compared to that of the moderate environment. We argue that this is because of the diverse bathymetry, which impacts the propagation loss, and thereby the channel's spatial diversity.

The impact of the geometrical relations between 3 receivers on the usable area, $\mu$, and on the coverage area, $C(\beta)$, is demonstrated in Figure 7 for $\beta = 3$ and $\beta = 4$. The green, blue, and red circles are the detection areas of the green, blue, and red receivers positioned at the corresponding colored markers, respectively. Comparing Figures 7A, B, we observe that, in the latter, the receivers are located closer to each other and the size of the usable area, $\mu$, highlighted in gray, is larger. However, the resulting coverage area, $C$, highlighted in light blue, for $\alpha = 5$, is smaller in Figure 7D. This is due to the small distance between the receivers, which yields a smaller angle between pairs of receivers and the node to be localized, thereby leading to poor localization.

**Experiment Results**

As our first performance metric, we explore the size of the usable area for CP and PDAD. Figure 8 shows the position of tags received by at least three receivers for each deployment strategy. For the sake of comparison, we also show the planned usable area and the minimum convex hull for each method. We observe that the size of the usable area obtained by PDAD is 30% larger than that produced by CP. We also observe that, in the case of CP, three of the receivers are positioned outside the usable area. This is because CP does not account for the area’s specific propagation conditions. Finally, we note that compared to the planned usable area of the CP and PDAD - marked by solid blue and green lines, respectively - the actual usable areas span to the east further than expected. This is attributed to the acoustic propagation conditions on the day of the experiment, which were likely better than those at the time of the tag experiment. Differences in propagation conditions are shown in Table 4. We also note that, compared to the planned usable area of the CP and PDAD, these include GA to determine the best locations for the receiving nodes (Roah et al., 2007). Here, the deployment plan is examined under two local criteria: reception availability and quality of positioning. A different approach is simulated annealing, where a set of n nodes to be localized is randomly selected and the positions of the anchor nodes are stochastically optimized to

| Environment | San Diego | Hadera |
|-------------|-----------|--------|
| # of receivers | $\theta$ | $\theta$ |
| for GDOP = 5 and GDOP = 12 | | |
| 3 | 0.75 | 0.94 | 1.0 | 1.0 |
| 5 | 1.0 | 1.0 | 0.87 | 1.0 |
| 10 | 0.84 | 1.0 | 0.99 | 0.99 |

**DISCUSSION**

We start our discussion by surveying some relevant solutions to the deployment problem. The optimal receiver deployment problem is shown to be NP-Hard with similarities to the k-vertex problem (Tekdas and Isler, 2010; Garcia-Diaz et al., 2019). For a given graph $G(V, E)$ and for parameters $k, l$, this problem seeks to discover whether $G$ contains $k$ vertices that cover at least one edge. Considering the high complexity required to solve the deployment problem optimally, some heuristic solutions are proposed. Much like our sub-optimal GA-based solution for PDAD, these include GA to determine the best locations for the receiving nodes (Diez-González et al., 2019a; Diez-González et al., 2019b), and (Diez-Gonzalez et al., 2020) by iteratively improving the position of the receivers along a given grid, while maintaining constraints in the form of clock drifts and the existence of obstacles. Due to its diversification and intensification in the search within the space of solutions, GA can also avoid falling into local minima (Mnawari et al., 2015) for diverse propagation loss conditions (Diez-Gonzalez et al., 2019a). Another approach is to compute a Pareto front with a diversified local search for the optimal placement of nodes (Roah et al., 2007). Here, the deployment plan is examined under two local criteria: reception availability and quality of positioning. A different approach is simulated annealing, where a set of n nodes to be localized is randomly selected and the positions of the anchor nodes are stochastically optimized to
increase the accuracy of the localization estimation (Niewiadomska-Szynkiewicz and Marks, 2009). Other heuristics are particle swarm optimization (Wang et al., 2007) and Tabu search methodologies (Laguna et al., 2009). The firefly algorithm (Tuba et al., 2018) is used to initialize anchors’ positions at the corners of the explored area, and then move them trying to increase the angle between anchors and the node to be localized, while the relative distance between the anchors and the node to be localized is decreased.

The above works obtain good results for terrestrial networks. Yet, some of the underlying assumptions may be too hard for the underwater acoustic environment. Specifically, it is assumed that the propagation loss does not change with space; that the node to be localized is either bounded inside a polygon whose anchors are its vertices or that some information about its route is known; and that a receiver can be added upon demand to increase the quality of the covered area. In our considered case, due to the spatially-dependent bathymetry, the propagation loss is often a complex location-dependent function, and the optimum coverage solution dictates positioning of receivers in non-overlapping areas.

**Using the GDOP to Measure Localization**

We would like to comment about our usage of the GDOP [cf. Sharp et al. (2009)] as a utility metric. We use the GDOP to assess the expected accuracy of the localization by the receivers’ deployment setup. Other common metrics are the Cramer-Rao lower bound (CRLB), which expresses a lower bound on the variance of unbiased estimators, and which is widely used as a positioning performance estimator in wireless networks (Miao et al., 2007). Alternatively, the root mean square error (RMSE) of the location estimates or the cumulative distribution probability of the location errors can both be used as a localization quality of measures (Sharp et al., 2009). However, it is useful to decouple the statistical error component of the positional error from the geometric factors of the deployment setup. We find this representation in the GDOP metric. The GDOP quantifies how errors in the ToA measurements translate into the covariance components of the estimated position, and represents the influence of the standard deviation of the measurement errors onto the solution. The GDOP values can be categorized to measure the localization quality. One such option is presented in Table 6 as proposed in (Dutt et al., 2009).

### TABLE 5 | 10 Minutes average noise measured by the receivers.

| Cluster | Receiver # | Percentile 0.1 | Percentile 0.5 | Percentile 0.9 |
|---------|------------|----------------|----------------|----------------|
| CP      | 417        | 8.4            | 9              | 9              |
| CP      | 418        | 11             | 14             | 15             |
| CP      | 1765       | 7.8            | 10             | 10.6           |
| CP      | 1766       | 8.4            | 11             | 12             |
| CP & PDAD | 721     | 7.8            | 11             | 13             |
| CP & PDAD | 1153     | 7.4            | 9              | 9.6            |
| PDAD    | 557        | 18             | 23             | 29.6           |
| PDAD    | 558        | 23             | 28             | 28             |
| PDAD    | 1154       | 8              | 9              | 10             |
| PDAD    | 1155       | 9              | 11             | 13             |
FIGURE 8 | Positioning of tags and coverage areas for CP and PDAD methods. Light blue and green-filled areas are the minimum convex hull encompassing all points of CP and PDAD, respectively. Solid lines are the planned usable areas. Triangles are the receivers’ positions. Blue and green dots are emissions received by at least three receivers of the CP and PDAD sets, respectively.

FIGURE 9 | $\xi_1$, ratio between emissions received by one or two receivers and the total number of acoustic emissions (CP - blue, PDAD - orange), and $\xi_3$, ratio between localized tags to the total number of acoustic emissions (CP - red, PDAD - green). For the PDAD method, the throughput of localized emissions is better than the CP as the range increases, i.e., more emissions are localized at larger ranges for the PDAD method, leading to a larger usable area.
Discussion of Results

We next make some comments about our results. As demonstrated in our sea experiment, optimized placement of the receivers can gain extra coverage area of about 30%. This is attributed to the high dependency of the underwater acoustic propagation on environmental conditions, such as temperature profile and the bathymetric map. This dependency is demonstrated in Figure 3, showing the different shapes of detection areas in different positions of a tag in the area of interest. This is because the propagation loss and thus the detection rate depends not only on its range from the receiver. Consequentially, there may be cases of blind spots, where, albeit short range, the tag’s emissions are not properly detected. While such a diversity may also be present in terrestrial or aerial testbeds, it is highly dominant in the underwater acoustic environment with spatial variations on the order of a few tens of meters. Hence, while our method can be applied also for other domains, it is mostly attractive for underwater testbeds. As a test case, we analyzed and tested our method with large acoustic tags, suitable for megafauna. However our method may suit smaller tags with weaker SL. Hence, by using our method, the 30% increase in the explored area holds much more impact for the task of tracking the locations of marine fauna and megafauna.

CONCLUSIONS

This study focused on developing a systematic framework for planning the deployment of underwater receivers for the task of localizing acoustically-tagged marine fauna, with test case for tracking of megafauna such as sharks, sea turtles, and seals. We formalized the deployment position as a constraint optimization problem that takes into account the environmental conditions, the desired localization quality, and a given area-of-interest that should be covered with high priority. For a flat bottom bathymetry and isothermal conditions, we showed that the common practice can achieve optimal coverage area. For the case of complex bathymetry where the complexity is too high to directly solve the problem, we offered a sub-optimal solution based on a genetic algorithm that is able to efficiently solve the problem for large areas of a few square kms and for a large number of receivers. We explored the benefits of our proposed approach in terms of the size of the coverage area and the throughput of the tags’ emissions. The performance is evaluated in numerical simulations and verified in a field experiment, using large tags suitable for tracking megafauna as a test case. The results show that the performance of our proposed deployment -
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APPENDIX

An interesting case to explore is the deployment of 3 receivers on a flat seabed with isotropic propagation loss and with no constraint on the area of interest. The question explored is: What is the best receivers setup to attain the maximal covered area $C$. The expected answer is an equilateral triangle setup (Fewell, 2006; Shiu et al., 2010). Yet, the proof is not trivial.

Let $R$ be the receiving radius of a receiver of all 3 receivers, and let $l$ be the range between the 3 receivers deployed in an equilateral setup. Without the loss of generality, let the position of one of the receivers be at $(x_2, y_2) = (0,0)$. Consider the setup $(x_1, y_1) = (0.5l, 0.5\sqrt{3}l)$, $(x_3, y_3) = (-0.5l, 0.5\sqrt{3}l)$. For $l = 0$, the 3 receivers are placed in the same location and $S = \pi R^2$. We derive the area of $S$ for any $0 \leq l \leq \sqrt{3}R$. Figure 10 illustrates this setup.

For the case at hand, $R_1 = R_2 = R$ such that the distance between any two intersection points creating triangle ABC is $D = 0.5(\sqrt{3}(4R^2 - l^2) - l)$. Thus,

$$d = 0.25 \sqrt{(l + R_1 + R_2)(l + R_1 - R_2)(l - R_1 + R_2)(-l + R_1 + R_2)}.$$  

Figure 4 shows the coverage area for the distance between the receivers of $0 \leq l \leq \sqrt{3}R$ for a number of GDOP values.