REPRESENTATIONS OF FREE PRODUCTS OF SEMISIMPLE ALGEBRAS VIA QUIVERS
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Abstract. Let \( K \) denote an algebraically closed field and \( A \) a free product of finitely many semisimple associative \( K \)-algebras. We associate to \( A \) a finite acyclic quiver \( \Gamma \) and show that the category of finite dimensional \( A \)-modules is equivalent to a full subcategory of the category \( \text{rep}(\Gamma) \) of finite dimensional representations of \( \Gamma \). Under this equivalence, the simple \( A \)-modules correspond exactly to the \( \theta \)-stable representations of \( \Gamma \) for some stability parameter \( \theta \). This gives us necessary conditions for an \( A \)-module to be simple, conditions which are also sufficient if the module is in general position. Even though there are indecomposable modules that are not simple, we prove that a module in general position is always semisimple. We also discuss the construction of arbitrary finite dimensional modules using nilpotent representations of quivers. Finally, we apply our results to the case of a free product of finite groups when \( K \) has characteristic zero.
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1. Introduction

Let $\mathbb{K}$ be an algebraically closed field, let $m$ be a positive integer, and let $A_1, A_2, \ldots, A_m$ be finite dimensional semisimple (associative, unital) $\mathbb{K}$-algebras. In this paper, we are interested in studying the (finite dimensional) representation theory of algebras of the form

$$A := A_1 * A_2 * \cdots * A_m,$$

where the symbol $*$ stands for free product. Our motivation comes from the special case where $A_i$ is the group algebra $\mathbb{K}G_i$ of an arbitrary finite cyclic group $G_i$ for each $i$. More specifically, in [3] a subset of the authors studied the representation theory of subregular $J$-rings of Coxeter systems. These are certain subrings of Lusztig’s asymptotic Hecke algebras and properly include, up to Morita equivalence, all algebras of the form $A = \mathbb{K}G_1 * \mathbb{K}G_2 * \cdots * \mathbb{K}G_m$.

In the above special case, the algebra $A = \mathbb{K}G_1 * \mathbb{K}G_2 * \cdots * \mathbb{K}G_m$ is naturally isomorphic to the group algebra $\mathbb{K}G$ of the group $G = G_1 * G_2 * \cdots * G_k$ of the free product of the $G_i$. Interesting examples of groups of that form include the infinite dihedral group $\mathbb{Z}_2 * \mathbb{Z}_2$ and the projective modular group $\text{PSL}_2(\mathbb{Z}) \cong \mathbb{Z}_2 * \mathbb{Z}_3$. We note that for the case $m = 2$, the representation theory of the group algebra $A = \mathbb{K}G = \mathbb{K}(G_1 * G_2)$ (where $G_1$ and $G_2$ are cyclic) has been studied by Adriaenssens–Le Bruyn [1] and Sletsjøe [9]. However, to our knowledge, not much is known about the representation theory of $A$ in our more general setting where the number $m$ can be any positive integer and each $A_i$ can be any semisimple algebra.

In the $\mathbb{K}$-linear category of associative unital $\mathbb{K}$-algebras, the free product $A = A_1 * A_2 * \cdots * A_m$ coincides with the coproduct of the family of algebras $\{A_1, \ldots, A_m\}$. The free product does not depend on the order of the factors, and for an algebra $B$, we have that $B * \mathbb{K} \cong B$. Therefore, an $A_i$ that is one dimensional will be called a trivial factor. For the purpose of studying the modules over $A$, we will therefore assume that there is no trivial factor in $A$ (and in particular, $A$ is not one dimensional), unless otherwise stated. By the universal property of the coproduct, if $V$ is a finite dimensional $\mathbb{K}$-vector space, then the data of an algebra homomorphism $A \to \text{End}_\mathbb{K}(V)$ is equivalent to the data of algebra homomorphisms $A_i \to \text{End}_\mathbb{K}(V)$ for all $i$. Giving an $A$-module structure on $V$ is therefore equivalent to simultaneously giving an $A_i$-module structure on $V$ for all $i$. If each $A_i$ is semisimple, then for each $i$, we can decompose $V$ as a finite direct sum of simple $A_i$-modules. If we are given these decompositions for each $i$, and how each direct summand of each decomposition embeds into $V$, then we can recover the $A$-module structure on $V$.

We make this observation explicit by showing that there is an equivalence between the category $\text{rep}(A)$ of finite dimensional left $A$-modules and a subcategory $\mathcal{C}$ of representations of a suitable finite acyclic quiver $\Gamma = \Gamma_A$ that we call a generalized subspace quiver. We will define a functor $F : \text{rep}(A) \to \mathcal{C}$ in Section 2.2 to establish this equivalence.

There is a stability parameter $\theta$ on the quiver $\Gamma$ such that all representations in the subcategory $\mathcal{C}$ are $\theta$-semistable. Moreover, the simple $A$-modules correspond precisely to the $\theta$-stable representations in $\mathcal{C}$ via the functor $F$. We make use of the well-developed theory of $\theta$-stable decompositions for acyclic quivers, due to Derksen and Weyman [4], to determine all $\theta$-stable dimension vectors. Under the correspondence mentioned above, consideration of the $\theta$-stable dimension vectors
leads to our main theorem on simple $A$-modules: given a finite dimensional $A$-module $M$ and the decomposition of $M$ as a direct sum of simple $A_i$-modules for each $i$, our main theorem gives a convenient necessary criterion to decide if $M$ is simple as an $A$-module. The criterion is numerical, and it also turns out to be sufficient whenever $M$ is in general position, that is, whenever $M$ lies on some open and non-empty set of some irreducible variety which parameterizes the modules of a given dimension; see Theorem 5.1.

Using representations of $\Gamma$, we also prove the somewhat surprising result that a left $A$-module in general position is completely reducible. As a consequence, we deduce that the dimension vectors of the simple $A$-modules are exactly the Schur roots of the quiver $\Gamma$ satisfying $m$ linear equalities; see Corollary 6.3.

We note that although modules in general positions are semisimple, there always exist indecomposable modules that are not simple, when the free product has more than one (non-trivial) factors. With the only exception of the group algebra of the infinite dihedral group, all categories $\text{rep}(A)$ are of (strictly) wild representation type. Moreover, nilpotent representations of quivers can be used to construct all indecomposable finite dimensional $A$-modules.

Then, we will use moduli spaces of quivers to compute the number of parameters needed to parameterize all of the simple $A$-modules. This yields an explicit formula in the case where every $A_i$ is basic.

Finally, we will apply our result in the case of a free product of finite cyclic groups, in which case our numerical criterion for simplicity of $A$-modules can be formulated in terms of the dimensions of the eigenspaces of the $A$-module $M$ seen as an $A_i$-module for $i = 1, 2, \ldots, m$. We note that in the particular case of a free product of two finite cyclic groups, our theorem (Theorem 9.2) has also been obtained by Adriaenssens and Le Bruyn in [1].

Generalized subspace quivers and similar stability parameters, with their stable representations, have recently been studied in [2] to analyse some problems coming from frame theory in analysis. We hope that our results can also lead to some interesting consequences in analysis.
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## 2. Some Quiver Representation Theory

We let $m$ be a positive integer and let $A = A_1 \ast A_2 \ast \ldots \ast A_m$ be a free product of $m$ finite dimensional (associative and unital) semisimple $\mathbb{K}$-algebras $A_1, A_2, \ldots, A_m$. Since $\mathbb{K}$ is algebraically closed, each semisimple algebra $A_i$ is isomorphic to a finite product of matrix algebras over $\mathbb{K}$ by the Wedderburn-Artin Theorem. Hence, we may assume that

$$A_i = A_{i1} \times \cdots \times A_{ir_i}$$

for some positive integer $r_i$ where each $A_{ij}$ is a matrix algebra over $\mathbb{K}$. We let $w_{ij}$ denote the dimension of the unique simple $A_{ij}$-module. We will call $w_{ij}$ a **weight** of $A$ or of $A_i$ and say that it is **trivial** when it is one. Equivalently, we assume that $A_{ij}$ is the matrix algebra $\text{Mat}_{w_{ij}}(\mathbb{K})$ of $w_{ij} \times w_{ij}$ matrices over $\mathbb{K}$. For each $i, j$,
and $1 \leq p, q \leq w_{ij}$, we let $e_{ij}^{pq}$ denote the matrix in $A_{ij}$ having zeros everywhere except in row $p$ and column $q$, where the entry is 1. We let $E_{ij}$ denote the identity of $A_{ij}$, so that

$$E_{ij} = \sum_{k=1}^{w_{ij}} e_{ij}^{kk}.$$ 

Let $S$ be any left $A_{ij}$-module. By basic linear algebra, we have $e_{ij}^{kk} S = e_{ij}^{k1} S$ for all $1 \leq k \leq w_{ij}$, and there is a $K$-vector space decomposition

$$S = \bigoplus_{k=1}^{w_{ij}} e_{ij}^{kk} S = \bigoplus_{k=1}^{w_{ij}} e_{ij}^{k1} S.$$ 

It further follows that if $\{b_1, \ldots, b_s\}$ is a basis of $e_{ij}^{11} S$, then the set $\{e_{ij}^{k1} b_l | 1 \leq k \leq w_{ij}, 1 \leq l \leq s\}$ forms a basis for $S$.

2.1. **The quiver** $\Gamma_A$. Let $A = A_1 * \ldots * A_m$ be as before. We associate a quiver $\Gamma = \Gamma_A = (\Gamma_0, \Gamma_1)$ to $A$ as follows: the quiver $\Gamma$ has a unique sink vertex denoted $v_0$ and one source vertex $v_{ij}$ for each $i, j$ with $1 \leq i \leq m$ and $1 \leq j \leq r_i$. We put $w_{ij}$ arrows from $v_{ij}$ to $v_0$ for all $i, j$. The collection $\{v_{i1}, \ldots, v_{ir_i}\}$ of vertices is called the $i$-th cluster of $\Gamma$. The arrows starting at $v_{ij}$ are labelled $\alpha_{ij}^k$ where $1 \leq k \leq w_{ij}$. We refer to $\Gamma_A$ as a generalized subspace quiver of $A$, since when $w_{ij} = 1$ for all $i, j$ we recover a classical subspace quiver.

Recall that a representation $M = (\{M(v)\}_{v \in \Gamma_0}, \{M(\alpha)\}_{\alpha \in \Gamma_1})$ of any quiver $\Gamma$ is a collection $\{M(v)\}_{v \in \Gamma_0}$ of $K$-vector spaces together with a collection $\{M(\alpha)\}_{\alpha \in \Gamma_1}$ of $K$-linear maps consisting of one linear map $M(\alpha) : M(u) \to M(v)$ for each arrow $\alpha : u \to v$ in $\Gamma$. We say $M$ is finite dimensional when all the vector spaces $M(v)$ are finite dimensional, and in this case we define the dimension vector of $M$ to be the vector $d = (d_v)_{v \in \Gamma_0}$ where $d_v = \dim_K M(v)$ for each $v \in \Gamma_0$; we also denote $d$ by $\dim(M)$. We will also refer to any element of $\mathbb{Z}_{\geq 0}^{\Gamma_0}$ as being a dimension vector, since it is the dimension vector of at least one representation.

The finite dimensional representations of $\Gamma$ form a category where a morphism $f : M \to N$ for two representations of $\Gamma$ is a collection $\{f_v\}_{v \in \Gamma_0}$ of $K$-linear maps such that $N(\alpha) f_v = f_u M(\alpha)$ for each arrow $\alpha : u \to v$ in $\Gamma$. We denote this category by $\text{rep}(\Gamma)$. It is a $K$-linear Hom-finite abelian category.

**Remark 2.1** (Notation) To simplify notation, for each representation $M$ of $\Gamma_A$ and its dimension vector $d$, we will often denote $M(v_0), M(v_{ij}), d_{v_0}$ and $d_{v_{ij}}$ by $M_0, M_{ij}, d_0$ and $d_{ij}$, respectively. Similarly, for each morphism $f = (f_v)_{v \in \Gamma_0} : M \to N$ in $\text{rep}(\Gamma_A)$, we will often denote $f_{v_0}$ by $f_0$ and $f_{v_{ij}}$ by $f_{ij}$ for all $i, j$.

**Example 2.2** Consider the algebra $A = (K^2 \times \text{Mat}_2(K)) * (K^3)$. Here $m = 2, r_1 = r_2 = 3, w_{11} = w_{12} = w_{21} = w_{22} = w_{23} = 1$ and $w_{13} = 2$. The quiver $\Gamma$ is as follows,

and $\Gamma$ has $m = 2$ clusters, namely $\{v_{11}, v_{12}, v_{13}\}$ and $\{v_{21}, v_{22}, v_{23}\}$.
2.2. The functor $F$. Let $\text{rep}(A)$ denote the $\mathbb{K}$-linear category of finite dimensional left $A$-modules (or representations of $A$). We now define a $\mathbb{K}$-linear covariant functor $F : \text{rep}(A) \rightarrow \text{rep}(\Gamma)$.

Let $M$ be a finite dimensional $A$-module. To associate a representation $F(M)$ of $\Gamma$ to $M$, we first let $F(M)_0 = M$ and $F(M)_{ij} = e_{ij}^{11}M$ (see Remark 2.4). For each arrow $\alpha^k_{ij} : v_{ij} \rightarrow v_0$, we define the map $F(M)(\alpha^k_{ij}) : e_{ij}^{11}M \rightarrow M$ to be the composition $\iota_{ij} \circ \phi^k_{ij}$ where $\phi^k_{ij}$ is the vector space isomorphism $e_{ij}^{11}M \rightarrow e_{ij}^{11}M = e_{ij}^{kk}M$ given by left multiplication by $e_{ij}^{11}$ and $\iota_{ij}$ is the natural embedding of $e_{ij}^{kk}M$ into $M$. We have defined the representation $F(M)$.

For each homomorphism $f : M \rightarrow N$ of $A$-modules, we define a morphism $F(f) : F(M) \rightarrow F(N)$ in $\text{rep}(\Gamma)$ as follows. We first let $F(f)_0 = f$. For each $i, j$, we have $f(e_{ij}^{11}x) = e_{ij}^{11}f(x) \in e_{ij}^{11}N$ for all $x \in M$, therefore $f$ restricts to map from $e_{ij}^{11}M = F(M)_{ij}$ to $e_{ij}^{11}N = F(N)_{ij}$. We define $F(f)_{ij}$ to be this restriction. Using the fact that $f$ is a module homomorphism, it is straightforward to check that for each $i, j, k$, we have that $F(N)(\alpha^k_{ij})F(f)_{ij} = F(f)_0F(M)(\alpha^k_{ij})$, therefore $F(f)$ is indeed a morphism in $\text{rep}(\Gamma)$.

Finally, it is not hard to check that we have defined a covariant $\mathbb{K}$-linear functor $F : \text{rep}(A) \rightarrow \text{rep}(\Gamma)$. We note that $F$ maps $\text{rep}(A)$ to a proper subcategory of $\text{rep}(\Gamma)$. In particular, Equation (2.1) implies that the dimension vector of $F(M)$ is balanced in the following sense for every $A$-module $M$:

**Definition 2.3** We say that a dimension vector $d \in (\mathbb{Z}_{\geq 0})^m$ is balanced if $\sum_{j=1}^m w_{ij}d_{ij} = d_0$ for every $1 \leq i \leq m$.

To describe the image of the functor $F$ more precisely, we associate to each representation $X \in \text{rep}(\Gamma)$ and each cluster $i$ in $\Gamma$ the map

$$\Psi(X, i) := \bigoplus_{j=1}^{r_i} \bigoplus_{k=1}^{w_{ij}} X(\alpha^k_{ij}) : \bigoplus_{j=1}^{r_i} \bigoplus_{k=1}^{w_{ij}} X_{ij} \rightarrow X_0.$$  

**Definition 2.4** A representation $X$ of $\Gamma$ for which all maps $\Psi(X, i)$, for $1 \leq i \leq m$, are invertible will be called a balanced representation.

Let $\mathcal{C}$ be the full subcategory of $\text{rep}(\Gamma)$ consisting of the balanced representations. The following is immediate by dimension considerations:

**Lemma 2.5** The dimension vector of every balanced representation is balanced.

However, it is worth noting that it is not true in general that a representation with a balanced dimension vector is balanced. Now, we have the following categorical equivalence:

**Proposition 2.6** The functor $F$ induces an equivalence $F : \text{rep}(A) \rightarrow \mathcal{C}$. In particular, the category $\mathcal{C}$ is abelian.

**Proof.** Let $M \in \text{rep}(A)$ and let $X = F(M)$. Recall that $E_{ij}$ denotes the identity of $A_{ij}$. By the definition of $F$, for all $i, j$ the map $\sum_{k=1}^{w_{ij}} \omega_{k=1}^{w_{ij}} X(\alpha^k_{ij})$ is nothing but the inclusion of

$$\sum_{k=1}^{w_{ij}} e_{ij}^{kk}M = E_{ij}M.$$
into $M$. It follows that the map $\Psi(X, i)$ is the inclusion of $M$ into $M$, which is an isomorphism. This proves that $F$ is a functor from $\text{rep}(A)$ into $\mathcal{C}$.

To prove that $F$ is an equivalence, we construct a quasi-inverse $G : \mathcal{C} \to \text{rep}(A)$ to $F$. Let $X \in \mathcal{C}$. To specify an $A$-module $G(X)$, we first let $G(X) = X_0$ as a vector space. To make $X_0$ an $A$-module, it is equivalent to make $X_0$ an $A_i$-module for each $1 \leq i \leq m$ as discussed in the introduction. To do so, we specify the action of $e_{ij}$ on $X$ for all $1 \leq j \leq r_i$ and all $1 \leq i, j \leq w_{ij}$ as follows. Let $x \in X_0$ and fix $i$. Since $X \in \mathcal{C}$, there are unique elements $x_{ijk} \in X_{ij}$ for all $1 \leq j \leq r_i$ and $1 \leq k \leq w_{ij}$ such that

$$x = \sum_{j=1}^{r_i} \sum_{k=1}^{w_{ij}} X(\alpha_{ij}^k)(x_{ijk})$$

We let $e_{ij}^{pq}x = X(\alpha_{ij}^p)(x_{ijq})$. Note that

$$e_{ij}^{pq} e_{ij}^{rs}x = \delta_{q,s} \delta_{p,r} e_{ij}^{pq}x = (e_{ij}^{pq} e_{ij}^{rs})x,$$

therefore $G(X)$ is a left $A_i$-module, as desired.

To define $G$ on an arbitrary morphism $f = (f_x)_{x \in \Gamma_0} : X \to Y$ in $\mathcal{C}$, we simply take $G(f)$ to be the linear map $f_0 : X_0 \to Y_0$. Let $x \in X_0$ and let $x_{ijk}$ be as in the last paragraph for all $i, j, k$. Then for each $i, j, p, q$, we have

$$f_0(X(\alpha_{ij}^p)(x_{ijq})) = Y(\alpha_{ij}^p)(f_{ij}(x_{ijq}))$$

since $f$ is a morphism in $\mathcal{C}$. It then follows from Equation (2.3) that

$$f_0(x) = \sum_{j=1}^{r_i} \sum_{k=1}^{w_{ij}} Y(\alpha_{ij}^k)(f_{ij}(x_{ijk})).$$

For $1 \leq i \leq m, 1 \leq j \leq r_i$ and $1 \leq k \leq w_{ij}$, Equation (2.4) implies that

$$G(f)(e_{ij}^{pq}x) = f_0(X(\alpha_{ij}^p)(x_{ijq})) = Y(\alpha_{ij}^p)(f_{ij}(x_{ijq}))$$

and Equation (2.5) implies that

$$e_{ij}^{pq} G(f)(x) = e_{ij}^{pq} f_0(x) = Y(\alpha_{ij}^p)(f_{ij}(x_{ijq})).$$

Therefore $G(f)$ commutes with the action of $e_{ij}^{pq}$, so that $G(f)$ is indeed a morphism of $A$-modules.

We have specified the functor $G : \text{rep}(\Gamma) \to \text{rep}(A)$, so it remains to check that $G$ is a $\mathbb{K}$-linear functor and $G$ is a quasi-inverse to $F$. This is straightforward to check using the relevant definitions.

An abelian category $\mathcal{A}$ is hereditary if the bifunctor $\text{Ext}^2(-, -)$ vanishes, or equivalently, the covariant and contravariant functors $\text{Ext}^1(M, -)$ and $\text{Ext}^1(-, M)$ are right exact for every module $M$ in $\mathcal{A}$. The category $\text{rep}(\Gamma)$ is hereditary, which implies that any abelian extension-closed subcategory of it is again hereditary.

**Corollary 2.7** The category $\text{rep}(A)$ is hereditary.

**Proof.** It suffices to check that $\mathcal{C}$ is closed under extensions. Let

$$0 \to L \to M \to N \to 0$$

be a short exact sequence with $L, N \in \mathcal{C}$. For each vertex $x$ in $\Gamma_0$, one can choose a suitable basis for $M_x = L_x \oplus N_x$ in such a way that $M(\alpha_{ij}^k)$ is given by a block diagonal matrix where the diagonal blocks are $L(\alpha_{ij}^k)$ and $N(\alpha_{ij}^k)$ for all $i, j, k$. 

Since \( L, N \in \mathcal{C} \), the maps \( \Psi(L, i) \) and \( \Psi(N, i) \) are invertible for all \( i \). It follows that \( \Psi(M, i) \) is invertible for all \( i \) as well, therefore \( M \) is in \( \mathcal{C} \). \( \square \)

### 2.3. Varieties and general linear groups.

Let \( d \in (\mathbb{Z}_{\geq 0})^{|\Gamma|_0} \). We consider the affine space \( \text{rep}(\Gamma, d) \) given by

\[
\text{rep}(\Gamma, d) = \bigoplus_{\alpha: u \rightarrow v} \text{Mat}_{d_v \times d_u}(\mathbb{K})
\]

where the direct sum is indexed by all arrows of \( \Gamma \) and \( \text{Mat}_{d_v \times d_u}(\mathbb{K}) \) denotes the space of all \( d_v \times d_u \) matrices over \( \mathbb{K} \). This affine space parameterizes the representations of \( \Gamma \) with dimension vector \( d \), with each point \( x \) in the space corresponding to the representation \( M_x \) where \( M_x(v) = \mathbb{K}^{d_v} \) for every vertex \( v \) and \( M(\alpha) \) is given by the corresponding matrix in \( \text{Mat}_{d_v \times d_u}(\mathbb{K}) \), in the canonical bases, for every arrow \( \alpha : u \rightarrow v \). In the sequel, we identify each point \( x \) in \( \text{rep}(\Gamma, d) \) with the representation \( M_x \). The group \( \text{GL}_d(\mathbb{K}) = \prod_{v \in \Gamma_0} \text{GL}_{d_v}(\mathbb{K}) \) acts on \( \text{rep}(\Gamma, d) \) by simultaneous conjugation via the map

\[
\text{GL}_d(\mathbb{K}) \times \text{rep}(\Gamma, d) \rightarrow \text{rep}(\Gamma, d), \quad (g, M) \mapsto g \cdot M
\]

where \( (g \cdot M)_\alpha = g_v M_\alpha g_u^{-1} \) for every arrow \( \alpha : u \rightarrow v \) in \( \Gamma \). The orbit of a representation under this action is precisely the isomorphism class of that representation in \( \text{rep}(\Gamma, d) \).

For each \( d \in (\mathbb{Z}_{\geq 0})^{|\Gamma|_0} \), we let \( \mathcal{C}_d \) denote the intersection \( \mathcal{C} \cap \text{rep}(\Gamma, d) \). Then \( \mathcal{C}_d \) is nonempty only when \( d \) is balanced, and when this is the case \( \mathcal{C}_d \) is a Zariski-open set of \( \text{rep}(\Gamma, d) \). Let \( F : \text{rep}(A) \rightarrow \mathcal{C} \) and \( G : \mathcal{C} \rightarrow \text{rep}(A) \) be the quasi-inverse functors defined in \( \S 2.2 \), and let

\[
\text{rep}(A, d) := G(\mathcal{C}_d).
\]

Then by Proposition 2.6, the representation space \( \text{rep}(A, d) \) may be identified with the affine variety \( \mathcal{C}_d \) equipped with the action of the algebraic group

\[
\text{GL}_d(\mathbb{K}) = \prod_{v \in \Gamma_0} \text{GL}_{d_v}(\mathbb{K}).
\]

Later, we will see how the \( \text{GL}_d(\mathbb{K}) \)-variety \( \mathcal{C}_d \) can be used to parametrize the simple \( A \)-modules in \( \text{rep}(A, d) \).

### 3. Stability

We consider the generalized subspace quiver \( \Gamma = \Gamma_A \) as constructed in the previous section. Let \( \sigma \in \text{Hom}_\mathbb{Z}(\mathbb{Z}^{|\Gamma|_0}, \mathbb{Z}) \), which can also be thought of as a vector in \( \mathbb{Z}^{|\Gamma|_0} \). If \( \sigma = (\sigma_i)_{i \in \Gamma_0} \) and \( d = (d_i)_{i \in \Gamma_0} \) is another vector in \( \mathbb{Z}^{|\Gamma|_0} \), we define \( \sigma(d) \) to be the canonical dot product

\[
\sigma(d) = \sum_{i \in \Gamma_0} \sigma_i d_i.
\]

We think of \( \sigma \) as a stability parameter for \( \Gamma \). We need the following definition, which is King’s interpretation of Mumford’s notion of (semi)stability; see [7].
Definition 3.1 A representation $M \in \text{rep}(\Gamma)$ is $\sigma$-semistable if $\sigma(\dim(M)) = 0$ and $\sigma(\dim(M')) \leq 0$ for every subrepresentation $M'$ of $M$. If in addition we have $\sigma(\dim(M')) < 0$ for all proper and non-trivial subrepresentations of $M$, then $M$ is $\sigma$-stable.

This leads to the following.

Definition 3.2 An element $d \in \mathbb{Z}_{\geq 0}^\Gamma$ is called $\sigma$-stable or $\sigma$-semistable if there is a $\sigma$-(semi)stable or $\sigma$-semistable representation with dimension vector $d$, respectively.

We remark that if $M$ is $\sigma$-(semi)stable of dimension vector $d$, then there is a non-empty Zariski-open subset in $\text{rep}(\Gamma, d)$ consisting of $\sigma$-(semi)stable representations; see [7].

We will be interested in the particular stability parameter $\theta = (\theta_v)_{v \in \Gamma_0}$ where $\theta_0 = -m$ and $\theta_{ij} = w_{ij}$ for all $1 \leq i \leq m, 1 \leq j \leq r_i$. The next three propositions discuss the close connections between this parameter and the category $C$.

Proposition 3.3 Let $X$ be a balanced representation.

1. We have $\theta(\dim(X)) = 0$.
2. Let $Y$ be a subrepresentation of $X$ in $\text{rep}(\Gamma)$. Then $\theta(\dim(Y)) \leq 0$, where equality holds if and only if $Y$ is balanced.
3. The representation $X$ is $\theta$-semistable.

Proof. Let $d = \dim(X)$ and $h = \dim(Y)$. Recall the definition of the maps $\Psi(X, i)$ and $\Psi(Y, i)$ for each $i$ from Section 2.2. Since $X \in C$, the map $\Psi(X, i)$ is an isomorphism for each $i$. Taking dimensions of the domain and codomain of $\Psi(X, i)$ then yields that $\sum_{j=1}^{r_i} w_{ij}d_{ij} = d_0$ for all $i$, therefore

$$\theta(d) = -md_0 + \sum_{i=1}^{m} \sum_{j=1}^{r_i} w_{ij}d_{ij} = -mh_0 + mh_0 = 0,$$

proving Part (1). Next, note that $\Psi(Y, i)$ is a restriction of the isomorphism $\Psi(X, i)$ and hence injective for each $i$. Dimension considerations now imply that $\sum_{j=1}^{r_i} w_{ij}h_{ij} \leq h_0$ for each $i$ and hence

$$\theta(h) = -mh_0 + \sum_{i=1}^{m} \sum_{j=1}^{r_i} w_{ij}h_{ij} \leq -mh_0 + mh_0 = 0.$$

Here, for the equality to hold we must have $\sum_{j=1}^{r_i} w_{ij}h_{ij} = h_0$ for all $i$, which forces $\Psi(Y, i)$ to be an isomorphism for all $i$ and $Y$ to be in $C$. Part (2) follows. Part (3) is immediate from parts (1) and (2). □

Example 3.4 While every balanced representation is $\theta$-semistable by Proposition 3.3, the converse is not true. In Figure 3, we consider the quiver of the algebra $\mathbb{K}^3 \ast \mathbb{K}^3$, which has two clusters of size three with trivial weights. The stability parameter $\theta$ is $\theta = (-2, 1, \ldots, 1)$, where the first entry corresponds to vertex $v_0$. By an exhaustive check of all its subrepresentations, we can see that the given representation is $\theta$-stable. However, the representation is not balanced since the $3 \times 3$ matrix formed by the maps from the right cluster is not invertible.

Proposition 3.5 Let $M$ be a representation in $\text{rep}(A)$. Then $F(M)$ is $\theta$-stable if and only if $M$ is simple.
Figure 1. A $\theta$-semistable representation that is not balanced.

Proof. Suppose $M$ is not simple. Then $M$ has a proper non-trivial subrepresentation $L$. This yields a proper subrepresentation $F(L)$ of $F(M)$. Since $F(L)$ is $\theta$-semistable by Proposition 3.3, the representation $F(M)$ cannot be $\theta$-stable by Definition 3.1. It follows that $F(M)$ is $\theta$-stable only if $M$ is simple.

Conversely, suppose $X = F(M)$ is not $\theta$-stable. By Proposition 3.3, we know that $X$ is $\theta$-semistable. It follows from Definition 3.1 that $X$ must have a proper, non-trivial subrepresentation $Y$ that is $\theta$-semistable. In particular, we have $\theta(\dim(Y)) = 0$, which implies $Y$ lies in $C$ by Proposition 3.3.(2). Applying the quasi-inverse $G$ of $F$ to the inclusion $Y \subset F(M)$ in $C$, we see that $M \cong GF(M)$ has a proper submodule isomorphic to $G(Y)$, so $M$ is not simple. We conclude that $F(M)$ is $\theta$-stable if $M$ is simple. □

Proposition 3.6 Let $M \in C$ and $N$ be a subrepresentation or a quotient of $M$. Then $\theta(\dim(N)) = 0$ if and only if $N$ is balanced.

Proof. The “if” implication follows from Proposition 3.3.(1), and the “only if” implication follows from Proposition 3.3.(2) in the case where $N$ is a subrepresentation of $M$, so it remains to prove that whenever $N$ is quotient of $M$ with $\theta(\dim(N)) = 0$ we must have $N \in C$. Suppose $N$ is such a quotient. Without loss of generality, we may assume that $N$ is the codomain of a surjective homomorphism $\pi : M \to N$. Consider the kernel $\text{Ker}(\pi) \subseteq M$ of $\pi$ and the short exact sequence $0 \to \text{Ker}(\pi) \to M \to N \to 0$. Since $\theta(\dim(M)) = \theta(\dim(N)) = 0$ by assumption, we must have $\theta(\dim(\text{Ker}(\pi))) = 0$ by linear algebra, therefore $\text{Ker}(\pi) \in C$ by Proposition 3.3.(2). Since $C$ is abelian and $N$ is isomorphic to the cokernel of the inclusion of $\text{Ker}(\pi)$ into $M$, it follows that $N \in C$, as desired. □
The parameter \( \theta \) is also connected to balanced dimension vectors (Definition 2.3):

**Proposition 3.7** Let \( d \in \mathbb{Z}^{\Gamma}_0 \). If \( d \) is balanced, then \( d \) is \( \theta \)-semistable.

**Proof.** Let \( d \in (\mathbb{Z}_0^{\geq 0})^{\mathbb{G}} \) be balanced. By Proposition 3.3, it suffices to show that there is a representation \( M \in \mathcal{C} \) with dimension vector \( d \). Thus we must find a representation \( M \) of dimension \( d \) such that for each cluster \( i \) the map

\[
\Psi(M, i) = r_i \bigoplus_{j=1}^{r_i} M(\alpha_{ij}^k) : \left( \bigoplus_{j=1}^{r_i} M_{ij} \right) \longrightarrow M_0
\]

is an isomorphism.

Define \( M(v_0) = \mathbb{K}^{d_0} \) and let \( M(v_{ij}) = \mathbb{K}^{d_{ij}} \) for each \( i = 1, 2, \ldots, m \) and \( j = 1, 2, \ldots, r_i \). Since \( d \) is balanced, we have \( \sum_{j=1}^{r_i} w_{ij} d_{ij} = d_0 \) for each \( i \), so we may pick a vector space isomorphism \( f_i : \left( \bigoplus_{j=1}^{r_i} \oplus_{k=1}^{w_{ij}} M_{ij} \right) \rightarrow M_0 \) for each \( i \). Defining \( M(\alpha_{ij}^k) \) as the suitable restriction of \( f_i \) to \( M_{ij} \) for all \( i, j, k \) yields a representation \( M \) with the desired properties. \( \square \)

### 4. Stable dimension vectors

In order to find the finite dimensional simple \( A \)-modules, we first need to determine for what balanced vectors \( d \in (\mathbb{Z}_0^{\geq 0})^{\mathbb{G}} \) the set \( \text{rep}(A, d) \) contains a simple \( A \)-module. By Proposition 3.5 and Definition 3.2, we may do so by finding \( \theta \)-stable vectors in \( (\mathbb{Z}_0^{\geq 0})^{\mathbb{G}} \) for our stability parameter \( \theta \).

#### 4.1. Two rational polyhedral cones.

Given an acyclic quiver \( Q \) and a stability parameter \( \sigma \in \mathbb{Z}^{\mathbb{Q}}_0 \), Derksen and Weyman \cite{DerksenWeyman} give a characterization of the \( \sigma \)-stable dimension vectors of \( Q \). We will adapt their result to our quiver \( \Gamma \) and to our stability parameter \( \sigma = \theta \) defined previously. To this end, we let \( \Sigma(\Gamma, \theta) \) denote the set of \( \theta \)-semistable elements of \( (\mathbb{Z}_0^{\geq 0})^{\mathbb{G}} \) and let \( \mathbb{Q}^+ \Sigma(\Gamma, \theta) \) denote the rational cone generated by these elements in \( \mathbb{R}^{\Gamma_0} \). It is well known that this is a rational polyhedral cone.

We will also be interested in balanced vectors (Definition 2.3). Let \( \Sigma_B \) be the set of balanced vectors in \( (\mathbb{Z}_0^{\geq 0})^{\mathbb{G}} \) and let \( \mathbb{Q}^+ \Sigma_B \) denote the corresponding rational cone in \( \mathbb{R}^{\Gamma_0} \). Since the requirements for a vector to be balanced are given by a set of linear equations, it is clear that \( \mathbb{Q}^+ \Sigma_B \) is also a rational polyhedral cone. By Proposition 3.7 the set \( \Sigma_B \) is a subset of \( \Sigma(\Gamma, \theta) \), so \( \mathbb{Q}^+ \Sigma_B \) is a subcone of \( \mathbb{Q}^+ \Sigma(\Gamma, \theta) \). To use the results of \cite{DerksenWeyman}, we need the following notion:

**Definition 4.1** Let \( \mathcal{C} \) be a rational polyhedral cone and let \( \alpha \in \mathcal{C} \). A minimal conical decomposition for \( \alpha \) in \( \mathcal{C} \) is a decomposition

\[
\alpha = \sum_{i=1}^r a_i \delta_i
\]

where

1. The number \( a_i \) is positive and rational for every \( i \);
2. The \( \delta_i \)'s are linearly independent vectors all lying on extremal rays.

By (the conical version of) Carathéodory’s theorem, minimal canonical decompositions always exist in rational polyhedral cones. We give a proof for completeness.
Lemma 4.2 (Carathéodory) Let C be a rational polyhedral cone and let α ∈ C. Then a minimal canonical decomposition exists for α.

Proof. Let \( \alpha = \sum_{i=1}^{t} a_i \delta_i \) be a (rational) positive linear combination of extremal vectors with a minimal number of summands. We claim that \( \delta_1, \ldots, \delta_t \) are linearly independent. If not, there is a rational dependence relation \( \sum_{i=1}^{t} b_i \delta_i = 0 \) where at least one \( b_i \) is positive. Let \( \mu := \min\{a_i / b_i \mid b_i > 0\} = a_j / b_j \). Then \( a_i - \mu b_i \geq 0 \) for all \( i \) and

\[
\alpha = \sum_{i=1}^{t} (a_i - \mu b_i) \delta_i.
\]

This yields a decomposition of \( \alpha \) as a positive linear combination of extremal vectors having fewer than \( t \) nonzero summands, which is a contradiction. \( \square \)

4.2. Extremal rays of \( \mathbb{Q}_+ \Sigma_B \). We will show that the cone \( \mathbb{Q}_+ \Sigma_B \) has precisely \( \prod_{i=1}^{m} r_i \) extremal rays, one for each way of choosing one vertex within each cluster.

Definition 4.3 We let \( U = \{ u = (u_1, \ldots, u_m) \in \mathbb{Z}^m : 1 \leq u_i \leq r_i \text{ for all } i \} \), and for each element \( u = (u_1, u_2, \ldots, u_m) \in U \), we define a vector \( \delta_u \in \mathbb{Q}_+^{1 \cdot \Sigma} \) with \( (\delta_u)_0 = 1 \) and

\[
(\delta_u)_{ij} = \begin{cases} \frac{1}{w_{ui}} & \text{if } j = u_i, \\ 0 & \text{otherwise.} \end{cases}
\]

for all \( i, j \). Furthermore, we let \( E \) denote the collection of these \( \prod_{i=1}^{m} r_i \) vectors.

Figure 4.2 shows an example of one of these vectors.

Proposition 4.4 In the above notation, the set \( E \) consists of one vector on each extremal ray of the cone \( \mathbb{Q}_+ \Sigma_B \).

Proof. First of all, it is clear that elements from \( E \) are balanced. Now, it follows from Proposition 4.2 that the integral vectors on the rays from \( E \) are \( \theta \)-semistable, hence are in \( \mathbb{Q}_+ \Sigma_B \).

We now check that the set \( E \) contains all of the extremal rays of \( \mathbb{Q}_+ \Sigma_B \). To do so, it suffices to show that every nonzero element \( d \in \mathbb{Q}_+ \Sigma_B \) can be written as a positive rational combination of the elements of \( E \). We show this by induction on the size \( l \) of the support \( \{ (i, j) \mid d_{ij} \neq 0 \} \) of \( d \). Note that \( l \geq m \) since \( d \) is balanced and nonzero, and that if \( l = m \) then we must have \( d = d_0 \cdot \delta_u \) for some \( u \in U \). Now suppose \( l > m \). Let \((i_0, j_0)\) be a pair such that \( d_{i_0 j_0} w_{i_0 j_0} \) is the minimum non-zero value in the set \( \{ d_{ij} w_{ij} \mid 1 \leq i \leq m, 1 \leq j \leq r_i \} \). For each cluster \( i \), choose \( u_i \) with \( 1 \leq u_i \leq r_i \) in such a way that that \( d_{i u_i} > 0 \) for all \( i \) and \( u_0 = j_0 \).

Let \( u = (u_1)_{1 \leq i \leq m} \), and set \( d' = d - d_{i_0 j_0} w_{i_0 j_0} \delta_u \). Then \( d' \) is a balanced vector in \( (\mathbb{Z}_{\geq 0})^{\Gamma_0} \), and we have \( (d')_{i_0 j_0} = 0 \), therefore the support of \( d' \) is properly contained in the support of \( d \). By induction, we can write \( d' \) as a positive rational combination of the elements of \( E \), so we can do the same for \( d = d' + (d_{i_0 j_0} w_{i_0 j_0}) \delta_u \), as desired. Finally, the minimality of \( E \) follows from support considerations: an element of \( E \) cannot be written as a positive linear combination of other elements of \( E \). It follows from this that all elements of \( E \) are extremal. \( \square \)

Remark 4.5 By the proof of the last proposition, every element in \( \mathbb{Q}_+ \Sigma_B \) has a canonical combination into at most \( (\sum_{i=1}^{m} r_i) + 1 - m \) extremal vectors, where this expression is the total number of vertices of \( \Gamma \) minus \( m \). This just follows from the inductive argument of that proof: each time we remove a term, the support
Figure 2. An example of an extremal ray of the subcone of balanced dimension vectors.

decreases by one; and when we reach a support that is non-zero at a single vertex of each cluster, the resulting vector is a positive multiple of the corresponding element of $E$. On the other hand, it is not hard to show that there is a subset of $E$ of size $(\sum_{i=1}^m r_i) + 1 - m$ that is linearly independent, by support considerations. Therefore, the dimension of the cone $\mathbb{Q}_+ \Sigma_B$ is $(\sum_{i=1}^m r_i) + 1 - m$.

The Euler bilinear form will play a crucial role in our investigation.

**Definition 4.6** Let $d$ and $d'$ be in $\mathbb{Q}_+ \Gamma_0$. The Euler bilinear form $\langle \cdot, \cdot \rangle$ is defined by

$$\langle d, d' \rangle = \sum_{i \in \Gamma_0} d_i d'_i - \sum_{\alpha: u \to v} d_u d'_v$$

where the second sum runs through the arrow set of $\Gamma$.

We recall the representation-theoretic interpretation. If $M, N$ are two representations, then

$$\langle \dim(M), \dim(N) \rangle = \dim \text{Hom}(M, N) - \dim \text{Ext}^1(M, N).$$

Recall that a dimension vector $d$ is a Schur root if there is a representation $M$ of dimension vector $d$ with $\text{End}(M) = \mathbb{K}$. A $\theta$-stable dimension vector is always a Schur root; see [4]. Furthermore, a dimension vector $d$ is real if $\langle d, d \rangle = 1$, isotropic if $\langle d, d \rangle = 0$ and imaginary if $\langle d, d \rangle < 0$.

Suppose $d$ is balanced. Then for any $\delta_u$, we get

$$\langle d, \delta_u \rangle = n + \sum_{i=1}^m \frac{d_{iu_i}}{w_{iu_i}} - \sum_{i=1}^m \frac{1}{w_{iu_i}} = \sum_{i=1}^m \frac{d_{iu_i}}{w_{iu_i}} - n(m - 1)$$

as well as

$$\langle \delta_u, d \rangle = n + \sum_{i=1}^m \frac{d_{iu_i}}{w_{iu_i}} - \sum_{i=1}^m \frac{1}{w_{iu_i}} = \sum_{i=1}^m \frac{d_{iu_i}}{w_{iu_i}} - n(m - 1).$$

Moreover, from this calculation, we can see that

$$\langle \delta_u, \delta_v \rangle = \sum_{i | u_i = v_i} \frac{1}{w_{iu_i}^2} - (m - 1).$$

Here are some additional properties of the extremal rays of $\mathbb{Q}_+ \Sigma_B$ with respect to the Euler bilinear form. The proofs are just straightforward calculations.
Proposition 4.7 Let \( \delta_u, \delta_v \) be distinct, and let \( d, e \) be balanced vectors. Then we have the following.

1. \( \langle d, e \rangle = \langle e, d \rangle \).
2. \( \langle \delta_u, \delta_v \rangle \leq 0 \), with equality if and only if both \( u_i = v_i \) for all but one \( i \) and when \( u_i = v_i \), we have \( w_{i, u_i} = 1 \).
3. We have \( \langle \delta_u, \delta_u \rangle < 0 \) if and only if at least two weights \( w_{i, u_i} \) are not 1.
4. We have \( \langle \delta_u, \delta_u \rangle > 0 \) if and only if at most one weight \( w_{i, u_i} \) is not 1.

Note that Proposition 4.7 yields that no dimension vector on an extremal ray of \( \mathbb{Q}_+ \Sigma_B \) is isotropic. Moreover, any minimal vector parallel to some \( \delta_u \) which satisfies (4) has to be a real Schur root, since a \( \theta \)-stable dimension vector is necessarily a Schur root. The following definition is found in [4]. Remark that if \( \delta_1, \delta_2 \) are two distinct \( \theta \)-stable dimension vectors, then \( \langle \delta_1, \delta_2 \rangle \leq 0 \). Indeed, if \( M_i \) is a representation of dimension vector \( \delta_i \) which is in general position, then \( \text{Hom}(M_1, M_2) = 0 \), so that

\[
\langle \delta_1, \delta_2 \rangle = \dim \text{Hom}(M_1, M_2) - \dim \text{Ext}^1(M_1, M_2) \leq 0.
\]

Definition 4.8 Given a set \( D = \{d_1, d_2, \ldots, d_r\} \) of balanced \( \theta \)-stable dimension vectors, we define the quiver \( Q(D) \) whose vertices are \( Q(D) \) \( = \{1, 2, \ldots, r\} \). The arrows of \( Q(D) \) are determined as follows. There are \( 1 - \langle d_i, d_j \rangle \) loops at \( i \) and there are \(-\langle d_i, d_j \rangle\) arrows from \( i \) to \( j \).

A quiver is path-connected if any two vertices \( i \) and \( j \) in it can be connected by a (directed) path from \( i \) to \( j \) and also by a path from \( j \) to \( i \). Recall that a quiver is connected is the underlying graph (forgetting orientation of arrows) is connected. Clearly, any quiver that is path-connected is connected, but the converse is not true. Indeed, any quiver \( Q \) whose underlying graph is a non-trivial tree is connected but not path-connected. Since, by Proposition 4.7, the Euler bilinear form is symmetric for the balanced dimension vectors, it follows that the quiver \( Q(D) \) defined above is connected if and only if it is path connected. In what follows, a dimension vector is said to be divisible if its entries share a non-trivial common factor. Otherwise, it is indivisible. The following theorem is an adaptation of Theorem 6.4 of [4].

Theorem 4.9 Let \( d \) be a dimension vector in \( \mathbb{Q}_+ \Sigma_B \) with minimal conical decomposition

\[
d = \sum_{i=1}^{r} a_i \delta_i
\]

where the \( \delta_i \) are some extremal dimension vectors of \( \mathbb{Q}_+ \Sigma_B \). Then \( d \) is \( \theta \)-stable if and only if either

1. \( d \) is the minimal integral vector on an extremal ray of a \( \delta_u \) whose support has at most one non-trivial weight, or
2. \( \langle d, \delta_u \rangle \leq 0 \) for each extremal vector \( \delta_u \), the quiver \( Q(\{\delta_1, \ldots, \delta_r\}) \) is (path) connected, and \( d \) is not both isotropic and divisible.

Proof. We start with some observations. First, note that \( \langle d, \delta_u \rangle = \langle \delta_u, d \rangle \) for all extremal vectors \( \delta_u \) of \( \mathbb{Q}_+ \Sigma_B \). Second, we have shown in Proposition 4.7 that no vector on an extremal ray of \( \mathbb{Q}_+ \Sigma_B \) is isotropic. Moreover, by Proposition 4.7 part (4), the ray of \( \delta_u \) contains a real Schur root if and only if the support of \( u \) has at most one non-trivial weights. If \( d \) is on the ray of \( \delta_u \) and is imaginary, then the second condition in the statement is satisfied. Finally, if \( \delta_u \) is any extremal
vector with \((d, \delta_u) > 0\), then (a multiple of) \(\delta_u\) has to appear in the minimal conical decomposition for \(d\). Indeed, this follows from the facts that the Euler form is bilinear and that for \(\delta, \delta'\) distinct \(\theta\)-stable vectors, one has \(\langle \delta, \delta' \rangle \leq 0\).

Now, a careful review of the proof of Theorem 6.4 (and Lemma 6.1) of [4] shows that it is still valid if one replaces “extremal rays of \(Q_+\Sigma(\Gamma, \theta)\)” by “extremal rays of \(Q_+\Sigma_B^\prime\)”. Indeed, the only crucial property that is needed is that each \(\delta_u\) has a non-zero multiple that is \(\theta\)-stable. Therefore, it follows from Theorem 6.4 of [4] that \(d\) is \(\theta\)-stable if and only if either

(i) \(d\) is a real Schur root on an extremal ray of \(Q_+\Sigma_B^\prime\),
(ii) or else that \((d, \delta_u) \leq 0, (\delta_u, d) \leq 0\) for all \(u \in E\), \(Q(\{\delta_1, \ldots, \delta_r\})\) is path-connected and \(d\) is indivisible when \(d\) is isotropic.

Now, it is straightforward to check, using the above observations, that (1) is equivalent to (i) and that (2) is equivalent to (ii). \(\square\)

According to Theorem 4.9 we need to study (path-)connectedness of the quivers of the form \(Q(D)\) where \(D\) is a collection of linearly independent \(\delta_u\), and we also need to find those isotropic dimension vectors \(d\) with the property that \((d, \delta_u) \leq 0\) for all extremal vector \(\delta_u\) of \(Q_+\Sigma_B^\prime\). We achieve those below. We begin our analysis by studying connectedness of the quiver \(Q(D)\).

**Lemma 4.10** Let \(d\) be a balanced dimension vector with minimal conical decomposition \(d = \sum_{i=1}^r a_i \delta_i\) where each \(a_i\) is a positive rational number. If the quiver \(Q(\{\delta_1, \ldots, \delta_r\})\) contains an isolated vertex \(\ell\), then \((d, \delta_\ell) > 0\).

*Proof.* Consider \(i\) with \(1 \leq i \leq r\) and \(i \neq \ell\). Since \(i\) is not adjacent to \(\ell\) in \(Q(\{\delta_1, \ldots, \delta_r\})\) it follows that \((\delta_i, \delta_\ell) = 0\). From parts (2) and (4) of Proposition 4.7 we know that all but one weights in the support of \(\delta_\ell\) are trivial, which in turn implies that \((\delta_\ell, \delta_\ell) > 0\). Thus \((d, \delta_\ell) = \sum_{i=1}^r a_i (\delta_i, \delta_\ell) = a_\ell (\delta_\ell, \delta_\ell) > 0\). \(\square\)

Next we consider the case where \(Q(D)\) has no isolated vertices.

**Lemma 4.11** Let \(d\) be a balanced dimension vector with minimal conical decomposition \(d = \sum_{i=1}^r a_i \delta_i\) where each \(a_i\) is a positive rational number. Suppose that the quiver \(Q(\{\delta_1, \ldots, \delta_r\})\) has no isolated vertex. Then \(Q(\{\delta_1, \ldots, \delta_r\})\) is connected.

*Proof.* Let \(D = \{\delta_1, \ldots, \delta_r\}\). Assume that \(Q(D)\) is disconnected. Hence, it contains at least two connected components \(C\) and \(C'\). Since the quiver has no isolated vertices we have \(|C| \geq 2\) and \(|C'| \geq 2\). Let \(\delta_i, \delta_j\) be two vertices in \(C\) which are joined by an arrow. Similarly let \(\delta_p, \delta_q\) be two vertices in \(C'\) which are joined by an arrow.

Define \(u_\ell \in \{(b_1, b_2, \ldots, b_m) \mid 1 \leq a_i \leq r_i\}\) by \(\delta_\ell = \delta_{u_\ell}\) for \(1 \leq \ell \leq r\). Without loss of generality we may assume that \(u_1 = (1, 1, \ldots, 1)\). Since \(\delta_i\) and \(\delta_p\) are not adjacent, we have \((\delta_i, \delta_p) = 0\), so by Proposition 4.7(2) we may assume, without loss of generality, that \(u_p = (2, 1, 1, \ldots, 1)\) and that \(w_{1i} = 1\) for \(i \geq 2\). Since \(\delta_i\) is adjacent to \(\delta_j\) but not adjacent to \(\delta_p\), we may similarly assume that \(u_j = (2, 2, 1, 1, \ldots, 1)\) and that \(w_{12} = 1\). Finally, since \(\delta_q\) is adjacent to \(\delta_j\) but not adjacent to either \(\delta_i\) nor \(\delta_j\), it follows that \(u_q = (1, 2, 1, 1, \ldots, 1)\) and that \(w_{11} = w_{22} = 1\) as well.

Suppose there exists \(\delta_k \in Q_0(D) \setminus C\). Such a vertex \(\delta_k\) is not adjacent to \(\delta_i\) nor to \(\delta_j\). This implies \(u_k = u_p\) or \(u_k = u_q\) and thus \(Q_0(D) \setminus C = \{\delta_p, \delta_q\} = C'\). Similarly \(Q_0(D) \setminus C' = C = \{\delta_i, \delta_j\}\). Thus \(D = C \cup C' = \{\delta_i, \delta_j, \delta_p, \delta_q\}\). Observe
that \( \delta_i + \delta_j = \delta_p + \delta_q \). This contradicts that the vectors in the minimal conical decomposition are linearly independent. \( \square \)

Combining Lemmas 4.10 and 4.11 yields the following consequence.

**Corollary 4.1** Let \( d \) be a balanced dimension vector with minimal conical combination \( d = \sum_{i=1}^{r} a_i \delta_i \) where each \( a_i \) is a positive rational number. If \( \langle d, \delta_u \rangle \leq 0 \) for all extremal vector \( \delta_u \) of \( \mathbb{Q}^+ \Sigma_B \), then \( \mathbb{Q} \{\delta_1, \ldots, \delta_r\} \) is connected. \( \square \)

The following definition provides a family of balanced dimension vectors that are easy to identify, but that will need to be treated differently for the purpose of the main theorem.

**Definition 4.12** A balanced dimension vector \( d \) of \( \Gamma \) with \( d_0 = n > 2 \) is **special isotropic** if \( d \) has exactly 4 entries \( d_{ij} \) with \( 0 < d_{ij} < n \), and these entries are all equal to \( n/2 \) with trivial corresponding weights.

We note that for a special isotropic dimension vector, there are exactly two clusters with (unordered) entries \( n/2, n/2, 0, \ldots, 0 \) and all of the other clusters \( i \) have a vertex with entry \( n \) and trivial weight (all other entries in cluster \( i \) are zero).

It is not hard to check that such a dimension vector is isotropic, and is indivisible if and only if \( n = 2 \).

**Lemma 4.13** If \( d \) balanced isotropic and \( \langle d, \delta_u \rangle \leq 0 \) for each tuple \( u \in E \), then \( d \) is special isotropic.

**Proof.** We may assume that \( d_{ij} \neq n \) for all \( i, j \), as otherwise, we can reduce the problem to fewer clusters. Let \( d = \sum_{i=1}^{s} a_i \delta_i \) be a minimal conical decomposition of \( d \) and let \( D = \{\delta_i : 1 \leq i \leq s\} \). Since \( d \) is isotropic and \( \langle d, \delta_u \rangle \leq 0 \) for each tuple \( u \), we must that \( \langle d, \delta_v \rangle = 0 \) for each \( \delta_v \in D \).

Assume by contradiction there exists a cluster \( i \) with two vertices \( j \) and \( j' \) such that

\[
\frac{d_{ij}}{w_{ij}} > \frac{d_{ij'}}{w_{ij'}} > 0
\]

There must exist at least one \( \delta_v \in D \) whose support contains \( v_{ij'} \). Let \( u \) be a tuple whose support agrees with \( v \) everywhere except at cluster \( i \) where it is \( v_{ij} \). From Proposition 4.17 it follows that

\[
\langle d, \delta_u \rangle > \langle d, \delta_v \rangle = 0
\]

This contradicts the fact that \( \langle d, \delta_u \rangle \leq 0 \) for every tuple \( u \). Thus, the set \( \{d_{ij}/w_{ij} : 1 \leq j \leq r_i\} \) contains a unique nonzero value, say \( q_i \), for all \( i \). Now, since \( d \) is balanced, for each cluster \( i \), we get

\[
n = \sum_{j=1}^{r_i} w_{ij} d_{ij} = q_i \sum_{j|d_{ij}>0} w_{ij}^2,
\]

so \( q_i \) divides \( n \). Observe that \( q_i = n \) occurs only when \( d_{ij} \) is nonzero for a unique \( j \), and for this \( j \), we must have \( d_{ij} = n \) and \( w_{ij} = 1 \), which we already assumed does not occur. Therefore, \( q_i \leq \frac{n}{2} \) for every cluster \( i \). Furthermore, for any \( u \), \( \langle d, \delta_u \rangle = 0 \) implies that \( \sum_{i=1}^{s} q_i = n(m-1) \) by Equation (4.10). This implies that \( n(m-1) \leq m \frac{n}{2} \), hence \( m \leq 2 \), from which we deduce that \( 1 \leq m \leq 2 \). If \( m = 1 \), then \( q_1 = 0 \), contradicting the fact that each \( q_i \) is nonzero by definition. It follows that we must have \( m = 2 \) and \( q_1 = q_2 = n/2 \). By Equation (4.7), this can happen only if \( d \) is special isotropic. \( \square \)
5. Simple representations of $A$

In this section, we use the equivalence between $\text{rep}(A)$ and the subcategory $C$ together with the description of the $\theta$-stable balanced dimension vectors of $\Gamma$ to describe the finite dimensional simple $A$-modules.

In the following theorem, recall that the extremal vector $\delta_u$ is real if and only if the support of $u$ has at most one non-trivial weight. If the support of $u$ only has trivial weights, then $\delta_u$ is the minimal integral vector on the ray of $\delta_u$. If $u$ has support containing exactly one non-trivial weight $w$, then $w\delta_u$ is the minimal integral vector on the ray of $\delta_u$.

**Theorem 5.1** Let $n$ be a positive integer and let $d$ be a balanced dimension vector of $\Gamma$ with $d_0 = n$. Let $M$ is an $n$-dimensional representation of $A$ where $F(M)$ has dimension vector $d$, that is, $d_{ij} = \dim_K(E_{ij}M)/w_{ij}$.

1. The dimension vector $d$ is $\theta$-stable if and only if either
   (a) $d$ is minimal on the ray of some real extremal ray $\delta_u$ or
   (b) $d$ is special isotropic indivisible, or
   (c) $d$ is not special isotropic and
   \[ \sum_{i=1}^{m} \max(d_{i1}/w_{i1}, \ldots, d_{ir_i}/w_{ir_i}) \leq (m - 1)n. \]

2. If $M$ is simple, then $d$ is $\theta$-stable, hence satisfies (1).

3. If $d$ is $\theta$-stable, then the space of $n$-dimensional representations $M$ with $F(M)$ having dimension vector $d$ has a Zariski-dense and open subset of simple representations.

**Proof.** Let us consider the first statement. It follows from Theorem 4.9 that $d$ is $\theta$-stable if and only if either

(i) $d$ is the minimal integral vector on the extremal ray containing $\delta_u$ where the support of $\delta_u$ has at most one non-trivial weight, or
(ii) $\langle d, \delta_u \rangle \leq 0$ for each extremal vector $\delta_u$, the quiver $Q(\{\delta_1, \ldots, \delta_r\})$ is (path) connected, and $d$ is not both isotropic and divisible.

Clearly, statement (1)(a) is equivalent to (i). Assume that $d$ is special isotropic indivisible. In this case, a minimal conical decomposition for $d$ is given by $d = \delta_1 + \delta_2$ for two extremal vectors $\delta_1, \delta_2$ that are real Schur roots with $\langle \delta_i, \delta_j \rangle = -1$ for $1 \leq i, j \leq 2$. The quiver $Q(\{\delta_1, \delta_2\})$ has two vertices $\delta_1, \delta_2$ and two arrows $\delta_1 \to \delta_2$ and $\delta_2 \to \delta_1$ and hence is path-connected. To check that $\langle d, \delta_u \rangle \leq 0$ for all extremal vector $\delta_u$, it suffices to prove this for $\delta_u \in \{\delta_1, \delta_2\}$. We have $\langle d, \delta_i \rangle = 0$ for $1 \leq i \leq 2$. Hence, (1)(b) implies (ii). Now, assume that (1)(c) holds. If $d$ is a real Schur root lying on an extremal ray, then (i) is satisfied. If $d$ lies on an imaginary extremal ray, then (ii) is satisfied. So assume that

\[ \sum_{i=1}^{m} \max(d_{i1}/w_{i1}, \ldots, d_{ir_i}/w_{ir_i}) \leq (m - 1)n \]

while $d$ does not lie on an extremal ray and is not special isotropic. Then any minimal conical decomposition of $d$ has at least two summands. The given inequality ensures that $\langle d, \delta_u \rangle \leq 0$ for all extremal vectors $\delta_u$. We have seen that the quiver of this conical decomposition is always path-connected in this case. As $d$ is not special isotropic, (ii) is satisfied.
Now, assume that (ii) is satisfied. There is some $u$ such that $\langle d, \delta \rangle$ equals $\sum_{i=1}^{n} \max(d_{i1}/w_{i1}, \ldots, d_{ir}/w_{ir}) - n(m - 1)$ by Equation 4.4, which gives (1)(c).

Part (2) follows from Proposition 3.5.

Finally, for part (3), when $d$ is $\theta$-stable, then $\text{rep}(\Gamma, d)$ has a non-empty open set of $\theta$-stable representations; see [7]. This translates to the desired statement for the space of $n$-dimensional representations $M$ of $A$ for which $F(M)$ has dimension vector $d$. \hfill \Box

6. Modules in general position

A representation $M$ in $\text{rep}(\Gamma, d)$ is in general position or is a general representation of dimension vector $d$ if $M$ belongs to a given proper open (hence dense) set of $\text{rep}(\Gamma, d)$. When we say that a general representation of dimension vector $d$ satisfies a certain property, we mean by this that we can find a non-empty proper open set of $\text{rep}(\Gamma, d)$ such that all representations in that open set satisfy the given property.

We have proven that the dimension vector of any simple $A$-module is a $\theta$-stable balanced dimension vector and, conversely, given a $\theta$-stable balanced dimension vector $d$, a general representation of dimension vector $d$ is a simple object of $C$, hence corresponds to a simple $A$-module. In this section, we analyse finite dimensional $A$-modules in general position, or equivalently, general representations of $\Gamma$ having balanced dimension vector.

We start with the following proposition, which guarantees the existence of non-semisimple representations, whenever we are working with a non-trivial free product.

Proposition 6.1 The algebra $A$ admits a non-semisimple finite dimensional representation if and only if $A$ is infinite dimensional.

Proof. Clearly, $A$ is infinite dimensional if and only if $m > 1$, that is, $A$ has at least two (non-trivial) factors. If $A$ has a single factor $A_1$ which is semisimple, then all finite dimensional modules are semisimple. Let us now assume that $A$ is infinite dimensional. If we have at least two non-trivial weights in distinct clusters, then there is a $\theta$-stable dimension vector $\delta$ lying on an extremal ray that is imaginary. Let $M$ be a general representation of dimension vector $\delta$. In particular, the endomorphism algebra of $M$ is trivial. Since

$$\dim \text{Hom}(M, M) - \dim \text{Ext}^1(M, M) = \langle \delta, \delta \rangle < 0,$$

we deduce that $M$ has self-extensions. Let

$$0 \to M \to E \to M \to 0$$

be a non-split self-extension. Since the endomorphism algebra of $M$ is trivial, the middle term $E$ has to be indecomposable. Since $M$ lies in $C$, which is closed under extensions, $E$ lies in $C$. We have just constructed an indecomposable $\theta$-semistable representation that is not $\theta$-stable. Through the equivalence between $\text{rep}(A)$ and $C$, this $E$ corresponds to an indecomposable $A$-module that is not simple. Now, assume that only one $A_i$ has a non-trivial weight (say $A_1$). Consider $A_2$, which has only trivial weights. In this case, we can find two extremal vectors $\delta_1, \delta_2$ both supported at a vertex having a given non-trivial weight in $A_1$, at distinct vertices having trivial weights in $A_2$, and at the same vertex having trivial weight in all other $A_i$. Thus, we have constructed a non-trivial representation of $A$ as a free product.
We have $\langle \delta_1, \delta_2 \rangle < 0$, which implies that if we take $M_i$ a general representation of dimension vector $\delta_i$, then $\text{Hom}(M_2, M_1) = \text{Hom}(M_1, M_2) = 0$ while $\text{Ext}^1(M_1, M_2)$ has dimension $-\langle \delta_1, \delta_2 \rangle > 0$. Similar to the first case, we let

$$0 \to M_2 \to E \to M_1 \to 0$$

be a non-split self-extension. Using that $\text{Hom}(M_2, M_1) = 0$, we get that $E$ is indecomposable, and we can derive the same conclusion as before on the existence of an indecomposable non-simple $A$-module. Finally, we consider the case where all $A_i$ have trivial weights. In this case, we can find two extremal vectors $\delta_1, \delta_2$ whose support coincide in $m - 2$ places. We can check that $\langle \delta_1, \delta_2 \rangle < 0$, and the proof is exactly as in the previous case. \hfill \Box

It follows that when $A$ is infinite dimensional, there exist indecomposable representations that are not simple. However, we will see that an indecomposable $A$-module that is in general position is actually simple. We will prove that a representation of $A$ that is in general position is completely reducible, that is, is isomorphic to a finite direct sum of simple representations.

We first need to recall some key notions on $\theta$-stable decompositions. Every finite dimensional $A$-module $M$ has a Jordan–Hölder series. Due to the equivalence between $\text{rep}(A)$ and $C$, a Jordan-Hölder series

$$0 = M_0 \subset M_1 \subset \cdots \subset M_t = M$$

for $M$ corresponds to a chain

$$0 = F(M_0) \subset F(M_1) \subset \cdots \subset F(M_t) = F(M)$$

of subrepresentations of $F(M)$ such that all $F(M_i)/F(M_{i-1})$ are simple in $C$, or equivalently, are $\theta$-stable in $C$. Such a composition series for $F(M)$ is closely tied to the notion of $\theta$-stable decomposition. Let $d$ be the dimension vector of $F(M)$. Then $d$ is $\theta$-semistable. Following [4], one has a $\theta$-stable decomposition

$$d = c_1 d_1 + \cdots + c_s d_s$$

of $d$ where the $c_i$ are positive integers such that a general representation $Z$ of dimension vector $d$ admits a filtration of length $t = \sum c_i$ where the subquotients are all $\theta$-stable with exactly $c_i$ such subquotients of dimension vector $d_i$. The vectors $d_i$ are Schur roots and whenever $d_i$ is imaginary, we have $c_i = 1$; see [4].

Proposition 6.2 guarantees that the stable decomposition of a balanced $\theta$-semistable dimension vector will only use $\theta$-stable dimension vectors that are also balanced as summands. Hence, if $F(M)$ is in general position, one can find the $\theta$-stable composition factors of $F(M)$, and hence the Jordan-Hölder composition factors for $M$. An inductive approach to find the $\theta$-stable decomposition of a dimension vector $d$ is described in Remark 6.5 in [4].

**Proposition 6.2** Let $M$ be a finite dimensional left $A$-module in general position. Then $M$ is completely reducible, that is, $M$ is a direct sum of simple modules.

**Proof.** Let $M$ be as in the statement, so that $F(M)$ is in general position. Let $d$ be the dimension vector of $F(M)$. Let $d_1, d_2, \ldots, d_r$ be the dimension vectors appearing in the $\theta$-stable decomposition of $d$. As previously discussed, we know that the vectors $d_i$ are balanced and $\theta$-stable. It follows from [4] that the $d_i$ can be ordered in such a way that $\langle d_i, d_j \rangle = 0$ for $i < j$. Using the fact that the
Euler form is symmetric for balanced dimension vectors, it follows that \( \langle d_i, d_j \rangle = 0 \) for \( i \neq j \). Note that since \( F(M) \) is in general position, all the subquotients \( F(M_i)/F(M_{i-1}) \) of a Jordan-Hölder filtration are also in general position. If \( Z_i \) is a general representation of dimension vector \( d_i \), then for \( i \neq j \), we have \( \text{Hom}(Z_i, Z_j) = 0 \) since \( Z_i, Z_j \) are non-isomorphic \( \theta \)-stable representations. From \( \langle d_i, d_j \rangle = 0 \), we get 0 = \( \text{dimHom}(Z_i, Z_j) - \text{dimExt}^1(Z_i, Z_j) \), which means that \( \text{Ext}^1(Z_i, Z_j) = 0 \). The only way for two \( \theta \)-stable subquotients \( F(M_i)/F(M_{i-1}) \) and \( F(M_j)/F(M_{j-1}) \) from above to admit an extension is when they have the same dimension vector, which needs to be imaginary. Indeed, if \( Z_{i1}, Z_{i2} \) are two general representations of dimension vector \( d_i \), then \( \text{Ext}^1(Z_{i1}, Z_{i2}) = 0 \) unless \( d_i \) is imaginary. But if \( d_i \) is imaginary, we know that its coefficient in the \( \theta \)-stable decomposition of \( d \) is one. Hence, when \( F(M) \) is in general position, we get that

\[
F(M) \cong \bigoplus_{i=1}^{r} F(M_i)/F(M_{i-1})
\]

is a direct sum of \( \theta \)-stable representations in \( \mathcal{C} \).

An \( A \)-module \( M \) is a Schur module (also called a brick) if \( \text{End}_A(M) = k \). If \( M \) is Schur, then \( F(M) \) is a Schur representation, hence the dimension vector of \( F(M) \) is a Schur root. If \( \text{rep}(\Gamma, d) \) contains a brick, then it contains an open set of bricks, since the bricks are the points of \( \text{rep}(\Gamma, d) \) with a minimal dimensional (1-dimensional here) stabilizer subgroup. Conversely, if \( d \) is a balanced Schur root, then a general representation of \( \text{rep}(\Gamma, d) \) is a Schur representation in \( \mathcal{C} \). Therefore, we get the following.

**Corollary 6.3** The balanced Schur roots are exactly the balanced \( \theta \)-stable dimension vectors.

Recall that if \( d \) is a dimension vector of \( \Gamma \), then there are dimension vectors \( d_1, \ldots, d_r \) such that a general representation \( M \) of dimension vector \( d \) decomposes as a finite direct sum of indecomposable representations \( M = M_1 \oplus \cdots \oplus M_r \) such that the dimension vector of \( M_i \) is \( d_i \). This yields the canonical decomposition

\[
d = d_1 + \cdots + d_r
\]

of \( d \) as defined by Kac in [6]. We note that all \( d_i \) are Schur roots. By the above analysis, we have the following.

**Proposition 6.4** The canonical decomposition of a balanced dimension vector agrees with its \( \theta \)-stable decomposition.

7. **Description of all modules and representation type**

Now that we know that left \( A \)-modules in general position are semisimple, we may ask how to build the other modules. Each finite dimensional module has finitely many simple composition factors. Hence, we can start by fixing a finite set \( \mathcal{S} = \{S_1, \ldots, S_r\} \) of finite dimensional simple \( A \)-modules, and ask for the modules having their simple composition factors in \( \mathcal{S} \). We denote by \( \text{wide}(\mathcal{S}) \) the abelian extension-closed subcategory of \( \text{rep}(A) \) containing \( \mathcal{S} \). It is clear that the simple objects in \( \text{wide}(\mathcal{S}) \) are the ones in \( \mathcal{S} \). Now, this category \( \text{wide}(\mathcal{S}) \) is a Hom-finite hereditary abelian \( \mathbb{K} \)-linear category. We let \( \delta_i \) denote the dimension vector of \( S_i \), and we let \( Q(\mathcal{S}) \) denote the quiver that has vertices labeled by the \( S_i \)'s, has \(-\langle \delta_i, \delta_j \rangle \)
many arrows from $S_i$ to $S_j$ for each pair $i, j$ with $i \neq j$, and has $1 - \langle \delta_i, \delta_i \rangle$ many loops at $S_i$ for each $i$. In other words, the number of arrows from $S_i$ to $S_j$ is just the dimension of $\operatorname{Ext}^1(S_i, S_j)$.

**Proposition 7.1** The subcategory $\operatorname{wide}(S)$ is equivalent to the category of nilpotent representations of $Q(S)$.

*Proof.* Let $t$ be a positive integer with $t \geq 2$. Consider the full subcategory $\operatorname{wide}(S)_t$ of $\operatorname{wide}(S)$ consisting of objects of loewy length at most $t$. This category is closed under subobjects and quotients, hence is abelian. Now, it follows from a result of Gabriel [5] that a Hom-finite, Ext-finite abelian $\mathbb{K}$-linear category having finitely many simple objects such that the loewy length of each object is bounded by $t$ is equivalent to the module category of a finite dimensional associative $\mathbb{K}$-algebra. Notice that since $t \geq 2$, the dimension of $\operatorname{Ext}^1(S_i, S_j)$ in $\operatorname{wide}(S)_t$ is the same as the one in $\operatorname{wide}(S)$. Since $\operatorname{wide}(S)_t$ has $t$ many simple objects with the dimension of the extensions between the simple objects given by the number of arrows between the corresponding vertices in $Q(S)$, we see that $\operatorname{wide}(S)_t$ is equivalent to the module category of a quotient $\mathbb{K}Q(S)/I_t$ of the path algebra $\mathbb{K}Q(S)$. Doing so for each $t$, we see that $\operatorname{wide}(S)$ is a full subcategory of the category of finite dimensional $\mathbb{K}Q(S)$-modules. Now, the only $\mathbb{K}Q(S)$-modules that we get in this subcategory are the ones annihilated by large enough paths, namely the nilpotent ones. □

**Example 7.2** Consider $A = \mathbb{K}^2 \rtimes \mathbb{K}^2$. In this example, we identify the $A$-modules with the category $\mathcal{C}$. It follows from Theorem [5] that the only $\theta$-stable balanced dimension vectors are $\delta_{ij}$ with $1 \leq i, j \leq 2$ together with the indivisible special isotropic dimension vector, say $d$.

Consider the one dimensional simple modules $S_1, S_2$ with respective dimension vectors $\delta_{(1,1)}$ and $\delta_{(2,2)}$. Since $\langle \delta_{(1,1)}, \delta_{(2,2)} \rangle = \langle \delta_{(2,2)}, \delta_{(1,1)} \rangle = -1$ and $\langle \delta_{(1,1)}, \delta_{(1,1)} \rangle = \langle \delta_{(2,2)}, \delta_{(2,2)} \rangle = 1$, the quiver $Q(S)$ is simply

\[
\begin{array}{c}
S_1 \\
\downarrow \\
S_2
\end{array} \quad \begin{array}{c}
S_2 \\
\downarrow \\
S_1
\end{array}
\]

Now, the category of nilpotent representations of this quiver is formed by the finite dimensional uniserial modules of the form

\[
\begin{array}{c}
S_1 \\
\downarrow \\
S_2
\end{array} \quad \begin{array}{c}
S_2 \\
\downarrow \\
S_1
\end{array}
\]

\[
\begin{array}{c}
S_1 \\
\downarrow \\
S_2
\end{array} \quad \begin{array}{c}
S_2 \\
\downarrow \\
S_1
\end{array} \\
\vdots
\]

Indeed, if $M$ is a nilpotent representation, then it is annihilated by long enough paths. The quotient of $\mathbb{K}Q(S)$ by the ideal of paths of length $r$ is a Nakayama algebra, and it is well known that all modules over such an algebra are uniserial as above. A similar analysis holds if we start with the one dimensional simple modules $S_1, S_2$ with respective dimension vectors $\delta_{(1,2)}$ and $\delta_{(2,1)}$.

If $S, T$ are simple $A$-modules of distinct dimension vectors, then the only way they can have an extension is when their respective dimension vectors are $\delta_{(1,1)}, \delta_{(2,2)}$; or $\delta_{(1,2)}, \delta_{(2,1)}$. If they are of the same dimension and non-isomorphic, then they do not admit extensions. Also, if $S$ is of dimension vector $\delta_{(i,j)}$, then it has no self-extensions. For each simple $A$-module $S$ of dimension vector $d$, the category
wide(S) is equivalent to the category of nilpotent representations of the one-loop quiver, or equivalently, to the graded finite dimensional modules over \( \mathbb{K}[x] \). Hence, all indecomposable representations in \( \mathcal{C} \) can be classified as follows. They are either as above for \( S_1, S_2 \) either of dimension vectors \( \delta_{(1,1)}, \delta_{(2,2)} \) or of dimension vectors \( \delta_{(1,2)}, \delta_{(2,1)} \); or of the form

\[
\begin{array}{l}
S_\lambda \\
| \\
S_\lambda \\
| \\
S_\lambda \\
| \\
\vdots
\end{array}
\]

for \( S_\lambda \) one of the simple \( A \)-module of dimension vector \( d \) indexed by a 1-parameter family. The readers familiar with representation theory of quivers might recognize that we have obtained indecomposable regular representations of the subspace quiver of type \( \tilde{D}_4 \). In fact, \( \mathcal{C} \cong \text{rep}(A) \) is nothing but the category of regular representations of the subspace quiver of type \( \tilde{D}_4 \). \( \square \)

We can use this to study the representation type of \( \text{rep}(A) \) as follows. Recall Drozd’s dichotomy theorem in the setting of finite dimensional associative \( \mathbb{K} \)-algebras. It asserts that such an algebra is either tame, or wild, but not both. For some classes of finite dimensional algebras, and in particular for hereditary algebras, wild is equivalent to a stronger condition, namely that of strictly wild. A finite dimensional associative \( \mathbb{K} \)-algebra \( A \) is strictly wild if there exists a fully faithful exact embedding \( \varphi : \text{mod}\mathbb{K}K_3 \to \text{mod}\mathbb{K}A \), where \( K_3 \) is the 3-Kronecker quiver. Such an embedding preserves indecomposability and isomorphism classes. Note that a strictly wild algebra is wild as in Drozd’s dichotomy theorem. If \( A \) is strictly wild, then for any finite dimensional associative \( \mathbb{K} \)-algebra \( B \), there is a fully faithful exact embedding \( \text{mod}\mathbb{K}B \to \text{mod}\mathbb{K}A \). Hence, for such an algebra \( A \), there is no hope in classifying the indecomposable finite dimensional modules, since such a classification would yield a classification of all indecomposable finite dimensional modules of all finite dimensional associative \( \mathbb{K} \)-algebras!

Based on this, we say that our (generally infinite dimensional) algebra \( A \) is strictly wild if there exists a fully faithful exact embedding \( \varphi : \text{mod}\mathbb{K}K_3 \to \text{mod}\mathbb{K}A := \text{rep}(A) \).

In the example above, we see that for any balanced dimension vector \( d \), all but finitely many indecomposable modules are part of a 1-parameter family of indecomposable modules. Based on the similar notion for finite dimensional algebras, we say that our algebra \( A \) is of tame representation type if for any dimension (vector) \( d \), all but finitely many indecomposable modules are in finitely many 1-parameter families of indecomposable modules. Here, we do not go into the details of what is meant by a one-parameter family, because of the following theorem, which says that the only example of tame representation type is as in the previous example.

**Theorem 7.3** Let \( A \) be a free product of finitely many non-trivial semisimple associative \( \mathbb{K} \)-algebras.

\( \begin{align*} 
(1) \text{ If } A \text{ is not isomorphic to } \mathbb{K}^2 \ast \mathbb{K}^2, \text{ then } \text{rep}(A) \text{ is of strictly wild representation type and has unbounded simples.} \\
(2) \text{ If } A = \mathbb{K}^2 \ast \mathbb{K}^2, \text{ then } \text{rep}(A) \text{ is of tame representation type. The simple modules are 1 or 2 dimensional, and indecomposable modules can be classified as in Example 7.2.}
\end{align*} \)
Proof. If there are at least two non-trivial weights in distinct clusters, then we have a balanced imaginary Schur root $d$ of $\Gamma$. In all other cases, except for $K^2 * K^2$, we can built a balanced $\theta$-stable dimension vector $d$ that is not on an extremal ray of $Q_+ \Sigma(\Gamma, \theta)$. This dimension vector is necessarily imaginary.

Any integral multiple of $d$ is again a balanced imaginary Schur root. For $m$ large enough, $\langle md, md \rangle \leq -3$. If we take 2 non-isomorphic $\theta$-stable representations $S_1, S_2$ of $C$ of dimension vector $md$, then the quiver $Q(\{S_1, S_2\})$ has at least 3 arrows from $S_1$ to $S_2$ and at least 3 arrows from $S_2$ to $S_1$ (and at least 2 loops at each vertex). Hence $\text{mod} K K_3$ is a full subcategory of $\text{wide}(\{S_1, S_2\})$, hence can be seen as a full subcategory of $\text{rep}(A)$.

The case of $K^2 * K^2$ was treated in Example 7.2. \[\square\]

8. Number of parameters

An interesting consequence of the previous analysis is that to each $\theta$-stable dimension vector $d$ of $\Gamma$, following King [7], we can associate a projective variety $M_s(\Gamma, d)$ which parametrizes the isomorphism classes of the $\theta$-stable representations of $\Gamma$ of dimension vector $d$. When non-empty, this variety has dimension $1 - \langle d, d \rangle$. When $d$ is balanced, since $C_d$ is an open set of the affine space $\text{rep}(\Gamma, d)$, this implies that $1 - \langle d, d \rangle$ equals the number of parameters for the isomorphism classes of simple representations in $\text{rep}(A, d)$. Thus we have the following.

**Proposition 8.1** If $d$ is a balanced dimension vector and is $\theta$-stable, then the number of parameters for the isomorphism classes of simple representations in $\text{rep}(A, d)$ is $1 - \langle d, d \rangle$.

When all weights are trivial, we can easily deduce the number of parameters for the simple representations of $\text{rep}(A, n)$. Let $n \geq 1$ and $r_1, \ldots, r_m$ be given, and assume that $w_{ij} = 1$ for all $i, j$. We define $d_{n, \text{min}}$ to be a balanced dimension vector such that $d_0 = n$ and for each $i$, $|d_{ij} - d_{ik}| \leq 1$ for all $j, k$. This dimension vector is unique up to ordering of the entries of $d$ within each cluster.

**Corollary 8.2** Assume that all $A_i$ have trivial weights. For $n \geq 1$ such that $\text{rep}(A, n)$ has simple representations, the number of parameters of simple representations in $\text{rep}(A, n)$ is

$$1 - \langle d_{n, \text{min}}, d_{n, \text{min}} \rangle = 1 + (m - 1)n^2 - \sum_{i,j} d_{ij}^2$$

where $d_{ij}$ is the dimension at $v_{ij}$ of $d_{n, \text{min}}$.

**Proof.** In order to minimize $\langle d, d \rangle$ for $d$ balanced such that $d_0 = n$, one just needs to take $d$ with $d_0 = n$ such that for each cluster $i$, the sum $\sum_{j=1}^{r_i} d_{ij}^2$ is maximal. This is attained for $d = d_{n, \text{min}}$. Now, the claimed equality follows from direct computations. \[\square\]

**Example 8.3** Let $m = 2$, $r_1 = 2$ and $r_2 = 3$ with all weights trivial. Here, $A$ is the free product of $K^2$ with $K^3$. Consider $n = 8$. Here, $d_{8, \text{min}} = (8, 4, 4, 3, 3, 2)$. The value of $1 + (m - 1)n^2 - \sum_{i,j} d_{ij}^2$ is 11. Hence, the 8-dimensional simple $A$-modules, up to isomorphism, can be parametrized using at most 11 parameters.
9. Free products of finite groups

In this section, we let $G_1, \ldots, G_m$ be finite groups and we assume that the characteristic of $K$ does not divide the order $|G_i|$ of $G_i$ for all $i$. In this case, it follows from Maschke’s theorem that all $A_i := KG_i$ are semisimple. Therefore, our previous analysis applies for

$$A := (KG_1) \ast \cdots \ast (KG_m) \cong KG$$

where $G$ is the free product $G_1 \ast \cdots \ast G_m$. Of particular interest among free products of finite groups are the infinite dihedral group $Z_2 \ast Z_2$ and the modular group $Z_2 \ast Z_3 \cong \text{PSL}_2(Z)$. These two groups are free products of cyclic groups. We will look at cyclic groups in more details in the next subsection.

Now, let $M$ be an $n$-dimensional left $A$-module given by the vector space $V$. While it may not be straightforward to compute $F(M)$, if one is not explicitly given the matrix form of each $KG_i$, Serre in [8, Section 2.6] gives a way to compute the canonical decomposition of a representation $M : G_i \to \text{GL}_K(V)$ as

$$V = V_{i1} \oplus \cdots \oplus V_{ir_i},$$

which is such that $V_{ij}$ is the maximal direct summand of $V$ isomorphic to a direct sum of copies of the $j$-th simple $KG_i$-module. These modules $V_{ij}$ are unique and called isotypic components of the $KG_i$-representation $M$. When one has an internal decomposition $KG_i = A_{i1} \times \cdots \times A_{ir_i}$ in matrix factors, the subspace $V_{ij}$ is nothing but $E_{ij}V$, which is the projection of $V$ onto the $j$-th factor $A_{ij}$. Finding the summands $V_{ij}$ only requires knowing the (irreducible) characters of $G_i$.

**Example 9.1** Consider $m = 2$ with $G_1$ the symmetric group of order 6 and $G_2$ the cyclic group of order 2. We assume that the characteristic of $K$ is not in $\{2, 3\}$. We have that $KG_1 \cong K \times K \times \text{Mat}_{2 \times 2}(K)$ and $KG_2 \cong K \times K$. Hence, $r_1 = 3$ with $w_{11} = w_{12} = 1$ and $w_{13} = 2$ and $r_2 = 2$ with $w_{21} = w_{22} = 1$. Let $M$ be an $n$-dimensional left $A$-module given by the vector space $V$. For each $i$, we are given a group representation

$$\rho_i : G_i \to \text{GL}_K(V)$$

representing $M$ as an $KG_i$-module.

Let $S_{11}, S_{12}, S_{13}$ be the non-isomorphic simple $KG_1$-modules where $S_{13}$ is 2-dimensional, and let $S_{21}, S_{22}$ be the non-isomorphic simple $KG_2$-modules. Suppose for instance that $M$ is 6-dimensional and is such that, as a $KG_1$-module, we have

$$M \cong S_{11}^1 \oplus S_{12} \oplus S_{13}$$

while as a $KG_2$-module, we have

$$M \cong S_{21}^2 \oplus S_{22}^4.$$ 

Then the quiver $\Gamma$ with the dimension vector of $F(M)$ are represented as follows:

```
6
/\ \\
3 1 / 1 2
\ / \
4
```

Note that $F(M)_{11}$ is 2-dimensional, and hence, the corresponding dimension at vertex $v_{13}$ is $2/w_{13} = 1$. Since $\max(3, 1, 1/2) = 3$ and $\max(2, 4) = 4$ with the sum
Theorem 9.2

Let the dimension vector of $F$ be a positive integer and consider $n$ by an $F$-module - say root $\rho$. Let $G$ be the dimension of the $F$-module $\rho$ and $\rho$ be the dimension of the $F$-module $\rho$ such that, as a $KG$-module, we have

$$N \cong S^2_{11} \oplus S^2_{12} \oplus S_{13}$$

while as a $K\mathbb{G}^2$-module, we have

$$N \cong S^2_{21} \oplus S^4_{22}.$$

Now, we have that $\max(2, 2, 1/2) = 2$ and $\max(2, 4) = 4$ with the sum $2 + 4 \leq 6$. We cannot tell whether $N$ is simple or not. However, if $N$ is in general position satisfying the above two decompositions, then it will be simple.

For the remaining of this section, we focus our attention to free products of finite cyclic groups. The group algebra of a finite cyclic group enjoys the additional property of being basic, thus has only trivial weights. There is a convenient way to present the corresponding algebra $A$. For each $i$, let $a_i$ be a generator of $G_i$ of order $r_i$ - here $r_i = |G_i|$ is the number of simple factors in $\mathbb{K}G_i$. We let $Q$ be the quiver with a single vertex 1 and with $m$ loops $a_1, \ldots, a_m$. The algebra $A$ is nothing but the path algebra $\mathbb{K}Q$ of $Q$ modulo the ideal generated by the relations $a_i^{r_i} = 1$ for all $i = 1, \ldots, m$. Hence, an $n$-dimensional left $A$-module $M$ is given by an $n$-dimensional vector space $V$ together with $m$ endomorphisms $M(a_i) := M_i$ satisfying $M^{r_i}_i = I_n$ for all $i$, where $I_n$ is the identity $n \times n$ matrix.

In this case, there is an alternative description of the functor $F$. Indeed, for each $i$, we let $\rho_{i1}, \ldots, \rho_{ir_i}$ denote the $r_i$-th roots of unity. These roots are in one-to-one correspondence with the non-isomorphic (one-dimensional) simple $\mathbb{K}G_i$-modules - say root $\rho_{ij}$ corresponds to simple module $S_{ij}$. Now, for each $i$, $V$ can be decomposed as a direct sum of its eigenspaces with respect to the endomorphism $M_i$;

$$V = F_{i1} \oplus \cdots \oplus F_{ir_i},$$

where we allow zero dimensional eigenspaces. This decomposition agrees with Serre’s canonical decomposition above. In other words, the isotypic components here are just the eigenspaces. Each of the $F_{ij}$ is a $\mathbb{K}G_i$-modules that is a direct sum of $\dim F_{ij}$ copies of $S_{ij}$. Therefore, we see that the functor $F$ is such that $F(M)_{ij} = F_{ij}$ and $F(M)(\alpha^r_{1i})$ is simply the inclusion of $F_{ij}$ into $V$. Our main theorem can be interpreted as follows.

In this theorem, for an $n$-dimensional representation $M$ of $G$, we put $d(M)_{ij}$ to be the dimension of the $\rho_{ij}$-eigenspace of the endomorphism $M(a_i) = M_i$. Equivalently, these numbers define a dimension vector $d = d(M)$ of $\Gamma$ that is nothing but the dimension vector of $F(M)$.

**Theorem 9.2** Let $G$ be a free product of the finite cyclic groups $G_1, \ldots, G_m$ with $G_i$ of order $r_i$. Assume that for every $i$, the characteristic of $\mathbb{K}$ does not divide $r_i$. Let $n$ be a positive integer and consider $M$ and $d$ as in the previous paragraph.

1. The dimension vector $d$ is $\theta$-stable if and only if either
   (a) $n = 1$ or
   (b) $d$ is special isotropic indivisible (so $n = 2$ and precisely 4 entries in $d$ are equal to 1), or
   (c) $d$ is not special isotropic and
      $$\sum_{i=1}^{m} \max(d_{i1}, \ldots, d_{ir_i}) \leq (m - 1)n.$$
(2) If $M$ is simple, then $d$ is $\theta$-stable, hence satisfies (1).

(3) If $d$ is $\theta$-stable, then the space of $n$-dimensional representations $M$ with $F(M)$ having dimension vector $d$ has a Zariski-dense and open subset of simple representations.

Proof. We apply Theorem [5.1] by noticing that all $\delta_u$ are real and that $d$ is equal to some $\delta_u$ if and only if $n = 1$. □
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