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Abstract We study the hydrodynamics of the hard rod model proposed by Boldrighini, Dobrushin and Soukhov by describing the displacement of each quasiparticle with respect to the corresponding ideal gas particle as a height difference in a related field. Starting with a family of nonhomogeneous Poisson processes contained in the position-velocity-length space $\mathbb{R}^3$, we show laws of large numbers for the quasiparticle positions and the length fields, and the joint convergence of the quasiparticle fluctuations to a Levy Chentsov field. We allow variable rod lengths, including negative lengths.
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1 Introduction

Hard rods is a model of classical particles moving on the real line and interacting through a hard core potential of diameter $r$. One is interested in the dynamics of the counting function $f(x,t;v)$, where $f(x,t;v)dx dv$ is the number of hard rods in the volume element $dx dv$ at time $t$. As conjectured by Percus [20] and later proved by Boldrighini, Dobrushin, and Soukhov [4], under ballistic scaling the counting function becomes
deterministic and is governed by a set of coupled nonlinear hyperbolic conservation laws of the form
\[ \partial_t f(x,t;v) + \partial_x \left( (1 - r \rho(x,t))^{-1} (v - r \rho(x,t) u(x,t)) f(x,t;v) \right) = 0. \] (1)

Here
\[ \rho(x,t) = \int_{\mathbb{R}} dv f(x,t;v), \quad u(x,t) = \rho(x,t)^{-1} \int_{\mathbb{R}} dv f(x,t;v)v \] (2)
denote density and mean velocity at \((x,t)\). Further extensions and discussions can be found in [3, 9]. Exact equilibrium spacetime correlations were computed by Jespen [13], Lebowitz, Percus [16] and Lebowitz, Percus, Sykes [17]. Considerably later, fluctuation behavior was reanalysed by Spohn [24, 23], Boldrighini, Wick [5], and Presutti, Wick [21, 22]. Note that, in the limit \(r \to 0\), Eq. (1) is linear and one recovers the ideal gas dynamics.

Hard rods have become a paradigmatic example for generalized hydrodynamics (GHD) and serves as a schematic illustration of more intricate models as the Toda lattice [10, 25] and box-ball system [12, 8], see [11, 26, 3, 1] for lecture notes, special volumes and reviews. In GHD one considers integrable many-body systems in one spatial dimension. Such systems have an infinite number of local conservation laws, which leads to the construction of generalized Gibbs ensembles (GGE). Hydrodynamics then assumes that locally the system is in a GGE and, on the ballistic scale, its parameters evolve according to an equation of a similar structure as (1). The central microscopic input to hydrodynamic equations is the two-particle scattering shift, which in general depends on the two incoming velocities. Hard rods have the crucial simplification that the scattering shift is \(-r\) independent of the incoming velocities. Still, structural aspects of GHD are well illustrated by hard rods.

Rather than following the trajectories of mechanical particles, for hard rods the more efficient way is to turn to the motion of quasiparticles. A quasiparticle maintains its own velocity. When hit a slower quasiparticle with length \(r\) the quasiparticle jumps by \(r\) and when it collides with a faster one, it will jump by \(-r\). Since the initial data are random, the jumps occur at random times. Note that in the limit \(r \to 0\) one recovers the straight line motion of an ideal gas. Quasiparticles also suggest a technique for proof: The initial configuration is compressed so to remove the hard core, still keeping the velocities. Then all particles evolve according to the free dynamics. The true hard rod configuration at time \(t\) is obtained by the correspondingly reversed expansion.

In our article we report on a novel proof of (1) employing Chentsov Lantuéjoul fields. We use the occasion to extend previous results in two
directions. Firstly we allow for a variable rod length, \( r_j \), attached to the quasiparticle with label \( j \), implying that quasiparticles crossing it jump by \( \pm r_j \). If the rod length would be assigned to particles, the model becomes intractable. The second extension is to allow for a negative rod length, \( r_j \in \mathbb{R} \). This appears unphysical at first look. However, as an example, the scattering shift of the Toda lattice is given by \( 2 \log |v_1 - v_2| \), \( v_1, v_2 \) the two incoming velocities. For small \( |v_1 - v_2| \) the shift is negative, Toda particles repel, and conventional hard rods are a good model. On the other hand for \( |v_1 - v_2| > 1 \) the shift turns positive which means that the two Toda particles cross each other before separating.

The variable model with a finite number of positive rod sizes was first introduced by Aizenman, Lebowitz, and Marro [2], thereby extending the results for equilibrium spacetime correlations obtained in [17]. Very unexpectedly, hard rods with variable rod length appears as a phenomenological model in an article by Cardy and Doyon [6] in their study of \( T\bar{T} \) deformations in relativistic and nonrelativistic integrable field theories.

Compared to the seminal work [4], we choose simpler initial conditions, namely a non-homogeneous Poisson process in \( \mathbb{R}^3 \), where each point represents position, velocity, and rod length. Since reasonable initial measures converge in arbitrarily small macroscopic times to a Poisson process [23], this is not such a restrictive assumption. As crucial advantage, the proof of the law of large numbers is transparent and almost immediate. In addition, hard rod joint positional fluctuations converge to a non-homogeneous Levy-Chentsov field.

In Section 2 we describe the model and state the results. In Section 3 we introduce the ideal gas dynamics and its relation with the hard rod model. In Section 4 we study the fields induced by line processes and their relation with hard rods, and prove the law of large numbers and the convergence of the positional fluctuations to the Levy Chentsov field. Section 5 deals with the macroscopic setup and the proof of the macroscopic evolution theorem.
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## 2 Summary of main results

The segment \( (y, y + r) \) is called *rod* of position \( y \) and length \( r \), for the moment \( r \geq 0 \). The 3-dimensional point \( (y, v, r) \) in \( \mathbb{R}^3 \) represents a quasi-
particle at position $y$ with an associated rod of length $r$ traveling at speed $v$. A hard rod configuration $Y \subset \mathbb{R}^3$ is a locally finite set of non-intersecting rods, that is, $(y, y + r) \cap (\tilde{y}, \tilde{y} + \tilde{r}) = \emptyset$ for all $(y, v, r), (\tilde{y}, \tilde{v}, \tilde{r}) \in Y$. The evolution of a hard rod configuration is deterministic: each quasiparticle travels ballistically at its speed until a collision: if at time $t$—the positions of quasiparticles $(y, v, r)$ and $(\tilde{y}, \tilde{v}, \tilde{r})$ with $v > \tilde{v}$ satisfy $\tilde{y} = y + r$, then, at time $t$ each quasiparticle is shifted in the direction of the other quasiparticle, interchanging order:

$$\text{Before collision, at time } t - \text{After collision, at time } t$$

$$(y, v, r), (\tilde{y}, \tilde{v}, \tilde{r}) \quad (y + \tilde{r}, v, r), (\tilde{y} - r, \tilde{v}, \tilde{r})$$

After collision each quasiparticle continues at its speed until the next collision occurs.

The above description defines the hard rod exclusion interaction and dynamics when there is a finite number of initial nonnegative rods. A system including negative rods is defined in function of the ideal gas and a related field. Let $X \subset \mathbb{R}^3$ be a locally finite configuration belonging to a set $\mathfrak{X}$ defined later in (63). A point $(x, v, r) \in X$ represents an ideal gas particle at position $x$ traveling at speed $v$ of “length” $r$, a real number; for the moment the length is just a mark attached to the particle. The ideal gas configuration at time $t \in \mathbb{R}$ is defined by

$$T_t X := \{ (x + vt, v, r) : (x, v, r) \in X \}.$$  

(4)

Let the field $H[X]$, be the function $H : \mathbb{R}^2 \to \mathbb{R}$ defined by

$$H(t, x) := \sum_{(z, w, r) \in X} r \left( 1 \{ z \geq 0, z + wt < x \} - 1 \{ z < 0, z + wt \geq x \} \right).$$  

(5)

The notation $[X]$ indicates dependency on $X$, when not clear from the context. For each given $t$, the path $(H(t, x))_{x \in \mathbb{R}}$ is a jump process with nonhomogeneous jumps, see Fig.1. Moving $t$, the increments of the path travel ballistically and interchange at collisions, see Fig.2. Define also the mass flow $j[X]$ as the function $j : \mathbb{R}^3 \to \mathbb{R}$ given by

$$j(x, v, t) = H(t, x + vt) - H(0, x).$$  

(6)

this is the sum of the lengths crossing the segment $(x + vs)_{0 \leq s \leq t}$ with speed smaller than $v$ minus the lengths crossing it with speed bigger than $v$. We are assuming that mass is the length of the particle. Denote $D_a[X]$ the dilation with respect to the point $a$, defined by

$$D_a(x) := x + H(0, x) - H(0, a),$$  

(7)

$$D_a X := \{ (D_a(x), v, r) : (x, v, r) \in X \},$$  

(8)
Figure 1: The upper path is a cut at time 0 of the field $H$ associated to the ideal gas configuration $X$. The horizontal positions of dots are the position $x$ of particles $(x,v,r) \in X$. Blue and red vertical lines correspond to positive and negative $r$’s, respectively. Black horizontal segments correspond to interparticle segments in $X$. The dots in the lower picture correspond to the position $y$ of quasiparticles $(y,v,r) \in Y = D_0X$. Red and blue segments in the graph of $H$ are folded backwards and unfolded forward, respectively to obtain $Y$. All segments are contained in the same line, some pieces have been shifted down to distinguish overlapping rods. Numbers, letters and colors indicate the correspondence between segments in both figures.

see Fig.1. We observe that if all rod lengths are nonnegative then $D_a$ is invertible, otherwise $D_a$ may not be one-to-one. Denote $y_{v,t}(x)[X]$ the position at time $t$ of the quasiparticle associated to the ideal particle $(x,v,r)$, defined by

$$y_{v,t}(x) := D_0(x) + vt + j(x,v,t)$$  \hspace{1cm} (9)

$$= x + vt + H(t,x + vt);$$  \hspace{1cm} (10)

the identity (10) is a consequence of (6) and (7). Let $Y := D_0X$, and define the configuration $U_tY[X]$ by

$$U_tY := \{(y_{v,t}(x),v,r) : (x,v,r) \in X\},$$  \hspace{1cm} (11)

in particular $U_0Y = D_0X = Y$. When all rods are nonnegative $(U_t)_{t \in \mathbb{R}}$ is a group of operators: $U_0 = \text{Identity}$ and $U_{t+s} = U_tU_s$. Otherwise there is no unique way to define $U_tY$ as a function of $Y$.

Let $\mathcal{F}$ be a set of intensities $f : \mathbb{R}^3 \to \mathbb{R}_{\geq 0}$ defined later in (110). Let $X^\varepsilon$ be a Poisson process on $\mathbb{R}^3$ with intensity $\varepsilon^{-1}f$ and call $\mathbb{P}$ and $\mathbb{E}$ the probability and expectation associated to the family $(X^\varepsilon)_{\varepsilon > 0}$. Define the rescaled field $H^\varepsilon[X^\varepsilon]$ by

$$H^\varepsilon(t,x) := \varepsilon \sum_{(z,w,r) \in X^\varepsilon} r(\mathbb{1}\{z \geq 0, z + wt < x\} - \mathbb{1}\{z < 0, z + wt \geq x\}).$$
Figure 2: Effect of a collision in the field $H[X]$ and on the hard rod configuration $Y[X]$. The left and middle columns picture the field $H$ just before and after the collision, respectively. The right column shows the collision in the hard rod picture. In the first row we picture a positive rod (blue) and a negative one (red), before and after a collision. Second and third rows: collision between rods of the same sign. The labeled $a$ rod is faster than the labeled $b$ one.

The rescaled quantities are the functions of $X^\varepsilon$ defined by

\begin{align*}
  j^\varepsilon(x,v,t) &:= H^\varepsilon(t,x+vt) - H^\varepsilon(0,x), \\
  D^\varepsilon_a(x) &:= x + H^\varepsilon(0,x) - H^\varepsilon(0,a), \\
  D^\varepsilon X^\varepsilon &:= \{(D^\varepsilon_a(x),v,r) : (x,v,r) \in X^\varepsilon\}, \\
  y^\varepsilon_{v,t}(x) &:= x + vt + H^\varepsilon(t,x+vt), \\
  U^\varepsilon_t Y^\varepsilon &:= \{(y^\varepsilon_{v,t}(x),v,r) : (x,v,r) \in X^\varepsilon\}.
\end{align*}

Their expectations are denoted by

\begin{align*}
  H(t,x) &:= \mathbb{E}H^\varepsilon(t,x) = \int\int f(z,w,r) \left( \begin{array}{c} 1 \{ z > 0, z + wt < x \} \\
  - 1 \{ z < 0, z + wt > x \} \end{array} \right) dzdwdr. \\
  j(x,v,t) &:= \mathbb{E}j^\varepsilon(x,v,t) = H(t,x+vt) - H(0,x), \\
  y_{v,t}(x) &:= \mathbb{E}y^\varepsilon_{v,t}(x) = x + vt + H(t,x+vt);
\end{align*}

the second identity in (17) follows from Campbell’s theorem.

The rescaled random quantities converge to their expectations, a classical result for Poisson processes, shown in the next theorem.
Theorem 2.1 (Law of large numbers). Assume \( f \in \mathcal{F} \). Then, for each \( x, v, t \in \mathbb{R} \) the following limits hold \( \mathbb{P} \)-a.s.:

\[
\lim_{\varepsilon \to 0} H^\varepsilon(t, x) = H(t, x), \quad \lim_{\varepsilon \to 0} j^\varepsilon(x, v, t) = j(x, v, t), \quad \lim_{\varepsilon \to 0} y_{v, t}^\varepsilon(x) = y_{v, t}(x).
\]

Define macroscopic dilation function \( D_a[f] \) by

\[
D_a(x) := x + \int_a^x \left( \int \int r f(z, v, r) dvdr \right) dz,
\]

(20)

The set \( \mathcal{F} \) includes the condition \( \sigma f(z) > 0 \) for all \( z \), implying that \( D_a[f] \) is invertible. Denote \( C_a[f] \) its inverse and define

\[
u_{v, t}^\varepsilon(q) := \nu_{v, t}^\varepsilon(C_0(q)) = q + vt + j^\varepsilon(C_0(q), v, t),
\]

(21)

\[
u_{v, t}(q) := \nu_{v, t}(C_0(q)) = q + vt + j(C_0(q), v, t).
\]

(22)

Corollary 2.2 (Quasiparticle law of large numbers). Let \( f \in \mathcal{F} \). Then

\[
\lim_{\varepsilon \to 0} u_{v, t}^\varepsilon(q) = u_{v, t}(q), \quad \mathbb{P}-\text{a.s.}, \quad q, v, t \in \mathbb{R}.
\]

(23)

If \( f(x, v, r) = 0 \) for \( r < 0 \), then the microscopic dilation \( D_0^\varepsilon \) is invertible and for all \( q, v, t \in \mathbb{R} \),

\[
\tilde{\nu}_{v, t}^\varepsilon(q) := \nu_{v, t}^\varepsilon(C_0(q)) \xrightarrow{\varepsilon \to 0} y_{v, t}(C_0(q)) = u_{v, t}(q), \quad \mathbb{P}-\text{a.s.}
\]

(24)

The random initial point \( u_{0, 0}^\varepsilon(q) = D_0^\varepsilon(C_0(q)) \) converges to \( D_0(C_0(q)) = q \), as \( \varepsilon \to 0 \), by (9) and Theorem 2.1. This choice permits us to compute the limit when the microscopic dilation \( D_a^\varepsilon(x) \) is not invertible, due to the presence of negative rods. When all rods are positive, we can start with a deterministic \( q \), to get the same limit (24).

We now discuss the convergence of the length fields. Along the paper we denote by \( \varphi : \mathbb{R}^3 \to \mathbb{R} \) a generic test function satisfying

\[
\int f(x, v, r) (v^2 + r^2 + 1) \varphi(x, v, r) dxdvdr < \infty.
\]

Define \( K_t^\varepsilon[X^\varepsilon] \), the empirical length measure at time \( t \), acting on test functions \( \varphi \) by

\[
K_t^\varepsilon \varphi := \varepsilon \sum_{(y, v, r) \in U_t} r \varphi(y, v, r) = \varepsilon \sum_{(x, v, r) \in X^\varepsilon} r \varphi(y_{v, t}^\varepsilon(x), v, r),
\]

(25)

by (11). Let \( \kappa_t \) be the length measure defined by

\[
\kappa_t \varphi := \int \int f(x, v, r) r \varphi(y_{v, t}(x), v, r) dxdvdr, \quad t \in \mathbb{R}.
\]

(26)

The next result is a particular case of Theorem 4.3, proved in Section 4.
**Theorem 2.3** (Law of large numbers for the empirical measure). Let \( f \in \mathcal{F} \), then

\[
\lim_{\varepsilon \to 0} K_\varepsilon^t \varphi = \kappa_t \varphi, \quad \mathbb{P}\text{-a.s. and in } L_1, \quad (27)
\]

for all \( t \in \mathbb{R} \) and test function \( \varphi \).

Define the random field \( \eta^\varepsilon[X^\varepsilon] \) by

\[
\eta^\varepsilon(t, z) := \frac{1}{\sqrt{\varepsilon}} \left( H^\varepsilon(t, z) - H(t, z) \right). \quad (28)
\]

The positional hard rod fluctuations satisfy

\[
\frac{1}{\sqrt{\varepsilon}} \left( y_{v, t}^\varepsilon(x) - y_{v, t}(x) \right) = \eta^\varepsilon(t, x + vt). \quad (29)
\]

A **Levy Chentsov field** associated to a distance \( d \) in \( \mathbb{R}^2 \) is a centered Gaussian process \( \eta : \mathbb{R}^2 \to \mathbb{R} \) with \( \eta(o) = 0 \) and covariances

\[
\text{Cov}(\eta(a), \eta(b)) = \frac{1}{2} (d(o, a) + d(o, b) - d(a, b)), \quad a, b \in \mathbb{R}^2. \quad (30)
\]

Here \( o \) is the origin of \( \mathbb{R}^2 \). Denote \([a, b]\) the one dimensional segment contained in \( \mathbb{R}^2 \) with extremes \( a \) and \( b \). The following theorem is proved in Section 4.

**Theorem 2.4** (Positional fluctuations). Let \( f \in \mathcal{F} \). As \( \varepsilon \to 0 \), the finite dimensional distributions of the random field \( \eta^\varepsilon \) converge in distribution to those of the Levy Chentsov field \( \eta : \mathbb{R}^2 \to \mathbb{R} \), associated to the distance

\[
d(a, b) := \iiint f(x, v, r) r^2 \mathbb{1}\{(x + vt)_{t \in \mathbb{R}} \text{ intersects } [a, b]\} \, dx dv dr. \quad (31)
\]

In particular, the positional fluctuation random field converges to the Levy Chentsov field:

\[
\lim_{\varepsilon \to 0} \left( \frac{1}{\sqrt{\varepsilon}} (y_{v, t}^\varepsilon(x) - y_{v, t}(x)) \right)_{(x, v, t) \in N} \overset{\text{law}}{=} \left( \eta(x, x + vt) \right)_{(x, v, t) \in N} \quad (32)
\]

for any finite set \( N \subset \mathbb{R}^3 \).

**Macroscopic evolution** Let \( f \in \mathcal{F} \), and define

\[
g(q, v, r) := f(C_0(q), v, r) \frac{d}{dq} C_0(q), \quad (33)
\]

\[
g_t(q, v, r) := f(y_{v, t}^{-1}(q), v, r) \frac{d}{dq} y_{v, t}^{-1}(q). \quad (34)
\]
Notice that \( g_0 = g \) and that \( g_t \) satisfies
\[
\kappa_t \varphi = \iiint g_t(q,v,r) r \varphi(q,v,r) \, dq \, dv \, dr.
\] (35)

The following theorem, proved in Section 5, describes the equation for the macroscopic hard rod evolution \( (g_t)_{t \in \mathbb{R}} \).

**Theorem 2.5.** Let \( f \in \mathcal{F} \) such that \( \sigma_f(z) > 0 \) for all \( z \). Then \( g_t \) is the unique solution of the Cauchy problem
\[
\partial_t g_t(q,v,r) = - \partial_q (g_t(q,v,r) \, v_{\text{eff}}(q,v,t)),
\] (36)
\[
v_{\text{eff}}(q,v,t) = v + \frac{\iint r (v - w) \, g_t(q,w,r) \, dw \, dr}{1 - \iint r \, g_t(q,w,r) \, dw \, dr},
\] (37)
\[
g_0(q,v,r) = f(y_{v,t}^{-1}(q),v,r) \frac{d}{dq} y_{v,t}^{-1}(q).
\] (38)

Furthermore, the limiting trajectory \( u_{v,t}(q) \), considered as a function of \( t \), satisfies the Cauchy problem
\[
\frac{\partial}{\partial t} u_{v,t}(q) = v_{\text{eff}}(u_{v,t}(q),v,t)
\] (39)
\[
u_{v,0}(q) = q
\] (40)

### 3 Line processes and random fields

**Line measures and fields** The *ideal gas representation of lines* is given by the map
\[
(x,v) \mapsto (t,x+vt)_{t \in \mathbb{R}}.
\] (41)

This map is a bijection between \( \mathbb{R}^2 \) and the space of straight lines contained in \( \mathbb{R}^2 \), excluding the lines perpendicular to the \( t \) axis \( (t,x)_{x \in \mathbb{R}} \). An ideal gas trajectory is seen as a line contained in \( \mathbb{R}^2 \) with an orientation from past to future time. We think of a point \( (x,v) \) in \( \mathbb{R}^3 \) as the line \( (t,x+vt)_{t \in \mathbb{R}} \) associated with the *mark* \( r \in \mathbb{R} \).

For time-space points \( a, b \in \mathbb{R}^2 \), denote \( [a,b] := \{(1-u)a + ub : u \in [0,1]\} \), the (one-dimensional) segment contained in \( \mathbb{R}^2 \) with extremes \( a \) and \( b \) and *oriented* \( a \rightarrow b \); the segment \( [b,a] \) occupies the same set of points as \( [a,b] \) but has opposite orientation. Denote \( a = (t_a,x_a) \) and \( b = (t_b,x_b) \). The “speed” \( v_{ab} \) of the segment is defined by
\[
v_{ab} := \frac{x_b - x_a}{t_b - t_a}, \text{ if } t_a \neq t_b \text{ and by } v_{ab} = \pm \infty, \text{ according to the sign of } x_b - x_a, \text{ if } t_a = t_b.
\]

Denote \( \overline{ab} \) the set of marked lines intersecting \( [a,b] \):
\[
\overline{ab} := \{(x,v,r) : (t,x+vt)_{t \in \mathbb{R}} \text{ intersects } [a,b]\};
\] (42)
Looking from a to b, the set $\overline{ab}_-$ contains the lines crossing the segment from right to left and $\overline{ab}_+$ contains those crossing from left to right.

Let $\mathcal{M}$ be the set of measures $\mu$ on $\mathbb{R}^3$ with the Borel sigma algebra $\mathcal{B}(\mathbb{R}^3)$, satisfying
\begin{equation}
\sup_{-\infty < a < b < \infty} \frac{1}{b - a} \int_{[a,b] \times \mathbb{R}^2} \mu(dx, dv, dr) \left( v^2 + r^2 + 1 \right) < \text{Constant}. \tag{44}
\end{equation}

The second moment conditions will be necessary to construct infinite volume fields and hard rod evolutions. In particular, the space marginal of $\mu$ is sigma finite.

For $\mu \in \mathcal{M}$, define the signed measure $\mu_1$ and the measure $\mu_2$ by
\begin{align*}
\mu_1(dx, dv, dr) &:= r \mu(dx, dv, dr), \tag{45} \\
\mu_2(dx, dv, dr) &:= r^2 \mu(dx, dv, dr). \tag{46}
\end{align*}

Define the field $H = H[\mu]$ as the function $H : \mathbb{R}^2 \to \mathbb{R}$, given by
\begin{equation}
H(a) := \mu_1(\overline{oa}_+) - \mu_1(\overline{oa}_-), \tag{47}
\end{equation}
where $o$ is the origin of $\mathbb{R}^2$.

**Chentsov Lantuéjoul fields** To each marked line $(x, v, r)$ associate the function $H_{(x,v,r)} : \mathbb{R}^2 \to \mathbb{R}$, defined by
\begin{equation}
H_{(x,v,r)}(a) := \begin{cases} 
0 & \text{if } (x, v) \notin \overline{oa} \\
r & \text{if } (x, v) \in \overline{oa}, \text{ and } x > 0, \\
-r & \text{if } (x, v) \in \overline{oa}, \text{ and } x < 0. \end{cases} \tag{48}
\end{equation}

Considering that the line $(x, v)$ splits $\mathbb{R}^2$ into two semi planes, the function $H_{(x,v,r)}$ gives height 0 to the points of the semi plane containing the origin, height $r$ to the points of the other semi plane, if the line cross the $x$ axis at a positive value, and height $-r$ if the line crosses the $x$ axis at a negative value. See Fig. 3.

Given a configuration $X \in \mathcal{X}$, defined in (63), define the field $H = H[X]$ by
\begin{equation}
H(a) := \sum_{(x,v,r) \in X} H_{(x,v,r)}(a), \quad a \in \mathbb{R}^2. \tag{49}
\end{equation}

The sum is finite, as it only collects the contribution of the lines intersecting the segment $[o, a]$, a property satisfied by $X \in \mathcal{X}$. In particular, $H(o) = 0$.
Figure 3: The marked lines \((x, v, r)\) and \((x', v', r')\) partition the time-space plane in 4 cones, each one at a constant height for the field \(H(x, v, r) + H(x', v', r')\), as indicated.

and for \(a, b \in \mathbb{R}^2\) we have

\[
H(b) - H(a) = \sum_{(x, v, r) \in X} r \left(1\{(x, v) \in ab_+\} - 1\{(x, v) \in ab_-\}\right). \tag{50}
\]

Denote \(K[X]\) by

\[
K(A) := \sum_{(x, v, r) \in X} r \mathbb{1}\{(x, v, r) \in A\}, \quad A \in \mathcal{B}(\mathbb{R}^3), \tag{51}
\]

the length empirical measure associated to \(X\). We have

\[
H(a) = K(\overline{ab}_+) - K(\overline{ab}_-). \tag{52}
\]

Let \(\mu \in \mathcal{M}\) and let \(X\) be a Poisson process in \(\mathbb{R}^3\), with intensity measure \(\mu\). \(X\) can be seen as a marked Poisson line process, \([14]\). The process \(H[X]\) is called \textit{Chentsov Lantuéjoul field} with control measure \(\mu\). The name comes from the Chentsov construction of the Lévy’s \([18]\) Brownian process with several parameters, also called Levy Chentsov field, defined later, and from Lantuéjoul \([15]\), who introduced a random field built from a Poisson line process with random marks \(r\) in \([-1, +1]\).

From (50) and (47) we conclude that if \(X\) is a Poisson process with intensity \(\mu\), \(H = H[X]\) and \(H = H[\mu]\), then

\[
\mathbb{E}H(a) = H(a), \quad a \in \mathbb{R}^2. \tag{53}
\]

**Law of large numbers** Let \(\mu \in \mathcal{M}\) and \(\mu_1\) as in (45). We construct a family of Poisson processes \((X^\varepsilon)_{\varepsilon > 0}\) as projections of a unique Poisson process \(X\) in \(\mathbb{R}^3 \times \mathbb{R}\), with intensity measure \(\mu(dx, dv, dr) dz\), by defining

\[
X^\varepsilon := \{(x, v, r) : (x, v, r, z) \in X, \ 0 < z < \varepsilon^{-1}\}. \tag{54}
\]
Figure 4: To the left, evolution of ideal particles and the position $o_t$. To the right, evolution of associated quasiparticles. Interpreting the colored trajectories as vertical steps, the right figure can be seen as a three dimensional perspective of the surface $H$.

For each $\varepsilon > 0$, $X^\varepsilon$ is a Poisson process on $\mathbb{R}^3$ with intensity measure $\varepsilon^{-1} \mu$. Let $\mathbb{P}$ and $\mathbb{E}$ be the probability and expectation associated to the process $X$. Denote $H^\varepsilon := \varepsilon H[X^\varepsilon]$ the rescaled Chentsov Lantuéjoul field given by

$$H^\varepsilon(a) := \varepsilon \sum_{(x,v,r) \in X^\varepsilon} H(x,v,r)(a) = K^\varepsilon(\overline{o \a}^+) - K^\varepsilon(\overline{o \a}^-),$$

by (52), where $K^\varepsilon(A) = \varepsilon K(A)$.

**Proposition 3.1.** Let $\mu \in \mathcal{M}$ and $(X^\varepsilon)_{\varepsilon > 0}$ be a family of Poisson processes, as defined in (54). Then,

$$\lim_{\varepsilon \to 0} H^\varepsilon(a) = H(a), \quad \mathbb{P}-a.s., \quad a \in \mathbb{R}^2,$$

where $H = H[\mu]$ was defined in (47).

**Proof.** For integer $\varepsilon^{-1}$, $X^\varepsilon$ is the union of $\varepsilon^{-1}$ processes

$$X^\varepsilon = \bigcup_{i=1}^{\varepsilon^{-1}} X_i,$$

where $X_i := \{(x,v,r) : (x,v,r,z) \in X, i - 1 \leq z < i\}$. (57)

By definition, $X_i$ are iid Poisson processes of intensity measure $\mu$. Hence, denoting $K_i = K[X_i]$, we have

$$H^\varepsilon(a) = \varepsilon \sum_{i=1}^{\varepsilon^{-1}} (K_i(\overline{o \a}^+) - K_i(\overline{o \a}^-)) \xrightarrow{\varepsilon \to 0} \mu_1(\overline{o \a}^+) - \mu_1(\overline{o \a}^-), \quad a.s.,$$

by the law of large numbers for iid random variables, because $\mathbb{E}(K_i(\overline{o \a}^-) - K_i(\overline{o \a}^-)) = \mu_1(\overline{o \a}^+) - \mu_1(\overline{o \a}^-) = H(a)$.
**Line white noise and Levy Chentsov field** Let $\mu \in \mathcal{M}$, and $\mu_2$ as in (46). Let marked line white noise with control measure $\mu_2$ be the random signed measure $\omega$ on $\mathcal{B}(\mathbb{R}^3)$ satisfying

a) for any Borel set $A$ with $\mu_2(A) < \infty$, the random variable $\omega(A)$ has centered Gaussian distribution with variance $\mu_2(A)$.

b) $\text{Cov}(\omega(A), \omega(B)) = \mu_2(A \cap B)$.

Following Chentsov [7], we construct the Levy Chentsov field $\eta = (\eta(a))_{a \in \mathbb{R}^2}$ as a function of the white noise $\omega$. Recall that $\overline{oa}$ is the set of lines intersecting the segment $[o,a]$ and define $\eta(a) := \omega(\overline{oa})$, $a \in \mathbb{R}^2$.

By definition, the field $\eta$ is centered Gaussian with covariances

$$\text{Cov}(\eta(a), \eta(b)) = \text{Cov}(\omega(\overline{oa}), \omega(\overline{ob})) = \mu_2(\overline{oa} \cap \overline{ob})$$

$$= \frac{1}{2} (\mu_2(\overline{oa}) + \mu_2(\overline{ob}) - \mu_2(\overline{ab})).$$

To check the last identity use $\overline{ab} \cup (\overline{oa} \cap \overline{ob}) = \overline{oa} \cup \overline{ob}$. We say that $\eta$ is a Levy-Chentsov field associated to the distance $d$ defined by $d(a, b) := \mu_2(\overline{ab})$.

The height of the field $\eta$ along any given line contained in $\mathbb{R}^2$ is Brownian motion:

**Lemma 3.2** (Time changed Brownian motion). Let $\mu \in \mathcal{M}$ and $\eta$ be the Levy Chentsov field for the distance $d(a, b) = \mu_2(\overline{ab})$. The processes $(\eta(t, x + vt))_{t \in \mathbb{R}}$ and $(\eta(t, x))_{x \in \mathbb{R}}$ satisfy

$$\text{law} (\eta(t, x + vt) - \eta(0, x)) \underset{t \in \mathbb{R}}{=} (B(\mu_2(\overline{a_0a_t})))_{t \in \mathbb{R}} , \quad a_s := (s, x + vs);$$

$$\text{law} (\eta(t, x) - \eta(t, 0)) \underset{x \in \mathbb{R}}{=} (B(\mu_2(\overline{b_xb_z})))_{x \in \mathbb{R}} , \quad b_x := (t, x).$$

Here $(B(\tau))_{\tau \in \mathbb{R}}$ is standard one-dimensional Brownian motion.

**Proof.** By the definition of white noise, both processes are Gaussian, have independent increments and their variances are given respectively by

$$\forall (t, x + vt) - \eta(s, x + vs)) = \mu_2(\overline{a_s a_t}) = \forall B(\mu_2(\overline{a_s a_t})),$$

$$\forall (\eta(t, x) - \eta(t, z)) = \mu_2(\overline{b_x b_z}) = \forall B(\mu_2(\overline{b_x b_z})).$$

Field fluctuations Under diffusive rescaling, a Chentsov Lantuéjoul field converges to a Levy Chentsov field. Define $\eta^\varepsilon = \eta^\varepsilon [X^\varepsilon]$, by

$$\eta^\varepsilon (b) := \frac{\mathcal{H}^\varepsilon (b) - \mathbb{E} \mathcal{H}^\varepsilon (b)}{\sqrt{\varepsilon}}, \quad b \in \mathbb{R}^2.$$ (59)

where $\mathcal{H}^\varepsilon$ was defined after (55).
Proposition 3.3 (Convergence to Levy Chentsov field). Let $\mu$ and $X^\varepsilon$ as in Proposition 3.1. The finite dimensional distributions of the field $\eta^\varepsilon$ converge to those of the field $\eta$: for any finite set $N \subset \mathbb{R}^2$

$$\lim_{\varepsilon \to 0} (\eta^\varepsilon(a))_{a \in N} \xrightarrow{\text{law}} (\eta(a))_{a \in N},$$

(60)

where $\eta$ is the Levy Chentsov field associated with the distance $d(a,b) = \mu_2(ab)$.

Proof. Since $H^\varepsilon(a) = K^\varepsilon(\overline{a}_-) - K^\varepsilon(\overline{a}_+)$ and the sets $\overline{a}_-$ and $\overline{a}_+$ are disjoint, it suffices to show that

$$\frac{1}{\sqrt{\varepsilon}} \left( K^\varepsilon(A) - \mu_1(A) \right) \xrightarrow{\text{law}} \omega(A), \quad A \in \mathcal{B}(\mathbb{R}^3),$$

(61)

where $\omega$ is white noise in $\mathcal{B}(\mathbb{R}^3)$ with control measure $\mu_2$, in particular $\omega(A)$ is centered Gaussian with variance $\mu_2(A)$. To see it, recall the decomposition (57) and for integer $\varepsilon^{-1}$ write $K^\varepsilon(A)[X^\varepsilon] = \sum_{i=1}^{\varepsilon^{-1}} K(A)[X_i]$, so that $K^\varepsilon(A)$ is a sum of iid random variables with mean $\mu_1(A)$, divided by the number of terms. The convergence (61) follows from the central limit theorem and, by Campbell’s theorem, the covariances are

$$\text{Cov}(K^\varepsilon(A), K^\varepsilon(B)) = \mu_2(A \cap B), \quad A, B \in \mathcal{B}(\mathbb{R}^3), \ \varepsilon > 0. \quad \Box$$

4 Hard rod limit theorems

When the rod lengths are all positive, the hard rod dynamics can be defined as a group of operators $(U_t)_{t \in \mathbb{R}}$, where $U_tY$ is the hard rod configuration at time $t$. When negative lengths are allowed, $U_tY$ can still be defined as a family of configurations, but $U_t$ cannot be seen as an operator because $U_tY$ is not a function of $Y$. However, one can still obtain limit theorems when the intensity measure $\mu$ satisfies some conditions.

The ideal gas evolution operator $T_t$ is defined by

$$T_tX := \{(x + vt, v, r) \in \mathbb{R}^3 : (x, v, r) \in X\}.$$  

(62)

$T_t$ is a group: $T_0 = \text{Identity}$ and $T_{t+s} = T_t T_s$. The set of configurations $X$ with finite absolute mass flows is defined by

$$X := \left\{ X \subset \mathbb{R}^3 : \sum_{(z, w, r) \in X} (|r| + 1)(\mathbb{1}\{z < x, z + wt \geq x + vt\} \right. 

+ \mathbb{1}\{z \geq x, z + wt < x + vt\}) < \infty; \ x, v, t \in \mathbb{R}\right\}.$$  

(63)

In particular, if $X \in X$, then $X$ is locally finite and $|m_a^b(X)| < \infty$, $a < b \in \mathbb{R}$. 


Positive lengths We consider some properties of the group \((U_t)_{t \in \mathbb{R}}\) in the positive case. Denote the set of nonnegative length configurations by
\[
\mathcal{X}_{\geq 0} := \{ X \in \mathcal{X} : r \geq 0 \text{ for all } (x,v,r) \in X \},
\]
the corresponding hard rod configuration set by
\[
\mathcal{Y}_{\geq 0} := \{ Y \in \mathcal{X}_{\geq 0} : (y,y+r) \cap (\tilde{y},\tilde{y}+\tilde{r}) = \emptyset, (y,v,r), (\tilde{y},\tilde{v},\tilde{r}) \in Y \},
\]
and the set of configuration with no rod containing \(a\) is denoted by
\[
\mathcal{Y}_a := \{ Y \in \mathcal{Y}_{\geq 0} : a \notin (y,y+r), (y,v,r) \in Y \}. (65)
\]
Notice that \(\mathcal{Y}_a\) include configurations having a hard rod (with left extreme) at \(a\). The dilation with respect to the point \(a\), defined in (7), now are labeled with the configuration and can be expressed by
\[
D_{\mathcal{X},a}(x) = x + m^b_a(X),
\]
\[
D_a \mathcal{X} = \{(D_{\mathcal{X},a}(x),v,r) : (x,v,r) \in \mathcal{X} \},
\]
where the signed mass of \(X\) between real points \(a\) and \(b\) is
\[
m^b_a(X) := \begin{cases} 
\sum_{(x,v,r) \in X} r \mathbb{1}\{a \leq x < b\} & \text{if } a < b \\
-\sum_{(x,v,r) \in X} r \mathbb{1}\{b \leq x < a\} & \text{if } a > b.
\end{cases} (68)
\]
Under (64) the map \(D_a : \mathcal{X} \to \mathcal{Y}_a\) is a bijection and its inverse is the contraction from a map \(C_a : \mathcal{Y}_a \to \mathcal{X}\), given by
\[
C_{Y,a}(y) := y - m^y_a(Y),
\]
\[
C_a \mathcal{Y} := \{(C_{Y,a}(y),v,r) : (y,v,r) \in \mathcal{Y} \}. (70)
\]
If \(Y \in \mathcal{Y} \setminus \mathcal{Y}_{\geq 0}\), then the map \(D_{Y,a}\) is not necessarily one-to-one, so the inverse is not well defined.

Let \(Y \in \mathcal{Y}_y\) and denote \(u_{v,t}(y)[Y]\) the position at time \(t\) of a quasiparticle with arbitrary finite length inserted at time zero in \(y\), with speed \(v\), defined by
\[
u_{v,t}(y) := y + vt + j(y,v,t)[C_y Y]. \quad Y \in \mathcal{Y}_y,
\]
where net mass flow \(j(x,v,t)[X]\) was defined in (6). The quasiparticle travels deterministically at speed \(v\) between collisions and jumps by \(r\) when it is crossed by a slower size \(r\) quasiparticle, and by \(-r\), if the crossing quasiparticle is faster. The flow \(jC_y Y\) is finite for the ideal gas configuration \(C_y Y \in \mathcal{X}\), see (63). The hard rod configuration at time \(t\) is defined by
\[
U_t \mathcal{Y} := \{(u_{v,t}(y),v,r) : (y,v,r) \in \mathcal{Y} \}. (72)
\]
In this definition we used that \(Y \in \mathcal{Y}_y\) for all \((y,v,r) \in Y\). We leave to the reader the proof of the following lemma.
Figure 5: The upper picture shows an ideal gas evolution and the ideal trajectory of a particle \((y, v, 0)\). To the left we see the length associated with each trajectory. The lower picture shows the trajectory \(u_{v,t}(y)[Y]\) associated with this configuration, and the quasiparticle trajectories.

**Lemma 4.1 (Group of operators).** The family \((U_t)_{t \in \mathbb{R}}\) operating on \(\mathcal{Y}_{\geq 0}\) is a group: \(U_0 Y = Y\) and \(U_{t+s} Y = U_t U_s Y\) for \(Y \in \mathcal{Y}_{\geq 0}\).

It is convenient to express \(U_t\) in terms of the ideal gas dynamics. Let \(S_a\) be the shift operator defined by

\[
S_a X := \{(y + a, v, r) : (y, v, r) \in X\}. \tag{73}
\]

For \(Y \in \mathcal{Y}_0\), denote the position of a zero length zero speed quasiparticle starting at the origin, by

\[
o_t[Y] := u_{0,t}(0) = j(0, 0, t)[C_0 Y], \quad Y \in \mathcal{Y}_0. \tag{74}
\]

**Lemma 4.2.** Assume \(Y \in \mathcal{Y}_0\). Then,

\[
U_t Y = S_{o_t} D_0 T_t C_0 Y, \quad Y \in \mathcal{Y}_0. \tag{75}
\]

**Sketch proof.** This lemma is proved in [4]; we give an idea of the proof. If there is no rod crossing the origin in the interval \([0, t]\), \(o_t = 0\) and for each \((x, v, r) \in X\), the mass of the configuration \(T_t X\) between the origin and \(x + vt\) is the mass of \(X\) in \((0, x)\) plus the net flow \(j(x, v, t)\), implying (75) holds. On the other hand, when a particle \((\tilde{x}, \tilde{v}, \tilde{r}) \in X\) cross the origin in that time interval, it shifts the configuration \(D_0 T_t X\) by \(\tilde{r} \text{ sign}(\tilde{v})\), while \(U_t Y\) is not shifted by these crossings. The operator \(S_{o_t}\) in (75) compensates these effects. \(\Box\)

The condition \(Y \in \mathcal{Y}_0\) could be dropped at the price of a more involved definition of \(o_t\). We will take \(Y = D_0 X\) which automatically belongs to \(\mathcal{Y}_0\), avoiding that problem.
Remark on negative lengths  When $X \in \mathcal{X} \setminus \mathcal{X}_{\geq 0}$ we can still define $D_0X$ by using (7). Give an ordered label to the particles in $X$, as we did in the Introduction: let $X = \{(x_i, v_i, r_i) : i \in \mathbb{Z} \}$, such that $x_i < x_{i+1}$ for all $i$. The dilated configuration $Y = D_0X = \{(y_i, v_i, r_i) : i \in \mathbb{Z} \}$, where $y_i = D_0(x_i)$ satisfies the condition

$$y_i + r_i \leq y_{i+1}, \quad i \in \mathbb{Z},$$

(76)
even when $r_i < 0$. Assuming $y_0 + r_0 \leq 0 < y_1$, define the compression map $C_0[Y]$ by

$$C_a(y_i) = y_i - \sum_{(y_j, v, r) \in Y} r_j \mathbb{1}\{0 < j < i\}$$

(77)

Hard rods and Chentsov Lantuéjoul fields  For $X \in \mathcal{X}$, the mass, dilation and flow in terms of field differences are:

$$m^b_a(X) = H(0, b) - H(0, a), \quad a, b \in \mathbb{R},$$

(78)

$$D_{X,a}(x) = x + H(0, x) - H(0, a),$$

(79)

$$j_X(x, v, t) = H(t, x + vt) - H(0, x),$$

(80)

where $H = H[X]$ is defined in (50). The position at time $t$ of the quasiparticle associated to $(x, v, r)$ is given by

$$y_{v,t}(x)[X] := u_{v,t}(D_{X,0}(x))[D_0X]$$

$$= x + H(0, x) + vt + H(t, x + vt) - H(0, x)$$

$$= x + vt + H(t, x + vt),$$

(81)

(82)
in particular $y_{0,t}(0) = H(t, 0) = \alpha_t$. If $Y = D_0X$, (72) and (82) give

$$U_tY = \{(y_{v,t}(x), v, r) : (x, v, r) \in X\}.$$  

(83)

Assume $\mu \in \mathcal{M}$, let $X$ be a Poisson process with intensity measure $\mu$ and $H = H[X]$. Recall the macroscopic field $H[\mu]$ defined in (47) and define the macroscopic dilation $D_0[\mu]$ and flow $j[\mu]$, by

$$D_0(x) := x + \mathbb{E}H(0, x) = x + H(0, x),$$

(84)

$$j(x, v, t) := \mathbb{E}H(t, x + vt) - \mathbb{E}H(0, x) = H(t, x + vt) - H(0, x).$$

(85)

From (81) and (80) we have

$$y_{v,t}(x) := \mathbb{E}y_{v,t}(x) = D_0(x) + vt + j(x, v, t)$$

$$= x + vt + H(t, x + vt).$$

(86)

(87)
**Law of large numbers**  Let $X^\varepsilon$ be a Poisson process with intensity measure $\varepsilon^{-1}\mu$ and denote the rescaled positions

$$y_{v,t}^\varepsilon(x) := \varepsilon y_{v,t}(x)|X^\varepsilon|,$$

$$D_a^\varepsilon(x) := x + \varepsilon m_a^\varepsilon X^\varepsilon.$$  \hspace{1cm} (88)  

Proof of Theorem 2.1. This is a corollary to Proposition 3.1, by taking $\mu(dx,dv,dr) = f(x,v,r)\,dxdvdr$. Using the identities (80), (82), (86) and the law of large numbers (56) for $H^\varepsilon$, we have

$$\lim_{\varepsilon \to 0} j_{\varepsilon}^t(x,v,t) = j(x,v,t), \quad \mathbb{P}\text{-a.s.}$$

$$\lim_{\varepsilon \to 0} y_{\varepsilon}^t(x) = y_{v,t}(x), \quad \mathbb{P}\text{-a.s.}$$

$$\lim_{\varepsilon \to 0} D_a^\varepsilon(x) = D_a(x), \quad \mathbb{P}\text{-a.s.}$$

**Hard rod hydrodynamics**  Let $\mu \in \mathcal{M}$ and $X^\varepsilon$ be a Poisson process in $\mathbb{R}^3$ with intensity measure $\varepsilon^{-1}\mu$. Let $Y^\varepsilon := D_0X^\varepsilon$. Recall the hard rod length empirical measure at time $t$, starting with $Y^\varepsilon$,

$$K_t^\varepsilon\varphi = \varepsilon \sum_{(y,v,r) \in U_tY^\varepsilon} r \varphi(y,v,r) = \varepsilon \sum_{(x,v,r) \in X^\varepsilon} r \varphi(y_{v,t}^\varepsilon(x),v,r),$$

by (83). Denote

$$\kappa_t\varphi := \iint \mu(dx,dv,dr) r \varphi(y_{v,t}(x),v,r).$$

**Theorem 4.3** (Law of Large Numbers). Let the test function $\varphi$ be

$$\varphi(y,v,r) = \phi(v,r) \mathbb{1}\{y \in [a,b]\}, \quad v, r \in \mathbb{R}.$$  \hspace{1cm} (92)  

where $\phi : \mathbb{R}^2 \to \mathbb{R}$ is some bounded non-negative function and $a < b \in \mathbb{R}$. Then,

$$\lim_{\varepsilon \to 0} K_t^\varepsilon\varphi = \kappa_t\varphi, \quad \mathbb{P}\text{-a.s. and in } L_1.$$  \hspace{1cm} (93)

**Proof.** We first show the nonnegative length case, and afterwards sketch the general case. Assume $X \in \mathcal{X}_{\geq 0}$ and denote

$$A_t^\varepsilon\varphi := \varepsilon \sum_{(x,v,r) \in X^\varepsilon} r \varphi(y_{v,t}(x),v,r).$$

Since $A_t^\varepsilon\varphi$ is of the form $\varepsilon \sum_{(x,v,r) \in X^\varepsilon} \varphi((x,v,r))$, Proposition 3.1 implies

$$\lim_{\varepsilon \to 0} A_t^\varepsilon\varphi = \kappa_t\varphi, \quad \mathbb{P}\text{-a.s.}$$  \hspace{1cm} (95)
because $\mathbb{E}A_i^\varepsilon \varphi = \kappa_i \varphi$. To show that $|K_i^\varepsilon \varphi - A_i^\varepsilon \varphi|$ converges to zero, write

$$
|K_i^\varepsilon \varphi - A_i^\varepsilon \varphi| \leq \varepsilon \sum_{(x,v,r) \in \mathcal{X}} r \phi(v,r) \left( \mathbb{1}\{y_{v,t}^\varepsilon(x) \in [a, b]\} - \mathbb{1}\{y_{v,t}(x) \in [a, b]\} \right)
$$

$$
\leq \varepsilon \sum_{(x,v,r) \in \mathcal{X}} r \phi(v,r) \left( \mathbb{1}\{x \in [x_{v,t}^\varepsilon(a), x_{v,t}(a)]\} + \mathbb{1}\{x \in [x_{v,t}^\varepsilon(b), x_{v,t}(b)]\} \right),
$$

(96)

where $I[z, \tilde{z}]:= [z \land \tilde{z}, z \lor \tilde{z}]$, and

$$
x_{v,t}^\varepsilon(z) := \inf\{x : y_{v,t}^\varepsilon(x) \geq z\},
$$

(97)

$$
x_{v,t}(z) := \inf\{x : y_{v,t}(x) \geq z\}.
$$

(98)

Take $a' < a < a''$. Since $y_{v,t}^\varepsilon(x) \to y_{v,t}(x)$ and both $y_{v,t}^\varepsilon(x)$ and $y_{v,t}(x)$ are non decreasing functions of $x$, we have $x_{v,t}^\varepsilon(z) \to x_{v,t}(z)$ for each $z \in \mathbb{R}$ and consequently, for sufficiently large $\varepsilon$, $x_{v,t}(a') \leq x_{v,t}^\varepsilon(a) \leq x_{v,t}(a'')$. Since the same domination holds for $x_{v,t}(a)$, we have

$$
\lim_{\varepsilon \to 0} \varepsilon \sum_{(x,v,r) \in \mathcal{X}} r \phi(v,r) \mathbb{1}\{x \in [x_{v,t}^\varepsilon(a), x_{v,t}(a)]\}
$$

$$
\leq \lim_{\varepsilon \to 0} \varepsilon \sum_{(x,v,r) \in \mathcal{X}} r \phi(v,r) \mathbb{1}\{x \in [x_{v,t}(a'), x_{v,t}(a'')]\}
$$

$$
= \iint \int \mu(dx, dv, dr) r \phi(v,r) \mathbb{1}\{x \in [x_{v,t}(a'), x_{v,t}(a'')]\},
$$

(99) (100) (101)

The same argument works for the expression involving $b$ in (96). Taking limits $a' \nearrow a$, $a'' \searrow a$, $b' \nearrow b$ and $b'' \searrow b$, and the fact that $\mu \in \mathcal{M}$ and $\phi$ is uniformly bounded, we get that (96) goes to zero a.s..

To show the convergence in $L_1$, use (96) to get

$$
\mathbb{E}|K_i^\varepsilon \varphi - A_i^\varepsilon \varphi| \leq \mathbb{E} \varepsilon \sum_{(x,v,r) \in \mathcal{X}} r \phi(v,r) \left( \mathbb{1}\{x \in [x_{v,t}^\varepsilon(a), x_{v,t}(a)]\} + \mathbb{1}\{x \in [x_{v,t}^\varepsilon(b), x_{v,t}(b)]\} \right)
$$

$$
= \iint \int \mu(dx, dv, dr) r \phi(v,r) \left( \mathbb{P}(x \in [x_{v,t}^\varepsilon(a), x_{v,t}(a)]) + \mathbb{P}(x \in [x_{v,t}^\varepsilon(b), x_{v,t}(b)]) \right),
$$

(102) (103)

where the identity follows from the Slyvniak-Mecke theorem [19]. The expression (103) converges to zero by bounded convergence and the fact that $x_{v,t}^\varepsilon(z) \to x_{v,t}(z)$ a.s..

To show the general case $r \in \mathbb{R}$, multiply each term of the sum (99) by $\mathbb{1}\{r \geq 0\} + \mathbb{1}\{r < 0\}$ obtaining two sums. To conclude, apply analogous monotonicity arguments to each of the sums.
Positional fluctuations

Proof of Theorem 2.4. In view of (82), we have
\[ \frac{1}{\sqrt{\varepsilon}} (y_{v,t}^\varepsilon(x) - y_{v,t}(x)) = \frac{1}{\sqrt{\varepsilon}} \left( \mathcal{H}(t, x + vt) - \mathbb{E}\mathcal{H}(t, x + vt) \right), \]
which converges to the Levy Chentsov field, by Proposition 3.3. Observe that the covariances are constant in \( \varepsilon \) and given by
\[ \text{Cov}(y_{v,t}^\varepsilon(x), y_{v,t}^\varepsilon(\tilde{x})) = \frac{1}{\varepsilon} \mathbb{E}\left( (y_{v,t}^\varepsilon(x) - y_{v,t}(x))(y_{\tilde{v},\tilde{t}}^\varepsilon(\tilde{x}) - y_{\tilde{v},\tilde{t}}(\tilde{x})) \right), \]
where \( a := (t, x + vt), b := (\tilde{t}, \tilde{x} + \tilde{v}\tilde{t}) \).

5 Macroscopic dynamics

Admissible functions In order to find partial differential equations and stochastic differential equations for the hydrodynamic limit solutions, in this section we assume that the measure \( \mu \in \mathcal{M} \) is absolutely continuous with density \( f \in \mathcal{F} \), defined as follows. Measurability of all functions is assumed. Define the set of dominated macroscopic densities as follows.
\[ \mathcal{L} := \left\{ \gamma : \mathbb{R}^2 \to \mathbb{R}_{\geq 0} : \iint (v^2 + r^2 + 1)\gamma(v, r)dvdr < \infty \right\}, \]
\[ \mathcal{F}_\gamma := \left\{ f : \mathbb{R}^3 \to \mathbb{R}_{\geq 0} : f(\cdot, v, r) \in C^1(\mathbb{R}), \text{ and} \right. \]
\[ \left. \max\{\|f(\cdot, v, r)\|_\infty, \|\partial_x f(\cdot, v, r)\|_\infty\} \leq \gamma(v, r), (v, r) \in \mathbb{R}^2 \right\}. \]
Define the mass and momentum functions of \( f \in \bigcup_{\gamma \in \mathcal{L}} \mathcal{F}_\gamma \) by
\[ \sigma_f(x) := \iint r f(x, v, r) dvdr, \quad \zeta_f(x) := \iint vr f(x, v, r) dvdr, \]
respectively. By the Dominated Convergence Theorem, \( \sigma_f \) and \( \zeta_f \) are in \( C^1(\mathbb{R}) \). Moreover, if \( f \) is in \( \mathcal{F}_\gamma \), then, \( ||\sigma_f||_\infty \) and \( ||\sigma_f||_\infty \) are bounded above by \( ||\gamma||_1 \) and, \( ||\zeta_f||_\infty \) and \( ||\zeta_f||_\infty \) are bounded above by \( ||vr\gamma(v, r)||_1 \). Define
\[ \mathcal{F} := \left\{ f \in \bigcup_{\gamma \in \mathcal{L}} \mathcal{F}_\gamma : \sigma_f(x) > 0, \text{ for all } x \in \mathbb{R} \right\}. \]
The condition \( \sigma_f > 0 \) is necessary to have invertible dilation operators.
**Dilation and contraction** Define the subset of dilated macroscopic densities as

\[ \mathcal{G} := \{ f \in \mathcal{F} : \| \sigma_f \|_\infty < 1 \}. \]

Let \( f \) in \( \mathcal{F} \), \( g \) in \( \mathcal{G} \) and \( a \) in \( \mathbb{R} \). Define the dilation and contraction functions \( D_{f,a} : \mathbb{R} \to \mathbb{R} \), \( C_{g,a} : \mathbb{R} \to \mathbb{R} \), by

\[
D_{f,a}(b) := b + \int_a^b \sigma_f(x) dx, \quad C_{g,a}(b) := b - \int_a^b \sigma_g(y) dy, \quad a, b \in \mathbb{R}.
\]

Define the dilation and contraction operators \( D_a : \mathcal{F} \to \mathcal{G} \), \( C_a : \mathcal{G} \to \mathcal{F} \) by

\[
D_af(x,v,r) = f(D^{-1}_{f,a}(x),v,r), \quad C_ag(x,v,r) = g(C^{-1}_{g,a}(x),v,r) \quad \text{for all } x, v, r \in \mathbb{R}.
\]

Notice that \( D^{-1}_{a} = C_a \) and that the derivatives are

\[
\frac{d}{dx} D_{f,a}(x) = 1 + \sigma_f(x), \quad \frac{d}{dy} C_{g,a}(y) = 1 - \sigma_g(y).
\]

In particular, \( \frac{d}{dy} C_{g,a}(y) \geq 1 - \| \sigma_g \|_\infty > 0 \). Thus, both functions are diffeomorphisms, the former is a dilation and the latter is a contraction.

The dilation and contraction operators conserve mass. For \( f \) in \( \mathcal{F} \), \( g \) in \( \mathcal{G} \) and \( a, b, c \) in \( \mathbb{R} \), we have

\[
\int_{D_{f,a}(b)}^{D_{f,a}(c)} \sigma_{D_a}f(y)dy = \int_b^c \sigma_f(x)dx, \quad \int_{C_{g,a}(b)}^{C_{g,a}(c)} \sigma_{C_a}g(x)dx = \int_b^c \sigma_g(y)dy.
\]

This follows considering the change of variable \( x = D^{-1}_{f,a}(y) \) for the first identity and \( y = C_{g,a}^{-1}(x) \) for the second one. Along the way, one can verify the following identities

\[
\sigma_{D_a}f(D_{f,a}(x)) = \frac{\sigma_f(x)}{1 + \sigma_f(x)},
\]

\[
\sigma_{C_a}g(C_{g,a}(y)) = \frac{\sigma_g(y)}{1 - \sigma_g(y)}.
\]

The shift operator \( S_a \) applied to \( f \) in \( \mathcal{F} \) or \( g \) in \( \mathcal{G} \) is given by

\[
S_a f(x,v,r) := f(x - a, v, r).
\]

**Proposition 5.1.** Let \( a, q \) and \( p \) in \( \mathbb{R} \).

1. If \( f \) in \( \mathcal{F} \) and \( g := D_q f \); then \( C_{g,q} = D_{f,q}^{-1} \) and \( g \) in \( \mathcal{G} \).

1’ If \( g \) in \( \mathcal{G} \) and \( f := C_{q,g} \); then \( C_{g,q} = D_{f,q}^{-1} \).

2. The operators \( D_q \) and \( C_q \) are inverses of each other.

3. With \( b := p - D_{f,q}^{-1}(p - a) \), the following diagram commutes.
4. With \( c := C_{S_a,g,q}(p + a) - p \), the following diagram commutes. (Since \( C_p \) is a bijection with inverse \( D_p \), we can express \( c \) as function on \( F \), by the formula \( c(f) = C_{S_a,D_p,q}(p + a) - p \).

\[
\begin{array}{ccc}
\mathcal{F} & \xrightarrow{D_p} & \mathcal{G} \\
\downarrow S_a & & \downarrow S_a \\
\mathcal{F} & \xrightarrow{D_p} & \mathcal{G}
\end{array}
\]

**Proof.** 1. By the definitions, \( C_{g,q}(D_{f,q}(q)) = C_{g,q}(q) = q \). On the other hand, by the chain rule and the definitions,

\[
\frac{d}{dz}(C_{g,q} \circ D_{f,q}(z))|_{z=x} = \left( \frac{d}{dz} C_{g,q}(z) \bigg|_{z=D_{f,q}(x)} \right) \left( \frac{d}{dz} D_{f,q}(z) \bigg|_{z=x} \right) = (1 - \sigma_g(D_{f,q}(x)))(1 + \sigma_f(x)) = \left(1 - \frac{\sigma_f(x)}{1 + \sigma_f(x)}\right)(1 + \sigma_f(x)) = 1
\]

To show that \( g \) in \( \mathcal{G} \) we compute its mass function:

\[
\sigma_g(y) = \sigma_{D_q,f}(y) = \iiint r \, D_q f(y,v,r) \, dvdr = \frac{\sigma_f(D_{f,q}^{-1}(y))}{1 + \sigma_f(D_{f,q}^{-1}(y))},
\]

and so \( ||\sigma_g||_\infty < 1 \) follows from the fact than for every \( y \), \( \sigma_g(y) < 1 \).

1'. The proof is analogous to the one before.

2. Let us prove that \( C_q \circ D_q \) is the identity operator in \( \mathcal{F} \). Let \( f \) in \( \mathcal{F} \), and let \( g := D_q f \). Then, by the first statement, for every \( (x,v,r) \) in \( \mathbb{R}^3 \) we have that

\[
C_q \circ D_q f(x,v,r) = C_q g(x,v,r) = \frac{g(C^{-1}_{g,q}(x),v,r)}{1 - \sigma_g(C^{-1}_{g,q}(x))} = \frac{g(D_{f,q}(x),v,r)}{1 - \sigma_g(D_{f,q}(x))} = \frac{f(x,v,r)}{(1 + \sigma_f(x))(1 - \sigma_g(D_{f,q}(x)))} = f(x,v,r)
\]
as claimed. Analogously it can be shown that \( D_q \circ C_q \) is the identity in \( G \).

3. We want to show that \( S_a D_q f(x, v, r) = D_p S_b f(x, v, r) \), \((x, v, r)\) in \( \mathbb{R}^3 \). By definition, this is equivalent to

\[
\frac{f(D_{f,q}^{-1}(y-a), v, r)}{1 + \sigma_f(D_{f,q}^{-1}(y-a))} = \frac{f(D_{f,p}^{-1}(y-b), v, r)}{1 + \sigma_f(D_{f,p}^{-1}(y-b))}
\]  

(114)

So it suffices to show \( D_{f,q}^{-1}(y-a) = D_{f,p}^{-1}(y-b) =: q(b) \). But \( q(b) = D_{f,p-b}(y-b) \), by definition. Hence, it suffices to prove that \( y-a = q(b) + \int q(b) \sigma_f(x) dx \). The identity holds for \( y=p \), by definition of \( b \). Taking the derivative w.r.t. \( q(b) \), we obtain \( 1 + \sigma_f(q(b)) \) on both sides.

4. It reduces, analogously to the proof of the third statement, to verify the equality \( C_{g,p}^{-1}(y-c) = C_{S_{a,g,q}}^{-1}(y-a) \), which certainly holds for \( y=p+c \).

**Remark 5.2.** In particular, we have \( C_{x+z}S_z = S_z \) and \( D_{x+z}S_z = S_zD_x \), for all \( x \) and \( z \) in \( \mathbb{R} \).

**Time evolution** Define the ideal gas evolution operator \( T_t : \mathcal{F} \to \mathcal{F} \) by

\[
T_t f(x, v, r) := f \circ T_{-t}(x, v, r) = f(x - vt, v, r).
\]

(115)

This operator is a bijection with inverse \( T_{-t} \). Notice that \( T_t \) conserves \( \mathcal{F} \): \( f \in \mathcal{F} \) if and only if \( T_t f \in \mathcal{F} \).

For \( f \in \mathcal{F} \) define the (macroscopic) mass flow

\[
j^+_f(x, v, t) := \int_{-\infty}^{v} \int_{x+(v-w)t}^{\infty} r f(z, w, r) dr dz dw,
\]

(116)

\[
j^-_f(x, v, t) := \int_{v}^{\infty} \int_{x+(v-w)t}^{\infty} r f(z, w, r) dr dz dw,
\]

(117)

\[
j_f(x, v, t) := j^+_f(x, v, t) - j^-_f(x, v, t).
\]

(118)

The flow \( j^+_f(x, v, t) \) gives the mass crossing the trajectory \((s, x + vs)_{s \in [0, t]}\) with speeds less than \( v \), when the initial density is \( f \), and \( j^-_f(x, v, t) \) collects the faster mass crossing the same trajectory. The net flow \( j_f \) is the difference of those. If \( f \in \mathcal{F}_\gamma \), for some \( \gamma \in \mathcal{L} \), then

\[
|j^+_f(x, v, t)| \leq \int_{-\infty}^{v} \int_{-\infty}^{\infty} |v-w| |t| |r| \gamma(w, r) dr dw < \infty,
\]

(119)
by definition of $L$. Analogously $|j_f^+(x,v,t)| < \infty$. We conclude that
\[ |j_f^+(x,v,t)| < \infty, \quad |j_f(x,v,t)| < \infty, \quad f \in \mathcal{F}, \quad x,v,t \in \mathbb{R}. \]  
(120)

Define the hard-rod evolution operator $U_t : \mathcal{G} \to \mathcal{G}$ by
\[ U_t g(y,v,r) := S_0 \mathcal{D}_0 T_t \mathcal{C}_0 g(y,v,r) \]  
(121)
\[ o_t := j_{\mathcal{C}_0 g}(0,0,t). \]  
(122)

As in the microscopic case, $\mathcal{D}_0 T_t \mathcal{C}_0 g$ is the macroscopic hard rod evolution as seen from a zero-speed, zero-length quasiparticle $(0,0,0)$, added at the origin at time 0, and $o_t$ is the position of this quasiparticle at time $t$. The shift by $o_t$ is performed in order to obtain the hard rod evolution of $g$ (as seen from the origin).

For every $g$ in $\mathcal{G}$, we define the macroscopic position at time $t$ of a hard rod $(q,v,r)$, as the bijection $u_{g,v,t} : \mathbb{R} \to \mathbb{R}$
\[ u_{g,v,t}(q) := q + vt + j_{\mathcal{C}_q g}(q,v,t). \]  
(123)

Notice that this does not depend on the length $r$.

**Lemma 5.3 (Quasiparticle evolution).** Let $g$ in $\mathcal{G}$ and $(q,v,t)$ in $\mathbb{R}^3$. Then $u_{g,v,t} : \mathbb{R} \to \mathbb{R}$ is a diffeomorphism and, for every $(p,w)$ in $\mathbb{R}^2$, the following formulas hold.

\[ u_{g,v,t}(q) = C_{g,p}(q) + vt + j_{\mathcal{C}_p g}(p,w,t) + \int_{p+wt}^{C_{g,p}(q)+vt} \sigma T_t \mathcal{C}_p g(x)dx \]  
(124)
\[ \frac{d}{dq} u_{g,v,t}(q) = (1 - \sigma_g(q))(1 + \sigma T_t \mathcal{C}_p g(C_g,p(q) + vt)) \]  
(125)

**Proof.** Since $C_q g(x,v,r) = C_{a,q} g(x - q + C_{g,a}(q),v,r)$, a change of variables give us the following alternative formulation. Note that the function we integrate is different and does not depend on $q$.

\[ j_{\mathcal{C}_q g}(q,v,t) = \int r \int C_{g,a}(q) + (v-w)t \mathcal{C}_a g(x,\tilde{w},r)dxd\tilde{w}dr. \]  
(126)

Then,
\[ u_{g,v,t}(q) := q + vt + j_{\mathcal{C}_q g}(q,v,t) \]
\[ = q + vt + \int r \int C_{g,p}(q) + (v-w)t \mathcal{C}_p g(x,\tilde{w},r)dxd\tilde{w}dr \]
\[ = q + vt + \int r \int \mathcal{C}_p g(x,\tilde{w},r)dx + \int_{p}^{p+(w-\tilde{w})} \mathcal{C}_p g(x,\tilde{w},r)dx \]
\[ + \int_{p+(w-\bar{w})t}^{C_{s,p}(q)+(v-\bar{w})t} C_{p,g}(x,\bar{w},r)dx \, d\bar{w}dr. \]

Now, the first integral, together with the term \( q \), is equal to \( C_{g,p}(q) \). The second integral is equal to \( j_{c_{p,g}}(p,w,t) \). Finally, by the change of variable \( y := x + \bar{w}t \), we can see that the third integral is equal to \( \int_{p+wt}^{C_{s,p}(q)+vt} \sigma_{T}c_{p,g}(x)dx \). The formula for \( u_{g,v,t} \) follows, from which we can deduce the formula for its derivative as it is done below.

Denote \( \hat{q} := C_{g,p}(q) \) and compute

\[
\frac{d}{dq} u_{g,v,t}(q) = \frac{d}{dq}(\int_{p+wt}^{q+vt} \sigma_{T}c_{p,g}(x)dx) + \frac{d}{dq} \left( \int_{p+wt}^{q+vt} \sigma_{T}c_{p,g}(x)dx \right) \frac{d}{dq}(q) \\
= \frac{d}{dq}(q) \left( 1 + \frac{d}{dq} \left( \int_{p+wt}^{q+vt} \sigma_{T}c_{p,g}(x)dx \right) \right) \\
= (1 - \sigma_{g}(q)) \left( 1 + \sigma_{T}c_{p,g}(\hat{q} + vt) \right). \quad \square
\]

**Corollary 5.4 (Monotonicity and smoothness).** For every \( g \) in \( \mathcal{G} \) and every \((v,t)\) in \( \mathbb{R}^{2} \), the function \( u_{g,v,t} \) is increasing and smooth.

We still need some previous lemmas before facing the proof of the existence and uniqueness theorem for the hydrodynamic equation. The following one is the macroscopic counterpart of (75).

**Lemma 5.5 (Evolution formula).** Let \( g \) in \( \mathcal{G} \). Then, for \( p,q,v,w,t \in \mathbb{R} \),

\[ g(u_{g,v,t}^{-1}(q),v,r) \frac{d}{dq} u_{g,v,t}^{-1}(q) = S_{a} \mathcal{D}_{p+wt} \mathcal{T}_{t} c_{p,g}(q,v,r), \quad (127) \]

where \( a = j_{c_{p,g}}(p,w,t) \).

**Proof.** Let us write \( f := c_{p,g} \), \( \hat{q} := C_{g,p}(u_{g,v,t}^{-1}(q)) \) and \( u = u_{g,v,t} \). By Lemma 5.3, we have that

\[
\frac{d}{dq} u^{-1}(q) = \left( \frac{d}{dx} u(x) \big|_{x=u^{-1}(q)} \right)^{-1} \\
= \left( 1 - \sigma_{g}(u^{-1}(q)) \right)^{-1} \left( 1 + \sigma_{T}f(\hat{q} + vt) \right)^{-1}. \quad (128)
\]

We claim that

\[ \mathcal{D}_{\mathcal{T}_{f,p+wt}}(\hat{q} + vt) = q - a. \quad (129) \]
Indeed, first we see that, by the involved definitions,

\[
j_f(p, v, t) - j_f(p, w, t) = \int_0^{+\infty} r \int_{-\infty}^{+\infty} \int_{p+(v-w)t}^{p+(v-w)t} f(x, \tilde{w}, r) \, dx \, d\tilde{w} \, dr \\
= \int_{p+vt}^{p+vt} \sigma_{\tau_f}(x) \, dx = D_{\tau_f(p+vt)}(p+vt) - (p+vt).
\]

From the last equation, together with Lemma 5.3, we see that (129) holds for \( q = u(p) \). Second, taking the derivative w.r.t. \( q \) on (129), applying the chain rule and using (128), we get

\[
\frac{d}{dq} D_{\tau_f(p+vt)}(\hat{q} + vt) = \left( \frac{d}{dq} D_{\tau_f(p+vt)}(q) \right) \bigg|_{q=\hat{q}+vt} \frac{dq}{dt}(q) \\
= \left( 1 + \sigma_{\tau_f}(\hat{q} + vt) \right) \left( \frac{d}{dq} C_{g,p}(q) \right) \bigg|_{q=u_{g,v,t}^{-1}(q)} \frac{dq}{dt} u_{g,v,t}^{-1}(q) \\
= \left( 1 + \sigma_{\tau_f}(\hat{q} + vt) \right) \left( 1 - \sigma_g(u_{g,v,t}^{-1}(q)) \right) \frac{dq}{dt} u_{g,v,t}^{-1}(q) = 1 = \frac{dq}{dt} (q - a).
\]

Thus equation (129) holds, as claimed. Finally, by definition of \( \hat{q} \), we have that \( u_{-1}(q) = C_{g,p}^{-1}(\hat{q}) \). Using this identity, together with equations (128) and (129), we get

\[
g(u^{-1}(q), v, r) \frac{d}{dq} u^{-1}(q) = \frac{g(C_{g,p}^{-1}(\hat{q}), v, r)}{(1 - \sigma_g(C_{g,p}^{-1}(\hat{q})))(1 + \sigma_{\tau_f}(\hat{q} + vt))} \\
= \frac{g(\hat{q}, v, r)}{(1 + \sigma_{\tau_f}(\hat{q} + vt))} \\
= T_{\tau_f}(\hat{q} + vt, v, r) \\
= D_{p+vt} T_{\tau_f} D_{\tau_f(p+vt)}(\hat{q} + vt, v, r) \\
= D_{p+vt} T_{\tau_f}(q - a, v, r) \\
= S_a D_{p+vt} T_{\tau_f}(q, v, r) \\
= S_a D_{p+vt} T_{\tau_f} C_{g,p}(q, v, r). \quad \Box
\]

**Corollary 5.6** (Alternative evolution formula). We have

\[
U_t g(q, v, r) = g(u_{g,v,t}^{-1}(q), v, r) \frac{d}{dq} u_{g,v,t}^{-1}(q). \quad (130)
\]

**Lemma 5.7** (Group property). The family \( (U_t)_{t \in \mathbb{R}} \) is a group: \( U_0 = \text{Identity} \) and \( U_{t+s} = U_t U_s \), for \( t, s \in \mathbb{R} \).

**Proof.** It is clear that \( U_0 g = g \). Let \( t \) and \( s \) in \( \mathbb{R} \). We want to prove that \( U_s U_t g = U_{t+s} g \). Let us choose \( (p, w) \) in \( \mathbb{R}^2 \) arbitrarily. Let \( a := \)
\( j_{c_p}(p, w, t), \ b := j_{c_{p+w(t+s)}} \) and \( c := j_{c_p}(p, w, t + s) \).

From their definitions, it can be proved that \( c = a + b \). Now, we compute

\[
\mathcal{U}_s \mathcal{U}_t g = (S_b D_{p+w(t+s)} + S_s C_{p+w(t+s)}) (\mathcal{U}_t g) \quad \text{(by Lemma 5.5)}
\]

\[
= (S_b D_{p+w(t+s)} + S_s C_{p+w(t+s)}) (S_a D_{p+w} T_t C_{p}) \quad \text{(by Lemma 5.5)}
\]

\[
= S_b D_{p+w(t+s)} + S_s (C_{p+w(t+s)} S_a D_{p+w} T_t C_p)
\]

\[
= S_b (D_{p+w(t+s)} + S_a T_s) C_p g
\]

\[
= (S_b S_a) D_{p+w(t+s)} T_t C_p g
\]

\[
= (S_b + S_a) D_{p+w(t+s)} T_t C_p g
\]

\[
= \mathcal{U}_{t+s} g. \quad \text{(by Lemma 5.5)}
\]

The next lemma shows the equivalence between the definitions (35) and (121) of \( g_t \).

**Lemma 5.8 (Equivalence).** Let \( f \in \mathcal{F} \), \( g := D_0 f \), \( g_t := S_o D_0 T_t C_0 g \) and \( y_{f,v,t}(x) := D_{f,0}(x) + v t + j_f(x,v,t) \). Then,

\[
\int \int \int dxdvdr \ \varphi(y_{f,v,t}(x), v, r)
\]

\[
= \int \int \int dqvdvr \ g_t(q,v,r) \ \varphi(q,v,r). \quad \text{(132)}
\]

**Proof.** Lighten notation by writing \( y_{v,t} = y_{f,v,t} \) and \( u_{v,t} = u_{g,v,t} \), and recall \( y_{v,t}(x) = u_{v,t}(D_0(x)) \). Changing variables \( x = y_{v,t}^{-1}(q) \), we have

\[
dx = \frac{d}{dq} y_{v,t}^{-1}(q) \ dq = \frac{d}{dq} C_{g,0}(u_{v,t}^{-1}(q)) \ dq = (1 - \sigma_g(u_{v,t}^{-1}(q))) \ \frac{d}{dq} u_{v,t}^{-1}(q) \ dq,
\]

by (112), and

\[
\int \int \int dxdvdr \ \varphi(y_{v,t}(x), v, r)
\]

\[
= \int \int \int dqvdvr \ \varphi(y_{v,t}^{-1}(q), v, r) \ \left(1 - \sigma_g(u_{v,t}^{-1}(q))\right) \ \frac{d}{dq} u_{v,t}^{-1}(q)
\]

\[
= \int \int \int dqvdvr \ \varphi(C_{g,0} u_{v,t}^{-1}(q), v, r) \ \left(1 - \sigma_g(u_{v,t}^{-1}(q))\right) \ \frac{d}{dq} u_{v,t}^{-1}(q)
\]

\[
= \int \int \int dqvdvr \ g(u_{v,t}^{-1}(q), v, r) \ \varphi(q,v,r) \ \frac{d}{dq} u_{v,t}^{-1}(q), \quad \text{by (111)}
\]

\[
= \int \int \int dqvdvr \ g_t(q,v,r) \ \varphi(q,v,r), \quad \text{by (127)}
\]

In the second identity we used that (18) implies \( y_{v,t}^{-1}(q) = C_{g,0} u_{v,t}^{-1}(q) \).

Indeed, \( y_{v,t}(x) = u_{v,t}(D_{f,0}(x)) \), where \( u_{v,t} = u_{g,v,t} \) is defined in (123). \( \square \)
Proof of the density evolution theorem  Recall the definition of $\sigma_f$ and $\zeta_f$ in (109) and denote
\[ \sigma_g(q, t) = \sigma_{g_t}(q), \quad \zeta_g(q, t) = \zeta_{g_t}(q). \] (133)

Proof of Theorem 2.5. We first prove that $g_t = \mathcal{U}_tg$ satisfies the evolution equation. It is clear that $g$ satisfies the initial condition. Now, by the group property of Lemma 5.7, it suffices to verify the differential equation at time $t = 0$. More precisely, for the general case $t = t_0$ we could satisfy the differential equation for $t = 0$ and the initial condition $\mathcal{U}_{t_0}g$, using the function $\mathcal{U}_t\mathcal{U}_{t_0}g = \mathcal{U}_{t_0+s}g$. Then simply by shifting its time dependence we would get that $\mathcal{U}_tg$ satisfies the differential equation for $t = s$.

Let us write $u(q, v, t) := u_{q,v,t}(q)$ and $\hat{u}(q, v, t) := u_{q,v,t}^{-1}(q) =: \hat{y}$. Now, first we compute, using the chain rule,
\[ 1 = \partial_q(q) = \partial_q(u(\hat{u}(q, v, t), v, t)) = (\partial_q u(\hat{y}, v, t)) (\partial_q \hat{u}(q, v, t)). \]
Then $\partial_q \hat{u}(q, v, t) = (\partial_q u(\hat{y}, v, t))^{-1}$. Next,
\[ 0 = \partial_t(q) = \partial_t(u(\hat{u}(q, v, t), v, t)) = (\partial_q u(\hat{y}, v, t)) (\partial_t \hat{u}(q, v, t)) + \partial_t u(\hat{y}, v, t). \]
Then $\partial_t \hat{u}(q, v, t) = -\frac{\partial_t u(\hat{y}, v, t)}{\partial_q u(\hat{y}, v, t)}$, whenever $\partial_q u(\hat{y}, v, t) \neq 0$, which is always the case. Thus, evaluating at $t = 0$, we get
\[
\partial_q \hat{u}(q, v, t)|_{t=0} = 1 \\
\partial_t \hat{u}(q, v, t)|_{t=0} = -v - (1 - \sigma_g(q))^{-1} \int \tilde{\tau} \int (v - w) g(q, w, \tilde{\tau}) dwd\tilde{\tau} \\
\partial_q \partial_t \hat{u}(q, v, t)|_{t=0} = -\partial_q \left( (1 - \sigma_g(q))^{-1} \int \tilde{\tau} \int (v - w) g(q, w, \tilde{\tau}) dwd\tilde{\tau} \right).
\]
Then, for the time derivative of the proposed solution $g$ at time $t = 0$, we finally get
\[
\partial_t g_t(q, v, r)|_{t=0} = \left( \partial_t (g(\hat{y}, v, r) \partial_q \hat{u}(q, v, t)) \right)|_{t=0} \\
= \left( \partial_q g(\hat{y}, v, r) \partial_t \hat{u}(q, v, t) \partial_q \hat{u}(q, v, t) \right)|_{t=0} g(\hat{y}, v, r) \left( \partial_t \partial_q \hat{u}(q, v, t) \right)|_{t=0} \\
= \partial_q g(\hat{y}, v, r) \left( -v - (1 - \sigma_g(q))^{-1} \int \tilde{\tau} \int (v - w) g(q, w, \tilde{\tau}) dwd\tilde{\tau} \right) \\
+ g(\hat{y}, v, r) \left[ -\partial_q \left( (1 - \sigma_g(q))^{-1} \int \tilde{\tau} \int (v - w) g(q, w, \tilde{\tau}) dwd\tilde{\tau} \right) \right] \\
= -v \partial_q g(\hat{y}, v, r) - \partial_q \left( g(\hat{y}, v, r) (1 - \sigma_g(q))^{-1} \right) \times \int \tilde{\tau} \int (v - w) g(q, w, \tilde{\tau}) dwd\tilde{\tau} \]
\[ = -v \partial_q g_t(q, v, r) \bigg|_{t=0} - \partial_q \left( g_t(\dot{y}, v, r)(1 - \sigma_g(q, t))^{-1} \times \int \tilde{r} \int (v - w) g_t(q, w, \tilde{r}) dwd\tilde{r} \right) \bigg|_{t=0}, \]

which is precisely the differential equation, at time \( t = 0 \), of our Cauchy problem (36).

Now we prove uniqueness. Let us suppose that \( h_t \) is another solution to the Cauchy problem. First, let us note that (first multiplying by \( r \) and then) integrating (w.r.t. \( r \) and \( v \)) the differential equation of the Cauchy problem (36), we get the following integral version

\[ \partial_t \sigma_h(q, t) + \partial_q \zeta_h(q, t) = 0, \quad \text{(134)} \]

which is a continuity equation, expressing the conservation of mass law, and will be used later. Secondly, let us define the evolving effective velocity field associated to \( h \) as the function

\[ v_{\text{eff}}^h(q, v, t) := v + \int \tilde{r} \int (v - w) h(q, w, \tilde{r}, t) dwd\tilde{r} \frac{1}{1 - \sigma_h(q, t)} \in \mathbb{R}. \]

Note that we have the following equivalent formulation,

\[ v_{\text{eff}}^h(q, v, t) = \frac{v - \zeta_h(q, t)}{1 - \sigma_h(q, t)}. \quad \text{(135)} \]

which, in particular gives

\[ v_{\text{eff}}^h(y, v, t) - v_{\text{eff}}^h(y, w, t) = \frac{v - w}{1 - \sigma(y, t)}. \]

Now we can consider the following Cauchy problem

\[ \left\{ \begin{array}{l}
\dot{q}_{h,q,v} = v_{\text{eff}}^h(q_{h,q,v}(t), v, t) \\
q_{h,q,v}(0) = q
\end{array} \right. \quad \text{(136)} \]

Since \( h \) is in \( \mathcal{G} \), for every \( v \) in \( \mathbb{R} \) we have that \( v_{\text{eff}}^h(\cdot, v, \cdot) \) and \( \partial_q v_{\text{eff}}^h(\cdot, v, \cdot) \) are in \( C^2(\mathbb{R}^2) \). Then, by the general theory of ODEs, for each \( (q, v) \) in \( \mathbb{R}^2 \), there exists a global solution to the problem (136). Let us define

\[ u_{h,v,t}(q) := q_{h,q,v}(t), \]

which is a diffeomorphism. The rest of the proof consists of showing, for every \( (q, v, r, t) \) in \( \mathbb{R}^3 \times \mathbb{R}_{\geq 0} \), that the following two formulas hold.

\[ \left\{ \begin{array}{l}
h(q, v, r, t) = g(u_{h,v,t}^{-1}(q), v, r) \frac{\partial}{\partial q} u_{h,v,t}^{-1}(q), \\
u_{h,v,t} = u_{g,v,t}
\end{array} \right. \quad \text{(137)} \]
which gives uniqueness. We split the proof in three parts.

**Part 1:** We claim that, for all \( p, w, q, v \) in \( \mathbb{R} \), the following holds.

\[
\mathcal{C}_{h_t, p(t)}(q(t)) - \mathcal{C}_{g, p}(q) + (w - v)t - p(t) + p = 0, \tag{138}
\]

where \( h_t := h(\cdot, \cdot, t, \cdot) \), \( p(t) := q_{h, p, w}(t) \) and \( q(t) := q_{h, q, v}(t) \) for every \( t \) in \( \mathbb{R} \). This equation clearly holds for \( t = 0 \) and, applying the Leibniz integral rule to compute its time derivative, and taking into account the continuity equation (134) and identity (135), we get the following result.

\[
\frac{d}{dt}\left( \mathcal{C}_{h_t, p(t)}(q(t)) - \mathcal{C}_{g, p}(q) + (w - v)t - p(t) + p \right)
= \frac{d}{dt}\left( \int_p^q \sigma_h(x)dx - \int_{p(t)}^{q(t)} \sigma_h(x, t)dx + (w - v)t + q(t) - p(t) + p - q \right)
= \dot{p}(t)\sigma_h(p(t), t) - \dot{q}(t)\sigma_h(q(t), t) - \int_{p(t)}^{q(t)} \partial_t \sigma_h(x, t)dx + w - v + \dot{q}(t) - \dot{p}(t)
= \int_{p(t)}^{q(t)} \partial_x \zeta_h(x, t)dx + w - v + \dot{q}(t)\left(1 - \sigma_h(q(t), t)\right) - \dot{p}(t)\left(1 - \sigma_h(p(t), t)\right)
= \zeta_h(q(t), t) - \zeta_h(p(t), t) + w - v
+ v_{h, \text{eff}}^\text{eff}(q(t), v, t)\left(1 - \sigma_h(q(t), t)\right) - v_{h, \text{eff}}^\text{eff}(p(t), w, t)\left(1 - \sigma_h(p(t), t)\right)
= \zeta_h(q(t), t) - \zeta_h(p(t), t) + w - v
+ \frac{v - \zeta_h(q(t), t)}{1 - \sigma_h(q(t), t)}\left(1 - \sigma_h(q(t), t)\right) - \frac{w - \zeta_h(p(t), t)}{1 - \sigma_h(p(t), t)}\left(1 - \sigma_h(p(t), t)\right)
= \zeta_h(q(t), t) - \zeta_h(p(t), t) + w - v + v - \zeta_h(q(t), t) - (w - \zeta_h(p(t), t))
= 0,
\]

where we used (134), (136) and (135) to see the third, fourth and fifth identities, respectively. Thus equation (138) holds, as claimed.

**Part 2:** We claim that, for every \( q, v, r, t \) in \( \mathbb{R} \), the following holds.

\[
h(u_{h, v, t}(q), v, r, t)\frac{d}{dq}u_{h, v, t}(q) = g(q, v, r), \tag{139}
\]

\[
\mathcal{C}_{q(t)} h_t = S_{a(t)} T_q C_{q(g)}, \tag{140}
\]

where \( q(t) := u_{h, v, t}(q) \) and \( a(t) := q(t) - q - vt \).

Indeed, regarding the first equation, we see that it holds for \( t = 0 \) and we compute the time derivative of the LHS applying the chain rule as
follows. Write $u$ instead of $u_{h,v,t}$ to lighten notation and get

\[
\partial_t \left( h(u(q,v,t), v, r, t) \partial_q u(q,v,t) \right)
\]

\[
= \partial_t \left( h(u(q,v,t), v, r, t) \right) \partial_q u(q,v,t) + h(u(q,v,t), v, r, t) \partial_t \partial_q u(q,v,t)
\]

\[
= \left( \partial_t h(q(t), v, r, t) + \partial_q h(q(t), v, r, t) \partial_t u(q,v,t) \right) \partial_q u(q,v,t)
\]

\[
+ h(u(q,v,t), v, r, t) \partial_t \partial_q u(q,v,t)
\]

\[
= \left( \partial_t h(q(t), v, r, t) + \partial_q h(q(t), v, r, t) v_{h}^{\text{eff}}(u(q,v,t), v, t) \right) \partial_q u(q,v,t)
\]

\[
+ h(q(t), v, r, t) \partial_q \left( v_{h}^{\text{eff}}(u(q,v,t), v, t) \right) \partial_q u(q,v,t)
\]

\[
= \left( \partial_t h(q(t), v, r, t) + \partial_q \left( h(q(t), v, r, t) v_{h}^{\text{eff}}(q(t), v, t) \right) \right) \partial_q u(q,v,t) = 0,
\]

since $h$ is a solution to the Cauchy problem (36). Thus the first equation holds. Regarding the second equation, which is specifically the following

\[
\frac{h(C_{h,q(t)}^{-1}(x), w, r, t)}{1 - \sigma_{h}(C_{h,q(t)}^{-1}(x), t)} = g(C_{g,q}^{-1}(x + (v-w)t + q - q(t)), w, r)
\]

we first note that, since the composition $C_{h,q(t)} \circ u_{h,v,t} : \mathbb{R} \to \mathbb{R}$ is a diffeomorphism, we can replace $x$ in the equation above by $C_{h,q(t)}(u_{h,v,t}(q)) = C_{h,q(t)}(q(t))$. After doing this change of variables, and applying the equation (138) with $q = p$, we see that the resulting equation is

\[
\frac{h(q(t), v, r, t)}{1 - \sigma_{h}(q(t), t)} = \frac{g(q,v,r)}{1 - \sigma_{g}(q)}
\]

which, we claim, is equivalent to the already proved first equation:

\[
\frac{d}{dq} u_{h,v,t}(q) = \frac{1 - \sigma_{g}(q)}{1 - \sigma_{h}(q(t), t)}.
\]

(141)

Indeed, this equation holds for $t = 0$ and, before taking its time derivative, we note that

\[
\partial_q v_{h}^{\text{eff}}(q,v,t) = -\partial_q \zeta_h(q,t) \frac{1}{1 - \sigma_h(q,t)} + \partial_q \sigma_h(q,t) \frac{v - \zeta_h(q,t)}{(1 - \sigma_h(q,t))^2}
\]

(142)

\[
= -\partial_q \zeta_h(q,t) + \partial_q \sigma_h(q,t) v_{h}^{\text{eff}}(q,v,t) \frac{1}{1 - \sigma_h(q,t)}
\]

(143)
which follows directly from (135). Now, the time derivative of the (conveniently rearranged) expression (141), gives

$$\partial_t \left( \partial_q u(q, v, t) \left( 1 - \sigma_h(q(t), t) \right) - \left( 1 - \sigma_g(q) \right) \right)$$

$$= \partial_t \left( \partial_q u(q, v, t) \left( 1 - \sigma_h(q(t), t) \right) + \partial_q u(q, v, t) \partial_t \left( 1 - \sigma_h(q(t), t) \right) \right)$$

$$= \partial_q \left( v^\text{eff}_h(q(t), v, t) \right) \left( 1 - \sigma_h(q(t), t) \right)$$

$$+ \partial_q u(q, v, t) \left( -\partial_t \sigma_h(q(t), t) - \partial_q \sigma_h(q(t), t) \partial_t u(q, v, t) \right)$$

$$= \partial_q v^\text{eff}_h(q(t), v, t) \partial_q u(q, v, t) \left( 1 - \sigma_h(q(t), t) \right)$$

$$+ \partial_q u(q, v, t) \left( \partial_q \sigma_h(q(t), t) - \partial_q \sigma_h(q(t), t) v^\text{eff}_h(q(t), v, t) \right) = 0,$$

where the last two identities follow from (134) and (143), respectively. Thus the equation (141) holds, as claimed.

**Part 3:** We prove (137). The first equation in (137) follows from (140) and using (141). To show the second line in (137), use (140) to get

$$v^\text{eff}_h(q(t), v, t) = v + \int r \int (v - w) C_q(q(t), q(t), w, r, t) dw dr$$

$$= v + \int r \int (v - w) T_r C_q g(q + vt, w, r) dw dr$$

$$= v + \partial_t j_g(q, v, t),$$

by definition of $j_g$. Then integrate in $t$ and use (136) to get

$$q(t) - q = \int_0^t v^\text{eff}_h(q(s), v, s) ds = \int_0^t (v + \partial_t j_g(q, v, s)) ds$$

$$= vt + j_g(q, v, t) - j_g(q, v, 0) = vt + j_g(q, v, t) = u_{g,v,t}(q).$$

We proved $u_{g,v,t}(q) = u_{h,v,t}(q)$ up to a constant. \qed
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