Efficient supersonic flows through high-order guided equilibrium with lattice Boltzmann
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A double-distribution-function based lattice Boltzmann method (DDF-LBM) is proposed for the simulation of polyatomic gases in the supersonic regime. The model relies on an extended equilibrium state that is constructed to reproduce the first 13 moments of the Maxwell-Boltzmann distribution exactly. This extends the validity of the standard 5-constraint (mass, momentum and energy) approach and leads to the correct simulation of thermal, compressible flows with only 39 discrete velocities in 3D. The stability of this BGK-LBM is reinforced by relying on Knudsen-number-dependent relaxation times that are computed analytically. Hence, high-Reynolds number, supersonic flows can be simulated in an efficient and elegant manner. While the 1D Riemann problem shows the ability of the proposed approach to handle discontinuities in the zero-viscosity limit, the simulation of the flow past a NACA0012 airfoil (Mach number $Ma = 1.5$, Reynolds number $Re = 10^4$) confirms the excellent behavior of this model in a low-viscosity and supersonic regime. The proposed model is substantially more efficient than the previous 5-moment D3Q343 DDF-LBM and opens up a whole new world of compressible flow applications that can be realistically tackled with a purely LB approach.
1. Introduction

The lattice Boltzmann method (LBM) is a popular numerical scheme capable of computing solutions of the Boltzmann equation (BE) in a regime of small deviations from the local equilibrium state \([1,2]\). It offers a pathway to recover the solutions of the incompressible Navier-Stokes or compressible Navier-Stokes-Fourier equations \([3–5]\). It can therefore be used as an alternative to classical solvers in the field of Computational Fluid Dynamics and has gained traction notably in areas with complex and coupled physics. Examples include multi-phase \([6,7]\) or particulate flows \([8]\), or biomedical applications \([9]\). A review of the method is for example provided in \([4,5,10]\). In the BE, the statistical behavior of gas molecules is described by the continuous velocity distribution function \(f(x, \xi, t)\) that depends on the spatial position \(x\), the molecular velocity \(\xi\) and time \(t\) \([11]\). In the LB scheme, the space of molecular velocities is discretized: the velocity distribution function is replaced by a discrete set of \(V\) populations \(f_i(x, t)\), \(i = 0 \cdots V - 1\) standing for the statistics of molecules at discrete velocities \(\xi_i\). Increasing the number of discrete velocities, and thus populations, typically allows to extend the physical range of validity of the scheme \([12]\).

Although the LBM describes intrinsically compressible fluids, it has arguably achieved its most striking successes in the realm of incompressible fluid flow \([4,5]\) and has until recently struggled to establish itself as a realistic alternative for the simulation of compressible and/or high Mach number flows \([13]\). While simulating fluid flow may seem as easy as adding discrete velocities to the LBM scheme, these so-called multi-speed approaches rapidly lead to schemes with a large number of velocities, which translate in an impractically large number of degrees of freedom per mesh cell. In addition to that, these models are usually limited by numerical instabilities \([14]\), except if the numerical scheme is modified \([13]\), or if a more sophisticated collision model is adopted \([15,16]\).

As a popular workaround, the momentum and energy equations can be split and solved separately, as they individually require a substantially smaller set of velocities \([17,18]\). Further computational efficiency is achieved by solving the energy equation with a traditional finite-difference, finite-volume, or finite-element scheme \([19,20]\). These solutions introduce however new problems of their own making in the shape of coupling instabilities, that can be reduced through a careful choice of the coupling methodology \([21]\).

Another interesting path has been taken by the community of Discrete Velocity Models (DVMs) to derive kinetic models devoted to the simulation of rarefied gas flows \([22–29]\), even though it is not restricted to this application field \([30,31]\). Similarly to LBMs, the DVM also solves a discrete velocity BE. But contrary to LBMs, it is based on more complex numerical discretizations of this set of equations (finite-volume, finite-element, etc), and it relies on discrete equilibrium functions in the form of an exponential that are derived through the minimum-entropy principle \([32–34]\). In the context of rarefied gas flow, low-order DVMs compute this exponential equilibrium on each cell and at each time step by solving a set of non-linear equations, subject to only five constraints (mass, momentum, and energy conservation \([24,26,27]\)), whereas high-order models can incorporate more constraints to increase their validity range \([23,28]\), as proposed by Levermore in his seminal work on the derivation of high-order closure of kinetic theories \([33]\). Existence, uniqueness and positiveness of solutions to this problem, by a root-finding algorithm like Newton-Raphson, has been extensively discussed by authors of the DVM. Best practices were also provided to accelerate the convergence and increase the robustness of the root-finding algorithm \([24,28]\). Nevertheless, DVMs are computationally expensive due to the great number of discrete velocities—which usually exceeds a thousand in 3D—to correctly recover the correct shape of populations in out-of-equilibrium regions of the simulation domain.

More recently, the 5-constraint (guided) equilibrium \([24]\) has been (re)introduced in the context of compressible LBMs by Frapolli et al. \([35,36]\). Among DDF-LBMs based on the collide-and-stream algorithm, this is to our knowledge one of the most promising propositions in the current literature capable of achieving good numerical stability for non-trivial, transonic
supersonic flows. As for DVMs based on the 5-constraint equilibrium, the computational cost of this methodology is very high, as it typically requires two populations composed of 343 velocities each to recover the correct macroscopic behavior in the supersonic regime. As compared to the conventional 19 or 27 velocities needed to simulate weakly compressible and athermal flows, such an approach rapidly becomes prohibitive and faces severe difficulties to simulate realistic configurations in an acceptable time frame, or using an acceptable amount of hardware resources. Indeed, grid meshes composed of tens, or even hundreds of millions of points can be required to achieve the high accuracy required at an industrial level. Finally, the approach relies on the entropic collision model that requires minimizing the H-functional, on every single grid point and at every time iteration, in order to get more stable simulations. This eventually leads to a further non-negligible overhead.

In this publication, we extend the above compressible LBM by increasing the number of constraints used to compute the exponential equilibrium to 13, with the aim to increase its validity range and robustness. This follows an idea proposed in the context of DVMs by Charrier et al. [23], and also evoked in the PhD manuscript of Frapolli [37]. With 13 constraints, the equilibrium distribution matches the moments of the Maxwell-Boltzmann distribution not only for the conserved moments, as does the 5-moment approach, but also for higher-order, non-conserved moments. In this manner, the behavior of the macroscopic flow variables, which are related to the moments of the particle populations, can be adequately represented using as few as 39 discrete velocities in 3D, by putting more effort on the equilibrium instead of the lattice (Section 2). This is explained by the fact that the desired moments of the distribution are strictly enforced with the help of a numerical solver. Hence, they no longer depend on the choice of a sophisticated discrete velocity stencil, or at least, the dependency is highly reduced.

Compared to a 5-constraint approach, the memory requirements are thus reduced by an order of magnitude, and the computational cost is diminished correspondingly. In contrast to the entropic collision model, we prefer to rely on BGK operators [38] that are stabilized by identifying areas of the simulation domain where the departure from equilibrium is high. In doing so, relaxation times can be adjusted to damp high-order modes, which efficiently leads to stable and accurate simulation of supersonic flows with discontinuities. Consequently, the proposed model combines the elegance of a fully LB model for compressible flows with a level of robustness and efficiency.

The rest of the paper reads as follows. First, the derivation of discrete equilibrium based on the maximum entropy principle is recalled in the context of fluid mechanics, with a particular emphasis on the model used in this first study (Section 2). The numerical discretization and the kinetic sensor are presented in Section 3. Numerical tests shown in this article confirm that the model exhibits both a good stability and accuracy with this reduced velocity set (Section 4). The computational expense of the method is measured on both CPU and GPU hardware in Section 5. Conclusions and perspectives are eventually provided in Section 6.

2. The model

The Maxwell-Boltzmann distribution

\[ f^{eq} = \frac{\rho}{(2\pi T)^{D/2}} \exp \left( \frac{(\xi - u)^2}{2T} \right), \tag{2.1} \]

describes an equilibrium state and yields an exact solution of the Boltzmann equation. The macroscopic density \(\rho\), velocity \(u\) and temperature \(T\) are equal to or directly linked with velocity moments of the probability distribution function. A macroscopic variable is a collision invariant, and thus a conserved quantity, if the corresponding moment of the distribution function \(f\) and of the equilibrium state \(f^{eq}\) are equal. It is easily verified that for the continuum Maxwell-Boltzmann distribution, density, velocity, and total energy are conserved quantities.

In the discrete LB method, the equilibrium populations \(f_i^{eq}\) are a mere approximation of the Maxwell-Boltzmann distribution, but most LB models guarantee the correct definition of
conserved macroscopic quantities after the velocity space discretization. To achieve this goal, the most common methodology is to rely on Gauss-Hermite quadrature [12]. In this case, the match between moments and macroscopic variable is nothing else than a statement of orthogonality between Hermite polynomials. However, the number of discrete velocities required to express appropriate orthogonality relations and include effects of energy conservation can be prohibitively large (at least 100 velocities in 3D). As an alternative, other authors proposed to manually enforce conservation laws by constantly recomputing the equilibrium by a root-finding procedure subject to appropriate constraints [35].

Beyond conserved quantities, it is however necessary for the moments of the discrete equilibrium to yield the same value as the corresponding moments of the Maxwell-Boltzmann distribution in order to recover the desired physical behavior. We now provide a short reasoning for this argument, and compute the order of the moments that need to be recovered exactly to produce Navier-Stokes-Fourier (NSF) level physics. The compressible NSF equations read

\[ \begin{align*}
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x}(\rho u_x) &= 0, \\
\frac{\partial}{\partial t}(\rho u_x) + \frac{\partial}{\partial y}(\rho u_x u_y + \rho \delta_{x\beta}) &= \partial_{\beta}\left(\Pi_{\alpha\beta}\right), \\
\frac{\partial}{\partial t}(\rho E) + \frac{\partial}{\partial z}(\rho E u_z + p \delta_{x\beta}) &= \partial_{\beta}\left(\Phi_{\beta}\right),
\end{align*} \]

(2.2)

where the index repetition implies the Einstein summation rule. The viscous stress tensor \( \Pi_{\alpha\beta} \) is defined as

\[ \Pi_{\alpha\beta} = \mu \left( S_{\alpha\beta} - \frac{2}{D} \partial_{\alpha} u_{\beta} \delta_{\alpha\beta} \right) + \mu_b \partial_{\alpha} u_{\beta} \delta_{\alpha\beta}, \]

with \( S_{\alpha\beta} = \partial_{\alpha} u_{\beta} + \partial_{\beta} u_{\alpha}, \) and \( \mu \) and \( \mu_b = (2/D - 1/\gamma - 1) \mu \) being the dynamic and bulk viscosity respectively. \( D \) is the number of physical dimensions, \( C_v = 1/(\gamma - 1) \) is the heat capacity at constant volume, \( \gamma \) is the heat capacity ratio, and \( E \) is the total energy. Dissipative effects in the total energy equation are gathered in the term

\[ \Phi_{\alpha} = -\lambda \partial_{\alpha} T + u_{\beta} \Pi_{\alpha\beta}, \]

which accounts for both the Fourier heat flux (\( \lambda \) is the heat conductivity), and the viscous heat dissipation. In case of a calorically perfect gas, this system is closed by the following equation of state: \( E = \frac{1}{2} u^2 + C_v T \).

The moments of the Maxwell-Boltzmann distribution can be written as

\[ M_{MB}^{pq} = \int \xi^p \xi^q f_{eq} d\xi. \]

(2.3)

For comparison with macroscopic equations, it is more convenient to write them in the following compact form:

\[ \begin{align*}
M_0^{MB} &= \rho, \\
M_1^{MB} &= \rho u_x, \\
M_2^{MB}_{\alpha\beta} &= \rho u_x u_{\beta} + \rho T \delta_{\alpha\beta}, \\
M_3^{MB}_{\alpha\beta\gamma} &= \rho u_x u_{\beta} u_{\gamma} + \rho T [u_{\alpha} \delta_{\beta\gamma}]_{cyc}, \\
M_4^{MB}_{\alpha\beta\gamma\chi} &= \rho u_x u_{\beta} u_{\gamma} u_{\chi} + \rho T [u_{\alpha} u_{\beta} \delta_{\gamma\chi}]_{cyc} + \rho T^2 [\delta_{\alpha\beta} \delta_{\gamma\chi}]_{cyc},
\end{align*} \]

(2.4)

where \( \alpha, \beta, \gamma, \chi \) represent space coordinates (\( x, y \) or \( z \)). The subscript \( cyc \) labels a cyclic permutation without repetition. As an example,

\[ T^2 [\delta_{\alpha\beta} \delta_{\gamma\chi}]_{cyc} = T^2 (\delta_{\alpha\beta} \delta_{\gamma\chi} + \delta_{\alpha\gamma} \delta_{\beta\chi} + \delta_{\alpha\chi} \delta_{\beta\gamma}). \]
Now, the NSF equations are easily rewritten in terms of equilibrium moments as follows:

\[ \partial_t (M_0^{MB}) + \partial_{\beta} (M_{1,\beta}^{MB}) = 0, \]

\[ \partial_t (M_{1,\alpha}^{MB}) + \partial_{\beta} (M_{2,\alpha,\beta}^{MB}) \propto \partial_t (M_{2,\alpha}^{MB}) + \partial_{\gamma} (M_{3,\alpha,\beta,\gamma}^{MB}), \]

\[ \partial_t (M_{2,\alpha}^{MB}) + \partial_{\beta} (M_{3,\alpha,\alpha,\beta}^{MB}) \propto \partial_t (M_{3,\alpha}^{MB}) + \partial_{\gamma} (M_{4,\alpha,\beta,\gamma}^{MB}). \]

Here, the diffusive RHS terms have been related to equilibrium moments through the Chapman-Enskog expansion, where the time derivatives are usually replaced using Euler-level equations for \( M_{2,\alpha}^{MB} \) and \( M_{3,\alpha}^{MB} \). From this, it is clear that moments of \( f^{eq} \) up to \( n = 4 \) are necessary to recover NSF equations (2.2).

Consequently, the matching conditions between discrete and continuous moments read:

\[ \sum_i f_i^{eq} \xi_i \xi_j \xi_k = M_{0tr}^{MB}. \]  

with \( p + q + r = n \). These conditions are enforced using the following (exponential) discrete equilibrium:

\[ f_i^{eq} = \rho \exp[\{1 + \sum_{p,q,r} \lambda_{M^{MB}_{pqr}} \xi_p \xi_q \xi_r \}], \]

where \( \lambda_{M^{MB}_{pqr}} \) are Lagrange multipliers whose purpose is to match the following constraints:

\[ G_{pqr} = \sum_i f_i^{eq} \xi_i \xi_j \xi_k - M_{pqr}^{MB} = 0, \]

This particular form of the equilibrium (2.9) is obtained via the principle of maximum entropy, considering the following \( H\)-function \( H = \sum_i f_i \ln f_i \) [32–34], and under the constraints (2.10).

It is useful to note that contrarily to standard LB models, the above equilibrium does not explicitly introduce lattice weights. The latter originates from the quadrature used for the standard construction of the lattice and its corresponding polynomial equilibrium. Such a methodology is not carried anymore in the present context, hence the solution procedure is quadrature-free.

In case of the NSF equations, the moments should ideally be matched up to fourth order. In this first study, we restrict ourselves however to the first 13 moments, while forthcoming studies will consider higher-order moments (R26, R45, etc) [39]. Here, the discrete equilibrium reads

\[ f_i^{eq} = \rho \exp \left( \sum_{\alpha,\beta} \lambda_0 + \lambda_{1,\alpha} \xi_{i,\alpha} + \lambda_{2,\alpha,\beta} \xi_{i,\alpha} \xi_{i,\beta} + \lambda_{3,\alpha} \xi_{i,\alpha} |\xi_i|^2 \right). \]  

Here, \( \lambda_2 \) is a symmetric tensor with 6 independent variables. Thus, the equilibrium depends only on 13 unknown variables, which are matched with the following 13 constraints:

\[ M_{0}^{eq} = \sum_i f_i^{eq} = \rho \]  

\[ M_{1,\alpha}^{eq} = \sum_i f_i^{eq} \xi_i \xi_{\alpha} = \rho u_{\alpha} \]  

\[ M_{2,\alpha,\beta}^{eq} = \sum_i f_i^{eq} \xi_i \xi_{\alpha} \xi_{\beta} = \rho u_{\alpha} u_{\beta} + \rho T \delta_{\alpha,\beta} \]  

\[ M_{3,\alpha,\beta,\gamma}^{eq} = \sum_i f_i^{eq} \xi_i \xi_{\alpha} | \xi_i |^2 = \left( 2 \rho E^{tr} + 2 \rho T \right) u_{\alpha} \]

where the total translational energy \( E^{tr} \) reads \( E^{tr} = DT + \rho u^2 \). These equations express the conservation of mass and momentum, and enforce a desired form for the pressure tensor (which includes the conservation law for the translational energy) and the contracted heat flux tensor. To further extend the above approach to polyatomic gases, one can rely on a second set of populations \( g_i \) described by the following equilibrium [40,41]

\[ g_i^{eq} = (2C_v - D) T f_i^{eq}, \]

that is built on top of \( f_i^{eq} \).
3. Numerical method

The above model is based on the collide-and-stream algorithm in a space of discrete velocities extending to up to three neighbors. We selected the D3Q39 lattice, which is proposed in [12] under the name $E_{31}^0$, and contains the following velocities ($FS$ denotes a fully symmetric set of points): $(0, 0, 0), (1, 0, 0)_{FS}, (\pm 1, \pm 1, \pm 1), (2, 0, 0)_{FS}, (2, 2, 0)_{FS}, (3, 0, 0)_{FS}$. For the collision step, each cell first computes the macroscopic variables ($\rho, u, T$ and $E^{TV}$) and evaluates the moments, Eq. (2.12). Then, the 13 unknown variables $h_i$ are computed by plugging Eq. (2.11) into equations (2.10) and solving the system (we used a standard multivariate Newton-Raphson root solver [42]). Once the $f_i^{eq}$ are known, $\tau^{eq}$ is computed using Eq. (2.16). Adopting the BGK collision model, post-streaming populations are finally computed using the standard collide-and-stream algorithm, formulated in lattice units:

$$h_i (x + \xi_i, t + 1) = h_i (x, t) - \frac{1}{\tau h} \left( h_i - h_i^{eq} \right) (x, t), \quad (3.1)$$

where $h$ is the population, representing $h = f$ or $h = g$. In addition, the Prandtl number could be adjusted using either the quasi-equilibrium [36], or a more standard approach [16]. This was not implemented for this first study, which limits the simulations to $Pr = 1$. Nevertheless, in the low-viscosity regime considered hereafter, it is expected that the error induced by such an approximation is negligible.

In case better stability is required, the relaxation time is made Knudsen-number dependent. This is done by locally computing

$$\epsilon = \frac{1}{V} \sum_{i=0}^{V-1} \frac{|f_i - f_i^{eq}|}{f_i^{eq}}, \quad (3.2)$$

where $\epsilon \approx Kn$ according to the Chapman-Enskog expansion at the Navier-Stokes Fourier level [43]. For large departures from the equilibrium state, such that $\epsilon > 10^{-2}$, the continuum limit assumption does not hold anymore, and the recovery of the macroscopic behavior of interest is then at risk. To prevent such an issue, one could refine the grid mesh depending on the value of $\epsilon$, as proposed by Thorimbert et al. [44]. Here, we prefer to damp high-order contributions, as soon as they appear in under resolved areas of the simulation domain, by adjusting the relaxation time accordingly to the local departure from the equilibrium state: $\tau (\epsilon) = \tau \alpha (\epsilon)$. As a simple proof of concept, $\alpha$ is chosen as a slowly increasing piecewise constant function of the local Knudsen number $\epsilon$ which, in the worst case, replaces the populations by equilibrium ($\epsilon \geq 1$):

$$\alpha = \begin{cases} 
1, & \epsilon < 10^{-2} \\
1.05, & 10^{-2} \leq \epsilon < 10^{-1} \\
1.35, & 10^{-1} \leq \epsilon < 1 \\
1/\tau, & \epsilon \geq 1 
\end{cases} \quad (3.3)$$

where $1/\tau \approx 2$ in the context of high-Reynolds number flows, which ensures the well-posedness of $\alpha$. This methodology amounts to artificially increasing the viscosity in areas of strong departure from the equilibrium state, and as such, is similar to both a subgrid scale model and a shock sensor. This information could also be used to better control the relaxation of high-order moments, similarly to the KBC collision model [45]. Such an investigation will be presented in a future work.

It is finally worth noting that our stabilization technique share the same philosophy as the so-called entropic filtering approach [46–49]. For the latter, the LB scheme is also stabilized by introducing an artificial dissipation term that depends on the local departure from equilibrium, which can be estimated through several entropic metrics. As an example, the following quadratic entropy estimate

$$\Delta S = \sum_{i=0}^{V-1} \frac{(f_i - f_i^{eq})^2}{f_i^{eq}},$$
was used in the comparative study by Gorban and Packwood \cite{49} to dynamically compute either second- or higher-order relaxation times by making them proportional to $\Delta S$. The use of the $l_1$-norm

$$||f - f_i^{eq}||_1 = \sum_{i=0}^{V-1} |f_i - f_i^{eq}|,$$  \hspace{1cm} (3.4)

was also evoked by the latter authors, without being investigated in their work. Yet, the normalisation by $f_i^{eq}$ is missing from the $l_1$-norm (3.4), and this prevent the proper evaluation of the departure from equilibrium in terms of Knudsen number. All of this confirms that our stabilization technique cannot be recast in terms of entropic filtering, but instead, it is an innovative way to improve the numerical stability of LBMs through kinetic considerations.

4. Numerical tests

As a first validation, the generation and propagation of both rarefaction and shock waves is investigated through the simulation of a 1D Riemann problem, also known as Sod shock tube \cite{50}. The following initial setup is used: $(\rho_L, T_L) = (8, 10)$ and $(\rho_R, T_R) = (1, 1)$. Subscripts $L$ and $R$ stand for the left and the right states, respectively. The gas is considered at rest for both states, and the simulation domain is discretized along the $x$-direction using only $L_x = 400$ grid points. Corresponding results are compiled in Fig. 1 for both the standard BGK operator and our dynamic version based on Eq. (3.3). They prove the ability of the proposed model to simulate the generation and propagation of rarefaction and shock waves in a diatomic gas. Simulations are stable for relatively low values of the relaxation time ($\tau_f = 0.57, \Pr = 1$), even with the standard BGK operator, while LBMs based on a polynomial discrete equilibrium usually require a large number of discrete velocities (37 in 2D) and more sophisticated collision models in order to achieve similar results \cite{15}. Interestingly, the Knudsen number based relaxation times drastically improve the stability of the present model, allowing the simulation of 1D Riemann problem in the zero-viscosity limit ($\tau_f = 0.5, \Pr = 1$), with an accuracy that competes with LBMs coupled with shock capturing techniques \cite{51}.

The next validation test consists of the simulation of the flow past a NACA0012 airfoil in the supersonic regime, and for a relatively high Reynolds number ($Re = 10^4$). Before moving to the results, it is worth noting that the standard BGK-LBM based on the equilibrium (2.11) led to stable simulations for Mach and Reynolds numbers up to 1.2 and 7500 respectively. These parameters are however insufficient for a comparison against data available in the literature \cite{36,52}, which are provided for $(Ma, Re) = (1.5, 10^4)$. Hence, the dynamic relaxation time based on the $\alpha$ function (3.3) was used to further extend the stability range of the present approach. The simulation domain is defined as $[n_x, n_y, n_z] = [8C, 8C, 1]$ with $C = 350$ points, $n_j$ being the number of points in the $j$ direction ($j = x, y, z$), and centered around the leading edge of the airfoil. While the freestream conditions are imposed on the left, top and bottom boundary

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{sod_shock.png}
\caption{Sod shock tube for a diatomic gas (specific heat ratio $\gamma = 7/5$). Results obtained with $L_x = 400$ points using the standard BGK, and our version [BGK($\epsilon$)] are compared against theoretical curves, for $\tau_f = 0.57$ and 0.5 respectively.}
\end{figure}
conditions of the domain (by imposing $f_i = f_i^{eq}$ and $g_i = g_i^{eq}$), a (first-order) Neumann boundary condition is imposed at the outlet. The no-slip boundary condition is imposed on the airfoil using the half-way bounce-back methodology [4].

As a first insight on the physical phenomena related to this numerical validation, the local Mach number and density fields are plotted in Fig. 2. They highlight the main features of the flow: (1) primary strong bow shock upward the leading edge, (2) secondary weak shock close to the trailing edge, and (3) vortex shedding downward the airfoil. This qualitatively confirms the good behavior recovered thanks to the new equilibrium (2.11), as compared to results published in [36,52]. To investigate the numerical properties of the present approach, the local Knudsen number $\epsilon$, as well as the number of Newton-Raphson iterations are plotted in Fig. 3. Interestingly, the kinetic sensor $\epsilon$ is only active close to the aforementioned features, which allows to properly classify them in terms of departure from the equilibrium. This observation serves as a justification for the fact that the adaptive BGK operator leads to stable simulations through a local increase of the kinematic viscosity adapted to the flow features: high increase for both strong and weak shocks, moderate close to the airfoil, low in its wake, none in the rest of the domain. This indicates that one of the possible outcomes of such a sensor would be a better control over areas of the simulation domain where shock-capturing techniques, and/or subgrid scale models should be activated. In addition, it is confirmed that the number of Newton-Raphson solver iterations required to impose the correct 13 moments is relatively low. In this example, it is limited to four at most and less than two on average, and is actually zero over a wide area, as the Lagrange multipliers inherited from the previous time step remain satisfying. It is also interesting to point out that the number of iterations follows the main flow features. Surprisingly, the highest number of iterations is not observed in the region where the highest departure from equilibrium is reported (bow shock), but instead, it is needed close to the secondary shock where the highest Mach number is encountered. This information indicates that a potential stability issue could arise from this part of the simulation domain. Hence, it is hypothesized that the number of iterations could be used to further activate last-resort stabilization techniques if needed be.

Quantitatively speaking, the comparison of pressure coefficient profiles ($C_p = (p - p_\infty)/0.5\rho_\infty u_\infty^2$) on figure 4 clearly shows that such a stabilization technique does not impact the level of accuracy reached by the present approach. More precisely, the width of the bow shock is fairly similar to reference solutions despite the equilibration of populations that is imposed in
5. Implementation and efficiency

Common LB schemes are characterized by a separation between a local collision step, which characterizes the physical properties of the model, and a generic, non-local streaming step. The
collision step is usually carried out by manipulating the component of the populations that deviates from equilibrium, through a linear term, as in the straightforward BGK model \[38\], or a more general expression, as in multiple-relaxation-time approaches \[53\]. A crucial importance is therefore attributed to the explicit calculation of the equilibrium term, as a function of the macroscopic variables density, velocity, and temperature. As a matter of fact, the expression of the equilibrium distribution can be considered to entirely determine the physics expressed by the model \[54\], if and only if the different non-equilibrium contributions are relaxed to recover the correct transport coefficients of the macroscopic equations of interest (see Ref. \[55\] for a systematic approach in the context of fluid mechanics).

While LB models frequently approximate the equilibrium through an explicitly constructed polynomial expression \[4,5\], the present paper follows the path of DVMs and adopts a computationally more expensive approach of exponential-of-polynomial expression with iteratively computed coefficients \[24,28\]. In details, the equilibrium is computed through the following process:

| Step | Computation | Number of scalars |
|------|-------------|-------------------|
| – Compute macroscopic variables density, velocity, and temperature | \( f \mapsto (\rho, u, T) \) | 5 |
| – Compute moments of exact Maxwell-Boltzmann distribution | \((\rho, u, T) \mapsto M^{MB}_{pq} \) | 13 |
| – Initialize Lagrange multipliers | \( \lambda_{MB}^{(t-1)} \mapsto \lambda^{(0)}(t) \) | 13 |
| – Repeat until norm of error, Eq. 2.10 is less than \(10^{-12}\) | \( \lambda^{(k)} \mapsto f^{eq.(k)}_{i} \) | 39 |
| – Compute moments for current estimate of \( \lambda \) and evaluate the constraint (Eq. 2.10) | \((f^{eq.(k)}_{i}, M^{MB}_{pq}) \mapsto G_{pq} \) | 13 |
| – Compute Jacobian of \( G_{pq} \) with respect to \( \lambda \) | \( f^{eq.(k)}_{i} \mapsto J \) | \(13 \times 13\) |
| – Compute inverse of \( J \) | \( J \mapsto J^{-1} \) | \(13 \times 13\) |
| – Take \( \lambda \) to the next iteration | \((\lambda^{(k)}, J^{-1}) \mapsto \lambda^{(k+1)} \) | 13 |

The computational expense of this algorithm is dominated by the inversion of the Jacobian \( J \). It can be mentioned that while the construction of \( J \) itself is costly as well, the number of terms to be computed can be reduced from a total of \(13 \times 13 = 169\) terms to only 48, due to sparsity and redundancy of \( J \). It is interesting to point out that in spite of the added complexity, the proposed model remains entirely local. It therefore increases the number of arithmetic operations to be executed per cycle, but adds little to the total number of memory accesses, which favorably matches the expectations of modern computing expectations. In particular, such properties can be considered in favor of the use of hardware accelerators.

For the purposes of this article, the model was implemented as a self-standing CPU code, written in the C++ language, and a self-standing GPU code written in CUDA. These codes cannot be compared in a straightforward manner to 5-moment entropic models, as these require the use of a D3Q343 lattice to achieve supersonic results as those presented in Section 4. Comparisons with models based on a polynomial equilibrium are just as difficult, as the current literature provides no evidence that such an approach could allow to simulate non-trivial supersonic flows, except by introducing a substantially more complex collision model \[15,51\]. A comparison is nevertheless presented with a BGK model with a fourth-order polynomial equilibrium, extended to fourth order with respect to the Mach number. While the numbers cannot be taken as a competitive comparison (the polynomial model cannot solve the tests of Section 4 with the D3Q39 lattice \[12,56\]), they provide a general understanding of overall performance of our model.

The polynomial model is executed on the D3Q39 lattice and uses a double set of population to mimic the double-population approach of our model to vary the adiabatic expansion.
The performance is measured in terms of MLUPS (million lattice updates per second). For the two 13-moment codes, the benchmark is the NACA0012 airfoil of Section 4 with a 2048 × 2048 resolution (i.e., $C = 256$). The polynomial code was implemented in the Palabos library [57], and executed for a generic, subsonic flow problem with the same number of nodes. The CPU hardware is an Intel Core i7-8700 CPU at 3.2 GHz with 6 cores, where all 6 cores are exploited through OpenMP (13-moment code) or MPI (polynomial code). The GPU code runs on a single Nvidia GeForce GTX 1080 Ti with 11Gb of central memory. The results are presented in the following table:

| Method                  | 13-moment (CPU) | 13-moment (GPU) | Polynomial (CPU) |
|-------------------------|-----------------|-----------------|-----------------|
|                         | 0.67 MLUPS      | 16.2 MLUPS      | 3.55 MLUPS      |

The table shows that the 13-moment CPU code exhibits only a 5-fold speed-down with respect to the fourth-order polynomial code, a price that is cheap to pay for the gain of proper supersonic physics. In addition, the 13-moment approach leads to CPU performances that are typical of standard NSF solvers [58], which further confirms the viability of the proposed approach for everyday use. Interestingly, a more than 20-fold speedup, compared to a multi-core CPU implementation, is obtained with help of a relatively straightforward GPU code, providing more than satisfying performance for the simulation of realistic configurations in an industrial context. To give an example, the NACA0012 benchmark of Section 4 (i.e., $C = 350$) was fully carried out on a single GPU and reached the full duration of 15,000 iterations in less than four hours.

6. Discussion and outlook

A new type of quadrature free LBM was introduced in the context of compressible flow simulation. By relying on an extended equilibrium introduced, that reproduces the first 13 moments of the Maxwell-Boltzmann distribution, the correct macroscopic behavior was recovered using a lattice composed of as few as 39 discrete velocities in 3D. This is a tremendous improvement as compared to previous similar methods that relied on 343 velocities. Also, the computational cost of the proposed solution procedure is shown to remain in acceptable limits, with a speed down of a factor 5 only compared to a method with polynomial equilibrium (which cannot reproduce the same compressible physics). Nevertheless, the computational overhead can be compensated as the method is shown to allow substantial speed ups through the use of accelerators, as shown through a 20-fold speedup using an Nvidia GPU. This guarantees the viability of the 13-moment approach in an industrial context.

In addition, we proposed a kinetic sensor which is used to locally increase the viscosity accordingly to the departure from equilibrium. Considering a extremely simple formulation of this sensor, stable and accurate simulations were obtained for a 1D Riemann problem, as well as, a high-Reynolds number flow past a NACA0012 airfoil in the supersonic regime.

In view of the drastic improvements obtained with the 13-moment based LBM (as compared to the 5-moment version), we strongly hypothesize that, by simply increasing the number of constraints used for the derivation of the exponential equilibrium, one could extend the present stability range to even higher Mach numbers, including potentially hypersonic conditions. In addition, by considering constraints based on other types of equilibria, this LBM could be extended to simulate other types of flows (multiphase, magnetohydrodynamic, semi-classical, relativistic, etc) and physics (electromagnetism, quantum systems, etc), as it was done for example by DVMs for the simulation of radiative phenomena [30,31]. In the context of LBMs, this would be particularly suitable for semi-classical [59] and relativistic [60] LBMs, where a large number of constraints must be satisfied to recover the macroscopic behavior of interest, and this imposes the use of very large lattices.

Regarding the kinetic sensor, it only depends on the departure from equilibrium, and can correspondingly be extended to any type of physics. Furthermore, it can also be used to identify under-resolved areas where either a stabilization technique (subgrid scale models and/or shock
capturing approach) or mesh refinement are required. For the former, the sensor would definitely offer a better control on the different scales impacted by them – which is usually the main flaw of these dynamic stabilization techniques [61].

Eventually, since the current methodology is not tied to any velocity discretization, it would be interesting to apply it to other lattices (D3Q19, D3Q27, D3Q33, D3Q41, etc). This would likely lead to different stability ranges as well as levels of accuracy. In addition, the root-finding algorithm also have a non-negligible impact on the robustness and accuracy of LBM based on the exponential equilibrium. Hence, it seems important to study in more details the influence of (1) the type of algorithm (gradient based versus gradient free) as well as (2) its convergence criterion. Both investigations will be presented in a forthcoming paper.
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