Introduction.—The concept of neuromorphic computing proposes to combine numerous analog circuits in a network mimicking the architecture of the human brain [1]. Viewed as a scheme that can outperform the conventional von Neumann machines, especially on complex cognitive tasks, it has undergone intensive development in both learning algorithms and hardware implementations [2, 3].

The spiking neuron network (SNN) [4], among various classes of artificial neuron networks, is so far the closest analog to biological neural systems, due to its unique capability of utilizing the temporal characteristics of events [5, 6]. In the SNN, a neuron is a dynamic device featuring the leaky integrate-and-fire (LIF) mechanism [7]. Input excitations accumulate on its leaky internal state with a clear threshold, when a spike is triggered. Information is then communicated between neurons by these spikes. A synapse is a nonvolatile memory with an adaptable weight, which controls the amount of influence the firing of the presynaptic neuron has on the postsynaptic one. Many SNN learning rules fall under the term spike-timing-dependent plasticity (STDP) [8, 9], where the synaptic weight is updated depending on the relative spiking time of the pre- and postsynaptic neurons within a time window.

Because SNNs can be both computationally more efficient and less energy consuming, their hardware implementations have attracted a lot of interest. Spintronics, the study of intrinsically nonlinear spin dynamics and transport, has demonstrated to be promising for implementing neuromorphic computing [10–14]. Many nanoscale spintronic devices, with advantages in terms of nonvolatile memory, fast switching, high endurance and low energy dissipation, have already been developed for memory and logic applications [15–19]. Various candidate neuron- and/or synapse-like devices to replace elements in the traditional CMOS circuitry have been proposed based on magnetic tunnel junctions [20–26], spin torque driven nano-oscillators [27–29], domain-wall [30–32] and skyrmion-bubble [33–35] racetracks, and spin-wave dynamics [36, 37].

In this Letter, we propose an SNN scheme based on dynamics of topological winding textures. Our proposal emphasizes physical compatibility of neurons and synapses, which is crucial to form a scalable and efficient network [26]. Particularly, the proposed SNN would, in its ideal form, operate relying purely on spin dynamics. Spiking signals flow continuously throughout the network, their generation and transmission following the same spin-dynamical principles. By enhancing the physical integrity of the network, we can minimize energy cost and simplify operational rules.

To illustrate our idea, we consider quasi-one-dimensional antiferromagnets with an easy-plane anisotropy. With the Néel order n = (cos φ, sin φ) constrained in the easy plane, its azimuthal angle φ(x, t) parametrizes the local magnetic state. Even before accounting for any energetics, we recognize a topological conservation law [38, 39]:

\[ \partial_t \rho + \partial_x j = 0, \]

where \( \rho = - \partial_x \phi / \pi \) and \( j = \partial_t \phi / \pi \) are the topological charge density and current. In real materials, the rotational symmetry within the easy plane is usually reduced by anisotropies. We thus consider the Hamiltonian density [40]:

\[ \mathcal{H} = \frac{A}{2} (\partial_x \phi)^2 + \frac{m^2}{2\chi} + \frac{\zeta}{2} \sin^2 \phi, \]

where \( A \) is the exchange stiffness, \( \chi \) and \( m \) are the spin susceptibility and the spin density (per unit length) transverse to the easy plane, and \( \zeta > 0 \) is an axial in-plane anisotropy.

Equation (1) reflects the robust nature of a topological winding texture in one dimension, which is made up of chiral domain walls. A domain wall interpolates between the two ground states (φ = 0 or π) of the Hamiltonian (2), and possesses a topological charge \( \zeta = \int dx \rho = \pm 1 \), with the sign designating chirality. The net total topological charge of a magnetic strip is a conserved quantity. The continuity equation (1) also reveals the dynamical aspects of the winding texture. The motion of a domain wall through a spatial point \( x_0 \) necessarily involves a π winding of φ(\( x_0, t \)) in time, and vice versa. There thus exists a natural spatiotemporal interconversion of topological winding.
In our proposal, hydrodynamics of topological charges governs the information transmission and processing in the entire network. As shown in Fig. 1(a), all elements, excepts for a few links, are made of antiferromagnetic materials. Axons and dendrites are channels for ballistic propagation of topological charges. The neuronal behavior is realized by a single-domain magnet with leaky (damped) dynamics. Its internal state, described by the uniform order parameter \( \varphi(t) \), is analog, while its output is digital: A domain wall is created and propagates into the dendrite and pumps a spin current \( I_s \) into the normal metal, exerting torques of opposite signs on the two interfaces. (c) The learning function (the change in the synaptic weight \( \Delta w \) versus the relative arrival time \( \Delta t = t_{\text{post}} - t_{\text{pre}} \) of the post- and presynaptic signals) of a possible scheme of STDP of the synapse. Causal firings strengthen the synaptic connection.

\[
\phi_0(x, t) = 2 \arctan \left[ \exp \left( -\frac{\sqrt{\frac{1}{\lambda^2} - \frac{v^2}{u^2} - \frac{x - vt}{\sqrt{\frac{1}{\lambda^2} - \frac{v^2}{u^2}}}} \right) \right], \quad (3)
\]

which is often referred to as a soliton. It describes a domain wall with topological charge \( \zeta = \pm 1 \) moving with speed \( v \). When topological charges are far apart, their interaction is exponentially weak and they behave like free particles. A small damping can be accounted for by a weak frictional force [46], resulting the energy dissipation \( dH/dt = -2R \), which translates into \( dv/dt = -\beta v(u^2 - v^2) \). By tuning the size of the in-plane anisotropy \( K_z \), domain walls can be sharp, just like spikes in biological nerves. The solitonic motion of topological charges in our proposal bears resemblance to the nonlinear action-potential propagation in the Hodgkin-Huxley model [47].

As we have pointed out, the hydrodynamics of topological charges is rooted in the conservation law (1). A large energy barrier, determined by the easy-plane anisotropy \( K_z \), must be overcome for thermally activated phase slips and (for very small structures and cryogenic temperatures) quantum tunnelings [48, 49] to relax the metastable wind ing textures. To stay in the valid regime of the conservation law, we operate at temperatures much lower than the thermal one.
below the Néel temperature, and with the density of domain walls much below the Landau criterion for their energetic stability \( \rho \ll 1/\sqrt{A/K_\perp} \) [50]).

The topological conservation law guarantees the transmission of a topological charge through a strong coupling: an interface between two magnets in direct contact through magnetic exchange, which is used between a neuron and its axon, and between an axon and its telodendrons. The signal traveling along an axon fans out as a topological charge enters each telodendron, albeit in practice there may need to be some amplification to compensate for cascading and losses of the energy.

**Neuron.**—For a neuron to be able to integrate topological charges from many of its dendrites, however, we need a weak coupling, as sketched in Fig. 1(b), in order to transfer spatial windings in dendrites into (weak) temporal stimuli for the neuron, as well as to prevent the feedback to dendrites when the neuron fires. The weak coupling can be realized by inserting a nonmagnetic-metal spacer between the neuron and dendrites, forming a spin-valve-like structure [51].

Since a topological charge is “quantized,” its transmission from the dendrite to the metal spacer (as a spin-injection pulse, as detailed below) is a question of yes or no. Invoking the boundary condition [43] \( A\partial_x \phi - \tau_1 = 0 \), a domain wall \( (3) \) with speed \( v = 8\pi A/hg \) can slip through without any deformation, which is reminiscent of the microwave impedance matching for optimal transmission. There must therefore exist a finite speed window for the topological charges so that signals reach the neuron.

The neuron in our proposal is a single-domain antiferromagnet with a uniform magnetic state \( \partial_x \phi = 0 \), where \( \phi \) is the azimuthal angle of its Néel order parameter. We restate the Hamiltonian \( \tilde{H} = M^2/2\chi + (\tilde{K}/2) \sin^2 \phi \) and the Rayleigh dissipation function \( \tilde{R} = (\tilde{\alpha}\tilde{J}/2)(\partial_t \phi)^2 \), where the tilded parameters are defined as previously but for a zero-dimensional system, the neuron. The azimuthal angle \( \phi \) and the transverse angular momentum \( M \) are canonical conjugate variables. We obtain equations of motion [44]

\[
\partial_t \phi = \frac{M}{\chi}, \quad \text{and} \quad \partial_t M = -\frac{\tilde{K}}{2} \sin 2\phi - \tilde{\alpha}\tilde{J} \partial_t \phi + \tau(t),
\]

where the torque \( \tau(t) \) is a result of incoming signals from the dendrite, which we now turn to.

When a solitonic domain wall (with positive chirality) propagating along the dendrite unwinds at the dendrite-metal interface, the spin dynamics pumps a spin current \( I_s = (h/8\pi)\partial_x \phi \) into the normal metal [51] [note \( I_s \propto j \), see Eq. (1)], where \( q \) is the spin-mixing conductance. Consider the simplified situation where the spin current partitions into half transmission and half reflection [52]. A spin current is an angular momentum flux. In other words, a torque is exerted at the metal-dendrite interface, and equally at the metal-neuron interface [53], \(-\tau_1 = \tau_2 = I_s/2 = (h/8\pi)\partial_x \phi\). The total angular-momentum transfer into the neuron is thus \( \delta M = \int dt \tau_2 = hg/8 \).

Eliminating \( M \) in Eq. (4), \( \tilde{\alpha}\tilde{J} \partial_t \phi + (\tilde{K}/2) \sin 2\phi + \tilde{\alpha}\tilde{J} \partial_t \phi = \tau(t) \) describes a familiar driven-and-damped particle in a washboard potential with local minima \( \phi = n\pi \) \((n \in \mathbb{Z})\), as shown in Fig. 2(a). A few characteristic parameters can be extracted by taking the approximation to a damped harmonic oscillator near the local minimum: the undamped frequency \( \omega_0 = \sqrt{\tilde{K}/\chi} \) and the damping ratio \( \eta = \tilde{\alpha}\tilde{J}/2\sqrt{\tilde{K}\chi} \). We set the material parameters in the overdamped regime with \( \eta > 1 \), the relaxation time \( t_0 = 1/(\eta - \sqrt{\eta^2 - 1})\omega_0 \) defines the local timescale on which the neuron performs integration. Compared with the slow reaction of the neuron, the angular-momentum transfer due to a sharp incoming domain wall can be almost instantaneous [52]. Thus \( \tau(t) \) can be regarded as composed of delta pulses, each elevates the canonical momentum \( M \) by \( \delta M \), and, as manifested by Eq. (4), boosts \( \partial_t \phi \) by \( \nu_0 = \delta M/\chi \).

Take the example of an initially stationary state trapped at \( \phi_{|t=0} = 0 \), a sudden angular momentum kick sets the initial condition \( \partial_t \phi_{|t=0} = \nu_0 \) for the relaxation process. As a train of topological charges coming in at a rate \( \omega \), the state \( \phi \) wiggles gently as the effect of each kick fades, featuring a leaky integration. See Fig. 2(c). Only with a sufficiently high input rate and/or large amplitude, can the signal pulses trigger the neuron to fire—it overcomes the energy barrier and falls into the neighboring local minimum \( \phi = \pi \). The dependence of the firing or nonfiring result on the rate and amplitude of pulses is plotted in Fig. 2(b). When the neuron fires, it experiences a phase jump of \( \pi \), whereas the phase deep in the axon remains unchanged. A domain wall with topological charge \( \zeta = +1 \) is thus created on a timescale of \( t_0 \), entering the axon with a certain initial velocity.

Another behavior of a biological neuron that we can imitate is the bursting—a neuron fires repeatedly in groups separated by quiescent periods [54]. For our artificial neuron, a constant torque \( \tau_0 \) (such as a spin transfer torque used in Ref. [28]) effectively tilts the washboard potential. This can cause repetitive firing once the torque exceeds a threshold where the local minima become unstable. On average, the firing rate is proportional to the tilting, \( r = \tau_0/\pi\tilde{\alpha}\tilde{J} \).

**Synapse.**—A nonvolatile analog memory with an adjustable weight, as the key element of a synapse, is realized in our proposal by an antiferromagnetic nanostrip (2) holding a metastable winding texture. We define the dimensionless density of topological charges \( w = NA/L \) as the synaptic weight, where \( N \) is the net number of topological charges and \( L \) is the length of the nanostrip, which is large enough \((L \gg \lambda)\) to allow us to consider \( w \) as an essentially continuous variable. The nons-
trip is a one-dimensional thermodynamic system of interacting topological charges. The interaction gives rise to a density dependent chemical potential $\mu(w) = \delta F/\delta N$, where $F$ is its total free energy.

Here, we outline a proof-of-principle proposal for the STDP procedure, which can be modified and improved, subject to practical experimental considerations. We update the synaptic weight in two ways: an increase upon causal firings, and a constant degradation background when the causal relation is not maintained. See Fig. 1(c).

We first consider the latter, focusing on the right end of the synapse in Fig. 1(a). The local parameter $\phi_2$, if unperturbed, stays at a local minimum of a tilted washboard potential due to the in-plane anisotropy. The tilting $-\mu/\pi$ is present since an amount of energy $\mu$ is needed to inject an extra topological charge into the synapse through winding $\phi_2$ by $\pi$. Whenever a topological charge from the presynaptic neuron arrives, the dynamics of $\phi_2$ is activated: $\phi_2$ is brought out of the local minimum either as a result of kinetic perturbation, or heating, which softens the anisotropy. Both can be due to the spin dynamics associated with the incoming topological charge. The synapse is therefore open briefly before damping sends $\phi_2$ back to a local equilibrium. A small amount of topological charges are pushed into the dendrite, passing a modulated signal to the postsynaptic neuron. The strength of this signal is determined by the synaptic weight: The denser the topological charges in the synapse, the higher the chemical potential (see Fig. 3), so that more topological charges are pushed into the dendrite, like a compressed gas being briefly released.

An external reservoir of topological charges (a “chirality battery” [55]), which is maintained at a constant chemical potential $\mu_0 > \mu$, is linked to the left end of the synapse, where the local order parameter $\phi_1$, similar to the situation with $\phi_2$, experiences a tilted washboard potential with an average slope proportional to the relative chemical potential $\mu - \mu_0$. See Fig. 1(a). We now wish the combination of the presynaptic signal and the causal postsynaptic feedback (if created) to increase the synaptic weight. We consider one possibility following Ref. [26]. The kinetic perturbation caused by the postsynaptic signal can activate the dynamics of $\phi_1$ only when assisted by the remnant heat from the presynaptic signal, so that topological charges flow from the external reservoir into the synapse, where the magnetic texture is naturally damped into a new equilibrium with higher $\mu$. The STDP time window $\delta t$ is determined by the heat transport properties of the nanostrip. Other, nonheat-based scenarios can also be envisioned, which we leave for a future work.

Discussion.—As a route to cognition mimicking, SNNs are by nature complicated and approximative. Magnetic materials in different parameter regimes have to be tailored to realize functionalities in different elements, which can be made possible by the large range of insulating antiferromagnetic materials at disposal [56]. Antiferromagnets are free of stray fields, thus allowing for the dense packing of devices. They also have fast spin dynamics, with the bulk magnon gap often on the THz scale. Candidate materials can be antiferromagnets relevant to

![FIG. 2. Leaky integrate-and-fire functionality of the neuron.](image)

(a) The washboard potential. The angular order parameter $\varphi$ of the neuron and its time derivative $\partial_t \varphi$ are analogous to the position and speed of a particle. Inset: The tilted washboard potential where local minima become unstable. (b) The firing and nonfiring diagram depending on the input rate $\omega$ and amplitude $\omega_0$ of the incoming train of angular momentum kicks. Numerics are done with parameters $\omega_0 = 10 \text{ GHz}$ and $\eta = 5$. (c) The time evolution of the order parameter of the neuron $\varphi(t)$ simulated for samples marked in the diagram. In each simulation, 20 pulses are sent to the neuron until it fires.

![FIG. 3. The nonlinear dependence of the chemical potential $\mu$ on the synaptic weight $w$, calculated for the metastable ground-state textures of the Hamiltonian (2), which are the solutions to the static sine-Gordon equation [52]. Inset: the magnetic textures and their $\cos \phi(x)$ for two values of $w$. The texture becomes closer to a uniform spiral as $w$ approaches 1. The asymptote has the analytical expression $\mu = \sqrt{\mathcal{A}K} \pi^2 w$.](image)
spin superfluidity [57], such as cubic perovskites [58], as the
winding dynamics would benefit from low crystalline
anisotropies, or a versatile platform of magnetic van
der Waals materials [59], or synthetic antiferromagnets,
which already found a promising application in racetrack
memory [60]. The operating frequency could reach the
GHz range, estimated from the characteristic timescale of
the neuron $t_\alpha \sim 1$ ns using $\bar{K} \sim 10^{-22}$ J, $\bar{\chi} \sim 10^{-42}$ J s$^2$, $\bar{J} \sim 10^3 h$ for a neuron of volume $\sim 10^3$ (nm)$^3$, and $\bar{\alpha} \sim 10^{-2}$. Due to the all-spin design, the energy
efficiency of our proposal can be very compelling. Once
we put the free energy associated with magnetic winding
into the system, collective spin dynamics merely redistribu-
tes the energy by shuffling the winding in different
parts, apart from the energy losses due to Gilbert damp-
ing and effective phase slips in the junctions. Two main
costing processes involve the firing of the neuron
and the propagation of domain walls in the conduits.

The neuron has a very small energy barrier $\sim 10$ J, though practically monodomain switching can cost, for
example, $0.1$ pJ in a magnetic tunnel junction. To
operate at GHz frequency, solitonic domain walls would
ideally be sent at a speed $v \sim 1$ km/s along axons of $\mu$m
scale. Integrating the Rayleigh function over the size of
the domain wall $\lambda$, we obtain an energy dissipation rate
$\sim \alpha \bar{J} v^2/2\lambda \sim 1$ pJ/s by taking $\alpha \sim 10^{-4}$, $\bar{J} \sim 10^3 h/\mu$m and $\lambda \sim 10$ nm. The energy cost of each spike transmis-
sion is therefore negligible ($\sim 1$ J).

In summary, our proposal has exploited the conserva-
tion law of topological charges and the conversion be-
tween temporal and spatial properties of magnetic topo-
logical textures to provide a unified ground for dynamical
integration, signal propagation, and nonvolatile memory.
This principle may also be applied to SNN schemes in-
volving other types of topological charges, such as vor-
tices in two dimensions and hedgehogs in three dimen-
sions.
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Supplemental Material

Simplified spin-valve dynamics

A hierarchy of timescales is assumed for our simplified spin-valve (dendrite-metal spacer-neuron) structure. Taking the domain-wall width $\lambda \sim 10$ nm and the domain-wall velocity $v \sim 0.01 u - 0.1 u$, $u \sim 10$ km/s in the dendrite, the pumping of the spin current is on a timescale of $t_s \sim \lambda/v \sim 0.01 - 0.1$ ns. The electron transport time across the normal-metal spacer with thickness $\ell$, i.e., the Thouless time, can be estimated by $t_d \sim \ell^2 / D \sim 0.1$ ps, where $D$ is the diffusion constant. The reaction time of the neuron is $t_0 \sim 1$ ns, as estimated by the harmonic-oscillator approximation in the main text. One finds $t_d < t_s < t_0$, the angular-momentum transfer is instantaneous.

The transmission and reflection of the spin current in the metal spacer mentioned in the main text is an oversimplified description of the following dynamics.

In response to the spin dynamics at the dendrite-metal interface, the metal spacer develops an electronic spin accumulation $\mu_s$ oriented out of the easy plane of the magnet. The torques acting on the two interfaces of the spin valve is thus [61]

$$\tau_1 = \hbar g (\mu_s / \hbar - \partial_t \phi), \quad \text{and} \quad \tau_2 = \hbar g \mu_s / \hbar.$$ (A.1)

The torque $\tau_1$ at the dendrite-metal interface has two terms: the spin torque due to the spin accumulation, and the spin pumping, which is precisely the spin current $I_s$ in the main text. In the torque $\tau_2$ at the neuron-metal interface, the spin pumping is absent because of the slow reaction of the magnetization in the neuron. Based on the abovementioned hierarchy of timescales, our simplified situation can be captured by $-\tau_1 = \tau_2$ (an effective $\mu_s = \hbar \partial_t \phi / 2$), and an effective spin-mixing conductance $g$. Unequal partitioning of the spin injection, depending on the relative interfacial impedances, as well as spin losses in the metal spacer would merely modify the effective mixing conductance $g$ in this relation [51].

Exact solutions to the static sine-Gordon equation

A static texture in equilibrium is exactly solvable by minimizing the free energy

$$F = \int_0^L dx \left[ \frac{A}{2} (\partial_x \phi)^2 + \frac{K}{2} \sin^2 \phi \right]$$ (A.2)

at low temperatures (ignoring geometric effects and entropic contributions). The solution reads [62]

$$\phi(x) = \pm \begin{cases} N\pi/2 + \text{am} \left( \frac{x}{k\ell}, k^2 \right), & \text{odd } N, \\ (N-1)\pi/2 + \text{am} \left( \frac{x}{k\ell} + K(k^2), k^2 \right), & \text{even } N, \end{cases}$$ (A.3)

where $K(\cdot)$ is the elliptic integral of the first kind and $\text{am}(\cdot)$ is the Jacobi amplitude function, as EllipticK[.] and JacobiAmplitude[,] used in Wolfram Mathematica. The parameter $k$ ($0 \leq k \leq 1$) is solved self-consistently from the condition $2kK(k^2) = 1/w$. 
