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Abstract—In a post-quantum world, where attackers may have access to full-scale quantum computers, all classical password-based authentication schemes will be compromised. Quantum copy-protection prevents adversaries from making copies of existing quantum software; we suggest this as a possible approach for designing post-quantum-secure password authentication systems. In this paper, we show an implementation of quantum copy-protection for password verification on IBM quantum computers. We also share our quantum computation results and analyses, as well as lessons learned.
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I. INTRODUCTION

Full-scale quantum computers will be able to achieve quadratic speed-ups in search problems compared with the classical computers that are in use today. Grover’s algorithm is one such quantum algorithm. Given a particular output value of a black box function, Grover’s algorithm finds the unique input in $O(\sqrt{n})$ evaluations [1]. Classical algorithms on the other hand use $O(n)$ evaluations. Thus, Grover’s algorithm could brute-force a 256-bit key in approximately $2^{128}$ operations.

The implication of Grover’s algorithm on passwords is that all classical password-based authentication will be vulnerable to attack. Grover’s algorithm could be used to invert a cryptographic hash function, allowing attackers to find a victim’s password far more quickly than is possible today. In addition, users sometimes choose weak passwords, which has facilitated countless security breaches over the years. Users would have to create and remember good quality passwords that are at least four times longer than what is used today in a post-quantum environment. However, it is unreasonable to expect this of the average user. An alternate strategy is to design systems in which offline password guessing attacks are harder or even impossible for attackers to mount. In our work, we explore the use of quantum copy-protection of point functions for password verification in a post-quantum environment. We implement password authentication schemes on IBM quantum computers using Python, Qiskit, and liboqs-python.

The ‘no cloning’ theorem gives quantum information one of its most interesting properties—it cannot be copied. Quantum copy-protection makes use of the theorem to construct programs that cannot be copied or pirated. In our work, we are interested in quantum copy-protection of point functions based on the recent work of Broadbent, Jeffery, Lord, Podder, and Sundaram [2]. Point functions are special functions that map $n$-bit strings to a 1-bit string. The output is 1 only if the input matches the point $p$ of the point function, otherwise it is 0. The point $p$ in the point function is the key used to encode quantum copy-protected programs. Quantum copy-protection of point functions translates well into a password verification scheme, since its point $p$ can be thought of as the password, and only the correct password will provide the outcome we want.

We test our implementation using the Honest-Malicious security model introduced in [2]. For a correctness check of our password authentication scheme, we use a simplified version of the game in [2]. The game occurs between a challenger and an evaluator. The challenger prepares a copy-protected program using $p$ as the key and sends it to an evaluator. The challenger then prepares a challenge input sampled from the challenge distribution given in [2]. This challenge distribution outputs:

- with probability $\frac{1}{2}$, $p$; and
- with probability $\frac{1}{2}$, a uniformly sampled $n$-bit string $x \leftarrow \{0,1\}^n \setminus \{p\}$.

The correctness is checked at the end when the evaluator evaluates the challenge inputs on the program, and the error syndromes are checked.

In addition to implementing password authentication schemes, we present a model of how these password authentication schemes interact with users and applications in a post-quantum world (see Fig. 1). The model consists of various different systems and actors—a classical server on which the main application is hosted, a quantum authentication server for password verification, and users. We made the assumption that applications would still be held on classical servers. This assumption allowed us to compartmentalize quantum functions, minimizing the complexity and depth of the circuits run on.

Our code is available at [https://github.com/wsherry/QuantumPassword](https://github.com/wsherry/QuantumPassword)
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quantum computers. Users who want to access applications that require a login will first access the classical servers on which these applications will be hosted. When users want to log in to their respective accounts, the classical server will reroute the user to a quantum authentication server. Password verification occurs, and the user is redirected according to the results of the password verification. In the game defined earlier, the challenger represents the classical and authentication servers, the evaluator represents the user, and the challenge inputs can be thought of as the attempted passwords.

To ensure that the communication is secure between the different actors and systems, we implement a quantum secure version of Secure Sockets Layer (SSL). We use FrodoKEM-1344 for the initial key exchange [3], followed by the Advanced Encryption Standard 256 (AES-256) algorithm for secure password exchange [4]. FrodoKEM-1344 and AES-256 are schemes which are considered to be quantum-resistant.

There has been some related research on implementing security methodologies on the quantum cloud, including the implementations of homomorphic encryption schemes [5], quantum locker protocols for message retrieval [6], and secret sharing protocols [7]. However, there seems to be little publication on password authentication schemes on quantum computers, and our work may be seen as an early step to fill the gap.

II. IMPLEMENTATION

The authentication server is a quantum computer that uses copy-protection of point functions to verify passwords. To construct a copy-protected program, we implement a total quantum authentication scheme that uses strong trap codes, based on the work in [8]. The quantum authentication scheme starts with two traps in the states $|0\rangle$ and $|+\rangle$, respectively, to which six auxiliary qubits (in the state $|0\rangle$) are appended to each trap. Each trap qubit and its corresponding six auxiliary qubits are then encoded using a $[7,1,3]$ quantum error correction code—the Steane code, based on the implementation in [9]. All the qubits are then permuted and encrypted using the quantum one-time pad. In our implementation, to reduce noise, the quantum one-time pad and the permutation are performed classically. Using the principles of delegated computing in [10], we are able to move the one-time pad to the beginning of the circuit. Meanwhile, the permutation determines how the CNOTs in the Steane code are mapped. These design choices were guided by experimentation after running the program for several iterations.

The encoded password program seen in Fig. 2 serves as the copy-protected program. For the verification step, a challenge input can be used to decrypt the password program (see Fig. 3). Our circuit only detects phase flip errors, and the error syndrome is extracted from the circuit using six auxiliary qubits.

To further mitigate the effects of quantum computer noise, we directly take the error syndrome from the password program, and we do all the necessary processing and decrypting classically.

For the quantum secure SSL, we used Open Quantum Safe’s liboqs-python for implementing FrodoKEM-1344, and PyCryptodome for implementing AES-256.

III. RESULTS

We ran five different tests for correctness on IBM’s 27-qubit quantum computer, ibmq_sydney. For the first test, we used a challenge input that was the same as the point $p$ used in the program. The second to fifth tests used challenge inputs that were different from $p$ to simulate an attack on the program. The second test has a permutation error, while the third and fourth tests have X and Z errors, respectively. The fifth test checks for correctness when both X and Z errors are introduced to the circuit. Finally, a sixth test takes a challenge point from the challenge distribution defined earlier.

The error syndromes are measured and post-processed classically to determine true positive rates for tests one and six, and the false positive rates for tests two to six. The graphs for the first test where the challenge input is equal to $p$, are shown in Fig. 4. Typically, the error syndromes measured
Fig. 3. The verification circuit used to extract the error syndrome measurement of the password program (shown in Fig. 2) for phase flip errors only.

Fig. 4. The error syndrome measurements of the same copy-protected program for test one. The program is run on the ibmq_qasm_simulator (top left), ibmq_qasm_simulator with a mock ibmq_sydney noise model (top right), the ibmq_sydney quantum device without Qiskit’s measurement error mitigation (bottom left), and the ibmq_sydney device with all error mitigation techniques (bottom right). The dark bar in each graph represents the expected measurement outcome, which when post-processed equates to the no error syndrome (all 0s). Each circuit was executed and sampled 5000 times.
should produce all 0s if there are no errors, however since we delay the one-time pad decryption and inverse permutation and perform it classically after measuring, the results seen in Fig. 4 are the raw measurements. The same p was run across two simulators, and an actual quantum device. The ideal simulator provides the ideal scenario: the expected result occurs 100% of the time. When we place an ibmq_sydney noise model on the simulator, noise can be seen, and the expected result only occurs about 10% of the time.

Finally, when the program is run on the actual device, we see that there is much more noise than what the noise model had covered. The averaged true and false positive rates for each test can be seen in Table 1.

### Table 1

| Test | Average Program Results (ibmq_sydney) |
|------|---------------------------------------|
|      | True Positive (Correct password is accepted) | False Positive (Wrong password is accepted) |
| # 1  | Challenge input is equal to point | 1.42% | - |
| # 2  | Challenge input has a permutation error | - | 1.47% |
| # 3  | Challenge input has an X error | - | 1.54% |
| # 4  | Challenge input has a Z error | - | 1.88% |
| # 5  | Challenge input has an X and Z error | - | 1.79% |
| # 6  | Challenge input sampled from challenge distribution | 1.07% | - |
|      | Challenge input sampled equals to point (1/10 tests) | 1.25% |

The results of the verification circuits that detect bit and phase flip errors are included in the Appendix.

### IV. Data Analysis

The data from the quantum computer results are still very noisy. While the noise model of the ibmq_sydney quantum computer was used, it does not completely reflect the amount of noise from the actual quantum computer, as can be seen in the graphs. There are spikes in the bar graph that are visible in the top right graph in Fig. 4. These spikes in the graph can be attributable to the fact that the error syndrome picks up phase flip errors for one of the trap codes, but due to noise, fails to correctly output the phase flip error syndrome for the other trap code. The actual ibmq_sydney quantum computer’s results meanwhile look closer to uniform. While there are still spikes in the actual quantum device’s bar graph, they are much more subdued and rounded out. Using Qiskit’s measurement mitigation functions helps reduce some of the noise (see bottom graphs of Fig. 4). However, the noise mitigation actually increases the frequency of unexpected measurement outcomes.

### V. Lessons Learned

Quantum computers are still far from being fully fault tolerant, and thus, are subject to much noise. As a consequence, applying research in practice may sometimes transfer poorly and produce outcomes that are noise heavy, especially if the implemented circuit has many gate operations. Using a combination of Qiskit’s error mitigation tools and performing parts of the circuit classically without compromising security can offset some of the noise.

Unlike their quantum device simulators, IBM quantum computers have a specific device layout that dictates how its virtual qubits are connected. Thus, mapping the physical qubits of the program to the actual device’s virtual qubits is an important step in mitigating noise. Qubits that have many CNOT operations with other qubits were often mapped to virtual qubits on the quantum machine that were well connected. In addition to looking at how connected each qubit is, there are CNOT operation errors between virtual qubits and single qubit Pauli-X errors that need to be taken into consideration as well. The mapping of the qubits and circuit optimizations can be done through Qiskit’s transpile function. Qiskit also offers some built-in tools for measurement noise mitigation, which can be used after executing the circuits. Using Qiskit’s mock backends can provide some insight to the noise model of quantum computers which can inform decisions on where to optimize the circuit. Since quantum computers are calibrated once every 24 hour period, many of its system properties are updated to these calibrations [11]. Thus, using a noise model during simulation runs that dynamically updates according to the system properties of each quantum computer calibration, will be even more effective in reflecting the noise of the quantum machine.

High depth circuits are much more susceptible to noise. As we made modifications and gate reductions in our circuit, we were able to get slightly better results. By processing parts of the circuits classically before and after the quantum computation, we were able to reduce the depth of our circuits, and get better results. Selecting which parts of a circuit can be computed classically (without compromising security) is a very effective, but sometimes non-trivial, step in reducing noise. With the original circuit implemented, we had a circuit depth of over 200 operations; however, with some reductions including performing the one-time pad at the beginning using delegation techniques in [10] and permuting the Steane code classically, we were able to halve the depth to the 80 to 100s range. These classical operations removed many CNOTs and swap operations.

There are other existing error mitigation techniques that can be used such as zero-noise extrapolation, which does not require additional quantum hardware resources. Mitiq is a...
Python toolkit that offers zero-noise extrapolation among other techniques. For more advanced error mitigation techniques, Qiskit Pulse offers qubit calibration toolkits.

VI. CONCLUSION

Our work on implementing password authentication schemes can be considered as a proof of concept. The results are noisy but there are various lessons and techniques we learned during this experience to help with noise mitigation. We feel that this is a promising technique for secure password-based authentication in a post-quantum world.

APPENDIX

The verification circuit for detecting both bit and phase flip errors can be seen in Fig. 5. The top 14 qubits are used for detecting bit flips, and the bottom six qubits are used for detecting phase flips.

We ran the five correctness tests for the bit and phase error detection verification circuits. The tests were run on IBM’s 27-qubit, quantum volume 128 machine, ibmq_montreal. The averaged true and false positive rates for each test can be seen in Tables II to IV. The true and false positive rates for detecting only bit or phase flip errors are similar in value to the ibmq_sydney results. However, the true and false positive rates for detecting all errors, whether bit or phase flip errors, are significantly lower.

The error syndrome measurements of the same copy protected program can be seen in Fig. 6 to Fig. 8.

### TABLE II
The average true and false positive rates for the correctness tests from the ibmq_montreal quantum computer, where only bit flip errors are detected. Each test size is 10.

| Test Description | True Positive (Correct password is accepted) | False Positive (Wrong password is accepted) |
|------------------|---------------------------------------------|---------------------------------------------|
| 1 Challenge input is equal to point | 2.67% | - |
| 2 Challenge input has a permutation error | - | 1.61% |
| 3 Challenge input has an X error | - | 1.61% |
| 4 Challenge input has a Z error | - | 2.60% |
| 5 Challenge input has an X and Z error | - | 1.61% |
| 6 Challenge input sampled from challenge distribution | Challenge input sampled equals to point (5/10 tests) | 2.92% | - |
| | Challenge input sampled does not equal to point (5/10 tests) | - | 0.789% |

### TABLE III
The average true and false positive rates for the correctness tests from the ibmq_montreal quantum computer, where only phase flip errors are detected. Each test size is 10.

| Test Description | True Positive (Correct password is accepted) | False Positive (Wrong password is accepted) |
|------------------|---------------------------------------------|---------------------------------------------|
| 1 Challenge input is equal to point | 1.57% | - |
| 2 Challenge input has a permutation error | - | 1.66% |
| 3 Challenge input has an X error | - | 1.51% |
| 4 Challenge input has a Z error | - | 1.59% |
| 5 Challenge input has an X and Z error | - | 1.51% |
| 6 Challenge input sampled from challenge distribution | Challenge input sampled equals to point (5/10 tests) | 1.57% | - |
| | Challenge input sampled does not equal to point (5/10 tests) | - | 1.62% |

### TABLE IV
The average true and false positive rates for the correctness tests from the ibmq_montreal quantum computer, where all errors are detected. Each test size is 10.

| Test Description | True Positive (Correct password is accepted) | False Positive (Wrong password is accepted) |
|------------------|---------------------------------------------|---------------------------------------------|
| 1 Challenge input is equal to point | 0.0366% | - |
| 2 Challenge input has a permutation error | - | 0.0269% |
| 3 Challenge input has an X error | - | 0.0232% |
| 4 Challenge input has a Z error | - | 0.0415% |
| 5 Challenge input has an X and Z error | - | 0.0269% |
| 6 Challenge input sampled from challenge distribution | Challenge input sampled equals to point (5/10 tests) | 0.0391% | - |
| | Challenge input sampled does not equal to point (5/10 tests) | - | 0.00977% |
Fig. 5. The verification circuit used to check for bit flip errors and extract the error syndrome measurement of a password program for phase flip errors.

Circuit with Bit and Phase Error Detection on IBMQ_QASM_Simulator

Fig. 6. The error syndrome measurement outcomes of a copy-protected program for test one. The program is run on the ibmq_qasm_simulator. The measurement values have all been post-processed, and the sum of all the probabilities in the graph is equal to 1. The circuit was executed and sampled 8192 times.
The measurement outcomes with bit or phase flip errors are not shown in Fig. 7 or Fig. 8 for better visibility of the results. Since the measurement values in the figures are post-processed, the error-free syndrome for detecting phase flips is all 0s. Additionally, the other 14 qubits are representative of the codewords of the encoded program for detecting bit flip errors.

Fig. 7. The error syndrome measurement of a copy-protected program for test one. The program is run on the ibmq_qasm_simulator with a mock ibmq_montreal device noise model. The measurement values have all been post-processed, and only the error-free measurement values are shown. The circuit was executed 8192 times, and the probability for obtaining the error-free measurement values are low.

Fig. 8. The error syndrome measurement of a copy-protected program for test one. The program is run on the ibmq_montreal quantum device. The measurement values have all been post-processed, and only the error-free measurement values are shown. The circuit was executed 8192 times, and the probability for obtaining the error-free measurement values are low.
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