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Abstract
We present a novel computational scheme to solve acoustic wave transmission problems over two-dimensional composite scatterers, i.e. penetrable obstacles possessing junctions or triple points. The continuous problem is cast as a multiple traces time-domain boundary integral formulation. For discretization in time and space, we resort to convolution quadrature schemes coupled to a non-conforming spatial spectral discretization based on second kind Chebyshev polynomials displaying fast convergence. Computational experiments confirm convergence of multistep and multistage convolution quadrature for a variety of complex domains.
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1 Introduction
We are interested in solving acoustic wave transmission problems arising from the scattering by composite objects in two dimensions. More precisely, we consider a bounded Lipschitz domain Ω ⊂ R^2, composed of M non-overlapping Lipschitz subdomains Ω_i, i = 1, ..., M, such that

$$\Omega = \bigcup_{i=1}^{M} \Omega_i,$$

where Ω_i ∩ Ω_j = ∅ for i ≠ j. We define Γ_{ij} := ∂Ω_i ∩ ∂Ω_j for the interface between domains Ω_i and Ω_j, with Γ_{ij} = Γ_{ji}. We also denote by Ω_0 := \mathbb{R}^d \setminus \overline{\Omega} the unbounded exterior domain. Notice that, for i = 0, ..., M, one can write

$$\Gamma_i := ∂Ω_i = \bigcup_{j ∈ \Upsilon_i} Γ_{ij},$$

where Υ_i corresponds to an index set defined as

$$\Upsilon_i := \{ j ∈ \{0, ..., M\} : j ≠ i and Γ_{ij} ≠ ∅ \}.$$

The above composite material is characterized by piecewise-constant coefficients, c_i > 0 corresponding to the wavespeed on the domain Ω_i, i = 0, ..., M. Assuming some incoming wave with
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no volume sources denoted $u^{\text{inc}}$, we set $u_i := u|_{\Omega_i}$ for the total wave inside $\Omega_i$, for $i = 1, \ldots, M$, and by $u_0 := u|_{\Omega_0}$ the scattered wave in the exterior domain. With this, we seek to solve the time-domain acoustic transmission problem:

$$\begin{align*}
\frac{1}{c_i^2} \frac{\partial^2 u_i}{\partial t^2} - \Delta u_i &= 0 \quad \text{in } \Omega_i \times [0, \infty), \quad i = 0, \ldots, M, \\
u_0 - u_j &= -u^{\text{inc}} \quad \text{on } \Gamma_{0j} \times [0, \infty), \quad j \in \Upsilon_0, \\
\frac{\partial u_0}{\partial n} + \frac{\partial u_j}{\partial n} &= -\frac{\partial u^{\text{inc}}}{\partial n} \quad \text{on } \Gamma_{0j} \times [0, \infty), \quad j \in \Upsilon_0, \\
u_i - u_j &= 0 \quad \text{on } \Gamma_{ij} \times (0, \infty], \quad i, j > 0, \quad j \in \Upsilon_i, \\
\frac{\partial u_i}{\partial n} + \frac{\partial u_j}{\partial n} &= 0 \quad \text{on } \Gamma_{ij} \times [0, \infty), \quad i, j > 0, \quad j \in \Upsilon_i, \\
u_i &= \frac{\partial u_i}{\partial t} = 0 \quad \text{in } \Omega_i \times \{0\}, \quad i = 0, \ldots, M.
\end{align*}$$

We solve the above wave scattering problem by combining the following approaches:

(i) Boundary integral equations (BIEs) in the form of the local multiple traces formulation (MTF) in space-time domain;

(ii) Spectral non-conforming Galerkin discretizations with Chebyshev polynomials for spatial discretization of the BIEs; and,

(iii) Convolution quadrature (CQ) for approximation in time.

BIEs lead to unknowns defined on boundaries while rigorously enforcing causality or radiation conditions in the time-harmonic case \cite{Yuval}. Specifically, for composite materials one can resort to BIEs based on single-trace formulations or different versions of MTFs according to the strong or weak enforcement of transmission conditions (cf. \cite{Yuval,6,7}). The discretization of MTFs then may be carried out via boundary elements (BE) \cite{Yuval,6}, spectral Galerkin \cite{Yuval,22,23} or Nyström \cite{Yuval} methods.

In the following, we employ a spatial spectral non-conforming discrete Galerkin scheme for the (local) MTF based on Chebyshev polynomials in order to attain accurate approximations.
with a small number of degrees of freedom. Moreover, this setting allows for the efficient computation of matrix entries via the Fast Fourier Transform (FFT) by relating Chebyshev coefficients to Fourier coefficients as well as direct implementation of compression techniques (cf. [22, Section 3.3], [23], and [35, Chapter 3]). First and second kind single-trace formulations [8, 13] also exist but there are no available spectrally convergent methods for them. Still, due to the non-conforming nature of our spectral scheme, its numerical analysis remains open an open problem as existing results require Galerkin discretization in standard Sobolev spaces. Thus, the present work focuses on algorithmic aspects. Indeed, though we introduce the required functional spaces for rigorously formulating the MTF, these are not essential for neither the current presentation nor its implementation. For a precise derivation and results of existence and uniqueness of the continuous problem we refer to [19].

For the time-domain approximation we opt for CQ methods [5, 33] due to their stability and amenability to be coupled to any available complex frequency-domain solvers such as the ones discussed above. Algorithmically, we refer to [15] for the corresponding pseudo-code to efficiently compute forward convolutions and solve the arising equations. A thorough analysis of multistage CQ can be found in [1, 2, 3, 28], while generalized CQ allowing for different timesteps is described in [24, 25]. CQ implementation and analysis for wave scattering problems have been studied in [4], with emphasis on transmission problems provided in [30, 31] and composite materials in [32, 13]. Yet, to our knowledge, no time-domain CQ-MTF has been described in the literature, with the current work being the first contribution to that end.

Alternatively, direct Galerkin discretizations for space-time BIEs could also be used to tackle Problem (2.9), but this involves the difficult computation of boundary integral operators in time domain [15]. Moreover, as it happens in most time-stepping procedures, a poor choice of time-step may immediately lead to instabilities. Also, long-time computations are often unstable and despite the availability of several remedies (cf. [9, 10, 11, 12]), CQ remains a simple, efficient and stable method to discretize time-domain problems without major complications.

The present manuscript is structured as follows. In Section 2, we present the MTF in frequency domain as in [19]. Section 3 recalls the main ideas behind time-domain BIEs. Section 4 describes the spatial spectral non-conforming Galerkin discretization for MTF [22, 23]. Then, in Sections 5.1 and 5.2 we explain CQ for multistep and multistage linear methods and their application to convolutional equations in Section 5.3. Finally, in Section 6 we show some numerical experiments for different geometries and parameters of interest, which clearly illustrate the capabilities and limitations of the proposed methodology and sketch future research ideas.

Besides the definitions already introduced, the notation used throughout can be summarized as follows:

- The imaginary unit is denoted \( i = \sqrt{-1} \).
- \( u \) denotes an acoustic field in space and time (see (2)).
- \( U \) and \( V \) denote Laplace-domain fields related to the modified Helmholtz equation (see Section 2).
- \( \lambda, \varphi, \psi \) denote time-domain boundary densities, with values in Sobolev spaces defined over a boundary or interface (see Section 3.1 and Problem 3.1).
- \( \Lambda, \Phi, \Psi \) are boundary functions in frequency domain (see Section 2.9, 11, 7).
- Bold variables \( \lambda, \varphi, g, \Lambda, \Phi, G \) denote elements of Cartesian product spaces (see Problems 2.2, 3.1, 4.3, 5.2 and 5.4).
• Operators $A, S, D, K, K', V, W, X, E, R, L$ are defined in the frequency domain, sometimes depending on a complex parameter $s \in \mathbb{C}_+$. (see Section 2 (7), (9), (10)).

• Operators $A, S, D, K, K', V, W, F$ are defined in the time domain by means of the inverse Laplace transform of frequency domain counterparts (see Section 3 (16), (17), (18) and Problem 3.1).

• $N$ is the number of timesteps (see Problem 5.2).

• $L$ refers to the number of degrees of freedom of the spectral spatial discretization (see Section 4.1 Problem (4.3)).

• Variable $s \in \mathbb{C}_+$ is reserved for the parameter in Laplace domain and modified Helmholtz equations (see Section 2 (6), (7), (8), (9)).

2 Multiple traces formulation

We recall results for the (local) MTF for Helmholtz scattering problems over composite materials as exposed in [19, 23]. Despite being initially developed for time-harmonic problems, the formulation lends itself easily to account for time-dependent wave scattering via the inverse Laplace transform as discussed in Section 3.

Let $\Omega \subset \mathbb{R}^d$ be as in [1] and $n^i$ denote the unit outward normal vector to $\partial \Omega_i$. Trace spaces on the boundary are written $H^{\pm 1/2}(\partial \Omega_i)$. For an open interface $\Gamma_{ij}$, we introduce

$$H^\pm(\Gamma_{ij}) := \{ \xi |_{\Gamma_{ij}} : \xi \in H^\pm(\partial \Omega_i) \} \quad \text{and} \quad \tilde{H}^\pm(\Gamma_{ij}) := \{ \eta \in H^\pm(\Gamma_{ij}) : \tilde{\eta} \in H^\pm(\partial \Omega_i) \},$$

where $\tilde{\eta}$ is the extension by zero of $\eta$ over $\partial \Omega_i$. We identify $\tilde{H}^{-\frac{1}{2}}(\Gamma_{ij})$ with the dual space of $H^{\frac{1}{2}}(\Gamma_{ij})$. Cartesian product trace spaces over closed boundaries $\partial \Omega_i$ are denoted

$$V_i := H^{\pm}(\partial \Omega_i) \times H^{\pm}(\partial \Omega_i).$$

For the multiple interfaces case we require the following piecewise or broken spaces:

$$\tilde{H}^{\pm \frac{1}{2}}_{pw}(\partial \Omega_i) := \left\{ V \in H^{\mp \frac{1}{2}}(\partial \Omega_i) : V|_{\Gamma_{ij}} \in \tilde{H}^{\mp \frac{1}{2}}(\Gamma_{ij}), \quad \forall j \in \Upsilon_i \right\}, \quad (3)$$

whose respective duals are

$$H^{\pm \frac{1}{2}}_{pw}(\partial \Omega_i) := \left\{ V \in D'(\partial \Omega_i) : V|_{\Gamma_{ij}} \in H^{\mp \frac{1}{2}}(\Gamma_{ij}), \quad \forall j \in \Upsilon_i \right\}, \quad (4)$$

where $D'(\partial \Omega_i)$ denotes the space of distributions over $\partial \Omega_i$. With (3) and (4) we define the broken Cartesian product spaces:

$$V_{pw,i} := H^{\frac{1}{2}}_{pw}(\partial \Omega_i) \times H^{-\frac{1}{2}}_{pw}(\partial \Omega_i) \quad \text{and} \quad \tilde{V}_i := \tilde{H}^{\frac{1}{2}}_{pw}(\partial \Omega_i) \times \tilde{H}^{-\frac{1}{2}}_{pw}(\partial \Omega_i).$$

Furthermore, we build the next spaces defined over $M \in \mathbb{N}$ subdomain boundaries:

$$\tilde{V}_M := \tilde{V}_0 \times \cdots \times \tilde{V}_M,$$

$$V_M := V_0 \times \cdots \times V_M,$$

$$V_{pw,M} := V_{pw,0} \times \cdots \times V_{pw,M}.$$
denoted $\gamma_{d,d}^i, \gamma_{n,n}^i$ and $\gamma_{n,d}^i$. Neumann traces $\gamma_{n,d}^i$ involve the unit normal pointing towards the interior of $\Omega^{i,c}$, allowing us to introduce average and jump trace operators over $\partial \Omega$:  
\[\[\gamma V\]_i := \left(\|\gamma_{d} V\|_{i}, \|\gamma_{n} V\|_{i}\right) = \left(\gamma_{d}^i V - \gamma_{d} V, \gamma_{n}^i V - \gamma_{n} V\right) \quad \text{and} \quad \[\gamma V\]_i := \left(\|\gamma_{d} V\|_{i}, \|\gamma_{n} V\|_{i}\right) = \frac{1}{2} \left(\gamma_{d}^i V + \gamma_{d} V, \gamma_{n}^i V + \gamma_{n} V\right), \quad (5)\]

Let $G_i(\|x - y\|; s) = \frac{1}{2} H_{i}^{(1)}(is_i|x - y|)$ denote the fundamental solution of the homogeneous modified Helmholtz equation
\[-\Delta U + s^2 U = 0 \quad \text{in} \quad \mathbb{R}^2 \setminus \partial \Omega, \quad (6)\]

where $s_i = sc_i^{-1}, s \in \mathbb{C}_+ := \{s \in \mathbb{C} : \Re(s) > 0\}$, and $H_{i}^{(1)}(\cdot)$ denotes the first kind Hankel function of order zero. We define layer potentials acting on sufficiently smooth densities $\Psi$ and $\Phi$ on a boundary $\Gamma_i = \partial \Omega_i$ as
\[
(S_i(s)\Psi)(x) := \int_{\Gamma_i} G_i(\|x - y\|; s)\Psi(y)dy,
\]
\[
(D_i(s)\Psi)(x) := \int_{\Gamma_i} n(y) \cdot \nabla_y G_i(\|x - y\|; s)\Phi(y)dy.
\]

The integral representation formula for a solution $U$ of (6) in $\mathbb{R}^2 \setminus \partial \Omega_i$ yields
\[U(x) = (D_i(s)[\gamma d U]_{i})(x) - (S_i(s)[\gamma n U]_{i})(x), \quad x \in \mathbb{R}^2 \setminus \partial \Omega_i. \quad (8)\]

For each subdomain $\Omega_i$, we introduce corresponding boundary integral operators (BIOs):
\[
V_i(s) := \\|\gamma_{d} S_i(s)\|_{i} : H^{-\frac{1}{2}}(\partial \Omega_i) \rightarrow H^{\frac{1}{2}}(\partial \Omega_i),
\]
\[
K'_i(s) := \\|\gamma_{n} S_i(s)\|_{i} : H^{-\frac{1}{2}}(\partial \Omega_i) \rightarrow H^{\frac{1}{2}}(\partial \Omega_i),
\]
\[
K_i(s) := \\|\gamma_{d} D_i(s)\|_{i} : H^{\frac{1}{2}}(\partial \Omega_i) \rightarrow H^{\frac{1}{2}}(\partial \Omega_i),
\]
\[
W_i(s) := - \\|\gamma_{n} D_i(s)\|_{i} : H^{-\frac{1}{2}}(\partial \Omega_i) \rightarrow H^{-\frac{1}{2}}(\partial \Omega_i).
\]

and the Calderón block operator:
\[A_i(s) := \begin{pmatrix} -K'_i(s) & V_i(s) \\
W_i(s) & K_i(s) \end{pmatrix} : V_i \rightarrow V_i. \quad (10)\]

**Remark 2.1.** A coercivity result for a scaled version of $A_i(s)$ can be found in [13, Proposition 3.2].

For $\Lambda = (\Lambda_0, \ldots, \Lambda_M) \in \mathbb{V}_M$, $\Phi = (\Phi_0, \ldots, \Phi_M) \in \mathbb{V}_M$ we denote $(\Lambda, \Phi)_x := \sum_{i=0}^{M}(\Lambda_i, \Phi_i)_{x,i}$, with the sesquilinear duality product:
\[(\Lambda_i, \Phi_i)_{x,i} = (\Lambda_i, \Phi_i)_{x,i} + (\Phi_i, \Lambda_i)_{x,i}, \quad (11)\]

for $\Lambda_i, \Phi_i \in V_i$, $\Lambda_i = (\Lambda_{i,d}, \Lambda_{i,n})$, and $\Phi_i = (\Phi_{i,d}, \Phi_{i,n})$. Now, we are able to present the complex frequency-domain MTF.

**Problem 2.2** (Multiple traces formulation). Seek $\Lambda \in \mathbb{V}_M$ such that the variational form
\[\{F(s)\Lambda, \Phi\}_x = \{G, \Phi\}_x, \quad \text{for all} \ \Phi \in \mathbb{V}_M, \quad (12)\]
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is satisfied for $G = (G_0, G_1, \ldots, G_M) \in \mathbb{V}_{pw,M}$ with

$$F(s) := \begin{pmatrix} A_0(s) & -\frac{1}{2} \tilde{X}_{01} & \ldots & -\frac{1}{2} \tilde{X}_{0N} \\ -\frac{1}{2} \tilde{X}_{10} & A_1(s) & \ldots & -\frac{1}{2} \tilde{X}_{1N} \\ \vdots & \vdots & \ddots & \vdots \\ -\frac{1}{2} \tilde{X}_{N0} & -\frac{1}{2} \tilde{X}_{N1} & \ldots & A_M(s) \end{pmatrix} : \mathbb{V}_M \to \mathbb{V}_{M,pw},$$

(13)

wherein $\tilde{X}_{ik}$ denotes the restriction-and-extension by zero operator:

$$\tilde{X}_{ik}(\Lambda_k, \Phi_i)_{k,i} := \begin{cases} \left< \Lambda_k, d, \Phi_i, n \right>_{\Gamma_{ik}} - \left< \Phi_i, d, \Lambda_k, n \right>_{\Gamma_{ik}} & k \in \Upsilon_i, \\
0 & k \notin \Upsilon_i, \end{cases}$$

(14)

i.e. the duality product on the interface $\Gamma_{ik}$.

Remark 2.3. Broken function spaces $\tilde{H}^{-\frac{1}{2}}_{pw}(\partial \Omega_i)$ and $H^{\frac{1}{2}}_{pw}(\partial \Omega_i)$ – let us properly define the restriction of boundary data to the open interface $\Gamma_{ik}$ in (14). This is also crucial for the analysis of the MTF [19].

Remark 2.4. For the case of an incident complex-valued field $U^{inc}$ coming from the exterior domain $\Omega_0$, the right-hand side in Problem 2.2 is given by $G = \frac{1}{2} R\gamma U^{inc}$, where we summarize in

$$R : \mathbb{V}_0 \to \mathbb{V}_{pw,M}$$

the restriction-extension operators defined in [19] by the expression

$$\left< R\gamma U^{inc}, \Phi \right>_{\times} = \left< \gamma_0 U^{inc}, \Phi_0 \right>_{\Gamma_0} - \left< \Phi_0, \gamma_0 U^{inc} \right>_{\Gamma_0} - \sum_{k \in \Upsilon_0} \left< \gamma_0 U^{inc}, \Phi_k \right>_{\Gamma_{0k}} - \left< \Phi_k, \gamma_0 U^{inc} \right>_{\Gamma_{0k}} \right>.$$  

Well-posedness of Problem 2.2 follows from the corresponding result for its real wavenumber counterpart (Helmholtz transmission problem) studied in [19], based on coercivity results that still hold for the complex wavenumber case.

Theorem 2.5 (Existence and Uniqueness). There exists a unique solution to Problem 2.2.

3 Time Domain BIEs

We now shift our attention to deriving a time-domain formulation based on the inverse Laplace transform of operator $F(s)$ following [33]. To this end, let us start by recalling the Laplace transform and its inverse for a causal function $f \in L^2(\mathbb{R}^+)$:

$$F(s) := (L f)(s) := \int_0^\infty f(t) e^{-st} dt, \quad f(t) = (L^{-1}\{s \mapsto F(s)\})(t) := \frac{1}{2\pi i} \int_{\sigma - i\infty}^{\sigma + i\infty} e^{st} F(s) ds,$$

(15)

where $\sigma > 0$. These definitions can be easily extended to vector-valued causal distributions (cf. [15] Section 1.2 or [33] Section 2.1). For causal density functions $\psi : \mathbb{R}^+ \to H^{-\frac{1}{2}}(\Gamma)$ and $\varphi : \mathbb{R}^+ \to H^{\frac{1}{2}}(\Gamma)$ that can be extended to causal tempered distributions with values in Sobolev
spaces and their corresponding Laplace transforms $\Psi : \mathbb{C}_+ \to H^{-\frac{1}{2}}(\Gamma)$ and $\Phi : \mathbb{C}_+ \to H^{\frac{1}{2}}(\Gamma)$, we define time-domain single and double layer potentials as

$$S \ast \psi := \mathcal{L}^{-1}(\{s \mapsto S(s)\psi(s)\}), \quad D \ast \varphi := \mathcal{L}^{-1}(\{s \mapsto D(s)\Phi(s)\})$$

where $S(s)$ and $D(s)$ are the single and double layer potentials for the (modified) Helmholtz equation $-\Delta U + s^2 U = 0$ defined in (7).

In general, for normed spaces $X$ and $Y$ and a transfer function $F(s) : X \to Y$ in the Laplace domain, we will define the corresponding convolutional operator in time domain as

$$F \ast \varphi := \mathcal{L}^{-1}(\{s \mapsto F(s)\varphi(s)\})$$

where $\mathcal{L} \varphi(s) = \Phi(s)$ and $\Phi(s) \in X$ for all $s \in \mathbb{C}_+$. Details about the existence of this operator can be found in [33, Propositions 3.1.1 and 3.1.2]. With this, we are able to define Calderon BIoS in the time domain by means of the inverse Laplace transform and corresponding operators for the modified Helmholtz equation.

We define the time-domain Calderon operator:

$$A := \begin{pmatrix} -K & V \\ W & K' \end{pmatrix}$$

(18)

with $V$, $K$, $K'$ and $W$ being the corresponding time-domain counterparts of the weakly singular, double-, adjoint-double layer and hypersingular BIoS based on (9) and (17).

Finally, we can write a time-domain version of the local MTF.

**Problem 3.1.** Let $u^{inc}$ be as in (2). We seek a causal $\mathbb{V}_M$-valued distribution $\lambda$, i.e. $\lambda \in C^1([0, \infty); \mathbb{V}_M)$, such that

$$F \ast \lambda = g,$$

where

$$F := \begin{pmatrix} A_0 & \frac{1}{2} \bar{X}_0 \otimes \delta_0 & \cdots & \frac{1}{2} \bar{X}_N \otimes \delta_0 \\ \frac{1}{2} \bar{X}_1 \otimes \delta_0 & A_1 & \cdots & \frac{1}{2} \bar{X}_N \otimes \delta_0 \\ \vdots & \vdots & \ddots & \vdots \\ \frac{1}{2} \bar{X}_N \otimes \delta_0 & \frac{1}{2} \bar{X}_N \otimes \delta_0 & \cdots & A_M \end{pmatrix}$$

and $g = \frac{1}{2} R \gamma^0 u^{inc}$.

(20)

with $g$ in the Bochner space $C^1([0, \infty); \mathbb{V}_{pw,M})$, $\delta_0$ denoting the Dirac delta at time $t = 0$ and $R$ the operator defined in Remark 2.4.

4 Spatial Spectral Discretizations

We now turn to the approximation of the above system by means of CQ combined with spatial spectral non-conforming elements, starting with the latter. The reason for this is that the CQ requires multiple solves of the Laplace domain MTF system, thereby rendering low-order methods computationally too intensive and even impractical for complex geometries.

4.1 Spectral Elements

Following [22, 23], we consider spectral elements based on Chebyshev polynomials to discretize the spatial unknowns in Problem 3.1.
Assume that for each interface $\Gamma_{ji}$, there exists a $C^1$-parametrization $h_{ji}$ that maps the nominal segment $\hat{\Gamma} := [-1, 1]$ onto $\Gamma_{ji}$. We derive a non-conforming Petrov-Galerkin discretization of problem (12) by using the space spanned by second kind Chebyshev polynomials of degree $\ell \in \mathbb{N}_0$:

$$v_\ell(t) := \frac{\sin(\ell + 1)\theta}{\sin \theta}, \quad t = \cos \theta, \quad \theta \in [0, \pi],$$  \hspace{1cm} (21)

as trial functions and test functions spanned by weighted second kind Chebyshev polynomials as follows.

Let $L \in \mathbb{N}$ indicate the dimension of the finite-dimensional space. On each interface we use the same trial space for both $H^\frac{1}{2}(\Gamma_{ji})$ and $\tilde{H}^{-\frac{1}{2}}(\Gamma_{ji})$ defined by

$$T^j_{jiL} := \text{span}\{\xi^j_{0i}, \ldots, \xi^j_{Li}\}, \quad \xi^j_\ell(t) := \frac{1}{\|h_{ji}(t)\|} v_\ell(t), \quad t \in \hat{\Gamma}.$$  \hspace{1cm} (22)

Similarly, on each interface we use a test space for both $\tilde{H}^\frac{1}{2}(\Gamma_{ji})$ and $\tilde{H}^{-\frac{1}{2}}(\Gamma_{ji})$ defined by

$$Q^j_{jiL} := \text{span}\{\chi^j_{0i}, \ldots, \chi^j_{Li}\}, \quad \chi^j_\ell(t) := \frac{1}{\|h_{ji}(t)\|} v_\ell(t)\sqrt{1 - t^2}, \quad t \in \hat{\Gamma}.$$  \hspace{1cm} (23)

For $k, \ell \in \mathbb{N}_0$, we recall the orthogonality property:

$$\int_{-1}^{1} v_\ell(t)v_k(t)\sqrt{1 - t^2}dt = \begin{cases} 0 & \ell \neq k, \\ \pi/2 & \ell = k, \end{cases}$$  \hspace{1cm} (24)

which jointly with related Fourier-Chebyshev expansions [35, Chapter 3] allow for the fast computation of matrix entries by means of the FFT.

Remark 4.1. The above property motivates the weight $\sqrt{1 - t^2}$ in our test functions. More importantly, this weight forces test functions to vanish at the endpoints of every interface as required for spaces $\tilde{H}^\frac{1}{2}(\Gamma_{ji})$.

Analogously to the continuous case, we define finite-dimensional subspaces of our broken spaces:

$$X^j_L := \{\xi \in V_{pw,i} : \xi|_{\Gamma_{ji}} \in T^j_{jiL} \times T^j_{jiL}, \quad j \in \Upsilon_i\},$$

$$Y^j_L := \{\chi \in V_{pw,i} : \chi|_{\Gamma_{ji}} \in Q^j_{jiL} \times Q^j_{jiL}, \quad j \in \Upsilon_i\}.$$  \hspace{1cm} (25)

Density of the above spaces in the product ones $V_{pw,i}$ and $\tilde{V}_i$ was established in [22, Propositions 1-2].

Finally, we introduce

$$X_{M,L} := X^0_L \times \ldots \times X^M_L, \quad Y_{M,L} := Y^0_L \times \ldots \times Y^M_L.$$  \hspace{1cm} (26)

Remark 4.2. Note that our discretization scheme is non-conforming as it allows for discontinuities in the Dirichlet unknowns at the endpoints of every interface, i.e. $X^j_L \not\subset H^\frac{1}{2}(\partial\Omega_i) \times H^{-\frac{1}{2}}(\partial\Omega_i)$. Yet, as test functions vanish at the endpoints of each interface, the formulation remains well defined (cf. [19, 22]).

We can now define the discrete version of Problem 2.2.
Problem 4.3 (Spectral non-conforming Petrov-Galerkin MTF). We seek \( \Lambda_L \in X_{M,L} \) such that the variational form:

\[
(F(s)\Lambda_L, \Phi_L)_X = (G, \Phi_L)_X, \quad \text{for all } \Phi_L \in Y_{M,L},
\]

is satisfied for \( G = (G_0, G_1, \ldots, G_M) \in V_{pw,M} \).

Remark 4.4. Existence and uniqueness of solutions for Problem 4.3 depend on the existence of an inf-sup condition. This result remains elusive by now, but various numerical experiments show the good behaviour of the proposed discretization scheme [22, 23].

Remark 4.5. Notice that the discrete problem consists in finding a solution in the space \( V_{pw,M} \) instead of \( V_M \), which was the case for Problem 2.2. Existence and uniqueness for the continuous problem remains valid in \( V_{pw,M} \), as mentioned in [22, Theorem 1], due to the equivalence of the duality product between \( V_M \) and \( V_{pw,M} \) when test functions are elements of \( \tilde{V}_M \).

4.2 Computation of Galerkin matrices

We now compute the explicit integrals for each of the BIOs involved in the construction of the Calderón operator, as it was done in [22]. Integrals over \( \tilde{\Gamma} \times \tilde{\Gamma} \) are numerically approximated by the following two-step scheme:

(a) Computation of Chebyshev coefficients for the kernel in the inner integral.

(b) Gauss-Legendre quadrature rule for the outer integral.

For implementation purposes, we briefly explain the algorithm. Let \( K(\eta, \tau) : \tilde{\Gamma} \times \tilde{\Gamma} \to \mathbb{C} \) denote any of the BIO kernels. For each subdomain \( \Omega_i \) and for a pair of interfaces \( \Gamma_{ji} \) and \( \Gamma_{ik} \), we proceed as follows:

i. Set the number of Gauss-Legendre quadrature points \( \{\eta_j\}_{j=1}^{N_g} \) and Chebyshev points \( \{\tau_l\}_{l=1}^{N_c} \).

ii. Kernels \( K(\eta, \tau) \) are evaluated at each of these points and their values are stored. For the case of self-interactions, \( j = k \), the kernel is regularized with the Laplace kernel to extract the singularity (see Remark 4.6).

iii. By means of the FFT over the array \( \{K(\eta_j, \tau_l)\}_{l=1}^{N_c} \), one computes approximations of the Chebyshev coefficients \( f_l(\eta_j) \), \( l = 1, \ldots, N_c \), of the polynomial interpolant of the kernel

\[
K(\eta_j, \tau) \approx \sum_{l=0}^{N_c} f_l(\eta_j) \psi_l(\tau), \quad \tau \in \tilde{\Gamma},
\]

for every Gauss-Legendre quadrature point \( \eta_j, j = 1, \ldots, N_g \).

iv. The outer integral is computed via a Gauss-Legendre quadrature rule.

Remark 4.6. Regularization of the kernel is done for the case \( \Gamma_{ji} = \Gamma_{ki} \) by using the Laplace kernel

\[
G(x, y) := \frac{1}{2\pi} \log \|x - y\|, \quad x \neq y, \quad x, y \in \tilde{\Gamma}.
\]

Over the canonical segment \( \tilde{\Gamma} \), the following kernel expansion [20, Remark 4.2] based on Chebyshev polynomials of the first kind, \( T_n(\eta) := \cos(n\theta) \), simplifies our computations:

\[
\frac{1}{2\pi} \log |\eta - \tau| = \frac{1}{2\pi} \log 2 + \sum_{n=1}^{\infty} \frac{1}{n\pi} T_n(\eta) T_n(\tau), \quad \tau \neq \eta \in \tilde{\Gamma}.
\]
Specifically, two integrals have to be computed: one with the regularized kernel $G_i(x, y; s) - G(x, y)$ and one with the Laplace kernel that can be computed exactly.

4.2.1 Weakly Singular BIO

For the weakly singular operator $V_i(s)$, $s \in \mathbb{C}_+$ defined on the boundary $\Gamma_i = \partial \Omega_i$, we need to compute integrals of the form:

$$\int_{\hat{\Gamma}} \int_{\hat{\Gamma}} G_i(\|h_{ij}(\tau) - h_{ik}(\eta)\| ; s)v_l(t)v_m(\tau)\sqrt{1 - \tau^2}d\tau d\eta.$$  (27)

For $\eta \neq \tau$, the approximation

$$G_i(\|h_{ij}(\tau) - h_{ik}(\eta)\| ; s) \approx \sum_{l=0}^{N_c} f_l(\eta)v_l(\tau)$$  (28)

holds and, by the orthogonality property (24), one obtains

$$\int_{\hat{\Gamma}} \int_{\hat{\Gamma}} G_i(\|h_{ij}(\tau) - h_{ik}(\eta)\| ; s)v_l(\eta)v_m(\tau)\sqrt{1 - \tau^2}d\tau d\eta \approx \frac{\pi}{2} \int_{-1}^{1} f_l(\eta)v_l(\eta)d\eta,$$  (29)

which is then approximated by a Gauss-Legendre quadrature rule.

4.2.2 Double Layer BIOs

For the double layer BIOs and its adjoint, $K_i(s)$ and $K'_i(s)$, respectively, the approach is the same as in Section 4.2.1. The only difference is that the Chebyshev coefficients have to be computed for the corresponding kernels.

4.2.3 Hypersingular BIO

For the hypersingular operator $W_i(s)$ defined on the boundary $\partial \Omega_i$, we employ the following expression from [34, Lemma 6.13, Theorem 6.15]. Let $\Gamma$ be an open measurable part of $\partial \Omega_i$ and $f$ and $g$ be continuously differentiable on $\Gamma$. Then, it holds that

$$\langle W_i(s)f, g \rangle_{\Gamma_i} = \langle V_i(s)\text{curl } f, \text{curl } g \rangle_{\Gamma_i} + \left( \frac{s}{c_i} \right)^2 \langle V_i(n^i_x \cdot n^i_y f), g \rangle_{\Gamma_i} - f(x) \int_{\Gamma_i} G_i(\|x - y\| ; s)\text{curl } g(y)d\Gamma_y \bigg|_{x \in \partial \Gamma},$$  (30)

where $\partial \Gamma$ denotes the endpoints of the open curve $\Gamma$. The first and second terms are computed as in the case for the weakly singular BIO and employing Chebyshev polynomials derivatives. The third term involves computing Chebyshev coefficients for which no quadrature rule is required.

5 Convolution Quadrature Schemes

Multistep-based and multistage CQ methods were originally introduced by Lubich in [26, 27] and in [28], respectively. For the sake of completeness, both methods will be explained along with their assumptions and limitations following [15].
Consider two functions \( f : [0, \infty) \to \mathcal{X} \) and \( g : [0, \infty) \to \mathcal{Y} \) where \( \mathcal{X} \) and \( \mathcal{Y} \) are normed spaces. We further assume that \( F(s) := (\mathcal{L}f)(s) \) is known. We are interested in computing the convolution, which corresponds to

\[
h(t) := \int_0^t f(\tau)g(t-\tau)d\tau = \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} F(s) \left( \int_0^t e^{s\tau} g(t-\tau)d\tau \right) ds.
\]

(31)

The inner integral in the right-hand side corresponds to the exact solution of the ordinary differential equation:

\[
y(t) = sy(t) + g(t) \quad t \in \mathbb{R}_+, \quad y(0) = 0,
\]

(32)

which can be solved by means of a multistep or a multistage linear method.

### 5.1 Multistep Convolution Quadrature

A multistep method \([37\text{ Ch. III.2}]\) for solving equation (32) is defined by parameters \( \alpha_k, \beta_k, k = 0, \ldots, m \) and a timestep \( \Delta t > 0 \) with discrete times \( t_n = n\Delta t \) such that the new unknown corresponds to \( y_n \approx y(t_n) \), for \( n = 0, 1, \ldots, \)

\[
\sum_{k=0}^{m} \alpha_k y_{n+k-m} = \Delta t \sum_{k=0}^{m} \beta_k (sy_{n+k-m} + g_{n+k-m}), \quad n = 0, 1, \ldots
\]

(33)

At discrete times \( t_n \), an approximation for the convolution (31) is cast as the following closed contour integral:

\[
h(t_n) \approx \frac{1}{2\pi i} \int_{\mathcal{C}} \frac{1}{\zeta^{n+1}} F\left( \frac{\delta(\zeta)}{\Delta t} \right) G(\zeta) d\zeta = \sum_{k=0}^{n} \omega_k^F(\Delta t)g_{n-m},
\]

(34)

where

\[
\delta(\zeta) = \sum_{k=0}^{m} \alpha_{n-k}\zeta^k, \quad F\left( \frac{\delta(\zeta)}{\Delta t} \right) = \sum_{n=0}^{\infty} \omega_n^F(\Delta t)\zeta^n \quad \text{and} \quad G(\zeta) = \sum_{n=0}^{\infty} g_n\zeta^n.
\]

(35)

For implementation purposes, a good choice for the integration contour \( \mathcal{C} \) is a circle of radius \( 0 < \lambda < 1 \), explicitly \( \lambda = \varepsilon \pi \) \([4]\), where \( \varepsilon \) refers to machine precision and \( N \) is the number of quadrature points used. Later on, this number will coincide with the number of timesteps for the time discretization. Indeed, this allows the stable use of FFT to compute the integral by means of a trapezoidal rule. Following \([15\text{ Sections 3.2-3.3}]\), the final expression for (34) becomes

\[
h(t_n) = \frac{1}{2\pi i} \int_{\mathcal{C}} \frac{1}{\zeta^{n+1}} F\left( \frac{\delta(\zeta)}{\Delta t} \right) G(\zeta) d\zeta \approx \lambda^{-n} \left( \frac{1}{N+1} \sum_{k=0}^{N} \hat{F}_k \left( \sum_{j=0}^{N} \lambda^j g_j \zeta_{N+1}^{-j} \right) \zeta_n^{kn} \right),
\]

(36)

where \( \hat{F}_k = F\left( \frac{\delta(\lambda k\pi+1)}{\Delta t} \right) \); \( \zeta_{N+1} = e^{\frac{2\pi i}{N+1}} \). Moreover, the method converges at the rate of the multistep method chosen. Due to Dahlquist’s barrier theorem \([36]\), A-stable multistep methods are limited to order less than or equal to two, which is the main disadvantage of multistep-based CQ.

**Remark 5.1.** The expression (36) is well defined as long as \( F, G \) and \( \delta \) are analytic. The contour \( \mathcal{C} \) must belong to the analyticity region of the transfer function \( F\left( \frac{\delta(\zeta)}{\Delta t} \right) G(\zeta) \) and wind around zero once, which is guaranteed by using A-stable multistep methods \([37\text{ Ch. III.2}]\).
5.2 Multistage Convolution Quadrature

We solve (32) by employing A-stable implicit multistage methods of arbitrary order [2] instead of the more restrictive multistep methods.

Let \( A \in \mathbb{R}^{m \times m}, \ b, d \in \mathbb{R}^m \) be the Butcher’s tableau for a given \( m \)-stage Runge-Kutta method [36] Chapter 4, and defining \( y_{m+1} \approx y(t_n + d_1 \Delta t) \), for (32), the problem consists in looking for a vector-valued function \( y_n := (y_{n1}, \ldots, y_{nm}) = (y(t_n + d_1 \Delta t), \ldots, y(t_n + d_m \Delta t)) = y(t_n + d \Delta t), \ n = 0, \ldots, N, \) of stage solutions such that

\[
y_n = y_{n1} + \Delta t \ A(y_n + g(t_n + d \Delta t)),
\]

\[
y_{n+1} = y_n + \Delta t \ b \cdot (y_n + g(t_n + d \Delta t)).
\]

Assume that \( G(\zeta) = \sum_{n=0}^{\infty} g(t_n + d \Delta t) \zeta^n \) and \( \delta_{\text{RK}}(\zeta) := \left( b^T \frac{\zeta}{1-\zeta} + A \right)^{-1}. \) Following a similar procedure to that of the multistep case [2], one finds

\[
h_n = h(t_n + d \Delta t) \approx \frac{1}{2\pi i} \int_{C} \frac{1}{\zeta^{n+1}} F \left( \frac{\delta_{\text{RK}}(\zeta)}{\Delta t} \right) G(\zeta) d\zeta.
\]

If we consider stiffly accurate Runge-Kutta methods –for example RadauIIA or LobattoIIIC classes [28]– we have the relation \( h_{nm} = h_{n+1}. \) The procedure to obtain the convolution at each discrete time follows the same idea employed for the approximation [36, 15 Section 5.5].

5.3 Convolutional Equations

We have shown how to compute convolutions with CQ, but we are interested in solving equations where the unknown is one of the terms involved in the convolution. As explained in Sections 5.1 and 5.2, convolution can be approximated as (34) or (38), for multistep or multistage strategies, respectively. Without loss of generality, we now follow the notation of multistep methods.

**Problem 5.2** (Semi-discrete CQ-MTF). Let \( N \in \mathbb{N} \) be the fixed number of timesteps, \( \Delta t = T/N > 0 \) be the timestep chosen for a CQ scheme, \( T > 0 \) denotes the final time of computation and \( t_m = m \Delta t \) discrete times for \( m = 0, \ldots, N, \) with \( t_N = T. \) Let \( \delta(\zeta) \) be given by the choice of a multistep or multistage A-stable method. We look for solutions \( \lambda_m \in \mathcal{V}_{pw,M} \) at each \( t_m, \ m = 0, \ldots, N, \) such that

\[
\left( \sum_{m=0}^{n} \omega^G_m(\Delta t) \lambda_{n-m}, \Phi \right)_x = (g(t_n), \Phi)_x, \quad \text{for all } \Phi \in \tilde{\mathcal{V}}_M,
\]

where \( \omega^G_m(\Delta t) \) are the CQ weights coming from the analytic expansion [35], \( F \) is the multiple traces operator defined in Problem 2.3 and \( g(t) \) is the boundary data defined in Problem 3.1.

As Problem 5.2 corresponds to a triangular Toeplitz system, existence and uniqueness of solutions depend on the solvability of the diagonal terms

\[
(\omega^G_0(\Delta t) \lambda, \varphi)_x = (\Xi, \Phi)_x, \quad \text{for all } \Phi \in \tilde{\mathcal{V}}_M,
\]

for a given \( \Xi \in \mathcal{V}_{pw,M}. \) To this end, we notice that convolution weights satisfy [15]

\[
\omega^G_n(\Delta t) = \frac{1}{n!} \left. \frac{d^n}{d\zeta^n} \left( F \left( \frac{\delta(\zeta)}{\Delta t} \right) \right) \right|_{\zeta=0}, \quad n = 0, \ldots, N,
\]
and so $\omega^F_0(\Delta t) = F \left( \frac{\delta(0)}{\Delta r} \right)$, for which existence and uniqueness of solutions for (40) follows by arguments similar to [19, Theorem 11].

**Theorem 5.3.** There exists a unique solution $\{\lambda_n\}_{n=0}^N \in \mathcal{V}_{pw,M}^{N+1}$ for Problem 5.2.

**Proof.** Problem 5.2 can be written as a triangular Toeplitz system:

$$
(\omega^F_0(\Delta t)\lambda_0, \varphi)_x + \ldots + (\omega^F_N(\Delta t)\lambda_N, \varphi)_x = (g(t), \varphi)_x,
$$

for all $\varphi \in \tilde{\mathcal{V}}_M$. As (40) has a unique solution in $\mathcal{V}_{pw,M}$ for every right-hand side $\Xi \in \mathcal{V}_{pw,M}$, each one of the previous equations is uniquely solvable by $\lambda_n$, $n = 0, \ldots, N$, by Theorem 2.5.

Finally, recalling the notation introduced in Section 4.1, the fully discrete problem reads as follows.

**Problem 5.4** (Fully Discrete CQ-Spectral Galerkin MTF). Let $N \in \mathbb{N}$, $\Delta t = T/N > 0$ be the timestep chosen for a CQ scheme, $T > 0$ be the final time, $n \in \mathbb{N}$ so that $t_0 = 0, \ldots, t_n = n\Delta t, \ldots, t_N = T$ discrete times. Let $\delta(\zeta)$ be given by the choice of a multistep or multistage A-stable method. We look for solutions $\lambda_n \in \mathcal{H}_{M,L}$ at each discrete times $t_n$, $n = 0, \ldots, N$, such that

$$
\left( \sum_{m=0}^n \omega^F_m(\Delta t)\lambda_{n-m}, \varphi \right)_x = (g(t_n), \varphi)_x,
$$

for all $\varphi \in \mathcal{Y}_{M,L}$, (41)

where $\omega^F_m(\Delta t)$, $m = 0, \ldots, N$, are the CQ weights coming from the analytic expansion (35). $F$ is the multiple traces operator defined in Problem 2.2 and $g(t)$ is the boundary data defined in Problem 3.1.

**Remark 5.5.** Well-posedness of Problem 5.4 remains as an open problem, as it depends on the existence and uniqueness of solutions for the non-conforming spatial spectral scheme (see Remark 4.4).

6 Numerical Experiments

We present several numerical experiments to validate our proposed CQ-MTF discretization for different scenarios. All computations were performed on MATLAB 2018a, 64bit, running on a GNU/Linux desktop machine with a 3.80 GHz CPU and 32GB RAM. We measure different error norms to verify that our implementation is correct and analyze its performance. We use equivalent norms for the spaces $H^{s+\frac{1}{2}}(\Gamma)$ based on the single layer operator and its inverse, for a wavenumber $k = 10$ ($s = 10$ for modified Helmholtz equation).

For each numerical example, we compute relative trace errors over each interface for a density $\varphi \in H^s(\Gamma_i)$ compared to a reference density $\varphi^{ref} \in H^s(\Gamma_i)$, with $s \in \{-\frac{1}{2}, \frac{3}{2}\}$. We express it as follows

$$
\text{TraceError}(\Gamma_i) := \left( \frac{\sum_{n=0}^N \|\varphi^{ref}_n - \varphi_n\|^2_{H^s(\Gamma_i)}}{\sum_{n=0}^N \|\varphi^{ref}_n\|^2_{H^s(\Gamma_i)}} \right)^{\frac{1}{2}}, \quad i = 0, 1, \ldots, M.
$$

The code is available in [http://www.github.com/ijlabarca/cqmtf](http://www.github.com/ijlabarca/cqmtf).
| Method       | Stages | Stage order \((q)\) | Classical order \((p)\) |
|--------------|--------|----------------------|-------------------------|
| Radau IIA    | \(s\) | \(s\)                | \(2s - 1\)              |
| Lobatto IIIC | \(s\) | \(s - 1\)            | \(2s - 2\)              |

Table 1: Properties of Runge-Kutta methods used for CQ [36, Chapter 7].

We also compute field errors on a set of sample points \(S\) in each domain \(\Omega_i\) by using the representation formula (8), compared to a reference field \(u_{ref}\)

\[
\text{Error}_{U}(\Omega_i) := \left( \sum_{n=0}^{N} \sum_{x \in S} |u_{ref}^n(x) - u^n(x)|^2 \right)^{1/2}, \quad S \in \Omega_i.
\]  

(43)

CQ is implemented using the BDF2 multistep method [36, Chapter 5], completely determined by the polynomial

\[
\gamma(\zeta) = \frac{3}{2} - 2\zeta + \frac{1}{2}\zeta^2,
\]  

(44)

and multistage methods (Runge-Kutta CQ) corresponding to the two-stage RadauIIa quadrature [36, Chapter 7], whose Butcher’s tableau is defined by

\[
A := \begin{pmatrix} 5/12 & -1/12 \\ 3/4 & 1/4 \end{pmatrix}, \quad b := \begin{pmatrix} 3/4 \\ 1/4 \end{pmatrix} \quad \text{and} \quad d := \begin{pmatrix} 1/3 \\ 1 \end{pmatrix},
\]  

(45)

and the three-stage LobattoIIIC quadrature [36, Chapter 7], whose Butcher’s tableau is defined by

\[
A := \begin{pmatrix} 1/6 & -1/3 & 1/6 \\ 1/6 & 5/12 & -1/12 \\ 1/6 & 2/3 & 1/6 \end{pmatrix}, \quad b := \begin{pmatrix} 1/6 \\ 2/3 \\ 1/6 \end{pmatrix} \quad \text{and} \quad d := \begin{pmatrix} 0 \\ \frac{1}{3} \\ 1 \end{pmatrix}.
\]  

(46)

Properties of the Radau IIA and Lobatto IIIC methods are summarized in Table 1. It is important to notice the differences among these as they play an important role in the expected order of convergence in the numerical scheme. The best result that one can expect is the classical order of convergence \(p\), which is 2.0 for the BDF2 method and depends on the number of stages for Runge-Kutta methods. Order reduction phenomena are also common and have been observed for other wave propagation problems and CQ applications [2, 3, 32]. In general, this depends on the stage order \(q\), which in our case is the same for RadauIIA and LobattoIIIC. Recall that we do not provide numerical estimates and regularity results for solutions of wave propagation problems over composite materials. Thus, we cannot claim more precise bounds other than these lower and upper ones for error convergence in time domain.

6.1 Spectral discretization with Chebyshev polynomials

First, we show convergence results for the non-conforming spectral discretization presented in Section 4.1. Although we are using a spectral non-conforming discretization with Chebyshev polynomials, convergence rates are not expected to be exponential. This is related to the regularity of solutions of Helmholtz transmission problems in non-smooth domains [14]. Our aim is to show that we still obtain high-order convergence rates with accurate solutions using only a relatively small number of degrees of freedom.
Table 2: Parameters used in Section 6.1. Convergence results are shown in Figure 3.

| Example     | $s_0$ | $s_1$ | $s_2$ | $U^{inc}$ | $d$   |
|-------------|-------|-------|-------|-----------|-------|
| Example A   | $-i$  | $-2i$ | $-4i$ | $\exp(-s_0 x \cdot d)$ | $(0, -1)$ |
| Example B   | $1-i$ | $2-2i$| $4-4i$| $\exp(-s_0 x \cdot d)$ | $(0, -1)$ |
| Example C   | $1-i$ | $10-10i$| $20-20i$| $\exp(-s_0 x \cdot d)$ | $(0, -1)$ |
| Example D   | $1-i$ | $10-10i$| $100-100i$| $\exp(-s_0 x \cdot d)$ | $(0, -1)$ |

Table 3: Parameters used in Section 6.2

| $c_0$ | $c_1$ | $\omega$ | $T$ | $t_{lag}$ | $d$ | $N_{cheb}$ |
|-------|-------|-----------|-----|-----------|-----|-----------|
| 1     | 0.5   | 1         | 5   | 0.5       | (1, 0) | 40        |

We solve Problem 2.2 for a domain given by the circle with radius $r = 0.5$ with two subdomains (see Figure 2a). The volume problem to be solved by the MTF in these examples corresponds to

$$
\begin{cases}
-\Delta U + s_i^2 U = 0 & \text{in } \Omega_i, \ i = 0, 1, 2, \\
[\gamma U]_{0i} = -\gamma U^{inc}|_{\Gamma_0}, & \ i = 1, 2, \\
[\gamma U]_{12} = 0, \\
[\gamma U]_{21} = 0,
\end{cases}
$$

(47)

The parameters employed are shown in Table 2. Errors are measured with respect to a highly resolved solution. Convergence results are displayed in Figure 3. Different values of $s$ are used in order to study errors for different problems. As expected, Galerkin solutions initially converge spectrally and then reach a finite order convergence rate due to the non-smoothness of the domains. Small errors are obtained with few degrees of freedom, which is adequate for coupling with BDF2 and two-stage RadauIIA CQ methods. For LobattoIIIc, a higher number of degrees of freedom is required to match its high order convergence in time. In order to study convergence of CQ time-stepping, we fix a high polynomial degree to suppress errors due to the Laplace domain solver.

6.2 Manufactured time-domain solutions with no triple points

We now analyze our time-domain CQ-MTF by considering the case of a single domain, i.e. no triple points. The domain $\Omega$ consists of a circle of radius $r = 0.5$. We construct transmission conditions such that the exterior solution is zero whereas the interior one corresponds to

$$u_1(x, t) := f(c_1 t - t_{lag} - x \cdot d), \ f(t) := \sin(\omega t)\eta(t, 0.2, 2), \ i = 1, 2,$$

(48)

where the parameters used are provided in Table 3. Therein, $\eta$ is a smooth version of the Heaviside function defined as

$$\eta(t, t_0, t_1) := \begin{cases}
0 & 0 \leq t < t_0, \\
1 - \exp\left(\frac{2e^{-1/\tau}}{\tau - 1}\right) & \tau = \frac{t - t_0}{t_1 - t_0}, \ t_0 < t < t_1, \\
1 & t > t_1.
\end{cases}
$$

(49)

Convergence results for BDF2 and Runge-Kutta CQ methods are displayed in Figure 4. Classical orders of convergence are restricted to the exterior domain (Fig. 4c), whereas for interior ones, CQ methods suffer from reduced convergence rates (Fig. 4a, 4b). We observe that
the three implemented methods share the same convergence rates for Neumann traces. This is explained by the low temporal regularity of the solutions, as normally the methods would achieve different orders of convergence.

6.3 Manufactured time-domain solutions with artificial subdomains

We now validate the use of CQ-MTF by considering the case of artificial subdomains. The domain $\Omega$ consists in a circle of radius $r = 0.5$ separated into two subdomains $\Omega_1$ and $\Omega_2$—left and right semicircles, respectively in Figure 2a. We use the same manufactured solutions from Section 6.2. As the physical parameters of both subdomains are identical, the only difference from the case in Section 6.2 is the presence of an artificial triple point.

Error convergence results for BDF2 and Runge-Kutta-based CQ (RadauIIa and LobattoIIIc) are shown in Figure 5. Only small differences can be pointed out with respect to the results of Section 6.2, in particular, for the convergence of Neumann traces as they appear to improve for RadauIIa. However, these results are not sufficient to state that increasing the number of subdomains artificially impacts the convergence of the method.

6.4 Incident plane wave over a circle with two subdomains

We now consider as incident field a plane wave coming from $\Omega_0$, defined as

$$u_{\text{inc}}(x, t) = f(c_0(t - t_{\text{lag}}) - x \cdot d), \quad f(t) = \sin(\omega t)\eta(t, 0.2, 2). \quad (50)$$

The domain is a circle of radius $r = 0.5$ divided into two subdomains from Figure 2a with parameters used are shown in Table 5.

Error convergence results with respect to a highly resolved solution for each subdomain are shown in Figure 6. We observe that the second order convergence for the BDF2 method is not achieved until a high number of timesteps is reached due to the highly oscillatory behavior of the incident field. Runge-Kutta methods show the expected order of convergence for Dirichlet traces and for the scattered field, having even better results for the case of RadauIIa. Neumann traces present a slower convergence, as in previous examples. This behaviour is related to the stage order of convergence in Runge-Kutta methods, which is the same for two-stages RadauIIa and three-stages LobattoIIIc ($q = 2$). Some snapshots of the solution are shown in Figure 7.

6.5 Incident Plane Wave over a Square with Four Subdomains

In this experiment, the incident field is the same plane wave from (50) coming from $\Omega_0$ with parameters used are $t_{\text{lag}} = 0.5$, $d = (\sqrt{0.5}, -\sqrt{0.5})$ and $\omega = 8$. The domain is a square of side
length $a = 1$ divided into four subdomains (see Figure 2b). Wavespeeds on each subdomain are $c_0 = 1, c_1 = 0.5, c_2 = 0.25, c_3 = 0.5, c_4 = 0.25$.

Convergence results for each interface are shown in Figure 8. We observe a similar behaviour to the previous example, with slow convergence for the BDF2 method. Snapshots of the volume solution are displayed in Figure 9.

### 6.6 Incident plane wave over kite with two subdomains

For our last experiment, the incident field is the same plane wave from (50) coming from $\Omega_0$. The domain is a smooth kite parametrized as follows

\[
(x(t), y(t)) = \left( \cos(t) + 0.65 \cos(2t), \sin(t) \right), \quad t \in [0, 2\pi]
\]  

(51)

divided into two subdomains $\Omega_1$ and $\Omega_2$ (corresponding to upper and lower halves) with symmetry over the $x$-axis. Parameters used are shown in Table 7. Convergence results for each interface are shown in Figure 10. Snapshots of the volume solution are displayed in Figure 11.

### 7 Concluding remarks

We solve acoustic wave transmission problems in 2D over composite scatterers by means of CQ methods coupled to a non-conforming spectral Galerkin discretization in space. We showed that Runge-Kutta CQ constitutes an efficient and accurate method, preferable to multistep methods due to their higher order convergence rates. Although reduced order can be expected, this was only observed for the convergence of Neumann traces. For every example, convergence of two-stage Radau and three-stage Lobatto coincides for Neumann traces, which can be explained with the fact that both methods have exactly the same stage order $q = 2$.

The use of high-order spatial discretizations for frequency domain problems is mandatory in order to achieve accurate results and take advantage of the capabilities of Runge-Kutta methods. This is achieved in space via a non-conforming spectral Galerkin discretization. Chebyshev polynomials are also suitable functions for the framework of piecewise/broken Sobolev spaces defined over the boundary of each subdomain.

Future work will be focused on developing a convergence theory for this formulation. Although very important advances have been made in previous works in [16, 50, 31, 32], the current theoretical framework is well suited only for Galerkin-BEM on standard Sobolev spaces over the boundary of Lipschitz domains. Unfortunately, it is not clear how to extend this to piecewise or broken spaces considered for trial and test functions in the MTF, or even the Petrov-Galerkin formulation.
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(a) Circle with two subdomains.  
(b) Square with four subdomains.

Figure 2: Geometries used for numerical experiments.

Figure 3: Different relative error norms for the two subdomains case (see Figure 2a) measured with respect to a highly resolved solution. Legends show estimated orders of convergence obtained by means of least squares fittings.
(a) Dirichlet trace errors  
(b) Neumann trace errors  
(c) Field errors

Figure 4: Relative errors for the transmission problem measured with respect to the analytical solution. Errors are computed as explained in (42) and (43). Legends show the estimated order of convergence obtained by means of least-squares fittings.

(a) Dirichlet trace errors  
(b) Neumann trace errors  
(c) Field errors

Figure 5: Relative errors for the two artificial-subdomains case measured with respect to the analytical solution. Errors are computed as explained in (42) and (43). Legends show estimated order of convergence obtained by means of least squares fittings.
Figure 6: Relative errors for the two subdomains case measured with respect to a highly resolved solution. Errors are computed as explained in (42) and (43). Legends show methods employed with estimated orders of convergence obtained by means of least squares fittings.

Figure 7: Snapshots of the computed field from problem in Section 6.4 for the times $t = 0$, 1.25, 2.5, 3.75, 5, 6.25, 7.5, 8.75, 10.
Figure 8: Relative errors for the four subdomains case measured with respect to a highly resolved solution. Errors are computed as explained in (42) and (43). Legends indicate estimated order of convergence obtained by means of least squares fittings.

Figure 9: Snapshots of the computed field from problem in Section 6.5 for times $t = 0, 1.25, 2.5, 3.75, 5, 6.25, 7.5, 8.75, 10.0$. 

$t = 0, 1.25, 2.5, 3.75, 5, 6.25, 7.5, 8.75, 10.0$. 

24
Figure 10: Relative errors for the two subdomains case in a kite-shaped domain, measured with respect to a highly resolved solution. Errors are computed as explained in (42) and (43). Legends indicate estimated order of convergence obtained by means of least squares fittings.

Figure 11: Snapshots of the computed field from problem in Section 6.6 for times $t = 0.5, 1.5, 2.5, 3.5, 4.5, 5.5, 6.5, 7.5, 8.5$. 