Highly optimized quantum circuits synthesized via data-flow engines
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The formulation of quantum programs in terms of the fewest number of gate operations is crucial to retrieve meaningful results from the noisy quantum processors accessible these days. In this work, we demonstrate a use-case for Field Programmable Gate Array (FPGA) based data-flow engines (DFEs) to scale up variational quantum compilers to synthesize circuits up to 9-qubit programs. This gate decomposer utilizes a newly developed DFE quantum computer simulator that is designed to simulate arbitrary quantum circuit consisting of single qubit rotations and controlled two-qubit gates on FPGA chips. In our benchmark with the QISKIT package, the depth of the circuits produced by the SQUANDER package (with the DFE accelerator support) were less by 97% on average, while the fidelity of the circuits was still close to unity up to an error of \( \sim 10^{-4} \).
Introduction

The quest to demonstrate quantum advantage in solving useful computational problems is a driving force motivating the researchers to engineer better hardware providing more reliable gate operations, efficient methods of controlling the hardware resources and approaches to compile quantum programs utilizing the fewest logical operations. All of these efforts are spent for the sake of scaling up quantum computation to exhibit quantum advantage in solving computational problems on the current noisy intermediate-scale quantum (NISQ) devices. Some algorithm classes are already proven to provide significant speedup compared to the best classical algorithms. The proposed applications are primarily based on the most well-known quantum algorithms such as Shor’s period finding routine \cite{1}, Grover’s search \cite{2}, and the HHL method for solving linear systems of equations \cite{3–5}. In addition, a different class of algorithms tailored by the combination of quantum and classical resources are believed to show practical advantage over classical computing as well. In recent studies, promising schemes were proposed to solve computational problems based on variational quantum circuits, like the quantum approximate optimization \cite{6, 7}, the quantum eigensolver \cite{8–10}, and the variational solver for linear equations \cite{11} and differential equations \cite{12, 13}.

Naturally, in calculations carried out on NISQ devices, the error of the circuits is growing with the number of gates \cite{7}. This pinpoints the crucial role of quantum circuit optimizations. In this respect one should note that most gate based NISQ processors exhibit limited connectivity between the qubits; this provides additional constraints for quantum gate synthesis. Depending on the underlying architecture \cite{14–16} several techniques were developed to adjust quantum circuits according to the qubit connectivity layout \cite{17–20}, making them executable on NISQ processors. While qubit swaps are quite expensive in terms of additional gate operations, optimization based quantum gate synthesis tools were shown to keep the gate count low in many
use cases (20–23). However, the optimization process is computationally quite demanding and no use cases were demonstrated involving more than 6 qubits, unless limited to shallow circuits (24). In nutshell, quantum gate synthesis for NISQ devices can be summarized in two main points: (i) the routing of the single- and two-qubit gate operations poses a discrete combinatorial problem (21, 22, 25–31), (ii) while finding the appropriate rotational angles for the single-qubit gates implies an optimization problem over continuous variables. Previous studies have designed various numerical strategies to resolve these computational tasks, either by bypassing the combinatorial problem by static gate structures (20, 32), or by turning it into continuous variable optimization problem (19, 23, 33).

In this work, we present a novel approach enabling us to scale up the gate synthesis approach of Refs. (23, 33) in the number of the involved qubits, while still obtaining highly optimized circuits with fidelity close to unity. Our numerical experiments on 6–9 qubit unitaries – taken from the online database (34) containing series of circuits published as part of the Qiskit Developer Challenge, a public competition to design a better routing algorithm – resulted in 7-270 times less $CNOT$ gate count than obtained by the transpile function of the QISKIT package (35) with optimization level set to 3. In addition, we realized significant compression relative to the circuits present in the online database. (Our results are summarized in Table 1. The quantum circuits reported here are provided within the SQUANDER package in QASM format accessible via a GitHub repository (36).)

Our numerical approach relies on the peculiar computational capabilities of the Field Programmable Gate Arrays (FPGAs). The so-called data-flow programming model (37) enables one to realize computational concurrency that is fundamentally different than traditional parallel programming on GPU and CPU hardware. While on GPU/CPU architectures it is a good programming strategy to split the workload into concurrent computing tasks (like the computation of the gradient components of the cost function, or launching the optimization process in
concurrent instances with multiple initial parameter sets \((21, 22, 26, 33)\), the data-flow programming model can be utilized to introduce parallelism into computation tasks with high degree of data dependency. The basic concept of the data-flow programming can be explained by thinking about a stream of computational data flowing through a hardware resource performing a fixed logical transformation on the elements of the stream, transforming a single element in each clock cycle. By chaining up such hardware resources we realize a data-flow computing model: while a hardware element is transforming the \(i\)-th element in the stream, the next hardware element in the chain is already working on the previously transformed, \(i-1\)-th element of the stream. This way the hardware resources are operating concurrently on the data stream. By providing long enough data stream to the hardware one can realize an efficient parallel execution, even if the underlying computing model exhibit data-dependency. The operation of quantum gates provides a good example to implement via such computing model. When it comes to the emulation of quantum computers, the quantum logical gate operations need to be applied on the emulated qubit register one after another in a sequence to ensure the correctness of the calculations, unless some of the gates are combined into composite operations. Even if the gates commute with each other, computationally it is not safe to apply them in parallel on the quantum state stored in the memory of the computer, since concurrent transformations might interfere with each other. (In general, the gate operations are mixing memory-distant amplitudes, hindering the correctness of the implementation when the concurrent transformations overlap.) For such calculations the FPGA based data-flow engines (DFEs) provide a natural choice to speed up the calculations. The idea to emulate quantum computers on FPGAs is not a novelty, the foundations of such implementations were laid down by the first proposals for circuit and gate implementation almost two decades ago. The first demonstrations implementing a whole circuit on the FPGA fabric were performed only for a few qubits \((38)\) and for a limited number of gate operations \((39)\). A different approach was proposed by Ref. \((40)\) provid-
ing a single on-chip instance of each implemented gate and streaming the state vector through these components, while Refs. (41, 42) combined several elementary gate operations in the circuit into a single composite matrix operation. Specific implementations designed to emulate quantum algorithms like the quantum Fourier transform and Grover’s search (43–45), quantum Haar transform (46), quantum k-means classification algorithm (47), computational fluid dynamics (48), or quantum machine learning (49) were also demonstrated by several research works during the years. However, none of these implementations provide enough variability to simulate quantum circuits arising in our gate synthesis approach without reprogramming the FPGA chip or expensive CPU pre-processing. In order to fulfill this gap we developed our own solution for the simulation of universal quantum computers.

Results

Multi-qubit unitary operations associated with quantum programs can be decomposed in terms of single-qubit rotations and two-qunit controlled not (CX) gates (50) (or other two-qubit gates supported by the actual physical realization of the quantum processor). Since the number of two-qubit gates determines the upper bound of single-qubit gates in the circuit (for which none of the single-qubit gates can be merged into another one, while preserving the effect of the original circuit), the CX gate count is one of the widely used metrics to benchmark quantum gate synthesis. The CX gate count accompanied with the depth of a circuit (i.e. the longest path in the circuit between the data input and the output while each gate counts as a unit) is an adequate way of characterizing the complexity of a circuit.

While deterministic synthesis tools (25, 35, 51) can be used to decompose larger unitaries (while the problem still fits into the memory) on relatively short timescale (the synthesis of 7–9 qubit unitaries took several minutes in our experiments), the produced circuit is in general too deep to perform successful experiments on NISQ quantum processors. An inevitable ingredient
to scale up quantum computations in the NISQ era relies on the ability of high level circuit compression, holding the optimization based compilers (36, 52–54) to high expectations. However, currently the execution time of these compilers scales exponentially with the number of the involved qubits, hindering their large-scale utilization. (Exception is made for variational quantum programs composed from smaller building blocks for which a pre-compiled gate structure can be adopted for the instantaneous variational parameter on a relatively short timescale (23).)

Our main achievement in this work is to develop a DFE implementation supporting up to 9-qubit circuits to speed up the simulation of the quantum circuits acting on the unitaries to be compiled. The developed accelerator might play a crucial role in sub-block optimization of large scaled quantum programs, that might be especially useful for variational quantum algorithms. Instead of the lingering work of programming low level VHSIC Hardware Description Language (VHDL) components we used the high-level DFE development framework developed by Maxeler Technologies. Due to the programming components provided by the Java based DFE development framework we could design the quantum circuit DFE implementation in terms of high-level building blocks, such as support for arithmetic operations with complex numbers and trigonometric functions, stream-holds, memory controllers, etc. By developing a combined DFE implementation of an arbitrary single- and controlled two-qubit gate operation we could increase the computational speed of the synthesis process by a factor of \((6 - 13)\times\) compared to the execution performance measured on a 32-Core AMD EPYC 7542 Processor. The actual performance gain depends on the number of the qubits and on the number of free parameters of the circuit to be optimized. By splitting the calculations over multiple FPGA cards we could achieve in total \(78\times\) speedup using 6 FPGAs. In principle, the performance can be further scaled up by incorporating additional FPGA cards. (As far the 1ms initialization overhead of the FPGA card is significantly smaller than the computational time, the scaling of the performance with the number of the FPGA card is close to ideal.)
Exploiting the computational speedup we could extend the *adaptive circuit compression* method of Ref. (23) to synthesize even 9 qubit quantum programs with outstanding compression rate compared to the *transpile* function of the QISKIT package. Our synthesis results are summarized in Table 1., showing the circuit name and the number of the qubits taken from the online database (34), the number of $CX$ gates of the original decomposition and the obtained $CX$ count of the QISKIT and SQUANDER decompositions, respectively. In our numerical experiments we assumed all-to-all connectivity between the qubits, however both packages could be executed for arbitrary connectivity topology as it was shown in Ref. (23), preserving high compression rate provided by the optimization based methods. Considering the depth metric, the circuits generated by SQUANDER are in average 19 times shallower than the QISKIT generated circuits for the two 6-qubit experiments addressed in our benchmark comparison. The gap between the two implementations further increases with the number of qubits. For the six 7-qubit unitaries and three 8-qubit unitaries, the average compression of the circuits is 31 and 324-fold, respectively. In our 9-qubit experiment we achieved a 467 times shallower circuit than with QISKIT. Except a single example of the program *rd53_138*, our results also surpass the gate counts of the addressed circuits available at the online database (34). (In order to provide fair comparison of the circuits we transformed the gates of the synthesized circuits into same gate set formed by general single qubit rotations and $CX$ gates. For the transformation we used the QISKIT package.)

Finally, we notice that the DFE implementation performs the calculations in 32-bit fixed point number representation, providing less numerical accuracy compared to double precision floating point arithmetic typically used by CPUs. Though, our numerical experiments justified the choice of computational concurrency over the suppressed numerical precision: the results summarized in Table 1. were not post-processed on CPUs to refine the parameters of the circuits, still achieving high gate fidelity of the synthesized circuits. (The accuracy of the cost
function defined in the next section starts to taper from double precision results only when getting close to the solution of the synthesis problem, otherwise the DFE holds up to accuracy of 6 significant digits in the value of the calculated cost function.)

**Brief description of the synthesis algorithm**

As we mentioned in the introduction, our methodology of the quantum gate synthesis is based on iterations of adaptive circuit compression during which the initially constructed over-parameterized quantum circuit is sequentially compressed by the removal of parametric two-qubit gates from the circuit. Following the reasoning of Ref. (23) the two-qubit gates used in the synthesis process are controlled rotation ($CR$) two-qubit gates, tunable via a continuous parameter. The advantage of using such parametric two-qubit gates lies in their versatile ability to express quantum circuit elements, and the circuit compression approach would not be limited to local two-qubit gate cancellations. At some specific parameter values the $CR$ gates can be considered as trivial, non-entangling gates, while at some other parameter values they can be mapped to special two-qubit gates such as $CX$ or controlled $Z$ ($CZ$) gate. A special case of controlled rotations around the $y$ axis is shown in Fig. 1. This way it becomes possible to reformulate the structural combinatorial problem of placing the elementary two-qubit gates in a circuit into an optimization problem over continuous variables, which is the key concept to construct the initial quantum circuit processed by further compression iterations.

In the very core of the optimization problem (either to construct the initial circuit or compress it) one need to evaluate a cost function describing the 'distance' of the synthesized $d \times d$ unitary $V$ from the original unitary $U$. To this end Ref. (55) introduced the Hilbert-Schmidt test

$$C_{HST}(U, V) = 1 - \frac{1}{d^2} |\text{Tr} (V^\dagger U)|^2 .$$

(1)

The gate fidelity $F(U, V)$, measuring the 'closeness' of two unitaries $U$ and $V$, is obtained by
averaging the state fidelities of output states (after a time evolution by $U$ and $V$ of the same initial state) over the Haar distribution (55).

$$
\overline{F}(U, V) = 1 - \frac{d}{d+1} C_{HST}(U, V).
$$

(2)

Ref’s (23, 32, 33), on the other hand, used a different, Frobenius norm based metric to quantify the distance between the two unitaries $U$ and $V$:

$$
f(U, V) = \frac{1}{2} \|V - U\|_F^2 = d - \text{Re} \left[ \text{Tr}(VU^\dagger) \right],
$$

(3)

and defined a Frobenius based fidelity $\overline{F}_F(U, V)$ by

$$
\overline{F}_F(U, V) = 1 - \frac{d}{d+1} + \frac{1}{d(d+1)} (d - f(U, V))^2
$$

(4)

It can be shown that in general $\overline{F}_F(U, V) \leq \overline{F}(U, V)$ holds on (32). In our numerical experiments we used Eq. (3) as the cost function during the optimization. To find the minimum of the optimization problem we used the ADAM algorithm (56), implying the need to calculate the gradient components of the cost function. Since the chosen cost function and all the quantum gates determining $V$ are linear operations, it is straightforward to derive the gradient of the cost function in terms of the free parameters:

$$
\frac{\partial f}{\partial x_i} = -\text{Re} \left[ \text{Tr} \left( \frac{\partial V}{\partial x_i} U^\dagger \right) \right].
$$

(5)

If the $x_i$ parameter is associated with the $k$-th quantum gate, the $\partial_i V$ gradient component of $V$ can be calculated by replacing the $k$-th gate with it’s derivation with respect to $x_i$. Since all the gates used in our approach contains trigonometric functions of the free parameters, the derivation of the quantum gates can be obtained by the parameter shift rule and by replacing the matrix elements independent of $x_i$ with zero. The outlined method can be applied for both the single- and controlled two-qubit gates used in the quantum circuit.
To increase the success rate of the optimization process we developed several heuristic best-practices incorporated in the SQUANDER package. First of all, to counterweight the potential of multi-start optimization shown in Refs (22, 33) we rather apply random shift to a portion of the parameters when the cost function seems to get caught in a local minimum or on a shallow plateau and performing only a single instance of the optimization process. Secondly, on occasional basis we increase the number of decomposing layers in the circuit (by adding new layers tuned to identity gates) and continue the optimization from the minimum obtained before the circuit was expanded. This step can be combined with circuit compression iterations in order to increase the computational performance.

**Evaluation of the cost function with data flow engines (DFE’s)**

The most expensive task in the evaluation of the cost function (3) is to obtain the matrix \( V \). The computational complexity to calculate an \( n \)-qubit matrix \( V \) via \( M \) gate operations is \( \mathcal{O}(M \cdot 4^n) \), since in general each element of the \( 2^n \times 2^n \) matrix \( V \) is involved in the gate operation. If there are \( P \) free parameters associated with the rotation angles of the gates in the circuit, the complexity of making a single update on the parameter set in the ADAM algorithm is \( \mathcal{O}((P + 1) \cdot M \cdot 4^n) \), since \( P \) gradient components need to be calculated. In addition, the value of the cost function is needed to test whether to terminate the optimization process or not.

**Basic concept of a gate operation via DFE** Since the execution time scales exponentially with the number of qubits involved in the quantum program, optimization based quantum compilers were so far demonstrated only on smaller sized circuits up to 6 qubits (19, 21, 22, 26, 32, 33). In order to speed up the evaluation of the cost function and extend the scope of the optimization based gate synthesis approach to larger circuits we developed a data-flow implementation for FPGA chips to perform general single- and controlled two-qubit gate operations.
Figure 2.a) shows the scheme of the universal gate implementation. The unitary (or several columns of it) is streamed through the gate implementation element-wise in column-major order. (As shown in Fig. 3, the gate operations on the unitary $V$ are applied column-wise via sparse unitary operations.) The unitary operation associated with a quantum gate is applied on this data stream. To this end a gate kernel generator block elaborates the data up-streamed from the CPU describing the quantum circuit. The gate kernel generator block streams the computational data, such as the $2 \times 2$ unitary ("gate kernel") that should be applied on the target qubit and the labels of the target and control qubits associated with the operation, to the block implementing the actual gate operation. (The Gate block holds these data during the gate operation.) The $2 \times 2$ gate kernel can be given by a general single-qubit rotation (35)

$$U^{2 \times 2} = \begin{pmatrix} \cos (\theta/2) & -e^{i\lambda} \sin (\theta/2) \\ e^{i\phi} \sin (\theta/2) & e^{i(\lambda+\phi)} \cos (\theta/2) \end{pmatrix}, \tag{6}$$

where $\theta$, $\phi$ and $\lambda$ are the free parameters of the rotation. In order to apply the transformation, one need to identify and combine the pairs of elements in the stream of $V$ corresponding to basis vectors that differ only in the target qubit state (see Fig. 3. for an example). This is achieved by splitting the unitary stream with a multiplexer and offsetting one of the streams by a dynamic offset generated via an index counter state machine, so the two streams would provide the appropriate pairs for the transformation. (See the purple box in Fig. 2.a) labeled by "apply unitary transformation".) A state machine is a block on the FPGA chip that determines its state according to the state in the previous clock cycle by iterating the implemented logical circuit. The definition of the state machine implies that all the involved logical operations are done in a single clock cycle, hence timing constraints poses limits on the maximal complexity of these components. In our particular case the main role of the index counter state machine is to iterate over the basis vectors spanning the Hilbert space of the $n$-qubit register, i.e. $I = 0, 1, \ldots 2^n - 1$, and to determine the dynamic offset discussed above. The offset parameter is determined from
the binary representation of $I$ by negating the bit corresponding to the target qubit. Labeling the state $|\downarrow\rangle$ by 0 and $|\uparrow\rangle$ by 1 the binary representation of $I$ can be directly associated with the basis vectors of the multi-qubit system. Figure 2.a) shows a specific example in which the target qubit of the gate operation equals to 3 in a $n = 9$ qubit register. Since the labeling of the (qu)bits starts with 0, the target qubit can be associated with the 4-th bit from the right in the binary representation of the counter index (see the red colored bit in the pink area of Fig. 2.a)). By negating the bit of the target qubit we obtain the basis vector differing from $I$ only in the state of the target qubit. The actual offset parameter to be applied on the stream is the difference between these two index values, being $-2^t$ with $t$ labeling the target qubit. (In the example shown in Fig. 2.a) $t = 3$ and the offset parameter is $-2^3 = 81 - 89$.) In general, the offset parameter is $2^t$ if the target qubit state is labeled by 0 in $I$, and $-2^t$ if it is 1. When working with an $n$-qubit register, the largest offset parameter would be $2^{n-1}$ if a quantum gate is applied on qubit $t = 8$. The implementation of a dynamic offset is memory intensive, designs supporting larger offsets consume a significant portion of the on-chip memory. In our implementation the dynamic stream offset needs to store $2^n$ values to support the maximal, $\pm 2^{n-1}$ offset to cover all possible single gate operations on an $n$-qubit register. This constraint is one of the decisive factors when it comes to scale up the implementation, since the amount of the accessible on-chip memory is limited at several megabytes at most. While the data stream of $V$ is designed to carry a single matrix element in each tick, the stream offset requires $2^{n-1}$ clock cycles to be filled with data elements at the beginning of the execution. In order to balance the latency of the stream offset, the other arm of the unitary stream is delayed by an $2^{n-1}$ deep FIFO (first-in-first-out), so the two data streams arrives in the same clock cycle to the block performing the unitary transformation (see the purple box in Fig. 2.a)). (Here we notice, that the applied FIFO blocks requires significant amount of on-chip memory as well.) Finally, the elements of the transformed unitary leaves the $Gate$ block in a single output data stream, indicated with the
purple stream on the right of Fig. 2.a).

The logic in the block of the unitary transformation is governed by the data streams encoding the state of the target and control qubits, and the data stream carrying the elements of $U^{2 \times 2}$ describing the transformation on the target qubit. (All the four elements of $U^{2 \times 2}$ arrive to the transformation block in the same clock cycle over four parallel stream channels.) According to the state of the target qubit either the first or the second row of $U^{2 \times 2}$ is applied in the transformation of the stream $V$. The state of the control qubit is used to simulate controlled two-qubit transformations: in case the control qubit is in state $|\downarrow\rangle$ (bit 0) the corresponding element of $V$ is left unchanged. Otherwise the elements are transformed according to $U^{2 \times 2}$. We also notice that the outlined design can be used to evaluate the derivative of a gate operation as well. In this case the elements of $U^{2 \times 2}$ are set to their derivates with respect to one of the free parameters.

**Scaling up computational concurrency to simulate quantum circuits** To simulate quantum circuits on DFEs we chain up multiple instances of the outlined *Gate* blocks as indicated in Fig. 2.b). Along the chain the output stream $V_{\text{out}}$ of the *Gate* blocks are connected to the input stream $V_{\text{in}}$ of the next *Gate* block, while the $2 \times 2$ gate kernel matrices are streamed from a single *gate kernel generator* block. Due to the finite amount of the available resources on the FPGA chip there is an upper bound in the number of gate blocks that can be implemented on the chip. In case the quantum circuit of our interest consists of more gates than it is implemented on the FPGA chip we make the stream $V$ to pass around the chain of the gate operations multiple times. The computational meta-data in the *Gate* blocks (like the control and the target qubits of the transformation) are continuously updated according to the quantum gate sequence of the quantum circuit. In order to buffer the transformed stream $V$, we incorporated the on-board memory installed on the FPGA card into the data-flow model as depicted in Fig. 2.b). The first *Gate* block is getting the input $V_{\text{in}}$ streamed from the on-board memory, and the last *Gate*
block is streaming the transformed matrix back into the on-board memory. The buffering of the transformed unitary $V$ enables us to ensure continuous flow of data without stream conflicts in the Gate blocks. Finally, the last Gate block is extended with logic to evaluate the trace of the matrix $V$, and return the calculated value to the host CPU via the PCIe interface. In order to evaluate the cost function (3), we upload the $U^\dagger$ unitary describing the quantum program into the on-board memory in column-major order. The execution is started with streaming $U^\dagger$ towards the first Gate block in the chain. Due to the gate transformations the result after the final transformation would be $U^\dagger V$, for which the trace is also calculated during the last clock cycles.

In our DFE implementation we could fit 108 Gate blocks on a single Super Logic Region (SLR) of the FPGA chip. (The 108 Gate blocks on the SLR are grouped into 6 groups. The Gate blocks within a group are executed synchronously, while FIFO buffered streams between the groups make it possible to run the groups asynchronously from each other easing the timing constraints along the long data paths.) The Xilinx Alveo U250 FPGA card used in our numerical experiments contains 4 of such SLRs, so in total a single DFE is capable to perform 432 gate operations concurrently. However, the connection between the SLRs is distant and uses only limited number of wires, implying the split of the implementation between SLRs and reduce the data transfer between these regions in order to meet the timing constraints even at higher clock frequencies. Hence, the DFE implementation is designed to simulate 4 quantum circuits in parallel, each SLR doing an independent calculation. (During the optimization process the gradient components can be split between the SLRs, fitting to the concept of the developed DFE design.)

At this point we notice that the developed DFE implementation has a lower bound in the problem size than can be safely processed during the calculations. When having a large degree of concurrency implemented on the chip (i.e. many Gate blocks are chained up) the smaller
matrices do not have enough elements to fully pipeline the gate chain and the implementation becomes stalled during execution. In order to push the lower bound as low as possible we use a strategy of staggered data processing by mixing the calculation of the cost function (3) with its derivates. If the evaluation of the cost function takes multiple iterations over the gate chain, after each iteration we buffer the transformed matrix in the on-board memory, and continue the execution with the calculation of the gradient components. (The evaluation of the gradient component takes the same number of gate operations as the cost function, only a single gate is replaced by its derivate operation.) The gradient components are also processed by a single iteration over the gate chain and the transformed unitaries gets buffered on the on-board memory. This way the staggered data stream can be made long enough to adequately pipeline the DFE implementation. The memory addressing is governed by a memory address generator block supplying the memory controller with the correct memory addresses supporting the staggered data-flow design. According to our experiments the smallest decomposition problem that can be safely processed by our design consists of 5-qubits. For the decomposition of smaller matrices pure CPU implementations can be used.

**Computational performance of the DFE implementation** From computational performance point of view, the execution time on the DFE to evaluate once the cost function (3) with its gradients can be calculated by the formula $T_{\text{DFE}} = (4^n \cdot (N_p + 1))/(4 \cdot f_{\text{DFE}} \cdot \text{ceil}(N_G/N_{G,\text{chain}}) + t_0$, with $N_G$ standing for the number of quantum gates in the circuit, $N_{G,\text{chain}}$ being the number of Gate blocks implemented in one SLR, $N_p$ labeling the number of the free parameters and $f_{\text{DFE}}$ being the clock frequency running the gate operations. Since the unitary matrix of an $n$-qubit quantum program contains $4^n$ elements, the first term in the formula gives the number of data elements processed under frequency $f_{\text{DFE}}$. (The function $\text{ceil()}$ returns the next highest integer value by rounding up the argument if necessary.) The second term, $t_0$, describes the overhead.
time integrating the PCIe communication, CPU side data preparation and the initial pipelining of the gate chain. In our build the frequency of the Gate blocks is $f_{\text{DFE}} = 350$ MHz, while the gate kernel generator blocks, the on-board memory controllers and address generator blocks are operating with frequencies 150, 260 and 250 MHz, respectively. (The frequency of the slower blocks were chosen on experimental basis by getting the first build meeting the time constraints. During the execution the slower blocks are in stalled state in most of the time.) For problem sizes of $8 - 9$ qubits $t_0$ is less than 1% of the execution time, while for smaller problems it might take even the $30 - 50\%$ of the execution time. Parallel processing of CPU data preparation might significantly reduce this overhead, but there is no workaround to lift the PCIe communication overhead, setting a hard limit of $\sim 1$ms on $t_0$.

In order to make balance between on-chip resource usage and computational accuracy we used 32-bit fixed point arithmetic operations in the implementation. Since the input matrix $U$ (along with the gate operations) is unitary, the elements in the data stream will not exceed the value of unity. Thus, we reserved one integer bit in the number representation to support this edge case, another bit is needed for the sign bit, while the remaining 30 bits can be used for fractional bits. To optimize the usage of digital signal processing (DSP) units in multiplications we followed the pioneering results of Refs. (57, 58) and (59) to optimally split the input multiplicands into smaller bitwidth parts and also under-utilizing the bitwidth where least common multiples maximize Karatsuba-style multiplication reductions based upon the width of the utilized input bitports of the DSP units. (The DSP48E2 units embedded inside our Xilinx Alveo U250 FPGA cards have $18 \times 25$ wide input ports to perform signed multiplications and $16 \times 16$ and $17 \times 17$ tilings allow only 3 DSPs for $32$-bit $\times$ $32$-bit signed multiplication.) We further apply the Knuth formula for 3M+5A complex multiplication (60) (i.e. 3 real multiplications and 5 real additions) as opposed to the standard 4M+2A which does not suffer numeric stability issues with fixed point and is no different if rounding 64-bit sub-results to 32-bit only after
final summation. This reduced the standard 16 DSP solution down to only 9 DSPs. During the execution each *gate block* performs 18 arithmetic operations with 32-bit fixed point numbers during a single clock cycle to apply the transformation shown in Fig. 1 in terms of two complex multiplications and a single complex addition. Having 108 *gate blocks* on each SLR of the FPGA chip, the overall computational performance of the DFE is $2.72 \times 10^{12}$ 32-bit fixed point operations per second (calculated with $f_{DFE} = 350$ MHz gate operation frequency), excluding all integer arithmetic-logical operations from the count. Compared to CPU-like architectures this performance can be considered to be equivalent to 2.72 TFLOPS. Regarding the data transfer between the CPU host and the FPGA card we should notice that by having a separate gate chain on each of the SLRs, we need to provide each SLR with gate sequence data in parallel. In order to lift the congestion associated with the wiring of the data streams, we split each gate operation into four pockets up-streamed onto the chip sequentially. Thus, a valid gate operation is constructed during four clock cycles of the *gate kernel generator* block. In this way, the resources needed to stream up the gate sequences to each of the SLRs are reduced by a factor of four, while the *gate kernel generator* block can still keep up with providing the *Gate* blocks with valid data without stalling.

Regarding the available resources of the chip, the usage of different hardware elements is correlated, since the individual blocks utilize various kind of hardware resources. The amount of the resources that can be utilized for the final implementation is limited by the growing on-chip congestion preventing to meet timing constraints for signal processing. Our final FPGA build took 66.63% of the DSP blocks available on the chip. The most intensively utilized components in our implementation are the BRAM18 and URAM on-chip memory blocks with 83.31% and 84.14% usage, respectively. The usage of other logical elements, like the look-up-tables (LUTs) and flip-flops (FFs) was 46.65% and 43.63%, respectively. Figure 2.c) shows the area coverage on one of the SLR of the Xilinx Alveo U250 FPGA chip, the different colors indicate the
individual blocks of the implementation. The memory controller and memory address generator are located in the center, and the 6 Gate block groups are placed around the central region.

According to our numerical experiments, the DFE implementation on a single FPGA chip can evaluate the cost function (3) and its gradient components by about \((6 - 13)\times\) faster than our CPU implementation on a computing server equipped with 32-Core AMD EPYC 7542 Processor (providing 64 threads with multi-threading) and with 128GB of memory. The computational speedup is more pronounced when the processed unitary is larger, or the quantum circuit is deeper. In such cases \(t_0\) becomes less significant and the computations can be scaled up over multiple FPGA cards. In our numerical experiments summarized in Table. 1. we used 2 FPGAs for the decomposition of 6-qubit unitaries, 3 FPGAs for 7 and 8 qubit unitaries (the 3 FPGA cards were installed in a single host server), while for the decomposition of the 9-qubit quantum program we have used two host servers equipped with 3-3 FPGAs and connected with 100 Gb/s network. During the execution we monitored \(\sim 30\) kB/s network traffic via MPI communication protocols by gathering the calculated gradient components. In each case we observed ideal scaling of the execution time over the number of the utilized FPGA cards, up to \(78\times\) speedup.

**Discussion**

In this manuscript we reported on a hybrid CPU-FPGA quantum gate synthesis tool enabling one to extend the boundaries of optimization based quantum gate compilation from the earlier reported 6 qubits up to 9-qubit quantum programs. The key ingredient to our solution is the FPGA based DFE implementation of a universal quantum computer simulator. Our DFE implementation is fundamentally different from previous FPGA designs proposed to emulate quantum processors. First of all, we are not pursuing the goal to scale up the number of qubits in our simulator like works \((42,44,46)\). Since the complexity of the optimization based synthesis
process scales by $4^n$ with the number of qubits, we were after a reasonable trade-off between the implemented computational concurrency (in terms of on-chip multipliers used for 32 bit multiplications) and the number of supported qubits (converted into on-chip memory usage) that is still reasonable from computational time point of view. Secondly, for our calculations a universal implementation was needed supporting an arbitrary quantum circuit composed of single qubit rotations and conditional two-qubit gates, without the need to recompile the FPGA implementation when the gate structure changes.

To fulfill these requirements we designed a novel quantum computer simulator model developed by the high-level DFE development framework of Maxeler Technologies. We did not intend to emulate the physical operation of quantum computers (like one-tick gate operations or simultaneous transformation of the state-vector amplitudes ($4I, 6I$)), but rather considered the design as a computational accelerator utilized in the synthesis process. We used the developed DFE quantum computer simulator to decompose 6, 7, 8 and 9-qubit unitaries into a sequence of elementary gate operations accessible on NISQ devices, that was not shown before by optimization based gate synthesis tools. Our numerical experiments using the SQUANDER package revealed outstanding circuit compression rate compared to the circuits generated by QISKIT, while keeping the fidelity of the synthesized circuits close to unity. (The synthesized circuits generated by the SQUANDER package are accessible from the GitHub repository (36).) While 9 qubits are still too few to demonstrate quantum advantage over classical devices, we think that larger circuits might be redesigned to form few-qubit islands that can be individually optimized by our approach. We leave the study of this route for a future work. As it was shown by recent benchmarks (22, 23), optimization based quantum compilers can also be used to synthesize highly optimized quantum circuit for topologies with limited connectivity as well, while the resulting circuit can be mapped to the gate types supported by the underlying hardware by simple transformations. We believe that our contribution to the field is crucial to design shallow
enough quantum circuits for NISQ devices to overcome the barrier of the error accumulation and demonstrate quantum mechanical problem solving at larger number of qubits.
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Figure 1: Expansion of the controlled rotation $R_y(\varphi)$ into special gates according to the values of $\varphi$. For general values of the parameter $\varphi$ two $CX$ gates are needed to express the controlled rotation. For $\varphi = \pm \pi$ the effect of the controlled gate $R_y$ can be given by a single $CZ$ gate, while at $\varphi = 0$ the gate is equal to identity. (The quantum circuit images were produced by the QISKIT package.)
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| Circuit name       | $n$ | IBM QX (34) |   | QISKIT (35) |   | SQUANDER (36) |   | comp. rate |
|--------------------|-----|-------------|---|-------------|---|---------------|---|-----------|
|                    |     | CX | $D$ | CX | $D$ | CX | $D$ | $f$ |          |
| 4gt12-v0_87        | 6   | 112 | 131 | 625 | 1146 | 47  | 73  | 0.0028 | 93.6%    |
| 4gt12-v0_88        | 6   | 86  | 108 | 853 | 1647 | 44  | 71  | 0.0072 | 95.7%    |
| 4mod5-bdd_287      | 7   | 31  | 41  | 1037| 1825 | 26  | 41  | 0.012  | 97.8%    |
| alu-bdd_288        | 7   | 38  | 48  | 224 | 408  | 30  | 35  | 0.0038 | 91.4%    |
| C17_204            | 7   | 205 | 253 | 2992| 5915 | 102 | 133 | 0.0042 | 97.8%    |
| ex2_227            | 7   | 275 | 355 | 2852| 5554 | 121 | 161 | 0.0128 | 97.1%    |
| majority_239       | 7   | 267 | 344 | 4024| 7950 | 141 | 175 | 0.0127 | 97.8%    |
| rd53_131           | 7   | 200 | 261 | 6538| 12320| 93  | 119 | 0.0129 | 99.0%    |
| rd53_135           | 8   | 134 | 159 | 26126| 50436| 120 | 147 | 0.0195 | 99.7%    |
| rd53_138           | 8   | 60  | 56  | 18567| 35172| 87  | 117 | 0.061 | 99.7%    |
| cm82a_208          | 8   | 283 | 337 | 11246| 22284| 51  | 67  | 0.027  | 99.7%    |
| con1_216           | 9   | 415 | 508 | 55822| 109798| 205 | 229 | 0.118  | 99.8%    |

Table 1: $CX$ gate count and circuit depth ($D$) comparison of $n = 6, \ldots, 9$ qubit circuits obtained by decomposing quantum programs taken from the circuits of the online database (34).

The Fidelity $F_P$ of the circuits is close to unity by an error of $10^{-4}$ (or less). The last column provides the compression rate in the circuit depth relative to the circuit synthesized by QISKIT.
Figure 2: a) The design of a Gate block performing universal single qubit rotations and controlled two-qubit operations. The data stream $V$ is split and offset to combine the elements in the columns of the unitary according to the current gate transformation. b) The implementations of the Gate blocks are chained up into a data-flow cycle, each gate performing a single gate operation (or it’s derivation with respect to one of it’s free parameters) on the data stream $V$. The transformed unitary is streamed into the on-board memory unit. During the very last gate operation the trace of the unitary is calculated and streamed back to the host CPU. c) The data-flow implementation of the design on one of the SLR blocks, indicating the different implementation blocks with coloring. The plotted SLR region contains 108 gate implementations that can be executed in parallel along a single unitary data-stream. The FPGA chip of the Xilinx Alveo U250 card contains 4 of these SLR region increasing the concurrency of a single FPGA chip up to 432 concurrent gate operations.
Figure 3: The gate transformations are applied column-wise on the unitary $V$. The elementary gate operations can be represented by sparse unitary transformations. In the example shown in the figure, a single qubit rotation is performed on the third qubit. Assuming the unitary $V$ given in computational basis, the unitary transformation combines those elements in the column, whose indices differ only in the most significant bit. (The state of the remaining qubits are identical.)