A COMPLETE METRIC SPACE WITHOUT NON-TRIVIAL SEPARABLE LIPSCHITZ RETRACTS.

PETR HÁJEK AND ANDRÉS QUILIS

Abstract. We construct a complete metric space $M$ of cardinality continuum such that every non-singleton closed separable subset of $M$ fails to be a Lipschitz retract of $M$. This provides a metric analogue to the various classical and recent examples of Banach spaces failing to have linearly complemented subspaces of prescribed smaller density character.

1. INTRODUCTION

Given two metric spaces $M$ and $N$, a map $F: M \to N$ is said to be Lipschitz if there exists a constant $C > 0$ such that $d(F(x), F(y)) \leq Cd(x, y)$ for all $x, y \in M$. The Lipschitz constant of $F$, denoted $\|F\|_{\text{Lip}}$, is the smallest number verifying this inequality, i.e.:

$$\|F\|_{\text{Lip}} = \sup \left\{ \frac{d(F(x), F(y))}{d(x, y)} : x, y \in M, x \neq y \right\}.$$ We say that a map $F$ is $K$-Lipschitz for $K > 0$ if $\|F\|_{\text{Lip}} \leq K$.

Given a metric space $M$ and its closed subset $S$, we say that a Lipschitz map $R: M \to S$ is a (Lipschitz) retraction from $M$ onto $S$ if $R(x) = x$ for all $x \in S$. If there exists a $K$-Lipschitz retraction $R: M \to S$ for some $K \geq 1$, then we say that $S$ is a $K$-Lipschitz retract of $M$. Every singleton is trivially a Lipschitz retract in every metric space.

A search for nontrivial retracts is very natural, as they provide the grip on the structure of the original metric space $M$. In the linear setting (when the metric spaces are Banach spaces and retractions are bounded projections) the study of projections (i.e. complemented subspaces) is one of the main themes of the theory. The main result of this paper can be stated as follows.

**Theorem A.** There exists a complete metric space $M$ of cardinality continuum such that every non-singleton closed separable subset of $M$ fails to be a Lipschitz retract of $M$.
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The basic ingredient for our construction is provided by a modified example from Theorem 3.7 in [HQ22]. In the first two sections we generalize some of the arguments from [HQ22] and then we pass to the transfinite construction of the final example $M$. Our construction is self-contained but quite technical.

Let us put this example into context of the mentioned (linear or nonlinear) Banach space situation. In nonlinear Banach space theory, the study of the Lipschitz structure of Banach spaces is a classical topic with many deep results and open questions (we refer to [BL00] for a comprehensive exposition of nonlinear Banach space theory). One of such important problems, going back at least to the seminal paper [Lin64] by J. Lindenstrauss is whether every Banach space is a Lipschitz retraction of its bidual. In [Kal11], N. Kalton proved that this fails for nonseparable spaces, while the separable case remains open. Let us briefly discuss a consequence of this conjecture for separable Banach spaces, which illustrates one of the main motivations the result in this paper:

Given a Banach space $X$ and $\lambda \geq 0$, a subspace $Y$ of $X$ is said to be $\lambda$-locally complemented if $Y^{**}$ is linearly $\lambda$-complemented in $X^{**}$. It follows from the J. Lindenstrauss and L. Tzafriri characterization of Hilbert spaces by closed subspaces with the Compact Extension Property (CEP) (in [LT71]) and the equivalence between local complementability and the CEP (due to Kalton in [Kal84]) that in a non-Hilbert Banach space there always exist separable closed subspaces that are not locally complemented.

It can be shown that every Lipschitz retract of a Banach space is locally complemented (see for instance [HQ22]). Conversely, if a subspace $Y$ is locally complemented in a Banach space $X$, then $Y$ is a Lipschitz retract of $X$ whenever $Y$ is a Lipschitz retract of its bidual $Y^{**}$. This follows directly considering the restriction of the map $P \circ R_Y: X^{**} \rightarrow Y$ to $X$, where $P: X^{**} \rightarrow Y^{**}$ is a linear projection onto $Y^{**}$ and $R_Y: Y^{**} \rightarrow Y$ is a Lipschitz retraction onto $Y$.

This is an interesting consequence because every Banach space has a relatively rich structure of locally complemented subspaces of any density character. Indeed, it is a classic result of S. Heinrich and P. Mankiewicz ([HMS2]) that in every Banach space $X$, given a closed subspace $Z$ one can always find a closed subspace $Y$ containing $Z$ and with $\text{dens}(Y) = \text{dens}(Z)$ such that $Y$ is 1-locally complemented in $X$.

On the other hand, the situation is quite different for the linear structure of Banach spaces. It is well-known (see [Lin67]) that all infinite-dimensional complemented subspaces of the classical non-separable Banach space $\ell_\infty$ are again isomorphic to $\ell_\infty$, in particular they are non-separable. A remarkable recent result of P. Koszmider, S. Shelah and M. Świętek in [KSS18] shows that, assuming the Generalized Continuum Hypothesis, for every cardinal $\kappa$ there exists a compact topological space $K$ such that the Banach space $C(K)$ does not have any non-trivial complemented subspaces of density character less than or equal to $\kappa$. 
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Hence, at least in the separable case, the Lipschitz retractional structure of a Banach space could range from being as rich as the locally complemented structure (if the long standing conjecture of separable Banach spaces being Lipschitz retracts of their bidual holds), to being more similar to the linearly complemented case.

The main result of this paper shows that, in the more general setting of metric spaces where Lipschitz functions are the natural morphisms, there exist metric spaces with no non-trivial separable Lipschitz retracts. The density character of the metric space we construct is the continuum.

To finish the discussion about the context of this result, we will touch on how it relates to the current research on Lipschitz-free Banach spaces. Given a complete metric space $M$ with a fixed distinguished point $0 \in M$, the vector space $\text{Lip}_0(M) = \{ f : M \to \mathbb{R} : f \text{ is Lipschitz and } f(0) = 0 \}$ with the norm given by the Lipschitz constant is a Banach space. This Banach space is a dual space, and the Lipschitz-free space associated to $M$ is the canonical predual $\mathcal{F}(M) = \text{span} \{ \delta(x) : x \in M \} \subset \text{Lip}_0(M)^*$ of $\text{Lip}_0(M)$, where $\delta(x) : \text{Lip}_0(M) \to \mathbb{R}$ is the Dirac measure at the point $x \in M$ verifying $\langle f, \delta(x) \rangle = f(x)$ for all $f \in \text{Lip}_0(M)$. This Banach space is also known as the Arens-Eells space (defined in [AE56]). It has been studied extensively in the last decades, especially after the publication of [GK03] by G. Godefroy and N. Kalton in 2003.

The main property of Lipschitz-free spaces is the fact that given two metric spaces $M, N$ and a Lipschitz map $F : M \to N$ there exists a linear operator $\widehat{F} : \mathcal{F}(M) \to \mathcal{F}(N)$ with norm $\|\widehat{F}\| = \|F\|_{\text{Lip}}$ such that $\widehat{F} \circ \delta_M = \delta_N \circ F$. If the space $N$ is a subset of $M$, then the identity map restricted to $N$ yields an isometric embedding of $\mathcal{F}(N)$ into $\mathcal{F}(M)$, and if $R : M \to N$ is a Lipschitz retraction, the associated map $\widehat{R} : \mathcal{F}(M) \to \mathcal{F}(N)$ is a linear and bounded projection from $\mathcal{F}(M)$ onto $\mathcal{F}(N)$ (when the latter is considered as a subspace of the former). This fact implies that the Lipschitz retractional structure of a metric space passes on to the linear structure of the associated Lipschitz-free space.

The linear structure of Lipschitz-free spaces has been an active topic of research in the past two decades, starting with [GK03], where it is proven that every separable Banach space can be seen as a 1-complemented linear subspace of its Lipschitz-free space. Other recent results include for instance the fact that every Lipschitz-free space of a metric space $M$ contains a complemented copy of $\ell_1(\Gamma)$, where $\Gamma$ is the density character of $M$ (see [CDW16] and [HN17]), and that there exists a universal constant $K \geq 1$ such that $\mathcal{F}(C)$ is $K\sqrt{N}$-linearly complemented in $\mathcal{F}(\mathbb{R}^N)$ for every closed subset $C$ of the $N$-dimensional euclidean space $\mathbb{R}^N$ ([LP13]). A very small sample of articles that deal with the structure of Lipschitz-free spaces include [Ali+21; Dal15; DKP16; DF06; GO14; Kal04; Kal11; Kau13].

A Banach space $X$ has the Separable Complementation Property (SCP for short) if every separable subspace $Z$ is contained in a separable subspace
which is complemented in $X$. A Banach space is said to be Plichko if there exists a pair $(\Delta, N)$ where $\Delta$ is a linearly dense subset of $X$ and $N$ is a norming subspace of $X^*$ such that the set $\{x \in \Delta : \langle f, x \rangle \neq 0\}$ is countable for all $f \in N$. All Plichko Banach spaces have the SCP, and we do not know of any examples of Lipschitz-free spaces (over a metric space) which fail to be Plichko.

To obtain such an example, a necessary (but not sufficient) condition on the underlying metric space is of course that it must fail to have a nontrivial separable Lipschitz retractional structure. We do not know if the Lipschitz-free space associated to the metric space constructed in this article is Plichko (or even if it has the SCP).

The space $\mathcal{F}(\ell_\infty)$ could be a natural candidate for a Lipschitz-free space failing to have the SCP and thus failing to be Plichko, and it seems to be unknown at the moment whether $\mathcal{F}(\ell_\infty)$ does indeed fail these properties. However, P. Kaufmann and L. Candido have recently shown in [CK21] that its dual space $\text{Lip}_0(\ell_\infty)$ is linearly isomorphic to $\text{Lip}_0(c_0(\mathfrak{c}))$, where $\mathfrak{c}$ denotes the cardinality of the continuum. Since $c_0(\mathfrak{c})$ is Plichko, we have by Corollary 2.9 in [HQ22] that $\mathcal{F}(c_0(\mathfrak{c}))$ is Plichko as well. A similar remark to this effect was already made in [CK21].

Finally, let us discuss the structure of this article. As mentioned, the construction of our metric space is self-contained though technical. It is divided into three sections, going from section 2 to section 4. In section 2 we define the basic pieces of the construction, called threads. These threads are isometric to subsets of one-dimensional circles with the distance given by the arc-length. We will define uncountable families of totally disconnected threads which verify certain metric properties related to Lipschitz functions between these threads.

In section 3 we will use these uncountable families of threads to define the building blocks of the final metric space. These building blocks are called threading spaces, and each block is built from one of the uncountable families defined in the previous section. All threads that form each one of these threading spaces are attached to two anchor points $\{0,1\}$ in the threading space, and every one of these threading spaces verifies the weaker property that every separable subset containing both anchor points is not a Lipschitz retraction of the whole threading space.

In section 4 we finish by using these threading spaces to construct the final metric space via a transfinite inductive process of length $\omega_1$. We call the resulting complete metric space the skein space. Very informally, the skein space verifies that any pair of points behaves as the pair of anchor points of one of the threading spaces constructed in section 3. This way we have that any separable space with more than one point contains two anchor points of a threading space, and hence it is not a Lipschitz retract of the whole skein. Although the inductive construction of the skein space is relatively straightforward, proving that it verifies the thesis of Theorem
is quite a technical process, and requires introducing some concepts and using a wide array of techniques, all of which are introduced when needed.

2. Construction of the fundamental pieces: Threads with infinitely many gaps

2.1. Threads. Let \( l, a > 0 \) with \( a \leq l \). We say that a metric space \((T, d_{l,a})\) is an \( \mathbb{R} \)-thread of length \( l \) and width \( a \) if \( T \) is a closed subset of the real segment \([0, l]\) containing 0 and \( l \), and the metric \( d_{l,a} \) is defined by

\[
d_{l,a}(x, y) = \min\{|x - y|, x + (l - y) + a, y + (l - x) + a\}
\]

for every \( x, y \in T \). Our main example will be constructed inductively by repeated adjoining of metric spaces, isometric to a thread described above, to the previous space. In this sense, the adjoined new pieces are certainly meant to be distinct sets. However, keeping in mind this feature, there is no danger of confusion if we simply call any metric space \( T \) a thread of length \( l \) and width \( a \) as defined above (and work with it using the above description).

Let us mention some basic facts about threads. First, notice that every thread is a compact metric space. Also, we may define in every thread \((T, d_{l,a})\) the natural order and the Lebesgue measure since the set \( T \) is a subset of the real line. Then, for every \( x, y \in T \) with \( x \leq y \) we define the set \([x, y]_T \subset T\) as \([x, y] \cap T\), where \([x, y]\) is the usual real segment. The set \([x, y]_T\) with the inherited metric is again a thread.

If \( T \) is a thread of length \( l \), we say that a closed subset \( I \) of \( T \) is an extended interval of \( T \) if \( I \) is of the form \([p, q]_T = [p, q] \cap T\) or \([0, p]_T \cup [q, l]_T\) for a pair of points \( p, q \in T \) with \( p < q \). In either case, the points \( p \) and \( q \) are called the extreme points of \( I \). See Figure 1 for a representation of a thread and the two kinds of extended intervals it contains.

Notice as well that in a thread of length \( l \) and width \( a \), the distance between the extreme points 0 and \( l \) is exactly the width \( a \). We can also realize that every thread is locally isometric to \( T \) with the usual metric inherited from the real line; indeed, if the distance between two points of \( T \) is less than the width of the thread, then this distance coincides with the usual metric. As a consequence, we have that if the length and the width of a thread coincide, then the thread is isometric to a subset of the real segment \([0, l]\).

The way we compute the distance in threads implies that Lipschitz functions from threads into other metric spaces are similar to Lipschitz functions from intervals. Specifically we have the following result:

**Proposition 2.1.** Let \( T \) be a thread of length \( l_T \) and width \( a_T \), let \( M \) be a metric space, and let \( K \geq 0 \). A function \( F : T \to M \) is \( K \)-Lipschitz if and only if \( d(F(0), F(l_T)) \leq K a_T \), and for every \( x, y \in T \) we have \( d(F(x), F(y)) \leq K |y - x| \).
Figure 1. Thread of length $l$ and width $a$. The red and blue lines correspond to the two kinds of extended intervals possible in a thread.

**Proof.** Evidently, if $F$ is $K$-Lipschitz, we directly obtain that $d(F(0), F(l_T)) \leq Ka_T$ and the inequality:

$$d(F(x), F(y)) \leq Kd(x, y) \leq K|y - x|.$$  

Suppose now that the inequality is true for every pair of points in $T$, and take $x \leq y \in T$. If $d(x, y) = y - x$, then we obtain directly that $d(F(x), F(y)) \leq Kd(x, y)$. Otherwise, we have that $d(x, y) = x + a_T + (l_T - y)$. Therefore

$$d(F(x), F(y)) \leq d(F(x), F(0)) + d(F(0), F(l_T)) + d(F(l_T), F(y))$$

$$\leq K(|x| + a_T + |l_T - y|) = Kd(x, y).$$

Hence, $F$ is $K$-Lipschitz. 

**2.2. Lipschitz functions between threads with gaps.** In a thread $T$, we say that a non-trivial open interval $(x, y) \subset \mathbb{R}$ is a gap of $T$ if $x, y \in T$ and $(x, y) \cap T = \emptyset$. The points $x, y$ of a gap $C = (x, y)$ in a thread $T$ are called the endpoints of $C$, and the value $d(x, y)$ is the length of the gap. It is readily seen that a closed subset of $\mathbb{R}$ can have at most countably many distinct gaps. Hence, given any complete thread $T \subset \mathbb{R}$, we may consider the sequence $\{C_k^T\}_{k \in \mathbb{N}}$ of gaps in $T$. Moreover, since every thread $T$ is bounded, its sequence of gaps can be ordered so that $\text{length}(C_{k+1}^T) \leq \text{length}(C_k^T)$ for all $k \in \mathbb{N}$.

We are going to study in detail the behavior of Lipschitz maps between threads with infinitely many gaps. We have the following property.

**Lemma 2.2.** Let $T$ and $S$ be two threads of length $l_T, l_S$ and width $a_T, a_S$ respectively. Let $K \geq 1$, and suppose that there is no gap in $T$ with length
greater than or equal to \(a_S/K\). Then for every \(K\)-Lipschitz function \(F : T \to S\) we have that

\[
|F(q) - F(p)| \leq K|q - p|, \quad \text{for all } p, q \in T.
\]

**Proof.** For any pair of points \(p, q \in T\) with \(p \leq q\) there exists an increasing finite sequence \((x_k)_{k=1}^n \subseteq T\) with \(x_1 = p\) and \(x_n = q\) such that \(d(x_k, x_{k+1}) < a_S/K\) for all \(1 \leq k \leq n - 1\). This implies that \(d(F(x_{k+1}), F(x_k)) = |F(x_{k+1}) - F(x_k)|\).

Hence, we have

\[
|F(q) - F(p)| \leq \sum_{k=1}^{n} |F(x_{k+1}) - F(x_k)| = \sum_{k=1}^{n} d(F(x_{k+1}), F(x_k)) \\
\leq K \sum_{k=1}^{n} d(x_{k+1}, x_k) \leq K \sum_{k=1}^{n} (x_{k+1} - x_k) = K(q - p).
\]

The result is proven. \(\Box\)

Next, we are going to prove an elementary proposition which will allow us to assume without loss of generality that the Lipschitz maps we consider are non-decreasing.

**Proposition 2.3.** Let \(K \geq 1\). Let \(T, S\) be two threads of length \(l_T, l_S\) and width \(a_T, a_S\) respectively, and let \(F : T \to S\) be a \(K\)-Lipschitz function such that \(F(0) = 0\) and \(F(l_T) = l_S\). Then there exists a non-decreasing Lipschitz function \(\hat{F} : T \to S\) with \(\|\hat{F}\|_{\text{Lip}} \leq \|F\|_{\text{Lip}}\) such that \(\hat{F}(0) = 0\) and \(\hat{F}(l_T) = l_S\).

**Proof.** Put \(K = \|F\|_{\text{Lip}}\). Notice that if \(T\) has a gap \((p, q)\) of length greater than or equal to \(a_S/K\), then the result follows directly putting \(\hat{F}(x) = 0\) if \(x \leq p\), and \(\hat{F}(x) = l_S\) if \(x \geq q\). Suppose then that there are no gaps in \(T\) with length greater than or equal to \(a_S/K\).

Now define \(\hat{F} : T \to S\) by

\[
\hat{F}(x) = \max_{y \leq x} F(y).
\]

Clearly, \(\hat{F}\) is non-decreasing with \(F \leq \hat{F}\), \(\hat{F}(0) = 0\) and \(\hat{F}(l_T) = l_S\). It only remains to see that \(\|\hat{F}\|_{\text{Lip}} \leq K\). Using Proposition 2.1 we only need to prove that given \(p, q \in T\) with \(p \leq q\), we have

\[
d(\hat{F}(q), \hat{F}(p)) \leq K(q - p).
\]

Observe that \(\hat{F}(q) = F(z)\) for some \(z \leq q\). If \(z \leq p\) we necessarily have that \(\hat{F}(q) = \hat{F}(p)\) and the equation is trivially verified. Otherwise, using
Lemma 2.2 with $p \leq z$ yields
\[
d(\hat{F}(q), \hat{F}(p)) \leq \hat{F}(q) - \hat{F}(p) = F(z) - \hat{F}(p) \\
\leq F(z) - F(p) \leq K(z - p) \leq K(q - p).
\]

and equation (1) is proven.

We conclude that $\|\hat{F}\|_{\text{Lip}} \leq K$ and the result is proven. □

We can also use Lemma 2.2 to prove a similar result to the one above.

**Proposition 2.4.** Let $T$ and $S$ be two threads with length $l_T$ and $l_S$, and width $a_T$ and $a_S$ respectively. Let $K \geq 1$. Suppose there exists a $K$-Lipschitz function $F: T \to S$ such that $F(0) = A$ and $F(l_T) = B$, for two points $A, B \in S$ with $A < B$. If $T$ does not have any gap of length greater than or equal to $a_S/K$, then the function $\hat{F}: T \to [A, B]_S$ defined by

\[
\hat{F}(x) = \begin{cases} 
A, & \text{if } F(x) \leq A \\
F(x), & \text{if } F(x) \in [A, B]_S \\
B, & \text{if } F(x) \geq B 
\end{cases}
\]

is $K$-Lipschitz as well.

**Proof.** As before, by Proposition 2.1 we only need to check that for every $p, q \in T$ with $p \leq q$, we have:

\[
d(\hat{F}(q), \hat{F}(p)) \leq K(q - p).
\]

We will only prove the case when $F(p) \leq A$ and $F(q) \in [A, B]_S$, since the remaining possibilities are shown similarly. By Lemma 2.2, we have in this case that

\[
d(\hat{F}(p), \hat{F}(q)) = d(A, F(q)) \leq F(q) - A \\
\leq F(q) - F(p) \leq K(q - p).
\]

We conclude that $\|\hat{F}\|_{\text{Lip}} \leq K$. □

Let us now give some definitions and prove some technical results which will be heavily used in the proof of the main theorem of the section. Let $T$ and $S$ be two threads, and suppose there is a Lipschitz function $F: T \to S$ which is non-decreasing. We say that a gap $(p_T, q_T)$ in $T$ jumps over a gap $(p_S, q_S)$ in $S$ with respect to $F$ if $F(p_T) \leq p_S$ and $F(q_T) \geq q_S$ (see Figure 2).

The first lemma we prove says intuitively that if we have a non-decreasing Lipschitz function $F$ between two threads $T$ and $S$ that fixes the extreme points of the threads, then every gap in $S$ must be jumped by a gap in $T$ with respect to $F$. Although this result is fairly intuitive, we include the (simple) proof for completeness.
Lemma 2.5. Let $T$ and $S$ be two threads of length $l_T$ and $l_S$ respectively. Suppose that there is a non-decreasing Lipschitz function $F: T \rightarrow S$ such that $F(0) = 0$ and $F(l_T) = l_S$. Let $C^S$ be a gap in $S$. Then there exists a gap in $T$ that jumps over $C^S$ with respect to $F$.

Proof. Define $p_S, q_S \in S$ such that $C^S = (p_S, q_S)$. Consider the points:

$$e_- = \max \{ F(x) \in S : x \in T, F(x) \leq p_S \},$$

$$e_+ = \min \{ F(y) \in S : y \in T, F(y) \geq q_S \}.$$

These minimum and maximum values always exist since we have that $F(0) = 0$ and $F(l_T) = l_S$, and $T$ is compact. Hence, we can find

$$x_- = \max \{ x \in T : F(x) = e_- \},$$

$$y_+ = \min \{ y \in T : F(y) = e_+ \}.$$

Since $F$ is non-decreasing and $e_- < e_+$, we have that $x_- < y_+$ and $(x_-, y_+)_T = \emptyset$. Moreover, both $x_-$ and $y_+$ belong to $T$ again by compactness, so $(x_-, y_+)$ is a gap in $T$. The gap $(x_-, y_+)$ jumps over $(p_S, q_S)$ with respect to $F$. \qed

The second lemma we prove can also be easily deduced and is intuitively clear. It shows that if a small enough gap (in a sense that is made explicit in the statement of the lemma) $C^T$ in a thread $T$ jumps over several gaps in a thread $S$ simultaneously with respect to a Lipschitz function $F$, then the length of $C^T$ must be bigger than the length of the smallest subinterval of $[0, 1]$ that contains all the gaps $C^T$ jumps over, divided by the Lipschitz constant of $F$.

Lemma 2.6. Let $K > 1$, and let $T$ and $S$ be two threads of length $l_T$ and $l_S$ respectively. Denote by $a_S$ the width of $S$. Suppose that there is a non-decreasing Lipschitz function $F: T \rightarrow S$ with $\|F\|_{Lip} = K$ such that $F(0) = 0$ and $F(l_T) = l_S$. Let $C^T$ be a gap in $T$ such that $\text{length}(C^T) < a_S/K$, and
let \((x_j, y_j)\) be a finite collection of different gaps in \(S\). If \(C^T\) jumps over \((x_j, y_j)\) with respect to \(F\) for all \(1 \leq j \leq k\), then

\[
K \cdot \text{length}(C^T) \geq \max_{j \neq j'} |y_j - x_{j'}|.
\]

**Proof.** Put \(C^T = (p, q)\) with \(p, q \in T\). Since \(C^T\) jumps over \((x_j, y_j)\) for all \(1 \leq j \leq k\), we have that \(F(p) \leq x_j\) and \(F(q) \geq y_j\). Hence, we have that

\[
F(q) - F(p) \geq \max_{j \neq j'} |y_j - x_{j'}|.
\]

Since \(d(p, q) < a_S/K\), when computing the distance between \(F(p)\) and \(F(q)\) in the thread \(S\), we necessarily have that \(d(F(p), F(q)) = F(q) - F(p)\). Therefore, applying that \(F\) is \(K\)-Lipschitz we obtain:

\[
\max_{j \neq j'} |y_j - x_{j'}| \leq d(F(q), F(p)) \leq K \cdot \text{length}(C^T),
\]

and the result is proven. \(\square\)

We are going to define also a particular kind of intervals which will be useful in the proof of Theorem 2.8. Let \((a, b) \subset [0, 1]\) be a nontrivial open interval, and let \(r > 0\). We define the *sweeping* of \([a, b]\) by \(r\) as the interval

\[
D_r(a, b) = (b - r, a + r).
\]

Notice that if \(r \leq (b - a)/2\), then \(D_r(a, b) = \emptyset\). We can prove two simple properties about this concept.

**Proposition 2.7.** The following properties are verified:

1. Let \((a, b) \subset [0, 1]\) be a nontrivial open interval, and let \(r > 0\). Then the Lebesgue measure of the sweeping \(D_r(a, b)\) is less than \(2r\).
2. Let \(r > 0\), and let \(T\) and \(S\) be threads of length \(l_T\) and \(l_S\) respectively. Let \(F: T \to S\) be a non-decreasing \(K\)-Lipschitz map such that \(F(0) = 0\) and \(F(l_T) = l_S\). Suppose that there is a gap \(C^T\) in \(T\) such that \(\text{length}(C^T) < a_S/K\), and such that \(C^T\) jumps over two gaps \(C_1^S, C_2^S\) in \(S\) with respect to \(F\). Moreover, suppose that \(C_2^S \notin D_r(C_1^S)\). Then \(K \cdot \text{length}(C^T) > r\).

**Proof.** Statement (1) is easy to see. For statement (2), put \(C_1^S = (x_1, y_1), C_2^S = (x_2, y_2)\) with \(x_1, x_2, y_1, y_2 \in S\). Notice that if \(C_2^S \notin D_r(C_1^S)\), this means that either \(y_1 - r - x_2 > 0\), or \(y_2 - x_1 - r > 0\). In any case, we obtain that

\[
\max\{|y_1 - x_2|, |y_2 - x_1|\} > r.
\]

Now, since \(C^T\) jumps over \(C_1^S\) and \(C_2^S\) simultaneously and \(\text{length}(C^T) < a_S/K\), the result follows from Lemma 2.6. \(\square\)

In figure 3, we have a representation of the situation in (2) of the previous result.

Finally we are able to prove the main result of the section:
Theorem 2.8. Let \( K_0 \geq 1 \), let \( \{T_n\}_{n \in \mathbb{N}} \) be a countable family of threads of length \( l_n \) and width \( a_n \) respectively for each \( n \in \mathbb{N} \), and let \( \varepsilon > 0 \) be such that for every \( n \in \mathbb{N} \):

- The Lebesgue measure of \( T_n \) is bigger than \( \varepsilon \).
- If \( I \) is an open interval such that \( I \cap T_n \) is nonempty, then there exist infinitely many gaps of \( T_n \) contained in \( I \).

Then, there exists a decreasing sequence \( \gamma^* = (\gamma_k^*)_{k \in \mathbb{N}} \) of positive real numbers with the following property:

Let \( 1 \leq K' \leq K \), let \( S \) be a thread of length \( l_S \), and let \( \{C^S_k\}_{k \in \mathbb{N}} \) be the sequence of gaps of \( S \) ordered decreasingly according to their length. If \( \text{length}(C^S_k) \leq \gamma_k^* \) for all \( k \in \mathbb{N} \), then for every \( n \in \mathbb{N} \) such that \( \text{length}(C^S_i) < a_n/K' \) there does not exist any \( K' \)-Lipschitz function \( S \to T_n \) such that \( F(0) = 0 \) and \( F(l_S) = l_n \).

Proof. For each \( n \in \mathbb{N} \), let \( \{G^n_k\}_{k \in \mathbb{N}} \) be the sequence of gaps of \( T_n \) ordered decreasingly according to their length, and put \( \alpha_k^n = \text{length}(G^n_k) \). Then \( \alpha^n = (\alpha_k^n)_{k \in \mathbb{N}} \) is the decreasing sequence of lengths of the gaps in the thread \( T_n \) for each \( n \in \mathbb{N} \).

We are going to construct inductively by a diagonal method the sequence \( \gamma^* = (\gamma_k^*)_{k \in \mathbb{N}} \) with the following properties:

1. \( \gamma_k^* < 2^{-(k+1)}K^{-1}\varepsilon \), for all \( k \in \mathbb{N} \).
2. Let \( 1 \leq K' \leq K \), let \( S \) be a thread, and let \( \{C^S_i\}_{i \in \mathbb{N}} \) be the sequence of gaps of \( S \) ordered decreasingly according to their length. If \( \text{length}(C^S_i) \leq \gamma_i^* \) for all \( i \leq k \), then for every \( i \in \mathbb{N} \) with \( i \leq k \) such that \( \text{length}(C^S_i) < a_i/K \) there is no Lipschitz map \( F: S \to T_i \) with \( \|F\|_{\text{Lip}} \leq K' \) such that \( F(0) = 0 \) and \( F(l_S) = l_i \).
For \( k = 1 \), define \( \gamma_1^* \) such that \( 0 < \gamma_1^* < \min\{2^{-2}K^{-1}\varepsilon, K^{-1}\alpha_1^*\} \). Property (1) above is verified. Let \( 1 \leq K' < K \), let \( S \) be a thread, let \( \{C_i^S\}_{i \in \mathbb{N}} \) be the sequence of its gaps in decreasing length order, and suppose that length\( (C_1^S) \leq \gamma_1^* \). Suppose by contradiction that length\( (C_1^S) < a_1/K' \), and that there exists a Lipschitz map \( F: S \rightarrow T_1 \) with \( \|F\|_{\text{Lip}} \leq K' \) and \( F(0) = 0 \) and \( F(l_S) = l_1. \) We assume \( F \) to be non-decreasing by Proposition 2.3.

The thread \( T_1 \) has the gap \( G_1^T \) of length \( \alpha_1^* \). By Lemma [2.5] there exists \( i \in \mathbb{N} \) such that the gap \( C_i^S \) in \( S \) jumps over \( G_1^T \). Then, by Lemma [2.6] since length\( (C_i^S) \leq \) length\( (C_1^S) < a_1/K' \), we have that \( K' \cdot \text{length}(C_i^S) > \alpha_1^* \). However, we know that

\[
K' \cdot \text{length}(C_i^S) \leq K \cdot \text{length}(C_1^S) \leq K \gamma_1^* < \alpha_1^*,
\]

a contradiction. The first step of the induction is done.

Suppose we have selected \( \{\gamma_i^*, j_i\}_{i=1}^k \) verifying the desired properties for \( k \in \mathbb{N} \). Before continuing with the proof, let us informally give some intuition of the technical argument that follows. We want to define the next element in the sequence (that is, \( \gamma_{k+1}^* \)) small enough so that any thread \( S \) with gaps smaller than the first \( k + 1 \) elements of \( \gamma^* \), and smaller than \( a_{k+1} \), cannot be mapped with a \( K \)-Lipschitz function that preserves the extremes into the thread \( T_{k+1} \). However, since the first \( k \) elements of \( \gamma^* \) are already set and do not depend on the next thread \( T_{k+1} \), the first \( k \) gaps in \( S \) could jump over many gaps in \( T_{k+1} \), and in many different ways. Nevertheless, as we are going to see, the fact that \( T_{k+1} \) is of large enough measure and contains infinitely many gaps in each intersecting open interval, and the way in which we chose the first \( k \) elements in \( \gamma^* \), ensures that there will always be infinitely many gaps in \( T_{k+1} \) that cannot be jumped over in any way with the first \( k \) gaps of \( S \) with any suitable \( K \)-Lipschitz function. Hence, we will be able to define \( \gamma_{k+1}^* \) small enough so that the biggest of these “unjumped” gaps in \( T_{k+1} \) cannot be jumped over either by the remaining gaps of \( S \). We just need to account for all the possibilities in which the first \( k \) gaps of \( S \) might behave under a \( K \)-Lipschitz function.

Let \( \sigma = \{j_i\}_{i=1}^k \) be an ordering of the sequence \( \{1, \ldots, k\} \). For convenience of the notation, put \( j_0 = 0 \), and \( n_{j_0} = 1 \), and define

\[
D_{(j_0, j_1)} = D_{K \gamma_{j_1}^*} (G_{n_{j_0}}^{k+1}).
\]

\( D_{(j_0, j_1)} \) is the sweeping of \( G_{n_{j_0}}^{k+1} \), the biggest gap of \( T_{k+1} \), by \( K \gamma_{j_1}^* \). The measure of \( D_{(j_0, j_1)} \) is at most \( 2K \gamma_{j_1}^* < 2^{-j_1} \varepsilon < \varepsilon \). Hence, since \( T_{k+1} \) has measure greater than \( \varepsilon \), the set \( T_{k+1} \setminus D_{(j_0, j_1)} = T_{k+1} \cap ([0, l_{k+1}] \setminus D_{(j_0, j_1)}) \) is nonempty. Since \( [0, l_{k+1}] \setminus D_{(j_0, j_1)} \) is a finite union of open intervals, by hypothesis there must exist infinitely many gaps in \( T_{k+1} \setminus D_{(j_0, j_1)} \). We can then consider

\[
n_{(j_0, j_1)} = \min\{n > n_{j_0}; G_n^{k+1} \not\subseteq D_{(j_0, j_1)}\}.
\]
Intuitively, $G_{n_{(j_0,j_1)}}^{k+1}$ is the biggest gap of $T_{k+1}$ smaller than $G_n^{k+1}$ which is not contained in the sweeping $D_{(j_0,j_1)}$. We continue the process defining

$$D_{(j_0,j_1,j_2)} = D_{(j_0,j_1)} \cup \mathcal{D}_{K\gamma^*_2} (G_{n_{(j_0,j_1)}}^{k+1}).$$

The measure of $D_{(j_0,j_1,j_2)}$ is at most $(2^{-j_1} + 2^{-j_2})\varepsilon < \varepsilon$, and its complement in $[0, l_{k+1}]$ is still a finite union of open intervals, so by the properties of $T_{k+1}$ we can make the same argument as before to find

$$n_{(j_0,j_1,j_2)} = \min\{n > n_{(j_0,j_1)} : G_n^{k+1} \not\in D_{(j_0,j_1,j_2)}\},$$

which will be the biggest gap of $T_{k+1}$ smaller than $G_{n_{(j_0,j_1)}}^{k+1}$ not contained in $D_{(j_0,j_1,j_2)}$. Hence, it is not contained in neither the sweeping $\mathcal{D}_{K\gamma^*_1} (G_{n_{j_0}}^{k+1})$ nor $\mathcal{D}_{K\gamma^*_2} (G_{n_{(j_0,j_1)}}^{k+1}).$

Repeating this process $k$ times, we can define $n_\sigma = n_{(j_0,\ldots,j_{k-1})} \in \mathbb{N}$ such that $C_{n_\sigma}^{k+1}$ is the biggest gap of $T_{k+1}$ not contained in $\mathcal{D}_{K\gamma^*_i} (G_{n_{(j_0,\ldots,j_{i-1})}}^{k+1})$ for any $1 \leq i \leq k$, and smaller than $G_{n_{(j_0,\ldots,j_{i-1})}}^{k+1}$ for every $1 \leq i \leq k - 1$.

Notice that this last condition can be written as:

$$\alpha_{n_\sigma}^{k+1} < \min_{1 \leq i \leq k} \alpha_{n_{(j_0,\ldots,j_{i-1})}}^{k+1}. \tag{2}$$

Now, let $\Omega_k = \{\sigma = (j_i)_{i=1}^k : \sigma \text{ is an ordering of } \{1, \ldots, k\}\}$. Clearly $\Omega_k$ is a finite set, so we can define $n_{\Omega_k} = \max \{n_\sigma : \sigma \in \Omega_k\}$. The corresponding gap $G_{n_{\Omega_k}}^{k+1}$ is smaller than or equal to each $G_{n_\sigma}^{k+1}$. Equivalently, we have that

$$\alpha_{n_{\Omega_k}}^{k+1} \leq \min_{\sigma \in \Omega_k} \alpha_{n_\sigma}^{k+1}. \tag{3}$$

Finally, choose $\gamma^*_{k+1}$ so that $0 < \gamma^*_k < \min\{2^{-(k+2)}K^{-1}\varepsilon, K^{-1}\alpha_{n_{\Omega_k}}^{k+1}\}$. Again, property (1) of the induction is verified. Let $1 \leq K' \leq K$, let $S$ be a thread such that its gaps sequence of gaps $\{C_i\}_{i \in \mathbb{N}}$ ordered decreasingly in length, verify that $\text{length}(C_i^S) \leq \gamma^*_k$ for all $i \leq k+1$. Applying inductive hypothesis, since the result is assumed to be true for $k$, we only need to prove that if $\text{length}(C_i^S) < a_{k+1}/K'$, there is no Lipschitz map $F : S \to T_{k+1}$ with $\|F\|_{\text{Lip}} \leq K'$ and $F(0) = 0$ and $F(s_k) = l_{k+1}$. Suppose by contradiction that such a map $F$ exists. Again, we may assume $F$ to be non-decreasing.

Put again $j_0 = 0$ and $n_{j_0} = 1$, and consider the gap $G_{n_{j_0}}^{k+1}$ in $T_{k+1}$ (that is, the biggest gap of $T_{k+1}$). By Lemma 2.5, there exists $j_1 \in \mathbb{N}$ such that the gap $C_{j_1}^S$ in $S$ jumps over $G_{n_{j_0}}^{k+1}$, which has length $\alpha_{n_{j_0}}^{k+1}$. Since $K' \cdot \text{length}(C_{k+1}^S) < a_{n_{j_0}}^{k+1}$, by Lemma 2.6 we have that $j_1 \leq k$.

Therefore, we can define $n_{(j_0,j_1)} = \min\{n > n_{j_0} : G_n^{k+1} \not\in D_{(j_0,j_1)}\}$ as before.

Consider now the gap $G_{n_{(j_0,j_1)}}^{k+1}$ in $T_{k+1}$, and take $j_2$ such that $C_{j_2}^S$ jumps over $G_{n_{(j_0,j_1)}}^{k+1}$. Again, since $K' \cdot \text{length}(C_{k+1}^S) < a_{n_{j_0}^{k+1}} < a_{n_{(j_0,j_1)}^{k+1}}$, we obtain that $j_2 \leq k$. Moreover, $j_2$ is different from $j_1$. Indeed, if $j_2 = j_1$, then $C_{j_2}^S$ jumps over both $G_{n_{j_0}}^{k+1}$ and $G_{n_{(j_0,j_1)}}^{k+1}$.

By the choice of $n_{(j_0,j_1)}$, $G_{n_{(j_0,j_1)}}^{k+1}$ \( \not\in \mathcal{D}_{K\gamma^*_{j_2}} (G_{n_{(j_0,j_1)}}^{k+1}) \), which contradicts the fact that $F$ is a Lipschitz map. Thus, $F$ cannot exist, and we have completed the induction step. Therefore, for any $1 \leq k \leq K$, there exists a thread $S$ such that its gaps sequence of gaps $\{C_i^S\}_{i \in \mathbb{N}}$ ordered decreasingly in length, verify that $\text{length}(C_i^S) \leq \gamma^*_k$ for all $i \leq k+1$.
\( \mathcal{D}_{K^\gamma_j} (G_{\gamma_j}^{k+1}) \), so by Proposition 2.7 we have that \( K' \cdot \text{length}(C_{j_1}^S) > K^\gamma_j \), a contradiction.

We can repeat this process \( k \)-times until we obtain a sequence \( \sigma = \{j_i\}_{i=1}^k \) of \( k \) different numbers in \( \{1, \ldots, k\} \) (so \( \sigma \in \Omega_k \)) such that \( C_{j_i}^S \) jumps over the gap \( G_{n_i(j_0, \ldots, j_{i-1})}^{k+1} \) in \( T_{k+1} \) for all \( 1 \leq i \leq k \). To finish the proof, consider the gap \( G_{n_\sigma}^{k+1} \) in \( T_{k+1} \), where \( n_\sigma \) is defined as above for \( \sigma \in \Omega_k \), and take \( \tilde{i} \) such that \( C_{\tilde{i}}^S \) jumps over \( G_{n_\sigma}^{k+1} \). Reasoning as before, by the choice of \( \gamma_{k+1}^* \) and using equation (3) we have that \( \tilde{i} \leq k \). Then \( \tilde{i} = j_{i_0} \) for some \( 1 \leq i_0 \leq k \). We have chosen \( i_0 \) such that \( C_{j_{i_0}}^S \) jumps over \( G_{n_{i_0}}^{k+1} \) as well. Moreover, \( G_{n_\sigma}^{k+1} \) is not contained in \( \mathcal{D}_{K^\gamma_{j_{i_0}}} (G_{n_{i_0}(j_0, \ldots, j_{i_0-1})}^{k+1}) \). Therefore, by Proposition 2.7 we have that \( K' \cdot \text{length}(C_{j_{i_0}}^S) > K^\gamma_{j_{i_0}} \), a contradiction.

The induction is finished and the result follows.

\[ \square \]

Compact subsets of the real line with positive measure that contain no nontrivial intervals have been considered many times before: the well known fat Cantor sets are examples of this kind of objects. For our purposes, we need to find threads with these properties and whose gaps are smaller than any given decreasing sequence of positive real numbers. For completeness, we include the construction of such threads in the following subsection.

Let us first finish this subsection by making a simple remark:

**Remark 2.9.** Let \( M \) be a complete metric space, let \( K \geq 1 \), and let \( S_1, S_2 \) be two closed subsets of \( M \) such that \( d(S_1, S_2) = \epsilon > 0 \). Then, if \( T \) is a thread such that its sequence of gaps \( \{C_k^T\}_{k \in \mathbb{N}} \) verifies \( \text{length}(C_k^T) < \epsilon/K \) for all \( k \in \mathbb{N} \), then there is no \( K \)-Lipschitz map \( F: T \to S_1 \cup S_2 \) such that \( F(0) \in S_1 \) and \( F(p) \in S_2 \) for some \( p \in T \).

**Proof.** Consider the point

\[ P = \min\{x \in T: F(x) \in S_2\}. \]

The point \( P \) is not 0 since \( F(0) \in S_1 \), and for all \( x \in [0, P)_T \) we have that \( F(x) \in S_1 \). However, since every gap in \( T \) is smaller than \( \epsilon/K \), there exists \( x \in [0, P)_T \) such that \( d(x, P) < \epsilon/K \). Then \( d(F(x), F(P)) < \epsilon \), which contradicts the fact that \( d(S_1, S_2) = \epsilon \). \( \square \)

### 2.3. Construction of threads with infinitely many gaps.

Our objective now is to define a collection of closed subsets of the real segment \([0, 1]\) containing 0 and 1 which, when given a thread metric, will verify the hypothesis of Theorem 2.8 for \( \epsilon = 1/2 \). For the rest of this section, fix \( \mathbb{Q} \cap (0, 1) = (q_n)_{n=1}^\infty \), an ordering of the rational numbers in the interval \((0, 1)\). Consider a decreasing sequence of real numbers \( \gamma = (\gamma_i)_{i=1}^\infty \) such that

(i) \( \gamma_i > 0 \) for all \( i \in \mathbb{N} \),
(ii) \( \gamma_i < 2^{-(i+1)} \) for all \( i \in \mathbb{N} \),
(iii) \( q_1 + \gamma_1 < 1 \).
A COMPLETE METRIC SPACE WITHOUT NON-TRIVIAL SEPARABLE LIPSCHITZ RETRACTS

Put $\Delta = \{ \gamma = (\gamma_i)_{i=1}^\infty : \gamma$ is decreasing and verifies (i), (ii) and (iii) $\}$ for the rest of the article.

For any given $\gamma \in \Delta$, we define $\{G_i\}_{i \in \mathbb{N}}$ inductively as the following open subintervals of $(0, 1)$:

$$G_1^\gamma = (q_1, q_1 + \gamma_1),$$

and for $i \geq 2$:

$$G_i^\gamma = (q_n, q_n + \gamma_i), \text{ where } n_i = \min \left\{ n \in \mathbb{N} : (q_n, q_n + \gamma_i) \subset (0, 1) \setminus \left( \bigcup_{j < i} G_j^\gamma \right) \right\}.$$

Note that property (ii) of $\gamma$ guarantees that $n_i$ exists for all $i \in \mathbb{N}$.

Using this, we define the closed subset $T_\gamma \subset [0, 1]$ as

$$T_\gamma = [0, 1] \setminus \left( \bigcup_{i=1}^\infty G_i^\gamma \right)$$

for any $\gamma \in \Delta$. The definition of $\{G_i^\gamma\}_{i \in \mathbb{N}}$ and $T_\gamma$ for every $\gamma \in \Delta$ is fixed for the rest of the article.

**Proposition 2.10.** Let $\gamma = (\gamma_i)_{i=1}^\infty \in \Delta$, and let $\{G_i^\gamma\}_{i \in \mathbb{N}}$ and $T_\gamma$ be defined as above. Then $T_\gamma$ is a compact subset of $[0, 1]$ that verifies:

1. The Lebesgue measure of $T_\gamma$ is greater than or equal to $1/2$.
2. The points 0 and 1 belong to $T_\gamma$.
3. The sequence of gaps of $T_\gamma$ is the sequence $\{G_i^\gamma\}_{i \in \mathbb{N}}$, and length$(G_i^\gamma) = \gamma_i$ for all $i \in \mathbb{N}$.
4. The set $T_\gamma$ does not contain any nontrivial interval. Consequently, if $(x, x + \delta) \cap T_\gamma \neq \emptyset$ for some $x \in [0, 1]$ and $\delta > 0$, then $(x, x + \delta)$ contains infinitely many of gaps of $T_\gamma$.

**Proof.** Notice that the Lebesgue measure of $T_\gamma$ is greater than or equal to $1 - \sum_{i=1}^\infty 2^{-(i+1)} = 1/2$ for all possible $\gamma$ by property (ii), and the points 0 and 1 are not in $G_i^\gamma$ for any $i \in \mathbb{N}$ by construction and property (iii), so (1) and (2) are clear.

To see (3), we need to prove that $G_i^\gamma$ is a gap in $T^\gamma$ for all $i \in \mathbb{N}$, and that every gap of $T^\gamma$ is one of $G_i^\gamma$ for some $i \in \mathbb{N}$. Consider an interval $G_i^\gamma = (q_n, q_n + \gamma_i)$. We have directly by construction that $G_i^\gamma \cap T = \emptyset$, so we only need to see that the endpoints of $G_i^\gamma$ are in $T$ to prove that it is a gap of $T$. If one of the endpoints $p_i$ of $G_i^\gamma$ is not in $T$, there must exist $j \in \mathbb{N}$ such that $p_i \in G_j^\gamma$. Since $G_j^\gamma$ is open and $p_i$ is in the closure of $G_j^\gamma$, we have that $G_i^\gamma \cap C_j^\gamma \neq \emptyset$, a contradiction with the choice of $n_i$ and $n_j$. We conclude that $G_i^\gamma$ is a gap of $T_\gamma$.

Next, let $x, y \in T_\gamma$ with $x < y$ and $(x, y)_{T_\gamma} = \emptyset$. For a point $p \in (x, y)$, since $p \notin T_\gamma$, there must exist $i \in \mathbb{N}$ such that $p \in G_i^\gamma$. The interval $G_i^\gamma$ is contained in $(x, y)$ because both $x$ and $y$ belong to $T_\gamma$. Moreover, since the endpoints of $G_i^\gamma$ belong to $T_\gamma$, we necessarily have that $G_i^\gamma = (x, y)$, and we are done with (3).
Finally, the set \( T_\gamma \) is nowhere dense, since it contains no intervals. Indeed, suppose there is an interval \((x, x + \delta) \subset T_\gamma\) for some \( x \in [0, 1] \) and \( \delta > 0 \) with \( x + \delta < 1 \). The subinterval \((x, x + \delta/2)\) contains a rational number \( q_n \). Since \((\gamma_i)_{i=1}^\infty\) is decreasing and converging to 0, there must exist \( i_0 \) such that \( \gamma_i < \delta/2 \) for all \( i \geq i_0 \). Then, for all \( i \geq i_0 \), the natural number \( n_0 \) verifies that \((q_{n_0}, q_{n_0} + \gamma_i) \subset T_\gamma\), and in particular
\[
(q_{n_0}, q_{n_0} + \gamma_i) \subset (0, 1) \setminus \left( \bigcup_{j<i} G_j^* \right).
\]
Therefore, there must exist \( i_1 \geq i_0 \) such that \( n_0 = \min \left\{ n \in \mathbb{N} : (q_n, q_n + \gamma_{i_1}) \subset (0, 1) \setminus \left( \bigcup_{j<i_1} G_j^* \right) \right\} \), which implies that \( G_{i_1}^* = (q_{n_0}, q_{n_0} + \gamma_{i_1}) \); a contradiction with the assumption that \((q_{n_0}, q_{n_0} + \delta/2) \subset T_\gamma\).

Now, given any \( \gamma \in \Delta \) and any \( 0 < a \leq 1 \), we may assign the metric \( d_{1,a} \) as defined at the beginning of this section to the set \( T_\gamma \), such that \((T_\gamma, d_{1,a})\) is a thread. We will denote by \( T_\gamma(1,a) \) the thread of length 1 and width \( a \) formed by endowing the subset \( T_\gamma \) as defined above for \( \gamma \in \Delta \) with the metric \( d_{1,a} \).

With Proposition \ref{prop:metric} we have that any countable family of these threads verifies the hypothesis of Theorem \ref{thm:main}. In fact, any countable family of subthreads with measure uniformly bounded from below also verifies the hypothesis of Theorem \ref{thm:main}. Moreover, given such a countable family of threads \( \{T_n\}_{n \in \mathbb{N}} \) and \( K \geq 1 \), for the sequence \( \gamma^* = \{\gamma^*_k\}_{k \in \mathbb{N}} \) obtained by Theorem \ref{thm:main} we can always find another sequence \( \gamma^0 = \{\gamma^0_k\}_{k \in \mathbb{N}} \in \Delta \) such that \( \gamma^0_k \leq \gamma^*_k \) for all \( k \in \mathbb{N} \). Hence, there exists a thread of the form \( T_{\gamma^0}(1,a) \) that cannot be mapped with a \( K \)-Lipschitz function preserving the extreme points onto any \( T_n \) for any \( n \in \mathbb{N} \), provided \( a < \text{width}(T_n)/K \).

Observe that thanks to the properties of the generic sets \( T_\gamma \), we can obtain the following fact about the thread \( T_\gamma(1,a) \):

**Proposition 2.11.** Let \( \gamma \in \Delta \), and let \( T_\gamma(1,a) \) be the thread of length 1 and width \( a \) associated with \( \gamma \). Then \( T_\gamma(1,a) \) is totally separated, i.e.: If \( p \) and \( q \) are two different points in \( T_\gamma(1,a) \), there exist two disjoint open and closed subsets \( S_1, S_2 \subset T_\gamma(1,a) \) such that \( p \in S_1, q \in S_2 \), and \( T_\gamma(1,a) = S_1 \cup S_2 \). As a consequence, for any point \( p \in T_\gamma(1,a) \) and any \( \epsilon > 0 \), there exists an open and closed subset \( S \) of diameter less than \( \epsilon \) such that \( p \in S \).

**Proof.** Put \( T = T_\gamma(1,a) \). Let \( p \) and \( q \) be two different points in \( T \). Suppose without loss of generality that \( p < q \). If the interval \((p,q)_T\) is empty, then the result follows considering \( S_1 = [0,p)_T \) and \( S_2 = [q,1)_T \). Otherwise, if \((p,q)_T\) is nonempty, by property (4) in Proposition \ref{prop:metric} there exists a gap \((x,y)\) in \( T \) such that \( p < x \) and \( y < q \). Put now \( S_1 = [0,x)_T \) and \( S_2 = [y,1)_T \) and the result is proven.
The second statement follows immediately from the first and from the linear structure of threads. \hfill \Box

When dealing with Lipschitz functions between threads, the image of the extreme points of a thread plays an important role for some technical arguments (as can be seen in the previous subsection). This is the motivation for introducing the next result.

**Proposition 2.12.** Let $T$ and $S$ be two threads of length $l_T$ and $l_S$, and width $w_T$ and $w_S$ respectively. Let $K ≥ 1$. Suppose $T$ is totally separated. Consider $S_1$ and $S_2$ open subsets of $S$, and take $D_1$ and $D_2$ dense subsets of $S_1$ and $S_2$ respectively.

Let $F : T → S$ be a $K$-Lipschitz function such that $F(0) = A$ and $F(l_S) = B$ with $A ∈ S_1$ and $B ∈ S_2$. Then for every $ε > 0$, there exists a pair of points $P, Q ∈ T$ with $P < Q$, a pair of points $A ∈ D_1$ and $B ∈ D_2$, and a $(K + ε)$-Lipschitz function $\hat{F} : [P, Q)_T → S$ such that $\hat{F}(P) = A$ and $\hat{F}(Q) = B$.

**Proof.** Since $S_1$ is open in $S$ and $F(0) ∈ S_1$, there exists a positive number $r > 0$ such that for any point $p ∈ [0, r)T$ we have $F(p) ∈ S_1$. The thread $T$ is totally separated, so we can find $P ∈ [0, r)_T$ and $δ_P > 0$ such that $d([0, P)_T, T \setminus ([0, P)_T)) = δ_P$. Similarly, we may find $Q ∈ T$ with $P < Q$ and $δ_Q > 0$ such that $F(Q) ∈ S_2$ and $d([Q, l_T)_T, T \setminus ([Q, l_T)_T)) = δ_Q$.

By density, we can find $\hat{A} ∈ S_1$ and $\hat{B} ∈ S_2$ such that $d(F(P), \hat{A}) < 2^{-1}ε · δ_P$ and $d(F(Q), \hat{B}) < 2^{-1}ε · δ_Q$. Define now $\hat{F} : [P, Q)_T → S$ so that

$$\hat{F}(x) = \begin{cases} \hat{A}, & \text{if } x = P, \\ F(x), & \text{if } x ∈ (P, Q)_T, \\ \hat{B}, & \text{if } x = Q. \end{cases}$$

It is now routine to check that $\hat{F}$ is $(K + ε)$-Lipschitz. \hfill \Box

3. **Construction of the building blocks: Threading metric spaces**

We now want to use the threads $T_γ(1, a)$ we defined for $γ ∈ Δ$ and $0 < a ≤ 1$ to construct non-separable complete metric spaces that will act as building blocks of the final metric space. To do this, we first formalize the notion of attachment of metric spaces, which will allow us to “glue” metric spaces in a convenient way. This concept has been used in many contexts in the literature, but we choose to include a definition tailored to our necessities.

**Definition 3.1.** Let $(M, d_M)$ be a complete metric space. Let $\mathcal{N} = \{(N_γ, d_γ)\}_{γ ∈ Γ}$ be a collection of pairwise disjoint and disjoint with $M$ complete metric spaces, and let $\mathcal{S} = \{S_γ\}_{γ ∈ Γ}$ be a collection of sets such that: for each $γ ∈ Γ$ the set $S_γ$ is a compact subset of $N_γ$, and there exists an isometry
\( \Phi_\gamma : S_\gamma \rightarrow M \) onto a subset of \( M \). The attachment of \( M \) with \( N \) by \( S \) is the pair \((M(N, S), d_{N, S})\), where

\[
M(N, S) = M \cup \left( \bigcup_{\gamma \in \Gamma} N_\gamma \setminus S_\gamma \right),
\]

and

\[
d_{N, S} : M(N, S) \times M(N, S) \rightarrow \mathbb{R}^+
\]

is a map defined by

\[
d_{N, S}(p, q) = \begin{cases} 
    d_M(p, q), & \text{if } p, q \in M, \\
    d_S(p, q), & \text{if } p, q \in N_\gamma \setminus S_\gamma \text{ for some } \gamma \in \Gamma, \\
    \min_{x \in S_\gamma} \{d_\gamma(p, x) + d_M(\Phi_\gamma(x), q)\}, & \text{if } p \in N_\gamma \setminus S_\gamma \text{ for some } \gamma \in \Gamma, \text{ and } q \in M, \\
    H_{\gamma, \eta}(p, q), & \text{if } p \in N_\gamma \setminus S_\eta, q \in N_\eta \setminus S_\eta \text{ for } \gamma_1 \neq \gamma_2 \in \Gamma,
\end{cases}
\]

where \( H_{\gamma, \eta} : N_\gamma \times N_\eta \rightarrow \mathbb{R}^+ \) is the map defined by

\[
H_{\gamma, \eta}(p, q) = \min \{d_\gamma(p, x) + d_M(\Phi_\gamma(x), \Phi_\eta(y)) + d_\eta(y, q) : x \in S_\gamma, y \in S_\eta\}.
\]

Notice that both minima used in the definition of \( d_{N, S} \) are well defined by compactness of the sets \( S_\gamma \) for each \( \gamma \in \Gamma \). Moreover, it is straightforward to check that the map \( d_{N, S} \) defines a complete metric in \( M(N, S) \).

It is also clear from the definition that the metric space \( M(N, S) \) contains \( M \) isometrically, as well as an isometric copy of \( N_\gamma \) for each \( \gamma \in \Gamma \). We may write \( M \subset M(N, S) \) and \( N_\gamma \subset M(N, S) \) by virtue of this fact.

With this concept, we can now define the aforementioned building blocks of the main metric space we seek to construct:

**Definition 3.2.** Consider a metric space \( M = \{A, B\} \) formed by two points at a distance \( 0 < a \leq 1 \). Let \( N_a = \{T_\gamma(1, a)\}_{\gamma \in \Delta} \), where \( \Delta \) is the set of sequences defined in Section 1, and \( T_\gamma(1, a) \) is the thread associated with \( \gamma \) of width \( a \). We may consider \( T_\gamma(1, a) \) and \( T_\eta(1, a) \) to be disjoint for \( \gamma \neq \eta \). For each \( T_\gamma(1, a) \), put \( S_\gamma = \{0_\gamma, 1_\gamma\} \), the set of the two extreme points of \( T_\gamma(1, a) \). We let \( S_a = \{S_\gamma\}_{\gamma \in \Delta} \), and \( \Phi_\gamma : S_\gamma \rightarrow M \) as \( \Phi_\gamma(0_\gamma) = A, \Phi_\gamma(1_\gamma) = B \).

We define the **threading space** \( \text{Th}(A, B) \) to be the attachment of \( M \) with \( N_a \) by \( S_a \). We say that \( \text{Th}(A, B) \) is anchored at \( A \) and \( B \), and these two points are called the anchors of \( \text{Th}(A, B) \). If a threading space \( \text{Th}(A, B) \) is fixed and there is no room for ambiguity, we write \( T_\gamma(1, a) \subset \text{Th}(A, B) \) to denote the isometric copy of the thread \( T_\gamma(1, a) \) contained in the threading space \( \text{Th}(A, B) \).

Note that in a threading space \( \text{Th}(A, B) \) we have that \( T_\gamma(1, a) \cap T_\eta(1, a) = \{A, B\} \) for any two different \( \gamma, \eta \in \Delta \). Moreover, if \( p, q \in \text{Th}(A, B) \) belong to different threads, the distance \( d(p, q) \) is computed according to the definition of attachment, which in this case results in

\[
d(p, q) = \min \{d(p, A) + d(A, q), d(p, B) + d(B, q)\}.
\]

See Figure 4 for a representation of a subset of a threading space.
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Figure 4. Subset of Th(A, B). The distance from p to q is \( d(p, A) + d(A, q) \).

By definition, in a metric space \( M(\mathcal{N}, \mathcal{S}) \) formed by attachment (and in threading spaces in particular), given a point \( p \in N_\gamma \) for some \( \gamma \in \Gamma \) and a point \( x_1 \in M \), there exists a point \( s_1 \in S_\gamma \) such that \( d(p, x_1) = d(p, s_1) + d(s_1, x_1) \). However, it is possible that for a different point \( x_2 \in M \), the point \( s_2 \in S_\gamma \) such that the identity \( d(p, x_2) = d(p, s_2) + d(s_2, x_2) \) holds, is different from \( s_1 \). Points in \( N_\gamma \) that use always the same point in \( S_\gamma \) to compute their distance to the rest of the space are especially relevant to our discussion.

In general, given a metric space \( M \) and a closed subset \( N \), we say that a point \( p \in N \) is bound to \( s \in N \) in \( N \) if for every \( x \in M \setminus N \) we have \( d(p, x) = d(p, s) + d(s, x) \).

For example, in a threading space \( \text{Th}(A, B) \), it is not hard to check that a point \( p \) in a thread \( T_\gamma(1, a) \) is bound to \( A \) in \( T_\gamma(1, a) \) if and only if \( d(p, A) < d(p, B) \) and \( d(p, A) \leq \frac{1-a}{2} \) (the analogous result for \( B \) holds as well).

In the final section of the article we will deal with Lipschitz functions defined on a single thread and with image in metric spaces formed by attachment. We finish this section by defining two simple concepts and proving a result that will help us simplify this type of maps.

Now, if \( T \) is a thread, \( M \) is a metric space, \( N \) is a closed subset of \( M \), and \( F: T \to M \) is a Lipschitz function, we say that an extended interval \( I \) is maximal with respect to \( F \) and \( N \) if \( F(I) \subset N \) and every extended interval
Let $T$ be a thread of length $l$ and width $a$. Let $M$ be a metric space, let $N$ be a closed subset of $M$, and let $F: T \to M$ be a Lipschitz function. If an extended interval $I$ in $T$ with extremes $a, b \in T$ is maximal with respect to $F$ and $N$, and there exists $s \in N$ such that both $F(a)$ and $F(b)$ are bound to $s$ in $N$, then the function $\widehat{F}: T \to M$ defined by:

$$
\widehat{F}(x) = \begin{cases} 
s, & \text{if } x \in I, \\
F(x), & \text{if } x \in T \setminus I
\end{cases}
$$

is Lipschitz with $\|\widehat{F}\|_{\text{Lip}} = \|F\|_{\text{Lip}}$.

Proof. Put $K = \|F\|_{\text{Lip}}$. We will start by proving that

$$
d(\widehat{F}(0), \widehat{F}(l)) \leq K \cdot a.
$$

If both $0$ and $l$ belong to the extended interval $I$ then it follows trivially. Similarly, if $0$ and $l$ belong to $T \setminus I$ then the inequality follows since $F$ is $K$-Lipschitz. Hence, suppose first that $0 \in I$ and $l \in T \setminus I$. Then, we have necessarily that $a = 0$, and so $F(0)$ is bound to $s$ in $N$. This implies that

$$
d(\widehat{F}(0), \widehat{F}(l)) = d(s, F(l)) \leq d(F(0), s) + d(s, F(l)) = d(F(0), F(l)) \leq K \cdot a
$$

A similar argument shows that if $0 \in T \setminus I$ and $l \in I$ the same inequality holds. Hence we conclude that equation (4) is verified.

Next, we prove that for every $x, y \in T$ with $x < y$ we have

$$
d(\widehat{F}(x), \widehat{F}(y)) \leq K(y - x).
$$

As before, we may only check this holds for $x, y \in T$ with $x < y$ such that $x \in T \setminus I$ and $y \in I$. By maximality of $I$, there exists $t \in T$ with $x \leq t < y$ such that $F(t) \notin N$. Additionally, since $t$ is not in $I$ but $y$ does belong to the extended interval, one of the extremes $a$ or $b$ of $I$ belongs to $(t, y]_T$. We may suppose without loss of generality that $x \leq t < a \leq y$. Notice that $d(F(t), s) \leq d(F(t), F(a))$ because $a$ is bound to $s$ in $N$. Then we have:

$$
d(\widehat{F}(x), \widehat{F}(y)) \leq d(F(x), F(t)) + d(F(t), s)
\leq d(F(x), F(t)) + d(F(t), F(a)) + d(F(a), F(y))
\leq K((t - x) + (a - t) + (y - a)) = K(y - x).
$$

This proves that equation (5) holds as well.

Using both equations (4) and (5) we can apply Proposition 2.1 to obtain that $\|\widehat{F}\|_{\text{Lip}} \leq K$. \qed
anchors to a threading space contained in the skein. As we are going to see in the final section, this construction presents its own technical difficulties. However, the main results of the first two sections will be very useful in this regard.

4. Construction of the skein metric spaces

The final metric space will be constructed using transfinite induction. Let us discuss this process in general for limit ordinal numbers:

Let \( \kappa \) be a limit ordinal number. Suppose that \( \{ (M_\alpha, d_\alpha) \}_{\alpha < \kappa} \) is a transfinite sequence of metric spaces that are increasing, in the sense that \( M_\alpha \subset M_\beta \) if \( \alpha < \beta \) and the restriction of \( d_\beta \) to \( M_\alpha \) results in the metric \( d_\alpha \). Then we may define the metric space \( (M_\kappa, d_\kappa) \) where \( M_\kappa = \bigcup_{\alpha < \kappa} M_\alpha \), and \( d_\kappa \) is defined for any \( p, q \in M_\kappa \) as \( d_\kappa(p, q) = d_\alpha(p, q) \) where \( \alpha < \kappa \) is the least ordinal number such that \( p, q \in M_\alpha \). It is straightforward to check that the metric \( d_\kappa \) is well defined and \( (M_\kappa, d_\kappa) \) is indeed a metric space.

We will call \( (M_\kappa, d_\kappa) \) the metric space generated by \( \{ (M_\alpha, d_\alpha) \}_{\alpha < \kappa} \), and as usual we may omit the mention of the metric \( d_\kappa \) when referring to it if there is no room for ambiguity. If \( \kappa \) is a limit ordinal with uncountable cofinality (i.e., the supremum of any countable sequence of ordinals \( (\alpha_n)_n \) such that \( \alpha_n < \kappa \) for all \( n \in \mathbb{N} \) is strictly smaller than \( \kappa \)), then the metric space \( M_\kappa \) generated by \( \{ M_\alpha \}_{\alpha < \kappa} \) is complete, provided each \( M_\alpha \) is complete for every \( \alpha < \kappa \). To see this, consider any Cauchy sequence \( (p_n)_n \) in \( M_\kappa \). Each \( p_n \) belongs to \( M_{\alpha_n} \) for some ordinal \( \alpha_n < \kappa \). Since \( \kappa \) has uncountable cofinality, the supremum \( \alpha^* = \sup_n (\alpha_n) \) is strictly smaller than \( \kappa \). Hence the sequence \( (p_n)_n \) belongs to the complete metric space \( M_{\alpha^*} \), and therefore it is convergent in \( M_{\alpha^*} \) to a point \( p^* \). The point \( p^* \) belongs to \( M_\kappa \), and clearly \( (p_n)_n \) converges to \( p^* \) in \( M_\kappa \) as well.

4.1. Construction of the skein metric spaces. We are going to construct by transfinite induction an increasing class of complete metric spaces \( \{ \text{Sk}(\beta) \}_\beta \) for every ordinal \( \beta \), called the \( \beta \)-skein metric spaces. The complete metric space failing to have any non-trivial separable Lipschitz retract is the \( \omega_1 \)-skein space \( \text{Sk}(\omega_1) \) (or, more generally, any \( \beta \)-skein space such that the cofinality of \( \beta \) is uncountable).

Consider at the first step the 0-skein metric space \( M_0 = \{ A, B \} \) formed by two points at distance 1/2, and put \( G_0 = \{ A, B \} \). Suppose we have defined increisngly the \( \alpha \)-skein spaces \( \{ \text{Sk}(\alpha) \}_{\alpha < \beta} \) up to an ordinal \( \beta \). If \( \beta \) is a limit ordinal, simply define \( \text{Sk}(\beta) \) as the completion of generated metric space \( \bigcup_{\alpha < \beta} \text{Sk}(\alpha) \) in the way described above, which contains isometrically the previous skein spaces \( \text{Sk}(\alpha) \) for all \( \alpha < \beta \). Notice that if \( \beta \) has uncountable cofinality, it is not necessary to take the completion.

\(^1\)“skein: a length of yarn or thread collected together into the shape of a loose ring” (Cambridge dictionary. n.d.).
Suppose now that $\beta = \lambda + 1$ for an ordinal $\lambda$. For every $p$ in the skein $\text{Sk}(\lambda)$ and every $q \in G_\lambda = \text{Sk}(\lambda) \setminus \left( \bigcup_{\alpha < \lambda} \text{Sk}(\alpha) \right)$ with $p \neq q$ and $d(p, q) \leq 1/2$, we may consider the threading space $\text{Th}(p, q)$ as defined in section 3. Take now the family of complete metric spaces $\mathcal{N}_\lambda = \{\text{Th}(p, q)\}_{\{p, q\} \in \Gamma_\lambda}$, where

$$\Gamma_\lambda = \{\{p, q\} \subset \text{Sk}(\lambda) : p \in \text{Sk}(\lambda), q \in G_\lambda, 0 < d(p, q) \leq 1/2\},$$

which we may take to be pairwise disjoint and disjoint with $\text{Sk}(\lambda)$. For any $\{p, q\} \in \Gamma_\lambda$, we have by definition of the threading space $\text{Th}(p, q)$ that there is an isometry $\Phi_{\{p,q\}}$ from the set of anchor points $\text{An}_{\{p,q\}}$ of $\text{Th}(p, q)$ onto the set $\{p, q\}$ in $\text{Sk}(\lambda)$. Therefore, considering $\mathcal{S}_\lambda = \{\text{An}_{\{p,q\}}\}_{\{p,q\} \in \Gamma_\lambda}$ we can define $\text{Sk}(\beta)$ as the attachment of $\text{Sk}(\lambda)$ with $\mathcal{N}_\lambda$ by $\mathcal{S}_\lambda$. The resulting metric space $\text{Sk}(\beta)$ is the $\beta$-skein and it is a complete metric space containing isometrically the previous skein space $\text{Sk}(\lambda)$. The induction process is finished and we have defined the $\beta$-skein metric space for every ordinal number $\beta$.

Intuitively, we may describe the previous process in the following way: If $\beta$ is a limit ordinal, then the $\beta$-skein space is the completion (if necessary) of the union of all previous skein spaces. If $\beta$ is the successor of an ordinal $\lambda$, then the $\beta$-skein is formed by attaching a threading space at every pair of points closer than $1/2$ and such that at least one of them was newly introduced at the previous step $\lambda$.

For a subset $S$ of a skein space $\text{Sk}(\beta)$, we may define its $\text(skein)\ order$, written $\text{ord}(S)$, as the least ordinal $\alpha \leq \beta$ such that $S \subset \text{Sk}(\alpha)$. For a point $p \in \text{Sk}(\beta)$, we write $\text{ord}(p) = \text{ord}\{\{p\}\}$. For any ordinal $\beta$, the $\text(skein)\ generation\ of\ order\ \beta$ is the set $G_\beta = \text{Sk}(\beta) \setminus \left( \bigcup_{\alpha < \beta} \text{Sk}(\alpha) \right)$.

Figure 5 is a conceptual representation of a subset of the skein $\text{Sk}(3)$, which contains 3 different generations (the gaps in the threads have been ignored for the sake of clarity). The distance between the points $x$ and $y$ in the figure are computed by $d(x, y) = d(x, p) + d(p, q) + d(q, y)$.

Crucially, if $\beta$ has uncountable cofinality, the corresponding generation $G_\beta$ is empty, and every point in the $\beta$-skein $\text{Sk}(\beta)$ belongs to a previous generation. This means that, in such a skein $\text{Sk}(\beta)$, every pair of points $p$ and $q$ such that $d(p, q) \leq 1/2$ belong to a set $\Gamma_\alpha$ where $\alpha$ is strictly smaller than $\beta$, and thus an isometric copy of the threading space $\text{Th}(p, q)$ is contained in $\text{Sk}(\beta)$. Moreover, in this case, the order of any separable subset of the skein space $\text{Sk}(\beta)$ is strictly smaller than $\beta$.

We turn our attention now to the specific skein space $\text{Sk}(\omega_1)$. However, as we mentioned, the results of the rest of the article concerning the $\omega_1$-skein can also be written for any $\beta$-skein where $\beta$ is an ordinal with uncountable cofinality.

Notice that for any two different pairs of different points $(p_1, q_1), (p_2, q_2) \in \text{Sk}(\omega_1) \times \text{Sk}(\omega_1)$ such that $d(p_1, q_1) = d(p_2, q_2) \leq 1/2$, the threading spaces
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Figure 5. Subset of the skein space $\text{Sk}(3)$. The points $x$ and $y$ are bound to $p$ and $q$ respectively.

$\text{Th}(p_1, q_1)$ and $\text{Th}(p_2, q_2)$ are contained in $\text{Sk}(\omega_1)$ and are isometric. Moreover, for any $\gamma \in \Delta$, each of these two threading spaces contains an isometric copy of the thread $T_\gamma(1, a)$, where $a = d(p_1, q_1)$. To differentiate the different copies of the same thread in $M$ that arise due to this fact, we will denote by $T_\gamma(p, q)$ the thread $T_\gamma(1, d(p, q))$ contained in the threading space $\text{Th}(p, q) \subset \text{Sk}(\omega_1)$.

Finally, note also that for a given successor ordinal number $\beta + 1$ and any $(p, q) \in \Gamma_\beta$ and $\gamma \in \Delta$, it holds that $T_\gamma(p, q) \setminus \{p, q\}$ is open in the skein $\text{Sk}(\beta + 1)$. Hence, we conclude that any open subset of a thread $T_\gamma(p, q) \subset \text{Sk}(\beta + 1)$ with $(p, q) \in \Gamma_\beta$ and $\gamma \in \Delta$ which does not contain the extreme points $\{p, q\}$ is also open in $\text{Sk}(\beta + 1)$.

The skein space $\text{Sk}(\omega_1)$ contains separable subsets with different structures, all of which fail to be Lipschitz retracts of $\text{Sk}(\omega_1)$. We are going to prove some results that let us reduce the kind of separable subsets we have to consider to a smaller class. In particular, first we are going to show that it is enough to prove that separable subsets without isolated points are not Lipschitz retracts. Secondly, we will introduce some concepts and prove some results to deal with points in limit ordinal generations. We structure these two topics in two different subsections:

4.2. First reduction: subspaces with isolated points. This first reduction is relatively straightforward to see. It is based on two quick observations about the skein space $\text{Sk}(\omega_1)$ and about threads with small gaps. The first observation is a general fact about threads which we have already stated and
proven in remark 2.9. The second one we present in the following simple lemma:

**Lemma 4.1.** Let \( p, q \in Sk(\omega_1) \) be two different points. There exists a finite sequence \( \{x_k\}^n_{k=0} \subset Sk(\omega_1) \) with \( x_0 = p \) and \( x_n = q \) such that \( d(x_k, x_{k+1}) \leq 1/2 \) for all \( 0 \leq k \leq n - 1 \).

*Proof.* We prove the result by transfinite induction on \( \text{ord}(\{p, q\}) \) < \( \omega_1 \). If \( \text{ord}(\{p, q\}) = 0 \), then \( \{p, q\} = \{A, B\} \) and the result follows directly. Suppose \( \text{ord}(\{p, q\}) = \beta < \omega_1 \), and suppose the result is true for any set of two points with order \( \alpha < \beta \). Consider \( \beta_p = \text{ord}(p) \). If \( \beta_p \) is a limit ordinal, then \( p \) is the limit of a sequence in \( \bigcup_{\alpha < \beta_p} Sk(\alpha) \), and in particular we can choose \( x_p \) with \( \text{ord}(x_p) < \beta_p \) such that \( d(x_p, p) \leq 1/2 \). If \( \beta_p = \lambda + 1 \) for a countable ordinal \( \lambda \), then by construction of \( Sk(\omega_1) \) we have that \( p \) belongs to the threading space \( \text{Th}(x_p, y_p) \) for some \( x_p, y_p \in Sk(\lambda) \). Since \( p \) is in a thread of length 1 with extremes \( x_p, y_p \), the distance from \( p \) to one of these extremes is less than or equal to \( 1/2 \). Assume without loss of generality that \( d(x_p, p) \leq 1/2 \). We conclude that in any case there exists \( x_p \) with \( \text{ord}(x_p) < \text{ord}(p) \) such that \( d(x_p, p) \leq 1/2 \), and arguing in the same way there exists \( x_q \) with \( \text{ord}(x_q) < \text{ord}(q) \) such that \( d(x_q, q) \leq 1/2 \).

The points \( x_p, x_q \) verify that \( \text{ord}(\{x_p, x_q\}) < \beta \), so by inductive hypothesis there exists a sequence \( \{x_k\}^n_{k=0} \subset M \) with \( x_0 = x_p \) and \( x_n = x_q \) such that \( d(x_k, x_{k+1}) \leq 1/2 \) for all \( 0 \leq k \leq n \). The result follows now adding the points \( p \) and \( q \) at the beginning and at the end of the sequence respectively. 

Let us mention that this previous lemma can be improved so that the distance between the points in the sequence is less than \( 1/4 \), since this is the biggest possible gap in the threads we are considering. However, we do not consider this improvement to be relevant enough and prefer to prove it with a simpler and shorter argument, since we will only need to use the lemma as it is stated now.

Now we can prove the first reduction result:

**Proposition 4.2.** Let \( S \) be a closed subset of \( Sk(\omega_1) \) with at least two different points. If there exists \( p \in S \) such that \( p \) is isolated in \( S \), then \( S \) is not a Lipschitz retract of \( Sk(\omega_1) \).

*Proof.* Put \( \varepsilon = d(p, S \setminus \{p\}) \), which is positive since \( p \) is isolated in \( S \). Suppose there exists a Lipschitz retraction \( R: Sk(\omega_1) \to S \), and put \( K = \|R\|_{\text{Lip}} \).

Consider any point \( q \in S \) different from \( p \). By Lemma 4.1 there exists a finite sequence \( \{x_k\}_{k \in \mathbb{N}} \subset Sk(\omega_1) \) such that \( x_0 = p \) and \( x_n = q \), and such that \( d(x_k, x_{k+1}) \leq 1/2 \) for all \( 0 \leq k \leq n - 1 \). By construction of the skein space \( Sk(\omega_1) \), there exists an isometric copy of the threading space \( \text{Th}(x_k, x_{k+1}) \) in \( Sk(\omega_1) \), so we may assume that these threading spaces are contained in \( Sk(\omega_1) \). For every \( 0 \leq k \leq n - 1 \), the threading space \( \text{Th}(x_k, x_{k+1}) \) itself contains the threads \( T_\gamma(x_k, x_{k+1}) \) for every \( \gamma \in \Delta \). Choose \( \gamma^* = (\gamma^*_i)_{i \in \mathbb{N}} \in \Delta \).
such that $\gamma_1^* < \varepsilon/K$ for every $i \in \mathbb{N}$, and write $T_k^*$ to denote the thread $T_{\gamma}^*(x_k, x_{k+1})$ contained in the threading space $\text{Th}(x_k, x_{k+1})$ with extremes $x_k$ and $x_{k+1}$ for every $0 \leq k \leq n - 1$.

Define

$$k_0 = \min \{k \in \{0, \ldots, n - 1\}: R(T_k^*) \not\subseteq \{p\}\},$$

which exists since $q \in T_{n-1}^*$ and $R(q) = q \in S \setminus \{p\}$. By definition of $k_0$, there exists a point $y_0 \in T_{k_0}^*$ such that $R(y_0) \in S \setminus \{p\}$. If $k_0 = 0$, the point $y_0$ cannot be the lower extreme $x_0 = p$ of the thread $T_0^*$, since $R(p) = p$. If $k_0 \neq 0$, again we have that $y_0$ cannot be $x_k$, because $x_k$ is also in the previous thread $T_{k_0-1}^*$ as its higher extreme point, which would contradict the minimality of $k_0$. We conclude then that $R(x_{k_0}) = p$. Since the gaps of $T_{k_0}^*$ are given by the sequence $\gamma^*$, they are all smaller than $\varepsilon/K$. We can then apply Remark 2.9 to reach a contradiction with the existence of the retraction $R$. □

4.3. Second reduction: points in limit ordinal generations. In the construction of the skein space $Sk(\omega_1)$, we have a better understanding of the points belonging to successor ordinal generations than we do of points in limit ordinal generations. Indeed, for a point $p$ of order $\alpha + 1$ we know that there exist two points $x$ and $y$, with at least one of them in generation $\alpha$ such that $p$ belongs to a thread $T_\gamma$ for a sequence $\gamma \in \Delta$ with extreme points $x$ and $y$. However, a point in a limit ordinal generation can initially only be described as a limit of a sequence of points in previous generations, and it does not belong to a thread or to any other defined structure. This subsection is dedicated to finding ways to describe these limit points in order to compensate for the comparatively low a priori knowledge we have of them.

For a closed subset $S$ of a metric space $M$ and $r > 0$, define the open ball around $S$ of radius $r$, denoted by $B(S, r)^\circ$ as the set

$$B(S, r)^\circ = \{p \in M : d(p, S) < r\}.$$

The main result of this subsection is the following:

**Proposition 4.3.** In the skein space $Sk(\omega_1)$, for every ordinal number $\beta < \omega_1$, the $\beta$-skein $Sk(\beta)$ is a $1$-Lipschitz retraction of the ball $B(Sk(\beta), 1/8)^\circ$.

In fact, as we are going to see, a stronger result is verified, which is helpful in the inductive argument we use to prove it.

Let us introduce some useful concepts: For an ordinal number $\beta < \omega_1$ and a point $p \in Sk(\omega_1)$, we may consider the set $P_\beta(p) = \{x \in Sk(\beta) : d(p, x) = d(p, Sk(\beta))\}$. Since the $\beta$-skein $Sk(\beta)$ is not compact when $\beta > 0$, we cannot easily ensure that $P_\beta(p)$ is nonempty in every case. In the case where $P_\beta(p)$ is nonempty for a point $p \in Sk(\omega_1)$ and an ordinal $\beta < \omega_1$, the members of $P_\beta(p)$ will be called the ancestors of $p$ of order $\beta$.

If a point $p \in Sk(\omega_1)$ has order $\beta + 1$ for some ordinal $\beta < \omega_1$, then it belongs to a threading space $\text{Th}(x, y)$ for a pair of points $(x, y)$ with
ord\{x, y\} = \beta$, and it is straightforward to see that the set of ancestors of $p$ of order $\beta$ is nonempty and is contained in $\{x, y\}$. Since every thread in $\text{Th}(x, y)$ has length 1, if $d(p, \text{Sk}(\beta)) < 1/2$, then $P_\beta(p)$ is unique and is equal to either $x$ or $y$. The other point will be called the pseudo-ancestor of $p$ of order $\beta$, and will be denoted by $Q_\beta(p)$. In this way, every point $p$ in a successor ordinal generation $G_{\beta+1}$ such that the distance $d(p, \text{Sk}(\beta))$ is smaller than 1/2 will belong to the threading space $\text{Th}(P_\beta(p), Q_\beta(p))$. Notice that this concept is only defined for points in successor ordinal generations and with respect to the preceding ordinal.

For each ordinal number $\beta < \omega_1$, we say that a subset $S$ of $\text{Sk}(\omega_1)$ containing $\text{Sk}(\beta)$ is $\beta$-stable if for every point $p \in S$ there exists an ancestor $P_\beta(p)$ and it is unique, and moreover, the resulting well defined map $P_\beta : S \rightarrow M$ is a 1-Lipschitz retraction. Hence, the main result of this subsection will be proven if we show that $B(\text{Sk}(\beta), 1/8)^\circ$ is $\beta$-stable for all $\beta < \omega_1$.

We prove the following even stronger result:

**Proposition 4.4.** Let $\beta < \omega_1$ be an ordinal number. If two points $p$ and $q$ belong to the ball $B(\text{Sk}(\beta), 1/8)^\circ$, then the ancestors $P_\beta(p)$ and $P_\beta(q)$ exist and are unique. Moreover, if $P_\beta(p) \neq P_\beta(q)$, then $d(p, q) = d(p, P_\beta(p)) + d(P_\beta(p), P_\beta(q)) + d(P_\beta(q), q)$.

In particular, the ball $B(\text{Sk}(\beta), 1/8)^\circ$ is $\beta$-stable.

**Proof.** Put $\alpha = \text{ord}\{p, q\}$. We are going to prove the result by induction on $\alpha$. If $\alpha$ is smaller than $\beta$, then both $p$ and $q$ belong to the skien $\text{Sk}(\beta)$ and the result follows trivially. Hence, we will start the induction assuming $\alpha = \beta + 1$. Let us divide the proof into three parts: the base case, the successor ordinal case, and the limit ordinal case. The base case is in fact the most technical part of the proof:

**1.- The base case: $\alpha = \beta + 1$**

Suppose that $\alpha = \beta + 1$. Since $\text{ord}\{p, q\} = \beta + 1$, at least one of $p$ and $q$ is in generation $G_{\beta+1}$. Assume without loss of generality that $p$ belongs to generation $G_{\beta+1}$. As we discussed earlier, since the distance from $p$ to $\text{Sk}(\beta)$ is less than 1/8 and in particular less than 1/2, we have that the ancestor of order $\beta$ of $p$, $P_\beta(p)$, exists and is unique, and $p$ is in the threading space anchored at its ancestor and pseudo-ancestor of order $\beta$, denoted by $\text{Th}(P_\beta(p), Q_\beta(p))$. Moreover, since $d(p, P_\beta(p)) < 1/4$, we have that $p$ is bound to $P_\beta(p)$ in $\text{Sk}(\omega_1) \setminus \text{Sk}(\beta)$ (we briefly discussed this when introducing the concept of boundness). In other words, we have that the distance from $p$ to any point $x \in \text{Sk}(\beta)$ is computed by

\begin{equation}
\label{6}
d(p, x) = d(p, P_\beta(p)) + d(P_\beta(p), x) \quad \text{for every } x \in \text{Sk}(\beta).
\end{equation}

Now, if the point $q$ is in the skien $\text{Sk}(\beta)$, then $q$ is its own ancestor of order $\beta$, and the result follows directly by the previous identity. Suppose then that $q$ is also in generation $G_{\beta+1}$. By the same discussion as above, $q$ belongs to the threading space $\text{Th}(P_\beta(q), Q_\beta(q))$, and $q$ verifies the corresponding
identity to (6). There are two possibilities: either both threading spaces \( \text{Th}(P_\beta(p), Q_\beta(p)) \) and \( \text{Th}(P_\beta(q), Q_\beta(q)) \) are the same, or \( p \) and \( q \) belong to different threading spaces.

If \( p \) and \( q \) belong to two different threading spaces, then the result follows from equation (6) (applied to both \( p \) and \( q \)) and the construction of the skein \( \text{Sk}(\beta + 1) \). Otherwise, if both threading spaces \( \text{Th}(P_\beta(p), Q_\beta(p)) \) and \( \text{Th}(P_\beta(q), Q_\beta(q)) \) are the same, we may assume that the pseudo-ancestor of \( p, Q_\beta(p) \), and the ancestor of \( q, P_\beta(q) \), are the same point (otherwise \( P_\beta(p) = P_\beta(q) \) and there is nothing left to prove). Now, on the one hand we have that \( d(p, P_\beta(p)) < 1/8 \) and \( d(q, P_\beta(q)) < 1/8 \) by hypothesis; and on the other hand the width of the threading spaces in the skein spaces we defined is less than 1/2, so \( d(P_\beta(p), P_\beta(q)) \leq 1/2 \). Hence, we necessarily have that

\[
d(p, P_\beta(p)) + d(P_\beta(p), P_\beta(q)) + d(P_\beta(q), q) < 3/4 < |q - p|,
\]

from which the result follows, whether \( p \) and \( q \) belong to the same thread in the threading space \( \text{Th}(P_\beta(p), P_\beta(q)) \) or not.

2.- The successor ordinal case: \( \alpha = \eta + 1 \) for \( \eta > \beta \)

Suppose now that \( \alpha = \eta + 1 \) for some countable ordinal \( \eta > \beta \), and that the result holds for every pair of points of order strictly less than \( \eta + 1 \). Let us prove first that both ancestors \( P_\beta(p) \) and \( P_\beta(q) \) exist and are unique and that the ancestor operation commutes for \( p \) and \( q \) at order \( \eta \), that is: \( P_\beta(P_\eta(p)) = P_\beta(p) \) and \( P_\beta(P_\eta(q)) = P_\beta(q) \). Since the argument is exactly the same for both points, we will only prove it for \( p \), and again we may assume without loss of generality that \( p \) is in the generation \( G_{\eta + 1} \).

Since the distance from \( p \) to \( \text{Sk}(\beta) \) is less than 1/8, we have as well that \( d(p, \text{Sk}(\eta)) < 1/8 \) since \( \text{Sk}(\beta) \subset \text{Sk}(\eta) \). Therefore, by the first step of the induction process we have that the ancestor of \( p \) of order \( \eta \) is unique and

\[
d(p, x) = d(p, P_\eta(p)) + d(P_\eta(p), x), \quad \text{for all } x \in \text{Sk}(\eta).
\]

Moreover, now \( P_\eta(p) \in \text{Sk}(\eta) \), and with the previous equation we can deduce that \( P_\eta(p) \) belongs to the ball \( B(\text{Sk}(\beta), 1/8) \) as well, so by induction again we have that \( P_\beta(P_\eta(p)) \) is unique, and \( d(P_\eta(p), x) = d(P_\eta(p), P_\beta(P_\eta(p))) + d(P_\beta(P_\eta(p)), x) \). These two identities result in the following equation:

\[
d(p, x) = d(p, P_\eta(p)) + d(P_\eta(p), P_\beta(P_\eta(p))) + d(P_\beta(P_\eta(p)), x).
\]

Applying equation (7) for \( P_\beta(P_\eta(p)) \in \text{Sk}(\beta) \) we can put the first two terms of the right hand side in the previous equation as \( d(p, P_\eta(p)) + d(P_\eta(p), P_\beta(P_\eta(p))) = d(p, P_\beta(P_\eta(p))) \), and finally obtain:

\[
d(p, x) = d(p, P_\beta(P_\eta(p))) + d(P_\beta(P_\eta(p)), x), \quad \text{for all } x \in \text{Sk}(\beta).
\]

Now, from equation (8) it is easy to prove that \( P_\beta(p) \) is unique and \( P_\beta(P_\eta(p)) = P_\beta(p) \).
To finish with this case, suppose that \( P_\beta(p) \neq P_\beta(q) \). Then \( P_\eta(p) \neq P_\eta(q) \) by what we just proven. We can now apply the inductive hypothesis several times and deduce that:

\[
d(p, q) = d(p, P_\eta(p)) + d(P_\eta(p), P_\eta(q)) + d(P_\eta(q), q) \\
= d(p, P_\eta(p)) + d(P_\eta(p), P_\beta(p)) + (P_\beta(p), P_\beta(q)) + (P_\beta(q), P_\eta(q)) + (P_\eta(q), q) \\
= d(p, P_\beta(p)) + (P_\beta(p), P_\beta(q)) + (P_\beta(q), q).
\]

This finishes the successor ordinal case.

3.- The limit ordinal case

Suppose finally that \( \alpha \) is a limit ordinal. As in the previous case, we start by proving that \( P_\beta(p) \) and \( P_\beta(q) \) exist and are unique. Similarly, we assume that \( \text{ord}(p) = \alpha \), and we only prove it for \( p \). Consider a sequence \( \{p_n\}_{n \in \mathbb{N}} \) of points in \( \text{Sk}(\alpha) \) convergent to \( p \) and such that \( \text{ord}(p_n) < \alpha \) for all \( n \in \mathbb{N} \). Moreover, since the ball \( B(\text{Sk}(\beta), 1/8)^{\circ} \) is an open set of \( \text{Sk}(\omega_1) \) which contains \( p \), we may suppose that \( d(p_n, \text{Sk}(\beta)) < 1/8 \) as well for all \( n \in \mathbb{N} \). Therefore, by inductive hypothesis, \( P_\beta(p_n) \) is unique for all \( n \in \mathbb{N} \), and

\[
\text{(9)} \quad d(p_n, x) = d(p_n, P_\beta(p_n)) + d(P_\beta(p_n), x), \quad \text{for all } x \in \text{Sk}(\beta) \text{ and all } n \in \mathbb{N}.
\]

We are going to prove first that the sequence \( \{P_\beta(p_n)\}_{n \in \mathbb{N}} \) is convergent. Indeed, since \( \text{ord}(p_n) < \alpha \) for all \( x \in \mathbb{N} \), for all \( n, m \in \mathbb{N} \) such that \( P_\beta(p_n) \neq P_\beta(x_m) \), we have that \( d(p_n, p_m) = d(p_n, P_\beta(p_n)) + d(P_\beta(p_n), p_m) \). In particular, \( d(P_\beta(p_n), p_m) \leq d(p_n, p_m) \) for all \( n, m \in \mathbb{N} \), whether \( P_\beta(p_n) \neq P_\beta(x_m) \) or not. Since the sequence \( \{p_n\}_{n \in \mathbb{N}} \) converges, it is a Cauchy sequence, which implies that the sequence \( \{P_\beta(p_n)\}_{n \in \mathbb{N}} \) is a Cauchy sequence as well, and thus convergent in the complete metric space \( \text{Sk}(\beta) \). Denote the limit of this sequence by \( P^* \), which belongs to the set \( \text{Sk}(\beta) \).

Taking the limit when \( n \) tends to infinity in equation (9), we obtain that

\[
d(p, x) = d(p, P^*) + d(P^*, x), \quad \text{for all } x \in \text{Sk}(\beta).
\]

Similarly to the successor ordinal case, from this equation it follows that \( P_\beta(p) = P^* \) and it is unique.

Now, suppose that \( P_\beta(p) \neq P_\beta(q) \), and consider two sequences \( \{p_n\}_{n \in \mathbb{N}} \) and \( \{q_n\}_{n \in \mathbb{N}} \) in \( B(\text{Sk}(\beta), 1/8)^{\circ} \) converging to \( p \) and \( q \) respectively, and such that \( \text{ord}(p_n, q_n) < \alpha \). By the previous argument, we have that:

\[
d(p, q) = \lim_n d(p_n, q_n) = \lim_n (d(p_n, P_\beta(p_n)) + d(P_\beta(p_n), P_\beta(q_n)) + d(P_\beta(q_n), q_n) \\
= d(p, P_\beta(p)) + d(P_\beta(p), P_\beta(q)) + d(P_\beta(q), q),
\]

which concludes the proof.

In Figure 6 we observe conceptually Proposition 4.4. In this diagram we portray again a subset of the skein \( \text{Sk}(3) \), and the ball \( B(\text{Sk}(1), 1/8)^{\circ} \).
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B_1 \supset B_2 \supset B_3 \supset B_4 \supset B_5 \supset S_k(1)

\[ S_k(3) \]
\[ B(S_k(1), 1/8)^c = \bigcup_{i=1}^5 B_i \]
\[ S_k(1) \]

**Figure 6.** The skein \( S_k(1) \) is a 1-Lipschitz retract of the ball \( B(S_k(1), 1/8) \) with the ancestor map.

(colored in blue) is partitioned into 5 subsets \( \{ B_i \}_{i=1}^5 \) such that every point in the same \( B_i \) has the same ancestor of order 1. The ancestor map clearly defines in this case a 1-Lipschitz retraction onto \( S_k(1) \).

Finally, with this proposition, the second reduction result follows directly:

**Proof of 4.3.** It follows directly from Proposition 4.4. □

In the proof of the main theorem, given a separable subset, we will consider a bigger separable subset that is in some sense closed for the operation of taking ancestors closer than \( 1/8 \). Specifically, we have the following Lemma:

**Lemma 4.5.** Given a separable subset \( S \) of the metric space \( S_k(\omega_1) \), there exists a separable set \( \hat{S} \subseteq S_k(\omega_1) \) containing \( S \) such that: for every point \( x \in \hat{S} \) and every ordinal \( \beta < \omega_1 \) such that \( d(x, S_k(\beta)) < 1/8 \), the unique ancestor of order \( \beta \) of \( x \) belongs to \( \hat{S} \).

**Proof.** For any point \( x \in S_k(\omega_1) \), put \( \beta_0(x) = \text{ord}(x) \), which is a countable ordinal. Trivially we have that the ancestor \( P_{\beta_0}(x) = x \) is unique. We might define then \( \beta_1(x) = \min\{ \beta < \omega_1 : d(P_{\beta_0}(x), S_k(\beta)) < 1/8 \} \), which verifies that \( P_{\beta_1}(P_{\beta_0}(x)) \) is unique as well.

Then, we can inductively define a decreasing sequence of ordinal numbers

\[ \beta_n(x) = \min\{ \beta < \omega_1 : d((P_{\beta_n-1}(x) \circ \cdots \circ P_{\beta_0}(x))(x), S_k(\beta)) < 1/8 \} \]

\[ \beta_{n+1}(x) = \min\{ \beta < \omega_1 : d((P_{\beta_n-1}(x) \circ \cdots \circ P_{\beta_0}(x))(x), S_k(\beta)) < 1/8 \} \]

Finally, we have a separable set \( \hat{S} \subseteq S_k(\omega_1) \) containing \( S \) such that: for every point \( x \in \hat{S} \) and every ordinal \( \beta < \omega_1 \) such that \( d(x, S_k(\beta)) < 1/8 \), the unique ancestor of order \( \beta \) of \( x \) belongs to \( \hat{S} \).

**Proof.** For any point \( x \in S_k(\omega_1) \), put \( \beta_0(x) = \text{ord}(x) \), which is a countable ordinal. Trivially we have that the ancestor \( P_{\beta_0}(x) = x \) is unique. We might define then \( \beta_1(x) = \min\{ \beta < \omega_1 : d(P_{\beta_0}(x), S_k(\beta)) < 1/8 \} \), which verifies that \( P_{\beta_1}(P_{\beta_0}(x)) \) is unique as well.

Then, we can inductively define a decreasing sequence of ordinal numbers

\[ \beta_n(x) = \min\{ \beta < \omega_1 : d((P_{\beta_n-1}(x) \circ \cdots \circ P_{\beta_0}(x))(x), S_k(\beta)) < 1/8 \} \]
for each \( n \in \mathbb{N} \). Since \( \beta_{n+1}(x) \leq \beta_n(x) \) for every \( n \in \mathbb{N} \) and the ordinal numbers are well ordered, there must exist \( n_0(x) \in \mathbb{N} \) such that \( \beta_n(x) = \beta_{n_0}(x) \) for all \( n \geq n_0 \).

Now, given a separable subset \( S \) of the metric space \( M \), take \( D \) a countable and dense subset of \( S \). Consider the set \( \hat{D} \) defined by:

\[
\hat{D} = \bigcup_{x \in D} \bigcup_{n \in \mathbb{N}} \bigcup_{\beta = \beta_n(x)} P_\beta((P_{\beta_{n-1}} \circ \cdots \circ P_{\beta_0})(x)),
\]

which is countable, contains \( D \), and verifies that for any point \( x \in \hat{D} \) and any ordinal \( \beta \) with \( d(x, Sk(\beta)) < 1/8 \), the ancestor \( P_\beta(x) \) belongs to \( \hat{D} \) as well.

Finally, put \( \hat{S} = \overline{\hat{D}} \). The set \( \hat{S} \) is separable and it contains \( S \). For any point \( x \in \hat{S} \) and any ordinal \( \beta < \omega_1 \) such that \( x \) belongs to the ball \( B(Sk(\beta), 1/8) \), we have that \( x \) is the limit of a sequence \( \{x_n\}_{n \in \mathbb{N}} \) of points in \( \hat{D} \) which are also in \( B(Sk(\beta), 1/8) \). As we argued in the proof of Proposition 4.4, we have that the sequence \( \{P_\beta(x_n)\}_{n \in \mathbb{N}} \), which is contained in \( \hat{D} \), converges to \( P_\beta(x) \). The statement of the remark now follows directly. \( \square \)

We will use as well the fact that every separable subset of the skein \( Sk(\omega_1) \) is contained in the closure of the union of countably many threads:

**Lemma 4.6.** Let \( S \) be a separable subset of the skein \( Sk(\omega_1) \). Then there exists a countable family of pairs \( \{(x_n, y_n)\}_{n \in \mathbb{N}} \) in \( Sk(\omega_1) \times Sk(\omega_1) \) and a countable family of sequences \( \{\gamma^n\}_{n \in \mathbb{N}} \) in \( \Delta \) such that the following property is verified:

For every point \( x \in S \) in a successor ordinal generation there exists a natural number \( n_x \) such that \( x \) belongs to the interior of the thread \( T_{\gamma^{n_x}}(x_{n_x}, y_{n_x}) \subset Sk(\omega_1) \).

**Proof.** Suppose by contradiction that the result fails. Since \( S \) is separable, there are only countably many ordinals \( \alpha < \omega_1 \) such that the intersection of \( S \) with generation \( G_\alpha \) is nonempty. Hence, there must exist one successor ordinal \( \alpha_0 + 1 \) such that for every countable collection of pairs \( \{(x_n, y_n)\}_{n \in \mathbb{N}} \) in \( \Gamma_{\alpha_0} \) and any countable family of sequences \( \{\gamma^n\}_{n \in \mathbb{N}} \) in \( \Delta \), there exists a point in \( S \cap G_{\alpha_0 + 1} \) that lies outside of the interior of the thread \( T_{\gamma^n}(x_n, y_n) \subset Sk(\alpha_0 + 1) \) for all \( n \in \mathbb{N} \).

Since every point in \( S \cap G_{\alpha_0 + 1} \) belongs to the interior of a thread anchored at a pair of points in \( \Gamma_{\alpha_0} \), by a standard transfinite induction argument we may find an uncountable set of different points \( \{p_i\}_{i \in I} \) in \( S \cap G_{\alpha_0 + 1} \) and an uncountable family of different threads \( \{T_{\gamma^i}(x_i, y_i)\}_{i \in I} \) with \( \{x_i, y_i\} \in \Gamma_{\alpha_0} \) and \( \gamma^i \in \Delta \) for all \( i \in I \), such that \( p_i \) belongs to the interior of the thread \( T_{\gamma^i}(x_i, y_i) \) for all \( i \in I \). However, this implies that the family \( \{T_{\gamma^i}(x_i, y_i)^{\circ} \cap S\}_{i \in I} \) is an uncountable collection of nonempty and open subsets of \( S \) which are pairwise disjoint, which contradicts the separability of \( S \). \( \square \)
4.4. **Proving the general case.** We proceed now to prove the main result of this article:

*Proof of Theorem A.* Consider the complete skein \( \text{Sk}(\omega_1) \). We will prove that it does not contain any non-singleton separable Lipschitz retracts.

We will proceed by contradiction. Let \( S \) be a separable subset of \( \text{Sk}(\omega_1) \) containing at least two points. We may assume that \( S \) has no isolated points by Proposition 4.2. Suppose there exists a Lipschitz retraction \( R: \text{Sk}(\omega_1) \to S \) onto \( S \), and put \( K = \| R \|_{\text{Lip}} \). We are going to find a specific thread \( T^* \) in \( \text{Sk}(\omega_1) \) such that when restricting the map \( R \) to \( T^* \), the resulting \( K \)-Lipschitz function can be transformed to yield a contradiction. Because of the length of the proof, we divide it in two parts: The first part describes the process to define the problematic thread \( T^* \), while the second part deals with the map \( R_{|T^*} \), and how to transform it to arrive at a contradiction. We will also highlight important facts throughout the proof to help in its readability.

1.- **Defining the conflicting thread \( T^* \)**

We start by finding two points to anchor the thread \( T^* \):

**Fact 1.** There exist two points \( p \) and \( q \) in \( S \) closer than 1/2, and such that there exists a successor ordinal \( \beta_0 \) with \( p, q \in B(\text{Sk}(\beta_0), 1/8)^\circ \) which verifies that \( P_{\beta_0}(p) \neq P_{\beta_0}(q) \).

Moreover, the ancestor \( P_{\beta_0}(p) \) is in generation \( \beta_0 \), and is contained in a thread \( T_{\gamma_0}(A_0, B_0) \) with \( \{ A_0, B_0 \} \in \Gamma_{\beta_0-1} \).

*Proof of Fact 1.* Define \( \alpha_0 \) as the least ordinal such that \( S \cap \text{Sk}(\alpha_0) \) is nonempty.

We divide the proof in two cases:

**Case 1:** There exist two different points \( p \) and \( q \) in \( B(\text{Sk}(\alpha_0), 1/8)^\circ \cap S \) closer than 1/2 such that \( P_{\alpha_0}(p) \neq P_{\alpha_0}(q) \).

In this case, if the ordinal \( \alpha_0 \) is a successor ordinal, putting \( \beta_0 = \alpha_0 \) we are done, since by definition of \( \alpha_0 \) both \( P_{\alpha_0}(p) \) and \( P_{\alpha_0}(q) \) belong to generation \( G_{\alpha_0} \).

Suppose then that \( \alpha_0 \) is a limit ordinal. Since \( p \) and \( q \) belong to the ball \( B(\text{Sk}(\alpha_0), 1/8)^\circ \), the ordinal

\[
\alpha_1 = \min \{ \beta < \omega_1 : \{ p, q \} \subset B(\text{Sk}(\beta), 1/8)^\circ \}
\]

is less than \( \alpha_0 \). Both \( P_{\alpha_1}(p) \) or \( P_{\alpha_1}(q) \) are well defined and unique. Moreover, by minimality, \( \alpha_0 \) must be a successor ordinal, and at least one of \( P_{\alpha_1}(p) \) or \( P_{\alpha_1}(q) \) must belong to generation \( G_{\alpha_1} \). Therefore we can put \( \beta_0 = \alpha_1 \) and Fact 1 is proven for Case 1.

**Case 2:** There exists a point \( A \in S \cap \text{Sk}(\alpha_0) \) such that for all \( x \in B(A, 1/8)^\circ \cap S \) we have that \( P_{\alpha_0}(x) = A \).

Notice that the above statement follows from negating the assumption of Case 1. In this case define the ordinal

\[
\eta_0 = \min \{ \eta < \omega_1 : P_{\eta}(x) \neq A \text{ for some } x \in B(A, 1/8)^\circ \cap S \},
\]
Figure 7. Thread of the skein Sk(\(\beta_0\)) showing one possible arrangement of the ancestors of \(p\) and \(q\) and choice of \(C_0\) and \(C_1\).

Such an ordinal number must exist since \(A\) is not isolated in \(S\) by assumption. Moreover, \(\eta_0\) must be a successor ordinal since every point in a limit ordinal generation is the limit of the succession given by its previous (existing) ancestors. Take now any point \(p \in B(A, 1/8)^o \cap S\) such that \(P_{\eta_0}(p) \neq A\), and set \(q = A\). Putting \(\beta_0 = \eta_0\), we have that both \(p\) and \(q\) belong to \(B(\text{Sk}(\beta_0), 1/8)^o\) and \(P_{\beta_0}(p) \neq P_{\beta_0}(q) = q\). Moreover, the ancestor \(P_{\beta_0}(p)\) belongs to generation \(G_{\beta_0}\) by minimality. \(\square\)

With this in mind, we can apply Proposition 2.11 to the thread \(T_{\beta_0}(A_0, B_0)\) and the point \(P_{\beta_0}(p)\), to find a compact subset \(C_0 \subset T_{\beta_0}(A_0, B_0)\) with diameter less than \(d(P_{\beta_0}(p), P_{\beta_0}(q))\) such that \(P_{\beta_0}(p) \in C_0\) and \(C_0\) is open and closed in \(\text{Sk}(\beta_0)\). Put \(C_1 = \text{Sk}(\beta_0) \setminus C_0\). Then the point \(P_{\beta_0}(q)\) belongs to \(C_1\), and since \(C_0\) is compact and disjoint from the closed set \(C_1\), the distance \(d(C_0, C_1)\) is strictly positive. Put \(d_0 = d(C_0, C_1) > 0\).

Figure 7 summarizes one possible layout of the elements we have defined so far in the skein \(\text{Sk}(\beta_0)\).

Now, the separation between the sets \(C_0\) and \(C_1\) allows us to use Remark 2.9 to obtain the following fact:

**Fact 2.** If \(T = [0, l]\) is a thread whose gaps are all smaller than \(d_0/2K\), there cannot be any \(2K\)-Lipschitz map \(F: T \to \text{Sk}(\beta_0)\) such that \(F(0) = P_{\beta_0}(p) \in C_0\) and \(F(l) = P_{\beta_0}(q) \in C_1\).

Next, we define the subset \(\hat{S} \subset \text{Sk}(\omega_1)\) using Lemma 4.5 such that the following fact is verified:

**Fact 3.** The set \(\hat{S} \subset \text{Sk}(\omega_1)\) is separable, it contains the set \(S\), and for any point \(x \in \hat{S}\) and any ordinal number \(\beta\) such that \(x \in B(\text{Sk}(\beta), 1/8)\), the unique ancestor \(P_\beta(x)\) belongs to \(\hat{S}\).
To continue with the proof, since $S$ is separable, by Lemma 4.6 we can find a countable family of sequences $\{γ^n\}_{n \in \mathbb{N}}$ in $Δ$, and a countable set of pairs $\{(x_n, y_n)\}_{n \in \mathbb{N}}$ in $\text{Sk}(ω_1) \times \text{Sk}(ω_1)$ such that, denoting by $T^n$ the thread $T^p \gamma^n(x_n, y_n) \subset \text{Sk}(ω_1)$ for each $n \in \mathbb{N}$, the countable family of threads $T_0 = \{T^n\}_{n \in \mathbb{N}}$ verifies that any point $x \in S$ belonging to a successor ordinal generation is contained in the interior of at least one thread $T^n_k$ for some $n_k \in \mathbb{N}$. For every $n \in \mathbb{N}$, the thread $T^n = T^p \gamma^n(x_n, y_n) \in T_0$ has length $1$, and so the open subsets given by $[x_n, x_n + 1/8]_{T^n}$ and $(y_n - 1/8, y_n]_{T^n}$ are separable subsets that do not intersect. Define for every $n \in \mathbb{N}$ two countable sets $D_1^n$ and $D_2^n$ such that $D_1^n$ is dense in $[x_n, x_n + 1/8]_{T^n}$ and $D_2^n$ is dense in $(y_n - 1/8, y_n]_{T^n}$.

Finally, we can define the countable family of threads given by

$$\mathcal{T} = \bigcup_{n \in \mathbb{N}} \left( \bigcup_{(x, y) \in D_1^n \times D_2^n} \{[x, y]_{T^n}\} \right).$$

Notice that each thread in $T_0$ has Lebesgue measure of at least $1/2$. Therefore, the measure of the threads in $\mathcal{T}$ is bounded below by $1/4$. We can apply now Theorem 2.8 with $ε = 1/4$ and $2K ≥ 1$ to find a sequence $γ^* \in Δ$ with the following property:

**Fact 4.** There exists a sequence $γ^* = \{γ_k^*\}_{k \in \mathbb{N}} \in Δ$ such that:

For any thread $S$ of length $l_S$ whose sequence of gaps $\{C^S_k\}_{k \in \mathbb{N}}$ in decreasing length order verifies $\text{length}(C^S_k) < γ_k^*$ for all $k \in \mathbb{N}$, it holds that: For every $K' ≤ 2K$, if there exists a $K'$-Lipschitz function $F: S \to [x, y]_{T^n}$ such that $F(0) = x$ and $F(l_n) = y$, where $n \in \mathbb{N}$ and $(x, y) \in D_1^n \times D_2^n$; then the thread $S$ has a gap of length greater than or equal to $d(x, y)/K'$.

Moreover, without loss of generality we may choose $γ^*$ such that

$$γ_k^* < \min \left\{ \frac{1}{16K'}, \frac{d_0}{2K} \right\}$$

for all $k \in \mathbb{N}$.

Since the sequence $γ^*$ belongs to $Δ$, the associated thread $T^*(p, q)$ belongs to the threading space $\text{Th}(p, q)$, and is therefore a subset of $\text{Sk}(ω_1)$. Put $T^* = T^*(p, q)$. This is the problematic thread we will use to reach a contradiction. Recall that the length of the gaps of the thread $T^*$ is given by the sequence $γ^* \in Δ$. Hence, we have the following result by the choice of $γ^*$ and Fact 2.

**Fact 5.** There does not exist any $2K$-Lipschitz map $F: T^* \to \text{Sk}(β_0)$ such that $F(p) = P_{β_0}(p)$ and $F(q) = P_{β_0}(q)$.

In the next section we will find a function in contradiction with this last fact. The retraction $R$ from $\text{Sk}(ω_1)$ onto $S$ can be restricted to $T^*$ to obtain a $K$-Lipschitz map $R_{|T^*}: T^* \to \hat{S}$ such that $R(p) = p$ and $R(q) = q$. This restriction will be the starting point in the process to define the contradicting function.
2.- Transforming the map $R_{|T^*}$

We can only ensure that the image of the map $R_{|T^*}$ is contained in $S$, and so the order of $R_{|T^*}(T^*)$ is less than the order of $S$, but it can still be higher than $\beta_0$. We are going to transform inductively the map $R_{|T^*}$ to reduce the order of its image until we arrive at $\beta_0$, where we will reach a contradiction.

In order to do this, we need the following result:

**Claim 1.** Let $T^*$, $\tilde{S}$, $K$ and $\beta_0$ be defined as above. Let $F: T^* \to \tilde{S}$ be a Lipschitz map such that $\|F\|_{Lip} < 2K$, and $F(p) = P_{\beta}(p)$ and $F(q) = P_{\beta}(q)$ for some ordinal $\beta \geq \beta_0$. Then we have the three following results:

(A) If $\text{ord}(F(T^*))$ is a limit ordinal then there exists an ordinal $\tilde{\beta} \geq \beta_0$, and a $K$-Lipschitz function $\tilde{F}: T^* \to \tilde{S}$ such that $\tilde{F}(p) = P_{\beta}(p)$, $\tilde{F}(q) = P_{\beta}(q)$, and $\text{ord}(\tilde{F}(T^*)) < \text{ord}(F(T^*))$.

(B) If $\text{ord}(F(T^*))$ is a successor ordinal $\alpha + 1$ such that $\beta < \alpha + 1$ then for every $\varepsilon > 0$ such that $\|F\|_{Lip} + \varepsilon < 2K$, there exists a Lipschitz function $\tilde{F}: T^* \to \tilde{S}$ such that $\|\tilde{F}\|_{Lip} < \|F\|_{Lip} + \varepsilon$, $\tilde{F}(p) = P_{\beta}(p)$, $\tilde{F}(q) = P_{\beta}(q)$, and $\text{ord}(\tilde{F}(T^*)) \leq \alpha < \text{ord}(F(T^*))$.

(C) If $\text{ord}(F(T^*))$ is a successor ordinal $\alpha + 1$ such that $\beta = \alpha + 1$, and $\beta > \beta_0$, then for every $\varepsilon > 0$ such that $\|F\|_{Lip} + \varepsilon < 2K$, there exists a Lipschitz function $\tilde{F}: T^* \to \tilde{S}$ such that $\|\tilde{F}\|_{Lip} < \|F\|_{Lip} + \varepsilon$, $\tilde{F}(p) = P_{\alpha}(p)$, $\tilde{F}(q) = P_{\alpha}(q)$ and $\text{ord}(\tilde{F}(T^*)) \leq \alpha < \text{ord}(F(T^*))$.

Before proving this claim let us discuss its implications: The map $R_{|T^*}$ verifies the general hypothesis of the claim with $\beta = \text{ord}\{p, q\}$. Notice as well that if a function $F$ verifies either of the conditions (A), (B) or (C) then the resulting map $\tilde{F}$ for any valid $\varepsilon > 0$ verifies again the general conditions of the claim. In all three cases, the order of the image of the map $\tilde{F}$ produced is an ordinal strictly lower than the order of the image of $F$.

This means that putting $F_0 = R_{|T^*}$, we can define inductively $K$-Lipschitz maps $\{F_n\}_{n \in \mathbb{N}}$ such that

$$F_{n+1} = \begin{cases} \tilde{F}_n & \text{if } F_n \text{ verifies (A), (B) or (C)}, \\ F_n & \text{otherwise}. \end{cases}$$

We may choose any valid $\varepsilon > 0$ at the steps that require it. There must exist $n_0 \in \mathbb{N}$ such that $F_n = F_{n_0}$ for all $n \geq n_0$. Indeed, otherwise the sequence $\{\text{ord}(F_n(T^*))\}_{n \in \mathbb{N}}$ is an infinite strictly decreasing sequence of ordinal numbers, which are well ordered, resulting in a contradiction.

Therefore, the map $F_{n_0}: T^* \to \tilde{S}$ is a Lipschitz map with $\|F_{n_0}\|_{Lip} < 2K$ such that $F(p) = P_{\beta}(p)$ and $F(q) = P_{\beta}(q)$ for some $\beta \geq \beta_0$ that does not verify neither (A), (B) nor (C). Since it does not verify (A), we have that $\text{ord}(F_{n_0}(T^*))$ is successor ordinal $\alpha + 1$. This means that in order to fail (B), the ordinal $\alpha + 1$ must equal $\beta$. In turn, since $F_{n_0}$ does not meet the requirements of (C) either, we conclude that $\beta$ (that is, the ordinal such that $F_{n_0}(p) = P_{\beta}(p)$, $F_{n_0}(q) = P_{\beta}(q)$, and the order of $F_{n_0}(T^*)$) equals $\beta_0$. 


In conclusion, $F_{00}: T^* \to \hat{S} \cap \text{Sk}(\beta_0)$ is a Lipschitz map with $\|F_{00}\|_{\text{Lip}} < 2K$ from the thread $T^* = T_{\gamma}(p, q)$ into $\text{Sk}(\beta_0)$ such that $F_{00}(p) = P_{\beta_0}(p)$ and $F_{00}(q) = P_{\beta_0}(q)$. This contradicts Fact \[ which leads to the desired contradiction. It only remains to prove Claim \[.

Proof of Claim \[. We prove each statement separately:

Proof of (A). Put $\alpha = \text{ord}(F(T^*))$. Then $\alpha \geq \beta$. Since $T^*$ is compact, the image $F(T^*)$ is also compact in $\text{Sk}(\omega_1)$. Therefore, there exists a point $x_0 \in T^*$ such that $F(x_0)$ belongs to the limit generation $G_\alpha$ in $\text{Sk}(\omega_1)$. Put $r_0 = \min\{d(F(x_0), \text{Sk}(\beta_0)), 1/8\}$. Since $\beta_0$ is a successor ordinal, the number $r_0$ is strictly positive.

Now, choose a finite set of points $\{x_i\}_{i=1}^n \subset T^*$ such that $F(T^*) \subset \bigcup_{i=1}^n B(F(x_i), r_0/2)$. For each $i = 1, \ldots, n$, the ordinal number

$$\alpha_i = \min\{\alpha < \omega_1 : d(F(x_i), \text{Sk}(\alpha)) < r_0/2\}$$

is a successor ordinal strictly smaller than the order of $F(T^*)$. Hence, if $\hat{\beta} = \max\{\alpha_i : i = 1, \ldots, n\}$, we have that $\hat{\beta} < \text{ord}(F(T^*))$ and $d(F(x), \text{Sk}(\hat{\beta})) < r_0$ for all $x \in T^*$. This implies that $\hat{\beta}$ is greater than $\beta_0$. Applying Corollary \[ since $r_0 < 1/8$, we have that the map

$$\hat{F}: T^* \to \hat{S}$$

$x \mapsto P_{\hat{\beta}}(F(x))$

is a $K$-Lipschitz map. It is well defined since the ancestor of order $\hat{\beta}$ of each point in $F(T^*)$ is unique, and the image of any point $x \in T^*$ belongs to the set $\hat{S}$ again since $d(F(x), \text{Sk}(\hat{\beta})) < r_0$ for all $x \in T^*$ (see Fact \[. We have then that $\hat{F}(p) = P_{\hat{\beta}}(P_{\beta}(p)) = P_{\beta}(p)$, and similarly $\hat{F}(q) = P_{\beta}(q)$. Finally, the order of $\hat{F}(T^*)$ is at most $\hat{\beta}$ as well, so it is verified that $\text{ord}(\hat{F}(T^*)) < \text{ord}(F(T^*))$. \qed

Proof of (B). Put $\bar{K} = \|F\|_{\text{Lip}}$. Suppose that the order of $F(T^*)$ is $\alpha + 1$, and that $\beta < \alpha + 1$. Since the image of $F$ is in $\hat{S}$ and $\alpha + 1$ is a successor ordinal, there exists a subsequence $\{n_k\}_{k \in \mathbb{N}}$ such that $F(T^*) \cap G_{\alpha+1} = F(T^*) \setminus \text{Sk}(\alpha)$ is contained in the union of threads $\bigcup_{k \in \mathbb{N}} T^{n_k}$. Informally, the “problematic” part of $F(T^*)$ is contained in this countable set of threads (without the extreme points, since these always belong to a lower generation), which is a subfamily of the set $T_0$ we have considered in the definition of $T^*$.

Hence, for any $t \in T^*$ such that $F(t) \in T^{n_k(t)}$ for some $n_{k(t)} \in \mathbb{N}$, we may find an extended interval $I_t$ in $T^*$ containing $t$ such that $I_t$ is maximal for $F$ and $T^{n_k(t)}$. The extended interval $I_t$ is actually of the form $[a_t, b_t]_{T^*}$ with $p \leq a_t < b_t \leq q$, since if $I_t$ contains both extremes $p$ and $q$ of $T^*$, then necessarily $\{F(p), F(q)\} = \{P_{\beta}(p), P_{\beta}(q)\} \in \Gamma_\alpha$, so $\alpha = \beta$, and thus $I_t = [p, q]_{T^*} = T^*$. With this idea, since $F(T^*)$ is separable, we can define a countable family of maximal intervals $\{(a_i, b_i)_{T^*}\}_{i \in \mathbb{N}}$ in $T^*$ such that $F([a_i, b_i]_{T^*})$ is contained...
Figure 8. If both \( F(a_i) \) and \( F(b_i) \) are bound to the same anchor \( x_i \), we may define \( F_i \) by sending all points in \([a_i, b_i]_{T^*}\) to \( x_i \) without increasing the Lipschitz constant.

In \( T^{nk(i)} \) for all \( i \in \mathbb{N} \), and every point \( t \in T^* \) such that its image \( F(t) \) is in generation \( G_{\alpha+1} \) is contained in \([a_i, b_i]_{T^*}\) for some \( i \in \mathbb{N} \). To simplify the notation, we abuse it and write \( n_{k(i)} = i \). Therefore, we will write that \( F([a_i, b_i]_{T^*}) \) is contained in the thread \( T_i \). Recall that the thread \( T_i \in T_0 \) belongs to the threading space \( \text{Th}(x_i, y_i) \) for every \( i \in \mathbb{N} \). Again informally, we have identified a countable family of maximal intervals in \( T^* \) that contain all the points whose image we need to change to prove \((B)\).

In the following Fact, we “correct” the image of this countable family of maximal intervals.

**Fact 6.** For every \( i \in \mathbb{N} \), there exists a Lipschitz function \( F_i : T^* \to \hat{S} \) with \( \|F_i\|_{\text{Lip}} \leq \|F\| + \varepsilon \) such that \( F_i(t) = F(t) \) for all \( t \in T^* \setminus [a_i, b_i]_{T^*} \) and \( F_i(t) \in \{x_i, y_i\} \) for all \( t \in [a_i, b_i]_{T^*} \).

**Proof.** Fix \( i \in \mathbb{N} \). Since the order of \( F(T^*) \) is \( \alpha + 1 \), we may work directly on the skein \( \text{Sk}(\alpha + 1) \). Here, the point \( F(a_i) \), which belongs to the thread \( T_i \), is bound to either \( x_i \) or \( y_i \) in \( T_i \). To see this, notice that, since there are no gaps in \( T^* \) of length greater than \( (2K)^{-1}/8 \), by maximality of \([a_i, b_i]_{T^*}\) in \( T_\gamma(x_i, y_i) \), we have that the distance from \( F(a_i) \) to \( \text{Sk}(\alpha + 1) \setminus T^* \) is smaller than \( 1/8 \). Hence, by construction of the successor ordinal skein \( \text{Sk}(\alpha + 1) \), the distance from \( F(a_i) \) to one of the two extremes of the thread \( T_i \) is also smaller than \( 1/8 \), which implies that \( F(a_i) \) is bound to one of these extremes. Similarly, \( F(b_i) \) is bound to either \( x_i \) or \( y_i \) in \( T_i \). Suppose without loss of generality that \( F(a_i) \) is bound to \( x_i \).

There are two possibilities: either \( F(b_i) \) is bound to \( x_i \) as well, or \( F(b_i) \) is bound to the other extreme point \( y_i \). If \( F(b_i) \) is bound to \( x_i \), then we can apply Proposition 3.3 and obtain \( F_i \) with the desired properties.
In Figure 8 we observe this first possibility, and the resulting map $F_i$ according to Proposition 3.3.

Suppose now that $F(b_i)$ is bound to $y_i$ in $T^i$. We are going to show that there is a gap $C_i$ in $[a_i, b_i]_{T^*}$ with length greater than $d(x_i, y_i)/(K + \varepsilon)$. Indeed, suppose by contradiction there is no such gap.

We have that $F(a_i)$ belongs to the interval $[x_i, x_i + 1/8]_{T^i}$, while $F(b_i)$ belongs to $(y_i - 1/8, y_i]_{T^i}$. Recall the definition (prior to Fact 4) of the dense and countable subsets $D_1 \subset [x_i, x_i + 1/8]_{T^i}$ and $D_2 \subset (y_i - 1/8, y_i]_{T^i}$ in $T^i$, which were used to define the sequence of gaps of the thread $T^*$. Since $D_1$ is dense in $[x_i, x_i + 1/8]_{T^i}$, and $D_2$ is dense in $(y_i - 1/8, y_i]_{T^i}$, considering the subset $[a_i, b_i]_{T^*}$ of $T^*$ as a thread, and restricting $F$ to this thread, we obtain by Proposition 2.12 that there exist two points $a'_i, b'_i \in [a_i, b_i]_{T^*}$, and two points $(x'_i, y'_i) \in D_1 \times D_2$ with $x'_i < y'_i$, together with a $(K + \varepsilon)$-Lipschitz function $\overline{F} : [a'_i, b'_i]_{T^*} \to T_n(x_i, y_i)$ such that $\overline{F}(a'_i) = x'_i$ and $\overline{F}(b'_i) = y'_i$.

Notice that since the length of $T^i$ is 1, and the points $x'_i$ and $y'_i$ belong to $[x_i, x_i + 1/8]_{T^i}$ and $(y_i - 1/8, y_i]_{T^i}$, respectively, the distance $d(x'_i, y'_i)$ is greater than $d(x_i, y_i)$.

Finally, since we are assuming that there is no gap in $[a_i, b_i]_{T^*}$ with length greater than $d(x_i, y_i)/(K + \varepsilon)$, we can apply Proposition 2.4 and assume that $\overline{F}$ has its image contained in the thread $[x'_i, y'_i]_{T^i}$, which belongs to the family $\mathcal{T}$ we have used to define $\gamma^*$. Since the thread $[a'_i, b'_i]_{T^*}$ is a subinterval of $T^*$, its decreasing sequence of gaps $\{C_n\}_{n \in \mathbb{N}}$ also verifies that $\text{length}(C_n) < \gamma_n^*$ for all $n \in \mathbb{N}$. Hence, the existence of the function $\overline{F}$ whose Lipschitz constant does not exceed $K + \varepsilon < 2K$, implies by Fact 4 that there is a gap $C_{n_0}$ in $[a'_i, b'_i]_{T^*}$ such that $\text{length}(C_{n_0}) \geq d(x'_i, y'_i)/(K + \varepsilon)$.

The fact that the gap $C_{n_0}$ is also a gap of $[a_i, b_i]_{T^*}$ and that $d(x'_i, y'_i) \geq d(x_i, y_i)$ results in the desired contradiction.

Hence, there exist two points $c_i, d_i \in [a_i, b_i]_{T^*}$ with $c_i < d_i$ such that $(c_i, d_i) \cap (a_i, b_i)_{T^*} = \emptyset$ and $d(c_i, d_i) > d(x_i, y_i)/(K + \varepsilon)$. Define now $F_i : T^* \to S$ by

$$F_i(t) = \begin{cases} F(t) & \text{if } t \in T^* \setminus [a_i, b_i]_{T^*}, \\ x_i & \text{if } t \in [a_i, c_i]_{T^*}, \\ y_i & \text{if } t \in [d_i, b_i]_{T^*}. \end{cases}$$

Using Proposition 2.1 maximality of $[a_i, b_i]_{T^*}$ for $F$ and $T_n(x_i, y_i)$, and the fact that $F(a_i)$ and $F(b_i)$ are bound to $x_i$ and $y_i$ respectively in $T_n(x_i, y_i)$, it is straightforward to check that $F_i$ verifies $\|F_i\|_{\text{Lip}} \leq K + \varepsilon$ (we use in fact the same argument as in the proof of Proposition 3.3).

Figure 9 intuitively summarizes the second possibility. Notice that in both Figures 8 and 9 the resulting map $F_i$ avoids the thread $T^i$, thus reducing the order of the image of the maximal interval $[a_i, b_i]_{T^*}$.

To finish the proof of part (B) of the Claim, for each $t \in T^*$ such that $t \in [a_i, b_i]_{T^*}$ for some $i \in \mathbb{N}$, define $i(t) \in \mathbb{N}$ as the least of the natural
numbers such that \( t \in [a_i(t), b_i(t)]_{T^*} \). Now, define \( \hat{F} : T^* \rightarrow \hat{S} \) by
\[
\hat{F}(t) = \begin{cases} 
F(t), & \text{if } t \in T^* \setminus \bigcup_{i \in \mathbb{N}} [a_i, b_i]_{T^*}, \\
F_i(t)(t), & \text{if } t \in [a_i, b_i]_{T^*} \text{ for some } i \in \mathbb{N}.
\end{cases}
\]
To check that \( \|\hat{F}\|_{\text{Lip}} \leq K + \varepsilon \), we only need to consider \( t, s \in T^* \) with \( t < s \) and such that \( t \in [a_i(t), b_i(t)]_{T^*} \) and \( s \in [a_i(s), b_i(s)]_{T^*} \) with \( i(t) \neq i(s) \). We have then the following inequalities:
\[
d(\hat{F}(t), \hat{F}(s)) = d(F_i(t)(t), F_i(s)(s)) \\
\leq d(F_i(t)(t), y_i(t)) + d(y_i(t) + x_i(s), F_i(s)(s)) \\
\leq d(F_i(t)(t), F_i(t)(b_i(t))) + d(F(b_i(t)), F(a_i(s))) + d(F_i(s)(a_i(s)), F_i(s)(s)) \\
\leq (K + \varepsilon)(b_i(t) - t + (a_i(s) - b_i(t)) + (s - a_i(s))) \\
= (K + \varepsilon)(s - t).
\]
Since \( d(\hat{F}(p), \hat{F}(q)) = d(P_{\beta}(p), P_{\beta}(q)) \leq d(p, q) = a_{T^*} \), we can apply Proposition \(2.1\) to obtain the desired Lipschitz constant for \( \hat{F} \) and finish the proof of (B).

\[ \square \]

\textbf{Proof of (C).} The proof of the third case (C) resembles the proof of (B). The difference is that in this case at least one of \( F(p) \) and \( F(q) \) is in generation \( \text{Sk}(\alpha + 1) \), which is at the same time the order of \( F(T^*) \). Intuitively, the idea of the proof of this last part is to first transform \( F \) to lower the order of the image of \( p \) and/or \( q \). When we have done this, then we may simply
apply the case (B) to the resulting map, thus obtaining a Lipschitz function
whose image has a lower order than $F$.

Since $F(p) = P_{\alpha+1}(p)$, there exists $n \in \mathbb{N}$ such that $x_n = P_{\alpha}(p)$, $y_n = Q_{\alpha}(p)$, and $F(p)$ belongs to the thread $T^n = T_{\gamma^n}(P_{\alpha}(p), Q_{\alpha}(p)) \in T_0$. We start by selecting $p' \in T^*$ such that $[p, p']_{T^*}$ is maximal for $F$ and the thread $T^n$.

There are two possibilities: either $p' = q$, or the point $p'$ is different from $q$. If $p' = q$, since $P_{\alpha}(p) \neq P_{\alpha}(q)$, we have that the range of $F$ is contained in the single thread $T^n = T_{\gamma^n}(P_{\alpha}(p), P_{\alpha}(q))$, and moreover $F(p) = P_{\alpha+1}(p)$ and $F(q) = P_{\alpha+1}(q)$ belong to this same thread. Since the distance from $p$ and $q$ to $\text{Sk}(\alpha)$ is less than $1/8$, we have that $F(p)$ belongs to $[P_{\alpha}(p), P_{\alpha}(p) + 1/8]_{T^n}$ and $F(q)$ belongs to $[P_{\alpha}(q) - 1/8, P_{\alpha}(q)]_{T^n}$. Hence, we can apply Propositions 2.12 and 2.3 as we did in the proof of (B) to obtain two points $a', b' \in T^*$ with $a' < b'$ and two points $x', y' \in D_1^* \times D_2^*$ together with a $(K + \varepsilon/2)$-Lipschitz function $\Phi: [a', b']_{T^*} \to [x', y']_{T^n}$ with $\Phi(a') = x'$ and $\Phi(b') = y'$. Since the thread $[x', y']_{T^n}$ belongs to the family $\mathcal{T}$, by Theorem 2.3 there exists a gap $C = (c, d)$ in $T^*$ such that $d(c, d) > d(P_{\alpha}(p), P_{\alpha}(q))/(K + \varepsilon/2)$. Defining $\tilde{F}: T^* \to \tilde{S}$ as

\[
\tilde{F}(t) = \begin{cases} 
P_{\alpha}(p), & \text{if } t \in [p, c]_{T^*}, \\
P_{\alpha}(q), & \text{if } t \in [d, q]_{T^*}.
\end{cases}
\]

finishes the proof of (C) if $p' = q$, without need for further discussion.

Hence, suppose now that $p'$ is not $q$. We are going to define a $(K + \varepsilon/2)$-Lipschitz function $\Phi_1: T^* \to \tilde{S}$ such that $\Phi_1(p) = P_{\alpha}(p)$ and $\Phi_1(t) = F(t)$ for all $t \in (p', q]_{T^*}$.

In the space $\text{Sk}(\alpha + 1)$, the point $F(p) = P_{\alpha+1}(p)$ is bound to $P_{\alpha}(p)$ in $T^n$ because the distance from $p$ to $\text{Sk}(\alpha)$ is less than $1/8$. In addition, the point $F(p')$ is also bound to one of the extremes $P_{\alpha}(p)$ or $Q_{\alpha}(q)$ in $T^n$. This is because there are no gaps in $T^*$ bigger than $(2K)^{-1}/8$ and $[p, p']_{T^*}$ is maximal for $F$ and $T^n$. We may consider again two possibilities: either $F(p')$ is bound to $P_{\alpha}(p)$ as well, or $F(p')$ is bound to $Q_{\alpha}(p)$.

If $F(p')$ is bound to $P_{\alpha}(p)$, we can use Proposition 3.3 to define a $K$-Lipschitz function $\Phi_1: T^* \to \tilde{S}$ with $\Phi_1(t) = P_{\alpha}(p)$ for all $t \in [p, p']_{T^*}$, and $\Phi_1(t) = F(t)$ for all $t \in (p', q]_{T^*}$; as desired.

Suppose then that $F(p')$ is bound to $Q_{\alpha}(p)$. Then, since $F(p) \in [P_{\alpha}(p), P_{\alpha}(p) + 1/8]_{T^n}$ and $F(p') \in [Q_{\alpha}(p) - 1/8, Q_{\alpha}(p)]_{T^n}$, we can repeat the process we did in the proof of (B) and in the case when $p' = q$ to find a gap $C = (c, d)$ in $[p, p']_{T^*}$ such that $d(c, d) > d(P_{\alpha}(p), Q_{\alpha}(p))/(K + \varepsilon/2)$. Again, we use this gap to define $\Phi_1: T^* \to \tilde{S}$ by

\[
\Phi_1(t) = \begin{cases} 
P_{\alpha}(p), & \text{if } t \in [p, c]_{T^*}, \\
Q_{\alpha}(p), & \text{if } t \in [d, p']_{T^*}, \\
F(p), & \text{if } t \in (p', q]_{T^*}.
\end{cases}
\]
The Lipschitz constant of $F_1$ is less than or equal to $(K + \varepsilon/2)$ as desired.

We may repeat the same argument to find a point $q' \in T^*$ with $p' < q'$, together with a second $(K + \varepsilon/2)$-Lipschitz function $F_2: T^* \to \hat{S}$ such that $F_2(q) = F_\alpha(q)$ and $F_2(t) = F(t)$ for all $t \in [p, q')_{T^*}$. We combine $F_1$ and $F_2$ to form yet another Lipschitz function $F: T^* \to \hat{S}$ in the following way:

$$F(t) = \begin{cases} F_1(t), & \text{if } t \in [p, p']_{T^*}, \\ F(t), & \text{if } t \in (p', q')_{T^*}, \\ F_2(t), & \text{if } t \in (q', q]_{T^*}. \end{cases}$$

It is again straightforward to prove that the Lipschitz constant of $F$ is less than or equal to $K + \varepsilon/2$. It is possible that the order of $F(T^*)$ is already the desired ordinal $\alpha < \alpha + 1$, in which case the proof is finished. However, it might be that there are points in $F(T^*)$ in the generation $G_{\alpha+1}$. If this is the case, notice that the function $F$ verifies the hypothesis of the claim and the conditions of (B). Hence, we may use the already proven case (B) with $\varepsilon/2 > 0$ to find a $(K + \varepsilon)$-Lipschitz function $\hat{F}: T^* \to \hat{S}$ such that $\hat{F}(p) = P_\alpha(p)$, $\hat{F}(q) = P_\alpha(q)$, and the order of $\hat{F}(T^*)$ is $\alpha$. The proof is now finished.

We have proven the three parts of the claim.

Having proven the claim, the theorem holds by the discussion after the statement of the claim.
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