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Abstract—Eavesdropping attacks in inference systems aim to learn not the raw data, but the system inferences to predict and manipulate system actions. We argue that conventional information security measures can be ambiguous on the adversary’s estimation abilities, and adopt instead a distortion based framework that enables to operate over a metric space. We show that requiring perfect distortion-based security is more frugal than requiring perfect information-theoretic secrecy even for block length one codes, offering in some cases unbounded gains. Within this framework, we design algorithms that enable to efficiently use shared randomness, and show that each bit of shared random key is exponentially useful in security.

I. INTRODUCTION

The operation of Cyber Physical Systems (CPS), such as transportation systems and the electrical grid, increasingly relies on networked data collection and inference systems. Such systems distributively collect and compute functions of data for control decisions. Adversarial attacks in such systems aim to learn not the raw data but the system inferences to predict and manipulate the system actions. Most of the established security theory is tailored on protecting data; in contrast, in this paper, we discuss how to protect inference processes and decisions.

Our first observation is that information security measures (such as the conventional equivocation rate) can be ambiguous on how much an eavesdropper has learned about a CPS system operation. Assume that a control function takes values uniformly at random in \{1, 2, \ldots, 20\}, and the associated action is proportional to the function value. The entropy of this function is \(\log(20)\). Now consider two cases. For case I, at the end of a transmission, the eavesdropper knows that the function value is in \{1, 2\}, each with probability 1/2. For case II, the eavesdropper knows that the function value is in \{1, 20\}, each with probability 1/2. Both cases have an equivocation rate of 1 (i.e. the entropy of the function given the information the eavesdropper has, is 1). But in the first case, the two possibilities are much closer than the second case, so the eavesdropper can predict the system action with high precision. Similarly, if an eavesdropper knows that the function value is uniformly at random in \{1, 20\}, this would still be less useful for the eavesdropper than knowing it is in \{1, 2, 3, 4\}, although the equivocation rate is lower.

In this paper, we use instead a distortion measure for security that aims to maximize the square error difference between the eavesdropper’s estimate and the true value of a function. Squared error distortion is a widely accepted metric in estimation and control, and can capture how much an adversary has learned about core attributes of a CPS system, such as the system state.

Moreover, while for perfect information theoretic security we require shared keys of size equal to the message entropy, requiring perfect distortion-based security is much more frugal. For example, if we again take the example of a control function taking values uniformly at random from \{1, 2, \ldots, 20\}, we show in Theorem 6 that only one bit of shared key is sufficient to guarantee perfect distortion based security, as opposed to the \(\log(20)\) bits of shared keys for information theoretic security. We obtain this result using a scalar coding scheme of block length one.

We design schemes to achieve distortion based security. Our main contributions are:

- We show that for a single source, each additional bit of shared key is exponentially useful in distortion based security.
- We design a polynomial time algorithm and show it is optimal for regularly spaced function values.
- We prove that for multiple distributed sources and separable functions it suffices to protect each individual source separately, and is also necessary for sum and product functions.

The paper is organized as follows. Section II presents the problem formulation; Section III summarizes our results; Proofs for these results are outlined in Sections IV and V.

A. Related Work

While information theoretic security has been extensively studied, most notably by Shannon [1] and Wyner [2], study of distortion based security was started by Yamamoto [3], where the goal is to maximize the distortion of an eavesdropper’s estimate on a message. Schieler and Cuff [4] later showed that, in the limit of an infinite block length \((n)\) code, only \(\log(n)\) bit of secret keys are needed to achieve the maximum possible distortion. However, Schieler and Cuff also showed that such secrecy is rather fragile, as causal disclosure of even a single message symbol can compromise the secrecy of the entire block. This issue was because the coding scheme involves infinite block length. In this paper, we take block length equal to one, which obviates the need to wait and accumulate data at the sensor. It also removes the fragility of the distortion based measure as now we do not need to code a sequence of symbols jointly, and can rather code each symbol independently with a
new key. We find that for the block length one codes, while a regularly spaced alphabet can be secured easily with only one bit of shared secret key, the problem becomes combinatorially hard for irregularly spaced alphabets. We also note that, unlike information theoretic security, distortion security of alphabet \( \mathcal{A} \) does not imply distortion security of alphabet \( \mathcal{B} \) which is a one-to-one mapping of \( \mathcal{A} \). A different notion of secure estimation is studied by Wiese et. al. in [5] where they considered zero-error secret capacity. Semantic security has also been used for function protection, and can be posed in two different versions: (i) in an information theoretical setting, which has been shown to be equivalent to “strong” information-theoretic security [6], [7] - and thus does not enable operation with smaller amounts of key than traditional strong information-theoretic security; (ii) in a computational setting, not related to the framework of this paper as we do not make computational assumptions on the power of the adversary.

II. Setup

Our system consists of \( n \) sources \( S_1, S_2, \ldots, S_n \) connected through noiseless links to a common receiver as shown in Fig. 1. An eavesdropper, Eve, observes all the \( n \) links. Each source produces a symbol \( X_i \) drawn with a distribution \( P_i \) from a discrete alphabet\(^1\) set \( \mathcal{X}_i \) of size \( m_i \). We assume that the symbols generated at the \( n \) sources are mutually independent.

The receiver wants to compute a function \( f \) (with co-domain \( \mathbb{R} \)) of source symbols \( \mathbf{X} := [X_1, X_2, \ldots, X_n] \), such that the receiver’s computation has no error and Eve’s estimate is “maximally distorted” with respect to the function \( f \). Each source is also given a secret key of size \( k_i \) bits shared with only the receiver and not with the eavesdropper; equivalently a symbol \( (K_i) \) uniformly drawn from \( \{1, 2, \ldots, 2^{k_i}\} \) set. We denote the symbol transmitted by source \( S_i \) as \( g(X_i, K_i) \) and shorten it as \( g(X_i) \) for brevity. With \( g(X, K) \) (and shorten it as \( g(X) \)), we denote set of symbols transmitted from all the sources i.e., \( \{g(X_i) : i \in [n]\} \), where \( [n] := \{1, 2, \ldots, n\} \). The distortion of Eve’s estimate for \( k := \{k_1, k_2, \ldots, k_n\} \) bits of keys is:

\[
D_{ach}(k) = \min_f \mathbb{E}_{\mathbf{X}, k}[(f(\mathbf{X}) - \hat{f}(g(\mathbf{X}, k)))^2],
\]

where \( \hat{f} \) is the Eve’s strategy to estimate \( f \) from her observation \( g(\mathbf{X}, k) \). If Eve has no information, her distortion is the maximum distortion and is denoted as \( D_{max} \). In this case, Eve’s best estimate is \( \mathbb{E}[f] \) and the corresponding distortion is

\[
D_{max} = \text{var}(f(\mathbf{X})).
\]

We are interested in the following two problems.

- For a given function \( f \), what is the minimum amount of shared keys required so that \( D_{ach}(k) \) is equal to \( D_{max} \).
- For a given function \( f \) and amount of keys \( k \), what distortion \( D_{ach}(k) \) an optimal encoding scheme achieves.

III. Main Results

The following two theorems summarize our main results. The first one deals with single-source computation, and the second one deals with multi-source computation, both under the assumption of uniform source alphabet. Proofs are outlined in sections IV and V, respectively.

Theorem 1. Suppose there is a single source modeled as a random variable \( X \) connected to the receiver through a noiseless channel, and the receiver wishes to compute a function \( Y = f(X) \) with perfect accuracy. Assume \( k \) bits of secret key are shared between the transmitter and the receiver. If \( Y \) is uniformly distributed on some alphabet \( \mathcal{Y} \subseteq \mathbb{R}, |\mathcal{Y}| = m \), then the difference between the maximum distortion of \( Y \) when no information is available and the eavesdropper’s achievable distortion can be upper bounded by:

\[
\Delta = D_{max} - D_{ach}(k) \leq \frac{D_{max}}{2^k}. \tag{3}
\]

Furthermore, if \( d = \max_{y_i, y_j \in \mathcal{Y}} |y_i - y_j| \), then

\[
\Delta = D_{max} - D_{ach}(k) \leq \frac{d^2}{2^k}. \tag{4}
\]

Theorem 1 implies that each bit of the shared key exponentially increases the eavesdropper’s distortion toward \( D_{max} \). In particular, with just 5 bits of shared key we can achieve a distortion close to 97% of \( D_{max} \). In contrast, for perfect information theoretic secrecy, we require \( \log(m) \) bits of key.

The proof of Theorem 1 is constructive. Depending on the key value, the source uses a different mapping \( \sigma_i \) to create the symbols to transmit. Algorithms 1 and 2 describe how to create the mappings to achieve (3) and (4), respectively. Alg. 1 has polynomial-time complexity, is optimal for \( k = 1 \), and achieves perfect secrecy when \( |\mathcal{Y}| \) is “regularly spaced” (see Section IV).

Theorem 2. If \( f(X) = \sum_{i=1}^{L} \prod_{\kappa=1}^{n} f_{\kappa}^{(i)}(X_{\kappa}) \), where \( f_{\kappa}^{(i)}(X_{\kappa}) \) is an arbitrary function for all \( i \in [n], \kappa \in [L] \) then it is sufficient to secure each individual \( f_{\kappa}^{(i)}(X_{\kappa}) \). Furthermore, if

1) \( f(X) = \sum_{i=1}^{n} f_i(X_i) \), or
2) \( f(X) = \prod_{i=1}^{n} f_i(X_i) \) and \( \prod_{i=1}^{n} \mathbb{E}[f_i(X_i)] \cdot \text{var}[f_i(X_i)] \neq 0 \),

\(^1\)For many systems, measurements are over reals, and we discretize by quantization at each source.
it is also necessary to secure the individual functions $f_i(X_i)$.

Theorem 2 states that to protect a function that can be written as a sum of product separable functions, it suffices to protect each individual component separately. This includes a fairly wide class of functions that can be protected. Theorem 2 also shows that such a scheme is optimal when we wish to compute sum and product under our setting.

As an example, suppose there are $n$ source symbols $X_1, X_2, \ldots, X_n$ all i.i.d. on $[m]$. If the function to compute is $\sum_{i=1}^n X_i$, then we can protect each $X_i$ individually with 1 bit of key, and thus $n$ bits of key would achieve perfect distortion based secrecy. It can be shown that $n \log(m)$ bits will be necessary to information-theoretically secure the sum function.

Algorithm 1

WLOG assume $y_1 \geq y_2 \geq \ldots \geq y_m$. We use $r = m$ and select permutations $\sigma_i$ on $[m]$ for $i \in [2^k]$. The source uses the mapping $\sigma_i$ if the shared key $K$ value is $i$.

Select Permutations:
1: $\sigma_j(j) = j$, $\forall j \in [m]$ $\quad$ (\sigma_i is the identity permutation)
2: for $2 \leq i \leq 2^d$ do
3: $S_j \leftarrow \sum_{i=1}^{r} y_{\sigma_i(j)}, \forall j \in [m]$
4: Arrange $S_j$ in increasing order. Let $\kappa_1, \kappa_2, \ldots, \kappa_m$ be the corresponding indices, namely $S_{\kappa_1} \leq S_{\kappa_2} \leq \ldots \leq S_{\kappa_m}$ then $j$ gets permuted to $\kappa_j$th position. That is, $\sigma_i(\kappa_j) = j, \forall j \in [m]$.

Algorithm 2

1: Make $2^k$ copies of the alphabet $Y = \{y_1, y_2, \ldots, y_m\}$.
2: WLOG assume $y_1 \geq y_2 \geq \ldots \geq y_m$.
3: Randomly divide the $2^k$ copies of $Y$ into $r$ bins such that each bin has less than or equal to $2^k$ elements. Here, each bin will correspond to a symbol $y_i$ got mapped to.
4: While $\max(S_i) - \min(S_i) > y_1 - y_m$, exchange the largest element in bin $i$ with smallest element in bin $j$.

IV. PROOFS FOR SINGLE SOURCE

We here consider a single source $S$, a message $X$ drawn from a discrete alphabet $X$, and a receiver who wants to compute a function $Y = f(X)$ that takes $m$ values (without loss of generality, assume that $y_1 \geq y_2 \geq \ldots \geq y_m$). The source and receiver use $k$ shared secret bits to protect $Y$.

Depending on the value $K = i$ the key bits take, the source uses a different mapping $\sigma_i$ that maps each $y_j$ value to one of $r$ transmission symbols $\tau_j$. We can depict all the $\sigma_i$ mappings together with a bipartite graph as in Fig. 2 (we allow parallel edges), where we think of every $\tau_j$ as a bin. We denote the number of $y$-symbols mapped into this bin as $N_j$ and the sum of all these symbols by $S_j$, where $j \in [r]$. We refer to $S_j$ as the $j$th bin value.

\[ \Delta = D_{\text{max}} - D_{\text{ach}}(k) = \frac{1}{2^km} \sum_{j=1}^{r} S_j^2 - \mathbb{E}[Y]^2. \]

In addition, if the source alphabet is uniformly distributed, then the expression simplifies to

\[ \Delta = D_{\text{max}} - D_{\text{ach}}(k) = \frac{1}{2^km} \sum_{j=1}^{r} \frac{S_j^2}{N_j} - \mathbb{E}[Y]^2. \]

where $S_j$ is the sum of all symbols (not necessarily distinct) mapped to $\tau_j$.

Proof. If Eve observes a symbol $\tau$, then her best estimate is $\mathbb{E}[Y|\tau]$, with distortion $D_{\text{ach}} = \mathbb{E}[\text{var}(Y)|\tau]$. Thus

\[ \Delta = \text{var}(Y) - \mathbb{E}[\text{var}(Y)|\tau] = \text{var}(\mathbb{E}[Y|\tau]) \]

\[ = \frac{1}{r} \sum_{j=1}^{r} p(\tau_j) \left( \frac{1}{m} \sum_{i=1}^{m} y_i p(y_i|\tau_j) \right)^2 - \mathbb{E}[Y]^2 \]
\[ \Delta = \sum_{j=1}^{r} \frac{1}{p(\tau_j)} \left( \sum_{i=1}^{m} y_i p(\tau_j | y_i)p(y_i) \right)^2 - \mathbb{E}[Y]^2. \]

For uniform \( Y \), let \( n_{ij} \) be the number of keys for which \( y_i \) is mapped to \( \tau_j \). Thus the difference becomes

\[ \Delta = \sum_{j=1}^{r} \frac{1}{p(\tau_j)} \left( \sum_{i=1}^{m} y_i p(\tau_j | y_i)p(y_i) \right)^2 - \mathbb{E}[Y]^2 \]

\[ = \sum_{j=1}^{r} \frac{1}{N_j/\Delta} \left( \sum_{i=1}^{m} y_i \frac{n_{ij}}{\Delta} \frac{1}{\Delta} \right)^2 - \mathbb{E}[Y]^2 \]

\[ = \frac{1}{\Delta m} \sum_{j=1}^{r} \frac{1}{N_j} \left( \sum_{i=1}^{m} y_i n_{ij} \right)^2 - \mathbb{E}[Y]^2 \]

\[ = \frac{1}{\Delta m} \sum_{j=1}^{r} (S_j - \mathbb{E}[Y]^2). \]

**Proof of (3) in Theorem 1.** For \( 1 \leq i \leq 2^k \), we use the \( \sigma_i \) from Alg. 1, and map \( \{y_{\sigma_i(j)} : i \in [2^k]\} \) for \( j \in [m] \) to bin \( j \).

Using Lemma 3,

\[ \Delta = D_{\text{max}} - D_{\text{ach}(k)} = \frac{1}{2^k m} \sum_{j=1}^{r} \frac{S_j^2}{N_j} - \mathbb{E}[Y]^2. \]

\[ = \frac{1}{2^k m} \sum_{j=1}^{r} \left( \sum_{i=1}^{2^k} y_{\sigma_i(j)} \right)^2 - \mathbb{E}[Y]^2 \]

\[ = \frac{1}{2^k m} \left( \sum_{i=1}^{2^k} \sum_{j=1}^{r} y_{\sigma_i(j)} + 2 \sum_{j=2}^{r} \sum_{i=1}^{2^k} y_{\sigma_i(j)} \sum_{i=1}^{2^k} y_{\sigma_i(j)} \right) - \mathbb{E}[Y]^2 \]

\[ = \frac{1}{2^k m} \left( \sum_{i=1}^{2^k} m y_j + 2 \sum_{j=2}^{r} \sum_{i=1}^{2^k} y_{\sigma_i(j)} \sum_{i=1}^{2^k} y_{\sigma_i(j)} \right) - \mathbb{E}[Y]^2 \]

\[ = \frac{1}{2^k m} \left( \mathbb{E}[Y]^2 + \frac{2}{2^k m} \sum_{\ell=2}^{r} m \mathbb{E}[Y] \left( \frac{\ell - 1}{\ell} \right) \mathbb{E}[Y] - \mathbb{E}[Y]^2 \right) \]

\[ = \frac{1}{2^k m} \left( \mathbb{E}[Y]^2 + \frac{2}{2^k m} \mathbb{E}[Y]^2 \left( \frac{2^k - 1}{2^k} \right) - \mathbb{E}[Y]^2 \right) \]

\[ = \frac{1}{2^k m} \left( \mathbb{E}[Y]^2 \right) - \frac{1}{2^k} \mathbb{E}[Y]^2 = \frac{1}{2^k} \var(Y) = \frac{1}{2^k} D_{\text{max}}. \]

Here (i) follows by putting \( N_j = 2^k \) and (ii) follows from Chebyshev’s sum inequality [8] as \( y_{\sigma_i(j)} \) and \( \sum_{i=1}^{2^k} y_{\sigma_i(j)} \) are in opposing order due to the construction in Alg. 1.

To prove the second bound in Theorem 1, we use Alg. 2 to design the \( \sigma_i \)’s; Lemma 4 bounds the resulting \( S_j \) values.

**Lemma 4.** Let \( d = \max(y_i) - \min(y_i) \), then at the end of Alg. 2, \( \mathbb{E}[Y]^2 \frac{m}{\tau} - d \leq S_i \leq \mathbb{E}[Y]^2 \frac{m}{\tau} + d, \forall i \in [r]. \)

**Proof.** Suppose the contrary that there is some \( i \) such that \( S_i > \mathbb{E}[Y]^2 \frac{m}{\tau} + d \). By the pigeonhole principle, there is also some \( j \) so that \( S_j < \mathbb{E}[Y]^2 \frac{m}{\tau} \). But then \( S_j - S_i > d \), which contradicts the terminating condition of the algorithm. Similar reasoning holds for the case where there is some \( i \) such that \( S_i < \mathbb{E}[Y]^2 \frac{m}{\tau} - d \).

**Proof for (4) in Theorem 1.** We first note that, in each step of Alg. 2, \( \max(S_i) - \min(S_j) \) is decreasing. Since there are only finitely many possible values for \( \max(S_i) - \min(S_j) \), the algorithm terminates.

Take \( r = m \), so there are \( 2^k \) elements in each bin, and so \( \Delta = \frac{1}{2^k m} \sum_{i=1}^{m} S_i^2 - \mathbb{E}[Y]^2 \). By Lemma 4, we have \( \mathbb{E}[Y]^2 d \leq S_i \leq \mathbb{E}[Y]^2 d + d \). We also note that \( \sum_{i=1}^{m} S_i = m2^k \mathbb{E}[Y] \).

To bound \( \Delta \), we have the following optimization problem:

\[ \text{maximize} \sum_{i=1}^{m} S_i^2 \]

subject to \( \sum_{i=1}^{m} S_i = m2^k \mathbb{E}[Y] \)

\[ \mathbb{E}[Y]^2 d \leq S_i \leq \mathbb{E}[Y]^2 d + d, \forall i \in [m]. \]

Then \( \sum_{i=1}^{m} S_i^2 \) is upper bounded by \( m(2^k \mathbb{E}[Y]^2 + d^2) \). Thus,

\[ \Delta \leq \frac{1}{2^k} (2^k \mathbb{E}[Y]^2 + d^2) - \mathbb{E}[Y]^2 = \frac{d^2}{2^k}. \]

We next characterize properties of optimal mappings, using the bipartite graph representation in Fig. 2. The following lemma bounds the degrees and number of vertices in the graph, which we use to prove Theorem 6.

**Lemma 5.** For the mapping in Fig. 2, the following are true.

1. The degree of each \( y_j \) is \( 2^k \).
2. The degree of each \( \tau_j \) is \( \leq 2^k \). This implies \( N_j \leq 2^k \).
3. For an optimal mapping, \( N_j \leq 2^k - 1 \) for at most one \( j \).
4. For an optimal mapping, \( m \leq r < 2m \).

**Proof.** 1) Since the key \( K \) can take \( 2^k \) different values, there will be one outgoing edge for each value of key.
2) The legitimate receiver needs to decode \( Y \), and a degree greater than \( 2^k \) will make it impossible to decode based on the shared key.
3) Suppose there are two bins having less than or equal to \( 2^k - 1 \) elements, then we can merge them. Eve’s distortion before merging is \( D = \min_{y=q(\tau)} \mathbb{E}[(Y - Y')^2] \). Now, call the random variable representing the transmitted symbol after merging \( \tau' \). This gives distortion \( D = \min_{y=q(\tau')} \mathbb{E}[(Y - Y')^2] \). Since \( \tau' \) is a function of \( \tau \), this gives a higher distortion.
4) The net degree of \( Y \) is \( m2^k \). Similarly, the net degree of \( \tau \) is not greater than \( r2^k \). By part 1 of the lemma, \( m2^k \leq r2^k \). This implies \( r \geq m \). Based on the third part of this lemma, each bin will have more than \( 2^k - 1 \) edges except probably one. This bounds the total degree (\( \ell \)) of \( \tau \) as \( m2^k = \ell \geq (r - 1)(2^k - 1) + 1 > (r - 1)(2^k - 1) \). Thus \( r \leq 2m \).
Theorem 6. The encoding scheme in Alg. 1 is optimal for $k = 1$. Moreover, if $Y$ is “regularly spaced” i.e. $Y = \{y, y + d, \ldots, y + (m - 1)d\}$, for some $y, d \in \mathbb{R}, d \neq 0$, it achieves perfect distortion security.

Proof. By Lemma 5, $N_j = 2$ for each $j$, so
\[
\Delta = D_{\text{max}} - D_{\text{ach}}(k) = \frac{1}{2^{2k}m} \sum_{j=1}^{m} S_j^2 - E[Y]^2
\]
\[
= \frac{1}{4m} \sum_{j=1}^{m} S_j^2 - E[Y]^2 = \frac{1}{4m} \sum_{j=1}^{m} (y_{\sigma_1(j)} + y_{\sigma_2(j)})^2 - E[Y]^2
\]
\[
= \frac{1}{2m} \left( \sum_{j=1}^{m} y_j^2 + \sum_{j=1}^{m} y_{\sigma_1(j)}y_{\sigma_2(j)} \right) - E[Y]^2.
\]
Without loss of generality, assume that $\sigma_1$ is the identity function, then by the Rearrangement Inequality, $\Delta$ is minimized when $\sigma_2(j) = m - 1 - j$. This is the same $\sigma_2(j)$ we get from Alg. 1. Now for the regularly spaced $Y$,
\[
S_j = y_j + y_{n-j+1} = 2y + (m - 1)d,
\]
\[
E[Y|\tau_j] = \frac{S_j}{2} = y + \frac{(m - 1)}{2}d = E[Y], \ \forall j \in [m].
\]
Thus by Lemma 7, $D_{\text{ach}}(1) = D_{\text{max}}$.

V. PROOFS FOR MULTIPLE SOURCES

To prove Theorem 2, we repeatedly apply Lemma 7, which follows from standard results in MMSE estimation [9].

Lemma 7. The function $f(X)$ is perfectly secured under the Euclidean distortion measure if and only if
\[
E[f(X)|g(X)] = E[f(X)], \ \forall g(X).
\]

Proof of Theorem 2. Sufficient: If $f^{(i)}(X_i)$'s are secure, then
\[
E[f(X)|g(X)] = \sum_{\ell=1}^{L} \prod_{i=1}^{n} f^{(i)}(X_i)|g(X_i)
\]
\[
= \sum_{\ell=1}^{L} \prod_{i=1}^{n} E[f^{(i)}(X_i)|g(X_i)] = \sum_{\ell=1}^{L} \prod_{i=1}^{n} E[f^{(i)}(X_i)]
\]
\[
= \sum_{\ell=1}^{L} \prod_{i \in [n]} f^{(i)}(X_i) = E[f(X)].
\]

Necessary: Suppose not all $f_i(X_i)$ are secured. For $f(X) = \sum_{i=1}^{n} f_i(X_i)$, by Lemma 7 we can pick $g(X_i)$ so that $E[f_i(X_i)|g(X_i)] \neq E[f_i(X_i)]$ for each unsecured $f_i(X_i)$. Since $E[f_i(X_i)|g(X_i)] = E[f_i(X_i)]$ we further assume without loss of generality that $E[f_i(X_i)|g(X_i)] > E[f_i(X_i)]$. With this,
\[
E[f(X)|g(X)] = \sum_{i=1}^{n} E[f_i(X_i)|g(X_i)]
\]
\[
> \sum_{i=1}^{n} E[f_i(X_i)] = E[f(X)].
\]
Thus $f(X) = \sum_{i=1}^{n} f_i(X_i)$ is not secure.

Similarly for the case $f(X) = \prod_{i=1}^{n} f_i(X_i)$, for each unsecured $f_i(X_i)$, we pick $g(X_i)$ so that $|E[f_i(X_i)|g(X_i)]| > |E[f_i(X_i)]|$. Then we have
\[
|E[f(X)|g(X)]| = \prod_{i=1}^{n} |E[f_i(X_i)|g(X_i)]| > \prod_{i=1}^{n} |E[f_i(X_i)]| = |E[f(X)]|.
\]
Thus $f(X) = \prod_{i=1}^{n} f_i(X_i)$ is also not secure. It remains to show it is necessary to transmit each $f_i(X_i)$.

Suppose the receiver uses a function $h$ on $\{g(X_i), i \in [n]\}$ to compute $f(X)$. If $f(X) = \sum_{i=1}^{n} f_i(X_i)$, then
\[
f_i(X_i) = h(g(x_1), \ldots, g(x_i), \ldots, g(x_m)) = \sum_{j \neq i} f_j(x).
\]
If $f(X) = \prod_{i=1}^{n} f_i(X_i)$,
\[
f_i(X_i) = h(g(x_1), \ldots, g(x_{i-1}), g(x_i), g(x_{i+1}), \ldots, g(x_m)),
\]
where we choose $x_j$, such that $f_j(x_j) \neq 0$. Thus $f_i(X_i)$ are necessary to communicate with the receiver.

VI. CONCLUSIONS

In this paper, we argued that distortion based security is important for applications such as CPS, and presented the first coding schemes that achieve short-block length (single-shot) distortion security. We found that Eve’s distortion increases exponentially with the number of bits of shared key, and proved that our schemes are optimal in some cases. We provide necessary and sufficient conditions for security for a number of interesting cases, such as for functions that can be written as sum or product of functions in individual variables. This includes various statistical functions like mean and variance.

REFERENCES

[1] C. E. Shannon, “Communication theory of secrecy systems,” Bell system technical journal, vol. 28, no. 4, pp. 656–715, 1949.
[2] A. D. Wyner, “The wire-tap channel,” The bell system technical journal, vol. 54, no. 8, pp. 1355–1387, 1975.
[3] H. Yamamoto, “A rate-distortion problem for a communication system with a secondary decoder to be hindered,” IEEE Trans. Inf. Theory, vol. 34, no. 4, pp. 835–842, 1988.
[4] C. Schelker and P. Cuff, “Rate-distortion theory for secrecy systems,” IEEE Trans. Inf. Theory, vol. 60, no. 12, pp. 7584–7605, 2014.
[5] M. Wiese, K. H. Johansson, T. J. Oechtering, P. Papadimitratos, H. Sandberg, and M. Skoglund, “Uncertain wiretap channels and secure estimation,” in 2016 IEEE International Symposium on Information Theory (ISIT), July 2016, pp. 2004–2008.
[6] M. Bellare, S. Tessaro, and A. Vardy, “Semantic security for the wiretap channel,” in Advances in Cryptology–CRYPTO 2012. Springer, 2012, pp. 294–311.
[7] L. Cagat, V. M. Prabhakaran, C. Fragouli, and S. N. Diggavi, “Secret communication over broadcast erasure channels with state-feedback,” IEEE Transactions on Information Theory, vol. 61, no. 9, pp. 4788–4808, 2015.
[8] G. Hardy, J. Littlewood, and G. Pólya, “Inequalities. reprint of the 1952 edition. cambridge mathematical library,” 1988.
[9] T. Kailath, A. H. Sayed, and B. Hassibi, Linear estimation. Prentice Hall Upper Saddle River, NJ, 2000, vol. 1.