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Cell outage compensation enables a network to react to a catastrophic cell failure quickly and serve users in the outage zone uninterruptedly. Utilizing the promising benefits of non-orthogonal multiple access (NOMA) for improving the throughput of cell edge users, we propose a newly NOMA-based cell outage compensation scheme. In this scheme, the compensation is formulated as a mixed integer non-linear program (MINLP) where outage zone users are associated to neighboring cells and their power are allocated with the objective of maximizing spectral efficiency, subject to maintaining the quality of service for the rest of the users. Owing to the importance of immediate management of cell outage and handling the computational complexity, we develop a low-complexity suboptimal solution for this problem in which the user association scheme is determined by a newly heuristic algorithm, and power allocation is set by applying an innovative deep neural network (DNN). The complexity of our proposed method is in the order of polynomial basis, which is much less than the exponential complexity of finding an optimal solution. Simulation results demonstrate that the proposed method approaches the optimal solution. Moreover, the developed scheme greatly improves fairness and increases the number of served users.
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I. INTRODUCTION

Growing demand for very high speed and low latency wireless services is making cellular networks denser and more complex. The planning and management of networks with a huge number of elements and parameters is one of the biggest challenges that cellular network operators face. Owing to the many inefficiencies in manual solutions has lead self-organizing networks (SONs) to become an essential part of the management of wireless cellular networks [1]. SON technology aims to reduce capital and operational expenditures by minimizing human intervention in a network by means of various functionalities, including self-configuration, self-optimization, and self-healing [2]. Cell outage management is one of the most important use cases of self-healing. It applies to BSs that can no longer serve users in its zone, which leads to a coverage hole in the network [3]. In cell outage management, compensation refers to the parameter adjustment of the cells surrounding the outage zone, which is intended to minimize the impact of the outage on the network.

Recently, non-orthogonal multiple access (NOMA) has been proposed in 5G networks to improve the throughput of cell-edge users [4] and the spectral efficiency (SE) of networks by supporting more users than the number of available orthogonal resources [5]. Due to NOMA’s ability to boost performance for cell edge users, it can be a good candidate in cell outage compensation. In this scenario, users in the outage zone (failed users) are indeed the cell edge users of the surrounding cells taking part in the compensation process. To fully utilize the benefit of the proposed NOMA-based compensation scheme, we model the compensation process as a mixed integer non-linear program (MINLP) where there are two key problems: (1) optimally assigning failed users to neighboring cells; and (2) allocating power in order to maximize the sum of the failed users’ SE while maintaining quality of service (QoS) for users in neighboring cells. To the best of our knowledge, this is the first work that attempts to mathematically model the joint problem of failed user association and power allocation in a NOMA-based cell outage compensation scheme. This problem is computationally difficult to solve [6]. We decompose the original problem into two sub-problems that we solve sequentially (i.e., user association and then power allocation), and we propose effective low complexity solutions for each sub-problem.

A. Related Work

Several proposals for cell outage compensation frameworks can be found in the literature. Here, we briefly review some of the most important existing works in this area.

The authors in [7] studied the effectiveness of different parameter adjustments, such as reference signal power, antenna tilt, and scheduling parameters in cell outage compensation. In [8], a guideline to improve compensation process is provided. In [9], orthogonal frequency-division multiple access (OFDMA)-based compensation methods were proposed where the total bandwidth of each cell was split into two parts: a part used to transmit data for normal users (normal bandwidth), and a part used to serve users in an outage zone (healing bandwidth). The proposed algorithm in [10] utilized cooperative beamforming in the healing channel and formulated the compensation process as an optimization problem. The objective was to find an optimal subchannel assignment and
power allocation scheme to maximize the weighted sum-rate of users in the network. In [11], a low-complexity resource allocation algorithm based on an optimization approach was proposed for cell outage compensation. The aim was to maximize sum-rate in the network while providing all users with a minimum rate requirement. In [9], compensation was modeled as a utility maximization problem and a distributed algorithm was proposed to solve it. However, the authors did not consider the performance degradation for users in the neighboring cells due to the compensation nor did they consider bandwidth splitting. The use of Unmanned Aerial Vehicles (UAV) for compensation of cell outage is studied in [12]. In [13], an actor critic (AC) based reinforcement learning (RL) cell outage compensation algorithm was proposed to tune power and antenna tilt of the neighboring cells. A deep RL-based approach for outage compensation was proposed in [14] where association of users in the outage zone to neighboring cells was done through a K-means clustering algorithm; and for compensation the antenna downtilt and user power was determined by a Deep Q-learning method. In [15] a cell outage compensation mechanism based on an improved particle swarm algorithm (IPSO) is proposed. In this work, IPSO is adopted based on adaptive weights to comprehensively adjust the downtilt, horizontal azimuth, and user power allocation of the neighboring base station to ensure the QoS requirement of the users. In [16], a cell outage compensation mechanism using a network cooperation scheme in a heterogeneous network with densely deployed Femto Base Stations (FBSs) is proposed. The proposed scheme utilizes the Coordinated Multi-Point (CoMP) transmission and reception with joint processing technique where the main objective is to guarantee service to UEs even in cases where their primary FBSs or their backhauls fail. In spite of all the above efforts, cell outage compensation in NOMA-based networks has been overlooked and needs to be studied. Therefore, we do so by considering the problem of joint power allocation and user association.

The key contributions of this work can be summarized as follows:

- A NOMA-based cell outage compensation scheme is proposed.
- The proposed scheme manages the cell outage with the least required changes in the users connections, which in turn imposes minimum signaling overhead on the network.
- A new formulation for joint failed user association and power allocation is presented as an optimization problem.
- For the NP-hard joint failed user association and power allocation problem, a newly and efficient two-step sequential approach is proposed. The computational complexity of this approach is in the order of polynomial basis. Our proposed approach follows the concept of learning to optimize where we use deep neural networks (DNN) to provide the best map for the power allocation step of our algorithm.

The rest of the paper is organized as follows: The system model and problem formulation are introduced in Section [II] and [III] respectively. The proposed solution methodology is presented in Section [IV] and Section [V]. In Section [VI], we will explain how our proposed method can be extended to MIMO case. Section [VII] demonstrates the evaluation of the proposed scheme, and conclusions are drawn in Section [VIII].

II. SYSTEM MODEL

Consider a two-tier cellular network architecture, where control and data planes are separated [28] and [29]. The control plane, constructed of macro cells, handles user connectivity and signaling procedures, including synchronization,
broadcast, multicast, paging, and RRC functionalities. The data plane consists of small cells and provides the connectivity facilities with high data rates for end-users. In this context, the two layers operate in different sub-bands, which prevents co-channel interference between the data plane and control plane cells. In this paper, we focus on the management of the data plane, where a single input single output downlink NOMA-based network is considered. It is assumed that the neighboring cells transmit on different sub-bands, and therefore, the co-channel interference between them is negligible. Each base station (BS) operates in power-domain NOMA where users are divided into multiple clusters. Users in each cluster share the same time-frequency resources, which are orthogonal to the resources allocated to the other clusters. We assume that perfect channel-state information (CSI) is available at the transmitter.

Power domain NOMA allows assigning one transmission channel to multiple user in a cluster, and exploits the channel gain difference between them for the purpose of multiplexing [30]. It superposes users signal in the power domain at the transmitter. The superposition is performed such that each NOMA receiver can successfully decode the desired signal by applying a particular successive interference cancellation (SIC) technique at the corresponding receiver [4]. A base station transmits the superposed signal to users with different powers allocated to each user. For simplicity of explanation, let us consider a two-user downlink scenario. The base station transmit a signal \( x_i \) to user \( i \), where \( i = 1, 2 \) with power \( p_i \). The transmitted signal is

\[
x = \sqrt{P_1}x_1 + \sqrt{P_2}x_2.
\]

The received signal at user \( i \) is

\[
y_i = h_ix_i + w_i,
\]

where \( h_i \) is the channel coefficient between the base station and user \( i \), \( w_i \) is the Gaussian noise, and its power density is \( N_i \). Prior to decoding the desired signal, the receiver cancels the strong interference signals of the users with lower channel gains than the considered receiver. The signals for users with higher channel gains is considered as inter-user interferences. Hence, the corresponding SINR depends on the power allocated to a user and sum of the powers allocated to those having higher channel gains. Assuming that \( h_1 > h_2 \), the SINR in the two-user case would be

\[
\sigma_1 = \frac{P_1h_1}{N_1}, \quad \sigma_2 = \frac{P_2h_2}{N_2 + P_1h_2}.
\]

The power allocation mechanism in NOMA is performed in such way that higher transmission power is allocated to users with lower channel gain and vice versa. Therefore, the strongest interference that a user senses is due to the high powers allocated to users with weaker channel gains which is removed by using a proper SIC technique. To successfully decode the desired signal, a minimum difference is required between a user’s signal and non-decoded inter-user interference.

We consider a cell outage scenario in which one of the BSs experiences outage during normal network operations and can no longer serve the users in its coverage area. Our objective is to compensate for the failure of this BS via serving its users by some or all of its neighboring cells. The neighboring cells participating in the compensation process are called compensating cells. We assume that users in the outage zone can receive the pilot of compensating cells [10] meaning that they can estimate compensating cells channel gains and send the measurements to the OAM unit which manages outage compensation procedure. At the time of failure, the outage BS was serving a set \( U_f \) of \( U_f \) users (failed users), and cell \( n \) of compensating set \( N \) was serving a set \( U^n \) of \( U^n \) users (connected users). The BS \( n \in N \) groups its \( U^n \) users into a set \( L^n \) of \( L^n \) NOMA clusters and serves them using a set of orthogonal subcarriers. It is assumed that all active users in the network are provided with the same portion of available bandwidth. Figure 1 demonstrates the network model. In this figure, the outage BS and its users are depicted in red. As we can see, this BS has three neighbors each of which serves a number of connected users in a NOMA-based system. We assume that the cell outage compensation process is managed by a central unit called ”network operation and management” (OAM).

When a BS experiences outage, the network enters the compensation state. In this state, the objective is to serve users in the coverage zone of the outage BS by its compensating cells while minimizing the impact on the normal operation of connected users. To achieve objective, we aim to efficiently assign failed users to clusters of compensating cells and allocate power to all users while serving connected users without interruption and preserving their minimum QoS requirements. The compensation process can be cast as an optimization problem, which is described in the next section.

**Remark 1.** In order to minimize the influence of the compensation process on the network, we assume that connected user association schemes are the same before and after the cell outage.
As mentioned in Remark, parameters do not change after cell outage compensation. Without loss of generality, we assume that connected users in each compensating cell are sorted according to the descending order of their channel gain as $h_{1,n}^c \geq h_{2,n}^c \geq \cdots \geq h_{UL,n}^c$, where superscript $c$ denotes the connected users of compensating cell $n$. Similarly, let sort the failed users according to their channel gains in descending order as $h_{1,n}^f \geq h_{2,n}^f \geq \cdots \geq h_{UL,n}^f$, where $h_{i,n}^f$ represents the $i$th largest channel gain among failed users with respect to the $n$th compensating cell. Since users in the outage zone are typically further from the compensating BS than their connected users, they experience weaker channel gain than their connected users, and we have

$$h_{i,n}^c \geq \cdots \geq h_{UL,n}^c, h_{i,n}^f \geq \cdots \geq h_{UL,n}^f, \quad \forall n \in N.$$  

(2)

Taking into account that the SIC decoding algorithm resolves interference from users with weaker channel gain [17], the minimum SE requirement of connected users can be written as follows for all $u \in \mathcal{U}^n$ and $n \in N$:

$$C1 : \sum_{\ell \in \mathcal{L}^n} \beta_{u,\ell,n} \log_2 \left(1 + \frac{p_{u,\ell,n} h_{u,n}^c}{\sum_{k=1}^{u-1} \beta_{k,\ell,n} p_{k,\ell,n}^c + \sigma^2} \right) \geq \alpha u^\text{min},$$

where $p_{u,\ell,n}$ is the power allocated to connected user $u \in \mathcal{U}^n$ if it belongs to cluster $\ell \in \mathcal{L}^n$, $\sigma^2$ is the noise power, and $\alpha u^\text{min}$ is the minimum SE requirement of user $u$.

Let $\alpha_{u,\ell,n}$ be a binary variable indicating if failed user $u \in \mathcal{U}^f$ is associated with cluster $\ell \in \mathcal{L}^n$, for all $n \in N$:

$$\alpha_{u,\ell,n} = \begin{cases} 1, & \text{if } u \in \mathcal{U}^f \text{ is assigned to cluster } \ell \in \mathcal{L}^n, \\ 0, & \text{otherwise}. \end{cases}$$

(3)

In order to reduce the computational complexity and SIC decoding delay at the receivers [5] and [31], each cluster in the compensating cells is allowed to serve at most one failed user from the outage zone. As a consequence, we have $U^f \leq \sum_{n \in N} \mathcal{L}^n$, and

$$C2 : \sum_{u \in \mathcal{U}^f} \alpha_{u,\ell,n} \leq 1, \quad \forall n \in N, \quad \forall \ell \in \mathcal{L}^n.$$  

It should be noted that applying techniques such as load balancing results in uniform distribution of users among neighboring cells. In this way, we can assume that the number of users in the failed cell and in each of compensating cells are almost the same, i.e., $U^f \approx U^n$, $\forall n \in N$. Considering NOMA clusters of $q$ users, we have $L^n = U^n / q \approx U^f / q$. Assuming $N \geq q$, we have $NL^n \geq U^f$, which means that the number of failed users is not greater than the total number of clusters in the compensating cells. Due to the practical size of NOMA clusters and the number of available compensating cells (which can be considered equal to the number of neighbors of the failed cell), $N \geq q$ is a practical assumption, and hence Constraint C2 is reasonable. In addition, in cases where $N < q$, we need an admission control policy. However, this is beyond the scope of this paper and will be left for future work.

We also assume that each failed user is allowed to be associated with exactly one NOMA cluster in the network, which means that

$$C3 : \sum_{n \in N} \sum_{\ell \in \mathcal{L}^n} \alpha_{u,\ell,n} = 1, \quad \forall u \in \mathcal{U}^f.$$  

In order to successfully apply the SIC algorithm to both connected and failed users, the following conditions need to be satisfied [17]:

$$C4 : (\alpha_{u,\ell,n} p_{u,\ell,n}^f - \sum_{k=1}^{u-1} \beta_{k,\ell,n} p_{k,\ell,n}^c) H_{u-1,\ell,n} \geq \rho^\text{tol} - (1 - \alpha_{u,\ell,n}) B, \quad \forall n \in N, \quad \forall \ell \in \mathcal{L}^n, \quad \forall u \in \mathcal{U}^f$$

and

$$C5 : (\beta_{u,\ell,n} p_{u,\ell,n}^f - \sum_{k=1}^{u-1} \beta_{k,\ell,n} p_{k,\ell,n}^c) H_{u-1,\ell,n} \geq \rho^\text{tol} - (1 - \beta_{u,\ell,n}) B, \quad \forall n \in N, \quad \forall \ell \in \mathcal{L}^n, \quad 2 \leq u \leq U^n,$$

where $p_{u,\ell,n}^f$ is the power allocated to failed user $u \in \mathcal{U}^f$ if it belongs to cluster $\ell \in \mathcal{L}^n$, and $\rho^\text{tol}$ is the minimum power difference required to distinguish between the signal to noise ratio (SNR) and the remaining non-decoded message signals. $B$ is a sufficiently large number that is used to ensure that these constraints are non-binding when $\alpha_{u,\ell,n} = 0$ and/or $\beta_{u,\ell,n} = 0$. For all $n \in N$, $H_{u-1,\ell,n}$ is the minimum channel gain of the users in cluster $\ell \in \mathcal{L}^n$, which is greater than the channel gain of user $u$, and can be determined as

$$H_{u-1,\ell,n} = \begin{cases} \min_{1 \leq k \leq u-1} \left\{ h_{k,n}^c \beta_{k,\ell,n} | \beta_{k,\ell,n} = 1 \right\}, & \text{if } u \in \mathcal{U}^n, u \neq 1, \\ \min_{u \leq k \leq U^n} \left\{ h_{k,n}^c \beta_{k,\ell,n} | \beta_{k,\ell,n} = 1 \right\}, & \text{if } u \in \mathcal{U}^f. \end{cases}$$

(4)

From a practical point of view, we need to put a limit of $p^\text{max}$ on the available power at each BS $n \in N$ as follows:

$$C6 : \sum_{\ell \in \mathcal{L}^n} \sum_{u \in \mathcal{U}^f} \alpha_{u,\ell,n} p_{u,\ell,n}^f + \sum_{\ell \in \mathcal{L}^n} \sum_{u \in \mathcal{U}^f} \beta_{u,\ell,n} p_{u,\ell,n}^c \leq p^\text{max}.$$  

In the compensation process, the objective function is maximizing sum of SE of the failed users. From (2), since channel gain of failed users is weaker than the channel gain of connected users, failed users cannot cancel interference from connected users. Hence, the achievable SE of a failed user $u \in \mathcal{U}^f$ is
\[\sum_{n \in \mathcal{N}} \sum_{\ell \in \mathcal{L}^n} \alpha_{u,\ell,n} \log_2 \left(1 + \frac{P_{u,\ell,n} h^f_{u,n}}{h^c_{u,n} \sum_{k=1}^{U^n} \beta_{k,\ell,n} p^c_{k,\ell,n} + \sigma^2}\right). \tag{5}\]

Considering conditions C1 - C6, the joint user association and power allocation optimization problem in the outage scenario with the objective of maximizing sum of SE of the failed users can be formulated as Problem 1.

**Problem 1.** Given the channel gains of failed and connected users in the network and clustering parameter \(\beta_{u,\ell,n}\) for all \(n \in \mathcal{N}, \ell \in \mathcal{L}^n\) and \(u \in \mathcal{U}^n\), the joint user association and power allocation optimization problem in the outage compensation scenario is formulated as follows:

\[
\begin{align*}
\max_{A,\mathcal{P}^f, \mathcal{P}^c} & \sum_{u \in \mathcal{U}} \sum_{n \in \mathcal{N}} \sum_{\ell \in \mathcal{L}^n} \alpha_{u,\ell,n} S_{u,\ell,n}, \\
\text{subject to:} & \\
C1 - C6, & \\
C7: p_{\ell,u,n}^f \geq 0, \quad \forall n \in \mathcal{N}, \quad \forall \ell \in \mathcal{L}^n, \quad \forall u \in \mathcal{U}^f, & \\
C8: p_{\ell,u,n}^c \geq 0, \quad \forall n \in \mathcal{N}, \quad \forall \ell \in \mathcal{L}^n, \quad \forall u \in \mathcal{U}^c, & \\
C9: \alpha_{u,\ell,n} \in \{0,1\}, \quad \forall n \in \mathcal{N}, \quad \forall \ell \in \mathcal{L}^n, \quad \forall u \in \mathcal{U}^f, & \\
\end{align*}
\]

where

\[
S_{u,\ell,n} = \log_2 \left(1 + \frac{P_{\ell,u,n} h^f_{\ell,u,n}}{h^c_{\ell,u,n} \sum_{k=1}^{U^n} \beta_{k,\ell,n} p^c_{k,\ell,n} + \sigma^2}\right),
\]

and \(A, \mathcal{P}^f\) and \(\mathcal{P}^c\) are sets whose elements are \(\alpha_{u,\ell,n}, p_{\ell,u,n}^f\) and \(p_{\ell,u,n}^c\), respectively. Constraints C7 and C8 guarantee the nonnegativity of power allocated to all users, and constraint C9 defines variable \(\alpha_{u,\ell,n}\) as a binary one.

As we can see, Problem 1 is a MINLP, which is an NP-hard combinatorial problem [9]. Accordingly, finding the optimal solution for user association and power allocation requires an exhaustive search that incurs exponential computational complexity. In the following, we propose an efficient low-complexity solution for this problem.

**IV. THE PROPOSED SOLUTION**

In this section, we propose a two-step low-complexity sequential solution for Problem 1. In the first step, we heuristically find a suboptimal user association scheme, and in the second step, the optimal power allocation is found for the user association scheme from the first step.

**A. User Association**

Here, we present our heuristic suboptimal failed user association algorithm. In our proposed algorithm, the goal is to assign failed users to the clusters that can provide them with higher SE. Hence, we need to estimate the amount of power each cluster can allocate to failed users while still fulfilling the QoS requirements of connected users. To do so, we need to know the clustering and power allocation policy of connected users in the compensating cell before the cell outage event. Therefore, we first describe this policy and then present our failed user association algorithm.

1) **Power allocation and user association before the outage**

We assume that prior to the outage users at BS \(n\) are clustered on the basis of the downlink clustering algorithm proposed in [17]. The aim of the algorithm is to put users with high channel gain in different clusters and pair them with those whose channel gain is low. In addition, we assume that at BS \(n \in \mathcal{N}\), optimal power allocation is done to maximize the sum of SE of its users while considering their minimum SE requirement as follows:

\[
\begin{align*}
\max_{\mathcal{P}^c_{n}, \mathcal{P}^f_{n}} & \sum_{u \in \mathcal{U}} \sum_{\ell \in \mathcal{L}^n} \beta_{u,\ell,n} S^c_{u,\ell,n}, \\
\text{subject to:} & \\
C1: \beta_{u,\ell,n} S^c_{u,\ell,n} \geq \bar{a}^u_{\ell,n}, \quad \forall u \in \mathcal{U}^n, & \\
C2: \left(\beta_{u,\ell,n} p_{\ell,u,n}^c - \sum_{u=1}^{u-1} \beta_{u,\ell,n} p_{u,\ell,n}^c\right) H^c_{u,\ell,n} \geq p^c_{\ell,u,n} - (1 - \beta_{\ell,u,n}) M, & 2 \leq u \leq U^n, \quad \forall \ell \in \mathcal{L}^n, & \\
C3: \sum_{\ell \in \mathcal{L}^n} \beta_{u,\ell,n} p_{\ell,u,n}^c \leq P^c_{\ell,n} \quad & \forall u \in \mathcal{U}^n, \quad \forall \ell \in \mathcal{L}^n, & \\
C4: p_{\ell,u,n}^c \geq 0, \quad \forall u \in \mathcal{U}^n, \quad \forall \ell \in \mathcal{L}^n. & \\
\end{align*}
\]

where \(p_{\ell,u,n}^c\) is the power that BS \(n\) allocates to user \(u\) which belongs to cluster \(\ell \in \mathcal{L}^n\) at the time of failure, \(\mathcal{P}^c_{n}\) is a set whose elements are \(p_{\ell,u,n}^c\), and

\[
S^c_{u,\ell,n} = \log_2 \left(1 + \frac{p_{\ell,u,n}^c h^c_{u,n}}{h^c_{u,n} \sum_{k=1}^{U^n} \beta_{k,\ell,n} p^c_{k,\ell,n} + \sigma^2}\right).
\]

Constraint C1 guarantees the minimum SE requirement for the users. Constraint C2 denotes the necessary power constraint for efficient SIC decoding in a NOMA cluster. Constraint C3 is total power constraint of each BS, and constraint C4 ensures nonnegativity of power allocated to each user.

2) **Failed user association algorithm**

According to Problem 1 after the outage, all clusters allocate all of their power to the failed users except what is required to satisfy the SIC decoding and the minimum SE requirement of connected users. Knowing the amount of power required by connected users of each cluster, we can determine how large the SE of a failed user would be if it connected to that cluster. We can then assign each failed user to the cluster that offers the highest SE.

As Problem 1 indicates, the minimum power that needs to be allocated to the user with the highest channel gain in cluster \(\ell \in \mathcal{L}^n\), which is denoted as \(u_{m,\ell}\) in the sequel, can be determined on the basis of its QoS requirement as follows:

\[
p_{u_{m,\ell},n}^c = \frac{\sigma^2}{h^c_{u_{m,\ell},n}} \left(2^{\bar{a}^u_{m,\ell}} - 1\right), \quad \forall n \in \mathcal{N}, \quad \forall \ell \in \mathcal{L}^n. \tag{7}
\]

The amount of power that needs to be allocated to other connected users in each cluster can be approximated according to the following Proposition. In this proposition, following the literature in this context, we apply asymptotic analysis in interference-limited case.
Proposition 1. Consider Problem 1 and Subsection IV-A1. We assume that the noise power $\sigma^2$ is negligible compared to the interference term, and $p^{\text{tol}} \ll 1$. The amount of power that needs to be allocated to connected users after the outage event, i.e., solution of Problem 1, can be approximated as

$$p^c_{u,\ell,n} \approx \delta_{\ell,n} p^c_{u,\ell,n}, \quad \forall n \in \mathcal{N}, \quad \forall \ell \in \mathcal{L}^n,$$

where $p^c_{u,\ell,n}$ is the solution of the problem in (6), and

$$\delta_{\ell,n} = \frac{p^c_{u,m,\ell,n}}{p^c_{u,\ell,n}}, \quad \forall n \in \mathcal{N}, \quad \forall \ell \in \mathcal{L}^n,$$

where $p^c_{u,m,\ell,n}$ can be calculated from (7).

Proof. Due to the assumption of negligibility of noise variance $\sigma^2$ compared to the interference term, prior to the outage the SE of connected user $u$ can be approximated as

$$S^c_{u,\ell,n} \approx \log_2 \left( 1 + \frac{p^c_{u,\ell,n} h^c_{u,n}}{h^c_{u,n} \sum_{k=1}^{u-1} \beta_{k,\ell,n} p^c_{k,\ell,n}} \right),$$

$$\forall n \in \mathcal{N}, \quad \forall \ell \in \mathcal{L}^n, \quad u \in \mathcal{U}^n, \quad u \neq m\ell.$$

In the compensation step, let $p^c_{u,\ell,n} = \delta_{\ell,n} p^c_{u,m,\ell,n}$. Then, the SE of user $u$ can be approximated as

$$S^c_{u,\ell,n} \approx \log_2 \left( 1 + \frac{\delta_{\ell,n} p^c_{u,m,\ell,n} h^c_{u,n}}{h^c_{u,n} \sum_{k=1}^{u-1} \beta_{k,\ell,n} \delta_{\ell,n} p^c_{k,\ell,n}} \right),$$

$$\forall n \in \mathcal{N}, \quad \forall \ell \in \mathcal{L}^n, \quad u \in \mathcal{U}^n, \quad u \neq m\ell,$$

where (a) follows from (10). Note that according to (2), after the outage, connected users can resolve interference from the failed users, and we do not need to consider the interference from failed users in (11).

According to (11), reducing the power of all users in cluster $\ell \in \mathcal{L}^n$ by factor $\delta_{\ell,n}$ in the compensation step does not change their SE. The assumption of $p^{\text{tol}} \ll 1$ implies that this power allocation policy also meets the SIC decoding power constraints in C5. Consequently, (8) is an appropriate approximation for the first step of the solution to Problem 1 which completes the proof.

Now from (8), we can propose an efficient scheme for the association of failed users to the clusters of compensating cells according to the following steps:

- **Determine the amount of power each cluster can allocate to a failed user:** According to Proposition 1 the amount of power that cluster $\ell \in \mathcal{L}^n$ can allocate to a failed user can be calculated as

$$\Delta_{\ell,n} = (1-\delta_{\ell,n}) \sum_{u \in \mathcal{U}^n} \beta_{u,\ell,n} p^c_{u,\ell,n}, \quad \forall n \in \mathcal{N}, \quad \forall \ell \in \mathcal{L}^n,$$

(12)

- **Determine the SE of each failed user if it is associated with cluster $\ell \in \mathcal{L}^n$:** According to (8) and (12), the SE of user $u \in \mathcal{U}^n$ if it connects to cluster $\ell \in \mathcal{L}^n$ is

$$S^f_{u,\ell,n} = \log_2 \left( 1 + \frac{\Delta_{\ell,n} h^c_{u,n}}{h^c_{u,n} \sum_{k=1}^{u-1} \beta_{k,\ell,n} \delta_{\ell,n} p^c_{k,\ell,n} + \sigma^2} \right),$$

$$\forall n \in \mathcal{N}, \quad \forall \ell \in \mathcal{L}^n, \quad \forall u \in \mathcal{U}^n.$$

**Algorithm 1**: Heuristic user association algorithm

Initialization: $\alpha_{u,\ell,n} = 0$, $\forall u \in \mathcal{U}^n$, $n \in \mathcal{N}$, $\ell \in \mathcal{L}^n$.

for all $n \in \mathcal{N}$, $\ell \in \mathcal{L}^n$, $u \in \mathcal{U}^n$ do

Calculate $S^f_{u,\ell,n}$ using (13);

for all $i = 1, 2, \ldots, U^f$ do

Determine $(u^i, \ell^i, n^i)$ according to (14);

$\alpha_{u^i, \ell^i, n^i} = 1$;

Update $S^f_{u,\ell,n}$ using (15)-(16);

end do

end for

end for

$$S^f_{u,\ell,n} = \log_2 \left( 1 + \frac{\Delta_{\ell,n} h^c_{u,n}}{h^c_{u,n} \sum_{k=1}^{u-1} \beta_{k,\ell,n} \delta_{\ell,n} p^c_{k,\ell,n} + \sigma^2} \right),$$

$$\forall n \in \mathcal{N}, \quad \forall \ell \in \mathcal{L}^n, \quad \forall u \in \mathcal{U}^f.$$

- **Determine the efficient failed user association scheme:** To maximize the sum of SE of the failed users, the user association scheme can be determined according to $S^f_{u,\ell,n}$ values in an iterative manner. At iteration $i$, triple $(u^i, \ell^i, n^i)$ is determined as follows:

$$(u^i, \ell^i, n^i) = \arg\max_{u,\ell,n} \{ S^f_{u,\ell,n} \}. \quad (14)$$

User $u^i \in \mathcal{U}^f$ will be associated with cluster $\ell^i$ of BS $n^i$. According to C2 and C3 in Problem 1 since each cluster can at most serve one failed user, and also each user can be served just by one cluster, cluster $\ell^i$ and user $u^i$ should be removed from the candidate list in the next iterations. To do so, we can update the set $\{ S^f_{u,\ell,n} \}$ at iteration $i$ as follows:

$$S^f_{u^i,\ell^i,n^i} = 0, \quad \forall u \in \mathcal{U}^f, \quad \forall \ell \in \mathcal{L}^n, \quad \forall n \in \mathcal{N}, \quad \forall u \neq u^i.$$

(15)

Due to the fact that there are $U^f$ failed users in the network, user association scheme can be determined in $U^f$ iterations.

This failed user association algorithm is outlined in Algorithm 1.

B. Power Allocation

As discussed above, BSs operate on different frequencies and do not interfere with each other. Thus, given the user association scheme, i.e., $A$, the power allocation problem can be solved separately for the BSs that serve at least one failed user. BSs that do not serve any failed users continue to operate as before. Therefore, the power allocation problem for each BS $n$ can be written as Problem 2.

**Problem 2.** Given the user association scheme, i.e., $A$, and clustering parameter $\beta_{u,\ell,n}$ for all $\ell \in \mathcal{L}^n$ and $u \in \mathcal{U}^n$, the power allocation problem for each BS $n$ is formulated as
follows:

$$\max_{p^f, p^c} \sum_{u \in \mathcal{U}} \sum_{\ell \in \mathcal{L}^n} \alpha_{u, \ell, n} \log_2 \left( 1 + \frac{p^f_{u, \ell, n} h^e_{u, n}}{\beta_{u, \ell, n} p^c_{k, \ell, n} + \sigma^2} \right),$$

subject to:

$$\text{C1} : \sum_{\ell \in \mathcal{L}^n} \beta_{u, \ell, n, m} \log_2 \left( 1 + \frac{p^f_{u, \ell, n} h^e_{u, n}}{\beta_{u, \ell, n} p^c_{k, \ell, n} + \sigma^2} \right) \geq p^\text{min}, \quad \forall u \in \mathcal{U}^n,$$

$$\text{C2} : (\alpha_{u, n, m} p^f_{u, n, m} - \sum_{k \in \mathcal{K}^n} \beta_{k, n, m} p^c_{k, n, m} ) H_{u-1, n} \geq p^\text{min} - (1 - \alpha_{u, n, m}) B, \quad \forall u \in \mathcal{U}^f, \quad \forall \ell \in \mathcal{L}^n,$$

$$\text{C3} : (\beta_{u, n, m} p^c_{u, n, m} - \sum_{k \in \mathcal{K}^n} \beta_{k, n, m} p^c_{k, n, m} ) H_{u-1, n} \geq p^\text{min} - (1 - \beta_{u, n, m}) B, \quad \forall u \in \mathcal{U}^f, \quad \forall \ell \in \mathcal{L}^n,$$

$$\text{C4} : \sum_{\ell \in \mathcal{L}^n} \sum_{u \in \mathcal{U}^f} \alpha_{u, n, m} p^f_{u, n, m} + \sum_{\ell \in \mathcal{L}^n} \sum_{u \in \mathcal{U}^f} \beta_{u, n, m} p^c_{u, n, m} \leq p^\text{max},$$

$$\text{C5} : p^f_{u, n, m} \geq 0, \quad \forall u \in \mathcal{U}^f,$$

$$\text{C6} : p^c_{u, n, m} \geq 0, \quad \forall u \in \mathcal{U}^n.$$

Constraints C2, C3, and C4 are affine. The SE function of variables $p^f_{u, n, m}$ and $p^c_{u, n, m}$ in the objective function and constraint C1 are concave functions. Since the proof procedure of the concavity of this function is similar to that in [32, Lemma 1], it is omitted for the sake of brevity. Therefore, Problem 2 is a convex optimization problem. Mathematical-based methods inevitably rely on network parameters and need to be performed for every system realization. This makes them a computational burden and limits their implementation in real time. Traditional iterative methods, such as the waterfilling algorithm, also suffer from computational complexity in practical implementation [34]. We propose exploiting DNN to approximate this problem and utilize it to predict the power allocation scheme with much lower online complexity than optimization-oriented methods. We adopt a feedforward fully connected DNN, which can exhibit a universal function approximation property [33, 34].

A feedforward fully connected DNN is composed of an input layer, multiple hidden layers, and one output layer of neurons. The general structure of this DNN is depicted in Figure 2. An input vector of $D^0$ dimension is fed to the network through $D^0$ number of neurons in the input layer. Then, it passes the hidden layers, where each hidden layer $m$ has $D^m$ neurons. Finally, the output vector with dimension $D^M$ is achieved from the output layer $M$ with $D^M$ neurons. Each neuron $i$ in layer $k$ takes inputs from the previous layer $k - 1$ and returns an output $z_{i,k}$ which is derived by the following equation:

$$z_{i,k} = f_{i,k} \left( \sum_{j=1}^{D^{k-1}} w_{j,k-1} z_{j,k-1} + b_{i,k} \right),$$

where $f_{i,k}$ is the activation function of neuron $i$ in layer $k$, $w_{j,k-1}$ denotes the weight of the output of neuron $j$ in the previous layer $k - 1$, and $b_{i,k}$ denotes the bias term. The input to the activation function is the weighted sum of all the outputs from the previous layer plus a bias term.

In the training process, weights and biases are updated iteratively using a supervised procedure that aims to minimize the error between the predicted and target values of the output layer. The loss function which calculates the error can be any suitable measure of the distance between the predicted and target values. Once the training process converges and the weights and biases are configured, DNN can be used to predict the output for the inputs that have not been used in the training process. In fact, the DNN learns the mapping between the input and the output. In the sequel, we describe the detailed architecture and techniques of our proposed DNN-based method for Problem 2.

1) DNN architecture

The power allocation problem, i.e., Problem 2 can be considered as an unknown mapping $M$ from the channel gains between a BS and its users (both connected and failed users) to the optimal power allocation for the failed and connected users in that BS, i.e.,

$$M : \mathcal{H} = [h_{u',\ell'}] \mapsto \mathcal{P}^s = [p^s_{u',\ell'}]$$

where superscript * indicates the optimal values of the corresponding variable. $h_{u',\ell'}$ is equal to the channel gain of user $u'$ assigned to cluster $\ell' \in \mathcal{L}^n$ of BS $n$. $p^s_{u',\ell'}$ is the optimal power allocated to user $u'$ assigned to cluster $\ell' \in \mathcal{L}^n$ of BS $n$.

In order to emulate this mapping, the DNN is trained by a training set that includes $K_S$ pairs of the input and the target output, i.e., $\{\mathcal{H}_s, \mathcal{P}^s_s\}_{s=1}^{K_S}$.

As discussed above, the DNN is composed of an input layer, multiple hidden layers, and one output layer. In our proposed DNN, activation functions $f_{i,k}$ of the neurons in each layer are...
assumed to be ReLU which is defined as follows:

\[
f_{s,k}(X) = \begin{cases} X, & \text{if } X > 0, \\ 0, & \text{otherwise}. \end{cases}
\]  

(19)

2) Dataset generation

To build a dataset, we first position BSs in the network. Then, users are randomly distributed in the network area. Assuming that one BS experiences failure, failed users are assigned to the compensating cells based on Algorithm 1. Then, Problem 2 is solved by an off-the-shelf interior point method solver for every cell that serves at least one failed user. This procedure is repeated until we have a large enough dataset, which is then divided into training, test, and validation datasets. We assume that we have \(K_S\) pairs of \(\{\mathcal{H}_c, P_a^*\}\) in our training dataset, and the rest are divided between test and validation datasets.

3) Data preprocessing

For better performance in the training phase, a preprocessing step is required to prepare the input and output data. We first express the channel gain values in logarithmic units to avoid numerical problems. We also notice that switching the columns and rows of the input (i.e., \(\mathcal{H}\)) does not affect the output when its columns are also switched accordingly. Therefore, we can produce new samples and augment the training data. For example, consider a base station with four connected users and two failed users assigned to two NOMA clusters, as shown in Figure 3. If the first and second rows of the matrix \(\mathcal{H}\) are permuted (producing matrix \(\mathcal{H}'\)), then the same rows of the power allocation matrix \(P\) are also permuted accordingly (producing matrix \(P'\)). The same property exists for column permutation as shown in Figure 4. The first and second columns of the matrix \(\mathcal{H}\) are switched, and the same columns of the power allocation matrix are also switched. As a result, a new sample is generated without the need to solve the optimization problem.

4) Training procedure

First, weights and biases of each neuron in the DNN is randomly initialized. Let us denote the matrices of weights and biases of the whole DNN by \(W\) and \(B\), respectively. In each iteration of the training process, a sample \(\mathcal{H}_c\) from the training set is fed forward as input to the DNN, and predicted output \(p_{a,r,t}\) is obtained. To calculate the error between the desired values and predicted values, we use the mean square error (MSE) function, which is a widely used loss function in regression problems \([35]\). MSE is the average of squares of error between the predicted and optimal power values.

The error is then backpropagated through the DNN to gradually adjust the weights and biases. We use ADAM optimizer with Nesterov momentum \([36]\), which is a fast and powerful learning algorithm to update weights and biases according to the error.

In this paper, we consider batch learning. In batch learning, \(k\) samples are randomly chosen at each iteration, and the mean of the \(k\) corresponding gradients is utilized in the updating procedure of weights and biases. When all samples in the entire dataset is passed through the DNN one time, an epoch is elapsed. If the batch size is \(k\), \(\frac{K_S}{k}\) number of parameter updates are performed during an epoch.

5) Testing procedure

To evaluate the performance and assess the predictive power and generalization of the DNN, we need a test dataset. The channel gains of the test dataset are passed through the network and predicted power values are obtained which are then compared against optimal power values.

Remark 2. Our proposed algorithm can be extended to the case of multi-cell outage experience in a straightforward manner. After the user assignment procedure, the proposed DNN approach for solving Problem 2 can be applied for any compensating cell with at least one failed user regardless of the number of failed cells.

V. PROPOSED SOLUTION IN PRESENCE OF CO-CHANNEL INTERFERENCE

In this section, for more practicality, we assume that neighboring cells can operate on the same subchannel and cause co-channel interference to one another. Let us denote by \(B\) the set of available subchannels. In addition, let \(\zeta_{b,t,n}\) be the subchannel allocation parameter which equals to one if subchannel \(b \in B\) is allocated to the cluster \(\ell \in \mathcal{C}^n\) of BS \(n \in \mathcal{N}\). We follow the approach of \([37]\) in taking the co-channel interference into account which is a commonly used approach in the literature. Our objective is to perform user association and power allocation in a way that can sustain the highest possible co-channel interference level. In this regard, a constraint is added to the problem limit the co-channel interference on each UE in a NOMA cluster to a maximum
where $D$ is the set of neighboring cells of BS $b$, for all $\forall b \in B$, $n \in N$, $\ell \in L^n$ and $u \in U^n$, the joint user association and power allocation optimization problem in the outage compensation scenario considering co-channel interference is formulated as follows:

$$\max_{A,p_c} \sum_{u \in U^n} \sum_{\ell \in L^n} \sum_{n \in N} \alpha_{u,\ell,n} S_{u,\ell,n},$$
subject to:

$$C1 : \log_2 \left(1 + \frac{p_{u,\ell,n}^c h_{u,n}^c}{h_{u,n} \sum_{k=1}^{u-1} \beta_{k,t,n} p_{k,t,n} + |D_n| \times 2^{\gamma_{\max}} + \sigma^2}\right) \geq s_{u,\ell,n}^m, \quad \forall u \in U^n, \quad n \in N,$$

$$C2 - C9,$$

$$C10 : \varphi_{b,l',n'} \varphi_{b,l,n} \left(\sum_{u \in U^n} \alpha_{u,\ell,n} p_{u,\ell,n} + \sum_{u \in U^n} \beta_{u,\ell,n} p_{u,\ell,n}\right) \times \alpha_{u',\ell,n'} h_{u',n'}^c \
\leq \varphi_{b,l',n'} \varphi_{b,l,n} \gamma_{\max} \quad \forall b \in B, \forall n \in N, \forall n' \in D_n, \forall \ell' \in L^{n'}, \forall \ell \in L^n, \forall u' \in U^{n'},$$

$$C11 : \varphi_{b,l',n'} \varphi_{b,l,n} \left(\sum_{u \in U^n} \alpha_{u,\ell,n} p_{u,\ell,n} + \sum_{u \in U^n} \beta_{u,\ell,n} p_{u,\ell,n}\right) \times \beta_{u',\ell,n'} h_{u',n'}^c \
\leq \varphi_{b,l',n'} \varphi_{b,l,n} \gamma_{\max} \quad \forall b \in B, \forall n \in N, \forall n' \in D_n, \forall \ell' \in L^{n'}, \forall \ell \in L^n, \forall u' \in U^{n'},$$

where $D_n$ is the set of neighboring cells of BS $n$, and $\gamma_{\max}$ is the maximum co-channel interference that can be tolerated by failed and connected users in other neighboring cells, and

$$S_{u,\ell,n} = \log_2 \left(1 + \frac{p_{u,\ell,n}^c h_{u,n}^c}{h_{u,n} \sum_{k=1}^{u-1} \beta_{k,t,n} p_{k,t,n} + |D_n| \times 2^{\gamma_{\max}} + \sigma^2}\right).$$

Constraints C10 and C11 imply that the co-channel interference that one BS can generate for the failed and connected users in the neighboring cells is limited to $\gamma_{\max}$. Constraints C10 and C11 are active only if two clusters in a BS and its neighboring cell use the same subchannel.

In presence of co-channel interference, the user association algorithm is similar to the one described in Subsection IV-A with the difference that in this case, in approximation of the power budget of each cluster which can be allocated to the failed users, we need to consider the co-channel interference effect. Similar to Section IV-A, we assume that prior to the outage event, BS $n \in N$ optimal power allocation is done to maximize the sum of SE of its users while considering their minimum SE requirement as described in problem 6. In co-channel interference scenario we have:

$$\max_{p_{u,\ell,n}^c} \sum_{u \in U^n} \sum_{\ell \in L^n} \beta_{u,\ell,n} S_{u,\ell,n}^c,$$
subject to:

$$C1 : \sum_{\ell \in L^n} \beta_{u,\ell,n} S_{u,\ell,n}^c \geq s_{u,\ell,n}^m, \forall u \in U^n,$$

$$C2 : (\beta_{u,\ell,n} p_{u,\ell,n}^c - \sum_{k=1}^{u-1} \beta_{k,t,n} p_{k,t,n}^c) H_{u-1,\ell,n}^c \geq p_{u,\ell,n}^c \left(1 - \beta_{u,\ell,n}\right) M, \quad 2 \leq u \leq U^n, \quad \forall \ell \in L^n,$$

$$C3 : \sum_{\ell \in L^n} \sum_{u \in U^n} \beta_{u,\ell,n} p_{u,\ell,n}^c \leq p_{\text{tot}},$$

$$C4 : p_{u,\ell,n}^c \geq 0, \quad \forall u \in U^n, \quad \forall \ell \in L^n,$$

$$C5 : \varphi_{b,l',n'} \varphi_{b,l,n} \left(\sum_{u \in U^n} \beta_{u,\ell,n} p_{u,\ell,n}^c\right) \times \alpha_{u',\ell,n'} h_{u',n'}^c \leq \varphi_{b,l',n'} \varphi_{b,l,n} \gamma_{\max},$$

$$\forall b \in B, \forall n \in N, \forall n' \in D_n, \forall \ell, \ell' \in L^n, \forall u', \forall u' \in U^{n'},$$

where $p_{u,\ell,n}^c$ is the power that BS $n$ allocates to user whose index is $i_{u,\ell,n}$ at the time of failure, $P_{u,\ell,n}^c$ is a set whose elements are $p_{u,\ell,n}^c$, and

$$S_{u,\ell,n}^c = \log_2 \left(1 + \frac{p_{u,\ell,n}^c h_{u,n}^c}{h_{u,n} \sum_{k=1}^{u-1} \beta_{k,t,n} p_{k,t,n}^c + |D_n| \times 2^{\gamma_{\max}} + \sigma^2}\right).$$

Assume that $I_{\ell,n} = \{i_1^{\ell,n}, i_2^{\ell,n}, \ldots, i_{|D_n|}^{\ell,n}\}$ is the set of connected user indices in cluster $\ell$ of BS $n$ in a way that $h_{i_{\ell,n}}^c \geq h_{i_{\ell,n}} \geq \ldots \geq h_{i_{\ell,n}}^c$. From the constraint C1 in Problem 3, it can be seen that the minimum amount of power that needs to be allocated to the user whose index is $i_{1,n}$ can be determined on the basis of its QoS requirement as follows:

$$p_{i_{1,n}}^c = \frac{\sigma^2 + |D_n| \times 2^{\gamma_{\max}}}{h_{i_{1,n}}^c},$$

$$\forall n \in N, \quad \forall \ell \in L^n.$$

For the other connected users in cluster $\ell$ of BS $n$, the required amount of power can be determined according to the following proposition:

**Proposition 2.** Consider Problem 3 and (20). With assumption that $p_{\text{tot}} << 1$, the amount of power that needs to be allocated to connected users after the outage event can be approximated as follows:

$$p_{i_{k,n}}^c \approx \frac{h_{i_{k,n}}^c \sum_{j=1}^{k-1} p_{i_{j,n}}^c}{h_{i_{k,n}}^c \sum_{j=1}^{k-1} p_{i_{j,n}}^c + \sigma^2 + |D_n| \times 2^{\gamma_{\max}}},$$

$$\forall k \geq 2, \forall n \in N, \forall \ell \in L^n,$$(22)
where $p_{i_k^n,\ell,n}^c$ can be calculated from (21).

Proof. If the power of connected users are determined based on (22), the SE of connected users will be as follows:

$$S_{i_k^n,\ell,n}^c = \log_2 \left( 1 + \frac{h_{i_k^n,\ell,n}^c p_{i_k^n,\ell,n}^c}{\sigma^2 + |D_n| \times \max \tau} \right)$$

$$= \log_2 \left( 1 + \frac{\sum_{j=1}^{k-1} p_{i_j^n,\ell,n}^c}{h_{i_k^n,\ell,n}^c \sum_{j=1}^{k-1} p_{i_j^n,\ell,n}^c + \sigma^2 + |D_n| \times \max \tau} \right)$$

$$= S_{i_k^n,\ell,n}^c$$

Since SE requirement for connected users is the same before and after the outage event, from (23) we can conclude that the power allocation according to (22) satisfies the QoS requirement of the connected users.

Based on power allocation in (21), we have

$$p_{i_k^n,\ell,n}^c = \sum_{j=1}^{k-1} p_{i_j^n,\ell,n}^c$$

Comparing (23) with (24) and (25), we can conclude that power approximation as (22) meets constraint C2 in (21). Finally, due to the fact that co-channel interference threshold is the same before and after the outage, the power approximation in (22) does not deviate co-channel interference constraint which completes the proof.

Having the required power of connected users at hand, we can determine the amount of power each cluster can allocate to a failed user as follows:

$$\Delta_{\ell,n} = \sum_{u \in U^\ell_n} \beta_{u,\ell,n} p_{u,\ell,n} - \sum_{u \in U^\ell_n} \beta_{u,\ell,n} p_{u,\ell,n}^c,$$

$$\forall n \in N, \forall \ell \in L^n,$$

where $p_{u,\ell,n}^c$ are calculated based on (21) and (22). Now from (25), we can propose an efficient scheme for the association of failed users to the clusters of compensating cells as described

Algorithm 2: Heuristic user association algorithm in presence of co-channel interference

Initialization: $\alpha_{u,\ell,n} = 0, \forall u \in U^\ell, n \in N, \ell \in L^n$.

for all $n \in N, \ell \in L^n, u \in U^\ell$ do

Calculate $S_{u,\ell,n}$ using (26);

for all $i = 1, 2, \ldots, U^\ell$ do

Determine $(u_i^n, c_i^n, n_i^n)$ according to (14);

$\alpha_{u_i^n, c_i^n, n_i^n} = 1$;

Update $S_{u,\ell,n}$ using (15)-(16);

end

end

in Algorithm 2 where

$$S_{u,\ell,n} = \log_2 \left( 1 + \frac{\Delta_{\ell,n} h_{\ell,n}^c}{h_{\ell,n}^c \sum_{u \in U^\ell_n} \beta_{u,\ell,n} \delta_{\ell,n} p_{u,\ell,n}^c + |D_n| \times \max \tau + \sigma^2} \right).$$

$$\forall n \in N, \forall \ell \in L^n, \forall u \in U^\ell.$$ (26)

Given the user association scheme, i.e., $A$, and the fact that constraints C10 and C11 are linear, Problem 3 remains convex. We follow the same procedures as in Subsections IV.B.1-5 to build and train our DNN. The only difference is that the input to the DNN not only consists of channel gains between a BS and its users, but also the channel gains between a BS and users in the neighboring cells that operates in the same subchannel. Therefore, the new input layer has more number of neurons compared to the case where co-channel interference does not exist. To reduce the number of neurons in the input layer, we leverage the fact that when the co-channel interference that a BS generates on the neighboring user with the highest channel gain is lower than the threshold, the co-channel interference it generates on other neighboring users in the same subchannel also satisfies the constraint.

VI. EXTEND TO MULTI-ANTENNA CASE

The multiple antennas at the transmitter (and/or receiver) side provide additional degrees of freedom for performance improvement [38]. Hence, the application of MIMO in NOMA is of great interest and is well-discussed in the literature [39], [40]. The main goal of this paper is proposing a method for cell outage compensation in NOMA scheme. Thus, without loss of generality and for simplicity, we considered SISO-NOMA. To complete the argument, in this section, we explain how in three steps our proposed scheme can be extended to MIMO-NOMA case.

1) Model Adaptation

First, let discuss how the problem formulation will change in MIMO-NOMA case. Consider the same network architecture as depicted in Figure 1 with the base stations, each of which is equipped with $N_{TB}$ antennas at the transmitter side. The users are also equipped with $M_{Rx}$ antennas at the receiver side. Adopting the proposed framework in [41], we assume that each BS serves each of its clusters with one of its antennas. Therefore, the maximum number of clusters in each BS would be $N_{TB}$. It should be noted that, with this assumption, we have no change at transmitter side on BS. However, we need to
adapt the receive model at the users’ side to MIMO. Let \( y_{u,n} \) denote the received signal at the \( u \)th user connected to BS \( n \). It can be expressed as
\[
y_{u,n} = H_{u,n}p_ns_n + z_u, \quad (27)
\]
where \( H_{u,n} \in \mathbb{C}^{M_{Rx} \times N_{Tx}} \) and \( p_n \in \mathbb{C}^{N_{Tx} \times N_{Tx}} \) are the channel matrix between user \( u \) and BS \( n \) and the precoder matrix of BS \( n \), respectively; \( s_n \in \mathbb{C}^{N_{Tx} \times 1} \) with the following definition is the transmitted vector containing the intended symbols of all clusters, and \( z_u \in \mathbb{C}^{M_{Rx} \times 1} \) is the noise vector,
\[
s_n = \text{vec}(m_l)^T_{x}, \quad m_l = \sum_{u=1}^{U^n} p_{l,u} \times s_{l,u}, \quad (28)
\]
where \( m_l \) is the aggregated transmitted signal to users in cluster \( l \), \( p_{l,u} \) is the power allocated to users \( u \) of cluster \( l \), and \( s_{l,u} \) is the transmitted symbol to \( u \)th user of cluster \( l \) with normalized power. As it can be seen from (27), each user receives a combination of all transmitted signals by \( M_{Rx} \) antennas. It is well-known in literature that the Maximal-Ratio Combining (MRC) with appropriate design of precoder matrix \( P_n \) and its corresponding detector at the receiver side is optimal [33]. Using (27), (28) and mathematically rephrasing our analysis above, we will have the extended version of the problem formulation in MIMO case.

2) Compensation in MIMO-NOMA case

In the second step, we will show that how our proposed solution will be applicable to the cell outage compensation problem in MIMO-NOMA scenario. The proposed user association algorithm is based on the answer to this question that how large the SE of a failed user would be if it is served by a candidate compensatory cell, knowing the extra amount of power of each cell while being able to fulfill the QoS requirements of its connected users. We have the similar arguments for the user association algorithm in MIMO case with no changes. For the NN-based power allocation method, in MIMO-NOMA case, the input variables of the NN of cell \( n \) would be the channel matrices and the precoder matrix \( H_{u,n} \) and \( P_n \), \( \forall u \in U^n, \forall n \in N \), respectively, and the output is the power allocation coefficients \( p_{l,u}, \forall l \in L^n, \forall u \in U^n \).

3) Model Training

The third step toward developing the proposed scheme for MIMO-NOMA is the training process of the neural network. For this purpose, we adopt the two-step training method proposed in [41]. In this method, the network is initially trained based on an AWGN channel and using water-filling algorithm and then it is regarded as a basic model that can be trained for representing another channel type using transfer learning [42]. In the secondary phase and in order to adapt to new environment samples, an online learning policy for power allocation is proposed. Using the three steps explained above, our proposed method for cell compensation in SISO-NOMA and its corresponding analysis can be extended to MIMO-NOMA case.

VII. PERFORMANCE EVALUATION

In this section, we first present the complexity analysis of our proposed method and that of the mathematical-based approach. Then, the simulation results are provided in the next subsection.

A. Complexity Analysis

Here, we analyze the computational complexity of the proposed suboptimal approach for Problem 1 and compare it with that of the mathematical-based solution method. To obtain the global optimal solution, we need to examine all possible user association schemes and solve the corresponding convex optimization problem (Problem 2) for all BSs that serve at least one failed user. Let \( L \) be the total number of clusters in the compensating cells, i.e., \( L = \sum_{n \in N} L^n \). The number of possible association schemes is \( \mathbb{P}(L, U^f) \) where \( \mathbb{P}(x, y) \) is the number of \( y \) permutations of \( x \) objects. Problem 2 is convex and can be solved using the interior point method. The worst-case complexity of the interior point method for this problem is \( O((U^f + \sum_{n \in N} U^n)^3) \) [43]. Therefore, the overall complexity of finding the global optimal solution is \( O(\mathbb{P}(L, U^f)(U^f + \sum_{n \in N} U^n)^3) \). It should be noted that the optimization-based method is completely performed in real time and only suffers from online complexity. As mentioned above, this makes the method inappropriate for cell outage compensation, which is inherently time sensitive.

Our proposed method includes two sequential steps: user association and DNN-based power allocation. The proposed failed user association algorithm consists of computing and sorting \( L \times U^f \) numbers. Hence, its order of complexity is \( O(L \times U^f \log(L \times U^f)) \). The computational complexity of the DNN-based solution method can be divided into the following two stages:

1) Offline complexity

Offline computational complexity involves generating the labeled dataset and training the DNN. Generating each labeled sample of the dataset requires solving Problem 2 for a realization of the channel gains with worst-case complexity \( O((U^f + \sum_{n \in N} U^n)^3) \). Assuming that we have \( K_S \) number of samples in the dataset, the overall complexity of this step is \( O(K_S(U^f + \sum_{n \in N} U^n)^3) \).

2) Online complexity

Assume that the DNN has \( M \) layers (including hidden and output layers), each layer \( m \) having \( D^m \) number of neurons. Given any input, the output of the DNN can be obtained by calculating \( \sum_{m=1}^{M} D^{m-1}D^m \) number of multiplications, \( \sum_{m=1}^{M} D^m \) number of summations, and \( \sum_{m=1}^{M} D^m \) number of calculations of activation functions. In the online step, the DNN architecture is fixed and the number of calculations is constant. Therefore, the complexity of DNN is \( O(1) \). Since the DNN needs to be performed for \( N \) number of compensating cells, the overall complexity of this step is \( O(N) \).

To summarize, the optimization-based method has worst-case exponential complexity, while the complexity of our proposed method is in the order of polynomial basis. It should also be pointed out that offline computational complexity can
TABLE I  
SIMULATION PARAMETERS

| Parameter | Value |
|-----------|-------|
| $p_{\text{max}}$ | 46.02 dBm |
| $p_{\text{dis}}$ | -101.4 dBm [17] |
| $\sigma^2$ | -150 dBm |
| $s_{\text{min}}$ | 4 bit/sec/Hz |
| Path loss model | $38 + 30 \log_{10} d$ dB [44] |

TABLE II  
PARAMETERS OF DNN_PA

| Parameter | Value |
|-----------|-------|
| Batch Size | 128 |
| Learning Rate | 0.0005 |
| Decay Rate | 0.9 |
| Number of samples in whole dataset | 130,000 |
| Percentage of whole samples in training set | 70% |
| Percentage of whole samples in validation set | 15% |
| Percentage of whole samples in test set | 15% |

be afforded, while real-time developments have constrained resources.

B. Simulation Results

In this subsection, we evaluate the performance of the proposed solution through simulations. We consider a network consisting of one BS, which experiences failure, and its compensating cells. The cells radius is 120 m. Users are randomly and uniformly placed in each cell where the distance between each user and BS is at least 20 m. The path loss at a distance $d$ m from the BS is modeled as $38 + 30 \log_{10}(d)$ dB [44]. The simulation setup parameters are summarized in Table I. For the DNN-based power control, we use a DNN with one input layer, three hidden layers, and one output layer. Each hidden layer has 200 neurons. Input to the DNN are the channel coefficients of users (connected and failed) in one BS. The output of the network is the power that has been assigned to each user and its size is the same as the input. The proposed DNN is implemented in Python 3.2.2 using Keras library [45] with tensorflow [46] as back-end. We perform cross-validation to find the best hyperparameters for the training process. Unless otherwise noted, the parameters selected for our DNN are shown in Table II.

To generate the dataset, we use an off-the-shelf solver for Problem 2 in MATLAB. Moreover, we exploit the permutation invariance property of the input data in order to augment the training dataset and reduce the time of generating the labeled dataset. For the sake of brevity, we use the following abbreviations to refer to the different approaches:
- LC_NOC refers to the proposed method, which is a low complexity algorithm for the NOMA-based outage compensation. This is fully discussed in Section V.
- OPT_NOC corresponds to the global optimal solution of Problem 1.
- DNN_PA refers to the proposed DNN for the power allocation problem discussed in Subsection V-B.
- OPT_PA refers to the optimal solution of power allocation Problem 2.
- No_OC corresponds to the case where no compensation technique is used after the cell outage.

1) Effect of the batch size and learning rate

In this experiment, we illustrate the effect of batch size and learning rate on the mean square error of DNN_PA for the validation dataset. As we can see from Figure 5, smaller batch sizes achieve better stability and generalization performance, leading to lower MSE for the validation dataset. However, smaller batch sizes incur a greater computational cost since the optimization should be performed for more iterations during an epoch. We choose a batch size of 128 for our DNN to address this trade-off. For this batch size, we vary the learning rate to evaluate its effect on convergence. As Figure 6 shows, large learning rates result in divergent behavior and small learning rates require more steps to converge. In fact, when the learning rate is small, weights and biases are updated accordingly and the loss decreases at a shallow rate. However, increasing the learning rate may cause the learning to jump over the minimum. For our DNN, a learning rate of 0.0005 is selected to address this trade-off.

2) Performance evaluation of our proposed method

In this experiment, we investigate the average SE of failed users in the solution of LC_NOC and compare the results with those of OPT_NOC. Since solving Problem 1 is very time consuming, we limit the number of compensating cells to $N = 2$ and $N = 3$ in this experiment, each of which serves $U^n = 4$ connected users. The average SE of failed users is reported in Figure 7. As we can see, the average SE of LC_NOC is very close to that of the optimal solution. This suggests that our assumptions in the proposed algorithms are not restrictive and that the DNN is well trained to allocate near optimal power to compensating BSs.
3) Fairness evaluation of our proposed method

In this experiment, LC_NOC is compared to No_OC. We vary the number of failed users and present values of the Jain’s fairness (JF) index and average SE of all users, including both connected and failed users in Figure 8. Jain’s fairness index is defined as follows [47]:

\[
JF = \frac{\left( \sum_{n \in N} \sum_{u \in U^n} \text{SE}_{c,u,n} + \sum_{n \in N} \sum_{u \in U^f} \text{SE}_{f,u,n} \right)^2}{(U^f + \sum_{n \in N} U^n) \left( \sum_{n \in N} \sum_{u \in U^n} (\text{SE}_{c,u,n})^2 + \sum_{n \in N} \sum_{u \in U^f} (\text{SE}_{f,u,n})^2 \right)},
\]

where SE\(_{c,u,n}\) and SE\(_{f,u,n}\) are the achieved SE of connected user \(u\) and failed user \(u\) if it is served by BS \(n\), respectively. If user \(u\) is not served by any BS, its corresponding achieved SE is zero. As Figure 8(a) shows, LC_NOC provides much higher fairness. Besides, using LC_NOC, a greater number of users in the network are served. As expected, Figure 8(b) shows that the average SE of LC_NOC is lower due to the fact that a portion of resources of compensating cells is now allocated to the failed users with less channel gain. However, we observe that the reduction in average SE is at most 5%.

4) Effect of the number of failed users

In this experiment, we evaluate the effect of \(U^f\) and \(N\) on the average SE of failed users. We also compare the results of DNN_PA with OPT_PA. Figure 9 shows that the average SE of failed users decreases with the increase in the number of failed users. This is due to the fact that when the number of failed users is large, the remaining resources are shared among a higher number of failed users after providing all connected users with their minimum data rate requirement. Comparing the results between our method and the optimal one shows that DNN_PA can approach the average SE in proximity of the optimization-based method.

It should be noted that in case of a large number of failed users, an appropriate admission control policy is required with a view to maximizing the number of users served in the network. Admission control is beyond the scope of this paper.
5) Constraint satisfaction of the DNN-based method

In this subsection, we conduct an experiment to investigate the satisfaction of the constraints in Problem 2 with DNN_PA. We test the model on the unseen test dataset with 8,600 samples and evaluate the results. Constraints C1, C2, and C4 are satisfied for all users.

For constraint C3, we calculate the relative error between the achieved SE of each connected user and its minimum SE requirement, i.e., $s_u^{\text{min}}$. The results are depicted in Figure 10, which shows that a relative error of less than 0.01 for 98.9 percent of users whose achieved SE deviate from their minimum requirement.

It should be noted that these constraints prevent the optimization-based methods from having a closed-form solution and result in a long execution time. On the other hand, the DNN-based method greatly reduces the online complexity, as discussed in Section VII-A, with very little constraint violation. It is also worth noting that there are some methods for improving the DNN in this area, such as penalizing the constraint violation in the loss function during the training of neural network or implementing a cascading DNN with more than one neural network. However, an investigation of these methods will be left for future work.

6) Average runtime performance

In this experiment, we compared the average runtime of LC_NOC and that of OPT_NOC. We conducted our simulations on a computer with a 2.60 GHz Intel Core i7 CPU and 16 GB of RAM. We assumed that $U_n$ was 12 for each $n \in N$ and $N = 3$. Tables III and IV show the average offline and online runtime required for each of these methods, respectively. To calculate online runtime for OPT_NOC, we first computed the average runtime of Problem 2 and then multiplied it by the number of possible associations.

As mentioned above, LC_NOC needs offline dataset generation and DNN training. In general, DNN-based algorithms suffer from resource constraints in the offline phase of implementation. However, since powerful processors can be utilized for offline procedure, the runtime of this phase is not challenging. Table III shows that LC_NOC works efficiently in real time even when the size of the network increases, while the runtime of OPT_NOC increases exponentially in relation to the size of the network. Therefore, proposing algorithms with high performances (close to the optimal solutions) and short runtime is of essential for real scenarios. The above simulations demonstrate that the online DNN runtime is short. Since DNN complexity is $O(N)$ and $N$ is assumed to be fixed in this experiment, the runtime remains constant.

7) Fairness evaluation in the presence of co-channel interference

We conducted an experiment to evaluate our proposed solution in presence of co-channel interference discussed in Subsection VII-B. For DNN, we use the same architecture as discussed in Subsection VII-B except for the input layer. A dataset containing 100,000 samples is generated using an off-the-shelf solver for Problem 3 (given the user association matrix) in MATLAB. After data preprocessing, the DNN is trained with batch learning method and is tested using the test dataset.

We vary the number of failed users and evaluate its effect on Jain’s fairness index. In this experiment, the algorithm presented in Subsection VII-B is compared against the case where
no compensation technique is used after outage. As can be seen from Figure 11, the trend is the same as Figure 8(a), and our algorithm shows higher fairness. However, the average SE is lower due to the co-channel interference which can be improved with an efficient channel allocation algorithm. The problem of channel allocation is beyond the scope of this paper and is left to future work.

VIII. CONCLUSION

In this work, we proposed a new scheme for cell outage compensation in NOMA-based systems. The scheme aims to serve users in the outage zone by surrounding cells in a way that maximize the SE of failed users while providing connected users with a predefined level of QoS. We formulated the compensation process as a joint failed user association and power allocation problem that was NP-hard. An innovative, low complexity, suboptimal solution was proposed, where we associated the users in the outage cell with a heuristic algorithm and allocated transmit power through a DNN-based approach. The proposed algorithm was shown to significantly improve the computational complexity, i.e., polynomial order with respect to the exponential complexity of finding an optimal solution. Simulation results demonstrated that the performance of the proposed algorithm approached the optimal solution. The next steps in this research could involve investigating the effect of other medium access procedures including but not limited to admission control policy on the performance of the network in cell outage compensation processes.
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