Focal field analysis of highly multi-mode fiber beams based on modal decomposition
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In this work, a numerical modal decomposition approach is applied to model the optical field of laser light after propagating through a highly multi-mode fiber. The algorithm for the decomposition is based on the reconstruction of measured intensity profiles along the laser beam caustic with consideration of intermodal degrees of coherence derived from spectral analysis. To enhance the accuracy of the model, different approaches and strategies are applied and discussed. The presented decomposition into a set of LP modes enables both the wave-optical simulation of radiation transport by highly multi-mode fibers and, additionally, the analysis of free-space propagation with arbitrarily modified complex amplitude distributions.
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1. INTRODUCTION

The high power solid-state laser is a widely spread instrument for industrial material processing. The global market for laser material processing systems reached $19.8 Billion in 2018 [1]. Considering laser processing strategies of recent years, a shift from directly increasing laser powers to smartly and efficiently exploit the power performance of the laser platforms has been observed. Here, remarkable examples can be found in the multi-spot technology for high-quality welding of zinc-coated steel [2] or the use of Bessel-like beams for efficient cutting of transparent materials [3]. Such beam shaping concepts show promising progress in improving the quality and increasing the throughput of established laser application processes, or enable the development of completely new application strategies [4–6]. Because of its flexibility and rather low expense, the standard industrial beam transportation solution from a solid-state laser (in this paper operating at $\lambda \approx 1 \mu m$) into a processing unit is a step-index fiber [7]. To deliver high-optical average powers in the multi-kW regime for applications such as laser cutting or welding, the dimensions of the light guiding core need to be extended to minimize non-linear effects. These multi-mode fibers can transmit radiation in a wide range of spatial quality from $M^2 \approx 1$, thus, close to the diffraction limit to $M^2 \gg 10$ with thousands of propagating modes and complex coherence situations.

To get an accurate wave-optical description for multi-mode beams, modal decomposition techniques have been implemented to model the laser source [8, 9]. By solving the Helmholtz equation with a given refractive index distribution of a weakly guiding step-index fiber (i.e. with a small NA), a set of linearly polarized (LP) modes is obtained [10]. Additionally, the modal degree of coherence determined by the spectrum of the light source and its impact to the intensity profile is introduced and discussed. For this purpose we consider in detail
optical path length differences of individual modes inside the fiber and their ability to interfere [11]. The aim of a modal decomposition is to access the modal power spectra to completely describe complex field distributions with few mode coefficients only [12, 13]. Shapiro et al. [12] and Bruening et al. [14] have demonstrated a numerical approach for modal decomposition based on intensity profiles in near- and far-field. Alternatively, direct experimental access to modal power spectra is provided by using, e.g., correlation filters [13, 15] (and references therein) or $S^2$ imaging techniques [16]. Remarkably, with the latter approach, besides the modal power spectrum, the spatial field distribution of propagating modes can be reconstructed [16]. However, all mentioned methods have only been applied to few-mode fibers and, considering the number of investigated modes, cannot be scaled easily. In the present application, on the other hand, multi-mode waveguides with relatively large $V$-parameters are investigated, which allow the stable propagation of over several hundreds of LP-modes. Our main focus is not to observe the exact modal weight information, but to find the general tendency of the excited modal weight spectrum, to accurately model the emerging radiation in a wave-optical manner. This should include interference effects caused by the (partial) degree of coherence of the source. For this purpose, a numerical approach is presented here that evaluates intensity profiles taken from standardized caustic measurements.

The determination of the modal power spectrum of a highly multi-mode fiber contributes not only to the exact focal field analysis required for beam shaping [17], but also to research fields such as fiber characterization, imaging technologies [18–20] and optical communication [21].

The paper is organized as follows. In Sec. 2 the intermodal degree of coherence based on a spectral analysis is introduced. Afterwards, in Sec. 3 we show that the resulting problem can be solved by a linear least square regression. Section 4 treats potential error sources from experimentally obtained data and their impact to the decomposition. Finally, in Sec. 5 we try to give an explanation why numerical mode analysis techniques based on intensity measurements suffer from ambiguities or inaccurate reconstruction results and introduce the concept of modal diversity.

2. MODE SUPERPOSITION AND THE MODAL DEGREE OF COHERENCE

We consider a scalar optical field $U(r)$ represented as superposition of eigenmodes $\Psi_n(r)$ with modal weights $\rho_n (n = 1 \ldots n_{\text{max}})$. The resulting intensity profile reads

$$I_{\text{total}}(r) = U(r)U^*(r) = \sum_{m,n} \rho_m \rho_n |\gamma_{mn}| |\Psi_m||\Psi_n|e^{i(\Delta \phi_{mn} + \Delta \chi_{mn}(r))},$$

(1)

where $\Delta \phi_{mn}$ is the intermodal phase difference and the spatial phase offset $\Delta \chi_{mn}$ results from the different local phase relations, which is related to the spatial coordinate $r$. The complex valued degree of temporal coherence between two modes is defined as $\gamma_{mn}$ [22]. As known from statistical optics, we can split this sum into an incoherent term $I_{\text{inc}}(r)$ and an interference term $I_{\text{int}}(r)$, i.e.

$$I_{\text{total}}(r) = I_{\text{inc}}(r) + I_{\text{int}}(r)$$

$$= \sum_{n=1}^{n_{\text{max}}} \rho_n^2 |\Psi_n|^2 + 2 \sum_{m,n} \rho_m \rho_n |\gamma_{mn}| |\Psi_m||\Psi_n| \cos [\Delta \phi_{mn} + \Delta \chi_{mn}(r)].$$

(2)

Thus, if a complete modal decomposition [12, 13] is performed with $n_{\text{max}}$ modes, $(n_{\text{max}}^2 - n_{\text{max}})/2$ interference terms have to be considered.

The temporal coherence $\gamma_{mn}$, which weights the phase dependent cosine modulation in the interference term $I_{\text{int}}(r)$, can be estimated appropriately by calculating the mode dependent optical path length. According to Wiener-Khinchin theorem and assuming that each mode shares the same spectral information, $\gamma$ is proportional to the Fourier transform of light’s spectral density $S(\nu)$ [11, 23, 24]:

$$\gamma(\Delta L) = \left| \frac{\int_0^\infty dv S(v)e^{-2\pi i\nu\Delta L/c}}{\int_0^\infty dv S(v)} \right|.$$  

(3)

Here, $\nu$ is the frequency of light and $\Delta L$ is the optical path difference which depends on the difference between effective refractive index $\Delta n_{\text{eff}}$ for each mode pair. Denoting the propagation constant of the respective mode by $\beta_m$, the effective refractive index $n_{\text{eff}}$ can be expressed by

$$n_{\text{eff},m} = \beta_m \frac{\lambda}{2\pi}.$$  

(4)
After travelling through a fiber of length \( L \), the modal optical path difference is given by \( \Delta L_{mn} = \Delta n_{\text{eff},mn} L \). Consequently, a separate modal degree of coherence for each mode pair can be found as \( \gamma_{mn} \), which varies between 0 and 1. If \( |\gamma_{mn}| = 1 \), the superposition of two modal fields is considered fully coherent. On the contrary, if \( |\gamma_{mn}| = 0 \), the interference term is zero, which corresponds to a complete incoherent superposition. If \( 0 < |\gamma_{mn}| < 1 \), the partial coherence is considered [11]. In Fig. 1, the spectrum of a diode laser source with \( \lambda = 1030 \text{ nm} \) and the corresponding temporal degree of coherence according to Eq. (3) is presented. For a rough estimation of the coherence length \( L_c \), the well-known approximation of Gaussian spectra is applied \( L_c \approx \lambda^2/\Delta \lambda = (1030 \text{ nm})^2/0.93 \text{ nm} \approx 1.1 \text{ mm} \) [24], cf. Fig. 1. Thus, in a very good approximation, if \( \Delta L_{mn} > L_c \), the modal degree of coherence \( \gamma_{mn} \approx 0 \) and no interference is observed. The depicted spectrum is representative for the laser sources employed for the high power measurements discussed in Sec. 4.

Additionally, examples of simulated intensity profiles with consideration of different modal degrees of coherence are depicted in Fig. 2. Here, increasing interference contrast of the speckle-like intensity profiles with increasing modal degree of coherence becomes clearly visible. In all four cases, for the sake of convenience, all corresponding mode pairs exhibit the same degree of coherence, which can be estimated by the well-known fringe visibility \( |\gamma| \approx V = (I_{\text{max}} - I_{\text{min}}) / (I_{\text{max}} + I_{\text{min}}) \) [24]. By means of the selected examples discussed in Secs. 3 and 4, respectively, we will show the impact of a partial coherent mode composition for an accurate focal field description.

In general, the laser radiation to be coupled into the fiber exhibits diverse longitudinal and transverse modes [25]. Those modes excite their own modal weight distributions with slightly different frequency spectra during the coupling and the propagation within the fiber, which makes the coherence situation even more complex and in general reduces the modal degree of coherence \( \gamma_{mn,\text{real}} < \gamma_{mn} \). For convenience, all modes are considered to share the same spectrum.

3. LINEAR LEAST SQUARE SOLUTION

For a complete modal decomposition, the optimization problem can be reformulated as a linear least square problem. Firstly, we split the interference term in Eq. (2) into a sine and a cosine term, i.e.:

\[
\begin{align*}
I_{\text{int}}^{\cos} & = 2 \sum_{m,n} \sum_{m>n} q_m e_n |\gamma_{mn}| |\Psi_m| |\Psi_n| \cos (\Delta \phi_{mn}) \\
& \times \cos [\Delta \chi_{mn}(r)], \\
I_{\text{int}}^{\sin} & = -2 \sum_{m,n} \sum_{m>n} q_m e_n |\gamma_{mn}| |\Psi_m| |\Psi_n| \sin (\Delta \phi_{mn}) \\
& \times \sin [\Delta \chi_{mn}(r)].
\end{align*}
\]

with the introduced new weight factors

\[
\begin{align*}
A &= q_r^2, \\
B &= q_m e_n |\gamma_{mn}| \cos (\Delta \phi_{mn}), \\
C &= q_m e_n |\gamma_{mn}| \sin (\Delta \phi_{mn}).
\end{align*}
\]
the complete intensity $I_{\text{total}}(r)$ is rewritten as

$$I_{\text{total}}(r) = \sum_{n}^{n_{\text{max}}} A |\Psi_n|^2 + 2 \sum_{m,n}^{n_{\text{max}}} B |\Psi_m||\Psi_n| \cos [\Delta \chi_{mn}(r)] - 2 \sum_{m,n}^{n_{\text{max}}} C |\Psi_m||\Psi_n| \sin [\Delta \chi_{mn}(r)]$$

(8)

with the summation of $A$ is one. $A, B$ and $C$ are vectors. The ansatz functions are defined as the corresponding terms $|\Psi_n|^2, 2|\Psi_m||\Psi_n| \cos [\Delta \chi_{mn}(r)]$ and $2|\Psi_m||\Psi_n| \sin [\Delta \chi_{mn}(r)]$ of each weight factor. Thus, in total $t = n_{\text{max}} + 2 \left( (n_{\text{max}}^2 - n_{\text{max}})/2 \right) = n_{\text{max}}^2$ parameters merged in

$$w = (A, B, C)^T$$

(9)

are unknown. We assume that the intensity profile is measured on rectangular $(x, y)$-grids in $N$ distinct planes for the reconstruction. The measurements are stored in a column vector with structure

$$y = (I(x, y; 1), \ldots, I(x, y; N))^T.$$  

(10)

Then, for discrete intensity data, Eq. (8) can be rewritten as a matrix-vector product

$$y = Xw,$$

(11)

with $A, B$ and $C$ are the weight factors in $w$. The measured intensity distributions are stored in $y$, see Eq. (10) and the corresponding ansatz function terms are reformulated in $X$. The structure of $X$ is

$$X = \begin{pmatrix} I_{1,1}^1 & \cdots & I_{1,1}^N \\ \vdots & \ddots & \vdots \\ I_{1,N}^1 & \cdots & I_{1,N}^N \\ I_{x,y}^1 & \cdots & I_{x,y}^N \end{pmatrix}.$$  

(12)

Thus, each column represents the evaluation of one of the $t$ ansatz functions sorted by the $N$ measured planes along the caustic.

Denoting now the measured data by $y_m$ and the reconstructed intensity by

$$y_r = Xw_r,$$

(13)

the squared residuum reads

$$\Delta^N = \|y_m - Xw_r\|^2.$$  

(14)

This residuum is minimized in a linear least square regression by solving

$$X^T X w_r = X^T y_m.$$  

(15)

In case that $X$ has full column rank, i.e. the columns of $X$ are linearly independent, the solution for $w_r$ is unique and can be calculated by

$$w_r = (X^T X)^{-1} X^T y_m.$$  

(16)

This condition is checked numerically by calculating $\det(X^T X)$ for a given set of ansatz functions.

Usually, the NA of the investigated laser beam is considerably smaller than the NA of the optical fiber into which the radiation of the original laser is coupled into. Thus, a pre-selection of modes is taken into account for the reconstruction based on their individual (modal) NA to reduce the computing effort. In our case, 328 of 1148 modes remained after the pre-selection ($\text{NA} = 0.22$ and $r_{\text{core}} = 50 \mu m, L_{\text{fiber}} = 30 \text{ m}$, cf. Sec. 4 D).

To test the decomposition method, it is firstly applied to a set of synthetic intensity distributions with predetermined modal weights and phase differences. Here, partial coherence is considered by calculating the degree of coherence according to Sec. 2 and the applied coherence information is comparable to $\gamma(\Delta L)$ from Fig. 1. The synthetic intensity profiles are depicted on the left-hand side with corresponding modal weight distributions shown on the right-hand side of Fig. 3, respectively. To reduce the computational effort, this synthetic test beam is composed of 1372 interference terms. Additionally, an intensity profile with full coherence is presented in (a1) of Fig. 3. Comparing (a1) and (a) of Fig. 3, a significant increase of contrast can be observed, which indicates the impact of $\gamma_{\text{nn}}$ and the necessity to consider it for a precise focal field description, cf. Sec. 2. The entire calculation was based on a conventional computer (128 GB RAM) and took only a few minutes.

The absolute difference between synthetic data and the reconstructed intensity distributions depicted in (c), (f) and (i) of Fig. 3 is 10 orders of magnitude smaller than the input intensity. Moreover, the difference between the input weight factors and the reconstructed ones shown in (l), (o) and (r) of Fig. 3 is also about 5 orders of magnitude smaller than the specified modal weights. Thus, in the situation where the data for the reconstruction is in the image space of the ansatz functions, the presented linear
Fig. 3. Modal decomposition based on synthetic intensity distributions. Simulated synthetic transverse intensity profiles at different propagation distances $z = 0$ (correspond to fiber end facet) (a), $z = 2.03$ mm (d), and $z = 4.7$ mm (g) with corresponding reconstructions (b), (e), and (g). Absolute intensity differences between synthetic and reconstructed data for each propagation distance is depicted in (c), (f), and (i). The synthetic modal weights, its simulated reconstruction and the corresponding differences are depicted in (j), (k), and (l), respectively. Further plots (m), (n), (o), (p), (q), and (r) present the modal weight information of cosine and sine terms, respectively, cf. Eq. (7). 2744 (1372 cosine and 1372 sine) interference terms were considered in both synthetic intensity distributions and reconstructions. The number of totally considered terms is 3072. The inset (a1) shows an example with full coherence $|\gamma| = 1$ and high interference contrast.

least square regression works excellently.

4. EXPERIMENTAL IMPLEMENTATION

Similar to the synthetic data, cf. Fig. 3, we recorded experimental data $y_m$ via caustic measurements according to ISO 11146 [26]. A standardized caustic measurement usually takes a few minutes. During this measurement time, the mode set under investigation should remain constant in first approximation. In case of real measurement data for the spatial intensity distribution $y_m$, camera noise and aberrations are unavoidable. Those disturbances make the implementation of modal decomposition described in Sec. 3 inaccurate and deficient. The ansatz function matrix $X$, the measured data $y_m$ and the numerical method must be adapted to the real application environment, so that the least square residuum introduced in Sec. 3 is still applicable. This adaption is discussed in the following.

A. Camera noise and dynamic range

Camera noise can directly be considered as deviation in the measurement data $y_m$. To mitigate the deviation, the mean value of repeated measurements is taken to improve the signal-to-noise ratio (SNR). Additionally, background map subtraction is applied, as known from standards for camera-based laser beam characterization methods, see ISO 11146 [26]. Although not performed in this study, we refer to [27] for the beneficial use of high dynamic range (HDR) intensity recordings of beam profiles for improving the dynamical range and for noise reduction.

B. Aberration of imaging system

Since a real optical imaging system is never perfect, aberrations remain existing in each intensity measurement. We analyse aberrations occurring during propagation through our processing optical setup using geometrical optics, see example depicted in Fig. 4, and then considered in the ansatz function ma-
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E. Iterative Method
The least square approach presented in Sec. 3 is only
formally linear since the unknown parameters A, B,
and C are connected via Eq. (7). From |gamma|_{mn} \leq 1 it

C. Spatial mismatch of coordinate systems
The center of the calculated LP modes always cor-
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\[ B^2 + C^2 \leq \epsilon_m^2 \epsilon_n^2 \]

(18)
is a necessary condition, where the right-hand side can be easily expressed by the modal weights in \( A \) defined in Eq. (7). Otherwise, the system tends to reconstruct the detailed structure of intensity profiles (such as interference patterns and aberrations) through over weighted interference terms to achieve a minimal residuum. The overweight of interference terms results in \( |\gamma_{mn}| > 1 \), which makes physically no sense.

In order to consider these parameter interrelations, it would be most accurate to incorporate Eq. (18) in a self-constraint linear regression. However, this is numerically very elaborate and none of the well-established solver algorithms for linear problems could be used. On the other hand, a linear least square regression for fixed constraints is the state of the art and powerful solvers exist, which can be implemented in Python [28]. This animated us to design an iterative algorithm for the decomposition. The corresponding workflow is summarized in Fig. 5. Firstly, a caustic measurement is done in accordance to ISO 11146 [26]. After the subtraction of the camera noise from the measured data, cf. Sec. 4 A, the ansatz function matrix \( X \) is created in consideration with aberrations of imaging optics. Since the relevant laser beams considered in this work are rather incoherent (coherence length < 1 mm, coherent contrast < 0.2), we start with a completely incoherent decomposition for \( A \). Afterwards, spatial mismatch and focus position are corrected as described previously, cf. Sec. 4 C. The subsequent selection of interference terms according to Eq. (17) is based on the latest version of \( A \) and the spectrally estimated degree of coherence \( \gamma_{mn} \). Next, the constraints for \( B \) and \( C \) have to be fixed according to Eq. (18), where \( \epsilon_m, \epsilon_n \) are again taken from the latest version of \( A \). However, since \( B \) and \( C \) are separated parameters, we have to state individual constraints and those weaker conditions \( B^2 \leq \epsilon_m^2 \epsilon_n^2, \quad C^2 \leq \epsilon_m^2 \epsilon_n^2 \) (19) deduced from Eq. (18) are applied. Finally, a constrained linear least square regression is performed which yields the new weights \( A, B, \) and \( C \). These can be improved in repeated iterations by taking the current value of \( A \) as input for the mode selection and the definition of the constraints for \( B \) and \( C \). The iteration process terminates after previously defined \( n \) times iterations.

Generally, the number of considered interference terms fluctuates at the beginning of the iterations. It remains stable or fluctuates periodically after certain iterations are performed. We consider the result as the solution of the system with the given \( c_{lim} \).

F. Discussion of a selected example

A reconstruction based on experimental data is shown in Fig. 6 where 6 intensity measurements along the beam caustic were considered and 4 iterations were performed. The measurement was carried out with a disk laser TruDisk 8001 operating at 8 kW and the measurement setup was similar to
Fig. 6. First line: measured intensity distribution of a high power laser beam (8 kW, TruDisk8001). Second line: reconstructed intensity distribution, cf. Sec. 4 F. Third line: the absolute value of the difference between measured and reconstructed intensity distributions. The $z$-positions of each column read as: 1.59 mm, 1.22 mm, 0.02 mm, −0.01 mm, −1.28 mm, −1.67 mm ($z = 0$ corresponds to fiber end facet). The relative error is defined as the absolute optical power difference between reconstructed and measured profiles divided by the optical power of the corresponding measured profile. For each column from left to right, the relative errors read as: 6%, 7%, 19%, 16%, 6%, 6%. In this particular case $c_{\text{lim}} = 10^{-6}$, cf. Eq. (17).

the setup shown in Fig. 4 (extra mirrors for attenuation of laser power not shown). The decomposition was performed with a conventional computer in approximately one hour. Due to the neglect of the interference terms, cf. Sec. 4 D, some detailed structures with high-spatial frequencies of the intensity profile can not be reconstructed. According to the third line in Fig. 6, we observe a relative stronger deviation in focal area than in far field area. The annular-like deviation, cf. (c3) and (d3) of Fig. 6, indicates that the size of calculated modes differ slightly from the measurements ($\approx 6\%$ smaller). This might be caused by additional off-axis aberrations or the mismatch of $z$-positions. Generally, the reconstructed laser beam has a very similar propagation characteristic to the measured laser beam. The beam quality and Rayleigh length of the reconstructed beam differ from the measured values only slightly, see Table 1. The detailed information of reconstructed modal weights is explicated in Fig. 7. The left vertical axis corresponds to the modal weights (blue bars). On the other hand, the right vertical axis represents the modal propagation constants $\beta_m$ introduced in Eq. (4) (red line). In this representation the order of the considered 328 LP$_{ij}$ modes reads as: $ij = 01, 02, \ldots 0j_{\text{max}}, 11, 12, \ldots 1j_{\text{max}}, \ldots i_{\text{max}}j_{\text{max}}$. Thus, starting from the fundamental mode LP$_{01}$ with maximum $\beta$-value, we first increase the radial mode order $j$ up to the respective maximum. Then, the azimuthal order $i$ is increased. Modes with “even” and “odd” azimuthal dependency [10] follow each other directly. Interestingly, the reconstructed modal power spectrum shows a certain periodic attenuation with increasing radial mode order. In a good approximation, the

| Table 1. Comparison of the measured and reconstructed beam in terms of the beam quality and the Rayleigh length. |
|-----------------|----------|----------|
|                | $M^2$    | $z_r [\mu m]$ |
| measured       | 13.1     | 578.2    |
| reconstructed  | 12.7     | 543.5    |
Fig. 7. Reconstructed modal weights $A$ (blue) of the measurement example depicted in Fig. 6 with corresponding propagation constants $\beta_m$ (red). In this representation the order of the considered 328 $LP_{ij}$ modes reads as: $ij = 01, 02, \ldots 0\text{max}, 11, 12, \ldots 1\text{max}, \ldots i\text{max}j\text{max}$. Thus, starting from the fundamental mode $LP_{01}$ with maximum $\beta$-value we first increase the radial mode order $j$ up to the respective maximum. Then, the azimuthal order $i$ is increased. Modes with “even” and “odd” azimuthal dependency [10] follow each other directly.

Propagation constants $\beta_m$ act as envelope for the statistically strongly fluctuated modal weights. Modes with low $\beta_m$-values exhibit small relative mode powers $\varphi_m^2$ and, partly, cannot be detected by our metrology. This attenuation behavior is determined by the NA of the in-coupled radiation and the well-known modal bend loss for decreasing $\beta_m$ [29]. We suggest to (roughly) model the dependency $\varphi_m^2(\beta_m)$ empirically via a simple Gaussian function

$$\varphi_m^2, \text{fit} = p_1 \exp \left\{ -\left[ (\beta_m - p_2) / p_3 \right]^2 \right\} . \quad (20)$$

In Fig. 8, the reconstructed modal weights corresponding to the decreasing propagation constants in blue dots and the fitting result in a red curve is plotted. Although, the statistical fluctuation is, again, clearly visible, the decreasing behaviour is well described by the fitting curve.

The position of the centered peak of the Gaussian function $p_2$ is strongly influenced by the near field intensity distribution. In our particular case, the spatial modes fill the light guiding core homogeneously, resulting in a multi-mode flat-top profile, cf. (c1) and (d1) in Fig. 6. The peak is therefore very close to the maximum propagation constant, thus, $p_2 = 8.844$. The parameter $p_3$ describes the modal attenuation with decreasing $\beta$-values and depends strongly on the NA of the laser beam. For this particular case $p_3 = 0.013$.

The approximation of the modal weights distribution into a Gaussian function, cf. Eq. (20), yields sufficiently accurate information about the power spectrum of an investigated fiber and is useful for source modelling if no experimental access to beam’s caustic or spectrum is at hand.

G. Beam shaping example

The benefit of the presented partial coherent source modelling concept is demonstrated by means of a selected example. Visualization 1 shows the “flight” along the focus zone of a designed multi-focus intensity distribution based on a specific processing optics, which is useful for high-power cutting of sheet steel (details not part of this investigation). Local intensity features of this beam shaping example, such as, divergence, edge steepness, uniformity, or interference contrast are available during the propagation. Access to this information is provided by simulating the total intensity as partial coherent sum of weighted transverse fiber modes depending on the propagation distance $I_{\text{tot}}(z = z')$, cf. Eq. (2). The modal weight factors $A, B$ and $C$ (cf. Eq. (6)) used here origin from the modal decomposition discussed in Fig. 6 and Fig. 7. Thus, the modal decomposition is the precondition of the shown wave-optical simulation. The employed propagation operator to compute modal fields in different propagation planes $z'$ is based on the
angular spectrum of plane waves [30].

5. CHALLENGES OF NUMERICAL MODE ANALYSIS TECHNIQUES

Considering the modal decomposition results of Sec. 4F and Fig. 6, respectively, we have been able to describe the spatial properties of the light source very precisely. At this point we have to ask ourselves – and this applies to all related, numerical techniques [12, 14, 31] – whether these are actually the physical mode coefficients of the system, or whether we only have found one solution that describes our question in sufficient detail. A quantified statement about the uncertainty of a single mode coefficient cannot be provided here, especially since the number of considered modes is large and the source of errors is multi-dimensional.

To understand this ambiguity more thoroughly, the correlation coefficient [32] between two arbitrary rows of the matrix $X$ is considered. In each row of $X$, not only the intensity profiles, but also the propagation behavior of each mode field is stored, cf. Eq. (12). This matrix indicates that although modes pairs are mathematically different (orthogonal), some of their intensity distributions along the propagation might be very similar, resulting in high correlation coefficients ($\geq 0.8$), see also example in the bottom of Fig. 9. Thus, mode analysis techniques, such as the present one, whose algorithms are based on intensity differences at different propagation distances, cf. Eq. (14), will have difficulties to distinguish certain mode pairs.

In analogy to phase diversity concepts known from phase retrieval algorithms [33, 34], we propose to consider further properties of the multi-mode beam under test. The consideration of diffraction at well-defined obstacles could help numerical mode analysis concepts to distinguish between certain mode groups. For example, diffraction at triangular apertures can be used to unveil orbital angular momentum states of laser radiation [35]. The consideration of such or similar characteristics could help to minimize ambiguities in the present problem. Although the procedure is not demonstrated and only proposed here, we call the concept “modal diversity.”

Deep learning concepts show a lot of potential to solve mode analysis problems numerically and are recently frequently researched. Some aspects of uncertainty might be mitigated with a proper choice of neural network [36, 37]. Although, to our knowledge, these techniques were only applied to few-mode fibers, we believe they are equally beneficial for the analysis of highly multi-mode fiber beams, in particular, if computation time and the minimization of inaccuracies in the determination of mode coefficients is considered. We see particular potential if they could be linked with the above mentioned concept of modal diversity.

6. CONCLUSION

We presented a modal decomposition approach to analyze the focal field of highly multi-mode optical fibers. It is performed numerically by iterating constrained linear least square regressions with consideration of intermodal degrees of coherence. The concept was applied to multi-kW multi-mode beams with relevance for industrial laser cutting. We have shown that, if experimental access to the beam’s caustic and its spectral density distribution is...
available, an accurate wave-optical description of the light source can be achieved based on the physical modes of the fiber. The introduced method can be applied to establish a wave-optical model of highly multi-mode fibers, which is strongly relevant to laser material processing, imaging technologies and fiber characterization.

Finally, the concept of modal diversity was suggested to mitigate ambiguities occurring especially in the analysis of highly multimodal laser radiation.
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