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ABSTRACT Non-terrestrial Networks (NTNs) have become an appealing concept over the last few years and they are foreseen as a cornerstone for the next generations of mobile communication systems. Despite opening up new market opportunities and use cases for the future, the novel impairments caused by the signal propagation over the NTN channel, compromises several procedures of the current cellular standards. One of the first and most important procedures impacted is the random access (RA) procedure, which is mainly utilized for achieving uplink synchronization among users in several standards, such as the fourth and fifth generation of mobile communication (4 & 5G) and narrowband internet of things (NB-IoT). In this work, we analyse the challenges imposed by the considerably increased delay in the communication link on the RA procedure and propose new solutions to overcome those challenges. A trade-off analysis of various solutions is provided taking into account also the already existing ones in the literature. In order to broaden the scope of applicability, we keep the analysis general targeting 4G, 5G and NB-IoT systems since the RA procedure is quasi-identical among these technologies. Last but not least, we go one step further and validate our techniques in an experimental setup, consisting of a user and a base station implemented in open air interface (OAI), and an NTN channel implemented in hardware that emulates the signal propagation delay. The laboratory test-bed built in this work, not only enables us to validate various solutions, but also plays a crucial role in identifying novel challenges not previously treated in the literature. Finally, an important key performance indicator (KPI) of the RA procedure over NTN is shown, which is the time that a single user requires to establish a connection with the base station.
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I. INTRODUCTION

Orthogonal frequency division multiple access (OFDMA) is an efficient multiple-access technique utilized in modern wireless communication systems including NB-IoT, 4G long term evolution (LTE) and 5G new radio (NR) [1]. The most important precondition for these technologies is establishing a time-frequency synchronization between the users and the base station. The synchronization in downlink is achieved by specific synchronization signals that are broadcasted by the base station to all the users in specific time-intervals, whereas the uplink synchronization is obtained by an explicit procedure known as random access (RA) procedure. A failure in the synchronization phase, either downlink or uplink, would deprive the users from accessing the network and being able to transmit or receive data.

Non-terrestrial networks, as defined by the 3rd Generation Partnership Project (3GPP), are a popular concept nowadays for current and near-future generations of mobile communications, due to their unique capabilities in providing connectivity in areas where a terrestrial infrastructure is unfeasible or cost-inefficient. In fact, a work item (WI) has already started in order to enable NTN-based 5G systems [2], and a study item (SI) is about to conclude regarding NB-IoT via NTN [3]. Nevertheless, despite from bringing several
important advantages and opening up new market opportunities, the presence of the NTN channel, being quite different from a terrestrial one, imposes new challenges to be carefully considered [2]. One of these challenges is the increased delay in the communication link [5], [6], and the first phase that will be directly impacted is the uplink synchronization enabled by the RA procedure. Notably, depending on the altitude and the type of the NTN platform the delay will vary, reaching round trip time (RTT) values of up to 480 ms for a GEO satellite with transparent payload.

There exist several works in the literature that have analyzed the impact of the increased propagation delay over the NTN channel on the RA procedure. One of the well known and widely accepted solution to cancel out this increased delay is the application of a Timing Advance (TA) from the users when transiting their uplink signal to the base station [7]–[9]. According to these works, a Global Navigation Satellite System (GNSS) receiver can be used in order to estimate the location of the serving satellite and the user itself, so as to derive the TA required. Other works put forward the idea of a fixed TA employed only by taking into account the delay experienced at the center of the satellite antenna footprint (reported to the users by the base station), while leaving the other part to be handled in the same manner as in a terrestrial scenario [10], [11]. The differential delay part (with reference to the center of the antenna footprint) would limit the supported beam size by the protocol, as derived in [12]. To extend the supported beam size, new preamble formats for the RA procedure should be specifically designed targeting NTN systems, as proposed in [13]. Another widely accepted solution by all previous works is the increase of the relevant timers in the RA procedure that would force its failure. Obviously, the proposed timers greatly depend on the altitude of the NTN terminal and the protocol considered. In fact, although the RA procedure is quite similar in LTE, NR and NB-IoT, the corresponding timers related to this process may change from one standard to another. It is worth highlighting here that these challenges and solutions have been also treated in 3GPP, mainly summarized in [2], [3].

While all the above-mentioned proposals to counteract the impact of the increased delay on the RA procedure hold in theory, some of them fail in practice according to the findings of this paper. This is because none of the current works have done an in-depth analysis of the protocol, either LTE, NR or NB-IoT in the context of NTN operation. In addition, validation of the current proposals is missing and other crucial challenges that would lead to a failure in the RA procedure over NTN have been ignored. To cover this gap in the literature, we do an in-depth analysis of the RA procedure over NTN and the corresponding challenges imposed by the increased signal propagation delay. We propose novel solutions to counteract the impact of the increased delay on the RA procedure and do a trade-off analysis of different approaches, taking into account also the already existing ones in the literature. Last but not least, we go one step further and validate our proposed solutions on a realistic experimental setup utilizing the Open Air Interface (OAI) implementations of the 3GPP users and base station and an NTN channel emulator implemented in hardware (HW). The experimental setup has played a crucial role in this work because it allowed us to identify through a trail-and-error approach the new challenges not previously treated in the literature, and to test various solutions from a practical point of view. Overall, the contributions of this work can be summarized as follows:

- We identify new challenges, not treated so far, regarding the RA procedure over NTN imposed by the considerable increased delay in the communication link.
- We propose novel solutions for the challenges identified in this paper, as well as for the ones already treated in other works, and provide a trade-off analysis of various approaches.
- In order to test our solutions, we design a testbed based on OAI implementation for the 3GPP users and base station, and HW implementation for the NTN channel emulating the experienced delay in the communication link between the users and the base station.
- We measure and show an important KPI of the RA procedure over NTN, such as the single user access time. This will act as a lower bound for future works in this area where more than one user can access the network and collisions may occur during the RA procedure.

It is worth emphasizing here that for the purpose of broadening the scope of applicability, we keep the analysis of the RA procedure general targeting LTE, NR and NB-IoT standard. As previously mentioned, this important procedure for achieving uplink synchronization is quasi-identical among these protocols, as we will see later on.

The paper is organized as follows. In Section II we provide a brief overview of the RA procedure in cellular networks. In Section III we analyse the challenges of the RA procedure when adopted over NTN and in Section IV we propose techniques to counteract the challenges and provide a trade-off analysis among various approaches. Section V describes the laboratory setup of our experiment and explains the implementation of the proposed algorithms. Our solutions are validated and the user access time under different NTN delays is shown. Finally, we conclude the paper in Section VI by summarizing the work and highlighting the future directions.

II. A BRIEF OVERVIEW OF THE RA PROCEDURE IN CELLULAR NETWORKS

The downlink synchronization of a cellular network is achieved by specific signals broadcasted to all the user equipments (UEs) by the base station (BS), termed as primary synchronization signal (PSS) and secondary synchronization signals (SSS). If applied in the uplink, this broadcasting/always-on synchronization mechanism would not be efficient due to the limited power at the user side and the high amount of interference it would be generated. Therefore, an alternative more efficient procedure is utilized, known as the RA procedure. There are two types of RA, contention-based
and contention-free. While contention-based RA consists of a 4-step message exchange between the UEs and the BS, the contention-free mechanism uses only a 2-step message exchange. The RA procedure is triggered in different situations as illustrated in Figure 1. Please note that compared to LTE and NB-IoT, there is a stronger necessity of the RA procedure in NR, and this is also an indicator of why this mechanism is highly important, and worth analysing its feasibility over NTN. A more detailed description of each steps involved in the RA procedure is given below.

A. MESSAGE 1
After achieving downlink synchronization, the UEs are able to decode important control channels containing useful information for the subsequent steps, such as the configuration index of physical random access channel (PRACH). The "channel" terminology in LTE, NB-IoT or NR is used to identify the type of data that is carried over specific time-frequency resources. For example, the Message 1 is sent only over the PRACH channel and the time-frequency resources of the PRACH, which is also known as the RA opportunity (RAO), are derived by the configuration index. When there is a RAO, the UE will send a random access preamble to the serving BS, by using the PRACH. This allows the BS to estimate the RTT for each UE, based on the time of arrival (ToA) of the received preamble. The BS will utilize the ToA estimate for determining a timing advance (TA) to be applied by each UE. Doing so, the uplink transmission from various UEs will be time-synchronized. What is worth emphasizing here is that at this step the UEs will compete for the same PRACH channel (same RAO), hence packet collision may occur. To reduce the probability of collision, there exist a list of possible preamble sequences defined in the standard and the UEs randomly select one. Notably, in case two UEs randomly select the same preamble sequence to initiate the RA procedure, a collision will occur, leading to a failure of the RA procedure. In such a case, the UEs will try again to send the preamble after a back-off time and a power-ramping.

B. MESSAGE 2
The BS will continuously check for preamble reception at a RAO and in case it detects one, it will respond with a random access response (RAR) known as Message 2. The RAR contains the TA parameter that we mentioned earlier, as well as the scheduling information pointing to the radio resources that the UEs has to utilize for subsequent uplink data transmission and the modulation and coding scheme (MCS). All the future message exchanges between the UEs and the BS, either in downlink or uplink, are now orchestrated by the BS. In contrast to Message 1 transmission, collision avoidance is achieved by assigning distinct time-frequency resources to different UEs. Last but not least, the UEs wait for a limited amount of time for Message 2 reception, as defined in the
standard. This is also known as the RAR window size. If the RAR is not received inside a certain window size, the RA procedure is considered as unsuccessful. Again, the RA procedure has to be repeated according to the rules defined in the standard.

C. MESSAGE 3

Until this stage, the UE does not have a unique identity (ID) in the network. The RA preamble sequence number cannot act as an ID because the same one can be selected by multiple UEs. Therefore, the main goal of Message 3 transmission is to initiate a connection request where the UE is introduced in the network with a unique ID (known as C-RNTI). This phase is also known as the contention resolution phase. Please note that in case of a contention-free RA Message 3 and Message 4 transmission are skipped because in such situations the user is already uniquely identified (e.g. when synchronization is lost). Together with a randomly selected C-RNTI, the UE may also report its data volume status and power headroom to facilitate the scheduling and power allocation algorithms for subsequent transmissions.

D. MESSAGE 4

In this final step, the BS will send back to the UE the confirmation regarding the selected temporary C-RNTI, which will act as a permanent ID for the user for all the future message exchanges. Similar to Message 2 reception, also in this case the UE will wait for Message 4 until the contention resolution timer is valid. If this timer expires, the UE will re-attempt the RA procedure again at another RAO. Last but not least, hybrid automatic repeat request (HARQ) protocol is adopted for Message 3 and 4 transmission. It mainly consists of an extra message indicating the reception or not (ACK or NACK) of a certain packet. In case of NACK, the same packet has to be re-transmitted. Figure 2 illustrates the four steps involved in the RA procedure, whereas Figure 3 shows the state machine representation at the UE and BS side, in an example scenario where the UE is attempting the initial access, transitioning from radio resource control (RRC) Idle mode to RRC Connected mode. This will facilitate and assist the explanation of the challenges in the following section.

III. CHALLENGES OF RA PROCEDURE OVER NTN

The aim of this section is to analyse the obstacles that would make the RA procedure fail when larger delays (compared to terrestrial scenario) are introduced in the communication link. Before going on with the investigation, we would firstly like to emphasize another crucial aspect that is common among LTE, NR and NB-IoT. The radio frames of all these three important technologies are 10 ms long, consisting of 10 subframes (SF), each of 1 ms duration. This shared feature enables us to keep the analysis general since the following challenges would hold for all these three technologies. To improve the material flow, the technical divergences among them are highlighted when needed.

A. RAO MISMATCH BETWEEN THE UE & BS

The PSS/SSS signals that are responsible for downlink synchronization, are sent over fixed SF, known by the UEs. This allows the UEs under the coverage area of the BS to be synchronized at a frame and SF level, as well as assign the SF numbering with reference to the PSS/SSS placement inside the frame. On the other hand, the system frame number is

| Configuration Index | LTE SF Number | Frame | NR SF Number | Frame |
|---------------------|---------------|-------|--------------|-------|
| 0                   | 1             | Even  | 1            | 1, 17, 33... |
| 1                   | 4             | Even  | 4            | 1, 17, 33... |
| 2                   | 7             | Even  | 7            | 1, 17, 33... |
| 3                   | 1             | Any   | 9            | 1, 17, 33... |
| 4                   | 4             | Any   | 1            | 1, 9, 17,... |
|                     |               |       |              |       |

TABLE 1. PRACH configuration index mapped into RAO time & periodicity [14], [15].
included in the master information block (MIB), which is directly decoded by the UEs after PSS/SSS synchronization process. As previously stated, the RAO time and periodicity is determined by the PRACH configuration index, which is encapsulated and broadcasted to all the UEs through the system information block (SIB). Table 1 gives only a set of possible RAO time/periodicity for LTE and NR. Obviously, a much larger number of configurations exist, especially for NR, which can be specifically found in the standard (Table 5.7.1-2 for LTE [14] and Table 6.3.3.2-2 for NR [15]). In NB-IoT there is no PRACH configuration index reported, thus the PRACH time and periodicity are communicated separately in SIB (Section 10.1.6 [14]). However, the principle would be the same. Assuming an LTE BS, operating over a PRACH configuration index 3, the UEs will initiate the RA procedure at SF number 1 at any frame. Also the BS will check at SF 1 for preamble detection and measure the ToA of the preambles, so as to estimate the TA and correct the time-misalignment (see Figure 4.a).

Let us now assume the same BS operating over an NTN platform (e.g. LEO satellite at 600 km altitude). The minimum RTT in such a scenario would be 4 ms. Due to this drastic change of the delay, the PSS/SSS signals will arrive at the UE at least 2 ms after they are produced. Nevertheless, despite the increased delay, the SF-level synchronization and numbering at the downlink is not impacted, only shifted in time (2 SF in our example as shown in Figure 4.b). This time-shift in downlink, together with the time that the signal required to propagate in the uplink, would cause a mismatch between the RAO at the UE and BS. Referring to the state machines in Figure 5, the BS will be stuck forever on state “Wait Msg1” if no modifications are done in the current standard, because it will process only SF 1 for preamble reception according to this PRACH configuration index, while in fact the preambles will arrive at SF 5.

**B. MESSAGE 2 WITHDRAWAL BY THE UE**

Assuming that we are able to solve the above-mentioned challenge, the next obstacle that would occur in the RA procedure is the Message 2 withdrawal by the UEs. When the UE initiate the RA procedure, it assigns to the preamble a specific random access ID, known as RA-RNTI, which is explicitly derived by the time-frequency resources utilized for preamble transmission. The following equations are utilized for RA-RNTI derivation, as specified in the standard (NB-IoT/LTE [16], NR [17]).

\[
\text{LTE: } RA - RNTI = 1 + t_{id} + 10 \cdot f_{id} \tag{1}
\]

\[
\text{NB-IoT: } RA - RNTI = 1 + \left\lfloor \frac{t_{id}}{4} \right\rfloor + 256 \cdot c_{id} \tag{2}
\]

\[
\text{NR: } RA - RNTI = 1 + s_{id} + 14 \cdot t_{id} + 14 \cdot 80 \cdot f_{id} + 14 \cdot 80 \cdot 8 \cdot c_{id} \tag{3}
\]

Please note that \(t_{id}\) is the index of the SF related to the RAO when the preamble is sent, \(f_{id}\) is the index that relates to the frequency used for preamble transmission, \(c_{id}\) is the carrier index and \(s_{id}\) is the symbol index. The exact same equations are utilized also by the BS to calculate the RA-RNTI that will be encoded in the RAR message, which will then be sent to the UE. However, similar to the previous problem, because there is a mismatch in the SF numbering of the RAO between the UE and the BS, the RA-RNTI associated with Message 1 transmission would be different from the one received together with Message 2. The UE will withdraw the RAR message received because it will assume that it belongs to another user. In fact, also the parameters related to the frequency domain may be impacted due to the frequency shift caused by the high-speed movement of the NTN platform. However, this analysis is out of the scope of this work, and we study only the impact of the timing difference. In such a case, the UE will be stuck on the loop ”Wait Msg2 - Generate Msg1” according to the state machines shown in Figure 5, because the RAR window size will always expire.
C. Expiry of the RAR Window Size and Contention Resolution Timer

Even if we are able to solve the Message 2 withdrawal problem, for certain values of NTN altitudes the RAR window size will expire. When this happens, the UEs assume that their preamble is lost and will repeat sending Message 1 after a back-off time and a power ramping procedure, as specified by the standard. The same holds for the contention resolution (CR) phase. When the UE Transmits Message 3 to the BS, it will monitor the downlink channels for Message 4 reception until the expiration of the CR timer. The set of values for the $RAR_{window}$ and $CR_{timer}$ for NB-IoT/LTE [18] and NR [19] are given below:

**LTE:** $RAR_{window} = \{1, 2, 4, 6, 8, 10\} SF$

$CR_{timer} = \{8, 16, 24, 32, 40, 48, 56, 64\} SF$

(4)

**NB-IoT:** $RAR_{window} = \{2, 3, 4, 5, 6, 7, 8, 10\} PP$

$CR_{timer} = \{1, 2, 3, 4, 8, 16, 32, 64\} PP$

(5)

**NR:** $RAR_{window} = \{1, 2, 4, 8, 10, 20, 40, 80\} SL$

$CR_{timer} = \{8, 16, 24, 32, 40, 48, 56, 64\} SF$

(6)

Please note that SF stands for subframe duration, SL for slot duration and PP for physical downlink control channel (PDCCH) periodicity. As it can be seen, the maximum RAR window and CR timer supported in LTE are 10 ms and 64 ms, respectively. For NB-IoT, the calculations are done based on PDCCH periodicity, which varies from 1 ms to 10.24 seconds. Notably, these range of timers are enough to cover even NTN delays, which in the worst case scenario would be as high as 480 ms (GEO satellite with transparent payload). Hence, this challenge does not apply to NB-IoT. Last but not least, the calculations for the NR are a bit more complex because of its flexibility in the PHY layer. While it is true that the frame structure is the same as NB-IoT/LTE, the number of slots contained in 1 SF and the slot duration have a direct dependency on the subcarrier spacing (SCS). The NR standard [15] defines several SCS for the OFDM signal, thus in Table 2 we show the maximum RAR window supported for every numerology. Finally, regarding the CR timer for NR, it is identical to LTE.

D. Message 3 Demodulation & Decoding Problems

The CR phase of the RA procedure is orchestrated by the BS, and the time-frequency resources that the UE has to utilize for Message 3 are reported in the RAR. Apparently, this is done to avoid collision among different UEs. In the time-domain, the resource allocation for Message 3 is done through informing the UEs about the amount of time they have to wait (time-offset) after RAR reception, before transmitting their uplink signals. The minimum value for this time-offset is 4 SF (ms) in NB-IoT/LTE [20] because this corresponds also to the amount of processing time at the user side before initiating an uplink transmission. Regarding NR, the minimum value of such time-offset is dependent on the numerology [21]. Based on the offset that the UE has to apply, also the BS has to prepare for Message 3 reception. However, due to the increased delay in the communication link (which overcomes the SF length and the BS is not aware of in the current protocol), Message 3 will arrive at the BS not according to the resource allocation (see Figure 5). This will cause a failure in Message 3 reception and the BS will never enter in the “Generate Msg4” state (Figure 5). The same reasoning can be done also for the HARQ scheduling. The BS will monitor certain SF for receiving the ACK/NACK during the CR phase, which in fact will be further delayed.

E. Message 3 Demodulation & Decoding Problems

Solving the scheduling problem investigated earlier, does not still guarantee a correct reception of Message 3 at the BS side. This is because of the following reasons.

1) Demodulation reference signals (DMRS) mismatch

For the purpose of coherent demodulation and channel estimation, both at UE and BS side, reference symbols (pilots) are inserted in the downlink and uplink channels. Message 3 is sent over the physical uplink shared channel (PUSCH), therefore hereafter we will provide more details regarding the DMRS signals for the PUSCH channel to better explain this challenge. For NB-IoT/LTE standard, DMRS occupies the center symbol of every slot (contained by 7 symbols overall). Although understanding the positioning of DMRS sequence is quite straightforward, its generation is a bit more complex and involves many parameters. Referring to the NB-IoT/LTE standard [14], the generation of DMRS sequence directly depends on three main parameters as shown below:

$$r_{DMRS}(n) \sim e^{j\alpha n} \cdot r_{u,v}(n)$$

(7)
where $\alpha$ is the cyclic shift which defines the rotation of the sequence, $r_{u,v}$ is the base sequence determined by two other parameters (UE-specific) $u$ and $v$ that define the group hopping and sequence hopping, respectively. The cyclic shift $\alpha$ is given by:

$$\alpha = 2\pi \cdot \left\{ \frac{n_{DMRS}^{(1)} + n_{DMRS}^{(2)} + n_{PRS}(SF)}{12} \right\}_{mod 12}$$

(8)

where $n_{DMRS}^{(1)}$ and $n_{DMRS}^{(2)}$ take integer values from 0 to 10 defined in the standard [14]. What is worth noticing here is the last parameter that has a direct dependency on the SF number. This results in applying different cyclic shifts to the base sequence, leading to distinct DMRS symbols inserted at every SF. To correctly demodulate Message 3, the BS will have to utilize the same symbols (pilots), allowing to extract relevant parameters for the demodulation. However, due to the SF-mismatch caused by the increased delay that overcomes the SF length (as shown in Figure 5), the estimated parameters for the demodulation process will be erroneous, greatly distorting Message 3 reception. Please note that we provided further details for NB-IoT/LTE to assist the explanation of this challenge, but the same will occur also in NR because of the SF-dependency of the DMRS sequence [15].

2) Gold sequence mismatch

The Gold sequences are used in various wireless technologies as a scrambling code because of their high auto-correlation and low cross-correlation properties. Through the scrambling code that is applied to the bits after encoding and before proceeding with the modulation, the BS can separate signals coming simultaneously from various UEs, as well as the UEs can distinguish the signals coming from many different BS. In NB-IoT/LTE [14] and NR [15], the Gold sequence $c$ is generated by combining two m-sequences $x_1$ and $x_2$ through an XOR gate, as follows:

$$c(n) = \{x_1(n + N_c) + x_2(n + N_c)\}_{mod 2}$$

(9)

where $N_c = 1600$ is fixed. The final obtained Gold sequence will depend on the initialization value:

$$c_{init} = x_{1init} + x_{2init}(SF)$$

(10)

As it can be noted, the initialization of one of the m-sequences has a SF-dependency, resulting in distinct scrambling codes for different SF. This will cause Message 3 decoding issues because the de-scrambling sequence applied at the BS side will be different from the scrambling one at the UE (similar to the demodulation problem previously explained).

Please note that the demodulation and decoding problems will occur only in the uplink transmission (UE -> BS). In the downlink (BS -> UE), the SF numbering matches, being assigned with reference to PSS/SSS location in the frame, as previously emphasized.

IV. PROPOSED SOLUTIONS TO OVERCOME THE CHALLENGES AND TRADE-OFF ANALYSIS

The aim of this section is to describe the proposed solutions which counteract the challenges treated in Section III. Furthermore, a trade-off analysis will be provided for the various approaches.

A. TIMING ADVANCE (TA) AT THE UE SIDE

To compensate for the RAO mismatch between the UE and BS, a TA can be applied, so that the preamble transmitted by the on-ground UEs arrive at the right RAO at the BS, as specified by the PRACH configuration parameters. To do so, the UEs has to estimate the RTT in the NTN channel, which can be realized through the GNSS positioning capability together with the knowledge of the NTN orbital parameters. Although this solution is already proposed in the literature [7]–[9], it lacks a detailed description implementation-wise. The existing TA concept, either in NB-IoT, LTE or NR, can be only applied in a sample-level, and due to this, there are practical limitation to be considered. To illustrate this, let us take as an example the TA application in LTE. The minimum TA that can be applied in LTE is $T_{A} = 16 \cdot T_s \cdot T_{AC}$, where $T_s$ is the sample duration given by:

$$T_s = \frac{1}{FFT_{size} \cdot SCS} = \frac{1}{2048 \cdot 15000}$$

(11)

and the TAC is the timing advance command reported in RAR. There are 11 bits reserved for reporting TAC, ranging from 0 to 1282, corresponding to TA values of up to 0.67 ms. Although being able to estimate higher values of the TA before transmitting Message 1, it is practically impossible to apply a TAC greater than 2048 samples which is also the FFT size in LTE. The TAC needed to counteract NTN delays has to be much larger than the SF length, thus overcoming the FFT size. Alternative ways should be proposed.

In this work, we put forward the idea of applying a SF-level TA at the UE side, in addition to the sample-level one already defined by the standard. This can be done through applying a time correction in the mapping of the PRACH configuration index into RAO time and periodicity at the UE side, as shown in Table 1, while leaving it unchanged at the BS. Table 3 gives an example of how the configuration index would be mapped in RAO time and periodicity for NR. Obviously, the specific SF advance (SFA) and/or frame advance (FA) will have a direct dependency on the old value.

| Configuration Index | SF Number | NR over NTN |
|---------------------|-----------|-------------|
| 0                   | 1 - SFA   | 1-FA, 17-FA, 33-FA... |
| 1                   | 4 - SFA   | 1-FA, 17-FA, 33-FA... |
| 2                   | 7 - SFA   | 1-FA, 17-FA, 33-FA... |
| 3                   | 9 - SFA   | 1-FA, 17-FA, 33-FA... |
| 4                   | 1 - SFA   | 1-FA, 17-FA, 33-FA... |
|                     |           |             |
of the RAO Frame and SF, and the estimated RTT. For example, if the BS is operating over a PRACH configuration index 3 and the estimated RTT by a specific UE is 4.3 ms, SFA will be 4 and FA will be 0. The remaining part of 0.3 ms can be handled by the sample-level TA.

In a similar way, relying on GNSS estimates at the UE side, such SF-timing correction can be also included in Equation (1) - (3) to solve the Message 2 withdrawal by the UE, and in Equation (7) - (10) to solve the demodulation and decoding issues. Doing so would make the RA-RNTI associated with the sent preamble to match the one received in RAR, and enable correct demodulation/decoding at the BS.

B. SF-LEVEL TIMING DELAY (TD) AT THE BS SIDE

The TA concept, even at a SF-level, fails to solve the scheduling mismatch between the UE and the BS treated in Section III-D. As we explained, the resource allocation in time-domain for Message 3 is performed by assigning a time-offset to the UEs, which has to be applied after the reception of the RAR message (where the time-offset information is included). If we take the NB-IoT standard as an example, such time-offset ranges from 4 to 64 ms. However, the RTT over an NTN channel overcomes this range of values, making the application of the TA totally unfeasible when the time-offset is set to 4 (required for processing), and partially unfeasible for the other set of values (depending on the NTN altitude). Therefore, this raises the need of a SF-level TD to be applied at the BS, as illustrated in Figure 6.

Please note that in order to delay the reception of Message 3, the BS has to be aware of the NTN altitude and the RTT experienced at the center of its beam. Such information can be provided/included in the deployment phase of the network since it will be fixed over time.

In a similar way, the SF-level TD can be executed at the BS side for the RAO mismatch. Clearly, this will require a new mapping of the PRACH configuration index into the RAO time and periodicity at the BS, resembling Table 3 but with the difference of applying a SF delay (SFD) and frame delay (FD) instead of SFA and FA. Furthermore, the same concept can be utilized for SF-timing corrections in Equation (1) - (3) and (7) - (10). This solution will not require any modification at the UE side.

C. ADAPTATION OF TIMERS

To avoid the expiry of the RAR window size and contention resolution timer, the adaptation can be done either at the UE or the BS. If done at the UE side, again the GNSS estimates will play a role. The estimation of the RTT has to be added on top of the values reported by the BS, as shown in Equation (4) - (6). If done at the BS side, the new values should be reported in the SIB, where all the relevant parameters for the RA procedure are included. In the current NB-IoT/LTE and NR standard, only 3-bits are reserved for reporting the RAR window size, and other 3-bits for the contention resolution timer. This is because there are only up to 8 possible values reported. Including more values in the current standards with the purpose of covering also the NTN delays would require extra bits in the SIB field.

D. TRADE-OFF ANALYSIS

As it has been pointed out, some of the above-mentioned solutions can be implemented at the UE or the BS. This raises the need for a trade-off analysis to compare among these two different approaches.

1) Power consumption

The TA approach covered in Section V-A relies on the utilization of the GNSS signals to estimate the UE position, before starting the RA procedure (see Figure 7). To have a rough estimation of the RTT in the NTN channel, the UE has to be provided also with the two-line element set (TLE) of the NTN platform in order to predict its location over time. This added procedure compared to a terrestrial network (TN) will directly impact the power consumption of the UE, which is a very sensitive matter, especially for the NB-IoT standard. In fact, the increased power consumption due to GNSS has been deeply analyzed in [3], by considering various commercial UEs and scenarios. The simulation results provided in [3] show a reduction in battery life in the range of 10 - 40% for UEs placed in a medium coverage level with maximum coupling loss (MCL) of 154 dB. Clearly, the diversity of the battery life-time reduction comes from the various applications the UEs are being used for (different packet sizes for the uplink data reports), and the various GNSS modules utilized for positioning.

In contrast to the TA, implementing the TD approach at the BS side, as described in Section V-B, will eliminate the need for the extra GNSS processing at the UE (without an impact...
in the battery life-time), leading to coverage limitations, as we will see below.

2) NTN Coverage

In a terrestrial network, the cell radius $R_{\text{cell}}$ is dependant on the cyclic prefix (CP) length $T_{cp}$ of the preamble generated during Message 1 transmission of the RA procedure. To correctly receive the preambles from various UEs in a RAO, the differential RTT of signal propagation among the UEs should not overcome the CP length of the preamble. This can be expressed by the following equation:

$$D_{\text{max}} - D_{\text{min}} = R_{\text{cell}} \leq c \cdot T_{cp}/2$$  \hspace{1cm} (12)

where $D_{\text{max}}$ and $D_{\text{min}}$ represent the maximum and the minimum UE distance from the BS. There exist different preamble formats defined in the NB-IoT/LTE [14] and NR [15] standard, where some are captured in Table 4. As it can be seen, the CP length alters with the preamble format, resulting in distinct cell sizes. While in a terrestrial network $D_{\text{min}} = 0$ and $D_{\text{max}} = R_{\text{cell}}$, the same does not hold in NTN (please refer to Figure 8). To derive the cell sizes in NTN we exploit the system geometry in Figure 8 and write the following equations, in a similar way to [12]. The distance $D$ from a UE to the BS in NTN can be calculated by:

$$D(\alpha) = \sqrt{R_E^2 \sin(\alpha)^2 + h_s^2 + 2R_E h_s - R_E \cdot \sin(\alpha)}$$ \hspace{1cm} (13)

where $\alpha$ is the elevation angle, $h_s$ is the altitude of the NTN platform and $R_E$ is the radius of Earth. Given the minimum elevation angle $\alpha_{\text{min}}$ of a certain cell, we can easily derive $D_{\text{max}}(\alpha_{\text{min}})$ by Equation (13), and $D_{\text{min}}(\alpha_{\text{max}})$ by the following:

$$D_{\text{min}}(\alpha_{\text{max}}) = \min_{\alpha} D(\alpha)$$ \hspace{1cm} (14)

such that:

$$D_{\text{max}}(\alpha_{\text{min}}) - D(\alpha) \leq c \cdot T_{cp}/2$$

$$\alpha \in [\alpha_{\text{min}}, 90^\circ]$$

After obtaining $D_{\text{min}}$ and $D_{\text{max}}$ for a particular cell, the radius $x$ can be calculated as follows:

$$x = \frac{\sqrt{D_{\text{max}}^2 + D_{\text{min}}^2 + 2D_{\text{max}}D_{\text{min}} \cos(\alpha_{\text{max}} + \alpha_{\text{min}})}}{2}$$ \hspace{1cm} (15)

Through numerical simulations, we obtain the NTN cell sizes for different preamble formats in NB-IoT, LTE and NR, for a LEO satellite at 600 km altitude (see Figure 9). For simplicity, we show the results with respect to the cell center elevation angle $\alpha_{\text{cen}}$, derived after fixing $\alpha_{\text{min}}$ and obtaining $x$.

As it can be observed, there is a limitation in the size of the NTN cells supported, driven by the preamble format and $\alpha_{\text{cen}}$. This does not occur in the case of TA approach, because the TA is applied individually at Message 1 by the UEs, making sure that they arrive at the BS at the correct RAO. Whereas, in the TD approach, the BS can delay the RAO to accumulate the preambles from all the UEs inside a cell, but cannot have several RAO. Alternative NB-IoT/LTE or NR carriers are needed for the other cells, having different PRACH configurations and applying different TD at the BS, depending on the characteristics of the cell. Please note that the TD does not need to be continuously estimated, but rather fixed at the deployment phase of the network. For example, if the range of the RTT in a cell is 4.1 - 4.6 ms, the BS has always to apply a fixed SFD = 4 for that cell, while leaving the residual 0.1 - 0.6 ms to be handled by the protocol itself (clearly the preamble format selected should have $T_{cp} \geq 0.6$). Another interesting observation here is that

![FIGURE 8. NTN system geometry](image)

![FIGURE 9. NTN cell radius as a function of the cell center elevation angle](image)

**TABLE 4. CP length for some preamble formats.**

| Preamble Format | CP length in ms |
|-----------------|-----------------|
|                 | NB-IoT | LTE | NR |
| 0               | 0.027  | 0.1 | 0.1 |
| 1               | 0.067  | 0.68 | 0.68 |
| 2               | 0.8    | 0.2  | 0.15 |
certain cells cannot provide services at all. For example, let us assume an LTE over NTN scenario, and a cell where the range of RTT is between 5.6 and 5.9 ms. While the BS can apply SFD = 5, the residual part of 0.6 to 0.9 ms cannot be estimated/corrected with the current existing preamble formats. This will obviously cause further limitations in the coverage. Again, such restriction does occur in the case of the TA technique, because in addition to the SF-level TA, a sample-level TA can be employed at the UE side.

V. EXPERIMENTAL VALIDATION

A. EXPERIMENTAL SETUP

The infrastructure illustrated in Figure 10 has been developed using OpenAirInterface (OAI) [22]. OAI is open-source software that is being used for the experimentation, evaluation, development of current 3GPP wireless communication standards such as LTE and 5G [23], and several 3GPP proposals towards 5G and beyond. The experimental validation of our proposed techniques has been done by employing the LTE protocol stack since it is the most mature one currently developed by OAI. Figure 11 and 12 show the block diagram of OAI implementation of the 3GPP LTE stack coupled with our incorporated NTN adaptations, spanning Physical (PHY) and Medium Access Control (MAC) layers. As it can be noted, both the TA and TD approach have been tested, as described in Section IV. More specifically, we deployed the OAI LTE stack on general-purpose processors coupled with software-defined radio for signal generation and acquisition. This experimental setup focuses more on the radio access network (RAN) side with abstracted connection to the EPC so-called noS1 mode. Hence, it allows testing of OAI base-station and UEs without the support of the core network, which is a great advantage of OAI for accelerating the development time.

The physical interconnections between the system components is also illustrated in Figure 10. The connection between the processing units and the software-defined radio (SDR) units is established via small form-factor pluggable (SFP+) transceivers, which support 10 Gigabit Ethernet (GigE) con-
connection. Accordingly, it gives a better realization for high-speed communication networks between the processing units (host computers) and SDRs. Thus, the host-based OAI software can seamlessly control the SDR hardware to receive and transmit data over the 10GigE link.

The NTN channel emulator, a core component for verifying and validating the NTN development, has been implemented on top of a field-programmable gate array (FPGA) using custom-designed hardware from VadaTech. It provides an IP-Core implementing the RTT delay using a deep first in first out (FIFO) buffer, which utilizes an external Double Data Rate (DDR) Synchronous Dynamic Random-Access Memory (SDRAM) chipset. The implemented delay length is based on the frequency rate at which the data writes and reads to/from the Deep FIFO, and the depth of the FIFO buffer. By fixing the depth of the FIFO buffer and manipulating the frequency of the sample generation, which then are passed through the Deep FIFO, we are able to emulate various delays, reaching RTT values of up to 600 ms.

**TABLE 5. Experimental configuration**

| Knobs                  | Meters          |
|------------------------|-----------------|
| Band                   | 7               |
| Duplex                 | FDD             |
| Downlink frequency     | 2.68 GHz        |
| Uplink frequency       | 2.56 GHz        |
| Bandwidth              | 5 MHz           |
| TM mode                | 1               |
| Satellite Attitude     | 600 - 35793 km  |
| Satellite payload      | regenerative/transparent |
| RTT Range              | 4 - 480 ms      |

*The table indicates the baseline for the Base Station, UE and NTN channel configuration which have been used in this experiment.

We specifically used in that setup USRPn310 from National Instruments as a software-defined base station and software-defined UE. Further, the NTN channel emulator receive and transmit the signals from/to SDRs using SMA (SubMiniature version A) RF connectors. Accordingly, we assume that the software-defined base station can either be placed at the NTN platform, e.g., in case of a regenerative payload type, or be placed on-ground in case of a transparent payload type. Clearly, the payload type will impact also the RTT in the communication link. In this experiment we assume an NTN altitude ranging between 600 to 35793 km, which results in RTT values between 4 to 480 ms. Table 5 shows some of the most relevant configuration parameters. The system uses the LTE band 7, which is a frequency division duplex band (FDD) operating on a downlink frequency 2.68 GHz with an uplink offset of 120 MHz. In LTE the available bandwidths (BW) are 1.4, 5, 10, and 20 MHz. For this experiment we use the 5 MHz BW configuration.

**B. EXPERIMENTAL RESULTS**

Through the experimental setup we validate that our proposed solutions are able to counteract the induced challenges by the extreme delays in the communication link, thus leading to a successful RA procedure. Figure 13 illustrates the specific adaptations implemented in order to have a successful signal reception, either at UE or BS, for every single step involved in the RA procedure. Such trial-and-error approach enabled us to identify the new challenges not previously treated in the literature, such as the Message 2 withdrawal (Section III-B) and the Message 3 demodulation and decoding problems (Section III-E). Furthermore, we tested that the TA concept, as previously proposed in the literature (although lacking an implementation-wise description), has practical limitations if applied only at a sample-level, leading us to propose a SF-level TA. While this was able to solve the RAO mismatch between the UE and the BS (Section III-A), it failed to deal with the Message 3 and HARQ scheduling mismatch (Section III-D). This is the reason why for the TD approach all the NTN adaptations can be applied at the BS side (see Figure 11), whereas for the TA approach we still need the Message 3 and HARQ scheduling mismatch to be resolved at the BS, and not at the UE (see Figure 12).

In addition to achieving a successful RA procedure, we
FIGURE 13. NTN adaptations in the experiment that led to a step-by-step success of the RA procedure.

FIGURE 14. Single User Access Time (no collision)

measure the time required by a single user to access the network under different values of RTTs, illustrated in Figure 14. As it can be seen, the TD approach results in a step-function behaviour because there are discrete values of the RAR window size and contention resolution timers reported by the BS to the UE (see Equation (4)). In our experiment, we add 16 more values (extra 4 bits) to the already existing ones, covering the NTN delays. In the TA approach we assume a perfect estimation of the TA by the UE, thus updating the RAR window size and contention resolution timer accordingly. Please note that we do not consider any extra time for the GNSS estimate since this process can be done in parallel with obtaining PSS/SSS synchronization. If it is done after, as shown in Figure 7, clearly the access time would be impacted. This is something we cannot measure in our experiment.

In a terrestrial-network case, the main delay bottleneck is caused by the processing time at the BS and UE. For LTE, such processing delay is around 4 ms, resulting in an access delay of around 12 ms in ideal channel conditions and without preamble collisions.

In an NTN case, the delay in the communication link becomes a driving factor in deciding the overall time the user needs for acquiring (re-acquiring) access to the serving BS. As it can be observed from Figure 14 the access time for a single user can be as high as 970 msec in the worst case scenario of a GEO satellite with transparent payload. Clearly, these results represent only a lower bound since a single user is utilized for the experiment and represents a case where no collisions occurs. In a scenario where many users will try to access the network simultaneously, the presence of collisions in the RA procedure will naturally lead to a further increase in the user access times. This is something we are not able to measure in the current experimental setup due to hardware limitations. Nevertheless, the obtained results are a big step forward towards NTN systems. Through this work, we are able to demonstrate a successful RA procedure even in extreme values of delays experienced over a GEO satellite and measure the single-user access time, which will act as a lower bound for future work in this direction.

VI. CONCLUSIONS

In this paper, we considered the RA procedure, which is a highly crucial mechanism in several standards, such as LTE, NB-IoT and NR, mainly utilized by the users to obtain uplink synchronization in the network. We analyzed the challenges imposed by the increased delay in an NTN channel into the RA procedure, and came up with novel practical solutions for the challenges identified. To test the proposed solutions, we designed a testbed based on OAI implementation for the 3GPP users and base station, and HW implementation for the NTN channel emulating the signal propagation delay. The laboratory testbed built in this work enabled us to identify novel challenges not previously treated in the literature, demonstrate a successful RA procedure over NTN, and measure the single-user access times for various values
of RTTs. The work shown in this paper increases the technology readiness level (TRL) of NTN-based cellular systems, demonstrating over a laboratory environment a successful RA procedure even in extreme values of delays experienced in a GEO satellite.

In the future work, we aim to improve the capabilities of our experimental setup in order to be able to test a scenario where multiple user will have to access the network at the same time. Doing so will increase the probability of collisions, enabling us to obtain further results regarding the user access time as a function of the number of users in an NTN network. Furthermore, we will analyse additional challenges in the RA procedure caused by another crucial impairment coming from the NTN platform movement, which is the Doppler shift. Last but not least, solutions where major changes are required in the standard will be implemented and tested as well, such as developing new preamble formats with larger CP lengths able to counterbalance the NTN coverage limitations highlighted in Section IV-D.
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