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Abstract

In a previous report, the second and third authors gave general theorems for unique strong solutions of infinite-dimensional stochastic differential equations (ISDEs) describing the dynamics of infinitely many interacting Brownian particles. One of the critical assumptions is the “IFC” condition. The IFC condition requires that, for a given weak solution, the scheme consisting of the finite-dimensional stochastic differential equations (SDEs) related to the ISDEs exists. Furthermore, the IFC condition implies that each finite-dimensional SDE has unique strong solutions. Unlike other assumptions, the IFC condition is challenging to verify, and so the previous report only verified it for solutions given by quasi-regular Dirichlet forms. In the present paper, we provide a sufficient condition for the IFC requirement in more general situations. In particular, we prove the IFC condition without assuming the quasi-regularity or symmetry of the associated Dirichlet forms. As an application of the theoretical formulation, the results derived in this paper are used to prove the uniqueness of Dirichlet forms and the dynamical universality of random matrices.

1 Introduction

We consider the dynamics of infinitely many interacting Brownian particles in the Euclidean space $\mathbb{R}^d$. We assume that each particle $X^i$ moves under the effect of itself and the other infinitely many particles. The dynamics $X = (X^i)_{i \in \mathbb{N}}$ can be described by the following infinite-dimensional stochastic differential equation (ISDE):

$$X^i_t - X^i_0 = \int_0^t \sigma(X^i_u, X_t^{i\circ})dB^i_u + \int_0^t b(X^i_u, X_t^{i\circ})du \quad (i \in \mathbb{N}).$$

(1.1)

Here, $B = (B^i)_{i=1}^\infty$, where $\{B^i\}_{i \in \mathbb{N}}$ denotes independent copies of $d$-dimensional Brownian motion, and $X_t^{i\circ} = \{X^{i\circ}_t\}$ represents the unlabeled dynamics given by

$$X_t^{i\circ} = \sum_{j \neq i}^\infty \delta_{X^j_t}. \quad (1.2)$$
The coefficients $\sigma$ and $b$ are defined on $\mathbb{R}^d \times \mathcal{S}$, where $\mathcal{S}$ denotes the configuration space over $\mathbb{R}^d$ (see (2.1)). Note that the functions $\sigma$ and $b$ are independent of $i \in \mathbb{N}$ and all particles $\{X^i_j\}_{j \in \mathbb{N}, j \neq i}$ are indistinguishable in (1.2). These conditions enable (1.1) to describe the motion of identical interacting particles.

A pair of $(\mathbb{R}^d)^{\mathbb{N}}$-valued, continuous processes $(X, B)$ defined on a filtered probability space $(\Omega, \mathcal{F}, P, \{\mathcal{F}_t\})$ satisfying (1.1) is called a weak solution, where $B$ is an $\{\mathcal{F}_t\}$-Brownian motion. Loosely speaking, if $X$ is a functional of $B$ and an initial starting point $s$, then the weak solution $(X, B)$ is called a strong solution. We say the pathwise uniqueness of solutions holds if any pair of weak solutions $(X, B)$ and $(X', B)$ with the same Brownian motion $B$ defined on the common filtered probability space $(\Omega, \mathcal{F}, P, \{\mathcal{F}_t\})$ with $X_0 = X'_0$ almost surely (a.s.) satisfies $P(X = X') = 1$. We say that uniqueness in law holds if the distributions of $X$ and $X'$ coincide for any pair of weak solutions $(X, B)$ and $(X', B')$ with the same initial distribution. The pathwise uniqueness of weak solutions implies the uniqueness in law because of the Yamada-Watanabe theory [6, 22].

Typical examples of ISDEs are interacting Brownian motions. Each particle moves under the force of its self-potential $\Phi(x)$ and the interaction potential $\Psi(x, y)$. Then

$$X^i_t - X^i_0 = B^i_t + \beta \int_0^t \nabla_x \Phi(X^i_u)du - \frac{\beta}{2} \int_0^t \sum_{j \neq i} \nabla_x \Psi(X^i_u, X^j_u)du \quad (i \in \mathbb{N}). \quad (1.3)$$

Here, $\nabla_x = (\frac{\partial}{\partial x_j})_{j=1}^d$ and $\beta$ is a positive constant called the inverse temperature.

Lang derived general solutions to ISDE (1.3) by constructing a reversible solution starting from almost all points under the condition $\Phi = 0$ and $\Psi \in C_0^2(\mathbb{R}^d)$ [11, 22]. Here, we say that a solution $X = (X^i)_{i \in \mathbb{N}}$ is reversible with respect to a random point field $\mu$ if the associated unlabeled process $X = \sum_{i \in \mathbb{N}} \delta_{X^i}$ is $\mu$-symmetric and $\mu$ is an invariant probability of $X$. Recall that a random point field $\mu$ is a probability measure on the configuration space $\mathcal{S}$ by definition.

Fritz explicitly described the set of starting points for up to four dimensions [3], and the third author of the present paper solved the equation for hardcore Brownian balls [25]. These results used Itô’s method, and required the coefficients to be smooth and have compact support. These conditions exclude physically interesting examples of long-range interaction potentials, such as the Lennard-Jones 6-12 potential and Riesz potentials. In particular, the logarithmic potential that appears in random matrix theory is also excluded.

Typical examples of ISDEs with logarithmic interaction potentials are the Dyson model in $\mathbb{R}$ and the Ginibre interacting Brownian motion in $\mathbb{R}^2$:

$$X^i_t - X^i_0 = B^i_t + \frac{\beta}{2} \int_0^t \lim_{r \to \infty} \sum_{|X^i_u - X^j_u| < r, j \neq i} \frac{1}{X^i_u - X^j_u} \, du \quad (i \in \mathbb{Z}) \quad (1.4)$$

and

$$X^i_t - X^i_0 = B^i_t - \int_0^t X^i_u \, du + \int_0^t \lim_{r \to \infty} \sum_{|X^i_u - X^j_u| < r, j \neq i} \frac{X^i_u - X^j_u}{|X^i_u - X^j_u|^2} \, du \quad (i \in \mathbb{N}). \quad (1.5)$$

The Gaussian unitary ensemble relates to the former with $\beta = 2$, and the Ginibre ensemble corresponds to the latter. These two examples indicate that strong long-range interactions cause significant difficulties in solving ISDEs. Indeed, in the conventional
approach based on Itô’s scheme, the coefficients of the stochastic differential equations (SDEs) must have local Lipschitz continuity. In the case of ISDEs, the coefficients are not defined on the whole space and are never Lipschitz continuous, even locally. Nevertheless, Tsai [26] proved the pathwise uniqueness and existence of strong solutions of (1.4) with a general $\beta$. For this, he used a specific ISDE structure that was valid only for that model.

The second author of the present paper solved ISDEs using Dirichlet form techniques [17, 18, 19, 20]. The results were applied to an extensive range of interaction potentials, including all of Ruelle’s class potentials and the logarithmic potential. However, the solution was only a weak solution.

In [22], the second and third authors established a general theory for the existence and pathwise uniqueness of strong solutions $X = (X^i)_{i \in \mathbb{N}}$ of ISDEs. This result proved the existence of a strong solution and the pathwise uniqueness of solutions under almost the same generality as [18]. However, it was assumed that the solution was associated with a quasi-regular Dirichlet form. In [10], we constructed a weak solution associated with a Dirichlet form, which may not necessarily be quasi-regular. Thus, the uniqueness determined in the previous papers [18, 22] must be considered unsatisfactory.

One of the critical assumptions of the general theory in [22] is the “IFC” condition. This requirement is a weak point of [22] (see Section 2.5). In [22], the IFC condition is verified if the solution of an ISDE is associated with a quasi-regular Dirichlet form. The purpose of this paper is to present a sufficient condition under which the IFC condition holds. In particular, we shall prove the IFC condition without assuming the quasi-regularity of the associated Dirichlet form (Theorem 6.1) or the symmetry of the dynamics (Theorem 5.8).

We now explain the IFC condition. For a given weak solution $(X, B)$ of (1.1) we introduce an Infinite system of Finite-dimensional SDEs with Consistency (IFC). That is, we consider the family of finite-dimensional SDEs of $Y^m = (Y^m_i)_{i \in \mathbb{N}}$, given by

$$Y^m_t - Y^m_0 = \int_0^t \sigma(Y^m_u, Y^{m,i}_u + X^{m*}_u)dB^i_u + \int_0^t b(Y^m_u, Y^{m,i}_u + X^{m*}_u)du$$

with the initial condition

$$Y^m_0 = s^m.$$  \hfill (1.7)

Here, for each $m \in \mathbb{N}$, we set $s^m = (s_i)_{i=1}^m$ for $s = (s_i)_{i=1}^\infty$, and let $B^m = (B^i)_{i=1}^m$ denote the $(\mathbb{R}^d)_m$-valued Brownian motions which is the first $m$-components of the original infinite-dimensional Brownian motion $B = (B^i)_{i \in \mathbb{N}}$. Furthermore,

$$\mathcal{Y}^{m,i}_u = \sum_{j \neq i}^m \delta_{Y^m,j}$$

and

$$X^{m*}_u = \sum_{j=m+1}^\infty \delta_{X^j}.$$  \hfill (1.8)

We set $X^{m*} = (X^j)_{j=m+1}^{\infty}$. Then $X^{m*}$ is a function of $X^{m*}$. Hence, $X^{m*}$ is a component of the coefficients in SDE (1.6). We regard $X^{m*}$ as a random environment and call (1.6) an SDE of random environment type. By construction, SDE (1.6) becomes time-inhomogeneous although the original ISDE (1.1) is time-homogeneous.

We call $(Y^m, B^m, X^{m*})$ a weak solution of (1.6) starting at $s^m$ if it satisfies (1.6) and (1.7). Note that $Y^m$ is defined on the same filtered space $(\Omega, \mathcal{F}, P, \{\mathcal{F}_t\})$ as $(X, B)$. We call the weak solution $(Y^m, B^m, X^{m*})$ a strong solution if $Y^m$ is a
function of the initial starting point \( s^m \) and \( (B^m, X^{m*}) \). We postulate that \( Y^m \) is a function of not only \( B^m \), but also \( X^{m*} \). Thus, the definition of a strong solution is different from the conventional form. We say that the pathwise uniqueness of solutions of (1.6) holds if any two weak solutions \((Y^m, B^m, X^{m*})\) and \((\hat{Y}^m, B^m, X^{m*})\) with \( Y^m_0 = \hat{Y}^m_0 \) satisfy \( P(Y^m = \hat{Y}^m) = 1 \); see Section 2.3 for details.

We say that ISDE (1.1) satisfies the IFC condition for a weak solution \((X, B)\) starting at \( s \) if the SDE (1.6) has a pathwise unique strong solution for each \( m \in \mathbb{N} \).

Following [22], we explain how the IFC condition implies the pathwise uniqueness of solutions and the existence of strong solutions. Let \( X^m = (X^1, \ldots, X^m) \) be the first \( m \)-components of \( X = (X^i)_{i \in \mathbb{N}} \). Obviously, \((X^m, B^m, X^{m*})\) is a weak solution of (1.6) for \((X, B)\). Hence, the IFC condition implies consistency of \( Y^m \) in the sense that

\[
Y^m = X^m \quad \text{P-a.s. for each } m \in \mathbb{N}. \tag{1.8}
\]

The identity (1.8) plays a crucial role in the general theory in [22]. Indeed, taking the limit as \( m \to \infty \) in (1.8), we obtain

\[
X = \lim_{m \to \infty} Y^m \quad \text{P-a.s.} \tag{1.9}
\]

Let \( T_{\text{path}} \) be the tail \( \sigma \)-field of the labeled process:

\[
T_{\text{path}} = \bigcap_{m=1}^{\infty} \sigma[X^{m*}]. \tag{1.10}
\]

Note that \( Y^m \) is a function of \((s, B, X^{m*})\). Let \((s, B)\) be fixed. Then \( Y^m \) becomes a function of \( X^{m*} \). Because \( Y^m \) is \( \sigma[X^{m*}] \)-measurable for each \( m \in \mathbb{N} \), we have that \( X \) is \( T_{\text{path}} \)-measurable from (1.9) and (1.10). Hence, \( X \) is a function of \((s, B)\) if \( T_{\text{path}} \) is \( P(\cdot \mid (s, B)) \)-trivial, where \( P(\cdot \mid (s, B)) \) denotes the regular conditional probability of \( P \) conditioned at \((s, B)\). Therefore, \( X \) is a strong solution. Similarly, we can prove the pathwise uniqueness in terms of the tail \( \sigma \)-field \( T_{\text{path}} \). Thus the problem reduces to the study of the tail \( \sigma \)-field \( T_{\text{path}} \) of the labeled path space under \( P(\cdot \mid (s, B)) \).

Let \( X = \{X_t\} \) be the unlabeled dynamics of \( X = (X^t) \) such that \( X_t = \sum_{i \in \mathbb{N}} \delta_{X^i} \). By definition \( X \) is an \( \mathcal{F} \)-valued process, where \( \mathcal{F} \) is the configuration space over \( \mathbb{R}^d \). We assume that \( X \) has an equilibrium state \( \mu \). Let \( T \) be the tail \( \sigma \)-field of \( \mathcal{F} \). Then, the triviality of \( T_{\text{path}} \) under \( P \) can be deduced from the triviality of \( T \) under \( \mu \) [22, Theorem 5.1].

All the determinantal random point fields are tail trivial [21, 13, 1]. Furthermore, even if \( \mu \) is not tail trivial, we can decompose \( \mu \) into tail trivial components for a wide range of random point fields \( \mu \) called quasi-Gibbs measures [22, Theorem 3.2]. From these, we can construct pathwise unique, strong solutions of various ISDEs arising from random matrix theory (see Section 7).

The IFC condition asserts that a weak solution \( X \) remains in a well-behaved subset where the coefficients of the finite-dimensional SDEs (1.6) have sufficient regularity such that (1.7) has a unique strong solution. Thus, the problem is to prevent \( X \) from reaching undesirable domains. In [22], the second and third authors of the present paper proved the IFC condition for the case where a weak solution \((X, B)\) is associated with a quasi-regular Dirichlet form. Quasi-regularity of the associated Dirichlet form allows us to use the notion of capacity, which is a critical tool in proving such a condition. In the present paper, we shall prove the IFC condition without utilizing the concept of capacity.
Once we have established the IFC condition under general requirements in the main theorem Theorem 3.1, we have the uniqueness of weak solutions of ISDEs under the same circumstances. This uniqueness yields various striking applications. The first application is the uniqueness of Dirichlet forms \( [10] \). For a given random point field \( \mu \), there are two natural Dirichlet forms, which are called the upper Dirichlet form \( (E, D^u) \) and the lower Dirichlet form \( (E, D^l) \) in \([10]\). Each of these satisfies the relation
\[
(E, D^u) \leq (E, D^l) \tag{1.11}
\]
in the sense that \( D^u \supset D \) and \( E(f, f) \leq E(f, f) \) for all \( f \in D \). Using Theorem 3.1 and \([10, 22]\), we deduce that the equality \( (E, D^u) = (E, D^l) \) holds in (1.11).

The identity \( (E, D^u) = (E, D^l) \) has a further application. The universality of random matrices is a subject that has been extensively studied over the past two decades. The universality implies that under very mild constraints, \( N \)-particle systems converge to the equilibrium states appearing from random matrix theory. In \([9]\), the first and second authors of the present paper derived a dynamical counterpart to this result. That is, they proved the weak convergence of the stochastic dynamics naturally associated with \( N \)-particle systems to those of limit random point fields. For this, they used the identity \( (E, D^u) = (E, D^l) \), which follows from the results of the present paper.

In \([16]\), upper Dirichlet forms are quasi-regular under a quite mild assumption such that correlation functions are locally bounded. We then present a candidate of a lower Dirichlet form which is not quasi-regular. We consider infinite particle systems on \( \mathbb{R} \).

Let \( m_i \) be positive continuous functions such that \( \lim_{|x| \to \infty} m_i(x) = \infty \) \((i = 1, 2)\). Let \( \varepsilon(f, g) = \frac{1}{2} \int f'g' \mu_1 dx \) be the Dirichlet form on \( L^2(\mathbb{R}, m_2 dx) \) such that \( \varepsilon \) is the increasing limit of \( \varepsilon_R(f, g) = \frac{1}{2} \int_{[-R, R]} f'g' \mu_1 dx \) on \( L^2(\mathbb{R}, m_2 dx) \) with the domain given by the closure of \( C^\infty_c(\mathbb{R}) \). Assume that the associated diffusion explodes.

Let \( P_i \) be the Poisson point process with intensity \( m_i dx \). Consider the bilinear form \( E = \int D[f, g] dP_1 \) on \( L^2(S, P_2) \). Here \( D \) is given by \((5.21)\) by taking \( d = 1 \) and \( a = 1 \). Let \( (E, D^u) \) and \( (E, D^l) \) be the associated lower and upper Dirichlet form, respectively. By the result in \([16]\) combined with the time change, we see \( (E, D^u) \) is quasi-regular. On the other hand, we conjecture that \( (E, D^l) \) is not quasi-regular.

We emphasize that we shall prove the IFC condition without using the Dirichlet form theory. A typical advantage of doing this is that we can apply the result to ISDEs with skew-symmetric interactions. See Example 7.7. The ISDE (7.9) is naturally associated with a non-symmetric bilinear form. It is, however, not clear that the form satisfies the weak sector condition. Lack of the weak sector condition prevents us from using even for non-symmetric Dirichlet form theory \([13]\).

The remainder of the paper is organized as follows. In Section 2 we prepare a set of notions to set up the problem. Section 3 states the main theorems (Theorems 3.1, 3.2, and 3.3), and Section 4 presents proofs of Theorems 3.1, 3.2, and 3.3. These theorems give a sufficient condition for the IFC condition. In Section 5 we prove other main theorems (Theorems 5.8 and 5.10), which present the non-collision and non-exit conditions from the tame set for non-symmetric dynamics. In Section 6 we prove another main theorem (Theorem 6.1) using Lyons-Zheng type martingale decomposition for solutions of ISDEs. Theorem 6.1 proves the result in Section 5 for the symmetric case. In Section 7 we present various examples of ISDEs such as sine, Bessel, and Ginibre interacting Brownian motions, as well as interacting Brownian
motions with Ruelle’s class potentials. Furthermore, we present ISDEs with skew-symmetric interactions. Section 3 (Appendix I) quotes some general results on ISDEs from previous studies, and Section 4 (Appendix II) provides a proof for a Lyons-Zheng type martingale decomposition for solutions of ISDEs.

2 Preliminaries

2.1 Configuration spaces and Campbell measures

Let $S$ be a closed set in $\mathbb{R}^d$ such that the interior $S_{\text{int}}$ is a connected open set satisfying $S_{\text{int}} = S$ and the boundary $\partial S$ has a Lebesgue measure of zero. Let $\mathcal{S}$ be the configuration space over $S$, that is,

$$\mathcal{S} = \{ s = \sum_i \delta_{s_i} : s(K) < \infty \text{ for all compact sets } K \subset S \}. \quad (2.1)$$

We equip $\mathcal{S}$ with the vague topology, under which $\mathcal{S}$ is a Polish space. A probability measure on $(\mathcal{S}, \mathcal{B}(\mathcal{S}))$ is called a random point field (a point process) on $S$. Here, in the present paper, we denote by $\mathcal{B}(\cdot)$ the Borel $\sigma$-field of $\cdot$ for a topological space $\cdot$.

Let $\mu$ be a random point field on $S$. A symmetric and locally integrable function $\rho^n : S^n \to [0, \infty)$ is called the $n$-point correlation function of $\mu$ with respect to the Lebesgue measure if $\rho^n$ satisfies

$$\int_{A_1^m \times \cdots \times A_m^n} \rho^n(x_1, \ldots, x_n) dx_1 \cdots dx_n = \int_{\mathcal{S}} \prod_{i=1}^m \frac{\mathbf{s}(A_i)!}{(\mathbf{s}(A_i) - k_i)!} \mu(ds)$$

for any sequence of disjoint bounded measurable sets $A_1, \ldots, A_m \in \mathcal{B}(S)$ and a sequence of natural numbers $k_1, \ldots, k_m$ satisfying $k_1 + \cdots + k_m = n$. When $\mathbf{s}(A_i) - k_i < 0$, according to our interpretation, $\mathbf{s}(A_i)! / (\mathbf{s}(A_i) - k_i)! = 0$ by convention.

Let $\tilde{\mu}^{[1]}$ be the measure on $(S \times \mathcal{S}, \mathcal{B}(S) \times \mathcal{B}(\mathcal{S}))$ determined by

$$\tilde{\mu}^{[1]}(A \times B) = \int_B \mathbf{s}(A) \mu(ds), \quad A \in \mathcal{B}(S), \ B \in \mathcal{B}(\mathcal{S}).$$

The measure $\tilde{\mu}^{[1]}$ is called the one-Campbell measure of $\mu$. If $\mu$ has a one-point correlation function $\rho^1$, there exists a regular conditional probability $\tilde{\mu}_x$ of $\mu$ satisfying

$$\int_A \tilde{\mu}_x(B) \rho^1(x) dx = \tilde{\mu}^{[1]}(A \times B), \quad A \in \mathcal{B}(S), \ B \in \mathcal{B}(\mathcal{S}).$$

The measure $\tilde{\mu}_x$ is called the Palm measure of $\mu$ [7].

In this paper, we use the probability measure $\mu_x(\cdot) = \tilde{\mu}_x(\cdot - \delta_x)$, which is called the reduced Palm measure of $\mu$. Informally, $\mu_x$ is given by $\mu_x = \mu(\cdot - \delta_x \mathbf{s}(\{x\}) \geq 1)$.

We consider the Radon measure $\mu^{[1]}$ on $S \times \mathcal{S}$ such that $\mu^{[1]}(dxds) = \rho^1(x) \mu_x(ds)dx$.

We always use $\mu^{[1]}$ instead of $\tilde{\mu}^{[1]}$. Hence, we call $\mu^{[1]}$ the one-Campbell measure of $\mu$. Similarly, we define $\mu^{[m]}$ by

$$\mu^{[m]}(A \times B) = \int_{A \times B} \rho^m(x) \mu_x(ds)dx.$$

Here, $\mu_x$ is the reduced Palm measure of $\mu$ conditioned at $x \in S^m$. We call $\mu^{[m]}$ the $m$-Campbell measure of $\mu$. We set $\mu^{[0]} = \mu$ and call it the zero-Campbell measure.
Note that $\mu^{[m]}$ is not necessarily a probability measure for $m \geq 1$ and, in particular, is always an infinite measure if $\mu$ is translation invariant and does not concentrate at the empty configuration, whereas $\mu^{[0]} = \mu$ is always a probability measure by definition.

For a subset $A \subset S$, we set $\pi_A : \mathcal{S} \to \mathcal{S}$ by $\pi_A(s) = s(\cdot \cap A)$. A function $f$ on $\mathcal{S}$ is said to be local if $f$ is $\sigma[\pi_K]$-measurable for some compact set $K$ in $S$. For such a local function $f$ on $\mathcal{S}$ and a relatively compact open set $O$ in $S$ such that $K \subset O$, we set a function $\hat{f} = \hat{f}_O$ defined on $\sum_{k=0}^{\infty} O^k$ such that $\hat{f}_O(x_1, \ldots, x_k)$ restricted to $O^k$ is symmetric in $x_j$ ($j = 1, \ldots, k$) for each $k$ and that for $x = \sum_i \delta_{x_i}$,

$$f(x) = \hat{f}_O(x_1, \ldots, x_k).$$

Here, the case $k = 0$, that is, $S^0$ corresponds to a constant function. Note that for any relatively compact open sets $O$ and $O'$ including $K$

$$\hat{f}_O(x_1, \ldots, x_k) = \hat{f}_{O'}(x_1, \ldots, x_k) \quad \text{for all } (x_1, \ldots, x_k) \in (O \cap O')^k. \quad (2.2)$$

Hence, $\hat{f}$ is well defined. We say a local function $f$ is smooth if $\hat{f}$ is smooth in $(x_1, \ldots, x_k)$ for each $k$.

### 2.2 Labeled and unlabeled path spaces

For a subset $A$ of a topological space, the set consisting of the $A$-valued continuous paths on $[0, \infty)$ is denoted by $W(A) = C([0, \infty); A)$. We equip $W(S^\mathbb{N})$ with the Fréchet metric $\text{dist}(\cdot, \cdot)$ given by

$$\text{dist}(w, w') = \sum_{T=1}^{\infty} \frac{1}{2^T} \left\{ \sum_{n=1}^{\infty} \frac{1}{2^n} \min \{1, \|w_n - w'_n\|_{C([0, T], S)} \} \right\}$$

for $w = (w_n)_{n \in \mathbb{N}}$ and $w' = (w'_n)_{n \in \mathbb{N}}$, where we set $\|w\|_{C([0, T], S)} = \sup_{t \in [0, T]} |w(t)|$.

Let $\mathcal{S} = \{s = \sum_i \delta_{s_i} \}$ be the set of all measures on $S$ consisting of countable point measures. By definition, $\mathcal{S} \subset \mathcal{\tilde{S}}$. Let $S = \{\bigcup_{q=0}^{\infty} S^q\} \bigcup S^\mathbb{N}$. Let $u : \mathcal{S} \to \mathcal{\tilde{S}}$ be such that

$$u((s_i)_i) = \sum_i \delta_{s_i}.$$ 

Then, $u(s) = s$ for $s = (s_i)_i$ and $s = \sum_i \delta_{s_i}$. Here $S^0$ is regarded as $S^0 = \{\emptyset\}$ and $u(\emptyset)$ equals the zero measure. We call $u$ an unlabeled map.

We endow $S^\mathbb{N}$ with the product topology. For $w = \{w_t\} = \{(w^i_t)\} \in W(S^\mathbb{N})$, we set

$$u_{\text{path}}(w)_t := u(w_t) = \sum_{i=1}^{\infty} \delta_{w^i_t}. \quad (2.3)$$

We call $u_{\text{path}}(w)$ the unlabeled path of $w$. Note that $u_{\text{path}}(w)$ is not necessarily an element of $W(\mathcal{S})$, even if $u_{\text{path}}(w)_t \in \mathcal{S}$ for all $t$; see [22, Remark 3.10], for example.

Let $\mathcal{S}_{n,i}$ be the subset of $\mathcal{\tilde{S}}$ consisting of an infinite number of particles with no multiple points. By definition, $\mathcal{S}_{n,i} = \mathcal{S}_i \cap \mathcal{S}_n$, where $\mathcal{S}_n$ and $\mathcal{S}_i$ are given by

$$\mathcal{S}_n = \{s \in \mathcal{S} : s(\{x\}) \leq 1 \text{ for all } x \in S\}, \quad \mathcal{S}_i = \{s \in \mathcal{S} : s(S) = \infty\}. \quad (2.4)$$

A measurable map $l : \mathcal{S}_{n,i} \to S^\mathbb{N}$ is called a label on $\mathcal{S}_{n,i}$ if $u \circ l(s) = s$ for all $s \in \mathcal{S}_{n,i}$.
Let $W(\mathcal{S}_S)$ and $W(\mathcal{S}_{S,i})$ be the sets consisting of all $\mathcal{S}_S$- and $\mathcal{S}_{S,i}$-valued continuous paths on $[0, \infty)$. Each $w \in W(\mathcal{S}_S)$ can be written as $w_t = \sum_i \delta_{w_t^i}$, where $w^i$ is an $S$-valued continuous path defined on an interval $I_i$ of the form $[0, b_i)$ or $(a_i, b_i)$, where $0 \leq a_i < b_i \leq \infty$. Taking maximal intervals of this form, we can choose $[0, b_i)$ and $(a_i, b_i)$ uniquely up to labeling. We remark that $\lim_{t \downarrow a_i} |w|^i_t = \infty$ and $\lim_{t \uparrow b_i} |w|^i_t = \infty$ for $b_i < \infty$ for all $i$. We call $w^i$ a tagged path of $w$ and $I_i$ the defining interval of $w^i$. Let

$$W_{NE}(\mathcal{S}_{S,i}) = \{ w \in W(\mathcal{S}_{S,i}) ; I_i = [0, \infty) \text{ for all } i \}. \quad (2.5)$$

It is said that the tagged path $w^i$ of $w$ does not explode if $b_i = \infty$, and does not enter if $I_i = [0, b_i)$, where $b_i$ is the right end of the defining interval of $w^i$. Thus, $W_{NE}(\mathcal{S}_{S,i})$ is the set consisting of all non-exploding and non-entering paths.

We can naturally lift each $w = \{ \sum_i \delta_{w_t^i} \}_{t \in [0, \infty)} \in W_{NE}(\mathcal{S}_{S,i})$ to the labeled path

$$w = (w^i)_{i \in N} = \{ w_t^i \}_{t \in [0, \infty)} = \{ (w^i_t)_{i \in N} \}_{t \in [0, \infty)} \in W(S^N)$$

using a label $l = (l_i)_{i \in N}$. Indeed, for each $w \in W_{NE}(\mathcal{S}_{S,i})$, we can construct the labeled process $w = \{ (w^i_{l_i})_{i \in N} \}_{t \in [0, \infty)}$ such that $w_0 = l(w_0)$, because each tagged particle can carry the initial label $i$ by the non-collision and non-explosion properties of $w$. We write this correspondence as

$$l_{\text{path}}(w) = (l_{\text{path}}(w)_i)_{i \in N}. \quad (2.6)$$

Setting $w = (w^i)_{i \in N} = l_{\text{path}}(w)$, we have $w^i = l_{\text{path}}(w)^i$ by construction. We remark that $u_{\text{path}}(w)_i = u(w^i)$ by (2.3), whereas $l_{\text{path}}(w)^i \neq l(w)^i$ in general.

For a labeled path $w = (w^i)$, we set $w^{m*} = \{ w^{m*}_i \}_{t \in [0, \infty)}$ by $w^{m*}_i = \sum_{i > m} \delta_{w^i_t}$. We call the path $w^{[m]} = \{ l_{\text{path}}(w)^1, \ldots, l_{\text{path}}(w)^m, w^{m*} \}$ an $m$-labeled path. Similarly, for a labeled path $w = (w^i) \in W(S^N)$, we set

$$w^{[m]} = (w^1, \ldots, w^m, w^{m*}). \quad (2.7)$$

2.3 ISDEs

Let $X = (X^i)_{i \in N}$ be an $S^N$-valued continuous process. We write $X = \{ X_t \}_{t \in [0, \infty)}$ and $X^i = \{ X^i_t \}_{t \in [0, \infty)}$. For $X$ and $i \in N$, we define the unlabeled processes $\hat{X} = \{ \hat{X}_t \}_{t \in [0, \infty)}$ and $\hat{X}^{i*} = \{ \hat{X}^{i*}_t \}_{t \in [0, \infty)}$ as $\hat{X}_t = \sum_{i \in N} \delta_{X^i_t}$ and $\hat{X}^{i*}_t = \sum_{j \neq i} \delta_{X^j_t}$.

Let $\mathcal{H}$ and $\mathcal{G}_{\text{sde}}$ be Borel subsets of $\mathcal{S}$ such that $\mathcal{H} \subset \mathcal{G}_{\text{sde}} \subset \mathcal{G}$. Let $u_{[1]} : S \times \mathcal{G} \to \mathcal{G}$ be such that $u_{[1]}((s, \mathcal{G})) = \delta_s + \mathcal{G}$ for $s \in S$ and $\mathcal{G} \in \mathcal{G}$. Define $S_{\text{sde}} \subset S^N$ and $\mathcal{G}_{\text{sde}}^{[1]} \subset S \times \mathcal{G}$ by

$$S_{\text{sde}} = u^{-1}[\mathcal{G}_{\text{sde}}], \quad \mathcal{G}_{\text{sde}}^{[1]} = u_{[1]}^{-1}(\mathcal{G}_{\text{sde}}). \quad (2.8)$$

Let $\sigma : \mathcal{G}_{\text{sde}} \to \mathbb{R}^d$ and $b : \mathcal{G}_{\text{sde}}^{[1]} \to \mathbb{R}^d$ be Borel measurable functions. We consider an ISDE of $X = (X^i)_{i \in N}$ starting on $I(\mathcal{H})$ with state space $S_{\text{sde}}$ such that

$$dX^i_t = \sigma(X^i_t, X^{i*}_t)dB^i_t + b(X^i_t, X^{i*}_t)dt \quad (i \in N), \quad (2.9)$$
$$X \in W(S_{\text{sde}}), \quad (2.10)$$
$$X_0 \in I(\mathcal{H}). \quad (2.11)$$
Here, $\mathbf{B} = (B')_{i \in \mathbb{N}}$ is an $\mathbb{R}^d$-valued Brownian motion, where $\mathbb{R}^d = (\mathbb{R}^d)^N$. By definition, $\{B'\}_{i \in \mathbb{N}}$ are independent copies of a $d$-dimensional Brownian motion starting at the origin.

In infinite dimensions, it is natural to consider the coefficients $\sigma$ and $b$ defined only on a suitable subset $\mathcal{S}_{\text{ade}}[i]$ of $S \times \mathfrak{S}$. From $(2.10)$, the process $\mathbf{X}$ moves in the set $\mathcal{S}_{\text{ade}}$. Equivalently, the unlabeled dynamics $\mathfrak{X} = u_{\text{path}}(\mathbf{X})$ move in $\mathcal{S}_{\text{ade}}$. Moreover, each tagged particle $X'$ of $\mathbf{X} = (X')_{i \in \mathbb{N}}$ never explodes.

By $(2.11)$, $X_t \in \mathcal{S}_{\text{ade}}$ for all $t \geq 0$, and in particular the initial starting point $s$ in $(2.11)$ is assumed to satisfy $s \in \Lambda(\mathcal{S}) \subset \mathcal{S}_{\text{ade}}$, which implies $u(s) \in \mathcal{S} \subset \mathcal{S}_{\text{ade}}$. We take $\mathcal{S}$ such that $(2.9)$–$(2.11)$ have a solution for each $s \in \Lambda(\mathcal{S})$.

Following [6, Chapter IV] in finite dimensions, we present a set of notions related to solutions of ISDEs. In Definition 2.1, we used the terminology “weak solution” instead of “solution” to distinguish it from the strong solution in Definition 2.4.

**Definition 2.1 (weak solution).** A weak solution of ISDE $(2.9)$–$(2.10)$ is an $S^0 \times \mathbb{R}^d$-valued continuous stochastic process $(\mathbf{X}, \mathbf{B})$ defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with a reference family $\{\mathcal{F}_t\}_{t \geq 0}$ such that (i)–(iv) hold.

(i) $\mathbf{X} = (X^i)_{i=1}^{\infty}$ is an $\mathcal{S}_{\text{ade}}$-valued continuous process. Furthermore, $\mathbf{X}$ is adapted to $\{\mathcal{F}_t\}_{t \geq 0}$, that is, $X^i_t$ is $\mathcal{F}_t$/$\mathcal{B}_t$-measurable for each $0 \leq t < \infty$, where

$$\mathcal{B}_t = \sigma(w_s; 0 \leq s \leq t, w \in W(S^0)).$$

(ii) $\mathbf{B} = (B')_{i=1}^{\infty}$ is an $\mathbb{R}^d$-valued $\{\mathcal{F}_t\}$-Brownian motion with $B_0 = 0$.

(iii) The families of measurable $\{\mathcal{F}_t\}_{t \geq 0}$-adapted processes $\Phi^i$ and $\Psi^i$ defined by

$$\Phi^i(t, \omega) = \sigma(X^i_t(\omega), X^{i,\mathcal{G}}_t(\omega)), \quad \Psi^i(t, \omega) = b(X^i_t(\omega), X^{i,\mathcal{G}}_t(\omega))$$

belong to $L^2$ and $L^1$, respectively. Here, $L^p$ is the set of all measurable, $\{\mathcal{F}_t\}_{t \geq 0}$-adapted processes $\alpha$ such that $E[\int_0^T |\alpha(t, \omega)|^p dt] < \infty$ for all $T$. We can and do take a predictable version of $\Phi^i$ and $\Psi^i$ (see pp. 45–46 in [6]).

(iv) With probability one, the process $(\mathbf{X}, \mathbf{B})$ satisfies, for all $t$,

$$X^i_t - X^i_0 = \int_0^t \sigma(X^i_u, X^{i,\mathcal{G}}_u) dB^i_u + \int_0^t b(X^i_u, X^{i,\mathcal{G}}_u) du \quad (i \in \mathbb{N}).$$

We say $\mathbf{X}$ is a weak solution if the accompanied Brownian motion is obvious or not important.

**Definition 2.2 (uniqueness in law).** We say that the uniqueness in law of solutions starting on $\Lambda(\mathcal{S})$ for $(2.9)$–$(2.10)$ holds if, whenever $\mathbf{X}$ and $\mathbf{X}'$ are two solutions whose initial distributions coincide, the laws of the processes $\mathbf{X}$ and $\mathbf{X}'$ on the space $W(S^0)$ coincide. If this uniqueness holds for an initial distribution $\delta_\omega$, then we say that the uniqueness in law of solutions for $(2.9)$–$(2.10)$ starting at $\omega$ holds.

**Definition 2.3 (pathwise uniqueness).** We say that the pathwise uniqueness of solutions for $(2.9)$–$(2.10)$ starting on $\Lambda(\mathcal{S})$ holds if, whenever $\mathbf{X}$ and $\mathbf{X}'$ are two solutions defined on the same probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with the same reference family $\{\mathcal{F}_t\}_{t \geq 0}$ and the same $\mathbb{R}^d$-valued $\{\mathcal{F}_t\}$-Brownian motion $\mathbf{B}$ such that $X_0 = X'_0 \in \Lambda(\mathcal{S})$ a.s.,

$$P(\mathbf{X}_t = \mathbf{X}'_t \text{ for all } t \geq 0) = 1.$$  

(2.12)

We say that the pathwise uniqueness of solutions starting at $\omega$ of $(2.9)$–$(2.10)$ holds if $(2.12)$ holds whenever the above conditions are satisfied and $X_0 = X'_0 = \omega$ a.s.
We now define a strong solution in a form that is analogous to Definition 1.6 in [6, p. 163]. Let $P_{\infty}^{\text{Br}}$ be the distribution of an $\mathbb{R}^{d_1}$-valued Brownian motion $B$ with $B_0 = 0$. Let $W_{0}(\mathbb{R}^{d_1}) = \{w \in W(\mathbb{R}^{d_1}); w_0 = 0\}$. Clearly, $P_{\infty}^{\text{Br}}(W_{0}(\mathbb{R}^{d_1})) = 1$.

Let $\mathcal{B}_{\text{t}}(P_{\infty}^{\text{Br}})$ be the completion of $\sigma[\mathcal{W}_t; 0 \leq t, w \in W_{0}(\mathbb{R}^{d_1})]$ with respect to $P_{\infty}^{\text{Br}}$. Let $\mathcal{B}(P_{\infty}^{\text{Br}})$ be the completion of $\mathcal{B}(W_{0}(\mathbb{R}^{d_1}))$ with respect to $P_{\infty}^{\text{Br}}$.

**Definition 2.4** (strong solution starting at $s$). A weak solution $X$ of (2.9)–(2.10) with an $\mathbb{R}^{d_1}$-valued $\{\mathcal{F}_t\}$-Brownian motion $B$ defined on $(\Omega, \mathcal{F}, P, \{\mathcal{F}_t\})$ is called a strong solution starting at $s$ if $X_0 = s$ a.s. and if there exists a function $F_s: W_{0}(\mathbb{R}^{d_1}) \to W(S^1)$ such that $\mathcal{B}_{\text{t}}(P_{\infty}^{\text{Br}})/\mathcal{B}_{\text{t}}$-measurable for each $t$, and $F_s$ satisfies

$$X = F_s(B) \quad \text{a.s.}$$

We also call $X = F_s(B)$ a strong solution starting at $s$. Additionally, we call $F_s$ itself a strong solution starting at $s$.

**Definition 2.5** (a unique strong solution starting at $s$). We say (2.9)–(2.10) have a unique strong solution starting at $s$ if there exists a function $F_s: W_{0}(\mathbb{R}^{d_1}) \to W(S^1)$ such that, for any weak solution $(\tilde{X}, \tilde{B})$ of (2.9)–(2.10) starting at $s$, it holds that

$$\tilde{X} = F_s(\tilde{B}) \quad \text{a.s.}$$

and if, for any $\mathbb{R}^{d_1}$-valued $\{\mathcal{F}_t\}$-Brownian motion $B$ defined on $(\Omega, \mathcal{F}, P, \{\mathcal{F}_t\})$ with $B_0 = 0$, the continuous process $X = F_s(B)$ is a strong solution of (2.9)–(2.10) starting at $s$. Also we call $F_s$ a unique strong solution starting at $s$.

We next present a variant of the notion of a unique strong solution.

**Definition 2.6** (a unique strong solution under constraint). For a condition $(\bullet)$, we say (2.9)–(2.10) have a unique strong solution starting at $s$ under the constraint $(\bullet)$ if there exists a function $F_s: W_{0}(\mathbb{R}^{d_1}) \to W(S^1)$ such that, for any weak solution $(\tilde{X}, \tilde{B})$ of (2.9)–(2.10) starting at $s$ satisfying $(\bullet)$, it holds that

$$\tilde{X} = F_s(\tilde{B}) \quad \text{a.s.}$$

and if, for any $\mathbb{R}^{d_1}$-valued $\{\mathcal{F}_t\}$-Brownian motion $B$ defined on $(\Omega, \mathcal{F}, P, \{\mathcal{F}_t\})$ with $B_0 = 0$ the continuous process $X = F_s(B)$ is a strong solution of (2.9)–(2.10) starting at $s$ satisfying $(\bullet)$. Also we call $F_s$ a unique strong solution starting at $s$ under the constraint $(\bullet)$.

### 2.4 Finite-dimensional SDEs with random environments

Let $(\sigma(x, s), b(x, s))$ be the coefficients of ISDE (2.9). We set

$$\sigma^m(y, s) = (\sigma(y_i, \eta^{i\delta} + s))_{i=1}^m, \quad b^m(y, s) = (b(y_i, \eta^{i\delta} + s))_{i=1}^m. \quad (2.13)$$

Here, $\eta^{i\delta} = \sum_{j=1}^m \delta_{y_j}$ for $y = (y_1, \ldots, y_m)$. For a given unlabeled process $X = \sum_{t=1}^{\infty} \delta_{X_t}$, we define the functions $\sigma^m_{\hat{X}}: [0, \infty) \times S^m \to \mathbb{R}^d$ and $b^m_{\hat{X}}: [0, \infty) \times S^m \to \mathbb{R}^d$ such that

$$\sigma^m_{\hat{X}}(t, (u, v)) = \sigma(u, v + X_t^{\text{u}}), \quad b^m_{\hat{X}}(t, (u, v)) = b(u, v + X_t^{\text{u}}). \quad (2.14)$$
where \((u, v) \in S^m, v = u(v) := \sum_{i=1}^{m-1} \delta_{v_i} \in \mathfrak{S}, \) where \(v = (v_1, \ldots, v_{m-1}) \in S^{m-1}, \) and

\[
X^{m*} = \sum_{i=m+1}^{\infty} \delta_{X^i}.
\]

The coefficients \(\sigma^m_X\) and \(b^m_X\) depend on both the unlabeled path \(X\) and the label \(l\), although we omit \(l\) from the notation for simplicity. Let \(S_{sde}^m(t, X)\) be the subset of \(S^m\) such that

\[
S_{sde}^m(t, X) = \{ s = (s_1, \ldots, s_m) \in S^m : u(s) + X^{m*}_t \in \mathfrak{S} \}.
\]

Let \((X, B)\) be a weak solution of \((2.9) - (2.10)\) defined on \((\Omega, \mathcal{F}, P, \{F_t\})\). Let

\[
P_s = P(\cdot | X_0 = s).
\]

Then \((X, B)\) under \(P_s\) is a weak solution of \((2.10) - (2.11)\) starting at \(s = l(s)\). For such a weak solution \((X, B)\) defined on \((\Omega, \mathcal{F}, P_s, \{F_t\})\), we introduce the SDE with random environment \(X = \sum_{i \in \mathbb{N}} \delta_{X^i}\), describing \(Y^m = (Y^m_i)_{i=1}^m\) given by

\[
\begin{align*}
\frac{dY^m_i(t)}{dt} &= \sigma^m_X(t, (Y^m_i, Y^m_{i-1}))dB^i_t(t, (Y^m_i, Y^m_{i-1})) + b^m_X(t, (Y^m_i, Y^m_{i-1})))dt, \\
Y^m_i(0) &= s_i, \quad \text{for all } t, \\
Y^m_0 &= s.
\end{align*}
\]

Here, we set \(Y^m_i = (Y^m_j)_{j \neq i}\). Moreover, \(s^m = (s_1, \ldots, s_m)\) and \(B^m = (B^1, \ldots, B^m)\) denote the first \(m\) components of \(s = (s_i)_{i \in \mathbb{N}}\) and \(B = (B^i)_{i=1}^\infty\), respectively.

We set \(X^m = (X^1, \ldots, X^m)\) and \(X^{m*} = (X^i)_{i=m+1}^\infty\).

**Definition 2.7.** A triplet \((Y^m, B^m, X^{m*})\) of \(\{F_t\}\)-adapted continuous processes defined on \((\Omega, \mathcal{F}, P, \{F_t\})\) is called a weak solution of \((2.10) - (2.13)\) if it satisfies \((2.17) - (2.18)\) and, for all \(i \in \mathbb{N}\) and \(t \in [0, \infty)\),

\[
Y^m_i(t) - Y^m_i(0) = \int_0^t \sigma^m_X(u, (Y^m_{i-1}, Y^m_i))dB^i_u + \int_0^t b^m_X(u, (Y^m_{i-1}, Y^m_i))du.
\]

We also call this a weak solution of \((2.10) - (2.17)\) starting at \(s^m\).

Clearly, \((X^m, B^m, X^{m*})\) under \((\Omega, \mathcal{F}, P_s, \{F_t\})\) is a weak solution of \((2.10) - (2.13)\) for \(P \circ X_0^{-1}\) - a.s.s. \((B^m, X^{m*})\) is given a priori as a part of the coefficients of SDE \((2.10) - (2.13)\).

We define the notion of strong solutions and a unique strong solution of \((2.16) - (2.18)\). Let \(o \in S\) and \(o^m = (o, \ldots, o) \in S^m\). We set \(X^{m*} = (o^m, X^{m*}) \in W(S^m)\). By definition, the first \(m\) components of \(X^{m*}\) consist of the constant path \(o^m\). Here, \(o\) does not have any special meaning; it can be taken as any point in \(S\). Let

\[
\hat{P}^m = P \circ (B^m, X^{m*})^{-1}.
\]

Let \(W_0(\mathbb{R}^{dm}) = \{ v \in W(\mathbb{R}^{dm}) : v_0 = 0 \}\). We set

\[
\mathcal{C}^m = \mathcal{B}(W_0(\mathbb{R}^{dm}) \times W(\mathbb{R}^{dm}) )^{-1}.
\]
In Section 2.5, we quote results in [22], which use (2.10)–(2.18) defined on \((\Omega, \mathcal{F}, P_s, \{F_t\})\) to be a weak solution of ISDEs defined on \((\Omega, \mathcal{F}, P_s, \{F_t\})\). Let \(\mathcal{B}^m_t\) be the \(\sigma\)-field on \(W(\mathbb{R}^d_m)\) such that \(\mathcal{B}^m_t = \sigma[w_s; 0 \leq s \leq t]\).

We now state the definition of a strong solution.

**Definition 2.8.** A weak solution \((Y^m, B^m, X^{m*})\) of (2.10)–(2.18) defined on \((\Omega, \mathcal{F}, P_s, \{F_t\})\) is called a strong solution if there exists a function

\[
\mathbb{F}^m_s : W_0(\mathbb{R}^d) \times W(\mathbb{R}^d_N) \to W(\mathbb{R}^d_m)
\]

such that \(\mathbb{F}^m_s\) is \(C^m\)-measurable, \(C^m_\mathcal{B^m}\)-measurable for all \(t\), and satisfies

\[
Y^m = \mathbb{F}^m_s(B^m, X^{m*}) \quad P_s-\text{a.s.} \tag{2.19}
\]

For simplicity, we write \(\mathbb{F}^m_s(B^m, X^{m*}) := \mathbb{F}^m_s(B^m, X^{m*})\). Then (2.19) becomes

\[
Y^m = \mathbb{F}^m_s(B^m, X^{m*}) \quad P_s-\text{a.s.}
\]

The solution \(Y^m\) in Definition 2.8 is defined on \((\Omega, \mathcal{F}, P_s, \{F_t\})\), where the weak solution \((X, B)\) is defined. The Brownian motion \(B^m\) in (2.10) is the first \(m\) components of \(B\), and \(Y^m\) is a function of not only \(B^m\), but also \(X^{m*}\). These properties are different from those of the conventional strong solutions of SDEs.

Note that for any weak solution \((X, B)\), we obtain the weak solution \((X^m, B^m, X^{m*})\) of (2.10)–(2.18). We recall the notion of a unique strong solution from [22].

**Definition 2.9.** The SDE (2.10)–(2.18) is said to have a unique strong solution for \((X, B)\) under \(P_s\) if there exists a function \(\mathbb{F}^m_s\) satisfying \(Y^m = \mathbb{F}^m_s(B^m, X^{m*})\) \(a.s.\) and the conditions in Definition 2.8 for any solution \((Y^m, B^m, X^{m*})\) of (2.10)–(2.18) defined on \((\Omega, \mathcal{F}, P_s, \{F_t\})\).

The function \(\mathbb{F}^m_s\) in Definition 2.8 is called a strong solution of (2.10)–(2.18). The SDE (2.10)–(2.18) is said to have a unique strong solution \(\mathbb{F}^m_s\) defined on \((\Omega, \mathcal{F}, P_s, \{F_t\})\) if \(\mathbb{F}^m_s\) satisfies the condition in Definition 2.8. The function \(\mathbb{F}^m_s\) is unique for \(P_s\)-a.s.

Following [22], we have the following condition:

(IFT) The SDE (2.10)–(2.18) has a unique strong solution \(\mathbb{F}^m_s(B^m, X^{m*})\) for \((X, B)\) under \(P_s\) for \(P \circ X^1\)-a.s. \(s\) for all \(m \in \mathbb{N}\).

### 2.5 A unique strong solution of ISDEs

In Section 2.5, we quote results in [22], which use (IFT) as one of the main assumptions. Similarly as Section 2.4, we set \((X, B)\) to be a weak solution of (2.10)–(2.18) defined on \((\Omega, \mathcal{F}, P_s, \{F_t\})\). Let \(P_s\) be as (2.15). We quote a sufficient condition for \((X, B)\) under \(P_s\) to be a unique strong solution from [22].

Let \(\mathcal{T}(\mathcal{S}) = \bigcap_{s=1}^{\infty} \sigma[\pi^i_s]\) be the tail \(\sigma\)-field on the configuration space \(\mathcal{S}\) over \(\mathbb{R}^d\). Here, \(\pi^i_s: \mathcal{S} \to \mathbb{R}\) is the projection \(\pi^i_s: \mathcal{S} \to \mathbb{R}\) such that \(\pi^i_s(s) = \langle i, s \rangle\), where \(S_i = \{ |x| < r \}\). Let \(\mu\) be a random point field on \(\mathcal{S}\). \(\mu\) is said to be tail trivial if \(\mu(A) \in \{0, 1\}\) for all \(A \in \mathcal{T}(\mathcal{S})\). Let \(W_{\mathcal{N}}(\mathcal{S}_{A_j})\) be as in (2.24), and set \(\mathcal{X} = u(X)\) as before. For \(\mathcal{X} = (X^i)\), we set

\[
M_{r,T}(\mathcal{X}) = \inf\{m \in \mathbb{N}; \min_{i \in [0,T]} |X^i_t| > r\text{ for all } i \in \mathbb{N}\text{ such that } i > m\}. \tag{2.20}
\]
We make the following assumptions:

(TT) \( \mu \) is tail trivial.

(AC) \( P \circ X_t^{-1} \prec \mu \) for all \( 0 < t < \infty \).

(SIN) \( P(\mathbf{X} \in W_{NE}(\mathcal{G}_{s,i})) = 1 \).

(NBJ) \( P(\mathcal{M}_{r,T}(\mathbf{X}) < \infty) = 1 \) for each \( r, T \in \mathbb{N} \).

We define the conditions (AC), (SIN), and (NBJ) for a probability measure \( \hat{P} \) on \( W(\mathbb{R}^{d\mathcal{I}}) \) by replacing \( \mathbf{x} \) and \( \mathbf{X} \) by \( \mathbf{w} \) and \( \mathbf{w} \), respectively.

We introduce the condition (MF) for a family of strong solutions \( \{\mathbb{F}_s\} \) of (2.9)–(2.10) starting at \( P \circ X_0^{-1} \)-a.s.

(MF) \( P(\mathbb{F}_s(\mathbf{B}) \in \Omega) \) is \( B(\mathbb{S}^N)^{\circ_0 X_0^{-1}} \)-measurable in \( s \) for any \( A \in B(W(\mathbb{S}^N)) \).

For a family of strong solutions \( \{\mathbb{F}_s\} \) satisfying (MF) we set

\[
P(\mathbb{F}_s) = \int P(\mathbb{F}_s(\mathbf{B}) \in \cdot) P \circ X_0^{-1} (ds).
\] (2.21)

We remark that, if \( (\mathbf{X}, \mathbf{B}) \) is a weak solution under \( P \) and a unique strong solution under \( P_s \) for \( P \circ X_0^{-1} \)-a.s., then (MF) is automatically satisfied and

\[
P(\mathbb{F}_s) = P \circ X^{-1}.
\] (2.22)

Here, \( \mathbb{F}_s \) denotes the unique strong solution given by \( (\mathbf{X}, \mathbf{B}) \) under \( P_s \). Indeed, \( \mathbf{B} \) is a Brownian motion under both \( P \) and \( P_s \), and for \( P \circ X_0^{-1} \)-a.s.

\[
P(\mathbb{F}_s(\mathbf{B}) \in \cdot) = P_s(\mathbb{F}_s(\mathbf{B}) \in \cdot) = P_s(\mathbf{X} \in \cdot).
\] (2.23)

Hence we deduce (2.22) from (2.21) and (2.23).

**Definition 2.10.** For a condition (\( \bullet \)), we say \( (2.9)–(2.10) \) has a family of unique strong solutions \( \{\mathbb{F}_s\} \) starting at \( s \) for \( P \circ X_0^{-1} \)-a.s. under the constraints of (MF) and (\( \bullet \)) if \( \{\mathbb{F}_s\} \) satisfies (MF) and \( P(\mathbb{F}_s) \) satisfies (\( \bullet \)). Furthermore, (i) and (ii) are satisfied.

(i) For any weak solution \( (\hat{\mathbf{X}}, \hat{\mathbf{B}}) \) under \( \hat{P} \) of \( (2.9)–(2.10) \) with \( \hat{P} \circ \hat{X}_0^{-1} \prec P \circ X_0^{-1} \) satisfying (\( \bullet \)), it holds that, for \( P \circ X_0^{-1} \)-a.s. \( s \),

\[
\hat{X} = \mathbb{F}_s(\mathbf{B}) \hat{P}_s-\text{a.s.},
\]

where \( \hat{P}_s = \hat{P}(\cdot | \hat{\mathbf{X}}_0 = s) \).

(ii) For an arbitrary \( \mathbb{R}^{d\mathcal{I}} \)-valued \( \mathcal{F}_t \)-Brownian motion \( \mathbf{B} \) defined on \( (\Omega, \mathcal{F}, P, \{\mathcal{F}_t\}) \) with \( \mathbf{B}_0 = \mathbf{0} \), the continuous process \( \mathbf{X} = \mathbb{F}_s(\mathbf{B}) \) is a strong solution of \( (2.9)–(2.10) \) satisfying (\( \bullet \)) starting at \( s \) for \( P \circ X_0^{-1} \)-a.s.

We quote two results from [22]. Both show usefulness of the (IFC) condition. Proposition 2.21 (1) is used in [10] to prove the identity \( (\mathcal{E}, \mathcal{P}) = (\mathcal{E}, D) \) explained in Section 1.

**Proposition 2.1 ([22, Theorem 3.1]).** Assume (TT). Assume that \( (2.9)–(2.10) \) has a weak solution \( (\mathbf{X}, \mathbf{B}) \) satisfying (AC), (SIN), (NBJ), and (IFC). Then, \( (2.9)–(2.10) \) has a family of unique strong solutions \( \{\mathbb{F}_s\} \) starting at \( s \) for \( P \circ X_0^{-1} \)-a.s. under the constraints of (MF), (AC), (SIN), (NBJ), and (IFC).
Proposition 2.2 ([22] Corollary 3.2)]. Under the same assumptions as Proposition 2.1, the following hold.

1. The uniqueness in law of weak solutions of (2.1)–(2.10) holds under the constraints of (AC), (SIN), (NBJ), and (IFC).
2. The pathwise uniqueness of weak solutions of (2.9)–(2.10) holds under the constraints of (AC), (SIN), (NBJ), and (IFC).

Remark 2.1. (1) All determinantal random point fields on continuous spaces are tail trivial. Suppose that \( \mu \) is a quasi-Gibbs measure in the sense of Definition 3.1. Then, \( \mu \) can be decomposed into tail trivial components, and each component satisfies (AC), (SIN), (NBJ), and (IFC). We can apply Proposition 2.2 to each component (see [22, Theorem 3.2]). Thus, \((TT)\) is not restrictive.

(2) (AC) is obvious if \( \mu \) is an invariant probability measure of \( X_t \) and \( X_0 \overset{\text{law}}{=} \mu \). All examples in the present paper satisfy this condition. (SIN) and (NBJ) are also mild assumptions. We refer to [22, Sections 10, 12] for sufficient conditions.

3 Main theorems (Theorems 3.1–3.3): A sufficient condition for IFC

We shall localize the coefficients of SDE (2.10) to deduce the IFC condition. For this, we introduce a set of subsets in \( S^m \times \mathcal{G}. \)

Let \( a = \{a_q\}_{q \in \mathbb{N}} \) be a sequence of increasing sequences \( a_q = \{a_q(R)\}_{R \in \mathbb{N}} \) of natural numbers such that \( a_q(R) < a_q(R + 1) \) and \( a_q(R) < a_{q+1}(R) \) for all \( q, R \in \mathbb{N}. \) We set

\[
K[a] = \bigcup_{q=1}^{\infty} K[a_q], \quad K[a_q] = \{s \in \mathcal{G} : s(\mathcal{S}_R) \leq a_q(R) \text{ for all } R \in \mathbb{N}\}. \tag{3.1}
\]

Here \( \mathcal{S}_R = \{x \in S : |x| \leq R\}. \) By construction, \( K[a_q] \subseteq K[a_{q+1}] \) for all \( q \in \mathbb{N}. \) It is well known that \( K[a_q] \) is relatively compact in \( \mathcal{G} \) for each \( q \in \mathbb{N}. \)

We introduce an approximation of \( S^m \times \mathcal{G}. \) Let \( \mathcal{G}_{s,i} \) be as in (2.11). By definition, \( \mathcal{G}_{s,i} \) is the set consisting of infinite configurations with no multiple points. Let \( x = (x_1, \ldots, x_m) \in S^m, u(x) = \sum_{i=1}^{m} \delta_{x_i}, \) and \( s = \sum_i \delta_{s_i}. \) We set

\[
\mathcal{G}_{s,i}^{[m]} = \{(x, s) \in S^m \times \mathcal{G} : u(x) + s \in \mathcal{G}_{s,i}\}.
\]

Let \( j, k, l = 1, \ldots, m \) and set

\[
\begin{align*}
S_{p,r}^m(s) &= \{x \in S^m : \inf_{j \neq k} |x_j - x_k| > 2^{-p}, \inf_{l, i} |x_l - s_i| > 2^{-p}\}, \\
\overline{S}_{p,r}^m(s) &= \{x \in S^m : \min_{j \neq k} |x_j - x_k| \geq 2^{-p}, \inf_{l, i} |x_l - s_i| \geq 2^{-p}\}.
\end{align*}
\]

Then \( S_{p,r}^m(s) \) is an open set and \( \overline{S}_{p,r}^m(s) \) is its closure in \( S^m. \)

Let \( \{a_q^+(R)\}_{R \in \mathbb{N}} \) be such that \( a_q^+(R) = 1 + a_q(R + 1). \) We set

\[
\begin{align*}
\delta[a]^+_{p,q,r} = \{(x, s) \in \mathcal{G}_{s,i}^{[m]} : x \in S_{p,r}^m(s), s \in K[a_q^+]\}, \\
\delta[a]_{p,q,r} = \{(x, s) \in \mathcal{G}_{s,i}^{[m]} : x \in \overline{S}_{p,r}^m(s), s \in K[a_q^+]\}.
\end{align*}
\]
By construction, $\delta[a]_{p,q,r}$ and $\delta[a]_{p,q,r}^o$ are relatively compact. Let
\[
\delta[a]_{p,q,r}^\infty = \bigcup_{q=1}^{\infty} \delta[a]_{q,r}^p, \quad \delta[a]_{q,r}^p = \bigcup_{p=1}^{\infty} \delta[a]_{p,q,r}, \quad \delta[a]_{r} = \bigcup_{q=1}^{\infty} \delta[a]_{q,r}, \quad \delta[a]_{q,r} = \bigcup_{p=1}^{\infty} \delta[a]_{p,q,r}.
\]

We set
\[
\delta[a] = \bigcup_{r=1}^{\infty} \delta[a]_{r}^\infty = \bigcup_{r=1}^{\infty} \delta[a]_{r}.
\] (3.2)

Although $\delta[a]_{p,q,r}^o$ and other quantities depend on $m \in \mathbb{N}$, we omit $m$ from the notation.

We set $N = N_1 \cup N_2 \cup N_3$, where
\[
N_1 = \{r \in \mathbb{N}\}, \quad N_2 = \{(q, r) : q, r \in \mathbb{N}\}, \quad N_3 = \{(p, q, r) : p, q, r \in \mathbb{N}\},
\]
and for $n \in \mathbb{N}$, we define $n + 1 \in N$ as
\[
n + 1 = \begin{cases} 
(p + 1, q, r) & \text{for } n = (p, q, r) \in N_3, \\
(q + 1, r) & \text{for } n = (q, r) \in N_2, \\
r + 1 & \text{for } n = r \in N_1.
\end{cases}
\]

We write $\delta[a]_{n} = \delta[a]_{p,q,r}$ for $n = (p, q, r) \in N_3$, and set $\delta[a]_{n}$ for $n = (q, r) \in N_2$ and $n = r \in N_1$ similarly. We set $\delta[a]_{n}^o$ analogously. Clearly, for all $n \in \mathbb{N}$
\[
\delta[a]_{n}^o \subset \delta[a]_{n}, \quad \delta[a]_{n} \subset \delta[a]_{n+1}.
\]

We shall take the limit in $n$ along with the order $n \to n + 1$ such that
\[
\lim_{n \to \infty} := \lim_{r \to \infty} \lim_{q \to \infty} \lim_{p \to \infty}.
\]

For $n = (p, q, r) \in N_3$ and $(x, s), (y, s) \in S_{p,r}^m(s)$, we set $(x, s) \sim_n (y, s)$ if $x$ and $y$ are in the same connected component of $S_{p,r}^m(s)$ and $s \in \Pi_2(\delta[a]_{n})$. Here $\Pi_2$ is a projection $\Pi_2: S^m \times \mathfrak{S} \to \mathfrak{S}$ given by $\Pi_2(x, s) = s$.

Let $(X, B)$ be a weak solution of ISDE (2.9)–(2.11) defined on $(\Omega, \mathcal{F}, P, \{\mathcal{F}_t\})$. For $X = (X^i)_{i \in \mathbb{N}}$, we set the $m$-labeled process $X^{[m]} = (X^m, X^{m*})$ such that
\[
X^m = (X^1, \ldots, X^m), \quad X^{m*} = \sum_{j=m+1}^{\infty} \delta_{X^j}.
\] (3.3)

Let $\varsigma_n(u, v)$ be the exit time from $\delta[a]_{n}^o$. By definition, $\varsigma_n(u, v)$ is a function on the $m$-labeled path space $W(S^m \times \mathfrak{S})$ such that
\[
\varsigma_n(u, v) = \inf\{t > 0 : (u, v), t \notin \delta[a]_{n}^o\}.
\] (3.4)

Let $\beta_1$ $X^{[m]} = (X^m, X^{m*})$ does not exit from $\delta[a] = \bigcup_{n \in \mathbb{N}} \delta[a]_{n}$, that is,
\[
P(\lim_{n \to \infty} \varsigma_n(X^m, X^{m*}) = \infty) = 1.
\] (3.5)

We extend the domain of $u$ from $S^m$ to $S^m \times \mathfrak{S}$ such that $u(x, s) = u(x) + s$. Let $\sigma^m$ and $b^m$ be as in (2.13). Then we make the following assumptions:
{B2} The inclusion \( u[\varepsilon]\{a]\) \( \subset \mathcal{S}_{\text{adc}} \) holds. Furthermore, for each \( n \in \mathbb{N}_3 \) and \( T \in \mathbb{N} \), there exists a function \( \bar{F}_{n,T} \) defined on \( S^m \times \mathcal{G} \) satisfying for each \( f \in \{\sigma^m, b^m\} \) and for \( P\text{-a.s.} \)

\[
|f(x, X_{t}^{m*}) - f(y, X_{t}^{m*})| \leq |x - y| \bar{F}_{n,T}(x, X_{t}^{m*})
\]  

(3.6)

for all \( 0 \leq t \leq T \) and all \( x, y \in \bar{S}_{\varepsilon}\{a\}_{n}\) such that \((x, X_{t}^{m*}) \sim_n (y, X_{t}^{m*})
.

{B3} The coefficient \( \sigma^m \) is a constant function and, for each \( n \in \mathbb{N}_3 \) and \( T \in \mathbb{N} \),

\[
E[\int_0^T 1_{\bar{S}_n\{a\}_{n}}(X_{t}^{m*}, X_{t}^{m*})|\bar{F}_{n,T}(X_{t}^{m*}, X_{t}^{m*})|^p dt] < \infty
\]

(3.7)

for some \( p > 1 \).

{B4} For each \( n \in \mathbb{N}_3 \) and \( T \in \mathbb{N} \),

\[
\sup\{|\bar{F}_{n,T}(x, s)|; (x, s) \in \bar{S}_n\{a\}_{n}\} < \infty.
\]  

(3.8)

Furthermore, filtrations satisfy \( \{F'_1\} = \{F''_1\} \). Here \( \{F'_1\} \) and \( \{F''_1\} \) are filtrations on a measurable space \( (\Omega', \mathcal{F}') \).

The critical step is to prove the pathwise uniqueness of weak solutions to the finite-dimensional SDE (2.16) of \( Y^m \) for \( (X, B) \).

**Theorem 3.1.** Let \((Z^m, \hat{B}^m, \hat{X}^{m*})\) and \((\hat{Z}^m, \hat{B}^m, \hat{X}^{m*})\) be weak solutions of (2.16) – (2.18) defined on \((\Omega', \mathcal{F}', P', \{F'_1\})\) and \((\Omega', \mathcal{F}', P', \{F''_1\})\), respectively. Assume that

\[
(X^m, B^m, \hat{X}^{m*}) \overset{\text{law}}{=} (Z^m, \hat{B}^m, \hat{X}^{m*}) \overset{\text{law}}{=} (\hat{Z}^m, \hat{B}^m, \hat{X}^{m*}.
\]  

(3.9)

Let \{B1\} and \{B2\} hold for \( m \in \mathbb{N} \). Let either \{B3\} or \{B4\} hold for \( m \in \mathbb{N} \). Then,

\[
P'(Z^m = \hat{Z}^m) = 1.
\]  

(3.10)

Once the pathwise uniqueness of weak solutions has been established, we can deduce the existence of a unique strong solution through an analogy of the Yamada–Watanabe theory. By using the same argument of the proof of [22] Proposition 11.1, Theorem 3.1 yields the next theorem.

**Theorem 3.2.** Assume that \{B1\}, \{B2\}, and \{B3\} hold for all \( m \in \mathbb{N} \). Then, \((X, B)\) satisfies (IFC).

**Remark 3.1.** It is plausible that Theorem 3.2 holds if we substitute \{B3\} by (3.8). An additional element \( \hat{X}^{m*} \) prevents us from direct usage of the Yamada–Watanabe theory. Clearly, the condition (3.7) is weaker than (3.8).

For \( l \in \{0\} \cup \mathbb{N} \), let \( J[l] = \{j = (j_k, i)\}_{1 \leq k \leq m, 1 \leq i \leq d}; j_k, i \in \{0\} \cup \mathbb{N}, \sum_{k=1}^{m} \sum_{i=1}^{d} j_k, i = l\). We set \( \partial_j = \prod_{k, i}(\partial/\partial x_{k, i})^{j_k, i} \) for \( j = (j_k, i) \in J[l] \), where \( x_k = (x_{k, i})_{i=1}^{d} \in \mathbb{R}^d \), and \( (\partial/\partial x_{k, i})^{j_k, i} \) denotes the identity if \( j_k, i = 0 \).

We assume that there exists some \( \ell \in \ell(m) \in \mathbb{N} \) satisfying \{C1\} and \{C2\}.

{C1} For each \( m \in \mathbb{N} \) and \( n \in \mathbb{N}_3 \), there exists a constant \( c_1 \) satisfying the following. For \( \mu^{(n)}\text{-a.e.} (x, s), (x, s) \in \varepsilon \{a\}_{n} \) satisfying \((x, s) \sim_n (\xi, s)\), there exists a set of points \( \{x_1, \ldots, x_k\} \in S^m \) with \((x_1, x_k) = (x, \xi)\) such that

\[
\sum_{j=1}^{k-1} |x_j - x_{j+1}| \leq \varepsilon |x - \xi|, \quad \{x_j, x_{j+1}\} \times \{s\} \subset \varepsilon \{a\}_{n} \quad (j = 1, \ldots, k - 1),
\]  

(3.11)
and that \( \partial \sigma_j^m(t) \) and \( \partial b_j^m(t) \) are absolutely continuous in \( t \in [0,1] \) for each \( j \in J^m \). Here \( \partial \sigma_j^m(t) := (\partial \sigma^m)(x_j + (1-t)x_{j+1}, s) \) and we set \( \partial b_j^m(t) \) similarly. Furthermore, \( [x_j, x_{j+1}] \) is the segment connecting \( x_j \) and \( x_{j+1} \).

**Theorem 3.3.** Assume that there exists some \( \ell = \ell(m) \in \mathbb{N} \) satisfying \{C1\}–\{C2\} for each \( m \in \mathbb{N} \). Then, \{B2\}, \{3.7\}, and \{3.8\} hold for each \( m \in \mathbb{N} \).

We shall give sufficient conditions for \{B1\} in Section 5 and Section 6.

### 4 Proofs of Theorem 3.1, Theorem 3.2, and Theorem 3.3

In this section, we prove Theorem 3.1, Theorem 3.2, and Theorem 3.3.

**Proof of Theorem 3.1** Let \( \varsigma_n \) be the exit time from the tame set \( \bar{\mathcal{F}}[a]_n^m \) defined by (4.3). From (4.9), we see that

\[
\varsigma_n(X^m, x^m) \overset{\text{law}}{=} \varsigma_n(Z^m, \hat{x}^m) \overset{\text{law}}{=} \varsigma_n(\hat{Z}^m, \hat{x}^m) .
\]  

From \{B1\}, we can deduce that, for \( P \)-a.s., \( \varsigma_n(X^m, x^m) > 0 \) for sufficiently large \( n \). Combined with (4.1), this yields, for \( P \)-a.s.,

\[
\Sigma_n := \min \{ \varsigma_n(Z^m, \hat{x}^m), \varsigma_n(\hat{Z}^m, \hat{x}^m) \} > 0 \quad \text{for sufficiently large } n .
\]  

From (2.13) and (2.14) we rewrite (2.16) as

\[
Y_t^m - Y_0^m = \int_0^t \sigma_m(Y_u^m, x_u^m) d\hat{B}_u^m + \int_0^t b_m(Y_u^m, x_u^m) du .
\]

Then \((X^m, B^m, x^m)\) is a solution of (4.3). Hence, we deduce from (4.9) that \((Z^m, B^m, x^m)\) and \((\hat{Z}^m, \hat{B}^m, \hat{x}^m)\) satisfy \( Z_0^m = Z_0^m = s^m \) and

\[
Z_t^m - Z_0^m = \int_0^t \sigma_m(Z_u^m, \hat{x}_u^m) d\hat{B}_u^m + \int_0^t b_m(Z_u^m, \hat{x}_u^m) du ,
\]

\[
\hat{Z}_t^m - \hat{Z}_0^m = \int_0^t \sigma_m(\hat{Z}_u^m, \hat{\hat{x}}_u^m) d\hat{B}_u^m + \int_0^t b_m(\hat{Z}_u^m, \hat{\hat{x}}_u^m) du .
\]
From these two equations, we have

\[
Z_t^m - Z_u^m = \int_0^t \{ \sigma^m(Z_u^m, \hat{X}_u^m) - \sigma^m(\hat{Z}_u^m, \hat{X}_u^m) \} dB_u^m \tag{4.4}
\]

\[
+ \int_0^t \{ b^m(Z_u^m, \hat{X}_u^m) - b^m(\hat{Z}_u^m, \hat{X}_u^m) \} du.
\]

Assume \{B3\}. Then, because \(\sigma^m\) is constant by assumption, the difference in the martingale terms of \(Z^m\) and \(\hat{Z}^m\) is canceled out. Hence, we have from (4.4)

\[
Z_t^m - \hat{Z}_t^m = \int_0^t b^m(Z_u^m, \hat{X}_u^m) - b^m(\hat{Z}_u^m, \hat{X}_u^m) du. \tag{4.5}
\]

From (4.6), we deduce that, for \(0 \leq u \leq \Sigma_n \wedge T\),

\[
|b^m(Z_u^m, \hat{X}_u^m) - b^m(\hat{Z}_u^m, \hat{X}_u^m)| \leq |Z_u^m - \hat{Z}_u^m| \| \tilde{F}_{n,T}(Z_u^m, \hat{X}_u^m) \|. \tag{4.6}
\]

Combining (4.5) and (4.6), the Hölder inequality gives for each \(0 \leq t \leq \Sigma_n \wedge T\)

\[
|Z_t^m - \hat{Z}_t^m|^q \leq \int_0^t |Z_u^m - \hat{Z}_u^m|^q | \tilde{F}_{n,T}(Z_u^m, \hat{X}_u^m) | du \tag{4.7}
\]

\[
\leq \left( \int_0^t |Z_u^m - \hat{Z}_u^m|^p \right)^{q/p} \left( \int_0^t | \tilde{F}_{n,T}(Z_u^m, \hat{X}_u^m) |^q \right)^{p/q} \leq 3 \int_0^t |Z_u^m - \hat{Z}_u^m|^q du.
\]

Here, \(q\) is the Hölder conjugate of \(p\) and \(c_3 = \left( \int_0^{\Sigma_n \wedge T} | \tilde{F}_{n,T}(Z_u^m, \hat{X}_u^m) |^p \right)^{1/p}. \)

By (3.4), we see that \(c_3 < \infty\) \(P\)-a.s. Hence, from (4.7), we can use Gronwall’s lemma to obtain the identity \(Z_t^m = \tilde{Z}_t^m\) until \((Z^m, \hat{X}^m)\) or \((\hat{Z}^m, \hat{X}^m)\) exit from \(\mathcal{F}[a]_0\). Then, for all \(0 \leq t \leq \Sigma_n \wedge T\),

\[
(Z_t^m, B_t^m, \hat{X}_t^m) = (\hat{Z}_t^m, B_t^m, \hat{X}_t^m). \tag{4.8}
\]

Taking \(T \to \infty\), we see that (4.8) holds for all \(0 \leq t \leq \Sigma_n\). Because, for \(P\)-a.s., \(0 < \Sigma_n\) for sufficiently large \(n\) by (4.2), this coincidence and the definition of \(\Sigma_n\) imply that, for \(P\)-a.s.,

\[
\varsigma_n(Z^m, \hat{X}^m) = \varsigma_n(\hat{Z}^m, \hat{X}^m) = \Sigma_n \text{ for sufficiently large } n.
\]

Combined with (4.8) and (4.9), this yields, for \(P\)-a.s.,

\[
\lim_{n \to \infty} \Sigma_n = \infty. \tag{4.9}
\]

From (4.8) and (4.9), we obtain (3.10).

Next, assume \{B4\}. Then the two Brownian motions in (4.4) are equipped with the same increasing families of \(\sigma\)-fields such that \(\{\mathcal{F}_t\} = \{\mathcal{F}'_t\}\). Hence we obtain

\[
\int_0^t \sigma^m(Z_u^m, \hat{X}_u^m) dB_u - \int_0^t \sigma^m(\hat{Z}_u^m, \hat{X}_u^m) dB_u - \int_0^t \{ \sigma^m(Z_u^m, \hat{X}_u^m) - \sigma^m(\hat{Z}_u^m, \hat{X}_u^m) \} dB_u.
\]
Then by the martingale inequality, we have
\[ E[\sup_{v \leq t} \int_0^{v \wedge \Sigma_u \wedge T} \{ \sigma^m(Z_u^m, \hat{X}_u^{m*}) - \sigma^m(\tilde{Z}_u^m, \hat{X}_u^{m*}) \} d\tilde{B}_u^m] \leq 4E[\int_0^{t \wedge \Sigma_u \wedge T} \{ \sigma^m(Z_u^m, \hat{X}_u^{m*}) - \sigma^m(\tilde{Z}_u^m, \hat{X}_u^{m*}) \} d\tilde{B}_u^m] \]
\[ = 4E[\int_0^{t \wedge \Sigma_u \wedge T} \text{tr}(\sigma^m(Z_u^m, \hat{X}_u^{m*}) - \sigma^m(\tilde{Z}_u^m, \hat{X}_u^{m*}))^t (\sigma^m(Z_u^m, \hat{X}_u^{m*}) - \sigma^m(\tilde{Z}_u^m, \hat{X}_u^{m*})) du]. \]

From (3.6) and (3.8), the last line is dominated by
\[ 4E[\int_0^{t \wedge \Sigma_u \wedge T} |Z_u^m - \tilde{Z}_u^m|^2 F_{n,T}(Z_u^m, \hat{X}_u^{m*})^2 du] \quad \text{by (3.6)} \]
\[ \leq 4E[\int_0^{t \wedge \Sigma_u \wedge T} |Z_u^m - \tilde{Z}_u^m|^2 du] \quad \text{by (3.8)} \]
\[ \leq 4E[\int_0^{t \wedge \Sigma_u \wedge T} \sup_{u \leq v} |Z_u^m - \tilde{Z}_u^m|^2 dv]. \]

Here \( c_4 \) and \( c_5 \) are constants depending on \( d, n \in N_3, \) and \( T \in \mathbb{N}. \) Hence, we obtain
\[ E[\sup_{v \leq t} \int_0^{v \wedge \Sigma_u \wedge T} \{ \sigma^m(Z_u^m, \hat{X}_u^{m*}) - \sigma^m(\tilde{Z}_u^m, \hat{X}_u^{m*}) \} d\tilde{B}_u^m] \leq 4E[\int_0^{t \wedge \Sigma_u \wedge T} \sup_{u \leq v} |Z_u^m - \tilde{Z}_u^m|^2 dv]. \] (4.10)

By (3.3) and (3.8) there exists a constant \( c_6 \) depending on \( n \in N_3 \) and \( T \in \mathbb{N} \) such that
\[ \sup_{v \leq t} \int_0^{v \wedge \Sigma_u \wedge T} b(Z_u^m, \hat{X}_u^{m*}) - b(\tilde{Z}_u^m, \hat{X}_u^{m*}) du \leq 4E[\int_0^{t \wedge \Sigma_u \wedge T} \sup_{u \leq v} |Z_u^m - \tilde{Z}_u^m|^2 dv]. \] (4.11)

Let \( h(t) = E[\sup_{u \leq t} |Z_u^m - \tilde{Z}_u^m|^2]. \) Then, by (4.4), (4.10), and (4.11) we have
\[ h(t) \leq 2(c_m + c_6) \int_0^t h(u) du. \]

Hence, by Gronwall’s lemma we obtain \( h(t) = 0 \) for all \( t. \) This implies (3.10).

Recall that \((X, B)\) under \( P_a\) is a weak solution of (2.9)–(2.10) starting at \( s. \) Thus, \((X^m, B^m, \hat{X}^m)\) becomes a weak solution of (2.10)–(2.18).

**Proof of Theorem 3.2** The proof of Theorem 3.2 is the same as that of [22 Proposition 11.1]. We explain the correspondence and omit the details of the proof.

In [22 Proposition 11.1], (IFC) was deduced from the pathwise uniqueness of a weak solution. The pathwise uniqueness in [22] was given in (11.6) of Lemma 11.2 (3) in [22]. In the present paper, we deduce this pathwise uniqueness as (3.10) in Theorem 3.1. The assumptions in Theorem 3.2 are the same as in Theorem 3.1 and they are used only to derive the conclusion of Theorem 3.1 that is, the pathwise uniqueness of weak solutions.
The assumptions of \cite{22} Proposition 11.1 are different from those of Theorem 3.2. They were used only to guarantee the existence of weak solutions and the pathwise uniqueness of weak solutions in Lemma 11.2 (3) in \cite{22}. Hence the proof of \cite{22} Proposition 11.1 is still valid for Theorem 3.2. \hfill \square

**Proof of Theorem 3.3.** For simplicity, we prove the case in which \( m = 1, \ell = 2, \) and \( d = 1. \) The general case follows from the same argument.

Let \((x, s), (\xi, s) \in S[a]_n\) be such that \((x, s) \sim_n (\xi, s)\) and that \( x < \xi. \) Then, from \{C1\} and \( d = 1, \) we see \([x, \xi] \times \{s\} \subset S[a]_{n+1}. \) From the Taylor formula
\[
b(x, s) - b(\xi, s) = \int_{\xi}^{x} \int_{\xi}^{y} \partial^2 b(z, s) dz \, dy + (x - \xi) \partial b(\xi, s). \tag{4.12} \]
Let \( \mathcal{C} \) be the constant given by (3.12). From (4.12) and (4.13), we have that
\[
|b(x, s) - b(\xi, s)| \leq \mathcal{C} \left( \int_{\xi}^{x} \int_{\xi}^{y} dz \, dy \right) + |x - \xi| |\partial b(\xi, s)| \tag{4.13} \]
Here, in the last line, we used \( \sup\{ |x - \xi|, x, \xi \in S[a]_{n+1}\} \leq 2r\sqrt{m} = 2r \) because \( m = 1. \) The same inequality holds for \( \sigma. \) Hence, we take
\[
\tilde{F}_{n,T}(x, s) = \{2\mathcal{C} r |\partial \sigma(x, s)| + |\partial b(x, s)|\}. \tag{4.14} \]
We then immediately deduce \{B2\} from (4.13) and (4.14).

By applying the Taylor formula above to \( \partial \sigma(x, s) \) and \( \partial b(x, s) \), we obtain
\[
\sup\{ |\partial \sigma(x, s)| + |\partial b(x, s)|; (x, s) \in S[a]_n \} < \infty. \tag{4.15} \]
Then, (3.3) follows from (4.14) and (4.15). It is clear that (3.7) follows from (3.8). \hfill \square

## 5 A sufficient condition for \{B1\} in non-symmetric case

Throughout this section, \((X, B)\) is a weak solution of (2.9) and (2.10) defined on \((\Omega, F, \mathbb{P}, \{\mathcal{F}_t\}). \) We write \( X = (X^i)_{i \in \mathbb{N}} \) and \( X^{(m)} = (X^m, \mathcal{X}^{m*}). \)

The purpose of this section is to present a sufficient condition for \{B1\}. Assumption (B1) implies the non-exit of the \( m\)-labeled process \( X^{(m)} \) from \( S[a] \) given by (3.2). By definition, \( S[a] \) is intersection of the set of the single configurations \( S_i \) and the same set \( K[a]. \) In Section 5.1 we prove the non-exit of the unlabeled dynamics \( X \) from \( S_i \) in Proposition (5.1). In Section 5.2 we prove the non-exit from \( K[a] \) in Proposition (5.7). The main results in the present section are Theorems 5.8 and 5.10 given in Section 5.3.

### 5.1 Non-collision property

Recall that \( S_i \) is the subset of \( S \) consisting of configurations with no multiple points. In this subsection, we derive a sufficient condition such that solutions move in the subset \( S_i. \) In other words, we pursue the condition under which particles do not collide with each other. In many examples, the drift coefficient \( b \) is of the form
\[
b(x, s) = \frac{\beta}{2} \sum_i \nabla \psi(x - s_i), \]
where $s = \sum_{i} \delta_{s_{i}}$, and $\Psi(0) = \infty$. Hence, $b(x, s)$ is not well defined if $\delta_{x} + s \notin \mathcal{G}_{s}$. Thus, we need some criterion for the non-collision of particles.

We set $S_{R} = \{x \in S; |x| < R\}$ and $S_{R}^{2, \epsilon} = \{(x, y) \in S_{R}^{2}; |x - y| > \epsilon\}$, where $R \in \mathbb{N}$ and $0 \leq \epsilon \leq 1$. Let $\tau_{R}^{c} = \tau_{R}^{c,i,j}$ be the exit time of $(X_{t}^{i}, X_{t}^{j})$ from $S_{R}^{2, \epsilon}$ such that
\begin{equation}
\tau_{R}^{c} = \inf\{t > 0; (X_{t}^{i}, X_{t}^{j}) \notin S_{R}^{2, \epsilon}\}. \tag{5.1}
\end{equation}

Let $\Upsilon : [0, \infty) \rightarrow (0, \infty)$ be a positive, convex and decreasing function such that $\Upsilon$ is smooth on $(0, \infty)$ and $\Upsilon(0) = \infty$. We set $v(t) = -1/\Upsilon'(t)$. Then $v(0) = 0$ and $v$ is positive and increasing. Furthermore, $v$ is an Osgood-type function in the sense that
\begin{equation}
\int_{0}^{1} \frac{1}{v(t)} dt = \infty. \tag{5.2}
\end{equation}

We set $\vartheta(x) = x/|x|$ for $x \in \mathbb{R}^{d}\setminus\{0\}$. We make the following assumptions:

[C3] For each $R, i \neq j \in \mathbb{N}$,
\begin{equation}
E[\Upsilon(|X_{0}^{i} - X_{0}^{j}|); (X_{0}^{i}, X_{0}^{j}) \in S_{R} \times S_{R}] < \infty. \tag{5.3}
\end{equation}

[C4] For each $T, R, i \neq j \in \mathbb{N}$,
\begin{equation}
\sup_{0 \leq t \leq T} \sup_{0 < \epsilon \leq 1} E\left[\int_{0}^{t \wedge \tau_{R}^{c}} \left(\frac{\vartheta(X_{u}^{i} - X_{u}^{j})}{v(|X_{u}^{i} - X_{u}^{j}|)} b(X_{u}^{i}, X_{u}^{j})\right)_{\mathbb{R}^{d}} du\right] < \infty. \tag{5.4}
\end{equation}

[C5] For each $0 \leq t < \infty$ and $i \neq j \in \mathbb{N}$,
\begin{equation}
E\left[\int_{0}^{t} 1_{S_{R}^{i}}(X_{u}^{i}) 1_{S_{R}^{j}}(X_{u}^{j}) \left(\frac{1}{v(|X_{u}^{i} - X_{u}^{j}|)^{2}} + \frac{1 + v'(|X_{u}^{i} - X_{u}^{j}|)}{v(|X_{u}^{i} - X_{u}^{j}|)|X_{u}^{i} - X_{u}^{j}|}\right) du\right] < \infty. \tag{5.5}
\end{equation}

We note here $v$ and $v'$ are positive.

Let $\sigma = \sigma(x, s)$ be the coefficient in (2.9). We set $a : \mathcal{G}_{s}^{[1]} \rightarrow \mathbb{R}^{d}$ such that
\begin{equation}
a = \sigma^{\top} \sigma. \tag{5.6}
\end{equation}

[UB] $a = (a_{kl}(x, s))_{k,l=1}^{d}$ is uniformly elliptic. Furthermore, $a$ is bounded with upper bound $c_{\mathbb{R}}$:
\begin{equation}
\sum_{k,l=1}^{d} a_{kl}(x, s) \xi_{k} \xi_{l} \leq c_{\mathbb{R}} |\xi|^{2} \quad \text{for all } \xi \in \mathbb{R}^{d}, (x, s) \in \mathcal{G}_{s}^{[1]}. \tag{5.7}
\end{equation}

**Proposition 5.1.** Assume that [C3]–[C5] and [UB] hold. Then,
\begin{equation}
P(X_{t} \in \mathcal{G}_{s} \text{ for all } 0 \leq t < \infty) = 1. \tag{5.8}
\end{equation}

**Proof.** For (5.8), it is sufficient to prove that, for each pair $(i, j)$ such that $i \neq j$,
\begin{equation}
P(X_{t}^{i} = X_{t}^{j} \text{ for some } 0 \leq t < \infty) = 0. \tag{5.9}
\end{equation}

We only prove (5.9) for $(i, j) = (1, 2)$, because the proof of the general case is similar.

Let $\varphi \in C_{0}^{\infty}((\mathbb{R}^{d})^{2})$ be such that $0 \leq \varphi(x, y) \leq 1$, $\varphi(x, y) = \varphi(y, x)$, and
\begin{equation}
\varphi(x, y) = \begin{cases} 
1 & (x, y) \in S_{R}^{2, \epsilon} \\
0 & (x, y) \notin S_{R}^{2, \epsilon} \\
\end{cases}. \tag{5.10}
\end{equation}
Applying Itô’s formula to \(\varphi(x,y)\nabla(|x-y|)\) with \((X^1, X^2)\) and noting that \(\varphi(x,y) = 1\) on the closure of \(\mathbb{S}^2_{R}\), we then have that, for each \(0 < \epsilon < 1\) and \(R \in \mathbb{N}\),

\[
\varphi(X_{t \wedge \tau^R_R}, X_{t \wedge \tau^R_R}) = \varphi(X_0, X_0) = \varphi(X_{1 \wedge \tau^R_R}, X_{1 \wedge \tau^R_R}) = \varphi(X_{0}, X_{0}) \rightleftharpoons (5.10)
\]

\[
- \sum_{i,j} \int_0^{t \wedge \tau^R_R} \left( \vartheta(X^i_u - X^j_u) \frac{\sigma(X^i_u, X^{i\wedge j}_u)}{v(X^i_u - X^j_u)} dB^i_u \right) \mathbb{R}^d\]

\[
- \sum_{i,j} \int_0^{t \wedge \tau^R_R} \left( \vartheta(X^i_u - X^j_u) \left( \frac{\vartheta(X^i_u - X^j_u) - \vartheta(X^i_u - X^j_u)}{v(X^i_u - X^j_u)} \right) dB^i_u \right) \mathbb{R}^d\]

\[
+ \sum_{i,j} \int_0^{t \wedge \tau^R_R} \left( \frac{1}{2} a(X^i_u, X^{i\wedge j}_u) \sigma(X^i_u, X^{i\wedge j}_u) \vartheta(X^i_u - X^j_u) \left( \frac{\vartheta(X^i_u - X^j_u) - \vartheta(X^i_u - X^j_u)}{v(X^i_u - X^j_u)} \right) \mathbb{R}^d\] \]

\[
- \sum_{i,j} \int_0^{t \wedge \tau^R_R} \left( \frac{1}{v(X^i_u - X^j_u)} \right) \mathbb{R}^d\]

\[
\sum_{k=1}^d \sum_{i,j} \left[ \frac{1}{2} \vartheta(X^i_u - X^j_u) \right] \mathbb{R}^d du.
\]

Here, the sum \(\sum_i\) is taken over \((i,j) = (1,2), (2,1)\). We shall estimate each term of the right-hand side. Without loss of generality, we assume that \((i,j) = (1,2)\) in the rest of the proof, and estimate the expectation of each term on the right-hand side of (5.10).

A direct calculation, together with (5.11), yields

\[
E\left[ \left( \int_0^{t \wedge \tau^R_R} \left( \frac{\vartheta(X^i_u - X^j_u)}{v(X^i_u - X^j_u)} \sigma(X^i_u, X^{i\wedge j}_u) dB^i_u \right) \mathbb{R}^d \right)^2 \right]
\]

(5.11)

By (5.12) and (5.13), we can see that for each \(0 < \epsilon < 1\) and \(0 \leq t < \infty\)

\[
E\left[ \left( \int_0^{t \wedge \tau^R_R} \left( \frac{\vartheta(X^i_u - X^j_u)}{v(X^i_u - X^j_u)} \sigma(X^i_u, X^{i\wedge j}_u) dB^i_u \right) \mathbb{R}^d \right)^2 \right]
\]

(5.12)

Next, we prove the \(L^1\)-boundedness of each term of (5.10) in \(0 \leq t \leq T \wedge \tau^R_R\) and \(0 < \epsilon < 1\) for each \(T, R \in \mathbb{N}\). By (5.14), the first term on the right-hand side of (5.10) is in \(L^1\). By (5.11) and (5.12), the second term in (5.10) turns to be \(L^2\)-martingale. Thus, these terms are uniformly integrable. By (5.13), the third term on the right-hand side of (5.10) is \(L^1\)-bounded. From (5.11)-(5.14), we see that the fourth, fifth, and sixth terms on the right-hand side are \(L^1\)-bounded.

Collecting these, we have that all the terms on the right-hand side are \(L^1\)-bounded. Thus, we deduce that the left-hand side of (5.10) is \(L^1\)-bounded in \(0 \leq t \leq T \wedge \tau^R_R\).
and \(0 < \epsilon \leq 1\) for each \(T, R \in \mathbb{N}\), that is,
\[
\sup_{0 \leq t \leq T, 0 < \epsilon \leq 1} E[\varphi(X_{t+\tau R}^1, X_{t+\tau R}^2) \Upsilon(|X_{t+\tau R}^1 - X_{t+\tau R}^2|)] < \infty. \tag{5.13}
\]

We see that \(\tau_R^0 = \lim_{\epsilon \to 0} \tau_R^\epsilon\) because \((x, x) \in S^2\) is a closed set. Then, taking \(t \to T\) and then \(\epsilon \to 0\), we have from Fatou's lemma and \((5.13)\) that for each \(T, R \in \mathbb{N}\)
\[
E\left[\varphi(X_{T \wedge \tau R}^1, X_{T \wedge \tau R}^2) \Upsilon(|X_{T \wedge \tau R}^1 - X_{T \wedge \tau R}^2|)\right] \\
\leq \liminf_{\epsilon \to 0} \lim_{t \to T} E\left[\varphi(X_{t \wedge \tau R}^1, X_{t \wedge \tau R}^2) \Upsilon(|X_{t \wedge \tau R}^1 - X_{t \wedge \tau R}^2|)\right] < \infty.
\tag{5.14}
\]

Let \(\tau_R\) be the exit time of \((X^1, X^2)\) from \(S_R^2\). Then we deduce \(T \wedge \tau_R^0 = T \wedge \tau_R\) a.s. for all \(T, R \in \mathbb{N}\) from \((5.14)\). Hence, \(\tau_R^0 = \tau_R\) a.s. for all \(R \in \mathbb{N}\).

By assumption, each tagged particle \(X^i\) of \(X = (X^i)_{i \in \mathbb{N}}\) does not explode. Hence, \(\lim_{R \to \infty} \tau_R = \infty\) a.s. Together with \(\tau_R^0 = \tau_R\) a.s. for all \(R \in \mathbb{N}\), this implies
\[
\lim_{R \to \infty} \tau_R^0 = \infty. \tag{5.15}
\]

Let \(\tau^0 = \inf\{t > 0; (X^1_t, X^2_t) \in \{x = y\}\}\) be the first hitting time of \((X^1, X^2)\) to the set \(\{x = y\} \subset S^2\). Then \(\tau^0 = \lim_{R \to \infty} \tau_R^0\). Hence \((5.15)\) implies \(\tau^0 = \infty\) a.s.
Therefore, we deduce that \(X^1\) and \(X^2\) do not collide with each other.

\[\square\]

5.2 Non-exit from \(K[a]\).

Let \(K[a]\) and \(K[a_q]\) be the sets given by \((5.1)\). Let \(\kappa_q\) be the exit time of \(\mathcal{X}\) from \(K[a_q]\), that is, \(\kappa_q = \inf\{t > 0; \mathcal{X}_t \not\in K[a_q]\}\). We set \(\kappa_\infty := \lim_{q \to \infty} \kappa_q\).

In Section 5.2 we shall prove non-exit of \(\mathcal{X}\) from \(K[a]\) in such a way that
\[
P(\kappa_\infty = \infty) = 1. \tag{5.16}
\]

The strategy of the proof is to reduce the problem to the construction of a specific function \(\bar{\chi}\) on \(\mathfrak{S}\) in \((5.59)\) that diverges on \(K[a]^{\infty}\) and satisfies \(E[||\bar{\chi}(\mathcal{X}_{t \wedge \kappa_\infty})||] < \infty\).

For \(Q \in \mathbb{N} \cup \{\infty\}\) let \(K_Q[a] = \bigcup_{q=1}^{\infty} K_{Q}[a_q]\), where \(K_{Q}[a_q]\) is such that
\[
K_{Q}[a_q] = \{s \in \mathfrak{S}; s(S_R) \leq a_q(R) \text{ for all } R \leq Q\} \quad \text{for } Q < \infty,
\]
\[
= \{s \in \mathfrak{S}; s(S_R) \leq a_q(R) \text{ for all } R < \infty\} \quad \text{for } Q = \infty.
\]

Then \(K[a] = K_Q[a]\) and \(K[a_q] = K_Q[a_q]\) for \(Q = \infty\).

Recall that \(a = \{a_q\}_{q \in \mathbb{N}}\) is a sequence of increasing sequences \(a_q = \{a_q(R)\}_{R \in \mathbb{N}}\) and that \(a_q^+ = \{1 + a_q(R)\}_{R \in \mathbb{N}}\) for \(a_q = \{a_q(R)\}_{R \in \mathbb{N}}\). Both \(\{K_{Q}[a_q]\}_{q=1}^{\infty}\) and \(\{K_{Q}[a_q^+]\}_{q=1}^{\infty}\) are increasing sequences of compact sets in \(\mathfrak{S}\) if and only if \(Q = \infty\). In addition to \((5.1)\), assume that, for all \(Q \in \mathbb{N} \cup \{\infty\}\),
\[
K_{Q}[a_q] \subset K_{Q}[a_q^+] \subset K_{Q}[a_{q+1}]. \tag{5.17}
\]

Note that \(K_{Q}[a_q] \subset K_{Q}[a_q^+]\) is clear because \(a_q < a_q^+\). Suppose \(a_q(R) = C(q)R^\alpha\) for some \(\alpha > 0\) and an increasing function \(C(q)\) with \(C(q) \to \infty\). Then, taking a new sequence from \(a = \{a_q\}_{q \in \mathbb{N}}\) more intermittently, we can easily retake \(a\) such that \(a_q^+(R) = a_{q+1}(R)\) for all \(R \in \mathbb{N}\). For such \(a\) we obtain \(K_Q[a_q^+] \subset K_Q[a_{q+1}]\). Then \((5.17)\) holds.
We set for $Q \in \mathbb{N} \cup \{\infty\}$

\[ L_Q[a_q] = K_Q[a_q] \setminus K_Q[a_t]. \tag{5.18} \]

Then we have from (5.17)

\[ L_Q[a_q] \cap L_Q[a_r] = \emptyset \quad \text{for each } q \neq r \in \mathbb{N}. \tag{5.19} \]

We next generalize $f$ given by (2.2) to non-local functions $f$.

Let $\mathcal{G}$ be the set of all countable sums of point measures on $\mathcal{S}$ including the zero measure. Let $\mathcal{S} = \bigcup_{i=0}^{\infty} S^i \cup S^\infty$ as before. For a function $f$ defined on $\mathcal{G}$, there exists a unique function $\hat{f}$ defined on $\mathcal{S}$ such that $\hat{f}|_{S^m}$ is symmetric in $s = (s_i)_{i=1}^m$ and that $f(s) = f(u(s))$, where $m \in \mathbb{N} \cup \{\infty\}$ and $S^\infty = S^0$.

By convention, $S^0 = \{\emptyset\}$ denotes the set consisting of the empty set and $\hat{f}|_{S^0}$ is a constant. For a function $f$ on $\mathcal{G}$, we define a function $f_\ast$ on $\mathcal{S}$ by taking $f_\ast(s) = 0$ for $s \in \mathcal{G} \setminus \mathcal{G}$. Then we take $\hat{f}$ for $f$ as the restriction of $f_\ast$ on $u^{-1}(\mathcal{S})$. The relation between $\hat{f}$ and $f_\ast$ given by (5.6) for a $\sigma[S_R]$-measurable local function $f$ is, if $x_1, \ldots, x_m \in S_R$ and $x_j \notin S_R$ for $j > m$,

\[ \hat{f}(x_1, \ldots, x_m, x_{m+1}, \ldots) = f_\ast(x_1, \ldots, x_m). \tag{5.20} \]

Let $S^m_R = S_R \times \cdots \times S_R$ be the $m$-product of $S_R$. Let $\mathcal{G}^m = \{s \in \mathcal{G}; s(S_R) = m\}$ for $R, m \in \mathbb{N}$. We set maps $\pi_R, \pi^R_R : \mathcal{G} \to \mathcal{S}$ such that $\pi_R = \pi_S$ and $\pi^R_R = \pi^S_R$.

For $s \in \mathcal{G}^m_R$, we call $x^m_R(s) = (x^1_R(s))^m_{i=1} \in S^m_R$ an $S^m_R$-coordinate of $s$ if $\pi_R(s) = \sum_{i=1}^m \delta x^i_R(s)$.

For a function $f : \mathcal{G} \to \mathbb{R}$ and $R, m \in \mathbb{N}$, we define an $S^m_R$-representation $\{f^m_{R,s}\}_s$ of $f$ using an $S^m_R$-coordinate $x^m_R(s)$ of $s$.

**Definition 5.1.** We call $\{f^m_{R,s}\}_s$ an $S^m_R$-representation of $f$ if (1)–(4) hold.

(1) $f^m_{R,s}$ is a permutation invariant function on $S^m_R$ for each $s \in \mathcal{G}^m_R$.

(2) $f^m_{R,s(1)} = f^m_{R,s(2)}$ if $\pi^R_R(s(1)) = \pi^R_R(s(2))$ for $s(1), s(2) \in \mathcal{G}^m_R$.

(3) $f^m_{R,s}(x^m_R(s)) = f(s)$ for $s \in \mathcal{G}^m_R$.

(4) $f^m_{R,s}(x^m_R(s)) = 0$ for $s \notin \mathcal{G}^m_R$.

By definition, we have a relation among $\hat{f}$, $x^m_R(s)$, and $f^m_{R,s}$ such that

\[ \hat{f}(x^m_R(s), s) = f^m_{R,s}(x^m_R(s)) \quad \text{for } s \in \mathcal{G}^m_R. \]

We say that a function $f$ on $\mathcal{S}$ is of $C^k$-class if its $S^m_R$-representation $f^m_{R,s}$ is in $C^k(S^m_R)$ for each $R, m \in \mathbb{N}$ and $s \in \mathcal{G}$. We set $C^k(\mathcal{S})$ be the set consisting of the functions of $C^k$-class. We set $C^\infty(\mathcal{S}) = \cap_{k=0}^{\infty} C^k(\mathcal{S})$.

Note that a function $f$ on $\mathcal{G}$ of $C^k$-class is not necessary continuous on $\mathcal{G}$ because we equip $\mathcal{G}$ with the vague topology.

Let $a$ be given by (5.16) and $D^a$ be the carré du champ operator such that

\[ D^a[f, g](s) = \frac{1}{2} \sum_i \left( a(s, s^i) \frac{\partial f}{\partial s_i} \right) \frac{\partial g}{\partial s_i} \big|_{R^2}. \tag{5.21} \]

By (5.20), we easily see that $D^a[f, f]$ does not depend on the choice of $\hat{f}$ or $f_\ast$ for a $\sigma[\pi_R]$-measurable function $f$.

Next, we introduce a family of cut-off functions $\{\chi_{R,Q}\}_{Q \in \mathbb{N}}$. 


We take a label \( l = (l^i) \) such that \(|l^i(s)| \leq |l^{i+1}(s)|\) for all \( i \). We set for \( Q \in \mathbb{N} \cup \{\infty\} \)

\[
d_q, Q(s) = \left\{ \sum_{R=1}^{Q} \sum_{i \in J_{R,a}(a_q)} (R - |l^i(s)|)^{2} \right\}^{1/2},
\]

(5.22)

where \( J_{R,a}(a_q) = \{i; i > a_q(R), l^i(s) \in S_R\} \). Let \( \theta \in C^\infty(\mathbb{R}) \) such that \( 0 \leq \theta(t) \leq 1 \) for all \( t \in \mathbb{R} \), \( \theta(t) = 0 \) for \( t \leq \epsilon \), and \( \theta(t) = 1 \) for \( t \geq 1 - \epsilon \) for a sufficiently small \( \epsilon > 0 \). Furthermore, we assume that \(|\theta'(t)| \leq \sqrt{2}\) for all \( t \). Let

\[
\chi_{q,Q}(s) = \theta \circ d_{q,Q}(s).
\]

(5.23)

**Lemma 5.2.** (1) For each \( q \in \mathbb{N} \) and \( Q \in \mathbb{N} \cup \{\infty\} \), \( \chi_{q,Q} \in C^\infty(\mathcal{G}) \).

(2) Assume \([5.17]\). Then, \( \chi_{q,Q} \) satisfies the following:

\[
0 \leq \chi_{q,Q} \leq 1,
\]

\[
\chi_{q,Q}(s) = \begin{cases} 0 & \text{for } s \in K_Q[a_q] \setminus K_Q[a_q^+] \\ 1 & \text{for } s \notin K_Q[a_q^+] \end{cases}
\]

(5.24)

\[
0 \leq D^a[\chi_{q,Q}, \chi_{q,Q}] \leq \mathcal{I} \quad \text{for } s \notin K_Q[a_q^+], \quad D^a[\chi_{q,Q}, \chi_{q,Q}] = 0 \text{ for } s \notin L_Q[a_q].
\]

(5.25)

Here \( K_Q[a_q], K_Q[a_q^+] \), and \( L_Q[a_q] \) are the same as in \([5.15]\), and \( \mathcal{I} \) is given by \([5.7]\).

**Proof.** A direct calculation shows \( \chi_{q,Q} \in C^\infty(\mathcal{G}) \), \([5.24]\), and the equality in \([5.25]\).

Clearly, \( 0 \leq D^a[\chi_{q,Q}, \chi_{q,Q}](s) \). A straightforward calculation shows that by \([5.7]\)

\[
D^a[\chi_{q,Q}, \chi_{q,Q}](s) \leq \frac{\mathcal{I}}{2} \left( \frac{\theta'(d_{q,Q}(s))}{d_{q,Q}(s)} \right)^2 \sum_{R=1}^{Q} \sum_{s \in J_{R,a}(a_q)} (R - |l^i(s)|)^2
\]

\[
= \frac{\mathcal{I}}{2} \theta'(d_{q,Q}(s))^2 \leq \mathcal{I}.
\]

Hence, we see that \( \chi_{q,Q} \) satisfies the inequalities in \([5.25]\). \( \square \)

For \( N \in \mathbb{N} \) and \( Q \in \mathbb{N} \cup \{\infty\} \), we set

\[
\hat{\chi}_Q^N = \sum_{q=1}^{N} \chi_{q,Q}.
\]

(5.26)

We regard \( \hat{\chi}_Q^N \) as a coordinate of \( s \) from the viewpoint of \( K_Q[a_q] \).

**Lemma 5.3.** (1) If \( N \) and \( Q \in \mathbb{N} \), then \( \hat{\chi}_Q^N \) is bounded and continuous on \( \mathcal{G} \).

(2) If \( N \in \mathbb{N} \) and \( Q \in \mathbb{N} \cup \{\infty\} \), then \( \hat{\chi}_Q^N \in C^\infty(\mathcal{G}) \). Furthermore, the following hold.

\[
\begin{align*}
\left\{ \begin{array}{ll}
q - 1 \leq \hat{\chi}_Q^N(s) & \text{for } s \in K_Q[a_q^+] \setminus K_Q[a_q], \; q \leq N, \\
\hat{\chi}_Q^N(s) & \text{for } s \in K_Q[a_{q+1}] \setminus K_Q[a_q^+] \setminus K_Q[a_q], \; q \leq N, \\
\hat{\chi}_Q^N(s) & \text{for } s \in K_Q[a_{N+1}]^c, \\
\end{array} \right.
\end{align*}
\]

(5.27)

\[
\begin{align*}
D^a[\hat{\chi}_Q^N, \hat{\chi}_Q^N](s) & \leq \mathcal{I} \quad \text{for } s \in K_Q[a_{N+1}], \\
& \leq 0 \quad \text{for } s \in K_Q[a_{N+1}]^c.
\end{align*}
\]

(5.28)

**Proof.** (1) is clear by \([5.22]\), \([5.23]\), and \([5.26]\). \([5.27]\) and \([5.28]\) follows from \([5.17]\), \([5.24]\), and \([5.26]\). The equality in \([5.28]\) follows from \([5.27]\).
We finally prove the inequality in (5.28). By (5.20)

\[ \mathbb{D}^a[\tilde{\chi}_Q^N, \tilde{\chi}_Q^N](s) = \mathbb{D}^a[\sum_{q=1}^N \frac{\chi_q}{Q}, \sum_{q=1}^N \frac{\chi_q}{Q}] = \mathbb{D}^a[\chi_q/Q, \chi_r/Q]. \]  

From the Schwarz inequality, (5.19), and (5.25), we have for \( q \neq r \)

\[ \mathbb{D}^a[\chi_q/Q, \chi_r/Q]^2 \leq \mathbb{D}^a[\chi_q/Q, \chi_q/Q] \mathbb{D}^a[\chi_r/Q, \chi_r/Q] = 0. \]  

From (5.19) and (5.25), we see for \( s \in K_Q[a] \)

\[ \sum_{q=1}^N \mathbb{D}^a[\chi_q/Q, \chi_q/Q] = \sum_{q=1}^N 1_{\mathcal{L}_Q[a]} \mathbb{D}^a[\chi_q/Q, \chi_q/Q] \leq \mathfrak{T}. \]  

From (5.29), (5.30), and (5.31) we obtain the inequality in (5.28). \( \square \)

Let \( \tilde{\chi}_Q^N(s) = \tilde{\chi}_Q^N(s_1, s_2, \ldots) \) be the symmetric function on \( S^N \) such that \( \tilde{\chi}_Q^N(s) = \tilde{\chi}_Q^N(u(s)) \). Recall that \( X_t = (X_t^i)_{i \in N} \) and \( u(X_t) = \sum_{i=1}^{\infty} \delta_{X_t}^i = X_t \). Hence, we have

\[ \tilde{\chi}_Q^N(X_t) = \tilde{\chi}_Q^N(u(X_t)) = \tilde{\chi}_Q^N(X_t). \]  

We regard \( \tilde{\chi}_Q^N \) as a smooth function on \( S^N \cap \{ \chi_Q^N < \infty \} \). Let \( \partial_i = (\partial_{s_i})_{i=1}^d \), and set

\[ \frac{\partial \tilde{\chi}_Q^N}{\partial x_k}(x, \eta) = (\partial_{i,k} \tilde{\chi}_Q^N)(x, y), \quad \frac{\partial^2 \tilde{\chi}_Q^N}{\partial x_k \partial x_l}(x, \eta) = (\partial_{i,k} \partial_{j,l} \tilde{\chi}_Q^N)(x, y). \]  

Here \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \) and \( \eta = u(y) \).

Assume \( Q < \infty \). Then, \( \tilde{\chi}_Q^N \) is a local function. For \( j \in \mathbb{N} \) we set

\[ M_{Q,j}^{N,j} = \sum_{i=1}^{\infty} \int_0^t \sum_{k,l=1}^d \frac{\partial \tilde{\chi}_Q^N}{\partial x_k}(X_t^i, X_t^{\infty}) \sigma_{kl}(X_t^i, X_t^{\infty}) dB_t^{i,j}. \]  

By (5.6), (5.21), (5.26), and (5.28), \( M_{Q,j}^{N,j} \) is a continuous \( L^2 \)-martingale and

\[ \langle M_{Q,j}^{N,j} \rangle_t = \sum_{i=1}^{\infty} \int_0^t \sum_{k,l=1}^d \frac{\partial \tilde{\chi}_Q^N}{\partial x_k}(X_t^i, X_t^{\infty}) \sigma_{kl}(X_t^i, X_t^{\infty}) dB_t^{i,j} \leq 2c. \]  

Hence \( \{ M_{Q,j}^{N,j} \}_{j \in \mathbb{N}} \) is a Cauchy sequence in the space of continuous \( L^2 \)-martingales and converges to the continuous \( L^2 \)-martingale \( M_{Q,\infty}^{N,j} \). We easily see from (5.35) that

\[ \langle M_{Q,\infty}^{N,\infty} \rangle_t = \sum_{i=1}^{\infty} \int_0^t \sum_{k,l=1}^d \frac{\partial \tilde{\chi}_Q^N}{\partial x_k}(X_t^i, X_t^{\infty}) \sigma_{kl}(X_t^i, X_t^{\infty}) dB_t^{i,j} \leq 2c. \]  

From (5.34), (5.36), we obtain

\[ E[\| M_{Q,t}^{N,\infty} \|^2] = E[\langle M_{Q,\infty}^{N,\infty} \rangle_t] \leq 2c. \]  

\[ (5.37) \]
Applying Itô’s formula to $X$ and $\hat{\chi}^N_Q$ together with (5.32) and (5.33), we deduce that $\hat{\chi}^N_Q(X_t)$ is a continuous semi-martingale such that

$$
\hat{\chi}^N_Q(X_t) = \hat{\chi}^N_Q(X_0) + \sum_{i=1}^{\infty} \int_0^t \sum_{k,l=1}^d \frac{\partial \hat{\chi}^N_Q}{\partial x_k}(X_u^i, X_u^{i\sigma}) \sigma_{kl}(X_u^i, X_u^{i\sigma}) dB_{u}^{k,l}
+ \int_0^t \sum_{i=1}^{\infty} \sum_{k=1}^d b_k(X_u^i, X_u^{i\sigma}) \frac{\partial \hat{\chi}^N_Q}{\partial x_k}(X_u^i, X_u^{i\sigma}) du
+ \frac{1}{2} \int_0^t \sum_{i=1}^{\infty} \sum_{k,l=1}^d a_{kl}(X_u^i, X_u^{i\sigma}) \frac{\partial^2 \hat{\chi}^N_Q}{\partial x_k \partial x_l}(X_u^i, X_u^{i\sigma}) du.
$$

(5.38)

Here, $\sigma = (\sigma_{kl})_{k,l=1}^d$, $B^i = (B^{i,k})_{k=1}^d$, $b_k = (b_k)_{k=1}^d$, and $a = (a_{kl})_{k,l=1}^d$.

By construction, for each $s$, $\hat{\chi}^N_Q(s)$ is increasing in $Q$ for each $N \in \mathbb{N} \cup \{\infty\}$, and in $N$ for each $Q \in \mathbb{N} \cup \{\infty\}$. Hence we set

$$\hat{\chi}(s) := \lim_{N \to \infty} \lim_{Q \to \infty} \hat{\chi}^N_Q(s).$$

(5.39)

Then we have

$$\hat{\chi}(X_t) = \lim_{N \to \infty} \lim_{Q \to \infty} \hat{\chi}^N_Q(X_t).$$

(5.40)

From (5.26) and Lemma 5.3, we see $\hat{\chi}(s) < \infty$ if and only if $s \in \mathcal{K}[a]$. Hence $\hat{\chi}(X_t) < \infty$ if and only if $X_t \in \mathcal{K}[a]$. So our task is to prove $\hat{\chi}(X_t) < \infty$ for all $t$ a.s.

**Lemma 5.4.** Assume (5.17). Assume that

$$\sum_{q=1}^{\infty} q^2 P(X_0 \in \mathcal{K}[a_q]^c) < \infty.$$  

(5.41)

Then $\hat{\chi}(X_0) < \infty$ a.s. and

$$E[\hat{\chi}(X_0)^2] < \infty.$$  

(5.42)

**Proof.** From (5.41), we see $P(X_0 \in \cap_{q=1}^{\infty} \{\mathcal{K}[a_q]^c\}) = 0$. Then $P(X_0 \in \mathcal{K}[a]^c) = 0$. Combining this with (9.27), (5.39), and (5.41), we obtain

$$E[\hat{\chi}(X_0)^2] = E[1_{\mathcal{K}[a]}(X_0)|\hat{\chi}(X_0)^2] = \lim_{N \to \infty} \lim_{Q \to \infty} E[1_{\mathcal{K}[a]}(X_0)\hat{\chi}^N_Q(X_0)^2]
\leq \sum_{q=1}^{\infty} q^2 P(X_0 \in \mathcal{K}[a_{q+1}]\setminus \mathcal{K}[a_q]) \leq \sum_{q=1}^{\infty} q^2 P(X_0 \in \mathcal{K}[a_q]^c) < \infty.$$  

This yields (5.32). The first claim is clear from (5.42). □
Lemma 5.5. Assume \( (5.17) \). Assume \( \tilde{\chi}(X_0) < \infty \). Assume that for each \( t \)

\[
\lim_{N \to \infty} \lim_{Q \to \infty} \int_0^t 1_{K[a]}(X_u) \sum_{i=1}^d \sum_{k=1}^d b_k(X_u^i, X_u^{i\ominus}) \frac{\partial \tilde{\chi}_N}{\partial x_k}(X_u^i, X_u^{i\ominus}) du \tag{5.43}
\]

\[
= \int_0^t 1_{K[a]}(X_u) \sum_{i=1}^d \sum_{k=1}^d b_k(X_u^i, X_u^{i\ominus}) \frac{\partial \tilde{\chi}_N}{\partial x_k}(X_u^i, X_u^{i\ominus}) du \quad \text{a.s.,}
\]

\[
\lim_{N \to \infty} \lim_{Q \to \infty} \frac{1}{2} \int_0^t 1_{K[a]}(X_u) \sum_{i=1}^d \sum_{k,l=1}^d a_{kl}(X_u^i, X_u^{i\ominus}) \frac{\partial^2 \tilde{\chi}_N}{\partial x_k \partial x_l}(X_u^i, X_u^{i\ominus}) du
\]

\[
= \frac{1}{2} \int_0^t 1_{K[a]}(X_u) \sum_{i=1}^d \sum_{k,l=1}^d a_{kl}(X_u^i, X_u^{i\ominus}) \frac{\partial^2 \tilde{\chi}}{\partial x_k \partial x_l}(X_u^i, X_u^{i\ominus}) du \quad \text{a.s.,}
\]

and that the right-hand sides of the equations in \( (5.43) \) are continuous processes and finite for all \( t \). Then \( \tilde{\chi}(X_t) \) is finite for all \( t \) and a continuous semi-martingale such that

\[
\tilde{\chi}(X_t) = \tilde{\chi}(X_0) + \sum_{i=1}^{\infty} \int_0^t 1_{K[a]}(X_u) \sum_{k,l=1}^d \frac{\partial \tilde{\chi}_N}{\partial x_k}(X_u^i, X_u^{i\ominus}) \partial_x \chi\sigma_{kl}(X_u^i, X_u^{i\ominus}) dB^{i,l}_u \tag{5.44}
\]

\[
+ \int_0^t 1_{K[a]}(X_u) \sum_{i=1}^d \sum_{k=1}^d b_k(X_u^i, X_u^{i\ominus}) \frac{\partial \tilde{\chi}_N}{\partial x_k}(X_u^i, X_u^{i\ominus}) du
\]

\[
+ \frac{1}{2} \int_0^t 1_{K[a]}(X_u) \sum_{i=1}^d \sum_{k,l=1}^d a_{kl}(X_u^i, X_u^{i\ominus}) \frac{\partial^2 \tilde{\chi}}{\partial x_k \partial x_l}(X_u^i, X_u^{i\ominus}) du.
\]

Proof. By \( (5.22) \), \( (5.23) \), and \( (5.40) \), we easily see \( \mathbb{D}^{a^N}[\chi_Q^N, \tilde{\chi}_N^Q](s) \) are increasing in \( Q \) for each \( N \) and also \( \mathbb{D}^{a^N}[\chi_Q^N, \tilde{\chi}_N^Q](s) \) are increasing in \( N \). Furthermore,

\[
1_{K[a]}(s) \mathbb{D}^{a^N}[\tilde{\chi}, \tilde{\chi}](s) = 1_{K[a]}(s) \lim_{N \to \infty} \lim_{Q \to \infty} \mathbb{D}^{a^N}[\tilde{\chi}_Q^N, \tilde{\chi}_Q^N](s) \tag{5.45}
\]

\[
= \lim_{N \to \infty} \lim_{Q \to \infty} \mathbb{D}^{a^N}[\tilde{\chi}_Q^N, \tilde{\chi}_Q^N](s) \leq 0
\]

and \( \lim_{N \to \infty} \lim_{Q \to \infty} 1_{K[a]}(s) \mathbb{D}^{a^N}[-\tilde{\chi}_Q^N, \tilde{\chi}_Q^N](s) = 0 \) for each \( s \).

From \( (5.21) \) and \( (5.45) \), we deduce that the second term of the right-hand side of \( (5.44) \) is a continuous \( L^2 \)-martingale and is the limit of the third term of \( (5.38) \) in the space of the continuous \( L^2 \)-martingales on \( (\Omega, \mathcal{F}, \mathbb{P}, \{\mathcal{F}_t\}) \).

By \( (5.22) \), \( (5.23) \), \( (5.24) \), and \( (5.26) \), we see for \( (x, s) \in \mathbb{R}^d \times \mathcal{G} \) such that \( \delta_x + s \in K[a] \)

\[
\frac{\partial \tilde{\chi}_N}{\partial x_k}(x, s) = \frac{\partial^2 \tilde{\chi}_Q}{\partial x_k \partial x_l}(x, s) = 0.
\tag{5.46}
\]

Take \( Q \to \infty \) and then \( N \to \infty \) in \( (5.38) \). Then we obtain \( (5.44) \) from \( (5.37) \), \( (5.40) \), \( (5.43) \), \( (5.44) \), and \( (5.46) \). Each term of the right-hand side of \( (5.44) \) is finite and continuous in \( t \) by assumption and the argument as above. Hence, \( \tilde{\chi}(X_t) < \infty \) for all \( t \) and \( \tilde{\chi}(X_t) \) is a continuous semi-martingale satisfying \( (5.44) \). \( \square \)
Lemma 5.6. Let $\kappa_q$ be the exit time of $X$ from $K[a_q]$. For each $t \geq 0$,

$$
\sup_{q \in \mathbb{N}} E\left[\sum_{i=1}^{\infty} \int_0^{t \wedge \kappa_q} \sum_{k,l=1}^d \frac{\partial \tilde{\chi}}{\partial x_k}(X_u^i, X_u^{i_l})\sigma_{kl}(X_u^i, X_u^{i_l})dB_u^{i_l}\right] < \infty.
$$

(5.47)

Proof. We deduce (5.47) from (5.37) easily. \hfill \Box

Proposition 5.7. Assume (5.17), (5.42), and (5.43). Assume that

$$
\sup_{q \in \mathbb{N}} E\left[\int_0^{t \wedge \kappa_q} \sum_{k=1}^d b_k(X_u^i, X_u^{i_l}) \frac{\partial \tilde{\chi}}{\partial x_k}(X_u^i, X_u^{i_l})du\right] < \infty,
$$

(5.48)

and

$$
\sup_{q \in \mathbb{N}} E\left[\int_0^{t \wedge \kappa_q} \sum_{i=1}^{\infty} \sum_{k,l=1}^d a_{kl}(X_u^i, X_u^{i_l}) \frac{\partial^2 \tilde{\chi}}{\partial x_k \partial x_l}(X_u^i, X_u^{i_l})du\right] < \infty.
$$

Then, we obtain (5.16).

Proof. Note that $\tilde{\chi}_Q^N$ are non-negative and continuous for all $N, Q \in \mathbb{N}$. Then, by (5.40), the monotone convergence theorem (MCT), and Fatou’s lemma, we obtain for each $t$

$$
E[\tilde{\chi}(X_{t \wedge \kappa_q})] = \lim_{N \to \infty} \lim_{Q \to \infty} E[\tilde{\chi}_Q^N(X_{t \wedge \kappa_q})] \quad \text{by MCT}
$$

(5.49)

$$
\leq \lim_{N \to \infty} \lim_{Q \to \infty} \liminf_{q \to \infty} E[\tilde{\chi}_Q^N(X_{t \wedge \kappa_q})] \quad \text{by Fatou’s lemma}
$$

$$
\leq \lim_{N \to \infty} \lim_{Q \to \infty} \liminf_{q \to \infty} E[\tilde{\chi}(X_{t \wedge \kappa_q})] \quad \text{by } \tilde{\chi}_Q^N \leq \tilde{\chi}
$$

$$
= \liminf_{q \to \infty} E[\tilde{\chi}(X_{t \wedge \kappa_q})].
$$

By (5.42), $\tilde{\chi}(X_0) < \infty$ a.s. By assumption, (5.17) and (5.43) hold. Then the assumptions of Lemma 5.5 are fulfilled. Hence we obtain (5.44). From (5.44) we see

$$
\tilde{\chi}(X_{t \wedge \kappa_q}) = \tilde{\chi}(X_0) + \sum_{i=1}^{\infty} \int_0^{t \wedge \kappa_q} \sum_{k,l=1}^d \frac{\partial \tilde{\chi}}{\partial x_k}(X_u^i, X_u^{i_l})\sigma_{kl}(X_u^i, X_u^{i_l})dB_u^{i_l} + \int_0^{t \wedge \kappa_q} \sum_{k=1}^d b_k(X_u^i, X_u^{i_l}) \frac{\partial \tilde{\chi}}{\partial x_k}(X_u^i, X_u^{i_l})du + \frac{1}{2} \int_0^{t \wedge \kappa_q} \sum_{i=1}^{\infty} \sum_{k,l=1}^d a_{kl}(X_u^i, X_u^{i_l}) \frac{\partial^2 \tilde{\chi}}{\partial x_k \partial x_l}(X_u^i, X_u^{i_l})du.
$$

(5.50)

Taking the expectation for each term in (5.50) and applying (5.42), (5.47), and (5.48), we deduce

$$
\sup_{q \in \mathbb{N}} E[\tilde{\chi}(X_{t \wedge \kappa_q})] < \infty \quad \text{for each } t.
$$

(5.51)

By (5.49) and (5.51), $E[\tilde{\chi}(X_{t \wedge \kappa_q})] < \infty$ for each $t$. Hence $\tilde{\chi}(X_{t \wedge \kappa_q}) < \infty$ a.s. for each $t$. By Lemma 5.5, $\{\tilde{\chi}(X_t)\}$ is a continuous process on $[0, \infty)$. From (5.20), $\tilde{\chi}(s) = \infty$ for $s \notin K[a]$. Hence, if $\kappa_\infty < \infty$, then $\tilde{\chi}(X_{\kappa_\infty}) = \lim_{t \uparrow \infty} \tilde{\chi}(X_{\kappa_\infty+t}) = \infty$ a.s. Combining these yields $P(\kappa_\infty \leq t) = 0$ for each $0 \leq t < \infty$. We therefore obtain $P(\kappa_\infty < \infty) = 0$, which implies (5.16). \hfill \Box
5.3 Sufficient condition for \( \{B1\} \). Theorems 5.8 and 5.10

We now present a sufficient condition of \( \{B1\} \) for non-symmetric stochastic dynamics. We shall apply Theorem 5.10 to Example 7.7.

**Theorem 5.8.** Assume that \( \{UB\}, \{C3\} - \{C5\}, \) \( (5.17), (5.41), \) and \( (5.48) \) hold. Then \( (X, B) \) satisfies \( \{B1\} \) for each \( m \in \mathbb{N} \).

*Proof.* \( \{B1\} \) for \( m = 0 \) follows immediately from Proposition 5.7 and Theorem 5.8. Each tagged particle \( X^i \) has the non-collision and non explosion properties. Then \( \text{path} \) is well defined and \( \{B1\} \) for each \( m \geq 1 \) follows from that for \( m = 0 \).

**Corollary 5.9.** Assume that \( \{UB\}, \{C3\} - \{C5\}, \) \( (5.17), (5.41), \) and \( (5.48) \) hold. Then \( (X, B) \) satisfies \( \{B1\} \) for each \( m \in \mathbb{N} \).

*Proof.* Corollary 5.9 follows from Lemma 5.3 and Theorem 5.8.

**Theorem 5.10.** Assume that \( \{UB\}, \{C3\} - \{C5\}, \) \( (5.17), \) and \( (5.41) \). Furthermore, assume \( \lambda := X_0 \) is an invariant probability measure of \( X \) and

\[
\int_\mathcal{C}_1 \sum_{i=1}^d \sum_{k=1}^d |b_k(s^i, s^{i^0}) \frac{\partial \tilde{X}^N}{\partial x_k}(s^i, s^{i^0})| \, d\lambda < \infty, \tag{5.52}
\]

\[
\int_\mathcal{C}_1 \sum_{i=1}^d \sum_{k,l=1}^d |a_{kl}(s^i, s^{i^0}) \frac{\partial^2 \tilde{X}^N}{\partial x_k \partial x_l}(s^i, s^{i^0})| \, d\lambda < \infty.
\]

Then \( (X, B) \) satisfies \( \{B1\} \) for each \( m \in \mathbb{N} \).

*Proof.* For \( s \in \mathcal{C}[a] \), as \( Q \to \infty \) and then \( N \to \infty \), we have by \( (5.17) \) and Lemma 5.3

\[
\sum_{i=1}^d \sum_{k,l=1}^d |b_k(s^i, s^{i^0}) \frac{\partial \tilde{X}^N}{\partial x_k}(s^i, s^{i^0})| \sum_{i=1}^d \sum_{k,l=1}^d |b_k(s^i, s^{i^0}) \frac{\partial \tilde{X}^N}{\partial x_k}(s^i, s^{i^0})|, \tag{5.53}
\]

Then we deduce \( (5.43) \) and \( (5.48) \) from \( (5.52), (5.53) \), the monotone convergence theorem, and the assumption that \( \lambda \) is an invariant probability measure of \( X \). Hence we obtain \( \{B1\} \) from Corollary 5.9.

We remark that \( (5.52) \) can be rewritten as

\[
\int_{S \times \mathcal{C}_1} \sum_{k=1}^d |b_k(x, s) \frac{\partial \tilde{X}}{\partial x_k}(x, s)| \, d\lambda^{[1]} < \infty, \tag{5.54}
\]

\[
\int_{S \times \mathcal{C}_1} \sum_{k,l=1}^d |a_{kl}(x, s) \frac{\partial^2 \tilde{X}}{\partial x_k \partial x_l}(x, s)| \, d\lambda^{[1]} < \infty.
\]
6 A sufficient condition for \{B1\} in the symmetric case

Let \( \lambda \) be a random point field such that \( \lambda(\mathcal{S}_{\text{ade}}) = 1 \) and let \( t: \mathcal{S}_{\text{ade}} \to \mathcal{S}_{\text{ade}} \) be a label, as before. We shall consider the ISDE (2.9)-(2.10) with the initial distribution \( \lambda \circ t^{-1} \).

Let \( \{Q_s\} \) be a family of probability measures on \((\Omega, \mathcal{F}, \{F_t\})\) such that \((X, B)\) defined on \((\Omega, \mathcal{F}, Q_s, \{F_t\})\) is a weak solution of (2.9)-(2.10) starting at \( s = t(s) \) for \( \lambda \)-a.s. \( s \). We assume \( \{Q_s\} \) is a measurable family in the following sense.

\( \{MF\} \) \( Q_s(A) \) is \( B(\mathcal{S}) \)-measurable in \( s \) for each \( A \in \mathcal{F} \).

We remark that \( \{MF\} \) is a counterpart of (MF) in Section 2.5. Indeed, \( \lambda \) and \( Q_s \) correspond to \( P \circ X_0^{-1} \) and \( P(\mathcal{F}_s(B) \in \cdot) \) with \( s = t(s) \), respectively.

For a family of probability measures \( \{Q_s\} \) satisfying \( \{MF\} \), we set

\[
Q_\lambda = \int_{\mathcal{S}} Q_s d\lambda.
\]

Then, \((X, B)\) under \( Q_s \) is a solution of (2.9)-(2.10) with the initial distribution \( \lambda \circ t^{-1} \).

For \( m \in \{0\} \cup \mathbb{N} \), we denote by \( X^{[m]} = (X^m, X^{m^*}) \) the \( m \)-labeled process given by (6.3), where \( X^0 = \bar{X} \). Let \( Q{x_s}^{[m]} \) be the distribution of \( X^{[m]} \) under \( Q_{u(s)+s} \). Then,

\[
\int f(X^{[m]}_t) dQ_{u(s)+s} = \int_{W(S^m \times \mathcal{S})} f(w^{[m]}_t) dQ_{X_s}^{[m]}, \tag{6.1}
\]

where \( w^{[m]} = (w^1, \ldots, w^m, \sum_{i=m+1}^\infty \delta_{w_i}) \) as in (2.7).

Let \( \lambda^0 = \lambda \). Let \( \lambda^m \) be the \( m \)-Campbell measure of \( \lambda \) for \( m \in \mathbb{N} \). We set

\[
Q_\lambda^{[m]} = \int_{S^m \times \mathcal{S}} Q_{X_s}^{[m]} d\lambda^{[m]} \quad \text{for } m \in \{0\} \cup \mathbb{N}. \tag{6.2}
\]

By definition, \( Q_\lambda^{[0]} = Q_\lambda \circ \bar{X}^{-1} \).

We set \( B^m = (B^1, \ldots, B^m) \) for \( B = (B^t)_{t \in \mathbb{N}} \). We make assumptions.

\( \{BX\} \) \( \sigma[B^m; s \leq t] \subset \sigma[X^{[m]}_s; s \leq t] \) for all \( t \) under \( Q_\lambda \) for each \( m \in \mathbb{N} \).

\( \{S_\lambda\} \) For each \( m \in \{0\} \cup \mathbb{N} \), the \( m \)-labeled process \( X^{[m]} \) under \((\Omega, \mathcal{F}, \{Q_{u(s)+s}\}, \{F_t\})\) gives a symmetric, Markovian semi-group \( T^{[m]}_t \) on \( L^2(S^m \times \mathcal{S}, \lambda^{[m]}) \) defined by

\[
T^{[m]}_t f(x, s) = \int_{W(S^m \times \mathcal{S})} f(w^{[m]}_t) dQ_{X_s}^{[m]}, \tag{6.3}
\]

Furthermore, \( \lambda^{[m]} \) is an invariant measure of \( T^{[m]}_t \).

\( \{D\} \) Let \( \rho^2_\lambda \) be the two-point correlation function of \( \lambda \). Then, for each \( R \in \mathbb{N} \),

\[
\int_{S_R \times S_R} \frac{1}{v(|x-y|)} \rho^2_\lambda(x, y) dx dy < \infty.
\]

Here the function \( v \) is given at the beginning of Section 5.1

**Theorem 6.1.** Assume that \( \{UB\}, \{MF\}, \{BX\}, \{S_\lambda\}, \) and \( \{D\} \) hold. Assume \( \int_{\mathcal{S}} |x|^2 d\lambda < \infty \). Then, \((X, B)\) under \( Q_\lambda \) satisfies \( \{B1\} \) for each \( m \in \{0\} \cup \mathbb{N} \).
Remark 6.1. Under \{\mathcal{S}_\lambda\}, a symmetric Dirichlet form associated with the solution \((X, \mathcal{B})\) exists through the \(L^2\)-symmetric semi-groups \(T_t^{[m]}\). However, the Dirichlet form is not necessarily quasi-regular. Hence, we can not apply the Dirichlet form technique, including the concept of capacity, directly to the solution. We use the fact that \((X, \mathcal{B})\) is a solution of \((2.3)\) and the existence of the associated \(L^2\)-symmetric semi-groups instead. If the Dirichlet form associated with \(T_t^{[m]}\) is a lower Dirichlet form in the sense of \([10]\) and if tagged particles explode, then we conjecture that the Dirichlet form is not quasi-regular.

Proposition 6.2. Under the same assumptions as for Theorem 6.1, 6.8 with \(P = Q_\lambda\) holds.

Proof. We set \(r^0(w^{[2]}|) = \inf \{t > 0; (w_t^1, w_t^2) \in \{x = y\}\}\). Then \((5.8)\) follows from

\[
Q_\lambda^{[2]}(r^0(w^{[2]}|) < \infty) = 0. \quad (6.4)
\]

Let \(\Upsilon\) be as in Section 5.1. For \(0 < \epsilon < 1\) let \(\Upsilon^\epsilon \in C^\infty([0, \infty))\) such that \(\Upsilon^\epsilon(t)\) is constant for \(0 \leq t \leq \epsilon/2\), \(0 \leq \Upsilon^\epsilon(t) \leq \Upsilon(t)\) for \(\epsilon/2 \leq t \leq \epsilon\), and \(\Upsilon^\epsilon(t) = \Upsilon(t)\) for \(\epsilon \leq t\). Let \(G\) and \(G^\epsilon\) be the functions on \(S^2 \times \mathcal{G}\) such that

\[
G(x_1, x_2, s) = \Upsilon(|x_1 - x_2|), \quad G^\epsilon(x_1, x_2, s) = \Upsilon^\epsilon(|x_1 - x_2|). \quad (6.5)
\]

Then we have \((6.4)\) with \(m = 2\) for \(G\) and \(G^\epsilon\) from \{UB\}, \{\mathcal{S}_\lambda\} and \{D\}. We easily see that \(\{G^\epsilon(w^{[2]}_t)\}\) are continuous semi-martingales. By \{MF\}, \{BX\}, and \{\mathcal{S}_\lambda\}, we can apply Lemma 6.2 to \(\{G^\epsilon(w^{[2]}_t)\}\) under \(Q_\lambda^{[2]}\). Then we have

\[
G^\epsilon(w^{[2]}_t) - G^\epsilon(w^{[2]}_0) = \frac{1}{2} \{M_{t}^{[G^\epsilon]} + M_{T-t}^{[G^\epsilon]}(r_T) - M_{T}^{[G^\epsilon]}(r_T)\}. \quad (6.6)
\]

Here, \(r_T : C([0, T]; S^2 \times \mathcal{G}) \rightarrow C([0, T]; S^2 \times \mathcal{G})\) such that \(r_T(w^{[2]})(t) = w^{[2]}(T - t)\). Furthermore, \(M^{[G^\epsilon]}\) is the continuous local martingale under \(Q_\lambda^{[2]}\) such that

\[
(M^{[G^\epsilon]}(w^{[2]}))_t = \sum_{i=1}^{2} \int_{0}^{t} \langle a(u_t^i, w_t^{i\phi}), \partial_i G^\epsilon(w^{[2]}_u), \partial_i G^\epsilon(w^{[2]}_u) \rangle_{\mathbb{R}^2} du. \quad (6.7)
\]

Here we set \(w^{i\phi} = \sum_{j \neq i} \delta_{w^j}\) for \(w = (w^j)_{j \in \mathbb{N}}\).

Note that \(Q_\lambda^{[2]}\) is not a probability measure. By abuse of notation, \(E_\lambda^{[2]}[\cdot]\) denotes the integral with respect to the measure \(Q_\lambda^{[2]}\).

Recall that \(\Upsilon^\epsilon(t) = -1/v(t)\). From \{D\} and \(|G^\epsilon| \leq |G|\), we have

\[
E_\lambda^{[2]}[\frac{1}{v(|w_t^1 - w_t^2|^2); w_t^1, w_t^2 \in S_{R}]} < \infty, \quad (6.8)
\]

\[
\sup_{0 < t < 1} E_\lambda^{[2]}[|G^\epsilon(w^{[2]}_t)|^2; w_t^1, w_t^2 \in S_{R}] \leq E_\lambda^{[2]}[|G(w^{[2]}_0)|^2; w_0^1, w_0^2 \in S_{R}] < \infty. \quad (6.9)
\]
Let $\tau_R^0(w^{[2]}) = \inf \{ t > 0; (w^1_t, w^2_t) \not\in S_R^2 \}$ in (5.1). From (6.6), we see for $0 \leq t \leq T$

\[
E_\lambda^2[|G'(w^{[2]}_{1\wedge \tau_R^\epsilon}) - G'(w^{[2]}_0)|^2] = \frac{1}{4} E_\lambda^2[|M_{t\wedge \tau_R^\epsilon}^{[G]}(w^{[2]})| + M_{(t-\epsilon)\wedge \tau_R^\epsilon}^{[G]}(r_T(w^{[2]})) - M_T^{[G]}(r_T(w^{[2]}))]^2]
\]

(6.10)\]

\[
\leq \frac{1}{2} \left\{ E_\lambda^2[|M_{t\wedge \tau_R^\epsilon}^{[G]}(w^{[2]})|^2] + E_\lambda^2[|M_{(t-\epsilon)\wedge \tau_R^\epsilon}^{[G]}(r_T(w^{[2]})) - M_T^{[G]}(r_T(w^{[2]}))]^2] \right\}
\]

(6.11)\]

\[
\leq \frac{1}{2} \left\{ E_\lambda^2[|M_{t\wedge \tau_R^\epsilon}^{[G]}(w^{[2]})|^2] + E_\lambda^2[|M_{(t-\epsilon)\wedge \tau_R^\epsilon}^{[G]}(r_T(w^{[2]})) - M_T^{[G]}(r_T(w^{[2]}))]^2] \right\}
\]

From (5.5), (6.7), (UB), and (S_\lambda), we deduce that

\[
E_\lambda^2[|M_{t\wedge \tau_R^\epsilon}^{[G]}(w^{[2]})|^2] = E_\lambda^2[|M_{t\wedge \tau_R^\epsilon}^{[G]}(w^{[2]})|_T]\]

(6.12)\]

Putting (6.5)–(6.11) together, we deduce

\[
\sup_{0 < \epsilon < 1} E_\lambda^2[|G'(w^{[2]}_{1\wedge \tau_R^\epsilon}) - G'(w^{[2]}_0)|^2; w^1_0, w^2_0 \in S_R]
\]

(6.13)\]

\[
\sup_{0 < \epsilon < 1} \left\{ \sup_{0 < \epsilon < 1} E_\lambda^2[|G'(w^{[2]}_{1\wedge \tau_R^\epsilon}) - G'(w^{[2]}_0)|^2; w^1_0, w^2_0 \in S_R] \right\}
\]

\[
< \infty.
\]

Let $\tau_R^0 = \lim_{\epsilon \to 0} \tau_R^\epsilon$. Then, from Fatou’s lemma and (6.12), we obtain

\[
E_\lambda^2[|G(w^{[2]}_{1\wedge \tau_R^0})|^2; w^1_0, w^2_0 \in S_R] \leq \liminf_{\epsilon \to 0} E_\lambda^2[|G(w^{[2]}_{1\wedge \tau_R^\epsilon})|^2; w^1_0, w^2_0 \in S_R]
\]

\[
= \liminf_{\epsilon \to 0} E_\lambda^2[|G'(w^{[2]}_0)|^2; w^1_0, w^2_0 \in S_R] < \infty.
\]

Hence we have for all $R, T \in \mathbb{N}$

\[
1_{S_R}(w^1_0, w^2_0)|G(w^{[2]}_{1\wedge \tau_R^0})| < \infty \quad Q_\lambda^2\text{-a.e.}
\]

(6.13)\]

From (6.5) and (6.13), we see $\tau_R^0 = \tau_R$ holds $Q_\lambda^2$-a.e. for each $R \in \mathbb{N}$, where $\tau_R$ is the exit time of $(w^1, w^2)$ from $S_R^2$ as before. From this combined with (6.1) and (6.2), we see $\tau_R^0 = \tau_R$ holds $Q_\lambda^2$-a.s. for each $R \in \mathbb{N}$. Hence,

\[
Q_\lambda^2(\lim_{R \to \infty} \tau_R^0 < \infty) = Q_\lambda^2(\lim_{R \to \infty} \tau_R < \infty).
\]

(6.14)\]

Because each tagged particle does not explode, we see

\[
Q_\lambda^2(\lim_{R \to \infty} \tau_R^0 = 1, \quad Q_\lambda^2(\lim_{R \to \infty} \tau_R < \infty) = 0.
\]

(6.15)\]

Hence, we obtain (6.4) from (6.14) and (6.15). □
Proposition 6.3. Make the same assumptions as for Theorem 6.1 Assume (5.17) in addition. Then (5.16) holds.

Proof. Note that $\hat{\chi}_Q^N$ is local smooth and $\hat{\chi}_Q^N$ and their derivatives are continuous on $\mathcal{S}$. Applying Lemma 6.2 to $\tilde{\chi}_Q^N$ we have under $Q_0$

$$\hat{\chi}_Q^N(m_t) - \hat{\chi}_Q^N(m_0) = \frac{1}{2} \{ M_t^{[\tilde{\chi}_Q^N]} + M_{T-t}^{[\tilde{\chi}_Q^N]}(r_T) - M_T^{[\tilde{\chi}_Q^N]}(r_T) \}. \quad (6.16)$$

Here, $r_T : C([0,T]; \mathcal{S}) \to C([0,T]; \mathcal{S})$ is such that $r_T(w)(t) = w(T-t)$, where $w = \{w(t)\}$. Furthermore, $M^{[\tilde{\chi}_Q^N]}$ is a continuous local martingale under $Q_0$ such that

$$\langle M^{[\tilde{\chi}_Q^N]} \rangle_t(w) = 2 \int_0^t \mathbb{D}^a[\tilde{\chi}_Q^N, \tilde{\chi}_Q^N](w_u) du. \quad (6.17)$$

By (5.37), (5.45), (6.16), and (6.17), we deduce that $M^{[\tilde{\chi}_Q^N]}$ converges to the continuous local $L^2$-martingale $M^{[\tilde{\chi}]}$ such that

$$\tilde{\chi}(w_{t \wedge \kappa_q}) - \tilde{\chi}(w_0) = \frac{1}{2} \{ M_{T-t \wedge \kappa_q}^{[\tilde{\chi}]} + M_{T-t \wedge \kappa_q}(r_T) - M_T^{[\tilde{\chi}]}(r_T) \}, \quad (6.18)$$

$$\langle M^{[\tilde{\chi}]} \rangle_{t \wedge \kappa_q}(w) = 2 \int_0^{t \wedge \kappa_q} 1_{K[a]}(w_u) \mathbb{D}^a[\tilde{\chi}, \tilde{\chi}](w_u) du. \quad (6.19)$$

Taking the expectation of the square of both sides of (6.18), we have

$$E[\|\tilde{\chi}(w_{t \wedge \kappa_q}) - \tilde{\chi}(w_0)\|^2] = \frac{1}{4} E[\| M_{T-t \wedge \kappa_q}^{[\tilde{\chi}]} + M_{T-t \wedge \kappa_q}(r_T) - M_T^{[\tilde{\chi}]}(r_T) \|^2] \quad (6.20)$$

$$\leq \frac{1}{2} \left( E[\| M_{T-t \wedge \kappa_q}^{[\tilde{\chi}]} \|^2] + E[\| M_{T-t \wedge \kappa_q}(r_T) - M_T^{[\tilde{\chi}]}(r_T) \|^2] \right) \leq E[\| M_{T-t \wedge \kappa_q}^{[\tilde{\chi}]} \|^2].$$

Then, we deduce from (5.45) and (6.19) that

$$E[\| M_{T-t \wedge \kappa_q}^{[\tilde{\chi}]} \|^2] = E[\langle M^{[\tilde{\chi}]} \rangle_{T-t \wedge \kappa_q}] = 2E\int_0^{T-t \wedge \kappa_q} 1_{K[a]}(w_u) \mathbb{D}^a[\tilde{\chi}, \tilde{\chi}](w_u) du \leq 2T \quad (6.21)$$

Combining (6.20) with (6.21), we see that for each $0 \leq t \leq T < \infty$

$$\sup_{q \in \mathbb{N}} E[\|\tilde{\chi}(w_{t \wedge \kappa_q})\|^2] \leq \frac{1}{2} \sup_{q \in \mathbb{N}} \left( E[\| \tilde{\chi}(w_{t \wedge \kappa_q}) - \tilde{\chi}(w_0) \|^2] + E[\| \tilde{\chi}(w_0) \|^2] \right) \quad (6.22)$$

$$\leq \frac{1}{2} \left( 2T \sup_{q \in \mathbb{N}} E[\| \tilde{\chi}(w_0) \|^2] \right) < \infty$$

by \( \int_{\mathcal{S}} |\tilde{\chi}|^2 d\lambda < \infty \). Let $\kappa_\infty = \lim_{q \to \infty} \kappa_q$ as before. Then, similarly as (5.39), we have by (6.22)

$$E[\|\tilde{\chi}(w_{t \wedge \kappa_\infty})\|] \leq \lim_{q \to \infty} E[\|\tilde{\chi}(w_{t \wedge \kappa_q})\|] < \infty \quad \text{for each } 0 \leq t < \infty. \quad (6.23)$$

By (6.23), we see $\tilde{\chi}(w_{t \wedge \kappa_\infty}) < \infty$ a.s. for each $t < \infty$. By (5.27), we see $\tilde{\chi}(w_{\kappa_\infty}) = \infty$. Combining these, we deduce $Q_0^w(t < \kappa_\infty) = 1$ for each $t$, which implies (5.16).

Proof of Theorem 6.4 Theorem 6.1 follows from Proposition 6.2 and Proposition 6.3.
7 Examples

Following [22], we present examples satisfying the assumptions of the main theorems. In all the examples in this section, \( \sigma \) is the unit matrix. In Example 7.1–Example 7.6, \( b(x,y) = \frac{1}{2} \partial^{\mu}(x,y) \), where \( \partial^{\mu} \) is the logarithmic derivative of the random point field \( \mu \) associated with the ISDE.

The first three examples are infinite particle systems in one-dimensional space, and the fourth example is in \( \mathbb{R}^2 \). These four examples arise from the random matrix theory and have logarithmic interaction potential.

Example 7.4–Example 7.6 are related to Ruelle’s class interaction potentials. The equilibrium states for these examples are canonical Gibbs measures described by the Dobrushin–Lanford–Ruelle (DLR) equation. We consider only non-symmetric solutions in Example 7.7. Here, non-symmetric means the associated unlabeled dynamics are not reversible to the given equilibrium state. We construct such dynamics by adding skew-symmetric drift coefficients.

Example 7.1 (sine_\( \beta \) random point fields). Let \( S = \mathbb{R} \). We consider

\[
dX_i^t = dB_i^t + \frac{\beta}{2} \lim_{r \to \infty} \sum_{|X_i^t - X_j^t| < r, j \neq i} \frac{1}{X_i^t - X_j^t} dt \quad (i \in \mathbb{Z}). \tag{7.1}
\]

Let \( \mu_{\text{sine}_\beta} \) be the sine_\( \beta \) random point field [13, 2]. We take \( \beta = 1, 2, 4 \). By definition, \( \mu_{\text{sine}_\beta} \) is the random point field on \( \mathbb{R} \) for which the \( n \)-point correlation function \( \rho^{n}_{\text{sine}_\beta} \) with respect to the Lebesgue measure is given by

\[
\rho^{n}_{\text{sine}_\beta}(x^n) = \det[K_{\text{sine}_\beta}(x_i, x_j)]_{i,j=1}^{n}.
\]

Here, \( K_{\text{sine}_\beta}(x,y) = \sin \pi (x - y)/\pi (x - y) \) is the sine kernel. \( \mu_{\text{sine}_1} \) and \( \mu_{\text{sine}_4} \) are also defined by correlation functions given by quaternion determinants [15]. For \( \beta = 1, 2, 4, \mu_{\text{sine}_\beta} \) are quasi-Gibbs measures [12, 18] and the logarithmic derivatives are given by

\[
\partial^{\mu_{\text{sine}_\beta}}(x, y) = \beta \lim_{r \to \infty} \sum_{|x - y| < r} \frac{1}{x - y} \quad \text{in } L^1_{\text{loc}}(\mathbb{R} \times \mathcal{S}, \mu^{[1]}_{\text{sine}_\beta}). \tag{7.2}
\]

If \( \beta = 2 \), the solution of (7.1) is called the Dyson model in infinite dimensions [24].

Example 7.2 (Bessel random point fields). Let \( S = [0, \infty) \) and \( 1 \leq \alpha < \infty \). Let \( \beta = 2 \). We consider

\[
dX_i^t = dB_i^t + \left\{ \frac{\alpha}{2X_i^t} + \sum_{j \neq i} \frac{1}{X_i^t - X_j^t} \right\} dt \quad (i \in \mathbb{N}). \tag{7.3}
\]

Let \( \mu_{\text{Bessel}_\alpha} \) be the Bessel_\( \alpha \) random point field. The \( n \)-point correlation function \( \rho^{n}_{\text{Bessel}_\alpha} \) with respect to the Lebesgue measure is given by

\[
\rho^{n}_{\text{Bessel}_\alpha}(x^n) = \det[K_{\text{Bessel}_\alpha}(x_i, x_j)]_{i,j=1}^{n}.
\]

Here, \( K_{\text{Bessel}_\alpha} \) is a continuous kernel given by the Bessel function \( J_\alpha \) for \( \alpha \) of the first kind such that

\[
K_{\text{Bessel}_\alpha}(x, y) = \frac{J_\alpha(\sqrt{x})\sqrt{y}J_\alpha'(\sqrt{y}) - \sqrt{x}J_\alpha'(\sqrt{x})J_\alpha(\sqrt{x})}{2(x - y)} \quad (x \neq y).
\]
In [7], it was proved that the logarithmic derivative $\mathfrak{h}_{\text{Bose}}$ of $\mu_{\text{Bose}}$ is given by

$$
\mathfrak{h}_{\text{Bose}}(x, y) = \frac{\alpha}{x} + \sum_{i} \frac{2}{x - y_i} \quad \text{in } L_{\text{loc}}^1(\mathbb{R} \times \mathcal{G}, \mu_{\text{Bose}}^{[1]}).
$$

(7.4)

The sum in (7.4) converges absolutely, unlike in the previous examples.

**Example 7.3** (Ginibre random point field). Let $S = \mathbb{R}^2$ and $\beta = 2$. We consider two ISDEs:

$$
dX_i^t = dB_i^t + \lim_{r \to \infty} \sum_{|X_i^t - X_j^t| < r, j \neq i} \frac{X_i^t - X_j^t}{|X_i^t - X_j^t|^2} dt \quad (i \in \mathbb{N})
$$

(7.5)

and

$$
dX_i^t = dB_i^t - X_i^t dt + \lim_{r \to \infty} \sum_{|X_i^t - X_j^t| < r, j \neq i} \frac{X_i^t - X_j^t}{|X_i^t - X_j^t|^2} dt \quad (i \in \mathbb{N}).
$$

(7.6)

Note that ISDEs (7.5) and (7.6) have the same weak solutions [18]. The associated unlabeled diffusion is reversible with respect to the Ginibre random point field $\mu_{\text{Gin}}$, which is the determinantal random point field on $\mathbb{R}^2$ that has the kernel $K_{\text{Gin}}(x, y) = e^{xy}$ with respect to the complex Gaussian measure $(1/\pi)e^{-|z|^2} dz$. Here, we regard $\mathbb{R}^2$ as $\mathbb{C}$ in an obvious manner. $\mu_{\text{Gin}}$ is quasi-Gibbs and has logarithmic derivatives with plural representations [19] [18]. In $L_{\text{loc}}^2(\mathbb{R}^2 \times \mathcal{G}, \mu_{\text{Gin}}^{[1]})$, we have

$$
\mathfrak{h}_{\text{Gin}}(x, y) = \lim_{r \to \infty} 2 \sum_{|x - s_i| \leq r} \frac{x - s_i}{|x - s_i|^2} = -2x + \lim_{r \to \infty} 2 \sum_{|s_i| \leq r} \frac{x - s_i}{|x - s_i|^2}.
$$

All of the above examples are related to random matrix theory. ISDEs (7.1) with $\beta = 1, 2, 4$ are the bulk scaling limit of the finite-particle systems of Gaussian orthogonal/unitary/symplectic ensembles, respectively. ISDE (7.3) is the hard-edge scaling limit of finite-particle systems of the Laguerre ensembles. ISDEs (7.5) and (7.6) are bulk scaling limits of the Ginibre ensemble, which is a system of eigenvalues of non-Hermitian Gaussian random matrices.

**Example 7.4** (Ruelle’s class potentials). Let $S = \mathbb{R}^d$ with $d \in \mathbb{N}$. Let $\Phi = 0$ and $\Psi(x, y) = \beta \Psi_0(x - y)$. The ISDE then becomes

$$
dX_i^t = dB_i^t - \frac{\beta}{2} \sum_{j=1, j \neq i}^{\infty} \nabla \Psi_0(X_i^t - X_j^t) dt \quad (i \in \mathbb{N}).
$$

Assume that $\Psi_0$ is a Ruelle’s class potential that is smooth outside the origin. That is, $\Psi_0$ is super-stable and regular in the sense of Ruelle [23]. Here, we say that $\Psi_0$ is regular if there exists a positive decreasing function $\psi: \mathbb{R}^+ \to \mathbb{R}$ and $R_0$ such that

$$
\Psi_0(x) \geq -\psi(|x|) \quad \text{for all } x, \quad \Psi_0(x) \leq \psi(|x|) \quad \text{for all } |x| \geq R_0,
$$

$$
\int_0^\infty \psi(t) t^{d-1} dt < \infty.
$$
Let $\mu_{\Psi_0}$ be a canonical Gibbs measure with interaction $\Psi_0$. Let $\rho^m$ be the $m$-point correlation function of $\mu_{\Psi_0}$. We assume a quantitative condition in (7.7).

For each $p \in \mathbb{N}$, there exist positive constants $c_8$ and $c_9$ satisfying
\begin{align}
\sum_{r=1}^{\infty} \int_{\mathbb{R}^d} \rho^1(x) dx < \infty, \quad \limsup_{r \to \infty} \frac{\int_{\mathbb{R}^d} \rho^1(x) dx}{r} < \infty, \quad (7.7)
\end{align}

\[ |\nabla \Psi_0(x)|, |\nabla^2 \Psi_0(x)| \leq \frac{c_9}{(1 + |x|)^2} \quad \text{for all } x \text{ such that } |x| \geq 1/p. \]

It was proved in [22, Lemma 13.5] that the logarithmic derivative of $\mu_{\Psi_0}$ is given by
\begin{align}
\vartheta^\mu(x, y) = -\beta \sum_{i=1}^{\infty} \nabla \Psi_0(x - y_i). \quad (7.8)
\end{align}

The sum in (7.8) converges absolutely, unlike Examples 7.1 and 7.3.

The next two examples are individual cases of Example 7.4. We present only the interaction potentials and ISDEs.

**Example 7.5** (Lennard–Jones 6-12 potentials). Let $d = 3$, $\beta > 0$, and
\[ \Psi_{6,12}(x) = \{|x|^{-12} - |x|^{-6}\}. \]

The interaction $\Psi_{6,12}$ is called the Lennard–Jones 6-12 potential. The ISDE is
\[ dX_i^t = dB_i^t + \frac{\beta}{2} \sum_{j=1, j \neq i}^{\infty} \left\{ \frac{12(X_i^t - X_j^t)}{|X_i^t - X_j^t|^{14}} - \frac{6(X_i^t - X_j^t)}{|X_i^t - X_j^t|^{8}} \right\} dt \quad (i \in \mathbb{N}). \]

**Example 7.6** (Riesz potentials). Let $d < a \in \mathbb{R}$, $0 < \beta$, and set $\Psi_a(x) = (\beta/a)|x|^{-a}$.

The corresponding ISDE is
\[ dX_i^t = dB_i^t + \frac{\beta}{2} \sum_{j=1, j \neq i}^{\infty} \frac{X_i^t - X_j^t}{|X_i^t - X_j^t|^{a+2}} dt \quad (i \in \mathbb{N}). \]

**Example 7.7** (Non-symmetric case). Let $\Psi_0$ be a Ruelle’s class potential. We assume $\Psi_0 \in C^3_0(\mathbb{R}^d)$ and $d \geq 3$. Let $\mu$ be an associated canonical Gibbs measure. We take $\lambda = \mu$. We assume that $\mu$ has locally bounded $m$-point correlation functions for all $m$. Then, the logarithmic derivative of $\mu$ is given by
\[ \vartheta^\mu(x, s) = -\beta \sum_{i} \nabla \Psi_0(x - s_i). \]

Let $\gamma_0$ be an $\mathbb{R}^d$-valued function on $\mathbb{R}^d$ such that $\gamma_0 \in C^2_0(\mathbb{R}^d)$. Let
\[ \gamma(x, s) = \beta \sum_{i} \gamma_0(x - s_i). \]

We consider the ISDE
\[ dX_i^t = dB_i^t + \frac{1}{2} (\vartheta^\mu(X_i^t, X_i^0) + \gamma(X_i^t, X_i^0)) dt \quad (7.9) \]
under the assumption that
\[ \text{div} \gamma + \gamma \cdot \mathbf{d} = 0. \quad (7.10) \]
An example of $\Psi_0,$ $\mu,$ and $\gamma_0$ satisfying (7.10) is $\Psi_0 = 0,$ $\lambda = \mu$ is the Poisson random point field whose intensity is the Lebesgue measure, and $\gamma_0 = (\gamma_0)_k$ is the derivative of a skew-symmetric potential $\Gamma = (\Gamma_k)_{k=1}^d$ such that
\[ \gamma_0(x) = \sum_{k=1}^d \frac{\partial \Gamma_k}{\partial x_k}(x), \quad \Gamma_k(x) = -\Gamma_k(x). \]

Here $x = (x_1, \ldots, x_d) \in \mathbb{R}^d.$ From (7.10), $\mu^{[m]}$ is an invariant measure of $\mathfrak{X}^{[m]}.$

To apply Theorem 5.10, we check $\{B1\}, \{B2\},$ and $\{B3\}.$ Indeed, we can take $\ell = 1$ because $\Psi_0$ and $\Gamma$ have compact supports. As for the construction of a weak solution of (7.9), we can use Lemma 8.1. We can take a suitable finite particle approximation $\mu^{[n]}$ because $\Psi_0$ is of Ruelle’s class and has a compact support. Moreover, $\gamma_0$ also has a compact support.

To obtain $\{B1\},$ we use Theorem 5.10. So we quickly check the assumptions of Theorem 5.10. $\{UB\}$ is obvious. $\{C3\}$ is clear because the two-point correlation function is bounded. $\{C4\}$ and $\{C5\}$ follow from boundedness of the two-point correlation function, $d \geq 3,$ and the assumptions such that $\Psi_0 \in C_C^3(\mathbb{R}^d)$ and $\gamma_0 \in C_C^3(\mathbb{R}^d)$ and that $\mu^{[m]}$ are invariant measures of $\mathfrak{X}^{[m]}.$ It is not difficult to see that $\mu$ satisfies (5.17), (5.41), and (5.52) if $\mu$ is a translation invariant Poisson random point field. Hence, we obtain $\{B1\}$ from Theorem 5.10.

It is plausible that one can generalize the example to canonical Gibbs measures and the long-range case. For this, more work is required and is left to the reader.

8 Appendix I: Weak solutions of ISDEs

In this section, we quickly review some previous results. In [17, 18, 19, 20, 8], we presented weak solutions to ISDEs; [17, 18, 19, 20] were devoted to symmetric cases, whereas [8] considered both non-symmetric and symmetric cases. Hence, together with the results in [22] and the present paper, we obtain unique strong solutions of ISDEs.

8.1 Construction of weak solutions: non-symmetric case

In Section 8.1, we follow the process for constructing weak solutions in [8]. The results are valid for non-symmetric solutions.

Let $\{\mu^N\}$ be a sequence of random point fields on $S$ such that $\mu^N(\{s(S) = N\}) = 1.$ Let $t^N$ be a label of $\mu^N$ and $t^N_m = (t_1^N, \ldots, t^N_m),$ where $m \leq N.$ We assume the following.

\begin{itemize}
  \item [H1] Each $\mu^N$ has a correlation function $\{\rho^{N,n}\}$ with respect to the Lebesgue measure satisfying, for each $r \in \mathbb{N},$
  \begin{align}
    \lim_{N \to \infty} \rho^{N,n}(x) &= \rho^n(x) \quad \text{uniformly on } S^n_r \text{ for all } n \in \mathbb{N}, \quad (8.1)
  \\
    \sup_{N \in \mathbb{N}} \sup_{x \in S^n_r} \rho^{N,n}(x) &\leq c_{10}(r) r^{-d} \quad \text{for all } n \in \mathbb{N}, \quad (8.2)
  \end{align}
\end{itemize}

where $0 < c_{10}(r) < \infty$ and $0 < c_{11}(r) < 1$ are constants independent of $n \in \mathbb{N}.$
{H2} For each $m \in \mathbb{N}$, $\lim_{N \to \infty} \mu_N \circ (t_N)^{-1} = \mu \circ (t_m)^{-1}$ weakly in $S^m$.

We take $\mu_N \circ (t_N)^{-1}$ as an initial distribution of the labeled finite-particle system, and {H2} refers to the convergence of the initial distribution of the labeled dynamics.

For $X^N = (X^N_i)_{i=1}^N$, we set $X^N_{t\sigma} = \sum_{j \neq i} \delta_{X^N_j}$, where $X^N_{t\sigma}$ denotes the zero measure for $N = 1$. Let $\sigma^N : S \times \mathcal{G} \to \mathbb{R}^d$ and $b^N : S \times \mathcal{G} \to \mathbb{R}^d$ be measurable functions. The finite-dimensional SDE of $X^N = (X^N_i)_{i=1}^N$ is given by

$$dX^N_i = \sigma^N(X^N_{i\sigma}, X^N_{i\sigma})dB^N_i + b^N(X^N_i, X^N_{i\sigma})dt \quad (1 \leq i \leq N), \quad X^N_0 = s.$$  \hspace{1cm} (8.3)

Then, by (8.2), $\sup_{N} \lim_{t \to \infty} \mu^N_N(\{X^N_t \in \mathbb{R}^d \}) = 1$. Let $\overline{\mu}_N \circ (t_N)^{-1} = \overline{\mu}_N \circ (t_m)^{-1}$.

{H3} SDE (8.3) and (8.4) has a weak solution for $\mu_N \circ (t_N)^{-1}$-a.s. $s$ for each $N$ and this solution neither explodes nor hits the boundary (when $\partial S$ is non-void).

{H4} $\sigma^N$ are bounded and continuous on $S \times \mathcal{G}$, and converge uniformly to $\sigma$ on $S_r \times \mathcal{G}$ for each $r \in \mathbb{N}$. Furthermore, $a^N := \sigma^N N \sigma^N$ are uniformly elliptic on $S_r \times \mathcal{G}$ for each $r \in \mathbb{N}$ and $\frac{\partial}{\partial x^N} a^N(x, s)$ are uniformly bounded on $S \times \mathcal{G}$.

Let $\overline{X}^N_{m} = \max_{i=1, \ldots, m} |X^N_{i\sigma}|$ be the maximal module variable of the first $m$ particles such that

$$\overline{X}^N_{m} = \max_{i=1, \ldots, m} \sup_{t \in [0, T]} |X^N_{i\sigma}|.$$  \hspace{1cm} (8.4)

\[ \text{For each } T, m \in \mathbb{N}, \]

$$\lim_{a \to \infty} \liminf_{N \to \infty} \mu^N_N \circ (t_N)^{-1} (\overline{X}^N_{m} \leq a) = 1$$

and, for each $m, a \in \mathbb{N}$, there exists a constant $c_{12} = (\mathbb{12} m, a)$ such that, for $0 \leq t, u \leq T$,

$$\sup_{N \in \mathbb{N}} \sum_{i=1}^{m} E^{\mu^N_N \circ (t_N)^{-1}} [|X^N_{i\sigma} - X^N_{i\sigma}|, \overline{X}^N_{m} \leq a] \leq \mathbb{12} t - u^2.$$  \hspace{1cm} (8.5)

Furthermore, $M_{r, T}$, defined by (8.2), satisfies

$$\lim_{L \to \infty} \liminf_{N \to \infty} \mu^N_N \circ (t_N)^{-1} (M_{r, T}(X^N) \leq L) = 1 \quad \text{for each } r \in \mathbb{N}. $$

Let $\mu^N_{i=1} = \overline{\mu}^N_{i=1} \circ \{S_r \times \mathcal{G}\}$. Then, by (8.2), $\sup_{N} \mu^N_{i=1} (r, N) < \infty$ for each $r \in \mathbb{N}$. Without loss of generality, we can assume that $\mu^N_{i=1} > 0$ for all $r, N$. Let $\mu^N_{i=1} = \overline{\mu}^N_{i=1} \circ \{S_r \times \mathcal{G}\}$. Let $\mu^N_{i=1}$ be the probability measure defined as

$$\mu^N_{i=1}(\cdot) = \overline{\mu}^N_{i=1}(\cdot \cap \{S_r \times \mathcal{G}\})/\overline{\mu}^N(r, N).$$

Let $\varpi_{r, s}$ be the map from $S_r \times \mathcal{G}$ to itself such that $\varpi_{r, s}(x, s) = (x, \sum_{i=1}^{s} \delta_{a_i})$, where $s = \sum_{i=1}^{s} \delta_{a_i}$.

We set a tail-truncated coefficient $b^N_{r, s}$ of $b^N$ and their tail parts $b^N_{r, s}$ by

$$b^N_{r, s} = E^{\mu^N_{i=1}}[b^N|\mathcal{F}_{r, s}], \quad b^N = b^N_{r, s} + b^N_{r, s}.$$  \hspace{1cm} (8.5)
By construction, $\tilde{\mu}^{N,[1]}(S^c_r \times \mathcal{G}) = 0$. Hence, we can and do take a version of $b^{N}_{r,s}$ such that

$$b^{N}_{r,s}(x, \eta) = 0 \text{ for } x \not\in S_r, \quad b^{N}_{r,s}(x, \eta) = b^{N}_{r+1,s}(x, \eta) \text{ for } x \in S_r. \quad (8.6)$$

Let $b^{N}_{r,s,p}$ be a continuous and $F_{r,s}$-measurable function on $S \times \mathcal{G}$ such that

$$\begin{align*}
  b^{N}_{r,s,p}(x, \eta) &= 0 \quad \text{for } x \not\in S_r, \\
  b^{N}_{r,s,p}(x, \eta) &= b^{N}_{r-1,s,p}(x, \eta) \quad \text{for } x \in S_{r-1}, \\
  b^{N}_{r,s,p}(x, \eta) &= 0 \quad \text{for } (x, \eta) \in (S \times \mathcal{G})_{r,p+1}, \\
  b^{N}_{r,s,p}(x, \eta) &= b^{N}_{r,s}(x, \eta) \quad \text{for } (x, \eta) \not\in (S \times \mathcal{G})_{r,p}. \quad (8.7, 8.8)
\end{align*}$$

Here, $(S \times \mathcal{G})_{r,p} = \{(x, \eta) \in S \times \mathcal{G} : |x - y_i| \leq 1/2^p \text{ for some } y_i\}$, where $\eta = \sum_i \delta_{y_i}$.

The main requirements for $b^N$ and $b^{N}_{r,s,p}$ are the following:

12. There exists some $\tilde{\mu}$ such that $1 < \tilde{\mu}$ and, for each $r \in \mathbb{N}$,

$$\lim_{N \to \infty} \sup_{S \times \mathcal{G}} |b^N|^{\tilde{\mu}N,[1]} < \infty.$$  

For each $r, i, T \in \mathbb{N}$, there exists a constant $c_{14}$ such that

$$\sup_{p \in \mathbb{N}} \sup_{N \in \mathbb{N}} E^{\mu^{N,[1]}(\Omega)^{-1}} \left[ \int_0^T |\int_0^T |b^{N}_{r,s,p}(X_1^{N,i}, X_t^{N,i})|^{\tilde{\mu}dt|} \right] \leq c_{14}.$$  

We decompose $b^{N}_{r,s}$ as

$$b^{N}_{r,s} = b^{N}_{r,s} + b^{N}_{r,s} - b^{N}_{r,s,p}. \quad (8.9)$$

Let $\| \cdot \|_{S \times \mathcal{G}^m}$ be the uniform norm on the space of functions $S \times \mathcal{G}^m$, where $\mathcal{G}^m = \{s \in S \times \mathcal{G} : s(S_r) = m\}$. Then $\|f\|_{S \times \mathcal{G}^m} = \sup\{|f(x, s)| : (x, s) \in S \times \mathcal{G}^m\}$ by definition.

13. For each $m, p, r, s \in \mathbb{N}$ such that $r < s$, there exists some $b_{r,s,p}$ such that

$$\lim_{N \to \infty} \left\| b^{N}_{r,s,p} - b_{r,s,p} \right\|_{S \times \mathcal{G}^m} = 0. \quad (8.10)$$

Moreover, $b^{N}_{r,s,p}$ are differentiable in $x$ and satisfy the bounds:

$$\sup_{N \in \mathbb{N}} \left\| \frac{\partial}{\partial x} b^{N}_{r,s,p} \right\|_{S \times \mathcal{G}^p} < \infty,$$

$$\lim_{p \to \infty} \sup_{N \in \mathbb{N}} \left\| b^{N}_{r,s,p} - b^{N}_{r,s} \right\|_{L^p(S \times \mathcal{G}^N,[1])} = 0.$$  

Furthermore, for each $i, r < s, T \in \mathbb{N}$, we assume that

1. $$\lim_{p \to \infty} \lim_{N \to \infty} E^{\mu^{N,(\Omega)^{-1}}} \left[ \int_0^T \left| \left\{ b^{N}_{r,s,p} - b^{N}_{r,s} \right\}(X_t^{N,i}, X_t^{N,i}) \right|^{\tilde{\mu}dt} \right] = 0,$$

2. $$\lim_{p \to \infty} E^{\mu^{N,(\Omega)^{-1}}} \left[ \int_0^T \left| \left\{ b_{r,s,p} - b_{r,s} \right\}(X_t^{i}, X_t^{i}) \right|^{\tilde{\mu}dt} \right] = 0,$$
where $b_{r,s}$ is such that
\[
b_{r,s}(x,\eta) = \lim_{N \to \infty} b^N_{r,s}(x,\eta) \quad \text{for each } (x,\eta) \in \bigcup_{p \in \mathbb{N}} (S \times \mathfrak{S})^c_{r,p},
\]
(8.11)

By definition $\bigcup_{p \in \mathbb{N}} (S \times \mathfrak{S})^c_{r,p} = \{S^c \times \mathfrak{S}\} \cup \{(x,\eta) : x \neq y_i \text{ for all } i\}$. $b_{r,s}(x,\eta) = 0$ for $x \not\in S_r$ by (8.6). The limit in (8.11) exists because of (8.7), (8.8), and (8.10).

{14} There exists some $b^{\text{tail}} \in C(S;\mathbb{R}^d)$, independent of $r \in \mathbb{N}$ and $\sigma \in \mathfrak{S}$, such that
\[
\lim_{s \to \infty} \limsup_{N \to \infty} \|b_{r,s}^{\text{tail}} - b^{\text{tail}}\|_{L^p(S \times \mathfrak{S},\mu^{\sigma,\{i\}})} = 0.
\]
Furthermore, for each $r,i,T \in \mathbb{N}$,
\[
\lim_{s \to \infty} \limsup_{N \to \infty} E^{\mu^{\sigma,\{i\}}-1} \left[ \int_0^T \|b_{r,s}^{\text{tail}} - b^{\text{tail}}(X_t^{N,i},\hat{X}_t^{i,N})\|^{\beta} dt \right] = 0.
\]

We remark that $b^{\text{tail}}$ is independent of $r$ because of the consistency of (8.8). By assumption, $b^{\text{tail}} = b^{\text{tail}}(x)$ is a function of $x$. From (8.5) and (8.9), we have that
\[
b_N = b_N^{r,s} + b^{\text{tail}} + \{b_{r,s} - b_N^{r,s,p}\} + \{b_{r,s}^{\text{tail}} - b^{\text{tail}}\}.
\]

Then, {13} and {14} imply that the last two terms $\{b_{r,s}^{\text{tail}} - b_N^{r,s,p}\}$ and $\{b_{r,s}^{\text{tail}} - b^{\text{tail}}\}$ in (8.12) are asymptotically negligible. Under these assumptions, there exists some $b$ such that, for each $r \in \mathbb{N}$ (see [8 Lemma 3.1]),
\[
\lim_{s \to \infty} \|b_{r,s} - b\|_{L^p(S \times \mathfrak{S},\mu^{\sigma,\{i\}})} = 0.
\]

{15} For each $i,r,T \in \mathbb{N}$,
\[
\lim_{s \to \infty} E^{\mu^{\sigma,\{i\}}-1} \left[ \int_0^T \|b_{r,s} - b(X_t^{i},\hat{X}_t^{i})\|^{\beta} dt \right] = 0.
\]

A sequence $\{X^N\}$ of $C([0,T];S^N)$-valued random variables is said to be tight if, for any subsequence, we can choose a subsequence denoted by the same symbol such that $\{X^{N,m}\}_{N \in \mathbb{N}, m \leq N}$, where $X^{N,m} = (X^{N,1}, \ldots, X^{N,m})$, is convergent in law in $C([0,T];S^m)$ for each $m \in \mathbb{N}$. We quote:

**Lemma 8.1** ([8] Theorem 2.1). Assume that $\{H1\} - \{H4\}$ and $\{H1\} - \{I5\}$ hold. Then, for each $T \in \mathbb{N}$, $\{X^N\}_{N \in \mathbb{N}}$ is tight in $C([0,T];S^0)$ and any limit point $X = (X^i)_{i \in \mathbb{N}}$ of $\{X^N\}_{N \in \mathbb{N}}$ is a weak solution of the ISDE
\[
dX_t^i = \sigma(X_t^i,\hat{X}_t^i)dB_t^i + \{b(X_t^i,\hat{X}_t^i) + b^{\text{tail}}(X_t^i)\} dt.
\]

Clearly, we deduce from Lemma 8.1 that $\{X^N\}_{N \in \mathbb{N}}$ is tight in $C([0,\infty);S^0)$ and any limit point $X = (X^i)_{i \in \mathbb{N}}$ is a weak solution of the ISDE (8.13) on $[0,\infty)$.

### 8.2 Construction of weak solutions: symmetric case

The second author constructed weak solutions of ISDEs under some mild assumptions through Dirichlet form theory [18]. In this subsection, we recall the results. We begin by constructing $\mu$-reversible diffusions [16, 19].
We denote by $\Lambda_r$ the Poisson random point field whose intensity is the Lebesgue measure on $S_r$. We also set $\Lambda_r^m = \Lambda_r (\cdot \cap S_r^m)$, where $S_r^m = \{s \in S_r; s(S_r) = m\}$. Let $\pi_r, \pi_r^c; S \to \mathcal{G}$ by $\pi_r(s) = s (\cdot \cap S_r)$ and $\pi_r^c(s) = s (\cdot \cap S_r^c)$ as before.

Let $\Phi; S \to \mathbb{R} \cup \{\infty\}$ and $\Psi; S \times S \to \mathbb{R} \cup \{\infty\}$ be measurable functions. We set

$$\mathcal{H}_r(f) = \sum_{x_i \in S_r} \Phi(x_i) + \sum_{i \in \mathcal{J}, x_i, x_j \in S_r} \Psi(x_i, x_j) \quad \text{for } f = \sum_i \delta_{x_i}.$$ 

We call $\mathcal{H}_r$ a Hamiltonian on $S_r$ with free potential $\Phi$ and interaction potential $\Psi$.

**Definition 8.1.** A random point field $\mu$ is called a $(\Phi, \Psi)$-quasi Gibbs measure with inverse temperature $\beta > 0$ if its regular conditional probabilities

$$\mu_{r,s}^m = \mu (\pi_r (\cdot) \in \cdot | \pi_r^c (\xi), \xi(S_r) = m)$$

satisfy, for all $r, m \in \mathbb{N}$ and $\mu$-a.s. $\xi$,

$$\frac{1}{15} \beta \mathcal{H}_r (\xi) \Lambda_r^m (d\xi) \leq \mu_{r,s}^m (d\xi) \leq \frac{1}{15} \beta \mathcal{H}_r (\xi) \Lambda_r^m (d\xi).$$

Here, $c_{15} = \frac{1}{15} (r, m, \xi)$ is a positive constant depending only on $r, m, \pi_r^c (\xi)$. For two measures $\mu, \nu$ on a $\sigma$-field $\mathcal{F}$, we write $\mu \leq \nu$ if $\mu (A) \leq \nu (A)$ for all $A \in \mathcal{F}$.

We make the following assumptions.

**A1** $\mu$ is a $(\Phi, \Psi)$-quasi Gibbs measure such that there exist upper semi-continuous functions $(\Phi, \Psi)$ and positive constants $c_{16}$ and $c_{17}$ satisfying

$$\frac{1}{16} \Phi (x) \leq \Phi (x) \leq \frac{1}{17} \Phi (x), \quad \frac{1}{17} \Psi (x, y) \leq \Psi (x, y) \leq \frac{1}{17} \Psi (x, y).$$

**A2** For each $r \in \mathbb{N}$, $\mu$ satisfies $\sum_{m=1}^{\infty} m \mu (S_r^m) < \infty$.

Let $(\mathcal{E}^{a, \mu}, \mathcal{D}^{a, \mu})$ be the bilinear form on $L^2 (S, \mu)$ with domain $\mathcal{D}^{a, \mu}$ defined by

$$\mathcal{E}^{a, \mu} (f, g) = \int_S \mathbb{D}^a [f, g] \mu (ds).$$

Here $\mathbb{D}^a$ is as in [5.21] and $\mathcal{D}^{a, \mu} = \{f \in \mathcal{D}^{a} \cap L^2 (S, \mu); \mathcal{E}^{a, \mu} (f, f) < \infty\}$, where $\mathcal{D}^a$ is the set of all bounded, local smooth functions on $S$.

A family of probability measures $\{P_s\}_{s \in \mathcal{S}}$ on $(W (S), \mathcal{B} (W (S)))$ is called a diffusion if the canonical process $X = \{X_t\}_{t \in \mathcal{P}_s}$ under $P_s$ is a continuous process with the strong Markov property starting at $s$. Here, $X_t (w) = w_t$ for $w = \{w_t\} \in W (S)$ by definition. $X$ is adapted to $\{\mathcal{F}_t\}$, where $\mathcal{F}_t = \cap_{t < s} \mathcal{F}_t^s$ and the intersection is taken over all Borel probability measures $\nu; \mathcal{F}_t^s$ is a $\sigma$-field generated by all $P_t -\nu$-null sets of $\cup_{t \geq s} \mathcal{F}_t^s$ and $\mathcal{F}_t^+ = \cap_{t \geq s} \mathcal{B}_t (S)$, where $\mathcal{B}_t (S) = \sigma (w_s; 0 \leq s \leq t)$. Furthermore, $\{P_s\}_{s \in \mathcal{S}}$ is said to be $\nu$-stationary if $\nu$ is an invariant probability measure. We say $\{P_s\}_{s \in \mathcal{S}}$ is $\nu$-reversible if $P_s \odot (\gamma^{-1} \mu (ds))$ exists.

**Lemma 8.2** ([16] [19] [22]). Assume that [A1] and [A2] hold. Then, $(\mathcal{E}^{a, \mu}, \mathcal{D}^{a, \mu})$ is closable on $L^2 (S, \mu)$, and its closure $(\mathcal{E}^{a, \mu}, \mathcal{D}^{a, \mu})$ is a quasi-regular Dirichlet form on $L^2 (S, \mu)$. Moreover, the associated $\mu$-reversible diffusion $(X, \{P_s\}_{s \in \mathcal{S}})$ exists.

We refer to [14] for the definition of quasi-regular Dirichlet forms and related notions. We also refer to [3] for details of Dirichlet form theory.

Let $\{P_s\}_{s \in \mathcal{S}}$ be as in Lemma 8.2. Note that $\mu (f) = 1$ and set $P_s = \int_0^1 P_t \mu (ds)$. Let $l_{\text{path}}$ be as in (2.0). Let $\mathcal{S}_{\text{sde}}$ and $\mathcal{S}_{\text{sde}}$ be as in (2.8). Then we assume the following:

**A3** $P_{s_{\text{d}}}(W_{\text{dse}} (S_{\text{sde}})) = 1$ and $P_{s_{\text{d}}} \circ \gamma^{-1} (W (S_{\text{sde}})) = 1$. 

Definition 8.2 ([18]). An \( \mathbb{R}^d \)-valued function \( \vartheta^\mu \) is called the logarithmic derivative of \( \mu \) if \( \vartheta^\mu \in L_{\text{loc}}^1(S \times \mathcal{G}, \mu^{[1]}) \) and, for all \( \varphi \in C_0^\infty(S) \otimes \mathcal{D}_\circ \),

\[
\int_{S \times \mathcal{G}} \vartheta^\mu(x,s) \varphi(x,s) \mu^{[1]}(dx,ds) = -\int_{S \times \mathcal{G}} \nabla_x \varphi(x,s) \mu^{[1]}(dx,ds).
\]

Here we write \( f \in L_p^p(S \times \mathcal{G}, \mu^{[1]}) \) if \( f \in L_p(S_r \times \mathcal{G}, \mu^{[1]}) \) for all \( r \in \mathbb{N} \), and we set \( \nabla_x \varphi(x,s) = \left( \frac{\partial \varphi}{\partial x_i}(x,s) \right)_{i=1}^d \), where \( x = (x_1, \ldots, x_d) \).

\[ \{A4\} \mu \text{ has a logarithmic derivative } \vartheta^\mu, \text{ and the coefficients } (\sigma, b) \text{ satisfy} \]

\[
\sigma^* \sigma = a, \quad b = \frac{1}{2} \nabla_x a + \frac{1}{2} \vartheta^\mu.
\]

Lemma 8.3 ([18 Theorem 26]). Assume that \( \{A1\}–\{A4\} \) hold. Then, there exists some \( \{\mathcal{F}_t\} \)-Brownian motion \( B \) such that \((\mathcal{I}_{\text{path}}(X), B)\) is a weak solution of \( (2.11) \).

In Lemma 5.3 \( (\Omega, \mathcal{F}, P_z, \{\mathcal{F}_t\}) \) is the filtered space introduced before Lemma 8.3. We can take \( \delta \) in \( (2.11) \) uniquely up to capacity zero and \( S_{\text{ade}} \) in \( (2.10) \) as \( u^{-1}(\delta) \). ISDE \( (2.10) \) has a weak solution \( (\mathcal{I}_{\text{path}}(X), B) \) defined on \( (\Omega, \mathcal{F}, P_z, \{\mathcal{F}_t\}) \) for each \( z \in \mathcal{G} \) and \( P_{\mu_i}(X_i \notin \delta) \) for some \( 0 \leq t < \infty \) = 0 and, in particular, \( \mu(\delta) = 1 \).

9 Appendix II: Lyons–Zheng decomposition for weak solutions of ISDEs

Let \((X, B)\) be a weak solution of \( (2.10) \). We shall derive the Lyons–Zheng type decomposition of additive functionals of \( X \).

Let \( m \in \{0\} \cup \mathbb{N} \) and \( F \in C^2(S^m \times \mathcal{G}_1) \), where \( \mathcal{G}_1 \) is given by \( (2.1) \) and \( C^2(S^m \times \mathcal{G}_1) \) is the set of functions on \( S^m \times \mathcal{G}_1 \) of \( C^2 \)-class. Here, we say that \( F \) is of \( C^2 \)-class if \( \tilde{F} \in C^2(\mathbb{S}^n) \) in the sense that \( \tilde{F}(s_1, \ldots, s_n, s_{n+1}, \ldots) \) is \( C^2 \) in \( (s_1, \ldots, s_n) \) for fixed \( (s_{n+1}, \ldots) \) for all \( n \in \mathbb{N} \). The function \( \tilde{F} \) is such that, for \( x = (x_1, \ldots, x_m) \) and \( s = \sum_{i=m+1}^\infty \delta_{s_i} \),

\[
F(x,s) = \tilde{F}(x_1, \ldots, x_m, s_{m+1}, s_{m+2}, s_{m+3}, \ldots)
\]

and for any permutation \( p \) on \( \mathbb{N} \setminus \{1, \ldots, m\} \),

\[
\tilde{F}(x_1, \ldots, x_m, s_{m+1}, s_{m+2}, s_{m+3}, \ldots) = \tilde{F}(x_1, \ldots, x_m, s_{p(m+1)}, s_{p(m+2)}, s_{p(m+3)}, \ldots).
\]

Let \( w^{[m]} \) be as in \( (2.7) \). Let \( r_T : C([0,T]; S^m \times \mathcal{G}_1) \to C([0,T]; S^m \times \mathcal{G}_1) \) be such that

\[
r_T(w^{[m]})(t) = w^{[m]}(T-t). \tag{9.1}
\]

We regard \( Q^{[m]} \) as a measure on \( C([0,T]; S^m \times \mathcal{G}_1) \), where \( Q^{[m]} \) is given by \( (6.2) \). Indeed, by \( (2.10) \) each tagged particle \( X^i \) of \( X \) does not explode under \( Q \). Hence, each tagged path of \( w^{[m]} \) does not explode for \( Q^{[m]} \)-a.e. \( w^{[m]} \).

Lemma 9.1. \( Q^{[m]} = Q^{[m]} \circ r_T^{-1} \).
Proof. By (6.2), $Q^{[m]}_\lambda = \int_{S^m \times \Theta} Q^{[2]}_\lambda d\lambda^{[m]}$. We deduce from $\{S_\lambda\}$ that $\{Q^{[m]}_\lambda\}$ is a $\lambda^{[m]}$-symmetric Markov process and $\lambda^{[m]}$ is an invariant measure of $\{Q^{[m]}_{\lambda,\sigma}\}$. From these we conclude Lemma 9.1. \[\square\]

Let $X^{[m]}$ be the $m$-labeled process of $X$, that is, $X^{[m]} = (X^1, \ldots, X^m, \sum_{i=m+1}^{\infty} \delta X^i)$. Recall that $\sigma[B^{[m]}_s; s \leq t] \subset \sigma[X^{[m]}_s; s \leq t]$ for all $t$ under $Q^{[m]}_\lambda$ by $\{BX\}$. Hence $B^{[m]}$ is a function of $X^{[m]}$. Then, there exists a function $B^{[m]}$ defined on the path space $W(S^m \times \Theta)$ such that $B^{[m]} = B^{[m]}(X^{[m]})$ under $Q^{[m]}_\lambda$. Clearly, $B^{[m]}(w^{[m]}(\cdot))$ under $Q^{[m]}_{\lambda,\sigma}$ for $\lambda^{[m]}$-a.e. $(x, s)$ is a $dm$-dimensional Brownian motion. Here we recall $Q^{[m]}_\lambda$ is not necessary a probability measure for $m \in \mathbb{N}$. Below, “under $Q^{[m]}_\lambda$” means “under $Q^{[m]}_{\lambda,\sigma}$ for $\lambda^{[m]}$-a.e. $(x, s)$”.

Let $w^{[m]} = (w^1, \ldots, w^m)$, where $w^{[m]} = (w^{[m]}, w^{[m]}_* *)$. Then $w^{[m]}$ under $Q^{[m]}_\lambda$ is a weak solution of (2.13) with Brownian motion $B^{[m]} = (B^{[m],i})_{i=1}^m$ and $X = w$, where $w = \sum_{i=1}^{\infty} \delta w^i$ as before. The coefficients of (2.13) depends only on $X^{[m]} = \sum_{i=m+1}^{\infty} \delta X^i$, so does $w^{[m]}$ in the present case. By (2.13), we can rewrite (2.16) as

$$du^i_t = \sigma(w^i_t, w^{i\gamma}_t)dB^i_t + b(w^i_t, w^{i\gamma}_t)dt \quad \text{for } i = 1, \ldots, m. \quad (9.2)$$

Here, for $w = (w^i)_{i=1}^m$, we set $w^{i\gamma} = \{w^{i\gamma}\}$, by $w^{i\gamma} = \sum_{j \neq i,j=1}^{\infty} \delta w^j$.

Let $S^{m}_\rho = \{x = (x^i)_{i=1}^m; x_i \neq x_j \text{ for all } i \neq j\}$ and $F \in C^2(S^{m}_\rho \times \Theta)$. Below, we write $w^{[m]}(t) = w^i_t$. Applying Itô’s formula to $F$ and (9.2) informally, we see under $Q^{[m]}_\lambda$.

$$F(w^i_t) - F(w^i_0) = \sum_{i=1}^{\infty} \int_0^t (\partial_i F(w_u), \sigma(w^i_u, w^{i\gamma}_u)d\dot{B}^i_u)_{\mathbb{R}^d} + \int_0^t \sum_{i=1}^{\infty} (b(w^i_u, w^{i\gamma}_u), \partial_i F(w_u))_{\mathbb{R}^d}du + \int_0^t \sum_{i=1}^{\infty} \sum_{k,l=1}^{d} \frac{1}{2} a_{kl}(w^i_u, w^{i\gamma}_u)\partial_{i,k}\partial_{i,l}F(w_u)du. \quad (9.3)$$

The equality (9.3) can be justified if $F$ is a local smooth function, and each term is integrable. We shall assume $F(w^i_t)$ is a continuous semi-martingale satisfying (9.3).

**Lemma 9.2.** Consider the same assumptions as for Theorem 6.7. Let $m \in \{0\} \cup \mathbb{N}$ and $F \in C^2(S^{m}_\rho \times \Theta)$. Assume that for $Q^{[m]}_\lambda$-a.e. $w^{[m]}$

$$\int_0^t \sum_{i=1}^{\infty} \sum_{k,l=1}^{d} a_{kl}(w^i_u, w^{i\gamma}_u)\partial_{i,k}\partial_{i,l}F(w_u)du < \infty \quad \text{for all } t \quad (9.4)$$

and that $F(w^{[m]}_t)$ is a continuous semi-martingale under $Q^{[m]}_\lambda$ satisfying (9.3). Then, under $Q^{[m]}_\lambda$, we obtain for $0 \leq t \leq T$

$$F(w^i_t) - F(w^i_0) = \frac{1}{2} \left\{ M_t(w^{[m]}_t) + M_{T-t}(r_{TT}(w^{[m]}_t)) - M_T(r_{TT}(w^{[m]})) \right\}. \quad (9.5)$$

Here, $M$ is a continuous local martingale under $Q^{[m]}_\lambda$ such that

$$M_t = \sum_{i=1}^{\infty} \int_0^t (\partial_i F(w_u), \sigma(w^i_u, w^{i\gamma}_u)d\dot{B}^i_u)_{\mathbb{R}^d}. \quad (9.6)$$
The quadratic variation of $M$ is given by

$$\langle M \rangle_t(w^{[m]}) = \int_0^t \sum_{i=1}^\infty \sum_{k,l=1}^d \alpha_{kl}(w_u^{[i]}, w_u^{[j]}) \partial_i \dot{F}(w_u) \partial_j \dot{F}(w_u) du.$$  \hfill (9.7)

Furthermore, $\{M_{T-t}(r_T(w^{[m]})) - M_T(r_T(w^{[m]}))\}$ is a continuous local martingale under $Q^{[m]}$ with respect to the inverse filtering.

**Proof.** We modify the argument of [3] Theorem 5.7.1 according to the current situation. Note that the weak solution $(X, B)$ is not associated with any quasi-regular Dirichlet forms; there exists no $L^2$-semi-group associated with the labeled process $X$. We can still use the $L^2$-semi-group associated with the $m$-labeled process $X^{[m]}$ (equivalently, $w^{[m]}$ under $Q^{[m]}$) given by (6.3) for any $m \in \mathbb{N}$.

By $\{BX\}$ we see $\hat{B}^{m,i}$ in (9.2) is a function in $w^{[m]}$ and we can write (9.2) as

$$du_i = \sigma(w_i^{[i]}, w_i^{[j]}) d\hat{B}^{m,i}(w^{[m]}) + b(w_i, w_i^{[i]}) dt \quad \text{for } i = 1, \ldots, m. \hfill (9.8)$$

For $x = (x_i)_{i=1}^\infty$, we set $x^{[m]} = (x_1, \ldots, x_m, \sum_{i=m+1}^\infty \delta_{x_i})$ and $\mathbf{f}^{\infty} = \sum_{j \neq i, j=1}^\infty \delta_{x_j}$. Let

$$G(x^{[m]}) = \sum_{i=1}^\infty \left( b(x_i, \mathbf{f}^{\infty}), \partial_i F(x) \right)_{\mathbb{R}^d} + \sum_{i=1}^\infty \sum_{k,l=1}^d \frac{1}{2} a_{kl}(x_i, \mathbf{f}^{\infty}) \partial_i \partial_i F(x). \hfill (9.9)$$

Then, from (9.3), (9.4), (9.6), (9.8), and (9.9), we have that under $Q^{[m]}$ for $0 \leq t \leq T$

$$F(w_t^{[m]}) - F(w_0^{[m]}) = M_t(w^{[m]}) + \int_0^t G(w_u^{[m]}) du. \hfill (9.10)$$

By Lemma 9.1, $Q^{[m]} = Q^{[m]} \circ r_T^{-1}$. Hence, $M_t(r_T(w^{[m]}))$ is well-defined for $Q^{[m]}$-a.e. $w^{[m]}$. We see then from (9.10) the following.

$$F(r_T(w^{[m]})) - F(r_T(w^{[m]}))_0 = M_t(r_T(w^{[m]})) + \int_0^t G(r_T(w^{[m]})) du. \hfill (9.11)$$

By the definition of $r_T$, we can rewrite (9.11) as

$$F(w_{T-t}^{[m]}) - F(w_T^{[m]}) = M_t(r_T(w^{[m]})) + \int_0^T G(w_u^{[m]}) du - \int_0^{T-t} G(w_u^{[m]}) du. \hfill (9.12)$$

Hence, from (9.12), we obviously have

$$M_t(r_T(w^{[m]})) = F(w_{T-t}^{[m]}) - F(w_T^{[m]}) - \int_0^T G(w_u^{[m]}) du + \int_0^{T-t} G(w_u^{[m]}) du. \hfill (9.13)$$

Take $t$ to be $T - t$ and $T$ in (9.13). Then we have

$$M_{T-t}(r_T(w^{[m]})) = F(w_t^{[m]}) - F(w_T^{[m]}) - \int_0^T G(w_u^{[m]}) du + \int_t^T G(w_u^{[m]}) du, \hfill (9.14)$$

$$M_T(r_T(w^{[m]})) = F(w_0^{[m]}) - F(w_T^{[m]}) - \int_0^T G(w_u^{[m]}) du. \hfill (9.15)$$
Subtract both sides of (9.15) from those of (9.14). Then using (9.10) we obtain

\[ M_{T-t}(r_T(w^{[m]})) - M_T(r_T(w^{[m]})) = F(w^0_t) - F(w^0_0) + \int_0^t G(w^0_u)du \]

\[= 2\left\{ F(w^0_t) - F(w^0_0) \right\} - M_t(w^{[m]}). \]

Hence, we have under \( Q^{[m]}_\lambda \) for \( 0 \leq t \leq T \)

\[ F(w^0_t) - F(w^0_0) = \frac{1}{2} \left\{ M_t(w^{[m]}) + (M_{T-t}(r_T(w^{[m]})) - M_T(r_T(w^{[m]}))) \right\}. \]

This completes the proof of (9.5). Equation (9.7) follows immediately from (9.6).

The last claim follows from Lemma 9.1 and the definition of \( r_T \).
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