Boundary pointwise regularity for fully nonlinear parabolic equations and an application to regularity of free boundaries

Yuanyuan Lian\textsuperscript{a}, Kai Zhang\textsuperscript{a,*}

\textsuperscript{a}School of Mathematical Sciences, Shanghai Jiao Tong University, Shanghai, China

Abstract

In this paper, we prove boundary pointwise $C^{k,\alpha}$ regularity for any $k \geq 1$ for fully nonlinear parabolic equations. As an application, we give a direct and short proof of the higher regularity of the free boundaries in obstacle-type problems.
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1. Introduction

We study the boundary pointwise regularity for viscosity solutions of the fully nonlinear parabolic equations:

\begin{equation}
\begin{cases}
  u_t - F(D^2 u, x, t) = f & \text{in } \Omega \cap Q_1; \\
  u = g & \text{on } \partial\Omega \cap Q_1,
\end{cases}
\end{equation}

where $\Omega \subset \mathbb{R}^{n+1}$ is a bounded domain and $Q_1$ is the unit cylinder (see Notation 1.32). Throughout this paper, we always assume that $F$ is uniformly elliptic with positive
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constants $\lambda$ and $\Lambda$: for any $M, N \in S^n$ and $(x, t) \in \Omega \cap Q_1$,
\[
\mathcal{M}^-(M, \lambda, \Lambda) \leq F(M + N, x, t) - F(N, x, t) \leq \mathcal{M}^+(M, \lambda, \Lambda),
\]
(1.2)
where $S^n$ denotes the set of $n \times n$ symmetric matrices; the $\mathcal{M}^-$ and $\mathcal{M}^+$ are the extremal Pucci’s operators, i.e.,
\[
\mathcal{M}^-(M, \lambda, \Lambda) = \lambda \sum_{\lambda_i > 0} \lambda_i + \Lambda \sum_{\lambda_i < 0} \lambda_i, \quad \mathcal{M}^+(M, \lambda, \Lambda) = \Lambda \sum_{\lambda_i > 0} \lambda_i + \lambda \sum_{\lambda_i < 0} \lambda_i
\]
and $\lambda_i$ are eigenvalues of $M$. In this paper, a solution always means the $L^{n+1}$-viscosity solution and we refer to [6] for details.

In this paper, we prove a series of boundary pointwise regularity (see main results in this section) under suitable pointwise conditions. In particular, we show that $u$ has higher regularity if the derivatives of $u$ vanish at boundary, which was first found in the investigation of boundary regularity for elliptic equations (see [16]). Moreover, we are interested in the application of pointwise regularity to free boundary problems.

For pointwise regularity, it can be tracked to the pioneering work of Caffarelli [2], in which the interior pointwise $C^{1,\alpha}$ and $C^{2,\alpha}$ regularity for fully nonlinear elliptic equations were proved. The boundary counterpart was proved by the authors [16]. The pointwise regularity has been investigated extensively (see [14, 18, 20, 21, 22, 23] etc.) It reveals how the prescribed data influence the behavior of the solution near a concerned point.

The pointwise regularity has wide applications in other topics. For instance, the interior pointwise $C^{2,\alpha}$ regularity has been used to prove the optimal $C^{1,1}$ regularity for solutions in obstacle-type problems (see [8, Proof of Theorem 1.2]). Based on the boundary pointwise $C^{k,\alpha}$ ($k \geq 1$) regularity, one can give a direct and short proof of the higher regularity of free boundaries (see [17] and Theorem 1.30). The Liouville theorem on cones can be deduced with the aid of the boundary pointwise regularity (see [13]). The boundary pointwise regularity has been employed in the establishment of the global $W^{2,p}$ regularity on a $C^{1,\alpha}$ domain for an appropriate $0 < \alpha < 1$ (see [11]).

With regard to parabolic equations, Krylov [10] first showed the boundary $C^{2,\alpha}$ a priori estimate. Wang [24, 25, 26] obtained a series of fundamental estimates such as the Harnack inequality, interior pointwise $C^{1,\alpha}$ and $C^{2,\alpha}$ regularity and the boundary pointwise $C^{1,\alpha}$ regularity. This series of regularity for parabolic equations extended the results of Caffarelli [2]. Wang’s comprehensive research was a great help for our’s study of the boundary pointwise regularity for parabolic equations. However, the proof of boundary $C^{1,\alpha}$ regularity in [25] is a little complicated and the boundary
pointwise $C^{2,\alpha}$ regularity was left. Adimurthi, Banerjee and Verma [1] obtain the boundary $C^{2,\alpha}$ regularity by the classical method of flattening the boundary, which is not a pointwise regularity.

In this paper, we prove boundary pointwise $C^{k,\alpha}$ regularity for any $k \geq 1$ without flattening the boundary of the domain. Instead, we regard the curved boundary as a perturbation of a hyperplane. This viewpoint originates from [12] and was further developed in [16] and [14].

Before attaining boundary regularity on a curved boundary, we need to derive enough regularity for problems on a flat boundary (called model problems, see (2.10) and (3.1)). The $C^{1,\alpha}$ regularity has been obtained in [25] and the $C^{2,\alpha}$ regularity was proved in [1]. In this paper, we provide a clearer and simpler proof of the boundary $C^{1,\alpha}$ (see Theorem 2.8) and $C^{2,\alpha}$ (see Theorem 3.1) regularity for model problems.

The general problems are regarded as perturbations of model problems. Based on regularity for model problems, we prove the boundary pointwise regularity on general curved boundaries by the perturbation technique and the method of compactness. In addition, we present that if the derivatives of $u$ vanish at boundary, $u$ possesses higher boundary regularity. It was first observed in [16] and used in [17] to prove the higher regularity of free boundaries in obstacle-type problems for the Poisson’s equation. As an extension, we will adopt this idea to give a direct and short proof of the higher regularity of free boundaries for fully nonlinear parabolic equations.

The most common method to prove the higher regularity of free boundaries is using the partial hodograph-Legendre transformation (see [9, 19]). Here, we treat the obstacle problems based on the observation mentioned above. It is well-known that $u \in C^{k,\alpha}$ provided $\partial \Omega \in C^{k,\alpha}$ ($k \geq 1$). Besides, the regularity of $u$ may also lead to the regularity of $\partial \Omega$ because of $\varphi_i = u_i / u_n$ ($1 \leq i < n$) and $\varphi_t = u_t / u_n$, where $\varphi$ is the representation function of $\partial \Omega$. Thus, we may have higher regularity for $u$ and then higher regularity for $\partial \Omega$ if we have more boundary conditions on $u$. The conditions $u = |\nabla u| = 0$ on the boundary are enough exactly.

The results of this paper show the underlying relation between the regularity of solutions and the regularity of boundaries. The proofs demonstrate how overdetermined conditions lead to higher regularity of solutions and boundaries.

Before stating our main results, we introduce some notions and definitions for the pointwise regularity. In this paper, we use the parabolic terminology (see Notation 1.32 for details). For any $1 \leq p < \infty$, let

$$\|f\|_{L^p(\Omega)}^* = \left(\frac{1}{|\Omega|} \int_{\Omega} |f|^p\right)^{1/p},$$

where $\Omega \subset \mathbb{R}^{n+1}$ is a bounded domain and $|\Omega|$ denotes its Lebesgue measure. The
next is the standard pointwise characterization of a function in Hölder spaces.

**Definition 1.1.** Let \( \Omega \subset \mathbb{R}^{n+1} \) be a bounded set (may be not a domain) and \( f : \Omega \to \mathbb{R} \) be a function. We say that \( f \) is \( C^{k,\alpha} \) (\( k \geq 0, \; 0 < \alpha \leq 1 \)) at \( (x_0, t_0) \in \Omega \) or \( f \in C^{k,\alpha}(x_0, t_0) \) if there exist constants \( K, r_0 > 0 \) and a polynomial \( P \in \mathcal{P}_k \) (i.e., degree less than or equal to \( k \)) such that

\[
|f(x, t) - P(x, t)| \leq K|(x, t) - (x_0, t_0)|^{k+\alpha}, \; \forall (x, t) \in \Omega \cap Q_{r_0}(x_0, t_0).
\]  

(1.3)

Then define for any \( 0 \leq i \leq k \),

\[
D^i f(x_0, t_0) = D^i P(x_0, t_0) \quad \text{and} \quad \|f\|_{C^k(x_0, t_0)} = \sum_{i=0}^{k} |D^i P(x_0, t_0)|.
\]

Moreover,

\[
[f]_{C^{k,\alpha}(x_0, t_0)} := \min \{K \big| (1.3) \text{ holds with } P \text{ and } K\},
\]

\[
\|f\|_{C^{k,\alpha}(x_0, t_0)} := \|f\|_{C^k(x_0, t_0)} + [f]_{C^{k,\alpha}(x_0, t_0)}.
\]

If \( f \in C^{k,\alpha}(x, t) \) for any \( (x, t) \in \Omega \) with the same \( r_0 \) and

\[
\|f\|_{C^{k,\alpha}(\bar{\Omega})} = \sup_{(x,t) \in \Omega} \|f\|_{C^k(x,t)} + \sup_{(x,t) \in \Omega} [f]_{C^{k,\alpha}(x,t)} < +\infty,
\]

we say that \( f \in C^{k,\alpha}(\Omega) \).

In addition, we say that \( f \) is \( C^{-1,\alpha} \) at \( (x_0, t_0) \) or \( f \in C^{-1,\alpha}(x_0, t_0) \) if there exist constants \( K, r_0 > 0 \) such that

\[
\|f\|_{L^{n+1}(\Omega \cap Q_r(x_0, t_0))} \leq Kr^{-1+\alpha}, \; \forall \; 0 < r < r_0.
\]

(1.4)

Then define

\[
\|f\|_{C^{-1,\alpha}(x_0, t_0)} = \min \{K \big| (1.4) \text{ holds with } K\}.
\]

If \( f \in C^{-1,\alpha}(x, t) \) for any \( (x, t) \in \Omega \) with the same \( r_0 \) and

\[
\|f\|_{C^{-1,\alpha}(\bar{\Omega})} := \sup_{(x,t) \in \Omega} \|f\|_{C^{-1,\alpha}(x,t)} < +\infty,
\]

we say that \( f \in C^{-1,\alpha}(\bar{\Omega}) \).

We also use the following classical definition of Hölder spaces (see [4, Chap. 3]).
**Definition 1.2.** Let $\Omega \subset \mathbb{R}^{n+1}$ be a bounded domain and $f : \Omega \to \mathbb{R}$. If $f \in C(\Omega)$, define
\[
\|f\|_{C(\Omega)} = \sup_{(x,t)\in\Omega} |f(x,t)|.
\]
For $0 < \alpha < 1$, if
\[
[f]_{C^\alpha(\Omega)} := \sup_{(x,t),(y,s)\in\Omega, (x,t)\neq(y,s)} \frac{|f(x,t) - f(y,s)|}{|(x,t) - (y,s)|^\alpha} < \infty,
\]
we say that $f \in C^\alpha(\bar{\Omega})$. For $\alpha = 1$, we have a similar definition (replace $\alpha$ by 1 in the above equation). Then we write $f \in C^{0,1}(\bar{\Omega})$ and its semi-norm is denoted by $[f]_{C^{0,1}(\bar{\Omega})}$ (similarly hereinafter). We also introduce the following semi-norm:
\[
[f]_{C^\alpha(\bar{\Omega})}^t := \sup_{t \neq s\in\Omega} \frac{|f(x,t) - f(x,s)|}{|t - s|^\alpha}.
\]

For $k \geq 1$, we say that $f \in C^k(\Omega)$ if $f$ has all derivatives of order $\leq k$ continuous in $\Omega$, i.e., all derivatives $D_x^\sigma D_t^\gamma f$ with $|\sigma| + 2\gamma \leq k$ are continuous. Define
\[
[f]_{C^k(\bar{\Omega})} = \begin{cases} 
\sum_{|\sigma|+2\gamma=k} \|D_x^\sigma D_t^\gamma f\|_{C(\bar{\Omega})}, & \text{if } k \text{ is even,} \\
\sum_{|\sigma|+2\gamma=k} \|D_x^\sigma D_t^\gamma f\|_{C(\bar{\Omega})} + \sum_{|\sigma|+2\gamma=k-1} [D_x^\sigma D_t^\gamma f]_{C^{1/2}(\bar{\Omega})}^t, & \text{if } k \text{ is odd.} 
\end{cases}
\]
We say that $f \in C^k(\bar{\Omega})$ if
\[
\|f\|_{C^k(\bar{\Omega})} := \|f\|_{C(\bar{\Omega})} + \sum_{i=1}^k [f]_{C^i(\bar{\Omega})} < \infty.
\]

Similarly, for $k \geq 1$ and $0 < \alpha < 1$, define
\[
[f]_{C^{k,\alpha}(\bar{\Omega})} = \begin{cases} 
\sum_{|\sigma|+2\gamma=k} [D_x^\sigma D_t^\gamma f]_{C^\alpha(\bar{\Omega})}, & \text{if } k \text{ is even,} \\
\sum_{|\sigma|+2\gamma=k} [D_x^\sigma D_t^\gamma f]_{C^\alpha(\bar{\Omega})} + \sum_{|\sigma|+2\gamma=k-1} [D_x^\sigma D_t^\gamma f]_{C^{(1+\alpha)/2}(\bar{\Omega})}^t, & \text{if } k \text{ is odd.} 
\end{cases}
\]
We say that $f \in C^{k,\alpha}(\Omega)$ if
\[
\|f\|_{C^{k,\alpha}(\bar{\Omega})} := \|f\|_{C(\bar{\Omega})} + \sum_{i=1}^k [f]_{C^i(\bar{\Omega})} + [f]_{C^{k,\alpha}(\bar{\Omega})} < \infty.
\]
Remark 1.3. It is known that if $\Omega$ is a smooth domain, the pointwise characterization Definition 1.1 is equivalent to the classical Definition 1.2. But we couldn’t find a good reference for this fact.

The next is a pointwise characterization of the smoothness of a domain’s boundary. This definition is similar to Definition 1.1. That is, both definitions use polynomials to describe the smoothness. It was first introduced in [16] for studying elliptic equations.

**Definition 1.4.** Let $\Omega$ be a bounded domain, $\Gamma \subset \partial \Omega$ be relatively open and $(x_0, t_0) \in \Gamma$. We say that $\Gamma$ is $C^{k,\alpha}$ ($k \geq 1$, $0 < \alpha \leq 1$) at $(x_0, t_0)$ or $\Gamma \in C^{k,\alpha}(x_0, t_0)$ if there exist constants $K, r_0 > 0$, a new coordinate system $\{x_1, \ldots, x_n, t\}$ (by rotating and translating with respect to $x$ and only translating with $t$) and a polynomial $P \in P_k$ with $P(0) = 0$ and $DP(0) = 0$ such that $(x_0, t_0) = 0$ in this coordinate system,

$$Q_{r_0} \cap \{ (x', x_n, t) \mid x_n > P(x', t) + K| \langle x', t \rangle |^{k+\alpha} \} \subset Q_{r_0} \cap \Omega$$

and

$$Q_{r_0} \cap \{ (x', x_n, t) \mid x_n < P(x', t) - K| \langle x', t \rangle |^{k+\alpha} \} \subset Q_{r_0} \cap \Omega^c.$$

Then define

$$\|\Gamma\|_{C^k(x_0, t_0)} = \sum_{i=2}^k |D^i P(0)|,$$

$$[\Gamma]_{C^{k,\alpha}(x_0, t_0)} = \min \{ K \mid 1.5 \text{ and } 1.6 \text{ hold with } P \text{ and } K \}$$

and

$$\|\Gamma\|_{C^{k,\alpha}(x_0, t_0)} = \|\Gamma\|_{C^k(x_0, t_0)} + [\Gamma]_{C^{k,\alpha}(x_0, t_0)}.$$

If $\Gamma \in C^{k,\alpha}(x, t)$ for any $(x, t) \in \Gamma$ with the same $r_0$ and

$$\|\Gamma\|_{C^k,\alpha} := \sup_{(x, t) \in \Gamma} \|\Gamma\|_{C^k(x, t)} + \sup_{(x, t) \in \Gamma} [\Gamma]_{C^{k,\alpha}(x, t)} < +\infty,$$

we say that $\bar{\Gamma} \in C^{k,\alpha}$. If $\bar{\Gamma}' \in C^{k,\alpha}$ for any $\Gamma' \subset \subset \Gamma$, we denote $\Gamma \in C^{k,\alpha}$. If $\Gamma \in C^{k,\alpha}$ for any $k \geq 1$ and $0 < \alpha \leq 1$, we write $\Gamma \in C^{\infty}$.

**Remark 1.5.** For a parabolic domain, there are two kinds of boundaries: the lateral boundary and the bottom boundary (see [24]). If $\partial \Omega$ can be represented as a graph of some function $x_n = \varphi(x', t)$ near $(x_0, t_0) \in \partial \Omega$, $(x_0, t_0)$ must be on the lateral
boundary. Similarly, the (1.5) and (1.6) indicates that \((x_0, t_0)\) must belong to the lateral boundary of \(\Omega\).

Note that in Definition 1.4, \(\partial \Omega\) doesn’t need to be represented as a graph of some function and its geometrical property could be rather complicated. In fact, for any \(k \geq 1\), one construct a domain \(\Omega\) and \((x_0, t_0) \in \partial \Omega\) such that \(\partial \Omega \in C^{k,1}(x_0, t_0)\) but any neighborhood of \((x_0, t_0)\) contains infinitely many points belonging to the bottom boundary.

If \(\Omega = D \times (0, T)\) where \(D \subset \mathbb{R}^n\) is a bounded domain, the definition of \(\partial \Omega \in C^{k,\alpha}(x_0, t_0)\) is exactly equivalent to that for elliptic equations (see [16, Definition 1.2]).

Remark 1.6. Throughout this paper, if we say that \(f \in C^{k,\alpha}(x_0, t_0)\) (\(\Gamma \in C^{k,\alpha}(x_0, t_0)\)), we use \(P_f\) (\(P_{\Omega}\)) to denote the corresponding polynomial in Definition 1.1 (Definition 1.4).

Remark 1.7. We always assume that \(0 \in \partial \Omega\) and study the pointwise regularity at \(0\) for (1.1). In addition, if we use Definition 1.1 and Definition 1.4 at \(0\), we always assume that \(r_0 = 1\), and (1.5) and (1.6) hold if we say \(\partial \Omega \cap Q_1 \in C^{k,\alpha}(0)\).

Now, we state our main results. Throughout this paper, a constant depending only on \(n, \lambda\) and \(\Lambda\) is called universal. The boundary pointwise \(C^{1,\alpha}\) regularity is shown as follows.

**Theorem 1.8** (Boundary \(C^{1,\alpha}\) regularity). Let \(0 < \alpha < \bar{\alpha}\) and \(u\) be a viscosity solution of

\[
\begin{cases}
  u \in S(\lambda, \Lambda, f) & \text{in } \Omega \cap Q_1; \\
  u = g & \text{on } \partial \Omega \cap Q_1.
\end{cases}
\]

Suppose that \(f \in C^{-1,\alpha}(0)\), \(g \in C^{1,\alpha}(0)\) and \(\partial \Omega \cap Q_1 \in C^{1,\alpha}(0)\).

Then \(u \in C^{1,\alpha}(0)\), i.e., there exists \(P \in \mathcal{P}_1\) such that

\[
|u(x, t) - P(x)| \leq C|(x, t)|^{1+\alpha}\left(\|u\|_{L^\infty(\Omega \cap Q_1)} + \|f\|_{C^{-1,\alpha}(0)} + \|g\|_{C^{1,\alpha}(0)}\right), \forall (x, t) \in \Omega \cap Q_1,
\]

\[
|Du(0)| \leq C\left(\|u\|_{L^\infty(\Omega \cap Q_1)} + \|f\|_{C^{-1,\alpha}(0)} + \|g\|_{C^{1,\alpha}(0)}\right)
\]

and

\[
P(x', 0) \equiv P_g(x', 0),
\]

where \(C\) depends only on \(n, \lambda, \Lambda, \alpha\) and \(\|\partial \Omega \cap Q_1\|_{C^{1,\alpha}(0)}\).
Remark 1.9. The constant $\bar{\alpha}$ (fixed throughout this paper) is universal, which is originated from the model problem (see Theorem 2.8).

Remark 1.10. Since $P$ is a linear polynomial, by the definition, $P$ is independent of $t$.

Remark 1.11. In this paper, the $L^{n+1}$-viscosity solution is employed. Thus, $f$ may not be continuous with respect to $x$ or $t$. For the notions of viscosity solutions and detailed theories, we refer to [3, 6, 5, 24].

Remark 1.12. Wang [25, Theorem 2.1] obtained the pointwise $C^{1,\alpha}$ regularity for some $\alpha < \bar{\alpha}$ rather than for any $0 < \alpha < \bar{\alpha}$ here. In particular, for the heat equation $u_t - \Delta u = f$, we have $\bar{\alpha} = 1$ and then obtain the boundary pointwise $C^{1,\alpha}$ regularity for any $0 < \alpha < 1$.

For boundary $C^{2,\alpha}$ regularity, we need the following definition to estimate the oscillation of $F$ in $(x, t)$.

Definition 1.13. Let $\Omega$ be a bounded domain and $p_0 = (x_0, t_0) \in \bar{\Omega}$. Suppose that there exist $r_0 > 0$ and a fully nonlinear operator $F_{p_0} : S^n \to \mathbb{R}$ such that for any $M \in S^n$ and $(x, t) \in \bar{\Omega} \cap \bar{Q}_{r_0}(x_0, t_0)$,

$$|F(M, x, t) - F_{p_0}(M)| \leq \beta((x, t), (x_0, t_0)) \|M\| + \gamma((x, t), (x_0, t_0)),$$

where $F_{p_0}$ is uniformly elliptic with $\lambda$ and $\Lambda$.

If for some $K > 0$,

$$\beta((x, t), (x_0, t_0)) \leq K|(x, t) - (x_0, t_0)|^\alpha$$

(1.10)

and

$$\gamma((x, t), (x_0, t_0)) \leq K|(x, t) - (x_0, t_0)|^\alpha,$$

(1.11)

where $0 < \alpha < \bar{\alpha}$, we say that $F \in C^{\alpha}(x_0, t_0)$ and define

$$\|\beta\|_{C^{\alpha}(x_0, t_0)} = \min \{K \mid (1.10) \text{ holds with } K\}$$

and

$$\|\gamma\|_{C^{\alpha}(x_0, t_0)} = \min \{K \mid (1.11) \text{ holds with } K\}.$$

If $F \in C^{\alpha}(x, t)$ for any $(x, t) \in \bar{\Omega}$ with the same $r_0$ and

$$\|\beta\|_{C^{\alpha}(\bar{\Omega})} := \sup_{(x, t) \in \bar{\Omega}} \|\beta\|_{C^{\alpha}(x, t)} < +\infty,$$

then $F \in C^{\alpha}(\bar{\Omega})$.
\[
\|\gamma\|_{C^\alpha(\Omega)} := \sup_{(x,t) \in \Omega} \|\gamma\|_{C^\alpha(x,t)} < +\infty,
\]
\[
\|F\|_{\Omega} := \sup_{p \in \Omega} |F_p(0)| < +\infty,
\]
we say that \( F \in C^\alpha(\Omega) \).

Remark 1.14. We remark here that if \( F \) is continuous in \((x,t)\), we may use \( F(M, x_0, t_0) \) to measure the oscillation of \( F \) in \((x,t)\) in (1.9) instead of \( F_{p_0}(M) \).

Remark 1.15. As before, we always assume that \( r_0 = 1 \) throughout this paper when we use Definition 1.13.

Now, we give the boundary pointwise \( C^{2,\alpha} \) regularity.

**Theorem 1.16 (Boundary \( C^{2,\alpha} \) regularity).** Let \( 0 < \alpha < \bar{\alpha} \) and \( u \) be a viscosity solution of
\[
\begin{cases}
  u_t - F(D^2u, x, t) = f & \text{in } \Omega \cap Q_1; \\
  u = g & \text{on } \partial \Omega \cap Q_1.
\end{cases}
\tag{1.12}
\]
Suppose that \( F \in C^\alpha(0) \) (i.e., \( F \) satisfies (1.9) with \( \beta, \gamma \in C^\alpha(0) \)), \( f \in C^\alpha(0) \), \( g \in C^{2,\alpha}(0) \) and \( \partial \Omega \cap Q_1 \in C^{1,\alpha}(0) \). In addition, assume that \( u \in C^{1,\alpha}(0) \) and \( u(0) = |Du(0)| = |Dg(0)| = 0 \).

Then \( u \in C^{2,\alpha}(0) \), i.e., there exists \( P \in H^2 \) such that
\[
|u(x,t) - P(x,t)| \leq CU|(x,t)|^{\frac{1}{2} + \alpha}, \quad \forall (x,t) \in \Omega \cap Q_1,
\tag{1.13}
\]
\[
|D^2u(0)| \leq CU,
\tag{1.14}
\]
\[
U = \|u\|_{L^\infty(\Omega \cap Q_1)} + |F_0(0)| + \|f\|_{C^\alpha(0)} + \|g\|_{C^{2,\alpha}(0)} + \|\gamma\|_{C^\alpha(0)}
\]
and
\[
P_t - F_0(D^2P) - P_f = 0,
P(x',0,t) \equiv P_g(x',0,t),
\tag{1.15}
\]
where \( F_0 \) is from (1.9) with \( p_0 = 0 \) and \( C \) depends only on \( n, \lambda, \Lambda, \alpha, \|\beta\|_{C^\alpha(0)} \) and \( \|\partial \Omega \cap Q_1\|_{C^{1,\alpha}(0)} \).

Remark 1.17. One feature of the theorem is that \( u \in C^{2,\alpha}(0) \) even for \( \partial \Omega \in C^{1,\alpha}(0) \), which is key to the higher regularity of free boundaries (see Theorem 1.30). This was first shown in [16] and the higher order counterpart was obtained in [17].
As an easy corollary, we have

**Theorem 1.18 (Boundary $C^{2,\alpha}$ regularity).** Let $0 < \alpha < \bar{\alpha}$ and $u$ be a viscosity solution of

$$
\begin{cases}
u_t - F(D^2 u, x, t) = f & \text{in } \Omega \cap Q_1; \\
u = g & \text{on } \partial \Omega \cap Q_1.
\end{cases}
$$

(1.16)

Suppose that $F \in C^\alpha(0)$, $f \in C^\alpha(0)$, $g \in C^{2,\alpha}(0)$ and $\partial \Omega \cap Q_1 \in C^{2,\alpha}(0)$.

Then $u \in C^{2,\alpha}(0)$, i.e., there exists $P \in \mathcal{P}_2$ such that

$$
|u(x, t) - P(x, t)| \leq CU |(x, t)|^{2+\alpha}, \quad \forall (x, t) \in \Omega \cap Q_1,
$$

(1.17)

$$
|Du(0)| + |D^2 u(0)| \leq CU,
$$

(1.18)

$$
U = \|u\|_{L^\infty(\Omega \cap Q_1)} + |F_0(0)| + \|f\|_{C^\alpha(0)} + \|g\|_{C^{2,\alpha}(0)} + \|\gamma\|_{C^\alpha(0)}
$$

and

$$
P_t - F_0(D^2 P) - P_f = 0,
$$

(1.19)

$$
\Pi_2 (P(x', P_\Omega(x', t), t)) \equiv \Pi_2 (P_g(x', P_\Omega(x', t), t)),
$$

where $C$ depends only on $n, \lambda, \Lambda, \alpha, \|\beta\|_{C^\alpha(0)}$ and $\|\partial \Omega \cap Q_1\|_{C^{2,\alpha}(0)}$.

**Remark 1.19.** For the boundary $C^{2,\alpha}$ regularity of the parabolic equation, Adimurthi, Banerjee and Verma [1] attained the regularity by means of a transformation in order to flatten the boundary and then use the result for the homogeneous equation. This method is classical but makes the equation complicated and the result is not pointwise.

In this paper, we use the idea of perturbation to obtain the pointwise $C^{2,\alpha}$ regularity in a curved boundary without flattening the boundary. This idea was first used for oblique derivative problems in [12] and for Dirichlet problems in [16]. Additionally, our proof of the $C^{2,\alpha}$ regularity for the homogeneous equation is much simpler than that of [1] (see Theorem 3.1).

**Remark 1.20.** The (1.19) demonstrates the peculiarity of pointwise regularity. Note that $P, P_f, P_g$ and $P_\Omega$ are the “Taylor polynomials” of $u, f, g$ and $\partial \Omega$ at 0 respectively. Hence, (1.19) is a pointwise version of (1.16) at 0 and it shows clearly the relation between the solution and the prescribed data at 0.

**Remark 1.21.** Note that the degree of the polynomial $P(x', P_\Omega(x', t), t)$ may be greater than 2. Since we only have $C^{2,\alpha}$ estimate at 0, we need to take a projection to $\mathcal{P}_2$ in the second equality of (1.19).
For higher $C^{k,\alpha}$ ($k \geq 2$) regularity, we introduce the following definition to estimate the oscillation of $F$ in $(x, t)$.

**Definition 1.22.** Let $\Omega$ be a bounded domain and $p_0 = (x_0, t_0) \in \bar{\Omega}$. Suppose that there exist $r_0 > 0$ and a fully nonlinear operator $F_{p_0} : \mathcal{S}^n \times \bar{\Omega} \cap Q_{r_0}(x_0, t_0) \to \mathbb{R}$ such that for any $M \in \mathcal{S}^n$ and $(x, t) \in \bar{\Omega} \cap Q_{r_0}(x_0, t_0)$,

$$
|F(M, x, t) - F_{p_0}(M, x, t)| \leq \beta((x, t), (x_0, t_0))\|M\| + \gamma((x, t), (x_0, t_0)),
$$

(1.20)

where

(i) $F_{p_0}$ is convex in $M$ and has the same uniform ellipticity as $F$;

(ii) $F_{p_0} \in C^{k,1}(\mathcal{S}^n \times \bar{\Omega} \cap Q_{r_0}(x_0, t_0))$;

(iii) there exists a constant $K_0 > 0$ such that for any $M_1, M_2 \in \mathcal{S}^n$ and $(x_1, t_1), (x_2, t_2) \in \bar{\Omega} \cap Q_{r_0}(x_0, t_0)$,

$$
|F_{p_0,i}(M_1, x_1, t_1) - F_{p_0,i}(M_2, x_2, t_2)| \leq K_0(\|M_1 - M_2\| + |(x_1, t_1) - (x_2, t_2)|).
$$

(1.21)

If for some $K > 0$,

$$
\beta((x, t), (x_0, t_0)) \leq K|(x, t) - (x_0, t_0)|^{k+\alpha}
$$

(1.22)

and

$$
\gamma((x, t), (x_0, t_0)) \leq K|(x, t) - (x_0, t_0)|^{k+\alpha},
$$

(1.23)

where $0 < \alpha < 1$, we say that $F \in C^{k,\alpha}(x_0, t_0)$ and define

$$
\|\beta\|_{C^{k,\alpha}(x_0, t_0)} = \min \{K|1.22|\text{ holds with } K\}
$$

and

$$
\|\gamma\|_{C^{k,\alpha}(x_0, t_0)} = \min \{K|1.23|\text{ holds with } K\}.
$$

In addition, for $r > 0$, denote

$$
\omega(r) = \|F_{p_0}\|_{C^{k,1}(B_r \times \bar{\Omega} \cap Q_{r_0}(x_0, t_0))},
$$

where $B_r = \{M||M|| < r\}$.

If $F \in C^{k,\alpha}(x, t)$ for any $(x, t) \in \bar{\Omega}$ with the same $r_0$ and $\omega$, and

$$
\|\beta\|_{C^{k,\alpha}(\bar{\Omega})} := \sup_{(x, t) \in \bar{\Omega}} \|\beta\|_{C^{k,\alpha}(x, t)} < +\infty,
$$

$$
\|\gamma\|_{C^{k,\alpha}(\bar{\Omega})} := \sup_{(x, t) \in \bar{\Omega}} \|\gamma\|_{C^{k,\alpha}(x, t)} < +\infty,
$$

we say that $F \in C^{k,\alpha}(\bar{\Omega})$. If $F \in C^{k,\alpha}$ for any $k \geq 1$ and $0 < \alpha < 1$, we write $F \in C^\infty(\bar{\Omega})$. 
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Remark 1.23. Note that the conditions (i) and (ii) are natural to derive higher regularity. In addition, the linearization method is used to prove higher regularity and (iii) states that the linearized operator is Lipschitz continuity. It seems more natural to replace (iii) by the following condition:
\[ |F_{p_0}(M, x_1, t_1) - F_{p_0}(M, x_2, t_2)| \leq K_0(\|M\| + 1)|x_1 - x_2| - (x_2, t_2)|. \]

However, we can’t prove the higher regularity under the above condition.

Remark 1.24. Note that \( F_{p_0} \in C^{k,1}(S^n \times \tilde{\Omega}) \) is used in the parabolic terminology. That is, for any \( A \subset S^n \), the semi-norm \( |F|_{C^{k,1}(\tilde{\Omega})} \) is defined as
\[
\sum_{|\xi| + |\sigma| + 2\gamma = k} \left| \left[ D_M^\xi D_x^\sigma D_t^\gamma F \right]_{\mathcal{C}^{0,1}(\tilde{\Omega})} \right|, \quad \text{if } k \text{ is even},
\]
\[
\sum_{|\xi| + |\sigma| + 2\gamma = k} \left| \left[ D_M^\xi D_x^\sigma D_t^\gamma F \right]_{\mathcal{C}^{0,1}(\tilde{\Omega})} + \sum_{|\xi| + |\sigma| + 2\gamma = k-1} \left| \left[ D_M^\xi D_x^\sigma D_t^\gamma F \right]_{\mathcal{C}^{0,1}(\tilde{\Omega})} \right|, \quad \text{if } k \text{ is odd}.
\]

Remark 1.24. Note that \( F_{p_0} \in C^{k,1}(S^n \times \tilde{\Omega}) \) is used in the parabolic terminology. That is, for any \( A \subset S^n \), the semi-norm \( |F|_{C^{k,1}(\tilde{\Omega})} \) is defined as
\[
\sum_{|\xi| + |\sigma| + 2\gamma = k} \left| \left[ D_M^\xi D_x^\sigma D_t^\gamma F \right]_{\mathcal{C}^{0,1}(\tilde{\Omega})} \right|, \quad \text{if } k \text{ is even},
\]
\[
\sum_{|\xi| + |\sigma| + 2\gamma = k} \left| \left[ D_M^\xi D_x^\sigma D_t^\gamma F \right]_{\mathcal{C}^{0,1}(\tilde{\Omega})} + \sum_{|\xi| + |\sigma| + 2\gamma = k-1} \left| \left[ D_M^\xi D_x^\sigma D_t^\gamma F \right]_{\mathcal{C}^{0,1}(\tilde{\Omega})} \right|, \quad \text{if } k \text{ is odd}.
\]

Next, we give the boundary pointwise \( C^{k,\alpha} \) regularity.

**Theorem 1.25 (Boundary \( C^{k,\alpha} \) regularity).** Let \( 0 < \alpha < 1, k, l \geq 1, k + l \geq 3 \) and \( u \) be a viscosity solution of
\[
\begin{align*}
\left\{ 
\begin{array}{ll}
\partial_t u - F(D^2 u, x, t) &= f & \text{in } \Omega \cap Q_1; \\
u &= g & \text{on } \partial \Omega \cap Q_1.
\end{array}
\right.
\end{align*}
\]

Suppose that \( F \in C^{k+l-2,\alpha}(0), f \in C^{k+l-2,\alpha}(0), g \in C^{k+l,\alpha}(0) \) and \( \partial \Omega \cap Q_1 \subset C^{l,\alpha}(0) \).

Moreover, assume that \( u \in C^{k,\alpha}(0) \) and
\[
u(0) = \cdots = |D^k u(0)| = |D^l g(0)| = \cdots = |D^k g(0)| = 0.
\]

Then \( u \in C^{k+l,\alpha}(0), \) i.e., there exists \( P \in \mathcal{P}_{k+l} \) such that
\[
u(x, t) - P(x, t) \leq C |(x, t)|^{k+l+\alpha}, \forall (x, t) \in \Omega \cap Q_1,
\]
\[
|D^{k+1} u(0)| + \cdots + |D^{k+l} u(0)| \leq C
\]
and
\[
|P_t - F_0(D^2 P, x, t) - P_f| \leq C |(x, t)|^{k+l-1},
\]
\[
P_{k+l}(P'(x', P_t(x', t), t)) \equiv P_{k+l}(P'(x', P_t(x', t), t)),
\]
where \( C \) depends only on \( k, l, n, \lambda, \Lambda, K_0, \omega, |\beta|_{C^{k+l-2,\alpha}(0)}, |\partial \Omega \cap Q_1|_{C^{l,\alpha}(0)}, |u|_{L^\infty(\Omega)},
\]
\[
|f|_{C^{k+l-2,\alpha}(0)}, |g|_{C^{k+l,\alpha}(0)} \text{ and } |\gamma|_{C^{k+l-2,\alpha}(0)}.
\]
Remark 1.26. In fact, the expression of the polynomial $P$ can be written explicitly:

$$P(x, t) = P_g(x, t) + \Pi_{k+1} \left( \sum_{k+1 \leq |\sigma| + 2\gamma \leq k+1, \sigma_n \geq 1} \frac{a_{\sigma\gamma}}{\sigma! \gamma!} x^{\sigma - e_n} t^\gamma (x_n - P_{\Omega}(x', t)) \right),$$

(1.26)

where $a_{\sigma\gamma}$ are constants.

Remark 1.27. As before, the (1.25) can be regarded as a polynomial version of (1.24). Note that $F_0$ is a fully nonlinear operator and hence $F_0(D^2 P, x, t)$ may be not a polynomial. Thus, we can only obtain the estimate as in (1.25) rather than an equality.

Remark 1.28. For the usual local estimates, once the $C^{2,\alpha}$ regularity is established, the higher regularity can be deduced easily by taking difference quotient (or derivative) on both sides of the equation. However, for pointwise regularity, the above method fails since the prescribed data are smooth only in the sense of pointwise definition. Hence, the higher pointwise regularity is not trivial. Instead, its proof is more complicated.

As a consequence, we have the following boundary pointwise regularity.

**Theorem 1.29 (Boundary $C^{k,\alpha}$ regularity).** Let $0 < \alpha < 1$, $k \geq 3$ and $u$ be a viscosity solution of

$$\begin{cases} u_t - F(D^2 u, x, t) = f & \text{in } \Omega \cap Q_1; \\ u = g & \text{on } \partial \Omega \cap Q_1. \end{cases}$$

(1.27)

Suppose that $F \in C^{k-2,\alpha}(0)$, $f \in C^{k-2,\alpha}(0)$, $g \in C^{k,\alpha}(0)$ and $\partial \Omega \cap Q_1 \in C^{k,\alpha}(0)$.

Then $u \in C^{k,\alpha}(0)$, i.e., there exists $P \in \mathcal{P}_k$ such that

- $|u(x, t) - P(x, t)| \leq C|(x, t)|^{k+\alpha}$, $\forall (x, t) \in \Omega \cap Q_1$,
- $|Du(0)| + \cdots + |D^k u(0)| \leq C$

and

$$|P_t - F_0(D^2 P, x, t) - P_f| \leq C|(x, t)|^{k-1},$$

$$\Pi_k (P(x', P_{\Omega}(x', t), t)) \equiv \Pi_k (P_g(x', P_{\Omega}(x', t), t)).$$

where $C$ depends only on $k, n, \lambda, \Lambda, \alpha, K_0, \omega, \|\beta\|_{C^{k-2,\alpha}(0)}, \|\partial \Omega \cap Q_1\|_{C^{k,\alpha}(0)}, \|u\|_{L^\infty(\Omega \cap Q_1)}$, $\|f\|_{C^{k-2,\alpha}(0)}$, $\|g\|_{C^{k,\alpha}(0)}$ and $\|\gamma\|_{C^{k-2,\alpha}(0)}$. 
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As an application of Theorem 1.16 and Theorem 1.25 to the higher regularity of free boundaries in obstacle-type problems, we have

**Theorem 1.30.** Let $u$ be a viscosity solution of
\[
\begin{cases}
  u_t - F(D^2 u, x, t) = 1 & \text{in } \Omega \cap Q_1; \\
  u = |Du| = 0 & \text{on } \partial \Omega \cap Q_1.
\end{cases}
\] (1.28)

Suppose that $F \in C^\infty(S^n \times \bar{\Omega} \cap \bar{Q}_1)$ is convex in $M$, $F(0,0,0) = 0$ and for some $0 < \alpha < \bar{\alpha}$, for any $M \in S^n$, $(x_1, t_1), (x_2, t_2) \in \bar{\Omega} \cap \bar{Q}_1$,
\[
|F(M, x_1, t_1) - F(M, x_2, t_2)| \leq K |(x_1, t_1) - (x_2, t_2)|^\alpha(\|M\| + 1). \tag{1.29}
\]

Assume further that and $\partial \Omega \cap Q_1 \in C^{1,\alpha}$. Then $u \in C^\infty(\bar{\Omega} \cap \bar{Q}_1)$ and $\partial \Omega \cap Q_1 \in C^\infty$.

**Remark 1.31.** Generally, for the obstacle-type problem (1.28), the higher regularity of free boundaries is obtained by employing the partial hodograph-Legendre transformation. The (1.28) is transformed to another fully nonlinear parabolic equations with a flat boundary. Then the regularity of the free boundary is improved by the higher regularity of the solution of the transformed equation [9]. This method requires that the free boundary $\partial \Omega \cap Q_1 \in C^{1,\alpha}$ and the solution $u \in C^1$. In addition, the transformed equation is in a more complicated form.

As a comparison, Theorem 1.30 requires that $\partial \Omega \cap Q_1 \in C^{1,\alpha}$ and $u$ is a viscosity solution. Another feature of Theorem 1.30 is that its proof is direct and rather simple.

De Silva and Savin [7] gave a direct and simple proof of higher regularity of solutions and free boundaries based on a higher order boundary Harnack inequality. However, this method is not applicable to nonlinear equations.

At the end of this section, we remark that all results in this paper can be extended by a similar method to equations in the general forms
\[
u_t - F(D^2 u, Du, u, x, t) = f
\]
under appropriate structure conditions (see [14]).

This paper is organized as follows. Section 2 is devoted to the boundary pointwise $C^{1,\alpha}$ regularity for the parabolic equations. Section 3 is concerned with the boundary pointwise $C^{2,\alpha}$ regularity. In Section 4, we prove the boundary pointwise $C^{k,\alpha}$ regularity for Dirichlet problems and the higher regularity for free boundaries of obstacle-type problems. Notations used in this paper are listed below.
Notation 1.32.

1. \(\{e_i\}_{i=1}^n\): the standard basis of \(\mathbb{R}^n\), i.e., \(e_i = (0, \ldots, 0, 1, 0, \ldots, 0)\).
2. \(x' = (x_1, x_2, \ldots, x_{n-1})\), \(x = (x', x_n) \in \mathbb{R}^n\) and \((x, t) = (x', x_n, t) \in \mathbb{R}^{n+1}\).
3. \(|x| = (\sum_{i=1}^n x_i^2)^{1/2}\) for \(x \in \mathbb{R}^n\). The parabolic norm (or the parabolic distance from \((x, t)\) to 0) is defined as

\[
|(x, t)| = \begin{cases} 
(|x|^2 + |t|)^{1/2} & t \leq 0; \\
\infty & t > 0.
\end{cases}
\]

for \((x, t) \in \mathbb{R}^{n+1}\).
4. \(\mathbb{R}_+^n = \{x \in \mathbb{R}^n | x_n > 0\}\) and \(\mathbb{R}_+^{n+1} = \{(x, t) \in \mathbb{R}^{n+1} | x_n > 0\}\).
5. \(B_r(x_0) = B(x_0, r) = \{x \in \mathbb{R}^n | |x - x_0| < r\}\) and \(B_r = B_r(0)\).
6. \(B_r^+(x_0) = B_r(x_0) \cap \mathbb{R}_+^n\) and \(B_r^+ = B_r^+(0)\).
7. \(T_r(x_0) = \{x' \in \mathbb{R}^{n-1} | |x' - x_0'| < r\}\) and \(T_r = T_r(0)\).
8. \(Q_r(x_0, t_0) = Q((x_0, t_0), r) = B_r(x_0) \times (t_0 - r^2, t_0)\) and \(Q_r = Q_r(0)\).
9. \(Q_r^+(x_0, t_0) = Q_r(x_0, t_0) \cap \mathbb{R}_+^{n+1}\) and \(Q_r^+ = Q_r^+(0)\).
10. \(S_r(x_0, t_0) = T_r(x_0) \times (t_0 - r^2, t_0)\) and \(S_r = S_r(0)\).
11. \(\Omega_r = \Omega \cap Q_r\) and \((\partial \Omega)_r = \partial \Omega \cap Q_r\).
12. \(A^c\): the complement of \(A\); \(\bar{A}\): the closure of \(A\), where \(A \subset \mathbb{R}^{n+1}\).
13. \(\mathcal{S}^n\): the set of \(n \times n\) symmetric matrices and \(\|A\|\) = the spectral radius of \(A\) for any \(A \in \mathcal{S}^n\).
14. \(D^k \varphi\): the \(k\)-th order derivatives of a function \(\varphi\), i.e.,

\[
D^k \varphi = \{D_\sigma D_\gamma^j \varphi : |\sigma| + 2\gamma = k\},
\]

where the standard multi-index notation is used. Define

\[
|D^k \varphi| = \left( \sum_{|\sigma| + 2\gamma = k} |D_\sigma D_\gamma^j \varphi|^2 \right)^{1/2}.
\]

15. \(\varphi_t = \partial \varphi / \partial t\), \(\varphi_i = \partial \varphi / \partial x_i\) (\(1 \leq i \leq n\)), \(\varphi_{ij} = \partial^2 \varphi / \partial x_i \partial x_j\) (\(1 \leq i, j \leq n\)) and we also use similar notations for higher order derivatives.
16. For \(F(M, x, t) : \mathcal{S}^n \times \Omega \to \mathbb{R}\), we use \(F_i, F_t, F_{ij}\) to denote the derivative with respect to \(x_i, t\) and \(M_{ij}\) respectively.
17. \( P_k(k \geq 0) \) : the set of polynomials of degree less than or equal to \( k \). That is, any \( P \in P_k \) can be written as

\[
P(x, t) = \sum_{|\sigma|+2\gamma \leq k} a_{\sigma \gamma} x^{\sigma} t^{\gamma}
\]

where \( a_{\sigma \gamma} \) are constants. Define

\[
\|P\| = \sum_{|\sigma|+2\gamma \leq k} |a_{\sigma \gamma}|.
\]

18. \( \mathcal{HP}_k(k \geq 0) \) : the set of homogeneous polynomials of degree \( k \). That is, any \( P \in \mathcal{HP}_k \) can be written as

\[
P(x, t) = \sum_{|\sigma|+2\gamma = k} a_{\sigma \gamma} x^{\sigma} t^{\gamma}.
\]

19. \( \Pi_k \) : The projection from \( P_l \) to \( P_k \) for \( l \geq k \). That is, if \( P \in P_l \) is written as

\[
P(x, t) = \sum_{|\sigma|+2\gamma \leq l} a_{\sigma \gamma} x^{\sigma} t^{\gamma},
\]

then

\[
\Pi_k P(x, t) = \sum_{|\sigma|+2\gamma \leq k} a_{\sigma \gamma} x^{\sigma} t^{\gamma}.
\]

2. Boundary \( C^{1,\alpha} \) regularity

In this section, we give the proof of boundary pointwise \( C^{1,\alpha} \) regularity. First, we develop the boundary regularity for the model problem (i.e. homogeneous equation with a flat boundary). We prove it by comparing the solution with \( x_n \) and an iteration procedure (Theorem 2.8).

Then we use the idea of perturbation to get the regularity for general boundaries. Roughly speaking, we first obtain a “\( C^{1,\alpha} \) like” estimate on some scale with small prescribed data by the compactness method (Lemma 2.16). Next, we get the boundary pointwise \( C^{1,\alpha} \) regularity by an iteration procedure (Theorem 2.18) and some appropriate normalizations.
2.1. Boundary $C^{1,\alpha}$ regularity on flat boundaries

In this subsection, we show the boundary $C^{1,\alpha}$ regularity on a flat boundary. The strategy is comparing the solution with $x_n$, which is similar to that for elliptic equations (see [27]). First, we prove the Hopf lemma and the boundary Lipschitz regularity.

**Lemma 2.1** (Hopf Lemma). Let $u(e_n/2, -3/4) = 1$ and $u \geq 0$ be a viscosity solution of

$$
\begin{cases}
  u \in S(\lambda, \Lambda, 0) & \text{in } Q^+_1; \\
  u = 0 & \text{on } S_1.
\end{cases}
$$

Then

$$u(x,t) \geq C x_n \quad \text{in } Q^+_1/2, \tag{2.2}$$

where $C$ is universal.

**Proof.** Set $r = 1/2$ and $Q = B_{r/2}(re_n, 0) \times (-r^2, 0]$. By the Harnack inequality [24, Theorem 4.18] and noting $u(e_n/2, -3/4) = 1$, we have

$$u \geq C_0 \quad \text{on } \partial Q,$$

where $C_0 > 0$ is universal.

Let

$$v(x,t) = C \left( \frac{1}{t + r^2} e^{-\frac{|x - re_n|^2}{t + r^2}} - \frac{e^{-\beta}}{r^{2\beta}} \right). \tag{2.3}$$

By taking $\beta$ large enough and $C$ small enough, $v$ satisfies

$$
\begin{cases}
  v_t - \mathcal{M}^- (D^2 v) \leq 0 & \text{in } Q_r(re_n, 0) \setminus Q; \\
  v \leq C_0 & \text{on } \partial Q \cap Q_r(re_n, 0); \\
  v \leq 0 & \text{on } \partial Q_r(re_n, 0) \setminus \bar{Q}. \tag{2.4}
\end{cases}
$$

From the comparison principle and noting that $v(0) = 0$, $v \geq 0$ for $t = 0$,

$$u \geq v \geq C x_n \quad \text{on } \{x' = 0, 0 < x_n < r/2, t = 0\}, \tag{2.5}$$

where $C$ is universal.

By considering $v(x' - x'_0, x_n, t - t_0)$ for $(x'_0, t_0) \in S_{1/2}$ and similar arguments, we obtain

$$u \geq C x_n \quad \text{in } \{(x'_0, 0, t_0) \in S_{1/2}, 0 < x_n < r/2\}. \tag{2.6}$$
Finally, by the Harnack inequality again,

\[ u(x,t) \geq Cu(e_n/2, -3/4) \geq Cx_n, \quad \forall (x,t) \in Q^+_1/2 \text{ and } x_n \geq 1/4. \]

By combining with (2.6), (2.2) follows.

\[ \square \]

Remark 2.2. Obviously, the construction of \( v \) (see (2.3)) is key to the proof. Its construction is based on the fundamental solution for the heat equation and is analogous to the elliptic equations (see [27]). Here, we adopt the more concise form \( v_0(x,t) = t^{-1}e^{-|x|^2/t} \), which is inspired by [25, \( \Gamma^N \) in P. 154].

The basic properties of \( v_0 \) are the following. The \( v_0 > 0 \) for \( t > 0 \) and \( v_0 \equiv 0 \) for \( t = 0 \) except the singular point 0. For any fixed \( t \), \( v_0 \) is radial symmetry and decreasing in \( |x| \). For any fixed \( |x| \), \( v_0 \) is increasing for \( 0 \leq t \leq |x|^2 \) and decreasing afterwards. This indicates that the maximum of \( v_0 \) on \( \partial Q^+_1(0,1) \) is attained at \( \{t = 1\} \). Finally, for \( \beta \) large enough, \( v_\beta^0 \) is a subsolution.

Hence, by translating and stretching \( v_\beta^0 \) properly, \( v(0) = 0 \) and (2.4) can be guaranteed.

Remark 2.3. Instead of proving (2.2) directly, we only need to prove the estimate on the line \( \{x' = 0, 0 < x_n < r/2, t = 0\} \) (see (2.5)). The benefit is that we can construct the auxiliary function \( v \) easily. The general estimate (2.2) can be obtained by translating \( v \) properly.

Remark 2.4. In this proof, we can use \( B_r(re_n) \times (-t_0, 0] \) to replace \( Q_r(re_n,0) \) for \( 0 \leq t_0 \leq r^2 \), which guarantees the monotonicity of \( v \) in \( (-t_0, 0) \) for any fixed \( x \in \partial B_r(re_n) \).

Lemma 2.5 (Boundary Lipschitz regularity). Let \( u \) be a viscosity solution of

\[
\begin{align*}
\begin{cases}
  u \in S(\lambda, \Lambda, 0) & \text{in } Q^+_1; \\
  u = 0 & \text{on } S_1.
\end{cases}
\end{align*}
\]

Then

\[ |u(x,t)| \leq Cx_n \|u\|_{L^\infty(Q^+_1)}, \quad \forall (x,t) \in Q^+_1/2, \quad (2.8) \]

where \( C \) is universal.

Proof. Without loss of generality, we assume that \( \|u\|_{L^\infty(Q^+_1)} \leq 1 \). Otherwise, we can consider \( \tilde{u} = u/\|u\|_{L^\infty(Q^+_1)} \) and then \( \|\tilde{u}\|_{L^\infty(Q^+_1)} = 1 \).
Let
\[ v(x,t) = C \left( -\left( \frac{1}{t+1} e^{-\frac{|x+x_n|^2}{t+1}} \right)^\beta + e^{-\beta} \right). \]

Then by taking \( \beta \) and \( C \) large enough, \( v \) satisfies
\[
\begin{cases}
  v_t - \mathcal{M}^{-}(D^2v) \geq 0 & \text{in } Q_1^+; \\
  v \geq 0 & \text{on } S_1; \\
  v \geq 1 & \text{in } \partial Q_1^+ \setminus S_1.
\end{cases}
\] (2.9)

According to the comparison principle and a direct calculation, we have (noting \( v(0) = 0 \))
\[ -Cx_n \leq -v \leq u \leq Cx_n \quad \text{on } \{ x' = 0, 0 \leq x_n \leq 1/2, t = 0 \}. \]

As in the proof of Lemma 2.1, by considering \( v(x' - x'_0, x_n, t - t_0) \) for \( (x'_0, t_0) \in S_{1/2} \) and similar arguments,
\[ -Cx_n \leq u \leq Cx_n \quad \text{in } Q_{1/2}^+. \]

where \( C \) is universal.

Remark 2.6. Similar to the elliptic equations, the Hopf lemma and the boundary Lipschitz regularity can be obtained under the more general interior \( C^{1,\text{Dini}} \) condition and exterior \( C^{1,\text{Dini}} \) condition respectively [15].

Remark 2.7. Since we place the singular point of the auxiliary function \( v \) at \((-e_n, -1)\) (outside \( Q_1^+ \)) rather than \((e_n/2, -1)\) (inside \( Q_1^+ \)) as in (2.3), we consider the equation in \( Q_1^+ \) directly. In contrast, we have to subtract a set from \( Q_1^+ \) in Lemma 2.1. Hence, the proof of boundary Lipschitz regularity is shorter although the idea is similar to that of the Hopf lemma.

With the aid of an iteration procedure, the Hopf lemma and the boundary Lipschitz regularity imply the boundary \( C^{1,\alpha} \) regularity for the following model problem.

Theorem 2.8 (Boundary \( C^{1,\alpha} \) regularity on a flat boundary). Let \( u \) be a viscosity solution of
\[
\begin{cases}
  u \in S(\lambda, \Lambda, 0) & \text{in } Q_1^+; \\
  u = 0 & \text{on } S_1.
\end{cases}
\] (2.10)
Then $u \in C^{1,\bar{\alpha}}(0)$, i.e., there exists a constant $a$ such that
\[
|u(x,t) - ax_n| \leq C_1 x_n|a||u|_{L^\infty(Q^+_1)}, \quad \forall (x,t) \in Q^+_1/2
\]
and
\[
|a| \leq C_1,
\]
where $0 < \bar{\alpha} < 1$ and $C_1$ are universal.

**Remark 2.9.** Throughout this paper, $\bar{\alpha}$ and $C_1$ are fixed constants.

**Proof.** Assume that $\|u\|_{L^\infty(B^+_1)} \leq 1$. To show (2.11), we only need to prove the following: there exist a nonincreasing sequence $\{a_m\}$ $(m \geq 0)$ and a nondecreasing sequence $\{b_m\}$ $(m \geq 0)$ such that for all $m \geq 1$,
\[
b_m x_n \leq u \leq a_m x_n \quad \text{in } Q^+_{2^{-m}},
\]
\[
0 \leq a_m - b_m \leq (1 - \mu)(a_{m-1} - b_{m-1}),
\]
\[
|a_0| \leq 2C \quad \text{and} \quad |b_0| \leq 2C,
\]
where $0 < \mu < 1/2$ and $C$ are universal.

We prove the above by induction. From Lemma 2.5,
\[
-Cx_n \leq u \leq Cx_n \quad \text{in } Q^+_1/2.
\]
Thus, by taking $a_1 = C, b_1 = -C$ and $a_0 = 2C, b_0 = -2C$, (2.12) holds for $m = 1$.

Assume that (2.12) holds for $m$ and we need to prove it for $m + 1$. Let $r = 2^{-m}$.

Since (2.12) holds for $m$, $u(re_n/2, -3r^2/4)$ is greater than or less than $(a_m + b_m)/2 \cdot r/2$.

That is, there are two possible cases:

**Case 1:** $u(re_n/2, -3r^2/4) \geq \frac{a_m + b_m}{2} \cdot \frac{r}{2}$.

**Case 2:** $u(re_n/2, -3r^2/4) < \frac{a_m + b_m}{2} \cdot \frac{r}{2}$.

Without loss of generality, we suppose that **Case 1** holds. Let $w = u - b_m x_n$ and then
\[
\begin{cases}
  w \in S(\lambda, \Lambda, 0) & \text{in } Q^+_r; \\
  w \geq 0 & \text{in } Q^+_r; \\
  w(re_n/2, -3r^2/4) \geq \frac{a_m - b_m}{2} \cdot \frac{r}{2}.
\end{cases}
\]

From Lemma 2.1, for some universal constant $0 < \mu < 1$,
\[
w(x) \geq \mu(a_m - b_m) x_n \quad \text{in } Q^+_r/2.
\]
Thus,
\[ u(x) \geq (b_m + \mu(a_m - b_m))x_n \text{ in } Q_{r/2}^+. \]
Let \( a_{m+1} = a_m \) and \( b_{m+1} = b_m + \mu(a_m - b_m) \). Then
\[ a_{m+1} - b_{m+1} = (1 - \mu)(a_m - b_m). \]
Hence, (2.12) holds for \( m + 1 \). By induction, the proof is completed.

Remark 2.10. The idea of the proof is to compare \( u \) with the special solution \( "x_n" \), which has been used widely (see [25, Theorem 2.1], [27, Lemma 2.12] and [13, Theorem 1.4]).

Remark 2.11. In fact, we can obtain \( u \in C^{1, \alpha}(x_0, t_0) \) for any \((x_0, t_0) \in S_{1/2}\) by almost the same proof. Hence, for any \( p_0 = (x_0, t_0) \in S_{1/2} \), there exists \( a_{p_0} \in \mathbb{R} \) such that
\[ |u(x, t) - a_{p_0}x_n| \leq C_1|x_n|(x, t) - (x_0, t_0)|^{\alpha} \|u\|_{L^\infty(Q_{1/2}^+)}, \quad \forall (x, t) \in Q_{1/2}^+. \]
Then for any \( p_0 = (x_0, t_0), p_1 = (x_1, t_1) \in S_{1/2} \), by the triangle inequality and eliminating \( x_n \), we have
\[ |a_{p_0} - a_{p_1}| \leq C_1|(x_0, t_0) - (x_1, t_1)|^{\alpha} \|u\|_{L^\infty(Q_1^+)}. \]
That is, \( u_n \) exists and is \( C^\alpha \) on \( S_{1/2} \).

2.2. Boundary pointwise \( C^{1, \alpha} \) regularity on general boundaries

We will attain the pointwise \( C^{1, \alpha} \) regularity on a general boundary in this subsection. The idea of perturbation is employed in the proof. Precisely, a \( C^{1, \alpha} \) estimate on some scale will be obtained first by the compactness method with small prescribed data. Then we use scaling technique and some proper normalizations to get the pointwise \( C^{1, \alpha} \) regularity on the boundary.

The equicontinuity is necessary for the compactness method. The equicontinuity in the interior of the domain can be deduced from the Harnack inequality directly. In the following, we make some uniform estimate, which can be regarded as an estimate of modulus of continuity up to the boundary.

Lemma 2.12. Let \( 0 < \delta < 1/4 \). Suppose that \( u \) satisfies
\[
\begin{align*}
\begin{cases}
  u \in S(\lambda, \Lambda, f) & \text{in } \Omega_1; \\
  u = g & \text{on } (\partial \Omega)_1
\end{cases}
\end{align*}
\]
with \( \|u\|_{L^\infty(\Omega_1)} \leq 1, \|f\|_{L^{n+1}(\Omega_1)} \leq \delta, \|g\|_{L^\infty((\partial \Omega)_1)} \leq \delta \) and \( \text{osc} \partial \Omega \leq \delta \), where
\[
\text{osc} \partial \Omega := \sup_{(x,t) \in (\partial \Omega)_r} x_n - \inf_{(x,t) \in (\partial \Omega)_r} x_n \quad \text{for} \quad 0 < r < 1.
\]

Then
\[
|u(x,t)| \leq C(x_n + \delta), \quad \forall (x,t) \in \Omega_{1/4}, \tag{2.13}
\]
where \( C \) is universal.

**Proof.** Let \( \tilde{B}_1^+ = B_1^+ - \delta e_n, \tilde{T}_1 = T_1 - \delta e_n, \tilde{Q}_1^+ = Q_1^+ - \delta(e_n, 0) \) and \( \tilde{S}_1 = S_1 - \delta(e_n, 0) \).

Then \( (\partial \Omega)_{1/4} \subset \tilde{Q}_1^+ \).

Set
\[
v(x,t) = C \left( \frac{1}{t+1} e^{-\frac{(x+1+\delta)e_n^2}{t+1}} + e^{-\beta} \right).
\]

Then by taking \( \beta \) and \( C \) large enough, \( v \) satisfies \( v(-\delta e_n, 0) = 0 \) and
\[
\begin{cases}
v_t - \mathcal{M}^-(D^2 v) \geq 0 & \text{in } \tilde{Q}_1^+; \\
v \geq 0 & \text{on } \tilde{S}_1; \\
v \geq 1 & \text{in } \partial \tilde{Q}_1^+ \setminus \tilde{S}_1.
\end{cases}
\]

By the boundary Lipschitz regularity (Lemma 2.5),
\[
|v(x,t)| \leq C(x_n + \delta) \quad \text{in } \tilde{Q}_{1/2}^+.
\]

Next, let \( w = u - v \) and then \( w \) satisfies (noting \( v \geq 0 \) in \( \tilde{Q}_1^+ \))
\[
\begin{cases}
w \in \mathcal{S}(\lambda, \Lambda, f) & \text{in } \Omega \cap \tilde{Q}_1^+; \\
w \leq g & \text{on } \partial \Omega \cap \tilde{Q}_1^+; \\
w \leq 0 & \text{on } \partial \tilde{Q}_1^+ \cap \Omega.
\end{cases}
\]

According to the Aleksandrov-Bakel’man-Pucci-Krylov-Tso maximum principle [24, Theorem 3.14],
\[
\sup_{\Omega \cap \tilde{Q}_1^+} w \leq \|g\|_{L^\infty(\partial \Omega \cap \tilde{Q}_1^+)} + C\|f\|_{L^{n+1}(\Omega \cap \tilde{Q}_1^+)} \leq C\delta.
\]

Hence,
\[
\sup_{\Omega_{1/4}} u \leq \sup_{\Omega \cap \tilde{Q}_{1/2}^+} u \leq \|v\|_{L^\infty(\tilde{Q}_{1/2}^+)} + \sup_{\Omega \cap \tilde{Q}_1^+} w \leq C(x_n + \delta).
\]

According to the Aleksandrov-Bakel’man-Pucci-Krylov-Tso maximum principle [24, Theorem 3.14],
\[
\sup_{\Omega \cap \tilde{Q}_1^+} w \leq \|g\|_{L^\infty(\partial \Omega \cap \tilde{Q}_1^+)} + C\|f\|_{L^{n+1}(\Omega \cap \tilde{Q}_1^+)} \leq C\delta.
\]

Hence,
\[
\sup_{\Omega_{1/4}} u \leq \sup_{\Omega \cap \tilde{Q}_{1/2}^+} u \leq \|v\|_{L^\infty(\tilde{Q}_{1/2}^+)} + \sup_{\Omega \cap \tilde{Q}_1^+} w \leq C(x_n + \delta).
\]
The proof for
\[ \inf_{\Omega/4} u \geq -C(x_n + \delta) \]
is similar and we omit it here. Hence, the proof is completed.

\[ \square \]

**Remark 2.13.** Strictly speaking, (2.13) is not a modulus of continuity up to the boundary. In fact, since the boundary is not smooth, we can’t obtain the true continuity up to the boundary. Nevertheless, it is enough for the compactness method (see Lemma 2.16), which has been inspired by [22, Lemma 3.4] and used in [16, Lemma 2.4]. The compactness method based on (2.13) allows us to treat non-smooth boundaries, especially for the pointwise regularity.

To apply the compactness method, we also need the following closedness result for viscosity solutions, which was proved by Crandall, Kocan and Święch [6].

**Lemma 2.14.** Let \( F \) and \( \{ F_m \}_{m \geq 1} \) be uniformly elliptic operators with \( \lambda \) and \( \Lambda, f \) and \( f_m \in L^p(\Omega) \) (\( p \geq n + 1 \)), and \( u_m \) be \( L^p \)-viscosity subsolutions (supersolutions) of

\[ (u_m)_t - F_m(D^2u_m, x, t) = f_m \quad \text{in} \ \Omega. \]

Suppose that \( u_m \to u \) locally uniformly in \( \Omega \) as \( m \to \infty \). Moreover, assume that for any \( \Omega_r(x_0, t_0) \subset \subset \Omega \) and \( \varphi \in W^{2,1,p}(\Omega_r(x_0, t_0)) \),

\[ \| (\psi - \psi_m)^+ \|_{L^p(\Omega_r(x_0, t_0))} \to 0 \quad \left( \| (\psi - \psi_m)^- \|_{L^p(\Omega_r(x_0, t_0))} \to 0 \right), \quad (2.15) \]

where

\[ \psi_m(x, t) = -F_m(D^2\varphi, x, t) - f_m(x, t) \quad \text{and} \quad \psi(x, t) = -F(D^2\varphi, x, t) - f(x, t). \]

Then \( u \) is an \( L^p \)-viscosity subsolution (supersolution) of

\[ u_t - F(D^2u, x, t) = f \quad \text{in} \ \Omega. \]

Furthermore, if \( F \) and \( f \) are continuous, then \( u \) is a \( C \)-viscosity subsolution (supersolution) and we only require that (2.15) holds for \( \varphi \in C^2(\Omega_r(x_0, t_0)) \).

**Remark 2.15.** In this lemma, a function \( u \in W^{2,1,p} \) means that \( u \) is second order weak differentiable with \( x \) and first order differentiable with \( t \) and all weak derivatives belong to \( L^p \).

Next, we prove that the solution can be approximated by a linear function on some scale provided that the prescribed data are small enough.
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Lemma 2.16. For any $0 < \alpha < \bar{\alpha}$, there exists $\delta > 0$ depending only on $n, \lambda, \Lambda$ and $\alpha$ such that if $u$ satisfies

\[
\begin{cases}
  u \in S(\lambda, \Lambda, f) & \text{in } \Omega_1; \\
  u = g & \text{on } (\partial\Omega)_1
\end{cases}
\]

with $\|u\|_{L^\infty(\Omega_1)} \leq 1$, $\|f\|_{L^{n+1}(\Omega_1)}^* \leq \delta$, $\|g\|_{L^\infty((\partial\Omega)_1)} \leq \delta$ and $\text{osc } \partial\Omega \leq \delta$, then there exists a constant $a$ such that

\[
\|u - ax_n\|_{L^\infty(\Omega_\eta)} \leq \eta^{1+\alpha}
\]

and

\[|a| \leq C_1,
\]

where $0 < \eta < 1/8$ depends only on $n, \lambda, \Lambda$ and $\alpha$.

Proof. We prove the lemma by contradiction. Suppose that the lemma is false. Then there exist $0 < \alpha < \bar{\alpha}$ and sequences of $u_m, f_m, g_m, \Omega_m$ such that

\[
\begin{cases}
  u_m \in S(\lambda, \Lambda, f_m) & \text{in } \Omega_m \cap Q_1; \\
  u_m = g_m & \text{on } \partial\Omega_m \cap Q_1
\end{cases}
\]

with $\|u_m\|_{L^\infty(\Omega_m \cap Q_1)} \leq 1$, $\|f_m\|_{L^{n+1}(\Omega_m \cap Q_1)}^* \leq 1/m$, $\|g_m\|_{L^\infty((\partial\Omega_m \cap Q_1)} \leq 1/m$ and $\text{osc } \partial\Omega_m \leq 1/m$. Furthermore,

\[
\|u_m - ax_n\|_{L^\infty(\Omega_m \cap Q_\eta)} > \eta^{1+\alpha}, \forall |a| \leq C_1,
\]

where $0 < \eta < 1/8$ is taken small such that

\[C_1 \eta^{\bar{\alpha} - \alpha} < 1/2.
\]

Clearly, $u_m$ are uniformly bounded. In addition, by the interior Hölder regularity (see [24, Theorem 4.19]), $u_m$ are equicontinuous in any compact subset of $Q_1^+$. Hence, there exist a subsequence (denoted by $u_m$ again) and $\bar{u}$ such that $u_m \to \bar{u}$ locally uniformly in $Q_1^+$. Note also that $\|f_m\|_{L^{n+1}(\Omega_m \cap Q_1)} \to 0$. Hence, by Lemma 2.14, $\bar{u} \in C(Q_1^+)$ is a viscosity solution of

\[
\bar{u} \in S(\lambda, \Lambda, 0) \quad \text{in } Q_{1/4}^+.
\]

Next, by Lemma 2.12,

\[|u_m(x, t)| \leq C(x_n + 1/m), \quad \forall (x, t) \in \Omega_m \cap Q_{1/4}.
\]
For any \((x, t) \in Q^+_1\), by taking \(m \to \infty\), we have

\[|\bar{u}(x, t)| \leq C x^n.\]

Therefore, \(u\) is continuous up to \(S_{1/4}\) and \(u \equiv 0\) on \(S_{1/4}\).

By Theorem 2.8, there exists a constant \(\bar{a}\) such that

\[|\bar{u}(x, t) - \bar{a}x_n| \leq C_1 |(x, t)|^{1+\bar{\alpha}}, \quad \forall \ (x, t) \in Q^+_1/8\]

and

\[|\bar{a}| \leq C_1.\]

Hence, by noting (2.17),

\[
\|\bar{u} - \bar{a}x_n\|_{L^\infty(Q^+_{\eta})} \leq \eta^{1+\alpha}/2. \tag{2.18}
\]

Set \(a = \bar{a}\) and let \(m \to \infty\) in (2.16). Then

\[
\|\bar{u} - \bar{a}x_n\|_{L^\infty(Q_{\eta})} \geq \eta^{1+\alpha},
\]

which contradicts with (2.18).

\[\square\]

**Remark 2.17.** We point out here that there is an error in the proof of [16, Lemma 2.8]. The \(\delta\) in that proof depends on \(k\) and \(k\) depends on \(\delta\) in turn.

Now, by a scaling argument, we can prove the boundary pointwise \(C^{1, \alpha}\) regularity under rather strict conditions.

**Theorem 2.18.** Let \(0 < \alpha < \bar{\alpha}\) and \(u\) be a viscosity solution of

\[
\begin{cases}
  u \in S(\lambda, \Lambda, f) & \text{in } \Omega_1; \\
  u = g & \text{on } (\partial \Omega)_1.
\end{cases}
\]

Assume that

\[
\begin{align*}
  \|u\|_{L^\infty(\Omega_1)} & \leq 1; \\
  \|f\|_{C^{-1, \alpha}(0)} & \leq \delta; \\
  |g(x, t)| & \leq \frac{\delta}{2}|(x, t)|^{1+\alpha}, \quad \forall \ (x, t) \in (\partial \Omega)_1; \\
  \|(\partial \Omega)_1\|_{C^{1, \alpha}(0)} & \leq \frac{\delta}{2C_0};
\end{align*}
\]

where \(\delta\) is as in Lemma 2.16 and \(C_0\) depends only on \(n, \lambda, \Lambda\) and \(\alpha\).
Then \( u \in C^{1,\alpha}(0) \), i.e., there exists a constant \( a \) such that
\[
|u(x, t) - ax| \leq C|t|^{1+\alpha}, \quad \forall \ (x, t) \in \Omega
\]
and
\[
|a| \leq C,
\]
where \( C \) depends only on \( n, \lambda, \Lambda \) and \( \alpha \).

**Proof.** It is well-known that, to prove that \( u \) is \( C^{1,\alpha} \) at \( 0 \), we only need to prove the following. There exists a sequence of \( a_m \) \((m \geq -1)\) such that for all \( m \geq 0 \),
\[
\|u - a_m x\|_{L^\infty(\Omega_r)} \leq \eta m(1+\alpha) \tag{2.20}
\]
and
\[
|a_m - a_{m-1}| \leq C_0 \eta^m \alpha, \tag{2.21}
\]
where \( C_0 \) is the universal constant as in Theorem 2.8 and \( \eta \) depending only on \( n, \lambda, \Lambda \) and \( \alpha \), is as in Lemma 2.16.

We prove the above by induction. For \( m = 0 \), by setting \( a_0 = a_{-1} \equiv 0 \), (2.20)-(2.21) hold clearly. Suppose that the conclusion holds for \( m = m_0 \). We need to prove that the conclusion holds for \( m = m_0 + 1 \).

Let \( r = \eta^{m_0}, y = x/r, s = t/r^2 \) and
\[
v(y, s) = \frac{u(x, t) - a_{m_0} x}{r^{1+\alpha}}. \tag{2.22}
\]
Then \( v \) satisfies
\[
\begin{cases}
  v \in S(\lambda, \Lambda, \tilde{f}) & \text{in } \tilde{\Omega} \cap Q_1; \\
  v = \tilde{g} & \text{on } \partial \tilde{\Omega} \cap Q_1,
\end{cases} \tag{2.23}
\]
where
\[
\tilde{f}(y, s) = \frac{f(x, t)}{r^{\alpha-1}}, \quad \tilde{g}(y, s) = \frac{g(x, t) - a_{m_0} x}{r^{1+\alpha}}
\]
and \( \tilde{\Omega} = \frac{\Omega}{r} \).

By (2.21), there exists a constant \( C_0 > 1 \) depending only on \( n, \lambda, \Lambda \) and \( \alpha \) such that \( |a_m| \leq C_0 \) \((\forall \ 0 \leq m \leq m_0)\). In addition, from (2.19), it is easy to verify that
\[
\begin{align*}
  \|v\|_{L^\infty(\tilde{\Omega} \cap Q_1)} & \leq 1, \\
  \|\tilde{f}\|_{L^{n+1}(\tilde{\Omega} \cap Q_1)} &= \frac{\|f\|_{L^{n+1}(\Omega_r)}}{r^{\alpha-1}} \leq \delta, \\
  \|\tilde{g}\|_{L^\infty(\partial \tilde{\Omega} \cap Q_1)} & \leq \frac{1}{r^{1+\alpha}} \left( \frac{\delta}{2} \right)^{1+\alpha} + C_0 \cdot \frac{\delta}{2C_0} \|\partial \Omega\|_{C^{1,\alpha}(0)} r^\alpha \leq \delta, \\
  \mathrm{osc}_{Q_1} \partial \tilde{\Omega} \leq \frac{1}{r} \mathrm{osc}_{Q_r} \partial \Omega & \leq 2\|\partial \Omega\|_{C^{1,\alpha}(0) \cap \Omega} \leq \delta.
\end{align*}
\]
By Lemma 2.16, there exists a constant $\bar{a}$ such that
\[ \|v - \bar{a}y_n\|_{L^\infty(\Omega_\eta)} \leq \eta^{1+\alpha} \]
and
\[ |\bar{a}| \leq C_1. \]
Let $a_{m_0 + 1} = a_{m_0} + r^\alpha \bar{a}$. Then (2.21) hold for $m_0 + 1$. Recalling (2.22), we have
\[
\|u - a_{m_0 + 1} x_n\|_{L^\infty(\Omega_{\eta_{m_0 + 1}})} \\
= \|u - a_{m_0} x_n - r^\alpha \bar{a} x_n\|_{L^\infty(\Omega_{\eta r})} \\
= \|r^{1+\alpha} v - r^{1+\alpha} \bar{a} y_n\|_{L^\infty(\tilde{\Omega}_\eta)} \\
\leq r^{1+\alpha} \eta^{1+\alpha} = \eta^{(m_0 + 1)(1+\alpha)}. 
\]
Hence, (2.20) holds for $m = m_0 + 1$. By induction, the proof is completed.

**Proof of Theorem 1.8.** In fact, Theorem 2.18 has already contained the essential ingredients for the boundary pointwise $C^{1,\alpha}$ regularity. The following proof is just a normalization.

Let $u_1(x,t) = u(x,t) - P_g(x,t)$. Thus $u_1$ satisfies
\[
\begin{cases}
u_1 \in S(\lambda, \Lambda, f) & \text{in } \Omega_1; \\
u_1 = g_1 & \text{on } (\partial\Omega)_1,
\end{cases}
\]
where $g_1(x,t) = g(x,t) - P_g(x,t)$. Hence,
\[ |g_1(x,t)| \leq [g]_{C^{1,\alpha}(0)} |(x,t)|^{1+\alpha}, \quad \forall (x,t) \in (\partial\Omega)_1. \]

Next, let $u_2 = u_1/U$ where $U = \|u\|_{L^\infty(\Omega_1)} + \|g\|_{C^{1,\alpha}(0)} + \|f\|_{C^{-1,\alpha}(0)}$. Then we have
\[
\begin{cases}
u_2 \in S(\lambda, \Lambda, f_1) & \text{in } \Omega_1; \\
u_2 = g_2 & \text{on } (\partial\Omega)_1,
\end{cases}
\]
where $f_1 = f/U$ and $g_2 = g_1/U$. Hence,
\[ \|u_2\|_{L^\infty(\Omega_1)} \leq 1, \quad \|f_1\|_{C^{-1,\alpha}(0)} \leq 1 \]
and
\[ |g_2(x,t)| \leq |(x,t)|^{1+\alpha}, \quad \forall (x,t) \in (\partial\Omega)_1. \]
Finally, let $y = x/\rho$, $s = t/\rho^2$ and $u_3(y, s) = u_2(x, t)$. Then,

$$
\begin{cases}
  u_3 \in S(\lambda, \Lambda, f_2) & \text{in } \tilde{\Omega}_1; \\
  u_3 = g_3 & \text{on } (\partial \tilde{\Omega})_1,
\end{cases}
$$

where $f_2(y, s) = \rho^2 f_1(x, t)$, $g_3(y, s) = g_2(x, t)$ and $\tilde{\Omega} = \Omega/\rho$.

By a direct calculation,

$$
\|f_2\|_{L^{n+1}(\tilde{\Omega})} = \rho^2 \|f_1\|_{L^{n+1}(\Omega_{\rho r})} \leq \rho^{1+\alpha} r^{-1+\alpha}, \quad \forall \ 0 < r < 1,
$$

$$
|g_3(y, s)| \leq \rho^{1+\alpha} |(y, s)|^{1+\alpha}, \quad \forall \ (y, s) \in (\partial \tilde{\Omega})_1.
$$

In addition, since $\partial \Omega \in C^{1,\alpha}(0)$,

$$
|x_n| \leq |\partial \Omega|_{C^{1,\alpha}(0)} |(x', t)|^{1+\alpha}, \quad \forall \ (x, t) \in (\partial \Omega)_1.
$$

Hence,

$$
|y_n| \leq \rho^\alpha |\partial \Omega|_{C^{1,\alpha}(0)} |(y', s)|^{1+\alpha}, \quad \forall \ (y, s) \in (\partial \tilde{\Omega})_1.
$$

Then by taking $\rho$ small enough (depending only on $n, \lambda, \Lambda, \alpha$ and $\|\partial \Omega\|_{C^{1,\alpha}(0)}$), (2.19) can be guaranteed. By Theorem 2.18, $u_3 \in C^{1,\alpha}(0)$ and therefore, $u \in C^{1,\alpha}(0)$ and the estimate (1.7) holds. Furthermore, from above arguments, the $P$ in (1.7) has the following form:

$$
P(x) = P_g(x) + \frac{aU}{\rho} x_n,
$$

where $a$ is obtained by applying Theorem 2.18 to $u_3$. Hence, $P(x', 0) \equiv P_g(x', 0)$. That is, (1.8) holds.

3. Boundary $C^{2,\alpha}$ regularity

In this section, we prove the boundary pointwise $C^{2,\alpha}$ regularity. Firstly, as Section 2, we study the pointwise $C^{2,\alpha}$ regularity on a flat boundary. Then we attack the boundary $C^{2,\alpha}$ regularity by the perturbation skill. An interesting observation is that if $u(0) = 0$ and $Du(0) = 0$, the boundary $C^{2,\alpha}$ regularity holds even if $\partial \Omega \in C^{1,\alpha}(0)$ (originated from [16]). There are similar observations for higher order regularity (see Section 4) and that is the point to obtain the regularity of free boundaries.

Based on the $C^{1,\alpha}$ regularity, we give the proof of the $C^{2,\alpha}$ regularity on a flat boundary (i.e. the model problem) by the method of difference quotient.
**Theorem 3.1** (Boundary $C^{2, \alpha}$ regularity on a flat boundary). Let $u$ be a viscosity solution of
\[
\begin{aligned}
&u_t - F(D^2 u) = 0 \quad \text{in} \quad Q_1^+; \\
u = 0 \quad \text{on} \quad S_1.
\end{aligned}
\]
Then $u \in C^{2, \alpha}(0)$ for any $0 < \alpha < \bar{\alpha}$, i.e., there exists $P \in \mathcal{P}_2$ such that
\[
|u(x, t) - P(x)| \leq C_2 n \left(\|v\|_{L^\infty(Q_1^+)} + |F(0)|\right), \quad \forall \ (x, t) \in Q_1^+,
\]
and
\[
F(D^2 P) = 0,
\]
where $C_2$ depends only on $n, \lambda, \Lambda$ and $\alpha$. The $P$ can be written as
\[
P(x) = ax_n - b_{in} x_i x_n,
\]
where $a, b_{in}$ are constants.

Moreover, $u_t \in C^{1, \bar{\alpha}}(0)$, i.e., there exists a constant $b$ such that
\[
|u_t(x, t) - bx_n| \leq C n \left(\|u\|_{L^\infty(Q_1^+)} + |F(0)|\right), \quad \forall \ (x, t) \in Q_1^+,
\]
where $C$ is universal.

**Proof.** Without loss of generality, we assume that
\[
\|u\|_{L^\infty(Q_1^+)} + |F(0)| \leq 1.
\]
Since $u \in S(\lambda, \Lambda, -F(0))$, according to Theorem 1.8 and the interior $C^{1, \alpha}$ regularity (see [25, Theorem 4.8]), $u \in C^{1, \tilde{\alpha}}(Q_1^+ \cup S_1)$ for some small $\tilde{\alpha} < \bar{\alpha}$. In addition, note that if $u$ and $v$ are two viscosity solutions of (3.1), then $u - v \in S(\lambda, \Lambda, 0)$ [25, Theorem 4.6]. Hence, by taking difference quotient in the direction $e_i$ ($1 \leq i \leq n-1$), i.e.,
\[
\Delta^h_i u(x, t) = \frac{u(x + he_i, t) - u(x, t)}{h}, \quad 0 < h < 1/4,
\]
we have
\[
\begin{aligned}
&\Delta^h_i u \in S(\lambda, \Lambda, 0) \quad \text{in} \quad Q_{3/4}^+; \\
&\Delta^h_i u = 0 \quad \text{on} \quad S_{3/4}.
\end{aligned}
\]
By the closedness of viscosity solutions and sending \( h \to 0 \), we derive

\[
\begin{aligned}
    & \begin{cases}
        u_t \in S(\lambda, \Lambda, 0) & \text{in } Q_{3/4}^+; \\
        u_t = 0 & \text{on } S_{3/4}.
    \end{cases}
\end{aligned}
\]

From Theorem 2.8, \( u_t \in C^{1,\alpha}(0) \). That is, there exist constants \( b_{in} \) such that

\[
|u_t(x, t) - b_{in}x_n| \leq Cx_n|(x, t)|^{\alpha}, \quad \forall (x, t) \in Q_{1/2}^+;
\]  

(3.4)

where \( C \) is universal. We write \( u_{in}(0) = b_{in} \) in the following proof.

Next, by the interior regularity, \( u_t \in C^{\alpha}(Q_{1}^+) \) (see [25, Theorem 4.9]). Then by considering the difference quotient along direction \( t \), i.e.,

\[
\Delta^h_t u(x, t) = \frac{u(x, t + h) - u(x, t)}{h}
\]

and taking the limit,

\[
\begin{aligned}
    & \begin{cases}
        u_t \in S(\lambda, \Lambda, 0) & \text{in } Q_{3/4}^+; \\
        u_t = 0 & \text{on } S_{3/4}.
    \end{cases}
\end{aligned}
\]

Similarly, by Theorem 2.8, \( u_t \in C^{1,\alpha}(0) \), i.e., there exists a constant \( b \)

\[
|u_t(x, t) - bx_n| \leq Cx_n|(x, t)|^{\alpha}, \quad \forall (x, t) \in Q_{1/2}^+;
\]  

(3.5)

where \( C \) is universal. In what follows, we write \( u_{tn}(0) = b \).

In the following, we show that \( u_n \in C^{1,\alpha}(S_1) \). Let \( h, \tilde{h}, \hat{h} < 1/2 \) be three positive constants. Then by (3.4) and (3.5),

\[
\begin{aligned}
    u(he_n + \tilde{h}e_i, \hat{h}) - u(he_n, 0) - & \left( u(\tilde{h}e_i, \hat{h}) - u(0) \right) \\
    = & u(he_n + \tilde{h}e_i, \hat{h}) - u(he_n, 0) \\
    = & \tilde{h}u_i(he_n + \xi \tilde{h}e_i, \xi \hat{h}) + \hat{h}u_i(he_n + \xi \tilde{h}e_i, \xi \hat{h}) \\
    = & \tilde{h} \left( u_{in}(0)h + O(h(h^\alpha + \tilde{h}^\alpha + \hat{h}^\frac{3}{2})) \right) + \hat{h} \left( u_{tn}(0)h + O(h(h^\alpha + \tilde{h}^\alpha + \hat{h}^\frac{3}{2})) \right) \\
    = & u_{in}(0)h\tilde{h} + u_{tn}(0)h\hat{h} + O(h(h + \hat{h})(h^\alpha + \tilde{h}^\alpha + \hat{h}^\frac{3}{2})).
\end{aligned}
\]  

(3.6)

In addition, by noting that \( u_n \in C^{\alpha}(Q_{1}^+ \cup S_1) \),

\[
\begin{aligned}
    u(he_n + \tilde{h}e_i, \hat{h}) - u(he_n, 0) - & \left( u(he_n, 0) - u(0) \right) \\
    = & h \left( u_n(\xi_1 he_n + \tilde{h}e_i, \hat{h}) - u_n(\xi_2 he_n, 0) \right) \\
    = & h \left( u_n(\tilde{h}e_i, \hat{h}) - u_n(0) + O(h^\alpha) \right).
\end{aligned}
\]  

(3.7)
By comparing (3.6) with (3.7), we have
\[
|u_n(\hat{\eta}_i, \hat{h}) - u_n(0) - u_{in}(0)\hat{h} - u_{tn}(0)\hat{h}|
\leq C\left(\hat{h}^{1+\alpha} + \hat{h}^{\frac{3}{2}}\right) + C\left(\hat{h}^{\alpha} + \hat{h}^{1+\frac{3}{2}}\right) + C\hat{h}\hat{h}^\alpha + Ch\hat{h}^\alpha + Ch^\alpha.
\]

Let $h \to 0$ and we have
\[
|u_n(\hat{\eta}_i, \hat{h}) - u_n(0) - u_{in}(0)\hat{h} - u_{tn}(0)\hat{h}|
\leq C\left(\hat{h}^{1+\alpha} + \hat{h}^{\frac{3}{2}}\right) + C\left(\hat{h}^{\alpha} + \hat{h}^{1+\frac{3}{2}}\right).
\]

Thus,
\[
|u_n(\hat{\eta}_i, \hat{h}) - u_n(0) - u_{in}(0)\hat{h}|
\leq C\left(\hat{h}^{1+\alpha} + \hat{h}^{\frac{3}{2}}\right).
\]

That is, $u_n \in C^{1,\hat{\alpha}}(0)$ (regard $u_n$ as a function on $S_1$). Hence, $u_n \in C^{1,\hat{\alpha}}(S_1)$ and $u_{ni} = u_{in}$ on $S_1$.

Similar to $u_i$ ($1 \leq i \leq n - 1$),
\[
u_n \in S(\lambda, \Lambda, 0) \quad \text{in} \quad Q^+_3.
\]

Then by the boundary $C^{1,\alpha}$ regularity (Theorem 1.8), we have $u_n \in C^{1,\alpha}(x_0)$ for any $0 < \alpha < \hat{\alpha}$ and any $x_0 \in S_1$. Hence,
\[
u(x, t) = \int_0^1 \left( u_i(\tau x, \tau t)x_i + u_n(\tau x, \tau t)x_n + u_t(\tau x, \tau t)t \right) d\tau
\leq \int_0^1 \left( \tau u_{in}(0)x_n + \tau^{1+\alpha}x_nO((|x, t|^{\alpha})) x_i d\tau
\right.
\]
\[
+ \int_0^1 \left( u_n(0) + \tau u_{ni}(0)x_i + \tau u_{nn}(0)x_n + \tau u_{nt}(0)t + \tau^{1+\alpha}O((|x, t|^{1+\alpha})) x_n d\tau
\right.
\]
\[
+ \int_0^1 \left( \tau u_{tn}(0)x_n + \tau^{1+\alpha}x_nO((|x, t|^{\alpha})) t d\tau
\right)
\]
\[
= u_n(0)x_n + u_{in}(0)x_i x_n + \frac{1}{2} u_{nn}(0)x_n^2 + u_{tn}(0)t x_n + x_n O(|x|^{1+\alpha})
\]
\[
= u_n(0)x_n + u_{in}(0)x_i x_n + \frac{1}{2} u_{nn}(0)x_n^2 + x_n O(|x|^{1+\alpha}).
\]

That is, $u \in C^{2,\alpha}(0)$ and (3.2) holds. Finally, by (3.2) and the definition of viscosity solution, (3.3) holds (see [3, Lemma 2.5]).
Remark 3.2. From the viewpoint of scaling, $t \simeq x^2$. For instance, $u \in C^{1,\alpha}$ means that $u$ is $C^{1,\alpha}$ with respect to $x$ and only $C^{(1+\alpha)/2}$ with respect to $t$. However, for (3.1), we have higher regularity with respect to $t$ than that of $x$ since $u_t$ and $u_i$ satisfy the same equation $S(\lambda, \Lambda, 0)$.

Remark 3.3. Note that $u$ is approximated by a quadratic polynomial in the form $ax_n + b_n x_i x_n$, which is the same as the boundary $C^{2,\alpha}$ regularity on a flat boundary for elliptic equations. The reason is that $u_i(0) = u_t(0) = u_{ij}(0) = 0$ for any $1 \leq i, j < n$.

Remark 3.4. For fully nonlinear elliptic equations, Silvestre and Sirakov [22, Lemma 4.1] proved the boundary $C^{2,\alpha}$ regularity on a flat boundary. They first deduced $u \in C^{2,\alpha}(T_1)$ by comparing two equalities similar to (3.6) and (3.7). Next, the only unknown second order derivative $u_{nn}(0)$ was determined by the uniform ellipticity of the operator $F$. Then they obtained that $u \in C^{2,\alpha}(0)$ along $e_n$ based on the definition of viscosity solution and the Hopf lemma. Finally, they completed the proof by combining above results together. Adimurthi, Banerjee and Verma [1, Lemma 3.1] extended the result to fully nonlinear parabolic equations by an analogous method. Our proof is much simpler by employing the boundary $C^{1,\alpha}$ regularity.

Remark 3.5. The exponent for the $C^{2,\alpha}$ regularity is strictly less than $\bar{\alpha}$. Note that in [22], these two exponents can be the same.

Remark 3.6. Deriving $u_n \in C^{1,\alpha}(S_1)$ by (3.6) and (3.7) is inspired by [22, Lemma 4.1]. The idea is similar to that proving $f_{ij} = f_{ji}$ in mathematical analysis.

In the following proof, we will use a kind of homogeneous polynomial in a special form. We call $H \in \mathcal{HP}_k$ a $k$-form ($k \geq 1$) if $H$ can be written as

$$H(x, t) = \sum_{|\sigma|+2\gamma=k, \sigma_n \geq 1} \frac{a_{\sigma \gamma}}{\sigma! \gamma!} x^\sigma t^\gamma. \quad (3.8)$$

That is, $x_n$ appears in the expression of $H$ at least once (thus $H \equiv 0$ on $S_1$), which turns out to be vital for the boundary regularity.

On the basis of the $C^{2,\alpha}$ regularity on a flat boundary, we next obtain the boundary $C^{2,\alpha}$ regularity on a general boundary. Similar to Lemma 2.16, the following lemma is an estimate of $u$ on some scale when the prescribed data are small.
**Lemma 3.7.** Suppose that $F$ satisfies (1.9) at 0. For any $0 < \alpha < \bar{\alpha}$, there exists $\delta > 0$ depending only on $n, \lambda, \Lambda$ and $\alpha$ such that if $u$ satisfies

$$
\begin{align*}
\begin{cases}
  u_t - F(D^2u, x, t) = f & \text{in } \Omega_1; \\
  u = g & \text{on } (\partial \Omega)_1
\end{cases}
\end{align*}
$$

with $\|u\|_{L^\infty(\Omega_1)} + |F_0(0)| \leq 1$, $u(0) = |Du(0)| = 0$, $\|\beta\|_{L^{n+1}(\Omega_1)} \leq \delta$, $\|\gamma\|_{C^{-1,\alpha}(0)} \leq \delta$, $\|f\|_{C^{-1,\alpha}(0)} \leq \delta$, $\|g\|_{C^{1,\alpha}(0)} \leq \delta$ and $\|\partial \Omega_1\|_{C^{1,\alpha}(0)} \leq \delta$, then there exists a 2-form $H$ such that

$$
\begin{align*}
\|u - H\|_{L^\infty(\Omega_\eta)} & \leq \eta^{2+\alpha}, \\
\|H\| & \leq C_2 + 1
\end{align*}
$$

and

$$
F_0(D^2H) = 0,
$$

where $\eta$ depends only on $n, \lambda, \Lambda$ and $\alpha$.

**Proof.** As the proof of Lemma 2.16, we prove the lemma by contradiction. Suppose that the lemma is false. Then there exist $0 < \alpha < \bar{\alpha}$ and sequences of $F_m, u_m, f_m, g_m, \Omega_m$ satisfying

$$
\begin{align*}
\begin{cases}
  (u_m)_t - F_m(D^2u_m, x, t) = f_m & \text{in } \Omega_m \cap Q_1; \\
  u_m = g_m & \text{on } \partial \Omega_m \cap Q_1
\end{cases}
\end{align*}
$$

In addition, $F_m$ satisfies (1.9) with $F_{0m}, \beta_m$ and $\gamma_m$. Furthermore, $\|u_m\|_{L^\infty(\Omega_m \cap Q_1)} + |F_{0m}(0)| \leq 1$, $u_m(0) = |Du_m(0)| = 0$, $\|\beta_m\|_{L^{n+1}(\Omega_m \cap Q_1)} \leq 1/m$, $\|\gamma_m\|_{C^{-1,\alpha}(0)} \leq 1/m$, $\|f_m\|_{C^{-1,\alpha}(0)} \leq 1/m$, $\|g_m\|_{C^{1,\alpha}(0)} \leq 1/m$ and $\|\partial \Omega_m \cap Q_1\|_{C^{1,\alpha}(0)} \leq 1/m$ and for any 2-form $H$ satisfying $\|H\| \leq C_2 + 1$ and

$$
F_{0m}(D^2H) = 0,
$$

we have

$$
\|u_m - H\|_{L^\infty(\Omega_m \cap Q_\eta)} > \eta^{2+\alpha},
$$

where $0 < \eta < 1$ is taken small such that

$$
C_2\eta^{(\bar{\alpha}-\alpha)/2} < 1/2.
$$

As in the proof of Lemma 2.16, $u_m$ are uniformly bounded and equicontinuous in any compact subset of $Q_1^+$. Thus, there exists a subsequence (denoted by $u_m$ again) and $\bar{u} : Q_1^+ \to \mathbb{R}$ such that $u_m \to \bar{u}$ uniformly in any compact subset of
In addition, since $|F_{0m}(0)| \leq 1$ and $F_{0m}$ are Lipschitz continuous in $M$ with a uniform Lipschitz constant, there exists a subsequence (denoted by $F_{0m}$ again) and $\bar{F} : S^n \to \mathbb{R}$ such that $F_{0m} \to \bar{F}$ uniformly in any compact subset of $S^n$.

Furthermore, for any $Q \subset\subset Q_1^+$ and $\varphi \in C^2(\bar{Q})$, set $\psi_m(x,t) = -F_m(D^2\varphi, x, t) - f_m$ and $\psi(x,t) = -\bar{F}(D^2\varphi)$. Then

$$\|\psi_m - \psi\|_{L^{n+1}(Q)} \leq \|F_m(D^2\varphi, x, t) - F_{0m}(D^2\varphi)\|_{L^{n+1}(Q)} + \|F_{0m}(D^2\varphi) - \bar{F}(D^2\varphi)\|_{L^{n+1}(Q)} + \|f_m\|_{L^{n+1}(Q)}.$$

Thus, $\|\psi_m - \psi\|_{L^{n+1}(Q)} \to 0$ as $m \to \infty$. Then by combining Lemma 2.12 with Lemma 2.14, $\bar{u}$ is a viscosity solution of

$$\begin{cases}
\bar{u}_t - \bar{F}(D^2\bar{u}) = 0 & \text{in } Q_1^+; \\
\bar{u} = 0 & \text{on } S_1.
\end{cases}$$

Since $u_m \in S(\lambda, \Lambda, f_m - F_m(0, x, t))$ and $|F_m(0, x, t) - F_{0m}(0)| \leq \gamma_m(x,t), \quad \forall (x,t) \in \Omega_m \cap Q_1,$

by the $C^{1,\alpha}$ regularity (Theorem 1.8) for $u_m$ and noting $u_m(0) = |Du_m(0)| = 0$, we have

$$\|u_m\|_{L^\infty(\Omega_m \cap Q_r)} \leq Cr^{1+\alpha}, \quad \forall \ 0 < r < 1,$$

where $C$ depends only on $n, \lambda, \Lambda$ and $\alpha$. Since $u_m$ converges to $\bar{u}$ uniformly,

$$\|\bar{u}\|_{L^\infty(Q_1^+)} \leq Cr^{1+\alpha}, \quad \forall \ 0 < r < 1.$$

Hence, $\bar{u}(0) = |D\bar{u}(0)| = 0$.

By Theorem 3.1, there exists a 2-form $\bar{H}$ such that

$$|\bar{u}(x,t) - \bar{H}| \leq C_2 x_n |(x,t)|^{2+(\alpha+\bar{\alpha})/2}, \quad \forall (x,t) \in Q_1^+,$$  \hspace{1cm} (3.12)

and

$$\|\bar{H}\| \leq C_2$$

and

$$\bar{F}(D^2\bar{H}) = 0.$$
Combining (3.11) and (3.12), we have

$$\|\bar{u} - \bar{H}\|_{L^\infty(Q_1^+)} \leq \eta^{2+\alpha}/2.$$ (3.13)

In addition, since $F_0m(D^2\bar{H}) \to \bar{F}(D^2\bar{H}) = 0$, there exist $|\tau_m| \leq \eta^{2+\alpha}/4$ and $\tau_m \to 0$ such that

$$F_0m(D^2\bar{H} + \tau_m\delta_{nn}) = 0,$$

where $\delta_{nn}$ denotes the matrix $A_{ij}$ whose elements are all 0 except $A_{nn} = 1$ (similarly hereinafter).

Hence, (3.10) holds for $\bar{H} + \tau_m x_n^2/2$, i.e.,

$$\|u_m - \bar{H} - \tau_m x_n^2/2\|_{L^\infty(\Omega_m \cap Q_\eta)} > \eta^{2+\alpha}.$$

Let $m \to \infty$, we have

$$\|\bar{u} - \bar{H}\|_{L^\infty(Q_1^+)} \geq \eta^{2+\alpha},$$

which contradicts with (3.13).

Next, we get a special $C^{2,\alpha}$ estimate (also the essential) under rather strict conditions.

**Theorem 3.8.** Let $0 < \alpha < \bar{\alpha}$ and $F$ satisfy (1.9) at 0. Suppose that $u$ satisfies

$$\begin{cases}
u_t - F(D^2u, x, t) = f & \text{in } \Omega_1; \\
u = g & \text{on } (\partial\Omega)_1.
\end{cases}$$

Assume that

$$
\|u\|_{L^\infty(\Omega_1)} + |F_0(0)| \leq 1, u(0) = |D\nu(0)| = 0,
\|\beta(x, t)\| \leq \frac{\delta}{2C_0}|(x, t)|^\alpha, \quad \forall \ (x, t) \in \Omega_1,
\|\gamma(x, t)\| \leq \frac{\delta}{2}|(x, t)|^\alpha, \quad \forall \ (x, t) \in \Omega_1,
\|f(x, t)\| \leq \frac{\delta}{2}|(x, t)|^\alpha, \quad \forall \ (x, t) \in \Omega_1,
\|g(x, t)\| \leq \frac{\delta}{2}|(x, t)|^{2+\alpha}, \quad \forall \ (x, t) \in (\partial\Omega)_1,
\|\partial\Omega \cap Q_1\|_{C^{1,\alpha}(0)} \leq \frac{\delta}{2C_0},
\end{array}

(3.14)

where $\delta$ is as in Lemma 3.7 and $C_0$ depends only on $n, \lambda, \Lambda$ and $\alpha$. 
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Then \( u \in C^{2,\alpha}(0) \), i.e., there exists a 2-form \( H \) such that
\[
|u(x,t) - H(x)| \leq C|(x,t)|^{2+\alpha}, \quad \forall (x,t) \in \Omega_1, \tag{3.15}
\]
and
\[
\|H\| \leq C \tag{3.16}
\]
and
\[
F_0(D^2H) = 0, \tag{3.17}
\]
where \( C \) depends only on \( n, \lambda, \Lambda \) and \( \alpha \).

Proof. To prove that \( u \) is \( C^{2,\alpha} \) at \( 0 \), we only need to prove the following. There exists a sequence of 2-forms \( H_m \) \((m \geq 0)\) such that for all \( m \geq 1 \),
\[
\|u - H_m\|_{L^\infty(\Omega_{r_m})} \leq \eta^m(2+\alpha), \tag{3.18}
\]
\[
\|H_m - H_{m-1}\| \leq (C_2 + 1)\eta^m, \tag{3.19}
\]
and
\[
F_0(D^2H_m) = 0, \tag{3.20}
\]
where \( \eta \) depending only on \( n, \lambda, \Lambda \) and \( \alpha \), is as in Lemma 3.7.

We prove the above by induction. For \( m = 1 \), by setting \( H_0 \equiv 0 \) and Lemma 3.7, (3.18)-(3.20) hold clearly. Suppose that the conclusion holds for \( m = m_0 \). We need to prove that the conclusion holds for \( m = m_0 + 1 \).

Let \( r = \eta^{m_0}, y = x/r, s = t/r^2 \) and
\[
v(y,s) = \frac{u(x,t) - H_{m_0}(x)}{r^{2+\alpha}}. \tag{3.21}
\]
Then \( v \) satisfies
\[
\begin{cases}
v_s - \tilde{F}(D^2v, y, s) = \tilde{f} & \text{in } \tilde{\Omega} \cap Q_1; \\
v = \tilde{g} & \text{on } \partial \tilde{\Omega} \cap Q_1,
\end{cases} \tag{3.22}
\]
where for \( M \in S^n \) and \((y,s) \in \tilde{\Omega} \cap Q_1\),
\[
\tilde{F}(M, y, s) = \frac{1}{r^\alpha}F(r^\alpha M + D^2H_{m_0}, x, t), \quad \tilde{F}_0(M) = \frac{1}{r^\alpha}F_0(r^\alpha M + D^2H_{m_0}),
\]
\[
\tilde{f}(y,s) = \frac{f(x,t)}{r^\alpha}, \quad \tilde{g}(y,s) = \frac{g(x,t) - H_{m_0}(x)}{r^{2+\alpha}} \quad \text{and} \quad \tilde{\Omega} = \frac{\Omega}{r}.
\]

In the following, we show that (3.22) satisfies the assumptions of Lemma 3.7. First, it is easy to verify that
\[
\|v\|_{L^\infty(\tilde{\Omega} \cap Q_1)} \leq 1, \quad \tilde{F}_0(0) = 0, \quad v(0) = |Dv(0)| = 0,
\]
\[
\|
\partial \tilde{\Omega} \cap Q_1\|_{C^{1,\alpha}(0)} \leq r^\alpha \|
\partial \Omega \cap Q_1\|_{C^{1,\alpha}(0)} \leq \delta
\]
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and for any $0 < \rho < 1$,

$$\| \tilde{f} \|_{L^{n+1}(\tilde{\Omega} \cap Q_{\rho})} = \| f \|_{L^{n+1}(\tilde{\Omega} \cap Q_{\rho})} \leq \| f \|_{L^{n}(\tilde{\Omega} \cap Q_{\rho})} \leq \delta \leq \delta \rho^{-1+\alpha}.$$ 

That is, $\| \tilde{f} \|_{C^{-1,\alpha}(0)} \leq \delta$.

From (3.19), there exists a constant $C_0$ depending only on $n, \lambda, \Lambda$ and $\alpha$ such that $\| H_m \| \leq C_0 (\forall 0 \leq m \leq m_0)$. Thus, we have

$$| \tilde{F}(M, y, s) - \tilde{F}_0(M) | \leq \frac{1}{r^{\alpha}} \left| F(r^\alpha M + D^2 H_{m_0}, x, t) - F_0(r^\alpha M + D^2 H_{m_0}) \right|$$

$$\leq \frac{1}{r^{\alpha}} (\beta(x, t) (r^\alpha \|M\| + C_0) + \gamma(x, t))$$

$$\leq \delta (\| M \| + 1) := \tilde{\beta}(y, s) \|M\| + \tilde{\gamma}(y, s).$$

Then

$$\| \tilde{\beta} \|_{L^\infty(\tilde{\Omega} \cap Q_1)} \leq \delta, \quad \| \tilde{\gamma} \|_{L^\infty(\tilde{\Omega} \cap Q_1)} \leq \delta.$$

In addition,

$$| \tilde{g}(y, s) | \leq \frac{1}{r^{2+\alpha}} \left( \frac{\delta}{2} (x, t) |x, t|^{2+\alpha} + C_0 \cdot \frac{\delta}{2C_0} |(x, t)|^{2+\alpha} \right)$$

$$\leq \delta |(y, s)|^{2+\alpha} \leq \delta |(y, s)|^{1+\alpha}, \quad \forall (y, s) \in \partial \tilde{\Omega} \cap Q_1.$$

Hence,

$$\| \tilde{g} \|_{C^{1,\alpha}(0)} \leq \delta.$$

Therefore, from above calculations, (3.22) satisfies the assumptions of Lemma 3.7. Then there exists a 2-form $\tilde{H}(y)$ such that

$$\| v - \tilde{H} \|_{L^\infty(\tilde{\Omega}_n)} \leq \eta^{2+\alpha},$$

$$\tilde{F}_0(D^2 \tilde{H}) = 0$$

and

$$\| \tilde{H} \| \leq C_2 + 1.$$

Let $H_{m_0+1}(x) = H_{m_0}(x) + r^\alpha \tilde{H}(x)$. Then (3.19) and (3.20) hold for $m_0 + 1$. Recalling (3.21), we have

$$\| u - H_{m_0+1}(x) \|_{L^\infty(\Omega_{m_0+1})}$$

$$= \| u - H_{m_0}(x) - r^\alpha \tilde{H}(x) \|_{L^\infty(\Omega_{m_0})}$$

$$= \| r^{2+\alpha} u - r^{2+\alpha} \tilde{H}(y) \|_{L^\infty(\Omega_{m_0})}$$

$$\leq r^{2+\alpha} \eta^{2+\alpha} = \eta^{(m_0+1)(2+\alpha)}.$$
Hence, (3.18) holds for \( m = m_0 + 1 \). By induction, the proof is completed. \( \square \)

Now, we give the
**Proof of Theorem 1.16.** As before, the following proof is mere a normalization procedure. In the following proof, \( C \) always denotes a constant depending only on \( n, \lambda, \Lambda, \alpha, \frac{||\beta||_{C^\alpha(0)}}{C^\alpha(0)} \) and \( ||(\partial\Omega)_1||_{C^{2,\alpha}(0)} \). Denote
\[
U = 2(||u||_{L^\infty(\Omega_1)} + |F_0(0)| + ||f||_{C^\alpha(0)} + ||g||_{C^{2,\alpha}(0)} + ||\gamma||_{C^\alpha(0)}).
\]

First, let
\[
F_1(M, x, t) = F(M, x, t) + f(0), \quad F_{10}(M) = F_0(M) + f(0)
\]
for \( M \in S^n \) and \( (x, t) \in \Omega_1 \). In the following, \( F_0 \) is transformed in the same way as \( F \) and we omit the details. Then \( u \) satisfies
\[
\begin{cases}
  u_t - F_1(D^2u, x, t) = f_1 & \text{in } \Omega_1; \\
  u = g & \text{on } (\partial\Omega)_1,
\end{cases}
\]
where \( f_1(x, t) = f(x, t) - f(0) \). Thus,
\[
|f_1(x, t)| \leq [f]_{C^\alpha(0)}|(x, t)|^\alpha, \quad \forall (x, t) \in \Omega_1.
\]

Next, set \( u_1(x, t) = u(x, t) - P_g(x, t) \) and
\[
F_2(M, x, t) = F_1(M + D^2P_g, x, t) - (P_g)_t.
\]
Then \( u_1 \) satisfies
\[
\begin{cases}
  (u_1)_t - F_2(D^2u_1, x, t) = f_1 & \text{in } \Omega_1; \\
  u_1 = g_1 & \text{on } (\partial\Omega)_1,
\end{cases}
\]
where \( g_1(x, t) = g(x, t) - P_g(x, t) \). Hence,
\[
|g_1(x, t)| \leq [g]_{C^{2,\alpha}(0)}|(x, t)|^{2+\alpha}, \quad \forall (x, t) \in (\partial\Omega)_1.
\]

Finally, for \( 0 < \rho < 1 \), let
\[
y = \frac{x}{\rho}, \quad s = \frac{t}{\rho^2}, \quad u_2(y, s) = \frac{u_1(x, t)}{U}
\]
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and
\[ F_3(M, y, s) = \frac{\rho^2}{U} F_2 \left( \frac{U M}{\rho^2}, x, t \right). \]

Then \( u_2 \) satisfies
\[
\begin{cases}
  (u_2)_t - F_3(D^2 u_2, y, s) = f_2 & \text{in } \tilde{\Omega}_1; \\
  u_2 = g_2 & \text{on } (\partial \tilde{\Omega})_1,
\end{cases}
\]
where \( f_2(y, s) = \rho^2 f_1(x, t)/U, g_2(y, s) = g_1(x, t)/U \) and \( \tilde{\Omega} = \Omega/\rho \).

Now, we can check that (3.23) satisfies the conditions of Theorem 3.8 by choosing a proper \( \rho \). First, it can be checked easily that
\[
\|u_2\|_{L^\infty(\tilde{\Omega}_1)} \leq \frac{1}{U} \left( \|u\|_{L^\infty(\Omega_1)} + \|g\|_{C^{2,\alpha}(0)} \right) \leq 1/2,
\]
\[
|F_3(0)| = \frac{\rho^2}{U} \left| F_0(D^2 P g) - (P g)_t + f(0) \right| 
\leq \frac{\rho^2}{U} \left( |F_0(0)| + (\Lambda + 1) \|g\|_{C^{2,\alpha}(0)} + \|f\|_{C^\alpha(0)} \right) \leq \rho^2 (\Lambda + 1)
\]
\[
u_2(0) = |D u_2(0)| = 0,
\]
\[
|f_2(y, s)| = \frac{\rho^2 |f_1(x, t)|}{U} \leq \rho^{2+\alpha} |(y, s)|^\alpha, \quad \forall (y, s) \in \tilde{\Omega}_1,
\]
\[
|g_2(y, s)| = \frac{|g_1(x, t)|}{U} \leq \rho^{2+\alpha} |(y, s)|^{2+\alpha}, \quad \forall (y, s) \in \partial \tilde{\Omega}_1,
\]
\[
\|(\partial \tilde{\Omega})_1\|_{C^{1,\alpha}(0)} \leq \rho \|(\partial \Omega)_1\|_{C^{1,\alpha}(0)}.
\]

Moreover,
\[
|F_3(M, y, s) - F_3(0)| 
\leq \frac{\rho^2}{U} \left| F \left( \frac{U M}{\rho^2} + D^2 P g, x, t \right) - F_0 \left( \frac{U M}{\rho^2} + D^2 P g \right) \right| 
\leq \frac{\rho^2}{U} \left( \beta(x, t) \left( \frac{U}{\rho} \|M\| + \|D^2 P g\| \right) + \gamma(x, t) \right) 
\leq \left( \|\beta\|_{C^{\alpha}(0)} + 1 \right) \rho^\alpha |(y, s)|^\alpha (\|M\| + 1). 
\]

From above arguments, we can choose \( \rho \) small enough (depending only on \( n, \lambda, \Lambda, \alpha, \|\beta\|_{C^{\alpha}(0)} \) and \( \|(\partial \tilde{\Omega})_1\|_{C^{1,\alpha}(0)} \)) such that (3.14) holds. By Theorem 3.8, \( u_2 \in C^{2,\alpha}(0) \), i.e., there exists a 2-form \( H \) such that
\[
|u_2(y, s) - H(y)| \leq C |(y, s)|^{2+\alpha}, \quad \forall (y, s) \in \tilde{\Omega}_1,
\]
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\[
\|H\| \leq C
\]
and
\[
F_{30}(D^2H) = 0.
\]
That is, \( u \in C^{2,\alpha}(0) \), i.e.,
\[
|u(x,t) - P(x,t)| \leq CU \left( \frac{(x,t)^{2+\alpha}}{\rho^{2+\alpha}} \right), \quad \forall (x,t) \in \Omega_\rho,
\]
where
\[
P(x,t) = P_g(x,t) + \frac{U}{\rho^2} H(x).
\]
Furthermore,
\[
0 = F_{30}(D^2H) = \frac{\rho^2}{U} \left( F_0 \left( D^2P_g + \frac{U}{\rho^2} D^2H \right) - (P_g)_t + P_f \right)
\]
\[
= \frac{\rho^2}{U} \left( F_0 \left( D^2P - P_t + P_f \right) \right).
\]
Therefore, \((1.13)-(1.15)\) hold.

\[\square\]

The Theorem 1.18 is an easy consequence of Theorem 1.16:

**Proof of Theorem 1.18.** From Theorem 1.8, \( u \in C^{1,\alpha}(0) \). Let
\[
v(x,t) = u(x,t) - P_g(x,t) + ((P_g)_n(0) - u_n(0))(x_n - P_\Omega(x',t))
\]
and
\[
\tilde{F}(M,x,t) = F(M + D^2P_g + ((P_g)_n(0) - u_n(0))D^2P_\Omega, x, t)
\]
\[
- (P_g)_t - ((P_g)_n(0) - u_n(0))(P_\Omega)_t
\]
for \((M,x,t) \in S^n \times \Omega_1\). Then \( v \) satisfies
\[
\begin{cases}
v_t - \tilde{F}(D^2v, x, t) = f & \text{in } \Omega_1; \\
v = \tilde{g} & \text{on } (\partial \Omega)_1,
\end{cases}
\]
where
\[
\tilde{g}(x,t) = g(x,t) - P_g(x,t) + ((P_g)_n(0) - u_n(0))(x_n - P_\Omega(x',t)).
\]
By (1.8) and noting \( P_{12} \in \mathcal{H} \mathcal{P}_2 \),
\[
v(0) = |Dv(0)| = 0.
\]
In addition, since \( g \in C^{2,\alpha}(0) \) and \( (\partial \Omega)_1 \in C^{2,\alpha}(0) \),
\[
|\hat{g}(x, t)| \leq C|x, t|^{2+\alpha}, \quad \forall \ (x, t) \in (\partial \Omega)_1.
\]
By applying Theorem 1.16 directly, (1.17)-(1.19) hold.

4. Boundary \( C^{k, \alpha} \) regularity and the application to the regularity of free boundaries

In this section, we first prove the boundary pointwise \( C^{k, \alpha} \) regularity for any \( k \geq 3 \) (Theorem 1.25 and Theorem 1.29) and then give the proof of the higher regularity of free boundaries in obstacle-type problems (Theorem 1.30). For the boundary pointwise \( C^{k, \alpha} \) regularity, firstly, we establish the regularity for the model problems (i.e., problems with homogeneous conditions and flat boundaries) in Section 4.1. Then we obtain the boundary pointwise \( C^{k, \alpha} \) regularity by means of the perturbation skill as before.

4.1. Boundary \( C^{k, \alpha} \) regularity on a flat boundary

The following lemma states the local \( C^{2, \alpha} \) regularity up to the boundary, which can be derived by combining the interior pointwise regularity and the boundary pointwise regularity and is similar to the that of elliptic equations as shown in [14, Lemma 9.1].

**Lemma 4.1.** Let \( 0 < \alpha < \bar{\alpha} \) and \( u \) be a viscosity solution of
\[
\begin{cases}
  u_t - F(D^2 u, x, t) = 0 & \text{in } Q_1^+; \\
  u = 0 & \text{on } S_1.
\end{cases}
\]
Suppose that \( F \in C^{\alpha}(\bar{Q}_1^+) \) (i.e., \( F \) satisfies (1.9) at every point of \( \bar{Q}_1^+ \) with the same \( \beta \) and \( \gamma \)) and is convex in \( M \).
Then \( u \in C^{2, \bar{\alpha}}(\bar{Q}_{1/2}^+) \) for some \( 0 < \bar{\alpha} \leq \alpha \) and
\[
\|u\|_{C^{2, \alpha}(\bar{Q}_{1/2}^+)} \leq C\left(\|u\|_{L^\infty(Q_1^+)} + \|F\|_{\bar{\Omega}} + \|\gamma\|_{C^{\alpha}(\bar{Q}_1^+)}\right),
\]
where \( C \) depends only on \( n, \lambda, \Lambda, \alpha \) and \( \|\beta\|_{C^{\alpha}(\bar{Q}_1^+)} \).
Proof. Similar to the $C^{1,\alpha}$ regularity, the conclusion follows by combining the interior regularity and the boundary regularity. Since the proof is a little complicated, we give it in details. As before, we assume
\[
\|u\|_{L^\infty(Q^+_1)} + \|F\|_{\Omega} + \|\gamma\|_{C^\alpha(\bar{Q}^+_1)} \leq 1.
\]
To prove the lemma, we only need to show that for any $p = (x, t) \in Q^+_1$, there exists a quadratic polynomial $P_p$ such that
\[
|u(y, s) - P_p(y, s)| \leq C|((y, s) - (x, t)|^{2+\bar{\alpha}}, \quad \forall (y, s) \in \bar{Q}^+_1(p),
\]
and
\[
|DP_p(x, t)| + |D^2P_p(x, t)| \leq C,
\]
where $C$ depends only on $n, \lambda, \Lambda, \alpha$ and $\|\beta\|_{C^\alpha(\bar{Q}^+_1)}$. Unless otherwise stated, $C$ always has the same dependence in this proof.

Let $p' = (x', 0, t) \in S_1$ be the projection of $p$ to $S_1$. By the boundary $C^{2,\alpha}$ regularity (Theorem 1.18), there exists a quadratic polynomial $P_{p'}$ such that
\[
|u(y, s) - P_{p'}(y, s)| \leq C|((y, s) - (x', 0, t)|^{2+\alpha}, \quad \forall (y, s) \in \bar{Q}^+_1(p'),
\]
\[
|DP_{p'}(x', 0, t)| + |D^2P_{p'}(x', 0, t)| \leq C,
\]
and
\[
(P_{p'})_s - F_{p'}(D^2P_{p'}) = 0,
\]
where $F_{p'}$ is the fully nonlinear operator in (1.9) corresponding to $p'$.

Set $v(y, s) = u(y, s) - P_{p'}(y, s)$ and $v$ satisfies
\[
v_s - \tilde{F}(D^2v, y, s) = 0 \quad \text{in } Q_{x_n}(p),
\]
where
\[
\tilde{F}(M, y, s) = F(M + D^2P_{p'}, y, s) - (P_{p'})_s.
\]
Define
\[
\tilde{F}_p(M) = F_p(M + D^2P_{p'}) - (P_{p'})_s.
\]
Then
\[
|\tilde{F}(M, y, s) - \tilde{F}_p(M)| = |F(M + D^2P_{p'}, y, s) - F_p(M + D^2P_{p'})|
\leq \beta ((y, s), (x, t)) \left(\|M\| + \|D^2P_{p'}\| \right) + \gamma ((y, s), (x, t))
:= \beta ((y, s), (x, t)) \|M\| + \tilde{\gamma} ((y, s), (x, t)),
\]
where $\tilde{\gamma} \in C^\alpha(Q^+_1)$. Then $\tilde{F}$ satisfies (1.9) with $\tilde{F}_p$ corresponding to $p$.

By virtue of (4.3),

$$\|v\|_{L^\infty(Q_{x_n}(p))} \leq C x_n^{2+\alpha}. $$

Moreover, with the aid of the triangle inequality, (1.9) implies

$$|F_p(M) - F_{p'}(M)| \leq C x_n^\alpha(\|M\| + 1), \quad \forall \ M \in S^n. $$

Hence, by noting (4.4),

$$|\tilde{F}_p(0)| = |F_p(D^2P_{p'}) - (P_{p'})_{s}| = |F_p(D^2P_{p'}) - F_{p'}(D^2P_{p'})| \leq C x_n^\alpha. $$

Therefore, from the interior $C^{2,\alpha}$ regularity ([25, Theorem 1.1, Theorem 4.13]), there exist $0 < \tilde{\alpha} \leq \alpha$ and a quadratic polynomial $P$ such that

$$\left|v(y, s) - P(y, s)\right| \leq C \frac{|(y, s) - (x, t)|^{2+\tilde{\alpha}}}{x_n^{2+\alpha}} \left(\|v\|_{L^\infty(Q_{x_n}(p))} + x_n^2|\tilde{F}_p(0)|\right)$$

$$\leq C|(y, s) - (x, t)|^{2+\tilde{\alpha}}, \quad \forall \ (y, s) \in Q_{x_n/2}(p)$$

and

$$|P(x, t)| = |v(x, t)| \leq C x_n^{2+\alpha},$$

$$|DP(x, t)| \leq C \frac{x_n^{1+\alpha}}{x_n} \left(\|v\|_{L^\infty(Q_{x_n}(p))} + x_n^2|\tilde{F}_p(0)|\right) \leq C x_n^{1+\alpha},$$

$$|D^2P(x, t)| \leq C \frac{x_n^{1+\alpha}}{x_n^2} \left(\|v\|_{L^\infty(Q_{x_n}(p))} + x_n^2|\tilde{F}_p(0)|\right) \leq C x_n^{\alpha}. $$

(4.6)

Let $P_p = P_{p'} + P$. By combining (4.3) and (4.6), (4.2) holds. In addition, if $|(y, s) - (x, t)| < x_n/2$,

$$|u(y, s) - P_p(y, s)| = |v(y, s) - P(y, s)| \leq C|(y, s) - (x, t)|^{2+\tilde{\alpha}}. $$

If $|(y, s) - (x, t)| \geq x_n/2$,

$$|u(y, s) - P_p(y, s)|$$

$$\leq |u(y, s) - P_{p'}(y, s)| + |P(y, s)|$$

$$\leq C|(y, s) - (x', 0, t)|^{2+\alpha}$$

$$+ \left(|P(x, t)| + |DP(x, t)|||(y, s) - (x, t)| + |D^2P(x, t)|||(y, s) - (x, t)|^2\right)$$

$$\leq C|(y, s) - (x', 0, t)|^{2+\alpha} + C(x_n^{2+\alpha} + |(y, s) - (x, t)|x_n^{1+\alpha} + |(y, s) - (x, t)|^2 x_n^{\alpha})$$

$$\leq C|(y, s) - (x, t)|^{2+\alpha}. $$

That is, (4.1) holds and the proof is completed. \qed
Remark 4.2. There exists a universal constant $0 < \hat{\alpha} < 1$ such that the interior $C^{2,\alpha}$ regularity holds for any $0 < \alpha < \hat{\alpha}$ ($\hat{\alpha}$ is exactly the $\alpha$ in [25, Theorem 4.13]). By taking this fact into account, we can obtain $u \in C^{2,\alpha}$ for any $0 < \alpha < \min(\bar{\alpha}, \hat{\alpha})$ if $F \in C^{\alpha}(\bar{Q}^+)$.

Now, we establish the $C^{k,\alpha}$ regularity up the boundary for the model problem.

**Lemma 4.3.** Let $u$ be a viscosity solution of

$$
\begin{cases}
    u_t - F(D^2u, x, t) = 0 & \text{in } Q^+; \\
    u = 0 & \text{on } S_1.
\end{cases}
$$

Suppose that $F \in C^{k-2,1}(S^n \times \bar{Q}_1^+)$ ($k \geq 3$) is convex in $M$ and satisfies (1.21). Then $u \in C^{k,\alpha}(\bar{Q}_{1/2}^+)$ for any $0 < \alpha < 1$ and

$$
\|u\|_{C^{k,\alpha}(\bar{Q}_{1/2}^+)} \leq C_k,
$$

where $C_k$ depends only on $k, n, \lambda, \Lambda, \alpha, K_0, \omega$ and $\|u\|_{L^\infty(Q^+_1)}$. Here,

$$
\omega(r) := \|F\|_{C^{k-2,1}(B_r \times \bar{Q}_1^+)}, \quad \forall \ r > 0,
$$

where $B_r = \{ M \mid \|M\| < r \}$.

In particular, $u \in C^{k,\alpha}(0)$ and there exists $P \in \mathcal{P}_k$ with the following expression

$$
P(x, t) = \sum_{i=1}^{k} H_i(x, t), \ H_i \text{ is an } i \text{-form} \quad (4.7)
$$

such that

$$
|u(x, t) - P(x, t)| \leq C_k |(x, t)|^{k+\alpha}, \quad \forall \ (x, t) \in Q^+_1, \quad (4.8)
$$

and

$$
\|P\| \leq C_k \quad (4.9)
$$

$$
|P_t - F(D^2P, x, t)| \leq C_k |(x, t)|^{k-1}, \quad \forall \ (x, t) \in Q^+_1. \quad (4.10)
$$

**Proof.** We prove this lemma by the standard technique of difference quotient. First, we show that $F$ satisfies (1.9) at every point of $\bar{Q}_1^+$. Indeed, for any $p_0 = (x_0, t_0) \in \bar{Q}_1^+$, define $F_{p_0}(M) = F(M, x_0, t_0)$. Since $F$ satisfies (1.21), for any $M \in S^n$ and
\[(x,t) \in \bar{Q}_1^+ \cap \bar{Q}_1(x_0,t_0),\]

\[
\begin{align*}
|F(M,x,t) - F_{p_0}(M)| \\
= |F(M,x,t) - F(M,x_0,t_0)| \\
= |F(M,x,t) - F(0,x,t) + F(0,x,t) - F(0,x_0,t_0) + F(0,x_0,t_0) - F(M,x_0,t_0)| \\
= \left| \int_0^1 (F_{ij}(\tau M,x,t) - F_{ij}(\tau M,x_0,t_0)) M_{ij} d\tau + F(0,x,t) - F(0,x_0,t_0) \right| \\
\leq n^2 K_0 |(x,t) - (x_0,t_0)| ||M|| + C ||(x,t) - (x_0,t_0)||,
\end{align*}
\]

where \( C \) depends only on \( \omega \). Hence, \( F \) satisfies (1.9) at every point of \( \bar{Q}_1^+ \).

By Lemma 4.1, for some universal constant \( \hat{\alpha} > 0 \),

\[
||u||_{C^{2,\hat{\alpha}}(\bar{Q}_1^+)} \leq C,
\]

where \( C \) depends only on \( n, \lambda, \Lambda, K_0, \omega \) and \( ||u||_{L^\infty(Q_1^+)} \). Unless stated otherwise, \( C \) always has the same dependence (may also depending on \( k \)) in the following proof.

Now, we show that \( u \in C^{3,\alpha} \). Let \( h > 0 \) be small and \( 1 \leq l \leq n-1 \). By taking the difference quotient along \( e_l \) on both sides of the equation,

\[
(\Delta^h u)_t - a_{ij}(\Delta^h u)_{ij} = G \quad \text{in} \quad Q_5^+/8,
\]

where

\[
\begin{align*}
\Delta^h u(x,t) &= (u(x+he_l,t) - u(x,t))/h, \\
a_{ij}(x,t) &= \int_0^1 F_{ij}(\xi,x+\tau he_l,t)d\tau, \\
G(x,t) &= \int_0^1 F_{x_i}(\xi,x+\tau he_l,t)d\tau
\end{align*}
\]

and

\[
\xi = \tau D^2 u(x+he_l,t) + (1-\tau)D^2 u(x,t).
\]

Thus, \( a_{ij} \) is uniformly elliptic with \( \lambda \) and \( \Lambda \). Since \( F \in C^{1,1}(S^n \times \bar{Q}_1^+) \), we have \( F_{ij}, F_{x_i} \in C^{0,1}(S^n \times \bar{Q}_5^+/8) \). Moreover, note \( D^2 u \in C^\alpha(\bar{Q}_{5/8}) \). Hence, it is easy to check that \( ||a_{ij}||_{C^\alpha(\bar{Q}_{5/8}^+)} \leq C \) and \( ||G||_{C^\alpha(\bar{Q}_{5/8}^+)} \leq C \).

By the Schauder’s estimate for linear equations, we have \( \Delta^h u \in C^{2,\hat{\alpha}}(\bar{Q}_{1/2}^+) \).

Hence, \( u_i \in C^{2,\hat{\alpha}}(\bar{Q}_{1/2}^+) \) and

\[
||u_i||_{C^{2,\hat{\alpha}}(\bar{Q}_{1/2}^+)} \leq C.
\]

It follows that \( u_{il} \in C^{1,\hat{\alpha}} \) (\( i = 1, 2, \ldots, n; l = 1, 2, \ldots, n-1 \)). In a similar way, by taking the difference quotient with respect to \( t \), we have \( u_t \in C^{1,\hat{\alpha}}(\bar{Q}_{1/2}^+) \). Then by
combining with \( u_t - F(D^2 u, x, t) = 0 \) and the implicit function theorem, \( u_{nn} \in C^{1, \tilde{\alpha}} \). Thus, \( u \in C^{3, \tilde{\alpha}} \) and
\[
\|u\|_{C^{3, \tilde{\alpha}}(Q_{1/2}^+)} \leq C.
\]
Since \( u \in C^{3, \tilde{\alpha}} \), for \( 1 \leq l \leq n - 1 \), \( u_t \) satisfies
\[
(u_t)_t - a_{ij}(u_t)_{ij} = G(x, t),
\]
(4.11)
where
\[
a_{ij}(x, t) = F_{ij}(D^2 u, x, t), \quad G(x, t) = F_l(D^2 u, x, t).
\]
(4.12)
Then it can be seen that \( a_{ij} \in C^{0, \alpha}_{1/2} \) and \( G \in C^{0, \alpha}_{1/2} \). By the Schauder's estimates for linear equations, \( u_t \in C^{2, \alpha} \) for any \( 0 < \alpha < 1 \). Similarly, by taking difference quotient with \( t \), we have \( u_t \in C^{1, \alpha} \). Then \( u \in C^{3, \alpha} \) and
\[
\|u\|_{C^{3, \alpha}(Q_{1/4}^+)} \leq C.
\]
Since \( F \in C^{k-2, \alpha} \), by considering (4.11) iteratively and a covering argument, we obtain
\[
\|u\|_{C^{k, \alpha}(Q_{1/2}^+)} \leq C.
\]
In particular, \( u \in C^{k, \alpha}(0) \) and there exists \( P \in \mathcal{P}_k \) such that (4.8) holds. Note that \( u(0) = 0, u_i(0) = 0 \) (1 \( \leq i < n \) or \( i = t \)), \( u_{ij}(0) = 0 \) (\( i, j \neq n \)) etc. Hence, \( P \) can be written as (4.7). Finally, from \( u \in C^{k, \alpha}(Q_{1/2}^+) \) and (4.8),
\[
|P_t - F(D^2 P, x, t)| = |P_t - F(D^2 P, x, t) - (u_t - F(D^2 u, x, t))| \\
\leq |P_t - u_t| + \left| \int_0^1 F_{ij}(\tau D^2 P + (1 - \tau)D^2 u, x, t)(P_{ij} - u_{ij}) \, d\tau \right| \\
\leq C|(x, t)|^{k-2+\alpha}.
\]
That is,
\[
D^i \left( P_t - F(D^2 P, x, t) \right) \bigg|_{(x, t)=0} = 0, \quad \forall \ 0 \leq i \leq k - 2.
\]
Combining with \( F \in C^{k-2, \alpha} \), (4.10) holds.

**Remark 4.4.** Since the \( C^{k, \alpha} \) regularity is derived from the Schauder's estimate for linear equations and the coefficients \( a^{ij} \) depend on \( u \), one can't obtain an estimate depending on \( u \) explicitly as the \( C^{1, \alpha} \) and \( C^{2, \alpha} \) regularity.
Remark 4.5. For boundary $C^{1,\alpha}$ regularity, the model equation is $u \in S(\lambda, \Lambda, 0)$. The boundary regularity is obtained by comparing $u$ with $x_n$ and we have $C^{1,\alpha}$ regularity for some universal $0 < \alpha < 1$.

For boundary $C^{2,\alpha}$ regularity, the model equation is $u_t - F(D^2u) = 0$. The boundary regularity is obtained by differentiating the equation and using the boundary $C^{1,\alpha}$ regularity. As a result, we have $C^{2,\alpha}$ regularity for any $0 < \alpha < \bar{\alpha}$.

For higher order regularity, the model equation is $u_t - F(D^2u, x, t) = 0$ where $F$ is smooth. However, the boundary regularity is derived from Schauder estimate for linear equations (see (4.11)). Hence, we have $C^{k,\alpha}$ regularity for any $0 < \alpha < 1$.

4.2. Boundary pointwise $C^{k,\alpha}$ regularity on general boundaries

In this subsection, we first prove an important immediate result (see Theorem 4.6) and then Theorem 1.25 and Theorem 1.29 can be obtained by normalization procedures.

Theorem 4.6. Let $k \geq 1$, $0 < \alpha < 1$ ($0 < \alpha < \bar{\alpha}$ if $k = 1$) and $u$ be a viscosity solution of

\[
\begin{cases}
  u_t - F(D^2u, x, t) = f & \text{in } \Omega_1; \\
  u = g & \text{on } (\partial \Omega)_1.
\end{cases}
\]

Suppose that $F \in C^{k-1,\alpha}(0)$, $f \in C^{k-1,\alpha}(0)$, $g \in C^{k+1,\alpha}(0)$ and $(\partial \Omega)_1 \in C^{1,\alpha}(0)$. Furthermore, we assume $u \in C^{k,\alpha}(0)$ and

\[
|D^k u(0)| = \cdots = |D^k g(0)| = 0.
\]

Then $u \in C^{k+1,\alpha}(0)$, i.e., there exists a $(k + 1)$-form $H$ such that

\[
\begin{align*}
|u(x, t) - H(x, t)| &\leq C|(x, t)|^{k+1+\alpha}, \quad \forall (x, t) \in \Omega_1, \\
|D^{k+1}u(0)| &\leq C
\end{align*}
\]

and

\[
\begin{align*}
|H_t - F_0(D^2H, x, t) - P f| &\leq C|(x, t)|^k, \\
H(x', 0, t) &\equiv P_0(x', 0, t)
\end{align*}
\]

where $C$ depends only on $k, n, \lambda, \Lambda, \alpha, K_0, \omega, \|\beta\|_{C^{k-1,\alpha}(0)}$, $\|(\partial \Omega)_1\|_{C^{1,\alpha}(0)}$, $\|u\|_{L^\infty(\Omega_1)}$, $\|f\|_{C^{k-1,\alpha}(0)}$, $\|g\|_{C^{k+1,\alpha}(0)}$ and $\|\gamma\|_{C^{k-1,\alpha}(0)}$.  
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We prove the theorem by induction. For \( k = 1 \), Theorem 4.6 reduces to Theorem 1.16, which has been proved in last section. Suppose that Theorem 4.6 holds for \( k - 1 \) and we only need to prove it for \( k \) in the following.

First, we prove a key step.

**Lemma 4.7.** Let \( 0 < \alpha < 1 \) and \( F \in C^{k-1,\alpha}(0) \). There exists \( \delta > 0 \) depending only on \( k, n, \lambda, \Lambda, \alpha, K_0 \) and \( \omega \) such that if \( u \) satisfies

\[
\begin{align*}
\begin{cases}
u_t - F(D^2u, x, t) = f & \text{in } \Omega_1; \\
u = g & \text{on } (\partial \Omega)_1
\end{cases}
\end{align*}
\]

with \( u \in C^{k,\alpha}(0) \) and

\[
\begin{align*}
\| u \|_{L^\infty(\Omega_1)} & \leq 1, \ u(0) = \cdots = |D^k u(0)| = 0, \\
\| \beta \|_{C^{k-2,\alpha}(0)} & \leq \delta, \ \| \gamma \|_{C^{k-2,\alpha}(0)} \leq \delta, \\
|f(x, t)| & \leq \delta |(x, t)|^{k-2+\alpha}, \ \forall \ (x, t) \in \Omega_1, \\
\| g \|_{C^{k,\alpha}(0)} & \leq \delta, \ g(0) = \cdots = |D^k g(0)| = 0, \\
\| (\partial \Omega)_1 \|_{C^{1,\alpha}(0)} & \leq \delta.
\end{align*}
\]

Then there exists a \((k+1)\)-form \( H \) such that

\[
\begin{align*}
\| u - H \|_{L^\infty(\Omega_1)} & \leq \eta^{k+1+\alpha}, \\
\| H \| & \leq \bar{C}_k, \\
|H_t - F_0(D^2H, x, t)| & \leq \bar{C}_k |(x, t)|^k, \ \forall \ (x, t) \in \Omega_1,
\end{align*}
\]

where \( \bar{C}_k \) depends only on \( k, n, \lambda, \alpha, K_0 \) and \( \omega \).

**Proof.** As before, we prove the lemma by contradiction. Suppose that the conclusion is false. Then there exists \( 0 < \alpha < 1, K_0, \omega \) and sequences of \( u_m, f_m, g_m, \Omega_m, F_m \) \((m \geq 1)\) satisfying \( u_m \in C^{k,\alpha}(0) \) and

\[
\begin{align*}
\begin{cases}
(u_m)_t - F_m(D^2u_m, x, t) = f_m & \text{in } \Omega_m \cap Q_1; \\
u_m = g_m & \text{on } \partial \Omega_m \cap Q_1.
\end{cases}
\end{align*}
\]

In addition, \( F_m \in C^{k-1,\alpha}(0) \) with \( F_{0m}, \beta_m, \gamma_m \) and

\[
\| F_{0m} \|_{C^{k-1,1}(B_r \times \Omega_m \cap Q_1)} \leq \omega(r), \ \forall \ r > 0.
\]

(4.16)
Furthermore,
\[
\|u_m\|_{L^\infty(\Omega_m \cap Q_1^+)} \leq 1, \quad u_m(0) = \cdots = |D^ku_m(0)| = 0,
\]
\[
\|\beta_m\|_{C^{k-2,\alpha}(0)} \leq 1/m, \quad \|\gamma_m\|_{C^{k-2,\alpha}(0)} \leq 1/m,
\]
\[
|f_m(x, t)| \leq \|(x, t)\|^{k-2+\alpha}/m, \quad \forall (x, t) \in \Omega_m \cap Q_1,
\]
\[
\|g_m\|_{C^{k,\alpha}(0)} \leq 1/m, \quad g_m(0) = \cdots = |D^kg_m(0)| = 0,
\]
\[
\|\partial\Omega_m \cap Q_1\|_{C^{1,\alpha}(0)} \leq 1/m.
\]
But for any \((k + 1)\)-form \(H\) satisfying \(\|H\| \leq \bar{C}_k\) and
\[
|H_t - F_{0m}(D^2H, x, t)| \leq \bar{C}_k|(x, t)|^k,
\]
we have
\[
\|u_m - H\|_{L^\infty(\Omega_m \cap Q_n)} > \eta^{k+1+\alpha},
\]
where \(\bar{C}_k\) is to be specified later and \(0 < \eta < 1\) is taken small such that
\[
\bar{C}_k\eta^{1-\alpha} < 1/2.
\]
As before, there exists a subsequence (denoted by \(u_m\) again) and \(\bar{u} : Q_1^+ \to \mathbb{R}\) such that \(u_m \to \bar{u}\) uniformly in any compact subset of \(Q_1^+\). In addition, since \(F_{0m} \in C^{k-1,1}(\mathcal{S}^n \times \Omega_m \cap Q_1)\) with (4.16), there exist a subsequence of \(F_{0m}\) (denoted by \(F_{0m}\) again) and \(\bar{F} \in C^{k-1,1}(\mathcal{S}^n \times \bar{Q}_1^+\) such that \(F_{0m} \to \bar{F}\) uniformly in \(C^{k-1}\) in any compact subsets of \(\mathcal{S}^n \times \bar{Q}_1^+\) and \(\|\bar{F}\|_{C^{k-1,1}(B_r \times \bar{Q}_1^+)} \leq \omega(r)\) for any \(r > 0\). Apparently, \(\bar{F}\) is uniformly elliptic with constants \(\lambda\) and \(\Lambda\) and convex in \(M\). Moreover, \(\bar{F}\) satisfies (1.21) with \(K_0\).

Furthermore, for any \(Q \subset \subset Q_1^+\) and \(\varphi \in C^2(\bar{Q})\), define \(\psi_m(x, t) = -F_{0m}(D^2\varphi, x, t) - f_m\) and \(\psi(x, t) = -\bar{F}(D^2\varphi, x, t)\). Then
\[
\|\psi_m - \psi\|_{L^{n+1}(Q)}
\]
\[
\leq \|F_{0m}(D^2\varphi, x, t) - F_{0m}(D^2\varphi, x, t)\|_{L^{n+1}(Q)}
\]
\[
+ \|F_{0m}(D^2\varphi, x, t) - \bar{F}(D^2\varphi, x, t)\|_{L^{n+1}(Q)} + \|f_m\|_{L^{n+1}(Q)}
\]
\[
\leq \|\beta_m\|_{L^{n+1}(Q)}\|D^2\varphi\|_{L^{\infty}(Q)} + \|\gamma_m\|_{L^{n+1}(Q)}
\]
\[
+ \|F_{0m}(D^2\varphi, x, t) - \bar{F}(D^2\varphi, x, t)\|_{L^{n+1}(Q)} + \|f_m\|_{L^{n+1}(Q)}.
\]
Thus, \(\|\psi_m - \psi\|_{L^{n+1}(Q)} \to 0\) as \(m \to \infty\). By Lemma 2.12 and Lemma 2.14, \(\bar{u}\) is a viscosity solution of
\[
\begin{align*}
\bar{u}_t - \bar{F}(D^2\bar{u}, x, t) &= 0 \quad \text{in } Q_1^+; \\
\bar{u} &= 0 \quad \text{on } S_1.
\end{align*}
\]
By induction, Theorem 4.6 holds for $k - 1$, i.e., we have the boundary $C^{k,\alpha}$ regularity. Note that $u_m(0) = \cdots = |D^k u_m(0)| = 0$ and then
\[
\|u_m\|_{L^\infty(\Omega_m \cap Q_\varepsilon)} \leq C r^{k+\alpha}, \quad \forall \ 0 < r < 1.
\]
Since $u_m$ converges to $\bar{u}$ uniformly, we have
\[
\|\bar{u}\|_{L^\infty(Q_\varepsilon^+)} \leq C' r^{k+\alpha}, \quad \forall \ 0 < r < 1.
\]
Hence, $\bar{u}(0) = \cdots = |D^k \bar{u}(0)| = 0$. By the boundary estimate for $\bar{u}$ on a flat boundary (see Lemma 4.3), there exists a $(k+1)$-form $\bar{H}$ such that
\[
|\bar{u}(x, t) - \bar{H}(x, t)| \leq C_k |(x, t)|^{k+1+\alpha}, \quad \forall \ (x, t) \in Q_1^+,
\]
\[
\|\bar{H}\| \leq C_k,
\]
\[
|\bar{H}_t - \bar{F}(D^2 \bar{H}, x, t)| \leq C_k |(x, t)|^k, \quad \forall \ (x, t) \in Q_1^+,
\]
where $C_k$ depends only on $k, n, \lambda, \alpha, K_0$ and $\omega$.

Now, we try to construct a sequence of $k+1$-forms $\bar{H}_m$ such that (4.17) holds for $\bar{H}_m$ and $\bar{H}_m \to \bar{H}$ as $m \to \infty$. Let $H_m$ be $k+1$-forms $(m \geq 1)$ with $\|H_m\| \leq 1$ to be specified later and $\bar{H}_m = H_m + \bar{H}$. Let $G_m(x, t) = (H_m)_t - F_{0m}(D^2 \bar{H}_m, x, t)$. Since $G_m \in C^{k-1,1}(\Omega_m \cap Q_1)$, (4.17) holds for $\bar{H}_m$ if we show that $D^i G_m(0) = 0$ for any $1 \leq i \leq k - 1$.

Note that $u_m(0) = \cdots = |D^k u_m(0)| = 0$ and from the pointwise $C^{k,\alpha}$ regularity (note that Theorem 4.6 holds for $k - 1$ by induction), we obtain (note $H = P_f = 0$ in (4.15))
\[
|F_{0m}(0, x, t)| \leq C |(x, t)|^{k-1}.
\]

Thus,
\[
|G_m(x, t)|
\leq |F_{0m}(D^2 \bar{H}_m, x, t) - F_{0m}(0, x, t)| + |F_{0m}(0, x, t)| + |(\bar{H}_m)_t|
\leq \int_0^1 F_{0m,ij}(\tau D^2 \bar{H}_m, x, t) \bar{H}_m,_{ij} d\tau + |F_{0m}(0, x, t)| + |(\bar{H}_m)_t|
\leq C |(x, t)|^{k-1}.
\]

That is, $D^i G_m(0) = 0$ for any $1 \leq i \leq k - 2$. Hence, to verify (4.17) for $\bar{H}_m$, we only need to prove
\[
D^{k-1} G_m(0) = D^{k-1} \left( (H_m)_t - F_{0m}(D^2 \bar{H}_m, x, t) \right)_{(x, t) = 0} = 0.
\]
Indeed, since $\bar{H}_m$ are $(k+1)$-forms,

$$D^{k-1}G_m(0) = D^{k-1}(\bar{H}_m)_t - F_{0m,ij}(0)D^{k-1}\bar{H}_{m,ij} - (D^{k-1}_pF_{0m})(0)$$

$$= D^{k-1}\bar{H}_t - F_{0m,ij}(0)D^{k-1}\bar{H}_{ij} - (D^{k-1}_pF_{0m})(0)$$

$$+ D^{k-1}(H_m)_t - F_{0m,ij}(0)D^{k-1}H_{m,ij},$$

where $D^{k-1}_p$ means taking $(k-1)$-th order derivatives only with respect to $x$ or $t$. Since

$$\lim_{m \to \infty} D^{k-1}\bar{H}_t - F_{0m,ij}(0)D^{k-1}\bar{H}_{ij} - (D^{k-1}_pF_{0m})(0)$$

$$= D^{k-1}(H_t - F(D^2\bar{H}, x, t))\bigg|_{(x,t)=0}$$

$$= 0 \text{ (by (4.20))}$$

and $\lambda \leq F_{0m,ij}(0) \leq \Lambda$, we can choose proper $H_m$ such that $D^{k-1}G_m(0) = 0$ for any $m \geq 1$ and $\|H_m\| \to 0$ as $m \to \infty$. Hence, there exists a large constant $\bar{C}_k$ depending only on $k, n, \lambda, \Lambda, \alpha, K_0$ and $\omega$ such that $\|\bar{H}_m\| \leq \bar{C}_k$ for any $m \geq 1$ and

$$|G_m(x, t)| = |(\bar{H}_m)_t - F_{0m}(D^2\bar{H}_m, x, t)| \leq \bar{C}_k|\bar{H}_m(x, t)|^k.$$

Let $m \to \infty$ in (4.18) and we have

$$\|\bar{u} - \bar{H}\|_{L^\infty(Q^+_\eta)} \geq \eta^{k+1+\alpha},$$

However, by (4.19) and (4.20),

$$\|\bar{u} - \bar{H}\|_{L^\infty(Q^+_\eta)} \leq \eta^{k+1+\alpha}/2,$$

which is a contradiction. 

As before, we now can prove the boundary pointwise $C^{k,\alpha}$ regularity by a scaling argument.

**Theorem 4.8.** Let $0 < \alpha < 1$. Suppose that $F \in C^{k-1, \alpha}(0)$ is convex in $M$ and $u$ satisfies

$$\begin{cases}
  u_t - F(D^2u, x, t) = f & \text{in } \Omega_1; \\
  u = g & \text{on } (\partial\Omega)_1.
\end{cases}$$
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Assume that $u \in C^{k,\alpha}(0)$ and
\[
\|u\|_{L^\infty(\Omega_1)} \leq 1, \quad u(0) = |Du(0)| = \cdots = |D^k u(0)| = 0,
\]
\[
|\beta(x,t)| \leq \frac{\delta}{2C_0} |(x,t)|^{k-1+\alpha}, \quad |\gamma(x,t)| \leq \frac{\delta}{2C_0} |(x,t)|^{k-1+\alpha},
\]
\[
|f(x,t)| \leq \delta |(x,t)|^{k-1+\alpha}, \quad \forall \ (x,t) \in \Omega_1,
\]
\[
|g(x,t)| \leq \frac{\delta}{2} |(x,t)|^{k+1+\alpha}, \quad \forall \ (x,t) \in (\partial \Omega)_1 \quad \text{and} \quad \|\partial \Omega \cap Q_1\|_{C^{1,\alpha}(0)} \leq \frac{\delta}{2C_0}, \tag{4.21}
\]
where $\delta$ is as in Lemma 4.7 and $C_0$ depend only on $k,n,\lambda,\alpha,K_0$ and $\omega$.

Then $u \in C^{k+1,\alpha}(0)$ and there exists a $k+1$-form $H$ such that
\[
|u(x,t) - H(x,t)| \leq C |(x,t)|^{k+1+\alpha}, \quad \forall \ (x,t) \in \Omega_1,
\]
\[
\|H\| \leq C \tag{4.22}
\]
and
\[
|H_t - F_0(D^2 H, x,t)| \leq C |(x,t)|^k, \quad \forall \ (x,t) \in \Omega_1,
\]
where $C$ depends only on $k,n,\lambda,\alpha,K_0$ and $\omega$.

Proof. As before, to prove that $u$ is $C^{k+1,\alpha}$ at 0, we only need to prove the following:

There exists a sequence of $k+1$-forms $H_m \ (m \geq 0)$ such that for all $m \geq 1$,
\[
\|u - H_m\|_{L^\infty(\Omega_m)} \leq \eta^m (k+1+\alpha), \tag{4.24}
\]
\[
\|H_m - H_{m-1}\| \leq \tilde{C} \eta^{(m-1)\alpha} \tag{4.25}
\]
and
\[
|(H_m)_t - F_0(D^2 H_m, x,t)| \leq \tilde{C} |(x,t)|^k, \quad \forall \ (x,t) \in \Omega_1, \tag{4.26}
\]
where $\tilde{C}$ and $\eta$ depend only on $k,n,\lambda,\alpha,K_0$ and $\omega$.

We prove the above by induction. For $m = 1$, by Lemma 4.7, there exists a $k+1$-form $H_1$ such that (4.24)-(4.26) hold for some $C_1$ and $\eta_1$ depending only on $k,n,\lambda,\alpha,K_0$ and $\omega$ where $H_0 \equiv 0$. Take $\tilde{C} \geq C_1, \eta \leq \eta_1$ and then the conclusion holds for $m = 1$. Suppose that the conclusion holds for $m = m_0$. We need to prove that the conclusion holds for $m = m_0 + 1$.

Let $r = \eta^{m_0}, \ y = x/r, \ s = t/r^2$ and
\[
v(y,s) = \frac{u(x,t) - H_{m_0}(x,t)}{r^{k+1+\alpha}}, \tag{4.27}
\]
Then $v$ satisfies
\[
\begin{cases}
  v_s - \bar{F}(D^2v, y, s) = \tilde{f} & \text{in } \tilde{\Omega} \cap Q_1; \\
  v = \tilde{g} & \text{on } \partial\tilde{\Omega} \cap Q_1,
\end{cases}
\] (4.28)
where for $(M, y, s) \in S^n \times \tilde{\Omega}_1$,
\[
\bar{F}(M, y, s) = \frac{F(r^{k-1+\alpha} M + D^2H_{m_0}, x, t) - (H_{m_0})_t}{r^{k-1+\alpha}},
\]
\[
\tilde{f}(y, s) = \frac{f(x, t)}{r^{k-1+\alpha}}, \quad \tilde{g}(y, s) = \frac{g(x, t) - H_{m_0}(x, t)}{r^{k+1+\alpha}} \quad \text{and } \quad \tilde{\Omega} = \frac{\Omega}{r}.
\]
In addition, define $\tilde{F}_0$ in a similar way to the definition of $\tilde{F}$ (only replacing $F$ by $F_0$).

In the following, we show that (4.28) satisfies the assumptions of Lemma 4.7. First, by (4.25), there exists a constant $C_0$ depending only on $k, n, \lambda, \Lambda, \alpha, K_0$ and $\omega$ such that $\|H_{m_0}\| \leq C_0$ ($\forall \ 0 \leq m \leq m_0$). Then it is easy to verify that (note that $H_{m_0}$ is a $k + 1$-form)
\[
\|v\|_{L^\infty(\tilde{\Omega}_1)} \leq 1, v(0) = \cdots = |D^kv(0)| = 0 \quad \text{(by (4.21), (4.24) and (4.27))},
\]
\[
|\tilde{f}(y, s)| = \frac{1}{r^{k-1+\alpha}}|f(x, t)| \leq \frac{1}{r^{k-1+\alpha}} \delta |(x, t)|^{k-1+\alpha} = \delta |(y, s)|^{k-1+\alpha},
\]
\[
|\tilde{g}(y, s)| = \frac{1}{r^{k+1+\alpha}}(|g(x, t)| + |H_{m_0}(x, t)|)
\leq \frac{1}{r^{k+1+\alpha}} \left( \frac{\delta}{2} |(x, t)|^{k+1+\alpha} + \frac{\delta}{2C_0} \cdot C_0 |(x, t)|^{k+1+\alpha} \right) \leq \delta |(y, s)|^{k+1+\alpha},
\]
\[
\|\partial\tilde{\Omega} \cap Q_1\|_{C^{1,\alpha}(0)} \leq r^{-\alpha} \|\partial\Omega \cap Q_1\|_{C^{1,\alpha}(0)} \leq \delta.
\]

Next, $\tilde{F}$ and $\tilde{F}_0$ are uniformly elliptic with constants $\lambda$ and $\Lambda$ obviously. In addition, for $(M, y, s) \in S^n \times \tilde{\Omega}_1$,
\[
|\tilde{F}(M, y, s) - \tilde{F}_0(M, y, s)|
\leq \frac{1}{r^{k-1+\alpha}} \left( \beta(x, t) (r^{k-1+\alpha} \|M\| + C_0) + \gamma(x, t) \right)
\leq \beta(x, t) \|M\| + \frac{1}{r^{k-1+\alpha}} \left( C_0 \beta(x, t) + \gamma(x, t) \right)
\leq \beta(x, t) \|M\| + \frac{1}{r^{k-1+\alpha}} \left( C_0 \cdot \frac{\delta}{2C_0} |(x, t)|^{k-1+\alpha} + \frac{\delta}{2} |(x, t)|^{k-1+\alpha} \right)
\leq \beta(y, s) \|M\| + \tilde{\gamma}(y, s).
\]
Thus, \[ \| \beta \|_{C^{k-1,0}(0)} \leq \delta \] and \[ \| \tilde{\gamma} \|_{C^{k-1,0}(0)} \leq \delta. \]

Now, we prove that \( \tilde{F}_0 \) satisfies (1.21). Indeed, for any \( M_1, M_2 \in S^n \) and \( (y_1, s_1), (y_2, s_2) \in \tilde{\Omega} \cap Q_1 \),

\[
|\tilde{F}_{0,ij}(M_1, y_1, s_1) - \tilde{F}_{0,ij}(M_2, y_2, s_2)| = |F_{0,ij}(r^{k-1+\alpha}M_1 + D^2H_{m_0}, x_1, t_1) - F_{0,ij}(r^{k-1+\alpha}M_2 + D^2H_{m_0}, x_2, t_2)|
\leq \tilde{K}_0 (\|M_1 - M_2\| + \|D^2H_{m_0}(x_1, t_1) - D^2H_{m_0}(x_2, t_2)\| + |(x_1, t_1) - (x_2, t_2)|)
\leq \tilde{K}_0 (\|M_1 - M_2\| + |(y_1, s_1) - (y_2, s_2)|),
\]

where \( \tilde{K}_0 \) depends only on \( K_0 \) and \( C_0 \).

Finally, with the aid of (4.26), we show that

\[ \| \tilde{F}_0 \|_{C^{k-1,1}(\tilde{B}_\rho \times \tilde{\Omega}_1)} \leq \tilde{\omega}(\rho), \quad \forall \rho > 0, \tag{4.30} \]

where \( \tilde{\omega} \) depends on \( k, n, \lambda, \Lambda, \alpha, K_0 \) and \( \omega \). Note that

\[
\tilde{F}_0(M, y, s) = \tilde{F}_0(M, y, s) - \tilde{F}_0(0, y, s) + \tilde{F}_0(0, y, s)
= \int_0^1 F_{0,ij} \left( (r^{k-1+\alpha}M + D^2H_{m_0}, x, t) M_{ij}d\tau + \frac{F_0(D^2H_{m_0}, x, t) - (H_{m_0})_t}{r^{k-1+\alpha}} \right)
:= G_1(M, y, s) + G_2(y, s).
\]

For \( G_1 \), since \( F_0 \in C^{k-1,1}, r, \tau \leq 1 \) and \( \|H_{m_0}\| \leq C_0 \),

\[ \| D^iG_1 \|_{L^\infty(\tilde{B}_\rho \times \tilde{\Omega}_1)} \leq \tilde{\omega}(\rho), \quad \forall \ 1 \leq i \leq k - 2. \]

From (4.26),

\[ |G_2(y, s)| \leq \tilde{C}^i|y, s|^k. \]

By combining with \( G_2 \in C^{k-1,1} \),

\[ \| D^iG_2 \|_{L^\infty(\tilde{\Omega}_1)} \leq C, \quad \forall \ 1 \leq i \leq k - 1, \]

where \( C \) depends on \( k, n, \lambda, \Lambda, \alpha, K_0 \) and \( \omega \). Hence, \( \| \tilde{F}_0 \|_{C^{k-2,2}(\tilde{B}_\rho \times \tilde{\Omega}_1)} \) has a uniform bound (independent of \( m \)).

From the definition of \( \tilde{F}_0 \), if any \((k-1)\)-th derivative of \( \tilde{F}_0 \) involves one derivative with respect to \( M \), it is bounded. Thus, we only need to take care of the \((k-1)\)-th
derivative with respect to $y$ or $s$. Note that $D^{k-1}F_0 \in C^{0,1}$ and (4.26). Then for $(M, y, s) \in \bar{\mathfrak{B}}_\rho \times \tilde{\bar{\Omega}}_1$, 

\[ D^{k-1}_\rho \tilde{F}_0(M, y, s) = \frac{D^{k-1}_\rho \left( \tilde{F}_0(M, y, s) - \tilde{F}_0(0, y, s) \right) + D^{k-1}_\rho \tilde{F}_0(0, y, s)}{D^{k-1}_\rho \left( F_0(r^{k-1+\alpha}M + D^2H_{m_0}, x, t) - F_0(D^2H_{m_0}, x, t) \right) + r^{-\alpha}D^{k-1}_\rho \left( F_0(D^2H_{m_0}, x, t) - (H_{m_0})_t \right) \geq Cr^{-\alpha} \cdot r^{k-1+\alpha}\|M\| + C \leq \tilde{\omega}(\rho), \]

where $\tilde{\omega}$ depends only on $k, n, \lambda, \Lambda, \alpha, K_0$ and $\omega$. That is, $\|\tilde{F}_0\|_{C^{k-1}(\mathfrak{B}_\rho \times \tilde{\bar{\Omega}}_1)}$ has a uniform bound.

Similarly,

\[ \left| D^{k-1}_\rho \tilde{F}_0(M, y_1, s_1) - D^{k-1}_\rho \tilde{F}_0(M, y_2, s_2) \right| = r^{-\alpha} \left| D^{k-1}_\rho F_0(r^{k-1+\alpha}M + D^2H_{m_0}, x_1, t_1) - D^{k-1}_\rho F_0(r^{k-1+\alpha}M + D^2H_{m_0}, x_2, t_2) \right| \leq Cr^{-\alpha} \cdot r|\eta_1| \leq \tilde{\omega}(\rho)|\eta_1| = \tilde{\omega}(\rho)|\eta_1|. \]

Thus, $\|\tilde{F}_0\|_{C^{k-1,1}(\mathfrak{B}_\rho \times Q_1)}$ is uniformly bounded. Therefore, (4.30) holds.

Since (4.28) satisfies the assumptions of Lemma 4.7 (with $\omega$ replaced by $\tilde{\omega}$), there exists a $k+1$-form $\tilde{H}$, constants $\tilde{C} \geq C_1$ and $\eta \leq \eta_1$ depending only on $k, n, \lambda, \Lambda, \alpha, K_0$ and $\omega$ such that

\[ \|u - \tilde{H}\|_{L^{\infty}(\tilde{\bar{\Omega}}_0)} \leq \eta^{k+1+\alpha}, \]

\[ \|\tilde{H}\| \leq \tilde{C} \]

and

\[ |(\tilde{H})_t - \tilde{F}_0(D^2\tilde{H}, y, s)| \leq \tilde{C}|(y, s)|^k, \quad (y, s) \in \tilde{\bar{\Omega}}_1. \]

Let $H_{m_0+1}(x, t) = H_{m_0}(x, t) + r^\alpha \tilde{H}(x, t)$. Then (4.25) and (4.26) hold for $m_0 + 1$. Recalling (4.27), we have

\[ \|u - H_{m_0+1}(x, t)\|_{L^{\infty}(\Omega_{y_{m_0+1}})} = \|u - H_{m_0}(x, t) - r^\alpha \tilde{H}(x, t)\|_{L^{\infty}(\Omega_{y_0})} = \|r^{k+1+\alpha}u - r^{k+1+\alpha} \tilde{H}(y, s)\|_{L^{\infty}(\tilde{\bar{\Omega}}_0)} \leq r^{k+1+\alpha}\eta^{k+1+\alpha} = \eta^{(m_0+1)(k+1+\alpha)}. \]
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Hence, (4.24) holds for $m = m_0 + 1$. By induction, the proof is completed. \hfill \Box

Now, we give the Proof of Theorem 4.6. As before, in the following proof, we just make some necessary normalizations to satisfy the conditions of Theorem 4.8. Throughout this proof, $C$ always denotes a constant depending only on $k, n, \Lambda, \alpha, K_0, \omega, \|\beta\|_{C^{k-1,\alpha}(0)}$, $\|(\partial \Omega)\|_{C^{1,\alpha}(0)}$, $\|u\|_{L^\infty(\Omega_1)}$, $\|f\|_{C^{k-1,\alpha}(0)}$, $\|g\|_{C^{k+1,\alpha}(0)}$, and $\|\gamma\|_{C^{k-1,\alpha}(0)}$.

Let $F_1(M, x, t) = F(M, x, t) + P_f(x, t)$ for $(M, x, t) \in S^n \times \bar{\Omega}_1$. Then $u$ satisfies

$$\begin{cases}
    u_t - F_1(D^2 u, x, t) = f_1 & \text{in } \Omega_1; \\
    u = g & \text{on } (\partial \Omega)_1,
\end{cases}$$

where $f_1(x, t) = f(x, t) - P_f(x, t)$. Thus,

$$|f_1(x, t)| \leq C|(x, t)|^{k-1+\alpha}, \quad \forall (x, t) \in \Omega_1.$$

Next, set $u_1(x, t) = u(x, t) - P_g(x, t)$ and $F_2(M, x, t) = F_1(M + D^2 P, x, t) - (P_g)_t$. Then $u_1$ is a viscosity solution of

$$\begin{cases}
    (u_1)_t - F_2(D^2 u_1, x, t) = f_1 & \text{in } \Omega_1; \\
    u_1 = g_1 & \text{on } (\partial \Omega)_1,
\end{cases}$$

where $g_1(x, t) = g(x, t) - P_g(x, t)$. Hence,

$$|g_1(x, t)| \leq C|(x, t)|^{k+1+\alpha}, \quad \forall (x, t) \in (\partial \Omega)_1. \quad (4.32)$$

Finally, take $y = x/\rho$, $s = t/\rho^2$ and $u_2(y, s) = u_1(x, t)/\rho^2$, where $0 < \rho < 1$ is a constant to be specified later. Then $u_2$ satisfies

$$\begin{cases}
    (u_2)_s - F_3(D^2 u_2, y, s) = f_2 & \text{in } \bar{\Omega}_1; \\
    u_2 = g_2 & \text{on } (\partial \Omega)_1,
\end{cases} \quad (4.33)$$

where

$$F_3(M, y, s) = F_2(M, x, t),$$

$$f_2(y, s) = f_1(x, t), \quad g_2(y, s) = \frac{g_1(x, t)}{\rho^2} \quad \text{and} \quad \bar{\Omega} = \frac{\Omega}{\rho}.$$

Define the fully nonlinear operator $F_{30}$ in the same way as $F_3$ (only replacing $F$ by $F_0$).
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Now, we try to choose a proper $\rho$ such that (4.33) satisfies the conditions of Theorem 4.8. First, by induction, Theorem 4.6 holds for $k - 1$. Hence, by applying Theorem 4.6 for $k - 1$ to $u_1$ (note $k \geq 2$ and $u_1(0) = \cdots = |D^k u_1(0)| = 0$),

$$\|u_2\|_{L^\infty(\Omega)} = \|u_1\|_{L^\infty(\Omega_2)} / \rho^2 \leq C\rho^{k-2+\alpha}.$$  

Clearly, by the assumption, 

$$u_2(0) = |Du_2(0)| = \cdots = |D^k u_2(0)| = |Dg_2(0)| = \cdots = |D^k g_2(0)| = 0.$$  

Next,

$$|f_2(y, s)| = |f_1(x, t)| \leq C\rho^{k-1+\alpha}|(y, s)|^{k-1+\alpha}, \quad \forall \ (y, s) \in \tilde{\Omega}_1,$$

$$|g_3(y, s)| = \frac{|g_1(x, t)|}{\rho^2} \leq C\rho^{k-1+\alpha}|(y, s)|^{k+1+\alpha}, \quad \forall \ (y, s) \in \partial\tilde{\Omega}_1;$$

$$\|\partial\tilde{\Omega} \cap Q_1\|_{C^{1,\alpha}(0)} \leq \rho^\alpha \|\partial\Omega \cap Q_1\|_{C^{1,\alpha}(0)}.$$

The $F_3$ and $F_{30}$ are uniformly elliptic with $\lambda$ and $\Lambda$ and convex in $M$ obviously. Next, we show that $F_3 \in C^{k-1,\alpha}(0)$. Indeed,

$$|F_3(M, y, s) - F_{30}(M, y, s)|$$

$$= |F \left( M + D^2 P_g(x, t) \right) - F_0 \left( M + D^2 P_g(x, t) \right)|$$

$$\leq \beta(x, t) \|M\| + C\beta(x, t) + \gamma(x, t)$$

$$\leq C\rho^{k-1+\alpha}|(y, s)|^{k-1+\alpha}\|M\| + C\rho^{k-1+\alpha}|(y, s)|^{k+1+\alpha}$$

$$:= \tilde{\gamma}(y, s).$$

In addition, for any $M_1, M_2 \in S^n$ and $(y_1, s_1), (y_2, s_2) \in \tilde{\Omega} \cap \tilde{Q}_1$,

$$|F_{30,ij}(M_1, y_1, s_1) - F_{30,ij}(M_2, y_2, s_2)|$$

$$= |F_{0,ij}(M_1 + D^2 P_g(x_1, t_1), x_1, t_1) - F_{0,ij}(M_2 + D^2 P_g(x_2, t_2), x_2, t_2)|$$

$$\leq K_0(\|M_1 - M_2\| + |D^2 P_g(x_1, t_1) - D^2 P_g(x_2, t_2)| + |(x_1, t_1) - (x_2, t_2)|)$$

$$\leq K_0(\|M_1 - M_2\| + |(x_1, t_1) - (x_2, t_2)|)$$

$$\leq K_0(\|M_1 - M_2\| + |(y_1, s_1) - (y_2, s_2)|),$$

where $K_0$ depends only on $K_0$ and $\|g\|_{C^{k+1,\alpha}(0)}$.

Finally,

$$\|F_{30}\|_{C^{k-1,1}(\tilde{\mathcal{B}}, x\tilde{\Omega}_1)}$$

$$= \|F_0 \left( M + D^2 P_g(x, t) \right) + P_f - (P_g)_t \|_{C^{k-1,1}(\tilde{\mathcal{B}}, x\tilde{\Omega}_1)}$$

$$\leq \tilde{\omega}(r), \quad \forall \ r > 0,$$
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where \( \tilde{\omega} \) depends only on \( k, n, \omega \), \( \| f \|_{C^{k-1,\alpha}(0)} \) and \( \| g \|_{C^{k+1,\alpha}(0)} \).

From above arguments, we can choose \( \rho \) small enough (depending only on \( k, n, \lambda, \Lambda, \alpha, K_0, \omega \), \( \| \beta \|_{C^{k-1,\alpha}(0)} \), \( \| (\partial \Omega) \|_{C^{1,\alpha}(0)} \), \( \| u \|_{L^\infty(\Omega_1)} \), \( \| f \|_{C^{k-1,\alpha}(0)} \), \( \| g \|_{C^{k+1,\alpha}(0)} \) and \( \| \gamma \|_{C^{k-1,\alpha}(0)} \)) such that the assumptions of Theorem 4.6 are satisfied. Then \( u_2 \) and hence \( u \) is \( C^{k+1,\alpha} \) at 0, and the estimates (4.14)-(4.15) hold. \( \square \)

Next, we prove Theorem 1.25 based on Theorem 4.6.

**Proof of Theorem 1.25.** Throughout this proof, \( C \) always denotes a constant depending only on \( k, l, n, \lambda, \Lambda, \alpha, K_0, \omega \), \( \| \beta \|_{C^{k-1,\alpha}(0)} \), \( \| (\partial \Omega) \|_{C^{l,\alpha}(0)} \), \( \| u \|_{L^\infty(\Omega_1)} \), \( \| f \|_{C^{k+1,\alpha}(0)} \), \( \| g \|_{C^{k+1,\alpha}(0)} \) and \( \| \gamma \|_{C^{k+1,\alpha}(0)} \).

Since \( g \in C^{k+l,\alpha}(0) \),

\[
|g(x, t) - P_g(x, t)| \leq C|\gamma(x, t)|^{k+l+\alpha}, \quad \forall (x, t) \in (\partial \Omega)_1.
\]

Set \( u_1 = u - P_g \) and then \( u_1 \) is a viscosity solution of

\[
\begin{cases}
(u_1)_t - F_1(D^2 u_1, x, t) = f & \text{in } \Omega_1; \\
u_1 = g_1 & \text{on } (\partial \Omega)_1,
\end{cases}
\]

where \( F_1(M, x, t) = F(M + D^2 P_g, x, t) - (P_g)_t \) and \( g_1 = g - P_g \). As before, \( F_{10} \) is defined similarly to \( F_1 \). Hence,

\[
u_1(0) = |Du_1(0)| = \cdots |D^k u_1(0)| = |Dg_1(0)| = \cdots = |D^{k+l} g_1(0)| = 0.
\]

(4.34)

In addition, it can be verified as before that \( F_1 \) and \( F_{10} \) satisfies the conditions of Theorem 4.6. By Theorem 4.6, \( u_1 \in C^{k+1,\alpha}(0) \) and there exists a \( (k + 1) \)-form \( H_{k+1} \) such that

\[
|u_1(x, t) - H_{k+1}(x, t)| \leq C|\gamma(x, t)|^{k+1+\alpha}, \quad \forall (x, t) \in \Omega_1.
\]

Let

\[
u_2(x, t) = u_1(x, t) - H_{k+1}(x', x_n - P_\Omega(x', t), t),
\]

where \( P_\Omega \in \mathcal{P}_l \) corresponds to \( \partial \Omega \) at 0 (note that \( \partial \Omega \in C^{l,\alpha}(0) \)). Since \( H_{k+1} \) is a \( (k + 1) \)-form and \( P_\Omega(0) = |DP_\Omega(0)| = 0 \),

\[
D^{k+1}(H_{k+1}(x', x_n - P_\Omega(x', t), t))(0) = D^{k+1}(H_{k+1}(x, t))(0).
\]

Hence, \( u_2(0) = \cdots = |D^{k+1} u_2(0)| = 0 \). In addition, \( u_2 \) satisfies

\[
\begin{cases}
(u_2)_t - F_2(D^2 u_2, x, t) = f & \text{in } \Omega_1; \\
u_2 = g_2 & \text{on } (\partial \Omega)_1,
\end{cases}
\]
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where \( F_2(M, x, t) = F_1(M + D^2H_{k+1}, x, t) - (H_{k+1})_t \) and \( g_2 = g_1 - H_{k+1} \). Thus,

\[
|g_2(x, t)| \leq |g_1(x, t)| + |H_{k+1}(x', x_n - P_\Omega(x', t), t)| \leq C|(x, t)|^{k+l+\alpha}, \quad \forall (x, t) \in (\partial\Omega)_1.
\]

As before, \( F_2 \in C^{k+l-2,\alpha}(0) \). By Theorem 4.6 again, \( u_2 \in C^{k+2,\alpha}(0) \) and there exists a \((k+2)\)-form \( H_{k+2} \) such that

\[
|u_2(x, t) - H_{k+2}(x, t)| \leq C|(x, t)|^{k+\alpha}, \quad \forall (x, t) \in \Omega_1.
\]

Let

\[
\begin{align*}
  u_3(x, t) &= u_2(x, t) - H_{k+2}(x', x_n - P_\Omega(x', t), t) \\
  &= u_1(x, t) - H_{k+1}(x', x_n - P_\Omega(x', t), t) - H_{k+2}(x', x_n - P_\Omega(x', t), t).
\end{align*}
\]

Then \( u_3(0) = \cdots = |D^{k+2}u_3(0)| = 0 \) and \( u_3 \) is a viscosity solution of

\[
\begin{cases}
  (u_3)_t - F_3(D^2u_3, x, t) = f & \text{in } \Omega_1; \\
  u_3 = g_3 & \text{on } (\partial\Omega)_1,
\end{cases}
\]

where \( F_3(M, x, t) = F_2(M + D^2H_{k+2}, (x, t)) - (H_{k+2})_t \) and \( g_3 = g_2 - H_{k+2} \). Then,

\[
|g_3(x, t)| \leq |g_2(x, t)| + |H_{k+2}(x', x_n - P_\Omega(x', t), t)| \leq C|(x, t)|^{k+l+\alpha}, \quad \forall (x, t) \in (\partial\Omega)_1
\]

and \( F_3 \in C^{k+l-2,\alpha}(0) \).

By Theorem 4.6 again, \( u_3 \in C^{k+2,\alpha}(0) \) and hence \( u \in C^{k+l,\alpha}(0) \). By similar arguments again and again, \( u \in C^{k+l,\alpha}(0) \) eventually and (1.25) holds. Therefore, the proof of Theorem 1.25 is completed. \( \square \)

**Remark 4.9.** By checking the proof, we know that the polynomial \( P \) can be written as (1.26) (see (4.35)).

Finally, we give the

**Proof of Theorem 1.29.** As before, we only need to make some normalizations. In this proof, \( C \) always denotes a constant depending only on \( k, n, \lambda, \Lambda, \alpha, K_\beta, \omega, \|
\beta\|_{C^{k-2,\alpha}(0)}, \|(\partial\Omega)_1\|_{C^{k,\alpha}(0)}, \|u\|_{L^\infty(\Omega_1), \|f\|_{C^{k-2,\alpha}(0)}}, \|g\|_{C^{k,\alpha}(0)} \) and \( \|\gamma\|_{C^{k-2,\alpha}(0)} \).

First, by Theorem 1.18, \( u \in C^{2,\tilde{\alpha}}(0) \) for some \( 0 < \tilde{\alpha} < \bar{\alpha} \) and thus \( u \in C^{1,\alpha}(0) \). Let

\[
v(x, t) = u(x, t) - P_g(x, t) + ((P_g)_n(0) - u_n(0))(x_n - P_{\Omega}(x', t))
\]
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and

\[ \tilde{F}(M, x, t) = F(M + D^2 P_g + ((P_g)_n(0) - u_n(0)) D^2 P_{\Omega}, x, t) - (P_g)_t - ((P_g)_n(0) - u_n(0))(P_\Omega)_t \]

for \((M, x, t) \in S^n \times \Omega_1\). Then \(v\) satisfies

\[
\begin{cases}
  v_t - \tilde{F}(D^2 v, x, t) = f & \text{in } \Omega_1; \\
  v = \tilde{g} & \text{on } (\partial \Omega)_1,
\end{cases}
\]

where

\[ \tilde{g}(x, t) = g(x, t) - P_g(x, t) + ((P_g)_n(0) - u_n(0)) (x_n - P_{\Omega}(x', t)) . \]

By (1.15) and noting that \(P_\Omega \in P_{k-1}\) with \(P_\Omega(0) = |DP_\Omega(0)| = 0\),

\[ v(0) = |Dv(0)| = |D\tilde{g}(0)| = 0. \]

In addition, since \(g \in C^{k, \alpha}(0)\) and \((\partial \Omega)_1 \in C^{k, \alpha}(0), \tilde{g} \in C^{k, \alpha}(0)\). By Theorem 1.25, \(v\) and hence \(u \in C^{k, \alpha}(0)\).

\[ \square \]

4.3. Application to the regularity of free boundaries

Finally, we prove the higher regularity of free boundaries in obstacle-type problems with the aid of the boundary pointwise regularity.

**Proof of Theorem 1.30.** For the interior regularity, it is easy to show that \(u \in C^\infty(\Omega_1)\). In the following, we only need to take care of the regularity up to the boundary.

Assume that

\[ \partial \Omega \cap Q_1 = \{(x', x_n, t) | x_n = \varphi(x', t)\} , \]

where \(\varphi \in C^{1, \alpha}(S_1)\) and \(\varphi(0) = |D\varphi(0)| = 0\). By setting \((x_2, t_2) = 0\) in (1.29), \(F\) satisfies (1.9) at 0. In addition, note that \(u = |Du| = 0\) on \((\partial \Omega)_1\) and \((\partial \Omega)_1 \in C^{1, \alpha}\). Then by Theorem 1.16, \(u \in C^{2, \alpha}(0)\). Similarly, \(u \in C^{2, \alpha}(x_0, t_0)\) for any \((x_0, t_0) \in (\partial \Omega)_1\). By combining with the interior regularity, \(u \in C^{2, \alpha}(\tilde{\Omega})\) for any \(\tilde{\Omega} \subset \subset \Omega \cap Q_1\).

In the following proof, we will use the higher regularity Theorem 1.25. Since \(u \in C^{2, \alpha}(\tilde{\Omega})\) for any \(\tilde{\Omega} \subset \subset \Omega \cap Q_1, D^2 u(\tilde{\Omega})\) is a compact set in \(S^n\). Note that \(F\) is a smooth function. Hence, by the mean value theorem, there exists a constant \(C\) (depending on \(D^2 u(\tilde{\Omega})\)) such that for any \(M_1, M_2 \in D^2 u(\tilde{\Omega})\) and \((x_1, t_1), (x_2, t_2) \in \tilde{\Omega} \cap Q_1,\)

\[ |F_{ij}(M_1, x_1, t_1) - F_{ij}(M_2, x_2, t_2)| \leq C(|M_1 - M_2| + |(x_1, t_1) - (x_2, t_2)|). \quad (4.36) \]
Then we can redefine $F$ outside $D^2 u(\bar{\Omega}')$ such that $F$ satisfies (4.36) for any $M \in S^\alpha$. Clearly, $u$ is still the solution of the modified $F$ in $\Omega'$. Therefore, we can and do assume that $F$ satisfies (4.36) (i.e. (1.21)) in the following proof.

From $|D \varphi(0)| = 0$ and $u = |Du| = 0$ on $(\partial \Omega)_1$ again, $u_{ij}(0) = 0$ for $i + j < 2n$ and $u_t(0) = 0$ (see (1.26) with $P_g \equiv 0$ and $k = l = 1$ and we have $u_t = 0$ on $(\partial \Omega)_1$). Hence, $F(u_{nn}(0), 0, 0) = -1$ by the equation in (1.28). By virtue of the uniform ellipticity and $F(0, 0, 0) = 0$, $u_{nn}(0) = -c$ for some $c > 0$. Let

$$v(x, t) = u(x, t) - P(x), \quad \text{where} \quad P(x) = \frac{1}{2} u_{nn}(0) x_n^2.$$  

Then $v$ satisfies

$$\begin{cases}
v_t - \tilde{F}(D^2 v, x, t) = 1 & \text{in } \Omega_1; \\
v = g & \text{on } (\partial \Omega)_1; \\
v(0) = |Dv(0)| = |D^2 v(0)| = 0,
\end{cases}$$  

where $\tilde{F}(M, x, t) = F(M + D^2 P, x, t)$ and $g(x, t) = -u_{nn}(0) x_n^2/2$. Then

$$|g(x, t)| = \left| \frac{u_{nn}(0)}{2} x_n^2 \right| \leq \frac{c}{2} \| \langle \partial \Omega \rangle_1 \|_{C^{1, \alpha}(0)}^2 |(x, t)|^{2+2\alpha}, \quad \forall \ (x, t) \in (\partial \Omega)_1.$$  

That is, $g \in C^{2, 2\alpha}(0)$ and $g(0) = |Dg(0)| = |D^2 g(0)| = 0$. By Theorem 1.25, $v \in C^{2, 2\alpha}(0)$ and hence $u \in C^{2, 2\alpha}(0)$. Similarly, for any $(x_0, t_0) \in (\partial \Omega)_1$, $u \in C^{2, 2\alpha}(x_0, t_0)$. Hence, $u \in C^{2, 2\alpha}(\bar{\Omega}')$ for any $\Omega' \subset \subset \bar{\Omega} \cap Q_1$.

Since $u_{nn}(0) = -c$, $u_{nn}(0) \leq -c/2$ in $\Omega_r$ for some $r > 0$. Then $u_i/u_n \in C^{2\alpha}(\bar{\Omega} \cap Q_r) (1 \leq i \leq n-1)$. Note that $\varphi_i = -u_i/u_n$. Thus, $\varphi \in C^{1, 2\alpha}(S_r)$, i.e., $(\partial \Omega)_r \in C^{1, 2\alpha}$. By considering other $(x_0, t_0) \in (\partial \Omega)_1$ similarly, we have $(\partial \Omega)_1 \in C^{1, 2\alpha}$.

Consider $v$ again and $g \in C^{2, 4\alpha}(0)$ now (since $(\partial \Omega)_1 \in C^{1, 2\alpha}$). From Theorem 1.25, $v \in C^{2, 4\alpha}(0)$. By similar arguments as the above, $u \in C^{2, 4\alpha}(\bar{\Omega}')$ for any $\Omega' \subset \subset \bar{\Omega} \cap Q_1$. Therefore, $(\partial \Omega)_1 \in C^{1, 4\alpha}$. Consider $v$ again and again and we have $u \in C^{3, \alpha}(\bar{\Omega}')$ for any $\Omega' \subset \subset \bar{\Omega} \cap Q_1$ for some $0 < \alpha < 1$ eventually. Then $\varphi_i \in C^{1, \alpha}$ for $1 \leq i \leq n-1$ as before. Moreover, $\varphi_i = -u_i/u_n \in C^{\alpha}$. Hence, $(\partial \Omega)_1 \in C^{2, \alpha}$.

Let $v(x, t) = u(x, t) - P(x, t)$ where $P(x, t) = u_{nn}(0) (x_n - P_{\bar{\Omega}}(x', t))^2 / 2$. Here, $P_{\bar{\Omega}} \in \mathcal{H}_P_2$ is the polynomial corresponding to $\partial \Omega$ at 0 since $(\partial \Omega)_1 \in C^{2, \alpha}$. Then $v$ satisfies

$$\begin{cases}
v_t - \tilde{F}(D^2 v, x, t) = f & \text{in } \Omega_1; \\
v = g & \text{on } (\partial \Omega)_1; \\
v(0) = |Dv(0)| = |D^2 v(0)| = 0,
\end{cases}$$  
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where \( f = 1 - P_t \in \mathcal{P}_2 \), \( \tilde{F}(M, x, t) = F(M + D^2P, x, t) \) and \( g(x, t) = -u_{nn}(0)(x_n - P_\Omega(x', t))^2/2 \). Then

\[
|g(x, t)| = |u_{nn}(0)(x_n - P_\Omega(x', t))^2/2| \leq C|(x, t)|^{4+2\tilde{\alpha}}, \forall (x, t) \in (\partial\Omega)_1.
\]

As before, by Theorem 1.25, \( v \in C^{4,\tilde{\alpha}}(0) \) and hence \( u \in C^{4,\tilde{\alpha}}(0) \). Similar to previous arguments, \( u \in C^{4,\tilde{\alpha}}(\tilde{\Omega}') \) for any \( \Omega' \subset \subset \tilde{\Omega} \cap Q_1 \) and then \( (\partial\Omega)_1 \in C^{3,\tilde{\alpha}} \).

Let \( v(x, t) = u(x, t) - u_{nn}(0)(x_n - P_\Omega(x', t))^2/2 \) where \( P_\Omega \in \mathcal{P}_3 \) now. Repeat above arguments and we have \( u \in C^{\infty}(\tilde{\Omega} \cap Q_1) \) and \( (\partial\Omega)_1 \in C^{\infty} \) eventually.
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