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We use the dictionary between general field theories and strongly homotopy algebras to provide an algebraic formulation of the procedure of integrating out of degrees of freedom in terms of homotopy transfer. This includes more general effective theories in which some massive modes are kept while other modes of a comparable mass scale are integrated out, as first explored by Sen in the context of closed string field theory. We treat $L_\infty$-algebras both in terms of a nilpotent coderivation and, on the dual space, in terms of a nilpotent derivation (corresponding to the BRST charge of the field theory) and provide explicit formulas for homotopy transfer. These are then shown to govern the integrating out of degrees of freedom at tree level, while the generalization to loop level will be explored in a sequel to this paper.

1. Introduction

Classical and quantum field theories are traditionally formulated by specifying a set of fields and providing an action functional which yields the classical field equations as Euler-Lagrange equations, determines the measure of the quantum functional integral and sets up the quantum perturbation theory in terms of propagators, vertices and Feynman diagrams. The gauge symmetries (if any) of the action are parameterised by a set of gauge parameters, and for reducible theories there can be higher order gauge symmetries (symmetries of the symmetries). The symmetries of the theory then satisfy a symmetry algebra, which in the simplest cases is a Lie algebra. There is, however, a more algebraic formulation of classical and quantum field theories in terms of strongly homotopy algebras that will be the focus of this paper. Remarkably, this combines the symmetry algebra with the field equations into a single overarching structure. The usual field theory data can be encoded in an $L_\infty$-algebra, which is a generalization of a differential graded Lie algebra in which the Jacobi identity need not hold exactly but only ‘up to homotopy’, i.e. up to terms which are topologically trivial in a certain sense. Specifically, the failure of the ‘Jacobianator’ to vanish is controlled by an (abstract) differential and higher order brackets. These higher order brackets encode higher order interactions and nonlinear contributions to gauge transformations, and they are subject to higher Jacobi identities, many of which translate to familiar consistency conditions in field theory (such as gauge invariance). Strongly homotopy Lie algebras or $L_\infty$-algebras were first discovered in the context of closed string field theory [1], and it is only more recently that it has become clear that any field theory can be encoded in an $L_\infty$-algebra, see [2] for the dictionary, which will be briefly reviewed below. The importance of $L_\infty$-algebras was already recognized in early work by mathematicians [3–6].

One major motivation for our investigation was a seminal paper by Sen [7] in which he analyzed, in the context of closed string field theory, the integrating out of a set of fields or states to arrive at a (generalised) effective action for the remaining fields. In the conventional Wilsonian approach, one integrates out all degrees of freedom whose energy scale is above a certain threshold in order to arrive at a Wilsonian effective theory valid for all processes below that scale. After discussing the Wilsonian effective action for string field theory, Sen went on to discuss integrating out much more general subsets of fields. For instance, on toroidal backgrounds one may in principle integrate out all states except the massless fields together with their massive Kaluza-Klein and winding modes, thereby arriving at a consistent theory carrying some massive string modes while truncating other string modes of comparable mass scales.1 Sen’s analysis shows in particular that the $L_\infty$-algebra that governs the full closed string field theory gives rise to a ‘smaller’ $L_\infty$-algebra for the generalised effective theory that governs the remaining states.

In this paper and its sequel we will analyze, for general field theories, the integrating out of a general subset of fields in the language of $L_\infty$-algebras. Specifically, we interpret the procedure of integrating out degrees of freedom in terms of ‘homotopy transfer’, which transports a given algebraic structure from one vector space to another. This second vector space is generally

---

1 This would be a true double field theory as envisioned in [8], with only the so-called weak constraint.
The $L_\infty$ formulation of field theories is closely related to the Batalin-Vilkovisky (BV) field-antifield formalism. An $L_\infty$-algebra encodes the data of a classical field theory in terms of multi-linear maps on a graded vector space that includes the space of fields, the space of gauge parameters and if needed higher spaces. In contrast, the BV formalism is defined in terms of a BRST operator $Q$ satisfying $Q^2 = 0$, which is an odd vector field defined on a graded (super) manifold with odd symplectic structure [20, 21]. This vector field has vanishing Lie bracket with itself, $[Q, Q] = 0$; such a vector field is called a homological vector field. Coordinates on this manifold are given by fields of the theory, ghosts (corresponding to gauge parameters), ghosts-for-ghosts etc., along with their ‘antifields’; the condition $Q^2 = 0$ then fully encodes the consistency of the gauge theory. The grading is according to the ghost number. Roughly speaking, the $L_\infty$-algebra arises from choosing local coordinates $\Phi$ on the BV manifold, and the Taylor coefficients obtained by expanding $Q$ in $\Phi$ can be thought of as the structure constants of the $L_\infty$-algebra. In particular, the condition $Q^2 = 0$ then translates into the higher Jacobi identities of the $L_\infty$-algebra, and the tangent space to the BV manifold can then be identified with the dual of the vector space on which the $L_\infty$ brackets are defined. In this way, the BV formalism gives rise to an $L_\infty$ algebra for any field theory.

While a finite dimensional vector space is isomorphic to its dual, it is important to note that for infinite dimensional vector spaces, such as those arising in field theory, the relationship between dual spaces is less straightforward. As well as the formulation of $L_\infty$-algebras arising from a homological vector field $Q$ acting on a vector space, there is another formulation based on a coderivation (the dual map to the derivation given by $Q$) acting on a suitable coalgebra, which presents technical advantages in the infinite-dimensional case. While the algebra formulation is more geometric (and perhaps more intuitive for most physicists), the coalgebra formulation is more algebraic (and perhaps less intuitive for most physicists). Both formulations have their advantages, and we will present our results using both the algebra and coalgebra pictures, providing explicit formulae that we hope will make the abstract formalism more generally accessible.

Before turning to the detailed outline of this paper and a summary of our results, let us briefly review the dictionary between field theories and $L_\infty$-algebras following [2]. An $L_\infty$-algebra is an algebraic structure defined on a graded vector space $X = \cdots \oplus X_1 \oplus X_0 \oplus X_{-1} \oplus \cdots$, where the dictionary relates $X_i$ to the space of gauge parameters, collectively denoted by $\Lambda$, $X_0$ to the space of fields, collectively denoted by $\Psi$, and $X_{-1}$ to the space of field equations (or antifields, in BV language):

$$\Lambda \Psi \text{ EoM}$$

In general there may be further spaces in both directions, corresponding to gauge symmetries for gauge symmetries and (higher) Bianchi identities. The algebraic structures defined on this vector space are given by an abstract differential $\delta$, acting along the arrows indicated in (1.1) and squaring to zero, $\delta^2 = 0$, and by graded symmetric brackets $[\cdots, \cdots]$ (of intrinsic degree $-1$) with a potentially unlimited number of inputs. The differential $\delta$ encodes the linearised gauge transformations and the linearised field equations, while the brackets encode non-linear interactions and the non-linear parts of the gauge transformations.

The action of the field theory for $\Psi$ can be completely formulated using this data plus an inner product $\langle \cdot , \cdot \rangle$ (referred to as $\kappa$ (\cdot , \cdot ) later):

$$S = \frac{1}{2} \langle \Psi, \partial \Psi \rangle + \frac{1}{3!} \langle \Psi, [\Psi, \Psi] \rangle + \frac{1}{4!} \langle \Psi, [\Psi, \Psi, \Psi] \rangle + \cdots .$$  

Similarly, the field equations obtained from this action (assuming that the inner product $\langle \cdot , \cdot \rangle$ obeys suitable cyclicity properties) read

$$0 = \partial \Psi + \frac{1}{2} \Psi [\Psi, \Psi] + \frac{1}{3!} [\Psi, [\Psi, \Psi]] + \frac{1}{4!} [\Psi, [\Psi, \Psi, \Psi]] + \cdots ,$$

while any gauge symmetries take the form

$$\delta_\Lambda \Psi = \partial \Lambda + [\Lambda, \Psi] + \frac{1}{2} [\Lambda, [\Psi, \Psi]] + \frac{1}{3!} [\Lambda, [\Psi, [\Psi, \Psi]]] + \cdots .$$

Note that thanks to the grading of the underlying vector space, the graded symmetry of the bracket may yield a symmetric bracket, as when evaluated on fields, $[\Psi, \Psi]$, or an antisymmetric bracket, as when evaluated on gauge parameters, $[\Lambda, \Lambda]$, where it encodes the gauge algebra.

The claim is that any perturbative field theory (for which one has a definite notion of terms in the action being quadratic, cubic, etc.) can be encoded in an $L_\infty$-algebra. Perhaps surprising at first sight, one can check this fact with examples, as explained in [2]. For instance, for a massless scalar field theory without gauge symmetries the space $X_i$ is trivial, and the differential is only non-trivial as a map $\partial : X_0 \to X_{-1}$, given by the d’Alembert operator, $\partial = \Box$. The higher order brackets in (1.3) then encode the Taylor expansion of any scalar potential, and thus (1.3) yields a familiar equation of motion. More interesting are genuine gauge

---

2 In physics literature this has been discussed very recently in string field theory [9]. In the mathematical literature this is an idea advocated by Andrey S. Losev since around 2004, and has been realised in explicit examples involving not just topological (BF or Chern-Simons) theories [10–17] but also in the (non-topological) 10-dimensional super Yang-Mills theory in the pure spinor formulation [18, 19].

3 Here we will restrict ourselves to bosonic field theories whose classical fields are all commuting, so that ghost number is the only grading. The generalisation to include fermionic fields, resulting in a double grading according to both ghost number and fermion number, is straightforward but will not be considered here.

4 It is important to note that $\delta$ is an abstract map and thus in general not a first-order differential operator.
Theories for which $X_1$ (and possibly higher spaces) need to be included so that $\delta^2 = 0$ encodes, in particular, linearised gauge invariance. The consistency conditions of any (classical) field theory (such as gauge covariance of the field equations and closure of the gauge algebra) are equivalent to the (higher) Jacobi identities of $L_\infty$-algebras. At low level the Jacobi identities read

$$0 = \delta^2,$$

$$0 = \delta [x_1, x_2] + \delta [x_2, x_3] + (-1)^{\delta_1} [x_1, \delta x_3],$$

$$0 = \left[ [x_1, x_2], x_3 \right] + \left( -1 \right)^{\delta_1 \delta_2} \left[ [x_1, x_1], x_2 \right]$$

$$+ \left( -1 \right)^{\delta_2 \delta_3} \left[ [x_2, x_2], x_1 \right]$$

$$+ \left( -1 \right)^{\delta_3} \left[ [x_1, x_2, x_3], 1 \right]$$

$$+ \delta [x_1, x_2, x_3] + \left( -1 \right)^{\delta_1} \left[ x_1, \delta x_2, x_3 \right]$$

$$+ \left( -1 \right)^{\delta_2} \left[ x_2, \delta x_1, x_3 \right]$$

$$+ \left( -1 \right)^{\delta_3} \left[ x_3, \delta x_1, x_2 \right].$$

The first two relations state that $\delta$ is a nilpotent operator that acts as a derivation on $[\cdot, \cdot]$. The third relation states that the Jacobiator need not vanish but is rather governed by the failure of $\delta$ to act as a derivation on $[\cdot, \cdot, \cdot]$. The signs here are somewhat unconventional since we take the ‘b-picture’ conventions, which are more convenient for our subsequent applications.\footnote{See e.g. [2] for a discussion of the $b$ and $c$ pictures and the relation between their sign conventions.} In the main text we will give a closed-form characterization of the infinite tower of Jacobi identities. The general result that any field theory can be formulated this way also follows from the BV formalism, and the fact that this yields an $L_\infty$-algebra, as we shall discuss in Section 4.

There is also an $A_\infty$ or “strongly homotopy associative” algebra [22] formulation for certain theories, such as open string field theory [23] and gauge theories like Chern-Simons or Yang-Mills theory [2]. It must be emphasized, however, that currently there is no such formulation for general theories (including gravity or closed string field theory). Even when there is both an $L_\infty$ and an $A_\infty$ formulation, such as for Chern-Simons theory, the $A_\infty$ formulation may require additional data, such as a matrix representation for the Lie algebra. The $L_\infty$ formulations are thus both more general and more natural, and for that reason we focus on $L_\infty$-algebras here, even though the $L_\infty$ case is technically more involved with regard to homotopy transfer [24–26].

We now give an outline of this paper and briefly summarize our results. Part of this paper brings together and reviews material that is scattered throughout the mathematics literature and/or known to experts, providing explicit formulae and examples. In addition, we have a number of new results, which we highlight in the following for the different sections. (Some of the relevant earlier literature is contained in [23, 27–29].)

Section 2: We present the coalgebra formulation of $L_\infty$-algebras, which has the advantage of giving the $L_\infty$ structure directly on its underlying vector space $X$. The maps of the $L_\infty$-algebra are encoded in a coderivation acting on the coalgebra of all graded symmetric monomials of vectors in $X$, and the $L_\infty$ relations are encoded in the coderivation squaring to zero. We introduce the notion of homology for the differential $\delta$ and define quasi-isomorphisms, which leave the homology invariant. One can transport $L_\infty$ structures by such quasi-isomorphisms, and we provide explicit formulas in terms of a homotopy map $h$. There are well established explicit homotopy transfer formulas for the closely related $A_\infty$ algebras, but the $L_\infty$ case is significantly more involved due to the graded symmetry of the multi-linear maps, and for that reason explicit treatments are much scarcer in the literature. We hope that our presentation condenses, and makes accessible for physicists, results that can be found in the mathematics literature, e.g. [23–32].

Section 3: Here we introduce $L_\infty$-algebras from the dual viewpoint of a nilpotent derivation $Q$ acting on the dual space $X^\ast$. While this formulation operates on the ‘wrong’ vector space it does have a number of advantages, notably that it is more closely related to the familiar BV formalism of quantum field theory. In addition, this formulation is more geometric, which in turn allows us to give an alternative proof of homotopy transfer via a morphism “going the other way” with respect to the one of Section 2. On a technical level, one of our new results is to provide novel and more efficient formulas for the homotopy transfer that, in particular, do not require so-called side conditions. We also set the stage for our field theory applications by explaining homotopy transfer for cyclic $L_\infty$-algebras that feature an invariant inner product. Here there is some overlap with the mathematical physics literature on the path integral in the BV formalism, whose results should agree with ours in a tree-level limit [10, 12, 18, 19, 33, 34], and with the literature on the elimination of auxiliary fields from the BV master action [35, 36] (see also [37, 38] for the elimination of trivial pairs in cohomology). Note also that our results do not require a cyclic structure and so are more general than those that would be obtained using the BV formalism.

The results of Section 2 and Section 3 together establish a strongly homotopy equivalence between the two $L_\infty$-algebras in the sense of Huebschmann [25], under different assumptions.

Section 4: In this section we discuss in more detail how the formulation of field theories in terms of $L_\infty$-algebras is related to the BV formalism. Notably, while $L_\infty$-algebras are defined on a vector space, the BV formalism is based upon a more general symplectic (super-)manifold, carrying an odd symplectic structure, and so their relation is not entirely straightforward. The $L_\infty$-algebra emerges from a suitable “linearisation” of the BV manifold. Some approaches to this have been discussed in the literature, e.g. [39, 40], but we provide an alternate viewpoint that we believe clarifies a number of issues concerning the relation between $L_\infty$-algebras and the BV formalism.

Section 5: In this section, we start by giving a general prescription of the homotopy map $h$ in terms of the projector projected to the subspace of fields that are integrated out. This establishes the relation to Sen’s formulation in the context of closed string field theory. Then, we give explicit examples of field theories to illustrate that integrating out degrees of freedom in field theory (at tree level) corresponds to homotopy transfer in the language of $L_\infty$-algebras. We start with the simplest example of a 0-dimensional field theory with two sets of fields, one of which is integrated out by eliminating it according to its own equation of motion, and proceed to genuine field theory examples, including a homotopy-transfer realisation of a sharp momentum cutoff in scalar field theory.
Section 6: We conclude with a discussion and summary of our results. A considerable part of this paper is review, but we believe that a number of our formulas and some of our treatment and detailed physical interpretation are new. Moreover, they lay the groundwork for a second paper that will extend our results to the quantum theory.

Note added: While finalizing the present paper the two preprints [41, 42] appeared which also investigate homotopy transfer and tree-level effective field theory, although with an emphasis on $A_{\infty}$-algebras and string field theory, while our results are applicable to arbitrary field theories. In the preprint [41] in particular there is also a proposal for homotopy transfer of $L_{\infty}$-algebras in an appendix.

2. Homotopy Transfer and Coderivations

We introduce $L_{\infty}$-algebras and the homotopy transfer theorem from the viewpoint of coderivations acting on a tensor algebra, which arguably is the most efficient formulation. In the first subsection we introduce the notion of coderivations obeying the co-Leibniz property with respect to a coassociative coproduct. Then, in the second subsection, we discuss homology and define quasi-isomorphisms. Finally, in the third subsection, we explain and prove the homotopy transfer theorem according to which an $L_{\infty}$-algebra is transported under quasi-isomorphisms to another $L_{\infty}$-algebra, and we provide explicit formulas for the resulting coderivation.

2.1. $L_{\infty}$-Algebras and Coderivations

2.1.1. Lie Algebras

Let us begin by explaining the notion of coderivations for the example of Lie algebras. A Lie algebra is a vector space $X$ equipped with an antisymmetric bracket $[\cdot,\cdot]$ satisfying the Jacobi identity. This data can be equivalently encoded in a nilpotent coderivation acting on the space of antisymmetric tensors over $X$. This space is given by the tensor algebra over $X$ consisting of all formal sums of tensor powers of vectors in $X$, modded out by even permutations to leave only the antisymmetric tensors:

\[
\text{Alt}(X) \equiv \bigoplus_{k=0}^{\infty} \Lambda^k X ,
\]  

where we set $\Lambda^0 X \equiv \mathbb{R}$. Concretely, this means that the elements are formal sums of vectors $v, v \wedge w, v \wedge w \wedge x, \ldots$, with the (anti)symmetry properties $v \wedge w = -w \wedge v$, etc. Now, the coderivation encoding a Lie algebra is a linear map $D : \text{Alt}(X) \rightarrow \text{Alt}(X)$ that acts as

\[
D : \Lambda^k X \rightarrow \Lambda^{k-1} X.
\]  

On a single vector $v$, i.e. an element of $\Lambda^1 X = X$, it acts trivially, $D(v) = 0$. Its action on an element $v \wedge w \in \Lambda^2 X$ is identified with the Lie bracket:

\[
[v, w] \equiv D(v \wedge w) .
\]  

Next, we have to define how $D$ acts on higher tensors. This is uniquely determined byeah linearity and the action of $D$ on homogeneous elements $v_1 \wedge \ldots \wedge v_n \in \Lambda^n X$, which is given by

\[
D(v_1 \wedge \ldots \wedge v_n) = \sum_{1 \leq i < j \leq n} (-1)^{i+j+1} D(v_i \wedge v_j) \wedge v_1 \wedge \ldots \wedge \hat{v}_i \wedge \ldots \wedge \hat{v}_j \wedge \ldots
\]  

where the hat indicates that these elements are to be omitted. More intuitively, this action can be described as follows. By (2.3) we know how $D$ acts on a tensor product with two factors. The action of $D$ on $n$ factors is obtained by picking out two factors and then moving them to the front, keeping their order unchanged and including the signs obtained by doing so. Then one acts with $D$ on the first two factors and, finally, sums over all possibilities of picking out these two factors. We illustrate this for an element in $\Lambda^3 X$:

\[
D(v_1 \wedge v_2 \wedge v_3) = D(v_1 \wedge v_2) \wedge v_3 + D(v_2 \wedge v_3) \wedge v_1 - D(v_1 \wedge v_3) \wedge v_2
\]  

Note that the relative order of the two elements out of the three has been kept, leading to three terms. Permutations with this property are called unshuffles. We can now understand that the Jacobi identity is equivalent to the coderivation squaring to zero:

\[
D^2 = 0 .
\]  

Indeed, with (2.5) we have

\[
D^2(v_1 \wedge v_2 \wedge v_3) = [[v_1, v_2], v_3] + [[v_2, v_3], v_1] + [[v_1, v_3], v_2] = 0 ,
\]  

whose vanishing is equivalent to the Jacobi identity. The condition $D^2 = 0$ is trivially satisfied on elements in $X$ and $\Lambda^2 X$.

2.1.2. Coderivations and Coproducts on Graded Tensor Algebras

In order to show that $D^2 = 0$ is satisfied on the entire tensor algebra and also to set the stage for the subsequent generalizations to $L_{\infty}$-algebras we will now discuss the properties of coderivations and coalgebras more generally. First, we allow the vector space $X$ to be integer graded,

\[
X = \bigoplus_{n \in \mathbb{Z}} X^n ,
\]  

so that each homogenous element $x$ has an integer degree denoted by $|x| \in \mathbb{Z}$ (sometimes also deg $x$ or simply $x$ if there is no ambiguity). We then take the graded symmetric tensor algebra

\[
S(X) \equiv \bigoplus_{n \geq 1} S^n X
\]  

to be given by tensor products that are graded symmetric according to this grading. (Often we just write $S$ if it is clear what the
underlying vector space is.) Concretely, for any homogeneous elements \(x_1, x_2 \in X\) we have

\[
x_1 \wedge x_2 = (-1)^{\xi_1} x_1 \wedge x_2 ,
\]

(2.10)

where here and in the following we employ the short-hand notation \((-1)^{\xi_1} \equiv (-1)^{\xi_1(1)}\). (Note that the example above is included here if all vector spaces except \(X \equiv X_i\) are trivial, implying that (2.10) is antisymmetric.) More generally, for any tensor power the exchange of two adjacent vectors gives a sign whenever both vectors have odd degree. With this one defines the Koszul sign \(\epsilon(\sigma; x)\) for any permutation \(\sigma\) of \(n\) elements and a choice of such elements \(x = (x_1, \ldots, x_n)\) by

\[
x_1 \wedge \cdots \wedge x_n = \epsilon(\sigma; x) x_{\sigma(1)} \wedge \cdots \wedge x_{\sigma(n)}.
\]

(2.11)

In words, the Koszul sign is the sign one picks up when permuting vectors according to (2.10). That is, as is usual in the discussion of infinite direct sums, we take the graded symmetric tensor algebra \((2.9)\) to consist of sums of finite numbers of terms. If we take a basis \(T_x\) of \(X\), then \(S\) can be viewed as the space of polynomials in \(T_x\). In some contexts, it is interesting to consider generalisations to infinite power series in the \(T_x\) or to continuous functions of the \(T_x\); these will be discussed further in the next section.

In order to state the properties of coderivations on \(S\) we first note that there is a natural coproduct, i.e. a map

\[
\Delta : S \to S \otimes S ,
\]

(2.12)

that given a vector in \(S\) as an input produces two vectors in \(S\) as an output. It is defined by

\[
\Delta(x_1 \wedge \cdots \wedge x_n) = \sum_{i=1}^{n-1} \sum_{\sigma \in S(i-1,n-i)} \epsilon(\sigma; x) (x_{\sigma(1)} \wedge \cdots \wedge x_{\sigma(n)}) \otimes (x_{\sigma(i+1)} \wedge \cdots \wedge x_{\sigma(n)}) ,
\]

(2.13)

where the second sum extends over all permutations \(\sigma\) for which

\[
\sigma(1) \leq \cdots \leq \sigma(i) , \quad \sigma(i+1) \leq \cdots \leq \sigma(n) ,
\]

(2.14)

which defines the set of ‘unshuffles’, which we denote by \((i, n-i)\).

Let us describe this operation in words. The coproduct of \(x_1 \wedge \cdots \wedge x_n \in S\) is the sum of all possible splittings into two tensor factors, the first with \(i\) factors, the second with \(n-i\) factors and summed over \(i = 1, \ldots, n-1\), where the order of vectors in the two sets are left unchanged. Thus, the sum only exteds over unshuffles \(\sigma \in (i, n-i)\). It is instructive to display this for low tensor powers:

\[
\Delta(x) = 0 ,
\]

\[
\Delta(x_1 \wedge x_2) = x_1 \otimes x_2 + (-1)^{\xi(x_1) \xi(x_2)} x_2 \otimes x_1 ,
\]

\[
\Delta(x_1 \wedge x_2 \wedge x_3) = x_1 \otimes (x_2 \wedge x_3) + (-1)^{\xi(x_1) \xi(x_2)} (x_1 \wedge x_3)
\]

\[
\quad + (-1)^{\xi(x_1) \xi(x_2)} x_1 \otimes (x_2 \wedge x_3) ,
\]

(2.15)

\[
\quad + (x_1 \wedge x_3) \otimes x_2 + (-1)^{\xi(x_1) \xi(x_3)} (x_1 \wedge x_3) \otimes x_2
\]

\[
\quad + (-1)^{\xi(x_2) \xi(x_3)} (x_2 \wedge x_3) \otimes x_1 .
\]

Note that the coproduct is well-defined in the sense that its action on, say, \(x_1 \wedge x_2\) is the same as on \((-1)^{\xi(x_1) \xi(x_2)} x_1 \wedge x_2\).

This coproduct has the important property of being coassociative, which means that the two ways of mapping \(S \to S \otimes S \to S \otimes S \otimes S\) give the same result, i.e. the following diagram commutes:

\[
\begin{array}{ccc}
S & \xrightarrow{\Delta} & S \otimes S \\
\downarrow & & \downarrow \\
S \otimes S & \xrightarrow{1 \otimes \Delta} & S \otimes S \otimes S
\end{array}
\]

(2.16)

This condition can be written as

\[
(\Delta \otimes 1) \circ \Delta = (1 \otimes \Delta) \circ \Delta .
\]

(2.17)

As is common we denote by \(\circ\) the composition of maps, but in the following we will often leave it out when the meaning is clear from the context. Note that the diagram (2.16) is the natural ‘dual’ (or mirror image) to the diagram expressing associativity of a product \(n : S \otimes S \to S\). With the above relations one may convince oneself that the coproduct (2.13) is coassociative. As it is a vector space with coassociative coproduct, \(S\) is a coalgebra (in this case, without a co-unit).

We now define a coderivation to be a map \(D : S \to S\) that satisfies the co-Leibniz property with respect to the coproduct (2.13). This means that the following diagram commutes:

\[
\begin{array}{ccc}
S & \xrightarrow{D} & S \\
\downarrow & & \downarrow \\
S \otimes S & \xrightarrow{1 \otimes D + D \otimes 1} & S \otimes S
\end{array}
\]

(2.18)

This condition can be written as

\[
\Delta D = (1 \otimes D + D \otimes 1) \Delta .
\]

(2.19)

where we have now left the composition \(\circ\) implicit. Again, the diagram (2.18) is naturally the ‘dual’ to the diagram expressing the Leibniz property of a derivation with respect to a product. In the following we will work with conventions in which \(D\) has an intrinsic degree of \(-1\), and is a left coderivation in the sense that the action of, say, \(1 \otimes D\) is such that \((1 \otimes D)(x_1 \otimes x_2) \equiv \ldots \otimes x_2 \otimes x_1\).
\((−1)^{ε} x_1 \otimes D(x_i),\) i.e. one picks up a sign when moving \(D\) past \(x_i\) if \(x_i\) is odd. More generally, one has

\[
(1 \otimes f)(g \otimes 1) = (−1)^{|f||g|}g \otimes f ,
\]

(2.20)

for maps \(f, g\) of intrinsic degrees \(|f|, |g|\).

With these conventions and the formulae (2.13), (2.15) one may then verify that the map (2.4) defining a Lie algebra does satisfy the co-Leibniz property and is hence a coderivation. Also note that the sum of two coderivations also satisfies the co-Leibniz property and therefore is also a coderivation. Furthermore, for any coderivation \(D\) of odd degree, the square \(D^2\) is also a coderivation (of even degree):

\[
\Delta D^2 = \Delta DD = (1 \otimes D + D \otimes 1)\Delta D
\]

\[
= (1 \otimes D + D \otimes 1)(1 \otimes D + D \otimes 1)\Delta
\]

\[
= (1 \otimes D^2 - D \otimes D + D \otimes D + D^2 \otimes 1)\Delta
\]

\[
= (1 \otimes D^2 + D^2 \otimes 1)\Delta ,
\]

(2.21)

where we used the co-Leibniz rule twice together with \((1 \otimes D)(D \otimes 1) = −D \otimes D\), which follows since \(D\) had odd degree. This proves that \(D^2\) obeys the co-Leibniz rule and is hence a coderivation. [Note that, on the contrary, the composition of arbitrary coderivations in general is not a coderivation.] Since a coderivation such as \(D^2\) acts by decomposing a monomial into sub-monomials and then acting on them, and since for Lie algebras \(D^2 = 0\) holds on monomials up to and including cubic ones it follows that \(D^2 = 0\) holds on arbitrary monomials.

2.1.3. \(L_\infty\)-Algebras Formulated in Terms of Coderivations

After this introduction into coproducts and coderivations, we can now efficiently define \(L_\infty\)-algebras in terms of coderivations that square to zero and that generalise (2.3) by having arbitrary higher brackets. Specifically, we consider coderivations of the form

\[
D ≜ \sum_{i=1}^{\infty} b_i ,
\]

(2.22)

arising from graded symmetric multilinear maps \(b_i : X^{⊗i} \rightarrow X\), which we assume to have intrinsic degree \(−1\) (so that \(D\) has intrinsic degree \(−1\)). In particular, \(b_1\) corresponds to the original Lie bracket, but we also allow for a map \(\varrho ≜ b_1 : X \rightarrow X\) that equips the vector space with a differential. The notation in the introduction is related to the \(b_i\) via \(b_i(\cdot, \ldots, \cdot) ≡ [\cdot, \ldots, \cdot]\). The \(b_i\) act on the full tensor algebra as coderivations. Specifically, for the graded symmetric algebra the \(b_i\) are extendable to maps

\[
b_i : S X \rightarrow S^{i+1} X .
\]

(2.23)

For \(j < i\) these maps act trivially, and for \(j ≥ i\) we define, in analogy to (2.4),

\[
b_i(x_1 \wedge \ldots \wedge x_j) = \sum_{σ ∈ (j−i)} e(σ; x) b_j(x_{σ(1)}, \ldots, x_{σ(i)}) \wedge x_{σ(i+1)} \wedge \ldots \wedge x_{σ(j)} ,
\]

(2.24)

where the sum extends over all un-shuffles in \((i, j − i)\). We can now define an \(L_\infty\)-algebra:

Definition:

An \(L_\infty\)-algebra is a \(Z\)-graded vector space equipped with multilinear graded symmetric maps \(b_i : X^{⊗i} \rightarrow X\) of intrinsic degree \(−1\) so that the coderivation \(D = \sum_{i=1}^{\infty} b_i\) is nilpotent: \(D^2 = 0\).

Let us work out explicitly the lowest-order relations for \(L_\infty\)-algebras. The condition \(D^2 = 0\) can be written as

\[
D^2 = \sum_{i=1}^{\infty} \sum_{j=i+1}^{\infty} b_i b_j = 0 ,
\]

(2.25)

and implies infinitely many relations, one for each integer \(n\). For \(n = 1, 2, 3\) they become

\[
b_i^2 = 0 ,
\]

(2.26)

\[
b_i^2 + b_i b_i = 0 .
\]

The first two relations state that \(b_i\) squares to zero and is a derivation of the 2-bracket \(b_2\). Let us write out the second relation by acting on \(x_1 \wedge x_2\):

\[
0 = (b_i b_i + b_i b_i)(x_1 \wedge x_2)
\]

\[
= b_i(b_i(x_1, x_2)) + b_i(b_i(x_1) \wedge x_2 + (−1)^{k} x_1 \wedge b_i(x_2))
\]

\[
= b_i(b_i(x_1, x_2)) + b_i(b_i(x_1, x_2) + (−1)^{k} b_i(x_1, b_i(x_2)) .
\]

(2.27)

We will sometimes write \(b_i\) as \(\varrho\) and \(b_i\) as \([, [\cdot, \cdot]\). Then the first two relations in (2.26) become \(\varrho^2 = 0\) and

\[
\varrho[x_1, x_2] = −[dx_1, x_2] = (−1)^{k} [x_1, dx_2] .
\]

(2.28)

so that \(\varrho = b_i\) indeed acts as a derivation on \([, [\cdot, \cdot]\). Similarly, upon evaluating the third relation of (2.26) on \(x_1 \wedge x_2 \wedge x_3\) one obtains

\[
0 = b_i(b_i(x_1, x_2, x_3)) + (−1)^{k_1} b_i(b_i(x_1, x_2), x_3)
\]

\[
+ (−1)^{k_2} b_i(b_i(x_1, x_2), x_3)
\]

\[
+ b_i(b_i(x_1, x_2, x_3)) + (−1)^{k_3} b_i(x_1, b_i(x_2))
\]

\[
+ b_i(b_i(x_1, x_2, x_3)) + (−1)^{k_4} b_i(x_1, b_i(x_2)) .
\]

(2.29)

In the first line we recognize the (graded) Jacobiator, and so this relation tells us that the Jacobi identity need not be satisfied. Its failure is then governed by the three-bracket \(b_i\). Analogously, one may write out (2.25) for any \(n\) and thereby obtain the \(L_\infty\) relations in terms of brackets.

Next, we introduce the notion of cyclic \(L_\infty\) algebra. This is an \(L_\infty\) algebra equipped with an inner product \(κ : X × X \rightarrow \mathbb{R}\) such that

\[
κ(x_1, b_\kappa(x_2, x_3, \ldots, x_{n+1})) = (−1)^{i+j}κ(x_2, b_\kappa(x_1, x_3, \ldots, x_{n+1})) .
\]

(2.30)
so that \( \kappa(x_1, b_1(x_2, x_3, \ldots, x_{n+1})) \) defines a graded symmetric map from \( S^{n+1}X \) to \( \mathbb{R} \). Then this gives the inner product used in the introduction, with \( \langle \Psi, \Phi \rangle = \kappa(\Psi, \Phi) \).

We now define the notion of \( L_\infty \) morphisms. It can be characterized by a collection of graded symmetric maps \( F = (f_1, f_2, f_3, \ldots) \) of intrinsic degree zero from \( S(X) \) to \( S(X') \) for some vector space \( X' \) (which may be the same as \( X \)), so that \( f_n : S^n(X) \to X' \). One first demands this to be a morphism of coalgebras, which means that the coproduct is preserved in that the coproduct \( \Delta' \) on \( S(X') \) satisfies

\[
\Delta' F = (F \otimes F)\Delta.
\]

(2.31)

This relation can be taken to determine how the individual maps are extended to a map \( S(X) \to S(X') \), i.e. how \( f_1, f_2, f_3, \ldots \) should act on monomials of arbitrary power. For instance, the action on \( S^i(X) = X, S^2(X) \) and \( S^3(X) \) is given by

\[
F(x_1 \wedge x_2) = f_2(x_1, x_2) + f_2(x_1, x_2) + f_1(x_1) \wedge f_1(x_2) + (-1)^{[x_1,x_2]} f_1(x_2) \wedge f_1(x_1)
\]

and

\[
F(x_1 \wedge x_2 \wedge x_3) = f_3(x_1, x_2, x_3) + f_3(x_1, x_2, x_3) + f_2(x_1, x_2) \wedge f_1(x_3) + (-1)^{[x_1,x_2,x_3]} f_2(x_2, x_3) \wedge f_1(x_1)
\]

(2.32)

It is straightforward to verify with (2.15) that (2.31) is satisfied. A coalgebra morphism is then a morphism of \( L_\infty \) algebras if both \( X \) and \( X' \) carry an \( L_\infty \) structure, encoded in coderivations \( D \) acting on \( S(X) \) and \( D' \) on \( S(X') \) that commute with \( F \).

\[
D' F = FD.
\]

(2.33)

### 2.2. Homology and Homotopy Equivalence

Any \( L_\infty \)-algebra is, in particular, a chain complex: an integer-graded vector space (2.8) equipped with a differential \( \partial : X_i \to X_{i-1} \) squaring to zero, \( \partial^2 = 0 \). There is an associated notion of homology, encoded in the space of \( \partial \)-closed vectors modulo \( \partial \)-exact vectors. We will show that for a projection from \( X \) to the vector subspace \( \tilde{X} \) that preserves the homology (quasi-isomorphism) the \( L_\infty \) structure on \( X \) is transported to an \( L_\infty \) structure on \( \tilde{X} \).

We begin by considering two chain complexes,

\[
\cdots \to X_{i+1} \xrightarrow{\partial} X_i \xrightarrow{\partial} X_{i-1} \to \cdots
\]

\[
\cdots \to \tilde{X}_{i+1} \xrightarrow{\tilde{\partial}} \tilde{X}_i \xrightarrow{\tilde{\partial}} \tilde{X}_{i-1} \to \cdots
\]

and assume that \( \tilde{X} \) is obtained from \( X \) by means of a projection operator \( p \):

\[
\tilde{X} = p(X).
\]

(2.35)

Since we view \( \tilde{X} \) as the subspace of \( X \) obtained by projection, we can define the inclusion map \( i : \tilde{X} \to X \) that regards a vector of \( X \) as a vector in \( X \). By definition, it satisfies

\[
p \circ i = \text{id}_{\tilde{X}},
\]

(2.36)

where \( \text{id} \) is the identity map. Furthermore, we assume that \( p \) is a chain map, meaning that it commutes with the differentials:

\[
p \circ \partial = \tilde{\partial} \circ p.
\]

(2.37)

(This equation reads more precisely \( p_i \circ \partial = \tilde{\partial} \circ p_i \), with the subscript indicating the space on which the operator acts; similar comments apply to many of the following equations.) We will often use the notation that for \( x \in \tilde{X} \):

\[
x := i(x) \in X \Rightarrow p(x) = (p \circ i)(x) = \tilde{x},
\]

(2.38)

i.e. we distinguish vectors in \( \tilde{X} \) (and operators on \( X \)) from those in \( X \) by a bar. The differential projects naturally according to

\[
\tilde{\partial} \tilde{x} = (\tilde{\partial} \circ p)(i(x)) = (p \circ \partial)(x) = p(\partial x).
\]

(2.39)

Let us now turn to the notion of homology. The \( i \)-th homology for the chain complex \( X \) is the vector space

\[
H_i \equiv \frac{\ker(\partial_i)}{\text{im}(\partial_{i+1})} \equiv \{ x \mid x \in X_i, \partial x = 0 \}
\]

(2.40)

where we denote by \([x]\) the equivalence class containing \( x \in \ker(\partial_{i+1}) \) with the equivalence relation \( x \sim x + \partial y \) that identifies two vectors that differ by a \( \partial \)-exact vector. The analogous definition holds for the \( i \)-th homology space \( \tilde{H}_i \) of \( \tilde{X} \). We will now show that the projection \( p : X_i \to \tilde{X}_i \) induces a well-defined map of homologies:

\[
H_i \ni [x] \mapsto [p(x)] \in \tilde{H}_i.
\]

(2.41)

In order to show that this map is well-defined, we have to verify that \([p(x)] \in \tilde{H}_i\) and that the map does not depend on the chosen representative \( x \). The first follows since \( \partial(p(x)) = p(\partial x) = 0 \) by (2.37) and \( x \in \ker(\partial) \). To see that the map does not depend on the representative \( x \), we note that \( x + \partial y \) is mapped to \([p(x + \partial y)] = [p(x)] + \partial[p(y)]\) again using (2.37), and thus is mapped to the same equivalence class. Thus, the projection \( p \) induces a well-defined map of homologies, but in general this map is not invertible and so in general \( H_i \) and \( \tilde{H}_i \) are not isomorphic. In the special case that \( H_i \) and \( \tilde{H}_i \) are isomorphic, the chain map \( p \) is said to be a quasi-isomorphism.

In the following we will study conditions under which the projection is a quasi-isomorphism. To this end we need a definition: Two chain maps \( f, g : X \to X \) (of intrinsic degree zero) are chain homotopic, in symbols \( f \sim g \), if there is a map \( h : X \to X \) consisting of a collection of maps \( h_i : X_i \to X_{i+1} \) such that

\[
f_i - g_i = \partial_{i+1} \circ h_i + h_{i-1} \circ \partial_i.
\]

(2.42)

Chain homotopic maps are useful because if \( f \sim g \) then the map that \( f \) induces on homologies is the same as the map that \( g \)
induces on homologies:

\[ H_i \ni [x] \mapsto [f(x)] = [g_i(x) + \partial_{i+1}(h_i x) + h_{i-1}(\partial x)] = [g_i(x)], \]

(2.43)

using \( \partial x = 0 \) and the equivalence relation \( x \sim x + \partial u \).

We now assume that the composition of inclusion and projection is homotopic to the identity on \( X, \i o p \sim id_X \), so that there is a map \( h : X \to X \) such that

\[ p \circ i = id_X, \quad \i o p = id_X + \partial h + h \circ \partial. \]

(2.44)

The projection \( p \) then induces as isomorphism on homologies, as we now discuss. First, let \( \tilde{x} \in \tilde{X} \) and set, as in (2.38), \( x = i(\tilde{x}) \), so that \( p(x) = \tilde{x} \). We then obtain with (2.44)

\[ \partial x = \partial i(\tilde{x}) = \partial i(\i o p)(x) = \partial(x + \partial(hx) + h(\partial x)) = \partial x + \partial(h(\partial x)). \]

(2.45)

using \( \partial^2 = 0 \). From this we infer \( \partial(h(\partial x)) = 0 \) or, more precisely,

\[ \partial(h(\partial(\tilde{x}))) = 0. \]

(2.46)

Next, using this relation and acting with \( i \) on (2.39) we obtain

\[ i(\tilde{x} + \partial(\tilde{x})) = i(\i o p)\partial x = \partial x + \partial(h(\partial x)) = \partial x. \]

(2.47)

This means that

\[ \partial i = \i o \partial, \]

(2.48)

as a map on \( \tilde{X} \), which is analogous to (2.37). Recalling (2.39), we have learned that

\[ \tilde{\partial} x = p(\partial x), \quad \partial x = i(\tilde{\partial} x), \]

(2.49)

Thus, exact vectors and closed vectors in \( X \) and \( \tilde{X} \) are mapped into each other under \( p \) and \( i \), confirming that the homologies are isomorphic. In particular, there is an inverse map \( \tilde{H}_i \to H_i \) defined as follows. Let \( [\tilde{x}] \in \tilde{H}_i \) be a class represented by \( \tilde{x} \), with \( \tilde{\partial} \tilde{x} = 0 \), then \( x = i(\tilde{x}) \) satisfies \( \partial x = 0 \) and we can take \([x] \in H_i \) as the image of \([\tilde{x}] \in \tilde{H}_i \). Thus the map is \([\tilde{x}] \mapsto [x] \).

We close this subsection by establishing some useful relations.

Acting with \( p \) on the second equality of (2.44) and using \( p \circ i = id_{\tilde{X}} \) one obtains

\[ p = (p \circ i) \circ p \circ (i \circ p) = p \circ (id_{\tilde{X}} + \partial h + h \circ \partial), \]

(2.50)

from which we infer

\[ p \circ (\partial h + h \circ \partial) = 0, \]

(2.51)

i.e. for all \( x \in X \) \( p(\partial (\partial h + h \circ \partial)(x)) = 0 \). Similarly, acting with \( i \) on \( p \circ i = id_{\tilde{X}} \) one obtains

\[ i = i \circ (p \circ i) = (i \circ p) \circ i = (id + \partial h + h \circ \partial) \circ i = i + (\partial h + h \circ \partial) \circ i, \]

(2.52)

from which we infer

\[ (\partial h + h \circ \partial) \circ i = 0 \]

for all \( i \in X \).

2.3. Homotopy Transfer

We are now ready to state and prove the homotopy transfer theorem for \( L_\infty \)-algebras in the following form: If the projection \( p : X \to \tilde{X} \) is a quasi-isomorphism, then an \( L_\infty \)-algebra on \( X \) can be transported to an \( L_\infty \)-algebra on \( \tilde{X} \). More specifically, we will show that a coderivation \( D \) on \( S(X) \) that squares to zero and hence defines an \( L_\infty \)-algebra gives rise a to a coderivation \( D \) on \( S(\tilde{X}) \) that squares to zero and hence defines an \( L_\infty \)-algebra on \( \tilde{X} \), thereby providing explicit formulas for the homotopy transfer.

To this end, we will have to extend the definition of the projection \( p \), inclusion \( i \) and homotopy map \( h \) to the tensor algebra \( S \).

The inclusion and projection \( i \) and \( p \) have natural extensions to \( S(\tilde{X}) \) and \( S(X) \), respectively, acting as morphisms:

\[ i(x_1 \wedge x_2 \wedge \cdots) = i(x_1) \wedge i(x_2) \wedge \cdots, \]

\[ p(x_1 \wedge x_2 \wedge \cdots) = p(x_1) \wedge p(x_2) \wedge \cdots. \]

(2.54)

It is more subtle to extend the action of \( h \), which can be done, following [26, 30], by the so-called \((\i o p, 1)\)-Leibniz rule. It is defined recursively by

\[ h(x_1 \wedge \cdots \wedge x_n) = \frac{1}{n!} \sum_{\sigma \in S_n} \epsilon(\sigma; x) \left( h(x_{\sigma(1)} \wedge \cdots \wedge x_{\sigma(n-1)}) \wedge x_{\sigma(n)} \right) + (-1)^{\sigma(1)+\cdots+\sigma(n-1)}ip(x_{\sigma(1)} \wedge \cdots \wedge x_{\sigma(n-1)}) \wedge hx_{\sigma(n)}. \]

(2.55)

Note that, according to (2.54), the action of \( ip \) in here is given by \( ip(x_{\sigma(1)} \wedge \cdots \wedge x_{\sigma(n-1)}) = (ip)(x_{\sigma(1)} \wedge \cdots \wedge (ip)(x_{\sigma(n-1)}) \). As usual, it is instructive to describe the action (2.55) in words: \( h \) acts like a derivation, with the important addition that the factors ‘over which \( h \) has jumped’ are acted upon by \( ip \). Moreover, at the end one symmetrizes in the arguments by summing over all permutations \( \sigma \in S_n \) with the appropriate Koszul signs. This step is necessary so that the action of \( h \) on graded symmetric arguments is well-defined. For instance, the \( h \) action on quadratic monomials reads

\[ h(x_1 \wedge x_2) = \frac{1}{2} (hx_1 \wedge x_2 + (-1)^{x_1} ip(x_1) \wedge hx_2 + (-1)^{x_2} hx_1 \wedge x_2) \]

(2.56)

The claim is that the action of \( h \) so defined has the property of lifting the homotopy relation (2.44) to the entire symmetric algebra \( S(X) \):

\[ ip = 1 + \partial h + h \partial : S(X) \to S(X). \]

(2.57)

A useful corollary is that then \( \partial \) and \( ip \) commute as operators on the entire \( S(X) \):

\[ [\partial, ip] = \partial(\partial h + h \partial) - (\partial h + h \partial) \partial = 0. \]

(2.58)
The proof of (2.57) proceeds by induction on the power \( n \) of the monomials on which both sides act. The details are presented in an appendix.

We are now ready to prove the homotopy transfer theorem. We assume that \( X \) carries a general \( L_\infty \)-algebra, encoded in the coderivation

\[
D = \partial + B , \quad B \equiv b_2 + b_1 + b_4 + \cdots ,
\]

(2.59)
satisfying \( D^2 = 0 \). Therefore,

\[
\partial B + B\partial + B^2 = 0 .
\]

(2.60)
The claim is that the homotopy-transported \( L_\infty \) structure on \( \tilde{X} \) is encoded in the coderivation

\[
\tilde{D} = \tilde{\partial} + \tilde{B} ,
\]

(2.61)
where \( \tilde{B} \) is given by

\[
\tilde{B} = p(B + BhB + BhBhB + \cdots)\iota
\]

\[
= p\left( \sum_{k=0}^{\infty} B(hB)^k \right)\iota = p\left( \sum_{k=0}^{\infty} (Bh)^k B \right)\iota .
\]

(2.62)
We have to verify that \( \tilde{D} \) is a coderivation and that it squares to zero, i.e., satisfies the analogue of (2.60),

\[
\tilde{\partial} \tilde{B} + \tilde{B} \partial + \tilde{B}^2 = 0 .
\]

(2.63)
This is verified by a direct computation, using the homotopy relation (2.57) and recalling

\[
p\partial = \tilde{\partial} , \quad \partial \iota = \iota \tilde{\partial} .
\]

(2.64)
We then compute (remembering that we are manipulating maps, which each operate on everything to the right of them)

\[
\partial B = p\left( \sum_{k=0}^{\infty} \partial B(hB)^k \right)\iota , \quad B\partial = p\left( \sum_{k=0}^{\infty} (Bh)^k B\partial \right)\iota ,
\]

(2.65)
and

\[
\tilde{B}^2 = p\left( \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} (Bh)^k B \iota (Bh)^l B \right)\iota
\]

\[
= p\left( \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} (Bh)^k B(1 + \partial h + h\partial)(Bh)^l B \right)\iota
\]

\[
\equiv p(U + V + W)\iota .
\]

(2.66)
where we defined

\[
U \equiv \sum_{k=0}^{\infty} (Bh)^k B, \quad V \equiv \sum_{k=0}^{\infty} (Bh)^k B\partial (Bh)^l B ,
\]

(2.67)
\[
W \equiv \sum_{k=0}^{\infty} (Bh)^k Bh\partial (Bh)^l B .
\]

We will now manipulate these three structures so that (2.60) can be used to show that the sum of (2.65) and (2.66) vanishes. For \( U \) we find

\[
U = \sum_{k=1}^{\infty} (Bh)^k B^2 (hB)^l = \sum_{k=1}^{\infty} \sum_{l=0}^{\infty} (Bh)^k B^2 (hB)^l + \sum_{l=0}^{\infty} B^2 (hB)^l
\]

\[
= \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} (Bh)^k B^2 (hB)^l + \sum_{l=1}^{\infty} (Bh)^l B^2 (hB)^k + B^2 .
\]

(2.68)
For \( V \) we find, upon employing an index shift,

\[
V = \sum_{k=0}^{\infty} (Bh)^k B\partial (hB)^l = \sum_{k=0}^{\infty} \sum_{l=1}^{\infty} (Bh)^k B\partial (hB)^l
\]

\[
= \sum_{k=1}^{\infty} \sum_{l=0}^{\infty} (Bh)^k B\partial (hB)^l + \sum_{l=0}^{\infty} B\partial (hB)^l .
\]

(2.69)
Finally, for \( W \) we find

\[
W = \sum_{k=1}^{\infty} (Bh)^k \partial B(hB)^l = \sum_{k=0}^{\infty} \sum_{l=1}^{\infty} (Bh)^k \partial B(hB)^l
\]

\[
= \sum_{l=1}^{\infty} \sum_{k=0}^{\infty} (Bh)^k \partial B(hB)^l + \sum_{k=0}^{\infty} (Bh)^k \partial B .
\]

(2.70)
Therefore,

\[
U + V + W = \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} (Bh)^k B^2 (hB)^l + \sum_{l=1}^{\infty} (Bh)^l B^2 (hB)^k + \sum_{l=1}^{\infty} (Bh)^l B^2 (hB)^k + B^2
\]

\[
+ \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} (Bh)^k \partial B (hB)^l + \sum_{l=1}^{\infty} (Bh)^l \partial B (hB)^k + B^2
\]

\[
\equiv \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} ((Bh)^k \partial B + B^2) (hB)^l + (Bh)^l \partial B (hB)^k + B^2 .
\]

(2.71)
where we used (2.60). Finally, adding up (2.65) and (2.66), and using (2.60) once more, one obtains

\[ \partial B + B \partial + B^2 = p \left( \sum_{k=1}^{\infty} \left( \partial B^k \partial B + B \partial B^k + B^2 \right) + (\partial B + B \partial + B^2)(hB)^k + \partial B + B \partial + B^2 \right), \]

\[ = 0. \]

This completes the proof that \( \tilde{D} \) squares to zero.

In order to complete the proof that \( \tilde{D} \) defines an \( L_\infty \)-algebra on \( \tilde{X} \), we have to show that \( \tilde{D} \) acts as a coderivation. This is actually not true in general, but only provided \( h \) satisfies certain constraints that are usually referred to as side conditions. More abstractly, we want to establish that there is an \( \tilde{L}_\infty \)-morphisms from \( X \) to \( \tilde{X} \), i.e. a map \( F = (f_1, f_2, \ldots) : S(X) \to S(\tilde{X}) \) that is a coalgebra morphism and respects the coderivation \( D \) in that

\[ FD = \tilde{D}F \]

(2.73)

holds, where both sides of the equation are regarded as maps \( S(X) \to S(\tilde{X}) \). Here the map \( F \) is explicitly given by\(^6\)

\[ F = p(1 - Bh) \]

\[ = p(1 - Bh)^k \]

for \( k \geq 0 \). The compatibility condition (2.73) can be verified using (2.57) and (2.60), with a calculation very similar to the derivation above.

While \( F \) is not invertible, it does have a ‘right-inverse’ \( \tilde{F} = S(\tilde{X}) \to S(X) \), defined by

\[ \tilde{F} = (1 - Bh)F, \]

(2.75)

satisfying

\[ F \tilde{F} = \text{id}_S, \]

(2.76)

as follows immediately with \( p_1 = \text{id}_S \). With (2.73) one may then express \( \tilde{D} \) in terms of \( D \):

\[ \tilde{D} = FDF \]

(2.77)

Note that since \( F \) has only a right-inverse it is not possible to reconstruct \( D \) from \( \tilde{D} \). In this sense the \( L_\infty \)-algebra on \( X \) is larger than the \( L_\infty \)-algebra on \( \tilde{X} \).

Next, we would like to verify that \( F \) and \( \tilde{F} \) are coalgebra morphisms, so that they actually define \( L_\infty \)-morphisms. While everything established so far is valid for any homotopy \( h \) satisfying the basic homotopy relation (2.57), it turns out that the morphism properties only hold provided \( h \) obeys the so-called side conditions

\[ ph = h^2 = 0. \]

(2.78)

This can be assumed without loss of generality since for any \( p, t \) and \( h \) satisfying the homotopy relation (2.57) one can first find a new homotopy, defined by

\[ h' = (1 - tp)h(1 - tp) \]

(2.79)

that satisfies the same homotopy relation and \( ph' = h't = 0 \), as follows by a quick computation using \( pr = \text{id}_S \) and (2.58). One may then define another homotopy

\[ h'' = h' \partial h' \]

(2.80)

that satisfies also the third condition in (2.78)\(^7\). We will thus assume that \( h \) obeys (2.78) (and drop the primes). Under these conditions we have the following relations [26]

\[ (h \otimes 1 - 1 \otimes h) \Delta h = (h \otimes h) \Delta h, \]

(2.81)

\[ (p \otimes 1) \Delta h = (p \otimes h) \Delta h, \]

(2.82)

\[ (1 \otimes p) \Delta h = (h \otimes p) \Delta h, \]

(2.83)

which follow by an explicit computation using the \((p, 1)\)-Leibniz rule whose details can be found in the appendix.\(^8\)

We will now show that \( F \) and \( \tilde{F} \) are coalgebra morphisms. For \( \tilde{F} \) this is trivially the case since under the side conditions it reduces to the inclusion \( t \). The proof for \( F \) proceeds as follows. We first note that \( F \) obeys the recursive relation

\[ F = p + FBh. \]

(2.85)

We then compute

\[ F \otimes F \Delta B h = (F \otimes F)(B \otimes 1 + 1 \otimes B) \Delta h = (FB \otimes (p + FBh) + (p + FBh) \otimes FB) \]

\[ = (p \otimes B) + (p \otimes FB) + (FBh \otimes B) \]

\[ + (FB \otimes FBh) \Delta h. \]

(2.86)

\[ \frac{\partial h}{\partial t} = (p - \text{id}) \partial h = -h \partial t \]

(2.81)

\[ = h' \partial t = (p - 1) \]

(2.82)

\[ = (p - 1)^2 = \partial (p - 1) \]

(2.83)

since the cross-terms in the third expression vanish using (2.81).\(^8\)

Furthermore, defining as before \( x_\lambda = \lambda (x_\lambda) \), etc., a crucial simplification is that

\[ h(B(x_1 \wedge x_2) \wedge x_3) = h(b_2(x_1, x_2)) \wedge x_3, \]

(2.84)

as follows with (2.56), using that \( h_\lambda = h(x_\lambda) = 0 \) by the side condition and \( p(x_\lambda) = p(x_\lambda) = \lambda (x_\lambda) = x_\lambda \).
where we used the fact that $B$ is a coderivation and the recursive definition of $F$. The first term in here gives

$$
(FB \otimes p)\Delta h = (FB \otimes 1)(1 \otimes p)\Delta h
= \mu_{Fh}(\mu Fp) = \mu_{Fh} \cdot \mu_{Fp} = \mu_{Fh} \Delta h
= (F \otimes p)\Delta - (p \otimes p)\Delta.
$$

(2.87)

using (2.83) and the recursive property of $F$ again. Similarly, the second term in (2.68) is

$$
(p \otimes FB)\Delta h = (p \otimes F)\Delta - (p \otimes p)\Delta.
$$

(2.88)

Finally, the last two terms in (2.68) can be written as

$$
(FB \otimes FB)(\Delta h) = -(FB \otimes FB)(\Delta h) + (FB \otimes FB)\Delta
= (F - p) \otimes (F - p)\Delta
= (F \otimes F)\Delta - (p \otimes p)\Delta - (F \otimes p)\Delta + (p \otimes p)\Delta,
$$

where signs come from $(-1)^{|F||h|} = -1$ when $h$ ‘jumps’ over $FB$, and we used the property of $h$ in (2.83). Putting things together, we have

$$
(F \otimes F)\Delta h = (F \otimes F)\Delta - (p \otimes p)\Delta
$$

(2.90)

which implies

$$
(F \otimes F)\Delta (1 - Bh) = (p \otimes p)\Delta = \Delta p = \Delta F(1 - Bh),
$$

(2.91)

where we used the fact that $p$ is a morphism of coalgebras and the recursive definition of $F$. Since $(1 - Bh)$ is invertible, this gives the desired result

$$
(F \otimes F)\Delta = \Delta F,
$$

(2.92)

completing the proof that $F$ is a coalgebra morphism.

Using the morphism property and (2.73) we can finally prove that $\tilde{D}$ obeys the co-Leibniz rule and is hence a coderivation, thereby completing the proof that $D$ defines an $\mathcal{L}_{\infty}$-algebra on $X$. To this end we compute

$$
(1 \otimes D + D \otimes 1)\Delta = (1 \otimes D + D \otimes 1)(F \otimes F)(r \otimes r)\Delta
= (F \otimes F D + DF \otimes F)\Delta
= (F \otimes F D + DF \otimes F)\Delta
= (F \otimes F)(1 \otimes D + D \otimes 1)\Delta
= (F \otimes F)\Delta F
= \Delta FDt
= \Delta TD
= \tilde{D}.
$$

(2.93)

Here we inserted in the first line the identity $1 \otimes 1 = F \otimes F$, using (2.76); we used (2.73) in the third and seventh line; we used in the second line that $r$ is a coalgebra morphism and in the fifth line that $F$ is a coalgebra morphism; and we used in the fifth line that $D$ obeys the co-Leibniz rule. This completes the proof that $\tilde{D}$ obeys the co-Leibniz rule.

As a result, we have the formulæ for the new coderivation $\tilde{D}$ defining the new $\mathcal{L}_{\infty}$-algebra structure and for the morphism $F : S(X) \to S(\tilde{X})$ of $\mathcal{L}_{\infty}$-algebras:

$$
\tilde{D} = FDt, \quad F = p + FBh.
$$

(2.94)

These are valid whenever the homotopy $h : X \to X$ obeys the side conditions (3.95) and its lift to $S(X)$ (also denoted $h$) is defined by (2.55).

We close this section by displaying explicitly the homotopy-transported brackets to low orders. To simplify the formulæ let us assume that $X$ carries a differential graded Lie algebra structure: an $\mathcal{L}_{\infty}$-algebra for which the three-bracket and all higher brackets vanish. Thus, the coderivation on $S(X)$ is given by $D = \partial + b_1$, where $b_2 = [-1]$ is the (graded) Lie bracket. From (2.62) we infer that the coderivation on $S(\tilde{X})$ is given by $D = \partial + \tilde{b}_1$, where

$$
B = \tilde{b}_1 + \tilde{b}_1 + \cdots = p(b_2 + b_1 b_1 h + \cdots) t.
$$

(2.95)

In order to determine $\tilde{b}_1$ we act on $\tilde{x}_1 \wedge \tilde{x}_2$:

$$
\tilde{b}_1(\tilde{x}_1 \wedge \tilde{x}_2) = p(b_1 t(\tilde{x}_1 \wedge \tilde{x}_2) = p(b_1 t(\tilde{x}_1), t(\tilde{x}_2))
$$

(2.96)

where we used that all terms of higher order in $b_1$ act trivially on $\tilde{x}_1 \wedge \tilde{x}_2$. Thus, the transported 2-bracket is given by

$$
\tilde{b}_1(\tilde{x}_1 \wedge \tilde{x}_2) = p(r(\tilde{x}_1), r(\tilde{x}_2)).
$$

(2.97)

In words, one maps the two input vectors $\tilde{x}_1, \tilde{x}_2 \in \tilde{X}$ via the inclusion map to $X$, then takes them as inputs for the bracket of $X$ and finally projects back to $\tilde{X}$. This is the canonical way to transport the bracket from $X$ to $\tilde{X}$, but due to the projection the Jacobi identity for $b_2 = [-2]$ does not translate to a Jacobi identity for $\tilde{b}_1$.

Rather, a non-trivial 3-bracket is needed, which can be computed by acting with (2.95) on $\tilde{x}_1 \wedge \tilde{x}_2 \wedge \tilde{x}_3$:

$$
\tilde{b}_1(\tilde{x}_1 \wedge \tilde{x}_2 \wedge \tilde{x}_3) = p b_2 h b_2 t(\tilde{x}_1 \wedge \tilde{x}_2 \wedge \tilde{x}_3) = p b_2 h b_2(\tilde{x}_1 \wedge \tilde{x}_2 \wedge \tilde{x}_3)
$$

$$
\begin{align*}
&= p b_2 h b_2(\tilde{x}_1 \wedge \tilde{x}_2) \wedge \tilde{x}_3 + (-1)^{|\tilde{x}_2|} b_2(\tilde{x}_1, \tilde{x}_2) \wedge \tilde{x}_3 \\
&+ (-1)^{|\tilde{x}_2|} b_2(\tilde{x}_1, \tilde{x}_2) \wedge \tilde{x}_3
\end{align*}
$$

$$
\begin{align*}
&= p b_2 h(\tilde{x}_1, \tilde{x}_2) \wedge \tilde{x}_3 + (-1)^{|\tilde{x}_2|} h(\tilde{x}_1, \tilde{x}_2) \wedge \tilde{x}_3 \\
&+ (-1)^{|\tilde{x}_2|} h(\tilde{x}_1, \tilde{x}_2) \wedge \tilde{x}_3
\end{align*}
$$

(2.98)

$$
\begin{align*}
&= p(h[\tilde{x}_1, \tilde{x}_2], \tilde{x}_3) \\
&+ (-1)^{|\tilde{x}_2|} h[\tilde{x}_1, \tilde{x}_2], \tilde{x}_3
\end{align*}
$$

where we used the simplification of the $h$ action noted in footnote above. Similarily, the higher brackets can be algorithmically determined from (2.95) to any desired order. This concludes our discussion of homotopy transfer in the coalgebra formulation.
3. Homotopy Transfer in the Dual Picture

3.1. Dual Picture of \( L_{\infty} \) Algebras

We now turn to the dual picture of \( L_{\infty} \) algebras, which makes contact with the BRST-BV formalism. Our purpose in this section is to study homotopy transfer in the dual picture and in particular to provide a different proof of the homotopy transfer theorem, while in the next section we will apply this to field theory. This picture is originally due to Kontsevich [27], and the \( A_{\infty} \) version due to Kajiura [23].

In the last section, we formulated \( L_{\infty} \) algebras in terms of a set of brackets \( b_a \), which were then encoded in terms of a coderivation \( D \). We introduce a basis \( T_a \) for \( X \), with each basis vector \( T_a \) having definite degree \( |a| = \deg(T_a) \), so that a general vector in \( X \) is a linear combination \( \lambda^a T_a \), with real coefficients \( \lambda^a \). Then the brackets are specified by a set of structure constants \( C^a_{c_1 \ldots c_n} \).

\[
b_a(T_{c_1}, \ldots, T_{c_n}) = C^a_{c_1 \ldots c_n} T_a.
\] (3.1)

These satisfy a set of generalised Jacobi identities which are elegantly formulated as

\[
\{ \{ \{ \ldots \} \} \} = \{ \{ \{ \ldots \} \} \} = \ldots
\]

These identities are now expressed in the nilpotency of \( Q \):

\[
Q^2 = 0.
\] (3.2)

We will discuss two closely related realisations of this dual picture of \( L_{\infty} \) algebras. In this section, we will consider a dual of the formulation of the last section, while in the next section we will take the \( z^a \) to be fields in the BRST-BV formalism in which \( Q \) becomes the BRST operator. Both cases have the same algebraic structure governed by an operator \( Q \) of the form (3.2), but in this section it is a derivation acting on a vector space while in the next section it is a vector field acting on a manifold.

The relation between the picture of \( L_{\infty} \) algebras in the last section and the dual formulation will we develop in this section is straightforward in the case in which \( X \) is finite dimensional. Then the \( z^a \) are a basis for the dual space \( X^\ast \) and the derivation \( Q \) is the dual map to the coderivation \( D \), \( Q = D^\ast \). The isomorphisms

\[
(X^\ast)^\ast \cong X, \quad (X \otimes Y)^\ast \cong (X^\ast \otimes Y^\ast)
\] (3.4)

can then be used to show the equivalence of the two dual formulations. Just as \( D \) acts on \( S(X) \), \( Q \) can be taken to act on the dual of this, \( S(X^\ast) \). However, in many of the applications to field theory and string theory, the spaces involved are infinite dimensional. If \( X \) is infinite dimensional, the \( z^a \) do not necessarily form a complete basis for \( X^\ast \) in general and (3.4) need not hold, so the relation between the two formulations can be more involved. We discuss the finite and infinite dimensional cases in turn below.

We shall henceforth take \( \deg x \to -\deg x \) for all \( x \in X \). This ensures that the differential defining the \( L_{\infty} \) structure is of degree +1 (cohomological convention), in accordance with the BRST-BV literature. This introduces no relative signs (since \( -1 \equiv 1 \mod 2 \)).

3.1.1. The Finite Dimensional Case

In this subsection we consider the case in which \( X \) is finite dimensional, so that only a finite number of the \( X \) are non-trivial, and all are finite dimensional. Choosing a basis \( \{ T_a \} \) for \( X \), we introduce a dual basis \( \{ z^a \} \) for the dual space \( X^\ast \), the space of linear functions on \( X \). The \( z^a \)'s have degree opposite to the \( T_a \), \( X \in X \), and the natural pairing \( \langle \cdot, \cdot \rangle : X \times X^\ast \to \mathbb{R} \) is

\[
\langle z^a, T_b \rangle = z^a(T_b) = \delta^a_b.
\] (3.5)

The space \( S(X) \) has a basis given by the graded symmetric monomials \( T_{b_1} \cdots T_{b_m} \) (where we suppress the \( \wedge \) in the following) and can be viewed as the space of graded symmetric polynomial functions in the \( T_a \). Note that, as \( S(X) \) is infinite dimensional, its dual \( S(X)^\ast \) is not the infinite direct sum \( S(X)^\ast = \bigoplus_{n=1}^\infty S^n(X^\ast) \), but rather the infinite direct product

\[
S(X)^\ast = \prod_{n=1}^\infty S^n(X^\ast).
\] (3.6)

(A direct sum of vector spaces dualises into a direct product of the duals, see e.g. [43], exercise 2.6), and for finite-dimensional \( X \) we have indeed \( S^n(X^\ast) = S^n(X^\ast) \). Therefore, \( S(X)^\ast \) consists of formal power series in \( z^a \), to be contrasted with \( S(X)^\ast \) which is a subspace of \( S(X)^\ast \) that includes only terminating power series, which is to say polynomials in \( z^a \). It will sometimes be convenient to slightly enlarge this to

\[
S^* \equiv \mathbb{R} \times S(X)^\ast = \bigoplus_{n=0}^\infty S^n(X^\ast).
\] (3.7)

so the power series are allowed to include constant terms. In particular, this enlargement makes the derivative operator \( \partial/\partial z^a \) well-defined.

Conversely, the algebraic dual of the space of polynomials in \( z^a \), \( S(X^\ast)^\ast \), will include infinite power series in \( T_a \), not just polynomials, and so is larger than \( S(X) \). Although graded-symmetric monomials \( z^{a_1} \cdots z^{a_m} \) are not a basis of \( S^* \) — because \( S^* \) contains non-terminating power series — the pairing of \( X \) and \( X^\ast \) extends to \( S \times S^* \) as

\[
\langle z^{a_1} \cdots z^{a_m}, T_{b_1} \cdots T_{b_m} \rangle = \begin{cases} 0 & \text{if } m \neq n \\ n! \delta_{b_1}^{a_1} \cdots \delta_{b_m}^{a_m} & \text{otherwise,} \end{cases}
\] (3.8)

(with weight one graded symmetrization).

There is a natural product operation \( m : S^* \otimes S^* \to S^* \), given by

\[
m(f_1 \otimes f_2) = f_1 f_2.
\] (3.9)
where \( f_1 f_2 \) is the product of the two functions \( f_1(z^n) \) and \( f_2(z^n) \). It is dual to the coproduct \( \Delta \) of last section, in the sense that
\[
\langle m(f_1 \otimes f_2), x \rangle = \langle f_1 \otimes f_2, \Delta x \rangle \tag{3.10}
\]
for all \( f_1, f_2 \in S^e \) and \( x \in S \). This can be checked on basis elements using definition (2.13) of the coproduct. The associativity of \( m \), i.e. \( (f_1 f_2) f_3 = f_1 (f_2 f_3) \), reads
\[
m \circ (m \otimes 1) = m \circ (1 \otimes m) \tag{3.11}
\]
in this more abstract notation. Taking the dual, this is equivalent to the coassociativity (2.17) of \( \Delta \).

If \( f : V \to W \) is a map between two vector spaces \( V, W \), the dual map \( f^* : W^* \to V^* \) is defined by
\[
f^*(u) = u \circ f \tag{3.12}
\]
for all \( u \in W^* \). If \( f \) is a linear map, then the matrix representing \( f^* \) is the transpose of the matrix representing \( f \). In terms of the pairing above, the dual of a map \( f : S \to S \) satisfies \( \langle f^*(u), x \rangle = \langle u, f(x) \rangle \) with \( u \in S^e \) and \( x \in S \).

A (left) derivation is a linear map \( Q : S^* \to S^* \) of degree +1 which satisfies the (left) Leibniz rule, i.e. for any two monomials \( p_1, p_2 \in S^* \), we have
\[
Q(p_1 p_2) = Q(p_1) p_2 + (-1)^{deg p_1} p_1 Q(p_2) \tag{3.13}
\]
(We will sometimes write \((-1)^{deg p_1} = (-1)^{p_1}\).) Linearity then yields the Leibniz rule for non-monomial elements of \( S^* \). This can be rewritten as
\[
Q \circ m = m \circ (Q \otimes 1 + 1 \otimes Q) \tag{3.14}
\]
The dual of a derivation is then clearly a coderivation, satisfying (2.19).

In this picture, an \( L_\infty \) algebra is encoded in a derivation \( Q = D^* \) that squares to zero\(^\text{10}\),
\[
Q^2 = 0 \tag{3.15}
\]
instead of a coderivation on \( S \). Here \( Q \) is given by (3.2) where the coefficients \( C_{b_1 \cdots b_n} \) are the structure constants defining the \( n \)-bracket (3.1). That \( Q \) given by (3.2) is the dual of \( D = \sum_{n=1}^\infty b_n \) can be seen by comparing
\[
\langle Q z^n, T_{c_1} \cdots T_{c_n} \rangle = \left( \sum_{n=1}^\infty \frac{1}{n!} C_{b_1 \cdots b_n} z^{b_1} \cdots z^{b_n}, T_{c_1} \cdots T_{c_n} \right) \tag{3.16}
\]

\(^9\) On the right-hand side of this equation is the pairing between the tensor products \( S^* \otimes S^* \) and \( S \otimes S \), defined in the usual way by \( \langle f_1 \otimes f_2, x \otimes x \rangle = \langle f_1(x), f_2(x) \rangle \). We will use the same notation for all those pairings.

\(^\text{10}\) Derivations \( Q \) on \( S^* \) that arise as the duals of coderivations \( D \) on \( S(X) = \bigoplus_{n=1}^\infty S^n(X) \) also have “vanishing constant term”: \( Q(z^n)|_{z=0} = 0 \). This is reflected in (3.2). One needs the extra condition because \( S(X) \) is the reduced symmetric coalgebra, while the extended \( S^* \) is the dual to the non-reduced symmetric coalgebra which includes \( S^0(X) \cong R \). Relaxing this condition leads to “curved” \( L_\infty \)-algebras, which we shall not consider.

\[
= \frac{1}{m!} C_{b_1 \cdots b_m} (z^{b_1} \cdots z^{b_m}, T_{c_1} \cdots T_{c_m}) \tag{3.17}
\]
\[
= C_{c_1 \cdots c_n} \tag{3.18}
\]
with
\[
\langle D^* z^n, T_{c_1} \cdots T_{c_n} \rangle = \left( z^n, \sum_{n=1}^m b_n(T_{c_1} \cdots T_{c_n}) \right) \tag{3.19}
\]
\[
= \left( z^n, \sum_{n=1}^m \sum_{\sigma \in \{0,1,\cdots,n\}} b_n(T_{c_{\sigma(1)}} \cdots T_{c_{\sigma(n)}}) \tag{3.20}
\right)
\]
\[
= (z^n, b_n(T_{c_1}, \ldots, T_{c_n}) \tag{3.21}
\]
\[
= C_{c_1 \cdots c_n} \tag{3.22}
\]
The relation \( Q^2 = 0 \) then implies an infinite number of relations among the structure constants; these are just the \( L_\infty \) relations written out in a basis.

In this language, the dual of a \( L_\infty \) morphism \( F : S \to S \) (in the sense of the last section) is a degree-preserving linear map
\[
F^* : S^* \to S^* \tag{3.24}
\]
that preserves both the multiplication and the derivation structure.\(^\text{11}\)

\[
\begin{align*}
F^*(a_1 a_2) &= F^*(a_1) F^*(a_2) \quad \forall a_1, a_2 \in S^*, \\
\big\langle F^* \circ \tilde{Q} \big\rangle &= m \circ \big( F^* \otimes F^* \big) \\
F^* \circ \tilde{Q} &= Q \circ F^*.
\end{align*}
\tag{3.25}
\]
The first requirement implies that a morphism is specified by its action on \( S^i(\bar{X}) \cong \bar{X}^* \), i.e. by the value of all \( F^*(z^n) \) with \( [z^n] \) a basis for \( \bar{X}^* \). Expanding those as
\[
F^*(z^n) = \sum_{k=0}^n \frac{1}{n!} F_3^{a_1 \cdots a_k} z^{a_1} \cdots z^{a_k}, \tag{3.26}
\]
one sees that \( F \) is completely specified by the collection of degree-zero linear maps \( S^0(X) \to \bar{X} \) defined by the coefficients \( F_3^{a_1 \cdots a_k} \).
3.1.2. The Infinite Dimensional Case

Before entering into the details, it is useful to outline some of the key points that arise in the infinite dimensional case. We start from the coderivation $D$ on a space $X$ with basis $T_a$ and construct the duals $z^a$ of the $T_a$. In the finite dimensional case, the $z^a$ are a basis for the dual space $X^*$, we define $Q = D^*$ and, as $(D^*)^2 = 1$, there is a complete equivalence between the two dual formulations. However, if $X$ is infinite dimensional the $z^a$ are not a complete basis for $X^*$, but we can formally restrict ourselves to the subspace $X \subset X^*$ spanned by the $z^a$ and our construction then gives a derivation $Q$ acting on the space $\mathcal{S}$ of formal (graded symmetric) power series in the $z^a$. Then there is instead a formal ‘duality’ between $X$ and $\mathcal{S}$ and relating $D$ acting on functions of $T_a$ to $Q$ acting on functions of $z^a$.

The link between the homotopy transfer formulas which are independently developed in sections 2.3 and 3.2 can then always be done in this formal sense. Since we mostly aim at purely algebraic questions in this paper, this is sufficient for our purposes and looks exactly like the finite-dimensional case; however, it is still useful to know that this can be made precise in some special infinite-dimensional cases. We discuss this in the remainder of this section.

In physics applications, the relevant vector space $X$ is an infinite-dimensional topological vector space. The study of $L^\infty$-algebras of topological vector spaces appears to have been initiated only very recently [44], section 2.3]. We will provide here a sketch of the key features that are relevant for our applications along with pointers to relevant literature, to highlight the subtleties in this case. In particular, for topological vector spaces one can consider the continuous dual (defined below) and restrict to the spaces for which the double (continuous) dual of a space is the space itself. Of particular interest are the special spaces for which many of the properties we have discussed of the finite dimensional case also apply.

Let us first give more details on the case in which $X$ is any infinite dimensional vector space; we will use standard results on infinite dimensional vector spaces, see e.g. [43]. The algebraic dual $X^*$ of $X$ is defined as the vector space of linear functions $X \rightarrow \mathbb{R}$. The algebraic dual does not satisfy (3.4) and moreover the cardinality of a basis of $X^*$ is greater than that of $X$. For example, if $X$ has a countable basis, then any basis for $X^*$ will be uncountable. Given a basis $T_a$ of $X$, we can define a set of linear functions $z^a : X \rightarrow \mathbb{R}$ by

$$z^a(T_b) = \delta_{ab}.$$  (3.27)

However, the $z^a$ do not form a complete basis for $X^*$ in the infinite dimensional case. The dual of a map is again defined as in (3.12). In particular, the dual $D^*$ of $D$ is now no longer given by $Q$. However, as discussed above, there is a vector subspace $\tilde{X} \subset X^*$ which is spanned by the $z^a$ and then $Q$ can be taken to act on $\tilde{S}$. Then $Q$ gives the action of $D^*$ restricted to $\tilde{X}$, and $Q$ encodes all the structure constants and Jacobi identities that characterise the $L^\infty$ algebra.

If $X$ is a topological vector space, one can instead define the continuous dual $X'$ of $X$ which is defined as the vector space of continuous linear functions $X \rightarrow \mathbb{R}$. If $f : V \rightarrow W$ is a continuous map between two topological vector spaces $V, W$, the dual map $f' : W' \rightarrow V'$ is defined by

$$f'(u) = u \circ f$$  (3.28)

for all $u \in W'$.

If $X$ is a Hilbert space, then the continuous dual satisfies $(X')' \cong X$. In fact, (3.4) is satisfied if $X$ and $Y$ are separable Hilbert spaces, $X', Y'$ are continuous duals, and the tensor product is a completed tensor product. We will be particularly interested in Hilbert spaces for which the $z^a$ define a basis for $X'$ and the dual $S(X)'$ of $S(X)$ includes the space of continuous functions of the $z^a$, with the dual $D'$ of $D$ is given by $Q$, as defined in (3.2). Hilbert spaces behave well under duality and tensor products. However, for $L^\infty$-algebras associated with field theories we need a different kind of space: for scalar field theory, for example, a vertex such as $\int d^d x \, \phi(x))^2$ is not well-defined if $\phi$ lies in the Hilbert space of square-integrable functions as the integral may diverge. For that reason we could instead take $X$ to be e.g. a $D$-dimensional Schwartz space $S^D$: the space of smooth functions on $\mathbb{R}^D$ decaying faster than any polynomial at infinity (or, depending on the field content, a sum of Schwartz spaces). The continuous dual $(S^D)'$ of $S^D$ is known as the space of tempered distributions on $\mathbb{R}^D$. Both can be equivalently characterised concretely as spaces of sequences [45]:

$$S^1 \cong \left\{ \{a_n\} \bigg| \, a_n \in \mathbb{R}, n \in \mathbb{N}, \sum_{n \geq 0} |a_n|^2 (n + 1)^m \right\}$$

converges for all $m \in \mathbb{N}$,  (3.29)

$$(S^1)' \cong \left\{ \{b_n\} \bigg| \, b_n \in \mathbb{R}, n \in \mathbb{N}, |b_n| \leq C(1 + n)^m \right\}$$

for some $C \in \mathbb{R}$, $m \in \mathbb{N}$,  (3.30)

with the natural $\ell^2_2$ pairing $(b_n, a) \equiv \sum_{n \geq 0} a_n b_n$. The coefficients $a_n$ arise in the expansion of a function $\phi \in S^1$ in Hermite functions $\varphi_n \equiv \sum_{n \geq 0} a_n \varphi_n$: see [45]. (The Hilbert space $\ell^2_2$ of square-summable sequences — corresponding to square-integrable functions — lies in between these two spaces: $S^1 \subset \ell^2_2 \subset (S^1)'$.) If $X = S^1$ we can then define

$$T_a \equiv \{\delta_{a,n}\} \in S^1, \quad z^a \equiv \{\delta_{a,n}\} \in (S^1)', \quad a \in \mathbb{N},$$  (3.30)

i.e. sequences $\{a_n\}$, $\{b_n\}$ that have zeros everywhere except a 1 in position $a$. These provide bases of the two spaces (which are in fact topological (Schauder) bases), and in this infinite-dimensional setting all formulas should work as in the finite-dimensional case. The generalisation to $S^D$ then involves multisesquences [45].

Schwartz spaces are closed with respect to not just pointwise multiplication of functions but also with respect to the action of differential operators such as the Klein-Gordon operator $(\square + m^2)\phi = 0$. Therefore they can accommodate the kinds of $L^\infty$-algebra brackets that will appear for field theories on Minkowski or Euclidean space. However, $S^D$ does not contain nonzero solutions of $(\square + m^2)\phi = 0$, because those fail to decay. For the
\( L_\infty \)-algebras associated to scalar theories this implies \( H(X) = 0 \) [46, 47], and this will be true generally due to the existence of inverses — for the differential operators defining the linearised equations of motion — as linear maps on \( S^D \). The restriction to \( H(X) = 0 \) is not very relevant for our purposes (see the discussions section); still, these questions involving both \( L_\infty \) algebras and functional analysis certainly deserve further study.

To finish this discussion, we can be slightly more general and locate \( S^D \) and \( (S^D)\) in a nice class of topological vector spaces which is closed under (completed) tensor products and behaves manageably under duality just as Hilbert spaces do. In particular, we are interested in spaces for which the duality properties (3.4) hold. One such category is nuclear Fréchet spaces or \( N\)F\( \)'-spaces, and their duals known as \( N\)D\( \)'-spaces. (Properties and definitions of \( N\)F\( \)' and \( N\)D\( \)' spaces are conveniently collected in appendix 2 of Costello’s book [48]). In particular, \( S^D \) is \( N\)F\( \)' and its strong dual \( (S^D)\) is \( N\)D\( \)'If \( V_1, V_2 \) are \( N\)F\( \)'s, then e.g. \( V_1 \otimes V_2 \) is also \( N\)F\( \)' and its strong (continuous) dual \( (V_1 \otimes V_2)\) is \( N\)D\( \)’. Both types are closed in particular under finite tensor products, direct products, and direct sums, and are reflexive \( (V \cong (V)\)’. If \( X \) is \( N\)F\( \)' we can form \( S(X) \); as it is a countable direct sum of \( N\)F\( \)' spaces, it is not \( N\)D\( \)’. It is, however, still nuclear, and therefore locally convex. Therefore the strong dual is the direct product [49], IV.13 Proposition 14

\[
S(X)' = \prod_{n=1}^\infty S^n(X') \tag{3.31}
\]

just as in the finite-dimensional case. We can also dualise this direct product again to arrive at the direct sum of the duals [49], IV.14 Proposition 15). Therefore, given a continuous coproduct and continuous coderivations on \( S(X) \) and \( S(\check{X}) \), one can dualise to arrive at the dual picture of products and derivations, and vice versa.

### 3.3.1. Cyclic \( L_\infty \) Algebras

As we will discuss in the next section, the dual picture of \( L_\infty \) algebras is closely related to the BRST-BV formalism, which provides a nilpotent \( Q \) (and therefore an \( L_\infty \) algebra) for any field theory, with or without gauge symmetry. Recall that a cyclic \( L_\infty \) algebra is an \( L_\infty \) algebra equipped with a degree \(-1\) inner product \( \kappa : X \times X \to \mathbb{R} \) such that

\[
\kappa(x_1, b_1(x_2, x_3, \ldots, x_{n+1})) = (-1)^{n+1} \kappa(x_2, b_1(x_1, x_3, \ldots, x_{n+1})) . \tag{3.32}
\]

The degree condition means that non-zero products appear only between \( X_n \) and \( X_{n+1} \). In components, this corresponds to a matrix \( \kappa_{ab} = \kappa(T_a, T_b) \) satisfying \( \kappa_{ab} = (-1)^{(a+b+1)/2} (a+b+1) \kappa_{ba}. \) Note however that since non-zero components only appear between spaces \( X_n \) and \( X_{n+1} \) with degrees of different parity, this sign is always positive and \( \kappa \) is actually symmetric, \( \kappa_{ab} = \kappa_{ba}. \) In components, equation (3.32) means that the index-down structure constants \( C_{a_1 \ldots a_n} \equiv \kappa_{a_1 a_{n+1}} b_{a_2 \ldots a_n} \) have the expected graded symmetry,

\[
C_{a_1 a_2 \ldots a_n} = (-1)^{a_1} \kappa_{a_1 a_{n+1}} C_{a_2 \ldots a_n} , \tag{3.33}
\]

We will assume in the following that this product is non-degenerate, and this is the crucial assumption that makes the link with the BV formalism. We write \( \kappa^{ab} \) for the inverse matrix by

\[
(f, g) = (-1)^{(\deg f)(\deg g)} \frac{df}{dz^a} \frac{dg}{dz^b} \tag{3.34}
\]

(we always use left derivatives unless explicitly stated otherwise). This is graded symmetric and satisfies the graded Jacobi identity. We define

\[
\Theta = \sum_{n=1}^\infty \frac{1}{(n+1)!} C_{ab_1 \ldots b_n} z^{a_1} \ldots z^{b_n} . \tag{3.35}
\]

The differential \( Q \) can now be written in terms of the antibracket as

\[
Q = (\Theta, \cdot) . \tag{3.36}
\]

and the fact that \( Q^2 = 0 \) (i.e. all \( L_\infty \) relations) is equivalent to

\[
(\Theta, \Theta) = 0 . \tag{3.37}
\]

In mapping to the BV formalism \( \Theta \) becomes the BV master action and (3.36) is the classical master equation.

The non-degeneracy of \( \kappa \) implies in particular that the spaces \( X_n \) and \( X_{n+1} \) always have the same dimension. Moreover, (3.5) implies that a given \( z^a \) has the opposite degree to the corresponding \( T_a \). Let \( \check{X} \) be the vector space with basis given by the \( z^a \) of degree \( n \). For the finite dimensional case, \( \check{X}_n = (X_{n+1})^* \), while in general \( \check{X}_n \subseteq (X_{n+1})^* \). Then the spaces \( \check{X} \) and \( \check{X}_{n+1} \) always have the same dimension.

We remark that cyclic \( L_\infty \)-algebras in the dual picture admit a nice geometric interpretation [27] which parallels the geometric interpretation of the BRST-BV formalism [50]: if \( S^* \) is interpreted as the ring of functions over a \( Z \)-graded supermanifold, \( Q \) is a homological vector field on it. A morphism \( F \) of \( L_\infty \)-algebras is then a map of supermanifolds, defined as the pullback map \( F^* \); invertible morphisms are identified as diffeomorphisms preserving the homological vector field \( Q \):

\[
Q = (F^{-1})^* \circ Q \circ F^* ; \tag{3.38}
\]

and a cyclic structure \( \kappa \) is equivalent to a degree \(-1\), constant symplectic form

\[
\kappa \equiv \frac{1}{2} dz^a \wedge \kappa_{ab} dz^b , \tag{3.39}
\]

annihilated by \( Q \) acting by Lie derivative:

\[
L_Q \kappa = 0 . \tag{3.40}
\]

The antibracket \((\cdot, \cdot)\) is the graded Poisson bracket of degree \(+1\) canonically associated to the degree \(-1\) symplectic form \( \kappa \); we refer to [51] appendix A for details on the convention used here. In

12 For this to be true, one needs the enlargement discussed above to include constant functions.
the context of this geometric interpretation, \( Q \) along with the underlying supermanifold are collectively known as “Q-manifolds” since ref. [52].

### 3.2. Homotopy Transfer in the Dual Picture

In the previous section we displayed explicit formulae for homotopy transfer from an \( L_\infty \)-algebra on \( X \) — as defined by a coderivation \( D \) on \( S(X) \) — into a quasi-isomorphic chain complex \((\hat{X}, \hat{D})\), along with an \( L_\infty \)-morphism \( F : S(X) \to S(\hat{X}) \) extending the projection \( p : X \to \hat{X} \). In this section, we shall construct a new \( L_\infty \)-morphism \( E : S(\hat{X}) \to S(X) \) extending the \textit{inclusion} \( i : \hat{X} \to X \), using intuition from the supergeometric interpretation as well as effective field theory. This provides an explicit construction of a quasi-inverse to the map \( F \) of the previous section. (A quasi-inverse to a morphism of \( L_\infty \)-algebras is a morphism going “the other way” whose linear part inverts the linear part of the other in cohomology.) In fact \( E \) will be shown to be a strict partial inverse to \( F \) in the sense of (B.1).

Our chief aim in the rest of this section is to construct the dual map \( E^* : S^* \to \hat{S}^* \), and re-express the results for the new \( L_\infty \)-algebra structure in terms of \( E^* \). The map \( E^* \) will then give homotopy transfer in the dual picture, complementing the original construction in the coalgebra picture involving \( F \). This is most straightforward in the case in which \( Q = D^* \) and the \( z^a \) provide a dual basis; we use the notation appropriate for this case. In the latter case we considered a map \( p \) from a vector space \( X \) with basis \( T_a \) to a vector space \( \hat{X} \) with basis \( \hat{T}_a \) and extended it to a morphism of coalgebras sending a coderivation \( D \) acting on functions of \( T_a \) to a coderivation \( \hat{D} \) acting on functions of \( \hat{T}_a \), we will here instead consider a map \( i^* \) from a vector space with basis \( z^a \) to a space with basis \( \hat{z}^a \) and extend this to a morphism of algebras sending a derivation \( Q \) acting on functions of \( z^a \) to a derivation \( \hat{Q} \) acting on functions of \( \hat{z}^a \).

In the case of general infinite dimensional \( X \), we can formally construct algebraic dual maps \( D^*, E^*, F^* \) acting on the algebraic dual \( S(X)^* \) and then restrict these to \( \hat{S} \), while if \( X \) is a topological vector space we can do the same with continuous duals. In both cases, many of the results for the finite dimensional case apply, and in particular we have the same results for homotopy transfer. However, in the case in which \( X \) is one of the special infinite dimensional spaces discussed in Subsection 3.1.2 (with \( \star \) denoting the appropriate topological dual) that share many of the properties of the finite dimensional case, there will be a complete equivalence between the two dual formulations, just as there is in the finite dimensional case. This then looks very similar to the finite dimensional construction.

#### 3.2.1. Homotopy Transfer

We now turn to the dual picture of homotopy transfer. We shall first consider the case in which \( X \) is finite dimensional, and later discuss the infinite dimensional case. In the previous section, we introduced the projection \( p : X \to \hat{X} \) and the inclusion \( i : \hat{X} \to X \), and so we also have \( P = ip : X \to X \). The dual maps are \( P^* : X^* \to \hat{X}^* \) which is an \textit{inclusion} and \( i^* : \hat{X}^* \to X^* \) which is a \textit{projection}, together with \( P^* = p^*i^* : X^* \to X^* \). These are then extended to maps of algebras, so e.g.

\[
P^* : S(X^*) \to S(\hat{X}^*), \quad P^* z^a = P_{0}^a \hat{z}^\hat{a}, \quad P^* (z^a \hat{z}^b) = (P^* z^a)(P^* \hat{z}^b),
\]

etc., similarly to (2.54).

In the previous section we found an extension of the projection \( p : X \to \hat{X} \) to an \( L_\infty \)-morphism \( F : S(X) \to S(\hat{X}) \) that takes the coderivation \( D \) on \( S(X) \) to a coderivation \( \hat{D} \) on \( S(\hat{X}) \). Our aim here is to find a dual construction in which we extend the projection \( i^* : \hat{X}^* \to X^* \) to a morphism \( E^* : S(\hat{X}^*) \to S(X^*) \) taking the derivation \( Q \) on \( S(X)^* \) to a derivation \( \hat{Q} \) on \( S(\hat{X})^* \).

If \( \{ \hat{z}^a \} \) are a basis for \( \hat{X}^* \), the morphism of algebras \( E^* : S(\hat{X})^* \to S(X)^* \) takes the general form

\[
E^* (\hat{z}^a) = \sum_{n=1}^{\infty} \frac{1}{n!} E^n_{a_1 a_2 ... a_n} \hat{z}^{a_1} \hat{z}^{a_2} ... \hat{z}^{a_n}.
\]

and so is determined by the coefficients \( E^n_{a_1 a_2 ... a_n} \) with \( n \geq 1 \). Each \( E^n_{a_1 a_2 ... a_n} \) defines a linear degree-0 map \( S^n(\hat{X}^*) \to X^* \). We will set \( E^n_{a_1 a_2 ... a_n} \) equal to the matrix representation of the projection map \( i^* : \hat{X}^* \to X^* \), and the higher maps will simply serve to make \( E \) an \( L_\infty \)-morphism.

From a geometric perspective the problem is: given a vector field \( Q \) on \( X \) with \( Q^2 = 0 \) on a linear space \( X \) and a linear subspace \( \hat{X} \cong PX \), can we construct a vector field \( \hat{Q} \) on \( \hat{X} \) also with \( \hat{Q}^2 = 0 \)? Of course vector fields do not pull back so there is no canonical construction in general. In this particular context where \( X \) and \( \hat{X} \) are quasi-isomorphic chain complexes viewed as linear formal supermanifolds, homotopy transfer can be viewed as such a construction.

Consider first the simple ansatz

\[
\hat{Q} = i^* Qp^*.
\]

This satisfies the correct Leibniz rule, due to \( i^* p^* = id_{S(\hat{X})^*} \).\(^{13}\) We then calculate

\[
\hat{Q}^2 = i^* Qp^* i^* Qp^* = i^* Qp^* p^* Qp^* ,
\]

which fails to vanish in general. However, it will vanish if \( Q \) is in fact tangent to \( \hat{X} \cong PX \) up to terms vanishing under the \( i^* \) above:

\[
i^* Q^2 \hat{p}^* = i^* Q^2 .
\]

In that case \( \hat{Q}^2 = 0 \) and \( i^* \) in fact defines a morphism of \( L_\infty \)-algebras:

\[
\hat{Q}i^* = i^* Qp^* i^* = i^* Q ,
\]

so we can simply set \( E^* = i^* \). Algebraically speaking, this scenario occurs when the projector \( P \) defines a subalgebra in the strict sense in which all \( L_\infty \)-brackets close on \( PX \).

We can solve the problem in the general case if we can find a \( Q' \) defining an isomorphic \( L_\infty \)-algebra structure that is a vector

\[\text{If we were instead trying to lift some vector field } \tilde{V} \text{ on } \hat{X} \text{ to } X \text{ using the obvious formula } V = p^* \tilde{V}i^*, \text{ the Leibniz rule would fail; } \tilde{V} \text{ would satisfy what should probably be called a } (p^*i^*, p^*i^*)\text{-Leibniz rule.}\]
field tangent to $PX$ (up to terms that vanish under $r^i$). We then seek a $Q' = Q'^a \partial_a$ that satisfies the the “tangentiality” condition:

$$r^i Q'^b P^b_r = r^i Q'^a$$

(3.43)

and take

$$Q = r^i Q' p^r.$$

(3.44)

The condition (3.43) is equivalent to the more convenient

$$P^r Q'^b P^b_r = P^r Q'^a.$$

(3.45)

One approach is to seek a morphism $Q$ that transforms $Q$ to a $Q'$ with these properties. This point of view was advocated in Kajiura’s work [23, 53] on homotopy transfer into the homology $H(X)$ of an $A_{\infty}$-algebra; we treat the generalisation to an arbitrary quasi-isomorphic subcomplex $X$ of $X$, but for an $L_{\infty}$-algebra over $X$ instead. We then write the ansatz

$$E^* = r^i R^{-1}, \quad Q' = R^{-1} QR,$$

(3.46)

where $R$ is an invertible (degree 0) morphism of algebras $S^* \to S^*$ of the form

$$R : z^a \to r^a(z),$$

(3.47)

where the function

$$r^a(z) = z^a + \mathcal{O}(z^2)$$

(3.48)

is chosen so that the higher terms ensure the “tangentiality” requirement (3.43). The new derivation $Q' = R^{-1} QR$ defines an isomorphic $L_{\infty}$-algebra structure on $X$, whose brackets all close on $PX$ when (3.45) is true.

An alternative geometric viewpoint is as follows. We regard the $z^a$ as coordinates of a manifold $M \simeq \mathbb{R}^{d + d}$ where $d + d'$ is the dimension of $X$, and regard $S^*$ as a function space on $M$. (Here $S^*$ is the space of formal power series in $z$, but much of the following discussion works just as well if we replace this with the space of polynomials in $z$ or the space of continuous functions on $M$.) Then $Q = Q^i(z) \partial_i / \partial z^a$ can be regarded as a vector field on $M$. We then regard the transformation of $z$ as a diffeomorphism $\rho$ of $M$

$$\rho : z^a \to r^a(z)$$

(3.49)

with the same functions $r^a(z)$ as above and take the vector field $Q'$ to be the push-forward of the vector field $Q$.

$$Q' = \rho_* Q.$$

(3.50)

As we shall see, both the algebraic and geometric approaches give the same results.

We now turn to the choice of function $r^a(z)$. We split the $Q$ given by (3.2) into its linear part $\partial^* \equiv W$ and as we did for its dual $D = Q^*$ in Section 2:

$$Q = \partial^* + W.$$

(3.51)

From (3.2) we have

$$\partial^* = C_a^a z^a \partial_a,$$

(3.52)

and $W = W^a \partial_a$, where

$$W^a(z) = \sum_{n=2}^{\infty} \frac{1}{n!} C_a^b ... z^b ... z^a.$$

(3.53)

We choose the functions $r^a(z)$ defined by

$$r^a(z) = z^a - h^a W^b(z).$$

(3.54)

This form for $R$ is motivated below, with $h$ the same map as that arising in (2.44). We use the notation $s^i(z)$ for the inverse function to $r^i$, so that $s^i(r(z)) = z^i$. This function is defined recursively by

$$s^i(z) = z^i + h^i W^b(s(z)).$$

(3.55)

Before proceeding, we note some properties of the function $r^a$ that will be useful later. Its derivative is

$$\partial_i r^a = \delta_i^a - h_i^a \partial_i W^c.$$ 

(3.56)

so that

$$Q^b \partial_i r^a = Q^b - h_i^b \partial_i W^c.$$ 

(3.57)

The original $L_{\infty}$-algebra Jacobi identities in the form

$$Q^2 = 0 \iff 0 = Q^a \partial_a Q^b = Q^a \partial_a (C_a^b z^b + W^b)$$

(3.58)

give

$$Q^a \partial_a W^b = - Q^a C_a^b.$$ 

(3.59)

Using (3.2) and $C_a^b C_a^b = 0$, which follows from $(\partial^*)^2 = 0$ and (3.52), this can be rewritten as

$$Q^a \partial_a W^b = - W^a C_a^b.$$ 

(3.60)

Then using this, (3.57) becomes

$$Q^b \partial_i r^a = Q^b + h_i^b C_b^i W^b.$$ 

(3.61)

We first consider the geometric derivation of $Q'$. The diffeomorphism $\rho$ is realised as the active coordinate transformation

$$\rho : z^a \to z^a(z) = r^a(z).$$ 

(3.62)

The vector field

$$Q = Q^i(z) \frac{\partial}{\partial z^a}$$

(3.63)

transforms to

$$Q' = Q'^i(z') \frac{\partial}{\partial z^a}.$$

(3.64)
where
\[ Q'^a(z') = Q^b(z) \frac{\partial z'^a}{\partial z^b}(z) = Q^b(z) \frac{\partial r^a}{\partial z^b}(z). \] (3.65)

(This is the push-forward by the diffeomorphism \( r \).)

The LHS can be written as a function of \( z \) using \( z'^a(z) = r^a(z) \) to give a relation between functions of \( z \):
\[ Q'^a(r(z)) = Q^b(z) \frac{\partial r^a}{\partial z^b}(z). \] (3.66)

Alternatively, we can write this as a relation between functions of \( z' \). The inverse function of \( z'^a(z) \) is
\[ z'^a(z') = s'^a(z') \] (3.67)
and can be used in the RHS to give
\[ Q'^a(z') = Q^b(z) \frac{\partial r^a}{\partial z^b}(z) \bigg|_{z=s(z')} = Q^b(s(z')) \left[ \frac{\partial r^a}{\partial z^b}(z) \right] \bigg|_{z=s(z')}. \] (3.68)

Then
\[ Q' = Q'^a(z') \frac{\partial}{\partial z'^a}, \] (3.69)
with
\[ Q'^a(z) = Q^b(z) \frac{\partial r^a}{\partial z^b}(s(z')). \] (3.70)

Now we can drop the prime on \( z \) (i.e. changing the name of the coordinate) to get
\[ Q' = Q'^a(z) \frac{\partial}{\partial z'^a}, \] (3.71)
with
\[ Q'^a(z) = Q^b(s(z)) \frac{\partial r^a}{\partial z^b}(s(z')). \] (3.72)

The RHS can be written as
\[ \left( \left[ Q^b \frac{\partial r^a}{\partial z^b} \right] \circ \rho^{-1} \right)(z), \] (3.73)
or as
\[ R^{-1} \left[ Q^b \frac{\partial r^a}{\partial z^b} \right], \] (3.74)
where \( R^{-1} \) is the morphism that takes \( z \) to \( s(z) \).

We now turn to the algebraic picture. We take the morphism \( R \) to act on \( X^* \) as
\[ R(z^a) = z^a - h^a_b W^b. \] (3.75)
That is, the morphism acts to take \( z^a \) to the functions \( r^a(z) \) defined by
\[ r^a(z) = z^a - h^a_b W^b(z), \] (3.76)
so that \( R : z^a \to r^a(z) \). This is then extended to the whole of \( S^* \) by the morphism property \( R(z^a z^b) = R(z^a) R(z^b) \) so that a function \( f(z) \in S^* \) is mapped as
\[ R : f(z) \to f(r(z)). \] (3.77)

The inverse morphism \( R^{-1} : z^a \to s^a(z) \) is given by the recursive formula
\[ R^{-1}(z^a) = z^a + h^a_b R^{-1}(W^b). \] (3.78)

\( R^{-1} \) is to be interpreted as the map \( R^{-1} : z^a \to s^a(z) \) where \( s^a(z) \) is the inverse function to \( r^a \), defined recursively by (3.55). These recursive definitions are well-defined since \( W^a(z) \) is of quadratic order and higher in \( z \). In particular the coefficients \( E_{a_1 a_2 \ldots a_n} \) defining the morphism \( E : \bar{X} \to X \) through (3.42) are finite sums. A non-recursive formula can be found by inverting \( R \) as a geometric series.

We regard \( R^{-1} QR \) as acting on functions of \( z \). We use the chain rule, (3.75), (3.77) and the split (3.51) to write
\[ R^{-1} QR = R^{-1} \left[ \frac{\partial s^a(r(z'))}{\partial r^a} \right] \frac{\partial s^a}{\partial r^a} = R^{-1} (Q^b - h^b_a Q^a \partial_a W^b) \frac{\partial s^a}{\partial r^a}. \] (3.79)

Thus we recover the formula (3.74) for \( Q'^a \).

We will now prove that \( Q' \) given by (3.72) with the \( R \) of (3.75) and the ansatz (3.44), (3.46) define an \( L_\omega \)-structure \( \bar{Q} \) and an \( L_\omega \)-morphism \( E : \bar{X} \to X \), by proving \( Q' \) satisfies (3.45). This is analogous to the calculation in [46] for the minimal model theorem (homotopy transfer into \( H(X) \)), but we present the calculation in full since that reference assumes the so-called “side conditions” in (2.78) while our proof does not use these conditions.

**Proof.** \( Q' \) is given by (3.72), which we write using (3.74) as:
\[ Q'^a = R^{-1} \left[ Q^b \frac{\partial r^a}{\partial z^b} \right]. \] (3.80)

Now we use (3.61) to write this as
\[ Q'^a = R^{-1} \left[ Q^b + h^b_a C^a_b W^b \right], \] (3.81)
which, using (3.51), (3.52), becomes
\[ Q'^a = R^{-1} \left[ C^a_z z^a + W^a + h^a_b C^a_b W^b \right]. \] (3.82)

Now, \( R^{-1} \) maps \( z^a \to s^a(z) \) so that
\[ R^{-1}(C^a_z z^a) = C^a_z s^a(z). \] (3.83)
\[ = C^a_z z^a + h^a_b W^b(s(z)) \] (3.84)
\[ = C^a_z z^a + C^a_c h^a_b R^{-1}(W^b), \] (3.85)
where we have used (3.55). Then using this in (3.82) we have
\[ Q'^a = C^a_z z^a + R^{-1}(W^a)(\delta^a_c + h^a_b C^a_b + C^a_c h^a_b). \] (3.86)
which can be written as
\[ Q^a = C^c_b z^c + \left( \delta^c_b + h^c_b C^c_{ij} + C^c_{ij} \right) W^b(s(z)). \]  
(3.87)

In the last parenthesis we recognise the index notation for the linear map \( 1 + h \partial + \partial h = P \). The result can then be written as
\[ Q' = \delta^* + R^{-1}(W^b\partial^a)\partial^a, \]  
(3.88)

and this indeed satisfies (3.45). In fact the two summands \( A_1, A_2 \) on the right hand side of (3.88) separately satisfy \( P^* A_i = P^* A_j \) on account of \( \partial P = P \partial \) (equation (2.58)) and \( P^2 = P \).

The upshot is the formula for the transported \( L_\infty \)-structure \( \tilde{Q} \) on \( \tilde{X} \) and for the morphism \( E^* : S^* \rightarrow \tilde{S}^* \):
\[ \tilde{Q} = \tilde{\partial} + \tilde{W}, \quad \tilde{W} = E^*(W^b)\partial^a \partial^a, \]
\[ E^*(z^a) = \pi^*(z^a) + \tilde{h}^a E^*(W^b). \]  
(3.89)

This does not require the use of side conditions. However, using them, we can immediately write the corresponding expression in the coalgebra picture:
\[ \tilde{D} = \tilde{\partial} + \tilde{B}, \quad \tilde{B} = pBE. \]  
(3.90)

Using (B.6) we find \( \tilde{B} \) is the unique coderivation whose dual is \( \tilde{W} \). The formula for \( E : S(X) \rightarrow S(X) \) (whose dual is \( E^* \)) requires more notation, and appears in appendix B.

**Example: Homotopy Transfer from A Differential Graded Lie Algebra:**

As in Section 2 we illustrate homotopy transfer in the simple case where the original \( L_\infty \)-algebra has vanishing ternary and higher brackets. In this case \( X \) has the structure of a differential graded Lie algebra (dgLa). Since the higher brackets vanish,
\[ Q^a = C^c_b z^c + \frac{1}{2} C^c_{ijk} z^j z^k, \quad W^a = \frac{1}{2} C^c_{ijk} z^j z^k, \]  
(3.91)

where \( C^c_b \) and \( C^c_{ijk} \) are the structure constants of the differential and the binary bracket on the dgLa respectively.

The \( L_\infty \)-algebra on \( X \) resulting from homotopy transfer will have brackets of all orders. We will determine the binary and ternary brackets explicitly here. In other words we determine \( \tilde{Q}(z^a) = Q^a \) to cubic polynomial order in \( z^a \). Since \( \pi^* z^a = \tilde{z}^a \) we can instead just count polynomial order in \( \pi^* z^a \) instead, which is notationally convenient.

We will need \( E^* z^a \) to second order. Calculating directly from the recursive definition (3.89)
\[ E^* z^a = \pi^* z^a + \tilde{h}^a E^* \left( \frac{1}{2} C^c_{ijk} (\pi^* z^j) (\pi^* z^k) \right) \]
\[ = \pi^* z^a + \frac{1}{2} \tilde{h}^a C^c_{ijk} (\pi^* z^j) (\pi^* z^k) + \ldots \]  
(3.92)

This suffices to determine the nonlinear part of \( \tilde{Q} \), \( \tilde{W} \), to cubic order. From (3.91) we write \( \tilde{W}^a = E^* W^a p^*(\tilde{z}^a) = p^a E^* W^a \) whence
\[ \tilde{W}^a = \frac{1}{2} E^a C^c_{ijk} (\pi^* z^j) (\pi^* z^k) + \frac{1}{2} E^a C^c_{ijk} (\pi^* z^j) (\pi^* z^k) \]
\[ + \ldots \]  
(3.93)

This defines the structure constants of the ternary bracket on \( \tilde{X} \). We read off
\[ \tilde{h}_i (\tilde{x}_j, \tilde{x}_k, \tilde{x}_l) = p [h [\tilde{x}_j, \tilde{x}_k], \tilde{x}_l] + \text{symmetrisations}. \]  
(3.94)

This agrees with the homotopy transported bracket (2.98) determined in sec. 2.

### 3.3. Side Conditions and Interpretation

To motivate our explicit form for \( R \), we further impose what are called side conditions in the mathematical literature:
\[ h^2 = 0, \quad hr = 0, \quad ph = 0. \]  
(3.95)

They imply that the three parts in the decomposition of the identity
\[ 1 = P - \partial h - h \partial \]  
(3.96)

are complementary projectors, i.e. \( p_1 = P, p_2 = -\partial h \) and \( p_3 = -h \partial \) satisfy \( (p_i)^2 = p_i \) and \( p_i p_j = 0 \) if \( i \neq j \).

Anticipating the later discussion, we will view homotopy transfer from \( X \) to \( \tilde{X} \) as the construction of a tree-level effective action, where the subspace corresponding to \( (1 - P)X \) has been “integrated out.” This subspace further splits into two parts, \( \partial hX \) and \( h \partial X \). Recall from the introduction that elements of \( X_2 \) can be interpreted as fields (see equation (1.1)), and elements of \( X_b \) as gauge parameters. Then, fields \( \Psi \) in the first part \( \partial hX \) are pure gauge (they take the form of a gauge transformation, \( \Psi = \partial \Lambda \) with \( \Lambda = h \Psi \in X_c \)). The second part \( h \partial X \) is the one that should be integrated over: at tree-level, this means solving their equations of motion and substituting the solution back into the action.

We now go to the dual picture and use the decomposition \( 1 = P - \partial h - h \partial \), written in matrix form \( \partial^a = P^a - C^a_b h^b - h^c C^c_b \). This splits the dual basis elements \( z^a \) as
\[ z^a = p^a - C^a_b h^b z^b - h^c C^c_b z^b. \]  
(3.97)

Then, the discussion of the previous paragraph is realized as follows: we look for an \( E^* : S^* \rightarrow \tilde{S}^* \) satisfying the three conditions
1. \( E^* (p^a z^b) = e^a e^b : \) fields in \( PX \) remain the same.
2. \( E^* (-C^a_b h^b z^c) = 0: \) the pure gauge part of \( (1 - P)X \) is set to zero.
3. The remaining fields (those in \( h \partial X \)) should be expressed in terms of the \( \tilde{z}^a \) in such a way that their equations of motion are solved. For this reason, we introduce a cyclic structure so we can consider the BV master action \( \Theta \): this condition then reads
\[ E^* \left( \frac{\partial \Theta}{\partial \tilde{z}^a} \right) = 0 \]

where \( \tilde{z}^a = -h^c C^c_b \tilde{z}^a \).

Strictly speaking, the intuition explained above is only applicable at degree zero but these equations are written for all basis elements \( z^a \). However, it turns out that these equations can be
motivated by a more careful path-integral treatment, as we will show in [54].

Using the side conditions, it is easily seen that the ansatz

$$E^*(z^a) = \iota^* (z^a) + h^j_i f^b_j ,$$

with arbitrary $f^j_i$ satisfies the first two requirements automatically. To understand the third requirement, which involves the cyclic inner product $\kappa$, we further assume the compatibility conditions

$$\kappa (Px_1, (1-P)x_2) = 0 \quad \text{and} \quad \kappa (hx_1, hx_2) = 0 \quad \forall x_1, x_2 \in X . \quad (3.99)$$

These have two useful consequences. First, we have

$$\kappa (Px_1, hx_2) = 0 \quad \forall x_1, x_2 \in X . \quad (3.100)$$

This is because the third side condition, $ph = 0$, implies that $\text{im} (h) \subseteq (1-P)X$. Second, one has the symmetry property

$$\kappa (hx_1, x_2) = (-1)^{(s+1)(t+1)} \kappa (hx_2, x_1) \quad \forall x_1, x_2 \in X . \quad (3.101)$$

This is proven as follows:

$$\kappa (hx_1, x_2) = \kappa (hx_1, (P - \partial h - h\partial)x_2) = \kappa (hx_1, -\partial hx_2) \quad (3.102)$$

$$= (-1)^{(s+1)(t+1)} \kappa (hx_2, -\partial hx_1) = (-1)^{(s+1)(t+1)} \kappa (hx_2, x_1) , \quad (3.103)$$

using the usual decomposition of the identity, the orthogonality properties of $\kappa$ assumed above, the cyclicity of $\kappa$, and the reasoning of the first line again.

Using the assumptions above, condition (3.98) can be rewritten as

$$E^* (h^j_i Q^b) = 0 . \quad (3.104)$$

Indeed, we have

$$\frac{\partial \kappa}{\partial z^a} = -h^i_b C^b_i \frac{\partial \kappa}{\partial z^a} = -h^i_b C^b_i \kappa^b_d Q^d = \pm h^i_b C^b_i \kappa^b_d Q^d \quad (3.105)$$

$$= \pm \kappa^a_{cd} C^c_d h^j_i Q^d \quad (3.106)$$

(keeping track of signs is unnecessary here). This already shows that (3.98) is implied by (3.104). To show the converse, multiply by $h^j_i \kappa^a_{cd}$ and use the relation $h\partial h = -h$, which follows from the decomposition (3.96) by acting with $h$ and using the side conditions.

To conclude this section, we show how this requirement of “tree-level integrating out”, in the form (3.104), suggests formula (3.99) for $E^*$. Using the split $Q = \delta^* + W$, equation (3.104) becomes

$$h^j_i C^a_i \delta^*(z^a) + h^j_i (E^* W^b + C^a_i h^j_i f^b_j) = 0 \quad (3.107)$$

which upon use of the $i\partial = \partial t$ formula (2.48), the side conditions (3.95) and $h\partial h = -h$ reduces to

$$h^j_i (E^* W^b - f^b_j) = 0 . \quad (3.108)$$

This motivates our choice $f^b_j = E^* W^b$, leading to (3.75) and (3.89).

### 3.4. Homotopy Transfer for Cyclic $L_\omega$-Algebras

Assuming the original $L_\omega$-algebra on $X$ has a (nondegenerate) cyclic inner product $\kappa$, when does the resulting $L_\omega$-algebra on $\tilde{X}$ have a cyclic inner product?

We will use the geometric picture of $L_\omega$-algebras. Since a cyclic inner product can be interpreted as a symplectic form $\kappa$, and the $L_\omega$-structure as $Q = (\Theta, \cdot)$ for a hamiltonian $\Theta$, we can simply pull back,

$$\tilde{\Theta} \equiv E^* \Theta , \quad \tilde{\kappa} \equiv E^* \kappa , \quad (3.109)$$

to find a candidate cyclic $L_\omega$-structure. It turns out that the side conditions (3.95) and the orthogonality properties (3.99) will prove sufficient to make $(\tilde{X}, \tilde{Q}, \tilde{\kappa})$ a cyclic $L_\omega$-algebra. First, these conditions ensure $E^* \kappa$ is a constant symplectic form which is in fact the restriction of $\kappa$ to im $(P) \supseteq \tilde{X}$.

$$E^* \kappa = \frac{1}{2} d (E^* z^a) \kappa_{ab} d (E^* z^b) \quad (3.110)$$

$$= \frac{1}{2} d (h^a \kappa_{ab} d (h^b z^b) + d (h^a E^* (W^b)) \kappa_{ab} d (h^b z^b) + \frac{1}{2} d (h^a E^* (W^b)) \kappa_{ab} d (h^b E^* (W^b)) \quad (3.111)$$

$$= \frac{1}{2} \frac{\partial}{\partial z^a} h^j_i \kappa^b_d d z^b . \quad (3.112)$$

We thus identify

$$\tilde{\kappa}^{ab} \equiv \kappa_{ab} E^a P^b , \quad (3.113)$$

which is nondegenerate: $P$ is a $\kappa$-orthogonal projector, so the inverse is

$$\tilde{\kappa}^{ab} = \kappa^{ab} E P^a P^b . \quad (3.114)$$

We now show the transferred structure $\tilde{Q}$ of (3.89) agrees with the hamiltonian vector field

$$\tilde{\Theta}, \tilde{z}^a = (\tilde{\Theta}, \tilde{z}^a) \delta^a , \quad (3.115)$$

where the antibracket is the one associated to $\tilde{\kappa}$.

**Proof.** By direct calculation one finds

$$\tilde{\Theta}, \tilde{z}^b = (E^* \Theta, \tilde{z}^b) = \partial_b (E^* \Theta) \kappa^{b} \tilde{\kappa} = \frac{\partial}{\partial z^b} \left( E^* \frac{\Theta}{\partial z^b} \right) \tilde{\kappa}^{b} \quad (3.116)$$

$$= \left( \tilde{f}^b + \frac{\partial}{\partial z^b} \left( E^* \frac{\Theta}{\partial z^b} \right) \right) \kappa^{b} . \quad (3.117)$$

$$= \left( \tilde{f}^b + \frac{\partial}{\partial z^b} \left( E^* \frac{\Theta}{\partial z^b} \right) \right) \kappa^{b} . \quad (3.118)$$
Since \( Q(z^x) = (\Theta, z^x) = \partial_x \Theta x^{\lambda a} \) the first term reads

\[
\left( E^* \frac{\partial \Theta}{\partial z^x} \right) b^a = p^a_b E^* (Q^b) = p^a_b E^* W^b + p^a_b E^* (C^b z^x),
\]

where we split \( Q = W + \partial^* \) on the right-hand side. We recognise \( p^a_b E^* W^b = W^a \), while

\[
p^a_b E^* (C^b z^x) = p^a_b C^b p^b_x z^x = 0; \quad \partial_x^* (z^x) = 0; \quad (3.120)
\]

the second term here vanishes due to \( p\Theta = \partial p \) and the side condition \( p\Phi = 0 \). Therefore

\[
(\tilde{\Theta}, z^x) = \partial^* (z^x) + W^a + p^a_b \frac{\partial (E\Theta W^b)}{\partial z^x} \left( E^* \frac{\partial \Theta}{\partial z^x} \right) b^a.
\]

It remains to prove the last term is zero. This is implied by

\[
h^a_b \left( E^* \frac{\partial \Theta}{\partial z^x} \right) = 0,
\]

which is equivalent to (3.104), as is easily seen using \( Q^b = \partial_x \Theta x^{\lambda a} \) and the matrix version of (3.101). We have therefore proven that \( Q \) of (3.89) is the hamiltonian vector field for \( \Theta = E^* \Theta \) with cyclic inner product \( \tilde{\Theta} \).

There is the same physical interpretation as in the last section: identifying \( \Theta \) with the BV master action, (3.122) is an abstract algebraic analogue of solving the equations of motion of

\[
\Theta(z^x) = \Theta \left( (P^a_b - C^b_i h^{ci}_b - h^{ci}_b C^b) \right) - \Theta i^a
\]

perturbatively for \( h^a_b C^b z^x \) in terms of \( P^a_b z^x \) while setting \( C^b_i h^{ci}_b \) to zero; for the case of homotopy transfer into \( H(X) \), the recursive formula (3.89) for \( E^* \) has been recognised in the physics context as the Berends-Giele recursion or perturbiner expansion for tree-level amplitudes [47, 55].

This result should be compared to the result derived long ago in the BV context in [35, 36] (see also [37–39]), where it was shown that eliminating auxiliary fields from the BV master action gives an action which also satisfies the master equation. Notice, however, that the very existence of a BV master action requires the \( L_\infty \)-algebra to carry a non-degenerate cyclic structure. This is not the case for the homotopy transfer formulas of this paper, which are in this sense more general.

In the cyclic case, the argument of [35, 36] formally goes through for non-auxiliary fields too, as long as they are eliminated using their equations of motion: this shows that the result defines a consistent \( L_\infty \)-algebra structure. This however entails the introduction of some non-localities contained in the homotopy map \( h \). It is well-known that a lot of the algebraic structure is lost if one allows for arbitrary non-local functionals in the BV formalism (see e.g. [56] and the abelianisation theorems of [57, 58]); it is a nice feature of the homotopy transfer theorem that the non-localities are kept under control via the homotopy map. In the \( L_\infty \)-algebra formulation one can indeed allow for equivalences of \( L_\infty \)-algebras (quasi-isomorphisms) which produce non-localities, and we must do this in order to accommodate effective field theory constructions like the ones of e.g. Section 5.4. It is this quasi-isomorphism requirement that ensures the physics is preserved under equivalences in the sense of preserving \( L_\infty \)-algebra minimal models so that the S-matrices are preserved.

4. Field Theories and \( L_\infty \)-Algebras

4.1. \( L_\infty \)-Algebras and the Batalin-Vilkovisky Formalism

In the BV formalism [20, 21], the field space is an infinite-dimensional supermanifold \( M \), graded according to ghost number. It is equipped with an odd symplectic structure \( \omega \) defining Poisson brackets which are called anti-brackets, and a homological vector field \( Q \). This is a hamiltonian vector field whose hamiltonian function \( \Theta \) is called the master action. We provide a short review of the formalism in this section (see also [38, 58, 59] for more extensive pedagogical references). While many formulas look similar to those of the previous section, we want to point out an important conceptual difference: here, we have a vector field on a supermanifold, which in general could be curved and topologically non-trivial, while in the previous section we were dealing with a derivation on a linear vector space.

This formalism arises in field theory as follows. A bosonic field theory is formulated in terms of a minimal set of fields \( \phi \) consisting of the commuting classical fields (with ghost number zero), the anti-commuting ghosts (with ghost number one) corresponding to the gauge parameters, and, if the theory is reducible, higher generation ghosts-for-ghosts (with higher ghost number). The fields with even ghost number are commuting and those with odd ghost number are anti-commuting. The index \( i \) includes both discrete indices and continuous spacetime coordinates, and summation over \( i \) includes integration over spacetime. For each field \( \phi \) in the minimal set, a corresponding anti-field \( \bar{\phi} \) is introduced. For a field \( \phi \) of ghost number \( |\phi| = n \), the corresponding anti-field \( \bar{\phi} \) has ghost number \( |\bar{\phi}| = -(n+1) \) and has the opposite statistics. To this minimal sector, one can add a non-minimal sector which has trivial BRST cohomology but plays a role in gauge fixing. This includes anti-ghosts and Nakinishi-Lautrup auxiliary fields, and again for each field in the non minimal sector there is a corresponding anti-field.

The fields and anti-fields provide local coordinates \( \Phi^i = (\phi^i, \bar{\phi}^i) \) for the BV supermanifold \( M \). These are Darboux coordinates in which the odd symplectic form is

\[
\omega = \frac{1}{2} d\Phi^i \wedge \omega_{ab} d\Phi^a = (-1)^{(|\phi|)} d\phi^i \wedge d\bar{\phi}^i \quad ((-1)^{\lambda} \equiv (-1)^{n\lambda}); \quad (4.1)
\]

with

\[
\omega_{ab} = (-1)^{|a|(|b|+1)} \omega_{ba}. \quad (4.2)
\]

(Note that, for objects such as \( d\Phi^a \) that carry multiple degrees, in this case form degree and ghost number, we use the convention where the degrees are added to determine signs. This explains

\[\ldots\]

\[\ldots\]

\[\ldots\]
how (4.2) follows from (4.1). This is sometimes known as “Bernstein’s rule”, and matches the conventions of [[51], appendix A] which we follow.) The matrix $\omega_{ab}$ is non-degenerate with inverse $\omega^{ab}$, giving anti-brackets

$$[f,g] = (-1)^{\nu_f} \frac{\partial f}{\partial \Phi^a} \omega^{ab} \frac{\partial g}{\partial \Phi^b}, \tag{4.3}$$

where $\partial_\nu$ denotes the right derivative

$$\frac{\partial f}{\partial \Phi^a} \equiv (-1)^{\nu_f+1} \frac{\partial f}{\partial \Phi^a} \tag{4.4}$$

(recall that unlabeled derivatives are left derivatives). In Darboux coordinates, the form (4.1) reproduces the usual antibracket formula

$$[f,g] = \left[ \frac{\partial f}{\partial \Phi^a} \frac{\partial g}{\partial \Phi^b} - \frac{\partial f}{\partial \Phi^b} \frac{\partial g}{\partial \Phi^a} \right]. \tag{4.5}$$

The homological vector field $Q$ is a Hamiltonian vector field with hamiltonian function given by the master action $\Theta$, $t_Q \omega = d \Theta$ so that with $Q = Q^a \partial_\nu$,

$$Q_a \equiv \omega_{ab} Q^b = \partial_\nu \Theta. \tag{4.6}$$

The differential $Q$ can be written in terms of the antibracket as

$$Q = (\Theta, \cdot), \tag{4.7}$$

and the fact that $Q^2 = 0$ is equivalent to the classical master equation

$$(\Theta, \Theta) = 0. \tag{4.8}$$

We will expand around a solution of the classical equations of motion at which $Q$ vanishes. It will be convenient to choose coordinates such that this solution is at $\Phi = 0$. In a neighbourhood of $\Phi = 0$, the vector field $Q$ will be assumed to have a Taylor expansion

$$Q(\Phi) = \sum_{n=1}^{\infty} \frac{1}{n!} C^a_{b_1 \ldots b_n} \Phi^{b_1} \ldots \Phi^{b_n} \frac{\partial}{\partial \Phi^a}, \tag{4.9}$$

for some constant coefficients $C^a_{b_1 \ldots b_n}$. The index-down structure constants $C_{a_1 \ldots a_n} \equiv \omega_{ab} C^b_{a_1 \ldots a_n}$ then have the symmetry

$$C_{a_1 \ldots a_n} = (-1)^{\nu(a_1) + \nu(a_2)} C_{a_1 a_2 \ldots a_n}, \tag{4.10}$$

and the master action is

$$\Theta = \sum_{n=2}^{\infty} \frac{1}{n!} C_{b_1 \ldots b_n} \Phi^{b_1} \ldots \Phi^{b_n}. \tag{4.11}$$

Conversely, given a master action $\Theta$, the coefficients $C_{b_1 \ldots b_n}$ are given by

$$C_{b_1 \ldots b_n} = \frac{\partial^n \Theta}{\partial \Phi^{b_1} \ldots \partial \Phi^{b_n}} \bigg|_{\Phi = 0}. \tag{4.12}$$

The condition $Q^2 = 0$ implies that the coefficients $C^a_{b_1 \ldots b_n}$ satisfy the generalised Jacobi identities that imply that they are the structure constants for an $L_\infty$ algebra. Introducing a graded vector space $X$ of the same dimension as $M$ (isomorphic to the tangent space $T_M$ at $\Phi = 0$) with basis vectors $T_a$, the $L_\infty$ brackets defined by the structure constants $C^a_{b_1 \ldots b_n}$ are

$$b_a(T_{c_1}, \ldots, T_{c_n}) = C^a_{c_1 \ldots c_n} T_a. \tag{4.13}$$

Here if $\Phi^a$ has ghost number $|a|$, $T_a$ has the opposite ghost number $-|a|$, and ghost number agrees with the degree of section 3 (which is minus the degree of section 2), degree $= (\text{ghost number})$. In this way, the BV manifold defines an $L_\infty$-algebra on $X$. This can be used to define brackets of fields $\Phi \equiv \Phi^a T_a$ by

$$B_a(\Phi_1 \ldots \Phi_n) = \Phi_1^{c_1} \ldots \Phi_n^{c_n} b_a(T_{c_1}, \ldots, T_{c_n}) = \Phi_1^{c_1} \ldots \Phi_n^{c_n} C^a_{c_1 \ldots c_n} T_a. \tag{4.14}$$

The symplectic form $\omega$ on $M$ gives a cyclic structure to this $L_\infty$ algebra: in Darboux coordinates, they are identical,

$$\kappa = (-1)^\nu d\Phi^a \wedge d\Phi^b = \omega. \tag{4.15}$$

As discussed in the previous section, this defines a degree $-1$ graded antisymmetric inner product $\kappa : X \times X \to \mathbb{R}$ satisfying (3.32) so that the $L_\infty$ algebra is cyclic. Using the split $Q = \partial^* + W$ into a linear piece $\partial^*$ and a non-linear one, we have now

$$\partial^* = C^a_i \Phi^i \partial_\nu, \tag{4.16}$$

where $\partial_\nu = \partial / \partial \Phi^a$, together with $W = W^a \partial_\nu$, where

$$W^a(z) = \sum_{n=1}^{\infty} \frac{1}{n!} C^a_{b_1 \ldots b_n} \Phi^{b_1} \ldots \Phi^{b_n}. \tag{4.17}$$

### 4.2. Relation of BV to the Algebraic Formulation

As explained in the previous sections, for such an $L_\infty$-algebra on $X$ we can introduce a coderivation $D$, dual basis vectors $z^a$ and a derivation $Q = D^*$ given by

$$Q(z) = \sum_{n=1}^{\infty} \frac{1}{n!} C^a_{b_1 \ldots b_n} z^{b_1} \ldots z^{b_n} \frac{\partial}{\partial z^a}. \tag{4.18}$$

Here $z^a$ has the same ghost number (degree) as $\Phi^a$. Clearly $Q(z)$ is obtained from $Q(\Phi)$ by the simple replacement $\Phi^a \to z^a$ so their algebraic properties are isomorphic. However, $Q(\Phi)$ is a vector field on the BV manifold $M$ while $Q(z)$ is a derivation on $S^*$. The BV manifold $M$ is locally isomorphic to a (topological) super-vector space $V$. In the finite dimensional case with $m$ commuting fields of even ghost number and $n$ anti-commuting ones of odd ghost number, this will be $V = \mathbb{R}^m|n$. An open set $U$ in an open cover of $M$ is mapped to an open set in $V$ by a diffeomorphism $\psi : U \to V$, with a point $p \in U$ mapped to $\psi(p) = \Phi^a(p) \epsilon_a$ where the fields $\Phi^a$ are coordinates for $V$ and $\epsilon_a$ is a basis for $V$, where each $\epsilon_a$ has ghost number zero. Thus here the ghost...
number is carried by the coordinate $\Phi^0$ and not the basis elements $e_i$, which is in contrast to our treatment of the graded vector space $X$ where the basis elements $e_i$ carry the degree and the coordinates are real numbers with degree zero. The diffeomorphism maps a function $f(p)$ on $M$ to a function $f(\Phi)$ on $V$, with $f(\Phi) = f(\psi^{-1}(\Phi))$.

The vector space $V$ is graded by ghost number. We denote the space spanned by the $\Phi^\gamma$ of ghost number $n$ by $V_n$. In the BV formalism with non-degenerate $\kappa$, $V_n$ is the space of classical fields $\varphi$ of ghost number 0 and has the same dimension as the space $V_{-1}$ of anti-fields of the classical fields $\bar{\varphi}$ which have ghost number $-1$, $V_1$ is the space of (first generation) ghosts $c_1$ of ghost number 1 and has the same dimension as $V_{-2}$, which is the space of antifields of (first generation) ghosts $\bar{c}_1$ of ghost number $-2$. For reducible gauge theories, $V_r$ is the space of $r$th generation ghosts $c_r$ of ghost number $r$ and has the same dimension as $V_{-r-1}$ which is the space of antifields for the $r$th generation ghosts $\bar{c}_r$ of ghost number $-r-1$. The antifields for the ghosts are necessary for the non-degeneracy of $\kappa$, for the existence of an antibracket structure, and also for the crucial physical property $F^0(Q) = \{\text{observables}\}$ of the BRST cohomology (see for example chapter 17 of [58]). The structure is indicated by the following diagram, which is to be compared with (1.1).

$$\cdots \to V_{-2} \to V_{-1} \to V_0 \to V_1 \to V_2 \to \cdots ,$$

$$\varepsilon_1 \to \bar{\varphi} \to \varphi \to c_1 \to \cdots,$$

(4.19)

Here each arrow indicates the action of $Q$ or its linear part $\partial^*$. Note that $Q$ transforms $\bar{\varphi}$ into the equations of motion for $\varphi$.

Recall that $S^*$ consists of formal power series in $z^i$. There is a natural map $\Lambda$ from the space of functions on $V$ that are defined by formal power series in $\Phi^\gamma$ to $S^*$. Consider a function $f(\Phi)$ on $V$ which is given by

$$f = \sum a_{b_1 \ldots b_n} \Phi^{b_1} \cdots \Phi^{b_n}$$

(4.20)

for some constants $a_{b_1 \ldots b_n}$. Then $\Lambda$ takes this to the power series in $z$ defined by the same coefficients,

$$\Lambda : \sum a_{b_1 \ldots b_n} \Phi^{b_1} \cdots \Phi^{b_n} \mapsto \sum a_{b_1 \ldots b_n} z^{b_1} \cdots z^{b_n}.$$  

(4.21)

Acting on such functions,

$$Q(z) = \Lambda Q(\Phi) \Lambda^{-1}.$$  

(4.22)

The map $\Lambda$, along with the sign (4.15) translating between $\omega$ and $\kappa$, takes the BV structures discussed above, the master action, the antibrackets and the master equation, to the corresponding structures on $S^*$ discussed in Subsection 3.1.3. In particular, the antibrackets (3.34) and (4.3) agree.

### 4.3. The Effective Action and Gauge Fixing

In the quantum theory, the functional integral is taken over a Lagrangian submanifold $\Sigma \subset M$, specified in terms of the gauge fermion, which is a function $\Psi(\phi^i)$ of ghost number $-1$, denoted by

$$\phi^i = \frac{\partial \Psi}{\partial \phi^i}.$$  

(4.23)

The functional integral is then of the form

$$\int \exp \frac{i}{\hbar} \Theta(\Phi)$$

(4.24)

and the master action is required to satisfy the quantum master equation

$$(\Theta, \Theta) = 2\hbar \Delta \Theta , \quad \Delta \equiv \frac{\partial}{\partial \phi^i} \frac{\partial}{\partial \phi^j} + \cdots$$

(4.25)

instead of the classical master equation (4.8). The functional integral can be rewritten as

$$\int \exp \frac{i}{\hbar} S_\Psi(\phi)$$

(4.26)

where

$$S_\Psi(\phi) = \Theta(\phi, \phi^i) \bigg|_{\phi^i = \frac{\partial \Psi}{\partial \phi^i}}.$$  

(4.27)

In theories without gauge symmetry, one typically takes the gauge fermion to be zero, so that $\phi^i = 0$ on $\Sigma$. The case with non-zero gauge fermion can be obtained from this by a canonical transformation.

$$\phi^i = \phi^i + \frac{\partial \Psi}{\partial \phi^i}.$$  

(4.28)

In theories with gauge symmetry, a non-minimal sector must be added and the gauge fermion chosen in such a way that the functional integral is well-defined, which requires $S_\Psi$ to satisfy a non-degeneracy condition (see e.g. [58]). An important result is that physical quantities in the quantum theory are independent of the choice of gauge fixing fermion, provided it is non-degenerate; in particular, they are unchanged by small deformations of $\Psi$.

The effective action can be defined by introducing sources and taking a Legendre transform with respect to the sources. We shall be interested in the classical effective action defined by taking the classical $\hbar \to 0$ limit.

We now discuss integrating out a subset of the fields $\phi$. We divide the fields $\phi^i$ into two sets, $\phi^i = (\phi^\alpha, \chi^\beta)$ with corresponding antifields $\bar{\phi}^\alpha = (\bar{\phi}^\alpha, \bar{\chi}^\beta)$ (so that $\Phi^\gamma = (\Phi^\alpha, \chi^\beta)$). Integrating out the fields $\chi$ gives an effective action depending just on $\bar{\phi}$. The leading contribution to the integral over $\chi$ is given by the saddle points that extremise the action $S_\Psi(\bar{\phi}, \chi)$, and this is sufficient for the tree level effective action. We will justify this and expand on this point in the sequel [54].

For example, consider the case in which

$$S_\Psi(\bar{\phi}, \chi) = S_1(\bar{\phi}) + \cdots$$

(4.29)
for some function $J_{\phi}(\hat{\phi})$. Then the $\chi$ field equation gives

$$\chi^a = K^{\alpha\beta} J_{\phi}(\hat{\phi})$$  \hspace{1cm} (4.30)

and substituting this back in gives the effective action

$$S_{\text{eff}}(\hat{\phi}) = S_{\text{i}}(\hat{\phi}) - \frac{1}{2} J_{\phi}(\hat{\phi}) K^{\alpha\beta} J_{\phi}(\hat{\phi})$$  \hspace{1cm} (4.31)

depending only on the $\hat{\phi}$. Note the appearance of $K^{\alpha\beta}$, which is the propagator for the fields $\chi^a$ that have been integrated out (this is a generic feature, as we will see in the examples below and more generally in [54]).

5. Examples

5.1. Homotopy as Projected Propagator

In the examples we shall consider here, we shall see that the homotopy is realized as the projected propagator. This comes as the result of a very simple observation: suppose we have a map $G : X \rightarrow X$ of degree $+1$ satisfying

$$1 = dG + Gd$$  \hspace{1cm} (5.1)

that commutes with the projector,

$$GP = PG .$$  \hspace{1cm} (5.2)

Then, the map

$$h = -G(1 - P) = -(1 - P)G$$  \hspace{1cm} (5.3)

satisfies the required homotopy relation

$$dh + h\alpha = -\partial G(1 - P) - (1 - P)G\alpha$$  \hspace{1cm} (5.4)

$$= -(\partial G + Gd)(1 - P)$$  \hspace{1cm} (5.5)

$$= P - 1 ,$$  \hspace{1cm} (5.6)

where we recalled that $P$ and $\partial$ commute. Thus, this $h$ can be used to perform homotopy transfer.

In field theories without gauge symmetry (as in some of the examples considered below), $G$ is essentially given by the propagator (inverse of the quadratic part of the action). When a gauge symmetry is present, one must first gauge-fix it in order to have solutions to (5.1), and of course also what must be done to have a well-defined path integral.

Note that equation (5.1) means that the homology of $\partial$ vanishes, $H(X) = 0$. Indeed, (5.1) states that $(-G)$ is a homotopy between the projector $P = 0$ onto the zero subspace $\{0\} \subset X$ and the identity operator $1$. According to the discussion of Section 2.2, $\{0\}$ and $X$ therefore have isomorphic homologies, which shows $H(X) = 0$.

Finally, consider the case where $H(X) \neq 0$. Then there exists no $G$ satisfying (5.1). Instead, the best one can do is

$$1 - \Pi = dG + Gd$$  \hspace{1cm} (5.7)

with $\Pi$ a projector onto $H(X)$. In other words $(-G)$ is a homotopy onto $H(X)$. If $P'$ is a projector commuting with $\Pi$, $G$ and $\partial$, we define the map

$$h = -G(1 - P')$$  \hspace{1cm} (5.8)

which satisfies the homotopy relation

$$P = 1 + h\alpha + \partial h$$  \hspace{1cm} (5.9)

with

$$P = P' + (1 - P')\Pi .$$  \hspace{1cm} (5.10)

We see $P = P'$ if $P'\Pi = P\Pi = \Pi$. This means we can only do homotopy transfer to a subspace $PX$ containing the entirety of $H(X)$.

5.2. 0D Scalar Example

We consider vector variables $\phi^i \in \mathbb{R}^n$ ($i = 1, \ldots, n$) and the action

$$S[\phi] = \frac{1}{2} A_{ij} \phi^i \phi^j + \sum_{k=2}^{\infty} \frac{1}{k!} A_{i_1 \cdots i_k} \phi^{i_1} \cdots \phi^{i_k}$$  \hspace{1cm} (5.11)

with an invertible, symmetric kinetic matrix $A_{ij}$ and symmetric higher interaction coefficients $A_{i_1 \cdots i_k}$. This is some zero-dimensional field theory in which everything can be made very explicit; in the following, we explain the associated $L_\infty$ structure (both in the algebra and coalgebra pictures) and check that the homotopy transfer theorem gives the expected result.

5.2.1. Associated $L_\infty$ Algebra

$BV$ Picture: In addition to the fields $\phi^i$ of ghost number $0$, we introduce $n$ antifields $\bar{\phi}_i$, of ghost number $-1$, so that $(\phi^i, \bar{\phi}_i) \in \mathbb{R}^{n|n}$. The symplectic form is by

$$\kappa_{ij} = \delta_{ij}, \quad \kappa_{ij} = \kappa_{ji} = 0$$  \hspace{1cm} (5.12)

so that the antibracket induced is the usual

$$\{f, g\} = \frac{\partial f}{\partial \phi^i} \frac{\partial g}{\partial \bar{\phi}_i} - \frac{\partial f}{\partial \bar{\phi}_i} \frac{\partial g}{\partial \phi^i} .$$  \hspace{1cm} (5.13)

The BV master action $\Theta$ is then

$$\Theta = \sum_{k=2}^{\infty} \frac{1}{k!} A_{i_1 \cdots i_k} \phi^{i_1} \cdots \phi^{i_k} ,$$  \hspace{1cm} (5.14)

and the homological vector field is

$$Q = \sum_{k=2}^{\infty} \frac{1}{k!} A_{i_1 \cdots i_k} \phi^{i_1} \cdots \phi^{i_k} \frac{\partial}{\partial \phi^i} ,$$  \hspace{1cm} (5.15)

and indeed we have $Q = (\Theta, \cdot)$. 
Coalgebra Picture: Since we have no gauge symmetry, there are only two spaces, $X_0 = \mathbb{R}^n$ and $X_{-1} = (\mathbb{R}^n)^*$. The $L_\infty$ algebra structure on $X = X_0 \oplus X_{-1}$ can be read off from the BV formalism or from the equations of motion

$$\frac{dS}{d\phi} = A_i \phi_i + \sum_{k=2}^{\infty} \frac{1}{k!} A_{ij_1 \cdots j_k} \phi^{j_1} \cdots \phi^{j_k} = 0$$

by comparing with (1.3). Introducing basis elements $T_i$ of $X_0$ and basis elements $\tilde{T}^i$ of $X_{-1}$, one has non-zero brackets given on the basis elements by

$$b_i(T_{i_1}, \ldots, T_{i_k}) = A_{i \cdots i_{k+1}} \tilde{T}^{i_{k+1}}.$$  \hspace{1cm} (5.17)

For an element $v = v_i T_i \in X_0$ with coordinates $v_i \in \mathbb{R}^n$,

$$b_i(v_{i_1}, \ldots, v_{i_k}) = A_{i \cdots i_{k+1}} v^{i_{k+1}}.$$  \hspace{1cm} (5.18)

In particular, the 1-bracket $\partial \equiv b_i$ is given by

$$\partial v = A_i v^i \tilde{T}^i.$$  \hspace{1cm} (5.19)

Since the only non-zero brackets have all their arguments in $X_0$ and their image in $X_{-1}$, and since all the $L_\infty$ relations are quadratic in the $b_i$, they are automatically satisfied. This is also a cyclic $L_\infty$ algebra with inner product given by the canonical pairing between a vector space $(X_0 = \mathbb{R}^n)$ and its dual. With respect to a basis,

$$\kappa(T_i, \tilde{T}^j) = \delta^j_i.$$  \hspace{1cm} (5.20)

The cyclicity property of $\kappa(v_i, b_i(v_{i_1}, \ldots, v_{i_k}))$ follows from the symmetry of the $A_{i \cdots i_{k+1}}$. With this inner product and the general brackets (5.17) it follows that the action (5.11) indeed takes the universal $L_\infty$ form given in the introduction.

Algebra Picture: We write the dual basis as $z^i = (\zeta^i, \bar{\zeta}^i)$ (those are the $z^i$'s of Section 3.1), with pairing $(\zeta^i, T_j) = \delta^i_j = (\bar{\zeta}^i, \tilde{T}^j)$. After the degree flip of section 3, they are of degree 0 and $-1$, respectively. The derivation $Q(z)$ is then

$$Q = \sum_{k=1}^{\infty} \frac{1}{k!} A_{i_1 \cdots i_k} \zeta^{i_1} \cdots \zeta^{i_k} \frac{\partial}{\partial \bar{\zeta}^{i_k}},$$

which squares to zero automatically, and the associated $\Theta$ is

$$\Theta = \sum_{k=1}^{\infty} \frac{1}{k!} A_{i_1 \cdots i_k} \zeta^{i_1} \cdots \zeta^{i_k}.$$  \hspace{1cm} (5.22)

This is obtained from the BV structure by the replacement $\phi \rightarrow \zeta$.

5.2.2. Homotopy Transfer

Consider now a projector $P = 1 + \partial h = h \partial$.

Since $h$ is of degree +1, its only non-zero component is $h_{-1} : X_{-1} \rightarrow X_0$, and the situation is as follows:

$$\partial_{-1} \rightarrow X_0 \rightarrow \partial_{-1} X_{-1} \rightarrow \partial_{-1} 0$$

$$(P_0 \downarrow h_{-1} \downarrow \bar{P} \downarrow h_{-1} \downarrow P_0 \downarrow)$$

$$(\partial_{-1} \rightarrow \partial_{-1} \rightarrow \partial_{-1} \rightarrow 0)$$

$$(0 \rightarrow \partial_{-1} \rightarrow 0 \rightarrow \partial_{-1} 0)$$

$$(5.24)$$

(This diagram is not commutative.)

In matrix form, the homotopy condition on $X_0$ reads

$$(P_0)_{ij} = \delta^j_i + (h_{-1})^i_k A_{kj},$$

and on $X_{-1}$, we have

$$(P_{-1})_{ij} = \delta^j_i + A_{ij}(h_{-1})_i^k.$$  \hspace{1cm} (5.25)

Abstractly, we can think of the matrices here as maps $P_0 : \mathbb{R}^n \rightarrow \mathbb{R}^n$, $P_{-1} : (\mathbb{R}^n)^* \rightarrow (\mathbb{R}^n)^*$ and $A_{ij} : (\mathbb{R}^n)^* \rightarrow \mathbb{R}^n$. There is a homotopy map $h_{-1}$ satisfying the above conditions provided we have $A_{P_0 A_{-1}} = P_{-1}$ as maps $(\mathbb{R}^n)^* \rightarrow (\mathbb{R}^n)^*$. The solution for $h$ is then

$$h = -(1 - P_0)A_{-1} = -A^{-1}((1 - P_{-1})).$$  \hspace{1cm} (5.26)

If, furthermore, $P_{-1}$ is the dual map to $P_0 \equiv P$, i.e., $P_{-1} \equiv P^*$, which means that the matrix forms of $P_0$ and $P_{-1}$ can be written as $(P_0)_{ij} = (P_{-1})_{ij} \equiv P^*_{ji}$, then the matrix form of $h$ reads

$$h_{ij} = -(1 - P^*_{ji})A_{-1} = -A_{ki}(1 - P^*_{ji}).$$  \hspace{1cm} (5.27)

Let us make these formulas more concrete. We split the fields $\phi$ into $\phi^i = (\phi^i, \chi^i)$ where $\phi^i$ are the fields we keep and $\chi^i$ are the fields we integrate out. Thus, the projector acting on fields takes the form $P^*_{ij} = \delta^i_j$ with all other components being zero. Further, we assume that the kinetic matrix has a block-diagonal form in this basis, $A_{ij} = 0$. Then the above conditions are satisfied, and the solution reads

$$h_{ii} = -(A_{-1})_{ii}, \quad \text{other components} = 0.$$  \hspace{1cm} (5.28)

This is an example of the important result derived in Subsection 5.1: with a minus sign, the homotopy $h$ is given by the propagator of fields that have been integrated out (the propagator being given as usual by the inverse of the quadratic part of the action). Note that this homotopy already satisfies the side conditions: $h_0 = ph = 0$ since $h$ only acts in the complement of $X_0$, and $h^2 = 0$ for degree reasons.

We now show that tree-level integrating out is realised by homotopy transfer. We start for simplicity from an action with at most cubic terms,

$$S[\phi^i, \chi^i] = \frac{1}{2} A_{ij} \phi^i \phi^j + \frac{2}{3} A_{ijk} \phi^i \phi^j \phi^k.$$  \hspace{1cm} (5.29)

Integrating out at tree level means solving the equations of motion for the $\chi^i$ variables in term of the $\phi^i$, and plugging back to get an action depending on the $\phi^i$ alone. The solution for the $\chi^i$ variables in term of the $\phi^i$ is

$$h_{ij} = -(A_{-1})_{ij}, \quad \text{other components} = 0.$$  \hspace{1cm} (5.30)
at order $\lambda$ is $\chi^{\alpha} = -\frac{1}{2} \lambda (A^{-1})^{\alpha \beta} A_{\beta \gamma} \phi \phi^{\gamma}$, and this gives
\[ S(\phi') = \frac{1}{2} A_{\beta \gamma} \phi' \phi^{\beta} + \frac{\lambda}{31} A_{\alpha \beta} \phi' \phi^{\beta} \phi^{\alpha} - \frac{\lambda^2}{8} A_{\beta \gamma} (A^{-1})^{\alpha \beta} A_{\alpha \beta} \phi' \phi^{\beta} \phi^{\gamma} + O(\lambda^3) \] (5.31)
up to quartic order in the fields. This means that the corresponding $L_{\alpha \beta}$ algebra carries the non-trivial 3-bracket
\[ \bar{b}_3(\phi_1, \phi_2, \phi_3) = -3 \lambda^2 A_{\beta \gamma} (A^{-1})^{\alpha \beta} A_{\alpha \beta} \phi_1 \phi_2 \phi_3. \] (5.32)
This formula, which is obtained here through the field theory computation, should be reproduced by formula (2.98). In the case where all the $x_i$’s are at degree zero, there are no signs and the formula reduces to
\[ \bar{b}_3(x_1, x_2, x_3) = p([h([x_1, x_2]), x_3] + [h([x_1, x_3]), x_2] + [h([x_2, x_3]), x_1]). \] (5.33)
The first term is computed as
\[ [h([x_1, x_2]), x_3] = \lambda A_{\beta \gamma} h([x_1, x_2])^l(x_3)^l = \lambda A_{\beta \gamma} h^l [x_1, x_2](x_3)^l \]
\[ = \lambda^2 A_{\beta \gamma} h^l A_{\mu \nu}(x_1)^m (x_2)^n (x_3)^l \]
\[ = -\lambda^2 A_{\beta \gamma} (A^{-1})^{\alpha \beta} A_{\alpha \beta} (x_1)^m (x_2)^n (x_3)^l, \] (5.34)
where in the last step we used the form of $h$ found above and the fact that the $x_i$ are in the projected subspace (so they only carry barred indices). The other two terms reproduce the factor three and the symmetrization. Note that this 3-bracket, which corresponds to the quartic term in the action $S$, can be pictured diagrammatically as
\[ \begin{array}{c}
\bullet \\
\end{array} + \begin{array}{c}
- \\
\end{array} + \begin{array}{c}
- \\
\end{array} + \begin{array}{c}
- \\
\end{array} \] (5.35)
i.e. it has the expected structure of two cubic terms joined by a propagator. This is consistent with the field theory picture of tree-level integrating out.

5.3. Scalar Field Theory

For a theory of $N$ scalar fields $\phi^i(x)$ in $D$-dimensional spacetime, we could use the notation $\phi^i$ where $i$ is a composite index consisting of the discrete index $\alpha = 1, \ldots, N$ and the continuous spacetime coordinate $x^\alpha$, so that summation over $i$ represents integration over space-time as well as summation over $\alpha$. Then a general action can be written in the form (5.31), and the results of the last section immediately carry over to the infinite dimensional field theory case. In particular, it is clear that the construction of the homotopy in terms of the propagator goes through for any field theory without gauge symmetry; we will see an example of this in the next section.

5.4. Scalar Field and High-Energy Modes

In this section, we consider a single scalar field $\phi(x)$ in $D$-dimensional Euclidean space and the projector $P = \Pi_s$ onto low-energy modes given by
\[ \Pi_s \phi(x) = \int_{p^2 < \Lambda^2} \phi(p) e^{-ipx} d^d p. \] (5.36)
where $\Lambda$ is some arbitrary energy scale and $\phi$ is the Fourier transform of $\phi$. As in the previous example, we will show that we can take the propagator of high-energy modes ($p^2 > \Lambda^2$), with a minus sign, as the homotopy. The theory has a field $\phi(x)$ of ghost number 0 and an antifield $\tilde{\phi}(x)$ of ghost number $-1$. The master action is the same as the classical action,
\[ \Theta = \int d^Dx \left( \frac{1}{2} \phi^2 + m^2 \phi + V(\phi) \right) \] (5.37)
where the kinetic term is given by the (Euclidean) Klein-Gordon operator and we have included a scalar potential $V$. The BV-BRST operator is
\[ Q = \int d^Dx [(-\Delta + m^2)\phi + V'(x)] \frac{\partial}{\partial \phi(x)} \] (5.38)
with linear part
\[ \delta^e = \int d^Dx [(-\Delta + m^2)\phi(x)] \frac{\partial}{\partial \phi(x)} \] (5.39)
In the coalgebra formulation, we then have two spaces $X_0, X_1$ at degree 0 and $-1$. These spaces are infinite-dimensional, but we will not need to specify the exact space of functions we are dealing with because the differential and homotopy entering the homotopy transfer construction are both linear. The variable $x$ just plays the role of a continuous index. The differential (1-bracket) $\delta$ of $\phi \in X_0$ is given by the (Euclidean) Klein-Gordon operator,
\[ (\delta \phi)(x) = (-\Delta + m^2)\phi(x) . \] (5.40)
Higher brackets depend on the self-interactions of $\phi$ and will not be needed in what follows.
Now, following Section 5.1, we take (minus) the propagator of high-energy modes as the homotopy operator $h : X_1 \to X_0$; this reads
\[ (h \phi)(x) = -\int_{p^2 > \Lambda^2} e^{-ipx} \phi(p) d^dp. \] (5.41)
We now check the homotopy relation $\Pi_s = 1 + \delta h + h \delta$: acting on $X_0$, it is
\[ (\Pi_s \phi)(x) = \phi(x) + 0 + (h \delta \phi)(x) \] (5.42)
\[ = \phi(x) - \int_{p^2 > \Lambda^2} e^{-ipx} (\bar{\delta} \phi)(p) d^dp \] (5.43)
is interesting that the
Although this is unorthodox from a field-theory point of view, it
and their antifield conjugates. In this case, the homotopy will con-

Thus, the homotopy relation is satisfied and one can indeed view (tree-level) integrating out of high-energy modes as homotopy transfer; the formulas of section 2 will produce all desired vertices, and this corresponds to the expansion in tree diagrams using the propagator of high-energy modes in the internal legs.

Note, however, that this computation
1. is insensitive to the value of $m$, in particular we could have taken $\Lambda < m$;
2. would work in the same way if we “integrate out” the low-
energy modes with momenta satisfying $p^2 < \Lambda^2$.

Although this is unorthodox from a field-theory point of view, it is interesting that the $L_\infty$ algebra structure can nevertheless be transferred consistently to the resulting theories.

5.5. Yang-Mills Theory

We now turn to Yang-Mills, a theory with gauge symmetry and therefore a bigger complex $X = X_0 \oplus X_1 \oplus X_2$, where the new spaces $X_0$ and $X_2$ correspond to ghosts (gauge parameters) and their antifield conjugates. In this case, the homotopy will consist of three maps $h_0, h_1, h_2$, as in the diagram below.

Note that there is no difference between Yang-Mills and a sum of free Maxwell actions for the problem of finding $h$, as only the 1-bracket $\partial$ (given by the quadratic part of the action) appears.

As indicated in Section 5.1, we will first go to the gauge-fixed action and construct a “propagator” $G$ satisfying (5.1). Then, given a projector $P$ commuting with $G$, the homotopy is simply given by projecting $G$ according to (5.3).

5.5.1. Gauge-Fixed Action and Propagator

The minimal sector for Yang-Mills consists of the gauge field $A_\mu^a$, the ghost $C^a$, and their antifields, with BV master action

$$
\Theta^\text{min}_{\text{BV}}[A_\mu^a, C^a, \tilde{C}^a, \tilde{\tilde{C}}_a] = \int d^4x \left( -\frac{1}{4} \delta_{ab} F_{\mu \nu}^a F^{\mu \nu}_{ab} + \tilde{A}_a^a (D_\mu C) + \tilde{C}_a^a B^a C^a C^a \right).
$$

The field strength and covariant derivatives are

$$
F_{\mu \nu}^a = \partial_\mu A_\nu^a - \partial_\nu A_\mu^a + g f_{abc} A_\mu^b A_\nu^c, \quad (D_\mu C)^a = \partial_\mu C^a + g f_{abc} A_\mu^b C^c,
$$

and gauge indices are contracted with $\delta_{ab}$. We then follow the usual procedure:

1. we enlarge the space of fields and antifields to include $(\tilde{C}_a^a, B^a)$, where $C$ is the anti-ghost and $B$ is an auxiliary field, together with the antifield conjugate $(\tilde{\tilde{C}}_a^a, \tilde{\tilde{B}}_a)$;
2. add the term $\int d^4x \tilde{C}_a^a B^a$ to the master action; and
3. introduce a gauge-fixing fermion

$$
\Psi = \int d^4x \tilde{C}_a^a \left( -\frac{1}{2} B^a + a^a A_\mu^a \right).
$$

and shift the antifields by the derivative of the gauge-fixing fermion,

$$
\tilde{\tilde{\phi}} + \frac{\delta \Psi}{\delta \tilde{\phi}}.
$$

The complete non-minimal set of fields is then $\{\phi^i\} = \{A_\mu^a, C^a, \tilde{C}_a^a, B^a\}$, of ghost degrees $0, 1, -1$ and $0$ respectively while the antifields are $\{\tilde{\phi}_i\} = \{\tilde{\tilde{C}}_a^a, \tilde{\tilde{B}}_a\}$ which carry ghost number $-1, -2, 0$ and $-1$ respectively (so $gh(\tilde{\tilde{\phi}}) = -gh(\tilde{\tilde{\phi}}) - 1$). After the shift, the master action becomes

$$
\Theta_{\text{BV}}[\phi, \tilde{\phi}] = S_\Psi[\phi] + \int d^4x \left( \tilde{\tilde{C}}_a^a (D_\mu C)^a + \frac{1}{2} e f_{abc} C^b C^c + \tilde{\tilde{C}}_a^a B^a \right),
$$

where

$$
S_\Psi[\phi] = \int d^4x \left( -\frac{1}{4} F_{\mu \nu}^a F^{\mu \nu}_{ab} - \partial_\mu \tilde{C}_a^a (D_\mu C)^a + \frac{1}{2} B^a B^a + B^a \partial_\mu A_\mu^a \right).
$$
The action $\mathcal{S}_\nu$ is the Fadeev-Popov gauge-fixed action, simply obtained from the shifted master action by setting the antifields to zero. (Equivalently, it is obtained from the unshifted master action using (4.23).) The field $B^\nu$ is an auxiliary field; eliminating it from $\mathcal{S}_\nu$ produces the usual gauge-fixing term $+\langle r^A_A \rangle^2/(2\varepsilon)$.

The quadratic part of $\Theta$ gives the linear part $\partial^*$ of the BRST differential $Q = (\Theta_{\nu} \gamma_{\mu -}, \gamma_{\mu -}(x) \partial^\mu)^+$: it increases the ghost number by one and is given by

$$\partial^* A^\nu_a = \partial_{\mu} C^\mu_a \quad (5.59)$$
$$\partial^* C^\nu = 0 \quad (5.60)$$
$$\partial^* \bar{C}^\nu = -B^\nu \quad (5.61)$$
$$\partial^* B^\nu = 0 \quad (5.62)$$
on the fields and

$$\partial^* A^\nu_a = -\partial_{\mu} (\partial^\mu A^\nu_a - \partial^\nu A^\mu_a) - \partial^\nu B_a \quad (5.63)$$
$$\partial^* C^\nu = \square \bar{C}_a - \partial_{\mu} A^{\nu\mu}_a \quad (5.64)$$
$$\partial^* \bar{C}^\nu = -\square C_a \quad (5.65)$$
$$\partial^* B^\nu_a = \bar{C}_a - \xi B_a + \partial_{\mu} A^{\mu\nu}_a \quad (5.66)$$
on the antifields. The nilpotency of $\partial^*$ encodes the linearized gauge invariance of the equations of motion as well as the linearized Noether identities.

These formulas can be dualized to get the differential $\partial$ on the vector space $X$. Since there are now several fields/antifields of the same degree, it is useful (if a bit cumbersome) to refine the notation for the basis elements $T_{\nu[A]}$. For each field $\Phi^{16}$ there is a corresponding basis element $x^\nu$ of $X^*$ and this is dual to a basis element $T_{\nu[A]}$ of $X$, which we will write $T_{\nu[A]}(\phi)_\nu$. A general vector in $X$ is $\nu^\nu T_{\nu[A]}$ where the components are all real numbers of degree zero. The dual pairing is

$$(T_{\nu[A]}(\phi)_\nu, x^\nu(y)) = \delta^\phi_a \delta^\nu_a (x - y). \quad (5.67)$$

The basis elements for the various subspaces $X_k$ at degree $k$ are given by

$$X_1 \quad X_0 \quad X_{-1} \quad X_{-2}$$

$$\{T_{\nu[A]} \} \quad \{T_{\nu[B]} \} \quad \{T_{\nu[\bar{C}]} \} \quad \{T_{\nu[\bar{B}]} \} \quad (5.68)$$

so that, for example, a generic element of $X_0$ can be written as

$$a + b + \bar{c} = \int \left( a^\nu_\alpha(x) T_{\nu[A]} + b^\nu_\alpha(x) T_{\nu[B]} + \bar{c}^\nu_\alpha(x) T_{\nu[\bar{C}]} \right) \, dx. \quad (5.69)$$

We will use in the following this notation with lowercase letters where $a = \int a^\nu_\alpha(x) T_{\nu[A]} \, dx$, etc. Thus the components $\nu^\nu$ of a vector $\nu^\nu T_{\nu[A]}$ in $X$ are then $a^\nu_\alpha(x), b^\nu_\alpha(x), \bar{c}^\nu_\alpha(x), \ldots$ and are all of degree zero. For example, $C^\nu$ has ghost number 1. $\{T_{\nu[A]}\}$ has ghost number $-1$ and $c^\nu$ has ghost number 0. With this notation, we can compute the differential $\partial$ acting on the various subspace usings $(\partial x, z) = (x, \partial^\nu z)$. Note that the space $X_k$ is paired with the space of fields at ghost number $k$: therefore, $\partial$ decreases the degree by one, as it should (since $\partial^*$, as $Q$, increases the ghost number by one).

The result is, omitting the arguments $x$ and the integrals for brevity,

$$\partial a = -\partial_{\mu} a^\mu_a T_{\nu[A]} + \partial^\nu a^\nu_a T_{\nu[\bar{B}]} \quad \in X_{-1} \quad (5.70)$$
$$\partial c = \partial_{\mu} c^\mu a T_{\nu[A]} - \partial^\nu c^\nu a T_{\nu[\bar{C}]} \quad \in X_0 \quad (5.71)$$
$$\partial \bar{c} = \partial^\nu \bar{c} T_{\nu[\bar{C}]} \quad \in X_{-2} \quad (5.72)$$
$$\partial b = -b^\mu T_{\nu[B]} - \partial^\nu b^\nu a T_{\nu[\bar{A}]} - \xi b^\nu a T_{\nu[\bar{B}]} \quad \in X_{-1} \quad (5.73)$$

and

$$\partial \hat{a} = -\partial_{\mu} \hat{a}^\mu_a T_{\nu[\bar{C}]} \quad \in X_{-2} \quad (5.74)$$
$$\partial \hat{c} = 0 \quad \in X_{-1} = \{0\} \quad (5.75)$$
$$\partial \hat{\bar{c}} = \hat{\bar{c}}_a T_{\nu[\bar{B}]} \quad \in X_0 \quad (5.76)$$
$$\partial \hat{b} = 0 \quad \in X_{-2}. \quad (5.77)$$

We can then look for a “propagator” in the sense of the previous section, i.e. a map $G$ of degree $-1$ such that

$$1 = \partial G + G \partial. \quad (5.78)$$

A solution of this is given by

$$G \hat{c} = \int d^4x \, d^4p \, e^{-ip \nu} \left( -\frac{1}{p^2} \right) \hat{c}_a(p) T_{\nu[a]} \quad (5.79)$$

$$G \hat{a} = \int d^4x \, d^4p \, e^{-ip \nu} \left( -\frac{1}{p^2} \eta_{\nu \rho} + (1 + \xi) \frac{p_{\nu} p_{\rho}}{p^2} \right) \hat{a}^\rho_a(p) T_{\nu[A]} \quad (5.80)$$

$$G \hat{\bar{c}} = \int d^4x \, d^4p \, e^{-ip \nu} \frac{ip \nu}{p^2} \hat{\bar{c}}_a(p) T_{\nu[a]} \quad (5.81)$$

16 Note we are here temporarily reverting to the notion of earlier sections where $a$ labels all fields; we will shortly revert to using the index $a$ as a gauge index. The meaning of the indices should be clear from the context.

17 We can take these to be delta functions centred on $x$, with possible extra Grassmann variables to account for the degree, and multiplied by a basis vector pointing in the direction $a$. 
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\[ G^2 = \int d^4x \, d^4p \, e^{-ipx} \frac{1}{p^2} \tilde{c}(p) T_a[c]_a, \]  
\[ (5.82) \]

where tildes denote the Fourier transform.

5.5.2. Homotopy Transfer

Given a projector \( P \) that commutes with \( G \), we can define a map \( h \) from the propagator \( G \) of the previous section by formula (5.3). This \( h \) will satisfy the homotopy relation automatically, and one can therefore perform the homotopy transfer to get a \( L_\infty \) structure on \( \tilde{X} \equiv PX \).

Here are two examples of such projectors.

1. A projector that just removes some of the fields. Writing \( \tilde{a} \) for the indices in the image of \( P \), the projectors \( P_k \) (with \( k = 1, 0, -1, -2 \)) take then all the same matrix form

\[ P_k = \delta_k^0, \quad \text{other components} = 0, \]  
\[ (5.83) \]

with no action on the space-time index \( x \). This commutes with \( G \) because \( G \) is diagonal in the gauge indices.

2. As in the scalar example, we can go to Euclidean signature and consider the projector \( P = \Pi_\Lambda \) onto low-energy modes, acting as

\[ \Pi_\Lambda \Phi^a(x) = \int_{p^2 < \Lambda^2} \Phi^a(p) e^{-ipx} \, dp \]  
\[ (5.84) \]

on any field or antifield \( \Phi^a \). This commutes with \( G \) because \( G \) is local in momentum space.

Although the resulting theories are in general highly non-local (in position space), \( L_\infty \) and BRST-BV algebraic structures still exist for them and follow from the original ones by homotopy transfer.

6. Discussion

We have investigated the physical content of the algebraic procedure of homotopy transfer as applied to the formulation of classical field theories in terms of \( L_\infty \)-algebras. Given an \( L_\infty \)-algebra over a vector space \( X \) along with a homotopy \( h : X \to X \) and projective map onto a quasi-isomorphic chain complex \( \tilde{X} \), homotopy transfer provides an \( L_\infty \)-algebra over \( \tilde{X} \) along with a quasi-isomorphism of \( L_\infty \)-algebras between \( X \) and \( \tilde{X} \). The main new technical results are the explicit homotopy transfer formulae (2.62) and (3.89), realised by the pair of \( L_\infty \)-algebra morphisms given by \( F : S(X) \to S(\tilde{X}) \) in (2.74) and \( E : S(\tilde{X}) \to S(X) \) (the dual of (3.89)). These are compatible with a cyclic inner product, if present.18 The most similar results to ours can be found in Huebschmann’s work [25, 32], where morphisms \( F \) and \( E \) in both directions are given and shown to be \( L_\infty \)-morphisms for “connected” \( L_\infty \)-algebras (concentrated in purely positive or negative degree).

We have attempted to give a self-contained and pedagogical treatment, including issues which are not easily accessible in the mathematical literature on homotopy transfer, including a discussion of homotopy transfer in the dual picture as well as the relationship of the latter with the BV formalism. In the following we highlight our main technical results and their physical interpretations:

The Homotopy Transfer Formulae and Their Applications: There is a relative dearth of homotopy transfer formulae for \( L_\infty \)-algebras as opposed to \( A_\infty \)-algebras, presumably due to the difficulty of lifting \( h \) to the symmetric algebra \( S(X) \); as discussed in [24], this precludes a straightforward application of the homological perturbation lemma. We overcame this difficulty in appendix A, following [26]. (For homotopy transfer of \( L_\infty \)-algebras see also [25, 61].) Our explicit expressions for \( F : S(X) \to S(\tilde{X}) \) and \( E : S(\tilde{X}) \to S(X) \) have the added advantage of being strict partial inverses of each other (by Appendix B):

\[ FE = 1_{S(\tilde{X})}. \]  
\[ (6.1) \]

In general, the right-hand side here could be any invertible morphism of coalgebras \( S(\tilde{X}) \to S(X) \); we thus obtained the simplest possible result.

A special case is homotopy transfer onto \( H(X) \), which establishes the existence of a minimal \( L_\infty \)-structure on the homology of \( X \) (i.e. with \( \delta = 0 \), also known as the minimal model). This homotopy transfer is known to calculate the \( L_\infty \)-algebra encoding S-matrix elements from an input \( L_\infty \)-algebra describing off-shell data, for any quantum field theory on Minkowski spacetime [46] (see also [62], which employed loop \( L_\infty \)-algebras instead). At tree level in either approach the starting point is the \( L_\infty \)-algebra associated to the classical theory as discussed in this paper. Definition (3.89) for \( E : S(\tilde{X}) \to S(X) \) leads to a recursion relation for the associated multilinear maps \( e_n : S^n(\tilde{X}) \to X \), which may be immediately evaluated, as the coefficients can be read off from the classical Lagrangian. In fact, it was recently argued [47] that for Yang-Mills theory this recursion for the minimal model \( (\tilde{X} \equiv H(X)) \) yields the Berends-Giele off-shell recursion relations [63] for tree-level amplitudes. (Observe that in this case \( e_n \) takes precisely \( n \) on-shell gluons as input and produces a single off-shell gluon as output, exactly like the Berends-Giele currents do.)

What about \( F \)? \( F \) leads to what might be called “dual (off-shell) recursion”, again for tree amplitudes. The recursion relation is (2.85):

\[ F = p + FBh. \]  
\[ (6.2) \]

This is compact notation for a recursive definition of the multilinear maps \( f_n : S^n(X) \to X \) associated to \( F \). For \( \tilde{X} = H(X) \) the new \( L_\infty \) structure (specified by a coderivation \( D \)) will describe tree-level S-matrix elements, and can be calculated given knowledge of \( F \) (i.e. of the collection of maps \( \{ f_n \} \)) and the original \( L_\infty \)-algebra structure (specified by \( D \)):

\[ D = FDt. \]  
\[ (6.3) \]

For Yang-Mills theory, \( f_n \) would take precisely \( n \) off-shell gluons as input and produce a single on-shell gluon as output. This is

---

18 More precisely, \( E^* \) was shown to be compatible with the cyclic structures in the sense of (3.109), and \( F \) was shown to produce the same \( L_\infty \)-algebra \( E \) does. This is subject to dualisation caveats in the infinite dimensional case. However, \( E \) can be written in the co-algebra picture directly as (B.5), and then compatibility with the cyclic structure can be checked.
the exact opposite behaviour with respect to the Berends-Giele currents — hence reasonably referred to as “dual recursion”.

The Physical Interpretation of Homotopy Transfer: We illustrated how homotopy transfer produces an $L_{\infty}$-algebra describing effective dynamics. More precisely, if we introduce a projector $P$ and a split

$$X = PX \oplus (1 - P)X,$$  \hspace{1cm} (6.4)

homotopy transfer onto $\tilde{X} \cong PX$ produces the $L_{\infty}$-algebra derived from the tree-level effective action for the $\tilde{X}$ degrees of freedom, calculated by a “tree-level path integral over $(1 - P)X$”. Following the usual lore where a tree-level path integral amounts to solving the classical equations of motion, the morphism $E^*$ is seen to provide this “solution”. This idea has recently been discussed in string field theory [9, 41, 42], motivated by a construction of Ashoke Sen [7]; however, as seems to be the general trend with ideas from string field theory expressed in the language of homotopy algebra, we demonstrated in a few examples that this effective field theory interpretation is valid beyond string field theory. In this interpretation, the Sen construction gives a convenient ansatz (5.3) for the construction of a homotopy $h$.

There is a restriction on admissible projectors $P$: that $\partial$ restricted to $(1 - P)X$ has trivial homology, so $X$ and $\tilde{X} \cong PX$ have isomorphic homologies. Physically, this means that homotopy transfer is not allowed to “forget” any on-shell states and their isomorphic homologies. Physically, this means that homotopy restricted to $(1 - P)X$ isomorphic homologies. The most glaring omission in the current paper is the treatment of effective field theory beyond the tree-level approximation. In the mathematical literature progress has been made using the notion of loop $L_{\infty}$-algebra, which is a generalisation involving an infinite collection of brackets at each loop order, and is closely related to the quantum master equation in the BV formalism. We will discuss this approach in [54] also, and introduce a complementary approach involving the Zinn–Justin 1PI $L_{\infty}$-algebras of [46], which is suggestive of a non-perturbative formulation. Along the way, we will prove the assertion that $E^*$ is the leading-order contribution to the purely-algebraic “path” integral that defines a procedure analogous to homotopy transfer for loop $L_{\infty}$-algebras.

The last claim suggests, again, the question: what about $F^*$? (Given that it is the dual of $E$ that admits a path integral interpretation.) From the algebraic perspective neither $F$ nor $E$ is privileged over the other; both are quasi-isomorphisms, and knowledge of one suffices to construct the new $L_{\infty}$-algebra structure. We are thus led to the idea that perhaps we should elevate the notion of quasi-isomorphism of $L_{\infty}$-algebras to an equivalence of the underlying field theories. For field theories on Minkowski space at least this is perfectly reasonable, since quasi-isomorphisms preserve minimal models (hence S-matrices). Then one might think, somewhat more provocatively, of quasi-isomorphisms as the mathematical implementation of dualities in field theory.

Appendix A: Lift of Homotopy Map

A.1. Proof of Homotopy Relation

In this appendix we prove that the lift of the homotopy map $h$ to the full symmetric algebra $S(X)$ given in the main text still satisfies the homotopy relation (2.57). The first step is to rewrite the recursive definition

$$h(x_1 \wedge \ldots \wedge x_n) \equiv \frac{1}{n!} \sum_{\sigma \in S_n} c(\sigma; x) \left( h(x_{\sigma(1)} \wedge \ldots \wedge x_{\sigma(n-1)}) \wedge x_{\sigma(n)} ight) + (-1)^{\sum_{\sigma} \epsilon_{\sigma}} p(x_{\sigma(1)} \wedge \ldots \wedge x_{\sigma(n-1)}) \wedge h x_{\sigma(n)} \quad \text{(A.1)}$$

There is a similar observation in [[41], section 3.1].
as
\[ h(x_1 \land \ldots \land x_n) = \frac{1}{n} \sum_{k=1}^{n} (-1)^{\gamma_{k+1} + \cdots + \gamma_{n+1}} \left[ h(x_1 \land \ldots \land \hat{x}_k \land \ldots \land x_n) \right. \\
\left. \land x_k \land \sum_{k=1}^{n} (-1)^{\gamma_{k+1} + \cdots + \gamma_{n+1}} + \sum_{j=1}^{n} f(j, k) \right] \]  
(A.2)

where the hat means that the element is omitted from the product or sum. This can be done because in (A.1) the permutations over the \( n - 1 \) first arguments always give the same terms and add up: what matters for the Koszul sign is which of the \( x_k \)'s is outside. What remains is a sum over \( k \), with coefficient \( (n - 1)!/n! = 1/n \). This rewriting allows for a better control of the signs and the permutations. To simplify a bit the notation, in the following we will also use \( P = \sum_{j=1}^{n} f(j, k) \) and omit the wedge products.

The proof proceeds by induction, assuming that the relation holds for \( n \). Evaluating \( \partial h(x_1 \ldots x_{n+1}) \) is straightforward:

\[ \partial h(x_1 \ldots x_{n+1}) = \frac{1}{n+1} \sum_{k=1}^{n+1} (-1)^{\gamma_{k+1} + \cdots + \gamma_{n+1}} \partial \left[ h(x_1 \ldots \hat{x}_k \ldots x_{n+1}) \right] x_k \]
(A.3)

\[ + (-1)^{\gamma_{k} + \cdots + \gamma_{n+1}} p(x_1 \ldots \hat{x}_k \ldots x_{n+1}) h x_k \]
(A.4)

\[ = \frac{1}{n+1} \sum_{k=1}^{n+1} (-1)^{\gamma_{k+1} + \cdots + \gamma_{n+1}} \partial h(x_1 \ldots \hat{x}_k \ldots x_{n+1}) x_k \]
(A.5)

\[ + (-1)^{\gamma_{k} + \cdots + \gamma_{n+1}} p(x_1 \ldots \hat{x}_k \ldots x_{n+1}) \partial x_k \]
(A.6)

\[ + (-1)^{\gamma_{k} + \cdots + \gamma_{n+1}} p(x_1 \ldots \hat{x}_k \ldots x_{n+1}) \partial x_k \]
(A.7)

\[ + P(x_1 \ldots \hat{x}_k \ldots x_{n+1}) \partial h x_k \] .
(A.8)

Evaluating \( \partial h(x_1 \ldots x_{n+1}) \) is trickier. First, we write explicitly

\[ \partial(x_1 \ldots x_{n+1}) = \sum_{j=1}^{n+1} (-1)^{\gamma_{j} + \cdots + \gamma_{n+1}} x_j \partial x_j \ldots x_{n+1} \]  
(A.9)

Then, when using formula (A.2), the case \( k = j \) is special (since now \( \partial x_j \) is moved instead of \( x_j \), which gives different signs), so we split the sum:

\[ \partial h(x_1 \ldots x_{n+1}) = \sum_{j=1}^{n+1} (-1)^{\gamma_{j} + \cdots + \gamma_{n+1}} h(x_1 \ldots \partial x_j \ldots x_{n+1}) \]
(A.10)

\[ = \frac{1}{n+1} \sum_{j=1}^{n+1} (-1)^{\gamma_{j} + \cdots + \gamma_{n+1}} \times \]

\[ \times \left\{ \sum_{k=1}^{j-1} (-1)^{\gamma_{k+1} + \cdots + \gamma_{n+1}} h(x_1 \ldots \hat{x}_k \ldots \partial x_j \ldots x_{n+1}) x_k \right\} \]  
(A.12)

Lines (A.12) and (A.16) combine nicely to give back a term of the form \( h \partial(x_1 \ldots \hat{x}_k \ldots x_{n+1}) x_k \). To see this, we have to swap the sums, using

\[ \sum_{k=1}^{n+1} \sum_{j=1}^{n+1} f(j, k) = \sum_{j=1}^{n+1} \sum_{k=1}^{n+1} f(j, k) = \sum_{k=1}^{n+1} \sum_{j=1}^{n+1} f(j, k) \]  
(A.18)

and the same reasoning for the other switch. This gives an outer \( k \) sum, and the inside \( j \) sum reproduces \( \partial(x_1 \ldots \hat{x}_k \ldots x_{n+1}) \) using formula (A.9):

\[ (A.12) + (A.16) = \frac{1}{n+1} \sum_{k=1}^{n+1} (-1)^{\gamma_{k+1} + \cdots + \gamma_{n+1}} x_k \]
(A.19)

\[ \times \left\{ \sum_{j=1}^{n+1} (-1)^{\gamma_{j} + \cdots + \gamma_{n+1}} h(x_1 \ldots \partial x_j \ldots x_{n+1}) x_k \right\} \]
(A.20)

\[ + \sum_{j=1}^{n+1} (-1)^{\gamma_{j} + \cdots + \gamma_{n+1}} h(x_1 \ldots \partial x_j \ldots \hat{x}_k \ldots x_{n+1}) x_k \]
(A.21)

\[ + \sum_{k=1}^{n+1} (-1)^{\gamma_{k+1} + \cdots + \gamma_{n+1}} x_k \]
(A.22)

where we used \( (-1)^{\gamma_{1} + \cdots + \gamma_{n+1}} = (-1)^{\gamma_{2} + \cdots + \gamma_{n+1}} \). Using the same reasoning, lines (A.13) and (A.17) combine into

\[ (A.13) + (A.17) = \frac{1}{n+1} \sum_{k=1}^{n+1} (-1)^{\gamma_{k+1} + \cdots + \gamma_{n+1}} (-1)^{\gamma_{2} + \cdots + \gamma_{n+1}} \]

\[ \times P \partial(x_1 \ldots \hat{x}_k \ldots x_{n+1}) x_k \]  
(A.23)

We can finally compute \( \partial h + h \partial(x_1 \ldots x_{n+1}) \). In this, (A.6) exactly cancels (A.14), (A.7) cancels (A.23) owing to \( \partial P = P \partial \), and
the signs of the other terms work out to give

\[
(\partial h + h \partial)(x_1 \ldots x_{n+1}) = \frac{1}{n+1} \sum_{k=1}^{n+1} (-1)^{k+1} x_1 \ldots x_{k-1} x_k \ldots x_{n+1} \chi
\]  
(A.24)

\[
\times \left[ (\partial h + h \partial)(x_1 \ldots x_k \ldots x_{n+1}) x_k + P(x_1 \ldots x_k \ldots x_{n+1}) (\partial h + h \partial) x_k \right] \right]_{(p=1)}^{(p=1)}
\]  
(A.25)

\[
= \frac{1}{n+1} \sum_{k=1}^{n+1} (-1)^{k+1} x_1 \ldots x_{k-1} x_k \ldots x_{n+1} \chi
\]  
(A.26)

\[
= (P-1)(x_1 \ldots x_{n+1})
\]  
(A.27)

where we used the morphism property \( P(x_1 \ldots x_k \ldots x_{n+1}) P x_k = P(x_1 \ldots x_k \ldots x_{n+1} x_k) \) and also put \( x_k \) back in its place, using \((-1)^{k+1} x_1 \ldots x_{k-1} x_k \ldots x_{n+1} x_k = x_1 \ldots x_{n+1}. \) This proves the homotopy relation acting on monomials of degree \( n + 1 \), thereby completing the proof by induction.

**A.2. Side Conditions**

We will now prove that under the side conditions the lift of \( h \) implies the relations (2.83). The trick is to rewrite \( h \) as

\[
h = h^d q = q h^d,
\]  
(A.28)

where \( h^d \) is the lift of \( h \) as a normal derivation and \( q \) takes care of inserting the \( p \)'s. More specifically, \( h^d \) is defined by the Leibniz rule

\[
h^d(x_1 \wedge \ldots \wedge x_p) = h^d(x_1 \wedge \ldots \wedge x_{p-1}) \wedge x_p + (-1)^{p+1} x_1 \wedge \ldots \wedge x_{p-1} \wedge h(x_p)
\]  
(A.29)

\[
= \sum_{i=1}^n (-1)^{p+1} x_1 \wedge \ldots \wedge x_{i-1} x_i \wedge \ldots \wedge h(x_i) \wedge x_{i+1} \wedge \ldots \wedge x_p,
\]  
(A.30)

and \( q \) is given by

\[
q(x_1 \wedge \ldots \wedge x_p) = \frac{1}{n!} \sum_{(\sigma, \chi)} \sum_{i=0}^{n-1} \frac{1}{n-1} \epsilon(\sigma; x)
\]  

\[
\times q(x_{\sigma(1)} \wedge \ldots \wedge x_{\sigma(i)}) \wedge x_{\sigma(i+1)} \wedge \ldots \wedge x_{\sigma(n)}.
\]  
(A.31)

With these definitions, the proof of \( h = h^d q \) is direct. To prove that \( q \) and \( h^d \) commute, we follow [26] and rewrite \( q \) in a different way: first, notice that permutations of the first arguments and the \( n - i \) last ones always give the same term, so each individual term comes with a factor

\[
Q^n = \frac{i! (n-i)!}{n! (n-i)!} = \frac{i! (n-i-1)!}{n!} (i < n).
\]  
(A.32)

Then, because \( q \) has no intrinsic degree, we get no sign as we reorder the terms to appear in the right order \( x_1 \wedge x_2 \wedge \ldots \wedge x_n \), with some of the \( x_i \)'s carrying \( q \). This gives the formula

\[
q(x_1 \wedge \ldots \wedge x_n) = \sum_{e \in [0,1]^n} Q^n_e (tp)^i_1 (x_1) \wedge (tp)^i_2 (x_2) \wedge \ldots \wedge (tp)^i_n (x_n),
\]  
(A.33)

where \( e = (e_1, e_2, \ldots, e_n) \) is a sequence of zeroes and ones, with \( e \) telling us if \( x_1 \) carries an \( p \) or not, and we sum over all such sequences; \( |e| = e_1 + \ldots + e_n \) is the total number of \( p \)'s in that term (which is the index \( i \) in \( A.31 \)); and we define \( Q^n_0 = 0 \) to be consistent with \( A.31 \). Now, because of the side conditions, we have \( q h^d = h q h^d \), so this way of writing \( q \) makes it clear that \( q h^d = h^d q \). Notice also that this nice factorization would not hold without the side conditions: without them, one would get extra terms of the form \( h q h^d \) or \( q h^d \).

Now, since \( h^d \) is linear, it is a coderivation as well as a derivation,

\[
\Delta h^d = (h^d \otimes 1 + 1 \otimes h^d) \Delta.
\]  
(A.34)

This is the crucial trick which helps below: it allows us to move all the \( h \)'s across \( \Delta \), i.e.

\[
\Delta h = (h^d \otimes 1 + 1 \otimes h^d) \Delta q,
\]  
(A.35)

without having to worry about insertions of \( p \)'s. The \( h^d \) part also satisfies the side conditions,

\[
h^d h^d = 0, \quad ph^d = 0, \quad h^d t = 0,
\]  
(A.36)

as does the full lift \( h = h^d q = q h^d \). These properties imply that the seven maps below vanish ("annihilation conditions"):

\[
0 = (h \otimes h) \Delta h = (h \otimes h) \Delta t = (h \otimes p) \Delta h = (h \otimes p) \Delta t
\]  
(A.37)

\[
= (p \otimes h) \Delta h = (p \otimes h) \Delta t = (p \otimes p) \Delta h.
\]  

This is easily checked using the decompositions of \( h \), the coderivation property of \( h^d \), the morphism property of \( r \) and the side conditions: for example,

\[
(h \otimes p) \Delta h = (q h^d \otimes p) \Delta h^d q = (q h^d \otimes p)(h^d \otimes 1 + 1 \otimes h^d) \Delta q
\]  
(A.38)

\[
= (q h^d \otimes p)(h^d \otimes 1 + 1 \otimes h^d) \Delta q
\]  
(A.39)

\[
= (q h^d \otimes p + q h^d \otimes ph^d) \Delta q
\]  
(A.40)

\[
= 0.
\]  
(A.41)

To finish the proof, we use the homotopy relation \( q p = 1 + \partial h + h \partial \) to show that \( h \) satisfies the three properties in (2.83). This uses the annihilation conditions (A.37) (which themselves followed from the symmetrized \( (qp, 1) \)-Leibniz rule and the side conditions). The first relation in (2.83) is now proved as follows

\[
(h \otimes 1 - 1 \otimes h) \Delta h = [h \otimes (p \partial h - h \partial) - (p \partial h - h \partial) \otimes h] \Delta h
\]  
(A.42)
\[ (1 \otimes h)(p \otimes 1) \Delta h = (1 \otimes \partial)(p \otimes 1) \Delta h - (p \otimes h)(1 \otimes \partial) \Delta h \]

where we used the homotopy relation, the coderivation property of \( \partial \) and the annihilation conditions.

For the second relation in (2.83) we compute

\[ (p \otimes 1) \Delta h = p \otimes (p - \partial h - h \partial) \Delta h \]

Using \( p \partial = \partial p \), the second term gives

\[ (p \otimes h)(\partial \otimes 1) \Delta h = -(p \partial h) \Delta h = -(\partial p h) \Delta h \]

and the first is

\[ -(p \otimes h)(1 \otimes \partial + \partial 1) \Delta h = -(p \otimes h) \Delta h \]

The final property in (2.83) is proved in exactly the same way.

**Appendix B: Equality of Homotopy-Transferred \( \mathcal{L}_\infty \)-Algebra Structures**

We will prove that

\[ FE = 1_{s,x} \]

where \( F : S(X) \to S(\tilde{X}) \) is the morphism of coalgebras (2.74) and \( E : S(X) \to S(X) \) is the dual to the morphism of algebras \( E^* : S(X)^* \to S(X)^* \) defined in (3.89), when both are constructed from the same collection of \( L_\infty \)-algebra brackets \( \partial, b_1, b_2 \ldots \) and the same homotopy \( \tilde{h} \) satisfying the side conditions (2.78). (Recall that \( F \) is a morphism of coalgebras when the side conditions are satisfied.) This implies that, when both are defined (e.g. for finite-dimensional \( L_\infty \)-algebras),

\[ \tilde{D} = \tilde{Q}^* \]

where on the left-hand side \( \tilde{D} = \tilde{\partial} + \tilde{b} \) is the homotopy-transferred \( L_\infty \)-algebra structure of (2.95), while on the right \( \tilde{Q} = \tilde{\partial} + \tilde{W} \) is the homotopy-transferred structure of (3.89).

In the algebra picture it is clear that a derivation or a morphism of algebras is completely specified by its values on generators \( \{z^a\} \) of \( S(X)^* \). Dually, a coderivation or a morphism \( M : S(X) \to S(X) \) of coalgebras is completely specified by \( \pi, M : S(X) \to X \) [66], where \( \pi \) is the projection \( S(X) \to X \):

\[ \pi, x_1 = x_1, \quad \pi, x_1 \wedge x_2 \wedge \cdots \wedge x_n = 0 \quad \forall n > 1, \quad \forall x_1, x_2, \ldots, x_n \in X \]

This is clear from the defining duality relation using the pairing (3.8) of \( S \) and \( S^* \) with a choice of basis:

\[ \langle M^* (z^a), T_{b_1} \wedge T_{b_2} \wedge \cdots T_{b_n} \rangle = (z^a, M(T_{b_1} \wedge T_{b_2} \wedge \cdots T_{b_n})) \]

on the right-hand side, \( (z^a, \cdot) \) projects onto \( X \). We therefore specify \( E : S(\tilde{X}) \to S(X) \) in the algebra picture directly, as the unique morphism of coalgebras that satisfies the recursion relation

\[ \pi, \tilde{E} = \pi, \tilde{E} + h \pi, BE \]

Its dual is (3.89). (This is identical to a morphism constructed in [24]; side conditions are invoked therein to prove that \( E \) is a morphism of \( L_\infty \)-algebras, which is unnecessary.)

Since \( F = p + FBh \) it suffices to show

\[ pE = 1_{s,x} \]

and

\[ hE = 0 \]

where \( h \) is the lifted homotopy (2.55) that is a map \( S(X) \to S(X) \). The maps \( p \) and \( E \) are both coalgebra morphisms, so \( pE \) is specified by \( \pi, pE \) (where \( \pi, : S(X) \to \tilde{X} \) is the analogous projection involving \( \tilde{X} \)). By (2.54) for \( p \) we see \( \pi, p = p\pi, \) so we can use (B.5) and the side conditions to calculate directly

\[ \pi, pE = \pi, pE = \pi, \tilde{E} + ph \pi, BE = \pi, \tilde{E} \Rightarrow pE = 1_{s,x} \]

It remains to show \( hE = 0 \). By (A.28) it suffices to show instead \( h^dE = 0 \) where \( h^d \) is the derivation (A.29) on \( S(X) \). It is easiest to prove

\[ h^dE(x_1 \wedge x_2 \wedge \cdots \wedge x_n) = 0 \]

inductively in \( n \). First, \( h^dE(x_1) = h^d(x_1) = 0 \) by the side conditions. For the inductive step, we assume

\[ h^dE(x_1 \wedge \cdots \wedge x_m) = 0 \quad \forall m \leq n, \quad \forall x_1, x_2, \ldots, x_m \in X \]

and prove

\[ h^dE(x_1 \wedge \cdots \wedge x_{m+1}) = 0 \]
Let us write \( e_m : S^n(\tilde{X}) \rightarrow X \) for the collection of maps defining the morphism \( E \), as in equations (2.32). The inductive assumption is equivalent to
\[
h e_m = 0 \quad \forall m \leq n. \tag{B.12}
\]

Since \( E \) is a morphism of coalgebras, we have an equation of the type
\[
(E - \pi_1 E)(\tilde{x}_1 \wedge \cdots \wedge \tilde{x}_{n+1}) = \sum_{\text{partitions}} \sum_{e \in S_{n+1}} c(e, \{a_i\})
\times e_{a_1} \tilde{x}_{e(1)} \wedge \cdots \wedge \tilde{x}_{e(a_1)} \wedge \cdots \wedge e_{a_k} (\tilde{x}_{e(a_1 + \cdots + a_{k-1})} \wedge \cdots \wedge \tilde{x}_{e(n+1)}).
\tag{B.13}
\]

for some coefficients \( c(e, \{a_i\}) \). Here, the first sum runs over all ways of splitting the integer \( n+1 \) into \( k \geq 2 \) parts of length \( a_i > 0 \),
\[
n + 1 = a_1 + a_2 + \cdots + a_k \quad (k \geq 2, \ a_i > 0). \tag{B.14}
\]

The crucial point here is that all the maps \( e_m \) appearing on the right-hand side have \( a_i < n+1 \), which will allow us to use the inductive hypothesis. The existence of a formula like (B.13) is apparent from (2.32): removing \( \pi_1 E \) amounts to removing the first term, and we remain only with wedge products of maps of lower order. (Nevertheless, a proof of (B.13) for all \( n \) is given below.)

Now, the side conditions and (B.5) immediately show \( h^2 \pi_1 E = 0 \). Then, since \( h^2 \) is a derivation, acting on (B.13) with \( h^2 \) and using the inductive assumption implies (B.11). This concludes the proof of (B.1).

To prove (B.13) at all orders, we define a (rescaled) wedge product operation
\[
\Lambda : S(X) \otimes S(X) \rightarrow S(X) \tag{B.15}
\]

by
\[
\Lambda((x_1 \wedge \cdots \wedge x_i) \otimes (x_{i+1} \wedge \cdots \wedge x_{i+j})) = \frac{1}{2^j - 2} x_1 \wedge \cdots \wedge x_i \wedge x_{i+1} \wedge \cdots \wedge x_{i+j}.
\tag{B.16}
\]

It satisfies the property
\[
\Lambda \Delta = 1_S(X) - \pi_1, \tag{B.17}
\]

as can be checked by direct computation: on \( x_1 \) it is 0 = 0, and on a higher-order monomial,
\[
\Lambda \Delta(x_1 \wedge \cdots \wedge x_n) = \Lambda \sum_{i=0}^{n-1} \sum_{e \in S_{[1,n-i]}} e(\sigma; x) (x_{e(1)} \wedge \cdots \wedge x_{e(\sigma)}) \otimes (x_{e(1+\sigma)} \wedge \cdots \wedge x_{e(n)})
\tag{B.18}
\]

\[
= \frac{1}{2^n - 2} \sum_{i=0}^{n-1} \sum_{e \in S_{[1,n-i]}} e(\sigma; x) x_{e(1)} \wedge \cdots \wedge x_{e(\sigma)} x_{e(1+\sigma)} \wedge \cdots \wedge x_{e(n)}
\tag{B.19}
\]

\[
= \frac{1}{2^{n-2}} \left( \sum_{i=0}^{n-1} \sum_{e \in S_{[1,n-i]}} e(\sigma; x) x_{e(1)} \wedge \cdots \wedge x_{e(\sigma)} \wedge \cdots \wedge x_{e(n)} \right)
\tag{B.20}
\]

\[
= \frac{1}{2^{n-2}} \left( \sum_{i=0}^{n-1} \sum_{e \in S_{[1,n-i]}} e(\sigma; x) x_{e(1)} \wedge \cdots \wedge x_{e(\sigma)} \wedge \cdots \wedge x_{e(n)} \right).
\tag{B.21}
\]

Now, since \( E \) is a morphism of coalgebras, it satisfies \( \Delta E = (E \otimes E) \Delta \). This implies
\[
E - \pi_1 E = \Lambda(E \otimes E) \Delta, \tag{B.22}
\]

and equation (B.13) follows by evaluating on \( \tilde{x}_1 \wedge \cdots \wedge \tilde{x}_{n+1} \).

**Appendix C: Dependence on the Choice of Homotopy**

In this appendix, we prove that the homotopy-transferred \( L_\infty \) structures corresponding to different choices of \( h \) are isomorphic; what matters is the choice of projector \( P \).

So, we start with a map \( h \) satisfying the homotopy relation (2.44) and also assume that it satisfies the side and orthogonality conditions (3.95) and (3.99); in particular,
\[
1 - P = \partial h + h \partial \tag{C.1}
\]

\[
h^2 = 0 \tag{C.2}
\]

\[
\kappa(hx, hy) = 0. \tag{C.3}
\]

The orthogonality condition means that \( im h \) is an isotropic subspace for the cyclic inner product \( \kappa \), and so is \( im \partial \) on account of the cyclicity of \( \kappa \) and \( \partial^2 = 0 \). They are in fact also Lagrangian inside \((1 - P)X\), and by (C.1) we find that
\[
(1 - P)X = (im h) \oplus (im \partial) \tag{C.4}
\]

is the direct\(^{20} \) sum of Lagrangian subspaces \( im h \) and \( im \partial \). We can introduce generators \( T_i \in im h \) and \( \tilde{T}_i \in im \partial \) generalising the notation of 5.2.1, for which \( \kappa \) takes the canonical form
\[
\kappa(T_i, \tilde{T}_j) = \delta_{ij} \tag{C.5}
\]

\( \partial \) takes the form
\[
\partial \tilde{T}_i = 0, \quad \partial T_i = K_{ij} \tilde{T}_j, \tag{C.6}
\]

and \( h \) takes the form
\[
h \tilde{T}_i = K_i^j T_j, \quad h T_i = 0. \tag{C.7}
\]

Condition (C.1) forces \( K_{ij} \) to be invertible with inverse \( K^{ij} \) (i.e. \( K_i^j K_{jk} = \delta^i_k \)). Viewing these equations in another way, this means that \( h \) is in fact completely determined by a choice of a Lagrangian complement \( L \) to \( im \partial \) in the decomposition (C.4) [46]: indeed,
\[ \partial | \hat{L} : L \rightarrow \text{im } \partial \text{ must be invertible, and equations (C.1) - (C.2) then force } \hat{h} \text{ to be the inverse of } \partial | \hat{L} \text{ on } \text{im } \partial \text{ and zero on } L = \text{im } h, \text{ as in equation (C.7).} \]

We can reinterpret this via the BRST-BV interpretation of the dual picture of \( L_{\omega} \)-algebras given in sections 3.1.3 and 4.2. We introduce dual coordinates \( z^{i} = (\phi^{i}, \tilde{\phi}^{i}) \), so \( \langle \phi^{i}, T_{j} \rangle = \delta^{i}_{j} = \langle \tilde{\phi}^{i}, \tilde{T}^{i} \rangle \) are the non-vanishing duality pairings, and calculate the BV master action of (3.35):

\[
\Theta = \frac{1}{2} k_{\omega} C_{ij} z^{i} z^{j} + O(z) \quad (C.8)
\]

\[
= (\text{terms in the projected part}) + \frac{1}{2} K_{ij} \phi^{i} \phi^{j} + O(z) \quad (C.9)
\]

We see therefore that a choice of \( h \) corresponds to a splitting of the dual basis \( z^{i} = (\phi^{i}, \tilde{\phi}^{i}) \) of \( ((1 - P)X)^{\ast} \) which is such that the quadratic term in \( \Theta |_{\omega = 0} \) is invertible. This corresponds directly to a proper choice of “fields” \( \phi \) versus “antifields” \( \tilde{\phi} \) in the BV path integral, meaning one where the quadratic term is non-degenerate when antifields are set to zero.

A proper choice of fields versus antifields is usually found by the introduction of a gauge-fixing fermion \( \psi \). Typically the theory is given with an improper choice of fields \( \phi \) and antifields \( \tilde{\phi} \), which is then transformed into a proper one by the canonical transformation (with the antibracket (3.34))

\[
\phi \rightarrow \phi \quad \psi \rightarrow \psi \quad \tilde{\phi} \rightarrow \tilde{\phi} + (\psi, \tilde{\phi}) \quad (C.10)
\]

where \( \psi \) is a function of fields \( \phi \) alone. The partition function and gauge-invariant correlation functions are then shown to be invariant under deformations of \( \psi \).

As we saw above, the homotopy \( h \) is completely determined by its image \( L = \text{im } h \). Therefore, a deformation of \( h \) (satisfying the homotopy, orthogonality and side conditions) can be encoded in a deformation of that subspace. These parameters are parametrized by a matrix \( \psi_{ij} \) as

\[
T_{i} \rightarrow T_{i} - \psi_{ij} \tilde{T}^{j} \quad \tilde{T}^{i} \rightarrow \tilde{T}^{i} \quad (C.11)
\]

with the orthogonality condition \( \kappa(T_{i}, T_{j}) = 0 \) implying\(^{21}\) (c.f. (4.1) and (4.15))

\[
(\psi_{ij})_{i}^{\top} \psi_{ij} + (\psi_{ij})_{i}^{\top} \psi_{ij} = 0 \quad (C.12)
\]

which is \( \psi_{ij} = \psi_{ji} \) given \(|i| = |j| + 1 \mod 2 \). The deformed homotopy \( h' \) is defined by

\[
h' T^{i} = K^{i} T_{j} \quad h' T^{i}_{j} = 0 \quad (C.13)
\]

It satisfies all the properties \( h \) does if \( \psi_{ij} = -\psi_{ji} \). In the dual basis, (C.11) gives

\[
\phi^{i} = \phi^{i} \quad \tilde{\phi}^{i} = \phi^{i} + \psi_{ij} \phi^{j} \quad (C.14)
\]

which is generated by the gauge-fixing fermion

\[
\psi = \frac{1}{2} \psi_{ij} \phi^{i} \phi^{j} \quad (C.15)
\]

via the antibracket (3.34). It follows from the BRST-BV formulation on \( L_{\omega} \)-algebras and the properties of the antibracket that a transformation of this form describes an isomorphism of \( L_{\omega} \)-algebras preserving the cyclic structure. We have therefore proved that, up to isomorphisms, a deformation of \( h \) does not affect the transferred \( L_{\omega} \) structure.
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\(^{21}\) A more general deformation could be written down as \( T''_{ij} = A T_{ij} - B_{ij} \tilde{T}^{l} \), with \( A \) invertible, but this is simply \( T''_{ij} = A T'_{ij} \) (with \( \psi = A^{-1} B \)) and so parametrizes the same subspace \( L \). The only relevant deformation is the part given in (C.11).
