Modulation of charge-density waves by superlattice structures

André L. Malvezzi, 1 Thereza Paiva, 2 and Raimundo R. dos Santos 2

1Departamento de Física, Faculdade de Ciências,
Universidade Estadual Paulista, Caixa Postal 473, 17015-970 Bauru SP, Brazil
2Instituto de Física, Universidade Federal do Rio de Janeiro,
Caixa Postal 68528, 21941-972 Rio de Janeiro RJ, Brazil
(Dated: 23rd March 2022)

We discuss the interplay between electronic correlations and an underlying superlattice structure in determining the period of charge density waves (CDW’s), by considering a one-dimensional Hubbard model with a repeated (non-random) pattern of repulsive ($U > 0$) and free ($U = 0$) sites. Density matrix renormalization group diagonalization of finite systems (up to 120 sites) is used to calculate the charge-density correlation function and structure factor in the ground state. The modulation period can still be predicted through effective Fermi wavevectors, $k_F^*$, and densities, and we have found that it is much more sensitive to electron (or hole) doping, both because of the narrow range of densities needed to go from $q^* = 0$ to $\pi$, but also due to sharp $2k_F^*-4k_F^*$ transitions; these features render CDW’s more versatile for actual applications in heterostructures than in homogeneous systems.

PACS numbers: PACS: 71.45.Lr, 73.21.Cd, 71.27.+a, 71.10.-w, 73.20.Mf, 72.15.Nj.

The appearance of charge-density waves (CDW’s) in conductors with a chain-like structure is a well known phenomenon, electrons condense into a ground state with a modulated charge distribution, as opposed to the uniform distribution of normal metals. Depending on their modulation period, these CDW’s may slide along the chains to exhibit a wealth of interesting transport phenomena such as non-ohmic behavior, and AC current oscillations induced by DC electric fields. Nonetheless, the fact that CDW transport was only controlled in bulk samples has hindered its integration to devices for some time. However, advances in material synthesis and manipulation over the last decade or so have given rise to new, micro- and nanostructured, CDW systems. These approaches open the possibility of fabricating CDW heterostructures, the properties of which are still unknown, and certainly worth investigating.

While most of the above-mentioned features of CDW systems in confined geometries are dynamical, the knowledge of static properties is also of primary importance. From the theoretical point of view, the modulation period of the CDW is one of the key issues, even in the case of homogeneous systems. This has been addressed with the aid of various models, the simplest one being the one-dimensional Hubbard model, but the modulation period is still a matter of debate. On the one hand, the Luttinger liquid (LL) description predicts that charge correlations should be dominated by a wavevector $q^* = 2k_F$, where $k_F = \pi \rho/2$ [$k_F = \pi (2 - \rho)/2$] is the Fermi wave vector for an electronic density $\rho < 1$ [$\rho > 1$] of free electrons on a periodic lattice. By contrast, numerical analyses predict that the CDW instability is dominated by the $4k_F$ term, for strong enough on-site repulsion, $U > 4$. These two scenarios can be reconciled if the amplitude of the $2k_F^*$ contribution vanishes above some crossover coupling, $U^c(\rho)$. At any rate, considerable insight can be gained by examining the behavior of CDW’s in a special class of heterostructures. Indeed, a simple model to study the interplay between electronic correlations and an underlying superlattice structure has been proposed; its Hamiltonian reads

$$\mathcal{H} = -t \sum_{i,\sigma} (c_i\sigma^\dagger c_{i+1}\sigma + \text{H.c.}) + \sum_i U_i n_i^\uparrow n_i^\downarrow$$

where, in standard notation, $i$ runs over the sites of a one-dimensional lattice, $c_i\sigma^\dagger$ ($c_i\sigma$) creates (annihilates) a fermion at site $i$ in the spin state $\sigma = \uparrow$ or $\downarrow$, and $n_i^\sigma = c_i^\dagger\sigma c_i\sigma$. The on-site Coulomb repulsion is taken to be site-dependent, in a repeated pattern of $L_U$ sites with $U_i = U > 0$ (the repulsive layer), followed by $L_o$ sites with $U_i = 0$ (the free layer); one defines the ‘aspect ratio’ as $\ell = L_U/L_o$.

The magnetic properties of the above model turned out to be quite different from those of the corresponding homogeneous system. Also, the density at which the system is a Mott insulator, $\rho_I$, is shifted from half filling to a value which depends on the aspect ratio. These findings on a discrete lattice have been confirmed by an extension of the above model to a superlattice made up of Luttinger liquids (LL). As far as charge-density waves in these Hubbard superlattices are concerned, a preliminary account of their behavior has been presented in Ref. by virtue of the limitations imposed by Lanczos diagonalizations, that study was restricted to the electronic density $\rho = 11/6$ on lattices with $N_s \leq 24$ sites. Nonetheless, the results were quite surprising: it was found that the CDW wavevector
The nature of a CDW instability is a cusp in $C(0) = 0$, irrespective of $N_e$. The inset shows its Fourier transform, the correlation function, for the 48-site superlattice, with $r = 0$ taken at a free site: the curve guides the eye through the oscillatory part, whose period is marked by the double arrow.

can be cast in a simple form, $q^* = 4k_F^*$, where the effective Fermi wavevector, $k_F^*$, depends on the density $\rho$, on $L_U$, and on $L_0$ (see below); also, this CDW wavevector oscillates with the number of spacer (i.e., free) sites, with a period which is half of that for the spin-density wave for the same case. In view of this, many interesting questions arise, such as how does $q^*$ depend on the electronic density and on the Coulomb repulsion $U$, and if there are sharp $2k_F^* - 4k_F^*$ transitions. In order to answer these questions one needs to examine both a wide range of band fillings and large lattices, so here we report on a Density Matrix Renormalization Group (DMRG) approach to this problem.

We consider the Hamiltonian on lattices with $N_s$ sites, $N_e$ electrons, and open boundary conditions. The appropriate Finite Size Scaling (FSS) parameter, however, is the number of periodic cells, $N_c = N_s/N_0$, for a lattice basis with $N_0 = L_U + L_0$ sites. The groundstate, $|\psi_0\rangle$, and energy are obtained through the DMRG method. Lattice sizes ranged from 48 to 120 sites and truncation errors in the DMRG procedure were kept around $10^{-5}$ or smaller. We have performed a systematic study of the charge-density structure factor,

$$C(q) = \frac{1}{N_e} \sum_{i,j} e^{i q (r_i - r_j)} \langle Q_i Q_j \rangle,$$

where $\langle Q_i Q_j \rangle = \langle \psi_0 | n_i n_j | \psi_0 \rangle$ with $n_i = n_{i\uparrow} + n_{i\downarrow}$; the signature of a CDW instability is a cusp in $C(q)$ at $q = q^*$. (We chose to examine the charge-density structure factor without the uncorrelated part removed; in so doing, $C(0) = N_e^2/N_c$, instead of satisfying the sum rule $C(0) = 0$, but we benefit from the fact that the cusps are much sharper, and thus more readily located.) We have considered different values of the Coulomb repulsion $U$, different occupations $\rho = N_e/N_s$ and different configurations $\{U_i\}$. Not all configurations $\{U_i\}$ fit into all sizes and occupations but, since DMRG allows us to study a wide range of lattice sizes, we were able to establish overall trends.

A typical plot of $C(q)$ is shown in Fig. 1 for lattices with 48 and 96 sites, $L_U = 1$, $L_0 = 2$, and for density $5/4$: a cusp is observed at $q^* = \pi/4$. It is also evident from the figure that neither the cusp position nor the cusp height depend on the system size; thus, our analyses are not plagued by subtle finite-size effects. The inset of Fig. 1 displays the charge-density correlation function in the case of $N_s = 48$; only the correlation between charges on free sites are plotted, in order to separate intercell from intracell oscillations. We see that once boundary effects die out (typically beyond three unit cells) an oscillatory regime sets in with period $\lambda^* = 2\pi/q^* = 8$ unit cells.

Before comparing the behavior at different electron densities, we recall some of its special values which play a crucial role in establishing different regimes. First, $\rho_0 \equiv 1/\{(L_U + L_0)\}$ signals the presence of one electron per cell. For $U$ large enough, added electrons will accumulate on the free sites; this saturates at $\rho_\uparrow = 2/(1 + \ell)$. As the density increases further, one eventually reaches the Mott-Hubbard regime, at $\rho_\uparrow = (2 + \ell)/(1 + \ell)$, corresponding to the addition of one electron to every repulsive site. Also, the cell electronic density is

$$\rho_{\text{cell}} = \begin{cases} N_e/N_c & \text{if } \rho < \rho_{\uparrow} \\ N_e/N_c - 2L_0 & \text{if } \rho > \rho_{\uparrow} \end{cases}$$
Figure 3: (Color online) The cusp position as a function of the
electric density, for three representative superlattice config-
urations, all with $U = 4$: (a) for $L_U = L_0 = 1$, (b) for
$L_U = 1$, $L_0 = 2$, and for $L_U = 2$, $L_0 = 1$. The points have
been determined through analyses of $C(q)$, while the dashed
and full straight lines respectively represent $2K_F^*$ and $4K_F^*$ [see Eq. (4)].

The above analysis was repeated for different super-
lattice configurations, and we followed the evolution of
the cusp positions with the electron density. Some of the
results (still for $U = 4$) are summarized in the $q^*$ vs. $\rho$
plots shown in Fig. 3. The signature of the $2K_F^*$-$4K_F^*$
transition is now a doubling of the slope. For this value
of $U$ and for $L_U \leq L_0$, the transition occurs at $\rho = \rho_{\uparrow \downarrow}$,
which can be understood by noticing that electrons oc-
cupy the free sites for densities below $\rho_{\uparrow \downarrow}$; above this
density, additional electrons occupy the repulsive sites,
thus forcing an overall charge rearrangement in order to
minimize the on-site repulsion. For $L_U > L_0$, on the
other hand, $\rho_{\uparrow \downarrow} < 1$ so that electrons can occupy repulsive
sites at no cost in energy until one reaches $\rho = \rho_{\uparrow \uparrow}$;
in this case, it is only for densities larger than $\rho_{\uparrow \uparrow}$ that a
major charge distribution becomes imperative. Another
important feature of a superlattice structure is that all
modulations become accessible within a range of dopings
smaller than in homogeneous systems, for which $q^* = \pi \rho$
or $2\pi \rho$, corresponding to $2K_F$ or $4K_F$, respectively.

While the scenario of Fig. 3 is generic for all $U > 4$, the
same does not hold for $U \lesssim 3$. Figure 4 shows $C(q)$
for several values of $U$, at a fixed density $\rho > \rho_{\uparrow \downarrow}$; we see that
the cusps move from $2K_F^*$ to $4K_F^*$ as $U$ is increased. As

Figure 4: (Color online) The charge-density structure factor
at a fixed electron density ($\rho = 7/4$), and for several values of $U$, for a superlattice with 32 cells (96 sites): in each case, filled
and empty symbols respectively mark $2K_F^*$ and $4K_F^*$.
hole) doping, both because of the narrow range of densities needed to go from \( g^* = 0 \) to \( \pi \), but also due to the sharp \( 2k_F^* - 4k_F^* \) transitions. The different nature of the sites within each lattice cell (i.e., repulsive of free) leaves room for intracell charge rearrangements, in addition to the intercell ones, the latter being at closer correspondence with the homogeneous systems. Indeed, between intermediate and strong couplings, these transitions are density driven, and occur when the electronic density is increased beyond one electron per free site, if there are more free sites than repulsive ones; if there are more repulsive sites, the transitions take place near the Mott-Hubbard insulating density. For weak couplings, and if the number of repulsive and free sites are different, the superlattice structure plays a secondary role in determining the modulation: the critical on-site repulsion displays just a weak dependence with the density; in this regime, the \( 2k_F^* - 4k_F^* \) transition may be driven by applying pressure, which increases \( U \). Therefore, from the standpoint of applications, CDW’s seem to be more versatile in heterostructures than in homogeneous systems, and experimental work aiming at assembling CDW materials along these lines should unveil a variety of new effects and properties.
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