ON A STEKLOV SPECTRUM IN ELECTROMAGNETICS
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ABSTRACT. After presenting various concepts and results concerning the classical Steklov eigenproblem, we focus on analogous problems for time-harmonic Maxwell’s equations in a cavity. In this direction we discuss recent rigorous results concerning natural Steklov boundary value problems for the curlcurl operator. Moreover, we explicitly compute eigenvalues and eigenfunctions in the unit ball of the three dimensional Euclidean space by using classical vector spherical harmonics.

Classification: 35P15, 35Q61, 78M22.

Keywords: Steklov boundary conditions, impedance problem, Maxwell’s equations, eigenvalue analysis, interior Calderón problem.

1. INTRODUCTION

At the macroscopic level, Maxwell’s equations read

\[
\begin{align*}
\text{curl } \tilde{H}(x,t) &= \frac{\partial}{\partial t} \tilde{D}(x,t) + \tilde{J}(x,t) \quad (\text{Ampère’s law}), \\
\text{curl } \tilde{E}(x,t) &= -\frac{\partial}{\partial t} \tilde{B}(x,t) \quad (\text{Faraday’s law of induction}), \\
\text{div } \tilde{D}(x,t) &= \tilde{\rho}(x,t) \quad (\text{Gauss’s law}), \\
\text{div } \tilde{B}(x,t) &= 0 \quad (\text{Gauss’s law for magnetism}),
\end{align*}
\]

where $\tilde{E}$, $\tilde{H}$ are the electric and the magnetic fields, $\tilde{D}$, $\tilde{B}$ are the electric and the magnetic flux densities, $\tilde{J}$ is the electric current density, and $\tilde{\rho}$ is the density of the (externally impressed) electric charge.

Constitutive relations, i.e., relations of the form $\tilde{D} = D(\tilde{E}, \tilde{H})$, $\tilde{B} = B(\tilde{E}, \tilde{H})$, must accompany (1). The constitutive relations for an electromagnetic medium reflect the physics that govern the phenomena and are expected to comply with the fundamental physical laws, which play the role of physical hypotheses, or postulates, concerning the properties of the material inside the considered domain. Some constitutive equations are simply phenomenological; others are derived from first principles.
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1.1. Time-harmonic Maxwell’s equations in a linear homogeneous isotropic conductive medium. We now consider electromagnetic wave propagation in a \textit{linear homogeneous isotropic} medium in $\mathbb{R}^3$, with \textit{electric permittivity} $\varepsilon$, \textit{magnetic permeability} $\mu$, and \textit{electric conductivity} $\sigma$. By our assumptions on the medium, all these three parameters are constant.

For such a medium the constitutive relations are

\[
\tilde{D} = \varepsilon \tilde{E}, \quad \tilde{B} = \mu \tilde{H}.
\]  

(2)

The electromagnetic wave with \textit{angular frequency} $\omega > 0$ will be described by the electric and magnetic field

\[
\tilde{E}(x, t) = \left( \varepsilon + \frac{i \sigma}{\omega} \right)^{-1/2} E(x) e^{-i\omega t},
\]  

(3)

\[
\tilde{H}(x, t) = \mu^{-1/2} H(x) e^{-i\omega t}.
\]  

(4)

We additionally consider that the space dependent part $J(x)$ of $\tilde{J}(x, t)$ satisfies

\[
J(x) = \sigma E(x) \quad \text{(Ohm’s law).}
\]  

(5)

From Maxwell’s equations (1), we obtain that the space dependent parts $E$ and $H$ satisfy the \textit{time-harmonic Maxwell equations}

\[
\text{curl } E(x) - i \omega \mu H(x) = 0, \quad \text{curl } H(x) + i \omega \varepsilon E(x) = 0.
\]  

(6)

Let us note that since $\varepsilon$ and $\mu$ are constant we have that both the fields $E$ and $H$ are divergence-free:

\[
\text{div } E = \text{div } H = 0.
\]  

(7)

Let $\Omega$ be a bounded domain (i.e. a bounded connected open set) in $\mathbb{R}^3$ with smooth boundary $\Gamma$. We consider the following classical boundary value problem that involves the “perfect conductor” condition on $\Gamma$

\[
\begin{align*}
\text{curl } E(x) - i \omega \mu H(x) &= 0, \\
\nu \times E &= m, \\
\text{curl } H(x) + i \omega \varepsilon E(x) &= 0, \\
\nu \times H &= m,
\end{align*}
\]  

(8)

where $\nu$ denotes the unit outer normal to $\Gamma$. By eliminating $H$ we obtain

\[
\begin{align*}
\text{curl } \text{curl } E - k^2 E &= 0, \\
\nu \times E &= m,
\end{align*}
\]  

(9)

where $k^2 := \omega^2 \varepsilon \mu$, and as usual we assume that $\text{Im} k \geq 0$.

Instead of the standard interior Calderón operator (see e.g., \cite{8}, \cite{26}), in what follows we consider its variant defined by $m \mapsto (\nu \times H) \times \nu$, i.e.

\[
\nu \times E \mapsto -\frac{i}{\omega \mu} (\nu \times \text{curl } E) \times \nu.
\]  

(10)

Calderón operators are also called Poincaré-Steklov, or impedance, or admittance, or capacity operators.
1.2. The classical Steklov eigenvalue problem. We recall that the classical Steklov\(^\text{[1]}\) eigenvalue problem on a bounded domain \(\Omega\) of \(\mathbb{R}^n, n \geq 2\), is the problem

\[
\begin{aligned}
\Delta u &= 0, \quad \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} &= \lambda u, \quad \text{on } \partial\Omega
\end{aligned}
\]

in the unknowns \(u\) (the eigenfunction) and \(\lambda\) (the eigenvalue). The domain \(\Omega\) is assumed to be sufficiently regular (usually one requires that the boundary \(\Gamma\) is at least Lipschitz continuous) and the (scalar) harmonic function \(u\) is required to belong to the standard Sobolev space \(H^1(\Omega)\). This problem can be considered as the eigenvalue problem for the celebrated Dirichlet-to-Neumann map defined as follows. Given the solution \(u \in H^1(\Omega)\) to the Dirichlet problem

\[
\begin{aligned}
\Delta u &= 0, \quad \text{in } \Omega, \\
uu &= f, \quad \text{on } \partial\Omega
\end{aligned}
\]

with datum \(f \in H^{1/2}(\Gamma)\), one can consider the normal derivative \(\frac{\partial u}{\partial \nu}\) of \(u\) as an element of \(H^{-1/2}(\Gamma)\), where \(H^{1/2}(\Gamma)\) is the standard Sobolev space defined on \(\Gamma\) and \(H^{-1/2}(\Gamma)\) its dual. This allows to define the map \(D\) from \(H^{1/2}(\Gamma)\) to \(H^{-1/2}(\Gamma)\) by setting

\[Df = \frac{\partial u}{\partial \nu}.\]

The map \(D\) is called Dirichlet-to-Neumann map and its eigenpairs \((f, \lambda)\) correspond to the eigenpairs \((u, \lambda)\) of problem (11), \(f\) being the trace of \(u\) on \(\Gamma\).

1.3. The electromagnetic Steklov eigenvalue problem. The natural analogue in electrodynamics of the classical Steklov problem (11) in \(\mathbb{R}^3\) can be defined as the eigenvalue problem for the (rescaled) interior Calderón operator defined above, namely the map

\[
\nu \times E \mapsto - (\nu \times \text{curl } E) \times \nu.
\]

Therefore, one looks for values \(\lambda\) such that \((\nu \times \text{curl } E) \times \nu = -\lambda \nu \times E\), or, equivalently (by taking another cross product by \(\nu\))

\[
\nu \times \text{curl } E = \lambda E_T,
\]

where \(E\) satisfies the equation \(\text{curl curl } E - k^2 E = 0\) and \(E_T := (\nu \times E) \times \nu\) is the tangential component of \(E\). In conclusion, the Steklov eigenvalue problem for Maxwell’s equations is

\[
\begin{aligned}
\text{curl curl } E - k^2 E &= 0, \quad \text{in } \Omega, \\
\nu \times \text{curl } E &= \lambda E_T, \quad \text{on } \Gamma.
\end{aligned}
\]

To the best of our knowledge problem (15) was first introduced for \(k > 0\) by J. Camanó, C. Lackner and P. Monk in [6] where it was pointed out that the spectrum of this problem is not discrete. In particular, for the case of

\[\text{Vladimir Andreevich Steklov (1864 - 1926) was not only an outstanding mathematician, who made many important contributions to Applied Mathematics, but also had an unusually bright personality. The Mathematical Institute of the Russian Academy of Sciences in Moscow bears his name. On his life and work see the very interesting paper [27].}\]
the unit ball in $\mathbb{R}^3$ it turns out that the eigenvalues consist of two infinite sequences, one of which is divergent and the other is converging to zero. To overcome this issue, in that paper a modified problem, having discrete spectrum, is considered and then used to study an inverse scattering problem.

On the other hand, in [32], two of the authors of the present paper have analyzed problem (15) only for tangential vector fields $\mathbf{E}$ in which case the problem can be written in the form

$$\begin{align*}
\{ & \text{curl curl } \mathbf{E} - k^2 \mathbf{E} = 0, & \text{in } \Omega, \\
& \nu \times \text{curl } \mathbf{E} = \lambda \mathbf{E}, & \text{on } \Gamma. 
\end{align*}$$

(16)

Note that the boundary condition in (16) automatically implies that $\mathbf{E}$ is tangential, that is $\mathbf{E} \cdot \nu = 0$ on $\Gamma$. Because of this restriction, the null sequence of eigenvalues disappears and the spectrum turns out to be discrete.

Steklov eigenproblems have been and are extensively studied for a variety of differential operators, linear and nonlinear, mostly in the scalar case. On the contrary, there are not so many publications devoted to analogous problems for Maxwell’s equations: apart the two papers mentioned above, we are aware of the ones by F. Cakoni, S. Cogar and P. Monk [5], by S. Cogar [11], [12], [13], by S. Cogar, D. Colton and P. Monk [14], by S. Cogar, P. Monk [15], and by M. Halla [21], [22].

In this paper, after presenting several comments and results for the classical Steklov eigenproblem (see Section 2), we discuss the approach introduced in [32] (see Section 3) and we include explicit computations of the eigenvalues of the related eigenvalue problems in the case of the unit ball in $\mathbb{R}^3$ (see Section 4).

2. On the classical Steklov eigenvalue problem

2.1. Some indicative applications. Problem (11) has a long history which goes back to the paper [39] written by Steklov himself. It is not easy to give a complete account of all possible applications of problem and its variants. Here we briefly mention three main fields of investigation.

- **The sloshing problem.** It consists in the study of small oscillations of a liquid in finite basin which can be thought as bounded container (a tank, a mug, a snifter etc.). The basin is represented by a bounded domain $\Omega$ in $\mathbb{R}^3$ with boundary $\Gamma = \Gamma_1 \cup \Gamma_2$, where $\Gamma_1$ is a two dimensional domain representing the horizontal (free) surface of the liquid at rest, and $\Gamma_2$ represents the bottom of the basin. In this case the Steklov boundary condition $\frac{\partial u}{\partial \nu} = \lambda u$ is imposed only on $\Gamma_1$, while the Neumann condition $\frac{\partial u}{\partial \nu}$ is imposed on $\Gamma_2$. The gradients $\text{grad } u(x,y,z)$ of solutions $u$ represent the (stationary) velocity fields of the oscillations and $\sqrt{\lambda}$ the corresponding frequency. In particular $u(x,y,0)$ is proportional to the elevation of the free surface and the so-called “high-spots” correspond to its maxima. We refer to [7], [9], [27], [34] for more details on classical and more recent aspects of the problem.

- **Electrical prospection** The study of the Dirichlet-to-Neumann map received a big impulse from the seminal paper [4] by Calderón which
poses the inverse problem of recovering the electric conductivity \( \gamma \) of an electric body \( \Omega \) from the knowledge of (the energy form associated with) the voltage-to-current map \( D_\gamma \) defined in the same way as

\[
D_\gamma f = \gamma \frac{\partial u_\gamma}{\partial \nu},
\]

where \( u_\gamma \) is the solution to the problem

\[
\begin{aligned}
\text{div}(\gamma \text{ grad } u_\gamma) &= 0, \quad \text{in } \Omega, \\
u_\gamma &= f, \quad \text{on } \Gamma.
\end{aligned}
\]  

(17)

The problem of Calderón was solved in the fundamental paper \cite{38}, where it is proved that the map

\[
f \mapsto \int_{\Gamma} f D_\gamma f \, d\sigma = \int_{\Omega} \gamma |\text{grad } u_\gamma|^2 \, dx
\]

uniquely identifies \( \gamma \) (in the class of conductivities \( \gamma \) of class \( C^\infty(\overline{\Omega}) \)).

- **Vibrating membranes** Problem (11) can be used in linear elasticity to model the vibrations of a free membrane \( \Omega \) in \( \mathbb{R}^2 \) with mass concentrated at the boundary. Recall that the normal modes of a free membrane with mass density \( \rho \) are the solutions to the Neumann eigenvalue problem

\[
\begin{aligned}
-\Delta u &= \lambda \rho u, \quad \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} &= 0, \quad \text{on } \Gamma.
\end{aligned}
\]

(18)

The total mass of the membrane is given by \( M = \int_{\Omega} \rho(x) \, dx \). If we consider a family of mass densities \( \rho_\epsilon \) for \( \epsilon > 0 \), such that the support of \( \rho_\epsilon \) is contained in a neighborhood of the boundary \( \Gamma \) of radius \( \epsilon \) (with \( \rho_\epsilon \) constant therein) and such that the total mass \( M_\epsilon = M \) does not depend on \( \epsilon \), then the solutions of problem (18) converge to the solutions of

\[
\begin{aligned}
\Delta u &= 0, \quad \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} &= \lambda \rho u, \quad \text{on } \Gamma,
\end{aligned}
\]

(19)

where \( \rho = M/|\Gamma| \) and \( |\Gamma| \) is the perimeter of \( \Gamma \). Thus problem (19) can be considered as a limiting/critical case of a family of Neumann eigenvalue problems. We refer to \cite{18, 29, 30} for further details, in particular for an asymptotic analysis.

Finally, we mention that the Steklov problem has been recently used in \cite{23} for a mathematical model related to the study of information transmission in the neural network of the human brain.

2.1.1. Details on the formulation and its connections to trace theory. For any \( n \geq 2 \) the weak (variational) formulation of problem (11) is easily obtained by multiplying the equation \( \Delta u = 0 \) by a test function \( \varphi \) and integrating by parts over \( \Omega \). This simple computation leads to the equality

\[
\int_{\Omega} \text{grad } u \cdot \text{grad } \varphi \, dx = \lambda \int_{\Gamma} u \varphi \, d\sigma
\]

(20)
which needs to be satisfied for all functions $\varphi \in H^1(\Omega)$, and can be taken as the formulation of the classical problem \[11\] in $H^1(\Omega)$. The advantage of formulation \[20\] is evident since it easily allows to apply standard tools from functional analysis and calculus of variations to prove existence of solutions. Indeed, one can prove that the spectrum of problem \[20\] is discrete and consists of a divergent sequence of eigenvalues

$$0 = \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_k \leq \cdots$$

where it is assumed that each eigenvalue is repeated as many times as its multiplicity, which is finite. The corresponding eigenfunctions $\varphi_j$ define a complete orthogonal system for the subspace $H(\Omega)$ of harmonic functions in $H^1(\Omega)$. Note that $H(\Omega)$ can be described as $H(\Omega) = \{u \in H^1(\Omega) : \int_\Omega \nabla u \cdot \nabla \varphi \, dx = 0, \forall \varphi \in C^\infty_c(\Omega) \}$. In fact, the following decomposition holds

$$H^1(\Omega) = H^1_0(\Omega) \oplus H(\Omega). \quad \text{(21)}$$

We describe one straightforward way to prove these results since this method will be applied to the case of Maxwell’s equations.

By adding the term $\int_\Gamma u \varphi \, d\sigma$ to both sides of the equation \[20\] and setting $\mu = \lambda + 1$, one gets the equation

$$\int_\Omega \nabla u \cdot \nabla \varphi \, dx + \int_\Gamma u \varphi \, d\sigma = \mu \int_\Gamma u \varphi \, d\sigma$$

where the quadratic form associated to the left-hand side, namely

$$Q(u) := \int_\Omega |\nabla u|^2 \, dx + \int_\Gamma |u|^2 \, d\sigma$$

is coercive in $H^1(\Omega)$ and in particular defines a norm $Q(u)^{1/2}$ equivalent to the Sobolev norm of $H^1(\Omega)$. Thus, the operator $\mathcal{L}$ from $H^1(\Omega)$ to its dual defined by the pairing

$$\langle \mathcal{L}u, \varphi \rangle = \int_\Omega \nabla u \cdot \nabla \varphi \, dx + \int_\Gamma u \varphi \, d\sigma$$

is invertible. Then we can consider the operator $T$ from $H^1(\Omega)$ to itself defined by $T = \mathcal{L}^{-1} \circ J$ where $J$ is the operator from $H^1(\Omega)$ to its dual defined by the pairing

$$\langle Ju, \varphi \rangle = \int_\Gamma u \varphi \, d\sigma.$$ 

It is simple to see that $T$ is a selfadjoint operator with respect to the scalar product associated with the quadratic form $Q$ above (see e.g., [28] for an analogous Steklov problem). Moreover, since the standard trace operator $Tr$ from $H^1(\Omega)$ to $L^2(\Gamma)$ is compact, it follows that $T$ is also compact, hence its spectrum consists of zero and a decreasing divergent sequence of positive eigenvalues $\mu_j$. Thus the eigenvalues $\lambda_j$ above can be defined by the equality $\mu_j = (\lambda_j + 1)^{-1}$. Moreover, since the kernel of $T$ is exactly $H^1_0(\Omega)$ and its orthogonal is $H(\Omega)$, the decomposition \[21\] immediately follows.

If $\Omega$ is the ball of radius $R$ centred at zero, the eigenvalues are given by all numbers of the form

$$l_j = \frac{j}{R}, \quad j \in \mathbb{N}_0.$$
The corresponding eigenfunctions are the homogeneous polynomials of degree \( j \) and can be written in spherical coordinates in the form

\[
u(r, \xi) = r^j Y_j(\xi)
\]

for \( r = |x| \geq 0 \) and \( \xi = x/|x| \in S^{n-1} \) (the \((n-1)\)-dimensional unit sphere), where \( Y_j \) is any spherical harmonic of degree \( j \). In particular, the multiplicity of \( l_j \) is \((2j + n - 2)(j + n - 3)!/(j!(n-2)!)\), and only \( l_0 \) is simple, the corresponding eigenfunctions being the constant functions. Note that the enumeration \( l_j, j \in \mathbb{N}_0 \) is different from the enumeration \( \lambda_j, j \in \mathbb{N} \) discussed above since it does not take into account the multiplicity of the eigenvalues.

We note \( en passant \) that the eigenvalues of the Laplace-Beltrami operator on the \((n-1)\)-dimensional sphere of radius \( R \) are given by the formula

\[
\lambda_{l_j} = l_j(l_j + n - 2)/R^2
\]

and coincide with the squares of the \( l_j \) for \( n = 2 \) (the corresponding eigenfunctions are given by the restrictions of the corresponding Steklov eigenfunctions). We refer to \([36]\) for further discussions.

We would like now to describe the method of Auchmuty \([2]\) for the spectral representation of the trace space \( H^{1/2}(\Gamma) \), since the same method will be used in the vectorial case (in which case the Steklov eigenvectors for Maxwell’s equations will be used).

By exploiting an argument similar to the one discussed above (with an operator analogous to \( T \) defined on \( L^2(\Gamma) \) rather than on \( H^1(\Omega) \)), one can actually see that the traces of the eigenfunctions \( \varphi_j \) on \( \Gamma \) define a complete orthogonal system for \( L^2(\Gamma) \). Here for simplicity we also write \( \varphi_j \) instead of \( \text{Tr}(\varphi_j) \). Assume that those eigenfunctions are normalized in \( L^2(\Gamma) \), that is \( \int_\Gamma |\varphi_j|^2 d\sigma = 1 \). Then, by equation \((20)\) it follows that \( \varphi_j/\sqrt{\lambda_j + 1} \) is normalized in \( H^1(\Omega) \), that is \( Q(\varphi_j/\sqrt{\lambda_j + 1}) = 1 \). Thus, \( H(\Omega) \) can be described as follows

\[
H(\Omega) = \left\{ \sum_{j=1}^\infty c_j \frac{\varphi_j}{\sqrt{\lambda_j + 1}} : \sum_{j=1}^\infty |c_j|^2 < \infty \right\}.
\]  

(22)

Recall that the trace space \( Tr(H^1(\Omega)) \) coincides with the standard fractional Sobolev space \( H^{1/2}(\Gamma) \) and note that \( Tr(H^1(\Omega)) = Tr(H(\Omega)) \) by \((21)\). This, combined with \((22)\), yields

\[
H^{1/2}(\Gamma) = Tr(H(\Omega)) = \left\{ \sum_{j=1}^\infty c_j \frac{Tr(\varphi_j)}{\sqrt{\lambda_j + 1}} : \sum_{j=1}^\infty |c_j|^2 < \infty \right\}
\]  

(23)

If \( \Omega \) is sufficiently smooth then Weyl’s law, describing the asymptotic behavior of the eigenvalues, is

\[
\lambda_j \sim c_j^{\frac{1}{n-1}}, \quad \text{as } j \to \infty
\]
where $c$ is an explicitly known constant. It follows that the space $H^{1/2}(\Gamma)$ can be described as follows

$$H^{1/2}(\Gamma) = \left\{ \sum_{j=1}^{\infty} c_j \varphi_j : \sum_{j=1}^{\infty} j^{\frac{1}{2(n-1)}} |c_j|^2 < \infty \right\}.$$  

Thus the condition on the Fourier coefficients $c_j$ is that the sequence

$$j^{\frac{1}{2(n-1)}} c_j, \quad j \in \mathbb{N}$$

(24)

belongs to the space $\ell^2$ of square summable sequences. We note that the appearance of the factor $1/2$ at the exponent in (24) is not artificial and corresponds to the exponent of the space $H^{1/2}(\Gamma)$. In fact an analogous representation was found in [31] for the space $H^{3/2}(\Gamma)$ where the exponent $3/2$ naturally appears by using the Weyl asymptotic for a biharmonic Steklov eigenvalue problem.

3. On the electromagnetic Steklov eigenproblem

In this section we briefly present some of the results in [32] for problem (16). In the sequel $\Omega$ will denote a bounded domain in $\mathbb{R}^3$ with sufficiently smooth boundary, say of class $C^{1,1}$ (see e.g., [33, Definition 1]). As done in [10] for analogous problems, we introduce a penalty term $\theta \, \text{grad} \, \text{div} \, u$ in the equation, where $\theta$ can be any positive number, in order to guarantee the coercivity of the quadratic form associated with the corresponding differential operator. Namely, we consider the eigenvalue problem

$$\begin{cases}
\text{curl} \, \text{curl} \, \mathbf{E} - k^2 \mathbf{E} - \theta \, \text{grad} \, \text{div} \, \mathbf{E} = 0, & \text{in } \Omega, \\
\mathbf{v} \times \text{curl} \, \mathbf{E} = \lambda \mathbf{E}, & \text{on } \Gamma, \\
\mathbf{E} \cdot \mathbf{v} = 0, & \text{on } \Gamma
\end{cases}$$

(25)

where $\mathbf{E}$ is the unknown vector field. Here we allow $k^2 \in \mathbb{R}$ to be not necessarily positive. Recall that the second boundary condition above is in fact embodied in the first one but we prefer to emphasize it since we need to include it in the definition of the energy space.

By $L^2(\Omega)$, $H^1(\Omega)$, $H^1_0(\Omega)$, $L^2(\Gamma)$, $H^{1/2}(\Gamma)$, $H^{-1/2}(\Gamma)$, we denote the standard Lebesgue and Sobolev spaces. We also employ the following spaces:

- $H(\text{curl}, \Omega) = \{ \mathbf{u} \in (L^2(\Omega))^3 : \text{curl} \, \mathbf{u} \in (L^2(\Omega))^3 \}$, with norm: $\| \mathbf{u} \|_{H(\text{curl}, \Omega)} = \left( \| \text{curl} \, \mathbf{u} \|_{L^2(\Omega)^3}^2 + \| \text{curl} \, \mathbf{u} \|_{L^2(\Omega)^3}^2 \right)^{1/2}$
- $H(\text{div}, \Omega) = \{ \mathbf{u} \in (L^2(\Omega))^3 : \text{div} \, \mathbf{u} \in L^2(\Omega) \}$, with norm: $\| \mathbf{u} \|_{H(\text{div}, \Omega)} = \left( \| \text{div} \, \mathbf{u} \|_{L^2(\Omega)}^2 + \| \text{div} \, \mathbf{u} \|_{L^2(\Omega)}^2 \right)^{1/2}$
- $H_0(\text{div}, \Omega) = \{ \mathbf{u} \in H(\text{div}, \Omega) : \mathbf{v} \cdot \mathbf{u} = 0 \text{ on } \Gamma \}$
- $X_T(\Omega) = H(\text{curl}, \Omega) \cap H_0(\text{div}, \Omega)$, with norm:
  $$\| \mathbf{u} \|_{X_T(\Omega)} = \left( \| \text{curl} \, \mathbf{u} \|_{L^2(\Omega)^3}^2 + \| \text{curl} \, \mathbf{u} \|_{L^2(\Omega)^3}^2 + \| \text{div} \, \mathbf{u} \|_{L^2(\Omega)}^2 + \| \text{div} \, \mathbf{u} \|_{L^2(\Omega)}^2 \right)^{1/2}$$

We refer to [1, 8, 19, 20, 24, 35, 37] for details.

It is important to note that since we have assumed $\Omega$ to be of class $C^{1,1}$, the space $X_T(\Omega)$ is continuously embedded in $(H^1(\Omega))^3$ and there exists...
\[ c > 0 \] such that the \textit{Gaffney inequality}
\[ \| u \|_{H^1(\Omega)^3} \leq c \left( \| u \|_{L^2(\Omega)^3} + \| \text{curl} u \|_{L^2(\Omega)^3} + \| \text{div} u \|_{L^2(\Omega)} \right), \]
holds for all \( u \in X_T(\Omega) \).

Problem (25) has to be interpreted in the weak sense as follows: find \( E \in X_T(\Omega) \) such that
\[ \int_\Omega \text{curl} E \cdot \text{curl} \varphi \, dx - k^2 \int_\Omega E \cdot \varphi \, dx + \theta \int_\Omega \text{div} E \, \text{div} \varphi \, dx = -\lambda \int_\Gamma E \cdot \varphi \, d\sigma, \]
for all \( \varphi \in X_T(\Omega) \).

The above formulation is obtained from (25) by a standard procedure: for a smooth solution \( E \) of (25), we multiply both sides of the first equation in (25) by \( \varphi \in X_T(\Omega) \), integrate by parts and use the following standard Green-type formula
\[ \int_\Omega \text{curl} E \cdot \text{curl} \varphi \, dx = \int_\Omega \text{curl} \text{curl} E \cdot \varphi \, dx - \int_\Gamma (\nu \times \text{curl} E) \cdot \varphi \, d\sigma. \] (27)

Conversely, by the Fundamental Lemma of the Calculus of Variations (see e.g., [3]), one can see that if \( E \) is a smooth solution of (26) then it is also a solution of (25) in the classical sense.

Note that the weak formulation allows to avoid assuming additional regularity assumptions on \( \Gamma \), see e.g., [40].

In order to study our eigenvalue problem, we need to assume that \( k^2 \) does not coincide with an eigenvalue \( A \) of the problem
\[ \begin{cases} \text{curl} \text{curl} E - \theta \text{grad} \text{div} E = AE, & \text{in } \Omega, \\ \nu \times E = 0, & \text{on } \Gamma, \\ E \cdot \nu = 0, & \text{on } \Gamma. \end{cases} \] (28)

Clearly the two boundary conditions above are equivalent to the Dirichlet condition \( E = 0 \) on \( \Gamma \).

We note that (28) has a discrete spectrum which consists of a sequence \( A_n, n \in \mathbb{N} \) of positive eigenvalues of finite multiplicity, the first one being
\[ A_1 = \min_{\varphi \in (H^1_0(\Omega))^3, \varphi \neq 0} \frac{\int_\Omega |\text{curl} \varphi|^2 \, dx + \theta \int_\Omega |\text{div} \varphi|^2 \, dx}{\int_\Omega |\varphi|^2 \, dx} > 0. \] (29)

For the sake of brevity, we assume in the sequel that \( k^2 < A_1 \). For details on the more general case
\[ A_n < k^2 < A_{n+1} \] (30)
we refer to [32].

The key result in the considered case is the following.

\textbf{Theorem 1.} Let \( k^2 < A_1 \) and \( \theta > 0 \). The eigenvalues of problem (25) are real, have finite multiplicity and can be represented by a sequence \( \lambda_n, n \in \mathbb{N} \), divergent to \(-\infty\). Moreover, the following \textit{min-max} representation holds:
\[ \lambda_n = -\min_{V \subset X_T(\Omega)} \max_{\dim V = n} \frac{\int_\Omega \left( |\text{curl} \varphi|^2 - k^2 |\varphi|^2 + \theta |\text{div} \varphi|^2 \right) \, dx}{\int_\Gamma |\varphi|^2 \, dx}. \] (31)
To prove this result we follow the strategy described in Section 2.1.1. Namely, by adding the term $\eta \int_\Gamma \mathbf{E} \cdot \mathbf{\varphi} \, d\sigma$ to both sides of equation (26) we obtain

$$\int_\Omega \nabla \mathbf{E} \cdot \nabla \mathbf{\varphi} \, dx - k^2 \int_\Omega \mathbf{E} \cdot \mathbf{\varphi} \, dx + \theta \int_\Omega \nabla \mathbf{E} \cdot \nabla \mathbf{\varphi} \, dx + \eta \int_\Gamma \mathbf{E} \cdot \mathbf{\varphi} \, d\sigma = \gamma \int_\Gamma \mathbf{E} \cdot \mathbf{\varphi} \, d\sigma$$

(32)

where $\gamma = -\lambda + \eta$. Under our assumptions, it is proved in [32, Thm. 3.1] that if $\eta$ is big enough then the quadratic form associated with the left-hand side of equation (32), that is

$$Q(E) := \int_\Omega |\nabla \mathbf{E}|^2 \, dx - k^2 \int_\Omega |\mathbf{E}|^2 \, dx + \theta \int_\Omega |\nabla \mathbf{E}|^2 \, dx + \eta \int_\Gamma |\mathbf{E}|^2 \, d\sigma,$$

is coercive in $X_T(\Omega)$, hence $(Q(E))^{1/2}$ defines a norm equivalent to that of $X_T(\Omega)$.

Thus, the operator $\mathcal{L}^\eta$ from $X_T(\Omega)$ to its dual defined by the pairing

$$\langle \mathcal{L}^\eta \mathbf{E}, \mathbf{\varphi} \rangle := \int_\Omega \nabla \mathbf{E} \cdot \nabla \mathbf{\varphi} \, dx - k^2 \int_\Omega \mathbf{E} \cdot \mathbf{\varphi} \, dx + \theta \int_\Omega \nabla \mathbf{E} \cdot \nabla \mathbf{\varphi} \, dx + \eta \int_\Gamma \mathbf{E} \cdot \mathbf{\varphi} \, d\sigma$$

is invertible.

Then we can consider the operator $\mathcal{T}$ from $X_T(\Omega)$ to itself, defined by

$$\mathcal{T} = (\mathcal{L}^\eta)^{-1} \circ \mathcal{J}$$

where $\mathcal{J}$ is the operator from $X_T(\Omega)$ to its dual defined by the pairing

$$\langle \mathcal{J} \mathbf{E}, \mathbf{\varphi} \rangle = \int_\Gamma \mathbf{E} \cdot \mathbf{\varphi} \, d\sigma$$

for all $\mathbf{E}, \mathbf{\varphi} \in X_T(\Omega)$. As in the case described in Section 2.1.1, it is not difficult to prove that $\mathcal{T}$ is a selfadjoint operator with respect to the scalar product associated with the quadratic form $Q$ above. Again, since the trace operator is compact, it follows that $\mathcal{T}$ is also compact, hence its spectrum consists of zero and a decreasing divergent sequence of positive eigenvalues $\gamma_j$. Thus the eigenvalues $\gamma_j$ above can be defined by the equality $\gamma_j = (-\lambda_j + \eta)^{-1}$. Then the characterization in [31] follows by the classical Min-Max Principle applied to the operator $\mathcal{T}$.

It follows by the previous results that the space $X_T(\Omega)$ can be decomposed as an orthogonal sum with respect to the scalar product associated with the form $Q$, namely

$$X_T(\Omega) = \text{Ker} \mathcal{T} \oplus (\text{Ker} \mathcal{T})^\perp = (H^1_0(\Omega))^3 \oplus \mathcal{H}(\Omega).$$

where
\[ \mathcal{H}(\Omega) := (\ker T)^\perp = \left\{ E \in X_T(\Omega) : \int_\Omega \text{curl} E \cdot \text{curl} \varphi \, dx \right\} \]

Note that \( E \in H(\Omega) \) if and only if \( E \) is a weak solution in \( (H^1_0(\Omega))^3 \) of the problem

\[ \begin{cases} \text{curl} \text{curl} E - k^2 E - \theta \text{grad div} E = 0, & \text{in } \Omega, \\ \nu \cdot E = 0, & \text{on } \Gamma. \end{cases} \] (34)

Solutions to problem (34) play the same role as the harmonic functions in \( H(\Omega) \) used in Section 2.1.1 and, similarly, the eigenfunctions associated with the eigenvalues \( \gamma_n \) define a complete orthonormal system of \( H(\Omega) \).

Let \( \Sigma = \{ \lambda_n : n \in \mathbb{N} \} \). It is important to known whether \( 0 \in \Sigma \). This condition can be clarified as follows. We consider two auxiliary eigenproblems. The first is the classical eigenvalue problem for the Neumann Laplacian

\[ \begin{cases} -\Delta \phi = \lambda \phi, & \text{in } \Omega, \\ \partial \phi / \partial \nu = 0, & \text{on } \partial \Omega, \end{cases} \] (35)

which admits a divergent sequence \( \lambda_n^\nu, n \in \mathbb{N}, \) of non-negative eigenvalues of finite multiplicity, with \( \lambda_1^\nu = 0 \). The second is the eigenproblem

\[ \begin{cases} \text{curl} \text{curl} \psi = \lambda \psi, & \text{in } \Omega, \\ \text{div} \psi = 0 & \text{in } \Omega, \\ \nu \times \text{curl} \psi = 0, & \text{on } \Gamma, \\ \psi \cdot \nu = 0, & \text{on } \Gamma \end{cases} \] (36)

which admits a divergent sequence \( \lambda_n^M, n \in \mathbb{N}, \) of non-negative eigenvalues of finite multiplicity.

In the following result from [32, Thm. 3.10], one has actually to better assume the condition \( k \neq 0 \). On the other hand it is straightforward that if \( \Omega \) is simply connected and \( k = 0 \) then \( 0 \notin \Sigma \) because the corresponding eigenfunctions would have zero div and zero curl (see (31)) hence, being tangential, they would be identically zero, see [19, Prop. 2, p. 219] for more information; see also the more recent paper [10].

**Theorem 2.** Assume that \( k \neq 0 \) and \( \theta > 0 \). We have that \( 0 \in \Sigma \) if and only if \( k^2 \in \{ \theta \lambda_n^\nu : n \in \mathbb{N} \} \cup \{ \lambda_n^M : n \in \mathbb{N} \} \).

### 3.1. Remarks on trace problems and Steklov expansions.

We denote by \( E_n^\nu, n \in \mathbb{N}, \) an orthonormal sequence of eigenvectors associated with the eigenvalues \( \lambda_n \) of problem (25), where it is understood that they are normalized with respect to the quadratic from \( Q \).

Let \( \pi_T \) denote the trace operator from \( X_T(\Omega) \) to \( TL^2(\Gamma) \) where

\[ TL^2(\Gamma) = \{ u \in (L^2(\Gamma))^3 : \nu \cdot u = 0 \text{ on } \Gamma \}. \]

By setting

\[ E_n^\nu := \sqrt{|\lambda_n - \eta|} \pi_T E_n^{0} \] (37)
one can prove, in the spirit of Section 2.1.1, that $E_n^\Gamma, n \in \mathbb{N}$, is an orthonormal basis of $TL^2(\Gamma)$.

These bases can be used to represent the solutions of the following problem
\[
\begin{cases}
\text{curl curl } U - k^2 U - \theta \text{ grad div } U = 0, & \text{in } \Omega, \\
\nu \times \text{curl } U = f, & \text{on } \Gamma,
\end{cases}
\] (38)

where $f \in TL^2(\Gamma)$.

Let $f$ have the following representation
\[
f = \sum_{n=1}^{\infty} c_n E_n^\Gamma,
\]
with $(c_n)_{n \in \mathbb{N}} \in \mathbb{L}^2$. It is proved in [32, Thm. 4.1] that if $0 \notin \Sigma$ then the solution $U$ of (38) can be expanded in terms of the above basis as follows
\[
U = \sum_{n=1}^{\infty} \left( \frac{\sqrt{|\lambda_n - \eta|}}{\lambda_n} c_n \right) E_n^\Omega.
\] (39)

Finally, under our assumptions we can represent the trace space of $X_T(\Omega)$ as follows
\[
\pi_T(X_T(\Omega)) = \pi_T(H(\Omega)) = \left\{ \sum_{j=1}^{\infty} c_j E_j^\Gamma : \sum_{j=1}^{\infty} |\lambda_j - \eta| |c_j|^2 < \infty \right\}
\] (40)

which is the counterpart of the representation (23) for our problem.

4. THE CASE WHERE $\Omega$ IS THE UNIT BALL

In this section we consider problem (25) in $\Omega = B$, where $B$ is the unit ball in $\mathbb{R}^3$ centred at zero and we compute explicitly its eigenvalues and eigenvectors. In particular, we shall prove that there exist two families of eigenvectors, one of which is not divergence-free.

We proceed to define the vector spherical harmonics, following the notation of [25]. Recall that the (scalar) spherical harmonics are given by
\[
Y_{\sigma ml}(\theta, \phi) = \sqrt{\frac{e_m}{2\pi}} \frac{(2l+1)(l-m)!}{2(l+m)!} P_l^m(\cos \theta) F_{\sigma}^{\ell m}(\cos \theta) F_{\sigma}(\phi) = C_{lm} P_l^m(\cos \theta) F_{\sigma}(\phi)
\] (41)

where $\theta \in [0, \pi], \phi \in [0, 2\pi], \sigma \in \{e, o\}, l \in \mathbb{N} \cup \{0\}, m \in \mathbb{N} \cup \{0\}, m \leq l, P_l^m$ is the Legendre function associated with the Legendre polynomial $P_l, e_m = 2 - \delta_{m0}$, and
\[
F_e = \cos m\phi, \quad F_o = \sin m\phi.
\]

According to [24, p. 627] we will use the multi-index notation
\[
Y_n := Y_{\sigma ml},
\]
and we shall denote by $\mathcal{O}$ the set of triple indices $\sigma ml$ where $\sigma \in \{e, o\}$, $l \in \mathbb{N} \cup \{0\}$ and $m \in \{0, \ldots, l\}$. For $n \in \mathcal{O}$, let
\[
A_{1n}(\xi) = \frac{1}{\sqrt{l(l+1)}} \text{grad}_\xi Y_n(\xi) \times \xi \tag{42}
\]
\[
A_{2n}(\xi) = \frac{1}{\sqrt{l(l+1)}} \text{grad}_\xi Y_n(\xi) \tag{43}
\]
\[
A_{3n}(\xi) = Y_n(\xi)\xi \tag{44}
\]
for all $\xi \in \partial B$, where $Y_n = Y_{\sigma ml}$ is defined as in [41], see [25, p. 350]. We extend this definition to points $x \in B \setminus \{0\}$ by setting
\[
A_{1n}(x) = \frac{|x|}{\sqrt{l(l+1)}} \left( \text{grad}_x Y_n \left( \frac{x}{|x|} \right) \times \frac{x}{|x|} \right) \tag{45}
\]
\[
A_{2n}(x) = \frac{|x|}{\sqrt{l(l+1)}} \text{grad}_x Y_n \left( \frac{x}{|x|} \right) \tag{46}
\]
\[
A_{3n}(x) = Y_n \left( \frac{x}{|x|} \right) \frac{x}{|x|} \tag{47}
\]
By definition $A_{1\tau00} = A_{2\tau00} = 0$. The family $\{A_{\tau n} : \tau \in \{1, 2, 3\}, n \in \mathcal{O}\}$ is a complete orthonormal system in $L^2(\partial B)^3$. Therefore, we can expand any vector field $E \in L^2(\partial B)^3$ as follows:
\[
E(r, \xi) = \sum_{n \in \mathcal{O}} \left( E_{1n}^1(r) A_{1n}(\xi) + E_{2n}^2(r) A_{2n}(\xi) + E_{3n}^3(r) A_{3n}(\xi) \right).
\]
We note immediately that since we are interested in solutions of (25), the boundary condition $E \cdot \nu = 0$ is equivalent to $E_{3n}^3(1) = 0$, since one easily checks that $A_{2n}(\xi) \cdot \xi = 0$ and $A_{1n}(\xi) \cdot \xi = 0$.
Recall that the vector Laplacian acts in the following way
\[
\Delta(f(r) \mathbf{V}(\xi)) = \left( \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial f(r)}{\partial r} \right) \right) \mathbf{V}(\xi) + f(r) \Delta \mathbf{V}(\xi). \tag{48}
\]
We have the following formulae for the vector Laplacian of the vector spherical harmonics $A_n$
\[
\Delta A_{1n} = -\frac{1}{r^2} l(l+1) A_{1n}
\]
\[
\Delta A_{2n} = \frac{2}{r^2} \sqrt{(l(l+1))} A_{3n} - \frac{1}{r^2} l(l+1) A_{2n} \tag{49}
\]
\[
\Delta A_{3n} = -\frac{1}{r^2} (2 + l(l+1)) A_{3n} + \frac{2\sqrt{l(l+1)}}{r^2} A_{2n}.
\]
Moreover, one can compute (see also (C.14) in [24])
\[
\text{div } E(r, \xi) = \sum_{n \in \mathcal{O}} \left( \frac{\partial E_{3n}^3(r)}{\partial r} + \frac{2}{r} E_{3n}^3(r) - \frac{\sqrt{l(l+1)}}{r} E_{n}^2(r) \right) Y_n(\xi). \tag{50}
\]
Let us define
\[
\Phi(r) := \left( \frac{\partial E_{3n}^3(r)}{\partial r} + \frac{2}{r} E_{3n}^3(r) - \frac{\sqrt{l(l+1)}}{r} E_{n}^2(r) \right).
\]
Note that $\text{div } E = 0$ is equivalent to $\Phi = 0$. 

Remark 3. In [6], the authors find two families of solutions to the equation \( \nabla \cdot \nabla u - k^2 u = 0 \): one is given by \( M_n = \nabla x j_l(k|x|) Y_{ln}(x/|x|) \), the other one by \( N_n = \nabla M_n \). Here \( j_l \) is the spherical Bessel function of the first kind of order \( l \), namely \( j_l(z) = \sqrt{\pi/(2z)} J_{l+1/2}(z) \). These two families are divergence-free by definition. Indeed, the solutions \( M_n \) have \( E^3 = 0 \), \( j = 2, 3 \), while the solutions \( N_n \) satisfy \( \Phi(r) = 0 \) for \( E^2, E^3 \) not identically zero. The function \( N_n = \nabla M_n(x) \) in [6], for \( n \in \mathcal{O} \), are given by

\[
\nabla M_n(x) = \nabla \left[ j_l(k|x|) \left( \frac{\nabla_x Y_n\left(\frac{x}{|x|}\right) \times \frac{x}{|x|}}{|x|} \right) \right] = \frac{j_l(k|x|)l(l+1)}{|x|} A_{3n} + \sqrt{l(l+1)} \left( j'_l(k|x|)k + j_l(k|x|) \frac{1}{|x|} \right) A_{2n}.
\]

This is consistent with the fact that \( \text{div} \nabla M_n = 0 \).

From (50) it is easy to compute

\[
\text{grad}(\text{div} E)(r, \xi) = \sum_{n \in \mathcal{O}} \Phi'(r) A_{3n}(\xi) + \sum_{n \in \mathcal{O}} \frac{\Phi(r)}{r} \sqrt{l(l+1)} A_{2n}(\xi). \tag{51}
\]

Due to (48), (49), (51) we then have that

\[
- \Delta E + (1 - \theta) \text{grad} \text{div} E = \sum_{n \in \mathcal{O}} \left( \begin{pmatrix} -E^1_n \frac{2\sqrt{l(l+1)}}{r^2} & -\frac{1}{r^2} \frac{\partial}{\partial r} \frac{2\partial E^2_n}{\partial r} - \frac{E^2_n}{r^2} \frac{l(l+1)}{r^2} \\
-\frac{1}{r^2} \frac{\partial}{\partial r} \frac{2\partial E^3_n}{\partial r} + \frac{(2+l(l+1))E^2_n}{r^2} - E^3_n \frac{2\sqrt{l(l+1)}}{r^2} \end{pmatrix} \right) \begin{pmatrix} A_{1n} \\ A_{2n} \\ A_{3n} \end{pmatrix} \tag{52}
\]

Consider now \(- \Delta E + (1 - \theta) \text{grad} \text{div} E - k^2 E = 0 \) in \( B \). It is clear that the first equation provided by the first row in (52) above can be solved independently of the other two, by means of separation of variables and classical Sturm-Liouville theory, yielding

\[
E^1_n(r) = E^1_1(r) = j_l(kr) \tag{53}
\]

where \( j \) is the spherical Bessel function of the first kind of order \( l \) as above. The other two equations form a coupled system of Sturm-Liouville equations. For the sake of clarity, we first solve the system in the case \( \theta = 1 \).

Case \( \theta = 1 \). We need to solve the two-parameter family of ODE systems

\[
\begin{cases}
-\frac{1}{r^2} \frac{\partial}{\partial r} \frac{2\partial E^2_n}{\partial r} + \frac{l(l+1)E^2_n}{r^2} - 2\frac{\sqrt{l(l+1)}E^3_n}{r^2} - k^2 E^2_n = 0, & \text{in } (0, 1), \\
-\frac{1}{r^2} \frac{\partial}{\partial r} \frac{2\partial E^3_n}{\partial r} + \frac{2(l(l+1))E^2_n}{r^2} - 2\frac{\sqrt{l(l+1)}E^3_n}{r^2} - k^2 E^3_n = 0, & \text{in } (0, 1), \tag{54}
\end{cases}
\]

\( E^3_n(1) = 0 \).

Recall the spherical Bessel equation

\[
\frac{\partial}{\partial r} \left( r^2 \frac{\partial}{\partial r} f \right) + (k^2 r^2 - l(l+1)) f = 0. \tag{55}
\]
Define the spherical Bessel operator of indices \( k \in \mathbb{R} \) and \( l \in \mathbb{Z} \) as follows

\[
\mathcal{L}_{k,l}(f) = \frac{\partial}{\partial r} \left( r^2 \frac{\partial}{\partial r} f \right) + (k^2 r^2 - l(l + 1)) f.
\]

We will require \( f \in H^2([0,1]) \), which is equivalent to imposing that the solution \( f \) to (55) is not singular in zero. System (54) can be then rewritten in the simpler form

\[
\begin{aligned}
\mathcal{L}_{k,l}(E^2) &= -2\sqrt{l(l+1)}E^3, \\
\mathcal{L}_{k,l}(E^3) &= 2E^3 - 2\sqrt{l(l+1)}E^2,
\end{aligned}
\]

(56)

where we have omitted the dependence on \( n \) in \( E^2, E^3 \).

**Remark 4.** Note that, upon replacing \( E^2 \) in the first equation, by means of the equality \( \frac{2E^3 - \mathcal{L}_{k,l}(E^3)}{2\sqrt{l(l+1)}} = E^2 \), we obtain the fourth-order equation

\[
(\mathcal{L}_{k,l})^2(E^3) - 2\mathcal{L}_{k,l}(E^3) = 4l(l+1)E^3,
\]

with the boundary condition \( E^3(1) = 0 \).

In view of Remark 3, a solution to the differential equation in (56) is given by

\[
E^2(r) = \sqrt{l(l+1)} \left( j_i'(kr)k + \frac{j_i(kr)}{r} \right), \quad E^3(r) = \frac{j_i(kr)l(l+1)}{r}; \tag{57}
\]

note however that the condition \( E^3(1) = 0 \) is not satisfied for general \( k \). To overcome this problem, it is convenient to first find another explicit solution of (56).

We claim that the functions

\[
\mathcal{E}^2(r) := \sqrt{l(l+1)} \frac{j_i(kr)}{r}, \quad \mathcal{E}^3(r) := kj_i'(kr), \tag{58}
\]

are solutions of the system of differential equations (56). In the sequel we use the abbreviated notation \( \mathcal{L} := \mathcal{L}_{k,l} \). Let us compute

\[
\mathcal{L}(k j_i'(kr)) = k^3 r^2 j_i^{(3)}(kr) + 2k^2 r j_i''(kr) + k(k^2 r^2 - l(l+1)) j_i'(kr) \tag{59}
\]

Recall that \( j_i(\cdot) \) satisfies (55). Differentiation of (55) with \( f(r) = j_i(kr) \) gives

\[
k^3 r^2 j_i^{(3)}(kr) + 4k^2 r j_i''(kr) + k(k^2 r^2 + 2 - l(l+1)) j_i'(kr) + 2k^2 r j_i(kr) = 0 \tag{60}
\]

Equation (59) implies that we can rewrite (59) as follows

\[
\mathcal{L}(k j_i'(kr)) = -4k^2 r j_i''(kr) - k(k^2 r^2 + 2 - l(l+1)) j_i'(kr) \quad - 2k^2 r j_i(kr) + 2k^2 r j_i''(kr) + k(k^2 r^2 - l(l+1)) j_i'(kr) = 0 \tag{61}
\]

The spherical Bessel equation \( \mathcal{L}(j_i) = 0 \), see (55), again implies that

\[
k^3 r j_i''(kr) = -2k j_i'(kr) - (k^2 r^2 - l(l+1)) j_i(kr) \frac{j_i'(kr)}{r}
\]
hence \( [61] \) can be rewritten as
\[
\mathcal{L}(k j_i'(kr)) = 2 \left( 2k j_i'(kr) + (k^2 r^2 - l(l+1)) \frac{j_i'(kr)}{r} \right) - 2k j_i'(kr) - 2k^2 r j_i(kr)
\]
\[
= 2k j_i'(kr) - \frac{2(l+1)}{r} j_i(kr) = 2E^3 - 2\sqrt{l(l+1)}E^2,
\]
which implies the identity \( \mathcal{L}(\mathcal{E}^3) = 2\mathcal{E}^3 - 2\sqrt{l(l+1)}\mathcal{E}^2 \).

We note that the functions \( E^2, E^3 \) defined in \([57]\) satisfy the equalities
\[
\mathcal{E}^2 = E^2/\sqrt{l(l+1)}, \quad \mathcal{E}^3 = 2E^3 - 2\sqrt{l(l+1)}E^2.
\]

Then it is immediate to check that \( \mathcal{L}(\mathcal{E}^2) = -2\sqrt{l(l+1)}\mathcal{E}^3 \) which implies that the couple \( (\mathcal{E}^2, \mathcal{E}^3) \) solves the two equations in \([56]\), as claimed.

Note that the divergence of the function
\[
\mathcal{E}(r, \xi) = \sum_{n \in \theta} \left( \mathcal{E}_n^2(r)A_{2n}(\xi) + \mathcal{E}_n^3(r)A_{3n}(\xi) \right)
\]
is non-trivial unless \( k = 0 \). Indeed,
\[
\text{div } \mathcal{E}(r, \xi) = \sum_{n \in \theta} \left( \frac{\partial \mathcal{E}^3(r)}{\partial r} + \frac{2}{r} \mathcal{E}^3(r) - \frac{\sqrt{l(l+1)}}{r} \mathcal{E}^2(r) \right) Y_n(\xi)
\]
\[
= \sum_{n \in \theta} \left( j_i''(kr)k^2 + \frac{2}{r} j_i'(kr)k - \frac{l(l+1)}{r} j_i'(kr) \right) Y_n(\xi) \quad (62)
\]
\[
= -k^2 \sum_{n \in \theta} j_i(kr)Y_n(\xi) \neq 0,
\]
where in the last equality we used again \([55]\).

We note en passant that the previous formula for the divergence, namely
\[
\left( \frac{\partial \mathcal{E}^3(r)}{\partial r} + \frac{2}{r} \mathcal{E}^3(r) - \frac{\sqrt{l(l+1)}}{r} \mathcal{E}^2(r) \right) = -k^2 j_i(kr)
\]
gives the equality
\[
\mathcal{E}^2(r) = \frac{r}{\sqrt{l(l+1)}} \left( \frac{1}{r^2} \frac{\partial (r^2 \mathcal{E}^3(r))}{\partial r} + k^2 j_i(kr) \right). \quad (63)
\]

A similar computation for the functions \( E^2, E^3 \) defined in \([57]\) gives
\[
E^2(r) = \frac{1}{\sqrt{l(l+1)} r} \frac{\partial (r^2 E^3(r))}{\partial r} \quad (64)
\]
in agreement with Formula (7.4) in \([23]\).

For the boundary condition to be satisfied we then choose a linear combination of \( (E^2, E^3)\) and \( (\mathcal{E}^2, \mathcal{E}^3)\). If \( j_i'(0) = 0 \) then \( (\mathcal{E}^2, \mathcal{E}^3) \) is already a solution of \([56]\) with non-trivial divergence. Otherwise, we just set
\[
F^2(r) := -\frac{(l(l+1)^{3/2}j_i(kr) j_i(kr)}{k j_i'(kr)} + \sqrt{l(l+1)} \left( \frac{j_i(kr)}{r} + k j_i'(kr) \right) \quad (65)
\]
\[
F^3(r) := -l(l+1) \left( \frac{j_i(kr)}{j_i'(kr)^2} \frac{j_i(kr)}{r} - \frac{j_i(kr)}{r} \right).
\]
and then $F := (F^2, F^3)^t$ solves (56) with the right boundary condition. For subsequent use, note that

$$F^2(1) = \sqrt{l(l+1)} \left(1 - \frac{l(l+1)j_l(k)}{kj_l(k)}\right) j_l(k) + \sqrt{l(l+1)} k j'_l(k)$$

$$= \sqrt{l(l+1)} j_l(k) j'_l(k) k - l(l+1) j_l(k)^2 + k^2 (j'_l(k))^2$$

for all $l \geq 1$.

Let us also compute

$$\frac{1}{\sqrt{l(l+1)}} \frac{d}{dr} F^2(r) = \left( k j'_l(kr) r - j_l(kr) \right) \left(1 - \frac{l(l+1)j_l(k)}{kj_l(k)}\right) + k^2 j''_l(kr)$$

therefore

$$\left( \frac{d}{dr} F^1(r) \right)_{r=1} = \sqrt{l(l+1)} \left( (k^2 + 1) j_l(k) - kj'_l(k) + \frac{j_l(k)^2 l(l+1)}{kj_l(k)} \right)$$

Note that the solution $E$ of

$$\begin{align*}
\text{curl curl } E - k^2 E &= 0, & \text{in } B, \\
\nu \times \text{curl } E - \lambda (\nu \times E \times \nu) &= 0, & \text{on } \partial B, \\
\nu \cdot E &= 0, & \text{on } \partial B,
\end{align*}$$

can be found in the form

$$E = \sum_{n \in C} a_n (F^2_n A_{2n} + F^3_n A_{3n}) + b_n E^1_n A_{1n}$$

where $F^2_n, F^3_n$ are defined in (65), $E^1_n$ is defined in (63), and $a_n, b_n \in C$. For the following computations it is useful to recall the formulae (see also [25, p. 633])

$$\text{curl} f(r) A_{1n} = \left( \frac{\sqrt{l(l+1)}}{r} f(r) \right) A_{3n} + \left( \frac{1}{r} \frac{\partial}{\partial r} \left( r f(r) \right) \right) A_{2n},$$

$$\text{curl} f(r) A_{2n} = - \left( \frac{1}{r} \frac{\partial}{\partial r} \left( r f(r) \right) \right) A_{1n},$$

$$\text{curl} f(r) A_{3n} = \left( \frac{\sqrt{l(l+1)}}{r} f(r) \right) A_{1n}.$$

In particular, we have that

$$\left( \xi \times \text{curl} (F^2_n A_{2n} + F^3_n A_{3n}) \right)_{r=1} =$$

$$- \xi \times ((F^2_n)'(1) + F^2_n(1)) A_{1n} + \xi \times (\sqrt{l(l+1)} F^3_n(1) A_{1n})$$

$$= -(F^2_n)'(1) + F^2_n(1)) A_{2n}$$
Imposing the Steklov condition and taking into account that \( \mathbf{\nu} \cdot \mathbf{E} = 0 \) give

\[
0 = (\mathbf{\nu} \times \text{curl}\, \mathbf{E} - \lambda(\mathbf{\nu} \times \mathbf{E} \times \mathbf{\nu}))|_{r=1} = \sum_{n \in \mathcal{O}} -a_n((F^2_n)'(1) + (1 + \lambda)F^2_n(1))A_{2n}
\]

\[
\sum_{n \in \mathcal{O}} -b_n[j_l(k) + j'_l(k)k + \lambda j_l(k)]A_{1n}.
\]

Hence, the eigenvalues \( \lambda_n \) of (25) are given by two families. The first one is obtained by imposing

\[
0 = ((F^2_n)'(1) + (1 + \lambda)F^2_n(1))
\Rightarrow \lambda_l^{(1)} = \frac{k^2 k j_l(k) j'_l(k)}{k j_l(k) j'_l(k) - l(l + 1)(j_l(k))^2 + k^2(j'_l(k))^2}
\]

for all \( l \geq 1 \). The second one is obtained by imposing that the coefficient of \( A_{1n} \) vanishes for some \( n \in \mathcal{O} \). We then obtain

\[
\lambda_l^{(2)} = -\frac{j_l(k) + j'_l(k)k}{j_l(k)}
\]

It is not difficult to check that the eigenvalues \( \lambda_l^{(2)} \) \( l \to +\infty \to -l \).

Regarding \( \lambda_l^{(1)} \), we note that, due to the recurrence formulae for the derivatives of Bessel functions,

\[
\frac{k j_l(k) j'_l(k) - l(l + 1)(j_l(k))^2 + k^2(j'_l(k))^2}{k^2} = -j_{l-1}(k)j_{l+1}(k)
\]

for all \( l \geq 1 \). Now, recalling that \( j_l(z) = \sqrt{\frac{\pi}{2z}} J_{l+1/2}(z) \), where \( J \) is the Bessel function of the first kind, and that we have the following large index asymptotic formula:

\[
J_s(z) \sim \frac{1}{\sqrt{2\pi s}} \left( \frac{e^z}{2s} \right)^s
\]

for all \( z \in \mathbb{C} \), we deduce that

\[
j_l(z) \sim \frac{e^{l+1/2} z^l}{2^{l+3/2}(l + 1/2)^{l+1}}
\]

for \( l \geq 1 \). By using formulae (67) and (68) we obtain

\[
\lambda_l^{(1)} \sim -l
\]

therefore the eigenvalues of the first family are diverging to \( -\infty \) as \( l \to +\infty \) (as expected).

**General case** \( 0 < \theta < +\infty \). Since we are interested in solutions of

\[
\text{curl curl}\, \mathbf{E} - \theta \text{ grad div}\, \mathbf{E} - k^2 \mathbf{E} = 0
\]

with non-trivial divergence, it is convenient to find an equation for \( \text{div}\, \mathbf{E} \). The following discussion applies to a general domain \( \Omega \) (not necessarily a
Figure 1. Eigenvalues $\lambda_l^{(1)}$, $l = 1, \ldots, 10$, as a function of $k^2 \in (-100, 100)$.

Let $\varphi \in H^2(\Omega)$ be an arbitrary function. Multiply (69) by $\grad \varphi$ and integrate in $\Omega$ to obtain

$$
\int_\Omega (\text{curl curl } E \cdot \grad \varphi - \theta \grad \text{div } E \cdot \grad \varphi - k^2 E \cdot \grad \varphi) \, dx = 0.
$$

Due to the Steklov boundary condition, the identity $\text{curl } \grad \varphi = 0$, and standard integration by parts we have

$$
\int_\Omega \text{curl curl } E \cdot \grad \varphi \, dx = \int_\Gamma (\nu \times \text{curl } E) \cdot \grad_\Gamma \varphi \, d\sigma = \lambda \int_\Gamma E \cdot \grad \varphi \, d\sigma = \lambda \int_\Gamma (\text{div } E) \varphi \, d\sigma,
$$

where $\grad_\Gamma$ and $\text{div }_\Gamma$ denote the standard tangential gradient and tangential divergence respectively. Moreover,

$$
-\theta \int_\Omega \grad \text{div } E \cdot \grad \varphi \, dx = \theta \int_\Omega \Delta \text{div } E \varphi \, dx - \theta \int_\Gamma \frac{\partial}{\partial \nu}(\text{div } E) \varphi \, d\sigma,
$$

as well as

$$
-k^2 \int_\Omega E \cdot \grad \varphi \, dx = k^2 \int_\Omega \text{div } E \varphi \, dx - k^2 \int_\Gamma \underbrace{(E \cdot \nu)}_{=0} \varphi \, d\sigma,
$$

hence

$$
\int_\Omega (\theta \Delta \text{div } E + k^2 \text{div } E) \varphi \, dx = \int_\Gamma \left( \lambda \text{div }_\Gamma E + \theta \frac{\partial}{\partial \nu}(\text{div } E) \right) \varphi \, d\sigma,
$$

which implies that $\text{div } E$ satisfies the following boundary value problem

$$
\begin{cases}
-\Delta \text{div } E - \frac{k^2}{\theta} \text{div } E = 0, & \text{ in } \Omega, \\
\frac{\partial}{\partial \nu} \text{div } E = -\frac{\lambda}{\theta} \text{div }_\Gamma E, & \text{ on } \Gamma.
\end{cases}
$$
Returning to the case of the ball, the equation in $\Omega = B$ has the explicit solutions
\[
\text{div} \, \mathbf{E}_n(r, \xi) = a j_l \left( \frac{k}{\sqrt{\theta}} r \right) Y_n(\xi), \quad n \in \mathcal{I}, \ a \in \mathbb{C}.
\]

Therefore, arguing as in (62) we have the equality
\[
\left( \frac{\partial \mathcal{E}^3(r)}{\partial r} + \frac{2}{r} \mathcal{E}^3(r) - \frac{\sqrt{l(l+1)}}{r} \mathcal{E}^2(r) \right) = a j_l \left( \frac{k}{\sqrt{\theta}} r \right)
\]
which leads to the ansatz (see also (63))
\[
\mathcal{E}^2(r) = \frac{r}{\sqrt{l(l+1)}} \left( \frac{1}{r^2} \frac{\partial (r^2 \mathcal{E}^3(r))}{\partial r} - a j_l \left( \frac{k}{\sqrt{\theta}} r \right) \right), \quad (71)
\]

According to the previous computations and keeping in mind the case $\theta = 1$, in view of (58) we claim that
\[
\mathcal{E}^2(r) = \sqrt{l(l+1)} \frac{j_l \left( \frac{k}{\sqrt{\theta}} r \right)}{r}, \quad \mathcal{E}^3(r) = \frac{k}{\sqrt{\theta}} j_l' \left( \frac{k}{\sqrt{\theta}} r \right),
\]
verify (71) for $a = -k^2/\theta$ and they are solutions of the system (54). Let us show that (71) is satisfied. Note that
\[
\frac{1}{r^2} \frac{\partial (r^2 \mathcal{E}^3(r))}{\partial r} = \frac{\partial \mathcal{E}^3(r)}{\partial r} + \frac{2}{r} \mathcal{E}^3(r)
\]
\[
= k^2 \frac{j_l''}{\theta} \left( \frac{k}{\sqrt{\theta}} r \right) + \frac{2}{r} \frac{k}{\sqrt{\theta}} j_l' \left( \frac{k}{\sqrt{\theta}} r \right)
\]
\[
= \left( -\frac{k^2}{\theta} + \frac{l(l+1)}{r^2} \right) j_l \left( \frac{k}{\sqrt{\theta}} r \right)
\]
where the last equality is deduced by (55) with $k$ replaced by $k/\sqrt{\theta}$, so the right-hand side of (71) becomes
\[
\frac{r}{\sqrt{l(l+1)}} \left( \left( -\frac{k^2}{\theta} - a \right) + \frac{l(l+1)}{r^2} \right) j_l \left( \frac{k}{\sqrt{\theta}} r \right)
\]
which equals $\mathcal{E}^2(r) = \sqrt{l(l+1)} \frac{j_l \left( \frac{k}{\sqrt{\theta}} r \right)}{r}$ for $a = -k^2/\theta$, as claimed. With similar computations one can check that the couple $(\mathcal{E}^2, \mathcal{E}^3)$ satisfies the system
\[
\begin{cases}
- \frac{1}{r^2} \frac{\partial r^2 \mathcal{E}^2_n}{\partial r} + \frac{l(l+1)}{r^2} \mathcal{E}^2_n - \frac{2\sqrt{l(l+1)}}{r^2} \mathcal{E}^3_n - k^2 \mathcal{E}^2_n
+ (1-\theta) \frac{\sqrt{l(l+1)}}{r} \left( \frac{\partial \mathcal{E}^3_n(r)}{\partial r} + \frac{2}{r} \mathcal{E}^3_n(r) - \frac{\sqrt{l(l+1)}}{r} \mathcal{E}^2_n(r) \right) = 0, & \text{in (0,1),}
\end{cases}
\]
\[
\begin{cases}
- \frac{1}{r^2} \frac{\partial r^2 \mathcal{E}^3_n}{\partial r} + \frac{2(l+1)}{r^2} \mathcal{E}^3_n - \frac{2\sqrt{l(l+1)}}{r^2} \mathcal{E}^2_n - k^2 \mathcal{E}^3_n
+ (1-\theta) \frac{\sqrt{l(l+1)}}{r} \left( \frac{\partial \mathcal{E}^2_n(r)}{\partial r} + \frac{2}{r} \mathcal{E}^2_n(r) - \frac{\sqrt{l(l+1)}}{r} \mathcal{E}^3_n(r) \right) = 0, & \text{in (0,1),}
\end{cases}
\]
which replaces system (54) used in the case $\theta = 1$. Clearly, another solution (which is divergence-free) is given by $(\mathcal{E}^2_n, \mathcal{E}^3_n)$ as defined in (57).
As in the case $\theta = 1$ we consider the linear combination $(F^2_n)^2 := a(E^2_n) + b(E^2_n)$ and we impose the boundary condition $F^3_n(1) = 0$, corresponding to $E \cdot \nu = 0$ on $\partial B$. We obtain

$$a = -b \frac{j_i \left( \frac{k}{\sqrt{\theta}} \right)}{j_i(k)l(l+1)},$$

hence, up to a constant factor,

$$F^2_n(r) := -\frac{j_i \left( \frac{k}{\sqrt{\theta}} \right)}{j_i(k)\sqrt{l(l+1)}} \left( \frac{j_i(kr)}{r} + j_i(kr)k \right) + \sqrt{l(l+1)} \frac{j_i \left( \frac{k}{\sqrt{\theta}} \right) r}{j_i(k)}$$ (73)

$$F^3_n(r) := -\frac{j_i \left( \frac{k}{\sqrt{\theta}} \right)}{j_i(k) r} + j_i \left( \frac{k}{\sqrt{\theta}} \right) \frac{k}{\sqrt{\theta}}$$ (74)

As in the case $\theta = 1$, we deduce that there are two families of eigenvalues diverging to $-\infty$: the first one coincides with $\lambda_n^{(2)}$ defined in (66), and it is associated with eigenfunctions in the form $E_n(r, \xi) = j_i(kr)A_{1n}(\xi)$; the second one is obtained as in the case $\theta = 1$ by imposing the Steklov boundary conditions, and they are given explicitly as solutions of the equation

$$\lambda_n^{(1)} = -\frac{F^2_n(1) + (F^2_n)'(1)}{F^2_n(1)}.$$ (75)

We proceed therefore to computing $F^2_n(1)$ and $(F^2_n)'(1)$. To simplify the notation we will not write the index $l$. We easily obtain

$$F^2(1) = \frac{j_i \left( \frac{k}{\sqrt{\theta}} \right) j_i(k)l(l+1) - j_i \left( \frac{k}{\sqrt{\theta}} \right) j_i(k) j_i(k) \frac{k^2}{\sqrt{\theta}}}{j_i(k)\sqrt{l(l+1)}}$$

Next, we compute

$$\frac{\partial}{\partial r} F^2(r) = -\frac{j_i \left( \frac{k}{\sqrt{\theta}} \right)}{j_i(k)\sqrt{l(l+1)}} \left( \frac{kj_i'(kr)}{r} - \frac{j_i(kr)}{r^2} + j_i''(kr)k^2 \right)$$

$$+ \sqrt{l(l+1)} \left( \frac{k}{\sqrt{\theta}} \frac{j_i \left( \frac{k}{\sqrt{\theta}} \right) j_i(k) j_i(k) \frac{k^2}{\sqrt{\theta}}}{j_i(k)} \right)$$

$$- \frac{j_i \left( \frac{k}{\sqrt{\theta}} \right)}{j_i(k)\sqrt{l(l+1)}} \left( -\frac{kj_i'(kr)}{r} + \frac{j_i(kr)}{r^2} \left(l(l+1) - k^2r^2 - 1 \right) \right)$$

$$+ \frac{1}{j_i(k)\sqrt{l(l+1)}} \left( \frac{k}{\sqrt{\theta}} l(l+1)j_i(k) \frac{k^2}{\sqrt{\theta}} \right) - \sqrt{l(l+1)} \frac{j_i \left( \frac{k}{\sqrt{\theta}} \right)}{r^2}$$

hence

$$(F^2)'(1) = \frac{j_i \left( \frac{k}{\sqrt{\theta}} \right) j_i(k)j_i(k) + j_i(k)(k^2 + 1)}{j_i(k)\sqrt{l(l+1)}} - \frac{j_i \left( \frac{k}{\sqrt{\theta}} \right) j_i(k)l(l+1)}{j_i(k)\sqrt{l(l+1)}}.$$
Therefore,
\[
\lambda^{(1)}_n = -\frac{F^2_1(1) + (F^2_1)'(1)}{F^2_1(1)} = -\frac{j'(\frac{k}{\sqrt{\theta}}) j(k) \frac{k}{\sqrt{\theta}} k^2}{j\left(\frac{k}{\sqrt{\theta}}\right) j(k) l(l+1) - j'(\frac{k}{\sqrt{\theta}}) j'(k) \frac{k^2}{\sqrt{\theta}} - j'(\frac{k}{\sqrt{\theta}}) j(k) \frac{k}{\sqrt{\theta}}}
\]
which is in agreement with the case \( \theta = 1 \).

We summarize the previous discussion in the following theorem where it is understood that the values of \( k \) are such that the denominators in (75) and (76) do not vanish (in the remark below we explain the meaning of this condition).

**Theorem 5.** If \( k \neq 0 \) then the eigenvalues and eigenfunctions of the Steklov problem (25) in the unit ball \( B \) of \( \mathbb{R}^3 \) are given by the following two families:
\[
\begin{aligned}
\lambda^{(1)}_n &= -\frac{j'(\frac{k}{\sqrt{\theta}}) j(k) \frac{k}{\sqrt{\theta}} k^2}{j\left(\frac{k}{\sqrt{\theta}}\right) j(k) l(l+1) - j'(\frac{k}{\sqrt{\theta}}) j'(k) \frac{k^2}{\sqrt{\theta}} - j'(\frac{k}{\sqrt{\theta}}) j(k) \frac{k}{\sqrt{\theta}}}, \quad n \in \mathcal{O} \\
F_n &= F^2_n A_{2n} + F^3_n A_{3n}, \quad n \in \mathcal{O},
\end{aligned}
\]
and
\[
\begin{aligned}
\lambda^{(2)}_n &= -\frac{j_n(k) + j'_n(k) k}{j_n(k)}, \quad n \in \mathcal{O} \\
E_n &= E^1_n A_{1n}, \quad n \in \mathcal{O} \\
\text{div } E_n &= 0.
\end{aligned}
\]
where \( A_{\tau n}, \tau = 1, 2, 3, n \in \mathcal{O} \) are the vector spherical harmonics defined in (12), the functions \( F^2_n, F^3_n \) are defined respectively in (73), (74) and \( E^1_n \) is defined in (53).

**Remark 6.** The squared values of \( k \neq 0 \) for which the denominators in (75) and (76) vanish are the eigenvalues \( A \) of the Dirichlet problem (28). Indeed, our computations in this section show that the solutions of the partial differential equation in (25), which are tangential at the boundary of \( B \), are given by the two families of vector fields \( F_n = F^2_n A_{2n} + F^3_n A_{3n} \) and \( E_n = E^1_n A_{1n} \). Note that \( E_n \) is tangential because \( A_{1n} \) is tangential, while \( F_n \) is tangential because \( F^3_n(1) = 0 \).

Consider now the condition
\[
E^1_n(1) = 0.
\]
The values of \( k \) for which (77) is satisfied are exactly the values of \( k \) for which the denominator in (76) vanishes: in this case the vector field \( E_n \) vanishes at the boundary of \( B \), hence \( E_n \) is a solution of (28) with \( A = k^2 \).

Assume now that the denominator in (76) does not vanish. In this case, the function \( F^2_n \) is well-defined, hence the solution \( F_n \) is well-defined as well. Under this assumption consider the condition
\[
F^2_n(1) = 0.
\]
The values of \( k \) for which (78) is satisfied are exactly the values of \( k \) for which the denominator in (75) vanishes: in this case the vector field \( F_n \) vanishes at the boundary of \( B \), hence \( F_n \) is a solution of (28) with \( A = k^2 \).
Thus, assuming that the denominators of (75) and (76) do not vanish corresponds to our assumption (30), which is at the base of the analysis carried out in [32].

We note en passant that the standard eigenvalues of Maxwell’s equations in a cavity are given by two families of positive numbers, one of which is the family of the squares of the zeros of the equation $j_l(k) = 0$, see [17], or [33, Appendix], for more details.
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