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Abstract
The Kronecker theta function is a quotient of the Jacobi theta functions, which is also a special case of Ramanujan’s $\psi_1$ summation. Using the Kronecker theta function as building blocks, we prove a decomposition theorem for theta functions. This decomposition theorem is the common source of a large number of theta function identities. Many striking theta function identities, both classical and new, are derived from this decomposition theorem with ease. A new addition formula for theta functions is established. Several known results in the theory of elliptic theta functions due to Ramanujan, Weierstrass, Kiepert, Winquist and Shen among others are revisited. A curious trigonometric identity is proved.
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1 Introduction and preliminary

Let $q$ be a complex number with $|q| < 1$. For any integer $n$, the $q$-shifted factorial $(a; q)_n$ is defined by

$$(a; q)_n = \frac{(a; q)_{\infty}}{(aq^n; q)_{\infty}}, \quad \text{where} \quad (a; q)_{\infty} = \prod_{k=0}^{\infty} (1 - aq^k). \quad (1.1)$$

If $n$ is an integer and $m$ a positive integer, sometimes we also adopt the following compact notation for multiple $q$-shifted factorial:

$$(a_1, a_2, \ldots, a_m; q)_n = (a_1; q)_n(a_2; q)_n \cdots (a_m; q)_n. \quad (1.2)$$

Unless otherwise stated, it is assumed throughout that $q = \exp(2\pi i \tau)$, where $\text{Im} \tau > 0$.

**Definition 1.1** The Jacobi theta functions $\theta_1, \theta_2, \theta_3$ and $\theta_4$ are defined as

$$\begin{align*}
\theta_1(z|\tau) &= 2 \sum_{n=0}^{\infty} (-1)^n q^{(2n+1)^2/8} \sin(2n+1)z, \\
\theta_2(z|\tau) &= 2 \sum_{n=0}^{\infty} q^{(2n+1)^2/8} \cos(2n+1)z, \\
\theta_3(z|\tau) &= 1 + 2 \sum_{n=1}^{\infty} q^{n^2/2} \cos 2nz, \\
\theta_4(z|\tau) &= 1 + 2 \sum_{n=1}^{\infty} (-1)^n q^{n^2/2} \cos 2nz.
\end{align*}$$

These series converge for all complex values of $z$ whenever $\tau$ has positive imaginary part (equivalently, when $|q| < 1$). Furthermore, these series converge absolutely and uniformly on compact subsets and so are entire functions of $z$.

The infinite representations of the Jacobi theta functions can be derived by using the Jacobi triple product identity, which can be found in any standard textbook in elliptic theta functions.

**Proposition 1.2** Let $\theta_1, \theta_2, \theta_3$ and $\theta_4$ be defined as in Definition 1.1. Then we have

$$\begin{align*}
\theta_1(z|\tau) &= 2q^{1/8} (\sin z) \prod_{n=1}^{\infty} (1 - q^n)(1 - q^n e^{2iz})(1 - q^n e^{-2iz}), \\
\theta_2(z|\tau) &= 2q^{1/8} (\cos z) \prod_{n=1}^{\infty} (1 - q^n)(1 + q^n e^{2iz})(1 + q^n e^{-2iz}), \\
\theta_3(z|\tau) &= \prod_{n=1}^{\infty} (1 - q^n)(1 + q^{n-1/2} e^{2iz})(1 + q^{n-1/2} e^{-2iz}), \\
\theta_4(z|\tau) &= \prod_{n=1}^{\infty} (1 - q^n)(1 + q^{n-1/2} e^{2iz})(1 + q^{n-1/2} e^{-2iz}).
\end{align*}$$
\[ \theta_4(z|\tau) = \prod_{n=1}^{\infty} (1-q^n)(1-q^{n-1/2}e^{2iz})(1-q^{n-1/2}e^{-2iz}). \]

Theta functions \( \theta_1, \theta_2, \theta_3 \) and \( \theta_4 \) are not elliptic functions. The following functional equations will be often used in this paper.

**Proposition 1.3** With respect to the (quasi) periods \( \pi \) and \( \pi \tau \), the Jacobi theta function \( \theta_1(z|\tau) \) satisfies the functional equations

\[
\begin{align*}
\theta_1(z|\tau) &= -\theta_1(z + \pi|\tau) = -q^{1/2}e^{2iz}\theta_1(z + \pi \tau|\tau), \\
\theta_2(z|\tau) &= -\theta_2(z + \pi|\tau) = q^{1/2}e^{2iz}\theta_2(z + \pi \tau|\tau), \\
\theta_3(z|\tau) &= -\theta_3(z + \pi|\tau) = q^{1/2}e^{2iz}\theta_3(z + \pi \tau|\tau), \\
\theta_4(z|\tau) &= -\theta_4(z + \pi|\tau) = -q^{1/2}e^{2iz}\theta_4(z + \pi \tau|\tau).
\end{align*}
\]

The four Jacobi theta functions are mutually related, and starting from one of them we may obtain the other three by simple calculation. For example, we have

**Proposition 1.4** Theta functions \( \theta_1, \theta_2, \theta_3 \) and \( \theta_4 \) satisfy the relations

\[
\begin{align*}
\theta_1(z + \pi/2|\tau) &= \theta_2(z|\tau), \\
\theta_2(z + \pi \tau/2|\tau) &= iq^{-1/8}e^{-iz}\theta_4(z|\tau), \\
\theta_3(z + (\pi + \pi \tau)/2|\tau) &= q^{-1/8}e^{-iz}\theta_3(z|\tau).
\end{align*}
\]

It is easily seen that in the fundamental periodic parallelogram given by

\[ \prod = \{x\pi + y\pi \tau | 0 \leq x < 1, 0 \leq y < 1 \} \quad (1.3) \]

the zero point of \( \theta_1(z|\tau) \) is at \( z = 0 \).

The Jacobi theta function \( \theta_1(z|\tau) \) is an entire, quasi-doubly periodic function of \( z \), and regarded as the two-dimensional version of the sine function. The set of zero points of \( \theta_1(z|\tau) \) form a lattice \( \Lambda \), which is given by

\[ \Lambda = \{m\pi + n\pi \tau : (m, n) \in \mathbb{Z}^2 \}. \quad (1.4) \]

**Definition 1.5** If the difference of two complex numbers is in the set \( \Lambda \), then these two complex numbers are said to be equivalent modulo \( \Lambda \), and if the difference of two complex numbers is not in the set \( \Lambda \), then these two complex numbers are said to be inequivalent modulo \( \Lambda \).

We will use the prime to denote partial differential operator with respect to the first variable of theta functions. From the infinite product representation of \( \theta_1 \), we easily find that

\[ \theta_1'(0|\tau) = 2q^{1/8} \prod_{n=1}^{\infty} (1-q^n)^3 = 2\eta^3(\tau), \quad (1.5) \]
where $\eta(\tau)$ is the well-known Dedekind eta function which is defined as

$$\eta(\tau) = q^{1/24} \prod_{n=1}^{\infty} (1 - q^n).$$  

(1.6)

Ramanujan’s $1\psi_1$ summation formula [1, p. 502] is an extension of Jacobi’s triple product identity, which states that for $|q| < 1$ and $|b/a| < |z| < 1$,

$$\sum_{k=-\infty}^{\infty} \frac{(a; q)_k}{(b; q)_k} z^k = \frac{(q, b/a, az, q/az; q)_{\infty}}{(b, q/a, z, b/az; q)_{\infty}}. \quad (1.7)$$

There are several different proofs of this summation formula in the literature. See for example, Andrews and Askey [2], Berndt [4, pp. 15–17] and Ismail [7].

Taking $b = aq$ in the Ramanujan $1\psi_1$ summation and noting that $\frac{(a; q)_k}{(aq; q)_k} = \frac{(1 - a)}{(1 - qa^k)}$ we deduce that for $a$ being neither zero nor an integral power of $q$ and $|q| < |z| < 1$,

$$\sum_{k=-\infty}^{\infty} \frac{z^k}{1 - aq^k} = \frac{(q; q)_2^2 (az, q/az; q)_{\infty}}{(a, q/a, z, q/z; q)_{\infty}}. \quad (1.8)$$

Replacing $z$ by $e^{2iy}$ and $a$ by $e^{2iz}$ in (1.8) and noting that the infinite product representation of $\theta_1(z|\tau)$ in Proposition 1.2, we arrive at the following remarkable theta function identity, which was known to Kronecker [10], [11, pp. 309–318]:

$$\sum_{k=-\infty}^{\infty} \frac{e^{2kiy}}{1 - q^k e^{2iz}} = \frac{i\theta'_1(0|\tau)\theta_1(y + z|\tau)}{2\theta_1(y|\tau)\theta_1(z|\tau)}, \quad (1.9)$$

where $q = e^{2\pi i \tau}$ with $\text{Im} \tau > 0$.

It should be pointed out that Shen [21] used this identity to derive the Fourier series of all the twelve Jacobian elliptic functions and also used these Fourier series to set up 24 Lambert series representations for quotients of theta functions.

Now we give the definition of the Kronecker theta function.

**Definition 1.6** If $y$ and $z$ are not zero points of $\theta_1(z|\tau)$, we define the Kronecker function $K_y(z|\tau)$ as

$$K_y(z|\tau) = \frac{\theta'_1(0|\tau)\theta_1(z + y|\tau)}{\theta_1(z|\tau)\theta_1(y|\tau)}. \quad (1.10)$$

In this paper we will use $\text{res}(f; \alpha)$ to denote the residue of $f(z)$ at $z = \alpha$. The principal result of this paper is the following decomposition theorem for theta functions. This paper is motivated by Kronecker [10], Lewis and Liu [12] and Shen [21].

**Theorem 1.7** Suppose that $f(z)$ is an meromorphic function of $z$ which has only simple poles and $\mathcal{P} = \{a_1, a_2, \ldots, a_n\}$ is a complete set of inequivalent poles of $f(z)$, and
further assume that \( f(z) \) satisfies the functional equations

\[
  f(z) = f(z + \pi) = e^{2i\gamma} f(z + \pi \tau),
\]

where \( e^{2i\gamma} \neq q^n \) for \( n \in \mathbb{Z} \). Then we have

\[
  f(z) = \sum_{k=1}^{n} \text{res}(f; a_k)K_y(z - a_k|\tau).
\]

In the same way we can also prove the following decomposition theorem for theta functions.

**Theorem 1.8** Suppose that \( f(z) \) is an meromorphic function of \( z \) which has only simple poles and \( P = \{a_1, a_2, \ldots, a_n\} \) is a complete set of inequivalent poles of \( f(z) \), and further assume that \( f(z) \) satisfies the functional equations

\[
  f(z) = -f(z + \pi) = -e^{2i\gamma} f(z + \pi \tau),
\]

where \( e^{2i\gamma} \neq -q^{n+1/2} \) for \( n \in \mathbb{Z} \). Then we have

\[
  f(z) = \frac{\theta_1'(0|\tau)}{\theta_3(y|\tau)} \sum_{k=1}^{r} \text{res}(f; a_k) \frac{\theta_3(z + y - a_k|\tau)}{\theta_1(z - a_k|\tau)}.
\]

Theorems 1.7 and 1.8 clearly include infinitely many theta function identities since we can choose \( f(z) \) in several ways. If \( f(z) \) is chosen judiciously, we may obtain useful results. For example, we can prove the following two general theta function identities by using these two theorems.

**Theorem 1.9** Suppose that \( F(z) \) and \( G(z) \) are two entire functions of \( z \) with no common zeros and they satisfy the functional equations

\[
  F(z) = (-1)^n F(z + \pi) = \pm q^n e^{2inz+2i\gamma} F(z + \pi \tau),
\]

and

\[
  G(z) = (-1)^n G(z + \pi) = \pm q^n e^{2inz} G(z + \pi \tau).
\]

We further assume that \( G(z) \) has only simple zeros and \( P = \{a_1, a_2, \ldots, a_n\} \) is a complete set of inequivalent zeros of \( G(z) \). Then we have

\[
  F(z) = F(z + \pi) = q^n e^{2inz+2i\gamma} F(z + \pi \tau),
\]
and
\[ G(z) = -G(z + \pi) = -q^n e^{2inz} G(z + \pi \tau) \] (1.19)

We further assume that \( G(z) \) has only simple zeros and \( \mathcal{P} = \{a_1, a_2, \ldots, a_n\} \) is a complete set of inequivalent zeros of \( G(z) \). Then we have
\[
\frac{F(z)\theta_3(y|\tau)}{\theta_1'(0|\tau) G(z)} = \sum_{k=1}^{n} \frac{F(a_k)\theta_3(z + y - a_k|\tau)}{G'(a_k)\theta_1(z - a_k|\tau)}. \] (1.20)

The rest of the paper is organized as follows. In Sect. 2, we will prove Theorems 1.7–1.10. Some applications of Theorems 1.9 and 1.10 to theta function identities will be given in Sect. 3. For example, we prove the following remarkable theta function identity by using Theorem 1.9.

**Theorem 1.11** If \( f(z) \) is an entire function of \( z \) which satisfies the functional equations
\[
f(z) = f(z + \pi) = q^2 e^{8iz+2iy} f(z + \pi \tau), \] (1.21)

then we have
\[
\frac{2\theta_1(y|\tau) f(z)}{\theta_1(2z|\tau)} = f(0) \frac{\theta_1(z + y|\tau)}{\theta_1(z|\tau)} - f\left(\frac{\pi}{2}\right) \frac{\theta_2(z + y|\tau)}{\theta_2(z|\tau)} + q^{1/2} f\left(\frac{\pi + \pi \tau}{2}\right) \frac{e^{iy}\theta_3(z + y|\tau)}{\theta_3(z|\tau)} - q^{1/2} f\left(\frac{\pi \tau}{2}\right) \frac{e^{iy}\theta_4(z + y|\tau)}{\theta_4(z|\tau)}. \] (1.22)

In Sect. 3, as a limiting case of a theta function identity, we also derived the following amazing trigonometry identity:
\[
\frac{n \sin(nz + y)}{\sin nz} = \sum_{k=0}^{n-1} \frac{\sin(z + y - \frac{k\pi}{n})}{\sin(z - \frac{k\pi}{n})}. \] (1.23)

In Sect. 4, we will use Theorem 1.7 to prove a new addition formula for theta functions and some applications of this addition formula are also discussed. In Sect. 5, we will use Theorem 1.7 to give a new derivation of a classical decomposition theorem for elliptic functions and several known results in the theory of elliptic theta functions due to Ramanujan, Weierstrass, Kiepert, Shen among others are revisited.

**2 Proofs of Theorems 1.7–1.10**

Now we begin to prove Theorem 1.7 by using some properties of analytic functions.

**Proof** Using the functional equations satisfied by \( \theta_1 \) in Proposition 1.3, we find that \( K_y(z|\tau) \) satisfies the functional equations
\[
K_y(z|\tau) = K_y(z + \pi|\tau) = e^{2iy} K_y(z + \pi \tau|\tau). \] (2.1)
Since \( a_k \) is a simple pole of \( f(z) \), from the theory of residue calculus we know that the principal part of \( f(z) \) at \( a_k \) is

\[
\frac{\text{res}(f; a_k)}{z - a_k} \quad \text{for} \quad k = 1, 2, \ldots n. \tag{2.2}
\]

From the definition of \( \theta_1(z|\tau) \) in (1.3) and a simple calculation, we easily find that as \( z \to 0 \),

\[
\theta_1(z|\tau) = \theta_1'(0|\tau)z + O(z^3). \tag{2.3}
\]

Using this equation and by a direct computation, the principal part of \( K_y(z|\tau) \) at \( z = a_k \) is found to be

\[
\frac{1}{z - a_k} \quad \text{for} \quad k = 1, 2, \ldots n. \tag{2.4}
\]

Hence

\[
r(z) := f(z) - \sum_{k=1}^{n} \text{res}(f; a_k) K_y(z - a_k|\tau) \tag{2.5}
\]

has no poles and is holomorphic on \( \mathbb{C} \), and it is easily seen that \( r(z) \) satisfies the functional equations

\[
r(z) = r(z + \pi) = e^{2iy}r(z + \pi \tau), \tag{2.6}
\]

by using the functional equations in (1.11) and 2.1.

From \( r(z) = r(z + \pi) \), we know that the Fourier expansion of \( r(z) \) has the form

\[
r(z) = \sum_{n=-\infty}^{\infty} a_n e^{2inz}.
\]

Now we replace \( z \) by \( z + \pi \tau \) in the above equation and appeal to \( r(z) = r(z + \pi \tau) e^{2iy} \). We deduce that

\[
\sum_{n=-\infty}^{\infty} a_n q^n e^{2inz} = e^{-2iy} \sum_{n=-\infty}^{\infty} a_n e^{2inz}.
\]

Equating the coefficients, we find that \( a_n q^n = a_n e^{-2iy} \) for every integer \( n \). It follows that \( a_n (q^n - e^{-2iy}) = 0 \), which gives \( a_n = 0 \) for every integer \( n \) since \( q^n - e^{-2iy} \neq 0 \). Thus we have \( r(z) \equiv 0 \). It follows that

\[
f(z) = \sum_{k=1}^{n} \text{res}(f; a_k) K_y(z - a_k|\tau),
\]

which is (1.12) and thus we complete the proof of Theorem 1.7. \( \square \)

The proof of Theorem 1.8 is omitted since it is similar to that of Theorem 1.7. Next we give the proof of Theorem 1.9 by using Theorem 1.7.
Proof For the given function $F(z)$ in Theorem 1.9, it is found that $F(z)/G(z)$ is a meromorphic function of $z$ which satisfies the functional equations (1.11) by using 1.15. Hence in Theorem 1.7 we can choose $f(z) = F(z)/G(z)$. It is known that $G(z)$ has only simple zeros and $\mathcal{P} = \{a_1, a_2, \ldots, a_n\}$ is a complete set of inequivalent zeros of it. Hence $f(z)$ has only simple poles and $\mathcal{P} = \{a_1, a_2, \ldots, a_n\}$ is a complete set of inequivalent poles of $f(z)$ since $F(z)$ and $G(z)$ has no common zeros. Now we begin to calculate the residues at these poles.

Using L’Hospital’s rule we have the following calculation for $k = 1, 2, \ldots, n$:

$$\text{res}(f; a_k) = \lim_{z \to a_k} (z - a_k) f(z)$$

$$= F(a_k) \lim_{z \to a_k} \frac{z - a_k}{G(z)}$$

$$= F(a_k) \frac{G'(a_k)}{G(a_k)}.$$

Substituting the values of $\text{res}(f; a_k)$ into (1.12) and simplifying we complete the proof of Theorem 1.9.

Proceeding through the same step as that in the proof of Theorem 1.9, we can prove Theorem 1.10 by using Theorem 1.8.

3 Some applications of Theorems 1.9 and 1.10

To illustrate our method, we begin this section by proving Theorem 1.11 with Theorem 1.9.

Proof A simple calculation indicates that $\theta_1(2z|\tau)$ has only simple zeros and a complete set of its inequivalent zeros is given by $\mathcal{P} = \{0, \pi/2, (\pi + \pi \tau)/2, \pi \tau/2\}$. Let $f(z)$ be the given function in Theorem 1.11. Then we can choose $F(z) = f(z)$ and $G(z) = \theta_1(2z|\tau)$ in Theorem 1.9. By some simple calculations we find that

$$G'(0) = 2\theta'_1(0|\tau), \ G'(\pi/2) = -2\theta'_1(0|\tau), \ G'((\pi + \pi \tau)/2) = 2q^{-1/2}\theta'_1(0|\tau) \ (3.1)$$

and

$$G'((\pi \tau)/2) = -2q^{-1/2}\theta'_1(0|\tau).$$

Now (1.17) in Theorem 1.9 becomes

$$\frac{2 f(z)\theta_1(y|\tau)}{\theta_1(2z|\tau)} = f(0) \frac{\theta_1(z + y|\tau)}{\theta_1(z|\tau)} - f \left( \frac{\pi}{2} \right) \frac{\theta_1(z + y - \frac{\pi}{2}|\tau)}{\theta_1(z - \frac{\pi}{2}|\tau)} \cdot$$

$$+ q^{1/2} f \left( \frac{\pi + \pi \tau}{2} \right) \frac{\theta_1(z + y - \frac{\pi + \pi \tau}{2}|\tau)}{\theta_1(z - \frac{\pi + \pi \tau}{2}|\tau)} - q^{1/2} f \left( \frac{\pi \tau}{2} \right) \frac{\theta_1(z + y - \frac{\pi \tau}{2}|\tau)}{\theta_1(z - \frac{\pi \tau}{2}|\tau)}.$$
Letting $y = 0$ in Theorem 1.11 and noting that $\theta_1(0|\tau) = 0$, we immediately arrive at the following theorem.

**Theorem 3.1** If $f(z)$ is an entire function of $z$ which satisfies the functional equations

\[ f(z) = f(z + \pi) = q^2 e^{|8iz|} f(z + \pi \tau), \tag{3.2} \]

then we have

\[ f(0) - f\left(\frac{\pi}{2}\right) + q^{1/2} f\left(\frac{\pi + \pi \tau}{2}\right) - q^{1/2} f\left(\frac{\pi \tau}{2}\right) = 0 \tag{3.3} \]

From Theorem 3.1 we can easily find that following proposition [13, Theorem 3],

**Proposition 3.2** Suppose that $y_1 + y_2 + y_3 + y_4 = 0$. Then we have

\[ \prod_{j=1}^{4} \theta_1(y_j|\tau) - \prod_{j=1}^{4} \theta_2(y_j|\tau) + \prod_{j=1}^{4} \theta_3(y_j|\tau) - \prod_{j=1}^{4} \theta_4(y_j|\tau) = 0. \tag{3.4} \]

**Proof** Keeping $y_1 + y_2 + y_3 + y_4 = 0$ in mind, in Theorem 3.1 we can take

\[ f(z) = \theta_1(z + y_1|\tau)\theta_1(z + y_2|\tau)\theta_1(z + y_3|\tau)\theta_1(z + y_4|\tau), \]

to complete the proof of Proposition 3.2.

By taking $f(z) = \theta_1(z + y|\tau)\theta_1(3z|3\tau)$ in Theorem 1.11 and simplifying we obtain the following new theta function identity:

\[ \frac{\theta_2(y|\tau)\theta_2(z + y|\tau)\theta_2(0|3\tau)}{\theta_2(z|\tau)} + \frac{\theta_4(y|\tau)\theta_4(z + y|\tau)\theta_4(0|3\tau)}{\theta_4(z|\tau)} = \frac{2\theta_1(y|\tau)\theta_1(z + y|\tau)\theta_1(3z|3\tau)}{\theta_1(2z|2\tau)} + \frac{\theta_3(y|\tau)\theta_3(z + y|\tau)\theta_3(0|3\tau)}{\theta_3(z|\tau)}. \tag{3.5} \]

**Theorem 3.3** For any integer $m$, we have

\[ e^{2miz} n\theta_1(0|n\tau)\theta_1(nz + m\pi \tau + y|n\tau)\theta_1(0|\tau) = \sum_{k=0}^{n-1} e^{\frac{2\pi ikn}{n}} \theta_1(z + y - \frac{k\pi n}{n}|\tau). \tag{3.6} \]

**Proof** Using Proposition 1.3 and simple calculations, we find that the entire function $e^{2miz}\theta_1(nz + m\pi \tau + y|n\tau)$ of $z$ satisfies the functional equations (1.15) in Theorem 1.9, and the entire function $\theta_1(nz|n\tau)$ of $z$ satisfies the functional equations (1.16). So we can take $F(z) = e^{2miz}\theta_1(nz + m\pi \tau + y|n\tau)$ and $G(z) = \theta_1(nz|n\tau)$ in Theorem 1.9.
It is easily known that $\theta_1(nz|n\tau)$ has only simple zeros and $\mathcal{P} = \{k\pi/n : k = 0, 1, 2, \ldots, n-1\}$ is a complete set of inequivalent zeros of it. By direct calculations we find that for $k = 0, 1, 2, \ldots, n-1$,
\[
G'(\frac{k\pi}{n}) = n\theta_1'(k\pi|n\tau) = (-1)^kn\theta_1'(0|n\tau),
\]
and
\[
F'(\frac{k\pi}{n}) = (-1)^ke^{2\text{inz}n}\theta_1(y + m\pi\tau|n\tau).
\]
Substituting these values into (1.16) and simplifying, we complete the proof of Theorem 3.3. \qed

Theorem 3.6 is equivalent to [19, Eq. (6.7)], but the proof here is very different from that of [19]. Next we discuss some special cases of (3.6).

Setting $m = 0$ in (3.6), we immediately deduce that
\[
\frac{n\theta_1'(0|n\tau)\theta_1(nz + y|n\tau)\theta_1(y|\tau)}{\theta_1'(0|\tau)\theta_1(nz|n\tau)\theta_1(y|n\tau)} = \sum_{k=0}^{n-1} \frac{\theta_1(z + y - \frac{k\pi}{n}|\tau)}{\theta_1(z - \frac{k\pi}{n}|\tau)}.
\]
From the definition of $\theta_1(z|\tau)$ in Definition 1.1, we easily find that near $q = 0$,
\[
\theta_1(z|\tau) = 2q^{1/8}(\sin z)(1 + O(q)) \quad \text{and} \quad \theta_1'(0|\tau) = 2q^{1/8}(1 + O(q)).
\]
Using the first equation in (3.8) and a simple calculation, we deduce that as $q \to 0$,
\[
\frac{\theta_1(x|\tau)}{\theta_1(y|\tau)} \to \frac{\sin x}{\sin y}.
\]
Substituting (3.8) into (3.7) and then letting $q \to 0$ and using (3.9), we arrive at the trigonometric identity in (1.23).

Replacing $y$ by $y + \pi/2$ in (3.6) and noting that $\theta_1(z + \pi/2|\tau) = \theta_2(z|\tau)$, we conclude that
\[
e^{2\text{inz}n}\frac{n\theta_1'(0|n\tau)\theta_2(nz + m\pi\tau + y|\tau)\theta_2(y|\tau)}{\theta_1'(0|\tau)\theta_2(y + m\pi\tau|\tau)\theta_1(nz|\tau)} = \sum_{k=0}^{n-1} e^{2\text{inz}k\pi\tau/n} \frac{\theta_2(z + y - \frac{k\pi}{n}|\tau)}{\theta_1(z - \frac{k\pi}{n}|\tau)}.
\]
If $m$ is not a multiple of $n$, we differentiate both sides of 3.6 with respect to $y$ and then set $y = 0$ to obtain
\[
e^{2\text{inz}n}\frac{n\theta_1'(0|n\tau)\theta_1(nz + m\pi\tau|n\tau)}{\theta_1(m\pi\tau|n\tau)\theta_1(nz|n\tau)} = \sum_{k=0}^{n-1} e^{2\text{inz}k\pi\tau/n} \frac{\theta_1'(z - \frac{k\pi}{n}|\tau)}{\theta_1(z - \frac{k\pi}{n}|\tau)}.
\]
If $n$ is an odd integer, we can choose $F(z) = \theta_1^n(z + \frac{y}{n}|\tau)$ and $G(z) = \theta_1(nz|n\tau)$ in Theorem 1.9 to obtain the following theorem.
Theorem 3.4 If $n$ is an odd integer, then, we have

$$
\frac{n\theta_1'(0|n\tau)\theta_1^n(z + \frac{y}{n}|\tau)\theta_1(y|\tau)}{\theta_1'(0|\tau)\theta_1(nz|n\tau)} = \sum_{k=0}^{n-1} (-1)^k \frac{\theta_1(z + y - \frac{k\pi}{n}|\tau)\theta_1^n\left(z + \frac{y + k\pi}{n}|\tau\right)}{\theta_1(z - \frac{k\pi}{n}|\tau)}. \quad (3.12)
$$

Setting $y = \pi \tau$ in the above equation and noting that $\theta_1(\pi \tau|\tau) = 0$ we deduce that for $n$ being odd,

$$
\sum_{k=0}^{n-1} (-1)^k e^{\frac{2k\pi i}{n}} \theta_1^n\left(z + \frac{\pi + \pi \tau}{n}|\tau\right) = 0. \quad (3.13)
$$

If $n$ is an odd integer, we can choose $F(z) = e^{2miz}\theta_3(nz + m\pi \tau + y|n\tau)$ and $G(z) = \theta_1(nz|n\tau)$ in Theorem 1.10 to obtain the following theorem.

Theorem 3.5 If $n$ is an odd integer and $m$ is any integer, then, we have

$$
e^{2mizn\theta_1'(0|n\tau)\theta_3(y|\tau)\theta_3(z + y + m\pi \tau|n\tau)}
\frac{\theta_3(nz + y + m\pi \tau|n\tau)}{\theta_1'(0|\tau)\theta_3(y + m\pi \tau|n\tau)\theta_1(nz|n\tau)}
= \sum_{k=0}^{n-1} (-1)^k e^{\frac{2km\pi i}{n}} \theta_3(z + y - \frac{k\pi}{n}|\tau) \theta_1(z - \frac{k\pi}{n}|\tau). \quad (3.14)
$$

Replacing $y$ by $y + \pi / 2$ in (3.14) and noting that $\theta_3(z + \pi / 2|\tau) = \theta_4(z|\tau)$, we find that

$$
e^{2mizn\theta_1'(0|n\tau)\theta_4(y|\tau)\theta_4(z + y + m\pi \tau|n\tau)}
\frac{\theta_4(nz + y + m\pi \tau|n\tau)}{\theta_1'(0|\tau)\theta_4(y + m\pi \tau|n\tau)\theta_1(nz|n\tau)}
= \sum_{k=0}^{n-1} (-1)^k e^{\frac{2km\pi i}{n}} \theta_4(z + y - \frac{k\pi}{n}|\tau) \theta_1(z - \frac{k\pi}{n}|\tau). \quad (3.15)
$$

If we replace $z$ by $z + (\pi + \pi \tau)/2$ in (3.14), then after tedious calculation, we deduce that

$$
(-1)^{m + \frac{m-1}{2}n} e^{2mizn\theta_1'(0|n\tau)\theta_3(y|\tau)\theta_1(nz + y + m\pi \tau|n\tau)}
\frac{\theta_1'(0|\tau)\theta_3(y + m\pi \tau|n\tau)\theta_3(nz|n\tau)}{\theta_1'(0|\tau)\theta_3(y + m\pi \tau|n\tau)\theta_3(nz|n\tau)}
= \sum_{k=0}^{n-1} (-1)^k e^{\frac{2km\pi i}{n}} \theta_1(z + y - \frac{k\pi}{n}|\tau) \theta_1(z - \frac{k\pi}{n}|\tau). \quad (3.16)
$$

Theorem 3.6 If $n$ is an odd integer, then, we have

$$
\frac{\theta_1'(0|\tau)\theta_1(z + \frac{y}{n}|\tau)\theta_1(y|\tau)}{\theta_1'(0|\tau)\theta_1(z + \frac{y}{n}|\tau)\theta_1(y|\tau)}
= \sum_{k=0}^{n-1} e^{\frac{2k\pi i}{n}} \theta_1(z + y - \frac{k\pi}{n}|\tau) \theta_1(z - \frac{k\pi}{n}|\tau). \quad (3.17)
$$
Proof For odd integer $n$, using Proposition 1.3 and simple calculations, we find that the entire function \( \theta_1(z + \frac{\pi}{n} | \tau) \) of $z$ satisfies the functional equations (1.15) in Theorem 1.9, and the entire function \( \theta_1(z|\frac{\pi}{n}) \) of $z$ satisfies the functional equations (1.16) in Theorem 1.9. So we can take \( F(z) = \theta_1(z + \frac{\pi}{n} | \tau) \) and \( G(z) = \theta_1(z|\frac{\pi}{n}) \) in Theorem 1.9. It is easily known that \( \theta_1(z|\frac{\pi}{n}) \) has only simple zeros and \( \mathcal{P} = \{k\pi \tau/n : k = 0, 1, 2, \ldots, n-1\} \) is a complete set of inequivalent zeros of \( G(z) = \theta_1(z|\frac{\pi}{n}) \). By direct calculations we find that for $k = 0, 1, 2, \ldots, n-1$,

\[
G' \left( \frac{k\pi \tau}{n} \right) = \theta_1' \left( \frac{k\pi \tau}{n} \right) \left( \frac{\tau}{n} \right) = (-1)^k q^{-\frac{\pi^2}{2n}} \theta_1' \left( \frac{0}{n} \right),
\]

and

\[
F \left( \frac{k\pi \tau}{n} \right) = (-1)^k q^{-\frac{\pi^2}{2n}} e^{-\frac{2ki\pi}{n}} \theta_1 \left( \frac{0}{n} \right).
\]

Substituting these values into (1.16) and simplifying, we complete the proof of Theorem 3.6. \qed

For odd integer $n$, choosing \( F(z) = \theta_1^n(z + \frac{\pi}{n} | \tau) \) and \( G(z) = \theta_1(z|\frac{\pi}{n}) \) in Theorem 1.9, we are led to the following theorem.

Theorem 3.7 If $n$ is an odd integer, then, we have

\[
\frac{\theta_1' \left( \frac{\pi}{n} \right) \theta_1^n(z + \frac{\pi}{n} | \tau) \theta_1(y | \tau)}{\theta_1' \left( \frac{\tau}{n} \right) \theta_1(z|\frac{\pi}{n}) \theta_1 \left( \frac{\pi}{n} \right)} = \sum_{k=0}^{n-1} (-1)^k \theta_1^n \left( \frac{y + k\pi \tau}{n} \right) \frac{\theta_1(z + y - \frac{k\pi \tau}{n} | \tau)}{\theta_1(z - \frac{k\pi \tau}{n} | \tau)} q^\frac{\pi^2}{2n}.
\]

(3.18)

Setting $y = \pi$ in (3.18) and noting that \( \theta_1(\pi | \tau) = 0 \), we immediately conclude that for $n$ being odd,

\[
\sum_{k=0}^{n-1} (-1)^k \theta_1^n \left( \frac{\pi + k\pi \tau}{n} \right) q^\frac{\pi^2}{2n} = 0.
\]

(3.19)

4 A new addition formula for theta functions

In this section we will use Theorem 1.7 to prove the following addition formula for theta functions.

Theorem 4.1 Let $F(z)$ and $G(z)$ be two entire functions of $z$ that satisfy the functional equations

\[
F(z) = F(z + \pi) = q e^{(2\alpha+4)i\pi} F(z + \pi \tau),
\]

\[
G(z) = G(z + \pi) = q e^{(2\alpha+4)i\pi} G(z + \pi \tau).
\]

Then there exists a constant $C$ independent of $x$ and $y$ such that

\[
\frac{F(x)}{G(x)} - \frac{F(y)}{G(y)} = C \frac{\theta_1(x + y + \alpha | \tau) \theta_1(x - y | \tau)}{G(x)G(y)}.
\]

(4.2)
Proof Let \( f(z) = F(z)/\theta_1(z - x|\tau)\theta_1(z + x|\tau) \). Then it is easy to verify that \( f(z + \pi) = f(z) \) and \( f(z + \pi\tau) = e^{-2\pi i} f(z) \). Using Theorem 1.7 we have the decomposition formula

\[
\frac{F(z)\theta_1(2x|\tau)\theta_1(\alpha|\tau)}{\theta_1(z - x|\tau)\theta_1(z + x|\tau)} = F(x)\frac{\theta_1(z + \alpha - x)}{\theta_1(z - x|\tau)} - F(-x)\frac{\theta_1(z + \alpha + x)}{\theta_1(z + x|\tau)}.
\]

In the same way we also have the decomposition formula

\[
\frac{G(z)\theta_1(2x|\tau)\theta_1(\alpha|\tau)}{\theta_1(z - x|\tau)\theta_1(z + x|\tau)} = G(x)\frac{\theta_1(z + \alpha - x)}{\theta_1(z - x|\tau)} - G(-x)\frac{\theta_1(z + \alpha + x)}{\theta_1(z + x|\tau)}.
\]

Eliminating \( \theta_1(z + \alpha - x)/\theta_1(z - x|\tau) \) from the above two equations and then replacing \( z \) by \( y \), we find that

\[
F(x)G(y) - G(x)F(y) = C(x)\theta_1(1 + y + \alpha|x|\tau)\theta_1(1 - y|x|\tau),
\]

where

\[
C(x) = \frac{F(x)G(-x) - G(x)F(-x)}{\theta_1(2x|\tau)\theta_1(\alpha|q)}.
\]

Interchanging \( x \) and \( y \) in (4.3) we immediately deduce that

\[
F(x)G(y) - G(x)F(y) = C(y)\theta_1(1 + y + \alpha|x|\tau)\theta_1(1 - y|x|\tau).
\]

Comparing (4.3) and (4.5), we find that \( C(x) = C(y) \) which shows that \( C(x) \) is independent of \( x \), and so it must be a constant, say \( C \). This completes the proof of Theorem 4.1. \( \square \)

It is well known that the Weierstrass elliptic function \( \wp(z|\tau) \) attached to the periodic lattice \( \Lambda \) is defined by

\[
\wp(z|\tau) = \frac{1}{z^2} + \sum_{\omega \in \Lambda \atop \omega \neq 0} \left( \frac{1}{(z - \omega)^2} - \frac{1}{\omega^2} \right),
\]

which has primitive periods \( \pi \) and \( \pi \tau \). Also it has only one inequivalent pole at \( z = 0 \), of order two.

Next we will give some applications of Theorem 4.1.

Theorem 4.2 Let \( \wp(z|\tau) \) be the Weierstrass elliptic function. Then we have

\[
\frac{\theta_1^2(x|\tau)\wp(x|\tau)}{\theta_1(x - u|\tau)\theta_1(x + u|\tau)} - \frac{\theta_1^2(y|\tau)\wp(y|\tau)}{\theta_1(y - u|\tau)\theta_1(y + u|\tau)} = -\frac{\theta_1^2(u|\tau)\theta_1(x + y|\tau)\wp(u|\tau)}{\theta_1(x - u|\tau)\theta_1(x + u|\tau)\theta_1(y - u|\tau)\theta_1(y + u|\tau)}.
\]

\( \Box \)
Proof It is easy to verify that two entire functions $\theta_1^2(z|\tau)\wp(z|\tau)$ and $\theta_1(z-u|\tau)\theta_1(z+u|\tau)$ of $z$ both satisfy the functional equations in (4.1) with $\alpha = 0$. Hence we can take

$$F(z) = \theta_1^2(z|\tau)\wp(z|\tau) \quad \text{and} \quad G(z) = \theta_1(z-u|\tau)\theta_1(z+u|\tau)$$

in Theorem 4.1 to deduce that

$$\frac{\theta_1^2(x|\tau)\wp(x|\tau)}{\theta_1(x-u|\tau)\theta_1(x+u|\tau)} = \frac{\theta_1^2(y|\tau)\wp(y|\tau)}{\theta_1(y-u|\tau)\theta_1(y+u|\tau)} = \frac{C\theta_1(x+y|\tau)\theta_1(x-y|\tau)}{\theta_1(x-u|\tau)\theta_1(x+u|\tau)\theta_1(y-u|\tau)\theta_1(y+u|\tau)}. \quad (4.7)$$

Multiplying both sides of the above equation by $x-u$ and then letting $x \to u$, we conclude that

$$C = -\theta_1^2(u|\tau)\wp(u|\tau).$$

Substituting this value into the right-hand side of (4.7) we complete the proof of Theorem 4.2. \hfill \Box

It is well known that the Weierstrass elliptic function $\wp(z|\tau)$ has the Laurent expansion near $z = 0$,

$$\wp(z|\tau) = \frac{1}{z^2} + O(z^2). \quad (4.8)$$

Using this fact, we find that $\theta_1^2(u|\tau)\wp(u|\tau) \to \theta_1'(0|\tau)^2$ as $u \to 0$. Hence letting $u \to 0$ in (4.6), we immediately arrive at the addition formula for the Weierstrass sigma-function:

$$\wp(x|\tau) - \wp(y|\tau) = -\theta_1'(0|\tau)^2 \frac{\theta_1(x+y|\tau)\theta_1(x-y|\tau)}{\theta_1^2(x|\tau)\theta_1^2(y|\tau)}. \quad (4.9)$$

**Theorem 4.3** We have

$$\theta_1(x+u+w|\tau)\theta_1(x-u|\tau)\theta_1(y+v+w|\tau)\theta_1(y-v|\tau)$$

$$-\theta_1(y+u+w|\tau)\theta_1(y-u|\tau)\theta_1(x+v+w|\tau)\theta_1(x-v|\tau)$$

$$= \theta_1(x-y|\tau)\theta_1(x+y+w|\tau)\theta_1(u+v+w|\tau)\theta_1(u-v|\tau). \quad (4.10)$$

**Proof** It is easy to verify that $\theta_1(z+u+w|\tau)\theta_1(z-u|\tau)$ and $\theta_1(z+v+w|\tau)\theta_1(z-v|\tau)$ both satisfy the functional equations in (4.1) with $\alpha = w$. So in Theorem 4.1 we can take

$$F(z) = \theta_1(z+u+w|\tau)\theta_1(z-u|\tau) \quad \text{and} \quad G(z) = \theta_1(z+v+w|\tau)\theta_1(z-v|\tau).$$

After a simple calculation, we complete the proof of Theorem 4.3. \hfill \Box
When \( w = 0 \), Theorem 4.3 reduces to the Weierstrass three-term theta function identity [9, Eq. (1.1)], [15, Theorem 7], [23, p. 451, Example 5].

Replacing \( u \) by \( u + (\pi + \pi \tau)/2 \) and \( v \) by \( v + \pi \tau/2 \) in 4.10 and simplifying we conclude that

\[
\theta_3(y + u + w|\tau)\theta_3(y - u|\tau)\theta_4(x + v + w|\tau)\theta_4(x - v|\tau) \\
- \theta_3(x + u + w|\tau)\theta_3(x - u|\tau)\theta_4(y + v + w|\tau)\theta_4(y - v|\tau) \\
= \theta_1(x - y|\tau)\theta_1(x + y + w|\tau)\theta_2(u + v + w|\tau)\theta_2(u - v|\tau). \tag{4.11}
\]

When \( w = 0 \), the above equation reduces to [17, Theorem 1.3], which includes many well-known addition formulas for the Jacobi theta functions as special cases.

Using Theorem 4.1 we can also prove the following theta function identity [15, Theorem 3]. This identity is equivalent to Winquist’s identity [24], which was used by him to give a simple proof of Ramanujan’s partition congruence for the modulus 11, \( p(11n + 6) \equiv 0 \mod 11 \), where \( p(n) \) denotes the number of unrestricted partitions of the positive integer \( n \).

**Theorem 4.4** We have

\[
q^{1/4}(q; q)\sum_{\ell=0}^{\infty} \theta_1(3y|3\tau) \left( e^{2iz} \theta_1(3x + \pi \tau|3\tau) + e^{-2iz} \theta_1(3x - \pi \tau|3\tau) \right) \\
- q^{1/4}(q; q)\sum_{\ell=0}^{\infty} \theta_1(3x|3\tau) \left( e^{2iy} \theta_1(3y + \pi \tau|3\tau) + e^{-2iy} \theta_1(3y - \pi \tau|3\tau) \right) \\
= \theta_1(x|\tau)\theta_1(y|\tau)\theta_1(x + y|\tau)\theta_1(x - y|\tau).
\]

**Proof** In Theorem 4.1 by choosing \( F(z) = \theta_1(3z|3\tau)/\theta_1(z|\tau) \) and

\[
G(z) = \frac{e^{2iz} \theta_1(3z + \pi \tau|3\tau) + e^{-2iz} \theta_1(3z - \pi \tau|3\tau)}{\theta_1(z|\tau)}
\]

and making a simple calculation, we can complete the proof of Theorem 4.4. \( \square \)

**5 A classical decomposition formula for elliptic functions**

In this section we will use the same method as that of proving Theorem 1.7 to give a proof of the following classical decomposition formula for elliptic functions (see, for example [3, Eq. (11)]).

**Theorem 5.1** Suppose that \( f(z) \) is an elliptic function with periods \( \pi \) and \( \pi \tau \) which has only simple poles, and \( \mathcal{P} = \{a_1, a_2, \ldots, a_n\} \) is complete set of inequivalent poles. Then for some constant \( C \), we have

\[
f(z) = C + \sum_{k=1}^{n} \text{res}(f; a_k) \frac{\theta_1(z - a_k|\tau)}{\theta_1(z - a|\tau)}. \tag{5.1}
\]
Proof  It is easily known that we can assume the principal part of $f(z)$ at $z_k$ is
\[ \frac{\text{res}(f; a_k)}{z - a_k} \text{ for } k = 1, 2, \ldots, n. \]

By a direct computation the principal part of $\theta_1'(z - a_k|\tau)/\theta_1(z - a_k|\tau)$ at $z = a_k$ is found to be
\[ \frac{1}{z - a_k} \text{ for } k = 1, 2, \ldots, n. \]

Hence
\[ f(z) - \sum_{k=1}^{n} \text{res}(f; a_k) \frac{\theta_1'(z - a_k|\tau)}{\theta_1(z - a_k|\tau)} \]
has no poles and is holomorphic on the whole complex plane. Its derivative is an elliptic function with no poles since the second order logarithmic derivative of $\theta_1$ is elliptic. So the above function must be constant, say $C$. We complete the proof of Theorem 5.1. \qed

6 Some applications of Theorem 5.1

There are many wonderful applications of Theorem 5.1, and we will give some examples in this section.

6.1 The Kiepert quintuple product identity

Theorem 6.1  If $f(z)$ is an entire function of $z$ which satisfies the functional equations
\[ f(z) = f(z + \pi) = q^2 e^{8iz} f(z + \pi \tau), \quad (6.1) \]
then we have
\[ f(z) - f(-z) = \frac{f'(0)}{\theta_1'(0|\tau)} \theta_1(2z|\tau). \]

Proof  By a direct computation we find that $\theta_1(2z|\tau)$ has only simple zeros and a complete set of its inequivalent zeros is given by $\mathcal{P} = \{0, \pi/2, (\pi + \pi \tau)/2, \pi \tau/2\}$. Let $f(z)$ be the given function in Theorem 6.1. Then $f(z)/\theta_1(2z|\tau)$ is an elliptic function which has only simple poles and a complete set of its inequivalent poles is given by $\mathcal{P} = \{0, \pi/2, (\pi + \pi \tau)/2, \pi \tau/2\}$. Using Theorem 5.1 we can easily find that
\[ \frac{f(z)}{\theta_1(2z|\tau)} = c + \frac{f(0)}{2\theta_1(0|\tau)} \theta_1(z|\tau) - \frac{f(\pi)}{2\theta_1'(0|\tau)\theta_2(z|\tau)} \]
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\[ q^{1/2} f \left( \frac{\pi + i\pi}{2} \right) \theta_3'(z|\tau) - q^{1/2} f \left( \frac{\pi}{2} \right) \theta_4'(z|\tau). \]  \( (6.2) \)

Replacing \( z \) by \( -z \) and noting that \( \theta_1(z|\tau) \) and \( \theta_k'(z|\tau)/\theta_k(z|\tau) \) for \( k \in \{1, 2, 3, 4\} \) are odd function of \( z \), we find that

\[ \frac{f(-z)}{\theta_1(2z|\tau)} = -c + \frac{f(0)\theta_1'(z|\tau)}{2\theta_1'(0|\tau)\theta_1(z|\tau)} - \frac{f(\pi/2)\theta_2'(z|\tau)}{2\theta_1'(0|\tau)\theta_2(z|\tau)} \]

\[ + \frac{q^{1/2} f \left( \frac{\pi + i\pi}{2} \right) \theta_3'(z|\tau)}{2\theta_1'(0|\tau)\theta_3(z|\tau)} - \frac{q^{1/2} f \left( \frac{\pi}{2} \right) \theta_4'(z|\tau)}{2\theta_1'(0|\tau)\theta_4(z|\tau)}. \]  \( (6.3) \)

Taking the difference of the above two equation, we immediately deduce that

\[ \frac{f(z) - f(-z)}{\theta_1(2z|\tau)} = 2c. \]

Letting \( z \to 0 \) in the above equation, we find that \( 2c = f'(0)/\theta_1'(0|\tau) \). This completes the proof of Theorem 6.1. \( \square \)

By taking \( f(z) = e^{iz}\theta_1(z|\tau)\theta_4 \left( 3z + \frac{\pi}{2} |3\tau \right) \) in Theorem 6.1 and noting that

\[ f'(0) = \theta_1'(0|\tau)\theta_4 \left( \frac{\pi}{2} |3\tau \right) = \theta_1'(0|\tau) \prod_{n=1}^{\infty} (1 - q^n), \]

and

\[ e^{iz}\theta_4 \left( 3z + \frac{\pi}{2} |3\tau \right) - e^{-iz}\theta_4 \left( 3z - \frac{\pi}{2} |3\tau \right) = 2 \sum_{n=-\infty}^{\infty} (-1)^n q^{n(3n+1)/2} \cos(6n + 1)z, \]

we deduce the quintuple product identity

\[ 2 \sum_{n=-\infty}^{\infty} (-1)^n q^{n(3n+1)/2} \cos(6n + 1)z = \left( \prod_{n=1}^{\infty} (1 - q^n) \right) \frac{\theta_1(2z|\tau)}{\theta_1(z|\tau)}. \]  \( (6.4) \)

This identity was first discovered by Kiepert [8, p. 213, Eq. (27)] in 1879 and then rediscovered several times by others.

For many other applications of Theorem 6.1, please refer to Liu [14].

6.2 Two Eisenstein series identities due to Ramanujan

The trigonometric series expansions for the logarithmic derivatives of \( \theta_1(z|\tau) \) and \( \theta_4(z|\tau) \) are given by

\[ \frac{\theta_1'(z|\tau)}{\theta_1(z|\tau)} = \cot z + 4 \sum_{n=1}^{\infty} \frac{q^n}{1 - q^n} \sin 2nz, \]  \( (6.5) \)
\[
\frac{\theta_4'(z|\tau)}{\theta_4(z|\tau)} = 4 \sum_{n=1}^{\infty} \frac{q^{n/2}}{1-q^n} \sin 2nz. \tag{6.6}
\]

**Theorem 6.2** Let \((a/p)\) be the Legendre symbol modulo \(p\) and \(\eta(\tau)\) be the Dedekind eta function defined as in (1.6). Then we have

\[
\frac{\sin z \sin 2z}{\sin 5z} - \sum_{n=1}^{\infty} \left( \frac{n}{5} \right) \frac{q^n}{1-q^n} \sin 2nz = \frac{\eta^2(5\tau)\theta_1(z|\tau)\theta_1(2z|\tau)}{2\eta(\tau)\theta_1(5z|5\tau)}, \tag{6.7}
\]

and

\[
\sum_{n=1}^{\infty} \left( \frac{q^n - q^{2n} - q^{3n} + q^{4n}}{1-q^{5n}} \right) \sin 2nz = \frac{\eta^2(\tau)\theta_1(5z|5\tau)\theta_1(2z|5\tau)}{2\eta(5\tau)\theta_1(z|\tau)}. \tag{6.8}
\]

The identity in (6.7) was first established by the author in [18, Proposition 5.1] and 6.8 is implied in [16, Theorem 1]. Now we will show that these two Lambert series identities can be derived very naturally from Theorem 5.1.

**Proof** It is easily seen that theta function \(\theta_1(5z|5\tau)\) has only simple zeros and a complete set of its equivalent zeros is given by \(P_1 = \{0, \pi/5, -\pi/5, 2\pi/5, -2\pi/5\}\). It follows that the elliptic function \(\theta_1(z|\tau)\theta_1(2z|\tau)/\theta_1(5z|5\tau)\) has only simple poles and a complete set of inequivalent poles is given by \(P = \{\pi/5, -\pi/5, 2\pi/5, -2\pi/5\}\) since 0 is a zero of \(\theta_1(z|\tau)\). Using Theorem 5.1 and some simple calculations we have the decomposition formula

\[
\frac{2\sqrt{5}\eta^2(5\tau)\theta_1(z|\tau)\theta_1(2z|\tau)}{\eta(\tau)\theta_1(5z|5\tau)} = -\frac{\theta_1'(z - \frac{\pi}{5}|\tau)}{\theta_1(z - \frac{\pi}{5}|\tau)} - \frac{\theta_1'(z + \frac{\pi}{5}|\tau)}{\theta_1(z + \frac{\pi}{5}|\tau)} + \frac{\theta_1'(z - \frac{2\pi}{5}|\tau)}{\theta_1(z - \frac{2\pi}{5}|\tau)} + \frac{\theta_1'(z + \frac{2\pi}{5}|\tau)}{\theta_1(z + \frac{2\pi}{5}|\tau)}.
\]

Using (6.5) to simplify the right-hand side of the above equation we find that

\[
-\frac{\theta_1'(z - \frac{\pi}{5}|\tau)}{\theta_1(z - \frac{\pi}{5}|\tau)} - \frac{\theta_1'(z + \frac{\pi}{5}|\tau)}{\theta_1(z + \frac{\pi}{5}|\tau)} + \frac{\theta_1'(z - \frac{2\pi}{5}|\tau)}{\theta_1(z - \frac{2\pi}{5}|\tau)} + \frac{\theta_1'(z + \frac{2\pi}{5}|\tau)}{\theta_1(z + \frac{2\pi}{5}|\tau)}.
\]
\[
\sqrt{5} \left( \frac{\sin z \sin 2z}{\sin 5z} - \sum_{n=1}^{\infty} \left( \frac{n}{5} \right) \frac{q^n}{1 - q^n} \sin 2nz \right).
\]

Combining the above equation we immediately arrive at 6.7.

Following the similar steps as above, we can find that

\[
\frac{2\eta^2(\tau)\theta_1(z|5\tau)\theta_1(2z|5\tau)}{\eta(5\tau)\theta_1(z|\tau)} = \frac{\theta'_1(z + \pi \tau|5\tau)}{\theta_1(z + \pi \tau|5\tau)} + \frac{\theta'_1(z - \pi \tau|5\tau)}{\theta_1(z - \pi \tau|5\tau)} - \frac{\theta'_1(z + 2\pi \tau|5\tau)}{\theta_1(z + 2\pi \tau|5\tau)} - \frac{\theta'_1(z - 2\pi \tau|5\tau)}{\theta_1(z - 2\pi \tau|5\tau)}
= \frac{\theta'_4(z + \frac{3\pi \tau}{2}|5\tau)}{\theta_4(z + \frac{3\pi \tau}{2}|5\tau)} + \frac{\theta'_4(z - \frac{3\pi \tau}{2}|5\tau)}{\theta_4(z - \frac{3\pi \tau}{2}|5\tau)} - \frac{\theta'_4(z + \frac{\pi \tau}{2}|5\tau)}{\theta_4(z + \frac{\pi \tau}{2}|5\tau)} - \frac{\theta'_4(z - \frac{\pi \tau}{2}|5\tau)}{\theta_4(z - \frac{\pi \tau}{2}|5\tau)}
= 4 \sum_{n=1}^{\infty} \frac{(q^n - q^{2n} - q^{3n} + q^{4n})}{1 - q^{5n}} \sin 2nz,
\]

which indicates that (6.8) holds. Thus we complete the proof of Theorem 6.2.

In his manuscript on the partition and tau functions, first published with “Lost Notebook” [20, pp. 139–140], Ramanujan states without proof that

\[
1 - 5 \sum_{n=1}^{\infty} \left( \frac{n}{5} \right) \frac{nq^n}{1 - q^n} = \frac{\eta^5(\tau)}{\eta(5\tau)}, \tag{6.9}
\]

and

\[
\sum_{n=1}^{\infty} \left( \frac{n}{5} \right) \frac{q^n}{(1 - q^n)^2} = \frac{\eta^5(5\tau)}{\eta(\tau)}. \tag{6.10}
\]

Now we will show that the above two Ramanujan’s identities can be derived from Theorem 6.2 easily.

**Proof** Dividing both sides of (6.7) by \(z\) and then letting \(z \to 0\), we arrive at Ramanujan’s identity in (6.9).

Dividing both sides of (6.8) by \(z\), and then letting \(z \to 0\) and noting that

\[
\sum_{n=1}^{\infty} \frac{n(q^n - q^{2n} - q^{3n} + q^{4n})}{(1 - q^{5n})} = \sum_{n=1}^{\infty} \left( \frac{n}{5} \right) \frac{q^n}{(1 - q^n)^2},
\]

we obtain Ramanujan’s identity in (6.10). \(\square\)
Hence (6.7) is a parameterization of Ramanujan’s identity in (6.9) and (6.8) is a parameterization of Ramanujan’s identity in (6.10).

Let us give some other applications of Theorem 6.2.
Replacing $z$ by $z + \pi/2$ in (6.7) we easily find the following Lambert series identity:

$$\frac{\cos z \sin 2z}{\cos 5z} + \sum_{n=1}^{\infty} (-1)^n \left(\frac{n}{5}\right) \frac{q^n}{1-q^n} \sin 2nz = \frac{\eta^2(5\tau)\theta_2(z|\tau)\theta_1(2z|\tau)}{2\eta(\tau)\theta_2(5z|5\tau)}. \quad (6.11)$$

Dividing both sides of the above equation by $z$ and then letting $z \to 0$, we arrive at the following identity due to Shen [22, Eq. (3.2)]:

$$1 + \sum_{n=1}^{\infty} (-1)^n \left(\frac{n}{5}\right) \frac{q^n}{1-q^n} = \frac{\eta(\tau)\eta^2(2\tau)\eta^3(5\tau)}{\eta^2(10\tau)}. \quad (6.12)$$

Setting $z = \pi/3$ in (6.11) and using the infinite product representation of $\theta_2$ to simplify the resulting equation, we conclude that

$$1 + \sum_{n=1}^{\infty} (-1)^n \left(\frac{n}{15}\right) \frac{nq^n}{1-q^n} = \frac{\eta(\tau)\eta(6\tau)\eta(10\tau)\eta(15\tau)}{\eta(2\tau)\eta(30\tau)}, \quad (6.13)$$

where $(n/15)$ is the Jacobi symbol.

Taking $z = \pi/4$ in (6.11) and simplifying, we conclude that

$$1 + \sum_{n=0}^{\infty} (-1)^n \left(\frac{2n+1}{5}\right) \frac{(2n+1)q^{2n+1}}{1-q^{2n+1}} = \frac{\eta(2\tau)\eta(4\tau)\eta(5\tau)\eta(10\tau)}{\eta(\tau)\eta(20\tau)}. \quad (6.14)$$

Replacing $z$ by $z + \pi/2$ in (6.8) we easily find the following Lambert series identity:

$$\sum_{n=1}^{\infty} (-1)^{n-1} \left(\frac{n}{3}\right) \frac{(q^n - q^{2n} - q^{3n} + q^{4n})}{1-q^{5n}} \sin 2nz = \frac{\eta^2(\tau)\theta_2(z|5\tau)\theta_1(2z|5\tau)}{2\eta(5\tau)\theta_2(z|\tau)}. \quad (6.15)$$

Setting $z = \pi/3$ in the above equation and simplifying we find that

$$\sum_{n=1}^{\infty} (-1)^{n-1} \left(\frac{n}{3}\right) \frac{(q^n - q^{2n} - q^{3n} + q^{4n})}{1-q^{5n}} = \frac{\eta(2\tau)\eta(3\tau)\eta(5\tau)\eta(30\tau)}{\eta(6\tau)\eta(10\tau)}. \quad (6.16)$$

Dividing both sides of (6.15) by $z$ and then letting $z \to 0$, we deduce that

$$\sum_{n=1}^{\infty} (-1)^{n-1} \frac{n(q^n - q^{2n} - q^{3n} + q^{4n})}{1-q^{5n}} = \frac{\eta^3(\tau)\eta(5\tau)\eta^2(10\tau)}{\eta^2(2\tau)}. \quad (6.17)$$

Using Theorem 5.1 we can also prove the following Lambert series identity.
Theorem 6.3 We have
\[
\sum_{n=1}^{\infty} \left( \frac{n}{5} \right) \frac{q^n}{1 - q^{2n}} \sin 2nz = \frac{\eta^2(10\tau)\theta_4(z|2\tau)\theta_1(2z|2\tau)}{2\eta(2\tau)\theta_4(5z|10\tau)}.
\] (6.18)

Dividing both sides of (6.18) by \(z\) and then letting \(z \to 0\), we obtain the following identities of Shen [22, Eq. (3.32)]:
\[
\sum_{n=1}^{\infty} \left( \frac{n}{5} \right) \frac{nq^n}{1 - q^{2n}} = \frac{\eta^2(\tau)\eta(3\tau)\eta(5\tau)\eta(30\tau)}{\eta(\tau)\eta(15\tau)}.
\] (6.19)

Putting \(z = \pi/3\) in (6.18) and simplifying, we are led to the identity
\[
\sum_{n=0}^{\infty} (-1)^n \left( \frac{2n + 1}{5} \right) \frac{q^{2n+1}}{1 - q^{4n+2}} = \frac{\eta^4(4\tau)\eta^2(10\tau)\eta(40\tau)}{\eta^2(2\tau)\eta(8\tau)\eta^2(20\tau)}.
\] (6.21)

6.3 An Eisenstein series identity due to Carlitz

Theorem 6.4 The following identity involving theta functions and Lambert series holds:
\[
\sin^3 z \frac{z}{3 \sin 3z} - \sum_{n=1}^{\infty} \left( \frac{n}{3} \right) \frac{q^n}{1 - q^n} \sin^2 nz = \frac{\theta_3^3(z|\tau)}{12\theta_1(3z|3\tau)}.
\] (6.22)

Proof It is easy to verify that the elliptic function \(\theta_3^3(z|\tau)/\theta_1(3z|3\tau)\) has only simple poles and a complete set of inequivalent poles is given by \(P = \{\pi/3, -\pi/3\}\). By Theorem 5.1 and a simple calculation we have the decomposition formula
\[
\frac{2\theta_3^3(z|\tau)}{\sqrt{3}\theta_1(3z|3\tau)} = -2\frac{\theta_1'\left(\frac{\pi}{3}|\tau\right)}{\theta_1\left(\frac{\pi}{3}|\tau\right)} + \frac{\theta_1'(z + \frac{\pi}{3}|\tau)}{\theta_1\left(z + \frac{\pi}{3}|\tau\right)} - \frac{\theta_1'(z - \frac{\pi}{3}|\tau)}{\theta_1\left(z - \frac{\pi}{3}|\tau\right)} = \frac{8 \sin^3 z}{\sqrt{3} \sin 3z} - 8\sqrt{3} \sum_{n=1}^{\infty} \left( \frac{n}{3} \right) \frac{q^n}{1 - q^n} \sin^2 nz.
\] (6.23)

Dividing both sides of the above equation, we complete the proof of Theorem 6.4. \(\square\)

Dividing both sides of (6.22) by \(x^2\) and then letting \(z \to 0\), we arrive at Carlitz’s identity [5, Eq. (3.1)]
\[
1 - 9 \sum_{n=1}^{\infty} \left( \frac{n}{3} \right) \frac{n^2 q^n}{1 - q^n} = \frac{\eta^9(\tau)}{\eta^3(3\tau)}.
\] (6.24)
The Glaisher–Ramanujan Eisenstein series \(a(\tau)\) is defined by

\[
a(\tau) = 1 + 6 \sum_{n=1}^{\infty} \frac{n^3}{3} \frac{q^n}{1 - q^n}.
\] (6.25)

Glaisher \[6\] studied some arithmetic properties of \(a(\tau)\) in 1889, and it was also discussed by Ramanujan in one of letter to Hardy, written from the nursing home, Fitzroy House \[20, p. 93\]. It is easily seen that

\[
\frac{\theta'_1(\pi/3|\tau)}{\theta_1(\pi/3|\tau)} = \frac{1}{\sqrt{3}} a(\tau).
\] (6.26)

Using the above equation we can rewrite (6.23) as

\[
\frac{2\theta_3^3(z|\tau)}{\sqrt{3}\theta_1(3z|3\tau)} = -\frac{2}{\sqrt{3}} a(\tau) + \frac{\theta'_1(z + \pi/3|\tau)}{\theta_1(z + \pi/3|\tau)} - \frac{\theta'_1(z - \pi/3|\tau)}{\theta_1(z - \pi/3|\tau)}
\] (6.27)

Replacing \(z\) by \(z + \pi/3\) in the above equation and making a simple calculation, we deduce that

\[
\frac{2\theta_3^3(z + \pi/3|\tau)}{\sqrt{3}\theta_1(3z|3\tau)} = \frac{2}{\sqrt{3}} a(\tau) - \frac{\theta'_1(z - \pi/3|\tau)}{\theta_1(z - \pi/3|\tau)} + \frac{\theta'_1(z|\tau)}{\theta_1(z|\tau)}.
\] (6.28)

Replacing \(z\) by \(-z\) in the above equation and simplifying, we conclude that

\[
\frac{2\theta_3^3(z - \pi/3|\tau)}{\sqrt{3}\theta_1(3z|3\tau)} = \frac{2}{\sqrt{3}} a(\tau) + \frac{\theta'_1(z + \pi/3|\tau)}{\theta_1(z + \pi/3|\tau)} - \frac{\theta'_1(z|\tau)}{\theta_1(z|\tau)}.
\] (6.29)

Combining the above three equations, we find that

\[
\frac{2\theta_3^3(z + \pi/3|\tau)}{\sqrt{3}\theta_1(3z|3\tau)} + \frac{2\theta_3^3(z - \pi/3|\tau)}{\sqrt{3}\theta_1(3z|3\tau)} - \frac{2\theta_3^3(z|\tau)}{\sqrt{3}\theta_1(3z|3\tau)} = 2\sqrt{3} a(\tau),
\]

or

\[
\theta_1^3(z + \pi/3|\tau) + \theta_1^3(z - \pi/3|\tau) - \theta_1^3(z|\tau) = 3a(\tau)\theta_1(3z|3\tau).
\] (6.30)

This beautiful identity can be found in \[15, Eq. (3.15)\], but the derivation here is new.

### 6.4 Some Lambert series identity due to Shen

Shen \[22\] proved many amazing Lambert series identities by using the additive formulas of theta functions and the Fourier series expansions of the 12 elliptic functions due to Jacobi, one of which is the following identity \[22, Eq. (1.6)\].

\[\text{Springer}\]
Theorem 6.5 If \( \theta_1, \theta_2, \theta_3 \) and \( \theta_4 \) are the Jacobi theta functions, then, we have

\[
\cot x + \cot y - 4 \sum_{n=1}^{\infty} \frac{q^n}{1 + q^n} (\sin 2nx + \sin 2ny) = \frac{2\theta_3(0|\tau)\theta_4(0|\tau)\theta_1(x + y|2\tau)\theta_4(x - y|2\tau)}{\theta_1(x|\tau)\theta_1(y|\tau)}.
\]

(6.31)

Next we will use Theorem 5.1 to give a new proof of Theorem 6.5. Our proof is slightly different from that of [22].

Proof By a simple calculation, we find that the right-hand side of the above equation is an elliptic function with periods \( \pi \) and \( 2\pi \tau \). This elliptic function has only simple poles, and the inequivalent poles of this function are 0 and \( \pi \tau \). Thus by Theorem 5.1, there exist three constants \( A, B \) and \( C \) independent of \( x \) such that

\[
\frac{2\theta_3(0|\tau)\theta_4(0|\tau)\theta_1(x + y|2\tau)\theta_4(x - y|2\tau)}{\theta_1(x|\tau)\theta_1(y|\tau)} = A + \frac{\theta_1'(x|2\tau)}{\theta_1(x|2\tau)} + \frac{\theta_4'(x|2\tau)}{\theta_4(x|2\tau)}.
\]

Multiplying both sides by \( x \) and then letting \( x \to 0 \) and noting that \( 2\theta_1(0|\tau)\theta_1(y|2\tau) = \theta_2(0|\tau)\theta_1(y|\tau) \), we find that \( B = 1 \). In the same way, by multiplying both sides of the above equation by \( (x - \pi \tau) \) and then letting \( x \to \pi \tau \), we find that \( C = -1 \). Hence we have

\[
\frac{2\theta_3(0|\tau)\theta_4(0|\tau)\theta_1(x + y|2\tau)\theta_4(x - y|2\tau)}{\theta_1(x|\tau)\theta_1(y|\tau)} = A + \frac{\theta_1'(x|2\tau)}{\theta_1(x|2\tau)} - \frac{\theta_4'(x|2\tau)}{\theta_4(x|2\tau)}.
\]

Setting \( x = -y \) in the above equation and noting that \( \theta_1(0|\tau) = 0 \), we immediately deduce that

\[
A = \frac{\theta_1'(y|2\tau)}{\theta_1(y|2\tau)} - \frac{\theta_4'(y|2\tau)}{\theta_4(y|2\tau)}.
\]

Thus we have

\[
\frac{2\theta_3(0|\tau)\theta_4(0|\tau)\theta_1(x + y|2\tau)\theta_4(x - y|2\tau)}{\theta_1(x|\tau)\theta_1(y|\tau)} = \frac{\theta_1'(x|2\tau)}{\theta_1(x|2\tau)} - \frac{\theta_4'(x|2\tau)}{\theta_4(x|2\tau)} - \frac{\theta_4'(y|2\tau)}{\theta_4(y|2\tau)}.
\]

Using the trigonometric series expansions for the logarithmic derivatives of \( \theta_1(z|\tau) \) and \( \theta_4(z|\tau) \) in (6.5) and (6.6) we have

\[
\frac{\theta_1'(x|2\tau)}{\theta_1(x|2\tau)} - \frac{\theta_4'(x|2\tau)}{\theta_4(x|2\tau)} = \cot z - 4 \sum_{n=1}^{\infty} \frac{q^n}{1 + q^n} \sin 2nz,
\]

Combining the above two equations, we complete the proof of Theorem 6.5. \(\square\)
In the same way we can also derive the following three Lambert series identities, the first three of which belong to Shen, and the fourth seems to be new.

**Theorem 6.6** We have

\[
1 + 2 \sum_{n=1}^{\infty} \frac{q^{n/2}}{1 + q^n} (\cos 2nx + \cos 2ny) \\
= \theta_3(0|\tau)\theta_4(0|\tau) \frac{\theta_4(x + y|\tau)\theta_4(x - y|2\tau)}{\theta_4(x|\tau)\theta_4(y|\tau)}, \tag{6.32}
\]

\[
\sum_{n=1}^{\infty} \frac{q^{n/2}}{1 + q^n} (\cos 2nx - \cos 2ny) \\
= -\theta_3(0|\tau)\theta_4(0|\tau) \frac{\theta_1(x + y|2\tau)\theta_1(x - y|2\tau)}{2\theta_4(x|\tau)\theta_4(y|\tau)}, \tag{6.33}
\]

\[
\csc x + \csc y + 4 \sum_{n=0}^{\infty} \frac{q^{n+1/2}}{1 - q^{n+1/2}} (\sin(2n + 1)x + \sin(2n + 1)y) \\
= \theta_2(0|\tau)\theta_3(0|\tau) \frac{\theta_1(\frac{x+y}{2}|\frac{\tau}{2})\theta_2(\frac{x-y}{2}|\frac{\tau}{2})}{\theta_1(x|\tau)\theta_1(y|\tau)}, \tag{6.34}
\]

\[
4 \sum_{n=0}^{\infty} \frac{q^{(2n+1)/4}}{1 - q^{n+1/2}} (\sin(2n + 1)x + \sin(2n + 1)y) \\
= \theta_2(0|\tau)\theta_3(0|\tau) \frac{\theta_1(\frac{x+y}{2}|\frac{\tau}{2})\theta_2(\frac{x-y}{2}|\frac{\tau}{2})}{\theta_4(x|\tau)\theta_4(y|\tau)}. \tag{6.35}
\]

Identities (6.32) and (6.33) can be found in [22, Eq. (1.11)] and (6.34) is a variant form of [22, Eq. (2.4)].
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