Training configuration analysis of a convolutional neural network object tracker for night surveillance application
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ABSTRACT

Automated surveillance during the night is important as it is the period when crimes usually happened. By providing continuous monitoring, coupled with a real-time alert system, appropriate action can be taken immediately if a crime is detected. However, low lighting conditions during the night can degrade the quality of surveillance videos, where the captured images will have low contrast and less discriminative features. Consequently, these factors contribute to the problem of bad appearance representation of the object of interest in the tracking algorithm. Thus, a convolutional neural network-based object tracker for night surveillance is proposed by exploiting the deep feature strength in representing object features spatially and semantically. The proposed convolutional network consists of six layers that consist of three convolutional neural networks (CNN) and three fully connected (FC) layers. The network will be trained by using a binary classifier approach of objects and its background classes, which is updated on a fixed interval so that it fully encapsulates the changes in object appearance as it moves in the scene. The algorithm has been tested with different sets of training data configurations to find the best optimum ones with regards to VOT2015 evaluation protocols, tested on 14-night surveillance videos. The results show that the configuration of a total of 250 training samples with a sample ratio of 4:1 between positive and negative data delivers the best performance for the sequence length of [1,550]. It can be inferred that more information on the object is required compared to the background, where the background might be homogeneous due to low lighting conditions. In conclusion, this algorithm is suitable to be implemented for night surveillance application.
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1. INTRODUCTION

Visual object tracking has been an active research area in computer vision and image processing fields because of its wide application in numerous real-world problems including visual surveillance [1], robotics [2], human-computer interactions [3], traffic analysis [4], physiotherapy [5], and autonomous vehicles [6]. In this paper, we propose an object tracking algorithm based on a convolutional neural network (CNN) approach for the night surveillance application. The role of the object tracker is to estimate movement
trajectories throughout image sequences by assigning a consistent label to the tracked object. The tracker task is also to provide object-centric information such as orientation, area or shape of the tracked object. This tracking information serves as low-level input for higher-level applications such as behavior analysis of the object of interest and condition monitoring of physiotherapy patients. There are numbers of tracking algorithms that have been proposed in the literature, however, most of them are developed for the application in a bright environment, with little emphasis on dark surroundings.

Videos from night security cameras pose a more difficult challenge to the standard object tracking algorithms. Due to low lighting conditions during the night time, the quality of captured images is normally not that good with characteristics of low brightness, low contrast, and almost no distinguishable color information. This condition is even worse if the target object is small in size [7].

One of the approaches in handling tracking performance for the night sequence is by enhancing the image quality first before detection and tracking are done. This enhancement can be achieved by applying preprocessing steps such as histogram equalization, histogram specification, and intensity mapping. Huang et al. [8] analyze the object’s local contrast changes to improve object detection accuracy in the night video application. Local contrast is computed by finding the ratio between the local standard deviation of image intensity with local mean intensity, which is the basis for Huang’s Contrast Change (CC) model. Objects are then detected by thresholding the contrast change values in the successive frames. The computation speed is relatively fast; however, it is prone to the problem of similar appearance between the object and its surrounding background. Huang et al. [9] further improve the detection accuracy by utilizing motion prediction and spatial nearest neighbor data association. Wang et al. [10] further improve Huang’s CC model by introducing a salient contrast change (SCC) model, which requires online learning and analysis of the detected object trajectories. The work in [11] introduces illumination invariant representation by multiplying Shahnon’s entropy estimation with their own contrast estimation.

In general, tracking requires the target to be represented by a model that might include information about the shape or appearance of the object. The model will be used as a reference in finding the most probable location of the object in the next frame. Object appearance can be represented using global or local features, in which some are more suitable for certain tracking challenges such as illumination variation, background clutter, and occlusion. Yang et al. [12] and Li et al. [13] provide a good overview of local and global feature representations for tracking purposes and a summary of target appearance models, respectively. A good object representation method should be able to clearly distinguish the target from other background objects.

The authors of [14] categorize tracking algorithms based on feature representation methods, in which they are divided into two groups namely handcrafted and deep features. Effective feature representations should be discriminative while maintaining the geometric, structural, and spatial target information. Structural, geometrics and spatial target information encode the appearance variation, shapes, and location of different object parts, respectively. Some of the handcrafted features capture this low-level information but encode only a small fraction of semantic information. Deep features, on the other hand, are able to encode lower-level spatial and high-level semantic information which are essential components in locating the objects precisely. These abilities make deep learning approach popular in many image processing tasks; including object detection [15-17], classification [18], and tracking.

In [19], Jong et al. propose a CNN based human detection, which serves as an input to an object tracker for the night time conditions. The input images are resized to 183x119 and its histogram representation is equalized first before passing the images to the CNN model to improve human detection accuracy. In [20], Ham and Han propose an online tracking framework based on multi-domain representations. Their network architecture consists of multiple shared layers known as domain-independent layers and classification layers which is known as domain-specific ones. Domain independent layers are trained offline using multiple annotated video sequences, while classification layers are trained separately based on the specific new image sequences. In [21], multiple CNNs is maintained in a tree structure to represent multi-modal target appearance. A general tracking framework for thermal infrared videos has also been proposed in [22]. Thermal images have the most similar features to the night surveillance images, specifically in terms of low contrast information and negligible textures. Multiple CNNs approach to model the target appearance in different cases is also proposed. During network updates, parent nodes will be replaced by the new node so that there is no redundancy in the pool of target object appearance models. In [23], a Siamese approach is utilized in which pair of patches are compared to find the most likely location of the target object.

In view of that, this paper proposes a convolutional neural network-based object tracker algorithm for night surveillance application by exploiting the strength of deep features in representing object appearance. Various training data configurations are also examined to find the best setting for the proposed tracker. The paper is organized as follows: Section 2 summarizes the proposed tracker algorithm for night
surveillance, whose performance is evaluated and discussed in Section 3. Finally, conclusion is given in Section 4.

2. CONVOLUTIONAL NEURAL NETWORK OBJECT TRACKER

The proposed convolutional object tracker algorithm is based on the concept of tracking by detection, whereby the tracked object location is inferred based on the best matched samples in each frame. In this work, the detection is achieved by constructing an object model to classify either the input samples belong to the background or object of interest. The top five samples that are best classified to be the object of interest are used to construe the final object location. The overall flow of the tracker algorithm is illustrated in Figure 1.

During the first frame, the model will be trained using sampled candidates that are generated based on the initial user-specified object location. N number of positive and m number of negative samples are generated randomly around the initial object location, governed by a certain percentage of overlapping area between the sample and the initial object location box. These annotated samples are then used to train the first object appearance model. The network architecture consists of three convolutional neural network (CNN) and three fully connected (FC) layers. This model architecture will be further discussed in section 3.1.

For the subsequent frames, previously known object location will be used as the pivot point for generating sample candidates. This approach assumes that the object in the current frame does not move too far from the previous known location. These samples are then matched with the trained model by classifying each sample as background or object of interest. The weighted average of the boundary points of the top-5 samples, which have been classified as the object is then used to generate the smoothed object location in the current input frame. Finally, the model will be updated periodically to capture the object’s appearance changes as it moves around.

![Figure 1. Algorithm flow of the proposed convolutional object tracker](image)

2.1. Network architecture

Figure 2 illustrates the network architecture used in the proposed tracker. The network consists of three CNN and three FC layers. Table 1 details out the number of filters, filter size, stride and padding of the receptive field in each CNN layer. The size of the input image is set to 75x75, thus the output from the conv3 layer is a flat layer of 512x1x1 feature map. The final output of the network is a binary classification probability that the input image belongs to the object-of-interest or background. The weights of the three CNN layers are ported directly from trained convolutional weights of the Vgg-m model [24] that were trained on the ImageNet ILSVRC-2012 dataset [25]. Vgg-m model was first introduced by [24] as CNN-m that consists of five CNN layers and three FC layers as shown in Table 2. Thus, there is a clear difference between ours and the Vgg-m network in terms of the number of CNN layers (3 vs. 5). Apart from that, the convolutional stride and spatial padding in conv2 and conv3 layers also different compared to Vgg-m, as well as less dimensionality for fc1 to fc3 (512 vs. 4096).

![Figure 2. Network architecture](image)
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3 RESULTS AND DISCUSSION

3.1. Experimental setup

14-night surveillance videos are used to evaluate the proposed object tracker algorithm, which has been recorded from three different surveillance cameras that cover challenging night scenarios of low lighting, low contrast between object and background, small object size, object occlusion, and move-stop-move object movement. Some sample images of these scenarios are shown in Figure 3. The resolution of the video is only 352x288 with the object of interest size of approximately 30x70 pixels. Video length varies from 33 to 550 frames each. Groundtruths are generated by an expert in computer vision using an annotation tool to draw the bounding box that surrounds the object in each frame for each video. The tracker code is developed in Python with Tensorflow as the main library to perform model training and testing. Seven different combination of training samples size and ratios are configured for tracker evaluation as listed in Table 3.

Figure 3. Sample images with challenging night scenario in testing dataset

| Configuration | 1:1 | 1:2 | 1:3 | 1:4 | 2:1 | 3:1 | 4:1 |
|---------------|-----|-----|-----|-----|-----|-----|-----|
| Positive sample size | 100 | 50 | 50 | 50 | 100 | 150 | 200 |
| Negative sample size | 100 | 100 | 150 | 200 | 50 | 50 | 50 |
| Total sample size | 200 | 150 | 200 | 250 | 150 | 200 | 250 |

3.2. Performance evaluation measure

Three VOT2015 [29] (Visual Object Tracking) evaluation metrics are used to quantify the performance of our tracker. These metrics are accuracy (Acc), robustness (Ro) and expected area overlap (EAO). Accuracy and robustness require the tracker to be re-initialized once it drifts off the target. Accuracy measures how well the tracked bounding box relative to the ground truth box by computing the intersection over union (IOU). The higher the IOU, the better the tracking accuracy is. On the other hand, robustness measures the number of tracking failures in a video, which is triggered when zero IOU occurs. To reduce the bias in robustness measurement, the tracker is re-initialized five frames after the failure, while to reduce bias in accuracy calculation, the accuracy values from the first 10 frames after the re-initialization process are ignored from overall performance computation [30].

EAO does not require re-initialization of the tracker and it is used to rank the tracker. It averages the IOU over a range of frames between lower (Nlo) and upper limit (Nhi) of the testing sequence. In this work, the lower and upper limit is based on the range of [1, 550]. The Acc, Ro and EAO calculation are as follows:

\[
\text{Accuracy, Acc} = \frac{1}{\varphi} \sum_{i=1}^{\varphi} s_{\text{output}} \cap s_{\text{gt}}
\]

\[
\text{Robustness, Ro} = \sum_{i=1}^{\varphi} F^i
\]
where \( P^i = \begin{cases} 0 & \text{if } IOU > 0 \\ 1 & \text{if } IOU \leq 0 \end{cases} \)

Expected average overlap, \( EAO = \frac{1}{N_{hi} - N_{lo}} \sum_{N_e=N_{lo}, N_{hi}} IOU^i \) \( \text{(3)} \)

### 3.3. Results

Accuracy and robustness values for different training configurations are summarized in Table 4 and Table 5, respectively. From Table 4, there is no single configuration works the best for all test sequences. All different configurations perform almost relatively the same in terms of accuracy, however in terms of robustness, configuration 1:4 shows significantly better performance compared to the others. For no-reinitialization protocol evaluation, the \( EAO \) curve is shown in Figure 4. The curve shows that the configuration of 4:1 works consistently better than other configurations approximately after the first 150 frames, followed by configuration of 1:3, thus makes both configurations ranked as the top two as demonstrated in Table 6. This explains that different training sample sizes and ratios affect tracking performance. The tracker performs better when there are more positive samples used to represent the object compared to the negative samples. This indicates that although the object-background contrast is low, it also looks homogeneous due to low lighting, thus a lower number of samples are sufficient to represent them.

Table 4. Accuracy results of different training sample configuration per each test sequence

| No | Method            | Number of frames | 1:1 | 1:2 | 1:3 | 1:4 | 2:1 | 3:1 | 4:1 |
|----|-------------------|------------------|-----|-----|-----|-----|-----|-----|-----|
| 1  | Cam01-video01     | 271              | 0.649 | 0.618 | 0.565 | 0.580 | 0.159 | 0.165 | **0.651** |
| 2  | Cam01-video02     | 454              | 0.562 | 0.452 | 0.529 | **0.595** | 0.585 | 0.576 | 0.528 |
| 3  | Cam01-video03     | 70               | 0.142 | 0.213 | 0.088 | **0.284** | 0.143 | 0.159 | 0.065 |
| 4  | Cam01-video04     | 130              | **0.650** | 0.622 | 0.599 | 0.573 | 0.604 | 0.583 | 0.598 |
| 5  | Cam01-video05     | 33               | 0.680 | 0.751 | 0.673 | 0.616 | 0.773 | 0.593 | **0.777** |
| 6  | Cam01-video06     | 224              | 0.560 | 0.605 | 0.619 | 0.538 | 0.620 | 0.614 | **0.627** |
| 7  | Cam01-video07     | 460              | 0.153 | 0.101 | 0.401 | 0.121 | 0.445 | 0.108 | **0.637** |
| 8  | Cam01-video08     | 124              | 0.548 | 0.314 | 0.517 | **0.562** | 0.420 | 0.237 | 0.208 |
| 9  | Cam02-video01     | 400              | 0.257 | **0.463** | 0.259 | 0.332 | 0.343 | 0.326 | 0.350 |
| 10 | Cam02-video02     | 459              | 0.535 | 0.466 | **0.570** | 0.540 | 0.355 | 0.502 | 0.563 |
| 11 | Cam03-video01     | 343              | 0.262 | 0.552 | 0.547 | **0.564** | 0.437 | 0.498 | 0.182 |
| 12 | Cam03-video02     | 150              | 0.410 | 0.169 | 0.217 | **0.529** | 0.368 | 0.547 | 0.413 |
| 13 | Cam03-video03     | 150              | 0.644 | 0.611 | 0.622 | **0.602** | 0.585 | 0.587 | 0.595 |
| 14 | Cam03-video04     | 550              | **0.521** | 0.492 | 0.497 | 0.339 | 0.507 | 0.461 | 0.465 |

Average accuracy: 0.469 | 0.459 | 0.479 | **0.490** | 0.453 | 0.425 | 0.476

Table 5. Raw robustness results of different training sample configuration per each test sequence

| Configuration | 1:1 | 1:2 | 1:3 | 1:4 | 2:1 | 3:1 | 4:1 |
|---------------|-----|-----|-----|-----|-----|-----|-----|
| Total samples | 200 | 150 | 200 | 250 | 150 | 200 | 250 |
| Average robustness | **6.071** | 6.071 | 6.071 | **3.929** | 6.071 | 6.071 | 6.071 |

Figure 4. Expected average overlap curve for different training sample configuration tested on all test sequences
Table 6. Expected average overlap results and the tracker rank of different training sample configuration using a range of [1,550]

| Training sample configuration | EAO  | Rank |
|-------------------------------|------|------|
| 1:1                           | 0.296745 | 3 |
| 1:2                           | 0.288171 | 4 |
| 1:3                           | 0.34047 | 2 |
| 1:4                           | 0.253524 | 6 |
| 2:1                           | 0.286333 | 5 |
| 3:1                           | 0.220636 | 7 |
| 4:1                           | 0.360529 | 1 |

4 CONCLUSION

In this paper, we have proposed a convolutional object tracker for the night video surveillance. The tracker requires the model to learn the object’s appearance and its background properties as the object moves around in the scene. The algorithm was tested with different training data configurations to find the most suitable ones with the highest accuracy and robustness. The results show that the ratio of 4:1 between positive and negative samples produces the best performance for the sequence range of [1,550], followed by the 1:3 configuration. Both configurations also produce the second-best performance in terms of tracking robustness. This explains that different training sample sizes and ratios affect tracking performance differently and as more positive samples are used to represent the object compared to the negative samples, the better the tracker performance is. This indicates that although the object-background contrast is low, the background is also homogeneous due to low lighting condition, thus a lower number of samples are sufficient to represent them.
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