Basal ganglia and cortical control of thalamic rebound spikes
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Abstract
Movement-related decreases in firing rate have been observed in basal ganglia output neurons. They may transmit motor signals to the thalamus, but the effect of these firing rate decreases on downstream neurons in the motor thalamus is not known. One possibility is that they lead to thalamic post-inhibitory rebound spikes. However, it has also been argued that the physiological conditions permitting rebound spiking are pathological, and primarily present in Parkinson's disease. As in Parkinson's disease neural activity becomes pathologically correlated, we investigated the impact of correlations in basal ganglia output on the transmission of motor signals using a Hodgkin-Huxley model of thalamocortical neurons. We found that such correlations disrupt the transmission of motor signals via rebound spikes by decreasing the signal-to-noise ratio and increasing the trial-to-trial variability. We further examined the role of sensory responses in basal ganglia output neurons and the effect of cortical excitation of motor thalamus in modulating rebound spiking. Interestingly, both could either promote or suppress the generation of rebound spikes depending on their timing relative to the motor signal. Finally, we determined parameter regimes, such as levels of excitation, under which rebound spiking is feasible in the model, and confirmed that the conditions for rebound spiking are primarily given in pathological regimes. However, we also identified specific conditions in the model that would allow rebound spiking to occur in healthy animals in a small subset of thalamic neurons. Overall, our model provides novel insights into differences between normal and pathological transmission of motor signals.
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1 INTRODUCTION

The basal ganglia have long been implicated in the selection and execution of voluntary movements (Albin et al., 1989; Alexander & Crutcher, 1990b; Hikosaka et al., 2000; Redgrave et al., 1999). Classic ‘box-and-arrow’ models of the basal ganglia (Alexander & Crutcher, 1990a; Wichmann & DeLong, 1996) presume a propagation of motor signals through the direct pathway. The direct pathway consists of direct, inhibitory projections from the striatum to the basal ganglia output regions. Therefore, increased activity in the striatum reduces the activity, e.g., in the substantia nigra pars reticulata (SNr) (Kravitz et al., 2010). SNr in turn disinhibits the motor thalamus (Deniau & Chevalier, 1985) and thereby enables movement. Basal ganglia output neurons often have high baseline firing rates and decrease their rate during movement in both rodents and primates (Hikosaka & Wurtz, 1983; Leblois et al. 2006, 2007; Schmidt et al., 2013; Schultz, 1986). However, recent studies have suggested a more complex picture on how basal ganglia output affects motor thalamus and motor cortex (Bosch-Bouju et al., 2013; Goldberg et al., 2013).

Three different modes have been proposed for how the basal ganglia output can affect thalamic targets (Goldberg et al., 2013). In the first mode, sudden pauses in basal ganglia inhibition of thalamus could lead to ‘rebound’ spikes in thalamocortical neurons due to their intrinsic T-type Ca\(^{2+}\) channels (Llinás & Jahnsen, 1982). T-type Ca\(^{2+}\) channels are de-inactivated during long-lasting hyperpolarisation (e.g., due to inhibition from the basal ganglia output) and then activated during the release of this hyperpolarisation (e.g., during a pause in basal ganglia output), which depolarises the membrane potential of thalamocortical neurons. For strong enough preceding hyperpolarisation, the membrane potential can even reach the spike threshold without any excitation (Kim et al., 2017; Leblois et al., 2009; Person & Perkel, 2005, 2007). However, thalamocortical neurons also receive excitatory input from cortex, which can change the effect of nigrothalamic inhibition. For moderate levels of cortical excitation, the nigrothalamic transmission could operate in a disinhibition mode, in which the basal ganglia effectively gate cortical excitation, so that during pauses of inhibition the excitatory inputs can evoke spikes in the thalamocortical neuron (Bosch-Bouju et al., 2014; Edgerton & Jaeger, 2014; Kojima & Doupe, 2009). If the cortical excitation is strong enough, it is possible that inhibition from the basal ganglia can no longer prevent action potentials in the thalamocortical neurons, but instead controls their timing. In this ‘entrainment’ mode, the thalamocortical neuron spikes after the inhibitory input spikes from SNRs with a short, fixed latency (Goldberg et al., 2012; Goldberg & Fee, 2012).

One prominent feature of the basal ganglia network is that neurons fire in an uncorrelated fashion, despite their overlapping dendritic fields and local recurrent connections (Wilson, 2013). Specific features of the basal ganglia such as pacemaking neurons and high firing rate heterogeneity may act as mechanisms for active decorrelation of activity. This effectively prevents correlations among neurons, and disrupting this mechanism leads to pathologically correlated activity as in Parkinson’s disease (Bar-Gad et al., 2003; Wilson, 2013). Increased correlated activity has also been observed in basal ganglia output neurons in Parkinson’s disease (Bergman et al., 1998), which can in turn increase correlated activity in the thalamus (Reitsma et al., 2011). Previous computational modelling has shown that pathological basal ganglia output can prevent the thalamic relaying of cortical excitatory signals (Guo et al., 2008). Here, we examined how pathological correlations in the basal ganglia output affect the transmission from the basal ganglia to the thalamus and how this transmission is affected by cortical excitation. We assumed that the movement-related decreases in basal ganglia output transmit a motor signal to the thalamus and that this transmission operates in the rebound transmission mode. In addition to transmitting motor signals, basal ganglia output neurons may also be involved in further sensory and cognitive processing. For example, SNR neurons also respond to salient sensory stimuli instructing the initiation or stopping of movements (Pan et al., 2013; Schmidt et al., 2013). Therefore, we also investigated how these sensory responses may affect the motor transmission.

In the present study, we used computational modelling to study the transmission from the basal ganglia to the thalamus via postinhibitory rebound spikes, with a focus on situations in which the basal ganglia output activity exhibits sudden movement-related pauses in activity. We found that for uncorrelated basal ganglia output, this transmission not only had a high fidelity with low trial-to-trial variability in the thalamic response latency but also occurred only under specific conditions with respect to synaptic connectivity, strength and firing patterns. In contrast, pathological correlations in SNR strongly increased thalamic rebound spiking and led to a noisy transmission with high trial-to-trial variability. In addition, we found that sensory responses in SNR can, depending on their timing relative to the movement-related decrease, either facilitate or suppress rebound spikes. Therefore, in situations in which rebound spikes play a role for the transmission of motor signals, uncorrelated activity and sensory responses in the basal ganglia output would support the coordinated transmission of motor signals. Finally, we found that the rebound spiking mode persisted in the presence of excitation that is strong enough to maintain baseline firing rates reported in vivo (Bosch-Bouju et al., 2014), and we discuss implications for rebound spiking under healthy and pathological conditions.
2 | MATERIALS AND METHODS

2.1 | Model neuron

In this study, we used a Hodgkin–Huxley-type model of a thalamocortical neuron (Rubin & Terman, 2004). The model has four different ionic currents: a leak current \( I_L \), a \( \text{Na}^+ \) current \( I_{\text{Na}} \), a \( \text{K}^+ \) current \( I_K \) and a \( \text{T-type Ca}^{2+} \) current \( I_{\text{TC}} \), which are determined by the membrane potential \( v \), the channel conductances \( g \) and reversal potentials \( E \).

While the conductance of the leak current \( g_L \) is constant, the conductance of the \( \text{Na}^+ \), \( \text{K}^+ \) and \( \text{T-type Ca}^{2+} \) currents depends on the membrane potential and varies over time. These voltage-dependent conductances are formed by the product of the maximum channel conductance \( (g_{\text{Na}}, g_K \) and \( g_T) \) and the voltage-dependent (in)activation variables \( (m, h, p \) and \( r) \).

The model neuron’s membrane potential is described by:

\[
C_m \frac{dv}{dt} + I_L + I_{\text{Na}} + I_K + I_T + I_{SNr-TC} + I_{CNr-TC} = 0, \tag{1}
\]

with a leak current \( I_L = g_L[v - E_L] \). The \( \text{Na}^+ \) current \( I_{\text{Na}} = g_{\text{Na}}m^3h(v - E_{\text{Na}}) \) has an instantaneous activation gating variable \( m \), and a slow inactivation gating variable \( h \) with \( \frac{dh}{dt} = \frac{h_a(v) - h}{\tau_h(v)} \), that is approached with a time constant \( \tau_h(v) = \frac{1}{1 + \exp(-(v + 41)/4)} \).

\[
a_h(v) = 0.128\exp(-(v + 46)/18),
\]

\[
b_h(v) = \frac{4}{1 + \exp(-(v + 84)/4)}.
\]

The activation variable of the \( \text{K}^+ \) current \( I_K = g_K[0.75(1 - h)^3][v - E_K] \) is described in analogy to the \( \text{Na}^+ \) inactivation variable \( h \), which reduces the dimensionality of the model by one differential equation (Rinzel, 1985).

The \( \text{T-type Ca}^{2+} \) current \( I_T = g_T P^3(v)(v - E_T) \) has an instantaneous activation \( p^3(v) = \frac{1}{1 + \exp(-(v + 60)/6.2)} \) and slow inactivation \( \frac{dr}{dt} = \frac{r(v) - r}{\tau_r(v)} \), with the steady-state \( r_{\infty}(v) = \frac{1}{1 + \exp((v + 84)/4)} \) and time constant \( \tau_r(v) = 28 + 0.3(v - 25)/10.5 \). Accordingly, these steady states reach half their maximum at \(-84\) (\( p_{\infty} \)) and \( 60\) mV (\( r_{\infty} \), respectively. In Destexhe et al. (1998), slightly different values \((-80\) mV instead of \(-84\) mV and \(-56\) mV instead of \(-60\) mV) were used. Using these values in our model did not lead to substantial changes in rebound spiking behaviour of our model (Figure S1).

The \( \text{T-type Ca}^{2+} \) channel can cause post-inhibitory rebound spikes by the following mechanism. Prolonged hyperpolarisation leads to de-inactivation of the \( \text{T-type Ca}^{2+} \) channel, i.e., the inactivation gate \( r \) opens while the activation gate \( p \) closes. After shutting down the hyperpolarisation, the inactivation gate closes slowly whereas the activation gate opens very fast. Therefore, while both gates are open, the \( \text{T-type Ca}^{2+} \) conductance increases, inducing an inward current (described by \( I_T \)) that leads to membrane depolarisation. If this depolarisation is strong enough, this can lead to \( \text{Na}^+ \) spikes, which are then referred to as post-inhibitory rebound spikes.

The thalamic model neuron receives two types of synaptic inputs: one inhibitory from the basal ganglia output region \( \text{SNr} (\text{SNr} \rightarrow \text{TC}) \) and one excitatory from cortex \( (\text{CX} \rightarrow \text{TC}) \). Synaptic currents \( I_X \) are described by a simple exponential decay with the decay rate \( \beta_X \), where \( X \) denotes the synapse type (Gerstner & Kistler, 2002). Similar to the intrinsic ionic currents, each synaptic current is described in terms of the membrane potential \( v \), channel conductance \( g_X \) and the reversal potential \( v_X \), where \( v_X = \{ \text{SNr} \rightarrow \text{TC}, \text{CX} \rightarrow \text{TC} \} \). When a presynaptic neuron \( j \) spikes at time \( t_s \), \( s_j \) becomes 1 and decays with time constant \( \beta \) afterwards \( \frac{ds_j}{dt} = (1 - s_j) \delta(t - t_s) - \beta s_j \), where \( \delta(t) \) is the Dirac delta function. With the conductance caused by a single presynaptic spike \( (s_j = 1) \) given by \( g_X \), the net synaptic current is therefore the sum of all presynaptic events \( s_j \) multiplied by \( g_X \) and the difference between the membrane potential and synaptic reversal potential. In our model, the reversal potential for the inhibitory synapse is \( v_{\text{SNr-TC}} = -85 \) mV (Rubin & Terman, 2004). With the given parameter settings, our model can evoke rebound spikes for \( v_{\text{SNr-TC}} \leq -81 \) mV (Figure S1b). Therefore, our model assumes a very low GABA reversal potential, which is, however, in the range of experimentally measured reversal potentials in thalamocortical neurons in the thalamus (Herd et al., 2013; Huguenard & Prince, 1994; Ulrich & Huguenard, 1997). Since there is still some uncertainty on the GABA reversal potential in different thalamic neurons, we checked whether the inhibitory postsynaptic potential evoked by such hyperpolarised reversal potentials is similar to the inhibitory postsynaptic potentials recorded from rats’ motor thalamus in vitro. For the parameter settings used in our study (here 30 synchronous spikes and a GABA maximum conductance of 1 nS/μm²), we found that the inputs in this synaptic settings hyperpolarised the membrane by \(-17\) mV, which is very similar to in vitro recordings from rats’ motor thalamus (\(-18\) mV; Edgerton & Jaeger, 2014; their Figure 5b). Thalamic rebound spikes can also be driven by the basal ganglia in vivo (Kim et al., 2017), which is in line with very low GABA reversal potentials enabling rebound spikes. The intrinsic and synaptic parameters of the model neuron are described in Table 1.
2.2 | Input spike trains

We generated uncorrelated and correlated Poisson spike trains as inputs to the model neuron. To generate uncorrelated spike trains, we simulated $N$ independent Poisson processes, each with a firing rate $r$. To generate correlated spike trains with a given average pairwise correlation (denoted by $\varepsilon$), we considered that for more than 2 input spike trains ($N \geq 3$), different realisations of spike trains with different correlations of order 3 or higher are possible (Kuhn et al., 2003). For a convenient parametrisation of the order of correlation in input spike trains, we used the distribution of the number of coincident spikes in a time bin, referred to as ‘event amplitudes’ (A) (Staude et al., 2010). For a homogeneous population of Poisson spike trains, the average pairwise correlation depends on the first two moments of the amplitude distribution $f_A$:

$$\varepsilon = \frac{E[A^2] - 1}{N - 1}.$$  (2)

In the present study, we considered binomial and exponential amplitude distributions (Figure 1). While the binomial amplitude distribution has a high probability density around the mean of the distribution (Figure 1a), the exponential distribution has a higher probability density towards smaller amplitudes (Bujan et al., 2015; Figure 1b).

To generate spike trains with a binomial amplitude distribution, we implemented a multiple interaction process (Kuhn et al., 2003; Figure 1a). For correlated outputs ($\varepsilon > 0$), this was done by first generating a so-called ‘mother’ spike train, a Poisson spike train with rate $\lambda$. We then subsampled from this mother spike train to derive the set of spike trains used in our simulations as convergent inputs to the model neuron. Each spike train in this set was derived by randomly and independently copying spikes of the ‘mother’ spike train with probability $\varepsilon$. The firing rate of each spike train generated via this algorithm is $r = \varepsilon \lambda$.

### TABLE 1  Model parameters

| Parameter type          | Parameter, value and unit                        |
|-------------------------|--------------------------------------------------|
| Ionic channel conductance| $g_L = 0.05$ nS/µm$^2$                           |
|                         | $g_{Na} = 3$ nS/µm$^2$                           |
|                         | $g_T = 5$ nS/µm$^2$                              |
|                         | $g_K = 5$ nS/µm$^2$                              |
| Ionic channel reversal potential | $E_L = -70$ mV                                    |
|                         | $E_{Na} = 50$ mV                                 |
|                         | $E_T = 0$ mV                                     |
|                         | $E_K = -90$ mV                                   |
| Synaptic reversal potential | $v_{SNr\rightarrow TC} = -85$ mV               |
|                         | $v_{CX\rightarrow TC} = 0$ mV                    |
| Synaptic decay constant | $\beta_{SNr\rightarrow TC} = 0.08$ ms$^{-1}$     |
|                         | $\beta_{CX\rightarrow TC} = 0.18$ ms$^{-1}$     |

Note: Parameters were taken from Rubin and Terman (2004) and Ermentrout and Terman (2010).

[Correction added on 28 May 2021, after first online publication: In the last 2 rows. “ms” has been corrected to “ms$^{-1}$”]

**FIGURE 1** Generation of correlated Poisson spike trains used as input to the model neuron. (a, top) The event amplitude distribution of the higher-order correlations was determined for spike trains generated by a multiple interaction process with $\varepsilon = 0.3$ and $r = 50$ Hz. The bottom panel shows the raster plot of 30 respective example spike trains. (b, top) Alternatively, the event amplitude distribution of higher-order correlations followed an exponential amplitude distribution with $\varepsilon = 0.3$ and $r = 50$ Hz, and corresponding example spike trains (bottom panel). (c) The parameter $\tau$ of the exponential amplitude distributions determined the resulting average pairwise correlation $\varepsilon$ (red trace). Black dots represent the average pairwise correlations that we used to generate input spike trains with an exponential amplitude distribution.
We also generated spike trains using exponentially distributed amplitudes described by

\[ f_A(\xi; \tau) = \frac{e^{-\tau \xi}}{\sum_{k=1}^{N} e^{-\tau k}} \xi \in [1, N]. \quad (3) \]

where \( f_A(\xi; \tau) \) is the probability density function of event amplitudes \( \xi \) with the decay rate parameter \( \tau \). According to Equation (2), to compute \( \epsilon \) for this distribution, we needed to compute the proportion of the second moment to the first moment for this distribution. We used the moment-generating function \( E[a^\tau] = \sum_{\xi=1}^{N} \xi^\tau f_A(\xi) \) to compute the first and second moments of the distribution and then applied it into Equation (2), re-writing it to

\[ \epsilon = \frac{\sum_{\xi=1}^{N} \xi^2 e^{-\tau \xi} - 1}{N - 1}. \quad (4) \]

This equation shows that \( \epsilon \) depends on \( \tau \) and we took a simple numerical approach to find \( \tau \) for each desired \( \epsilon \). We computed

**FIGURE 2** Input spike correlations impair the transmission quality (TQ) of motor signals from SNr to thalamus. (a) Top panels show the intracellular response of the thalamocortical model neuron to the inhibitory input spike trains from SNr displayed in the bottom panels. Uncorrelated Poisson spike trains (\( \epsilon = 0 \)) led to high-fidelity transmission (TQ = 1) via a single rebound spike after the firing rate decrease in the input (leftmost panel). Correlated Poisson spike trains, however, led to rebound spikes at random times, whenever there is a pause in the input spike trains (left middle panel: \( \epsilon = 0.2 \) leading to TQ = 0.5; right middle panel: \( \epsilon = 0.35 \) leading to TQ = 0.33; and rightmost panel: \( \epsilon = 0.7 \) leading to TQ = 0.25). (b) Impact of input correlations on TQ depended on the correlation model (BIN, binomial; EXP, exponential; BIN&EXP, mixture of both). Note that the exponential distribution of the event amplitudes had a maximum average pairwise correlation of 0.65 (see Materials and Methods). The black dot marks the TQ for the spike trains generated using the event amplitude distribution shown in (e). (c) For the binomial correlation model, jittering the input spike times decreased the TQ only for long jitter time windows (50 ms), indicating that correlations on longer time scales are overall less detrimental. (d) The threshold correlation at which the transmission quality deteriorated (TQ < 0.95) only weakly depended on the inhibitory input strength (same legend as in b). (e) The simulation of Parkinson's disease in a large-scale model of the basal ganglia yielded an event amplitude distribution of SNr spike times that corresponded to a mixture of the exponential and binomial amplitude distributions.
for a range of $\tau$ (from 0 to 5 with steps of 0.001) and then selected the $\tau$ that yielded an $\varepsilon$ closest to our desired $\varepsilon$ (Figure 1c). The maximum error between the $\varepsilon$ we calculated using Equation (4) and the desired $\varepsilon$ was $5 \times 10^{-4}$.

The next step was to generate the population spike trains using the probability distribution determined by the $\tau$ we already computed. We drew $N$ independent Poisson spike trains each for a given event amplitude $\xi$ with rate $r_\xi = N r_f A(\xi)/\xi$, $\xi \in [1, N]$. Since $\xi$ represents the number of coincident spikes in a time bin, spike times from independent spike trains should be copied $\xi$ times to get the final population spike train used as inputs to the model neuron. As the amplitude distribution described in Equation (3) has a high probability density towards lower amplitudes, high average pairwise correlations cannot be achieved. For typical parameters of the inhibitory input spike trains in this study ($N = 30$, $r = 50$ Hz), the maximum average pairwise correlation was less than 0.65 (Figure 1c).

### 2.3 Input spike trains with mixture of binomial and exponential amplitude distributions

We computed the event amplitude distribution of SNr model neurons using a large-scale network model of the basal ganglia (Figure 2d; see also below). This amplitude distribution involved a mixture of exponential and binomial distributions leading to an average pairwise correlation of 0.6 (black dot in Figure 2). To obtain spike trains following this mixed distribution, we first created one spike train with an exponential amplitude distribution contributing 20% of the spikes with an average pairwise correlation of 0.25. Next, another spike train with a binomial amplitude distribution was generated (see above), contributing the remaining 80% of the spikes in the input spike train. We changed the average pairwise correlations of these input spike trains by only changing the average pairwise correlation of the subset with the binomial amplitude distribution.

### 2.4 Uncorrelated input spike trains with gradual decrease

We captured the gradual movement-related decrease, which is observed experimentally, by using a sigmoid function to describe the firing rate of the input spike trains as a function of time $r(t) = 50(1 - (1 + e^{-\alpha t_{mov}}))$ Hz. We varied the slope parameter, $a$, to change the slope of the firing rate decrease. $t_{mov}$ is the time point (in this study at one second), when the firing rate decreases to the half maximum, i.e., $r(t_{mov}) = 25$ Hz.

### 2.5 Data analysis: Identifying rebound spikes

The model neuron can fire spikes in response to excitatory input or due to release from inhibition with post-inhibitory rebound spikes. Therefore, one challenge was to distinguish ‘normal’ spikes driven by excitatory inputs from post-inhibitory rebound spikes. In mice studies, genetic approaches are often used to knockout T-type Ca$^{2+}$ channels, which are critical for generation of post-inhibitory rebound spikes (Kim et al., 2017). We adopted this in our model by simply removing the T-type Ca$^{2+}$ channels in our model (i.e., $g_T = 0$ nS/um$^2$). However, this also caused changes in the intrinsic properties of the model neuron such as its excitability. We therefore took a more elaborate approach tailored to each of the two excitation scenarios, single excitatory spikes (Figure 5) and spontaneous excitation (Figure 6).

For the simulations with a single excitatory input spike, the identification of rebound spikes was straightforward because the used excitatory strengths were subthreshold and thus could evoke no spikes. Therefore, we labelled all generated spikes as rebound spikes. However, for the simulations with ongoing excitation, the excitatory input was able to evoke ‘normal’ spikes as well. To identify rebound spikes there, we simulated the model neuron with three different input combinations, inhibition-only, excitation-only and inhibition–excitation. For inhibition-only input, we determined the output firing rate of the model neuron purely due to rebound spiking ($f_b$). In addition, we determined the time window in which the model neuron fired those rebound spikes (as this was typically in a short time window just after the movement-related decrease). We then compared the rebound-driven firing rate in this time window with the firing rate $f_e$ obtained from an excitation-only simulation (i.e., without any inhibitory input, so no rebound spikes). Finally, we fed our model with both inputs (inhibition–excitation) and computed the firing rate in that time window, which involved both rebound and non-rebound spiking ($f_{e+b}$). We then computed the proportion of rebound spiking as $f_{e+b} - f_e$.

### 2.6 Data analysis: Transmission quality

For our simulations shown in Figure 2, we needed to quantify the transmission quality for a variety of inputs strengths and degrees of correlation. For a high-fidelity transmission of the motor signal the thalamocortical neuron would ideally respond only to the movement-related decrease of activity in SNr neurons with a rebound spike and be silent otherwise. Any rebound spike before the movement-related decrease would make the transmission noisy, in the sense that the decoding of the presence and timing of the motor signal in
thalamic activity would be less accurate. Therefore, we used the number of spikes after the onset of the movement-related decrease, normalised by the total number of spikes within $-1$ to $0.5$ s around the onset of the movement-related decrease as a measure of the transmission quality.

2.7 Large-scale model of the basal ganglia

We utilised a large-scale network model of the basal ganglia (Lindahl & Kotaleski, 2016) to compute the distribution of event amplitudes in SNr during pathological activity in dopamine-depleted basal ganglia. This network model mimics the pathological activity pattern observed experimentally in a rat model of Parkinson's disease. To achieve the pathological activity pattern in SNr, we ran this model using a default parameter set originally from this network model. This parameter set involved setting dopamine modulation factor to 0 and inducing a 20-Hz modulation to the emulated cortical inputs to the basal ganglia regions (for details, see Lindahl & Kotaleski, 2016).

2.8 Software packages

We implemented the model neuron in Simulink, a simulation package in MATLAB (R2016b) and used a fourth-order Runge-Kutta method to numerically solve the differential equations (time step = 0.01 ms). We wrote all scripts to generate input spike trains, handle simulations and analyse and visualise the simulation data in MATLAB. For our simulations, we used the bwForCluster NEMO, a high-performance compute resource at Freiburg University.

3 RESULTS

3.1 Uncorrelated activity prevents rebound spiking

Correlated activity in the basal ganglia is usually considered pathological (Bar-Gad et al., 2003; Bergman et al., 1998; Wilson, 2013) and might lead to the generation of rebound spikes (Edgerton & Jaeger, 2014). To determine how correlated activity in basal ganglia output affects rebound spiking, we simulated a thalamocortical neuron exposed to inhibitory Poisson input spike trains with varying degrees of correlation (Figure 2). Including only inhibitory inputs, in the first step, enabled us to elucidate the characteristics of inhibition that are essential for generating rebound spikes and facilitated the identification of post-inhibitory rebound spikes by excluding the possibility for evoking excitatory-driven spikes. We used binomial and exponential amplitude distributions to generate correlated Poisson spike trains (see Materials and Methods). In addition, we modulated the input firing rate so that it mimicked the prominent movement-related decrease of basal ganglia output neurons observed in experimental studies (Hikosaka & Wurtz, 1983; Leblois et al., 2007; Schmidt et al., 2013; Schultz, 1986).

For uncorrelated inputs, the model responded to the movement-related decrease with a single rebound spike (Figure 2a, left panel). However, for correlated inputs, rebound spikes appeared not only after the movement-related decrease but also at random times during baseline activity (Figure 2a, middle and right panels). The reason for this was that correlated SNr activity led not only to epochs with many synchronous spikes but also to pauses in the population activity that were long enough to trigger rebound spikes.

While studies on songbirds suggest strong one-to-one projections from Area X (basal ganglia output equivalent in avians) to the medial portion of the dorsolateral nucleus of the anterior thalamus (DLM) (Leblois et al., 2009; Person & Perkel, 2005), in rats, multiple inhibitory projections from SNr converge on a single thalamocortical neuron (Edgerton & Jaeger, 2014), which affects the strength of the inhibition on the thalamocortical neuron. Electron microscopic studies of these projections show a similar synaptic structure in rats and monkeys suggesting that the rodent nigrothalamic pathway can be a valid model for studying GABAergic transmissions in primates (Bodor et al., 2008). Similar to the synaptic strength, the precise degree of nigrothalamic convergence is not known. Edgerton and Jaeger (2014) estimated that 3–13 SNr neurons project to a single thalamocortical neuron. As they noted that this may be an underestimate due to experimental limitations of opsin expression, we chose a larger number (30) for the degree of convergence. However, in our model rebound spikes also occurred for a smaller number of inputs ($20 < N < 30$; Figure S2). To determine whether these factors are relevant for our findings on the transmission quality, we repeated our simulations for different inhibitory strengths but found that the transmission quality did not depend on the inhibitory strength as long as the inhibition was strong enough to lead to rebound spikes (Figure 2d). As for more than two inputs the input spike trains cannot be uniquely characterised by pairwise correlations, we considered two different possibilities for higher-order correlations (see Materials and Methods). We found that the transmission quality strongly depended on both the input average pairwise correlation and higher-order correlations among input spike trains (Figure 2b).

Pairwise correlations affected the transmission for a binomial amplitude distribution (Figure 2b, dark blue trace). For a binomial amplitude distribution, higher-order events (‘population bursts’) are common, which increases the probability for pauses in the population activity. Thereby, even weak correlations among SNr spike trains led to a sharp decrease.
in the transmission quality. In contrast, for spike train correlations with an exponential amplitude distribution, the decrease in transmission quality was less pronounced (Figure 2b, grey trace). This was because for the exponential amplitude distribution lower-order events are more common, which are not sufficient for pauses in the population activity of SNr neurons leading to thalamic rebound spikes. Therefore, in particular, higher-order correlations may be responsible for pathological increases in rebound spiking and disrupt motor signalling.

We further investigated whether the substantial decrease in the transmission quality observed for the binomial amplitude distribution depended on millisecond synchrony of correlated spike times. We jittered the synchronous spike events using different time windows (Figure 2c), which corresponds to correlations on slower timescales. We found that the transmission quality decreased for jittering timescales \(<20\) ms similar to inputs with correlations on a millisecond timescale (i.e., without jittering), confirming that the decrease in transmission quality does not depend on millisecond synchrony. However, correlations on the timescale of 50 ms did not substantially influence the transmission quality, as was expected due to the lack of population pauses.

The purpose of our simulation of correlated activity was to mimic basal ganglia output patterns in Parkinson’s disease. However, as the event amplitude distribution of pathologically correlated activity in SNr is currently unknown, we employed a large-scale model of the basal ganglia (Lindahl & Kotaleski, 2016), in which beta oscillations propagate through cortico-basal ganglia circuits (see Materials and Methods). Beta oscillations are widely observed in animals with dopamine-depleted basal ganglia including their output nuclei (Avila et al., 2010; Brown et al., 2001). While beta oscillations can be generated in the pallido-subthalamic loop (Kumar et al., 2011; Mirzaei et al., 2017), here we did not assume a specific mechanism for the generation of correlated activity in Parkinson’s disease, but focussed on the event amplitude distribution in SNr in a simulation of Parkinson’s disease. We found that the amplitude distributions in the dopamine-depleted state of the large-scale model were somewhere in between binomial and exponential (Figure 2e).

To investigate the model with a correlation structure that might be relevant for Parkinson’s disease, we generated input spike trains based on a mixture of binomial and exponential distributions (see Materials and Methods). We then investigated the effect of different average pairwise correlations in this mixed distribution. We found that increasing the average pairwise correlation of the binomial component of the mixed distribution had a similar effect on the transmission quality as in the standard binomial amplitude distribution (Figure 2b, red and blue traces). Furthermore, for the average pairwise correlation found from the large-scale model for Parkinson’s disease, the transmission quality was low (Figure 2b, black dot). This suggests that under a correlation structure similar to Parkinson’s disease, even weak correlations in basal ganglia output may impair the transmission of motor signals in the rebound transmission mode. Whether this mechanism could contribute to motor symptoms in Parkinson’s disease, also depends on the structure of excitatory inputs (Edgerton & Jaeger, 2014; Kim et al., 2017; Magnin et al., 2000).

### 3.2 Uncorrelated activity increases transmission speed and reduces variability

Having demonstrated that correlated activity can increase pathological rebound spiking, we next examined whether correlations can also affect transmission speed and trial-to-trial variability. We assumed here that movement-related decreases in the firing rate of basal ganglia output neurons transmit motor signals to the thalamus via the rebound transmission mode.

To study the effect of input correlations on transmission speed, we used the same scenario as above (Figure 2) and measured the time between the onset of the movement-related decrease and the rebound spike. We found that the transmission speed was fastest for no or weak correlations, and slower for stronger correlations (Figure 3a). Therefore, at least in this simplified scenario without excitation, uncorrelated activity in basal ganglia output regions may also promote the fast transmission of motor signals. To generalise our findings on the transmission speed beyond the scenario using the movement-related decrease, we further examined transmission speed using (rebound) spike-triggered averages of inputs. Instead of simulating a movement-related decrease, we exposed the model neuron to inhibitory inputs with a constant firing rate. To compute the spike-triggered average, we used the peak of each rebound spike as the reference time point to compute the average of the preceding input. Since rebound spikes occurred more often for stronger input correlations, we performed this analysis on inputs having a correlation coefficient of either 0.3 or 1.0. These simulations confirmed that weak input correlations induce faster transmission than strong correlations (Figure 3c).

For the transmission of motor signals via rebound spikes, the trial-to-trial variability of the transmission speed may be important. For example, to coordinate motor signals across different neural pathways, low variability (i.e., high precision) of the transmission speed might be necessary. To investigate the nigrothalamatic transmission variability, we computed the variance over the latencies across 100 trials with movement-related decreases in SNr activity (i.e., the same scenario as in Figure 3a). We found that for uncorrelated inputs transmission was very precise in the sense that the trial-to-trial variability of the response latency was small (Figure 3b). In contrast, even weak correlations led to a high-transmission variability due to changes in the amount of hyperpolarisation.
caused by correlated inputs preceding rebound spikes. This simplified scenario, without excitation, suggests that uncorrelated inhibitory inputs may enable a high precision of the transmission via rebound spikes by reducing the trial-to-trial variability in response latency.

3.3 Sensory responses can promote or suppress rebound spiking

SNr neurons often have short-latency responses to salient sensory stimuli characterised by brief increases in firing rate (Pan et al., 2013). In rats, performing a stop-signal task these responses also occurred in neurons that decreased their activity during movement (Schmidt et al., 2013).

This included responses to auditory stimuli, which cued the initiation of a movement (Go cue) or the cancellation of an upcoming movement (Stop cue). While in these experiments sensory cues prompted movement, we assume here that similar responses also occur in other behavioural contexts. We examined how brief increases in SNr activity, similar to sensory responses, affect transmission in the rebound spiking mode (Figure 4). The thalamocortical model neuron received inputs similar to the SNr firing patterns recorded in rats during movement initiation (i.e., uncorrelated inputs with high baseline firing rate and a sudden movement-related decrease). To model sensory responses in the SNr neurons, we added a brief increase in firing rate at different time points relative to the movement-related decrease (Figure 4a). We generated the brief increase by adding a single spike in each spike train having the sensory response at the desired time point. This allowed us to observe the effect of the timing of sensory responses on rebound spiking.

To quantify the effect of sensory responses, we measured the difference in the probability of generating a rebound spike.
Sensory responses in SNr firing rate change the probability of rebound spikes in the thalamocortical model neuron. (a) The simulations used an average firing rate as input, which reflected the SNr firing rate with a movement-related decrease (black line). Sensory responses (red lines) were then added to the input at different time points relative to the movement-related decrease. Here, two example timings are shown, before (solid) and after (dash-dot) the movement-related decrease. (b) The timing of the sensory responses relative to the movement-related decrease was varied systematically (x-axis). For a given relative timing, we determined whether rebound spikes were suppressed (blue area) or facilitated (yellow area; here (x-axis). For a given relative timing, we determined whether rebound spikes are generated in this situation. Together, this points to the intriguing possibility that sensory responses in SNr can have opposite effects on behavior (either promoting or suppressing movement), depending on their timing (Figure 4b). This could explain why SNr neurons respond to both Go and Stop cues with a similar increase in firing rate (Mallet et al., 2016; Schmidt et al., 2013), a previously puzzling finding (see Discussion). However, in an in vivo situation, there would likely be additional excitatory inputs to both SNr and the thalamus, which would affect whether rebound spikes are generated in this situation.

In addition to the timing of sensory responses relative to the movement-related decrease, also the inhibitory input strength modulated the probability of generating a rebound spike (Figure 4c). For weaker inhibitory inputs ($g_{SN\rightarrow TC} = 0.25 \text{nS/µm}^2$), the probability of generating a rebound spike was increased because the additional inhibitory inputs contributed to the hyperpolarisation of the thalamocortical neuron. However, for slightly stronger inputs ($g_{SN\rightarrow TC} \geq 0.35 \text{nS/µm}^2$), the sensory responses could not further facilitate rebound spiking because the probability of generating a rebound spike was already one. Accordingly, sensory responses were most effective in reducing the probability of generating a rebound spike for medium input strengths (i.e., with a relatively high probability of generating a rebound spike). We found that the most effective strength for suppressing rebound spikes was at $g_{SN\rightarrow TC} = 0.35 \text{nS/µm}^2$. However, the suppressing effect vanished for $g_{SN\rightarrow TC} \geq 0.8 \text{nS/µm}^2$ because for this strength, without any excitatory inputs, the sensory responses themselves caused a hyperpolarisation strong enough to trigger a rebound spike (Figure 4c). Therefore, the effect of sensory responses in SNr on motor signals strongly depended on the nigrothalamic connection strength.

### 3.4 | Rebound spikes in the presence of excitation

Having studied basic properties of rebound spiking in the model under somewhat idealized conditions, we next extended the model to account for further conditions relevant in vivo. For example, we have assumed so far that the thalamocortical neuron receives input from SNr neurons that decrease their activity during movement. However, electrophysiological recordings in SNr and other basal ganglia output neurons have also identified neurons that do not decrease their activity during movement (Schmidt et al., 2013). Therefore, we investigated the response of the additional hyperpolarisation in the thalamocortical neuron, which promoted rebound spiking. In contrast, for sensory responses occurring 10–40 ms after the movement-related decrease, the probability of generating a rebound spike was decreased. This was because the sensory response in that case partly prevented the movement-related pause of SNr firing. After the movement-related decrease in simulations with and without sensory responses. Interestingly, the sensory responses could either increase or decrease the probability of generating a rebound spike, depending on their relative timing to the movement-related decrease (Figure 4b). For sensory responses preceding the movement-related decrease for up to 40 ms, the probability of generating a rebound spike was increased. This was because the sensory response led to
FIGURE 5  Effect of precisely timed excitatory input spikes on rebound spiking. (a) The generation of rebound spikes requires that a large fraction of the inhibitory input spike trains exhibit a movement-related decrease in firing rate, largely independent of their input strength. (b) Adding a single excitatory spike as input to the thalamocortical model neuron strongly increases the probability of rebound spike generation compared to pure inhibitory inputs (letter 'B' in panel a). Note that this occurs in a regime, in which usually no rebound spike can be generated because not enough (here 22 out of 30) neurons decrease their firing rate. (c) In a regime, in which usually rebound spikes are generated (letter 'C' in panel a), adding a single excitatory spike as input to the thalamocortical neuron decreases the probability of rebound spike generation compared to pure inhibitory inputs. (d) Systematic investigation of the parameter space indicates a narrow regime, in which a single excitatory spike can decrease, and a larger regime, in which it can increase the probability of a rebound spike. Here, the probability changes are averaged over excitatory input strengths.
thalamocortical model neuron in a scenario in which only a fraction of SNr inputs decreased their firing rates, while the remaining neurons did not change their rates (Figure 5). We found that the thalamocortical model neuron elicited a rebound spike with high probability only when a large fraction of input neurons decreased their firing rates to 0 (Figure 5a). If we assume random connectivity, this would mean that only a very small percentage of thalamic neurons receive inputs from a sufficient number of nigral neurons with a movement-related decrease to elicit rebound spikes. Therefore, in order for this mechanism to apply to healthy animals, non-random connectivity would be required, so that different nigral neurons with movement-related decreases in firing rate preferentially converge onto the same thalamic target neuron.

The large fraction of SNr neurons required to exhibit a movement-related decrease in order to elicit a rebound spike downstream constrains the scenario under which this transmission is plausible in vivo. However, in a more realistic scenario, the thalamocortical neuron also receives excitatory inputs (e.g., from cortex). Therefore, we examined whether excitatory input can, under some conditions,
enhance the transmission via rebound spiking (Figure 5b–d). Importantly, the excitatory inputs should be weak enough in order not to elicit spikes themselves. We simulated the model neuron by adding a single excitatory input spike with variable timing with respect to the movement-related decrease in the inhibitory inputs and observed whether it promoted or suppressed rebound spikes. Using single input excitatory spikes enabled us to accurately determine the minimal excitatory conductance that was required for modulating rebound spikes. While our results below indicate that single spikes can have a powerful effect on modulating rebound spikes, this does not necessarily mean that these processes also rely on single spikes in vivo. We investigated the effect of the excitatory spike on the probability of generating a rebound spike by comparing a simulation including excitatory and inhibitory inputs with a simulation that included only inhibitory inputs. We found that for parameter regions in which the probability of generating a rebound spike was usually small (i.e., in the dark blue region in Figure 5a), additional excitatory spikes after the movement-related decrease increased the rebound probability (Figure 5b). We confirmed that these spikes in the thalamocortical neuron are actually rebound spikes (and not just driven by the excitatory input; see Materials and Methods). However, for strong excitation, the thalamocortical model neuron spiked also before the SNr movement-related decrease, indicating that these spikes were no longer rebound spikes.

For parameter regions in which the probability of generating a rebound spike was high (i.e., outside the dark blue region in Figure 5a), the excitatory input spikes could also suppress the generation of rebound spikes when they occurred before the movement-related decrease (Figure 5c). In contrast, when the excitatory input spike occurred after the movement-related decrease, it enhanced the probability of generating a rebound spike. Therefore, similar to the complex effect of sensory responses in SNr neurons described above, also the excitatory input to the thalamocortical neurons could either promote or prevent rebound spikes depending on its timing. Furthermore, if only a fraction of SNr neurons exhibited a movement-related decrease in the inhibitory inputs and observed whether it promoted or suppressed rebound spikes. Using single input excitatory spikes enabled us to accurately determine the minimal excitatory conductance that was required for modulating rebound spikes. While our results below indicate that single spikes can have a powerful effect on modulating rebound spikes, this does not necessarily mean that these processes also rely on single spikes in vivo. We investigated the effect of the excitatory spike on the probability of generating a rebound spike by comparing a simulation including excitatory and inhibitory inputs with a simulation that included only inhibitory inputs. We found that for parameter regions in which the probability of generating a rebound spike was usually small (i.e., in the dark blue region in Figure 5a), additional excitatory spikes after the movement-related decrease increased the rebound probability (Figure 5b). We confirmed that these spikes in the thalamocortical neuron are actually rebound spikes (and not just driven by the excitatory input; see Materials and Methods). However, for strong excitation, the thalamocortical model neuron spiked also before the SNr movement-related decrease, indicating that these spikes were no longer rebound spikes.

For parameter regions in which the probability of generating a rebound spike was high (i.e., outside the dark blue region in Figure 5a), the excitatory input spikes could also suppress the generation of rebound spikes when they occurred before the movement-related decrease (Figure 5c). In contrast, when the excitatory input spike occurred after the movement-related decrease, it enhanced the probability of generating a rebound spike. Therefore, similar to the complex effect of sensory responses in SNr neurons described above, also the excitatory input to the thalamocortical neurons could either promote or prevent rebound spikes depending on its timing. Furthermore, if only a fraction of SNr neurons exhibited a movement-related decrease, precisely timed excitatory input could promote the transmission of motor signals to thalamocortical neurons (Figure 5d). Overall, our simulations indicate that rebound spikes can also occur in a parameter regime that includes excitation. Furthermore, precisely timed excitation provides an additional mechanism of rebound spike modulation. In monkeys performing a learned reaching movement, thalamic excitation seems to precede basal ganglia motor output (Schwab et al., 2020), which according to our model could therefore indicate that excitatory inputs to the thalamus are timed to suppress rebound spiking in healthy animals.

3.5 | Role of the slope of the movement-related decrease

So far, we assumed that the movement-related decreases in SNr firing rate are abrupt. However, electrophysiological recordings in rodents (Schmidt et al., 2013) and non-human primates (Hikosaka & Wurtz, 1983; Leblois et al., 2007; Schultz, 1986) indicate that, at least in data averaged over trials, the firing rate decreases can also be more gradual. Therefore, we investigated the impact of input spike trains with various slopes (see Methods) on rebound spikes (Figure 5e). We found that steep slopes of the movement-related firing rate decrease led to rebound spikes with high probability and small timing variability (Figure 5f). In contrast, more gradual movement-related decreases reduced the probability of rebound spikes and increased the spike timing variability.

We further investigated the impact of single excitatory spikes (similar to above) on the probability of rebound spikes for different SNr firing rate slopes (Figure 5g). We found that, if the slope was too small to reliably evoke rebound spikes (low rebound probability), excitatory spikes briefly after the onset of the movement-related decrease could increase the probability of rebound spikes. In contrast, for steeper slopes, the probability of rebound spikes decreased when the excitatory spike occurred before the movement-related decrease. These results further support that excitation can powerfully modulate rebound spiking and even promote rebound spikes under circumstances in which the inhibitory input characteristics are by themselves insufficient for the generation of rebound spikes. Furthermore, rebound spiking is reduced, if cortical excitation precedes the movement-related decrease. This may be the case in healthy animals performing learned reaching movements (Schwab et al., 2020).

3.6 | Transmission modes revisited: Prevalence of rebound spiking

The interaction of excitation and inhibition in thalamocortical neurons is important because even weak excitation may change the transmission mode from rebound to disinhibition (Goldberg et al., 2013). As we observed rebound spiking in the presence of single excitatory spikes (Figure 5), we further investigated how ongoing excitation affects the mode of nigrothalamic transmission. As before, we simulated the model neuron with movement-related inhibitory inputs but added a background excitation mimicking input from many cortical neurons in the form of a Poisson spike train with the firing rate of 100 Hz and examined the effect of changing excitatory strength (Figure 6). In an idealised scenario, the model neuron spikes exclusively after the SNr movement-related decrease for both the rebound and disinhibition transmission
modes. These spikes are either post-inhibitory rebound spikes (in the rebound mode) or the result of depolarisation through excitation (in the disinhibition mode). However, we found that rebound and disinhibition modes could also coexist in regimes in which the model neuron has non-zero baseline firing rates (Figure 6a).

We characterised the nigrothalamic transmission mode (see Materials and Methods) according to the proportion of trials with rebound spikes for a range of inhibitory and excitatory inputs strengths (Figure 6a). Motor signals were transmitted via rebound spikes even in the presence of weak excitatory inputs ($g_{\text{CX-TC}} \leq 1.5 \text{ nS/um}^2$; Figure 6a). Interestingly, the transition from rebound to disinhibition mode was not abrupt, but there was a region where disinhibition and rebound spikes coexisted (Figure 6b). In these overlapping regions, rebound spiking seemed to be the dominant firing pattern with a strong, transient firing rate increase in response to the movement-related decrease, a phenomenon which was already observed in anesthetised songbirds (Kojima & Doupe, 2009; Figure 6d,e; see also Discussion).

We also examined the effects of varying the firing rate of the excitatory inputs (200, 500 and 1,000 Hz). While the rebound and disinhibition spiking mode still overlapped, the corresponding parameter region was shifted towards lower excitatory conductances. For moderate excitatory input firing rates (100 and 200 Hz), rebound spiking occurred also in regions in which the model neuron was spontaneously active (Figure 6e). This overlap was present for spontaneous activity up to 3 Hz in line with the average spontaneous firing of motor thalamus neurons in rats during open-field behaviour (Bosch-Bouju et al., 2014). However, for higher spontaneous activity (>7 Hz), rebound spiking vanished (Figure 6f). We conclude that the model neuron can transmit motor signals in the rebound mode also in the presence of excitatory inputs.

We also characterised the transmission precision for different transmission modes by computing the standard deviation of the timing of the first spike after the movement-related decrease across trials (Figure 6b). For the rebound transmission mode, the transmission precision was maximal (i.e., minimal timing standard deviation), but as the proportion of trials with disinhibition mode increased, the transmission precision decreased. In the weak inhibition and excitation regime, where rebound and disinhibition modes coexisted and the baseline firing rate of the model neuron was low (<7 Hz), the precision was smallest. This is important because the spiking variability can be characterised in electrophysiological recordings and may thus provide an indication of the transmission mode in vivo.

In summary, our computational model points to new functional roles for uncorrelated basal ganglia output in the high-fidelity transmission of motor signals. We characterised conditions and parameter regimes under which rebound spikes can occur in the thalamus as a response to movement-related decreases in firing rate of basal ganglia output neurons. In our model neuron, rebound spiking requires that most input from basal ganglia neurons exhibits movement-related pauses or synchronous baseline activity and that inhibitory inputs are strong relative to the excitatory inputs. Therefore, our model is in line with previous studies arguing that the conditions for rebound spiking are primarily given in pathological situations. However, our model also points to the possibility that rebound spikes could occur in healthy animals, but only under rather specific conditions with respect to the connectivity and inputs, in a small subset of thalamic neurons.

4 | DISCUSSION

We used computational modelling to study the impact of spike train correlations in the basal ganglia output on the transmission of motor signals. Based on previous studies, we focused our description on movement-related pauses in SNr activity (Hikosaka & Wurtz, 1983; Leblois et al., 2007; Schmidt et al., 2013; Schultz, 1986) and examined their effect on motor thalamus in the rebound transmission mode. However, as also neurons in, e.g., the superior colliculus can respond with a rebound spike after prolonged hyperpolarisation (Saito & Isa, 1999), our modelling results might apply more generally. Furthermore, while previous studies identified the important role of excitation in determining regimes in which rebound spikes can occur (Edgerton & Jaeger, 2014; Goldberg et al., 2013), our model produced rebound spikes in a wider parameter regime, also in the presence of excitation (Figure 6). In addition, rebound spiking overlapped with the disinhibition transmission mode, indicating that the different transmission modes might not always be clearly separable.

In our model, the impaired nigrothalamic transmission of motor signals for correlated inputs also indicates a potential functional role of uncorrelated activity in basal ganglia output regions, possibly as a result of active decorrelation (Wilson, 2013).

While we focussed here on the conditions and properties of rebound spiking, our model did not support that rebound spiking is the dominant nigrothalamic transmission mode in healthy animals. In line with previous studies, we found that rebound spiking primarily occurs for correlated activity (mimicking pathological conditions). Furthermore, rebound spiking depended on three main parameters of the nigrothalamic connections: the strength of inhibition, the degree of convergence and the number of rate-decreasing SNr neurons. Currently, the values of these parameters are unknown, but experimental studies provide rough estimates, and our computational approach allowed us to determine the range of parameter values under which rebound spikes can occur. In addition, basal ganglia output neurons have heterogeneous firing patterns during motor
tasks (Hikosaka & Wurtz, 1983; Leblois et al., 2007; Schmidt et al., 2013; Schultz, 1986; Schwab et al., 2020). Therefore, it seems plausible that also the transmission mode may vary across neurons and over time. Accordingly, rebound spiking may only occur under specific circumstances in motor thalamus and involve only a subset of neurons. Similarly, our modelling results indicated that there may be specific conditions in which rebound spiking could also occur in healthy animals. For example, synchronous movement-related pauses in many SNr neurons might constitute a transient signal that could lead to rebound spiking in a subset of neurons in the motor thalamus. However, this would require strong and specific connections from SNr to thalamus so that SNr neurons with the same firing pattern converge onto the same thalamocortical neuron. As these rebound spikes would only form a small subset of the total number of thalamic spikes, it might be difficult to detect them in extracellular recordings (Schwab et al., 2020).

Our modelling results also indicated that rebound spiking depends on the baseline firing rate of motor thalamus neurons. Notably, neurons with a low baseline firing rate may be more likely to transmit motor signals via rebound spikes (Figure 6a). From experimental studies, we know that neurons in the motor thalamus have diverse baseline firing rates (Gaidica et al., 2018; Guo et al., 2017). Therefore, we would predict that the subset of neurons with low baseline firing rates are more likely to exhibit rebound spikes, when receiving synchronous inputs. In addition, the nigrothalamic connection strength was an important parameter in our simulations, with stronger connections favouring rebound spike generation (Figure 6a; see also Kuramoto et al., 2011). Therefore, any change in nigrothalamic connection strength, e.g., during motor learning, can also affect the propensity of the circuit to generate rebound spikes.

Experimental studies have shown that rebound activity often involves bursts consisting of several spikes (Bosch-Bouju et al., 2014; Edgerton & Jaeger, 2014; Magnin et al., 2000). In contrast, our model here usually responded only with a single rebound spike. In our model, this had the advantage to simplify our quantification of the transmission quality, which would require additional measures to classify spikes within a rebound burst. Importantly, in a model variation with rebound bursts the overall effect of correlations on the transmission quality would stay the same (Figure S3). While rebound bursts in motor thalamus might play a role for transmitting motor signals further downstream, this is beyond the scope of this paper.

4.1 Functional role of active decorrelation in the basal ganglia

One prominent feature of neural activity in the healthy basal ganglia is the absence of spike correlations (Bar-Gad et al., 2003). This might be due to the autonomous pacemaking activity of neurons in globus pallidus externa/interna (GPe/GPi), subthalamic nucleus (STN) and SNr, as well as other properties of the network such as heterogeneity of firing rates and connectivity that actively counteracts the synchronisation of activity (Wilson, 2013). While uncorrelated basal ganglia activity may maximise information transmission (Wilson, 2015), our simulations demonstrate that it further prevents the occurrence of random pauses in SNr/GPi activity that could drive thalamic rebound spikes. Thereby, uncorrelated basal ganglia output activity may ensure that rebound spikes in motor thalamus neurons do usually not occur in healthy animals or only occur upon appropriate signals such as the movement-related decreases in basal ganglia output firing rate. In contrast, correlated basal ganglia output activity leads to rebound activity in motor thalamus also at baseline SNr activity, i.e., in absence of any motor signal. This decrease in the signal-to-noise ratio of motor signals may cause problems in motor control.

Evidence for the functional relevance of uncorrelated basal ganglia activity originates from the prominent observation that basal ganglia activity becomes correlated in Parkinson's disease (Bergman et al., 1998; Nevado-Holgado et al., 2014). Therefore, our simulations with correlated basal ganglia output activity capture a key aspect of neural activity in Parkinson's disease. Interestingly, our finding that basal ganglia correlations increase the rate of motor thalamus rebound spikes is in line with recent experimental findings. In dopamine-depleted mice with Parkinson-like motor symptoms, the rate of motor thalamus rebound spikes was also increased compared to healthy controls (Kim et al., 2017). Furthermore, an increased trial-to-trial variability of rebound spikes was found in dopamine-depleted mice, similar to our simulations (Figure 3).

Therefore, our results demonstrate the role of uncorrelated activity in the high-fidelity transmission of motor signals with low trial-to-trial variability from the basal ganglia to motor thalamus. Uncorrelated activity could be the result of active decorrelation in the basal ganglia (Wilson, 2013). In contrast, pathological correlations may lead to unreliable and noisy transmission of motor signals with high trial-to-trial variability, potentially contributing to motor symptoms in Parkinson's disease.

4.2 Role of rebound spikes for motor output

In our simulations, we only examined the activity of a single thalamocortical neuron. However, for motor signals propagating further downstream, the coordination of activity among different thalamocortical neurons might be relevant. Due to the low trial-to-trial variability of the response latency
of rebound spikes (Figure 6b), in the model, pauses in population SNr activity would lead to synchronous rebound spikes among thalamocortical neurons. In contrast, excitatory, Poisson inputs from cortex enhanced trial-to-trial variability (Figure 6b) and thus would not lead to synchronous activity among thalamocortical neurons. Even though downstream regions cannot directly distinguish thalamic rebound spikes from excitation-driven spikes, they might read out synchronous activity that occurs primarily for rebound spikes. Therefore, only coordinated activity in different thalamocortical neurons may lead to movement initiation (Gaidica et al., 2018) or muscle contraction (Kim et al., 2017). This is in line with the experimental finding showing that, despite no significant difference in the peak or average firing rates of single unit recordings from intact and knockout neurons lacking T-type Ca$^{2+}$ in the motor thalamus, multiunit recordings from intact neurons reached a stronger peak firing rate earlier than the knockout neurons (Kim et al., 2017). This early activation of a greater proportion of intact neurons after the termination of the inhibition, which indicates a coordinated activity across neurons, was accompanied by a muscular response, whereas no muscular response was observed in the knockout state (Kim et al., 2017). Therefore, rebound activity in an individual motor thalamus neuron may not lead to muscle contraction, but instead synchronous rebound spikes in several motor thalamus neurons may be required.

4.3 | Impact of sensory responses on the transmission of motor signals

SNr neurons that decrease their activity during movement also respond to salient sensory stimuli such as auditory ‘Go’ stimuli cueing movement (Pan et al., 2013; Schmidt et al., 2013). One proposed functional role for this brief firing rate increase is to prevent impulsive or premature responses during movement preparation in SNr neurons (Schmidt et al., 2013). In addition, in our model, we observed that, depending on the precise timing, inhibitory inputs mimicking sensory responses may also promote thalamocortical rebound spikes. This effect was present in the model when the sensory responses preceded the movement-related decrease by up to 40 ms (Figure 4).

In rats, performing a stop-signal task the same SNr neurons that responded to the ‘Go’ stimulus also responded to an auditory ‘Stop’ signal, which prompted the cancellation of the upcoming movement (Schmidt et al., 2013). These responses were observed in trials, in which the rats correctly cancelled the movement, but not in trials where they failed to cancel the movement. These SNr responses to the ‘Stop’ signal may delay movement initiation, allowing another slower process to completely cancel the planned movement (Mallet et al., 2016). In line with this ‘pause-then-cancel’ model of stopping (Schmidt & Berke, 2017), we observed that the SNr sensory responses can also prevent rebound spikes when they occur close to the time of the motor signal. In our model, this suppression effect was present up to 40 ms after the onset of the movement-related decrease in SNr activity (Figure 4). Thereby, our model provides a prediction for the temporal window of the functional contribution of sensory responses in SNr to behaviour. Importantly, sensory responses could either promote or suppress movements, depending on their relative timing to the motor signal, providing a highly flexible means to integrate sensory and motor signals in nigrothalamic circuits. However, due to the restricted parameter range in which our model generated rebound spikes, it is unclear whether the modulation of rebound spiking by sensory responses could also occur in healthy animals.

4.4 | Effects of DBS

In our model, correlated basal ganglia activity increased the number of rebound spikes in thalamocortical neurons. In particular, higher-order correlations lead to pauses in the SNr population activity promoting rebound spikes, while pairwise correlations alone did not affect the nigrothalamic transmission of motor signals (Figure 2b). This suggests that in Parkinson’s disease higher-order correlations are relevant for motor symptoms, which offers some insight into the potential mechanisms by which deep brain stimulation (DBS) might alleviate some of the motor symptoms such as rigidity and tremor. DBS in the STN and GPi has complex and diverse effects on the firing rate of neurons in SNr/GPi (Bar-Gad et al., 2004; Zimnik et al., 2015) and thalamus (Muralidharan et al., 2017). According to our model, strong increases in SNr and GPi firing rates observed after STN DBS (Hashimoto et al., 2003; Maurice et al., 2003) would decrease the duration of the spontaneous pauses in the population activity (Figure 3c). Thereby, even for correlated SNr activity, the duration of the pauses would not be long enough to allow the generation of a rebound spike in the thalamocortical neuron. This conclusion also holds when a subset of neurons in SNr and GPi decrease their firing rate during STN DBS (Hahn et al., 2008; Humphries & Gurney, 2012). The decrease in the firing rate would decrease the degree of correlation by eliminating or displacing the synchronous spike times and therefore weaken the inhibition preceding the pauses that could have potentially evoked rebound spikes.
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