Lip language identification via Wavelet entropy and K-nearest neighbor algorithm
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Abstract

INTRODUCTION: Image processing technology is widely used in lip recognition, which can automatically detect and analyse the unstable shape of human lips.

OBJECTIVES: In this paper, we propose a new algorithm using Wavelet entropy (WE) and K-nearest neighbor (KNN) improves the accuracy of lip recognition.

METHODS: At present, the two most commonly used technologies are wavelet transform and 𝑘-nearest neighbor algorithm. Wavelet transform is a set of image descriptors, and the 𝑘-nearest neighbor algorithm has high accuracy. After a large number of experiments, we propose a lip recognition method based on Wavelet entropy and 𝑘-nearest neighbor, which combines Wavelet entropy, 𝑘-nearest neighbor and K-fold cross validation.

RESULTS: This method reduces the calculation time and improves the training speed. The best result of the experiment improves the accuracy to 80.08%.

CONCLUSION: Therefore, our algorithm is superior to other state-of-the-art approaches of lip recognition.
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1. Introduction

1.1. What is Lip language identification

Lip speech recognition is a technology that combines machine vision and natural language processing to identify speech content directly from the image of someone speaking. Lip recognition system using machine vision technology, continuous identify faces from the image, determine which is the speaker, to extract the person mouth change characteristics of continuous, then enter the characteristics of continuous variation to the lip recognition model, identify the corresponding pronunciation speech population type, then according to identify the pronunciation, calculated that the most likely of natural language statements. In the process of lip recognition, the relationship between mouth shape and pronunciation, pronunciation and text, is not the only corresponding, there are often multiple possible alternative results, need to calculate the most possible result in real time.

1.2. Literatures

In recent years, image processing techniques have been extensively developed for human lip recognition, which can automatically detect and analyse the unstable shape of human lips and distinguish in real time whether the user is speaking or not. Examples include audiovisual speech
recognition (AVSR) [1], visual speech recognition (VSR) [2, 3], speaker recognition [4-6], intelligent human-computer interaction (HCI) [7], vision-based voice activity detection (VVAD), etc. Research in the field of speech technology has achieved remarkable results both at home and abroad. In 1984, the University of Illinois developed a lip recognition system, which improved the accuracy of speech recognition by using visual information of functional features of the lips as an aid to speech recognition [8]; Kass used the Snake model to fit the contours of human lips [9-11]; in 2012, Liu proposed a lip tracking method for speaker recognition that considers the darkest part of the grayscale image as the corner of the mouth and the relatively large scatter between adjacent pixels as the contour line [5]; in 2015, Goldschen used principal component analysis [12, 13] and the coefficient matrix method to extract lip image features, and then used a Hidden Markov model for lip recognition [14]. Later, Chiu et al. combined these two methods for feature extraction of input data and used Hidden Markov Models to identify isolated words [15]. It is worth mentioning that in recent years, more and more online technology giants are studying lip recognition technology. In December 2017, Sogou held a media communication meeting in Beijing to publicly introduce this new lip recognition technology, at which Chen Wei, technical director of Sogou's voice interaction center, stated that with Sogou's strong technical background in natural language processing, Sogou is in the leading position in this field, and Sogou uses Mature convolutional neural network technology to model Chinese lip recognition sequences, using a large amount of real lip data to train the network model and build a vocabulary of more than 100,000 words. Sogou tested the trained model, and the network model had an accuracy rate of over 60%, higher than Google's 50%. Meanwhile, Sogou applied the technology to some vertical scenes and the recognition accuracy exceeded 90%.

1.3. Shortcomings of state-of-the-art methods

In the process of human communication, the face of the speaker contains extremely rich facial expressions and a variety of lip movement information. It is so much facial information superimposed together that makes it difficult to interpret the lip information. Because of these reasons, many recognition methods cannot well cover the details of the lip information. For example: computer-assisted lip-reading system (CALRS) proposed in 2008, it uses object-oriented image processing method to recognize the correct lip and neural network. The system uses SOMNN (self-organizing map neural network) to accurately compare the lip images of Putonghua speech and process the lip features to help the hearing-impaired to pronounce correctly. However, from the experiment results, the performance of the recognition system is only good enough for 10 phonemes, not for all 37 Mandarin phonemes [16]. Using this method can identify too few phonemes to meet the needs of our daily conversation and life, and the recognition rate is not high.

Until 2012, a calculation method that can obtain the characteristics of moving lips was proposed. It was tested by Yun Long lay et al. Using a method called principal component analysis and mouth change rate. It is a lip recognition system that uses image processing technology, neural network algorithm and database to help people or computer understand lip [17]. It mainly detects and analyses the dynamic changes of lip shape. However, because it uses neural network to gather similar image features first, and then recombines them, the recombining rate of its real-time system largely depends on the lip shape. So, from the experimental results, the researchers discovered that the major problem in automatic lip reading is to recognize the lip shape sets when possessing the word with the similar pronunciation voice. The same algorithm as this method is HMM (Hidden Markov Model). In application, HMM is mainly used for statistics. It infers the results by using the number of hidden states and the probability of each case, combined with their predictable state chain. It can greatly improve the efficiency of calculation results, but it will also increase the probability of calculation uncertainty. Because it depends on a variety of States and its corresponding observation objects, once one party makes a mistake, the result will deviate greatly from the correct answer.

Another example is GMM (Gaussian mixed model) algorithm, which combines Gaussian function with linear function. GMM algorithm not only has fast calculation speed, but also has high precision. Theoretically, it can simulate almost any type of distribution. But its shortcomings are also obvious. It needs more data than huge data, and more possibilities of results should be considered. Therefore, a large amount of data is needed to simulate the situation in order to improve the accuracy of its calculation. Once the amount of data provided is not enough or the data situation is not enough, then the variance of its calculation will increase, which cannot guarantee the accuracy of the calculation. Compared with traditional classification methods, support vector machine has better classification effect and significant advantages of elegant mathematical processability [18]. It performs well in the second class classification algorithm, but we often need to solve the multi classification problem in the calculation, and SVM does not perform well in solving the multi classification problem. In the face of large-scale samples, especially when it comes to the calculation of n-order matrix, it will consume too much system memory and running time, and the calculation efficiency will be very slow.

1.4. Our contribution

The Wavelet entropy (WE) algorithm not only effectively reduces the number of features, but also improves the performance of the recognizer [19]. In addition, Wavelet entropy values of different types are significantly different,
which proves that Wavelet entropy is very effective for the change of lip shape. The reason why we can get good performance may be that we can analyze the transient characteristics of non-stationary variation of lip shape [20]. In pattern recognition, the K-nearest neighbor (KNN) is a classification method based on the nearest training sample in feature space [21]. The KNN is a basic and simple method in pattern recognition. When the data distribution information is insufficient, it is one of the preferred classification methods [22].

Our lip recognition technology (WE+KNN) product the advantages of both methods. "WE + KNN" is superior to the most advanced lip recognition method in recognition accuracy. In addition, the technology can not only reduce the training time, but also meet the actual needs of online recognition calculation time. This shows the effectiveness of "WE + KNN" [20].

2. Dataset

We took 26 categories of lip images as a data set, that is, Figure 1, from these 26 categories of continuous analysis validation. Pinyin is composed of initials and finals. The different pronunciation of initials is determined by the different parts and methods of pronunciation. The area where airflow is blocked during pronunciation is called the articulation area. Initial pronunciation refers to the way and condition in which the larynx, mouth and nose control airflow during pronunciation. It can be observed from three aspects: the blocking mode, whether the vocal cords are vibrating or not, and the intensity of airflow. Therefore, our data analysis is based on these parts for preliminary analysis [23]. There are 39 vowels in Chinese Pinyin. Vowels consist mainly of vowels or vowels with nasal consonants. A vowel in which the position of the tongue, the shape of the lips, and the opening of the mouth remain unchanged are called monosyllabic. The difference of unit sounds is mainly caused by different mouth and tongue positions. The lifting and stretching of the tongue, the flattening and turning of the lips, and the opening and closing of the mouth all produce different forms of resonance, resulting in vowels of different timbre. Polyphonic phonemes are composed of polyphonic sounds, which are the vowels in which the position of the tongue and the shape of the lips change during the vowel pronunciation. We will conduct follow-up analysis based on these characteristics.

3. Methodology

3.1. Wavelet entropy

Wavelet transform is a set of image descriptors that can analyze images at any resolution. At present, wavelet transform has become the choice method for many images analysis and classification problems. Nevertheless, the main disadvantage of wavelet transform is that it requires large storage space and expensive computation. Therefore, WE propose a new feature, WE, which aims to extract the entropy from the coefficients.

In statistics, entropy is defined as a random system to measure its randomness quantitatively. Entropy also represents our uncertainty about the source of information. Thus, entropy can be used to characterize the texture of the input image. The entropy of the image can be approximated from the histogram of the image. The histogram shows the different grayscale probabilities in the image [24].

The state of entropy refers to the degree of chaos in a system and is used to indicate how evenly any one kind of energy is distributed in space. The more evenly distributed the energy, the greater the state of entropy. When the energy of a system is completely evenly distributed, the state of the system is at its maximum. Wavelet state is a measure of the disorder degree of signal energy distribution in subspace. In fact, a very ordered signal is a narrowband signal (such as a periodic signal of a single frequency), with a relative wavelet energy of 1, while the relative wavelet energy of other frequency bands is 0, so the ordered signal has a wavelet equivalent of O or very close to 0. For a signal with a very uniform energy distribution, the relative wavelet energies of all frequency bands are approximately equal, so the wavelet state will be a relatively large value.

As for the concept of stew, there are many ways to define it, depending on the use of different situations to choose a different variety of children, among which the most commonly used is the Shannon child. Shannon's state theory points out that for an uncertain system, if a random variable $X$ with a finite number of values is used to represent its state characteristics, the probability of its value being $X$ is

$$Q_i = Q(X = x_i), \quad i = 1, 2, \ldots, n \quad \sum_{i=1}^n Q_i = 1$$

Then the information entropy of $X$ is defined as:

$$H(X) = \sum_{i=1}^n Q_i \ln (1/Q_i) \quad (1)$$
Information desks can be used to quantitatively estimate the complexity of random signals. Spectral differences based on the concept of Shannon's differences are information differences that can be used to analyze the complexity of signals. The narrower the spectrum peak in the power spectrum, the smaller the spectrum blue is, which indicates that there is obvious oscillation rhythm in the signal and the complexity is small. On the contrary, the flatter the power spectrum, the larger the spectrum. However, the power spectrum estimation based on Fourier transform is only applicable to stationary signals, and the frequency resolution of the spectrum estimation is proportional to the signal length used. A short time window will cause serious sidelobe leakage effect and make the power spectrum distortion. Wavelet transform can locate and analyze non-stationary time-varying signals simultaneously in time domain and frequency domain.

(i) By using binary discrete wavelet transform, the signal can be decomposed into various components at different scales, and the wavelet coefficient $C_j(k)$ is obtained. The energy at different scales can be directly estimated by using these wavelet coefficients. The implementation process of binary discrete wavelet transform is equivalent to using a set of high-pass and low-pass filters repeatedly to decompose the time series signals step by step. After each decomposition, the sampling frequency of the signal is reduced by one time, and then the decomposition process of the low-frequency component is repeated, so as to obtain the next level of two decomposition components. Let the high frequency component coefficient of the signal at time $k$ be $cD_{j,k}$ under the $J$th decomposition scale after the above transformation. The low-frequency component coefficients are $cA_{j,k}$ and $x$. After single reconstruction, the signal components $D_j$ and $A_j$ are obtained.

The detail signal energy of $j$ with different resolutions is $M_j = \sum_k |C_j(k)|^2$. Where the wavelet coefficient $C_j(k) = \langle x(t), Q_{j,k}(t) \rangle > C_j(k)$ and the total energy of the signal is zero.

$$M = ||x(t)||^2 = \sum_j \sum_k |C_j(k)|^2 = \sum_j M_j \quad (2)$$

(ii) Therefore, the normalized wavelet $P_j = \frac{E_j}{E}$. Clearly $\sum_j P_j = 1$. Similar to entropy Wavelet entropy defined:

$$WEE = -\sum_j Q_j \ln (Q_j) \quad (3)$$

Therefore, Wavelet Inversion $WEE$ can reflect the chaotic degree of multi-frequency component signals and provide the dynamic characteristics of the signals.

WE is a new method to analyze the transient characteristics of complex signals. It is used to calculate the entropy of the probability density function PDF of the variable of the energy distribution of the wavelet coefficients in the wavelet domain. The WE value has the physical meaning of order/disorder degree of multi-scale time-frequency resolution signal. It combines wavelet transform and tangency entropy to estimate the disorder and order degree of a specific image with a specific spatial frequency resolution [25, 26]. Therefore, Wavelet entropy is of great significance for lip recognition.

WE can be used to represent the mean value of information and uncertainty in lip feature signals, and to represent the useful information in the dynamic process of signals. After the multi-scale wavelet transform of the signal, the wavelet coefficients of each scale are transformed into a probability distribution sequence. The entropy calculated by the sequence can reflect the difference and degree of different lip shapes. Therefore, we analyze different types of lip shapes and decompose the lip image by Wavelet entropy, as shown in Figure 2. Combined with the change characteristics of lip shape and tongue position, we find out the differences between different lip shapes to obtain more accurate values.

![Figure 2. Wavelet entropy decomposition of lip](image)

**3.2. KNN**

K-nearest neighbor (KNN) Classification Algorithm is a data mining degradation algorithm with mature theory and low complexity. The basic idea is that in the sample room, when the next proximity samples belong to a category, the samples belong to the same category. The nearest neighbor is a single or multi-dimensional feature vector used to describe the sample at the nearest point. The closest point criterion may be the Euclidean distance of the feature vector [21]. The KNN classification algorithm consists of two steps: 1) In order to find a set of KNN for a given set,
it searches the training set using a certain distance metric; 2) It classifies queries based on the majority of the classes in KNN [19].

KNN is one of the oldest and simplest methods of pattern classification. However, it often produces the result of competition, in some fields, when skillfully combined with prior knowledge, it is already ahead of the highest level of technology. KNN regular pattern classification classifies each unlabeled sample through the majority of labels in the KNN in the training set. Therefore, its performance depends largely on the distance metric used to identify the nearest neighbor. KNN approach is one of the simplest methods in exponential data mining classification technology. Because of its simple implementation and excellent performance, it has been widely used in data mining and machine learning applications.

KNN means $k$ nearest neighbors, which means that each sample can be represented by its nearest $k$ neighbors. The core idea of KNN algorithm is that if most of the $k$ most adjacent samples of a sample in the feature space belong to a certain category, then the sample also belongs to this category and has the characteristics of samples on this category.

This method only determines the category of the samples to be divided according to the category of the nearest one or several samples. The KNN method is only related to a very small number of adjacent samples in category decision making. Since the KNN method mainly depends on the surrounding limited adjacent samples, rather than on the method of discriminating the class domain to determine the category. Therefore, the KNN method is more suitable than other methods for the sample set to be divided which has more crossover or overlap in the class domain. So, this paper uses KNN to process experimental data. The algorithm is divided into the following steps:

Firstly, in order to find a group of KNN for a given set, it uses a certain distance metric to search the training set [27].

Secondly, it classifies the query in accordance with the majority of a class in KNN [28]. Suppose that $\{(a_i, b_i)\}_{i=1}^n \in D$ is the training set, and $a_i$ is a v-dimensional vector, $b_i$ is the label of class.

For a query $a_j$ in a testing set $(a_j, b_j)$, the algorithm obtain its unknown $b_j$ in these ways:

i. Calculate the distances between $a_j$ and each $a_i$ of the training set. It is useful to measure the weight of neighbors so that the weight of closer neighbors is more significant than that of distant neighbors. For example, a common weighting scheme is to assign a weight of $1/D$ to each neighbor, where $D$ is the distance to the neighbor[29].

ii. Put all the distances in descending order.

iii. Choose $k$ samples in the training set which are the nearest to $a_j$.

iv. Determine the occurrence frequency of these $k$ sample categories.

v. The class with the highest frequency of occurrence is regarded as the class label of $a_j$.

The process is shown in Figure 3.

Simple calculation by KNN algorithm, we can quickly get a more accurate Lip language recognition results. In the absence of prior knowledge, most KNN classifications use simple Euclidean distances to measure differences between examples represented as vector inputs. However, the Euclidean distance measure does not take advantage of any statistical laws in the data that might be estimated from a large set of training samples. Ideally, the distance measurement of the KNN classification algorithm should be adapted to the specific problem being solved. For example, it is difficult to use the same distance measure in both mouth recognition and speech recognition to achieve optimal classification, even though in both tasks the distance is a fixed-size image calculated between the same tasks. In fact, many researchers have shown that KNN classification can learn distance measures from the example of labeling, and can be significantly improved. Even linear transformations with simple (global) input characteristics can yield better KNN classification. Our work on lip recognition builds on the success of these previous methods and takes it in a new direction [30].
3.3. K-fold cross validation

The data in machine learning modeling is divided into two parts, one is the test set, the other is the training set. The test set is separate from the training set and is used for the final evaluation of the model. When the training set is used in the training process, the phenomenon of overfitting often appears in the training process. Overfitting means that the data in the training set can match the model well, while other data outside the training set cannot match the model as well as the data in the training set. Since the data from the test set is used for the final evaluation of the model, we cannot use the test data to debug the model. The best way to solve the over-fitting is to separate the training data into another part to adjust the model, and this part of data is called validation data.

Validation data is part of the training data, but it does not participate in the training process to ensure the objectivity of the matching degree of the evaluation model to data outside the training set. Such assessments are usually done using K-fold cross validation (circular validation). Firstly, all the original data of the training set are divided into K group (k-fold), each subset is separately made a validation set, and the rest of the k-1 group of subsets are training sets. K models are obtained, and these K models are evaluated by validation sets respectively, and the cross-validation error is the sum average of the final error MSE (Means Square Error). Cross-validation (cyclic validation) is a validation method that makes efficient use of limited data, and its evaluation results can be closer to the final evaluation of the model by the test set. Such results can be used as indicators for model optimization [31].

The following is a simple example to illustrate the k-fold process. The raw data are shown below.

\[0.2, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.3]\n
If \(K=4\),

- Fold \(\alpha\) = [0.4, 0.8] \hspace{1cm} \text{(4)}
- Fold \(\beta\) = [0.5, 0.7] \hspace{1cm} \text{(5)}
- Fold \(\gamma\) = [0.6, 0.9] \hspace{1cm} \text{(6)}
- Fold \(\Omega\) = [0.2, 0.3] \hspace{1cm} \text{(7)}

We can observe the following Table 1, four models will be used for cross-validation, respectively for training and testing.

| Model | Train | Test |
|-------|-------|------|
| \(\alpha\) | Fold \(\alpha\) + Fold \(\beta\) | Fold \(\Omega\) |
| \(\beta\) | Fold \(\beta\) + Fold \(\Omega\) | Fold \(\alpha\) |
| \(\gamma\) | Fold \(\gamma\) + Fold \(\Omega\) | Fold \(\beta\) |
| \(\Omega\) | Fold \(\gamma\) + Fold \(\Omega\) | Fold \(\gamma\) |

4. Experiments Results and Discussions

4.1. Statistical Results

As can be seen in Ten runs of our method Table 2, our method obtained an overall accuracy 78.30±1.30%, which is relatively effective and feasible. Additionally, the highest accuracy rate reached 80.08% and the lowest accuracy rate reached 75.78% in the results of ten runs. The gap between the results of each run is small, which reflects the stability of the test.

| Run | Our Method |
|-----|------------|
| 1   | 75.78      |
| 2   | 76.95      |
| 3   | 78.13      |
| 4   | 76.95      |
| 5   | 79.30      |
| 6   | 78.91      |
| 7   | 78.13      |
| 8   | 80.08      |
| 9   | 78.91      |
| 10  | 78.91      |
| Average | 78.30±1.30 |

4.2. Training method comparison

Random subsampling, leave-one-out validation and K-fold cross validation are recommended as common cross validation methods. As full use of data in training and verification, K-fold cross validation was adopted in our experiment. Assuming K-fold partition, K-1 folds of data set are for training and remained folds are for validation. As a rule of thumb, value of K is frequently chosen as 5, 10, etc. In this test, 5-fold, 10-fold, 15-fold and 20-fold cross validation were compared. It is observed that 10-fold cross validation reaches 0.7% higher accuracy rate than 5-fold. Meanwhile, 15-fold is superior to 10-fold of value 0.5% and 20-fold is superior to 15-fold of value 0.3%. However, the value of K should be picked. Large value of K leads to large variance of estimator, consuming more calculation time. Contrarily, small value of K leads a large estimator deviation. Thus, 10-fold cross validation can be regarded as appropriate, which prevents overfitting and achieves out-of-sample estimation.
4.3 Comparison to State-of-the-art Approaches

Several state-of-the-art approaches were compared to our method. The comparison results were listed in Table 3. As can be observed that ANN, SVM, HMM, GMM, DNN were employed and the average accuracy was from about 50% to 80%, which indicates that the recognition rate is not high and it is not easy to improve the identification of lip language. Relatively speaking, our method has more advantages and potentials, which combines Wavelet entropy, K-nearest neighbor and K-fold cross-validation. Among them, Wavelet entropy can reduce the number of features, improve the training speed of the classifier, and reduce the need for memory. KNN is most suitable for image data with extremely low-dimensional features. Especially, KNN only retains feature vectors during training, which saves training time and only needs to be calculated during the verification phase. In fact, since each new instance will not be trained, the calculation time will be shortened. K-fold cross-validation can avoid overfitting and realize out-of-sample estimation. All of these enhanced the advantages of our method. Thus, proposed method is superior to other state-of-the-art approaches.

Table 3. Comparison with state-of-the-art approaches

| Method                  | # Images/words | Overall Accuracy |
|-------------------------|----------------|-----------------|
| K-Means + ANN [5]       | 6              | 64.4            |
| Eigen lips + SVM        | 26             | 70.6            |
| HOG+SVM [32]            | 26             | 71.3            |
| CD-HMM [33]             | 300            | 47.48           |
| CD-GMM [33]             | 300            | 49.19           |
| CD-DNN [33]             | 300            | 77.19           |
| GMM-HMM [34]            | 180            | 63.4            |
| DNN-HMM [34]            | 180            | 64.9            |
| WE-KNN (proposed)       | 520/26         | 78.30± 1.30     |

5. Conclusions

According to the description, wavelet transform technology is a series of image descriptors, no matter what kind of resolution the image needs, it can study and analyze the image. However, it also has many disadvantages. Because of its time scale representation, it is very suitable for the analysis of nonstationary signals in essence, but it needs more storage space and is very expensive in calculation. DWT allows image decomposition with different kinds of coefficients preserving the image information. The major disadvantage of this technique is that its excessive features increase computation times and storage memory [24].

K-nearest neighbor algorithm has high accuracy, is not sensitive to outliers, and does not need data input assumption, but its time complexity and space complexity are very high. The choice of k in KNN classification depends on the number of features and the number of training samples. With a low value of k, the classification result is more influenced by individual samples [35]. When the sample data is unbalanced, for example, the sample size of a class is very large, while the sample size of other classes is very small. At this time, when it inputs a sample, most of the k-nearest values of the class with large sample size may lead to its classification error. In addition, it is highly dependent on training data. Although all machine learning algorithms are highly dependent on data, this phenomenon is particularly serious for K-nearest neighbor algorithm. If we have one or two wrong data in the training data set, and it happens to be next to the value we need to classify, then the predicted data will not be accurate enough. From this, we can see that the fault tolerance of K-nearest neighbor algorithm to the training data is too poor.

The combination of Wavelet entropy, K-nearest neighbor and K-fold cross validation is an innovation. This method can effectively reduce the number of features, improve the training speed of classifier and reduce the demand for memory. There are significant differences in different types of wave values, indicating that Wavelet entropy is very effective for lip shape change. In addition, KNN only retains the feature vectors during training, rather than training each vector, so it can reduce the calculation time and improve the efficiency. "We + KNN" combines the advantages of the two methods, making it superior to the most advanced lip recognition method in recognition accuracy. In the future continuous research, we will unremittingly optimize the algorithm, save time, strive to achieve better recognition accuracy than at present, and contribute to lip recognition.
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