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Abstract: Recent years have witnessed an upsurge in the penetration of solar and wind power. This can be chiefly attributed to worldwide climate concern and inclination towards low carbon sources. Owing to their abundant availability, solar and wind resources are projected to play a key part in de-carbonization of power sector. However, the variability of these sources and high initial cost pose a major challenge in their deployment. Thus, reliability and economic assessment is imperative to hybrid power system (HPS) with solar and wind integration. This paper tenders a survey on different aspects involved in reliability and economic assessment of HPS. Various techniques employed in uncertainty modelling of climatological parameters like solar irradiance and wind velocity have been deliberated. A detailed discussion on reliability evaluation parameters as well as techniques along with their merits and demerits has been carried out. In order to impart a sense of extensiveness to review, a discussion on economic evaluation metrics has also been presented. Further, author’s critical comments on review along with suggestions for possible research avenues has also been presented. The review presented in this paper is envisioned to facilitate a comprehensive guide towards evaluation of solar and wind energy based HPS.
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1. Introduction

Hybrid power system comprises of a fusion of generating systems based on renewable, non-renewable and storage technologies. With adequate combination of different generation technologies, hybrid systems are capable of providing increased standards of reliability and security. A hybrid power system can be planned up as an autonomous entity or can be coupled to centralized grid at the point of common coupling (PCC) [1-2]. Fig. 1 depicts a schematic of HPS comprising of solar and wind generators, connected to grid at PCC.

In remote areas with scarce population, the cost of extending grid for providing electric power could be excessively high. Autonomous HPS have emerged as a viable alternative for providing electricity access in these areas. HPS employing renewable energy sources (RES) based distributed generators (DGs) can prove to be an attractive option in comparison with fossil fuel based generators [3]. The planning of an autonomous power system is mostly concentrated on providing grid quality electricity to an area in the most reliable and economic manner. The abundant availability of solar and wind resources has led to an inclination towards utilization of these resources for autonomous as well as grid connected applications. However, the variability associated with these resources hampers the prospects of their use for autonomous applications or for utilization on grid [4]. Maintaining system reliability with of solar and wind generators is a major issue in system planning. Energy storage is seen as a viable solution for curbing the intermittency of these resources.
Further, solar and wind generation technologies have high capital cost associated with them. Nevertheless, these technologies offer the advantage of lower operating cost as compared to conventional generating units. Thus, RES based DGs, even though capital intensive, win over diesel generators due to their lower operating costs. Thus, a careful economic evaluation with the purpose of justifying economic viability of solar-wind integration in comparison with...
conventional technologies is required. Hence, reliability and economics are two very important features of system planning with solar-wind based distributed generators.

This paper reviews current status of research in reliability and economic evaluation of HPS in presence of solar-wind based distributed generators. Fig. 2 presents a schematic representing reliability and economic evaluation framework of HPS. The reliability evaluation of systems incorporating solar-wind generators necessitates suitable modelling of climatological information viz. wind velocity and solar radiation. Thus, a discussion on different methods of modelling of these parameters has been carried out in Section 2. Section 3 is dedicated to reliability evaluation and comprises of two parts: reliability evaluation criteria and techniques. It has been found that system well-being criteria offers a robust approach in system planning and surpasses traditional deterministic and probabilistic criteria. Reliability evaluation techniques comprising of analytical and simulation based approaches have been surveyed in detail in Section 3. The approaches have been particularly looked upon with reference to solar and wind based generators. In order to present an insight into financial assessment studies, various economic evaluation parameters as reported in literature have been surveyed in Section 4. The noteworthy conclusions from review have been summarised in Section 5.

![Fig. 2 - Schematic of reliability and economic evaluation framework of HPS](image)
2. Modelling of Solar Irradiance and Wind Velocity

The irradiance and wind velocity are highly intermittent parameters. Thus, determining system reliability with solar and wind generators is a challenge. Fig. 3 presents a manifestation of contribution of stochastic behaviour of RES in system reliability. The appropriate modelling of wind velocity and solar radiation is indispensable to system planning. Modelling assists in pre-assessment of solar/wind energy potential in an area which is essential for planning of a reliable and economically justifiable hybrid power system. The methods used for modelling are discussed in following subsections.

Fig. 3 - Reliability issues in micro-grid

2.1 Modelling Using Probability Density Functions

Probability density functions are a very prevalent method of modelling wind velocity and solar irradiance [5-12]. The irradiance and velocity are considered as stochastic parameters and assumed to follow suitable PDFs. Karaki et al. [5] have performed wind velocity modelling using Weibull PDF. Shata and Hanitsch [6] have identified Weibull parameters for 10 stations in Egypt. WASP program has been used for technical assessment. On the similar lines, Beta PDF has been used for modelling solar irradiance and Weibull pdf for wind velocity in many other references [7, 9, 10-12]. Atwa et al. [7] have identified the seasonal variations in wind velocity and solar irradiance. On the basis of meteorological parameters, optimal resource mix has been determined. Khatod et al. [8] have designed HPS by considering variability of RES using PDFs. On the similar lines, Paliwal [9] has extended the analysis with HPS incorporating storage. Weibull and Lognormal distributions for modelling wind velocity have been used by Garcia et al. [13]. It has been concluded that Weibull distribution gives a better fit. Based on literature survey, it has been found that most commonly employed PDF for modelling wind velocity is Weibull and for solar irradiance is Beta PDF. These PDFs are concisely deliberated in following sections.

2.1.1 Beta PDF for Solar Irradiance Modelling

The Beta PDF [7-12] is represented as follows:

\[
f_b(s) = \begin{cases} \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} s^{\alpha-1} (1-s)^{\beta-1} & \text{for } 0 \leq s \leq 1, \alpha \geq 0, \beta \geq 0 \\ 0, & \text{otherwise} \end{cases}
\]

(1)

The parameters of PDF can be estimated once mean \( \mu_b \) and standard deviation \( \sigma_b \) of Beta distribution are known.

As an illustration, the modelling of solar irradiance using Beta PDF has been presented in Fig. 4. The historical data for site of Jaisalmer, India has been obtained from [14]. The PDFs have been presented for time segment 1:00-2:00 pm. On the similar line, PDFs for other time slots can be acquired.
2.1.2 Weibull PDF for Wind Velocity Modelling

The Weibull distribution using shape and scale parameters is most widely used for modelling of wind velocity and is given by [5-12,15]:

\[
f_w(v) = \frac{k}{c} \left( \frac{v}{c} \right)^{k-1} e^{-\left( \frac{v}{c} \right)^k} \quad \text{for} \ v > 0, \ c > 1 \text{ and } k > 0
\]  

The parameters \( k \) and \( c \) represent the characteristics of velocity data effectively [16]. As an illustration, the modelling of wind velocity using Weibull PDF has been presented in Fig. 5. The historical data of wind velocity for site of Jaisalmer, India has been obtained from [17]. The wind velocity data available from meteorological stations corresponds to the height at which anemometers have been installed. The measured wind velocity is extrapolated to any hub height through power law equation as follows [18]:

\[
v = v_0 \left( \frac{h}{h_0} \right)^\alpha
\]  

where, \( h, h_0 \) = hub height and reference height respectively, meters, \( v, v_0 \) = projected wind velocity and reference wind velocity respectively, m/s, \( \alpha \) = power law exponent.
2.2 Modelling Using Time Series Methods

Time series methods [19-26] have been popularly employed for generation of wind velocity and solar radiation data. Kaminsky et al. [19] have provided a comparison of six methods of generating time series data of wind velocity. Sfetsos [20] has also provided a comparison of traditional ARMA model, feed forward and recurrent neural networks. The analysis revealed that neural logic networks produced least error. Castino et al. [21] obtained better results by combining discrete auto regressive model of second order with Markov chain. Almorox and Hontoria [22] estimated global solar radiation for 16 locations in Spain and found that third degree models give better performance. In [23], a model based on trigonometric function has been employed. Rensheng et al. [24] have used Angstro¨m and Bahel model for estimating daily sunshine data in China. Sulaiman et al. [25] have used ARMA models for analysing irradiance data of Malaysia. In [26], AR -1 model has been used for generating time series of solar irradiance. ARMA models have been largely used for synthetic time series. The method can be successfully implemented for creating data sets in cases where consistency exists [15, 27]. For a time series of data \( X_t \), the ARMA model can be used to predict value of this series by its statistical properties. Fig. 6 represents a schematic depicting steps in implementation of time series method. The model comprises of two fragments:

i. Auto regressive (AR) with order \( p \)

ii. Moving average (MA) with order \( q \)

The data series \( X_t \) can be used to create an ARMA \((p,q)\) model using following equations:

\[
X_t = \sum_{i=1}^{p} \phi_i X_{t-i} + \alpha_t - \sum_{j=1}^{q} \theta_j \alpha_{t-j}
\]

where, \( \phi_i (i = 1,2,\ldots, p) \) and \( \theta_j (j = 1,2,\ldots, q) \) are the AR and MA parameters of model respectively and \( \alpha_t \) is a normal white noise process.

---

**Fig. 6 - Implementation of time-series method for solar/wind forecasting**

2.3 Modelling Using Markov Chain

Markov transition probability matrix has been widely used for generating solar irradiance and wind velocity data [27-29]. Markov Chains are stochastic mathematical systems that are characterized by assessing transition probabilities between discrete states [29]. In [30] it has been concluded that one step Markov chain model provides better generation of synthetic time series. Sahin and Sen [31] suggested that though first order Markov chain is simple to implement, the second-order can provide better results. Markovian model for wind velocity modelling has also been used by Torre et al. [32] and Shamshad et al. [29]. The observed and generated wind velocity have been compared. The statistical characteristics were found to be adequately preserved. The order of Markov chain decides the number of preceding states on which next state depends. The procedure to evaluate time series by using Markov transition probability matrix [27, 29] is as follows:

i. The observed time series is fragmented into different states.

ii. Evaluate transition probability matrix based on order of Markov chain. For \( m^{th} \) order Markov chain, current state is governed by \( m \) preceding states.

iii. Evaluate cumulative transition probability matrix(CTMP).

iv. Select \( i^{th} \) state randomly as initial state.

v. Obtain a random number (R) between [0, 1].

vi. Compare R with the \( i^{th} \) row elements of CTMP.
vii. If \( R \) is less than cumulative probability (CP) of previous state, the previous state is adopted. Else, if it is more than CP of previous state but less than CP of following state, following state is adopted. Using above steps, time series can be obtained.

### 2.4 Modelling Using Artificial Neural Network

Artificial neural network (ANN) has been efficaciously employed to generate wind velocity [33] and solar irradiance data sets [34]. A review on forecasting models using ANN and other artificial intelligence approaches have been provided by Lei et al. [33]. The main advantage of ANN is their ability to perform well in absence of detailed system knowledge. Kalogirou [34] has further reviewed application of ANN for solar irradiance and wind velocity forecasting. ANN consists of input, output and one or more hidden layers. In individual layers, a number of neurons are present. The former interpretations are used as input to model. The output of the model is the required forecasted value. The transfer function used for processing input is stored in the hidden layer [34-35]. Fig. 7 explains the implementation of ANN for forecasting of meteorological parameters.

![Implementation of ANN for forecasting of solar irradiance/wind velocity](image)

Several other approaches for forecasting of wind velocity and solar irradiance have been reported in literature. Aksoy et al. [27] have used a wavelet based approach which can be used on data sets irrespective of type of distribution. Atwa and Saadny [36] have used constrained grey predictor model to assess wind velocity profile. Type-2 Fuzzy neural network [37], wavelet-neural network [38], wavelet decomposition-AdaBoost technique [39], adaptive neuro-fuzzy inference system [40] and artificial intelligence based techniques [41] have also been used. A review performed in [42] have reported other techniques such as numerical weather prediction and hybrid forecasting models for forecasting solar irradiance. Al Muhaini et al. [43] have performed a comparative study on the effect of wind velocity modelling technique on reliability assessment.

A summary of review on modelling of meteorological parameters has been presented in Table 1.

| Technique | Ref. | Meteorological parameter | Technique description | Site under study | Benefits | Limitations |
|-----------|------|--------------------------|-----------------------|------------------|----------|-------------|
| PDF       | [5]  | Wind velocity            | Weibull               | Not specified    | • Can provide the modelling of wind velocity and solar irradiance without the necessity of other meteorological information. | • Requirement of extensive historical data. |
|           | [6]  | Wind velocity            | Beta, Weibull         | Mediterranean coast Rural distribution system |          | • Computationally cumbersome. |
|           | [7]  | Wind velocity, solar     | Beta, Weibull         | Kandla port, India Jaisalmer, India |          | • The selection of states while discretizing the continuous function largely affects the system accuracy. |
|           | [8]  | solar irradiance         | Beta, Weibull         | Jaisalmer, India |          |             |
|           | [9]  |                          | Beta, Weibull         | Jaisalmer, India |          |             |
|           | [10] |                          | Beta, Weibull         | Jaisalmer, India |          |             |
|           | [11] |                          | Beta, Weibull         | Zhoushan         |          |             |
|           | [12] |                          | Beta, Weibull         | Navarre, Spain   |          |             |
|           | [13] |                          | Weibull, Lognormal    |                   |          |             |
|           | [44] |                          | Beta, Weibull         |                   |          |             |
| Time series | [45] | .-. | .-. | Jaisalmer, India |
|-------------|------|-----|-----|----------------|
|             | [46] | .-. | Weibull | Hormoz Island, Iran |
|             | [47] | .-. | .-. | Not specified |
|             | [48] | .-. | Energyplan (Prob modelling) | La Gomera, Canary islands |
|             | [49] | .-. | Weibull, Beta | Damman city, Saudi Arabia |
|             | [50] | .-. | .-. | Jaisalmer, India |
|             | [51] | .-. | Weibull | Milas, Turkey |
|             | [52] | .-. | Weibull, Beta | Not specified |
|             | [25] | Solar irradiance | ARMA models | Malaysia |
|             | [26] | Solar irradiance | AR-1 ARMA | Brazil |
|             | [53] | Wind velocity, solar irradiance | ARMA | Kythnos island, Greece |
|             | [54] | Wind velocity | .-. | Toronto, Canada |

| Markov Chain | [19] | .-. | One step Markov chain, Box Jenkins, Shinozuka model | Windsor, Mass |
|--------------|------|-----|-----------------------------------|---------------|
|              | [29] | .-. | First and second order Markov chain | Malaysia |
|              | [31] | .-. | .-. | Turkey |

| Neural Network | [37] | Wind velocity | Type-2 Fuzzy Neural Network | Prince Edward Island, Canada |
|----------------|------|------------|-----------------------------|-----------------------------|
|                | [38] | .-. | Wavelet-neural network | Not specified |
|                | [57] | Solar irradiance | LSTM neural network | Eastern China |

| Hybrid methods | [20] | Wind velocity | ARMA, feed forward and recurrent NN, Adaptive Neuro-Fuzzy Markov chain and discrete AR model | Odigitria, Greek island of Crete |
|----------------|------|---------------|-----------------------------------|-----------------------------|
|                | [21] | .-. | .-. | Brindisi airport, Italy |

- Simple to implement.
- Does not seek lot of expertise.
- More suitable for short time forecasting.
- Requires large amount of historical data.
- Inability to capture non-linearity associated with wind velocity and solar irradiance.
- Unsuitable for long-term forecasting.
- Complexity increases with increase in order.
- Eliminates the necessity of mathematical implementation inherent to statistical approaches.
- Caters appropriately to non-linearity associated with randomness of solar and wind.
- Responsive to online measurement and consequent training.
- Suitable for short as well as long term forecasting.
- Selection of appropriate training method is essential for accurate and fast forecast.
- Requires large amount of data for training.
- Complex to implement. This limits their application for short term forecasting.
- Requires expertise of
3. Discussion on Reliability Evaluation

The reliability is the likelihood of providing power system customers with uninterrupted supply at a voltage and frequency level within defined standards [59]. The HPS must be able to supply power with adequate levels of reliability. Reliability evaluation is particularly significant in HPS employing solar-wind based distributed generators due to stochastic nature of these resources [1,9].

3.1 Reliability Evaluation Criteria

The basic reliability criteria used in system planning studies are briefly discoursed in subsequent sub-sections.

3.1.1 Deterministic Criteria

The deterministic methods are amongst the preliminary techniques used by utilities to decide required generating capacities. Billinton and Karki [60] asserted that deterministic criteria are acceptable only for small isolated power systems. However, for large power systems they are not found suitable to provide adequate information. The authors [61] further emphasized the incapability of deterministic criteria to assess actual risk. Common deterministic approaches involve comparison of reserve capacity which is available in the system with [8, 59-61]:

- a fraction of total capacity
- capacity of largest generator
- capacity of largest generator along with a fraction of peak demand.

Deterministic domain which feels very secure and comfortable does not offer a very practical approach to planning problem. The limitations of deterministic methods are as follows [59]:

- Inability to reflect random response of system, consumer demands and component failures.
- Forced outage rates of generating units are correlated with size and type of generating units. Therefore, a fixed percentage reserve cannot lead to appropriate system evaluation.
- Inability of load forecasting techniques to provide exact load prediction.

3.1.2 Probabilistic Criteria

Due to limitations of deterministic approaches, probabilistic methods [62-63] became evident during 1930s. Pioneering efforts over a period of time resulted in extensive development of probabilistic indices, viz. LOLP, LOLE, LOEE and Frequency and Duration (FAD) index. The generation units are modelled by using respective MTTF and MTTR rates. The probabilistic techniques capture randomness inherently present in system and hence provide a more sophisticated approach to reliability evaluation as compared to deterministic criteria. The most commonly employed reliability index is loss of power supply probability (LPSP). The planning of an isolated solar-wind plant has been realized using LPSP as the base [12, 53, 62, 64] in various references. Ma et al. [12] have used a constrained reliability set up to design a standalone HPS. In Ref. [53], the battery capacity is optimized so as to confine LPSP within desired
limits. Yang et al. [64] have considered scenario based planning to design a HPS with LPSP as a constraint. A comparison w.r.t. traditional simulation based technique has also been performed. Loss of load probability [65-66] and Expected energy not served(EENS) [59] have also been extensively used for reliability assessment. Mathew et al. [65] have used LOLP and LOEE as an indicator of reliability. There are several studies reported in literature which are directed towards system planning based on reliability and economics. In some of the references, frequency and duration indices (FAD) have also been reported [59-60]. Conti et al. [70] have proposed a generalized approach considering load shedding policies. Distribution system reliability assessment has been done using SAIFI and SAIDI. In Ref. [71], Bagheri et al. have aimed at distribution network expansion planning considering system uncertainties. Unlike, probabilistic indices such as LOLP, LOLE, EENS, the FAD takes into account the duration of outage. Thus, they offer a distinct approach to reliability evaluation studies. In some references, a combination of load/energy based indices and FAD indices have been used to provide enhanced assessment of system reliability [72-74]. Chen et al. [73] have performed multi-microgrid system reliability assessment using SAIFI, SAIDI and EENS. In a recent work [74], reliability evaluation of micro-grid has been done considering the equipment failure. Two reliability models comprising of component and system reliability have been developed.

Nevertheless, probabilistic approaches have certain drawbacks associated with them. The limitations of probabilistic methods are as follows [59]:

- Absence of suitable data on generating unit and factual load demand.
- Lack of information regarding capacity reserves available during system operation.

### Table 2 - Classification of literature based on reliability indices

| Category | Ref. | Reliability Index | Benefits | Shortcomings |
|----------|------|-------------------|----------|--------------|
| Probabilistic | | | | |
| Subcategory: | | | | |
| Load/ Energy based indices | [5] | EENS, EIR | • Simple to implement. | • Concerned only with the loss of load, cannot differentiate between a small and large capacity shortage. |
| | [9] | EENS, LOLE | | |
| | [47] | EENS, Energy index of reliability | | |
| | [56] | EENS, EIR | | |
| | [12] | LPSP, LEP | | |
| | [65] | LOLP, LOEP | | |
| | [66] | LPSP, Total energy loss | | |
| | [44] | ENS | | |
| | [55] | LOLE, LOLF, EENS | | |
| | [67] | LOLE | | |
| | [49] | EENS | | |
| | [68] | LPSP | | |
| | [69] | LPSP, LOEE, LOLE | | |
| Probabilistic | | | | |
| Subcategory: | | | | |
| Frequency and duration based indices | [43] | SAIFI, SAIDI | • Information regarding type of outage | • Comparatively complex. |
| | [70] | “.-” | • Provides information regarding frequency and duration of outage. | |
| | [71] | “.-” | • Useful for customer or load point evaluation. | |
| Combination of Load/ Energy and Frequency based indices | | | | |
| | [72] | SAIFI, SAIDI, EENS | • Provides the best features of both the categories of indices. | • Too many indices to evaluate |
| | [73] | “.-” | • Useful for assessment of generation adequacy as well as customer end reliability | • More complex |
| | [74] | SAIFI, SAIDI, CAIFI, EENS | | |
### System Well-being Criteria

To overcome the problems posed by deterministic and probabilistic methods, system well-being technique was introduced in 1990s. System well-being criteria [8-10] embeds deterministic criterion in a probabilistic framework and includes security consideration for system planning and operating studies. System well-being criteria has been primarily used in several reliability evaluation studies conducted by Billinton and Karki. Khatod et al. [8] and Paliwal et al. [10] have used it for reliability evaluation planning of autonomous power system comprising of solar and wind. It was asserted that well-being indices offered an improved indication of system reliability. Thapa et al. [54] have used conditional probability approach for well-being analysis. The well-being model [61, 76] is presented in Fig. 8.

| System Well-being indices | Criteria | Remarks |
|---------------------------|----------|---------|
| Probability of health, Probability of Risk, Probability of Margin | Incorporates both deterministic as well as probabilistic criteria. Identifies health, risk and marginally healthy states with clarity. Suitable for stochastic RES based systems. | The load, energy, frequency and duration based information is not obtained distinctly. |
| LPSP, state of Health EENS, LOLE, Well-being indices | Provides an extensive assessment of system reliability. | Too many indices to compute and assess may complicate the planning problem. |
| Not reported | Simple to implement as system reliability is expressed as function of capacity reserves. | Implementation of this technique becomes problematic in case of stochastic RES as the generator capacity is not fixed. The capacity is a function of meteorological parameters. |
| EFG, ECSI, EPFI | Reflects the system reliability in presence of intermittent RES. Combines energy, load and duration based indices in one framework. Takes into account the generation adequacy as well as the effect of component failure. | Complicated to implement. Requires extensive computation. |

![Fig. 8 - System well-being model](image-url)
As evident from Fig. 8, the system belongs to one of the following states:

- **Healthy**: sufficient reserves to meet the requisite deterministic criteria. The associated probability is referred to as *Healthy State Probability*.
- **Marginal**: enough generation to meet the load but insufficient reserves to meet requisite deterministic criteria. The associated probability is referred to as *Marginal State Probability*.
- **Risk**: generation is insufficient to cater load requirement. The associated probability is referred to as *Risk State Probability*.

System Well-Being Criteria comprising of healthy, risk and marginal system states offers a practical approach to system planning and has been widely used. The well-being indices can be particularly helpful in case of isolated HPS. Due to absence of grid, it is desirable to have some amount of reserves in isolated HPS. This information can be provided by well-being indices.

A classification of literature based on reliability indices along with their benefits and limitations has been presented in Table 2.

### 3.2 Reliability Evaluation Techniques

The most widely used reliability evaluation techniques comprise of analytical and simulation methods. Recently, the research has also been directed towards deployment of artificial intelligence techniques. A discussion on these approaches is presented as follows:

#### 3.2.1 Analytical Technique

In this technique, the mathematical modelling of system is done to provide a direct solution [59]. The computational time is very less. However, if system is too complex, then assumptions made to simplify the system can override the accuracy. Therefore, analytical technique is not considered very suitable for complex systems. The analytical technique may be based on enumeration technique or population based approaches. The enumeration based approaches build up a probabilistic model of system capacity states. Amongst the research on enumeration techniques, a closed form solution approach is used for measuring reliability indices for wind and photovoltaic system [62]. Gavanidou *et al.* [63] have used probabilistic method for evaluating wind-diesel systems wherein wind velocity and load have been treated as discrete random variables and their various states and corresponding probabilities have been computed from their respective PDFs. On the similar lines, Karaki *et al.* [47] have obtained wind farm model from joint distribution of available wind power modelled through Weibull distribution and operating modes of wind turbines. Saramoutsis *et al.* [78] have used analytical technique for reliability assessment. The results obtained have been found to be comparable with those obtained from simulation with much lesser calculation time. Similar observations have been quoted by Khatod *et al.* [8] where analytical method is applied for assessment studies of an isolated system comprising of diesel generator, solar and wind energy sources. The analytical technique reported results with comparable accuracy and significantly reduced computation time as compared to MCS. The analytical technique has also been implemented for hybrid systems incorporating storage [5, 9-11].

#### 3.2.2 Simulation Technique

Simulation based approaches treat problem as a series of experiments. They portray a significant ease of implementation, although at the expense of more computation time. The simulation techniques can be categorized into deterministic and Monte Carlo Simulation(MCS) [59]. Deterministic simulation does not incorporate uncertainties associated with the system behaviour. In contrast, MCS includes uncertainties associated with system behavior. MCS has been used by Billinton and Karki [76] for evaluating well-being indices. The outage history of generating units has been generated by using exponential PDF. The authors further extended the analysis to an isolated power system using solar and wind energy sources [79]. Integration of electric energy storage has been seen as a powerful solution in order to deal with intermittency associated with these resources. MCS has also been applied for systems with battery storage.

#### 3.2.3 Population Based Technique

The population based methods make use of meta-heuristics for evaluation of reliability indices. The deployment of optimization techniques significantly reduces the search space. The mechanism of implementation of these techniques facilitate the selection of states with higher failure probabilities. This intelligent state selection makes this method computationally less cumbersome. Benidris *et al.* [67] have used a state space classification technique based on PSO. Letie Da Silva *et al.* [75] used artificial neural network for determining well-being indices. Wang *et al.* [55] have provided an interesting alternative to MCS by using population based search intelligent search (PIS). A summary of reliability techniques from literature has been reported in Table 3. A comparison between these techniques in terms of benefits and shortcomings has also been provided. On surveying the techniques of reliability assessment, it may be concluded that MCS has been extensively used for reliability evaluation. The simulation approach is computationally expensive and may prove inefficient when large numbers of combinations of generating units are to be evaluated.
Table 3 - Summary of reliability evaluation techniques

| Reliability Technique | Ref. | Type of source | Benefits | Shortcomings |
|-----------------------|------|----------------|----------|--------------|
| Analytical            | [5]  | WG, DG, battery | • Reduced computational time | • Not suitable for complex systems |
|                       | [8]  | WG, SG          |          |              |
|                       | [9]  | WG, SG, battery |          | Number of states may become excessively high when system components increase. |
|                       | [10] | "-"             |          |              |
|                       | [45] | "-"             |          |              |
|                       | [47] | WG, battery storage |          |              |
|                       | [56] | SG, WG, battery |          |              |
|                       | [54] | WG              |          |              |
|                       | [11] | WG, SG, battery |          |              |
|                       | [12] | "-"             | • Mimics the system behaviour appropriately. | • Computationally expensive. |
| Simulation            | [53] | "-"             | • Simple implementation. |              |
|                       | [65] | "-"             | • Suitable for complex systems. |              |
|                       | [44] | "-"             | • Presents a feasible substitute to MCS. |              |
|                       | [66] | WG, SG, battery, and hydrogen storage | • |          |

Population based

| GA, PSO, ant colony, artificial immune system | [55] | WG | • High efficiency. | • Accuracy level is a function of state selection |
| Population based-PSO | [67] | DG | • Intelligent state selection reduces computational time. | |
| ANN | [75] | "-" | | |

WG: Wind generator, SG: Solar generator, DG: Diesel generator

4. Economic Evaluation

Economic evaluation forms a fundamental constituent of system planning. The goal of economic evaluation is to assist system planners to come up with an optimal system design with requisite standards of reliability [80]. The optimal system planning has to be carried out over project lifespan. Thus, it considers all costs encountered in the planning period. There is a wide variety of economic criteria being used by utilities. However, the perspective of planning determines the type of criteria incorporated in planning process. While designing system using RES based DGs, a gruelling analysis acknowledging the non-monetary benefits such as environmental emissions, diversification from conventional fossil fuels should be carried out in order to provide a backing to such projects. In [5], a useful economic analysis has been presented which indicates the point beyond which no more generating capacity addition should be done. Matthew et al. [65] have performed a sensitivity analysis of levelized cost of energy. Analysis has been done in conjunction with demand response program. Bakhtiari and Naghizadeh [66] have used a multi-criteria approach to obtain maximum reliability while minimizing TLCC. Paliwal [45] has performed a sensitivity analysis based on TLCC. In addition, a parameter called as Incremental cost of reliability has also been used. TLCC has also been adopted for planning of storage in a solar-wind-diesel based HPS [53]. Saberi et al. [46] have included cost of unserved energy in TLCC. Mellouk et al. [81] have developed a new method to assess cost associated with storage charging/discharging and include this in total system costs. A multi-objective formulation has been proposed [56] based on reliability, TLCC and emission parameters. LCOE reflects the actual per unit cost of energy and offers a very practical approach to economic evaluation. LCOE has been used as a key parameter in different planning analysis [10]. A comparative study on diesel-solar hybrid and solar alternatives has been performed based on LCOE [82]. Jafari et al. [44] have tried to optimize conflicting objective function based on system costs and demand response program. A summary of economic evaluation parameters reported
in literature along with their benefits and limitations is presented in Table 4. Some of the important economic criteria reported in literature are as follows:

i. Net Present Value (NPV):

\[ NPV = \sum_{n=0}^{N_p} \frac{F_n}{(1+r)^n} \]  \hspace{1cm} (5)

where, \( F_n = \) net cash flow in \( n^{th} \) year, \( n=0 \) corresponds to base year.

ii. Total Life Cycle Cost (TLCC):

\[ TLCC = \left( \sum_{n=0}^{N_p} \frac{C_n}{(1+r)^n} \right) - SV \]  \hspace{1cm} (6)

where, \( C_n = \) Costs incurred during \( n^{th} \) year which comprise of investment, O&M, replacement and any other cost which is of relevance to project, \( SV = \) Present worth of salvage value, $.

iii. Levelized Cost of Energy (LCOE):

\[ LCOE = \frac{TLCC}{\sum_{n=1}^{N_p} \frac{Q_n}{(1+r)^n}} \]  \hspace{1cm} (7)

where, \( Q_n = \) Energy output during \( n^{th} \) year, kWh

iv. Annualized Capital Cost (ACC):

\[ ACC = CRF \times NPV \]  \hspace{1cm} (8)

\[ CRF = \frac{r \times (1+r)^{N_p}}{(1+r)^N p - 1} \]  \hspace{1cm} (9)

where, \( CRF = \) Capital recovery factor

v. Benefit to Cost Ratio (BCR):

\[ BCR = \frac{NPV_B}{NPV_C} \]  \hspace{1cm} (10)

where, \( NPV_B = \) Net present value of benefits over project life span, \( NPV_C = \) Net present value of costs over project life span.

In order to provide a comprehensive overview, some important economic evaluation criteria along with their benefits and limitations have been summarised in Table 4.

| Reference | Economic index | Advantages | Limitations |
|-----------|---------------|------------|-------------|
| [10]      | NPV           | • Evaluates cost and benefits of mutually exclusive alternatives. • Can be used to compare social costs of different alternatives. | • Cannot compare projects with different life spans. |
| [10, 75, 68, 81, 82, 83] LCOE | • Provides a comparison of cost of energy generated from different sources or a mix of sources.  
• Assists in determining tariff which must be charged to customer.  
• Does not acknowledge the social implications of different alternatives. |
| [10, 12, 45, 46, 53, 56, 66] TLCC | • Provides a comparison of costs associated with different alternatives.  
• Does not take into account benefits associated with the project.  
• Fails to acknowledge difference between acceptable and unacceptable costs. |
| [5, 48, 56] ACC | • Compresses the costing of different alternatives.  
• Serves to give an indication of the amount of revenue that must be generated from an investment in order to ensure project viability.  
• Like TLCC, considers only the costs and not the associated benefits. |
| [7, 45] Incremental cost of reliability, Cost of losses | • Useful in attaining one particular objective.  
• Ignores all other system evaluation parameters. |
| [44, 81] Total costs system | • Considers immediate investment required in system planning.  
• Does not give consideration to evaluation over project lifespan. |
| [84] BCR | • Useful in evaluating investments from societal perspective.  
• Not suitable for comparison between mutually exclusive alternatives due to different investment sizes. |
| [51] Payback period | • Useful in assessing the time period in which the investment will return.  
• Indicative of break-even point.  
• Does not provide any indication from consumer’s perspective. |

5. Conclusion

This paper puts forward a compendious literature survey on reliability and economic assessment framework of HPS. The objective of review presented in this paper is to facilitate a productive discussion on:

i. Various techniques of solar and wind resource modelling.
ii. Different reliability evaluation criteria along with their specific pros and cons.
iii. Analysis of analytical, simulation and AI based approaches for assessment of system reliability.
iv. Various economic evaluation parameters which can be helpful in assessing financial viability of hybrid power system.

For the analysis of above points, about 500 publications from 1995 to 2021 have been reviewed. The most significant ones have been incorporated in the reference list. With the purpose of familiarizing the readers about the inclination of research fraternity towards different techniques, indices and parameters, a contribution in search space has been presented in Fig. 9.

Based on review, it can be stated that the intermittency accompanying solar and wind resources requires a careful system planning to ascertain reliability standards. The use of appropriate modelling techniques can help in predicting solar and wind generation more accurately. This can facilitate planning of hybrid power system with adequate reliability level. The choice of appropriate reliability indices is essential to analyse the specific requirements of system planning. It can also be concluded based on literature survey that simulation based techniques though simple to implement, may prove to be computationally expensive. The analytical techniques can prove to be a befitting option provided appropriate mathematical model is developed. While performing, economic assessment it should be borne in mind that despite of high initial investment, solar and wind resources may prove to be more economical in long run. A careful cost and benefit assessment may help in broadening the vision while gauging financial viability. The reduction in environmental emissions must be considered as an integral part of cost-benefit analysis owing to its direct association with public health and quality of life.
An effort has been made to cover all major components involved in planning of solar and wind based HPS. The review is intended to provide a quick reference to researchers willing to carry out their research in solar and wind integration. To summarize the review, Table 5 presents author’s critical comments and suggestions for prospective research work in this area.

Table 5 - Author’s critical comments

| Research area                        | Author’s inference                                                                                                                                                                                                 | Future research direction                                                                                           |
|--------------------------------------|------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------------|
| Reliability evaluation technique     | • Analytical and simulation approaches have been widely employed by the researchers. However, both the techniques have their own share of problems. The simulation based approaches though simple to implement may prove computationally expensive when huge amount of generation combinations are required to be evaluated. Analytical techniques, on the other hand, become complicated to implement once the system complexity increases. | • AI based techniques and hybrid approaches which integrate the characteristics of analytical and simulation methods need to be further explored. |
| Reliability Indices                  | • Based on literature, it can be established that a lot of work is focused on conventional probabilistic indices. • These indices are sufficient to exhibit the system characteristics with conventional dispatchable generator. However, they might prove inadequate to impart clarity to system state in the presence of stochastic RES. | • With increasing penetration of RES, it is desirable to develop new indices which are capable of capturing the inherent randomness associated with these resources. |
| Economic analysis                    | • Almost all of the system planning studies reported in literature have considered economic evaluation as an integral component. However, the economic parameters are mostly associated with the capital cost of generators, operating and maintenance cost. • With the increasing environmental awareness, the harmful effects of emission on human health and quality of life has been strongly asserted. However, very few studies report embed the social effects in the economic planning of micro-grid projects. | • Research may be directed in the direction where in addition to cost parameters, economic evaluation considers the other benefits of RES sources on society. • In order to do so, economic benefits in terms of reduced health cost, job development, human satisfaction index should also be incorporated in economic analysis. |
Modelling of RES • Though a wide variety of techniques have been reported for modelling of RES, there still remains a need to improve the accuracy of the techniques. This is particular essential for long term forecasting which forms the basis for generation capacity planning. • Need to focus on hybrid approaches to further improve the accuracy.
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