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Abstract

Hajós conjectured in 1968 that every Eulerian graph can be decomposed into at most \(\lfloor (n-1)/2 \rfloor\) edge-disjoint cycles. This has been confirmed for some special graph classes, but the general case remains open. In a sequence of papers by Biena and Meyniel (1986), Dean (1986), and Bollobás and Scott (1996) it was analogously conjectured that every directed Eulerian graph can be decomposed into \(O(n)\) cycles.

In this paper, we show that every directed Eulerian graph can be decomposed into at most \(O(n \log \Delta)\) disjoint cycles, thus making progress towards the conjecture by Bollobás and Scott. Our approach is based on finding heavy cycles in certain edge-weightings of directed graphs. As a further consequence of our techniques, we prove that for every edge-weighted digraph in which every vertex has out-weight at least 1, there exists a cycle with weight at least \(\Omega(\log \log n / \log n)\), thus resolving a question by Bollobás and Scott.

1 Introduction

Cycle decompositions An Euler tour in a graph \(G\) is a closed walk that uses every edge of \(G\) exactly once. A graph which has an Euler tour is called Eulerian. A classical result of Euler states that an undirected graph is Eulerian if and only if it is connected and all the degrees are even. The notions of Euler tours and Eulerian graph naturally generalise to directed graphs. Intuitively, a graph is Eulerian if for every vertex it holds that whenever we enter this vertex there is a possibility to continue our tour. A digraph is Eulerian if and only if it is connected and for every vertex we have equally many incoming and outgoing edges. It is easy to see that by greedily removing cycles, these graphs can be decomposed into an edge-disjoint union of cycles. The characteristics of such decompositions have been subject to numerous conjectures in graph theory.

One famous example is a conjecture by Kelly, stating that for any sufficiently large \(n\), every regular \(n\)-vertex tournament can be decomposed into Hamilton cycles. A stronger version of this was proved by Kühn and Osthus in 2013.

Theorem 1.1 (Kühn, Osthus [16]). For every \(\varepsilon > 0\) there exists \(n_0\) such that every \(r\)-regular oriented graph \(G\) on \(n \geq n_0\) vertices with \(r \geq 3n/8 + \varepsilon n\) has a Hamilton decomposition. In particular, there exists \(n_0\) such that every regular tournament on \(n \geq n_0\) vertices has a Hamilton decomposition.

For undirected graphs, Hajós conjectured in 1968 that every Eulerian graph has a cycle decomposition with few cycles.
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Conjecture 1.2 (Hajós (cf. [3, 18])). Every Eulerian graph on \( n \) vertices has a edge-decomposition into at most \( \left\lfloor \frac{n-1}{2} \right\rfloor \) cycles.

This conjecture has been confirmed for some special graph classes (e.g. planar graphs [19], graphs with pathwidth at most six [12], projective graphs [10] and small graphs on at most 12 vertices [14]). Very recently, Girão, Granet, Kühn and Osthus [13] proved an approximate version of Hajós’ conjecture in dense graphs.

Theorem 1.3 (Girão, Granet, Kühn, Osthus [13]). Let \( \epsilon > 0 \), if \( G \) is a Eulerian graph on \( n \) vertices with maximal degree \( \Delta \) and minimum degree at least \((1/2+\epsilon)n\), then \( G \) can be decomposed into at most \( \Delta/2 + o(n) \) cycles.

In the case of general Eulerian graphs, another natural way to approach Hajós’ conjecture is to ask what is the minimum number of cycles we can provably decompose any \( n \)-vertex Eulerian graph into. A simple upper bound comes from the connection with long cycles. A famous theorem of Erdős and Gallai [9] guarantees that any graph \( G \) with \( n \) vertices and \( m \) edges has a cycle of length \( \Omega\left(\frac{m}{n}\right) \). By repeatedly removing such a cycle, we obtain a decomposition into \( O(n \log n) \) cycles. Conlon, Fox and Sudakov [6] further improve this to \( O(n \log \log \frac{m}{n}) \) cycles, by considering structural properties of graphs without long cycles.

The question of how many cycles we need to decompose any Eulerian digraph into edge-disjoint cycles was considered in a sequence of papers by Bienia and Meyniel [1], Dean [7] and later Bollobás and Scott [2].

Conjecture 1.4 (Bollobás, Scott [2]). There exists a constant \( k \) such that every Eulerian digraph on \( n \) vertices has an edge-decomposition into at most \( k(n-1) \) cycles.

Dean observed in [7] that the complete symmetric digraph on 4 vertices \( K^*_4 \) cannot be decomposed into fewer than 4 cycles, so the digraph made of \( M \) copies of \( K^*_4 \), all meeting in one cut vertex, contains \( 3M+1 \) vertices and required \( 4M \) cycles. This implies that if Conjecture 1.4 is true then \( k \) has to be at least \( 4/3 \).

Finding long cycles The connection between cycle decompositions and long cycles goes both ways. On the one hand, proving Conjecture 1.4 would give an Erdős-Gallai-like result for directed graphs by considering the average number of edges per cycle. On the other hand finding cycles of length \( \Theta(m/n) \) would give Conjecture 1.4 up to a log factor, in the same manner as for undirected graphs above. The existence of long cycles in directed graph is an interesting area on its own. As there are acyclic tournaments (where \( \Theta(m/n) = \Theta(n) \)) it is clear that we cannot hope to get a statement in full generality.

It is easy to see by a greedy construction that every digraph with minimum out-degree \( \delta^+ \) has a cycle of length at least \( 1 + \delta^+ \). Simply start in any vertex \( v_0 \), and greedily build a path \( v_0, v_1, \ldots \) until we reach a vertex \( v_k \) whose entire out-neighbourhood has already been visited. Then close a cycle by connecting \( v_k \) to the earliest out-neighbour to appear in the path.

The best known lower bound for Eulerian digraphs is due to Huang, Ma, Shapira, Sudakov and Yuster [15]. We remark that this bound is tight, up to a constant factor, when \( m = \Theta(n) \) or \( m = \Theta(n^2) \).

Proposition 1.5 (Huang, Ma, Shapira, Sudakov and Yuster [15]). Every Eulerian digraph with \( n \) vertices and \( m \) edges has a cycle of length at least \( 1 + \max\{m^2/2n^3, \sqrt{m/n}\} \).

By repeatedly removing long cycles, this proposition implies that any Eulerian digraph can be decomposed into at most \( O(\sqrt{mn \log n}) \) cycles.
Finding heavy cycles  A related problem is to find heavy cycles in weighted graphs. Formally, we introduce a weight function \( w : E(G) \to \mathbb{R}_+ \) that assigns every edge a non-negative weight. We are then looking for cycles that have large weight, where the weight of a cycle \( w(C) \) is the sum of the weights of its edges. Regarding undirected graphs, the existence of heavy cycles was first conjectured \([4]\) and later proved by Bondy and Fan.

**Theorem 1.6** (Bondy, Fan\([5]\)). Let \( G \) be a 2-edge-connected weighted graph on \( n \) vertices. Then \( G \) contains a cycle of weight at least \( 2w(G)/(n-1) \).

Turning to directed graphs, it was observed by Bollobás and Scott \([2]\) that there is no hope to come close to this statement in this generality. Taking for instance a directed path on \( n \) vertices and putting weight 0 on the edges of the path, then adding an edge with weight 1 between every non-adjacent vertices and directing it ‘backwards’ with respect to the path gives a graph where the maximum weight of a cycle is of order \( O(w(G)/n^2) \). That is, even requiring strong connectedness, the heaviest cycle need not even have asymptotically higher weight than an average edge.

Instead, Bollobás and Scott \([2]\) looked at some sufficient conditions for the existence of heavy cycles. They proved that if the weight function satisfies that the sum of the weights of the out-edges at every vertex is at least 1, then there always is a cycle of weight \( w(C) \geq (24n)^{-1/3} \) and conjectured that this result could be improved to a cycle of weight at least \( 2/\log_2 n \). They also provide a construction where every vertex has out-weight 1, yet all cycles have weight \( O\left(\frac{\log \log n}{\log n}\right) \), thus disproving a conjecture by Bondy. A similar construction was found by T. Spencer (see \([2]\)). Their conjectured lower bound was proved by Li and Zhang \([17]\) up to a factor of two.

**Theorem 1.7** (Li, Zhang \([17]\)). Let \( G \) be a weighted digraph on \( n \geq 2 \) vertices. If \( w^+(v) \geq 1 \) for every vertex \( v \in V(G) \) then \( G \) contains a cycle \( C \) of weight \( w(C) \geq 1/\log_2 n \).

**Our results**  We prove the following theorem making significant progress towards Conjecture 1.4.

**Theorem 1.8.** Every Eulerian digraph \( G \) on \( n \) vertices with maximum degree \( \Delta \) can be decomposed into \( O(n \log \Delta) \) edge-disjoint cycles.

As a direct consequence of this we can improve the lower bound from Huang, Ma, Shapira, Sudakov and Yuster on the length of a cycle if for a wide range of values for \( m \).

**Corollary 1.9.** Every Eulerian digraph \( G \) on \( n \) vertices, \( m \) edges and with maximum degree \( \Delta \) contains a cycle of length \( \Omega\left(\frac{m}{n \log \Delta}\right) \).

Our approach connects the problems of finding small cycle decompositions and finding heavy cycles in Eulerian digraphs in the following manner. For any cycle \( C \) in a digraph \( G \), we define its weight as the sum of inverse out-degrees in \( G \) of vertices in \( C \). Note that this may equivalently be seen as assigning each arc \((u, v)\) in \( G \) the weight \( w(u, v) = 1/d^+(u) \), in which case we clearly have that the sum of out-degrees at every vertex is one. Intuitively, a cycle has a large weight if it is either long or if it consists of small degree vertices. We prove that any digraph with sufficiently large minimum degree contains a cycle of constant weight. Sequentially removing such cycles ensures a decomposition into few cycles.

The techniques we use can be adapted to general weighted digraphs. They allow us to improve the result of Li and Zhang and show that the upper bound given by Bollobás and Scott is the asymptotically correct.
Theorem 1.10. Let $G$ be a digraph with maximum degree $\Delta$ and $w : E(G) \to \mathbb{R}_+$ be a weight function on the edges such that for every vertex we have $w^+(v) \geq 1$ then there is a cycle $C \subseteq G$ such that

$$w(C) = \Omega \left( \frac{\log \log \Delta}{\log \Delta} \right).$$

Structure of this paper This paper is organised as follows. In Section 2 we introduce general tools and notation. In Section 3 we prove slightly weaker versions of Theorems 1.8 and 1.10. These proofs give the intuition on how we find the cycles using a random walk technique. In Section 4 we prove Theorem 1.8 and 1.10. These proofs are more technical and derandomize the techniques used in Section 3.

2 Preliminaries

By log we denote the natural logarithm. We use standard graph theoretic notation (see e.g. [8]). We denote a digraph by $G = (V, E)$ where $V$ is the set of vertices and $E$ is the set of edges (arcs). Given an edge $e = (u, v)$ we say $e$ is an out-edge for $u$ and an in-edge for $v$. For every vertex $v \in V$ we write $d^-(v)$ for the in-degree of the vertex $v$, the number of in-edges at the vertex $v$ and $d^+(v)$ for the number of out-edges of $v$. Correspondingly, we write $N^-$ and $N^+$ for the in- and out-neighbourhood of a vertex $v$. If the underlying graph is not clear from the context we add it as a subscript and write e.g. $d^+_G(v)$ for clarification.

For a digraph $G$, we write $\delta(G) := \min_{v \in V(G)} \{d^-(v), d^+(v)\}$ for its minimum degree and $\Delta(G) := \max_{v \in V(G)} \{d^-(v), d^+(v)\}$ for its maximal degree. Often, when no confusion can be made, we write $\delta, \Delta$ instead. Furthermore, we write $\delta := |E(G)|/n$ for the average degree of $G$.

We say that a digraph is balanced if $d^-(v) = d^+(v)$ for every vertex $v$. We make two trivial remarks at this point: an Eulerian digraph is a connected balanced digraph and any digraph obtained by removing a cycle from a balanced digraph is also balanced. When we talk about balanced digraphs, we sometimes write $d(v)$ instead of $d^-(v)$ or $d^+(v)$ and talk about the degree of $v$.

When talking about weighted graphs, we always consider a weight function $w : E(G) \to \mathbb{R}_+$. For a vertex $v$, we call the sum of weights of out-edges of $v$ the out-weight of that vertex and write it $w^+(v) = \sum_{(v, u) \in E(G)} w(v, u)$. For a subgraph $H \subseteq G$ we define the weight of the subgraph to be the sum of all its edges i.e. $w(H) = \sum_{e \in E(H)} w(e)$. We name $w_{\max} := \max_{e \in E(G)} \{w(e)\}$ the maximal weight of the graph.

Definition 2.1. Given a path $P$, for any vertex $v$ we define the remaining out-degree of $v$ as $\text{rd}^+_P(v) := |N^+(u) \setminus P|$, i.e. the number of out-neighbours of $v$ not visited by the path. When talking about weighted graphs, we also define the remaining out-weight of $v$ as $w^+_P(v) := \sum_{u \in N^+(v) \setminus P} w(v, u)$.

We often consider the sub-paths $(x_0, \ldots, x_t)$ of a path $P = (x_0, \ldots, x_T)$; we write $\text{rd}^+_t$, $\text{rw}^+_t$ instead of $\text{rd}^+_P(x_0, \ldots, x_t)$, $\text{rw}^+_P(x_0, \ldots, x_t)$.

One of the key ingredients of the our proof is following lemma that links existence of heavy cycles to cycle decompositions.

Lemma 2.2. Let $G$ be a balanced digraph and let $\xi, \mu \geq 0$. If every $G' \subseteq G$ with minimum degree $\delta(G') \geq \mu$ contains a cycle $C \subseteq G'$ such that

$$\sum_{v \in C} \frac{1}{d^+_G(v)} \geq \xi,$$
then there exists a cycle decomposition of $G$ with at most $n\mu + (1/\xi)n \log \bar{d} + O(n)$ cycles.

**Proof.** We construct a cycle decomposition by sequentially taking out cycles: at each step, we pick one and remove it from the graph until it is empty. Because we start from a balanced graph, at each step the remaining graph is also balanced and we can indeed find a cycle. Formally, let $(G_t)_{t \geq 0}, (C_t)_{t \geq 0}$ be two families of subgraphs of $G$ with $G_0 = G$. As long as the graph $G_t$ is non-empty, we will remove a cycle $C_t$ in the next round.

1. If $\delta(G_t) < \mu$ then $C_t$ is a cycle (chosen arbitrarily) of $G_t$ containing a vertex $v$ of minimum degree.

2. If $\delta^+(G_t) \geq \mu$ then $C_t$ is a cycle such that $\sum_{v \in C_t} \frac{1}{d_{G_t}(v)} \geq \xi$.

We set $G_{t+1} = G_t - C_t$ and remove any isolated vertices. Let $T$ be the first index such that $G_T = \emptyset$. This means that $\mathcal{C} = \{C_0, \ldots, C_{T-1}\}$ is a cycle decomposition of $G$. We show that $T$ cannot be too large. For this, we look separately at the two types of cycles we find and count how often this can occur.

Let $\mathcal{C}_1$ be all the cycles that were chosen to contain some minimum degree vertex and let $\mathcal{C}_2$ be all cycles which are chosen to have weight at least some constant. Then clearly $\mathcal{C} = \mathcal{C}_1 \cup \mathcal{C}_2$.

The first case occurs if there is a vertex of degree at most $\mu$. In this case we can be sure to reduce the degree of this vertex by 1. Note that this case can happen at most $\mu$ times for a particular vertex $v$ being the minimum degree vertex. We conclude that this happens at most $n\mu$ times in total and therefore

$$|\mathcal{C}_1| \leq n\mu.$$ 

Clearly, the total weight of all cycles in $\mathcal{C}_2$ is at least

$$\xi |\mathcal{C}_2| \leq \sum_{C_t \in \mathcal{C}_2} \sum_{v \in C_t} \frac{1}{d_{G_t}(v)}. \quad (1)$$

Every time a cycle $C \in \mathcal{C}$ is removed, each vertex $v$ in it contributes to the total weight by the inverse of its current degree $1/d_{G_t}(v)$. As we continue the process until there are no edges left we know that the total contribution of a vertex $v$ is exactly $\sum_{i=1}^{d_{G_t}(v)} 1/i$. By a double counting argument we get

$$\sum_{C_t \in \mathcal{C}} \sum_{v \in C_t} \frac{1}{d_{G_t}(v)} = \sum_{v \in V(G)} \sum_{i=1}^{d_{G}(v)} \frac{1}{i}. \quad (2)$$

Combining (1) with (2) and using Jensen inequality for log, we have

$$\xi |\mathcal{C}_2| \leq \sum_{v \in V(G)} \sum_{i=1}^{d_{G}(v)} \frac{1}{i} = \sum_{v \in V(G)} \log d_G(v) + O(n) \leq n \log \bar{d} + O(n).$$

We conclude

$$|\mathcal{C}_2| \leq (1/\xi)n \log \bar{d} + O(n)$$

and therefore

$$T = |\mathcal{C}_1| + |\mathcal{C}_2| = n\mu + (1/\xi)n \log \bar{d} + O(n).$$
As a second tool, we have the following lemma, which can be seen as a large deviation result for sums of (not necessarily independent) Bernoulli random variables. This will play a central role in Section 3.

**Lemma 2.3.** Let $X_1, \ldots, X_n \in \{0, 1\}$ be any stochastic process, and let $p_1, \ldots, p_n \in [0, 1]$ be a sequence of random variables such that, for every $t \in [n]$, we have

$$E[X_t | X_1, \ldots, X_{t-1}, p_1, \ldots, p_t] = p_t.$$  \hspace{1cm} (3)

Then, for any $\lambda > 0$ and any $c$ we have

$$\Pr \left[ \lambda \cdot \sum_{t=1}^{n} X_t > (e^\lambda - 1) \cdot \sum_{t=1}^{n} p_t + c \right] \leq e^{-c}.$$

We can illustrate the process in the statement of Lemma 2.3 as follows. Suppose you play a game against a magician, which goes on for $n$ rounds. In every round you throw a coin $X_i$ whose outcome is either 0 or 1. Before each throw, the magician uses his magic powers to decide the probability $p_i$ that the coin shows up with 1. For this, the magician must pay you $p_i$ Swiss Francs, but in return you must pay him one Swiss Frank for every time the coin shows a 1. The conclusion is, no matter how the magician picks the probabilities, he is unlikely to win much more than he invested.

The proof of this lemma goes along the lines of the proof of Chernoff’s inequality (see e.g. [11]).

**Proof of Lemma 2.3.** Note that we have

$$\Pr \left[ \lambda \cdot \sum_{t=1}^{n} X_t > (e^\lambda - 1) \cdot \sum_{t=1}^{n} p_t + c \right] = \Pr \left[ \lambda \cdot \sum_{t=1}^{n} X_t - (e^\lambda - 1) \cdot \sum_{t=1}^{n} p_t > c \right]$$

$$= \Pr \left[ e^{(\lambda \sum_{t=1}^{n} X_t - (e^\lambda - 1) \sum_{t=1}^{n} p_t)} > e^c \right].$$

By Markov’s inequality we know that

$$\Pr \left[ e^{(\lambda \sum_{t=1}^{n} X_t - (e^\lambda - 1) \sum_{t=1}^{n} p_t)} > e^c \right] \leq \frac{E \left[ e^{(\lambda \sum_{t=1}^{n} X_t - (e^\lambda - 1) \sum_{t=1}^{n} p_t)} \right]}{e^c}.$$

In the following we show that

$$E \left[ e^{(\lambda \sum_{t=1}^{n} X_t - (e^\lambda - 1) \sum_{t=1}^{n} p_t)} \right] \leq 1$$

which finishes the proof of the lemma. We prove this by induction on $n$. Observe that for any $t$ we have

$$E \left[ e^{\lambda X_t - (e^\lambda - 1) p_t} | X_1, \ldots, X_{t-1}, p_1, \ldots, p_t \right] = p_t e^{\lambda - (e^\lambda - 1) p_t} + (1 - p_t) e^{-(e^\lambda - 1) p_t}$$

$$= e^{-(e^\lambda - 1) p_t} \left( 1 + p_t (e^\lambda - 1) \right)$$

$$\leq e^{-(e^\lambda - 1) p_t} \cdot e^{p_t (e^\lambda - 1)}$$

$$= 1.$$
The base case follows directly from setting $t = 1$. For the induction step note that
\[
\mathbb{E} \left[ e^{(\lambda \sum_{t=1}^{n} X_t - (e^{\lambda} - 1) \sum_{t=1}^{n} p_t)} \right] \\
= \mathbb{E} \left[ e^{(\lambda \sum_{t=1}^{n} X_t - (e^{\lambda} - 1) \sum_{t=1}^{n} p_t)} | X_1, \ldots, X_{n-1}, p_1, \ldots, p_n \right] \\
= \mathbb{E} \left[ e^{(\lambda \sum_{t=1}^{n} X_t - (e^{\lambda} - 1) \sum_{t=1}^{n} p_t)} | X_1, \ldots, X_{n-1}, p_1, \ldots, p_n \right] \\
\leq \mathbb{E} \left[ e^{(\lambda \sum_{t=1}^{n-1} X_t - (e^{\lambda} - 1) \sum_{t=1}^{n-1} p_t)} \cdot 1 \right] \\
= \mathbb{E} \left[ e^{(\lambda \sum_{t=1}^{n-1} X_t - (e^{\lambda} - 1) \sum_{t=1}^{n-1} p_t)} \right] \\
\leq 1
\]
where in the last step we use our induction hypothesis for $n - 1$.

3 A randomized construction

In this section we introduce our strategy and ideas to finding heavy cycles and show how this helps find a cycle decomposition with few cycles. We prove neither Theorem 1.8 nor Theorem 1.10 here. Those theorems are proved in Section 4, where we refine our ideas and make them more technical.

We believe that the core idea is nonetheless simple and adaptable to other problems. To illustrate our point and avoid confusing the reader, we present it ‘cleansed’ of technicalities — which, again, one can find in the following section. We show that, even if simple, this strategy allows us to find a weaker version of Theorem 1.8.

**Theorem 3.1.** Every Eulerian digraph on $n$ vertices can be decomposed into $O(n \log n)$ edge-disjoint cycles.

It is easy to see that every Eulerian digraph can be decomposed into edge-disjoint cycles by sequentially taking out cycles. The challenge is to choose these cycles cleverly so that we do not need too many. To prove Theorem 3.1, we proceed as follows: first we add a weighting to the digraph such that every edge $e = (u, v)$ receives weight $w(e) = 1/d^+(u)$. We then show that, regardless of how we decompose the graph, the sum of weights of the cycles is bounded; if all cycles in our decomposition have weight sufficiently large, then there cannot be too many of them. The key ingredient is therefore to be able to find heavy cycles. Proposition 3.2 below shows that this is indeed possible.

**Proposition 3.2.** There exists positive constants $K_0, K_1$ such that every digraph $G$ of order $n$ with minimum degree $\delta(G) \geq K_0 \cdot \log n$ contains a cycle $C$ such that
\[
\sum_{v \in C} \frac{1}{d^+(v)} \geq K_1.
\]

The proof of Theorem 3.1 follows directly from Proposition 3.2 and Lemma 2.2. In the rest of this section we prove Proposition 3.2. The central idea of the proof is to consider the following random walk.

**Definition 3.3.** Given a sinkless digraph $G$, we produce a random path $(x_t)_{t \geq 0}$ on $G$ as follows:

- The first vertex $x_0$ is chosen arbitrarily.
- At step $t \geq 0$, if $rd^+_t(x_t) \geq \frac{1}{4}d^+(x_t)$, we choose $x_{t+1}$ u.a.r. among the unvisited neighbours of $x_t$. 7
• At step \( t \geq 0 \), if \( \text{rd}_t^+(x_t) < \frac{1}{2}d^+(x_t) \), we stop the path. We name \( T \) the time at which the path stops.

No vertex is visited twice so it is justified that we call it a path. In particular, this implies that \( T < n \). To construct a cycle, we connect the last vertex \( x_T \) of this path to its first neighbour \( x_s \) in the path. In what follows, we show that, for suitable digraphs \( G \), the cycle \( C = (x_s, \ldots, x_T) \) produced in this manner satisfies the conclusion of Proposition 3.2 w.h.p. For this, we first prove that the visited out-neighbourhood of any vertex between two steps cannot be too large w.h.p.

**Lemma 3.4.** For a sinkless digraph \( G \), let \((x_0, \ldots, x_T)\) be a random path and let \( \lambda > 0 \). With probability at least \( 1 - 1/n \), it holds for all \( v \in G \) and all \( s < T \) that

\[
\left| \{N^+(v) \cap \{x_s, \ldots, x_T\}\} \right| \leq 1 + \frac{2e\lambda - 2}{\lambda} \cdot d^+(v) \cdot \sum_{t=s}^{T-1} \frac{1}{d^+(x_t)} + \frac{3}{\lambda} \cdot \log n.
\]

**Proof.** Before formally proving it, we give an intuition of why this is true. Let \( v \) be a fixed vertex in \( G \), and consider the number of out-neighbours of \( v \) that are contained in the path. If at time \( t \) the random path has visited \( x_0, \ldots, x_t \) and does not stop yet, i.e. \( \text{rd}_t^+(x_t) \geq \frac{1}{2}d^+(x_t) \), then we have

\[
\Pr[x_{t+1} \in N^+(v)] = \frac{|N^+(v) \cap N^+(x_t) \setminus \{x_0, \ldots, x_t\}|}{|N^+(x_t) \setminus \{x_0, \ldots, x_t\}|} \leq 2 \frac{d^+(v)}{d^+(x_t)}.
\]

Because we perform a random path, we expect the number of visited vertices in the out-neighbourhood of \( v \) to be concentrated around its expectation, that is, not too different from \( \sum_t d^+(v)/d^+(x_t) \). Thus, for a typical vertex \( v \) we would expect the random path to enter its out-neighbourhood not much more than \( 2d^+(v) \sum_{t=s}^{T-1} 1/d^+(x_t) \) times after time \( s \).

Formally, for a given \( v \in G \) and for \( 1 \leq t \leq n \) we define the random variables

\[ X_t^{(v)} := 1_{t \leq T \land x_t \in N^+(v)} \text{ and } p_t^{(v)} := 1_{t \leq T} \cdot \Pr[x_t \in N^+(v) \mid x_0 \ldots x_{t-1}] \, . \]

In what follows we wish to apply Lemma 2.3 to these quantities. Hence, we need to check that the conditions of the lemma, in particular (3), are satisfied. To do so, we observe that, for any \( t \), we have

\[
\mathbb{E} \left[ X_t^{(v)} \mid X_1^{(v)}, \ldots, X_{t-1}^{(v)}, p_0^{(v)}, \ldots, p_t^{(v)} \right] = \mathbb{E} \left[ X_t^{(v)} \mid X_1^{(v)}, \ldots, X_{t-1}^{(v)}, p_0^{(v)}, \ldots, p_t^{(v)}, x_0, \ldots, x_t \right] \cdot X_1^{(v)}, \ldots, X_{t-1}^{(v)}, p_1^{(v)}, \ldots, p_t^{(v)}
\]

\[
= \mathbb{E} \left[ X_t^{(v)} \mid x_0, \ldots, x_t \right] \cdot X_1^{(v)}, \ldots, X_{t-1}^{(v)}, p_0^{(v)}, \ldots, p_t^{(v)}
\]

\[
= \mathbb{E} \left[ p_t^{(v)} \mid X_1^{(v)}, \ldots, X_{t-1}^{(v)}, p_0^{(v)}, \ldots, p_t^{(v)} \right]
\]

\[ = p_t^{(v)}, \]

as desired.

To apply Lemma 2.3, we first note that, for any vertex \( v \) and any \( s \geq 0 \), we have on the one hand that

\[
|N^+(v) \cap \{x_s, \ldots, x_T\}| \leq 1 + |N^+(v) \cap \{x_{s+1}, \ldots, x_T\}| = 1 + \sum_{t=s+1}^{n} X_t^{(v)} \quad (4)
\]
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where we interpret \( \{ x_s, \ldots, x_T \} \) as the empty set when \( s > T \). On the other hand, as we noted above, \( p_t^{(v)} \leq 2d^+(v)/d^+(x_{t-1}) \) for any \( 1 \leq t \leq T \) and, by definition, \( p_t^{(v)} = 0 \) for \( t > T \). It follows that, for any \( s \geq 0 \) we have

\[
\sum_{t=s+1}^{n} p_t^{(v)} \leq 2 \sum_{t=s}^{T-1} \frac{d^+(v)}{d^+(x_t)}. \tag{5}
\]

By Lemma 2.3, we have for any vertex \( v \) and any \( s \geq 0 \) that

\[
\Pr \left[ \sum_{t=s+1}^{n} X_t^{(v)} > \frac{e^\lambda - 1}{\lambda} \sum_{t=s+1}^{n} p_t^{(v)} + \frac{3}{\lambda} \log n \right] \leq n^{-3}.
\]

By combining (4) and (5), it follows that

\[
\Pr \left[ |N^+(v) \cap \{ x_s, \ldots, x_T \}| > 1 + \frac{2e^\lambda - 2}{\lambda} d^+(v) \sum_{t=s}^{T-1} \frac{1}{d^+(x_t)} + \frac{3}{\lambda} \log n \right] \leq n^{-3}.
\]

By union bound over all \( v, s \), we obtain the claim.

Recall that Proposition 3.2 states that provided a digraph has minimum degree large enough, we can find a heavy enough cycle. We are now well equipped to prove this lemma.

**Proof of Proposition 3.2.** Note that \( \delta(G) > 0 \) ensures that \( G \) is sinkless. In this proof we use Lemma 3.4 to show that with positive probability, the weight of the created cycle is high enough.

Let \( G \) be a graph of order \( n \) with \( \delta \geq K_0 \cdot \log n \). Let \( (x_0, \ldots, x_T) \) be a random path and let \( x_s \) be the first neighbour of \( x_T \) in the path so that \( (x_s, \ldots, x_T) \) is a cycle. By definition, \( x_T \) has at least \( d^+(x_T)/2 \) out-neighbours in the path, \( x_s \) being the first one. Hence

\[
\frac{1}{2} d^+(x_T) \leq |N^+(x_T) \cap \{ x_s, \ldots, x_T \}|. \tag{6}
\]

Moreover, applying Lemma 3.4 with \( \lambda = 1 \), \( v = x_T \) and \( s \) as above, we have, with positive probability, that

\[
|N^+(x_T) \cap \{ x_s, \ldots, x_T \}| \leq 1 + (2e - 2) \cdot d(x_T) \cdot \sum_{t=s}^{T-1} \frac{1}{d^+(x_t)} + 3 \cdot \log n \tag{7}
\]

Combining (6), (7) we obtain

\[
\frac{1}{2} d(x_T) \leq 4d^+(x_T) \cdot \sum_{t=s}^{T-1} \frac{1}{d^+(x_t)} + 4 \cdot \log n.
\]

Rearranging the terms gives

\[
\sum_{t=s}^{T} \frac{1}{d^+(x_t)} \geq \frac{1}{8} \cdot \frac{\log n}{d^+(x_T)} \geq \frac{1}{8} - \frac{1}{K_0},
\]

since \( d^+(x_T) \geq \delta(G) \geq K_0 \log n \). The lemma follows by choosing \( K_0 > 8 \) and \( K_1 := 1/8 - 1/K_0 \).
To conclude this section, we show that it is possible to use the random path in Definition 3.3 to prove a weaker version of Theorem 1.10 in the case of uniform out-weights. Extending this to a full proof of the theorem requires some additional ideas, which will be discussed in the next section.

**Proposition 3.5.** Let $G$ be a sinkless digraph on $n$ vertices. Consider a random path $(x_0, \ldots, x_T)$ on $G$ and let $C$ be the corresponding cycle. Then, with high probability as $n \to \infty$ we have

$$\sum_{v \in C} \frac{1}{d^+(v)} \geq \frac{\log \log n}{8 \log n}.$$

**Proof.** Let $s \geq 0$ be the first time $t \geq 0$ such that $x_t \in N^+(x_T)$. Note that

$$\sum_{v \in C} 1 = \frac{1}{d^+(x_T)} + \sum_{t=s}^{T-1} \frac{1}{d^+(x_t)}.$$

Applying Lemma 3.4 with $\lambda = \log \log n$ it follows that, with high probability,

$$|N^+(x_T) \cap \{x_s, \ldots, x_T\}| \leq 1 + \frac{2 \log n - 2}{\log \log n} \cdot d^+(x_T) \cdot \sum_{t=s}^{T-1} \frac{1}{d^+(x_t)} + 3 \cdot \frac{\log n}{\log \log n}.$$

By combining (6) and (8) and rearranging the terms, it follows that

$$\sum_{t=s}^{T-1} \frac{1}{d^+(x_t)} \geq \frac{\log \log n}{4 \log n} - \frac{2}{d^+(x_T)},$$

and hence

$$\sum_{v \in C} \frac{1}{d^+(v)} = \frac{1}{d^+(x_T)} + \sum_{t=s}^{T-1} \frac{1}{d^+(x_t)} \geq \max \left\{ \frac{1}{d^+(x_T)}, \frac{\log \log n}{4 \log n} - \frac{1}{d^+(x_T)} \right\}.$$

The proposition follows by minimizing the right-hand side over $d^+(x_T)$. \qed

## 4 Derandomization

In this section we extend the ideas of our walk of Section 3 to weighted graphs. We provide Theorem 4.1 below, from which we derive Theorems 1.8 and 1.10.

**Theorem 4.1.** Let $G$ be a weighted digraph with maximum degree $\Delta \geq 20$ and let $\lambda \in [1, \log \log \Delta]$. If $G$ has maximum weight $w_{\text{max}} \leq \lambda/50 \log \Delta$ and is such that every vertex $v$ has out-weight $w^+(v) = 1$, then $G$ contains a cycle $C$ of weight at least

$$w(C) \geq \frac{\lambda}{50e^\lambda}.$$

Note that the condition $\Delta \geq 20$ ensures that $\log \log \Delta \geq 1$. We can already note two inequalities that will help us throughout our analysis. First, since $\lambda \leq \log \log \Delta$ we have $w_{\text{max}} \leq \lambda/50 \log \Delta \leq \lambda/50e^\lambda$. Second, simple analysis shows that $x \mapsto \frac{\lambda}{e^x}$ is maximum in $x = 1$ so

$$w_{\text{max}} \leq \frac{\lambda}{50e^\lambda} \leq \frac{1}{100}.$$

Before proving Theorem 4.1 we show how it implies Theorems 1.8 and 1.10. In the case of Theorem 1.8 it is useful to note the following consequence of Theorem 4.1.
Corollary 4.2. Let $G$ be a digraph with maximum degree $\Delta$ and minimum degree $\delta \geq 50 \log \Delta$. Then $G$ contains a cycle $C$ such that $\sum_{e \in C} \frac{1}{w(e)} \geq \Omega(1)$.

Proof. Since $G$ is sinkless because of the minimum degree condition, it contains a cycle. If $\Delta \leq 20$ then any cycle $C$ is such that $\sum_{e \in C} 1/d^+(v) \geq \sum_{e \in C} 1/\Delta \geq 1/20 \geq \Omega(1)$. If not, we give every edge $e = (u, v)$ the weight $w(e) = 1/d^+(u)$. This ensures that $w^+(v) = 1$ for all $v$ and that $w_{\max} = 1/\delta \leq 1/(50 \log \Delta)$. It then suffices to apply Theorem 4.1 with $\lambda = 1$.

Note that Theorem 1.8 follows directly from combining Corollary 4.2 with Lemma 2.2.

Theorem 1.10. Let $G$ be a digraph with maximum degree $\Delta$ and $w: E(G) \to \mathbb{R}_+$ be a weight function on the edges such that for every vertex we have $w^+(v) \geq 1$ then there is a cycle $C \subseteq G$ such that

$$w(C) = \Omega \left( \frac{\log \log \Delta}{\log \Delta} \right).$$

Proof of Theorem 1.10. Consider a digraph $G$ such that $w^+(v) \geq 1$ for all $v \in V$. By possibly decreasing the weight of some edges we may assume w.l.o.g. that $w^+(v) = 1$ for all vertices $v$. Note that this condition ensures that $G$ is sinkless; let $G' \subseteq G$ be a strongly connected component with no out-edge. Let $\Delta' = \Delta(G') \leq \Delta$ the maximum degree of $G'$.

Since $G'$ is strongly connected, we can extend any edge to a cycle. If $\Delta' < 20$, then there is an edge, and therefore by extension, a cycle with weight at least $1/20 \geq \Omega(\log \log \Delta / \log \Delta)$. If $\Delta' \geq 20$ and there exists an edge $e \in G'$ with weight $w(e) > \log \log \Delta / 50 \log \Delta$ then we can extend this edge to a cycle which has at least that weight, that is of weight at least $\Omega(\log \log \Delta / \log \Delta)$. Finally, if $\Delta' \geq 20$ and every edge in $G'$ has weight at most $w_{\max} \leq \log \log \Delta / 50 \log \Delta \leq \log \log \Delta' / 50 \log \Delta'$, then by Theorem 4.1 there exists a cycle $C$ of weight at least $w(C) \geq \log \log \Delta' / 50 \log \Delta' \geq \Omega(\log \log \Delta / \log \Delta)$.

In the remaining part of this section we prove Theorem 4.1. Given the intuition from the last section, instead of using randomness we cleverly choose the next vertex to ensure the weight of our cycle is sufficiently large. We start with some definitions.

Definition 4.3. Given a directed graph $G$ and a path $P = (v_0, \ldots, v_t)$ in $G$, we say that a vertex $v$ is activated if $v$ has an out-neighbour in $P$. We define the activation time $v$ as $act_P(v) := \min \{ s | v_s \in N^+(v) \}$.

Definition 4.4. Given a directed graph $G$ and a path $P = (v_0, \ldots, v_t)$ of length $t$ in $G$ and an activated vertex $v$ we define

$$a_P(v) := e^{-\frac{\log \Delta}{w_{\max}}} \sum_{r = act_P(v)}^{t-1} \lambda^r w(v_r, v_{r+1}) \frac{1}{w_{v_r, v_{r+1}}}.$$ 

We also define $A_P := \frac{1}{\sum v \text{ activated} a_P(v)}$.

Definition 4.5. Given a directed graph $G$ and a path $P = (v_0, \ldots, v_t)$ of length $t$ in $G$, for any $s < t$ we define

$$b_P(s) := e^{-\frac{\log \Delta}{w_{\max}}} \sum_{r = s}^{t-1} w(v_r, v_{r+1}).$$

We also define $B_P := \sum_{s=0}^{t-1} \frac{1}{w(v_r, v_{r+1})} : b_P(s)$.

Roughly speaking, $A$ is the equivalent of the ‘Chernoff-like’ Lemma 2.3 used in Section 3. When sufficiently low, $A$ allows us to find a cycle with sum of inverse of remaining degrees high enough. $B$ is designed to make sure that, as long as it is low enough, the sum of inverse of remaining degrees on any interval of the path is comparable to the weight of the path on this interval. We want to keep both $A$ and $B$ low enough so that, combining both, we can find a cycle which is heavy enough.
Proposition 4.6. Let $G$ be a weighted digraph with maximum degree $\Delta \geq 20$ and let $\lambda \in [1, \log \log \Delta]$. If $G$ has maximum weight $w_{\text{max}} \leq \lambda/50 \log \Delta$ and is such that every vertex $v$ has out-weight $w^+(v) = 1$, then there exists a path $\Pi = (x_0, \ldots, x_T)$ in $G$ such that $\text{rw}_T^\Pi(x_T) < 1/2$ and

$$A_\Pi + B_\Pi \leq \frac{7\lambda}{50e^\lambda}.$$  

The path $\Pi$ of Proposition 4.6 can be seen as the output of a (deterministic) algorithm that creates a path by walking on the graph, greedily minimising $A + B$ at each step. To prove this proposition, we show that at each step of this walk, the quantity $A + B$ cannot grow too much. For that, we use Claims 4.7 and 4.8 below, which state that $A, B$ would not grow too much in expectation if we decided to choose the next vertices randomly. We assume the conditions on $G, M$ and $\lambda$ from Proposition 4.6 hold.

Claim 4.7. Let $P = (v_0, \ldots, v_t)$ be any path in $G$ such that $\text{rw}_t^+(v_t) \geq 1/2$. Consider the path $P' = (v_0, \ldots, v_t, u)$ obtained by adding $u$ chosen u.a.r. among the unvisited neighbours of $v_t$. We have

$$E[P', u] \leq 15 \cdot \frac{e^\lambda}{\lambda \cdot \text{rd}_t^+(v_t)} \cdot A_P + \frac{1}{\Delta}.$$ 

Proof. By definition of $a$, for any vertex $v$ activated by $P$ and $u \in N^+(v_t) \setminus P$,

$$a_P^+(v) = a_P(v) \cdot e^{-\frac{\lambda}{w_{\text{max}}(v,u)} \cdot \frac{1}{\text{rd}_t^+(v_t)}}.$$  

Note that $0 \leq w(v,u) \leq w_{\text{max}}$ and since $x \mapsto e^{-x}$ is convex, $e^{-\frac{\lambda}{w_{\text{max}}(v,u)} \cdot \frac{1}{\text{rd}_t^+(v_t)}} \leq 1 + \frac{\lambda - 1}{w_{\text{max}}(v,u)}$. Also, observe that, since we choose $u$ u.a.r. among the unvisited neighbours of $v_t$,

$$E[w(v,u)] = \sum_{u' \in N^+(v_t)} (\text{Pr}[u = u'] \cdot w(v,u')) \leq \frac{1}{\text{rd}_t^+(v_t)}.$$  

Hence in expectation

$$E[e^{-\frac{\lambda}{w_{\text{max}}(v,u)} \cdot \frac{1}{\text{rd}_t^+(v_t)}}] \leq 1 + \frac{\lambda - 1}{w_{\text{max}}} \cdot \frac{1}{\text{rd}_t^+(v_t)}.$$  

Combining (10) and (11) gives

$$E[a_{P'}(v)] = a_P(v) \cdot e^{-\frac{\lambda}{w_{\text{max}}(v,u)} \cdot \frac{1}{\text{rd}_t^+(v_t)}} \cdot E[e^{-\frac{\lambda}{w_{\text{max}}(v,u)} \cdot \frac{1}{\text{rd}_t^+(v_t)}}]$$

$$\leq a_P(v) \cdot e^{-\frac{\lambda}{w_{\text{max}}(v,u)} \cdot \frac{1}{\text{rd}_t^+(v_t)}} \cdot e^{-\frac{\lambda - 1}{w_{\text{max}}} \cdot \frac{1}{\text{rd}_t^+(v_t)}}$$

$$\leq a_P(v) \cdot e^{-\frac{1}{w_{\text{max}}(v,u)} \cdot \frac{1}{\text{rd}_t^+(v_t)}}.$$  

We have $\text{rw}_t^+(v_t) \geq 1/2$ and we know that every edge has weight at most $w_{\text{max}}$; this implies $\text{rd}_t^+(v_t) \cdot w_{\text{max}} \geq \text{rw}_t^+(v_t) \geq 1/2$ or, in other words, $0 \leq 1/(w_{\text{max}} \cdot \text{rd}_t^+(v_t)) \leq 2$. Since $x \mapsto e^{-x}$ is convex we have

$$e^{-\frac{1}{w_{\text{max}}(v,u) \cdot \text{rd}_t^+(v_t)}} \leq 1 + \frac{e^{-2} - 1}{2 \cdot w_{\text{max}} \cdot \text{rd}_t^+(v_t)} \leq 1 - 0.3 \frac{1}{w_{\text{max}} \cdot \text{rd}_t^+(v_t)}.$$  

12
We noted in (9) that $w_{\text{max}} \leq \lambda/50e^\lambda$ so in expectation, the contribution of any vertex $v$ that was already activated by $P$ is going to decrease
\[
E[a_{P'}(v)] \leq \left(1 - 15 \frac{e^\lambda}{\lambda \cdot \text{rd}_t^+(v_t)}\right) \cdot a_P(v).
\]

To find an upper bound on the expectation of the total $A_{P'}$ we note that any new activated vertex contributes to it by $1/\Delta^2$ and that only the in-neighbours of $u$ can be ‘newly’ activated. $u$ has at most $\Delta$ in-neighbours so the total contribution of newly activated vertices is at most $1/\Delta$. We therefore have
\[
E[A_{P'}] = \left(1 - 15 \frac{e^\lambda}{\lambda \cdot \text{rd}_t^+(v_t)}\right) \cdot A_P + \frac{1}{\Delta}.
\]

**Claim 4.8.** Let $P = (v_0, \ldots, v_t)$ be any path in $G$ such that $r w_t^+(v_t) \geq 1/2$. Consider the path $P' = (v_0, \ldots, v_t, u)$ obtained by adding $u$ chosen u.a.r. among the unvisited neighbours of $v_t$. We have
\[
E[B_{P'}] \leq \left(1 - 15 \frac{e^\lambda}{\lambda \cdot \text{rd}_t^+(v_t)}\right) \cdot B_P + \frac{1}{\text{rd}_t^+(v_t)}.
\]

**Proof.** By definition of $b$, for any $s < t$ we have
\[
b_{P'}(s) = b_P(s) \cdot e^{-\frac{50\lambda}{\lambda - 1}w(v_t, u)}.
\]
Recall that in (9) we explained that $w_{\text{max}} \leq \lambda/50e^\lambda$. Thus, $0 \leq w(v_t, u) \leq \lambda/50e^\lambda$ and since $x \mapsto e^{-\frac{50\lambda}{\lambda - 1}x}$ is convex,
\[
e^{-\frac{50\lambda}{\lambda - 1}w(v_t, u)} \leq 1 + e^{-1} - 1 - \frac{1}{50e^\lambda} \cdot w(v_t, u) \leq 1 - 30 \frac{e^\lambda}{\lambda} \cdot w(v_t, u).
\]

Note that
\[
E[w(v_t, u)] = \frac{r w_t^+(v_t)}{\text{rd}_t^+(v_t)} \geq \frac{1}{2 \cdot \text{rd}_t^+(v_t)},
\]
since we know $r w_t^+(v_t) \geq 1/2$. Hence in expectation
\[
E\left[e^{-\frac{50\lambda}{\lambda - 1}w(v_t, u)}\right] \leq 1 - 15 \frac{e^\lambda}{\lambda \cdot \text{rd}_t^+(v_t)}.
\]

Combining (12) and (13) gives
\[
E[b_{P'}(s)] \leq b_P(s) \cdot \left(1 - 15 \frac{e^\lambda}{\lambda \cdot \text{rd}_t^+(v_t)}\right).
\]

For any time $s < t$, the contribution of $b(s)$ to $B$ decreases in expectation by a factor $\left(1 - 15 \frac{e^\lambda}{\lambda \cdot \text{rd}_t^+(v_t)}\right)$. The contribution $b(t)$ is at most 1 and is weighted by a factor $1/\text{rd}_t^+(v_t)$ in $B$. Hence, in expectation
\[
E[B_{P'}] \leq \left(1 - 15 \frac{e^\lambda}{\lambda \cdot \text{rd}_t^+(v_t)}\right) \cdot B_P + \frac{1}{\text{rd}_t^+(v_t)}.
\]

\[
\square
\]
With Claims 4.7 and 4.8 proven we now show that Proposition 4.6 holds.

**Proof of Proposition 4.6.** Consider the following (deterministic) walk on $G$:

- The first vertex $x_0$ is chosen arbitrarily.
- At each step $t$ such that $\text{rw}_t^+(x_t) \geq 1/2$, the next vertex of the walk is
  \[ x_{t+1} = \arg\min_{u \in N^+(x_t) \setminus \{x_0, \ldots, x_t\}} \left( A(x_0, \ldots, x_t, u) + B(x_0, \ldots, x_t, u) \right). \]
- At step $t$ such that $\text{rw}_t^+(x_t) < 1/2$, the walk stops. We call $T := t$ the stopping time of the walk.

Note that this walk never self-intersects; we name $\Pi = (x_0, \ldots, x_T)$ the path thus produced. For any $0 \leq t \leq T$, we also define $\Pi_t := (x_0, \ldots, x_t)$ the path at step $t$, made of the first $t+1$ vertices of $\Pi$. We prove by induction that, for any $t$,

\[ A_{\Pi_t} + B_{\Pi_t} \leq \frac{7\lambda}{50e\lambda}. \tag{14} \]

$A_{\Pi_0} \leq 1/\Delta$, $B_{\Pi_0} = 0$ so $A_{\Pi_0} + B_{\Pi_0} \leq 1/\Delta$. Observe that

\[ x \mapsto \frac{x}{e^x} \]

is decreasing on $[1, \log \log \Delta]$, so if we can prove that $1/\Delta \leq 7\log \log \Delta / 50 \log \Delta$ — or, equivalently that $\Delta \geq 50 \log \Delta / 7 \log \Delta$ — the induction hypothesis holds for $t = 0$, for every $\lambda \in [1, \log \log \Delta]$ is. A bit of analysis shows that

\[ x \mapsto \frac{50\log x}{7\log \log x} - x \]

is decreasing on $[20, +\infty)$ and negative in $x = 20$, which proves that (14) is true for $t = 0$.

Suppose (14) is true up to some $t < T$; recall that this implies $\text{rw}_t^+(x_t) \geq 1/2$. If we prolong $\Pi_t = (x_1, \ldots, x_t)$ to $\Pi'_t = (x_1, \ldots, x_t, u)$ by picking the next vertex $u$ u.a.r. in the unvisited neighbourhood of $x_t$, then by linearity of expectation and Claims 4.7 and 4.8 we have

\[
E \left[ A_{\Pi'_t} + B_{\Pi'_t} \right] \leq \left( 1 - \frac{15}{\lambda} \cdot \frac{e^\lambda}{\text{rd}_t^+(x_t)} \right) (A_{\Pi_t} + B_{\Pi_t}) + \frac{1}{\Delta} + \frac{1}{\text{rd}_t^+(x_t)}.
\]

Since, by definition, $x_{t+1}$ is the neighbour of $x_t$ chosen to minimise the quantity $A + B$, we know that is is at most its expectation. Using (14) we get

\[
A_{\Pi_{t+1}} + B_{\Pi_{t+1}} \leq \left( 1 - \frac{15}{\lambda} \cdot \frac{e^\lambda}{\text{rd}_t^+(x_t)} \right) (A_{\Pi_t} + B_{\Pi_t}) + \frac{2}{\text{rd}_t^+(x_t)}
\]

\[
\leq \left( 1 - \frac{15}{\lambda} \cdot \frac{e^\lambda}{\text{rd}_t^+(x_t)} \right) \cdot \frac{7\lambda}{50e\lambda} + \frac{2}{\text{rd}_t^+(x_t)}
\]

\[
\leq \frac{7\lambda}{50e\lambda}.
\]

Therefore, (14) is true for all $t \leq T$, and in particular, for $t = T$. \(\square\)
We have established with Proposition 4.6 that there exists a path on which the quantities $A, B$ remained bounded along the whole path. We now turn our attention to the weight and sum of inverse of remaining degrees in the cycle and prove that they are sufficiently large.

**Claim 4.9.** Let $\Pi = (x_0, \ldots, x_T)$ be a path with $rw_{\Pi}^+(x_T) < 1/2$ and

$$A_\Pi + B_\Pi \leq \frac{7\lambda}{50e^\lambda},$$

and let $s = \text{act}_\Pi(x_T)$ be the activation time of the last vertex, then

$$\sum_{t=s}^{T-1} \frac{1}{rd_t^+(x_t)} \geq \frac{2\lambda}{5e^\lambda}.$$

**Proof.** We know that $A_\Pi + B_\Pi \leq \frac{7\lambda}{50e^\lambda} \leq 1$ since we noted in (9) that $\lambda/50e^\lambda \leq 1/100$. This implies

$$a_\Pi(x_T) \leq \Delta^2 \cdot A_\Pi \leq \Delta^2.$$

Furthermore, since $rw_{\Pi}^+(x_T) \leq 1/2$, we have $\sum_{t=s}^{T} w(x_T, x_t) = w^+(x_T) - rw_{\Pi}^+(x_T) \geq 1/2$. Since every edge has weight at most $w_{\text{max}} \leq 1/100$, we get $\sum_{t=s}^{T-1} w(x_T, x_{t+1}) \geq 1/2 - 1/100$. Recall that $a_\Pi(x_T)$ is defined as

$$a_\Pi(x_T) = e^{\frac{1}{w_{\text{max}}} \sum_{t=s}^{T-1} \lambda w(x_T, x_{t+1}) - e^\lambda \frac{1}{rd_t^+(x_t)}},$$

so, by monotonicity of log, we obtain

$$2 \log \Delta \geq \log a_\Pi(x_T)$$

$$\geq \frac{\lambda}{w_{\text{max}}} \sum_{t=s}^{T-1} w(x_T, x_{t+1}) - \frac{e^\lambda}{w_{\text{max}}} \sum_{t=s}^{T-1} \frac{1}{rd_t^+(x_t)}$$

$$\geq \left(\frac{1}{2} - \frac{1}{100}\right) \frac{\lambda}{w_{\text{max}}} - \frac{e^\lambda}{w_{\text{max}}} \sum_{t=s}^{T-1} \frac{1}{rd_t^+(x_t)}.$$

Rearranging the terms gives the desired lower bound

$$\sum_{t=s}^{T-1} \frac{1}{rd_t^+(x_t)} \geq \left(\frac{1}{2} - \frac{1}{100}\right) \frac{\lambda}{e^\lambda} - 2w_{\text{max}} \log \Delta \frac{e^\lambda}{e^\lambda}$$

$$\geq \left(\frac{1}{2} - \frac{1}{100}\right) \frac{\lambda}{e^\lambda} - \frac{\lambda}{25e^\lambda}$$

$$\geq \frac{2\lambda}{5e^\lambda}.$$

We are now ready to prove Theorem 4.1.

**Proof of Theorem 4.1.** Let $\Pi = (x_0, \ldots, x_T)$ be a path with $rw_{\Pi}^+(x_T) < 1/2$ and

$$A_\Pi + B_\Pi \leq \frac{7\lambda}{50e^\lambda},$$

(15)
and let \( s = act_\Pi(x_T) \). Note that the existence of \( \Pi \) is guaranteed by Proposition 4.6. First, observe that

\[
B_\Pi = \sum_{t=0}^{T-1} \left( \frac{1}{\text{rd}^+(x_t)} e^{-\frac{50e^{\lambda} \lambda}{X} \sum_{r=s}^{T-1} w(x_r, x_{r+1})} \right) \\
\geq \left( \sum_{t=s}^{T-1} \frac{1}{\text{rd}^+(x_t)} \right) \cdot \left( e^{-\frac{50e^{\lambda} \lambda}{X} \sum_{r=s}^{T-1} w(x_r, x_{r+1})} \right).
\]

(16)

By Lemma 4.9 we know that

\[
\sum_{t=s}^{T-1} \frac{1}{\text{rd}^+(x_t)} \geq \frac{2\lambda}{50e^{\lambda}}.
\]

(17)

Using (15), (16) and (17) we obtain

\[
\frac{7\lambda}{50e^{\lambda}} \geq \frac{2\lambda}{50e^{\lambda}} e^{-\frac{50e^{\lambda} \lambda}{X} \sum_{r=s}^{T-1} w(x_r, x_{r+1})},
\]

which by monotonicity of log yields

\[
\sum_{t=s}^{T-1} w(x_t, x_{t+1}) \geq \frac{\lambda}{50e^{\lambda}} \log \frac{100}{35} \geq \frac{\lambda}{50e^{\lambda}}.
\]

Since \( s = act_P(x_T) \), we can simply take the edge \((x_T, x_s)\) to create the cycle \( C = (x_s, \ldots, x_T) \) which has weight

\[
w(C) = w(x_T, x_s) + \sum_{t=s}^{T-1} w(x_t, x_{t+1}) \geq \frac{\lambda}{50e^{\lambda}}.
\]

\( \square \)

## 5 Conclusion

In this paper, we make improvements on two lines of questions in the literature concerning cycles in digraphs: decomposing Eulerian digraphs into few cycles, and finding heavy cycles in edge-weighted digraphs. We give the first explicit upper bound on the number of cycles we can decompose any Eulerian digraph into.

For cycle decompositions, we propose the sum of inverse out-degrees of vertices in a cycle as a natural measure of its ‘weight’ in a cycle decomposition. A central observation is Lemma 2.2, which links the existence of heavy cycles in Eulerian digraphs with the existence of a decomposition with few cycles. In Section 3, we combine the natural greedy approach to find long cycles with a random walk to show that, under suitable minimum degree conditions, a digraph contains a cycle of weight \( \Omega(1) \). In Section 4 we derandomize this technique in order to extend our result to more general weight functions. This modification allows us to improve the factor of \( \log n \) to \( \log \Delta \) in our main results. Note that our proofs can easily be turned into efficient algorithms to find heavy cycles and cycle decompositions.

Our result on cycle decomposition is almost tight with respect to Lemma 2.2: the best upper bound on the number of cycles for a decomposition we can hope for using this lemma is \( O(n \log \bar{d}) \). It may be possible to attain this bound by refining our arguments. Indeed, an affirmative answer to Question 5.2 below would immediately give this improvement.
Another potential way to improve upon our result could be to consider the structure of the intermediate graph after removing some number of cycles. On the one hand, the analysis in Section 3 shows that most of the edges in a heavy cycle can be chosen at random. On the other hand, it appears that the analysis in Section 3, and in particular Lemma 3.4 is wasteful for all but very particular graphs. It might also be possible to remove the log factor completely by modifying the approach to find all cycles simultaneously instead of iteratively.

Regarding heavy cycles, there seem to be some possibilities for further line of research. Another conjecture by Bollobás and Scott about heavy cycles in weighted Eulerian graphs somewhat combines Theorem 1.8 and 1.10. Our methods do not give any immediate results but we believe that refining our ideas might help solve the following.

**Conjecture 5.1** (Bollobás, Scott [2]). Let $G$ be a weighted digraph such that every vertex $v \in V(G)$ satisfies $w^{-}(v) = w^{+}(v) = 1$. Then $G$ contains a cycle $C$ with $w(C) \geq 1$.

In the proof of Theorem 1.8, we use Corollary 4.2 which states that any digraph with sufficient minimal degree contains a cycle of constant weight. As the construction of Bollobás and Scott in [2] shows, the minimal degree condition of $\delta \geq \Omega(\log \Delta)$ cannot be dropped. However, we believe that being Eulerian is a sufficiently strong condition and that the same result, without the minimal degree condition, should be true on Eulerian digraphs.

**Question 5.2.** Is it true that if an edge-weighted Eulerian digraph $G$ is such that every vertex has $w^{+}(v) = 1$ then $G$ contains a cycle of weight at least $\Omega(1)$?

As a first step it would be interesting to find graphs where our methods fail.

**Question 5.3.** Is there a Eulerian digraph $G$ such that the random walk in Section 3 finds a cycle with weight $o(1)$ with high probability?

Indeed, Question 5.2 can be seen as a weaker version of another conjecture proposed by Bollobás and Scott.

**Conjecture 5.4** (Bollobás, Scott [2]). Let $G$ be a digraph with edge-weighting $w$ such that $d^{-}(v) = d^{+}(v)$ for every vertex $v$ in $G$. Then $G$ contains a cycle of weight at least $c w(G)/(n-1)$, where $c$ is an absolute constant.

We remark that it follows as a corollary of Theorem 1.8 that any digraph as above contains a cycle of weight $\Omega(w(G)/n \log \Delta)$, which confirms this conjecture up to a log-factor. As mentioned in the introduction, there exist edge-weightings of strongly connected digraphs where the weight of the longest cycle is only $O(w(G)/n^2)$. This confirms that requiring a digraph to have equal in- and out-degrees makes a significant difference for the existence of heavy cycles in edge-weighted graphs.
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