Comprehensive Modeling of Graphene Resistivity
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Since the first graphene layer was fabricated in the early 2000’s, graphene properties have been studied extensively both experimentally and theoretically. However, when comparing the many resistivity models reported in literature, several discrepancies can be found, as well as a number of inconsistencies between formulas. In this paper, we revise the main scattering mechanisms in graphene, based on theory and goodness of fit to in-house experimental data. In particular, a step-by-step evaluation of the interaction between electrons and optical phonons is carried out, where we demonstrate that the process of optical phonon emission scattering is completely suppressed for all low-field applications and all temperatures in the range of interest, as opposed to what is often reported in literature. Finally, we identify the best scattering models based on the goodness of fit to experimental data.
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I. INTRODUCTION

Graphene is gaining more and more attention from the scientific community in various academic fields, such as photonics, mechanics, power storage, biomedical sciences and electronics. In the semiconductor industry, graphene is considered as a valid candidate for beyond CMOS not only for transistor,1–3 but also for interconnects. Indeed, it is now possible to find in literature various studies where graphene is investigated for interconnect applications as a replacement for the thick Cu barrier or for the Cu itself.4 In order to predict the performance benefits of graphene interconnects, accurate models calibrated on experimental data are required.

In this paper we provide an overview of several resistivity models, screening the ones available in literature by comparing them with either our own calculations or our measurements. In particular, in Section II the theory of each model is presented, in Section III the models are calibrated to our experimental data, and in Section IV the results of the calibration procedure are discussed. For completeness, Section IV also contains a simplified model for the evaluation of edge scattering in graphene, which will be calibrated in future papers.

II. RESISTIVITY MODEL

A. Phonon scattering model

The intrinsic resistivity of graphene represents the upper limits to its performance. In fact, if in the future the industry is able to produce high quality graphene with no defects, no impurities, perfect edges and to perfectly isolate the graphene from the substrate, phonon scattering will become the only mechanisms able to affect the performance. In literature, although phonon scattering in 2D graphene has been widely investigated, there is still a huge discrepancy on the deformation potentials values for both acoustic and optical phonon scattering.5–8 This discrepancy originates from differences in the formulas used to fit the experimental data, as described in the review paper from Fischetti et al. In the current paper, we also want to bring to the attention that the formulas used to evaluate the scattering rate with optical phonon are often inconsistent. When evaluating optical phonon emission, such formulas from literature5–8 assume that the only requirement for an optical phonon to be emitted is that the electron have enough energy, which accordingly is modeled by including in the formula an energy step function. This step function, however, is not capable to describe the complete mechanism on its own. In fact, it is known that the number of electrons in graphene can be enhanced by increasing the voltage applied to a back gate, which finally corresponds to increasing the graphene Fermi energy. Therefore, above a given voltage, the Fermi energy becomes larger than the phonon energy. In this case, the step function would become one and the formula would predict that electrons are able to emit an optical phonon. Several literature plots show indeed a sudden drop in conductivity when either the number of carriers or the Fermi energy are high enough.1,5,7,8 We would like to point out that even if the electrons energy is higher than the phonon energy, there must be available empty states at lower energies for the electrons in order to emit a phonon. This is not the case for the considered example: as the electron energy increases, all the available states below them are simultaneously filled. This effect is
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captured by the Pauli blocking term, which takes into account the availability of empty states after the scattering event. In the case of quasi-elastic scattering events, such as acoustic phonon scattering, the Pauli blocking term is equal to one and can be neglected. In the case of inelastic scattering events, such as the optical phonon scattering, the Pauli blocking term is not equal to one and must be taken into account when evaluating the scattering rate. In the following, we derive the complete formula for optical phonon scattering and show that the Pauli blocking term completely suppresses the impact of optical phonon emission, even when electrons have higher energy than the phonon energy.

In the Boltzmann transport approach, the graphene conductivity can be evaluated using the relaxation time approximation:

\[
\sigma = \frac{e^2 v_f^2}{2} \int dE_k DOS(E_k)\tau(E_k) \left( -\frac{\partial f(E_k)}{\partial E_k} \right), \tag{1}
\]

where \( e \) is the electron charge, \( v_f \) is the Fermi velocity, \( DOS(E_k) \) is the Density of States in graphene, \( f(E_k) \) is the Fermi-Dirac distribution, \( E_k \) is the energy as a function of the \( k \) vector and \( \tau \) is the relaxation time.

For optical phonon, the relaxation time \( \tau_O \) is equal to:

\[
\frac{1}{\tau_O} = \sum_{k'} \Gamma(k, k') (1 - \cos \theta) B, \tag{2}
\]

\[
B = 1 - f(E(k')) \frac{1 - f(E(k))}{1 - f(E(k))}, \tag{3}
\]

\[
\Gamma(k, k') = \frac{2\pi}{\hbar} \sum_{q} |H_{k', k}|^2 \delta(E(k') - E(k) \mp \hbar\omega_O), \tag{4}
\]

where \( B \) is the Pauli blocking term, while \( \Gamma \) is obtained using Fermi’s golden rule, with \( \mp \) valid for phonon absorption and emission, respectively. The Hamiltonian can be obtained as

\[
H_{k', k} = \int_{A} \psi_{k'}^{*}(r)V(r)\psi_{k} d^2r, \tag{5}
\]

where \( \psi_k \) are not simple plane waves, but plane waves spinor solutions of the graphene Dirac Hamiltonian:

\[
\psi_k(r) = \frac{1}{\sqrt{2A}} \left( e^{-i k x/2} / e^{i k x/2} \right) e^{i k x} r. \tag{6}
\]

The potential \( V(r) \) for absorption and emission has the form

\[
V(r) = D_O A_q e^{\pm i(q \cdot r - \omega_O t)}, \tag{7}
\]

with

\[
|A_q|^2 = \frac{\hbar}{2\rho_m A\omega_O} N_\mp, \tag{8}
\]

\[
N_\mp = \frac{1}{e^{\hbar\omega_O/(k_B T)} - 1} + \frac{1}{2} \mp \frac{1}{2} = N_q + \frac{1}{2} \mp \frac{1}{2}, \tag{9}
\]

where \( \rho_m \) is the mass density of graphene, \( D_O \) is the electronic optical deformation potential and \( N_q \) is the number of phonons, for which the \( \mp \) stands for phonon absorption and emission respectively (the +1 is needed to account for the spontaneous emission). By substituting eqs. (6) to (9) in [5], solving the integral and evaluating the square modulus, we obtain

\[
|H_{k', k}|^2 = D_O^2 |A_q|^2 \cos^2(\theta/2) \delta_{k', k+q}^B = D_O^2 \frac{\hbar}{2\rho_m A\omega_O} N_\mp \sin^2 \theta \times \theta d\theta \]

\[
\delta(h\nu_f k' - h\nu_f k \mp h\omega_O) B, \tag{10}
\]

Now, we can evaluate the relaxation time using eqs. (2), (4) and (10) and the graphene linear dispersion relationship:

\[
\frac{1}{\tau_O} = \sum_{k'} \frac{\pi D_O^2}{4\rho_m \omega_O} N_\mp \sin^2 \theta \times \]

\[
\delta(h\nu_f k' - h\nu_f k \mp h\omega_O) B, \tag{11}
\]

Note that we removed the term \( \delta_{k', k+q}^B \) since we assumed \( \omega_O \) to be constant, thus the relaxation time does not depend on \( q \). By converting the sum into an integral and normalizing the dirac delta function, we obtain

\[
\frac{1}{\tau_O} = \frac{D_O^2 N_\mp}{4\pi \rho_m \omega_O} \int_{0}^{2\pi} \sin^2 \theta d\theta \int_{0}^{\infty} \frac{k'}{\nu_f} \delta(k' - k \mp \frac{\omega_O}{\nu_f}) Bdk', \tag{12}
\]

\[
N_\mp = (N_q + 1)(k - \frac{\omega_O}{\nu_f})U(k - \frac{\omega_O}{\nu_f})B_{Em}, \tag{13}
\]

where \( U(k - \frac{\omega_O}{\nu_f}) \) is the step function, and \( B_{Em} \) and \( B_{Abs} \) are the Pauli blocking terms for absorption \( E(k') = E(k) + h\omega_O \) and emission \( E(k') = E(k) - h\omega_O \) respectively. Note that a factor of two has been added in (12) after considering that, in graphene, the LO and the TO modes give rise to almost the same scattering rate.

Finally, the relaxation time of (12) can be substituted in (11) to obtain the exact conductivity for phonon scattering. Alternatively, to obtain a simpler formula, the relaxation time can be approximated by assuming scattering only around the Fermi level \( k = k_f = \sqrt{n\pi} \), thus obtaining the final expression for the relaxation time:

\[
\frac{1}{\tau_O} = \frac{D_O^2 \sqrt{n\pi}}{4\rho_m \omega_O \nu_f^2} [N_q + \frac{\omega_O}{\nu_f^2} U(k_f - \frac{\omega_O}{\nu_f})B_{Em - E_f} + \]

\[
(N_q + 1)(k_f - \frac{\omega_O}{\nu_f})U(k_f - \frac{\omega_O}{\nu_f})B_{Em - E_f}] \tag{13}
\]

The equation reported in (13) is equal to the one reported in literature, except for the Pauli blocking terms. These factors are plotted in Fig. 1, where, for completeness, the dependency from both temperature and
the difference between the electron energy and the Fermi energy are shown. If (1) is used, the entire Pauli blocking factor must be considered. If (13) is used, then the factors must be evaluated at the Fermi energy (i.e. $E - E_f = 0$). Therefore, for absorption, we obtain $B_{Abs-E_f} = 2$ at $T = 0$ K, $B_{Abs-E_f} = 1.996$ at room temperature, and $B_{Abs-E_f} = 1.913$ at $T = 600$ K. For emission, we obtain $B_{Em-E_f} = 0$ at $T = 0$ K, $B_{Em-E_f} = 0.004$ at room temperature, and $B_{Em-E_f} = 0.087$ at $T = 600$ K. To summarize, because of the contribution of Pauli blocking, a factor of $\approx 2$ must be considered for the process of optical phonon absorption, while the process of optical phonon emission is completely suppressed for low field applications for all temperatures in the range of interest. Therefore, no conductivity drop is present when increasing either the Fermi energy or the number of carriers. For the sake of completeness, we would like to remark that, for high field applications only, the conductivity drop is still present when plotting the conductivity as a function of the difference between the electron energy and the Fermi energy.

We conclude that the main intrinsic scattering mechanism for graphene is the acoustic phonon scattering, for which the subsequent equation can be derived by following similar calculations, as also shown in literature\textsuperscript{[28,29]}

$$\frac{1}{\tau_A} = \frac{D_A^2 k_B T}{4 \rho_m \hbar^2 v_s^2 v_f}$$

with $v_s$ the sound velocity in graphene and $D_A$ the acoustic deformation potential, which will be calibrated in Section \textsuperscript{[33]}

B. Long range scattering model

The main long range scattering mechanisms in graphene originates from the scattering with charged impurities, also known as Coulomb scattering\textsuperscript{[31]}. We evaluated it for 2D graphene by means of numerical computations, starting from the theory presented by Adam and Hwang\textsuperscript{[31,40,41]} In the following, we summarize those sections of the two papers we referred to for our computations.

The relaxation time associated with long range scattering as a function of the number of impurities $n_{iL}$ can be evaluated as:

$$\frac{1}{\tau_L} = \frac{2\pi n_{iL}}{k} \int \frac{d^2 k'}{(2\pi)^2} \left| \langle V_{sk,sk'} \rangle \right|^2 \times$$

$$\times [1 - \cos \theta_{kk'}] \delta (E_{sk} - E_{sk'})$$

To evaluate the scattering rate, we first need to calculate the matrix element $\langle V_{sk,sk'} \rangle^2$. If we consider the effect of a point charge at a distance $d$ from the graphene sheet (with $d$ equal to half of the inter-ribbon distance for the case of intercalated charges, or equal to zero for the case of charges in the graphene plane), we can evaluate the matrix element as

$$\left| \langle V_{sk,sk'} \rangle \right|^2 = \left| \frac{V_s(q,d)}{\varepsilon(q,T)} \right|^2 \frac{1 + \cos \theta_{kk'}}{2}$$

where $q = |k - k'|$, $V_s(q,d) = 2\pi e^2 \exp(-qd)/\varepsilon(q)$ is the Fourier transform of the 2D Coulomb potential in an effective background lattice dielectric constant $\kappa$ and $\varepsilon(q,T)$ is the graphene dielectric function, given by $\varepsilon(q,T) = 1 + v_c(q)\Pi(q,T)$, where $\Pi(q,T)$ is the graphene polarizability function and $v_c(q)$ is the Coulomb interaction. The $\Pi(q,T)$ can be evaluated either analytically, in which case assumptions needs to be made, or numerically. By using the calculations of Hwang et al.\textsuperscript{[40]} up to the point in which assumptions are made, the polarization can be written as

$$\Pi(q,T) = (\tilde{\Pi}^+(q,T) + \tilde{\Pi}^-(q,T))DOS(E_f)$$

with

$$\tilde{\Pi}^+(q,T) = \frac{\mu}{E_f} + \frac{q}{T_f} \ln \left( 1 + e^{-\beta\mu} \right) +$$

$$- \frac{1}{k_f} \int_0^{q/2} dk' \sqrt{1 - \frac{(2k'/q)^2}{1 + e^{2\beta(E_f - \mu)}}}$$

$$\tilde{\Pi}^-(q,T) = \frac{\pi q}{8k_f} + \frac{T}{T_f} \ln \left( 1 + e^{-\beta\mu} \right) +$$

$$- \frac{1}{k_f} \int_0^{q/2} dk' \sqrt{1 - \frac{(2k'/q)^2}{1 + e^{2\beta(E_f + \mu)}}}$$

In \textsuperscript{[18]} and \textsuperscript{[19]}, $\beta = 1/k_BT$ while $\mu$ is the chemical potential, obtained by imposing the charge conservation principle. By plugging the previous equations into \textsuperscript{[15]}, the relaxation rate can be rewritten as

$$\frac{1}{\tau_L} = \frac{n_i E_k}{2\pi k^3 \hbar^2 v_f} \int_0^{2k} dq q^2 \sqrt{1 - \left( \frac{q}{2k} \right)^2 V_s(q,d)^2 \varepsilon(q,T)^2}$$

FIG. 1. Pauli blocking term for emission (gold) and absorption (blue) as a function of temperature and the difference between the electron energy and the Fermi energy. The phonon energy considered is 160 meV. At energy close to the Fermi energy ($E - E_f = 0$), the factor for emission is $\approx 0$ at all temperature, which means that the emission process is completely suppressed.
This gives the final expression to the relaxation time for Coulomb scattering, to be substituted in \( \lambda \).

C. Short range scattering model

Currently, there are two main theories behind the modeling of scattering from short range potentials such as defects or dislocations in the carbon lattice. The first and more classical one\(^{10,12}\) follow the exact same calculations of section III B while imposing the graphene polarizability \( \Pi(q, T) \) to zero, which corresponds to assume as short range potential a Dirac delta function of amplitude \( V_0 \). This results in a constant conductivity as a function of the number of carriers at \( T = 0 \) K, equal to:

\[
\sigma_s = \frac{e^2 v_f^2 \text{DOS}(E_f) \tau_s}{2(1 + e^{-\beta \mu})} \tag{21}
\]

\[
\frac{1}{\tau_s} = \frac{n_{2s} E_f V_0^2}{4\hbar^2 v_f^2} \tag{22}
\]

Note that \( \sigma_s \) is the inverse of what is reported by Hwang et al.\(^{10}\), where we believe a typo error has been made. Combining the two equations we obtain:

\[
\sigma_s = \frac{4e^2 v_f^2 \hbar}{\pi n_{2s} V_0^2 (1 + e^{-\beta \mu})} \tag{23}
\]

However, according to another approach\(^{11,13,14}\) \( \sigma_s \) is wrong, because when assuming a Dirac delta function for the short range potential in graphene the Born approximation is violated. The right way of describing the short range potential would be, according to this approach, to assume an infinite potential barrier of radius \( R \) and calculate the scattering rate using the self-consistent Born approximation. This leads to the following expression for the conductivity:

\[
\sigma_s = \frac{2e^2 n}{\pi \hbar n_{2s}} \ln^2(\sqrt{\pi n R}) \tag{24}
\]

This time, a sub-linear trend as a function of the number of carriers is obtained, even when the radius \( R \) is taken as small as the graphene cell size \( a_0 \).

In the following sections, we apply both \( \sigma_s \) and \( \tau_s \) to understand which of the two approaches fits better the experimental data.

D. Edge scattering model

In the paper of Rakheja et al.\(^{15}\) a model that allows evaluating the edge scattering resistivity by using the 2D graphene dispersion relationship is reported, considering the quantization of the band structure as a function of the graphene width \( W \). Although this is correct for very narrow graphene ribbons, the use of software tools is required, such as Mathematica or Matlab, to obtain the resistivity, since integrals are involved that cannot be solved by hand or have to be evaluated repeatedly for different parameter values; furthermore, the evaluation runtime increases for wider graphene interconnect, because an higher number of sub-bands must be considered. In order to allow an easier and faster evaluation of 2D graphene resistivity down to few tenth of nm, we implemented a simpler model, from which we derived a simple formula, that can be easily implemented in an excel worksheet. Let’s consider an electron traveling with velocity \( v \) in the graphene, immediately after impacting with one of the graphene edges (see Fig. 2). Before impacting again with the other edge, it will cover a distance \( L_\parallel \) along the transport direction and a distance \( L_\perp \) along the direction perpendicular to transport, that can be evaluated as:

\[
\begin{align*}
L_\parallel &= v_\parallel \tau = |v| \sin(\theta) \tau \\
L_\perp &= v_\perp \tau = |v| \cos(\theta) \tau
\end{align*} \tag{25}
\]

Where \( \tau \) is the time and \( \theta \) is the angle of the vector \( v \). By simply solving the system with respect to \( L_\parallel \) we obtain

\[
L_\parallel = L_\perp \frac{|v| \sin(\theta)}{|v| \cos(\theta)} = W \tan(\theta) \tag{26}
\]

in which we considered that \( L_\perp \) is approximately equal to the graphene width \( W \). After the impact, depending on the amount of edge roughness, there is a probability \( P \) of diffusive scattering, which reduces the Mean Free Path (MFP) in the transport direction, and a probability \((1 − P)\) of specular scattering, which does not affect the performance. Therefore, we can evaluate the MFP associated with edge scattering by averaging \( \frac{\pi/2}{W \tan(\theta)} \) with respect to \( \theta \), including the diffusive scattering probability and normalizing the equation.

\[
\lambda_{\text{edge}} = \frac{2}{\pi} \int_0^{\pi/2} \frac{1}{L_\parallel} d\theta = \frac{2}{\pi} \int_0^{\pi/2} \frac{1}{W \tan(\theta)} W \tan(\theta) d\theta \tag{27}
\]

Note that we integrated only between 0 and \( \frac{\pi}{2} \) thanks to the symmetry of the system. Unfortunately, \( \lambda_{\text{edge}} \) does...
not converge: for $\theta = \frac{\pi}{2}$, the electron will never impact with the edges again, thus an infinite MFP is obtained, independently from the other parameters. However, in reality, the electron will not travel indefinitely with $\theta = \frac{\pi}{2}$; other scattering mechanisms will come into play, reducing the MFP and changing the electron angle again (e.g. phonon scattering, short range scattering, etc.). Therefore, we can re-write (27) in terms of total MFP as:

$$\lambda_{tot} = \frac{2}{\pi} \int_{0}^{\pi/2} \frac{1}{L_0 + \frac{1}{\lambda_{Max}}} d\theta = \frac{2}{\pi} \int_{0}^{\pi/2} \frac{1}{\frac{P}{\tan(\theta)} + \frac{1}{\lambda_{Max}}} d\theta =$$

$$= W\lambda_{Max} \left( \pi W + 2P\lambda_{Max} \ln \left( \frac{P\lambda_{Max}}{W} \right) \right) \pi (W^2 + P^2\lambda_{Max}^2)$$

(28)

This way, for $\theta = \frac{\pi}{2}$, $P = 0$ or for very wide graphene, the total MFP is simply equal to the MFP associated with the other scattering mechanisms, $\lambda_{Max}$. Finally, we can evaluate the mobility and the conductivity using the Boltzmann theory for diffusive transport and the graphene density of states:

$$\mu_{tot} = \frac{e\text{DOS}(E_f)v_f}{2n} \lambda_{tot} = \frac{e}{n\pi h} \lambda_{tot}$$

(29)

$$\sigma_{tot} = e\mu_{tot}.$$  

(30)

III. CALIBRATION

A. Calibration method

We calibrated our resistivity model to the experimental data presented by Wu et al.\cite{Wu} which consist of in-house multi-temperature measurements of a CVD grown graphene ribbon of 5 μm width, performed in vacuum. Since the characterized ribbon is very large, it is reasonable to assume the impact of edge scattering to be negligible. Therefore, the measured conductivity data from\cite{Wu} are not suitable for calibrating our edge scattering model, which will be calibrated in another paper.

For the other scattering models, the calibration procedure is divided in three steps: firstly, we calibrate the models for long and short range scattering using the measurements at low temperature, where phonon contribution can be neglected; secondly, we calibrate the phonon model using another set of measurements at higher temperature; thirdly, we use the remaining measurements to validate the temperature trend of our models. This validation is possible only if the number of impurities for both short and long range scattering remains unchanged with temperature. Unfortunately, this is not the case for the measurements at $T = 300$ K\cite{Wu}, for which we believe that water intercalation, frozen at lower temperature but melted at room temperature, causes an increase in both doping level (i.e. shift of the neutrality point) and impurity level. Thus, this set of measurements is not used in this calibration.

To summarize, we use the measurements at $T = 9.6$ K to calibrate the long and short range scattering models, the measurements at $T = 200$ K to calibrate the phonon scattering model, and finally the measurements at $T = 100$ K to validate the temperature trend predicted by the calibrated models. The three measurements sets are shown in Fig. 3.

B. Long and short range scattering calibration

The calibration procedure for long and short range scattering differ depending on the model used for short range scattering.

If (24) is used, the short range scattering conductivity is constant with the number of carrier. Thus, it is easy to separate the contribution of long range (linear conductivity with the number of carriers) and short range. In fact, using Matthiessen’s rule we have that:

$$\rho_{tot}(n) = \frac{1}{\sigma_{long}(n)} + \frac{1}{\sigma_{short}} \propto \frac{1}{n} + \text{const}$$

(31)

Therefore, we can first find which constant value we need to remove from the measured resistivity in order to obtain a $\frac{1}{n}$ dependency. This constant value will be used to calibrate the short range model. Next, we can calibrate the number of long range impurities by fitting the model to the measured resistivity without the contribution of short range.

Using the measurements at $T = 9.6$ K, we extracted a constant conductivity $\sigma_{short} = 16.27$ mS, from which we obtain, using (23), a number of impurity for short range scattering $n_{s} = 7 \times 10^{12}$ cm$^{-2}$. Then, by fitting the measurements using (15) and (31), we can extract the number of impurity for coulomb scattering $n_{c} = 1.44 \times 10^{12}$ cm$^{-2}$.

If (24) is used instead, then the two contribution cannot be separated anymore. By fitting the number of impurities for both models at the same time using the least square method, we obtain $n_{s} = 4.65 \times 10^{10}$ cm$^{-2}$ and $n_{c} = 1.07 \times 10^{12}$ cm$^{-2}$. Note that with this model the number of impurity extracted for short range scattering is orders of magnitude lower than in the previous case.

C. Phonon scattering calibration

If we compare the measurement at $T = 200$ K with the one at $T = 9.6$ K, we know from theory that the change in conductivity is related to the contribution of phonon scattering (mostly, because also the long range scattering has a small temperature dependency). If we write the equation for the resistivity using Matthiessen’s
FIG. 3. Mobility associated with phonon scattering. The black and green lines represent the literature model and our model, respectively; the squares are the values extracted from the measurements using (34), while the grey dashed line linearly connects the measurements and it has been added only to show the spikes in the measured mobility values at low charge density.

rule, we obtain

\[
\rho_{200K} = \frac{1}{ne} \left( \frac{1}{\mu_{ph}} + \frac{1}{\mu_{l200K}} + \frac{1}{\mu_s} \right) \tag{32}
\]

\[
\rho_{9.6K} = \frac{1}{ne} \left( \frac{1}{\mu_{l9.6K}} + \frac{1}{\mu_s} \right) \tag{33}
\]

where \(\mu_{ph}, \mu_l\) and \(\mu_s\) are the mobility associated with phonon scattering, long range scattering and short range scattering respectively. If we now calculate the difference between (32) and (33) and we solve for \(\mu_{ph}\) we obtain:

\[
\mu_{ph} = \frac{1}{ne(\rho_{200K} - \rho_{9.6K}) + \frac{\rho_{1200K} - \rho_{9.6K}}{\rho_{200K} - \rho_{9.6K}}} \tag{34}
\]

Fig. 3 shows the mobility obtained by using (34), where the red squares represents the value extracted from the measurements, the grey dashed line linearly connects the measurements, the black line is obtained by using the phonon models from literature and the green line is the one we obtained using our models with the Pauli blocking term for the optical phonon. Note that the mobility extracted from the measurements shows huge variation at low charge density, due to the error in the estimation of the exact number of charges near the neutrality point. This error, combined with the low impact of phonon scattering at low charge density, results in a small difference between the two measurements, which causes spikes in the extracted mobility. However, for high charge densities, the measurements are more accurate and thus the models must be fitted using mostly this part. The deformation potentials for acoustic and optical phonon extracted by using the literature models are \(D_A = 8.4\, \text{eV}\) and \(D_O = 3 \times 10^{10}\, \text{eV m}^{-1}\) respectively. By using our model, the impact of optical phonon absorption is so small that we were only able to fit the deformation potential for acoustic phonon, \(D_A = 8.4\, \text{eV}\).

IV. RESULTS

For each of the investigated models, we evaluated the residuals (\(\Delta = \sigma_{\text{Meas}} - \sigma_{\text{Model}}\)) at each temperature and plotted them on a probit scale (Fig. 4). In Fig. 4, the investigated models can be compared according to three criteria: mean error, given by the intercept between the curves and the x-axis; variability, obtained considering the slope of the curve; deviation from the Gaussian distribution, given by the deviation from the linear trend. The red triangles are obtained by considering the literature phonon scattering model (black solid line) for the three different temperature considered. A good match between model-based predictions and experimental data is obtained.

FIG. 4. Residuals plots at three different temperature for the three cases considered. The green distribution, which uses (24) for short range scattering (sublinear) and (13) and (14) for phonon scattering (including Pauli blocking), fits better the experimental data: it has the lowest mean error (intercept), the lowest variability (slope) and a negligible deviation from the linear trend.

FIG. 5. Comparison between the measured conductivity (red squares) and the prediction made using our champion model (black solid line) for the three different temperature considered. A good match between model-based predictions and experimental data is obtained.
scattering model (with Pauli blocking) and constant behavior for short range scattering, and finally the green dots are obtained using our phonon scattering model and the sub-linear behavior for short range scattering. It is clear from Fig. 4 that the red distribution (i.e. w/o Pauli blocking, constant short) is the worst of the three cases: it has the highest mean error, which increases at low temperature due to the phonon contribution, the highest variability and it has huge deviations from the linear trend. The black distribution (i.e. with Pauli blocking, constant short) gives already a better fit to the experiment. However, the best fit is achieved by the green distribution (i.e. with Pauli blocking, sub-linear short), which show the lowest mean error, the lowest variability and a negligible deviation from the linear trend. For completeness, Fig. 5 shows both the prediction based on this last model and the considered measurements, where it can be seen that model-based predictions match measurements data, even for the set of measurements that was not used in the calibration procedure at $T = 100 \, \text{K}$, which can be regarded as a validation of our modeling and calibration.

CONCLUSION

Graphene resistivity models were revised based on theory and goodness of fit to experimental data. A more accurate formula for the evaluation of optical phonon scattering was derived and it was proven that the scattering from optical phonon is completely suppressed for all low field applications and for temperature up to 600 K and beyond. The validity of our formula is further confirmed by the significantly better fit to the experimental data we were able to achieve. Moreover, at low temperature, where phonon do not contribute, our formula remains consistent, as opposed to models from literature. Finally, two different literature models for short range scattering in graphene were compared. It was found that a sub-linear description of this phenomena gives a much better fit of the experimental data. As an outlook, a new calibration procedure must be implemented for our simplified edge scattering model, in order to obtain reliable prediction of graphene resistivity at scaled dimensions.
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