Fatigue and collapse of cyclically bent strip of amorphous solid
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Abstract – Fatigue caused by cyclic bending of a piece of material, resulting in its mechanical failure, is a phenomenon that had been studied for ages by engineers and physicists alike. In this letter we study such fatigue in a strip of an athermal amorphous solid. On the basis of atomistic simulations we conclude that the crucial quantity to focus on is the accumulated damage. Although this quantity exhibits large sample-to-sample fluctuations, its dependence on the loading determines the statistics of the number of cycles to failure. Thus we can provide a scaling theory for the Wöhler plots of mean number of cycles for failure as a function of the loading amplitude.
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Introduction. – It is known to every child that bending back and forth a metal wire results in a final breaking of the wire. Engineers were concerned with the fatigue that results from oscillatory and randomly applied strains for many decades \cite{1,2,3,4}. Very well known are the so-called \textit{Wöhler diagrams}, which display the exponential decrease of the number of cycles for failure upon increasing the maximal external load. This exponential dependence is known since the days of Wöhler who investigated the famous 1842 train crash in Versailles, France, but the origin of this dependence remained obscure until now. In spite of decades of research, riddles abound. In an early paper Freudenthal, Gumbel and Gough \cite{5} wrote as follows: “The interpretation of the results of engineering tests of specimens subjected to repeated load cycles is made difficult by the fact that progressive damage, which finally leads to fatigue failure, is a process that is essentially determined by happenings on the submicroscopic scale; on a phenomenological scale its cumulative effect becomes visible only at such an advanced stage of the test at which most of the damage has already been done. Because of the structure-sensitivity of such a process, the results of fatigue tests show a much wider scatter than the results of any other mechanical test”. And continuing: “Practically all existing fatigue theories... operate on the assumption that fatigue can be explained in terms of a single mechanism. The fact is not considered that one mechanism alone can hardly be expected to describe a phenomenon that is the result of force- and time-dependent processes on the microscopic and submicroscopic level, which are associated with the existence of highly localized textural stress fields, defects and anomalies in the ideal structure of the material. The usual engineering abstraction of such a material as a continuous, homogeneous, isotropic, elastic body therefore precludes any effective theoretical approach to fatigue”. In this letter we indeed follow up on these comments. We employ atomistic simulations of a strip of an athermal amorphous solid to precisely focus on “progressive damage” \cite{6,7}, on its statistics and on its dependence on the amplitude of the load. This allows us to provide an understanding of the dependence of the mean number of cycles to failure, as a function of the load amplitude (Wöhler diagrams). Rather than focusing on detailed mechanistic studies, we will use scaling concepts to provide a predictive theory based on a minimal number of material properties.

Simulations. – Our model system is made of ternary mixture of point particles A, B and C with a concentration ratio A:B:C = 54:29:17, which is embedded in two dimensions. We choose a ternary system to allow a deep quench using Swap Monte Carlo, and see \cite{8} for details. The particles interact via a Lennard-Jones potential:

\begin{equation}
V_{\alpha\beta}(r) = 4\epsilon_{\alpha\beta} \left[ (\sigma_{\alpha\beta}/r)^{12} - (\sigma_{\alpha\beta}/r)^{6} + C_0 + C_2 (r/\sigma_{\alpha\beta})^2 + C_4 (r/\sigma_{\alpha\beta})^4 \right],
\end{equation}

where $\alpha$ and $\beta$ stand for different types of particle. The potential vanishes at $r_c = 1.75\sigma_{\alpha\beta}$. This value of $r_c$ is chosen to make the material neither too ductile nor too brittle \cite{9}. The constants $C_0$, $C_2$ and $C_4$ are chosen such

\footnotetext{(a)E-mail: itamar.procaccia@weizmann.ac.il (corresponding author)
that \( V_{\alpha,\beta}(r_c) \), \( V'_{\alpha,\beta}(r_c) \) and \( V''_{\alpha,\beta}(r_c) \) vanish. The energy scales are \( \epsilon_{AB} = 1.5 \epsilon_{AA}, \epsilon_{BB} = 0.5 \epsilon_{AA} \), \( \epsilon_{AC} = 0.5(\epsilon_{AA} + \epsilon_{AB}) \), \( \epsilon_{BC} = 0.5(\epsilon_{AB} + \epsilon_{BB}) \) and \( \epsilon_{CC} = 0.5(\epsilon_{AA} + \epsilon_{BB}) \), with \( \epsilon_{AA} \) equal 1. The ranges of interaction are \( \sigma_{AB} = 0.8 \sigma_{AA}, \sigma_{BB} = 0.88 \sigma_{AA}, \sigma_{AC} = 0.5(\sigma_{AA} + \sigma_{AB}), \sigma_{BC} = 0.5(\sigma_{AB} + \sigma_{BB}) \) and \( \sigma_{CC} = 0.5(\sigma_{AA} + \sigma_{BB}) \), with \( \sigma_{AA} = 1 \).

The mass \( m \) of each particle is unity, and the unit of time is \( \sqrt{m \sigma_{AA}^2 / \epsilon_{AA}} \). Boltzmann’s constant is taken as unity.

We first equilibrate the ternary mixture which is in a rectangular box with periodic boundary conditions at high temperature \( T = 1.0 \), followed by NVT cooling down to \( T = 0 \) with a cooling rate \( \dot{T} = 10^{-4} \). Once there, the system is simulated again at constant \( N, P \) and \( T \) by keeping \( T = 0 \) and \( P = 0 \) for a duration 100 time units. The reason for this simulation is to attain zero pressure so that no particle should escape the system once we remove the outer boundaries. Note that during this time the system is not equilibrated in the sense of energy minimization. This is not important since the system is heated again to a final target temperature where the bending simulation is performed. After removing the periodic boundaries we warm the system up to a very low temperature of \( T = 0.02 \). We chose this small but finite temperature because at \( T = 0 \) repeated bending tends to fall on limit cycles [10]. This prevents having useful simulations of fatigue for small applied forces at \( T = 0 \).

A typical simulation employs a strip whose length (in the \( x \)-direction) and width (in the \( y \)-direction) are \( L \) and \( W \), respectively. The geometry and the placement of “pushers” and “stoppers” are shown in fig. 1. The interaction of both pushers and stoppers with the system particles is the same Lennard-Jones law with an interaction strength \( \epsilon_{AA} \). This arrangement is motivated by the experiment of Bonn et al. [11]. In equilibrium the center of mass at the origin. To bend the strip in the \( \hat{y} \)- and \( -\hat{y} \)-direction we apply a force \( \mathbf{F} \) at \((0, -W/2)\) and \((0, W/2)\) respectively. To prevent a translational motion of the strip we use two side stoppers with positions pinned at \((-L/2, \sigma_{st}, 0)\) and \((L/2, \sigma_{st}, 0)\), and four stoppers which have positions pinned at \((-L/2 + 3\sigma_{st}, W/2 + \sigma_{st}), (L/2 - 3\sigma_{st}, -W/2 - \sigma_{st}), (L/2 - 3\sigma_{st}, -W/2 - \sigma_{st}), (L/2 + 3\sigma_{st}, W/2 - \sigma_{st})\), where \( \sigma_{st} \) is the diameter of the stopper. We chose \( \sigma_{st} = 3\sigma_{AA} \).

A pusher particle with diameter \( \sigma_{push} = 3\sigma_{AA} \) is used to apply the external force. These sizes are a multiple of the particle sizes to avoid penetration, and the pusher is smaller than the stoppers to concentrate the force at the center of the strip. To bend the strip in the \( \hat{y} \)-direction we place the pusher at \((0, -W/2 - \sigma_{push})\) and move it in the \( \hat{y} \)-direction by increasing an external force \( \mathbf{F}(t) = F_{app} \sin(\alpha(t)) \hat{y} \), where \( F_{app} \) is the maximum value of applied force. We choose \( \alpha = (2 \pi / 5)^{\frac{2}{3}} \), such that after a time \( t = 10^3 \) the force increases by one unit. The value of \( \alpha \) was chosen small enough to avoid shock waves in the system, and large enough to have a sufficient number of cycles during the practically available simulation run. The value of \( \alpha \) is much larger than the inverse time for thermally activated events due to the very low temperatures. The pusher attains the maximum value \( F_{app} \) after traversing a path of length \( \xi_{max} \). Then the external force is reduced back to 0 so the strip can relax and return to its initial state. After that the pusher is moved to \((0, W/2 + \sigma_{push})\) and we apply an external force in the \(-\hat{y}\)-direction. Now \( F(t) = -F_{app} \sin(\alpha(t)) \hat{y} \), and the pusher reaches its utmost negative position after traversing a length \( \xi_{min} \). So \( \xi_{max} \) and \( \xi_{min} \) are the maximal distances traversed by the center of mass in the \( \hat{y} \) and \(-\hat{y}\) directions, respectively. These maximal distances can vary for different realizations and cycles. Finally the force is reversed again until the force vanishes: one cycle is then completed. These cycles are repeated \( n \) times until the strip fails and breaks at some value \( n = n_f \). This bending protocol was applied to three different systems: system A has \( N = 4228, L = 130 \) and \( W = 24.4 \). System B has \( N = 3200, L = 112 \) and \( W = 21.0 \). The largest system with \( N = 6800 \) is discussed in the Supplementary Material

**Fig. 1:** Panel (a): the strip of system A with the stoppers and pusher. In red dots we denote the stoppers that cannot be moved. The green dot is the pusher on which the force \( F_{app} \) is applied. Panel (b): the bent strip. Panel (c): the strip being broken after \( n_f \) cycles. The breaking of the strip is determined in the simulation by observing the disappearance of curvature in the strip boundary and in the center of mass exceeding \( W/2 \). Panel (d): a typical trajectory of the center a mass of the strip.

...
force, \( F_{\text{app}} = 6.25, 6.5, 6.75, 7.0, 7.5, 8.0 \) and 8.5. For system B we used the seven values \( F_{\text{app}} = 5.75, 6.0, 6.25, 6.5, 7.0, 7.25, 7.5 \). Finally, in order to test the universality of our results we repeated the simulations with samples prepared with different protocols, including Swap Monte Carlo and at different temperatures. These simulations are reported in the SM.

**Definition of measured quantities.** – Of primary interest in such fatigue experiments is the number of cycles \( n_f \) at which the system fails. “Failure” here is defined as the appearance of macroscopic break in the strip that is not healed by further bending cycles, see fig. 1, panel (c). As expected, \( n_f \) is a stochastic variable that is widely distributed, with very large sample-to-sample fluctuations even for one chosen value of \( F_{\text{app}} \). It therefore makes sense to focus on the distribution function \( P(n_f; F_{\text{app}}) \) and its mean value, denoted as \( \langle n_f \rangle(F_{\text{app}}) \); both these quantities depend on \( F_{\text{app}} \), cf. the SM. Two other quantities of interest are i) the value of \( F_{\text{app}} \) that results in system’s failure in one cycle (this value is denoted below as \( F_y \) and it depends (for a given system size) on the temperature \( T \)); and ii) the value of \( F_{\text{app}} \) below which we find no failure on the time scale of our simulations [12]. This value is denoted below as \( F_y \). The Wöhler plots presented below pertain to the range \( F_y < F_{\text{app}} < F_y \).

The other quantity of major interest is the “damage” \( D_n^s \) that accumulates in every cycle. The definition of damage is not a priori obvious [13,14]. We propose here to define the damage as the energy “dissipated” during plastic events. To introduce this quantity one observes the trajectory of the strip’s center of mass, cf. fig. 1, panel (d). The trajectory is smooth modulo temperature fluctuations, but every now and then it suffers a discontinuity when a plastic event is taking place. The trajectory “jumps” an amount \( \Delta \xi \) within and interval of time \( \Delta t \). To distinguish from temperature fluctuations we have employed a threshold of \( \Delta \xi / \Delta t \geq 0.04 \). The justification of this threshold is provided in the SM. These jumps were identified as the damage \( F(t) \Delta \xi \) where the value of \( F(t) \) was taken from the middle of the interval \( \Delta t \). The damage was added up for all the jumps occurring during a given \( n \)-th cycle, giving rise to the quantity \( D_n^s \),

\[
D_n^s \equiv \sum_k F_k(\Delta \xi)_k,
\]

where the sum on \( k \) runs on all the jumps taking place in the \( n \)-th cycle. Finally we are interested in \( D_{\text{acc}} \) which is defined as the total accumulated damage during all the cycles until collapse,

\[
D_{\text{acc}}(n_f) \equiv \sum_{n=1}^{n_f} D_n^s.
\]

This quantity will turn out to be crucial for the understanding of the collapse due to accumulated damage. We note here that small plastic events cannot be safely separated from temperature fluctuations, and therefore our measurements of the damage should be taken as a lower bound on the actual amount of energy spent on plastic events. We stress that the plastic events are irreversible in nature. So the best way to separate the dissipated energy from thermal fluctuation is to check the permanent damage by reversing the process. Unfortunately this protocol is computationally expensive and was not followed in this study.

**Results of numerical simulations.** – As mentioned above, the most typical measurement in engineering contexts is provided by the Wöhler diagram, relating the number of cycles to failure to the stress level. In fig. 2 we present the average number of cycles to failure \( \langle n_f \rangle \) as a function of \( F_{\text{app}} \) in a log-linear plot for both systems A and B. The average was computed from about 500 realizations for every value of \( F_{\text{app}} \). The data support an exponential dependence of the form

\[
\ln \langle n_f \rangle \approx a F_y - a F_{\text{app}},
\]

where \( F_y \) is the applied force that breaks the system in one cycle, and the coefficient \( a \) is dimensional, with units of inverse force, to be identified below. For systems A and B

\[
\begin{align*}
\text{Panel (a): system A with } N &= 4228. \text{ Panel (b): system B, } N = 3200. \\
\text{Note that the error bars are estimated from the standard deviation of the first 85% of the entire data due to its asymmetric distribution. The length of the error bars is equal to twice the standard deviation.}
\end{align*}
\]
aF_y is 10.13 ± 0.48 and 11.38 ± 0.45, respectively. The numerical values of a are a ≈ 1.05 ± 0.07 and a ≈ 1.31 ± 0.07, respectively. For future reference the parameter of this and further numerical fits are collected in table 1. We note that the range of F_{app} is limited, but this is typical for Wöhler plots also in engineering experiments, cf. [15].

A first clue to the origin of eq. (4) is provided by the average of the damage per cycle ⟨D^s_n⟩. Note that ⟨D^s_n⟩ is a double average, one over the cycles and then over ensembles of realizations. D^s_n for different cycles behaves like a random variable (see the SM), justifying the averaging over different cycles and different ensembles. We stress that the resulting quantity is not a function of n, but rather a function of the applied force F_{app}, as shown in fig. 3. This is also an exponential, but this time growing with F_{app}:

\ln⟨D^s_n⟩ \approx D_0 + bF_{app},

(5)

where D_0 = −2.13 ± 0.40 and −1.89 ± 0.33; b = 0.58 ± 0.05 and 0.56±0.05 for systems A and B, respectively. Here again b is a constant with dimension of inverse force.

Probably the most interesting numerical finding has to do with D_{acc}. We find that with the exception of fragile configurations that break very quickly, for all the strips that survive more than about 20 cycles, D_{acc} attains a constant value that depends on F_{app} but not on the number of cycles. This result will have significant implications as it underlines the fact that accumulated damage is the critical physical quantity that leads to mechanical collapse. The dependence of the average of this quantity on F_{app} is shown in fig. 4. Computing the average ⟨D_{acc}⟩ the data support again an exponential fit of the form

\ln⟨D_{acc}⟩ \approx C - cF_{app}.

(6)

Here C = 8.86 ± 0.38 and 8.34±0.23 and c = 0.6±0.04 and 0.64±0.03 respectively for systems A and B. The constant c is the last parameter with dimension of inverse force. Interestingly, even though ⟨D^s_n⟩ is increasing with the applied force, ⟨D_{acc}⟩ decreases with the applied force. This is due to the fact that ⟨n_f⟩ is decreasing exponentially with F_{app} faster than ⟨D^s_n⟩ is increasing; thus ⟨D_{acc}⟩ decreases exponentially.

Scaling theory. – In the rest of this letter we offer a scaling theory to rationalize the numerical values of the coefficients a, b and c which are collected in table 1. This theory is tentative, and further simulations and experimental tests are called for its establishment. We propose it here as a first step in the solution of the long-standing riddle of Wöhler diagrams.

The first observation is that eqs. (5) and (6) provide a physical reason for the Wöhler relation equation (4). The idea is that the average number of cycles to failure will be determined by the following ratio:

⟨n_f⟩ \sim ⟨D_{acc}⟩/(⟨D^s_n⟩),

(7)

up to a constant of the order of unity. Simply the amount of damage per cycle accumulates to the (approximately) constant value ⟨D_{acc}⟩ during ⟨n_f⟩ cycles. We realize that scaling theory can only provide predictions up to constants of the order of unity, but nevertheless it is worthwhile to see how well we can explain the numerical results. Plugging in eq. (7) the numerical values of the pre-exponential constants and the values of a and b for both systems we estimate

\ln⟨n_f⟩ \approx 10.99 ± 0.78 − (1.18 ± 0.09)F_{app}, \quad \text{system A},

\ln⟨n_f⟩ \approx 10.23 ± 0.56 − (1.2 ± 0.08)F_{app}, \quad \text{system B}.

(8)

These result are consistent within the error bars with the numerical simulations, eq. (4). We therefore can propose

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
 & a & b & c \\
\hline
System A & 1.05 ± 0.07 & 0.58 ± 0.05 & 0.6 ± 0.04 \\
\hline
System B & 1.31 ± 0.07 & 0.56 ± 0.05 & 0.64 ± 0.03 \\
\hline
\end{tabular}
\caption{The parameters of dimension of inverse force that determine the exponential dependence on the applied force, see text for details.}
\end{table}

Fig. 3: Dependence of the average damage per cycle on the maximal applied force. Panels (a) and (b) are for system A and B, respectively.
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Fig. 4: The dependence of \( \langle D_{\text{acc}} \rangle \) on \( F_{\text{app}} \). Systems A and B are in panels (a) and (b), respectively.

a scaling relation:

\[
a = b + c. \tag{9}
\]

We reiterate at this point that all these three numbers \((a, b \text{ and } c)\) are dimensional, being inverse forces. Until now we do not have any prior knowledge of these dimensional coefficients. To seek this information we examine again the values of \( \langle D_{\text{acc}} \rangle \) and realize that they span one order of \( c \). We will therefore construct an approximate scale of damage by averaging \( \langle D_{\text{acc}} \rangle \) over its range \( F_L \leq F_{\text{app}} \leq F_y \), creating an average of averages, denoted as \( \langle D_{\text{acc}} \rangle \). From the numerics we measure \( \langle D_{\text{acc}} \rangle \approx 111 \) for system A and 88 for system B.

With this scale in mind, consider the parameter \( b \) in eq. (5). It has the dimension of inverse force and must be independent of \( F_{\text{app}} \). The only energy scale available that is independent of \( F_{\text{app}} \) is \( \langle D_{\text{acc}} \rangle \), and the length scale associated with damage must be \( \ell_D \equiv \sqrt{\ell W} \), since plastic events can appear anywhere in the area of the strip. For system A \( \ell_D \approx 56.36 \), whereas for system B \( \ell_D \approx 48.5 \).

We thus estimate

\[
b \approx \ell_D/\langle D_{\text{acc}} \rangle \approx 0.51, \quad \text{system A,} \tag{10}
\]

\[
\approx 0.55, \quad \text{system B.} \tag{11}
\]

Taking into account the approximate nature of the scale \( \langle D_{\text{acc}} \rangle \) and the fact that it is a lower bound, we consider the results to be in good agreement with the data.

Regarding the numerical value of \( a \), we expect that failure starts with a micro-crack at the upper or lower boundary, so the relevant scale for eq. (4) is \( L \). Therefore we estimate

\[
a \approx L/\langle D_{\text{acc}} \rangle \approx 1.17, \quad \text{system A,} \tag{12}
\]

\[
\approx 1.27, \quad \text{system B,} \tag{13}
\]

which is again in fair agreement with the data.

In summary, we offer a scaling theory of Wöhler plots, based on the idea that accumulated damage is the fundamental cause for failure, joined with the discovery that this quantity appears constant for system failing at different values of \( \langle n_f \rangle \). This phenomenological finding indicates that memory plays a crucial role in fatigue; one can fail after many cycle if the damage accrued in each cycle is small, or in a few cycles if the damage in each happens to be large. What matters is the accumulated damage that seems to have a (presumably material and temperature dependent) limit \([16]\). The measurement of this quantity is not trivial due to the difficulty of distinguishing small plastic events from temperature fluctuations. Focusing on this quantity allows understanding of the exponential dependence of the average number of cycles to failure on the applied force. Moreover, introducing the natural scales for failure on the boundary and plastic events in the bulk, the numerical values of the parameters \( a, b \) and \( c \) could be rationalized. We note that we could not discern any temperature dependence in our exponents, excluding any Arrhenius-type mechanism of barrier crossing, see the SM.

It should be commented in this study we did not attempt to follow on the actual plastic events that lead to failure. The reason for this is that such events may vary tremendously form material to material and even change as a function of conditions and protocols in the same materials. To quote the recent paper by Richard et al., “At the moment, we cannot easily predict from first principles whether a given material will fail abruptly and catastrophically, termed brittle failure, or flow slowly and steadily, known as ductile flow. Moreover, we cannot predict when or where it will fail, and we lack global design principles for how we might change the microscopic structure of these materials in order to control failure mechanisms” \([17]\). Here we offered a “mechanism-independent” measure for the accumulation of damage that in principle can be applied to experimental fatigue tests.

It would be very useful to test the ideas presented in this letter in experiments. The experimenters will need to come up with a robust method to estimate the damage done in each cycle and its accumulated counterpart. If it turned out that the accumulated damage is indeed independent of the average number of cycles for failure, the path for a scaling theory of the type presented here would open. In parallel, in future work the present effort would
continue using numerical simulations and additional theoretical developments.
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