High-harmonic generation in \(\alpha\)-quartz by the electron-hole recombination
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A calculation of the high-harmonic generation (HHG) in \(\alpha\)-quartz using the time-dependent density functional theory is reported. The inter-band process is attributed to the dominant in HHG above the band gap. The photon energy is set to 1.55 eV, and the cutoff energy of the plateau region is found to be limited at the 19th harmonic (30 eV). The dependence of the HHG efficiency at the cutoff energy region on laser intensity is consistent with that of the hole density in the lowest-lying valence band. Numerical results indicate that electron-hole recombination plays a crucial role in HHG in \(\alpha\)-quartz. It is found that a 200 attosecond pulse train is produced using HHG around the plateau cutoff energy.

I. INTRODUCTION

In the last four decades, the highly nonlinear interaction between intense ultrafast laser pulses and various materials has attracted great interest. In particular, high-harmonic generation (HHG) is one of the most important phenomena in laser-matter interactions. HHG from atoms and molecules enables us attosecond light-pulse generation and reveals the tomography of molecular orbitals [1,3]. In general, HHG from atoms and molecules is understood to follow a three-step model: that is, the rescattering process of the emitted electron with the parent ion [3].

Recently, HHG from dielectrics has been reported [3–12]. Because a bulk crystal is a semi-infinite system, the physical process of HHG in a dielectrics should be different from that in the gas phase. Some theoretical models to describe HHG from bulk crystals have been proposed, including Bloch oscillation [6,7,13,14], electron-hole recombination [8,12,15,16], and Wannier-Stark localization [17]. However, further experimental and theoretical investigation is needed to clarify which effect is the dominant process.

Previously, we successfully applied the time-dependent density-functional theory (TDDFT) [18] to laser-matter interactions [19,24]. We also solved the time-dependent Kohn-Sham (TDDFT) equation, using the real-time and -space Kohn-Sham (TDKS) equation, which is the fundamental equation of the TDDFT, using the real-time and -space method [22]. Because our method does not require preparation of the excited states, highly nonlinear processes can be described with relatively low computational cost.

In this paper, we report a density-functional calculation using real-time TDDFT of HHG in \(\alpha\)-quartz under an intense laser field. We chose \(\alpha\)-quartz as a suitable target for HHG because its band structure is very simple. The effective mass of the valence band of \(\alpha\)-quartz is very heavy (5 \(\sim\) 10m), and only the conduction band around the \(\Gamma\)-point has light effective mass (0.3m, where \(m\) is the electron mass) [26]. Therefore, the comparison between the HHG spectrum and band structure of \(\alpha\)-quartz is straightforward.

II. REAL-TIME TDDFT CALCULATION

In real-time TDDFT, we described the electron dynamics in a unit cell of a crystalline solid under a spatially uniform electric field \(E(t)\). Treating the field with a vector potential, we obtained

\[
\overrightarrow{A}(t) = -c \int_{t'}^{t} dt' \overrightarrow{E}(t').
\] (1)

We assumed the laser was linearly polarized, and the polarization direction was parallel to the optical axis of \(\alpha\)-quartz. The electron dynamics were described by the following TDKS equation in atomic units (a.u.):

\[
i \frac{\partial}{\partial t} \psi_i(\overrightarrow{r}, t) = \left[ \frac{1}{2m} \left( \overrightarrow{p} + \frac{e}{c} \overrightarrow{A}(t) \right)^2 + V(\overrightarrow{r}, t) \right] \psi_i(\overrightarrow{r}, t),
\] (2)

where \(V(\overrightarrow{r}, t)\) is composed of the electron-ion, Hartree, and exchange-correlation potentials. We use a norm-conserving pseudopotential for the electron-ion potential [27,28]. In this work we used a modified Becke-Johnson (mBJ) exchange potential [29] as given by Eqs. (2)-(4) in Ref. 30 with a local-density approximation (LDA) correlation potential [31] under adiabatic approximation.

The rectangular unit cell containing six silicon atoms and 12 oxygen atoms was discretized into Cartesian grids of 26 \(\times\) 44 \(\times\) 38. The point group of the crystal structure is P3(2)21. The \(k\) space was also discretized into 8\(^3\) grid points. Time evolution was computed using a fourth-order Taylor expansion of the operator. We use a time step of 0.02 a.u. The number of time steps was typically 40,000.

III. GROUND STATE AND LINEAR RESPONSE OF \(\alpha\)-QUARTZ

Figure 1 (a) shows the imaginary part of the dielectric function (line) calculated by real-time approach [21] with LDA (blue dashed line) and mBJ (red solid line) potentials. mBJ potential gives an optical band gap of 9.2 eV for \(\alpha\)-quartz agreeing well the experimental value of 9-10 eV. Figure 1 (b) shows the density of states (DoS) as
the function of energy from the top of the valence band, which shows the lower band gap (≈ 8 eV).

Although our calculation employ the primitive cell, the band map of the ground state may give important information. Figure 2 show the band map along \( \vec{k} = k(0, 0, 1) \) line. Blue (red) lines presents the conduction bands (valence bands). Valence top has very flat structure and heavy effective mass. Therefore the difference between the optical gap (Fig. 1(a)) and energy gap in DoS (Fig. 1(b)) is attributed to the dynamical effect in TDDFT.

### IV. HIGH-HARMONIC GENERATION IN \( \alpha \)-QUARTZ

#### A. HHG under few cycle intense laser

The laser electric field \( E(t) \) was assumed to be,

\[
E(t) = \begin{cases} 
E_0 \sin^2 \left( \frac{\pi}{T_p} t + \phi \right) & 0 < t < T_p \\
0 & T_p < t < T_c,
\end{cases}
\]

where \( E_0 \) is the maximum electric field amplitude and \( \omega_0 \) is the laser frequency (\( \omega_0 = 1.55 \text{ eV} \)). \( E_0 \) is related to the incident laser field (\( E_{\text{in}} \)) by \( E_0 = 2/(1 + \sqrt{\varepsilon})E_{\text{in}} \), where \( \varepsilon \) is the dielectric function at \( \omega_0 \) \( \text{(21)} \). The pulse length \( T_p \) was set to be six optical cycles (16.2 fs), and the computation was terminated at \( t = T_c \) (19.4 fs).

An important output of the calculation was the average electric current density as a function of time, \( J(t) \), which is given by

\[
J(t) = -\frac{e}{mV} \int_V d\vec{r} \sum_i \text{Re} \psi_i^* \left( \vec{p} + \frac{e}{c} \vec{A}(t) \right) \psi_i + J_{\text{ion}}(t),
\]

where \( V \) is the volume of the unit cell. \( J_{\text{ion}}(t) \) is the current produced by the pseudopotential \( \text{[23, 25]} \). The spectrum of light inside a material can be calculated by the Fourier transformation of the electron current,

\[
I(\omega) = \left| \int_0^{T_c} J(t) \exp(-i\omega t) dt \right|^2.
\]

We present the result calculated at the laser intensity of \( 8 \times 10^{13} \text{ W/cm}^2 \) as Fig. 3. The laser intensity is related to the applied electric field by \( I_0 = \varepsilon E_0^2/8\pi \). \( I_0 \) in the bulk is related to incident intensity \( I_{\text{in}} \) by \( I_0 = 1.327I_{\text{in}} \text{[21]} \). Therefore, \( 8 \times 10^{13} \text{ W/cm}^2 \) is consistent with \( I_{\text{in}} = 1.06 \times 10^{14} \text{ W/cm}^2 \). The red dashed line in Fig. 3(a) indicates the applied vector potential \( A(t)/c \) with phase \( \phi = 0 \) in Eq. 3, and the blue solid line is the induced current \( (J(t)) \). The intensity of HHG, \( I(\omega) \), is shown in Fig. 3(b). The HHG spectrum is characterized by two relatively intense peaks at 11th harmonic and 17th harmonic.

Previous works on HHG in solids discussed the contribution of the inter-band \( \text{[8, 12, 13, 17]} \) and intra-band \( \text{[5, 7, 13, 14]} \) processes. One possible way to elucidate the physical process is expanding the electron dynamics into inter- and intra-band processes. The time-dependent wavefunctions can be projected to the eigenstates of the time-dependent Hamiltonian \( (\Phi_i(t)) \),

\[
\psi_i(t) \approx \sum_{i'} (\Phi_{i'}|\psi_i(t)\rangle)\Phi_{i'} \equiv \sum_{i'} C_{i'i}(t)\Phi_{i'},
\]

where the band index \( i' \) runs valence and conduction bands. If we can prepare the complete set of \( \Phi_i(t) \), the
current $J(t)$ is expanded into intra-band

$$J_{\text{intra}}(t) = -\frac{e}{mV} \int_V d\vec r \sum_{\nu} |C_{\nu i}(t)|^2 \text{Re} \Phi_{\nu i}^* \left( \vec{p} + \frac{e}{c} \vec{A}(t) \right) \Phi_{\nu i} + J_{\text{ion}, \text{intra}}(t),$$

(7)

and inter-band

$$J_{\text{inter}}(t) = -\frac{e}{mV} \int_V d\vec r \sum_{\nu \neq \nu i} |C_{\nu i}(t)|^2 \text{Re} \Phi_{\nu i}^* \left( \vec{p} + \frac{e}{c} \vec{A}(t) \right) \Phi_{\nu i} + J_{\text{ion}, \text{inter}}(t),$$

(8)

components exactly. Here $J_{\text{ion, intra(inter)}}(t)$ is intra-(inter-)contribution from pseudopotential. The intra-band component is accessible because it does not depend on the phase of $\Phi_i$ and $C_{\nu i}(t)$.

Figure 4 shows the HHG from $J(t)$ and $J_{\text{intra}}(t)$ at the laser intensity of $8 \times 10^{13} \text{ W/cm}^2$. We assumed 10 conduction bands in this calculation for intra-band process, and calculated the $\Phi_i$ and $C_{\nu i}$ each 50 time steps, which corresponds to one atomic unit in time.

The HHG spectrum by intra-band process shows relatively good agreement with full calculation at 3rd harmonic. However it drop off at 5th harmonic and the signal decreases to numerical error level above 11th harmonic. Therefore, contribution of the intra-band process can be considered as minor effect and the inter-band process is dominant.
B. Intensity dependence

In previous subsection, we confirm that the inter-band process is dominant in HHG. In this subsection, we would like to explore detail of HHG.

The laser intensity dependence of the integrated HHG spectra,

$$I_l = \int I_{l-1}d\omega I(\omega),$$

is presented in Fig. 2 (a). From $I_0 = 2 \times 10^{13}$ to $4 \times 10^{13}$ W/cm$^2$, some peaks appear at different harmonic order, and the spectrum accesses to flat structure (plateau). Above $I_0 = 5 \times 10^{13}$ W/cm$^2$, the spectral shape becomes similar.

In most case, the definition of the cutoff energy is difficult because the HHG spectrum in solids does not drop off clearly like gas phase.$^{32}$ Figure 5 (b) presents the relative intensity of each harmonics,

$$R_l = \frac{I_{l-2}}{I_l},$$

which presents how the $l$-th order harmonic decreases with respect to $(l-2)$-th order harmonic. The legend of Fig. 5 (b) is the same as Fig. 2 (a). In this paper, we would like to define the cutoff as the intense single peak in Fig. 5 (b). Above $I_0 = 5 \times 10^{13}$ W/cm$^2$, single intense peak can be seen at 21th harmonic. This result indicates that the cutoff is stay at 19th harmonic above $I_0 = 5 \times 10^{13}$ W/cm$^2$.

The robustness of the cutoff energy is an important feature, because both the Bloch oscillation$^5,^7$ and Wannier-Stark localization$^17$ are sensitive to laser intensity. In contrast, the electron-hole recombination model is consistent with our result.$^12,^15,^16$. In particular, the experimental and theoretical result reported by Ndabashimiye et al.$^12$ suggest that the saturated plateau cutoff corresponds to the recombination between valence and conduction bands in a rare-gas solid.

In general, the velocity of electrons and holes depends on the inverse of the effective mass. In the case of $\alpha$-quartz, the reduced mass (or effective mass of electron) has the smallest value around the $\Gamma$-point, which corresponds to the direct band gap as shown in Fig. 2.

The density of states of the valence band for the initial state are presented as a function of the absolute energy in Fig. 5 (a). From $I_0 = 2 \times 10^{13}$ to $4 \times 10^{13}$ W/cm$^2$, we defined the three valence bands as VB1, VB2, and VB3. The band energy was scaled by the photon energy, $\omega_0$, to allow comparison with the HHG spectrum. The plateau cutoff energy coincides with the energy of VB3, and the characteristic peaks at the 11th and 17th harmonics for $I_0 = 8 \times 10^{13}$ W/cm$^2$ correspond to VB2 and VB3 respectively. These results also indicate that HHG in $\alpha$-quartz can be understood on the basis of the electron-hole recombination process.

We note that the orbital energy in this DFT calculation has less meaning than that of an orbital-dependent theory, such as the Hartree-Fock theory. In our calculation, the direct band gap calculated from the orbital energies is 7.8 eV, which is smaller than the optical band gap of $\alpha$-quartz of 9.2 eV calculated from a real-time simulation (Fig. 2 and Ref. 23). Therefore, the horizontal axis of Fig. 5 (b) has an uncertainty of 10% or 1 eV. This uncertainty is relatively small and does not affect our conclusions.

The relation between the HHG spectrum and hole density of each valence band should be consistent with the recombination process. In previous works, we defined the hole density as the projection of the time-dependent wavefunction at $t = T_e$ to the initial state given by,

$$n_{\text{ex}} = \frac{1}{V} \sum_{ii' = \text{occ}} \left| \left< \delta_{ii'} | t | \Phi(t = T_e) \right| \right|^2,$$

where $i$ and $i'$ are the band indices of orbitals for the initial and time-dependent states, and $\Phi(t = T_e)$ is the wavefunction of the initial state, $t$. Similarly, the hole density for VB3 is defined as,

$$n_{\text{ex}}^{\text{VB3}} = \frac{1}{V} \sum_{i=\text{VB3}} \sum_{i' = \text{occ}} \left| \left< \delta_{ii'} | t | \psi_{T_e} \right| \right|^2.$$

Figure 6 shows the laser-intensity dependence of 17th and 19th harmonics, together with the $n_{\text{ex}}^{\text{VB3}}$. We scaled the hole density at $I_0 = 2 \times 10^{13}$ W/cm$^2$ to obtain the intensity dependence. The power laws of hole density and harmonic intensity agree very well. This result strongly indicates that the 17th harmonic is caused by the electron-hole recombination in VB3. We also present the results for the 19th harmonic, which is the neighbor of the 17th harmonic in Fig. 5. Because the 17th and 19th harmonics show the same power law, they both correspond to
maintains good coherence in our calculation. The plateau cutoff is emitted from the same quantum path and the laser is used [23, 35]. In other words, HHG around the interaction becomes a major process when a near-infrared laser is used because the energy difference is large. The emission from various quantum paths contributes to HHG, which modulates the HHG intensity. For higher harmonics concerning the lowest-lying valence band, the laser intensity is not sufficient to cause such interference with the HHG from VB2 because the energy difference is large (∼6 eV). According to our previous work, at extremely high laser intensities, the α-quartz is excited so strongly that the laser-plasma interaction becomes a major process when a near-infrared laser is used [23, 35]. In other words, HHG around the plateau cutoff is emitted from the same quantum path and maintains good coherence in our calculation.

FIG. 7. HHG intensity as functions of time and frequency ($I'(\omega, T)$). (a) Time evolution of the normalized vector potential. $I'(\omega, T)$ for laser intensities of (b) $8 \times 10^{13}$ and (c) $2 \times 10^{13}$ W/cm$^2$ are presented respectively.

The emission caused by the electron-hole recombination in VB3. It should be noted that the Keldysh parameter for VB3 is around one in the present laser intensities. Therefore, the laser-intensity dependence of the hole density is not scaled to the usual $I_0^n$ power law where $a$ is the photon number.

The laser-intensity dependence of lower-order harmonics shows fluctuation and saturation, as illustrated in Fig. 6(a). The HHG from different paths interfere, which decrease its overall intensity [13, 14]. At higher intensity, electron excitation to higher-lying conduction bands becomes substantial. Therefore, the emission from various quantum paths contributes to HHG, which modulates the HHG intensity. For higher harmonics concerning the lowest-lying valence band, the laser intensity is not sufficient to cause such interference with the HHG from VB2 because the energy difference is large (∼6 eV). According to our previous work, at extremely high laser intensities, the α-quartz is excited so strongly that the laser-plasma interaction becomes a major process when a near-infrared laser is used [23, 35]. In other words, HHG around the plateau cutoff is emitted from the same quantum path and maintains good coherence in our calculation.

C. Time evolution of HHG

The time evolution of HHG emission ($I'(\omega, T)$) calculated from the time-gated Fourier transformation;

$$I'(\omega, T) = \left| \int_0^{T_e} J(t) \exp(-i\omega t) \exp \left(-\frac{(t-T)^2}{\eta^2}\right) dt \right|^2,$$

is shown in Fig. 7(b) and (c). Here, we define the parameter $\eta$ as 0.24 fs (ten a.u.) in Eq. 13. Figure 7(a) is the normalized $A(t)/e$, and the vertical dashed lines represent the minimum of $A(t)$, which corresponds to the maximum of the electric field. At an intensity of $2 \times 10^{13}$ W/cm$^2$, the 9-13th and 15-19th harmonics show almost the same time dependence. In contrast, at a higher intensity of $8 \times 10^{13}$ W/cm$^2$, the relative phase of each HHG emission with respect to the laser field shifts between the 9-13th and 15-19th harmonics. In particular, the time dependence of 15-19th harmonics is relatively strong compared with that of the 9-13th harmonics. Because the 9-13th and 17-19th harmonics can be attributed to VB2 and VB3, respectively, from Fig. 5 the relative phase shift also indicates that these two energy region have different quantum paths. The 15th harmonics shows intermediate time-evolution between those of the 9-13th and 17-19th harmonics.

Because the 15-19th harmonics have the same time evolution and quantum paths, their summation is expected to be an ultrafast pulse on the attosecond time scale. The time evolution of the current corresponding to the $n$-th harmonics ($\tilde{I}_n(t)$) from the filtered inverse
Fourier transformation is given by,

\[ \tilde{J}_n(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_0^T dt' dw J(t') \exp(-i\omega(t' - t)). \]  

(14)

Figure 8(a) depicts the summation of the current for the 15-19th harmonics (red solid line) and the applied vector potential (blue dashed line) for an intensity of $8 \times 10^{13}$ W/cm$^2$. The vertical dotted line indicates the peak of the envelope function of the laser pulse. The 15-19th harmonics show a burst at the minimum vector potential (maximum electric field) and the pulse train has a duration of about 200 attoseconds.

Figure 8(b) displays the case for the $\phi = 0.5\pi$. The relative phase of the pulse train with respect to the laser field is unchanged. In the case of $\phi = 0$, the pulse train has a single maximum peak at 9.5 fs. However, Fig. 8(b) showing $\phi = 0.5\pi$ contains double maximum peaks. Therefore, the intensity of the pulse train constructed from the cutoff region is the controlled by the phase of the applied incident laser.

V. SUMMARY

In summary, we reported a density-functional calculation of the HHG in $\alpha$-quartz under an intense few-cycle pulse laser. Our simulation indicates that the inter-band interaction is the dominant process. We found that the cutoff of the plateau was limited at the 19th harmonic (30 eV), which corresponds to the maximum energy gap between the lowest-lying valence band and the bottom of the conduction band. The power laws of the hole density and the harmonic intensity indicate that the HHG emission in an $\alpha$-quartz is attributable to electron-hole recombination. HHG around the cutoff energy enabled us to generate a pulse train of 200 attoseconds from the solid target because the electron velocity was high at the specific $k$ point with a small mass ($T$-point in $\alpha$-quartz).
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