EXPONENTIAL CONVERGENCE TO EQUILIBRIUM IN A POISSON-NERNST-PLANCK-TYPE SYSTEM WITH NONLINEAR DIFFUSION
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ABSTRACT. We investigate a Poisson-Nernst-Planck type system in three spatial dimensions where the strength of the electric drift depends on a possibly small parameter and the particles are assumed to diffuse quadratically. On grounds of the global existence result proved by Kinderlehrer, Monsaingeon and Xu (2015) using the formal Wasserstein gradient flow structure of the system, we analyse the long-time behaviour of weak solutions. We prove under the assumption of uniform convexity of the external drift potentials that the system possesses a unique steady state. If the strength of the electric drift is sufficiently small, we show convergence of solutions to the respective steady state at an exponential rate using entropy-dissipation methods.

1. INTRODUCTION

We are concerned with the long-time behaviour of the following parabolic system in three spatial dimensions:

\[ \begin{align*}
\partial_t u &= \text{div}(uD(2u + U + \varepsilon \psi)), \\
\partial_t v &= \text{div}(vD(2v + V - \varepsilon \psi)), \\
-\Delta \psi &= u - v,
\end{align*} \tag{1-3} \]

for nonnegative \( u, v : [0, \infty) \times \mathbb{R}^3 \rightarrow [0, \infty] \), together with an initial condition \( u(0, \cdot) = u^0 \geq 0, v(0, \cdot) = v^0 \geq 0 \) on \( \mathbb{R}^3 \). Equations (1) & (2) are coupled by means of Poisson’s equation (3) giving

\[ \psi = G * (u - v), \]

with Newton’s potential \( G \) in \( \mathbb{R}^3 \), i.e.

\[ G(x) = \frac{1}{4\pi|x|} \text{ for } x \neq 0. \]

For the external confinement potentials \( U, V \in C^2(\mathbb{R}^3) \), we assume quadratic growth, i.e.

\[ \|D^2U\|_{L^\infty} < \infty, \quad \|D^2U\|_{L^\infty} < \infty \quad \text{(Boundedness of second derivatives),} \]

\[ D^2U \geq \lambda_0 \mathbb{I}, \quad D^2V \geq \lambda_0 \mathbb{I} \quad \text{in the sense of symmetric matrices, for some } \lambda_0 > 0 \quad \text{(Uniform convexity).} \]

We may assume without loss of generality that \( U, V \geq 0 \). Finally, \( \varepsilon > 0 \) is a fixed parameter.

System (1–3) possesses a gradient flow structure on the space \( X = \mathcal{P}_2 \times \mathcal{P}_2 \), where \( \mathcal{P}_2 \) denotes the space of absolutely continuous probability measures on \( \mathbb{R}^3 \) with finite second moment, endowed with the metric

\[ d((u, \tilde{u}), (v, \tilde{v})) := \sqrt{W_2(u, \tilde{u})^2 + W_2(v, \tilde{v})^2}, \]

where \( W_2 \) is the \( L^2 \)-Wasserstein metric. The corresponding energy functional \( \mathcal{E} : X \rightarrow \mathbb{R} \cup \{+\infty\} \) reads

\[ \mathcal{E}(u, v) := \begin{cases} 
\int_{\mathbb{R}^3} (u^2 + v^2 + uU + vV + \frac{\varepsilon}{2}|D\psi|^2) \, dx, & \text{if } (u, v) \in L^2 \times L^2, \\
+\infty, & \text{otherwise.}
\end{cases} \]

It has been shown by Kinderlehrer et al. [20] that, given \((u^0, v^0) \in X \cap (L^2 \times L^2)\), a global-in-time weak solution \((u, v) : [0, \infty) \rightarrow X\) to (1–3) exists and can be constructed as the continuous-time limit \( \tau \rightarrow 0 \) (in a sense to be specified below) of the minimizing movement scheme with step size \( \tau > 0 \):

\[ (u^n, v^n) \in \arg \min_{(u, v) \in X} \left( \frac{1}{2\tau} d((u, v), (u^{n-1}, v^{n-1}))^2 + \mathcal{E}(u, v) \right) \quad \text{for } n \in \mathbb{N}, \quad (u^0, v^0) := (u^0, v^0). \tag{4} \]

We will summarize important properties of the sequences \((u^n_t, v^n_t)_{n \in \mathbb{N}}\) and their limit \((u, v)\) in Section 2 below.

In this work, we are interested in the behaviour of the aforementioned weak solution \((u, v)\) to system (1–3) as \( t \rightarrow \infty \). First, we characterize the set of equilibria:
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Theorem 1.1 (Existence and uniqueness of stationary states). For every \( \varepsilon > 0 \), there exists a unique minimizer \((u_\infty, v_\infty) \in (W^{1,2} \times W^{1,2})\) of \( \mathcal{E} \) on \( X \). \((u_\infty, v_\infty)\) is a stationary solution to (1)-(3) and satisfies

\[
\begin{align*}
u_\infty &= \frac{1}{2} [C_u - U - \varepsilon \psi_\infty]^+ , \\
v_\infty &= \frac{1}{2} [C_v - V + \varepsilon \psi_\infty]^+ , \\
\psi_\infty &= : G * (u_\infty - v_\infty),
\end{align*}
\]

where \( C_u, C_v \in \mathbb{R} \) are such that \( \|u_\infty\|_L^1 = 1 = \|v_\infty\|_L^1 \); \([ \cdot ]^+ \) denoting the positive part. For every \( \alpha \in (0, 1) \), \( u_\infty, v_\infty \in C^{0,\alpha} \) with compact support and \( \psi \in L^\infty \cap C^{2,\alpha} \).

Second, we prove for sufficiently small coupling strength \( \varepsilon > 0 \) exponential convergence to \((u_\infty, v_\infty)\):

**Theorem 1.2** (Exponential convergence to equilibrium). There are constants \( \bar{\varepsilon} > 0 \) and \( \bar{L} > 0 \) such that for all \( \delta > 0 \), there exists \( C_\delta > 0 \) such that the following is true for every \( \varepsilon \in (0, \bar{\varepsilon}) \) and arbitrary initial conditions \((u^0, v^0) \in X \cap (L^2 \times L^2)\): The weak solution \((u, v)\) to (1)-(3) obtained as a limit of the scheme (4) converges to \((u_\infty, v_\infty)\) exponentially fast with rate \( \Lambda_\varepsilon := \lambda_0 - \bar{L} \varepsilon > 0 \) in the following sense:

\[
W_2(u(t, \cdot), u_\infty) + W_2(v(t, \cdot), v_\infty) + \|u(t, \cdot) - u_\infty\|_{L^2} + \|v(t, \cdot) - v_\infty\|_{L^2} \leq C_\delta \left( \mathcal{E}(u_0, v_0) - \mathcal{E}(u_\infty, v_\infty) + 1 \right)^{1+\delta} e^{-\Lambda_\varepsilon t} \quad \text{for all } t \geq 0.
\]

System (1)-(3) may arise as a model for the dynamics of a system consisting of positively and negatively charged particles (e.g. ions) inside some electrically neutral surrounding medium (e.g. air, water). For further details on the mathematical modelling of those phenomena, we refer to the monographs [23, 18]. Here, both species are confined by means of external potentials \( U \) and \( V \) and are assumed to diffuse nonlinearly — with a diffusive mobility depending linearly on the concentrations \( u \) and \( v \), respectively. We assume the Poisson coupling by means of equation (5) to be suitably weak \( (\varepsilon \ll 1) \), i.e. the drift induced by electromagnetic force to be small. The quantity \( \varepsilon^{-1} \gg 1 \) corresponds to a large relative permittivity (dielectric constant) of the surrounding medium. A similar system has been considered by Biler, Dolbeault and Markowich [7]. There, a time-dependent coupling \( \varepsilon(t) \) was introduced, with the crucial assumption that \( \varepsilon(t) \to 0 \) as \( t \to \infty \), i.e. asymptotical damping of the electrostatic potential. Under relatively general requirements on spatial dimension, external potential and diffusive nonlinearity, convergence to equilibrium as \( t \to \infty \) is proved for sufficiently regular solutions. Here, we do not require asymptotical damping of the Poisson coupling, that is, the system at hand still constitutes a coupled system even in the large-time limit \( t \to \infty \). To the best of our knowledge, our rigorous result on exponential convergence of weak solutions is novel in the case of genuinely nonlinear diffusion on multiple spatial dimensions, even in the small coupling regime \( \varepsilon \ll 1 \). Partial results have been obtained in one spatial dimension [16] or for space-dependent diffusion [8] only.

In contrast to that, the case of linear diffusion has already been treated almost exhaustively. In the articles [3, 2, 4] preceding [7], it was shown that the rate of exponential convergence to equilibrium of the system without coupling, for uniformly convex potentials, is (almost) retained for coupled systems. There, the strategy of proof is mainly based on applications of generalized Sobolev inequalities the derivation of which require the use of a Holley-Stroock-type perturbation lemma. Seemingly, such a strategy might not be applicable in the setting of nonlinear diffusion. On the other hand, systems of the form above possess (at least formally) a gradient flow structure (w.r.t. e.g. the \( L^2 \)-Wasserstein distance) which also is of importance for the analysis of the system — and, in contrast, does not at all require linear diffusion.

Variational techniques related to gradient flows in (transportation) metric spaces [24, 2] have been applied to a variety of evolution equations, e.g. in [17, 14, 26, 12, 13, 11, 1, 16, 24]. The variational minimizing movement scheme [17] provides a key tool, in combination with generalized convexity assumptions on the respective free energy or driving entropy functionals [24], for the investigation of existence and long-time behaviour of solutions to nonlinear evolution equations with gradient structure. Recently, also genuine systems of equations were object of study in this context. Using the minimizing movement scheme on an appropriate metric space, existence of weak solutions has been proved in several cases, e.g. for Keller-Segel-type systems [3, 10, 9, 28, 31, 29] or others [13, 21, 31, 26].

Using the minimizing movement scheme to obtain convergence to equilibrium is rather novel in the case of genuine systems. The method applied here has first been used for Keller-Segel-type models in [31, 26] leading to similar results as Theorem 1.2 here.

The basis of our strategy is the fact that the uncoupled system \((\varepsilon = 0)\) defines a \( \lambda_0 \)-contractive flow, since \( \mathcal{E} \) then is \( \lambda_0 \)-convex along geodesics in \((X, d)\). However, geodesic convexity of \( \mathcal{E} \) is lost if \( \varepsilon > 0 \). Still, one can prove (see [20]) that a continuous flow in \( X \) of system (1)-(3) exists and admits a unique steady state \((u_\infty, v_\infty)\) (see our Theorem 1.1). The cornerstone of the proof of Theorem 1.2 is the existence of an auxiliary functional \( \mathcal{L} \) which is "close" to \( \mathcal{E} \) (for both \( \varepsilon > 0 \) and \( \varepsilon = 0 \)): First, \( \mathcal{L} \) is \( \lambda_0 \)-convex along geodesics in \( X \), with a slightly smaller convexity modulus \( 0 < \lambda < \lambda_0 \), and is decoupled in its arguments \( u \) and \( v \). Hence, known results on gradient flows for scalar porous-medium-type equations apply for the auxiliary gradient flow \( S^\mathcal{L} \) of \( \mathcal{L} \). This auxiliary flow can be used — with the almost classical flow...
interchange technique from [24] – to estimate the dissipation of $\mathcal{L}$ along the continuous flow given by the free energy $\mathcal{E}$. We seek to eventually apply Gronwall’s lemma for $\mathcal{L}$. Since $\mathcal{E}$ and $\mathcal{L}$ differ by a "small" – but non-convex – functional, cross-terms occur in the entropy-dissipation estimate and have to be controlled by suitable a priori estimates. For small coupling strength, we arrive in the end at an exponential rate with an again smaller rate $0 < \lambda_2 < \lambda_2 < \lambda_0$.

Clearly, this strategy requires $\lambda_0 > 0$, i.e. uniform convexity of the external potentials $U$ and $V$, which is not needed for proving existence (see [20]). As in [31], we deal with quadratic diffusion only since the right dissipation estimates do not seem to be at hand in the general case. One last comment is due about the scaling of our exponential estimate (7) in Theorem 1.2. For uniformly contractive gradient flows, one expects the difference of initial and final energy to enter the estimate with a power $1/2$, corresponding to $\delta = -1/2$. However, due to non-convexity of the free energy $\mathcal{E}$, only positive $\delta$ can be obtained with our strategy here. Nevertheless, the initial condition only appears via its energy.

This paper is organized as follows: First, we recall general facts and definitions for gradient flows in metric spaces and a result on the global existence of solutions to the system at hand. In Section 3 we prove Theorem 1.1 on existence and uniqueness of steady states. Section 4 is devoted to the introduction and investigation of the auxiliary entropy mentioned above. There, we also derive a central entropy-dissipation estimate for our forthcoming analysis, using the flow interchange technique. Finally, Theorem 1.4 is proved in Section 5. There, we first derive an additional a priori estimate on the auxiliary entropy holding for large times. In consequence, exponential convergence is proved.

2. Preliminaries

2.1. Geodesic convexity and gradient flows. In this section, we will briefly mention relevant definitions and facts on gradient flows in metric spaces. For a more thorough presentation, we refer to [2, 27].

Throughout this paper, $D$ and $D^2$ denote the spatial gradient and Hessian, respectively. By abuse of notation, we often identify an absolutely continuous measure with its Lebesgue density. A sequence $(\mu_n)_{n \in \mathbb{N}}$ of probability measures on $\mathbb{R}^d$ is said to converge narrowly to some limit probability measure $\mu$ if for all continuous and bounded maps $\phi : \mathbb{R}^d \to \mathbb{R}$, one has

$$
\lim_{n \to \infty} \int_{\mathbb{R}^d} \phi(x) \, d\mu_n(x) = \int_{\mathbb{R}^d} \phi(x) \, d\mu(x).
$$

For the metric space $(\mathcal{P}_2, W_2)$, the following is true: A sequence $(\mu_n)_{n \in \mathbb{N}}$ in $\mathcal{P}_2$ converges w.r.t. the $L^2$-Wasserstein distance $W_2$ if and only if both $\mu_n \rightharpoonup \mu$ narrowly and the sequence of second moments converges:

$$
\lim_{n \to \infty} m_2(\mu_n) = m_2(\mu), \quad \text{with } m_2(\rho) := \int_{\mathbb{R}^d} |x|^2 \, d\rho(x) \text{ for } \rho \in \mathcal{P}_2.
$$

A functional $A : X \to \mathbb{R} \cup \{\infty\}$ defined on some metric space $(X, d)$ is called $\lambda$-geodesically convex for some $\lambda \in \mathbb{R}$ if for every $w_0, w_1 \in X$ and $s \in [0, 1]$, one has

$$
A(w_s) \leq (1-s)A(w_0) + sA(w_1) - \frac{\lambda}{2}s(1-s)d^2(w_0, w_1),
$$

where $w_s : [0, 1] \to X, s \mapsto w_s$ is a geodesic curve connecting $w_0$ and $w_1$. We recall two important classes of $\lambda$-convex functionals (see e.g. [2, Ch. 9.3], [27, Thm. 5.15]) on the space $(\mathcal{P}_2, W_2)$:

**Theorem 2.1** (Criteria for geodesic convexity on $(\mathcal{P}_2, W_2)$). The following statements are true:

(a) Let $h \in C^0([0, \infty))$ be given, and define a functional $A$ on $\mathcal{P}_2$ by $A(\mu) := \int_{\mathbb{R}^d} h(w(x)) \, dx$ for $w \in \mathcal{P}_2 \cap L^1$.

If $h(0) = 0$ and $r \mapsto r^d h(r^{-d})$ is convex and nonincreasing on $(0, \infty)$, $A$ is $0$-geodesically convex and lower semicontinuous in $(\mathcal{P}_2, W_2)$.

(b) Let a function $W \in C^0(\mathbb{R}^d)$ be given, and define a functional $A(\mu) := \int_{\mathbb{R}^d} W(\mu) \, d\mu$ for all $\mu \in \mathcal{P}_2$. If $W$ is $\lambda$-convex for some $\lambda \in \mathbb{R}$, $A$ is $\lambda$-geodesically convex in $(\mathcal{P}_2, W_2)$.

As to the notion of gradient flow, we use the following characterization:

**Definition 2.2** ($\kappa$-contractive flow). Let $A : X \to \mathbb{R} \cup \{\infty\}$ be a lower semicontinuous functional on the metric space $(X, d)$. A continuous semigroup $S^A$ on $(X, d)$ is called $\kappa$-flow for some $\kappa \in \mathbb{R}$, if the evolution variational estimate

$$
\frac{1}{2} \frac{d}{dt} d^2(S^A_\mu(w), \bar{w}) + \frac{\kappa}{2} d^2(S^A_\mu(w), \bar{w}) + A(S^A_\mu(w)) \leq A(\bar{w})
$$

holds for arbitrary $w, \bar{w}$ in the domain of $A$, and for all $t \geq 0$.

We recall some facts on gradient flows of convex functionals on $\mathcal{P}_2$:

**Theorem 2.3** (Gradient flows of geodesic convex functionals on $(\mathcal{P}_2, W_2)$). Let $A : \mathcal{P}_2 \to \mathbb{R} \cup \{\infty\}$ be lower semicontinuous and $\lambda$-geodesically convex w.r.t. the distance $W_2$. The following statements hold:
(a) There exists a unique \( k \)-flow, with \( \kappa := \lambda \), for \( A \). Its corresponding evolution equation can be written as
\[
\partial_t S^A_t (w) = \text{div} \left( S^A_t (w) D \left( \frac{\delta A}{\delta w} (S^A_t (w)) \right) \right),
\]
if \( A \) is sufficiently regular. There, \( \frac{\delta A}{\delta w} \) stands for the usual first variation of the functional \( A \) on \( L^2 \).

(b) There exists exactly one minimizer \( w_{\min} \) of \( A \), for which the following holds:
\[
\frac{\lambda}{2} W^2 \left( w, w_{\min} \right) \leq A(w) - A(w_{\min}) \leq \frac{1}{2\lambda} \lim_{h \searrow 0} \frac{A(w) - A(S^A_t (w))}{h}.
\]

One of the cornerstones of our analysis below is the following theorem:

**Theorem 2.4** (Flow interchange lemma [24, Thm. 3.2]). Let \( B \) be a proper, lower semicontinuous and \( \lambda \)-geodesically convex functional on \((X, d)\). Let furthermore \( A \) be another proper, lower semicontinuous functional on \((X, d)\) such that \( \text{Dom}(A) \subset \text{Dom}(B) \). Assume that, for arbitrary \( \tau > 0 \) and \( \tilde{w} \in X \), the functional \( \frac{\lambda}{2} d(\cdot, \tilde{w})^2 + A \) possesses a minimizer \( w \) on \( X \). Then, the following holds:
\[
B(w) + \tau D^B A(w) + \frac{\lambda}{2} d^2 (w, \tilde{w}) \leq B(\tilde{w}).
\]

There, \( D^B A(w) \) denotes the dissipation of the functional \( A \) along the gradient flow \( S^B \) of the functional \( B \), i.e.
\[
D^B A(w) := \limsup_{h \searrow 0} \frac{A(w) - A(S^B_t (w))}{h}.
\]

2.2. **Minimizing movement and existence of solutions.** In this subsection, we recall the results proved by Kinderlehrer et al. in [20] in our specific setting.

**Proposition 2.5** (Minimizing movement [20, Prop. 3.3]). Let \( \tau > 0 \) and \((u^0, v^0) \in X \cap (L^2 \times L^2)\) be given. Then, the sequence \((u^n, v^n)_{n \in \mathbb{N}}\) defined by the minimizing movement scheme (4) is well-defined with \((u^n, v^n) \in X \cap (W^{1,2} \times W^{1,2})\) for all \( n \in \mathbb{N} \). By definition, the sequence \((E(u^n, v^n))_{n \in \mathbb{N}}\) is nonincreasing.

Define for \( \tau > 0 \) the discrete solution \((u_\tau, v_\tau) : [0, \infty) \to X\) by piecewise constant interpolation, that is
\[
(u_\tau, v_\tau) (0) := (u^0, v^0), \quad (u_\tau, v_\tau) (t) := (u^n, v^n) \quad \text{for} \quad t \in ((n-1) \tau, n \tau) \quad \text{and} \quad n \geq 1.
\]

The following main result of [20] about the existence of solutions to (1)-(3) is at the basis of our subsequent analysis:

**Theorem 2.6** (Existence of solutions [20, Thm. 2]). Let \( \varepsilon > 0 \) and \( U, V \) as mentioned above be given. Define, for initial conditions \((u^0, v^0) \in X \cap (L^2 \times L^2)\) and each \( \tau > 0 \) a discrete solution \((u_\tau, v_\tau)\) by (1) \& (3). Then, there exists a sequence \( \tau_k \searrow 0 \) and a map \((u, v) : [0, \infty) \times \mathbb{R}^3 \to [0, \infty)^2\) such that for each \( t > 0 \), \( u_{\tau_k} (t) \to u(t)\) and \( v_{\tau_k} (t) \to v(t)\), both narrowly in \( \mathcal{P}_2 \) as \( k \to \infty \). Moreover, \((u, v)\) is a solution to (1)-(3) in the sense of distributions, it attains the initial condition and one has for each \( T > 0\):
\[
E(u(T), v(T)) \leq E(u^0, v^0).
\]

3. **The equilibrium state**

In this section, we prove Theorem 1.1.

**Proof.** **Existence:** Trivially, \( E \) is bounded from below. Hence, there exists a minimizing sequence \((u_k, v_k)_{k \in \mathbb{N}}\) in \( X \cap (L^2 \times L^2)\) with \( \lim_{k \to \infty} E(u_k, v_k) = \inf_{(u, v) \in X} E(u, v)\). Thus, we have for some \( C > 0\) that \( \|u_k\|_{L^2} \leq C, \|v_k\|_{L^2} \leq C \) for all \( k \in \mathbb{N}\). Moreover, using the \( \lambda_0 \)-convexity of \( U \) and \( V \) on \( \mathbb{R}^3 \), one obtains \( \sup_{k \in \mathbb{N}} m_2(u_k) < \infty \) and \( \sup_{k \in \mathbb{N}} m_2(v_k) < \infty \) with the help of the elementary estimates \( U(x) \geq \frac{\lambda_0}{2} |x|^2 - \frac{A}{2} |x|_{\min}^2 \) and \( V(x) \geq \frac{\lambda_0}{2} |x|^2 - \frac{A}{2} |v|_{\min}^2 \) (with the unique minimizers \( x_{\min}^U, x_{\min}^V \) of \( U \) and \( V \) on \( \mathbb{R}^3 \), respectively). We infer with the Prokhorov and Banach-Alaoglu theorems that there exists a subsequence (non-relabelled) and a limit \((u_\infty, v_\infty) \in X \cap (L^2 \times L^2)\) such that \( u_k \to u_\infty \) and \( v_k \to v_\infty \) both narrowly as probability measures and weakly in \( L^2 \), as \( k \to \infty \). With respect to these convergences, \( E \) is lower semicontinuous. In fact, this is obvious for the quadratic and linear terms in \( E \) since \( U \) and \( V \) grow quadratically. For the last term containing the Dirichlet energy \( \frac{1}{2} \|D \psi\|_{L^2}^2 \), we refer to [20, Prop. 6.1] for a result on lower semicontinuity w.r.t. weak \( L^1 \) convergence. Hence, it follows that \((u_\infty, v_\infty)\) is indeed a minimizer of \( E \) on \( X \) and hence also a steady state of (1)-(3).

**Uniqueness:** We claim that \( E \) is uniformly convex with respect to the flat distance induced by the product norm.
\( \| \cdot \|_{L^2 \times L^2} \), which implies the uniqueness of minimizers. Indeed, for all \((u, v), (u', v') \in X \cap (L^2 \times L^2)\) and all \(s \in [0, 1] \), we have, thanks to

\[
\int_{\mathbb{R}^3} |D(G \ast w)|^2 \, dx = \int_{\mathbb{R}^3} (G \ast w) \, dx = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} w(x)G(x-y)w(y) \, dx \, dy, \quad \forall w \in X \cap L^2,
\]

that

\[
\begin{aligned}
& \left. \frac{d^2}{ds^2} \right|_{s=0} \mathcal{E}(u + s(u' - u), v + s(v' - v)) \\
= & \int_{\mathbb{R}^3} \left[ 2(u' - u)^2 + 2(v' - v)^2 + \varepsilon((u' - u) - (v' - v))G \ast ((u' - u) - (v' - v)) \right] \, dx \geq 2\|(u' - u, v' - v)\|_{L^2 \times L^2}^2,
\end{aligned}
\]

so \( \mathcal{E} \) is 2-convex w.r.t. the distance induced by \( \| \cdot \|_{L^2 \times L^2} \).

Euler-Lagrange equations: Since \((u_\infty, v_\infty)\) is the minimizer of \( \mathcal{E} \), the following variational inequality holds:

\[
0 \leq \left. \frac{d}{ds} \right|_{s=0} \mathcal{E}(u_\infty + s\hat{u}, v_\infty + s\hat{v})
= \int_{\mathbb{R}^3} \left[ 2u_\infty + U + \varepsilon G \ast (u_\infty - v_\infty) \right] \hat{u} \, dx + \int_{\mathbb{R}^3} \left[ 2v_\infty - V - \varepsilon G \ast (u_\infty - v_\infty) \right] \hat{v} \, dx,
\]

for all \( \hat{u}, \hat{v} \) such that both \( u_\infty + \hat{u} \geq 0 \) and \( v_\infty + \hat{v} \geq 0 \) on \( \mathbb{R}^3 \), and \( \int_{\mathbb{R}^3} \hat{u} \, dx = 0 = \int_{\mathbb{R}^3} \hat{v} \, dx \). In order to prove \((\ref{eq:4})\), we set \( \hat{v} := 0 \). Let \( \phi : \mathbb{R}^3 \to \mathbb{R} \) be such that \( \int_{\mathbb{R}^3} |\phi| \, dx \leq 1 \) and \( \phi + u_\infty \geq 0 \) on \( \mathbb{R}^3 \). The choice

\[
\hat{u}_\phi := \frac{1}{2} \phi - \frac{1}{2} u_\infty \int_{\mathbb{R}^3} \phi \, dx
\]

is admissible for \( \hat{u} \) in \((\ref{eq:4})\), hence (recall our notation \( \psi_\infty := G \ast (u_\infty - v_\infty) \))

\[
0 \leq \int_{\mathbb{R}^3} (2u_\infty + U + \varepsilon \psi_\infty - C_u) \phi \, dx,
\]

with

\[
C_u := \int_{\mathbb{R}^3} (2u_\infty^2 + U u_\infty + \varepsilon u_\infty \psi_\infty) \, dx \in \mathbb{R}.
\]

If \( u_\infty(x) > 0 \) for some \( x \in \mathbb{R}^3 \), we are able to choose \( \psi \) supported on a small neighborhood of \( x \) and to replace by \(-\phi\) in \((\ref{eq:5})\) and obtain

\[
2u_\infty(x) + U(x) + \varepsilon \psi_\infty(x) = C_u.
\]

If \( u_\infty(x) = 0 \) for some \( x \), one has \( U(x) - \varepsilon \psi_\infty(x) - C_u \geq 0 \), and hence \((\ref{eq:5})\) is true in both cases. The equation for \( v_\infty \)

\((\ref{eq:6})\) can be derived in analogy.

Properties: First, since \((u_\infty, v_\infty)\) are admissible as starting condition \((u_0^\tau, v_0^\tau)\) (for arbitrary \( \tau > 0 \)) in scheme \((\ref{eq:3})\), we obtain thanks to the minimizing property and Proposition \((\ref{prop:2})\) that \((u_\infty, v_\infty) \in W^{1,2} \times W^{1,2} \). We now show that \( \psi_\infty \in L^\infty \). To this end, let \( x \in \mathbb{R}^3 \) and observe at first that

\[
\int_{B_1(x)} \frac{|u_\infty(y) - v_\infty(y)|}{|x - y|} \, dy \leq \|u_\infty - v_\infty\|_{L^2} \left( \int_{B_1(x)} \frac{1}{|x - y|^2} \, dy \right)^{1/2} = 2\sqrt{\pi} \|u_\infty - v_\infty\|_{L^2},
\]

independent of \( x \), by Hölder’s inequality and the transformation theorem. Furthermore, since \( |x - y| \geq 1 \) if \( y \notin B_1(x) \) and \( \|u_\infty\|_{L^1} = 1 = \|v_\infty\|_{L^1} \), we get

\[
\int_{\mathbb{R}^3 \setminus B_1(x)} \frac{|u_\infty(y) - v_\infty(y)|}{|x - y|} \, dy \leq \|u_\infty - v_\infty\|_{L^1} \sup_{y \notin B_1(x)} |x - y|^{-1} \leq 2.
\]

Putting both parts together, we see that \( \sup_{x \in \mathbb{R}^3} |\psi_\infty(x)| < \infty \). In view of \((\ref{eq:5})\) and \((\ref{eq:6})\), \( \psi_\infty \in L^\infty \) implies that \( u_\infty \) and \( v_\infty \) have compact support since \( U \) and \( V \) grow quadratically as \( |x| \to \infty \). By classical results on solutions to Poisson’s equation \((\ref{eq:11})\) Thm. 10.2, we then infer that \( \psi_\infty \in C^{0,\alpha} \) for all \( \alpha \in (0, 1) \), since by the Gagliardo-Nirenberg-Sobolev inequality, one has \((u_\infty, v_\infty) \in L^6 \times L^6 \). Hence, using \((\ref{eq:5})\) and \((\ref{eq:6})\) again, we conclude that \( u_\infty \) and \( v_\infty \) also are Hölder continuous. By elliptic regularity for Poisson’s kernel \((\ref{eq:11})\) Thm. 10.3, it follows that \( \psi_\infty \in C^{2,\alpha} \).

\( \square \)
4. Auxiliary entropy and dissipation

In this section, we define a suitable geodesically convex auxiliary entropy \( \mathcal{L} \) and derive the dissipation of the driving entropy \( E \) along the gradient flow \( S^E_t \) of \( \mathcal{L} \).

Let \( \mathcal{L} : \mathbf{X} \rightarrow \mathbb{R} \cup \{ \infty \} \) be defined via

\[
\mathcal{L}(u, v) := \begin{cases} 
\int_{\mathbb{R}^2} \left[ u^2 - u_\infty^2 + v^2 - v_\infty^2 + (u - u_\infty)U + (v - v_\infty)V + \varepsilon(u - u_\infty)\psi_\infty - \varepsilon(v - v_\infty)\psi_\infty \right] \, dx, \\
+\infty, & \text{if } (u, v) \in L^2 \times L^2,
\end{cases}
\]

if \((u, v) \in L^2 \times L^2\),

otherwise.

Obviously, \( \mathcal{L} \) is proper and lower semicontinuous on \((\mathbf{X}, \mathbf{d})\).

**Proposition 4.1 (Properties of \( \mathcal{L} \)).** There exists \( \varepsilon_0 > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0) \), the following statements hold:

(a) There exists \( L > 0 \) such that \( \mathcal{L} \) is \( \lambda_\varepsilon \)-geodesically convex w.r.t. \( \mathbf{d} \), where \( \lambda_\varepsilon := \lambda_0 - L\varepsilon > 0 \).

(b) The following holds for all \((u, v) \in \mathbf{X} \cap (W^{1,2} \times W^{1,2})\):

\[
\|u - u_\infty\|_{L^2}^2 + \|v - v_\infty\|_{L^2}^2 \leq \mathcal{L}(u, v) \leq \frac{1}{2\lambda_\varepsilon} \int_{\mathbb{R}^2} \left[ u|D(2u + U + \varepsilon\psi_\infty)|^2 + v|D(2v + V - \varepsilon\psi_\infty)|^2 \right] \, dx.
\]

(c) There exists a constant \( K > 0 \) independent of \( \varepsilon \) such that for all \((u, v) \in \mathbf{X}\):

\[
\mathcal{L}(u, v) \leq E(u, v) - E(u_\infty, v_\infty) + K\varepsilon.
\]

**Proof.** (a) In view of Theorem 2.1 as \( \mathcal{L} \) is decoupled in its arguments \( u \) and \( v \), it suffices to prove that there exists \( C > 0 \) such that \( |D^2\psi_\infty|_{L^\infty} \leq C \) for all sufficiently small \( \varepsilon > 0 \). Let \( R > 0 \) such that \( \text{supp } u_\infty \cup \text{supp } v_\infty \subset B_R(0) \). Since \( \psi_\infty \in C^2 \) thanks to Theorem 1.1, we have \( \sup_{x \in \overline{B}_{R+1}(0)} |\partial_{x_i}\partial_{x_j}\psi_\infty(x)| < \infty \) for each pair \((i, j) \in \{1, 2, 3\}^2\).

Consider now \( x \not\in \overline{B}_{R+1}(0) \). One easily obtains for \( z \neq 0 \) that

\[
|\partial_{x_i}\partial_{x_j}\psi_\infty(x)| = \left| \int_{B_R(z)} \partial_{x_i}\partial_{x_j}G(z)(u_\infty(x - z) - v_\infty(x - z)) \, dz \right| \leq \frac{1}{3} R^3 \|u_\infty - v_\infty\|_{L^\infty},
\]

since for all \( z \in \overline{B}_R(x) \), one has \( |z| > 1 \) by definition of \( x \). Hence, the desired uniform estimate on \( D^2\psi_\infty \) is proved.

(b) The upper estimate is a straightforward consequence of \( \lambda_\varepsilon \)-convexity of \( \mathcal{L} \) and the structure of its Wasserstein subdifferential w.r.t. \( u \) and \( v \), respectively (see e.g. [2, Lemma 10.4.1]), in combination with [3]. For the lower estimate, we observe that

\[
\mathcal{L}(u, v) = \int_{\mathbb{R}^3} \left[ (u - u_\infty)^2 + (v - v_\infty)^2 + (u - u_\infty)(2u_\infty + U + \varepsilon\psi_\infty) + (v - v_\infty)(2v_\infty + V - \varepsilon\psi_\infty) \right] \, dx.
\]

We prove that \( \int_{\mathbb{R}^3} (u - u_\infty)(2u_\infty + U + \varepsilon\psi_\infty) \, dx \geq 0 \). Since the last term above can be treated in the same way, the claim then follows. Using \( [3] \), we obtain

\[
\int_{\mathbb{R}^3} (u - u_\infty)(2u_\infty + U + \varepsilon\psi_\infty) \, dx = \int_{\{C_u - U - \varepsilon\psi_\infty > 0\}} (u - u_\infty)C_u \, dx + \int_{\{C_u - U - \varepsilon\psi_\infty \leq 0\}} u(U + \varepsilon\psi_\infty) \, dx
\]

\[
= C_u \int_{\mathbb{R}^3} (u - u_\infty) \, dx + \int_{\{C_u - U - \varepsilon\psi_\infty \leq 0\}} u(U + \varepsilon\psi_\infty - C_u) \, dx \geq 0,
\]

since \( u \) and \( u_\infty \) have equal mass (hence the first term is equal to zero) and the integrand of the second integral is nonnegative on the domain of integration.

(c) One has for all \((u, v) \in \mathbf{X} \cap (L^2 \times L^2)\):

\[
\frac{1}{\varepsilon} (\mathcal{L}(u, v) - E(u, v) + E(u_\infty, v_\infty)) = \int_{\mathbb{R}^3} \left[ (u - u_\infty)\psi_\infty - (v - v_\infty)\psi_\infty - \frac{1}{2}|D\psi|^2 + \frac{1}{2}|D\psi_\infty|^2 \right] \, dx
\]

\[
\leq \int_{\mathbb{R}^3} \psi_\infty(u - v - \frac{1}{2}u_\infty + \frac{1}{2}v_\infty) \, dx \leq 3\|\psi_\infty\|_{L^\infty} \leq K,
\]

thanks to \([10] \) and Theorem 1.1.

\(\square\)
According to Theorem 2.3(a), the $\lambda_\varepsilon$-contractive flow $S^E := (\mathcal{U}, \mathcal{V})$ is characterized by
\[\begin{align*}
\partial_t \mathcal{U} &= \text{div}[\mathcal{U} D(2\mathcal{U} + U + \varepsilon \psi_\infty)], \\
\partial_t \mathcal{V} &= \text{div}[\mathcal{V} D(2\mathcal{V} + V - \varepsilon \psi_\infty)].
\end{align*}\] (15)

Now, we derive the central a priori estimate on the discrete solution:

**Proposition 4.2** (Dissipation of $E$ along $S^E$). Let $\tau > 0$ and let $(u^n_\varepsilon, v^n_\varepsilon)_{n \in \mathbb{N}}$ be the sequence defined via the minimizing movement scheme (14). Then, for all $n \in \mathbb{N}$:
\[\mathcal{L}(u^n_\varepsilon, v^n_\varepsilon) + \tau D(u^n_\varepsilon, v^n_\varepsilon) \leq \mathcal{L}(u^{n-1}_\varepsilon, v^{n-1}_\varepsilon),\] (16)

the dissipation being given by
\[D(u, v) := \left(1 - \frac{\varepsilon}{2}\right) \int_{\mathbb{R}^3} (u D(2u + U + \varepsilon \psi_\infty))^2 + v D(2v + V - \varepsilon \psi_\infty)^2) dx - \frac{\varepsilon}{2} \int_{\mathbb{R}^3} (u + v) D(\psi - \psi_\infty)^2 dx.\] (17)

**Proof.** To justify the calculations below, we regularize the flow given by (15). Define, for $\nu > 0$ and $(u, v) \in X \cap (L^2 \times L^2)$, the regularized functional
\[\mathcal{L}_\nu(u, v) := \mathcal{L}(u, v) + \nu \mathcal{H}(u) + \nu \mathcal{H}(v),\] with Boltzmann’s entropy $\mathcal{H}(w) := \int_{\mathbb{R}^3} w \log w dx,$
which is finite on $\mathcal{P}_2 \cap L^2$ (cf. e.g. [28, Lemma 5.3]). Furthermore, by Theorem 2.3(a), $\mathcal{H}$ is 0-geodesically convex on $\mathcal{P}_2$, so $\mathcal{L}_\nu$ is $\lambda_n$-geodesically convex w.r.t. $d$ and the associated evolution equation to its $\lambda_\varepsilon$-flow $(\mathcal{U}, \mathcal{V})$ is the strictly parabolic, decoupled system
\[\begin{align*}
\partial_t \mathcal{U} &= \nu \Delta \mathcal{U} + \text{div}[\mathcal{U} D(2\mathcal{U} + U + \varepsilon \psi_\infty)], \\
\partial_t \mathcal{V} &= \nu \Delta \mathcal{V} + \text{div}[\mathcal{V} D(2\mathcal{V} + V - \varepsilon \psi_\infty)].
\end{align*}\] (18)

Let $(u, v) \in X \cap (W^{1,2} \times W^{1,2})$. At least for small $s > 0$, system (18) has a smooth and nonnegative solution $(\mathcal{U}, \mathcal{V})$ such that $(\mathcal{U}(s), \mathcal{V}(s)) \to (u, v)$ both strongly in $L^2 \times L^2$ and $d$, as well as weakly in $W^{1,2} \times W^{1,2}$, for $s \searrow 0$. Moreover, this local flow can be identified with the $\lambda_n$-flow associated to $\mathcal{L}_\nu$ (see e.g. [2, Thm. 11.2.8]). Then, writing $\Psi := G * (\mathcal{U} - \mathcal{V})$ for brevity:
\[-\frac{d}{ds} E(\mathcal{U}, \mathcal{V}) = -\int_{\mathbb{R}^3} [2\mathcal{U} + U + \varepsilon \Psi] \text{div}[\nu D\mathcal{U} + \mathcal{U} D(2\mathcal{U} + U + \varepsilon \psi_\infty)] dx - \int_{\mathbb{R}^3} [2\mathcal{V} + V - \varepsilon \Psi] \text{div}[\nu D\mathcal{V} + \mathcal{V} D(2\mathcal{V} + V - \varepsilon \psi_\infty)] dx.
\]

We first focus on the viscosity terms and obtain, using that $(\mathcal{U}, \mathcal{V}) \in X$:
\[-\int_{\mathbb{R}^3} (2\mathcal{U} + U + \varepsilon \Psi) D\mathcal{U} - \nu D\mathcal{U} - \mathcal{V} D\mathcal{V} - \varepsilon (\mathcal{U} - \mathcal{V}) D\Psi) dx = 2\|D\mathcal{U}\|_{L^2}^2 + 2\|D\mathcal{V}\|_{L^2}^2 - \int_{\mathbb{R}^3} (\mathcal{U} D\mathcal{U} + \mathcal{V} D\mathcal{V}) dx + \varepsilon\|\mathcal{U} - \mathcal{V}\|_{L^2}^2 \geq -\|\Delta U\|_{L^\infty} - \|D\mathcal{V}\|_{L^\infty}.
\]

The remaining terms can be rewritten as
\[-\int_{\mathbb{R}^3} [2\mathcal{U} + U + \varepsilon \Psi] \text{div}[\mathcal{U} D(2\mathcal{U} + U + \varepsilon \psi_\infty)] dx - \int_{\mathbb{R}^3} [2\mathcal{V} + V - \varepsilon \Psi] \text{div}[\mathcal{V} D(2\mathcal{V} + V - \varepsilon \psi_\infty)] dx
\[= \int_{\mathbb{R}^3} \mathcal{U} D(2\mathcal{U} + U + \varepsilon \psi_\infty)^2 dx + \int_{\mathbb{R}^3} \mathcal{V} D(2\mathcal{V} + V - \varepsilon \psi_\infty)^2 dx
\[+ \varepsilon \int_{\mathbb{R}^3} \mathcal{U} D(2\mathcal{U} + U + \varepsilon \psi_\infty) \cdot D(\Psi - \psi_\infty) dx - \varepsilon \int_{\mathbb{R}^3} \mathcal{V} D(2\mathcal{V} + V - \varepsilon \psi_\infty) \cdot D(\Psi - \psi_\infty) dx
\[\geq \left(1 - \frac{\varepsilon}{2}\right) \int_{\mathbb{R}^3} \mathcal{U} D(2\mathcal{U} + U + \varepsilon \psi_\infty)^2 + \mathcal{V} D(2\mathcal{V} + V - \varepsilon \psi_\infty)^2) dx - \frac{\varepsilon}{2} \int_{\mathbb{R}^3} (\mathcal{U} + \mathcal{V}) D(\Psi - \psi_\infty)^2 dx,
\]
using Young’s inequality in the final step. All in all, we arrive at
\[-\frac{d}{ds} E(\mathcal{U}, \mathcal{V}) \geq D(\mathcal{U}, \mathcal{V}) - \nu (\|\Delta U\|_{L^\infty} + \|D\mathcal{V}\|_{L^\infty}).
\]

Observing that the terms appearing in $D$ are lower semicontinuous w.r.t. the convergence of $(\mathcal{U}, \mathcal{V}) \to (u, v)$ above, we obtain after passage to the limits $s \searrow 0$ and $\nu \searrow 0$ that $D^E \mathcal{E}(u, v) \geq D(u, v)$. Application of the flow interchange lemma (Theorem 2.3) completes the proof of (10). \qed

The remaining task is to establish appropriate bounds on the dissipation $D(u^n_\varepsilon, v^n_\varepsilon)$ in terms of $\mathcal{L}(u^n_\varepsilon, v^n_\varepsilon)$ in order to apply a discrete Gronwall lemma and to conclude exponential convergence. Note that, in view of (8), it will be enough to control the second part of $D(u^n_\varepsilon, v^n_\varepsilon)$.
5. CONVERGENCE TO EQUILIBRIUM

In this section, we complete the proof of Theorem 1.2. Our strategy is as follows: First, we derive a uniform bound (independent of $\varepsilon$ and the initial condition) on the auxiliary entropy $L$ for sufficiently large times. This brings us into position to prove a refined estimate on the dissipation $D$ strong enough to infer exponential convergence of $L$ to zero.

In the following, for $\tau > 0$, we denote by $(u^n_\tau, v^n_\tau)_{n \in \mathbb{N}}$ a sequence given by the minimizing movement scheme $\mathbb{H}$.

5.1. Boundedness of auxiliary entropy. We first need an additional estimate for the dissipation terms in (17).

Lemma 5.1. There exists a constant $\theta > 0$ such that for all $\varepsilon \in (0, \varepsilon_0)$ and all $(u, v) \in X \cap (W^{1,2} \times W^{1,2})$:

$$
\|u\|^4_{L^4} \leq \theta \left( 1 + \int_{\mathbb{R}^3} u |D(2u + U + \varepsilon \psi_\infty)|^2 \, dx \right),
$$

$$
\|v\|^4_{L^4} \leq \theta \left( 1 + \int_{\mathbb{R}^3} v |D(2v + V - \varepsilon \psi_\infty)|^2 \, dx \right),
$$

(19)

with the convention that the respective right-hand side is equal to $+\infty$ if $u |D(2u + U + \varepsilon \psi_\infty)|^2$ or $v |D(2v + V - \varepsilon \psi_\infty)|^2$ is not integrable.

Proof. We shall prove the statement for $u$; the other one can be shown analogously. We assume that the r.h.s. is finite. Expanding the square and integrating by parts, one has

$$
\int_{\mathbb{R}^3} u |D(2u + U + \varepsilon \psi_\infty)|^2 \, dx = \int_{\mathbb{R}^3} \left( \frac{16}{9} |Du^{3/2}|^2 - 2u^2 \Delta(U + \varepsilon \psi_\infty) + u |D(U + \varepsilon \psi_\infty)|^2 \right) \, dx.
$$

Since $\Delta U$ and $\Delta \psi_\infty = v_\infty - u_\infty$ are essentially bounded, we obtain

$$
\frac{16}{9} \|Du^{3/2}\|^2_{L^2} \leq \int_{\mathbb{R}^3} u |D(2u + U + \varepsilon \psi_\infty)|^2 \, dx + C \|u\|^2_{L^2},
$$

for some constant $C > 0$. By the triangle and Young inequalities, $\|u\|^2_{L^4} \leq 2 \|u_\infty\|^2_{L^2} + 2 \|u - u_\infty\|^2_{L^2}$. For small $\varepsilon > 0$, we can use (13) and arrive at

$$
\frac{16}{9} \|Du^{3/2}\|^2_{L^2} \leq \int_{\mathbb{R}^3} \left( 1 + \frac{C}{\lambda_\varepsilon} \right) u |D(2u + U + \varepsilon \psi_\infty)|^2 \, dx + 2C \|u_\infty\|^2_{L^2}.
$$

On the other hand, with the $L^p$-interpolation and Gagliardo-Nirenberg-Sobolev inequalities, we have (recall $\|u\|_{L^4} = 1$):

$$
\|u\|^4_{L^4} \leq \|u\|^3_{L^3} \|u\|^1_{L^1} = \|u^{3/2}\|^2_{L^2} \leq C \|Du^{3/2}\|^2_{L^2}.
$$

Raising to the fourth power, we end up with (19). \qed

We now derive a uniform bound on $L$ for large times.

Proposition 5.2 (Boundedness of $L$). (a) There exist $\varepsilon_1 \in (0, \varepsilon_0)$, $L' > 0$ and $M > 0$ such that for all $\varepsilon \in (0, \varepsilon_1)$, all $\tau > 0$ and all $n \in \mathbb{N}$:

$$
(1 + 2\lambda_\varepsilon') L(u^n_\tau, v^n_\tau) \leq L(u^{n-1}_\tau, v^{n-1}_\tau) + \tau \varepsilon M,
$$

(20)

where $\lambda_\varepsilon' := \lambda_0 - L' \varepsilon > 0$.

(b) Define, with the quantities from (a) and fixed, but arbitrary $\delta > 0$:

$$
M' := \frac{M \varepsilon_1}{2(\lambda_0 - L' \varepsilon_1)} > 0 \quad \text{and} \quad T_0 := \max \left( 0, \frac{1 + 2\delta}{2\lambda_\varepsilon'} \log \frac{E(u^0, v^0) - E(u_\infty, v_\infty) + K \varepsilon_1}{M'} \right) \geq 0,
$$

where $K > 0$ is the constant from (13). Then, there exists $\bar{\tau} > 0$ such that for all $\varepsilon \in (0, \varepsilon_1)$, $\tau \in (0, \bar{\tau})$ and $n \in \mathbb{N}$ with $n \tau \geq T_0$, one has

$$
L(u^n_\tau, v^n_\tau) \leq 2M'.
$$

(21)

Proof. (a) We first estimate the last term appearing in $D(u, v)$ from (17). Let $(u, v) \in X \cap (W^{1,2} \times W^{1,2})$. By Hölder’s inequality,

$$
\int_{\mathbb{R}^3} (u + v) |D\psi|^2 \, dx \leq (\|u\|_{L^{3/2}} + \|v\|_{L^{3/2}}) \|D\psi\|^2_{L^6}.
$$

(22)

The term involving the gradient of $\psi$ can be treated with the Hardy-Littlewood-Sobolev inequality (see for example [22, Thm. 4.3] or [20, Lemma 3.1]) which is applicable for Poisson’s kernel $G$:

$$
\|D\psi\|^2_{L^6} \leq C \|u - v\|^2_{L^2} \leq 2C \|u\|^2_{L^2} + 2C \|v\|^2_{L^2},
$$

(23)
for some constant $C > 0$. Combining (22)\&(23), using $\|u\|_{L^1} = 1 = \|v\|_{L^1}$ again, the $L^p$-interpolation inequality yields for some $\beta, \beta' \in (0, 1)$:

$$\int_{\mathbb{R}^3} (u + v)|D(|\psi - \psi_\infty|)|^2 \, dx \leq 2 \int_{\mathbb{R}^3} (u + v)|D\psi|^2 \, dx + 2 \int_{\mathbb{R}^3} (u + v)|D\psi_\infty|^2 \, dx$$

$$\leq 4C(\|u\|_{L^p}^\beta \|u\|_{L^2}^{2\beta'} + \|u\|_{L^p}^{\beta} \|v\|_{L^2}^{2\beta'} + \|v\|_{L^p}^{\beta} \|u\|_{L^2}^{2\beta'} + \|v\|_{L^p}^{\beta} \|v\|_{L^2}^{2\beta'}) + 2 \int_{\mathbb{R}^3} (u + v)|D\psi_\infty|^2 \, dx$$

$$\leq C'(\|u\|_{L^3}^4 + \|v\|_{L^3}^4 + 1),$$

for some $C' > 0$, by Young’s inequality and thanks to finiteness of $\|D\psi_\infty\|_{L^\infty}$. Now, (25) follows thanks to (16), for sufficiently small $\epsilon > 0$.

Insertion into (19) yields (a).

(b) We first prove the following explicit estimate for all $\tau > 0$ and $n \in \mathbb{N} \cup \{0\}$ by induction over $n$:

$$\mathcal{L}(u^n, v^n) \leq (E(u, v) - E(u_{\infty}, v_{\infty}) + K\varepsilon_1)(1 + 2\lambda_\tau)^{-n} + \frac{M\varepsilon}{2\lambda_\tau}(1 - (1 + 2\lambda_\tau)^{-n}). \quad (24)$$

Indeed, the claim holds for $n = 0$ thanks to (14). If it holds for an arbitrary $n \in \mathbb{N} \cup \{0\}$, we obtain with (20):

$$\mathcal{L}(u^{n+1}, v^{n+1}) \leq (1 + 2\lambda_\tau)^{-1}\mathcal{L}(u^n, v^n) + (1 + 2\lambda_\tau)^{-1}\tau\varepsilon M$$

$$\leq (1 + 2\lambda_\tau)^{-(n+1)}(E(u, v) - E(u_{\infty}, v_{\infty}) + K\varepsilon_1) + \frac{M\varepsilon}{2\lambda_\tau}(1 + 2\lambda_\tau)^{-1}(1 - (1 + 2\lambda_\tau)^{-n}) + (1 + 2\lambda_\tau)^{-1}\tau\varepsilon M$$

$$= (E(u, v) - E(u_{\infty}, v_{\infty}) + K\varepsilon_1)(1 + 2\lambda_\tau)^{-(n+1)} + \frac{M\varepsilon}{2\lambda_\tau}(1 - (1 + 2\lambda_\tau)^{-(n+1)}) + (1 + 2\lambda_\tau)^{-1}\tau\varepsilon M.$$

Let now $\tau > 0$ and $n \in \mathbb{N}$ with $n\tau \geq T_0$. Thanks to (24), for each $\delta > 0$,

$$\mathcal{L}(u^n, v^n) \leq \frac{M\varepsilon}{2\lambda_\tau} + (E(u, v) - E(u_{\infty}, v_{\infty}) + K\varepsilon_1) \exp \left(\frac{-n\tau}{\tau} \log(1 + 2\lambda_\tau)\right)$$

$$\leq (E(u, v) - E(u_{\infty}, v_{\infty}) + K\varepsilon_1) \exp \left(\frac{-T_0}{\tau} \log(1 + 2\lambda_\tau)\right) + M'.$$

Obviously, we obtain (24) in the case $E(u, v) - E(u_{\infty}, v_{\infty}) + K\varepsilon_1 \leq M'$. Consider the converse case. Since

$$\lim_{s \to 0} \frac{\log(1 + s)}{s} = 1$$

there exists $\bar{s} > 0$ such that

$$\frac{\log(1 + s)}{s} \geq \frac{1 + \bar{s}}{1 + 2\bar{s}}$$

for all $s \in (0, \bar{s}]$. Henceforth, defining $\bar{\tau} := \frac{\bar{s}}{2\lambda_\tau}$ yields

$$\mathcal{L}(u^n, v^n) \leq M' + (E(u, v) - E(u_{\infty}, v_{\infty}) + K\varepsilon_1) \exp \left(-1 + \delta \log \frac{E(u, v) - E(u_{\infty}, v_{\infty}) + K\varepsilon_1}{M'}\right) \leq 2M'. \quad \square$$

5.2. Exponential convergence to equilibrium. We are now able to prove – for sufficiently large times – a refined version of Proposition 5.2(a):

**Proposition 5.3** (Exponential estimate for $\mathcal{L}$). There exist constants $\bar{\varepsilon} \in (0, \varepsilon_1)$ and $\bar{L} > 0$ such that for arbitrary $\delta > 0$, there exists $\bar{\tau} > 0$ such that for all $\varepsilon \in (0, \bar{\varepsilon})$, $\tau \in (0, \bar{\tau})$ and $n \in \mathbb{N}$ with $n\tau \geq T_0$, we have

$$(1 + 2\lambda_\tau)^{-1}\mathcal{L}(u^n, v^n) \leq \mathcal{L}(u^{n-1}, v^{n-1}), \quad (25)$$

with $\lambda_\varepsilon := \lambda_0 - \bar{L}\varepsilon > 0$ and $T_0$ as in Proposition 5.2(b).

**Proof.** We write $(u, v)$ instead of $(u^n, v^n)$ for the sake of clarity and consider the last term in $\mathcal{D}(u, v)$ once more. Using as in the proof of Proposition 5.2(a) the Hölder, Hardy-Littlewood-Sobolev and $L^p$-interpolation inequalities (cf. (22)\&(23)), we get for some $C, C' > 0$ and $\beta \in (0, 1)$:

$$\int_{\mathbb{R}^3} (u + v)|D(|\psi - \psi_\infty|)|^2 \, dx = \int_{\mathbb{R}^3} ((u - u_{\infty}) + (v - v_{\infty}) + (u_{\infty} + v_{\infty}))(D(|\psi - \psi_\infty|))^2 \, dx$$

$$\leq C(\|u - u_{\infty}\|_{L^2} + \|v - v_{\infty}\|_{L^2} + \|u_{\infty} + v_{\infty}\|_{L^2}) \int_{\mathbb{R}^3} (u_{\infty} + v_{\infty})|D(|\psi - \psi_\infty|)|^2 \, dx$$

$$\leq C \cdot 2\mathcal{L}(u, v) \cdot C'(1 + \mathcal{L}(u, v)) \leq 2CC'(1 + 2M')\mathcal{L}(u, v),$$

with Young’s inequality, (13) and (21). Now, (25) follows thanks to (19), for sufficiently small $\epsilon > 0$. \quad \square
Finally, we prove Theorem 1.2.

Proof. Consider a vanishing sequence \((\tau_k)_{k \in \mathbb{N}}\) such that the corresponding sequence of discrete solutions \((u_{\tau_k}, v_{\tau_k})_{k \in \mathbb{N}}\) converges to a weak solution to (1)–(3), in the sense of Theorem 2.6. Lower semicontinuity yields 

\[
\liminf_{k \to \infty} \mathcal{L}(u_{\tau_k}(t), v_{\tau_k}(t)) \leq \mathcal{L}(u(t), v(t)) \text{ for all } t \geq 0.
\]

By (14) and the monotonicity of \(E\) from Proposition 2.5, one obtains after passage to \(k \to \infty\) that

\[
\mathcal{L}(u(t), v(t)) \leq E(u^0, v^0) - E(u_{\infty}, v_{\infty}) + K \varepsilon_1 \quad \forall t \geq 0.
\]  

(26)

Iterating the estimate (26), assuming without loss of generality that \(k \in \mathbb{N}\) is sufficiently large, we get in the limit \(k \to \infty\) that

\[
\mathcal{L}(u(t), v(t)) \leq 2M' \exp(-2\Lambda_\varepsilon t) \quad \forall t \geq T_0.
\]  

(27)

Actually, (26) & (27) imply that \(\mathcal{L}(u(t), v(t)) \leq A \exp(-2\Lambda_\varepsilon t)\) for all \(t \geq 0\), with some constant \(A > 0\), the particular structure of which remaining to be identified. Consider the case \(E(u^0, v^0) - E(u_{\infty}, v_{\infty}) + K \varepsilon_1 \leq M'\). Then \(T_0 = 0\), so (27) holds for all \(t \geq 0\). In the other case, combining (26) & (27) yields

\[
\mathcal{L}(u(t), v(t)) \leq \max(E(u^0, v^0) - E(u_{\infty}, v_{\infty}) + K \varepsilon_1, 2M' \exp(-2\Lambda_\varepsilon T_0)) \exp(2\Lambda_\varepsilon T_0) \exp(-2\Lambda_\varepsilon t) \quad \forall t \geq 0.
\]

We insert the definition of \(T_0\) and use that \(\Lambda_\varepsilon \leq \Lambda_\varepsilon'\) to find

\[
\mathcal{L}(u(t), v(t)) \leq \max \left( \frac{E(u^0, v^0) - E(u_{\infty}, v_{\infty}) + K \varepsilon_1}{M'}, \frac{1+2\delta}{M'} \right) \exp(-2\Lambda_\varepsilon t).
\]

Hence, a possible lower bound on \(A\) above is

\[
\max \left( 2M', \frac{E(u^0, v^0) - E(u_{\infty}, v_{\infty}) + K \varepsilon_1}{(M')^{1+2\delta}} \right) \leq 2(M')^{-1-2\delta} (M' + E(u^0, v^0) - E(u_{\infty}, v_{\infty}) + K \varepsilon_1)^{2+2\delta}.
\]

Thus, we can find \(\tilde{C}_\delta > 0\) such that

\[
\mathcal{L}(u(t), v(t)) \leq \tilde{C}_\delta (E(u^0, v^0) - E(u_{\infty}, v_{\infty}) + 1)^{2(1+\delta)} \exp(-2\Lambda_\varepsilon t) \quad \forall t \geq 0.
\]

From here, the desired exponential estimate (7) follows by means of (14) and (8). \(\square\)
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