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Abstract. Overweight is a social disease, which is transmitted through social networks. A mathematical model is proposed to simulate the dynamics of social obesity, where the structures of individual heterogeneity and overeating behaviors are incorporated. The basic reproduction number of the disease is calculated and is shown to be a threshold for disease invasion. Sufficient conditions for the global stability of an endemic equilibrium is established by Lyapunov functions. Numerical simulations are provided to reveal how interventions through treatment to eating behaviors and education to susceptible individuals suppress the progression of the disease.
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1 Introduction

Obesity is a social disease that influences not only the health of human individuals, but also imposes the social burdens [20, 22, 25, 27, 28]. It is believed that eating behaviors through social networks and genetic factors contribute to overweight. First, relatives and friends facilitate the transmission of overeating patterns through social dinners and so on. Indeed, people tend to eat more when their eating companions eat more. Second, it is estimated that genetic factors account for 40-90% of the population variation in body mass index (BMI) [9]. There have been some mathematical researches in the aim to reveal mechanisms of propagation of obesity [1, 6, 8, 11, 17, 18, 21, 22]. Basically, these models divide the population into the compartments of normal population, overweight population and obesity individuals and consider the contagious transmission between normal individuals and overweight individuals. However, genetic contributions to overweight are neglected in these models. Note that both eating habits and inherent factors determine
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the obesity of an individual. In this paper, we improve the modeling of overweight and obesity by incorporating the heterogeneity of population due to genetic factors, where the population is split into two subpopulations: each member in the first one has innately a normal weight, and every individual in the second class has innately an overweight body.

The organization of this paper is as follows. In the next section, we present the model formulations. Section 3 gives the qualitative analysis. In Section 4, we provide numerical simulations to demonstrate the effects of intervention measures. The paper ends with short discussions.

2 Model formulations

We split the population into four groups: the susceptible group (S) in which all individuals admit normal eating behaviors and can be affected to become overeating, the group (I) that every individual exhibits the overeating behaviors, the group (T) in which individuals are treated to enter into the group (R) that all individuals are immune to overeating behaviors. The members in the group S and group I are further divided into two categories according to body mass index (BMI): the category of individuals with the normal BMI (BMI < 25 kg/m²) and the category of overweight members with the higher BMI (BMI ≥ 25 kg/m²) [21]. Let $S_N(t)$ and $S_O(t)$ be the numbers of individuals in group S with normal weights and higher weights at time $t$ respectively, $I_N(t)$ and $I_O(t)$ be the numbers of individuals in group I with normal weights and higher weights at time $t$ respectively, $T(t)$ and $R(t)$ be the numbers of individuals in the group T and group R at time $t$ respectively. Let $S(t) = S_N(t) + S_O(t)$ and $I(t) = I_N(t) + I_O(t)$ denote the total sizes of susceptible group, overeating group at time $t$ respectively.

Previous studies [4] indicate that overeating behaviors are driven by social pressures from friends, siblings, spouses, and neighbors. As a result, it is reasonable to assume that the transition rates of individuals in category $S_N$ and category $S_O$ to overeating group are described respectively by

$$
\beta_N(\alpha I_N + I_O)S_N, \beta_O(\alpha I_N + I_O)S_O,
$$

where $\beta_N$ and $\beta_O$ are the transmission coefficients of overeating individuals to susceptible individuals with the normal BMI and the higher BMI respectively, $0 \leq \alpha \leq 1$ is a weight coefficient that represents the relative intensity of overeating behaviors with normal BMI to susceptible individuals.

Let $\mu$ be the recruitment rate of the population with the fraction $p$ to the category $S_N$ and the fraction $1 - p$ to the category $S_O$. The fraction $p$ is attributed to genetic factors. We assume that only individuals with the higher BMI are treated. Let $\xi$ be the transition rate by which individuals enter into the compartment in treatment, $\gamma$ be the recovery rate of individuals due to treatment and $\delta$ be the relapse rate of treated individuals. For the simplicity of notation, we assume that the removing rate of individuals in all compartments is the same, which is denoted by $\mu$. Motivated by [2, 5], we assume that there
is a random transition in the group $S$ due to random perturbations with the transition coefficient $d$, and the transition in group $I$ is directed from $I_N$ compartment to $I_O$ compartment with the transition coefficient $\eta$. The schematic diagram of interactions of these state variables is given in Fig. 1 and the dynamics of the state variables are described by the mathematical model:

\[
\begin{align*}
\frac{dS_N}{dt} &= \mu p - \mu S_N - \beta_N (\alpha I_N + I_O) S_N + d(S_O - S_N), \\
\frac{dS_O}{dt} &= \mu (1-p) - \mu S_O - \beta_O (\alpha I_N + I_O) S_O + d(S_N - S_O), \\
\frac{dI_N}{dt} &= \beta_N (\alpha I_N + I_O) S_N - (\mu + \eta) I_N, \\
\frac{dI_O}{dt} &= \beta_O (\alpha I_N + I_O) S_O - (\mu + \xi) I_O + \eta I_N + \delta T, \\
\frac{dT}{dt} &= \xi I_O - (\mu + \gamma + \delta) T, \\
\frac{dR}{dt} &= \gamma T - \mu R.
\end{align*}
\]

Since the first five equations can be decoupled from the system, it suffices to consider

\[
\begin{align*}
\frac{dS_N}{dt} &= \mu p - \mu S_N - \beta_N (\alpha I_N + I_O) S_N + d(S_O - S_N), \\
\frac{dS_O}{dt} &= \mu (1-p) - \mu S_O - \beta_O (\alpha I_N + I_O) S_O + d(S_N - S_O),
\end{align*}
\]
\[
\begin{align*}
\frac{dI_N}{dt} &= \beta_N (\alpha I_N + I_O) S_N - (\mu + \eta) I_N, \quad (2.2c) \\
\frac{dI_O}{dt} &= \beta_O (\alpha I_N + I_O) S_O - (\mu + \xi) I_O + \eta I_N + \delta T, \quad (2.2d) \\
\frac{dT}{dt} &= \xi I_O - (\mu + \gamma + \delta) T. \quad (2.2e)
\end{align*}
\]

It is assumed that all the parameters in (2.2) are positive constants. We will expand this model in the section of numerical simulations to include more biological details.

### 3 Mathematical analysis

In this section, we start with the preliminary analysis of model (2.2) to present the well-posedness property of the model and the threshold conditions for the disease spread. Then we consider two cases to establish the conditions for the global stability of an endemic equilibrium.

#### 3.1 Preliminary analysis of the model

By similar discussions to those in [3], we get the nonnegativity of solutions of model (2.2), which is stated by the following lemma.

**Lemma 3.1.** The solution of model (2.2) is nonnegative for \( t > 0 \) if \( S_i(0) \geq 0, I_i(0) \geq 0, T(0) \geq 0 \), where \( i = N, O \).

The next lemma confirms the global existence of the solutions of model (2.2).

**Lemma 3.2.** All solutions of model (2.2) with nonnegative initial values are ultimately bounded.

**Proof.** We consider the change of total size of the population:

\[ L = S_N + S_O + I_N + I_O + T. \]

Direct calculations lead to

\[
\frac{dL}{dt} \leq \mu - \mu L. \quad (3.1)
\]

This, together with Lemma 3.1, implies that the solutions of model (2.2) with nonnegative initial values exit globally, and are ultimately bounded.

We now compute the basic reproduction number of model (2.2). The model has a unique disease-free equilibrium \( E_0 = (S^0_N, S^0_O, 0, 0, 0) \), where

\[
S^0_N = \frac{\mu p + d}{\mu + 2d}, \quad S^0_O = \frac{d + \mu (1 - p)}{\mu + 2d}.
\]
Following [29], we define the new infection rate matrix $F$ and evolution matrix $V$ of infective individuals under removing and transitions by

$$
F = \begin{pmatrix}
\alpha \beta N S_N^0 & \beta N S_N^0 & 0 \\
\alpha \beta O S_O^0 & \beta O S_O^0 & 0 \\
0 & 0 & 0
\end{pmatrix},
V = \begin{pmatrix}
\mu + \eta & 0 & 0 \\
-\eta & \mu + \xi & -\delta \\
0 & -\xi & \mu + \gamma + \delta
\end{pmatrix}.
$$

By [7, 29], the basic reproduction number $R_0$ of model (2.2) is the spectral radius of $FV^{-1}$. Then direct computation yields

$$
R_0 = \frac{\beta N S_N^0 (\alpha (\mu (\delta + \gamma + \xi + \mu) + \gamma \xi) + \eta (\mu + \gamma + \delta))}{(\mu + \eta) (\mu \delta + \gamma \mu + \gamma \xi + \mu^2 + \xi \mu) + \frac{\beta O S_O^0 (\mu + \eta) (\mu + \gamma + \delta)}{(\mu + \eta) (\mu \delta + \gamma \mu + \gamma \xi + \mu^2 + \xi \mu)},
$$

where the first term gives the contribution to the basic reproduction number from the channel of normal weight individuals and the second term describes the contribution to the basic reproduction number from the channel of overweight individuals.

We show below that the basic reproduction number acts as the threshold value of disease invasion.

**Theorem 3.1.** The disease-free equilibrium $E_0$ is globally stable if $R_0 < 1$.

**Proof.** The Jacobian matrix $J$ of (2.2) is

$$
J = \begin{pmatrix}
-(\mu + d) & d & -\alpha \beta N S_N^0 & \beta N S_N^0 & 0 \\
d & -(\mu + d) & -\alpha \beta O S_O^0 & \beta O S_O^0 & 0 \\
0 & 0 & \alpha \beta N S_N^0 - (\mu + \eta) & \beta N S_N^0 & 0 \\
0 & 0 & \eta + \alpha \beta O S_O^0 & \beta O S_O^0 - (\mu + \xi) & \delta \\
0 & 0 & 0 & \xi & -(\mu + \gamma + \delta)
\end{pmatrix}.
$$

It is clear that the upper left 2-by-2 matrix of $J$ has the eigenvalues of negative real part. The lower right 3-by-3 matrix of $J$ is exactly $F - V$. By [29], $R_0 < 1$ implies that all the eigenvalues of $F - V$ have negative real parts. As a consequence, $J$ admits eigenvalues with negative real part. Hence, $E_0$ is asymptotically stable.

Next, we prove that any nonnegative solution of system (2.2) approaches $E_0$ as $t \to \infty$. By the first two equations of (2.2) and Lemma 3.1 we get

$$
\frac{dS_N}{dt} \leq \mu p - \mu S_N + d(S_O - S_N),
\frac{dS_O}{dt} \leq \mu (1 - p) - \mu S_O + d(S_N - S_O).
$$

Notice that the comparison system

$$
\frac{dS_N}{dt} = \mu p - \mu S_N + d(S_O - S_N),
\frac{dS_O}{dt} = \mu (1 - p) - \mu S_O + d(S_N - S_O)
$$

(3.2a)

(3.2b)
has the positive equilibrium \((S^0_N, S^0_O)\) that is globally stable. It follows from the comparison principle that for any \(\epsilon > 0\),

\[
S_N(t) < S^0_N + \epsilon, \quad S_O(t) < S^0_O + \epsilon.
\]  

(3.3)

As a result, by the last three equations of (2.2) we obtain

\[
\frac{dI_N}{dt} \leq \beta_N(a I_N + I_O)(S^0_N + \epsilon) - (\mu + \eta) I_N, \\
\frac{dI_O}{dt} \leq \beta_O(a I_N + I_O)(S^0_O + \epsilon) - (\mu + \xi) I_O + \eta I_N + \delta T, \\
\frac{dT}{dt} \leq \xi I_O - (\mu + \gamma + \delta) T
\]

for all large \(t\). Let us consider the comparison system

\[
\frac{dI_N}{dt} = \beta_N(a I_N + I_O)(S^0_N + \epsilon) - (\mu + \eta) I_N, \\
\frac{dI_O}{dt} = \beta_O(a I_N + I_O)(S^0_O + \epsilon) - (\mu + \xi) I_O + \eta I_N + \delta T, \\
\frac{dT}{dt} = \xi I_O - (\mu + \gamma + \delta) T
\]

(3.4a) (3.4b) (3.4c)

Set

\[
F_\epsilon = \begin{pmatrix}
\alpha \beta_N (S^0_N + \epsilon) & \beta_N (S^0_N + \epsilon) & 0 \\
\alpha \beta_O (S^0_O + \epsilon) & \beta_O (S^0_O + \epsilon) & 0 \\
0 & 0 & 0
\end{pmatrix}
\]

Then the coefficient matrix of right-side of (3.4) is \(F_\epsilon - V\). Note that \(F_\epsilon \to F\) as \(\epsilon \to 0\) and that all the eigenvalues of \(F - V\) have negative real parts. It follows that all the eigenvalues of \(F_\epsilon - V\) have negative real parts when \(\epsilon > 0\) is small. Therefore, the solutions of the linear system (3.4) approach zero as \(t \to \infty\). Consequently, by the comparison principle we see that any nonnegative solution \((S_N(t), S_O(t), I_N(t), I_O(t), T(t))\) of (2.2) satisfies

\[
(I_N(t), I_O(t), T(t)) \to (0,0,0) \quad \text{as} \quad t \to \infty.
\]

As a consequence, from the first two equations of (2.2) we get

\[
(S_N(t), S_O(t)) \to (S^0_N, S^0_O) \quad \text{as} \quad t \to \infty.
\]

The proof is complete.

\[\square\]

**Theorem 3.2.** If \(R_0 > 1\), the disease is uniformly persistent, i.e., there exists a positive constant \(\epsilon\) such that any positive solution of (2.2) satisfies

\[
\liminf_{t \to \infty} I_N(t) > \epsilon, \quad \liminf_{t \to \infty} I_O(t) > \epsilon.
\]
**Proof.** Define

\[ X = \{(S_N, S_O, I_N, I_O, T) : S_N, S_O, T \geq 0 \}, \]
\[ X_0 = \{(S_N, S_O, I_N, I_O, T) \in X : I_N, I_O > 0 \}, \]
\[ \partial X_0 = \{(S_N, S_O, I_N, I_O, T) \in X : I_N = 0 \text{ or } I_O = 0 \}. \]

Then it suffices to show that \((2.2)\) is uniformly persistent with respect to \((X_0, \partial X_0)\). First, Lemma 3.1 implies that \(X\) is positively invariant. By similar discussions we see that \(X_0\) is also positively invariant. Furthermore, Lemma 3.2 means that system \((2.2)\) is point dissipative. Then we denote by \(J_0\) the largest positively invariant set of \((2.2)\) in \(\partial X_0\), and claim

\[ J_0 = \{(S_N, S_O, 0, 0, 0) : S_N, S_O \geq 0 \}. \quad (3.5) \]

Let us consider a solution \((S_N(t), S_O(t), I_N(t), I_O(t), T(t))\) of \((2.2)\) in the largest positively invariant set \(J_0\). By contradiction, we assume that there is a \(t_0 \geq 0\) such that one of \(I_N(t_0), I_O(t_0), T(t_0)\) is positive. First, we suppose \(I_N(t_0) > 0\). Since \(I_O(t_0) > 0\) means that the solution does not lie in \(J_0\), we must have \(I_O(t_0) = 0\). As a result, we get

\[ \frac{dI_O}{dt} \bigg|_{t = t_0} \geq \eta I_N(t_0) > 0. \]

Thus, \(I_O(t) > 0\) in \((t_0, t_0 + \xi)\) where \(\xi > 0\) is small. This, together with \(I_N(t_0) > 0\), implies that both \(I_O(t)\) and \(I_N(t)\) are positive when \(t > t_0\) and is close to \(t_0\). This leads to a contradiction. Therefore, we must have \(I_N(t_0) = 0\). For the case where \(I_O(t_0) > 0\), it follows from the last equation of \((2.2)\) that \(T(t) > 0\) when \(t > t_0\) and is close to \(t_0\). As a result, the fourth equation of \((2.2)\) indicates that \(I_O(t)\) is positive when \(t > t_0\) and is close to \(t_0\). Since \(\mu \eta > 0\) and \(I_O(t) > 0\) when \(t > t_0\) and is close to \(t_0\), it is easy to see from the first equation that \(S_N(t) > 0\) when \(t > t_0\) and is close to \(t_0\). Consequently, the third equation of \((2.2)\) implies that \(I_N(t) > 0\) when \(t > t_0\) and is close to \(t_0\), which contradicts that the solution is in \(J_0\). The proof is similar for the case where \(T_N(t_0) > 0\) or \(T_L(t_0) > 0\). Therefore, \((3.5)\) is verified.

Note that \(E_0\) is globally stable in \(J_0\). Let us consider a solution of \((2.2)\) in \(X_0\). We claim that there is a positive constant \(\rho\) such that the solution satisfies

\[ \limsup_{t \to \infty} I_N(t) > \rho, \quad \limsup_{t \to \infty} I_O(t) > \rho. \quad (3.6) \]

Suppose not. Then since \(I_N(t) \to 0\) and \(I_O(t) \to 0\) as \(t \to \infty\), by similar arguments to those in the proof of Theorem 3.1 we obtain

\[ S_N(t) > S_{N,0} - \epsilon, \quad S_O(t) > S_{O,0} - \epsilon \]

for all large, where \(\epsilon > 0\) is arbitrarily fixed. It follows from the last three equations of \((2.2)\) that

\[ \frac{dI_N}{dt} \geq \beta_N (\alpha I_N + I_O)(S_{N,0} - \epsilon) - (\mu + \eta) I_N, \]
\[ \frac{dI_O}{dt} \geq \beta_O (\alpha I_N + I_O)(S_{O,0} - \epsilon) - (\mu + \xi) I_O + \eta I_N + \delta T, \]
\[ \frac{dT}{dt} \geq \xi I_O - (\mu + \gamma + \delta) T. \]
for all large $t$. Let us consider the comparison system

\[
\frac{dI_N}{dt} = \beta_N(\alpha I_N + I_O)(S^0_N - \epsilon) - (\mu + \eta)I_N, \quad (3.7a)
\]

\[
\frac{dI_O}{dt} = \beta_O(\alpha I_N + I_O)(S^0_O - \epsilon) - (\mu + \xi)I_O + \eta I_N + \delta T, \quad (3.7b)
\]

\[
\frac{dT}{dt} = \xi I_O - (\mu + \gamma + \delta)T. \quad (3.7c)
\]

Set

\[
F^\epsilon = \begin{pmatrix}
\alpha \beta_N(S^0_N - \epsilon) & \beta(S^0_N - \epsilon) & 0 \\
\alpha \beta_O(S^0_O - \epsilon) & \beta_O(S^0_O - \epsilon) & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

Then the coefficient matrix of right-side of (3.7) is $F^\epsilon - V$. Note that $F^\epsilon \to F$ as $\epsilon \to 0$ and that $F - V$ is a cooperative matrix. It follow from the Perron-Frobenius theorem that $F - V$ admits a positive eigenvalue with a positive eigenvector [19]. Thus, $F^\epsilon - V$ has a positive eigenvalue with a positive eigenvector for small $\epsilon > 0$. Since (3.7) is a linear cooperative system, it is easy to see that

\[
(I_N(t), I_O(t), T(t)) \to (\infty, \infty, \infty) \quad \text{as} \quad t \to \infty,
\]

which contradicts the assumption that $I_N(t) \to 0$ and $I_O(t) \to 0$ as $t \to \infty$. This proves (3.6). Consequently, we conclude from [12, 26, 30] that the solutions of (2.2) are uniformly persistent with respect to $(X_0, \partial X_0)$. The proof is complete. \qed

### 3.2 Global stability when $d = 0$

In this subsection, we ignore the random transition between two susceptible groups. This means that we consider the following reduced system:

\[
\frac{dS_N}{dt} = \mu p - \mu S_N - \beta_N(\alpha I_N + I_O)S_N, \quad (3.8a)
\]

\[
\frac{dS_O}{dt} = \mu (1 - p) - \mu S_O - \beta_O(\alpha I_N + I_O)S_O, \quad (3.8b)
\]

\[
\frac{dI_N}{dt} = \beta_N(\alpha I_N + I_O)S_N - (\mu + \eta)I_N, \quad (3.8c)
\]

\[
\frac{dI_O}{dt} = \beta_O(\alpha I_N + I_O)S_O - (\mu + \xi)I_O + \eta I_N + \delta T, \quad (3.8d)
\]

\[
\frac{dT}{dt} = \xi I_O - (\mu + \gamma + \delta)T. \quad (3.8e)
\]

The mathematical difficulty is that we cannot obtain the explicit expressions for a positive equilibrium and cannot examine the uniqueness of positive equilibrium by algebraic computations. Nevertheless, since model (3.8) is uniformly persistent when $R_0 > 1$, \[\text{equation} \]\[\text{equation} \]

\[\text{equation} \]
it follows from the persistence theory [26, 30] that there exists at least a positive equilibrium \(E^* = (S_N^*, S_O^*, I_N^*, I_O^*, T^*)\). Then we use the powerful Lyapunov stability methods [3, 14, 16, 23, 24] to show that this positive equilibrium is globally stable whenever it exists.

**Theorem 3.3.** Let \(R_0 > 1\). Then the positive equilibrium \(E^*\) of model (3.8) is globally stable.

**Proof.** We define auxiliary functions by

\[
L_1 = S_N - S_N^* - S_N^* \ln \frac{S_N}{S_N^*}, \quad L_2 = S_O - S_O^* - S_O^* \ln \frac{S_O}{S_O^*}, \tag{3.9a}
\]

\[
L_3 = I_N - I_N^* - I_N^* \ln \frac{I_N}{I_N^*}, \quad L_4 = I_O - I_O^* - I_O^* \ln \frac{I_O}{I_O^*}, \tag{3.9b}
\]

\[
L_5 = T - T^* - T^* \ln \frac{T}{T^*}. \tag{3.9c}
\]

Recall a fundamental inequality (see, for example, [24])

\[1 - x - \ln x \leq 0, \quad \text{for } x > 0. \tag{3.10}\]

Since \(E^*\) is a positive equilibrium, we have

\[
\mu S_N^* = \mu p - \beta_N (a I_N^* + I_O^*) S_N^*, \tag{3.11a}
\]

\[
\mu S_O^* = \mu (1 - p) - \beta_O (a I_N^* + I_O^*) S_O^*, \tag{3.11b}
\]

\[
(\mu + \eta) I_N^* = \beta_N (a I_N^* + I_O^*) S_N^*, \tag{3.11c}
\]

\[
(\mu + \xi) I_O^* = \beta_O (a I_N^* + I_O^*) S_O^* + \eta I_N^* + \delta T^*, \tag{3.11d}
\]

\[
(\mu + \gamma + \delta) T^* = \xi I_O^*. \tag{3.11e}
\]

Calculating the derivatives of \(L_1\) along the solutions of (2.2), with the aid of (3.10) and (3.11) we get

\[
\frac{dL_1}{dt} = -\mu \left(\frac{(S_N - S_N^*)^2}{S_N} + [\alpha \beta_N (S_N^* I_N^* - S_N I_N) + \beta_N (S_N I_O^* - S_N I_O)] \right) \left(1 - \frac{S_N^*}{S_N} \right)
\]

\[
\leq -\alpha \beta_N S_N^* I_N \left(\frac{I_N}{I_N^*} - \ln \frac{I_N}{I_N^*} - \frac{S_N I_N}{S_N^* I_N} + \ln \frac{S_N I_N}{S_N^* I_N} \right)
\]

\[
+ \beta_N S_N^* I_O \left(\frac{I_O}{I_O^*} - \ln \frac{I_O}{I_O^*} - \frac{S_N I_O}{S_N^* I_O} + \ln \frac{S_N I_O}{S_N^* I_O} \right), \tag{3.12}
\]

\[
\frac{dL_2}{dt} = -\mu \left(\frac{(S_O - S_O^*)^2}{S_O} + [\alpha \beta_O (S_O^* I_N^* - S_O I_N) + \beta_O (S_O I_O^* - S_O I_O)] \right) \left(1 - \frac{S_O^*}{S_O} \right)
\]

\[
\leq -\alpha \beta_O S_O^* I_N \left(\frac{I_N}{I_N^*} - \ln \frac{I_N}{I_N^*} - \frac{S_O I_N}{S_O^* I_N} + \ln \frac{S_O I_N}{S_O^* I_N} \right)
\]

\[
+ \beta_O S_O^* I_O \left(\frac{I_O}{I_O^*} - \ln \frac{I_O}{I_O^*} - \frac{S_O I_O}{S_O^* I_O} + \ln \frac{S_O I_O}{S_O^* I_O} \right). \tag{3.13}
\]
Similarly, we have
\[
\frac{dL_3}{dt} = \alpha \beta N S^*_N I^*_N \left( \frac{S_N I_N}{S_N I^*_N} - \frac{I_N}{I^*_N} + 1 - \frac{S_N}{S^*_N} \right)
+ \beta N S^*_N I^*_O \left( \frac{S_N I_O}{S_N I^*_O} - \frac{I_O}{I^*_O} + 1 - \frac{S_N}{S^*_N} \right)
\leq \alpha \beta N S^*_N I^*_N \left( \frac{S_N I_N}{S_N I^*_N} - \ln \frac{S_N I_N}{I_N} + \ln \frac{I_N}{I^*_N} \right)
+ \beta N S^*_N I^*_O \left( \frac{S_N I_O}{S_N I^*_O} - \ln \frac{S_N I_O}{I_O} + \ln \frac{I_O}{I^*_O} \right),
\]
(3.14)

\[
\frac{dL_4}{dt} = \alpha \beta O S^*_O I^*_N \left( \frac{S_O I_N}{S_O I^*_N} - \frac{I_O}{I^*_O} + 1 - \frac{S_O}{S^*_O} \right)
+ \beta O S^*_O I^*_O \left( \frac{S_O I_O}{S_O I^*_O} - \frac{I_O}{I^*_O} + 1 - \frac{S_O}{S^*_O} \right)
+ \eta I^*_N \left( \frac{I_N}{I^*_N} - \frac{I_O}{I^*_O} + 1 - \frac{I_N}{I^*_N} \right) + \delta T^* \left( \frac{T}{T^*} - \frac{I_O}{I^*_O} + 1 - \frac{T I^*_O}{T^* I_O} \right)
\leq \alpha \beta O S^*_O I^*_N \left( \frac{S_O I_N}{S_O I^*_N} - \ln \frac{S_O I_N}{I_N} + \ln \frac{I_O}{I^*_O} \right)
+ \beta O S^*_O I^*_O \left( \frac{S_O I_O}{S_O I^*_O} - \ln \frac{S_O I_O}{I_O} + \ln \frac{I_O}{I^*_O} \right)
+ \eta I^*_N \left( \frac{I_N}{I^*_N} - \ln \frac{I_N}{I^*_N} + \ln \frac{I_O}{I^*_O} \right) + \delta T^* \left( \frac{T}{T^*} - \ln \frac{T}{T^*} - \frac{I_O}{I^*_O} + \ln \frac{I_O}{I^*_O} \right),
\]
(3.15)

and
\[
\frac{dL_5}{dt} = \xi I^*_O \left( \frac{I_O}{I^*_O} - \frac{T}{T^*} + 1 - \frac{I_O}{I^*_O} \right)
\leq \xi I^*_O \left( \frac{I_O}{I^*_O} - \ln \frac{I_O}{I^*_O} - \frac{T}{T^*} + \ln \frac{T}{T^*} \right).
\]
(3.16)

Let us define a Lyapunov function by
\[
L = (\alpha \beta O S^*_O + \eta) I^*_N (L_1 + L_3) + \beta N S^*_N I^*_O (L_2 + L_4) + \frac{\beta N S^*_N \delta T^*}{\xi} L_5.
\]
(3.17)

It follows from (3.12)-(3.16) that \( \frac{dL}{dt} \leq 0 \). By simple computations, we see that \( E^* \) is the unique point of the maximal compact invariant set in \( \{ (S_N, S_O, I_N, I_O, T) \in \text{int} R^5 : \frac{dL}{dt} = 0 \} \). Consequently, the Lyapunov-LaSalle invariance principle [15] implies the global stability of \( E^* \).
3.3 Global stability of full model

In this subsection, we study the global stability of an endemic equilibrium of (2.2) when $R_0 > 1$. Our strategy is to modify the Lyapunov functions in the last subsection to allow the transition coefficient $d$ to be positive. First, since $R_0 > 1$, it follows from the persistence theory [26,30] that model (2.2) admits a positive equilibrium $E^* = (S_N^*, I_N^*, I_O^*, T^*)$. Next, we derive the estimates to the higher bounds of susceptible groups in model (2.2). By (3.1), we see that a positive solution of (2.2) satisfies

$$\limsup_{t \to \infty} [S_N + S_O + I_N + I_O + T] \leq 1.$$  \hfill (3.18)

It follows from the first two equations of (2.2) that

$$\frac{dS_N}{dt} \geq \mu p - \mu S_N - \beta_N S_N + d(S_O - S_N),$$ \hfill (3.19a)

$$\frac{dS_O}{dt} \geq \mu (1 - p) - \mu S_O - \beta_O S_O + d(S_N - S_O),$$ \hfill (3.19b)

where $0 \leq \alpha \leq 1$ is used. Let us replace the inequalities in (3.19) by equalities to obtain a linear system, which has a globally stable equilibrium. Then by the comparison method, it is easy to obtain

$$\liminf_{t \to \infty} S_N(t) \geq \frac{\mu (\beta_O p + \mu p + d)}{\beta_N \beta_O + \beta_N d + \beta_N \mu + \beta_O d + \beta_O \mu + 2d \mu + \mu^2} := S_N^*,$$ \hfill (3.20a)

$$\liminf_{t \to \infty} S_O(t) \geq \frac{\mu (\mu (1 - p) + d + \beta_N (1 - p))}{\beta_N \beta_O + \beta_N d + \beta_N \mu + \beta_O d + \beta_O \mu + 2d \mu + \mu^2} := S_O^*.$$ \hfill (3.20b)

**Theorem 3.4.** Let $R_0 > 1$ and

$$\frac{d^2}{4(\mu + d)^2} < \frac{(\alpha \beta_O S_O^* + \eta) I_N^* \beta_N S_N^* I_O^* S_O S_N}{((\alpha \beta_O S_O^* + \eta) I_N^* + \beta_N S_N^* I_O^*)^2}.$$ \hfill (3.21)

Then the positive equilibrium $E^*$ of model (2.2) is globally stable.

**Proof.** We adopt the Lyapunov functions defined in (3.9). Calculating the derivative of $L_1$ along the solutions of (2.2), we have

$$\frac{dL_1}{dt} = - (\mu + d) \frac{(S_N - S_N^*)^2}{S_N} + d(S_N - S_N^*) \frac{(S_O - S_O^*)}{S_N} + \alpha \beta_N (S_N^* I_N - S_N I_N) + \beta_N (S_N I_O - S_N I_O) \left(1 - \frac{S_N^*}{S_N}\right)$$

$$\leq - (\mu + d) \frac{(S_N - S_N^*)^2}{S_N} + d(S_N - S_N^*) \frac{(S_O - S_O^*)}{S_N} + \alpha \beta_N S_N^* I_N \left(\frac{I_N}{I_N^*} - \ln \frac{I_N}{I_N^*} - \frac{S_N I_N}{S_N I_N^*} + \ln \frac{S_N I_N}{S_N I_N^*}\right)$$

$$+ \beta_N S_N^* I_O \left(\frac{I_O}{I_O^*} - \ln \frac{I_O}{I_O^*} - \frac{S_N I_O}{S_N I_O^*} + \ln \frac{S_N I_O}{S_N I_O^*}\right).$$  \hfill (3.22)
Similarly, we obtain
\[
\frac{dL_2}{dt} = - (\mu + d) \frac{(S_O - S_O^*)^2}{S_O} + \frac{d(S_N - S_N^*)(S_O - S_O^*)}{S_O} + \left[\alpha\beta O(S_O I_N - S_O I_N) + \beta O(S_O I_O - S_O I_O)\right] \left(1 - \frac{S_O^*}{S_O}\right)
\]
\[
\leq - (\mu + d) \frac{(S_O - S_O^*)^2}{S_O} + \frac{d(S_N - S_N^*)(S_O - S_O^*)}{S_O} + \alpha\beta O S_O I_N \left(\frac{I_N}{I_N^*} - \ln \frac{I_N}{I_N^*} - \frac{S_O I_N}{S_O I_N^*} + \ln \frac{S_O I_N}{S_O I_N^*}\right) + \beta O S_O I_O \left(\frac{I_O}{I_O^*} - \ln \frac{I_O}{I_O^*} - \frac{S_O I_O}{S_O I_O^*} + \ln \frac{S_O I_O}{S_O I_O^*}\right).
\]  
(3.23)

The derivatives of \(L_3, L_4, L_5\) are identical with those in (3.14), (3.15) and (3.16). Using the Lyapunov function \(L\) defined in (3.17), it follows that
\[
\frac{dL}{dt} \leq - (\alpha\beta O S_O^* + \eta) I_N \left[\mu + d \right] \frac{(S_N - S_N^*)^2}{S_N} - \frac{d(S_N - S_N^*)(S_O - S_O^*)}{S_N} \right]
\]
\[- \beta N S_N I_O \left[\mu + d \right] \frac{(S_O - S_O^*)^2}{S_O} - \frac{d(S_N - S_N^*)(S_O - S_O^*)}{S_O} \right].
\]  
(3.24)

By direct calculations, we see that the right-hand side of (3.24) is a negative definite quadratic form of \((S_N - S_N^*)\) and \((S_O - S_O^*)\) if
\[
\frac{d^2}{4(\mu + d)^2} < \frac{(\alpha\beta O S_O^* + \eta) I_N \beta N S_N I_O S_O S_N}{(\alpha\beta O S_O^* + \eta) I_N S_O + \beta N S_N I_O S_N^2}.
\]  
(3.25)

Since (3.21) is satisfied, by (3.18) and (3.20) we see that (3.25) holds for all large \(t\). By simple computations, we see that \(E^*\) is the unique point of the maximal compact invariant set in \({(S_N, S_O, I_N, I_O, T) \in \text{int} \mathbb{R}^5_+ : \frac{dL}{dt} = 0}\}. Consequently, the Lyapunov-LaSalle invariance principle [15] implies the global stability of \(E^*\).

Notice that the positive equilibrium \(E^*\) of (2.2) is confirmed by the persistence theory and is not explicitly expressed. This means that the condition (3.21) cannot be analytically examined. In order to make (3.21) verifiable, we give the estimates to the positive equilibrium. By the equilibrium equations, we get
\[
I_N^* = \frac{\mu p - (\mu + d) S_N^* + d S_O^*}{\mu + \eta},
\]
\[
I_O^* = \frac{\mu(1 - p) + (d - \eta) S_N^* - (d + \eta + \mu) S_O^* \mu (\mu + \gamma + \delta)}{(\mu + \eta)(\mu \delta + \gamma \mu + \gamma \delta + \mu^2 + \gamma \mu)}.
\]  
(3.26a)
Note that $S_N^*$ is bounded below by $S_N$ and bounded above by 1, and $S_O^*$ is bounded below by $S_O$ and bounded above by 1. We define

$$\omega = S_O S_N \min \left\{ \frac{(\alpha \beta_O S_O^* + \eta) I_N^* \beta_N S_N^* I_O^*}{(\alpha \beta_O S_O^* + \eta) I_N^* + \beta_N S_N^* I_O^*} : S_N \leq S_N^* \leq 1, \ S_O \leq S_O^* \leq 1 \right\},$$

in which $I_N^*$ and $I_O^*$ are given by (3.26). Consequently, we can state the following verifiable conditions for the global stability of the positive equilibrium of (2.2).

**Corollary 3.1.** Let $R_0 > 1$ and

$$\frac{d^2}{4(\mu + d)^2} < \omega.$$ (3.27)

Then the positive equilibrium $E^*$ of model (2.2) is globally stable.

### 4 Numerical simulations

In this section, we use numerical simulations to reveal how intervention measures affect the dynamics of disease progression. Motivated by [13], we choose the unit of time in weeks and fix $\beta_N = 0.02$, $\mu = 70 \times 365/7$, $\eta = 0.002899976$, $\delta = 0.000423396496$. Then we select $p = 0.95$, $\beta_O = 0.05$, $\alpha = 1$, $d = 0.001$. For the case where $\xi = 0.001$, $\delta = 0$, which means that only natural recovery for overweight individuals plays the role, the percentage of overweight eating members approaches 19.23% as $t$ becomes large (see the left panel of Fig. 2). If the treatment to the members with overweight eating behaviors take effects such that $\xi = 0.005$, then the size of overweight members is reduced to 4.424% (see the right panel of Fig. 2) for large times.

![Image](image_url)
In the aim to see the effects of treatment to eating disorder behaviors and education to susceptible members, we modify (2.2) into

\[
\begin{align*}
\frac{dS_N}{dt} &= \mu p - \mu S_N - \beta (I_N + I_O) S_N + d(S_O - S_N), \\
\frac{dS_O}{dt} &= \mu (1-p) - \mu S_O - \beta (I_N + I_O) S_O + d(S_N - S_O), \\
\frac{dI_N}{dt} &= \beta (I_N + I_O) S_N - (\mu + \eta + r + \xi) I_N, \\
\frac{dI_O}{dt} &= \beta (I_N + I_O) S_O - (\mu + r + \xi) I_O + \eta I_N + \delta T, \\
\frac{dT}{dt} &= \xi (I_N + I_O) - (\mu + \gamma + \delta) T,
\end{align*}
\]

where \(r\) is the natural recovery rate of individuals with overeating behaviors, and \(\beta\) is the infection coefficient.

Now, we fix \(\mu = 70 \times 365/7, \eta = 0.002899976\) and select \(p=0.9, \alpha = 1, d=0.001, r=0.001\). For the case where \(\xi = 0\) and \(\delta = 0\), that is, there is no treatment to overeating behaviors, the reduction of infection coefficient \(\beta\) decreases the size of \(I_O\) numbers. In fact, the percentage of overweight members with eating disorder behaviors arrives below 5\% until \(\beta\) is reduced from 0.02 to 0.002 (see the left panel of Fig. 3). In contrast, the size is below 5\% when \(\xi = 0.0025, \delta = 0.0004233965\) and \(\beta = 0.02\), which is shown in the right panel of Fig. 3. Therefore, either the eduction to protect the disease infection or treatment of eating disorder behaviors can control the spread of overweight epidemic disease.

5 Discussions

In this paper, we have incorporated the overeating behaviors and individual heterogeneity into the model of obesity. By mathematical analysis, we have shown that the basic
reproduction number \( R_0 \) of the disease is a threshold for disease invasion. That is, the disease dies out if \( R_0 < 1 \) and is uniformly persistent if \( R_0 > 1 \). Furthermore, by constructing suitable Lyapunov functions, we have obtained the sufficient conditions for the global stability of an endemic equilibrium, even though there is no explicit expressions of the endemic equilibrium or no information for the uniqueness of the endemic equilibrium. In addition, we use numerical simulations to reveal how intervention measures through treatment to eating behaviors or through eduction to susceptible individuals can suppress the progression of the disease. These results give the basis for the design of optimal strategy in controlling the obesity disease.

It will be interesting to fit real data with model (2.2) to give predictive suggestions. Moreover, the sufficient conditions for the global stability of an endemic equilibrium in Theorem 3.4 may be improved because numerous numerical simulations indicate it is always globally stable. Further, the random transition between two susceptible groups can be improved by introducing a larger transition rate from overweight susceptible individuals to normal susceptible members due to interventions from physical exercise or reduction of food uptakes. We leave these as future researches.

Acknowledgments

This research is supported by the NSF of China (11571284). The author would like to thank anonymous reviewers for their careful reading and thoughtful suggestions, which have improved this paper.

References

[1] A.J. Arenas, G. González-Parra, L. Jódar, Periodic solutions of nonautonomous differential systems modeling obesity population, Chaos, Solitons and Fractals, 42 (2009), 1234-1244.
[2] R.S. Cantrell, C. Cosner, Y. Lou and C. Xie, Random dispersal versus fitness-dependent dispersal, J. Differential Equations, 254 (2013), 2905-2941.
[3] H. Chen and W. Wang, Global analysis of a mathematical model on malaria with competitive strains and immune responses, Applied Mathematics and Computation, 259 (2015), 132-152.
[4] N.A. Christakis and J.H. Fowler, The spread of obesity in a large social network over 32 years, New England Journal of Medicine, 357 (2017), 370-379.
[5] C. Cosner, Y. Lou, Does movement toward better environments always benefit a population? J. Math. Anal. Appl., 277 (2003), 489-503.
[6] J. Demongeot, M. Jelassi, and C. Taramasco, From susceptibility to frailty in social networks: The case of obesity, Mathematical Population Studies, 24 (2017), 219-245.
[7] O. Diekmann, J.A.P. Heesterbeek and J.A.J. Metz, On the definition and the computation of the basic reproduction ratio \( R_0 \) in the models for infectious disease in heterogeneous populations, J. Math. Biol., 28 (1990), 365-382.
[8] K. Ejima, K. Aihara and H. Nishiura, Modeling the obesity epidemic: social contagion and its implications for control, Theoretical Biology and Medical Modelling, 10 (2013), 17.
[9] K.A. Fawcett and I. Barroso, The genetics of obesity: FTO leads the way, Trends in Genetics, 26 (2010), 266-274.
[10] G. Frobenius, Über Matrizen aus nicht negativen Elementen, Sitzungsber. Königl. Preuss. Akad. Wiss. (Berlin) (1912), 456-477.
[11] A. Giacobbe, G. Mulone and W. Wang, Modeling eating disorders in young people, Nonlinear Anal. Real World Appl. 53 (2020), 103064, 18pp.
[12] J.K. Hale, P. Waltman, Persistence in infinite-dimensional systems, SIAM J. Math. Anal., 20 (1989), 388-395.
[13] L. Jódar, F.J. Santonja, and G. González-Parra, Modeling dynamics of infant obesity in the region of Valencia, Spain, Computers & Mathematics with Applications, 56 (2008), 679-689.
[14] A. Korobeinikov and P. K. Maini, A Lyapunov function and global properties for SIR and SEIR epidemiological models with nonlinear incidence, Math. Biosci. Eng., 1 (2004), 57-60.
[15] J.P. LaSalle, The Stability of Dynamical Systems, Regional Conf. Ser. Appl. Math., SIAM, Philadelphia, 1976.
[16] M.Y. Li and Z. Shuai, Global-stability problem for coupled systems of differential equations on networks, J. Differential Equations, 248 (2010), 1-20.
[17] E. Lozano-Ochoa, J.F. Camacho, and C. Vargas-De-León, Qualitative stability analysis of an obesity epidemic model with social contagion, Discrete Dynamics in Nature and Society, 2017, Article ID 1084769, 12 pages.
[18] C. Oh and M. Ma, Optimal intervention strategies for the spread of obesity, Journal of Applied Mathematics, 2015, Art. ID 217808, 9 pages.
[19] O. Perron, Zur Theorie der Matrices, Mathematische Annalen, 64 (1907), 248-263.
[20] X. Qin and J. Pan, The medical cost attributable to obesity and overweight in China: Estimation based on longitudinal surveys, Health Economics, 25 (2016), 1291-1311.
[21] F.J. Santonja and L. Shaikhet, Probabilistic stability analysis of social obesity epidemic by a delayed stochastic model, Nonlinear Analysis: Real World Applications 17 (2014), 114-125.
[22] F.J. Santonja, R.J. Villanueva, L. Jódar and G. Gonzalez-Parra, Mathematical modelling of social obesity epidemic in the region of Valencia, Spain, Mathematical and Computer Modelling of Dynamical Systems, 16 (2010), 23-34.
[23] H. Shu, L. Wang and J. Watmough, Global stability of a nonlinear viral infection model with infinitely distributed intracellular delays and CTL immune responses, SIAM Journal on Applied Mathematics, 73 (2013), 1280-1302.
[24] Z. Shuai and P. van den Driessche, Global stability of infectious disease models using Lyapunov functions, SIAM J. Appl. Math., 73 (2013), 1513-1532.
[25] Y. Song, A. Agardh, J. Ma, et al., National trends in stunting, thinness and overweight among Chinese school-aged children, 1985-2014, International Journal of Obesity, 43 (2019), 402-411.
[26] H.R. Thieme, Persistence under relaxed point-dissipativity (with application to an endemic model), SIAM J. Math. Anal., 24 (1993), 407-435.
[27] WHO, Obesity and overweight, World Health Organization, 2018.
[28] E.P. Williams, M. Mesidor, K. Winters, P.M. Dubbert and S.B. Wyatt, Overweight and obesity: prevalence, consequences, and causes of a growing public health problem, Current Obesity Reports, 4 (2015), 363-370.
[29] P. van den Driessche and J. Watmough, Reproduction numbers and sub-threshold endemic equilibria for compartmental models of disease transmission, Math. Biosci., 180 (2002), 29-48.
[30] X. Zhao, Dynamical Systems in Population Biology, Springer-Verlag New York, 2003.