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Abstract

This paper investigates effects of exchange rate volatility on Sri Lanka's inbound tourism using monthly data on tourist arrivals, exchange rate and other related variables from 1990 to 2016. An Exponential Generalized Autoregressive Conditional Heteroscedasticity (EGARCH) model is used to generate a measure of exchange rate volatility. This is then incorporated in a tourism demand model to test its impact on tourist flows into the country. The empirical methodology depends on the theory of cointegration and error correction representation. The results reveal that there are significant negative short run and long run effects of exchange rate volatility on tourist flows to Sri Lanka. Further, it suggests that the Sri Lankan tourism product is a luxury good, having high income elasticity. In addition, tourism related inflation has a significant negative impact on the growth in tourist arrivals in the short run. However, in the long run, a reduction in price sensitivity is observed. Moreover, results highlight the significant positive impact of habit persistence or/and word of mouth recommendation in increasing tourist flows to Sri Lanka. It further reveals the importance of maintaining a conducive economic, political and social environment to increase the demand for Sri Lankan tourism.
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1. Introduction

The year 2017 has been designated as the ‘International Year of Sustainable Tourism for Development’ by the United Nations and it focuses on promoting the role of tourism in five key sectors, namely “inclusive and sustainable economic growth”, “social inclusiveness, employment and poverty reduction”, “resource efficiency, environmental protection and climate change”, “cultural values, diversity and heritage”, and “mutual understanding, peace and security” (United Nations World Tourism Organization (UNWTO) International year for sustainable tourism). This highlights the significance of the tourism industry, throughout the world, in promoting sustainable economic growth. According to the World Travel and Tourism Council (WTTC) the total contribution of travel and tourism to global GDP was estimated at 10.2% in 2016, while it accounted for 6.6% of total exports, generating one in ten jobs across the world (qtd. in UNWTO Tourism highlights 2016). In 2016, international tourist arrivals around the world recorded a robust growth rate of 3.9%, reaching 1,235 million tourist arrivals (UNWTO Tourism highlights 2016). Thus, reflecting the high growth potential in this sector, the 2030 vision of the UNWTO expects tourist arrivals to record a growth rate of 3.3% per year from 2010 to 2030 and reach 1.8 billion tourist arrivals by 2030. Accordingly, to capitalise on this growth potential many new tourist attraction destinations are adding in to this industry, increasing its competition.

In Sri Lanka, the tourism industry earned US dollars 3,518 million during 2016, recording a year on year growth rate of 18.0% (Central Bank of Sri Lanka (CBSL) Annual Report 2016). It plays a prominent role in the Sri Lankan economy through generating direct and indirect employment. In 2016, total estimated employment in the tourism industry was 335,659 (CBSL Annual Report 2016). Thus, developing the tourism sector is identified as one of the poverty reduction strategies. Sri Lankan tourism has been experiencing rapid growth and diversification especially in the post conflict era, achieving over 2 million tourist arrivals in 2016 when compared to 448,000 in 2009 (CBSL Annual Report 2016). According to the Ministry of Economic Development the target by 2020 is to achieve four million tourist arrivals along with US dollars 8 billion earnings, while generating one million employment opportunities (Ministry of economic Development Tourism Development strategy). Thus, authorities should develop policies to promote sustainable growth in this sector in order to achieve these targets. Therefore, when designing such policies, a clear understanding of the effect of exchange rate fluctuations on tourist flows into Sri Lanka is necessary together with an assessment of the impact of other tourism demand determinants. However, the effect of exchange rate volatility on Sri Lanka’s inbound tourism (i.e. tourist flows to Sri Lanka) has not been adequately explored, highlighting a research gap, which lead to the research problem of this study.

According to the UNWTO, a visitor (domestic, inbound or outbound) is classified as a tourist (or overnight visitor) if his/her trip includes an overnight stay (UNWTO International
recommendations for tourism statistics). An Inbound tourist is defined as a foreigner or in other words a non-resident who visit a given country.

The exchange rate is formally defined as the number of units of one currency that can be exchanged for a unit of another (CBSL Exchange Rate). The nominal appreciation of an exchange rate is defined as a situation where the value of domestic currency increases with respect to a foreign currency and depreciation refers to the opposite relationship where the value of the domestic currency decreases with respect to a foreign currency. The exchange rate can be defined as either a nominal rate or a real rate, where the real exchange rate is the nominal exchange rate adjusted to the purchasing power. Exchange rate regime refers to the method by which a country manages its exchange rate with respect to other countries around the world. There are two main exchange rate regimes found in literature, namely, the floating exchange rate regime and the fixed exchange rate regime, and there are intermediate exchange rates that lie between these two extremes. Most of the countries adopted the floating exchange rate regime after the breakdown of Bretton Woods agreement in 1973 and with this shift the impact of exchange rate volatility on international trade patterns has been a focal point of both theoretical and empirical investigators (Ozturk and Kalyoncu 499–513). In the current context, Sri Lanka follows an independently floating exchange rate regime (CBSL Exchange Rate).

Ozturk defined exchange rate volatility as the risk associated with unexpected movements in the exchange rate (Ozturk 85). However, the volatile exchange rate cannot be predicted with substantial accuracy since it indicates irregular changes. Furthermore, the association between tourism demand and exchange rate volatility is ambiguous. However, majority of empirical literature state that exchange rate volatility impacts tourist flows negatively since the choice of destination of risk averse tourists as well as travel agents is affected by the volatility of the exchange rate as they link it with uncertainty in social, political and economic environment in the destination country as well as it increases the transaction cost associated (Webber, 398–405). For instance, Webber revealed that 40% of the sample under his investigation changed the decision to visit a destination due to fluctuations observed in the exchange rate. In addition, tour operators will consider other competitive destinations to avoid markets that are prone to unusual exchange rate fluctuations since they consider it as a business portfolio risk. The UNWTO also highlights the fact that unusually strong exchange rate fluctuation is one of the three key factors that influenced tourism flows in 2015 (UNWTO Tourism highlights 2016). This further highlights the significance of assessing the relationship between tourist flows into a country and exchange rate volatility.

With the conclusion of the approximately thirty years long civil war, Sri Lanka is recently experiencing a high growth in both foreign and domestic tourism. In the post conflict era, tourism is identified as a significant driver of economic growth in the country, where it became the third largest foreign income earner in 2015 (CBSL, Annual report 2016). According to the World Travel and Tourism Council (WTTC) statistics the Sri Lankan tourism sector’s contribution to GDP and its employment generation capability remains high above the world
and Asian averages, however, it lags behind its competitors (qtd. in CBSL, *Annual report 2016*). According to the statistics published by the WTO for the year 2014, Sri Lanka’s share of world tourist arrivals was 0.13 per cent which was only 0.2 per cent of total earnings from tourism in the world (qtd. in CBSL, *Annual report 2016*). This reflects the enormous potential of Sri Lankan tourism industry to thrive in the future as well as its ability in narrowing the balance of payment deficit of the country through earning foreign income. Even though, inbound tourism is an important sector to the Sri Lankan economy very little research has been conducted focusing on this segment. Quite a few have focused the on tourism sector in Sri Lanka (Fernando et al. 575–586; Konarasinghe 57-63; Lelwala and Gunaratne 50-59; Selvanathan 35–38; Welgamage 90-101). However, no study has attempted to identify the effect of exchange rate volatility on Sri Lanka’s inbound tourism, a notable gap this research attempts to bridge.

### 2. Literature review

#### 2.1 Factors affecting tourism demand

The income of the origin country, relative prices between destination and origin, exchange rate, and transportation costs are identified as key influencing factors or explanatory variables of tourism demand in empirical literature (Agiomirgianakis et al., “Iceland” 25-34; Cheng 167–181; Dogru et al. 47-55; Patsouratis et al. 1865–1870; Peng et al. 611–633; Song and Li .203–220; Witt and Witt 447–475).

In most of the empirical research, tourism demand is measured by the number of tourist arrivals from an origin country to the foreign destination country (Song and Li, .203–220; Chu 1414–1420). Alternatively, certain studies employ tourism expenditure in the destination (Dogru et al. 47-55) as the proxy for tourism demand while others use tourism receipts (Akal 565-580) or expenditure of a particular product (Li et al. 57–71). These proxies are in line with theory, but different estimates may result depending on the proxy employed. However, Song et al. in their research concluded that tourism expenditure is a better proxy for demand than tourist arrivals (377-396). Nevertheless, it also depends on the objective of the research as well. Other indicators used, but rarely as a proxy for tourism demand, include tourist nights spent (Gouveia and Rodrigues 501 - 515), tourism employment (Witt, et al., 167 - 176) and length of stay (Gokovali, et al. 736–746).

#### 2.1.1 Income of the origin country as a tourism demand determinant

Cheng based on his research concluded that international tourism is income elastic and thus is expected to be a luxury good in line with economic theory (167–181). Peng et al. further confirms this through a meta-analysis of studies published from 1960 to 2011, where the study revealed that the mean elasticity of tourism demand was 2.526 with a standard deviation of 3.065(611–633). This reflects that international tourism is in the “luxury” good category since income elasticity is greater than one in most of the empirical studies. Moreover, empirical
literature considers Income as the most influential demand determinant of tourism (Crouch, “Review”, 12-23). According to Crouch, estimated income elasticity differs with various income proxies (“Income” 643-669). Further, according to Peng et al. it differs with the destination-origin combinations considered (611–633).

The personal disposal income is the most ideal variable for measuring income, but this is not generally available (Gonzalez and Moral 233-251). Thus, empirical literature frequently uses real or nominal per capita Gross Domestic Product (GDP), Gross National Income (GNI), private consumption or personal disposable income as a proxy for income (Agiomirgianakis et al., “Iceland” 25-34; Patsouratis et al. 1865–1870; Peng et al. 611–633). However, Witt and Witt state that the most appropriate proxy depends on the type of tourist visit considered, for instance, if business visits are under consideration, then more general income variables such as GNI or GDP will be appropriate and if holiday visits are under consideration, then a measure such as personal disposable income or private consumption will be appropriate (447–475). Industrial Production Index (IPI) is also used as an alternative measure (Gonzalez and Moral 233-251; Mwangi et al. 1-12) when considering monthly data, since the highest frequency of reporting GNI or GDP is quarterly or annual in some instances. Dogru et al. in their study investigated the adequacy of IPI and conclude that it is not adequate as an income proxy as it only reflects industrial developments and omits service-related growth (47-55). However, they state that IPI can be beneficial in dealing with high frequency monthly data, which may contain in depth information and they also state that the adequacy will also depend on the country specific characteristics and modelling technique employed.

2.1.2 Relative prices as a tourism demand determinant

Literature reveals that relative prices is also an important factor impacting the tourism demand (Lim “Determinants” 447-485, "Analytic Review" 273-284). Dwyer and Forsyth state that when considering the tourism price factor, it includes two main elements namely, cost of transport to and from destination and cost of living for tourist at destination (751-777). The most frequently used proxy for relative prices is the ratio of Consumer Price Index (CPI) between destination country and origin country adjusted to exchange rates (Falk 101–112). This assumes that the major determinant for the decision of foreign travel is whether to spend the holiday at a particular destination or at the origin or in other words in the home country. Further, prices paid will be influenced by the prevailing exchange rate (Dwyer and Forsyth 751-777). However, using CPI to compute a proxy for the relative price of tourism is at the centre of debate. Many researchers argue that the use of a CPI proxy has a major drawback as it does not reflect the products brought by, the tourist, since the basket of goods reflect the consumption pattern of an average household (Dwyer and Forsyth 751-777). Some researchers validate the use of CPI by assuming that the trend in prices of the basket of goods and services consumed by tourists have a tendency to move in line with general consumer prices. Nevertheless, Divisekera showed that this assumption does not hold in all cases (31-
49). Moreover, CPI lacks consistency between countries in terms of coverage and weights, and it only measures the change in price level so that no information is provided on actual price levels. Thus, to overcome these limitations, certain researchers propose using alternative customised tourism price variables like hotel price indices (Narayan 193 - 206.), separate tourism price index, service price index or index of price competitiveness (Dwyer and Forsyth 751-777). However, these can only be compiled through extensive data collection and processing, and in some instances, country specific definitions and computational methodologies will be an issue in cross country comparisons. Therefore, as highlighted by Pastorates et al. researchers continue to use CPI given the lack of data availability and timeliness of appropriate tourist specific price estimates (1865–1870). Witt and Witt state that any price measure that is used should be adjusted by the exchange rate to transform it to the currency of the origin country (447–475).

According to economic theory, the rise in price level results in a reduced demand for most of the goods and services (Crouch, “Review” 12-23; Crouch, “Survey” 41-55). Peng et al. in their “meta-analysis of International tourism demand elasticities” reveal that in empirical studies the estimated elasticity is negative, reflecting that increase in prices reduced tourist demand which is in line with economic theory (611–633). In particular, they found that overall average price elasticity to be -1.281 with a standard deviation of 1.818. However, if “country(s) represented in the denominator complement tourism to the destination in question, or the income effect is strong, the opposite may occur” (Crouch, “Demand Elasticities” 117-136). Thus, both positive and negative elasticity is possible. For example, Agiomirgianakis, et al. in their research on the effects of exchange rate volatility on tourist flows to the United Kingdom (UK) and Sweden conclude that price relative is positive or in some cases insignificant for UK, implying that the destination selection of the tourist visiting UK is independent of the price factor and conclude that tourists visit UK for the unique tourist product it offers (“UK” 1-12). Dwyer and Forsyth state that with the high focus on destination differentiation strategies, the price sensitivity of the tourists has diminished over time (751-777).

Literature also reveals that the estimated price elasticity varies significantly depending on the origin-destination combinations considered. For example, Kraipornsak states that the international tourists coming to Thailand are highly sensitive to price where elasticity is estimated to be 3.0(93-108). In contrast, Schiff and Becken reveal that tourists visiting New Zealand from the UK, USA and Australia are not sensitive towards price levels where the price elasticity was estimated to be approximately -0.5(564-575). In addition, it is found that elasticity depends on the purpose of the trip. For instance, Crouch (“Effects of Income” 103-118) concludes that price elasticity is high in sun, sea and sand tourism compared to other types of tourism. Further, the Australian Bureau of Transport and Communications Economics finds that leisure travelers are more sensitive to price than business travelers. Apart from these factors, explanatory variables used, frequency of data, demand model used for modelling and
proxy used influence the estimated price elasticity (Crouch, “Income” 643-669; Crouch,” Demand Elasticities” 117-136; Lim” Determinants” 447-485).

2.1.3 Exchange rate as a tourism demand determinant

Use of exchange rate as a determinant in the tourism demand model is controversial. Empirical literature reveals that exchange rate appreciation at the destination will deter tourist flows to that destination country (Patsouratis et al. 1865–1870; Dwyer and Forsyth 751-777). Some researchers introduce the exchange rate as a separate factor since tourists are mindful of exchange rates than cost of living in the country visited and tour operators use exchange rate hedging (Patsouratis et al. 1865–1870), while others use the exchange rate only to standardise relative prices (Song and Witt, 214–224). In literature it is argued that since tourists are more aware about the exchange rate, they base their travel decisions on that Yap claims that exchange rate is a more representative measure of tourist’s cost of living when compared to consumer price indices (111-132). However, exchange rate alone is not a satisfactory proxy for relative prices as favourable exchange rate may be a result of high inflation (Witt and Witt, 447–475). This is further confirmed by De Vita and Kyaw where they revealed that the exchange rate alone is not a significant factor effecting tourism demand, but relative prices adjusted by exchange rate is a significant factor (624-627). The studies that include an additional exchange rate variable apart from the price relative sometimes face issues such as multicollinearity and modelling bias. For instance, Dogru et al. in their research revealed that there is an almost perfect negative correlation that is estimated to be 0.99 between exchange rate and relative prices standardized by the exchange rate (47-55). Thus, they concluded that including an exchange rate in addition to relative prices standardized by the exchange rate is undesirable and they recommended only using relative prices standardized by the exchange rate as a measure of tourist’s cost of living at destination.

2.1.4 Transport cost as a tourism demand determinant

Airline ticket prices, travel distance and fuel cost are usually used to measure the transportation cost (Turner and Witt, 2001; Peng, et al., 611–633). Agiomirgianakis et al. (“Turkey” 700-725) state that cost of travelling to a specific country adversely impacts the tourist flow to that country but the study carried out by Lim (Lim ”Determinants” 447-485) does not fully support this relationship. However, Witt and Witt states that due to the complexity of constructing a proxy with the available data and possible multicollinearity issues most of the researchers drop this factor from the tourism demand model (447–475).

2.1.5 Other determinant considered in tourism demand models

Other determinants considered include substitute prices of competitive destinations (Dogru et al. 47-55), trend and marketing expenditure (Crouch, “Survey” 41-55), dummy variables to capture the effects of seasonality (Agiomirgianakis et al., “Turkey” 700-725) as well as to
capture the impact of special incidents (Song, et al. 63-81). Moreover, Peng, et al., identify variables such as foreign direct investment education level of tourists, destination promotional expenditure, immigration patterns and climate changes which are also occasionally used in tourism demand models (611–633).

2.2 Relationship between tourist flows and volatility in the exchange rate

Exchange rate volatility can be included as an additional variable in the tourism demand model to reflect the aspect of “uncertainty avoidance” when selecting the travel destination (De Vita and Kyaw 624-627).

Song and Witt state that the real exchange rate captures two effects of international tourism prices, which is the effect of nominal exchange rate as well as the impact of the relative prices. Further, they state that the association between the tourism demand and exchange rate volatility is expected to be negative as exchange rate volatility increase uncertainty as well as transaction cost associated with travelling abroad. This is further confirmed by Agiomirgianakisa, et al. in their research on “The Effects of Exchange Rate Volatility on Tourist Flows: Evidence from the UK and Sweden” where they reveal that for the UK there is a negative impact from exchange rate volatility on tourist arrivals indicating that tourist as well as travel agents respond to even small fluctuations in the exchange rate (“UK” 1-12). Further, they argue that for Sweden, exchange rate volatility of three per cent above or below the average has an adverse impact on potential tourists and travel agents. However, minor deviations in the exchange rate have no significant impact on tourist flows.

Agiomirgianakis et al. state that political or economic instability and social unrests in the destination country are also reflected through a volatile exchange rate apart from the changes in relative prices (“Turkey” 700-725). In this study, they find that there is a strong negative statistically significant effect of “exchange rate volatility” on tourist flows into Turkey. Further, they concluded that an increase in volatility reduces tourist arrivals more than proportionately, indicating that high volatility has a greater influence on the decision of tourists as well as tour operators whereas smaller changes have a lesser impact. This negative relationship among exchange rate volatility and tourism demand in Turkey is also confirmed by Aktaş and Özkan, where they use tourism revenue as a proxy for tourism demand (493-499). However, they concluded that the relationship is weak in the long run. Moreover, Agiomirgianakisa et al. revealed that this relationship holds for Iceland as well (“Iceland” 25-34). Saayman and Saayman in their study argue that exchange rate volatility significantly influences tourist expenditure and arrivals in South Africa (104-121). Peace et al. in their study find that a similar trend is observed in Nigeria where higher volatility decreases the contribution of the tourism industry to the national economy (48-55).

Webber in his study on analysing the long-run demand for Australian outbound leisure tourism for nine major tourism destinations shows that for a half of the countries under investigation,
exchange rate volatility is a significant factor of long-run demand for tourism (398–405). Further, he highlights that since volatility in the exchange rate provides an indication on variations in relative price it influences the choice of travel destination. In contrast, Yap through his research claims that “a sudden appreciation of the Australian dollar will not have long term negative impact on tourist flows to Australia as tourist’s memories of such shocks could lessen in the long run” (111-132).

This bidirectional relationship observed between number of tourists coming from a particular destination to a particular origin and bilateral exchange rate volatility is further investigated by Chang and McAleer in their research that focuses on investigating the impact of volatility in exchange rate on tourist arrivals to Taiwan from the world, USA and Japan, where they reveal the that impact of price and price volatility vary (397-419). Moreover, they claim that even though the exchange rate may have the expected negative impact on tourist arrivals, the effect of exchange rate volatility on tourist arrivals can have a positive or negative effect depending on the destination and origin pair considered.

Gallego, et al. in their research on exchange rate regimes and tourism find that an approximately 6.3% improvement in tourism is witnessed through the introduction of euro as a common currency. Further, they argue that intermediate exchange rate regimes such as managed floating or a currency peg also have an ability to promote tourism to a certain extent. Hence, they conclude that lesser the flexibility in exchange rate, higher the positive impact in promoting tourism. Ledesma-Rodríguez et al. (qtd. in De vita 223-236) also evaluate this trend for a sample of Organization for Economic Co-operation and Development (OECD) countries and concluded the same. Thompson and Thompson through their research further confirm this where they reveal that the introduction of euro increased tourist revenue by approximately 18% in Greece (773-778). De vita in his study employing 27 OECD and non-OECD countries to identify the long-run impact of exchange rate regimes on international tourism flows reveals that there is a significant impact from multiple exchange rate regimes on tourism inflows to a particular country and emphasised that international tourists can be attracted through sustaining a stable exchange rate (223-236).

2.3 Measuring exchange rate volatility

Measuring the extent of the “exchange rate volatility” has become a concern for policymakers and academics mainly with the end of the Bretton Woods Agreement (Epaphra 121-143) where in 1973, foreign governments let currencies float (Investopedia, 2003). One of the main debates in empirical literature on this topic is whether to use real or nominal exchange rate in measuring volatility. Earlier studies have used nominal exchange rates (Thursby and Thursby, 488-495), while more recent studies have used real exchange rates (Peace, et al. 48-55; Agiomirgianakisa, et al. “Iceland” 25-34; Vieira and MacDonald, 203-221) stating that it is the most appropriate measure. However, some researchers through their studies showed that there
is no substantial difference in using real or nominal exchange rate (Choudhry 51–71; McKenzie and Brooks 73-87)

Empirical literature proposes a number of methods to measure volatility. Agiomirgianakis et al. (“Iceland” 25-34, “UK” 1-12, “Turkey” 700-725) and Chowdhury (700-706) have used standard deviation of the moving average of the logarithm of the real effective exchange rate to estimate exchange rate volatility (Agiomirgianakis et al. “Iceland” 25-34, “UK” 1-12, “Turkey” 700-725; Chowdhury 700-706). However, the main pitfall in this estimate is that it is unable to capture the impact of peak values of the exchange rate. Agiomirgianakis et al. and Peace et al. overcame this issue by using a separate variable to account for high and low peak values of the real effective exchange rate (Agiomirgianakis et al. “Iceland” 25-34, “UK” 1-12, “Turkey” 700-725; Peace et al. 48-55). Some measures, however, less frequently used in literature include the random walk model (Webber, 398–405), averages of absolute changes (Song and Witt, 2011), standard deviation of the exchange rate series and deviation from the trend (Ekanayake and Chatrna 51-67).

Choudhry points out that above mentioned volatility estimation methods disregard underlying stochastic process from which the exchange rates are created (51–71). Thus, many researchers (Al-Najjar 157-162; Bala and Asemota 89-116; Choudhry 51–71; Ekanayake and Chatrna 51-67; Epaphra 121-143; Murari 22-37; Pelinescu, 543–549; Pilbeam and Langeland, 127–142; Thorlie, et al., 1206-1214; Vieira and MacDonald, 203-221) have used conditional variance of the first difference of the log of the exchange rate as volatility where conditional variance is estimated by the Autoregressive Conditional Heteroskedasticity (ARCH) model introduced by Engleand its extension, Generalized Autoregressive Conditional Heteroskedasticity (GARCH) model which was developed to overcome the limitations of the ARCH by allowing longer memory and flexible lag structure, which was proposed independently by Bollerslev and Taylor to model volatility( Engle 987-1007; Bollerseley 307 327). These models account for dynamic conditional variance (Epaphra 121-143) as it allows conditional variance to change over time as a function of past errors as opposed to constant variance assumption in conventional time series models (Al-Najjar 155-162). In addition, these models have become popular among researchers as they enable them to measure the variance of a series at a specific point in time (Enders, Applied Econometric Time Series 2).

These models also have an ability to capture inherent characteristics of volatility clustering and leverage effects in financial time series like exchange rate series (Choudhry 51–71; Epaphra 121-143; Thorlie, et al., 1206-1214). Volatility clustering is basically accumulation or gathering of information (Engel and West, 2005). It is described as the tendency of high positive or negative changes in asset prices to be followed by relatively high changes whereas small changes of either sign are expected to be followed by relatively small changes (Brooks 527-545). It means that the current level of volatility is positively correlated with the volatility observed in immediately preceding periods (Epaphra 121-143).
Empirical literature frequently observes that the depreciation in the exchange rate is followed by higher volatility (Abdalla 216-229; Murari 22-37; Syarifuddin, et al., 35 - 54; Epaphra 121-143) which is referred as the leverage effect. In other words, price movement is negatively correlated with the volatility (Campbell and Kyle 1-34; Murari 22-37). Leverage effect implies that conditional variance of the exchange rate return series can respond asymmetrically to positive or negative values of the exchange rate return series. However, GARCH models assume symmetric responses to positive or negative shocks (Epaphra 121-143). Thus, to overcome this limitation many asymmetric GARCH models have been developed as extensions of the simple GARCH model (Bala and Asemota 89-116). Among these models, the “Exponential Generalized Autoregressive Conditional Heteroskedasticity” (EGARCH) model (Nelson 347–370) and “GJR-GARCH” (Glosten et al. 1779-1801) are more popular (qtd. in Pilbeam and Langeland 127–142). Both EGARCH and GJR-GARCH models can extract the leverage effect but GJR-GARCH does not estimate log returns. Therefore, non-negative constraints should be imposed. These non-linear extensions of the GARCH model use non-normal distributions (Student-t, Generalized Error Distribution and Skewed Student-t) since GARCH models sometime fail to capture the property of fat-tail, excess skewness and kurtosis of financial data (Thorlie et al. 1206-1214; Lahmiri 387–395).

2.4 Research relating to exchange rate volatility and tourism sector in Sri Lankan context

Ekanayake and Chatrna conducted an empirical investigation on the effect of exchange rate volatility on Sri Lankan exports (51-67). In their study, they measured volatility in the real effective exchange rate using the conditional variance derived from the GARCH (1,1) model. The study reveals that depending on the type of export goods, the impact of exchange rate volatility differs, and they were unable to observe a firm connection among exchange rate volatility and Sri Lankan exports. Jayasekara estimate exchange rate volatility by relative change in real exchange rate in his study that focused on finding the effect of exchange rate volatility on foreign direct investments (75-96). This research revealed that stability in exchange rate will attract foreign direct investment into Sri Lanka.

Konarasinghe forecasts tourist arrivals to Sri Lanka during the post-war period based on monthly tourist arrival data using the Holt’s Winter’s three parameter model (57-63). However, it is accurate only for short term forecasting, thus, suggesting that using decomposition models such as ARCH, GRACH would be better for long term forecasts. Welgamage developed an econometric model based on the Cobb-Douglas function in order to analyse the relationship between foreign exchange earnings, tourist spending, tourist prices, tourist flows and employment in the tourism sector (90-101). This study reveals that foreign exchange earnings are significantly influenced by these variables. Moreover, foreign exchange earnings had a significant positive relationship with tourist spending, tourist flows and employment in the tourism sector, while tourist prices indicated a negative impact. Fernando et al. identify a significant seasonality in tourist flows to Sri Lanka with a large variability in monthly tourist
arrivals to Sri Lanka (575–586). They argue that war related incidents are negatively related to tourist flows where tourist arrivals were reduced by 5.2% in comparison to a period in which peace prevailed. Lelwala and Gunaratne modelled tourism demand for Sri Lanka from the United Kingdom (UK) and find that the income of UK is the most important demand determinant (50-59). Selvanathan) in his research on “the effect of war and other factors on Sri Lankan tourism” concludes that there is a positive impact on tourism from the government’s free trade policy and a negative influence on the tourism sector from war related incidents (35–38).

3. Methodology

3.1 Model specification

The main objective of this research is to evaluate the effect of exchange rate volatility on tourist flows into Sri Lanka. Earlier research studies in this area have modified the export demand function of Glodstein and Khan by incorporating an estimate of exchange rate volatility and including dummy variables to account for seasonal effects and special events (qtd. in Agiomirgianakis et al. “Iceland” 25-34, “UK” 1-12, “Turkey” 700-725; Arize et al. 10-17; Ekanayake and Chatrna 51-67; Mwangi et al. 1-12; Onafowora and Owode 1547-1556; Serenis and Tsounis, 71-107). Thus, based on the existing empirical literature, this present study developed a standard long run tourism demand function for Sri Lanka as specified in the equation 1 below.

\[ \ln X_t = \beta_0 + \beta_1 \ln I_t + \beta_2 \ln RP_t + \beta_3 \ln V_t + \beta_4 M_{1t} + \beta_5 M_{2t} + \beta_6 M_{3t} + \beta_7 M_{4t} + \beta_8 M_{5t} + \beta_9 M_{6t} + \beta_{10} M_{7t} + \beta_{11} M_{8t} + \beta_{12} M_{9t} + \beta_{13} M_{10t} + \beta_{14} M_{11t} + \beta_{15} P_t + \epsilon_t \]  

Where \( t \) is the time dimension, \( \ln \) indicates that the variables are converted to their natural logarithm values, \( X_t \) is the number of tourist arrivals at time \( t \) (a proxy for tourist demand), \( I_t \) is the income at tourist origin at time \( t \) proxied by industrial production indices of origin countries, \( RP_t \) is the relative price, which is proxied by a ratio of Consumer Price Index (CPI) between destination country and origin country adjusted to exchange rates and \( V_t \) an estimate of exchange rate volatility at time \( t \). A separate exchange rate variable is not included to the above tourist demand model because relative price is standardized using a bilateral exchange rate and therefore the inclusion of an additional exchange rate variable will result in problems of multicollinearity and model bias, as explained in Section 2.1.3 of the literature review. The Loglinear transformation is adopted to minimise heteroskedasticity and it is the most appropriate and frequently used functional form in previous studies.
$M_{1t}$ to $M_{11t}$ are seasonal dummies to account for monthly seasonality, $P_t$ is a dummy variable to represent the end of civil war in Sri Lanka with a value of 1 representing the period after the end of civil war (sample period of 2009 June to 2016 October) and 0 to represent the period of civil war in the sample (1990 January to 2009 May) whereas $\varepsilon_t$ is the error term. The inclusion of the dummy variable $P_t$ is further confirmed by Figure 1, where an exponential growth is witnessed after 2009 May.

### 3.2 Data sources and variable definitions

This research study employed secondary time series data with monthly frequency starting from January of 1990 to October 2016. Accordingly, this study covers a period of approximately 27 years with 322 monthly observations for each variable considered in this research.

Tourist arrivals are used as the proxy for tourism demand since it is the most frequently used proxy in the literature. Moreover, tourism expenditure, which is a better proxy as explained in Section 2.1.1 of the literature review is not available in monthly frequency with the country disaggregation. The analysis focus on tourist arrivals from seven major country origins; namely, United Kingdom, India, Germany, France, Australia, Japan, and Netherland. These were selected based on an annual average rank for the period under investigation. A rank was given for each country for each year based on the annual tourist arrivals to Sri Lanka from that particular country. Then an average annual rank was computed, which is the average of ranks for the 27 years from 1990 to 2016. Subsequently, the aforementioned top seven countries (namely United Kingdom, India, Germany, France, Australia, Japan, and Netherland) were selected based on this average rank so that it covers more than 50% of the tourist arrivals to Sri Lanka during the investigation period. The trend in tourist arrivals from these selected countries is given in Figure 1, below. It clearly indicates that there is an exponential growth after 2009 May with the end of the civil war. This further validates the inclusion of a dummy variable to incorporate this structural break into the tourism demand model specified under Section 3.1, above.

Historical data on monthly tourist arrivals to Sri Lanka with country disaggregation were not freely available in electronic format. Thus, the data was officially requested from the Sri Lankan Tourism Development Authority (SLTDA) and extracted from various issues of SLTDA’s Annual Statistical reports, which were available at their library.
Figure 1: Tourist Arrivals to Sri Lanka from United Kingdom, India, Germany, France, Australia, Japan and Netherland

![Figure 1: Tourist Arrivals to Sri Lanka from United Kingdom, India, Germany, France, Australia, Japan and Netherland](image)

Source: Author’s calculations based on data from IMF, IFS data base and SLTDA using Eviews® statistical software

In this study, the Industrial production Index (IPI) is used as the proxy for foreign income since personal disposal income or per capita GDP or GNI is not available with monthly frequency. As better explained in Section 2.1.1 of the literature review, IPI is advantageous in this scenario since it deals with monthly data. Thus, following Ekanayake and Chatrna, weighted average of IPIs of the selected seven major tourist origins were computed as follows,

$$I_t = \sum_{j=1}^{7} W_{jt} I_{jt}$$  \hspace{1cm} (2)

Where $I_t$ is the real foreign income at time $t$, $W_{jt}$ is a weight representing the share of tourist arrivals from $j^{th}$ country to Sri Lanka at time $t$ from total tourist arrivals from the seven major tourist origin countries at time $t$, and $I_{jt}$ is the IPI of the $j^{th}$ country at time $t$ (Ekanayake and Chatrna 51-67). The seven major tourist origin countries are United Kingdom, India, Germany, France, Australia, Japan and Netherland. The respective IPI's (with the base year 2010=100) of these selected countries were extracted from the International Monetary Fund (IMF)'s International Financial Statistics (IFS) database. However, in Australia, the IPI is calculated based on quarterly frequency, hence, the quadratic match average technique of low
to high frequency conversion in Eviews® was used to convert these quarterly index values into monthly indices.

As explained in Section 2.1.2 of the literature review, the price factor includes two main components, namely cost of transport to and from destination and cost of living for tourist at destination. In this study only the cost of living component is taken into consideration due to the complexity in deriving a proxy for cost of transportation and lack of disaggregated data available to construct such estimates which is better explained in literature review. Literature reveals that the most appropriate proxy for tourist cost at destination is the tourism price index (Dwyer and Forsyth 751-777). A separate tourism price index is computed for Sri Lanka by the SLTDA, covering the tourist expenditure on accommodation, food and transport (Sri Lanka Tourism Development Authority). However, it is only computed on an annual basis with a considerable time lag. Further, this index was not available for some countries in the selected sample. In addition, since each national statistical institute use customised definitions it is practically difficult to arrive at an aggregate index. Thus, due to these practical issues and in order to maintain cross country homogeneity CPIs were used as the proxy to compute a measure for relative prices. Accordingly, this study also uses the most frequently used proxy for relative prices as better explained in Section 2.1.2 of the literature review. Following the concept of Gonzalez and Moral and Dogru et al. the relative price was computed as follows with a slight modification to include a weight to combine price relatives of the seven origin countries (Gonzalez and Moral 233-251; Dogru et al. 47-55):

$$RP_t = \sum_{j=1}^{7} W_{jt} \frac{CPI_{Slt}}{CPI_{jt} \times ER_{jt}}$$

(3)

Where $PR_t$ is the relative price at time t, $W_{jt}$ is a weight representing the share of tourist arrivals from jth country to Sri Lanka at time t from total tourist arrivals from the seven major tourist origin counties at time t, and monthly $CPI_{jt}$ is the monthly CPI of the jth country at time t, $CPI_{Slt}$ is the monthly CPI of Sri Lanka at time t, and $ER_{jt}$ is the monthly average exchange rate, rupees per unit of currency in jth country at time t. The seven major tourist origin counties are United Kingdom, India, Germany, France, Australia, Japan and Netherland. The respective CPI’s (with the base year 2010=100) of these selected countries were extracted from IMF’s IFS database. However, in Australia, CPI is calculated based on quarterly frequency, hence, the quadratic match average technique of low to high frequency conversion in Eviews® was used to convert these quarterly values into monthly indices. The respective domestic currency exchange rate per USD of Sri Lanka and other countries considered in the sample were extracted from the IMF’s IFS database and these were used to arrive at rupee rate per unit of currency in jth country since rupees per unit of currency in jth country was not available in the IMF statistics database. Germany, France and Netherland
joined the European Union on 1st January 1999. Therefore, their domestic currency exchange rates were not available after this date. To overcome this issue from 1st January 1999, the Euro per USD exchange rate was considered and multiplied by respective irrevocable conversion rates for the euro, fixed by the Ministers of Finance of the countries making up the euro area, to create a measure for domestic currency exchange rate. The respective irrevocable conversion rates for Germany, France and Netherland were obtained through European commission’s official website (European Commission). This conversion was necessary to maintain the consistency of the exchange rate series of these countries across the time period considered for this research.

Real effective Exchange rate (REER) was not available for Sri Lanka in the IMF, IFS database. The Central Bank of Sri Lanka (CBSL) published a REER (with latest base year=2010) with weights based on the proportion of bilateral trade to Sri Lanka’s total foreign trade in 2010, which can be used as an indicator for the country’s external competitiveness (CBSL Annual Report 2010). However, the figures are only available from 2003. Further, as stated by Dwyer and Forsyth this is not an accurate measure of competitiveness for the tourism industry because tourism trade patterns are different from the overall trade patterns (751-777). Thus, following Sekkat and Varoudakis, and Ekanayake and Chatrna, the tourism weighted real exchange rate, \( RER_t \), was constructed as,

\[
RER_t = \sum_{j=1}^{7} W_{jt} \frac{ER_{jt} CPI_{jt}}{CPI_{SL,t}}
\]

Where \( RER_t \) is the real effective exchange rate at time t, \( W_{jt} \), \( ER_{jt} \), \( CPI_{jt} \), and \( CPI_{SL,t} \) are the same as defined above. A decrease in \( RER_t \) indicates an appreciation in exchange rate while an increase indicates a depreciation (Sekkat and Varoudakis 237–253; Ekanayake and Chatrna 51-67).

3.3 Measuring exchange rate volatility

As explained in detail in Section 2.3 of the literature review, this research uses conditional variance of the first difference of the log of the real effective exchange rate \( R_t \) as volatility. First difference of the log of the real effective exchange rate \( R_t \) is also termed as the exchange rate return series and is computed as;

\[
R_t = \ln(RER_t) - \ln(RER_{t-1})
\]

Where \( RER_t \) is the real effective exchange rate at time t. The conditional variance of \( R_t \) is estimated through an ARCH-type model. This method was selected due to its ability to capture inherent features such as volatility clustering, leverage effect, excess kurtosis, skewness and fat
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tail properties observed in financial series as better explained in Section 2.3 of the literature review.

Among the ARCH type models presented in the literature, the EGARCH (Nelson 347–370) model is selected to derive the required conditional variance in this research, since conditional variance will be positive even if the parameters are negative, as it measures log returns. Thus, non-negative constraints need not be imposed artificially (Brooks 527-545) and it has an ability to capture the asymmetry in volatility clusters, which is the leverage effect (Pelisescu 543 – 549). The EGARCH (1, 1) model of Nelson which is estimated in this research based on AR (3) model for mean equation is defined as follows (qtd. in Brooks 527-545),

\[
\ln(\sigma^2_t) = \omega + \lambda \ln(\sigma^2_{t-1}) + \theta \frac{u_{t-1}}{\sqrt{\sigma^2_{t-1}}} + \gamma \left[ \frac{|u_{t-1}|}{\sqrt{\sigma^2_{t-1}}} - \frac{2}{\sqrt{\pi}} \right] \tag{6}
\]

\[ R_t = c + \alpha_1 R_{t-1} + \alpha_2 R_{t-2} + \alpha_3 R_{t-3} + u_{t-1} \tag{7} \]

Where 6 is the conditional variance equation and 7 is the mean equation, \( \sigma^2_t \) is the one period ahead conditional variance, which is estimated from past information. This estimated conditional volatility is used as the measure of volatility in this research. \( \omega, \lambda, \theta \) and \( \gamma \) are parameters to be estimated. There are no restrictions for \( \omega, \theta \) and \( \gamma \) but \( \lambda \) must be positive and less than one to maintain stationarity. \( \theta \) measures the leverage effect or asymmetry in volatility clusters. If \( \theta \) is negative and significant then it implies that the leverage effect is present (Epaphra 121-143). It implies that positive shocks create less volatility than negative shocks of the same magnitude (Brooks 527-545; Ali 57-73). \( \lambda \) measures the persistence of conditional volatility, where large and significant estimate for the parameter implies that volatility takes a long time to reduce after a shock in the system (Alexander). \( \gamma \) represents the GARCH effect or the symmetric effect (Epaphra 121-143).

As better explained by Lahmiri the choice of distribution assumption also impacts the performance of the EGARCH model (387–395). Thus, the Generalized Error Distribution is selected because of its capability in capturing excess kurtosis in time series (Nelson, 347–370; Lopez 87–109; Marcucci 1-55; Lahmri, 387–395).

### 3.4 Estimation method

Stationarity of the variables was assessed using both the Phillips-Perron (PP) test (Phillips and Perron 335–346) and Augmented Dickey-Fuller (ADF) test (Dickey and Fuller 427-431) to corroborate the robustness of the tests and to ensure the inference on stationarity does not
depend on the selection of the test. Engle and Granger and Johansen and Juselius have proposed methods for assessing the existence of cointegration or long run equilibrium relationship among the variables (Engle and Granger 251-276; Johansen and Juselius 169-210). However, Engle and Granger’s method has a limitation since it only assumes the existence of one cointegrated relationship (251-276). Therefore, the method proposed by Johansen and Juselius is used to evaluate the existence of cointegration and the number of cointegrated equations (169-210).

If the variables are non-stationary, the common remedy is to make them stationary by using the first difference of the variables. However, when the association among variables are vital, such a method is not suitable as pure first differenced models have no long run solution. This problem could be rectified by using an error correction or equilibrium correction model, which uses a combination of first differenced and lagged levels of cointegrated variables (Brooks 527-545).

The Engle- Granger representation theorem states that if the cointegrated relationship exists among a set of variables that are not stationary at level then it infers that a short run error correction relationship exists among them (251-276). Enders states that if long run elasticities exist, then it is rational to evaluate how short run behavior will respond to long run elasticities (Applied Econometric Time Series 3).

According to Engle and Granger deviated actual tourist arrivals are expected to return to its long run equilibrium (251-276). The short run relationship of this research can be denoted through an error correction model, as follows;

\[
\Delta \ln X_t = \alpha_0 + \alpha_1 EC_{t-1} + \sum_{l=1}^{m} \beta_l \Delta \ln X_{t-l} + \sum_{l=0}^{m} \eta_l \Delta \ln I_{t-l} + \sum_{l=0}^{m} \delta_l \Delta \ln RRP_{t-l} + \sum_{l=0}^{m} \phi_l \Delta \ln V_{t-l} + \omega_t
\]

(8)

The first difference of tourist arrivals is a function of lagged tourist arrivals, current and lagged values of the independent variable and the lagged value of long run disturbance term \((EC_{t-1})\) (i.e., the residuals generated from the long run model given by the equation 1). According to Engle and Granger coefficient of the long run disturbance term reflects the short run adjustment and indicates the speed of adjustment towards long run equilibrium state where a high coefficient implies a rapid adjustment (251-276). Moreover, it measures the proportion of the previous period’s equilibrium error that is corrected for. Whereas \(\beta_l\)’s denotes the short run relationship between changes in independent and dependent variables.
3.5 Model Validity

Model diagnostic was performed in order to evaluate the adequacy of the fitted models. Goodness of the fit of the model is assessed based on residuals (Epaphra 121-143). The residuals are assumed to be independently and identically distributed following a normal distribution (Gourieroux and Jasiak).

4. Analysis and discussion of the findings

4.1 Measuring volatility in the real effective exchange rate

As explained in detail in the Section 3.3 of the Methodology, this research uses conditional variance of the first difference (or change) of the log of the real effective exchange rate ($R_t$) as volatility. The first difference (or change) of the log of the real effective exchange rate ($R_t$) is hereafter referred to as exchange rate return series.

Figure 2: Exchange rate return series($R_t$)

Source: Author's calculations based on data from IMF, IFS data base and SLTDA using Eviews® statistical software

Figure 2 illustrates that volatility occurs in clusters and hence provides evidence of time-varying volatility in exchange rate return series. This is referred to as the presence of the ARCH/GARCH effect and further validates the use of an ARCH type model. The ADF test was performed to identify unit roots in return series. The results of the test are presented in Table 1. The test rejects the null hypothesis of unit roots in the series and confirms that the exchange rate return series is stationary. Since the series is stationary the best fitting mean equation is identified through applying Autoregressive Moving Average (ARMA) to select the best process to model the conditional mean, which was identified as AR (3) process.
Table 1: Augmented Dickey Fuller test

H0: There exists a Unit Root (i.e. the process is not stationary) H1: No Unit Root exists (i.e. the process is stationary)

|                      | t-Statistic | Prob.* |
|----------------------|-------------|--------|
| Augmented Dickey-Fuller test statistic | -6.156122  | 0.0000 |

*MacKinnon (601-618) one-sided p-values.

Source: Author's calculations based on data from IMF, IFS data base and SLTDA using Eviews® statistical software.

In order to obtain the conditional variance of the exchange rate return series ($R_t$), as clearly explained in Section 3.3 of the Methodology, the EGARCH (1,1) model is fitted based on AR(3) mean equation and equations 6 and 7 are estimated for the period from February 1990 to December 2016, with Generalized error distribution assumption using Eviews® statistical software. Table 2 below shows the results of the estimated equations.
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Table 2: Estimation of conditional variance of the exchange rate return series \( R_t \) as a EGARCH (1,1) process

\[
R_t = 0.001898 - 0.340690R_{t-1} - 0.315027R_{t-2} - 0.331853R_{t-3} + u_{t-1}
\]

\[
\ln(\sigma^2_t) = -2.218891 + 0.458877 \ln(\sigma^2_{t-1}) - 0.369409 \frac{u_{t-1}}{\sqrt{\sigma^2_{t-1}}} - 0.272486 \sqrt{\frac{\sigma^2_{t-1}}{\sigma^2_{t-1}}} - \sqrt{\frac{2}{\pi}}\]

\( R^2 = 0.21 \quad \text{Durbin Watson} = 1.91 \quad F\text{-Statistic} = 10.06 (0.0000)**

Note: The figures in parentheses are p-values; ***, ** and * indicate the statistical significance at the 1% , 5% and 10% level, respectively.

Source: Author’s calculations based on data from IMF,IFS data base and SLTDA using Eviews® statistical software.

As explained clearly in Section 3.3 of the Methodology, \( \lambda \) should be positive and less than one to maintain stationarity. Accordingly, it can be observed from Table 4.1 that \( \lambda = 0.458877 \) is positive, significant at 5% and less than one, indicating that the estimated EGARCH model is stationary. In addition, the value is not large and it is significant, which means that the persistence of conditional volatility is moderate. In other words, volatility takes only an average time to reduce after a crisis in the market.

\( \theta = -0.369409 \) is negative and significant even at 1%, implying that the leverage effect is present. This reveals that negative shocks imply a higher next period volatility than positive shocks of the same sign. This is in line with the results of previous studies (Abdalla 216-229; Murari 22- 37; Syarifuddin, et al., 35 - 54; Epaphra 121-143), which revealed that the depreciation in the exchange rate is followed by higher volatility. \( \gamma = 0.0650 \) which represents the GARCH effect or the symmetric effect is significant only at 10%.

The goodness of the fit of the model is assessed through residual diagnostic tests, as explained in Section 3.5 of the Methodology. Durbin Watson statistic \( = 1.91 \) is close to 2, indicating no serial correlation among residuals. Serial correlation in residuals are further tested using autocorrelation (ACF) and partial autocorrelation (PACF) functions of the residuals, together with the Ljung-Box Q-statistics (Q-Stat) for higher order serial correlation. The results of these tests are given in Table 3.
Table 3: Serial Correlation Test

| Lag | ACF   | PACF   | Q-Stat | P-value |
|-----|-------|--------|--------|---------|
| 1   | 0.057 | 0.057  | 1.066  | 0.302   |
| 2   | -0.102| -0.105 | 4.410  | 0.110   |
| 3   | -0.076| -0.064 | 6.266  | 0.099   |
| 4   | -0.079| -0.083 | 8.301  | 0.081   |
| 5   | -0.060| -0.068 | 9.493  | 0.091   |
| 6   | -0.081| -0.100 | 11.662 | 0.070   |
| 7   | -0.014| -0.032 | 11.723 | 0.110   |
| 8   | -0.068| -0.107 | 13.267 | 0.103   |

Source: Author’s calculations based on data from IMF, IFS data base and SLTDA using Eviews® statistical software.

It is evident from Table 3 that there is no serial correlation in the model since none of the lags are found to be significant at a 5% level to reject the null hypothesis of no serial correlation in residuals, confirming the adequacy of the fitted model. Further, Table 4 reveals that the ARCH-LM test doesn’t reject the null hypothesis of no ARCH effects in the residuals, thus confirming that the conditional heteroskedasticity existed in the exchange rate return series is successfully modelled and no ARCH effect is left in the residual. This further confirms the adequacy of the fitted model. Therefore, predicted values of the conditional variance from the fitted EGARCH (1, 1) model were taken as the estimate of volatility of the real effective exchange rate, which is used in the tourism demand model of this research.

Table 4: Heteroskedasticity Test: ARCH-LM Test

| F-Statistic | Prob. F (1,317) |
|-------------|-----------------|
| 0.473020    | 0.4921          |

Source: Author’s calculations based on data from IMF, IFS data base and SLTDA using Eviews® statistical software.

4.2 Stationarity of the variables

To check for stationarity, the Augmented Dickey-Fuller (ADF) test (Dickey and Fuller 427-431) and Phillips-Perron (PP) test (Phillips and Perron, 335–346) were applied to each variable at the level and the first difference. The null hypothesis of these unit root tests is that the series has a unit root or in other words the series under consideration is non-stationary, while the alternative hypothesis is that the time series considered is stationary. The results of these Unit root tests are given in Table 5.
Table 5: Unit Root (ADF and PP) Tests Results

| Variable | P-Value at Level | P-Value First Difference | Order of Integration I(d) |
|----------|------------------|--------------------------|--------------------------|
|          | ADF   | PP    | ADF   | PP    |         |
| lnX      | 0.9584 | 0.9218 | 0.0000* | 0.0000* | I(1)    |
| lnI      | 0.9246 | 0.9693 | 0.0001* | 0.0001* | I(1)    |
| lnRP     | 0.2507 | 0.4073 | 0.0000* | 0.0000* | I(1)    |
| lnV      | 0.6713 | 0.5467 | 0.0000* | 0.0001* | I(1)    |

*The null hypothesis is rejected since the P-value is less than 5% significant level

Source: Author’s calculations based on data from IMF, IFS data base and SLTDA using Eviews® statistical software

It is evident from Table 5 that all the variables lnX, lnI, lnRP and lnV have unit roots in the level (i.e., Not stationary) under a 5% significant level. However, when unit root tests are performed on the first differences of these variables, the tests reveal that first differenced series are stationary. Hence, it can be concluded that all the variables are integrated of order one.

4.3 Cointegration analysis

Section 4.2 reveals that all the variables are integrated of order one. Therefore, the method proposed by Johansen and Juselius is used to evaluate the existence of cointegration and the number of cointegrated equations (169-210).

The result of the Johansen and Juselius cointegration test is given in Table 6 and it reveals that the null hypothesis of no cointegration is rejected at 5% level of significance. Both Trace and Maximum Eigen value cointegration tests denote that there exists one significant cointegrating vector in the system. Moreover, this suggests that there is a unique long run equilibrium relationship among the variables. Therefore, Engle and Granger’s two step method is used to estimate the error correction model since there is only one cointegrated equation.
Table 6: Johansen’s Test for Cointegration

| H0: No. of Cointegration equations | Trace Test Statistic | p-value*** | Maximum Eigen Value Test Statistic | p-value*** |
|-----------------------------------|----------------------|------------|------------------------------------|------------|
| None*                             | 68.74480             | 0.0002     | 41.37394                           | 0.0005     |
| At most 1**                       | 27.37087             | 0.0929     | 20.32274                           | 0.0646     |
| At most 2                         | 7.048129             | 0.5720     | 6.706073                           | 0.5245     |
| At most 3                         | 0.342056             | 0.5586     | 0.342056                           | 0.5586     |

* Existence of at least one cointegrating vector (i.e. reject the null hypothesis at 5% significance)
** Existence of maximum of one cointegrating vector (i.e. do not reject the null hypothesis at 5% significance)
***MacKinnon-Haug-Michelis (1999) p-values

Source: Author’s calculations based on data from IMF, IFS data base and SLTDA using Eviews® statistical software

4.4 Estimating long run Tourism Demand Model

The first step in the Engle and Granger method is the estimation of the long run relationship. The long run tourism demand model which is developed following empirical literature is specified in equation 1 in the Section 3.1 of the Methodology.

Therefore, as the first step, this model is estimated, and the residuals of this model are constructed, and it was tested for stationarity using Phillips-Perron (PP) unit root test (Brooks). The estimation of the tourism demand model yielded the following cointegrated equation.

\[
\ln X_t = 3.969841 + 1.369242 \ln I_t + 0.155351 \ln R P_t - 0.091340 \ln V_t - 0.052469 M_{1t} \\
- 0.038151 M_{2t} - 0.187027 M_{3t} - 0.276691 M_{4t} - 0.444709 M_{5t} \\
- 0.513591 M_{6t} - 0.118102 M_{7t} - 0.132471 M_{8t} - 0.372547 M_{9t} \\
- 0.332925 M_{10t} - 0.217922 M_{11t} + 0.505152 P_t \tag{9}
\]

Where, \( \ln \) represents natural logarithm, \( X_t \) is the number of tourist arrivals at time \( t \) (a proxy for tourist demand), \( I_t \) is the income at tourist origin at time \( t \) proxied by weighted industrial production indices of origin countries, \( R P_t \) is the relative price, which is proxied by weighted ratio of Consumer Price Index (CPI) between destination country and origin country adjusted to exchange rates and \( V_t \) an estimate of exchange rate volatility at time \( t \) given by EGARCH(1,1) process. \( M_{1t} \) to \( M_{11t} \) are seasonal dummies to account for monthly seasonality, \( P_t \) is a dummy variable to represent the end of civil war in Sri Lanka, with a value
of 1 representing the period after the end of civil war (sample period of 2009 June to 2016 October, i.e., the period where peace prevailed) and 0 to represent the period of civil war in the sample (1990 January to 2009 May).

As revealed by the coefficient of the exchange rate volatility variable \( V_t \) in equation 9, it has a negative long run effect on tourist arrivals with an elasticity of 0.091340. This implies that exchange rate volatility tends to deter tourism demand in the long run since high volatility affects the choice of destination of risk averse tourist as well as tour operators. This negative relationship is in line with the findings of empirical literature (Peace et al. 48-55; Agiomirgianakisa et al. “Iceland” 25-34, “UK” 1-12, “Turkey” 700-725; Saayman and Saayman, 104-121). Moreover, it is expected that the number of risk averse tourists are significantly larger than risk lovers (Webber 398-405) and tour operators may shift locations to avoid exchange rate volatility, since the industry is dominated by package tourists (Agiomirgianakisa et al. “Iceland” 25-34).

Income at tourist origin \( I_t \) has a positive long run effect on tourist arrivals with an elasticity of 1.369242. This indicates that as income increases, tourists spend an increasing share of their income on foreign tours. This direction is in line with economic theory as well as empirical literature (Cheng167-181; Peng, et al., 611-633). Moreover, as income elasticity is greater than one, the tourism product of Sri Lanka can be considered as a luxury good.

The relative price \( R_{P_t} \) variable is positive with an elasticity of 0.155351. This finding is in line with Agiomirgianakis et al. study (Agiomirgianakis et al. “UK” 1-12) but against standard economic theory that emphasises that rise in price level results in reduced demand for most of the goods and services. This does not mean that Sri Lankan Tourism is a Giffen good, but tourist visit Sri Lanka for the unique tourism product it offers. As highlighted by Crouch this may also be due to a strong income effect that outweighs the substitution effect (“Demand Elasticities” 117-136). Further, the proxy used for the relative price variable, which is the weighted ratio of CPIs between destination country and origin country adjusted to exchange assumes that domestic tourism at the origin country is a substitute for foreign travel to the destination country. This assumption may not be true for the seven origin countries considered in this research.

The peace dummy \( P_t \) that is incorporated in the tourism demand model to distinguish the period where peace prevailed has a positive long run effect on tourist arrivals. This emphasises that political stability is a necessity in order to boost tourism demand, which is reflected by the fact that the period where peace prevailed in Sri Lanka has a positive influence on the quantity of tourist flows to the country.

However, it should be noted at this stage that it is not possible to test the hypothesis regarding the cointegrated relationship (Brooks).
The result of the Phillips-Perron (PP) unit root test on the residuals of the long run tourism demand model is given in Table 7 and it reveals that the residuals are stationary, confirming the existence of a cointegration among these variables. These residuals form the Error Correction term (EC) of the short run model.

### Table 7: Unit Root test on the residuals

| Test statistic | Adj. t-Statistic | Prob.* |
|----------------|------------------|--------|
| Phillips-Perron test statistic | -4.599101 | 0.0000 |

*MacKinnon (601-618) one-sided p-values.

Source: Author’s calculations based on data from IMF, IFS data base and SLTDA using Eviews® statistical software

#### 4.5 Error Correction Model

The short run dynamics of the tourism demand function is evaluated through estimating an error correction model, as suggested by Engle and Granger and applied frequently in empirical literature (Choudhry 51–71; Mwangi, et al. 1-12; Ekanayake and Chatrna 51-67). The error correction model for this research as specified in equation 8 following Henry’s (qtd. in Ekanayake and Chatrna 51-67 and Choudhry 51–71) general to specific modelling strategy. Initially, it involves regressing the first difference of tourist arrivals on a constant term, one lag error correction term \( (EC_{t-1}) \) and zero to eight lags of first difference of each variable in equation 1. Then as stated by the general to specific method, final parsimonious specification was achieved by reducing the dimensions by eliminating insignificant coefficients. In this general to specific approach, statistical adequacy of the model and diagnostics tests are given priority with an examination of inference drawn from theory hold until a statistical adequate model is found (Brooks).

The results of the estimated error correction model are given in Table 8. Where \( \ln \) represents natural logarithm, the symbol \( \Delta \) is the first difference operator, \( X_t \) is the number of tourist arrivals, \( I_t \) is the income at tourist origin, \( RP_t \) is the relative price, \( V_t \) an estimate of exchange rate volatility and \( EC_{t-1} \) is the error correction term.
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Table 8: Results of the error correction model

| Variable       | Coefficient | Standard error | P value |
|----------------|-------------|----------------|---------|
| Constant       | 0.007313    | 0.008531       | 0.3920  |
| $EC_{t-1}$     | -0.124359** | 0.031958       | 0.0001  |
| $\Delta \ln X_{t-5}$ | 0.149074** | 0.043622       | 0.0007  |
| $\Delta \ln I_{t-5}$ | 0.288492** | 0.133678       | 0.0317  |
| $\Delta \ln RP_t$ | -0.735113** | 0.051030       | 0.0000  |
| $\Delta \ln V_t$  | -0.069405** | 0.019901       | 0.0006  |

R² = 0.45; F-statistic = 49.4 (0.00**); Durbin-Watson stat = 2.12

** denotes significance at 5% level

Source: Author’s calculations based on data from IMF, IFS data base and SLTDA using Eviews® statistical software

The Table 8 indicates that, as theoretically predicted, the error correction term has the appropriate negative sign and it is statistically significant at a 5% level. Since the error correction term is significant it is implied that the Sri Lanka’s tourism demand model adjusts to changes in the independent variables. This reconfirms the presence of a steady long run equilibrium relationship between the variables in the cointegrating equation. Further, this validates the use of the error correction mode and reconfirms that the variables are cointegrated. As revealed by the coefficient of the error correction term, only 12.44 per cent of the disequilibrium is eliminated in one month. These estimates of error correction model suggest that if there are no further shocks, the gap to revert back to equilibrium would be closed within approximately eight months. Thus, it reveals that adjustment takes a relatively long time. Moreover, adjustment of tourist arrivals to any change in the independent variables of the tourist demand model takes a long time to return to the equilibrium.

The coefficients of the lagged values of $\Delta \ln I_t$, $\Delta \ln RP_t$ and $\Delta \ln V_t$ are short run parameters, measuring the short run immediate impact of independent variables on the dependent variable $\Delta \ln X_t$.

The estimated coefficient of the first difference of exchange rate volatility ($\Delta \ln V_t$) which is the growth of volatility is significant and has the expected negative sign similar to the relationship observed in the long run model. This means that a unit change in the exchange rate volatility will impact the Sri Lankan tourism demand negatively. Further, the coefficient of the short run model is smaller than the coefficient of the long run model indicating that the
exchange rate volatility has a smaller effect on tourism demand in the short run when compared to the long run.

The estimated short run coefficient of the first difference of income at tourist origin ($\Delta \ln l_{t-5}$), which is the approximate growth of income, is significant and positive as in the long run but smaller in magnitude. This implies that Unit change in income at the tourist origin has a positive impact on Sri Lankan tourism demand, hence tourism is considered as a luxury good in the short run as well. However, the impact will come with a lag of five months.

It is interesting to note that the first difference of the price relative ($\Delta \ln R_{t}$) variable, which is the approximate rate of inflation, has a significant negative impact on the growth in tourist arrivals in the short run. This implies that tourists are price sensitive in the short run where a unit change in price will have negative impact on tourist arrivals to Sri Lanka. However, it is evident in the long run that the sensitivity had reduced partly due to higher income effects than the substitute effect or due to the fact that tourists consider the unique tourism product Sri Lanka offers rather than the associated price.

The coefficient of the lagged first difference of tourist arrivals ($\Delta \ln X_{t-5}$), which is the growth rate of tourist arrivals before five months has a significant positive impact on the current growth of the tourist arrivals. This can be interpreted as the impact of word of mouth recommendation or habit persistence (Witt and Witt 447–475). Habit persistence means once people have visited a specific country and if they like it they will tend to return since they know it’s less risky than visiting an unknown destination.

4.6 Model Validity

The coefficient of multiple determination (R2) of the fitted error correction model is 0.45 (Refer Table 8). It denotes that 45% of the variance in the volume of tourist arrivals are predicted by the independent variables. This indicates that the explanatory power of the independent variables is moderate. F statistics is also significant even at a 1% level, indicating that the variation in the long run tourist arrivals can be attributable to changes in the independent variables. In addition, as explained in detail under Section 3.5, the model diagnostic based on residuals need to be carried out to evaluate the adequacy of the fitted error correction model.

The Durbin-Watson (DW) is 2.12 (Refer Table 8), inferring no serial correlation among residuals. In addition, correlograms and Q- statistics were also computed to assess the serial correlation and the results are presented in Table 9. It is evident from Table 9 that ACF and PACF values are closer to zero and Ljung-Box Q-statistics are insignificant at a 5% level, which indicates that the null hypothesis of no serial correlation among residuals is not rejected, which further confirms the results of the DW test.
Table 9: Serial Correlation Test for the residuals from the Error Correction model

| Lag | ACF   | PACF  | Q-Stat | P-value |
|-----|-------|-------|--------|---------|
| 1   | -0.065| -0.065| 1.3274 | 0.249   |
| 2   | 0.019 | 0.015 | 1.4466 | 0.485   |
| 3   | -0.097| -0.096| 4.4539 | 0.216   |
| 4   | -0.028| -0.041| 4.7003 | 0.319   |
| 5   | -0.033| -0.035| 5.0413 | 0.411   |

Source: Author’s calculations based on data from IMF, IFS data base and SLTDA using Eviews® statistical software

The Breusch-Pagan-Godfrey (BPG) Heteroskedasticity Test was performed to identify Heteroskedasticity in residuals. The test results are presented in Table 10 and results indicate that the null hypothesis of no Heteroskedasticity in residuals is not rejected at a 5% significance level. This implies that the residuals series of the fitted error correction model is homoscedastic. Thus, the fitted model fulfilled all diagnostic tests. Therefore, it can be concluded that the model is adequate to capture the variations of the considered variables. In other words, Sri Lanka’s tourism demand can effectively be explained using the specified independent variables.

Table 10: Heteroskedasticity Tests: Breusch-Pagan-Godfrey (BPG)

| F-Statistic | Prob. F(1,317) |
|-------------|----------------|
| 0.863053    | 0.5062         |

Source: Author’s calculations based on data from IMF, IFS data base and SLTDA using Eviews® statistical software

5. Concluding remarks and policy implications

The main objective of this study is to ascertain the effect of exchange rate volatility on tourist flows into Sri Lanka and its implications on tourism policy, with the secondary objectives of identifying the effect of income at origin (i.e. income elasticity) and effect of relative prices between destination and origin (i.e. Price elasticity) on tourism demand, which is measured.
through tourist arrivals to Sri Lanka. The empirical research provides ambiguous conclusions regarding these relationships depending on the different country combinations. Thus, identifying the impact of these tourism demand determinants in the Sri Lankan context provides a foundation for destination development planning as well as to the development of customised marketing strategies.

The dynamic relationship between tourist arrivals, exchange rate volatility, income at origin and relative prices were assessed using the theory of cointegration and error correction representation, using monthly data from 1990 to 2016.

In this context, the real effective exchange rate volatility was measured by conditional variance of the estimated Exponential Generalized Autoregressive Conditional Hetsoscedasticity (EGARCH (1,1)) model given by equations 6 and 7 since the ARCH effect existed in the data. Results reveal that in the Sri Lankan context volatility takes a moderate time to reduce after a crisis in the market. Further, as revealed by the significant and negative leverage effects the depreciation in exchange rate is followed by higher volatility in Sri Lankan context which is in line with the findings of empirical literature (Brooks 527-545; Ali 57-73). Then the study used the Augmented Dickey-Fuller (ADF) test (Dickey and Fuller 427-431) and Phillips-Perron (PP) test (Phillips and Perron, 335–346) to each variable used in this study to test their long run stability or stationarity. The results revealed that all the variables have unit roots, thus, it is concluded that they are not stationary. The method introduced by Johansen and Juselius was used to identify whether these non-stationary variables are cointegrated which revealed that these are cointegrated with the unique long run equilibrium relationship of tourism demand model, as given in equation 1(Johansen and Juselius 169-210).

Finally, the error correction model given by equation 8 is estimated to detect the speed of adjustment to the long run equilibrium path with sudden shocks in the short run. The coefficient of the error correction term is negative and statistically significant with a value of 0.1244. This reconfirms the presence of a steady equilibrium long run association among the variables and the negative sign of the coefficient indicates that the correction or the rectification is towards the long run equilibrium. The adjustment of tourist arrivals to any variation in the independent variables of the tourist demand model takes a long time to return to equilibrium since based on the magnitude of the coefficient of the error correction term only 12.44 per cent of the disequilibrium is eliminated in one month and total adjustment will take approximately eight months. This implies that the market forces in tourism market do not restore equilibrium quickly.

The study concludes that the exchange rate volatility has a significant negative impact on tourist flows into Sri Lanka both in the short run as well as in the long run. A volatile exchange rate increases uncertainty and transaction costs. Moreover, economic, political and social instability is often reflected by a volatile exchange rate. Thus, this adversely impact the choice of destination of risk averse tourists as well as tour operators. Majority of the previous research
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(Peace, et al. 48-55; Agiomirgianakisa, et al. “Iceland” 25-34, “UK” 1-12, “Turkey” 700-725; Aktaş and Özkan 493-499; Saayman and Saayman, 104-121; Webber, 398-405) have also identified this negative relationship, thus findings of this research are encouraging. Therefore, the findings suggests that policy makers should take necessary actions to maintain the stability and the competitiveness of the exchange rate. Thus, when designing trade policies due consideration should be given to the impact of these policies on exchange rate volatility as well as its competitiveness. However, this stabilization should not be achieved through high inflation (Goldfajn and Gupta 90-114). In addition, tourism policy makers should limit targeting tourist markets that are prone to economic, social and political instability that could result in volatile exchange rates, since it will impact tourist flows from those countries negatively. Hence, it will eventually increase uncertainty on the return on investment in marketing.

In line with economic theory as well as empirical literature, it was found that the Sri Lankan tourism product is a luxury good, thus having a high-income elasticity, which is related to an increase in purchasing power with increasing real income. This suggests that tourism policy makers should target countries with stable economic growth and high per capita income when designing promotional campaigns, which will ensure a stable tourism demand in the long run. Moreover, Peng et al. (611–633) through their research concluded that tourists who travel to Asia indicate the highest income elasticity, which further validate the results obtained through this research (Peng et al. 611–633).

This study reveals that the change in relative price, which is the approximate rate of inflation, has a significant negative impact on the growth in tourist arrivals in the short run. This implies tourists are price sensitive in the short run. However, in the long run the price sensitivity had reduced partly due to the higher income effect than the substitute effect or due to the fact that tourists consider the unique tourism product Sri Lanka offers rather than the associated price or as a combined effect. Therefore, policy makers should control tourism inflation in the short run by either introducing control mechanisms for prices charged from the tourist or improving productivity of the sector since price competitiveness is an influential factor for tourism demand in the short run. In addition, they can evaluate the pricing strategies of competitor countries to develop an effective pricing policy that will enhance competitiveness. However, in the long run price competitiveness will not matter. Hence, sufficient consideration should be given to developing the unique tourism products offered by the country to which tourist will be attracted irrespective of the prices charged. Therefore, policies should be developed to enhance the differentiation of the tourism product offered by Sri Lanka. In this regard, MICE (Meeting, Incentives, Conferences and Events) tourism, agro tourism, village and urban tourism, eco-tourism and medical tourism can be considered as high priority areas with low price elasticities of demand.

It was interesting to observe from this study that the growth rate of tourist arrivals before five months has a significant positive impact on the current growth of the tourist arrivals. As
revealed by the empirical literature this is known as habit persistency or/and word of mouth effect (Dogru et al. 47-55; Witt and Witt 447–475). When designing tourism policies these effects should be taken into consideration as these are significant in enhancing tourist inflows into Sri Lanka. For instance, habit persistence, in other words repeat tourism, can be enhanced through improving service quality and ensuring that the tourist will have positive experience in all aspects while staying in Sri Lanka. This will in fact create a positive perception about the tourism industry in Sri Lanka, which will enhance word of mouth recommendation. Therefore, apart from commercial advertising, policy makers should develop marketing strategies that focus on improving word of mouth recommendation.

The importance of favourable economic, political and social environment in enhancing the tourist demand for Sri Lankan is further reflected by the positive coefficient obtained for the peace dummy in the long run tourism demand model, which implies that the peaceful environment prevailed in the country after May 2009 had a positive impact on tourist arrivals to the country. Hence, policy makers should be cautious about this and should take necessary action to maintain a favourable economic, political and social environment in the country in order to encourage tourism.
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