Effect of inertia on the evasion and pursuit dynamics of prey swarms and the emergence of an optimal mass ratio for the predator-prey arms race
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We show, based on a theoretical model, how inertia plays a pivotal role in the survival dynamics of a prey swarm while chased by a predator. With the varying mass of the prey and predator, diverse escape patterns emerge, such as circling, chasing, maneuvering, dividing into subgroups, and merging into a unitary group, similar to the escape trajectories observed in nature. Moreover, we find a transition from non-survival to survival of the prey swarm with increasing predator mass.

The transition regime is also sensitive to the variation in prey mass. Further, the analysis of the prey group survival as a function of predator-to-prey mass ratio unveils the existence of three distinct regimes: (i) frequent chase and capture leading to the non-survival of the prey swarm, (ii) an intermediate regime where competition between pursuit and capture occurs, resembling an arms race, and (iii) the survival regime without the capture of prey. Interestingly, our study demonstrates the existence of a favourable predator-prey mass ratio for efficient predation, which corroborates with the field studies.

INTRODUCTION

Swarming of insects, flocking of birds, schooling of fishes, and migration of coordinated cells are examples of various collective behaviors observed in nature. A variety of reasons have been suggested behind the origin of collective animal motion, such as searching for food, finding new habitat, mating and reproduction, etc. Another important reason is the defensive strategy often opted by the prey to stay in a group to protect themselves from the predator attacks. Moving in a group enhances the chances of prey survival as many can keep a watch on possible attacks; thus, the overall vigilance increases. However, cohesive motion sometimes can make the predation easier as the prey group could be quickly spotted by the predator compared to an individual prey. Many studies have been conducted to get insights into the complex prey-predator dynamics and the intrinsic interactions among individuals. In terms of theoretical studies, the lattice models remain one of the popular prey-predator model frameworks that have provided many insights into the pursuit and evasion of the predator and the prey. Besides, many off-lattice models, following the Vicsek model on flocking, have also been developed to understand the prey-predator interactions. Based on the self-propelled particle models, incorporating short-range repulsion and long-range attractions among the prey group and intergroup interactions between the prey-predator, many aspects of the predation and efficient escape strategies have been studied. Further, a recent study by our group has shown that the range of cooperative interaction within the prey swarm plays a crucial role in determining the survival chances of the prey group and the emergence of various escape trajectories.

However, most previous theoretical models have generally ignored the influence of inertial forces on the prey-predator dynamics. A recent experimental study on two predator-prey pairs, lion-zebra and cheetah-impala, in their natural savannah habitat, demonstrates that the predators have more muscle power and a higher ability to accelerate and decelerate than their respective prey. On the other hand, prey are able to escape using their turning maneuverability, which depends on the inertial forces. This way, it allows the scope of survival of both the prey and the predator species, exhibiting an evolutionary arms race. Besides, many field studies suggest the existence of an optimal mass ratio of the predator and the prey in natural ecosystems that signifies inertia plays a crucial role in setting up the food chain in an ecosystem. There are also other studies that demonstrate the influence of inertia on various other dynamical systems. For example, it has been shown that inertia is essential in the global ordering and stability of flocks of microorganisms in a turbulent environment. Scholz et al. have found in experimental and theoretical observations that the inertia causes a distinct delay between the orientation and velocity of macroscopic self-propelled virobot particles. Further, standard models on flocking, such as Vicsek model and its different variants, could not describe the collective turning of flocks as the inertial contribution is ignored. Later, Cavagna et al. have developed a model including the inertial forces that successfully captured the collective turning and information propagation as observed in natural flocks.

Until now, only a very few models have investigated the influence of inertia on predator-prey dynamics. Zhdankin and Sprott have simulated the prey-predator behaviours considering them as agents which interact via radial force laws. They have observed periodic,
THEORETICAL MODEL

In our model, each prey and predator are considered as active particles. Initially, N number of prey are positioned randomly in a unit square in two-dimensional space, and the predator starts chasing the prey group from a nearby place as shown in Fig. 1. The escape and chasing dynamics depend on the interactions within the prey swarm and between the prey and the predator. Moreover, it exhibits a transition from stable ring formation by the prey swarm around the predator to chasing dynamics with varying mass. These numerical findings are also substantiated by stability analysis calculations. Further, we explore the evasion and pursuit dynamics of a prey swarm under the attack of a strong predator. Diverse escape trajectories emerge as we vary the mass of the prey and the predator. Moreover, it shows a transition from non-survival to survival of the prey group as the mass of the predator increases. We have also investigated how the predator-to-prey mass ratio affects these transition regimes. Interestingly, our analysis shows a favourable predator-to-prey mass ratio for the competitive chasing regimes where some of the prey survive and some are killed. We further probe how the variation of predator strength and the prey group size affects the optimal value of the predator-to-prey mass ratio for efficient predation.

It experiences a viscous force arising from the environment, where \( \mu_{\text{pd}} \) is the coefficient of such frictional force. Apart from the frictional force term, the other two terms in the right-hand side of the Eq. (1) indicate the interaction forces between the prey-prey and the prey-predator. We have modeled the prey-prey interaction by pairwise short-range repulsion and long-range attraction forces. Short-range repulsive force helps the prey group to avoid collisions among themselves, and long-range attractive force keeps the prey group cohesive. Thus, the prey-prey interaction force of the \( i \)’th prey, \( \vec{F}_{\text{prey–prey}} \), is given by averaging over all interacting prey within the prey swarm as,

\[
\vec{F}_{i,\text{prey–prey}} = \frac{1}{N_{\text{sur}}} \sum_{j=1}^{N_{\text{sur}}} \left( \alpha \frac{\vec{r}_i - \vec{r}_j}{|\vec{r}_i - \vec{r}_j|^2} - \beta (\vec{r}_i - \vec{r}_j) \right),
\]

where \( \alpha \) represents the strength of short-range repulsion, \( \beta \) is the strength of long-range prey-prey attraction, and \( N_{\text{sur}} \) is the total number of survived prey in the prey group. Since it is the instinct of each prey to move away from the predator to survive, we have modeled the prey-predator interaction, \( \vec{F}_{i, \text{prey–predator}} \), by a repulsive radial force as,

\[
\vec{F}_{i,\text{prey–predator}} = \gamma \frac{\vec{r}_i - \vec{r}_p}{|\vec{r}_i - \vec{r}_p|^2},
\]

where, \( \vec{r}_p \) is the position of the predator, and \( \gamma \) signifies the strength of the repulsive force between the prey and predator.

Similarly, the equation of motion of the predator can be written as,

\[
m_{\text{pd}} \frac{d^2 \vec{r}_p}{dt^2} = -\mu_{\text{pd}} \frac{d\vec{r}_p}{dt} + \vec{F}_{\text{predator–prey}};
\]
where \( m_{pd} \) denotes the mass of the predator and \( \mu_{pd} \) is the strength of the frictional force acting on the predator. \( F_{\text{predator-prey}} \) represents the predator-prey attraction force. Since the predator chases the prey swarm from a close proximity, it could see all prey and strategize the move based on the interactions averaged over all survived prey which is modeled as,

\[
\vec{F}_{\text{predator-prey}} = -\frac{\delta}{N_{\text{sur}}} \sum_{i=1}^{N_{\text{sur}}} \frac{\vec{r}_p - \vec{r}_i}{|\vec{r}_p - \vec{r}_i|^3}.
\]

Here, the strength of the predator is represented by \( \delta \). We have introduced a kill radius of the predator to incorporate the capture of prey by the predator. When prey comes within the circular area covered by the predator’s kill radius (as illustrated in Fig. 1), it is killed. Moreover, the predator-prey attraction force dominates over the prey-predator repulsion when the predator is closer to the prey (due to the difference in exponents in the denominator of the interaction terms). If the predator starts far away from the prey group, prey-predator repulsive strength overpowers the prey-predator attraction, so the prey group outruns the predator and escapes. Hence, competition between the attractive and repulsive forces among the prey and the predator leads to a survival race. Along with the interaction forces, the inertial force also plays a crucial role in the turning and maneuverability of the prey and predator, hence determining the survival outcome.

To simplify the analysis, we study the dynamics in dimensionless units, and the scaled equations are given as follows,

\[
M_{pr} \frac{d^2 \vec{R}_i}{dT^2} = -\frac{d\vec{R}_i}{dT} + \frac{1}{N_{\text{sur}}} \sum_{j=1}^{N_{\text{sur}}} (\alpha_0 |\vec{R}_i - \vec{R}_j| - \beta_0 (\vec{R}_i - \vec{R}_j)) + \frac{\gamma_0 |\vec{R}_i - \vec{R}_p|}{|\vec{R}_p - \vec{R}_i|^3},
\]

\[
M_{pd} \frac{d^2 \vec{R}_p}{dT^2} = -\frac{d\vec{R}_p}{dT} - \frac{\delta_0}{N_{\text{sur}}} \sum_{i=1}^{N_{\text{sur}}} \frac{\vec{R}_p - \vec{R}_i}{|\vec{R}_p - \vec{R}_i|^3}.
\]

Here, \( \vec{R}_i = \vec{r}_i/l_0, \vec{R}_j = \vec{r}_j/l_0, \vec{R}_p = \vec{r}_p/l_0, \) and \( T = t/\tau \) are dimensionless position and time variables; \( l_0 \) and \( \tau \) represent the characteristic length scale and time scale of the system. \( M_{pr} = m_{pr}/\mu_{pr} \) and \( M_{pd} = m_{pd}/\mu_{pd} \) denote the scaled mass of the prey and the predator respectively. From now, by ‘mass’ we refer to the scaled mass in the rest of the paper. Also, the other scaled parameters are given as, \( \alpha_0 = \alpha \tau l_0^2 \mu_{pr}, \beta_0 = \beta \tau /\mu_{pr}, \gamma_0 = \gamma \tau /\mu_{pr} l_0^2, \) and \( \delta_0 = \delta \tau /\mu_{pd} l_0^3. \)

**RESULTS**

We have solved the coupled Eqs. (6) and (7) for a group of \( N \) prey chased by a nearby predator. Here, we have explored how the inertial forces affect the survival and hunting dynamics of the prey swarm and the predator. The results are presented with varying the prey and predator mass, \( M_{pr} \) and \( M_{pd} \), and for different predator strength, \( \delta_0 \). The other parameters are kept constant at \( \alpha_0 = 1.0, \beta_0 = 1.0, \gamma_0 = 0.2, \) and the kill radius = 0.01.

We first investigate how the mass of the prey and predator influence the dynamics in the case of a weak predator when the whole prey group can survive the predator attack. Figure 2 shows some representative simulation results with \( \delta_0 = 0.4 \), indicating a weak predator case. We find that at steady-state, the prey swarm forms a circular ring around the predator for a lower regime of predator mass. Figure 2(a) presents such stable ring formation at \( M_{pd} = 2.0 \) keeping the value of \( M_{pr} = 1.0 \). As we increase the mass of the predator to a higher value \( (M_{pd} > 3.0) \), keeping all other parameters fixed, the ring gets unstable, and the chasing dynamics emerge, as seen from Figs. 2(b)-(e). These findings are also substantiated by analytical calculations and the inner radius of the ring, \( R_1 = \sqrt{\frac{\beta}{\beta_0}} \), and the outer radius of the ring, \( R_2 = \sqrt{\frac{\beta + \gamma_0}{\beta_0}} \), match well with the numerical results presented in Fig. 2(a) (the details are given in Appendix). Further, we have performed a linear stability analysis of the steady-state configuration by considering the perturbations at the inner, outer, and the predator boundary as depicted in Fig. 3(a). A detailed calculation shows that one of the eigenvalues of the stability matrix goes through a transition from a negative to positive value as the predator mass increases (keeping the prey mass fixed). The eigenvalue plotted in Fig. 3(b) shows such transition at \( M_{pd} = 3.0 \) (plugging the numerical values as in Fig. 2) which suggests that the system goes from a stable state to an unstable state with increasing predator mass, as observed in simulations, Fig. 2. This shows that inertia has a profound effect in determining the steady-state configurations.

Next, we explore the effect of inertia in the strong predator regime, i.e., when the value of \( \delta_0 \) is large. We find the emergence of diverse escape patterns as the mass of the predator \( (M_{pd}) \) and prey \( (M_{pr}) \) are varied. At a lower value of predator mass, \( M_{pd} = 0.1 \), keeping the prey mass at \( M_{pr} = 1 \) and \( \delta_0 = 2.5 \), Figs. 4(a)-(d) show that the lighter predator continuously chases the prey group by turning its direction towards the prey when they try to escape away. Eventually, the predator can capture the whole prey swarm after some time. Now, as the predator mass is increased \( (M_{pd} = 1.0) \), i.e., for a slightly heavier predator, a different escape trajectory emerges as shown in Figs. 4(e)-(h). As the predator approaches near to the prey group, the prey divides into two groups to avoid the predator; then, as the predator passes through the group, the divided prey groups again merge into a cohesive group, and this pattern repeats as time proceeds. This type of escape pattern is prevalent in the school of fishes defending the predator attack \([27, 41]\). As the predator mass is increased to \( M_{pd} = 100 \), the preda-
FIG. 2. Escape patterns of a prey swarm under the predator attack (predictor strength, $\delta_p = 0.4$). (a) Shows a stable ring formation by the prey swarm around the predator where the predator stays confused at the center, at simulation time $T = 400$ with the predator mass, $M_{pd} = 2.0$ and prey mass, $M_{pr} = 1.0$. (b, c, d, e) Demonstrate the transition from stable ring state to chasing dynamics at time $T = 300, 310, 320$, and $330$ with $M_{pd} = 3.0$ and $M_{pr} = 1.0$. (prey shown by blue dots and the predator by red dot).

Now, to characterize the velocity patterns of the prey-swarm, we define an order parameter $\phi(T)$ to describe the average direction of motion of the prey group with respect to the predator’s direction as,

$$\phi(T) = \frac{1}{N_{sur}} \sum_{i=1}^{N_{sur}} \cos(\theta_i); \quad (8)$$

where $\theta_i$ is the angle between the velocity direction of the $i$'th prey and the predator, which is calculated from, $\cos(\theta_i) = \frac{\sum_{j=1}^{N_{prey}} \tilde{V}_{i,predator}}{|\sum_{j=1}^{N_{prey}} \tilde{V}_{i,predator}|}$ and $N_{sur}$ is the number of survived prey at any time instant $T$.

For a smaller predator mass, $M_{pd} = 0.1$, as seen from Fig. 3(a), $\phi$ changes rapidly because the predator continuously changes its directions to chase and capture the prey, and the prey also reorients themselves to survive the attack. With increase in the predator mass, $M_{pd} = 1.0$, as shown in Fig. 3(b), $\phi$ value dynamically changes in between 1 to $-1$. When all prey collectively move in the same direction, and the predator approaches the group in that direction, as shown in the snapshot Fig. 3(e), it gives rise to $\phi = 1$. However, the onset of prey-group division [as shown in Fig. 3(f)] leads to a lower value of $\phi$. Then, as the prey reorients and turns back in order to escape moving in the opposite direction of the predator [Fig. 3(g)], the value of $\phi$ approaches to $-1$. Eventually, the predator also reorients and chases the prey group in the same direction, Fig. 3(h). This pattern repeats as time progresses. Hence, the $\phi$ value oscillates between 1 to $-1$. The time period of oscillation and the process of chase and capture is strongly dependent on the predator mass, $M_{pd}$, as could be seen from Fig 5. With an increase in predator mass, $M_{pd} = 3.0$ shown in Fig. 5(c), the predator requires a longer time to reach closer to the prey swarm, and thus $\phi$ value stays at 1 for a longer duration. In the case of the very high mass of the predator, $M_{pd} = 100.0$, the prey group could efficiently escape from the predator, shown in Fig. 5(i)-l). Due to the higher mass, the predator takes a much longer time to turn back towards the prey group to chase them again; hence $\phi$ stays at $-1$ for a very long time, as could be seen from Fig. 5(d). By the time the prey group goes far away, so even though the predator chases the group but it can not catch them. Hence, $\phi$ stays at 1 as the direction of the predator, and the prey group’s movement remains the same over time.

As seen, inertial forces significantly influence the escape trajectories, we now ask the question: how the mass of the predator in comparison with the mass of the prey...
affects the survival of the prey group? In other words, whether a favourable ratio of $M_{pd}/M_{pr}$ exists for efficient predation in an ecosystem. To answer the question, we now investigate the survival of the prey group with a varying mass of the predator and the prey. We have simulated the dynamics for a sufficiently long time ($T = 2000$) and plotted the number of survived prey, $N_{surv}$, as a function of the mass of the predator, $M_{pd}$, for different values of prey mass, $M_{pr}$, where the predator strength has been kept constant (at a higher strength, $\delta_0 = 2.5$). Figure 6(a) shows that the prey group is mostly killed at the lower mass regime of the predator. Since the lighter predator can quickly change its moving direction due to the low inertia, the predator (with high predator strength) is capable of constant chasing, turning around, and capturing; thus, all prey are eventually killed (as presented in Figs. 4(a)-(d)). On the other hand, in the higher mass regime of the predator, most prey could survive. Higher predator mass, $M_{pd}$, lowers the maneuverability of the predator due to the greater inertia. Thus, the heavier predator is unable to compete with the prey while chasing. However, in the intermediate mass regime, it exhibits a transition from non-survival to survival of the prey group (keeping the predator strength constant). As seen from Fig. 6(a), the transition regime also depends on the prey mass, $M_{pr}$. For a constant predator mass, the survival of the lighter prey is more probable as their maneuverability is comparatively higher; thus, the prey groups divide, merge, and turn around the predator quickly and finally escape.

Further, to quantify the transition regime, we have plotted the number of survived prey, $N_{surv}$, as a function of the ratio of predator-to-prey mass, $M_{pd}/M_{pr}$ in Fig. 6(b). It exhibits three distinct regimes specifying.
Our study elucidates how inertial forces play an important role in determining the survival of a prey swarm under a predator attack. Based on a simple theoretical model incorporating prey-prey and prey-predator interactions, we show how various escape trajectories emerge with varying the prey and predator mass and predator strength. In the case of a weak predator, we observe that the prey swarm forms a circular ring around the confused predator. However, as the predator mass increases, it exhibits a transition from stable ring formation to chasing dynamics. A detailed stability analysis calculations further validate this transition with varying mass. Further, we have looked into the dynamics of a prey swarm when

**DISCUSSION**

...
chased by a strong predator. With varying mass, we observed different escape patterns - prey swarm divides into subgroups, and merges again into a unitary group, turns into an arc to avoid the attack called F-maneuvering and escape, as seen in nature. Our analysis shows that the attack frequency decreases with increasing predator mass as the maneuvering capability of the predator decreases with higher mass. Further, our study shows a transition from the non-survival to the survival of the prey swarm as the mass of the predator is increased, keeping the prey mass and predator strength fixed. Interestingly, as we plot the survived number of prey as a function of predator-to-prey mass ratio, it unveils three distinct regimes. The lower predator-prey mass ratio favours hunting; the intermediate-range shows competitive dynamics resembling a prey-predator arms race where some of the prey survive, and some are killed; and a higher predator-prey mass ratio which is most favourable for the survival of the prey swarm. The theoretical findings of the existence of an optimal predator-to-prey mass ratio have also been observed in field studies of different prey-predator species in natural ecosystems [26, 27].

We have carried out further analysis with different initial prey group sizes and various predator strengths. Our study shows that the transition regime does not vary with the initial prey group size but is very much dependent on the predator strength. Thus, our simple theoretical model could shed light on how inertial forces, together with the predator strength, could affect the pursuit and evasion dynamics of the prey swarm. This model could further be extended by incorporating empirical observations to get insights into the complexities of different prey-predator species in their natural habitat and also to study the collective motion of various living organisms.
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Appendix A: Appendix-I

Here we analyze the prey-predator dynamics described by Eq. (6) and Eq. (7) in continuum forms. In the continuum limit, Eq. (6) can be written as

$$M_{pr} \frac{d \bar{v}(\bar{x}, t)}{dt} + \bar{v}(\bar{x}, t) = \int_{\mathbb{R}^2} \left[ \alpha_0 \frac{\bar{x} - \bar{y}}{|\bar{x} - \bar{y}|^2} - \beta_0 (\bar{x} - \bar{y}) \right] \rho(\bar{y}, t) d\bar{y} + \gamma_0 \frac{\bar{x} - \bar{z}}{|\bar{x} - \bar{z}|^2}, \quad \text{(A1)}$$

Where, $\bar{R}_i$, $\bar{R}_j$, and $\bar{R}_p$ are written in continuum notations by $\bar{x}$, $\bar{y}$, and $\bar{z}$ respectively. $\bar{v}(\bar{x}, t) = \frac{d\bar{x}}{dt}$ is the prey velocity at position $\bar{x}$ and time $t$. We use the fact that in the continuum limit, $\frac{1}{N_{surv}} \sum_{i=1}^{N_{surv}} \delta(\bar{x} - \bar{x}_i) = \int_{\mathbb{R}^2} \rho(\bar{y}, t) d\bar{y}$ where $\rho(\bar{y}, t)$ is called the prey density distribution function which follows

$$\int_{\mathbb{R}^2} \rho(\bar{y}, t) d\bar{y} = 1.$$  

Similarly the equation of motion of the predator (Eq. 7) in the continuum limit can be written as

$$M_{pr} \frac{d^2 \bar{z}}{dt^2} + \frac{d\bar{z}}{dt} = \int_{\mathbb{R}^2} \frac{\bar{y} - \bar{z}}{|\bar{y} - \bar{z}|^2} \rho(\bar{y}, t) d\bar{y}. \quad \text{(A2)}$$

Now, the continuity equation is:
\[
\frac{dp}{dt} + \nabla \cdot \rho(\vec{x}, t) \vec{v}(\vec{x}, t) = 0.
\]

Considering \( \rho \) is spatially homogenous \( i.e. \nabla \rho(\vec{x}, t) = 0; \)
Thus,
\[
\nabla \cdot \vec{v}(\vec{x}, t) = -\frac{1}{\rho} \frac{dp}{dt}.
\] (A3)

Taking divergence on both sides of Eq. A1 with respect to \( \vec{x} \), we get
\[
M_p \left[ \nabla \cdot \vec{v} \right] + \nabla \cdot \vec{v} = \int_{R^2} \left[ \alpha \nabla \cdot \frac{\vec{x} - \vec{y}}{|\vec{x} - \vec{y}|^2} - \beta_0 \nabla \cdot (\vec{x} - \vec{y}) \right] \rho(\vec{y}, t) d\vec{y} + \gamma_0 \nabla \cdot (\vec{x} - \vec{z})
\]
(A4)

Using the expression of \( \nabla \cdot \vec{v} \) from Eq. A3 in the above equation, we obtain the following equation:
\[
-M_p \frac{d}{dt} \left( \frac{1}{\rho} \frac{dp}{dt} \right) = \int_{R^2} \left[ \left( 2 \pi \alpha \delta(\vec{x} - \vec{y}) - 2 \beta_0 \right) \rho(\vec{y}, t) d\vec{y} \right] + 2 \pi \gamma_0 \delta(\vec{x} - \vec{z}),
\]
where we have used the following identities:
\[
\nabla \cdot \frac{\vec{x} - \vec{y}}{|\vec{x} - \vec{y}|^2} = 2 \pi \delta(\vec{x} - \vec{y}),
\]
\[
\nabla \cdot (\vec{x} - \vec{y}) = 2.
\]

Since, \( \delta(\vec{x} - \vec{z}) = 0 \) (as \( \vec{x} \neq \vec{z} \)), we can write Eq. A5 as
\[
-M_p \frac{d}{dt} \left( \frac{1}{\rho} \frac{dp}{dt} \right) - \frac{1}{\rho} \frac{dp}{dt} = 2 \pi \alpha \rho(\vec{x}, t) - 2 \beta_0,
\]
\[
-M_p \left[ \frac{d^2 \rho}{dt^2} - \frac{1}{\rho^2} \left( \frac{dp}{dt} \right)^2 \right] + \frac{dp}{dt} = 2 \beta_0 - 2 \pi \rho(\vec{x}, t).
\]

Introducing a new variable \( w = \frac{dp}{dt} \), the last equation becomes
\[
-M_p \frac{1}{\rho} \frac{dw}{dt} - \frac{1}{w^2} \frac{dw}{dt} + \frac{w}{\rho} = 2 \beta_0 - 2 \pi \alpha \rho(\vec{x}, t).
\] (A6)

In the steady state, \( \frac{dw}{dt} = 0 \) & \( \frac{dp}{dt} = 0 \). This gives \( w^* = 0 \), and \( \rho^* = \frac{\beta_0}{\pi \alpha} \), where \( w^* \) and \( \rho^* \) are the respective steady state values of \( w \) and \( \rho \). It turns out that \( \rho^* \) is independent of predator and prey mass.

Now, in case of a weak predator, from the simulations, we find that in the steady state, the predator stays at the centre and prey group circles around the predator, as shown in Fig. 2. Further, we analytically calculate the inner radius \( (R_1) \) and outer radius \( (R_2) \) of the annulus \( (A) \) formed by the prey group at the steady state, as shown in Fig. A.1. Thus we can write,
\[
M_p \frac{d\vec{v}}{dt} + \vec{v} = \int_{R_1}^{R_2} \left( \alpha_0 \frac{\vec{x} - \vec{y}}{|\vec{x} - \vec{y}|^2} - \beta_0 (\vec{x} - \vec{y}) \right) \rho(\vec{y}, t) d\vec{y} + \gamma_0 \frac{\vec{x} - \vec{z}}{|\vec{x} - \vec{z}|^2}.
\] (A7)

Using the identities \( \int_{|\vec{y}| \leq R} \frac{\vec{x} - \vec{y}}{|\vec{x} - \vec{y}|^2} d\vec{y} = \pi \vec{x} \) for \( |\vec{x}| < R \), and \( \int_{|\vec{y}| \leq R} \frac{\vec{x} - \vec{y}}{|\vec{x} - \vec{y}|^2} d\vec{y} = \pi R^2 \frac{\vec{x}}{|\vec{x}|^2} \) for \( |\vec{x}| > R \),
we get \( \int_{|\vec{y}| \leq R} \frac{\vec{x} - \vec{y}}{|\vec{x} - \vec{y}|^2} d\vec{y} = \pi \vec{x} \), and \( \int_{|\vec{y}| \leq R} \frac{\vec{x} - \vec{y}}{|\vec{x} - \vec{y}|^2} d\vec{y} = \pi R^2 \frac{\vec{x}}{|\vec{x}|^2} \).
Considering polar symmetry, it can be shown that \( \int_{R_1}^{R_2} \vec{y} d\vec{y} = 0 \). Thus, Eq. A7 reduces to the following form:
\[
M_p \frac{d\vec{v}}{dt} + \vec{v} = \pi \rho \vec{x}[\alpha_0 - \beta_0 (R_2^2 - R_1^2)] - \pi \rho \alpha_0 R_1^2 \frac{\vec{x}}{|\vec{x}|^2} + \gamma_0 \frac{\vec{x} - \vec{z}}{|\vec{x} - \vec{z}|^2};
\] (A8)

Using the relation \( \int_{|\vec{y}| \leq R} \vec{y} d\vec{y} = \pi R^2 \). At the steady state \( \frac{d\vec{x}}{dt} = 0 \) and \( \frac{d\vec{v}}{dt} = 0 \); let \( \vec{x} = \vec{x}^* \) and \( \vec{v} = \vec{v}^* \) be the respective steady state values of \( \vec{x} \) and \( \vec{v} \). Then, from Eq. A8 we get
\[
\pi \rho \vec{x}^*[\alpha_0 - \beta_0 (R_2^2 - R_1^2)] + \gamma_0 \frac{\vec{x}^* - \vec{z}^*}{|\vec{x}^* - \vec{z}^*|^2} - \pi \rho \alpha_0 R_1^2 \frac{\vec{x}^*}{|\vec{x}^*|^2} = 0,
\]
where \( \vec{z}^* \) is the steady state value of \( \vec{z} \). By assuming that the predator sits at the origin of the annulus at the steady state, we finally arrive at the following equation:
\[
\pi \rho \vec{x}^*[\alpha_0 - \beta_0 (R_2^2 - R_1^2)] + (\gamma_0 - \pi \rho \alpha_0 R_1^2) \frac{\vec{x}^*}{|\vec{x}^*|^2} = 0.
\]

For non-trivial solution, \( \alpha_0 - \beta_0 (R_2^2 - R_1^2) = 0 \) and \( \gamma_0 - \pi \alpha_0 \rho R_1^2 = 0 \). Hence,
\[
R_1 = \sqrt{\frac{\gamma_0}{\beta_0}}.
\]
\[
R_2 = \sqrt{\frac{\alpha_0 + \gamma_0}{\beta_0}}.
\]

So, we can infer that the inner \( (R_1) \) and outer \( (R_2) \) radii of the ring depend on the prey-prey and prey-predator interaction strengths \( \alpha_0, \beta_0, \gamma_0 \) but are independent of prey and predator mass.

**Appendix A: Appendix-II**

In this section, we analyze the stability criteria for the ring \( (A) \). For that we perturb the ring by a general perturbation vector \( \delta \) with an angle \( \theta \) with respect to the
At the steady state, \( \ddot{\sigma} = 0, \dot{v} = 0, \frac{d\sigma}{dt} = 0 \) and \( \rho^s = \frac{\beta_0}{\rho\pi} \)

as stated above. Using these conditions in the Eq. A3 we get,

\[
\pi\alpha_0\rho + \pi\rho\beta_0(R_1^2 - R_2^2) = 0. \tag{A4}
\]

Combining Eq. A3 and Eq. A4 we finally arrive at the following equation:

\[
M_{pr} \frac{d\ddot{v}}{dt} + \ddot{v} = \rho\pi[(\beta_0 R_2^2 - \alpha_0)\sigma_2 - \beta_0 R_1^2 \sigma_1] + \rho\pi\alpha_0 R_1^2 \frac{x}{|x|^2} + \frac{x - \sigma_1}{|x - \sigma_1|^2} + \gamma_0 \frac{x - \sigma_2}{|x - \sigma_2|^2} - \frac{x}{|x|^2}. \tag{A5}
\]

Next, we linearize the Eq. A5 on the inner boundary, outer boundary and at the predator position. On the inner boundary,

\[
\ddot{x} = R_1 \ddot{\sigma} + \sigma_1(\ddot{r}, \ddot{\theta}).
\]

Hence, on the inner boundary, we can show

\[
\frac{\ddot{x}}{|x|^2} - \frac{\ddot{x} - \sigma_1}{|x - \sigma_1|^2} = \frac{1}{R_1^2}[(\sigma_1 - 2\alpha_0 \cos \theta \ddot{r})], \tag{A6}
\]

and

\[
\frac{\ddot{x} - \sigma_1}{|x - \sigma_1|^2} - \frac{\ddot{x}}{|x|^2} = \frac{1}{R_1^2}[\sigma_1 - 2\alpha_0 \cos \theta \ddot{r}], \tag{A7}
\]

where the terms other than the linear order are neglected due to smallness. Using Eq. A6 and Eq. A7 the Eq. A5 can be written as:

\[
M_{pr} \frac{d\ddot{v}}{dt} + \ddot{v} = \rho \pi ((\beta_0 R_2^2 - \alpha_0)\sigma_2 - \beta_0 R_1^2 \sigma_1) + \rho \pi \alpha_0 (\sigma_1 - 2\alpha_0 \cos \theta \ddot{r}) - \frac{\dot{\gamma}_0}{R_1^2} [\dot{\sigma}_1 - 2\alpha_0 \cos \theta \ddot{r}]. \tag{A8}
\]

Since, \( \ddot{r} \) is taken as a constant, \( \ddot{v} = \frac{d\sigma}{dt} \) and \( \frac{d\ddot{v}}{dt} = \frac{d^2 \sigma}{d\tau^2} \) on the inner boundary. Hence, the Eq. A8 becomes

\[
M_{pr} \frac{d^2 \sigma}{d\tau^2} + \frac{d\sigma}{d\tau} = \rho \pi ((\beta_0 R_2^2 - \alpha_0)\sigma_2 - \beta_0 R_1^2 \sigma_1) + \rho \pi \alpha_0 (\sigma_1 - 2\alpha_0 \cos \theta \ddot{r}). \tag{A9}
\]

Taking scalar product on both sides of Eq. A9 by \( \ddot{r} \), the Eq. A9 reduces to the following form:

\[
M_{pr} \frac{d^2 \sigma}{d\tau^2} + \frac{d\sigma}{d\tau} = \rho \pi ((\beta_0 R_2^2 - \alpha_0)\sigma_2 - \beta_0 R_1^2 \sigma_1) + \rho \pi \alpha_0 (\sigma_1 - 2\alpha_0 \cos \theta \ddot{r}) \tag{A10}
\]

In terms of the system parameters, the last equation is

\[
M_{pr} \frac{d^2 \sigma}{d\tau^2} + \frac{d\sigma}{d\tau} = -\frac{\beta_0}{\alpha_0} (\gamma_0 + \alpha_0) a_1 + \frac{\beta_0}{\alpha_0} a_2 + \beta_0 a_3. \tag{A11}
\]
Next, we linearize the Eq. [A5] on the outer boundary where \( \vec{x} = R_2 \vec{\theta} + \vec{o}_2 \). Using similar calculations as done previously, we get the following equations:

\[
\frac{\vec{x}}{|\vec{x}|^2} = \frac{\vec{x} - \vec{o}_1}{|\vec{x} - \vec{\gamma}|^2} = \frac{1}{R_2^2} \left[ \vec{o}_1 - 2\alpha_0 \cos \theta \vec{\theta} \right], \quad (A12)
\]

\[
\frac{\vec{x} - \vec{o}_3}{|\vec{x} - \vec{\gamma}|^2} = -\frac{1}{R_2^2} \left[ \vec{o}_3 - 2\alpha_0 \cos \theta \vec{\theta} \right], \quad (A13)
\]

\[
M_{pd} \frac{d^2 \vec{o}_2}{dt^2} + \frac{d \vec{o}_2}{dt} = -\frac{\beta \gamma_0}{\alpha_0} (1 + \frac{\alpha_0}{\alpha_0 + \gamma_0}) \vec{o}_1 + \frac{\beta \gamma_0}{\alpha_0} \vec{o}_2 + \frac{\beta \gamma_0}{\alpha_0 + \gamma_0} \vec{o}_3. \quad (A14)
\]

We next linearize the predator equation (Eq. [A2]). Since, \( \vec{o}_3 \) is the perturbation at the position of the predator about its steady state (origin), therefore \( \vec{z} = \vec{o}_3 \). Hence, with perturbation, the Eq. [A2] becomes

\[
M_{pd} \frac{d^2 \vec{o}_3}{dt^2} + \frac{d \vec{o}_3}{dt} = \delta_0 \rho \int_{B(0, R_3)/(0, R_1)} \frac{\vec{x} - \vec{o}_3}{|\vec{x} - \vec{\gamma}|^2} |\vec{x}| d\vec{x}, \quad (A15)
\]

where \( B(0, R_2)/(0, R_1) \) denotes the annular region \( \Lambda \) with perturbations \( \vec{o}_1 \) and \( \vec{o}_2 \) on its inner and outer boundaries respectively. Now, \( B(0, R_2)/(0, R_1) \) and \( \Lambda \) follows the following transformation relation:

\[
\int_{B(0, R_2)/(0, R_1)} \frac{\vec{x}}{x^p} d\vec{x} = \int_{\Lambda} \frac{\vec{x} + \vec{\theta}}{|\vec{x} + \vec{\theta}|^p} d\vec{x}. \quad (A16)
\]

Assuming \( |\vec{o}_3|^2 \) is small, we can show that

\[
\frac{\vec{x} - \vec{o}_3}{|\vec{x} - \vec{\gamma}|^2} \approx \frac{\vec{x}}{x^p} + \frac{p \vec{x} \cdot \vec{o}_3 - \vec{o}_3 |\vec{x}|^2}{x^{p+2}}. \quad (A17)
\]

So, the Eq. [A15] becomes

\[
M_{pd} \frac{d^2 \vec{o}_3}{dt^2} + \frac{d \vec{o}_3}{dt} \approx \delta_0 \rho \int_{B(0, R_2)/(0, R_1)} \frac{\vec{x} - \vec{o}_3}{|\vec{x} - \vec{\gamma}|^2} |\vec{x}| d\vec{x}. \quad (A18)
\]

Using the transformation relation Eq. [A10] one can show that

\[
\int_{B(0, R_2)/(0, R_1)} \frac{\vec{x}}{x^p} d\vec{x} \approx \int_{A} \frac{\vec{x}}{x^p} d\vec{x} + \int_{A} \frac{\vec{x} \cdot \vec{o}}{x^{p+2}} d\vec{x}. \quad (A19)
\]

Using \( \vec{x} = x[\cos \theta + \sin \theta], \) and \( d\vec{x} = xdxd\theta \), we can find the following integration results:

\[
\int_{A} \frac{\vec{x}}{x^p} d\vec{x} = 0,
\]

\[
\int_{A} \frac{\vec{o}}{x^p} d\vec{x} = \frac{2\pi}{2 - p} \left[ \alpha_0 R_2^2 \vec{o} - \alpha_1 R_1^2 \vec{o} \right],
\]

\[
\int_{A} \frac{\vec{x} \cdot \vec{o}}{x^{p+2}} d\vec{x} = \frac{\pi R_2^2 \vec{o} - \pi R_1^2 \vec{o}}{2 - p}. \quad (A20)
\]

Putting the expressions of \( I_1 \) and \( I_2 \) from Eq. [A21] and Eq. [A22] finally Eq. [A] becomes

\[
\int_{B(0, R_2)/(0, R_1)} \frac{\vec{x} \cdot \vec{o}_3}{|\vec{x}|^{p+2}} d\vec{x} = -\pi \vec{o}_3 (R_2^{2-p} - R_1^{2-p}). \quad (A23)
\]

Now the Eq. [A18] can be written as:

\[
M_{pd} \frac{d^2 \vec{o}_3}{dt^2} + \frac{d \vec{o}_3}{dt} \approx \rho \delta_0 \left[ -\pi R_1^{2-p} \vec{o}_1 + \pi R_2^{2-p} \vec{o}_2 + \pi \vec{o}_3 (R_2^{2-p} - R_1^{2-p}) \right]. \quad (A24)
\]

In terms of the system parameters, the last equation becomes

\[
M_{pd} \frac{d^2 \vec{o}_3}{dt^2} + \frac{d \vec{o}_3}{dt} = \frac{\delta_0 \rho \delta_0}{\alpha_0} \left[ -\frac{\gamma_0}{\beta_0} \vec{o}_1 + \left( \frac{\alpha_0}{\beta_0} + \gamma_0 \right) \vec{o}_2 \right] + \left( \frac{\alpha_0}{\beta_0} + \gamma_0 \right) \vec{\theta} \cdot \vec{o}_3. \quad (A25)
\]
Since \(\phi_1, \phi_2, \phi_3\) are alligned along the same direction, therefore, linearized predator equation will be

\[
M_{pd} \frac{d^2\phi_3}{dt^2} + \frac{d\phi_3}{dt} + \frac{\delta_0\beta_0}{\alpha_0} \left[-\frac{\gamma_0}{\beta_0} \right] + \left(\frac{\alpha_0 + \gamma_0}{\beta_0}\right) \frac{2-\xi}{2} \phi_2 \\
+ \left[\left(\frac{\gamma_0}{\beta_0}\right) \frac{2-\xi}{2} - \left(\frac{\alpha_0 + \gamma_0}{\beta_0}\right) \frac{2-\xi}{2}\right] \phi_3 \tag{A25}
\]

Introducing a set of new variables \(\vec{u}_i = \frac{d\phi_i}{dt}\), where \(i = 1, 2, 3\). Finally, we get the Jacobian matrix as shown in (A26).

Eq. (A11) Eq. (A14) and Eq. (A25) can be written in matrix form as shown in Eq. (A26). The dynamics of the system could be predicated by analyzing the eigenvalues of the transition matrix \(M\). Numerically, the steady state structure has been observed at \(\delta_0 = 0.4, \beta_0 = 1.0, \gamma_0 = 0.2, \alpha_0 = 1.0, p = 3\) for smaller prey and predator masses. Hence, we put the similar parameters in the Jacobian matrix \(M\) and then investigate how the eigenvalues behave as we vary the prey and predator masses. Fig. 2(a) clearly demonstrates the evolution of eigenvalues as we change the \(M_{pd}\); one of the eigenvalues goes from positive to negative at \(M_{pd} = 3.0\) whereas other eigenvalues remain negative. Further, we have also investigated the eigenvalues for another mass of prey, \(M_{pr} = 0.1\), as depicted in Fig. 2(b) here also one of the eigenvalues show the transition from negative to positive values at a predator mass, \(M_{pd} = 2.3\). Thus, it is evident from the eigenvalue analysis that the stable ring becomes unstable at a particular predator mass, keeping the prey mass constant. Hence, we could infer that inertia of both prey and the predator have a profound effect on the prey-predator dynamics.

\[
M = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
-\frac{\delta_0\beta_0}{\alpha_0} (\gamma_0 + \alpha_0) & -\frac{\delta_0\beta_0}{\alpha_0M_{pr}} & -\frac{\delta_0\beta_0}{\alpha_0M_{pr}} \\
-\frac{\delta_0\beta_0}{\alpha_0M_{pr}} (1 + \frac{\alpha_0}{\gamma_0}) & -\frac{\delta_0\beta_0}{\alpha_0M_{pr}} & -\frac{\delta_0\beta_0}{\alpha_0M_{pr}} \\
-\frac{\delta_0\beta_0}{\alpha_0M_{pd}} (\frac{\gamma_0}{\beta_0}) \frac{2-\xi}{2} & -\frac{\delta_0\beta_0}{\alpha_0M_{pd}} (\frac{\alpha_0 + \gamma_0}{\beta_0}) \frac{2-\xi}{2} & -\frac{\delta_0\beta_0}{\alpha_0M_{pd}} (\frac{\gamma_0}{\beta_0}) \frac{2-\xi}{2} - \left(\frac{\alpha_0 + \gamma_0}{\beta_0}\right) \frac{2-\xi}{2}
\end{pmatrix} \tag{A26}
\]

---
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