AN APPROXIMATE CARRY ESTIMATING SIMULTANEOUS ADDER WITH RECTIFICATION
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Abstract

Approximate computing has in recent times found significant applications towards lowering power, area, and time requirements for arithmetic operations. Several works done in recent years have furthered approximate computing along these directions. In this work, we propose a new approximate adder that employs a carry prediction method. This allows parallel propagation of the carry allowing faster calculations. In addition to the basic adder design, we also propose a rectification logic which would enable higher accuracy for larger computations. Experimental results show that our adder produces results 91.2% faster than the conventional ripple-carry adder. In terms of accuracy, the addition of rectification logic to the basic design produces results that are more accurate than state-of-the-art adders like SARA [1] and BCSA [2] by 74%.
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1 Introduction

Approximate computing in recent years has garnered significant attention due to the massive data deluge and requirements for fault-tolerant real-time computing. Towards this, there have been several techniques that have been proposed which have shown that often an approximate result with provable error bounds are desirable rather than computing correct result from scratch which can take significantly higher time. With massive advancements in semiconductor technologies in recent years, digital circuits have also become more vulnerable to variations. These variations have made accurate results more difficult to be ensured [3].

Techniques employed for analyzing large data and employing machine learning methods often rely on approximations to quickly model the available data. For the design of semiconductor devices, such methods are often feasible in the sense
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that if the applications are in itself employing some level of approximation, then the results provided by hardware can also assist in approximation. This can potentially lead to much faster computations, simpler hardware, and additional power benefits.

Works done towards the implementation of approximations on hardware [1, 4] in recent years have proposed techniques that have shown that approximation shows acceptable results on the end applications. An approximation can be done on several levels and works focusing on both full systems approximation [5] and software level approximations [6] have been shown. Arithmetic circuits such as adders and multipliers form the basic building blocks in all such approximate systems. On hardware, techniques proposed towards achieving approximate results are mostly non-configurable which means that it is not possible to trade-off the approximated errors with the amount of extra logic that needs to be implemented. In this work, we propose a new solution for approximate additions via a simultaneous carry estimation technique (CESA). Additionally, we fine-tune our design to ensure that only a marginal amount of extra space is consumed on the die. Also, we propose a propagating error rectification logic (PERL) which would yield higher accuracy compared to the basic adder design (CESA) for larger computations. We name this modified design as CESA-PERL (Carry Estimating simultaneous Adder with Propagating Error Rectification Logic). An intuitive look at how adders work in hardware (like the popular Ripple-Carry adder) shows that the opportunity for any approximate result depends on how early a possible point of error could be detected. These are the potential points of good approximation as these carries that are generated after every pair of bits are added. So, a naive way to take care of the minimal error accumulation at the carries could be via sequential processing of the carries as and when they are generated. Although on close observation, we can understand that once the instruction for addition is invoked, the register gets results after a finite amount of delay. So, if we look at all the carries generated in parallel and ensure that the error is not accumulated beyond a certain threshold, then the result can be quickly generated and accurately estimated.

Our main motivation behind this work is achieving faster computations through approximate additions which incur a lower area overhead. Since accuracy is a function of the chip area, we exploit the fundamental intuition that errors cumulatively build across parallel addition blocks. If we can track this propagation, we can correct them trivially which will lead to much better accuracy. This is what we achieve through the design of our naive approximate adder called CESA which is further optimized through the rectification of the propagating errors through the CESA-PERL design (discussed in Section 3). We show that on the application’s end, we achieve speedup of around 2.83x over accurate adders, at an additional space requirement of 12.5%. When compared to other state-of-the-art approximate adders, we observe that our design outperforms existing designs that consume similar area overheads by 74% on an average (discussed in Section 4).

2 Developmental Ideas

In this section, we discuss the preliminary ideas behind our designs. The basic architecture of the proposed adder depicted in Figure 1 comprises of \( \frac{n}{k} \) k-bit summation blocks which generate the partial result in a non-blocking parallel manner. If two n-bit input operands are taken for approximate additions, then the proposed adder CESA-PERL will divide the input operands into \( \frac{n}{k} \) equal segments, called sub-inputs. The sub-inputs are then fed to a k-bit sub-adder which is part of the k-bit summation block. The k-bit summation block also contains the CEU (Carry Estimate Unit), PERL (Propagating Error Rectification Logic), and an SU (Selection Unit).
In Figure 1 the carry input of $i^{th}$ sub-adder is selected through $(i-1)^{th}$ SU which selects the output of CEU if it estimates the carry input correctly. Also, the output of PERL in case CEU generates an error in carry estimation. Since the carry input of the $i^{th}$ sub-adder is not generated through the actual carry chain mechanism but selected directly by SU, the results are approximate in nature. In our proposed adder, the estimated carry input of $i^{th}$ sub-adder is given by,

$$C_{out} = Sel^{(i-1)}.C_{ceu} + Sel^{(i-1)}.C_{perl}$$

In equation 1, $C_{out}$ beside being the carry input of the $i^{th}$ sub adder, it is also the carry output of the $(i-1)^{th}$ sub adder. Here, $Sel^{(i-1)}.C_{ceu}$ is the output signal of the select (CEU) unit and $Sel^{(i-1)}.C_{perl}$ is the output signal of the select unit (PERL). Also, $Sel^{(i-1)}$ is the $(i-1)^{th}$ Selection Unit (SU) whose logic is given by,

$$Sel^{(i-1)} = (A_{k-1}^{i-1} \oplus B_{k-1}^{i-1}),(A_{k-2}^{i-1} \oplus B_{k-2}^{i-1})$$

subsequently $C_{ceu}, C_{perl}$ are respectively given by,

$$C_{ceu} = A_{k-1}^{i-1}B_{k-1}^{i-1} + A_{k-2}^{i-1}B_{k-2}^{i-1}(A_{k-1}^{i-1} + B_{k-1}^{i-1})$$

$$C_{perl} = A_{k-3}^{i-1}B_{k-3}^{i-1} + A_{k-4}^{i-1}B_{k-4}^{i-1}(A_{k-3}^{i-1} + B_{k-3}^{i-1})$$

Here in equations 2,3 and 4, $A_{k-1}^{i-1}$ and $B_{k-1}^{i-1}$ can be interpreted as $(k-1)^{th}$ input bits of $(i-1)^{th}$ sub-adder. The other terms used in these equations can also be interpreted in a similar manner.

### 2.1 CESA

Carry Estimating Simultaneous Adder (CESA) contains various sub adders which compute individual block sum in parallel. The Carry Estimate Unit (CEU) generates the carry input for the summation block based on the two most significant bits of the summation block previous to it. Since four input bits are involved namely $A_{k-1}^{i-1}, B_{k-1}^{i-1}, A_{k-2}^{i-1}$ and $B_{k-2}^{i-1}$, so total $2^4 = 16$ permutations arise. The idea behind carry estimation by CEU is as follows:

- If both $A_{k-1}^{i-1}$ and $B_{k-1}^{i-1}$ are $(0,0)$ respectively, then the carry input for the $i^{th}$ block would also be $0$ irrespective of previous carry-ins. This will account for four binary combinations. Since $A_{k-1}^{i-1}$ and $B_{k-1}^{i-1}$ can still vary over 0 and 1.
- If both $A_{k-1}^{i-1}$ and $B_{k-1}^{i-1}$ are $(1,1)$ then the carry input for the $i^{th}$ block would also be 1 irrespective of previous carry-ins. This also includes four binary combinations.
- If $A_{k-1}^{i-1}$ and $B_{k-1}^{i-1}$ are $(1,0)$ or $(0,1)$, then the carry input for the $i^{th}$ block would depend on the previous bits. If the previous bits $A_{k-2}^{i-1}$ and $B_{k-2}^{i-1}$ are $(0,0)$, then carry input would be 0 and if previous bits $A_{k-2}^{i-1}$ and $B_{k-2}^{i-1}$ are $(1,1)$ then it would be 1.
- For the remaining cases, to accurately determine carry input, a further backward input bit traversal would be required. So in all four remaining cases, carry input is approximated as 0 without any backward traversal. This approximation leads to tolerable error as the actual carry input may not be 0.

Let $C_{radd}$ be the accurate carry input for $i^{th}$ sub-adder which would have been generated through the carry chain mechanism in a traditional ripple carry adder, then based on the above-mentioned cases, the carry input is always accurate in 12 out of 16 cases. So, the probability of correct carry bit estimation is,

$$P(C_{ceu} = C_{radd}) = 12/16 = 3/4$$

Clearly, the error occurs only when carry estimation is false. So by making the use of equation 5 the probability that the result generated by CESA is always error-prone is:

$$P(C_{ceu} \neq C_{radd}) = 1 - P(C_{ceu} = C_{radd}) = 1/4$$

### 2.2 CESA-PERL

Now in equation 6 the probability of getting error-prone results that comes out to be 1/4 can be interpreted as to be the worst case error rate of 25%.provided the number of summation blocks are minimum.

Since the worst case error rate is quite high, so in order to rectify the error, we propose an auxiliary rectification unit known as PERL. When both input bits, $A_{k-1}^{i-1}$ and $B_{k-1}^{i-1}$ are $(1,0)$ or $(0,1)$ respectively and the CEU is unable to
determine the carry input accurately, then instead of selecting 0 as the approximate carry input, the output signal of PERL is selected which significantly lowers error-rates.

Now the error will only occur if both units, namely CEU and PERL simultaneously fail in accurate determination of carry input. So the probability that the result generated by the adder is always error-prone is:

\[
P(C_{out} \neq C_{radd}) = P(C_{ceu} \neq C_{radd}) \times P(C_{perl} \neq C_{radd}) = 1/16
\] 

It is clear from equation 7 that the chances of getting error-prone results decrease significantly after the addition of PERL. Although adding PERL introduces some additional area overheads, the benefits that it provides towards accuracy clearly outweigh the nominal area overheads.

3 Design and Implementation

In this section, we briefly discuss the solution mechanism along with the hardware level designs that are proposed.

3.1 Hardware Design

Our proposed adder is designed with the sole motivation of providing higher accuracy at the cost of lower on-chip area and minimal power consumption. The basic design is based on the divide and conquer technique in which we divide the \( n \) bit input operand into \( n/k \) equal segments called sub inputs. The sub inputs are then fed to sub adders which are the part of summation blocks. The summation blocks of size \( k \) can be evaluated in a parallel manner to calculate their individual sum. Since all summation blocks are independent of each other, they will produce results at the same instant after a certain delay. Meanwhile, just before the beginning of computations, the carry input of these blocks is selected through SU. As discussed in section 2, SU selects the output of either CEU or PERL based on various cases. CEU, PERL and SU generate results in a non-blocking manner so that it can be done concurrently with the sum calculation. This eliminates the added latency in the generation of carry input, hence producing the result in much lesser time.

**Algorithm 1**: SummationBlock( \( A^{i-1}_{[k-1:0]}, B^{i-1}_{[k-1:0]}, C_{in} \) )

1: Initialize: sum[n]
2: \( C_{ceu} = \text{CEU}( A^{i-1}_{[k-1]}, B^{i-1}_{[k-1]}, A^{i-1}_{[k-2]}, B^{i-1}_{[k-2]} ) \)
3: \( C_{perl} = \text{PERL}( A^{i-1}_{[k-3]}, B^{i-1}_{[k-3]}, A^{i-1}_{[k-4]}, B^{i-1}_{[k-4]} ) \)
4: \( Sel = SU( A^{i-1}_{[k-1]}, B^{i-1}_{[k-1]}, A^{i-1}_{[k-2]}, B^{i-1}_{[k-2]} ) \)
5: \( C_{out} = Sel \cdot C_{ceu} + Sel \cdot C_{perl} \)
6: for \( j \leftarrow 0 \) to \( k \) in parallel do
7: \( \text{sum}[j] = A^{i-1}_{[j]} \oplus B^{i-1}_{[j]} \oplus C_{in} \)
8: \( C_{in} = ( A^{i-1}_{[j]} \cdot B^{i-1}_{[j]} ) + ( ( A^{i-1}_{[j]} \oplus B^{i-1}_{[j]} ) \cdot C_{in} ) \)
9: end for
10: return (sum, \( C_{out} \))
first block is initialized as zero while the other summation blocks take the carry-out of the previous block as their carry input. In this way, all the blocks are evaluated in a parallel manner and each block follows Algorithm 1 for generating results. Now we will briefly discuss various components of the summation block.

3.1.1 Carry Estimate Unit (CEU)

This unit estimates the carry input of the next block based on the two most significant bits of the previous block. It produces the output after two gate-level delays which are faster than the delay provided by a single full adder. Equation 3 describes the logic behind it.

3.1.2 Propagating Error Rectification Logic (PERL)

The hardware design of PERL is exactly the same as that of CEU but a different set of input are fed to PERL. In case CEU wrongly estimates the carry input using two most significant bits of the block then the other two most significant bits adjacent to previous ones are fed to PERL. As discussed in equation 7, the chances of estimating the carry input incorrectly decreases after the inclusion of PERL in hardware design. In this way, PERL rectifies the propagating error due to false carry estimation.

3.1.3 Selection Unit (SU)

The SU selects the output signal of CEU in case it estimates the carry input correctly and the output signal of PERL if the carry estimated through CEU was false and required rectification. Equation 2 showcases the logic of SU which is obtained through boolean simplification. It also generates the result after two gate-level delays ensuring in a faster selection of available carry input. Figure 1 shows the three cascaded summation blocks of our proposed adder design. The logic for all individual units of summation block are generated through Boolean simplifications and thus the circuit for each unit is made as per logic expressions.

In our proposed adder CESA-PERL, the minimum block size is 4 because a minimum of at least 4 input bits are required to estimate the carry bit with error rectification via PERL. However, if the propagating error is ignored and PERL is not included in hardware design (as in case of CESA) then the minimum block size can be reduced to 2 as carry estimate unit requires only 2 input bits of the summation block in order to generate the carry input for next block.

Figures 2(a), 2(b) and 2(c) depict the error results. CESA-PERL shows the least error rate when the block size is lowest. Since the minimum block size can be four, the least error rate occurs when the input operands are divided into $n/4$ blocks.

3.2 Compiler and ISA Extension

In order to facilitate the use of our proposed adder from software perspective, we propose two additional assembly level instructions, namely \textit{adx} and \textit{adx} on existing ISAs. \textit{adx}, or \textit{approximately add}, approximately adds two numbers $r1$ and $r2$ explicitly on the CESA/CSA-PERL circuit. \textit{adx} will function same as \textit{adx} but will include immediate as an operand.

4 Evaluation of the adder

In this section, we evaluate CESA and CESA-PERL using standard metrics to measure error and the gains obtained in power and delay.

4.1 Accuracy Analysis

CESA and CESA-PERL are compared to various other state-of-the-art approximate adders and all of them are evaluated based on standard error metrics. Error analysis was done using GNU Octave for $10^6$ random cases and averages taken over a dozen runs. The comprehensive results are shown in Figure 2. Error metrics such as ER (Error Rate) [7], MED (Mean Error Distance) [7], MRED (Mean Relative Error Distance) [7] are used to compare our designs with SARA [1], RAP-CLA [8], BCSA and BCSA with ERU (Error Reduction Unit) [2].

For 8-bit numbers, CESA was found to be giving accurate results 85.94% times whereas RAP-CLA was found to be giving accurate results 91.1% times since RAP-CLA is extensively based on the carry-lookahead adder (shown in Figure 2(a)). This is however at an area cost that is significantly higher than our solution as discussed in Section 4.2.2. SARA and BCSA give accurate results 82.25% and 83.5% respectively which is lesser than CESA but BCSA with ERU
produces results 90.55% times accurately. The good output of BCSA with ERU can be credited to the error reduction unit at the cost of an area overhead. For 16-bit numbers, CESA was found to be giving accurate results 70.1% times whereas RAP-CLA gave accurate results 85% times, SARA, BCSA, and BCSA with ERU gave accurate results 68.4%, 70.6% and 82.2% times respectively. For 32-bit numbers too, CESA was found to be better than SARA and BCSA in terms of accuracy by 42.5%.

For CESA-PERL, we find that error rates significantly drop as shown in Figure 2(a). The drop in error rates can be attributed to the use of PERL which is however at a minimal area overhead. On average we see that CESA-PERL is better than SARA and BCSA by 74%.  

4.2 Hardware Evaluation 

We compare our adder CESA and CESA-PERL with SARA [1], RAP-CLA [8], BCSA and BCSA with ERU [2] using Synopsys Design Compiler (DC) with The NanGate Open Cell Library (45nm technology node) on global operating voltage 1.1 V. All the adders were described using Verilog HDL. We add 8, 16 and 32-bit numbers for various block sizes thereby configuring accuracy.

4.2.1 Delay: 

For an 8-bit design, CESA shows faster output generation than SARA (by 2.99%), BCSA (by 17.29%) and BCSA with ERU (by 25.8%). Similarly, for 16-bit and 32-bit designs, we find that CESA yields result faster as shown in Figure 3(c). Higher delay of CESA compared to RAP-CLA can be attributed to the use of the carry-lookahead adder concept presented in it. On average we see that CESA’s delay is 14.57% lower than that of SARA, BCSA, and BCSA with ERU combined. Due to the additional logic of rectification in CESA-PERL, we find that on average SARA and RAP-CLA outperform CESA-PERL by 26.4%. Whereas when comparing with BCSA and BCSA with ERU, the delay statistics of CESA-PERL is better than them by 9.98% across all configurations as shown in Figure 3(c).

4.2.2 Area: 

Investigating the statistics of area (shown in Figure 3(a)), we see that for 8-bit additions CESA takes 10.51% lesser area compared to SARA, RAP-CLA, BCSA and BCSA with ERU. More area of CESA compared to SARA is due to the use of additional circuitry for parallel carry estimation. Even though SARA also does a parallel estimation, our implementation looks at the vicinity of MSBs for carry estimation whereas SARA simply looks at the MSB. Coming to 16-bit architecture, we see that CESA takes less area than RAP-CLA (by 24.83%), SARA (by 3.63%), BCSA (by 20.64%) and BCSA with ERU (by 27.43%). Similarly, lesser area of CESA can be observed for the 32-bit design as well. On average, we see that the area overhead of SARA is actually more than CESA given the advantages that CESA gets when the carry estimation happens over longer distances. In CESA-PERL, the rectification logic (PERL) adds on to the area of the CESA. Even after the addition of PERL to CESA, area of CESA-PERL comes out to be 10.3% lesser than that of RAP-CLA, BCSA and BCSA with ERU on an average.

4.2.3 Power: 

Power comparison in $\mu$W is shown in Figure 3(b). In the case of 8-bit designs, we see that CESA takes 9.49% less power than RAP-CLA, 1.90% more power than SARA, 10.56%, 19.44% less power than BCSA and BCSA with ERU respectively. More power is consumed with respect to SARA in 8-bit design, given the parameter of larger area in CESA. For 16-bit additions, we find that CESA takes 17.33% lesser power on an average compared to the other
adders. Finally, for 32-bit designs, we see that CESA takes 20.23% less power on an average than RAP-CLA, SARA, BCSA, and BCSA with ERU combined. The lesser power that is consumed by CESA overall is due to the lesser amount of extra logic that is used by CESA for implementing the approximate adder in comparison to the others. We see that on average it takes 12.54% less power in CESA-PERL than RAP-CLA, BCSA, and BCSA with ERU as shown in Figure 3(b). Though CESA-PERL takes higher power than SARA, it is worth noting that the accuracy of SARA stands nowhere near to that of CESA-PERL.

4.3 Systems Level Simulations

We have selected 7 integer SPEC CPU2006 benchmarks namely bzip2, sjeng, astar, libquantum, mcf, hmmer and omnetpp to evaluate speedup of our proposed approximate adder on end applications. We have used the delay values obtained using Synopsys Design Compiler for all 32 bit configurations. Using the same, we have modified the addition parameters in GEM5 to measure the runtime of end applications. This experiment is geared only towards the measurement of speedup obtained at the application end and not the program’s correctness. Simulation was done for 1 billion instructions. We have simulated the benchmarks on GEM5 [9] using a system with 4 out-of-order CPU cores with frequency 2 GHz each and a DRAM size of 4 GB. The system had three levels of cache (L1, L2, L3) of sizes 64 KB, 512 KB and 4 MB respectively.

5 Applications Evaluation

In this section we briefly evaluate the performance of some applications that can potentially benefit from CESA and CESA-PERL.

5.1 Image Processing: Gaussian smoothing

![Gaussian image smoothing](image)

Figure 4: Gaussian image smoothing (a) Original image, (b) Original image with noise, (c) RAP-CLA, PSNR=29.366dB & SSIM=0.7814 (d) SARA, PSNR=26.79dB & SSIM=0.787 (e) BCSA, PSNR=33.9dB & SSIM=0.9142 (f) BCSA with ERU, PSNR=37.837dB & SSIM=0.9482 (g) CESA, PSNR=32.032dB & SSIM=0.9007 (h) CESA-PERL, PSNR=36.097dB & SSIM=0.9302

In this section, we study the application of Gaussian smoothing using CESA and CESA-PERL and compare them to other state-of-the-art approximate adders as shown in Figure 4. For this purpose, we take a 256x256 grayscale image of Lena and apply Gaussian smoothing to it. We take a 5 × 5 filter and apply it to a noisy image of Lena. The original filter has fractional numbers, but for our application using CESA/CESA-PERL, we need fixed-point numbers, hence we round them. The addition operation in convolution is approximated and the rest of the arithmetic operations are unchanged.

We compare our adder’s accuracy with that of other state-of-the-art approximate adders based on the metrics Peak Signal to Noise Ratio (PSNR) and Structural Similarity (SSIM) index for 32-bit approximate adders with a block size of 8. The PSNRs and SSIMs of all approximate adders are compared with respect to accurate addition in Gaussian smoothing. The results indicate that CESA has a PSNR of 32.032dB and an SSIM of 0.9007 which is 12.3% better than that of RAP-CLA and SARA combined. This gain can be attributed to the use of parallel carry estimation done by CESA. The PSNR and SSIM values of BCSA and BCSA with ERU are however better than CESA by 10.4% and 3.25% respectively because in BCSA and in BCSA with ERU, an Error Reduction Unit is present which inherently provides better results than our technique with a significant area overhead. Coming to CESA-PERL, Figure 4 shows that it outperforms all other approximate adders except BCSA with ERU. But compared to PERL, ERU consumes higher on-chip area and produces more accurate results at the expense of latency.
5.2 K-Means Clustering

![Figure 5: K-Means (a) CESA-PERL K-Means with (32,8) and (32,16) (b) CESA-PERL K-Means with (32,4). Incorrectly clustered data point is highlighted in black box.](image)

We have evaluated CESA-PERL on K-Means Clustering Algorithm. We have considered a simple dataset containing 150 data points with 3 clusters. For bit size and block size configurations of (32, 8) and (32, 16), our adder performs accurate clustering on the given dataset (Figure 5 (a)). However, for CESA-PERL configured with bit size of 32 and block size of 4, our results differ from the accurate result by 0.66 (Figure 5 (b)). Evaluating CESA on K-Means show similar results with the same incorrect clustering accuracy.

5.3 Analysis on SPEC CPU2006 Benchmarks

Towards the measurement of performance improvement, we have used GEM5 statistics for 7 SPEC CPU2006 benchmarks, as mentioned in Section 4.3. Our proposed adders, CESA and CESA-PERL, were used to find the speedup obtained for a program’s addition operations, compared to a baseline case of a conventional system with a ripple carry adder. The speedup obtained using CESA-PERL for bit size, block size configurations of (32, 4); (32, 8) and (32, 16) were 2.57x, 2.03x, and 1.50x respectively, compared to the baseline case. CESA-PERL cannot be used in (32,2) configuration due to the minimum bits requirement as mentioned in Section 3.1.3. So, we have used CESA adder to obtain the results for the (32, 2) configuration. The speedup obtained was 2.83x.

6 Related Works

Approximate adders, in general, are developed for catering to compute-intensive applications that require fast computations. An approximate extension to carry-lookahead adder was proposed through RAP-CLA [8] which reduced the area of the actual carry-lookahead adder. RAP-CLA, however, suffers delay that is higher than CLA and produces results that are on an average 63.7% more error-prone than an accurate adder.

The approximate binary adders [11, 12] split the input operands into two segments. Here, the LSBs are approximately computed and MSBs are accurately computed, thus producing the result in lesser time. Few other types of approximate adders are based on carry-selection [13, 14, 15]. In these adders, every block computes sum assuming carry input equals 0 and 1 similar to conventional carry select ADDer and one of them is selected based on predicted carry rather than accurate carry. The approximate adders RAP-CLA [8] and SARA [11] speculate carry and compute correct carry, thus leading to a costlier design than an accurate adder. In some other approximate adders, the input operands are divided into various segments. In [16, 2], the sum of each segment is computed independently with blocks being computed with either accurate or approximate methods.

It is worth noting that [11, 8] employ multiplexers in their design which leads to higher consumption of on-chip area. Hence we investigate two designs, CESA and CESA-PERL. CESA doesn’t require multiplexing but has lower accuracy for larger computations whereas CESA-PERL with the addition of multiplexers provides higher accuracy for both small and large computations. Our solution for the fundamental adder architecture (CESA) differs from the existing solutions from the point that we do not use any multiplexer in it leading to lower requirement of space with better accuracy. This design while providing good results on smaller block sizes generates some error on larger computations. To counter that, we also propose a rectification logic (PERL) which would negate the effect of propagating error to a great extent at the cost of an additional area overhead. In this case, we make use of one multiplexer per block for CESA-PERL to select the carry input.
7 Conclusion and Future Work

In this paper, we propose an approximate carry estimating simultaneous adder called CESA. It is based on a nearly accurate carry estimation of carry-out using a carry estimator circuit. It has significantly lower power consumption, delay and area overhead than other state-of-the-art approximate adders. Moreover, we also propose a rectification logic PERL which yields more accurate results for larger computations. In the near future, we plan on extending this work to incorporate hardware support for the addition of signed integers alongside floating point numbers and implement a subsequent compiler design to use the same.
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