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Abstract. We let \( S = \mathbb{C}[x_{i,j}] \) denote the ring of polynomial functions on the space of \( m \times n \) matrices, and consider the action of the group \( \text{GL} = \text{GL}_m \times \text{GL}_n \) via row and column operations on the matrix entries. For a \( \text{GL} \)-invariant ideal \( I \subseteq S \) we show that the linear strands of its minimal free resolution translate via the BGG correspondence to modules over the general linear Lie superalgebra \( \mathfrak{gl}(m|n) \). When \( I = I_\lambda \) is the ideal generated by the \( \text{GL} \)-orbit of a highest weight vector of weight \( \lambda \), we give a conjectural description of the classes of these \( \mathfrak{gl}(m|n) \)-modules in the Grothendieck group, and prove that our prediction is correct for the first strand of the minimal free resolution.

1. Introduction

We consider the vector space \( \mathbb{C}^{m \times n} \) of \( m \times n \) complex matrices \( (m \geq n) \) and let \( S = \mathbb{C}[x_{i,j}] \) denote its coordinate ring. The group \( \text{GL} = \text{GL}_m(\mathbb{C}) \times \text{GL}_n(\mathbb{C}) \) acts on \( \mathbb{C}^{m \times n} \) via row and column operations, making \( S \) into a \( \text{GL} \)-representation whose decomposition into irreducible representations is governed by Cauchy’s formula: if we write \( N_n \text{dom} \) for the set of partitions with at most \( n \) parts (i.e. dominant weights in \( \mathbb{Z}^n \) with non-negative entries) and write \( S_\lambda \) for the Schur functor associated to a partition \( \lambda \) then we have using \( \text{[Wey03, Corollary 2.3.3]} \) that
\[
S = \bigoplus_{\lambda \in N_n \text{dom}} S_\lambda \mathbb{C}^m \otimes S_\lambda \mathbb{C}^n. \tag{1.1}
\]

When \( I \subseteq S \) is a \( \text{GL} \)-invariant ideal, the syzygy modules \( \text{Tor}_i^S(I, \mathbb{C}) \) are naturally representations of \( \text{GL} \), but their explicit description is known only in special cases \( \text{[Las78, ABW81, PWS85, RW17]} \). By contrast, \( \text{Ext}_S^k(I, S) \) can be described for every \( \text{GL} \)-invariant ideal \( I \subseteq S \) as explained in \( \text{[Ra18]} \). A special class of \( \text{GL} \)-invariant ideals consists of the ones generated by a single summand \( S_\lambda \mathbb{C}^m \otimes S_\lambda \mathbb{C}^n \) in (1.1), and are denoted by \( I_\lambda \); one can think of them as principal \( \text{GL} \)-invariant ideals, in the sense that they are generated by the \( \text{GL} \)-orbit of a single highest weight vector. The goal of this article is to propose a conjectural description of \( \text{Tor}_i^S(I_\lambda, \mathbb{C}) \) for an arbitrary partition \( \lambda \), and to give supporting evidence for our conjecture.

To formulate our conjecture we re-express the problem of computing syzygies into one about modules over the exterior algebra via the BGG correspondence (described in Section 2.3). We then relate this to the representation theory of the general linear Lie superalgebra \( \mathfrak{gl}(m|n) \) (discussed in Section 2.4), and prove the following (see Theorem 3.1 for a more precise statement).

Theorem. The linear strands of the minimal free resolution of a \( \text{GL} \)-invariant ideal translate via the BGG correspondence to finite length \( \mathfrak{gl}(m|n) \)-modules.

For the ideals of minors of the generic matrix this follows from \( \text{[PWS85]} \), and was given an alternative proof in \( \text{[Sam14]} \) who also treats the case of symmetric and skew-symmetric matrices. For principal \( \text{GL} \)-invariant
ideals $I_\lambda$ where $\lambda$ is a rectangular partition, the theorem is implicit in [RW17]. Equipped with this structural result, we analyze the situation of the ideals $I_\lambda$ for a general $\lambda$. In Conjecture 4.1 we propose an explicit formula for the class in the Grothendieck group of $\mathfrak{gl}(m|n)$-representations of the modules encoding the linear strands of the minimal resolution of $I_\lambda$. Our description uses the combinatorics of Dyck paths, and consists of a modification of the combinatorial rules describing type A parabolic Kazhdan–Lusztig polynomials. Using the explicit description of the submodule lattice of Kac modules from [SZ12], we verify in Theorem 5.1 that our conjecture correctly predicts the first linear strand of the minimal resolution of any $I_\lambda$.

The article is organized as follows. In Section 2 we give some background on the combinatorics of partitions and Dyck paths, discuss some basic aspects of the representation theory of general linear Lie algebras and superalgebras, and recall the statement of the BGG correspondence. In Section 3 we prove that the linear strands of GL-equivariant $S$-modules that admit a decomposition analogous to (1.1) have the structure of $\mathfrak{gl}(m|n)$-modules. In Section 4 we present a conjectural description of the syzygies of the ideals $I_\lambda$, and in Section 5 we offer some supporting evidence for our conjecture.

2. Preliminaries

2.1. Partitions and Dyck paths. We write $\mathbb{N}^n_{\text{dom}}$ for the set of partitions with at most $n$ parts (or dominant weights with non-negative integer entries). An element $\lambda \in \mathbb{N}^n_{\text{dom}}$ is an $n$-tuple $\lambda = (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \geq 0)$. We often omit trailing zeros, for instance when we write $(4, 2, 2, 1)$ for the partition $(4, 2, 2, 1, 0, 0) \in \mathbb{N}^7_{\text{dom}}$. We will always identify a partition with its associated Young diagram as follows. Consider the 2-dimensional grid induced by the inclusion of $\mathbb{Z}^2 \subset \mathbb{R}^2$, and index each box in the grid by the coordinates $(x, y)$ of its upper right corner. We identify every partition $\lambda \in \mathbb{N}^n_{\text{dom}}$ with the collection of boxes

$$\lambda = \{(i, j) : 1 \leq i \leq n, 1 \leq j \leq \lambda_i\}. \quad (2.1)$$

A corner of the partition $\lambda$ is a box $(\lambda_p, p)$ where $\lambda_p > \lambda_{p+1}$. For example, the partition $\lambda = (4, 2, 2, 1)$ has corners $(4, 1)$, $(2, 3)$ and $(1, 4)$ and is pictured as follows:

```
  +---+---+---+---+
  |   |   |   |   |
  +---+---+---+---+
  |   |   |   |   |
  +---+---+---+---+
  |   |   |   |   |
  +---+---+---+---+
```

For partitions with repeated entries, we abbreviate a block consisting of $a$ parts of size $b$ as $(b^a)$: as an example, we write $(3, 3, 2, 2, 2, 1) = (3^2, 2^4, 1)$. We will also sometimes write $a \times b$ for the partition $(b^a)$, whose associated Young diagram is a rectangle with side lengths $a$ and $b$.

A path $P$ is a collection of boxes

$$P = \{(x_1, y_1), (x_2, y_2), \cdots, (x_k, y_k)\} \quad (2.2)$$

satisfying the condition that for each $i = 1, \cdots, k - 1$ we have that either

$$(x_{i+1}, y_{i+1}) = (x_i + 1, y_i) \text{ or } (x_{i+1}, y_{i+1}) = (x_i, y_i - 1). \quad (2.3)$$

The length of the path $P$ is the number of boxes it contains, namely $k$, and is denoted by $|P|$. A corner of $P$ is a box $(x_i, y_i)$ with $1 < i < k$ and $x_{i+1} - x_i = 1 = y_{i+1} - y_i$. It is an inner corner if $x_{i-1} = x_i$, and an outer corner if $y_{i-1} = y_i$. We say that the path $P$ is a Dyck path of level $d$ if in addition it satisfies

- $x_1 + y_1 = x_k + y_k = d$. 

• \(x_i + y_i \geq d\) for every \(i = 1, \cdots, k\).

Note that the conditions \(x_1 + y_1 = x_k + y_k\) and (2.3) force \(k\) to be odd, so the length of a Dyck path is always odd. We illustrate a path \(P\) by drawing a broken line segment joining the centers of the squares it contains:

A Dyck path of length 7, with one inner and two outer corners

A non-Dyck path of length 11, with two inner and three outer corners

An augmented Dyck path is a pair \(\tilde{P} = (P, B)\) where \(P\) is a Dyck path and \(B\) is a set of boxes, called the bullets in \(\tilde{P}\), which can be partitioned as \(B = B_{\text{head}} \sqcup B_{\text{tail}}\), where (if \(P\) is as in (2.2) then)

\[
\begin{align*}
B_{\text{head}} &= \{(x_1 - u, y_1), (x_1 - u + 1, y_1), \cdots, (x_1 - 1, y_1)\} \text{ for some } u \geq 0, \text{ and} \\
B_{\text{tail}} &= \{(x_k, y_k - 1), (x_k, y_k - 2), \cdots, (x_k, y_k - v)\} \text{ for some } v \geq 0.
\end{align*}
\]

The length of \(\tilde{P}\) is \(|\tilde{P}| = |P| + u + v\), and may be an even number! To illustrate the augmented Dyck path \(\tilde{P}\) we draw \(P\) as before, and draw small disks in the center of each of the additional \(u + v\) boxes from \(B\):

An augmented Dyck path of length 10

An (augmented) Dyck pattern is a collection \(\mathbb{D} = (D_1, D_2, \cdots, D_r; \mathbb{B})\) where

• each \(D_i\) is a Dyck path and \(\mathbb{B}\) is a finite set of boxes;
• the sets \(D_1, D_2, \cdots, D_r\) and \(\mathbb{B}\) are pairwise disjoint;
• \(\mathbb{B}\) can be expressed as a union

\[
\mathbb{B} = B_1 \cup B_2 \cup \cdots \cup B_r \tag{2.5}
\]

in such a way that \((D_i, B_i)\) is an augmented Dyck path for every \(i = 1, \cdots, r\).

Notice that we are not requiring the sets \(B_i\) in (2.5) to be disjoint, and in particular we are not asking for the expression (2.5) to be unique. We write \(\mathbb{D} = (D_1, \cdots, D_r)\) when \(\mathbb{B} = \emptyset\). We define the support of \(\mathbb{D}\) by

\[
\text{supp}(\mathbb{D}) = D_1 \cup D_2 \cup \cdots \cup D_r \cup \mathbb{B}. \tag{2.6}
\]
If $\lambda$ is a partition and $D$ is a Dyck pattern with $\text{supp}(D)$ disjoint from $\lambda$ (when we think of $\lambda$ as in (2.1)) then we let
\[
\lambda(D) = \lambda \cup \text{supp}(D).
\] (2.7)

We say that the Dyck pattern $D$ is $\lambda$-admissible if the following conditions are satisfied:

1. $\lambda$ is disjoint from $\text{supp}(D)$;
2. $\lambda(D)$ is (the set of boxes corresponding via (2.1) to) a partition;
3. For every $i \neq j$, if there exists a box $(x', y') \in D_j$ which is located directly N, E, or NE from a box $(x, y) \in D_i$ (i.e. if $(x', y')$ is one of $(x, y+1)$, $(x+1, y)$, resp. $(x+1, y+1)$), then every box located directly N, E, or NE from a box of $D_i$ must belong to $D_i$ or $D_j$.
4. There is no bullet in $\mathbb{B}$ which is located directly N, E, or NE from a box in any $D_i$.

We note that condition (3) above corresponds to Rule II in [SZ12, Section 3.1]. Below are four examples of $\lambda$-admissible Dyck patterns for $\lambda = (4, 2, 2, 1)$ and three examples of Dyck patterns that are not $\lambda$-admissible.

For a fixed $\lambda$, a $\lambda$-admissible Dyck pattern is determined by the Dyck paths that it contains, that is the position of the bullets is determined by $\lambda$ and the Dyck paths. Since $\lambda(D) = \lambda \sqcup D_1 \sqcup \cdots \sqcup D_r \sqcup \mathbb{B}$ this amounts to the fact that $\lambda$ together with the Dyck paths in $D$ determine $\lambda(D)$, which we prove next.

**Lemma 2.1.** Let $D = (D_1, \ldots, D_r; \mathbb{B})$ be a $\lambda$-admissible Dyck pattern and let $x, y \geq 1$ be positive integers. The following statements are equivalent:

1. $(x, y) \in \lambda(D)$.
2. $(x, y) \in \lambda$ or there exists an index $1 \leq i \leq r$ and a box $(x', y') \in D_i$ satisfying $x' \geq x$ and $y' \geq y$.

**Proof.** “$(1) \Rightarrow (2)$”: Suppose that $(x, y) \in \lambda(D) \setminus \lambda$. If $(x, y) \in D_i$ for some $i$ then we can take $(x', y') = (x, y)$ to get (2). If $(x, y) \in \mathbb{B}$ then using notation (2.5) we have $(x, y) \in B_i$ for some $i$, i.e. $(x, y)$ is a bullet in the augmented Dyck path $(D_i, B_i)$. Letting $(P, B) = (D_i, B_i)$ and using notation (2.4) we get that either $(x, y) \in B_{\text{head}}$ in which case we take $(x', y') = (x_1, y_1)$, or $(x, y) \in B_{\text{tail}}$ when we take $(x', y') = (x_k, y_k)$.

“$(2) \Rightarrow (1)$”: Since $\lambda(D)$ is a partition, it follows that if $(x', y') \in \lambda(D)$ and $1 \leq x \leq x'$, $1 \leq y \leq y'$, then $(x, y) \in \lambda(D)$. Since $\lambda \subseteq \lambda(D)$ and $D_i \subseteq \lambda(D)$, the conclusion follows. \qed
We make the convention that
\[ E = |D_1| + |D_2| + \cdots + |D_r| \]
and the bullet size of \( D \) to be
\[ b(D) = |B|. \]
The (total) size of \( D \) is \( |D| = d(D) + b(D) \), so that \( |\lambda(D)| = |\lambda| + |D| \) for every \( \lambda \)-admissible Dyck pattern \( D \).

### 2.2. The general linear Lie algebra.
Let \( U \) be a finite dimensional complex vector space with \( \dim(U) = r \), and let \( \mathfrak{gl}(U) \) the Lie algebra of endomorphisms of \( U \), with the usual Lie bracket \([x, y] = xy - yx\). We write \( \mathbb{Z}^n_{\text{dom}} \) for the set of dominant weights \( \lambda \in \mathbb{Z}^n \) with \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \), and write \( S_\lambda \) for the Schur functor associated to \( \lambda \). We write \( U^\vee = \text{Hom}_\mathbb{C}(U, \mathbb{C}) \) for the dual vector space, and \( \lambda^\vee = (-\lambda_n, -\lambda_{n-1}, \cdots, -\lambda_1) \), so that we have a natural isomorphism
\[ S_\lambda U^\vee \simeq S_{\lambda^\vee} U. \] (2.8)

Our convention for Schur functors is so that if \( \lambda = (d, 0^{n-1}) = (d) \) for \( d \geq 0 \) then \( S_\lambda U = \text{Sym}^d U \), and if \( \lambda = (1^k) \) then \( S_{\lambda} U = \bigwedge^k U \).

There is a natural isomorphism of Lie algebras \( \mathfrak{gl}(U) \simeq \mathfrak{gl}(U^\vee) \) given by \( \phi \mapsto -\phi^\vee \). A choice of basis on \( U \) determines a maximal torus \( t \) of diagonal matrices inside \( \mathfrak{gl}(U) \), and a dual basis of \( U^\vee \) with a corresponding maximal torus \( t^\vee \) inside \( \mathfrak{gl}(U^\vee) \). Because the natural identification \( \mathfrak{gl}(U) \simeq \mathfrak{gl}(U^\vee) \) sends \( \phi \mapsto -\phi^\vee \), positive weights with respect to \( t \) will correspond to negative weights with respect to \( t^\vee \) and vice-versa (the equation (2.8) is an instance of this phenomenon). Based on this observation, we will choose our conventions so that we are only required to work with partitions (non-negative dominant weights) \( \lambda \in \mathbb{N}^n_{\text{dom}} \) in the rest of the article, allowing us to take advantage of the pictorial representation described in the previous section.

### 2.3. The BGG correspondence.
Throughout this article we let \( V_0, V_1 \) be complex vector spaces with \( \dim(V_0) = m \), \( \dim(V_1) = n \), and assume that \( m \geq n \). We write \( W_i = V_i^\vee \) for their vector space duals, and let \( V = V_0 \otimes V_1 \) and \( W = W_0 \otimes W_1 = V^\vee \). We consider the polynomial ring \( S = \text{Sym}(V) \) and the exterior algebra \( E = \bigwedge W \). Choosing dual bases on the spaces \( V_i \) and \( W_i \), we can identify \( S = \mathbb{C}[x_{i,j}] \) and \( E = \mathbb{C}(e_{i,j}) \), where \( (\cdot, \cdot) \) indicates that the multiplication in \( E \) is skew-commutative.

If \( M = \bigoplus_{t \in \mathbb{Z}} M_t \) is a finitely generated graded \( S \)-module, we let \( M^\vee \) denote its graded dual,
\[ M^\vee = \bigoplus_{t \in \mathbb{Z}} \text{Hom}_\mathbb{C}(M_t, \mathbb{C}) = \bigoplus_{t \in \mathbb{Z}} M_t^\vee, \]
where the action of \( S \) is given by \((s \cdot \phi)(m) = \phi(s \cdot m)\) for \( s \in S, \phi \in M^\vee \) and \( m \in M \) homogeneous elements. We associate to \( M \) a complex \( \tilde{R}(M) \) of free \( E \)-modules (which is a modification of the complex \( R(M) \) in [Eis05, Section 7E]):
\[ \tilde{R}(M) : \cdots \rightarrow E \otimes M_t^\vee \rightarrow E \otimes M_{t-1}^\vee \rightarrow \cdots \]
\[ e \otimes \phi \mapsto \sum_{i,j} e \cdot e_{i,j} \otimes x_{i,j} \cdot \phi \]
We make the convention that \( E_s = \bigwedge^s W \) lies in degree \( s \), that is we grade \( E \) positively with respect to the “\( W \)-variables” \( e_{i,j} \), or more formally we take the grading induced by the action of the 1-dimensional torus spanned by \( (\text{id}_{W_0}, \text{id}_{W_1}) \) inside \( \mathfrak{gl}(W_0) \oplus \mathfrak{gl}(W_1) \). This is different from [Eis05, Section 7B] where the \( W \)-variables are given negative degrees, since the grading is relative to the action of the 1-dimensional torus spanned by \( (\text{id}_{V_0}, \text{id}_{V_1}) \) inside \( \mathfrak{gl}(V_0) \oplus \mathfrak{gl}(V_1) \). With this convention we give \( M_t^\vee \) degree \( t \) (with respect to the “\( W \)-variables”) and the analogue of [Eis05, Proposition 7.21] yields
\[ H_t(\tilde{R}(M))_{s+t} \simeq \text{Tor}_s(\mathbb{C}, M)^\vee, \]
The $E$-module $H_t(\tilde{R}(M))$ is finitely generated (and in particular a finite dimensional vector space) and it encodes (up to taking vector space duals) the $t$-th linear strand of the minimal free resolution of $M$. Furthermore, if $M$ is a $(\mathfrak{gl}(V_0) \oplus \mathfrak{gl}(V_1))$-equivariant $S$-module then each $H_t(\tilde{R}(M))$ is a $(\mathfrak{gl}(W_0) \oplus \mathfrak{gl}(W_1))$-equivariant $E$-module. With some more assumptions on $M$, we will see in Section 3 that $H_t(\tilde{R}(M))$ is a module over the general linear Lie superalgebra discussed next.

2.4. Representations of the general linear Lie superalgebra. We let $\mathfrak{g} = \mathfrak{gl}(m|n)$ denote the general linear Lie superalgebra of endomorphisms of the $\mathbb{Z}/2\mathbb{Z}$-graded vector space $W_0 \oplus V_1$, where $W_0 \simeq \mathbb{C}^m$ is in degree 0, and $V_1 \simeq \mathbb{C}^n$ is in degree 1. As in the previous section we let $V_0^\vee = V_0^\vee, W_1 = V_1^\vee$. We consider the $\mathbb{Z}$-grading on $\mathfrak{g}$ given by

$$\mathfrak{g}_0 = \mathfrak{gl}(V_0) \oplus \mathfrak{gl}(W_1) \simeq \mathfrak{gl}(W_0) \oplus \mathfrak{gl}(W_1),$$

$$\mathfrak{g}_{-1} = \text{Hom}_\mathbb{C}(V_0, W_1) \simeq W_0 \otimes W_1, \text{ and } \mathfrak{g}_1 = \text{Hom}_\mathbb{C}(W_1, V_0) \simeq V_0 \otimes V_1,$$

and the Lie superbracket $[x, y] = xy - (-1)^{\deg(x)\deg(y)}yx$ for $x, y$ homogeneous elements of $\mathfrak{g}$. Note that the superbracket restricts to a usual Lie bracket on $\mathfrak{g}_0$, which itself is a reductive Lie algebra. We define

$$\mathfrak{p} = \mathfrak{g}_0 \oplus \mathfrak{g}_1$$

which is a subalgebra of $\mathfrak{g}$, and observe that every $\mathfrak{g}_0$-module $M$ can be thought of as a $\mathfrak{p}$-module by making the action of $\mathfrak{g}_1$ on $M$ be trivial. For every partition $\lambda \in \mathbb{N}_0^n$ we can then take the irreducible $\mathfrak{g}_0$-module $S_\lambda W_0 \otimes S_\lambda W_1$, think of it as a $\mathfrak{p}$-module, and define the induced representation

$$\mathbb{K}_\lambda = \text{Ind}^\mathfrak{p}_\mathfrak{g} (S_\lambda W_0 \otimes S_\lambda W_1),$$

(2.9)

which we call the Kac module of weight $\lambda$. We note that in the general theory of representations of $\mathfrak{gl}(m|n)$ one considers more general Kac modules by inducing $S_\lambda W_0 \otimes S_\mu W_1$ for an arbitrary pair of partitions (or more generally, dominant weights) $(\lambda, \mu)$. The special case of Kac modules that we consider in (2.9) are the ones of so called maximal degree of atypicality, and in a sense are the most interesting of the Kac modules. They lie at the opposite end of the spectrum from the typical Kac modules (those whose degree of atypicality is 0), which are known to be irreducible as $\mathfrak{g}$-modules. By contrast, the modules $\mathbb{K}_\lambda$ in (2.9) have a very interesting $\mathfrak{g}$-module structure which will be discussed next.

To motivate our interest in Kac modules, we note that $\mathfrak{g}_{-1} = W_0 \otimes W_1$ is an abelian Lie superalgebra concentrated in odd degree, so its universal enveloping algebra is simply $U(\mathfrak{g}_{-1}) = \bigwedge \mathfrak{g}_{-1}$, the exterior algebra which was denoted by $E$ in Section 2.3. It follows that $U(\mathfrak{g})$ contains $E$ as a subring, and therefore every $\mathfrak{g}$-module inherits the structure of an $E$-module. Moreover, since $\mathfrak{g}_0 \subset \mathfrak{g}$ is a subalgebra, any such module is also $\mathfrak{g}_0$-equivariant. The Kac modules are in fact free as $E$-modules,

$$\mathbb{K}_\lambda = E \otimes (S_\lambda W_0 \otimes S_\lambda W_1),$$

and their $\mathfrak{g}_0$-module structure can be obtained based on the Cauchy decomposition of exterior powers of a tensor product, combined with the Littlewood–Richardson rule. As a $\mathfrak{g}$-module, $\mathbb{K}_\lambda$ has a unique simple quotient, which is denote by $\mathbb{L}_\lambda$ – it is the simple $\mathfrak{g}$-module of weight $\lambda$. $\mathbb{K}_\lambda$ is not semi-simple as a $\mathfrak{g}$-module, but it has finite length with composition factors described as follows. We let

$$K(\lambda; n) = \{ \mathbb{D} = (D_1, \cdots, D_r) \text{ a } \lambda\text{-admissible Dyck pattern and } \lambda(\mathbb{D})_j = 0 \text{ for } j > n \}$$

(2.10)

and stress the fact that the patterns in $K(\lambda; n)$ are not augmented, i.e. they contain no bullets, but may contain Dyck paths of length one. The composition factors of the Kac modules are encoded by parabolic versions of Kazhdan–Lusztig polynomials [Bru03, Ser96]. Using the Dyck pattern interpretation of the parabolic Kazhdan–Lusztig polynomials based on Rule II in [SZJ12, Section 3.1] we get the following.
Theorem 2.2. If we let $[M]$ denote the class of a $\mathfrak{g}$-module $M$ in the Grothendieck group $K_0(\mathfrak{g})$ of finite dimensional representations of $\mathfrak{g}$, then

$$[\mathcal{K}_\lambda] = \sum_{D \in K(\lambda; n)} [L_\lambda(D)].$$

Example 2.3. Take $n = 3$ and consider $\lambda = (3, 2)$. The Kac module $\mathcal{K}_\lambda$ has 10 simple composition factors, classified by the Dyck patterns $\mathcal{D}$ pictured below (and labelled by $\lambda(\mathcal{D})$)

3. THE LINEAR STRANDS ARE $\mathfrak{gl}(m|n)$-MODULES

In this section we consider finitely generated $GL$-equivariant (graded) $S$-modules $M$. We say that $M$ is symmetric if it decomposes as

$$M = \bigoplus_{\lambda \in \mathbb{N}_{dom}} (S_\lambda V_0 \otimes S_\lambda V_1)^{\oplus m_\lambda},$$

where each $m_\lambda$ is a non-negative integer. Theorem 3.1. If $M$ is a symmetric $S$-module then for every $t \in \mathbb{Z}$ we have that $H_t(\tilde{R}(M))$ is a $\mathfrak{g}$-module of finite length, with simple composition factors of the form $L_\lambda$ with $\lambda \in \mathbb{N}_{dom}$. To prove the theorem we will show that the complex $\tilde{R}(M)$ is in fact a complex of $\mathfrak{g}$-modules, each of which has finite length and has composition factors of the form $L_\lambda$. The key observation is the following.

Lemma 3.2. Suppose that $\mu \in \mathbb{N}_{dom}^{\lambda}$ is a partition obtained from $\lambda$ by adding a single box. We have that every $\mathfrak{g}_0$-equivariant homomorphism of $E$-modules between $\mathcal{K}_\mu$ and $\mathcal{K}_\lambda$ is also $\mathfrak{g}$-equivariant (and vice-versa).

Proof. Under the assumptions on $\lambda$ and $\mu$, it follows from Pieri’s rule that there exists a unique (up to scalar) $\mathfrak{g}_0$-equivariant inclusion

$$S_\mu W_0 \otimes S_\mu W_1 \subset \mathcal{K}_\lambda,$$
and since $S_\mu W_0 \otimes S_\mu W_1$ are the generators of the free $E$-module $\mathbb{K}_\mu$ we get
\[ C = \text{Hom}_{\mathfrak{g}_0}(S_\mu W_0 \otimes S_\mu W_1, \mathbb{K}_\lambda) = \text{Hom}_{\mathfrak{g}_0,E}(\mathbb{K}_\mu, \mathbb{K}_\lambda), \quad (3.2) \]
where $\text{Hom}_{\mathfrak{g}_0,E}(\cdot, \cdot)$ is the Hom-functor in the category of $\mathfrak{g}_0$-equivariant $E$-modules.

The statement of our lemma is then equivalent to the fact that there exists a unique (up to scalar) non-zero homomorphism of $\mathfrak{g}$-modules between $\mathbb{K}_\mu$ and $\mathbb{K}_\lambda$. Since the highest weight vector of $S_\mu W_0 \otimes S_\mu W_1$ is a primitive weight vector in $\mathbb{K}_\lambda$ (see [SZ12] Section 3.2 for the terminology) it follows that the subspace $S_\mu W_0 \otimes S_\mu W_1$ of $\mathbb{K}_\lambda$ is annihilated by $\mathfrak{g}_1$ and therefore it forms a $\mathfrak{p}$-submodule of $\mathbb{K}_\lambda$. We get that
\[ C = \text{Hom}_{\mathfrak{g}_0}(S_\mu W_0 \otimes S_\mu W_1, \mathbb{K}_\lambda) = \text{Hom}_{\mathfrak{g}_0}(S_\mu W_0 \otimes S_\mu W_1, \mathbb{K}_\lambda) = \text{Hom}_{\mathfrak{g}_0}(\mathbb{K}_\mu, \mathbb{K}_\lambda), \quad (3.3) \]
where the last equality follows from Frobenius reciprocity. Combining $(3.2)$ with $(3.3)$ yields the desired conclusion. \(\square\)

**Proof of Theorem 3.1.** Consider a symmetric module $M$ and note that via the BGG correspondence we have that $H_i(\mathcal{R}(M))$ is the middle homology of the 3-term complex
\[ M_{t+1}^{\mu} \otimes E \rightarrow M_{t+1}^{\nu} \otimes E \rightarrow M_t^{\mu} \otimes E \quad (3.4) \]
where the maps respect the $E$-module structure and are $\text{GL}$-equivariant, and hence also $\mathfrak{g}_0$-equivariant. Using $(3.1)$ we get that
\[ M_t^{\mu} \otimes E = \bigoplus_{|\lambda|=t} \mathbb{K}_\lambda^{\otimes m_\lambda} \]
so the maps in $(3.4)$ are sums of $\mathfrak{g}_0$-equivariant homomorphisms of $E$-modules between $\mathbb{K}_\mu$ and $\mathbb{K}_\lambda$, where $\mu, \lambda$ vary over pairs of partitions with $\mu$ obtained from $\lambda$ by the addition of a single box. Such maps are by Lemma 3.2 homomorphisms of $\mathfrak{g}$-modules, so $(3.4)$ is a complex of $\mathfrak{g}$-modules, and hence the same is true about its cohomology. Since $M$ is finitely generated, its graded components are finite dimensional, so $M_t^{\mu} \otimes E$ has finite length. Since each of the modules $\mathbb{K}_\lambda$ has composition factors of the form $\mathbb{L}_\delta$, the same must be true about $H_i(\mathcal{R}(M))$. \(\square\)

### 4. The main conjecture

For $\lambda$ a partition with at most $n$ parts, we consider the set of $\lambda$-admissible augmented Dyck patterns
\[ D = (D_1, \cdots, D_r; \mathcal{B}) \]
with no Dyck path of length one, and for which $\lambda(D)$ has at most $n$ parts:
\[ \mathcal{A}(\lambda; n) = \{ D \text{ a } \lambda\text{-admissible Dyck pattern : } |D_i| \geq 3 \text{ for all } i = 1, \cdots, r, \text{ and } \lambda(D)_j = 0 \text{ for } j > n \}. \quad (4.1) \]

**Conjecture 4.1.** Suppose that $m \geq n$ are positive integers, $S$ is the coordinate ring of $\mathbb{C}^{m \times n}$, $\lambda$ is a partition with at most $n$ parts, and $I_\lambda \subseteq S$ is the corresponding $\text{GL}$-equivariant ideal. For $b \geq 0$ we have the following equality in the Grothendieck group $K_0(\mathcal{B})$ of finite dimensional representations of $\mathfrak{g}$.
\[ [H_{|\lambda|+b}(\mathcal{R}(I_\lambda))] = \sum_{\substack{D \in \mathcal{A}(\lambda; n) \\ b(D) = b}} [\mathbb{L}_{\lambda(D)}]. \quad (4.2) \]

Since $I_\lambda$ has no generators of degree smaller than $|\lambda|$ it follows that $H_{|\lambda|+b}(\mathcal{R}(I_\lambda)) = 0$ for $b < 0$, which is why Conjecture 4.1 is restricted to $b \geq 0$. The Castelnuovo–Mumford regularity of $I_\lambda$ is the maximal value of $r$ for which $H_r(\mathcal{R}(I_\lambda)) \neq 0$ and will be discussed in Section 5.2. We think of each of the $\mathfrak{g}$-modules $\mathbb{L}_{\lambda(D)}$ as giving rise via the BGG correspondence to a linear complex appearing as a subquotient in the minimal free resolution of $I_\lambda$. As such, $b(D)$ is measuring the vertical displacement of $\mathbb{L}_{\lambda(D)}$ within the Betti table,
while $d(D)$ is measuring its horizontal displacement. More precisely, $\mathbb{L}_{\lambda(D)}$ corresponds to a linear complex that appears entirely within the row indexed by $|\lambda| + b(D)$ of the Betti table, starting in column $d(D)$.

**Example 4.2.** Consider $m = n = 3$ and $\lambda = (3, 2)$. The conjecture asserts that

\[
\begin{align*}
H_5(\hat{\mathcal{R}}(I(3,2))) &= [\mathbb{L}_{(3,2)}] + [\mathbb{L}_{(4,4)}] \\
H_6(\hat{\mathcal{R}}(I(3,2))) &= [\mathbb{L}_{(3,3,3)}] + [\mathbb{L}_{(4,4,3)}] \\
H_7(\hat{\mathcal{R}}(I(3,2))) &= [\mathbb{L}_{(5,5,5)}]
\end{align*}
\]

(4.3)

since the Dyck patterns in $\mathcal{A}(3,2; 3)$ are as follows (labelled by $\lambda(D)$):

\[
\begin{align*}
(3,2) & \quad (4,4) & \quad (3,3,3) & \quad (4,4,3) & \quad (5,5,5)
\end{align*}
\]

The Betti table of $I(3,2)$ computed using Macaulay2 [GS] is as follows (recall the convention that the Betti number $\beta_{i,j} = \dim \text{Tor}^i_S(I(3,2), S)_{i+j}$ is placed in row $j$, column $i$):

\[
\begin{array}{cccccccc}
 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
5: & 225 & 1132 & 2673 & 3807 & 3485 & 2016 & 675 & 100 & . \\
6: & . & . & . & 1 & . & 9 & 16 & 9 & . \\
7: & . & . & . & . & . & . & . & . & 1
\end{array}
\]

(4.4)

The reader may now reconcile (4.3) with (4.4) based on the following Hilbert series calculations, which can be obtained starting with the Hilbert series of the Kac modules by inverting the relationship between simple and Kac modules in Theorem 2.2 (see for instance [SZ07, Section 4] for the general case): if we write $\text{HS}_\mu(t)$ for the Hilbert series of the graded $E$-module $\mathbb{L}_\mu$ then

\[
\begin{align*}
\text{HS}_{(3,2)}(t) &= 225t^5 + 1132t^6 + 2673t^7 + 3582t^8 + 2785t^9 + 1188t^{10} + 225t^{11}, \\
\text{HS}_{(4,4)}(t) &= 225t^8 + 700t^9 + 828t^{10} + 450t^{11} + 100t^{12}, \\
\text{HS}_{(3,3,3)}(t) &= t^9, \quad \text{HS}_{(4,4,3)}(t) = 9t^{11} + 16t^{12} + 9t^{13}, \text{ and } \text{HS}_{(5,5,5)}(t) = t^{15}.
\end{align*}
\]

5. Some evidence in support of the main conjecture

The goal of this section is to illustrate some results that provide supporting evidence for Conjecture 4.1. In Section 5.1 we prove that the said conjecture predicts correctly the structure of the first linear strand in the minimal free resolution of any ideal $I_\lambda$. If true, Conjecture 4.1 would imply a formula for the Castelnuovo–Mumford regularity of any ideal $I_\lambda$; we explain in Section 5.2 how this formula is equivalent to the one proved in [RW14, Theorem 5.1]. Finally, in Section 5.3 we consider the ideals $I_\lambda$ when $\lambda$ is a rectangular partition: we prove that Conjecture 4.1 holds in this case, by showing that it is equivalent to [RW17, Theorem 3.1].
5.1. The first linear strand. We consider a partition \( \lambda \in \mathbb{N}_0^n \) and let \( A^0(\lambda; n) \subseteq A(\lambda; n) \) be the subset consisting of the Dyck patterns with no bullets:

\[
A^0(\lambda; n) = \{ D = (D_1, \cdots, D_r) \mid D \in A(\lambda; n) \}.
\]

The goal of this section is to prove the following theorem, which is the case \( b = 0 \) in Conjecture 4.1.

**Theorem 5.1.** If we let \( d = |\lambda| \) then we have the following equality in \( K_0(g) \):

\[
[H_d(\tilde{R}(I_\lambda))] = \sum_{D \in A^0(\lambda; n)} [L_{\lambda(D)}].
\]

**Example 5.2.** Consider again the case when \( n = 3 \) and \( \lambda = (3, 2) \). The only Dyck patterns in Example 4.2 that contain no bullets are the ones for which \( \lambda(D) \) is \( (3, 2) \) or \( (4, 4) \), and as we have seen they are precisely the ones contributing to the first linear strand of the Betti table 4.4. These patterns are also the only patterns in Example 2.3 that contain no Dyck paths of length one.

**Proof of Theorem 5.1.** Using the BGG correspondence as described in Section 2.3 we get that

\[
H_d(\tilde{R}(I_\lambda)) = \text{coker}\left( \bigoplus_{\mu \geq \lambda} \mathbb{K}_\mu \xrightarrow{\psi} \mathbb{K}_\lambda \right).
\]

Since each \( \mathbb{K}_\mu \) is generated by a \( g_0 \)-highest weight vector in \( S_\mu W_0 \otimes S_\mu W_1 \), the image of \( \psi \) is the submodule of \( \mathbb{K}_\lambda \) generated by the primitive weight vectors of weight \( \mu \), as \( \mu \) ranges over the partitions of \( d + 1 \) with \( \mu \geq \lambda \). If we interpret the composition factors of \( \mathbb{K}_\lambda \) as in Theorem 2.2, it follows from [SZ12, Theorem 5.18] that the composition factors of \( \text{Im} \psi \) are the modules \( L_{\lambda(D)} \) where \( D = (D_1, \cdots, D_r) \) range over patterns \( D \in K(\lambda; n) \) satisfying the condition \( |D_i| = 1 \) for some \( i \). Since \( A^0(\lambda; n) \) has an equivalent description as

\[
A^0(\lambda; n) = \{ D = (D_1, \cdots, D_r) \in K(\lambda; n) : |D_i| \geq 3 \text{ for all } i = 1, \cdots, r \},
\]

it follows that \( \text{coker}(\psi) \) has composition factors \( L_{\lambda(D)} \) where \( D \in A^0(\lambda; n) \), as desired.

\( \square \)

5.2. Castelnuovo–Mumford regularity. Recalling that the bullet size \( b(D) \) measures the vertical displacement of \( L_{\lambda(D)} \) within the Betti table of \( I_\lambda \), we see that Conjecture 4.1 implicitly describes the Castelnuovo–Mumford regularity of an ideal \( I_\lambda \) as

\[
\text{reg}(I_\lambda) = |\lambda| + \max_{D \in A(\lambda; n)} b(D).
\] (5.1)

In [RW14] Theorem 5.1 we proved (with the convention that \( \lambda_{n+1} = -1 \)) that

\[
\text{reg}(I_\lambda) = \max_{p=1, \cdots, n \atop \lambda_p > \lambda_{p+1}} (n \cdot \lambda_p + (p - 2) \cdot (n - p)).
\] (5.2)

In what follows we show that (5.1) and (5.2) are equivalent, so the prediction (5.1) is indeed accurate.

Suppose first that \( 1 \leq p \leq n \) is such that \( \lambda_p > \lambda_{p+1} \). We will construct a pattern \( D \in A(\lambda; n) \) satisfying

\[
|\lambda| + b(D) \geq n \cdot \lambda_p + (p - 2) \cdot (n - p)
\]

proving that the quantity in (5.1) is greater than or equal to that in (5.2). We construct \( D \) by considering a succession of hooks of minimal length \( (3, 5, 7, \cdots) \) around the corner \( (\lambda_p, p) \) of the partition \( \lambda \). More precisely, we consider the Dyck pattern \( D \) defined as \( D = (D_1, D_2, \cdots, D_{n-p} ; B) \), where

\[
D_i = \{(\lambda_p + i - j, p + i) : j = 0, \cdots, i\} \cup \{(\lambda_p + i, p + i - j) : j = 1, \cdots, i\},
\] (5.3)
and $\mathbb{B}$ (or equivalently $\lambda(\mathbb{D})$) are as determined in Lemma 2.1 by $\lambda$ and the paths $D_i$. We have that

$$d(\mathbb{D}) = \sum_{i=1}^{n-p} (2i + 1) = (n - p + 1)^2 - 1 = (n - p + 2)(n - p).$$

Since $(\lambda_p + n - p, n) \in D_{n-p} \subseteq \lambda(\mathbb{D})$, it follows that $\lambda(\mathbb{D})$ contains the rectangular partition $n \times (\lambda_p + n - p)$, so that $|\lambda(\mathbb{D})| \geq n \cdot (\lambda_p + n - p)$ and therefore

$$|\lambda| + b(\mathbb{D}) = |\lambda(\mathbb{D})| - d(\mathbb{D}) \geq n \cdot (\lambda_p + n - p) - (n - p + 2)(n - p) = n \cdot \lambda_p + (p - 2) \cdot (n - p).$$

Suppose now that $\mathbb{D}_{\max} \in A(\lambda; n)$ is a pattern that maximizes (5.1). We prove that the quantity in (5.2) is greater than or equal to that in (5.1) by finding a value of $p$ for which $\lambda_p > \lambda_{p+1}$ and

$$n \cdot \lambda_p + (p - 2) \cdot (n - p) \geq |\lambda| + b(\mathbb{D}_{\max}). \tag{5.4}$$

This is sufficient to conclude the equivalence between (5.1) and (5.2). We consider the right-most corner of the partition $\lambda(\mathbb{D}_{\max})$ which is not a corner of $\lambda$: it has coordinates $(\lambda_i + r, i + r)$ for some $1 \leq i \leq n$ and $1 \leq r \leq n - i$. Since $(\lambda_i + 1, i + 1)$ belongs to some Dyck path $D_i$ in $\mathbb{D}_{\max}$, it follows that there are no bullets $(x, y) \in \mathbb{B}$ with $x \geq \lambda_i$ and $y \geq i$. Since $(\lambda_i + r, i + r)$ is the rightmost corner of $\lambda(\mathbb{D}_{\max})$ not in $\lambda$, it follows that no bullets $(x, y) \in \mathbb{B}$ have $x > \lambda_i + r$, and since $r \leq n - i$ we get that no bullets have $x > \lambda_i + n - i$. It follows that

$$|\lambda| + b(\mathbb{D}_{\max}) \leq \lambda_i + (n - i) \cdot (\lambda_i - 1) + \sum_{j=1}^{i-1} \max(\lambda_j, \lambda_i + n - i). \tag{5.5}$$

If $\lambda_j \leq \lambda_i + (n - i)$ for all $j < i$ then the above inequality becomes

$$|\lambda| + b(\mathbb{D}_{\max}) \leq \lambda_i + (n - i) \cdot (\lambda_i - 1) + (i - 1) \cdot (\lambda_i + n - i) = n \cdot \lambda_i + (i - 2) \cdot (n - i),$$

so we may choose $p = i$ in (5.4). Otherwise, let $1 \leq p \leq i - 1$ be such that

$$\lambda_p > \lambda_i + (n - i) \geq \lambda_{p+1}$$

and consider the pattern $\mathbb{D}$ with Dyck paths given by (5.3). We have that

$$|\lambda| + b(\mathbb{D}) = (n - p) \cdot (\lambda_p - 1) + \lambda_p + \sum_{j=1}^{p-1} \max(\lambda_j, \lambda_p + n - p) \geq (n - p + 1) \cdot (\lambda_p - 1) + \sum_{j=1}^{p-1} \max(\lambda_j, \lambda_i + n - i).$$

To contradict the maximality of $\mathbb{D}_{\max}$ using (5.5) it is then enough to check that

$$(n - p + 1) \cdot (\lambda_i + n - i) \geq \lambda_i + (n - i) \cdot (\lambda_i - 1) + \sum_{j=p}^{i-1} \max(\lambda_j, \lambda_i + n - i) = \lambda_i + (n - i) \cdot (\lambda_i - 1) + (i - p) \cdot (\lambda_i + n - i) = \lambda_i \cdot (n - p + 1) + (i - p - 1) \cdot (n - i).$$

This inequality can be rewritten as

$$(n - p + 1) \cdot (n - i) \geq (i - p - 1) \cdot (n - i).$$
which holds because \( n + 1 \geq i - 1 \).

### 5.3. Rectangular ideals

In this section we show that when \( \lambda = a \times b \) is a rectangular partition, the conclusion of Conjecture \([12]\) coincides with the main theorem in \([RW17]\), and is therefore correct. To do so, we will consider a different encoding of the information in \([12]\), as follows. We introduce a variable \( w \) that keeps track of cohomological shifts, and define the \( g \)-equivariant Betti polynomial of \( I_\lambda \) to be \( B_\lambda(w) \in K_0(g)[w] \) defined by

\[
B_\lambda(w) = \sum_{j \in \mathbb{Z}} m_{\mu,j} \cdot [\mathbb{L}_\mu] \cdot w^j
\]

where \( m_{\mu,j} \) are non-negative multiplicities uniquely determined by the equalities

\[
[H_t(\mathcal{R}(I_\lambda))] = \sum_{\mu \in \mathbb{N}^{\operatorname{dom}}} m_{\mu,|\mu|-t} \cdot [\mathbb{L}_\mu] \text{ for all } t \in \mathbb{Z}.
\]

The reason for these conventions is that since \( \mathbb{L}_\mu \) is generated in degree \(|\mu|\), if the corresponding linear complex of \( S \)-modules lies within the row indexed by \( t \) of the Betti table of \( I_\lambda \) then its initial term must be located in cohomological degree \(|\mu| - t \) (see Example \([12]\)). Recalling the observation that \( d(\mathcal{D}) \) measures the horizontal displacement of \( \mathbb{L}_{\lambda(\mathcal{D})} \) in the Betti table (i.e. the cohomological shift of the corresponding linear complex) we can rewrite \([12]\) as

\[
B_\lambda(w) = \sum_{\mathcal{D} \in \mathcal{A}(\lambda,n)} \mathbb{L}_{\lambda(\mathcal{D})} \cdot w^{d(\mathcal{D})}.
\]

Returning to the case when \( \lambda = a \times b \) is a rectangular partition, we note that the Dyck paths in a \( \lambda \)-admissible Dyck pattern are hooks centered at \((b+i, a + i)\), whose length increases with \( i \). More precisely, if \( \mathcal{D} \in \mathcal{A}(\lambda; n) \) then \( \mathcal{D} = (D_1, D_2, \ldots, D_q; \mathbb{B}) \) where \( q \leq n - a \), \(|D_i| = 2l_i + 1\) for some positive integers \( l_i \) satisfying

\[
1 \leq l_1 < l_2 < \cdots < l_q \leq \min(a, b) + q - 1,
\]

and each \( D_i \) is a hook consisting of the boxes

\[
D_i = \{(b+i-j, a+i): j=0, \ldots, l_i\} \cup \{(b+i, a+i-j): j=1, \ldots, l_i\},
\]

whereas \( \mathbb{B} \) is determined by the fact that \( \lambda(\mathcal{D}) = (a+q) \times (b+q) \) (see Lemma \([2,1]\)). If we make the change of variable \( t_i = l_i - i \) for \( i = 1, \ldots, q \), we see that

\[
0 \leq t_1 \leq \cdots \leq t_q \leq \min(a, b) - 1,
\]

that is the patterns \( \mathcal{D} \in \mathcal{A}(\lambda; n) \) for which \( \lambda(\mathcal{D}) = (a+q) \times (b+q) \) are indexed by partitions \( t \) contained inside the \( q \times (\min(a, b) - 1) \) rectangular partition, and moreover their corresponding Dyck size is computed by

\[
d(\mathcal{D}) = \sum_{i=1}^q (2l_i + 1) = \sum_{i=1}^q (2t_i + 2i + 1) = q^2 + 2q + 2|\mathcal{D}|.
\]

Using the notation for Gauss polynomials from \([RW17]\, (1.7)]\) we have

\[
\sum_{0 \leq t_1 \leq \cdots \leq t_q \leq \min(a, b) - 1} w^{2|\mathcal{D}|} = \left( q + \min(a, b) - 1 \right)_q w^q,
\]

which shows that \([5,6]\) specializes to the following formula, equivalent to that of \([RW17]\, Theorem 3.1]:

\[
B_{a \times b}(w) = \sum_{q=0}^{n-a} \mathbb{L}_{(a+q) \times (b+q)} \cdot w^{q^2 + 2q} \cdot \left( q + \min(a, b) - 1 \right)_q w^q.
\]
SYZYGIES AND REPRESENTATIONS OF $gl(m|n)$

Acknowledgements

Experiments with the computer algebra software Macaulay2 have provided numerous valuable insights. Raicu acknowledges the support of the Alfred P. Sloan Foundation, and of the National Science Foundation Grant No. 1600765. Weyman acknowledges partial support of the Sidney Professorial Fund and of the National Science Foundation grant no. 1400740.

References

[ABW81] Kaan Akin, David A. Buchsbaum, and Jerzy Weyman, Resolutions of determinantal ideals: the submaximal minors, Adv. in Math. 39 (1981), no. 1, 1–30, DOI 10.1016/0001-8708(81)90055-4. MR605350

[Bru03] Jonathan Brundan, Kazhdan-Lusztig polynomials and character formulae for the Lie superalgebra $gl(m|n)$, J. Amer. Math. Soc. 16 (2003), no. 1, 185–231. MR1937204

[Eis05] David Eisenbud, The geometry of syzygies. Graduate Texts in Mathematics, vol. 229, Springer-Verlag, New York, 2005. A second course in commutative algebra and algebraic geometry. MR2103875

[GS] Daniel R. Grayson and Michael E. Stillman, Macaulay 2, a software system for research in algebraic geometry, Available at http://www.math.uiuc.edu/Macaulay2/.

[Las78] Alain Lascoux, Syzygies des variétés déterminantales, Adv. in Math. 30 (1978), no. 3, 202–237, DOI 10.1016/0001-8708(78)90037-3 (French). MR520233 (80j:14043)

[PW85] Piotr Pragacz and Jerzy Weyman, Complexes associated with trace and evaluation. Another approach to Lascoux’s resolution, Adv. in Math. 57 (1985), no. 2, 163–207, DOI 10.1016/0001-8708(85)90052-0. MR803010

[Rai18] Claudiu Raicu, Regularity and cohomology of determinantal thickenings, Proc. Lond. Math. Soc. 116 (2018), no. 2, 248–280.

[RW14] Claudiu Raicu and Jerzy Weyman, Local cohomology with support in generic determinantal ideals, Algebra & Number Theory 8 (2014), no. 5, 1231–1257, DOI 10.2140/ant.2014.8.1231. MR3263142

[RW17] __________, The syzygies of some thickenings of determinantal varieties, Proc. Amer. Math. Soc. 145 (2017), no. 1, 49–59, DOI 10.1090/proc/13197. MR3565359

[Sam14] Steven V Sam, Derived supersymmetries of determinantal varieties, J. Commut. Algebra 6 (2014), no. 2, 261–286. MR3249839

[Ser96] Vera Serganova, Kazhdan-Lusztig polynomials and character formula for the Lie superalgebra $gl(m|n)$, Selecta Math. (N.S.) 2 (1996), no. 4, 607–651. MR1443186

[SZ07] Yucai Su and R. B. Zhang, Character and dimension formulae for general linear superalgebra, Adv. Math. 211 (2007), no. 1, 1–33. MR2313526

[SZ12] __________, Generalised Jantzen filtration of Lie superalgebras I, J. Eur. Math. Soc. (JEMS) 14 (2012), no. 4, 1103–1133. MR2928846

[SZJ12] Keiichi Shigechi and Paul Zinn-Justin, Path representation of maximal parabolic Kazhdan-Lusztig polynomials, J. Pure Appl. Algebra 216 (2012), no. 11, 2533–2548. MR2927185

[Wey03] Jerzy Weyman, Cohomology of vector bundles and syzygies, Cambridge Tracts in Mathematics, vol. 149, Cambridge University Press, Cambridge, 2003. MR1988690

Department of Mathematics, University of Notre Dame, 255 Hurley, Notre Dame, IN 46556
Institute of Mathematics “Simion Stoilow” of the Romanian Academy
E-mail address: craicu@nd.edu

Department of Mathematics, University of Connecticut, Storrs, CT 06269
E-mail address: jerzy.weyman@uconn.edu