ShapeAssembly: Learning to Generate Programs for 3D Shape Structure Synthesis

R. KENNY JONES, Brown University
THERESA BARTON, Brown University
XIANGHAO XU, Brown University
KAI WANG, Brown University
ELLEN JIANG, Brown University
PAUL GUERRERO, Adobe Research
NILOY J. MITRA, University College London, Adobe Research
DANIEL RITCHIE, Brown University

---

**Fig. 1.** We present a deep generative model which learns to write novel programs in ShapeAssembly, a domain-specific language for modeling 3D shape structures. Executing a ShapeAssembly program produces a shape composed of a hierarchical connected assembly of part proxies cuboids. Our method develops a well-formed latent space that supports interpolations between programs. Above, we show one such interpolation, and also visualize the geometry these programs produce when executed. In the last column, we manually edit the continuous parameters of a generated program, in order to produce a variant geometric structure with new topology.

Manually authoring 3D shapes is difficult and time consuming; generative models of 3D shapes offer compelling alternatives. Procedural representations are one such possibility: they offer high-quality and editable results but are difficult to author and often produce outputs with limited diversity. On the other extreme are deep generative models: given enough data, they can learn to generate any class of shape but their outputs have artifacts and the representation is not editable.

In this paper, we take a step towards achieving the best of both worlds for novel 3D shape synthesis. First, we propose ShapeAssembly, a domain-specific “assembly-language” for 3D shape structures. ShapeAssembly programs construct shape structures by declaring cuboid part proxies and attaching them to one another, in a hierarchical and symmetrical fashion. ShapeAssembly functions are parameterized with continuous free variables, so that one program structure is able to capture a family of related shapes. We show how to extract ShapeAssembly programs from existing shape structures in the PartNet dataset. Then, we train a deep generative model, a hierarchical sequence VAE, that learns to write novel ShapeAssembly programs. Our approach leverages the strengths of each representation: the program captures the subset of shape variability that is interpretable and
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We find that our generated shapes are more plausible and physically-valid.

We evaluate our approach by comparing the shapes output by our generated programs to those from other recent shape structure synthesis models. We find that our generated shapes are more plausible and physically-valid than those of other methods. Additionally, we assess the latent spaces of these models, and find that ours is better structured and produces smoother interpolations. As an application, we use our generative model and differentiable program interpreter to infer and fit shape programs to unstructured geometry, such as point clouds.

**Additional Key Words and Phrases:** Shape analysis, shape synthesis, generative models, deep learning, procedural modeling, neurosymbolic models

**ACM Reference Format:**
R. Kenny Jones, Theresa Barton, Xianghao Xu, Kai Wang, Ellen Jiang, Paul Guerrero, Niloy J. Mitra, and Daniel Ritchie. 2020. ShapeAssembly: Learning to Generate Programs for 3D Shape Structure Synthesis. *ACM Trans. Graph.* 39, 6, Article 234 (December 2020), 20 pages. https://doi.org/10.1145/3414685.3417812

1 INTRODUCTION

3D models of human-made objects are more in-demand than ever. In addition to the traditional drivers of demand in computer graphics (visual effects, animation, games), new applications in artificial intelligence increasingly benefit from or even require high-quality 3D objects, such as producing synthetic training imagery for computer vision systems [Kar et al. 2019; Richter et al. 2016; Zhang et al. 2017] or training robots to perform tasks in virtual environments [Abbatematteo et al. 2019; Kolve et al. 2017; Savva et al. 2019; Xia et al. 2018]. Despite the growing demand, the craft of 3D modeling largely remains as difficult and time-consuming as it has ever been. The time and expertise required to create 3D content by hand will not scale to these demands.

One promising way out of this conundrum is the development of generative models of 3D shapes, i.e. procedures which can be executed to generate novel shapes within some class [Müller et al. 2006; Parish and Müller 2001; Prusinkiewicz and Lindenmayer 1996]. An ideal generative model would produce plausible output geometry, capture a wide range of shape variations, and produce an interpretable representation which a user could subsequently manipulate and edit. Unfortunately, no existing shape generative model achieves all of these properties. On the one hand are procedural models: structured computer programs which produce geometry when executed. Procedural models can produce high-quality geometry, and their program-based representation makes them interpretable and editable to users with some programming background. However, authoring a good procedural model from scratch is difficult (arguably at least as difficult as modeling an object by hand), and the amount of shape variation captured by a single procedural model is limited (e.g., it is difficult to write one program that can model all types of cars). On the other hand are data-driven generative models, particularly deep generative models: neural networks which learn how to generate 3D shapes from data [Fan et al. 2017; Groueix et al. 2018; Li et al. 2017; Mo et al. 2019a; Wu et al. 2016]. Deep generative models capture variability with little human effort: given enough training data, they can in theory learn to generate any class of shape. Since they lack the strict semantics of programs, however, their outputs often exhibit “noise” artifacts such as incomplete geometry and floating parts. Additionally, the representations they learn are typically inscrutable to people, making them hard to edit or manipulate in predictable ways.

Our insight, in this work, is that these two approaches have complementary strengths: deep generative models are efficient to create and excel at broad-scale variability, and procedural models produce high-quality geometry by construction and better facilitate editing for fine-scale variability. We take a first step toward achieving the best of both worlds by integrating these two approaches into a single pipeline: a deep generative model that learns to write programs, which, when executed, themselves output 3D geometry. We hypothesize that going through this intermediate program representation produces a generative model with a smoother latent space, whose outputs are more likely to be physically valid, compact, and editable.

As the motivating applications mentioned earlier demand 3D models of human-made objects, we focus on generating novel part-based shape structures in this paper. We introduce ShapeAssembly, an “assembly language” for 3D shape structures. In ShapeAssembly, shape structures are represented by hierarchical assemblies of connected parts, where leaf-level parts are approximated by a bounding cuboid (a similar representation as the ones used by PartNet [Mo et al. 2019b] and StructureNet [Mo et al. 2019a]); these hierarchical cuboid structures can then be used to condition the generation of shape surface geometry in the form of e.g., point clouds. A ShapeAssembly program constructs a shape by declaring cuboids, iteratively attaching them to one another, and specifying symmetric repetitions of connected cuboid assemblies. The dimensions of these cuboids and the positions of these attachments are a program’s parameters; manipulating them allows for exploring a family of related shapes. Furthermore, our interpreter for executing ShapeAssembly programs is fully differentiable, meaning it is possible to compute gradients of a program’s output geometry with respect to its continuous parameters. Figure 1 shows some example hierarchical ShapeAssembly programs and the output shapes they produce.

While ShapeAssembly programs produce valid geometry under a range of parameter values, they do not exhibit structural variability, and authoring them from scratch still takes time. Thus, we train a neural network to write a variety of ShapeAssembly programs for us. Using programs we extract from a shape dataset, we train a hierarchical sequence VAE which outputs hierarchical ShapeAssembly programs. Each node in the hierarchy uses a recurrent language model to generate the program text at that level, and to decide which cuboids should be expanded into subroutine calls. Furthermore, the well-defined semantics of ShapeAssembly allow us to identify semantically-invalid programs and modify the generator such that it never produces them. The programs shown in Figure 1 were written by our generative model, by decoding code vectors along a straight line in its latent space. We show that this generative model indeed learns to generate plausible, novel shape programs that were never seen in the training set.

We evaluate our approach by comparing it to other recently-proposed generative models of 3D shape structure along several
axes including plausibility, diversity, complexity, and physical validity. We find that our generated shapes are both more plausible and more physically-valid than those of other methods. Additionally, we assess the latent spaces of these models, and find that ours is better structured and produces smoother interpolations, both in terms of geometric and structural continuity. As a bonus, we also show that ShapeAssembly’s decoder does a better job of fitting programs to unstructured point clouds while also maintaining physical validity, and that this performance difference is magnified by optimizing the program fit via our differentiable interpreter.

In summary, our contributions are:

(i) The ShapeAssembly language and its differentiable interpreter, allowing the procedural specification of shape structures represented as connected part assemblies.
(ii) A deep generative model for ShapeAssembly programs, coupling the ease-of-training and variability of neural networks with the precision and editability of procedural representations.

Code and data used for all of our experiments can be found at https://github.com/rkjones4/ShapeAssembly.

2 RELATED WORK

Deep Generative Models of 3D Shapes. Recent years have seen an explosion of activity in applying deep generative models to 3D shape generation. Some of the earliest approaches generated shapes as 3D occupancy grids [Wu et al. 2016; Z. Wu 2015]; later work has explored generative representations of point clouds [Fan et al. 2017], 2D surface patches [Groueix et al. 2018], and implicit surfaces [Chen et al. 2019; Chen and Zhang 2019; Michalkiewicz et al. 2019; Park et al. 2019]. Our approach is more closely related to generative models of part-based shapes, wherein a complete object is synthesized by generating and assembling multiple subparts. These include approaches for iteratively adding parts to partially-complete shapes [Sung et al. 2017], generating symmetry hierarchies [Li et al. 2017], composing parts from two different shapes [Zhu et al. 2018], and generating hierarchical connectivity graphs [Mo et al. 2019a]. Our method is different in that we do not aim to learn a generative model that outputs a single shape; rather, ours outputs a procedural program which then itself generates a related family of shapes.

Procedural and Inverse Procedural Modeling. There is a rich history of methods for procedural modeling in computer graphics; especially noteworthy examples include its use in modeling plants [Prusinkiewicz and Lindenmayer 1996] and urban environments [Müller et al. 2006; Parish and Müller 2001]. Most procedural modeling systems use some form of (context-free) grammar, i.e., a recursive string rewriting system (which may be interpreted as e.g., recursively splitting a spatial domain, in the case of shape grammars). Additionally, attachment-based grammars of part assemblies have been used to aid in the structural analysis of shapes [Lau et al. 2011]. Our procedural representation is fundamentally different: we use an imperative language which iteratively constructs shapes via declaring and then connecting parts represented as simple proxy geometry. Also related to our work is the line of research on inverse procedural modeling, i.e., inferring a procedural model from a set of examples [Hwang et al. 2011; Martinovic and Van Gool 2013; Nishida et al. 2018, 2016; Ritchie et al. 2018; Talton et al. 2012]. These methods all strive to infer an interpretable, stochastic program which generates multiple output shapes. In contrast, we represent shapes via deterministic programs, and then we use a stochastic neural network to generate those programs.

Visual Program Induction. Another related line of work to ours is visual program induction (VPI): the practice of inferring a program which describes a single visual entity, such as a 3D shape. We address a fundamentally different problem: training a generative model to generate novel 3D shape programs from scratch. We do use a VPI-like process as a subroutine, to convert every shape in a large dataset into training programs for our generative model. Prior work in this area can be roughly divided into two categories: methods that assume that clean, segmented geometry is available and then use geometric heuristics to infer a program [Demir et al. 2016; Stava et al. 2010], and methods which use learning or optimization to operate directly on “raw” visual inputs such as images and occupancy grids [Du et al. 2018; Ellis et al. 2019, 2018; Liu et al. 2019; Sharma et al. 2018; Tian et al. 2019; Zhou et al. 2019; Zou et al. 2017]. Our approach to extracting programs from shapes to formulate training data is more similar to the former.

One could consider solving our problem of novel shape program generation by first generating novel 3D shapes with an existing shape generative model and then using a VPI-like system to infer a program describing that shape. However, as we will later show, the programs produced by such a process are less clean and editable than ones generated by our model; furthermore, training to generate programs rather than shapes directly actually produces a better-structured latent space.

Our complete pipeline of using a neural network to generate a program and then using that program to generate the ultimate output is also related to work in visual question answering which uses neural networks to generate a “query program” for each question which then analyzes the input image and produces an answer [Johnson et al. 2017]. It is also related to work that tries to combine the advantages of neural guidance with symbolic search for performing inference over structured domains [Lu et al. 2019].

Our work is the first to train a deep generative model to produce novel shape programs from scratch, each of which outputs a parametric family of related 3D shapes. This pipeline combines the advantages of neural and procedural shape modeling.

3 APPROACH

Our approach (Figure 2) is divided into the following stages:

Input. Our pipeline takes as input a large dataset of hierarchical 3D part graphs [Mo et al. 2019a,b]. This is a shape representation in which each node represents a part in a shape consisting of an assembly of parts. Nodes are connected via edges that denote physical part attachments. They can also be connected via parent-child edges that denote hierarchy relationships (i.e., that one part is composed of several other smaller parts). At the leaf level of this hierarchy, atomic parts are represented by cuboid proxy geometry (typically minimum-volume bounding boxes of more detailed part meshes).
Defining a DSL for connected, hierarchical shapes. To represent shapes as programs, we introduce a domain-specific language (DSL). Since our input shapes are characterized by graphs of parts, where graph edges denote physical part connections, we introduce a DSL based around declaring parts and then attaching them to one another. We call this language ShapeAssembly (as in, an "assembly language" for shapes). Section 4 describes the language.

Creating a dataset of shape-program pairs. Given the language described above, we present a method for finding programs that represent the shapes in our dataset. In our procedure, we first extract the program content based on a combination of data cleaning and geometric analysis. Then, we create canonical programs through a series of ordering and filter steps. Section 5 describes this procedure in more detail.

Learning to generate programs. Finally, we treat the programs extracted from each shape as training data for a generative model. Section 6 describes our deep generative model’s architecture, the procedure we use to train it, and how we sample from it to synthesize new programs, which when executed produce novel shape structures.

Fig. 2. Our pipeline for generating 3D shape structure programs. We first define a DSL language for 3D shapes, ShapeAssembly. Then, given a dataset of hierarchical part graphs, we extract ShapeAssembly programs from them. Finally, we use these programs as training data for a deep generative model. Our method learns to generate novel program instances that can be executed to produce complex and interesting 3D shape structures.

Fig. 3. An example ShapeAssembly program and the shape that it generates. Parts are colored according to the line of the program which instantiates them, and attachment points are numbered accordingly. In the top shape, we show the executed Chair program without hierarchy. In the bottom shape, we show the Chair program executed hierarchically with its sub-programs (Base and Back). For instance, the light grey back part is expanded into the purple back surface and gold slats.
AN ASSEMBLY LANGUAGE FOR SHAPES

Our goal in this section is to define a domain-specific language for shapes which are specified as connected assemblies of parts. As we focus on the problem of shape structure synthesis, cuboids, serving as part proxy geometry, are the only data type in our language. In Section 7, we show how to use other existing techniques to convert these proxies into solid geometry.

The primary operation in the language is attaching these cuboids together. Attachment turns out to be a very powerful and flexible operation. In fact, our language does not include any operations for explicitly positioning or orienting cuboids: all of this is accomplished via attachment operations. Additionally, the language includes higher-level macros that capture more complex spatial relationships, such as symmetry. At execution time, each macro is expanded into a series of cuboid declarations and attachment operations.

We call this DSL ShapeAssembly, because it is an “assembly language for shapes”: a low-level language for creating shapes, in which shapes are created by assembling parts. Table 1 shows the grammar for ShapeAssembly, and Figure 3 shows an annotated hierarchical program along with its executed 3D shape.

A ShapeAssembly program consists of four main blocks:

- **BBlock**: Declares a non-visible bounding volume of the overall shape. This bounding volume is treated as a physical entity to which other parts can be connected.

- **CBlock**: Declares all the cuboid node parts that will be used by the remainder of the program. The Cuboid command takes in \( l, w, h \) parameters that control the starting dimensions of the part, and an aligned flag \( a \) that specifies if the part has the same orientation as its bounding volume.

- **ABlock**: Connects cuboids by iteratively attaching them to one another. The attach command takes in two cuboids, \( c_{n1}, c_{n2} \), and attaches the point \((x_1, y_1, z_1)\) in the local coordinate frame of \( c_{n1} \) with the point \((x_2, y_2, z_2)\) in the local coordinate frame of \( c_{n2} \). The squeeze macro expands into two attach statements, such that \( c_{n1} \) is placed in-between \( c_{n2} \) and \( c_{n3} \) along the specified face \( f \) at the face-coordinate position \((u, v)\).

- **SBlock**: Generates symmetry groups by instantiating additional Cuboid and attach commands. The reflect macro reflects cuboid \( c_n \) over axis \( a \) of the bounding volume. The translate macro creates a translational symmetry group starting at \( c_n \) with \( m \) additional members along axis \( a \) of the bounding volume that ends distance \( d \) away.

### Semantics

ShapeAssembly has imperative semantics: every line of the program immediately takes effect and alters the state of the shape being constructed. Figure 4 shows an example of a simple shape being imperatively constructed. Declaring a cuboid instantiates a new piece of cuboid geometry with the requested dimensions, centered at the origin. Invoking the attach command alters the cuboid, potentially translating, rotating, or resizing it in order to satisfy the attachment (see Appendix A for details). Higher-level macros expand into two or more Cuboid or attach lines, which are then immediately executed (see Appendix B for details).

One distinct advantage of this imperative semantics, as opposed to an alternative formulation in which the program specifies constraints which are jointly optimized, is that the entire process of

| Start \rightarrow BBlock; CBlock; ABlock; SBlock; |
| BBlock \rightarrow bbox = Cuboid(l, h, w, True) |
| CBlock \rightarrow c_n = Cuboid(l, w, h, a); CBlock | None |
| ABlock \rightarrow Attach; ABlock | SBlock | None |
| SBlock \rightarrow Reflect; SBlock | Translate; SBlock | None |
| Attach \rightarrow attach(c_{n1}, c_{n2}, x_1, y_1, z_1, x_2, y_2, z_2) |
| Squeeze \rightarrow squeeze(c_{n1}, c_{n2}, c_{n3}, f, u, v) |
| Reflect \rightarrow reflect(c_n, axis) |
| Translate \rightarrow translate(c_n, axis, m, d) |
| f \rightarrow right | left | top | bot | front | back |
| axis \rightarrow X | Y | Z |
| l, h, w \in \mathbb{R}^+ |
| x, y, z, u, v, d \in [0, 1]^2 |
| a \in [True, False] |
| n, m \in \mathbb{Z}^+ |

Table 1. The grammar for ShapeAssembly, our low-level domain-specific “assembly language” for shape structure. A program consists of Cuboid statements which instantiate new geometry and attach statements which connect these geometries together at specified points on their surfaces. Macro functions (reflect, translate, squeeze) form complex spatial relationships by expanding into multiple Cuboid and attach statements.
executing a program is end-to-end differentiable. That is, it is possible to compute the gradient of the program’s output geometry with respect to the continuous parameters in the text of the program (e.g., cuboid dimensions, attachment point locations). We make use of this feature in results shown later in this paper.

Handling hierarchy. Thus far, we have described a language that can generate flat assemblies of parts, but not hierarchical ones. The extension to hierarchical shapes is straightforward: we represent hierarchical shapes by treating select non-leaf cuboids as the bounding box of another program (e.g., the contents of its “BBlock”). Figure 3 shows an example of a program in which cuboids expand into subprograms.

5 TURNING SHAPES INTO TRAINING PROGRAMS

ShapeAssembly allows us to write programs that generate new shapes. However, we are interested in using the language to represent existing shapes in a dataset, so that we can learn to generate novel instances from the same underlying shape distribution. In this section, we describe how we accomplish this goal. Given an input shape, represented as a hierarchical part graph, the process divides into three steps: extracting program information, creating candidate programs, and checking program validity.

5.1 Extracting Program Information

To convert hierarchical part graphs into ShapeAssembly programs, we perform a series of data regularizations, record cuboid parameters, locate cuboid-to-cuboid attachments, and identify symmetry groups (Figure 5). We provide a high-level overview of the steps involved here, and a detailed description in Appendix C.

Regularization. Before we parse program attributes, we attempt to create more regularized part graphs through a series of data-cleaning steps. For instance, in the flattening phase, we restructure the part graph hierarchy so that leaf parts with spatial relationships are more often siblings. In the shortening phase, we decrease the dimensions of leaf cuboids that interpenetrate other leaf cuboids (to create more surface-to-surface part connections).

Cuboids. Ground truth cuboid dimensions are provided in the input part graphs. A cuboid is marked as aligned if its orientation matches its parent cuboid (with an allowable error of 5-degrees).

Attachment. To locate cuboid-to-cuboid attachments, we sample a uniform, dense point cloud on each cuboid in the scene. For each pair of cuboids, we compute the intersection of the point clouds. If the intersection set is non-zero, we record an attachment point within the volume formed by the intersection, with preference for locations on the centers of faces. For every cuboid, we then check if any of its parsed attachments could be represented as a squeeze relationship, and replace any that can.

Symmetry. To find symmetry groups, we identify collections of cuboids that share a reflectional or translational relationship about either the X, Y, or Z axis of their parent cuboid. For each collection, if all of the member cuboids have the same connectivity relationships, we form them into a symmetry group. Each symmetry group is represented by a transform applied to a single cuboid, and all other members are removed from the graph.

5.2 Creating Candidate Programs

Given the extracted program information, we know the content of the program, but not how the lines should be ordered. To make the task of learning a generative model of programs easier, we aim to extract only a single, “canonical” program for each shape. As the ordering of cuboid and symmetry lines doesn’t change the executed geometry, this consistency is enforced by ordering these lines according to the semantic label of each part involved in the line. Ties in this ordering between same part-type cuboids are broken by sorting on centroid position.

Deciding on a single ordering of the attach and squeeze statements is more challenging. Since ShapeAssembly has an imperative execution semantics, the order in which these commands are executed is significant: different orderings can potentially create different output geometries. To reduce the space of possible orderings, we only consider programs which follow a grounded attachment order, which we define as follows:

• Initially, only the shape bounding box is grounded.
The only valid attachments to perform are those which connect a cuboid to a grounded cuboid.

After executing an attachment, the newly-attached cuboid becomes grounded.

If there are multiple valid grounding orders, we first discard any orderings that produce worse geometric fits to the target shape. If ambiguities in the attachment ordering still remain, we break ties using (1) the semantic ordering of the cuboids involved in the attachment (2) preferring attachments from non-aligned to aligned cuboids and finally (3) preferring attachments from cuboid face-centers.

5.3 Validating Programs

Once we extract a canonical SHAPEASSEMBLY program, we perform a series of checks to verify the results of our procedure. Programs must pass the following validation steps in order to be added to our training data:

Reconstruction. Executed programs should recreate the geometry of their respective ground truth part graph. To verify this, we sample point clouds from the surfaces of the ground truth shape and the geometry generated by executing the canonical program. These point clouds are compared using the F-score [Knapitsch et al. 2017] metric; a program is filtered out if it produces an F-score lower than 75.

Semantics. Programs must respect the semantics of SHAPEASSEMBLY. For instance, within each program, the connectivity graph of all parts should have only one component. Likewise, executed programs should not create geometry that extends beyond the bounding volumes they define.

Complexity. Programs that are overly complex (more than 12 leaf cuboid instantiations) are discarded. Note that, when executed, programs can still produce more than 12 leaf cuboids through expanding symmetry macros.

6 LEARNING TO GENERATE PROGRAMS

Given the programs extracted from our dataset, we now have the data we need to train a neural network to write novel hierarchical SHAPEASSEMBLY programs for us. In this section, we describe the generative model architecture we use, our learning procedure, and how we sample new shapes from the learned model.

6.1 Model Architecture

Figure 6 shows our generative model architecture. It is a hierarchical sequence VAE. The encoder branch embeds a hierarchical SHAPEASSEMBLY program into a latent space. The decoder branch converts a point in this latent space into a hierarchical SHAPEASSEMBLY program. The bottleneck of our network is parameterized by separate \( \mu \) and \( \sigma \) vectors in the standard variational autoencoder (VAE) setup.

The dark grey callout in Figure 6 illustrates the operation of our decoder within a single node of the program hierarchy. The decoder receives as input the latent code \( z_{\text{par}} \) of its parent node (or the root latent code from the encoder, if it is the root node of the hierarchy). This latent code is used to initialize the hidden state of a Gated Recurrent Unit (GRU), a recurrent language model which is responsible for constructing a representation of the program state. The output of the GRU cell is sent to the line decoder sub-routine, which predicts a line in the SHAPEASSEMBLY grammar, that is then passed as input back to the GRU cell at the next time step.

The purple callout in Figure 6 gives a detailed depiction of the line decoder sub-routine. The line decoder receives the hidden state of the GRU cell, along with conditioning information about the size of the current bounding volume, and uses a collection of multilayer perceptrons (MLPs) to predict a 63-dimensional vector representing a single line in SHAPEASSEMBLY. The sub-networks it uses are:

- \( f_{\text{cmd}} \): Predicts the type of command to execute. This is a one-hot vector whose seven entries correspond to <start> (the special program start token), <stop> (the special program stop token), Cuboid, attach, squeeze, translate and reflect.
- \( f_{\text{cube}} \): Predicts the length, width, height, and aligned flag for cuboid lines, conditioned on the bounding volume dimensions.
- \( f_{\text{idx}} \): Predicts the indices of the cuboids involved in an attach line, conditioned on the cuboids involved in the attach.
- \( f_{\text{sqz}} \): Predicts the the face involved in a squeeze line as a one-hot vector in the first 6 indices. The last 2 indices predict the \((u, v)\) coordinates. Both predictions are conditioned on the cuboids involved in the squeeze operation.
- \( f_{\text{sym}} \): Predicts the axis involved in a symmetry line as a one-hot vector in the first 3 indices. For translate lines, the 4th index is the number of cuboids involved in the symmetry group, and the 5th index is the scale of the symmetry. All predictions are conditioned on the cuboid involved in the symmetry and the bounding volume dimensions.

Hierarchical decoding. To generate a hierarchical program, our decoder also includes a submodule \( f_{\text{child}} \) which is executed after every predicted Cuboid command to determine whether that cuboid should be recursively expanded. This is another MLP which takes as input both the current hidden state of the GRU as well as \( z_{\text{par}} \), the overall latent code for this hierarchy node. \( f_{\text{child}} \) produces two outputs: a Boolean flag for whether the current cuboid should be expanded into a child program, and a new latent code \( z_{\text{child}} \) which is used to initialize the decoder for this child program.

6.2 Learning Procedure

We implement our models in PyTorch [Paszke et al. 2017]. All training is done with the Adam optimizer [Kingma and Ba 2014], with a learning rate of 0.0001 without batching.

All multilayer perceptrons have 3 layers and use leaky ReLU [Maas 2013] with \( \alpha = 0.2 \).

We train our model in a seq2seq fashion, where the ground truth input sequence is teacher forced to the model, and our model is...
Enforcing semantically-valid output. As our model generates shape programs, rather than raw shape geometry, we can use the semantics of the SHAPENet language to detect outputs that would be invalid, and prevent them from happening. For instance, attaches must be made in a grounded order. If a predicted attach violates such a constraint, we use a backtracking procedure to find new ‘valid’ parameter values whenever possible. During unconditional generation, if we cannot fix the line through backtracking, we reject the sample. During interpolation, if we cannot fix the line through backtracking we don’t add the predicted line to the program. Appendix D describes the complete semantic validity procedure we enforce. We also note that this approach to forbidding the generation of invalid outputs is similar to that of the Grammar Variational Autoencoder [Kusner et al. 2017]. However, that model only uses grammar syntax to determine whether an output is valid, whereas as we use program semantics.

7 RESULTS AND EVALUATION

In this section, we demonstrate our learned generative model’s ability to synthesize high-quality hierarchical SHAPENet programs, and we compare it to alternative generative models of 3D shape structure. All of the experiments described were run on a GeForce RTX 2080 Ti GPU with an Intel i9-9900K CPU, and consumed 3GB of GPU memory.

We use objects from the PartNet dataset [Mo et al. 2019b] as our training data. It contains 3D shapes in multiple categories, each with a hierarchical part segmentation and labeling. For the experiments in this paper, we use the Chairs, Tables, and Storage categories. After running the extraction procedure described in Section 5, we obtain 3835 Chair, 6536 Table, and 1551 Storage ground truth programs.

7.1 Novel Shape Synthesis

In this section, we present both qualitative and quantitative evaluations of our method’s ability to produce novel shape structures. Figure 7 includes some unconditionally generated samples from our learned generative model for each of the three shape categories. Above each sample we show its nearest neighbor in the training data based on Chamfer distance. Additionally, below each sample we visualize its nearest neighbor in the training data based on program distance, the string edit distance of a tokenized version of our generated program, the encoder ascends the hierarchy from the leaves to the root, encoding each sub-program into a latent z vector. Given a latent code, the decoder recursively decodes a hierarchical SHAPENet program. Within each hierarchy node, a recurrent neural network decodes each line of the program.
comparisons with StructureNet for reconstruction tasks, we only consider shapes that appear in the validation splits of both methods. We compare against a version of 3D-PRNN that was re-trained on the data we use for our generative model. Figure 9 shows a qualitative comparison of unconditionally generated samples from each method. Our method is capable of generating diverse, structurally complex, 3D shape structures across multiple categories. Attachment as a primary operation provides a strong inductive bias for generating physically plausible shapes that maintain realistic part-to-part relationships. In contrast, both comparison methods that directly predict part placements in 3D space are prone to producing floating cuboids or jumbled collections of spatially colocated parts.

7.1.1 Analysis of Shape Quality. We also quantitatively compare the quality of the shape structures generated by different methods. Our desiderata for generated shape structures is that they should be physically plausible and come from the same distribution that the model was trained on. In order to assess the quality of generated output, we use the following metrics:

- **Rootedness** $\%$ rooted: The percentage of shapes for which a connected path exists between the ground and all leaf parts.
- **Stability** $\%$ stable: The percentage of shapes which remain upright under gravity and small forces in a physical simulation.
- **Realism** $\%$ fool: The percentage of test set shapes classified as “generated” by a PointNet classifier trained to distinguish between generated shapes and shapes from the training dataset.
- **Frechet Distance** (FD): Measurement of distributional similarity between generated shapes and the training dataset using the feature space of a pre-trained PointNet model [Heusel et al. 2017]

Further details about these metrics are provided in Appendix E.

We show results for these metrics on 1000 unconditional generated shapes in Table 2. Our method largely outperforms 3D-PRNN and StructureNet across these metrics for three categories of shapes. While StructureNet achieves good rootedness scores, especially for the Storage category, our method performs better in the other three metrics along all categories. The samples from 3D-PRNN, achieve similar FD and % fool scores with StructureNet, but perform markedly worse on the rootedness and stability metrics.

Additionally in this experiment we compare our model with a series of ablated versions:
• **Flat**: Training on programs with no hierarchies, only leaf parts.
• **No Order**: Training on programs without canonical ordering as described in Section 5.
• **No Align**: Training on programs with an aligned flag for cuboids.
• **No Macros**: Training on programs without `squeez`, `translate`, or `reflect` commands.
• **No Reject**: At generation time, discard unfixable, invalid program line predictions instead of rejecting the entire sample.

Training without hierarchy (Flat) slightly improves rootedness, but drastically lowers the quality of output as seen in the % fool and FD columns. Training on programs without a canonical ordering (No Order) performs worse on every metric. Removing the alignment flag (No Align) actually improves performance on the Chair category for % rooted and % fool, but drastically worsens the physical validity of generations for Tables and Storage, categories where parts are much more often aligned with their parent cuboid. Training without macros (No Macros) once again decreases the performance of all metrics, but not by a substantial margin. Finally, we see that while the rejection sampling step does improve the quality of our generated samples, without it we still outperform 3D-PRNN and StructureNet by a wide margin.

### 7.1.2 Analysis of Editability

In this section, we quantitatively analyze our previous claim that directly predicting programs improves editability. We claim that a program is more editable if it is both compact and comprised of higher level functions. That is, a shorter program that uses higher-level constructs will be easier to understand and make changes to.

As a strong baseline, we evaluate the editability of our programs against the generated outputs of 3D-PRNN and StructureNet. As 3D-PRNN and StructureNet do not directly produce SHAPEASSEMBLY programs, we use our extraction procedure described in Section 5 in order to convert their generations into programs. As StructureNet predicts part graph hierarchies, the representational form our extraction procedure takes as input, we use our procedure without any of the data cleaning steps. As 3D-PRNN has no notion of hierarchy, we create single node part graphs out of their output samples, which are then run through our program extraction logic.

Table 3 shows results from an experiment where we compare the SHAPEASSEMBLY programs of each method’s generations (directly predicted by our method, parsed programs from comparisons). The metrics we use are the number of lines in each program (as a coarse measure of compactness) and the percentage of lines which are macros (split by macro type).

Compared with programs parsed from StructureNet, the programs generated by our model are much more compact and have higher rates of macro usage across all categories of shapes. While our method also has higher macro rate usage compared with 3D-PRNN, 3D-PRNN programs are more compact in the Chair and Table categories. Based on 3D-PRNN’s poor performance within our shape quality experiments (Table 2), and its significant deviation from the number of lines found in the ground truth programs (the cleanest set of SHAPEASSEMBLY programs we have access to), there is reason to believe that the compactness of its parsed programs more likely reflects shape simplicity rather than useful editability.

### 7.1.3 Analysis of Variability

Beyond quality and editability, we also consider the variability of outputs of each method. Specifically, for generated shapes, we care about their novelty with respect to the training data, their complexity, and their variety. We present results of an experiment using Chamfer distance to quantify performance across these areas in Table 4.

The Generalization metric measures the average distance of each generated sample to its nearest neighbor in the training set. As all methods have higher generalization scores than the validation set, we can conclude that none of the methods appear to be overfitting. For our method specifically, this re-enforces the qualitative nearest neighbor results presented in Figure 7.

The Coverage metric measures the average distance of each validation shape to its nearest neighbor in the set of generated shapes. Across all categories our method achieves the best results, and by a wide-margin for tables, which indicates that our generations have enough complexity to match the distribution of the validation shapes.

The Variety metric measures the average distance of each generated shape to its nearest neighbor in the set of generated shapes.
Fig. 9. Qualitative comparison between generated samples from our method, StructureNet, and 3D-PRNN. Across different categories, our method creates novel ShapeAssembly programs that, when executed, produce shape structures that maintain realistic and physically valid part-to-part relationships. Comparison methods that directly predict 3D shape geometry exhibit failure cases where parts become disconnected or intersect in an implausible manner.
Besides itself. Once again, across all categories our method achieves top, or tied for top performance.

Additionally, we look at average number of leaf parts as a coarse proxy for the complexity of a shape’s structure, which is shown in Table 5. While our method has a similar number of leaf parts to the comparison methods for the Chair and Table categories, we do have fewer leaf parts on average for Storage. Qualitatively, these additional parts in the comparison methods often manifest as collections of spatially colocated cuboids, and not necessarily more complex shape structures.

In terms of the variability of programs generated by our method, we note that 65% of Chair programs, 85% of Table programs, and 53% of Storage programs contained \textsc{shapeassembly} program structures not present in the training data. Thus our method not only exhibits novelty in the geometric domain, but also in the structural domain.

7.1.4 Program Clustering. Our approach is predicated on the assumption that a single program can represent a parametric family of multiple shapes, allowing for this shape space to be explored via manipulation of interpretable program parameters. To verify whether this is true, we cluster shapes that are represented by \textit{structurally-equivalent} programs (i.e. programs that are the same up to continuous parameter variations). Figure 10 shows program clustering results for the ground truth programs we parse from PartNet. These results demonstrate how the structure of a single \textsc{shapeassembly} program can be used to represent related shapes through different parameterizations. The marked improvement in clustering when splitting by intermediate part programs compared with clustering of entire shape programs, provides additional support for our hierarchical approach; shape programs are more likely to share structure within a node of the hierarchy than they are to match entire hierarchies exactly.

Table 4. We compare the geometric variability of generated shapes from different methods. In the first column, we measure generalization as the average nearest neighbor distance (NND) from generated samples to shapes in the training set. In the second column we measure coverage as the average NND from shapes in the validation set to generated samples. In the last column, we measure variety as the average NND from shapes in the generated samples to other generated shapes in the same set. Across three categories of shapes, our method performs the best on the coverage and variety metrics, while outperforming validation on generalization (demonstrating we are not overfitting).

Table 5. We compare the average number of leaf parts in generated shapes, as a coarse proxy for complexity of shape structure. Our method generates similar numbers of leaf parts compared with other methods for Chairs and Tables, but fewer leaf parts for Storage. Qualitatively, the additional leaf parts measured in comparison methods often manifest as spurious overlapping cuboids, rather than more complex structural variation.

7.1.5 Synthesizing Surface Geometry. While collections of part proxies are a useful modeling representation for 3D shape structures, they do not directly attempt to capture the wide range of intra-part variability present in man-made objects. We demonstrate how \textsc{shapeassembly} programs can additionally be used to model parts at finer levels of detail by turning \textsc{shapeassembly} programs into dense point clouds. As a proof of concept, we augment our generative model with a point cloud encoder that consumes dense point cloud samples of ground truth leaf parts, and a point cloud decoder that generates dense point clouds for every leaf part within
Table 6. We measure smoothness along random high-frequency interpolation sequences in each method’s latent space. The Geo column measures smoothness with Chamfer distance, while the Prog column measures smoothness with program edit distance. Note that 3D-PRNN is missing because it is not a latent variable model and thus does not support interpolation.

7.2 Latent Space Interpolation

Beyond novel shape generation, we evaluate the ability of our method to interpolate between two points in our latent space. The presence of smooth, semantic transitions between end-points indicates a well-formed latent space. In Figure 12 we qualitatively compare our method with StructureNet on the task of interpolating between shapes in the validation sets of both models. Our interpolations demonstrate both geometrically smooth and semantically consistent transitions. For instance, in the top interpolation sequence, the surface of the chair back in the source shape gradually shrinks vertically until in the target shape it is just a horizontal bar. At the same time, the number of vertical slats in the chair back gradually increases from 2, to 4, to 5.

In Table 6, we attempt to quantify the smoothness along random interpolation sequences within the latent space of each generative model. In this experiment, 100 interpolation sequences were computed from sources to targets that were randomly sampled in each model’s latent space, with 100 interpolation steps per sequence. Each method’s geometric smoothness is computed by taking the average Chamfer distance (normalized by shape scale) between each interpolation step. The lower geometric smoothness of our method, compared to StructureNet in the Table and Storage categories, demonstrates the quality of the latent space learned by our method. Moreover, using our procedure to turn StructureNet outputs into ShapeAssembly programs, we can measure the program smoothness along these interpolation paths. Each method’s program smoothness is computed by taking the average tokenized program edit distance between each interpolation step. As a measure for structural change throughout the transitions of an interpolation sequence, our lower program smoothness metric again shows how our method benefits by operating within the space of 3D shape programs.

7.3 Synthesis from Unstructured Geometry

Another way to inspect the structure of a generative model’s latent space is through performing “synthesis from X”, by projecting X into the latent space of the generative model. As an application for 3D reconstruction, we are able perform such a projection with point clouds, demonstrating how our generative model’s latent space can synthesize ShapeAssembly programs from unstructured geometry.

Specifically, we train a PointNet++ encoder [Qi et al. 2017] to map point clouds sampled on dense mesh geometry to the latent space learned by our generative model. These latent codes are then converted into programs by our trained decoder.

In Table 7, we show an experiment comparing our method against StructureNet on the task of reconstructing point cloud samplings of dense geometry on the intersection of each method’s validation set for Chairs in Partnet (463 shapes total). We evaluate reconstruction accuracy with F-score [Knapitsch et al. 2017], and the physical...
Fig. 12. A qualitative comparison of latent space interpolation between our method and StructureNet on shapes from the validation set. Our method’s interpolations within program space produce sequences that combine smooth continuous variation with discrete structural transitions.
validity of reconstructions with the rootedness and stability metrics. When projecting point clouds into the latent space of each method (top two rows), our method outperforms StructureNet on both reconstruction accuracy and maintaining physical validity. This demonstrates, once again, the well-structured nature of our method’s latent space.

Moreover, as the ShapeAssembly interpreter is differentiable, we can further refine the continuous parameters of a program by minimizing the Chamfer distance between executed geometry and a target point cloud with a gradient-based optimizer. We compare this procedure (Ours + Opt Program) against the following conditions:

- **SN + Opt Cuboids**: Starting with StructureNet’s reconstruction, then directly optimizing predicted cuboids to minimize Chamfer distance to the target point cloud.
- **SN + Opt Program**: Parsing StructureNet’s reconstruction into a ShapeAssembly program, then optimizing the program to minimize Chamfer distance to the target point cloud.
- **Ours + Opt Cuboids**: Starting with our reconstruction, directly optimizing predicted cuboids to minimize Chamfer distance to the target point cloud.

We show results for this experiment in the last four rows of Table 7. All of the optimization procedures improve reconstruction accuracy at the cost of physical validity. However, Ours + Opt Program is the only condition that achieves a desirable trade-off in this exchange, gaining much more reconstruction accuracy improvement than it loses in physical validity.

We show some qualitative results of this experiment in Figure 13. Through latent space projection, our model is able to output the rough 3D shape structure (column 1) of an input unstructured point cloud (column 0). Through our differentiable interpreter, we are able to find continuous parameters for the predicted program structure that ultimately lead to better reconstruction fits (column 3). Shape programs place a strong structural regularization prior over unstructured 3D data, and thus our presented method is less prone to “losing” semantic parts, such as small legs, in comparison to the other conditions.

### 8 CONCLUSION AND FUTURE WORK

In this paper, we took a first step toward marrying the complementary strengths of neural and procedural 3D shape generative models by introducing a hybrid neural-procedural approach for synthesizing novel 3D shape structures. We introduced ShapeAssembly, a low-level “assembly language” for shape structures, in which shapes are constructed by declaring cuboidal parts and attaching them to one another. We also introduced a differentiable interpreter for ShapeAssembly, allowing the optimization of program parameters to produce desired output geometry. After describing how to extract consistent programs from existing shape structures in the PartNet dataset, we then defined a deep generative model for ShapeAssembly programs, effectively training a neural network to write novel shape programs for us. We evaluated the quality of the generative model along several axes, showing that it produces more plausible and physically-valid shapes, and that its latent space is better-structured than that of other generative models of shape structure. We also found that directly generating shape programs leads to more compact, editable programs than extracting programs from shapes generated by methods that directly output 3D geometry.

**Limitations.** As mention in Section 5, we do not successfully extract training programs from every shape in our dataset. For instance, our program extraction procedure assumes that the orientation of all parts can be specified through solely part-to-part attachments, yet as demonstrated in Figure 14, this does not hold for all shapes. While it is possible to reconstruct these shapes with ShapeAssembly programs (through attaching parts to “floating” points in space via the bounding volume) such programs will never be added to our training data, and thus our generative model won’t learn to produce such constructs. Our design decision to discard training programs with more than 12 total Cuboid declarations has a similar effect: it limits our generative model from synthesizing the most complex of shape structures that exist in our dataset. We impose such strict criteria in order to make our training programs exhibit more regularity, simplifying the learning task for our neural network at the expense of its potential expressivity.

This highlights a central tradeoff: higher variability in the training programs may result in lower quality shapes synthesized by a generative model. This phenomenon is not unique to our setting; it is well-known that e.g., image generative models perform better on very-regularly-structured domains, such as human faces. The question, looking forward, is how to capture more data variability while keeping a high-degree of regularity in the input data representation? We believe that using programs as a data representation is the best avenue of attack, here. As we have shown in our work, a single program can capture a wide range of parametrically related shapes. One program, many shapes; strong regularity, but also high variability. We are excited to investigate extensions of ShapeAssembly, as well as other shape-generating languages, which can capture even more shape variability with highly-regular structures.

While ShapeAssembly has a strong inductive bias for generating physically-connected shapes, it is not guaranteed to do so. Hierarchical part structures which are locally connected everywhere may occasionally still exhibit disconnected leaf cuboids. This is more likely to happen with very non-axis-aligned structures that result in loose bounding cuboids at the intermediate levels of the hierarchy. It is worth investigating mechanisms to guarantee that ShapeAssembly programs maintain leaf-to-leaf connectivity.
Input Points Ours Ours + Opt Cuboids Ours + Opt Program SN SN + Opt Cuboids SN + Opt Program

Fig. 13. Qualitative comparison of synthesis from point clouds of our method against StructureNet (SN). Our method is able to infer good program structures that match well with the unstructured geometry. The continuous parameters of this program structure can be further refined through an optimization procedure in order to better fit the target point cloud without creating artifacts.

Fig. 14. Examples of PartNet shapes that contain parts whose orientations cannot be inferred from part-to-part attachments alone. While these shapes can be represented with SHAPEASSEMBLY programs that attach parts to “floating” points within the bounding volume, such programs are not added to our training data during our program extraction phase. As a result, our generative model never learns to produce shapes that require this type of attachment pattern.

Future work. In Section 7, we showed an example of refining our generated hierarchical cuboid structures with point cloud surface geometry. This is not a new idea; other recent related work on part-based shape generation takes a similar approach to refining high-level part structures [Gao et al. 2019; Li et al. 2017; Mo et al. 2019a]. However, there is more work to be done at the intersection of structure generation and surface generation. These two paradigms could be much more closely married than they have been thus far, as existing part-surface generation has been explored largely in an independent, part-by-part fashion. What would it look like to swap out the “surface style” code for a shape while retaining its “structure” code? Our procedural representation may confer distinct advantages here, as the attachments explicitly specify where and how part geometries must connect.

It would also be interesting to move beyond cuboids as the proxy geometry used for atomic parts, as not all atomic parts are well-approximated by rectilinear geometry. In some cases, spherical, cylindrical, or more general curvilinear geometry would be a better choice. Pursuing this direction would help push more shape variability into the procedural representation, so that we do not lean so heavily on the neural network to capture it.

Another way to push knowledge from the learned latent space into the programs would be to make the programs include constraints on their parameters: either independent bounds, or correlations between parameters. For instance, it is non-semantic to make a chair leg too thin, or to make a chair back much narrower than the seat to which it is attached. It should be possible to mine shape datasets for this information, and to include it in the data used to train the generative model.

There are also more opportunities to apply generative models of shape programs to “synthesis from X” applications. While we showed translation from point clouds to shape programs, there are many more exciting possibilities in terms of linking 3D geometry, 2D images, and shape programs, and seamlessly using the three modalities to author different forms of shape manipulations.

Finally, if we aim for our generated shapes to be useful in embodied AI applications, they should also be equipped with information about kinematics and/or dynamics. For example, a program which
specifies a cabinet could also specify the type of hinge with which the door attaches to the body, and how far that hinge opens. Ultimately, we believe that shape programs, and generative models which produce them, are the right fundamental representation for both human creative tasks and AI analysis tasks involving part-based 3D shapes.
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A SEMANTICS OF THE ATTACH COMMAND

In designing the ShapeAssembly interpreter, our goal is to ensure that its internal operations stay limited to simple fixed-function, differentiable operations. Thus, implementing the attach command, we opt not to use any constrained optimization routines which could resolve a globally-optimal configuration of cuboids given the attachment constraints. Instead, the interpreter immediately executes each attachment as it is declared, i.e. it greedily solves for attachments. To make the behavior of this procedure as predictable as possible, the greedy attachment procedure should induce the fewest changes possible to the current cuboid shapes.

With these desiderata in mind, we designed the following procedure for attaching cuboid $c_1$ to cuboid $c_2$ (see Figure 15). The logic that executes depends upon how many prior attachments $c_1$ has and the aligned flag of $c_1$:

**No prior attachments.** In this case, cuboid $c_1$ can connect to cuboid $c_2$ by simply translating until the attach points are colocated.

**One prior attachment.** Here, the interpreter scales cuboid $c_1$ along one of its axes and then rotates it such that the attachment is satisfied. To choose the axis along which to scale $c_1$, the interpreter checks how quickly scaling each of its three dimensions would reduce the ratio $n/k$, where $n$ is the distance between $c_1$’s existing attachment point and the new target attachment point, and $k$ is the distance between $c_1$’s existing attachment point and the new source attachment point. The interpreter then scales $c_1$ by $n/k$ along this dimension, which gives it the correct length. Finally, $c_1$ is rotated such that the source and target attachment points are colinear (and thus colocated).

**Two or more prior attachments.** In this case, it is not always possible to satisfy the attachment, as three point constraints on a face may be overconstrained. If a solution exists, however, our interpreter will find it. And in the case where no solution exists, it attempts to approximately satisfy the attachment (which we decided to be more user-friendly behavior than throwing an error).

First, the interpreter checks if $c_1$’s existing attachment points are all colinear. If they are, then it rotates $c_1$ about this axis of colinearity to make the source attachment point face the target attachment point. The final step is to scale $c_1$ along the normal of the face containing the source attachment point. If the existing attachment points were not colinear, and this face was not rotated to point toward the target attachment point, then this may not be a useful operation (i.e. it may introduce undesirable change to the cuboid shape while doing little to bring the source point closer to the target point). Thus, the interpreter only executes this scale if the angle between the source face normal and the vector to the target point is smaller than a threshold $\tau$ (25 degrees in our implementation).

**Aligned Cuboids.** Cuboids that are marked as aligned in ShapeAssembly programs cannot have their orientations changed through attachment. In fact, with correct cuboid dimension parameterization, a single attachment is enough to properly position and orient an aligned cuboid. However, in order to ensure that aligned Cuboids remain connected through edits and predictions of our generative model, we minimally grow aligned cuboid dimensions to satisfy the part-to-part connectivity specified through attachments. That is, for aligned cuboids we do not guarantee attachment point colocation after the first attachment, as this is often impossible to exactly fulfill without changing a cuboid’s orientation. Rather, we guarantee that aligned cuboids will fulfill attachment relationships with cuboids they are attached to at some attachment point.
B SEMANTICS OF SHAPEASSEMBLY MACRO FUNCTIONS

We provide an account of the logic for macro function expansion in ShapeAssembly:

Squeeze. The squeeze macro is parameterized by three cuboids \((c_{n1}, c_{n2}, c_{n3})\) a face \(f\) and a \((u, v)\) position on \(f\)’s 2D coordinate system. A squeeze command expands into two attach functions. The first attach function attaches the center of \(c_{n1}\)’s face to the \((u, v)\) position on the opposite face of \(f\) on \(c_{n2}\). The second attach function attaches the center of \(c_{n1}\)’s opposite face of \(f\) to the \((u, v)\) position on the face of \(f\) on \(c_{n3}\). For example, the line squeeze \((c_{n1}, c_{n2}, c_{n3}, \text{left, } .1, .4)\) It expands into attach\((c_{n1}, c_{n2}; .0, .5, .5, 1.0, .1, .4)\) and attach\((c_{n1}, c_{n3}; 1.0, .5, .5, 0.0, .1, .4)\).

Reflect. The reflect macro is parameterized by a cuboid \(c_n\) and an axis \(a\). A reflect command first expands into one Cuboid function, that creates a new cuboid \(c_{n'}\) with the same parameters as \(c_n\). Then for every previous attachment line pair that had moved \(c_n\), of the form attach\((c_n, c_{n'}), x_1, y_1, z_1, x_2, y_2, z_2\), the reflect command creates a new attachment line: attach\((c_{n'}, c_{m}, x_1, y_1, z_1, T(x_1, y_1, z_1, c_n, c_{m}, a))\). \(R\) is a function that applies a reflection of the global point specified by \((x_1, y_1, z_1)\) in the local coordinate frame of \(c_{n'}\) about the axis \(a\), and then returns the local coordinates of that point within \(c_m\).

Translate. The translate macro is parameterized by a cuboid \(c_n\) an axis \(a\), a number of members \(m\), and a distance \(d\). A translate command first expands into \(m\) Cuboid functions, that each creates a new cuboid \(c_{n'}\) with the same parameters as \(c_n\). Then for every previous attachment line pair that had moved \(c_n\), of the form attach\((c_n, c_{n'}), x_1, y_1, z_1, x_2, y_2, z_2\), the translate command creates a new attachment line at attach\((c_{n'}, c_{m}, x_1, y_1, z_1, T(x_1, y_1, z_1, c_n, c_{m}, a, d))\). \(T\) is a function that applies a translation of the global point specified by \((x_1, y_1, z_1)\) in the local coordinate frame of \(c_{n'}\) along the axis \(a\) (of the bounding volume) for a distance of \(d\) (where \(d\) is normalized by the size of the bounding volume), and then returns the local coordinates of that point within \(c_m\).

C PROGRAM EXTRACTION PROCEDURE

Here, we provide an account of our program extraction procedure in greater detail:

Part Shortening. Before any hierarchical processing, we first attempt to regularize any artifacts in the input data. Specifically, for each leaf cuboid part proxy, we check if any of its faces are completely contained within any other leaf cuboid. If we find that we can shorten a leaf cuboid without changing the visible, non-intersecting, geometry of the part graph, we do so.

Semantic Hierarchy Arrangement. During our data preprocessing stage when converting PartNet part graphs into ShapeAssembly programs, we locally flatten part graph hierarchies based on semantic rules as depicted in Figure 5. For chairs we flatten the following nodes: back, arm, base, seat, footrest and head. For tables we flatten the following nodes: top and base. For storage we flatten the following nodes: cabinet frame, cabinet base. For storage, we move the following nodes into the cabinet frame sub-program: countertop, shelf, drawer, cabinet door and mirror. We also perform a semantic collapsing step where the intermediate nodes containing detailed geometry are converted into leaf nodes and their children are discarded. For chairs we collapse the following nodes: caster and mechanical control. For tables we collapse the following nodes: caster, cabinet door, drawer, keyboard tray. For storage we collapse the following nodes: drawer, cabinet door, mirror and caster. Empirically we observed that this method of hierarchy re-arrangements produces cleaner and more regularized training data for our generative model.

Attachment Point Detection. In order to identify which cuboids connect, and where they connect, we use a point cloud intersection procedure. We sample a uniform \(20\times20\times20\) point cloud within the volume defined by each cuboid. To check if two cuboids are attached, we find the set of points in the pairwise point cloud comparison that have a minimum distance to any point in the other point cloud within a distance threshold determined by the scale of the larger cuboid. For cuboids that attach (i.e. this intersection set is non-zero) we sample a denser \(50\times50\times50\) point cloud within the bounds of the detected intersection volume, forming a set of candidate attachment points. From this set we first filter all attachment points that are outside of either cuboid. If any remaining attachment points form face-to-face connections between cuboids we choose them, otherwise we define the attachment as taking place at the mean of the remaining attachment points. With the same procedure, we also record if cuboids connect to the top or bottom of the bounding volume. Sampled points with bounding volume local y-coordinates in the ranges of \([0, 0.05]\) and \([.95, 1.0]\) are assigned to the bottom and top respectively.

Symmetry Detection. We enforce that all members of a symmetry group share the same connectivity structure in the input part graph. Cuboids are grouped together by symmetry if they: (i) connect to the same cuboids, (ii) share a reflexional or translational symmetry about the X, Y or Z axis of their parent bounding volume, and (iii) each attachment point involved in their outgoing connections also shares this same symmetrical relationship. Two cuboids, or two attachment points, are considered to share a symmetrical relationship if applying the symmetry transformation matrix to one member produces a parameterization close to that of the other member.

Notice that this procedure can disqualify symmetry formation about groups of interconnected cuboids that share a symmetrical relationship. As such, before forming symmetry groups about individual cuboids, we attempt to form symmetry groups about connected components of multiple cuboids. Whenever such a component is found, we locally abstract its structure with a bounding volume, and create a symmetry group sub-program. In this manner, we capture additional spatial symmetries while continuing to enforce the relationship between symmetry and part connectivity. The “H-leg” program (Program3) in Figure 2 shows an example of where such a symmetry sub-program was formed.

In total, our parsing procedure finds valid ShapeAssembly programs for 46% of Chairs, 65% of Tables and 58% of Storage shapes in PartNet.
D DECODER SEMANTIC VALIDITY CHECKS

During the process of decoding a latent code, our generative network enforces the following semantic validity conditions on its outputs:

- XYZ attachment coordinates are clamped between 0 and 1.0. Additionally, attachments to the bounding box can only be at the top or bottom faces with an allowable error of .05.
- Cuboid dimensions are clamped between 0.01 and the corresponding bounding box dimension
- Bounding box cuboids can have no sub-programs
- Cuboids only attach at a single location. As an exception, cuboids are allowed to attach to both the top and bottom faces of the bounding volume.
- The bounding box cannot be moved by an attach command
- Attachment orderings must be grounded. Upon terminating, any ungrounded cuboids instantiations are discarded.
- Symmetries can only operate on grounded cuboids
- The ordering of Cuboid, attach, squeeze, reflect, and translate lines must be consistent with the SHAPEASSEMBLY grammar.
- Commands must keep cuboids within the bounds of the defined bounding volume with an allowable error of 10%.

During generation, if our model predicts a non-semantic program line, we attempt to back-track until we are able to find a semantically valid solution. For instance, if we predict a new line to be a reflect command, but no cuboids have been grounded, we pick a new command type for the line by zeroing out the logits for the reflect command index.

In some cases, a combination of bad continuous parameters and program structure predictions produce a violating line that cannot be easily fixed. During unconditional generation, we reject the sample if we encounter this behavior (this happens for 10% - 20% of our random samples across the categories we consider). We run an ablation on this rejection sampling in Table 2. During interpolation, we never reject a sample. Instead, we simply do not add lines to the predicted program for which we could not find a fix.

E SHAPE QUALITY METRICS

We provide additional details about the metrics used in Table 2:

- Rootedness: We check if a connected path exists between the ground and all parts in the shape. We judge two parts to be connected if they are separated by a distance no larger than 2% of the overall shape’s bounding box diagonal length.
- Stability: We convert generated 3D shape structures into rigid bodies and place them in a physical simulation with gravity. A vertical force is applied to each shape proportional to its mass, along with some other small random forces and torques. If the resting height of any connected component of the shape changes by more than 10% after these perturbations we declare it unstable. Note that this is by definition less than or equal to the percentage of rooted shapes, as a shape must be rooted in order to be stable.
- Realism: The percentage of test set shapes classified as “generated” by a binary PointNet classifier trained to distinguish between generated shapes and shapes from the training dataset. The classifier is trained on an equal amount of positive and negative examples for 300 epochs. We hold out a portion of shapes from the test set, and measure the percentage of them incorrectly classified as “fake”. To reduce fluctuation, the percentage is averaged over the last 50 epochs.