Graph-based machine learning beyond stable materials and relaxed crystal structures
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There has been a recent surge of interest in using machine learning to approximate density functional theory in materials science. However, many of the most performant models are evaluated on large databases of computed properties of, primarily, materials with precise atomic coordinates available, and which have been experimentally synthesized, i.e., which are thermodynamically stable or metastable. These aspects provide challenges when applying such models on theoretical candidate materials, for example for materials discovery, where the coordinates are not known. To extend the scope of this methodology, we investigate the performance of the crystal graph convolutional neural network on a data set of theoretical structures in three related ternary phase diagrams (Ti,Zr,Hf)-Zn-N, which thus include many highly unstable structures. We then investigate the impact on the performance of using atomic positions that are only partially relaxed into local energy minima. We also explore options for improving the performance in these scenarios by transfer learning, either from models trained on a large database of mostly stable systems, or a different but related phase diagram. Models pretrained on stable materials do not significantly improve performance, but models trained on similar data transfer very well. We demonstrate how our findings can be utilized to generate phase diagrams with a major reduction in computational effort.
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I. INTRODUCTION

Discovering new materials is a driving force for new technologies. With the increase in computational resources, there has been a surge in available data from automated high-throughput materials simulations, obtained using supercomputers. The computed properties have been made available in online databases where one can search for materials with specific desired properties, which enables new applications.

A central concern in the design of a new material is its thermodynamical stability. This is determined by the formation energy of a phase in relation to that of other phases at the same composition, as well as the most stable combination of competing phases it can decompose into. Hence, an extensive, in principle exhaustive, search of the corresponding chemical space is needed to properly determine stability. A common computational method for this purpose is density functional theory (DFT) [2,3], which on the semilocal level of theory is usually considered as having a fairly low computational cost compared to other quantum-mechanics-based methods, but nevertheless limits how many materials that can be screened. Using machine learning as an approximation of conventional simulation methods such as DFT has recently gained interest [4–6]. Many methods are reported with impressive results with prediction errors close to or lower than that of DFT [7], and their low computational effort makes them highly interesting for complementing or replacing quantum-mechanical-based calculations for, e.g., computing formation energies.

Much effort has been put into finding suitable representations, so called descriptors, of crystal structures for use in machine learning methods. Early works include, for example, smooth overlap of atomic positions [8], three descriptors inspired from the Coulomb matrix description of molecules [9], descriptors based only on stoichiometry [10], and the many-body tensor representation [11].

An alternative approach to predicting material properties from a descriptor of the crystal structure is to learn an interatomic potential (see, e.g., Refs. [12–15]). The use of interatomic potentials are perhaps more associated with molecular dynamics simulations, but they can also be used to relax the atomic positions and predict the formation energies of competing phases in a phase diagram [16–18].

Recently, much work has been directed toward so called feature learning which aims to find machine learning models that can learn both suitable descriptors and the target value from these descriptors. In particular, the use of neural networks for graph data, so called graph neural networks (GNNs), has gained interest in chemistry and physics. One motivation for this is that molecules can naturally be described as graphs [19,20], but a pioneering work by Xie and Grossman [21] shows that this type of model is also very appealing.
for crystals. Xie and Grossman demonstrate the predictive performance of their crystal graph convolutional neural network (CGCNN) by predicting multiple properties of crystals, including the formation energies of 9350 crystals from the Materials Project database [22]. A number of works have followed (see, e.g., Refs. [23–25]) which all develop GNNs for crystal structures and which are evaluated using data from the Materials Project. However, most of the available databases of computational materials properties, such as the Materials Project, are based on structures found experimentally, e.g., as reported in the Inorganic Crystal Structure Database (ICSD) [26] or Crystallography Open Database [27–29]. This gives a bias toward stable, or close to stable, materials. When searching for new materials by screening a large number of theoretically generated structures, we need a method which can reliably predict the formation energy also for highly unstable materials. Indeed, a concurrent study by Pandey et al. [30] shows that models trained on ICSD data perform poorly when applied to unstable materials, and we aim to investigate further how to cope with this issue.

Candidate materials for a phase diagram are typically created by substituting atoms into the crystal structures of other, already known materials. The atomic positions of these candidate materials can be far away from the local energy minimum. If one seeks the formation energy of the relaxed structure, the model has to, in principle, perform two tasks. Not only does it have to predict the formation energy, but it needs to do so by overcoming the unrelaxed structure. Previous studies indicate that for GNNs, which are relying on information about the geometry of the structure, predicting formation energies from unrelaxed structures indeed affects the performance [25,31]. Zuo et al. [32] try to avoid this by using machine learning to relax the structures before predicting their energies, while Pal et al. [33] have designed a model which is invariant to the scaling of the structures with the purpose of making it more robust to unrelaxed structures.

The performance of graph neural networks on highly unstable material phases, as needed to predict phase diagrams, has so far not been considered in great detail. Neither has it been thoroughly studied how the predictive performance of a model is affected when predicting formation energies of structures which are not completely relaxed, and how it is improved when the structure moves closer to the relaxed geometry. To investigate this, we perform an empirical evaluation, using the CGCNN model and a data set with theoretical structures from three related ternary phase diagrams, Hf-Zn-N, Ti-Zn-N, and Zr-Zn-N generated by Tholander et al. [34]. This data set was generated by substituting chemical elements into known crystal structures, and these materials therefore span a wide range of formation energies and are for the most part highly unstable. We first investigate the performance when CGCNN is trained with this data set of mostly unstable materials. Then, we investigate how the performance changes when the atomic positions have only been partially relaxed into local minima.

To cope with the computational cost related to obtaining training data, we explore transfer learning. Previous applications of transfer learning in materials science include using multifidelity data to improve predictive performance on high-fidelity properties, like predicting experimental band gaps by using information about DFT band gaps [35] and combining calculations from different exchange-correlation functionals [36]. Graph neural networks have been trained to predict properties where the availability of data is high, and have then been transferred to predict properties with lower data availability [24,37]. In our work, we instead envision the use of transfer learning when one would like to explore compounds from a limited chemical space by incorporating data from outside this space. For this setting, we train a model using data from one phase diagram, and then fine-tune this with data from the phase diagram of interest. We also compare this with pretraining a model on a large database with a variety of mostly stable materials.

We conclude our findings by using CGCNN to speed up the generation of phase diagrams. CGCNN predicts the formation energies of partially relaxed structures between steps in the relaxation process, and structures far from the convex hull are discarded and excluded from further relaxation. Thus, the total computational cost is reduced.

II. BACKGROUND

A. Composition phase diagrams and thermodynamical stability

A composition phase diagram shows the stable phase of a material as a function of its composition. A phase is stable if its formation energy is lower than any linear combination of competing phases. This means that the stability of each phase can be determined by constructing a convex hull of the phases in the phase diagram [38,39]. If a phase belongs to the convex hull it is stable; otherwise, it will decompose into the linear combination of phases on the hull that decreases the total energy. To generate a phase diagram without any prior knowledge of which phases are stable, a large number of potential materials needs to be considered since one in principle needs to determine the formation energy of every possible phase at every composition.

These types of phase diagrams are highly relevant in materials design since finding materials that are stable is a central aspect. Additionally, they solve the crystal structure prediction problem; i.e., for a given composition, the corresponding crystal structure can be determined.

Computational methods, in particular DFT, are often used to predict formation energies of unknown phases. To generate the potential materials, other elements are substituted into already known materials [40,41]. This procedure generates hypothetical materials for which the exact geometry is unknown. Hence, before their formation energy can be calculated, they have to go through a relaxation procedure which typically consists of a number of steps where the cell volume, cell shape, and atom positions are changed into the local minimum of the formation energy.

B. Graph neural networks

Graph neural networks (GNNs) are a special kind of artificial neural network designed to handle graph structured data. Let G be a graph defined by \((V, E)\) where \(V\) is the set of nodes and \(E\) is the set of edges. A node \(v \in V\) is associated with a feature vector \(x_v\), and an edge \((v, w) \in E\) with a feature vector \(e_{vw}\). A GNN is then a parametrized function \(f_\theta(\cdot)\) that
to lack of knowledge. This arises in machine learning since a model is trained from a finite training data set, resulting in (epistemic) uncertainty about the parameter values themselves. For example, an ensemble could consist of $N$ different neural networks, trained on the same data but with random initializations and stochastic optimization. Thus, $N$ plausible parameter configurations $\{\theta_i^{\text{N}}\}$, are obtained, which gives $N$ different predictions. Using the spread of the predictions of the ensemble members has proven to be an efficient way of quantifying epistemic uncertainty for neural networks [44,45].

D. Data sets

In this work we use a data set of Tholander et al. [34] (TAATA, after the name of the authors). This data set contains DFT calculations, including structure relaxation, for a large number of materials phases in the phase diagrams Hf-Zn-N, Ti-Zn-N, and Zr-Zn-N. These three phase diagrams make up the three subsets TAATA-Hf, TAATA-Ti, and TAATA-Zr. The three subsets consist of 4839 (TAATA-Hf), 4328 (TAATA-Ti), and 3650 (TAATA-Zr) materials, each with three different relaxation steps: preprerelax, prerelax, and final relax, with final relax being the most accurate level. These relaxations were performed using the projector augmented wave method (PAW) [46] and Perdew-Burke-Ernzerhof generalized gradient approximation (PBE-GGA) [47] as exchange-correlation functional, implemented in the Vienna Ab-initio Simulation Package [48,49] (VASP) (v5.4.1). All calculations used a 600 eV plane wave energy cutoff. In the first relaxation step, preprerelax, only the unit cell volume is relaxed, which requires on average approximately 5 core minutes/phase. In the prerelax and final relaxation steps, volume, cell shape, and the internal degrees of freedom describing the atomic coordinates are relaxed, with the final step done with higher precision (the VASP-setting PREC set to “Accurate” instead of “Normal,” which controls the number of grid points in the Fourier transform grids and the accuracy of the PAW projector representation in real space). These two steps require approximately 60 core minutes/phase (prerelax) and 540 core minutes/phase (final).

We have also used a model trained on a data set extracted from the Materials Project by Xie and Grossman [34] (the model can be found together with the CGCNN code [50]). This training data set consists of roughly 37 000 materials with completely relaxed structures, covering 87 elements, and each material consisting of up to seven different elements. Apart from covering a different chemical space, this data set has not been produced with the same computational parameters as TAATA.

E. Transfer learning

A machine learning model requires data from DFT calculations to learn to approximate DFT, and typically improves with more data. This means that there is a trade-off between the computational expense of producing DFT simulations (training data) and model accuracy. Relying on training data that, in some sense, is expensive to obtain is common in machine learning (e.g., images annotated by humans according to what they depict), and much effort has therefore been
put into investigating methods to reduce the need for data. One such method is transfer learning [51]. The idea is simple: a model is pretrained on one problem, after which it is fine-tuned by training on data from a different, but similar, problem. This can be seen from the perspective of feature learning as assuming that the two problems could be represented well with more or less the same features. If the problem of interest is suffering from low availability of training data, these features can be learned better from a different problem where more data are available, and then transferred to the new problem domain.

III. METHOD

We use an ensemble of five \((N = 5)\) CGCNNs. Each network is trained on the different subsets of the TAATA data set using an L1 loss function and the Adam optimizer [52]. Similarly to the original work, the optimized hyperparameters are the learning rate, number of layers, and weight decay, using a grid search with completely relaxed structures from all three TAATA subsets. The combination of hyperparameters with the best mean absolute error (MAE) on a validation set was then chosen for all subsequent investigations. For the other hyperparameters, the default values provided in the CGCNN code [50] were used.

The individual ensemble members are trained with access to the same training data. However, some of the training data are reserved to be used only as validation data to avoid overfitting by early stopping. To capture the uncertainty of model parameters (i.e., the epistemic uncertainty), the split of training/validation data is different for the different members, in addition to initializing the model parameters randomly and using stochastic-gradient-based training. When using CGCNN to aid in the generation of a phase diagram (described later in this section), we estimate the total uncertainty as \(\sigma = \sqrt{\sigma_a^2 + \sigma_e^2}\), where \(\sigma_a^2\) and \(\sigma_e^2\) are the aleatoric and epistemic uncertainty respectively. We estimate \(\sigma_a^2\) as the average of the mean squared errors of the ensemble members when predicting formation energies of the validation set during training, and \(\sigma_e^2\) as the variance of the predictions made by the individual ensemble members.

To investigate transfer learning, we have compared two different scenarios. In the first scenario, data are assumed to be available for a phase diagram that is related to an unknown phase diagram of interest. We want to use these data to improve the predictive performance for the unknown phase diagram. This situation could appear, for example, when a study is expanded into a larger chemical space. As a second scenario, related phase diagrams are not available, but we instead try to utilize data from a large database of materials involving all elements like the Materials Project. We explore and compare both of these scenarios by (i) transferring a model pretrained on one TAATA phase diagram by fine-tuning with data of another; (ii) transferring a model trained by Xie and Grossman [21] on Materials Project data (available online [50]) by fine-tuning with data from one of the TAATA phase diagrams.

Finally, we illustrate how our findings can be used to accelerate the generation of a phase diagram with CGCNN using the following scheme: Start by creating a set of candidate structures, \(S\), e.g., by substituting desired chemical elements in structure prototypes available in present materials databases. This set is divided into a training set \(S_{\text{train}}\) and an evaluation set \(S_{\text{eval}}\). The structures in \(S_{\text{train}}\) are fully relaxed, through the prepre-, pre-, and final relaxation steps, and their formation energies are obtained. Using the partially relaxed training structures and their final formation energies, two (ensembles of) CGCNN models are trained for the prepre- and prerelease steps, respectively. Then, all the structures in \(S_{\text{eval}}\) are relaxed to just the prerelease step. The prerelease-level CGCNN model predicts the final formation energies of the partially relaxed evaluation structures and a phase diagram is constructed based on these predictions together with all the structures in the training set. Then, all structures in \(S_{\text{eval}}\) which, in the predicted phase diagram, has an energy above the resulting convex hull of stability \(E_{\text{hull}} > 2\sigma\) are removed (with \(\sigma\) being the total uncertainty of the prediction described previously). The remaining structures go through the prerelease step and the procedure of predicting a phase diagram and removing structures far from the convex hull is repeated. The remaining structures are then relaxed through the final step and the phase diagram is constructed using the energies computed by DFT for the structures in \(S_{\text{train}}\) and the nondiscarded structures in \(S_{\text{eval}}\).

The above description gives all steps in the full workflow. For testing the workflow, we used the data from the work by Tholander et al. [34] (the TAATA data set). This means that the first step, substituting chemical elements into structure prototypes, was not done by us. Since the data set also includes structures from the prepre- and prerelease level, we did not need to perform any DFT calculations as part of the present work.

IV. RESULTS

Test sets for evaluating the performance were created by setting aside 20% of the materials for each TAATA subset. For the partially relaxed structures, structures used for training and testing have been relaxed equally far. However, the target formation energy is always the final formation energy, obtained at the last relaxation step.

A. Training on different relaxation levels

Test MAEs for models trained from scratch are shown in Fig. 2. For the largest training set size, i.e., all of the data points not used for testing (2920, 3460, and 3870 materials for TAATA-Zr, TAATA-Ti, and TAATA-Hf, respectively) the test MAE in eV/atom is 0.038 for TAATA-Ti, 0.043 for TAATA-Hf, and 0.046 for TAATA-Zr when using fully relaxed structures. The corresponding test errors for prerelease is 0.11 eV/atom (TAATA-Hf and TAATA-Ti) and 0.12 eV/atom (TAATA-Zr), and for preprerelease 0.20 eV/atom (TAATA-Hf and TAATA-Ti) and 0.21 eV/atom (TAATA-Zr). It is clear that the performance improves with the amount of training data, and in general worsens with more inaccurate descriptions of the atomic positions, as expected.

Comparing these results with using the sine-based Coulomb matrix together with kernel ridge regression (KRR) [9], the Coulomb matrix seems to be very robust with respect...
to the relaxation levels. For example, using the largest training size of 3870 training materials from the TAATA-Hf data set, the test MAE is 0.33 eV/atom for preprerelax, 0.32 eV/atom for prerelax, and 0.31 eV/atom for the final relaxation level. However, these errors are still much larger than those of the CGCNN model. It also seems like the Coulomb matrix with KRR suffers from overfitting for small training sizes with a test MAE of more than 0.9 eV/atom for TAATA-Hf when using 60 training data points (for full details on the results with KRR, see the Supplemental Material [53]). To put the results in some perspective, a model always predicting a formation energy of 0 eV/atom would yield a test MAE of roughly 0.5 eV/atom (for all three subsets, improves that MAE with less than 0.05 eV/atom.)

We further investigate how the predicted formation energies compare to the actual formation energies in the predicted-versus-target scatter plot in Fig. 3 (since the performance is similar between the different phase diagrams, we have only separated the predictions according to relaxation level and not according to phase diagram). Apart from again demonstrating that more accurate structures give better predictions (as can be seen also in Fig. 2), Fig. 3 shows a small tendency of the model to underestimate high formation energies and overestimate lower formation energies for the less accurate relaxation levels.

All predictions using CGCNN have, so far, been the average of the five ensemble members. To demonstrate the improved performance enabled by using an ensemble, we compare the test MAE of the ensemble with those of the individual ensemble members, using the TAATA-Hf data set. The results can be seen in Fig. 4, and demonstrate the power of using ensembles; the MAE of the ensemble is consistently lower than that of the individual members, except for the smaller training sets where individual members occasionally outperform the ensemble. On the other hand, in the case of small training sets, some of the members are also far worse. We obtain the same qualitative results for the other data sets; see the Supplemental Material [53].

B. Transfer learning

Test errors when transferring models to the TAATA-Hf data set are shown in Fig. 5. Apart from pretraining on a different TAATA subset, we have also used a pretrained CGCNN model provided by Xie and Grossman [21], trained on data from the Materials Project (MP) (available online [50]). The results when training a model from scratch are provided as a comparison. For the pretrained models, test MAEs before being fine-tuned are presented in Table I. To put the poor
performance of the pretrained models without fine-tuning into perspective, we reiterate that simply guessing the formation energy as 0 (alternatively, as the mean of the training data) gives a test MAE of roughly 0.5 eV/atom. However, as shown in Fig. 5, as soon as the models are fine-tuned on a small training data set from the actual phase diagram of interest, the errors drop significantly. This is particularly apparent for the models pretrained on the related TAATA data set.

The model pretrained on Materials Project data has been trained on completely relaxed structures but still, before being fine-tuned, performs worse than or similar to guessing 0 eV/atom. This may seem surprising since the model has been trained on a large data set of relaxed structures. It should, however, be kept in mind that the computations for the materials in the Materials Project have been performed with different computational parameters than those used for TAATA. To investigate the performance more closely, the predicted formation energies compared to the actual formation energies for the TAATA-Hf data set are shown in Fig. 6(a). It is clear that without any fine-tuning the model severely underestimates the formation energy for many structures, leading to the high MAE. Fine-tuning with 60 data points [Fig. 6(b)] appears to compensate for this underestimation. We also compare this fine-tuning with training the model from scratch with 60 data points [Fig. 6(c)].

When transferring to the other two data sets, we observe the same qualitative behavior; see the Supplemental Material [53].

C. Using CGCNN for generating a phase diagram

We now demonstrate the scheme described in Sec. III for predicting the full phase diagram of Hf-Zn-N, using a model transferred from Zr-Zn-N by fine-tuning with 60 data points. The development of the phase diagram during structure relaxation is shown in Fig. 7. The final convex hulls of stability are the same as one would arrive at by relaxing and computing formation energies for all candidate structures with DFT. However, by following the suggested scheme, there is a significant reduction in the number of such calculations that are needed. There are 4839 structures in TAATA-Hf, and 60 of them are used for training the model, meaning there are 4779 structures in the initial evaluation set, which are relaxed at the prerelax step. After predicting the initial phase diagram [Fig. 7(a)], 2227 structures are kept and go through the prerelax step. From the predicted phase diagram at this level [Fig. 7(b)], 1210 structures are kept and are completely relaxed. Including the training data, 1270 structures are completely relaxed, instead of all of the 4839 candidate structures. Using the average computation times for the different steps, an equivalent of approximately 1417 complete structure relaxations have been performed, which is less than 30% of the initial number of candidate structures.

We also tried the same scheme for predicting the Hf-Zn-N phase diagram, using a model trained from scratch with 440 training structures. This time, there were 4399 structures in the evaluation set which are relaxed at the prerelax step. The number of materials that continued to the prerelax step was 3408, and 1157 were completely relaxed (meaning 1597 materials were completely relaxed when including the training structures). In total, an equivalent of approximately 1860 complete structure relaxations would have been performed.
FIG. 6. Predicted vs actual formation energies when predicting formation energies of structures from Hf-Zn-N, using a model (a) pretrained on Materials Project, before fine-tuning, (b) pretrained on Materials Project, fine-tuned with 60 data points, and (c) trained from scratch using 60 data points.

which is less than 40% of the total number of candidate structures.

V. DISCUSSION

A. Prediction performance on the TAATA data set

The results in Fig. 2 show that CGCNN performs well when predicting formation energies of the materials in the TAATA data set. The models trained on the largest training sets of relaxed structures show accuracies close to that of the original CGCNN work [21], where a test MAE of 0.039 eV/atom was reported for formation energies of structures in the Materials Project. However, the size of the training set for that model was much larger, roughly 37,000 materials. This indicates that these types of data, where materials are confined to only a few elements and for the most part are highly unstable, are indeed manageable for this model. CGCNN also outperforms KRR with the sine-based Coulomb matrix descriptor, further emphasizing that it is a powerful method, and that GNNs in general are an interesting way to further improve the application of machine learning to materials science.

The worsened performance of the model when the materials are not fully relaxed is not surprising, considering that the model relies on information about the geometry. Nevertheless, the model still seems to be able to extract useful information and learn also from these inaccurate descriptions, since the performance is improving as the training set is growing. Additionally, it seems like the error has not saturated at our largest training sets, indicating that the performance could further improve with more data. This can be seen as an indication that the model is able to overcome the fact that the materials are not relaxed and, in some sense, jointly learn the combination of structure relaxation and prediction of the formation energy.

B. Transfer learning

A model pretrained on one phase diagram performs very poorly when applied to a different phase diagram without fine-tuning, which is perhaps surprising considering the similarity of the phase diagrams in the TAATA data set. We speculate that the reason for this is that the pretrained model has only seen three different atom types, and in particular has not seen data with the new atom type introduced in the data set.

FIG. 7. Development of the predicted phase diagram during structure relaxation after the (a) prere lax, (b) pre relax, and (c) final relaxation level. Blue circles are structures on the convex hull. For the preprocess and pre relax steps, formation energies are predicted using CGCNN for structures not included in the training set. Dark green squares are structures above the convex hull, but with energy above hull within the threshold $2 \sqrt{\sigma^2_e + \sigma^2_p}$ and have therefore been further relaxed. Light red squares are structures above hull with energy above hull outside the threshold, and have thus not been further relaxed. For the final level, all formation energies have been computed with DFT, and red squares indicate structures above the convex hull. The phase diagrams have been plotted with Pymatgen [54].
is transferred to, meaning that it is unable to create a good representation of this element. This suspicion is strengthened by the fact that only a small amount of data for fine-tuning improves the performance considerably.

However, we see the same behavior with poor performance before fine-tuning of the model pretrained on the Materials Project data set, which has seen a large variety of atoms. In Fig. 6(a) we see that in this case, most of the prediction error stems from the model underestimating the formation energy. We believe that one reason for this is the fact that the model is pretrained with mostly stable materials, which in general will have lower formation energies. This would then explain the underestimation in the predicted formation energies for TAATA, which mostly contain unstable materials. However, another reason could be the difference in computational parameters used to produce the data, which could lead to systematic errors. Either way, using only a small amount of training data for fine-tuning improves the performance by compensating for the underestimation of formation energies. We therefore conclude that while CGCNN is capable of handling also unstable structures, it is important that it is exposed to this during training.

Another observation that can be made in Fig. 6 is that after fine-tuning, the errors seem higher for materials with high formation energies, and that this difference is more prominent for the partially relaxed structures [Fig. 6(b)]. This does not seem to be the case when training from scratch [Fig. 6(c)], and a reason for this could be that the pretrained on relaxed structures with lower formation energies is lingering even after fine-tuning. One could think of combining a model trained from scratch with a model pretrained on the Materials Project to obtain the best performance for all formation energies.

The fact that a small amount of extra data gives these significant improvements suggests that, if possible, it can be worthwhile to generate a small annotated training data set for the specific task at hand, instead of relying solely on models trained on some generic database. It seems that when the target data set is a certain phase diagram, pretraining on a data set like the Materials Project improves over training a model from scratch, at least when the data availability is small. However, if possible, pretraining on a similar data set to the one under study improves the performance substantially. For example, when predicting formation energies of relaxed structures from TAATA-Hf the test MAE is 0.39 eV/atom when the model was trained from scratch, using 60 data points. When using a model pretrained on the Materials Project and fine-tuning it with 60 data points, the error lowers to 0.23 eV/atom. If instead using a model pretrained on the TAATA-Zr data set and fine-tuned with 60 data points, the test MAE is as low as 0.049 eV/atom. Screening a large chemical space of similar compounds is not an uncommon application, and our results show that there is a possibility of very high gains for such applications by using transfer learning.

C. Using CGCNN for generating phase diagrams

Our method for generating a phase diagram with the help of carefully constructed CGCNN models is an example how our findings can be utilized. We acknowledge that the methodology in this example can be further improved; we have, for example, just chosen a training set at random, and our threshold for when a structure is removed from the relaxation process is chosen more or less arbitrarily.

Additionally, the workflow does not depend on CGCNN; any predictive model can be used, and using a model such as the one by Pal et al. [33] which is designed to be invariant to scaling could improve the performance in the early stages of the relaxation process.

Either way, we think that the results are promising and indeed demonstrate the potential in using machine learning in combination with DFT in high-throughput screening.

VI. CONCLUSIONS

We have demonstrated that CGCNN can be trained to predict formation energies of materials that belong to a single ternary phase diagram and which for the most part are far from the convex hull. In this scenario, we obtain test MAEs in the range 0.038 to 0.046 eV/atom for three different ternary phase diagrams when using less than 4000 training data points from the respective phase diagram. We have also shown that CGCNN can make informative predictions also when the structures are not fully relaxed, although with loss of performance compared to fully relaxed structures. Using transfer learning, we are able to transfer a model from one phase diagram to another, using very little additional data; in our case 60 materials are sufficient to get highly accurate predictions. We also compare this with transferring a model pretrained on a much larger Materials Project data set. Interestingly, a model pretrained on a different data set performs very poorly, often worse than predicting a constant formation energy for all materials. However, fine-tuning the pretrained model with 60 training data points can improve the performance drastically, especially when the data set used for fine-tuning is similar to the target data. From this we also conclude that even though CGCNN can handle unstable materials from a single ternary phase diagram, it needs to be exposed to such materials during training to perform well. Finally, we have illustrated how these insights could be used to aid in the generation of a phase diagram by, during structure relaxation, using carefully constructed CGCNN models to predict the final formation energies and only continue relaxation of the structures that are predicted to lie close to the convex hull of stability. Even though it is a simple approach, it emphasizes that machine learning has a great potential for speeding up high-throughput screening.
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