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Abstract

Energy methods for constructing time-stepping algorithms are of increased interest in application to nonlinear problems, since numerical stability can be inferred from the conservation of the system energy. Alternatively, symplectic integrators may be constructed that preserve the symplectic form of the system. This methodology has been established for Hamiltonian systems, with numerous applications in engineering problems. In this paper an extension of such methods to non-conservative acoustic systems is presented. Discrete conservation laws, equivalent to that of energy-conserving schemes, are derived for systems with linear damping, incorporating the action of external forces. Furthermore the evolution of the symplectic structure is analysed in the continuous and the discrete case. Existing methods are examined and novel methods are designed using a lumped oscillator as an elemental model. The proposed methodology is extended to the case of distributed systems and exemplified through a case study of a vibrating string bouncing against a rigid obstacle.

1. Introduction

Time-stepping methods have seen increased attention in the numerical simulation of mechanical systems since the continuous advance in computer hardware allows to analyse systems of increasing complexity. Of particular interest, when employing such methods for computer simulation, is the stability of the numerical algorithms. Especially in the case of nonlinear systems special care needs to be taken in order to ensure a bound on the underlying model variables. To this cause energy preserving schemes have been developed for the discretisation of ordinary and partial differential equations [21, 22, 31, 32, 41] and systems thereof [2, 4, 20]. In the field of music acoustics, from where the case studies treated in this paper are drawn, conservation of numerical energy has been the central theme in recent implementation designs involving nonlinear interactions [6, 11, 15], especially when non-analytic forces are present. Numerical stability is thus ensured by the conservation of the system energy (or an energy-like positive definite quantity).

The particular requirements of physical modelling sound synthesis applications dictate the use of simple, low-order integration methods. This is due to perceptual considerations [5], as well as uncertainties in the input parameters of the physical models (especially in the case of material parameters and damping factors). Furthermore, the aim to employ the constructed models in real-time synthesis applications requires the use of computationally efficient models with proven stability properties. Nevertheless, a brief discussion will also follow on the construction of higher-order methods that share the same preservation properties with the presented methods. Finally, the requirement for full audio-bandwidth applications and the necessity to couple the derived numerical schemes to other digital representations of sounding objects poses the restriction of a constant sampling rate (usually the audio sampling rate...
of 44.1 kHz). For this reason, methods involving variable step-sizes (see, e.g., [8, 22]) are rarely considered in Music Acoustics applications.

In this paper the problematic of energy conserving schemes is transferred to systems with linear damping. When frictional forces are present, the system energy is not constant any more and alternative conserved quantities need to be identified in order to evaluate the behaviour of numerical simulations [10, 28]. Since dissipative terms are expected to assist towards solutions not blowing up in finite time, stability is of a lesser concern here, compared to the case of conservative (undamped) systems. Of primary interest is to obtain numerical algorithms that can preserve structural invariants inherent to the differential equations. That is, besides obtaining a guarantee for numerical stability, the existence of conserved numerical quantities, corresponding to an analytical counterpart, may serve as "a criterion to judge the success of a numerical simulation" [31].

To this cause, an extensive analysis is initially presented on the damped harmonic oscillator in Section 2. Conservation laws are derived both in the continuous and in the discrete domain and several discretisation methods are discussed. Their stability is analysed in terms of the evolution of the energy and the symplectic structure of the system.

It is shown that the impulse invariance method [40] (frequently used in digital signal processing applications) and the Caldirola-Kanai approach [9, 27] (used in quantum mechanics) may lead to the design of conformally symplectic mappings [45]. A way to visualise such mappings (following the treatment of symplectic mappings in the case of conservative systems) is presented. Section 3 applies the proposed methodology to the case of nonlinear systems and introduces the incorporation of external forces to the presented approach, including a case study of a clarinet reed simulation. Section 4 presents an extension to the case of infinite dimensional systems, focusing on the simulation of a string-barrier collision and Section 5 summarises the main findings of this work.

1.1. Definitions

Consider a system of Hamiltonian ordinary differential equations

$$\frac{dy}{dt} = \frac{\partial H}{\partial p}, \quad \frac{dp}{dt} = -\frac{\partial H}{\partial y}$$ (1)

where $y, p \in \mathbb{R}^d$, and $H(y, p)$ is the Hamiltonian function, corresponding to the total energy of the system. This defines a conservative system, where $H(y(t), p(t)) = H(y(t_0), p(t_0))$. The solution of this system can be described by the flow

$$\phi_t(y(t_0), p(t_0)) = (y(t_0 + t), p(t_0 + t))$$ (2)

which defines a symplectic transformation, i.e. it preserves the symplectic structure $\omega = dy \wedge dp$:

$$\phi_t^* \omega = \omega$$ (3)

where $\phi_t^*$ denotes the pull-back of $\omega$ by $\phi_t$ (see, e.g., [1, 33]). In geometric terms, this corresponds to the preservation of all the Poincaré integral invariants [42], leading to the condition $\det(\phi_t^*) = 1$, where $\phi_t$ is the Jacobian of $\phi$. Consequently, the Hamiltonian vector field $v_H = (\dot{y}, \dot{p})$ is divergence free (with $\nabla \cdot v_H = 0$).

A numerical approximation to the solution of (1) at time $t^n = n\Delta t$ is given by $(y^n, p^n)$, with $\Delta t$ being the sampling interval. Hence a (one-step) numerical integrator of (1) generates a discrete mapping $\Phi_{\Delta t} : \mathbb{R}^{2d} \mapsto \mathbb{R}^{2d}$ with

$$(y^{n+1}, p^{n+1}) = \Phi_{\Delta t}(y^n, p^n).$$ (4)

Energy conserving schemes should obey $H^{n+1} = H^n$ where $H^n = H(y^n, p^n)$. For symplectic mappings $dy^{n+1} \wedge dp^{n+1} = dy^n \wedge dp^n$ should hold. A mechanical integrator, according to the definition given by Wendlandt and Marsden [44], has to preserve either the energy or the symplectic form, while it has been shown that, in general, both invariants cannot be preserved [19]. (Note, however, that for a given problem it is possible to construct symplectic methods that also conserve energy, as explained in [27], by fine-tuning a discretisation parameter at each time-step.)

For the construction of numerical integrators it is helpful to define the following difference operators, acting on a discrete time approximation $\chi^n$ of a continuous variable $\chi$

$$\delta^{+}_t \chi^n = \frac{\chi^{n+1} - \chi^n}{\Delta t}, \quad \delta^{-}_t \chi^n = \frac{\chi^n - \chi^{n-1}}{\Delta t}. \quad \text{(5a)}$$
Similarly averaging operators are defined as
\[ \mu_t \chi^n = \frac{\chi^{n+1} + \chi^n}{2}, \quad \mu_t \chi^{-n} = \frac{\chi^n + \chi^{n-1}}{2}. \] (5b)

2. The damped harmonic oscillator

2.1. Continuous domain

The equation of motion for the displacement \( y \) of a damped harmonic oscillator is given by

\[ \frac{d^2 y}{dt^2} + \gamma \frac{dy}{dt} + \omega_0^2 y = 0 \] (6)

where \( \gamma \) is the damping and \( \omega_0 \) the resonance frequency of the oscillator. Multiplying by the mass \( m \) of the oscillator yields

\[ m \frac{d^2 y}{dt^2} + m \gamma \frac{dy}{dt} + ky = 0 \] (7)

where \( k = m \omega_0^2 \) is the stiffness. Two initial conditions have to be specified for this second order equation, namely \( y(0) \) and \( \dot{y}(0) \), where the dot signifies differentiation with respect to time. This dissipative system can be written in Hamiltonian form (see, e.g., [17]) as

\[ \frac{dy}{dt} = \frac{\partial H}{\partial p}, \quad \frac{dp}{dt} = -\frac{\partial H}{\partial y} - \gamma p \] (8)

where \( H(y, p) = T(p) + V(y) \) is the sum of the kinetic energy \( T \) and the potential energy \( V \), with \( T(p) = p^2/(2m) \) and \( V(y) = ky^2/2 \). \( p = \partial L/\partial \dot{y} \) being the conjugate momentum, where \( L = T - V \) is the Lagrangian of the system. The required initial condition here is \( (y(0), p(0)) \). In the undamped case (for \( \gamma = 0 \)) this is clearly a Hamiltonian system, which conserves the total energy \( H \) and the symplectic structure \( \omega = dy \wedge dp \). In the presence of damping, energy is dissipated according to

\[ \frac{dH}{dt} = \frac{\partial H}{\partial y} \frac{dy}{dt} + \frac{\partial H}{\partial p} \frac{dp}{dt} = -\frac{\gamma p^2}{m} \leq 0 \] (9)

which induces the following conservation law

\[ H + \int \frac{\gamma p^2}{m} dt = \text{const.} \] (10)

Similar to the system energy, the symplectic area is also dissipated. In fact [35], it is preserved up to a multiple \( c(t) \), that is

\[ \phi_t^* \omega = e^{-c(t)} \omega \] (11)

where \( \phi_t \) is the time-\( t \) flow of the conformal vector field \( v_{t,y} = (\dot{y}, \dot{p}) \) and \( c(t) = e^{-\gamma t} \). The divergence of this field is

\[ \text{div}(v_{H,y}) = \nabla \cdot v_{H,y} = -\gamma. \] (12)

Note that \( \phi \) lies in the conformal symplectic group \( \text{Diff}_c \) of diffeomorphisms that preserve a symplectic 2-form \( \omega \) up to a factor [34]. The above quantities (energy and symplectic area) will be used for the analysis of different numerical schemes.

For \( \gamma/2 < \omega_0 \) the system admits an oscillatory solution. Taking the Laplace transform of (6) yields the characteristic equation

\[ s^2 + \gamma s + \omega_0^2 = 0 \] (13)

which is solved by \( s = \gamma/2 \pm j \omega_0 \), with \( \omega_0 = \sqrt{\omega_0^2 - (\gamma/2)^2} \) being the frequency of the damped oscillator. The exact solution can then be written as

\[ y_{an}(t) = Ae^{-\gamma t/2} \cos(\omega_0 t + \theta) \] (14)
where the subscript ‘an’ stands for analytical, with

\[ \dot{y}_{an}(t) = -A \omega e^{-\gamma t/2} \sin(\omega t + \theta) - \frac{\gamma}{2} A e^{-\gamma t/2} \cos(\omega t + \theta) \]  

(15a)

and

\[ H_{an}(t) = \frac{m}{2} \dot{y}_{an}^2 + \frac{k}{2} \dot{y}_{an}^2 \]  

(15b)

where the amplitude \( A \) and the phase \( \theta \) of the oscillation can be obtained from the initial conditions. For the overdamped case (when \( \gamma/2 > \omega_0 \); not treated in this paper) a solution of the form \( y_{an}(t) = c_1 e^{\sigma_+ t} + c_2 e^{\sigma_- t}, \) with \( \sigma_\pm = -\gamma/2 \pm \sqrt{\gamma^2/4 - \omega_0^2} \) is obtained, with the system exponentially decaying to its equilibrium position.

2.2. Discretisation domain

A series of numerical schemes will be evaluated, where, in terms of structure preservation, it will be examined whether they respect the numerical counterpart of the evolution of energy and symplectic structure. The discrete energy of the system is defined as

\[ H^n = \frac{(p^n)^2}{2m} + \frac{k}{2} (y^n)^2 \]  

(16)

In order to examine the transition from \( H^n \) to \( H^{n+1} \) (9) can be discretised using the forward difference operator \( \delta_t, H^n \) and the time-averaging operator \( \mu_t, p^n \) as

\[ \frac{H^{n+1} - H^n}{\Delta t} = -\frac{\gamma}{m} \left( \frac{p^{n+1} + p^n}{2} \right)^2. \]  

(17)

Note that the averaging of the discrete momentum needs to take place, so that both sides of the equation are centred around time \((n+1/2)\Delta t\). This leads to the discrete conservation law

\[ K^n = H^{n+1} + \sum_{\kappa=0}^{n} \frac{\gamma}{m} (\mu_{\kappa} p^n)^2 \Delta t = \text{const.} \]  

(18)

which is the discrete equivalent of (10). The error in the conservation of this quantity is measured using the preservation metric

\[ \mathcal{K} = \frac{1}{N + 1} \sum_{n=0}^{N} K^{n+1} - K^n K^0 \]  

(19)

where \( N \) is the number of time-steps taken. It corresponds to the average deviation per sample of the conserved quantity \( K \) normalised with respect to \( K^0 \). (Note that different numerical approximations may be used to evaluate (\ref{eq:5}), but these may result in larger computational stencils or non-centred approximations.)

The symplectic structure \( \omega \) evolves subject to the transformation \((y^n, p^n) \mapsto (y^{n+1}, p^{n+1})\) that corresponds to the chosen numerical integration algorithm, that is [42]

\[ \text{dy}^{n+1} \wedge dp^{n+1} = \left( \frac{\partial y^{n+1}}{\partial y^n} \frac{\partial p^{n+1}}{\partial p^n} - \frac{\partial y^{n+1}}{\partial p^n} \frac{\partial p^{n+1}}{\partial y^n} \right) \text{dy}^n \wedge dp^n \equiv \mathcal{D} \text{dy}^n \wedge dp^n. \]  

(20)

The contraction relation for conformal symplectic mappings can be written as (see [44])

\[ \text{dy}^{n+1} \wedge dp^{n+1} = e^{-\gamma \Delta t} \text{dy}^n \wedge dp^n \]  

(21)

hence the equality \( \mathcal{D} = e^{-\gamma \Delta t} \) must hold in order for the symplectic form to contract exactly at the correct rate. A mechanical integrator, as defined in Section 1 for conservative systems, should here either obey the conservation law \((18)\) or contract the symplectic form according to \((21)\). It should be noted that, from the above definitions, the conformal symplectic character of the evolution is more general; the derivation of \((18)\) depends on the choice of the finite difference operators, whereas the derivation of \((21)\) is universal.
The accuracy of the various numerical approximations will be also judged by comparison with the energy of the system, as calculated using the analytic solution. The presence of such an exact solution allows a direct evaluation of the accuracy of various numerical schemes, something that can not always be achieved when integrating nonlinear systems (as in Section 3). If the time series $H_n = (H^1, H^2, \ldots, H^N)$ is derived from an approximate solution, with $H^n = H(y^n, p^n)$, then the deviation of the approximate energy from the exact value is calculated using the following metric

$$H_{dev} = 100\frac{|H_n - H_{an}|^2}{H_{an}} \quad (22)$$

where $H_{an}$ is the mean value of $H_{an} = (H_{an}(\Delta t), H_{an}(2\Delta t), \ldots, H_{an}(N\Delta t))$.

### 2.3. A divergence-free field

In the case of conservative systems, the fact that the symplectic form remains constant is visualised by means of a divergence-free vector field. In order to visualise how the contraction of the symplectic form is respected for dissipative systems, a divergence-free field $\mathbf{w}$ is defined. This lies on the modified phase space $\mathcal{W} = e^{\gamma t/2}T^*Q = (\psi, \xi) = \{(e^{\gamma t/2}y(t), e^{\gamma t/2}p(t)) : y \in Q, p \in T_y^*Q\}$

$$w = e^{\gamma t/2}T^*Q = (\psi, \xi) = \{(e^{\gamma t/2}y(t), e^{\gamma t/2}p(t)) : y \in Q, p \in T_y^*Q\} \quad (23)$$

where $Q$ is the configuration space of the system (here $Q = \mathbb{R}$), $T_y^*Q$ the cotangent space of $Q$ at $y$ and $T^*Q$ the cotangent bundle of $Q$.

**Theorem 2.1.** For every vector field $\mathbf{v} = (\dot{y}, \dot{p})$ whose time-t flow lies in the conformational symplectic group $\text{Diff}_{\omega}$, there exists a divergence-free field $\mathbf{w}$ defined on the modified phase space $\mathcal{W}$.

**Proof** Let $\mathbf{w} = (\psi, \xi)$ with $\psi = e^{\gamma t/2}y(t)$ and $\xi = e^{\gamma t/2}p(t)$. The divergence of this field is

$$\text{div}(\mathbf{w}) = \nabla \cdot \mathbf{w} = \left(\frac{\partial}{\partial y} - \frac{\partial}{\partial p}\right) \left(\frac{\gamma}{2} e^{\gamma t/2} y + e^{\gamma t/2} \frac{\partial H}{\partial p}\right) \quad (25)$$

Now, since the flow of $\mathbf{v}$ lies in $\text{Diff}_{\omega}$, equation (8) holds, hence

$$\text{div}(\mathbf{w}) = \frac{\partial}{\partial y} \left(\frac{\gamma}{2} e^{\gamma t/2} y + e^{\gamma t/2} \frac{\partial H}{\partial p}\right) + \frac{\partial}{\partial p} \left(\frac{\gamma}{2} e^{\gamma t/2} p + e^{\gamma t/2} \left(-\frac{\partial H}{\partial y} - y p\right)\right) = 0$$

and $\mathbf{w}$ is divergence-free. $\square$

As such, plotting the solution trajectory in the modified phase space $\mathcal{W}$ resembles the phase-space trajectory of a conservative system. Figure 2 shows such trajectories for the numerical methods treated in this paper. This reflects how accurately a method contracts the symplectic structure, in comparison to the analytic solution. The contraction relation (21), which can be written as

$$e^{\gamma \Delta t/2} dy^{n+1} \wedge e^{\gamma \Delta t/2} dp^{n+1} = dy^n \wedge dp^n \quad (24)$$

is visually stretched to mirror that of a conservative, divergence-free field, with

$$dy^{n+1} \wedge dx^{n+1} = dy^n \wedge dp^n \quad (25)$$

### 2.4. Hamiltonian integrators

An energy-conserving scheme (EC)—in the sense of equation (18)—whose properties have been recently demonstrated for a class of nonlinear Hamiltonian systems (13), can be obtained by applying mid-point derivative approximations to (8)

$$\frac{y^{n+1} - y^n}{\Delta t} = T(p^{n+1}) - T(p^n) \quad (26a)$$

$$\frac{p^{n+1} - p^n}{\Delta t} = -\frac{V(y^{n+1}) - V(y^n)}{y^{n+1} - y^n} - \gamma \frac{p^{n+1} + p^n}{2} \quad (26b)$$
leading to the following numerical scheme

\[
p^{n+1} = \frac{1 - k\Delta t^2/4m - \gamma\Delta t/2}{1 + k\Delta t^2/4m + \gamma\Delta t/2} p^n - \frac{k\Delta t}{1 + k\Delta t^2/4m + \gamma\Delta t/2} y^n \tag{27a}
\]

\[
y^{n+1} = y^n + \frac{\Delta t}{2m} (p^{n+1} + p^n). \tag{27b}
\]

As explained in [15], in the case of linear systems this is equivalent to both the (symplectic) midpoint rule (which is a second order Runge-Kutta method) and the trapezoidal rule (which belongs to the family of Newmark methods). The superiority of this algorithm, in terms of energy conservation, becomes apparent when nonlinear forces act on the system (see Section 3 and Ref. [15]).

**Proposition 2.2.** The (EC) scheme defined by (26) exactly replicates the numerical energy balance (17).

**Proof** Multiplying (26a) by \( p^{n+1} - p^n \) and (26b) by \( y^{n+1} - y^n \) and substituting by parts yields

\[
T(p^{n+1}) + V(y^{n+1}) = T(p^n) + V(y^n) - \frac{1}{2} \left( p^{n+1} + p^n \right) \left( y^{n+1} - y^n \right).
\]

with \( (y^{n+1} - y^n)/\Delta t = (p^{n+1} + p^n)/(2m) \), hence

\[
H^{n+1} = H^n - \frac{\gamma}{m} \left( \mu_t, p^n \right)^2 \Delta t
\]

which replicates (17) exactly, rendering (EC) a mechanical integrator. \( \square \)

Note that this derivation holds for any potential function \( V \) and hence also applies to nonlinear systems, with \( K \) conserved to machine precision in implementations on digital processors. For the symplectic structure the following relation can be shown

\[
dy^{n+1} \wedge dp^{n+1} = \frac{\omega_0^2 \Delta t^2/2 + 2 - \gamma\Delta t}{\omega_0^2 \Delta t^2/2 + 2 + \gamma\Delta t} dy^n \wedge dp^n \tag{28}
\]

hence the mapping does not exactly replicate the conformal symplectic dynamics of the continuous system.

A well known symplectic integrator for Hamiltonian systems is given by the velocity Verlet algorithm (VV) [23]. Defining \( f^n = f(y^n) \) as the discretisation of the force \( f = -\partial V/\partial y \) acting on the system (in this case \( f(y^n) = -ky^n \)), the following algorithm is obtained for the dissipative system \( \{ \}

\[
p^{n+1/2} = \frac{p^n + \Delta t^2 f^n}{1 + \gamma \Delta t/2}, \tag{29}
\]

\[
y^{n+1} = y^n + \frac{\Delta t}{m} n^{n+1/2}, \quad p^{n+1} = \left( 1 - \frac{\Delta t}{2} \gamma \right) p^{n+1/2} + \frac{\Delta t}{2} f^{n+1}
\]

with the symplectic structure \( \omega \) evolving according to

\[
dy^{n+1} \wedge dp^{n+1} = \frac{2 - \gamma\Delta t}{2 + \gamma\Delta t} dy^n \wedge dp^n. \tag{30}
\]

Thus the contraction factor \( D \) of the symplectic structure is the (1, 1) Padé approximation to \( e^{-\gamma\Delta t} \) [3].

A special treatment of damped oscillators can be achieved using the Caldirola-Kanai Lagrangian [9, 27], given by

\[
L_{CK} = e^{\gamma/2} \left( \frac{1}{2} m \dot{y}^2 - \frac{1}{2} k y^2 \right) = e^{\gamma/2} (T - V). \tag{31}
\]

Defining \( \sigma = \partial L_{CK}/\partial \dot{y} \) and taking the Legendre transformation of \( L_{CK} \) yields the Hamiltonian

\[
H_{CK} = e^{\gamma/2} \frac{\sigma^2}{2m} + e^{\gamma/2} \frac{k}{2} \dot{y}^2. \tag{32}
\]
An interesting feature of this approach is that the conjugate momentum $\sigma$ is different from the kinematic momentum $p$, with $\sigma = e^{\gamma t} m \dot{y}$. Hamilton’s equations take their classical form

$$\frac{dy}{dt} = \frac{\partial H_{CK}}{\partial \sigma}, \quad \frac{d\sigma}{dt} = -\frac{\partial H_{CK}}{\partial y}$$

and the total energy of the system is given by $H = e^{-\gamma t} H_{CK}$. Note that

$$\frac{dH}{dt} = -\gamma e^{-\gamma t} H_{CK} + e^{-\gamma t} \frac{\partial H_{CK}}{\partial y} = -2\gamma (e^{-\gamma t})^2 \frac{\sigma^2}{2m} = -\gamma \frac{p^2}{m}$$

in accordance to (9). Discretisation of (33) at mid-point yields the following numerical scheme (CK)

$$\frac{y^{n+1} - y^n}{\Delta t} = e^{-\gamma \Delta t/2} - \frac{\Delta t^2 \gamma y^n}{2m} \left( \right) \frac{1 + \Delta t^2 k}{4m} \left( \right)$$

Defining

$$q^n = \sigma^n e^{-\gamma \Delta t/2}$$

and

$$x^n = \left( 2q^n e^{-\gamma \Delta t/2} - \frac{\Delta t^2 \gamma y^n}{2m} \left( 1 + \frac{\Delta t^2 k}{4m} \right) \right)$$

leads to the following explicit update

$$q^{n+1} = x^n e^{-\gamma \Delta t/2} - q^n e^{-\gamma \Delta t}, \quad y^{n+1} = y^n + x^n$$

whence $\sigma^{n+1}$ can be obtained as $\sigma^{n+1} = (2m/\Delta t) q^{n+1} e^{\gamma (n+1) \Delta t}$.

**Proposition 2.3.** The (CK) scheme, as defined by (33), constitutes a conformal symplectic mapping.

**Proof** For the mapping in (33) it can be derived that $dy^{n+1} \wedge dq^{n+1} = e^{-\gamma \Delta t} dy^n \wedge dq^n$. From (33c) and using the fact that $\sigma^n = e^{\gamma n \Delta t} p^n$ one can write $q^n = p^n \Delta t / 2m$. Then

$$dy^{n+1} \wedge dp^{n+1} = \frac{2m}{\Delta t} (dy^{n+1} \wedge dq^{n+1})$$

in agreement with the system dynamics. $\square$

### 2.5. The impulse invariant method

A discretisation method that has seen much use, especially in signal processing applications, is the impulse invariance method (IIM). In this approach the impulse response of the system is derived and a sampled version of it is designed for the discretisation [40]. Defining the amplification factor $z = e^{\sigma m}$, so that $\gamma^{n+1} = z^n$ and assuming that $y^{n+1} + a_1 y^n + a_2 y^{n-1} = 0$, the characteristic equation (13) leads to

$$z + a_1 z^{-1} + a_2 z^{-2} = 0.$$ 

Substituting the exact value of $\sigma$ (from the solution of (13)), so that $z = e^{-\gamma/2 \pm j \omega_0 \Delta t}$ and using Euler’s rule yields $a_1$ and $a_2$ so that

$$y^{n+1} = 2 e^{-\gamma \Delta t/2} \cos(\omega_0 \Delta t) y^n - e^{-\gamma \Delta t} y^{n-1}$$

where initial conditions for $y^0$ and $y^1$ are required. Stability here is ensured if the amplification factor $|z| < 1$, which holds for $1/\Delta t > \omega_0$. 
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Proposition 2.4. The impulse invariant method contracts the symplectic structure \( \omega \) at exactly the correct rate.

Proof Let \( \hat{y}^n = \mu \cdot y^n \) and \( \hat{p}^n = m \delta_r \cdot y^n \). Then equation (39) can be written in the form of a mapping on \( \mathbb{R}^{2d} \), namely \((\hat{y}^n, \hat{p}^n) \mapsto (\hat{y}^{n+1}, \hat{p}^{n+1})\) where

\[
\hat{y}^{n+1} = \frac{1 - a_1 - a_2}{2} \hat{y}^n + \Delta t \frac{1 - a_1 + a_2}{4m} \hat{p}^n
\]
\[
\hat{p}^{n+1} = -\frac{1 + a_1 + a_2}{\Delta t} \hat{y}^n - \frac{1 + a_1 - a_2}{2} \hat{p}^n
\]

with \( d\hat{y}^{n+1} \wedge d\hat{p}^{n+1} = e^{-\gamma \Delta t} d\hat{y}^n \wedge d\hat{p}^n \) hence the mapping is conformal symplectic. \( \square \)

2.6. Splitting methods

Amongst the Hamiltonian integrators considered in Section 2.4, only the (CK) method contracts the symplectic structure according to \( \phi_t^* \omega = e^{-\gamma t} \omega \). It is nevertheless possible to modify the other methods in order to achieve this [36]. To this cause the conformal vector field \( \mathbf{v}_{\text{HL}} \) is written as the sum of two fields

\[
\mathbf{v}_{\text{HL}} = \mathbf{v}_{\text{HL}} + \mathbf{v}_{\text{C}} \Rightarrow (\hat{y}, \hat{p}) = \left( \frac{\partial H}{\partial \hat{y}}, \frac{\partial H}{\partial \hat{p}} \right) + (0, -\gamma \hat{p})
\]

(41)

the flow \( \phi_t \) being the composition of the Hamiltonian flow \( \phi_t^{(H)} \) and the flow \( \phi_t^{(C)} \). Now, in the case of linear dissipation, the latter flow is available exactly as \( \phi_t^{(C)} = (y, e^{-\gamma t} p) \). Hence the total, discrete flow of the system can be expressed as \( \Phi_{\text{HL}} = \Phi_{\text{HL}}^{(H)} \circ \Phi_{\text{HL}}^{(C)} \), where \( \Phi_{\text{HL}}^{(H)} \) is the discrete flow of the conservative (undamped) Hamiltonian system (obtained using either discretisation method). Applying this transformation to the (EC) method a new set of update equations is obtained, with an inherent ‘conformal symplectic’ property

\[
(\text{EC}^{(cs)}) : \quad p^{n+1} = \frac{1 - \Delta^2 k/4m}{1 + \Delta^2 k/4m} e^{-\gamma \Delta t} p^n - \frac{\Delta t k}{1 + \Delta^2 k/4m} \hat{p}^n
\]
\[
y^{n+1} = y^n + \frac{\Delta t}{2m} (p^{n+1} + e^{-\gamma \Delta t} \hat{p}^n)
\]

(42a)
\[
(42b)
\]

where now \( \mathcal{D} = e^{-\gamma \Delta t} \). The same holds for the (VV) algorithm, with the update being

\[
(\text{VV}^{(cs)}) : \quad p^{n+1/2} = e^{-\gamma \Delta t} p^n + \frac{\Delta t}{2} f^n,
\]
\[
y^{n+1} = y^n + \frac{\Delta t}{m} p^{n+1/2}, \quad p^{n+1} = p^{n+1/2} + \frac{\Delta t}{2} f^{n+1}.
\]

(43)

Such composition methods, apart from the design of conformal symplectic integrators, can also be used to construct higher order methods [22, 30, 36]. However such an approach is not followed here, as it is rarely relevant in physical modelling sound synthesis applications, for the reasons explained in Section 1.

2.7. Numerical results

A comparison of all the above methods, based on the metric \( H_{\text{dev}} \) and the discrete conservation laws as quantified by \( \mathcal{K} \) and \( \mathcal{D} \) is presented on Table 1. The evolution of the energy error \( K_{\text{err}} = (K^{n+1} - K^{(0)})/K^{(0)} \) is depicted in Figure 1 along with the phase-space trajectory as calculated using the exact solution. Figure 2 depicts the solution trajectories in the modified phase space \( \mathcal{W} = (\psi, \xi) \), where mappings that are not conformally symplectic (with \( \mathcal{D} \neq e^{-\gamma \Delta t} \)) deviate from the analytical solution.

For all simulations the physical parameters are taken from the caption of Figure 3 in Section 5.1 representing a clarinet reed model (with the exemption of the damping \( \gamma \), which has been increased 2.5 times to render the dissipation effect more significant). The stepsize used is \( \Delta t = 1/f_r \), where \( f_r = 44100 \) Hz and the initial conditions are \( y(0) = -0.1 \) mm and \( p(0) = 0.05 \) kg m/s. Apart from the (EC) method, all other methods fail to respect the discrete conservation law [18]. The most accurate approximations for the system energy (regarding \( H_{\text{dev}} \)) are obtained using the (IIM) and
Table 1: Properties of numerical integrators

| Method | $H_{dev}$ | $K$ | $D$ |
|--------|-----------|-----|-----|
| EC     | 6.20      | $7.26 \times 10^{-19}$ | $(\omega_0^2 \Delta t/2 + 2 - \gamma \Delta t)/(\omega_0^2 \Delta t/2 + 2 + \gamma \Delta t)$ |
| VV     | 6.58      | $-6.01 \times 10^{-5}$ | $(2 - \gamma \Delta t)/(2 + \gamma \Delta t)$ |
| CK     | 2.07      | $-2.45 \times 10^{-5}$ | $e^{-\gamma \Delta t}$ |
| IIM    | 0.98      | $-1.41 \times 10^{-4}$ | $e^{-\gamma \Delta t}$ |
| EC$_{[cs]}$ | 30.42 | $7.40 \times 10^{-5}$ | $e^{-\gamma \Delta t}$ |
| VV$_{[cs]}$ | 23.05 | $5.10 \times 10^{-5}$ | $e^{-\gamma \Delta t}$ |

Figure 1: Left: The phase space trajectory (top) and displacement signal (bottom) calculated using the exact solution (the undamped case is plotted for comparison). Right: The energy error for all discretisation methods. Note that for the (EC) method the error remains within machine precision, exhibiting single-bit variation.

Figure 2: The trajectories of all discretisation methods and the analytical solution, plotted in the modified phase space $\mathcal{W} = (\psi, \xi)$. 
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the (CK) methods, which are the ones that manage to replicate the symplectic dynamics of the continuous system in the discrete domain. The methods that are inherently not conformal symplectic yield worse approximations, which also deteriorate when using composition methods to recover the correct dynamics.

In the author’s opinion, the advantage of the conformal symplectic methods, in terms of replicating the system dynamics, should be taken into account when designing mechanical integrators. As mentioned in Section 2.2 it is a more fundamental property, in comparison to the discrete conservation law, since it is uniformly defined. However such a design may not always be available for more complex problems, e.g. when frequency dependent damping or external forces are present. In that case preservation of a numerical energy-like quantity should be considered in order to ensure algorithm stability. Such a quantity exists, by construction, when the (EC) scheme is used, regardless of the type of the potential energy of the system. Alternative discretisation methods may yield similar results, but it is not always straightforward to identify the conserved numerical quantity.

3. Nonlinear oscillators

Simulating the behaviour of a lumped oscillator becomes a more interesting problem, when nonlinear forces act on the system. In this section the effect of a non-smooth impact force is considered, that becomes active when the oscillating mass tries to exceed a certain boundary (here located at \( y = 0 \)). A common approach to simulate such forces allows a small penetration inside the ‘rigid’ boundary, which can be equivalently considered as the compression of \( \alpha V(y) \) (accurate. This may lead to an energy drift (see Figure 6) as explained in [43]. However the error introduced by this oscillating mass tries to exceed a certain boundary (here located at \( y = 0 \)). In this section the effect of a non-smooth impact force is considered, that becomes active when the oscillating mass tries to exceed a certain boundary (here located at \( y = 0 \)). A common approach to simulate such forces allows a small penetration inside the ‘rigid’ boundary, which can be equivalently considered as the compression of the impacting objects [22, 37]. Starting from Hertz’s contact law, the impact force takes the form

\[
f(y) = -k_s |y^a|
\]

where \( |y^a| = h(y) y^a \), \( h(y) \) denotes the Heaviside step function, \( k_s \) is a stiffness coefficient and the power law exponent \( a \geq 1 \) depends on the local shape of the contact surface [39]. This results in the potential energy taking the form \( V(y) = k y^2/2 + k_s |y^{a+1}|/(\alpha + 1) \) and the equation of motion for the oscillator becomes

\[
m \ddot{y} + m \gamma \dot{y} + ky + k_s |y^a| = 0.
\]

This does not affect the conservation law (10), since the form of the potential energy is not used during its derivation. Hence, in the absence of an analytical solution to this problem, the numerical approximation can be assessed via the discrete conservation law [13]. One should however notice that such a nonlinear potential is only \( \alpha \)-times differentiable at \( y = 0 \), resulting in a decline of the accuracy of the numerical approximation, which is otherwise second-order accurate. This may lead to an energy drift (see Figure 6) as explained in [43]. However the error introduced by this effect is negligible in the systems examined in this study (namely linearly damped acoustic systems) since the energy drift is masked out by frictional losses.

The integration methods of the previous section are extended to this nonlinear problem as follows. For the Hamiltonian integrators the updated potential energy, incorporating the nonlinear impact force, needs to be substituted in the formulation of the numerical schemes. As already mentioned in Section 2 in the presence of nonlinear forces, the (EC) method becomes distinct from the midpoint rule (MR) and the trapezoidal rule (TR). In all these formulations it is required to solve a nonlinear equation at each time-step, which takes the following form for each method:

\[
\text{(EC)}: \quad \lambda \left( V(y^n + s) - V(y^n) \right) / s + (1 + \gamma \Delta t/2)s - 2q^n = 0
\]

\[
\text{(MR)}: \quad \lambda V'\left( \frac{2y^n + s}{2} \right) + (1 + \gamma \Delta t/2)s - 2q^n = 0
\]

\[
\text{(TR)}: \quad \lambda V'(y^n + s) + V'(y^n) - 2q^n = 0
\]

with \( \lambda = \Delta t^2/(2m) \) and the unknown \( s = y^{n+1} - y^n \). Existence and uniqueness of solutions for the above equations stem from the convexity of the potential \( V \) (see [13]).

The same substitution of the potential energy \( V \) can be applied to the (CK) method, leading to the solution of a nonlinear equation in \( s \) (defined as above)

\[
\lambda = \frac{k_s}{\alpha + 1} \left[ \frac{(y^n + s)^{a+1}}{s} - \frac{(y^n)^{a+1}}{s} \right] + s - 2q^n e^{-\gamma \Delta t} + \frac{k \Delta t^2}{4m} (s + 2y^n) = 0.
\]
For the velocity Verlet algorithm (VV) the only necessary update is applied to the force acting on the system, with \( f = -k_{0} - k_{1}(\gamma y)\). 

Similarly, for the impulse invariance method, the update equation becomes

\[
\gamma^{n+1} = -\frac{\Delta e^{-\gamma\Delta t/2} \sin(\omega_d \Delta t)}{m \omega_d} k_{0} y^{n} + 2e^{-\gamma\Delta t/2} \cos(\omega_d \Delta t)\gamma^{n} - e^{-\gamma\Delta t} \gamma^{n-1}. \tag{50}
\]

Finally, the splitting procedure of Section 2.6 is still applicable in the same way, regardless of the presence of nonlinear forces.

### 3.1. External forces

Another point of interest in practical applications is the presence of external forces driving the oscillations of the system. Such a power input can be incorporated to the (continuous and discrete) conservation laws. Given an external force \( f_{\text{ext}} \), Hamilton’s equations take the following form

\[
\frac{dy}{dt} = \frac{\partial H}{\partial p}, \quad \frac{dp}{dt} = f_{\text{ext}} - \gamma p. \tag{51}
\]

with

\[
\frac{\partial H}{dt} = -\frac{\gamma p^2}{m} + \frac{p}{m} f_{\text{ext}}. \tag{52}
\]

Accordingly the conservation law (10) becomes

\[
H + \int \frac{\gamma p^2 - p f_{\text{ext}}}{m} dt = \text{const}. \tag{53}
\]

with the following discretised version

\[
K^{n} = H^{n+1} + \sum_{k=0}^{n} \left( \gamma (\mu_{k} p^{k})^{2} - (\mu_{k} p^{k}) (\mu_{k+1} f_{\text{ext}}^{k}) \right) \frac{\Delta t}{m} = \text{const}. \tag{54}
\]

The above equations present a conserved quantity, where there is both an energy loss mechanism and a power input to the system energy \( H \) due to the action of both frictional and external forces.

Applying a periodic driving force usually results in a steady-state displacement signal preceded by a transient oscillation. This is demonstrated in this section using a problem from musical acoustics. In particular, the motion of a clarinet reed is simulated and the resulting sound pressure is synthesised. The clarinet reed is driven by the pressure difference across it \( p_{\Delta} = p_{\text{m}} - p_{\text{m}} \), where \( p_{\text{m}} \) is the blowing pressure (mouthpressure) and \( p_{\text{m}} \) is the pressure inside the clarinet mouthpiece (see Figure 3(b)).

If this is considered given in the form of a time series \( p_{\Delta}(t) \), it is possible to sample it and calculate the force driving the reed, in order to simulate its oscillations. Defining \( M \) as the mass per unit area of the reed, the equation of motion for a lumped reed model becomes

\[
M \ddot{y} + M \gamma \dot{y} + M \omega_{0}^{2} y + k_{e} (y - y_{c}) = p_{\Delta} \tag{55}
\]

where \( k_{e} \) is now defined as contact stiffness per unit area and \( y_{c} \) is the point after which the reed-mouthpiece interaction becomes significant [12]. The driving force per unit area corresponds to the pressure difference across the reed \( p_{\Delta} \).

The results of such a simulation, implemented by solving (51) at each time step, using the (EC) method, are shown in Figure 3(a). The pressure difference \( p_{\Delta} \) is synthesised taking into account a typical clarinet spectrum at 146 Hz (Note D3) [18], by defining the amplitudes of the first seven harmonics as \( [A_{1}, A_{2}, \ldots, A_{7}] = [2000, 40, 400, 40, 100, 40, 28] \) N/m². The reed parameters are given in the figure caption, the audio sampling rate is used \( (f_{s} = 44.1 \text{ kHz}) \) and rest initial conditions are assumed. Note that, due to zero initial conditions, \( K^{0} = 0 \) and the energy error is defined as \( K^{n+1} - K^{n} \).
Figure 3: (a): Displacement signal for a clarinet reed drive by the pressure difference $p_\Delta$ and the respective error in the conservation law (54). (b): Lumped model of a clarinet reed with mass per unit area $M$, stiffness per unit area $k = M\omega_0^2$, and damping $\gamma$. (c): Energy error during a longer time interval simulation. The reed parameters are $\omega_0 = 5000\pi$ Hz, $\gamma = 2800$ s$^{-1}$, $y_c = 2.4 \times 10^{-3}$ m, $M = 0.05$ kg/m$^2$, $k_c = 10^{12}$ Pa/m$^\alpha$ and $\alpha = 1.5$.

In this case, the steady power input from the external force (due to $p_\Delta$) allows the simulation of longer time intervals, without the oscillations dying out, as was the case in the previous section. The energy error for simulating 1000 periods (equivalent to 302085 samples in 6.85 sec for this system, an unusually long duration for musical tones) is shown in Figure 3(c). It can be observed that the conserved quantity $K$ remains constant, within machine precision. This, apart from bounding the solutions of the numerical approximation (and thus ensuring numerical stability) also shows that no ‘artificial’ energy is fed into or lost from the system, besides that due to the external driving and frictional forces.

4. Extension to distributed systems

The methodology presented above can be extended to distributed systems by considering infinite dimensional dynamical systems. To cause the vibration of an ideal string bouncing on a rigid obstacle is considered. The collision force is thus nonlinear, and linear damping is also added to the string model. A similar conservation law, like the one from Section 2 in the lumped case, is obtained for this system. The numerical discretisation is carried out using the (CK) method, which is usually used in lumped models. A (lossless) Hamiltonian framework the (EC) method has been used to simulate a stiff string [15] and also extended to the lossy case [14], whereas discrete gradients [11] and finite difference methods [4] have been used to model nonlinear strings.

4.1. Lagrangian formulation

Let a string of length $l$, simply supported at both ends and with given initial displacement $y(x)$ interact with a flat, rigid barrier located below it at height $y_b$. The Lagrangian density of this system is given by the difference between the kinetic and potential energy density, as

$$\mathcal{L} = T - V = \rho A (\partial_t y)^2/2 - \left( V_\tau + V_\alpha + V_b \right)$$

(56)

where $\rho$ is the mass density and $A$ the cross-sectional area of the string.

$$V_\tau = \tau (\partial_t y)^2/2, \quad V_\alpha = EI (\partial_x y)^2/2 \quad \text{and} \quad V_b = k_b \left[ (y_b - y)^{\alpha+1} \right]/(\alpha + 1)$$

(57)
are respectively the potential energies due to the string tension $\tau$, string stiffness $EI$ and the collision potential due to interaction with the barrier. Hence the Lagrangian density is a function of the displacement variable $y(x,t)$ and its space-time derivatives, given by

$$L = \rho A y^2 - \frac{\tau}{2} y_x^2 - \frac{EI}{2} y_{xx}^2 - \frac{k_b (y_b - y)^{\alpha+1}}{\alpha + 1}$$  \hspace{1cm} (58)$$

and the Lagrangian of the system is

$$L = \int_0^l L(y, y_t, y_x, y_{xx}; x, t) dx$$  \hspace{1cm} (59)$$

where the following notation is adopted:

$$y_t = \frac{\partial y}{\partial t}, \quad y_x = \frac{\partial y}{\partial x}, \quad y_{xx} = \frac{\partial^2 y}{\partial x^2}. \hspace{1cm} (60)$$

The variation of the Lagrangian density subject to a virtual displacement $\delta y$ is

$$\delta L = \delta y \frac{\partial L}{\partial y} + \frac{\partial \delta L}{\partial y_t} \frac{\partial y_t}{\partial y} + \frac{\partial \delta L}{\partial y_x} \frac{\partial y_x}{\partial y} + \frac{\partial^2 \delta y}{\partial x^2} \frac{\partial L}{\partial y_{xx}} \hspace{1cm} (61)$$

and Hamilton’s principle of least action \cite{1} dictates that

$$\delta \int L dt = 0 \Rightarrow \delta \int L dx dt = 0. \hspace{1cm} (62)$$

Substituting the expression in equation (61) and using integration by parts, along with the fact that $\delta y$ vanishes at the integration boundaries \cite{29}, yields

$$\int \int \delta y \left( \frac{\partial L}{\partial y} + \frac{\partial \delta L}{\partial y_t} \frac{\partial y_t}{\partial y} + \frac{\partial \delta L}{\partial y_x} \frac{\partial y_x}{\partial y} + \frac{\partial^2 \delta y}{\partial x^2} \frac{\partial L}{\partial y_{xx}} \right) dx dt = 0. \hspace{1cm} (63)$$

The requirement for the integral to be zero for an arbitrary variation $\delta y$ results in the Euler-Lagrange equation for the given dynamical system, which is a partial differential equation of the form

$$\frac{\partial L}{\partial y} = \frac{\partial}{\partial t} \left( \frac{\partial L}{\partial y_t} \right) + \frac{\partial}{\partial x} \left( \frac{\partial L}{\partial y_x} \right) - \frac{\partial^2}{\partial x^2} \left( \frac{\partial L}{\partial y_{xx}} \right). \hspace{1cm} (64)$$

The Hamiltonian density $\mathcal{H}$ can be obtained by defining the conjugate momentum

$$p = \frac{\partial L}{\partial y_t} = \rho Ay_t \hspace{1cm} (65)$$

and taking the Legendre transformation of the Lagrangian density

$$\mathcal{H} = y_t p - L(y, y_t, y_x, y_{xx}) = \frac{1}{2} \frac{p^2}{\rho A} + \frac{1}{2} y^2 + \frac{1}{2} EI y_x^2 + \frac{k_b}{\alpha + 1} (y_b - y)^{\alpha+1}$$

$$= \mathcal{T}(p) + \mathcal{V}(y) + \mathcal{V}_t(y_t) + \mathcal{V}_x(y_x) + \mathcal{V}_b(y). \hspace{1cm} (66)$$

Equations (64), (65) and (66) can be combined to formulate Hamilton’s equations of motion, which with the inclusion of a linear damping term are:

$$\frac{\partial p}{\partial t} = \frac{\partial}{\partial x} \left( \frac{\partial \mathcal{H}}{\partial y_x} \right) - \frac{\partial^2}{\partial x^2} \left( \frac{\partial \mathcal{H}}{\partial y_{xx}} \right) - \frac{\partial \mathcal{H}}{\partial y} - \gamma p \hspace{1cm} (67a)$$

$$\frac{\partial y}{\partial t} = \frac{\partial \mathcal{H}}{\partial p}. \hspace{1cm} (67b)$$
Space and time discretisation is carried out by denoting the value of variable $\varphi$ where $\delta$ is the spatial sampling interval (see Figure 4):

$$\Delta x$$

Figure 4: The discretised string at times $n\Delta t$ and $(n+1)\Delta t$.

The Hamiltonian (total energy) of the system is computed as

$$H = \int_0^d \mathcal{H}(y, p, y_x, y_{xx}) \, dx$$

with the conserved quantity being equal to

$$\int_0^d \left( \mathcal{H} + \int \frac{y p^2}{m} \, dt \right) \, dx = \text{const.}$$

In what follows, an ideal string will be considered (by setting $EI = 0$, which results in $V = 0$) so that a comparison with an analytic result will be possible.

### 4.2. Caldirola-Kanai formalism and discretisation

Transforming to the Caldirola-Kanai formalism the following Hamiltonian density is defined

$$\mathcal{H}_{CK} = e^{-y} \frac{m^2}{2} + e^y \left( \frac{1}{2} y_x^2 + \frac{k_b}{\alpha + 1} (y_b - y)^{\alpha + 1} \right)$$

where $\varphi = e^y m \dot{y}$, with

$$\frac{dy}{dt} = \frac{\partial \mathcal{H}_{CK}}{\partial \varphi}, \quad \frac{d\varphi}{dt} = -\frac{\partial \mathcal{H}_{CK}}{\partial y} \quad (70)$$

Space and time discretisation is carried out by denoting the value of variable $y$ at position $x = m\Delta x$ and time $t = n\Delta t$ by $y_m^n$, $\Delta x$ being the spatial sampling interval (see Figure 4):

$$\frac{\varphi_{m+1}^n - \varphi_m^n}{\Delta t} = \frac{e^{y_m(n+\Delta t)}}{2\rho A} \left( \frac{\tau}{2} \delta_\Delta(y_{m+1}^n + y_m^n) - \frac{k_b}{\alpha + 1} (y_b - y_{m+1}^{\alpha + 1}) - (y_b - y_m^{\alpha + 1}) \right)$$

$$\frac{y_{m+1}^n - y_m^n}{\Delta t} = e^{-y_m(n+\Delta t)} \frac{\rho A}{2} \left( \frac{\tau}{2} \varphi_{m+1}^n + \varphi_m^n \right) - \frac{k_b}{\alpha + 1} (y_b - y_{m+1}^{\alpha + 1}) - (y_b - y_m^{\alpha + 1})$$

where $\delta_\Delta(y_m^n) = \delta_x, \delta_{x-y_{m-1}}$, with

$$\delta_x y_m^n = \frac{y_{m+1}^n - y_m^n}{\Delta x}, \quad \delta_{x-y_{m-1}} y_m^n = \frac{y_m^n - y_{m-1}^n}{\Delta x} \quad (73)$$

Scheme (72) is centred at time $t = (n + 1/2)\Delta t$ and position $x = m\Delta x$. Defining a ‘normalised momentum’ variable $q_m^n = \varphi_m e^{-y_m(n\Delta t)/(2\rho A)}$ it can be written in matrix form as

$$y_{m+1}^n - y_m^n = rq_{m+1}^n + r^{-1}q_m^n \quad (74a)$$

$$rq_{m+1}^n - r^{-1}q_m^n = \beta_2 D \left( y_{m+1}^n + y_m^n \right) - \zeta S^{-1} \left( (y_b - y_{m+1}^{\alpha + 1}) - (y_b - y_m^{\alpha + 1}) \right) \quad (74b)$$
where $S = \text{diag}(y^{n+1} - y^n)$ is a diagonal matrix,

$$r = e^{tr/2}, \quad \beta_2 = \frac{\tau \Delta t^2}{4pA^2x^2}, \quad \zeta = \frac{k_b \Delta t^2}{2pA(\alpha + 1)}$$

(75)

and $y^n, y_b^n$ and $q^n$ are column vectors holding displacement, barrier profile and normalised momentum values. Under the assumption of simply supported boundary conditions on both ends of the system, these vectors hold the values of $N$ interior nodes on the string (i.e. from $y_1$ to $y_N$), and $D_2$ is then an $N \times N$ tridiagonal matrix:

$$D_2 = \begin{bmatrix}
-2 & 1 & 0 \\
1 & \ddots & \ddots \\
\ddots & \ddots & 1 \\
0 & 1 & -2
\end{bmatrix}$$

(76)

which implements the second spatial derivative of the string state. For alternative types of boundary conditions see [15], where a similar discretisation approach is carried out on a conservative system using the (EC) method. Singularities in the diagonal matrix $S$ can be avoided by considering only the vibrating portion of the string (with $y_{m+1} = y_{m}$; otherwise $y_{m+1}$ is known and $y_{m+1}$ can be obtained from (72a)). Now setting

$$s = y^{n+1} - y^n = rq^{n+1} + r^{-1}q^n$$

(77)

yields the nonlinear system of equations

$$F = (1 - \beta_2 D_2)s - 2\left(\beta_2 D_2 y^n + r^{-1}q^n\right)$$

$$+ \zeta S^{-1} \left((y_b - y^n - s)^{n+1} - (y_b - y^n)^{n+1}\right) = 0.$$ 

(78)

This can be solved for $s$ using the multidimensional Newton method. The Jacobian of $F$ is

$$J = I - \beta_2 D_2 + C$$

(79)

where $C$ is a diagonal matrix with elements

$$[c_{ij}] = \frac{\Delta t^2}{2pA} \frac{V_y(y^n + s_i) - V_b(y^n + s_i) + V_b(y^n)}{s_i^2}$$

(80)

where $V_y$ signifies taking the derivative of $V_b$ with respect to displacement. It can be shown that $J$ is positive definite [15], which ensures the uniqueness of a root of equation (78) [16]. Furthermore $J$ is also an $M$-matrix, which guarantees global convergence of the Newton method for finding the roots of the componentwise convex function $F$ [18].

Solving (78) $y^{n+1}$ and $q^{n+1}$ can be updated as

$$y^{n+1} = y^n + s, \quad q^{n+1} = r^{-1} s - r^{-2} q^n.$$ 

(81)

In accordance to the lumped case, the energy density $\mathcal{H}$ can be calculated from the Hamiltonian density $\mathcal{H}_{\text{CK}}$ as $\mathcal{H} = e^{-\gamma t} \mathcal{H}_{\text{CK}}$ and the total energy of the system is given by integration along the length of the string [15]:

$$H^n = \tilde{b}\left[\langle q^n \rangle q^n - \langle y^n \rangle \beta_2 D_2 y^n + \zeta I \langle (y_b - y^n)^{n+1}\rangle\right]$$

(82)

with $I = (1, \ldots, 1)'$ and $b = 2pA^2/\Delta t^2$. Furthermore, from the definition of the Hamiltonian system (71), it follows that

$$\frac{dH}{dt} = \frac{d}{dt} \left( e^{-\gamma t} \mathcal{H}_{\text{CK}} \right) = -\frac{4\gamma p A}{\Delta t^2} q^2, \quad \text{with} \quad q = \epsilon \omega e^{-\gamma t} \Delta t/(2pA)$$

(83)
Figure 5: Simulation of an ideal string bouncing on a flat, rigid obstacle (located at \( y_b = -0.0001 \) m), with initial conditions \( y(x, 0) = 0.0002 \sin(\pi x/l) \). (a): Mid-point displacement of a lossless impeded string, compared to a free vibrating string. (b): Mid-point displacement of a damped string. (c): Error in the conservation of energy for the lossless string. (d): Energy components and the conserved quantity \( K \) for the lossy string.

and the discrete conserved quantity becomes

\[
K^n = H^{n+1} + \sum_{k=0}^{n} 2b\gamma \Delta t (q^n_k)^2 = \text{const.} \tag{84}
\]

In the absence of losses (for \( \gamma = 0 \)) an analytical result [25] states that if a straight obstacle is placed at half the amplitude of the string vibration, then the period of the oscillation will become 1.5 times larger [24]. This is verified in Figure 5(a), where for increasing sampling rates this behaviour is reproduced. A 0.7 meter long string is simulated, with tension \( \tau = 100 \) N, and linear mass density \( \rho A = 0.001 \) kg m\(^{-1}\); \( k_b = 10^7 \) and \( \alpha = 1 \) are used to model a rigid obstacle and \( \Delta x = 0.007 \) m. Figure 5(c) shows the error in the conservation of energy (which is constant in this case) defined as \( e^n = (H^n - H^0) / H^0 \). On the right hand side of the same figure it is shown how including losses affects the system (with \( \gamma = 200 \) s\(^{-1}\)). Figure 5(b) depicts the mid-point displacement of the string (calculated using a sampling rate of 44.1 kHz) and Figure 5(d) plots the energy components and the conserved quantity \( K \).

Finally, for the lossless case it is possible to run the simulation for longer time intervals, without the oscillations decaying to zero. Figure 6 depicts the energy error in terms of both the deviation from the initial energy as well as the error per time-step for a total of 100 seconds (14500 periods of oscillation) with \( f_s = 44.1 \) kHz. A small energy drift is observed in the top plot, as discussed in Section 3. However, in the presence of losses, such a drift (whether adding to or removing energy from the system) is negligible compared to the loss mechanism caused by damping effects.

5. Conclusion

This paper has provided an analysis of discretisation algorithms for non-conservative acoustic systems from the perspective of energy-conserving and symplectic schemes. Existing schemes have been analysed and novel ones have been formulated in an attempt to respect the contraction of the symplectic structure. It has been shown that existing methods, such as the impulse invariance method (used in digital signal processing) and the Caldirola-Kanai approach (used in quantum mechanics) offer an exact discretisation of the symplectic form of the system. Mechanical integrators sharing the same property have been also generated from other Hamiltonian integrators using splitting methods. The accuracy of a series of algorithms has been assessed in comparison with an analytic solution for a linear oscillator.

When nonlinear forces are acting on the system, numerical measures may be used to evaluate the numerical schemes. This has been exemplified for a lumped collision model. Similar to energy loss due to damping, it has been shown how power input due to external forces may be incorporated to the presented analysis. As a case study the motion of a clarinet reed has been simulated, with the output respecting the underlying discrete conservation law. Finally it has been shown how to extend the proposed methodology to distributed systems by presenting an application
of the Caldirola-Kanai method to the simulation of a vibrating string involving a nonlinear interaction. The numerical simulations were able to reproduce analytical results available for a particular setting, when a rigid barrier is placed halfway across the amplitude of a lossless vibrating string.

The presented analysis naturally extends to other nonlinear interactions that take place in musical instruments, such as the piano hammer-string interaction and mallet impacts on a membrane. Furthermore, in the area of speech synthesis, modelling the collision of the vocal folds, where impact damping is expected to be rather high, could also be treated using the proposed approach.
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