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ABSTRACT

Gaussian processes (GPs) are frequently used in machine learning and statistics to construct powerful models. However, when employing GPs in practice, important considerations must be made, regarding the high computational burden, approximation of the posterior, choice of the covariance function and inference of its hyperparameters. To address these issues, Hensman et al. [2015] combine variationally sparse GPs with Markov chain Monte Carlo (MCMC) to derive a scalable, flexible and general framework for GP models. Nevertheless, the resulting approach requires intractable likelihood evaluations for many observation models. To bypass this problem, we propose a pseudo-marginal (PM) scheme that offers asymptotically exact inference as well as computational gains through doubly stochastic estimators for the intractable likelihood and large datasets. In complex models, the advantages of the PM scheme are particularly evident, and we demonstrate this on a two-level GP regression model with a nonparametric covariance function to capture non-stationarity.
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1 Introduction

Gaussian processes (GPs) are frequently used in machine learning and statistics to construct powerful models. In a Bayesian setting, GPs provide a probabilistic approach to model unknown functions; specifically, the GP prior assumes that the function evaluated at any finite set of inputs has a Gaussian distribution with consistent parameters, specified by the mean function and symmetric positive definite covariance (or kernel) function. The flexible, probabilistic and nonparametric nature of GP models makes them appropriate and useful in a wide range of applications, including geostatistics [Matheron, 1973], atmospheric sciences [Berrocal et al., 2010], biology [Stathopoulos et al., 2014], inverse problems [Kaipio and Somersalo, 2006], and more. However, when employing GPs in practice, important considerations must be made, specifically, to address the computational burden, approximation of the posterior, form of the covariance function and inference of its hyperparameters.

First, GPs suffer from a high computational burden, due to the need to store and invert large and dense covariance matrices. To overcome this, various schemes have been proposed, including local approximations [Rasmussen and Ghahramani, 2002, Tresp, 2000], predictive processes [Banerjee et al., 2008], basis function approximations [Cressie and Johannesson, 2008], sparse formulations of the precision matrix [Lindgren et al., 2011, Grigorievskiy et al., 2017, Durrande et al., 2019], and others (see Heaton et al. [2019] and Rasmussen and Williams [2006, Chap. 8] for reviews of spatial statistics and machine learning, respectively). In machine learning, the sparse GP approximation based on a set of inducing points or pseudo inputs is one of the most popular approaches, due to its general applicability, with no requirements or assumptions on the data structure or covariance function. Early work in this direction includes [Seeger et al., 2003] and [Snelson and Ghahramani, 2005], and in this paper, we focus on the variational inducing point framework introduced in [Titsias, 2009].

Second, while GP priors result in tractable posterior inference in a normal regression setting, many statistical and machine learning tasks require other likelihoods, necessitating approximation of the posterior. Markov chain Monte Carlo (MCMC) provides a general way to simulate from the posterior and is often considered a gold standard in
Bayesian inference, due to its asymptotic guarantees. However, the computational complexity and high-dimensionality of GP models prohibits the use of MCMC algorithms for large datasets. Variational methods are a popular alternative to MCMC schemes and commonly employed in machine learning for faster, approximate inference [e.g. [Titsias, 2009] [Matthews et al., 2016] [Hensman et al., 2013] [Cutajar et al., 2019] [Damianou and Lawrence, 2013], but models are typically restricted to a fixed family of likelihoods.

Lastly, the form of the covariance function and its hyperparameters crucially determine properties of the unknown function, such as the spatial correlation, smoothness, and periodicity. Typically, parametric forms are specified for the covariance function, and the hyperparameters are inferred via a hierarchical or an empirical Bayes approach, which is critical to allow the model to adapt to the true smoothness of the function and achieve desirable posterior consistency and coverage [Sniekers and van der Vaart, 2015]. In a hierarchical approach, MCMC algorithms have been proposed [Yu and Meng, 2011] [Filippone and Girolami, 2014] but require costly operations on large, dense covariance matrices at every iteration. Variational schemes employ (approximate) empirical Bayes, or maximum marginal likelihood estimation, and while such operations are still required, the number of iterations is typically much reduced. Furthermore, the parametric assumption of the covariance function limits the model’s ability to recover changing behavior of the function, e.g. different smoothness levels, across the input space. Thus, more complex model structures have been proposed to combine multiple GPs for increased model flexibility [Dunlop et al., 2018] [Gadd et al., 2020], which pose further challenges for inference.

To address these issues, we build on the work of Hensman et al. [2015], which combines the variational inducing point framework of Titsias [2009] with MCMC to derive a scalable yet flexible and general framework for GP models. Their sparse variational method results in a low-dimensional approximate posterior, where MCMC is employed to draw samples. Thus, the variationally sparse MCMC framework benefits from (i) the sparse variational method to alleviate the computational burden, (ii) a general scheme for any factorized likelihood, and (iii) full posterior inference of the hyperparameters. The flexibility, generality and theoretical guarantees of MCMC allow them to apply the framework to general tasks, removing restrictions on the likelihood, and importantly, avoid any further distributional assumptions on the low-dimensional posterior, e.g. independence, that are typically required in full variational schemes.

Nevertheless, the resulting optimal approximate posterior requires exponentiated expected log-likelihood evaluations that are intractable for many observation models, including classification problems, robust GP regression with the student t likelihood, stochastic volatility models, and various others [Nickisch and Rasmussen, 2008] [Hernández-Lobato et al., 2011] [Neal, 1997] [Wu et al., 2014]. In this case, Hensman et al. [2015] suggest approximating the required expectations with Gauss-Hermite quadrature. This clearly introduces an additional level of approximation, which can have adverse effects on the accuracy and computational cost of the method. In complex models, such effects may be particularly severe, and we demonstrate this on the two-level GP regression model with a nonparametric covariance function to capture non-stationarity [Monterrubio-Gómez et al., 2020].

We propose an alternative approach to bypass this problem by replacing the intractable likelihood evaluation with a computationally cheap unbiased estimate based on the block-Poisson estimator introduced by Quiroz et al. [2020]. Our proposed framework offers asymptotically exact inference for the low-dimensional variational posterior through a pseudo-marginal scheme as well as computational gains through doubly stochastic estimators for the intractable likelihood evaluations and large datasets.

This paper is organised as follows. We start, in Section 2, with a review of variationally sparse GP models, where we focus on the work of [Hensman et al., 2015]. Section 3 introduces the signed block-Poisson pseudo-marginal (S-BP-PM) scheme for variationally sparse GPs. Section 4 showcases the limitations of the Gauss-Hermite quadrature approximation employing, as an example, a non-stationary 2-level GP model as well as details of the S-BP-PM scheme for this model. Later, Section 5 demonstrates our proposed scheme on a 1-dimensional 2-level GP regression model. Finally, Section 6 concludes summarising the main findings.

2 Variationally sparse GPs

The observed data are assumed to consist of outputs \( y_n \), which may be real-valued or more generally binary, counts, etc., with corresponding input locations \( x_n \in \mathbb{R}^D \) for \( n = 1, \ldots, N \). The likelihood is assumed to factorise across data points, dependent on a latent function \( z : \mathbb{R}^D \rightarrow \mathbb{R} \) that maps the input locations to the real line:

\[
p(y \mid z, \rho) = \prod_{n=1}^{N} p(y_n \mid z(x_n), \rho),
\]
where \( y = (y_1, \ldots, y_N)^T, z = (z_1, \ldots, z_N)^T \) with \( z_\nu \equiv z(x_\nu) \), and \( \rho \) contains any additional likelihood parameters. The unknown function \( z \) has a Gaussian process prior with zero mean and covariance function \( C_\rho(\cdot, \cdot) \) parametrised by \( \phi \), namely, \( z(\cdot) \sim \text{GP}(0, C_\rho(\cdot, \cdot)) \).

To overcome the computational complexity of GPs, Nelson and Ghahramani [2006] proposed the sparse pseudo-input framework. The key idea of this approach is to augment the data with a set of \( M < N \) inducing or pseudo-points \( \tilde{X} = (\tilde{x}_1, \ldots, \tilde{x}_M)^T \) and collect the values of the latent functions at the inducing points into the vectors \( \tilde{z} = (\tilde{z}_1, \ldots, \tilde{z}_M)^T \), where \( \tilde{z}_\nu \equiv z(\tilde{x}_\nu) \), and we refer to the \( \tilde{z}_\nu \) as the \textit{inducing variables}. By properties of GPs, the augmented prior is

\[
\pi(z, \tilde{z} | \phi) = \pi(z | \tilde{z}, \phi) \pi(\tilde{z} | \phi) = N(z | C_{zz}C_{z\tilde{z}}^{-1}\tilde{z}, C_{zz} - C_{zz}C_{z\tilde{z}}^{-1}C_{\tilde{z}\tilde{z}}) N(\tilde{z} | 0, C_{\tilde{z}\tilde{z}}),
\]

where we make use of the short notation \( C_{zz} \) and \( C_{\tilde{z}z} \) to denote the covariance matrix constructed by evaluating the kernel at the inputs \( X \) and \( \tilde{X} \), respectively, and \( C_{z\tilde{z}} \) to denote the cross-covariance matrix between the function evaluated at the inputs \( X \) and inducing points \( \tilde{X} \). Under the augmented model, the posterior of the parameters and latent variables is given by:

\[
\pi(z, \tilde{z}, \rho, \phi | y, X) \propto \prod_{n=1}^N p(y_n | z_\nu, \rho) \pi(z | \tilde{z}, \phi) \pi(\tilde{z} | \phi) \pi(\phi) \pi(\rho).
\]

The variationally sparse approach of Hensman et al. [2015] restricts the approximate variational posterior to take the form:

\[
q(z, \tilde{z}, \rho, \phi) \propto \pi(z | \tilde{z}, \phi) q(\tilde{z}, \rho, \phi).
\]

Note that in the right-hand side of Eq. (1), the first term corresponds to the prior predictive distribution of \( z \) given \( \tilde{z} \), while the second is the joint approximate posterior of the inducing variables, parameters, and hyperparameters. Thus, the variationally sparse approach assumes that conditioned on the inducing variables and hyperparameters, the latent function at the observed input locations does not depend on the data. This assumption is crucial to achieve the desired scalability, but the accuracy of this approximation clearly depends on the number and locations of the inducing points. Under this assumption, Hensman et al. [2015] showed that the optimal low-dimensional variational posterior (the second term in Eq. (1)), which is obtained by minimizing the Kullback-Leibler (KL) divergence between the approximate and true posterior, \( \text{KL}(q(z, \tilde{z}, \rho, \phi) \| \pi(z, \tilde{z}, \rho, \phi | y, X)) \), takes the form

\[
q(\tilde{z}, \rho, \phi) \propto \exp \left( \sum_{n=1}^N \mathbb{E}_{\pi(z_n | \tilde{z}, \phi)} [\log(p(y_n | z_n, \rho))] \right) \pi(\tilde{z} | \phi) \pi(\phi) \pi(\rho).
\]

Computation of Eq. (2) involves expectations over univariate Gaussian random variables, which are available analytically only for certain tasks, specifically, for Gaussian or Poisson likelihoods. In all other settings, Hensman et al. [2015] suggest to approximate with Gauss-Hermite quadrature. In addition, to avoid placing any further restrictions on the form of the optimal variational posterior, Hensman et al. [2015] propose to use MCMC methods to sample from a whitened version of Eq. (2). Whitening is employed because Eq. (2) exhibits high correlations between \( \tilde{z} \) and \( \phi \), which can result in poor mixing. Thus, the target distribution is:

\[
q(\tilde{\xi}, \rho, \phi) \propto \exp \left( \sum_{n=1}^N \mathbb{E}_{\pi(z_n | \tilde{z}, \phi)} [\log(p(y_n | z_n, \rho))] \right) N(\tilde{\xi} | 0, I_M) \pi(\phi) \pi(\rho),
\]

with \( \tilde{\xi} = L(\phi)\tilde{z} \), where \( \tilde{\xi} \sim N(0, I_M) \) and \( L(\phi) L(\phi)^T = C_{\tilde{z}\tilde{z}} \).

While this results in a scalable and flexible approach for general GP-based models, the Gauss-Hermite quadrature clearly introduces an extra level of approximation, which can adversely affect the accuracy and cost. The error of the quadrature approximation has been carefully studied in literature, and in general, Gauss-Hermite quadrature of order \( J \) provides a good approximation if the integrand, denoted by \( g(\cdot) \), is a polynomial of order \( 2J - 1 \) or less. When this is not the case, the error of the approximation corresponds to \( J^2 g^{(2J)}(\cdot)/2! \), where \( g^{(2J)}(\cdot) \) is the \( 2J \)-th derivative of \( g(\cdot) \). In simple settings, such as binary classification, the computational complexity for a likelihood evaluation is \( O(NM^2 + NN^2) \) and sufficient approximation may be achieved with relatively small \( J \). However, the computational cost can increase drastically for more complex models, e.g. \( O(JNM^2) \) in the two-level GP model of Section 4, which also requires a large \( J \) for good approximation. Moreover, for some tasks, such as multinomial classification, multivariate quadrature is needed, which further exacerbates costs and accuracy issues.
When quadrature approximation is required, the scheme of [Hensman et al., 2015] belongs to the class of approximate MCMC methods [Marjoram et al., 2003]. Recently, Vihola et al. [2020] proposed an importance sampling correction of approximate MCMC to yield exact inference. While this could be applied to the scheme of [Hensman et al., 2015], instead, in the next section, we construct a pseudo-marginal sampler based on the block-Poisson estimator of [Quiroz et al., 2020]. Importantly, our scheme bypasses the problems of the approximate MCMC scheme, by providing both asymptotically exact inference for the optimal variational posterior and reduced computational complexity.

3 PM for variationally sparse GPs

The pseudo-marginal (PM) approach introduced by [Beaumont, 2003 and Andrieu et al., 2009] provides a route to do exact Bayesian inference in models with intractable or expensive likelihoods. PM samplers employ a non-negative unbiased estimator of the likelihood in place of the intractable or expensive function in a Metropolis-Hasting (MH) algorithm to produce asymptotically exact samples from the posterior distribution. In particular, PM schemes have been previously employed to do inference in GP models [see, e.g. Filippone and Girolami, 2014a, Murray and Graham, 2016, Xiong et al., 2017].

The key ingredient of PM schemes is the unbiased estimator of the likelihood, and as such, different approaches exist to produce the unbiased estimator in different scenarios. For expensive likelihoods due to tall data, subsampling-based strategies include the Rhee-Glynn estimator [Rhee and Glynn, 2015, Bardenet et al., 2017] or PM Firefly [Maclaurin and Adams, 2015, Bardenet et al., 2017]. For intractable likelihoods, unbiased estimators have been proposed using, for example, importance sampling [Filippone and Girolami, 2014a, annealed importance sampling [Filippone, 2014], particle filters [Andrieu et al., 2010], and generalized Poisson estimation [Fearnhead et al., 2008]. However, the variance of estimator needs to be carefully controlled; if too high, the likelihood may be overestimated, making it difficult for the chain to leave the current state. Indeed, Doucet et al. [2015] recommend keeping the variance of the log-likelihood estimator to 1.5, in order to balance computation time with low variance of the MCMC estimates.

Recently, Quiroz et al. [2020] proposed combining an importance sampling sign correction [Lyne et al., 2015] with a product of Poisson estimators [Fearnhead et al., 2010] to derive a signed block-Poisson pseudo-marginal scheme for fast, exact inference in tall datasets. Their block-Poisson estimator is appealing for several reasons. First, through the product form, correlation is introduced between the log estimated likelihood at current and proposed states, resulting in an efficient dependent PM scheme [Deligiannidis et al., 2018], that can accommodate noisier likelihood estimates. In addition, it has lower variance than the Rhee-Glynn estimator [Rhee and Glynn, 2015, Bardenet et al., 2017] and makes use of control variates for variance reduction. Lastly, a sign correction permits employing a soft-lower bound (as opposed to the strict lower bound in [Bardenet et al., 2017]), which is more computationally efficient.

In this work, we build on [Quiroz et al., 2020] to construct a signed block-Poisson PM scheme for variationally sparse GPs, that is both computationally efficient for large datasets and offers asymptotically exact inference for the low-dimensional variational posterior. This is accomplished through a variant of the PM scheme that employs a doubly stochastic estimator for the intractable exponentiated expected log-likelihood, by also data subsampling.

3.1 Doubly stochastic block-Poisson estimator

Our goal is find an unbiased estimator, \( \hat{E} \), of the intractable exponentiated expected log-likelihood term in Eq. (3):

\[
E = \exp \left( \sum_{n=1}^{N} \mathbb{E}_{\pi(z_n | \xi, \phi)} \left[ \log(p(y_n | z_n, \rho)) \right] \right),
\]

that is also computationally efficient for large sample sizes. To do so, we follow [Quiroz et al., 2020] by employing subsampling for computational efficiency and control variates to reduce the variance of our estimator. In addition, we employ a further layer of stochasticity in our estimator to deal with the intractable expectation.

Using the simplifying notation \( l(y_n | z_n, \rho) = \log(p(y_n | z_n, \rho)) \), the first step in this direction is to define the difference \( d = \sum_{n=1}^{N} d_n \), with

\[
d_n = \mathbb{E}_{\pi(z_n | \xi, \phi)} \left[ l(y_n | z_n, \rho) \right] - \bar{\nu}_n,
\]

where the control variate \( \bar{\nu}_n \) is an approximation to \( \mathbb{E}_{\pi(z_n | \xi, \phi)} [l(y_n | z_n, \rho)] \). Thus, we have

\[
\log(E) = d + \sum_{n=1}^{N} \bar{\nu}_n.
\]
Specifically, assuming differentiability of $l(y \mid z, \rho)$ with respect to $z$, we define $\tilde{\nu}_n$ through a first-order Taylor-expansion around $E[z_n]$ (with the expectation taken with respect to $\pi(z_n \mid \xi, \phi)$):

$$
\nu_n(z_n) = l(y_n \mid E[z_n], \rho) + (z_n - E[z_n])l'(y_n \mid E[z_n], \rho),
$$

(5)
such that

$$
\tilde{\nu}_n = E_{\pi(z_n \mid \xi, \phi)}[\nu_n(z_n)] = l(y_n \mid E[z_n], \rho).
$$

(6)

We note that more generally, a multivariate Taylor expansion may be used in models involving multiple Gaussian processes.

By defining $\nu_n(z_n)$ through Eq. (5), the difference in Eq. (4) can be equivalently written as

$$
d_n = E_{\pi(z_n \mid \xi, \phi)}[l(y_n \mid z_n, \rho) - \nu_n(z_n)],
$$

and an unbiased difference estimator for $d_n$ is

$$
\hat{d}_n = l(y_n \mid z_n, \rho) - \nu_n(z_n),
$$

(7)

with $z_n \sim \pi(z_n \mid \xi, \phi)$. We then use subsampling techniques to obtain

$$
\hat{d}_B = \frac{N}{B} \sum_{b=1}^{B} \hat{d}_{\alpha_b},
$$

(8)

where $\alpha_b \sim \text{Unif}(1, \ldots, N)$ indexes a subsample of size $B$ that is taken with replacement. The variance of the estimator in Eq. (8) is $\mathbb{V}[\hat{d}_B] = \gamma/B$ with $\gamma = N^2 \mathbb{V}[d_n]$ denoting the intrinsic variance of the estimator.

Thus, $\hat{d}_B + \sum_{n=1}^{N} \tilde{\nu}_n$ provides an unbiased estimator of the expected log-likelihood. Clearly, simply exponentiating this does not provide an unbiased estimator of $E$, and in order to do so, we employ block-Poisson estimation [Quiroz et al., 2020]. In the doubly stochastic block-Poisson estimator in Definition 1, we re-write the difference estimator in Eq. (7) in terms of random variables that do not depend on $(\xi, \phi)$. Thus, we introduce uniform random variables, $\chi_1, \ldots, \chi_N$, and apply the inverse CDF transformation to produce samples $z_n$ needed to evaluate Eq. (7).

**Definition 1.** The doubly stochastic block-Poisson estimator is

$$
\hat{E} = \exp \left( \sum_{n=1}^{N} l(y_n \mid E[z_n], \rho) \right) \prod_{k=1}^{\kappa} \exp \left( \frac{a + \kappa}{\kappa} \right) \prod_{h,k=1}^{N} \left( 1 + \hat{d}_{h,k}/\kappa \right)
$$

(9)

with $\kappa \in \mathbb{Z}^+$, $\mathcal{H}_1, \ldots, \mathcal{H}_\kappa \sim \text{Pois}(1)$, $a \in \mathbb{R}$ a lower bound for

$$
\hat{d}_{h,k} = \frac{N}{B} \sum_{b=1}^{B} \hat{d}_{\alpha_{h,k}}, \quad \text{with} \quad \hat{d}_{\alpha_{h,k}} = l(y_{\alpha_{h,k}} \mid z_{\alpha_{h,k}}, \rho) - \nu_{\alpha_{h,k}}(z_{\alpha_{h,k}}),
$$

where $\alpha_{h,k}$ is uniformly sampled from $(1, \ldots, N)$; $\chi_{\alpha_{h,k}} \sim \text{Unif}(0, 1)$, and the the log-likelihood and Taylor expansion in $\hat{d}_{\alpha_{h,k}}$ are evaluated with $z_{\alpha_{h,k}} = F_{\nu_{\alpha_{h,k}}(z_{\alpha_{h,k}})}^{-1}(\chi_{\alpha_{h,k}})$, where $F_{\nu_{\alpha_{h,k}}(z_{\alpha_{h,k}})}^{-1}$ denotes the inverse CDF of Gaussian prior predictive of $z_n$ given $(\xi, \phi)$.

Evaluation of the likelihood estimator in Eq. (9) requires computation of both the control variates across every data point and, on average, $\kappa$ difference estimators. Note that the control variates only depend on the predictive means $E[z_n \mid \hat{E}] = C_{z_n, z} C_{\hat{E}, z}^{-1} \hat{E}$, with complexity $O(NM + M^3)$. The difference estimator, instead, requires also the predictive variance $\mathbb{V}(z_n \mid \hat{E}) = C_{z_n, z} - C_{z_n, z} C_{\hat{E}, z}^{-1} C_{\hat{E}, z}$, but only across all subsets, with complexity $O(\kappa BM^2 + M^3)$. Thus, evaluation of the block-Poisson estimator is $O(NM + \kappa BM^2 + M^3)$, in contrast to the $O(2NM^2 + M^3)$ required by the approximate scheme of [Hensman et al., 2013].

We highlight that [Quiroz et al., 2020] focus on tall data with tractable likelihoods, and thus, provide an alternate construction of the difference estimator, considering two types of control variates, parameter expanded and data expanded, that reduce the computational complexity to a small number of evaluations that does not depend on $N$. [Quiroz et al., 2019] examine properties of such control variates in balancing computation time with variance reduction. Variants of these control variates could be developed here to further reduce the computational complexity and remove dependency on $N$; however, we do not pursue this, in order to maintain low variance of the doubly stochastic estimator.
Algorithm 1 Signed block-Poisson pseudo-marginal sampler (S-BP-PM)

Require: Target distribution: \( \hat{q}(\tilde{\xi}, \phi, \rho) \), initial states: \( \tilde{\xi}^{(0)}, \phi^{(0)}, \rho^{(0)} \), iterations: \( T \), number of Poisson estimators: \( \kappa \), batch size: \( B \); lower bound: \( a \), initial means: \( c_1, \ldots, c_n \), initial random variates \( (\gamma_1, \ldots, \gamma_C) \), initial estimator \( \hat{E} \).

1: for \( t = 1, \ldots, T \) do
2: \hspace{1em} Draw \( \rho^* \) from \( q(\rho|\rho^{(t-1)}) \)
3: \hspace{1em} Compute control variates: \( \log(l(y_n|c_n, \rho^*)) \) for \( n = 1, \ldots, N \)
4: \hspace{1em} Sample a block \( g \) and random variates \( \gamma_g^* \)
5: \hspace{1em} Compute \( \log(|\hat{E}^*|) \) using Eq. (9)
6: \hspace{1em} Set \( \rho^{(t)} \leftarrow \rho^* \); \( V_g \leftarrow \gamma_g^* \); \( \log(|\hat{E}|) \leftarrow \log(|\hat{E}^*|) \); and \( S_{\rho}^{(t)} \leftarrow \text{sign}(\hat{E}) \) with probability: \( \min \left( 1, \frac{|\hat{E}^*|^{a} p(\rho^*) q(\rho^{(t-1)}|\rho^*)}{|\hat{E}|^{a} p(\rho^*) q(\rho^{(t-1)}|\rho^*)} \right) \)
7: \hspace{1em} Else \( \rho^{(t)} \leftarrow \rho^{(t-1)} \) and \( S_{\rho}^{(t)} \leftarrow S_{\rho}^{(t-1)} \)
8: \hspace{1em} Draw \( \tilde{\xi}^* \) from \( q(\tilde{\xi}|\tilde{\xi}^{(t-1)}) \)
9: \hspace{1em} Compute GP predictive means \( c_*^n \) and control variates: \( \log(l(y_n|c_n, \rho^{(t)})) \) for \( n = 1, \ldots, N \)
10: \hspace{1em} Sample a block \( g \) and random variates \( \gamma_g^* \)
11: \hspace{1em} Compute \( \log(|\hat{E}^*|) \) using Eq. (9)
12: \hspace{1em} Set \( \tilde{\xi}^{(t)} \leftarrow \tilde{\xi}^* \); \( V_g \leftarrow \gamma_g^* \); \( \log(|\hat{E}|) \leftarrow \log(|\hat{E}^*|) \); and \( S_{\tilde{\xi}}^{(t)} \leftarrow \text{sign}(\hat{E}) \) with probability: \( \min \left( 1, \frac{|\hat{E}^*|^{a} p(\tilde{\xi}^*) q(\tilde{\xi}^{(t-1)}|\tilde{\xi}^*)}{|\hat{E}|^{a} p(\tilde{\xi}^*) q(\tilde{\xi}^{(t-1)}|\tilde{\xi}^*)} \right) \)
13: \hspace{1em} Else \( \tilde{\xi}^{(t)} \leftarrow \tilde{\xi}^{(t-1)} \) and \( S_{\tilde{\xi}}^{(t)} \leftarrow S_{\tilde{\xi}}^{(t-1)} \)
14: \hspace{1em} Draw \( \phi^* \) from \( q(\phi|\phi^{(t-1)}) \)
15: \hspace{1em} Compute GP predictive means \( c_*^n \) and control variates: \( \log(l(y_n|c_n, \rho^{(t)})) \) for \( n = 1, \ldots, N \)
16: \hspace{1em} Sample a block \( g \) and random variates \( \gamma_g^* \)
17: \hspace{1em} Compute \( \log(|\hat{E}^*|) \) using Eq. (9)
18: \hspace{1em} Set \( \phi^{(t)} \leftarrow \phi^* \); \( V_g \leftarrow \gamma_g^* \); \( \log(|\hat{E}|) \leftarrow \log(|\hat{E}^*|) \); and \( S_{\phi}^{(t)} \leftarrow \text{sign}(\hat{E}) \) with probability: \( \min \left( 1, \frac{|\hat{E}^*|^{a} p(\phi^*) q(\phi^{(t-1)}|\phi^*)}{|\hat{E}|^{a} p(\phi^*) q(\phi^{(t-1)}|\phi^*)} \right) \)
19: \hspace{1em} Else \( \phi^{(t)} \leftarrow \phi^{(t-1)} \) and \( S_{\phi}^{(t)} \leftarrow S_{\phi}^{(t-1)} \)
20: end for

3.2 Signed block PM MCMC

The algorithm is a simple extension of the signed dependent PM scheme developed in [Quiroz et al. 2020], using a Metropolis-within-Gibbs (MwG) sampler to iterate over the components \( (\xi, \rho, \phi) \).

Sign correction. In order to employ the block-Poisson estimator, one must define a lower bound \( a \) for \( \tilde{d}_B \). [Quiroz et al. 2020] Section 3.3] explain that employing a soft lower bound, i.e. a lower bound that makes \( \tau = \Pr(\hat{E} \geq 0) \approx 1 \), is computationally more efficient than employing a strict lower bound. One can then use the absolute value of \( \hat{E} \) to avoid possible negative likelihood estimates and apply a sign correction to obtain asymptotically exact estimates from the MCMC samples [Lyne et al. 2015].

Block correlation. A key advantage of the estimator in Eq. (9) is that through blocking structure, an efficient correlated PM scheme can be constructed. Specifically, at each step, we only update the random variables

\[ \gamma_g = (\gamma_{g1}, \ldots, \gamma_{g1}, \ldots, \gamma_{gk}, \ldots, \gamma_{gC}) \]

of a single block \( g \), drawn uniformly from 1 to \( k \). The remaining random variables of all other blocks are fixed. As shown in [Quiroz et al. 2020], this induces the correlation \( \rho = \text{Cor}(\log|\hat{E}|^*, \log|\hat{E}|) \approx 1 - 1/\kappa \) between the log of the estimated likelihood at the proposed and current states.
Moreover, one can target a prespecified correlation $\rho \approx 1 - 1/G$ by grouping the $\kappa$ Poisson estimators into a corresponding number of groups, $G$.

**Metropolis-within-Gibbs**  We employ an MwG framework to sample the parameters $(\xi, \rho, \phi)$. The whitened parameters $\xi$ may be sampled via elliptical slice sampling [ELLSS, Murray et al. 2010], preconditioned Crank-Nicolson [Cotter et al. 2013], or recent adaptive extensions [Wallin and Vadlamani 2018]. For example, for the two-level GP model in Section 4.3, we employ independent Metropolis-Hastings (MH) at the first level and ELLSS at the second level. An adaptive random walk [Roberts and Rosenthal 2009] may be used for the likelihood parameters $\rho$ and GP hyperparameters $\phi$. Alternatively, Hamiltonian Monte Carlo samplers may be employed, following [Dang et al. 2019]. Algorithm 1 summarizes the PM scheme. It requires prespecification of the algorithmic parameters $(\kappa, a, B)$ as well as the inducing locations $X$, which are discussed in the following subsections.

### 3.3 Algorithmic parameters

We follow the guidelines of [Quiroz et al. 2020] to optimally select the key algorithmic parameters, namely the lower bound $a$, the number of Poisson estimators $\kappa$, and the number of subsamples $B$. First, by minimising the variance of the estimator, the authors suggest the lower bound $a = d - \kappa$, where $d$ is an approximation of the difference $d$. Next, they set $\kappa$ and $B$ by minimising a measure of computational time (CT). This quantity describes the cost required to produce an estimator of equivalent precision as that based on a single Monte Carlo draw from the target and is defined as:

$$CT = (NM + \kappa BM^2 + M^3) \frac{IF}{(2\tau - 1)^2}.$$  (10)

Expressions for IF and $\tau$ are provided in Quiroz et al. [2020], and approximations can be obtained given the values of $\kappa, B, \gamma$, and $\rho$. We note that IF and $\tau$, and in general quantities such as $\gamma$ and $E$, are conditioned on the values of the state, but to simplify notation we suppress this dependency.

Algorithm 2 details the steps required to obtain the optimal tuning parameters $(d, \kappa, B)$. At the first step, in order to obtain an approximation of the difference $d$ and an estimate of $\gamma$, we run a pilot MCMC to generate a small number of approximate samples, $S$, from the posterior of interest based on a subsample. To do so, one can employ a Taylor expansion or Gauss-Hermite quadrature to approximate the intractable likelihood. We employ a conservative estimate of $\gamma$ that is the maximum of the estimated $\gamma^{(s)}$ across the pilot MCMC draws. Next, the optimal $\kappa$ is obtained based on a grid search to minimise the CT in Eq (10), computed based on our estimate of $\gamma$ and for a fixed value of subsamples $B$. In general, the number of subsamples $B$ can also be optimized, but Quiroz et al. [2020] instead recommend setting $B = 30$, thus dedicating more computational resources to more batches over larger batch sizes.

### 3.4 Inducing points

A poor selection of the inducing points can lead to unsatisfactory posterior and predictive estimates. While a strategy based on K-means clustering of the inputs is fast and computationally cheap, [Hensman et al. 2015] demonstrate that significant improvements can be achieved by optimizing the inducing points. Specifically, following [Hensman et al. 2015], the inducing points can be optimized based on an initial Gaussian approximation to the posterior, prior to running the MCMC. Recently, Rossi et al. [2020] advocate for a fully Bayesian treatment of the inducing points in approximations based on fully independent training conditionals [FITC, Quiñonero-Candela and Rasmussen 2005]. Beyond this, Uhrenholt et al. [2020] place a point process prior on the inducing points, to learn not only the locations $\tilde{X}$ but also the number of inducing points. Extending and incorporating these advancements within our scheme is a promising direction of research.

To select the number of inducing points, a common approach is to increase $M$ until there is no improvement in an approximation to the marginal likelihood. Indeed, this is typically the case in variational inference when one aims to optimize a lower bound on the marginal likelihood. Burt et al. [2019] study convergence rates of variationally sparse GP regression to provide asymptotic guidelines for the choice of $M$. For example, they show that with the squared exponential kernel, it suffices to take $M = \mathcal{O}(\log^2(N))$. Alternatively, we discuss in Appendix A.5 an heuristic approach to select the number of inducing points by optimizing a measure that combines both accuracy and computational cost.
Algorithm 2 Optimal tuning parameters for S-BP-PM

Require: Target distribution: $q(\xi, \rho, \phi)$, small number of samples: $S$, subsample size: $B'$, batch size $B$, a grid of $\kappa$ values, assumption: $\widehat{d}_{B'}^{\sigma} \overset{iid}{\sim} N(d, \gamma/B)$.

1: Run pilot MCMC with approximated likelihood (e.g. Gauss-Hermite or Taylor) to produce $S$ samples from $q(\xi, \rho, \phi)$ based on a subsample.

2: for $s = 1, \ldots S$ do
3:     for $b = 1, \ldots B'$ do
4:         Sample $\alpha_{sb} \sim \text{Unif}(1, \ldots N)$
5:         Sample $z_{sb} \sim N(c_{sb}, w_{sb}^2)$ where

\[
 c_{sb} = C_{z_{sb}, \xi}^{-1}(C_{\xi, \xi})^{-1}L(\phi_{sb})\overline{\xi}_{s,b},
 w_{sb}^2 = C_{z_{sb}, z_{sb}} - C_{z_{sb}, \xi}(C_{\xi, \xi})^{-1}C_{\xi, z_{sb}},
\]

6:     Compute $\nu_{s}(z_{sb}) = l(y_{sb} \mid c_{sb}, \rho(s)) + (z_{sb} - c_{sb})'l'(y_{sb} \mid c_{sb}, \rho(s))$
7:     Evaluate: $\widehat{a}_{sb} = l(y_{sb} \mid z_{sb}, \rho(s)) - \nu_{s}(z_{sb})$
8:     end for
9:     Compute: $\sigma_{s}^2 = \frac{1}{B'-1} \sum_{b=1}^{B'} (\overline{a}_{sb} - \frac{1}{B'} \sum_{b=1}^{B'} \overline{a}_{sb})^2$
10:    Compute: $\varepsilon_{s} = N^{2} \sigma_{s}^2$
11:    Compute $\widehat{d}_{b} = \frac{N}{B'} \sum_{s=1}^{S} \varepsilon_{s}^{2}$
12: end for
13: Set $\gamma_{max} = \max \overline{\varepsilon}_{s}$
14: Compute $\bar{d} = \frac{1}{S} \sum_{s=1}^{S} \overline{d}_{b}$
15: for each $\kappa$ do
16:    Compute: $\sigma_{\log |\xi|}^2 = \kappa(v^2 + \eta^2)$ with

\[
 v = \log \left( \frac{\gamma_{max}}{B\kappa^2} \right) + \frac{1}{2} \left( \log 2 + \mathbb{E}_{p}[\psi^{(0)}(1/2 + p)] \right),
 \eta^2 = \frac{1}{4} \left( \mathbb{E}_{p}[\psi^{(1)}(1/2 + p)] + \mathbb{V}_{p}[\psi^{(1)}(1/2 + p)] \right),
\]

where $p \sim \text{Pois}(B\kappa^2/2\gamma_{max})$, and $\psi^{(i)}$ the polygamma function of order $i$.
17: Compute the probability of a positive $\overline{E}$:

\[
 \tau = \frac{1}{2} \left( 1 + \exp \left[ 2\kappa \left( \Phi \left( \frac{\kappa \overline{B}}{\sqrt{\gamma_{max}}} \right) \right) \right] \right)
\]

18: if $\kappa < 100$ then $\rho = 1 - \frac{1}{100}$ else $\rho = 1 - \frac{1}{\kappa}$ end if
19: Employ GH quadrature to approximate:

\[
 \mathbb{E}_{f} \approx \mathbb{E}_{f} \left( \frac{1 - \vartheta}{\vartheta} \right), \quad \vartheta = \exp(-\beta + \omega^2/2)\Phi \left( \frac{-\beta}{\omega} \right) + \Phi \left( \frac{-\beta}{\omega} \right),
\]

with $\beta := f + \sigma_{\log |\xi|}^2, \omega = \sigma_{\log |\xi|}^2(1 - \rho^2)^{1/2}$.
20: Compute the inefficiency: $IF = 1 + 2\bar{d}_f$
21: Compute the computational time:

\[
 CT^* = \left( \kappa BM^2 + NM + M^3 \right) \frac{IF}{(2\tau - 1)^2}
\]
22: end for
23: return $\kappa$ with the minimum $CT^*$ and $\bar{d}$.
3.5 Posterior and predictive estimates

Note that the block-Poisson estimator in Eq. (9) is only unbiased without the absolute value. Therefore, MCMC draws \((\xi, \rho, \phi)\) do not follow \(q(\xi, \rho, \phi)\), but rather

\[
\tilde{q}(\tilde{\xi}, \rho, \phi) \propto \int \left| E \left[ \pi(\tilde{\xi}, \rho, \phi) \right] \pi(\mathcal{V}_1, \ldots, \mathcal{V}_G) \right| d\mathcal{V}_1, \ldots, d\mathcal{V}_G,
\]

where \(\pi(\tilde{\xi}, \rho, \phi)\) is the prior over \((\tilde{\xi}, \rho, \phi)\) and \(\pi(\mathcal{V}_1, \ldots, \mathcal{V}_G)\) is the density of the auxiliary random variables involved in computation of the block-Poisson estimator. Nevertheless, one can estimate expectations with respect to \(q(\xi, \rho, \phi)\) by taking the MCMC draws from \(\tilde{q}(\tilde{\xi}, \rho, \phi)\) and applying an importance sampling step that corrects for the sign of the estimator [Lyne et al., 2015]. For instance, assume one wants to compute the expectation of some function \(g(\Psi)\) depending on a subset \(\Psi\) of the parameters \((\rho, \tilde{\xi}, \phi)\). Then,

\[
E_q[g(\Psi)] = \frac{E_q[g(\Psi)S]}{E_q[S]},
\]

with \(S = \text{sign}(\tilde{E})\). Thus, one can estimate \(E_q[g(\Psi)]\) through

\[
E_q[g(\Psi)] \approx \frac{\sum_{t=1}^{T} \sum_{j=1}^{J} S_j^{(t)} g(\Psi_j^{(t)})}{\sum_{t=1}^{T} \sum_{j=1}^{J} S_j^{(t)}},
\]

where \(\Psi_j^{(t)}\) and \(S_j^{(t)}\) denote the state and sign, respectively, at iteration \(t\) when updating the \(j\)th parameter of \(\Psi\) in the corresponding Gibbs step. As an example, the prediction of the unknown function at a location \(x^*\) is given by \(E[z^*|D] = E_q[E[z^*|\xi, \phi]]\), and thus can be computed by setting \(g(\xi, \phi) = E[z^*|\xi, \phi]\) to be the GP prior predictive mean.

In addition, while credible intervals reflecting uncertainty cannot be directly computed from the MCMC output, one can estimate the posterior probability that the parameters belong to a specified region, which in turn can be used to compute credible intervals. For example, considering \(z^*\), let \(g(\xi, \phi) = F_{z^*}(z|\xi, \phi)\) be the CDF of the Gaussian prior predictive of \(z^*\) evaluated at any \(z \in \mathbb{R}\), then

\[
\Pr(z^* \leq z | D) \approx \frac{\sum_{t=1}^{T} S_{\phi}^{(t)} F_{z^*}(z|\xi^{(t)}, \phi(t-1)) + S_{\phi}^{(t)} F_{z^*}(z|\xi^{(t)}, \phi(t))}{\sum_{t=1}^{T} S_{\phi}^{(t)} + S_{\phi}^{(t)}}.
\]

By evaluating this over a grid of \(z\) values, one can then compute credible intervals from the CDF.

4 Motivating model: two-level non-stationary GP regression

Many statistical and machine learning tasks focus on parametric, stationary covariance functions, largely due to computational convenience. However, this assumption is rarely realistic in practice, and as a consequence, various approaches exist to account for non-stationarity [e.g. Kim et al., 2005; Montagna and Tokdar, 2016; Volodina and Williamson, 2020]. We focus on the family of non-stationary covariance functions introduced by Paciorek and Schervish [2006].

\[
C_{\phi}^{\text{NS}}(x_n, x_{n'}) = \tau_z^2 \frac{\| \Sigma(x_n) \| \| \Sigma(x_{n'}) \| }{\| (\Sigma(x_n) + \Sigma(x_{n'})) / 2 \| ^2} R_{\psi}(Q_{n,n'}),
\]

with \(Q_{n,n'} = \sqrt{(x_n - x_{n'})^T ((\Sigma(x_n) + \Sigma(x_{n'})) / 2)^{-1}} \). \(R_{\psi}\) a stationary correlation function on \(\mathbb{R}\), and \(\Sigma(\cdot)\) a \(D \times D\) spatially varying covariance matrix, referred to as the kernel matrix. Thus, the parameters \(\phi\) of this nonparametric covariance function consist of the magnitude, \(\tau_z^2\); the spatially varying covariance matrices, \(\Sigma(\cdot)\); and any additional parameters \(\psi\) of the stationary correlation function \(R_{\psi}\). Importantly, non-stationarity is introduced through the kernel matrices, and these parameters must be inferred at every observed location. To control the number of parameters, one can place assumptions on the kernel matrix and type of non-stationary present. Here, we focus on a non-stationary isotropic covariance function, which is obtained by assuming the kernel matrices are scaled identity matrices such that \(\Sigma(\cdot) = \ell^2(\cdot) I_D\). In this case, we can allow the spatially varying length-scale to be a function of the full \(D\)-dimensional input, with \(O(D)\) hyperparameters. Therefore, the kernel can be written as,

\[
C_{\phi}^{\text{NS}}(x_n, x_{n'}) = \tau_z^2 \frac{\ell(x_n) \ell(x_{n'})}{((\ell^2(x_n) + \ell^2(x_{n'})) / 2)^{\frac{D}{2}}} R_{\psi} \left( \sqrt{\frac{\sum_{d=1}^{D} (x_n d - x_{n'd})^2}{(\ell^2(x_n) + \ell^2(x_{n'})) / 2}} \right). \]
In the two-level non-stationary GP model, we model the log transformed length-scale process with a stationary GP prior; that is, \( u(\cdot) := \log(\ell(\cdot)) \sim \text{GP}(\mu_u, C_{\phi}^\text{NS}(\cdot, \cdot)) \). This provides a flexible model, where information can be borrowed across neighboring observations to learn the local length scales at each location. While we focus on the two-level formulation, we highlight that deeper constructions with multiple levels of GPs can provide even more flexible non-stationary behavior [Dunlop et al., 2018]. The hierarchical formulation of the two-level regression model is:

\[
y_n \sim N(z(x_n), \sigma_z^2), \quad n = 1, \ldots, N
\]

\[
z(\cdot) \sim \text{GP}(0, C_{\phi}^\text{NS})
\]

\[
u(\cdot) := \log(\ell(\cdot)) \sim \text{GP}(\mu_u, C_{\phi}^\text{NS}(\cdot, \cdot))
\]

\[
(\sigma_z^2, \tau_z^2, \psi, \varphi) \sim \pi(\sigma_z^2)\pi(\tau_z^2)\pi(\psi)\pi(\varphi).
\]

The sparse variational strategy is well-suited for this model because the complexity, in both the number of parameters and high correlation among them, makes (i) standard mean-field variational methods, which make strong independence assumptions, unsuitable and (ii) MCMC inference over the true posterior computationally expensive and challenging [Monterrubio-Gómez et al., 2020].

### 4.1 Variationally sparse two-level GP regression

We now derive the optimal sparse variational posterior for the two-level GP regression model. First, we augment the model with the inducing points \( \tilde{X} = (\tilde{x}_1, \ldots, \tilde{x}_M)^T \) and, in addition to the inducing variables \( \tilde{z} = (z(\tilde{x}_1), \ldots, z(\tilde{x}_M))^T \), we collect the values of the log length-scale process at the inducing points into the vector \( \tilde{u} = (u(\tilde{x}_1), \ldots, u(\tilde{x}_M))^T \). Letting \( u = (u_1, \ldots, u_N)^T \) denote the log length-scale process at the observed locations, the joint prior is:

\[
\pi(u, \tilde{u} | \varphi) = N(u | \mu_u, \Omega_u)N(\tilde{u} | \mu_{\tilde{u}}, C_{\phi, \tilde{u}}),
\]

where \( \mu_u \) denotes an \( M \)-dimensional vector with entries \( \mu_{u_n} = \mu_u + C_{u, \tilde{u}}^\text{NS}(C_{\phi, \tilde{u}})^{-1}(\tilde{u} - \mu_u) \), and \( \Omega_u = C_{u, u}^\text{NS} - C_{u, \tilde{u}}^\text{NS}(C_{\phi, \tilde{u}})^{-1}C_{\phi, u}^\text{NS} \). Additionally,

\[
\pi(z, \tilde{z} | u, \tilde{u}, \tau_z^2, \psi) = N(z | \mu_z, \Omega_z)N(\tilde{z} | 0, C_{\phi, \tilde{z}}),
\]

with \( \mu_z = C_{\phi, \tilde{z}}(C_{\phi, \tilde{z}})^{-1}\tilde{z} \) and \( \Omega_z = C_{\phi, \tilde{z}} - C_{\phi, \tilde{z}}(C_{\phi, \tilde{z}})^{-1}C_{\phi, \tilde{z}} \). The approximate variational posterior is assumed to take the form:

\[
q(z, \tilde{z}, u, \tilde{u}, \theta) \propto \pi(z | \tilde{z}, u, \tilde{u}, \theta)\pi(u | \tilde{u}, \theta)q(\tilde{z}, \tilde{u}, \theta),
\]

where \( \theta := \{\sigma_z^2, \tau_z^2, \psi, \varphi\} \). By minimizing the KL divergence (see Appendix A), we obtain the optimal variational posterior:

\[
q(\tilde{z}, \tilde{u}, \theta) \propto \exp\left(\sum_{n=1}^{N} E_{(z_n, u_n)}[\log(N(y_n | z_n, \sigma_z^2))]\right) \pi(\tilde{z} | \tilde{u}, \theta)\pi(\tilde{u} | \theta)\pi(\theta),
\]

where the expectation is taken with respect to \( \pi(z_n, u_n | \tilde{z}, \tilde{u}, \theta) \). The elements of the expected log-likelihood in Eq. (14) can be written as

\[
E_{(z_n, u_n)}[\log(N(y_n | z_n, \sigma_z^2))] = E_{u_n}[l(y_n | u_n, \tilde{z}, \tilde{u}, \theta)],
\]

where we define

\[
l(y_n | u_n, \tilde{z}, \tilde{u}, \theta) = E_{z_n}[\log(N(y_n | z_n, \sigma_z^2)) | u_n]
\]

\[
= -\frac{1}{2} \log(2\pi\sigma_z^2) - \frac{1}{2\sigma_z^2} [ (y_n - E_{z_n}[z_n | u_n])^2 + V_{z_n}(z_n | u_n) ]
\]

\[
= -\frac{1}{2} \log(2\pi\sigma_z^2) - \frac{1}{2\sigma_z^2} [ (y_n - C_{z_n, \tilde{z}}^\text{NS}(C_{\phi, \tilde{z}})^{-1}\tilde{z})^2 + \tau_z^2 - C_{z_n, \tilde{z}}^\text{NS}(C_{\phi, \tilde{z}})^{-1}C_{\phi, \tilde{z}} C_{\phi, \tilde{z}}^{-1}C_{\phi, z_n} ].
\]

We intend to explore the variational posterior in Eq. (14) using MCMC, however the required expectations of \( l(y_n | u_n, \tilde{z}, \tilde{u}, \theta) \) with respect to \( \pi(u_n | \tilde{u}, \theta) \) are intractable. To overcome this, in the following subsections, we first present and discuss the limitations of a Gauss-Hermite approach and then describe the PM scheme.
4.2 Gauss-Hermite approach

Following Hensman et al. [2015], the intractable expectations can be approximated with Gaussian-Hermite quadrature. In this case, to improve the approximation and mixing, we rewrite the expected log-likelihood as:

\[
\mathbb{E}_{u_n}[l(y_n | u_n, \bar{z}, \theta)] = -\frac{1}{2} \log(2\pi \sigma^2) - \frac{1}{2\sigma^2} \left[ (y_n - \beta_n(C_{\bar{z}, \bar{z}}^{-1})\bar{z})^2 + \tau^2_n - \alpha_n \right]
\]

where we denote the required intractable expectations by \(\beta_n = \mathbb{E}_{u_n}[C_{\bar{z}, u_n}], \quad P_n = \mathbb{E}_{u_n}[C_{\bar{z}, u_n}C_{\bar{z}, u_n}]\), and define

\[
\alpha_n = \mathbb{E}_{u_n}[C_{\bar{z}, \bar{z}}(C_{\bar{z}, \bar{z}}^{-1})C_{\bar{z}, u_n}] = \sum_{i,j=1}^{M} ((C_{\bar{z}, \bar{z}}^{-1}) \odot P_n)_{ij},
\]

with \(\odot\) denoting the Hadamard product. Importantly, this allows us to marginalise the latent variables \(\bar{z}\). Furthermore, we employ whitening to break the correlation between \(\bar{u}\) and \(\varphi\), defining \(\tilde{u} = L(\varphi)\tilde{\zeta} + \mu_u\), where \(\tilde{\zeta} \sim N(0, I_M)\) and \(L(\varphi)L(\varphi)^T = C_{\tilde{u}, \tilde{u}}\). Consequently, our MCMC scheme aims to simulate from the whitened marginal variational posterior,

\[
q(\tilde{\zeta}, \theta) \propto N(\tilde{\zeta} | 0, I_M)\pi(\theta)\sigma^{-N} \exp \left( -\frac{1}{2\sigma^2} \sum_{n=1}^{N} [y_n^2 + \tau^2_n - \alpha_n] \right) \times
\]

\[
\left[ \frac{|C_{\tilde{u}, \tilde{u}}|^\frac{1}{2}}{|C_{\tilde{z}, \tilde{z}} + \sigma^{-2}P|^\frac{1}{2}} \exp \left( \frac{1}{2\sigma^2} \text{Tr}(B(C_{\tilde{z}, \tilde{z}} + \sigma^{-2}P)^{-1}B^T y) \right) \right]_{\tilde{u}},
\]

where \(\tilde{u}\) is replaced by \(L(\varphi)\tilde{\zeta} + \mu_u\) in the expression in brackets; \(B\) is an \(N \times M\) matrix with rows \(\beta_n\); and \(P = \sum_{n=1}^{N} P_n\). Furthermore, when required, we can sample \(\tilde{z}\) from its conditional variational posterior:

\[
\tilde{z} | \tilde{u}, \theta \sim N(\sigma^{-2}C_{\tilde{z}, \tilde{z}}^{-1}(C_{\tilde{z}, \tilde{z}}^{-1} + \sigma^{-2}P)^{-1}B^Ty, C_{\tilde{z}, \tilde{z}}^{-1}(C_{\tilde{z}, \tilde{z}}^{-1} + \sigma^{-2}P)^{-1}C_{\tilde{z}, \tilde{z}}^{-1}).
\]

Full details of the algorithm employed are given in the Supplementary Material. At each step, the cost of single likelihood evaluation is dominated by approximation of the intractable integrals, namely, the elements of \(\beta_n\) and \(P_n\) for each data point \(n = 1, \ldots, N\). This results in a computational complexity of \(O(JNM^2)\) per expected log-likelihood evaluation, in contrast to \(O(N^3)\) for evaluation of the true likelihood.

Clearly, the quadrature order \(J\) can have a strong impact on the computational complexity; moreover, a large \(J\) may be required for sufficient approximations. Here we analyse the integrand that corresponds to \(\beta_n\) for the non-stationary squared exponential (SE) kernel. Figure 1 illustrates how the shape of the integrand varies for different \(\delta\) values, with \(\delta\) representing the distance between two locations, and fixed hyperparameters. We can observe how the position of the nodes often misses the peak. Also, as we increase \(\delta\), the function becomes sharper, and how fast this occurs is determined by the hyperparameters. Figure 1 illustrates clearly why the approximation can be poor, even with several nodes. We also highlight that in some cases, the node positions are located in regions where the function is flat, see for instance Figure 1(h), which should depict ten horizontal bars but only two can be observed.

4.3 Pseudo-marginal approach

To address the shortcomings of the Gauss-Hermite approach, we employ the PM framework described in Section 3. In this case, we do not marginalize the inducing variables \(\bar{z}\), in order to maintain the factorized form of log-likelihood required. In addition, to break the correlation, whitening is applied for both \(\bar{z}\) and \(\bar{u}\) based on the transformations: \(\tilde{z} = L(\bar{u})\tilde{\zeta}\) and \(\tilde{u} = L(\varphi)\tilde{\zeta} + \mu_u\), where \(\tilde{\zeta} \sim N(0, I_M)\), \(\tilde{\zeta} \sim N(0, I_M)\), \(L(\bar{u})L(\bar{u})^T = C_{\tilde{u}, \tilde{u}}\). Thus, the whitened variational posterior has the form

\[
q(\tilde{\xi}, \tilde{\zeta}, \theta) \propto \exp \left( \sum_{n=1}^{N} \mathbb{E}_{u_n}[l(y_n | u_n, \tilde{z}, \theta)] \right) N(\tilde{\xi} | 0, I_M)N(\tilde{\zeta} | 0, I_M)\pi(\theta),
\]

where
We simulate a 1-dimensional dataset using MCMC schemes implemented in MATLAB [Vanhatalo et al., 2015]. The optimised locations are then employed in the proposed Gaussian process with Matérn likelihood of a stationary Gaussian process (which is available in closed form). More precisely, we employ a stationary Gaussian process, following Titsias [2009], we select the inducing points by maximising a lower bound to the sparse variational marginal likelihood. This allows for computational benefits of the sparse scheme.

In the following synthetic dataset we compare the performance of the Gauss-Hermite approach from Section 4.2 and the proposed pseudo-marginal scheme described in Section 4.3. We aim to evaluate if the S-BP-PM algorithm performs better than the quadrature approach in (i) recovering the true parameters, (ii) predictive performance, and (iii) computational time. In addition, we provide a comparison with the full (non-sparse) model, to highlight the computational benefits of the sparse scheme.

Figure 1: The effect of the number of integration points in Gauss-Hermite quadrature. The blue line denotes the integrand of $\beta_i$ for the non-stationary SE kernel, with an SE kernel for $u(\cdot)$ with length-scale $\lambda = 0.1$. The vertical black lines depict the integrand evaluated at the node locations.

where $\tilde{z}$ and $\tilde{u}$ are replaced by $L(\tilde{u})\tilde{\xi}$ and $L(\varphi)\tilde{\xi} + \mu_u$, respectively, in the expression in brackets.

To apply the PM scheme, we look for an unbiased estimator, $E$, of the first term in the right hand side of eq. (18). Such estimator can be found by employing the doubly stochastic block-Poisson estimator in Definition 1. In this case, the control variates, $v_n(u_n)$, is defined through a first-order Taylor-expansion around the mean of $\pi(u_n | \theta)$; such that,

$$v_n(u_n) = l(y_n | E[u_n], \tilde{z}, \theta) + (\ell_n - \exp(E[u_n]))U(y_n | E[u_n], \tilde{z}, \theta).$$

Note that the computational cost of the control variates is $O(NM^2)$ and consequently, evaluation of the doubly stochastic block estimator is of order $O(NM^2 + \kappa BM^2 + M^3)$. We emphasize that one can define alternative control variates of reduced computational complexity (see Appendix A.3). Details of the sampling algorithm for this approach are provided in Appendix A.7.

5 Simulation study

In the following synthetic dataset we compare the performance of the Gauss-Hermite approach from Section 4.2 and the proposed pseudo-marginal scheme described in Section 4.3. We aim to evaluate if the S-BP-PM algorithm performs better than the quadrature approach in (i) recovering the true parameters, (ii) predictive performance, and (iii) computational time. In addition, we provide a comparison with the full (non-sparse) model, to highlight the computational benefits of the sparse scheme.

Following Titsias [2009], we select the inducing points by maximising a lower bound to the sparse variational marginal likelihood of a stationary Gaussian process (which is available in closed form). More precisely, we employ a stationary Gaussian process with Matérn 3/2 covariance function and optimise the inducing points using the GPsstuff toolbox implemented in MATLAB [Vanhatalo et al. 2015]. The optimised locations are then employed in the proposed MCMC schemes.

5.1 1-dimensional dataset

We simulate $N = 1,000$ observations from the two-level non-stationary GP model with domain $[0, 1]$, noise variance $\sigma^2_z = 0.02$, and stationary length-scale hyperparameter $\lambda = 0.1$. The results of the Gauss-Hermite scheme employ-
ing different numbers of inducing points \((M = 30, 45, 60)\) and different quadrature orders \((J = 4, 5, 8, 10, 15)\) are contrasted with those obtained with our proposed pseudo-marginal scheme.

### 5.1.1 Posterior inference

For the Gauss-Hermite approach, we employ the sampling scheme described in Appendix A.6 for \(T = 50,000\) iterations, employing the same initialisations across the varying number of inducing points \(M = 30, 45, 60\) and quadrature orders \(J = 4, 5, 8, 10, 15\). The first 30,000 iterations are discarded as burnin.

For the S-BP-PM scheme, we first determine the optimal tuning parameters needed for the algorithm; namely, \(a, \kappa,\) and \(B\). To do so, we investigate the normality assumption of the estimator \(\hat{\theta}_{\text{BP}}\) needed to employ Algorithm 2 (Figure 6 in the Appendix shows histograms of 500 estimators for \(M = 30, 45, 60\) confirming the assumption). The resulting optimal tuning parameters are also shown in Appendix B.1.1. We run the sampling scheme discussed in Appendix A.7 for \(T = 50,000\) with burnin of 30,000, for \(M = 30, 60\), and 40,000 for \(M = 45\).

First, the posterior of the log noise variance indicate that the parameter can be greatly over-estimated, especially when using few inducing points (see Figure 2). This can be the result of underestimation of the posterior variance of the latent GP (and consequently, an overestimation of the noise variance to compensate [Gadd et al., 2018]). Second, posterior summaries of the length-scale process illustrated in Figure 3 highlight that increasing the number of inducing points and the number of nodes in the quadrature approximation does not necessarily result in more accurate posterior estimates (see Appendix B.1.2, Figure 7 for more details).
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**Figure 2:** Boxplots of the MCMC samples for the logarithm of the noise variance parameter for different numbers of inducing points \((M = 30, 45, 60)\). Each plot shows results with different quadrature orders \((J = 4, 5, 8, 10, 15)\), the S-BP-PM scheme in purple and the full MCMC procedure in blue. The true parameter value is depicted in red.
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**Figure 3:** Posterior estimates for spatially varying parameter \(\ell(\cdot)\). The black line denotes the true process. The colour-coded dashed lines show posterior estimates with 95% HPD credible intervals for \(J = 4, 15\), and the S-BP-PM.

Figure 5(d) reports the computational time needed for inference with the S-BP-PM algorithm versus a full MCMC procedure and the Gauss-Hermite quadrature approach with the different number of nodes considered. Firstly, the figure highlights the clear computational benefit of employing the sparse variational posterior approximation. Secondly, we observe that our proposed S-BP-PM procedure with \(M = 60\) is cheaper in comparison to the Gauss-Hermite approximation utilising \(M = 30\) and only \(J = 4\). This is relevant because this computational advantage will permit us to increase the number of inducing points, which is crucial to efficiently recover non-stationarities.
5.1.2 Predictions

To evaluate the predictive performance of the method, we make out-of-sample predictions at 300 locations. Figure 4 shows predictive estimates of the non-stationary latent function. It is clear that when there are not enough inducing points or when they are not well located, important features of the function can be missed, see for instance Figures 4(a) in the range \([0.1, 0.25]\) and compare with Figures 4(b)-(c). Moreover, for a fixed number and location of the inducing points, the order of the quadrature approximation also affects the results (see Appendix B.1.2 Figure 8 for more details). This is further emphasised in Figure 5 where, in some cases, the predictive error increases as we increase the number of nodes employed in the Gauss-Hermite approximation (see e.g. \(J = 15\) for \(M = 45\) in Figure 5(a)-(c)). Note also that with enough inducing points, e.g. \(M = 60\) in this example, the quadrature order has less of an effect on the prediction errors. Importantly, when comparing the attained predictive performance of the S-BP-PM with the GH quadrature approach, we observe a slight reduction in point-wise errors, with more significant differences for the MAE (see Figure 5(a)-(b)). Finally, while we expect an underestimation in the posterior variance inherited from the variational distribution, we note that there is a small drop-off in EC when comparing the results of the GH quadrature (Figure 5(c)).

![Figure 4](image)

**Figure 4:** Out-of-sample predictions with different number of inducing points. The color-coded dashed lines denote the predictive mean with shaded areas depicting 95% HPD point-wise credible intervals. Solid black line denotes the true process.
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**Figure 5:** Comparison of the predictive performance and computational time. The results for S-BP-PM are shown in purple and compared with the Gauss-Hermite approximation approach with different number of nodes (\(J = 4, 5, 8, 10, 15\)) and the full (non-sparse) model. (a)-(c): Predictive performance comparison in terms of MSE, MAE and EC of out-of-sample predictions for different numbers of inducing points (\(M = 30, 45, 60\)). (d): Average computational time (in minutes) required for 100 MCMC iterations.
6 Discussion

We studied the MCMC for variationally sparse GPs approach introduced by [Hensman et al. 2015], which due to its generality and computational benefits is an attractive framework to speed up GP inference. However, the necessity of approximating intractable expectations with Gauss-Hermite quadrature during likelihood evaluation can undermine the computational gains as some models might require high-order or multivariate GH quadrature approximations to explore the posterior efficiently. Instead, to avoid numerical integration, we propose a pseudo-marginal scheme, based on a doubly stochastic block-Poisson estimator, which permits asymptotically exact inference on complex models and large datasets, while also reducing the computational cost. In this paper, we demonstrate the advantages of our method on a 2-level GP regression model. However, we highlight that our approach applies to any GP based model, especially when the expected log-likelihood is not available in closed-form. Additionally, the proposed scheme can make use of parallel computations to further speed the inference procedure. Finally, we note that the computational benefits of the proposed pseudo-marginal scheme will be more evident in bigger datasets, higher dimensions, and/or deeper architectures.
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Appendices

A Derivations

A.1 Optimal variational posterior

We seek the variational posterior distribution which minimizes the Kullback-Leibler (KL) divergence between the approximate and true posterior,

\[
\text{KL}(q(z, \tilde{z}, u, \tilde{\theta}) || p(z, \tilde{z}, u, \tilde{\theta} | y, X)) = -\mathbb{E}_q \left[ \log \left( \frac{N(y|z, \sigma^2 I)\pi(z|\tilde{z}, u, \tilde{\theta})\pi(\tilde{z}|\tilde{\theta})\pi(u|\tilde{\theta})\pi(\tilde{\theta})}{p(y|X)\pi(z|\tilde{z}, u, \tilde{\theta})\pi(u|\tilde{\theta})q(\tilde{z}, \tilde{\theta})} \right) \right] + \log(p(y|X))
\]

Thus, minimisation reveals that the optimal variational posterior is

\[
q(\tilde{z}, \tilde{\theta}) \propto \exp \left( \sum_{n=1}^{N} \mathbb{E}_{u_n}[\log(N(y_n | z_n, \sigma^2))] \right) \pi(\tilde{z} | \tilde{\theta})\pi(\tilde{u} | \theta)\pi(\theta).
\]

(19)

A.2 Marginal variational posterior

Consider the optimal variational posterior in eq. (19). Our goal is to marginalise \( \tilde{z} \) to obtain \( q(\tilde{u}, \theta) \) and consequently derive the conditional variational posterior \( q(\tilde{z} | \tilde{u}, \theta) \). First, let us rewrite eq. (19) as:

\[
q(\tilde{z}, \tilde{\theta}) \propto \exp \left( \sum_{n=1}^{N} \mathbb{E}_{u_n}[l(y_n | u_n, \tilde{z}, \tilde{\theta})] \pi(\tilde{z} | \tilde{\theta})\pi(\tilde{u} | \theta)\pi(\theta),
\]

where

\[
l(y_n | u_n, \tilde{z}, \theta) = \mathbb{E}_{z_n} \left[ \log(N(y_n | z_n, \sigma^2)) \right] u_n
\]

\[
= -\frac{1}{2} \log(2\pi\sigma^2) - \frac{1}{2\sigma^2} \left[ (y_n - \mathbb{E}_{z_n}[u_n])^2 + V_{z_n}(z_n|u_n) \right]
\]

\[
= -\frac{1}{2} \log(2\pi\sigma^2) - \frac{1}{2\sigma^2} \left[ (y_n - C_{z_n}^{NS}(\tilde{C}_{z,\tilde{z}}^{NS})^{-1} \tilde{z})^2 + \tau_{\tilde{z}}^2 - C_{z_n}^{NS}(\tilde{C}_{z,\tilde{z}}^{NS})^{-1} C_{z_n}^{NS} \right].
\]

Then, by expanding the terms inside the exponent and defining

\[
\beta_n = \mathbb{E}_{u_n} \left[ C_{z_n,\tilde{z}}^{NS} \right], \quad P_n = \mathbb{E}_{u_n} \left[ C_{\tilde{z},\tilde{z}}^{NS} C_{z_n,\tilde{z}}^{NS} \right], \quad \text{and} \quad \alpha_n = \mathbb{E}_{u_n} \left[ C_{z_n,\tilde{z}}^{NS} C_{\tilde{z},\tilde{z}}^{NS} \right]^{-1} C_{z_n,\tilde{z}}^{NS}
\]

we obtain:

\[
q(\tilde{z}, \tilde{\theta}) \propto \frac{\sigma_{\tilde{z}}^{-2}}{2\pi} \pi(\tilde{z} | \tilde{\theta})\pi(\tilde{u} | \theta)\pi(\theta) \times \exp \left( -\frac{1}{2\sigma_{\tilde{z}}^2} \sum_{n=1}^{N} y_n^2 - 2y_n \beta_n(C_{z,\tilde{z}}^{NS})^{-1} \tilde{z} + \beta_n(C_{z,\tilde{z}}^{NS})^{-1} \tilde{z}^T (\beta_n(C_{z,\tilde{z}}^{NS})^{-1} \tilde{z})^T + \tau_{\tilde{z}}^2 - \alpha_n + \tilde{z}^T P_n(C_{z,\tilde{z}}^{NS})^{-1} \tilde{z} - \tilde{z}^T P_n(C_{z,\tilde{z}}^{NS})^{-1} (\beta_n(C_{z,\tilde{z}}^{NS})^{-1} \tilde{z}) \right)
\]

(20)

Now, let us collect the terms that do not depend on \( \tilde{z} \) in

\[
\Xi := \frac{\sigma_{\tilde{z}}^{-2}}{2\pi} \pi(\tilde{u} | \theta)\pi(\theta) \exp \left( -\frac{1}{2\sigma_{\tilde{z}}^2} \sum_{n=1}^{N} y_n^2 + \tau_{\tilde{z}}^2 - \alpha_n \right)
\]
and re-write Eq. (20) as

\[ q(\tilde{z}, \tilde{u}, \theta) \propto \Xi \exp \left( -\frac{1}{2\sigma^2} \sum_{n=1}^{N} -2y_n \beta_n (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \tilde{z} + \tilde{z}^T (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} P_n (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \tilde{z} \right) \pi(\tilde{z} | \tilde{u}, \theta) \]

\[ \propto \Xi \exp \left( -\frac{1}{2\sigma^2} \sum_{n=1}^{N} -2y_n \beta_n (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \tilde{z} + \tilde{z}^T (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} P_n (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \tilde{z} \right) N(\tilde{z} | 0, C_{\tilde{z}, \tilde{z}}^{NS}) \]

\[ \propto \Xi \exp \left( \sigma^{-2}_e y^T B (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \tilde{z} - \frac{1}{2} \tilde{z}^T (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \sigma^{-2}_e P (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \tilde{z} \right) N(\tilde{z} | 0, C_{\tilde{z}, \tilde{z}}^{NS}), \]

where \( P = \sum_{n=1}^{N} P_n \) and \( B \) an \((N \times M)\) matrix with rows \( \beta_n \).

The marginal variational posterior \( q(\tilde{u}, \theta) = \int q(\tilde{z}, \tilde{u}, \theta) d\tilde{z} \) is therefore:

\[ q(\tilde{u}, \theta) \propto \Xi \exp \left( \sigma^{-2}_e y^T B (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \tilde{z} - \frac{1}{2} \tilde{z}^T (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \sigma^{-2}_e P (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \tilde{z} \right) N(\tilde{z} | 0, C_{\tilde{z}, \tilde{z}}^{NS}) d\tilde{z} \]

\[ \propto \Xi |C_{\tilde{z}, \tilde{z}}^{NS}|^{-\frac{1}{2}} \int \exp \left( \sigma^{-2}_e y^T B (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \tilde{z} - \frac{1}{2} \tilde{z}^T (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \sigma^{-2}_e P (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \tilde{z} \right) \]

\[ -\frac{1}{2} \tilde{z}^T (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \tilde{z} \right) d\tilde{z} \]

\[ \propto \Xi |C_{\tilde{z}, \tilde{z}}^{NS}|^{-\frac{1}{2}} \int \exp \left( \sigma^{-2}_e y^T B (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \tilde{z} - \frac{1}{2} \tilde{z}^T [(C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \sigma^{-2}_e P (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} + C_{\tilde{z}, \tilde{z}}^{NS}] \tilde{z} \right) d\tilde{z}. \]

We now notice that the terms inside the integral resemble the kernel of Gaussian with mean and variance

\[ \hat{\mu}_z = \sigma^{-2}_e C_{\tilde{z}, \tilde{z}}^{NS} (\sigma^{-2}_e P + C_{\tilde{z}, \tilde{z}}^{NS})^{-1} B^T y, \]

\[ \hat{\Sigma}_z = (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \sigma^{-2}_e P (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} + C_{\tilde{z}, \tilde{z}}^{NS}. \]

Thus, by completing the square, we re-write Eq. (21) as

\[ q(\tilde{u}, \theta) \propto \Xi |C_{\tilde{z}, \tilde{z}}^{NS}|^{-\frac{1}{2}} \sigma^{-2}_e y^T B (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} B^T y \]

\[ \times \int N(\tilde{z} | \hat{\mu}_z, \hat{\Sigma}_z) d\tilde{z}, \]

where by plugging the values of \( \Xi \) and re-arranging terms, we obtain

\[ q(\tilde{u}, \theta) \propto \sigma^{-N}_e \pi(\tilde{u} | \theta) \pi(\theta) \exp \left( \frac{1}{2\sigma^2_e} y^T B \left( C_{\tilde{z}, \tilde{z}}^{NS} + \sigma^{-2}_e P \right)^{-1} B^T y \right) \]

\[ |C_{\tilde{z}, \tilde{z}}^{NS} + \sigma^{-2}_e P|^{-\frac{1}{2}} |C_{\tilde{z}, \tilde{z}}^{NS}|^{-\frac{1}{2}} \exp \left( -\frac{1}{2\sigma^2_e} \sum_{n=1}^{N} \left( y_n^2 + \tau_n^2 \right) + \frac{1}{2\sigma^2_e} \sum_{n=1}^{N} \alpha_n \right), \]

with

\[ \sum_{n=1}^{N} \alpha_n = \sum_{n=1}^{N} \sum_{i,j=1}^{M} \sum_{n=1}^{N} \sum_{i,j=1}^{M} \left( C_{\tilde{z}_n, \tilde{z}_n}^{NS} \right)^{-1} C_{\tilde{z}_n, \tilde{z}_n}^{NS} \]

\[ = \sum_{i,j=1}^{M} (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \sum_{n=1}^{N} \sum_{i,j=1}^{M} \left( C_{\tilde{z}_n, \tilde{z}_n}^{NS} \right)^{-1} C_{\tilde{z}_n, \tilde{z}_n}^{NS} \]

\[ = \sum_{i,j=1}^{M} (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \sum_{i,j=1}^{M} \left( C_{\tilde{z}, \tilde{z}}^{NS} \right)^{-1} \left( C_{\tilde{z}, \tilde{z}}^{NS} \right)^{-1} \]

\[ = \sum_{i,j=1}^{M} (C_{\tilde{z}, \tilde{z}}^{NS})^{-1} \otimes \left( P \right)_{ij}. \]
The conditional variational posterior is Gaussian with mean $\tilde{\mu}_z$ and variance $\tilde{\Sigma}_z$, such that

$$q(\tilde{z} \mid \tilde{u}, \theta) = N \left( \sigma_z^{-2} C_{\tilde{z}, z} \left( \sigma_z^{-2} P + C_{\tilde{z}, z}^{-1} \right)^{-1} B^T y, \sigma_z^{-2} C_{\tilde{z}, z} \left( \sigma_z^{-2} P + C_{\tilde{z}, z}^{-1} \right)^{-1} B^T y \right).$$

### A.3 Derivative

To compute the difference estimator for the two-level GP model, we need to calculate the first-order Taylor expansion $\nu_n(u_n)$, which requires the derivative

$$\frac{d}{du_n} l(y_n \mid u_n, \tilde{z}, \theta) = \frac{1}{\sigma_z^2} \left[ (y_n - C_{\tilde{z}, z} C_{\tilde{z}, z}^{-1} \tilde{z}) \frac{\partial C_{\tilde{z}, z}}{\partial u_n} (C_{\tilde{z}, z}^{-1})^{-1} \tilde{z} + \frac{\partial C_{\tilde{z}, z}}{\partial u_n} (C_{\tilde{z}, z}^{-1})^{-1} C_{\tilde{z}, z} \right]$$

where the $m$th entry of $\frac{\partial C_{\tilde{z}, z}}{\partial u_n}$ is given by $\frac{\partial C_{\tilde{z}, z}}{\partial u_n}$ with $C_{\tilde{z}, z}$ obtained through Eq. (12). In this case, the derivative for the non-stationary isotropic SE kernel is:

$$\frac{\partial C_{\tilde{z}, z}}{\partial u_n} = \xi_n \left( \frac{\tilde{\ell}_n}{2 \tilde{\ell}_m} + \frac{\tilde{\ell}_m}{2 \tilde{\ell}_n} \right) \frac{-D}{2} \exp \left( -\frac{|x_n - x_m|^2}{\ell^2_n + \ell^2_m} \right) \times \left[ \left( \frac{\tilde{\ell}_n}{\tilde{\ell}_m} + \frac{\tilde{\ell}_m}{\tilde{\ell}_n} \right)^{-1} \left( -D \frac{\tilde{\ell}_n}{2 \tilde{\ell}_m} + \frac{\tilde{\ell}_m}{2 \tilde{\ell}_n} \right) + \frac{2 \tilde{\ell}_n}{(\ell^2_n + \ell^2_m)^2} |x_n - x_m|^2 \right].$$

### A.4 Control variates

Note that computing $l(y_n \mid u_n, \tilde{z}, \theta)$ is $O(NM^2)$. Thus, computing the control variates is $O(NM^2)$ and the cost of block-Poisson estimator is $O(NM^2 + \kappa BM^2)$. We can reduce this to $O(NM + \kappa BM^2)$ by defining:

$$l(y_n \mid u_n, \tilde{z}, \theta) = l_1(y_n \mid u_n, \tilde{z}, \theta) + l_2(y_n \mid u_n, \tilde{z}, \theta),$$

where

$$l_1(y_n \mid u_n, \tilde{z}, \theta) = -\frac{1}{2} \log(2\pi \sigma_z^2) - \frac{1}{2\sigma_z^2} \left[ (y_n - C_{\tilde{z}, z} C_{\tilde{z}, z}^{-1} \tilde{z})^2 \right],$$

$$l_2(y_n \mid u_n, \theta) = -\frac{1}{2\sigma_z^2} \left[ \tilde{z}^2 - C_{\tilde{z}, z} C_{\tilde{z}, z}^{-1} C_{\tilde{z}, z} \right].$$

and defining the control variates as the expectation of $\nu_n(u_n)$, which is a first order Taylor expansion of $l_1(y_n \mid u_n, \tilde{z}, \theta)$ around $\mathbb{E}[u_n]$. Thus, the control variates are:

$$\bar{\nu}_n = l_1(y_n | \mathbb{E}[u_n], \tilde{z}, \theta),$$

which is $O(NM)$. This would only be beneficial if $\kappa B < N$.

### A.5 Inducing points

As alternative, we propose to use the pilot MCMC to select the number of inducing points by optimizing a measure that combines both accuracy and computational cost. To measure accuracy, we consider the log-pseudo marginal likelihood [LPML, Geisser and Eddy [1979]]:

$$LPML = \sum_{n=1}^{N} \log(CPO_n),$$

$$CPO_n \approx \left( \frac{1}{S} \sum_{s=1}^{S} \left[ p(y_n | \mathbb{E}[z_n] | \tilde{x}^s, \phi^s, \rho^s) \right]^{-1} \right)^{-1},$$

where the conditional predictive ordinate (CPO) is approximated by the harmonic mean [Gelfand and Dey [1994]] and to reduce computational cost, we plug-in the expectation of $z_n$. The number of inducing points can then be selected to maximize LMPL/CT, to explicitly account for the desire to maximize the marginal likelihood and also minimize computational cost.
A.6 Approximate MCMC for two-level GP regression

We discuss the algorithm employ to sample from the whitened approximate posterior distribution. The sampler is detailed for the case when a squared exponential covariance function is employed for both the stationary and non-stationary processes. In addition, to improve parameter identifiability, we make use of the empirical prior approach discussed in Monterrubio-Gómez et al. (2020) to fix the magnitude and mean of the length-scale processes. Furthermore, we standardize the observations, \( y \), to have zero mean and unit variance, such that fixing \( \tau_z^2 = 1 \) is an appropriate assumption. We let \( \lambda = (\lambda_1, \ldots, \lambda_D) \) denote the length-scale parameters for the second level stationary GP prior.

The proposed algorithm uses a MwG scheme, where the whitened spatially varying parameters are sampled employing elliptical slice sampling [ELLSS, Murray et al., 2010] and the remaining parameters are drawn with an adaptive random-walk MH procedure [Roberts and Rosenthal, 2009, Section 3]. With exception of the noise variance, the sampling mechanism requires to approximate the relevant quantities in Eq. (15) when iterating over \( (\zeta, \lambda) \). For efficiency, the positions and associated weights required in the quadrature schemes can be precomputed, prior to running the MCMC, and passed to the samplers. The R package fastGHQuad [Blocker, 2018] is employed to compute the weights and nodes.

A.7 Exact MCMC for two-level GP regression

We present details on how to sample from the whitened approximate posterior distribution for a variationally sparse 2-level GP model with an isotropic assumption for the non-stationary kernel. Again, here, we fix some of the parameters employing empirical priors. For the optimal tuning parameters we follow the approach described in Section 3.3, resulting in a slight modification of Algorithm 2, where we add an extra step after generating the pilot MCMC samples. This extra step aims to draw \( S \) samples from \( \tilde{z} | \tilde{u}, \theta \). For the pilot MCMC we utilise the already implemented algorithm based on Gauss-Hermite quadrature with \( J = 10 \).

In a similar fashion to Algorithm 1, the proposed scheme uses a MwG sampler to iterate over \( (\zeta, \tilde{z}, \sigma^2, \lambda) \). The noise variance \( \sigma^2 \) and second level length-scale \( \lambda \) are sampled with adaptive random-walk MH steps [Roberts and Rosenthal, 2009, Section 3]. For the whitened spatially varying length-scale, we employ ELLSS [Murray et al., 2010], and for the non-stationary function \( \tilde{z} \), we use an independent MH step with a Gaussian proposal that approximates the true variational conditional posterior; more precisely, the proposal is:

\[
N\left( \frac{-2}{C_{\tilde{z}, \tilde{z}}} \left( C_{\tilde{z}, \tilde{y}}^\text{NS} + \sigma^{-2} \hat{P} \right)^{-1} \hat{B} y, C_{\tilde{y}, \tilde{y}}^\text{NS} + \sigma^{-2} \hat{P} \right)^{-1} C_{\tilde{z}, \tilde{y}}^\text{NS} ,
\]

with \( \hat{B} \) an \( N \times M \) matrix with rows \( [C_{\tilde{z}, \tilde{y}}^\text{NS}] \) and \( \hat{P} = \sum_{n=1}^N \hat{P}_n \), with \( \hat{P}_n = [C_{\tilde{z}, \tilde{z}}^\text{NS}]^{-1} [C_{\tilde{z}, \tilde{y}}^\text{NS}] \), where we use \( \mu_{\ell,n} = \exp(c_n + w_n^2/2) \) to evaluate the expressions in square brackets with:

\[
c_n = \mu_n + C_{u_n,\tilde{u}} \left( \frac{C_{u_n,\tilde{u}}}{C_{\tilde{u},\tilde{u}}} \right)^{-1} \left( L(\phi) \tilde{\zeta} + \mu_u \right),
\]

\[
w_n^2 = \tau_u^2 - C_{u_n,\tilde{u}} \left( \frac{C_{u_n,\tilde{u}}}{C_{\tilde{u},\tilde{u}}} \right)^{-1} C_{\tilde{u},u_n}.
\]

The computational complexity of the algorithm is \( O((\sum_{k=1}^N H_k) BM^2 + M^3 + NM^2)) \). We emphasise that for all the parameter updates, we can compute the difference estimator \( \hat{d}_{\alpha h,k} \) for all \( h \) and \( k \), in parallel. While our current implementation does not make use of parallel computing, this can be adapted to vectorise some of the operations; for instance, \( c_n, w_n, l(y_n | u_n, \sigma^2, \lambda, \tilde{\xi}, \zeta) \), and \( l'(y_n | c_n, \sigma^2, \lambda, \tilde{\xi}, \zeta) \) can be easily vectorised.

B Simulation study

B.1 1-dimensional dataset

B.1.1 Optimal tuning parameters and CT

To find the optimal number of Poisson estimators, \( \kappa \), for a fixed value of \( B = 30 \), we utilise a slight modification of Algorithm 2, where we add an extra step after generating \( S = 1000 \) MCMC samples from a pilot run which employs a GH quadrature approximation. This extra step aims to draw samples from \( \tilde{z} | \tilde{u}, \theta \), which will be employed to compute the difference estimator. As discussed in Section 3.3, a conservative approach is to set the value of \( \gamma \) at its maximum across different subsamples to do a grid search of \( \gamma \) over \( \{4, 5, \ldots, 100\} \). Once the optimal \( \kappa \) value is computed, the lower bound is set to \( \alpha = \hat{d} - \kappa \). The results of this approach are shown in Table 1 for the different number of inducing points studied. According to this, we employ \( B = 30 \) subsamples and we set the optimal \( \kappa = 4 \).
for all $M = 30, 45, \text{ and } 60$. In addition, this table also shows $CT^*$, as well as our proposed measure to select the number of inducing points introduced in Section A.5. According to LPLM/CT*, the maximum value is attained with $M = 60$.

| $M$  | $\gamma_{\text{max}}$ | $\kappa$ | $\bar{d}$ ($e^{-0.5}$) | $CT^*$ ($e+06$) | LPLM   | LPLM/CT*   |
|------|------------------------|----------|-------------------------|-----------------|--------|------------|
| 30   | 2.1755                 | 4        | -2.72                   | 1.12            | -7,088.8 | -0.00634   |
| 45   | 0.5352                 | 4        | 6.13                    | 2.49            | -9,145.5 | -0.00367   |
| 60   | 1.8759                 | 4        | 172                     | 4.61            | -16,874.7 | -0.00366   |

Table 1: Optimal tuning parameters values and $CT^*$ values for $M = 30, 45, \text{ and } 60$.

Finally, Figure 6 confirms the normality assumption required by the difference estimate to find the optimal tuning parameters using Algorithm 2.

Figure 6: Histograms of $\hat{d}_B$ with $B = 30$ for different numbers of inducing points ($M = 30, 45, 60$).

**B.1.2 Posterior inference and predictions**

| $M$  | Avg. time (min) | Avg. evaluations |
|------|-----------------|------------------|
|      | Full MCMC       |                  |
| 30   | 15.13           | 9.71             |
|      | $J = 4$         | 1.41             |
|      | $J = 5$         | 1.69             |
|      | $J = 8$         | 2.53             |
|      | $J = 10$        | 3.06             |
|      | $J = 15$        | 4.34             |
|      | S-BP-PM         | 0.48             |
| 45   |                 |                  |
|      | $J = 4$         | 1.90             |
|      | $J = 5$         | 2.42             |
|      | $J = 8$         | 3.77             |
|      | $J = 10$        | 4.82             |
|      | $J = 15$        | 6.21             |
|      | S-BP-PM         | 0.73             |
| 60   |                 |                  |
|      | $J = 4$         | 2.68             |
|      | $J = 5$         | 3.62             |
|      | $J = 8$         | 5.25             |
|      | $J = 10$        | 6.56             |
|      | $J = 15$        | 9.44             |
|      | S-BP-PM         | 1.17             |

Table 2: Average time (in minutes) and likelihood evaluations required in the MCMC scheme. The average time required for 100 iterations is reported in minutes. The average number of likelihood evaluations in the elliptical slice sampler per iteration is reported.
Figure 7: Posterior estimates for spatially varying parameter $\ell(\cdot)$. The dashed line denotes the true process. Purple dots and bars show posterior estimates at the inducing locations with 95% HPD credible intervals.
Figure 8: Predictions for different numbers of inducing points. The solid line denotes the predictive mean and the grey area depicts 95% HPD point-wise credible intervals. The dashed line denotes the true process.