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Abstract. Due to the tremendous development in the field of computer and software sciences, the theory of graphics has spread widely and quickly, even becoming one of the most important sciences that played a large role in solving many problems of many diverse applications. These applications include computer protocols, Google Maps, games and more. Many researches have discussed shortest path algorithms to solve the shortest path problem in these applications. In this study, a very popular algorithms called Dijkstra algorithm and Bellman-Ford algorithm are used to make a comparison between them on the basis of complexity and performance in terms of shortest path optimization. Our results show that Dijkstra is better than the Bellman-Ford in terms of execution time and more efficient for solving the shortest path issue, but the algorithm of Dijkstra work with non-negative edge weights.

1. Introduction
The graph theory and network analysis are one of the most important topics dealt with in operations research. It has been launched that any system can be represented by a group of nodes, where some of these pairs of nodes are related to specific relationships that we express with lines that connect these pairs of points. This idea led to the emergence of the so-called graph theory. The reason for the development of this theory and its interest in it is due to its applicability in various and varied fields. And given the wide range of problems and the huge and varied number of issues dealt with in the graph theory, this theory played and is still playing a big role in dealing with many problems. And the issue of the shortest path is considered one of the most important issues in graph theory.

Research for finding the best algorithms for handling the issue of shortest path has been on going. In the real world it is easy to apply the graph theory to different types of scenarios. In shortest path algorithm, the study focuses on two nodes or vertices of the path and find the best solution for the shortest path. Several algorithms are frequently used to discover the shortest path between graph nodes. For example, Bellman-Ford and Dijkstra are the most effective algorithms for single-source shortest path issue. For dense graph, the Floyd-Warshall is mostly used to discover the shortest path for all pairs and the Johnson algorithm is the best for sparse graphs. The process of these algorithms is time-consuming because first, each algorithm needs to explore the entire graph and calculate the shortest path from each node.

This paper will discuss the two algorithms namely Dijkstra and Bellman-Ford for its strength in finding the shortest path. The structure of the paper is as follow. Section 2 covers the area of related work for the algorithms for the shortest path and Section 3 presents the methods which include Dijkstra, Bellman-Ford algorithms and the representation of this algorithm in Z notation. Section 4 demonstrates the results for the case study of shortest path optimization system and finally, Section 5 give the concluding remarks for the paper.

2. Algorithms for Shortest Path
Shortest path algorithms are mainly separated into two wide groups. The first group is called the single source shortest path (SSSP). Purpose of SSSP is to find out the distinguished from the single supply vertex to all different vertices. The second group is called all pair shortest path (APSP) and the
purpose of this path is to dig out the smallest path among all sets of vertices shown in the graph [1]. The calculation of this smallest path could be exact or roundabout solution. The use of the best algorithm is depending on the features and requirements of the program. Like, the purpose of the shortest path algorithm is to generate the quick reply even in the existence of a huge input graph. From between these two algorithms, Dijkstra and Bellman's ford depend to get the fast and efficiently smallest path between two vertices. Java languages are used to find the shortest path along with requirements. The name of the program is mentioned as shortest path optimization system and to elaborate its functions from the Unified Modelling Language (UML) class diagram java language is used.

Oyola et al. [2] proposed an approach called Safe and Short Evacuation Routes (SSER) by using Dijkstra-based algorithm to address the issue of finding the shortest secure paths in houses with several withdrawal gates and where distinct types of sensors could change the accessibility of inner areas. In order to check the potency of the recommended strategy, four Dijkstra-based algorithms were regarded, obtaining brief evacuation times to various exits. This strategy makes the algorithm appropriate for use in dynamic settings where distinct types of sensors can change the accessibility status of inner areas.

Dinitz and Itzhak [3] presented a new hybrid algorithm called Bellman-Ford-Dijkstra (BFD) by combining Bellman-Ford and Dijkstra algorithms. This algorithm for locating the shortest paths from a source node s in a graph G with general edge costs. To improve the runtime of Bellman-ford algorithm and a sparse sharing of the destructive cost edges. They suggested A hybrid of Bellman-Ford and Dijkstra algorithms. The principle of the proposed algorithm is to repeat the Dijkstra algorithm multiple times without resetting the temporary value of d (v) to the vertices. They also suggested a new and simple proof that the Bellman–Ford algorithm can generate the shortest paths tree.

Singh and Tripathi [4] made comparative between two algorithms: Bellman-Ford and Dijkstra's and discussed the results based on the number of nodes. The research enables to define and suggest which algorithm is used in the shortest path problems for a specific variant. Their results show that very minimum quantity of nods, Bellman Ford algorithm is superior over Dijkstra's algorithm but Dijkstra is most effective for a massive variety of nodes.

Ryash and Tamimi [5] described and compared between the algorithms: Johnson's, Dijkstra's, Floyd-Warshall and Bellman-Ford for solving the shortest path problem. Their search shows that Dijkstra algorithm is more effective in memory for sparse graphs because it does not involve the representation of the distance matrix as a dense matrix. The complexity of Bellman-Ford algorithm with respect to time is slower than the algorithm of Dijkstra. Dijkstra's algorithm can be used only with non-negative edge weights graphs. The algorithm of Johnson is quicker than Floyd–Warshall when the graph is sparse, but on the densegraph, the Floyd–Warshall algorithm is faster.

Lacorte and Chavez [6] provided an analysis of apply both algorithms A* and Dijkstra in the projection of route optimization model for development of smart school transport system. Each algorithm was tested using a tool called EESCOOL. The results proved that algorithm A* performs better and produce very minimum expected time of arrival (ETA) while routine wise traffic on a small graph. Unlike the Dijkstra’s algorithm that performs better in heavy traffic and on a small or large graph with shorter projected time of appearance (ETA).

Permana et al. [7] compared three algorithms namely A*, Breadth First Search (BFS) and Dijkstra in order to find which algorithm is appropriate to apply in Maze Runner game. Maze Runner is a game that needs a path-finding algorithm with the shortest path to reach the target. Comparison approach of these algorithms was once performed by way of changing the game algorithm and by way of
evaluating technique time, route size, and block numbers played in the current computing system. Their result showed that A* is the best pathfinding algorithm, particularly in the game/grids of Maze.

Wang [8] compared between three algorithms that are Dijkstra, Bellman-Ford and Floyd–Warshall algorithms based on time and space complexity. Their analysis showed that the Dijkstra algorithm is only useful in the shortest route issue of a single source and it always optimized in a real implementation, such as heap optimization. The implementation of Bellman-Ford algorithm is simple but the algorithm itself is inefficient for finding shortest path. The Floyd-Warshall algorithm is the slowest and inefficient space for redundancy while working with an oversized different kind of points and edges.

Abbas et al. [9] presented an algorithm named Caption algorithm to discover a solution to the shortest path trouble compared to the Dijkstra algorithm with reduced time complexity. Their proposed algorithm can be an alternative to Dijkstra’s algorithm because their algorithm has the ability to repeat the search process by increasing the reduction coefficient. The Capton algorithm’s effectiveness and performance are better than the Dijkstra's algorithm on real-world examples such as discovering the shortest route between towns. It can be used in constructing new shortest routes by visualizing and manipulating missing paths in design-related tools and models.

Chan et al. [16] compared and conducted an experiment for six shortest path algorithms which are: Dijkstra’s, Symmetrical Dijkstra’s, A*, Bellman-Ford, Floyd-Warshall and Genetic Algorithm in order to determine the one of most competent algorithms to resolve the shortest path problem. Experiments have shown that the Bellman algorithm is superior among other algorithms as it produces the optimal solution in a short time. On the other hand, the genetic algorithm has also been shown to produce the optimal solution, but at a higher running time. Also, the number of generations of a genetic algorithm affects its performance. The more generations, the higher the operating times and the better solution.

Sapundzhi and Popstoilov [17] evaluated the Dijkstra’s algorithm, Floyd-Warshall algorithm, Bellman-Ford algorithm, and Dantzig’s algorithm in resolving the shortest path problem, that can be applied to very different biological systems and problems for biological system modelling. A brief overview of each algorithm was presented, as well as the C# application for each of them to show how each algorithm works. The result shows that the complexity of time regarding shortest path algorithms depends on the quantity of vertices, number of edges and edge length. For time complexity the Bellman-Ford algorithm was higher than Dijkstra’s algorithm. For higher number of nodes, the Dijkstra’s algorithm is better and efficient.

Kwiecie and Pasieka [18] suggested using an algorithm called cockroach swarm optimization (CSO) to define paths and modified them to work with the extended time model. The results concluded that the performance of their approach is satisfactory in terms of convergence of best solutions. The results of this algorithm were compared with the results of both Dijkstra algorithm and PSO (Particle Swarm Optimization) algorithm. By comparison, it was concluded that the CSO algorithm takes more computational time and is very slow to solve large problems. Also, the results for this algorithm were not the same as the results obtained with the Dijkstra algorithm, but the CSO algorithm is better than the PSO in terms of the best time to travel.

Ramadhan et al. [19] compared between two algorithms: Prim and Floyd-Warshall and also to demonstrate that the Prim algorithm can be used to solve the shortest path problem and is not used to solve the Minimum Spanning Tree problem. The results demonstrated that by generating the Prim algorithm a less active number of vertices, it makes them faster in determining the optimal path and decision-making. While the Floyd-Warshall algorithm is better able to determine the shortest path, but not the optimal one.
The summary of the comparison of the shortest path algorithms are listed in Table 1.

| Author and Year | Algorithm | Method |
|-----------------|-----------|--------|
| Oyola et al. [2] | Dijkstra-based algorithm | The suggested strategy makes the algorithm appropriate for use in dynamic settings where distinct types of sensors can change the accessibility status of inner areas. |
| Dinitz and Itzhak [3] | Bellman_Ford and Dijkstra algorithms | The new proposed Bellman_Ford algorithm can produce the shortest paths tree. |
| Singh and Tripathi [4] | Bellman_Ford and Dijkstra algorithms | The Bellman_Ford algorithm deals more effective with a small quantity of nodes, and the Dijkstra algorithm is greater efficient for a large wide of nodes. |
| Ryash and Tamimi [5] | Dijkstra, Bellman_Ford, Floyd_Warshall, and Johnson algorithms | Dijkstra-based algorithm's complexity is faster than the Bellman_Ford algorithm with respect to time. The algorithm of Johnson is faster than Floyd_Warshall when the graph is sparse, but on the dense graph, the Floyd–Warshall algorithm is faster. |
| Lacorte and Chavez [6] | A* and Dijkstra algorithms | The algorithm of A* performs better than Dijkstra’s algorithms expected arrival time (ETA) is shorter on a small graph but Dijkstra’s algorithm produce shorter ETA in both small and big graphs. |
| Permana et al. [7] | A*, Breadth FirstSearch and Dijkstra algorithms | A* can be considered as the good path finding algorithm, especially in the game/grids of Maze. |
| WANG [8] | Dijkstra, Bellman_Ford and Floyd_Warshall algorithms | Bellman-Ford algorithm is simple. Floyd-Warshall algorithm is very slow among the three algorithms. Dijkstra algorithm can only be useful in the shortest route issue of a single source. |
| Abbas et al [9] | Caption algorithm | The new proposed algorithm effectiveness and performance is better than the Dijkstra's algorithm on real-world examples such as discovering the shortest route between towns. |

3. The Z Specification and Implementation

In this Section, we describe the Z specification and the implementation of the algorithms for Dijkstra and Bellman-Ford in solving issues of the shortest path.

3.1 Dijkstra Algorithm

Dijkstra algorithm is designed by Dutch computer scientist Edsger Dijkstra in 1956 and then published in 1959 [10, 11] based on the graph that is used to resolve the difficulties in single-source shortest path and producing a shortest path tree. Dijkstra's algorithm to determine the shortest path has important applications that we use on a daily basis. The data that is transmitted over the Internet passes different paths around the world so it is important that it is routed through short and less crowded paths and this is possible through the Dijkstra algorithm. Also, the OSPF (Open Shortest Path First) routing protocol that is used in Internet Protocol (IP) based on Dijkstra's algorithm [20]. Also, by using this algorithm, Google Maps can now specify the shortest path that we can take to go from a specific point to a specific restaurant or airport. It is an instance of an effective greedy algorithm. Greedy algorithm is
considered the perfect general solution to certain optimization problems, but can find less than optimal alternatives to other issues in some cases. One of the most important advantages of Dijkstra’s algorithm is that it does not visit the remaining unwanted nodes when the intended destination node is reached [16]. On the other side, the drawback of Dijkstra’s algorithm is consuming a lot of CPU memory when executed on a very large number of nodes on a computer program [21]. Also, it cannot handle negative edges, its application is done only on positive weight graphs. In the Dijkstra algorithm, the path is not known. The nodes are divided into two groups: temporary (t) and permanent (p). First of all, initialize the distance of source node to the zero value \( \text{distance}(a) = 0 \), and assign the distance for other nodes to value infinity \( \text{distance}(x) = \infty \). Step 2, search for node \( x \) with the smallest value of \( d(x) \). If no temporary nodes exist or the value of \( d(x) \) equal to infinity, the node \( x \) was labeled as permanent that means that the \( d(x) \) and parent of \( d(x) \) will not change anymore. Step 3, apply the following comparison for each temporary node labelled vertex \( y \) adjacent to \( x \):

If \( d(x) + w(x, y) < d(y) \) then

\[
D(y) = d(x) + w(x, y)  \tag{1}
\]

Based on equation (1), if the distance of labelled node \( x \) plus link weight \( (x, y) \) is less than the labelled node \( y \) distance, then the distance of labelled node \( y \) will be updated. Algorithm 1 presents the Dijkstra algorithm.

Algorithm 1: Dijkstra Algorithm

1: function Dijkstra (Graph, source)
2:  create vertex set \( D \)
3:  for each vertex \( v \) in Graph:
4:     distance\([v]\) \leftarrow \text{INFINITY}
5:     previous\([v]\) \leftarrow \text{UNDEFINED}
6:  add \( v \) to \( D \)
7:  distance[source] \leftarrow 0
8:  
9:  while \( D \) is not empty do:
10:     \( u \leftarrow \) in \( D \) with min distance\([u]\)
11:     remove \( u \) from \( D \)
12:     for each neighbor \( v \) of \( u \):
13:         alt \leftarrow distance\([u]\) + length \((u, v)\)
14:         if alt < distance\([v]\)
15:             distance\([v]\) \leftarrow alt
16:             previous\([v]\) \leftarrow \( u \)
17:     end while
18:  return distance [], previous []
19: end function

The process of this algorithm is more clearly described in Figure 1 and Table 2. Figure 1 shows the example of the nodes being traversed based on the Dijkstra algorithm. The results are shown in Table 2.
Figure 1: Dijkstra algorithm example

Table 2: Dijkstra algorithm result

| S                  | V₁ | V₂ | V₃ | V₄ | V₅ | V₆ |
|--------------------|----|----|----|----|----|----|
| {}                 | 0  | ∞  | ∞  | ∞  | ∞  | ∞  |
| {V₁}              | 0  | 7  | ∞  | 2  | ∞  | ∞  |
| {V₁, V₃}          | 0  | 6  | ∞  | 2  | ∞  | ∞  |
| {V₁, V₄, V₂}      | 0  | 6  | 10 | 2  | 7  | ∞  |
| {V₁, V₄, V₂, V₅}  | 0  | 6  | 9  | 2  | 7  | ∞  |
| {V₁, V₄, V₂, V₅, V₆} | 0  | 6  | 9  | 2  | 7  | 12 |

3.2 Bellman-Ford Algorithm

Richard Bellman released the Bellman-Ford algorithm in 1958 [12]. Bellman-Ford algorithm applied to search the shortest path when some of the edges of the directed graph G may have negative weight from the source node to all other nodes [22]. Graphs with negative edge weights are difficult to resolve by using the algorithm of Dijkstra [5]. The algorithm of Dijkstra is faster than the Bellman-Ford algorithm, but more versatile is the Bellman-Ford algorithm. This algorithm, like Dijkstra’s Algorithm, use of the idea of area relaxation but doesn’t use with greedy technique [13]. The advantages of this algorithm are it a dynamic algorithm [23], it can calculate the negative directed edges (in addition to the positive), can minimize the cost when network was built, because it can finds the shortest path from one node to another, so we don't have to build a lot of router path. Also, this algorithm is simple and it does not need complicated data structures for applications and can find the minimum path weight with high efficiency and accuracy [24]. The disadvantages of the Bellman algorithm when used in the Routing Information Protocol (RIP) are that it does not take into account weight and also a slow response to changes in network topology resulting from slow updates passed from the RIP device to the next device. These flaws lead to an attempt to use idle tracks that waste time and network resources. [20]. Bellman-Ford algorithm returns a Boolean value to indicate whether a negative cycle can be reached by the origin. If no such cycle occurs, the algorithm returns the shortest path, if a negative cycle exists, the algorithm reveals that there is no shortest path [5]. The Bellman-Ford algorithm is executed as shown in Algorithm 2. Step 1, set the distance of source vertex s to zero value (distance[s] = 0) and assign other vertices distance with INFINITY. Step 2 relaxes each edge for (n − 1) times when n is the numbers of nodes. Relaxing an edge means checking to see if it is possible to shorten the route to the node to which the edge points and, if so, replace the route to the node with the route found [14, 15]. Step 3: check if the graph has any negative cycle with execute the Nth loop. Algorithm 2 presents the Bellman-Ford algorithm.
The process of this algorithm is more clearly in Figure 2 and Table 3. Figure 2 shows the example of travest between nodes based on Bellman-Ford algorithm.

![Figure 2: Bellman-Ford algorithm example](image)

Table 3: Bellman-Ford algorithm result

| i  | V1 | V2 | V3 | V4 |
|----|----|----|----|----|
| 0  | 0  | ∞  | ∞  | ∞  |
| 1  | 0  | -3 | 2  | ∞  |
| 2  | 0  | -3 | 2  | -2 |
| 3  | 0  | -3 | -1 | -2 |
3.3 The Representation of the Algorithms in Z

Z notation is a collection of conventions for presenting mathematical text, chosen to make it easy to explain computer systems using simple mathematics. We implement the two algorithms as shown in figure 3 and 4. Using a formal notation enhances the knowledge of a system's operation, particularly early in a model. It helps organize a designer's ideas, making clearer, easier designs and the probability of mistakes is decreased. Some researchers are using formal specification instead of Z specification such as [25], [26], [27] and [28]. For these two algorithms, Figure 3 shows the Z notation for the Dijkstra algorithm and Figure 4 shows the Z notation for the Bellman-Ford Algorithm. Once the Z notations are developed, the algorithms are then implemented using Java programming language to find the shortest path between two nodes.

Based from Figures 3 and 4, we implemented the simple system to find the shortest path. Figure 5 shows the UML use case diagram for the Shortest Path Optimization.

**Figure 3: Z representation of the Dijkstra algorithm**

| Dijkstra |
|----------|
| $G? \ W? \ S? \ Q? \ V?, \ out! : z$ |
| $S? = \varnothing$ |
| $Q = G? . \ V?$ |
| **While** $Q \neq \varnothing$ |
| $u? = EXTRACT -MIN(Q)$ |
| $S? = S \ U \ \{u\}$ |
| **for each** vertex $v \in G. \ Adj \ [u]$ |
| RELAX $(u, V, W)$ |

**Figure 4: Z representation of the Bellman-Ford algorithm**

| Bellman-Ford |
|--------------|
| $G? \ W? \ S? \ E? , \ V? , \ out! : z$ |
| **for** $i = 1$ to $|G. V| - 1$ |
| **for each** edge $(u, v) \in G. E$ |
| RELAX $(u, v, w)$ |
| **for each** edge $(u, v) \in G. E$ |
| if $v . d > u . d + w \ (u, v)$ |
| return FALSE |
| return TRUE |

**Figure 5: UML Use Case Diagram for the Shortest path Optimization**
Based from Figure 5, the user selects the algorithm that he wants to use to solve the shortest path problem and then the system calculates the shortest path among two nodes using Dijkstra and Bellman-Ford algorithms.

4. Simulation Results
This Section discusses the results obtained after running the simulation of the two algorithms. For algorithms of Dijkstra and Bellman-Ford, they are used for finding the solution for single destination and single source with single pair of the shortest path problem. For Bellman-Ford algorithm, it works well with negative edges and is capable of detecting a negative edge cycle in a graph. However, for Dijkstra algorithm, it works well with positive weights in a directed or undirected graph. The performance of the Bellman-Ford algorithm is most effective when the graph has a small number of nodes, while Dijkstra’s algorithm can work better when the graph has a large number of nodes. The results for the running time are shown in Table 4.

**Table 4: Running time of the two algorithms**

| No of nodes | Dijkstra (in ms) | Bellman-Ford (in ms) |
|-------------|-----------------|---------------------|
| 5           | 1351            | 513                 |
| 10          | 3724            | 756                 |
| 50          | 2072            | 9577                |

Based from Table 4, for Bellman-Ford algorithm, when the number of nodes is small, the running time is better than Dijkstra algorithm. However, Dijkstra algorithm has better running time when the number of nodes is larger. Our results are same to other research papers. For example, in [4], the authors showed that Dijkstra is most effective for a massive variety of nodes. In [17], for higher number of nodes, the Dijkstra’s algorithm is better and efficient. Also, in [6], Dijkstra’s algorithm emerged to produce shorter time in both small and big graphs.

Dijkstra’s algorithm takes a time on a graph with edges E and vertices V can be represented using the Big-O notation as a function of |E| and |V|. Dijkstra’s algorithm takes time $0(|E| + |V|\log|V|)$. And the time taken by the algorithm of Bellman-Ford is $O(|V|\cdot|E|)$ as shown in Table 5. Based on the time complexity, we can conclude that Bellman-Ford algorithm takes more time than Dijkstra algorithm. The summary of the differences between the two algorithms is shown in Table 5.

**Table 5: Comparison of the two algorithms**

| The Algorithm     | Complexity for Time | Complexity for Space | Number of nodes |
|-------------------|---------------------|----------------------|----------------|
| Dijkstra          | $O(|E| + |V|\log|V|)$ | $O(|V|^2)$           | Large          |
| Bellman-Ford      | $O(|V|\cdot|E|)$     | $O(|V|^2)$           | Small          |

5. Conclusion
This paper presented the comparative analysis in term of shortest path optimization between two algorithms. The two algorithms are compared which are Dijkstra and Bellman-Ford algorithms to conclude which of them is more efficient for finding the shortest path between two vertices. Our results show that the Dijkstra algorithm is much faster than the algorithm of the Bellman ford and commonly used in real-time applications.
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