Development of the Theory of Six Value Aggregation Paths in Network Modeling for Spatial Analyses
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Abstract: The dynamic development of spatial structures entails looking for new methods of spatial analysis. The aim of this article is to develop a new theory of spatial modeling of network structures according to six value aggregation paths: minimum and maximum value difference, minimum and maximum value decrease, and minimum and maximum value increase. The authors show how values presenting (describing) various phenomena or states in urban space can be designed as network structures. The dynamic development of spatial structures entails looking for new methods of spatial analysis. This study analyzes these networks in terms of their nature: random or scale-free. The results show that the paths of minimum and maximum value differences reveal one stage of the aggregation of those values. They generate many small network structures with a random nature. Next four value aggregation paths lead to the emergence of several levels of value aggregation and to the creation of scale-free hierarchical network structures. The models developed according to described theory present the quality of urban areas in various versions. The theory of six paths of value combination includes new measuring tools and methods which can impact quality of life and minimize costs of bad designs or space destructions. They are the proper tools for the sustainable development of urban areas.
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1. Introduction

Spatial management requires searching for new tools to analyze spatial data analysis to optimize operations related to spatial planning in line with sustainable development. Many scientists have posed the following questions: How is a space organized? What is it comprised of? What are its smallest fragments subject to theoretical and practical analysis? How do these fragments form larger wholes? [1–3]. These are questions about the relationships between individual elements of a space. These relationships form a network of links, which result in an overall network-based organization of space; this has been proven and described by many authors [4–12]. During research into network structures over the course of many years, numerous algorithms were developed, including algorithms by Bellman-Ford [13], Johnson [14], Kruskal [15], and Dijkstra [16]. Many constructions of networks were also described, including classical random graphs by Erdos and Renyi [17,18], equilibrium random graphs with a given degree distribution [19–23], ‘small-world networks’ [24], and networks growing under the mechanism of preferential linking [25]. Accordingly, in order for a network to exist and operate it must be comprised of two elements: nodes and the connections between them [26–28]. These connections may either be physical or result from other relationships. The emergence of networks linking spatial objects is a result of the rules of network growth and connecting subsequent
nodes. According to the theory of scale-free networks, there are rules for the preferential connection of nodes [6,27,29]. This preference may result from either the actions of the law of nature or decisions made by humans. Therefore, the preferences can be natural (spontaneous), for example, those which generate a hydrological network [30] or natural phenomena [31], an anthropogenic phenomena resulting from decisions made by humans, such as a network of scenic point connections [32], a transport connection network [33,34], a network of cooperation between cities [12], or networks of social relations [35,36].

For scale-free networks [26,29], the preferentiality of the selection of connections within a specific hierarchy lies in the fact that when a new node emerges, it tends to connect to existing nodes with an already large number of connections; this results in nodes with an increasing number of connections as opposed to their neighboring nodes with a smaller number of connections. The scale-free networks are characterized and distinguished from random networks by a power-law distribution. In random network structures, this is a normal distribution. Moreover, what is characteristic of the scale-free network structures is the occurrence of centers (hubs), i.e., nodes which have a significantly greater number of connections than most nodes within the entire network structure; in random networks, no centers occur [26,37,38]. A comparison of these two network types (random and scale-free) is presented in general terms in Table 1.

| Table 1. General characteristics of random networks and scale-free networks. |
|---|---|
| Random Networks | Scale-Free Networks |
| - roughly the same number of connections to nodes | - different number of connections to nodes |
| - the distribution in such a network is represented by the characteristic Poisson distribution curve. | - distribution of this network is represented by the power function. |
| ![Bell Curve](image1) | ![Power Law Distribution](image2) |
| - no centers (hubs), i.e., nodes that have more connections than the average number of connections to nodes | - occurrence of centers (hubs; red spot), i.e., nodes with more connections than most nodes of the entire network structure |
| - there is no preferential connection selection in a particular hierarchy | - there is a preferential selection of connections in a given hierarchy |
| - the network is not resistant to random cut-off of nodes | - the network is resistant to random attacks |
| - the permanent or temporary destruction of a given number of nodes leads to break down of the whole network structure into smaller, separately functioning networks | - there are always connections that continue to hold the entire network in an active state |

...
From the spatial analysis perspective, it is very important that the scale-free networks are characterized by resistance to random attacks; an accidental attack on a node(s) which results in its dysfunctionality, does not have such a destructive effect on the network as in the case of random networks. Thanks to the non-homogeneous structure, there are always connections left which continue to maintain the entire network in the state of activity. At the same time, they are extremely sensitive to the deliberate exclusion of centers from the network structure; these networks are very sensitive to deliberately organized attacks on particular points (i.e., network centers). A deliberate attack on multiple centers may result in the complete disintegration of the network and structure dysfunctionality.

Therefore, it appears logical that the identification of a network of spatial connections and the recognition of their character (random or scale-free), in the light of the knowledge presented above, is by all means significant for the proper management of the space and its components.

The authors of the study propose an approach of spatial modeling into network structures according to six paths of value combination for the purposes of spatial management and examining its nature. In the light of the theory of six paths proposed in this article, it is important to indicate the role of network structures in spatial analyses, and to indicate certain mechanisms and procedures generating such networks that are important from this perspective. The developed theory is the result of several years of empirical research. In this way, values representing various phenomena and structures of urbanized areas can be modeled and analyzed, including earth crust movements, values representing the level of security, and the quality of landscape in the city [12,32,40–42]. These spatial structure modeling operations are aimed at enabling active planning, development, and management of network structures while maintaining them at a stable level. This theory appears to be a good tool for an integrated approach to sustainable urban development because of its wide approach to data modeling and to studying and measuring the quality of urban space. According to the idea of sustainable development, aspiring to fulfill human needs as well as improving the living conditions of the population cannot lead to the degradation and disturbance of the state of equilibrium in nature [28]. In order to ensure optimal spatial management, in accordance with the principles of sustainable development, this space should be analyzed adeptly. The ability to model space and phenomena taking place within it as a network makes it possible to analyze their structure, determine their nature, and make use of the properties characterizing it. Those new research tools allow us to draw conclusions for the optimal usage of space (management) as well as its protection, especially when the network has a scale-free character.

The aim of the article is to summarize and systematize the research conducted to date, and to define the theory of six value aggregation paths in the field of spatial analyses. In order for the main aim to be achieved, this study focuses on the development of innovative algorithms of network models of structures occurring in the space due to spatial differentiation. The authors also attempted to describe the character of these spatial structures (random or scale-free) and ultimately, to demonstrate the possibilities for the use of these network models’ properties.
2. Development of the Theory of Six Value Aggregation Paths

Space can be modeled as a network structure. It appears that what determines the elements of space to establish connections (i.e., to form a network structure) is its differentiation. Even minimum differences result in the possibility of the delimitation of particular fragments of a space.

In accordance with the above, the authors assumed that the basis for the network organization of the space is its differentiation which generates six types of interactions or connections. On the path of these connections, a smaller neighboring area can form larger regions.

Therefore, the combination of values (spatial data) which represent a space may occur according to the following paths:

- minimum value difference (Section 2.1.1),
- maximum value difference (Section 2.1.2),
- minimum value decrease (Section 2.1.3),
- maximum value decrease (Section 2.1.4),
- minimum value increase (Section 2.1.5),
- maximum value increase (Section 2.1.6).

As already mentioned above, the aim of the study was to develop theoretical foundations for the theory of six value aggregation paths which lead to space agglomeration. The term of space agglomeration describes the process of emergence of larger regions by means of spatial connections of selected objects according to the adopted (or resulting from the natural laws) values or relationships (preferences) [43–45]. Further on in this article, the authors describe in detail the rules for network formation according to the six paths of combining values while reflecting the process of space agglomeration.

2.1. Determination of the Possibilities for Combining Values Representing a Space and the Phenomena Occurring in Them

An analysis of the possibilities for space differentiation indicate that it was possible to distinguish six paths of connection formation—spatial interactions that can be referred to as space agglomeration paths.

The authors stated that the features of a space, characterized by its certain values, result in its differentiation. These features can be natural as well as anthropogenic in nature, which results from the planning decisions of humans. These are the features, properties, or attributes of a space which provide a basis for the organization of the space into larger structures (i.e., regions). An example of spatial data for the formation of a network can be the value assigned to a network node (representing a point or an area), which may represent the population size, the height of an area above sea level, the landscape aesthetic value, or the state of its security specified by separate methods.

Networks comprise elements, and the relationships that link them are similar to systems. These relationships are exactly the interaction of spatial features that leads to the emergence of homogeneous regions due to the relationships that bind them.

In order to develop network models, a network of basic fields of assessment was constructed, in which each field had a test value which represented a phenomenon. A definition of the basic field was described by Hopfer, Cymerman, and Nowak [46] as well as Bajerowski et al. [47]. Sanetra and Cieslak [48] and Lechnio [49] also wrote extensively about the theory of basic fields. For the purpose of analysis, hexagonal basic fields (Figure 1) used in cartographic modeling and cartographic presentation of spatial data (hexbin map) were applied [50].

The differentiation of the space and the values representing it and spatial data generate specific preferences for the emergence of spatial connections, resulting in network growth. In each of the paths presented below, new regions emerge due to the generation of a connection between each field and a field that has a common boundary (a neighboring one) if a particular relationship of value difference increases or decreases. The authors assumed that each field could establish a connection only with one neighboring field. The topic of the complexity of multiple connections will be expanded in a
separate study. When the values that represent a phenomenon occurring within a specific space or area combine according to the rules being described, new regions (areas) emerge. These, in turn, in the next steps of network model development, search for new connections according to the same rules. In this way, subsequent levels of aggregation of values representing specific phenomena occurring within the space emerge.

Figure 1. The stages of network emergence according to the minimum value difference path: (a) the stage of revealing the minimum difference relationship, and (b) the first stage of value aggregation and the emergence of new regions. Source: Own analysis.

2.1.1. Minimum Value Difference Path

The networks (Figure 1) emerged as a result of connecting individual nodes (fields) by finding the relationship of minimum value difference.

The stage of revealing the minimum value difference relationship showed that all fields referred to as nodes of the emerging network established a connection (Figure 1a). This enabled the revealing of stage 1 of aggregation in which 26 new regions emerged (Figure 1b). Characteristics of the number of connections in the structure formed in this way are provided in the table below (Table 2).

Table 2. Characteristics of the structure of networks formed according to the minimum value difference path.

| Number of Regions: 26, Including: | Number of Fields (Nodes) | Number of Connections |
|-----------------------------------|--------------------------|-----------------------|
| Stage 1 of aggregation            |                          |                       |
| 7                                 | 2                        | 1                     |
| 5                                 | 3                        | 2                     |
| 8                                 | 4                        | 3                     |
| 3                                 | 5                        | 4                     |
| 3                                 | 8                        | 7                     |

Source: Own analysis.

No further stages of aggregation occur because no leading fields (nodes) emerged in the regions. Leading fields (nodes) are those which have connections with all the other fields making up this region.
as if attracting them to themselves through the occurrence of value differentiation. Therefore, in the structure formed, 26 network structures of low complexity can be distinguished.

2.1.2. Maximum Value Difference Path

By combining values according to the maximum value difference rule, the stage of revealing relationships also demonstrated that all fields (nodes) found a connection (Figure 2a). This model, similar to the previous one, presents one level of the aggregation of values (Figure 2b).

![Figure 2](image_url)

**Figure 2.** The stages of network emergence according to the maximum value difference path: (a) the stage of revealing the maximum difference relationship; (b) the first stage of value aggregation and the emergence of new regions. Source: Own analysis.

At the first stage of value aggregation, 23 new regions emerged. Characteristics of the structure of networks formed according to the maximum value difference path are provided in Table 3.

**Table 3.** Characteristics of the structure of networks formed according to the maximum value difference path.

| Number of Regions: 23, Including: | Number of Fields (Nodes) | Number of Connections |
|-----------------------------------|--------------------------|----------------------|
| Stage 1 of aggregation            |                          |                      |
| 7                                 | 2                        | 1                    |
| 3                                 | 3                        | 2                    |
| 2                                 | 4                        | 3                    |
| 3                                 | 5                        | 4                    |
| 4                                 | 6                        | 5                    |
| 3                                 | 7                        | 6                    |
| 1                                 | 9                        | 8                    |

Source: Own analysis.

What is characteristic of the minimum and maximum difference paths is the possibility for the emergence of two-way connections. Such a situation can be noted both on the network model (Figure 1) formed according to the minimum difference path (e.g., for the fields with Nos. 2 and 13) and on
the network model (Figure 2) formed according to the maximum difference path (fields with Nos. 5 and 6). By combining values in this way, larger regions are obtained in which a relationship of value differences in both directions can occur on various connections of the same network. This results in the lack of one leading node for establishing further connections. This, in turn, results in the number of aggregation levels smaller than for other paths (described above), and in the emergence of other network structures.

2.1.3. Minimum Value Decrease Path

Connections in this network were generated based on the same principles as those previously described (i.e., to the neighboring field but according to the minimum value decrease principle). The stage of revealing relationships showed that for 84 fields (nodes; Figure 3a), the value decreases minimally and thus forms connections. Therefore, according to this path, stage 1 of aggregation enabled the emergence of 16 new regions (Figure 3b). In the next step of the model development, new regions (and their boundaries) were regarded as new nodes in the network, represented by the leading node’s value (definition in Section 2.1.1, p. 5). The values were combined in this way until the possibilities for a connection were exhausted (i.e., until the values could not be differentiated).

![Figure 3. The stages of network emergence according to the minimum value decrease path: (a) the stage of revealing the minimum value decrease relationship; (b) the first stage of value aggregation; (c) the second stage of value aggregation; (d) the third stage of value aggregation; (e) the fourth stage of value aggregation.](image-url)
The minimum value decrease path revealed four value aggregation stages. Characteristics of the network model are provided in Table 4.

Table 4. Characteristics of the structure of networks formed according to the minimum value decrease path.

| Number of Regions | Number of Fields (Nodes) | Number of Connections |
|-------------------|--------------------------|-----------------------|
| Stage 1 of aggregation | 16 regions emerged (16R) |                        |
| 3                 | 1                        | 0                     |
| 4                 | 2                        | 1                     |
| 1                 | 3                        | 2                     |
| 1                 | 4                        | 3                     |
| 1                 | 5                        | 4                     |
| 1                 | 9                        | 8                     |
| 2                 | 12                       | 11                    |
| 1                 | 13                       | 12                    |
| 1                 | 14                       | 13                    |
| 1                 | 17                       | 16                    |
| Stage 2 of aggregation | (4R)               |                        |
| 1                 | 1                        | 0                     |
| 1                 | 28                       | 27                    |
| 1                 | 33                       | 32                    |
| 1                 | 38                       | 37                    |
| Stage 3 of aggregation | (2R)               |                        |
| 1                 | 39                       | 38                    |
| 1                 | 61                       | 60                    |
| Stage 4 of aggregation | (1R)               |                        |
| 1                 | 100                      | 99 (node No. 76)       |

Source: Own analysis.

It should be noted that the final stage (i.e., the fourth stage of aggregation) resulted in the emergence of one region comprising 100 fields. A node generating a connection with all other nodes emerged (node No. 76).

With such assumptions and test data, a network model with a modular network structure and a maintained connection hierarchy was developed. In this network, since the formed connections have an orientation, it can be concluded that they only exist in one way. This is due to the fact that the minimum value decrease principle does not operate the other way around (e.g., Figure 3a); for example, field No. 2 will connect with field No. 12, but field No. 12 will not connect with field No. 2. Therefore, in the model interpretation, one can note nodes which have no connections at specific aggregation stages and a node which has 99 connections.

This reflects a situation where the orientation of connections generates the “channeling” (aggregation) of the studied phenomenon to nodes of a higher order (leading ones) until the possibilities for connection are exhausted. Network fields (nodes) to which a connection is established, achieve a higher rank in the network structure and become leading nodes that can achieve the degree of a node—the center of a particular network.

2.1.4. Maximum Value Decrease Path

As regards this model, each field searched for a connection according to the maximum value decrease path. In this case, similar to Section 2.1.3, a hierarchical network model with modular structure elements was obtained as well. The network model comprises three stages of aggregation (Figure 4).
The stage of revealing relationships showed that for 84 fields (nodes; Figure 4a), the value decreases maximally and thus forms connections. In the first stage of aggregation, 16 new regions emerged, similar to the path of minimum value decrease (Figure 3b). However, the structure of the connections is different because the principle of connection was different. Characteristics of the network developed are provided in Table 5.

At the third stage of aggregation, three new regions emerged. This means that three leading nodes emerged in the network structure: one node with 14 connections, another one with 26 connections, and the last one with 57 connections. The fourth level aggregated all fields into one region. One node attracting (generating) 99 connections emerged (node No. 76).
Table 5. Characteristics of the structure of networks formed according to the maximum value decrease path.

| Stage 1 of aggregation | Number of Regions | Number of Fields (Nodes) | Number of Connections |
|------------------------|-------------------|--------------------------|-----------------------|
| 16 regions emerged (16R) | 1                 | 1                        | 0                     |
|                        | 2                 | 2                        | 1                     |
|                        | 3                 | 3                        | 2                     |
|                        | 1                 | 5                        | 4                     |
|                        | 2                 | 6                        | 5                     |
|                        | 2                 | 7                        | 6                     |
|                        | 2                 | 9                        | 8                     |
|                        | 2                 | 12                       | 11                    |
|                        | 1                 | 13                       | 12                    |
| Stage 2 of aggregation (3R) | 1                 | 15                       | 14                    |
| Stage 3 of aggregation (1R) | 1                 | 100                      | 99                    |

Source: Own analysis.

2.1.5. Minimum Value Increase Path

This path involves the development of a model of a network and new regions as a result of the generation of a connection of each field, in turn, with a selected neighboring field, according to the minimum value increase path. The regions which emerged due to the revealing of relationships search for new connections according to the same principles. The example provided below shows the emergence of a network in three aggregation stages (Figure 5).

![Figure 5. Cont.](image-url)
Figure 5. The stages of network emergence according to the minimum value increase path: (a) the stage of revealing the minimum value increase relationship; (b) the first stage of value aggregation; (c) the second stage of value aggregation; (d) the third stage of value aggregation. Source: Own analysis.

At the stage of revealing relationships, 92 fields (nodes) found a connection according to the minimum value increase path (Figure 5a). In the first stage of aggregation, eight new regions emerged (Figure 5b). However, the structure of connections is different because the principle of connecting was different. Characteristics of the network developed are shown in Table 6.

Table 6. Characteristics of the structure of networks formed according to the minimum value increase path.

| Stage of aggregation | Number of Regions | Number of Fields (Nodes) | Number of Connections |
|----------------------|-------------------|--------------------------|----------------------|
| 1                    | 1                 | 3                        | 2                    |
| 2                    | 1                 | 4                        | 3                    |
| 3                    | 2                 | 8                        | 7                    |
| 4                    | 2                 | 10                       | 9                    |
| 5                    | 1                 | 15                       | 14                   |
| 6                    | 1                 | 42                       | 41                   |
| 7                    | 1                 | 45                       | 44                   |
| 8                    | 1                 | 55                       | 54                   |
| 9                    | 1                 | 100                      | 99                   |

Source: Own analysis.

The final (i.e., the third) stage of aggregation resulted in the emergence of one region comprising 100 fields. A node generating 99 connections emerged (node No. 45).

2.1.6. Maximum Value Increase Path

In this path, new regions emerged due to the generation of a connection between each field and the neighboring field as a result of maximum value increase. The diagram of the generation of networks and consequently, new regions, according to the maximum increase path is provided in Figure 6.
The above-presented network was developed in four stages (Figure 6). The first stage of revealing the maximum value increase relationship (Figure 6a) enabled the identification of 92 fields which achieved a connection. Thanks to these connections, eight new regions emerged at the first stage of value aggregation (Figure 6b), two at the second stage, and the third stage of aggregation resulted in a connection of 99 nodes to one (field/node No. 45). Characteristics of the network formed along with the number of nodes and connections are provided in Table 7.

The network structure emerging in this way and the emergence of new connections (and, consequently, regions) can also be shown on a laminar model. As an example, Figure 7 shows particular levels of network emergence according to the maximum value increase path.
Table 7. Characteristics of the structure of networks formed according to the maximum value increase path.

| Stage of aggregation | Number of Regions | Number of Fields (Nodes) | Number of Connections |
|----------------------|-------------------|--------------------------|-----------------------|
| Stage 1 of aggregation | 1                 | 4                        | 3                     |
|                      | 1                 | 5                        | 4                     |
|                      | 1                 | 7                        | 6                     |
|                      | 1                 | 9                        | 8                     |
|                      | 1                 | 12                       | 11                    |
|                      | 1                 | 13                       | 12                    |
|                      | 1                 | 15                       | 14                    |
|                      | 1                 | 35                       | 34                    |
| Stage 2 of aggregation | 1                 | 19                       | 18                    |
|                      | 1                 | 81                       | 80                    |
| Stage 3 of aggregation | 1                 | 100                      | 99 (node No. 45)      |

Source: Own analysis.

2.2. Network Models—Random or Scale-Free?

Having analyzed the process of network structure emergence according to the six proposed paths, it can be concluded that the entire structure of individual networks, depending on the specificity of values representing the fields and the path itself, emerges on a various number of aggregation stages. There are so many aggregation stages that the possibilities of connections according to the pre-determined paths and in line with the adopted principles (connection with the neighboring field) can be exhausted. In other words, the nodes represented by particular quantities are combined as long as a particular rule operates.

For the maximum and minimum difference paths, the possibility of combining all nodes into a single network is already exhausted after stage 1 of aggregation. This is due to the fact that at this level (stage 1 of aggregation), leading nodes in individual regions do not emerge for subsequent connections. New regions are formed which are represented in model terms by smaller network structures. For the minimum difference path, these are 26 network structures (Section 2.1.1, Figure 1b). In these structures, the maximum number of connections with a node amounts to seven. On the other hand, as regards the maximum difference path, in the first stage of aggregation 23 network structures, which formed new regions, emerged (Section 2.1.2, Figure 2b). In this case, the maximum number of connections with a node amounted to eight. It can therefore be concluded that at this stage these structures have a nature of random networks represented by normal distributions in which no nodes (i.e., centers) characteristic of scale-free structures can be distinguished. Therefore, these rules have no further application without changing the assumptions in subsequent steps. This is an issue to be addressed in further considerations. It also suggests that these two paths (rules of difference) are different from the subsequent four paths as they generate other rules at higher aggregation levels.
Figure 7. The levels of network emergence according to the path of maximum increase in the spatial interaction indicator (aggregation levels): (a) basic fields with the assigned values that reflect a studied phenomenon; (b) the stage of revealing relationships; in this case, the maximum value increase; (I) the first stage of value aggregation according to the maximum value increase path; (II) the second stage of value aggregation according to the maximum value increase path; (III) the third stage of value aggregation according to the maximum value increase path. Source: Own analysis.
A different situation can be noticed after carrying out an analysis of the other four network structures developed according to the proposed rules of value decrease and increase. The figure provided below shows the distribution of nodes and connections in the structures of networks developed according to the six proposed paths (Figure 8).

![Figure 8. The distribution of nodes and links in the developed network structures. Key: Network models developed according to the paths of (a) minimum value decrease; (b) maximum value decrease; (c) minimum value increase; (d) maximum value increase. Source: Own analysis.](image)

The above distributions reveal the scale-free nature of the networks developed. Nodes are emerging which have a very large number of connections in relation to the majority. In such a structure, it is these nodes called centers that are most important. Their exclusion (destruction or damage) results in dysfunctionality in the operation of the entire network structure.

The structures developed according to the paths of minimum and maximum value decrease have features of a scale-free structure. This is indicated by the occurrence of nodes (i.e., centers or hubs) with a number of connections being much greater than the average (Figure 8a,b). The more connections a node or a center has, the more its weight in the functioning of the entire structure increases.

Moreover, having analyzed two subsequent distributions of nodes and connections (Figure 8c,d), it needs to be concluded that a scale-free structure is emerging in them. This is reflected by the outlying nodes (i.e., the centers of these networks).

Furthermore, nodes emerge that are of a lower weight than leading nodes (i.e., those with an average number of connections as compared to the majority). These nodes are an element that may predispose to the rank of centers. The more centers are present in the network structure, the more its resistance to deliberate attacks (dysfunctionality) increases. Therefore, the intermediate nodes are appropriate components whose rank, as a result of certain operations, may be elevated to that of centers by adding connections to them. A good example is an air connection network (a transport system) in which, due to the emergence of new connections on intermediate nodes and to the elevation of their rank up to that of a center, the entire network structure is more resistant to destruction. A condition for an increase in resistance is the conscious protection of the centers in these networks. Both the centers and intermediate nodes are rare components within the entire network structure.

A very important observation is that in four out of the six proposed paths, networks emerge whose nature is similar to that of scale-free networks. All of the analyzed paths fulfill one of the basic conditions for the emergence of scale-free networks (i.e., the preferential selection of connections). In scale-free networks, a weaker node searches for a stronger one to which it is profitable for it to connect within the structure of the existing network. It was assumed that in the analyzed structures, these nodes would connect to one another in accordance with the six rules.
3. Summary

The authors of the above-described theory assumed that a geoinformation analysis of the space for various purposes may be carried out using network modeling by six paths of value combination:

- minimum value difference (Section 2.1.1),
- maximum value difference (Section 2.1.2),
- minimum value decrease (Section 2.1.3),
- maximum value decrease (Section 2.1.4),
- minimum value increase (Section 2.1.5),
- maximum value increase (Section 2.1.6).

The values that are combined may represent various data. They may be assigned to a point but also to a specific basic field which includes a specific area and has a specific spatial reference. Therefore, the stage of data preparation for network modeling according to the theory of six paths involves the following:

Step 1. Determination of the geoinformation analysis aim and the area under analysis;
Step 2. Superimposition of a network of basic fields of assessment (e.g., hexagons);
Step 3. Determination of values representing individual basic fields of assessment;
Step 4. Network modeling according to the theory of six value combination paths, or according only to the paths that we consider to be appropriate (e.g., the minimum value decrease path);
Step 5. Interpretation of the developed network models (random or scale-free) and an answer to the question about the achievement of the aim.

In the network models obtained in this way, nodes, leading nodes, and centers are distinguished. The most important are the centers of a particular network, as these are the critical points that are crucial to the functioning of the entire structure. These are the ones with the most connections as compared to the entire set. The removal of centers, or even some of them, may result in serious disturbances in the performance of a specific function.

Leading nodes are points of the network which are predisposed to the role of centers; these nodes can become centers through natural development as well as changes in the space and thus in the network structure. They can also transform into centers by means of conscious operations related to a change in the value in a basic field. These operations can be expressed by making changes within the space (i.e., increasing the aesthetic value of the landscape through building restoration, greenery arrangement, etc.) or the value representing the sense of one’s security (e.g., the application of Crime Prevention Through Environmental Design). In the network structures developed in this way, the connections which show with their orientation how the relationships between nodes are formed are important as well.

This theory, as each theory, has its limitations. One is the assumption that new regions emerge due to the generation of a connection between each field and a field that has a common boundary (a neighboring one). Each field can generate only one connection, but there are situations when neighboring fields have the same value. With this assumption we must make our choice of one of them. The situation in which more than one connection will be created leads to an uprising of “common” regions. One node or field belongs to more than one region. The complexity of this kind of model can be considered in the context of fuzzy set theory. This issue is in the research and analysis stage.

The theory of six value aggregation paths in network modeling for spatial analysis assumes that there are six paths of value connection. However, it is possible that along with the research and development of this theory, comparison with other theories and practical modeling, new possibilities (paths) of connections will be discovered.
Example of Application

One example of the application of the described rules of combining values according to the minimum and maximum value increase may be the modeling of recreational paths so that the aesthetic value of the landscape increases up to the points with the highest values (i.e., centers). This value may increase either minimally, which will result in a slower movement of the person walking and using the path, or maximally where the route developed on the basis of this network will lead the person to take the “shortcut” directly to the most attractive point within the area. In this case, the intermediate nodes are points with high, but not the highest, aesthetic values of the landscape. If there is a need to strengthen the network structure, the rank of these intermediate nodes may be elevated, as a result of operations aimed at landscape improvement, to that of centers (i.e., they can be deprived of their scale-free nature). A network with one center will operate differently than one with four centers. The more centers there are within a network structure, the more it is resistant to damage and dysfunctionality.

As regards the modeling of recreational paths, it is also reasonable to apply the path of the landscape aesthetic value minimum decrease. The authors present an example in five steps:

Step 1. Determination of the geoinformation analysis aim and the area under analysis: in this case, the aim of geoinformation analysis is to obtain spatial information about how the aesthetic value of the landscape in the area under study decreases, why it does so and how can this be remedied, and to show how not to plan recreational paths. The area under analysis is located in an urbanized area (a part of the city of Olsztyn in north-eastern Poland) with an area of approx. 120 ha (Figure 9).

Figure 9. The area of analysis. Hexbin map of aesthetic value needed for network modeling. Source: Own analysis in QGis and based on Open Street Map data.

Step 2. Superimposition of the network of basic fields of assessment: a cartographic model presented using a hexbin map shows the basic fields of assessment in the shape of hexagons (a size of 1.5 ha each) (Figure 10).
Step 3. Determination of values representing individual basic fields of assessment: each hexagon presented in Figure 9 has its own number and an estimated aesthetic value of the landscape (the number provided in the central part of each field, on a scale ranging from 5 to 100). The values were estimated using the Wejchert method [47] and the filling in of an urban landscape assessment sheet.

Step 4. Network modeling using the minimum value decrease path (Figures 10–13).

**Figure 9.** The area of analysis. Hexbin map of aesthetic value needed for network modeling. Source: Own analysis in QGis and based on Open Street Map data.

**Figure 10.** The stage of revealing the relationships of the minimum landscape aesthetic value decrease. Source: Own analysis.

**Figure 11.** The first stage of aggregation of the landscape aesthetic value according to the minimum value decrease path. Key: white arrows show how the landscape aesthetic value decreases minimally.

**Figure 12.** The second stage of aggregation of the landscape aesthetic value according to the minimum value decrease path; (a) the combination of values according to the principle of minimum value decrease; (b) new regions.
Step 5. Interpretation of the network models developed, and an answer to the question about the achievement of the aim.

The network model developed based on the rule of minimum decrease in value, in this case, the aesthetic value of a landscape, shows a situation where the landscape aesthetic value decreases minimally in relation to the neighboring fields (Figures 10–13). This enables a very detailed analysis and explanation of even these slight differences in the landscape aesthetic value. Moreover, the fields that are the least attractive locally (i.e., the leading nodes) will be determined as well. By observing them we can pay attention to what makes the aesthetic value of the landscape so low and plan corrective measures. In this case, it will not be important to strengthen the leading nodes but to weaken them by increasing the value in a particular field. The subsequent aggregation levels show new value decrease paths and new nodes (Figures 12 and 13) and ultimately, the center (Figure 13b). In this particular case, the center will be an area with the lowest aesthetic value of the landscape. Further operations
making use of the developed network model and the properties of scale-free network should result in an increase in the landscape aesthetic value in the fields (i.e., in leading nodes) and the center. This will change the network structure and result in a change in connections by forming new leading nodes and centers. The operations related to increasing the landscape aesthetic value and network modeling should be continued until a satisfactory state of the space in the context of recreational path planning is achieved.

A maximum decrease model would present a situation where this value decreases maximally; it would, therefore, show connections within the network with a specific spatial location where, for various reasons, the landscape aesthetic value decreases drastically. It is, therefore, reasonable to develop models in accordance with particular paths individually and to superimpose them on one another in order to carry out subsequent spatial analyses and obtain geoinformation. They can be used for an analysis of the rate of changes in the landscape aesthetic value and the reasons for the decrease. They can also be used for operations aimed at increasing this value.

In order to optimally manage the landscape aesthetic value and, thus, increase city dwellers’ comfort of life, it appears reasonable to make use of all six value combination paths. The minimum and maximum difference paths show where the landscape value changes very little and where a significant change in relation to the neighborhood occurs. Part of the information which is revealed by these two paths is also shown in the remaining four paths related to value decrease and increase; the difference is that the different paths may show both an increase and decrease in the value. Such a model shows the rate of changes in landscape values and is a good tool to support planning and prediction of the space states, which allows the space to be used more optimally and erroneous decisions to be avoided, and thus enables the costs of error repairs to be avoided.

4. Conclusions

Spatial interactions that generate the network structure of the space, as a preference type, may result in the emergence of spatial scale-free networks. By modeling the space in this way and analyzing the model, the evolution of the network structure can be, within a specified scope, controlled. These operations include the formation of new nodes and connections and the use of network properties depending on what their character is (random or scale-free) and their structure (e.g., modular or hierarchical).

As for scale-free networks, the establishment of connections between objects takes place, in a sense, without spatial limitations. A spatially separated object (with no common “boundary”) may establish a connection with another one; examples include air connection networks, Internet networks, or social cooperation networks.

As regards the emergence of spatial networks forming compact regions, these connections must be made in relation to the immediate neighbors on the agglomeration path. The preferential selection applies as in scale-free networks and is carried out according to the rules of the six value aggregation paths described and defined in this article yet is oriented towards the neighboring objects (areas).

The first two rules of aggregation of a minimum and maximum difference generate only one aggregation level and do not result in the emergence of one hierarchical network with modular network characteristics. These rules model particular values to form them into small networks of a random nature, in which no centers can be distinguished. These models can be used to carry out preliminary analyses and to show where the values representing the state of the space change very little, and where a significant change occurs in relation to the neighborhood. Unlike the rules related to a value decrease or increase, the rule of value difference, irrespective of whether minimum or maximum, always applies.

The four subsequent four aggregation rules in the modeling of planning space network structures related to the increase and decrease in the values being modeled enabled the development of network models whose nature is similar to that of scale-free networks. This indicates the power-law distribution of nodes and connections, and the possibility of the identification of centers within the structures of these networks.
The proposed methods for modeling spatial data described above enable the imaging of not only a stable picture of the state of the space but also changes in the states of this space. In this way, it is possible to cartographically image (model) the distribution of values of interesting issues related to the state and management of the space (e.g., the landscape aesthetic value, real estate value, noise level, safety level, and the space investment level). An added value of modeling according to the six proposed paths is the indication of relationships between the data being modeled, which provides additional geoinformation and enables additional conclusions to be drawn. Moreover, it provides answers not only to the question “where?” but also “why?” and “what to do with it?” Such modeling also allows the scale-free network features to be used to identify centers within the network (i.e., the most important nodes) for the operation of the entire structure.

Subsequent studies will involve the application of the six described rules of aggregation paths for geodata modeling and the development of complex models. The utility of the application of combined models based on the geoinformation they provide will then be assessed.

The models developed according to the theory described above present the quality of urban areas in its various versions. The theory of six paths of value combination includes the new measuring tools and methods which can have an impact on the quality of life and minimize the costs of bad design or spatial destruction. They are also a proper tool for the sustainable development of urban areas.
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