Recognition of Hand Gesture Sequences by Accelerometers and Gyroscopes
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Abstract: The objective of this study is to present novel neural network (NN) algorithms and systems for sensor-based hand gesture recognition. The algorithms are able to classify accurately a sequence of hand gestures from the sensory data produced by accelerometers and gyroscopes. They are the extensions from the PairNet, which is a Convolutional Neural Network (CNN) capable of carrying out simple pairing operations with low computational complexities. Three different types of feedforward NNs, termed Residual PairNet, PairNet with Inception, and Residual PairNet with Inception are proposed for the extension. They are the PairNet operating in conjunction with short-cut connections and/or inception modules for achieving high classification accuracy and low computation complexity. A prototype system based on smart phones for remote control of home appliances has been implemented for the performance evaluation. Experimental results reveal that the PairNet has superior classification accuracy over its basic CNN and Recurrent NN (RNN) counterparts. Furthermore, the Residual PairNet, PairNet with Inception, and Residual PairNet with Inception are able to further improve classification hit rate and/or reduce recognition time for hand gesture recognition.
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1. Introduction

Hand gesture recognition is a technique for the mathematical interpretation of hand movements by computers. It can be used to facilitate the interaction between human and computer. Gesture recognition has been found to be effective for applications such as devices control, entertainment, health care, and education. Hand gesture recognition approaches can be separated into two classes: Vision-Based Recognition (VBR) algorithms [1–4] and Sensor-Based Recognition (SBR) algorithms [5–16]. The VBR algorithms perform gesture recognition from images captured by a camera. Although accurate classification is possible, high computation efforts may be required to extract information from images for both training and inference operations.

The SBR algorithms are based on sensors other than camera. Commonly used sensors include accelerometers [5,6], gyroscopes [7,8], photoplethysmography (PPG) [9], flex sensors [10], electromyography (EMG) [11], Radio Frequency IDentification (RFID) [12,13], WiFi Channel State Information (CSI) [14–16], and the fusion of these sensors. In some SBR-based studies, high classification accuracy for gesture recognition has been observed. However, many of these techniques do not support the recognition of a sequence of gestures. Only isolated gestures can be recognized.
Furthermore, some SBR techniques are based on Dynamic Time Warping (DTW) [7] technique for gesture recognition, which may incur high computation complexities. The Recurrent Neural Networks (RNNs) [17] and its variants such as Long Short Term Memory (LSTM) algorithm [18] have been found to be effective [8,19] for the recognition of gesture sequences with low computation costs. Nevertheless, because of the inherent gradient vanishing problem, the algorithms may not be able to effectively exploit the long term dependency of the sensory data. The dependency may be beneficial for accurate recognition when slow gesture movements are observed.

In addition to RNNs, feedforward networks such as Convolutional Neural Networks (CNNs) [17,20] can be used for hand gesture recognition. The One-Dimensional (1D) CNNs have been found to be effective for a number of applications such as the classifications of ECG signals [21], human activities [22], and internet traffic [23]. Gesture recognition based on basic 1D CNNs may achieve high classification accuracy when the kernel sizes and/or the depth of the network are large. However, in these cases, the computation complexities for inference may also be high. Although the computation load can be alleviated by lowering the kernel sizes and/or the depth of the network, the coverage area of receptive field will then become small. Consequently, the classification error may become large because the long term dependency may not be effectively exploited with a small receptive field. The WaveNet [24,25] can be used to solve the problem. It is based on dilated convolution operations for the growth of receptive field with low computational complexities. However, the WaveNet is used for signal generation with additional autoregression operations. Direct applications of WaveNet to hand gesture recognition may then be difficult.

The objective of this study is to present novel SBR algorithms and systems based on feedforward neural networks for effective recognition of a sequence of hand gestures. The proposed algorithms have the advantages of high classification accuracy and low computation complexities. They are based on basic accelerometers and gyroscopes commonly used in smart phones or devices. This may facilitate the deployment of the algorithms to large varieties of the applications in smart devices.

The proposed feedforward algorithms are based on the PairNet [26] featuring large receptive field and simple inference process. The PairNet is implemented by configuring the CNN with a kernel size of two and a stride size of two. The corresponding CNN operations can be regarded as the simple pairing operations, where the input sequences to each convolution layer can be separated into non-overlapping pairs. The operations for each pair are determined by the weights associated with the kernels. Because of the simplicity of the operations, a deep CNN based on PairNet algorithm can then be easily formed for high classification accuracy with low computation time as compared with the basic CNN.

Although the PairNet has a simple structure, it may have large depth for full coverage of a single gesture. However, the classification accuracy may be saturated as the depth increases. One approach to further improve the performance is the employment of short-cut connections [27–29] for some layers. This may be beneficial for providing a good reference for effective training and inference at these layers [27]. The resulting network, termed Residual PairNet, has superior classification accuracy over the PairNet and basic CNN. Similar to the PairNet, the Residual PairNet has low computational complexities as compared with basic CNN.

The performance of the feedforward algorithms can be further improved. This is based on the observation that sensory data produced by accelerator and gyroscope may possess both slow and rapid variations dependent on the hand movements. Consequently, the employment of inception modules [20,30–32] consisting of different sizes of kernels at the same layer may be beneficial for efficient capturing of gesture features. Furthermore, while having superior classification accuracy, the PairNet with inception is able to lower the computation costs of the PairNet. This is because dimensionality reduction can be carried out in the inception modules for lowering the number of weights [30]. Similarly, the residual PairNet can also operate in conjunction with inception. The employment of short-cut connections and/or inception modules to PairNet provides flexibilities
to the feedforward networks for varying requirements on classification accuracy, computation costs, and design complexities.

To demonstrate the effectiveness of the proposed feedforward algorithms, a smart home system was built, where the home appliances can be controlled remotely by hand gestures. The sequences of hand gestures were acquired by smart phones, and were delivered to the embedded systems in the home appliances for gesture recognition. The trained neural network models were deployed in the embedded systems so that sequences of hand gestures can be recognized in real-time. Experimental results reveal that the proposed algorithms are able to carry out real-time gesture recognition on embedded devices with only limited computation capacity. Furthermore, they have superior classification accuracy over existing works. They are therefore well-suited for the implementation of light-weight smart human–computer interfaces where the only sensors used are for hand gesture recognition.

The remaining parts of this paper are organized as follows. Section 2 reviews some advanced works for gesture recognition. Section 3 presents the proposed gesture recognition systems. The PairNet algorithm is studied in detail. The augmentation of short-cut connections and inception modules to the PairNet are also discussed. Experimental results of the proposed feedforward networks are then presented in Section 4. Finally, Section 5 includes some concluding remarks of this work.

2. Related Works

VBR approaches can be separated into two classes: data-driven and model-based. The data-driven methods [1–4] are based on the appearance of gesture images. The gestures are classified by relating the appearance of any gesture to the appearance of pre-defined gestures. Basic model-based methods [33] can be adopted for 3D hand tracking/recognition and 3D gesture estimation. Hand model fitting operations are usually required for the tracking of hand motion. As cameras are required for VBR approaches, computational complexities for these approaches may be high.

Many existing SBR methods are data-driven. A common feature of some SBR-based techniques is that they are based on wearable sensors such as PPG sensors [9], flex sensors [10], and EMG sensors [11] for attaining high recognition accuracy. However, the systems with wearable sensors demand users to take extra devices for gesture recognition. These techniques may then be intrusive, because the devices sometimes are obstructive and inconvenient for gesture actions. This could undermine the quality of user experience.

An alternative to wearable sensors is based on RFIDs for the location-sensing of hand gestures. The techniques in [12] carry out the tracking of motion patterns of RFID tags for gesture recognition. Although high accuracy can be achieved, users are still required to wear tags. To alleviate user intrusiveness, the RFID tags and readers were deployed in a fixed location in the study [13]. The recognition is then based on the fact that when gestures are performed in front of tags, the movement information of the gestures can be extracted by the resulting phases of the RFID signals. Although there is no demand for wearing sensors, gesture recognition can only take place in locations where RFID tags and readers are properly deployed.

Another approach for gesture recognition with no user intrusiveness is based on the CSI information from commercial WiFi. It is known that fluctuation of WiFi signals can be observed by human actions. Variation statistics such as variance and correlation coefficients [14] have been found to be beneficial for the detection of human activities. However, the detection performance may be limited by the random noises and/or WiFi channel variations. Furthermore, it may be difficult to carry out accurate gesture classifications from the simple statics. Approaches based on deep learning in [15,16] are proposed to solve the problem. By the incorporation of RNN and its variants such as LSTM, the features of gestures can be effectively extracted, and accurate recognition can be achieved at the presence of noises. However, similar to their RFID counterparts [12,13], the performance of WiFi CSI-based techniques may be dependent on the deployments of WiFi transmitters and receivers in an indoor environment.
As compared with existing SBR-based algorithms, the proposed algorithms have a number of advantages. The first is that they are not user intrusive. Sensors commonly available in smart phones such as accelerometers and gyroscopes are adopted for gesture recognition. Therefore, only a single smart phone is needed for gesture recognition without additional wearable sensors and/or devices. Furthermore, the proposed algorithms provide higher flexibilities for the deployment of gesture recognition systems as compared with the existing RFID and WiFi techniques. The acquisition of sensory data is performed in the smart phone locally from its accelerometers and gyroscopes. The acquired sensory data can be delivered to any external devices accessible by Internet for gesture inference. Therefore, in the proposed algorithms, gesture recognition can take place in either indoor or outdoor environments, wherever Internet access is available.

3. The Proposed Gesture Recognition Algorithms and Systems

In this section, we first give an overview of the proposed gesture algorithms and systems. The four feedforward neural networks (i.e., PairNet, Residual PairNet, PairNet with Inception, and Residual PairNet with Inception) are presented separately in the subsequent subsections. We then consider the issues for the training data collection for the algorithms, which is followed by the applications of the algorithms such as the remote control systems for home appliances. To facilitate the understanding of the discussions in this study, Table 1 includes a list of frequently used symbols.

| Symbol | Meaning |
|--------|---------|
| $A$    | The path of the sensory data. Each individual index along the path is the index of the gesture having highest probability at its corresponding time step. |
| $a_t$  | The index of the gesture having the largest probability at time step $t$. It is the $t$-th component of $A$, $t = 1, \ldots, T$. |
| $K$    | Number of different gestures in the input sensory data sequence $X$. |
| $M$    | Number of elements in each input sample $x_t, t = 1, \ldots, T$. |
| $N$    | Length of input window $X_t$. |
| $Q$    | Number of gesture classes. |
| $R$    | Classification results. |
| $r_k$  | The $k$-th element of classification results $R, k = 1, \ldots, K$. |
| $T$    | Length of the input sequence $X$ and output sequence $Y$. |
| $X$    | Input sensory data sequence. |
| $X_t$  | Input window with central component $x_t$. |
| $x_t$  | The sample at time step $t$ of input sensory data sequence $X, t = 1, \ldots, T$. |
| $Y$    | Gesture spotting results. |
| $y_t$  | The sample at time step $t$ of gesture spotting results $Y, t = 1, \ldots, T$. |
| $y_{t,j}$ | The $j$-th element of $y_t$, $j = 1, \ldots, Q, t = 1, \ldots, T$. |

3.1. Overview

As shown in Figure 1, the proposed gesture recognition algorithms can be separated into two parts: feedforward neural networks and Maximum A Posteriori (MAP) estimation. The feedforward networks take sensory data as input. Examples of sensory data include the data produced by accelerometers and/or gyroscopes. Based on the input data, the feedforward neural networks carry out the gesture spotting operations. Given the spotting results, the MAP estimation is then performed to obtain the final classification outcomes.
Figure 1. The overview of the proposed gesture recognition system, where $X$, $Y$, and $R$ denote the input sensory data, gesture spotting results, and classification results, respectively.

Let $X = \{x_1, x_2, ..., x_T\}$ be an input sensory data sequence for the recognition of a hand gesture sequence containing $K$ different gestures back-to-back. Each of the $K$ gestures belongs to one of the pre-defined $Q$ gesture classes. Each $x_t$, $t = 1, 2, ..., T$, is the sample of the sequence $X$ acquired at time step $t$, and $T$ is the length of the sequence. There are $M$ elements in each sample $x_t$ of the data sequence $X$. The dimension $M$ is dependent on the sensors for the gesture recognition. For example, when both 3-axis accelerometer and 3-axis gyroscope are used, each sample $x_t$ contains six elements, and therefore $M = 6$. However, when only one of the sensors is used, $M = 3$. Let $Y = \{y_1, ..., y_T\}$ be the results produced by a feedforward neural network, where $y_t$ is the output of the network at time step $t$. There are $Q$ elements in each output $y_t$. Let $y_{t,j}$ be the $j$-th element of $y_t$, $t = 1, ..., Q$. The activation function associated with $y_t$ is the softmax activation function. We then can view $y_{t,j}, j = 1, ..., Q$, as the probability of the occurrence of gesture class $j$ at the time step $t$.

Figure 2 shows the operations of a feedforward network on $X$ for producing $Y$. Starting from $t = 1$, the feedforward network produces $y_t$ based on $X_t$ for each $t$ until $t = T$ is reached, where $X_t$ is an input window with length $N$. The central component of $X_t$ is $x_t$. This allows for the full exploitation of correlation among neighboring samples of $x_t$ at expense of higher latency for acquiring the input window $X_t$. Although causal operations are possible, only the correlation in the past neighboring samples of $x_t$ is exploited. Because the full utilization of correlation among neighboring samples is important for accurate gesture spotting, causal operations are not considered. Note that, when $t < N/2$ or $t > T - N/2$, parts of $X_t$ is outside $X$. These parts are filled with zeros.

After $Y = \{y_1, ..., y_T\}$ is available, post-processing operations are required to produce the final classification results. With the a priori knowledge of the number of gestures $K$ contained in the input sensory data $X = \{x_1, ..., x_T\}$, the goal of the post-processing operations is to find the set of indices $R = \{r_1, ..., r_K\}$ of the gestures, where $r_k$ is the index of the $k$-th gesture appears in the sensory data $X = \{x_1, ..., x_T\}$. The selection of $K$ is dependent on the number of different gesture sequences required for an application. Under the restriction of no occurrence of repetitive gestures, there are at most $Q \times (Q - 1) \times \cdots \times (Q - (K - 1))$ different gesture sequences.
Let \( a_t \) be the index of the gesture having the largest probability at time step \( t \). That is,

\[
a_t = \arg\max_{1 \leq j \leq Q} y_{t,j}.
\]  

(1)

We call \( A = \{a_1, ..., a_T\} \) the path of the sensory data, where each individual index along the path is the index of the gesture having highest probability at its corresponding time step. The computation of final classification outcome \( R \) is based on the probability model

\[
\text{Prob}(C/A) = \prod_{k=1}^{K} \text{Prob}(c_k/A),
\]

(2)

where \( C = \{c_1, ..., c_K\} \) is a possible classification outcome, and \( c_k \) is the index of the \( k \)-th gesture of \( C \). The probability \( \text{Prob}(c_k/A) \) is estimated by

\[
\text{Prob}(c_k/A) = \frac{|I_{c_k}|}{T},
\]

(3)

where

\[
I_{c_k} = \{a_t : a_t = c_k\},
\]

(4)

and the size of \( I_{c_k} \) is denoted by \( |I_{c_k}| \). The final classification result \( R \) is then the \( C \) maximizing \( \text{Prob}(C/A) \). That is,

\[
R = \arg\max_{C \in S} P(C/A),
\]

(5)

where \( S \) denotes the set of all possible classification outcomes.

From (2) and (3), the search process in (5) is equivalent to the identification of gestures having top-K occurrence. The classification results \( R = \{r_1, ..., r_K\} \) are then obtained from these gestures according to their locations in the path \( A \). Figure 3 shows an example of mapping from the path \( A \) to the classification results \( R \) for the recognition of three gestures (i.e., \( K = 3 \)). In this example, based on the results of the feedforward neural network, the operations in (1) produces index values 1, 3, 4, 6, or 7. The locations of the corresponding intervals \( I_1, I_3, I_4, I_6, \) and \( I_7 \) are revealed in Figure 3. The top-three largest intervals are \( I_1, I_3, \) and \( I_6 \). The set of gestures having the top-three occurrences then contains Gesture 1, Gesture 3, and Gesture 6. Their order of occurrence along the path \( A \) is Gesture 3, Gesture 6, and Gesture 1. Consequently, \( r_1 = 3, r_2 = 6, \) and \( r_3 = 1 \).

![Figure 3](image_url)

**Figure 3.** An example of mapping from path \( A = \{a_1, ..., a_T\} \) to final classification outcome \( R = \{r_1, r_2, r_3\} \) for the recognition of three gestures (i.e., \( K = 3 \)). In this example, \( r_1 = 3, r_2 = 6, \) and \( r_3 = 1 \).
The feedforward neural network in the proposed system could be a basic CNN, or the PairNet, Residual PairNet, PairNet with Inception, or Residual PairNet with Inception. They are presented separately in the following subsections.

3.2. PairNet

As shown in Figure 4, the PairNet is a 7-layer CNN, where layers 1–5 are convolutional layers. Layer 1 is the convolutional layer with stride size 1 and kernel size $1 \times 3$. We can observe from Figure 4 that the input data to layer 1 is $X_t$ with length $N = 50$. Recall that $X_t$ is a window from the sensory data $X$, where each sample contains $M = 6$ elements. We therefore view $X_t$ as a set of six 1D sequences, where the $i$-th 1D sequence is formed by the $i$-th element of samples of the sensory data in $X_t$, $i = 1, \ldots, 6$. In this study, each 1D sequence is termed a channel. Therefore, the number of input channels is six. Layer 1 produces a set of 128 1D sequences. The number of output channels for layer 1 is then 128. From Figure 4, we see that the length of each 1D sequence (i.e., channel) is 48.

![Figure 4](image)

**Figure 4.** The parameters of the PairNet. The dimension of each sample of $X_t$ is 6 ($M = 6$). Therefore, there are six channels. Each channel has a length of 50. Layer 1 is a convolution layer with kernel size $1 \times 3$ and stride size 1. The output length therefore is 48. Layers 2–5 are also convolution layers with kernel size $1 \times 2$ and stride size 2 for pairing operations. The output lengths of Layers 2–5 are then 24, 12, 6, and 3, respectively. Layer 6 is an average pooling layer averaging three elements to a single one. The number of gestures to be classified is $Q = 11$. Layer 7 is a fully connected layer producing 11 outputs.

The output sequences produced by layer 1 then serve as the input sequences to layer 2, which in turns propagates its computation results to subsequent layers. For layers 2–5, the stride size is 2, and kernel size is $1 \times 2$. The corresponding convolution operations can be viewed as a pairing operations, where each of the input 1D sequences are separated into disjoint pairs (due to a stride size of 2), and each pair operates independently in accordance with the kernel weights (due to kernel size $1 \times 2$). The pairing operations then produces output channels half the length of the input channels to that layer. Although the length of channels decrease as the data propagate through the network, we retain or increase the number of channels so that sufficient features can be extracted for final classification. In fact, there are 128 output channels at layers 2 and 3, and there are 256 output channels at layers 4 and 5.

When we only consider the length of channels at each layer, the structure of PairNet therefore is pyramid-like, as shown in Figure 5. The output channels produced by the layer 5 are located on the top of the pyramid. At the layer 6, the average pooling operations are then carried out over these output channels. The resulting data are subsequently flattened, and served as inputs to the fully connected layer with softmax activation function for the final classification results at layer 7.
Figure 5. The structure of PairNet. In this example, the length of $X_t$ is $N = 50$. There are seven layers in the network. Layer 1 is a basic convolution layer. Layers 2–5 are convolution layers supporting pairing operations. Layers 6 and 7 are pooling layer and fully-connected layers, respectively.

3.3. Residual PairNet

The performance of the PairNet can be improved by the employment of short-cut connections in the network. The resulting network is termed residual PairNet in this study. Figure 6 shows an example of the Residual PairNet accommodating short-cut connections. By comparing Figure 4 with Figure 6, we can see that the Residual PairNet has two short-cut connections. The first short-cut connection is from the output of Layer 1 to the output of Layer 3. The second one is from the input of Layer 4 to the output of Layer 5.

Figure 6. The parameters of the Residual PairNet. The input $X_t$ has the same dimension and number of channels as those of the input of PairNet. The network contains seven layers and two short-cut connections. Two zero-padding modules are also included for the combination of the short-cut connections with the convolutional layers. Layers 1–5 are convolution layers. Layer 6 is the average pooling layer. The number of gestures to be classified is $Q = 11$. Layer 7 is a fully connected layer producing 11 outputs.
It can be observed from Figure 6 that the short-cut connections should be combined with the convolution layers for enhancing the performance of the network. To implement the combination, the length of the short-cut connections and the length of output of convolution layers should be identical. Because the pairing operations in the convolution layers reduce the length of their outputs, zero padding operations are included for the compensation of the length reduction in our design.

For example, the length of the first short-cut connection is 48. The length of the output of the Layer 3 is only 12. Therefore, a module is included to increase the length of the output of Layer 3 from 12 to 48 by padding zeros to the end of the output of Layer 3. In this way, the path can be combined with the first short-cut connection, as shown in Figure 6. Similarly, another zero padding module is employed at the output of Layer 5 to facilitate the combination of this path with the second short-cut connection.

In addition to the path length of the short-cut connection, we may need to take the number of channels into consideration for the combination of short-cut connection and convolution layers. This is particularly true for the second short-cut connection. It originates at the path with only 128 channels. Furthermore, it needs to be combined with the path containing 256 channels. This discrepancy can be solved by the employment of the convolution module with kernel size $1 \times 1$. There are 128 input channels and 256 output channels for the module. We can then see from Figure 6 that the number of channels at the output of the module is the same as that of the target path for combination. The integration of the short-cut connections to the PairNet can then be carried out.

### 3.4. PairNet with Inception

Another technique for the improvement of the PairNet technique is the incorporation of an inception module. As shown in Figure 7, the inception module is located at layer 5 of the network. The architecture of the inception module is revealed in Figure 8, which contains four paths. Each path is associated with convolution modules, average pooling module, and/or a zero-padding module. The convolution modules at different paths have different kernel sizes. In this way, features of hand gestures with slow or fast movements can be effectively captured by the modules.

**Figure 7.** The parameters of the PairNet with Inception. The input $X_t$ has the same dimension and number of channels as those of the input of PairNet. The network contains seven layers, where layers 1–4 are convolution layers. The inception module is located at layer 5. The architecture of inception module is revealed in Figure 8. Layer 6 is the average pooling layer. The number of gestures to be classified is $Q = 11$. Layer 7 is a fully connected layer producing 11 outputs.

An additional advantage of the inception module is that it has lower size of weights. Consequently, its computation complexity is lower than that of the other feedforward counterparts. The superior computation efficiency can be observed from Figure 8 that each convolution module in the inception module carries out the dimension reduction operations. That is, each convolution modules has lower number of output channels as compared with its number of input channels. In this way, the number of weights of the network may be effectively lowered. This may be beneficial for reducing the number of addition and multiplications.
Figure 8. The parameters of the Inception module, which consists of four paths. Each path is associated with convolution modules, average pooling module, and/or a zero-padding module.

3.5. Residual PairNet with Inception

The employment of short-cut connections and inception module may have the advantages of both high classification accuracy and low computational complexities. An example of the design is shown in Figure 9, where both the inception module and short-cut connection are located at layer 5 of the network. Figure 10 shows the architecture of the inception module with short-cut. There are three paths in the module, where one of the paths serves as the short-cut. This allows layer 4 to be directly connected to layer 6. The remaining two paths contain convolution modules and a zero-padding module.

Figure 9. The parameters of Residual PairNet with inception. The input $X_t$ has the same dimension and number of channels as those of the input of PairNet. The network contains seven layers, where the inception module with short-cut connection is located at layer 5. The architecture of inception module is revealed in Figure 10. The number of gestures to be classified is $Q = 11$. Layer 7 is a fully connected layer producing 11 outputs.
Figure 10. The parameters of the inception module with short-cut. It contains three paths. The top path is the short-cut for connecting the output of layer 4 to the input of layer 6. The remaining two paths are convolution modules and zero padding operations.

By comparing Figures 5, 7 and 9, it can be observed that the major difference among PairNet, Pairnet with Inception, and Residual PairNet with Inception is at layer 5. For the PairNet, only a single convolution module is employed at that layer. By contrast, inception module is adopted at layer 5 for Pairnet with Inception and Residual PairNet with Inception. Therefore, the PairNet may have inferior classification accuracy with larger size of weights as compared with the other two. Furthermore, because the Residual PairNet with inception contains short-cut connections, it may has highest classification accuracy among the three algorithms.

3.6. Gesture Data Collection for Training

Because this study aims to recognize a sequence of \( K \) gestures, a basic approach for the collection of training sequences for the proposed algorithms is to require each sensory data sequence for training should contain \( K \) different gestures. A drawback of this approach is that the proposed algorithms should be re-trained when the applications for other lengths of gestures \( K \) are desired. In addition, the collection of the training sets should also be carried out again when different number of gesture classes \( Q \) are adopted for the new applications. The reusability of the neural network models and/or the training data are low. Furthermore, large efforts are required for accurate labeling of \( K \) gestures for each sensory data sequence.

To improve the reusability of neural network models and training data for gesture sequences with different lengths of gestures \( K \) and/or different number of gesture classes \( Q \), each sensory data sequence for training contains only a single gesture. Since there are \( Q \) gesture classes, the training set can be separated into \( Q \) subsets. The sensory data sequences belonging to the same subset represent the same gesture. All the training sequences in the \( Q \) subsets should be involved in the training of the proposed algorithms. The resulting neural network models can be applied to the recognition of gesture sequences with different \( K \) values, where \( K \) is known a priori. The same neural network models can then be re-used even though \( K \) varies. When the incorporation of new gesture classes or removal of existing gesture classes are desired for the new applications, the training subsets common to the new and original applications can be re-used. Consequently, the reusability for the neural network models and training sets can be improved. Moreover, because each training sensory sequence represents only a single hand gesture, the efforts for labeling can be minimized.

3.7. Gesture-Based Remote Control System for Home Appliances

The proposed algorithms can be effectively used for SBR applications. Figure 11 shows an example of the applications, where the home appliances such as a TV, air conditioner, and music player in a smart home can be remotely controlled by the sensory data of hand gestures acquired by mobile phones. It is assumed that the mobile phones are equipped with accelerators and gyroscope. We developed a mobile application (APP) for the smart phones for capturing the sensory data, and deliver the data via Wifi to external devices.
Figure 11. The proposed gesture-based remote control system for home appliances: (a) the training system for dynamic gesture recognition; (b) real-time gesture recognition system for the remote control of home appliances.

During the training phase, the sensory data acquired by smart phones serve as the training data. The data are delivered to a dedicated server for subsequent annotation and algorithm training. After the training operations are completed, the resulting neural network models are stored in an embedded system for online gesture recognition. It is preferable that the embedded system has a small size and low power consumption so that it can be easily attached to home appliances for the action control. A typical example would be a Raspberry Pi computer. During the inference phase, the sensory data captured by smart phones are sent to the embedded systems, which carry out the gesture recognition based on the trained neural models. The recognition results are then translated into action commands for home appliances.

Because the APP responsible for sampling sensory data is deployed in the smart phone, our system is able to carry out the recording of sensory data in parallel with human gesture actions. In fact, the APP is able to directly acquire the samples produced by accelerometers and gyroscopes of the smart phone, and deliver the data immediately over WiFi to the embedded system responsible for inference. After the human actions are completed, the embedded system has all the sensory data for classification. Inference time is then simply the computation time of neural networks producing the classification results. No additional waiting time for acquiring sensory data at sampling rate is required.

To implement the gesture-based remote control system in a smart home, a set of $Q$ gesture classes needs to be pre-defined. Figure 12 shows an example of 11 gesture classes (i.e., $Q = 11$) for the implementation of the system. The gestures in each class actually involve entire arm motions, not only upper limb ones. Based on the set, Table 2 shows examples of the gesture sequences and their actions for various home appliances. For each gesture sequence, its order revealed in Table 2 should be followed. As shown in these examples, each sequence for actions contains two gestures (i.e., $K = 2$). In addition, the sequences used as Personal Identification Numbers (PINs) for home appliances authentication contain three or four gestures (i.e., $K = 3$ or $K = 4$), dependent on the home appliances.
Figure 12. The eleven gesture classes considered in the smart home system in this study.

Table 2. Examples of the gesture sequences and their actions for various home appliances. Each sequence of actions contains two gestures. Each sequence has a personal identification number (PIN) for home appliances’ authentication contains three or four gestures. The definition of gestures are shown in Figure 12.

| Gesture Sequences | Actions     | Gesture Sequences | Actions     |
|-------------------|-------------|-------------------|-------------|
| TV                |                 | TV                |             |
| Gest. 5+1         | Volume Up     | Gest. 5+2         | Volume Down |
| Gest. 5+3         | Prev. Chan.   | Gest. 5+4         | Next Chan.  |
| Gest. 5+6         | Power On/Off  | Gest. 5+7         | Record On/Off |
| PIN for TV        | Gest. 11+i+j, i ≠ j ≠ 11 | Authentication |             |
| Air               |                 | Air               |             |
| Gest. 8+1         | Temp. Up       | Gest. 8+2         | Temp Down   |
| Cond. (AC)        | Air Vol. Up    | Gest. 8+4         | Air Vol. Down |
| Gest. 8+3         | Power On/Off   | Gest. 8+7         | Func. Sel.  |
| Gest. 8+6         | Authentication |             |             |
| PIN for AC        | Gest. 3+i+j+k, i ≠ j ≠ k ≠ 3 | Authentication |             |
| Music             |                 | Music             |             |
| Gest. 9+1         | Volume Up      | Gest. 9+2         | Volume Down |
| Player (MP)       | Pre. Song      | Gest. 9+4         | Next Song   |
| Gest. 9+3         | Power On/Off   | Gest. 9+7         | Source Sel. |
| Gest. 9+6         | Authentication |             |             |
| PIN for MP        | Gest. 11+i+j, i ≠ j ≠ 11 | Authentication |             |

4. Experimental Results

This section presents some experimental results for the proposed gesture recognition algorithms and systems. We implemented a gesture-based remote control system for home appliances, shown in Figure 11. The evaluation is then based on the system. There are eleven gesture classes (i.e., Q = 11), where each gesture class is defined in Figure 12. The gesture sequences to be classified are listed in Table 2. They have lengths of two, three, or four (i.e., K = 2, 3, or 4) dependent on the types of home appliances, actions, or PIN. To facilitate the evaluation, a JAVA-based APP was built on the smartphones for gesture capturing and delivery. We adopted a Samsung Galaxy S8 and HTC ONE M9 for the experiments.

The training of feedforward neural networks was carried out offline by Keras [34] with backend TensorFlow. The server for the training was a personal computer with an Intel I7 CPU and NVIDIA GTX 1070 GPU. Raspberry Pi 3 computers are adopted as the embedded systems attached to the home appliances. A python-based inference system is deployed in each embedded system. It is built from the neural network model acquired from Keras after training operations are completed. The inference system is capable of receiving the sensory data from smart phones for real-time dynamic gesture recognition.

All the gesture sequences for training and testing were captured by accelerometers and gyroscopes associated with the smart phones. The sensors were capable of measuring acceleration and angular velocity in three orthogonal axes, respectively. Therefore, the dimension of each sample \( x_t \) was \( M = 6 \). Figures 13 and 14 show the samples of waveforms produced by gyroscopes and accelerometers of the
smart phones for each gesture class in Figure 12, respectively. The sampling rate was 50 samples/s. Although a large number of classes was considered in our experiments, it can be observed from Figures 13 and 14 that different gesture classes have different waveforms produced from gyroscopes and/or accelerometers. The employment of the sensors would then be beneficial for the accurate classification of the gestures. Furthermore, we can also see from Figures 13 and 14 that some of the waveforms exhibit small and fast vibrations. These may be due to unstable and/or shaking hands. It would then be essential for the proposed algorithm to accurately classify the gestures with the presence of the vibrations.

Figure 13. Samples of waveforms produced by gyroscopes in three axes (gx, gy, and gz) for each gesture.
Figure 14. Samples of waveforms produced by accelerometers in three axes (gx, gy, and gz) for each gesture.

In the experiments, each training gesture sequence represents only a single gesture (i.e., K = 1). There were 100 training sequences for each gesture class. Because the number of gesture classes is 11 (i.e., Q = 11), the training set of the experiments consisted of 1100 training gesture sequences. They were acquired from two participants. The sequences were collected on different days for capturing different variations in gesturing, such as variations in lengths of gestures and/or amplitudes of samples. The testing set was different from the training set. It contained 3404 gestures from six participants. For some test sequences, vibrations due to shaking or unstable hands were included for testing the robustness of the proposed algorithm. The initial orientation of smart phones for data acquisition of both training and testing sequences was in the portrait orientation. Each test sequence may contain two, three, or four hand gestures (i.e., K = 2, 3, or 4). Therefore, although the proposed neural networks were trained by sequences with K = 1, they can be applied to sequences with larger K values. The high reusability of the proposed models for different K values is an advantage of the proposed algorithms.

Examples of a testing sequences captured by gyroscopes consisting of three (Gesture 11, Gesture 8, and Gesture 10) and four hand gestures (Gesture 3, Gesture 7, Gesture 5, and Gesture 11) are revealed in Figures 15 and 16, respectively. The results of gesture spotting by PairNet are annotated in the bottom of the figures. For the sake of brevity, the waveforms produced by the accelerometers are not included. Small and fast vibrations on some of the waveforms can be found in the figures because of unstable
and/or shaking hands. Therefore, gesture spotting may be difficult even by direct visual inspection. Nevertheless, it can be observed from the bottom of Figure 15 that the size of sets I_11, I_8, and I_10 are the largest as compared with other sets. The results are consistent with the ground truth. Furthermore, the sets I_3, I_7, I_5, and I_11 have the largest size in Figure 16. Accurate classification is then possible based on the gesture spotting results provided by the PairNet.

Figure 15. An example of test sequence produced by a gyroscope containing three gestures (Gesture 11, Gesture 8, and Gesture 10). The bottom of the figure reveals the gesture-spotting results by PairNet.

Figure 16. An example of test sequence produced by a gyroscope containing four gestures (Gesture 3, Gesture 7, Gesture 5, and Gesture 11). The bottom of the figure reveals the gesture-spotting results by PairNet.

To evaluate the performance of the proposed feedforward algorithms, we first consider the classification accuracy of each gesture class for the algorithms. Let \( H_i \) of an algorithm be the hit rate of gesture class \( i \) for the algorithm in the testing set. In the experiments, the hit rate \( H_i \) of an algorithm was equal to the number of gestures in class \( i \), which are correctly classified by the algorithm divided by the total number of gestures in class \( i \) in the testing set. Tables 3 and 4 contain the model summary of the proposed algorithms and their classification accuracy, respectively. For comparison purposes, the 1D CNN [22], LSTM [8], and Bidirectional LSTM (Bi-LSTM) [19] algorithms are also considered. For each algorithm, models from 20 independent training operations were acquired. The hit rates of the 20 models of each given algorithm over the testing set were measured. The hit rates of the best model of each algorithm are reported in Table 4.
Table 3. The model summary of various algorithms.

| Model                        | Summary                                                                 |
|------------------------------|-------------------------------------------------------------------------|
| PairNet                      | 5 Conv. layers, 1 Avg. polling layer, 1 FC layer                        |
|                              | Stride Size 1 and kernel size $1 \times 3$ for Conv. layer 1           |
|                              | Stride Size 2 and kernel size $1 \times 2$ for Conv. layers 2–5        |
|                              | Softmax output                                                          |
| Residual PairNet             | 5 Conv. layers, 1Avg. polling layer, 1 FC layer                         |
|                              | Stride Size 1 and kernel size $1 \times 3$ for Conv. layer 1           |
|                              | Stride Size 2 and kernel size $1 \times 2$ for Conv. layers 2–5        |
|                              | 2 Short-cut connections, Softmax output                                 |
| PairNet with Inception       | 4 Conv. layers, 1 Inception layer                                       |
|                              | 1 Avg. polling layer, 1 FC layer                                       |
|                              | Stride Size 1 and kernel size $1 \times 3$ for Conv. layer 1           |
|                              | Stride Size 2 and kernel size $1 \times 2$ for Conv. layers 2–4        |
|                              | Softmax output                                                          |
| Residual PairNet with Inception | 4 Conv. layers, 1 Inception layer                                         |
|                              | 1 Avg. polling layer, 1 FC layer                                       |
|                              | Stride Size 1 and kernel size $1 \times 3$ for Conv. layer 1           |
|                              | Stride Size 2 and kernel size $1 \times 2$ for Conv. layers 2–4        |
|                              | 1 Short-cut connection, Softmax output                                  |
| CNN                          | 5 Conv. Layers, 2 Max. polling layer, 1 FC layer                        |
|                              | Stride Size 1 and kernel size $1 \times 3$ for Conv. layers 1–5        |
|                              | Softmax output                                                          |
| LSTM                         | Hidden states and mem. cells for single direction                       |
|                              | Hidden states and mem. cells dimension = 32                            |
|                              | 1 FC layer with Softmax output                                          |
| Bi-LSTM                      | Hidden states and mem. cells for dual directions                        |
|                              | Hidden states and mem. cells dimension = 32                            |
|                              | 1 FC layer with Softmax output                                          |

We can see from Table 3 that all five feedforward algorithms (i.e., CNN, PairNet, Residual Pairnet, PairNet with inception, and Residual PairNet with inception) have five convolution/inception layers. However, it can be observed from Table 4 that the CNN has a lower classification accuracy when compared to the other four models. In particular, the average hit rates of CNN and PairNet are 90.42% and 92.36%, respectively. The PairNet outperforms the CNN in average hit rate by 1.94%. The CNN is inferior because it is based on convolution operations with a stride size of 1 for all the convolution layers. As a result, it has smaller receptive field for classification. By contrast, the convolution layers of the proposed algorithms have a stride size of 2. They may then have a larger receptive field for attaining better classification accuracy.
Table 4. The comparisons on hit rates (in percentage) of various algorithms. Both gyroscope and accelerometer are used for the corresponding implementations.

| Algorithm              | $H_1$  | $H_2$  | $H_3$  | $H_4$  | $H_5$  | $H_6$  | $H_7$  | $H_8$  | $H_9$  | $H_{10}$ | Ave.  |
|------------------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|----------|-------|
| PairNet                | 70.35  | 90.19  | 72.14  | 86.43  | 99.12  | 97.93  | 98.23  | 98.16  | 94.05  | 100.00   | 99.54 | 92.36 |
| Res. PairNet           | 81.86  | 96.98  | 82.66  | 97.29  | 99.12  | 97.93  | 98.99  | 96.63  | 92.57  | 100.00   | 99.54 | 95.30 |
| PairNet w. Incep.      | 75.66  | 91.70  | 75.85  | 91.09  | 99.12  | 99.11  | 97.73  | 99.69  | 92.57  | 100.00   | 99.54 | 94.00 |
| Res. PairNet w. Incep. | 77.88  | 95.47  | 75.23  | 92.25  | 98.95  | 98.82  | 98.99  | 97.55  | 94.05  | 100.00   | 99.54 | 94.10 |
| CNN [22]               | 69.03  | 74.72  | 70.90  | 85.66  | 99.12  | 97.34  | 96.97  | 96.93  | 92.94  | 99.07    | 99.54 | 90.42 |
| LSTM [8]               | 70.35  | 72.83  | 65.63  | 78.29  | 98.60  | 97.04  | 89.14  | 93.25  | 79.55  | 99.54    | 99.07 | 86.87 |
| Bi-LSTM [19]           | 70.80  | 88.68  | 73.07  | 81.01  | 97.90  | 97.34  | 87.12  | 90.18  | 84.01  | 97.22    | 99.54 | 88.66 |

In addition to larger stride sizes, it is revealed from Table 4 that the incorporation of short-cut connections and/or inception modules are also beneficial for the improvement of classification accuracy. That is, Residual Pairnet, PairNet with inception, and Residual PairNet with inception have superior hit rates over those of PairNet. In fact, the experimental results show that the average hit rates of PairNet, Residual Pairnet, PairNet with inception, and Residual PairNet with inception are 92.36%, 95.30%, 94.00%, and 94.10%, respectively. The improvement in average hit rate over the PairNet by Residual Pairnet, PairNet with inception, and Residual PairNet with inception are then 2.94%, 1.64%, and 1.74%, respectively. The improvements are due to the facts that the employment of short-cut connections may be able to provide more reliable references for training. Furthermore, the inception modules are able to effectively capture both slow and fast hand movements in a single layer.

Note that the hit rates in Table 4 are the best hit rates for the corresponding algorithms. To further assess Residual Pairnet, PairNet with inception, and Residual PairNet with inception algorithms, the statistical evaluations over the hit rates for each algorithm are included in Table 5. The evaluation includes the measurements of highest, mean, and lowest average hit rates over the 20 models associated with each algorithm. It can be observed from Table 5 that these statistical measurements for PairNet are inferior to those for Residual Pairnet, PairNet with inception, and Residual PairNet with inception algorithms. These results confirm the superiority of the proposed algorithms over their baseline PairNet counterpart.

Table 5. Statistical evaluation on the hit rates (in percentage) of various algorithms.

| Algorithm              | Highest Hit Rate | Mean Hit Rate | Lowest Hit Rate | Standard Deviation |
|------------------------|-----------------|---------------|-----------------|--------------------|
| PairNet                | 92.36           | 90.19         | 87.39           | $1.48 \times 10^{-2}$ |
| Res. PairNet           | 95.30           | 93.60         | 91.36           | $1.22 \times 10^{-2}$ |
| PairNet w. Incep.      | 94.00           | 91.37         | 89.62           | $1.54 \times 10^{-2}$ |
| Res. PairNet w. Incep. | 94.10           | 91.93         | 89.86           | $1.34 \times 10^{-2}$ |

An additional advantage of the proposed algorithms is that they outperform recurrent algorithms such as LSTM and Bi-LSTM, as shown in Table 4. The model summary of the LSTM and Bi-LSTM in our experiments can also be found in Table 3. The LSTM has inferior hit rates because of the gradient vanishing problem. The performance can be improved by bidirectional training and inference.
However, it can be observed in Table 4 that the proposed algorithms still has superior hit rates over the Bi-LSTM.

To further elaborate the effectiveness of the proposed algorithms, the confusion matrix of the Residual PairNet is revealed in Table 6. The confusion matrix reveals information about actual and predicted gesture classifications by the proposed algorithm. In the confusion matrix, the cell located at row $i$ and column $j$ represents the percentage in which the gesture in the row $i$ is classified as the gesture in the column $j$. The hit rate $H_i$ is then the value of the cell at row $i$ and column $i$ of the confusion matrix. It can be shown in Table 6 that simple gestures such as Gesture 1 and Gesture 3 have slightly lower hit rate because they may be misclassified as a part of other more complicated gestures. Nevertheless, the hit rates of these classes are still above 80%. For complicated gestures such as Gesture 5, Gesture 7, Gesture 10, and Gesture 11, the corresponding hit rates are above 99%.

**Table 6.** The confusion matrix of the Residual PairNet over the testing dataset. The cell located at row $i$ and column $j$ of the matrix represents the percentage in which the gesture in the row $i$ is classified as the gesture in the column $j$.

|   | Gest. 1 | Gest. 2 | Gest. 3 | Gest. 4 | Gest. 5 | Gest. 6 | Gest. 7 | Gest. 8 | Gest. 9 | Gest. 10 | Gest. 11 |
|---|---------|---------|---------|---------|---------|---------|---------|---------|---------|----------|----------|
| Gest. 1 | 81.86   | 0.00    | 0.40    | 0.00    | 0.00    | 0.40    | 4.40    | 5.83    | 1.81    | 0.00     | 5.30     |
| Gest. 2 | 0.00    | 96.98   | 0.00    | 0.38    | 0.00    | 0.77    | 0.79    | 0.00    | 0.00    | 0.00     | 1.08     |
| Gest. 3 | 0.00    | 0.62    | 82.66   | 0.91    | 0.00    | 5.31    | 0.00    | 2.19    | 4.60    | 3.71     | 0.00     |
| Gest. 4 | 0.00    | 0.39    | 0.35    | 97.29   | 0.00    | 0.75    | 0.00    | 0.00    | 1.21    | 0.00     | 0.00     |
| Gest. 5 | 0.00    | 0.00    | 0.18    | 0.00    | 99.12   | 0.00    | 0.00    | 0.35    | 0.00    | 0.35     | 0.00     |
| Gest. 6 | 0.00    | 0.00    | 0.29    | 0.00    | 0.00    | 97.93   | 0.00    | 0.00    | 0.89    | 0.89     | 0.00     |
| Gest. 7 | 0.04    | 0.23    | 0.03    | 0.00    | 0.00    | 0.24    | 98.99   | 0.01    | 0.00    | 0.22     | 0.23     |
| Gest. 8 | 0.00    | 0.00    | 0.00    | 0.00    | 0.00    | 2.11    | 0.62    | 96.63   | 0.00    | 0.00     | 0.64     |
| Gest. 9 | 0.00    | 0.35    | 0.00    | 0.00    | 0.00    | 5.15    | 0.00    | 1.93    | 92.57   | 0.00     | 0.00     |
| Gest. 10 | 0.00   | 0.00    | 0.00    | 0.00    | 0.00    | 0.00    | 0.00    | 0.00    | 100.0   | 0.00     | 0.00     |
| Gest. 11 | 0.00   | 0.00    | 0.00    | 0.00    | 0.00    | 0.00    | 0.00    | 0.46    | 0.00    | 99.54    |          |

As compared with the basic CNN, the proposed algorithms may have both the advantages of higher classification accuracy, lower storage overhead, and lower computation complexity. In this study, we define the storage overhead and computation complexity of a neural network as the parameter size and the number of multiplications for the inference operations of that network, respectively. Table 7 shows the average hit rate, parameter size, and the number of multiplications of the algorithms considered in Table 3. It can be observed from the figure that all the proposed feedforward models have higher average hit rate, lower weight size, and lower number of multiplications as compared with basic CNN. This is because all the proposed models have a common feature that the intermediate convolution layers are with kernel size $1 \times 2$ and a stride size of 2. By contrast, all the convolution layers of the CNN have kernel size $1 \times 3$ and a stride size of 1. Smaller kernel sizes adopted by the proposed networks are beneficial for lowering the parameter sizes and computation complexities. Furthermore, larger stride sizes could enhance classification accuracy.
Table 7. The comparisons on average hit rates, number of weights, and computation complexity of various neural networks. The computation complexity of a neural network is the total number of multiplications required for the inference operations of the neural network.

|                  | PairNet [22] | CNN [8] | LSTM [19] | Bi-LSTM | Res. PairNet w. Incep. | PairNet w. Incep. | Res. PairNet w. Incep. |
|------------------|--------------|---------|-----------|---------|------------------------|-------------------|------------------------|
| Average Hit Rate | 92.36%       | 90.42%  | 86.87%    | 88.66%  | 95.30%                 | 93.63%            | 94.10%                 |
| Weights Size     | 271,116      | 426,764 | 5,388     | 10,764  | 304,396                | 200,844           | 244,876                |
| Number of Multiplications | 2,079,488 | 10,064,640 | 256,363 | 506,304 | 6,011,648               | 1,988,352         | 2,130,176               |

The improvement in classification accuracy of the PairNet and its variants over basic CNN is due to the employment of both a stride size of 2 and a kernel size of 1 × 2. The improvement would be marginal when only a stride size of 2 is adopted, while the kernel size retains the same as 1 × 3. To elaborate this fact, a new CNN with a stride size of 2 is considered, where its kernel sizes are 1 × 3 for all the convolution layers. To achieve meaningful comparisons, the new CNN and PairNet have the same number of convolution layers, and the same number of output channels associated with each convolution layer. Furthermore, 20 models of the new CNN algorithms were trained, and the best model only achieved the average hit rate of 90.78%. By contrast, the best average hit rate of PairNet is 92.36%. The new CNN does not perform well because the large kernel size of 1 × 3 introduces a large number of parameters (i.e., 400,369) so that overfitting may be likely. To provide better generalization for the training, smaller kernel size with short-cut connections and/or inception modules would be more effective.

Among the proposed feedforward algorithms, it can be observed from Table 7 that the PairNet with Inception has lowest parameter size and computation complexity. This is because the dimension reduction is carried out by front kernel in each path of the inception module shown in Figure 8. The total number of kernels can then be effectively reduced. This in turn may lower the parameter size and computation complexity. Because inception modules may be beneficial for reducing the model complexity, the Residual PairNet with inception also has lower complexity as compared with its Residual PairNet counterpart without inception, as shown in Table 7.

It can also be observed from Table 7 that the LSTM algorithm has the lowest computational complexity. Although there are four pairs of matrices used in the cell and hidden state calculations in the LSTM, the dimension of cells and hidden states is only 32. This is beneficial for maintaining small number of multiplications for the algorithm. However, the inference operations of the LSTM should be carried out in a recurrent fashion. Therefore, the reduction in computation time may not be significant as compared with the feedforward algorithms. To elaborate this fact, we have measured the computation time of LSTM, PairNet and CNN on the Raspberry Pi 3 platform, where the computation time of a network is the average CPU time for the inference of a single gesture from the testing set of that network. Based on the experiments, the computation time of LSTM, PairNet, and CNN are 102, 162, and 410 ms, respectively. The computation time of PairNet is only slightly longer than that of LSTM. This is because the inference operations of the feedforward networks can be computed in parallel. Therefore, the real-time inference may still be possible even the system is deployed in the embedded systems with Raspberry Pi 3 platform.

Finally, we evaluate the performance of the proposed algorithms when only one of the sensors is adopted. Table 8 shows the results of the experiments for the PairNet. We can see from Table 8 that the hit rates of most gesture classes are degraded without the employment of both sensors. These results show that the employment of both gyroscope and accelerometer is beneficial for hand-gesture recognition.
5. Conclusions

The proposed feedforward algorithms have been found to be effective for dynamic hand gesture recognition. In our experiments, smart phones equipped with accelerometers and gyroscopes were adopted for the data acquisition of hand gestures. The resulting implementations can be deployed for the remote control of devices such as home appliances. It is observed from the experiments that the PairNet algorithm attains average hit rate of 92.36% for 11 gesture classes over 3404 test gestures. The hit rate of the PairNet is 1.94%, 5.49%, and 3.70% higher than those of the basic CNN, LSTM, and Bi-LSTM, respectively. Furthermore, the proposed Residual PairNet, PairNet with inception, and Residual PairNet with inception have superior performance over PairNet. In fact, the improvement in average hit rate over the PairNet by Residual Pairnet, PairNet with inception, and Residual PairNet with inception are then 2.94%, 1.64%, and 1.74%, respectively. The proposed feedforward algorithms have superior hit rate because they have a large receptive field for accurate gesture spotting. Furthermore, the algorithms also have lower weight sizes as compared with its basic CNN counterpart. In particular, the average computation time on the Raspberry Pi 3 platform for the inference of a single gesture is only 162 ms for PairNet, while the basic CNN needs 410 ms. The proposed work is therefore beneficial for human–machine interface applications where reliable continuous hand gesture recognition with real-time computation on the embedded platform is desired.
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Abbreviations

The following abbreviations are used in this manuscript:

| Abbreviation | Description                      |
|--------------|----------------------------------|
| Bi-LSTM      | Bidirectional Long Short Term Memory |
| CNN          | Convolution Neural Network        |
| CSI          | Channel State Information         |
| LSTM         | Long Short Term Memory            |
| MAP          | Maximum A Posteriori              |
| PIN          | Personal Identification Number    |
| RNN          | Recurrent Neural Network          |
| SBR          | Sensor-Based Recognition          |
| VBR          | Vision-Based Recognition          |
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