Applications of Extreme Gradient Boosting for Intelligent Handovers from 4G To 5G (mm Waves) Technology with Partial Radio Contact
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Abstract: In a network topology, where 5G (mm Waves) have better coverage footprint compared to 4G (LTE or LTE-A) technology, mobile devices would generally be handed over from 4G to 5G. In this work, a supervised intelligent prediction technique for improved handover success rate (HSR) from 4G to 5G technology is proposed. The technique is applicable for base stations enabled with sub-6-GHz and mm-wave bands. This technique is novel since it can predict HSR even before switching to 5G radio circuitry or initiating its measurement gap for acquisition of mm-wave reference signal received power (RSRP) unlike conventional algorithms. Thus, preempting all handovers which are likely to fail will provide improvements in latency, delay, and handover success rate, as well as decrease call drops. Therefore, this research work answers previous research shortcomings and can unleash applications of supervised intelligent algorithms for predicting the HSR from 4G to 5G. The proposed algorithm is validated by showing improvements obtained through simulation results performed using Python-based framework. The proposed algorithm is tested for reliability with increasing parameters such as the intensity number of UEs and simulation time. Improvements in standard handover algorithm are also proposed.
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1. Introduction

The boundless demand of high-speed wireless communications poses a challenge for cellular networks in inter-RAT (radio access technology) handovers. Conventional handover algorithms are based upon scanning of radio parameters for every handover; however, the current trend is shifting toward intelligent handovers where equipment predicts the success of upcoming handover and radio parameters by using previous already available data. The proposed algorithm also looks into limitations of previous research work. Conventional techniques are not robust, and they are prone to handover failures, causing call drops and initiating inappropriate measurement gaps. These handover failures, call drops, and inappropriate measurement gaps affect the performance of high-speed networks. Thus, an end user does not perceive adequate quality of service (QoS).

The 5G technology promises uninterrupted high-speed connectivity with reliability, as well as minimum latency and delay. However, while a mobile attempts to handover from 4G to 5G, a measurement gap has to be established for scanning radio parameters. The measurement gap ceases data transmission for that duration, which is contrary to the promised uninterrupted and high-speed data transmission in 5G.

Amongst the challenging demands of wireless technology today is to provide mobility without any loss in QoS provision. Thus, this research focuses on improved inter-RAT handovers, where a
measurement gap can only be triggered while having an accepted level of probability for a successful handover. Therefore, this will reduce demand for unnecessary measurement gaps and, consequently, user data transmission will not cease during this interval.

This work exploits the availability of the sub-6-GHz band which is available in both 4G and 5G technologies [1–8]. This clearly raises the challenge of accurate prediction of target cell radio parameters before a radio link is established with 5G technology. Resolving this challenge can result in elimination of unnecessary transmission interruptions in data due to measurement gaps [8].

The proposed technique will statistically predict the handover success rate (HSR) to mm wave through estimations without establishing a radio link with 5G technology.

This research work contributes to the field as follows: Section 1 outlines the limitations of previous research work, reduction of steps in an actual handover algorithm for improved delay and latency; Section 2 offers a mathematical prediction of handover success to mm waves (without a radio link to 5G at the time of handover); Section 3 validates the proposed technique by demonstrating the improvement in HSR, Section 3 also shows that the proposed algorithm generates decisions different to conventional algorithms after the training period and proves that the proposed algorithm improves with an increase in the number of UEs and the simulation time.

1.1. Limitations in Previous Research Work

Previous research work carried out by [8] had the following limitations which are covered here:

1. There was no discussion on path loss models for 4G and 5G technology. This is an important aspect since intelligent handover algorithms are based upon path loss models. This is covered in Section 2.
2. The path loss model used in the simulator by [8] for 4G technology was inaccurate, and parameters for 5G frequency used in estimating its signal strength were invalid. Furthermore, 5G path loss parameters were not available in [8]. This is covered in Section 2.
3. Simulation results were inaccurate due to the incorrect path loss model of 4G, as well as using invalid 5G frequency and its parameters. This is covered in Section 2.
4. Due to discrepancies, the algorithm proposed by [8] failed to detect the requirements of further possible handover attempts. This is covered in Section 3.
5. Results were not discussed with moving users. This is covered in Section 2 and 3.
6. It is not clear whether the 5G technology radio model is a line-of-sight model or not. This is covered in Section 2.
7. Cell level improvement should also be discussed appropriately after the intelligent handover kicks in. This is covered in Section 3.
8. Authors in [8] recommended its proposed algorithm to be executed in base stations only, but did not cover what happens if the base station processing power is saturated. This is covered in Section 4.

1.2. Literature Review

In order to discuss the limitations of conventional algorithms, we consider the most debatable conventionally available techniques. Authors in [9–12] utilized the angle of arrival (AoA) and angle of departure (AoD) for estimating the mm-wave channel. However, accurately predicting AoA and AoD at mm waves is difficult because of their sensitive and stochastic nature at such higher frequencies. Therefore, this highly complicates the algorithm and circuitry for error control. On the other hand, [13–15] utilized a correlation-based adaptive compressed sensing (CBACS) mechanism for 5G technology and claimed to obtain precise AoA and AoD, which is an important factor for hybrid beam forming. Compressed sensing is a promising technique because of the poor scattering involved in mm waves during propagation. This technique calculates the channel state information (CSI) by relating quantized sensing vectors with the correlations of received CSI. In contrast, [9] believed that, for accurately obtaining CSI, in cases where the base station is equipped with more antennas compared to the user, then for accurately obtaining CSI in paths from the base station to the user, it is more promising to utilize uplink AoA than downlink AoD. Similarly, [16] argued that the
compressed sensing scheme has limitations in terms of resolution loss because of channel angle quantization. Moreover, [17] showed that estimating mm-wave channels through a large number of antennas and hybrid precoding poses a challenge in itself due to the fact that digital baseband systems do not access complete channel dimensions. This is also known as channel subspace sampling limitation; thus, acquiring useful CSI within coherence time becomes difficult.

Another promising technique in the literature is orthogonal matching pursuit (OMP), used by [18–22] which exploit the sparse properties of mm waves. Authors in [20] argued that the channel can be estimated using a parametric model having quantized AoDs and AoAs. The results are promising because of the capable performance of OMP as an upper limit and an oracle estimator concluding the information of AoDs and AoAs. However, calculating CSI in mm waves employing massive MIMO is difficult because of the low signal-to-noise ratio (SNR) before beam forming and the higher number of antennas. In contrast, this research work defuses these limitations by estimating quantities from a sub-6-GHz system. Thus, we can accurately predict the strength of received mm waves.

Authors in [23–27] recommended a technique where dual connectivity was made with 4G and 5G simultaneously in order to achieve the desired goals. However, this technique concurrently engages dual radio circuitry. Multi-connectivity has limitations in terms of latency, battery drainage, and processing power, which contradicts the goal of improved handover algorithms. Moreover, dual connectivity has a high probability of ping-pong effects because mm waves are highly susceptible to radio parameters.

In [28–30], assisted handover signaling was discussed, showing limitations in terms of uninterrupted data transmission, latency, delay, and battery drainage. Therefore, their research work contradicted the promising features of 5G technology.

The mm-wave signal strength can also be estimated through out-of-band information [31–33]. There are three layers of out-of-band information: (1) radars or global positioning systems (GPS), (2) sub-6-GHz signals, and (3) wireless sensor networks (WSNs). However, this has limitations by not reprocessing mm-wave measurements in a temporal window or by not applying statistical learning, which is employed in this work to achieve successful handovers without call drops.

All conventional algorithms discussed above trigger unnecessary measurement gaps. They do not provide any solution where such events could be pre-empted in advance, whereas each algorithm also has accuracy problems due to the intrinsic limitations discussed above. In contrast, [8,34,35] argued for the use of machine learning (intelligent)-based algorithms that predict in advance the required parameters without a measurement gap. The proposed technique also estimates the 5G radio signal strength through machine learning rather than scanning the radio bearing data of the target cell for each handover. Therefore, the proposed research work answers the limitations of conventional algorithms and proposes an improved model. The proposed algorithm uses extreme gradient boosting which is discussed in Section 4.

It is expected that 5G technology handovers would resemble LTE at the radio resource control (RRC) layer [8]. Thus, the handover can be generally categorized into two distinct groups.

1. Active measurements: The mobile processes the source domain, as well as the radio conditions of the target domain, and relays information as an event to base stations.
2. Intelligent estimates: The mobile/base station executes action through intelligent estimates with partial radio measurements, and it triggers the base station for setting up radio bearers to a new service.

Estimating the mm waves from a collocated serving cell of LTE in the sub-6-GHz band is a promising notion for pre-empting handovers in cases of weak levels. This can be achieved without the mobile explicitly measuring the mm-wave carrier before handover. This technique is referred to as intelligent handover with partial radio connectivity. Target cell data of 4G and mm waves are both required for training data; however, once the training sequence is accomplished, the system autonomously predicts the target cell reference signal received power (RSRP) without physically connecting to it.
The proposed algorithm is effective in the sense that the measurement gap configuration remains momentarily avoidable; thus, by eliminating unnecessary measurement gaps, the user enjoys continuous data flow.

For this research, sub-6-GHz and mm-wave technologies were used; however, this methodology also supports other inter-frequency pairs in circumstances of collocated cells and known radio parameters. Figures 1 and 2 represent the actual and proposed algorithms.

**Figure 1.** Actual algorithm for handover.

**Figure 2.** Proposed algorithm for handover (reduced steps and signaling overhead shown).

As mm waves have high frequencies, their wavelengths shrink by a factor related to the sub-6-GHz band, and material penetration experiences higher attenuation at these frequencies [8,36].
Moreover, estimating mm-wave frequencies is highly challenging because of severe path losses and multiple channel coefficients, but the proposed algorithm can provide reliable predictions.

2. Methodology

This section covers path loss models and their parameters. The section also discusses, in detail, the limitations of the path loss models proposed by [8].

2.1. Path Loss Models

Recent studies [37,38] provided a mathematical model represented by Equation (1) for close-in free space path loss (distance = 1 m reference).

\[
PL[\text{in dB}] = FSPL[\text{in dB}] + 10 \log_{10}(d) + \gamma[\text{in dB}] + \Delta_d,
\]

where path loss (PL) is a function of free space path loss (FSPL), path loss exponent (k), distance (d), atmospheric attenuation (\(\gamma\)), and a gaussian random variable with zero mean (\(\Delta\)) and standard deviation (\(\sigma\)).

FSPL (in dB) and \(\Delta_d\) are given by Equations (2) and (3), respectively.

\[
FSPL[\text{in dB}] = 20\log_{10}\left(\frac{4 \times (3.14) \times (f) \times 10^9}{3 \times 10^8}\right),
\]

\[
FSPL[\text{in dB}] = 32.4[\text{in dB}] + 20\log_{10}(f),
\]

\[
\Delta_d[\text{in dB}] = \beta \left[\frac{\text{dB}}{m}\right] \times d[m],
\]

where \(f\) is the frequency in GHz, and \(\beta\) is the attenuation constant.

With reference to models, the following models are discussed here:

1. Alpha Beta Gamma (ABG) [36,38,39].
2. Close-in (CI) free-space reference distance model [36,38,39].
3. CI model with a frequency-weighted path loss exponent (CIF) [36,38,39]. All these models can be used over an extensive range of relevant frequencies to predict path loss.
4. Cost231 model [40,41].

The ABG model can be mathematically expressed by Equation (4) [36,38,39].

\[
PL^{ABG}(f, d)[\text{in dB}] = 10 \beta \log_{10}\left(\frac{d}{1 \text{ m}}\right) + \alpha + 10 \eta \log_{10}\left(\frac{f}{1 \text{ GHz}}\right) + \gamma^{ABG}_d, \tag{4}
\]

where \(PL^{ABG}(f, d)\) represents the path loss in dB for frequency and distance, respectively, \(\alpha\) and \(\eta\) are coefficients for dependence of path loss associated with frequency and distance, respectively, \(\beta\) is the offset (optimized value) for path loss in dB, \(d\) is the three-dimensional distance of transmitter and receiver, \(f\) is the carrier frequency (GHz), \(\gamma^{ABG}_d\) is the Gaussian random variable with zero mean, and \(\sigma\) is the standard deviation (dB) in large-scale fluctuations of signal. This model is dependent upon \(3 + 1 = 4\) variables for calculating mean path loss at a certain distance and frequency, where the fourth parameter is the standard deviation of shadowing. The ABG model becomes a floating intercept (FI or AB) model when used at a single frequency which is already in the 3GPP standard.

The CI model is mathematically expressed by Equation (5) [36,38,39].

\[
PL^{CI}(f, d)[\text{in dB}] = FSPL(f, d_1)[\text{in dB}] + 10 a \log_{10}\left(\frac{d}{d_1}\right) + \gamma^{CI}_d, \quad d \geq d_1, \tag{5}
\]

where \(f\) is the frequency (GHz), \(d_1\) is the reference distance for close-in free space, \(a\) is the path loss exponent (PLE), \(\gamma^{CI}_d\) is the Gaussian random variable with zero mean having a standard deviation of \(\sigma\) in dB, \(d\) is the three-dimensional transmitter and receiver distance, and FSPL\((f, d_1)\) is the free space path loss (FSPL) in dBs with frequency = \(f\) and transmitter receiver separation distance = \(d_1\).
In contrast to the ABG model, the CI model needs the PLE only for the calculation of mean path loss with distance and frequency [36,38,39].

The FSPL($f, d$) can be mathematically represented by Equation (6) [36,38,39].

$$FSPL(f, d)\text{[in dB]} = 20 \log_{10}\left(\frac{4 \times (3.14) \times (f) \times d_i \times 10^9}{3 \times 10^8}\right).$$  \hfill (6)

The FSPL term gives the CI model a basic frequency dependency upon path loss. If the CI model is re-written in terms of 3GPP/ITU format, then it can be mathematically given by Equation (7) [36,38,39].

$$PL^{CI}(f, d)\text{[in dB]} = FSPL(f, d)\text{[in dB]} + 10a \log_{10}\left(\frac{d}{d_i}\right) + \gamma^{CI}$$ \hfill (7)

$$= 10a \log_{10}\left(\frac{d}{d_i}\right) + 20 \log_{10}\left(\frac{4 \times (3.14) \times d_i \times 10^9}{3 \times 10^8}\right) + 20 \log_{10}(f) + \gamma^{CI},$$ \hfill (7a)

$$PL^{CI}(f, d)\text{[in dB]} = 10a \log_{10}\left(\frac{d}{d_i}\right) + \vartheta + 20 \log_{10}(f) + \gamma^{CI},$$ \hfill (7b)

$d \geq d_i$, and $\vartheta = 20 \log_{10}\left(\frac{4 \times (3.14) \times d_i \times 10^9}{3 \times 10^8}\right)$.

A more simplified arrangement of the CI model is the CIF model which can be used for multi-frequency modeling. Mathematically, the CIF model is expressed by Equation (8) [36,38,39], when $d_i = 1$ m.

$$PL^{CIF}(f, d)\text{[in dB]} = FSPL(f, 1 \text{m})\text{[in dB]} + 10a \left(1 + \frac{j(f - f_i)}{f_i}\right) \log_{10}(d) + \gamma^{CIF}, \quad d \geq d_i,$$ \hfill (8)

where $d_i = 1$ m, $a$ is the distance dependence of path loss, $j$ is the linear frequency dependence of path loss in the model, and $f_i$ is the average frequency. The CIF model can be mathematically expressed in 3GPP form by Equation (9) [36,38,39],

$$PL^{CIF}(f, d)\text{[in dB]} = FSPL(f, 1 \text{m})\text{[in dB]} + 10a \left(1 + \frac{j(f - f_i)}{f_i}\right) \log_{10}(d) + \gamma^{CIF},$$ \hfill (9)

$$= 10a \left(1 + \frac{j(f - f_i)}{f_i}\right) \log_{10}(d) + \lambda + 20 \log_{10}(f) + \gamma^{CIF},$$ \hfill (9a)

$$PL^{CIF}(f, d)\text{[in dB]} = 10a \left(1 + \frac{j(f - f_i)}{f_i}\right) \log_{10}(d) + \lambda + 20 \log_{10}(f) + \gamma^{CIF},$$ \hfill (9b)

For $d \geq 1$ m and $\lambda = 20 \log_{10}\left(\frac{4 \times (3.14) \times 10^9}{3 \times 10^8}\right) = 32.4$ dB, $f_i$ is given by Equation (10) [36,38,39].

$$f_i = \frac{\sum_{v=1}^{V} f_{v} N_{v}}{\sum_{v=1}^{V} N_{v}}$$ \hfill (10)

where $v$ is the number of frequencies (unique), $N_{v}$ is the amount of path loss with respect to the $v$-th frequency ($f_{v}$), $\gamma^{CIF}$ is the Gaussian random variable with zero mean and a standard deviation of $\sigma$ (dB).

Since this research work is based upon estimates, for accurate predictions, a model with lower shadow factors and path loss is preferable. Therefore, the single-frequency ABG model, referred to as the FI Model or AB Model, is used for the estimation of mm-wave signal strength given by Equation (11).

$$PL\text{[in dB]} = a + \beta \times 10 \log_{10}(d) + x_{\sigma},$$ \hfill (11)
where \( a \) is the floating intercept, \( \beta \) is the slope, and \( x_\sigma \) is the shadow factor with reference to frequency.

The CI and CIF models deliver a close-in free space showing a continuous dependence of path loss upon transmitter power and distance \([36,38,39]\). In contrast, the FI and ABG model does not consider close-in free space propagation happening near a transmitter in the open; however, these models use a floating point constant that is based upon the fit to a data scheme.

The 4G path loss is estimated by the Cost231 model given by Equation (12) \([40,41]\).

\[
PL[\text{in dB}] = (46.3 + 33.9 \times \log_{10}(f_c) + 13.82 \times \log_{10} h_{te} - \alpha(h_{re})
+ (44.9 - 6.55 \times \log_{10}(h_{te})) \times \log_{10}(d) + C),
\]

where \( f_c \) is the carrier frequency, \( \alpha(h_{re}) \) is the frequency correction factor, \( h_{te} \) is the antenna height, \( d \) is the distance, and \( C = 3 \text{ dB} \).

The correction factor \( \alpha(h_{re}) \), is given by Equation (12a).

\[
\alpha(h_{re}) = 3.2 \times \log_{10}(11.75 \times h_{re})^2 - 4.97,
\]

where \( h_{re} \) is the receiver height.

The correction factor used by authors in \([8]\), shown in Equation (12b), is invalid since the correction factor is used for frequencies less than 300 MHz.

\[
\alpha(h_{re}) = (1.1 \times \log_{10}(f_c) - 0.7) \times h_R - (1.56 \times \log_{10}(f_c) - 0.8).
\]

### 2.2. Model Design

The system was designed as follows:

1. A radio environment was used having two circular collocated cells operating on different frequencies and technologies. The radius of cells was assumed to be \( r \). Unlike the conventional system, due to the intelligent handover scheme, the system can decide, depending upon LTE measurements, whether to initiate a measurement gap or vice versa. The mobile users were scattered in a network as per Poisson point process (PPP). The procedure \( \ell \) having an intensity parameter of \( \mu \) denotes the number of likely users per unit area. Let the sum of users be \( N \) in coverage area \( A \). Thus, the mean for sampled UEs in Poisson distribution with radius \( r \) of cell becomes \( \lambda(\mu) = \mu \pi r^2 \). The \( h \)-th UE position (independent and identically distributed random variable) was taken from CUD (continuous uniform distribution) in \( \mathbb{R}^2 \) (polar coordinates, i.e., \( r, \theta \)). It should be noted that \( 0 \leq r \leq R, 0 \leq \theta \leq 2\pi \) rad for \( h = 1, 2, \ldots, N \).

2. The model is dependent upon channel coherence time; therefore, measurements pooling time should not surpass it. This is categorized as a temporal measurement window. The number of data points should not surpass the handover attempts (since all UEs do not require handovers).

The radio parameters are given in Table 1:

| Parameter                          | Simulated Value | Parameter                          | Simulated Value |
|------------------------------------|-----------------|------------------------------------|-----------------|
| Radio propagation models           | 4G cost 231 model, 5G floating intercept model (LOS, NLOS) | Simulation time (Tsim) | 40 ms, 400 ms and 800 ms |
| Floating intercept model values (\( a, \beta, \sigma \)) | 116.77, 0.41, 5.96 | Cell coverage radius (\( r \)) | 350 meters |
3. A classifier (for intelligent handover) with extreme gradient boost (XGBoost) for intervening handovers was used. Authors in [42–44] argued that XGBoost has the capability of working with parallel trees depicting a cellular network having multiple distributed base stations. It is also scalable and is adaptable in acquiring higher interactions amongst features. XGBoost is promising in terms of its efficiency and accuracy. Moreover, it turns weaker predictions into strong learners [45].

2.3. XGBoost as a Mathematical Model

Let the parameters gathered be denoted by \( U(p) \) such that the parameter set can be expressed by Equation (13), where individual parameters are denoted by \( (p)_n \).

\[
U(p) = \{u(p)_1, u(p)_2, ..., u(p)_n\}. \tag{13}
\]

Let \( F_0 \) be the initial predictive model for output \( y \). Then, for \( m \) numbers of predictive models,

\[
y_m = \| (F_m) \|. \tag{14}
\]

\( F_0 \rightarrow (y - F_0) \) associates with residuals. A new model \( h_1 \) is generated to fit the previous step. Thus, \( h_1 \) together with \( F_0 \) produces \( F_1 \) as a boosted \( F_0 \), given by Equations (15)–(15b) and so on.

Thus,

\[
F_1 = F_0 + h_1. \tag{15}
\]


\[ F_2 = F_1 + h_2, \]  
\[ F_m = F_2 + h_m. \]  

(15a)  

(15b)

The additives learners here do not interfere with preceding functions; in fact, new information impacts the reducing errors.

However, for the error margin, the latest model will have less error compared to its predecessor. Thus, if \( M_m \) denotes the \( m \)-th step error, then

\[ M_1 < M_0, \]  
\[ M_2 < M_1, \]  
\[ M_m < M_{m-1}. \]  

(16)  

(16a)  

(16b)

In this algorithm, the deciding factor for \( F_m \) is \( h_m \) since it is additional quantities are added. Thus, the quantity of \( h_m \) drives \( F_m \). Thus,

\[ F_m = F_{m-1} + \varepsilon h_m, \]  

(17)

where \( \varepsilon \) is a scaling factor for \( h_m \).

If the proposed model generates \( N \) trees, then

\[ \text{Model} = \sum_{m=0}^{M} f_m. \]  

(18)

The prediction at the \( l \)-th step for feature vector \( x_j \) at data point \( j \) is given by Equation (19).

\[ y_j(l) = \sum_{m=1}^{l} f_m(x_j). \]  

(19)

The objective function for the proposed algorithm is given by Equation (20).

\[ \text{Obj}(\theta) = \mathbb{L} + \mathbb{U}, \]  

(20)

where \( \mathbb{L} \) (regression) represents logistic and linear, and \( \mathbb{U} = a\|R\|_1 + 0.5 \lambda \|R\|^2_2 + \gamma T \), while vector \( R \) corresponds to leaf weights, and \( T \) represents the number of leaves.

\[ \text{Logistic} = -\frac{1}{N} \sum_{i=1}^{N} (y_i \log(p_i) + (1 - y_i) \log(1 - p_i)), \]  

(21)

\[ y_i = i^{th} \text{ value for given input}, \]  

\[ p_i = i^{th} \text{ probabilistic value}. \]

\[ \text{Linear Regression} = \frac{1}{N} \sum_{i=1}^{N} (y_i - y'_i)^2, \]  

(22)

\[ y_i = i^{th} \text{ value for given input}, \]  

\[ y'_i = i^{th} \text{ predicted value}. \]

Table 2 provides information regarding the chosen hyperparameters; for tuning of the hyperparameters, the grid search technique was applied to k-fold cross-validation, since the grid search provides the optimized required values.

| Parameters                  | Value   |
|-----------------------------|---------|
| (d_{max}) Maximum depth     | 6, 8    |
| Training data               | 0.7     |
| Child weights               | 0, 10   |
Objective | Logistic, linear  
--- | ---  
(k) Cross-validation | 5  
(E) Estimator number | 500  
Weights of samples | 0.5, 0.7  
Lambdas | 0, 1, 2  
(γ) Complexity control | 0, 0.002

The required learning features were as follows: (a) UE co-ordinates, (b) Euclidean distance of UE from base station with reference to co-ordinates, (c) RSRP, (d) measurement gap open, and (e) measurement gap closed (measurement gaps with reference to events A2 and A1, respectively). The features ranging from (c) to (e) were obtained from UE; however, specific modifications had to be incorporated in standards of RRC messaging to obtain the information of features given by (a) and (b). Table 3 shows these parameters.

Table 3. Learning features.

| Parameter | Description | Type |
|---|---|---|
| Gap open | A2 reported by UE as per RSRP measurements | 0, 1 (Boolean) |
| Gap closed | A1 reported by UE as per RSRP measurements | 0, 1 (Boolean) |
| (x, y) | UE co-ordinates | Floating |
| RSRP | LTE, mm wave = RSRP | Floating |
| Distance | Euclidean distance | Floating |

Time complexity was obtained by [42] as \((n \log(n) + d_{\text{max}} E \cdot mn) 0\), where \(mn\) is \(m \times n\) matrix, \(d_{\text{max}}\) is the boosted tree’s maximum depth, and \(E\) is the number of estimators (tree). Here, complexity does not represent the number of cells throughout the network; however, it is a function based on measuring the reporting frequency and the number of UEs in a cell.

2.4. Actual Handover Algorithm

As per specifications [8,46] when a UE detects weak RSRP compared to a given threshold set by the operator RRC event, A2 gets triggered. Thus, by employing measurement gaps, the inter-RAT measurements initiate. In cases where RSRP gets better, the A1 event gets triggered to cancel inter-RAT measurements.

If UE detects better mm waves, then the B2 event gets triggered and it accesses mm-wave technology; thus, a handover is executed (refer to Figure 1).

2.5. Proposed Algorithm

The proposed algorithm employs an intelligent mathematical approach where it predicts mm-wave conditions in comparison to LTE. Thus, the algorithm is based upon true vs. false positive rates of the area under the curve (AUC) for receiver operating characteristics (ROC); this leads to decisions of whether to override or accept UE measurements.

The proposed technique generates these curves using training and cross-validation to calculate the success or failure of a handover. Therefore, if the ROC AUC is insufficient or if LTE power at UE
is inadequate compared to a conventional algorithm’s threshold and if the predicted mm-wave received strength is above the threshold, then our proposed algorithm will not override it.

Conversely, if the calculated mm-wave power is less than the threshold, the proposed algorithm will smartly cease the handover to mm wave, thereby preventing a handover that is probably going to fail. Figure 2 outlines the proposed technique of intelligent handover, with the reduction in steps also shown. Table 4 shows the pseudo code and Figure 3 represents flow chart of proposed algorithm respectively.

**Table 4. Pseudo code.**

| Proposed algorithm |
|--------------------|
| **Input:** All radio parameters of 4G and mm waves, optimized hyperparameters, margins for decision overriding, and simulation time |
| 1. For N UEs, compute 4G and mm-wave signal strength with desired radio parameters |
| 2. If mm-wave signal strength is greater than threshold, then estimate handover success (if mm-wave signal strength for i-th UE is better than 4G in measurement gap, then controlling feature \( y_i = UE_i \)) |
| 3. Tune hyperparameters through grid search on K-fold cross-validation |
| 4. Introduce training data split for training, testing, and validation, Time for training model = training data split × simulation time |
| 5. XGboost model training |
| 6. Find proposed model handover decision (0 or 1) |
| 7. Plot true positive vs. false positive rate (receiver operating characteristic (ROC) area under the curve (AUC)) |
| 8. If  
| \( \text{ROC AUC} > \text{decision threshold} \)  
| Then  
| Proceed with proposed algorithm |
| 9. Else  
| Proceed with conventional algorithm |

**Output:** Show whether UE shall pre-empt handover to mm waves or override its proposed algorithm
Proposed Algorithm (Start)

Parameters i.e. Simulation Time, Acceptance Threshold, Hyper Parameters and Radio Parameters

Calculate total UEs in Cell as per Simulated Environment

Let $h \in \{1, 2, 3, \ldots, N\}$, Calculate Generated Simulated Data For $h$ UE For $t = T_1, T_2, \ldots T_{sim}$

Calculate Hand Over Success For UE: Opened Measurement Gap & mmWave Power > Threshold
Let $\Omega$ Be Supervisory Label, $[\Omega] = UE_h$

Splitting $n^h$ UE Data For Training & Test Data, where Training Data Collection = $[T_{coherence}, r_{training}, Simulation Time_n]$

XGBoost Model Training & K-Fold Cross Validation (With Grid Search) For Tuning Hyper Parameters

Through Trained Model Calculate Proposed Decision For Handover = $\Omega^*$

Calculate ROC AUC For It

If $[ROC AUC] \geq$ Acceptance Threshold

$\Omega^* =$ Valid Estimate (Follow Proposed Algorithm)

$\Omega^* =$ Invalid. Proceed Conventionally

End

Figure 3. Flowchart of proposed algorithm.

3. Results and Discussion

3.1. Cell Level

An arbitrary UE#34 was chosen to examine the conventional vs. intelligent handover algorithm at the cell level. From Table 5 and Figure 4 with the conventional algorithm, a total of 10 handovers were attempted over 40 ms. In contrast, the proposed algorithm identified two possible handover failures prior to a handover attempt due to its smart estimates; thus, it had eight handover attempts in total while preventing two predicted handover failures. The conventional algorithm in this scenario could have led to two simultaneous call drops and inappropriate measurement gaps.

For UE#34, the HSR and DCR (drop call ratio) with the conventional algorithm were 80% and 20%, respectively; with the proposed algorithm, the HSR and DCR were 100% and 0%, respectively, which is a significant achievement.
Table 5. UE#35 conventional vs. proposed algorithm handover data. HSR—handover success rate; DCR—drop call ratio.

|                      | Conventional Algorithm | Proposed Algorithm |
|----------------------|------------------------|--------------------|
| Handover Attempts    | Call Drops             | HSR                | DCR    | Handover Attempts | Call Drops | HSR | DCR |
| 10                   | 2                      | 80%                | 20%    | 8                 | 0%         | 100%| 0%  |

Figure 4. Proposed vs. baseline algorithm.

We validated that the proposed algorithm takes different decisions in comparison to the conventional algorithm when requirements are met. From Figure 4, decisions for handover remained the same until $T_{sim} \times 0.7$ (which is training period), as shown in the shaded area; however, after the training period, the network behaved like an SON (self-organized network) due to the proposed algorithm network intelligently predicting the success or failure of an approaching handover. Therefore, the proposed algorithm for UE#34 in Figure 4 pre-empted two failures of upcoming handovers between 35 ms and 40 ms, which would have been triggered by the conventional algorithm, eventually leading to inappropriate measurement gaps and consequent handover failures. Figure 5 shows the respective radio measurements.

Figure 5. RSRP of UE#34. On X-axis, blue, red, and green lines represent the thresholds of RRC events A1, A2, and B2, respectively.
In order to verify that the estimated mm-wave strength was valid, the proposed mechanism kept on processing AUC for the true positive rate vs. false positive rate through the ROC. The threshold for a valid estimate remained at 0.7. Thus, in cases where the AUC < 0.7, the estimated mm-wave strength was considered as invalid and the handover algorithm proceeded as normal. Figure 6 for UE#34 shows that AUC > 0.7; therefore, the proposed technique estimates were valid, which allowed overriding the conventional algorithm.

![Figure 6. ROC curve for UE#34.](image)

3.2. Base Station Level

Although the frequency and its chosen parameters by authors in [8] were invalid, at the base station level, the simulator was nevertheless re-run with the parameters tested by [8] to check the validity of the results. The algorithm is expected to provide the same results as of [8]; however, at certain instances, some inconsistent results appeared. For lower simulation time and lower user density, the inconsistency in results was low; however, as simulation time and user density grew to larger values, the inconsistency increased, as shown in Tables 6–11 with bold and underlined values. Therefore, the path loss model proposed herein, as well as the frequency and its valid parameters, was chosen to check the effectiveness of the proposed algorithm. The baseline algorithm in the simulation results represents the conventional handover technique.

| Simulated Time | Population | Algorithm | Claimed Attempts | Rerun Attempts | Claimed Failures | Rerun Failures | Previous Success Rate | Rerun Success Rate |
|----------------|------------|-----------|------------------|----------------|------------------|------------------|-----------------------|---------------------|
| 40 ms          | 78         | Baseline  | 1259             | 1259           | 58               | 58               | 95.39%                | 95.39%              |
|                |            | Proposed  | 1259             | 1259           | 55               | 56               | 95.63%                | **95.55%**          |

Claimed refers to the results of [8]; rerun refers to results obtained after rerunning the simulator with the same parameters as [8]. This also applies to Tables 7–11.

Table 6. Inconsistencies in results.

Table 7. Inconsistencies in results.
| Simulated Time | Population | Algorithm  | Claimed Attempts | Rerun Attempts | Claimed Failures | Rerun Failures | Claimed Success Rate | Rerun Success Rate |
|---------------|------------|------------|------------------|----------------|------------------|----------------|----------------------|-------------------|
| 40 ms         | 8          | Baseline   | 135              | 135            | 6                | 6              | 95.56%               | 95.55%            |
|               |            | Proposed   | 135              | 135            | 6                | 6              | 95.56%               | 95.55%            |

Table 8. Inconsistencies in results.

| Simulated Time | Population | Algorithm  | Claimed Attempts | Rerun Attempts | Claimed Failures | Rerun Failures | Claimed Success Rate | Rerun Success Rate |
|---------------|------------|------------|------------------|----------------|------------------|----------------|----------------------|-------------------|
| 400 ms        | 78         | Baseline   | 12,601           | 12,601         | 695              | 695            | 94.48%               | 94.48%            |
|               |            | Proposed   | 12,601           | 12,601         | 450              | 460            | 96.43%               | **96.34%**         |

Table 9. Inconsistencies in results.

| Simulated Time | Population | Algorithm  | Claimed Attempts | Rerun Attempts | Claimed Failures | Rerun Failures | Claimed Success Rate | Rerun Success Rate |
|---------------|------------|------------|------------------|----------------|------------------|----------------|----------------------|-------------------|
| 400 ms        | 8          | Baseline   | 1254             | 1254           | 70               | 70             | 94.42%               | 94.41%            |
|               |            | Proposed   | 1254             | 1254           | 13               | 15             | 98.96%               | **98.80%**         |

Table 10. Inconsistencies in results.

| Simulated Time | Population | Algorithm  | Claimed Attempts | Rerun Attempts | Claimed Failures | Rerun Failures | Claimed Success Rate | Rerun Success Rate |
|---------------|------------|------------|------------------|----------------|------------------|----------------|----------------------|-------------------|
| 800 ms        | 78         | Baseline   | 25,070           | 25,070         | 1378             | 1378           | 94.50%               | 94.50%            |
|               |            | Proposed   | 25,070           | 25,070         | 757              | 609            | 96.98%               | **97.57%**         |

Table 11. Inconsistencies in results.
Tables 12–14 show the results for tests performed with the accurate mathematical model of path loss, along with the valid frequency and its parameters of mm waves, for simulation times of 40 ms, 400 ms, and 800 ms with population densities of 78 and 8, respectively, so that proper comparisons could be made after improving the proposed model. By incorporating the changes, drastic changes and improvements in results can be observed from Tables 12 to 14, whereas the number of handover attempts also increased compared to that claimed in [8]. These handover attempts were not previously detected by the model proposed in [8].

Equation (23) provides the actual progress in HSR with the proposed technique.

\[
\text{Improved HSR} (\%) = \left( \frac{\text{Total Handover Attempts} - \text{Handover Failures}}{\text{Total Handover Attempts}} \right) \times 100, \tag{23}
\]

where Total Handover Attempts refers to attempts with the proposed model, and Handover Failures refers to handover failures with the proposed model.

From Table 12, for a population density of 78 and simulation time of 40 ms, according to the baseline algorithm of [8] the total number of attempts was 1259. However, upon incorporating the above-mentioned corrections, the actual number of attempts according to the proposed model was 1277. This means that 18 attempts were supposed to happen which did not get triggered previously. Moreover, the baseline and proposed techniques which were improved had a lower number of failures compared to the results in [8]. Thus, the improved HSR in this scenario was 97.65%. For the case where the population density was 8, the improved HSR was 96.29%. Figures 7 and 8 shows comparison bar chart for base line vs improved proposed methodology.

### Table 12. Improvements in HSR with the improved algorithms.

| Time   | N   | Algorithm | (Old) Attempts | (Improved) Attempts | (Old) Failures | (Improved) Failures | (Old) Baseline HSR | (Improved) Proposed HSR |
|--------|-----|-----------|----------------|--------------------|----------------|---------------------|---------------------|-------------------------|
| 40 ms  | 78  | Baseline  | 1259           | 1277               | 58             | 38                  | 95.39%              | 97.65%                  |
|        |     | Proposed  | 1259           | 1277               | 55             | 30                  |                     |                         |
| 40 ms  | 8   | Baseline  | 135            | 135                | 6              | 4                   | 95.56%              | 96.29%                  |
|        |     | Proposed  | 135            | 135                | 6              | 5                   |                     |                         |

Old refers to the results from [8]; improved refers to the results obtained after corrections. This also applies to Tables 13 and 14.
Similarly, from Table 13, for a simulation period of 400 ms and population densities of 78 and 8, the improved HSRs were 97.27% and 98.58%, respectively. Table 14 also shows improved HSRs of 98.22% and 97.38%, respectively.

Correspondingly, the improvements obtained in HSR for all scenarios after making necessary corrections were 2.26%, 0.73%, 2.79%, 4.16%, 3.72%, and 2.59%, as shown in Tables 12–14. Figures 9 and 10 shows population density plotting and Figures 11–14 show comparison bar charts.
Figure 9. Population density graph for 78 users.

Figure 10. Population density graph for eight users.
Table 13. Improvements in HSR with improved algorithms.

| Time (ms) | N  | Algorithm  | (Old) Attempts | (Improved) Attempts | (Old) Failures | (Improved) Failures | (Old) Success Rate | (Improved) Success Rate |
|-----------|----|------------|----------------|---------------------|---------------|---------------------|------------------|------------------------|
| 400       | 78 | Baseline   | 12,601         | 12,731              | 496           | 695                 | 94.48%           | 97.27%                 |
|           |    | Proposed   | 12,601         | 12,731              | 450           | 347                 |                  |                        |
| 400       | 8  | Baseline   | 1254           | 1268                | 70            | 53                  | 94.42%           | 98.58%                 |
|           |    | Proposed   | 1254           | 1268                | 13            | 18                  |                  |                        |

Figure 11. Comparison bar chart.

Figure 12. Comparison bar chart.
Table 14. Improvements in HSR with improved algorithms.

| Time  | N  | Algorithm | (Old) Attempts | (Improved) Attempts | (Old) Failures | (Improved) Failures | (Old) Success Rate | (Improved) Success Rate |
|-------|----|-----------|----------------|---------------------|---------------|---------------------|---------------------|-------------------------|
| 800 ms| 78 | Baseline  | 25,070         | 25,318              | 1378          | 977                 | 94.50%              | 98.22%                  |
|       |    | Proposed  | 25,070         | 25,318              | 757           | 450                 |                     |                         |
| 800 ms| 8  | Baseline  | 2535           | 2564                | 132           | 97                  | 94.79%              | 97.38%                  |
|       |    | Proposed  | 2535           | 2564                | 19            | 67                  |                     |                         |

Figure 13. Comparison bar chart.

Figure 14. Comparison bar chart.
4. Conclusions

The simulation results showed that the intelligent handover algorithm, as compared to the conventional algorithm, made significant improvements in HSR. The test results also validate the claim that the previous research work conducted had limitations in selecting the correct path loss equation for 4G technology. Moreover, the corresponding parameter mismatch of mm waves caused inaccurate estimates; thus, the results in [8] were neither accurate nor convincing. However, the results obtained through the improvements proposed herein covered the limitations which hampered the previous results. Therefore, to study the effectiveness of the proposed research algorithm, one should rely on the improved model, since the test results in [8] were not accurate and, thus, cannot be taken as a benchmark.

Upon incorporating corrections, the model showed an increased number of attempts in comparison to [8], which means that the previous model did not allow some handovers which were supposed to happen. However, the improved model, despite the increased number of handover attempts, still showed improvements in HSR. This shows the resilience of the proposed algorithm. Moreover, the improved results were based upon moving users, while [8] did not comment if the results obtained were for moving or static users.

Path loss significantly increases with higher frequencies because it is a function of frequency. However, in the proposed research, HSR showed significant improvements despite the fact that the mm-wave frequency remained at 38 GHz throughout the simulations, which is much higher compared to [8], where 28 GHz was used. Thus, it can be claimed that the proposed work does not have frequency limitations in terms of mm waves, and it can significantly predict the success rate of upcoming handovers in a given band.

The proposed algorithm disagrees with the notion of [8] that the intelligent handover algorithm has to be processed at the base station, because it does not cover what happens if the base station processing power becomes saturated. Therefore, this work recommends the processing algorithm to be available to both the user’s device and the base station such that processing overload can be shared in the case of saturation without compromising QoS.

The proposed technique has a lower number of steps involved for handover compared to the conventional algorithm; therefore, it significantly reduces signaling overhead and also improves the performance of the network. Despite lowering the number of steps, the HSR still showed major improvements compared to the conventional algorithm.
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