In this paper, we consider the performance of TCP when used in data centre networks (DCNs) featuring optical burst switching (OBS) using two-way reservation. The two-way reservation is not suitable in wide-area OBS networks due to high bandwidth-delay product (BDP). The burst loss using traditional methods of one-way reservation can be mistakenly interpreted by the TCP layer as congestion instead of contention in OBS network, leading to serious degradation of the TCP performance. The reduced BDP in DCNs allows the use of two-way reservation that results in zero burst loss. The modelled architecture features fast optical switches in a single hop topology. We apply different workloads with various burst assembly parameters to evaluate the performance of TCP. Our results show significant improvement in TCP performance as compared to traditional methods of OBS as well as to a conventional electronic packet switching DCN.
1. Introduction

Optical networks for data centres have gained significant attention over the last few years due to the potential and benefits of using optical components. Conventional electronic packet-switched DCNs are not power efficient due to power hungry transceivers and electronic switches. They are also unable to meet with higher bandwidth demands and are not scalable while on the other hands, optical interconnects are power efficient and can provide huge bandwidths. They are also scalable and can offer low latency and high throughput. The performance of optical network is directly related to the type of the optical switching technique used. These switching techniques are optical circuit switching (OCS), optical packet switching (OPS) and optical burst switching. In OCS, a connection is established before actual data transmission on a pre-established dedicated path from the source to the destination [1]. Long connection establishment time and bandwidth underutilizations in the case of low traffic load are the major limitations of the OCS. The microelectromechanical system (MEMS) optical cross connect (OXC) or OCS switch has been used in the backbone optical network for many years.

Hybrid designs for data centre networks that use OCS in conjunction with other technologies have been proposed [2–7]. Through [2,3] propose using OCS in conjunction with traditional electrical packet switching (EPS) while the LIGHTNESS project [4,5] employs OCS together with OPS. The Hydra, OSA and Reconfigurable designs [6–8] augment OCS with a multi-hopping technique. Although these designs are cost effective but a major issue with these interconnects has been their slow reconfiguration time due to the limitation of 3D-MEMS technology. This reconfiguration time is influenced by two factors: (1) the switching time of the 3D-MEMS switch i.e. 10–100 ms, and (2) the software/control plane overhead required for the estimation of traffic demand and the calculation of a new OCS topology i.e. 100 ms to 1 s. Consequently, the control plane can only support applications that have high traffic stability, i.e. workloads that last several seconds [2].

In OPS, a packet consists of a data and a header portion which are in the optical domain. When the packet arrives at the node, the header is removed from the packet and is converted into the electrical domain for processing. During this processing time, the data in the packet has to be buffered in the node. Fibre delay lines (FDLs) are used for this purpose which can provide limited buffering by routing the light to the FDLs ring. The packet is dropped if the switch is not configured within this time. The OPS drawbacks are lack of feasible optical buffer and packet loss due to output port contention. Speed of header processing should also be compatible with the data rate, otherwise packet loss occurs. This problem becomes significant at higher data rates because header processing speed might not be compatible with the higher data rates. The OPS for DCNs has been described recently in some studies [9–18]. The OPS can only be used with fast optical switching technologies that are now available [19,20,10,21]. The inherent drawbacks of OPS make these designs difficult to meet future requirements of DCNs.

OBS [22] is different from other techniques and is considered as a compromise between OCS and OPS. It has separate control and data planes similar to OCS. Packets are aggregated into bursts. A control packet is then transmitted on a dedicated control channel to reserve resources on all intermediate nodes from the source to the destination. The burst is sent at a particular time after sending the control packet which is called the offset time. During the off-set time, these bursts are temporarily stored at edge node before transmission. During this time, the switch controller at the core node processes the control information and sets up the switching matrix for the incoming burst. Burst loss due to output port con-tention is the major limitation of the OBS network. Output port contention can occur due to unavailability of a wavelength at the desired output port for the incoming burst. Several techniques exist in the literature to avoid contention such as FDLs, deflection rout-ing, wavelength conversion and segmentation based dropping but none of them can guarantee zero burst loss. OBS with two-way reservation protocol also known as tell and wait protocol ensures zero burst loss [22] in which a control packet reserves resources in all nodes from the source to the destination and is sent back to the source as an acknowledgement. The control packet has a high round trip time (RTT) for a large optical network.

In this paper, we extend our recent work by evaluating the performance of TCP over optical burst-switched data centre network using network-level simulation [23]. The performance of TCP over OBS network is degraded by the wrong interpretation of congestion in the network. The contention induced losses can be misinterpreted by the congestion induced losses. The contention refers to the burst loss due to unavailability of a wavelength even at the low network load. We implement OBS with a two-way reservation protocol to ensure zero burst loss. The two-way reservation is not suitable for long haul backbone optical networks due to the high RTT of the control packet and high bandwidth delay product but for our optical interconnect for the data centre network, this RTT is not high for several reasons: (1) the propagation delay is negligible; (2) faster optical switches are used at the core; (3) a fast optical control plane is used; (4) processing of the control packet is rapid and (5) a single hop topology is used [24]. The reduced RTT of the control packet results in lower bandwidth-delay product in DCNs. We use various
workloads with different burst assembly parameters to explore TCP performance with two-way reservation and compare its performance with conventional methods of one-way reservation of OBS networks. We also evaluate and compare the performance of TCP in the proposed scheme with the conventional electronic packet switching DCN. Our results show significant improvement of TCP performance in terms of throughput, time and packets loss as compared to the traditional methods of OBS. The proposed scheme also demonstrates efficient TCP performance than the conventional electronic packet switching DCN for all types of workloads. The remainder of this paper is structured as follows. Section 2 describes TCP over OBS. In Section 3, we present implementation technique of OBS for data centre networks. We discuss performance evaluation in Section 4 and results in Section 5. We conclude in Section 6.

2. TCP over OBS

Burst loss and delay caused by the burst assembly and FDLs are the important features of the OBS that have great impact on the performance of the TCP. The burst loss can be misinterpreted as congestion in the network instead of contention. The timeout triggered by the contention is termed as False Time Out (FTO). After FTO, TCP sender starts with slow start mechanism which ultimately decreases network throughput. In most cases, several packets from different TCP sessions are included in a burst and the burst drop could result in loss of many packets per session, resulting in a network wide drop in throughput [25]. Another factor affecting performance is the delay that a packet experiences during the burst assembly process before its associated burst is transmitted and also in the FDLs ring if the burst is routed through it during contention. If this accumulative delay is higher than retransmission timeout (RTO), then TCP senders start again with slow start resulting in decrease of throughput. TCP over OBS networks also suffers from a problem known as the high bandwidth delay product (BDP). The BDP determines the amount of data that can be sent over the network without being acknowledged. TCP throughput is bound by the BDP. If the TCP sender window is smaller than the BDP, there is a waste of the link capacity, and the TCP sender will be idle most of the time.

In order to overcome issues of TCP over OBS, several techniques have been presented in literature [26–37]. The authors in [26] evaluated the impact of burst assembly algorithms on different TCP implementations such as TCP Reno, New-Reno and SACK in OBS network and in other work [27], they proposed TCP implementation for OBS network called Burst TCP which tries to detect false time out and reacts properly. In [28], authors introduced burst retransmission scheme in which the bursts lost due to contention in the OBS network are retransmitted at the edge node. High Speed-TCP (HS-TCP) is a modification to TCP’s window increase and decrease algorithm that allows it to run efficiently on networks with large BDP [33]. The authors in [29] evaluated the behaviour of high-speed TCP in OBS networks. Other technique [36] proposed modification in the burst assembly period at the edge node that aggregates packets from different TCP sessions into different bursts. In [30], authors presented TCP Vegas implementation using a threshold-based mechanism to identify network congestion under burst retransmission scheme. Source-ordering technique over a load-balanced OBS network is introduced by [31] to avoid false time out. In [35], authors presented predictive techniques in OBS that tries to improve TCP performance. TCP is very sensitive to the packet/burst losses and this has been shown in empirical study of different TCP implementations in OBS [34]. The authors in [32] presented a protocol level technique for estimating assembly time at the TCP end points and use this information to differentiate congestion induced loss or contention induced loss. The authors in [37] introduce a new layer between TCP and OBS layers for burst retransmission to mitigate the effect of burst loss due to contention on TCP performance. The new layer requires modification in ingress nodes to adapt the functionality of a new layer.

We observe through our literature survey that burst loss in TCP over OBS is still the major issue because techniques proposed so far either require modifications in protocol level or they are designed to implement in ingress nodes which is a difficult task. These techniques can help to improve TCP performance in OBS network but none of them can ensure zero burst loss due to contention.

3. OBS for data centre network

We employ OBS in the proposed data centre network architecture. The packets are aggregated to create bursts of short duration. A control packet is created to request the allocation of resources needed to transmit the burst from the controller by using a two-way reservation process similar to that proposed for optical burst switching networks [22]. Although such two-way reservation is not feasible in a long haul backbone network, in data centres it is suitable for the reasons presented earlier. The controller assigns resources and sends the control packet back to the originating node as an acknowledgement. The burst is then transmitted on the pre-established path configured by the controller.
The proposed architecture of OBS for data centre network is shown in Fig. 1. We use a two layer topology comprising Top of the Rack (ToR) switches at the edge and array of fast optical switches at the core similar to our hybrid design [38]. The ToR switches are electrical switches connecting servers in a rack using bidirectional fibre links. The ToR switches are also interfaced with the optical switches using unidirectional fibre links. Each ToR switch has X optical transceivers which are linked with the optical switches and is also termed as the degree of the ToR switch. If we consider N the total number of ToR switches in the network, then \((N \times N)\) is the minimum configuration for optical switches so that at least one port from all ToR switches connects to every \((N \times N)\) optical switch. A management network which consists of electrical switch/switches is used to connect every ToR switch to the controller using bidirectional fibre links. It also connects controller to fast optical switches using unidirectional fibre links.

The proposed design features separate control and data planes. The control plane comprises a centralized controller. The controller performs routing, scheduling and switch configuration functions. It receives connection setup requests from all ToR switches, finds routes, assigns timeslots to the connection requests, and configures optical switches with respect to the timeslots allocated. In order to perform these tasks, the controller keeps a record of the connection states of all optical switches. The data plane comprises optical switches that perform data forwarding on pre-configured lightpaths set up by the controller.

### 3.1. Scalability

Fast optical switch using semiconductor optical amplifiers (SOAs) as a switching fabric with 1024 ports has been proposed [10] while 512 ports using arrayed waveguide grating routers (AWGRs) as a switching fabric is also feasible [19]. Table 1 describes scalability analysis of the proposed topology using both AWGRs and SOAs as a fast optical switch. By considering SOAs as a switching fabric, the system size of 40,960 servers with 40 servers per rack and 81,920 servers with 80 servers per rack can be achieved with the proposed single stage topology without converting to multi-stage core topologies. Similarly, if we consider a pod switch instead of the ToR switch that has the capacity to integrate several ToR switches into a single unit and can aggregate a few hundreds to thousand servers [2], leads to the scalability up to 245,760 servers by considering 240 servers per pod which is ideal for future large scale data centres. The system size of 122,880 can also be achieved using AWGRs as a switching fabric by considering 240 servers per pod.

In our recent work [38], we present cost and power consumption analysis of the proposed design and its comparative analysis with electronic DCN. In [38], we have shown that the CAPEX cost of the proposed design is much higher than the conventional electronic DCN but this CAPEX cost is mitigated to some extent in the long run by its reduced OPEX cost due to its greater energy efficiency. In the foreseeable future, it is most likely that the CAPEX cost will fall driven by advances in the technology. For instance, we can mention the possibility of integrated photonics leading to fast switches being in mass production and their integration to complementary metal oxide semiconductor (CMOS) circuits.

### 3.2. ToR switch design

The ToR switch design is shown in Fig. 2a. The ToR switch has an electronic switch fabric which is connected to the servers in the rack to perform intra-rack (within rack) switching in the electrical domain. To perform inter-rack (between racks) switching, we employ \((N − 1)\) virtual output queues (VOQs) where \(N\) is the number of ToR switches in the network. State of the art ToR switches support hundreds of VOQs. For example, the Cisco Nexus 5500 supports up to 384 VOQs, the Cisco 5548P supports up to 18,432 VOQs and the Cisco 5596 supports up to 37,728 VOQs [39,40]. There is a VOQ for each destination ToR switch in the DCN. Packets destined to the same ToR are aggregated into the same VOQ. The VOQ not only aggregates traffic to the same destination ToR switch but it also avoids head of line blocking (HOL). Each VOQ is configured for a destination network address. Each ToR switch maintains a VOQ table where entries comprise the destination rack network address and the VOQ number. The dispatcher module matches the destination network address of the packet with the entry in this table and forwards the packet on the required VOQ. The similar design of edge node for hybrid optical switching using multiple virtual queues for packets, short bursts, long bursts and circuits is also proposed in [41].
3.3. Control packet format

The format of the control packet is shown in Fig. 2b. The control packet is 440 bits long and contains two main fields, routing and reservation. The routing field contains IP address of the source ToR switch, IP address of the controller, and IDs of the source and destination ToR switches. IPv6 addresses take 128 bits, however this length can be reduced to 32 bits by using IPv4 addresses, that will reduce overall control packet length to 31 bytes. The reservation field is 96 bits long, and is divided into 3 sub-fields: (1) Burst length, (2) start time and (3) port number. The burst length field is filled by the ToR switches to request a timeslot from the controller. The controller fills rest of the two fields after processing the control packet. All of these three fields are 4 bytes long. The burst length field contains size of the burst expressed in bytes while the start time field contains time when the burst will be sent and the port number is the port of the ToR switch in which the burst is to be sent. IP address is used by the electrical switches to route the control packet from the ToR switch to the controller and back from the controller to the ToR switch in the management network. Whereas ID is used in the routing and scheduling algorithm which is explained in Section 3.5 Control packet processing and in Algorithm 1.

CRC and flags are optional fields that are set by the IP/network layer in ToR switches/controller. Since we used OMNeT++ simulation framework, we did not set these fields. These are automatically handled by the network layer. The proposed algorithms in ToR switches and in the controller do not care about these fields.

3.4. Traffic aggregation

Burst assembly can be timer based, length based or a mix of both [22,42]. We consider the mixed approach in which either a timer expires or the burst length exceeds a threshold. The timer starts when a packet arrives at the empty VOQ. If the VOQ is not empty when the packet arrives, it joins other packets in the VOQ. The control packet is generated after the timer expires or the burst length exceeds a threshold and is sent to the controller using transceiver dedicated for the control plane. The controller processes the control packet and sends it back to the source ToR switch. When the control packet arrives at the ToR switch, the scheduler module of the ToR switch generates a burst according to size of the burst length specified in the control packet. The generated burst is then sent to the queue of the allocated port of the ToR switch. The scheduler module also initiates a new timer if the VOQ is not empty after burst generation because new packets might have arrived during the round trip time of the control packet.

The ToR switch also has burst disassembler and packet extractor module to disassemble the bursts received through the receivers. The receivers perform O–E conversion and send bursts to the disassembler module where packets are extracted from them and are sent to the electronic switch fabric and finally to the destination servers using electrical switching.

Burst assembly cycle is shown in Fig. 3. Packets are aggregated to make a burst. Burst assembly time is represented by $T_a$. The control packet is sent by the ToR switch to the controller for resource reservation by using a management network. The time control packet takes to reach the controller is called overhead time and is represented by $T_{oh}$. The $T_{oh}$ includes its propagation delay, O–E–O conversion delay, processing and queuing delay at electrical switch and its transmission delay. The controller processes the control packet and assigns a timeslot on an optical switch path. The time controller takes to process the control packet is denoted by $T_{proc}$. The control packet is sent back to the ToR switch and it again takes $T_{oh}$ to arrive at the ToR switch. The time difference when it arrives back at the ToR switch and when it was departed from the ToR switch is called round trip time (RTT). After processing the control packet, a configuration message is also generated by the controller to configure the optical switch. The configuration message also takes $T_{oh}$ to reach at the optical switch. The $T_{sw}$ is the time that switch takes to configure an optical switch path and is called switch configuration time. In the end, the burst is transmitted at the assigned timeslot on an optical switch path. The time burst takes for the transmission is denoted by $T_{tran}$. The length of the $T_{tran}$ depends upon the size of the burst and data rate of the channel. As the data rate increases, the length of the $T_{tran}$ decreases for the same size of burst. As soon as the control packet is sent by the ToR switch, subsequent burst assembly process is also started and this cycle repeats as long as there is traffic.

3.5. Control packet processing

We consider horizon scheduling that was proposed for OBS net-work [22]. The term horizon refers to the latest available time when the channel will be free. There are also some other scheduling techniques in OBS networks but we consider this technique due to its efficiency and implementation simplicity. Our goal is to use a technique that fulfills our objective of the fast
The switch controller configures the optical switch for the output port and the time at which a switch will be configured. The guard time is used for \( T_{DC} = 8 \) (i.e. \( 2 \times \frac{1}{8} \) in a server). The processing time at the controller (\( T_{proc} \)) and twice of the overhead time (\( T_{oh} \)). The aggregate value of \( T_{oh} \) is conservatively calculated. The length of each server in a rack sends 25 MB data to another server, so each server sends total \( 25 \times 40 = 1 \) GB data to other servers. We consider three cases of topological degree of communication (TDC) to investigate the traffic diversity workloads. We consider asymmetric traffic, which means that the servers in rack A send data to the servers in rack B, the servers in rack B send data to the servers in rack C while the servers in rack B and C only send ACKs to the servers in rack A and B respectively. We use TCP Reno models for TCP implementation available in OMNeT++ inet models [43].

We use a value of 1 \( \mu s \) for the switching time of the optical switches because this is a conservative choice, although in some types of fast optical switch this value can be as low as few nanoseconds [11,10]. The RTT of the control packet includes its processing time at the controller (\( T_{proc} \)) and twice of the overhead time (\( T_{oh} \)). The aggregate value of \( T_{oh} \) is conservatively set

Switch configuration is the final task of the controller. After processing the control packet, a configuration message is generated. The controller sets fields such as input port, output port and the time at which a switch will be configured. It also fills source IP address of the controller and destination IP address of the optical switch. In the end, the configuration message is sent to the switch controller for optical switch configuration. The switch controller configures the optical switch according to the instructions in the configuration message.

4. Performance analysis

To assess the performance of TCP over OBS for data centre network, we developed simulations models in the OMNeT++ simulation framework [43]. We use inet models of OMNeT++ to simulate behaviour of TCP, servers, electrical switches while we develop models for the ToR switches, the controller and the optical switches. Important simulation parameters are presented in Table 2. Our simulation model consists of 24 ToR switches. Each ToR switch has 40 servers connected to it. The controller and ToR switches are connected to the management network via an electrical switch. We use one fast switch which is interfaced to the management network.

We consider a bijective traffic model in which the number of TCP flows a server generates is equal to the number of TCP flows the server receives. We use 40 TCP flows per server equal to the size of number of servers in a rack. Each TCP flow in a server sends 25 MB data to another server, so each server sends total \( 25 \times 40 = 1 \) GB data to other servers. We consider three cases of TDC to investigate the traffic diversity workloads. The TDC represents rack level flows i.e. \( T_{DC} = 1 \) means that servers in a rack send data traffic to servers in only 1 destination rack while \( T_{DC} = 4 \) reveals that each server in a rack send data traffic to 10 servers each in four racks (total 40 servers in 4 racks). Similar method is used for \( T_{DC} = 8 \) (i.e. each server in a rack sends 5 TCP flows to 5 servers each in eight racks). The \( T_{DC} = 1 \) shows low diversity workloads, \( T_{DC} = 4 \) shows medium diversity workloads while \( T_{DC} = 8 \) shows high diversity workloads. We consider asymmetric traffic, which means that the servers in rack A send data to the servers in rack B, the servers in rack B send data to the servers in rack C while the servers in rack B and C only send ACKs to the servers in rack A and B respectively. We use TCP Reno models for TCP implementation available in OMNeT++ inet models [43].

We use a value of 1 \( \mu s \) for the switching time of the optical switches because this is a conservative choice, although in some types of fast optical switch this value can be as low as few nanoseconds [11,10]. The RTT of the control packet includes its processing time at the controller (\( T_{proc} \)) and twice of the overhead time (\( T_{oh} \)). The aggregate value of \( T_{oh} \) is conservatively set.
to 1 s although all these delays are negligible (at most a few nanoseconds [7]). We choose a value of 1 s for \( T_{proc} \). The value of \( T_{proc} \) is compatible with its actual value that we measure in Section 5.1.

We consider four cases for traffic aggregation by using values of aggregation drawn from the set \{\{50 \mu s, 50 KB\}, \{50 \mu s, 100 KB\}, \{100 \mu s, 50 KB\}, \{100 \mu s, 100 KB\}\}. We conservatively consider a buffer size of 1000 packets (i.e. 1.5 MB) per electronic port/VOQ in ToR switches and switches in electronic DCN while state of the art switches can support a much higher buffer size [39,40]. The minimum value of buffer size should be greater than the maximum burst size (i.e. 100 KB at a 10 Gbps data rate).

5. Results and discussion

We examine the performance of TCP by measuring throughput, completion time, packets loss and round trip time of TCP segments. We compare TCP performance of our design using OBS with two-way reservation with OBS by using traditional methods of one-way reservation. We also evaluate the TCP performance of a conventional DCN based on the electronic packet switching using simulation and compare results with the proposed OBS scheme. We consider a two layer leaf spine topology for the electronic packet switching DCN. The detailed description of this topology is available in our recent work [38]. The simulation results obtained are shown in Figs. 5–10.

Fig. 5 shows throughput performance achieved for three values of TDC across a range of burst assembly parameters in proposed design of OBS with two-way reservation schemes while Fig. 6 shows throughput performance using OBS with traditional methods of one-way reservation. Four curves in each plot of Figs. 5 and 6 represent average throughput with respect to the time for different values of the burst aggregations. The burst loss of OBS with two-way reservation is zero for all values of TDC that leads to high throughput as shown in all plots of Fig. 5. But in the case of OBS with traditional one-way reservation, the performance is good only when TDC = 1. The performance is degraded with the increase of traffic diversity e.g. with TDC = 4 and TDC = 8 as shown in Fig. 6b and c. This is because burst loss in OBS with one-way reservation is negligible when TDC = 1 as all bursts are going to only one rack and the requests for burst reservations comes in an order. But in case of higher TDC values, burst loss increases with the increase of TDC because of a large number of overlapping control packet requests come. The network observes some throughput initially as shown in Fig. 6b but after half of a second, throughput drops and servers go into slow start. In the case of TDC = 8 as shown in Fig. 6c, the throughput is minimum due to the large number of bursts loss. Similar trend of decrease in the throughput with the increase of TDC values is observed in the electronic packet switching DCN as shown in Fig. 7a. The packets are lost in the electronic network due to buffer overflow both at edge and core nodes which results in decrease of throughput. The throughput achieved in the proposed scheme is better than traditional methods of OBS and electronic DCN.

Fig. 8 shows the time taken by all servers to send 1 GB data traffic to other servers for three values of TDC across a range of burst assembly parameters in both designs. It can be observed that servers only take couple of seconds to complete data transfer in our design but in case of traditional methods, they take tens of seconds (greater than 20 s) to complete data transfer. This is because when packets are lost, servers go into slow start after retransmission timeout. This process continues as long as there are packets lost. Due to going down to slow start phase again and again, the servers are not able to utilize their full capacity. So they take longer time to send similar amount of traffic as compared to the time they take using two-way reservation. While in the electronic network, the servers take 5–8 s to complete the data transfer as shown in Fig. 7a which is better than using traditional methods of OBS but almost three times as compared to the proposed scheme.

Fig. 9 shows the packets loss for three values of TDC across a range of burst assembly parameters in both designs. Packets are also lost in our design due to the buffer overflow of network interface card (NIC). We consider NIC size equal to 500 packets. In OBS with traditional methods, packets are not only lost when the burst is dropped but also due to the buffer overflow. In all three values of TDC, packet loss is negligible in our design, while in traditional methods, packet loss increases with the increase of TDC as shown in Fig. 9b and c. This is due to the higher number of bursts loss with the high diversity traffic workload. In the electronic DCN, the packet losses are better than traditional methods of OBS but are slightly higher than the proposed scheme for all types of workloads as shown in Fig. 7b.

Fig. 10 shows the average round trip time (RTT) of TCP segments for three values of TDC across a range of burst assembly parameters in both designs. The round trip time is measured when a TCP segment is sent by the TCP application in a source server and its acknowledgement is received at the source server. The RTT in all three cases of TDC across different burst aggregation schemes in our design is around 500 s. It can be noticed that the aggregation time that we consider is only 50 s and
100 s while the RTT is around 500 s. This is because, TCP segments also spend some time in the queue of NIC in server and ToR switches. When there is high traffic, these segments have to wait in the queue to get transmitted. This is not the case in traditional methods of OBS using one-way reservation. For example, with TDC = 4 and TDC = 8 as shown in Fig. 10b and c, the RTT in most of the cases is around 200 s because there is not much traffic to send due to lower throughput observed in traditional mechanisms of OBS. So, TCP segments find it easy to go through the queue of NIC in low traffic that results in lower RTT. The RTT in the electronic network is higher than traditional and the proposed scheme as shown in Fig. 7b. This is because of additional delay which is occurred at the core node while in traditional and proposed methods of OBS delay is occurred only at the edge node.

5.1. Performance of the control plane

In order to assess the performance of the control plane, we run our algorithm on an Intel host with a Core i7, 2.17 GHz processor and 16 GB RAM. The results were obtained for several combinations of parameters. To ensure statistical significance, we averaged the results of 1,000,000 runs and the results are shown in Table 3. When a control packet arrives at the controller, the controller performs the routing, scheduling and switch configuration operations described in Algorithm 1. The complexity of the routing and scheduling algorithm is $O(2X + \tau)$, where $X$ is the degree of ToR switches and represents the sum of processing time of all other instructions. The complexity of the switch configuration operations is $O(P + \tau)$ where $P$ is the total number of optical switches. The is assumed to be a constant of negligibly low value. We measure the execution time in fully subscribed, 2:1 oversubscribed and 4:1 oversubscribed networks using 40 servers per rack as shown in Table 3. It can be noticed in Table 3 that the execution time of routing and scheduling operations in in nanoseconds scale for all types of networks. It is minimum in 4:1 oversubscribed network but it increases slightly as we decrease network oversubscription. Similarly, the execution time of the switch configuration operations is minimum when $P$ is minimum and it increases slightly with the increase of the number of optical switches. The overall execution time of switch configuration operations is negligible (at most a few nanoseconds). So our algorithms in the control plane demonstrate efficient performance for all types of network oversubscriptions.

6. Conclusion

We investigated the performance of TCP over optical burst-switched data centre network by using network-level simulation. Burst loss is the major limitation of traditional OBS that degrades the performance of TCP by misinterpretation of network congestion. We implement OBS with two-way reservation to get zero burst loss. Two-way reservation is not appropriate for traditional back-bone optical networks due to the high RTT of the control packet and high bandwidth delay product but in a data centre network, this RTT is not high. We examine different burst assembly parameters with different traffic workloads to evaluate the performance of TCP. Our results reveal significant improvement in TCP performance in terms of throughput, time and packets loss as compared to traditional methods of OBS for all types of workloads. The proposed scheme also demonstrates efficient TCP performance than the conventional electronic packet switching network for all types of workloads.
Fig. 1. Topology diagram for data centre network.
Fig. 2. Design of ToR switches and format of the control packet.
| Event                          | Time  |
|-------------------------------|-------|
| Packets aggregation          |       |
| Burst assembly                |       |
| Control packet sent           | $T_{oh}$ |
| Control packet processing     | $T_{proc}$ |
| Control packet sent back      | $T_{oh}$ |
| Configuration message sent    | $T_{oh}$ |
| Switch configuration          | $T_{sw}$ |
| Burst transmission            | $T_{tran}$ |
| Packets aggregation          |       |
| Subsequent burst assembly     |       |

**Fig. 3.** Burst assembly cycle.
Fig. 4. Horizon scheduling.
Fig. 5. Average throughput of proposed design using OBS with two-way reservation by considering different burst aggregation parameters and with respect to different TDC values.
Fig. 6. Average throughput of OBS with traditional methods of one-way reservation by considering different burst aggregation parameters and with respect to different TDC values.
Fig. 7. Performance analysis of TCP over conventional electronic packet switching DCN with different values of TDC: (a) average throughput achieved during first second of simulation time and completion time to transfer 1 GB data from each server and (b) packets loss and average round trip time of TCP segments.
Fig. 8. Completion time to transfer 1 GB data from each server with different burst aggregation parameters and with respect to different TDC values.
Fig. 10. Average round trip time of TCP segments with different burst aggregation parameters and with respect to different TDC values.
Algorithm 1. Routing, scheduling and switch configurations.

1: horizoninput[totaltracks × TorDegree]
2: horizonoutput[totaltracks × TorDegree]
   (Above lines represent data structures of horizons for all inputs
    and outputs in optical switch paths.)
3: controlpacket ← control packet arrives at the controller
4: srcID ← controlpacket.getSrcId()
5: destID ← controlpacket.getDestId()
   (Above lines get source and destination IDs of ToR switches
    from the control packet arrives at the controller.)
6: minInputHorizon ← maxVal
7: minOutputHorizon ← maxVal
8: for i = 0 to P − 1 do
9:    min1 ← maxVal
10:   min2 ← maxVal
11:   for j = 0 to srcID × TorDegree to (i + srcID × TorDegree + Q − 1) do
12:      if horizoninput[j] < min1 then
13:         min1 ← horizoninput[j]
14:         port1 ← j
15:      end if
16:      end for
17:      for k = (i + destID × TorDegree) to (i + destID × TorDegree + Q − 1) do
18:         if horizonoutput[k] < min2 then
19:            min2 ← horizonoutput[k]
20:            port2 ← k
21:         end if
22:      end for
23:      if min1 < minInputHorizon and min3 < minOutputHorizon then
24:         minInputHorizon ← min1
25:         minOutputHorizon ← min2
26:      end if
27:      inputport ← port1
28:      outputport ← port2
29:   end if
30: end for
   (Above blocks of code select optimal input and output ports
    and their horizon in optical switch path. P is the number
    of total optical switches. Q is the number of ports of each
    ToR switch that are connected with each optical switch. Routing
    operation finishes here. Scheduling is the next operation.)
31: Tstart ← getMin(minInputHorizon, minOutputHorizon) (It gets
     maximum of two horizons and assigns it to the start time)
32: if Tstart < getCurrentTime() then
33:    Tstart ← getCurrentTime() (Current time is assigned to the start time if horizons are less
34:    than current time.)
35: burstLength ← controlpacket.getBurstLength()
36: TBL ← burstLength × B/datarate
   (Requested timeslots TBL is calculated from the burst length (BL)
    in the control packet.)
37: Tstart ← Tstart + T BL + T Prep + T OH
38: Tend ← Tstart + T BL + T Guard
   (Above lines represent start and end time of a timeslot in an
    optical switch path.)
39: horizoninput[inputport] ← Tstart
40: horizonoutput[outputport] ← Tend
   (Horizons are updated with new time.)
41: controlpacket.setStartTime(Tstart)
42: controlpacket.setOutputPort(inputport mod TorDegree)
   (Control packet is updated with start time and port number of
    the ToR switch.)
43: destAddr ← controlpacket.getDestAddr()
44: controlpacket.setDestAddr(destAddr)
45: controlpacket.setSourceAddr(srcAddr)
46: sendAt(cp, Tstart × T BL)
   (Source and destination addresses in the control packet are
    swapped and the control packet is sent back to the source ToR.
    It also completes the scheduling operation. Switch
    configuration is the next task of the controller.)
47: confmsg ← createConfMsg()
48: confmsg.setTTL(Tstart × T BL)
49: confmsg.setInputPort((inputport mod Q) + (srcID × Q))
50: confmsg.setOutputPort((outputport mod Q) + (destID × Q))
51: L ← inputport mod TorDegree
52: confmsg.setDestAddr(getOpticalSwitchAddr(L, L))
53: confmsg.setSourceAddr(getControllerAdd())
   (Above lines of code perform switch configuration operation.)
Scalability analysis.

| Optical switch | Switch size     | Servers per rack | Total racks | Servers   |
|----------------|-----------------|------------------|-------------|-----------|
| SOA            | [1024 × 1024]   | 40               | 1024        | 40,960    |
|                |                 | 80               | 2048        | 81,920    |
|                |                 | 240              | 6144        | 245,760   |
| AWGR           | [512 × 512]     | 40               | 512         | 20,480    |
|                |                 | 80               | 1024        | 40,960    |
|                |                 | 240              | 3072        | 122,880   |
### Table 2
Simulation parameters.

| Parameter name                          | Symbol | Value                  |
|-----------------------------------------|--------|------------------------|
| Racks/ToR switches                      | $N$    | 24                     |
| Servers per rack                        | $S_{RK}$ | 40                    |
| Degree of ToR switches                  | $X$    | 40                     |
| TCP flows per server                    |        | 40                     |
| Data in each TCP flow                   |        | 25 MB                  |
| Topological degree of communication    | $T_{DC}$ | {1,4,8} racks         |
| Data rate                               | $R$    | 10 Gbps                |
| TCP window size                         |        | 64 KB                  |
| Control packet processing time          | $T_{proc}$ | 1 μs          |
| Switching time of fast switch           | $T_{sw}$ | 1 μs          |
| Overhead                                | $T_{oh}$ | 1 μs          |
| Burst aggregation                       | $T_{a}$ | {{50 μs, 50 KB}, {50 μs, 100 KB}}, {100 μs, 50 KB}, {100 μs, 100 KB}} |
| Buffer size per electronic port/VOQ    |        | 1000 packets           |
Table 3
Performance of the control plane.

| Algorithm                  | Oversubscription | Optical switch ($P$) | Degree of ToR ($X$) | Exec. $T$   |
|----------------------------|-------------------|----------------------|---------------------|-------------|
| Routing and scheduling     | 4:1               | $\forall P$          | 10                  | <0.15 $\mu s$ |
|                            | 2:1               |                      | 20                  | <0.3 $\mu s$  |
|                            | 1:1               |                      | 40                  | <1 $\mu s$   |
| Switch configuration       | 4:1               | 10                   | 10                  | $\approx 0.029 \mu s$ |
|                            | 2:1               | 20                   | 20                  | $\approx 0.031 \mu s$ |
|                            | 1:1               | 40                   | 40                  | $\approx 0.033 \mu s$ |
