A Novel Bayesian Framework For Multi-State Disease Progression Of Lung Cancer
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ABSTRACT: CT screening has been commonly used to identify and diagnose lung cancer in its early stages. CT has been shown in clinical studies to reduce lung cancer mortality by 20% as compared to plain chest radiography; however, existing CT screening services face obstacles such as high over diagnosis rates, high costs, and elevated radiation exposure. The study develops computer and deep learning models for predictive lung cancer diagnosis and disease progression prediction in an effort to solve these difficulties. Using a symmetric chain code method and a machine learning system, a novel lung segmentation approach was first developed. The lung nodules connected to the lung wall are included in this process, which minimises over-segmentation error. Finally, to predict the inter disease progression of lung cancer, a Bayesian method was coupled with a prolonged Markov model. The resultant model calculates specific lung cancer state transition data, which can be used to make customised screening recommendations. Extensive trials and results have shown the efficacy of these approaches, paving the way for current CT screening systems to be optimised and improved.

1. INTRODUCTION
Lung cancer is the most common cancer killer in both men and women. Lung cancer has a 5-year survival rate of just 17 percent, but if diagnosed early on, the survival rate jumps to 54 percent. The seminal National Lung Screening Trial (NLST) demonstrated a 20% mortality reduction for people experiencing CT compared to plain chest radiography, making CT the de facto imaging modality for screening and identifying nascent lung cancers[1]. CT produces high-resolution, volumetric datasets that can resolve small and/or low-contrast nodules, as opposed to traditional chest radiography. However, there are many obstacles to accurate detection and successful screening when CT is used in this environment[2].

Established CT screening services face three obstacles, according to clinical studies: high over-diagnosis rates, high costs, and enhanced radiation exposure. The NLST study found that 96.4 percent of all positive screening results were false positives. The costs of an extra health and a performance life year per individual were $52,000 and $81,000, according to the findings in NLST. Furthermore, it was calculated that radiation causes roughly 1-3 lung cancer deaths per 10,000 examined subjects in the trial. The development of computer-aided detection/diagnosis (CAD/CADe) systems and the determination of individualised, optimal screening intervals are seen as critical steps in resolving these issues[3][4].

To make a conscious decision to reliably and effectively identify and diagnose lung cancer, CAD/CADe systems have used a range of machine learning and statistical approaches. For the last two decades, medical image processing has become a hotbed of science. When compared to human reading by thoracic radiologists, CAD/CADe systems have been investigated to assist radiologists in the reading process, potentially enhancing predictive value and reducing the false positive rate in lung cancer screening for small nodules. Screening has also been shown to be more cost-effective by using CAD/CADe systems[5].

With the massive ecosystem of screening data, it is now possible to model the genetic basis of lung cancer progression and, as a result, determine the best screening intervals for each person, making screening programmes more accurate and efficient[6]. As shown in Figure 1, lung cancer usually progresses through three stages: a disease-free state (State 1), a clinical trials state observable through screening but asymptomatic (State 2), and a symptomatic state (State 3). The mean sojourn time (MST) is a measurement of how quickly a disease advances...
from preclinical to clinical stages. To approximate MST, a variety of statistical and temporal methods have been developed, including Markov models and discrete equations-based methods. Despite numerous attempts, estimating MST for various subject cohorts using traditional methods remains difficult due to measurement error and data sparsity concerns.

To overcome some of the above issues, this work focuses on lung cancer progression modelling.

The mean sojourn period (MST), which measures how quickly lung cancer develops from a preclinical to detectable clinical condition, determines how quickly a lung cancer can be identified using imaging. As a result, MST is commonly used in population screening for determining the optimum interval between screens and evaluating the degree of overdiagnosis. MST varies depending on imaging techniques and patient cohorts, with higher MST patients[7]. MSTs should have longer screening times so they are at a reduced risk of cancer. Personalized temporal models that estimate MST can thus help shift screening guidelines away from a one-size-fits-all approach and toward more tailored policies. However, using retrospective screening data to estimate MST has a number of drawbacks[8].

For starters, clinical findings for disease states are often subject to interpretation error, such as when physicians miss a cancerous nodule. Any MST prediction will be skewed if such observation error is not modelled. Second, in clinical practise, missing or incomplete findings are normal. Some patients, for example, can skip a scheduled screening exam or receive treatment at a facility where data is not shared. Third, the time between screening tests is often inconsistent[9]. As a consequence, the estimation of continuous time data results in the loss of important data. Fourth, some detected disease states may have a very limited sample size (i.e., sparse), making evaluation difficult. When a patient has an early stage cancer, for instance, they will normally have an injection to remove them from further examination. As a result, there are fewer individuals for which uncertainties can be measured for transitions to later states. To overcome such issues, disease progression variables for periodic screening data are needed. The most significant contribution is the development of a new mathematical multi-state disease progression model structure[10]. A continuous time Markov model is used to model disease progression and observation error in this model. To deal with issues like incomplete observations and data sparsity, a Bayesian approach is used. This estimation model allows for more precise determination of appropriate screening times. It also acts as a basis for moving toward tailored screening frameworks. Section II describes the related study, Section III reviews the system model, Section IV depicts the results followed by conclusion in Section V.

2. RELATED STUDY

To diagnose early stage lung cancer, computed tomography (CT) has become the most commonly used screening method. The seminal NLST study published in 2011 found that CT screening reduced mortality by 20% compared to simple chest radiography in people with lung cancer. Following this evidence, the United States Preventive Services Task Force issued a Grade B guideline that annual lung cancer screening with CT be undertaken in adults aged 55 to 80 who have a 30 pack-year smoking history and either still smoke or have quit within the previous 12 months. This policy has prompted the development and introduction of new CT-based lung cancer screening programmes. CT scan perception is both time-consuming and potentially difficult[11].

Lung cancer in its early stages presents as pulmonary nodules, which appear on CT scans as small circular or oval-shaped opacities with diameters less than 30mm. With a growing percentage of CT scans to read and a higher resolution, reading such large sets of data can cause visual fatigue and/or pressure, which can lead to a reduction in diagnostic accuracy. Furthermore, since interpretation is highly reliant on prior experience, less trained radiologists have significant variability in detecting subtle lung cancers. For the detection of lung nodules, there has been significant variation in performance amongst radiologists. CT scan analysis is further complicated by the complex airway and vessel layout[12].

Figure 1. Framework of lung cancer diagnosis

The mean sojourn period (MST), which measures how quickly lung cancer develops from a preclinical to detectable clinical condition, determines how quickly a lung cancer can be identified using imaging. As a result, MST is commonly used in population screening for determining the optimum interval between screens and evaluating the degree of overdiagnosis. MST varies depending on imaging techniques and patient cohorts, with higher MST patients[7]. MSTs should have longer screening times so they are at a reduced risk of cancer. Personalized temporal models that estimate MST can thus help shift screening guidelines away from a one-size-fits-all approach and toward more tailored policies. However, using retrospective screening data to estimate MST has a number of drawbacks[8].

For starters, clinical findings for disease states are often subject to interpretation error, such as when physicians miss a cancerous nodule. Any MST prediction will be skewed if such observation error is not modelled. Second, in clinical practise, missing or incomplete findings are normal. Some patients, for example, can skip a scheduled screening exam or receive treatment at a facility where data is not shared. Third, the time between screening tests is often inconsistent[9]. As a consequence, the estimation of continuous time data results in the loss of important data. Fourth, some detected disease states may have a very limited sample size (i.e., sparse), making evaluation difficult. When a patient has an early stage cancer, for instance, they will normally have an injection to remove them from further examination. As a result, there are fewer individuals for which uncertainties can be measured for transitions to later states. To overcome such issues, disease progression variables for periodic screening data are needed. The most significant contribution is the development of a new mathematical multi-state disease progression model structure[10]. A continuous time Markov model is used to model disease progression and observation error in this model. To deal with issues like incomplete observations and data sparsity, a Bayesian approach is used. This estimation model allows for more precise determination of appropriate screening times. It also acts as a basis for moving toward tailored screening frameworks. Section II describes the related study, Section III reviews the system model, Section IV depicts the results followed by conclusion in Section V.
CT screening produces a high number of false positives, even among seasoned radiologists, resulting in a serious over-diagnosis. The high false positive rates due to benign nodules are essential to minimize the benefits of CT screening for early lung cancer detection; minimizing false positives and identifying patients who need medication could reduce costs and morbidity correlated with alone and intervention. As a result, distinguishing benign from malignant nodules is becoming increasingly important. Distinguishing benign from malignant nodules, as well as indolent vs. aggressive cancers, poses significant challenges. As a result, computer-aided diagnosis (CAD) systems have been extensively researched to help physicians solve this issue[13].

CAD is used in all parts of the body, such as the head, abdomen, heart, breast, kidney, spine, and joints, and has been established in screening techniques such as magnetic resonance imaging (MRI), CT, projectional radiography, nuclear medicine, ultrasound, and digital pathology imaging. To make the final decision, these CADs typically use a traditional machine learning scheme, which includes segmentation of the region of interest, extraction of features, and labeling. Conventional machine learning approaches are unable to process natural data in its raw form (raw image pixels), necessitating the use of feature design and technical requirements to define and derive significant value from the raw data into learnable depictions. Representation learning, on the other hand, is a class of methods that can automatically identify the best representation of raw data and derived features to help with classification, prediction, and detection tasks[14].

Deep learning methods have recently been applied to a number of medical image processing tasks after achieving considerable success in object detection tasks in image features. However, in the clinical domain, a major obstacle is the lack of labelled datasets. Most of the success of normal image recognition tasks is due to the availability of large numbers of labelled training data (e.g., millions of tagged images), which allows the training of complex and deep neural networks with thousands of parameters. The volume of branded training knowledge in the healthcare domain is much lower. The 3D structure of most medical images is another concern in clinical imaging techniques. A standard magnetic resonance imaging (MRI) or computed tomography (CT) scan has several slices, with disease regions inside the scan being relatively small in comparison to the entire picture stack (and of varying 3D size)[15].

Since the cross-sectional scanning slice thickness is often much larger than the in plane pixel dimension, collecting 3D data quickly in a deep neural network architecture is difficult. Designing deep-learning-based systems for 3D medical images has become more difficult. A better understanding of lung cancer's growth and complexities, such as the time it takes to reach a particular stage of the disease, can contribute to more effective prevention, treatment, and treatment, as well as early diagnosis. One of the most effective ways to diagnose early stage lung cancer is by routine imaging screening. Longitudinal data gathered as a result of screening can be used to develop improved methods for describing disease progression and generating forecasts for individualised diagnosis and monitoring policies. An increasing number of people who are thought to be at high risk of cancer are now regularly screened at the population level. However, risks such as radioactive contamination, overtreatment, and defensive medicine highlight the need for more accurate temporal models that predict who should be monitored and how often[16].

The mean sojourn time (MST), a period of time during which a tumour can be identified by imaging but no clinical symptoms are present, is an important factor to consider when developing screening policies. Continuous Markov models (CMM) with Maximum likelihood estimation (MLE) have been used to estimate MST for a long time. However, risks like radiation exposure, overdiagnosis, and overtreatment highlight the need for more accurate temporal models that can forecast outcomes. Traditional methods, on the other hand, presume no observation error when interpreting imaging data, which is impossible and can skew MST estimates[17]. Furthermore, when data is sparse, the MLE can not be stably calculated. This thesis proposes a probabilistic modelling method for periodic cancer screening data to address these flaws. [18] [20] an iterative measure of impact measure that estimates target class influence based on multiple levels and probability of information presented by the author. [19] To improve overall accuracy, assign positive reductions and experiment with different patch sizes.

3. SYSTEM MODEL

A disease-free state, a clinical trials state observable through screening but show no symptoms, and a diagnosable state are the three stages of lung cancer progression. The model assumes that in order to reach State 3, a patient in State 1 must first pass through State 2. When a patient is screened, one of two conditions can be noted: the patient is in the clinical trials state if the screening test is positive and confirmed by a diagnostic evaluation; alternatively, the individual is in the illness free state.
As a result, the second state (preclinical) can be distinguished by two factors: a positive screening test and a verified positive pathology evaluation. Patients in the preclinical stage, on the other hand, include both false-negatives and true-negatives, both of which will advance to the clinical stage. The individual is in the clinical condition when cancer is first diagnosed through evolving lung cancer symptoms (rather than by screening). Patients who do not advance to the clinical state and are not considered to be preclinical during screening will replicate the procedure in subsequent rounds in inter screening facilities. Interval cases are those that are diagnosed with lung cancer symptoms before undergoing another round of screening.

Since the direct change from the disease-free to the preclinical state is clinically unobservable, MST is hard to ascertain. Patients will be treated after being detected in a clinical trials state (a positive cancer screening), avoiding the normal transition from preclinical to clinical. If no control group is open, interval cases become the only source of knowledge for estimating MST. The assessment of MST is influenced by detection sensitivity, just as the discovery of interval cancers is affected by false-negative screening results; a skewed estimate of sensitivity will impact the measurement of MST. Sensitivity refers to the chance of identifying clinical trials of cancer by screening.

The model was created for three types of screenings, including interval cancer and post-screening cancer. The time ranges between the first and second screenings, as well as the second and third screenings, are respectively $t_{12}$ and $t_{23}$. Assume that all participants' $t_{12}$ and $t_{23}$ are the same. Only elevated lung cancer subjects with a minimum of 20 pack-years of smoking cigarette history were included in the National Lung Screening Trial dataset (NLST) used in this study. Covariates are classified from ethnicity, smoking history, and health history, including age, gender, family background of cancer, waist circumference, disease history, cancer history, current or former smoker, number of packs of cigarettes per year, and smoke years, to further split the dataset into sub-cohorts and explore cancer progression variations. Each covariate's proportions in the no cancer, non-symptomatic cancer, symptomatic cancer, and post-screening cancer groups are plotted and compared to classify the significant covariates in this high-risk population for further inequity.
4. EVALUATION AND RESULTS
Two measures are used to test the proposed model and equate it to other methods. To begin, Pearson's chi-square is used to assess the proposed model's suitability and validate analytical results by determining if there are substantial discrepancies between observed and expected counts. A p-value greater than 0.05 indicates that there is no substantial difference, suggesting a good fit and reliable parameter estimation. The Bayesian method then uses posterior predictive p-values (PPPV) to search for inconsistencies between model predictions and observed counts. A PPPV with a p-value greater than 0 implies a strong fit. The proposed model suits the data better than the model without measurement error by using Pearson's chi-square and PPPV.

![Figure 3. Summaries of the posterior for the two gender groups](image)

The model provides realistic and reliable results when applied to lung cancer screening data from the NLST dataset. For modelling the transitions of discrete health states, the Bayesian model is a natural option. Through integrating longitudinal patient data and variable monitoring intervals, it can model transitions over time. Two relevant unknown parameters in the model are sensitivity and MST. These two criteria, however, are intertwined and difficult to separate. MST can only be measured without a control group based on the prevalence of interval cancer cases. More false-negative cases, on the other hand, lead to more interval cases, due to shorter MST. MST and sensitivity should therefore be modelled together, and projections should be sensitive to minor variations in interval cancer counts. Owing to the fact that both are not estimated together, this approach is often prone to error.

5. CONCLUSION
A predictive bayesian disease assessment model is proposed that uses a novel Bayesian method to achieve more accurate and stable disease progression estimation when accounting for observation error. The model lays the groundwork for making individualised screening recommendations for a group of people based on their covariates. This study shows how to measure MST more reliably for diverse cohorts with sparse observations when accounting for observation error. The emphasis of future research will be on developing an individualised bayesian system that models each patient's data separately. Both average and individualised patient migration times were examined in the reduced model with sensitivity of 1, and the estimates for MST were very similar.
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