Boosting the Quantum State of a Cavity with Floquet Driving
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The striking nonlinear effects exhibited by cavity QED systems make them a powerful tool in modern condensed matter and atomic physics. A recently discovered example is the quantized pumping of energy into a cavity by a strongly-coupled, periodically-driven spin. We uncover a remarkable feature of these energy pumps: they coherently translate, or boost, a quantum state of the cavity in the Fock basis. Current optical cavity and circuit QED experiments can realize the required Hamiltonian in a rotating frame. Boosting thus enables the preparation of highly-excited non-classical cavity states in near-term experiments.

Non-classical states of cavity and circuit QED systems [1–4] serve as a resource for difficult, or even classically forbidden, tasks [5–16]. However, preparing these states is itself difficult, as it requires strong nonlinearity [2, 4]. In this Letter, we present an experimentally feasible scheme for the on-demand preparation of highly excited non-classical states, such as Fock and Schrödinger cat states. This scheme exploits topological energy pumping – the quantized pumping of energy into a cavity by a strongly-coupled periodically-driven spin [17–20] – which acts to coherently translate, or boost, a quantum state of the cavity in the Fock basis.

Energy pumping (also called frequency conversion) is well understood in the semiclassical regime, when the cavity is in a coherent state [17–19, 21–23]. The spin experiences two strong periodically oscillating fields (Fig. 1(a)) – one from the external drive with phase variable \( \theta_1(t) = \Omega t + \theta_{01} \), and an effective field from the cavity with phase \( \theta_2(t) = \omega t + \theta_{02} \). The spin follows this magnetic field adiabatically, and in so doing winds around the Bloch sphere. If the frequency ratio \( \Omega/\omega \notin \mathbb{Q} \) is irrational, and the motion of the spin covers the Bloch sphere with Chern number \( C \in \mathbb{Z} \), then the spin mediates a quantized average number current into (or out of) the cavity:

\[
\langle \hat{n} \rangle_t = \frac{\Omega}{2\pi} C. \tag{1}
\]

We use square brackets \( [\cdot]_x \) to denote averages over the variable \( x \), which in Eq. (1) is time.

The instantaneous number current, \( \dot{n}(t) \), is not quantized. It may vary substantially within the periods \( 2\pi/\Omega \) and \( 2\pi/\omega \). Thus, it is remarkable that there are special times – the almost periods \( T_N = (2\pi/\Omega)\hbar N \) (where \( \hbar N \) is an integer) – at which the number of photons pumped into the cavity is almost exactly given by \( [\hat{n}]_t T_N = C\hbar N \), regardless of the initial phase of the drive and cavity field. At these times \( \theta_1(t) \), \( \theta_2(t) \), and the spin state all return close to their initial values, with a deviation decreasing like \( 1/\hbar N \). Thus, an ensemble of spin-cavity states will rephase to form a boosted ensemble with a larger \( n \) at the times \( T_N \). This is the semiclassical mechanism underlying cavity state boosting.

Strikingly, the boosting effect persists into the quantum regime of the cavity, and also applies to non-classical

* dmlong@bu.edu

\[a r X i v: 2 1 0 9 . 1 1 5 3 3 v 2 \ [ q u a n t - p h ] 5 M a r 2 0 2 2 \]
initial states. By decomposing the initial non-classical state into a superposition of coherent states, we relate boosting in the quantum system to the corresponding semiclassical effect. An initial product state of the spin and cavity

\[ |\psi(0)\rangle = |s\rangle \otimes \sum_n c_n |n\rangle \]  

is, if the spin state is initialized correctly and the distribution of \(|c_n|^2\) is sufficiently narrow, boosted to

\[ |\psi(T_N)\rangle \approx |s\rangle \otimes \sum_n c_n |n + \chi_{cN}\rangle. \]  

Fig. 1(b) shows that an initial Fock state presents the boosting phenomenon. At the almost periods, the cavity’s \(n\) distribution \(P(n) = \langle n | \rho_{cav}(t) | n\rangle\) narrows substantially (where \(\rho_{cav}(t)\) is the reduced density matrix of the cavity). The cavity state has been boosted to an approximate Fock state with a larger occupation number (Fig. 2). By decoupling the spin at one of these almost periods, the boosted state can be preserved in the cavity.

More generally, highly-excited non-classical cavity states (Fock states, Schrödinger cat states, etc.) may be prepared by boosting states from lower occupations.

Model— We consider a Floquet Jaynes-Cummings model with a periodically driven spin:

\[ H(t) = \hbar \omega n - \mu \vec{B}_c(\theta_1(t)) \cdot \vec{S} + \frac{\mu B_0}{2} (\hat{a} S^+ + \hat{a}^\dagger S^-). \]  

Here, \(\mu\) is the spin magnetic moment, \(B_0\) is a coupling strength between the cavity and spin, \(\hat{a}^{(i)}\) are cavity annihilation (creation) operators, and \(S^\pm\) are spin raising (lowering) operators. The spin is driven by a circularly polarized classical field with frequency \(\Omega\):

\[ \vec{B}_c(\theta_1) = (B_m - B_d \sin \theta_1) \hat{x} + B_d \cos \theta_1 \hat{z}, \]  

where the phase of the drive is \(\theta_1(t) = \Omega t + \theta_{01}\). Later, we will show how this model may be achieved within a rotating frame of a typical cavity or circuit QED Hamiltonian.

Semiclassics— The related semiclassical model is obtained by taking the expectation value of \(H\) in a cavity coherent state \(|\alpha\rangle = |\sqrt{n} e^{-i\theta}\rangle\), giving an effective model for the spin alone

\[ H_{eff}(\theta_1, \theta_2, n) = \langle \alpha | H | \alpha \rangle - \hbar \omega n = -\mu \vec{B}_{eff} \cdot \vec{S}, \]  

where

\[ \vec{B}_{eff}(\theta_1, \theta_2, n) = (B_m - B_d \sin \theta_1 - B_0 \sqrt{n} \cos \theta_2) \hat{x} - B_0 \sqrt{n} \sin \theta_2 \hat{y} + B_d \cos \theta_1 \hat{z}. \]  

is related to the BHZ model [24, 25]. For now, we assume that the motion of the cavity is unaffected by the spin, so that the phase variable arising from the cavity field \(\theta_2(t) = \omega t + \theta_{02}\) rotates at a constant angular velocity. This occurs in the limit \(n \to \infty\) with \(B_0 \sqrt{n} = O(1)\).

The spin model (6) has been shown to exhibit energy pumping in the adiabatic limit, where \(\hbar \Omega\) and \(\hbar \omega\) are
much less than all other energy scales in the problem [17]. Energy pumping proceeds with \( C = \pm 1 \) if the spin is initially aligned with the field, \( \Omega / \omega \notin \mathbb{Q} \) is irrational, and \( (\vert B_m \vert - \vert B_d \vert)^2 < B_0^2 n < (\vert B_m \vert + \vert B_d \vert)^2 \) [19].

In this regime, the spin follows the effective field, \( \langle \hat{S} \rangle = SB_{\text{eff}} + O(\Omega) \). Importantly, the spin state only depends on the instantaneous values of \( \theta_1, \theta_2, \) and \( n \). Explicitly calculating the instantaneous rate of change of \( n \) using \( \dot{n} = -\langle \partial_{\theta_2} H_{\text{eff}} \rangle \) gives [21]

\[
\dot{n}(\theta_1, \theta_2, n) = \mu S \partial_{\theta_2} |B_{\text{eff}}| + \hbar \Omega F + O(\Omega^2),
\]

where

\[
F = SB_{\text{eff}} \cdot (\partial_{\theta_0} \dot{B}_{\text{eff}} \times \partial_{\theta_2} \dot{B}_{\text{eff}}),
\]

is the Berry curvature of the spin state aligned to the field \( B_{\text{eff}} \) [26].

We neglect the effect of the changing cavity population \( n \) on the spin dynamics, and so fix \( n = n_0 \) in the right hand side of Eq. (8). This is justified if the right hand side of Eq. (8) changes slowly with \( n \). Then the change in cavity population

\[
\Delta n(t, \bar{\theta}_0, n_0) = \int_0^t \dot{n}(\bar{\theta}_s, n_0)ds
\]

is computed as the integral of a quasiperiodic function over the trajectory \( \bar{\theta}_t = (\theta_1(t), \theta_2(t)) \) on the torus. As \( \Omega / \omega \) is irrational, this trajectory densely fills the torus as \( t \to \infty \), and the integral (10) approximates the uniform integral of \( \dot{n} \) over the torus. At the almost periods, \( T_N \), the trajectory comes close to its initial position \( (\bar{\theta}_{T_N} \approx \bar{\theta}_0) \), and Eq. (10) approximates the uniform integral especially well:

\[
\Delta n(T_N, \bar{\theta}_0, n_0) = \frac{T_N}{(2\pi)^2} \int \dot{n}(\bar{\theta}_s, n_0)d^2\theta + O(T_N^{-1})
\]

\[
= \frac{\Omega T_N}{2\pi} C + O(T_N^{-1}).
\]

These almost periods may be computed from the continued fraction expansion of \( \Omega / \omega \) [27] (Appendix A).

Crucially, Eq. (11) implies that \( \Delta n(T_N) \) is only \( O(T_N^{-1}) \) different between trajectories with different initial conditions \( \bar{\theta}_0 \). An ensemble of spins initiated in coherent cavity states with different \( \theta_{2\sigma} \) will each pump the same number of photons into the cavity at the almost periods, with a correction which decays as larger almost periods are considered (Fig. 3). We say the ensemble rephases.

In contrast, if \( \Omega / \omega = p / q \in \mathbb{Q} \) are rationally related [17, 28], then trajectories do not densely fill the torus, and the long-time averages \( \langle \dot{n} \rangle \) depend on \( \bar{\theta}_0 \), so that rephasings at subsequent periods \( T_N = N(2\pi / \Omega)p \) decay in quality linearly with \( T_N \).

Quantum — The rephasing of the classical ensemble of states initiated with different \( \theta_{2\sigma} \) can be used to explain cavity state boosting in the full quantum model (4). An arbitrary initial state \( |\psi(0)\rangle \) of the spin and cavity can be decomposed into a superposition of coherent states \( |\alpha\rangle = |\sqrt{n} \hat{e}^{-id\alpha} \rangle \) and spin states \( |m\rangle_{\hat{B}_{\text{eff}}} \ (m \in \{-S, \ldots, S\}) \) quantized along the axis \( \hat{B}_{\text{eff}} \) defined by \( n \) and \( \theta_2 \). For the simplest case of a spin-1/2, we have

\[
|\psi(0)\rangle = \int d^2\alpha \left[ c_+ (\alpha) |+\rangle_{\hat{B}_{\text{eff}}} + c_- (\alpha) |\rangle_{\hat{B}_{\text{eff}}} \right]|\alpha\rangle,
\]

where \( d^2\alpha \) is a normalized measure on the coherent states [29]. When \( c_- \approx 0 \), the initial state is approximately a superposition of states where the spin is aligned with an effective field \( \hat{B}_{\text{eff}} \). The dynamics of each component of this superposition can then be described semiclassically. The requirement \( c_- \approx 0 \) is typically unrestrictive, and for the model (4) an initial product state \( |\psi(0)\rangle = |+\rangle_k |\psi_0\rangle \) is sufficient.

In each component of the superposition (12), the dynamics of the spin is described by the semiclassical description leading to Eq. (11) — the spin remains aligned with the effective field as it evolves under the cavity dynamics (Fig. 4). Thus, at the almost periods the spin will return to its initial state in each component of the superposition, while the cavity coherent state returns to the same angular position \( \theta_2(T_N) \approx \theta_{2\sigma} \) but with a larger \( n(T_N) \approx n_0 + T_N |\dot{n}|_s \).

Furthermore, the quantum mechanical phase accumulated by each component may be expressed within the semiclassical approximation as the integral of the energy.
In the $c_+$ components of Eq. (12), this is

$$\phi(t, \theta_0, n_0) = \frac{1}{\hbar} \int_0^t \left( \hbar \omega n_0 - \mu S |B_{\text{eff}}(\theta_s, n_0)| \right) dt. \quad (13)$$

The phase $\phi$ is also an integral of a quasiperiodic function, just as $\Delta n$ in Eq. (10). Thus, $\phi(T_N, \theta_0, n_0)$ rephases at the almost periods $T_N$, becoming almost $\theta_0$ independent. This extends our observations about rephasings in a classical ensemble to rephasings in the full quantum superposition.

The result of this rephasing is the boosting phenomenon: at the almost periods $T_N$, the quantum state of the cavity rephases to form a state which has been boosted in the Fock basis, as described in Eq. (3) (up to a global phase).

Approximations— We have neglected several effects in the above arguments. We enumerate these approximations below, and determine the regime in which the boosting phenomenon survives.

The most significant feature we have neglected is that the Fock occupation $n(t)$ changes with time, which in turn affects the integrand in Eq. (10). In Appendix B, we show that the consequent deviation from perfect rephasings scales as $\sqrt{n(T_N)} - \sqrt{n_0}$. For a constant boost $\Delta N$, this error is $O(n_0^{-1/2})$, and thus can be reduced by increasing the initial cavity population $n_0$. The accumulated phase (13) depends on $n$ linearly, but for equal initial $n_0$, the linear term only contributes a global phase, so similar estimates hold for the phase as for $n$. Our numerical simulations of the model (4) show that these estimates are likely pessimistic for short times, where we see the quality of the rephasings improve with time.

The cavity’s coupling to the spin also affects the evolution of the phase $\theta_2(t) = -\arg(\hat{a}(t))$ in a coherent state. The most significant effect here is a renormalization of the cavity frequency to $\omega' = \omega + \delta \omega$, as $\delta \omega$ has an $\Omega$ independent contribution that can be non-negligible even deep in the adiabatic regime. This correction must be accounted for in order to correctly predict the almost periods (Appendix A), but does not affect the quality of the rephasings.

The rephasings are of highest quality when the distribution $P(n) = \langle n | \rho_{\text{cav}}(0) | n \rangle$ is narrow in $n$, as components of Eq. (12) with different $n_0$ can dephase rapidly. Indeed, in Appendix B we show that the rate of dephasing is proportional to the width of the distribution $P(n)$. Fortunately, many non-classical states of interest have essentially a single $n_0$ value, including Fock states and Schrödinger cat states.

The initial state of the spin and classical drive should furthermore be chosen so as to minimize the magnitude of the $c_-$ component in the decomposition (12). In general, this would involve preparing a complicated entangled state of the spin and cavity, so as to align the spin to $B_{\text{eff}}$ for all $\theta_{02}$. For the model (4), initiating the classical drive with $\theta_{01} = 3\pi/2$ ensures $B_{\text{eff}}$ is close to $\hat{x}$ for all values of $\theta_{02}$. The $c_-$ component is minimized just by preparing a product state with the spin polarized along $\hat{x}$.

Experimental considerations— Cavity boosting requires a periodic classical drive, which is routine in essentially all experimental architectures. In Eq. (4), it also requires that $\hbar \Omega$ and $\hbar \omega$ be the smallest energy scales in the problem, which, naively, necessitates ultra-strong coupling [30–33]. However, this hierarchy can be achieved in a rotating frame starting from a strong coupling Hamiltonian in the lab frame.

A typical lab frame cavity QED Hamiltonian takes the form [1–4]

$$H_{\text{lab}}/\hbar = \omega_{\text{cav}} \hat{n} + (\omega_q + f(t)) S_z + g(\hat{a} + \hat{a}^\dagger) S_x + 2V(t) \cos(\omega_q t) S_x, \quad (14)$$

where $\omega_{\text{cav}}$ is the lab frame cavity frequency, and $\omega_q$ is the mean level splitting of the spin. The splitting of the spin is modulated slowly by $f(t)$, while the $x$ field on the spin is amplitude modulated by $2V(t)$ at the resonant carrier frequency $\omega_q$.

Making a rotating frame transformation $|\psi\rangle \rightarrow U|\psi\rangle$ with $U(t) = \exp[i \omega_q (\hat{n} + S_z)]$ and dropping terms which oscillate rapidly with frequency $2\omega_q$ produces a Hamiltonian

$$H_{\text{rot}}/\hbar = (\omega_{\text{cav}} - \omega_q) \hat{n} + f(t) S_z + g(\hat{a} S^+ + \hat{a}^\dagger S^-) + V(t) S_x, \quad (15)$$
at leading order in $\omega_q^{-1}$. Making the identifications
\begin{align*}
\omega_{\text{cav}} - \omega_q &= \omega, \\
f(t) &= -\mu B_d \cos(\Omega t), \\
hq &= \mu B_0, \\
V(t) &= -\mu(B_m - B_d \sin(\Omega))
\end{align*}
reproduces Eq. (4) in the rotating frame. As the transformation $U$ rigidly rotates the phase space of the cavity, boosting in the rotating frame implies boosting in the lab frame. We verify this in Appendix C.

Boosting requires a hierarchy of scales
\begin{equation}
\omega_{\text{cav}} - \omega_q, \Omega \ll f, g, V \ll \omega_q.
\end{equation}
This hierarchy is achievable in a variety of microwave-frequency superconducting architectures, where naturally high coupling strengths, on the order of 100 MHz, and lifetimes in excess of 100 $\mu$s provide an ample window for the required slow drive timescales $\omega_{\text{cav}} - \omega_q$ and $\Omega$. It is also possible to satisfy this hierarchy in optical cavity QED, although the achievable separation of scales between dissipation rates and light-matter couplings is typically smaller.

**Discussion**—Cavity state boosting allows the preparation of non-classical states of a quantum cavity with larger occupation number $n$ than may otherwise be possible. The potential to realize boosting in optical cavities is particularly intriguing, as deterministic generation of even single photons is challenging in this regime.

Boosting is topological, in the sense that it occurs even if the instantaneous Hamiltonian is continuously deformed, provided the drive frequency $\Omega$ remains incommensurate to the cavity frequency. Changing the parameters of the Hamiltonian may alter the positions of the almost periods, but will not change the fact that they occur.

Boosting is also prethermal. At very long times, nonadiabatic processes cause the spin to no longer be aligned with the effective field, destroying the energy pumping effect [18, 21]. However, at earlier times, $n$ exceeds $(B_m + B_d)^2/B_0^2$, and so exits the topological pumping regime [19].

There is a close analogy between rephasings and Bloch oscillations. Electronic wavepackets in an electric field show center-of-mass oscillations, and coherently expand and contract [34]. If the packet also has a non-zero Hall velocity, then at Bloch periods it has the same shape, but is translated perpendicular to the electric field — that is, it has been boosted. This analogy can be made precise through the construction of synthetic dimensions, and the frequency lattice [35–40].

If photon losses in the cavity, or dephasing of the qubit, are significant, boosting degrades in quality. As the rate of photon loss from the cavity increases with increasing $n$, the cavity populations achievable with boosting (and all methods) are limited by the cavity quality factor. Quality factors larger than $10^6$ have been reported in many architectures [41–43].

Boosting offers a qualitatively distinct method of preparing highly non-classical cavity states — for instance, Fock states — compared to current methods [44–46]. Presently, preparing Fock states requires detailed and precise control of the coupled spin [44–46]. In contrast, boosting has an immensely simpler drive protocol for the spin — a sine wave in Eq. (4). Related protocols may also be used to prepare many-body scar states in other systems [47].

Boosting also provides a way of preparing Schrödinger cat states for use in bosonic encoded qubits [9–16]. Remarkably, the drive protocol to boost a cat state is the same as for a Fock state. Indeed, boosting does not require any knowledge of the current state of the cavity.
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The relation of the decomposition Eq. (12) to the classic Wigner function, Husimi Q function, Glauber–Sudarshan P representation does not seem to be straightforward. Eq (12) is also a decomposition into an overcomplete combination of coherent states. However, being a decomposition of the wavefunction, Eq. (12) is non-trivially related to more standard quasiprobability distributions based on the density matrix.
Appendix A: Predicting Rephasings

In this appendix, we predict the almost periods $T_N$ at which cavity state boosting occurs.

1. Renormalization of Cavity Frequency

The almost periods are determined by the ratio of the classical drive frequency $\Omega$ and the cavity frequency. The cavity frequency is renormalized from its bare value $\omega$ by the coupling to the spin, and the correction in the renormalized value $\omega' = \omega + \delta\omega$ can be significant.

In this section, we calculate the leading correction $\delta\omega_0$. Implicit in this statement is the assumption that the phase of the cavity advances approximately linearly, $\theta_2(t) = -\arg(\langle \hat{a}(t) \rangle)$, and the correction in the initial coherent state. We also assess this assumption below.

In the adiabatic limit, the correction can be calculated by assuming the spin is always aligned to the instantaneous effective field $\vec{B}_{\text{eff}}$, so that $\langle \hat{S} \rangle = S B_{\text{eff}}$. Making this replacement in Eq. (4) of the main text gives an effective Hamiltonian for the cavity [22]

$$H_{\text{cav}} = \hbar \omega \hat{n} - \mu S |\vec{B}_{\text{eff}}|. \quad (A1)$$

To extract a frequency from this Hamiltonian, we would like to find the $\omega'$ so that

$$\langle [\hat{a}, H_{\text{cav}}] \rangle = \hbar \omega' (n, \theta_1, \theta_2) \langle \hat{a} \rangle, \quad (A2)$$
in a coherent state $|\alpha\rangle = \sqrt{n} e^{-i\theta_2}$. A straightforward way to do this is to replace $(\hat{a}, \hat{a}^\dagger)$ by $\sqrt{n} (e^{-i\theta_2}, e^{i\theta_2})$ and compute $\hbar \omega' = \partial_n H_{\text{cav}}$. This provides a renormalized frequency as a function of $n, \theta_1, \theta_2$, and the parameters of the model. Observe that this correction need not go to zero as $\omega$ decreases.

More explicitly, we have $\delta\omega = \omega' - \omega = \delta\omega_0 + \Omega \delta\omega_1 + \ldots$, where the constant order correction

$$\delta\omega_0(n, \vec{\theta}) = \frac{\mu S \vec{B}_{\text{eff}} \cdot \partial_n \vec{B}_{\text{eff}}}{\hbar |\vec{B}_{\text{eff}}|}, \quad (A3)$$
is sufficient for our purposes.

Furthermore, if $\delta\omega_0$ varies slowly with $n$ in comparison to $\vec{\theta}$, then we can make a quasistatic approximation in replacing $\delta\omega_0$ with its average over $\vec{\theta}$, which we denote with square brackets, $[\delta\omega_0]_{\vec{\theta}}$. The average $[\delta\omega_0]_{\vec{\theta}}$ controls the motion of an ensemble of coherent states with different initial phases $\theta_{02}$. We are neglecting fluctuations around this average drift in $\theta_2$.

Specifically, for the parameters in Fig. 1 of the main text, we find

$$[\delta\omega_0]_{\vec{\theta}} / \omega = -5.52 \ldots \times 10^{-2}. \quad (A4)$$

This prediction for the correction to the frequency can be compared to data. We compute $\theta_2(t) = -\arg(\langle \hat{a}(t) \rangle)$ for several initial coherent states and compare the curve to the linear prediction (A4). Fig. 5 shows both the deviation of $\theta_2(t)$ from the bare value of $\omega t + \theta_{02}$ and the predicted average correction $[\delta\omega_0]_{\vec{\theta}}$. The predicted correction accounts for the early-time average motion of $\theta_2(t)$ across different initial phases $\theta_{02}$. At moderate and late times $\theta_2(t)$ deviates from being linear, as pumping causes $n$ to change with time, and this in turn affects the instantaneous frequencies. At the time scales we are considering, this deviation is insignificant.

At longer time scales, this drift in $[\delta\omega_0(n)]_{\vec{\theta}}$, does not destroy the rephasings; their presence relies on ergodicity of $(\theta_1(t), \theta_2(t))$ in the torus, which is generic. However, if $[\delta\omega_0(n)]_{\vec{\theta}}$ drifts too far from $[\delta\omega_0(n_0)]_{\vec{\theta}}$, then the almost periods become less predictable. Essentially, one must simulate the evolution beforehand and identify the almost periods from numerics, or use a more refined approximation which takes this drift into account. This is not necessary when the unaccounted drift in $\theta_2(t)$ remains small compared to $2\pi$.

2. Almost Periods

There are well-established methods for predicting the almost periods from the corrected frequencies $(\Omega, \omega')$. Indeed, the almost periods relate to the convergents and semifconvergents of the ratio $\Omega/\omega' = \beta$ [27].

If $\beta$ has continued fraction expansion

$$\beta = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \ldots}} \quad (A5)$$

then the convergents, which are the best rational approximations to $\beta$, may be calculated as $h_N/k_N$, where

$$h_N = a_N h_{N-1} + h_{N-2}, \quad k_N = a_N k_{N-1} + k_{N-2} \quad (A6)$$
are defined recursively, with \((h_{-2}, h_{-1}) = (0, 1)\) and \((k_{-2}, k_{-1}) = (1, 0)\). These rational approximations are “the best” in the sense that, for any other rational \(p/q\) with \(0 < q \leq k_N\), we have

\[ |k_N \beta - h_N| < |q \beta - p|. \tag{A7} \]

The almost periods of the drive with frequencies \((\Omega, \omega')\) are given by

\[ T_N = \frac{2\pi}{\Omega} h_N \approx \frac{2\pi}{\omega'} k_N \tag{A8} \]

Rephasing of a cavity state occurs at any of the almost periods.

The semiconvergents

\[ \frac{h_{N,m}}{k_{N,m}} = \frac{mh_N + h_{N-1}}{mk_N + k_{N-1}} \tag{A9} \]

also serve as rational approximations to \(\beta\). Here, \(m\) is an integer with \(0 < m < a_{N+1}\). These rational approximations obey a weaker condition than Eq. (A7): for any \(p/q\) with \(0 < q \leq k_{N,m}\), we have

\[ |\beta - \frac{h_{N,m}}{k_{N,m}}| < \frac{|p|}{q}. \tag{A10} \]

The semiconvergents also have associated almost periods,

\[ T_{N,m} = \frac{2\pi}{\Omega} h_{N,m}. \tag{A11} \]

For the parameters in Fig. 1 of the main text, we have a correction to the frequency given by Eq. (A4), and a corresponding corrected ratio

\[ \frac{\Omega}{\omega'} \approx \frac{\Omega}{\omega + [\delta \omega]_{\hat{\theta}}} = 1.71... \tag{A12} \]

and hence a continued fraction expansion

\[ [a_0; a_1, a_2, a_3, \ldots] = [1; 1, 2, 2, \ldots], \tag{A13} \]

and almost periods

\[
\begin{align*}
h_0 &= 1, \\
h_1 &= 2, \quad h_{1,1} = 3, \\
h_2 &= 5, \quad h_{2,1} = 7, \\
h_3 &= 12 \quad \ldots \tag{A14}
\end{align*}
\]

These are the almost periods plotted in Fig. 1 of the main text. They accurately predict the times at which rephasing occurs, though the rephasing for the convergent \(h_0 = 1\) is of very poor quality, as is that of its associated semiconvergent \(h_{1,1} = 3\).

If we had not first calculated the correction to the cavity frequency, the predicted almost periods would be given by Fibonacci numbers. The last two almost periods would be incorrect in that case, with a bare prediction of \(h = 8, 13\), rather than \(h = 7, 12\).

**Appendix B: Quality of Rephasings**

In this appendix, we estimate the scaling of the quality of rephasings with \(T_N\), both in the semiclassical picture and including effects of the spin on the cavity dynamics in the large \(n\) regime.

1. **Semiclassical Picture**

In the coarsest semiclassical approximation to the evolution of the coupled spin-cavity system, the rephasings at the almost periods improve monotonically. As discussed in the main text, the rephasings occur because integrals like

\[ A(T_N, \hat{\theta}_0) = \int_0^{T_N} a(\hat{\theta}_t) dt, \tag{B1} \]

become approximately \(\hat{\theta}_0\) independent at the almost periods \(T_N\). Such integrals give, for instance \(\Delta n(T_N)\) and \(\phi(T_N)\).

As the trajectory \(\vec{u} t + \hat{\theta}_0\) is dense in the \(\hat{\theta}\) torus, at the almost periods we have

\[ A(T_N, \hat{\theta}_0) = \int a(\hat{\theta}) d^2 \theta + O(1/T_N) \tag{B2} \]

where the error estimate \(O(1/T_N)\) comes from estimating the perpendicular distance between the closest windings of the trajectory around the torus. This can be checked numerically by integrating Eq. (B1) for different initial \(\theta_{02}\), as shown in Fig. 3 of the main text for \(A = \Delta n\).

This improvement of the subsequent rephasings is a property characteristic of quasiperiodic systems. If \(\Omega/\omega \in \mathbb{Q}\), so that the system is periodic, then rephasings at subsequent periods get worse. In this case, the trajectory does not densely cover the torus, so at the period \(T\) we have

\[ A(T, \hat{\theta}_0) = \int a(\theta) d^2 \theta + O(1/T), \tag{B3} \]

as before. However, at subsequent periods \(NT\), we have

\[ A(NT, \hat{\theta}_0) = NA(T, \hat{\theta}_0) = N \int a(\hat{\theta}) d^2 \theta + O(N/T) \tag{B4} \]

As the trajectories \(\vec{u} t\) do not densely cover the torus, \(A(T, \hat{\theta}_0)\) depends on \(\hat{\theta}_0\). This results in a deviation of \(A(NT, \hat{\theta}_0)\) from the average value \((2\pi)^2 N[a]_{\hat{\theta}}\) which grows linearly in time. This is also visible in Fig. 3 of the main text.

2. **Including the Effect of the Spin**

To include the effect of the coupling to the spin on the cavity dynamics, still at a semiclassical level, we can
augment Eq. (B1) with a dependence of the integrand on \( n(t) \).

\[
A(T_N, \bar{\theta}_0, n_0) = \int_0^{T_N} a(\bar{\theta}_t, n(t)) dt. \tag{B5}
\]

Both Eqs. (10) and (13) of the main text are of this form. The leading \( n \) dependence in Eq. (B5) for large \( n \gg 1 \) is at the order \( \sqrt{n} \) (from Eq. (8) of the main text):

\[
a(\bar{\theta}_t, n) = a_0(\bar{\theta}_t) + a_1(\bar{\theta}_t) \sqrt{n} + \cdots. \tag{B6}
\]

Here, “\( \cdots \)” denotes higher order (in \( \Omega \) or \( n^{-1} \)) terms we neglect.

Furthermore, the average of \( a_1 \) vanishes, \( [a_1]_\bar{\theta} = 0 \). For Eq. (10), this follows from the statement that the average pumping rate does not depend on \( n \) (except where it changes as a step function when the Chern number changes). Then we may express

\[
a_1 = \hat{\Omega} \cdot \nabla A_1(\bar{\theta}). \tag{B7}
\]

Integrating by parts gives

\[
A = [a_0]_\bar{\theta} T_N + A_1(\bar{\theta}) T_N \sqrt{n(T_N)} - A_1(\bar{\theta}) \sqrt{n_0} + \cdots
\]

\[
= [a_0]_\bar{\theta} T_N + A_1(\bar{\theta}) \left( \sqrt{n(T_N)} - \sqrt{n_0} \right) + \cdots, \tag{B8}
\]

where we again dropped terms higher order in \( n^{-1} \) and used \( A_1(\bar{\theta}_{TN}) = A_1(\bar{\theta}_0) + O(1/T_N) \).

Comparing the value of \( A \) between trajectories with different initial \( \bar{\theta}_0 \) and equal \( n_0 \) gives

\[
A(T_N, \bar{\theta}_0, n_0) - A(T_N, \bar{\theta}'_0, n_0)
\]

\[
\approx \left( A_1(\bar{\theta}_0) - A_1(\bar{\theta}'_0) \right) \left( \sqrt{n(T_N)} - \sqrt{n_0} \right). \tag{B9}
\]

In words, the rephasings in \( A \) have a width which broadens like \( \sqrt{n(T_N)} - \sqrt{n_0} = O(\sqrt{T_N}) \), to leading order in \( n \) and \( \Omega \). Then it is consistent to use \( n(T_N) = n_0 + C n + O(\sqrt{T_N}) \). Considering a constant target increase \( \Delta n = C n \), we have, for increasing \( n_0 \),

\[
A(T_N, \bar{\theta}_0, n_0) - A(T_N, \bar{\theta}_0', n_0)
\]

\[
\approx \left( A_1(\bar{\theta}_0) - A_1(\bar{\theta}_0') \right) \frac{C n}{2 \sqrt{n_0}}. \tag{B10}
\]

The width may thus be reduced by taking \( n_0 \) larger.

The integrand for the accumulated phase (13) involves a term \( \omega n(t) \) with \( O(n) \) dependence. However, only phase differences are physically meaningful. Eq. (B8), applied to \( \Delta n \), shows \( n(t) = |\bar{n}|_\bar{\theta} t + O(\sqrt{n}) \), so that the \( n \) dependence in the integrand of

\[
\phi(t, \bar{\theta}_0, n_0) - \phi(t, \bar{\theta}'_0, n_0) = \frac{1}{\hbar} \int_0^t \left( \hbar \omega O(\sqrt{n(s)}) - \mu S(|B_{\text{eff}}(s, \bar{\theta}_0)| - |B_{\text{eff}}(s, \bar{\theta}'_0)|) \right) ds \tag{B11}
\]
cancels at \( O(n) \). Then the phase difference obeys the condition (B6), and so Eq. (B9) applies.

As we have observed in the main text, boosting works best for initial states with a narrow distribution \( P(n) = \langle \rho_{\text{ave}} | n \rangle \), as we now investigate. Considering states with differing \( n_0 \) gives, for quantities obeying the condition (B6),

\[
A(T_N, \bar{\theta}_0, n_0) - A(T_N, \bar{\theta}_0', n'_0)
\]

\[
\approx A_1(\bar{\theta}_0) \left( \sqrt{n(T_N, n_0)} - \sqrt{n_0} \right) - A_1(\bar{\theta}_0') \left( \sqrt{n(T_N, n'_0)} - \sqrt{n'_0} \right). \tag{B12}
\]

The right hand side still asymptotically broadens as \( O(\sqrt{T_N}) \) for large \( T_N \), and can be reduced as \( O(n_0^{-1/2}, (n'_0)^{-1/2}) \) with increasing \( n_0 \) and \( n'_0 \). The accumulated phase, which does not obey (B6), is more severely affected by differing values of \( n_0 \). A phase difference with differing initial values of \( n \) diverges linearly in time:

\[
\phi(T_N, \bar{\theta}_0, n_0) - \phi(T_N, \bar{\theta}'_0, n'_0) \approx \omega (n_0 - n'_0) T_N. \tag{B13}
\]

For general non-classical initial states, this makes the condition of having a narrow initial distribution \( P(n) = \langle \rho_{\text{ave}} | n \rangle \) quite strict. An error on the order of \( 2\pi n \) can accumulate in the phase within just a few periods.

In short time numerics, we see rephasings in Fock states improve with \( T_N \) (Fig. 10). This is likely because the short time behavior is still dominated by the \( O(1/T_N) \) improvement in quality derived in Appendix B1. It is also possible that higher-order terms we have neglected in the above estimates conspire to suppress the error below our prediction for moderate \( \Omega \) and \( n_0 \).

### Appendix C: Boosting in the Lab Frame

Boosting can occur with experimentally relevant parameters when the cavity, spin, and classical drive are all nearly resonant. In particular, in the main text we presented the lab frame Hamiltonian

\[
H_{\text{lab}}(t) = \hbar(\omega_q + \omega) n
\]

\[
+ (\hbar \omega_q - \mu B_d \cos(\Omega t)) S_z + \mu B_0 (\hat{a} + \hat{a}^\dagger) S_x
\]

\[
- 2 \mu (B_m - B_d \sin(\Omega t)) \cos(\omega_q t) S_x \tag{C1}
\]

in the usual strong coupling regime

\[
\hbar \omega, \hbar \Omega \ll \mu B_d, \mu B_m, \mu B_0 \ll \hbar \omega_q. \tag{C2}
\]

In this appendix we verify Hamiltonian (C1) exhibits boosting with explicit numerical simulation.

Fig. 6 shows the cavity occupation as a function of time when evolving an initial Fock state under the lab frame Hamiltonian (C1). Parameters are chosen identically to the analogous rotating frame calculation leading...
to Fig. 1(b) in the main text, with the additional parameter \( \omega_q \) taken to be large, \( \omega_q = 100 \omega \). The cavity occupations in Fig. 6 are indistinguishable from those of Fig. 1(b) by eye, and in particular continue to show rephasings at the almost periods.

This is as expected: the only approximation in the rotating frame transformation relating Eq. (C1) to Eq. (4) of the main text is to drop rapidly oscillating terms with frequency \( 2\omega_q \). Furthermore, the transformation itself does not affect the operator \( \hat{n} \), so boosting in the rotating frame implies boosting in the lab frame.

Appendix D: Comparing Semiclassical and Quantum Evolution

The core of our understanding of cavity boosting is semiclassical. In this appendix we enumerate the various levels of semiclassical approximation we employ, and numerically compare them to quantum evolution.

1. Semiclassical Evolution

The coarsest description of the spin-cavity dynamics treats the cavity as completely classical when it begins in a coherent state, and neglects the effects of the spin on the cavity. Then the state of the cavity – now a classical drive – is prescribed:

\[
  n(t) = n_0, \quad \text{and} \quad \theta_2(t) = \omega't + \theta_{02}. \quad (D1)
\]

The cavity occupation is constant, and the angular motion progresses at a constant angular frequency \( \omega' \) (which may be corrected from the bare \( \omega \), see Appendix A1). If \( \Omega/\omega' \notin \mathbb{Q} \), the resulting spin model

\[
  H_{\text{eff}} = -\mu \vec{B}_{\text{eff}}(\theta_1, \theta_2, n) \cdot \vec{S} \quad (D2)
\]

is of a quasiperiodically driven spin, as studied in Refs. [17, 18, 21]. It exhibits energy pumping and implies the presence of rephasings, as described in the main text. The solution for \( \Delta n \) in the adiabatic limit of this model is shown in Fig. 3 of the main text. It reproduces the qualitative features of energy pumping and boosting.

Some component of the effect of the spin on the cavity may be accounted for by explicitly accounting for the change in \( n(t) \) implied by the pumping. That is, by solving the differential equation for \( n \):

\[
  \hbar \dot{n}(t) = -\langle \psi(t) | \partial_{\theta_2} H_{\text{eff}}(\theta_1, \theta_2, n) | \psi(t) \rangle, \quad (D3)
\]

with the initial condition \( n(0) = n_0 \). In the adiabatic limit, this may be approximated as

\[
  \hbar \dot{n}(\theta_1, \theta_2, n) = \mu S \partial_{\theta_2} |\vec{B}_{\text{eff}}| + \hbar \Omega F, \quad (D4)
\]

where \( F \) is a Berry curvature. We still prescribe that \( \theta_2(t) = \omega't + \theta_{02} \).

In Fig. 7 we compare the evolution of \( n(t) \) given by Eq. (D4) to the full quantum evolution in a Fock state. It is clearly visible that the semiclassical approximation captures both the qualitative and, to some extent, quantitative aspects of the quantum evolution.

At a further level of complication, we could include the effect of the spin on both \( n(t) \) and \( \theta_2(t) \), but continue to treat the cavity as classical. This is not an approximation we have considered here.

FIG. 6. Cavity state boosting in the lab frame—A plot of the Fock state occupation \( P(n) \) as in Fig. 1(b) of the main text, but now using the lab frame Hamiltonian (C1). Rephasings at the almost periods are still clearly visible. Indeed, this \( P(n) \) cannot be distinguished from Fig. 1(b) by eye. Parameters: as in Fig. 1 of the main text, and with \( \omega_q/\omega = 100 \).

FIG. 7. Comparison of semiclassical evolution to quantum evolution—The cavity occupation from exact quantum evolution in an initial Fock state (grey image) and the predicted \( n(t) \) from integrating Eq. (D4) (red) for \( N_0 = 8 \) different initial phases \( \theta_{02} \), assuming a constant frequency \( \theta_2(t) = \omega't + \theta_{02} \). The semiclassical equations reproduce the qualitative features of the quantum evolution, including average pumping and rephasings. Parameters: as in Fig. 1 of the main text, with \( \omega' = \omega + |\partial_{\theta_0} \vec{G}| \) as in Appendix A.
2. Quantum Evolution

Lastly, making no approximation, we can consider the full quantum evolution. This regime we investigate numerically.

Our understanding of this regime is still based on semiclassical notions. Namely, we decompose an arbitrary initial cavity state into a superposition of coherent states with spin states aligned to $\vec{B}_{\text{eff}}$, and consider the evolution of each component of the superposition individually. In our semiclassical arguments, we assume that these states remain tensor products of cavity coherent states and polarized spin states, and that we can understand the properties of the superposition state by considering an ensemble of coherent states. We investigate each of these assumptions below, and find that they are valid.

a. Coherent State Dynamics

In the semiclassical limit of $n \to \infty$ with $\mu B_0 \sqrt{n} = O(1)$, the effect of the qubit on the cavity is negligible, and the cavity is well-approximated as being harmonic at times short compared to $\hbar/\mu B_0 S$. (This timescale comes from comparing the cavity energy $\hbar \omega n$ to the spin energy $\mu B_0 S \sqrt{n}$.) In this regime, an initial coherent state $|\alpha\rangle$ evolves to another coherent state $|\alpha(t)\rangle$. This is the assumption we make in treating the cavity semiclassically.

In our numerics, and in any experiment, we are not strictly in this regime. Nonetheless, Fig. 8 shows qualitatively that an initial coherent state evolves into a state which is well-localized in the cavity quadratures.

Visualized in terms of the Husimi Q-function, $Q(\alpha) = \frac{1}{\pi} \langle \alpha | \rho_{\text{cav}}(t) | \alpha \rangle$ remains well-localized in $\alpha$. In particular, a spin strongly coupled to the cavity still follows a field $\vec{B}_{\text{eff}}$ closely, where $\vec{B}_{\text{eff}}$ is determined by the center-of-mass of $Q$. Some broadening of $Q$ into a “banana” shape...
is visible along the circle of constant $|\alpha|^2$, but for our parameters and time scales this broadening remains small.

\textit{b. Cavity-Spin Entanglement}

With strong coupling, the entanglement entropy between the cavity and spin is generically expected to grow quickly. Fig. 9 shows that this is indeed what occurs for an initial Fock state, which reaches the maximal possible entropy of $S_{\text{ent}} = \log 2$ within one period of the classical drive. Even so, an initial coherent state in the cavity develops little entanglement.

Both these observations are consistent with our description of the dynamics – that the quantum state of the full system is a superposition of coherent states tensor multiplied by spin states aligned to an effective field. For an initial coherent state, this superposition consists of just one term, so the spin remains in a product state with the cavity. The slight growth in the entanglement entropy for an initial coherent state shows that this picture is not exact, but that it is an effective description of the dynamics at short times (Appendix D 2a).

In a Fock state, when $\theta_1(t) = 3\pi/2$ in the model (4) of the main text, the effective field $B_{\text{eff}}$ does not vary much with $\theta_2$. Then the Fock state may be thought of as a superposition of states $|+\rangle_{B_{\text{eff}}}|\alpha\rangle$ where all the spins point approximately in the $\hat{x}$ direction. This results in a dip in $S_{\text{ent}}$ with a frequency $\Omega$. On the other hand, when $B_{\text{eff}}$ varies greatly with $\theta_2$ the entanglement between the spin and cavity becomes very large – indeed, Fig. 9 shows it reaches $\log 2$.

\textit{c. Coherent State Ensembles}

In Fig. 10 we investigate our final assumption – that the evolution of an ensemble of initial coherent states captures the evolution of a superposition state.

Namely, we compare a metric for rephasing in the ensemble – the maximum distance $\|\vec{\theta}_t - \vec{\theta}_0\|$ within the ensemble – to the participation ratio (PR) of an initial Fock state and the maximum fidelity of an initial Schrödinger cat state. We find that rephasings in the coherent state ensemble coincide with rephasings of the other non-classical states. This shows empirically that our semiclassical picture of the quantum dynamics is effective.