Unbinding of Retinoic Acid from its Receptor Studied by Steered Molecular Dynamics
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ABSTRACT Retinoic acid receptor (RAR) is a ligand-dependent transcription factor that regulates the expression of genes involved in cell growth, differentiation, and development. Binding of the retinoic acid hormone to RAR is accompanied by conformational changes in the protein which induce transactivation or transrepression of the target genes. In this paper we present a study of the hormone binding/unbinding process in order to clarify the role of some of the amino acid contacts and identify possible pathways of the all-trans retinoic acid binding/unbinding to/from human retinoic acid receptor (hRAR-γ). Three possible pathways were explored using steered molecular dynamics simulations. Unbinding was induced on a time scale of 1 ns by applying external forces to the hormone. The simulations suggest that the hormone may employ one pathway for binding and an alternative “back door” pathway for unbinding.

INTRODUCTION

Retinoic acid (RA) is an important regulator of cellular proliferation and differentiation in higher eukaryotes. The action of RA is mediated by two types of nuclear hormone receptors: the retinoic acid receptor (RAR) and the retinoid X receptor (RXR). They act as transcriptional enhancers that bind to specific sequences of DNA and activate transcription after the ligand bound to the receptor induces conformational changes. Both RAR and RXR are members of the nuclear hormone receptor family and share a modular structure composed of several domains, each performing a specific function (Krust et al., 1986; Kumar et al., 1987; Freedman and Luì, 1993). The C-terminal domain, also called the ligand binding domain (LBD), is responsible for recognizing and binding the hormone as well as for controlling multiple receptor functions such as transactivation and transrepression (Wagner et al., 1995; Bourguet et al., 1995; Renaud et al., 1995; Judelson and Privalsky, 1996).

Crystal structures of the ligand binding domain of the apo human retinoid-X receptor hXRα (Bourguet et al., 1995), the human retinoic acid receptor hRAR-γ bound to all-trans retinoic acid (Renaud et al., 1995) and to 9-cis retinoic acid (Klaholz et al., 1998), the rat α1 thyroid hormone receptor (TR) bound to a thyroid hormone agonist (Wagner et al., 1995), the estrogen receptor (ER) bound to agonist and antagonist (Brzozowski et al., 1997; Tanenbaum et al., 1998), and progesterone complexed to its receptor (PR) (Williams and Sigler, 1998) have been resolved recently and have provided insight into the mechanism of hormone binding.

A comparison of the available crystal structures of the LBD of different members of the nuclear hormone receptor family indicates that a conformational change in the receptor accompanies the transition between the liganded and the unliganded forms. This conformational change, also anticipated by a variety of indirect experiments involving alteration in receptor hydrophobicity, heat shock protein binding, thermal stability, and protease sensitivity (Driscoll et al., 1996), enables the hormone-receptor complex to bind to specific sequences of DNA as well as to other transcriptional co-activator or co-repressor proteins (Brent et al., 1989; Damm et al., 1989; Andersson et al., 1992). Elucidation of the mechanism by which hormone binding induces conformational changes is critical for understanding the functional role of the hormone.

Unfortunately, no crystal structures of the same receptor with bound and unbound ligand are presently available, and comparison of the LBD structures of different receptors may not reveal the conformational changes induced by ligand binding for a single receptor. It is still uncertain how large the conformational changes induced by hormone binding are, and what they entail. The two C-terminal helices, H11 and H12, were experimentally proven to be involved in hormone binding (Lee et al., 1995; Martinez et al., 1997; Vombaur et al., 1998). However, it is still not clear what role helix H12 plays during the hormone binding. Renaud et al. (1995) proposed that when t-RA binds to the receptor, helix H12 changes its conformation from extended into solvent for the structure of hXRα (Fig. 1 b), to a conformation closing the entrance to the binding pocket for hRAR-γ (Fig. 1 a). It has also been proposed (Renaud et al., 1995) that the hormone attracted by residue Lys-264 “drags” helix H12 in the folded conformation on its way toward the binding pocket, and that the salt bridge between residues Glu-414 and Lys-264 is responsible for locking helix H12 in this position. However, the crystal structure of the estrogen receptor bound to agonist also shows helix H12 in the extended conformation, but this positioning is an artefact of the crystal packing (Tanenbaum et al., 1998). Since the continuous α-helix H12 in the RXR structure has
a rather low helical propensity for the corresponding sequence, the positioning of this helix may also be a result of crystal packing. The structures mentioned reveal that the receptors undergo a reorganization of the tertiary structure upon hormone binding (Renaud et al., 1995; Wagner et al., 1995; Brzozowski et al., 1997); however, this reorganization varies for each protein and the differences among the crystal structures may or may not be related to hormone binding. Hence, in addition to the structural analysis, investigation of ligand-receptor binding/unbinding dynamics may contribute to understanding of the system’s function.

In this paper we present a study of the hormone receptor binding/unbinding dynamics by steered molecular dynamics (SMD) simulations (Leech et al., 1996; Grubmüller et al., 1996; Izrailev et al., 1997, 1998; Balsera et al., 1997; Isralewitz et al., 1997; Lüdemann et al., 1997; Lu et al., 1998; Hermans et al., 1998) for unbinding t-RA from hRAR-γ. The time scale of the natural binding and unbinding of the hormone, of the order of milliseconds or longer, is unreachable for conventional molecular dynamics simulations which are limited to nanosecond time scales. In many cases, energy barriers involved in the binding or unbinding of a ligand to a receptor are too high for the ligand to cross the barrier spontaneously on a nanosecond time scale. SMD provides a means of accelerating the unbinding processes through application of external forces that lower the energy barriers and drive the ligand along its unbinding path on nanosecond time scales. By monitoring the forces applied and the response of the ligand, one can characterize the pathway and its intermediate states.

Which residues are most involved in the process of binding/unbinding? How large are the conformational changes induced in the protein by the binding/unbinding process? Can the hormone use one pathway for binding and another pathway for unbinding? These questions will be addressed in the present study using steered molecular dynamics (SMD) simulations (Leech et al., 1996; Grubmüller et al., 1996; Izrailev et al., 1997, 1998; Balsera et al., 1997; Isralewitz et al., 1997; Lüdemann et al., 1997; Stepaniants et al., 1997; Marrink et al., 1998; Wriggers and Schulten, 1998; Lu et al., 1998; Hermans et al., 1998) for unbinding t-RA from hRAR-γ. The time scale of the natural binding and unbinding of the hormone, of the order of milliseconds or longer, is unreachable for conventional molecular dynamics simulations which are limited to nanosecond time scales. In many cases, energy barriers involved in the binding or unbinding of a ligand to a receptor are too high for the ligand to cross the barrier spontaneously on a nanosecond time scale. SMD provides a means of accelerating the unbinding processes through application of external forces that lower the energy barriers and drive the ligand along its unbinding path on nanosecond time scales. By monitoring the forces applied and the response of the ligand, one can characterize the pathway and its intermediate states.

In the next section the methods used to simulate the unbinding of t-RA from hRAR-γ via different pathways are described. The Results section presents the response of the
protein and of the hormone to the external forces during induced unbinding, and the Conclusions section summarizes arguments for the binding and unbinding pathways emerging from our study.

METHODS

Simulations

The simulations carried out were based on the x-ray crystallographic structure of the LBD of RAR bound to all-trans RA at 2 Å resolution (Renaud et al., 1995). All simulations were performed using the molecular dynamics program NAMD (Nelson et al., 1996) and version 22 of the CHARMM force field (Brooks et al., 1983; MacKerell, Jr. et al., 1992, 1998). For the charge distribution of the all-trans retinoic acid, Mulliken charges obtained using GAUSSIAN-94 (Frisch et al., 1995) at the Hartree-Fock level with a 6-31G* basis set, using the coordinates of heavy atoms from the crystal structure [entry 2lbd in the Protein Data Bank (Bernstein et al., 1977)] with hydrogens generated by the program QUANTA (MSI, 1994), were used. The equilibrium bond length, angles, torsional angles, and force constants for t-RA were derived from t-RA coordinates, following the treatment of retinal in bacteriorhodopsin as outlined in Humphrey et al., 1994, and force field parameters of molecules with similar chemical structure available in the CHARMM22 force field.

In all simulations we assumed a dielectric constant ε = 1 and a cutoff of Coulomb forces with a switching function starting at 12 Å and reaching zero at a distance of 14 Å. All atoms, including hydrogens, were described explicitly. The hydrogen atom coordinates of both RAR and t-RA were generated using the HBUILD routine of X-PLOR (Brünger, 1992). An integration time step of 1 fs was employed.

The crystal structure of the LBD of RAR bound to all-trans RA (Renaud et al., 1995) contains 238 protein residues, the t-RA hormone, and 119 water molecules. To eliminate bad contacts and constraints due to crystal packing, the complex was energy-minimized for 500 steps of Powell algorithm in the presence of strong harmonic constraints on the α-carbon atoms, followed by an additional 1500 steps without constraints. The protein-ligand complex was then immersed in the center of a 45-Å sphere of water molecules. Water for the solvation of the ligand-receptor complex was prepared as described in previous studies (Bishop et al., 1997; Kosztin et al., 1997). All water molecules that had one of the atoms closer than 1.8 Å to the protein or crystal water atoms were removed. Finally, only a 15-Å layer of water molecules around the protein was retained and all the other water molecules were deleted, resulting in a system of 14,574 atoms. The solvated protein-ligand system was equilibrated for 50 ps with velocity rescaling every 2.5 ps, followed by 60 ps of equilibration without rescaling. After equilibration, five separate simulation runs were conducted: two “free dynamics” simulations of 600 ps each with residue Lys-236 in both alternative positions and three SMD simulations. All simulations were carried out on 64 processors of a Cray T3E using 15 s of wall clock time per picosecond of simulation. The coordinates were saved every half a picosecond.

Preliminary simulation runs indicated that the part of the protein that does not contain the binding pocket, does not change its conformation during the unbinding of the hormone. Accordingly, during both stages of the equilibration and further simulations, soft harmonic constraints with a force constant of 0.5 kcal/mol Å2 were applied to all the α-carbon atoms in the top part of the protein (see Fig. 1 c). These constraints also served to prevent lateral movement of the protein during the simulated unbinding.

To induce unbinding of t-RA from the protein, the SMD approach was employed, i.e., an external force was applied to the hormone in a direction chosen along the selected unbinding path. Three different unbinding pathways, shown in Fig. 2, were explored, as outlined in the Introduction. The force was applied to the C3 atom of the β-ionone ring (see Fig. 8) in the simulations of hormone unbinding along path 1 and path 2, and to the C15 atom of the isoprene tail in simulations of unbinding along path 3. These atoms were harmonically restrained to a point moving with a constant velocity v in a chosen direction. The hormone was thus pulled out of the protein. The external force exerted on the ligand was \( \vec{F} = k(\vec{r} - \vec{x}) \), where \( \vec{x} \) is the displacement of the restrained atom with respect to its original position, and \( \vec{r} \) is time elapsed from the beginning of the simulation. We chose a value of \( k = 4 \) kcal/mol Å2 that is sufficiently small to render fluctuations of the applied force (due to thermal motion of the position \( \vec{x} \) of the restrained atom) small relative to the magnitude of \( \vec{F} \). At the same time, \( k \) had to be sufficiently large so that the contraction of the harmonic “spring” due to the advancement of the ligand along the unbinding path by more than 1–2 Å resulted in a noticeable drop in the force (Izrailev et al., 1997; Balsera et al., 1997).

The strength of the adhesion of the ligand to the binding pocket depends on the velocity of pulling (Evans and Ritchie, 1997; Izrailev et al., 1997). The external force applied to the ligand lowers the energy barriers that the ligand has to surmount in order to unbind. Smaller velocities generally result in longer times and smaller forces required to induce unbinding because of the higher probability for the ligand to overcome the lowered energy barrier due to thermal fluctuations. Longer simulation times also lead to better sampling of the possible conformations and, therefore, to finding less resistive unbinding pathways. For each pathway suggested above a series of simulations with different pulling velocities \( v \) and slightly different directions of the external force were carried out. In the analysis, however, only the simulations with the lowest velocity \( v = 0.032 \) Å/ps and the direction of the external force that resulted in the smallest distortion of the protein were included.

Analysis

The atom selection commands and energy calculation routines available in X-PLOR were used to calculate nonbonded protein-ligand interaction energies as well as the magnitude of the external force exerted on the ligand. The structural deviations from the protein from the initial x-ray crystal structure were assessed on the basis of root mean square deviations (RMSD) and the analysis of the secondary structure. In computing the RMSD, the overall translational and rotational motions have been removed by superimposing the backbone of the protein in each configuration in all trajectories onto the backbone of the protein in the crystal structure using a least-square fitting algorithm (Kabsch, 1976).

The Debye-Waller factors, or B-factors, provide another important basis for comparing molecular dynamics trajectories with experimental results of x-ray crystallography. The theoretical temperature factors for the free dynamics of the ligand-protein system were computed according to

\[
B = \frac{8\pi^2}{3} \langle (\Delta r)^2 \rangle,
\]

where \( \langle (\Delta r)^2 \rangle \) is the mean square of the atomic displacement averaged over the trajectories after a rigid body alignment against the coordinates of the initial structure. The average was taken over all non-hydrogen atoms in a given amino acid.

Direct, salt bridges, and water-mediated hydrogen bond interactions between the ligand and the protein residues were analyzed using the following conventions: two atoms were considered to form a hydrogen bond \((\text{A} \cdots \text{H}-\text{D})\) if the acceptor-donor distance was \(<3.5\) Å and if the \(\text{A}-\text{H}-\text{D} \) angle was between \(120^\circ\) and \(180^\circ\); a salt bridge was considered to be formed by two residues with oppositely charged side chains within hydrogen bonding distance of each other.

RESULTS

This section demonstrates the stability of the simulated protein-ligand systems, describes the response of the protein to the extraction of the hormone, and presents the measured adhesion force profiles as well as the interaction energies between the hormone and distinct residues along the unbinding pathways.
Free dynamics

The ligand bound system of hRAR-γ was simulated for 600 ps with residue Lys-236 in both alternative conformations, as described in Methods. The RMSD of the protein atoms from their crystal structure positions are presented in Fig. 3. The results suggest that the overall structure of the system was well preserved in both simulations. RMSD values were normally below 3 Å, only the C-terminal end of H11 exhibited RMSD values between 3 and 3.5 Å (data not shown).

Fig. 4 compares observed (Renaud et al., 1995) and simulated crystallographic B-factors. The atomic fluctuations in both simulations match the experimental B factor pattern relatively well. Differences occurred in the segments 205:240, 295:313, 390:420, where the calculated fluctuations significantly exceeded the experimental ones. The 205:240 stretch corresponds to a coil region and the N-terminal end of helix H3. The 295:313 region corresponds to one of the β-sheets and helix H6 and the 390:420 region corresponds to the C-terminal end of helix H11 and the coil that connects it to helix H12. All three regions lie at the surface of the protein and exhibit strong interactions with the solvent, which may explain a higher mobility than in the crystal.

The binding pocket did not deform during the free dynamics simulations and the ligand maintained its position and orientation, fluctuating around its equilibrium position. This is expected because the packing around t-RA is relatively tight. Analysis of the hydrogen bonding network between the hormone and the protein residues confirmed that the hydrogen bonding network observed in the crystal structure was well maintained during the simulations.

The t-RA ligand is completely buried in the protein interior. There are no openings in the molecular surface of the protein to connect the active site to the protein surface, except when residue Lys-236 is oriented toward the outside of the protein. As shown in Fig. 5, after 600 ps of dynamics this opening became larger and allowed a better view of the ligand inside the binding pocket. Large fluctuations of residue Lys-236 in both simulations allowed water molecules to enter the binding pocket and cluster around the carboxylate end of the hormone. Some of these water molecules moved between residues Arg-278, Arg-274, Ser-289, Lys-236, and the carboxylate end of the hormone. This suggests that water may destabilize salt bridges between the hormone and the residues lining the opening, leading to a widening of the opening in the molecular surface. Interestingly, in the simulation with Lys-236 oriented toward the binding pocket and making a contact to the carboxylate group of the hormone, no opening was discernible at the beginning of the simulation; nevertheless, a “window” in the molecular surface of the protein developed as the simulation proceeded. Even though in this case residue Lys-236 was hydrogen-bonded to the carboxylate end of t-RA, its fluctuations around the equilibrium position were still large.

Unbinding along path 1

The force required to extract the hormone from the binding pocket (see Methods) along path 1 is shown in Fig. 6. The simulation revealed distinct features of the unbinding process. Throughout the course of the unbinding, residues altered their interactions with the ligand. For example, analysis of the hydrogen bonds showed a sequence of contacts between ligand and side groups lining the pathway that are made and broken during unbinding. The interaction energies between the ligand and the protein were calculated separately for the β-ionone ring and for the isoprene tail. The isoprene tail contribution is mainly electrostatic, whereas the largest contribution to the total interaction energy for the β-ionone ring arose from many small vdW interactions.

During the first 170 ps of unbinding along path 1 a steady increase of the applied force was observed, as shown in Fig. 6. After 170 ps, the hydrogen bond made by the tail of the hormone to one of the amino nitrogens of Arg-278 was broken, while the bond made to the other amino nitrogen of Arg-278 was weakened. This event was manifested by a sharp increase of the interaction energy of the hormone with Arg-278, as shown in Fig. 7, and by a decrease of the applied force by ~70 pN.

Between 170 and 270 ps of path 1 unbinding, the hormone had to overcome vdW interactions with residues obstructing the exit and electrostatic interactions of the isoprene tail with residues anchoring it in the binding
pocket. Residues Gly-393, Ala-397, Leu-400, Met-408, and Leu-416 were in close vdW contact with the β-ionone ring of the hormone at the beginning of the simulation. The hormone had to push past these residues to follow along path 1. At 200 ps, the β-ionone ring of the hormone rotated ~35° around the C6-C7 bond (see Fig. 8) with respect to the isoprene tail. X-ray crystallographic, NMR, and theoretical studies of retinoids have shown that rotation around the C6-C7 bond is one of the most interesting properties of retinoids (van Aalten et al., 1996). We have monitored, therefore, the evolution of the C1-C6-C7-C8 dihedral angle, presented in Fig. 8. Rotation of the β-ionone ring brought residues Gly-393, Leu-416, and Ile-412 in close contact with the 5-methyl group of the ring and residues Ala-397, Leu-400, and Met-408 in close contact with the geminal methyl groups of the hormone. The force needed for extraction remained nearly constant during this time, after which there was a sharp increase in its magnitude by ~100 pN.

At 270 ps, the carboxylate end of the hormone was still hydrogen-bonded to residues Lys-236, Ser-289, and Phe-288. A sharp increase in the applied force to ~540–580 pN was necessary to break these bonds. The breaking of these hydrogen bonds takes place between 270 and 320 ps of path 1 unbinding. At the same time, the 5-methyl group of the β-ionone ring repositioned itself between the side chains of Ile-412 and Leu-416, pushing both aside. The geminal methyl groups were still behind residues Leu-400 and Met-408. These residues were finally pushed aside at ~360 ps. At this point, there were no more residues obstructing the movement of the β-ionone ring of the hormone along path 1; consequently, the force decreased by ~150 pN. The following increase in the force, between 400 and 430 ps, was due to the 19-methyl group on the isoprene tail (see Fig. 8) coming into close contact with Leu-400. At 445 ps the 19-methyl group slipped past this residue and the β-ionone ring found itself almost completely outside the binding pocket.

After ~450 ps the β-ionone ring had passed between helices H11 and H12 and moved into the solvent. Passing of the isoprene tail between the two helices required a force of ~170 pN. After 720 ps of simulation an increase in the pulling force was observed for ~100 ps. Analysis of the interaction energy between protein residues along the unbinding pathway and the hormone revealed that the increase in the applied force was due to the interaction between the carboxylate end of the hormone and Arg-396 first, and then Arg-413 (see Fig. 7). After 1 ns of simulation, the hormone, completely out of the binding pocket, still maintains the hydrogen bond to Arg-413.

The simulations showed that perturbation of the salt bridge between residues Glu-414 and Lys-264 was not
necessary for the unbinding of the hormone from the active site. Relatively small and localized displacements and rotations of protein side chains, involving an RMSD of 3–4 Å for the C-terminal end of helix H11 and the coil that connects it to helix H12, were sufficient to allow the t-RA hormone to leave the binding pocket. These deformations and displacements mainly affected the C-terminal end of helix H11 and the coil that connects it to helix H12, whereas the secondary structure of helix H12 was very well maintained. We note that during the free dynamics simulations this region of the protein displayed high fluctuations, which may account for some of the changes in the structure during the forced unbinding. Movement of the hormone along path 1 led to inclusion of water molecules in the binding pocket through the region surrounding the carboxylate end of the hormone. One water molecule, hydrogen-bonded to the carboxylate end of the hormone, follows the hormone along the entire unbinding path 1.

Unbinding along path 2

Forced unbinding along path 2, depicted in Fig. 2, proved to strongly affect protein conformation. Various directions for the applied force were tried to avoid conformational changes, but without success. Several residues had to be dislodged in order for the hormone to leave the binding pocket; residues Trp-227 and Phe-230 had to be completely reoriented. The C-terminal end of helix 3 unraveled, some of the residues in this region trailing the hormone.

Despite the considerable rearrangement of protein side groups, the force required to move the ligand along path 2, shown in Fig. 9, did not exceed 460 pN. However, the force decreased only after ~470 ps of simulated unbinding. Before this occurred the hormone experienced vdW interactions with many of the residues along the unbinding pathway. These vdW interactions were so strong that the breaking of the hydrogen bonding network between protein residues and the hormone carboxylate end was not an event that could be attributed to an increase or decrease in the force. After ~500 ps many of the residues along the pathway had reoriented, and the β-ionone ring emerged from the interior of the protein. After 750 ps of simulation time, the t-RA hormone was still partially inside the protein and marked deformations of the protein were still present.

Unbinding along path 3

The t-RA binding site “window” mentioned above, as well as the high temperature factors of the same region in the TR LBD structure (Wagner et al., 1995), prompted us to extract t-RA along path 3. Charged residues surrounding the carboxylate end of the ligand form a ring around the binding site “window” (see Fig. 10) and act as an anchor for the hormone. The force required to pull the hormone along path 3 is presented in Fig. 11.

Initially, the unbinding of the hormone proceeded slowly, since the hormone remained tightly bound while the applied force steadily increased. Forces of over 500 pN were required to surmount the high electrostatic barrier imposed by residues around the carboxylate end of the hormone. The first peak in the force, of 520 pN, at ~170 ps, corresponded to the breaking of the salt bridge between the carboxylate end of the hormone and Arg-274. The force decreased by ~180 pN during the following 20 ps before starting to increase again at 190 ps, in order to break the hydrogen bonds and salt bridges between the retinoic acid and residues Lys-229, Ser-289, and Phe-288. Consequently, another peak of 530 pN occurred at 240 ps. Breaking of the salt bridge between the hormone and Arg-278 at 260 ps required a force of ~470 pN. The abrupt decrease of the interaction energy between the hormone and residues Arg-274, Arg-278, Lys-229, Lys-236, Ser-289, and Phe-288 correlated with the changes of the applied force (see Fig. 11).

The β-ionone ring of the hormone was initially in close contact with residues Met-272, Phe-304, Leu-268, Leu-271, and Met-415. After 245 ps of path 3 unbinding, the move-
ment of the hormone as well as the interaction with the surrounding residues led to a slight rotation of the \( \beta \)-ionone ring around the C6-C7 bond, as shown in Fig. 8. In the new orientation, the bulky methyl groups of the \( \beta \)-ionone ring were not occluded by any residue side chains for \( \sim 60 \) ps. At 320 ps the geminal methyl groups came in close contact with residues Ala-234 and Leu-233, leading to an increase in force of \( \sim 100 \) pN. At 410 ps, another rotation of the \( \beta \)-ionone ring around the C6-C7 bond accompanied the surmounting of this obstacle and the force dropped by \( \sim 200 \) pN. At this point the \( \beta \)-ionone ring was almost out of the binding pocket with no residues obstructing the further pathway. Residues still in close contact with the hormone led to a slight increase of the force, between 425 and 475 ps. At 475 ps the drop in force signaled the completed unbinding of the hormone. From this point on, the entire hormone moved in solvent; the simulations were stopped at 750 ps.

The secondary structure of the protein was well maintained during the unbinding along path 3. The applied force affected only helix H3 around the Lys-236 residue, inducing oscillations of residue Lys-236. However, this region also exhibited strong fluctuations in the simulations of the protein-ligand system without external forces applied. Water molecules, clustered around the carboxylate end of the hormone, entered the binding pocket, and remained clustered around the “window” mentioned above.

**CONCLUSIONS**

Three different pathways for the unbinding process of t-RA from RAR were explored. Simulation results indicated that it is possible to unbind the hormone along path 1 and path 3 without greatly affecting the structure of the protein. Particular characteristics of the simulated pathways discussed below suggest path 1 as the binding pathway for the hormone and path 3 as the unbinding pathway.

The force profile for the unbinding of t-RA from its receptor showed similar characteristics along paths 1 and 3. The measured force gradually increased toward its maximum value after which it decreased as the hormone was leaving the binding pocket. Even though in these two simulations the hormone was pulled out of the binding pocket using a force applied to opposite ends of the hormone, two important steps were observed in both simulations. One step involved breaking of the salt bridges between the carboxylate end of the hormone and charged or polar residues that surround it, the other step involved overcoming the van der Waals interactions between protein residues and the \( \beta \)-ionone ring of the hormone. This two-step scenario can explain why path 1 may be considered the binding pathway and path 3 the unbinding pathway of the hormone.

Let us briefly summarize, for this purpose, the characteristics of path 1 unbinding. The \( \beta \)-ionone ring of the hormone had to pass through the residues that close the entrance to the binding pocket, and the hydrogen bonding network between the carboxylate end and protein residues had to be broken. In case of path 1 these two events develop almost simultaneously. When the hormone leaves the binding pocket, the electrostatic interaction between the hormone and residues inside the binding pocket is replaced by the interactions with charged residues on the surface of the protein.

Now let us suppose that path 1 is the binding pathway for the hormone and that helix H12 for the apo form of hRAR-\( \gamma \)
is folded in the same position as in the crystal structure of the holo hRAR-γ (Renaud et al., 1995). Then, using the reversed order of events observed in the simulated unbinding along path 1, one can describe the binding mechanism of the hormone. First Arg-413, and then Arg-396, attract and orient the carboxylate end of the hormone toward the binding pocket. When the hormone is within hydrogen bonding distance of these two residues, it also experiences the influence of the charged and polar residues Arg-278, Lys-236, Arg-274, and Ser-289 located at the opposite end of the binding pocket. The two steps described above take place almost simultaneously, i.e., the strong electrostatic attraction between the carboxylate end of the hormone and residues Arg-278, Lys-236, Ser-289, and Arg-274 helps the β-ionone ring to pass between protein residues, thus leading to the penetration of the hormone into the binding pocket. The entrance of path 1 is surrounded by highly fluctuating residues. These residues may become more ordered upon binding of the hormone, making contacts with the hormone or with other protein residues. Induced ordering of the protein side chains may be favorable for the hormone entry without requiring a motion of helix H12.

Study of the unbinding of the hormone along path 3 was prompted by the existence of the “window” in the molecular surface that allows access to the binding site, as shown in Fig. 5. Interestingly, this “window” is lined with charged and polar residues that clearly have an important role in attracting and anchoring the hormone into the binding pocket. There are approximately no changes in the structure of the protein upon unbinding, the applied force is not larger along path 3 than along path 1, and the two-step process is discernible for path 3 as well.

There are two arguments that make path 3 an unlikely candidate for a binding pathway. First, the carboxylate end of the hormone should be the one to be attracted by the point of entry into the protein since it furnishes stronger and more specific interactions than the β-ionone ring. However, if path 3 represented a binding path, the β-ionone ring had to go through the “window” into the binding pocket first. The “window” would need to be sufficiently large to let the bulky ring pass through. However, the “window” explored in our simulations was too small to allow ligand access, except after reordering of residue Lys-236 and after hydration events.

One may then consider path 3 as a possible unbinding pathway, either as the sole unbinding pathway or an alternative to path 1. There is no experimental evidence that the hormone leaves the binding pocket the same way it entered. In fact, conformational changes of the RAR ligand binding domain could easily render the binding of the hormone along path 1 irreversible on relevant time scales. The dissociation of the hormone along path 3 would be a slow process, and thermal fluctuations that govern the unbinding may cause a sufficient opening of the “window” for the hormone to pass through. Presence of ions around that region in the protein as well as intrusion of water molecules in the binding pocket may help destabilize the hydrogen bonding network between the carboxylate end of the hormone and protein residues and, thus, lead to the opening of the binding pocket.

One might criticize the simulations presented in this paper for the choices made in modeling the ligand binding/unbinding process: preselected direction for the applied force, short simulation time, force field choice, and force constant choice for the harmonic spring. However, it was shown previously (Grubmüller et al., 1996; Izrailev et al., 1997; Israilewitz et al., 1997; Lüdemann et al., 1997; Stepantsiants et al., 1997; Marrink et al., 1998; Lu et al., 1998; Hermans et al., 1998) that despite some shortcomings, results obtained from SMD simulations yield important qualitative insights into binding mechanisms and correlate well with experimental data.

Variations in the choice of the force constant for the harmonic spring as well as different pulling rates influence the results, as outlined in Methods. Through model calculations it was shown that by using soft springs, one can better measure the global properties of the system than when using stiff springs (Izrailev et al., 1997; Balsera et al., 1997). Simulations with different pulling velocities showed that forces required for the unbinding of hormone are higher for larger values of v than for smaller ones. As v decreases, the ligand has more time to sample the conformational space and to search for a path of least resistance along the chosen direction. In the simulations the sampling times are limited to nanoseconds, which is not sufficient to find the best possible path, and such a path must be preselected. Nevertheless, the hormone can still adjust its conformation and position in such a way that crossing of very large energy barriers is avoided.

It was observed in the simulations that the protein response does not change significantly with the changes in the velocity v. For example, the deformations induced in the C-terminal end of helix H11 by the forced unbinding of the hormone appear in simulations along path 1 with v = 0.032 Å/ps as well as with v = 0.08 Å/ps. These deformations may be due to the inability of the protein to adequately respond to the perturbation on the time scale of the simulations even when small values of v are employed, as well as due to the intrinsic flexibility of the protein in that region.
Even though the magnitude of the measured forces is influenced by the choice of force constant for the harmonic spring or the pulling velocity, the qualitative features of the unbinding process remain unchanged. Based on this, we suggest that the results of our SMD simulations are qualitatively representative for the binding/unbinding process and applicable to other members of the nuclear hormone receptors family.

Retinoids, the natural and synthetic derivatives of vitamin A, are crucial for cell differentiation and proliferation and embryonic development. Each cell type manufactures its own pool of retinoids, and these interact with retinoic acid receptors in the cell nucleus to modulate gene transcription. Because of their ability to stimulate normal cell differentiation, retinoids have been used to treat cutaneous T-cell lymphomas, leukoplakia, squamous cell carcinomas of the skin, and basal cell carcinomas. One of the retinoids, all-trans retinoic acid, has recently received FDA approval for two separate uses: the topical treatment of photoaged skin and the oral treatment of acute promyelocytic leukemia. Treatment of diseases with retinoic acid causes unwanted side effects, such as fever, respiratory distress, and hypotension. In order to eliminate these side effects, other ligands with high affinity to the receptor should be designed. Knowledge of ligand binding pathways can provide additional information, such as whether a ligand is likely to be able to enter the binding pocket, that helps ligand screening and accelerate drug design. Also, as the unbinding of the hormone represents the path of least resistance, studying the early stages of the unbinding can reveal portions of the receptor that are usually flexible. This flexibility may be exploited in the design of novel ligands that open up new pockets which may not be present in the absence of the novel ligand.
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