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Abstract
We investigate the behaviour of a family of entropy production functionals associated to
stochastic differential equations of the form
\[ dX_s = -\nabla V(X_s) \, ds + b(X_s) \, ds + \sqrt{2\epsilon} \, dW_s, \]
where \( b \) is a globally Lipschitz nonconservative vector field keeping the system out of equilibrium,
with emphasis on the large-time limit and then the vanishing-noise limit. Different members of
the family correspond to different choices of boundary terms. Our analysis yields a law of large
numbers and a local large deviation principle which does not depend on the choice of boundary
terms and which exhibits a Gallavotti–Cohen symmetry. We use techniques from the theory of
semigroups and from semiclassical analysis to reduce the description of the asymptotic behaviour
of the functional to the study of the leading eigenvalue of a quadratic approximation of a deforma-
tion of the infinitesimal generator near critical points of \( V \).

Keywords: time reversal, large deviations, leading eigenvalue, Feynman–Kac semigroup, semi-
classical limit

MSC2020: 82C31, 82C35, 60H10, 47D08

Contents
1 Introduction 2
2 Setup, definitions and preliminary results 4
  2.1 Assumptions on the equation and immediate consequences . . . . . . . . . . . . . . . . 4
  2.2 Time reversal and the canonical entropy production functional . . . . . . . . . . . . . 5
3 Generalised entropy production functionals 8
  3.1 Definition and the weak law of large numbers . . . . . . . . . . . . . . . . . . . . . . . . 8
  3.2 Assumptions on the boundary terms and the initial condition . . . . . . . . . . . . . 9
  3.3 A representation for the moment-generating function . . . . . . . . . . . . . . . . . . . . 12
4 Large deviations in the large-time limit 14
5 The linear case 16
6 The rate function in the vanishing-noise limit 18
7 Convergence in the proof of Proposition 6.3 22
A Properties of the deformed generators 26
B Standard probabilistic consequences of our assumptions 29
1 Introduction

The study of reversibility of diffusion processes was pioneered by A.N. Kolmogorov in [K37], with one of its first basic results being that a diffusion

$$dX_s = c(X_s)ds + \sigma dW_s$$  \hspace{1cm} (1.1)

on \(\mathbb{R}^N\) with constant diffusion matrix \(\sigma > 0\) and initial condition \(X_0 \sim \lambda\) is reversible if and only if there exists a function \(U\) such that \(c = -\sigma \sigma^T \nabla U\) and \(\lambda\) is the unique probability measure whose density is proportional to \(\exp(-2U)\). In all other cases, the time reversal of the original diffusion is a Markov process which is different from the original one.

The question whether the reversal of a diffusion is itself a diffusion was explored and understood in the 1980s, most notably by B.D. O. Anderson [A82] and by E. Pardoux and U. Haussmann [HP86]. When it is the case, it is natural to ask how distinguishable the two diffusions are: this more quantitative question — and its connection with thermodynamics — is the subject of the present paper. It has a long history in both the physics and mathematics literature, but we will only give references to the mathematically rigorous works on the particular aspects we are interested in.

Both the original process observed during the interval \([0, t]\) and its time reversal give rise to probability measures on a space of continuous functions (the trajectories, or paths); let us call them respectively \(\mathcal{P}_t\) and \(\mathcal{P}_t \circ \Theta_t^{-1}\). Using statistical tools to distinguish between these two measures is called hypothesis testing of the arrow of time in [JOPS12, CJPS]. To explore the basic questions in the realm of hypothesis testing, the log-likelihood ratio

$$S_t^{LLR} := \log \frac{d\mathcal{P}_t}{d(\mathcal{P}_t \circ \Theta_t^{-1})}$$  \hspace{1cm} (1.2)

and its moment-generating function are of great significance; \(S_t^{LLR}\) is sometimes called the canonical entropy production functional.

In dimension 2 or 3, the diffusion (1.1) — sometimes called an overdamped Langevin equation — is naturally interpreted as a small-inertia approximation of the dynamics of a single particle in the force field \(c\), perturbed by a thermal noise; the matrix \(\sigma \sigma^T\) is related to temperature through an Einstein-type relation. Hence, a thermodynamical notion of entropy production is natural: with \(b\) the part of \(c\) that is nonconservative, the integral

$$S_t^W := 2\int_0^t \langle (\sigma \sigma^T)^{-1} b(X_s), \circ dX_s \rangle$$  \hspace{1cm} (1.3)

is the work done by the nonconservative force, appropriately rescaled by the temperature [K98, LS99]. When considering several particles, \(\sigma \sigma^T\) may have different blocks for different particles, each related to a (possibly different) temperature, and the above integral can be split into a sum of the corresponding contributions [LS99, MNV03].

One expects \(S_t^{LLR}\) and \(S_t^W\) to be quantities of order \(t\) and to only differ by an additive term that depends on the initial and final conditions of the paths. In the present article, we consider an abstract entropy production functional \(S_t\) corresponding to any sufficiently well-behaved modification of these so-called boundary terms and study its behaviour as \(t \to \infty\) and then in the limit as \(\sigma\) vanishes. The way in which we take \(\sigma\) to 0 leaves out some geometric considerations: we consider \(\sigma^\epsilon = \sqrt{\epsilon} I\) and take the scalar parameter \(\epsilon\) to 0. Considering the more general case \(\sigma^\epsilon = \sqrt{\epsilon} \sigma^I\) has been sacrificed for readability and ease of interpretation of the formulas: one can perform a suitable change of variables and carry on with a similar analysis, but one must then be careful with the physical interpretation. Indeed, from the physical point of view, the case we look at here corresponds to situations where the lack of equilibrium comes from a nonconservative driving force and is conceptually different from situations where the lack of equilibrium comes from an imbalance between the sources of thermal fluctuations.

The asymptotic behaviour of entropy production functionals as \(t \to \infty\) at fixed \(\epsilon > 0\) was studied by L. Bertini and G. Di Gesù in [BDG15] and by F.Y. Wang, J. Xiong and L. Xu in [WXX16] under more restrictive technical conditions. For a class of degenerate linear diffusions, V. Jaksić, C.-A. Pillet and A. Shirikyan have performed a very detailed analysis of the limit \(t \to \infty\) [JPS17]. In [BDG15], the authors also tackled the rescaled limit \(\epsilon \to 0\) at fixed \(t > 0\) by means of Freidlin–Wentzell theory and then the limit as \(t \to \infty\) using subadditivity and results on \(\Gamma\)-convergence; also see [RBT00].
ties, a Perron–Frobenius-type result for its spectral bound, denoted \( e \).
we show that in the large-time limit for the generated semigroup, are given in Appendix A.
\( \alpha, \epsilon \) of the generator associated to (1.1). Relevant spectral properties of \( \Lambda \)
for the moment-generating function \( \chi^\epsilon_t(\alpha) \) involving the chosen boundary term and the compact
irreducible semigroup generated by the deformation
\[
\Lambda^{\epsilon, \alpha} = \epsilon \Delta + \langle c - 2a b, \nabla \rangle - \frac{a(1-a)}{\epsilon} |b|^2 + \frac{\alpha}{\epsilon} \langle b, b - c \rangle - \alpha \, \text{div} \, b
\]
of the generator associated to (1.1). Relevant spectral properties of \( \Lambda^{\alpha, \epsilon} \), including domain technicalities, a Perron–Frobenius-type result for its spectral bound, denoted \( e'(\alpha) \), and a result of convergence
in the large-time limit for the generated semigroup, are given in Appendix A.

In Section 4, we study the asymptotics of the moment-generating function as \( t \to \infty \) for fixed \( \epsilon > 0 \):
we show that
\[
\lim_{t \to \infty} \frac{1}{t} \log \chi^\epsilon_t(\alpha) = e'(\alpha)
\]
for a set of \( \alpha \) which depends on the behaviour of the boundary terms at infinity. Our set of assumptions is more general than that of [BDG15]: we most notably allow \( b \) to be unbounded; see Assumptions (L0), (L1) and (RB). Yet, they still allow us to prove our first main result: if the behaviour at infinity of the boundary terms is suitable — as made precise by Assumption (IP) —, a local large deviation principle (LDP) holds. This LDP is stated precisely as Proposition 4.6 but can be roughly summarized as the validity of the asymptotics
\[
P \{ t^{-1} S^\epsilon_t \approx \zeta \} \approx \exp (-t e^*_\epsilon(\zeta))
\]
for \( 0 < \epsilon^{-1} \ll t \) and all \( \zeta \) close enough to the mean, where the rate function \( e^*_\epsilon \) is the Legendre transform of \( e' \). We emphasize that this local LDP is common to all the boundary terms that satisfy our assumptions, including the two natural choices presented earlier — this is rare in the existing
literature. Since it is known that these choices may give rise to different behaviour of the rate functions far away from the mean [vZC03, JPS17], this shows that — even though we have not focused on enlarging the interval of validity of the principle as much as technically possible — the local nature is not merely technical. In Section 5, we characterize the vanishing of the mean entropy production per unit time and give detailed information on the rate function \( e^*_\epsilon \) in the case where the diffusion is linear.

In Section 6, we use the linear case and a result in semiclassical analysis proved in Section 7 to
describe the asymptotic behaviour of the rate function \( e^*_\epsilon \) as \( \epsilon \to 0 \) in the more general case covered
by our assumptions. This gives our second main result, Theorem 6.5. Summarized roughly, it states
the validity of the asymptotics
\[
P \{ t^{-1} S^\epsilon_t \approx \zeta \} \approx \exp (-t e^*_\epsilon(\zeta))
\]
for \( 1 \ll \epsilon^{-1} \ll t \) and all \( \zeta \) close enough to the mean, for some limiting rate function \( e^*_\epsilon \). A key point here is that the limit \( e^*_\epsilon \) is easily numerically accessible through simple matrix equations and that, analytically, many properties can be deduced from the behaviour of the noiseless dynamics near the critical points of \( V \). However, this analysis of the vanishing-noise limit requires extra conditions on the behaviour of the vector fields near the critical points of \( V \); see Assumption (ND).
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2 Setup, definitions and preliminary results

We study a stochastic differential equation (SDE) in $\mathbb{R}^N$ of the form
\[ dX_s = -\nabla V(X_s) \, ds + b(X_s) \, ds + \sqrt{2\epsilon} \, dW_s, \]
where $V$ is a coercive Morse function and $b$ is a nonconservative vector field vanishing at the critical points of $V$, and the log-likelihood ratio (1.2) between the corresponding path measure and its time reversal. We will explicitly keep track of the dependence on the initial condition and on $\epsilon$ as superscripts for relevant quantities.

Remark 2.1. There is some freedom in decomposing a deterministic drift in the form $-\nabla V + b$. Because this drift may already be provided in a given such decomposition coming from a physical context, we facilitate the verification of our hypotheses by avoiding making the assumption that this decomposition is in any sense canonical.

2.1 Assumptions on the equation and immediate consequences

Throughout the paper, $N \geq 2$ is a fixed natural number and the $N$-dimensional euclidean space $\mathbb{R}^N$ is equipped with the standard inner product $\langle \cdot, \cdot \rangle$. Let $V : \mathbb{R}^N \to \mathbb{R}$ be a fixed function of class $C^3$ and $b : \mathbb{R}^N \to \mathbb{R}^N$ a fixed globally Lipschitz vector field of class $C^2$. We introduce the following assumptions.

Assumption (L0). There exists a positive-definite matrix $H_0$ and a constant $K_0$ such that
\[ \langle \nabla V(x), H_0 x \rangle \geq |x|^2 - K_0 \]
for all $x \in \mathbb{R}^N$ and the function $x \mapsto |\nabla V(x)|^2 - a\|D^2 V(x)\|$ is bounded below for all values of $a \in \mathbb{R}$.

Assumption (L1). There exists a positive-definite matrix $H_b$ and a constant $K_b$ such that
\[ \langle \nabla V(x) - b(x), H_b x \rangle \geq |x|^2 - K_b \]
for all $x \in \mathbb{R}^N$.

Assumption (RB). There exist constants $h_b \in (0, \infty)$ and $k_b \in [0, \frac{1}{2})$ such that
\[ \langle b(x), \nabla V(x) \rangle \leq k_b |\nabla V(x)|^2 \quad \text{and} \quad |b(x)|^2 \leq h_b |\nabla V(x)|^2 \]
for all $x \in \mathbb{R}^N$.

Assumption (ND). The critical points of $V$ form a finite set $\{x_j\}_{j=1}^m$ and
\[ \det D^2 V|_{x_j} \neq 0 \]
for each $j = 1, \ldots, m$.

Assumption (L0) yields a Lyapunov structure for the ordinary differential equation
\[ \dot{Y} = -\nabla V(Y) \]
and Assumption (L1) plays the same role for
\[ \dot{X} = -\nabla V(X) + b(X). \]

The relative bounds in Assumption (RB) guarantee that these two deterministic dynamics have the same fixed points, which form a finite set $\{x_j\}_{j \in \mathbb{N}}$ and are all nondegenerate by (ND). The regularity assumptions on $V$ and $b$ are made for simplicity of technical estimates and can be relaxed if necessary. For example, in the case of $V$, class $C^2$ with $x \mapsto D^2 V|_x$ locally Hölder continuous would only require minor changes to the proofs in Section 7.
The Lyapunov structure for the ordinary differential equations guarantees the existence and uniqueness of the solutions to the sdes

\[
\begin{align*}
    \frac{dY^y_\epsilon}{dt} &= -\nabla V(Y^y_\epsilon) \, ds + \sqrt{2\epsilon} \, dW_s, \\
    Y^y_0 &= y,
\end{align*}
\] (2.1)

and

\[
\begin{align*}
    \frac{dX^x_\epsilon}{dt} &= -\nabla V(X^x_\epsilon) \, ds + b(X^x_\epsilon) \, ds + \sqrt{2\epsilon} \, dW_s, \\
    X^x_0 &= x.
\end{align*}
\] (2.2)

The study of (2.2) is intimately related to partial differential equations involving

\[\Lambda^{\epsilon,0} := \epsilon \Delta + (-\nabla V + b, \nabla)\]

and its adjoint. We refer to [Kha, §3.6] for the general basic relations and to Appendix A for more precise technical properties of \(\Lambda^{\epsilon,0}\) in this specific case. Basic probabilistic properties of the solutions of (2.2) are provided in Appendix B. In particular, there exists a unique stationary measure \(\lambda_{inv}^\epsilon\) for (2.2); \(\mu_0^\epsilon\) for (2.1). Both \(\lambda_{inv}^\epsilon\) and \(\mu_0^\epsilon\) possess positive continuous densities with respect to the Lebesgue measure on \(\mathbb{R}^N\), denoted “vol” hereafter. Whenever we write “almost everywhere” or “almost all” without specifying the measure, it is with respect to any of those equivalent measures.

While we do not have a general explicit formula for the density of \(\lambda_{inv}^\epsilon\) — decay and regularity are discussed in Appendix B —, we have

\[\mu_0^\epsilon(E) = \frac{\int_{\mathbb{R}^N} e^{-\epsilon^{-1}V(x)} \, dx}{\int_{\mathbb{R}^N} e^{-\epsilon^{-1}V(y)} \, dy}\] (2.3)

for all Borel subsets \(E\) of \(\mathbb{R}^N\).

### 2.2 Time reversal and the canonical entropy production functional

Throughout the paper, we use the shorthand \(\mathcal{C}_t\) for the space \(C([0, t]; \mathbb{R}^N)\) of continuous paths in \(\mathbb{R}^N\) over the time interval \([0, t]\). It is always equipped with the supremum norm \(\| \cdot \|_\infty\); the corresponding Borel \(\sigma\)-algebra is denoted \(\mathcal{B}_t\).

We denote the distribution of \((X^x_\epsilon)_0 \leq x \leq t\) in (2.2) by \(\mathcal{P}^{x,\epsilon}_t\). This is a measure on \((\mathcal{C}_t, \mathcal{B}_t)\). With a slight abuse of notation, we define \(\mathcal{P}^{\lambda,\epsilon}_t\) as the analogous object but with random initial condition \(X_{0\epsilon}^\lambda \sim \lambda\) (independent of \(W\)) for a probability measure \(\lambda\) on \(\mathbb{R}^N\). In other words, \(\mathcal{P}^{\lambda,\epsilon}_t\) is the unique Borel measure on \(\mathcal{C}_t\) such that

\[\int_{\mathcal{C}_t} H(\gamma) \mathcal{P}^{\lambda,\epsilon}_t(d\gamma) = \int_{\mathbb{R}^N} \left( \int_{\mathcal{C}_t} H(\gamma) \mathcal{P}^{x,\epsilon}_t(d\gamma) \right) \lambda(dx)\] (2.4)

for any nonnegative measurable function \(H : \mathcal{C}_t \to \mathbb{R}\).

The measures \(\mathcal{Q}^{x,\epsilon}_t\) and \(\mathcal{Q}^{\lambda,\epsilon}_t\) are defined analogously using (2.1) i.e. the case \(b \equiv 0\). We have mentioned in the Introduction that \(\mathcal{Q}^{\lambda,\epsilon}_t\) is invariant under time reversal if and only if \(\lambda\) possesses a density proportional to \(\exp(-\epsilon^{-1}V)\). This is made more precise by the following identity:

\[\log \ \frac{d\mathcal{Q}^{\lambda,\epsilon}_t}{d(\mathcal{Q}^{\lambda,\epsilon}_t \circ \Theta_s)}(\gamma) = \log \ \frac{d\lambda}{d\mu^\epsilon_0}(\gamma(0)) - \log \ \frac{d\lambda}{d\mu^\epsilon_0}(\gamma(t))\] (2.5)

for \(\mathcal{Q}^{\lambda,\epsilon}_t\)-almost all \(\gamma \in \mathcal{C}_t\), where \(\pi_s : \mathcal{C}_t \to \mathbb{R}^N\) is evaluation map \(\gamma \mapsto \gamma(s)\), and where time reversal is the unique involution \(\Theta_t : \mathcal{C}_t \to \mathcal{C}_t\) determined by the relation \(\pi_s \circ \Theta_t = \pi_{t-s}\). We provide a proof of this identity in Appendix B.

The behaviour of \(\mathcal{P}^{\lambda,\epsilon}_t\) under the time reversal \(\Theta_t\) is in general more subtle and, consistently with the intuition from thermodynamics, the dependence of the Radon–Nikodym derivative is not limited to the initial and final conditions of the path. The proof we give of the proposition below uses comparison with \(\mathcal{Q}^{\lambda,\epsilon}_t\), as in e.g. [JPS17, §5.4]. Another possible route is to use the results of [HP86] on the reversal of \((X^\lambda_\epsilon)_s \geq 0\).
Proposition 2.2. Under Assumptions (L0) and (L1), if \( \lambda \) and the Lebesgue measure are mutually absolutely continuous, then \( P^\lambda \) and \( P^\lambda \circ \Theta^{-1} \) are mutually absolutely continuous and

\[
\log \frac{dP^\lambda_t}{d(P^\lambda_t \circ \Theta^{-1})}(\gamma) = \log \frac{d\lambda}{d\mu_0}(\gamma(0)) - \log \frac{d\lambda}{d\mu_0}(\gamma(t)) + \frac{1}{\epsilon} \int \langle b(\gamma), d\gamma \rangle
\]

(2.6)

for \( P^\lambda_t \)-almost all \( \gamma \in C_t \), where \( \mu_0 \) is defined by (2.3). Moreover,

\[
\int_{C_t} \left( \frac{dP^\lambda_t}{d(P^\lambda_t \circ \Theta^{-1})}(\gamma) \right)^\alpha P^\lambda_t(\gamma) = \int_{C_t} \left( \frac{dP^\lambda_t}{d(P^\lambda_t \circ \Theta^{-1})}(\gamma) \right)^{1-\alpha} P^\lambda_t(\gamma)
\]

(2.7)

for all \( \alpha \in \mathbb{R} \) for which both sides are finite. Both sides of (2.7) are log-convex in \( \alpha \).

Before we proceed with the proof, let us briefly clarify the meaning of the expression (2.6). On the canonical probability space \((C_t, \mathcal{B}_t, P^\lambda_t)\), the random variable \( W = (W_s)_{s \geq 0} \) defined by

\[
W_s(\gamma) := \frac{1}{\sqrt{2\lambda}} (\gamma(s) - \gamma(0) - \int_0^s (-\nabla V(\gamma(r)) + b(\gamma(r))) \, dr)
\]

(2.8)

is a Brownian motion, the evaluation map \( \pi_0 \) has distribution \( \lambda \) and is independent of \( W \), and the canonical process \( (\pi_s)_{s \geq 0} \) is the unique solution to the SDE (2.2) with initial condition \( \lambda \). Hence, \( (\pi_s)_{s \geq 0} \) is a continuous semimartingale and we allow ourselves notational shortcuts such as

\[
\int \langle b(\gamma), d\gamma \rangle := \left( \int_0^t \langle b(\pi_s), d\pi_s \rangle \right)(\gamma)
\]

and

\[
\int \langle b(\gamma), dW(\gamma) \rangle := \left( \int_0^t \langle b(\pi_s), dW_s \rangle \right)(\gamma),
\]

where the right-hand sides are defined \( P^\lambda_t \)-almost surely according to the usual theory of Stratonovich and Itô stochastic integration with respect to continuous semimartingales [Pro, §II.4-II.7].

Proof of Proposition 2.2. Throughout the proof, we omit keeping explicitly track of the dependence on \( \epsilon \) in the notation. We first reduce the general case to the technically easier case where the nonconservative vector field has compact support. For the latter, we suppose that the reader is familiar with Girsanov’s theorem and related criteria; see e.g. [Pro, II.4–II.7].

Once mutual absolute continuity is proved, the symmetry expressed in (2.7) is an immediate consequence of the definition of the Radon–Nikodym derivative and the fact that \( \Theta_t \) is an involution. Log-convexity is a consequence of Hölder’s inequality.

Step 1: Reduction to the case where \( b \) has compact support. Suppose that the proposition has been proved in the case where \( b \) has compact support. For \( R \in \mathbb{N} \), pick a globally Lipschitz vector field \( b_R \) satisfying \( |b_R(x)| \leq |b(x)| \) for all \( |x| \in \mathbb{R}^N \), \( b_R(x) = b(x) \) whenever \( |x| \leq R - 1 \), and \( b_R(x) = 0 \) whenever \( |x| \geq R \).

Let \( P^\lambda_t[R] \) be the path measure associated to the SDE with initial condition \( \lambda \) and drift \( b_R \), and let \( B_R \) denote the centered open ball of radius \( R \) in \( C_t \). Observe that \( B_R \) is invariant under \( \Theta_t \) and that

\[
P^\lambda_t[R](\Gamma \cap B_R) = P^\lambda_t(\Gamma \cap B_R)
\]

for all Borel sets \( \Gamma \subseteq C_t \); see e.g. the construction in [Kha, §3.4]. Hence, by hypothesis, \( (P^\lambda_t \circ \Theta_t^{-1})(B_R \cap \cdot) \) is absolutely continuous with respect to \( P^\lambda_t[B_R \cap \cdot] \) and

\[
F_R(\gamma) := 1_{B_R}(\gamma) \frac{d\lambda}{d\mu_0}(\gamma(0)) \frac{d\mu_0}{d\lambda}(\gamma(t)) \exp \left( \frac{1}{\epsilon} \int \langle b_R(\gamma), d\gamma \rangle \right)
\]

is a Radon–Nikodym derivative. Because,

\[
\lim_{R \to \infty} P^\lambda_t(B_R) = 1
\]
by Lemma B.1, we can deduce that \( P^\lambda \circ \Theta_t \) is absolutely continuous with respect to \( P^\lambda_t \), with a Radon–Nikodym derivative
\[
F(\gamma) := \lim_{R \to \infty} F_R(\gamma).
\]
The fact that \( F(\gamma) \) is strictly positive and equals the right-hand side of (2.6) follows from basic properties of the exponential, the absolute-contiuity assumption and the fact that
\[
\lim_{R \to \infty} \int \langle b_R(\gamma), \circ d\gamma \rangle = \int \langle b(\gamma), \circ d\gamma \rangle
\]
for all \( \gamma \in \mathcal{C} \) (given \( \gamma \), take \( R > \|\gamma\|_{\infty} \)).

**Step 2: Proof in the case where \( b \) has compact support.**

**Step 2a: Comparing \( P^\lambda_{t, \epsilon} \) and \( Q^\lambda_{t, \epsilon} \).** Because \( b \) is bounded, Novikov’s condition is satisfied and the process \( (Z_s)_{s \in [0,t]} \) defined by the Doléans-Dade exponential
\[
Z_s(\gamma) := \exp \left( \int_0^s \left( \frac{1}{\sqrt{2t}} \int_0^t (b(\gamma), dW(\gamma)) - \frac{1}{4t} \int_0^t |b(X^\lambda_{t, \epsilon}(\gamma))|^2 \, dr \right) \right)
\]
is a martingale. Hence, by Girsanov’s theorem, the process \( (w_s)_{s \in [0,t]} \) defined by
\[
w_s(\gamma) := W_s(\gamma) - \frac{1}{\sqrt{2t}} \int_0^s b(\gamma(r)) \, dr
\]
is a Brownian motion with respect to the measure \( dP_t = Z_t \, dQ^\lambda_{t, \epsilon} \). Substituting (2.10) into (2.1) and comparing with (2.2), we deduce that \( P_t = P^\lambda_{t, \epsilon} \), that is
\[
\frac{dP^\lambda_{t, \epsilon}}{dQ^\lambda_{t, \epsilon}}(\gamma) = Z_t(\gamma) > 0.
\]

**Step 2b: Comparing \( P^\lambda_{t, \epsilon} \) and \( P^\lambda_{t, \epsilon} \circ \Theta_t^{-1} \).** Combining (2.5) and Step 2a, we have
\[
\frac{dP^\lambda_{t, \epsilon}}{dP^\lambda_{t, \epsilon} \circ \Theta_t^{-1}}(\gamma) = Z_t(\gamma) \frac{d\lambda}{\mu_0}(\pi_0 \gamma) \frac{d\mu_0}{d\lambda}(\pi_t \gamma) \frac{1}{Z_t(\Theta_t \gamma)}.
\]
Using the identity
\[
W_s(\Theta_t \gamma) = -(W_{t-s}(\gamma) - W_t(\gamma)) + \frac{2(\pi_s \Theta_t \gamma - \pi_t \gamma)}{\sqrt{2t}}
\]
following from (2.8) in a sequence of approximations of \( Z_t(\Theta_t \gamma) \) by discretisation of \( (b \circ \pi_s)_{s \in [0,t]} \) using a random partition of \([0,t]\) tending to the identity in the sense of [Pro, §II.5], we find
\[
\int \langle b(\Theta_t \gamma), dW(\Theta_t \gamma) \rangle = \int \langle b(\gamma), dW(\gamma) \rangle - \frac{2}{\sqrt{2t}} \int \langle b(\gamma), \circ d\gamma \rangle.
\]
Therefore,
\[
\log \frac{Z_t(\gamma)}{Z_t(\Theta_t \gamma)} = \frac{1}{\epsilon} \int \langle b(\gamma), \circ d\gamma \rangle
\]
and taking the logarithm of (2.11) gives the proposed formula.

The logarithm of the Radon–Nikodym derivative in Proposition 2.2 is called the **canonical entropy production functional** in [JPS17]. We note the following immediate corollary of Proposition 2.2, the explicit formula (2.3) for \( \mu_0 \) and well-known properties of Stratonovich integrals; see e.g. [Pro, §V.5].

**Corollary 2.3.** Under Assumption (L0) and (L1), if \( \lambda \) and the Lebesgue measure are mutually absolutely continuous, then \( P^\lambda_{t, \epsilon} \) and \( P^\lambda_{t, \epsilon} \circ \Theta_t^{-1} \) are mutually absolutely continuous and
\[
\log \frac{dP^\lambda_{t, \epsilon}}{d(P^\lambda_{t, \epsilon} \circ \Theta_t^{-1})}(\gamma) = \log \frac{d\lambda}{d\text{vol}}(\gamma(0)) - \log \frac{d\lambda}{d\text{vol}}(\gamma(t)) + \frac{1}{\epsilon} \int \langle -\nabla V(\gamma) + b(\gamma), \circ d\gamma \rangle
\]
for \( P^\lambda_{t, \epsilon} \)-almost all \( \gamma \in \mathcal{C} \).
3 Generalised entropy production functionals

Motivated by the structure revealed in the previous section and by [K98, LS99, vZC03, MNV03, JPS17], we introduce a family of entropy production functionals parametrised by the choice of boundary terms. Throughout the remainder of the paper, the function $g : \mathbb{R}^N \to (0, \infty)$ is continuous, and the initial condition $\lambda$ is absolutely continuous with respect to the Lebesgue measure and has finite second moment.

3.1 Definition and the weak law of large numbers

**Definition 3.1.** The entropy production functional associated to the function $g$ is the function $S_t^\epsilon$ defined by

$$S_t^\epsilon(\gamma) := \log g(\gamma(0)) - \log g(\gamma(t)) + \frac{1}{\epsilon} \int b(\gamma) \circ d\gamma,$$  \hspace{1cm} (3.1)

considered as a random variable on $C_t$ with respect to the probability measure $\mathcal{P}^{\lambda,\epsilon}_t$. For $\alpha \in \mathbb{R}$, we use

$$\chi_t^\epsilon(\alpha) := \int_{C_t} e^{-\alpha S_t^\epsilon} d\mathcal{P}^{\lambda,\epsilon}_t$$

for the mgf of $S_t^\epsilon$ in $\alpha$. We speak of a steady-state functional if the initial condition $\lambda$ entering the definition of $\mathcal{P}^{\lambda,\epsilon}_t$ equals the invariant measure $\lambda^{inv}_0$.

**Remark 3.2.** The choice of $-\alpha$ in the exponent is common in the physics literature and is made here to facilitate the identification of certain symmetries. Indeed, the symmetry noted in Proposition 2.2 can be used to deduce $\chi_t^\epsilon(1-\alpha) = \chi_t^\epsilon(\alpha)$ in the case $g = d\lambda / d\mu_0$. However, this symmetry at finite $t$ is not expected to hold for a generic choice of $g$. This choice also has an incidence on our choice of sign for the Legendre transform in Sections 4 to 6.

We are mainly interested in the large deviations of $S_t^\epsilon$ as $t \to \infty$ and then $\epsilon \to 0$. To tackle this problem, we will need additional assumptions on the behaviour of the boundary term $g$ at infinity. Before we do so, let us state and prove a weak law of large numbers which holds under minimal assumptions on the decay of the boundary terms.

**Proposition 3.3.** Suppose that Assumptions (L0) and (L1) are satisfied and let

$$m^\epsilon := \int_{\mathbb{R}^N} (\epsilon^{-1}|b|^2 - \epsilon^{-1} \langle b, \nabla V \rangle) d\lambda^{inv}_0 + \int_{\mathbb{R}^N} \text{div } b d\lambda^{inv}_0.$$  \hspace{1cm} (3.2)

Then, for all $\delta > 0$,

$$\lim_{t \to \infty} \mathcal{P}^{\lambda,\epsilon}_t \left\{ \left| \frac{1}{t} S_t^\epsilon - m^\epsilon \right| > \delta \right\} = 0.$$  \hspace{1cm} (3.3)

**Proof.** We prove the case $\epsilon = 1$ and leave it to the reader to check the presence of the appropriate factors of $\epsilon$ in (3.2). The Stratonovich integral in the definition (3.1) of $t^{-1}S_t$ can be decomposed as

$$\frac{1}{t} \int_0^t \langle b(\gamma) \circ d\gamma \rangle = \frac{1}{t} \int_0^t (|b(\pi_s \gamma)|^2 - \langle b(\pi_s \gamma), \nabla V(\pi_s \gamma) \rangle + \text{div } b(\pi_s \gamma)) ds$$

$$+ \sqrt{\frac{\tau}{t}} \int_0^t \langle b(\gamma), dW(\gamma) \rangle.$$

The integral on the first line of the right-hand side is admissible for an application of the law of large numbers for continuous functions of $X_s$—see e.g. Theorem 4.2 in [Kha, Ch. 4]—, which yields

$$\lim_{t \to \infty} \mathcal{P}^{\lambda}_t \left\{ \left| \frac{1}{t} \int_0^t \langle b(\pi_s \gamma)^2 - \langle b(\pi_s \gamma), \nabla V(\pi_s \gamma) \rangle + \text{div } b(\pi_s \gamma) \rangle ds - m \right| > \frac{1}{t} \delta \right\} = 0.$$  \hspace{1cm} (3.3)

The integral on the second line of the right-hand side is a martingale. For integer times, the hypotheses of the law of large numbers for discrete-time martingales in [Fel, §VII.8] are satisfied thanks to Itô’s isometry and Lemma B.2. Hence,

$$\lim_{t \to \infty} \mathcal{P}^{\lambda}_t \left\{ \left| \frac{\sqrt{\tau}}{t} \int_0^t \langle b(\gamma), dW(\gamma) \rangle \right| > \frac{1}{t} \delta \right\} = 0.$$
By Chebyshév’s inequality and Itô’s isometry, we have

\[
\mathcal{P}_t^\lambda \left\{ \left| \frac{\sqrt{2}}{|I|} \int_{[t]}^t \langle b(\gamma), dW(\gamma) \rangle \right| > \frac{1}{2} \delta \right\} \leq \frac{50}{\delta^2 |I|^2} \int_{[t]}^t |b(\pi_\gamma(t))|^2 ds \mathcal{P}_t^\lambda (d\gamma),
\]

with the double integral on the right-hand side bounded uniformly in \(t\) by Tonelli’s theorem, Lemma B.2 and the fact that \(b\) is globally Lipschitz.

As for the boundary terms in the definition of \(t^{-1} S_t\), we note that it is no loss of generality to assume that \(g(0) = 1\). Then, by positivity and continuity of \(g\), there exists a monotone family \((R_M)_{M > 0}\) of radii properly diverging to \(+\infty\) with \(M\) such that

\[
g^{-1}(\langle e^{-M/5}, e^{M/5} \rangle) \geq \{ x \in \mathbb{R}^N : |x| \leq R_M \}.
\]

Using this inclusion with \(M = t \delta\),

\[
\mathcal{P}_t^\lambda \{ |t^{-1} \log g(\pi_0 \gamma)| > \frac{1}{2} \delta \} \leq \mathcal{P}_t^\lambda \{ |\pi_0 \gamma| \geq R_t \delta \} = \lambda \{ x \in \mathbb{R}^N : |x| \geq R_\delta \}
\]

converges to 0 as \(t \to \infty\) because \(R_\delta \to \infty\) and the initial condition \(\lambda\) is a probability measure. Using the same inclusion, Chebyshév’s inequality and Lemma B.2,

\[
\mathcal{P}_t^\lambda \{ |t^{-1} \log g(\pi_t \gamma)| > \frac{1}{2} \delta \} \leq \mathcal{P}_t^\lambda \{ |\pi_t \gamma| \geq R_\delta \} \leq \int \frac{\langle y, H_b y \rangle \lambda(dy) + C}{R_t^2 \inf sp H_b} \]

also converges to 0 as \(t \to \infty\). The proof is then concluded using the triangle inequality and a union bound.

At this stage, one can already use 2-dimensional examples with linear \(b\), quadratic \(V\) and explicit Gaussian \(\lambda_{\text{inv}}\) to exhibit cases where \(m^* > 0\), independently of \(\epsilon\), a strict inequality we consider as a key feature of nonequilibrium phenomena. This observation—which we push in Proposition 5.3 below—complements L. Bertini and G. Di Gesù’s discussion of the typical behaviour and of the order of the limits \(\epsilon \to 0\) and \(t \to \infty\) for their rescaled functional in [BDG15, §2]. On the point of rescaling, let us also mention that the LDP in [BDG15, §4] makes rigorous the existence of a rate function \(I\) describing, in our notation, the asymptotics

\[
\mathbb{P}\{ t^{-1} S_t^{W, \epsilon} \approx \epsilon^{-1} \zeta \} \approx \exp \left\{ -\epsilon^{-1} I(\zeta) \right\}
\]

for \(1 < t < \epsilon^{-1}\) and all \(\zeta \in \mathbb{R}\). Note the difference in scaling when compared with (1.5). This rate function \(I\) always vanishes at \(\zeta = 0\). To see this, consider, in Section 2 there and with their notation, the path \(\varphi\) which is constantly at a common stationary point \(x_*\) of \(b\) and \(-\nabla V + b\) so that \(\varphi \in \mathcal{A}_{x_*}^\infty(0)\) and \(I_{x_*}^\infty(\varphi) = 0\); this implies \(S_t^{x_*} \approx 0\) and the limiting rate function in Eq. (4.1) of Theorem 4.1 must vanish at 0. On the other hand, the above discussion of the law of large numbers suggests—and this will also be confirmed in Proposition 5.3—that the rate function we are about to obtain may very well remain strictly positive at \(s = 0\) as \(\epsilon \to 0\).

We also see from the formula (3.2) that the behaviour as \(\epsilon \to 0\) of the mean entropy production per unit time \(m^*\) will depend on that of \(\lambda_{\text{inv}}^\epsilon\) and hence on the Freidlin–Wentzell quasipotential [VF70, §6–8] associated to the ordinary differential equation, \(\dot{X} = -\nabla V(X) + b(X)\). In situations where the quasipotential is proportional to \(V\), more detailed information can be obtained and points where \(V\) attains its global minimum play a particular role. We will come back to this in Section 6.

### 3.2 Assumptions on the boundary terms and the initial condition

As mentioned in the Introduction, the LDP at the heart of this article is local. At the technical level, this is due to the fact that we are able to prove convergence of the rescaled logarithm of the MGF, \(t^{-1} \log \chi(\alpha)\), as \(t \to \infty\) and then as \(\epsilon \to 0\) only for certain values of \(\alpha\).

In the special case where \(b\) is bounded and orthogonal to \(\nabla V\), and \(q \equiv 1\), L. Bertini and G. Di Gesù have shown convergence as \(t \to \infty\) for all \(\alpha \in \mathbb{R}\), without the type of assumption we are about to introduce [BDG15, App. A]. However, the analysis of the linear case in [JPS17] shows the intricacies of taking the limit \(t \to \infty\) for \(\alpha \not\in [0,1]\) in the case where \(b\) is unbounded, as well as the sensitivity of the limit to the choice of boundary terms. Subsequently taking the limit \(\epsilon \to 0\) for \(\alpha\) outside \([0,1]\)
also comes with its own complications; see Remark 3.6 below. We restrict our attention to $\alpha$ in the interval
\[ A := \bigcup_{\ell \in (0,1)} \text{int}\{\alpha : \ell^2_1|\nabla V(x)|^2 - \frac{1}{2} \langle b, \nabla V(x) \rangle + \alpha(1-\alpha)|b(x)|^2 \geq 0 \text{ for all } x \in \mathbb{R}^N\}. \tag{3.4} \]

One can use (RB) to show that if $\ell$ is close enough to 1, then the quantity of interest is nonnegative for $\alpha$ in an open interval containing $[0,1]$; see Lemma A.2. The interval $A$ is symmetric about $\alpha = \frac{1}{2}$. Another possible obstruction is the behaviour of the boundary term $g$ used in the construction of $S^\alpha$. We introduce the following technical assumption and immediately give more tractable sufficient conditions.

**Assumption (IP).** There exists an open interval $I'$ with $[0,1] \subset I' \subseteq A$ and such that the following property holds for all $\alpha \in I'$: there exists $p_0' \in (1,\infty)$ and $\ell_0' \in (0,1)$ such that
\[ \ell_0' \frac{1}{p_0'} \left(1 - \frac{1}{p_0'}\right)|\nabla V(x)|^2 - \frac{1-2\alpha+\alpha p_0'}{p_0'} \langle b(x), \nabla V(x) \rangle + \alpha(1-\alpha)|b(x)|^2 \geq 0, \tag{3.5} \]
for all $x \in \mathbb{R}^N$, and both
\[ g^\alpha \in L^{p_0'}(\mathbb{R}^N, d\mu_0') \quad \text{and} \quad \frac{d\lambda}{d\mu_0} g^{-\alpha} \in L^{p_0'}(\mathbb{R}^N, d\mu_0'), \tag{3.6} \]
with $\frac{1}{p_0'} + \frac{1}{q_0'} = 1$.

In the case $q \equiv 1$, we can give a simple condition on the initial condition $\lambda$ which is sufficient for Assumption (IP) to hold. The proof elucidates why we leave $p_0'$ as a parameter instead of fixing $p_0' = q_0' = 2$: it is this parameter which allows us to accommodate measures $\lambda$ for which $\frac{d\lambda}{d\mu_0} \in L^{2-\delta}(\mathbb{R}^N, d\mu_0)$ with $\delta > 0$ small, but not with $\delta = 0$; cf. Lemma B.4.

**Lemma 3.4.** Suppose that Assumptions (L0), (L1) and (RB) are satisfied and that $g \equiv 1$. With $k_0 \in [0, \frac{1}{2})$ as in (RB), if there exists $\delta \in (0, \frac{1}{2})$ such that the initial condition $\lambda$ satisfies
\[ \frac{d\lambda}{d\mu_0} \in L^{\frac{1}{k_0 + \delta}}(\mathbb{R}^N, d\mu_0'), \tag{3.7} \]
then Assumption (IP) is satisfied.

**Proof.** For any given $p \in (\frac{1}{k_0 + \delta}, \frac{1}{2})$, there exists $\ell \in (0,1)$ such that condition (3.5) holds for all $\alpha$ in an open interval containing $[0,1]$; see Lemma A.2. Without loss of generality, $\delta > 0$ in (3.7) is small enough that $p = \frac{1}{k_0 + \delta}$ is such a value, but then we have $q = \frac{1}{1-k_0-\delta}$ and (3.6) with $q \equiv 1$ reduces to (3.7).

In the steady-state canonical case, $g = d\lambda / d\mu_0'$ and $\lambda = \lambda_{inv}', (3.6)$ is guaranteed to hold for all $\alpha \in [0,1]$. Indeed, one can apply Lemma B.4 with some $p_0'$ close enough to 2 that (3.5) holds. However, obtaining (3.6) outside the interval $[0,1]$ is in general a delicate task which, to our knowledge, requires extra technical assumptions — unless $\langle b, \nabla V \rangle = \epsilon \text{ div } b$, in which case $g = d\lambda_{inv}' / d\mu_0' \equiv 1$ and (3.6) trivially holds.

**Lemma 3.5.** Suppose that Assumptions (L1) and (RB) are satisfied, that $g = d\lambda / d\mu_0'$ and that the initial condition is $\lambda = \lambda_{inv}'$. If there exists $c_-, c_+, \gamma_-, \gamma_+ > 0$ and $\alpha \geq 2$ such that
\[ V(x) \geq \gamma_- |x|^{\alpha} - c_- \]
and
\[ |\nabla V(x)|^2 \leq \gamma_+^2 a^2 |x|^{2(\alpha-1)} + c_+ \]
for all $x \in \mathbb{R}^N$, then Assumption (IP) is satisfied, uniformly in $\epsilon$. 

**Proof.** We will show that there exists a nonempty interval of the form $(\alpha_-, 0]$ which does not depend on $\epsilon$ and such that (3.5) and (3.6) hold for all $\alpha$ in this interval, with common $p$ and $\ell$. A similar argument can be given to find an interval of the form $[1, \alpha_+]$. 
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Fix $p = 2 + \delta$ for some $\delta > 0$ small enough that there exists $\ell \in (0,1)$ such that condition (3.5) holds for all $\alpha$ in a nonempty interval of the form $(\bar{\alpha}_-, 0]$. Then, $q \in (1,2)$ and the second inclusion in (3.6) for all $\alpha$ in a nonempty interval of the form $(\bar{\alpha}_-, 0]$ is guaranteed by Lemma B.4. Finally, we claim that the fact that
\[
\left( \frac{d\lambda_{inv}^\alpha}{d\mu_0} \right)^\alpha \in L^p(\mathbb{R}^N, d\mu_0)
\]
for all $\alpha$ in a nonempty interval of the form $(\bar{\alpha}_-, 0]$ follows from the work [ABG19, §4]. We then take $\alpha_- := \max\{\bar{\alpha}_-, \bar{\alpha}_-, \bar{\alpha}_-\}$ to complete the proof.

To establish (3.8), pick $M > 0$ such that $|\langle b(x), x \rangle| \leq M|x|^2$ for all $x \in \mathbb{R}^N$. Combining the upper bound with $\gamma_+$ and Assumption (RB), we obtain a constant $\bar{c}_+$ such that
\[
-\frac{1}{4\epsilon}\|\nabla V(x)\|^2 + \frac{1}{2}\langle b(x), \nabla V(x) \rangle - \frac{1}{2}\Delta V(x) - \text{div } b(x) \geq -\frac{1}{8\epsilon}\gamma_+(1 - 2k_0)|x|^{2(\alpha - 1)}
\]
if $|x|$ is sufficiently large. Set
\[
K := \frac{1}{2a} \left( M + \sqrt{M^2 + \gamma_+(1 - 2k_0)} \right).
\]
By Theorem 4.1 in [ABG19] applied to the conjugated Fokker–Planck operator
\[
\epsilon\Delta - \langle b, \nabla \rangle - \frac{1}{4\epsilon}\|\nabla V\|^2 + \frac{1}{2\epsilon}\langle b, \nabla V \rangle - \frac{1}{2}\Delta V - \text{div } b,
\]
there exist constants $C_\epsilon > 0$ and $r_\epsilon > 0$ such that the unique function $\varphi^\epsilon$ such that
\[
\lambda_{inv}^\epsilon(dx) = e^{-(2\epsilon)^{-1}V(x)}\varphi^\epsilon(x) \, dx
\]
satisfies
\[
\varphi^\epsilon(x) \geq C_\epsilon e^{-\epsilon^{-1}K|x|^a}
\]
whenever $|x| > r_\epsilon$; also see Lemma B.3. This last inequality can be rewritten as
\[
\frac{d\lambda_{inv}}{d\mu_0}(x) \geq C_\epsilon e^{-(2\epsilon)^{-1}V(x)} e^{-\epsilon^{-1}K|x|^a}
\]
with some $\tilde{C}_\epsilon > 0$. Using the lower bound in $\gamma_-$, there exists $\tilde{r}_\epsilon > 0$ such that
\[
\left( \frac{d\lambda_{inv}}{d\mu_0}(x) \right)^{-|\beta|} \leq \tilde{C}_\epsilon^{-1} \exp \left( \frac{|\beta|}{\epsilon} \left( \frac{1}{2} + \frac{K}{2\gamma_-} \right) V(x) \right)
\]
whenever $|x| > \tilde{r}_\epsilon$. We conclude that the claim (3.8) indeed holds for all $\alpha \in (\bar{\alpha}_-, 0]$ with $\bar{\alpha}_- := -p\left( \frac{1}{2} + \frac{K}{2\gamma_-} \right)$.

\[\square\]

Remark 3.6. The care in choosing the constraints on $\alpha$ and $p_\epsilon$ here is taken for two reasons: the unboundedness of $b$ and the desire to obtain detailed information on the rate function as $\epsilon \to 0$. If one is interested in the limit $t \to \infty$ only, then one may replace the nonnegativity conditions in (3.4) and (3.5) with the existence of a finite (negative) lower bound, as considered in Appendix A. In particular, if $b$ is bounded and globally Lipschitz, then the derived LDP as $t \to \infty$ is global as long as the condition (3.6) on the boundary term holds for all $\alpha$, as in [BDG15, App. A]. However, even for a smooth and compactly supported $b$, nonnegativity in (3.4) and (3.5) is used crucially for the limit $\epsilon \to 0$ through the properties of the auxiliary potential $W_0$ introduced in (7.1) of Section 7, and the techniques used there cannot possibly yield a global result as is. Indeed, values of $\alpha$ that are far from the interval $[0,1]$ lead to changes to the structure of the minima of $W_0$ that render maladapted the harmonic-like approximations used in Section 7.

\[\text{We assume without loss of generality that our space coordinates are centered in such a way that } x = 0 \text{ is one of the critical points of } b \text{ and thus a stationary point of } b \text{ by (RB), and then use the fact that } b \text{ is globally Lipschitz.}\]
3.3 A representation for the moment-generating function

Under Assumption (IP), we prove the validity of a commonly used representation of the MGF $\chi^\epsilon_\alpha(\alpha)$ in terms of a semigroup of operators acting on the space $L^p(\mathbb{R}^N, d\mu_0^\epsilon)$ obtained by deformation of the infinitesimal generator $\Lambda^{\epsilon,0} = \epsilon \Delta + (-\nabla V + b, \nabla)$ of the semigroup associated to the sde (2.2). The proof relies on preliminary results on elliptic operators collected in Appendix A, based on [AGG+, Lan, MPSR05].

**Proposition 3.7.** Suppose that Assumptions (L0), (L1), (RB) and (IP) are satisfied. Then, for all $\alpha \in I^\epsilon$, the MGF $\chi^\epsilon_\alpha(\alpha)$ is finite and can be represented as

$$\chi^\epsilon_\alpha(\alpha) = \int_{\mathbb{R}^N} g^{-\alpha}(e^{t\Lambda^\epsilon} g^\alpha) \, d\lambda,$$  \hspace{1cm} (3.9)

where $\Lambda^{\epsilon,\alpha}$ is the infinitesimal generator of a semigroup on $L^p(\mathbb{R}^N, d\mu_0^\epsilon)$ given by

$$\Lambda^{\epsilon,\alpha} f = \epsilon \Delta f + \langle -\nabla V + (1 - 2\alpha)b, \nabla f \rangle - \frac{\alpha(1-\alpha)}{\epsilon} |b|^2 f + \frac{\alpha}{\epsilon} \langle b, \nabla V \rangle f - \alpha f \, \text{div} \, b,$$  \hspace{1cm} (3.10)

for all $f \in C^2_0(\mathbb{R}^N)$.

**Proof.** We use an approximation strategy similar to that in the proof of Proposition 2.2 and again omit keeping explicit track of $\epsilon$.

**Step 1: Reduction to the case where $b$ has compact support.** Suppose that the proposition has been proved in the case where $b$ has compact support. For a general $b$, let $(b_R)_{R \in \mathbb{N}}$ be a sequence of compactly supported approximations of $b$ as in the proof of Proposition 2.2. Fix $\alpha$ and set

$$\Lambda^\alpha_R := \epsilon \Delta + (-\nabla V + (1 - 2\alpha)b_R, \nabla) - \frac{\alpha(1-\alpha)}{\epsilon} |b_R|^2 + 2 \frac{\alpha}{\epsilon} \langle b_R, \nabla V \rangle - \alpha \, \text{div} \, b_R$$

and

$$\Lambda^\alpha := \epsilon \Delta + (-\nabla V + (1 - 2\alpha)b, \nabla) - \frac{\alpha(1-\alpha)}{\epsilon} |b|^2 + 2 \frac{\alpha}{\epsilon} \langle b, \nabla V \rangle - \alpha \, \text{div} \, b.$$

It is shown in Appendix A that these operators, considered with $W^{2,p_0}(\mathbb{R}^N, d\mu_0)$ as their domain, generate semigroups on $L^{p_0}(\mathbb{R}^N, d\mu_0)$ if $\alpha \in \mathcal{A}$. Hence, in view of (3.6) and the definition of $I$, the right-hand side of (3.9) is well defined and finite for all $\alpha \in I$. Therefore, by (2.4), it suffices to show that

$$(e^{t\Lambda^\alpha} g^\alpha)(x) = g^\alpha(x) \int_{\mathcal{C}_t} e^{-\alpha S_t} \, d\mathcal{P}^x_t$$  \hspace{1cm} (3.11)

for almost all $x \in \mathbb{R}^N$.

One can show using the isometry between $L^{p_0}(\mathbb{R}^N, d\mu_0)$ and $L^{p_0}(\mathbb{R}^N, d\text{vol})$ and the second resolvent identity that

$$\underset{R \to \infty}{\text{s. r. -lim}} \Lambda^\alpha_R = \Lambda^\alpha.$$

Hence, by Theorem 2.16 in [Kat, Ch. IX],

$$\underset{R \to \infty}{\text{s. -lim}} e^{t\Lambda^\alpha_R} = e^{t\Lambda^\alpha}$$

on $L^{p_0}(\mathbb{R}^N, d\mu_0)$, which contains $g^\alpha$ by (3.6) of Assumption (IP). In particular, there exists a subsequence $(R_k)_{k \in \mathbb{N}}$ properly diverging to $+\infty$ such that

$$(e^{t\Lambda^\alpha} g^\alpha)(x) = \lim_{k \to \infty} (e^{t\Lambda^\epsilon_R_k} g^\alpha)(x)$$

for almost all $x \in \mathbb{R}^N$. Hence, by hypothesis,

$$(e^{t\Lambda^\alpha} g^\alpha)(x) = \lim_{k \to \infty} (e^{t\Lambda^\epsilon_R_k} g^\alpha)(x) = \lim_{k \to \infty} g^\alpha(x) \int_{\mathcal{C}_t} e^{-\alpha S_t} \, d\mathcal{P}^x_t[R_k] = g^\alpha(x) \lim_{k \to \infty} \left( \int_{B_{R_k}} e^{-\alpha S_t} \, d\mathcal{P}^x_t[R_k] + \int_{B^C_{R_k}} e^{-\alpha S_t} \, d\mathcal{P}^x_t[R_k] \right),$$
where $\mathcal{P}_t^x[R_k]$ is the measure on the paths associated to the SDE with initial condition $x$ and drift $-\nabla V + b_{R_k}$, and where $B_{R_k}$ denotes the ball of radius $R_k$ in $\mathcal{C}_t$. Using uniqueness,

$$(e^{t\Lambda^\alpha} g^\alpha)(x) = g^\alpha(x) \lim_{k \to \infty} \left( \int_{B_{R_k}} e^{-\alpha S_t} \, d\mathcal{P}_t^x + \int_{B_{R_k}} e^{-\alpha S_t} \, d\mathcal{P}_t^{x}[R_k] \right). \quad (3.12)$$

By Lebesgue monotone convergence,

$$\lim_{k \to \infty} \int_{B_{R_k}} e^{-\alpha S_t} \, d\mathcal{P}_t^x = \int_{\mathcal{C}_t} e^{-\alpha S_t} \, d\mathcal{P}_t^x. \quad (3.13)$$

Note that this limit must be finite because the left-hand side of (3.12) is finite, $g^\alpha(x)$ is strictly positive and the integral over the complement of the ball on the right-hand side of (3.12) is nonnegative. Because $I$ is open, \[
\int_{\mathcal{C}_t} e^{-(\alpha+\delta \alpha)S_t} \, d\mathcal{P}_t^x < \infty
\]
as well if $\delta > 0$ is small enough. Hence, we may apply Hölder’s inequality with exponents $1 + \delta$ and $(1 - (1 + \delta)^{-1})^{-1}$ to derive

$$\lim_{k \to \infty} \left| \int_{B_{R_k}} e^{-\alpha S_t} \, d\mathcal{P}_t^x \right| \leq \lim_{k \to \infty} \left| \int_{\mathcal{C}_t} e^{-(\alpha+\delta \alpha)S_t} \, d\mathcal{P}_t^{x} \right|^{1/\delta} \left( 1 - \mathcal{P}_t^{x}[R_k](B_{R_k}) \right)^{1-(1+\delta)^{-1}},$$

which is controlled by Lemma B.1. Using this bound and (3.13) in (3.12) yields (3.11) and the proof is concluded.

**Step 2: Proof in the case where $b$ has compact support.** In view of (2.4), it suffices to show that

$$g^\alpha(x) \int_{\mathcal{C}_t} e^{-\alpha S_t} \, d\mathcal{P}_t^x = (e^{t\Lambda^\alpha} g^\alpha)(x) \quad (3.14)$$

for almost all $x \in \mathbb{R}^N$, where $(e^{t\Lambda^\alpha})_{t \geq 0}$ is the positivity-preserving semigroup generated by $\Lambda^\alpha$ on $L^p(\mathbb{R}^N, \mu_0)$. By definition of $S_t$, this is equivalent to

$$g^\alpha(x) \int_{\mathcal{C}_t} g^{-\alpha}(\gamma(0))g^\alpha(\gamma(t))e^{-\alpha \gamma^{-1} \int_0^t b(\gamma,\cdot) \, d\gamma} \, d\mathcal{P}_t^x(\gamma) = (e^{t\Lambda^\alpha} g^\alpha)(x). \quad (3.15)$$

Note that the terms $g^\alpha(x)$ and $g^{-\alpha}(\gamma(0))$ cancel each other out.

By Lebesgue monotone convergence and continuity of $e^{t\Lambda^\alpha}$, it is enough to show that

$$\int_{\mathcal{C}_t} (\eta g^\alpha)(\gamma(t))e^{-\alpha \gamma^{-1} \int_0^t b(\gamma,\cdot) \, d\gamma} \, d\mathcal{P}_t^x(\gamma) = (e^{\eta \Lambda^\alpha} g^\alpha)(x) \quad (3.16)$$

for all smooth functions $0 \leq \eta \leq 1$ with compact support. We will not keep this cutoff function $\eta$ explicitly in the formulas, but we will use theorems that would generally apply to a continuously compactly supported function $g$ with the understanding that we can obtain the final result by taking a sequence $(\eta_R)_{R \in \mathbb{N}}$ converging pointwise to the constant function 1 from below.

Set $m(s,x)$ to be the left-hand side of (3.15) with $t$ replaced by $s \in [0,t]$. Because $g^\alpha \in L^p(\mathbb{R}^N, \mu_0)$ and because the semigroup generated by $\Lambda^\alpha$ with domain $W^{2,p}(\mathbb{R}^N, \mu_0)$ on $L^p(\mathbb{R}^N, \mu_0)$ is analytic, $e^{s \Lambda^\alpha} g^\alpha \in W^{2,p}(\mathbb{R}^N, \mu_0)$ and

$$\partial_s(e^{s \Lambda^\alpha} g^\alpha) = \Lambda^\alpha e^{s \Lambda^\alpha} g^\alpha$$

for all $s > 0$; see e.g. Proposition 1.6.ii in [AGG*, Ch. A-I]. Hence, (3.15) becomes $m(t,x) = e^{t \Lambda^\alpha} g^\alpha$ and, by uniqueness, we need only show that $m$ also satisfies the partial differential equation

$$\begin{cases}
\partial_s m(s,x) = (\Lambda^\alpha m(s,\cdot))(x), & x \in \mathbb{R}^N, s > 0, \\
m(0,x) = g^\alpha(x), & x \in \mathbb{R}^N.
\end{cases} \quad (3.17)$$
A straightforward computation shows that
\[
\Lambda^\alpha f = \hat{\Lambda} f - \frac{(1-\alpha)}{\epsilon} |b|^2 f + \frac{2}{\epsilon} \langle b, \nabla V \rangle f - \alpha (\text{div } b) f
\]
where \( \hat{\Lambda} \) is the infinitesimal generator associated to the deformed SDE
\[
dY_t = -\nabla V(Y_t) dt + (b(Y_t) - 2ab(Y_t)) dt + \sqrt{2} \, dW_t.
\]
Hence, in view of the Feynman–Kac formula—see e.g. Lemma 3.7 in [Kha, Ch.3] keeping in mind that \( b \) is temporarily assumed to be compactly supported —, \((1-\alpha)/\epsilon \) will hold if
\[
m(t,x) = \int_{C_t} g^\alpha(\gamma(t)) e^{\int_0^t -\frac{(1-\alpha)}{\epsilon} |b(\gamma(s))|^2 + \frac{2}{\epsilon} \langle b(\gamma(s)), (\nabla V)(\gamma(s)) \rangle - \alpha (\text{div } b)(\gamma(s)) ds} Q^\epsilon_t (d\gamma).
\]
But it follows from a Girsanov argument similar to that used in the proof of Proposition B.5 — recall again that \( b \) is temporarily assumed to be compactly supported — that
\[
\int_{C_t} g^\alpha(\gamma(t)) \exp \left( \int_0^t -\frac{(1-\alpha)}{\epsilon} |b(\gamma(s))|^2 + \frac{2}{\epsilon} \langle b(\gamma(s)), (\nabla V)(\gamma(s)) \rangle - \alpha (\text{div } b)(\gamma(s)) ds \right) Q^\epsilon_t (d\gamma)
\]
\[
= \int_{C_t} g^\alpha(\gamma(t)) \exp \left( \int_0^t -\frac{(1-\alpha)}{\epsilon} |b(\gamma(s))|^2 + \frac{2}{\epsilon} \langle b(\gamma(s)), (\nabla V)(\gamma(s)) \rangle \right.
\]
\[
- \alpha (\text{div } b)(\gamma(s)) ds \right) \tilde{Z}_t(\gamma) P^\epsilon_t (d\gamma),
\]
where \( \tilde{Z}_t(\gamma) := \exp \left( \frac{\epsilon}{\sqrt{2}} \int_0^t \langle b(\gamma), dW(\gamma) \rangle - \frac{\alpha^2}{2} \int_0^t |b(\gamma(r))|^2 dr \right) \). The proof is concluded with a standard Itô-calculus computation. \(\square\)

4 Large deviations in the large-time limit

With the validity of the formula at the heart of Section 3.3 at hand under the assumptions of Section 3.2 introduced to deal with the unboundedness of \( b \), our proof of the local large deviation principle follows closely a local analogue of the strategy outlined by J. Lebowitz and H. Spohn in [LS99, §5] and also carried out in [BDG15, App. A]. The quantity
\[
e^\epsilon(\alpha) := \sup \{ \text{Re } z : z \in \text{sp}(\Lambda^{\alpha,\epsilon}, W^{2,2}(\mathbb{R}^N, d\mu_0^\epsilon)) \}
\]
for \( \alpha \in \mathcal{A} \) will play a crucial role in this strategy for analyzing the large deviations of \( S^\epsilon_t \). We will interchangeably refer to this quantity as the leading eigenvalue of \( \Lambda^{\alpha,\epsilon} \) or as \( \text{sp} \mathcal{L}(\Lambda^{\alpha,\epsilon}) \). Before we state and prove a lemma concerning its regularity in \( \alpha \) at fixed \( \epsilon > 0 \), let us briefly comment on the choice of strategy. In simple enough systems — e.g. finite-state, mixing Markov chains —, we are aware of two other routes. First, one can sometimes prove a higher-level LDP for currents/jumps and use a suitable contraction principle; see [BCFG18, §5] and [CJPS, §2.1]. Second, one can sometimes prove the LDP for entropy production via the method of Ruelle–Lanford functions [CJPS19]. However, — to our knowledge — key technical ingredients that are essential to rigorously using those methods have not been adapted to stochastic integrals with respect to paths of diffusions in noncompact spaces. These difficulties are for example addressed in Remark 1 in [KKT10], Remark 2.16 in [CJPS19], and more precisely throughout the discussions at the end of Sections 1.6 and 2.4.3 of [CJPS].

**Lemma 4.1.** Under Assumptions (L0), (L1) and (RB), the function \( e^\epsilon \) is real-analytic on \( \mathcal{A} \).

**Proof.** Fix \( \alpha_0 \in \mathcal{A} \). The differential operator \( \Lambda^{\alpha_0,\epsilon} \) defined by \((3.10)\) on the domain \( W^{2,2}(\mathbb{R}^N, d\mu_0^\epsilon) \) is closed as an unbounded operator on \( L^2(\mathbb{R}^N, d\mu_0^\epsilon) \); see Appendix A. For \( \alpha \in \mathcal{C} \),
\[
B^{\alpha,\epsilon}(\cdot) := -2 \langle b, \nabla \cdot \rangle - \frac{\epsilon (1-\epsilon-2\alpha_0)}{\epsilon} |b|^2 + \frac{2}{\epsilon} \langle b, \nabla V \rangle - \epsilon \text{div } b
\]
is a relatively bounded perturbation of \( \Lambda^{\alpha_0,\epsilon} \). The relative bound can be made arbitrarily small by taking \( |\alpha| \) small enough.

Hence, by Theorem 1.1 in [Kat, Ch. IV], there exists a complex neighbourhood \( \Omega \) of \( \alpha_0 \) such that the differential operator \( \Lambda^{\alpha,\epsilon} = \Lambda^{\alpha_0,\epsilon} + B^{\alpha,\epsilon}(\alpha - \alpha_0) \) on \( L^2(\mathbb{R}^N, d\mu_0^\epsilon) \) with domain \( W^{2,2}(\mathbb{R}^N, d\mu_0^\epsilon) \) is
closed for all $\alpha \in \Omega$. Moreover, a straightforward estimate shows that $\kappa \mapsto B^{\alpha,\varepsilon}(\kappa)f \in L^2(\mathbb{R}^N, dp_0^\alpha)$ is holomorphic whenever $f \in W^{2,2}(\mathbb{R}^N, dp_0^\alpha)$. Hence, for fixed $\varepsilon > 0$, $\{\Lambda^{\alpha,\varepsilon}\}_{\alpha \in \Omega}$ is a holomorphic family of type (A) in the sense of [Kat, VII.2.1]. By Proposition A.7, $e^\varepsilon(\alpha_0)$ is a simple eigenvalue of $\Lambda^{\alpha_0,\varepsilon}$ and can be separated from the rest of $\text{sp} \Lambda^{\alpha_0,\varepsilon}$ by a simple closed curve. Following [Kat, VII.2.3], the spectrum of $(\Lambda^{\alpha,\varepsilon}, W^{2,2}(\mathbb{R}^N, dp_0^\alpha))$ is likewise separated into two parts for $\alpha \in \Omega$ close enough to $\alpha_0$, and $\alpha \mapsto e^\varepsilon(\alpha)$ admits an analytic extension to a small complex neighbourhood of $\alpha_0$.

**Lemma 4.2.** Under Assumptions (L0), (L1) and (RB),

$$\mathfrak{m}^\varepsilon = -De^\varepsilon(0).$$

**Proof.** With the appropriate normalisation, the eigenvector corresponding to the eigenvalue $e^\varepsilon(0) = 0$ is the constant 1 and the corresponding eigenvector of the adjoint (the Fokker–Planck operator) is obtained from $\lambda_{\text{inv}}^\varepsilon$; see the proof of Lemma B.3. Because $e^\varepsilon$ is analytic in 0 and is a simple eigenvalue for all $\alpha$ close enough to 0, the derivative can be computed using a formula colloquially known as the Hellmann–Feynman formula:

$$De^\varepsilon(0) = \int (-2\langle b, \nabla \rangle - \varepsilon^{-1}|b|^2 + \varepsilon^{-1}\langle b, \nabla V \rangle - \text{div} b)1 d\lambda_{\text{inv}}^\varepsilon;$$

see (2.33) in [Kat, II.2.2] and the argument in [Kat, VII.1.3].

**Proposition 4.3.** Suppose that Assumptions (L0), (L1), (RB) and (IP) are satisfied. Then,

$$\lim_{t \to \infty} \frac{1}{t} \log \chi_t^\varepsilon(\alpha) = e^\varepsilon(\alpha)$$

(4.1)

for all $\alpha \in I^\varepsilon$.

**Proof.** Fix $\alpha \in I^\varepsilon$ and pick $p = p_\alpha^\varepsilon$ as in (IP). Let $\psi^{\alpha,\varepsilon}$ [resp. $u^{\alpha,\varepsilon}$] be a strictly positive right [resp. left] eigenvector of $\Lambda^{\alpha,\varepsilon}$ for the eigenvalue $e^\varepsilon(\alpha)$ with the properties of Proposition A.7. By Proposition 3.7, we have

$$\int_{C_t} e^{-\alpha S^\varepsilon_t} d\mathcal{P}^\varepsilon_t = \int_{\mathbb{R}^N} \frac{d\lambda}{dp_0^\alpha}(x)g^{-\alpha}(x)(e^{t\Lambda^\alpha}g^\alpha)(x) \mu_0^\alpha(dx)$$

$$= e^{e^\varepsilon(\alpha)} \int_{\mathbb{R}^N} \frac{d\lambda}{dp_0^\alpha}(x)g^{-\alpha}(x)(e^{-te^\varepsilon(\alpha)}e^{t\Lambda^\alpha}g^\alpha - \psi^{\alpha,\varepsilon}(u^{\alpha,\varepsilon}, g^\alpha)))(x) \mu_0^\alpha(dx)$$

$$+ e^{e^\varepsilon(\alpha)J^{\alpha,\varepsilon}},$$

where $J^{\alpha,\varepsilon}$ is finite, strictly positive and independent of $t$. Recall that our choice of $\alpha \in I^\varepsilon$ satisfying condition (3.6) guarantees

$$g^\alpha(x) \in L^p(\mathbb{R}^N, dp_0^\alpha) \quad \text{and} \quad \frac{d\lambda}{dp_0^\alpha}g^{-\alpha}(x) \in L^p(\mathbb{R}^N, dp_0^\alpha)^*$$. Hence, using Hölder’s inequality and Propostition A.7 to control the difference in the integrand,

$$\lim_{t \to \infty} \frac{1}{t} \log \int_{C_t} e^{-\alpha S^\varepsilon_t} d\mathcal{P}^\varepsilon_t = e^\varepsilon(\alpha).$$

This is exactly the property of $\chi_t^\varepsilon$ that was to be proved.

**Remark 4.4.** In particular, in this regime, the mean canonical entropy production and the Chernoff and Hoeffding error exponents for the hypothesis testing of the arrow of time do not depend on the specific choice of initial distribution $\lambda$, as long as it is mutually absolutely continuous with respect to $\mu_0^\alpha$. Actually, if one is solely interested in this fact, one only needs the proposition for $\alpha \in [0, 1]$ and can therefore relax Assumption (IP). We refer the reader to [JOPS12, §6] and [CJPS, §1.7].

**Corollary 4.5.** Under the same assumptions, the function $e^\varepsilon : A \to \mathbb{R}$ is convex and

$$e^\varepsilon(1) = e^\varepsilon(\alpha)$$

for all $\alpha \in A$. 
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Proof. Consider the particular case \( g \equiv 1 \) and \( \lambda = \mu_0^\epsilon \) and take the appropriate limit in the second part of Proposition 2.2 using Proposition 4.3.

For \( \zeta \in \{-De^\epsilon(\alpha) : \alpha \in \mathcal{A}\} \), set
\[
e^\epsilon_*(\zeta) := \sup_{\alpha \in \mathcal{A}} \left( -\alpha \zeta - e^\epsilon(\alpha) \right).
\]
(4.2)

It is immediate from Corollary 4.5, the symmetry \( \mathcal{A} = 1 - \mathcal{A} \) and the definition of \( e^\epsilon_*(\zeta) \) that
\[
e^\epsilon_*(\zeta) - e^\epsilon_*(-\zeta) = -\zeta
\]
(4.3)

for all \( \zeta \in \{-De^\epsilon(\alpha) : \alpha \in \mathcal{A}\} \). Combining Lemma 4.1, Proposition 4.3 and a local version of the G"artner–Ellis theorem (see e.g. [JOPP11, §A.2]), we get the following large deviation result. The symmetry (4.3) of the rate function \( e^\epsilon_* \) in this LDP is referred to as the Gallavotti–Cohen symmetry.

**Proposition 4.6.** Under assumptions (L0), (L1), (RB) and (IP), if \( E \) is a Borel set with \( \text{cl}(E) \subset \{-De^\epsilon(\alpha) : \alpha \in \mathcal{I}\} \), then
\[
- \inf_{\zeta \in \text{int}(E)} e^\epsilon_*(\zeta) \leq \liminf_{t \to \infty} t^{-1} \log \mathcal{P}_t \left\{ t^{-1}S^\epsilon_t \in E \right\}
\]
\[
\leq \limsup_{t \to \infty} t^{-1} \log \mathcal{P}_t \left\{ t^{-1}S^\epsilon_t \in E \right\} \leq - \inf_{\zeta \in \text{cl}(E)} e^\epsilon_*(\zeta).
\]

By a standard argument, the above results imply that, under assumptions (L0), (L1), (RB), (IP) and \( m^\epsilon > 0 \), the weak law of large numbers of Proposition 3.3 occurs with exponentially fast convergence and can thus be strengthened to a strong law of large numbers.

## 5 The linear case

We have shown in Section 4 that the large deviations of \( S^\epsilon_t \) can be understood in terms of the leading eigenvalue \( e^\epsilon(\alpha) \) of \( \Lambda^{\alpha,\epsilon} \) and its Legendre transform (4.2). We devote the present section to the study of these quantities in the case where we make the additional assumptions that \( V \) is quadratic and \( b \) is linear—equivalently \( V(x) = \frac{1}{2} \langle x, D^2V x \rangle \) and \( b(x) = Db x \) up to a shift in the space coordinates. Note that (ND) is then a consequence of (L0), which becomes
\[
D^2V > 0.
\]
(5.1)

Assumption (RB) becomes
\[
\langle Db x, D^2V x \rangle \leq k_b |D^2V x|^2
\]
(5.2)

for all \( x \in \mathbf{R}^N \).

The linear case is particularly important for several reasons. First and foremost, we will see in Sections 6 and 7 that the general case can be reduced to this one in the limit \( \epsilon \to 0 \). Second, linearity makes computations more tractable and allows to give a characterisation of the vanishing of the mean entropy production per unit time \( m^\epsilon \).

Note that the operator \( \Lambda^{\alpha,\epsilon} \) introduced in (3.10) is in this case isospectral to the \( \epsilon \)-independent operator
\[
Q^\alpha = \Delta + \langle \ell_B(\alpha), \nabla \rangle - q_K(\alpha) + \frac{1}{2} \text{tr} D^2V - \alpha \text{tr} Db
\]
(5.3)

where \( \ell_B(\alpha) \) is the auxiliary linear vector field \( x \mapsto B(\alpha)x \) and \( q_K(\alpha) \) is the auxiliary quadratic potential \( x \mapsto \langle x, K(\alpha)x \rangle \), with
\[
B(\alpha) := (1 - 2\alpha)Db
\]
and
\[
K(\alpha) := \frac{1}{4}(D^2V)^2 - \frac{1}{4}(Db^T D^2V + D^2V Db) + \alpha(1 - \alpha)Db^T Db.
\]

To see this, conjugate with the Gaussian weight \( e^{-(2\epsilon)^{-1}V} \) and its inverse and then make a change of variable \( x \mapsto \epsilon^{1/2}x \).
Such elliptic operators with quadratic symbols have been fairly well understood since the seminal work of [S74]. Here, inspired by [FS97, JPS17], we emphasise a slightly different point of view, which relies on the study of the corresponding algebraic Riccati equation (ARE)

$$X^2 - \frac{1}{2}(B^{(\alpha)})^T X - \frac{1}{2}XB^{(\alpha)} - K^{(\alpha)} = 0$$  \hspace{1cm} (5.4)

for a symmetric matrix $X$. The general theory of such equations is discussed in [LaRo]. See [BCX21] for yet another approach in a special case.

**Proposition 5.1.** For all $\alpha \in \mathcal{A}$, the ARE (5.4) admits a maximal solution $X^{(\alpha)}$ and

$$\text{spb} Q^{\alpha} = -\text{tr} X^{(\alpha)} + \frac{1}{2} \text{tr} D^2 V - \alpha \text{tr} D b.$$ 

Moreover, $\alpha \mapsto \text{tr} X^{(\alpha)}$ defines a real-analytic function on $\mathcal{A}$ and we have the identity

$$\text{tr} X^{(\alpha)} = -\frac{1}{2} \left( \text{tr} B^{(\alpha)} - \sum_{\lambda^{(\alpha)} \in \text{spb} K^{(\alpha)}_{\text{Ham}}} |\Re \lambda^{(\alpha)}| \right)$$ \hspace{1cm} (5.5)

where

$$K^{(\alpha)}_{\text{Ham}} := \begin{bmatrix} -\frac{1}{2} B^{(\alpha)} & 1 \\ K^{(\alpha)} & \frac{1}{2} (B^{(\alpha)})^T \end{bmatrix}.$$ \hspace{1cm} (5.6)

**Proof.** Consider $\phi_X(x) := \exp(-\frac{1}{2} (x, x))$ for some positive-definite matrix $X$ and compute

$$(Q^{\alpha} \phi_X)(x) = -\text{tr} X \phi_X(x) + (x, Xx) \phi_X(x) - (B^{(\alpha)} x, Xx) \phi_X(x) - (x, K^{(\alpha)} x) \phi_X(x) + (\frac{1}{2} \text{tr} D^2 V - \alpha \text{tr} D b) \phi_X(x).$$

Note that $\phi_X$ is an eigenvector with eigenvalue $-\text{tr} X + \frac{1}{2} \text{tr} D^2 V - \alpha \text{tr} D b$ if

$$R(\alpha, X) := X^2 - \frac{1}{2}(B^{(\alpha)})^T X - \frac{1}{2}XB^{(\alpha)} - K^{(\alpha)} = 0.$$ \hspace{1cm} (5.7)

Because $K^{(\alpha)}$ is positive definite for all $\alpha \in \mathcal{A}$, $R(\alpha, 0) < 0$. Therefore, there exists a maximal positive-definite matrix $X^{(\alpha)}$ such that $R(\alpha, X^{(\alpha)}) = 0$, and $-X^{(\alpha)} + \frac{1}{2} B^{(\alpha)}$ is stable [LaRo, §9.1]. This argument is valid for all $\alpha \in \mathcal{A}$ and $X^{(\alpha)}$ is a real-analytic function of $\alpha \in \mathcal{A}$ [LaRo, §11.3].

In $\alpha = \frac{1}{2}$, we have $R(\frac{1}{2}, X) = X^2 - K^{(1/2)}$ and the square root of $K^{(1/2)}$ clearly is the maximal solution to the ARE $R(\frac{1}{2}, X) = 0$. But the trace of this maximal solution coincides with the smallest eigenvalue of the quantum harmonic oscillator $-\Delta + q_{K^{(1/2)}}$. Thus, first part of the lemma follows by simplicity and continuity of $\text{spb} Q^{\alpha}$. Relations between the eigenvalues of $-X^{(\alpha)} + \frac{1}{2} B^{(\alpha)}$ and those of the matrix (5.6) are discussed in [LaRo, §8.3]. □

**Remark 5.2.** Note that once a Gaussian weight is introduced to define $Q^{\alpha}$, the method for obtaining the formula for its leading eigenvalue does not appeal to the fact $D^2 V > 0$, but only to the fact that $(D^2 V)^2 > 0$.

**Proposition 5.3.** Under the assumptions of Proposition 4.3 and the additional assumption that $V$ is quadratic and $b$ is linear;

$$\lim_{t \to \infty} \frac{1}{t} \log \chi^{(\alpha)}_t = -\text{tr} X^{(\alpha)} + \frac{1}{2} \text{tr} D^2 V - \alpha \text{tr} D b,$$

(5.8)

for all $\alpha \in \mathcal{A}$. Moreover,

i. if the matrix $D b$ is not symmetric, then the mean entropy production per unit time $m'$ is strictly positive and independent of $\epsilon$ and the rate function $c_*$ in Proposition 4.6 is strictly convex and independent of $\epsilon$;

ii. if the matrix $D b$ is symmetric, then $m' = 0$. 
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Proof. Combining Proposition 4.3 and Proposition 5.1 with the fact that
\[ e^b(\alpha) = \text{sp} b Q^\alpha \]
immediately gives (5.8). It follows from Corollary 4.5 that \( e^b \) is convex on \( A \) and that \( e^b(0) = e^b(1) = 0 \). Hence, by analyticity, it will fail to be strictly convex if and only if it vanishes identically, which is in turn equivalent to \( e^b(\frac{1}{2}) = 0 \). This last condition takes the explicit form
\[ \text{tr} \sqrt{(D^2 V - Dvb)^T(D^2 V - Dvb)} = \text{tr}(D^2 V - Dvb). \]

Let \( A := D^2 V - Dvb \) and \( |A| := \sqrt{A^T A} \). We can find orthonormal bases \( \{v_i\}_{i=1}^N \) and \( \{w_i\}_{i=1}^N \) of \( \mathbb{C}^N \) such that \( A = \sum_{i=1}^N \mu_i v_i \langle w_i, \cdot \rangle \) and \( |A| = \sum_{i=1}^N \mu_i \langle w_i, \cdot \rangle \), where \( \{\mu_i\}_{i=1}^N \) are the singular values of \( A \) listed with multiplicity; see e.g. [Sim, §3.5]. Computing traces in the basis \( \{w_i\}_{i=1}^N \) and using \( \mu_i \geq 0 \), we find that \( \text{tr} A = \text{tr} |A| \) implies \( \langle v_i, w_i \rangle = 1 \) for each \( i \) such that \( \mu_i \neq 0 \). Because \( |w_i| = |v_i| = 1 \), \( \langle v_i, w_i \rangle = 1 \) implies \( w_i = v_i \) and we conclude that \( A = |A| \). Of course, \( A = |A| \) implies \( \text{tr} A = \text{tr} |A| \).

Since \( D^2 V \) is already symmetric, \( A = |A| \) if and only if \( Dvb^T = Dvb \) and all the eigenvalues of \( D^2 V - Dvb \) are nonnegative. For the second condition only to fail, we would need a nonzero vector \( u \) and a strictly positive number \( \lambda \) such that \( (D^2 V - Dvb)u = -\lambda u \). Taking an inner product with \( D^2 V u \) in this eigenvalue equation gives
\[ \langle Dvb u, D^2 V u \rangle = \| D^2 V u \|^2 + \lambda \langle u, D^2 V u \rangle, \]
would then contradict (5.1)–(5.2).

Note that Case i in Proposition 5.3 occurs if and only if the linear vector field \( b \) is nonconservative; Case ii, if \( b \) is conservative. To see this, recall that the Hessian of a sufficiently regular function is always symmetric and that the gradient of a function of the form \( x \mapsto \frac{1}{2} \langle x, Bx \rangle \) is the linear vector field \( x \mapsto \frac{1}{2}(B + B^T)x \). In view of this, we will say that a nonlinear vector field \( b \) “behaves like a gradient” near a point \( x \) if \( Dvb_1 \) is is symmetric.

6 The rate function in the vanishing-noise limit

We consider the limit \( \epsilon \to 0 \). The main result of this section is the local LDP of Theorem 6.5, but we also discuss the behaviour of the mean entropy production per unit time. It is reasonable to allow the initial condition \( \lambda \) and the function \( g \) to change with \( \epsilon \) — it is in fact necessary if one wants to study the steady-state canonical entropy production. We require Assumption (IP) to hold with a certain uniformity in \( \epsilon \).

Assumption (IPu). There exists an open interval \( I^0 \) containing \( 0 \) and \( 1 \), and whose closure is contained in \( \liminf_{\epsilon \to 0} I^\epsilon \), where \( I^\epsilon \) is as in Assumption (IP) with \( g \) replaced with \( g^\epsilon \) and \( \lambda \) replaced with \( \lambda^\epsilon \).

Before we proceed to the general statements and proofs, let us illustrate the main points with an example.

Example 6.1. Let \( V \) be a potential satisfying our general assumptions and suppose that its global minimum is achieved in a single point \( x_j \). Suppose that \( b \) satisfies our general assumptions as well as \( \text{div} b \equiv 0 \) and \( \langle b, \nabla V \rangle \equiv 0 \), and consider the steady-state functional with \( g \equiv 1 \). This is a situation in which one can easily show that \( \lambda = \lambda_{\text{min}} = \mu_0 \).

At the level of the mean entropy production per unit time, one can show the convergence \( m^\epsilon \to m_{j^*} \), where \( m_{j^*} \) is as in Section 5 for the linear problem near \( x_{j^*} \). In particular, we have strict positivity of the limit if and only if \( b \) does not behave like a gradient near \( x_{j^*} \). This strict positivity is a key signature of nonequilibrium.

At the level of the fluctuations, the situation is the following. If \( |\alpha| \) is small enough, \( e^\epsilon(\alpha) \to \max_j e_j(\alpha) \), where the maximum is taken over indices \( j \) corresponding to all local minima of \( V \) and \( e_j \) is as in Section 5 for the linear problem near \( x_j \). Therefore, with \( c_* \) the Legendre transform of \( \alpha \mapsto \max_j e_j(\alpha) \), the rate functions \( e^\epsilon(\zeta) \) converge to \( c_*(\zeta) \) for all \( \zeta \) in an interval \( \Sigma \). In cases where there is at least one index \( j^* \) corresponding to local minimum such that \( \text{D}e_{j^*}(0) \neq 0 \), the interval \( \Sigma \) has
Figure 1: We consider a polynomial potential $V : \mathbb{R}^2 \to \mathbb{R}$ with a global maximum in $x_1 = (x_1^1, 0)$, a saddle point in $x_2 = (x_2^1, 0)$ and a local minimum in $x_3 = (x_3^1, 0)$. On the left: the profile of $V$ for $x^2 \equiv 0$ as well as a nonconservative vector field $b$ which is stationary in all those critical points superimposed on a contour plot of $V$. On the right: $e_1$ and $e_3$ from (6.2) are plotted as functions of $\alpha$; $e_3$ lies below the visible region.

nonempty interior. Hence, as far as the rate of exponential suppression of fluctuations is concerned, there is no discrimination between the global and local minima of $V$.

In cases where there are indices $j'$ and $j''$ corresponding to local minima such that $De_{j'}(0) \neq De_{j''}(0)$, then $e_{j'}$ and $e_{j''}$ cross in $\alpha = 0$. Such a crossing necessarily yields a nondegenerate closed interval strictly contained in $\Sigma$ on which the rate function $e_*$ vanishes. Hence, by tuning the behaviour of $b$ near the critical points of a potential $V$ with a single global minimum and other local minima, one can construct examples where $\lim_{\epsilon \to 0} m^\epsilon$ lies at either end of this vanishing piece as well as examples where it lies in the interior.

Back to the general case, recall that we have successfully reduced the study of the rate function to that of the leading eigenvalue $e^*(\alpha)$ of the deformed generator $\Lambda^{\epsilon,\alpha}$ and its Legendre transform in the variable $\alpha$. Because

$$e^{-(2\epsilon)^{-1}V \Lambda^{\epsilon,\alpha}(e^{(2\epsilon)^{-1}V} f)} = e^{\Delta f + \frac{(1-2\alpha)b, \nabla f}{4\epsilon} - \frac{1}{4\epsilon} |\nabla V|^2 f + \frac{1}{2\epsilon}(b, \nabla V) f - \frac{\alpha(1-\alpha)}{\epsilon} |b|^2 f + \frac{\alpha}{2} \Delta V - \alpha f \text{ div } b} \quad (6.1)$$

for sufficiently regular $f$, the semiclassical folklore suggests that the quadratic approximations near the zeroes of $\frac{1}{4\epsilon} |\nabla V|^2 - \frac{1}{2}(b, \nabla V) + \alpha(1-\alpha)|b|^2$—which coincide with the critical points of $V$ for $\alpha \in \mathcal{A}$—should play an important role as $\epsilon \to 0$. While it is possible that Proposition 6.3 below is known to workers in the field of semiclassical analysis, we were not able to track a convenient reference and hence provide a complete proof in Section 7.

Such a quadratic approximation of the deformed conjugated generator near a critical point $x_j$ is of the form treated in Section 5. In view of this analysis, we define

$$e_j(\alpha) := -\text{tr} X_j^{(\alpha)} + \text{tr} \frac{1}{2} D^2 V|_{x_j} - \alpha \text{ tr } D b|_{x_j}, \quad (6.2)$$

for $\alpha \in \mathcal{A}$, where $X_j^{(\alpha)}$ is the maximal solution to the ARE

$$(X_j^{(\alpha)})^2 - \frac{1}{2}(B_j^{(\alpha)})^T X_j^{(\alpha)} - \frac{1}{2} X_j^{(\alpha)} B_j^{(\alpha)} - K_j^{(\alpha)} = 0 \quad (6.3)$$

with $B_j^{(\alpha)} := (1-2\alpha)D b|_{x_j}$ and

$$K_j^{(\alpha)} := \frac{1}{4} D^2 V|_{x_j} - \frac{1}{4}(Db|_{x_j} D^2 V|_{x_j} + D^2 V|_{x_j} Db|_{x_j}) + \alpha(1-\alpha)Db|_{x_j}^T Db|_{x_j}.$$

We give an example in Figure 1.

**Lemma 6.2.** Suppose that Assumptions (RB) and (ND) are satisfied. Then, $e_j(0) \leq 0$ with equality if and only if $x_j$ is a local minimum of $V$. 
Proof. One can check directly that \( \frac{1}{2} D^2 V|_{x_j} \) is a symmetric solution to (6.3) with \( \alpha = 0 \), so that \( X_j^{(0)} \geq \frac{1}{2} D^2 V|_{x_j} \) and
\[
e_j(0) = -\text{tr} X_j^{(0)} + \frac{1}{2} \text{tr} D^2 V|_{x_j} \leq 0. \tag{6.4}
\]
On the other hand, Assumption (RB) yields that the matrix 0 is a subsolution to (6.3) with \( \alpha = 0 \), which implies that
\[
X_j^{(0)} \geq 0.
\]
If \( x_j \) is not local minimum, then \( D^2 V|_{x_j} \) is not positive semidefinite by (ND) and the inequality (6.4) must be strict.

**Proposition 6.3.** Suppose that Assumptions (L0), (L1), (RB) and (ND) are satisfied. Then, for all \( \alpha \in A \),
\[
\lim_{\epsilon \to 0} e^\epsilon(\alpha) = \max_{j=1, \ldots, m} e_j(\alpha). \tag{6.5}
\]
The convergence is uniform on compact subsets of \( A \). The limit defines a convex and piecewise real-analytic function \( e : A \to \mathbb{R} \) satisfying the symmetry \( e(1-\alpha) = e(\alpha) \), and \( De^\epsilon(\alpha) \) converges to \( De(\alpha) \) for all \( \alpha \) in a dense subset of \( A \).

**Proof.** By (6.1), Proposition 5.1 and Remark 5.2,
\[
\max_{j=1, \ldots, m} e_j(\alpha) = \max_{j=1, \ldots, m} \text{spb} Q^\alpha_j \tag{6.6}
\]
for all \( \alpha \in A \), where \( Q^\alpha_j \) has the form
\[
Q^\alpha_j := \Delta + \langle \ell_{\delta_{\alpha}}, \nabla \rangle - q_{K^{(\alpha)}} + \frac{1}{2} \text{tr} D^2 V|_{x_j} - \alpha \text{tr} Db|_{x_j}. \tag{6.7}
\]
We postpone the proof of the fact that
\[
\lim_{\epsilon \to 0} e^\epsilon(\alpha) = \max_{j=1, \ldots, m} \text{spb} Q^\alpha_j \tag{6.8}
\]
to Section 7.

Let \( J \) be a compact subset of \( A \). The fact that the convergence is uniform on \( J \) and that the derivatives converge on a dense subset are well-known consequences of convexity. Each \( e_j \) is real analytic on \( A \) by Proposition 5.1. Hence, the difference between any two \( e_j \) and \( e_j' \) is real analytic and therefore has finitely many zeroes on \( J \), or \( e_j \equiv e_j' \) on \( A \). It is no loss of generality to exclude the second case. There must be at most finitely many points in \( J \) where the maximum in (6.6) changes index. We conclude that \( e \) is piecewise real analytic.

Proposition 6.3 has the following important consequences. Note that Lemma 6.2 implies that the maximum in Proposition 6.3 must be achieved for an index \( j \) corresponding to a local minimum if \( \alpha \) is close enough to 0. Thus, using Lemma 4.2,
\[
\min_{j \text{ loc. min.}} m_j \leq \liminf_{\epsilon \to 0} m^\epsilon \leq \limsup_{\epsilon \to 0} m^\epsilon \leq \max_{j \text{ loc. min.}} m_j, \tag{6.9}
\]
where
\[
m_j := -De_j(\alpha)|_{\alpha = 0} \tag{6.10}
\]
for indices \( j \) that correspond to local minima of \( V \). The fact that we are not able to generally strengthen (6.9) by taking the minimum and maximum only over indices corresponding to *global* minimisation of \( V \) as in Example 6.1 is a drawback of the freedom of the decomposition mentioned in Remark 2.1. To see this, consider a potential \( V \) with its global minimum achieved in two points \( x_j \) and \( x_{j'} \). The changes \( V \mapsto V + \delta \eta_s \) and \( b \mapsto b + \delta \nabla \eta_s \) for a small positive number \( \delta \) and a suitable bump function \( \eta_s \) centered at \( x_j \), do not change the dynamics nor the validity of the assumptions, but the new potential does not achieve its global minimum in \( x_{j'} \). Such a freedom is gone if we restrict our attention to decompositions where the Freidlin–Wentzell quasipotential \([VF70]\) is proportional to \( V \) — as is the case in Example 6.1.

Recall that Proposition 5.3 gives that \( m_j \) in (6.10) is nonnegative and equals zero if and only if \( Db|_{x_j} \) is symmetric. Therefore, the mean entropy production per unit time \( m^\epsilon \) vanishes as \( \epsilon \to 0 \).
if $b$ behaves like a gradient near each local minimum of $V$. On the other hand, $m'$ is bounded away from 0 as $\epsilon \to 0$ if there is no local minimum of $V$ near which $b$ behaves like a gradient. From a thermodynamical point of view, strict positivity of the mean entropy production per unit time $m'$ is a key signature of nonequilibrium.

The nonvanishing of $m'$ also ensures that the content of our LDP is nontrivial. Indeed, the intervals

\[
\Sigma := \liminf_{\epsilon \to 0} \{-DE'(\alpha) : \alpha \in A\}
\]

and

\[
\Sigma^0 := \liminf_{\epsilon \to 0} \{-DE'(\alpha) : \alpha \in I^0\},
\]

are always nonempty, but could a priori be singletons; strict positivity of $m'$ in the limit $\epsilon \to 0$ rules out this possibility. More generally, degeneracy of these intervals is ruled out whenever there exist a local minimum of $V$ near which $b$ does not behave like a gradient.

**Proposition 6.4.** Suppose that Assumptions (L0), (L1), (RB), (ND) and (IPu) are satisfied. If $E$ is a Borel set with $\text{cl}(E) \subset \text{int}(\Sigma)$, then

\[
\lim_{\epsilon \to 0} \inf_{\varsigma \in E} e'_*(\varsigma) = \inf_{\varsigma \in E} e_*(\varsigma)
\]

(6.11)

where

\[
e_*(\varsigma) := \sup_{\alpha \in A} \left( -\alpha \varsigma - e(\alpha) \right)
\]

defines a convex and nonnegative function of $\varsigma \in \Sigma$.

**Proof.** The proposition is vacuously true if $\Sigma$ has empty interior. Let us now consider that $\text{int}(\Sigma)$ is nonempty. Convexity of $e_*$ follows from that of $e$. Since $\text{cl}(E) \subset \text{int}(\Sigma)$, Proposition 6.3 ensures that we may pick $\alpha_1$ and $\alpha_2$ in $A$ such that

\[
\inf \Sigma < -DE'(\alpha_1) < \inf E \leq \sup E < -DE'(\alpha_2) < \sup \Sigma
\]

while

\[
\lim_{\epsilon \to 0} -DE'(\alpha_1) = -DE'(\alpha_1) \quad \text{and} \quad \lim_{\epsilon \to 0} -DE'(\alpha_2) = -DE'(\alpha_2).
\]

Then, for any $\varsigma \in E$ and $\epsilon > 0$ small enough, we have

\[
-DE'(\alpha_1) < \varsigma < -DE'(\alpha_2).
\]

Therefore,

\[
e_*(\varsigma) = \sup_{\alpha \in A} \left( -\alpha \varsigma - e(\alpha) \right) = \sup_{\alpha \in [\alpha_2, \alpha_1]} \left( -\alpha \varsigma - e(\alpha) \right)
\]

and

\[
e'_*(\varsigma) = \sup_{\alpha \in A} \left( -\alpha \varsigma - e'(\alpha) \right) = \sup_{\alpha \in [\alpha_2, \alpha_1]} \left( -\alpha \varsigma - e'(\alpha) \right)
\]

for $\epsilon > 0$ sufficiently small. The result thus follows from the uniform convergence of $e'$ to $e$ on the compact interval $[\alpha_2, \alpha_1]$ in Proposition 6.3. \hfill \square

The interest of Proposition 6.4 of course is that it can be used in conjunction with the local LDP of Proposition 4.6 for fixed $\epsilon > 0$. The last part of the following theorem is illustrated by an example sketched in Figure 2.

**Theorem 6.5.** If Assumptions (L0), (L1), (RB), (ND) and (IPu) are satisfied and $E$ is a Borel set with $\text{cl}(E) \subset \text{int}(\Sigma^0)$, then

\[
-\inf_{\varsigma \in \text{int}(E)} e_*(\varsigma) \leq \liminf_{\epsilon \to 0, t \to \infty} t^{-1} \log \mathcal{P}_t \left\{ t^{-1} S'_t \in E \right\} \leq \limsup_{\epsilon \to 0, t \to \infty} t^{-1} \log \mathcal{P}_t \left\{ t^{-1} S'_t \in E \right\} \leq -\inf_{\varsigma \in \text{cl}(E)} e_*(\varsigma).
\]

and the function $e_* : \Sigma^0 \to [0, \infty)$ is continuous and satisfies the Gallavotti–Cohen symmetry

\[
e_*(\varsigma) - e_*(-\varsigma) = -\varsigma.
\]

If $\min_j \text{loc. min. } m_j \neq \max_j \text{loc. min. } m_j$, then these two values define a nondegenerate interval in $\Sigma^0$ on which $e_*$ vanishes.
Figure 2: In the case of the function $e$ on the left, obtained by taking the maximum of $e_1$, $e_2$ and $e_3$ in Figure 1, the jump in the derivative from $-m_3$ to $-m_1$ at the origin causes $e_*$ to vanish on the interval $[m_1, m_3]$. The Legendre transform $e_*$ is sketched on the right.

**Remark 6.6.** Recall that the rate function $e_*$ is the Legendre transform of $e$, which is in turn the pointwise maximum among the family $\{e_j\}_{j=1}^m$. Therefore, $e_*$ can be computed as the convex hull of the family $\{(e_j)_*\}_{j=1}^m$ of Legendre transforms coming from the linearised problems near the critical points of $V$; see Theorem 16.5 in [Roc, Pt. III].

7 Convergence in the proof of Proposition 6.3

We devote this section to proving the semiclassical result at the core of Proposition 6.3, that is the convergence expressed in (6.8) for $e^\epsilon(\alpha) := \text{spb } \Lambda^\epsilon,\alpha$. Our proof of the lower bound

$$\liminf_{\epsilon \to 0} \text{spb}(\Lambda^\epsilon,\alpha) \geq \max_{j=1,\ldots,m} \text{spb}(Q_j^\alpha)$$

uses the Protter–Weinberger characterisation of the spectral bound and follows some ideas of [BNV94, §5]. The Protter–Weinberger characterisation is a variational principle which states that

$$\text{spb}Q_j^\alpha = \inf_{u \geq 0} \sup_x \frac{(Q_j^\alpha u)(x)}{u(x)},$$

where the infimum is taken over all strictly positive function $u$ of class $C^2$, and similarly for other uniformly elliptic operators; see [PW66, DV75, NP92]. Our proof of the upper bound

$$\limsup_{\epsilon \to 0} \text{spb}(\Lambda^\epsilon,\alpha) \leq \max_{j=1,\ldots,m} \text{spb}(Q_j^\alpha)$$

is inspired by B. Simon’s localisation argument in the self-adjoint case [S83, §2–3], with the Rayleigh–Ritz principle replaced by the Protter–Weinberger principle. Let us mention that the self-adjoint case was also covered by B. Helffer and J. Sjöstrand in a series of papers starting with [HS84] using different methods. In the non-self-adjoint case, a collection of similar results are available, even beyond the elliptic case, but under some extra smoothness and growth conditions; see e.g. [HSS05, HPS13]. Under minimal regularity assumptions for the quadratic expansion to make sense, W. H. Flemming and Sh.-J. Sheu proved a similar result in the case of a single minimum; see [FS97, §4].

We fix $\alpha \in \mathcal{A}$ for the rest of the section and omit the corresponding superscript from the notation. We show in Appendix A (take $p = 2$ there) that the spectral properties of $\Lambda^\epsilon$ can be deduced from those of the operator

$$A^\epsilon := \epsilon \Delta + \langle F, \nabla \rangle - \epsilon^{-1} W_0 - W_1$$

on the space $L^2(\mathbb{R}^N, d\text{vol})$, with domain

$$\mathcal{D}^2 := \{ f \in W^{2,2}(\mathbb{R}^N, d\text{vol}) : |\nabla V|^2 f \in L^2(\mathbb{R}^N, d\text{vol}) \},$$

where $V = V(\xi)$ is given by (6.6) and $W_0 = W_0(\xi)$ is given by (6.9).
with the auxiliary vector field 

\[ F := (1 - 2a)b \]

and the auxiliary potentials 

\[ W_0 := \frac{1}{4} |\nabla V|^2 - \frac{1}{2} \langle b, \nabla V \rangle + \alpha(1 - \alpha)|b|^2 \quad \text{and} \quad W_1 := -\frac{1}{2} \Delta V + \alpha \text{div } b. \quad (7.1) \]

We will use the fact that, \( F, W_0 \) and \( W_1 \) are of class \( C^2, C^3 \) and \( C^1 \) respectively, but these assumptions can be slightly relaxed if necessary. With \( \ell_j(x) := DF|_{x_j}(x-x_j), q_j(x) := \frac{1}{2} \langle x-x_j, DFW_0|_{x_j}(x-x_j) \rangle \) and \( w_j := -\frac{1}{2} \text{tr } D^2V|_{x_j} + \alpha \text{tr } Db|_{x_j} \) for each index \( j = 1, \ldots, m \), we set 

\[ Q_j := \epsilon \Delta + (\ell_j, \nabla) - \epsilon^{-1} q_j - w_j. \]

This is the best approximation of \( A' \) near \( x_j \) which is of the form considered in Section 5. Its leading eigenvalue admits \( \phi_j := \exp(-(2\epsilon)^{-1} \langle x-x_j, X_j(x-x_j) \rangle) \) as an eigenvector, where \( X_j \) is positive definite and satisfies the ARE

\[ X_j^2 - \frac{1}{2} DF|_j^T X_j - \frac{1}{2} X_j DF|_j = \frac{1}{2} D^2W_0|_{x_j}. \quad (7.2) \]

Note that \( Q_j \) defined in (6.7) coincides with \( Q_j^1 \) and that the leading eigenvalue \( \text{spb} Q_j^1 \) is independent of \( \epsilon \).

**Lower bound.** If Assumptions (L0), (L1), (RB) and (ND) are satisfied, then 

\[ \liminf_{\epsilon \to 0} \text{spb}(A^\epsilon) \geq \max_{j=1, \ldots, m} \text{spb}(Q_j). \]

Let \( j \in \{1, \ldots, m\} \) and \( K \in (0, \infty) \) be arbitrary. Then,

\[ \inf_{u \geq 0} \sup_{x \in E_{j,K}} \frac{Q_j u(x)}{u(x)} = \inf_{u \geq 0} \sup_{x \in E_{j,K}} \frac{Q_j^1 u(x)}{u(x)} \]

with the infimum taken over all functions of class \( C^2 \) which are strictly bounded away from 0 on the ellipsoid \( E_{j,K} := \{ x : \langle x-x_j, X_j(x-x_j) \rangle < K \} \). In view of Lemma A.6, we may pick a strictly positive eigenfunction \( \psi^\epsilon \) for the eigenvalue \( \text{spb}(A^\epsilon) \) of \( A^\epsilon \) which is of class \( C^2 \). Hence,

\[ \inf_{u \geq 0} \sup_{x \in E_{j,K}} \frac{Q_j u(x)}{u(x)} \leq \sup_{x \in B(x_j, \epsilon^{1/2}K)} \frac{Q_j^1(\psi^\epsilon)^\alpha(x)}{(\psi^\epsilon(x))^\alpha}. \quad (7.3) \]

Now, by the chain rule and Young’s inequality,

\[ \frac{(Q_j^1(\psi^\epsilon)^\alpha(x))}{(\psi^\epsilon(x))^\alpha} - \frac{a(A^\epsilon \psi^\epsilon)(x)}{(\psi^\epsilon(x))} \leq \frac{a(Q_j \psi^\epsilon)(x)}{(\psi^\epsilon(x))} + \frac{\epsilon a(1-a)|\nabla \psi^\epsilon|^2}{(\psi^\epsilon(x))^2} - (1-a)w_j \]

\[ \leq \epsilon^{-1}|W_0(x) - q_j(x)| + |W_1(x) - w_j| \]

\[ + \frac{|F(x) - \ell_j(x)||\nabla \psi^\epsilon(x)|}{\psi^\epsilon(x)} - \frac{\epsilon a|1-a||\nabla \psi^\epsilon|^2}{\psi^\epsilon(x)} - (1-a)w_j \]

\[ \leq \epsilon^{-1}|W_0(x) - q_j(x)| + |W_1(x) - w_j| + \frac{|F(x) - \ell_j(x)|^2}{4\epsilon a|1-a|} - (1-a)w_j. \]

Using the above in (7.3) and exploiting the regularity of \( F, W_0 \) and \( W_1 \), we deduce that

\[ \inf_{u \geq 0} \sup_{x \in E_{j,K}} \frac{Q_j u(x)}{u(x)} \leq a \text{spb}(A^\epsilon) + C \left( \epsilon^{3r-1} + \epsilon^r + \frac{1}{4\epsilon a(1-a)} \epsilon^{4r-1} \right) - (1-a)w_j \]

for some constant \( C \) which is uniform in \( a \) and \( \epsilon \). Taking \( \epsilon \to 0 \) and then \( a \to 1 \) and using the Protter–Weinberger principle for the leading eigenvalue, we obtain

\[ \text{spb} \left( Q_j|_{E_{j,K}} \right) \leq \liminf_{\epsilon \to 0} \text{spb}(A^\epsilon). \]

Here, \( "|_{E_{j,K}}" \) denotes the restriction to \( E_{j,K} \) with a Dirichlet boundary condition.
Now note the following observation of [PW66]: if \( q \) is a function of class \( C^2 \) which is strictly positive on \( E_{j,K} \) and vanishes at the boundary, then
\[
\sup_{x \in E_{j,K}} \frac{(Q_j g)(x)}{q(x)} \leq \text{spb} \left( Q_j |_{E_{j,K}} \right).
\]

To see this, suppose that the inequality fails, let \( \mu \) be strictly between the two members of the inequality, and derive a contradiction to the definite sign of the resolvent of \( Q_j |_{E_{j,K}} \) at \( \mu \) (this last fact can be derived from the properties of the positivity-preserving semigroup). Using this observation with \( q = q_{j,K} \) which is the shift \( \varphi_j - e^{-K} \) of the eigenfunction associated to the leading eigenvalue on the whole space and taking \( K \to \infty \) gives
\[
\text{spb} Q_j \leq \liminf_{K \to \infty} \text{spb} \left( Q_j |_{E_{j,K}} \right).
\]

It is precisely to have vanishing at the boundary with a simple constant shift that we chose \( E_{j,K} \) in such a way that its boundary is a level set of \( \varphi_j \). The desired lower bound holds.

**Upper bound.** If Assumptions (L0), (L1), (RB) and (ND) are satisfied, then
\[
\limsup_{\epsilon \to 0} \text{spb}(A') \leq \max_{j=1, \ldots, m} \text{spb}(Q_j).
\]

Let \( \chi : [0, \infty) \to [0, 1] \) be a function of class \( C^2 \) such that \( \chi(\rho) = 1 \) for \( \rho \in [0, 1] \), \( \chi \) is strictly decreasing on \((1, 4)\) and \( \chi(\rho) = 0 \) for \( \rho \in [4, \infty) \). Note that the following quantity defined for \( \beta \in \left[ \frac{1}{2}, 1 \right] \) vanishes as \( \beta \to 1 \):
\[
\gamma_\beta := \sup_{\chi(\rho) \geq \beta} |\nabla \chi(\rho)| + |\Delta \chi(\rho)|.
\]

In order to focus on small neighbourhoods around the minima of \( W_0 \), but which yet are large compared to the width of the eigenfunction \( \varphi_j \) of \( Q_j \), we fix some \( r \in \left( \frac{1}{4}, \frac{1}{2} \right) \) and set
\[
\eta_j^r(x) := \chi(e^{-2r}(x - x_j, X_j(x - x_j)))
\]
for \( j = 1, \ldots, m \), and
\[
\eta_0^r(x) := 1 - \sum_{j=1}^{m} \eta_j^r(x).
\]

We consider \( \epsilon \in (0, \epsilon_0) \) with \( \epsilon_0 > 0 \) small enough to guarantee \( \text{supp} \eta_j^r \cap \text{supp} \eta_{j'}^r = \emptyset \) if \( 1 \leq j < j' \leq m \). We set
\[
f_j^\epsilon(x) := \kappa_j^\epsilon \eta_0^r(x) + \sum_{j=1}^{m} \eta_j^r(x) \varphi_j^\epsilon(x),
\]
where
\[
\kappa_j^\epsilon := e^{-\frac{1}{2} \chi^{-1}(\beta) \epsilon^{2r-1}}.
\]

By the Protter–Weinberger principle,
\[
\text{spb} A' \leq \sup_{x \in \mathbb{R}^n} \left( \frac{(A' f_j^\epsilon)(x)}{f_j^\epsilon(x)} \right) = \max \left\{ \sup_{x : \eta_0^r(x) > 1 - \beta} \left( \frac{(A' f_j^\epsilon)(x)}{f_j^\epsilon(x)} \right), \max_{j=1, \ldots, m} \left\{ \sup_{x : \eta_j^r(x) \geq \beta} \left( \frac{(A' f_j^\epsilon)(x)}{f_j^\epsilon(x)} \right) \right\} \right\}, \quad (7.4)
\]

Using Lemmas 7.2 and 7.3 below in (7.4) and taking \( \epsilon \to 0 \) yields
\[
\limsup_{\epsilon \to 0} \text{spb} A' \leq \max_{j=1, \ldots, m} \beta \text{spb} Q_j + (\beta^{-1} - \beta) |w_j| + C \gamma_\beta
\]
for some positive constant \( C \) independent of \( \beta \). Because \( \beta \in \left[ \frac{1}{2}, 1 \right] \) was arbitrary and both \( \gamma_\beta \to 0 \) and \( \beta^{-1} - \beta \to 0 \) as \( \beta \to 1 \), we conclude that
\[
\limsup_{\epsilon \to 0} \text{spb} A' \leq \max_{j=1, \ldots, m} \text{spb} Q_j.
\]

Before we state and prove Lemmas 7.2 and 7.3 to conclude the proof of the upper bound, let us give a collection of bounds which follow from the observation that \( \eta_j^r(x) \geq \beta \) if and only if \( \varphi_j^\epsilon(x) \geq \kappa_j^\epsilon \).
Lemma 7.1. There exists a constant C with the following property:

i. if \( \eta^j_0(x) > 1 - \beta \), then \( 0 < \frac{\phi^j_0(x)}{f^j_0(x)} < \frac{\kappa^j_0}{f^j_0(x)} < \frac{1}{1-\beta} \) and \( \epsilon^j |\nabla \eta^j_0(x)| + \epsilon^2 |\Delta \eta^j_0(x)| \leq C \) for each \( j \in \{1, \ldots, m\} \);

ii. if \( \eta^j_0(x) \geq \beta \), then \( 0 \leq \frac{\kappa^j_0}{f^j_0(x)} \leq 1 \leq \frac{\phi^j_0(x)}{f^j_0(x)} \leq \frac{1}{\beta} \) and \( \epsilon^j |\nabla \eta^j_0(x)| + \epsilon^2 |\Delta \eta^j_0(x)| \leq C \gamma \beta \).

Lemma 7.2. There exists strictly positive constants \( C \) and \( \delta \) such that

\[
\sup_{x: \eta^j_0(x) > 1 - \beta} \frac{(\mathcal{A} f^j_0)(x)}{f^j_0(x)} \leq -(1 - \beta)\delta \epsilon^{2r-1} + C
\]

for all \( \epsilon \in (0, \epsilon_0) \) and all \( \beta \in [\frac{1}{2}, 1) \).

Proof. Let \( x \) such that \( \eta^j_0(x) > 1 - \beta \) be arbitrary. Throughout the proof, the big O notation refers to constants that are uniform in \( x \), \( \epsilon \) and \( \beta \). We compute

\[
\nabla f^j_0(x) = \kappa^j_0 \nabla \eta^j_0(x) + \sum_{j=1}^{m} \phi^j_0(x) \nabla \eta^j_0(x) - \epsilon^{-1} \eta^j_0(x) \phi^j_0(x) X_j(x - x_j),
\]

and

\[
\Delta f^j_0(x) = \kappa^j_0 \Delta \eta^j_0(x) + \sum_{j=1}^{m} \phi^j_0(x) \Delta \eta^j_0(x) + 2 \epsilon^{-1} \langle \phi^j_0(x) X_j(x - x_j), \nabla \eta^j_0(x) \rangle
\]

\[
- \epsilon^{-1} \eta^j_0(x) \phi^j_0(x) \text{tr} X_j + \epsilon^{-2} \eta^j_0(x) \phi^j_0(x) |X_j(x - x_j)|^2.
\]

Hence, using Lemma 7.1.i and the fact that \( |F(x)| = O(\epsilon^r) \) on \( \text{supp} \ \nabla \eta^j_0 \) and \( \text{supp} \ \nabla \eta^j_0 \),

\[
\epsilon \Delta f^j_0(x) + \langle F(x), \nabla f^j_0(x) \rangle = \sum_{j=1}^{m} \frac{\phi^j_0(x) \eta^j_0(x)}{f^j_0(x)} (x - x_j, X^j_0(x - x_j) - X_j F(x)) + O(1).
\]

Using \( |F - \ell_j| = O(\epsilon^{2r}) \) on \( \eta^j_0 \) and then the ARE, we obtain

\[
\epsilon \Delta f^j_0(x) + \langle F(x), \nabla f^j_0(x) \rangle = \epsilon^{-1} \sum_{j=1}^{m} \frac{\phi^j_0(x) \eta^j_0(x)}{f^j_0(x)} q_j(x) + O(1).
\]

Using Lemma 7.1.i again,

\[
\epsilon \Delta f^j_0(x) + \langle F(x), \nabla f^j_0(x) \rangle \leq \epsilon^{-1} \beta \sum_{j=1}^{m} \mathbb{1}_{\text{supp} \ \eta^j_0} q_j(x) + O(1).
\]

Substracting

\[
- \epsilon^{-1} W_0 + W_1 \geq \epsilon^{-1} \beta \left( \sum_{j=1}^{m} \mathbb{1}_{\text{supp} \ \eta^j_0} W_0 \right) + (1 - \beta) W_0 + O(1)
\]

— we have used (L0) and \( \alpha \in \mathcal{A} \) to obtain \( \beta \epsilon^{-1} (1 - \sum_{j=1}^{m} \mathbb{1}_{\text{supp} \ \eta^j_0}) W_0 + W_1 \geq O(1) \) — from (7.7), we obtain

\[
\frac{(\mathcal{A} f^j_0)(x)}{f^j_0(x)} \leq \epsilon^{-1} \sum_{j=1}^{m} \mathbb{1}_{\text{supp} \ \eta^j_0} (q_j(x) - W_0(x)) - \epsilon^{-1} (1 - \beta) W_0(x) + O(1).
\]

Now, because \( |W_0 - q_j| = O(\epsilon^{3r}) \) on \( \eta^j_0 \), we have

\[
\frac{(\mathcal{A} f^j_0)(x)}{f^j_0(x)} \leq \epsilon^{-1} \beta O(\epsilon^{3r}) - \epsilon^{-1} (1 - \beta) W_0(x) + O(1).
\]

Because \( W_0 \geq 0 \) with nondegenerate zeroes precisely in \( \{x_j\}_{j=1}^{m} \), and because the set \( \{x : \eta^j_0(x) < \beta\} \) excludes a ball of radius of order \( \epsilon^r \) around \( x_j \), there exists a strictly positive constant \( \delta > 0 \) such that \( W_0(x) > \delta \epsilon^{2r} \) for all \( x \) such that \( \eta^j_0(x) > 1 - \beta \).
Lemma 7.3. There exists a positive constant $C$ such that

$$\sup_{\{\eta_j(x) \geq \beta\}} \frac{(\mathcal{A}^\prime \mathcal{F}_j^\prime)(x)}{f_j^\prime(x)} \leq \beta \text{spb} Q_j^\prime + (\beta^{-1} - \beta)|w_j| + C\left(\gamma\beta(1 + \beta^{-1})(1 + \epsilon^{2r}) + \epsilon^{3r-1} + \epsilon^r\right).$$

for all $\epsilon \in (0, \epsilon_0)$ and all $\beta \in [\frac{1}{2}, 1)$.

Proof. Let $x$ such that $\eta_j(x) \geq \beta$ be arbitrary. In particular, $|x - x_j| = O(\epsilon^r)$. Throughout the proof, the big $O$ notation refers to constants that are independent of $x$, $\epsilon$ and $\beta$. By (7.5), (7.6), Lemma 7.1.ii and the fact that $|F| = O(\epsilon^r)$,

$$\left|\frac{(\mathcal{A}^\prime \mathcal{F}_j^\prime)(x)}{f_j^\prime(x)} - \frac{\eta_j(x)(\mathcal{A}^\prime \mathcal{F}_j^\prime)(x)}{f_j^\prime(x)}\right| \leq C\gamma\beta(1 + \beta^{-1})(\epsilon^{2r} + 1).$$

(7.8)

Now, using $|F(x) - f_j(x)| = O(\epsilon^r)$, $\nabla \phi_j^\prime(x)/\phi_j^\prime(x) = -1 + O(\epsilon^r)$, $|W_0(x) - q_j(x)| = O(\epsilon^r)$ and $|W_1(x) - w_j(x)| = O(\epsilon^r)$ for $x \in \text{supp } \eta_j$,

$$\frac{\eta_j(x)(\mathcal{A}^\prime \mathcal{F}_j^\prime)(x)}{f_j^\prime(x)} = \frac{\eta_j(x)\phi_j^\prime(x)}{f_j^\prime(x)}\left(\frac{|Q_j^\prime - |w_j||\phi_j^\prime(x)}{\phi_j^\prime(x)} + |w_j| + \epsilon^{-1}O(\epsilon^r) + O(\epsilon^r)\right).$$

Because $\phi_j^\prime$ is an eigenvector of $[Q_j^\prime - |w_j|]$ with eigenvalue $\text{spb} Q_j - |w_j| \leq 0$ and because the prefactor on the right-hand side lies in the interval $[\beta, \beta^{-1}]$ by Lemma 7.1.ii, we have

$$\frac{\eta_j(x)(\mathcal{A}^\prime \mathcal{F}_j^\prime)(x)}{f_j^\prime(x)} \leq \beta \text{spb} Q_j + (\beta^{-1} - \beta)|w_j| + C(\epsilon^{3r-1} + \epsilon^r).$$

(7.9)

Combining (7.8) and (7.9) and using the fact that $\eta_j(x) \geq \beta$ implies $|F(x)| = O(\epsilon^r)$, we conclude that a bound of the proposed form indeed holds. \qed

A Properties of the deformed generators

In this appendix, we collect some results from the theory of semigroups applied to partial differential equations involving elliptic operators of the form

$$\mathcal{A}^{\gamma\alpha} := \mathcal{A} + \langle -\nabla V + (1 - 2\alpha)b, \nabla \rangle - \frac{\alpha(1 - \alpha)}{2}\epsilon_b^2 + \frac{\alpha}{2}\langle b, \nabla V \rangle - \alpha \epsilon \text{div } b,$$

(A.1)

which play a key role in Sections 4, 6 and 7 of the paper, similarly as in Appendix A of [BDG15] (the case where $b$ is bounded). They are deformations of the infinitesimal generator of the semigroup associated to (2.2).

We use technical results from the article [MPSR05], Chapter 1 of [Lan] and Chapters A-I, C-IV and B-IV of [AGG+]. Throughout this section, whenever we refer to $V$ and $b$, we assume that $(L_0)$, $(L_1)$ and $(RB)$ hold. Also, we write $L^p(\mathbb{R}^N)$ for $L^p(\mathbb{R}^N, \text{dvol})$, and similarly for the Sobolev spaces. For the spaces $C(\mathbb{R}^N)$ of continuous functions and $C^k(\mathbb{R}^N)$ of $k$-times differentiable functions, the subscript “0” is used for “vanishing at infinity”; “c”, for “compactly supported”.

For $p \in (1, \infty)$, a straightforward computation shows that

$$e^{-\langle p\epsilon \rangle^{-1}V} \mathcal{A}^{\gamma\alpha, p}(e^{p\epsilon \langle V \rangle}) = \mathcal{A}^{\gamma\alpha}(f) + \langle F_p, \nabla f \rangle - \Omega_p f$$

for all $f \in C^2_0(\mathbb{R}^N)$, where

$$F_p := \left(\frac{\beta}{p} - 1\right)\nabla V + (1 - 2\alpha)b,$$

$$\Omega_p := \frac{1}{\epsilon}W_0 - \frac{1}{p}\Delta V + \alpha \epsilon \text{div } b$$

and

$$W_0 := \frac{1}{p}(1 - \frac{1}{p})\|\nabla \|^2 - \frac{1 - 2\alpha + \alpha p}{p}\langle b, \nabla V \rangle + \alpha(1 - \alpha)|b|^2.$$
Figure 3: The orange region enclosed in the solid contours is the set of values allowed in Lemma A.2 computed for \((k_b, h_b) = (0.33, 0.75), (0.33, 1.5)\) and \((0.49, 1.5)\) — from left to right.

**Definition A.1.** The pair \((\alpha, p) \in \mathbb{R} \times (1, \infty)\) is said to be admissible if there exists \(\ell \in (0, 1)\) such that

\[
\inf \left\{ \ell \left( 1 - \frac{1}{p} \right) |\nabla V(x)|^2 - \frac{1-2\alpha + \alpha p}{p} (b(x), \nabla V(x)) + \alpha (1 - \alpha) |b(x)|^2 : x \in \mathbb{R}^d \right\} > -\infty.
\]

The next lemma — whose proof follows from straightforward applications of (RB) and the Cauchy–Schwarz inequality — gives concrete sufficient conditions for admissibility. These conditions are illustrated in Figure 3.

**Lemma A.2.** Let \(k_b \in [0, \frac{1}{2})\) and \(h_b \in [0, \infty)\) be as in assumption (RB). If

\[
1 - 2\alpha + \alpha p \geq 0
\]

and either

i. we have \(\alpha(1 - \alpha) \geq 0\) and \(1 - p^{-1} - (1 - 2\alpha + \alpha p)k_b > 0\) or

ii. we have \(\alpha(1 - \alpha) < 0\) and \(1 - p^{-1} - (1 - 2\alpha + \alpha p)k_b - p\alpha(\alpha - 1)h_b > 0\),

then the pair \((\alpha, p)\) is admissible. In particular, if \(p\) is fixed in the interval \((\frac{1}{1-k_b}, \frac{1}{h_b})\), then the pair \((\alpha, p)\) is admissible for all \(\alpha\) in an open interval containing \([0, 1]\).

Until further notice, we fix \(\alpha, p\) and \(\ell\) as in the admissibility condition. By Assumption (L0) and the fact that \(b\) is globally Lipschitz, there exist \(c_p^0\) and \(\theta \in (0, 1)\) such that

\[
|\text{div } F_p| \leq \theta \left( (1 - \ell) \frac{1}{c_p} (1 - \frac{1}{p}) |\nabla V| \right)^2 + c_p^0. \tag{A.2}
\]

Set

\[
U_p := (1 - \ell) \frac{1}{c_p} (1 - \frac{1}{p}) |\nabla V|^2 + c_p^0.
\]

Using the same properties again, we may pick \(\kappa\) such that

\[
|F_p| \leq \kappa U_p^\frac{1}{2}. \tag{A.3}
\]

Using Assumption (L0) and the admissibility condition, we can pick positive constants \(c_p\) and \(c_p^1\) such that

\[
U_p \leq \Omega_p + c_p \leq c_p^1 U_p. \tag{A.4}
\]

**Lemma A.3.** Suppose that the pair \((\alpha, p)\) is admissible. Then, the operator

\[
A_p := \epsilon \Delta + \langle F_p, \nabla \rangle - \Omega_p - c_p
\]

with domain

\[
D^g := \{ f \in W^{2,q} (\mathbb{R}^N) : U_p f \in L^g (\mathbb{R}^N) \}
\]

is...
is closed as an unbounded operator on $L^q(\mathbb{R}^N)$ and generates an analytic, compact, positivity-preserving semigroup on $L^q(\mathbb{R}^N)$ for all $q \in (1, \infty)$. With domain

$$D^\infty := \{ f \in C_0(\mathbb{R}^N) : \exists f \in W^{2,q}_{\text{loc}} \text{ for all } q \in (1, \infty) \text{ and } \Delta f, U_{\nu} f \in C_0(\mathbb{R}^N) \},$$

it is closed as an unbounded operator on $C_0(\mathbb{R}^N)$ and generates an analytic, compact, positivity-preserving semigroup on $C_0(\mathbb{R}^N)$.

**Proof.** For any real number $r > 0$, by (L0) and Cauchy’s inequality, there exists $C_{p,r} > 0$ such that

$$|\nabla U_{\nu}| \leq 16U_{\nu}^2 + C_{p,r}. \quad (A.5)$$

The bounds (A.2)–(A.5) precisely give hypotheses (H2)–(H5) of [MPSR05]. Therefore, Theorem 3.4 in [MPSR05] gives that $(A_{p}, D^p)$ generates a holomorphic positivity-preserving semigroup on $L^q(\mathbb{R}^N)$, and Theorem 4.4 in [MPSR05] gives that $(A_{p}, D^\infty)$ generates a holomorphic positivity-preserving semigroup on $C_0(\mathbb{R}^N)$. Compactness follows from Proposition 6.4 in [MPSR05].

**Lemma A.4.** The semigroups in Lemma A.3 coincide on the intersection of their spaces of definition and are all irreducible (positivity improving) on their respective spaces.

**Proof.** The first part of the lemma is proved as Lemma 4.3 in [MPSR05]. The second part follows from the strong maximal principle; see Step 6 in the proof of Lemma A.1 in [BDG15].

**Lemma A.5.** Suppose that the pair $(\alpha, p)$ is admissible and let

$$s_p := \sup \{ \text{Re } z : z \in \text{sp}(A_{p}, D^p) \}.$$

Then, $s_p$ is a simple isolated eigenvalue and there exist a strictly positive vector $\tilde{\varphi}_p \in D^p$ and a strictly positive functional $\tilde{u}_p$ on $L^p(\mathbb{R}^N)$ such that

$$\lim_{t \to \infty} \|e^{-ts_p}e^{tA_{p}}f - \tilde{\varphi}_p(\tilde{u}_p, f)\|_p = 0 \quad (A.6)$$

for all $f \in L^p(\mathbb{R}^N)$.

**Proof.** This is a well-established consequence of irreducibility, compactness and preservation of positivity; see Theorem 2.1 and Remark 2.2(c) in [AGG+, Ch. C-IV].

**Lemma A.6.** For all $f \in C_c(\mathbb{R}^N)$, the convergence expressed in (A.6) holds in the norm $\| \cdot \|_q$ for all $q \in (1, \infty)$. Moreover, the vector $\tilde{\varphi}_p$ has a representative which is strictly positive, twice continuously differentiable, vanishes at infinity and belongs to $L^q(\mathbb{R}^N)$ for all $q \in (1, \infty)$. If $(\alpha, p)$ and $(\alpha', p')$ are both admissible, then $s_p + c_p$ coincides with $s_{p'} + c_{p'}$.

**Proof.** By the same argument giving Lemma A.5, there exist a real number $\bar{s}_{p,q}$, a strictly positive vector $\tilde{\varphi}_{p,q} \in D^q$ and a strictly positive functional $\tilde{u}_{p,q}$ on $L^q(\mathbb{R}^N)$ or $C_0(\mathbb{R}^N)$ such that

$$\lim_{t \to \infty} \|e^{-ts_{p,q}}e^{tA_{p}}f - \tilde{\varphi}_{p,q}(\tilde{u}_{p,q}, f)\|_q = 0 \quad (A.7)$$

for all $f \in L^q(\mathbb{R}^N)$ or $C_0(\mathbb{R}^N)$; see Corollary 2.2 in [AGG+, Ch. B-IV] for $q = \infty$. Taking a common nonnegative $f \in C_c(\mathbb{R}^N) \setminus \{0\}$ in both (A.6) and (A.7) and using Lemma A.4 gives $\bar{s}_{p,q} = s_p$ and $\tilde{\varphi}_{p,q} \propto \tilde{\varphi}_p$. Because $A_p + c_p$ and $A_{p'} + c_{p'}$ are related by a conjugation which preserves $C_c(\mathbb{R}^N)$, a similar argument also yields that $\bar{s}_{p,q} + c_p$ coincides with $s_{p',q} + c_{p'}$.

Note that $\tilde{\varphi}_2$ is in a Hölder space $C^{1,\beta}(\mathbb{R}^N)$ with $\beta \in (0, 1)$ by a Sobolev embedding. The approximation method for inferring that $\tilde{\varphi}_2$ belongs to $C^{2,\beta}(\mathbb{R}^N)$ via classical interior Schauder estimates and the maximum principle is carried out in [Lan, §1.8].

It is proved as part of Theorem 7.4 in [MPSR05] that the isometry $f \mapsto e^{(p-1)V} f$ between the Banach spaces $L^p(\mathbb{R}^N)$ and $L^p(\mathbb{R}^N, |\mu|^p)$ used to introduce $A_p$ maps the domain $D^p$ to $W^{2,p}(\mathbb{R}^N, |\mu|^p)$. Hence, it follows immediately from Lemmas A.3 and A.4 that $(A^{\alpha, \epsilon}, W^{2,p}(\mathbb{R}^N, |\mu|^p))$ is the generator of an analytic semigroup which is compact and irreducible, provided that $(\alpha, p)$ is admissible. Also, by Lemmas A.5 and A.6,

$$e^t(\alpha) := \sup \{ \text{Re } z : z \in \text{sp}(A^{\alpha, \epsilon}, W^{2,p}(\mathbb{R}^N, |\mu|^p)) \}$$

is indeed independent of $p$ and admits an eigenvector with the properties stated in the proposition below.
Proposition A.7. Let the pair \((\alpha, p)\) be admissible. Then, \(e^\varepsilon(\alpha)\) is a simple isolated eigenvalue of \((A^{\alpha, \varepsilon}, W^{2,p}(\mathbb{R}^N, d\mu_0))\) and there exists a strictly positive associated eigenfunction \(\psi^{\alpha, \varepsilon} \in C^2(\mathbb{R}^N) \cap W^{2,p}(\mathbb{R}^N, d\mu_0)\) and a strictly positive linear functional \(u^{\alpha, \varepsilon}\) on \(L^p(\mathbb{R}^N, d\mu_0)\) such that
\[
\lim_{t \to \infty} \|e^{-\varepsilon t}(\alpha) e^{A^{\alpha, \varepsilon}} f - \psi^{\alpha, \varepsilon}(u^{\alpha, \varepsilon}, f)\mu_0\|_{L^p(\mathbb{R}^N, d\mu_0)} = 0
\]
for all \(f \in L^p(\mathbb{R}^N, d\mu_0)\).

B Standard probabilistic consequences of our assumptions

Under our assumptions, existence and uniqueness of the solutions to the sde (2.2) is standard; we refer the reader to [Kha, §3.3]. Let us only mention that the following consequence of (L1) plays a key role in the proof. It is also used throughout the paper.

Lemma B.1. Suppose that Assumption (L1) holds. Then,
\[
P \left\{ \sup_{s \in [0,t]} |X^{x, \varepsilon}_s| \geq R \right\} \leq \frac{\langle x, H_b x \rangle + 2K_b + 2\varepsilon \tr H_b}{R^2 \inf \sp H_b} e^{ct}
\]
for all \(t \geq 0, x \in \mathbb{R}^N\) and \(R > 0\).

Proof. Using (L1), follow the first steps of the proof of Theorem 3.5 in [Kha, Ch. 3] with the nonnegative function \(x \mapsto \langle x, H_b x \rangle + 2K_b + 2\varepsilon \tr H_b \) and \(c = 1\).

Since the diffusion matrix is nondegenerate, existence and uniqueness of the stationary measure \(\lambda_1^{\text{inv}}\) for (2.2) can be derived if one controls the expected hitting time of a large enough ball, uniformly on compact sets of initial conditions [Kha, §4.4]. The following estimate is a key step in controlling these hitting times and is also used in the main body of the article. It is again a consequence of (L1).

Lemma B.2. Let \(H_b\) be as in Assumption (L1). Then, for all \(\epsilon_0 > 0\), there exist positive constants \(c\) and \(C\) such that
\[
0 < \inf \sp H_b \mathbb{E}|X^{x, \varepsilon}_t|^2 \leq \mathbb{E} \langle X^{x, \varepsilon}_t, H_b X^{x, \varepsilon}_t \rangle \leq e^{-\epsilon t} \langle x, H_b x \rangle + C
\]
for all \(\epsilon \in (0, \epsilon_0)\) and \(t \geq 0\) and almost all \(x \in \mathbb{R}^N\).

Proof. The first two inequalities in (B.1) are immediate from the fact that \(H_b\) is positive definite. Let \(f : x \mapsto \langle x, H_b x \rangle\). By Kolmogorov’s backwards equation — see e.g. Lemma 3.3 in [Kha, Ch. 3] —, \(\partial_t \mathbb{E} f(X^{x, \varepsilon}_t) = \Lambda^{0,0} \mathbb{E} f(X^{x, \varepsilon}_t)\) for any approximation \(f_R \in C^0_\mathbb{E}(\mathbb{R}^N)\) of \(f\). We showed in Appendix A that \((\Lambda^{\alpha,0}, W^{2,2}(\mathbb{R}^N, d\mu_0))\) generates a strongly continuous semigroup of bounded linear operators on \(L^2(\mathbb{R}^N, d\mu_0)\). Hence, using basic semigroup properties — see e.g. Proposition 1.6.ii and Theorem 1.7 in [AGG+, Ch. A-I] —, we find
\[
\partial_t \mathbb{E} f(X^{x, \varepsilon}_t) = \mathbb{E} \left[ \epsilon \Delta f(X^{x, \varepsilon}_t) + \langle -\nabla V(X^{x, \varepsilon}_t) + b(X^{x, \varepsilon}_t, \nabla f(X^{x, \varepsilon}_t)) \rangle \right]
\]
for almost all \(x\) by an approximation argument. Then, by (L1),
\[
\partial_t \mathbb{E} \langle X^{x, \varepsilon}_t, H_b X^{x, \varepsilon}_t \rangle \leq 2\varepsilon \tr H_b - 2 \langle X^{x, \varepsilon}_t, X^{x, \varepsilon}_t \rangle + 2K_b \leq 2\varepsilon \tr H_b + 2K_b - 2 \|H_b\|^{-1} \mathbb{E} \langle X^{x, \varepsilon}_t, H_b X^{x, \varepsilon}_t \rangle
\]
for almost all \(x\) and the last inequality in (B.1) follows from Gronwall’s lemma.

Lemma B.3. The measure \(\lambda_1^{\text{inv}}\) is of the form
\[
\lambda_1^{\text{inv}}(dx) = e^{-(2\varepsilon)^{-1}V(x)} \varphi^{\varepsilon}(x) dx
\]
for some strictly positive function \(\varphi^{\varepsilon} \in C^0_\mathbb{E}(\mathbb{R}^N) \cap L^2(\mathbb{R}^N)\).

Proof. Consider the operator \((A_2, D^2)\) introduced in Appendix A the case \(\alpha = 1\), that is
\[
A_2 = \epsilon \Delta - \langle b, \nabla \rangle - \frac{1}{4\varepsilon} |\nabla V|^2 + \frac{1}{2} \langle b, \nabla V \rangle + \frac{1}{2} \Delta V - \text{div} b - c_2.
\]
One can show that its adjoint has domain $D^2$ and is given by the formula
\[ A^*_2 = \epsilon \Delta + \langle b, \nabla \rangle - \frac{1}{\epsilon^2} |\nabla V|^2 + \frac{1}{\epsilon^2} \langle b, \nabla V \rangle + \frac{1}{2} \Delta V - c_2. \]

Note that $A^*_2$ just as well satisfies (H1)–(H5) in [MPSR05] and thus generates a semigroup with the same properties. Note that $e^{-2(2\epsilon)^{-1}V}$ is a strictly positive eigenvector of $(A^*_2, D^2)$ with eigenvalue $-c_2$. But it is easy to show by contradiction that $\text{sp}(A^*_2, D^2)$ is the only eigenvalue of $A_2$ admitting a strictly positive eigenvector. Hence, we have $\text{sp}(A_2, D^2) = \text{sp}(A^*_2, D^2) = -c_2$.

Therefore, there exists a strictly positive function $\phi' \in C^0_0(\mathbb{R}^N) \cap L^2(\mathbb{R}^N)$ such that $A_2 \phi' = -c_2 \phi'$. Then, $\rho' := e^{-2(\epsilon)^{-1}V} \phi'$ satisfies the stationary Fokker–Planck equation
\[ (\epsilon \Delta + \langle \nabla V - b, \nabla \rangle + \Delta V - \text{div} b) \rho' = 0, \]

to which the density of the invariant measure $\lambda^c_{\text{inv}}$ is up to normalisation—the unique bounded solution; see e.g. Lemma 4.16 in [Kha, Ch. 4].

Lemma B.4. For all $\beta \in (0, 2)$, $(d\lambda^c_{\text{inv}}/d\mu_0)^\beta \in L^1(\mathbb{R}^N, d\mu_0)$.

Proof. Set $r := 2\beta^{-1}$ and let $\varphi'$ be as in Lemma B.3. Then, by Hölder’s inequality,
\[ \int_{\mathbb{R}^N} \left| \frac{d\lambda^c_{\text{inv}}}{d\mu_0} \right| ^\beta d\mu_0 = \int_{\mathbb{R}^N} \left| \varphi' \right| ^r \left| e^{\beta(2\epsilon)^{-1}V} e^{-\epsilon^{-1}V} \right| d\text{vol} \leq \left( \int_{\mathbb{R}^N} \left| \varphi' \right| ^{r \beta} d\text{vol} \right) ^{1/r} \left( \int_{\mathbb{R}^N} e^{-\epsilon^{-1}(1-\epsilon^{-1})^{-1}(1-\frac{1}{\beta})V} \right) ^{1-1/r}. \]

Since $\beta r = 2$, the first integral is a power of the $L^2(\mathbb{R}^N)$-norm of $\varphi'$, which is finite by Lemma B.3. The second integral is finite because $(1-\epsilon^{-1})(1-\frac{1}{\beta})$ is strictly positive and $V$ satisfies (L0).

Recall that $\pi_\epsilon : \mathcal{C}_t \to \mathbb{R}^N$ is evaluation map $\gamma \mapsto \gamma(s)$ and that time reversal is the unique involution $\Theta_t : \mathcal{C}_t \to \mathcal{C}_t$ determined by the relation $\pi_\epsilon \circ \Theta_t = \pi_{t^{-1}} \rho$. We have used the identity (2.5) in the proof of Proposition 2.2, i.e. to give a more explicit expression for the canonical entropy production functional. We state and prove it as a lemma.

Lemma B.5. Under Assumption (L0), if $\lambda$ and the Lebesgue measure are mutually absolutely continuous, then $Q_t^{\lambda,\epsilon}$ and $Q_t^{\lambda,\epsilon} \circ \Theta_t$ are mutually absolutely continuous and
\[ \log \frac{d Q_t^{\lambda,\epsilon}}{d(Q_t^{\lambda,\epsilon} \circ \Theta_t)}(\gamma) = \log \frac{d\lambda}{d\mu_0}(\gamma(0)) - \log \frac{d\lambda}{d\mu_0}(\gamma(t)) \]
for $Q_t^{\lambda,\epsilon}$-almost all $\gamma \in \mathcal{C}_t$.

Proof. Let $\Gamma$ be a measurable subset of $\mathcal{C}_t$. Using (2.4),
\[ Q_t^{\lambda,\epsilon}(\Gamma) = \int_{\mathbb{R}^N} \int_{\mathcal{C}_t} 1_\Gamma(\gamma) 1_{\pi_\epsilon^{-1}(\xi)}(\gamma) Q_t^{\lambda,\epsilon}(d\gamma) \frac{d\lambda}{d\mu_0}(\xi) \mu_0(d\xi) \]
\[ = \int_{\mathbb{R}^N} \int_{\mathcal{C}_t} 1_\Gamma(\gamma) \frac{d\lambda}{d\mu_0}(\pi_\epsilon \gamma) 1_{\pi_\epsilon^{-1}(\xi)}(\gamma) Q_t^{\lambda,\epsilon}(d\gamma) \mu_0(d\xi) \]
\[ = \int_{\mathcal{C}_t} 1_\Gamma(\gamma) \frac{d\lambda}{d\mu_0}(\pi_0 \gamma) Q_t^{\lambda,\epsilon}(d\gamma), \]
that is
\[ Q_t^{\lambda,\epsilon}(d\gamma) = \frac{d\lambda}{d\mu_0}(\pi_0 \gamma) Q_t^{\lambda,\epsilon}(d\gamma). \]

Now, by the celebrated result of Kolmogorov [K37], $Q_t^{\lambda,\epsilon} = Q_t^{\mu_0,\epsilon} \circ \Theta_t^{-1}$ so that
\[ \frac{d Q_t^{\lambda,\epsilon}}{d(Q_t^{\lambda,\epsilon} \circ \Theta_t)} = \frac{d Q_t^{\lambda,\epsilon}}{d Q_t^{\mu_0,\epsilon}} \times \left( \frac{d Q_t^{\mu_0,\epsilon}}{d Q_t^{\lambda,\epsilon} \circ \Theta_t} \right) \]
and we conclude the proof using the identity $\pi_0(\Theta_t \gamma) = \pi_t \gamma$. 

\[ \Box \]
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