Cycle-tree guided attack of random $K$-core: Spin glass model and efficient message-passing algorithm
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The $K$-core of a graph is the maximal subgraph within which each vertex is connected to at least $K$ other vertices. It is a fundamental network concept for understanding threshold cascading processes with a discontinuous percolation transition. A minimum attack set contains the smallest number of vertices whose removal induces complete collapse of the $K$-core. Here we tackle this prototypical optimal initial-condition problem from the spin-glass perspective of cycle-tree maximum packing and propose a cycle-tree guided attack (CTGA) message-passing algorithm. The good performance and time efficiency of CTGA are verified on the regular random and Erdős-Rényi random graph ensembles. Our central idea of transforming a long-range correlated dynamical process to static structural patterns may also be instructive to other hard optimization and control problems.
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1 Introduction

The $K$-core of a graph $G$ is the maximal subgraph within which every vertex is linked to $K$ or more other vertices. This concept originally was introduced to understand collective behaviors in ferromagnets [1] and social systems [2, 3], but later found applications in diverse problems such as structural glass [4, 5], ecological system [6] and influential spreader identification [7]. If non-empty, the $K$-core of a graph is unique, but there are many ways to destroy it. Following the deletion of an initial set of vertices, some other vertices may leave spontaneously if they have fewer than $K$ neighbors in the $K$-core, which may in turn cause more vertices to leave. The $K$-core percolation transition caused by random deletion of vertices is discontinuous in general for $K \geq 3$ [8-13]. A much more challenging issue is the worst-case robustness, that is, the minimum-sized attack that is sufficient to induce complete collapse of the $K$-core [14-21]. This optimization task is a problem of optimal initial condition.

During the last two decades, the mean field spin glass theory has achieved huge success in tackling random constraint satisfaction and combinatorial optimization problems [22-25]. When applying this theoretical framework to irreversible threshold dynamics such as $K$-core disruption, the standard approach has been to map the cascade transmission into a Potts model with $T+1$ states $s_i \in \{0, 1, \ldots, T\}$, where $s_i = 0$
means that vertex $i$ is deleted externally (an initial driver), and $s_j = t > 0$ means that vertex $i$ is affected at the $t$-th time step following the threshold dynamics [14,15,17,26-28]. Although this mapping is straightforward, the resulting model is computationally heavy when the state dimension $T$ becomes large, and a moderate cut-off of $T \approx 10^2$ has to be imposed to make numerical computation tolerable. On the other hand, an optimal initial condition usually implies a long time $T$ to finish the threshold dynamics, even up to $T \propto O(N)$ if the global graph topology is a torus.

For the special case of threshold $K = 2$, the minimum attack problem is identical to the minimum feedback vertex set problem of destroying all the loops in the graph. After the initial driven vertices are all deleted from the graph, the residual graph becomes a collection of mutually disconnected tree components. This special structural feature could be exploited to tackle the 2-core problem as the densest packing model is also briefly mentioned at the end of this paper and will be thoroughly investigated in a follow-up publication. Our central idea of transforming a long-range correlated dynamical process to special static structural patterns may offer a new perspective to other related hard optimization and control problems [31]. $K$-core percolation is a popular topic in network science, and our message-passing algorithm may also be helpful for identifying influential nodes in complex networks.

2 Minimum attack set

Consider a simple graph $G$ of $N$ vertices and $M$ undirected edges. The vertices are indexed by positive integers $i, j, k, \ldots$, and two vertices $i$ and $j$ are neighbors if there is an edge $(i, j)$ between them. The neighborhood of vertex $i$ is the set $\partial i \equiv \{ j : (i, j) \in G \}$ of all its neighbors, and the cardinality of this set is its degree $d_i$. Without loss of generality, we assume initially the whole graph is a $K$-core, $d_i \geq K$ for all the vertices $i$. The vertices are strongly mutually dependent in the $K$-core. The deletion of a single vertex may sometimes cause an extensive damage to the $K$-core through the cascade of local failures, with vertices leaving the $K$-core when they have fewer than $K$ insider neighbors [21]. Leveraging on this dependence effect, the optimization task on graph $G$ is to construct a vertex set of minimum cardinality (a minimum attack set $\Gamma$), such that if all the vertices in $\Gamma$ are deleted, the residual graph of $G$ will have no $K$-core (in other words, the original $K$-core will completely collapse).

The $K$-core minimum attack problem is intrinsically hard. Many heuristic algorithms have been designed to solve this problem approximately. One simple and effective recipe is CoreHD [32], which iteratively deletes one of the most connected (highest-degree) vertices in the remaining $K$-core. The performance of CoreHD could be further improved by deleting at each decimation step a vertex which is itself highly connected but whose neighbors have relatively low degrees, namely a vertex $i$ with the maximum value of $d_i - d_i^{(n)}$ with $d_i^{(n)}$ being the average degree of the neighbors [20]. Extensive simulation results have demonstrated the superior performance of this Weak-Neighbors (WN) algorithm over the more sophisticated collective-information message-passing algorithm CI-TM [19] (Empirical evidence of ref. [19] indicated that CI-TM performs better than several centrality-based algorithms and that it is comparable in performance with a message-passing algorithm Min-Sum inspired by the conventional spin glass model [14,15]). Very remarkably, the attack sets $\Gamma$ constructed by WN for random regular graphs are quite close to the known rigorous lower-bound values [33] or to the non-rigorous minimum values conjectured by the mean field theory [17]. We now build a new heuristic algorithm, Cycle-Tree-Guided-Attack (CTGA), which significantly outperforms WN on the tested random graphs. Our algorithm takes the global structural property of the graph into account by message passing, and its time complexity could be made roughly linear in $N$.

3 Cycle-tree packing model

We assign a discrete state $A_i \in \{0,1\} \cup \partial i$ of $d_i + 2$ values to each vertex $i$ of graph $G$. Vertex $i$ is said to be empty if $A_i = 0$, otherwise it is said to be occupied. If an occupied vertex $i$ has state $A_i = i$, we call it a root, otherwise we represent the state $A_i = j (\in \partial i)$ by an arrow on edge $(i, j)$ pointing to $j$, giving this edge a direction (Figure 1). Notice that every
occupied non-root vertex \( i \) has exactly one out-going edge, with the other edges either arrow-free or pointing to it. Let us draw the edges between occupied vertices as solid lines and the edges attached to the empty vertices as dashed lines (Figure 1). Each vertex \( i \) imposes the following constraint to the states of itself and its neighbors: (1) if \( i \) is empty, none of its neighbors shall point to it; (2) if \( i \) points to \( j (A_i = j) \), then vertex \( j \) shall be occupied but not being pointed to \( i (A_j \neq 0, i) \) and the total number of other occupied neighbors not pointing to \( i \) shall be at most \( K - 2 \); (3) if \( i \) is a root, all its occupied neighbors shall point to it. In mathematical terms this means the condition \( C_i = 1 \), with the constraint factor \( C_j \in \{0, 1\} \) being

\[
C_i(A_i, \Delta_{A_i}) = \delta_{A_i} \prod_{j \in \partial i} (\delta_{A_j} + \delta_{A_j} + \Delta_{A_j}) \\
+ \sum_{j \in \partial i} \delta_{A_j} (\delta_{A_j} + \Delta_{A_j} \prod_{k \in \partial i \setminus j} (\delta_{A_k} + \delta_{A_k} + \Delta_{A_k})),
\]

(1)

where \( \Delta_{A_i} \equiv \{A_j : j \in \partial i\} \) contains the states of all the neighboring vertices, \( \delta^m = 1 \) if \( m = n \) and \( = 0 \) otherwise, the set \( \partial i \setminus j \) contains all the neighbors of vertex \( i \) except for \( j \), \( \Delta_{A_j} \equiv \{\text{meets}j, \delta^m_{A_j} \in \{0, 1\}\} \) indicates whether vertex \( j \) points to one of its neighbors other than \( i \), and the step function \( \Theta(x) = 1 \) if \( x \geq 0 \) and \( = 0 \) if \( x < 0 \). Under all these vertex constraints, the occupied vertices and the arrow-decorated edges form a set of directed trees and cycle-trees [16]. A directed tree is a connected subgraph of \( n \) vertices and \( n - 1 \) arrow-decorated edges, and a cycle-tree has \( n \geq 3 \) vertices and \( n \) arrow-decorated edges (one directed cycle plus a set of directed tree branches pointing to this cycle, Figure 1).

There could be arrow-free solid edges between vertices of the same (cycle-)tree or between two different (cycle-)trees. But the number of such arrow-free solid edges attached to each occupied vertex is at most \( K - 2 \), and consequently this vertex will not be able to remain in the \( K \)-core if all its pointing-in arrow-decorated edges are deleted. If all the empty vertices are deleted from graph \( G \), the remaining occupied vertices will not sustain a \( K \)-core but instead is guaranteed to collapse, starting from the leaf vertices and propagating to the roots or central cycles (in the rare cases of a cycle being marginally stable, one of its vertices needs to be manually deleted). The problem of packing the vertices into trees and cycle-trees to cover graph \( G \) is therefore closely related to the \( K \)-core attack problem, with the empty vertices form a \( K \)-core attack set (but very likely it is not minimum in size).

To encourage more occupied vertices in this packing problem, we impose a penalty factor \( e^{-\beta} \) with an inverse temperature \( \beta \) to each empty vertex. The partition function of the spin glass model is then

\[
Z(\beta) = \sum_{A_1, \ldots, A_N} \prod_{i=1}^N \left( e^{\beta \delta_{A_i}} C_i(A_i, \Delta_{A_i}) \right).
\]

(2)

Based on this partition function we could evaluate the marginal probability \( q_i^0 \) of vertex \( i \) being empty. We employ \( q_i^0 \) as an influence index to iteratively delete vertices from the remaining \( K \)-core (these marginal empty probabilities are updated after each perturbation of vertex deletions).

4 Cycle-tree guided attack

We adopt the now standard cavity method of statistical physics [24, 25] to efficiently estimate \( q_i^0 \). For every edge \((i, j)\) we denote by \( q_{A_iA_j}^0 \) the marginal probability of the states \( A_i \) and \( A_j \) in the cavity system which lifts the constraint \( C_j \) from vertex \( j \). A self-consistent belief-propagation (BP) equation can be easily written down for this cavity probability (e.g., by following the same procedure of ref. [27]). For computing \( q_i^0 \) we actually need only to update four cavity probabilities \( Q_{j\rightarrow i}^0 \) for four effective states \( c_i \in \{0, 1, 2, 3\} \), and the marginal empty probability \( q_i^0 \) of vertex \( i \) is then estimated using these merged cavity probabilities as:

\[
q_i^0 = e^{-\beta} \prod_{j \in \partial i} (Q_{j\rightarrow i}^0 + Q_{j\rightarrow i}^1) / \left( e^{-\beta} \prod_{j \in \partial i} (Q_{j\rightarrow i}^0 + Q_{j\rightarrow i}) \right) \\
+ \sum_{j \in \partial i} Q_{j\rightarrow i}^2 \prod_{k \in \partial i \setminus j} \sum_{c_k} (\delta_{c_k} Q_{k\rightarrow i}^3 + \delta_{c_k} Q_{k\rightarrow i}^1 + \delta_{c_k} Q_{k\rightarrow i}^3)
\]

Figure 1 (Color online) Part of a directed cycle-tree, showing a directed cycle of five vertices (6 → 7 → 8 → 9 → 10 → 6) and two directed tree branches attached to it. Filled circles indicate occupied vertices and open circles empty ones. Edges between occupied vertices are drawn as solid lines, and those attached to an empty vertex such as 13 are drawn as dashed lines. An arrow-decorated solid edge, say 5 → 6, indicates the state of vertex 5 being \( A_5 = 6 \). An occupied vertex has one arrow-decorated edge pointing outward and it allows at most \( K - 2 \) ordinary arrow-free solid edges (here \( K = 4 \)).
\[ \Theta(K - 2 - \sum_{j \in \partial i} \delta_{t i}^3) + \prod_{j \in \partial i} (Q_{j \rightarrow i}^0 + Q_{j \rightarrow i}^1) \]. \quad (3)

The definitions of these four merged probabilities \( Q_{c i j}^0 \) (e.g., \( Q_{c i j}^0 \) corresponds to vertex \( i \) being empty and \( Q_{c i j}^1 \) corresponds to vertex \( j \) pointing to vertex \( i \)) and the corresponding coarse-grained BP equation are

\[
\begin{align*}
Q_{c i j}^0 & = \frac{1}{d_j + 1} (q_{i \rightarrow j}^0 + q_{j \rightarrow i}^0 + \sum_{k \in \partial j} q_{k \rightarrow j}^0), \\
Q_{c i j}^1 & = \frac{1}{z_{i \rightarrow j}} \prod_{k \in \partial j} (Q_{k \rightarrow i}^0 + Q_{k \rightarrow i}^1),
\end{align*}
\]

\[
\begin{align*}
Q_{c i j}^2 & = \frac{1}{d_j} (q_{i \rightarrow j}^1 + \sum_{k \in \partial j} q_{k \rightarrow j}^1), \\
Q_{c i j}^3 & = \frac{1}{z_{i \rightarrow j}} \prod_{k \in \partial j} (Q_{k \rightarrow i}^0 + \delta_{ci} Q_{k \rightarrow i}^1 + \delta_{ci} Q_{k \rightarrow i}^2)
\end{align*}
\]

\[
\begin{align*}
Q_{c i j}^4 & = \frac{1}{d_j - 1} \prod_{k \in \partial j} (Q_{k \rightarrow i}^0 + \delta_{ci} Q_{k \rightarrow i}^1 + \delta_{ci} Q_{k \rightarrow i}^2 + \delta_{ci} Q_{k \rightarrow i}^3)
\end{align*}
\]

where \( \partial_k \) is the residual of set \( \partial_i \) after removing \( j \) and \( k \), and \( z_{i \rightarrow j} \) is the normalization constant ensuring \((d_j + 1)Q_{c i j}^0 + d_j Q_{c i j}^1 + 2Q_{c i j}^2 + (d_j - 1)Q_{c i j}^3 = 1\).

We implement the CTGA algorithm in the following simple way. At each decimation step we first run the BP iteration \((4)\) on the remaining \( K \)-core for a small number of repeats and estimate the empty probability for each of its vertices \( i \) using eq. \((3)\), then we delete the vertex (say \( j \)) with the maximum value of \( q_{i \rightarrow j}^0 \) from the \( K \)-core and add it to the attack set \( \Gamma \), simplifying the graph after each vertex deletion. When the \( K \)-core completely disappears, the final relative size \( \rho \) (with respect to \( N \)) of the attack set \( \Gamma \) is then reached. When \( K = 2 \), CTGA is the same as the algorithms developed in refs. \([16, 30]\) for tackling the minimum feedback vertex set problem.

### 5 Numerical experiments

We test the performance of CTGA on regular random (RR) graphs. Each vertex in such a graph is connected to the same number \( D \) of randomly chosen neighbors. These homogeneous and structureless graphs are most challenging, as there are no local structural clues to guide the \( K \)-core attack process. CTGA significantly outperforms WN on this graph ensemble. For example, when \( D = 7 \) and \( K = 3 \) CTGA achieves complete \( K \)-core collapse after attacking a fraction of vertices as few as \( \rho \approx 0.3130 \) while WN only succeeds at \( \rho \geq 0.3200 \). When \( D = 10 \) and \( K = 4 \), CTGA succeeds at minimal value \( \rho = 0.3255 \) (Figure 2) while WN needs at least \( \rho \approx 0.3321 \). The performance of CTGA has a slight dependence on the inverse temperature \( \beta \) and it works best at intermediate \( \beta \) values (if \( \beta \) is too large the system is deep in the spin glass phase and the BP iterations are strongly divergent). If \( \beta \) is fixed during the whole decimation process, the optimal value is \( \beta \approx 7.5 \) for \( D = 7 \) and \( K = 3 \) and it is \( \beta \approx 6.0 \) for \( D = 10 \) and \( K = 4 \).

To compare the scaling behaviors of CTGA and WN, we

![Figure 2](Color online) Performance of CTGA on a single large RR graph instance \((N = 10^6)\). The minimum, mean and standard deviation of the relative attack sizes \( \rho \) at each inverse temperature \( \beta \) are estimated over 50 independent runs. (a) \( D = 7 \), \( K = 3 \); (b) \( D = 10 \), \( K = 4 \). In comparison, the mean value of \( \rho \) obtained by WN is 0.3206 for (a) and 0.3331 for (b).
consider a set of RR graphs with different sizes $N$ and the same degree $D$ (Figure 3). For each graph instance we repeat both the CTGA and WN processes at least 1000 times to obtain two histograms of the relative attack size $\rho$, which are always well separated and are insensitive to $N$ (Figure 3(a)). Examining the $K$-core relative size $g$ as a function of the fraction $t$ of already attacked vertices, we find that CTGA does not show any cooperative effect during an extended initial stage ($g = 1 - t$) while WN induces an efficient initial reduction of the $K$-core size; this “defeat at the start point” is a trade-off made by CTGA for building potential for severe cascading damages at the later evolution stage to “win at the end point” (Figure 3(b)). We have tried to combine the excellent initial efficiency of WN with the final acceleration of CTGA, but such a WN-then-CTGA hybrid algorithm turns out to be worse than pure CTGA in performance.

Similar to WN, the CTGA algorithm has an approximately $O(N^2)$ time complexity if only a single vertex is selected and deleted from the $K$-core at each decimation step. We can select and delete a small fraction $f$ of the $K$-core vertices to reduce the time complexity to approximately $O(N)$ (Figure 3(c)). This acceleration does not compromise the algorithmic performance as long as $f$ is small (e.g., $f = 0.001$, Figure 3(d)), making CTGA applicable for very large graph instances.

We have also applied CTGA on the more heterogeneous Erdős-Rényi graphs whose $M$ edges are randomly picked from all the $N(N-1)/2$ candidate edges. As expected, CTGA performs distinctly better than WN on this second random graph ensemble.

6 Conclusion and outlook

The cycle-tree packing model offered a new solution concept and an efficient CTGA heuristic for the $K$-core minimum attack problem. The central idea was to represent an irreversible threshold dynamics by certain static patterns (here cycle-trees) in the graph. This dynamic-static transformation (or conversion) may also be fruitful for some even harder optimization problems, such as general minimum attack problems of directed graphs [34] and the feedback vertex and arc set problems of directed graphs [27, 35].

There is still much room for improving the CTGA al-

![Figure 3](Color online) Comparing CTGA with $\beta = 7.5$ and WN on RR graphs of different sizes $N$ ($D = 7$, $K = 3$). (a) The probability of relative attack size $\rho$ for a single graph instance ($N = 10^5$ or $10^6$). (b) Evolution of the relative $K$-core size $g$ with the relative number $t$ of attacked vertices ($N = 10^5$; vertical line marks the conjectured minimum $\rho$ [17], dotted line is $g = 1 - t$). (c), (d) Total time $\Omega$ (in seconds) CTGA and WN spend on the decimation process (c), and the final relative attack size $\rho$ (d). Each point in (c) and (d) is obtained on a single graph instance with 1000 independent runs; $f$ is the fraction of $K$-core vertices deleted in each CTGA decimation step ($f = 0$ indicates deleting only a single vertex); dashed lines in (c) mark the linear scaling $\Omega \propto N$, dotted one marks the quadratic scaling $\Omega \propto N^2$. 
algorithm. As demonstrated in Figure 3(b), the best result ρ ≈ 0.3130 achieved by CTGA at K = 3 on large RR graphs of degree D = 7 is noticeably larger than the theoretical minimum ρ ≈ 0.3001 (which may only be a lower-bound) conjectured by the non-rigorous mean field theory [17]. Informed by the β-dependence shown in Figure 2, maybe it will be rewarding to train an adaptable β for each individual decimation step through reinforcement learning techniques. On the more fundamental level, the present cycle-tree packing constraint (1) is a bit too stringent, as it prohibits every occupied vertex from having more than K − 2 arrow-free solid edges. The predicted ground-state energy density of this model for the RR graph ensemble of D = 7 at K = 3 is quite high, ρ ≈ 0.376. Maybe we should distinguish between two (or even more) types of occupied vertices: an e-type (earlier-unstable) vertex allows at most K − 2 attached arrow-free solid edges as in the present work, while an l-type (later-unstable) vertex tolerates more arrow-free solid edges as long as no more than K − 2 of them are linking to l-type peers. Our preliminary theoretical results indicate that the ground-state energy density of the RR graph ensemble of D = 7 at K = 3 will be decreased to ρ ≈ 0.332 by considering two types of occupied vertices. A thorough investigation of this refined but more complicated model with nice coarse-grained effective states and its algorithmic implications will be the subject of a separate technical publication. It will also be interesting to adapt the technique of ref. [14] to consider the β → ∞ limit of the cycle-tree algorithms and compare their performances with that of the Min-Sum algorithm. Application of the CTGA algorithm to real-world complex network instances may motivate further adaptations to different network ensembles [30].
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