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Abstract—A memetic framework for optimal inverse design is proposed by combining a local gradient-based procedure and a robust global scheme. The procedure is based on method-of-moment (MoM) matrices and does not demand full inversion of a system matrix. Fundamental bounds are evaluated for all optimized metrics in the same manner, providing natural stopping criteria and quality measures for realized devices. Compared to density-based topology optimization, the proposed routine does not require filtering or thresholding. Compared to commonly used heuristics, the technique is significantly faster, still preserving a high level of versatility and robustness. This is a two-part article in which the first part is devoted to the theoretical background and properties, and the second part applies the method to examples of varying complexity.
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I. INTRODUCTION

Inverse design is a long-lasting subject of study in electromagnetism. This is particularly true for antenna design [1], [2], the art of crafting and shaping the material and electromagnetic (EM) sources to modify electric current paths so that they radiate effectively. Inverse design imposes two essential questions. The first is how good can, in principle, the design be. The second is how an optimal design would look like. These two questions are of different complexity but should be treated together.

The question regarding principal—fundamental—bounds was addressed by many researchers for various antenna metrics from bandwidth [3] to antenna gain [4] to radiation efficiency [5]. All works reflect the impact of electrically small design regions on all performance parameters [6], [7]. Yet, tightness of the bounds is known only in rare cases [8], [9], [10], [11]. This becomes problematic when computational inverse design techniques are used. When to stop them? Shall we rerun them? Clearly, the fundamental bounds and the way to approach them are closely interconnected problems.

The first step has been done in the field of fundamental bounds. Current-density-based bounds were proposed recently [12] and formulated for many parameters [13], [14], [15]. This class of bounds considers a specific design region and materials. The fundamental bound is associated with an optimal current density solution which is interpreted as being imposed on a hypothetical antenna structure lying in that region. Unfortunately, thanks to the relaxed constraints, the optimal current cannot be directly realized and, instead, an inverse design procedure has to be adopted to approach the performance predicted by the fundamental bound.

To address the second question, various procedures [16] have been proposed and met with mixed success, ranging from simple parametric sweeps to versatile heuristic algorithms [17] to density-based topology optimization [18]. All these methods are capable of delivering promising design candidates. Nevertheless, they embody serious practical weaknesses, mainly due to the NP-hard problems faced [19] stemming from the fact that the optimization is of combinatorial nature [20]. Many improvements are known in the literature (see, e.g., [21], [22], [23]), including memetic algorithms [24]. However, they all are facing the no-free-lunch theorem [25] stating that there is no unique technique suitable to all optimization problems.

A couple of assumptions are considered in this article to propose an efficient optimization technique compatible with fundamental bounds. The underlying full-wave numerical method is the method of moments (MoM) [26] with the possibility to use its matrices in the optimizer. We attempt to solve the original combinatorial problem [27], where an unknown shape is described with a characteristic function. The algorithm is a memetic combination of a local gradient method searching for local extrema and a global method maintaining diversity. Finally, the procedure should be scalable and fast. The last property is fulfilled by employing inversion-free evaluation based on the block inversion of a matrix.

The inversion-free evaluation was already proposed in [28] and later extended in [29] proposing the so-called topology sensitivity, and further broadened in [30] by the possibility of structure growth. Several recent works have also been inspired by this approach [31], [32], sharing, however, the restrictions of the original formulation, that is, only removal is allowed, and only very small matrices can be optimized within...
II. OPTIMAL INVERSE DESIGN

Without loss of generality, let us consider optimization of a surface structure. For this purpose, imagine region $\Omega$ available for the inverse design of a device [see Fig. 1(a)]. The numerical method used in this work is MoM which requires discretizing the entire region $\Omega$, where the unknown polarization currents reside [see Fig. 1(b)]. To express the problem in a tractable algebraic way [26], $N$ overlapping Rao–Wilton–Glisson (RWG) basis functions $\psi_n(r)$ (defined over every doublet of adjacent triangles) [38] are applied to the MoM formulation of the electric field integral equation (EFIE) [39] [see red lines in Fig. 1(c)]. The algebraic form of the system equation reads

$$ ZI = V $$

(1)

where $Z \in \mathbb{C}^{N \times N}$ is the system (impedance) matrix, $I \in \mathbb{C}^{N \times 1}$ is a column vector of expansion coefficients for the current density (currents), and $V \in \mathbb{C}^{N \times 1}$ is a vector of excitation coefficients [26]. The inversion of (1), that is,

$$ I = Z^{-1}V = YV $$

(2)

with $Y$ being the admittance matrix, gives the solution for the prescribed excitation. Formula (2) binds the shape and the excitation with an induced current and its physical effects and, as such, is considered the key optimization constraint in this work.

Consider further that the excitation $V$ is given prior to the optimization and is fixed. Then, the only unknown in (2) is the shape of the structure encoded in the impedance matrix $Z$. Its parameterization is proposed in Section II-A.

For a particular state of the parameterization, there is a unique current vector $I$ for a given excitation $V$. The optimized metric $f(I)$ or any $k$th optimization constraint $h_k(I) = 0$ can then be defined based on this current vector. In the cases treated in this article, functions $f$ and $h_k$, representing quadratic or linear forms in the current vector $I$, are used to express quality factor, antenna gain, input impedance, or cycle mean powers.

A. Generic Optimization Problem

Impedance matrix $Z$ is of size $N \times N$, and the natural choice for a fixed discretization is to choose

$$ B = N - P $$

(3)

optimization variables, where $P$ represents the number of degrees of freedom (DOFs) that are considered to be fixed and whose state will not be optimized. The highest resolution of the optimization procedure is achieved when the same DOF as for the impedance matrix representation, that is, the basis functions [29], are chosen [see Fig. 1(c)]. Consequently, any shape is represented by a finite-length “word” of $B$ symbols as

$$ g = [g_1 \cdots g_n \cdots g_B]^T $$

(4)

where each “symbol” $g_n$ represents material states of corresponding DOF; $g$ fully describes a shape being optimized (see Fig. 2), and the superscript $^T$ denotes matrix transpose. Notice that each state $g_n$ can take one of many values, for example, values indicating the presence of gold, silver, silica, vacuum, and so on. For the sake of simplicity, and without loss of generality, each symbol in this article is binary, $g \in \{0, 1\}^{B \times 1}$, indicating the presence of either a vacuum or a conductor. The word $g$ fully populated by ones delimits the entire region used for optimization, called here design region and denoted $\Omega_0$. 
Having the optimized shapes properly represented, we can set up a general optimization problem [40] as

\[
\begin{align*}
\min_{\mathbf{g}} & \quad f(\mathbf{I}(\mathbf{g})) \\
\text{s.t.} & \quad h_k(\mathbf{I}(\mathbf{g})) = 0, \quad k = 1, \ldots, K \\
& \quad \mathbf{I}(\mathbf{g}) = \mathbf{Z}^{-1}(\mathbf{g}) \mathbf{V} \\
& \quad \mathbf{g} \in [0, 1]^{B \times 1}
\end{align*}
\]

(5)

where the only unknown is the binary word \( \mathbf{g} \) indicating which DOFs are enabled (present) and which are disabled (removed) from the evaluation of (2) (see Fig. 2), hence describing the shape. Functions \( f \) and \( h_k \) depend on current \( \mathbf{I}(\mathbf{g}) \) which is a subject of constraint (2). Consequently, current \( \mathbf{I}(\mathbf{g}) \) flowing through the disabled edges \( (g_b = 0) \) is zeroed. The discretization is fixed for the entire optimization to lock the parameterization and to save the computational time required for the recalculation of all the matrices whenever the meshing is changed.

### B. Combinatorial Topology Optimization

A notable property stemming from formulation (5) is that the equality constraints cannot be fulfilled. There are \( 2^B \) possible values of \( h_k(\mathbf{I}(\mathbf{g})) \) and, mathematically, there is no reason to expect that one of them is (exactly) equal to zero. However, we dispose of an extremely large variable space, so we can typically approach the required value closely in a finite-precision arithmetic [41].

To effectively overcome problems with multiple constraints and their fulfillment, problem (5) is rewritten into a form compatible with discrete optimization by aggregating all metrics into a composite function [42]

\[
\begin{align*}
\min_{\mathbf{g}} & \quad f(\mathbf{I}(\mathbf{g})) + \sum_{k=1}^{K} w_k |h_k(\mathbf{I}(\mathbf{g}))| \\
\text{s.t.} & \quad \mathbf{I}(\mathbf{g}) = \mathbf{Z}^{-1}(\mathbf{g}) \mathbf{V} \\
& \quad \mathbf{g} \in [0, 1]^{B \times 1}
\end{align*}
\]

(6)

where the weights \( w_k \) give additional freedom for the optimization, typically being swept to form a Pareto frontier [43], [44]. This tradeoff also agrees well with what engineers do and expect—the target criterion is counter-weighted by the fulfillment of constraints. Formulation (6) is used throughout this article whenever topology optimization results are reported.

The combinatorial optimization problem (6) cannot be solved in polynomial time [20] and only approximate solutions are available. Common strategies are heuristic binary searches using the genetic algorithm (GA) [1] or density-based topology optimization [18] with a filtering process and subsequent thresholding. The strategy adopted in this article uses a combination of a local algorithm based on discrete topology sensitivity and a GA that preserves the diversity of the search space. This solution process is described in Sections III and IV and a major advantage of this approach is its discrete nature with no need for thresholding.

### C. Current Optimization and Fundamental Bounds

An alternative approach to analyzing optimization problems (5) or (6) is to estimate their lower bounds which can also help to terminate the memetic routine discussed above. This leads to the concept of fundamental bounds, which already found its application in many antenna and scattering problems [13], [15], [45], [46].

In the framework of fundamental bounds, the optimization problem (5) is relaxed to determine its fundamental lower bound. The first step is a change of optimization variable from a word \( \mathbf{g} \), which directly modifies the operators describing the physical problem, to current expansion coefficients \( \mathbf{I} \). The second step is a relaxation of constraint (1), which only allows one solution for given material distribution and feeding. This constraint is relaxed to a complex power balance \( \mathbf{I}^\dagger \mathbf{Z} \mathbf{I} = \mathbf{I}^\dagger \mathbf{V} \), which offers more freedom [46]. This finally leads to an optimization problem

\[
\begin{align*}
\min_{\mathbf{I}} & \quad f(\mathbf{I}) \\
\text{s.t.} & \quad h_k(\mathbf{I}) = 0, \quad k = 1, \ldots, K \\
& \quad \mathbf{I}^\dagger \mathbf{Z} \mathbf{I} = \mathbf{I}^\dagger \mathbf{V},
\end{align*}
\]

(7)

the solution of which can, in many cases, be found by methods of convex optimization [47], typically utilizing Lagrange duality [47].

It is important to stress here that any solution, \( \mathbf{I}(\mathbf{g}) \), to problem (5) is a solution to problem (7) whenever problem (5) is solved on a material subregion of that considered in (7). Due to its larger freedom, problem (7) thus always leads to a lower value of the objective function \( f \) than is allowed in (5).

Unlike problems (5) or (6), the solution to optimization problem (7) is, when formulated as a dual-convex problem, computationally inexpensive. The price to pay is a gap between the fundamental bound and solution to (6) which, nevertheless, is, in many cases, insignificant by means of practical design considerations (see Part 2 of this article [37]).

### D. Illustrating Example

To show the essential difference between the combinatorial problem (5) and its fundamental bound (7), a well-known example of minimizing the radiation Q-factor is shown in this section. The optimization problems for other metrics relevant to antenna design can be formulated analogously.
The problem describing the minimal radiation Q-factor for an antenna in self-resonance reads [48]

\[
\min_{g} Q_{U}(g) \\
\text{s.t.} \quad I(g) = Z^{-1}(g)V \\
g \in \{0, 1\}^{B \times 1}
\]

(8)

where

\[
Q_{U}(g) = \frac{1}{2} I^{H}(g)W I(g)
\]

(9)

is an untuned Q-factor,

\[
Q_{E}(g) = \frac{|I^{H}(g)X_{b} I(g)|}{I^{H}(g)R_{b} I(g)}
\]

(10)

is the tuning part of the Q-factor [49], and where \( W \) is the stored energy matrix [48], and \( R_{b} \) and \( X_{b} \) are real and imaginary parts of the vacuum impedance matrix \( Z_{0} = R_{0} + jX_{0} \), respectively. The excitation vector \( V \) typically corresponds to a localized source which, in this article, is modeled by an excitation via a delta gap with voltage \( V_{in} \). Following Section II-B, the optimization problem (8) is rewritten as

\[
\min_{g} Q(g) = w_{1} Q_{U}(g) + w_{2} Q_{E}(g) \\
\text{s.t.} \quad I(g) = Z^{-1}(g)V \\
g \in \{0, 1\}^{B \times 1}
\]

(11)

where the choice of \( \{w_{1} = 1, w_{2} = 0\} \) yields an untuned Q-factor, while \( \{w_{1} = x_{1}, w_{2} = 1 - x_{1}\} \), \( 0 < x_{1} < 1 \), yields a convex combination of a minimal untuned Q-factor and self-resonant behavior.

On the other hand, following Section II-C, and rewriting the power constraint in (7) for a self-resonant \( Q_{E} = 0 \) in (8) localized source as

\[
I^{H}ZI = Y_{in}^{2} |V_{in}|^{2} = 2P_{r}
\]

(12)

with \( Y_{in} \) denoting the input admittance seen by the source and \( P_{r} \) the radiated power, the fundamental bound on the lowest achievable Q-factor [48], \( Q_{lb} \), is found by

\[
\min_{I} I^{H}W I \\
\text{s.t.} \quad I^{H}R_{b} I = 2P_{r} \\
I^{H}X I = 0.
\]

(13)

This is a relaxation of (7) valid for arbitrary feed positions and admittance values. Corresponding bounds, including constraints on the feed location and input admittance, are analogous by incorporating the constraints in \( V \) [see (7)].

The optimal current density resulting from (13) is shown in Fig. 3(a) together with the corresponding Q-factor (lower bound on the Q-factor for the considered region). Fig. 3(b) shows a result of a slightly altered problem [45], generating bound \( Q_{lb}^{TM} \), which is more representative for an electrically small single-port antenna since the radiation is restricted to TM spherical waves (electric dipoles). Finally, the current obtained by an approximate solution to (11) using the method described in this article is shown in Fig. 3(c).

Knowing the fundamental bound, the performance of a solution returned by an algorithm trying to solve problem (11) can be judged in an absolute sense by normalizing it to the fundamental bound

\[
q(g) = \frac{Q(g)}{Q_{lb}}.
\]

(14)

The termination criterion of the optimization algorithm is then defined as a threshold, \( q(g) \leq t, t \in [1, \infty) \), below which the performance is acceptable. Setting \( t \rightarrow 1 \) implies the actual shape \( g \) has to perform as well as the best hypothetical device. Such a requirement is typically not possible to achieve [50].

III. GRADIENT-BASED LOCAL STEP

This section explains in detail the local step of a topology optimization based on an MoM description and exact reanalysis. It is assumed that all MoM matrices required for the evaluation of (5) are precalculated, the optimization problem is set up, and its lower bound is known.

The technique introduced in this section is inspired by an exact reanalysis [27] known in mechanics and used for fast evaluation of the smallest perturbations of the stiffness matrix [51]. It is an inversion-free technique, making it possible to investigate all the smallest topology changes simultaneously in a computationally inexpensive way.

The nomenclature is introduced first, building on Section II-A. All DOFs, uniquely numbered from \( n = 1 \) to \( n = N \) (see Fig. 2), are for each shape \( g \) grouped into several sets (see Fig. 4). Set \( B \) contains all DOFs defining the design region (they are subjects of the optimization). Set \( P \) contains DOFs that are excluded from the optimization (feeding point,
user-defined fixed part of the structure, etc.). Apart from sets \( B \) and \( P \), which are fixed for the entire duration of the optimization, there are sets \( \mathcal{E}(g_i) \), \( \mathcal{A}(g_i) \), and \( \mathcal{R}(g_i) \), which are functions of the actual shape \( g_i \), where index \( i \) denotes a particular state of the design. Set \( \mathcal{E}(g_i) \) collects all DOFs, which are currently part of the structure. Set \( \mathcal{A}(g_i) \) contains all DOFs that might be added to the structure (e.g., to be changed from vacuum to material) and, conversely, set \( \mathcal{R}(g_i) \) contains all DOFs to be removed from the structure (e.g., to be changed from material to vacuum). This means that there is \(|\mathcal{R}(g_i)| + |\mathcal{A}(g_i)|\) possible shapes \( g_{i+1} \), which result from an update of shape \( g_i \) by a single DOF. The meaning of all symbols is recapitulated in Table I.

A naive approach, conventionally followed by the pixeling technique [35] based on heuristic optimization [1], is to repetitively truncate impedance matrix \( Z \) and excitation vector \( V \), that is, to evaluate

\[
I_{\xi} = Y_{\xi}V_{\xi} = (C_T^T Z C_{\xi})^{-1} C_T^T V
\]

with an indexing matrix \( C_{\xi} \) truncating unused DOFs, so that various shapes represented by word \( g_i \) are iteratively studied (see Fig. 2). Each trial requires matrix inversion, which has algorithmic complexity \( O(M^3) \), where \( M \) is the dimension of the impedance matrix \( Z_{\xi} = Y_{\xi}^{-1} \) (number of nonzero entries in word \( g_i \)). The cubic complexity of just one trial renders the entire optimization process computationally demanding and, in addition to this, heuristic updates have no information regarding sensitivity to local topology perturbations, so the convergence may be slow or none [52]. Both these deficiencies are eliminated with the procedure described below.

\footnote{In the case of multimaterial optimization, each DOF can represent one of many materials; it can, however, only represent one material at a time.}

**TABLE I**

| set | description | note |
|-----|-------------|------|
| \( B \) | optimized DOF | \(|B| = B \) |
| \( P \) | “fixed” DOF | \(|P| = P \) |
| \( \mathcal{E}(g_i) \) | DOF of actual shape | |
| \( \mathcal{R}(g_i) \) | DOF “to remove” | \( \mathcal{R}(g_i) \equiv \mathcal{E}(g_i) \setminus \mathcal{P} \) |
| \( \mathcal{A}(g_i) \) | DOF “to add” | \( \mathcal{A}(g_i) \equiv B \setminus \mathcal{E}(g_i) \) |

Fig. 4. Sketch of the sets enlisted in Table I and used for rank-1 inversion-free updates via exact reanalysis procedure exemplified for the shape in Fig. 2. DOFs \( \mathcal{R}(g_i) = \{3, 5\} \) can be removed, \( \mathcal{A}(g_i) = \{1, 2, 6, 7\} \) can be added, and \( \mathcal{P} = \{4\} \) is fixed.

A. Topology Sensitivity

For shape \( g_i \), as in Fig. 2, we propose to iteratively evaluate all the smallest perturbations, that is, to investigate the performance of all shapes \( g_{i+1} \) with Hamming distance [53] \( d_H(g_i, g_{i+1}) = 1 \) (see Fig. 5). The effects of the smallest topology perturbations over shape \( g_i \) are quantified as [29]

\[
\tau(f, g_i) = -[f(I(g_i), g_i) - f(I(g_{i+1}), g_{i+1})]
\]

(16)

where the right-hand side is evaluated for all the smallest perturbations (see Section III-B), a process that is greatly accelerated by the employed low-rank updates. Vector \( \tau \) measures topology sensitivity of objective function \( f \) over shape \( g_i \) (see Fig. 6). It provides, in a particular case of Q-factor, information on what happens if a removed DOF is put back (changed from vacuum to a material) or one active DOF is removed (changed from material to vacuum). Objective function \( f \) can be a composite function and can consist of parts depending on current \( I(g_i) \) or directly on word \( g_i \). The computational complexity of one local update (to evaluate one modified shape \( g_{i+1} \)) is of the order \( O(M) \) and computational complexity of all local updates (to investigate all possible modifications of shape \( g_i \)) is of the order \( O(MB) \), where \( B = N - P \). In other words, gathering information about all the smallest perturbations (16) costs as much as a single solution to problem (1).

B. Rank-1 Modifications and Updates

The smallest topology perturbations (16) are evaluated with block inversion [54]

\[
Y = \begin{bmatrix} Y_{11} & Y_{12} \\ Y_{21} & Y_{22} \end{bmatrix} = \begin{bmatrix} Z_{11} & Z_{12} \\ Z_{21} & Z_{22} \end{bmatrix}^{-1}
\]

\[
= \begin{bmatrix} Z_{11}^{-1} + Z_{11}^{-1}Z_{12}S^{-1}Z_{21}Z_{11}^{-1} & -Z_{11}^{-1}Z_{12}S^{-1} \\ -S^{-1}Z_{21}Z_{11}^{-1} & S^{-1} \end{bmatrix}
\]

(17)

with the Schur complement [54]

\[
S = Z_{22} - Z_{21}Z_{11}^{-1}Z_{12}
\]

(18)
where $\mathbf{Z}_{mn}$ refers to a block of matrix $\mathbf{Z}$ and the top-left block matrix of (17) is called the Sherman–Morrison–Woodbury formula [55].

For a DOF addition, the identity is used to directly evaluate $\mathbf{Y}$ from $\mathbf{Z}^{-1}_{11}$ and matrix–vector products involving $\mathbf{Z}^{-1}_{11}$. For a DOF removal, the identity is used backward to evaluate $\mathbf{Z}^{-1}_{11}$ from $\mathbf{Y}$ as the Schur complement $\mathbf{Z}^{-1}_{11} = \mathbf{Y}_{11} - \mathbf{Y}_{12}\mathbf{Y}_{22}^{-1}\mathbf{Y}_{21}$. In both cases, only summations and matrix–vector products are needed.

The technical details covering all algebraic manipulations are summarized in Appendices A–E. Appendices A and B describe the removal of the $r$th and addition of the $a$th DOFs, respectively, that is, how to get currents $\mathbf{I}_{e,r}$ and $\mathbf{I}_{e,a}$, representing perturbed shapes. Appendix C shows how to evaluate optimized metrics based on current matrices [$\mathbf{I}_R(\mathbf{g})$] and [$\mathbf{I}_A(\mathbf{g})$], where all possible perturbations of a word $\mathbf{g}_i$ were collected. Finally, Appendices D and E summarize how to update the shape once the locally optimal perturbation is found. The local optimization algorithm is visually depicted in Fig. 7. The code with all formulas implemented is available in the Supplementary Material [36].

IV. MEMETIC ALGORITHM FOR TOPOLOGY OPTIMIZATION

The topology sensitivity introduced in Section III can be utilized to iteratively update the geometry represented by word $\mathbf{g}_i$ until the position of local minimum is found with sufficient precision. The local optimization procedure from Fig. 7 is repeated as long as the relative improvement of the objective function, defined as

$$
\varepsilon_i = -\frac{1}{f_{\text{min}}} \min \{ r(f, \mathbf{g}_i) \} \quad (19)
$$

where $f_{\text{min}}$ is the minimum value of the objective function from the $i$th iteration, is higher than a predefined limit $\varepsilon_{\text{loc}}$, that is, as long as $\varepsilon_i > \varepsilon_{\text{loc}}$. The problem of inverse design is, however, nonconvex. To make the procedure robust and to prevent it from getting stuck in a local minimum, a global optimization step is considered as well, resulting in a memetic optimization scheme (see Fig. 8).

The memetic optimization procedure [24] combines two approaches to increase the robustness and convergence of the optimization. Since the type of the problem to be solved is unknown, it is advantageous to combine as many different algorithms as possible [25]. In this work, it is the gradient-based topology sensitivity utilizing exact reanalysis of MoM models [27] (see Section III) and the GA [1], [2].

A. Heuristic Global Step

Since word $\mathbf{g}_i$ is discrete and, in the case of this work, binary, a GA [1] is selected as a global scheme. The algorithm implemented in a MATLAB package FOPS [56] is utilized, enabling direct communication with the local optimization routines implemented in the same environment.

Initial generation $G_i$ (a set of words $\mathbf{g}$ for the first global iteration, $j = 1$) with size $N_A$ is produced randomly within the
Fig. 8. Schematics of the memetic topology optimization algorithm based on exact reanalysis of MoM models. After setting up the optimization problem (step 1), the matrix operators required to solve the problem are evaluated (step 2). The optimization starts with an initial set of seeds (step 3) which are locally optimized (step 4) and further improved with heuristic operators (step 6). The entire procedure is repeated until the terminal criteria are met (step 5).

We prefer diversity rather than global convergence in the GA because the local step in Section III provides much faster overall convergence. Therefore, unlike conventional approaches [57], all the heuristic operations are set to maximize the diversity of the new population. The binary tournament selection [57] was implemented to select the mating pool. The crossover operation is then applied to the words selected from the mating pool to provide a new set $G_{j+1}$. A probability of crossover is set in this study as $p_C = 0.9$ to enhance further the diversity among words in the new set $G_{j+1}$. The operation mutation prevents the GA from getting stuck in a local minimum. The operation takes a word from a new generation $G_{j+1}$, selects a randomly chosen letter, and flips its value. The mutation is applied with a probability $p_M$. The maximal value $p_M = 1$ was used in this study to enhance the diversity among present words. This is crucial, especially in later iterations of the algorithm, when most words become very similar or the same. This behavior results from the local method where a larger number of initial words are modified into the same word by the local algorithm, that is, the words are attracted into the same local minimum.

### B. Initiation

Before optimization begins, region $\Omega$ is discretized with a required granularity (see Fig. 1). The number of DOFs $N$, and the number of optimization unknowns $B$ predetermine the resolution of the optimization. Depending on the implementation and type of the problem, the algorithmic complexity is between $O(N^3)$ and $O(N^5)$. Increasing $N$, however, also enlarges the solution space and ensures a better performance from the optimized shape.

The next step is to evaluate all required MoM operator matrices and to define an excitation. Then, the objective function is formulated. When a composite function is chosen, the weighting coefficients are selected.

The optimization has many control parameters (see Table II for an overview). These have to be set at the beginning and strongly influence the course of the optimization and its results. For example, it is not necessary to run the local step (greedy search) until the local minimum is found. Instead, the maximum number of iterations $I$ is specified, or, alternatively, the local updates are performed only until the relative difference between values of the objective function evaluated between two consecutive iterations $i$ and $i+1$, $\epsilon_i$, see (19), is smaller than a predefined value $\epsilon_{\text{loc}}$. Another possibility is to disable either removals or additions by imposing $R = \emptyset$ or $A = \emptyset$, respectively. The maximum number of iterations and the relative difference can be specified for the global step as well. In this case, relative difference $\epsilon_{\text{glob}}$ is evaluated for the worst performing agent of two consecutive iterations $j$ and $j+1$. An important parameter is the number of agents $N_A$. The probabilities of crossover and mutation are fixed to 1 in this work, but can be set to another number, or can be changed during the optimization.

| parameter | description |
|-----------|-------------|
| $I$       | maximum number of local iterations |
| $\epsilon_{\text{loc}}$ | relative difference to terminate local step |
| $R = \emptyset$ | removals are disabled |
| $A = \emptyset$ | additions are disabled |
| $J$       | maximum number of global iterations |
| $\epsilon_{\text{glob}}$ | relative difference to terminate global step |
| $N_A$     | number of agents |
| $p_C$     | crossover probability ($p_C = 0.9$) |
| $p_M$     | mutation probability ($p_M = 1$) |
| $\epsilon_{\text{tot}}$ | acceptable distance from fundamental bound |
| $f$       | (composite) objective function |
| $\{w_k, w_l\}$ | weights (if objective function is composite) |
C. Termination

There are two sets of possible terminal criteria: one for the local step and one for the global step (see Table III). The ultimate criterion for the local step is when the local minimum is found, that is, all topology sensitivities are nonnegative, \( \tau_e < 0 \) for any \( e \)th tested DOF. However, it often happens that a large number of local updates improves the value of the objective function negligibly, just by tuning the fine details of the structure. This behavior is not required at the beginning of the optimization when the global step performs major changes in the structure on the global level. Therefore, to reduce the computational burden, relative difference \( \epsilon_{\text{loc}} \) and the maximum number of iterations \( I \) should routinely be used. The same applies to the global step with \( \epsilon_{\text{glob}} \) and \( J \) parameters. As the final terminal criterion, the distance to the fundamental bound \( \epsilon_{\text{bnd}} \) is specified at the beginning. It has to be noted that such performance is not achievable, and the optimization stops because of reaching either iteration \( J \) or relative difference \( \epsilon_{\text{glob}} \).

D. Effective Implementation

The entire local step of one topology perturbation is depicted in Fig. 7 and is based on the evaluation of (20)–(28). For the cases treated in this article, these formulas are typically evaluated billions of times per optimization run, so it is critical to implement them as effectively as possible.

1) All operations in (20)–(28) are vectorized, that is, all formulas are evaluated in a cycle-free procedure for all possible perturbations (removals and additions). Notice that the removals are significantly faster than additions since each addition contains one matrix–vector product. When properly implemented, one entire evaluation of topology sensitivity should have a computational cost similar to a solution to (2). In other words, the evaluation of one MoM problem is equivalent to checking all the smallest perturbations.

2) All multiplications involving indexing matrices can be transformed into direct indexing, that is, explicit matrix multiplication is not needed.

3) The evaluation of the fitness function, which creates the biggest computational burden (contains matrix–matrix multiplication), might be evaluated on a GPU card.

The resulting, locally optimal, word is the input to the global step evaluation (see step 4 in Fig. 8). The global algorithm, described in Section IV-A, is performed multiple times with various starting words. The underlying local step has high granularity which favors the utilization of parallel computing.

V. Conclusion

A memetic optimization combining local and global steps was introduced. It solves the original combinatorial problem of the optimal material distribution in a prescribed region. In this article, the smallest topological updates are inversion-free and derived for an MoM system (impedance) matrix and related matrices. Thanks to the investigation of all the smallest perturbations in each step, the method is suitable for small- and medium-sized mesh grids, that is, for problems typically solved with a direct solver. This involves the majority of studies where small changes in geometry cause large changes in performance. There is no restriction on a particular form of an objective function. The computational cost of one iteration of the local step gathering all topology sensitivities is equivalent to one solution to the problem. The method converges fast due to the use of the local step. The global step is used to maintain diversity during the optimization. It operates in a greatly reduced solution space containing only locally optimal solutions effectively found by the local step. A unique advantage of this approach is the direct comparison of the achieved result with fundamental bounds.

APPENDIX A

RANK-1 PERTURBATION—DOF REMOVAL

The effect of a rank-1 DOF removal is considered in this Appendix. Applying (17) as shown in [29], and taking into account arbitrary excitation represented by excitation vector \( \mathbf{V} \), we get

\[
\mathbf{I}_{\mathcal{E}\setminus r} = \mathbf{C}_{\mathcal{E}\setminus r}^\top \left( \mathbf{I}_{\mathcal{E}} - \frac{I_r}{Y_{rr}} \mathbf{y}_{\mathcal{E}\setminus r} \right) \mathbf{C}_{\mathcal{E}\setminus r}
\]

where subindex \( \mathcal{E} \setminus r \) denotes the removal of the \( r \)th edge from the actual structure represented by a set of edges \( \mathcal{E}(\mathbf{g}) \) (see Table I), \( I_r \) is a current flowing through the \( r \)th basis function prior to the modification, \( Y_{rr} \) is the \( r \)th diagonal term of matrix \( \mathbf{Y}_\mathcal{E} \), \( \mathbf{y}_{\mathcal{E}\setminus r} \) is the \( r \)th column of matrix \( \mathbf{Y}_\mathcal{E} \), and \( \mathbf{C}_{\mathcal{E}\setminus r} = [\mathbf{C}_{\mathcal{E}\setminus r,nn}] \) is an indexing matrix

\[
C_{\mathcal{E}\setminus r,nn} = \begin{cases} 0 & \text{if } n = r \\ 1 & \text{otherwise} \end{cases}
\]

in which all columns full of zeros are removed. Current \( \mathbf{I}_{\mathcal{E}} \) corresponding to word \( \mathbf{g} \) is supposed to be known from the previous iteration. When all possible removals (20) are evaluated, the perturbed currents are collected in a matrix as

\[
[\mathbf{I}_{\mathcal{E}}(\mathbf{g})] = [\mathbf{I}_{\mathcal{E}\setminus r}], \quad r \in \mathcal{R}(\mathbf{g}).
\]

A physical interpretation of (20) is such that the original current \( \mathbf{I}_{\mathcal{E}} \) is zeroed at the \( r \)th position by a placement of
a particular voltage source. This might be understood as an application of Norton’s equivalence theorem [58], zeroing the $r$th column and row in admittance matrix $Y_{E}$, and therefore, as a removal of the $r$th column and the $r$th row of impedance matrix $Z_{E}$.

The implementation of the DOF removal is shown in function TOPOREMOVE.M (see the Supplementary Material [36]).

**APPENDIX B**

**RANK-1 PERTURBATION—DOF ADDITION**

Similar to removals introduced in Appendix A, the previously removed DOF can be added back to a structure. For this purpose, the original impedance matrix $Z$ and excitation vector $V$ have to be stored in the memory.

The current with the $a$th DOF added is evaluated as [30]

$$I_{E,la} = C_{E,la}^{T} \left[ \begin{bmatrix} I_{E,la} \\ \vdots \\ I_{E,la} \\ \vdots \\ z_{a} \end{bmatrix} - \begin{bmatrix} \frac{(C_{E}^{T}z_{a})^{T}I_{E}}{z_{a}} \\ \vdots \\ \frac{(C_{E}^{T}z_{a})^{T}I_{E}}{z_{a}} \\ \vdots \\ \begin{bmatrix} \frac{(C_{E}^{T}z_{a})^{T}I_{E}}{z_{a}} \end{bmatrix} \end{bmatrix} C_{E,la} \right] (23)$$

where $v_{a}$ is the voltage at the $a$th position of the original vector $V$, the auxiliary variables $x_{a}$ and $z_{a}$ read

$$x_{a} = Y_{E}C_{E}^{T}z_{a} \quad \text{and} \quad z_{a} = Z_{aa} - (C_{E}^{T}z_{a})^{T}x_{a} (24)$$

respectively, with $z_{a}$ being the $a$th column of the original impedance matrix $Z$, $Z_{aa}$ being the $a$th diagonal term of the original matrix $Z$, and the entries of indexing matrix $C_{E,la} = [C_{E,la,mm}]$ read

$$C_{E,la,mm} = \begin{cases} 1 & \iff n = S(m) \\ 0 & \text{otherwise} \end{cases} (25)$$

with $m \in \{1, 2, \ldots, E + 1\}$ and $S$ is a set of target indices if a set $[E, a]$ is sorted in ascending order. Finally, the perturbed currents for all possible additions are evaluated and collected as $[I_{A}(g)] = [I_{E,la}]$, $a \in A(g)$.

An implementation of the DOF addition is shown in function TOPOADD.M (see the Supplementary Material [36]).

**APPENDIX C**

**EVALUATION OF OPTIMIZATION METRICS**

Once a structure is modified, the performance of a device is evaluated and the topology sensitivities (16) for all topology perturbations represented by currents $[I_{E}(g)]$ and $[I_{A}(g)]$.

Since the dimension of matrices $[I_{E}(g)]$ and $[I_{A}(g)]$ are different and the ordering of DOFs is different for each column, the matrix operators used for the evaluation of the objective function have to be modified according to $A_{E} = C_{E}^{T}AC_{E}$, where matrix $C_{E}$ coincides with $C_{E,la}$ for $e = r$ (removal) and $C_{E,la}$ for $e = a$ (addition) and cuts unused columns and rows from matrix $A$, providing also correct ordering for the multiplication between the matrix operator and current vectors [see (5)]. The algebraic operation $C_{E}^{T}AC_{E}$ is computationally inexpensive and is equivalent to direct indexing.
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