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ABSTRACT. We revisit a classical question: how large is the minimal logarithmic energy of $n$ points on $S^2$

$$E_{\log}(n) = \min_{x_1, \ldots, x_n \in S^2} \frac{1}{n} \sum_{i,j=1 \atop i \neq j}^{n} \log \frac{1}{\|x_i - x_j\|}?$$

Bétermin & Sandier (building on work of Sandier & Serfaty) showed that

$$E_{\log}(n) = \left(\frac{1}{2} - \log 2\right) n^2 - \frac{n \log n}{2} + c_{\log} \cdot n + o(n),$$

where the constant $c_{\log}$ is characterized by a certain renormalized minimization problem. Brauchart, Hardin & Saff conjectured a closed form expression for $c_{\log} (\sim -0.05)$ assuming analytic continuation. We describe a simple renormalization approach that results in a purely local problem involving superpositions of Gaussians. In particular, if the hexagonal lattice minimizes Gaussians energy, this would prove that $c_{\log}$ indeed coincides with the conjectured value. We also improve the lower bound from $c_{\log} \geq -0.223$ to $c_{\log} \geq -0.095$.

1. INTRODUCTION

We revisit the classical problem of trying to understand the minimal logarithmic energy of a set of points $\{x_1, \ldots, x_n\} \subset S^2$. This quantity is defined by

$$E_{\log}(n) = \min_{x_1, \ldots, x_n \in S^2} \frac{1}{n} \sum_{i,j=1 \atop i \neq j}^{n} \log \frac{1}{\|x_i - x_j\|},$$

where $S^2 \subset \mathbb{R}^3$ is the sphere of radius 1 and $\|\cdot\|$ is the Euclidean distance in $\mathbb{R}^3$.

A standard potential-theoretic approach would be to assume that the best case is where the points are fairly evenly distributed over the sphere and that in this case

$$\sum_{i,j=1 \atop i \neq j}^{n} \log \frac{1}{\|x - y\|} \sim \frac{n^2}{|S^2|^2} \int_{S^2} \int_{S^2} \log \frac{1}{\|x - y\|} dxdy = \left(\frac{1}{2} - \log 2\right) n^2.$$

This is indeed the correct leading order. As for refined estimates, it is known that

$$\frac{n}{2} \log n + c_1 n \leq E_{\log} - \left(\frac{1}{2} - \log 2\right) n^2 \leq \frac{n}{2} \log n + c_2 n,$$

where the lower bound follows from a result of Elkies (see Baker [3] or Lang [21]) with another proof given by Wagner [33]. The upper bound was established, with explicit constants, by Rakhmanov, Saff & Zhou [26], see [1, 2] for other examples. Bétermin & Sandier [10] adapted a renormalization scheme of Sandier & Serfaty.
to prove that there indeed exists, asymptotically, a constant in front of the linear term, i.e.

$$E_{\log}(n) = \left(\frac{1}{2} - \log 2\right) n^2 - \frac{n \log n}{2} + c_{\log} \cdot n + o(n).$$

The best known lower bound $c_{\log} \geq -0.223$ is due to Dubickas [17]. As for the upper bound, a very nearly optimal explicit construction is due to Beltran & Etayo [8]. Betermin & Sandier [27] showed that $c_{\log} \leq c_{BHS}$, where $c_{BHS}$ denotes a constant earlier introduced by Brauchart, Hardin & Saff [15]: they interpret the logarithmic energy as the derivative of the $s$–Riesz energy and suggest the following

**Conjecture** (Brauchart, Hardin & Saff [15]).

$$c_{\log} = 2 \log 2 + \frac{1}{2} \log \frac{2}{3} + 3 \log \frac{\sqrt{\pi}}{\Gamma(1/3)} \sim -0.055605\ldots$$

We observe that the question has also received attention as being related to Problem 7 on Smale’s list [28]: is it possible to find, with computational cost at most polynomial in $n$, points $\{x_1, \ldots, x_n\} \subset S^2$ such that

$$\sum_{i,j=1 \atop i \neq j}^n \log \|x_i - x_j\| \leq E_{\log}(n) + C \log n?$$

There is a nice survey by Beltran [6] and, more recently, a detailed description in the book by Borodachov, Hardin & Saff [12, Chapter 7]. We also refer to Hardin, Michaels & Saff [20] who survey several popular point configurations on $S^2$.

2. Results

2.1. The Main Result. The purpose of our paper is to provide a simple renormalization procedure that is completely explicit. Its main ingredient is the heat kernel $e^{t \Delta} \delta_x$ applied to a Dirac measure located in a point $x \in S^2$. While this object is perhaps somewhat abstract on more general manifolds, there are explicit formulas on $S^2$ (see e.g. [24] and references therein). Moreover, we will only use this object for very small values of $t$ (roughly $t \sim n^{-1}$ as $n \to \infty$). In that regime, we have Varadhan’s short time asymptotics [31, 32] suggesting that if $x, y \in S^2$ are two points that are very close (and only those will matter), then

$$[e^{t \Delta} \delta_{x_k}](x) \sim \frac{1}{4 \pi t} \exp \left(\frac{\|x - x_k\|^2}{4t}\right).$$

Therefore, we can think of this object as ‘basically’ a Gaussian when $t$ is small. Moreover, if $t \sim n^{-1}$, then this Gaussian is spaced out at scale $\sim n^{-1/2}$ which is the distance we expect between two nearby points in the minimal energy configuration.

**Theorem** (Main Result). For all sets of distinct points $\{x_1, \ldots, x_n\} \subset S^2$ and all $t > 0$, the expression

$$\frac{1}{2\pi} \sum_{k,l=1 \atop k \neq l}^n \log \frac{1}{\|x_k - x_l\|} - \int_0^t \sum_{k,l=1 \atop k \neq l}^n (e^{s \Delta} \delta_{x_k})(x_k) ds - \left\| e^{(t/2) \Delta} \left( \sum_{k=1}^n \delta_{x_k} \right) \right\|_{H^{-1}}^2$$

is independent of the set of points.
This means that the problems
\[ \sum_{k, \ell = 1 \atop k \neq \ell}^n \log \frac{1}{||x_k - x_\ell||} \rightarrow \min \]
and, for any fixed \( t > 0 \),
\[ \int_0^t \sum_{k, \ell = 1 \atop k \neq \ell}^n (e^{s \Delta} \delta_{x_k})(x_k) ds + \left\| e^{(t/2)\Delta} \left( \sum_{k=1}^n \delta_{x_k} \right) \right\|_{H^{-1}}^2 \rightarrow \min \]
are completely equivalent: their energy differs by a universal constant, depending only on \( n \) and \( t \), for which we can give fairly precise estimates as \( t \to 0 \) (see §4.1). We are completely free to choose \( t \) any way we see fit and we will argue in §2.2 that \( t = c/n \) for some constant \( c \gg 1 \) is a particularly useful choice. The result also holds on \( S^d \) and certain compact rank one symmetric spaces (basically, what we need is that the heat kernel ‘looks the same’ in every point).

2.2. Simplifying the Problem. We will now analyze the first term in our functional for \( s \) fixed, i.e. the problem
\[ \sum_{k, \ell = 1 \atop k \neq \ell}^n \int_{S^2} \left[ e^{s \Delta} \delta_{x_k} \right] (x_\ell) \rightarrow \min . \]
If \( s \sim n^{-1} \), then this is, in some sense, a much simpler problem: it is essentially Gaussian interaction at the scale of nearest neighbor distances. This energy functional already arose in a series of other settings [22, 29, 30]. The specific problem that governs the behavior of the minimal logarithmic energy at the linear scale is:

**Problem 1.** Let \( 0 < c < \infty \) and consider for \( \{x_1, \ldots, x_n\} \subset S^2 \)
\[ \sum_{i, j = 1}^n \exp \left( -c \cdot n \cdot ||x_i - x_j||^2 \right) \rightarrow \min \]
Prove that minimizing configurations behave locally like the hexagonal lattice (on most of the domain as \( n \to \infty \)).
It is probably not important that the points are on \( S^2 \), the statement presumably does not depend much on the underlying manifold. This is a classical crystallization conjecture (see e.g. [11]). There are many such conjectures for a wide variety of kernels; there is a lot of numerical evidence for most of them (in particular, it is likely that this problem has already been stated many times in the literature). The relevance of this problem is captured in the following ‘Meta’-Theorem. We cannot state it as a Theorem because it depends on how accurately one solves Problem 1.

‘Meta’-Theorem. *A sufficiently quantitative solution of Problem 1 implies the conjecture of Brauchert, Hardin \& Saff [15]*
\[ c_{\text{log}} = 2 \log 2 + \frac{1}{2} \log \frac{2}{3} + 3 \log \frac{\sqrt{\pi}}{\Gamma(1/3)} \sim -0.055605 \ldots \]
It would also imply similar such statements on other compact rank one symmetric spaces and methods of obtaining the constant.
‘Meta’-Proof. We want to solve, for some \( t > 0 \),
\[
\int_0^t \sum_{k, \ell = 1 \atop k \neq \ell}^n (e^{s \Delta} \delta_{x_{\ell}}) (x_k) \, ds + \left\| e^{(t/2) \Delta} \left( \sum_{k=1}^n \delta_{x_k} \right) \right\|_{H^{-1}}^2 \to \min.
\]

By picking \( t = c/n \) and using the hypothetical solution to Problem 1, we see that the first term is minimized by a structure that is locally hexagonal. If the points behave locally like a hexagonal lattice and \( t = c/n \), then, as \( n \to \infty \),
\[
\left\| e^{(c/(2n)) \Delta} \left( \sum_{k=1}^n \delta_{x_k} \right) \right\|_{H^{-1}}^2 \leq f(c) \int_0^{c/n} \sum_{k, \ell = 1 \atop k \neq \ell}^n (e^{s \Delta} \delta_{x_{\ell}}) (x_k) \, ds
\]
where \( f(c) \to 0 \) as \( c \to \infty \). We give more details in §4.4. □

Summarizing, we have the following chain of arguments.

1. Minimizing logarithmic energy is the same as minimizing, for any \( t > 0 \),
\[
\int_0^t \sum_{k, \ell = 1 \atop k \neq \ell}^n (e^{s \Delta} \delta_{x_{\ell}}) (x_k) \, ds + \left\| e^{(t/2) \Delta} \left( \sum_{k=1}^n \delta_{x_k} \right) \right\|_{H^{-1}}^2 \to \min.
\]

2. The first term is an integral over interactions of Gaussian-type. For each \( s > 0 \), we expect the minimizing configuration to be approximately hexagonal and thus also for superpositions and for solutions of
\[
\int_0^t \sum_{k, \ell = 1 \atop k \neq \ell}^n (e^{s \Delta} \delta_{x_{\ell}}) (x_k) \, ds \to \min
\]
which should also be locally hexagonal.

3. If that is the case and we choose \( t = c/n \) with \( c \gg 1 \), then this first term is bigger than the second term. In particular, we could estimate the logarithmic energy by only taking the first term and letting \( c \to \infty \) (regarding order of limits, we would consider a fixed \( c \) and then let \( n \to \infty \) and then afterwards remark that we could pick \( c \) larger and larger).

4. This would result in the constant predicted by Brauchart, Hardin & Saff (see §5) and establish the linear asymptotics for the logarithmic energy.

This line of reasoning is naturally related to a recent paper of Petracek & Serfaty \cite{PetracheSerfaty2018}: they show that the Cohn-Kumar \cite{CohnKumar1987} conjecture in \( d = 2 \) would imply that the hexagonal lattice is optimal with respect to the renormalized energy (see Sandier & Serfaty \cite{SandierSerfaty2009}) and thus, via the work of Bétermin & Sandier \cite{BeterminSandier2016}, would lead to \( c_{\log} \) coinciding with the value predicted by Brauchart, Hardin & Saff \cite{BrauchartHardinSaff2015}.

2.3. An improved lower bound. A byproduct of our approach is a new lower bound on \( c_{\log} \). We recall that, due to Bétermin & Sandier \cite{BeterminSandier2016}, we have the asymptotic expansion
\[
\mathcal{E}_{\log}(n) = \left( \frac{1}{2} - \log 2 \right) n^2 - \frac{n \log n}{2} + c_{\log} \cdot n + o(n),
\]
where \( c_{\log} \) is known to satisfy
\[
-0.223 \leq c_{\log} \leq -0.055605 \ldots
\]
with the lower bound being due to Dubickas [17] and the upper bound is due to Bétermin & Sandier [10]. It is widely assumed that the upper bound is sharp.

**Corollary 1.** We have

\[
\log \frac{4 - 1 - \gamma}{2} \sim -0.0954 \ldots,
\]

where \( \gamma \sim 0.577 \ldots \) is the Euler-Mascheroni constant.

What is nice about the proof is that it fits into the overarching philosophy: we get this particular value by considering \( t = 1/n \) and have to deal with two particular objects, those being

\[
\int_0^t \sum_{k,l=1}^n (e^{s \Delta} \delta_{x_l})(x_k)ds \quad \text{and} \quad \left\| e^{(t/2)\Delta} \left( \sum_{k=1}^n \delta_{x_k} \right) \right\|_{H_{-1}}^2.
\]

We bound both from below by 0. This is fairly accurate for the first term when \( 0 \leq t \ll 1/n \) and is fairly accurate for the second term when \( t \gg 1/n \). The point \( t = 1/n \) represents a nice middle ground between the two. One would like to choose \( t = c/n \) for \( c \gg 1 \) to be able to comfortably ignore the second term – then, however, the first term becomes more important and we require a more detailed understanding of the local geometry of optimal configurations.

**2.4. Two identities.** Finally, we note two other byproducts of our approach. The first one is an alternative expression for the constant \( c_{\log} \) governing the linear term under the assumption of optimal configurations being locally hexagonal. Following Borwein & Borwein [13], we introduce, for \( |q| < 1 \), the series

\[
L(q) = \sum_{m,n=-\infty}^{\infty} q^{m^2+mn+n^2}.
\]

This is the cubic analogue of the Jacobi theta function and satisfies a number of interesting identities, we refer to [13, 18] for more details.

**Corollary 2.** If the minimizing configuration is locally hexagonal, then the limit

\[
X = \lim_{c \to \infty} \int_0^c \frac{1}{2s} \left( L \left( e^{-\frac{2\pi}{\sqrt{3}}} - 1 \right) - 1 \right) ds - \frac{c}{2} + \frac{\log (4c)}{2} - \frac{\gamma}{2},
\]

exists, accurately describes the constant in front of the linear term and satisfies

\[
X = 2 \log 2 + \frac{1}{2} \log \frac{2}{3} + 3 \log \frac{\sqrt{\pi}}{\Gamma(1/3)}.
\]

Our argument for Corollary 2 comes in two parts: for the first part, we actually derive the expected energy for a hexagonal lattice using our main result: we will use \( t = c/n \) and then let \( c \) become large (this is the same \( c \) as in the expression in Corollary 2). As for the second part of our argument, we argue in a somewhat roundabout way: we use the representation formula from our main result and use it to compute what we expect the coefficient in front of the linear term to be – the result is the limit expression. At the same time, we know [10, 27] that the Brauchart-Hardin-Saff constant is indeed correct if the configuration is locally hexagonal and from this we get the second part.
We also obtain precise energy asymptotics for the incomplete gamma function

\[ \Gamma(0, z) = \int_z^\infty \frac{e^{-t}}{t} \, dt \]

when evaluated over the hexagonal lattice. The standard hexagonal lattice \( \Lambda \) in \( \mathbb{R}^2 \) is generated by the vectors

\[ v_1 = (1, 0) \quad \text{and} \quad v_2 = \left( \frac{1}{2}, \frac{\sqrt{3}}{2} \right). \]

We note that, for \( k_1, k_2 \in \mathbb{Z} \),

\[ \|k_1 v_1 + k_2 v_2\|^2 = k_1^2 + k_1 k_2 + k_2^2. \]

Therefore,

\[ \sum_{\lambda \in \Lambda \setminus \{0\}} \Gamma(0, \varepsilon \|\lambda\|^2) = \sum_{(k_1, k_2) \neq (0, 0)} \Gamma(0, \varepsilon (k_1^2 + k_1 k_2 + k_2^2)). \]

We obtain a three-term expansion.

**Corollary 3.** As \( \varepsilon \rightarrow 0 \), we have

\[ \sum_{(k_1, k_2) \in \mathbb{Z}^2 \setminus \{ (0, 0) \}} \Gamma(0, \varepsilon (k_1^2 + k_1 k_2 + k_2^2)) = \frac{2\pi}{\sqrt{3}} \frac{1}{\varepsilon} - \log \left( \frac{1}{\varepsilon} \right) + \gamma + \log \left( \frac{4\pi^2}{\sqrt{3}\Gamma\left( \frac{1}{3} \right)^6} \right) + o(1). \]

We observe that \( \Gamma(0, z) \) does decay exponentially for \( |z| \gtrsim 1 \) and it is thus relatively easy to check this expansion (since only few lattice points close to the origin will actually have non-negligible contributions). The error term might be quite small.

### 2.5. Outline

§3 recalls some of the basic properties of Green’s functions and the heat equation and proves the main result. §4 derives the new lower bound on the constant, various ways how one could hope to improve it further and discusses the ‘Meta-Theorem’. §5 discusses the representation formulas, Corollary 2 and Corollary 3.

### 3. Proof of the Theorem

Experts in Operator Theory may recognize the main result as a fairly simple consequence of the identity

\[ \frac{1}{\lambda} = \int_0^t e^{-\lambda s} \, ds + \frac{e^{-\lambda t}}{\lambda}. \]

However, we will give a completely elementary and explicit argument that tries to be as concrete as possible at all time.

#### 3.1. Preliminary Facts

Let \( f \) be a measure on a smooth, compact manifold \((M, g)\) without boundary (we will apply this later to \( \mathbb{S}^2 \) equipped with the canonical metric). We use \( e^{t\Delta} f \) to denote the solution of the heat equation

\[ \frac{\partial u}{\partial t} = \Delta u. \]
initialized with \( u(0, \cdot) = f \) after \( t \) units of time. Denoting the \( L^2 \)-normalized spherical harmonics by \(-\Delta \phi_k = \lambda_k \phi_k\), we have

\[
e^{t\Delta} f = \sum_{k=0}^{\infty} e^{-\lambda_k t} \langle f, \phi_k \rangle \phi_k.
\]

The Green function is defined as the solution of

\[-\Delta_x \int_M G(x, y)f(y)dy = f(x).
\]

This implies that we have to have

\[
\int_M G(x, y)\phi_k(y)dy = \frac{\phi_k(x)}{\lambda_k}
\]

and thus, by linearity,

\[
\int_M G(x, y)f(y)dy = \sum_{k=1}^{\infty} \frac{\langle f, \phi_k \rangle^2}{\lambda_k} \phi_k(x).
\]

This is quite similar to the Sobolev norm \( \dot{H}^{-1} \) which is defined by

\[
\|f\|_{\dot{H}^{-1}}^2 = \sum_{k=1}^{\infty} \frac{\langle f, \phi_k \rangle^2}{\lambda_k}.
\]

Note, in particular, that these two notions are related via

\[
\int_{M \times M} G(x, y)f(x)f(y)dxdy = \left\langle \int_M G(x, y)f(y)dy, f(x) \right\rangle = \sum_{k=1}^{\infty} \frac{\langle f, \phi_k \rangle^2}{\lambda_k} = \|f\|_{\dot{H}^{-1}}^2.
\]

We note that the heat equation and the Green function are both spectral multipliers and thus, whenever \( s_1 + t_1 = s_2 + t_2 \) and all four numbers are positive,

\[
\int_M \int_M G(x, y)e^{s_1 \Delta} f(x)e^{t_1 \Delta} g(y)dxdy = \sum_{k=1}^{\infty} e^{-s_1 \lambda_k} \frac{\langle f, \phi_k \rangle \langle g, \phi_k \rangle}{\lambda_k} e^{-t_1 \lambda_k} = \sum_{k=1}^{\infty} e^{-s_2 \lambda_k} \frac{\langle f, \phi_k \rangle \langle g, \phi_k \rangle}{\lambda_k} e^{-t_2 \lambda_k} = \int_M \int_M G(x, y)e^{s_2 \Delta} f(x)e^{t_2 \Delta} g(y)dxdy.
\]

We will use this specifically, when \( f \) and \( g \) are Dirac measures in two distinct points \( x_k \neq x_\ell \) where this identity implies that

\[
\int_{S^2} \int_{S^2} G(x, y)e^{t/2\Delta} \delta_{x_k}(x)e^{t/2\Delta} \delta_{x_\ell}(y)dxdy = \int_{S^2} \int_{S^2} G(x, y)\delta_{x_k}(x)e^{t\Delta} \delta_{x_\ell}(y)dxdy = \int_{S^2} G(x_k, y)e^{t\Delta} \delta_{x_\ell}(y)dy.
\]
3.2. The identity on $\mathbb{S}^2$. We will now derive the main result. In §3.3 we will explain how the argument can be adapted to other geometries. We use 

$$\mathbb{S}^2 = \{(x, y, z) \in \mathbb{R}^3 : x^2 + y^2 + z^2 = 1\}$$

to denote the standard sphere in $\mathbb{R}^3$ equipped with the canonical metric and thus normalized to have surface area $4\pi$. The Green’s function in terms of the Euclidean distance is then given by

$$G(x, y) = \frac{1}{2\pi} \log \frac{1}{\|x - y\|} + c_2$$

where $c_2$ is chosen so that $G(x, \cdot)$ has mean value 0 on $\mathbb{S}^2$. Since

$$\frac{1}{(4\pi)^2} \int_{\mathbb{S}^2} \int_{\mathbb{S}^2} \log \frac{1}{\|x - y\|} dxdy = \frac{1}{2} - \log 2$$

we have from the symmetry of the sphere that for all $x \in \mathbb{S}^2$

$$\frac{1}{4\pi} \int_{\mathbb{S}^2} \log \frac{1}{\|x - y\|} dy = \frac{1}{2} - \log 2$$

and thus

$$\int_{\mathbb{S}^2} \frac{1}{2\pi} \log \frac{1}{\|x - y\|} dxdy = 1 - 2\log 2$$

from which we deduce that

$$c_2 = -\frac{1}{4\pi} + \frac{\log 2}{2\pi}.$$ 

We refer to Beltran, Criado del Rey & Corral [7] for more details and examples of Green functions on other ‘nice’ manifolds.

**Proof of the Theorem.** Recall that

$$\Delta y G(x, y) = \frac{1}{4\pi} - \delta_x.$$ 

Fixing the measure

$$\mu = \frac{1}{n} \sum_{k=1}^n \delta_{x_k},$$

we have

$$\left\|e^{(t/2)\Delta} \mu\right\|_{H^{-1}}^2 = \int_{\mathbb{S}^2} \int_{\mathbb{S}^2} G(x, y)e^{t/2\Delta} \mu(x)e^{t/2\Delta} \mu(y)dxdy$$

$$= \frac{1}{n^2} \sum_{k=1}^n \int_{\mathbb{S}^2} \int_{\mathbb{S}^2} G(x, y)e^{t/2\Delta} \delta_{x_k}(x)e^{t/2\Delta} \delta_{x_k}(y)dxdy$$

$$= \frac{1}{n^2} \sum_{k=1}^n \int_{\mathbb{S}^2} \int_{\mathbb{S}^2} G(x, y)e^{t/2\Delta} \delta_{x_k}(x)e^{t/2\Delta} \delta_{x_k}(y)dxdy$$

$$+ \frac{1}{n^2} \sum_{k,l=1}^n, k \neq l \int_{\mathbb{S}^2} \int_{\mathbb{S}^2} G(x, y)e^{t/2\Delta} \delta_{x_k}(x)e^{t/2\Delta} \delta_{x_l}(y)dxdy.$$
We first control the off-diagonal terms. As noted above, we can rewrite them as

$$\int_{S^2} \int_{S^2} G(x, y)e^{t/2\Delta} \delta_{x_k}(x)e^{t/2\Delta} \delta_{x_t}(y)dxdy = \int_{S^2} \int_{S^2} G(x, y)\delta_{x_k}(x)e^{t\Delta} \delta_{x_t}(y)dxdy$$

$$= \int_{S^2} G(x_k, y)e^{t\Delta} \delta_{x_t}(y)dy.$$

We also note that, since $x_k \neq x_t$, as $t \to 0$,

$$\lim_{t \to \infty} \int_{S^2} G(x_k, y)e^{t\Delta} \delta_{x_t}(y)dy = G(x_k, x_t).$$

Finally, assuming again $x_t \neq x_k$, we control the variation in time via

$$\frac{\partial}{\partial t} e^{t\Delta} \delta_{x_t}(y) = \Delta_y e^{t\Delta} \delta_{x_t}(y),$$

integration by parts and

$$\Delta_y G(x_k, y) = \frac{1}{4\pi} - \delta_{x_k}$$

to conclude

$$\frac{\partial}{\partial t} \int_{S^2} G(x_k, y)e^{t\Delta} \delta_{x_t}(y)dy = \int_{S^2} G(x_k, y)\Delta_y e^{t\Delta} \delta_{x_t}(y)dy$$

$$= \int_{S^2} \Delta_y G(x_k, y)e^{t\Delta} \delta_{x_t}(y)dy$$

$$= \int_{S^2} \left( \frac{1}{4\pi} - \delta_{x_k} \right) e^{t\Delta} \delta_{x_t}(y)dy$$

$$= \frac{1}{4\pi} - (e^{t\Delta} \delta_{x_t})(x_k).$$

We use this together with the fundamental theorem of calculus to conclude that

$$\int_{S^2} \int_{S^2} G(x, y)e^{t/2\Delta} \delta_{x_k}(x)e^{t/2\Delta} \delta_{x_t}(y)dxdy = \int_{S^2} \int_{S^2} G(x, y)\delta_{x_k}(x)e^{t\Delta} \delta_{x_t}(y)dxdy$$

$$= \int_{S^2} G(x_k, y)e^{t\Delta} \delta_{x_t}(y)dy$$

$$= G(x_k, x_t) + \frac{t}{4\pi} - \int_0^t (e^{s\Delta} \delta_{x_t})(x_k)ds.$$

It remains to analyze the diagonal terms which are of the form

$$\int_{S^2} G(x_k, y)e^{t\Delta} \delta_{x_k}(y)dy.$$ 

However, by the symmetries of $S^2$, the value of this integral depends on $t$ and not on $x_k$. Collecting all these terms, we have established the identity, for any arbitrary point $z \in S^2$

$$\left\|e^{(t/2)\Delta} \mu\right\|^2_{H^{-1}} = \frac{1}{n^2} \sum_{k,l \neq 1}^{n} G(x_k, x_l) + \frac{n(n-1)}{n^2} \frac{t}{4\pi}$$

$$- \frac{1}{n^2} \sum_{k,l \neq 1}^{n} \int_0^t (e^{s\Delta} \delta_{x_t})(x_k)ds + \frac{1}{n} \int_{S^2} G(z, y)e^{t\Delta} \delta_{x}(y)dy.$$
We recall that
\[ G(x, y) = \frac{1}{2\pi} \log \frac{1}{\|x - y\|} + \left( -\frac{1}{4\pi} + \frac{\log 2}{2\pi} \right) \]
and therefore arrive at
\[ 2\pi n^2 \left\| e^{(t/2)\Delta} \mu \right\|_{H^{-1}}^2 = \left( \sum_{k, \ell = 1 \atop k \neq \ell}^n \log \frac{1}{\|x_k - x_\ell\|} \right) + 2\pi \left( -\frac{1}{4\pi} + \frac{\log 2}{2\pi} \right) n(n - 1) \]
\[ + n(n - 1) \frac{t}{2} - 2\pi \sum_{k, \ell = 1 \atop k \neq \ell}^n \int_0^t (e^{s\Delta} \delta_{x_k})(x_k) ds \]
\[ + 2\pi n \int_{\mathbb{S}^2} G(z, y)e^{t\Delta} \delta_{z}(y) dy. \]
 Altogether, we arrive at, for any \( z \in \mathbb{S}^2 \),
\[ \sum_{k, \ell = 1 \atop k \neq \ell}^n \log \frac{1}{\|x_k - x_\ell\|} = \left( \frac{1}{2} - \log 2 \right) n^2 - \left( \frac{1}{2} - \log 2 \right) n - \frac{n(n - 1)t}{2} \]
\[ + 2\pi \sum_{k, \ell = 1 \atop k \neq \ell}^n \int_0^t (e^{s\Delta} \delta_{x_k})(x_k) ds - 2\pi n \int_{\mathbb{S}^2} G(z, y)e^{t\Delta} \delta_{z}(y) dy \]
\[ + 2\pi n^2 \left\| e^{(t/2)\Delta} \mu \right\|_{H^{-1}}^2. \]
We see that this implies the desired statement since the expression involving \( z \in \mathbb{S}^2 \) is completely arbitrary and independent of the points \( \{x_1, \ldots, x_n\} \). \( \square \)

In particular, we can rearrange the expression and see that the constant (which the theorem guarantees to be independent of the actual points)
\[ X = \frac{1}{2\pi} \sum_{k \neq \ell} \log \frac{1}{\|x_k - x_\ell\|} - \sum_{k \neq \ell} \int_0^t (e^{s\Delta} \delta_{x_k})(x_k) ds - \left\| e^{(t/2)\Delta} \left( \sum_{k=1}^n \delta_{x_k} \right) \right\|_{H^{-1}}^2 \]
is given by
\[ X = \frac{1}{2\pi} \left( \frac{1}{2} - \log 2 \right) n(n - 1) - \frac{n(n - 1)t}{4\pi} - n \int_{\mathbb{S}^2} G(z, y)e^{t\Delta} \delta_{z}(y) dy, \]
where, as remarked before, \( z \in \mathbb{S}^2 \) is arbitrary (since the integral is constant in \( z \)).

3.3. Other manifolds. A similar argument can be carried out on any smooth, compact Riemannian manifold \((M, g)\). We note that we have
\[ \Delta_y G(x, y) = \frac{1}{\text{vol}(M)} - \delta_x. \]
The first half of the argument is identical. We arrive at
\[ \int_M \int_M G(x, y)e^{t/2\Delta} \delta_{x_k}(x)e^{t/2\Delta} \delta_{x_\ell}(y) dx dy = G(x_k, x_\ell) + \frac{t}{\text{vol}(M)} \]
\[ - \int_0^t (e^{s\Delta} \delta_{x_\ell})(x_k) ds. \]
The second half of the argument gives
\[ \left\| e^{(t/2)\Delta} \mu \right\|^2_{L^2} = \frac{1}{n^2} \sum_{k \neq \ell} G(x_k, x_\ell) + \frac{n(n-1)}{n^2} \frac{t}{4\pi} \]
\[ - \frac{1}{n^2} \sum_{k \neq \ell} \int_0^t \left( e^{s\Delta} \delta_{x_k} \right)(x_k) ds + \frac{1}{n^2} \sum_{k=1}^n \int_M G(x_k, y) e^{t\Delta} \delta_{x_k}(y) dy. \]

We observe that the new quantity
\[ \frac{1}{n^2} \sum_{k=1}^n \int_M G(x_k, y) e^{t\Delta} \delta_{x_k}(y) dy \]

is not independent of the set of points and will generically depend on them. However, on manifolds with additional symmetry such as \( S^d \), it is possible for each integral to be actually independent of \( x_k \) in which case we obtain a result analogous to our Theorem. This is particularly interesting in other domains for which explicit expression for the Green function are available: Beltran, Criado del Rey & Corral \[6\] list several. Our argument could conceivably be carried out on all of them (though it is a priori less clear whether everything can be done in closed form). On general manifolds, we expect that for time \( t \) small, that the expression behaves in a way that is indistinguishable from Euclidean space: we expect
\[ G(x_k, y) \sim c \log \frac{1}{\|x_k - y\|} + c_2 \]

where \( c \) does not depend on the point \( x_k \). This then leads to a logarithmic term (the second largest term in the asymptotic expansion of \( E_{\log} \)) which is already known to only depend on the volume of the manifold (an argument ascribed to Elkies \[21\]).

4. A Lower Bound on the Constant: Proof of Corollary

4.1. A Lemma. We need an additional ingredient: an estimate for the quantity that we know is independent of the actual point (but, since we are interested in an explicit constant, needs to be estimated).

Lemma 1. Let \( z \in S^2 \). Then, as \( t \to 0 \),
\[ \int_{S^2} G(z, y) e^{t\Delta} \delta_z(y) dy = -\frac{1}{4\pi} + \frac{\log 2}{2\pi} + \frac{\gamma}{4\pi} - \frac{\log (4t)}{4\pi} + o(1), \]

where \( \gamma \) denotes the Euler-Mascheroni constant.

Proof. Recalling that
\[ G(x, y) = \frac{1}{2\pi} \log \frac{1}{\|x - y\|} + \left( -\frac{1}{4\pi} + \frac{\log 2}{2\pi} \right). \]

Noting that the heat kernel of a Dirac measure always has total integral 1 (since the heat kernel preserves the total integral of a function it is being applied to), we have
\[ \int_{S^2} G(z, y) e^{t\Delta} \delta_z(y) dy = \frac{1}{2\pi} \int_{S^2} \log \left( \frac{1}{\|z - y\|} \right) e^{t\Delta} \delta_z(y) dy + \left( -\frac{1}{4\pi} + \frac{\log 2}{2\pi} \right). \]
It remains to analyze the term

\[
\int_{\mathbb{S}^2} \log \left( \frac{1}{\|z - y\|} \right) e^{t \Delta \delta_z(y)} dy
\]

which is independent of the point \( z \). We know that, as \( t \to 0 \),

\[
[e^{t \Delta \delta_x}] (x) \sim \frac{1}{4 \pi t} \exp \left( - \frac{\|x - x_k\|^2}{4t} \right)
\]

and the remaining question is the size of the error term. On \( \mathbb{S}^2 \), this is rather well understood \([4, 19]\) and we have for \( x, y \) sufficiently close to have uniqueness of geodesics (the formula would be slightly different if \( x \) and \( y \) were antipodal points but because of the rapid decay of the heat kernel, this does not play a role),

\[
[e^{t \Delta \delta_x}] (x) = 1 + O \left( \frac{1}{\log t} \right) \exp \left( - \frac{\|x - x_k\|^2}{4t} \right).
\]

We first note that \( e^{t \Delta \delta_x} \) has most of its mass in a \( \sqrt{t} \)-neighborhood of \( x \) and is exponentially decaying outside of that, area distortion is locally quadratic, thus

\[
\int_{\mathbb{S}^2} \log \left( \frac{1}{\|z - y\|} \right) e^{t \Delta \delta_x(y)} dy = \left( 1 + o \left( \frac{1}{\log t} \right) \right) \int_{\mathbb{R}^2} \log \left( \frac{1}{\|y\|} \right) e^{t \Delta \delta_0(y)} dy,
\]

where \( e^{t \Delta \delta_0} \) denotes the heat kernel in \( \mathbb{R}^2 \) applied to a Dirac measure in the origin – for this, there is an explicit formula

\[
[e^{t \Delta \delta_x}] (x) = \frac{1}{4 \pi t} \exp \left( - \frac{\|x - x_k\|^2}{4t} \right).
\]

Switching to polar coordinates, we have

\[
\int_{\mathbb{R}^2} \log \left( \frac{1}{\|y\|} \right) e^{t \Delta \delta_0(y)} dy = \frac{1}{4 \pi t} \int_0^\infty \log \left( \frac{1}{r} \right) \exp \left( - \frac{r^2}{4t} \right) 2 \pi r dr.
\]

It remains to evaluate this integral: introducing the exponential integral function

\[
\text{Ei}(z) = - \int_\infty^z \frac{e^{-t}}{t} dt,
\]

we have the antiderivative

\[
\int \log \left( \frac{1}{r} \right) \exp \left( - \frac{r^2}{4t} \right) 2 \pi r dr = -2 \pi t \text{Ei} \left( \frac{r^2}{4t} \right) - 4 \pi \exp \left( - \frac{r^2}{4t} \right) t \log \left( \frac{1}{r} \right).
\]

This quantity clearly tends to 0 as \( r \to \infty \), it thus remains to understand the behavior as \( r \to 0^+ \). We can use the asymptotic expansion for \( x \to 0^+ \)

\[
\text{Ei}(-x) = \log x + \gamma - \frac{3x}{4} + O(x^2)
\]

to conclude that, for \( r \to 0^+ \),

\[
2 \pi t \text{Ei} \left( \frac{r^2}{4t} \right) + 4 \pi \exp \left( - \frac{r^2}{4t} \right) t \log \left( \frac{1}{r} \right) = 2 \pi t \log \left( \frac{r^2}{4t} \right) + 2 \pi t \gamma
\]

\[
+ 4 \pi t \log \left( \frac{1}{r} \right) + O(r^2)
\]

\[
= 2 \pi t \gamma - 2 \pi t \log (4t) + O(r^2).
\]
Altogether

\[
\int_{\mathbb{R}^2} \log \left( \frac{1}{\|y\|} \right) e^{t \Delta} \delta_0(y) dy = \int_{\mathbb{R}^2} \log \left( \frac{1}{\|y\|} \right) \frac{1}{4\pi t} \exp \left( -\frac{\|y\|^2}{4t} \right) dy = \frac{1}{4\pi t} \int_0^{\infty} \log \left( \frac{1}{r} \right) \exp \left( -\frac{r^2}{4t} \right) 2\pi rdr = \frac{\gamma}{2} - \frac{\log (4t)}{2}.
\]

\[
\square
\]

4.2. Improving the estimate for the constant.

Proof of Corollary 1. We will again make use of the identity

\[
\sum_{k \neq \ell} \log \left( \frac{1}{\|x_k - x_\ell\|} \right) = \left( \frac{1}{2} - \log 2 \right) n^2 + \left( \log 2 - \frac{1}{2} \right) n - \frac{n(n-1)t}{2}
\]

\[
+ 2\pi \sum_{k \neq \ell} \int_0^t (e^{s \Delta} \delta_{x_\ell})(x_k) ds - 2\pi n \int_{\mathbb{R}^2} \mathcal{G}(z, y) e^{t \Delta} \delta_0(y) dy
\]

\[
+ 2\pi n \mathcal{H}^1 \left( \left\| e^{(t/2)\Delta} \mu \right\|_{H^{-1}} \right).
\]

We will ignore the Sobolev term completely and simply argue that

\[
2\pi n \mathcal{H}^1 \left( \left\| e^{(t/2)\Delta} \mu \right\|_{H^{-1}} \right) \geq 0.
\]

Likewise, we will ignore the interaction energy

\[
2\pi \sum_{k \neq \ell} \int_0^t (e^{s \Delta} \delta_{x_\ell})(x_k) ds \geq 0.
\]

Using Lemma 1, we obtain (as long as \( t \to 0 \), which is indeed the case since we will set \( t = \frac{1}{n} \))

\[
-2\pi n \int_{\mathbb{R}^2} \mathcal{G}(z, y) e^{t \Delta} \delta_0(y) dy = n \left( \frac{1}{2} - \log 2 \right) - \frac{n\gamma}{2} + n \frac{\log (4t)}{2} + o(n).
\]

Combining all these ingredients, we obtain the lower bound

\[
\sum_{k \neq \ell} \log \left( \frac{1}{\|x_k - x_\ell\|} \right) = \left( \frac{1}{2} - \log 2 \right) n^2 - \frac{n(n-1)t}{2} - \frac{\gamma n}{2} + n \frac{\log (4t)}{2} + o(n).
\]

Setting \( t = \frac{1}{n} \) leads to

\[
\sum_{k \neq \ell} \log \left( \frac{1}{\|x_k - x_\ell\|} \right) \geq \left( \frac{1}{2} - \log 2 \right) n^2 - \frac{1}{2} n \log n + \frac{-\gamma + \log (4) - 1}{2} n + o(n).
\]

We note that

\[
\frac{-\gamma + \log (4) - 1}{2} \sim -0.0954 \ldots
\]

which is the desired result. \( \square \)
4.3. **How to get further improvements.** At this point one could start wondering how to improve this. Room for improvement comes from our use of the two inequalities

\[
\sum_{k \neq \ell} \int_0^t \left( e^{s \Delta x_k} \right) (x_k) ds \geq 0 \quad \text{and} \quad \left\| e^{(t/2) \Delta} \mu \right\|_{H^{-1}}^2 \geq 0.
\]

which are both clearly lossy. However, any sort of serious improvement would require to have at least some knowledge about the minimal energy configuration. We will quickly illustrate this by using the first term: suppose we knew that, at least very locally, the configuration is approximately hexagonal in the sense that the nearest neighbors form a hexagon. This would suggest that each point has 6 other points at distance (see §5.1. for a derivation)

\[
\lambda = \frac{\sqrt{8 \pi}}{3^{1/4} \sqrt{n}}.
\]

That would then imply that the interaction between two such points \( x_k, x_\ell \) is at scale

\[
\left[ e^{t \Delta} \delta_{x_k} \right] (x_\ell) \sim \frac{1}{4 \pi t} \exp \left( -\frac{8 \pi}{\sqrt{3} \cdot 4t} \right).
\]

Thus we would expect

\[
2\pi \sum_{k \neq \ell} \int_0^t \left( e^{s \Delta} \delta_{x_k} \right) (x_\ell) ds \geq 12 \pi n \int_0^{1/n} \frac{1}{4 \pi t} \exp \left( -\frac{8 \pi}{\sqrt{3} \cdot 4t} \right) dt
\]

\[
\sim 0.017863n
\]

which would improve the for the constant from \( c_{\log} \geq -0.095 \) to the slightly better one \( c_{\log} \geq -0.077 \). Incorporating more and more points and picking \( t = c/n \) for \( c \gg 1 \) to shift the importance from the \( H^{-1} \)-term (which is tricky and global) to the local interaction energy eventually leads to the conjectured results (see §5). One could wonder how far one can get by knowing little: some improvement is possible but it is not large. We quickly sketch an argument.

**Proposition.** Let \( \{x_1, \ldots, x_n\} \subset \mathbb{S}^2 \) and let \( s > 0 \) be arbitrary. Then, as \( n \to \infty \),

\[
\# \left\{ x_i \mid \exists x_j \neq x_i \text{ such that } \|x_i - x_j\| \leq \frac{s}{\sqrt{n}} \right\} \geq \left( 1 - \frac{4 \pi}{\sqrt{3}} \right) n + o(n).
\]

**Proof.** Let us denote the number of points that do not have this property by \( X \). Then we can put a \((s/2)/\sqrt{n}\) ball around each of these points and the balls will not overlap. Since they don’t overlap, their maximum density is that of a hexagonal lattice which is \( \pi/\sqrt{12} \). Their area is approximately given by the area of the Euclidean counterpart since \( n \to \infty \). Altogether, this means that

\[
X \cdot \frac{s^2 \pi}{4n} \leq \frac{\pi}{\sqrt{12}} \cdot 4\pi.
\]

Rearranging gives the desired lower bound on \( n - X \). \( \square \)

We can use this to estimate, as \( n \to \infty \),

\[
2\pi \sum_{k \neq \ell} \int_0^t \left( e^{s \Delta} \delta_{x_k} \right) (x_\ell) ds \geq 2\pi \left( 1 - \frac{1}{s^2/\sqrt{3}} \right) n \int_0^{1/n} \frac{1}{4 \pi t} \exp \left( -\frac{s^2}{4nt} \right) dt.
\]
This is maximal for $s \sim 4.16$ where it contributes at total of $\sim 0.0002n$ showing the need for more structured information about the minimizing configuration.

4.4. The ‘Meta-Theorem’. At this point, we can explain the idea behind the Meta-Theorem. The arguments in the preceding section explained how one could get slightly more information out of the interaction quantity

$$\sum_{k \neq \ell} \int_0^t (e^{s \Delta} \delta_{x_k}) (x_k) ds.$$ 

Nonetheless, this by itself can never lead to a complete result without analyzing the size of the second term that was dismissed,

$$2\pi \left\| e^{(t/2)\Delta} \sum_{k=1}^n \delta_{x_k} \right\|_{H^{-1}}^2 \geq 0.$$ 

We will now analyze this object. We recall that

$$\left[ e^{\Delta \delta_{x_k}} \right] (x) \sim \frac{1}{4\pi t} \exp \left( -\frac{\|x - x_k\|^2}{4t} \right)$$

and that we are working, approximately, at scale $t = c/n$ for some constant $c > 0$. This means that each one of these terms is essentially a Gaussian at scale $\sim \sqrt{c/n}$. Without any information about the distribution of the points, it is perhaps not terribly clear what to do with this information. However, if the points are locally arranged in a fairly regular manner, say a hexagonal pattern, then something very nice starts to happen: the Gaussians start to cancel each other out and the arising function will start to behave in a fairly regular manner.

![Figure 1. Averaging a Gaussian over a Hexagonal Lattice.](image)

More precisely, see Fig. [1] we can interpret the function as averaging over the lattice with a Gaussian weight: the arising function will be close to constant with small fluctuations (the wider the Gaussian, the smaller the fluctuations). Moreover, we see that this function fluctuates at length scale $\sim n^{-1}$ and thus we expect that

$$\left\| e^{(t/2)\Delta} \sum_{k=1}^n \delta_{x_k} \right\|_{H^{-1}}^2 \lesssim \frac{1}{n} \left\| e^{(t/2)\Delta} \sum_{k=1}^n \delta_{x_k} \right\|_{L^2}^2.$$
However, we can expand the square and note that self-interactions are small compared to off-diagonal interactions for $c$ large, i.e.

$$\frac{1}{n} \left\| e^{(t/2)\Delta} \sum_{k=1}^{n} \delta_{x_k} \right\|_{L^2}^2 \sim \frac{1}{n} \sum_{k \neq \ell} (e^{t \Delta} \delta_{x_{\ell}})(x_k).$$

However, since $t = c/n$ and $c \gg 1$, we have

$$\frac{1}{n} \sum_{k \neq \ell} (e^{t \Delta} \delta_{x_{\ell}})(x_k) \ll \int_0^t \sum_{k \neq \ell} (e^{s \Delta} \delta_{x_{\ell}})(x_k) ds.$$ 

This is the desired Meta-Theorem. We emphasize that this argument does not require the points to be exactly arranged like a hexagonal lattice, it suffices if they are approximately arranged in a regular shape. Naturally, the stronger the information that one has about the geometry of the minimizing configuration, the easier it is to make this part of the argument rigorous.

5. A Formula for $c_{\log}$: Corollary 2 and 3

In this section, we will aim to use our approach to identify the correct linear constant assuming that the minimizing configuration behaves locally like the hexagonal lattice. After that, we will combine various results to establish Corollary 3.

5.1. Proof of Corollary 2. We have to understand the behavior of the expression

$$-\frac{n(n-1)t}{2} + 2\pi \sum_{k \neq \ell} \int_0^t (e^{s \Delta} \delta_{x_{\ell}})(x_k) ds \quad \text{for } t = \frac{c}{n}$$

and $c$ being arbitrarily large (though we will assume it to be quite small compared to $n$). Since $t \ll 1$, the heat kernel will be localized to some $\sim e^{t/2}n^{-1/2}$ neighborhood around a point and we can approximate this by assuming that everything happens in $\mathbb{R}^2$ and that the local configuration of points behaves like the hexagonal lattice.

In $\mathbb{R}^2$, we have an explicit expression for the heat kernel

$$[e^{s \Delta} \delta_{x_k}](x) = \frac{1}{4\pi s} \exp \left(-\frac{\|x-x_k\|^2}{4s}\right).$$

In particular, this allows us to incorporate the self-interaction for any $s > 0$ via

$$\sum_{k \neq \ell} (e^{s \Delta} \delta_{x_{\ell}})(x_k) = -\frac{n}{4\pi s} + \sum_{k,\ell} (e^{s \Delta} \delta_{x_{\ell}})(x_k).$$

Figure 2. Local scaling of the hexagonal lattice.
In the next step, we determine the local density of the hexagonal lattice: each lattice point is part of six triangles while each triangle is comprised of three points. Thus there are $2n$ triangles in total covering an area of $|S^2| = 4\pi$. Invoking the area of an equilateral triangle (see Fig. 2), we have

$$\frac{\sqrt{3}}{4} \lambda^2 = \frac{4\pi}{2n} \quad \text{and thus} \quad \lambda = \frac{\sqrt{8\pi}}{3^{1/4} \sqrt{n}}.$$ 

Let us use $\Lambda$ to denote the standard hexagonal lattice in $\mathbb{R}^2$ generated by the vectors

$$v_1 = (1, 0) \quad \text{and} \quad v_2 = \left(1, \frac{\sqrt{3}}{2}\right).$$

It remains to understand the behavior of

$$\frac{1}{4\pi s} \sum_{k_1, k_2 \in \mathbb{Z}} \exp \left(-\frac{\lambda^2}{4s} k_1^2 + \frac{k_1 k_2 + k_2^2}{4s}\right) = \frac{1}{4\pi s} \sum_{k_1, k_2 \in \mathbb{Z}} \exp \left(-\lambda^2 k_1^2 + k_1 k_2 + k_2^2\right).$$

Introducing the real number $0 < q < 1$ by

$$q = \exp \left(-\frac{\lambda^2}{4s}\right),$$

we can write this expression as

$$\frac{1}{4\pi s} \sum_{k_1, k_2 \in \mathbb{Z}} \exp \left(-\lambda^2 k_1^2 + k_1 k_2 + k_2^2\right) = \frac{1}{4\pi s} \sum_{k_1, k_2 \in \mathbb{Z}} q^{k_1^2 + k_1 k_2 + k_2^2}. $$

However, this sum is actually well studied and sometimes called the cubic analogue of Jacobi theta functions (see e.g. Borwein & Borwein [13] and Faulhuber [18]). We introduce

$$L(q) = \sum_{k_1, k_2 \in \mathbb{Z}} q^{k_1^2 + k_1 k_2 + k_2^2}. $$

Thus

$$\frac{1}{4\pi s} \sum_{k_1, k_2 \in \mathbb{Z}} q^{k_1^2 + k_1 k_2 + k_2^2} = \frac{L(q)}{4\pi s}. $$

Summarizing, for all $s > 0$, in the limit as local structures converge to the hexagonal lattice within a $\sqrt{n}/\sqrt{n}$-window around most points,

$$\sum_{k \neq \ell} (e^{s\Delta} \delta_{x_k}) (x_k) = -\frac{n}{4\pi s} + \frac{n}{4\pi s} \cdot L \left(\exp \left(-\frac{\lambda^2}{4s}\right)\right) = -\frac{n}{4\pi s} + \frac{n}{4\pi s} \cdot L \left(\exp \left(-\frac{2\pi}{\sqrt{3}ns}\right)\right) = \frac{n}{4\pi s} \left[ L \left(\exp \left(-\frac{2\pi}{\sqrt{3}ns}\right)\right) - 1 \right].$$
Setting $t = c/n$, we have (ignoring terms smaller than $\sim n$)

$$-\frac{n(n-1)t}{2} + 2\pi \sum_{k \neq \ell}^{c/n} \int_{0}^{c/n} e^{s\Delta \delta_{x_k}}(x_k) ds = -\frac{nc}{2} + o(n)$$

$$+ n \int_{0}^{c/n} \frac{1}{2s} \left(L \left( \exp \left( -\frac{2\pi}{\sqrt{3ns}} \right) \right) - 1 \right) ds.$$

Changing variables leads to

$$n \int_{0}^{c/n} \frac{1}{2s} \left(L \left( \exp \left( -\frac{2\pi}{\sqrt{3ns}} \right) \right) - 1 \right) ds = n \int_{0}^{c} \frac{1}{2s} \left(L \left( \exp \left( -\frac{2\pi}{\sqrt{3s}} \right) \right) - 1 \right) ds.$$

We recall from Lemma 1 that

$$-2\pi n \int_{S^2} G(z, y) e^{t\Delta \delta_{z}(y)} dy = n \left( \frac{1}{2} - \log 2 \right) - \gamma n - \frac{n}{2} \log n + \frac{n}{2} \log (4c) + o(n).$$

Collecting all these things, we have established that for any $c > 0$ and for configurations of points that behave locally like the hexagonal lattices in most parts of $S^2$ with a small underlying error

$$\sum_{k \neq \ell} \log \frac{1}{\|x_k - x_\ell\|} = \left( \frac{1}{2} - \log 2 \right) n^2 - \frac{n}{2} \log n - \frac{nc}{2}$$

$$+ n \int_{0}^{c} \frac{1}{2s} \left(L \left( \exp \left( -\frac{2\pi}{\sqrt{3s}} \right) \right) - 1 \right) ds$$

$$- \frac{\gamma}{2} n + \frac{n}{2} \log (4c) + 2\pi n^2 \|e^{(c/2n)\Delta \mu}_{H^{-1}}\|^2_{H^{-1}} + o(n).$$

We see, following the discussion in §4.4, that for any fixed $c > 0$, the quantity $2\pi n^2 \|e^{(c/2n)\Delta \mu}_{H^{-1}}\|^2_{H^{-1}}$ will scale linearly in $n$ but with a constant that goes to $0$ as $c \to \infty$ (and somewhat rapidly as well). Therefore, letting $c \to \infty$, we see that the linear term is given by

$$c_{\log} = \lim_{c \to \infty} -\frac{c}{2} + \int_{0}^{c} \frac{1}{2s} \left(L \left( e^{-\frac{2\pi}{\sqrt{3s}}} \right) - 1 \right) ds - \frac{\gamma}{2} + \frac{\log (4c)}{2}.$$

Since we already know the correct value for $c_{\log}$ conditional on the minimizing configuration is hexagonal (see Bétermin & Sandier [10] and Sandier & Serfaty [27]), this implies the second part of the argument.

5.2. Proof of Corollary 3. Returning to the integral representation for $c_{\log}$ derived above, we remark that we can write

$$L \left( \exp \left( -\frac{2\pi}{\sqrt{3s}} \right) \right) - 1 = \sum_{(k_1, k_2) \in \mathbb{Z}^2}^{(k_1, k_2) \neq (0, 0)} \exp \left( -\frac{2\pi}{\sqrt{3s}} (k_1^2 + k_1 k_2 + k_2^2) \right).$$

Observe that integrating a single such term leads to the incomplete gamma function

$$\int_{0}^{c} \frac{1}{2s} \exp \left( -\frac{\alpha}{s} \right) = \frac{1}{2} \Gamma \left( 0, \frac{\alpha}{c} \right).$$

Therefore

$$\int_{0}^{c} \frac{1}{2s} \left(L \left( \exp \left( -\frac{2\pi}{\sqrt{3s}} \right) \right) - 1 \right) ds = \frac{1}{2} \sum_{(k_1, k_2) \in \mathbb{Z}^2}^{(k_1, k_2) \neq (0, 0)} \Gamma \left( 0, \frac{2\pi}{\sqrt{3c}} (k_1^2 + k_1 k_2 + k_2^2) \right).$$
Using
\[ c_{\log} = \lim_{c \to \infty} -c + \int_0^c \frac{1}{2s} \left( L \left( e^{-\frac{s^2}{3c}} \right) - 1 \right) ds - \frac{\gamma}{2} + \frac{\log (4c)}{2} \]
as well as (this assumption is satisfied since we do only work with the hexagonal lattice here)
\[ c_{\log} = 2 \log 2 + \frac{1}{2} \log \frac{2}{3} + 3 \log \frac{\sqrt{\pi}}{\Gamma(1/3)}, \]
we arrive at, for \( c \to \infty \),
\[ \sum_{(k_1, k_2) \in \mathbb{Z}^2 \setminus \{(0, 0)\}} \Gamma \left( 0, \frac{2\pi}{3c} (k_1^2 + k_1 k_2 + k_2^2) \right) = c - \log (4c) + \gamma + 4 \log 2 \]
\[ + \log \frac{2}{3} + 6 \log \frac{\sqrt{\pi}}{\Gamma(1/3)} + o(1). \]
A change of variables, \( \varepsilon = 2\pi/(\sqrt{3c}) \), results in the desired statement.
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