A data mining model for building occupancy estimation based on deep learning methods
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Abstract. Real-time occupancy estimation is of great importance to improve systems control and energy efficiency of buildings. This study proposed a novel real time occupancy estimation model based on CO2 concentration data. A non-neural-network deep learning method (i.e. gcForest) was used to estimate the number of occupants. The gcForest incorporates three classifiers in each level, enabling the estimation performance to be enhanced by exploiting the complementarity among different learning algorithms. To evaluate the effectiveness of the proposed model, this study conducted an experiment in an office room and compared its results with the IHMM model that was widely used in previous studies. The experimental results indicate that the proposed model could achieve higher estimation accuracy and higher detection accuracy of occupant presence or absence.

1. Introduction

Real-time occupancy estimation plays an important role in energy demand prediction as well as operation of systems in buildings [1]. The presence/absence and the number of occupants are especially crucial as they determined the dynamics of various building services systems such as lighting, heating, ventilation and air conditioning [2-4]. In the past years, the occupancy estimation based on CO2 concentration measurements has been studied by many researchers as it is a non-instructive and cost-effective way [5]. Moreover, machine learning approaches were extensively employed for occupancy estimation by automatically mining the relationship between CO2 concentrations and the number of occupants. So far different machine learning models have been developed, mainly including hidden markov models [6], support vector machines models [7], artificial neural networks models [8] and decision trees models [9, 10]. These models have strong non-linear mapping ability. However, their performance was more or less limited by the shallow structure and non-informative inputted features. Therefore, novel occupancy models with proper feature extraction are still needed. This paper aims at developing a deep learning method (i.e. gcForest) for real-time occupancy estimation based on CO2 data. The gcForest incorporates three classifiers in each level, enabling the estimation performance to be enhanced by exploiting the complementarity among different learning algorithms. An experiment in an office room was conducted for the model establishment. To demonstrate its effectiveness, its results were compared with the results of the IHMM model that was widely used.

2. GcForest for real-time occupancy estimation

2.1. GcForest model

As a non-neural-network deep learning method, the gcForest model proposed by Zhou and Feng [11] relies on level-by-level processing of raw CO2 concentration data with less hyper-parameters and automatically identified number of levels. The original implementation of gcForest in python can be found in https://github.com/kingfengji/geForest. In each level, multiple tree-based classifiers are used...
for ensemble learning. In this study, the gcForest model mainly include two major parts for occupancy estimation: multi-grained scanning and cascade forest structure.

2.1.1. Multi-grained scanning. The multi-grained scanning uses pre-defined sliding windows to extract features from input CO$_2$ concentration data. Assume there are $l$ points of CO$_2$ concentration data serving as raw features in multi-grained scanning and sliding window sizes are $d$. A $d$-dimensional feature vector will be generated by sliding scanning at each time step and a total of $(l-d+1)$ feature vectors can be generated. Accordingly, for an $n$-class prediction, one tree-based classifier can produce $n \times (l-d+1)$ dimensional class vectors. For example, if three classifiers were used in gcForest, in total $3 \times n \times (l-d+1)$ dimensional class vectors can be produced which are used as transformed feature vectors to concatenate with the following cascade forest structure. Through such a process, the raw CO$_2$ features can be reconstructed and enhanced by introducing temporal characteristics to improve the performance of the gcForest. Note that the sliding window can be set to different values. In this study, the sliding windows are set to 1, 3, 5 respectively for scanning the CO2 time series data.

2.1.2. Cascade forest structure. The cascade forest structure is a multi-level structure where each level is an ensemble of different tree-based classifiers. Different types of tree-based learning classifiers can be adopted to enhance the diversity of the ensemble methods. In particular, tree-based classifiers in each cascade level receive extracted features generated from its preceding level and generate new outputs (i.e. class vectors). After extending to a new level, the whole model performance can be calculated based on the validation set and the training process will be terminated if the model performance cannot be improved by adding new levels. Therefore, the optimal number of levels can be automatically identified. The overall class distribution is the average of the probability of each class predicted from different classifiers. Based on the predicted class distribution of the last level, the class with the maximum probability is regarded as the final prediction output.

2.2. Learners for ensemble learning

Each level of the gcForest can integrate multiple classifiers. Three algorithms, i.e. XGBoost, Random forests and Extra trees were employed in this study. XGBoost is builds an ensemble of many classification and regression trees [12]. It shows several unique features: (1) inclusion of a penalization term for the model complexity and a randomization parameter to further de-correlate the individual models; (2) a sparsity-aware split finding algorithm to handle different types of sparsity patterns in the data (e.g. missing data); (3) a weighted quantile sketch algorithm to effectively handle weighted data. Random Forests is an ensemble of decision trees combining with the concept of randomized feature selection [13]. Unlike the conventional construction process of decision trees, random forests randomly select a subset of features at each node while splits nodes deterministically by calculating Gini measures on the selected feature subset. The final output is decided by majority votes that generated from multiple decision trees. Extra Trees is an ensemble algorithm of decision/regression trees with two major characteristics [14]: (1) whole training samples are used to grow trees rather than a bootstrap sampling used in RF; (2) randomized feature selection and corresponding nodes are split by randomly choosing cutting-points.

3. Experiment

3.1. Data collection

An experiment was conducted in an office room accommodating four graduate students. A CO$_2$ concentration sensor was installed in the centre of the room and a camera was installed in the entrance. During the experiment, the CO$_2$ concentration data was recorded in the resolution of 1 minute. The actual number of occupants was counted manually and was recorded in the resolution of 10 minutes. The measurement lasted for a month, including 28 days used for training and one day for testing.

3.2. Assessment metrics

To evaluate the model performance, the widely used inhomogeneous hidden markov model (IHMM) was also developed for comparison. Two widely-used metrics were employed to compare the estimation
performance of the two occupancy models, including estimation accuracy (EA) and the detection accuracy of presence/absence (DA). They are explained as follows.

- **EA** is the percentage of correctly estimated number of occupants.

\[
EA = \frac{\sum_{i=1}^{N} \chi(O^* - O_i^e)}{N}
\]

Where:

\[
\chi(O^* - O_i^e) = \begin{cases} 
1, & \text{if } (O^* - O_i^e) = 0 \\
0, & \text{otherwise}
\end{cases}
\]

- **DA** is the percentage of correct binary estimations.

\[
DA = \frac{(A + D)}{(A + B + C + D)}
\]

Where:

- **A**: the sum of true positives if both the estimated state and the actual state are ‘occupied’.
- **B**: the sum of false positives that the estimated state is ‘occupied’ but the actual state is ‘absent’.
- **C**: the sum of false negatives that the estimated state is ‘absent’ but the actual state is ‘occupied’.
- **D**: the sum of true negatives that both estimate state and the actual state are ‘absent’.

4. Results and discussions

Figure 1. Occupancy estimation results with the IHMM model against the ground truth

Figure 2. Occupancy estimation results with the GcForest model against the ground truth

Figure 1 and Figure 2 show the occupancy estimation results generated by the IHMM model and the gcForest model of one day, respectively. As can be seen, both two models can effectively capture the continuous absent state from 0 AM to 8 PM. This may be due to the persistent low CO₂ concentration during these periods. However, the estimation performance of these two models is significantly different in other periods when the office was occupied. It can be observed that the gcForest model tends to have better performance for occupancy estimation than the IHMM model, especially for the first arrival time. As shown in Figure 1 and Figure 2, the actual first arrival time in the test day was 9 AM and it was accurately estimated by the gcForest model, whereas the estimated first arrival time was delayed for 30 minutes for the IHMM model. A possible explanation for this might be that the IHMM model relies on historical occupancy states to build the temporal relationship between the estimated occupancy states,
which may result in difficulties in tracking the occupancy dynamics. Moreover, compared with the IHMM model, the gcForest model can more effectively track the occupancy changes without obvious lags. This can be attributed to the ability of automatically feature extraction and the deep structure that can enhance the modelling ability.

Table 1. EA and DA for the four models

| Criteria | IHMM | GcForest |
|----------|------|----------|
| EA (%)   | 74.3 | 83.3     |
| DA (%)   | 97.9 | 1        |

Table 1 shows the quantified performance of the two models. As can be seen, the gcForest model has a higher EA of nearly 9% than the IHMM model. Moreover, the presence and absence of the office room can be completely detected by the gcForest as DA equals to 1, while errors exist in the IHMM model. Therefore, it can be concluded that the gcForest model have superior performance over the IHMM model for real-time occupancy estimation.

5. Conclusions and future work

This paper presents a novel real time occupancy estimation model based on a non-neural-network deep learning method (i.e. gcForest) using CO2 concentration data. An experiment was conducted in an office room and a comparison with the IHMM model was implemented to evaluate the effectiveness of the proposed model. The results showed that the proposed model achieves superior performance over the IHMM model. In particular, it can effectively track changes in the occupancy dynamics. In the future, it is promising to combine CO2 concentration data with other parameters for occupancy estimation under different scenarios to further improve the occupancy estimation accuracy.
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