Details on the gravitational-wave emission from rotating gravitational collapse in 3D
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Abstract. We here provide details on the numerical study of the gravitational-wave emission from the gravitational collapse to black holes of rotating neutron stars in three dimensions. More specifically, we concentrate on the use of mesh-refined grids, either fixed or progressive, as well as on the use of the excision techniques and of the advantages that result when this is not employed.

1. Introduction

The study of the gravitational collapse of rotating stars to black holes is a cornerstone of any theory of gravity and a long standing problem in General Relativity. Important issues in relativistic astrophysics awaiting clarification, such as the mechanism responsible for γ-ray bursts, may be unveiled with a more detailed understanding of the physics of gravitational collapse in rotating and magnetized stars. Furthermore, the study of gravitational collapse will provide the waveforms and the energetics of one of the most important sources of gravitational radiation.

In our previous work [1, 2, 3], we have described how we can perform accurate three-dimensional (3D) relativistic simulation of such events and extract the weak gravitational signal emitted. Before the results presented in ref. [1], the only work available in the literature on the gravitational radiation produced during the collapse of rotating compact stars to black holes was published almost 20 year ago, with restrictions to axisymmetry and an approximate treatment of the initial conditions [4].

In the present work, after a brief introduction to our code and to the stellar models we have simulated, we give more details on the techniques and the results presented in refs. [2, 3]. We will focus in particular on two technical points: 1) the use of a small amount of numerical dissipation in place of the use of the excision technique to handle the portion of the spacetime inside the black-hole horizon that forms during
the collapse; 2) a comparison between the results obtained when implementing a fixed-mesh-refinement (FMR) strategy rather than a progressive-mesh-refinement (PMR) one.

Hereafter we will use a spacelike signature (−, +, +, +) and a system of units in which $c = G = \mathcal{M}_0 = 1$ (unless explicitly shown otherwise for convenience). Greek indices are taken to run from 0 to 3, Latin indices from 1 to 3 and we adopt the standard convention for the summation over repeated indices.

2. Basic equations and their implementation

The Whisky code solves the general relativistic hydrodynamics equations on a 3D numerical grid with Cartesian coordinates [5]. The code has been constructed within the framework of the Cactus Computational Toolkit (see refs. [6, 7] for details), and it is developed at the Albert Einstein Institute and at the Louisiana State University. This public domain code provides high-level facilities such as parallelization, input/output, portability on different platforms and several evolution schemes to solve general systems of partial differential equations. Clearly, special attention is dedicated to the solution of the Einstein equations, whose matter-terms in non-vacuum spacetimes are handled by the Whisky code.

Stated differently, while the Cactus code provides at each time step and on a spatial hypersurface the solution of the Einstein equations

$$G_{\mu\nu} = 8\pi T_{\mu\nu},$$  \hspace{1cm} (1)

where $G_{\mu\nu}$ is the Einstein tensor and $T_{\mu\nu}$ is the stress-energy tensor, the Whisky code provides the time evolution of the hydrodynamics equations, expressed through the conservation equations for the stress-energy tensor $T_{\mu\nu}$ and for the matter current density $J^\mu$

$$\nabla_\mu T^{\mu\nu} = 0, \hspace{1cm} \nabla_\mu J^\mu = 0.$$  \hspace{1cm} (2)

In what follows we briefly discuss how both the right and the left-hand-side of equations (1) are computed within the coupled Cactus/Whisky codes.

2.1. Evolution of the field equations

In what follows we give only a brief overview of the system of field equations for the evolution of the field equations, but refer the reader to [8] for more details. Many different formulations of the equations have been proposed throughout the years, starting with the ADM formulation in 1962 [9]. As mentioned in the Introduction, we use the NOK [10] formulation, which is based on the ADM construction and has been further developed in [11].

Details of our particular implementation of the conformal traceless reformulation of the ADM system as proposed by [10, 11, 12] are extensively described in [8, 13] and will not be repeated here. We only mention, however, that this formulation makes use of a conformal decomposition of the three-metric, $\tilde{\gamma}_{ij} = e^{-4\phi}\gamma_{ij}$, and the trace-free part of the extrinsic curvature, $\tilde{A}_{ij} = K_{ij} - \gamma_{ij}K/3$, with the conformal factor $\phi$ chosen to satisfy $e^{4\phi} = \gamma^{1/3}$, where $\gamma$ is the determinant of the spatial three-metric $\gamma_{ij}$. In this formulation, in addition to the evolution equations for the conformal three-metric $\tilde{\gamma}_j$ and the conformal traceless extrinsic curvature $\tilde{A}_{ij}$, there are evolution equations for the conformal factor $\phi$, for the trace of the extrinsic curvature $K$ and for the “conformal connection functions” $\Gamma^i_j = \tilde{\gamma}^{ij}$. We note that although the final mixed, first and second-order, evolution system for the variables $\{\phi, K, \gamma_{ij}, \tilde{A}_{ij}, \Gamma^i\}$ is not in any immediate sense hyperbolic, there is evidence showing that the formulation is at least equivalent to a hyperbolic system [14, 15, 16]. In the formulation of [11], the auxiliary variables $\tilde{F}_i = -\sum_j \tilde{\gamma}_{ij,j}$ were used instead of the $\Gamma^i$.

2.1.1. Gauge choices

The code is designed to handle arbitrary shift and lapse conditions, which can be chosen as appropriate for a given spacetime simulation. More information about the possible families of spacetime slicings which have been tested and used with the present code can be found in [8, 17].
Here, we limit ourselves to recalling details about the specific foliations used in the present evolutions. In particular, we have used hyperbolic $K$-driver slicing conditions of the form

$$\frac{\partial}{\partial t} \alpha = -f(\alpha) \alpha^2 (K - K_0),$$

with $f(\alpha) > 0$ and $K_0 \equiv K(t = 0)$. This is a generalization of many well known slicing conditions. For example, setting $f = 1$ we recover the “harmonic” slicing condition, while, by setting $f = q/\alpha$, with $q$ an integer, we recover the generalized “$1 + \log$” slicing condition [18]. In particular, all of the simulations discussed in this paper are done using condition (3) with $f = 2/\alpha$. This choice has been made mostly because of its computational efficiency, but we are aware that “gauge pathologies” could develop with the “$1 + \log$” slicings [19, 20].

As spatial gauge, we use one of the “Gamma-driver” shift conditions proposed in [17] (see also [13]), that essentially act so as to drive the $\Gamma^k$ to be constant. In this respect, the “Gamma-driver” shift conditions are similar to the “Gamma-freezing” condition $\partial_t \Gamma^k = 0$, which, in turn, is closely related to the well-known minimal distortion shift condition [21]. The differences between these two conditions involve the Christoffel symbols and are basically due to the fact that the minimal distortion condition is covariant, while the Gamma-freezing condition is not.

In particular, all the results reported here have been obtained using the hyperbolic Gamma-driver condition,

$$\frac{\partial^2}{\partial t^2} \beta^i = F \frac{\partial}{\partial t} \Gamma^i - \eta \frac{\partial}{\partial t} \beta^i,$$  

where $F$ and $\eta$ are, in general, positive functions of space and time. For the hyperbolic Gamma-driver conditions it is crucial to add a dissipation term with coefficient $\eta$ to avoid strong oscillations in the shift. Experience has shown that by tuning the value of this dissipation coefficient it is possible to almost freeze the evolution of the system at late times. We typically choose $F = 3/4$ and $\eta = 3$ and do not vary them in time.

The singularity-avoiding properties of the above gauge choices have proved equally good both when using excision, as we did in refs. [1] and [2], and when not using excision. In this latter case, the addition of a small dissipation in the metric and gauge terms is necessary to obtain long-term stable evolutions [3] (a more extended discussion of this will be presented in Section 5). In the absence of an excited region of spacetime, the gauge choices (4) are essential to “freeze” the evolution in those regions of the computational domain inside the apparent horizon (AH), where the metric functions experience the growth of very large gradients.

### 2.2. Evolution of the hydrodynamics equations

An important feature of the Whisky code is the implementation of a conservative formulation of the hydrodynamics equations [22, 23, 24], in which the set of equations (2) is written in a hyperbolic, first-order and flux-conservative form of the type

$$\frac{\partial}{\partial t} \mathbf{q} + \frac{\partial}{\partial x} \mathbf{f}^{(i)}(\mathbf{q}) = \mathbf{s}(\mathbf{q}),$$

where $\mathbf{f}^{(i)}(\mathbf{q})$ and $\mathbf{s}(\mathbf{q})$ are the flux-vectors and source terms, respectively [25]. Note that the right-hand side (the source terms) depends only on the metric, and its first derivatives, and on the stress-energy tensor. Furthermore, while the system (5) is not strictly hyperbolic, strong hyperbolicity is recovered in a flat spacetime, where $\mathbf{s}(\mathbf{q}) = 0$.

Additional details of the formulation we use for the hydrodynamics equations can be found in ref. [25]. We stress that an important feature of this formulation is that it has allowed to extend to a general relativistic context the powerful numerical methods developed in classical hydrodynamics, in particular High-Resolution Shock-Capturing schemes based on exact [26, 27, 28] or approximate Riemann solvers (see ref. [25] for a detailed bibliography). Such schemes are essential for a correct representation of shocks, whose presence is expected in several astrophysical scenarios.
3. Perturbative Wave Extraction

Although several different methods are possible for the extraction of the gravitational-radiation content in numerical spacetimes, we have adopted a gauge-invariant approach in which the spacetime is matched with the non-spherical perturbations of a Schwarzschild black hole (see refs. [29, 30, 31] for applications to Cartesian coordinates grids). In practice, a set of “observers” is placed on 2-spheres of fixed coordinate radius, where they extract the gauge-invariant, even $\Psi^{(e)}_{\ell m}$ and odd-parity $Q^{(o)}_{\ell m}$ metric perturbations [32]. Here $\ell, m$ are the indices of the angular decomposition and we usually compute modes up to $\ell = 5$ with $m = 0$; modes with $m \neq 0$ are essentially zero because of the high degree of axisymmetry in the collapse. Validations of this approach in vacuum spacetimes can be found in refs. [31, 33, 34], while its use with matter sources has been reported in [35].

Using the extracted gauge-invariant quantities it is also possible to calculate the transverse traceless (TT) gravitational-wave amplitudes in the two polarizations $h_+$ and $h_\times$ as [36]

$$h_+ - i h_\times = \frac{1}{\sqrt{2\pi}} \sum_{\ell,m} \left( Q^\ell_m + i \int_{-\infty}^t Q^\ell_m(t')dt' \right) Y^{\ell m},$$

(6)

where $Y^{\ell m}$ is the $s = -2$ spin-weighted spherical harmonic and the even and odd-parity perturbations $Q^\ell_m$ and $Q^\ell_m$ are defined as

$$Q^\ell_m \equiv \sqrt{\frac{2(\ell + 2)!}{(\ell - 2)!}} \Psi^{(e)}_{\ell m}, \quad Q^\ell_m \equiv \sqrt{\frac{2(\ell + 2)!}{(\ell - 2)!}} Q^{(o)}_{\ell m}.$$

(7)

Because of the small amplitude of higher-order modes, the TT wave amplitudes can be simply expressed as $h_+ \simeq h_+(Q_{30}^+, Q_{30}^0), Q_{30}^+ \gg Q_{30}^0$, and $h_\times \simeq h_\times(Q_{30}^+, Q_{30}^0)$, where $Q_{30}^+ \gg Q_{30}^0$.

The emitted power is then computed as

$$\frac{dE}{dt} = \frac{1}{32\pi} \sum_{\ell,m} \left( \left| \frac{dQ^\ell_m}{dt} \right|^2 + |Q^\ell_m|^2 \right),$$

(8)

and the emitted energy is its integral:

$$\Delta E \equiv \int \left( \frac{dE(t')}{dt} \right) dt'.$$

(9)

4. Initial stellar models

As mentioned earlier, this paper is specially dedicated to study the gravitational collapse of uniformly rotating supramassive relativistic stars that have become unstable to axisymmetric perturbations. Given equilibrium models of gravitational mass $M$ and central energy density $\epsilon_c$ along a sequence of fixed angular momentum or fixed rest mass, the Friedman, Ipser & Sorkin criterion $\partial M/\partial \epsilon_c = 0$ [37] can be used to locate the exact onset of the secular instability to axisymmetric collapse. The onset of the dynamical instability to collapse is located near that of the secular instability but at somewhat larger central energy densities. Unfortunately, no simple criterion exists to determine this location, but the expectation mentioned above has been confirmed by the simulations performed here and by those discussed in [38]. Note that, in the absence of viscosity or strong magnetic fields, the star is not constrained to rotate uniformly after the onset of the secular instability and could develop differential rotation. In a realistic neutron star, however, viscosity or intense magnetic fields are likely to enforce a uniform rotation and cause the star to collapse soon after it passes the secular instability limit.

For simplicity, we have focused on initial models constructed with a polytropic EOS $p = K \rho^\Gamma$, choosing $\Gamma = 2$ and polytropic constant $K_{\text{id}} = 100$ to produce stellar models that are, at least
Figure 1. Gravitational mass shown as a function of the central energy density for equilibrium models constructed with the polytropic EOS, for $\Gamma = 2$ and polytropic constant $K_{\text{ID}} = 100$. The solid, dashed and dotted lines correspond to the sequence of non-rotating models, the sequence of models rotating at the mass-shedding limit $\Omega_{K}$ and the sequence of models that are at the onset of the secular instability to axisymmetric perturbations. Also shown are the dynamically unstable (filled circles) initial models used in the collapse simulations.

Table 1 summarizes the main equilibrium properties of the initial models. The circumferential equatorial radius is denoted as $R_{e}$, while $\Omega$ is the angular velocity with respect to an inertial observer at infinity, and $r_{p}/r_{e}$ is the ratio of the polar to equatorial coordinate radii. Other quantities shown are the central rest-mass density $\rho_{c}$, the ratio of the angular momentum $J$ to the square of the gravitational mass $M$, and the ratio of rotational kinetic energy to gravitational binding energy $T/[W]$. 

Table 1

| Model | $\rho_{c}$ | $J/M^2$ | $K_{p}/K_{e}$ |
|-------|------------|---------|----------------|
| D0    | 1.2        | 0.8     | 0.5            |
| D1    | 1.5        | 1.0     | 0.7            |

Figure 1 shows the gravitational mass as a function of the central energy density for equilibrium models constructed with the chosen polytropic EOS. The solid, dashed and dotted lines correspond respectively to: the sequence of non-rotating models, the sequence of models rotating at the mass-shedding limit $\Omega_{K}$ and the sequence of models that are at the onset of the secular instability to axisymmetric perturbations. The dynamically unstable initial models used in the collapse simulations are shown as filled circles.
Table 1. Equilibrium properties of the initial stellar models. The different columns refer respectively to: the central rest-mass density $\rho_c$, the ratio of the polar to equatorial coordinate radii $r_p/r_e$, the gravitational mass $M$, the circumferential equatorial radius $R_e$, the angular velocity $\Omega$, the ratio $J/M^2$ where $J$ is the angular momentum, the ratio of rotational kinetic energy to gravitational binding energy $T'/|W|$. All models have been computed with a polytropic EOS with $K_{id} = 100$ and $\Gamma = 2$.

| Model | $\rho_c$ | $r_p/r_e$ | $M$ | $R_e$ | $\Omega^\frac{1}{2}$ | $J/M^2$ | $T'/|W|$ |
|-------|---------|-----------|-----|-------|----------------|--------|--------|
| D0    | 3.325   | 1.00      | 1.636 | 7.54  | 0.00          | 0.00   | 0.00   |
| D0.5  | 3.314   | 0.99      | 1.644 | 7.59  | 0.92          | 0.108  | 0.32   |
| D1    | 3.280   | 0.95      | 1.665 | 7.74  | 1.73          | 0.206  | 1.16   |
| D1.5  | 3.249   | 0.91      | 1.690 | 7.91  | 5.76          | 0.281  | 2.13   |
| D2    | 3.189   | 0.85      | 1.728 | 8.21  | 2.88          | 0.362  | 3.52   |
| D2.5  | 3.162   | 0.81      | 1.756 | 8.43  | 3.20          | 0.410  | 4.48   |
| D3    | 3.134   | 0.75      | 1.797 | 8.80  | 3.55          | 0.468  | 5.79   |
| D3.5  | 3.121   | 0.73      | 1.810 | 8.93  | 3.65          | 0.485  | 6.20   |
| D4    | 3.116   | 0.65      | 1.861 | 9.65  | 3.95          | 0.543  | 7.67   |

\[ \times 10^{-3} \]
\[ \times 10^{-2} \]

5. Excise or not?

The use of the excision technique was essential in ref. [1] for studying the dynamics of the collapse with uniform grids, because these, combined with the computational resources available at that time, had forced us to use outer boundaries close to the stellar surface and a relatively coarse resolution. Such a resolution was sufficient to describe accurately the dynamics of the matter and of the horizons but also required the use of excision if the simulation had to be carried out beyond the horizon formation.

As an important improvement on the approach discussed above, the code was extended so as to allow for the solution of both the fields and hydrodynamics equations on non-uniform grids using a “box-in-box” mesh refinement strategy [39] (see Fig. 2). This change introduces two important advantages: firstly, it reduces the influence of inaccurate boundary conditions at the outer boundaries which can be moved far from the central source; secondly, it allows for the wave zone to be included in the computational domain and thus for the extraction of important information about the gravitational wave emission produced during the collapse.

In practice, we have adopted a Berger–Oliger prescription for the refinement of meshes on different levels [40] and used the numerical infrastructure described in [39], i.e., the Carpet mesh refinement driver for Cactus (see [41] for details). In addition to this, in ref. [2] we had also used a simplified form of adaptivity in which new refined levels are added at predefined positions during the evolution (see ref. [42] for details and tests). This progressive mesh refinement, which allows to use much less computational resources, was the key improvement to our previous code [1] and allowed to extract, for the first time in 3D calculations, the gravitational waveform from the collapse to a rotating black hole.

A significant outcome of the calculations using PMR was that applying excision only to matter variables led to slightly longer simulations, but that these could be extended considerably by adding a small amount of dissipation on the metric and gauge variables. More specifically, we use an artificial dissipation of the Kreiss–Oliger type [43] on the right hand sides of the evolution equations for the spacetime variables and the gauge quantities. This is needed mostly because all the field variables develop very steep gradients in the region inside the AH. Under these conditions, small high-frequency oscillations (either produced by finite-differencing errors or by small reflections across the refinement or outer boundaries) can easily be amplified, leave the region inside the AH and rapidly destroy the solution. In practice, for any time-evolved quantity $u$, the right-hand-side of the corresponding evolution equation
is modified with the introduction of a term of the type $\mathcal{L}_{\text{diss}}(u) = -\varepsilon h^3 \partial_t^4 u$, where $h$ is the grid spacing, and $\varepsilon$ is the dissipation coefficient, which is allowed to vary in space.

We have experimented with configurations in which the coefficient was either constant over the whole domain or larger for the grid points inside the AH. We noticed no significant difference between these two cases. Much more sensitive is instead the choice of the value of $\varepsilon$. In the simulations reported here, the employed values of $\varepsilon$ are between 0.0075 and 0.02. For each initial model, two values of $\varepsilon$ can be determined, such that for values smaller than the smaller of the two the dissipation is not strong enough to cure the instability, and such that for values larger than the larger of the two the solution is different from the one obtained without dissipation (overdissipation). Such differences in the solution cannot be seen in the dynamics of the matter or of the horizons, but only in the very sensitive waveforms.

The use of numerical dissipation stops the growth of the metric functions, which, instead of growing more and more while approaching the singularity, stabilise to a stationary state. Outside the horizon, the spacetime is practically identical to the one obtained without dissipation and the dynamics of the horizon itself is the same as in the case in which excision was performed (up to when the latter data are available). On the contrary, the metric inside the horizon is rather far from being a solution of the Einstein equations, but this does not influence the outside spacetime, as shown also in Fig. 2 of ref. [3]. Note that no dissipation is added to the evolution of any matter variable.

The introduction of this small dissipation makes the use of the excision technique for matter variables quite irrelevant. Indeed, once the matter is within the apparent horizon, it ceases to have any influence on the evolution even numerically. As the matter collapses and concentrates over a very few grid points (and ultimately on only one), in fact, the high accuracy of the HRSC methods is able to conserve the rest mass to very high precision with a loss of less than 0.2% up to when the narrowly peaked rest-mass density distribution is diffused as a result of the poorly resolved gradients (cf. Fig. 1 of [3]).

Figure 2. Grid structure: 2-dimensional slices orthogonal to one of the axes of the refined grid used for the evolutions described in the text. The outermost grid extends actually to $\sim 300M_\odot$ in the simulations, but here, in order to make the refined grids visible in the figure, the image has been restricted to $x = z = 150M_\odot$. 
6. Progressive vs Fixed Mesh-Refinements

As larger computational resources have recently become available, we have also been able to assess the influence of a progressive mesh refinement on the evolution of the matter and on the waveforms produced. In practice, the set of refinement levels is setup initially to match the final one discussed in ref. [2] and not modified further during the evolution. In particular, our grids are set as follows: the innermost grid has a resolution of $\Delta x = 0.04 \, M_\odot$ and other grids are factors of two less resolved, up to the outermost, which has a resolution of $\Delta x = 2.56 \, M_\odot$ and extends up to $\sim 307 \, M_\odot \approx 40 \, R_\odot$ (see Fig. 2).

While computationally more expensive (higher resolution is used also when not strictly necessary), this approach also suppresses the small truncation error introduced at the time when a new refinement level is added. Indeed, from the analysis of a large set of tests we have found that the activation of refined grids during the evolution, while leaving the evolution of the matter and of the horizon essentially unaltered, causes differences in the waveforms, whose amplitude is intrinsically very small.

In Fig. 3 we show the power spectral density of the “plus” polarization $h_\pm$ as obtained with progressive (continuous line) and fixed (dashed line) mesh refinements. Note that the energies and frequencies of the main peaks coincide indicating that the fundamental features of the signal are unaltered when passing from PMR to FMR. In addition, also the other frequencies at which the power spectrum has local maxima coincide in the two cases, although the amplitudes are different, especially at higher frequencies. In particular, the PMR data contains a significantly larger power at higher frequencies; we associate this additional power to the activation of the additional refined grids.

As a final remark, we show in Fig. 4 the lowest-order gauge-invariant quantity $Q_0$, as obtained from simulations using FMR at three different resolutions (i.e., $2\Delta x$, $\Delta x$ and $\Delta x/2$). The three results for the waveforms are well superposed, in particular those for the two highest resolutions, indicating that the convergent regime has been reached also for the waveforms. The frequencies and the carried energies computed in the three cases differ by less than 10%.
Figure 4. Comparison of the waveforms for $Q_{\Delta x}$ for three resolutions.
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