Grasping Core Rules of Time Series through Pure Models
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Abstract

Time series underwent the transition from statistics to deep learning, as did many other machine learning fields. Although it appears that the accuracy has been increasing as the model is updated in a number of publicly available datasets, it typically only increases the scale by several times in exchange for a slight difference in accuracy. Through this experiment, we point out a different line of thinking, time series, especially long-term forecasting, may differ from other fields. It is not necessary to use extensive and complex models to grasp all aspects of time series, but to use pure models to grasp the core rules of time series changes. With this simple but effective idea, we created PureTS, a network with three pure linear layers that achieved state-of-the-art in 80% of the long sequence prediction tasks while being nearly the lightest model and having the fastest running speed. On this basis, we discuss the potential of pure linear layers in both phenomena and essence. The ability to understand the core law contributes to the high precision of long-distance prediction, and reasonable fluctuation prevents it from distorting the curve in multi-step prediction like mainstream deep learning models, which is summarized as a pure linear neural network that avoids over-fluctuation. Finally, we suggest the fundamental design standards for lightweight long-step time series tasks: input and output should try to have the same dimension, and the structure avoids fragmentation and complex operations.

Introduction

Time series refers to the regression task of predicting the future using data from the past. They are frequently employed in disciplines like finance (Akita et al. 2016; Izakian, Pedrycz, and Jamal 2015) and weather forecasting (Karevan and Suykens 2020; Zamora-Martinez et al. 2014) due to the pervasiveness of forecasting activities. Like other domains, time series have undergone a transition from statistical models based on hand-crafted features to deep learning models with stacked feature function blocks. The connectionist hypothesis (Fodor and Pylyshyn 1988), along with a well-known corollary (Hornik 1991) that multilayer perceptrons with activation layers can accommodate arbitrary dimensions and spaces, played a significant role in the development of machine learning and deep neural networks. This tide has essentially coupled the path of time series models’ development with the trend of deep learning. Early statistics-based models are highly interpretable, ranging from the conventional autoregressive (Box and Jenkins 1968) and Gaussian distribution (Frigola and Rasmussen 2013; Roberts et al. 2013) fitting to the broader model of machine learning such as principal component analysis (Rea and Rea 2016) and support vector machine regression (Sapuntsevych and Sankar 2009). Time series analysis is joining the ranks as a result of deep learning’s influence in other domains. The recurrent neural network (RNN) (Rumelhart, Hinton, and Williams 1986) expands the Long Short Term Memory (LSTM) (Hochreiter and Schmidhuber 1997) and adds memory modules to time series; the success of convolutional neural networks in computer vision applies one-dimensional convolution to temporal information; and the attention mechanism (Vaswani et al. 2017), as a delicate network structure, mimics human attention. Additionally, time series introduces graph neural networks as a new model structure, a slightly sparsely connected type that considers everything to be a graph structure.

The above deep learning models add more functional modules or modify the training process to improve accuracy, which is representative of the trend of self-supervised or unsupervised learning, such as GPT-3 (Brown et al. 2020) in Natural Language Processing (NLP) or MAE (He et al. 2022) in computer vision. This trend motivates the unsupervised training of the time series model TS2Vec (Yue et al. 2022), which learns the hierarchical structure and representation information of time series data, and then enhances the task performance through fine-tuning. They are partly reasonable because the time series also reflect changes in real-world data and may not be less complex than other AI tasks like image classification and NLP. Consider the several factors that must be carefully considered when utilizing time series to forecast agricultural greenhouse climate, for example. A variety of influencing elements can be incorporated, including the geographical setting in which the agricultural greenhouse is located, seasonal factors, and even human activities, such as the operation of the heater and humidifier or the gas flow brought on by ventilation. Unfortunately, despite adding additional parameters and lengthening the inference process, the model developed using this concept in the experimental chapter did not greatly enhance the model. Therefore, we reconsider and suggest that we do not need a
big model like GPT-3 to duplicate every aspect of the environment but to understand the core rules in time series.

The recent works indicate that multilayer perceptrons have considerable potential due to their lightweight and purity. For instance, NBEATsx [Olivares et al. 2022], a multilayer perceptron capable of residual connections, produces state-of-the-art results on the M4 dataset [Makridakis, Spiliotis, and Assimakopoulos 2018], and LightTS [Zhang et al. 2022] uses a downsampling method with the fundamental variation laws of nonlinear and periodic information to further improve the accuracy. Hence we accept the idea that MLP-based structures are particularly effective in identifying historical time series trends. Even if the aforementioned model is already relatively lightweight, it raises the question: Can multilayer perceptrons’ potential still be explored? Is there a purer pattern out there that we have yet to find?

Hornik’s theory [Hornik 1991; Hornik, Stinchcombe, and White 1989] shows that multilayer perceptrons with activation layers have the potential to fit any function, and constant activation layers make the fitting space clustered in narrow regions. The above narrow space is assumed to be a common law of time series, and a neural network with no activation layer is used to test the real data set and get amazing test results. In particular, a three-layer linear neural network, called PureTS, has produced state-of-the-art outcomes in 80% of the prediction tasks for the long-sequence prediction dataset and is comparable to large-scale deep learning models in short sequence prediction. In order to explore the different operation rules of PureTS and other models, we start with the basic trigonometric functions and conclude that when the prediction step size increases, PureTS can learn trend information. Additionally, tests using both real data sets and trigonometric functions demonstrate that PureTS, which lacks complex nonlinearity, does not produce nearly as irregular polylines as other models, which is defined as avoiding over-fluctuating. PureTS is intuitively understood as the weight distribution of a given time step on the predicted data, similar to autoregressive models, and MLP-based models can also be regarded as nonlinear autoregressive models, which is similar to related work [Elsayed et al. 2021]. That shows the time series needs to pay attention to traditional models such as autoregressive models.

In this paper, we provide the following contributions:

- For the first time, it is suggested through an analysis of time series development that time series should grasp the core rules of data change rather than overfit the actual environment.
- Our model PureTS is a simple and efficient approach that accomplishes state-of-the-art on the 80% long step prediction problem.
- The experiments indicate the linear layer’s capacity to recognize data trends. Additionally, for the first time, we defined over-fluctuating, and analyzed the over-fluctuating phenomenon in the curve predicted by each model.

### Related Works

#### Statistical Methods

The time series approach based on statistics is its traditional direction, and its predicting outcomes rely heavily on past data. ARIMA [Box and Jenkins 1968] (Auto-Regressive Integrated Moving Averages) is based on the following assumptions: The time series is stationary, therefore the researcher should use the logarithmic transformation or difference to make its such that the mean and variance do not fluctuate over time. Holt-Winters [Kalekar et al. 2004], an exponential smoothing method, consists of a prediction equation and three smoothing equations that fit level information, trend information, and periodic information, respectively. Gaussian processes [Frigola and Rasmussen 2013] [Roberts et al. 2013] built on Bayesian techniques mimic the distribution of multivariate time series on continuous functions. The advantage of statistically based time series models is interpretability, while the drawback is adaptability. However, recent work has shown that statistical models are not inferior in accuracy, and autoregressive-based GBR [Elsayed et al. 2021] outperforms a number of deep learning models.

#### Deep Learning Methods

Deep neural networks have evolved into numerous modules with specialized functionalities and sparse or dense neuron connections based on connectionism. It has been developed further to include LSTM [Hochreiter and Schmidhuber 1997] and GRU [Cho et al. 2014], with memory blocks that govern whether to remember or forget, from the early multilayer perceptron to the RNN-based memory module. The primary function being investigated at this point is the time series model’s capacity for long-term memory. Convolutional neural networks are adept at evaluating data fluctuations, and reasoning has emerged as a new area of research, as seen in SCINet [Liu et al. 2021]. The following development in the time series was caused by the attention mechanism. With the help of Informer [Zhou et al. 2021], DARNN [Qin et al. 2017], the precision of the attention mechanism was improved. Graph neural networks are new models that convert dense connections to sparse graph structures, fitting information in explicit or implicitly graph-structured data, such as MTGNN [Wu et al. 2020].

#### MLP-Based Models

Despite being a part of deep learning, the MLP-based model can be seen as a new, lightweight time series product and should be segregated individually. It comes from the recent re-examination of multilayer perceptrons using deep learning, such as MLP-Mixer [Tolstikhin et al. 2021] for computer vision. Its influence has led to similar investigations in the realm of time series. On the M4 dataset, NBEATsx [Olivares et al. 2022], which has residual connections, can learn multi-level information and produce state-of-the-art outcomes. It has an impact on the lightweight model LightTS [Zhang et al. 2022], adopts two downsampling techniques (including interval sampling and continuous sampling), and adds a new record to the M4 dataset. Through the aforementioned MLP-based lightweight time
series model, we can see those multilayer perceptrons are sufficient to understand nonlinear and periodic information that occurs in the actual world.

**PureTS: Pure Linear Layer Model**

**Definition of Time Series**

The time series is a collection of data points that are abstracted mathematically from real-world time data and are arranged chronologically. The prediction task of time series is defined as: For a given time value \( t \), the value corresponding to the current moment is \( x_t \). The input length (window size) of the time series is \( T \), and the input value is \( X_t = \{x_{t-T+1}, x_{t-T+2}, \ldots, x_t | x_i \in \mathbb{R}^N \} \), where \( N \) is the dimension of the corresponding value at a time step; its output length (horizon) is \( T' \), the output value is \( X'_t = \{x_{t+1}, x_{t+2}, \ldots, x_{t+T'} | x_i \in \mathbb{R}^N \} \). The above is called \( T' \) step prediction task, when \( T' = 1 \), it is called single-step prediction, and when \( T \) gradually increases to a certain extent, it is called long-sequence forecasting.

**Details of the PureTS**

Hornik demonstrates that the neural network and activation layer has a great fitting ability, as long as there are enough hidden units, any Borel measurable function may be approximated to arbitrary precision from one finite-dimensional space to another finite-dimensional space (Hornik 1991). However, such a fitting capacity is a double-edged sword. It will lead to over-fitting and reduce the test accuracy. In order to fit the core rules between the input and output, we deleted the activation layer and employed the linear layer’s projection ability. Time series often have two dimensions of information that should be fitted, spatiotemporal correlation. Therefore we classify PureTS into two primary examples based on this. As depicted in Figure 1 one is a multilayer perceptron with only linear layers, and the other is a multilayer perceptron including spatiotemporal transformations.

PureTS is a non-trick linear neural network model (no activation layers, regularizers, or dropout). Basic PureTS is depicted in the figure on the left. The number of linear layers in this experiment is three (adjustable), depending on the data’s intricacy. One linear layer is usually enough to fit the overall trend of the time series in short-step forecasting. Enter the vector \( X_t = \{x_{t-T+1}, x_{t-T+2}, \ldots, x_t | x_i \in \mathbb{R}^N \} \) to perform the “Permute” operation, transfer the time dimension to the projectable \( X'_N = \{x_1, x_2, \ldots, x_N | x_i \in \mathbb{R}^T \} \), perform linear projections of several time dimensions to get \( X''_N = \{x'_1, x'_2, \ldots, x'_N | x'_i \in \mathbb{R}^{T'} \} \), and finally, perform the “Permute” operation to obtain the predicted value \( X''_t = \{x_{t+1}, x_{t+2}, \ldots, x_{t+T'} | x_i \in \mathbb{R}^N \} \). In the image on the right, PureTS_S has spatial projection applied, and the feature dimension has been a linear transformation to produce \( X'''_N = \{x'''_1, x'''_2, \ldots, x'''_N | x'''_i \in \mathbb{R}^{N'} \} \).

**Experiment**

In this chapter, we will analyze two datasets with contrasting characteristics and their extension tasks, validate the predictive capability of PureTS, and compare the running times and parameter sizes of several models horizontally. The eight publicly available benchmark datasets are split into short sequence prediction and long sequence prediction in accordance with the previous experimental settings (Zhang et al. 2022; Zhou et al. 2021; Lai et al. 2018). The long-sequence prediction data set adopts the evaluation indicators of the Mean Squared Error (MSE) and Mean Absolute Error (MAE), and the short-sequence data set adopts the evaluation indicators of the Root Relative Squared Error (RSE) and Empirical Correlation Coefficient (CORR).

The test model is classified into statistics and deep learning directions based on its parameters and computational complexity. The deep learning direction is further divided into four categories by additional functional modules.
| Methods | Metrics | ETTh1 horizon | ETTh2 horizon | ETTm1 horizon | Weather horizon | Electricity horizon |
|---------|---------|---------------|---------------|---------------|----------------|-------------------|
| LogTrans | MSE     | 0.942         | 3.711         | 1.728         | 0.666         | 0.311             |
|         | MAE     | 1.109         | 2.817         | 1.865         | 0.741         | 0.333             |
|         |         | 0.766         | 1.587         | 1.656         | 0.584         | 0.597             |
|         |         | 0.843         | 1.356         | 1.721         | 0.611         | 0.413             |
| Reformer | MSE     | 1.919         | 3.798         | 1.632         | 1.770         | 1.883             |
|         | MAE     | 2.177         | 5.111         | 1.943         | 2.548         | 1.973             |
|         |         | 1.090         | 1.508         | 1.006         | 1.407         | 1.185             |
|         |         | 1.218         | 1.793         | 1.002         | 0.685         | 1.002             |
| Informer | MSE     | 0.884         | 1.665         | 1.219         | 0.623         | 0.308             |
|         | MAE     | 0.941         | 2.340         | 1.651         | 0.547         | 0.328             |
|         |         | 0.753         | 1.209         | 0.871         | 0.575         | 0.406             |
| Autoformer | MSE   | 0.724         | 1.386         | 0.575         | 1.497         | 0.259             |
|          | MAE     | 0.898         | 2.445         | 0.599         | 1.314         | 0.291             |
|          |         | 0.651         | 1.226         | 0.542         | 0.573         | 0.361             |
| LSTMa    | MSE     | 1.152         | 3.276         | 1.598         | 1.407         | 1.528             |
|          | MAE     | 1.682         | 3.711         | 1.259         | 0.875         | 1.343             |
|          |         | 0.794         | 1.520         | 1.259         | 0.875         | 0.886             |
| LSTNet   | MSE     | 2.477         | 1.372         | 1.009         | 0.714         | 0.442             |
|          | MAE     | 1.925         | 2.403         | 1.681         | 0.773         | 0.473             |
|          |         | 1.193         | 3.403         | 2.701         | 0.643         | 0.433             |
| SCINet   | MSE     | 0.528         | 0.657         | 0.350         | 0.540         | 0.234             |
|          | MAE     | 0.597         | 1.118         | 1.214         | 0.577         | 0.272             |
|          |         | 0.513         | 0.776         | 0.836         | 0.549         | 0.332             |
| LightTS  | MSE     | 0.466         | 0.497         | 0.272         | 0.527         | 0.219             |
|          | MAE     | 0.542         | 0.739         | 0.391         | 0.554         | 0.318             |
|          |         | 0.468         | 0.610         | 0.420         | 0.525         | 0.329             |
| PureTS   | MSE     | 0.179         | 0.376         | 0.561         | 0.304         | 0.196             |
|          | MAE     | 0.571         | 0.776         | 0.561         | 0.532         | 0.254             |
|          |         | 0.433         | 0.776         | 0.561         | 0.566         | 0.302             |

Table 1: Long sequence prediction task results. The model with the best result is in **bold**, the second result in *italics*. The experimental results except PureTS are from [Zhang et al. 2022].

| Methods | Metrics | Exchange-Rate | Solar-Energy |
|---------|---------|---------------|--------------|
|         |         | horizon       | horizon       |
| AR      | RSE     | 0.0228        | 0.0279        |
|         | CORR    | 0.9734        | 0.9656        |
|         |         | 0.0353        | 0.0535        |
|         |         | 0.0945        | 0.0937        |
| VARMLP  | RSE     | 0.0265        | 0.0394        |
|         | CORR    | 0.8609        | 0.8725        |
|         |         | 0.0407        | 0.0470        |
|         |         | 0.0578        | 0.0767        |
| GP      | RSE     | 0.0239        | 0.0272        |
|         | CORR    | 0.8713        | 0.8193        |
|         |         | 0.0394        | 0.0848        |
|         |         | 0.0580        | 0.0827        |
| RNN-GRU | RSE     | 0.0192        | 0.0264        |
|         | CORR    | 0.9876        | 0.9712        |
|         |         | 0.0393        | 0.0931        |
|         |         | 0.0626        | 0.0923        |
| TCN     | RSE     | 0.0217        | 0.0263        |
|         | CORR    | 0.9693        | 0.9633        |
|         |         | 0.0393        | 0.0931        |
|         |         | 0.0492        | 0.0923        |
| MTGNN   | RSE     | 0.0194        | 0.0259        |
|         | CORR    | 0.9786        | 0.9708        |
|         |         | 0.0349        | 0.0951        |
|         |         | 0.0456        | 0.0937        |
| SCINet  | RSE     | 0.0179        | 0.0249        |
|         | CORR    | 0.9744        | 0.9655        |
|         |         | 0.0344        | 0.0943        |
|         |         | 0.0462        | 0.0927        |
| LightTS | RSE     | 0.0178        | 0.0246        |
|         | CORR    | 0.9798        | 0.9710        |
|         |         | 0.0339        | 0.0954        |
|         |         | 0.0453        | 0.0960        |
| PureTS  | RSE     | 0.0174        | 0.0242        |
|         | CORR    | 0.9793        | 0.9713        |
|         |         | 0.0331        | 0.0971        |
|         |         | 0.0429        | 0.0951        |
| PureTS_S| RSE     | 0.0178        | 0.0255        |
|         | CORR    | 0.9734        | 0.9678        |
|         |         | 0.0356        | 0.0954        |
|         |         | 0.0519        | 0.0932        |

Table 2: Short sequence prediction task results. The model with the best result is in **bold**, the second result in *italics*. The experimental results except PureTS and PureTS_S are from [Zhang et al. 2022].
Figure 2: Model MACs and runtime comparison. The different points represent different step length settings in the ETTh1 dataset, and the steps from bottom to top are 48, 168, 336, 720.

- Statistically-Based models: AR, GP (Roberts et al. 2013).
- Transformer-Based models: LogTrans (Li et al. 2019), Reformer (Kitaev, Kaiser, and Levskaya 2020), Informer (Zhou et al. 2021), Autoformer (Wu et al. 2021).
- CNN-Based models: TCN (Bai, Kolter, and Koltun 2018), SCINet (Liu et al. 2021).
- RNN-Based models: RNN-GRU (Fu, Zhang, and Li 2016), LSTNet (Lai et al. 2018), LSTMa (Bahdanau, Cho, and Bengio 2014).
- GNN-Based models: MTGNN (Wu et al. 2020).
- MLP-Based models: VARMLP (Zhang 2003), LightTS (Zhang et al. 2022).

Main Results Presentation
In the long sequence prediction task, PureTS is set up as a three-layer multilayer perceptron. The comparison results are shown in Table 2.

The results show that PureTS achieves 80% state-of-the-art with only three linear layers. MLP-based PureTS and LightTS generally outperform other models with special function blocks. According to LightTS statistics (Zhang et al. 2022), for the longest prediction horizon, LightTS lowers MSE by 9.21%, 33.90%, 34.18%, and 13.60% on the ETTh1, ETTh2, ETTm1, and Electricity datasets, respectively. On this basis, the error of PureTS is lower than LightTS, respectively decreased by 8.94%, 15.09%, 11.70%, and 8.94%. Additionally, CNN-based models downsample with convolution kernels, whereas multilayer perceptrons downsample with structural refinement or pure linear maps like PureTS, but they can better represent long-term information. We also ran additional experiments with medium step size in appendix, PureTS can also achieve state-of-the-art. Even though PureTS excels at comprehending long-term trends, particularly the basic rules of time series, it is not bad at short-step forecasting.

Additionally, as indicated in Table 2, we conducted experiments on the short-step dataset. The Exchange-Rate data’s feature dimension is 8. The result of PureTS is better than that of PureTS S, and the prediction results has been achieved state-of-the-art. In Solar-Energy, the feature dimension rises to 137, making prediction more difficult, and PureTS’s outcome is less effective than PureTS S. This indicates that deep learning networks still require careful design for models with high feature dimensions.

High Speed and Lightweight
For time series models, the model’s calculation volume and running speed are also crucial evaluation factors. The dataset will choose ETTh1 for long-sequence prediction tasks once we compare the multiple-accumulate operations (MACs) and inference speed of the recent time series models Informer, SCINet, LSTM, LightTS, and PureTS, as illustrated in Figure 2.

Unquestionably, PureTS is the fastest model. It is interesting to note that the model’s running speed is not directly correlated with the model’s MACs or parameters, specifically in GPU inference, further optimization is easier with the pure model. The parameter comparison can be found in the appendix. Following the ShuffleNet V2 (Ma et al. 2018) design principle for lightweight models, time series designers can also refer to:

- Equal channel width minimizes memory access cost and tries to keep the same input and output dimensions.
- Network fragmentation reduces parallelism and purifies the model as much as possible.
- Element operations must be considered, especially in lightweight models where prediction accuracy is frequently gained through fragmentation operations.
Discussion

Despite being quick and pure, PureTS is not far behind in forecasting tasks, particularly in capturing long-term trends. In this chapter, we will examine PureTS’s fundamental performance and gather proof of the requirement for time series to understand the fundamental rules of change.

Specific Prediction Space

Previous research has shown that a multilayer perceptron with the activation layer has a dense prediction space, while a purely linear layer can only fit linear and constant terms of the input and has a restricted and focused prediction space. The experimental portion then demonstrates that pure linear layers can perform well in a variety of prediction tasks. As a result, we hypothesize that the majority of time series functions follow a common law, which is a constrained but representative function space that the linear layer can learn when the time series prediction step size increases.

Linear Layer Revisited

It is presumable that the linear layer improves generalization while decreasing the model’s capacity to fit higher-order terms. A Fourier series expansion can be applied to any periodic function \( f(x) \), therefore we begin with the most fundamental \( \sin x \) observations. The neural network is used to predict \( t’ \)-step \( X’ \) from \( t \)-step \( X \). Using \( \sin x \) as the prediction object of the time series.

The fitting state of \( f(x) \) under five varying conditions is detailed in Figure 3. Long-sequence time prediction is based on Figure (2), which depicts the outcome of a 64-step, two-layer linear layer fitting the \( f(x) \) curve while sacrificing peak value fitting in favor of grasping the overall trend. Figure (1) reduces the step size to 1. The findings demonstrate that \( f(x) \) can be perfectly fitted by the linear layer. It suggests that in an ideal scenario, a time series task could be predicted using linear layers. Based on the baseline, Figure (3) greatly raises the step size to 256. The results are in line with expectations: the image periodicity is well fitted, the peak fitting is abandoned, and the long-term series largely grasps the general trend of the time series information rather than the precise value. Figure (4) lowers the two neural network layers to one, and it can be concluded that the accuracy of the first layer and the two levels of the linear layer are the same, which is compatible with the theory we provided, because their output terms are the sum of the primary term and the constant term of the input term. However, the difference between them is in the fitting speed. The layer for Sigmoid activation is added in Figure (5). Activation layers boost peak fit while erasing the overall trend, making the curve abnormal. The abnormal phenomenon that the nonlinearity introduced makes the fitting curve appear additional fluctuation is defined as over-fluctuating. The convergence of the aforementioned five conditions is shown in Figure (6). To summarize, the larger the step size, the faster the model converges, and the accuracy drops, especially when the peak fitting is poor, which improves understanding of the overall rule of the model. Only the model’s convergence condition is impacted by an increase in the linear layer. The peak accuracy of the model could increase with the addition of the activation layer, but nonlinearity will cause over-fluctuating, and the pace of convergence will slow down since particular values must be fitted.

Trend Analysis and Over-fluctuating

This section will analyze the model’s ability to grasp the trend and the phenomenon of over-fluctuating by visualiz-
First, examine the overall fit of each model. In the upper half of Figure 4, in the case of long-step prediction fitting, all models show an excellent periodic fit. In terms of grasping trends, the MLP-based PureTS and LightTS models are better able to comprehend the general trend of the data, while LSTM and SCINet exhibit deviations in prediction. According to the details highlighted in the red box, PureTS and LSTM fit smoothly at the peak because their models contain fewer nonlinear components. However, the LightTS and SCINet models fit well at the peak and have larger fluctuations because they are intentionally designed to introduce complex nonlinearity.

Secondly, in the lower part of Figure 4, some details of the long-step prediction are shown, which can also verify the conclusion of the Linear Layer Revisited section. The smoothest is LSTM, but it does not fit well. At the peak, PureTS added the proper fluctuations, but did not add more fluctuations to get too close to the peak. While the well-designed LightTS and SCINet can perform better at the peak, they inevitably introduce over-fluctuating. Similar to when fitting a trigonometric function, the distortion here is similar to losing the overall smoothness and periodicity in order to fit the peaks.

**Limitations**

Although PureTS achieves amazing results on real datasets, we still cannot theoretically explain why PureTS has such high accuracy, which is worth following up in subsequent work. We found that PureTS does not produce unreasonable polylines by refining the fitted curve because no nonlinearity is introduced, but we cannot explain their connection and why no nonlinearity can be close to the real curve.

**Conclusions**

We moved the emphasis of time series fitting to grasping its core variation laws, investigated pure linear neural networks, established PureTS, and achieved state-of-the-art results in 80% of the tasks predicted by long-step datasets. Based on this finding, we suggest that the time series task is distinct from other fields, particularly in long series forecasting, where the model’s primary objective is to understand the time series’ fundamental trend rather than every particularity of the surrounding environment. Precision, convergence speed, and other angles have demonstrated PureTS’s effectiveness. We define over-fluctuating based on an analysis of the fitted curve, and discover that excessive nonlinearity will make over-fluctuating result in distortion. On this foundation, we suggest several guidelines for establishing the lightweight model of time series long series prediction, including using the same dimension for input and output, preventing model operation fragmentation, and avoiding complicated calculations.
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Appendix

Model Parameter Statistics
In the ETTh1 long sequence prediction task, the statistics of the parameters of each model are shown in Figure 5.

Supplementary Results
Results for short strides in long sequence datasets are shown in Table 4.
Results in short sequence datasets are shown in Table 5.

Dataset Details
All data sets used in the experiment are shown in Table 3. ETTh1, ETTh2, ETTm1, and Weather belong to long-sequence data sets, while Solar-Energy, Traffic, Electricity and Exchange-Rate belong to short-sequence data sets.

| Datasets    | Feature | Timesteps | Granularity |
|-------------|---------|-----------|-------------|
| ETTh1       | 7       | 17420     | 1 hour      |
| ETTh2       | 7       | 17420     | 1 hour      |
| ETTm1       | 7       | 69680     | 15 minutes  |
| Weather     | 12      | 35064     | 1 hour      |
| Solar-Energy| 137     | 17544     | 10 minutes  |
| Traffic     | 862     | 52560     | 1 hour      |
| Electricity | 321     | 26304     | 1 hour      |
| Exchange-Rate| 8      | 7588      | 1 day       |

Table 3: The details of the experimental data set, the classification follows LightTS (Zhang et al. 2022).

Evaluation Metrics
In the long series prediction, we employ Mean Squared Error (MSE) and Mean Absolute Error (MAE) as indicators and follow the setting (Zhou et al. 2021). The formula is as follows:
- Mean Squared Error (MSE):
  \[
  MSE = \frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2
  \]
- Mean Absolute Error (MAE):
  \[
  MAE = \frac{1}{n} \sum_{i=1}^{n} |Y_i - \hat{Y}_i|
  \]

In the short series prediction, we employ Root Relative Squared Error (RSE) and Empirical Correlation Coefficient (CORR) as indicators and follow the setting (Lai et al. 2018). The formula is as follows:
- Root Relative Squared Error (RSE):
  \[
  RSE = \sqrt{\frac{\sum_{t,i} (Y_{ti} - \hat{Y}_{ti})^2}{\sum_{t,i} (Y_{ti} - \bar{Y})^2}}
  \]
- Empirical Correlation Coefficient (CORR):
  \[
  CORR(Y, \hat{Y}) = \frac{1}{n} \sum_{i=1}^{n} \frac{\sum_{t} (Y_{ti} - \bar{Y})(\hat{Y}_{ti} - \bar{\hat{Y}})}{\sqrt{\sum_{t} (Y_{ti} - \bar{Y})^2 \sum_{t} (\hat{Y}_{ti} - \bar{\hat{Y}})^2}}
  \]
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Figure 5: The parameters and MAE statistics of each model. The different points represent different step length settings in the ETTh1 dataset, and the steps from bottom to top are 48, 168, 336, 720.
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| Methods   | Metrics | Traffic horizon | Electricity horizon |
|-----------|---------|-----------------|---------------------|
| LogTrans  | MSE     | 0.656 0.670     | 0.341 0.495        |
|           | MAE     | 0.600 0.611     | 0.495 0.527        |
| Reformer  | MSE     | 0.887 1.159     | 0.598 0.952        |
|           | MAE     | 0.630 0.750     | 0.489 0.645        |
| LSTMa     | MSE     | 0.536 0.616     | 0.511 1.280        |
|           | MAE     | 0.528 0.577     | 0.517 0.819        |
| LSTNet    | MSE     | 1.175 1.344     | 1.856 1.909        |
|           | MAE     | 0.793 0.864     | 1.058 1.085        |
| Informer  | MSE     | 0.509 0.551     | 0.325 0.472        |
|           | MAE     | 0.523 0.563     | 0.440 0.537        |
| Autoformer| MSE     | 0.408 0.443     | 0.150 0.216        |
|           | MAE     | 0.434 0.451     | 0.264 0.315        |
| SCINet    | MSE     | 0.353 0.389     | 0.128 0.157        |
|           | MAE     | 0.385 0.411     | 0.231 0.265        |
| LightTS   | MSE     | 0.314 0.355     | 0.105 0.139        |
|           | MAE     | 0.356 0.384     | 0.197 0.235        |
| PureTS    | MSE     | 0.352 0.367     | 0.137 0.169        |
|           | MAE     | 0.369          | 0.229 0.263        |

Table 4: Supplementary results for long sequence prediction tasks. The model with the best result is in **bold**, the second result in *italics*. The experimental results except PureTS are from [Zhang et al., 2022].

| Methods   | Metrics | Traffic horizon | Electricity horizon |
|-----------|---------|-----------------|---------------------|
| AR        | RSE     | 0.5991          | 0.0995              |
|           | CORR    | 0.7752          | 0.8845              |
| VARMLP    | RSE     | 0.5582          | 0.1393              |
|           | CORR    | 0.8245          | 0.8708              |
| GP        | RSE     | 0.6082          | 0.1500              |
|           | CORR    | 0.7831          | 0.8670              |
| RNN-GRU   | RSE     | 0.5358          | 0.1102              |
|           | CORR    | 0.8511          | 0.8597              |
| TCN       | RSE     | 0.5459          | 0.0892              |
|           | CORR    | 0.8486          | 0.9232              |
| MTGNN     | RSE     | 0.4162          | 0.0758              |
|           | CORR    | 0.8963          | 0.9493              |
| SCINet    | RSE     | 0.4203          | 0.0758              |
|           | CORR    | 0.8931          | 0.9493              |
| LightTS   | RSE     | 0.3973          | 0.0762              |
|           | CORR    | 0.8900          | 0.9432              |
| PureTS    | RSE     | 0.4848          | 0.0855              |
|           | CORR    | 0.8561          | 0.9362              |
| PureTS_S  | RSE     | 0.5267          | 0.1061              |
|           | CORR    | 0.8463          | 0.9244              |

Table 5: Supplementary results for short sequence prediction tasks. The model with the best result is in **bold**, the second result in *italics*. The experimental results except PureTS are from [Zhang et al., 2022].