Detection of a single fundamental charge with nanoscale resolution in ambient conditions using the NV− center in diamond
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Single charge detection with nanoscale spatial resolution in ambient conditions is a current frontier in metrology that has diverse interdisciplinary applications. Here, such single charge detection is demonstrated using two nitrogen-vacancy (NV) centers in diamond. One NV center is employed as a sensitive electrometer to detect the change in electric field created by the displacement of a single electron resulting from the optical switching of the other NV center between its neutral (NV0) and negative (NV−) charge states. As a consequence, our measurements also provide direct insight into the charge dynamics inside the material.
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Single charge detectors with nanoscale spatial resolution that operate under ambient conditions have diverse interdisciplinary applications as probes of physical phenomena [1–3], components of quantum and nano-devices [4, 5], and as high-performance sensors of chemical and biological species [6, 7]. The detection of elementary charges is a long-standing endeavour, with a suite of techniques that operate under ambient conditions having diverse interdisciplinary applications as probes of physical phenomena [1–3], components of quantum and nano-devices [4, 5], and as high-performance sensors of chemical and biological species [6, 7]. The detection of elementary charges is a long-standing endeavour, with a suite of techniques that operate under ambient conditions having diverse interdisciplinary applications as probes of physical phenomena [1–3], components of quantum and nano-devices [4, 5], and as high-performance sensors of chemical and biological species [6, 7]. The detection of elementary charges is a long-standing endeavour, with a suite of techniques that operate under ambient conditions having diverse interdisciplinary applications as probes of physical phenomena [1–3], components of quantum and nano-devices [4, 5], and as high-performance sensors of chemical and biological species [6, 7]. The detection of elementary charges is a long-standing endeavour, with a suite of techniques that operate under ambient conditions having diverse interdisciplinary applications as probes of physical phenomena [1–3], components of quantum and nano-devices [4, 5], and as high-performance sensors of chemical and biological species [6, 7].

Beyond electrometry, the NV− center has a range of impressive applications including, high-sensitivity nanomagnetometry [16–18] and -thermometry [19–21], quantum information science [22, 23], and bioimaging [24]. Each of these applications exploit some combination of the center’s remarkable properties under ambient and extreme conditions [25, 26]: strong fluorescence that enables the detection of atom-sized single centers [48], long-lived ground state electron spin coherence and optical spin-polarization/readout [27]. More specifically, the NV center is a C3v point defect in diamond consisting of a substitutional nitrogen - carbon vacancy pair oriented along (111) crystal axis. The negative charge state (NV−) is formed from the neutral NV0 when the center traps an excess electron. NV− is characterized by an optical ZPL (zero phonon line) at ∼ 1.945 eV (637 nm) that is accompanied by phonon sidebands that extend to higher/lower energy in absorption/emission [27]. Additionally, NV− exhibits a ground 3A2 spin triplet level with a spin-spin splitting between the ms = 0 and ±1 spin sub-levels of D ∼ 2.87 GHz at room temperature. The spin state of the ground triplet level can be prepared and read out via optical excitation to the excited 3E triplet level. Spin-orbit and spin-spin mixing of the triplet levels makes the ground state spin resonances susceptible to electric and crystal strain fields [15, 28, 29]. The long-lived ground state spin coherence, thus enables small electric field shifts of the spin resonances to be sensitively detected using optically detected magnetic resonance (ODMR) techniques.

ODMR electrometry may be further introduced via the NV− ground state spin-Hamiltonian [28, 30]

\[
H = (D + k_\parallel E_\parallel)(S^2_z - 2/3) + \frac{g_e \mu_B}{\hbar} \mathbf{S} \cdot \mathbf{B} - k_\perp E_\perp (S^2_x - S^2_y) + k_\perp E_\parallel (S_x S_y + S_y S_x)
\]

(1)

where S is the S = 1 dimensionless electron spin operators, \(\mu_B\) is the Bohr magneton, \(g_e \sim 2.003\) is the electron g-factor [31, 40], \(\hbar\) is the Planck constant, \(\mathbf{B}\) and \(\mathbf{E}\) are the magnetic and electric fields, respectively, \(k_\parallel = 0.035(2)\) kHz m/V and \(k_\perp = 1.7(3)\) kHz m/V are the electric susceptibility parameters [29], and the spin coordinate system is defined such that the z coordinate axis coincides with the center’s trigonal symmetry axis.
and the \(x\) axis is contained in one of the center’s mirror planes (see figure 1b). Given the orders of magnitude difference between \(k_{||}\) and \(k_{\perp}\), the electron spin is most sensitive to electric fields that are transverse to the center’s trigonal axis (i.e. within the \(x - y\) plane). Sensitivity is enhanced by tailoring the electron spin eigenbasis \(\{|z\}, \{|-, +\}\}\) using a transverse magnetic field, such that the \(|0\rangle \leftrightarrow |\pm\rangle\) electron spin resonance frequencies \(f_{\pm}\) are linearly susceptible to both axial and transverse electric field components [15, 28, 30]

\[
f_{\pm} \approx f_{\pm}(0) + k_{\parallel}E_{z} \mp k_{\perp}E_{\perp} \cos(2\phi_{E} + \phi_{B})
\]

where

\[
\tan \phi_{B} = B_{y}/B_{x}, \; \tan \phi_{E} = E_{y}/E_{x}, \; B_{\perp} = \sqrt{B_{y}^{2} + B_{x}^{2}}, \; E_{\perp} = \sqrt{E_{y}^{2} + E_{x}^{2}}.
\]

and \(f_{\pm}(0)\) are the resonance frequencies in the absence of an electric field, which depend on \(B_{\perp}\), but not \(\phi_{B}\). The bare electric field shift is given by \(\Delta f_{\pm} = f_{\pm} - f_{\pm}(0)\). As demonstrated in Ref. 15, the effects of the transverse orientations of the electric and magnetic fields on the spin resonances are coupled by the final term in equation 2, which can be observed by rotating the magnetic field in the transverse plane.

The neutral charge state \(\text{NV}^{0}\) is characterized by an optical ZPL at \(\sim 2.156 \text{ eV} (575 \text{ nm})\) accompanied by phonon sidebands. In the absence of light, the equilibrium NV charge state is determined by the local distribution of electron donors and acceptors [27]. Alternatively, the equilibrium NV charge state may be controlled via gate voltages applied to the diamond [33, 34]. Different photoconversion processes enable controlled optical switching of the NV charge state [35–39]. Under red (637–575 nm) excitation, \(\text{NV}^{-}\) is selectively excited and subsequently an electron is transferred to the conduction band, converting the center to \(\text{NV}^{0}\). Likewise, under blue (<490 nm) excitation, \(\text{NV}^{-}\) is directly ionized, converting the center to \(\text{NV}^{0}\). Under green (490–575 nm) excitation, both charge states are excited and photoconversion occurs in both directions. However, the negative charge state is the dominant one with respect to occurrence and fluorescence intensity in the latter spectral range. The rate of each photoconversion process depends quadratically on the excitation intensity.

Improved understanding of the charge dynamics of the NV center [35–46] is particularly important to the performance of \(\text{NV}^{-}\) in its various applications. However, there has not yet been a direct observation of the excess electron whose presence/absence determines the center’s charge state. Here, we perform such a direct observation that unequivocally confirms the current charge state assignments and also provides insight into the microscopic behavior of the excess electron.

In our experiments, we employed a pair of implanted \(^{15}\text{N}^{-}\) centers that were oriented along different [111] directions in type IIa diamond and whose positions have been previously established using super-resolution microscopy [22, 47]. One center (NV A) was employed as an electrometer to detect the change in electric field created by the displacement of the excess electron of the other center (NV B) when it is optically switched from NV\(^{−}\) to NV\(^{0}\). By selectively addressing the ODMR transitions of NV A, we were able to perform electrometry on NV A using polarized green (532 nm) spin-polarization and readout laser pulses (timed with fluorescence detection) and optically switch the charge state of NV B using polarized red (638 nm) pump laser pulses [30]. The length of the red pulse \(\tau_{\text{pump}}\) controlled the probability that NV B was in a given charge state during the ODMR measurement [30]. Similar to Ref. 15, the ODMR electrometry utilized a static transverse bias magnetic field with magnitude \(B_{\perp} \approx 5.5 \text{ mT}\), a smaller auxiliary magnetic field \(\delta B\) that tuned the net magnetic field (see fig. 3a), and a Ramsey-type microwave pulse sequence with free spin evolution time \(\tau\). The transverse bias magnetic field split the \(|z\rangle \leftrightarrow |\pm\rangle\) electron spin resonances and the microwave pulses were tuned to the lower frequency \(|z\rangle \leftrightarrow |−\rangle\) electron spin resonance (see figure 1). The full measurement...
The Fast Fourier Transform (FFT) of the electron spin Ramsey oscillation of NV A reveals the spectrum (e.g. figure 2) of the \(|z\leftrightarrow|\rangle\) electron spin transition. The spectrum contains four pairs of spectral lines, where one member of the pair has lower intensity than the other. Each pair corresponds to a single hyperfine resonance of the magnetic hyperfine interaction between the electron spin and the \(^{15}\text{N}\) nuclear spin (refer to figure 1), which is described by the addition of the potential \([27] \)

$$V_{hf} = A_{//}S_z I_z + A_{\perp} (S_x I_x + S_y I_y)$$  \(3\)

to the spin-Hamiltonian (1), where \(\vec{I}\) are the \(I = 1/2\) dimensionless nuclear spin operators, \(A_{//} = 3.03(3)\) MHz and \(A_{\perp} = 3.65(3)\) MHz are the \(^{15}\text{N}\) hyperfine parameters \([31]\). To second-order, the \(m_I = \pm 1/2\) nuclear spin projections are degenerate for the \(|\pm\rangle\) electron spin states, but are mixed for \(|z\rangle\) and split by \(\delta f = 2A_{\perp} B_{z}/D\) (see fig. 1b). Consequently, each electron spin resonance becomes two hyperfine lines that are split by \(\delta f\). If a small axial magnetic field \(B_z\) is present, then the nuclear spin projections split for the \(|\pm\rangle\) electron spin states and each electron spin resonance now becomes a four-line hyperfine structure (see fig. 2b).

The presence of pairs of lines with different intensities in the Ramsey spectrum may be understood by first noting that the spectrum represents a statistical average of the spin resonances over the measurement ensemble \([28]\). Since during some of the measurements NV B was NV\(^-\) and during others it was NV\(^0\), the Ramsey spectrum contains two sets of hyperfine lines that correspond to the two charge states of NV B. The two sets of lines are shifted with respect to each other due to the electric field shift at NV A that results from the change in charge at NV B. Since the electric field shift is smaller than the hyperfine splittings, the two sets of lines appear to form pairs of lines with different intensities. The integrated intensities of the two sets of lines are directly related to the probabilities that NV B was NV\(^-\) or NV\(^0\) during a measurement. To confirm our interpretation, we varied the illumination time \(\tau_{\text{pump}}\) with the red charge state switching laser in order to vary the charge state probabilities of NV B. Figure 2 clearly demonstrates that the ratio of the two sets of lines follow inversely related single exponential curves with \(\tau_{\text{pump}}\), which agrees well with the expected variation of the charge state probabilities provided by the current model of the NV\(^-\)\(\rightarrow\)NV\(^0\) photoconversion process \([30, 36]\).

Given the non-trivial interplay of the magnetic, electric and hyperfine interactions that govern the observed spin resonances, in order to precisely measure the electric field shift, we recorded the Ramsey spectra for different magnetic field configurations and fit the spectral line frequencies using numerical solutions of the complete spin-Hamiltonian \(H + V_{hf}\). Figure 3(a) depicts the results of a sweep of the auxiliary magnetic field \(\delta \vec{B}\), which yields \(\Delta f_e = 66 \pm 7\) kHz.

Of note for NV\(^-\) electrometry, the electric field shifts are observed over a much larger range of \(B_z\) than in the first electrometry demonstration \([15]\), which is due to the larger transverse bias field employed in this work. This outcome promises that NV\(^-\) electrometry may be suc-
FIG. 3: (color online) (a) Electron spin resonance frequencies as obtained from Ramsey oscillations for different auxiliary magnetic fields ($\delta B = \Delta B_1 \hat{z} + B_z \hat{z}$) (b) Polar plot of the electric field shift of a single hyperfine line as the transverse magnetic field $B_\perp$ is rotated. (c) Super-resolution microscopy image of NV A and NV B. (d) Combination of (b), (c) and the known orientations and positions of the centers.

The data of figure 3(d) demonstrates that the polar pattern is oriented towards NV B from NV A. Given the expected angular dependence, this suggests that the transverse electric field at NV A is similarly oriented. Figure 3 also demonstrates that the displacement vector $\vec{d}$ connecting NV A and NV B. Electric field simulation yields a field angle of $6 \pm 4^\circ$ and and $\Delta f_{\text{sim}} = 70 \pm 10$ kHz. Considering the orientation of an electric field at NV A generated by a charge at NV B, this angle and the observed net electric field shift of $\Delta f_\perp \approx 66$ kHz implies that the shift due to the axial component of the electric field is $k_\parallel E_z < 0.3$ kHz, which is too small to be detected. Specifying $k_\parallel E_z \sim 0$, the fit of the magnetic field data of figure 3(a) yields the transverse electric field shift $k_\perp E_\perp = 66 \pm 7$ kHz and a field angle of $0.5 \pm 4^\circ$ which is in good agreement with the calculated values form the distance vector.

Accounting for the relative permittivity of diamond ($\epsilon_r = 5.7$), the measured transverse electric field is that of a single electron located at a transverse distance of $25 \pm 2$ nm from NV A, which is consistent with the super-resolution microscopy measurement of $27 \pm 3$ nm. Noting that the measured electric field is the difference in the electric field at NV A due to the change of charge at NV B, this result may be interpreted as the displacement of the excess electron at NV B when it is NV$^-$ to a position beyond the range of detection ($> 40$ nm).

Combining our evidence obtained from optically controlling the NV charge state, observing the OMDR as a function of magnetic field and interpreting super-resolution microscopy, it is clear that we successfully employed one NV center as an electrometer to detect the single excess electron that determines the charge state of another NV center located $\sim 25$ nm away. Thus demonstrating single charge detection using NV$^-$ electrometry under ambient conditions and unequivocally confirming the current charge state assignments. Furthermore, our measurements provided direct insight in the microscopic behavior of the excess electron.

This work was supported by the ARC (DP120102232), SFB TR/21, SFB 716, Forschergruppe 1493 as well as EU projects SIQS and ERC SQUITEC and the Max Planck Society.

* Electronic address: f.dolde@physik.uni-stuttgart.de

[1] M.J. Yoo, T.A. Fulton, H.F. Hess, R.L. Willett, L.N. Dunkleberger, R.J. Chichester, L.N. Pfeiffer and K.W. West, Science 276, 579 (1997).
[2] J. Martin, N. Akerman, G. Ulbricht, T. Lohmann, J.H. Smet, K. von Klitzing and A. Yacoby, Nature Phys. 4, 144 (2008).
[3] C. Schonenberger and S.F. Alvarado, Phys. Rev. Lett. 65, 3162 (1990).
[4] M.H. Devoret and R.J. Schoelkopf, Nature 406, 1039
(2000).

[5] J.M. Elzerman, R. Hanson, L.H. Willems van Beveren, B. Witkamp, L.M.K. Vandersypen and L.P. Kouwenhoven, Nature 430, 430 (2004).

[6] F. Patolsky, G. Zheng and C.M. Lieber, Nature Protoc. 1 1711 (2006).

[7] Y. Cui, Q. Wei, H. Park, C.M. Lieber, Science 293, 1289 (2001).

[8] C.C. Williams, J. Slinkman, W.P. Hough and H.K. Wickramasinghe, Appl. Phys. Lett. 55 1662 (1989).

[9] A.K. Henning, T. Hochwitz, J. Slinkman, J. Never, S. Hoffmann, P. Kaszuba and C. Daghlian, J. Appl. Phys. 77, 1888 (1995).

[10] Y. Martin, D.W. Abraham and H.K. Wickramasinghe, Appl. Phys. Lett. 52, 1103 (1988).

[11] A.N. Cleland and M.L. Roukes, Nature 392, 160 (1998).

[12] J.S. Bunch, A.M. van der Zande, S.S. Verbridge, I.W. Frank, D.M. Tanenbaum, J.M. Parpia, H.G. Craighead, P.L. McEuen, Science 315, 490 (2007).

[13] J. Salfi, I.G. Savel’ev, M. Blumin, S.V. Nair and H. E. Ruda, Nature Nanotechnet. 5, 737 (2010).

[14] J. Lee, Y. Zhu and A. Seshia, J. Micromech. Microeng. 18, 025033 (2008).

[15] F. Dolde, H. Fedder, M.W. Doherty, T. Nöbauer, F. Rempp, G. Baliusubramanian, T. Wolf, F. Reinhard, L.C.L. Hollenberg, F. Jelezko and J. Wrachtrup, Nature Physics 7, 459 (2011).

[16] G. Waldherr, J. Beck, P. Neumann, R.S. Said, M. Nitsche, M.L. Markham, D.J. Twitchen, J. Twamley, F. Jelezko and J. Wrachtrup, Nature Nanotechnet. 7, 105 (2012).

[17] T. Staudacher, F. Shi, S. Pezzagna, J. Meijer, J. Du, C.A. Meriles, F. Reinhard and J. Wrachtrup, Science 339, 561 (2013).

[18] H.J. Mamin, M. Kim, M.H. Sherwood, C.T. Rettner, K. Ohno, D.D. Awschalom and D. Rugar, Science 339, 557 (2013).

[19] D.M. Toyli, C.F. de las Casas, D.J. Christie, V.V. Dobrovitski and D.D. Awschalom, PNAS 110, 8417 (2013).

[20] P. Neumann, I. Jakobi, F. Dolde, C. Burk, R. Reuter, G. Waldherr, J. Honert, T. Wolf, A. Brunner, J.H. Shim, D. Suter, H. Sumiya, J. Isoya and J. Wrachtrup, Nano Lett. 13, 2738 (2013).

[21] G. Kucsko, P.C. Maurer, N.Y. Yao, M. Kubo, H.J. Noh, P.K. Lo, H. Park and M.D. Larkin, Nature 500, 54 (2013).

[22] F. Dolde, I. Jakobi, B. Naydenov, N. Zhao, S. Pezzagna, C. Trautmann, J. Meijer, P. Neumann, F. Jelezko and J. Wrachtrup, Nature Physics 9, 139 (2013).

[23] H. Bernien, B. Hensen, W. Pfall, G. Koolstra, M.S. Blok, L. Robledo, T.H. Taminiau, M. Markham, D.J. Twitchen, L. Childress and R. Hanson, Nature 497, 86 (2013).

[24] L.P. McGuinness, Y. Yan, A. Stacey, D.A. Simpson, L. T. Hall, D. Maclaurin, S. Prawer, P. Mulvaney, J. Wrachtrup, F. Caruso, R. E. Scholten and L.C.L. Hollenberg, Nature Nanotechnology 6, 358 (2011).

[25] D.M. Toyli, D.J. Christie, A. Alkauskas, B.B. Buckley, C.G. Van de Walle and D.D. Awschalom, Phys. Rev. X 2, 031001 (2012).

[26] M.W. Doherty, V.V. Struzhkin, D.A. Simpson, L.P. McGuinness, Y. Meng, A. Stacey, T.J. Karle, R.J. Hemley, N.B. Manson, L.C.L. Hollenberg and S. Prawer, arXiv:1305.2291 (2013).

[27] M.W. Doherty, N.B. Manson, P. Delaney, F. Jelezko and L.C.L. Hollenberg, Physics Reports 528, 1 (2013).

[28] M.W. Doherty, F. Dolde, H. Fedder, F. Jelezko, J. Wrachtrup, N.B. Manson and L.C.L. Hollenberg, Phys. Rev. B 85, 205203 (2012).

[29] E. van Oort and M. Glasbeek, Chem. Phys. Lett. 168, 529 (1990).

[30] See Supplementary Material at for experimental and theoretical details.

[31] S. Felton, A.M. Edmonds, M.E. Newton, P.M. Martin, D. Fisher, D.J. Twitchen and J.M. Baker, Phys. Rev. B 79, 075203 (2009).

[32] N. B. Manson, K. Beha, A. Batalov, L.J. Rogers, M.W. Doherty, R. Bratschitsch and A. Leitenstorfer, Phys. Rev. B 87, 155209 (2013).

[33] M.V. Hauf, B. Grotz, B. Naydenov, M. Dankerl, S. Pezzagna, J. Meijer, F. Jelezko, J. Wrachtrup, M. Stutzmann, F. Reinhard and J.A. Garrido, Phys. Rev. B 83, 075105 (2011).

[34] B. Grotz, M.V. Hauf, M. Dankerl, B. Naydenov, S. Pezzagna, J. Meijer, F. Jelezko, J. Wrachtrup, M. Stutzmann, F. Reinhard and J.A. Garrido, Nature Communications 3, 729 (2012).

[35] E. Rittweger, K.Y. Han, S.E. Irvine, C. Eggeling and S.W. Hell, Nature Photonics 3, 144 (2009).

[36] G. Waldherr, J. Beck, M. Steiner, P. Neumann, A. Gali, Th. Frauenheim, F. Jelezko and J. Wrachtrup, Phys. Rev. Lett. 106, 157601 (2011).

[37] K. Beha, A. Batalov, N.B. Manson, R. Bratschitsch and A. Leitenstorfer, Phys. Rev. Lett. 109, 097404 (2012).

[38] K.Y. Han, D. Wildanger, E. Rittweger, J. Meijer, S. Pezzagna, S.W. Hell and C. Eggeling, New J. Phys. 14, 123002 (2012).

[39] N. Aslam, G. Waldherr, P. Neumann, F. Jelezko and J. Wrachtrup, New J. Phys. 15, 013064 (2013).

[40] J.H.N. Loubser and J.A. van Wyk, Rep. Prog. Phys. 70, 105701 (2017).

[41] N.B. Manson and J.P. Harrison, Diamond and Related Materials 14, 1705 (2005).

[42] S. Dannewisser, J. Phys.: Condens. Matter 21, 175412 (2009).

[43] Y. Mita, Phys. Rev. B 53, 11360 (1996).

[44] A. Gali, Phys. Rev. B 79, 235210 (2009).

[45] J.R. Weber, W.F. Koehl, J.B. Varley, A. Janotti, B.B. Buckley, C.G. Van de Walle and D.D. Awschalom, PNAS 107, 8513 (2010).

[46] A. Ranjarb, M. Babamoradi, M.H. Saani, M.A. Vesaghi, K. Esfarjani and Y. Kawazoe, Phys. Rev. B 84, 165212 (2011).

[47] S. Pezzagna, D. Rogalla, H.-W. Becker, I. Jakobi, F. Dolde, B. Naydenov, J. Wrachtrup, F. Jelezko, C. Trautmann and J. Meijer, Phys. Stat. Sol. A 208, 2017 (2011).

[48] A. Gruber, A. Drabenstedt, C. Tietz, L. Fleury, J. Wrachtrup and C. von Borczyskowski, Science 276, 2012 (1997).
Supplementary material to ‘Detection of a single fundamental charge with nanoscale resolution in ambient conditions using the NV$^{-}$ center in diamond’.

Florian Dolde, Marcus W. Doherty, Julia Michl, Ingmar Jakobi, Boris Naydenov, Sebastien Pezzagna, Jan Meijer, Philipp Neumann, Fedor Jelezko, Neil B. Manson, and Jörg Wrachtrup

PACS numbers:

I. EXPERIMENTAL DETAILS

A. Creation of two proximal NV centers

Given the sensitivity of NV- electrometry, to detect the change in charge at one NV center by a second NV center, the two centers must be $\pm 150$ nm apart. The chances of finding two NV centers with this separation in the dilute samples necessary for single NV addressing are remote. Therefore we used a high energy mask implantation. As mask we chose nanochannels in mica fabricated by GeV heavy ion bombardment and successive etching of the ion tracks$^1$. An implantation energy of 1 MeV per nitrogen ion was chosen to have an average implantation depth of about 750 nm, thereby shielding the NV centers from charge traps and charge noise on the surface without having a too greater straggle. A NV pair with a distance of $25\pm 2$ nm was selected. The relative positions of the centers have been previously established through interpretation of superresolution measurements and the magnetic dipolar coupling of the electron spins of the two centers$^2$.

B. Measurement setup

We used a home build confocal setup to address the NV centers with diffraction limited resolution. Under optical saturation, our free space confocal microscope collects $\approx 300$ kcounts/s per single NV center for a (110) surface close to saturation. The NV center’s ground state was controlled by microwaves applied with a lithographically fabricated coplanar wave guide on the diamond surface. A set of coils around the setup for the precise control of the magnetic field amplitude (up to $\approx 6.5$ mT) and orientation.. The green laser (532 nm, modulated by an AOM) and the red laser (638 nm, modulated by internal electronics) were combined by a beam splitter and coupled into a photonic crystal fiber to achieve the same beam pathway.

C. Polarization cross section of a NV center

The NV center has two transition dipoles orthogonal to the NV axis. This leads to an circular absorption cross section of linear polarized light along the NV axis. Since the used sample has a (110) surface the NV centers are not orthogonal to the surface, but are tilted by half the tetrahedral angle. Therefore the circular absorption cross section becomes an elliptical projection on the diamond surface. Since NV A and NV B have different orientations, their projection on the surface is orthogonal, such that linear polarized light has a minimal absorption cross section on one NV if it is maximal on the other NV. The absorption cross section is given by

$$\sigma(\theta, \alpha) = (1 - \sin \theta \sin \alpha) \sigma_{\text{max}}$$

where $\theta$ ($\approx 55^\circ$) is the angle between the NV axis and the surface normal and $\alpha$ is the angle between the light polarization and projection of the NV axis on the surface. Since photoionization is believed to be a two photon process$^3$ the ionization ratio for red light aligned with one NV center is significantly higher than than for the nonaligned case. This allows for asymmetric charge state pumping of the NV centers thereby allowing the ODMR measurement of NV A to be relatively unperturbed.
II. THEORETICAL DETAILS

A. Model of the NV$^-$→NV$^0$ photoconversion process

Under red (637-575 nm) excitation, NV$^-$ is selectively excited. A five-level rate equation model of the optical cycle of NV$^-$ is depicted in figure 2(a).3 Absorption of one photon transfers NV$^-$ between its ground $3A_2$ and excited $3E$ levels at a rate $\sigma_{\text{abs}} I$, where $\sigma_{12}$ is the NV$^-$ optical absorption cross-section and $I$ is the excitation intensity. NV$^-$ may then radiatively decay directly back to the ground state or non-radiatively decay via the intermediate $^1A_1$ and $^1E$ levels. Photoconversion to NV$^0$ occurs when an additional photon is absorbed when the center is in the excited $3E$ level.4 This additional photon ionizes the excess electron of NV$^-$ to the diamond conduction band, which is then trapped at another defect with a total effective rate $\sigma_{\text{ion}} I$, where $\sigma_{\text{ion}}$ is ionization cross-section. The center may be returned to NV$^-$ by slow electron trapping processes with the effective rate $\gamma_{\text{trap}}$.

![Diagram](image)

FIG. 2: (a) A five-level rate equation model of the optical cycle of NV$^-$ including photoconversion to NV$^0$, which is represented by a single level on the left hand side. (b) The reduced two-level model corresponding to the saturation of the NV$^-$ optical transition.

As the photoconversion process involves two photon absorption events, the photoconversion rate is quadratically dependent on excitation intensity $I$ for intensities below saturation.3 However, when the optical transition of NV$^-$ is saturated, the photoconversion rate becomes linearly dependent on excitation intensity. This saturation condition is represented by the reduction of the four-level rate equation model to an effective two-level model [depicted in figure 2(b)], which provides a simple description of the photoconversion dynamics.3 The equations of the reduced model are

\[
\begin{align*}
\dot{p}_- (t) &= -\sigma_{\text{ion}} I p_- (t) + \gamma_{\text{trap}} p_0 (t) \\
p_0 (t) &= \sigma_{\text{ion}} I \dot{p}_- (t) - \gamma_{\text{trap}} p_0 (t)
\end{align*}
\]

(1)

where $p_- (t)$ and $p_0 (t)$ are the probabilities of the center being NV$^-$ and NV$^0$, respectively. Considering a red pulse of duration $\tau$, given $\sigma_{\text{ion}} I \gg \gamma_{\text{trap}}$, the charge state probabilities following the pulse are approximately

\[
\begin{align*}
p_- (\tau) &\approx p_- (0) e^{-\sigma_{\text{ion}} I \tau} \\
p_0 (\tau) &\approx 1 - [1 - p_0 (0)] e^{-\sigma_{\text{ion}} I \tau}
\end{align*}
\]

(2)

where $p_- (0)$ and $p_0 (0)$ are the initial probabilities. Hence, the charge state probabilities are inversely related single exponential functions of the pulse duration.

B. ODMR electrometry

1. Electron spin resonances

The NV$^-$ ground state electron spin-Hamiltonian is\textsuperscript{5}

\[
H = (D + k_{||} \Pi_z) (S_z^2 - 2/3) + \gamma_e \vec{S} \cdot \vec{B} - k_{\perp} \Pi_x (S_x^2 - S_y^2) + k_{\perp} \Pi_y (S_x S_y + S_y S_x)
\]

(3)

where $\vec{S}$ are the $S = 1$ dimensionless electron spin operators, $\gamma_e = g_e \mu_B / h$, $\mu_B$ is the Bohr magneton, $g_e \sim 2.003$ is the electron g-factor,\textsuperscript{8} $h$ is the Planck constant, $\vec{B}$ is the magnetic field, $\vec{\Pi} = \vec{E} + \vec{\sigma}$ is the combined electric-strain field formed from the sum of the external electric field $\vec{E}$ and the effective electric field $\vec{\sigma}$ of local crystal strain, $k_{||} = 0.035(2)$ kHz m/V and $k_{\perp} = 1.7(3)$ kHz m/V are the electric susceptibility parameters,\textsuperscript{6} and the spin coordinate system is defined such that the $z$ coordinate axis coincides with the center’s trigonal symmetry axis and the $x$ axis is contained in one of the center’s mirror planes (refer to figure 3). Since transverse strain at NV A can not be detected ($k_{\perp} \sqrt{\sigma_x^2 + \sigma_y^2} < 1$ kHz),\textsuperscript{2} strain may be neglected and the above simplifies to

\[
H = (D + k_{||} E_z) (S_z^2 - 2/3) + \gamma_e \vec{S} \cdot \vec{B} - k_{\perp} E_x (S_x^2 - S_y^2) + k_{\perp} E_y (S_x S_y + S_y S_x)
\]

(4)

Treating the electric and magnetic fields as perturbations to the zero-field splitting $D$, the approximate spin eigenstates (correct to first-order) are\textsuperscript{5}

\[
|z\rangle^{(1)} = |z\rangle^{(0)} - \frac{\gamma_e B_z}{\sqrt{2D}} \left( e^{-i \frac{\gamma_e}{2} S_z} + e^{i \frac{\gamma_e}{2} S_z} \right) |z\rangle^{(0)}
\]

(1)
\[ E^{(2)}/\hbar = -\Lambda \]
\[ E^{(2)}/\hbar = D + k_\parallel E_z + \Lambda \]
\[ \pm R \sqrt{1 - (\Lambda/R)^2} 2 \sin \theta \cos \phi + (\Lambda/R)^2 \]

where
\[ \Lambda = \frac{\gamma_e^2 B_0^2}{2D} \]
\[ R = \sqrt{k_\perp E_0^2 + \gamma_e^2 B_0^2}. \]

Under the condition \( \Lambda \gg R \), the square root in \( E^{(2)}_\pm \) can be expanded to first-order and the \( |z\rangle \leftrightarrow |\pm\rangle \) spin resonance frequencies become linear in both axial and transverse electric field components

\[ f_\pm \approx D + (2 \pm 1)\Lambda + k_\parallel E_z \mp R \sin \theta \cos \phi \]
\[ = f_\pm(0) + k_\parallel E_z \mp k_\perp E_\perp \cos(2\phi_B + \phi_E) \]

where \( f_\pm(0) = D + (2 \pm 1)\Lambda \). The bare electric field effect can be expressed as \( \Delta f_\pm = f_\pm - f_\pm(0) = k_\parallel E_z \mp k_\perp E_\perp \cos(2\phi_B + \phi_E) \). For small transverse electric field shift \( k_\perp E_\perp \), the condition \( \Lambda \gg R \) can be realized by aligning the magnetic field in the transverse plane. Clearly, the larger \( B_\perp \), the condition will be realized for a larger range of \( B_z \), which was observed in this work. Note that the perturbative condition \( \gamma_e B_\perp / D \ll 1 \) must still be satisfied for the above expression to be valid.

The final term in \( f_\pm \) defines a coupled dependence of the spin resonance frequencies on the transverse orientations of the electric and magnetic fields. Polar plots of angular dependence of the spin resonances as the magnetic field is rotated in the transverse plane are depicted in figure 3. The magnetic field rotation produces a characteristic ‘four-leaf’ pattern. With knowledge of the transverse orientation of the magnetic field with respect to the trigonal structure of the NV center (which defines the coordinate system), the transverse orientation of the electric field \( \phi_E \) can be determined up to a two-fold symmetry.7

\[ \tan \theta = k_\perp E_\perp / \gamma_e B_z, \quad E_\perp = \sqrt{E^2_x + E^2_y}, \quad B_\perp = \sqrt{B^2_x + B^2_y} \]

2. \( ^{15}N \) Magnetic hyperfine interaction

Since the observed electric field shifts are smaller than the \( ^{15}N \) magnetic hyperfine interaction with the ground state electron spin, it is necessary to account for the hyperfine structure of the electron spin resonances. The hyperfine interaction is described by the addition of the following potential5 to the electron spin-Hamiltonian (4)

\[ V_{hf} = A_{\parallel} S_z I_z + A_{\perp} (S_x I_x + S_y I_y) \]

where \( I \) are the \( I = 1/2 \) dimensionless nuclear spin operators, \( A_{\parallel} = 3.03(3) \) MHz and \( A_{\perp} = 3.65(3) \) MHz are...
the $^{15}$N hyperfine parameters. As described in the previous sub-section, in the presence of a transverse magnetic field, the $|\pm\rangle$ electron spin states are equal mixtures of the $m_s = \pm 1/2$ spin projections. Consequently, there is no first-order magnetic hyperfine splitting of the $m_j = \pm 1/2$ sub-levels of the $|\pm\rangle$ electron spin states. At second-order, the nuclear spin projections remain degenerate for $|\pm\rangle$, whilst they become equally mixed for the $|z\rangle$ electron spin state and split by $\delta f = 2A_1B_\perp/D$. Hence, the $|z\rangle \leftrightarrow |\pm\rangle$ electron spin resonances both split into two hyperfine resonances separated by $\delta f$. If a small $B_z$ component is introduced to the magnetic field, the $|\pm\rangle$ electron spin states are no longer equal mixtures of the $m_s = \pm 1$ spin projections and thus, the $|\pm\rangle$ states gain a first-order magnetic hyperfine splitting. Since the nuclear spin projections are still mixed in the $|z\rangle$ electron spin state, microwave transitions are allowed between each of the hyperfine levels of $|z\rangle$ and $|\pm\rangle$. Thus, in this case, the $|z\rangle \leftrightarrow |\pm\rangle$ electron spin resonances are both split into four hyperfine resonances. The hyperfine structure and its dependence on $B_z$ is summarized in figure 1 of the main article.

3. Ramsey oscillations and the spin resonance spectrum

The spin resonance spectrum was obtained by performing a Fast Fourier Transform (FFT) of the Ramsey oscillation that was observed by constructing a measurement ensemble through many iterations of the ODMR Ramsey pulse sequence and sweeping the Ramsey evolution time $\tau$. For a single spin resonance with frequency $f$, the observed Ramsey oscillation has the form

$$R(\tau) \propto e^{-\frac{T_2}{2}} \int_{-\infty}^{\infty} P(F) \cos(2\pi F \tau) dF \quad (11)$$

where $F = f_{\text{mw}} - f$, $f_{\text{mw}}$ is the driving microwave frequency, $T_2$ is the homogeneous spin dephasing time and $P(F)$ is the statistical distribution of the resonance frequency (relative to $f_{\text{mw}}$) within the inhomogeneous measurement ensemble. Performing a Fourier cosine transformation of $R(\tau)$, one obtains the spin resonance form

$$R(\nu) \propto \int_{-\infty}^{\infty} P(F) L(\nu - F) dF \quad (12)$$

where $L(\nu - F)$ is the Lorentzian lineshape centered at $F$ and with width determined by $T_2$. It is clear that $P(F)$ leads to the inhomogeneous broadening of the spectral line. $P(F)$ is typically a single normal distribution related to a normally distributed source of noise that shifts the spin resonance. When the standard deviation of the distribution is much larger than $1/T_2$, the spectral line takes a Gaussian lineshape.

In our measurements, we tuned the driving microwave frequency $f_{\text{mw}}$ to near the $|z\rangle \leftrightarrow |-\rangle$ electron spin resonance, which was distinct from the $|z\rangle \leftrightarrow |+\rangle$ electron spin resonance due to the transverse magnetic field. The spin resonance spectrum thus contained several spectral lines of the above form. Since there is a discrete electric field shift of the spin resonances of NV A when NV B switches from NV$^-$ to NV$^0$ and the excess electron is displaced to a distant location, the statistical distribution $P(F)$ of each spectral line of NV A is composed of two normal distributions. Hence, after evaluating the statistical average, each spectral line becomes two lines with Gaussian lineshapes, whose intensities are related to the proportion of measurements that NV B was in a given charge state.

C. Fitting method

The transverse electric field shift $k_\perp E_\perp$ at NV A due to the change in charge at NV B was determined by least squares fitting the observed spin resonances as functions of magnetic field using numerical solutions to the complete spin-Hamiltonian $H + V_{\text{m}}$. The fit contained several parameters: the magnitude of the fixed transverse magnetic field $B_y$, the orientation $\phi_E$ and magnitude $E_\perp$ of the transverse electric field, and the orientation $\theta_{kB}$ of the small magnetic field $\delta B = \delta B \cos \theta_{kB} \hat{x} + \delta B \sin \theta_{kB} \hat{z}$ orthogonal to $B_y$ whose magnitude $\delta B$ was varied. The zero-field splitting parameter $D = 2870.61(1)$ MHz of NV A was independently determined using zero-field ODMR measurements. The $^{15}$N hyperfine parameters $A_|| = 3.03(3)$ MHz and $A_\perp = 3.65(3)$ MHz independently measured by Felton et al were also used.

As discussed in the main text, the axial electric field shift $k_\parallel E_\parallel$ was defined to be zero in order to sufficiently constrain the fit of the transverse electric field shift $k_\perp E_\perp$. Fitting attempts where the axial electric field $E_\parallel$ component was included as a free parameter did not converge due to the excessive flexibility of the set of fit parameters. The definition of $k_\parallel E_\parallel \sim 0$ is justified by the assumption that the $k_\parallel E_\parallel$ would be too small to be detected, which is based upon the geometry of the two NV centers determined from super-resolution microscopy, the observed net electric field shift of $\sim 66$ kHz, the orders of magnitude difference between $k_\parallel$ and $k_\perp$, and the assumption that the electric field at NV A is orientated like an electric field of a point charge located at NV B. This assumption corresponds to the physical picture that the observed electric field shift is due to the displacement of a charge (of arbitrary magnitude) at NV B to a distant location, where the electric field of the charge could not be detected. Given the observed spectral linewidths, this distance was assessed to be $> 40$ nm from NV A.

Interpreting the observed electric field shift as being due to the displacement of a single electron at NV B to a distant location, the transverse distance $r_\perp = 25 \pm 2$ nm to the electron from NV A was calculated using the following formula that simply accounts for the relative permittivity of diamond ($\epsilon_r = 5.7$)

$$r_\perp^2 = 4\pi\epsilon_0\epsilon_r E_\perp/e^2 \quad (13)$$
where \( e \) is the electron charge and \( \epsilon_0 \) is the vacuum permittivity. Since this distance is consistent with the distance obtained from super-resolution microscopy and there exists substantial evidence supporting the NV charge state assignments, we conclude that we have detected a single electron.

1 S. Pezzagna, D. Rogalla, H.-W. Becker, I. Jakobi, F. Dolde, B. Naydenov, J. Wrachtrup, F. Jelezko, C. Trautmann and J. Meijer, Phys. Stat. Sol. A 208, 2017 (2011).
2 F. Dolde, I. Jakobi, B. Naydenov, N. Zhao, S. Pezzagna, C. Trautman, J. Meijer, P. Neumann, F. Jelezko and J. Wrachtrup, Nature Physics 9, 139 (2013).
3 N. Aslam, G. Waldherr, P. Neumann, F. Jelezko and J. Wrachtrup, New J. Phys. 15, 013064 (2013).
4 G. Waldherr, J. Beck, M. Steiner, P. Neumann, A. Gali, Th. Frauenheim, F. Jelezko and J. Wrachtrup, Phys. Rev. Lett. 106, 157601 (2011).
5 M.W. Doherty, F. Dolde, H. Fedder, F. Jelezko, J. Wrachtrup, N.B. Manson and L.C.L. Hollenberg, Phys. Rev. B 85, 205203 (2012).
6 E. van Oort and M. Glasbeek, Chem. Phys. Lett. 168, 529 (1990).
7 F. Dolde, H. Fedder, M. W. Doherty, T. Nöbauer, F. Rempp, G. Balasubramanian, T. Wolf, F. Reinhard, L.C.L. Hollenberg, F. Jelezko and J. Wrachtrup, Nature Physics 7, 459 (2011).
8 S. Felton, A.M. Edmonds, M.E. Newton, P.M. Martineau, D. Fisher, D.J. Twitchen and J.M. Baker, Phys. Rev. B 79, 075203 (2009).