High-Density Dynamics of Laser Wakefield Acceleration from Gas Plasmas to Nanotubes
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Abstract: The electron dynamics of laser wakefield acceleration (LWFA) is examined in the high-density regime using particle-in-cell simulations. These simulations model the electron source as a target of carbon nanotubes. Carbon nanotubes readily allow access to near-critical densities and may have other advantageous properties for potential medical applications of electron acceleration. In the near-critical density regime, electrons are accelerated by the ponderomotive force followed by the electron sheath formation, resulting in a flow of bulk electrons. This behavior represents a qualitatively distinct regime from that of low-density LWFA. A quantitative entropy index for differentiating these regimes is proposed. The dependence of accelerated electron energy on laser amplitude is also examined. For the majority of this study, the laser propagates along the axis of the target of carbon nanotubes in a 1D geometry. After the fundamental high-density physics is established, an alternative, 2D scheme of laser acceleration of electrons using carbon nanotubes is considered.
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1. Introduction

Laser Wakefield Acceleration (LWFA) [1] is a compact method to accelerate charged particles to energies that was first purposed by Tajima and Dawson [2] in 1979. While the accelerating electric field in a conventional linear accelerator is limited by the breakdown threshold of its device walls, the inherently broken-down nature of plasma allows plasma-based accelerators to access far higher electric fields. Consequently, plasma-based accelerators can access far higher accelerating gradients than those available to conventional accelerators, reaching potentially GeV per cm or higher. The development of Chirped Pulse Amplification (CPA) [3] allowed experimental access to the high laser intensities originally proposed for LWFA (10^{18} W/cm^2), and LWFA was experimentally verified shortly thereafter [4,5]. Since then, many experiments have demonstrated this technique in different regimes, and the field has grown steadily.

Accelerators have many applications in our current society, one of the most important being their use in radiation therapy. Energetic beams composed of constituents such as of X-rays, electrons, or protons can be used to treat cancer. These energetic beams can ionize
molecules and thus damage cellular DNA. Cells with damaged DNA can not reproduce and are eliminated through natural processes in the body. The type of beam used depends highly on the size and location of cancer being treated. For example, while X-rays and electrons deposit most of their energy in the surface layers, protons can be controlled to deposit their energy at a specific depth due to Bragg peak phenomenon [6,7], dramatically reducing damage to healthy cells. Proton therapy contends with other limitations, however [8]. For this study we are interested in electron beams, which can have shallow or deep penetration depths depending on energy.

Current accelerators used for radiation therapy use traditional linear accelerator technology. To produce an electron or X-ray beam, electrons from an electron gun are accelerated and guided through waveguides using electric fields and magnets. These electrons can eventually hit a target and produce X-rays. However, the material breakdown limits of linear accelerators tend to require that these machines be large and costly. The typical electron energy needed for radiation therapy is between 5 and 20 MeV. LWFA techniques can accelerate electrons to these energies in length scales between microns and millimeters. Such a high acceleration gradient reduces the size and cost of these machines, consequently increasing their availability.

Research in the use of LWFA to generate electron beams for medical applications has presently proceeded for more than two decades. Initially, these efforts focused on the generation of high-quality electron beams with energies roughly in the range of 6–25 MeV, as would be applicable for conventional, external sources of radiation for cancer therapy [9–15]. Recent innovations in the field of fiber lasers has produced a critical advancement for this effort: the Coherent Amplification Network (CAN) [16], in which many individual micron-scale fiber lasers are coherently combined and amplified to provide both high repetition rate and high power. In such a scheme, laser accelerators could possibly be further compactified as to be viable even for endoscopic applications. If electrons can be generated inside of a patient’s body (or in an intraoperative [12,13] fashion), the desired energy of these accelerated electrons (and X-rays converted from them) is much lower than those of typical, high-energy LWFA (MeV and above), as they need not traverse healthy tissues before reaching the tissues to be treated.

In LWFA a clear path to the desired MeV-range electrons exists through utilizing high plasma densities. Consequently, we wish to study LWFA in the high-density regime. This regime has been less explored in detail than that of the more typical, low-density regime of LWFA. To establish a conceptual footing in this less understood regime, we exert our main focus on the fundamental physics of high-density electron acceleration. In doing so, we revive and take advantage of past work on sheath acceleration [17]. To this end, robust laser–plasma interaction is desired, and so we employ higher laser intensities than would likely be possible to achieve in a medical application based on fiber lasers, though CAN techniques may ultimately mitigate such concerns. Previous work [18] treated the practical considerations of fiber lasers and medical applications more explicitly.

Generally, gas plasmas are used as the electron source in LWFA. Indeed, as is described in more detail in Section 2, low-density plasmas are ideal for typical LWFA experiments. For medical applications, however, particularly for cases where the electron source is brought inside the body, a solid-state electron source is much more desirable for two chief reasons. First, as described above, the electrons produced from such a medium are of a desirably low energy. Second, a solid-state electron source potentially avoids the creation of gas plasma and the necessity of maintaining a vacuum, both of which are highly undesirable for endoscopic medical applications.

One possible electron source satisfying these requirements may be provided by an arrangement of carbon nanotubes (CNTs) such as those in Figure 1, which allows access to much high densities than those easily attained by gas plasmas. Various other advantageous properties of CNTs motivate such a scheme. Carbon nanotubes can be synthesized to have metallic properties by using the armchair configuration [19,20]. Though CNTs alone generally can have a lower conductivity than that of metals, the conductivity of
composite materials such as CNTs embedded in copper nanotubes can reach or exceed that of metals [21,22]. Additionally, CNTs have been shown to have electron carrier mobility much higher than that of metals [23]. For example, metals like aluminum and copper have mobilities of order $10^1$ to $10^2$ cm$^2$/(V·s) while single-wall CNTs can exhibit electron mobilities of order $10^4$ cm$^2$/(V·s). Other desirable properties of CNTs for the present study are a low work function (approximately 5 eV, similar to that of metals [24]) and an effective one-dimensional conductivity parallel to the CNT axis. We thus seek to assimilate our investigation of the physics of electron acceleration in the high-density regime to a possible CNT application. Specifically, the bulk of this work models electron acceleration from a laser propagating down the axis of a CNT bundle [25], shown schematically in Figure 1b. Later, in Section 4, we consider an alternative arrangement of CNTs, shown in Figure 1b, that requires more advanced treatment.

The energy gain of electrons in LWFA is given by $\Delta E = 2g(a_0)me^2c^2(n_c/n_e)$, where $a_0 = eE_0/m_oe\omega_l$ is the normalized vector potential of the laser pulse with $E_0$ and $\omega_l$ representing the electric field and frequency of the laser. Here $e$, $m_e$, and $c$ are electron charge, electron mass, and speed of light, respectively. If the function $g(a_0)$ takes the form of the ponderomotive potential, then $g(a_0) = \sqrt{1 + a_0^2} - 1$ [26], but generally here $g(a_0)$ is considered to be of order unity at $a_0 = 1$. The electron energy gain is proportional to the ratio of $n_c$, the critical plasma density defined by the laser frequency, to $n_e$, the plasma or electron density. If the value of this ratio is near unity, the electron energy gain is on the order of MeV or lower. For this work we assume a common 800-nm Ti:Sapphire laser, which has a critical density of $n_c \approx 1.73 \times 10^{21}$ cm$^{-3}$. In comparison, a quick estimate for the average electron density of a CNT with a radius of 10 nm gives $n_e \sim 10^{22}$ cm$^{-3}$. As CNTs can flexibility possess radii both larger and smaller than that used in this estimation, CNTs readily allow access to both near- and super-critical densities as desired. In the following, we also study the scaling laws of electron energy gain $\Delta E$ over the parameters of plasma density and intensity $a_0$ in addition to investigating the mechanics of electron acceleration in the high-density regime.

This work is divided as follows. Section 2 examines the physics of wakefield acceleration in the high-density regime by modeling propagation of a laser down the axis of a CNT bundle. Section 3 elaborates this topic by examining the accelerating potential of different regimes of laser amplitude. Building on these results, Section 4 explores the use of an alternative arrangement of CNTs (see Figure 1) as a source of low-energy electrons such as might be useful to medical applications. Finally, Section 5 offers concluding remarks.
Figure 1. Illustration for proposed arrangement of carbon nanotubes to emulate high density plasma (not necessarily to scale). A laser pulse, shown in red, interacts with sheets of carbon nanotubes, shown in grey. The laser permeates the nanotubes, extracting and accelerating electrons, shown in yellow. Two arrangements are considered: (a) features CNTs arranged parallel to the laser propagation direction, and (b) features CNTs arranged perpendicularly to the laser propagation. The former case is treated for the majority of this work.

2. Acceleration in the High-Density Regime

If the plasma density is near the laser critical density, the typical physics of LWFA transitions into a qualitatively distinct regime where analytic extensions of conventional wakefield physics [27] may become insufficient. Crucially, as $n_e$ approaches $n_c$, the group velocity of the laser pulse, given by $v_g = c \sqrt{1 - n_e/n_c}$, approaches zero. The wake phase velocity is approximately equal to the laser group velocity and thus also approaches zero in this regime. The laser pump depletion and dephasing lengths, which are on the order of $L_d \sim L_p \sim \lambda_p a_0^2 (n_c/n_e)$, also diminish with $v_g$ until they become shorter than the plasma wavelength $\lambda_p = 2\pi c/\omega_p$ for $a_0 = 1$. The length scale of laser-plasma interaction then becomes better described by the plasma skin depth $c/\omega_p$. As a consequence of the low laser group velocity $v_g$, the laser couples significantly to the bulk motion of the plasma, which is characterized by the plasma thermal velocity $v_T = \sqrt{T/m}$, where $T$ and $m$ here are most relevantly applied to electrons.

In contrast, wakefield physics in the low-density regime relies on a fast laser group velocity ($v_g \approx c \gg v_T$). The laser penetrates deeply into the plasma without coupling to the bulk motion. The resulting wake phase velocity is then $v_{ph} = v_g \approx c \gg v_T$, and $L_d \sim L_p \gg \lambda_p$. This fast phase velocity and related long interaction length scale allow the laser to build a long and robust wakefield train. When electron injection occurs, the wakefield skims a small population of electrons from the bulk and accelerates them to high energies, unlike in the high-density case. This sharp divide in fundamental physics requires examination of the high-density regime on its own terms and a qualitative understanding apart from that of conventional wakefield acceleration.

The differences between the qualitative physics of the high- and low-density cases, which respectively represent waves of low and high phase velocity relative to the plasma thermal velocity, extends to many general features of plasma physics. For waves with $v_{ph} \sim v_T$, the wave couples to the bulk thermal motion of the plasma, typically producing macro-instabilities and turbulence. Plasma structures are thus fragile to such waves, and may disintegrate from wave-induced transport. In contrast, waves with $v_{ph} \gg v_T$ do not couple to the bulk thermal motion of the plasma, and the plasma and wave are insulated from each other. With regard to the wave fields, the wave can then reach a robust saturation amplitude before particle trapping begins to occur. In this limit, the wave trapping velocity [28] becomes approximately equal to the wave phase velocity, leading to the characteristic Tajima-Dawson saturation amplitude $E_{TD} = m\omega v_{ph}/q$, where $\omega$ is the wave frequency and $m$ and $q$ are respectively the mass and charge of the relevant species. At this saturation amplitude, wave-particle interaction manifests as the acceleration of
a tail of extremely fast particles while the thermal distribution remains intact. Indeed, under the influence of the free energy of such a wave, plasma structures can be built rather than destroyed; the plasma is durable against the wave, rather than fragile. Because the original LWFA concept was built upon this high phase-velocity paradigm and departs from the sheath-forming, high-density regime [17], most present works on LWFA have avoided the high-density (low phase-velocity) regime. Thus it is the purpose of this work to first qualitatively distinguish these two regimes and then quantitatively characterize the differences in their most important dynamics. To do so, we isolate the longitudinal spatial dynamics and show their overwhelming influence on the departure of the physical characteristics of the above two regimes.

The dynamics of tsunami waves in different regimes of water depth provides a convenient analogy for these contrasting regimes of acceleration in high- and low-density plasmas. The deep water of the open ocean allows tsunami waves to propagate with a fast phase velocity given by \( v_{ph} = \sqrt{g/k} \) with wavenumber \( k \) [29], where \( g \) is the constant of gravitational acceleration. This fast phase velocity causes only weak interaction with stationary objects (such as boats). Near the shore, however, the shallow water forces the wave to move with a slower phase velocity given by \( v_{ph} = \sqrt{gh} \), where \( h \) is the water depth. As its phase velocity slows, the wave steepens and amplifies until breaking occurs. Two key related consequences follow. First, the slow phase velocity causes strong and catastrophic coupling to stationary objects. Second, the turbulent process of wave breaking causes dredging of sediment from the seabed. The sediment is then incorporated into the wave and transported forwards, creating a visibly black wave. The momentum transport imparted to the sediment can be considered to represent an effective viscosity caused by the turbulence of wake breaking. In contrast, the wave in the open ocean does not incorporate sediment and thus remains blue.

The typical case of wakefield acceleration in a low-density \((n_e \gg n_c)\) plasma is analogous to that of the tsunami wave in the open ocean. The wakefield remains decoupled from the bulk electron population, leaving the wave ordered and “blue”. In the case of high-density \((n_c \sim n_e)\) plasmas, the wake has sufficiently low phase velocity to begin “dredging” electrons from the bulk population, resulting in a more chaotic and “black” wave. We thus adopt the designations of “blue” and “black” waves to qualitatively distinguish the physics of wakefield acceleration in the low- and high-density regimes, respectively. Between these two extremes additionally lies a transitional “grey” state.

To study the distinct physics of the high-density regime and its transition from the low-density regime, we employ the particle-in-cell (PIC) code EPOCH to model the injection of a laser down the axis of a bundle of CNTs. For simplicity the laser wavelength is taken to be 1 micron. (The corresponding laser frequency is then 1884 THz.) The specification of a bundle is necessary because while a reasonably achievable laser spot size is on the order of microns, the upper range of CNT diameters is typically tens of nanometers.

Establishing a firm conceptual foundation in this physics first requires understanding of the case where one spatial dimension (and three velocity dimensions) are employed. This work is also primarily interested in the phase–space structure of accelerated electrons, rather than the real-space evolution of the laser pulse and wakefield. While two spatial dimensions are used in Section 4, the main focus of this work requires only a 1D treatment. This model also allows a rough representation of carbon nanotubes in one spatial dimension. More complex phenomena that occur in 2D, such as strong self-focusing [30] and hole-boring of ions [26], are not examined. Such 2D effects beget other effects, such as collapse of the laser pulse [31], which can lead to an expanding cloud of electrons. These effects and others [32], such as magnetic vortex physics [33] and prominent ion motion, are also more typical of the regime of ultra-intense pulses, which is not an emphasis of this work. Peak ion energy achieved in this study is typically 0.1 MeV. Comparisons to ion-acceleration schemes, such as TNSA and RPA [34,35] are not addressed here. Indeed, ions are essentially stationary in this study.
For this simulation setup, the laser is injected from vacuum through an impedance-matching boundary into a uniform plasma of electrons and protons with temperature \( T = 100 \text{ eV} \). Such a configuration represents a simple and idealized case that can be analyzed easily, yet contains the crucial physics. This scheme contrasts with some past efforts in which the laser was injected into a density ramp that peaked near the critical density [31]. In this case, the laser pulse collapsed before reaching the region of critical density owing to important 2D effects. Here a uniform density is used to examine the physics of laser-plasma interaction at the full critical density. Additionally, as opposed to initializing the laser inside the plasma, the vacuum injection scheme may better reflect the experimental reality for the high-density case near the critical density if we take as a target a porous nanomaterial [36, 37], for which the injected laser has \( v_g \sim 0 \). Care is taken that the essential laser-plasma physics is unchanged between the cases of vacuum injection and laser initialization inside the plasma.

The laser is taken to have a resonant pulse length with functional dependence

\[ E_g = E_0 \sin(kx - \omega t - \phi)h(x,t), \]

where \( h(x,t) \) is a resonant flat-top profile, and \( \phi \) is an optional phase, which can be identified as the carrier envelope phase (CEP). By default \( \phi \) is set to zero. (The oscillatory component of \( E_g \) thus grows from zero as the laser enters the simulation domain.) A resonant pulse is half the length of the plasma wavelength \( \lambda_p = 2\pi c/\omega_p \). The remaining laser and plasma quantities are then controlled through two parameters: the laser intensity \( a_0 \) and the critical density ratio \( n_e/n_c \). Position in the simulation domain is indicated by the value \( x \). The laser is injected at \( x = 0 \), and “forward” and “backward” correspond to the directions \( +x \) and \( -x \), respectively.

The total 1D domain size is 16 micron, representing an equal number of laser and plasma wavelengths (16) for \( n_e = n_c \). Similarly, the plasma frequency \( \omega_p \) is equal to the laser frequency. The domain is divided among 7187 cells to adequately resolve the Debye length. Each cell is initialized with 4000 electron and 40 ion pseudo-particles, the former being the physical interest and the latter being relevant for noise reduction.

The resonant pulse used in this case is motivated by a desire for simplicity and consistency with the approach typically used in the low-density regime. A resonant laser pulse in a plasma near the critical density \( (n_e/n_c \leq 2) \) must necessarily be sub-cycle, or at most single cycle. While sub-cycle lasers have been demonstrated experimentally [38,39], such a setup would be generally difficult to implement, particularly in a fiber laser [16]. Another concern arising from a sub-cycle laser pulse is the influence of the initial laser phase \( \phi \). Care has been taken to ensure that choice of \( \phi \) does not affect the qualitative physics, even for \( n_e/n_c = 1 \). One can show analytically that the initial ponderomotive kick felt by the electrons lies in the same direction as the laser Poynting vector, creating a tendency toward uniformity across various values of \( \phi \).

In the “blue” wave case, where \( n_e \ll n_c \), electrons that are trapped and accelerated form an ordered and repeating structure, with the highest-energy electrons reaching the theoretically expected momentum of \( p_{\text{max}}^e \approx m_e c \sqrt{2\xi(a_0)n_e/n_c} - 1 \) [2]. Similarly, the longitudinal electric field forms a coherent wake structure, with the field saturating near the expected value [40]. The “black” wave case shows qualitatively different behavior and invites closer inspection. For a plasma at the critical density \( n_e = n_c \), snapshots during the early (Figure 2a) and late (Figure 2b) stages are shown. The phase space density is plotted in units of pseudo-particles per \( p_x/mc \times x/\lambda_p \). A run of this type was first made in prior work [18], and a similar run is produced here to examine the acceleration mechanism more closely. The group velocity of the laser is reduced to zero, \( v_g = 0 \), and the dephasing the pump-depletion lengths are reduced to less than one plasma wavelength, \( L_{p,d} \ll \lambda_p \). This latter effect restricts the laser-plasma interaction to within one plasma wavelength. Streams of low-energy (\( \Delta E \sim 100 \text{ keV} \)) electrons ejected from the site of laser-plasma interaction replace the long train of orderly trapped electrons seen in the “blue” wave case. Ejection of electrons occurs roughly every plasma period. The generation of low-energy electrons indicates strong coupling between the laser and the bulk population.
of electrons. The donation of a net bulk momentum to the electrons suggests the presence of an effective viscosity.

This behavior, applicable where \( n_c / n_e \approx 1 \), clearly signals a departure in qualitative physics from that of the regime of typical wakefield acceleration, \( n_c / n_e \gg 1 \), particularly where the laser enters the plasma medium. Rather than penetrating the plasma without significant hindrance as occurs in the low-density regime, in the high-density regime the laser has group velocity \( v_g \ll c \) and plows the bulk electron population forwards, forming a large spike in electron density \( \delta n_e / n_e \approx 3.5 \). As in the low-density case, ions essentially remain in place. This density spike creates a longitudinal electric field of approximately twice the strength of that in the low-density case and causes the reflection of a substantial portion of the laser. This powerful initial kick to the plasma establishes a strong longitudinal sheath oscillation of electrons in the range \( 0 \leq x \lesssim \lambda_p \).

Figure 2. A snapshot of the electron phase space \( p_x \) vs. \( x \) and field structure of the high-density ("black") case \( n_c / n_e = 1 \) of a 1D carbon nanotube with laser intensity \( a_0 = 1 \) at early (a) and later (b) stages. The heatmap shows warmer colors for higher phase-space density. The longitudinal \( E_x \) (green) and laser \( E_y \) (translucent blue) fields are plotted according to the right axis. The plasma wavelength is equal to \( \lambda_p = 1 \) micron. (a) is zoomed to \( 0 \leq x \leq \lambda_p \) from (b). A similar run is made in previous work [18].
The formation of the sheath occurs when a strong restoring electric field then causes the density spike to rebound towards the left edge of the plasma (the entrance of the plasma domain). While this rebound occurs, a small population of electrons is accelerated to the energy $\Delta E$ expected from traditional 1D wakefield theory. Simultaneously, many electrons are expelled from the left edge of the plasma, establishing a sheath [17] at the plasma edge. The intensity of this sheath is comparable to that of the initial laser amplitude. This sheath then continues to oscillate longitudinally, with each oscillation accelerating a stream of electrons to low energy ($<100$ keV). These electrons are then ejected from the site of oscillation in the forward (right) direction. The presence of the sheath ensures that these electron streams travel nearly exclusively in the forward direction. (If the sheath is not located at the plasma edge, a significant number travel backwards.) Figure 2a, a snapshot of the electron phase space and fields zoomed to the range $0 \leq x \leq \lambda_p$, shows the beginning of this process, where the first streams of accelerated electrons are visible. As the oscillation continues, more streams accumulate, building up the phase-space distribution in Figure 2b, which shows the full simulation domain. In the later stages, the electron acceleration becomes increasingly turbulent until the oscillation is finally exhausted after about 30 plasma periods. The full evolution of the sheath and electron density is shown in Figure 3. While the individual energy of the accelerated electrons is low compared to that of the low-density case, the total energy imparted to the accelerated electrons can potentially be higher. This total imparted energy represents about 12% of the total injected laser energy, though it should be kept in mind that an such efficiency value is inherently a rough estimate in a 1D simulation. This understanding of the electron dynamics associated with sheath formation should also be useful for the understanding of related ion acceleration dynamics [1,6]. The sheath acceleration mechanism observed here is also reminiscent of that in cases examined previously [26].

The transition to sheath acceleration from typical wakefield acceleration represents a sharp division of qualitative regimes of wakefield physics. Pursuing this point further, we can attempt to find a quantitative means of discriminating these regimes. Comparing Figure 2 with that of the ordered structure of typical, low-density wakefield acceleration suggests a quantitative index related to the entropy of the phase-space structure; the electron phase space in the low-density case is highly ordered compared with that of the high-density case. In general however, comparing the entropy of two distributions also requires an accounting for the mean kinetic energy of the distributions. Thus, as an index for discriminating the “blue” and “black” regimes, we propose a “darkness” metric $D$. This quantity $D$ is defined as the specific momentum entropy $D = S / \langle K \rangle$, where $S = -\int f P_x \ln [f P_x] f P_x dP_x$ is the differential Boltzmann entropy of the longitudinal momentum distribution $f P_x$, where $P_x = p_x / m_e c$ is the longitudinal momentum normalized to the thermal momentum $p_T = \sqrt{m_e T_e}$, and $\langle K \rangle = \int_\infty^\infty [\sqrt{1 + P_x^2 / (m_e c / p_T)^2} - 1] f (P_x) dP_x$ is the average electron kinetic energy per particle normalized to $m_e c^2$ considering only the contribution from $p_x$. The distribution $f (P_x)$ is normalized according to $\int_\infty^\infty f (P_x) dP_x = 1$. This index $D$ does not take into account the dependence of the total laser energy content on the plasma wavelength $\lambda_p$; as $\lambda_p$ increases for lower densities, the laser pulse length increases to maintain a resonant length. Instead, by keeping the laser always to a resonant pulse length, the plasma excitation mechanism is held constant.

For a scan over the density values $n_e / n_i \in [0.5, 14]$ at $\alpha_0 = 1$, Figure 4 shows the approximately final values for the index $D$ normalized to the initial value $D_0$, which is the same for each data point and has an analytic form for a Maxwellian distribution. One point in the overdense regime ($n_e / n_i = 0.5$) has been added as well for cautious comparison of the “black” and super-critical regimes. As $n_e / n_i \rightarrow \infty$, $s / s_0 \rightarrow 0$, while as $n_e / n_i \rightarrow 0$, $D / D_0$ climbs to a large value. These limits reflect the substantive difference in each regime. For “blue” waves, the average electron energy grows much faster than the momentum entropy, owing to the development of a typical wakefield phase-space structure. For “black” waves in contrast, disorder in phase space dominates growth in average kinetic energy and becomes ever more severe for increasing plasma density. The “darkness” index $D / D_0$...
for “blue” waves thus asymptotes to zero while that for “black” waves is characterized by finite size tending to a large value. Between these two extremes, a “grey” wave state can exist, which shows both aspects of bulk flow and traditional wakefield acceleration.

Figure 3. The evolution in space and time of the longitudinal electric field $E_x$ (a) and electron density $n$ (b). The electric field is normalized with respect to the Tajima-Dawson field $E_{TD}$, and the electron density $n$ is normalized to the initial uniform density $n_e$. The downward arrow on the color bar of (b) reflects that $n$ extends to zero in the deep blue areas. The time domain is normalized with respect to the period of plasma oscillation, $\tau_p = 2\pi/\omega_p$.

This index may then provide a guide to the most appropriate regime in which to operate for a particular application. For the generation of a mono-energetic, high-energy electron beam, $D/D_0 \ll 1$ is desirable, as a “blue” wave will cleanly accelerate a small population of electrons to extremely high energy. Being mindful of the dephasing length, one can then ensure that the accelerated electrons are captured at peak energy. In contrast, for some medical applications, such as in a cancer-treatment scheme where a source of radiation is brought directly to the site of a tumor, a significant dose of low-energy (shallow-penetrating) electrons is desirable, with less constraint on the beam quality and electron energy distribution. One is attracted in this case to the “black” regime, which has $D/D_0 \sim 1$. For long, low-intensity laser pulses, as would be amenable to a fiber laser, this regime can also be accessed even at moderate plasma densities ($n_e/n_c \approx 10$) due to Raman forward scattering [18].
Figure 4. The specific entropy (“darkness”) index $D$ normalized to its initial value $D_0$ for a scan of the density ratio values $n_c/n_e \in [0.5, 14]$ for laser intensity $a_0 = 1$ and a resonant pulse length. The plotted index is the mean of the calculated index for the last ten time steps in each run. The black error bars represent one standard deviation of this set of averaged values. Rough indications of the wave type for particular regions are given in text. Because the plasma is initialized with the same temperature in each case, the initial index $D_0$ is the same for every data point. The critical density is marked by a dashed line.

3. Laser Intensity Scaling

Apart from plasma density, the second chief parameter determining the nature of the wakefield response is the laser intensity $a_0$. To understand wakefield physics at high density, it is thus also necessary to understand the scaling of accelerated electron energy $\Delta \mathcal{E}$ with respect to $a_0$. For medical applications, it is also necessary to understand the electron energies available for various laser intensities, particularly $a_0 < 1$. Two cases are considered: the low-density “blue” case of $n_c/n_e = 10$ and the moderate-density “grey” case of $n_c/n_e = 3$. For each case $a_0$ is scanned logarithmically over the range $a_0 \in [0.1, 10]$ and the maximum electron energy is recorded.

The expected functional dependence of $\Delta \mathcal{E}(a_0)$ has thus far been represented simply by $g(a_0)$. Here we compare the case $g(a_0) = \sqrt{1 + a_0^2} - 1$ to the results of the scan over $a_0$. Of particular interest for comparison with the simulation results is that this function has two slope regimes: $\ln g / \ln a_0 = 2$ for $a_0 \ll 1$ and $\ln g / \ln a_0 = 1$ for $a_0 \gg 1$.

The results of the scan are shown in Figure 5. First for the low-density (“blue”) case (Figure 5a), the transition in slope is indeed seen, and the simulation results are in general agreement with $g(a_0)$. The moderate-density (“grey”) case (Figure 5b) also shows rough agreement with $g(a_0)$. Notably, for the low-density case, a sharp transition in maximum electron energy is seen around $a_0 = 1$. This transition may be indicative of the “switching on” of electron trapping that occurs once the laser amplitude enters the relativistic regime at $a_0 = 1$; for $a_0 \ll 1$, substantial electron trapping does not occur for typical LWFA. In contrast, at higher density (Figure 5b), the transition is less prominent, and electron energy for $a_0 \ll 1$ is higher than that given by $g(a_0)$. Because the electron acceleration mechanism in this regime has shifted more to the sheath acceleration typified in Figure 2b, which does not have an intensity-based “switching on” transition, but can instead accelerate electrons even at very low intensities owing to the slow laser group velocity $v_g \ll v_T$, a less abrupt transition around $a_0 = 1$ in this case is expected. As an additional consequence, the sheath acceleration is able to accelerate electrons with comparative efficiency in the regime $a_0 \ll 1$, leading to the apparent acceleration enhancement above $g(a_0)$ in Figure 5b. In the regime of very large $a_0$, it should also be noted that other work [41] has found that the scaling of electron energy should follow $a_0^2$ from ultra-relativistic effects.
Figure 5. The maximum electron energy as a function of laser intensity $a_0$ for two density cases: $n_c/n_e = 10$ (a) and $n_c/n_e = 3$ (b). The maximum energies (red dots) are compared with the function $g(a_0)$ (blue solid line). The blue dashed lines represent the asymptotic behavior of $g(a_0)$ for $a_0 \ll 1$ and $a_0 \gg 1$.

These results suggest that an $a_0$ between 0.1 and 0.8 gives the best results for achieving electrons with $\Delta E < 1$ MeV while still allowing the density ratio to be varied, such as would be desired for medical applications featuring shallow beam penetration.

4. High Density with Perpendicular Carbon Nanotubes

Thus far we have examined the mechanics of wakefield acceleration in the high-density regime by modeling laser injection parallel to a bundle of CNTs. We now consider an alternative arrangement where the CNTs are oriented in the direction perpendicular to that of the laser propagation. To examine this case, we expand our simulation scheme to include two spatial dimensions. The properties of CNTs, particularly an effective one-dimensional conductivity, allow for the straightforward modeling of a high-density target of perpendicularly oriented CNTs in the arrangement of Figure 1b in a PIC simulation. This arrangement is investigated using an implementation of the PIC code EPOCH with two spatial dimensions. An array of CNTs is modeled as periodic discrete bars of plasma with specified width and height in the $x$ and $y$ directions, respectively, as is shown schematically in Figure 6. The 2D domain size is 8 micron (4000 cells) in the $x$ direction and 12 micron (6000 cells) in the $y$ direction. The spatial resolution is thus 2 nm in each direction. The aperture size is 4 micron. A total of approximately one million pseudo-particles are used,
each representing $10^{12}$ real particles. The pseudo-particles are initially concentrated inside the nanotubes, with no particles initialized elsewhere.

Modifications to the code are made to enforce the one-dimensional conductivity of the CNTs by allowing electron motion and momentum change only in the $y$ direction while an electron is inside a CNT. In order to emulate electron field emission, the boundary corresponding to the tip of each CNT is left open to allow electrons to spill out and leave the CNT as shown in Figure 6. This approximation is justified by the high laser fields of order $10^{10}$ V/m or greater and the low work function of the CNT. These boundaries and restrictions on movement allow emission from the CNT tip only when the laser is polarized parallel to the CNT axis, a phenomenon found in previous experimental results [42]. The opposite boundary, where the CNTs touch the edge of the simulation domain in the $y$ direction, is made periodic so that the upper and lower CNTs can exchange electrons. This boundary condition models the high parallel conductivity of the CNTs and mitigates space-charge effects that might result from the finite length of the CNTs used in the simulation. The CNTs are separated with equal spacing. The surplus space provided by this arrangement allows flexibility in the CNT spacing and consequently the effective electron density perceived by the laser while holding the total number of CNTs constant. The perceived electron density is calculated as the average electron density taking into account the CNTs and the vacuum gaps between them. The density of the CNTs themselves is taken to be $10^{22}$ cm$^{-3}$, and the CNT width is 10 nm.

Figure 6. Visual diagram of the CNT-laser setup where a laser is injected perpendicularly to an array of CNTs.

As we wish to explore super-critical densities with this arrangement of CNTs, here we switch to the characterizing ratio $n_e/n_c$, where $n_e$ is the average perceived electron density accounting for the CNTs and the empty space between them. Figure 7 shows the change in this ratio with respect to CNT separation. The average density becomes equal to the laser critical density (and the ratio becomes unity) for a spacing of approximately 200 nm. By reducing the spacing, the perceived electron density can easily exceed the laser critical density, reaching up to $n_e/n_c = 10$ for the values surveyed.

To extract electrons from the CNTs, two lasers pulses (with a wavelength of 1 micron as before) are injected sequentially. The second laser pulse enters the simulation after the first pulse has fully exited (around 45 fs of total simulation time). Each has a Gaussian profile in time and width corresponding to a pulse length of 15 fs and a spot size of 10 micron, respectively. Each pulse has $a_0 = 0.5$. The first pulse extracts electrons to form an electron cloud between the rows of CNTs. The second pulse then accelerates the electrons in the cloud. We scan over various parameters of the system in order to obtain energy scaling laws. Figure 8 shows the locations of electrons overlaying the laser electric field for one simulation at different times to visualize the effects of two laser pulses. The number of extracted electron pseudo-particles in the space between the CNTs in Figure 8b suggests an estimated extracted electron density of $10^{19}$ cm$^{-3}$.
Figure 7. Ratio of perceived electron density to critical density $n_e/n_c$ as a function of the vacuum spacing between CNTs. (Note that this ratio is the reciprocal of that quoted in previous sections.) The density inside a CNT is $10^{22}$ cm$^{-3}$, and the width of a CNT is 10 nm. The laser wavelength is 1 micron.

Figure 8. Example of simulation results with first laser extracting electrons from the CNTs (a) and a second pulse accelerating the extracted electrons (b). The purple dots indicate the locations of individual electrons, and the colormap indicates the strength of the laser field. The laser field is normalized to the nominal peak amplitude $E_0 \approx 1.6 \times 10^{12}$ V/m.
Although the first laser pulse is primarily intended to extract electrons from the CNTs, it also has some ability to accelerate electrons, as is shown by the energy distribution in Figure 9a, which corresponds to the moment that the first laser pulse has left the simulation and the second pulse has not yet entered. The momenta of these accelerated electrons lies mostly in the $\pm \hat{y}$ direction. As the second laser reaches midway through the domain, it couples with the freed electrons and ponderomotively accelerates them in the $+\hat{x}$ direction. This second stage of acceleration produces a bump in the energy distribution at around 20 keV and pushes the maximum energy to a higher value, as is shown in Figure 9b.

![Figure 9a](image)

**Figure 9a.** Example electron energy distributions at two times: after the first laser leaves simulation domain (a) and when the second laser reaches half way through the simulation domain (b).

The acceleration that occurs in the second stage requires some further remarks. Ponderomotive acceleration, as conceived in typical wakefield physics, is the result of a non-uniform and oscillating electromagnetic field and involves averaging of the accelerating field. In this case, however, acceleration in the $+\hat{x}$ direction can occur in a uniform laser field. This acceleration occurs via the instantaneous ponderomotive force given by $p_y B_z$, where $p_y$ for an electron is provided by the first laser pulse. In this manner, electrons with a favorable phase with respect to the laser can receive a kick in the $+\hat{x}$ direction. In a vacuum, such electrons cannot remain in phase with the laser (as is possible in typical wakefield acceleration) but nonetheless retain a positive $p_x$.

Another consideration affecting electron acceleration is the perceived CNT electron density. Figure 10 shows the number and maximum energy of accelerated electrons with
respect to the perceived ratio $n_e/n_c$. The ratio is varied by changing the CNT spacing. For $n_e/n_c < 1$, the laser is able to penetrate deep into the the CNT structure and extracts electrons in proportion to the total number of CNTs, as is shown in Figure 10a. When the perceived electron density exceeds the critical density, laser propagation through the CNT structure is impeded, and consequently fewer electrons are extracted. Note that electron recapture by the CNT boundaries causes a decrease in extracted electrons between roughly 20 and 60 fs.

For the same simulations, maximum electron energy is shown in Figure 10b. Two regimes are evident; a significant transition in the maximum electron energy occurs for $n_e/n_c > 1$. In light of this observation and the preceding arguments, we propose an energy scaling law to roughly predict the energy gain $\Delta E$ based on instantaneous ponderomotive acceleration as follows:

$$\Delta E = \nu_{ex} \Delta p = a_0^2 mc^2 \left( \frac{\nu_{ex}}{c} \right) \omega \Delta t,$$

where $\nu_{ex}$ is defined as the maximum velocity in the $+\hat{x}$ direction of all particles in the system, $\Delta \tau = 15$ fs, and $\omega = 2\pi c / \lambda \approx 1.8 \times 10^{15}$ s$^{-1}$. The interaction interval $\Delta t$ is defined as

$$\Delta t = \frac{c \Delta \tau}{c - \nu_{ex}} = \frac{\Delta \tau}{1 - \nu_{ex}/c}. \quad (2)$$
Using Equation (2) in Equation (1), we find that:

\[ \Delta E = \frac{1}{8}a_0^2 \cdot (0.5 \text{ MeV}) \cdot \left( \frac{\nu_{ex}}{c} \right) \cdot \frac{\omega \Delta \tau}{1 - \nu_{ex}/c} \]  

This scaling law compares well with simulation results as shown in Figure 11 for two different \( n_e/n_c \) density ratios on the extreme ends (0.48 and 10).
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**Figure 11.** Comparison of maximum electron energies \( \Delta E \) with respect to \( a_0 \) from simulations to the theoretical scaling law prediction given in (3) for CNT spacing of 400 nm which correlates to \( n_e/n_c = 0.48 \) (a) and for 10 nm spacing corresponding to \( n_e/n_c = 10.0 \) (b).

An interesting idea to consider is that of resonance between the spacing and plasma wavelength of the CNTs. For the present CNT density of \( 10^{22} \text{ cm}^{-3} \), the corresponding plasma wavelength is \( \lambda_p \approx 334 \text{ nm} \). This case is roughly represented by the red traces in Figure 10. The monotonic decrease in number of extracted electrons with CNT spacing in Figure 10a is interrupted for a spacing of 300 nm. A similar phenomenon is seen in Figure 10b. While the super-critical traces appear to follow different qualitative behavior, the case of a spacing of 300 nm gives the greatest electron energy among the critical and sub-critical traces. These observations suggest a possible resonance between the CNT plasma wavelength and spacing.
5. Conclusions

The majority of efforts involving plasma wakefield acceleration have focused on producing ever higher-energy electron beams, particularly for applications in particle accelerators. Notable experiments in this area include BELLA, FACET, and AWAKE (mentioned in such as [40,43]), which aim to reach TeV energies. To reach such high acceleration gradients, experiments typically use low-density plasmas \( n_c / n_e \gg 1 \) and \( a_0 > 1 \).

The opposite regime, that of LWFA near the critical density, remains comparatively unexplored. Nonetheless, this regime holds potential for innovative approaches in fields such as cancer therapy, in the form of LWFA-powered endoscopic electron therapy (or intraoperative radiation therapy). This regime also opens possibilities for highly localized, precise treatment of targets on the skin, such as for oncology or cosmetics, making use of extremely shallow-penetrating electrons. This latter case may be particularly tractable given the low electron energies required. Crucially in all of these applications, the source of radiation is brought close to the irradiation targets such as tissues to be treated, removing collateral damage to other tissues. Consequently the radiation need only have limited penetrative power. With electrons used as the source of radiation, the desired energies are then \( \lesssim 1 \) MeV, which yields a penetration depth between microns and millimeters [18]. By tuning the laser intensity and plasma density, specific depths can be produced as desired. Here we have shown though a preliminary study that LWFA can indeed produce such electrons.

To do so, the plasma density must be close to the critical density \( n_c \sim n_e \), a regime that can be accessed via a solid-state target such as a bundle of carbon nanotubes. In this regime the group velocity of a laser pulse becomes increasingly slow, and the laser-plasma interaction range reduces nearly to a single wakefield oscillation. As a consequence of these properties, the wakefield, rather than skimming a small number of electrons from the bulk distribution and accelerating them to high energy, instead dredges somewhat more deeply from the bulk, creating an effective viscosity and momentum transport. This situation manifests as a “black tsunami” in analogy to beach wave physics and represents a qualitative departure from typical wakefield physics. Upon slowing down near the shore, the wave begins to break, creates turbulence, and dredges the sea floor, creating a visibly black wave. Wakefield physics in the limit of \( n_c / n_e = 1 \) manifests in a similar way, resulting in a churning wave of relatively low-energy electrons which can then be harnessed as a beam.

The gradual transition between the “black” and “blue” wakefield regimes, corresponding respectively to high and low plasma density, has been shown, along with the linear scaling of peak electron energy. The specific entropy metric \( D \) has been proposed as a quantitative index for the regime of wakefield physics under consideration. In the low-density limit (“blue” waves), \( D \to 0 \), while near the critical density (“black” waves), \( D \) becomes finite, possibly tending to a large value. Furthermore, a scan of maximum electron energy \( \Delta E \) over a range of intensities \( a_0 \) reveals a general agreement with the function \( g(a_0) = \sqrt{1 + a_0^2} - 1 \), derived from the ponderomotive potential, despite additional complexities and the limitations of a 1D simulation geometry. The difference in the mechanism of acceleration between the high- and low-density regimes is also manifested in the maximum electron energies attained in the two cases in Figure 5.

The recent development of coherent networks of fiber lasers (CAN) [16] has allowed LWFA research to branch into new fields of medical applications. However, two chief limitations must be addressed for a medical fiber laser system: laser intensity and pulse length. Fiber lasers have stringent intensity limitations, with a maximum allowed individual fiber intensity likely less than \( 10^{14} \) W cm\(^{-2} \). This limitation can be mitigated through the use of many coherently added fibers and by retreating from the critical density to a more modest plasma density (such as \( n_c / n_e = 10 \)). Even with these factors, the ultimate intensity would likely remain in the regime of \( a_0 < 1 \). Limitations on pulse length are also stringent; the shortest pulse length likely achievable in a fiber laser system is around 100 fs, which is
several times longer than was used in Figure 2. Fortunately, Raman scattering effects and self-modulation may allow the “black”, low-energy electron regime to be accessible for a long pulse, even at very low intensity \((a_0 \ll 1)\) and low density \((n_c/n_e = 10)\) \([18,44]\).

The bulk of this work addressed a scheme were a laser is injected parallel to the axis of a modeled bundle of carbon nanotubes. With these limitations of fiber lasers in mind, however, exploratory simulations were also made to investigate an alternative, 2D arrangement of carbon nanotubes (CNTs), also allowing attainment of densities much higher than those possible in gas plasmas. CNTs were selected for various advantageous electrical properties, such as an effective one-dimensional conductivity. In this arrangement, two laser pulses travel through a gap between two sequences of CNTs with notably the laser electric field directed parallel to the CNT axis. The first laser pulse extracts electrons from the CNTs, and the second pulse accelerates the electrons by an instantaneous ponderomotive mechanism that is atypical of wakefield physics. Scaling for the number of electrons emitted and maximum electron energy with respect to the perceived electron density was investigated, leading to a proposed energy scaling law. These results suggest that such an arrangement of CNTs may be able to efficiently generate a large flux of low-energy electrons as would be useful in a medical application. Additionally, the high critical density of the laser and the high density of the CNTs compared to the background air density suggest that a device based on this scheme may not need to impose an internal vacuum, which is much more amenable to medical applications. We invite further investigation of using CNTs in this arrangement for generating large fluxes of low-energy electrons.

Other challenges remain. This work has addressed only the most fundamental aspects of LWFA near the critical density. The population of accelerated electrons generated by LWFA at high density is non-monoenergetic and probably of high emittance. Additionally, treatment of higher-dimensional effects such as focusing and hole-boring will be necessary for any ultimate medical application, and thus must therefore await future work. However, we emphasize that the remarkable trend in specific entropy as the plasma density approaches the critical density may not have been noticed with the inclusion of higher-dimensional effects in a mixed effort. In this sense, our study has followed in the spirit of Boltzmann \([45]\) in his development of Boltzmann entropy. We may also strive to further increase energy efficiency. Toward such a purpose we may wish to employ a graded density of plasma to control the phase gradation of the wakefield \([46,47]\). Nonetheless, interesting physics has already emerged from these efforts, and the richness of a new regime is evident.
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