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Abstract: The diameter of PM2.5 is less than that of 2.5 μg/m^3 particulate matter; PM2.5 is small enough to enter the body through the alveolar microvasculature and has a major impact on human health. Therefore, people are interested in the establishment of air quality monitoring and forecasting. The historical and current air quality indices (AQI) can now be easily obtained from air quality sensors. However, people are more likely to need the PM2.5 forecasting information. Based on the literature, air quality varies because of a variety of factors, such as the meteorology in urban areas. In this paper, a spatial-temporal approach is proposed to forecast PM2.5 for 48 h using temporal and spatial features. From the temporal perspective, it is considered that the AQI in a few hours may be very similar because AQI is continuous. In addition, this research reveals the relationship between weather similarities and PM2.5 similarity. It is found that the more similar the weather is, the more similar the PM2.5 value is. From a spatial perspective, it is also considered that the air quality may be similar to that of the adjacent monitoring stations. Finally, the experimental results, based on AirBox data, show that the proposed approach outperforms the two methods based on well-established measurements in terms of the PM2.5 forecast error.
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1. Introduction

In recent years, the awareness of air pollution has been increasing. Air pollution seriously affects human health, especially atmospheric particulate matter. PM2.5 is small enough to circulate in the body through the blood and it can cause cardiovascular disease, cancer, and even death. For the sustainable protection of the environment, countries develop regulations to reduce air pollution. In recent years, research into air quality issues has been rapidly increasing, which means that people are paying more attention to air quality issues. Air quality studies have focused on three main topics: air quality monitoring, air quality causal analysis, and air quality prediction and forecasting. Air quality information is easily obtained by setting up environmental sensors or it can be downloaded from open databases. In addition to the air quality monitoring stations built by the government, many inexpensive and portable lightweight air quality monitors have been invented. Figure 1 shows a real-time PM2.5 value map made by Edimax Technology [1]. Even if current air quality is easy to obtain, it cannot yet meet our needs. People are more likely to need PM2.5 forecasting, which is similar to the way that people need weather forecasting. This research is dedicated to forecasting PM2.5 values with a construable statistics method.

In recent years, air quality forecasting issues have been associated with meteorology, traffic flow, human mobility, points of interest, road networks, and the form of a city [2–10]. Even so, air quality issues are still complex and difficult to solve. Previous studies have showed various aspects of methods using the AQ model [11], the statistics method [4,6,8–10,12–17], and machine learning [18–21], which is the most popular method in recent years. While the results of machine learning perform well, it is difficult to discern
the cause-and-effect relationship of air quality and other features. This study is dedicated to constructing a construable and efficient method.

In this paper, a spatial-temporal approach is proposed based on meteorological factors for PM2.5 forecasting. In this approach, spatial information is considered, including the location of a geographic region, and temporal information, such as meteorology data and air quality for the forecasting model. It is found that meteorology features are related to PM2.5. To easily understand the cause-and-effect relationship of meteorology and PM2.5, a weight-average-based method is proposed for forecasting. It was found using PM2.5 at different times, which was monitored over close time intervals, and under very similar weather conditions. Additionally, PM2.5 values, at the same time, are similar when the monitored locations are close to each other. In the temporal part, data that have close times and have similar weather conditions are selected as references. These references are used for PM2.5 forecasting using similar weather conditions. In the spatial part, the forecast value in the temporal part is adjacent to the smooth part. Therefore, the time series of the PM2.5 forecast values for devices that are near to each other are likely to be similar. In this way, a PM2.5 value is forecasted over the following 48 h. Temporal and spatial data are collected and several internal and external experiments are conducted. The internal experimental results show that spatial or temporal feature combinations reduce forecast errors. In external experiments, we tried to compare our approach to two methods, based on the well-established Pearson correlation coefficient (PCC) [22] and inverse distance weighting (IDW) [23] measurements. The experimental results show that the proposed approach performs well and more stably in comparison to the other two methods.

2. Related Work

Baralis et al., Lv et al., Caglierio et al., and Zhang et al. highlighted the relationship between meteorology, season, and air quality [2,3,7,9]. However, the relationship between weather features and air quality seems to be different in different areas. Baralis et al. mentioned that temperature and air quality show a positive correlation in summer, but Zheng et al. obtained the opposite results in North China. Baralis et al. and Caglierio et al. showed that human activity, such as vehicle exhausts and industrial exhaust, is the main source of PM2.5; however, some human activity is beneficial to air quality. Gromke et al.
studied streets with or without bushes, and found that the air quality of streets with bushes was better than streets without bushes [5]. In addition to the points above, there are still lots of factors that could affect air quality. Traffic structures, wildfires, and even government regulations could have an impact on air quality [24–30]. As stated above, factors that could affect air quality are diverse and complex.

Based on the collected references, air quality analysis issues are classified into real time prediction and future forecasting. The literature on these two topics emphasized the importance of feature selection and has proposed some methods based on feature combinations. The more complete the features are, the more accurate the model is. The first category focuses on real-time air quality prediction in locations without air quality stations using features and air quality data. The majority of references propose an air quality prediction algorithm with multiple features, such as meteorological, traffic, human mobility, road networks, points of interest, and time [9,13,31,32]. Cagliero et al. analyzed the characteristics of air pollution using pattern mining, and found that air pollution is serious in autumn and winter [33]. There are some approaches that predict air quality using social networks [12,14–17]. These works predict air quality by mining key words in public posts and photos from users on social networks.

Another method is future air quality forecasting by features. People are more interested in future air quality forecasting than real-time air quality inference. A great deal of research has tried to forecast air quality using multiple features [4,6,8,10]. The authors in above works collected meteorology, traffic flow, human mobility, points of interest, road networks, and city data to forecast air quality. Zhu et al. used pattern mining and the Bayesian Gaussian model to analyze where air pollution comes from [34]. Sánchez-Balseca and Pérez-Foguet also used a Bayesian approach to forecast air quality in relation to wildfire events [35]. Domanska et al. and Bouarar et al. forecasted air quality using several models [36,37]. They analyzed the distribution of different sources, including chemical pollution, atmospheric composition, and ground emissions. As deep learning and machine learning are becoming more popular, some research has tried to solve this issue using machine learning and deep learning. Liu et al. used some learning models to forecast PM2.5 [11,18–21]. The results showed that the deep learning approach outperforms most models. Almost all the references mentioned that the most important factor affecting air quality forecasting is the features. Feature information is necessary in forecasting air quality. Natural factor and human factor analyses of air pollution composition are beneficial in forecasting air quality. There are other features that remain unknown. In this research, temporal and spatial features are prepared for PM2.5 forecasting.

3. Proposed Method

This section describes the features included and the proposed approach for PM2.5 value forecasting over 48 h. We collected temporal and spatial features to forecast the PM2.5 value. Temporal features were used for preliminary forecasting and then spatial features were used to improve the forecast.

3.1. System Framework

Figure 2 shows a flowchart of the PM2.5 value forecast. The PM2.5 data, meteorology data, and weather forecast data were included for PM2.5 value forecasting. It was considered that meteorology data are highly correlated with air quality. The PM2.5 data and meteorology data were combined for each hour and were regarded as historical data. Then, the PM2.5 value was forecasted using the weather forecast data and the spatial data.
Figure 2. Framework of the spatial-temporal PM2.5 forecast approach.

There were some pre-processing tasks for PM2.5 data. Some unreasonable air monitoring devices, which are considered as being installed indoors, needed to be removed. Some weather features, such as temperature and humidity, were more stable than outdoor weather features [38]. The most important factor was that indoor air quality was less impacted by meteorology. Then, the PM2.5 data of an air quality sensor and the meteorology data of the nearest weather station were combined for each hour as historical data. Additionally, the weather forecast data were regarded as future data. There were two parts to the methodology: temporal and spatial parts. In terms of the temporal part, the preliminary PM2.5 value was forecasted using the similarity between historical meteorology data and weather forecast data. Air quality was associated with time. In addition to the data with similar meteorology features, recent data were also referred to. Therefore, recent data and data with similar weather features were detected to forecast a PM2.5 value. The preliminary forecasted PM2.5 value was evaluated using the weighted-average formula. The degree of similarity of weather features was considered to be the weight.

In terms of the spatial part, it was found that the PM2.5 values were highly correlated with distance. The PM2.5 value trends of devices near to each other are similar. Therefore, the preliminary forecasted PM2.5 value was smooth with other forecast PM2.5 from nearby devices from each forecast hour. In addition to distance, wind speed and wind direction were both taken into consideration. It was considered that the forecasted distribution per hour was a credible trend and resulted in the forecast trend being similar due to normalization. The value after smoothing was the final result of the forecast.

3.2. Utilized Features

Features that may affect PM2.5 were included for the PM2.5 forecast. A great deal of research has mentioned that meteorology data are highly related to PM2.5 [2,3,6,9,10,13,31,32,34,36,37,39]. For example, when it is not rainy, the PM2.5 value increases as the relative humidity increases. However, the PM2.5 value usually drops rapidly when it starts to rain. In addition, as wind speed increases, air quality improves; air quality is better when a sea breeze is blowing, which usually carries particulate matter into the land breeze. This
research also found meteorology data and air quality connections. Temperature, relative humidity, pressure, wind direction, wind speed, and daily rainfall were included in the meteorological data. In addition to meteorological data, the PM2.5 values had a lot to do with the spatial data. When a device monitored a good PM2.5 value, adjacent devices also monitored good values. In this study, the impacts of the atmosphere, regardless of individual factors, such as traffic emissions and factory emissions, were emphasized. These factors may have applied to time; for example, they are usually blocked during peak hours, or a factory emits exhaust gas at midnight. In this section, we will present the data used in the study. The dataset consists of temporal and spatial data. The features, types, and descriptions are introduced in Table 1.

Table 1. Summary of all features.

| Feature     | Type    | Description                                                                 |
|-------------|---------|----------------------------------------------------------------------------|
| Latitude    | Spatial | Latitude (WG84) of air quality monitoring devices                          |
| Longitude   | Spatial | Longitude (WG84) of air quality monitoring devices                         |
| Altitude    | Spatial | Altitude of air quality monitoring devices (unit: meter)                   |
| Observed Time | Temporal | Observed time of monitored data                                           |
| Temperature | Temporal | Temperature data (unit: Celsius)                                           |
| Humidity    | Temporal | Relative humidity data (unit: %)                                           |
| Wind Speed  | Temporal | Wind speed data (unit: m/s)                                                |
| Wind Direction | Temporal | Wind direction data (unit: bearing angle)                                  |
| Pressure    | Temporal | Pressure data (unit: hPa)                                                  |
| Rainfall    | Temporal | Daily rainfall (unit: mm)                                                  |
| PM2.5       | Temporal | PM2.5 value (unit: µg/m³)                                                  |

In this section, the method of PM2.5 forecasting is introduced. This study is dedicated to forecasting PM2.5 values over 48 h. Many studies have shown that meteorological data have a lot to do with air quality. We also found this connection in the data. Figure 3 shows the relationship between each feature difference and the PM2.5 value difference; it shows that, when a feature difference is smaller, the PM2.5 value difference is smaller. In terms of distance difference, the highest density was not close to zero. This was because the distance average of the data was about 6 km (Figure 3h), and data less than 6 km were not enough. Figure 3i concerns weather difference and PM2.5 difference. The weather difference \(WD(t_u, t_v)\) between times \(t_u\) and \(t_v\) was evaluated using Equation (1). There are \(m\) weather features in total. Each feature was normalized to 0–1 individually, and were compared with each observation from each time. The notation \(f_k(t)\) means the \(k\)-th weather feature at time \(t_u\). In Equation (1), it is assumed that the weight of each feature has the same value. The last figure shows that the PM2.5 value was probably similar when the weather showed high similarity. Therefore, a PM2.5 value forecast approach based on weather differences between the reference data and the target was designed.

\[
WD(t_u, t_v) = \sqrt{\sum_{k=1}^{m} [f_k(t_u) - f_k(t_v)]^2}
\]  

(1)

PM2.5 data and weather data were combined for forecasting. The method is divided into temporal and spatial parts; in the temporal part, we used the weather and forecast weather data to estimate preliminary PM2.5 with a weighted-average formula. The weight depended on weather similarity. The data that were monitored over close periods of time, and which have a high weather similarity, were selected as references for the forecast. In the spatial part, it was found that the PM2.5 time series of adjacent devices during the same period was very similar. Figure 4 shows the PM2.5 time series for adjacent devices within 5 km. We can see that the PM2.5 time series of different devices were almost the same. Therefore, we used nearby monitoring stations to adjust the estimated value of PM2.5.
Figure 3. Relationship between (a) temperature, (b) humidity, (c) pressure, (d) wind direction, (e) wind speed, (f) rainfall, (g) time, (h) distance, and (i) weather difference and PM2.5 value error.

Figure 4. PM2.5 time series of adjacent devices within 5 km.

Obtaining a similar time series of the PM2.5 forecast for adjacent devices was expected; however, an accurate forecast time series as a standard was difficult to discern. We used the median of the estimated PM2.5 value in the temporal part for each hour as a more accurate time series, rather than selecting a forecast time series that may be accurate. The time series of adjacent devices within a specific range were smoothed closer. The temporal and spatial methods will be discussed, respectively, in the following sections.
3.3. Weighted-Average Strategy to Forecast PM2.5 Value

Normally, if air quality is good at a particular moment, it will probably be good in the next moment. As mentioned in the previous section, if the weather feature similarity is high between two datasets, their PM2.5 values are very likely to be similar. It is considered that air quality values are correlated from temporal and spatial perspectives. We drew a chart to model the spatial-temporal correlation at specific locations. Recent data and similar data were used as references in this section. The reference data were selected for forecasting. The “recent data” is defined as the last observation in the historical data prior to the target that is going to be forecasted; “similar” is defined as the data in history with more similar weather features to the target period. In addition, most similar data were not recent data. The construction of Figure 5 includes how recent and similar data were selected.

![Schematic diagram of the forecasting approach.](image)

**Figure 5.** Schematic diagram of the forecasting approach.

A weighted-average-based method was proposed for forecasting. For device $d_i$, weight $w$ between times $t_u$ and $t_v$ was evaluated using Equation (2). In terms of the temporal part, the preliminary forecast ($p^T$) at time $t_u$ was evaluated with $h$ references (including recent data ($r$) and similar data ($s$)), in total, using Equation (3). In the spatial part, we proposed concentrating the forecast time series close to the median forecast values of nearby devices in each hour using Equation (4). The design idea of Equation (4) is illustrated with Figure 6. Figure 6 shows that the blue area, which is a distribution of the forecast value of nearby devices in an hour, is concentrated close to the median by $c\%$. It is expected that forecast value $p^S$ of adjacent devices are similar. Notation $D(t_u)$ is a set of temporal PM2.5 forecastings of $n$ adjacent devices. Further, notations $\text{max}D(t_u)$ and $\text{min}D(t_u)$ represent the maximum and minimum temporal PM2.5 forecast of adjacent devices ($D(t_u)$) around device $d_i$, respectively. If temporal PM2.5 forecasting ($p^T$) is larger than or equal to $\text{med}D(t_u)$, $p^T$ is normalized to $c\%$ of $\text{med}D(t_u)$ to $\text{max}D(t_u)$. Otherwise, $p^T$ is normalized to $c\%$ of $\text{min}D(t_u)$ to $\text{med}D(t_u)$, where $\text{med}D(t_u)$ means a median temporal PM2.5 forecast of adjacent devices $D(t_u)$ around device $d_i$.

\[
w(t_u, t_v) = \frac{1}{WD(t_u, t_v)}
\]

\[
p^T(t_u) = \frac{1}{\sum_{v=1}^{h} w(t_u, t_v)} \sum_{v=1}^{h} w(t_u, t_v) \times p(t_v)
\]

\[
p^S(t_u) = \begin{cases} 
\frac{p^T(t_u) - \text{med}D(t_u)}{|\text{max}D(t_u) - \text{med}D(t_u)|} & \text{if } p^T(t_u) \geq \text{med}D(t_u) \\
\frac{p^T(t_u) - \text{med}D(t_u)}{|\text{med}D(t_u) - \text{min}D(t_u)|} & \text{otherwise}
\end{cases}
\]
4. Experimental Evaluations

A series of experiments were performed using the monitoring data to evaluate the performance of our proposed PM2.5 forecasting approach. The experiment was divided into two parts: the first part was for the testing of various parameter settings and the second part was for comparison of our proposed approach to two methods, based on PCC and IDW, in terms of the air quality forecasting errors.

4.1. Experimental Datasets and Settings

This research utilized several features that were mentioned in Section 3.2 to reveal the result of a PM2.5 value forecast. AirBox data were selected for experiments [1]. AirBox was provided by the Taipei government (Taiwan, R.O.C). AirBox also cooperates with Environmental Protection Administration Executive Yuan as an air quality sensor IoT system; data from AirBox were much more abundant than from national sensors. In Figure 7, the blue dots represent 146 AirBoxes in Taipei, and the purple circles represent 21 weather stations around Taipei. To prevent inaccuracies in the weather forecast data, weather forecast data were replaced with monitored meteorological data. AirBox data were combined with the nearest weather station data every hour. The spatial data provided by Data.Taipei were used for this study. Due to AirBox users’ private rights, the coordinates of consumers were rounded to three decimal places; therefore, the location error could be about 75 m.

1. AirBox: An AirBox is a device that can monitor PM2.5 using the principles of optics, temperature, and relative humidity. It measures the number of particles and evaluates the concentration of PM2.5. Edimax Technology and Academia Sinica produce AirBox and make it available to schools and citizens. Each device monitors data every 5 min; however, weather data are monitored every hour. We averaged the monitored data from AirBox every hour to combine it with the weather data. As long as AirBox users agree, the monitoring data are uploaded to the Edimax Internet-of-Things platform and will be made available as an open data download. This was provided by Data.Taipei.

2. Weather station: The Central Weather Bureau provides meteorological data and weather forecast data. They consist of temperature, relative humidity, wind speed, wind direction, atmospheric pressure, and daily rainfall. It monitors data once an hour. We received the weather data from data.gov.
3. Location information: Location data include the latitude and longitude of each AirBox device. Due to users’ private rights, some location coordinates were only accurate to the third decimal place. These data were also received from Data.Taipei.

![Figure 7. Distribution of AirBoxes and weather stations in or around Taipei.](image)

The experiment data were collected from March 2017 to May 2018. The data were divided into a historical part and a test part. The data before January 2018 were defined as history data, and the data from January 2018 were to be forecasted. After 48 h of forecast completion, the following 48 h of the next hour were forecasted, and the last hour would be added into the historical data. For the forecasting day for every 48 h, the performance of the forecast method was analyzed using the RMSE per hour.

### 4.2. Impact on Various Parameter Settings

There were three parameters in the methodology that we focused on: amount of recent data ($r$), similar data ($s$) and adjacent devices ($n$) were detected in the forecast. In the following, we divide these parameter experiments into two sub-sections. In Section 4.2.1, the experiment is used to determine temporal parameters $r$ and $s$, and Section 4.2.2 shows an experiment for spatial parameters.

#### 4.2.1. Temporal Parameter

First, we tested the temporal parameters. This experiment tested the recent data amount ($r$) and similar data amount ($s$) only. The correlation between parameter $r$ and PM2.5 forecast at the 6th, 12th, 24th, 36th, and 48th hours are shown in Figure 8. The x-axis is parameter $r$, and the y-axis is the RMSE of the PM2.5 forecast value. It is obvious that as $r$ becomes larger, the RMSE of PM2.5 value becomes better at the 12th, 24th, 36th, and 48th hours. However, the degree of decline in RMSE is also small. For the PM2.5 forecast at the 24th hour, as $r$ increases from 1 to 30, the RMSE of PM2.5 is only reduced by about 1.5 $\mu g/m^3$. As $r$ becomes larger, the degree of decline was considered to converge. However, the trend of the 6th hour is opposite to the other curves in the figure. As $r$ became larger, the RMSE at the 6th hour became larger. Air quality is usually highly similar to the last observed value because air quality is continuous data. This is the reason why the RMSE was smaller when there were only recent data selected. In addition, as the forecasting time was further away, the RMSE became larger. Therefore, the farther the forecast hour, the harder it is to forecast.
4.2.1. Temporal Parameter

First, we tested the temporal parameters. This experiment tested the recent data and similar reference data. Figure 9 shows that when recent and similar reference data are both used for forecasting, the RMSE of the forecast results are close every hour. When the forecast is further apart, the reference value of \( r \) becomes smaller, but \( s \) is more decisive. While \( s \) may include recent data, it is possible to select long-term data from the history. This tells us that, when the forecast hour is further away, the RMSE will become larger if we only use similar reference data.

![Figure 8. The impact on PM2.5 error of parameter \( r \) on the PM2.5 value forecast.](image)

Figure 8 shows the performance of parameter \( s \). The degree of convergence of RMSE is more pronounced than it is with \( r \). However, the RMSE is greater when \( s = 1 \) than when \( r = 1 \). When they are both 30, RMSE is better than \( r \). In addition, the degree of decline of a similar reference is greater than the recent reference. This indicates that parameter \( s \) is beneficial for the PM2.5 forecast. According to the experimental results, it was determined that the RMSE results of the forecast results are close every hour. When the forecast is further apart, the reference value of \( r \) becomes smaller, but \( s \) is more decisive. While \( s \) may include recent data, it is possible to select long-term data from the history. This tells us that, when the forecast hour is further away, the RMSE will become larger if we only use similar reference data.

![Figure 9. The impact on PM2.5 error of parameter \( s \) on PM2.5 value forecast.](image)

Figure 9 shows the performance of parameter \( s \). The degree of convergence of RMSE is more pronounced than it is with \( r \). However, the RMSE is greater when \( s = 1 \) than when \( r = 1 \). When they are both 30, RMSE is better than \( r \). In addition, the degree of decline of a similar reference is greater than the recent reference. This indicates that parameter \( s \) is beneficial for the PM2.5 forecast. According to the experimental results, it was determined that the RMSE results of the forecast results are close every hour. When the forecast is further apart, the reference value of \( r \) becomes smaller, but \( s \) is more decisive. While \( s \) may include recent data, it is possible to select long-term data from the history. This tells us that, when the forecast hour is further away, the RMSE will become larger if we only use similar reference data.

Figure 10 shows the experimental results when parameters \( r \) and \( s \) are set to the same value. As the number of references increases, we can see that the RMSE improves and the degree of decline also converges. It is worth noting that the 6th hour of the RMSE does not improve as the number of references increases. When \( r \) and \( s \) are greater than 7, the RMSE becomes even worse. According to the experimental results, we found that it only takes a few \( r \) to forecast the first 6th hour, and the RMSE will perform very well.

This shows the different combinations of parameters, from 0 to 30, at the 6th, 12th, 24th, 36th, and 48th h, in Figure 11. We can see that the RMSE at the 12th, 24th, 36th, and 48th h becomes smaller as the parameters increase and the convergence is also obvious. The results from the 6th hour show that it can perform well when there is only one recent reference. When the parameter is larger, its RMSE will not improve. We can see that the impact of recent data is better than the impact of similar data at the 6th and 12th h. Similar references performed well at the 24th, 36th, and 48th h. This tells us that the recent reference is more useful in forecasting the most near future time. When we forecast further than an hour into the future, similar references are more important than recent data. Figure 11 shows that when recent and similar reference data are both used for forecasting, the RMSE of the PM2.5 forecast value is better than when only using one of them.
After these experimental analyses, the research forecast PM2.5 value was only available from one recent reference dataset for hours 1–6 and with 15 recent references and 15 similar references for hours 7–48, respectively. Due to convergence and time cost considerations, we did not use 30 references for forecasting. Figure 12 shows a comparison of different combinations of references. The blue line indicates that $r$ and $s$ are, respectively,
set at 15; the red line uses only one recent reference, and the yellow line is the combination we used. The purple line is the best RMSE of all combinations. The yellow line and purple line become more and more different as the forecast time continues; the difference is not obvious. The best combination at each forecast hour was not used to prevent overfitting. Therefore, the same reference is the setting for the 7th to 48th h.

![Figure 12. Comparison of the best r and s combinations.](image)

### 4.2.2. Spatial Parameter

Next, we added the spatial parameter and referred to the forecasted PM2.5 value from the nearest \( n \) devices. Figure 13 shows the impact of a number of spatial references surrounding devices on the RMSE of PM2.5 value forecast. We varied the number of surrounding station references \( n \) from 0 to 70, where 0 means that we did not use any spatial references for air quality forecasting. The experimental results show that, as \( n \) increases, the RMSE first drops and then increases. When \( n \) is larger than 25, the RMSE may be even worse than the results without the reference to surrounding stations. The reason for this is that the reference range is too large, resulting in a large difference in air quality. To find the best parameter setting, we scaled the results of \( n \) up from 0 to 30. We could observe that every line had a minimum RMSE when \( n \) was about 5 to 7. While the spatial parameter has a low RMSE effect on the results, we set \( n \) as 6, based on the experimental results in the following experiments.

![Figure 13. PM2.5 RMSE of different parameters of n.](image)

### 4.3. Performance

To show the performance of our proposed approach, we modified two methods based on two well-established measurements and tried some simple methods. The first was the
PCC-based method. The temporal weather similarity was calculated using PCC instead of using recent and similar references. The idea was that the PM2.5 time series was highly correlated to the weather conditions. Hence, the first method modified PCC to calculate weather similarities between the historically continuous 48 h and the target 48 h. The PM2.5 time series of the continuous 48 h with the highest weather similarity in the historical data would be extracted to forecast the target PM2.5. Due to the air quality being continuous data, the forecast value would increase or decrease based on the variety of the extracted PM2.5 time series, instead of the value of the extracted PM2.5 time series. To compare this method, we also tried to forecast using the extracting continuous 48 h PM2.5 in historical data randomly. For the second, IDW-based method, we used IDW to average the forecast time series value for the spatial inference. The temporal inference of this method and our approach was the same, but this method selected six nearby devices around the target device, selected as in Section 4.2.2 and used IDW to average the PM2.5 values as the final forecast result of PM2.5. To check our method, we did not require too many parameters, “r” and “s”, and it was forecasted using the mean weather. The results of the mean weather are shown below. We also tried to compare this with the results of the forecast from the same hour over the previous 90 days. Figure 14a shows the results of different methods in terms of RMSE and MAE. Our method was better than other methods used. Figure 14b shows the RMSE of the methods for each forecasted hour. The result shows that our proposed approach can converge and stably forecast future hours. However, after about 30 h, the 90-day results narrowly win. In Figure 14c, results from different days are compared. The results are better when they refer to more days, and the results converge within 30 to 90 days. In Figure 14d, except the result from the afternoon, our results were more accurate for more periods, and the results show that the PM2.5 in the afternoon is harder to forecast.

![Figure 14](image-url)

**Figure 14.** Evaluation of the PM2.5 forecast error for (a) different methods in RMSE and MAE, (b) different methods in various hours, (c) different days methods in various hours, and (d) different methods in various hours in days.

The acceptable error of PM2.5 forecast is introduced. Table 2 shows the grade of PM2.5 from Environmental Protection Administration Executive Yuan (R.O.C.). Given that the range of each grade is different (Table 2), the acceptable error is different in each grade. In

| Grade          | PM2.5 (μg/m³) |
|----------------|---------------|
| Good           | 0.0–15.4      |
| Moderate       | 15.5–35.4     |
| Unhealthy      | 35.5–54.5     |
| Very Unhealthy | 54.5–150.4    |
| Hazardous      | 150.5–250.4   |
|                 | 250.5–500.4   |

| Method          | RMSE | MAE  |
|-----------------|------|------|
| PCC-based       |      |      |
| Random hour     |      |      |
| Mean weather    |      |      |
| 90-days method  |      |      |
| IDW-based       |      |      |
| Our method      |      |      |

---

Table 2. Grade of PM2.5 from Environmental Protection Administration Executive Yuan (R.O.C.).
Figure 15, the bar is the standard deviation (STD) of our results in each grade. PM2.5 in data are within 150, so there are no data in grade “Very Unhealthy”. This shows that our results are within the acceptable error in each grade.

### Table 2. Grade of PM2.5 from Environmental Protection Administration Executive Yuan (R.O.C.).

| Grade                                | Good       | Moderate   | Unhealthy for Sensitive Groups | Unhealthy | Very Unhealthy | Hazardous |
|--------------------------------------|------------|------------|--------------------------------|-----------|----------------|-----------|
| PM2.5 (µg/m³)                        | 0.0–15.4   | 15.5–35.4  | 35.5–54.4                      | 54.5–150.4| 150.5–250.4    | 250.5–500.4|

![Bar graph showing acceptable error and each grade's standard deviation from our results.](image)

**Figure 15.** Acceptable error and each grade’s standard deviation from our results.

### 5. Conclusions and Future Work

Recently, people’s awareness about air pollution has increased. There is an urgent need for air quality forecasting. In this paper, we discussed the relationship between spatial-temporal data and PM2.5 values, and forecasted air quality using a spatial-temporal combination approach. In this approach, both recent and similar references were considered for temporal air quality forecasting. According to the experimental results, considering recent references can only forecast air quality in the first six hours. It is necessary to consider 15 recent and 15 similar references to forecast PM2.5 after six hours. While the experimental results show that the forecast error decreases with the increase in reference data, it shows a tendency to converge. To reduce the amount of calculations, we did not use a larger reference amount. For the spatial air quality forecast, nearby monitoring devices with similar meteorological features were considered as references to forecast the PM2.5 values. This can cause the trend of the PM2.5 forecast value to be similar for nearby devices for a period of time. The results showed that our proposed approach outperforms methods based on well-established IDW and PCC measurements and other simple methods in terms of the forecast error. The results of our proposed approach are convergent and stable. While we only forecasted the PM2.5 value for 48 h, our proposed approach could forecast further PM2.5 values. In fact, there are many events that can cause sudden increases in PM2.5 value, such as someone smoking or burning something. Sources and sinks of PM2.5 are also important. In the future, we will collect more data for seasonal analyses, and we will try to analyze the causality of PM2.5 value and traffic flow, human mobility, points of interest, natural disasters, terrain, etc. Furthermore, we will try to discover how weather conditions affect air quality, and will consider adding weight to each feature. For the spatial method, there is still a long way to go. We will test, with devices, which has the highest correlation, which are in similar terrains, and which are in similar weather conditions in terms of the spatial method. Additionally, we found that PM2.5 in the same or opposite wind directions is similar. We will also consider the relationship of upwind and leeward to improve the spatial forecast mechanism.
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