Genome-wide probing of RNA structure reveals active unfolding of mRNA structures in vivo
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RNA has a dual role as an informational molecule and a direct effector of biological tasks. The latter function is enabled by RNA’s ability to adopt complex secondary and tertiary folds and thus has motivated extensive computational and experimental efforts for determining RNA structures. Existing approaches for evaluating RNA structure have been largely limited to in vitro systems, yet the thermodynamic forces which drive RNA folding in vitro may not be sufficient to predict stable RNA structures in vivo. Indeed, the presence of RNA-binding proteins and ATP-dependent helicases can influence which structures are present inside cells. Here we present an approach for globally monitoring RNA structure in native conditions in vivo with single-nucleotide precision. This method is based on in vivo modification with dimethyl sulphate (DMS), which reacts with unpaired adenine and cytosine residues, followed by deep sequencing to monitor modifications. Our data from yeast and mammalian cells are in excellent agreement with known messenger RNA structures and with the high-resolution crystal structure of the Saccharomyces cerevisiae ribosome. Comparison between in vivo and in vitro data reveals that in rapidly dividing cells there are vastly fewer structured mRNA regions in vivo than in vitro. Even thermostable RNA structures are often denatured in cells, highlighting the importance of cellular processes in regulating RNA structure. Indeed, analysis of mRNA structure under ATP-depleted conditions in yeast shows that energy-dependent processes strongly contribute to the predominantly unfolded state of mRNAs inside cells. Our studies broadly enable the functional analysis of physiological RNA structures and reveal that, in contrast to the Anfinsen view of protein folding whereby the structure formed is the most thermodynamically favourable, thermodynamics have an incomplete role in determining mRNA structure in vivo.

A wide range of chemicals and enzymes have been used to monitor RNA structure. We focused on DMS as it enters cells rapidly and is a well-established tool for the analysis of RNA structure. DMS is highly reactive with solvent-accessible, unpaired residues but reliably unreactive with bases engaged in Watson–Crick interactions, thus nucleotides that are strongly protected or reactive to DMS can be inferred to be base-paired or unpaired, respectively. We coupled DMS treatment to a massively parallel sequencing readout (DMS-seq) by randomly fragmenting the pool of modified RNAs and size-selecting before 3’ ligation with a specific adaptor oligonucleotide. Because DMS modifications at adenine and cytosine residues block reverse transcription, we used a second size-selection step to collect and sequence only the prematurely terminated complementary DNA fragments. Sequencing of the fragments reveals the precise site of DMS modification, with the number of reads at each position providing a measure of relative reactivity of that site. The results are highly reproducible and robust against changes in the time of modification or concentration of DMS used.

The sequencing readout allowed global analysis with high signal-to-noise ratio—in DMS treated samples, >90% of reads end with an adenine and cytosine, corresponding to false positives for A and C of 7% and 17%, respectively (Fig. 1c). For each experiment, we measured RNA structure both in vivo and in vitro (that is, refolded RNA in the absence of proteins). We also measured DMS reactivity under denaturing conditions (95°C) as a control for intrinsic biases in reactivity, library

Figure 1 | Using dimethyl sulphate for RNA structure probing by deep sequencing. a, Random fragmentation of modified mRNA. b, DMS-seq data are highly reproducible between biological replicates and robust against changes in time and DMS concentration. c, In vivo DMS treatment markedly enriches for sequencing reads mapping to A/C bases compared to untreated control. d, DMS-seq was completed for in vivo, denatured and in vitro samples. The denatured sample served as an ‘unstructured’ control.
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generation or sequencing, revealing only modest variability compared to that caused by structure-dependent differences in reactivity (Fig. 2c and Extended Data Fig. 1a).

The in vivo DMS-seq data are in excellent agreement with known RNA structures. We examined three validated mRNA structures in *S. cerevisiae* HAC1, RPS28B and ASH1. In each case, the DMS-seq pattern qualitatively recapitulates secondary structure with high reactivity constrained to loop regions in both the in vivo and the in vitro samples, but not in the denatured samples (Fig. 2a, b). Recent determination of a high-resolution yeast 80S ribosome crystal structure allowed us to comprehensively evaluate the DMS-seq data for ribosomal RNAs. Comparison of the 18S (Fig. 2c) and 25S (Extended Data Fig. 1b) rRNA DMS signal in vivo versus denatured reveals a large number of strongly protected bases in vivo. Based on DMS reactivity, we used a threshold to bin bases into reactive and unreactive groups, then calculated agreement with the crystal structure model as a function of the threshold. True positives were defined as both unpaired and solvent-accessible bases according to the crystal structure, and true negatives defined as paired bases. A receiver operator characteristic (ROC) curve shows a range of thresholds with superb agreement between the DMS-seq data and the crystal structure model (Fig. 2d). For example, at a threshold of 0.2, the true positive rate, false positive rate and accuracy are 90%, 6% and 94%, respectively. Bases that were not reactive at this threshold in vivo showed normal reactivity when denatured (Extended Data Fig. 1c). This indicates that the small fraction (~10%) of residues that are designated as accessible, but are nonetheless strongly protected from reacting with DMS, resulted from genuine differences in the in vivo conformation of the ribosome and the existing crystal structures. Agreement with the crystal structure was far less good for in vitro refolded rRNA (as expected given the absence of ribosomal proteins) and was completely absent for denatured RNA. By contrast, probing of intact purified ribosomes gave a very similar result to that seen in vivo, further demonstrating that DMS-seq yields comparable results in vitro and in vivo when probing the same structure.

Qualitatively, we observed many mRNA regions where structure was apparent in vitro but not in vivo. For example, computational analysis predicts a stem-loop structure in RPL33A. The in vitro DMS-seq data strongly supported this predicted structure, whereas this region showed little to no evidence of structure in cells (Fig. 3a). To explore systematically the relationship between mRNA structure in vivo and in vitro, we quantitated structure in a given region using two metrics: Pearson’s correlation coefficient (r value), which reports on the degree of similarity of the modification pattern to that of a denatured control, and the Gini index, which measures disparity in count distribution as would be seen between an accessible loop versus a protected stem (Fig. 3b). We then applied these metrics to windows containing a total of 50 A/C nucleotides. Globally, mRNAs are much more structured in vitro compared to in vivo: there is a strong shift towards low r values and high Gini indices for the in vitro data that is far less pronounced in vivo (Fig. 3c). Thus unlike the rRNA, we find little evidence within mRNAs for in vivo DMS protection beyond what we observe in vitro, indicating that the DMS protection we observe in vitro is not due to mRNA–protein interactions. For example, using a cut-off (r value < 0.55; Gini index > 0.14) which captured the rRNAs and functionally validated mRNA

Figure 2 | Comparison of DMS-seq data to known RNA structures. a, b, DMS signal in HAC1 (position 1 corresponds to chromosome VL75828) (a) and ASH1 (position 1 corresponds to chromosome XI96245) (b). Number of reads per position was normalized to the highest number of reads in the inspected region, which is set to 1.0. Also shown are the known secondary structures with nucleotides color-coded reflecting DMS-seq signal in vivo. c, DMS signal on 18S rRNA A bases plotted from least to most reactive. d, ROC curve on the DMS signal for A/C bases from the 18S rRNA. Threshold at 94% accuracy corresponds to 0.2 for the A bases.
Figure 3 | Identification of structured mRNA regions reveals far less structure in vivo than in vitro. a, DMS signal in RPL33A mRNA, position 1 corresponds to chromosome XVI:282824. In vitro DMS signal colour-coded proportional to intensity and plotted onto the Mfold structure prediction.

b, Schematic representation of the two metrics used to define structured regions within mRNAs. c, d, Scatter plots of Gini index difference versus r value from in vivo and in vitro. Counts are not equally distributed across in vivo and in vitro replicates.

Phylogenetic analysis revealed the 5’ UTR PMA1 stem is under positive evolutionarily selection (Extended Data Fig. 5c), lending additional support for a physiological function. A list of 189 structured regions, along with a model of their secondary structures that are similarly supported by phylogenetic analysis of compensatory mutations, is hosted on an online database (http://weissmanlab.ucsf.edu/yeaststructures/index.html). In addition, we mutated predicted stems in three 5’ UTRs with evidence of strongly ordered structures in vitro but not in cells, and these mutations resulted in minimal expression changes (Extended Data Fig. 6d). Nonetheless, it remains possible that transient, heterogeneous or weakly ordered structures in vivo have biological roles, especially if they become more ordered under different physiological conditions.

To evaluate what role in vitro thermodynamic stability has in driving mRNA folding in vivo, we performed genome-wide structure probing experiments in vitro at five temperatures (30, 45, 60, 75 and 95 °C). As temperature rises and structure unfolds (Fig. 4a), the DMS signal becomes more even (low Gini index) and the modification pattern of reactivity differs from denatured. In vitro temperature of unfolding (T\textsubscript{u}) as the lowest temperature where evidence of strongly ordered structures in vitro but not in cells, and these mutations resulted in minimal expression changes (Extended Data Fig. 6d). Nonetheless, it remains possible that transient, heterogeneous or weakly ordered structures in vivo have biological roles, especially if they become more ordered under different physiological conditions.

biological replicates or in vivo and in vitro relative to denatured samples for non-overlapping mRNA regions of 50 A/C nucleotides for yeast (c) and K562 cells (d). A total of 5,000 randomly selected regions are shown. Red dots represent regions spanning validated mRNA structures and blue dots are regions from RNA. Evaluated regions have a minimum of 15 reads per A/C on average and their total number for in vivo data are 23,412 (c) and 17,242 (d).

structures, including both previously characterized and newly identified structures (see below), we found that out of 23,412 mRNA regions examined (representing 1,948 transcripts), only 3.9% are structured in vivo compared to 24% in vitro (Fig. 3c and Extended Data Fig. 2 for similar results obtained with windows of different sizes). In addition, 29% of the regions in vivo are indistinguishable from denatured (Fig. 3c, orange circle), whereas in vitro only 9% of regions were fully denatured. We also applied DMS-seq to mammalian cells (both K562 cells and human foreskin fibroblasts), which revealed results qualitatively very similar to yeast—a limited number of stable structures in vivo compared to in vitro (Fig. 3d and Extended Data Figs 3 and 4).

Because the pool of stable structures seen in vivo includes previously validated functional mRNA structures, this relatively small subset of mRNA regions provides highly promising candidates for novel functional RNA structures. To explore this, we focused on two structured 5’ untranslated regions (UTRs) from PMA1 and SFT2 and on the structured PRC1 3’ UTR for more detailed functional analyses. We fused these UTRs upstream or downstream, respectively, of a Venus protein reporter and quantified Venus levels by flow cytometry. Stem loop structures in these UTRs significantly increased (5’ SFT2) or decreased (5’ PMA1 and 3’ PRC1) protein levels upon disruption of their predicted base pairing interactions, and Venus protein levels were rescued by compensatory mutations (Extended Data Figs 5 and 6, Extended Data Table 1).
Data Fig. 9a), but these changes are not as strongly correlated with those observed a large increase in mRNA structure at 10°C. It is likely that Mg2+ associated with lower structure (Extended Data Fig. 7c). In addition to the role of thermostability in folding mRNAs in vivo (Fig. 4b), consistent with a recent thermal unfolding study8. In vivo thermal unfolding study8. In addition to the role of thermostability in folding mRNAs in vivo (Fig. 4b), consistent with a recent

A central question is what accounts for the differences between in vivo and in vitro mRNA structure. Although translation by ribosomes has a role in unwinding structure, this is unlikely to be the dominant force for unfolding in vivo because the average in vivo structure for coding regions was not distinguishable from 5' and 3' UTRs (Extended Data Fig. 7b). Moreover, within coding regions, higher ribosome occupancy of an mRNA as measured by ribosome profiling21 was not generally associated with lower structure (Extended Data Fig. 7c). It is likely that both active mechanisms (for example, RNA helicases and passive mechanisms (for example, single-stranded-RNA binding proteins) counteract mRNA’s intrinsic propensity to form the stable structures22 seen with in vitro studies23 and computational approaches24. To investigate how energy-dependent processes contribute to unfolding mRNA in vivo, we performed DMS-seq on yeast depleted of ATP24. We observed a marked increase in mRNA structure in vivo following ATP depletion (Fig. 4c). Moreover, the structural changes seen upon ATP depletion are strongly correlated (r = 0.54, P < 10−307) to the changes between in vivo and in vitro samples (Fig. 4d, e and Extended Data Fig. 8). We also observed a large increase in mRNA structure at 10°C in vivo (Extended Data Fig. 9a), but these changes are not as strongly correlated with those seen upon ATP depletion (Extended Data Fig. 9b). Thus the mRNA structures present in a cell are affected by a range of factors, underscoring the value of DMS-seq in defining the RNA structures present in a specific physiological condition or perturbation.

In summary, DMS-seq provides the first comprehensive exploration of RNA structure in a cellular environment and reveals that in rapidly dividing cells, mRNAs in vivo are far less structured than in vitro. This scarcity of structure is well suited for the primary role of mRNA as an informational molecule providing a uniform substrate for translating ribosomes. Nonetheless, we identify hundreds of specific mRNA regions that are highly structured in vivo, and we show for three examples that these structures affect protein expression. Our studies provide an excellent set of candidate regions, among the truly enormous number of structured regions seen in vitro, for exploring the regulatory role of structured mRNAs. The DMS-seq approach is readily extendable to other organisms, including human-derived samples as we show here, and to the analysis of the wide range of functional RNA molecules present in a cell. Thus DMS-seq broadly enables the analysis of structure-function relationships for both informational and functional RNAs. Among the many potential applications, attractive candidates include the analysis of long noncoding RNAs25,26, the relationship between mRNA structure and microRNA/RNA interference targeting27, and functional identification and analysis of ribozymes28, riboswitches29 and thermal sensors30.

METHODS SUMMARY

DMS modification. For in vitro DMS modification, 15 ml of exponentially growing yeast (strain BY4741) at 30°C were incubated with 300–600 μM DMS for 2–4 min (which results in multiple modifications per mRNA molecule). DMS was quenched with the addition of 30 ml stop solution (30% beta-mercaptoethanol (BME), 25% isoamyl alcohol). Total RNA was purified using hot acid phenol (Ambion). Poly(A)+ mRNA was obtained using magnetic poly(A)+ Dynabeads (Invitrogen).

Library generation. Sequencing libraries were prepared as outlined in Fig. 1. Specifically, DMS-treated mRNA samples were denatured at 95°C and fragmented in 1× RNA fragmentation buffer (Ambion). Fragments of 60–70 nucleotides were gel-purified and ligated to microRNA cloning linker-1 (IDT) and reverse transcribed.

Figure 4 | Factors affecting the difference between mRNA structure in vivo and in vitro.

a. Example of DMS signal changes for RPL33A and RPS28B in vivo and in vitro with increasing temperature.

b. Histogram of in vitro unfolding temperature (Tunf) for denatured (green bars) or structured (red bars) regions in vivo.

c. Histogram of Gini index difference between ATP-depleted and wild-type yeast samples.

d. Gini index differences in ATP-depleted yeast or in vitro refolded mRNAs relative to wild-type yeast, calculated over 50 A/C nucleotides. e. Example of in vivo structure changes during ATP depletion. Position 1 corresponds to chromosome XV643069.
using Superscript III (Invitrogen). Truncated reverse transcription products were gel-purified and circularized using CircLigase (Epigenetic). Illumina sequencing adapters were introduced by 8–10 cycles of PCR.

**Sequencing and sequence alignment.** Raw sequences obtained from HiSeq2000 (Illumina) were aligned against *Saccharomyces cerevisiae* assembly R62 (UCSC: sacCer2). Aligned reads were filtered so that no mismatches were allowed and alignments were required to be unique.

**Online resources.** For secondary structure models that are supported by DMS-seq and have evidence for phylogenetic conservation, visit http://weissmanlab.ucsf.edu/rosettastructures/index.html.

**Online Content** Any additional Methods, Extended Data display items and Source Data are available in the online version of the paper; references unique to these sections appear only in the online paper.
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Saturated cultures were diluted to 10^6 cells/ml in YPD at 30 °C. Saturated cultures were diluted to 10^6 cells/ml of 0.7 to 0.8 in YPD at the time of DMS treatment or mRNA collection. For ATP depletion experiments, cells were incubated for 1 h in 10 mM sodium azide and 10 mM deoxyglucose before DMS treatment\(^1\). For 10 °C experiments, cells were grown to exponential phase and shifted to 10 °C by diluting the 30 °C media with 4 °C media. Mammalian cells were grown and treated with DMS in log phase (K562 cells) or at ~80% confluency for adherent cells (human foreskin fibroblasts).

DMS modification. For in vitro DMS modification, 15 ml of exponentially growing yeast at 30 °C were incubated with 300–600 μM DMS for 2–4 min (which results in multiple modifications per mRNA molecule). Cells at 10 °C were incubated with 400 μM DMS for 40 min to achieve similar modification levels as cells grown at 30 °C. DMS was quenched by adding 30 ml stop solution (30% β-mercaptoethanol, 25% isoamyl alcohol) after which cells were quickly put on ice, collected by centrifugation at 3,000g for 3 min, and washed with 15 ml 30% BME solution. Cells were then resuspended in total RNA lysis buffer (10 mM EDTA, 50 mM sodium acetate pH 5.5, 0.3 M sodium acetate, and 2.7% DMS), one denatured sample. For mammalian fibroblasts, RNA was reisolated at 45 °C, 60 °C, or 70 °C. The DMS was quenched using 30% BME, 0.3 M sodium acetate pH 5.5, 2 μl GlycoBlue solution and precipitated with 1× volume of 100% isopropanol. For K562 cells, 15 ml of cells were treated with 300 μl (in vivo replicates) or 400 μl (in vitro replicates) 2) DMS and modified for 4 min. DMS was quenched by adding 30% of BME solution after which cells were quickly put on ice, collected by centrifugation at 1,000g for 4 °C for 3 min, and washed twice with 15 ml 30% BME solution. For fibroblast cells, 15 cm² plates with 15 ml of media were treated with 300 μl of DMS for 4 min. The DMS was decanted and the plates were washed twice in 30% BME stop solution. Both K562 cells and fibroblasts were resuspended in TRizol Reagent and total RNA was isolated. Poly(A)(+) mRNA was obtained using Oligotex resin (Qiagen).

**library generation.** Sequencing libraries were prepared as outlined in Fig. 1 with a modified version of the protocol used for ribosome profiling\(^2\). Specifically, DMS treated mRNA samples were denatured for 2 min at 95 °C and fragmented at 95 °C for 2 min in 1× RNA fragmentation buffer (Zn\(^{2+}\) based, Ambion). The reaction was stopped by adding 1/10 volume of 10× Stop solution (Ambion) and quickly placed on ice. The fragmented RNA was run on a 10% TBU (Tris borate urea) gel for 40 min. Fragments of 60–70 nucleotides in size were visualized by blue light (Invitrogen) and excised. Gel extraction was performed by crushing the purified gel piece and incubating in 300 μl DEPC-treated water at 70 °C for 10 min with vigorous shaking. The RNA was then precipitated by adding 33 μl sodium acetate, 2 μl GlycoBlue (Invitrogen), and 900 μl 100% ethanol, incubating on dry ice for 20 min and spinning for 30 min at 4 °C. The samples were then resuspended in 7 μl 1× PNK buffer (NEB) and the 3′ phosphates left after random fragmentation were resolved by adding 2 μl T4 PNK (NEB), 1 μl of Superase Inhibitor (Ambion) and incubating at 37 °C for 1 h. The samples were then directly ligated to 1 μg of microRNA cloning linker-1, 5′/ACGCTTACGAGCAGCAGGTATATCAGATTTACATAT/3′ (IDT DNA) by adding 2 μl T4 RNA ligase2, truncated K227Q (NEB), 1 μl 0.1 M DTT, 6 μl 50% DEG, 1 μl 10× ligase2 buffer, and incubating at room temperature for 1.5 h. Ligated products were incubated at 37 °C for 40 min, visualized by blue light, and separated from unligated excess linker-1 by gel extraction as described above. Reverse transcription was performed in 20 μl volume at 52 °C using SuperScript III (Invitrogen), and truncated reverse transcription products of 25–45 nucleotides (above the size of the reverse transcription primer) were extracted by gel purification. The samples were then circularized using CircLigase (Epicentre), and Illumina sequencing adapters were introduced by 8–10 cycles of PCR.

**Sequencing and sequence alignment.** Raw sequences obtained from Hiseq2000 (Illumina) corresponding to the DNA sequence from the reverse transcription termination products were aligned as described\(^3\), against Saccharomyces cerevisiae assembly R62 (UCSC: sacCer2) downloaded from the Saccharomyces Genome Database on October 11, 2009 (SGD, http://www.yeastgenome.org/). Aligned reads were filtered so that no mismatches were allowed and alignments were required to be unique. Mammalian cell data was aligned to a transcript collection downloaded from RefSeq (http://www.ncbi.nlm.nih.gov/refseq/), in which each gene is represented by its longest protein-coding transcript. Aligned reads were filtered so that no more than 2 mismatches were allowed and the alignments were required to be unique. All data are deposited in Gene Expression Omnibus (accession number GSE45803).

**Computing the DMS signal.** For the ribosomal RNA, the raw data were normalized proportionally to the most highly reactive residue after removing the outliers by 90% Winsorization (all data above the 95th percentile is set to the 95th percentile)\(^2\). For the mRNA, the raw data was normalized proportionally to the most highly reactive base within the given structured window. Normalization of DMS data in windows of 50–200 nucleotides counteracts artefacts caused by mRNA fragmentation before poly(A) selection, which can lead to increased overall signal towards the 3′ end of longer messages (as any 5′ end that was broken off before the poly(A) (+) selection would be lost after the poly(A)(+) selection).

**Computing the agreement with ribosomal RNA.** The secondary structure models for yeast ribosomal RNAs were downloaded from Comparative RNA Website and Project database (http://www.rna.icmb.utexas.edu/DAI/3C/Structure/index.php). The crystal structure model was downloaded from Protein Data Bank (http://www.pdb.org/pdb/search/structShow.do?structId=3u1b). The solvent-accessible surface area\(^2\) was calculated in PyMOL, and DMS was modelled as a sphere with 3 Å radius (representing a conservative estimate for accessibility because DMS is a flat molecule). Accessible residues were defined as residues with solvent accessibility area of greater than 2 Å². True positive bases were defined as bases that are both unpaired in the secondary structure model and solvent-accessible in the crystal structure model. True negative bases were defined as bases that are paired (A-U or C-G specifically) in the secondary structure model. The DMS data was normalized as described above. Accuracy was calculated as the number of true positive bases plus the number of true negative bases divided by all tested bases.

**Secondary structure models.** Secondary structure models were generated using mfold\(^4\). Colour coding by DMS signal was done using VARSNA (http://varna.Infr.fr/).

**In vivo and in vitro DMS analysis.** Saccharomyces cerevisiae transcriptome coordinates were taken from ref. 37. In total we collected between 140 million and 200 million reads that uniquely aligned to the yeast genome per sample (in vivo, in vitro and denatured). Raw data was filtered for messages that have at least 15 reads on average per A or C position. The full yeast data set is comprised of two biological and two technical in vivo replicates, two biological and one technical in vitro replicates, and two biological and one technical denatured replicates. For mammalian K562 data set we collected two biological in vivo replicates (at 2°C and 2.7% DMS), one in vitro, and one denatured samples. For mammalian fibroblast data we collected of one in vivo, one in vitro, and one denatured samples. Sliding non-overlapping windows spanning a specified number of As and Cs starting at the 5′ UTR were used to parse each message into a number of regions. Regions with matching length were taken from the 185 ribosomal RNA. A Gini index and r value relative to that of a denatured control was calculated for each region. Highly structured regions in windows of 50 A or C nucleotides were defined with r value < 0.55 and Gini index > 0.14 to encompass the in vivo regions containing validated structures and ribosomal RNA. Regions that are denatured in vivo and have r value > 0.70 and Gini index < 0.08. Melting temperature (Tm) was defined as the lowest temperature where the DMS signal for a given mRNA region resembles denatured and was estimated based on the temperature at which a region reached r ≥ 0.70 or Gini index ≥ 0.11. This represents relaxed criteria for unfolding to avoid bias towards overestimating thermostability of regions due to sample variability caused by sequencing depth of in vitro temperature samples (which have five to tenfold less coverage than the in vivo, in vitro (30 °C) and denatured samples). For metagene analyses, the DMS signal was normalized in windows of 200 A or C nucleotides (relative to the top five most reactive residues), and the in vivo data was normalized by the denatured. Translation efficiency (TE) end that was broken off before the polyA(+) selection was calculated as number of ribosome footprints divided by the number of mRNA fragments.

**Conservation analysis.** For a list of regions as well as secondary structure models supported by DMS data and conservation analysis visit http://weissmanlab.ucsf.edu/yeaststructures/index.html.

Multiple sequence alignments generated by MultiZ\(^5\) were downloaded from http://hgdownload.cse.ucsc.edu/goldenPath/sacCer2/multiz7way. Small (50 As or Cs) and large (100 As or Cs) overlapping regions with evidence for structure from the DMS probing experiment were inspected by the phylogenetic conservation analysis. The consensus secondary structure prediction was compared to normalized conservation. Independent regions with r > 0.70 and Gini index > 0.1 for pair-wise conservation based on TE and Gini index were considered to be unique. The median of both groups and the P value from a one-sided Wilcoxon rank sum test is reported, testing the hypothesis that unpaired bases have higher DMS values. Both distributions are shown as box plots for each region on the website. For each region (1) a consensus secondary structure was predicted.
and (2) the consensus structure was assessed for features typical of a functional RNA. The consensus secondary structure (1) was done using RNAalifold, which extends the classical thermodynamic folding for single sequences in two ways: it averages over sequences while evaluating the energy for a given fold and it adds “pseudoenergies” to account for consistent or inconsistent mutations. The goal is to find the structure of the minimum free energy in this extended energy model. RNAalifold readily predicts a consensus structure even if there is no selection pressure for a conserved RNA structure. RNAz was used to address the question if a predicted structure is likely to be a functional structure that is evolutionarily conserved. RNAz calculates two metrics typical for functional RNAs: thermodynamic stability and evolutionary conservation. RNAz calculates a z-score indicating how much more stable a structure is compared to a random background of sequences of the same dinucleotide content. By convention, negative z-scores indicate more stable structures and all reported z-scores are the average of all sequences in the alignment. RNAz calculates a metric known as structure conservation index (SCI). The SCI takes values between 0 and 1,0, 0 means there is no structure conserved at all, 1 means the structure is perfectly conserved. The SCI is not normalized with respect to sequences conservation, so an alignment with sequences 100% conserved has by definition SCI = 1.0. RNAz evaluates z-score, SCI and sequence diversity of the alignment and provides an overall classification score that is based on a support vector machine classifier. It ranges from very negative values with little evidence for a functional RNA, over 0 which means undecided to high positive values with good evidence for a functional RNA. For convenience, this score is mapped to a probability of being a functional RNA which is reported in the results (the higher the better). A total of 189 structures with RNAz significance value over 0.5 and a correlation P value between the predicted structure and the DMS signal of <0.01 are displayed on the aforementioned website.

**Functional UTR cloning.** A fluorescent Venus reporter driven by a Nop8 promoter (chromosome XV:52262–53096) and C. albicans ADH1 terminator was genomically integrated into yeast strain BY4741 at the TRP1 locus (chromosome IV:461320–462280). Plasmids containing kanamycin resistance and the untranslated region (UTR) of interest were made in a pUC18 plasmid backbone (Thermo Scientific). For the PMA1 5′ UTR, the entire 1-kb promoter region and 5′ UTR (chromosome VII:482672–483671) was used. The pNop8 promoter was retained for the SFT2 5′ UTR investigation, with only the Nop8 5′ UTR replaced by the SFT2 5′ UTR. All 3′ UTRs were cloned to include >100 base pairs after evidence of transcription ends (see Extended Data Figs 5 and 6 and Extended Data Table 1 for sequence of PMA1, SFT2 and PRC1 structures). BY4741-Venus yeast were transformed using the standard technique of homologous recombination from a plasmid PCR product containing either a wild-type, mutant or compensated UTR. Successfully transformed yeast were identified by check PCR and subsequently sequenced to confirm the presence of only the desired mutations.

**Flow cytometry.** A saturated yeast culture was diluted 1:200 fold in minimal media and grown at 30 °C for 6–8 h before flow cytometry using a LSRII flow cytometer (Beckton Dickinson) and 530/30 filter. 10 °C cultures were grown for 72 h. Venus signal from each cell was normalized to cell size (Venus/side scatter) using Matlab 7.8.0 (Mathworks), and once normalized, all events (~20,000 per experiment) were averaged for a final Venus/side scatter value.
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Extended Data Figure 1 | Ribosomal RNA analysis. a, Histogram of raw counts distribution for denatured and structured 18S rRNA. Log_2 (raw counts) for A bases plotted for in vivo and denatured samples. b, ROC curve on the DMS signal for A and C bases from the 25S rRNA in denatured, in vitro, intact ribosomes, and in vivo samples. True positives are defined as bases that are both unpaired and solvent-accessible, and true negatives are defined as bases that are paired. c, DMS signal on all of the 18S rRNA A bases plotted from least to most reactive in the denatured or in vivo samples. The A bases that are false negatives relative to the crystal structure are coloured as black dots on both the denatured and in vivo samples.
Extended Data Figure 2 | mRNA structure analysis with different window sizes. **a, b**, Scatter plots of Gini index versus r values in replicate samples and for *in vivo* or *in vitro* samples relative to denatured sample for mRNA regions with an average of at least 15 counts per position, spanning the sequence of 25 A/C nucleotides (5,000 randomly selected regions are shown) (**a**) or 100A/C nucleotides (**b**). Shown are regions spanning validated secondary structures (red dots) and regions from the 18S rRNA (green dots).
Extended Data Figure 3 | Agreement of DMS-seq with validated structures in mammalian K562 cells. Raw DMS counts were normalized to the most reactive nucleotide in the given region. A and C bases were normalized separately. a, The DMS signal is colour coded proportional to intensity and plotted onto the secondary structure model of MSRB1 selenocysteine insertion element, nucleotide 1 corresponds to nucleotide 966 of the transcript. b, TPRC iron recognition element, nucleotide 1 corresponds to nucleotide 3901 of the transcript. c, XBP1 conserved non canonical intron recognized by Ire1, nucleotide 1 corresponds to nucleotide 520 of the transcript.
Extended Data Figure 4 | Global mRNA analysis of human foreskin fibroblast cells. Scatter plots of Gini index versus r values for in vivo or in vitro samples relative to denatured sample for mRNA regions spanning the sequence of 50 A/C nucleotides.
Extended Data Figure 5 | Functional verification of novel 5' UTR structures in vivo. a. Putative 5' UTR stems were manipulated in the context of a Venus reporter in vivo. b. PMA1 5' UTR structure was mutated and compensated twice with Venus reporter, differing in number and character of bases mutated. Mutation location shown in red on schematic. Reported P values relative to wild-type Venus levels, calculated by two-sided t-test (*P < 0.01, **P < 0.001, ***P < 0.0001). For all graphs, Venus signal normalized to cell size before calculating fold change and data presented is from two biological and two technical replicates. Error bars represent s.e.m. c, Secondary structure of functional PMA1 5' UTR stem, with compensatory mutations (arrows) found in Saccharomyces paradoxus, Saccharomyces mikatae, Saccharomyces kudriavzevi and Saccharomyces bayanus. Raw DMS signal shown below (position 1 = chromosome VII:482745). d, SFT2 5' UTR structure was mutated and compensated three times in Venus reporter system, differing in number, character and location of bases mutated. Mutation location shown in red on schematic. Stem stability as predicated by mfold. Reported P values relative to wild-type Venus levels, also by two-sided t-test (*P < 0.01, **P < 0.001, ***P < 0.0001). Error bars represent standard deviation. e, Secondary structure of functional SFT2 5' UTR stem. Position 1 = chromosome II:24023.
Extended Data Figure 6 | Functional verification of novel PRC1 3′ UTR structure in vivo. a, Putative 3′ UTR stems were manipulated in the context of a Venus reporter in vivo, followed by Venus quantification with flow cytometry. b, PRC1 3′ UTR structure was mutated and compensated in Venus reporter system. For all data, reported P values relative to wild-type Venus levels, calculated by two-sided t-test (*P < 0.01, **P < 0.001, ***P < 0.0001). Venus signal was normalized to cell size with fold change reported relative to Venus levels seen with the wild-type stem. All results shown are derived from four measurements: two biological and two technical replicates. Error bars show standard deviation. c, Secondary structure of functional PRC1 3′ UTR stem, shown with raw DMS signal for in vivo and denatured samples. Position 1 = chromosome XIII:863554. d, Weakly structured 3′ UTRs in vivo were tested for function as in b, but reveal little effect when mutated and no evidence for compensation.
Extended Data Figure 7 | Global analysis of mRNA structure. a. *In vitro* DMS-seq on RNA refolded in different Mg$^{2+}$ concentrations. b. Metagene plot of the average DMS signal (normalized to denatured control) over 5' UTR, coding, and 3' UTR regions. c. Scatter plot of Gini index (calculated over the first 100 A/C bases) of *in vivo* messages (relative to denatured) versus translation efficiency.
Extended Data Figure 8 | In vivo structures forming in ATP depleted conditions. a, b, Raw DMS counts were normalized to the most reactive nucleotide in a given region. a, The DMS signal is colour coded proportional to intensity and plotted onto the mfold predicted secondary structure model of CBF5, nucleotide 1 corresponds to chromosome XII position 506479. b, TCP1, nucleotide 1 corresponds to chromosome IV position 887991.
Extended Data Figure 9 | Analysis of mRNA structure at 10 °C.

a, Histogram of Gini index difference (calculated over 100A or Cs) between 10 °C and wild-type (30 °C) samples. b, Scatter plot of the Gini index differences in ATP depleted or 10 °C yeast relative to wild-type yeast calculated over 50 As or Cs.
## Extended Data Table 1 | Sequences of functional structure mutations

| UTR               | Stem Sequence (5' to 3')                         |
|-------------------|--------------------------------------------------|
| PMA1 Wildtype     | TTTTTTCToTCTTTTatacatacattcAAAAAGAsAGAAAAAAA   |
| PMA1 Mutant 1     | TTTTTTCToTCTTTTatacatacattcTTTTCTcTCTTTTTTTTT  |
| PMA1 Compensated 1| AAAAAGAsAGAAAAAtatacatacattcTTTTCTcTCTTTTTTTTT |
| PMA1 Mutant 2     | TTTTTTCToTCTTTTatacatacattcAAATTCAATTAAAAAAA   |
| PMA1 Compensated 2| TTTTTAAGCGAGTTTatacatacattcAAATTCATTAAAAAAA    |
| SFT2 Wildtype     | GTTTTTTTTTTTTcctgTAAAAAAAGAAAC                 |
| SFT2 Mutant 1     | CAAAAAAAAAATcctgTAAAAAAAGAAAC                 |
| SFT2 Compensated 1| CAAAAAAATTcctgGTGGTTTTTTTTTTTG               |
| SFT2 Mutant 2     | GTTTTTTTTTTTTcctgTAAAAATTTTTTTGAAC            |
| SFT2 Compensated 2| GTTTTTTTTTTTTcctgTAAAAATTTTTTTGAAC            |
| SFT2 Mutant 3     | GTTTTTTTTTTTTcctgTAAAACCCCGAAAC               |
| SFT2 Compensated 3| GTTTTTTTTTTTTcctgTAAAACCCCGAAAC               |
| PRC1 Wildtype     | GCTACGATcgaatATATAACGTtttaatctatgttACGTTATATTTGTAGT |
| PRC1 Mutant       | TGATGTTAcgaatATATAATCGAAttttaatctatgttACGTTATATTTGTAGT |
| PRC1 Compensated  | TGATGTTAcgaatATATAATCGAAttttaatctatgttTCAATATATAGCATCG |

5'-3' mRNA structure sequences are listed. Lowercase letters correspond to non-paired bases, found in bulges or loops within the stem. Mutated bases are underlined.