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ABSTRACT

Concerns of cyber-security threats are increasingly becoming a part of everyday operations of cyber-physical systems, especially in the context of critical infrastructures. However, despite the tight integration of cyber and physical components in modern critical infrastructures, the monitoring of cyber and physical subsystems is still done separately. For successful health monitoring of such systems, a holistic approach is needed. In this paper, we present an approach for holistic health monitoring of cyber-physical systems based on cyber and physical anomaly detection and correlation. We provide a data-driven approach for the detection of cyber and physical anomalies based on machine learning. The benefits of the presented approach are: 1) an integrated architecture that supports acquisition and real-time analysis of both cyber and physical data; 2) a metric for holistic health monitoring that allows for differentiation between physical faults, cyber intrusion, and cyber-physical attacks. We present experimental analysis on a power-grid use case using the IEEE-33 bus model. The system was tested on several types of attacks such as network scan, Denial of Service (DOS), and malicious command injections.
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I. INTRODUCTION

Cyber-Physical Systems (CPSs) are nowadays ubiquitous in the core of mission-critical infrastructure due to their significant competitive advantages, such as adaptability, scalability, and usability [1]. Such systems typically take the form of a collection of interconnected physical and computing resources to accomplish a specific task. They integrate computational resources, communication, control, and physical processes into a single system [2, 3]. Although the integration of cyber and physical systems has lead to improved efficiency, this integration makes CPS vulnerable to cyber-security threats, leading to a degradation of resiliency [4]. In order to address this issue, maintaining situational awareness becomes essential in the effort to ensure both efficiency and resiliency.

Maintaining situational awareness is critical for successful decision-making [5, 6]. Providing relevant and well-timed information to domain experts and system users is essential to understand the state of the system [7]. To this end, health monitoring of CPSs aims to provide a human-recognizable measure of misbehavior of a system caused by internal anomalies and external intrusions [8]. Health monitoring provides a compelling approach to inform operators of the presence and type of anomalies, serving as support for the execution of well-informed decisions to recover from disturbances (benign and malicious). Given the interdisciplinary nature of CPSs, characterizing the health of such systems requires holistic monitoring of both cyber and physical com-
ponents. However, despite the tight integration of cyber and physical components in CPSs, monitoring of these systems is traditionally performed by monitoring cyber and physical subsystems independently. Currently, there is limited work on the development of a metric that characterizes the health of a CPS by considering both cyber and physical components in the same context.

This paper presents a data-driven approach for cyber-physical health monitoring. Integrating data from physical as well as cyber elements allows for a comprehensive and holistic assessment of the health of the CPS. We employ data-driven Anomaly Detection Systems (ADSs), which combines anomaly detection on a physical and cyber level. The physical ADS performs analysis on data acquired by sensors in the physical system while the cyber ADS employs cyber-sensors to capture and analyze network packets in real-time. Three unsupervised algorithms were used for comparative analysis: one-class support vector machines (OCSVMs), Local Outlier Factor (LOF), and Autoencoders (AEs).

Cyber-physical health monitoring is a complex process that must be performed accurately in real-time, minimizing the time needed to detect and restore the system to a healthy state [9]. Regarding the state-of-the-art, there is limited related work that focuses on holistic real-time monitoring of CPS health, where both cyber and physical components are evaluated together in real-time [10]. Even though the importance of integrating the two is underlined in previous efforts, existing literature relevant to anomaly detection in CPSs mainly considers cyber and physical data separately [11] [12] [13]. Some efforts perform anomaly detection by using the physical process dynamics [14]. Certain attempts establish correlation schemes between cyber and physical data using Bayesian networks for anomaly detection, and root-cause isolation [15]. In [16], cross-correlation between anomaly detection on network flow data and parsed Supervisory Control and Data Acquisition (SCADA) log files is used to increase the confidence of security alerts. Unlike similar efforts that examine the temporal correlation of different anomaly detection outputs [16], we present a health monitoring metric that indicates the source of the disturbance (cyber or physical). The metric serves as a holistic health monitoring mechanism that provides a human-recognizable measure of misbehavior caused either by internal anomalies or external intrusions. The metric is presented along a full pipeline to acquire cyber and physical data for analysis using ADSs. Furthermore, we provide a comparative analysis of anomaly detection algorithms for distinctions between normal, physical faults, cyber intrusions, and cyber-physical attack scenarios.

Contributions of the presented approach:

- We present an integrated cyber and physical data-driven architecture that performs data acquisition, management, and analysis of both cyber and physical data.
- We introduce a health monitoring metric based on the correlation of cyber and physical Anomaly Detection Systems (ADS). We validate the presented approach by evaluating its capability to distinguish between physical faults, cyber intrusion, and cyber-physical attacks. We evaluate the presented metric using different combinations of three machine learning algorithms: One-Class-SVM, Local Outlier Factor, and Autoencoders.

The rest of the paper is organized as follows: Section II presents the related work; Section III presents the proposed data-driven cyber physical health monitoring; Section IV discusses the experiments and results; and finally, Section V presents the conclusions of the paper.

II. RELATED WORK

CPSs are a prime target for many cyber attack vectors such as Denial-of-Service (DOS), data injection, and interception schemes [17, 18]. Anomaly Detection Systems (ADSs) are becoming a common component of CPSs which are implemented to detect anomalies in CPS networks [19]. These anomalies may be signs that an intruder is attempting unauthorized access to the system [20]. ADSs are implemented to detect cyber-attacks, and intrusion attempts are referred to as anomaly-based Intrusion Detection Systems (IDS) [20]. Due to the complex nature of CPSs, various ADS strategies have been exploited in recent literature [14, 16, 17].

Some efforts have attempted to exploit the procedural constraints of CPS to detect anomalies and to identify specific cyber attacks. For example, in [21], researchers have employed pattern matching methodologies over specific communication protocols to build ADSs. The network traffic characteristics and their importance have been used in [22] to detect anomalies. Some other efforts have been implemented in a more attack-centric manner where the evaluation of a systems cybersecurity by investigating specific attacks such as malware attacks [23–25], attacks on communication protocols [26–28], DOS attacks [25, 29], Man-In-the-Middle attacks [30], false sequential [31], data or code injection attacks[32], and other integrity attacks [33]. Some recent attempts have used neural-network based approached to build ADSs. In [34], researchers have trained Autoencoders (AEs) and Generative Adversarial Networks (GANs) using GAF images to identify and detect anomalies in system components. In [35], authors have converted time-series data from sensors into time-frequency images for detecting anomalies using Convolutional Neural Networks (CNN).

Proposed solutions to recognizing anomalies have also been targeted towards Cyber-Physical System Health Monitoring and Management (HMM) systems [36]. They consist of ADS implementations that employ different types of modern Machine Learning and Neural Network methodologies to perform real time health monitoring of CPSs. Some efforts identify the faulty components by implementing a Fault Signature Matrix (FSM), which associates the sensors and target system components with the rules that describe the normal behavior of the system [37]. Other system health implementations, such as Hackmann et al [38], propose a Structural Health Monitoring (SHM) system which focuses
on structural deficiencies (environmental corrosion, persistent traffic, and wind loading) that occur during the lifetime of CPSs. Other approaches use the dynamic constraints of physical systems to detect anomalous behavior in physical data [14].

Cross correlation of several anomaly detection systems has been recognized in literature as an approach to provide more accurate detection of anomalies in CPSs [16]. In [16], a combination of Autoencoders and parsers are used to detect anomalies by analysing network flows and SCADA log files. In [15], bayesian networks are used to identify anomalous behavior using network events and physical data. In [17], physical data is extracted by parsing captured packet data. One Class SVMs and PCA are used to perform anomaly detection on cyber and physical data. The detection is performed in parallel but results are presented independently.

In our approach, we used three machine learning algorithms, namely One-Class Support Vector Machines (OCSVMs), Local Outlier Factor (LOFs), and Autoencoders (AEs). These algorithms were selected as they represent a set of frequently used unsupervised machine learning algorithms for anomaly detection in the recent literature [39–43]. Since these algorithms are unsupervised machine learning algorithms, they do not require any labeled data to train these algorithms. Many real-world systems bring the challenge of collecting unlabeled data because the data labeling process is very expensive[44]. In addition, it is a time-consuming task that requires domain experts to manually analyzing data[45]. Further, Cyber-physical Systems generate large volumes of data rapidly, making the labeling process inefficient and impractical. Therefore, these unsupervised algorithms are a viable solution for benefiting from the abundance of unlabelled data generated in these CPSs. Below, a brief description of the anomaly detection algorithms is presented:

- One-class Support Vector Machines: OCSVMs are widely used unsupervised machine learning algorithms for anomaly detection. They are trained using the system’s normal behavior, and any unseen behavior is identified as an anomaly or an attack. OCSVMs are extensions of Support Vector Machines (SVMs) [46, 47]. They can learn a decision boundary of a single class. In the case of anomaly detection in CPS, they learn the decision boundary of the normal behavior class. Any behavior which is different from the learned normal behavior will be detected as an outlier [48, 49]. There have been several proposed solutions and enhancements based on OSVMs [50–52].
- Local Outlier Factor: The Local Outlier Factor (LOF) algorithm is clustering-based unsupervised anomaly detection method that computes the local density deviation of a given data point with respect to its neighbors [53]. It identifies outliers or anomalies as data records that have a significantly lower density compared to its neighbor data points [54]. This has been widely employed for anomaly detection in CPSs [55–57].
- Autoencoder: Autoencoders (AEs) are widely used neural network architectures which have the capability to learn encoding of input data. The architecture of AEs consist of two part: encoder and decoder. The encoder converts input data into an abstract representation which is then reconstructed using the decoder [18, 45]. In anomaly detection, the difference between input and the reconstruction indicates whether the data record is an anomaly or not. AEs have been successfully used in CPSs for malicious code detection, malware detection, and anomaly detection [18, 58].

III. PRESENTED DATA-DRIVEN CYBER-PHYSICAL HEALTH MONITORING

This section describes the presented approach for data-driven cyber-physical health monitoring. The presented approach monitors cyber and physical data in order to identify internal anomalies and external intrusions through the use of anomaly detection algorithms. The information is consolidated in a metric that uses the correlation of cyber and physical anomalies as the basis for characterization of the health of the system.

The overall architecture is presented in Figure 1. The architecture provides the support for managing data streams of cyber and physical data through a publisher/subscriber model. The approach consolidates data coming from different sensors, communication media, and protocols. Physical data is collected from measurements obtained by field devices and communicated to a master using industrial protocols.
data is provided by a cyber-sensor that collects and analyzes packet data. Cyber and physical data streams are managed by Kafka, which collects, stores, and serves the data to any process that requires it.

Kafka was chosen as the publisher/subscriber architecture to manage cyber and physical data. Kafka is an open-source distributed streaming platform based on the publish/subscribe architecture. The main benefits of Kafka included high scalability, fault tolerance, and support to most common programming languages. DNP3 was chosen as the industrial protocol for collecting physical data. The protocol supports communication between different field devices and master stations in SCADA systems via TCP/IP encapsulation. In the presented application, the master in Figure 1 uses the DNP3 protocol to collect data from DNP3 outstations located in the field devices. To the best of our knowledge, the presented framework can be adopted to use any other industrial protocols, but DNP3 was chosen for demonstration purposes. DNP3 is one of the primary industrial protocols for SCADA systems and it is commonly found in electric power grid systems [59, 60].

In order to assess the presence of internal anomalies and external intrusion, the cyber and physical data is analyzed using data-driven Anomaly Detection Systems (ADSs). Physical ADS analyzes the data provided by the field devices. Cyber ADS analyzes the packet data collected by the cyber sensor. The result from the physical ADS and the cyber ADS is fed into a cyber-physical metric that provides a quantitative value of the health of the system. The following sections describe the cyber sensor, the anomaly detection, and the cyber-physical metric.

A. CYBER ANOMALY DETECTION
A cyber sensor was designed and implemented to capture and analyze packet data in real-time in order to detect anomalous behavior. As presented in Figure 1, the cyber-sensor is connected to a network switch to monitor the communication between devices in the network. The sensor uses Scapy to capture and analyze the network traffic. The sensor is connected to a switch port analyzer (SPAN port). All incoming and outgoing communication passing through the switch is mirrored to the SPAN port, allowing the cyber-sensor to have access to all packets communicated through the switch. The data acquired through the cyber-sensor is processed in a multi-processing pipeline which is presented in Figure 2. A rolling window of one second is used to analyze sections of data in the communication. To increase throughput, TCP/UDP packet dissection is performed in parallel. Packet level and window level features are extracted from dissected TCP/UDP packets to train data-driven anomaly detection algorithms. PCAP data is stored for further analysis. Alarm notifications are delivered to the Kafka database, which is used to generate notification alerts.

The anomaly detection system of the cyber-sensor was developed to identify any anomalous behaviors in the communication network. To achieve that, the normal behavior of the system is learned by the machine learning algorithm so that any behaviors that are different from previously seen data are flagged as anomalies. The anomalous events are sent to the Kafka database for generating alert notifications.

To train the machine learning models, a set of features were extracted from the stream of raw packet data. The machine learning models are trained using only data from normal operation. As presented in Figure 2, raw data is grouped in windows of one second. TCP/UDP packets are then dissected in parallel. A set of packet features is obtained from the dissection of TCP/UDP packet headers. Then, packet features within each window are used to obtain a set of window features that capture a series of statistical behaviors within the one second window. Appendix A presents the window features extracted from the packet data. During training, the window features characterize the behavior of communications and are used to define the baseline behavior of the system. During deployment, the extracted features are fed into the trained machine learning algorithms (OCSVMs, LOFs, or AEs) for detecting anomalies.

B. PHYSICAL ANOMALY DETECTION
Physical anomaly detection analyzes the physical data collected from a distributed network of sensors to identify situations when the physical state of the system has considerably deviated from expected behavior. Physical data include voltage, current, and power measurements. Data is measured by field devices and sent to a master using the DNP3 protocol. Each field devices hosts a DNP3 outstation that serves the measured data. The master collects the data from all DNP3 outstations and publish it to a Kafka topic. Once the data is located in Kafka, any process with access to the Kafka broker can read the data. In particular, the presented approach uses a process to store the data for offline analysis while a different process analyzes the data in real time.
The physical ADS accesses the physical data by subscribing to the DNP3 Kafka topic. The physical ADS uses one of the previously discussed anomaly detection systems: LOF, OCSVM, or Autoencoders. The physical ADS analyzes all the data collected from the DNP3 outstations. It uses the data directly as it is provided, which in this case consist of voltages, currents, and power measurements. The only pre-processing performed on the data is normalization to zero mean and unit variance when using the Autoencoder model. The ADS is trained exclusively with data recorded during normal operation of the system. Deviations from the expected normal behavior are flagged by the physical ADS and reported to the cyber-physical metric (see Fig. 1).

C. METRIC FOR CYBER-PHYSICAL HEALTH MONITORING

The output of the cyber and physical ADS is used to construct a metric that informs the operator of the cyber-physical health of the system. The objective of the metric is to provide an intuitive set of numbers in the range 0-1 that informs an operator of the cyber-physical health of the system. A tuple (0,0) indicates normal operation while (1,1) indicates a cyber and physical fault. Together, they provide a holistic view of the state of the system. An element of labeled data used for tuning: Given a dataset of labels $Y$ and a set of vectors $A$, $M_c = \sigma(A^T w_c + b_c)$ and $M_p = \sigma(A^T w_p + b_p)$ where $A$, $w_c$, $w_p$, $b_c$, and $b_p$ are parameters used to control the sensitivity of the sigmoid function.

We use the sigmoid function in order to ensure the output of the cyber component $(M_c)$ is constrained to the range of 0-1.

The output of the cyber-physical ADS is used to construct a metric that informs the operator of the cyber-physical health of the system. The objective of the metric is to provide an intuitive set of numbers in the range 0-1 that informs an operator of the cyber-physical health of the system. A tuple (0,0) indicates normal operation while (1,1) indicates a cyber and physical fault. Together, they provide a holistic view of the state of the system. An element of labeled data used for tuning: Given a dataset of labels $Y$ and a set of vectors $A$, $M_c = \sigma(A^T w_c + b_c)$ and $M_p = \sigma(A^T w_p + b_p)$ where $A$, $w_c$, $w_p$, $b_c$, and $b_p$ are parameters used to control the sensitivity of the sigmoid function.

The parameters of the metric are obtained by minimizing the cross-entropy between the output of the metric and a set of labeled data used for tuning: Given a dataset of labels $Y$ and a set of vectors $A$ representing the output of the cyber ADS and physical ADS, the cross-entropy loss is defined as follows:

$$\mathcal{L}(Y, A) = -\frac{1}{D} \sum_{i=1}^{D} H(y, M_{cps}(A_i))$$

where the label $y \in \mathbb{R}^2$ is a tuple of two elements (cyber and physical respectively) where 0 indicates normal behavior and 1 abnormal behavior, $D \in \mathbb{R}$ is the number of samples in the training dataset, $Y$ and $A$ are the ith sample from the dataset, where $Y_i \in \mathbb{R}^2$, $A_i$ is the set of cyber and physical anomaly vectors $(A_c, A_p)$ used to compute the metric $M_{cps}$, where $A_c \in \mathbb{R}^N$ and $A_p \in \mathbb{R}^N$. The parameters obtained by minimizing the cross-entropy include the weights of the weighted average $(w_c, w_p)$, the sensitivity of the sigmoid functions $(k_c, k_p)$, and the shift of the sigmoid functions $(b_c, b_p)$. The minimization is performed using stochastic gradient descent (SGD). A softmax is used in order to ensure that weights $(w_c, w_p)$ meet the constraints of a weighted average. This results in a parameterization of the weights as $w_c = \text{Softmax}(\hat{w}_c)$ and $w_p = \text{Softmax}(\hat{w}_p)$, where $(\hat{w}_c, \hat{w}_p)$ are a set of free parameters that can be directly optimized with SGD. This parameterization ensures that the elements of the weights $(w_c, w_p)$ are in the range of 0-1 and the sum is equal to 1. Figure 3 shows the overview of the metric calculation.
Figure 4: IEEE 33 bus model

Figure 5: Cyber architecture for the IEEE 33 bus model case study

IV. EXPERIMENTS

This section presents the experimental procedure and results for cyber-physical health monitoring. For experimental evaluation, we chose the IEEE 33 bus distribution system, shown in Figure 4. The original version of the IEEE 33 bus distribution system was proposed by Baran & Wu [61]. The IEEE 33 Bus system is a generic model which facilitate customization for more specific studies. It consists of 33 buses and 32 lines and has a voltage of 12.66kV, load size of 3.715MW and 2.3MVar [62]. For our study, the 33 bus model is divided into six ASRs (Aggregated System Resources [63]) which are a logically grouped set of assets shown in Figure 4. The ASRs are connected by lines with breakers that provide protection in case of voltage unbalance or over-current.

Figure 5 shows the configuration of the cyber components in the IEEE 33 bus model. The cyber architecture is composed by field devices, an attack PC, a cyber-sensor, and the cyber-physical health monitoring. All devices are connected to a single switch. The cyber-sensor is connected as shown in Figure 1. We consider two types of field devices: 1) ASR outstations, 2) Line (LN) outstations. Field devices interact directly with the physical system, collecting sensor data and executing control actions. ASR outstations collect voltage, current, power, and reactive power data from all lines in their respective ASR. Line outstations collect data and implement a protection algorithm that checks for over currents, voltage unbalance, and low voltage. Line outstations also open/close a breaker when commanded by a remote master. All outstations communicate sensor and control data using DNP3. For experimental analysis, the physical model is simulated using Simulink, while the communication network is emulated using Mininet [64].

In order to test the presented cyber-physical health monitoring approach, we consider the following scenarios for experimentation and analysis:

- **Normal:** Under this scenario, the system performs under normal operating conditions. The physical devices exhibit normal operating behavior, and the collection of data leads to the establishment of the expected behavior baseline for the anomaly detection. All cyber communication follows the normal behavior pattern.
- **Physical fault:** Under this scenario, the normal operating behavior of physical devices is disrupted due to a fault in the physical system. For the experiments, we simulate line faults (e.g. line-to-ground fault) which trip the protection breakers causing loss of power.
- **Cyber intrusion:** Under this scenario, the normal cyber communication of the system is disrupted due to various cyber-attacks. We executed a series of cyber attack scenarios such as IP scan, ping sweep, port scan, and DOS flood. Physical behavior is not affected during these attacks.
- **Cyber-physical attack:** In this scenario, a cyber attack is executed to disrupt the normal operating behavior of a physical component of the system. A DNP3 command injection is used to close the breakers, causing loss of power in the corresponding ASRs.

A. CYBER ANOMALY DETECTION

This section presents the analysis on the cyber data collected from the cyber sensor and the results from trained anomaly detection algorithms.

As described in the previous section, the algorithms are trained only on normal network communication data collected using the windowing technique. In order to test the performance of trained algorithms, a collection of cyber attacks were executed. The executed attacks are IP scan, ping sweep, port scan, and DOS flood.

Figure 6 shows measurements obtained from the cyber sensor. It shows the average number of packets communicated between two devices during normal communication and during attack communication (IP scan, port scan, ping sweep). The figure uses the IP addresses to represent the devices in the network. The figure shows that the average number of packets communicated between IP addresses is higher during attack communications. Further, during the attack, abnormal communication between the system components and the attacker IP address (30.2.2.151) can be observed. These figures are useful to identify active commu-
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FIGURE 6: Average number of packets communicated between two devices during normal communication (left) and during attack communication (right)

FIGURE 7: T-SNE embeddings of cyber data for normal, cyber intrusion, and cyber-physical attack.

nications and possible unexpected devices that should not be in the network. The right side color bar represents the rate of packets communicated between two devices. Changes of these color bar also act as an indication for possible abnormal behaviors in the communication.

Figure 7 shows the T-SNE embeddings of cyber features for Normal, cyber intrusion, and cyber physical attack scenarios. T-SNE is an algorithm useful for visualization of high dimensional data in a low dimensional embedded space [65]. The combined view in the figure shows the embeddings for three scenarios in a single plot: normal, cyber intrusion, and cyber-physical attack. We observe a high overlap in the embeddings for the scenarios, especially between normal and cyber-physical attack scenarios. Data from cyber intrusion scenarios also have considerable overlap, however we observe clusters of data from the cyber intrusion scenario, which are considerably separated from data in normal and cyber-physical attack scenarios.

Figure 8 presents an example of how the extracted window feature values change over time during normal communication and attack communication. The figure shows the number of packets over time for normal and attack scenarios. Figure 8b shows the labels of the attacks that were executed during the experimental scenarios. In figure 8b we can clearly observe surges in features as a consequence of the attacks. These peaks provide indication of attack/abnormal behaviors of the system. IP information can also be used to identify anomalous behavior (as shown in Figure 6), however to ensure generalization of the approach and because IP addresses are easy to spoof, IP address information is not directly used as part of the cyber features for the ADS. Figure 8c shows the output of the cyber ADS during the attack scenarios. The results were obtained using an Autoencoder ADS algorithm. The figure shows that the cyber ADS reports anomalies during all attack scenarios, providing evidence that a cyber attack is being executed.

B. PHYSICAL ANOMALY DETECTION

Figure 9 shows the output of the Physical ADS during a physical fault scenario and a cyber-physical attack scenario. The physical ADS uses Voltages, Currents, Power, and Reactive Power from all lines in the system as data features. The figure shows the output of the ADS along with the value of the current in line 1 for illustration purposes. We observe that the physical ADS is able to detect changes during physical fault
and cyber-physical attack scenarios. Although an operator can carefully select threshold values to detect this specific set of anomalies, a data-driven ADS allows to automate the detection process. The data used to train and test the physical ADS included random variations in the power loads with ±10% from the nominal value specified by the IEEE 33 Bus model.

Figure 10 shows a visualization of the physical data for normal, physical fault, and cyber-physical attack scenarios. The visualization uses T-SNE embeddings to visualize the data in two dimensions. The visualization helps us see that physical data from normal scenario is clearly separated from normal, physical fault, and cyber-physical attack scenarios.
C. METRIC FOR CYBER-PHYSICAL HEALTH MONITORING

Figure 11 shows the results of cyber and physical anomaly detection in different scenarios. Results of the cyber ADS are shown above the results of the physical ADS in each scenario. The figure shows the output of cyber and physical ADSs, where 0 means no anomaly and 1 means anomaly detected. We plot one of the cyber and physical features alongside each ADS output for illustration purposes. For the cyber plot, the figure shows the value of packets per second over time with the corresponding output of the cyber ADS. For the physical plot, the figure shows the value of the current $I_a$ in line 1 with the corresponding output of the physical ADS. Figure 11a shows the cyber and physical ADS output from Normal scenario. The physical ADS does not report any anomaly during the normal scenario. The cyber ADS only reports one false positive anomaly during the normal scenario. These false positives are filtered later on by the cyber-physical metric. Figure 11b shows the result for the physical fault scenario. The cyber ADS does not report any anomaly while the physical ADS reports anomalies after the first fault occurs. Figure 11c shows the result for the cyber intrusion scenario. As expected, the physical ADS reports no anomaly. The cyber ADS reports several anomalies when the scan attacks are executed. Figure 11d shows the result for the cyber-physical attack scenario. As expected, both cyber and physical ADS report anomalies when the DNP3 command injection attacks are introduced.

Figure 12 shows a visualization of the cyber-physical metric for normal, physical fault, cyber intrusion, and cyber-physical attack scenarios. A value of 1 represents an anomaly, whereas a value of 0 represents normal behavior. The figure displays the value of the metric computed for each rolling window in the experimental scenarios. The metric values are displayed in a 2D plot, where the x-axis corresponds to the cyber component of the metric, while the y-axis correspond to the physical component of the metric. We observe that for normal scenarios, the cyber-physical metric reports values close to (0,0). Pure physical faults are also clearly distinguished, with the metric output close to (0,1). Cyber intrusion are characterized by most metric values being close to (1,0). Although a few segments of the cyber intrusion have metric values between (0,0) and (0.75, 0), the majority of the intrusion scenarios have high values of $Mc$, with the maximum value of the metric being (0,1), demonstrating that the metric is able to identify the cyber intrusion. Considering the cyber-physical attack scenario, we clearly detect several cyber communication anomalies along with a disruption in the physical system, leading to metric values approaching (1,1). The figure shows that the metric successfully differentiates between normal, physical fault, cyber intrusion, and cyber-physical attack.

D. COMPARATIVE ANALYSIS

For comparative analysis, we considered three types of anomaly detection algorithms: Local Outlier Factor (LOF),...
We tested the performance of the presented metric with several combinations of anomaly detection algorithms for cyber and physical ADS. We evaluated the performance of the metric on distinguishing between the four experimental scenarios: normal, physical fault, cyber intrusion, cyber-physical attack. Table 2 shows a comparative analysis for different combinations of ADS algorithms used with the cyber-physical health monitoring metric. The accuracy measures the ability of the metric with different ADS algorithms to differentiate between the four types of experimental scenarios. For example, if the metric reports values below (0.5, 0.5), these are considered as part of a normal scenario. The accuracy measures the ratio of outputs correctly mapped to the respective scenario category. The accuracy is measured using k-fold validation, and we report average accuracy values for training and testing datasets. The data for each fold is selected by keeping data from individual runs of the scenarios together, i.e., data from a contiguous run of a scenario is not split, ensuring that contiguous data reside either completely in training or completely in testing folds. Table 2 shows the accuracy of the metric when using different combinations of algorithms for cyber ADS and physical ADS. Compared with the results in Table 1, which evaluates the ADS models separately, Table 2 shows the accuracy obtained with the presented metric, which uses the output of both cyber and physical ADS over a window of time. For Table 2, we use the output of the cyber ADS and physical ADS in a window of N=120 seconds to compute the metric (see Eq. 2 and 4).

Table 2 shows that OCSVM provided better performance when used for physical ADS, while LOF performed better when used for cyber ADS. AE performed well for both cyber and physical ADS. The two combinations with the highest accuracy were (AE, AE) and (AE, OCSVM).

Table 2 shows that a metric that uses AE for cyber and physical ADS provides the highest accuracy. When compared with the results in Table 1, we observe that AE also provided the lowest FPR, when evaluating cyber and physical ADS independently. Although OCSVM and LOF provided higher TPR than AE, the higher accuracy of the metric obtained with AE (Table 2) suggests that lower FPR are preferable to higher TPR for this application. By using and combining the outputs of the individual ADS systems over the last N seconds, Table 2 shows that the metric is able to identify scenarios with high accuracy, even when the TPR of individual ADSs are relatively low.

Figure 13 shows the confusion matrix obtained after averaging the results of k-fold validation on the testing data. The figure shows the results for the cyber-physical metric with AE for both cyber and physical ADS, which is the best performing configuration in the comparative analysis. The figure shows that the metric correctly characterizes all normal and fault samples as part of normal and fault scenarios, respectively. For cyber intrusion samples, 97% of samples are correctly characterized as part of the intrusion scenarios, with the remaining characterized as normal. According to the obtained results, the most challenging scenario is the cyber-physical attacks with 95% accuracy, with a small percentage of samples characterized as part of fault and attack scenarios.

As shown in Figures 10 and 7, there is a larger overlap in cyber features between scenarios than in physical data, which illustrates why cyber intrusion and cyber-physical attacks scenarios are more difficult to characterize. The results in figure 13 demonstrate that the presented approach is able to use the output of both cyber and physical ADS to successfully differentiate between scenarios that otherwise have overlapping representations, as illustrated in figures Figure 10 and Figure 7.
V. CONCLUSIONS

This paper presented an approach for data-driven correlation of cyber and physical anomalies for holistic system health monitoring of cyber physical systems. We performed real-time data acquisition and management of both cyber and physical data using a publisher/subscriber model, which can consolidate data coming from different protocols, communication media, and sensors. The collected cyber and physical data were analyzed using data-driven anomaly detection systems that employed machine learning algorithms to identify anomalous data. We used three unsupervised machine learning algorithms and performed a comparative analysis of anomaly detection between them. The best performance for anomaly detection was obtained using Autoencoders for both cyber and physical ADSs. Cyber and physical ADSs were used to introduce a metric for health monitoring that provides a holistic view of the state of the system. We tested our approach on the IEEE-33 bus model under four scenarios: normal, physical fault, cyber intrusion, and cyber-physical attack. The presented approach was able to distinguish between normal state, physical faults, cyber intrusion, and cyber-physical attacks. Future work will explore more elaborate models for combining cyber and physical ADSs based on the presented foundational work, with a special focus on maintaining interpretability and limited use of labeled data.

APPENDIX. A: WINDOW BASED TCP PACKET FEATURES

Table 3 presents the set of cyber features used for the cyber ADS presented in section III-A. Features are computed using packet windows of 1 second.
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