Magnetic interactions and spin excitations in van der Waals ferromagnet VI₃
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Abstract
Using a combination of density functional theory (DFT) and spin-wave theory methods, we investigate the magnetic interactions and spin excitations in semiconducting VI₃. Exchange parameters of monolayer, bilayer, and bulk forms are evaluated by mapping the magnetic energies of various spin configurations, calculated using DFT+U, onto the Heisenberg model. The intralayer couplings remain largely unchanged in three forms of VI₃, while the interlayer couplings show stronger dependence on the dimensionality of the materials. We calculate the spin-wave spectra within a linear spin-wave theory and discuss how various exchange parameters affect the magnon bands. The magnon–magnon interaction is further incorporated, and the Curie temperature is estimated using a self-consistently renormalized spin-wave theory. To understand the roles of constituent atoms on magnetocrystalline anisotropy energy (MAE), we resolve MAE into sublattices and find that a strong negative V-I inter-sublattice contribution is responsible for the relatively small easy-axis MAE in VI₃.

Keywords: 2D magnetic materials, first principles calculation, spin-wave dispersion, spin-orbit coupling scaling, magnetic anisotropy, self-consistently renormalized spin-wave theory.

1. Introduction
Magnetic 2D van der Waals materials (m2Dv) have great potential for future energy-efficient spin-based devices. Despite the tremendous advancement in the research field of 2D materials since the discovery of graphene, finding and developing robust magnetic 2D materials remain a significant challenge. In practice, it is nontrivial to induce magnetism into non-magnetic 2D materials by the magnetic proximity effects or defect engineering and control them systematically and reliably. On the other hand, the development of intrinsic magnetic 2D materials have significantly been motivated by the recent experimental breakthrough, demonstrating that magnetism could sustain down to mono-layer CrI₃ and bilayer CrGeTe₃ at a lower temperature (tens of Kelvins), [1–11]. Broader applications require m2Dv with a higher T_C, which is essentially determined by their intrinsic magnetic properties, particularly, exchange couplings and magnetocrystalline anisotropy. The latter is of enhanced importance in 2D as it lifts the constraint of the Mermin-Wagner theorem by inducing a spin-wave (SW) gap and stabilizing the long-range magnetic ordering at finite temperatures.

Besides CrI₃ and CrGeTe₃, other intrinsic 2D magnetic materials of bulk or layer form have been explored ever since. Among them, VI₃ is a semiconductor with an energy gap of ~0.32–0.67 eV [12, 13] in its bulk form. It is ferromagnetic (FM) below 50 K in a relatively small magnetic field of about 0.1 T [12–16]. VI₃ experiences two FM transitions at T_C ≈ 36 K and 50 K at ambient pressure; the two transitions merge into one as hydrostatic pressure above 0.6 GPa is applied [17, 18]. Bulk VI₃ has easy-axis magnetic anisotropy...
(\( K_\| = 37 \) J m\(^{-3}\) at 10 K) \[19]\). Remarkably, VI\(_3\) is a hard ferromagnet with a 9.1 kOe coercive field at 2 K, significantly larger than in Cr-based m2Dv \[12, 13\]. In general, coercivity depends not only on magnetic anisotropy but also on extrinsic factors such as microstructures. The mechanism behind the very different coercivity between VI\(_3\) and CrI\(_3\) is not well understood yet. It is also unclear how different are the exchange couplings and the nature of magnetocrystalline anisotropy (MAE) in VI\(_3\) compared to those in Cr-based m2Dv.

Unlike CrI\(_3\), no exfoliated monolayer VI\(_3\) has been reported yet. However, cleavage energies are theoretically found to be between 0.18 and 0.29 J m\(^{-2}\), which is comparable to those for Cr-based m2Dv \[15, 16, 20, 21\]. Thus, the exfoliation of VI\(_3\) in the near future might be expected, and it is desirable to understand how magnetic interactions evolve with the material configuration changing from bulk to multiple layers, as this understanding is relevant to the real applications, where multiple layers or heterostructures are used instead of bulk materials.

Theoretical studies have also been carried out to understand the intrinsic magnetic properties of monolayer VI\(_3\) and conflicting results regarding the exchange couplings and electronic structures have been reported. For example, large exchange coupling and higher Curie temperature, \( T_C \), resulting from a half-metallic ground state, have been reported in reference \[22\]. On the other hand, Yang and coworkers have found a semiconducting ground state and estimated the energy difference between FM and Néel-AFM states, suggesting smaller exchange couplings and \( T_C \) in monolayer VI\(_3\) \[21\]. Similarly, different dependences of magnetism on layer stacking in bilayer VI\(_3\) have been reported \[23, 24\]. These discrepancies demonstrate the sensitivity of calculated intrinsic magnetic properties on the underlying electronic structure.

Inelastic neutron scattering (INS) is the tool of choice to characterize the spin-wave spectrum and underlying magnetic interactions. Unfortunately, unlike CrI\(_3\) \[25\], no INS study on VI\(_3\) has been reported so far. A comprehensive theoretical analysis of exchange couplings and the resulting spin-wave spectra may provide a helpful insight to understand magnetic properties in VI\(_3\) and make predictions upon the prospective INS experiments.

It is believed that MAE in m2Dv results from the interplay between the spin polarization of 3d atoms and the large spin-orbit coupling (SOC) of the heavier p elements. By scaling the SOC strength on Cr and I sublattices, Lado \emph{et al.} have shown that the heavier I atom plays a significant role in inducing the magnetic anisotropy in CrI\(_3\) \[26\]. On the other hand, Chen \emph{et al.} have argued that a large single-ion anisotropy is expected in VI\(_3\) \[21\] but it is absent in CrI\(_3\). A numerical resolution of MAE into atomic sites or pairs may help to better understand MAE in VI\(_3\).

In this work, we investigate the exchange couplings in monolayer, bilayer, and bulk VI\(_3\) within the density functional theory (DFT). Using the calculated exchange parameters, we employ a spin-wave theory to investigate the spin-wave spectra and estimate the Curie temperatures. By scaling the SOC strength, we decompose the MAE contribution into sublattices and compare it with CrI\(_3\). We also discuss the validity of the second-order perturbation theory (SOPT) \[27\] in calculating MAE in these systems.

2. Methods

The DFT calculations were performed within the framework of the plane-wave projector-augmented wave formalism \[28\], as implemented in the Vienna \emph{ab initio} simulation package (VASP) \[29, 30\]. The Perdew–Burke–Ernzerhof generalized gradient approximation \[31\] was used for the exchange-correlation functional. All calculations were performed with a plane wave cutoff energy of 400 eV. To properly describe the additional Coulomb repulsion between electrons beyond DFT, the on-site Hubbard \( U \) was applied on V-3d electrons using the double-counting scheme introduced by Dudarev \emph{et al.} \[32\].

The experimental \[15\] lattice parameters and atomic positions of bulk VI\(_3\) were employed for all calculations unless explicitly stated otherwise. For bulk VI\(_3\), we confirmed that the volume of the optimized structure is within \( \pm 4\% \) of the experimental value. The reported optimized lattice constants for monolayer VI\(_3\) are different only by \( \pm 3\% \) from the experimental values of bulk VI\(_3\) \[16, 33\]. Thus, employing experimental structural parameters is a reasonable approximation for this study. A more comprehensive investigation of theoretical structural optimization, which often depends on the functionals used, is beyond the scope of the current study. In the bilayer and monolayer models, a vacuum region of 16 Å was included to avoid the interaction between periodic images.

2.1. Exchange parameters

To estimate the exchange couplings, we map the total energies of various collinear spin configurations onto a Heisenberg model defined as

\[
H = \sum_{i \neq j} J_{ij} \mathbf{\hat{e}}_i \cdot \mathbf{\hat{e}}_j, \tag{1}
\]

where \( \mathbf{\hat{e}}_i \) is the unit vector of magnetic moment on site \( i \). The first six nearest-neighbor exchange couplings \( J_{ij} \), including three intralayer (\( J_1, J_2, J_3 \)) and three interlayer (\( J_0, J_1, J_2 \)) exchange couplings indicated in figure 1(a), are included to describe the bilayer and bulk cases.

For monolayer VI\(_3\), we calculate the energies of four collinear spin configurations, namely, FM, Néel-, zigzag-, and stripy-AF \[34\] to derive the three intralayer exchanges as follows:

\[
\begin{pmatrix}
J_1 \\
J_2 \\
J_3
\end{pmatrix} = \begin{pmatrix}
6 & 0 & 6 \\
2 & 8 & 6 \\
4 & 8 & 0
\end{pmatrix}^{-1} \begin{pmatrix}
\Delta E_N \\
\Delta E_Z \\
\Delta E_S
\end{pmatrix}. \tag{2}
\]

Here, \( \Delta E_\mu = E_\mu - E_{FM}, \mu = N, Z, \) and \( S \), are the energies (per \( V \) atom) of Néel, zigzag and stripy configurations (illustrated in figure 1(b)) with respect to the reference FM configuration.

To obtain the interlayer couplings for bilayer and bulk VI\(_3\), we double each of these four intralayer configurations along
the out-of-plane direction in a larger supercell. For each intralayer configuration, there are two (analog to FM/AFM) possible interlayer orderings, whose energy difference is used to extract the interlayer couplings.

2.2. Linear spin-wave theory

Using the obtained exchange parameters we calculate the SW spectra within a linear SW theory. First, we rewrite equation (1) in terms of spin $\mathbf{S}$ instead of unit vector $\hat{e}$, as $H = -\frac{1}{4} \sum_{\langle ij \rangle} J_{ij}^0 \mathbf{S}_i \cdot \mathbf{S}_j$, where $J_{ij}^0 = 2J_{ij}/S^2$, and $S = |\mathbf{S}| = m/2$ is the on-site spin of V atoms. Next, we bosonize the spin operator via the Holstein-Primakoff transformation [35] and truncate the Hamiltonian at quadratic order in bosons to diagonalize it. There are two V sublattices in the primitive unit cell of bulk R-VI$_3$, resulting in two SW branches with energies written as [36]:

$$\omega_{\pm}(q) = S \left( J_{\mathbf{q}}^{\text{ intra}} + J_{\mathbf{q}}^{\text{ inter}} \pm |J_{\mathbf{q}}^{\text{ intra}}| \right),$$

where $J_{\mathbf{q}}^{\text{ intra}}$ and $J_{\mathbf{q}}^{\text{ inter}}$ sum over the intra-sublattice and inter-sublattice exchange couplings, respectively. With the considered range of exchange couplings, we have

$$J_{\mathbf{q}}^{\text{ intra}} = J_1(q) + J_{1-}(q),$$

$$J_{\mathbf{q}}^{\text{ inter}} = J_1(q) + J_{1+}(q).$$

Here,

$$J_i(q) = J_i^0 + \sum_{\delta_i} \gamma_i(q) \delta_i,$$  

and $\gamma_i(q)$ is the structure factor, while $\delta_i$ standing for the connecting vectors of corresponding exchange $J_i^0$.

2.3. Non-linear spin-wave theory

The linear SW theory briefly discussed above neglects the interactions between magnons. Therefore it is applicable only at the lower temperatures, where INS experiments are often used to measure SW spectra. In the critical region close to the Curie temperature, interactions between the spin waves become progressively more relevant. To the leading order, these interactions are given by the quartic terms of the Holstein-Primakoff transformed Hamiltonian. To assess the SW interaction effects, we involve quartic terms and treat them within a Hartree–Fock-like decoupling approximation [37–40]. This procedure leads to an effective quadratic Hamiltonian containing renormalization factors that encapsulate SW interaction effects. The effective quadratic Hamiltonian is then solved self-consistently, e.g. for the magnetization versus temperature behavior, $M(T)$. In such a way, we set up a self-consistently renormalized spin-wave theory (SRSWT) [41], which is the analogue of previous self-consistently renormalized theories [37, 42–44] for layered systems with hexagonal intralayer structure.

Within our SRSWT, renormalization factors defining the effective Hamiltonian are combinations of the average spin polarization, $\bar{S}$, and the average short-range two-boson correlations between the exchange-coupled sites. Thus, the effective Hamiltonian is a function of four parameters in monolayer VI$_3$ or of seven parameters in bulk VI$_3$. The self-consistency equations are found by deriving relations for $\bar{S}$ and the average two-boson correlations from the effective Hamiltonian.

Using the calculated values of exchange couplings, we find $M(T)$ and the corresponding critical temperatures for monolayer, bilayer, and bulk VI$_3$, by means of SRSWT. The analysis of monolayer and bulk systems is facilitated by the fact that these systems consist of two equivalent sublattices of magnetic atoms. In contrast, we regard the few-layer systems with $L$ number of layers as consisting of $2L$ sublattices—two per hexagonal layer. This approach allows us to take into account the physical difference between the surface and bulk layers. At the same time, it requires a substantially larger parameter space for the self-consistency equations, as the average spin polarization and two-boson correlation values at different sublattices are generally different. The details of our SRSWT method and implementation can be found elsewhere [41].
2.4. Sublattice-resolved MAE

MAE is calculated as the total-energy difference between two FM states, in which the magnetization is aligned along the [100] or [001] directions, respectively. SOC was included using the second-variation method \[45, 46\]. We resolve MAE contributions into sublattices via scaling the SOC strength \( \lambda_i \) on V and I sites with parameters \( \lambda_i \); the SOC Hamiltonian becomes

\[ H_{soc} = \sum_{i=V,I} \lambda_i \xi_i (L_i \cdot S_i). \]  

Assuming that MAE can be well described by SOPT, total MAE can be written as \[47\]

\[ K(\lambda_V, \lambda_I) = K_{V-V} \lambda_V^2 + K_{V-I} \lambda_V \lambda_I + K_{I-I} \lambda_I^2, \]  

where \( K_{V-V} \), \( K_{V-I} \), and \( K_{I-I} \) describe the response of MAE to the SOC strength of V, V and I simultaneously, and I, respectively. They can be determined by fitting the \( K(\lambda_V, \lambda_I) \) curve or directly evaluated within SOPT, and the inter-sublattice term \( K_{V-I} \) arise from the coupling between the two sublattices \[47\].

3. Results and discussion

3.1. Electronic properties

Figure 2 shows the calculated non-SOC band structures, the partial density of states (PDOS) projected on V-d orbitals, and their corresponding orbital characters near the Fermi level \( E_F \), calculated in DFT+U with \( U = 2 \) eV. The obtained bandgap of 0.42 eV is within the range of reported experimental values \[12, 13\].

The oxidation state of V in VI\(_3\) is +3, with electronic configuration [Ar]4s\(^2\)3d\(^3\). V atoms arrange in a honeycomb structure within the layer with edge-sharing octahedral coordination by I ligands. The octahedral ligand and crystal fields split the V-d states into the doublet \( e_g \) and triplet \( t_{2g} \) subsets, with the latter states lying lower in energy. Therefore, the two unpaired electrons of V\(^{3+}\) occupy the \( t_{2g} \) orbitals, both with spins up according to Hund’s first rule, forming the spin state \( S = 1 \), consistent with the calculated on-site magnetic moment of V atom \( m \approx 2 \mu_B/V \).

Correlation effects beyond DFT are required to describe the semiconducting ground state of VI\(_3\) correctly \[49\]. Figure 2(c) shows that the \( t_{2g} \) orbital set further splits into doublet degenerate (1\(e_g\), 1\(e_g\)) and singly degenerate (1\(a_d\)) orbital sets. While DFT gives a half-metallic state, the on-site Coulomb correction shifts the 1\(a_d\) state upward relative to the (1\(e_g\), 1\(e_g\)) states, leading to a bandgap in between \[23, 49\]. We note that one may need to control the initial orbital occupancy in the DFT+U calculation to converge to the experimental semiconducting ground state for VI\(_3\), which may explain the discrepancy of ground states found in previous DFT+U calculations \[21, 23, 50\].

We also qualitatively explore the effects of compressive strain on the electronic structure by gradually decreasing the lattice parameters (volume) of bulk VI\(_3\) while keeping the aspect ratio fixed. We found that the (1\(e_g\), 1\(e_g\)) states shift upward relative to the 1\(a_d\) state, and a semiconductor-to-metal transition occurs at a strain of 5%–6% when the gap closes, and all three \( t_{2g} \) states become partially occupied. A more systematic and comprehensive theoretical investigation on structural properties may help compare with or guide the future experiments in this direction.

3.2. Exchange coupling in monolayer, bilayer, and bulk VI\(_3\)

We next discuss the dependence of exchange couplings on dimensionality, additional on-site Coulomb interaction \( U \), and stacking order. Table 1 summarizes the exchange parameters calculated in monolayer, bilayer, and bulk VI\(_3\) with different \( U \) values. Although increasing \( U \) values generally decrease the exchange coupling, suggesting a more localized-moment picture, qualitative details remain the same. In particular, there is no change in their signs for the considered \( U \) values.

In all the monolayer, bilayer, and bulk forms, the nearest neighbor intralayer exchange coupling \( J_1 \), arises from a
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Interestingly, the interlayer couplings show a much stronger
dependence on dimensionality than the intralayer ones. As
shown in table 1, the intralayer couplings only change slightly
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layer couplings
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We also investigate the stacking-dependent magnetism in
VI3 and found a similar magentostructural coupling as previ-
ously found in CrI3 [51–53]. Figure 3 shows the U
dependence of interlayer magnetic coupling energy in bilayer VI3
with hexagonal stacking and monoclinic stacking. The energy
difference is calculated as
, with
being the energies of FM-ordered layer-layer and
FM-ordered layer-layer configurations, respectively. For the
hexagonal stacking, FM interlayer ordering between the layers
is found to be stable over a wide range of U. For the monoclinic
stacking, in contrast, the energy difference
is very small at
U ≈ 2 eV, indicating competing interlayer AFM and FM states.
Moreover, a crossover from the interlayer-FM to interlayer-
AFM magnetic ground state occurs at
U ≈ 2.25 eV. These results point to the strong magentostructural coupling in bilayer
VI3. Consequently, control of the magnetic configuration, for
example, via strain or electric field, is feasible, facilitating
device applications.

3.3. Spin-wave dispersion
Utilizing the exchange parameters for the bulk VI3, we cal-
culated the linear SW spectra and investigated how different
exchanges affect the spectra features. Such understanding may
be useful to compare with future INS experiments on VI3.
Figure 4(a) shows the SW spectra calculated along the in-plane
The dispersions of the acoustic and optical modes along the $K$ and $\Gamma$ become dispersive with plane optical SW spectra is because $M$ constant and correspondingly shifts the Dirac crossing toward acoustic branch unchanged but lifts the optical branch by a including the first nearest interlayer coupling between in-phase and out-of-phase inter-sublattice precessing.

Inter-sublattice coupling crosses exactly at $(c)$ all of the considered intralayer and interlayer couplings $(a)$ only intralayer couplings $\{J_1, J_{2}, J_{3}\}$; solid red lines), $\{J_1, J_{2}, J_{3}\}$, $\{J_1, J_{2}, J_{3}\}$, $\{J_1, J_{2}, J_{3}\}$, $\{J_1, J_{2}, J_{3}\}$, solid black lines).

With only intralayer coupling considered, two SW branches cross exactly at $K$, which is caused by the vanishing of the inter-sublattice coupling $J_{\text{inter}}$, and thus the energy difference between in-phase and out-of-phase inter-sublattice precessing. Including the first nearest interlayer coupling $J_0$ leaves the acoustic branch unchanged but lifts the optical branch by a constant and correspondingly shifts the Dirac crossing toward $M$ point along the $\Gamma$–$K$–$M$ path. The constant shifting of in-plane optical SW spectra is because $J_0$ is along the $z$ direction. On the other hand, the SW spectra along the $\Gamma$–$Z$ direction become dispersive with $J_0$. Unlike $J_0$, interlayer couplings $J_{1\pm}$ and $J_{1\mp}$ have nonzero in-plane components in their connecting vectors (similar to those of $J_1$). They introduce additional dispersion on in-plane SW spectra but preserve the Dirac crossing at $K$ (not shown) in the absence of $J_0$. We note that comparing the dispersions of the acoustic and optical modes along the $\Gamma$–$Z$ direction may tell whether the dominant FM interlayer coupling is intra-sublattice or inter-sublattice. For example, as shown in figure 4(a), FM $J_{1\pm}$ increases both branches’ energies while the FM $J_0$ increases the acoustic mode energy but lowers the optical mode energy when we move along $\Gamma$–$Z$. It would be interesting if future INS can be used to unveil the nature of interlayer couplings.

Figure 4(b) shows the SW spectra in bulk VI, calculated along paths that are parallel to $\Gamma$–$K$–$M$ but at various $k_z$ planes (denoted by different colors in figure 4(b)). All of the six exchange couplings are included. At finite $k_z$, the interlayer couplings rotate the Dirac crossing off this path. Even at $k_z = 0$ plane, including further interlayer couplings can also rotate the Dirac crossing off the high-symmetry line and opens up a gap along the $\Gamma$–$K$–$M$ high-symmetry path [36].

Relativistic exchanges and MAE are not included in the model spin Hamiltonian to calculate SW spectra. Easy-axis MAE, in either single-ion or anisotropic exchange (equivalently two-ion MAE) form, introduces a gap of $\Delta = (2S - 1)K$ at $\Gamma$. On the other hand, Dzyaloshinskii–Moriya interactions (DMI) and Kitaev interaction can open up a global gap [25] between two magnon branches.

3.4. Magnetization vs temperature from non-linear spin-wave theory

We further use SRSWT to explore the temperature dependence of magnetization, $M(T)$, of the monolayer, bilayer, and bulk VI, by utilizing the calculated MAE and exchange parameters. For the bulk system, exchange parameters calculated for on-site Coulomb correction of 2, 3, and 3.7 eV yield magnetic ordering temperature values of 48.9, 42.3, and 39.5 K, respectively (see figure 5 inset). By noting that the ordering temperature found for $U = 2$ eV is in excellent agreement with the experimentally reported value of 49 K [13], for the analysis of monolayer and bilayer systems, we use the exchange couplings calculated with this value of $U$. For the momentum-space integrals involved in the SRSWT self-consistency equations, we use a very fine $k$-point mesh of $100 \times 100$ for 2D and $100 \times 100 \times 100$ for 3D.

The plots in figure 5 show a typical mean-field-like behavior, implying a first-order phase transition with the magnetization abruptly vanishing at a critical temperature. As expected, the magnetization is strongly quenched in lower dimensions; The ordering temperature decreases to about 13 K and 24.3 K in monolayer and bilayer VI, respectively. Overall, these results attest to the feasibility of intrinsically ferromagnetic monolayer and bilayer VI.

3.5. Constituents of MAE and validity of perturbation treatment

The calculated MAE in VI is much smaller than in CrI. To understand the role of constituent atoms on the MA in two compounds we vary the SOC strength on V/Cr and I sites independently or simultaneously, to study how MA evolves in monolayer VI and compared it with monolayer CrI. Figure 6 shows the calculated MAE as functions of scaling parameter $\lambda$ with three different scaling schemes, as denoted by red cross,
blue triangle, and blue circles. We extract corresponding sublattice contributions by fitting equation (7) data calculated with \( \lambda \in [0, 0.4] \).

![Figure 5](image1.png)

**Figure 5.** Magnetization dependence on temperature in zero magnetic field calculated using self-consistently renormalized spin-wave theory [41]. Plots for the monolayer, bilayer, and bulk VI are obtained by using exchange parameters calculated for \( U = 2 \) eV, as listed in table 1, and the calculated MAE value of 71 \( \mu \)eV. Inset: the same dependence for the bulk system, resulting from the three different sets of exchange couplings calculated for \( U = 2, 3, \) and 3.7 eV.

The large SOC on I sites is essential in providing the uniaxial anisotropy in VI and CrI. Without including SOC on I site, CrI has a negligibly small easy-plane anisotropy from \( K_{\text{Cr-Cr}} \), while VI exhibits an even larger easy-plane MAE from \( K_{\text{V-V}} \). A small positive Cr-I contribution \( K_{\text{Cr-I}} \) in CrI; a 9% decrease in MAE is observed when one removes SOC from Cr in CrI. Our DFT results for CrI are consistent with previous calculations [26, 54]. Remarkably, the much smaller MAE in VI than in CrI results mostly from a large negative inter-sublattice contribution \( K_{\text{V-V}} \), which had also been found in \( \text{Li}_2\text{FeNi} \) and \( \text{FePd} [27, 47] \). Turning off SOC on V increases the MAE in VI by 335%.

![Figure 6](image2.png)

**Figure 6.** MAE as a function of the SOC scaling factor \( \lambda_{\text{M,VI}} \) \((M = V \text{ or Cr})\) in monolayer CrI (a) and VI (b). The calculated values are presented by symbols, and the lines are fits using the data calculated with \( \lambda \in [0,0.4] \). The red dashed, blue straight, and black dotted lines correspond to scaling with \( \lambda_0 \) (at \( \lambda_0 = 0 \)), \( \lambda_I \) (at \( \lambda_I = 0 \)), and \( \lambda_I = \lambda_M \), respectively. The calculated MAE at \( \lambda_I = \lambda_M = 1 \) corresponds to normal DFT result.

SOPT can be very useful to describe and understand MAE in various systems [55, 56]. Figure 6 also shows the quadratic fits of MAE values, on the basis of equation (7), using data calculated for \( \lambda \in [0, 0.4] \), and corresponding extrapolation to \( \lambda = 1.5 \). The deviation of the fit from the calculated data indicates the validity of the SOPT treatment of the SOC and MAE. For small perturbations (small 3d SOC comparing to bandwidth) one expects a perfect quadratic dependence of MAE on the scaling factors with the SOPT, as shown in the plots in figure 6 for the scaling scheme that \( \lambda_{\text{V/Cr}} = \lambda_0 \) is varied while \( \lambda_0 = 0 \). However, the large SOC constant of I-p orbitals causes deviations of MAE from SOPT in CrI and VI, especially the latter. Comparing the fitted \( K(\lambda_V = \lambda_I) \) with the calculated ones, VI shows a dramatically larger deviation of 42% than 9% in CrI. This large deviation leads to the conclusion that SOPT describes MA effects better in CrI than in VI. To confirm this conclusion, we have also calculated MAE of CrI and VI using force theorem and SOPT with full-potential linear augmented plane wave (FP-LAPW) method [57]. The calculations produced about 75% (18%) different MAE values between the two different methods for VI (CrI). Note that VI has a much smaller bandgap than CrI, which likely makes SOPT less valid in describing the MAE in VI.

4. Conclusions

In summary, we have theoretically studied the electronic and magnetic properties of the two-dimensional (2D) van der Waals magnet VI in various forms. The interlayer exchange couplings show a stronger dependence on the dimensionality of materials than the intralayer couplings. Moreover, VI also shows a strong stacking-dependent interlayer coupling, similar to CrI, rendering the bilayer ground state interlayer ordering readily switchable between the FM and AFM configurations upon external stimuli, such as strain and electric...
field. Considering the relative positions of and the hybridizations between cation-$3d$ and anion-$p$ states can be essential to determine the superexchange coupling in VI$_3$, future studies going beyond DFT+$U$ and including non-local exchange correlations will be useful to investigate the magnetic interactions in VI$_3$. Within SRSWT, the calculated $T_C$ in bulk agrees well with experiments while $T_C$ in the monolayer and bilayer are quenched down to 14 and 24 K, respectively. The sublattice-resolved MAE calculated in the monolayer VI$_3$ reveals that a strong V-I inter-ion easy-plane contribution to MAE lowers the overall easy-axis MAE in VI$_3$. Finally, we demonstrate that the second-order perturbation treatment of the MAE is less valid in VI$_3$ than in CrI$_3$, due to the combination of large SOC on I sublattice and a smaller bandgap in VI$_3$.
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Note added in proof. We have learned about the inelastic neutron scattering study of VI$_3$ [58], after the present paper was accepted for publication. In [58], two branches of low-lying dispersive excitations were observed (unlike the single acoustic mode we considered in the current paper) and interpreted in terms of two coexisting domains that host different V$^{3+}$ orbital ground states built from contrasting distorted octahedral environments.

Appendix. Intralayer coupling

For monolayer, the energies (per magnetic atom) of FM, Néel-, zigzag-, and stripy-AF configurations, $E_{\text{FM}}$, $E_N$, $E_Z$, and $E_S$, respectively, are mapped onto equation (1) as follows:

$$E_\mu = E_0 + \sum_{k=1}^{3} C_k^\mu J_k, \quad \mu = \text{FM, N, Z, S},$$

(A1)

where $E_0$ is the non-magnetic energy, and the coefficients $C_k^\mu$ are listed in table 2 [58].

| Configurations | $C_1^\mu$ | $C_2^\mu$ | $C_3^\mu$ | $\Delta C_1^\mu$ | $\Delta C_2^\mu$ | $\Delta C_3^\mu$ |
|----------------|----------|----------|----------|-----------------|-----------------|-----------------|
| FM             | $-3$     | $-6$     | $-3$     | $0$             | $0$             | $0$             |
| Néel           | $3$      | $-6$     | $3$      | $6$             | $0$             | $6$             |
| Zigzag         | $-1$     | $2$      | $3$      | $2$             | $8$             | $6$             |
| Stripy         | $1$      | $2$      | $-3$     | $4$             | $8$             | $0$             |

Table 2. Coefficients of mapping of different spin configurations onto the spin Hamiltonian defined as $H = -\sum J_k \hat{e}_k \cdot \hat{e}_j$. The right columns represent the difference, $\Delta C^\mu = C^\mu - C^{\text{FM}}$.
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