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1 Introduction

Precise predictions in perturbative quantum field theories require the calculation of loop integrals. The difficulty in evaluating these integrals greatly increases with the number of loops and the number of scales on which the integral depends. A better understanding of the analytic structure of these integrals has been fundamental in finding more efficient methods for their computation. In this paper, we will be concerned with one-loop integrals depending on an arbitrary number of scales.

It was realized in the early days of perturbative quantum field theories that cuts are an important tool to probe the analytic structure of Feynman integrals [1–3]. Unitarity implies that Feynman integrals are multi-valued functions, and the cuts of Feynman integrals are related to the discontinuities. Singularities and branch cuts of Feynman integrals are classified by the solutions to the Landau conditions [4], a set of necessary conditions on the external data of an integral for a pinch singularity to occur. Modern unitarity methods build on this observation and, in a nutshell, use cuts to construct projectors onto a basis of master integrals [5–11]. More recently, there has been a renewal in the interest in cut integrals in the study of integration-by-parts identities [12–14] or differential equations [15–18] satisfied by Feynman integrals, and in applications of the solutions to Landau conditions [19, 20].

Loosely speaking, cut integrals are computed by replacing a subset of the propagators that are called cut by Dirac-$\delta$ functions, and the integral is then evaluated under these constraints. However, if one wishes to study the analytic structure of Feynman integrals, one must be more precise in the definition of cuts. Such precise definitions exist for certain types of cuts. For instance, one can consider so-called unitarity cuts [3, 21, 22], which select a particular external channel, or iterated unitarity cuts [23–25] which select different channels. When propagators are massive, one can also consider single-propagator cuts [26]. These precise definitions are tailored to compute discontinuities in the variables identified with external channels or internal masses. However, they do not exhaust the complete set of cuts one might wish to compute. For example, it is well known that the propagators of a massless four-point one-loop integral have no common zero on the real axis [6, 8]. Indeed, if the pole of any cut propagator does not lie inside the integration region, then the cut would be zero according to the definitions above. This has led to the idea that cuts should be computed via residues, i.e., by deforming the integration contour such that it encircles the poles of the cut propagators [8, 27, 28]. While this procedure is very clear in the case of integrals where the number of dimensions matches the number of propagators, it is often...
not entirely clear what the correct integration contour is in cases where not all integrations can be done using the residue theorem.

The aim of this paper is to study one-loop cut integrals and to give a precise definition of cut Feynman integrals as residues integrated over a well-defined contour in dimensional regularization. The motivation to study these objects is mostly driven by a desire to improve our understanding of the analytic structure of loop integrals, in particular in the light of novel mathematical developments and an improved understanding of the functions that appear in loop computations. For example, it was shown in concrete examples [25, 26] that the coproduct of loop integrals can be cast in a form such that the rightmost entries are cut integrals. A complete understanding of this observation, however, requires a rigorous definition of the relevant integration contours and of how to evaluate the cut integrals, including for non-integer dimensions in order to work in dimensional regularization. To our knowledge, this information is not hitherto available in the literature. For example, while it is clear how to evaluate the quadruple cut of a box integral, it is less obvious how to precisely determine the correct contour and evaluate a triple cut, where one still needs to perform one integration. Moreover, while the single and double cuts of a box integral have a clear interpretation in terms of discontinuities in masses and external channels, it is less clear how to interpret the discontinuity of the box integral computed by the triple and quadruple cuts. Even less is known about how to answer these questions in the case of pinch singularities at infinite loop momentum, the so-called Landau singularities of the second type [2, 29, 30].

In this paper we close this gap in the literature and perform the first rigorous study of cut integrals in dimensional regularization. We focus on cut integrals at one loop, though we expect that many of the concepts we introduce in this paper are generic and will carry through to higher loops. In fact, many of these concepts have been introduced into the mathematical physics literature in the 60s [1, 2, 31–33] (albeit without the machinery of dimensional regularization), but they have since slipped into oblivion. The cornerstone of our approach to cut integrals is the multivariate residue calculus of Leray [34]. In this setup, the integrand is modified by evaluating its residues at the poles of the cut propagators, and this new integrand is integrated over the vanishing sphere. Through a generalization of the residue theorem, the cut integral can also be written as an integral over the vanishing cycle, in which case the integrand is the same as for the uncut integral. Moreover, cuts are intimately connected to discontinuities through the Picard-Lefschetz theorem, which relates the change of the integration contour under analytic continuation to integrals of residues over the vanishing spheres. The study of the vanishing cycles naturally leads to the study of the homology group associated to one-loop integrals, which is the right language to discuss the different inequivalent integration contours for one-loop integrals.

By choosing concrete parametrizations of the loop momenta, we can use our definition of cut Feynman integrals to compute them explicitly. We find they agree with classic unitarity cuts whenever the latter are well defined. The one-loop framework we provide allows us to carry out the integral to all orders in dimensional regularization for maximal and next-to-maximal cuts in full generality, and to understand which cuts vanish identically. Through compactification of one-loop integrals, we are able to combine cut and uncut
integrals into the same class of parametric integrals. We find this framework suitable for studying connections to (iterated) discontinuities. Furthermore, our analysis of homology leads to classes of linear relations among different cuts of the same integral.

This paper is organized as follows: in section 2 we give a short review of one-loop integrals and we set up our notation and conventions. In section 3 we present our definition of cut integrals via Leray’s multivariate residue calculus, and in section 4 we give concrete results for certain classes of cut integrals, including vanishing cuts and maximal and next-to-maximal cuts. In section 5 we discuss the homology groups associated to one-loop integrals and use them to define cut integrals associated to singularities of the second type. In section 6, we introduce a class of parametric integrals that allows us to compute both cut and uncut one-loop integrals. In section 7 we review the Picard-Lefschetz theorem and how it connects to the concepts of discontinuities and leading singularities in the physics literature. In section 8 we discuss linear relations among cut integrals, and in section 9 we draw our conclusions. We include several appendices where we present technical details that are omitted throughout the main text.

2 One-loop integrals

Consider a one-loop Feynman integral with \( n \) propagators in \( D = d - 2\epsilon \) dimensions, where \( d \) is an even integer. One-loop integrals with numerators and/or higher powers of the propagators can always be reduced to a linear combination of integrals where all propagators are raised to unit powers.\(^1\) We therefore only concentrate on integrals of the following type,

\[
I_n^D (\{p_i \cdot p_k\} ; \{m_j^2\}) = \frac{e^{\gamma_E \epsilon}}{i \pi^{D/2}} \int d^D k \prod_{j=1}^n \frac{1}{(k - q_j)^2 - m_j^2 + i 0}, \tag{2.1}
\]

where \( \gamma_E = -\Gamma'(1) \) is the Euler-Mascheroni constant. The external momenta \( p_i \) satisfy momentum conservation, which we write in the form

\[
\sum_{i=1}^n p_i = 0. \tag{2.2}
\]

The \( m_j \) are the internal masses associated respectively to the propagators carrying momentum \( k - q_j \), and the \( q_j \) are combinations of the external momenta \( p_i \),

\[
q_j = \sum_{i=1}^n c_{ji} p_i, \quad c_{ji} \in \{-1, 0, 1\}. \tag{2.3}
\]

We define the loop momentum \( k \) as the momentum carried by the propagator labelled by 1, so that \( q_1 \) is the zero vector, \( q_1 = 0_D \). In general, we will not explicitly write the variables on which \( I_n^D \) depends and suppress the superscript \( D \).

\(^1\)We are grateful to Roman Lee and Volodya Smirnov for correspondence on how to prove this statement rigorously to all orders in \( \epsilon \) in dimensional regularization.
Since all one-loop integrals with numerators and/or higher powers of the propagators can be reduced to integrals of the type \((2.1)\), these integrals form a basis of all one-loop integrals.\(^2\) Integrals in different space-time dimensions are related through dimensional-shift identities \([35-37]\), and so it is sufficient to consider basis integrals in a fixed number of dimensions. It is, however, often convenient to choose integrals with different numbers of external legs to lie in different dimensions, and in this paper we consider the following set of integrals,

\[\tilde{J}_n(\{q_i \cdot q_k\}; \{m^2_i\}; \epsilon) \equiv I_{D_n}^{D_n}(\{q_i \cdot q_k\}; \{m^2_i\}),\]  

where

\[D_n = \begin{cases} 
    n - 2\epsilon, & \text{if } n \text{ even}, \\
    n + 1 - 2\epsilon, & \text{if } n \text{ odd}.
\end{cases}\]  

(2.5)

The functions \(\tilde{J}_n\) form a basis for the vector space spanned by all one-loop Feynman integrals in \(D = d - 2\epsilon\) dimensions, \(d\) an even integer. The advantage of this set over a basis where all integrals lie in the same dimension is that, conjecturally, all the elements of this basis are, order by order in \(\epsilon\), polylogarithmic functions of uniform transcendental weight \(\lfloor n/2 \rfloor\) (we consider \(\epsilon\) to have weight \(-1\)), where \(\lfloor \cdot \rfloor\) is the ceiling function which gives the smallest integer greater than (or equal to) its argument. Although this statement has only been proved for all dual-conformally-invariant integrals \(\tilde{J}_n\) with \(n\) even \([38]\), there is strong indication that it holds in general.

It is clear that one-loop Feynman integrals are invariant under dihedral transformations generated by rotations and reflections,

\[(q_i, m^2_i) \rightarrow (q_{i+1}, m^2_{i+1}) \quad \text{and} \quad (q_i, m^2_i) \rightarrow (q_{n-i+1}, m^2_{n-i+1}),\]  

(2.6)

and all indices are understood modulo \(n\). Since every one-loop graph is planar, we can view the variables \(k, q_1, \ldots, q_n\) as the dual momentum coordinates of the one-loop graph defining the integral \(I_n\): each of these variables can be associated to a face of the original graph, or equivalently to a vertex of the dual graph. The dual graph makes apparent an enhanced symmetry of our basis of one-loop Feynman integrals: the dual representation is manifestly symmetric under any permutation of the propagators.

In the remainder of this paper we define a cut integral as a variant of a one-loop Feynman integral, where some of the propagators are put on their mass shells. More precisely, a cut integral corresponds to the original Feynman integral evaluated on a contour that encircles some of the poles of the propagators. This contour integral can be evaluated in terms of residues.

3 Cuts and residues

Discontinuities are closely related to residues. In order to define cut integrals and their relation to discontinuities of Feynman integrals, we need a generalization of the usual residue calculus to the multivariable case. We start by reviewing the multivariate residue calculus of Leray \([34]\). We then define cut integrals in terms of multivariate residues and discuss the geometric interpretation of the contours of integration.

\(^2\)Some two- and three-point integrals of the type \((2.1)\) with specific kinematic configurations are reducible to one- and two-point functions, so the set of all integrals of the type \((2.1)\) is strictly speaking over-complete.
3.1 Multivariate residues

Leray’s multivariate residues are most conveniently defined in the language of differential forms. Consider a space $X$ and an irreducible subvariety $S$ of $X$ defined by the equation $s(z) = 0$, where $z$ denotes a set of coordinates on $X$. If $\omega$ is a differential $k$-form defined on the complement $X - S$ of $S$, then we say that $\omega$ has a pole of order $n$ on $S$ if $s^n \omega$ can be extended to a regular form on all of $X$ that is nonvanishing on $S$. One can show that if $\omega$ has a pole of order $n$ on $S$, then there are differential forms $\psi$ and $\theta$ such that

$$\omega = \frac{ds}{s^n} \wedge \psi + \theta,$$

where $\psi$ is regular and nonvanishing on $S$, and $\theta$ has a pole of order at most $n - 1$ on $S$. In the special case of a simple pole, $n = 1$, the residue of $\omega$ on $S$ is defined as the restriction of $\psi$ to the subvariety $S$,

$$\text{Res}_S[\omega] = \psi|_S.$$  

The definition of the residue can be extended to poles of higher order using the Leibniz rule. Indeed, if $\omega_n$ has a pole of order $n$, we have

$$\omega_n = \frac{ds}{s^n} \wedge \psi + \theta = d\left( -\frac{\psi}{(n-1)s^{n-1}} + \frac{d\psi}{(n-1)s^{n-1}} \right) + \theta.$$  

We see that, up to an exact form (i.e., up to a total derivative), $\omega_n$ is equivalent to the form $\omega_{n-1} \equiv \frac{d\psi}{(n-1)s^{n-1}} + \theta$, which has a pole of order at most $n - 1$. Iterating this procedure, we see that every form is equivalent (up to an exact form) to a form $\omega_1$ with at most a simple pole. The residue of $\omega_n$ is then defined to be equal to the residue of $\omega_1$,

$$\text{Res}_S[\omega_n] \equiv \text{Res}_S[\omega_1].$$  

Technically speaking, the previous argument shows that the cohomology class of every form contains a form with at most a simple pole on $S$, and the residue map is well defined on cohomology classes. In other words, if $H^k_{dR}$ denotes the $k$-th de Rham cohomology group, then we may interpret the residue as a map $\text{Res}_S : H^k_{dR}(X - S) \to H^{k-1}_{dR}(S)$.

The previous definition generalizes the notion of residue from complex analysis. Indeed, if $X = \mathbb{C}$, then an irreducible subvariety $S$ necessarily has the form $s(z) = z - a = 0$, i.e., it is an isolated point in the complex plane. Consider the one-form

$$\omega_n = \frac{g(z)}{(z-a)^n} dz,$$

where $g$ is holomorphic and nonvanishing at $z = a$. Using the Leibniz rule, it is easy to check that

$$\omega_{n-l} = \frac{g^{(l)}(z)}{(n-1)\cdots(n-l)(z-a)^{n-l}} dz,$$

and so the residue is the zero-form

$$\text{Res}_S[\omega_n] = \text{Res}_S[\omega_1] = \frac{g^{(n-1)}(a)}{(n-1)!},$$

in agreement with the usual residue calculus.
At this point, this definition of multivariate residues is a property only of differential forms, and it does not make reference to any contour integration. We now discuss the interplay of multivariate residues and contour integrals, in particular the generalization of the residue theorem to the multivariate case. We first need to define the equivalent of an integration contour that encircles the singular surface $S$ in the case where $S$ is not just a single point, but a variety of codimension 1. Consider a $k$-cycle $S$. Since $S$ has complex codimension 1 (i.e., real codimension 2), to each point $P \in S$ we can associate a small circle in the complex plane ‘transverse’ to $S$ and centered on $P$. If we carry out this construction for every point of the $k$-cycle $S$, we obtain a $(k+1)$-cycle, called the tubular neighborhood, which ‘wraps around’ the $k$-cycle $S$. By construction, $\delta \sigma$ does not intersect $\sigma$. The linear operator $\delta$ which assigns to a $k$-cycle its tubular neighborhood is called the Leray coboundary.

The tubular neighborhood and the Leray coboundary provide a generalization of the residue theorem to the multivariate case. More precisely, if $\omega$ is a $(k+1)$ form on $X - S$ and $\sigma$ is a $k$-cycle in $S$, then we have \[ \int_{\delta \sigma} \omega = 2\pi i \int_{\sigma} \text{Res}_S[\omega]. \] (3.8)

The right-hand side is well defined because the residue is regular on the singular surface $S$, and the left-hand side because $\delta \sigma$ is a $(k+1)$-cycle on $X - S$.

Let us illustrate that eq. (3.8) reduces to the usual residue theorem in the case where $X = \mathbb{C}$, the singular surface $S$ is the isolated point defined by $s(z) = z - a = 0$, and we consider the one-form $\omega_n$ defined in eq. (3.5). Since $S$ is an isolated point, it contains a single 0-cycle $n$, which is the point $a$ itself. The tubular neighborhood of a point is a small circle around this point. Hence, we obtain

\[ \int_{\delta \sigma} \omega_n = \oint g(z) \frac{dz}{(z-a)^n} = 2\pi i \frac{g^{(n-1)}(a)}{(n-1)!} = 2\pi i \int_{z=a} \text{Res}_S[\omega_n]. \] (3.9)

We conclude our discussion of the generalized residue theorem with a comment on the interpretation of the residue map and the Leray coboundary. One can show that the Leray coboundary of a cycle is a cycle and that of a boundary a boundary. Therefore $\delta$ is well-defined on (singular) homology classes, i.e., it defines a map $\delta: H_k(S) \to H_{k+1}(X - S)$. It is known from de Rham’s theorem that the (complexified) de Rham cohomology and singular homology groups are dual to each other, where the duality is expressed by the bilinear form defined by the integration of differential forms over cycles,

\[ \langle \cdot, \cdot \rangle : H_k \times H^k_{dR} \to \mathbb{C}; \quad (\sigma, \omega) \mapsto \langle \sigma | \omega \rangle \equiv \int_{\sigma} \omega. \] (3.10)

In this context the Leray coboundary and residue maps can be understood as dual to each other, because we can use this bilinear form to write the residue theorem as

\[ \langle \delta \sigma | \omega \rangle = 2\pi i \langle \sigma | \text{Res}_S[\omega] \rangle. \] (3.11)

So far, we have only considered the situation where $\omega$ has a pole on a single subvariety $S$. In the following we also need to consider the case where $\omega$ has poles on a family of
subvarieties $S_i$, $1 \leq i \leq m$, defined by the equations $s_i(z) = 0$. We only discuss the case $m = 2$, as the generalization to general $m$ is straightforward. Moreover, it is sufficient to assume that $\omega$ has simple poles along each singular surface $S_i$ (because otherwise we can replace it up to an exact form by a form that only has simple poles). Iterating the previous discussion, we see that we can write $\omega$ in the form

$$
\omega = \frac{ds_1}{s_1} \wedge \frac{ds_2}{s_2} \wedge \psi_{12} + \frac{ds_1}{s_1} \wedge \psi_1 + \frac{ds_2}{s_2} \wedge \psi_2 + \theta, \quad (3.12)
$$

where $\psi_1, \psi_2$ are regular on each $S_i$, $\psi_{12}$ on $S_1 \cap S_2$ and $\theta$ everywhere. The composed residue of $\omega$ on $S_1$ and $S_2$ is defined as the restriction of $\psi_{12}$ to $S_1 \cap S_2$,

$$
\text{Res}_{S_1S_2}[\omega] = \psi_{12}|_{S_1 \cap S_2}. \quad (3.13)
$$

The definition makes it clear that the composed residue is antisymmetric in the order of the singular surfaces: $\text{Res}_{S_1S_2} = -\text{Res}_{S_2S_1}$. Composed residues at poles of higher order are defined in the obvious way. In particular, the composed residue map is well defined on cohomology classes, and we obtain a map $\text{Res}_{S_1S_2} : H^k_{dR}(X - (S_1 \cup S_2)) \to H^{k-2}_{dR}(S_1 \cap S_2)$.

A special case of the previous definition is the residue at a global pole. For $\text{dim } X = n$, consider the differential $n$-form

$$
\omega = \frac{h(z)}{s_1(z) \ldots s_n(z)} d^n z. \quad (3.14)
$$

For simplicity, we only discuss the case of simple poles. If we change variables to $y_i = s_i(z)$, we find

$$
\omega = \frac{h(y)}{J(y) y_1 \ldots y_n} d^n y, \quad (3.15)
$$

where $J(y)$ denotes the jacobian. It is now easy to see that the composed residue agrees with the value of the residue at the global pole (up to the sign coming from the ordering of the singular surfaces),

$$
\text{Res}_{S_1 \ldots S_n}[\omega] = \pm \frac{h(0)}{J(0)}. \quad (3.16)
$$

We can generalize the residue theorem (3.8) to the situation where we have multiple singular surfaces. In the special case of two singular surfaces, it reads

$$
\int_{\delta_{S_1S_2}} \omega = (2\pi i)^2 \int_{\sigma} \text{Res}_{S_2S_1}[\omega], \quad (3.17)
$$

where $\omega$ is a $(k + 2)$-form on $X - (S_1 \cup S_2)$ and $\sigma$ is a $k$-cycle in $S_1 \cap S_2$. The iterated Leray coboundary is defined in the obvious way,

$$
\delta_{S_1S_2} \equiv \delta_{S_1} \delta_{S_2}, \quad (3.18)
$$

where $\delta_{S_i}$ denotes the Leray coboundary associated to the singular surface $S_i$. The composition of Leray coboundaries is antisymmetric in order to compensate for the antisymmetry of the composed residue map:

$$
\delta_{S_1S_2} = -\delta_{S_2S_1}. \quad (3.19)
$$
3.2 Definition of cut integrals

Let us now turn to our definition of one-loop cut integrals. Let \( C \) denote a subset of propagators that are called cut, while the remaining propagators are called uncut. Following the usual approach in the physics literature, we want to define a cut integral as the original loop integral where the contour has been replaced by a contour \( \Gamma_C \) which encircles the poles of the cut propagators (and no other poles). As a consequence, we can take residues at the locations of the poles of the cut propagators. In this section we give a rigorous definition of this procedure using the concepts from multivariate residue calculus reviewed in the previous section. In a nutshell, to every integrand (i.e. differential form) of a Feynman integral, we can associate a new integrand by acting with the composed residue map corresponding to the singular surfaces where the propagators in \( C \) are on shell. The resulting integrand can be naturally integrated over a cycle which corresponds to the intersection of the singular surfaces. Using the generalized residue theorem (3.8), we can relate the integral over the locus where the propagators are on shell to the original loop integral over a deformed contour \( \Gamma_C \), whose homology class is defined unambiguously using the iterated Leray coboundary. In the remainder of this section we discuss all these steps in detail. We focus on one-loop integrals, although many of the concepts easily generalize beyond one loop.

Let us start by defining the residues of a one-loop integral. We know that the residue map acts on differential forms, and it is therefore convenient to cast eq. (2.1) in the form

\[
I_n^D = \int \omega_n^D ,
\]

where we define the differential form

\[
\omega_n^D = \frac{\epsilon^{\gamma_E\epsilon}}{i^n D/2} \frac{d^D k}{D_1 \ldots D_n} ,
\]

with \( D_j = (k - q_j)^2 - m_j^2 + i0 \). The total symmetry of one-loop integrals implies that we can assume, without loss of generality, that the set \( C \) of cut propagators is \( C = [c] \) with

\[
[c] \equiv \{1, \ldots, c\} .
\]

We then define \( E_C \) to be the linear subspace spanned by the vectors \( q_i, i \in C \).

Our first goal is to compute the composed residue \( \text{Res}_C[\omega_n^D] \equiv \text{Res}_{S_1 \ldots S_c}[\omega_n^D] \), where \( S_i \) denotes the hypersurface where the \( i \)-th propagator is on shell, \( D_i = 0 \). Note that \( \text{Res}_C[\omega_n^D] \) is only defined up to a sign, corresponding to the ordering of the singular surfaces. We only discuss the case of propagators with unit powers, but the generalization to arbitrary integer powers is straightforward (one simply applies the result for poles of higher order quoted in the previous section).

In order to evaluate the residues, we need to write \( \omega_n^D \) in a form which mimics eq. (3.1). This can be achieved by changing a subset of integration variables to be the cut propagators \([1, 39–41]\). We start by decomposing the loop momentum as \( k = k_\parallel + k_\perp \), where \( k_\parallel \) denotes the projection of \( k \) onto the subspace \( E_C \). In this subspace we change integration
variables to the scalar products $k \cdot (q_i - q_*)$, $i \in C \setminus \{*\}$, where $*$ denotes any particular element of $C$ (for example the element with the lowest index). We introduce polar coordinates in the transverse space, and we change variables from $k^2$ to $k^2$. This new parametrization has the advantage that all the cut propagators are linear in the new variables $k^2$ and $k \cdot q_i$, $i \in C \setminus \{*\}$, and so we can easily change variables to the cut propagators $D_i$, $i \in C$. At the end of this procedure, the differential form $\omega^D_n$ can be written as

$$\omega^D_n = \frac{2^{-c} e^{\gamma_E} \mu}{\sqrt{\mu^c H_C}} \left( \frac{H_C}{\text{Gram}_C} \right)^{(D-c)/2} \frac{d\Omega_{D-c}}{i \pi^{D/2}} \left( \prod_{j \notin C} \frac{1}{D_j} \right) \left( \prod_{j \in C} \frac{dD_j}{D_j} \right),$$  \tag{3.23}

where $\mu = +1$ ($-1$) in Euclidean (Minkowski) signature, $d\Omega_{D-c}$ denotes the integration measure on the $(D-c)$-sphere $S^c_\perp \simeq S^{D-c}$ in the $(D - c + 1)$-dimensional transverse space, and we have introduced the Gram determinants

$$H_C = \det ((k - q_i) \cdot (k - q_j))_{i,j \in C},$$  \tag{3.24}

$$\text{Gram}_C = \det ((q_i - q_* \cdot (q_j - q_*))_{i,j \in C \setminus \{*\}}.$$  \tag{3.25}

A detailed proof of eq. (3.23) is presented in appendix A.

Equation (3.23) is precisely the form that we need to compute the composed residue of $\omega^D_n$, and we immediately find

$$\text{Res}_C[\omega^D_n] = 2^{-c} e^{\gamma_E} \frac{d\Omega_{D-c}}{i \pi^{D/2}} \left[ \frac{1}{\sqrt{\mu^c H_C}} \left( \frac{H_C}{\text{Gram}_C} \right)^{(D-c)/2} \left( \prod_{j \notin C} \frac{1}{D_j} \right) \right]_{C},$$  \tag{3.26}

where the notation $[,]_C$ indicates that the expression inside square brackets should be evaluated on the locus where the cut propagators vanish. We can further simplify this expression by noting that the Gram determinant $[H_C]_C$ can be written in a more familiar form, manifestly independent of $k$. Indeed, if $(k - q_i)^2 = m_i^2$ and $(k - q_j)^2 = m_j^2$, then

$$2(k - q_i) \cdot (k - q_j) = (k - q_i)^2 + (k - q_j)^2 - (q_i - q_j)^2 = m_i^2 + m_j^2 - (q_i - q_j)^2.$$  \tag{3.27}

and therefore

$$[H_C]_C = Y_C,$$  \tag{3.28}

where $Y_C$ is the modified Cayley determinant, defined by

$$Y_C = \det \left( \frac{1}{2}(-(q_i - q_j)^2 + m_i^2 + m_j^2) \right)_{i,j \in C}.$$  \tag{3.29}

Hence, we can write the residue in the form

$$\text{Res}_C[\omega^D_n] = 2^{-c} e^{\gamma_E} \frac{Y_C}{\sqrt{\mu^c Y_C}} \left( \frac{Y_C}{\text{Gram}_C} \right)^{(D-c)/2} \frac{d\Omega_{D-c+1}}{i \pi^{D/2}} \left[ \prod_{j \notin C} \frac{1}{(k - q_j)^2 - m_j^2} \right]_{C}.$$  \tag{3.30}

\footnote{The signs of the determinants depend on the order of the elements of $C$. From here on, we assume that a definite order has been chosen.}
We recall that the residue is only defined up to a sign that varies according to the ordering of the singular surfaces.

Let us now turn to our definition of cut integrals. The residue in eq. (3.30) is a differential form on the \((D - c)\)-sphere \(S_\perp\) in the transverse space. It is therefore natural to define a one-loop cut integral as

\[
C_C I_n \equiv (2\pi i)^{|c/2|} \int_{S_\perp} \text{Res}_C[\omega_n^D] \mod i\pi
\]

\[
= 2^{-c} (2\pi i)^{|c/2|} e^{\gamma_E c} \left( \mu \frac{Y_C}{\text{Gram}_C} \right)^{(D-c)/2} \int_{S_\perp} \frac{d\Omega_{D-c}}{i\pi^{D/2}} \left[ \prod_{j \notin C} \frac{1}{(k - q_j)^2 - m_j^2} \right] \mod i\pi ,
\]

where the normalization factor \((2\pi i)^{|c/2|}\) has been introduced to allow us to remove the leading power of \(i\pi\). Just like the residue form in eq. (3.30), our cut integrals are only defined up to a sign. In addition, depending on the kinematic point, the ratio of determinants raised to non-integer powers, as well as the integral over the sphere, may develop imaginary parts for which a prescription needs to be defined. For the purpose of this paper, we are not concerned with the value of this region-dependent imaginary part, which means that the value of \(C_C I_n\) is defined only up to branch cuts. This is why we assume from now on that our definition (3.31) is only valid modulo \(i\pi\).

3.3 The integration contour

Let us discuss in more detail the choice of the integration contour \(S_\perp\) in eq. (3.31). We will show that the sphere \(S_\perp\) can be identified with the intersection of the singular surfaces, \(S_C \equiv \bigcap_{j \in C} S_j\). Throughout this section we work in real Euclidean kinematics, because it makes the geometric intuition more transparent. In other words, we perform an analytic continuation to Euclidean momenta

\[
k^E = (-ik_0, k_1, \ldots, k_{D-1}) \quad \text{and} \quad q_j^E = (-iq_{j0}, q_{j1}, \ldots, q_{j(D-1)}) .
\]

The Euclidean vectors satisfy

\[
(k^E)^2 = -k^2, \quad (q_j^E)^2 = -q_j^2, \quad k^E \cdot q_j^E = -k \cdot q_j .
\]

The transition to Euclidean kinematics induces a sign change in both the Gram and modified Cayley determinants \(((1)^c \text{ in (3.24)} \text{ and } (-1)^{c-1} \text{ in (3.25)})\), which amounts to changing the sign of \(\mu\) in eq. (3.23).

In order to define the residue, we have decomposed the space \(\mathbb{R}^D\) in which the loop momentum \(k^E\) lives as

\[
\mathbb{R}^D = \mathcal{E}_C \times \mathbb{R}_+ \times S_\perp ,
\]

where the subspace \(\mathcal{E}_C \times \mathbb{R}_+\) is parametrized by \((k^E)^2\) and \(k^E \cdot q_j^E, j \in \{2, \ldots, c\}\) (recall that in our parametrization we take \(q_1 = q_1^E = 0_D\)). The on-shell constraints,

\[
(k^E - q_j^E)^2 + m_j^2 = 0, \quad \forall j \in C ,
\]

\[
(3.35)
\]
fix all the components of \( k^E \) in the subspace \( \mathcal{E}_C \times \mathbb{R}_+ \), but the degrees of freedom of \( k^E \) parametrized by the sphere \( S_\perp \) are unconstrained. Moreover, the on-shell constraints (3.35) allow us to identify the singular surfaces \( S_j \) as \((D-1)\)-spheres. In other words, the remaining components of \( k^E \) are constrained to lie on the intersection of the singular surfaces \( S_j \). Since \( S_C \) and \( S_\perp \) have the same dimension, the intersection \( S_C \) must coincide with the sphere \( S_\perp \).

Let us explain more explicitly why the intersection \( S_C \) is a sphere. We can subtract one of the equations in eq. (3.35) from the \((c-1)\) remaining equations, and we obtain

\[
\begin{align*}
    (k^E - q_i^E)^2 &= -m_i^2, & i \in C \\
    2k^E \cdot (q_i^E - q_j^E) &= (q_i^E)^2 + m_i^2 - (q_j^E)^2 - m_j^2, & j \in C, j \neq i.
\end{align*}
\]

We see that the intersection of \( c \) spheres is equivalent to the intersection of a single sphere with \((c-1)\) hyperplanes. In order to conclude that this intersection is a sphere, it is sufficient to note that the intersection of a sphere with one hyperplane is again a sphere of one dimension less. It follows inductively that the total intersection \( S_C \) is a \((D-c)\)-sphere.

A recurrent theme in the physics literature states that cuts correspond to integrals of the original integrand \( \omega_n^D \) over a deformed contour \( \Gamma_C \) that encircles the poles of the cut propagators. We can now make this statement concrete, and we explicitly construct this integration contour. Indeed, \( S_\perp = S_C \) it follows that \( S_\perp \) is a cycle in \( S_C \), and so the generalized residue theorem (3.8) applied to the cut integral in eq. (3.31) gives

\[
C_C I_n = (2\pi i)^{[c/2]} \int_{S_\perp} \text{Res}_C [\omega_n^D] = (2\pi i)^{-[c/2]} \int_{\delta_C \cdot S_\perp} \omega_n^D, \tag{3.37}
\]

where \( \delta_C \equiv \delta_{S_1, \ldots, S_c} \) denotes the iterated Leray coboundary. We then see that we can identify the integration contour \( \Gamma_C \) with \( \delta_C \cdot S_\perp \),

\[
C_C I_n = (2\pi i)^{-[c/2]} \int_{\Gamma_C} \omega_n^D. \tag{3.38}
\]

To summarize, we have identified an integration contour that ‘encircles’ all the poles of a given subset \( C \) of propagators, making precise the (sometimes rather vague) definition of cuts in the literature. This contour is determined by the action of the iterated Leray coboundary on the intersection \( S_C \) of the singular surfaces. The latter has the topology of a sphere. In the mathematical literature, \( S_C \) and \( \Gamma_C \) are sometimes referred to as the vanishing sphere and the vanishing cycle respectively. This nomenclature will become clear in the next section.

### 3.4 Polytope geometry and the Landau conditions

In this section we present a geometric interpretation of the final formula (3.31) for one-loop cut integrals in terms of the geometry of the polytopes determined by the external momenta together with the loop momentum. Our polytope picture reproduces a similar geometric picture in the works of Cutkosky in the case of the three-point function [1]. Let \( Q_C \) denote the \((c-1)\)-simplex spanned by the edges \( \{q_i^E - q_j^E : i \in C \setminus \{\ast\}\} \), arranged as
Figure 1. The simplex $K_C$ whose base is the simplex $Q_C$, with the transverse component $k_E^\perp$ of the loop momentum.

vectors emanating from the common point $q_i^E$, $i \in C$.\footnote{At this point, we do not yet assume that the propagators in $C$ are cut.

Similarly, $K_C$ denotes the $c$-simplex spanned by the edges \{ $k^E - q_s^E, q_i^E - q_s^E : i \in C \setminus \{s\}$\} (see figure 1). Notice that the vertices of these simplices correspond directly to the dual momentum variables. For definiteness, we assume without loss of generality that $C = [c]$ and $q_s^E = q_1^E$.

By construction, the polytope $Q_C$ lives in the linear subspace $E_C$, and it is a face of the simplex $K_C$. The altitude of the polytope $K_C$ above the face $Q_C$ is given by $|k_\perp| = |k_E^\perp|$. Our goal is to describe the geometrical properties of these two polytopes. We define the following matrices whose columns are formed by our momentum vectors,

$$Q_C = \begin{pmatrix} q_2^E - q_1^E & q_3^E - q_1^E & \cdots & q_c^E - q_1^E \end{pmatrix},$$
$$K_C = \begin{pmatrix} k^E - q_1^E & q_2^E - q_1^E & \cdots & q_c^E - q_1^E \end{pmatrix}, \quad K_\emptyset = (k^E).$$  \hfill (3.39), (3.40)

Since it is preferable to work with Lorentz invariant expressions, we construct Gram determinants, and we can then write the volumes of the simplices in terms of their square roots. In particular, the Gram determinants that we are going to consider are

$$\text{Gram}_C = \det Q_C^T Q_C, \quad \text{Gram}_\emptyset = 1,$$
$$H_C = \det K_C^T K_C.$$  \hfill (3.41), (3.42)

It is easy to check that $\text{Gram}_C$ and $H_C$ agree with the definitions of the Gram determinants in eq. (3.24) and eq. (3.25). The volumes of the simplices can then be written as

$$\text{vol} \ Q_C = \frac{1}{(c-1)!} |\text{Gram}_C|^{1/2},$$
$$\text{vol} \ K_C = \frac{1}{c!} |H_C|^{1/2}.$$  \hfill (3.43), (3.44)
We now use the fact that the volume of an $N$-simplex can be computed in two equivalent ways: first, by taking the determinant of the matrix whose columns are the edge vectors emanating from a common vertex, divided by $N!$, or second, by multiplying the volume of one of its $(N-1)$-dimensional faces by the altitude above that face, divided by $N$. We conclude that the altitude of the polytope $K_C$ above the face $Q_C$ is given by

$$|k_\perp| = \left| \frac{H_C}{\text{Gram}_C} \right|^{1/2}.$$  \hspace{1cm} (3.45)

So far, all the considerations are generic and apply independently of any propagators being cut. In the special case where the propagators from the set $C$ are cut, we know that $|Y_C| = |[H_C]_C|$, and we see that the height of $K_C$ is fixed by the on-shell conditions in terms of the modified Cayley and Gram determinants,

$$|[k_\perp]_C| = \left| \frac{Y_C}{\text{Gram}_C} \right|^{1/2}.$$  \hspace{1cm} (3.46)

In other words, we see that the radius of the vanishing sphere $S_\perp = S_C$ is fixed by eq. (3.46).

In order to understand the geometric meaning of eq. (3.46) and the nomenclature for the vanishing spheres $S_C$ and cycles $\Gamma_C$, it is useful to understand the connection between cut integrals and the Landau conditions [4], a set of necessary conditions on the external kinematics for a pinch singularity to occur. If we work in Euclidean kinematics, then the Landau conditions for a one-loop integral take the form

$$\alpha_i \left[ (k^E - q^E_i)^2 + m_i^2 \right] = 0, \hspace{0.5cm} \forall i.$$  \hspace{1cm} (3.47)

and

$$\sum_{i=1}^{n} \alpha_i (k^E - q^E_i) = 0.$$  \hspace{1cm} (3.48)

The equations of the first Landau condition factorize: for each $i$, either $\alpha_i = 0$ or else the propagator is on shell. Stated differently, if $C$ is the set of cut propagators, the first Landau condition can be satisfied by setting $\alpha_i = 0$ for all $i \notin C$.\footnote{Landau originally insisted that all $\alpha_i \neq 0$; otherwise he considered it to be a singularity of a pinched graph rather than the original graph. The interest of configurations with some $\alpha_i = 0$ was soon realized. In particular, the case where all but two $\alpha_i = 0$ corresponds to discontinuities on physical channels [1, 3, 21].} After imposing the first Landau condition, the second Landau condition can be restated as

$$\sum_{i \in C} \alpha_i (k^E - q^E_i) = 0.$$  \hspace{1cm} (3.49)

In order to characterize the solution space of eq. (3.49), we can contract the equation with each momentum propagator $(k^E - q^E_j)$ for $j \in C$, giving the matrix equation

$$\begin{pmatrix}
(k^E - q^E_1) \cdot (k^E - q^E_1) & \ldots & (k^E - q^E_1) \cdot (k^E - q^E_c) \\
\vdots & \ddots & \vdots \\
(k^E - q^E_c) \cdot (k^E - q^E_1) & \ldots & (k^E - q^E_c) \cdot (k^E - q^E_c)
\end{pmatrix}
\begin{pmatrix}
\alpha_1 \\
\vdots \\
\alpha_c
\end{pmatrix} = 0.$$  \hspace{1cm} (3.50)
This linear system has a nontrivial solution only if its determinant vanishes. This determinant is the same as the Gram determinant $H_C$ defined in eq. (3.24), except that the momenta are Euclidean. We have seen that upon putting the propagators on-shell, $H_C$ becomes equal to the modified Cayley determinant $Y_C$. Equation (3.50) thus has a nontrivial solution if and only if $Y_C = 0$. These solutions to the Landau conditions, corresponding to kinematic configurations where the modified Cayley determinant $Y_C$ vanishes, are called singularities of the first type.\footnote{By the argument above, singularities of the first type comprise all solutions to the Landau conditions for finite values of loop momentum. Later we will also encounter singularities of the second type. These are a separate class of solutions obtained at infinite loop-momentum, which are more conveniently analyzed in a different representation of Feynman integrals [2].}

There is a nice geometric interpretation of the Landau conditions at one loop. The on-shell conditions force the volume of the polytope $K_C$ to be proportional to the (absolute value of the) modified Cayley determinant $Y_C$. Hence, we see that the volume of $K_C$ vanishes at points where both Landau conditions are satisfied. Moreover, we know from eq. (3.46) that the radius of the sphere $S_C$ is proportional to the square root of $Y_C$, and so we see that the radius of $S_C$ vanishes at the position of the pinch singularity. This is the reason for the names vanishing sphere and cycle for $S_C$ and $C = \delta_C S_C$.

4 Explicit results for some cut integrals

In order to make the definitions of the previous section more concrete, we now present some explicit results for cut integrals. We give a concrete parametrization for the loop momentum with which the remaining integration in eq. (3.31) can be carried out. We identify conditions under which cuts can vanish identically and discuss their geometric interpretation. We then present some explicit results for maximal and next-to-maximal cuts.

4.1 Evaluation of the residues

We first introduce a parametrization of the loop momentum $k$ such that the residues factorize and can be computed sequentially. To align the indices of the $n$ propagators with those of the components of the momenta, we relabel the propagators from 0 to $n - 1$ and using the $S_n$-symmetry of one-loop integrals, we assume without loss of generality that the set of cut propagators is $C = \{n - 1, 0, 1, \ldots, c - 2\}$, with all indices understood mod $n$. In this section, $C$ will always denote this set. We use momentum conservation to set $q_{n-1} = 0_D$.

Throughout this section, we work with the Euclidean momenta introduced in eq. (3.32) and in a frame where

$$q_j^E = (q_{j0}^E, \ldots, q_{jj}^E, 0_{D-j-1}) , \quad q_{jj}^E > 0 . \quad (4.1)$$

We can parametrize the vector $k^E$ as

$$k^E = r \left( \cos \theta_0, \cos \theta_1 \sin \theta_0, \ldots, \cos \theta_{n-2} \prod_{j=0}^{n-3} \sin \theta_j, 1_{D-n+1}, \prod_{j=0}^{n-2} \sin \theta_j \right) , \quad (4.2)$$
where \(1_{D-n+1}\) is a unit vector in \((D-n+1)\) dimensions, \(r \geq 0\), and \(0 \leq \theta_j < \pi\). The integration in the remaining \((D-n+1)\) dimensions is trivial, and we obtain the following integration measure,

\[
\int d^{D}k = i \int d^{D}k^{E} = \frac{i\pi^{D-n+1}}{\Gamma(\frac{D-n+1}{2})} \int dr^{2} (r^{2})^{\frac{D-2}{2}} \prod_{j=0}^{n-2} \int_{0}^{\pi} d\theta_{j} \sin^{D-2-j} \theta_{j}. \tag{4.3}
\]

Next, for each angle \(\theta_{j}\), we change variables to \(t_{j} = (\cos \theta_{j} + 1)/2\). The propagators can be written as

\[
(k^{E} - q_{j}^{E})^{2} + m_{j}^{2} = -A_{j}(r,t_{0},t_{1},\ldots,t_{j-1}) + t_{j} B_{j}(r,t_{0},t_{1},\ldots,t_{j-1}). \tag{4.4}
\]

We then obtain the following expressions for \(A_{j}\) and \(B_{j}\),

\[
\begin{align*}
A_{j} &= 2r \left[ \sum_{\alpha=0}^{j-1} q_{j\alpha}^{E} (2t_{\alpha} - 1) \left( \prod_{\gamma=0}^{\alpha-1} 2 \sqrt{t_{\gamma}(1-t_{\gamma})} \right) - 2^{j} q_{jj}^{E} \left( \prod_{\gamma=0}^{j-1} \sqrt{t_{\gamma}(1-t_{\gamma})} \right) \right] \\
&\quad - m_{j}^{2} - (q_{j}^{E})^{2} - r^{2}, \\
B_{j} &= -2^{j+2} r q_{jj}^{E} \prod_{\beta=0}^{j-1} \sqrt{t_{\beta}(1-t_{\beta})}. \tag{4.5}
\end{align*}
\]

Equations (4.4) and (4.5) make manifest the main property of our parametrization that allows us to evaluate all the residues sequentially. We see from eq. (4.4) that the propagators have only simple poles in the variables \(t_{j}\). Indeed, from eq. (4.5) we see that \(A_{j}\) and \(B_{j}\) only depend on the \(t_{\alpha}\) with \(\alpha < j\), and so the position of the poles of the cut propagators can easily be determined in terms of the variables \(t_{j}\). It is then easy to see that in this parametrization the residues factorize, and so we can evaluate the residues sequentially at the simple poles in the \(t_{j}\). It will be useful to introduce the following notation for the positions of the poles, corresponding to the values of the \(t_{j}\) where eq. (4.4) vanishes,

\[
T_{j}(r,t_{0},\ldots,t_{j-1}) = \frac{A_{j}(r,t_{0},\ldots,t_{j-1})}{B_{j}(r,t_{0},\ldots,t_{j-1})}. \tag{4.6}
\]

In terms of the functions \(T_{j}\), the propagators in eq. (4.4) can be written as

\[
(k^{E} - q_{j}^{E})^{2} + m_{j}^{2} = B_{j}(r,t_{0},\ldots,t_{j-1}) \left[ t_{j} - T_{j}(r,t_{0},\ldots,t_{j-1}) \right]. \tag{4.7}
\]

Equation (4.7) shows that in our parametrization each propagator \((k^{E} - q_{j}^{E})^{2} + m_{j}^{2}\) is naturally associated with a variable \(t_{j}\) in which this propagator has a simple pole. The only exception is the propagator \((n-1)\), which is associated to the radial coordinate \(r\),

\[
(k^{E})^{2} + m_{n-1}^{2} = r^{2} + m_{n-1}^{2}. \tag{4.8}
\]

Before turning to the evaluation of the residues, it is instructive to see how the uncut integral looks in this parametrization. Since the integration contour is real and

\[
\sin \theta_{j} = 2 \sqrt{t_{j}(1-t_{j})}, \tag{4.9}
\]
all the \( t_j \) must vary in the range \([0, 1]\), and the uncut integral can be written as

\[
I_n = (-1)^n \frac{2^{n-2} (D-2-j) e^{\gamma \epsilon}}{\pi^{n-1} \Gamma(\frac{D-n+1}{2})} \int_0^\infty dr^2 \left( \frac{r^2}{r^2 + m_{n-1}^2} \right)^n \prod_{j=0}^{n-2} \int_0^1 dt_j \left( \frac{[t_j (1-t_j)]^{D-3-j}}{B_j (t_j - T_j)} \right),
\]

where we have dropped the dependence of the functions \( B_j \) and \( T_j \) on their arguments.

Let us now consider the cut integrals \( C_n I_n \). We have already seen that \( B_j \) and \( T_j \) only depend on the radial coordinate \( r \) and the \( t_a \) with \( a < j \). We can then easily evaluate the residues by starting from the integrand of the uncut integral, eq. (4.10), and taking the residues at the poles of the cut propagators. In our parametrization, the position of the poles are defined iteratively by

\[
r^2 = -m_{n-1}^2 \quad \text{and} \quad t_j = t_{j,p} \equiv T_j \left( \sqrt{-m_{n-1}^2, t_{0,p}, \ldots, t_{j-1,p}} \right).
\]

The cut integral \( C_n I_n \) is computed by sequentially taking the residues at each pole,

\[
C_n I_n = \frac{(2\pi i)^{|c/2|} e^\gamma \epsilon}{\pi^{n-1} \Gamma(\frac{D-n+1}{2})} 2^{n-2} (D-2-j) \prod_{j=0}^{n-2} \left[ \prod_{j=0}^{c-2} \int_0^1 dt_j \left( \frac{[t_j (1-t_j)]^{D-3-j}}{B_j (t_j - T_j)} \right) \right],
\]

where \( f^n_c \) collects the remaining \((n-c)\) integrations,

\[
f^n_c (r, t_0, \ldots, t_{c-2}) \equiv 2^{n-2} (D-2-j) \prod_{j=c-1}^{n-2} \int_0^1 dt_j \left( \frac{[t_j (1-t_j)]^{D-3-j}}{B_j (t_j - T_j)} \right),
\]

corresponding to the unconstrained variables \( t_j \) with \( c-1 \leq j \leq n-2 \) that vary in the range \([0, 1]\), just as in the case of the uncut integral in eq. (4.10). We have suppressed the factor of \((-1)^n\) that appears in eq. (4.10) because we do not keep track of the overall sign of cut integrals, as discussed below eq. (3.30). We will continue to suppress other powers of \(-1\) in the equations that follow.

The residues in eq. (4.12) involve only simple poles, and so they can all be easily evaluated by eliminating the relevant denominators and substituting the values of \( t_j \) at the poles in the remaining expression, see eq. (4.11). We find that

\[
C_n I_n = (2\pi i)^{|c/2|} \frac{2^{n-2} (D-2-j) e^{\gamma \epsilon}}{\pi^{n-1} \Gamma(\frac{D-n+1}{2})} (-m_{n-1}^2)^{D/2} \prod_{j=0}^{c-2} \left[ \frac{[f^n_c]_C}{[B_j]_C} \right] \left( \prod_{j=0}^{c-2} \int_0^1 dt_j \left( \frac{[t_j (1-t_j)]^{D-3-j}}{B_j (t_j - T_j)} \right) \right). \]

The function \( f^n_c \) has been normalized such that in the case where all propagators are cut, \( c = n \), we have \([f^n_n]_C = 1\). Our goal is to identify \([f^n_c]_C\) with the integration over the vanishing sphere \( S_C \) in eq. (3.31),

\[
[f^n_c]_C = 2^{n-2} \prod_{j=c-1}^{n-2} \int_0^1 dt_j \left( \frac{[t_j (1-t_j)]^{D-3-j}}{[B_j]_C (t_j - T_j)} \right)
\]

\[
= \frac{\Gamma(\frac{D-n+1}{2})}{2\pi^{n-2} \Gamma(\frac{D-n+1}{2})} \int_{S_C} d\Omega \left( \frac{1}{[k^2 - q_j^2]_C} \right) \left( \prod_{j \notin C} \frac{1}{(k^2 - q_j^2 + m_j^2)_C} \right).
\]
In order to show that this is true, we need to show that the factors multiplying $[f^n_C]$ in eq. (4.14) combine to give the modified Cayley and Gram determinants in eq. (3.31).

We consider the polytope picture of cut integrals introduced in section 3.4, adapted to our choice of frame. We use the notation of section 3.4, set $q^E_n = q^E_{n-1} = 0$, and keep $C = \{n-1,0,\ldots,c-2\}$ as above. Our goal is to express some of the components of the momenta $q^E_i$ in terms of invariants. Since the parametrization in eqs. (4.1) and (4.2) relies on a specific ordering of the momenta $q^E_i$, we denote by $Q_{[0,1,2,\ldots,j]}$ and $K_{[k^E,0,1,2,\ldots,j]}$ the simplices with edges $\{q^E_0,\ldots,q^E_j\}$ and $\{k^E, q^E_0, \ldots, q^E_j\}$ respectively, with the edges given in this order. These simplices are represented in figure 2.

We observe that with the parametrization given in eq. (4.1) and eq. (4.2), each angle $\theta_j$ can be interpreted as the dihedral angle between the faces $K_{[k^E,0,1,2,\ldots,j-1]}$ and $Q_{[0,1,2,\ldots,j]}$ in the simplex $K_{[k^E,0,1,2,\ldots,j]}$. If we further let $\phi_j$ be the angle between the edge $k^E$ and the face $Q_{[0,1,2,\ldots,j]}$, then

$$\sin \phi_j = \prod_{k=0}^{j} \sin \theta_k. \quad (4.16)$$

Now we examine the equivalent formulas for computing volumes. Consider the simplex $K_{[k^E,0,1,2,\ldots,j]}$ and its face $Q_{[0,1,2,\ldots,j]}$. The altitude of the simplex above this face is the distance from the endpoint of $k^E$ to $Q_{[0,1,2,\ldots,j]}$, which is $r \sin \phi_j$. Similarly, we consider the simplex $Q_{[0,1,2,\ldots,j]}$ and its face $Q_{[0,1,2,\ldots,j-1]}$. The altitude of the simplex above this face is the distance from the endpoint of $q^E_j$ to $Q_{[0,1,2,\ldots,j-1]}$, which is simply the (modulus of the)
$j$-th component $q_j^E$ of the vector $q_j^E$. We obtain the following two relations,

$$r \sin \phi_j = \frac{Y_{j+2}}{\text{Gram}_{j+2}}^1, \quad q_{jj}^E = \frac{\text{Gram}_{j+2}}{\text{Gram}_{j+1}}^1,$$

(4.17)

where we use the shorthand $Y_{j+2} = Y_{(n-1,0,\ldots,j)}$, and similarly for Gram_{j+2}. Note that $r \sin \phi_j$ is just the altitude $|k_\perp|$ defined in section 3.4.

In order to convert the expressions in eq. (4.14) to determinants, we observe that $t_{a;p}(1 - t_{a;p}) = \sin^2 \theta_j/4 = \sin^2 \phi_j/(4 \sin^2 \phi_{j-1})$, and that $[B_j]_C = -4r \sin \phi_{j-1}q_{jj}^E$. As a consequence of the relations above, we can write

$$r = Y_1^{1/2}, \quad t_{j,p}(1 - t_{j,p}) = \frac{Y_{j+2} \text{Gram}_{j+1}}{4 \text{Gram}_{j+2} Y_{j+1}}^1.$$

(4.18)

It is now straightforward to derive the following result.

$$C_C I_n = (2\pi)^{|c/2|} 2^{1/e} e^{-\gamma_E} \frac{1}{\pi^{n+1} \Gamma \left( \frac{D-n+1}{2} \right)} \left( \frac{\mu}{\text{Gram}_C} \right)^{D/2} [f_c^n]_C.$$

(4.19)

Hence, comparing eq. (4.19) to eq. (3.31), we conclude that eq. (4.15) is proven (we recall that eq. (4.15) only holds in Euclidean kinematics).

### 4.2 Vanishing cuts

We will now state several conditions sufficient for the vanishing of one-loop cut integrals in dimensional regularization in generic kinematics, by which we mean that nonzero invariants are distinct.\(^7\) We define $q_{ij} = q_i - q_j$, and we introduce the following shorthand for set-valued indices: if $i, \ldots, j$ are integers and $C$ is a set of integers, then $C_{i,\ldots,j} I_n$ denotes $C_{(i,\ldots,j)} I_n$, and $C_{C_i} I_n$ denotes $C_{C_i(j)} I_n$. Similar notation is used for the modified Cayley and Gram determinants.

We have identified three classes of vanishing cut integrals. In these cases, at most three propagators are cut:

1) Single-cut integrals vanish if the cut propagator is massless:

$$C_i I_n = 0, \quad \text{if } m_i^2 = 0.$$  \hspace{1cm} (4.20)

2) A double-cut integral vanishes if the momentum flowing through the cut is lightlike:

$$C_{ij} I_n = 0, \quad \text{if } q_{ij}^2 = 0.$$  \hspace{1cm} (4.21)

\(^7\)If we were to consider degenerate kinematics where some internal and external masses become equal, we could have configurations with soft divergences. We would then find other conditions, beyond the ones listed below, under which two- or three-propagator cuts vanish.
3) A triple-cut integral vanishes if the cut isolates a three-point vertex where three
lightlike lines meet:

\[ C_{ijk} I_n = 0, \quad \text{if } q_{ij}^2 = m_i^2 = m_j^2 = 0. \]  

(4.22)

Let us discuss in turn the proofs of these claims, and let us start by showing that the
single cut of a propagator of mass \( m_i^2 \) vanishes in the limit \( m_i^2 \to 0 \). We have \( Y_i = m_i^2 \) and Gram_i = 1, and, using eqs. (3.31) and (4.15), the resulting cut integral is

\[ C_i I_n = \frac{\gamma^4 e^\epsilon}{\pi \frac{n-1}{2} \Gamma \left( \frac{D-n+1}{2} \right)} \left( -m_i^2 \right)^\frac{D-2}{2} [f^n_i]. \]  

(4.23)

This integral will vanish in dimensional regularization, unless \([f^n_i] \) behaves like \((m_i^2)^{(2-D)/2}\) in the limit \( m_i^2 \to 0 \). If this were the case, then \([f^n_i] \) would either be divergent or vanish in the limit. We thus compute \([f^n_i] \), for \( m_i^2 = 0 \) and check that it is finite (neither zero nor divergent). From eq. (4.13) we get

\[ [f^n_i] = 2 \sum_{j=0}^{n-2} (D-2-j) \prod_{j=0}^{n-2} \int_0^1 dt_j \frac{[t_j(1-t_j)]^{\frac{D-3-j}{2}}}{[B_j]_i t_j - [A_j]_i}. \]  

(4.24)

For \( m_i^2 = 0 \), \([.]\) means the quantities inside the bracket should be evaluated at \( r = 0 \). From eq. (4.5), we get

\[ [A_j]_i = A_j(r = 0) = -m_j^2 - (q_j^E)^2 \quad \text{and} \quad [B_j]_i = B_j(r = 0) = 0. \]  

(4.25)

Hence, the integration in eq. (4.15) can be done in closed form, and we obtain

\[ [f^n_i] = \pi \frac{n-1}{2} \Gamma \left( \frac{D-n+1}{2} \right) \prod_{j=0}^{n-2} \left( m_j^2 + (q_j^E)^2 \right)^{-1}, \]  

(4.26)

which shows that \([f^n_i] \) is well behaved as \( m_i^2 \to 0 \). This completes our proof of the vanishing of the massless single cut.

Next, let us consider the conditions for a double cut to vanish. Consider the cut of
two propagators of masses \( m_i^2 \) and \( m_j^2 \), the difference of whose momenta is \( q_{ij} \). We have

\( \text{Gram}_{ij} = (q_{ij}^E)^2 \) and \( Y_{ij} = \lambda(m_i^2, m_j^2, (q_{ij}^E)^2)/4 \), where \( \lambda \) denotes the Källén function,

\[ \lambda(a, b, c) = a^2 + b^2 + c^2 - 2(ab + ac + bc). \]  

(4.27)

The resulting cut integral is

\[ C_{ij} I_n = \frac{i \pi^{\frac{n-1}{2}} e^{\epsilon \epsilon}}{\Gamma \left( \frac{D-n+1}{2} \right)} \left[ \lambda(m_i^2, m_j^2, (q_{ij}^E)^2) \right]^{\frac{D-2}{2}} \left( (q_{ij}^E)^2 \right)^{\frac{2-D}{2}} [f^n_{ij}]. \]  

(4.28)

By an argument similar to the previous case, we can see that this expression vanishes in
dimensional regularization as \((q_{ij}^E)^2 \to 0\). Alternatively, one can see that this conclusion is
correct from eq. (4.12): if \((q_{ij}^E)^2 = 0\), then the corresponding propagator

\[ (k^E - q_{ij}^E)^2 + m_j^2 = B_0(r) t_0 - A_0(r) \]  

(4.29)
is actually independent of $t_0$ because $B_0(r)$ is zero for $(q_{ij}^E)^2 = 0$. In other words, there is no residue associated with $t_0$, and so the cut integral vanishes.

Finally, let us turn to the vanishing of the triple cut. Consider the case where three propagators are cut, as depicted in figure 3, in a way that isolates a three-point vertex connecting three massless lines (in figure 3, the vertex connecting the lines with labels $i$, $j$ and $q_{ij}^E$). At one loop, the three massless lines must include two adjacent massless propagators, labeled by $i$ and $j$, and the external massless line incident to their common vertex carries the momentum $q_{ij}^E$, such that $(q_{ij}^E)^2 = 0$. The choice of the third cut propagator is unimportant, and it is labeled by $k$. The corresponding modified Cayley matrix takes the form

$$Y_{ijk} = \det \begin{pmatrix} 0 & 0 & \frac{m_k^2 - (q_{ik}^E)^2}{2} \\ 0 & 0 & \frac{m_k^2 - (q_{jk}^E)^2}{2} \\ \frac{m_i^2 - (q_{ik}^E)^2}{2} & \frac{m_j^2 - (q_{jk}^E)^2}{2} & m_k^2 \end{pmatrix} = 0. \quad (4.30)$$

The vanishing of the determinant in eq. (4.30) is due to a collinear singularity at the vertex where propagators $i$ and $j$ meet [42]. To conclude that the cut integral vanishes, we follow the same path as for one-propagator cuts and show that $[f_{n3}]_{ijk}$ is regular in this limit (i.e., it neither vanishes nor diverges). To make the connection with the discussion in the previous section, we should relabel indices so that in figure 3 the propagators $i$, $j$ and $k$ become respectively the propagators with index 0, 1 and $n-1$. Then, the collinearity condition corresponds to $\sin \theta_1 = 0$, which through eq. (4.18) implies$^8$ that $t_{1,0}(1-t_{1,0}) = 0$. We then have

$$[B_2]_{ijk} = -2^4 q_{ij}^E \sqrt{t_{0,0}(1-t_{0,0})} \sqrt{t_{1,0}(1-t_{1,0})} = 0, \quad (4.31)$$

which in turn implies that $[B_\alpha]_{ijk} = 0$ for all $\alpha \geq 2$. The integration of the $t_{\alpha}$ in $[f_{n}^\alpha]_{ijk}$ can thus be done in closed form, and we find

$$[f_{n}^\alpha]_{ijk} = \pi \frac{n-3}{2} \Gamma \left( \frac{D-n+1}{2} \right) \prod_{j=2}^{n-2} (-[A_{\alpha}]_{ijk})^{-1}. \quad (4.32)$$

$^8$We can check by explicit calculation that in this collinear configuration either $[B_1]_{ijk} \neq 0$ and $[A_1]_{ijk} = 0$, or $[A_1]_{ijk} = [B_1]_{ijk}$, depending on the details of the parametrization.

Figure 3. Diagram representative of a triple cut.
The last expression is finite, so the limit $Y_{ijk} \to 0$ of $[f^n_{ijk}]$ is well defined. This completes the proof of the vanishing of three-propagator cuts that isolate a massless three-point vertex.

The conditions listed above for one-propagator and three-propagator cuts illustrate that the vanishing of the vanishing sphere (cf. eq. (3.46)) leads to a vanishing cut. In this section, we have simply checked that this conclusion still holds in dimensional regularization when some scales are zero. On the other hand, the two-propagator cut vanishes when the corresponding Gram determinant does: this condition will be analyzed in section 5 in the context of second-type singularities.

We would like to emphasize that cuts such as the quadruple cut of a massless box do not fall into any of the above categories, and in fact this particular cut is nonzero. All of its three-propagator cuts vanish, for the reason given above. On the other hand, for the quadruple cut we have $Y[4] = s^2 t^2 / 16$ and $\text{Gram}[4] = -st(s+t)/4$, and thus we find

$$C[4] = 2^{1-\frac{n}{2}} e^{\gamma\epsilon\epsilon} \left( \frac{\Gamma(1-\epsilon)}{\Gamma(1-2\epsilon)} \right) \left( \frac{Y[4]}{\text{Gram}[4]} \right)^{-\epsilon}.$$  

More generally, we have checked explicitly that $Y_C$ and $\text{Gram}_C$ do not vanish for $4 \leq |C| \leq 8$ in generic kinematic configurations, even in the case where all propagators and external legs are massless. Based on this observation, we conjecture that cuts of four or more propagators never vanish in generic kinematic configurations.

### 4.3 Explicit results for maximal cuts

In this section we show that the general formula (3.31) takes a particularly simple form when all propagators are cut, the so-called maximal cut. In this case, the remaining angular integration in eq. (3.31) is trivial, because the integrand does not contain any additional propagators. We look specifically at the class of one-loop integrals in even dimensions nearly matching the number of propagators, as specified in eq. (2.4). In section 8 we will see that these results suffice to compute the maximal cuts of arbitrary one-loop integrals.

We label the propagators from 1 to $n$ and distinguish the cases of $n$ even and $n$ odd. For $n$ even, we find

$$C[n] = 2^{1-2\epsilon-n} e^{\gamma\epsilon\epsilon} \frac{\Gamma(1-\epsilon)}{\Gamma(1-2\epsilon)} \frac{1}{\sqrt{Y[n]}} \left( \frac{Y[n]}{\text{Gram}[n]} \right)^{-\epsilon}, \quad n \text{ even.}$$  

For $n$ odd, we find

$$C[n] = 2^{1-n} e^{\gamma\epsilon\epsilon} \frac{\Gamma(1-\epsilon)}{\Gamma(1-2\epsilon)} \frac{1}{\sqrt{\text{Gram}[n]}} \left( \frac{Y[n]}{\text{Gram}[n]} \right)^{-\epsilon}, \quad n \text{ odd.}$$  

In the previous section we have shown that triple cuts that isolate a three-point vertex where three massless lines meet vanish in dimensional regularization. As a consequence, a triangle integral with two massless propagators such that the difference of momenta flowing through them is massless must have a vanishing maximal cut (they correspond to cases where $Y[3] = 0$ in eq. (4.35)). These triangle integrals are precisely those that are reducible.
to lower point integrals. Conversely, we have argued that cut integrals with four or more cut propagators never vanish in generic kinematics, and so we expect that integrals with four or more propagators cannot be reduced to lower point integrals.

### 4.4 Explicit results for next-to-maximal cuts

Cut integrals with all but one of the propagators cut, the so-called *next-to-maximal cuts*, also admit a particularly simple closed expression. We first discuss a general integral $I_n$, and then restrict our analysis to the basis integrals $J_n$. The discussion in this section is valid if the maximal cut does not vanish.

We label the propagators from 1 to $n$ and assume without loss of generality that the set of cut propagators is $C = \{n - 1\}$. In the case of a next-to-maximal cut the remaining angular integral can be carried out in terms of Gauss’s hypergeometric function,

$$2 \text{F}_1(a, b; c; z) = \frac{\Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_0^1 dt \, t^{b-1} (1-t)^{c-b-1} (1-zt)^{-a}. \quad (4.36)$$

From eq. (4.15), we find

$$[f_{n-1}]_C = \frac{2^{2-n} \Gamma^2 \left( \frac{D-n+1}{2} \right)}{t_f[B]_C \Gamma(D-n+1)} \, 2 \text{F}_1 \left( 1, \frac{D-n+1}{2}; D-n+1; \frac{1}{t_f} \right). \quad (4.37)$$

Using the relation [43]

$$2 \text{F}_1 \left( a, b; 2; z \right) = (1-z)^{-\frac{a}{2}} \, 2 \text{F}_1 \left( \frac{a}{2}, b - \frac{a}{2}; b + \frac{1}{2}; -\frac{z^2}{4(1-z)} \right), \quad (4.38)$$

and the fact that eq. (4.18) implies

$$t_f(1-t_f) = Y[n] \frac{\text{Gram}_{[n]} [n-1]}{4 \text{Gram}_{[n]} Y_{[n-1]}}, \quad (4.39)$$

we observe that the left-hand side of eq. (4.37) can be written entirely in terms of Gram and modified Cayley determinants:

$$[f_{n-1}]_C = \frac{2^{2-n} \Gamma^2 \left( \frac{D-n+1}{2} \right)}{\Gamma(D-n+1)} \sqrt{-\frac{\text{Gram}_{[n-1]} Y_{[n-1]}}{Y[n]}} \, 2 \text{F}_1 \left( \frac{1}{2}, \frac{D-n}{2}; \frac{D-n+2}{2}; \frac{\text{Gram}_{[n]} Y_{[n-1]}}{\text{Gram}_{[n]} Y_{[n-1]}} \right). \quad (4.40)$$

Inserting this result into eq. (3.31), we easily find that the next-to-maximal cut of a diagram with $n$ propagators is

$$C_{[n-1]} I_n = (2\pi i)^{\frac{n-1}{2}} \, 2^{2-n+1} \pi^{\frac{n-1}{2}} \Gamma \left( \frac{D-n+1}{2} \right) \frac{1}{\sqrt{-Y[n]}} \left( \frac{\text{Gram}_{[n]} Y_{[n-1]}}{\text{Gram}_{[n-1]} Y_{[n]}} \right) \frac{2^{2-n}}{2} \, 2 \text{F}_1 \left( \frac{1}{2}, \frac{D-n}{2}; \frac{D-n+2}{2}; \frac{\text{Gram}_{[n]} Y_{[n-1]}}{\text{Gram}_{[n-1]} Y_{[n]}} \right). \quad (4.41)$$

While the hypergeometric function in eq. (4.41) has a simple argument, its indices are in general half integers for $\epsilon \to 0$, so it is not directly obvious that the Laurent expansion
in dimensional regularization can be expressed in terms of polylogarithmic functions. We
next present an alternative way to write the next-to-maximal cut of the basis integrals \( \tilde{J}_n \)
where all the indices of the \( _2F_1 \) function are integers as \( \epsilon \to 0 \), and so all the coefficients
in the Laurent expansion are polylogarithmic. The price to pay is that the arguments of
the polylogarithms involve square roots. Equation (4.39) implies that

\[
t_p = \frac{1}{2} \left( 1 \pm \sqrt{1 - \eta} \right) ,
\]

where we define

\[
\eta \equiv \frac{Y_{[n]} \text{Gram}_{[n-1]} - \text{Gram}_{[n]} Y_{[n-1]}}{\text{Gram}_{[n]} Y_{[n-1]}} .
\]

For concreteness, we assume in the following that \( 0 < \eta < 1 \) and choose the solution
of eq. (4.39) with a plus sign. The results of other choices can be obtained by analytic
continuation, and they would be equivalent modulo \( i \pi \).

Let us separate the cases where \( n \) is even or odd. If \( n \) is odd, eq. (4.37) immediately gives

\[
C_{[n-1]} \tilde{J}_n = -2^{1-n} \frac{\epsilon^{2 \eta \epsilon}}{\Gamma(1 - \epsilon)} \left( \frac{Y_{[n-1]}}{\text{Gram}_{[n]}} \right)^{-\epsilon} \frac{1}{\sqrt{\text{Gram}_{[n]}}}
\times \frac{1}{1 + \sqrt{1 - \eta}} \text{2F1} \left( 1, 1 - \epsilon; 2 - 2\epsilon; \frac{2}{1 + \sqrt{1 - \eta}} \right) , \quad n \text{ odd} .
\]

We see that the hypergeometric function has integer indices. Its Laurent expansion in \( \epsilon \)
can therefore be expressed in terms of polylogarithms to all orders [44]. The first order is:

\[
C_{[n-1]} \tilde{J}_n = 2^{1-n} \frac{\epsilon^{2 \eta \epsilon}}{\Gamma(1 - \epsilon)} \log \left( \frac{\sqrt{Y_{[n]} \text{Gram}_{[n-1]} - \text{Gram}_{[n]} Y_{[n-1]}} - \sqrt{-\text{Gram}_{[n]} Y_{[n-1]}}}{\sqrt{Y_{[n]} \text{Gram}_{[n-1]} - \text{Gram}_{[n]} Y_{[n-1]}} + \sqrt{-\text{Gram}_{[n]} Y_{[n-1]}}} \right) + O(\epsilon)
\]

(4.45)

If \( n \) is even, a convenient representation of the hypergeometric function is obtained by
applying the following transformation [43] to eq. (4.37),

\[
2F_1 \left( a, b; 2b; z \right) = \left( \frac{1 + \sqrt{1 - z}}{2} \right)^{-2a} 2F_1 \left( a, a - b + \frac{1}{2}; b + \frac{1}{2}; \left( \frac{1 - \sqrt{1 - z}}{1 + \sqrt{1 - z}} \right)^2 \right) .
\]

(4.46)

The next-to-maximal cut of \( \tilde{J}_n \) with \( n \) even is then given by

\[
C_{[n-1]} \tilde{J}_n = -2^{1-n} \frac{\epsilon^{2 \eta \epsilon}}{\Gamma(1 - \epsilon)} \left( \frac{Y_{[n-1]}}{\text{Gram}_{[n]}} \right)^{-\epsilon} \frac{1}{\sqrt{\text{Gram}_{[n]} Y_{[n-1]}}} \frac{1}{\sqrt{1 - \eta + \sqrt{-\eta}}}
\times \text{2F1} \left( 1, 1 + \epsilon; 1 - \epsilon; \frac{1 - \eta - \sqrt{-\eta}}{1 - \eta + \sqrt{-\eta}} \right) , \quad n \text{ even} .
\]

(4.47)

We again see that we can express the next-to-maximal cut in terms of hypergeometric
functions with integer indices only. The first orders are

\[
C_{[n-1]} \tilde{J}_n = -2^{1-n} \frac{\epsilon^{2 \eta \epsilon}}{\sqrt{Y_{[n]}}} \left( 1 + 2\epsilon \log \left( 1 + \sqrt{Y_{[n]} G_{[n-1]} - G_{[n]} Y_{[n-1]}} \right) + \epsilon \log \left( \frac{G_{[n-1]}}{4 Y_{[n-1]}} \right) \right) + O(\epsilon^2) .
\]

(4.48)
Let us conclude this section by highlighting a relation between the maximal and next-to-maximal cuts of a one-loop integral with an even number of propagators. Expanding the explicit results for these cuts in eqs. (4.34) and (4.47) to leading order in the dimensional regulator, we find

$$\mathcal{C}_{[n-1]} \tilde{J}_n = -\frac{1}{2} \mathcal{C}_{[n]} \tilde{J}_n + \mathcal{O}(\epsilon), \quad n \text{ even}. \quad (4.49)$$

In principle, the sign in this relation is not determined, as our cuts are defined up to an overall sign as discussed below eq. (3.31). Imposing the minus sign in eq. (4.49) fixes the relative sign between maximal and next-to-maximal cuts of integrals with even number of propagators. In the next section, we will see that this relation is a special case of a larger class of relations between cut integrals. Finally, we stress that eq. (4.49) only holds if both sides of the equality are well defined at $\epsilon = 0$.

5 Compactification and singularities of the second type

In addition to pinch singularities, Feynman integrals may also exhibit singularities when the integration contour is pinched at infinity [2, 29, 30]. These so-called singularities of the second type are classified by the vanishing of the Gram determinant $\text{Gram}_C$ (see appendix B for a derivation) rather than the modified Cayley determinant, and they are not directly related to the cut integrals as defined above.

However, the notion of cut integrals can indeed be extended to singularities of the second type. In this section, we will make this statement precise by performing a compactification and considering residues at infinity. In the compactified picture, singularities of the first and second types can be treated on the same footing. Furthermore, for one-loop integrals, the so-called Decomposition Theorem [31, 32, 45] implies that cut integrals for singularities of the two types are not independent, leading to various linear relations among cut integrals.

5.1 Compactification of one-loop integrals

In previous sections, we have seen that to every singularity of the first type defined by $Y_C = 0$ we can associate the cut integral $\mathcal{C}_C \mathcal{I}^D_n$. In order to extend these concepts to the singularities of the second type, the usual momentum representation of loop integrals is not the most convenient, because the pinch happens at infinite loop momentum. We therefore use a representation of one-loop integrals as integrals over a compact quadric in the complex projective space $\mathbb{CP}^{D+1}$ [31, 46, 47], which we review in this subsection. Throughout this section we work in Euclidean kinematics, and we strictly follow the conventions of ref. [46]. We write points $Z$ in $\mathbb{CP}^{D+1}$ in terms of homogeneous coordinates as

$$Z = \begin{bmatrix} z^\mu \\ Z^- \\ Z^+ \end{bmatrix}, \quad (5.1)$$

Accordingly, singularities of the second type also have a nice interpretation in the context of the polytope geometry discussed in section 3.4. We have seen that singularities of the first type correspond to the degeneration of the polytope $\mathcal{K}_C$ due to the vanishing of the altitude above its face $\mathcal{Q}_C$. Singularities of the second type can be seen as the degenerations of $\mathcal{K}_C$ due to a vanishing of the volume of its face $\mathcal{Q}_C$. 
and we identify \( Z \) and \( \bar{Z} \), with \( \alpha \in \mathbb{C}, \alpha \neq 0 \). We equip \( \mathbb{CP}^{D+1} \) with the bilinear form

\[
(Z_1 Z_2) = z_1^\mu z_2^\mu - \frac{1}{2} Z_1^+ Z_2^- - \frac{1}{2} Z_1^- Z_2^+ ,
\]

where \( z_1^\mu, z_2^\mu \) denotes the usual Euclidean scalar product. If we work in the coordinate patch \( Z^+ = 1 \), then to each propagator \( D_i = (k^E - q_i^E)^2 + m_i^2 \) we associate the point \( X_i \in \mathbb{CP}^{D+1} \) defined by

\[
X_i = \left[ \frac{(q_i^E)^\mu}{(q_i^E)^2 + m_i^2}, 1 \right] , \quad 1 \leq i \leq n .
\]

Note that \( (X_i X_i) = -m_i^2 < 0 \) for positive values of the masses. The one-loop integral \( I_n^D \) can then be written as an integral over the \( D \)-form \( \varpi_n^D \),

\[
I_n^D = \int_{\Sigma} \varpi_n^D , \quad \text{with} \quad \varpi_n^D = \frac{(-1)^n e^{\gamma e} \Gamma_D^2 q \delta((YY))}{\text{Vol}(\text{GL}(1))} \left[ -2(X_{\infty}Y)_{n-D} \right. \left. \cdots \cdots -2(X_n Y) \right] ,
\]

where \( \Sigma \) is the real quadric defined by \( (YY) = 0 \) (take e.g. \( Y = [(k^E)^\mu, (k^E)^2, 1]^T \)), and we have introduced the ‘point at infinity’

\[
X_{\infty} = \left[ \begin{array}{c} 0^\mu \\ 1 \\ 0 \end{array} \right] .
\]

The singular surfaces where the propagators go on shell are mapped to the hyperplanes \( P_i \) in \( \mathbb{CP}^{D+1} \) defined by \( (X_i Y) = 0, i \in [n] \). There is an additional singular hyperplane \( P_{\infty} \) defined by \( (X_{\infty} Y) = 0 \). In the compactified picture, the solutions to the Landau conditions are classified by the vanishing of the Gram determinants \( \det(X_i X_j)_{i,j \in C} \), where now \( C \) is a subset of \( \{1, \ldots, n, \infty\} \). These determinants are related to the original Gram and modified Cayley determinants defined in eq. (3.25) and eq. (3.29) by

\[
\det(X_i X_j)_{i,j \in C} = \begin{cases} (-1)^c Y_C , & \text{if } \infty \notin C , \\ (-1)^{c-1} \frac{1}{4} \text{Gram}_{C \setminus \{\infty\}} , & \text{if } \infty \in C . \end{cases}
\]

After compactification, there is no distinction between the Landau singularities of the first and second type: they are treated on the same footing. The compactification of one-loop integrals thus provides the ideal framework to extend the notion of cut integrals to Landau singularities of the second type. However, there are two issues which we need to address in order to precisely define the cut integrals associated with these singularities:

1) We need to know the vanishing spheres and cycles in the compactified picture, because they provide the integration contours for cut integrals.

2) In dimensional regularization, the integrand \( \varpi_n^D \) has a ‘branch point’ on \( P_{\infty} \) rather than a pole, as seen from the factor of \( (X_{\infty} Y)^{n-D} \). Hence, we cannot apply the residue theorem (3.8) which was crucial in the derivation of eq. (3.38).

Both of these issues have been solved in the mathematical literature, and we review these solutions in the next sections.
5.2 Homology groups associated to one-loop integrals

Working in the compactified picture, we need to identify the vanishing spheres $\tilde{S}_C$ and vanishing cycles $\tilde{C}_C$ in order to understand one-loop cut integrals, according to the discussion of section 3. We use a tilde to distinguish the vanishing spheres and cycles in the compactified picture from those in the momentum space picture, and we denote the complex quadric $(YY) = 0$ by $\Sigma$, in contrast to the real quadric $\Sigma$ of the previous subsection.

The vanishing spheres and cycles are most conveniently characterized by studying the homology groups of $\bar{\Sigma} - P_\infty - P^{[n]}$ where

$$P^C \equiv \bigcup_{j \in C} P_j \quad \text{and} \quad P_C \equiv \bigcap_{j \in C} P_j, \quad C \subseteq [n] \cup \{\infty\}. \quad (5.7)$$

Very loosely speaking, homology groups classify all the non-equivalent integration contours that we can define on a space. The homology groups relevant to one-loop integrals have been studied in refs. [31, 32, 45], where it was shown that they are one-dimensional and generated by all the cycles that wind around $P_j$, with $j \neq \infty$. The rest of this subsection consists of a short review of this result.

We identify $\mathbb{C}^{D+1}$ with the coordinate patch $Z^+ = 1$ and define $\Sigma' \equiv \Sigma \cap \mathbb{C}^{D+1}$. We will be interested in the surfaces $\Sigma' \cap P_C$. Since $\Sigma'$ is a quadric and $P_C$ is an intersection of hyperplanes, each $\Sigma' \cap P_C$ is a projective $(D-c)$-dimensional quadric, with $c = |C|$, which is necessarily compact. Consider now the homology groups $H_{D-c}(\Sigma' \cap P_C)$: they are one-dimensional and generated by elements of the form $\Sigma' \cap P_C$. The real points of $\Sigma' \cap P_C$ must correspond to the vanishing sphere $\tilde{S}_C$, because by definition the vanishing sphere associated to a subset of propagators going on shell is contained in the intersection $P_C$ of the corresponding singular surfaces. In other words, in the compactified picture the vanishing spheres $\tilde{S}_C$ are simply the intersection of the hyperplanes $P_j$, $j \in C$, and the quadric $\Sigma$. We can now construct the vanishing cycles $\tilde{C}_C$ associated with the vanishing spheres $\tilde{S}_C$: if $\delta_C$ is the iterated Leray coboundary associated to the singular surfaces $P_j$, $j \in C$, then we set $\tilde{C}_C \equiv \delta_C \tilde{S}_C = \delta_C(\Sigma \cap P_C)$ and $\tilde{C}_0 \equiv \Sigma$. Note that the antisymmetry of the iterated Leray coboundary, eq. (3.19), implies that $\tilde{C}_C$ is only defined up to a sign coming from the ordering of the singular surfaces.

It can then be shown that

$$H_D(\Sigma - P_\infty - P^{[n]} ) = H_D(\Sigma') \oplus \bigoplus_{\emptyset \neq C \subseteq [n]} \delta_C H_{D-c}(\Sigma' \cap P_C). \quad (5.8)$$

This result is known as the Decomposition Theorem [31, 32, 45]. Since the right-hand side of eq. (5.8) does not involve the hyperplane $P_\infty$, the structure of the homology group $H_D(\Sigma -
$P_\infty - P^{[n]}$ associated to $I_n^D$ is determined entirely by the singular surfaces associated to the propagators of the one-loop integral. Thus the homology group associated to $I_n^D$ is generated by the vanishing cycles $\tilde{\Gamma}_C$ (which in the momentum space picture correspond to the contours that encircle a specific set of propagator poles).

The singularities associated with the hyperplane $P_\infty$ give rise to additional vanishing cycles $\tilde{\Gamma}_C$. It follows from eq. (5.8) that we must be able to write each $\tilde{\Gamma}_\infty$ as a linear combination of the basis $\{\tilde{\Gamma}_C : C \subseteq [n]\}$. Explicitly, one finds [48],

$$\tilde{\Gamma}_\infty = -2x_c \tilde{\Gamma}_C - \sum_{C < X \subseteq [n]} (-1)^{|C|/2 + |X|/2} \tilde{\Gamma}_X,$$

(5.9)

where

$$x_c = \begin{cases} 1, & \text{if } c \text{ odd}, \\ 0, & \text{otherwise}. \end{cases}$$

(5.10)

Note that for eq. (5.9) to hold, we need a specific choice for the signs coming from the ordering of the singular surfaces. From now on, unless stated otherwise, we assume that all signs are fixed in such a way that eq. (5.9) holds. The interpretation of eq. (5.9) is straightforward: each integration contour that encircles the singularity at $(X_\infty, Y) = 0$ as well as the poles of a subset of propagators can be replaced by a linear combination of integration contours that only encircle propagator poles. As we will see in what follows, and further in section 8, this implies relations between different cuts of a given Feynman integral.

### 5.3 Cut integrals associated to singularities of the second type

The discussion in the previous sections allows us to extend the definition of cut integrals to singularities of the second type. In analogy with eq. (3.38), we define

$$C_{\infty}I_n = (2\pi i)^{-[c/2]} \int_{\Gamma_C} \omega_D^\infty \, \mod i\pi, \quad C \subseteq \{1, \ldots, n, \infty\}.$$  

(5.11)

In the special case where $\infty \notin C$, we can use the residue theorem, and we recover the usual definition of cut integrals,

$$C_CI_n = (2\pi i)^{-[c/2]} \int_{\Gamma_C} \omega_D^C = (2\pi i)^{-[c/2]} \int_{\delta_C \hat{S}_C} \omega_n^D = (2\pi i)^{[c/2]} \int_{\hat{S}_C} \text{Res}_C[\omega_n^D].$$

(5.12)

If $\infty \in C$, we can use eq. (5.9) and write the integral $C_CI_n$ in terms of cut integrals that can be evaluated using the residue theorem. Note that many of the integrals resulting from the integration over the contour on the right-hand side of eq. (5.9) can be dropped, because upon applying the residue theorem we see that these terms are proportional to additional powers of $2\pi i$. In general, we can always express cut integrals associated to singularities of the second type in terms of ordinary cut integrals. We find

- for $|C|$ even,

$$C_{\infty}I_n = \sum_{i \in [n] \setminus C} C_{Ci}I_n + \sum_{i, j \in [n] \setminus C, i < j} C_{Cij}I_n \, \mod i\pi.$$  

(5.13)
for $|C|$ odd,
\[
C_{\infty C}I_n = -2C_CI_n - \sum_{i \in [n] \setminus C} C_CI_i \mod i\pi . \tag{5.14}
\]

Although cut integrals associated to singularities of the second type can be expressed in terms of ordinary cut integrals, it can be interesting to try to evaluate them directly. Unlike for singularities of the first type, the integration contour crosses a cut, and we cannot evaluate the integral in terms of residues. Instead, the integral reduces to an integral over the discontinuity across this cut [33]. More precisely, one finds,
\[
C_{\infty C}I_n = (2\pi i)^{[(c+1)/2]} \int_{\partial C E_{\infty C}} \text{Disc}_{\infty C} \text{Res}_{C}[w_n^D] \mod i\pi
\]
\[
= -2\varepsilon (2\pi i)^{[(c+1)/2]} \int_{\partial C E_{\infty C}} \text{Res}_{C}[w_n^D] \mod i\pi , \tag{5.15}
\]
where the discontinuity operator is defined as the difference of the value of the function before and after analytic continuation, normalized by $(2\pi i)$,
\[
\text{Disc}_{\infty}(X_\infty Y)^{2\varepsilon-x_n} = \frac{1}{2\pi i} \left( (X_\infty Y)^{2\varepsilon-x_n} - [e^{2\pi i}(X_\infty Y)]^{2\varepsilon-x_n} \right)
\]
\[
= -2\varepsilon (X_\infty Y)^{2\varepsilon-x_n} \mod i\pi . \tag{5.16}
\]
The integration contour in eq. (5.15) is defined as follows: $E_{\infty C}$ is the vanishing cell associated to the pinch, which in the compactified picture can be identified with the cell cut out$^{13}$ by the hyperplanes $P_j, j \in C \cup \{\infty\}$. By definition the boundary of the vanishing cell $E_{\infty C}$ is contained in the union of the singular surfaces $\tilde{S}_j, j \in C \cup \{\infty\}$. The operator $\partial_C$ associates to $E_{\infty C}$ the part of the boundary contained in the union of the singular surfaces $\tilde{S}_j, j \in C$. Although a direct computation of the integral in eq. (5.15) may be hard to set up, we can equate eq. (5.15) with eqs. (5.13) and (5.14) to obtain interesting relations among cut integrals. This will be analyzed in detail in section 8.

6 Cut and uncut integrals as a single class of parametric integrals

In this section, we argue that the compactification presented in eq. (5.4) reveals that one-loop Feynman integrals and their cuts belong to the same class of functions. Moreover, this class of functions can be easily written as parametric integrals, thus providing an alternative way of evaluating cut Feynman integrals. As in the previous section, we work in Euclidean kinematics.

6.1 Cut and uncut integrals in projective space

Let us define a class of functions by
\[
Q_n^D(X_1, \ldots, X_n, X_0) = \left( \frac{1}{\pi^{D/2}} \right)^n \left( \frac{d^{D+2}Y \delta((YY))}{\text{Vol(GL(1))}} \right) \left( \frac{[-2(X_0 Y)]^{n-D}}{[-2(X_1 Y)] \cdots [-2(X_n Y)]} \right) . \tag{6.1}
\]

$^{13}$In general, there is more than one such cell, but only one of them vanishes as we approach the pinch singularity.
where the integration runs over the real quadric \((YY) = 0\) in \(\mathbb{CP}^{D+1}\). The definition (6.1) is very reminiscent of eq. (5.4), the only difference being that in eq. (6.1) the point \(X_0\) is generic and not restricted to be the point \(X_\infty\) as defined in eq. (5.5) (in particular, we do not require \(X_0\) to be lightlike). It is clear that every one-loop Feynman integral is a special case of eq. (6.1),

\[
I_n^D(X_1, \ldots, X_n) = Q_n^D(X_1, \ldots, X_n, X_\infty).
\]

(6.2)

More generally, whenever \(X_0\) is lightlike, i.e. \((X_0X_0) = 0\), we can find an \(\text{SO}(D + 1, 1)\) transformation that maps \(X_0\) to \(X_1\), so that \(Q_n^D(X_1, \ldots, X_n, X_0)\) evaluates to a one-loop Feynman integral. We will now argue that every one-loop cut integral also evaluates to an integral of the type (6.1), albeit in a case where \(X_0\) is not necessarily lightlike.

Since we have already established that every one-loop cut integral associated to a Landau singularity of the second type can be written as a linear combination of cut integrals associated to singularities of the first type, we restrict the discussion to singularities of the first type. We therefore assume without loss of generality that the set of cut propagators is \(C = \{c\}\). More concretely, we wish to compute the cut integrals \(C_C I_n\) in eq. (5.12) using the same projective space formulation. We start by computing the residue of the integrand where the propagators in \(C\) are on shell. In order to do this, it is convenient to change variables to include the set of cut propagators. We do this in two steps: we first change variables to \(a_i\) and \(Y\), defined by

\[
Y = Y_\perp + \sum_{i=1}^c a_i X_i, \quad \text{with } (X_i Y_\perp) = 0 \text{ for } 1 \leq i \leq c,
\]

(6.3)

followed by a change of variables from \(a_i\) to the cut propagators

\[
D_i = (X_i Y) = \sum_{j=1}^c a_j (X_i X_j), \quad i \in C.
\]

(6.4)

The integration measure on \(\mathbb{CP}^{D+1}\) takes the form

\[
d^{D+2}Y = \frac{1}{\sqrt{Y_C}} d^c D_i d^{D-c+2} Y_\perp.
\]

(6.5)

After these changes of variables, the cut integral of eq. (5.12) is given by

\[
C_C I_n^D = \frac{(-1)^n (2\pi i)^{[c/2]} e^{\gamma_E}}{(-2)^c \pi^{D/2} \sqrt{Y_C}} \int_{\tilde{S}_C} d^{D-c+2} Y_\perp \delta((Y_\perp Y_\perp)) \frac{\text{Vol}(\text{GL}(1))}{[-2(X_\infty Y_\perp)] \cdots [-2(X_n Y_\perp)]},
\]

(6.6)

where the integration runs over the vanishing sphere \(\tilde{S}_C = \Sigma \cap P_C\), defined by the equation \((Y_\perp Y_\perp) = 0\) and we recall the result is valid modulo \(i\pi\). Note that \(C_C I_n^D\) is not a function of the scalar products of the points \(X_i \in \mathbb{CP}^{D+1}\), \(i > c\), but rather of the scalar product of the projections of the \(X_i\) onto the subspace \(P_C\). To make this explicit we can write another projection, similar to eq. (6.3), for \(i > c\),

\[
X_i = X'_C,i + \sum_{j=1}^c \alpha_{ij} X_j, \quad \text{with } (X_j X'_C,i) = 0 \text{ for } 1 \leq j \leq c,
\]

(6.7)
such that \( X'_{C,i} \in PC \). Then, using the fact that \( (X_j Y_\perp) = 0 \) for any \( j \in C \) we obtain

\[
C_{C}I_{n}^{D} = \frac{(-1)^{n}(2\pi i)^{[c/2]}c^{\nu_{C}}}{(-2)^{c} \pi^{D/2}\sqrt{Y_{C}}} \int_{\hat{S}_{C}} \frac{d^{D-c+2}Y_{\perp}}{\text{Vol} (\text{GL}(1))} \delta((Y_{\perp} Y_{\perp})) \left[-2(X'_{C,\infty} Y_{\perp})\right]^{(n-c)-(D-c)} \left[-2(X'_{C,c+1} Y_{\perp})\right] \ldots \left[-2(X'_{C,n} Y_{\perp})\right]
\]

\[
= \frac{2^{c-2}(2\pi i)^{[c/2]}}{\pi^{c/2}\sqrt{Y_{C}}} Q_{n-c}^{D-c}(X'_{C,c+1}, \ldots, X'_{C,n}, X'_{C,\infty}). \tag{6.8}
\]

We see that, up to an overall factor, one-loop cut integrals can be expressed in terms of the integrals defined in eq. (6.1). Unlike for uncut integrals, however, the ‘point at infinity’ is in general not lightlike, \( (X'_{C,\infty} X'_{C,\infty}) \neq 0 \). The explicit form of the points \( X'_{C,i} \) is given below.

The geometric picture underlying eq. (6.8) is clear: if we want to compute the cut integral associated to a set \( C \) of propagators, we have to intersect the quadric \( \Sigma \) and the hyperplanes \( P_i \), \( i > c \), by the subspace \( PC \) where the propagators are on shell. In the subspace \( PC \), the new integration region is the vanishing sphere \( \hat{S}_{C} = \Sigma \cap PC \), and the singularities are located on the hyperplanes \( PC_i \equiv P_i \cap PC \) of \( PC \) defined by the equations \( (X'_{C,i} Y_{\perp}) = 0 \). In other words, and more loosely speaking, the operation of cutting a subset of propagators at one loop corresponds, geometrically, to the operation of intersection with the subspace \( PC \) where the propagators are on shell.

For eq. (6.8) to be useful in computing cut integrals, one needs to have an explicit form for the points \( X'_{C,i} \in PC \). We can determine the coefficients \( a_{ij} \) in eq. (6.7) in terms of the scalar products \( (X_i X_j) \), for \( 1 \leq j \leq c \). Seen as points in the ambient space \( \mathbb{C}P^{D+1} \), it then follows that the \( X'_{C,i} \) are given by

\[
X'_{C,i} = \frac{1}{(-1)^{c} Y_{C}} \det \begin{pmatrix} (X_1 X_1) & \ldots & (X_1 X_c) & X_1 \\ \vdots & \vdots & \vdots \\ (X_c X_1) & \ldots & (X_c X_c) & X_c \\ (X_i X_1) & \ldots & (X_i X_c) & X_i \end{pmatrix} . \tag{6.9}
\]

It is clear from this representation that \( X'_{C,i} \) satisfies \( (X_j X'_{C,i}) = 0 \) for \( 1 \leq j \leq c \), as \( (X_j X'_{C,i}) \) is the determinant of a matrix whose \( j \)-th and last column are equal. From eq. (6.7), we also find that \( Y_{\perp} \in PC_i \) if and only if \( (X'_{C,i} Y_{\perp}) = 0 \). Finally, we note that scalar products involving the points \( X'_{C,i} \) can be related to the scalar product between the points \( X_i \). Indeed, using \( (X'_{C,i} X'_{C,j}) = (X_i X'_{C,j}) \), one can easily check that

\[
(X'_{C,i} X'_{C,j}) = \frac{1}{(-1)^{c} Y_{C}} \det \begin{pmatrix} (X_1 X_1) & \ldots & (X_1 X_1) & (X_1 X_1) \\ \vdots & \vdots & \vdots \\ (X_1 X_1) & \ldots & (X_1 X_1) & (X_1 X_1) \\ (X_1 X_j) & \ldots & (X_1 X_j) & (X_1 X_j) \end{pmatrix} . \tag{6.10}
\]

With this expression and eq. (5.6), we can rewrite all invariants on which the functions \( Q_{n-c}^{D-c}(X'_{C,c+1}, \ldots, X'_{C,n}, X'_{C,\infty}) \) depend in terms of Gram and modified Cayley determinants of the corresponding Feynman diagrams.
6.2 Cut and uncut integrals as parametric integrals

We now discuss how the integrals $Q_n^D$ introduced in the previous section can be written as parametric integrals. We follow closely the discussion of [46] where integrals of this form have been computed. As argued there, there is a unique conformal integral depending on a single point $X \in \mathbb{C}^{D+1}$,

$$I(X) = \int \frac{d^{D+2}Y \delta((YY))}{\text{Vol(GL(1))}} (-2(YX))^{-D} = \frac{\pi^{D/2}\Gamma(D/2)}{\Gamma(D)} [-((XX))^{-D/2}]. \quad (6.11)$$

To see why this integral is relevant for the $Q_n^D$, we start from eq. (6.1) and introduce Feynman parameters to combine all propagators.\footnote{For a maximal cut, there is no remaining parametric integration to perform: using eq. (6.11) in eq. (6.8) we directly reproduce the results in eqs. (4.34) and (4.35).} It is then straightforward to get a parametric integral representation for the $Q_n^D$:

$$Q_n^D(X_1, \ldots, X_n, X_0) = \frac{(-1)^n e^{\gamma_E \epsilon}}{\pi^{D/2}} \frac{\Gamma(D)}{\Gamma(D-n)} \int [da] \alpha_0^{D-n-1} I(\xi), \quad (6.12)$$

with $I(\xi)$ as given in eq. (6.11) and where we defined

$$\xi = \sum_{i=0}^{n} a_i X_i, \quad \int [da] \equiv \left( \prod_{i=0}^{n} \int_{0}^{\infty} da_i \right) \delta(1-h(a)), \quad (6.13)$$

with $h(a) = \sum_{i=0}^{n} h_i a_i$ such that the $h_i > 0$ are not all zero (see e.g. [49]). In particular, if we take $h_i = \sqrt{(X_iX_i)}$ and change variables to $b_i = h_i a_i$, then

$$Q_n^D(X_1, \ldots, X_n, X_0) =$$

$$= \frac{(-1)^n e^{\gamma_E \epsilon} \Gamma(D/2)}{\Gamma(D-n)} \int [db] \left( \frac{b_0}{\sqrt{(X_0X_0)}} \right)^{D-n-1} \left( -\sum_{i=0}^{n} b_i^2 - 2\sum_{i,j=0}^{n} b_i b_j u_{ij} \right)^{-D/2}, \quad (6.14)$$

where

$$u_{ij} \equiv \frac{(X_iX_j)}{\sqrt{(X_iX_i)(X_jX_j)}}, \quad \int [db] \equiv \left( \prod_{i=0}^{n} \int_{0}^{\infty} \frac{db_i}{\sqrt{(X_iX_i)}} \right) \delta \left( 1 - \sum_{j=0}^{n} b_j \right). \quad (6.15)$$

The change of integration variables to the $b_i$ makes explicit that the result of the remaining parametric integrations is a function of the conformally invariant ratios $u_{ij}$. This change of variables is not defined if $(X_iX_i) = 0$ for some $i$, as is the case, for instance, for an uncut integral for which $X_0 = X_\infty$. However, the parametric representation of eq. (6.12) is always well defined, and we will now see how it leads to the usual Feynman parameter representation of uncut Feynman integrals.

We take $h_0 = 0$ in eq. (6.12), and rewrite it as

$$Q_n^D(X_1, \ldots, X_n, X_0) = \frac{(-1)^n e^{\gamma_E \epsilon} \Gamma(D/2)}{\Gamma(D-n)} \int_{0}^{\infty} d\alpha_0 \alpha_0^{D-n-1} \int [da] [-(\xi \xi)]^{-D/2}, \quad (6.16)$$
with
\[
\int [da]_1 \equiv \left( \prod_{i=1}^{n} \int_{0}^{\infty} \frac{da_i}{a_i} \right) \delta(1 - h_1(a)), \quad h_1(a) = \sum_{i=1}^{n} h_i a_i . \tag{6.17}
\]
We now set \( X_0 = X_\infty \), where \( X_\infty \) is the lightlike point defined in eq. (5.5), and recall that
\[
(X_* X_i) = -\frac{1}{2}, \quad (X_i X_j) = -\frac{1}{2} \left( (q_*^E - q_j^E)^2 + m_i^2 + m_j^2 \right) \equiv -\Upsilon_{ij}^E, \tag{6.18}
\]
where \( \Upsilon^E \) is the Cayley matrix, i.e., the matrix whose principal minors are the modified Cayley determinants \( Y_{[i]} \), written in Euclidean kinematics. We thus find that
\[
(\xi \xi) = -a_0 \sum_{i=1}^{n} a_i - \sum_{i,j=1}^{n} a_i a_j \Upsilon_{ij}^E = -a_0 \mathcal{U}_n - \mathcal{F}_n , \tag{6.19}
\]
where \( \mathcal{U}_n \) and \( \mathcal{F}_n \) are respectively the first and second Symanzik polynomials associated with \( n \)-point one-loop graphs \[50\] we also introduced in appendix B. Because eq. (6.19) is linear and not quadratic in \( a_0 \), the integral over \( a_0 \) can be trivially performed to obtain
\[
Q_D^n(X_1, \ldots, X_n, X_\infty) = (-1)^n e^{\gamma E^*} \Gamma(n-D/2) \int [da]_1 \frac{\mathcal{U}_n^{n-D}}{\mathcal{F}_n^{n-D/2}} , \tag{6.20}
\]
which is the usual Feynman parameter representation of the one-loop Feynman integral \( I_D^n \). For completely generic kinematics, we can again change variables from the \( a_i \) to the \( b_i \) in the remaining integrations.

Thus we have seen that the functions \( Q_D^n \) defined in eq. (6.1) provide a unified framework for studying one-loop integrals and their cuts. The \( Q_D^n \) corresponding to either cut or uncut integrals can be easily written as parametric integrals. This observation is particularly useful when computing cut integrals, as it avoids the need to parametrize the loop momentum as was done in section 4.1. Finally, given this framework we should expect that there is also a unified way to describe the discontinuities of one-loop integrals, cut or uncut. In particular, it is well known that cuts of Feynman integrals are related to their discontinuities, and it would be interesting to understand how this observation generalizes when starting with cut Feynman integrals, and considering their cuts and discontinuities. This will be investigated in detail in the next section.

7 Cut integrals and discontinuities

Cut integrals are closely connected to discontinuities. In this section, we investigate this statement, taking Picard-Lefschetz theory as our mathematical foundation. We discuss its application to cut Feynman integrals and discuss the interpretation of discontinuities, iterated discontinuities, the crossing of branch cuts, and leading singularities.

7.1 Discontinuities

It has been known since the early days of quantum field theory that Feynman integrals are not single-valued functions of the external kinematics. Rather, they have discontinuities...
that are associated to internal propagators going on shell. The values of these discontinu-
ities are computed by cut integrals [1]. This idea can be described rigorously through the
Picard-Lefschetz theorem and the multivariate residue theorem of section 3 [31–33]. Al-
though these results have long been known in the mathematical physics literature, we feel
that many of these ideas have slipped into oblivion. Therefore, in this section we present a
short overview of Picard-Lefschetz theory and how it relates to the cuts and discontinuities
of Feynman integrals. We do not aim at mathematical rigor here (see, e.g., the recent
ref. [51] for a rigorous proof of the material reviewed in this section), but we rather present
the general ideas.

Consider a function $f(t)$ defined by an integral

$$f(t) = \int_{\Gamma} \omega_t .$$

(7.1)

Assume that the integrand has singularities on hypersurfaces $S_j$, $1 \leq j \leq n_s$, and that
the boundary $\partial \Gamma$ is contained in the hypersurfaces $B_k$, $1 \leq k \leq n_b$. We assume that the
singular surfaces $S_j$ and the boundaries $B_k$ are given by the equations

$$s_j(z,t) = 0 \quad \text{and} \quad b_k(z,t) = 0 .$$

(7.2)

The singularities and branch points of $f$ arise from pinch and/or endpoint singularities of
the integral (7.1). A necessary condition for a pinch or endpoint singularity to occur is
that there exists a set of $\alpha_j$ and $\beta_k$, not all zero, such that [4]

$$\alpha_j s_j(z,t) = 0 , \quad \beta_k b_k(z,t) = 0 , \quad 1 \leq j \leq n_s , \quad 1 \leq k \leq n_b ,$$

(7.3)

$$\frac{\partial}{\partial z_i} \left[ \sum_{j=1}^{n_s} \alpha_j s_j(z,t) + \sum_{k=1}^{n_b} \beta_k b_k(z,t) \right] = 0 .$$

(7.4)

Equations (7.3) and (7.4) are the first and second Landau conditions, which were already
presented in section 3.4 in a different representation. The representation in equations (7.3)
and (7.4) makes clear that the Landau conditions treat the singular surfaces $S_j$ and the
boundaries $B_k$ on the same footing. We therefore only discuss the case of singularities,
from which the extension to boundaries is straightforward.

The set of values of $t$ for which a nontrivial solution to the Landau conditions exists
is called the Landau variety $L$ of $f$. In practice it is convenient to decompose $L$ into a
union of components $L_C$, where $C$ is the subset of $\alpha_j$ that do not vanish for this particular
solution of the Landau conditions.

Assume now that we start from a point $t \notin L$ and we analytically continue $t$ along a
small loop around $L_C$. Since the integration contour $\Gamma$ may vary with $t$ (e.g., we may need
to deform the integration contour in order to avoid a singularity that approaches it), the
integration contour may have changed into a new contour $\Gamma^{(C)}$ at the end of the analytic
continuation. The change in the integration contour is computed by the Picard-Lefschetz
theorem,

$$\Gamma^{(C)} - \Gamma = N_C \delta_C \sigma ,$$

(7.5)
where $N_C$ is an integer whose value is not important for this introductory discussion, $\delta_C$ is the iterated Leray coboundary associated to the singular surfaces $S_j$ for $j \in C$, and $\sigma$ is a cycle in $S_C = \bigcap_{j \in C} S_j$ with the topology of a sphere, which coincides with the vanishing sphere. The discontinuity of the function $f$ around the Landau variety $L_C$ is then defined as the difference between before and after analytic continuation,

$$\text{Disc}_{L_C} f \equiv \int_{\Gamma} \omega_t - \int_{\Gamma^{(C)}} \omega_t = -N_C \int_{\delta_C} \omega_t = -(2\pi i)^C N_C \int_{\sigma} \text{Res}_C[\omega_t],$$

where the last step follows from the residue theorem (3.8) in the case where the integrand has poles but no branch cuts.

As an example, consider the function $f$ defined by

$$f(a, b) = \int_0^\infty \frac{dz}{(z-a)(z-b)},$$

where we assume for simplicity that $a \neq b$ are non-positive complex numbers. The Landau conditions for $f$ are then

$$\alpha_1 (z-a) = 0, \quad \alpha_2 (z-b) = 0, \quad \beta_1 z = 0, \quad \alpha_1 + \alpha_2 + \beta_1 = 0.$$  

(7.8)

It is easy to check that for $a \neq b$, $\alpha_1$ and $\alpha_2$ cannot be nonzero simultaneously. We assume from now on that $\alpha_2 = 0$. In that case, the only possibility for a nontrivial solution is to have both $\alpha_1$ and $\beta_1$ nonzero, which implies $a = 0$. The analysis for $\alpha_1 = 0$ is similar, giving $b = 0$. Hence, the Landau variety is the union of two connected components $L = L_a \cup L_b$, where each $L_x$ is the isolated point defined by $x = 0$.

Let us now analytically continue $a$ along a small loop around $a = 0$, while keeping $b$ fixed. The change in the function $f$ is given by eq. (7.6). Since the singular surfaces consist of isolated points, the vanishing sphere $\sigma$ is the isolated point $z = a$, and the corresponding vanishing cycle $\delta \sigma$ is a small circle around $a$. We then find

$$\text{Disc}_{L_a} f = -N_a \int_{\delta \sigma} \frac{dz}{(z-a)(z-b)} = -2\pi i N_a \int_{z=a} \text{Res}_{z=a}[\omega] = -\frac{2\pi i N_a}{a-b}.$$  

(7.9)

It is easy to check that this is indeed the correct result (with $N_a = 1$ in this case).

### 7.2 Discontinuities of one-loop integrals

In this section we review how the ideas from the previous section apply to Feynman integrals and how, as a consequence, cut integrals can be interpreted as discontinuities of Feynman integrals. Specializing to one-loop integrals, the Landau conditions (7.3) and (7.4) reduce to the usual Landau conditions (3.47) and (3.48) for one-loop integrals (see also appendix B).

We have already seen that the solutions to the Landau conditions for one-loop integrals can be classified according to whether the modified Cayley or Gram determinant vanishes. Hence, the Landau variety of a one-loop Feynman integral takes the form\textsuperscript{15}

$$L = \bigcup_{0 \leq C \subseteq [n]} L_C \cup L_{\infty C},$$

(7.10)

\textsuperscript{15}Eq. (7.10) does not include $L_{\infty}$, because it would correspond to the vanishing of $\det(X_\infty X_{\infty})$, but since this determinant vanishes identically (i.e., independently of the external kinematics), it does not define a surface in the space of the external kinematics.
where
\[ L_C = \{(q_j, m_j^2)_{1 \leq j \leq n} : Y_C = 0\}, \]
\[ L_{C\infty} = \{(q_j, m_j^2)_{1 \leq j \leq n} : \text{Gram}_C = 0\}. \]  (7.11)

In the rest of this section, we concentrate on the Landau singularities of the first type; Landau singularities of the second type are then related as discussed in section 5.3. We want to compute the discontinuity of \( I_n \) when the external kinematics is analytically continued around \( L_C \) for some \( C \subseteq [n] \) (while not encircling any other Landau variety). From eq. (7.6), we obtain
\[
\text{Disc}_C I_n \equiv (2\pi i)^{-[\varepsilon/2]} \text{Disc}_{L_C} I_n = -N_C (2\pi i)^{[\varepsilon/2]} \int_{S_C} \text{Res}_C [\varphi_D]\]
\[ = -N_C C_C I_n \mod i\pi, \]  (7.12)
where we recall that we have defined the integrals \( C_C I_n \) only modulo \( i\pi \). A similar relation holds for higher loop integrals \([1, 31, 32, 51]\). Note that not every discontinuity is necessarily present on every Riemann sheet of \( I_n \). The integer \( N_C \) can easily be determined in the compactified picture for one-loop integrals. In fact, \( N_C \) is related to the intersection index of the vanishing cell \( E_C \) and the integration contour \( \Sigma \),
\[ N_C = [\Sigma, E_C]. \]  (7.13)
In ref. \([48]\) it was shown that \([\Sigma, E_C] = \pm 1\).

### 7.3 Iterated discontinuities

As reviewed in the beginning of this section, cuts compute discontinuities, i.e. the change of a Feynman integral as the external kinematics and/or masses are analytically continued around a Landau variety \( L_C \). In this subsection, we address the case of iterated discontinuities, i.e. performing successive analytic continuations around different Landau varieties. In section 6 we argued that at one loop, both cut and uncut integrals can be expressed via the same class of functions \( Q_D^D \), and that the operation of cutting, and thus of analytic continuation, has a very simple geometric interpretation in terms of intersections of hyperplanes. Since the operation of taking intersections is associative and commutative, it is natural to expect that iterated discontinuities follow a similar simple pattern. We now show that this is indeed the case.

Assume that we have computed the discontinuity of a one-loop integral around the Landau variety \( L_C \) (cf. eq. (7.12)). The resulting discontinuity function is still multi-valued, and our goal is to compute the discontinuities of the discontinuity function\(^{16}\) \( \text{Disc}_C I_n^D \). We only discuss singularities of the first type, because all discontinuities around Landau varieties associated to singularities of the second type can be expressed in terms of those of

\(^{16}\) We had defined our cut integrals modulo \( i\pi \). Throughout this section we slightly lift this restriction and study how the cuts change under analytic continuation.
the first type. Our first goal is to describe the Landau varieties of $\text{Disc}_C I^D_n$. It is natural to expect that the Landau varieties of $\text{Disc}_C I^D_n$ are contained in those of $I^D_n$, and indeed this result follows from the unified framework for cut and uncut integrals discussed in section 6. Starting from eq. (6.8), it is easy to check that the Landau varieties associated to the singularities of the first type, seen as a function of the points $X'_{C,i}$, $i > c$, are classified by subsets $C' \subseteq \{c + 1, \ldots, n\}$. More precisely, they are given by

$$L_{C,C'} : Y_{C,C'} = \det(X'_{C,i} X'_{C,j})_{i,j \in C'} = 0.$$  

(7.14)

Since the points $X'_{C,i}$ are functions of the external kinematics (they are functions of the points $X_i$), we can express $Y_{C,C'}$ in terms of the points $X_i$. We show at the end of this section that the following identity holds:

$$Y_{C,C'} = Y_{C,i,C'} Y_C, \quad C, C' \subseteq [n], \quad C \cap C' = \emptyset.$$  

(7.15)

Before we present the proof of this relation, let us explore some of its consequences. The previous equation implies that $L_{C,C'} \subset L_{C,i,C'}$, and so an iterated discontinuity around $L_C$ and $L_{C,C'}$ must be related to analytic continuation around $L_{C,i,C'}$. If we denote by $\text{Disc}_{C,C'}$ the operation of taking the discontinuity of $\text{Disc}_C I^D_n$ around the Landau variety $L_{C,C'}$, we find,

$$\text{Disc}_{C,C'} \text{Disc}_C I^D_n = -N_C \text{Disc}_{C,C'} C_C I^D_n$$

$$= -N_C \frac{2^{-c}(2\pi i)^{|c/2|}}{\pi^c / 2 \sqrt{\mu^c}} \text{Disc}_{C,C'} Q_n^{D-c}(X'_{C,c+1}, \ldots, X'_{C,n}, X'_{C,\infty})$$

$$= N_C N_{C'} \frac{2^{-c-c'}(2\pi i)^{|c/2|+|c'/2|}}{\pi(c+c')/2 \sqrt{\mu^c+c^d} Y_C Y_{C,C'}} Q_n^{D-c-c'}(X'_{C,c+c'+1}, \ldots, X'_{C,n}, X'_{C,\infty})$$

$$= -\frac{N_C N_{C'}}{N_{C,C'}} \frac{(2\pi i)^{|c/2|+|c'/2|}-|c+c'/2|}{\pi^c / 2 \sqrt{\mu^c+c^d}} \text{Disc}_{C,C'} I^D_n.$$  

(7.16)

In other words, we see that, up to an overall constant numerical factor, iterated discontinuities around a Landau variety where an additional subset $C'$ of propagators is cut is equivalent to computing the discontinuity where all the propagators in $C \cup C'$ are on shell. This result is in agreement with the findings of ref. [52]. Since the operation of taking unions is associative and commutative, we conclude that at one loop the operation of taking discontinuities must have the same properties. It is not clear, however, if this simple picture survives at higher loop orders [52, 53].

We now give the proof of eq. (7.15). Consider two disjoint subsets $C$ and $C'$ of $[n]$. Before we discuss the details of the proof, we mention the following simple geometric observation. The intersection with the subspace $P_{C \cup C'} = P_C \cap P_{C'}$ determines a set of points $X'_{C \cup C',i} \in P_{C \cup C'}$, $i \in [n] \setminus (C \cup C')$. We can compute the same intersection sequentially: we first compute the intersection with the subspace $P_C$, which determines a set of points $X'_{C,i} \in P_C$, $i \in [n] \setminus C$, and we next compute the intersection with $P_{C'}$, which determines the points $X''_{C',i} \in P_{C \cup C'}$, $i \in [n] \setminus (C \cup C')$. Obviously, the two sets of points
must agree, \( X''_{C',C',i} = X'_{C',C',i} \in P_{C'C} \), and eq. (6.10) then implies

\[
\frac{Y_{C'C'}i}{Y_{C'C}} = (X'_{C'C',i} X'_{C'C',i}) = (X''_{C',C',i} X''_{C',C',i}) = \frac{Y_{C'C'}i}{Y_{C'C}},
\]

(7.17)

where we have used the shorthand \( C'i \equiv C' \cup \{i\} \). The previous relation can be cast in the form

\[
Y_{C,C'}i = \frac{Y_{C'C'}i}{Y_{C'C}} Y_{C,C'}.
\]

(7.18)

The proof of eq. (7.15) now proceeds recursively in the number of elements of \( C' \). If \( C' \) contains a single element, say \( C' = \{i\} \), eq. (7.15) reduces to eq. (6.10) with \( i = j \), and so eq. (7.15) holds if \( C' \) consists of a single element. If \( C' \) contains more than one element, say \( C' = C''i \), \( C'' \neq \emptyset \), then eq. (7.15) applies inductively to \( Y_{C,C''}i \), and we find

\[
Y_{C,C'} = Y_{C,C''}i = \frac{Y_{C'C'}i}{Y_{C'C''}} Y_{C,C''} = \frac{Y_{C'C'}i}{Y_{C'C''}} \frac{Y_{C'C''}}{Y_{C}} = \frac{Y_{C'C}}{Y_{C}} Y_{C},
\]

(7.19)

and so eq. (7.15) is proven.

This analysis requires that none of the modified Cayley determinants appearing in the formulas above vanish. As such, it is valid for generic kinematics and does not apply to cases such as the vanishing cuts listed in section 4.2. For example, the nonvanishing quadruple cut of the zero-mass box cannot be derived as an iterated discontinuity if the first cut gives zero.

7.4 Unitarity cuts and discontinuities in physical channels

The previous definition of discontinuity is related to a notion encountered frequently in the physics literature, namely the discontinuity across a branch cut, defined as the difference of the values of a function \( f \) as one approaches the real axis from opposite sides,

\[
\text{disc}_x f(x + i0) \equiv \frac{1}{2\pi i} \lim_{\eta \to 0} \left[ f(x + i\eta) \right. - f(x - i\eta) \left], \quad x \in \mathbb{R}. \right.
\]

(7.20)

In this section we explain how this notion of discontinuity is related to the analytic continuation discussed in section 7.2.

Consider a function \( f \) that is analytic on some open domain \( D \) in the upper half-plane, whose closure contains an interval \( I \) of the real axis on which \( f \) is real and continuous. In the following we will always assume that \( D \) is the upper half-plane. The Schwarz reflection principle then implies that \( f \) can be analytically continued in a unique way to the domain \( \overline{D} \) in the lower half-plane by \( f(\bar{z}) = \overline{f(z)} \). This is equivalent to

\[
\text{Re} f(\bar{z}) = \text{Re} f(z) \quad \text{and} \quad \text{Im} f(\bar{z}) = -\text{Im} f(z).
\]

(7.21)

In other words, while the real part of \( f \) is well-defined on the real axis, the imaginary part is discontinuous and eq. (7.20) reduces to

\[
\text{disc}_x f(x + i0) = i \text{disc}_x \text{Im} f(x + i0) = 2i \text{Im} f(x + i0) = -2i \text{Im} f(x - i0), \quad x \in \mathbb{R}. \]

(7.22)
Let us now consider a function that has a branch point at the origin on the real axis. We assume that \( f(x) \) is real for \( x < 0 \), and that \( f \) has a branch cut on the positive real axis. For every point \( z \) in the upper half-plane there is a path \( \gamma \) that connects it to \( z \) without crossing the branch cut. We can thus interpret \( f(x - i0) \) as the result of analytically continuing \( f(x + i0) \) along the path \( \gamma \):

- If \( x < 0 \), then this path can be chosen as the straight line from \( x + i0 \) to \( x - i0 \), and we obtain
  \[
  \text{disc}_x f(x) = i \text{disc}_x \text{Im} f(x) = 0. \tag{7.23}
  \]

- If \( x > 0 \), then this path winds once in the positive direction around the branch point at \( x = 0 \). In other words, \( f(x - i0) \) is obtained from \( f(x + i0) \) by analytic continuation around the branch point, and so we find
  \[
  \text{disc}_x f(x) = i \text{disc}_x \text{Im} f(x) = \frac{1}{2\pi} \text{Disc}_{x=0} \text{Im} f(x) = \frac{1}{2\pi} \text{Im} \text{Disc}_{x=0} f(x), \tag{7.24}
  \]
  where the last step follows from the fact that analytic continuation commutes with the operation of taking the imaginary part.

Combining the two cases, we see that

\[
\text{disc}_x f(x + i0) = \frac{1}{2\pi} \theta(-x) \text{Im} \text{Disc}_{x=0} f(x), \tag{7.25}
\]

where \( \theta(x) \) denotes the Heaviside step function. We see that the two notions of discontinuities carry equivalent information, at least in the case where the branch point lies on the real axis.

Let us now discuss how these concepts apply to one-loop Feynman integrals. It is well known that one-loop Feynman integrals are real in the Euclidean region where all masses are positive and all consecutive Mandelstam invariants are negative. Hence, one-loop Feynman integrals satisfy the Schwarz reflection principle. Feynman integrals have branch points on the real axis which correspond to thresholds and masses becoming negative. Let us discuss the discontinuity in the channel \( Q^2 = (q_i - q_j)^2 \). It follows from the ‘cutting rules’ of ref. [3, 21] that the discontinuities in a given channel can be computed by replacing a subset of propagators by \( \delta \) functions and fixing the energy flow through these cut propagators. This subset is simply the set of propagators that disconnects the graph into two disjoint graphs, where the total external momentum flowing through the cut lines into each subgraph is equal to \( Q^2 \). At one loop, every subset of two edges disconnects the graph, and so we obtain the well-known result that the discontinuity in a channel \( Q^2 \) is computed by the integral where two propagators are ‘cut’, i.e., replaced by \( \delta \) functions. Similarly, it is known that one-propagator cuts compute the discontinuity in the mass of the cut propagator [26].

Let us see how these well-known results can be recovered from the more general notion of discontinuity reviewed at the beginning of the section. We discuss the discontinuity in a channel, \( Q^2 = (q_i - q_j)^2 \). Consider the Landau variety defined by

\[
Y_{ij} = -\frac{1}{4} \left[ Q^2 - (m_i + m_j)^2 \right] \left[ Q^2 - (m_i - m_j)^2 \right] = 0. \tag{7.26}
\]
The zeroes of $Y_{ij}$ are the threshold and pseudothreshold [2]. Assume that all other scales are held fixed. In the complex $Q^2$-plane, the Landau variety $L_{ij} = \{ Q^2 \in \mathbb{C} | Y_{ij} = 0 \}$ consists of two isolated points. We know that the amplitude has a branch cut along the positive real line starting from the physical threshold $Q^2_0 \equiv (m_i + m_j)^2$. Using eq. (7.12) and (7.25), we find that

$$\text{Disc}_{Q^2} I_n(Q^2) = \frac{1}{2\pi} \theta(Q^2 - Q^2_0) \text{Im} \text{Disc}_{L_{ij}} I_n = -N_{ij} \theta(Q^2 - Q^2_0) \text{Re} C_{ij} I_n,$$

in agreement with the physics literature.

### 7.5 Leading singularities

In section 4.3 we presented explicit results for maximal cuts of one loop integrals. A closely related notion is that of leading singularities. If we restrict the discussion to one-loop integrals, then the leading singularity is defined as the residue of the integrand at a global pole [27]. This notion, however, only makes sense in integer dimensions. The residue is particularly simple to evaluate in the compactified picture in $D = D_n$ dimensions ($D_n$ is defined in eq. (2.5)). We consider separately the cases where $n$ is even or odd. We recall from the discussion of section 3.1 that residues are a property of the integrand, and not of the integral. We thus compute the leading singularity as the global pole of the differential form $w_n^{D_n}$ defined in eq. (5.4) taken at $\epsilon = 0$.

- If $n$ is even, then there is a global pole at $(X_i Y_i) = 0, 1 \leq i \leq n$. The residue at this pole evaluates to

$$\text{LS}[w_n^{D_n}] = \pm \frac{(4\pi)^{-n/2}}{\sqrt{Y_{[n]}}}, \quad n \text{ even.} \quad \text{(7.28)}$$

- If $n$ is odd, then there is a global pole at $(X_i Y_i) = (X_i Y_i) = 0, 1 \leq i \leq n$. The computation is identical to the previous case, and using eq. (5.6), the residue at this pole evaluates to

$$\text{LS}[w_n^{D_n}] = \pm 2i \frac{(4\pi)^{-(n+1)/2}}{\sqrt{\text{Gram}_{[n]}}}, \quad n \text{ odd.} \quad \text{(7.29)}$$

Since one-loop leading singularities are residues at global poles, it is natural to expect that leading singularities are related to cut integrals where we integrate over the corresponding residues. We define\textsuperscript{17}

$$j_n \equiv \lim_{\epsilon \to 0} C_{[n]} \tilde{J}_n = \begin{cases} 2^{1-n/2} n^{n/2} / \sqrt{Y_{[n]}}, & \text{for } n \text{ even,} \\ 2^{(1-n)/2} \frac{1}{2} (n-1)^{n-1} / \sqrt{\text{Gram}_{[n]}}, & \text{for } n \text{ odd.} \end{cases} \quad \text{(7.30)}$$

where we used the explicit results in (4.34) and (4.35). We then find the following relation between leading singularities and one-loop cut integrals:

\textsuperscript{17}For cases where the maximal cut vanishes, which are strictly speaking not part of our basis as they are reducible to lower point functions, $j_n$ is defined by the expression in terms of determinants, and not as the $\epsilon \to 0$ limit of the cut.
If $n$ is even,

$$j_n = \pm 2(2\pi i)^{n/2} \text{LS}[\varpi_n^{D-n}] .$$  \hspace{1cm} (7.31)

If $n$ is odd, using eq. (5.14),

$$\lim_{\epsilon \to 0} C_{\infty[n]} \tilde{J}_n = -2j_n = \pm 2(2\pi i)^{(n+1)/2} \text{LS}[\varpi_n^{D-n}] .$$  \hspace{1cm} (7.32)

We see that the leading singularity and the maximal cut agree only up to a factor of 2 (the powers of $2\pi i$ on the right-hand side results from our normalization of cut integrals, see eq. (3.31)). This factor is significant. Its origin can be traced back to the vanishing sphere. Indeed, for $n$ even, the vanishing sphere is the intersection of $n$ spheres of dimension $n - 1$, and for $n$ odd, the intersection of $(n+1)$ spheres of dimension $n$: in both cases the vanishing sphere reduces to two isolated points, which are precisely the two global poles. The integral over the vanishing sphere therefore reduces to the difference of the values of the residues at these global points. Since the residues differ by a sign, their difference leads to a factor of two. Equivalently, for the maximal cut the angular integral in eq. (3.31) is trivial and contributes only the volume of the 0-sphere, which is 2:

$$\lim_{\epsilon \to 0} \int d\Omega_{-2\epsilon} = \lim_{\epsilon \to 0} \frac{2\pi^{(1-\epsilon)/2}}{\Gamma\left(\frac{1-\epsilon}{2}\right)} = 2 .$$  \hspace{1cm} (7.33)

As a consequence, we emphasize that leading singularities should not generally be interpreted as discontinuities! The former are a property of the integrand, the latter of the integral. While the difference amounts to a simple factor of 2 at one loop, this difference may be more pronounced beyond one loop where the structure of the global poles is more complicated [8, 9, 12] and where there is no easy way to translate between the individual residues which define the leading singularities and the integrals over the vanishing spheres that define the discontinuities.

8 Linear relations among cut integrals

The purpose of this section is to analyze linear relations among one-loop cut integrals. It is well known that (uncut) Feynman integrals satisfy linear relations among themselves. A particular subset of such relations are the dimensional-shift identities [35–37], which relate integrals in $D$ and $D \pm 2$ dimensions, and integration-by-parts (IBP) identities [54, 55], which are recursion relations in the powers of the propagators in a fixed space-time dimension. The origin of IBP identities lies in the fact that integrals of total derivatives vanish in dimensional regularization,

$$\int d^Dk \frac{\partial}{\partial k^\mu} \left( \ldots \right) = 0 ,$$  \hspace{1cm} (8.1)

which is a consequence of the invariance of integrals in dimensional regularization under infinitesimal linear changes of variables [56]. Acting with the derivative on the propagators (and expressing the scalar products in the numerator in terms of denominators) results in a
linear combination of integrals with the same propagator structure, but with different values for the exponents of the propagators (numerator factors can be interpreted as propagators raised to non positive powers). Currently, no linear identity between Feynman integrals is known that cannot be traced back to IBP or dimensional-shift identities, and conjecturally all linear relations among Feynman integrals arise in this way. Using IBP identities (and tensor reduction in the presence of tensor numerators), every one-loop integral can be reduced to a linear combination of integrals with unit powers of the propagators. Using dimensional-shift identities, we can choose integrals with a different number of propagators to lie in a different number of dimensions. As a consequence, one can show that the integrals \( J_n \) defined in eq. (2.4) form a basis for all one-loop integrals in \( D = d - 2\epsilon \) dimensions, where \( d \) is a positive even number.

To summarize, conjecturally there are precisely two types of relations among one-loop Feynman integrals, IBP identities and dimensional-shift identities, and we can use these relations to construct a basis for all one-loop integrals. Since linear relations among one-loop integrals are so well understood, it is natural to ask what relations exist among cut integrals. In the following we argue that there are two types of relations among one-loop cut integrals:

1) Linear relations among integrals with different propagators but the same set of cut propagators: these relations can be traced back to IBP and dimensional shift identities and are entirely determined by the corresponding relations between the uncut integrals.

2) Linear relations among integrals with the same propagators but different sets of cut propagators: these relations can be traced back to relations between the generators of the homology group associated to one-loop integrals studied in section 5.2.

These different types of relations will be described more extensively in the remainder of this section. Although we cannot exclude at this point that other types of (linear) relations among cut integrals exist, we have performed an extensive search for linear relations of the aforementioned type on explicit results for cut integrals with up to four propagators. We have not found any relation beyond the ones described in this section, so we conjecture that these are the only relations among one-loop cut integrals.

8.1 Relations among integrals with the same set of cut propagators

Since cut integrals compute discontinuities (see section 7.1), every linear relation among Feynman integrals can immediately be lifted to a relation among cut integrals. Indeed, assume that we are given linear relations among a set of Feynman integrals \( I_k, \sum_k a_k I_k = 0 \). Then we can compute the discontinuity associated to the Landau variety \( L_C \), and we obtain a relation among cut integrals. For example, in the case of a singularity of the first type, we have

\[
0 = \sum_k a_k \text{Disc}_C I_k = - N_C \sum_k a_k C_C I_k \mod i\pi .
\]

Hence, we immediately conclude that every IBP and dimensional-shift identity can be lifted to a linear relation where precisely the propagators in the set \( C \) are cut. The only
difference with the uncut case comes from the fact that integrals vanish if a cut propagator is absent or raised to a negative power. Note that this result is not specific to one loop, but it can easily be generalized to arbitrary loop order, because the connection between discontinuities and cut integrals extends beyond one loop \cite{1, 31, 33, 45, 48, 51}.

The previous result is closely connected to the reverse-unitarity approach to the computation of inclusive cross sections. In refs. \cite{57–61}, it was argued that the same IBP identities hold for unitarity cuts of the loop integral, i.e., cuts where the underlying Feynman graph factorizes into two disjoint connected graphs after the on-shell propagators are removed. Similar conclusions were drawn in the literature for dimensional-shift identities \cite{62, 63}. Our result is of course in agreement with reverse unitarity, because inclusive cross sections are discontinuities \cite{64,65}, and it extends it to arbitrary cut integrals.

Finally, we note that our result on the difference between leading singularities and maximal cuts is also in agreement with the literature, where it was observed that while leading singularities of Feynman integrals do not necessarily satisfy the IBP identities, some specific linear combinations of leading singularities do  \cite{8, 9, 12, 14}. Indeed, there is no contradiction between the fact that cut integrals (including those associated to Landau singularities of the second type) satisfy IBP identities, while individual leading singularities do not. The former compute discontinuities, while the latter do not. Discontinuities and cut integrals may however be sums of leading singularities (cf. the discussion in section 7.5), and so there may be specific linear combinations of leading singularities that satisfy IBP identities.

8.2 Linear relations among cut integrals in integer dimensions

In this section we study linear relations among cuts of the integrals in our basis with an even number of propagators, computed in integer dimensions. Consider the limit $\epsilon \to 0$ of the differential form defined in eq. (5.4),

\begin{equation}
\varpi_{2m} = \frac{\theta^{2m+2}Y}{\pi^m \text{Vol}(\text{GL}(1)) \left[-2(X_1 Y)\right] \cdots \left[-2(X_{2m} Y)\right]},
\end{equation}

The corresponding (cut) integrals are

\begin{equation}
C_{\infty} \tilde{K}_{2m} \equiv \lim_{\epsilon \to 0} C_{\epsilon} \tilde{J}_{2m}, \quad \emptyset \subseteq C \subseteq [2m].
\end{equation}

While $\varpi_{2m}$ is always well defined, it might be that for some sets $C$ the corresponding cut integral is not. Indeed, it can happen that when some kinematic scales are set to zero the integral develops poles in $\epsilon$, or that the limit of sending the scales to zero does not commute with sending $\epsilon \to 0$. Both of these cases are excluded from our discussion.

From eq. (8.3), we see that $\varpi_{2m}$ is nonsingular for $(X_{\infty} Y) = 0$, and so eq. (5.15) implies that all cut integrals associated to singularities of the second type must vanish,

\begin{equation}
C_{\infty} \tilde{K}_{2m} = 0, \quad \emptyset \subset C \subseteq [2m].
\end{equation}

Equation (5.14) then implies a linear relation among the cut integrals associated to singularities of the first type,

\begin{equation}
2C_{\epsilon} \tilde{K}_{2m} + \sum_{i \in [2m] \setminus C} C_{\epsilon i} \tilde{K}_{2m} = 0, \quad \emptyset \subset C \subset [2m] \text{ and } \epsilon \text{ is odd.}
\end{equation}
In appendix C.1 we present an alternative proof which does not rely on homological methods. A particular case of this relation for box integrals can be found in ref. [48]. A relation similar to eq. (8.6) can be derived from eq. (5.13) for $c$ even, but it is not independent from eq. (8.6). Indeed, if $c$ is even, then we can write

$$0 = \frac{1}{2} \sum_{j \in [2m] - C} \left[ 2 C_{Cj} \tilde{K}_{2m} + \sum_{i \in [2m] - C} C_{Cji} \tilde{K}_{2m} \right]$$

$$= \sum_{j \in [2m] - C} C_{Cj} \tilde{K}_{2m} + \sum_{i,j \in [2m] - C} C_{Cji} \tilde{K}_{2m}$$

(8.7)

We stress that eq. (8.6) holds only for integrals with an even number of propagators in integer dimensions. Indeed, if the number $n$ of propagators is odd, then the integral $\tilde{K}_n$ has a pole on $P_\epsilon$, and the cut integrals associated to singularities of the second type do not vanish. We have checked in explicit examples that eq. (8.6) does not hold away from integer dimensions. In the specific case where $n$ is even and $C$ corresponds to all but one propagator, eq. (8.6) reduces to the relation between the maximal and next-to-maximal cuts, eq. (4.49).

### 8.3 A linear relation between single and double cuts

In the previous subsection we obtained relations among cut integrals associated to singularities of the first type by equating two ways to compute the cut integrals associated to the singularities of the second type, eqs. (5.13), (5.14) and (5.15), and using the fact that these integrals have no singularities of the second type. The resulting relations are therefore only valid in the limit $\epsilon \to 0$. In this subsection, we present a relation where the cut integral associated to the singularity of the second type does not vanish, but the integral in eq. (5.15) is simple enough that it can be performed in closed form, to all orders in dimensional regularization.

We start by equating eq. (5.13) and (5.15) for $C = \emptyset$,

$$\sum_{i \in [n]} C_i I_n + \sum_{i,j \in [n], i < j} C_{ij} I_n = -2\epsilon \int_{\tilde{E}_\infty} \varpi^D_n \mod i\pi.$$  

(8.8)

The integration is performed over the vanishing cell $\tilde{E}_\infty$, defined as one of the two parts of the quadric $\Sigma$ cut out by the hyperplane $P_\infty$. We now show that the value of this integral is half the original Feynman integral,

$$\int_{\tilde{E}_\infty} \varpi^D_n = \frac{1}{2} \int_{\Sigma} \varpi^D_n \mod i\pi.$$  

(8.9)

Indeed, let us choose coordinates such that $P_\infty$ is the hyperplane defined by $Y^+ = 0$. Then we can decompose $\Sigma = \Sigma^+ \cup \tilde{S}_\infty \cup \Sigma^-$, where $\Sigma^\pm = \{ Y / Y^+ > 0 \}$. The vanishing cell can then be identified with one of these two parts, and we may choose without loss of
generality \( E_\infty = \Sigma^+ \). The integral over \( S_\infty \) vanishes (because we integrate the \( D \)-form \( \omega_n^D \) over the \((D - 1)\) sphere \( S_\infty \)), and so we get the identity

\[
\int_\Sigma \omega_n^D = \int_{\Sigma^+} \omega_n^D + \int_{\Sigma^-} \omega_n^D.
\]  

(8.10)

Let us now show that the two integrals give identical contributions. Since \( \Sigma \) is defined by \((YY) = 0\), whenever \( Y \in \Sigma^+ \) we have \(-Y \in \Sigma^-\). The integrand \( \omega_n^D \) is invariant under the change of variables \( Y \to -Y \) (up to terms proportional to \( i\pi \)),

\[
\omega_n^D \to (-1)^{n+x_n+2x} \omega_n^D = (-1)^{n+x_n} \omega_n^D = \omega_n^D \mod i\pi,
\]  

(8.11)

because \( n + x_n \) is always even (\( x_n \) is defined in eq. (5.10)). Hence we find

\[
\int_{E_\infty} \omega_n^D = \int_{\Sigma^+} \omega_n^D = \int_{\Sigma^-} \omega_n^D.
\]  

(8.12)

Putting everything together, we find the following remarkable relation relating the sum of all single and double cuts with the original Feynman integral,

\[
\sum_{i \in [n]} C_i I_n + \sum_{i,j \in [n], i < j} C_{ij} I_n = -\epsilon I_n \mod i\pi.
\]  

(8.13)

The special case of this relation for the one-mass box was considered in ref. [66]. In appendix C.2 we provide an alternative, purely analytic, proof of eq. (8.13). The proof presented here relies crucially on the fact that the integral over the vanishing cell in the right-hand side of eq. (8.8) is simple enough that it can be performed in closed form. If \( C \neq \emptyset \), then the structure of the vanishing cell \( E_{\infty C} \) is more complicated, and we do not currently know how to perform the integral in closed form. We have performed an extensive search for explicit relations similar to eq. (8.13) for \( C \neq \emptyset \), but no such relation was found.

8.4 A basis of one-loop cut integrals

It is well known that using IBP identities every (scalar) Feynman integral can be written as a linear combination of a minimal set of integrals called master integrals. It is known that the number of master integrals is always finite [67], related to a sum of Milnor numbers of critical points [68]. At one loop, we can choose the basis integrals to lie in different dimensions, and one finds that the integrals \( \tilde{\mathcal{J}}_n \) form a basis of all one-loop integrals in even dimensions.\(^\text{18}\) Since cut integrals satisfy the same IBP identities as their uncut analogues, it is natural to ask if we can write down a basis for one-loop cut integrals. In the following we discuss two such bases associated to singularities of the first and second types.

Since cut and uncut integrals satisfy the same IBP and dimensional shift identities, we immediately conclude that \( \{C_\tilde{\mathcal{J}}_n : \emptyset \subset C \subseteq [n] \cup \{\infty\} \} \) is a spanning set of all one-loop integrals. This set, however, is not yet minimal, because cut integrals satisfy additional linear relations coming from relations among the generators of the homology groups (cf.

\(^\text{18}\)We keep in mind that some two- and three-point functions are reducible, and are therefore not independent basis elements.
section 5.3). In particular, eqs. (5.13) and (5.14) imply that we can always express cut integrals associated to singularities of the second type in terms of those of the first type, and so we conclude that the cut integrals

\[ \{ \mathcal{C}_C \tilde{T}_n : \emptyset \subset C \subseteq [n] \} \]

(8.14)

associated to singularities of the first type suffice to form a spanning set of all one-loop cut integrals. We think of this set as a basis, although strictly speaking, just as for Feynman integrals, some two- and three-point integrals are reducible. This basis has the property that all the basis elements are polylogarithmic functions of uniform weight \( [n/2] - [c/2] \), order by order in dimensional regularization. In particular, the maximal cut is a function of weight 0, i.e., an algebraic function at \( \epsilon = 0 \) (cf. the discussion on leading singularities of section 7.5).

There is a natural alternative basis for one-loop cut integrals, which mixes cut integrals associated to singularities of the first and second types. Indeed, we can use eq. (5.14) and replace each cut integral \( \mathcal{C}_C \tilde{T}_n, \ c \ \text{odd} \), by the cut integral \( \mathcal{C}_\infty C \tilde{T}_n \). The alternative basis is [48]

\[ \{ \mathcal{C}_C \tilde{T}_n : \emptyset \subset C \subseteq [n] \cup \{ \infty \} \text{ and } c \ \text{even} \}. \]

(8.15)

We conclude this section with a comment on the differential equations satisfied by cut integrals. It is well known that (uncut) master integrals satisfy systems of first-order linear differential equations [69–73]. The differential equations are obtained by differentiating under the integration sign. The differentiation generically introduces integrals with higher powers of the propagators, which may be reduced to a linear combination of master integrals. Since uncut and cut integrals satisfy the same IBP identities, we immediately conclude that cut integrals satisfy the same differential equations as uncut Feynman integrals. We stress that this argument is independent of the loop order, and it agrees with the reverse-unitarity approach to the computation of inclusive cross sections [57–61] and recent approaches to solve homogeneous differential equations by maximal cuts [15, 16]. As a consequence, the bases of one-loop cut integrals in eq. (8.14) and (8.15) satisfy the same differential equations as the corresponding integrals \( \tilde{J}_n \).

9 Conclusions

In this paper, we have presented a definition of one-loop cut integrals valid in dimensional regularization, for any configuration of internal or external scales. The cornerstone of our definition is Leray’s multivariate residue calculus, which allows us to make a precise definition for the sometimes rather vague notion of the integration contour over which a cut integral should be evaluated. Leray’s multivariate residue calculus is intimately connected to homology theory, and we have studied the homology groups associated to one-loop integrals. The study of the homology groups gives us precise relations between cut integrals associated to Landau singularities of the first and second types and discontinuities around the corresponding Landau varieties. Moreover, relations between the generators of the homology groups translate immediately into linear relations between cut integrals with different numbers of cut propagators.
In analyzing the consequences of the homology relations, we have used a representation of one-loop integrals in a compactified space. In this framework, cuts relating to Landau singularities of the first and second kind are described together, where the only difference between them is that the latter involves cutting a special propagator which is raised to a non-integer power. Furthermore, in the compactified framework we have identified a single class of parametric integrals that yields generic uncut and cut one-loop integrals as special cases, hence establishing a new way to evaluate cut integrals (see eqs. (6.8) and (6.12)) without explicitly parametrizing momenta.

While the work in this paper was restricted to the study of cuts of one-loop integrals, we believe that several of the concepts introduced in this paper carry over to higher loop integrals. In particular, the theory of multivariate residues is not restricted to one loop, and it was already realized in the '60s that it provides the natural language to study cuts and discontinuities of Feynman integrals [31–33, 45, 48, 51]. The study of the homology groups associated to multi-loop integrals, however, is much more complicated, and only very limited results are available in the literature [74]. The study of the homology groups at one-loop was crucial in order to define a basis of integration contours for one-loop integrals, and we believe that the homology groups of higher loop integrals can provide new insight into the structure of higher loop integrals. A possible avenue for future research is the application of homology theory to construct so-called master contours. Beyond one-loop the construction of master contours, i.e., integration contours which allow one to project an amplitude onto a given master integral, is still a largely open question. The current approach to the construction of master contours relies on the computation of leading singularities, and the projectors correspond to linear combinations of leading singularities that preserve IBP identities. Since the generators of the homology groups allow one to compute discontinuities, they naturally provide a basis of integration contours that preserve IBP relations. The exploration of a possible connection between the generators of the homology groups and master contours is left for future work.
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A Changing variables to the propagators

In this appendix we derive eq. (3.23) (see also refs. [17, 39–41]). For convenience, we only discuss the Euclidean case. The extension to Minkowski space is straightforward. We use the notation of section 3.2. We can write $k^E = k|| + k\perp$, and so

$$d^Dk^E = d^{c-1}k|| d^{D-c+1}k\perp = \frac{1}{2} d^{c-1}k|| d\Omega_{D-c} (k^2_\perp)^{(D-c-1)/2} dk^2_{\perp}. \quad (A.1)$$

In the linear subspace $E_C$ we change variables to $\kappa_j \equiv k^E \cdot (q^E_j - q^E_1)$, $2 \leq j \leq c$. The Jacobian is given by the determinant

$$J = \text{det} \left( \frac{\partial \kappa_j}{\partial k^E_{\mu}} \right)_{2 \leq j \leq c} = \text{det} \left( (q^E_j - q^E_1)^\mu \right)_{2 \leq j \leq c}. \quad (A.2)$$

It is easy to check that $J$ is the square root of the Gram determinant, $J^2 = \text{det}((q^E_j - q^E_1)^2)_{2 \leq j, l \leq c} = \text{Gram}_C$. Using the fact that (see figure 2) $|k\perp| = H_C/\text{Gram}_C$, we obtain

$$d^Dk^E = \frac{1}{2\sqrt{\text{Gram}_C}} \left( \frac{H_C}{\text{Gram}_C} \right)^{(D-c)/2} d^{c-1} \kappa_j d\Omega_{D-c} \text{det} k^2_{\perp} \quad (A.3)$$

where in the last step we have changed variables from $k^2_{\perp}$ to $(k^E)^2$. Finally, we can change variables from $((k^E)^2, \kappa_j)$ to the propagators $D_j$. The change of variables is given by

$$D_1 = (k^E)^2 + m^2_1, \quad D_j = (k^E)^2 - 2k^E \cdot q^E_j + (q^E_j)^2 + m^2_j, \quad 2 \leq j \leq c. \quad (A.4)$$

The Jacobian is $2^{1-c}$, and so we find

$$d^Dk^E = \frac{2^{-c}}{\sqrt{\text{Gram}_C}} \left( \frac{H_C}{\text{Gram}_C} \right)^{(D-c)/2} d\Omega_{D-c} \prod_{j \in C} dD_j, \quad (A.5)$$

in agreement with eq. (3.23).

B The Landau conditions at one loop

In this appendix we solve the Landau conditions for one-loop integrals, and we show that they can be classified according to the vanishing of a modified Cayley determinant $Y_C$ or a Gram determinant $\text{Gram}_C$, where $C$ is a subset of propagators. The results summarized here agree with those obtained after compactification in section 5.1. It is convenient to work with the Feynman parameter representation integral of one-loop integrals,

$$I^D_n = (-1)^n e^{\gamma_E \epsilon} \Gamma(n-D/2) \int_{\Delta} \Omega_{n-1} \frac{U^{n-D}_n}{F^{n-D/2}_n}, \quad (B.1)$$
where $\Delta$ is the standard simplex in $\mathbb{R}^{n-1}$ and $\Omega_{n-1} = \delta \left( \sum_{i=1}^{n} x_i \right) \prod_{i=1}^{n} dx_i$ is the usual volume form on $\mathbb{R}^{n-1}$ ($S$ is any subset of $\{1, \ldots, n\}$). $U_n$ and $F_n$ denote the two Symanzik polynomials for one-loop graphs $[50]$:

$$U_n = \sum_{i=1}^{n} x_i, \quad F_n = \sum_{i,j=1}^{n} \Upsilon_{ij} x_i x_j = \bar{x}^T \Upsilon \bar{x},$$  \tag{B.2}

with $\Upsilon_{ij} = \frac{1}{2}((-q_i - q_j)^2 + m_i^2 + m_j^2)$. Note that the principal minor of $\Upsilon$ where all rows and columns are deleted except for those in a set $C \subseteq \{1, \ldots, n\}$ is precisely the modified Cayley determinant $Y_C$.

The Landau conditions (7.3) and (7.4) take the form

$$\alpha_U U_n = 0, \quad \alpha_F F_n = 0, \quad \beta_i x_i = 0, \quad 1 \leq i \leq n,$$

$$\alpha_U \bar{I} + \alpha_F \Upsilon \bar{x} + \bar{\beta} = 0,$$  \tag{B.3}

with $\bar{I} = (1, \ldots, 1)$ and $\bar{\beta} = (\beta_1, \ldots, \beta_n)$. We are looking for constraints on the external kinematic variables for which the Landau conditions have nontrivial solutions, i.e., solutions for which $(\alpha_U, \alpha_F, \beta_1, \ldots, \beta_n) \neq (0, \ldots, 0)$.

We first analyze the solutions for which a subset of the $\beta_i$ are nonzero. Equation (B.3) implies that the corresponding subset of Feynman parameters $x_i$ must vanish, and it is easy to check that in that case $U_n$ and $F_n$ reduce to the Symanzik polynomials of the one-loop graph where all edges with a vanishing $x_i$ are pinched. In other words, every solution to the Landau conditions of a pinched graph is also a solution for the full graph. It is therefore sufficient to study the leading Landau singularities of the graph, defined by $\bar{\beta} = \bar{0}$.

Thus we focus on the leading Landau singularities. It is easy to see that a nontrivial solution must satisfy $(\alpha_U, \alpha_F) \neq (0, 0)$. Moreover, eq. (B.3) implies that for $\alpha_F = 0$ we only obtain the trivial solution. Hence, we consider the following two cases:

1) If $\alpha_U = 0$, the Landau conditions reduce to $\Upsilon \bar{x} = 0$, and this system has a nontrivial solution if and only if the modified Cayley determinant of the one-loop graph vanishes, $\det \Upsilon = 0$.

2) If $\alpha_U \neq 0$, then the Landau conditions reduce to

$$\Upsilon \bar{x} + \alpha \bar{I} = 0,$$  \tag{B.4}

with $\alpha = \alpha_U / \alpha_F \neq 0$. We already know that we obtain nontrivial solutions to the Landau conditions for $\det \Upsilon = 0$. Therefore we only discuss the case where $\Upsilon$ is invertible, in which case the unique solution to eq. (B.4) is $\bar{x} = -\alpha \Upsilon^{-1} \bar{I}$. This provides a constraint on the kinematic data, because $F_n = 0$ implies

$$0 = \bar{I}^T \Upsilon^{-1} \bar{I} = \sum_{i,j=1}^{n} (\Upsilon^{-1})_{ij}.$$  \tag{B.5}

The previous condition is equivalent to the solutions of the Landau conditions of the second type, which correspond to the vanishing of the Gram determinant. Indeed, it can be shown that

$$\sum_{i,j=1}^{n} (\Upsilon^{-1})_{ij} = \frac{\text{Gram}_{[n]}}{\det \Upsilon}. \tag{B.6}$$
By lifting these two criteria for leading Landau singularities of pinched graphs to the original unpinched graph, we obtain the two criteria of vanishing $Y_C$ or $\text{Gram}_C$ for a subset $C$ of propagators.

C Analytic proofs of relations among cut integrals

C.1 Relations among cut integrals in integer dimensions

In this appendix we present a purely analytic proof of eq. (8.6) which does not rely on homological methods. We exclude the problematic cases discussed in section 8.2, and only discuss integrals that are finite when $\epsilon \to 0$. The proof proceeds by induction on $m$ and relies on two key properties: first, that cut operators commute with differential operators (see section 8.4), and second, that the total differential of these integrals with $2m + 2$ propagators can be expressed in terms of the integrals with $2m$ propagators [38, 75]. We seed the induction with the case $m = 1$, which we can check explicitly:

$$
C_{e_1e_2} K_2(p^2; m_1^2, m_2^2) = \frac{2}{\sqrt{\lambda(m_1^2, m_2^2, p^2)}},
$$

$$
C_{e_1} K_2(p^2; m_1^2, m_2^2) = C_{e_2} K_2(p^2; m_1^2, m_2^2) = \frac{1}{\sqrt{\lambda(m_1^2, m_2^2, p^2)}},
$$

with $\lambda(m_1^2, m_2^2, p^2)$ as defined in eq. (4.27). These are obtained using eqs. (4.34) and (4.47). We assume that eq. (8.6) holds for all integers up to a given value of $m$, and then prove it for $m + 1$.

Throughout the proof it is convenient to work with integrals normalized as follows:

$$
K_n = \tilde{K}_n / j_n. \quad (C.2)
$$

Now we rely on a recursive differential equation for these integrals given in refs. [38, 75],

$$
dK_{2m + 2} = \sum_{S \subseteq [2m + 2]} K_S d \log R_S \quad (C.3)
$$

where $R_S$ is some algebraic function, and $K_S$ denotes the function $K_{|S|}$ evaluated at $(X_j)_{j \in S}$. Now we can use this differential equation to implement the inductive step from $2m$ to $2m + 2$. Let us take the total differential of the left-hand side of eq. (8.6). We have

$$
\begin{align*}
& d \left[ 2 C_C + \sum_{i \in [2m + 2] \setminus C} C_{C_i} \right] K_{2m + 2} \\
& \quad = \sum_{S \subseteq [2m + 2]} \left[ 2 C_C K_S + \sum_{i \in [2m + 2] \setminus C} C_{C_i} K_S \right] d \log R_S \\
& \quad = 0,
\end{align*}
$$

This formula was given under the assumption of vanishing internal masses, but it is straightforward to extend the relation to finite masses using the compactified picture of section 5.1.
where the last line follows from the induction hypothesis. We conclude the right-hand side of eq. (8.6) must be a constant. The constant can only be 0, because the signs of the integrals $K_S$ can be reversed simply by changing the normalization convention (the sign of the square root (7.30)). This inductive argument takes care of all cases with $\|C\| < 2m$. The only remaining possibility is $\|C\| = 2m - 1$, which is simply the statement of eq. (4.49).

### C.2 Relation among cut and uncut integrals

We now present a purely analytic proof of eq. (8.13). Since this is a linear relation, it suffices to prove it for elements of the normalized basis $J_n$ defined as:

$$J_n = \frac{\tilde{J}_n}{j_n}.$$  

(C.5)

For compactness of the equations below, we define

$$Q_n \equiv \sum_{i=1}^{n} C_i J_n + \sum_{i,j=1}^{n} C_{ij} J_n + \epsilon J_n,$$

and similarly for $\tilde{Q}_n$ defined in terms of the $\tilde{J}_n$. Our goal is to show that $Q_n = 0$ for all $n$.

We proceed by induction on $n$. It is to be understood that all identities in this derivation are valid modulo $\pi^2$. It is simple to check that the relation holds for the tadpole,

$$Q_1 = C_1 J_1 + \epsilon J_1 = 0.$$  

(C.7)

Let us now assume that $Q_j = 0$ up to $j = n - 1$, and let us check that it still holds for $j = n$. Since the $J_n$ form a basis of one-loop integrals, for every $J_n$ we can write a differential equation of the following form (cf. section 8.4):

$$dJ_n = \sum_{\mathcal{I} \subseteq [n]} A_n^I J_I,$$

(C.8)

where $J_I$ denotes the integral in which all the propagators of $J_n$ have been contracted except for those in the subset $I$ and the $A_n^I$ are algebraic functions of the kinematic invariants and $\epsilon$. All cuts of $J_n$ satisfy the same differential equation. In particular, we note the relations in which one, two, or $n$ propagators of $J_n$ have been cut:

$$dC_i J_n = \sum_{\mathcal{I} \subseteq [n], \ i \in \mathcal{I}} A_n^I C_i J_I, \quad dC_{ij} J_n = \sum_{\mathcal{I} \subseteq [n], \ i,j \in \mathcal{I}} A_n^I C_{ij} J_I, \quad dC_n J_n = A_n^I C_n J_I.$$  

(C.9)

We recall that $C_i J_I = 0$ unless $i \in I$, and similarly for $C_{ij} J_I$.

With the relations in eq. (C.9), consider the action of the differential on $Q_n$. We find

$$dQ_n = \sum_{\mathcal{I} \subseteq [n], \ \mathcal{I} \neq \emptyset} A_n^I \left[ \sum_{1 \leq i \leq n} C_i J_I + \sum_{1 \leq i < j \leq n} C_{ij} J_I + \epsilon J_I \right].$$  

(C.10)

\footnote{It is possible that a precise prescription for integration contours would make the relations valid exactly. We do not yet see an obvious choice of contour, but this is an interesting avenue for further exploration.}
By the induction hypothesis, all the terms vanish except for the homogenous term,
\[ dQ_n = A_n^{(n)} Q_n . \]  
(C.11)
The coefficient \( A_n^{(n)} \) is completely determined by eq. (C.9) and the formula for the maximal cut given in eq. (4.34) and (4.35). The result is
\[ A_n^{(n)} = -\epsilon d \log \left( \frac{Y_n}{\text{Gram}_n} \right) . \]  
(C.12)
Hence, we obtain a relation of the form
\[ Q_n = C_n(\epsilon) \left( \frac{Y_n}{\text{Gram}_n} \right)^{-\epsilon} , \]  
(C.13)
where the function \( C_n(\epsilon) \) is not yet determined. In order to finish the proof, we need to show that \( C_n(\epsilon) = 0 \) for all \( n \). We do this by analyzing the behavior of eq. (C.13) in the soft limit where two internal momenta coincide, \( q_a = q_b \). We will do this in the generic case where all masses are different (in particular \( m_a^2 \neq m_b^2 \)). The non-generic case then follows as a limit of the generic case (we work to all orders in \( \epsilon \) in dimensional regularization, so the massless limit of eq. (C.13) is smooth before expansion in \( \epsilon \)).

We multiply both sides of eq. (C.13) by \( j_n \), giving
\[ C_n(\epsilon) = \frac{1}{j_n} \left( \frac{Y_n}{\text{Gram}_n} \right)^{\epsilon} \tilde{Q}_n . \]  
(C.14)
Since the integral converges, we can take the limit under the integration for the different terms in \( \tilde{Q}_n \) and use the partial fraction identity
\[ \frac{1}{(k-q_a)^2+m_a^2} = \frac{1}{m_a^2-m_b^2} \left( \frac{1}{(k-q_a)^2+m_b^2} - \frac{1}{(k-q_a)^2+m_a^2} \right) . \]  
(C.15)
We obtain
\[ \lim_{q_b \to q_a} \tilde{J}_n = \frac{1}{m_a^2-m_b^2} \left( \tilde{J}_{n-1}^{(a)} - \tilde{J}_{n-1}^{(b)} \right) , \]  
(C.16)
where \( \tilde{J}_{n-1}^{(a)} \) denotes the integral obtained from \( \tilde{J}_n \) by removing the propagator of momentum \( q_a \). In these expressions, the cut of an absent propagator (for example \( C_a \tilde{J}_{n-1}^{(a)} \)) is identically zero. Since the induction hypothesis implies that eq. (C.6) is satisfied by \( \tilde{J}_{n-1}^{(a)} \) and \( \tilde{J}_{n-1}^{(b)} \), we conclude that
\[ \lim_{q_b \to q_a} \tilde{Q}_n = 0 , \]  
(C.17)
which completes our argument.
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