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Abstract—In this paper, we propose an efficient ordered-statistics decoding (OSD) algorithm with an adaptive Gaussian elimination (GE) reduction technique. The proposed decoder utilizes two decoding conditions to adaptively remove GE in OSD. The first condition determines whether GE could be skipped in the OSD process by estimating the decoding error probability. Then, the second condition is utilized to identify the correct decoding result during the decoding process without GE. The proposed decoder can break the "complexity floor" in OSD decoders introduced by the GE overhead. Simulation results advise that when compared with the latest schemes in the literature, the proposed approach can significantly reduce the decoding complexity at high SNRs without any degradation in the error-correction capability.

I. INTRODUCTION

Ultra-reliable and low-latency communications (URLLC) have attracted a lot of attention in 5G and the upcoming 6G for mission-critical services [1]–[3]. URLLC is renowned by its requirements for significantly lower latency compared to 4G long term evolution (4G-LTE) and high transmission reliability requiring the block error rate (BLER) lower than $10^{-4}$. These stringent requirements necessitate the use of low-complexity decoders and short block-length codes ($\leq 150$ bits) in coding scheme design [1], [2]. Additionally, URLLC requires bit-level granularity in the block lengths and coding rates, to accommodate scenarios with varying latency and bandwidth constraints [2], which complicates the coding system further.

Main candidates of short block-length codes for URLLC have been thoroughly reviewed in [2], [4]. As has been shown, short Bose-Chaudhuri-Hocquenghem (BCH) codes and cyclic-redundancy-check-aided Polar (CRC-Polar) codes have superior BLER performance that is close to the normal approximation (NA) bound [2], [5]. However, it is challenging for BCH and CRC-Polar to provide bit-level granularity with the optimal error-correction capability, as they are originally available at certain block-lengths and rates [6], [7], while the best known linear codes (BKLC) of different lengths and rates have different structures (see code table [8]). Recently, [9] used the genetic algorithm to design high-performance short codes by evolving random codes. [10] shows that near-optimal rate-compatible codes can be constructed by selecting random generator matrix columns and efficiently decoded by universal decoders. Therefore, universal decoders are favored in URLLC [10], as they can decode any linear block codes, including BCH, CRC-Polar codes, and BKLC, as well as their rate-compatible versions.

Ordered-statistics decoding (OSD) [11] is a near-maximum-likelihood (near-ML) universal decoder that rekindles interests recently [12]–[18]. It can decode any linear block code with near-ML BLER performance. OSD has two main phases, namely, preprocessing and reprocessing. In preprocessing, it sorts the received codeword bits according to their reliabilities (by which high reliable bits are distinguished), and permutes the columns of the code generator matrix accordingly. The permuted matrix is then transformed into the systematic form by Gaussian elimination (GE), where the information set is associated with high reliable bits. In reprocessing, a number of test error patterns (TEPs) are attempted to flip the high reliable bits. The remaining low reliable bits are recovered by re-encoding the flipped high reliable bits with the systematic permuted generator matrix.

Let $C$ be the notation of complexity. The average decoding complexity of OSD is roughly characterized as

$$C_{\text{OSD}} = C_{\text{Preprocessing}} + N_a C_{\text{Re-processing}}$$

where $N_a$ is the average number of TEPs processed in decoding a single codeword. Recent years have seen many works towards reducing $C_{\text{OSD}}$ by reducing the number $N_a$ [12]–[15], [17]–[22]. For example, [12], [13], [18], [19] proposed techniques to identify unpromising TEPs that can be discarded without processing, and [12], [19], [21] designed approaches to terminate OSD early rather than processing all possible TEPs. These approaches can reduce $N_a$ to a very low level at high signal-to-noise ratios (SNRs). In this situation, $C_{\text{OSD}}$ will be dominated by preprocessing rather than reprocessing. Specifically, GE has the complexity as high as $O(nk^2)$ for a $k \times n$ generator matrix [11, Table I]. As a result, when $N_a$ is small, GE introduces a complexity floor to OSD. That is, a complexity component hardly reducible [10]. This complexity floor hinders the application of OSD in URLLC, especially for high-SNR scenarios. Recently, [23] proposed using multiple offline produced generator matrices to replace GE in OSD. Nevertheless, this could introduce extra overheads at low-to-moderate SNRs, as it performs several reprocessings over multiple generator matrices. Until now, the complexity floor of OSD has not been fully addressed in the literature.

In this paper, we design an OSD decoder with adaptive GE reduction. Specifically, the decoder will skip GE if doing so has a negligible impact on the decoding error performance. To accomplish this, two decoding conditions are developed. The first condition decides whether to skip GE by evaluating BLER performance with and without GE. If GE is skipped, the re-encoding process will be performed with the original generator matrix of the code. The second condition determines whether the correct decoding result has been found in the decoding process without GE. If so, decoding is terminated early to reduce complexity; if not, the standard OSD is performed as a supplement to prevent BLER from degrading. Our verification shows that at high SNRs, the proposed decoder can avoid GE in almost all decoding attempts with nearly the same BLER
performance as the standard OSD. Owing to the effective GE reduction, the proposed decoder achieves a significantly lowered complexity at high SNRs compared to the latest OSD approaches from the literature [12], [23].

The rest of this paper is organized as follows. Section II presents the preliminaries. Section III describes the proposed decoding algorithm. Section IV analyzes the decoding error performance and complexity. Section V verifies the BLER and complexity of the proposed decoder via simulations. Finally, Section VI concludes the paper.

Notation: We use \( [a]_n \) to denote a row vector containing element \( a \) for \( u \leq \ell \leq v \). For simplicity, we do not distinguish random variables and their samples throughout the paper, while possible abuse of notations will be specified.

II. PRELIMINARIES

Let \( \mathcal{C}(n, k) \) denote a binary linear block code, where \( n \) and \( k \) are the lengths of the codeword and the information block, respectively. \( \mathcal{C}(n, k) \) is defined by its generator matrix \( G \); that is, an information sequence \( b = [b]_k \) is uniquely encoded to a codeword \( c = [c]_n \) by \( c = bG \). In this paper, we assume that \( G \) is systematic, i.e., \( G = [I_k, P] \), where \( I_k \) is a \( k \times k \) identity matrix and \( P \) is the parity sub-matrix.

We consider an additive white Gaussian Noise (AWGN) channel and binary phase shift keying (BPSK) modulation. Let \( s = [s]_n \) denote the modulated symbols, where \( s_i = (-1)^{c_i} \in \{\pm 1\} \). At the channel output, the received signal is given by \( r = s + w \), where \( w \) is the AWGN vector with zero mean and variance \( N_0/2 \), for \( N_0 \) being the single-band noise power spectrum density. SNR is accordingly defined as \( \text{SNR} = 2/N_0 \). Without loss of generality, approaches provided in this paper can be extended to other modulation schemes.

At the receiver, the bitwise hard-decision estimate \( y = [y]_n \) of codeword \( c \) is obtained according to: \( y_i = 1 \) for \( r_i < 0 \) and \( y_i = 0 \) for \( r_i \geq 0 \). If codewords in \( \mathcal{C}(n, k) \) have equal transmission probabilities, the log-likelihood ratio (LLR) of the \( i \)-th received symbol is defined as \( \ell_i \triangleq \ln \frac{P_0(c_i = 0 | r_i)}{P_0(c_i = 1 | r_i)} \), which is further simplified to \( \ell_i = \frac{r_i}{2N_0} \) with BPSK [6]. Thus, we define \( \alpha_i \triangleq |r_i| \) (the scaled magnitude of LLR) as the reliability of \( y_i \), where \( |·| \) is the absolute operation.

OSD preprocesses received signals according to reliabilities. First, a permutation \( \pi_1 \) is performed to sort the reliabilities \( \alpha = [\alpha]_n \) in descending order, and the ordered reliabilities are obtained as \( \pi_1(\alpha) \). Then, the generator matrix is accordingly permuted (in terms of columns) to \( \pi_1(G) \). Next, OSD obtains the systematic form of \( \pi_1(G) \) as \( \tilde{G} = [I_k, \tilde{P}] \) by performing GE. We represent the GE operation as \( \tilde{G} = E(\pi_2(\pi_1(G))) \), where \( E \) (dimension \( k \times k \)) represents row operations, and \( \pi_2 \) represents an additional column permutation which ensures that the first \( k \) columns of \( \pi_1(G) \) are linearly independent. Accordingly, \( r, y, \) and \( \alpha \) are permuted into \( \tilde{r}, \tilde{y} = \pi_2(\pi_1(y)) \), \( \tilde{\alpha} = \pi_2(\pi_1(\alpha)) \), respectively.

Since \( \pi_2 \) only partially disrupts the decoding order of \( \tilde{\alpha} \) [11, Eq. (59)], the first \( k \) positions of \( \tilde{y} \), denoted by \( \tilde{y}_B = [\tilde{y}]_k \), are referred to as the most reliable basis (MRB) [11]. To eliminate errors in MRB, a length-\( k \) TEP \( e = [e]_k \) is added to \( \tilde{y}_B \) to obtain a codeword estimate by re-encoding, i.e., \( \tilde{c}_e = (\tilde{y}_B \oplus e) \tilde{G} \), where \( \tilde{c}_e \) is the ordered codeword estimate with respect to the TEP \( e \). In re-processing, a list of TEPs are re-encoded to generate multiple codeword candidates. The maximum Hamming weight of TEP is limited by a parameter \( m \), namely, decoding order of OSD. Thus, the number of TEPs processed in an order-\( m \) OSD is up to \( \sum_{i=0}^{m} \binom{k}{i} \). For a code with the minimum Hamming weight \( d_{H} \), OSD with order \( m = \lfloor d_{H}/4 \rfloor - 1 \) achieves the ML decoding performance [11].

With BPSK, the best ordered codeword estimate \( \tilde{c}_{\text{best}} \) is found by minimizing the weighted Hamming distance between codeword estimate \( \tilde{c}_e \) and \( \tilde{y} \), which is defined as [19]

\[
D(\tilde{c}_e, \tilde{y}) \triangleq \sum_{1 \leq i \leq n} (\tilde{c}_{e_i} \oplus \tilde{y}_i)\alpha_i.
\]

Finally, the decoding result \( \tilde{c}_{\text{best}} \) is output by performing inverse permutations over \( \tilde{c}_{\text{best}}, \text{i.e., } \tilde{c}_{\text{best}} = \pi_1^{-1}(\pi_2^{-1}(\tilde{c}_{\text{best}})) \).

III. OSD WITH ADAPTIVE GE REDUCTION

A. Overall Description

We proposed an OSD algorithm that can adaptively skip its reprocessing stage. When reprocessing is skipped, the original hard-decision estimate \( y \) and generator matrix \( G \) will be used for re-encoding (instead of using \( \tilde{y} \) and \( G \)). Specifically, let \( y_B \) denote the first \( k \) positions of \( y \), i.e., \( y_B = [y]_k \). Then, given a TEP \( e \), a codeword estimate is directly recovered by \( c_e = (y_B \oplus e)G \). Similar to the standard OSD, a list of TEPs will be used in re-encoding, and the maximum allowed Hamming weight of TEPs is limited by \( m' \). Finally, if \( c_e \) is identified as the best codeword estimate, it will be directly output as the decoding result with no inverse permutation required. We referred to such a decoding process without GE as the Non-GE OSD, and \( m' \) is its decoding order.

The structure of the proposed decoder is illustrated in Fig. 1. At the start of decoding, the decoder decides whether to conduct the Non-GE OSD or the standard OSD according to “Condition 1”. If the Non-GE OSD is performed, “Condition 2” will determine whether the Non-GE OSD has found the correct decoding result. If not, the standard OSD will be conducted following the Non-GE OSD to avoid degraded decoding performance. We set that the Non-GE OSD is one-order lower than the standard OSD, i.e., \( m' = \max(m-1, 0) \). The reasons are that 1) if \( m' \geq m \), the Non-GE OSD has a higher complexity than the standard OSD, which negates the need for GE reduction and worsens the worst-case decoding complexity, and 2) if \( m' \) is too small, the Non-GE OSD may easily fail to find the correct result.

As seen, the design of “Condition 1” and “Condition 2” is of importance for the proposed decoder. We note that the standard OSD in Fig. 1 can be implemented by any improved
variants of OSD; for example, the efficient probability-based OSD (PB-OSD) proposed recently [12].

B. The First Condition

To derive the first condition, let us first consider the BLER performance of OSD, which is represented as [11, Eq. (69)]

\[ P_e \leq (1 - P_{\text{list}}) + P_{\text{ML}}, \]  

(3)

where \( P_{\text{ML}} \) is the ML BLER of \( C(n, k) \), \( P_{\text{ML}} \) is mainly characterized by the code structure and in particular, the code minimum Hamming weight \( d_H \). \( P_{\text{list}} \) is the probability that some TEP can eliminate the errors over MRB, whose value depends on the decoding order \( m \) [24, Eq. (24)].

Let \( P'_{\text{list}} \) denote the probability that the Non-GE OSD can eliminate the errors over \( y_B \) by some TEP. Thus, BLER of Non-GE OSD is upper bounded by \( P_e \leq (1 - P'_{\text{list}}) + P_{\text{ML}} \). Therefore, if \( P'_{\text{list}} = P_{\text{list}} \), the Non-GE OSD will deliver the same BLER as OSD. In other words, the Non-GE OSD is sufficient to find the correct decoding result and thus GE is not necessary. \( P'_{\text{list}} = P_{\text{list}} \) can be satisfied when SNR is asymptotically large (i.e., \( N_0 \rightarrow 0 \)). To see this, consider \( P_{\text{list}} \) derived from [25, Lemma 1], i.e.,

\[ P_{\text{list}} = \sum_{i=0}^{m} \int_{x=0}^{\infty} \binom{k}{i} p(x)^i (1 - p(x))^{k-i} f_{\tilde{\alpha}_{k+1}}(x) dx, \]  

(4)

where \( f_{\tilde{\alpha}_{k+1}}(x) \) is the density function of \( (k+1) \)-th ordered reliability, \( \tilde{\alpha}_{k+1} \) (as a random variable), \( p(x) \) is the average bitwise error probability of \( y_B \) conditioning on \( \{\tilde{\alpha}_{k+1} = x\} \), which is given by [25, Eq. (13)]

\[ p(x) = \frac{Q\left(\frac{2x+2}{\sqrt{2N_0}}\right)}{Q\left(\frac{2x+2}{\sqrt{2N_0}}\right) + Q\left(\frac{2x-2}{\sqrt{2N_0}}\right)}. \]  

(5)

Then, when \( N_0 \rightarrow 0 \), we have [15]

\[ \lim_{N_0 \rightarrow 0} p(x) = \left(1 + \lim_{N_0 \rightarrow 0} \exp\left(4x/N_0\right)\right)^{-1}. \]  

(6)

when \( N_0 \rightarrow 0 \), there are \( \tilde{\alpha}_{k+1} \rightarrow 1 \) and \( f_{\tilde{\alpha}_{k+1}}(x) \rightarrow \delta(x-1) \), where \( \delta(x) \) is the Dirac delta function. We then obtain

\[ \lim_{N_0 \rightarrow 0} P_{\text{list}} = \lim_{N_0 \rightarrow 0} \sum_{i=0}^{m} \binom{k}{i} \left(\frac{1}{1 + e^{4/N_0}}\right)^i \left(\frac{e^{4/N_0}}{1 + e^{4/N_0}}\right)^{k-i}. \]  

(7)

On the other hand, we can derive \( P'_{\text{list}} \) as

\[ P'_{\text{list}} = \sum_{i=0}^{m'} \binom{k}{i} (p')^i (1 - p')^{k-i}, \]  

(8)

where \( p' \) is the bitwise error probability of \( y_B \). Under AWGN and BPSK, \( p' \) is readily given by \( p' = Q(\sqrt{2/N_0}) \), which also has the following asymptotic property,

\[ \lim_{N_0 \rightarrow 0} p' = \frac{1}{1 + \lim_{N_0 \rightarrow 0} \exp\left(\frac{4}{N_0}\right)}. \]  

(9)

Therefore, substituting (9) into (8) and taking \( m' = m - 1 \), we observe that

\[ \lim_{N_0 \rightarrow 0} P_{\text{list}} - P'_{\text{list}} = \lim_{N_0 \rightarrow 0} \binom{k}{m} \left(\frac{1}{1 + e^{4/N_0}}\right)^m \left(\frac{e^{4/N_0}}{1 + e^{4/N_0}}\right)^{k-m} \]  

(10)

\[ \rightarrow 0, \]

which indicates that the error performance of Non-GE OSD and standard OSD converges when \( N_0 \) is small \(^1\). However, when \( N_0 \) is not negligible, there is \( P'_{\text{list}} < P_{\text{list}} \) according to (10), since the Non-GE OSD applies TEPs over \( y_B \) rather than MRB \( y_B \).

In this regard, we define a parameter \( \lambda \in (0, 1] \) for relaxation and introduce the “Condition 1” as follows. If

\[ P'_{\text{list}} \geq (1 - \lambda)P_{\text{list}} \]

is satisfied, we regard that the Non-GE OSD is highly possible to find the correct decoding result, and it should be performed before the standard OSD. According to (10), For an arbitrarily small \( \lambda, P'_{\text{list}} \geq (1 - \lambda)P_{\text{list}} \) can always be satisfied at a sufficient large SNR.

In terms of the implementation, \( P'_{\text{list}} \) and \( P_{\text{list}} \) could be computed prior according to (4) and (8) for a given \( N_0 \). Alternatively, the decoder can perform an adaptive GE reduction based on the quality of instantaneous received signals, i.e., by evaluating \( P'_{\text{list}} \) and \( P_{\text{list}} \) on the fly. Given the value of \( \alpha_i \) (the random variable of the \( i \)-th ordered reliability is realized to \( \tilde{\alpha}_i \)), the bit-wise error probability of \( y_i \) is derived as

\[ P(\tilde{y}(i)) = \frac{1}{1 + \exp(4\alpha_i/N_0)}. \]  

(11)

Then, the average error probability of MRB, \( p \), is evaluated as \( p = 1/k \sum_{i=1}^{k} P(\tilde{y}(i)) \), and \( P_{\text{list}} \) is approximately estimated as

\[ P_{\text{list}} \approx \sum_{i=0}^{m} \binom{k}{i} (p')^i (1 - p')^{k-i}. \]  

(12)

It is important to distinguish between (12) and (4); (12) is instantaneous and can vary from block to block in receiving, while (4) is theoretically derived based on \( N_0 \). Similarly, given the value of \( \alpha_i \), the bit-wise error probability of \( y_i \) is given by \( P(i) = \frac{1}{1 + \exp(4\alpha_i/N_0)} \). Then, \( P_{\text{list}} \) can be estimated by substituting \( p' = 1/k \sum_{i=1}^{k} P(i) \) into (8).

We note that \( P'_{\text{list}} \) and \( P_{\text{list}} \) can be computed on the fly very efficiently. The exponential in (11) can be implemented by its polynomial approximation or by table lookup. Moreover, \( p \) is tiny at high SNRs and (12) can be further approximated to \( P_{\text{list}} \approx \sum_{i=0}^{m} \binom{k}{i} p' \).

C. The Second Condition

As depicted in Fig. 1, “Condition 2” identifies if the Non-GE OSD has found the correct decoding result. “Condition 2” should be checked once a codeword is generated during the process of Non-GE \(^2\), so that the decoding can be terminated early to reduce the complexity.

Leveraging the approach in PB-OSD [12], the decoder can compute the probability that a generated codeword estimate \( c_e \) is the correct decoding result, conditioning on the difference pattern \( d_e = c_e \oplus y \). We denote this probability as \( \text{Pr}(c_e|d_e) \). Thus, if \( \text{Pr}(c_e|d_e) \) is close enough to 1, \( c_e \) is regarded as the correct decoding result. This leads to the “Condition 2” as follows. Given a parameter \( \tau \in [0, 1] \), if

\[ \text{Pr}(c_e|d_e) \geq \tau, \]

\( c_e \) will be claimed as the decoding result and the decoding is terminated. Probability \( \text{Pr}(c_e|d_e) \) can be approximated using

\(^1\)We omit the convergence behavior analysis due to the space limit.

\(^2\)Nevertheless, it is sufficient to do it only for codewords that can result in a lower WHD than the so-far recorded minimum. See Algorithm 1.
the approach of [12, Eq. (3)]. Specifically, given the values of ordered reliabilities $\alpha_i$, we have
\[
\Pr (c_e|d_e) \approx \left( 1 + \frac{1}{\exp \left( - \frac{4}{N_0} \sum_{d_e, i \neq 0} \alpha_i \prod_{i=1}^{k} (1 - P(i)) \right)} \right)^{-1},
\]
where $P(e)$ is the probability that TEP $e$ can eliminate the errors over $y_B$, which is derived as
\[
P(e) = \prod_{e_i \neq 0} P(i) \prod_{e_i = 0} (1 - P(i)) \quad \overset{(a)}{=} \frac{1}{\exp \left( - \frac{4}{N_0} \sum_{1 \leq i \leq k, d_{e_i} \neq 0} \alpha_i \prod_{i=1}^{k} (1 - P(i)) \right)},
\]
where step (a) applies the fact $[d_{e_1}]^k = e$. We omit the detailed derivation of (13), as it can be obtained by applying unordered reliabilities to [12, Eq. (2)].

The computation of (13) and (14) is fast. First, the terms $\prod_{i=1}^{k} (1 - P(i))$ and $\prod_{i=1}^{k} (1 - P(i))$ can be reused for different codeword estimates. Then, $\sum_{d_{e_i} \neq 0} \alpha_i$ is exactly the WHD $D(c_e, y)$, while $\sum_{1 \leq i \leq k, d_{e_i} \neq 0} \alpha_i$ is a partial WHD $D([c_{e_1}]^k, [y_1]^k)$.

Considering that $D(c_e, y)$ is readily computed when generating each codeword estimate (in order to find the best estimate) during the decoding, (13) and (14) are efficiently implemented.

### D. Algorithm

We summarize the proposed decoding scheme in Algorithm 1. We employ PB-OSD [12] to place the standard OSD component (also see Fig. 1). As the latest OSD improvement, PB-OSD shows a significantly reduced complexity compared to the original OSD [11]. To further reduce the possible overhead of the Non-GE OSD, we also integrate the TEPs discarding rule of [12, Eq. (9)] into the Non-GE OSD. Specifically, a probability $P_p(e)$ [12, Eq. (8)] is computed for TEP $e$. Then, if $P_p(e)$ is less than a threshold $\tau_p$, the TEP $e$ is skipped without re-encoding. This discarding rule can be efficiently implemented. Following the approach in [12], $\tau_p$ is set to $\tau_p = 0.002 \sqrt{p'/N_0}$ in Algorithm 1, where $p' = Q(\sqrt{2/N_0})$ and $N_m' = \sum_{i=1}^{m'} (i)$. If “Condition 2” is not satisfied when finishing the Non-GE OSD, the so-far found best estimate $c_{\text{best}}$ and the recorded minimum WHD will be passed into PB-OSD, which will be executed to find a better codeword estimate than $c_{\text{best}}$.

### IV. PERFORMANCE AND COMPLEXITY CONSIDERATION

#### 1) Performance

The proposed decoder will have the same BLER performance as the standard OSD if “Condition 2” is effective. Precisely, there will be a decoding error that does not occur in the standard OSD but does occur in the proposed decoder, and only if “Condition 2” identifies an incorrect estimate as the decoding result. To avoid such decoding errors, the parameter $\tau$ should be chosen with care. Recalling $\Pr (c_e|d_e)$, a large $\tau$ (close to 1) can ensure that $c_e$ is the correct decoding result with high confidence. In contrast, a small $\tau$ (far from 1) can identify the decoding output earlier while compromising the accuracy. According to our verification, $\tau = 0.95$ can provide a good performance of “Condition 2”, i.e., identifying correct decoding result accurately while keeping the complexity at a low degree.

#### 2) Average Complexity

The average decoding complexity of the proposed decoder can be roughly represented as
\[
C_{\text{Prop.}} = p_1 C_{\text{NonGE}} + (1 - p_2) C_{\text{OSD}} + (1 - p_1) C_{\text{OSD}},
\]
where $p_1$ and $p_2$ are the probability that “Condition 1” and “Condition 2” are satisfied, respectively. The complexity $C_{\text{NonGE}}$ is given by $C_{\text{NonGE}} = N_{\text{NonGE}} C_{\text{Re-encoded}}$, where $N_{\text{NonGE}}$ is the average number of TEPs re-encoded in the Non-GE OSD. Therefore, (15) is re-written as
\[
C_{\text{Prop.}} = (1 - p_2) C_{\text{Preprocessing}} + (p_1 N_{\text{NonGE}} + (1 - p_2) N_{a}) C_{\text{Re-encoded}} + (1 - p_1) C_{\text{Preprocessing}} + N_{N_{a}} C_{\text{Re-encoded}},
\]
where $N_{a} = p_1 N_{\text{NonGE}} + (1 - p_2) N_{a}$ is the average number of TEPs in the entire procedure of the proposed decoder. Comparing (16) and (1), the proposed decoder can have a lower complexity than the standard OSD if $(1 - p_2) < 1$ and $N_{a} \approx N_{a}$, i.e., reducing the overhead of pre-processing while maintaining the overhead of re-processing.

Rigorously determining $p_1$, $p_2$, and $C_{\text{Prop.}}$ is out of the scope of this paper; nevertheless, (16) still provides insights into the parameter selection. A large $\tau$ will decrease $p_2$, and therefore increases $C_{\text{Prop.}}$. If $\tau$ is assumed to be fixed, a larger $\lambda$ will raise $p_1$, which lowers the preprocessing overhead. Nonetheless, this may increase $N_{a}$, hence increasing the cost of re-processing. We will further demonstrate the impacts of $\lambda$ over $N_{a}$ and $(1 - p_1) p_2$ via simulations in Section V.

#### 3) Worst-Case Complexity

The proposed decoder is probable to have a higher worst-case complexity than the standard

---

3By using a monotonicity trick $P_p(e)$ only needs to be computed for a small amount of TEPs, resulting in a small self-overhead. We refer interested readers to [12].

---

### Algorithm 1 OSD with Adaptive GE Reduction

**Require:** Received signal $r$, Parameters $\lambda$, $\tau$, and $\tau_p$

**Ensure:** Optimal codeword estimate $c_{\text{best}}$

1: Initialize $D_{\text{min}} = +\infty$.
2: Compute $P_{\text{list}} = 1$ (12) and (8), respectively. 
3: If $P_{\text{list}} \geq (1 - \lambda) P_{\text{list}}$ then
   \( \text{// Perform the Non-GE OSD if Condition 1 is true} \)
4: for $i = 1$ : \( m \) do
5: Select an unprocessed TEP $e_i$ with the lowest Hamming weight
6: Compute $P_p(e_i)$ according to (12, Eq. (8))
7: if $P_p(e_i) \leq \tau_p$, then Continue
8: Generate codeword estimate $c_{e_i} = (y_B \oplus e) G$
9: Compute the WHD $D(c_{e_i}, y)$
10: if $D(c_{e_i}, y) \leq D_{\text{min}}$ then
11: Claim $c_{e_i}$ as $c_{\text{best}}$, and $D_{\text{min}} \leftarrow D(c_{e_i}, y)$
12: Compute $\Pr (c_{e_i}|d_e)$ according to (13)
13: if $\Pr (c_{e_i}|d_e) \geq \tau$ then return $c_{\text{best}}$ \( //\text{Condition 2} \)
14: Perform PB-OSD [12], with $D_{\text{min}}$ and $c_{\text{best}}$ passed in.
The decoding order of both decoders are set to the order of $d_H/4 - 1$. The proposed decoder is compared with the original OSD [11]. However, the increase in the worst-case complexity could be minor. The worst-case complexity of the order-$m$ OSD is given by $C_{\text{OSD}}^{(\text{worst})} = C_{\text{Preprocessing}} + N_m C_{\text{Re-encoding}}$, where $N_m$ is the maximum possible number of TEPs, i.e., $N_m = \sum_{k=0}^{m} \binom{k}{m}$. On the other hand, the worst-case decoding of the proposed decoder is derived as

$$C_{\text{Prop}}^{(\text{worst})} = C_{\text{Preprocessing}} + (N_m' + N_m) C_{\text{Re-encoding}},$$

(17)

where $N_m'$ is the maximum possible number of TEPs in Non-GE OSD, i.e., $N_m' = \sum_{k=0}^{m'} \binom{k}{m'}$. Eq. (17) is obtained by assuming that the Non-GE OSD is always conducted and “Condition 2” fails for all estimates. Then, by noticing $m' = m - 1$ and $k \gg m$, we have $N_m \gg N_m'$, indicating that $C_{\text{Prop}}^{(\text{worst})} \approx C_{\text{OSD}}^{(\text{worst})}$.

V. SIMULATION RESULTS

In this section, we evaluate the performance and complexity of the proposed decoder via simulations. Simulations in this paper were executed on MATLAB 2021a with an i7-10700 CPU. All results were obtained by simulating decoding until 500 decoding errors were collected.

A. BLER performance

We demonstrate the BLER performance of the proposed decoder in decoding various length-64 and length-128 eBCH codes in Fig. 2. Parameters are set to $\tau = 0.95$ and $\lambda = 0.05$. The proposed decoder is compared with the original OSD [11]. The decoding order of both decoders are set to $m = \lceil d_H/4 - 1 \rceil$. The Non-GE part in the proposed decoder accordingly has the order of $m - 1$. It can be seen that the proposed decoder has nearly the same BLER as the original OSD. In other words, the proposed decoder can approach the near-ML performance (recall that OSD at the order $m = \lceil d_H/4 - 1 \rceil$ is ML [11]).

B. Computational Complexity

We evaluate the complexity from two aspects; 1) the average decoding time, and 2) the number of average TEPs in decoding a single codeword. The average decoding time was measured in the same MATLAB environments for all decoders, reflecting the overall decoding computational complexity. On the other hand, according to (1), the number of average TEPs can reflect the complexity of OSD-based decoders when TEPs are many, i.e., when reprocessing dominates the decoding complexity rather than preprocessing.

We compare the proposed decoder with the original OSD [11], the latest PB-OSD [12], as well as the recent approach proposed by Choi et al. [23]. We implemented Choi’s approach with three offline permuted generator matrices as per the implementation in [23]. Decoding the (64, 36) eBCH code, we compare the decoding time and numbers of TEPs in Fig. 3a and Fig. 3b, respectively. Parameters of the proposed decoder are set to $\tau = 0.95$ and $\lambda = 0.05$. As shown, PB-OSD has a significantly reduced complexity compared to the original OSD; however, it shows a complexity floor at high SNRs due to the overhead of GE. We highlight that this complexity floor is broken by the proposed decoder, which significantly reduces the decoding complexity of PB-OSD at high SNRs. We note that the proposed algorithm slightly increases the number of TEPs at high SNRs compared to PB-OSD; nevertheless, this is acceptable as the reduction of GE results in a lower overall decoding time. Choi’s approach can also break the complexity floor. However, it may have a significantly increased number of TEPs at low SNRs compared to PB-OSD or even the original OSD. This is because it performs additional reprocessing over multiple generator matrices. In contrast, the proposed algorithm introduces virtually no additional TEPs and decoding complexity at low SNRs compared to PB-OSD.

We further depict the average decoding time and number of TEPs in decoding the (128, 106) eBCH code in Fig. 4. Breaking the complexity floor is more critical for such high-rate codes, because 1) OSD usually requires low orders to decode high-rate codes and therefore the number of required TEPs is not large, and 2) the overhead of GE is higher for generator matrices with more rows (a larger $k$). As shown by Fig. 4, the proposed decoder has a significantly low complexity in decoding (128, 106) eBCH code at high SNRs. For example, at the SNR of 9 dB, the proposed decoder requires 0.09 ms to decode a codeword, compared to 1.9 ms of PB-OSD suffering from the complexity floor.

C. Impacts of the Parameter $\lambda$

In this section, we investigate the impact of $\lambda$ on the number of TEPs, i.e., $N_m'$, and the probability of GE reduction, i.e., $p_1 p_2$ in (16). In Fig 5, we illustrate $N_m'$ and $p_1 p_2$ at different selections of $\lambda$ in decoding the (64, 36) eBCH code. As shown, the proposed approach can almost reduce all GE from OSD.

Although the decoding time of Choi’s approach is high at low SNRs in Fig. 3a, [23] indicated that the decoding efficiency can be improved by employing parallelism; nevertheless, decoders in this paper were not implemented with parallel structures. We refer interested readers to [23] for details.
VI. CONCLUSION

In this paper, we designed an efficient ordered-statistics decoding (OSD) algorithm with adaptive GE reduction. The proposed decoder employs two conditions. The first condition decides whether to conduct the OSD decoding without Gaussian elimination (GE). If the OSD without GE is performed, the second condition identifies if the correct decoding result has been found in the Non-GE decoding process. If so, the standard OSD with GE can be avoided. The proposed decoding algorithm is an effective solution to the “complexity floor” owing to the overhead of GE in OSD decoders. Simulation results indicated that compared to the approaches from the literature, the proposed decoder can significantly reduce the decoding complexity at high SNRs while maintaining the error performance of the original OSD.
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