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Immersive virtual reality technologies are used in a wide range of fields such as training, education, health, and research. Many of these applications include virtual humans that are classified into avatars and agents. An overview of the applications and the advantages of immersive virtual reality and virtual humans is presented in this survey, as well as the basic concepts and terminology. To be effective, many virtual reality applications require that the users perceive and react socially to the virtual humans in a realistic manner. Numerous studies show that people can react socially to virtual humans; however, this is not always the case. This survey provides an overview of the main findings regarding the factors affecting the social interaction with virtual humans within immersive virtual environments. Finally, this survey highlights the need for further research that can lead to a better understanding of human–virtual human interaction.
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INTRODUCTION

Apart from the fact that virtual reality (VR) technologies can simulate environments and situations in a realistic and believable manner, they offer several advantages that make their use very beneficial in various fields. As a result, in the past decade, VR technologies are used in a wide range of applications. For example, social VR applications (McVeigh-Schultz et al., 2018) allow people to remotely meet, collaborate, and share (Li et al., 2019). Also, many of the most widely used and promising VR applications concern training simulations that are used as a training tool for pilots and drivers of various vehicles, dangerous jobs such as mine workers (Bellanca et al., 2019), and the military (Koźlak et al., 2013). A key advantage of using VR in these applications is that it provides realistic training conditions in a controlled and, therefore, much safer environment while significantly reducing the cost and increasing the efficiency of the training. Things that cannot be controlled in the physical world, such as the time of day, or are random, such as the weather conditions, in a virtual world are fully controllable. Moreover, VR offers the possibility of repeating scenarios and evaluating the learner’s performance better. The introduction of VR in education can enhance learning outcomes (Merchant, Goetz, Cifuentes, Keeney-Kennicutt and Davis, 2014). VR increases the learner’s motivation and involvement. VR allows students to experience, rather than just watch and listen, while promoting complex learning (Villena Taranilla et al., 2019). It gives students an opportunity to explore objects or events that are not accessible, such as the solar system, historical places, and events (Villena Taranilla et al., 2019; Kyrlitsias et al., 2020) or the inside of the human body (Parong and Mayer, 2018; Michael-Grigoriou, Yiannakou and Christofí, 2017). Also, VR can be beneficial for teacher training (Stavroulia et al., 2019). Immersive virtual reality technologies are used in the fields of health on the part of education and training as well as in
various kinds of therapies. The use of simulators in medical education protects patients while offering students a way to develop their skills, knowledge, and confidence, as well as evaluating their performance (Lateef, 2010; Pottle, 2019). Virtual reality therapies (Wiederhold and Riva, 2019) are used in patients with various phobias such as fear of heights (Rothbaum et al., 1995; Seinfeld et al., 2016), claustrophobia (Christofi, and Michael-Grigoriou, 2016; Rahani et al., 2018), fear of public speaking (Nazligul et al., 2017; Takac et al., 2019), social anxiety (Chesham et al., 2018), posttraumatic stress (Botella, Serrano, Baños, and García-Palacios, 2015), and depression (Falconer et al., 2016).

The above are just a few examples of applications of VR technologies in various fields, through which we can distinguish the advantages of this technology. To summarize, VR technologies can provide affordable, realistic, controlled, safe, interactive, and accessible experiences to the user. Below, the basic concepts related to virtual humans (VHs) and VR are presented along with the relevant references. Then, the theory and the main factors that affect social interactions with VHs are presented. Finally, the authors summarize and discuss the topic, and suggest future research directions on social interactions with VHs. The references listed in this survey were selected by the authors to better illustrate the relevant literature. No systematic approach was followed for this survey.

VIRTUAL HUMANS

Many of these applications described above require the inclusion of virtual representations of humans. The representations of humans in virtual environments are called VHs. We define a VH as a “perceivable digital representation” of a human (Bailenson and Blascovich, 2004). VHs are classified into avatars and agents (Bailenson and Blascovich, 2004; von der Pütten et al., 2010), depending on who directs their behavior. An avatar is a VH whose behaviors reflect those executed by a specific human being. On the other hand, an agent is a VH whose behaviors are determined by the computer algorithm. However, since today’s technology is unable to reflect all human actions on avatars, the distinction between an agent and an avatar is not always clear (Bailenson and Blascovich, 2004). Various forms of communications (e.g., facial expressions, gaze behavior, tone of voice, or body language) that may not be tracked by the system and, therefore, not attributed to the avatar are omitted or alternatively rendered onto the VH. As a result, a VH usually constitutes a hybrid of an agent and an avatar. However, recent technological advances such as real-time body and facial expression tracking can provide affordable solutions so the behavioral resemblance of the user and the avatar can be extremely accurate. In the future, we expect to have photorealistic avatars whose voices, movements, facial expressions, and gaze are determined completely by the user in real time. Despite that, hybrid agent-avatars can be used to combine the advantages of both agent and avatar technologies (Roth, Latoschik, Vogeley and Bente, 2015). Additionally, unlike the physical world where there are clear boundaries between humans and nonhumans, there are not necessarily any visible differences between human-controlled and computer-controlled VHs (Nowak and Fox, 2018). It is up to the developer of the VR application to conceal or inform (or even mislead) the user whether a VH is an avatar or an agent. Therefore, in a shared virtual environment, the user may not know which of the VHs are agents and which are avatars.

Avatars

In immersive virtual environments (IVEs), an avatar is the (usually visual) representation of the user in a virtual world. An avatar is perceivable by the user and/or by the other users, in the case of multiuser virtual environments (Nowak and Fox, 2018) such as social VR applications (Gunkel et al., 2018; McVeigh-Schultz et al., 2018). In the case of the self-representation, the users can observe their avatar from either a first-person or a third-person perspective (Gorisse, Christmann, Amato and Richir, 2017), whereas in some cases the use of avatars is implied or omitted. In projection-based VR systems (e.g., Cruz-Neira et al., 1993; Roth, Waldow, Latoschik, Fuhrmann and Bente, 2017), no avatars are required for self-representation since the users can observe their physical body. In head-mounted display (HMD)-based VR settings, users are unable to see their physical body. In these cases, an avatar can be used to provide the users with a virtual body, usually with a first-person perspective. The degree to which the users can control their avatars varies, depending on the capabilities of the VR system. Under some situations (Kilteni et al., 2012), a sense of ownership over the virtual body can emerge to the user, which is called the sense of embodiment. Studies (Slater and Sanchez-Vives, 2014) showed that people tend to alter their attitudes and behaviors to match the expectations that are implied by the attributes of their virtual body. This phenomenon is known as the Proteus effect (Yee et al., 2009).

Agents

With the constant advancement of technology in the fields of computer graphics, machine learning, and artificial intelligence (Petrović, 2018), virtual agents are becoming more and more realistic in both appearance and behavior. At the same time, the opportunities and the efficiency of their use increase.

In VR entertainment applications, such as videogames, we refer to VHs that are used as actors in the game environment as non-player characters (NPCs). They act in the game as hostile, friendly, or neutral characters to the player. Their behavior is most of the time scripted and limited to the level needed to support their role in the game. However, there are examples of NPCs that are able to interact in more complex ways with the player (Takahashi et al., 2018), such as expressing emotions (Li and Campbell, 2010), taking decisions autonomously (Xi and Smith, 2016), and acting independently. The NPCs are a crucial part of a VR game and can drastically impact the user’s gaming experience (Petrović, 2018).

Using VR, agents can play the role of the audience in applications for practicing presentation skills and overcoming public-speaking anxiety. Individuals can practice their presentations or speeches in an immersive virtual environment.
that includes real-life conditions. Studies (Nazligul et al., 2017; Takac et al., 2019) have shown that these applications are found to be beneficial in treating social anxiety disorders. Also, the number and the behavior of an audience consisting of agents are highly flexible and customizable, allowing the gradation of the challenge level using different scenarios (Botella, Garcia-Palacios, Baños and Quero, 2009). In the same way, agents are used in the treatment of various types of phobias using VR. The virtual agents who, through the use of artificial intelligence, have the capability of engaging in humanlike conversations are referred to as conversational agents (Yildirim, 2021). In some examples, agents are used to help, guide, encourage, and motivate the patient, replacing the human therapist (Balan et al., 2020), while sometimes replacing patients in training scenarios for doctors and therapists (Lok et al., 2006; Rizzo and Talbot, 2016), or motivating other patients (Najm et al., 2020). Agents are used as healthcare assistants (Kim et al., 2019) to support registered healthcare professionals in conducting clinical tasks and providing care to the patients. Also, a study (Lucas, Gratch, King and Morency, 2014) showed that VH-interviewers can increase willingness to disclose and elicit more honest responses in a clinical interview context. In educational VR applications, agents have a crucial role, either as teachers or students. Studies showed that using pedagogical (Johnson and Lester, 2018; Makransky et al., 2019) agents can improve students’ learning experience in an educational VR environment, enhance their engagement, and improve their knowledge construction and performance (Grivokostopoulou et al., 2020). Also, agents can play the role of students in teacher training scenarios (Stavroulia et al., 2019).

These were just a few examples of how the recruitment of virtual agents can be beneficial in an unlimited range of applications. They can be used in combination with other technologies to replace humans in social tasks efficiently. To summarize, some of the advantages of the use of virtual agents are that they are always available, even for multiple instances at the same moment; affordable; fully customizable and flexible, in both appearance and behavior; and fully controllable.

Hybrid Agents-Avatars

While the addition of computer-controlled behavior in avatars is usually performed to cover the inability of the technology to mirror the user’s behavior (Baileson and Blascovich, 2004), hybrid agent-avatars can be used to modify or enhance the avatar-mediated communication in shared VEs (Roth et al., 2015). For example, a study (Beall, Baileson, Loomis, Blascovich and Rex, 2003) showed the example that an avatar can be shown to maintain eye contact with more than one interactant at a time. A study by Oh, Baileson, Krämer, and Li (2016) showed enhancing the smile that was tracked from the participant led to more positive communication outcomes. In another study (Roth, Mal, Purps, Kullmann and Latoschik, 2018), mimicry behavior was injected in an avatar-mediated interaction to enhance the interpersonal understanding and rapport between the interactants. Roth, Kullmann, Bente, Gall, and Latoschik (2018) altered the avatar’s tracked gaze direction in selected occasions to induce a listening focus to the other user.

THE USE OF IMMERSIVE VIRTUAL REALITY AND VIRTUAL HUMANS FOR RESEARCH

We have previously referred to the benefits and possibilities that immersive virtual reality (IVR) technologies offer as well as to the solutions that these technologies provide in a wide range of fields. Besides that, researchers have come to realize early that IVR can be very useful as a research tool (Blascovich et al., 2002; Tarr and Warren, 2002; Foreman, 2009). In the last 2 decades, IVR technologies are used for the study of human behavior and cognition in the fields of psychology (Wilson and Soranzo, 2015; Pan and Hamilton, 2018) and neuroscience (Bohil et al., 2011; Parsons et al., 2017; Bell, Nicholas, Alvarez-Jimenez, Thompson and Valmaggia, 2020).

Additionally, studies replicated classic social experiments in using IVR and VHs, demonstrating social effects such as obedience (Slater et al., 2006; Neyret et al., 2020), conformity (Kyrlitsias and Michael-Grigoriou, 2018; Kyrlitsias et al., 2020), and social facilitation/inhibition (Hoyt et al., 2003).

IVR technologies not only can offer researchers solutions to address several methodological problems, but they also create new research possibilities that were not possible in the past.

With IVR technologies, researchers can achieve realistic and complex environments that simulate accurately the experimental scenario and, therefore, high mundane realism (the degree to which the materials and procedures involved in an experiment are similar to events that occur in the real world; Kelly, 2007). At the same time, IVR provides the capability to induce to the participant the illusion of presence and elicit realistic (similar to real-life) reactions (Slater, 2009), achieving high experimental realism (the extent to which situations created in experiments are real and impactful to participants; Kosloff, 2007). This applies also to experiments that include social interactions, through social presence, as subjective feelings, and behavioral and physiological reactions during human–VH interactions can be very similar to those shown during human–human interactions (Bombari, Schmid Mast, Canadas and Bachmann, 2015).

Consequently, VR offers the possibility to conduct experiments with high ecological validity (“the extent to which research findings would generalize to settings typical of everyday life”; Baumeister and Vohs, 2007, p. 276), something that in the past was very difficult and required a high amount of resources to be achieved. For example, in experiments studying social influence, actors trained to maintain the same verbal and nonverbal behavior across sessions were used as confederates (Asch, 1956; Milgram, 1963). These solutions not only lead to more expensive experimental scenarios but are also difficult to implement and can often affect the level of experimental control. And this is one of the main methodological problems for researchers, the tradeoff between ecological validity and experimental control (Blascovich et al., 2002; Kothgassner and Fehnhofer, 2020). VR technologies can provide a high level of ecological validity as they can generate stimuli that approximate the complexity of a real-life situation while allowing the investigator for near-perfect experimental control (Bombari et al., 2015; Parsons, 2015). The high level of experimental
control and the flexibility offered to the experimenter by VR technologies “enables the researcher to selectively manipulate variables that in naturalistic situations cannot be independently investigated” (Parsons, 2015, p. 7).

In addition, using VR makes replication of studies easier. According to Blascovich et al. (2002), in domains such as social neuroscience and psychology, one of the reasons for the lack of replications is the difficulty for a researcher to implement and use the exact methods and procedures of other investigators. VR technologies, however, enable researchers to conduct perfect (or at least near-perfect) replications (Bombari et al., 2015).

Finally, using VR, researchers can conduct experiments with scenarios that are impossible (e.g., Friedman et al., 2014) or unethical (e.g., Gonzalez-Franco et al., 2018; Neyret et al., 2020) to be tested in real life. This is possible because participants react to virtual characters and events as if they were real, and at the same time they remain aware that there are no real danger and consequences as a result of their actions (Pan and Hamilton, 2018). For example, perception and behavior in dangerous or threatening situations can be studied, without participants being exposed to real danger (Kinateder et al., 2015; McCall, Hildebrandt, Bornemann and Singer, 2015). Even though the main effort in research and development focuses on the best possible simulation of the real world, VR has the possibility of going beyond the limits of physical reality (Slater and Sanchez-Vives, 2016). Rules that exist in the “real” world do not necessarily exist in a virtual world. The physical laws, the time continuity (Friedman et al., 2014), human body characteristics, and limits (Slater and Sanchez-Vives, 2014) are manipulatable by the researcher, creating new research opportunities. For example, in a recent study (Friedman et al., 2014), the participants were given the illusion of traveling back in time, having the ability to prevent a tragic event in which they were present.

Using VR, researchers are able to dramatically alter the participants’ self-representation by inducing in them a sense of embodiment toward a virtual body with different characteristics. This ability created a wide range of opportunities for investigating the impact of self-representation on the individual’s attitudes and behaviors (Maister, Slater, Sanchez-Vives and Tsakiris, 2015). Even if in experiments with such manipulations the ecological validity is typically low, researchers can investigate the interaction with different variables and expand the theoretical understanding of human cognition and behavior (Bombari et al., 2015). A study by Kilteni et al. (2013) showed that participants embodied in a dark-skinned, casually dressed, virtual body expressed significantly greater body movement in a task that required playing drums than participants embodied in a light-skinned, formally dressed, body. This result was attributed to the stereotype that a dark-skinned, casually dressed, body is expected to be more bodily expressive. Other studies (Maister, Sebanz, Knoblich and Tsakiris, 2013; Peck, Seinfeld, Aglioti and Slater, 2013) showed that embodiment in a dark-skinned body resulted in a reduction of the implicit racial bias toward dark-skinned people. Also, a study found that the impact on implicit racial bias remained even a week after the participants’ embodiment experience (Bananou et al., 2016).

To summarize, VR technologies became a powerful tool for researchers and studying human behavior. They can provide a series of advantages, such as realistic and complex experimental scenarios with almost perfect experimental control of the environment and the VHs, allowing researchers to overcome methodological problems. Additionally, they create new research opportunities for testing scenarios that are difficult or even impossible to be conducted in real-life settings.

IMMERSIVE VIRTUAL ENVIRONMENTS AND VIRTUAL HUMAN TECHNOLOGIES

With VR we refer to the creation of simulated environments (i.e., IVES) with the use of computer technology, software, and hardware. In contrast to traditional interfaces, VR not only displays the created environments to the users but also gives them the feeling that they are “inside” the environment. This is achieved by “careful integration of hardware and software systems, including multimedia development software, databases, computers, rendering engines, and user interfaces” (Blascovich et al., 2002, p. 107). Today, typical VR systems provide stereoscopic vision that is updated as a function of the user’s head-tracking and directional audio (Slater and Sanchez-Vives, 2016). It is also common for the VR systems to provide additional tracking technology (apart from the head) for the user’s hands or even for the full body. An article by Slater and Sanchez-Vives (2016) presents an overview of the basic concepts and the technology of VR systems.

The applications described above are feasible due to the huge technological advances that have taken place in the last 2 decades. Nevertheless, the possibilities of the current technology are not unlimited, but on the contrary they include several limitations and disadvantages. Therefore, the ideal virtual reality, in which the experience offered can be compared to that of the real world, is far from the possibilities of today. Above that, the availability, the cost, and the physical and technical limitations and drawbacks of the current technology are creating additional limitations and tradeoffs on the quality of a virtual reality experience.

For example, the visual fidelity of and rendering quality of virtual environments (and VHs) are limited by the computational capability of the computer. Some techniques are used for the optimization of performance that usually sacrifice realism, such as precomputed illumination (i.e., lighting, shadows, and reflections) instead of real time illumination that is changing dynamically. Another limitation is that the display quality (resolution and refresh rate) of the current VR systems is quite limited even in the most sophisticated VR devices (i.e., HMDs), with the distinction of pixel still visible and distracting. Despite continuous advances in computing power, graphic representation, and display quality, the visual quality in VR is yet far from perfect.

Even more challenging than displaying visually plausible virtual environments and humans is the attempt to display environments and humans that are behaving and interacting with the user in a realistic way. The way that users in VR can interact with virtual objects is an ongoing challenge. Designing of
VHs (i.e., agents) that behave and interact with the user in a realistic way is an even bigger challenge due to the complexity of human behavior. Using the current technology, as described in the previous section, agents can interact with the user, have a verbal conversation, or show nonverbal responses such as facial expressions and gestures. However, in these examples, each aspect of the agents’ behavior and intelligence is limited to the functions implemented by the creators, usually to support the purpose of the application.

Regarding avatars, the accurate resample of human actions such as body movements, facial expressions, and eye movements on the virtual body is important for inducing the sense of body ownership, as well as for communication with other users in shared immersive environments. There are many available methods that are used to transfer the users’ body movements to the avatar. These methods use different technologies and vary in accuracy, cost, and convenience of use. Advanced motion tracking systems that are used for full-body motion tracking of the user provide very accurate resemblance of the users’ body movement on the avatar with low latency; however, these systems are very expensive and require the users to wear a suit of trackers and time for calibration. For finger tracking, additional gloves are required. Head position and orientation is typically tracked by the HMD. Commercial VR systems typically include tracked controllers that in combination with an inverse kinematic technique can be used for approximating the pose of the arms. Similarly, using 2, 3, or more additional trackers (typically for the feet and the waist), a full-body motion approximation can be achieved. This method does not provide as accurate results as the advanced motion tracking systems; however, it is significantly more affordable and easier to set up and use. Alternatively, instead of using additional trackers for the legs, prerecorded walking animations are used for the leg movement. Another method of tracking the users’ body is using depth camera devices. This method has the advantage of not requiring the user to wear or hold any equipment; however, the tracking quality is limited. Additionally, HMDs with a built-in eye tracker, as well as facial trackers, are commercially available, which can be used to track the user’s eye movements and facial expressions (including lip motion while talking), respectively, and render them on the avatar.

Besides visual information, for creating realistic VR experiences, additional senses such as touch, smell, temperature, and even taste (Rubio-Tamayo, Gertrudix Barrio and Garcia Garcia, 2017), can include meaningful information in face-to-face interactions. Additionally, a crucial aspect for inducing a sense of embodiment over a virtual body (i.e., avatar) is the creation of the illusion that the virtual body is the source of the experience sensations (Kilteni et al., 2012), usually achieved using synchronous visuo-tactile or visuoproprioceptive stimulation. Successful embodiment can have an impact on social interactions with VHs (Ratan, Beyea, Li and Graciano, 2020). Researchers used several tricks to simulate the sense of touch to the participants, such as the experimenter touching the participant with a wand (Slater et al., 2009). Today a wide range of devices are commercially available (Perret and Vander Poorten, 2018), mainly haptic gloves, with different approaches and functions. However, providing realistic haptic feedback with easy-to-use equipment remains a challenge.

Other limitations and problems that are associated with VR technologies over time are still challenging and need to be addressed in the future. One of them is the physical discomfort or cybersickness (Davis et al., 2014) that may result from the use of HMDs and can have a negative impact on the user’s experience in the VE (Weech et al., 2019) and, therefore, on the social interactions taking place in it. One way of dealing with the problem of cybersickness is improving the hardware, by increasing the refresh rate, improving head-tracking quality, and reducing tracking and display delay (Chang et al., 2020). Cybersickness is also attributed to the content of the VR application. For that reason, it is very important to develop VR applications to avoid content that promotes cybersickness and include techniques that are proven to reduce cybersickness.

Another inhered problem of VR is the locomotion within the virtual environment (Cherni et al., 2020). Even with the current HMDs that include positional tracking and allow the user to walk physically, the walking area is restricted to the physical space. Another method of navigation in the virtual environment is using a joystick; however, this method is associated with cybersickness (Saredakis et al., 2020). For that reason, teleporting has become a popular way of navigation in VR. A new way of locomotion in VR is omnidirectional treadmill devices that allow the user to navigate with seminatural movements while staying in place. However, these devices are still expensive and not easy to use (Christofi et al., 2020).

**VIRTUAL REALITY CONCEPTS**

**Immersion**

The ability of the system to provide the user with an illusion of reality is called *immersion* and is defined as “the extent to which the computer displays are capable of delivering an inclusive, extensive, surrounding and vivid illusion of reality to the senses of a human participant” (Slater and Wilbur, 1997, p. 3). Consequently, immersion can be objectively assessed, based on technical parameters used to describe a system.

As mentioned above, VR systems are not designed only to display the virtual environment to users but also attempt to induce the feeling that they are “inside” the environment, and that is what makes VR special. However, the term VR is sometimes used to describe systems that do not have the technical capability to induce the user with the sense of being inside the virtual environment that is displayed by the system. The terms *non-immersive* VR and *desktop* VR are also used to describe these systems. In this article, the term VR is used to describe immersive VR systems.

**Presence**

The use of VR technologies in a wide range of fields and the use of VHs in many of these applications were discussed in the previous section. A crucial factor for the effectiveness of many of these applications is that the user perceives and responds to the events
and situations taking place in the virtual environment as if they were real. Empirical studies have explored factors that contribute to realistic behavior in immersive virtual environments, while various theories have attempted to explain this phenomenon. Most of these theories are based on the concept of presence, the sense of “being” in the virtual environment, also referred to as telepresence or place illusion (Ijsselsteijn and Riva, 2003; Sanchez-Vives and Slater, 2005; Slater, 2009). Slater (2009) defines presence as “the strong illusion of being in a place in spite of the sure knowledge that you are not there” (p. 3551).

Although it is strongly related to immersion (Slater, 2003), presence is a subjective perception determined by how the person perceives and interprets stimuli, defined by characteristics of the VR system and the level of immersion (Ijsselsteijn and Riva, 2003).

Presence has been the main focus of both applied and academic work on VR as it is associated with the effectiveness of a VR experience. The greater the sense of the user’s presence in the virtual environment, the more realistic (similar to the real world) their reactions and behaviors are and, in turn, the more successful the VR application is (Cummings and Bailenson, 2016).

Social Presence
As described above, VR is capable of inducing to the users a sense of presence, which is the feeling of being in the virtual environment. The greater the sense of the users’ presence in the virtual world, the more realistic (similar to the real world) their reactions and behaviors are. However, the sense of “being there” is not enough for a realistic perception and reaction toward VHs (Lee, Jung, Kim and Kim, 2006). In virtual environments, where the user coexists with VHs, it is important that the user perceives the presence of the VH not only physically but also socially. Social presence (also referred to as co-presence) refers to the extent to which the user actively perceives a VH in a virtual environment and at the same time has the sense that the “other” perceives the presence of the user (Biocca, 1997; Oh et al., 2018). While presence describes the illusion of “being” in a virtual space that may include VHs, social presence refers to the experience of “being together” with a sentient social being, either an agent or an avatar (Biocca et al., 2003).

Social presence is important due to the impact it has on social influence (Blascovich, 2002) and is associated with a variety of positive communication outcomes (Oh et al., 2018). For example, the results of a study (Thellman, Sillevarg, Gulz and Ziemke, 2016) demonstrated the effect of social presence on social influence by VHs. Specifically, participants who reported a stronger social presence were more inclined to accept the VH’s offer in an ultimatum game. The impact of social presence on social influence is demonstrated by other studies (e.g., Hoyt et al., 2003; Strojny, Dužmańska-Misiarczyk, Lipp and Strojny, 2020). Consequently, the greater the sense of the users’ social presence for a VH, the more realistic (similar to human–human and face-to-face) their social reactions are. This makes social presence a vital component for the realism and the effectiveness of social interactions between the user and VHs in VR environments. Also, studies (Schroeder et al., 2001; Heldal et al., 2005; Guimarães et al., 2020) showed that the participant’s sense of social presence to VHs was higher for immersive VR than a non-immersive platform. This finding indicates the advantage of VR over non-immersive technologies in simulating social interactions with VHs.

SOCIAL INTERACTION WITH VIRTUAL HUMANS
Numerous studies show that people react socially to VHs. While an individual interacts with an avatar (or believing that it is an avatar), social responses are expected because such an interaction is perceived to be a human–human interaction mediated by the technology (Nowak and Fox, 2018). But why do individuals respond socially even if they know (or believe) that they are interacting with an agent, directed by a computer? Several theories attempt to explain social effects in interactions with computers. Earlier theories suggested that individuals socially react to computers temporarily due to the novelty of the situation (Kiesler and Sproull, 1997) or due to human deficits such as ignorance (Barley, 1988). Another approach suggests that social reactions are oriented toward the programmer rather than the computer itself (Dennett, 1987). However, the above theories have not been adopted and have become obsolete. The prevailing theory (Nass et al., 1994; Nass and Moon, 2000), known as the computers are social actors (CASA) paradigm, supports that social responses to computers result neither from the users’ belief that they are interacting with the programmer nor from ignorance. Instead, the CASA paradigm argues that people unconsciously react to computers in the same way as they do toward humans. This can be attributed to the fact that the human brain is developed to automatically respond to social cues to deal successfully with daily life (Reeves and Nass, 1996, p. 97).

Evaluating Social Interactions With Virtual Humans
Several methods are used in the literature for the evaluation of the quality of the interactions with VHs. A common method of evaluation of social interactions with VHs is through subjective measures. Specifically, using self-reported questionnaires with which the participants are asked to evaluate their experience after their exposure to an IVE using scales such as social presence (Biocca et al., 2003; Bailenson, Blascovich, Beall and Loomis, 2003), self-reported copresence, perceived other’s copresence (Nowak, and Biocca, 2003) the Quality of Interaction, and Social Meaning (Li et al., 2019), and other positive communication outcomes such as likability and credibility (Guadagno, Blascovich, Bailenson and McCall, 2007).

Behavioral objective measures are also used in evaluating social interactions with VHs. Using VR technologies is very convenient for recording several aspects of the participants’ behavior, for example, using the built-in motion trackers of the HMD and the built-in eye trackers, and by recording the participants’ actions and navigation within the virtual environment. Measures such as participants’ gaze behavior (Roth
electrodermal activity (Garau et al., 2005; Neyret et al., 2020), and electroencephalography (Neyret et al., 2020).

Razzaque, 2005; Lee, Kolkmeier, Heylen and Ijsselsteijn, 2021), interactions with VHs: heart rate (Garau, Slater, Pertaub and Kasapakis, Gavalas and Sylaiou, 2021), mimicry (Hasler et al., 2017), persuasion (Guadagno et al., 2007), and others are used as indicators of the effectiveness and the quality of social interactions.

Physiological measures are also used to evaluate social interactions with VHs: heart rate (Garau, Slater, Pertaub and Razzaque, 2005; Lee, Kolkmeier, Heylen and Ijsselsteijn, 2021), electrodermal activity (Garau et al., 2005; Neyret et al., 2020), and electroencephalography (Neyret et al., 2020).

Also, to avoid possible biases from confounding variables such as personality traits and simulation sickness, they are measured and used as control variables (e.g., Roth et al., 2018).

**FACTORS AFFECTING SOCIAL INTERACTION WITH VIRTUAL HUMANS**

The benefits of recruiting VHs in a wide range of applications are reviewed in a previous section. The effectiveness of these applications usually requires that the user perceive and interact with VHs as if they were real humans. For that reason, investigation of the factors that enhance social presence and increase social influence with VHs has attracted great interest by the researchers. An overview of the main findings regarding the factors that affect the social interaction with VHs is reviewed in this section.

**Representation of the Virtual Humans**

The way that VHs look and behave varies between different VR applications. These variations are not only due to the different capabilities of the VR systems regarding graphical quality and the interactivity, and the effort and the skill of the creators of the VR applications to provide convincing VHs but also due to the nature and purpose of the VR application. This results in VHs with different levels of realism. Several studies were conducted to investigate the impact of the VHs’ visual and behavioral realism on social interactions.

**Visual Realism**

While studies showed that the presence of a VH’s visual representation leads to a higher level of social presence compared to the absence of any visual representation (e.g., voice only), the effect of VHs’ visual (photographic and anthropomorphical) realism is not consistent (Oh et al., 2018). For example, a recent study (Zibrek et al., 2019) investigated the level of a VH’s visual realism using three render styles: realistic, simple, and sketch styles. The results showed that the level of a VH’s visual realism did not have an impact on the participants’ sense of the social presence of the VH. The impact of visual realism on the participants’ emotional response was attributed to the fact that realistic rendering of the VH’s facial expressions was more perceivable than the less realistic rendering, which is not directly associated with the level of realism.

**Behavioral Realism**

In contrast with visual realism, the VH’s behavioral realism consists of an important factor for social interactions and a powerful predictor of social presence (Oh et al., 2018). Behavioral realism refers to the extent to which a VH behaves in the way an actual person would behave. Several studies showed that increasing the VH’s behavioral realism leads to a stronger sense of social presence, especially when the VH’s behavior indicates awareness of the user’s presence (e.g., mutual gaze) and provides interactivity. The interactivity of a VH’s behavior is an important factor for creating social presence (Oh et al., 2018) as it gives the impression that the VH is aware of the user’s presence and actions. For example, a study (von der Pütten et al., 2010) showed that participants felt higher levels of social presence and mutual awareness, and talked more when the VH showed feedback behavior (head nodding) than when the VH did not show any feedback behavior. Another study (Guadagno et al., 2007) showed that VHs with more realistic gaze behavior led to a higher sense of social presence. Additionally, male participants reported more attitude change after interacting with male-like VHs with behavioral realism compared with male-like VHs with lower behavioral realism. Another study (Pan, Gillies Slater, 2008) focused on the effects of a VH’s blushing during an embarrassing situation on participants’ reaction. Especially, the effects of no blushing, cheek blushing, and whole-face blushing were compared. The results of the study showed that the VH’s whole-face blushing improved participants’ degree of social presence, while participants in the cheek blushing condition tended to withdraw earlier from the VH’s presentation. A study by Roth et al. (2016) showed no difference in the effectiveness in a verbal negotiation task between participants embodied in abstract avatars without gaze behavior and facial expressions in VR, compared with physical word setting. This result suggests that the absence of behavioral cues can partly be compensated.

Enhancing the VH’s behavioral realism implies increased social channels (e.g., the inclusion of facial expressions or gaze behavior) that are simulating better the face-to-face interactions. A study by Roth et al. (2018) investigated the impact of nonrealistic (in the means of simulating face-to-face interactions) social cues (i.e., social augmentations), by visualizing eye contact with floating bubbles, joint attention with particles, and grouping by matching the color of the abstract box-shaped avatars. The results of the study showed that the augmentations had a positive impact on participants’ sense of social presence as well as an influence on their behavior. This result suggests that increasing social cues is important for social interactions with VHs, despite if these cues are replicating face-to-face interactions or not. It is also revealing the potential of VR to enhance social interactions with additional social channels.

**The Uncanny Valley**

Additionally, the uncanny valley theory (Mori et al., 2012) that initially referred to humanoid robots but also applies to VHs suggests that the relation between a VH’s realism and the perceiver’s affinity for it is not linear. Instead, as VHs appear more human-like, they become more appealing up to a certain
point. When a VH looks and moves to an almost life-like degree, but not yet as a human, it is perceived as creepy and unsettling. Only when the realism of a VH is fully convincing will it elicit positive responses. Consequently, this effect can have a negative impact on social interactions with VHs (Nowak and Fox, 2018). The results of a study (Groom et al., 2009) support the uncanny valley theory, as the VH received lower evaluations by the participants when exhibiting more realistic behavior (i.e., lip sync and body movement). The persuasiveness of the VH is not affected by the level of realism.

Self-Representation

Studies showed that the appearance of the user’s avatar (i.e., self-representation in the virtual environment) may have an impact on the social interactions with VHs (Ratan, Beyea, Li and Graciano, 2020). This effect is related to the sense of embodiment inside the virtual body (Kilteni et al., 2012), and the tendency of altering attitudes and behaviors to match the expectations that are implied by the attributes of their virtual body, named the Proteus effect (Yee et al., 2009; Slater and Sanchez-Vives, 2014). For example, a study by Yee and Bailenson (2007) showed that participants embodied in taller avatars were more confident in a negotiation task (the ultimatum game; Forsythe, Horowitz, Savin and Sefton, 1994) with an agent confederate.

Agency

Agency is the extent to which the user believes that a VH is controlled by another user (avatar) rather than a computer through an algorithm (agent). Blascovich (2002) defines agency as “the extent to which individuals perceive virtual others as representations of real persons” (p. 130). When the user has the impression that a VH is controlled by another user, the level of agency is high. Instead, when the user believes that a VH is controlled by the computer, the level of agency is considered to be low. It is important to state that the level of agency describes the user’s perception of the VH as an agent or an avatar, rather than the VH’s actual state (Fox et al., 2015). Additionally, agency is a continuum, as individuals perceive a VH to be partially controlled by a human and the computer (Blascovich, 2002). It is important to note that the term agency is also used to describe the feeling of controlling one’s own (virtual) body (Tsakiris et al., 2006), and the two definitions should not be confused.

The impact of agency on social interactions with VHs is not clear in the literature. According to the CASA theory, the responses to computers that exhibit human characteristics are mindless and automatic (Reeves and Nass, 1996; Nass and Moon, 2000), and therefore, people will respond socially to VHs regardless of the level of agency. On the contrary, the Threshold Model of Social Influence (Blascovich, 2002; Blascovich et al., 2002) argues that agency, along with behavioral realism, is a major factor that affects social presence.

According to the Threshold Model of Social Influence, an increase in agency and/or behavioral realism leads to an increase in social presence. If/when social presence meets a threshold value, social influences begin to operate. Specifically, when the user believes that the VH is controlled by the computer (low agency), the VH must behave very realistically in order for the social influence threshold to be met and social influence to occur. If the individual believes that the VH represents a real person (high agency), then behavioral realism does not need to be high to cause a social reaction. According to the authors, the location of the social influence threshold varies as a function of two moderating factors, which are interpersonal self-relevance and the response system. Interpersonal self-relevance is the importance of the interaction to the individual’s sense of self. In a social interaction that requires a discussion of one’s beliefs and attitudes (e.g., participating in a job interview), the interpersonal self-relevance is expected to be high. In social interactions that do not involve central or core aspects of an individual (e.g., making a small withdrawal from a bank), the interpersonal self-relevance is expected to be low. According to the model of social influence, when self-relevance is low, the threshold’s slope is shallow, which means that lower behavioral realism is required for social influence to occur. Instead, in high self-relevance interactions, the slope is steep, and therefore, higher behavioral realism is required for the threshold to be crossed and social influence to occur. The second factor that moderates the social influence threshold is the level of the behavioral response system of interest. For low-level response systems such as unconscious reflexes, the threshold is lower compared to high-level response systems such as verbal communication. Therefore, a lower level of agency and behavioral realism is required for low-level, implicit, or automatic social responses than for high-level response systems involving purposeful and conscious actions.

Several studies explored the impact of agency on social interactions with VHs. The perceived agency was manipulated generally by introducing the VH as an agent or an avatar prior to the interaction. For example, a study by Guadagno, Swinth and Blascovich (2011) examined the social evaluations (i.e., empathy and positivity) for a virtual peer counselor, who was introduced as either an agent or an avatar. The VH had two levels of behavior (i.e., smile and not smile). The results showed that the VH’s smile affected the social evaluations; however, the level of agency moderated this effect. Specifically, the social evaluations were enhanced by the smile behavior for participants in the low-agency condition but were degraded in the high-agency condition. Using two experiments, de Melo, Gratch and Carnevale (2014) examined the effect of the VH’s emotional expressions on participants’ behavior. The results of the first experiment showed that the participants collaborated more with the VH who exhibited collaborative instead of competing expressions in a social dilemma, and this effect was more intense in the high-agency condition. In the second experiment, the participants who were led to believe that they were interacting with an avatar conceded more in a negotiation task when the VH showed angry expressions. Instead, in the low-agency condition, the participants conceded the same regardless of whether the VH showed neutral or angry emotions. The results of a study (Felnhofer et al., 2018) that examined social avoidance tendencies and prosocial behaviors toward VHs were contradictory regarding the impact of agency. While presence,
social presence, social interaction anxiety, and stress were not affected by agency, participants in the avatar condition showed more social avoidance and prosocial behavior. The results of a study by von der Pütten et al. (2010) showed no effect of agency on participants’ social behavior and evaluations.

As shown above, there are several examples in the literature aiming to compare the usage of agents versus avatars, with many studies proving that avatars affect the social behavior of participants to a greater extent than agents, whereas others demonstrated no significant difference between the two. A meta-analysis by Fox et al. (2015) showed that perceived avatars produced stronger responses than perceived agents. A systematic review (Oh et al., 2018) reported that approximately half of the studies surveyed showed an impact of agency on social presence, whereas in the remaining half of the studies the participants perceived similar levels of social presence regardless of the level of agency.

Level of Immersion

Regarding social presence, the level of immersion does not seem to be as crucial as it is for presence (Oh et al., 2018), although some studies (Schroeder et al., 2001; Heldal et al., 2005) showed that participants reported a stronger sense of social presence when using an immersive compared to a non-immersive platform. Also, a recent study (Bailey et al., 2019) showed that children in an IVR condition demonstrated greater social influence (compliance) from a virtual character than children in a non-immersive condition, suggesting that IVR may elicit differential cognitive and social responses compared to less immersive technologies.

DISCUSSION AND FUTURE DIRECTIONS

In this article, we presented the applications and the potential of IVR and VHs in a wide range of fields such as training, education, and health. Additionally, we presented the benefits of using IVR as a research tool on experimental research in fields such as cognitive and social neuroscience and psychology. This potential stems from the many advantages of VR over traditional media. However, to be effective, many of these applications require that the user react to the virtual stimuli in a realistic way. The ability of the VR technologies to immerse the user in a virtual environment, and therefore to react in a realistic manner to it (as the user was physically there), is considered straightforward due to the ability of VR to induce the illusion of “being” inside a virtual environment. This sense of being in the virtual environment is called presence and is associated with realistic reactions to the virtual stimuli.

In contrast, eliciting realistic reactions to social stimuli within virtual environments seems to be more complex, and a deeper understanding of the users’ cognitive process is required to achieve them. While studies demonstrated realistic social reactions toward VHs within virtual environments, other studies failed to replicate social effects using VHs. To react realistically to a social situation, the user not only has to perceive the VH as it is physically present but also mentally present as it was a sentient human being. The extent to which the user actively perceives a VH in a virtual environment and at the same time has the sense that the “other” perceives the presence of the user is called social presence.

Several factors of the design of the VR applications and the virtual representations seem to impact the effectiveness of human–VH social interactions in terms of realistic reactions by the user. In this article, we listed several of these factors. Concerning the VH’s representation, the literature suggests that visual realism (image fidelity) seems to be not so important in creating social presence and eliciting realistic social responses to the user. On the other hand, the literature suggests that the behavioral realism of a VH (the extent to which a VH behaves like a real human) is an important factor for social influence. Behavioral realism consists of many parameters such as verbal and nonverbal behavior (body movements and gestures, facial expressions, and gaze behavior), responsiveness, and interactivity with the environment and the user. Therefore, more research is needed in the direction of designing VHs’ behavior to enhance their social potential.

As described in this article, the use of virtual agents offers many advantages over the use of avatars. The creation of agents that are perceived and treated by the users in a similar way as avatars is very important. The role of agency, the extent that the user believes that a VH is controlled by other humans rather than by the computer through an algorithm, is not clear in the literature. While studies supported the theory that users will respond socially to a VH only (or to a greater extent) when it is perceived as an agent (controlled by other users), other studies showed no impact of agency on social presence or social influence. According to the theory (Blascovich, 2002), the importance of agency depends on the type of interaction. Specifically, unconscious and automatic social reactions seem not to be affected by the level of agency (Nass and Moon, 2000), while interactions require more conscious social responses that are more likely to occur when the VH is perceived to be an avatar, controlled by another human, or an agent who behaves very realistically (Blascovich, 2002). Therefore, more studies are needed to investigate the impact of agency on social interactions with VHs, taking into account the type of interaction. Additionally, according to Blascovich (2002), agents that are behaving realistic enough to exceed the threshold of social influence may overcome the limitation of agency and perceive the same way as agents, despite the fact that the user knows that they are interacting with an agent. This demonstrates the need of future research in the direction of creating agents with plausible, intelligent, and interactive behavior, which might be “the biggest challenge in social VR research” (Pan and Hamilton, 2018, pp. 410–411).

Another direction that is offered for future research is the impact of self-representation in social interactions in VR environments. The sense of embodiment is the perception of the virtual body by the participant as his biological body (Kilteni et al., 2012), which could be achieved by using real-time full-body motion tracking technology and by mapping the participants’ movements to those of their virtual avatars. Studies
Sanchez-Vives, 2014) showed that people tend to alter their attitudes and behaviors to match the expectations that are implied by the attributes of their virtual body, including social behavior (Yee and Bailenson, 2007). We presume that there is a great scope for further research (Mal, 2020) on the impact of several aspects of self-representation (e.g., visual realism, body characteristics, gender, and age) in many forms of social interactions in VR.

Also, there is evidence that the level of immersion has an impact on social interaction with VHs; however, the literature is very limited. Further investigation is needed on whether more immersive systems can enhance the realism of social interactions with VHs.

Finally, the commercialization of social VR to the general audience in the form of entertainment and socialization may involve risks and unpleasant psychological and social consequences. An article by Slater et al. (2020) summarizes the potential negative implications of VR. Studies showed that the exposure to VR and especially virtual embodiment can lead to beneficial emotional, cognitive, and behavioral changes. However, the same techniques can be used to the opposite direction, leading to negative and undesired changes. Also, exposure to enjoyable environments and interactions, as well as the ability to create a desired self-representation, can create an individual preference of the virtual world over the real world, or even lead to prioritizing the virtual world. Studies also showed that VR and VHs influence the behavior and actions of an individual, with social effects such as persuasion (Guadagno et al., 2007), obedience (Neyret et al., 2020), and conformity (Kyrilitis et al., 2020). However, in contrast with the real world, a virtual environment and its virtual occupants, agents and even avatars, are highly controllable by the administrator of the VR application. This gives great power to the administrator of such applications over the users’ behavior. These are only some examples of the ethical concerns raised by the introduction of VR as a mass consumer product and demonstrate that ethics is a major challenge for VR.

To sum up, realistic social interactions with VHs are crucial for the effectiveness for many VR applications; however, it is not yet clear how to achieve them, and further research is required.

**AUTHOR CONTRIBUTIONS**

CK and DM-G have made a substantial, direct, and intellectual contribution to this work.

**FUNDING**

This work has been partially funded by ED-DESPINA MICHAIL-300155-310200-3319 budget of the Cyprus University of Technology.

**REFERENCES**

Asch, S. E. (1956). Studies of Independence and Conformity: I. A Minority of One against a Unanimous Majority. Psychol. Monog. Gen. Appl. 70 (9), 1–70. doi:10.1037/h0093718

Bailenson, J., and Blascovich, J. (2004). “Avatars,” in Encyclopedia of Human-Computer Interaction. Editor W. S. Bainbridge (Great Barrington, MA: Berkshire), 62–64.

Bailey, J. O., Bailenson, J. N., Obradovic, J., and Aguirar, N. R. (2019). Virtual Reality’s Effect on Children’s Inhibitory Control, Social Compliance, and Sharing. J. Appl. Dev. Psychol. 64, 101052. doi:10.1016/j.appdev.2019.101052

Bilan, O., Cristina, S., Moise, G., Petrescu, L., Iasucu, S., Moldoveau, A., et al. (2020). “eEther - an Assistive Virtual Agent for Acrophobia Therapy in Virtual Reality,” in International Conference on Human-Computer Interaction (Cham: Springer), 12–25. doi:10.1007/978-3-030-59990-4_2

Banakou, D., Hanumanthu, P. D., and Slater, M. (2016). Virtual Embodiment of white People in a Black Virtual Body Leads to a Sustained Reduction in Their Implicit Racial Bias. Front. Hum. Neurosci. 10, 601. doi:10.3389/fnhum.2016.00601

Barley, S. R. (1988). “The Social Construction of a Machine: Ritual, Superstition, Magical Thinking and Other Pragmatic Responses to Running a CT Scanner,” in Knowledge and Practice in Medicine: Social, Cultural, and Historical Approaches. Editors M. Lock and D. Gordon (Hingham, MA: Reidel), 497–539. doi:10.1007/978-94-009-2725-4_19

Baumeister, R. F., and Vohs, K. D. (2007). “Ecological Validity,” in Encyclopedia of Social Psychology (Thousand Oaks, CA: SAGE Publications, Inc), 1, 276. doi:10.4135/9781412985253.n167

Beall, A. C., Bailenson, J. N., Loomis, J., Blascovich, J., and Rex, C. S. (2003). “Non-zero-sum Gaze in Immersive Virtual Environments,” in Proceedings of HCI International.

Bell, I. H., Nicholas, J., Alvarez-Jimenez, M., Thompson, A., and Valmaggia, L. (2020). Virtual Reality as a Clinical Tool in Mental Health Research and Practice. Dialogues Clin. Neurosci. 22 (2), 169–177. doi:10.31887/DCNS.2020.22.2/lvalmaggia

Bellanca, J. L., Orr, T. J., Helfrich, W. J., Macdonald, B., Navoyiski, J., and Demich, B. (2019). Developing a Virtual Reality Environment for Mining Research. Mining, Metall. Exploration 36 (4), 597–606. doi:10.1007/s12611-018-0046-2

Biocca, F., Harms, C., and Burgoon, J. K. (2003). Toward a More Robust Theory and Measure of Social Presence: Review and Suggested Criteria. Presence: Teleoperators & Virtual Environments 12 (5), 456–480. doi:10.1162/105474603322761270

Biocca, F. (1997). The Cyborg’s Dilemma: Progressive Embodiment in Virtual Environments [1]. J. computer-mediated Commun. 3 (2). JCMC324. doi:10.1111/j.1083-6101.1997.tb00070.x

Blascovich, J., Loomis, J., Beall, A. C., Swinth, K. R., Hoyt, C. L., and Bailenson, J. N. (2002). TARGET ARTICLE: Immersive Virtual Environment Technology as a Methodological Tool for Social Psychology. Psychol. Inq. 13 (2), 103–124. doi:10.1207/S15327966PIL1302_01

Blascovich, J. (2002). “Social Influence within Immersive Virtual Environments,” in The Social Life of Avatars: Presence and Interaction in Shared Virtual Environments. Editor R. Schroder (London: Springer), 127–145. doi:10.1007/1-4471-0277-9.100.7/978-1-4471-0277-9_8

Bohil, C. J., Alicea, B., and Biocca, F. A. (2011). Virtual Reality in Neuroscience Research and Therapy. Nat. Rev. Neurosci. 12 (12), 752–762. doi:10.1038/nrn3522

Bombari, D., Schmid Miat, M., Canadas, E., and Bachmann, M. (2015). Studying Social Interactions through Immersive Virtual Environment Technology: Virtues, Pitfalls, and Future Challenges. Front. Psychol. 6, 869. doi:10.3389/fpsyg.2015.00869

Botella, C., Garcia-Palacios, A., Baños, R. M., and Quero, S. (2009). Cybertherapy: Advantages, Limitations, and Ethical Issues. Psycholology J. 7 (1), 77–100.

Botella, C., Serrano, Ñ., Garcia-Palacios, A., Baños, R. M., and Quero, S. (2009). Virtual Reality Exposure-Based Therapy for the Treatment of post-traumatic Stress Disorder: a Review of its Efficacy, the Adequacy of the Treatment Protocol, and its Acceptability. Ndt 11, 2533. doi:10.2147/NDT.S89542

Chang, E., Kim, H. T., and Yoo, B. (2020). Virtual Reality Sickness: a Review of Causes and Measurements. Int. J. Human-Computer Interaction 36 (17), 1658–1682. doi:10.1080/10447318.2020.1778351
Chesham, R. K., Malouff, J. M., and Schutte, N. S. (2018). Meta-analysis of the Efficacy of Virtual Reality Exposure Therapy for Social Anxiety. *Behav. Change* 35 (3), 152–166. doi:10.1077/bc.2018.15

Christofi, M., Michael-Grigoriou, D., and Kyrlitsias, C. (2020). A Virtual Reality Simulation of Drug Users’ Everyday Life: The Effect of Supported Sensorimotor Contingencies on Empathy. *Front. Psychol.* 11, 1242. doi:10.3389/fpsyg.2020.01242

Christofi, M., and Michael-Grigoriou, D. (2016). “Virtual Environments Design Assessment for the Treatment of Claustrophobia,” in *2016 22nd International Conference on Virtual System & Multimedia (VSSM)*, IEEE, 1–8. doi:10.1109/VSSM.2016.7863215

Cruz-Neira, C., Sandin, D. J., and DeFanti, T. A. (1993). “Surround-screen Projection-Based Virtual Reality,” in *Proceedings of the 19th Annual Conference on Computer Graphics and Interactive Techniques*, 135–142. doi:10.1145/166117.166134

Cummings, J. J., and Bailenson, J. N. (2016). How Immersive Is Enough? A Meta-Analysis of the Effect of Immersive Technology on User Presence. *Media Psychol.* 19 (2), 272–309. doi:10.1080/15213269.2015.1015740

Davis, S., Nesbitt, K., and Nalivaiko, E. (2014).

Falconer, C. J., Rovira, A., King, J. A., Gilbert, P., Antley, A., Fearon, P., et al. (2016).

Dennett, D. C. (1987).

de Melo, C. M., Gratch, J., and Carnevale, P. J. (2015). Humans versus Computers: Impact of Emotion Expressions on People’s Decision Making. *IEEE Trans. Affective Comput.* 6 (2), 127–136. doi:10.1109/TAFFC.2014.2332471

Dennett, D. C. (1987). *The Intentional Stance*. Cambridge, MA: MIT Press.

Dzardanova, E., Kasapakis, V., Gavalas, D., and Sylaiou, S. (2021). Virtual Reality as an Exploratory Study. *Experiencing Virtual Reality Together*, 1–21. doi:10.1609/aimag.v39i2.2793

Eisenberg, N. (2002). “Emotional Empathy,” in *Encyclopedia of Human Behavior*. Editor B. Friedman (Amsterdam: IOS Press), 191–199.

Eleftherios, M., Malouff, J. M., and Schutte, N. S. (2018). “Metacognitive Interpersonal Competence in Virtual Environments,” in *Proceedings of the 2018 ACM International Conference on Interactive Experiences for TV and Online Video*, 233–238. doi:10.1145/3210825.3213566

Haider, B. S., Spanlang, B., and Slater, M. (2017). Virtual Race Transformation Reverses Racial In-Group Bias. *PloS one* 12 (4), e0174965. doi:10.1371/journal.pone.0174965

Heldal, I., Schroeder, R., Steed, A., Axelsson, A., Spante, M., and Widestrom, J. (2005). “Immersiveness and Symmetry in Copresent Scenarios,” in *IEEE Proceedings*. VR 2005, IEEE, 171–178. doi:10.1109/VR.2005.1492771

Hoyt, C. L., Blascovich, J., and Swithin, K. R. (2003). Social Inhibition in Immersive Virtual Environments. *Presence: Teleoperators & Virtual Environments* 12 (2), 183–195. doi:10.1162/105474603321640932

Ijsselsteijn, W., and Riva, G. (2003). “Being There: The Experience of Presence in Mediated Environments,” in *Being There: Concepts, Effects and Measurements of User Presence in Synthetic Environments*. Editors G. Riva, F. Davide, and W. A. Ijsselsteijn (Amsterdam: IOS Press), 3–16.

Johnson, W. L., and Lester, J. C. (2018). Pedagogical Agents: Back to the Future. *AM’19 (2), 33–44. doi:10.1023/a:105474603.2168932

Kelly, J. R. (2007). “Mundane Realism,” in *Encyclopedia of Social Psychology*. Editors R. F. Baumeister and K. D. Vohs (Thousand Oaks, CA: SAGE Publications, Inc), 1, 599. doi:10.4135/9781412986523.n357

Kiesler, S., and Sproull, L. (1997). “‘Social’ Human-Computer Interaction,” in *Human Values and the Design of Computer Technology*. Editor B. Friedman (Stanford, CA: CSLI Publications), 191–199.

Kilteni, K., Bergstrom, I., and Slater, M. (2013). Drumming in Immersive Virtual Reality: the Body Shapes the Way We Play. *IEEE Trans. Vis. Comput. Graphics* 19 (4), 397–605. doi:10.1109/TVCG.2013.29

Kilteni, K., Groten, R., and Slater, M. (2012). The Sense of Embedment in Virtual Reality. Presence: Teleoperators and Virtual Environments 21 (4), 373–387. doi:10.1162/PRES_a_00124

Kim, K., Norouzi, N., Losekamp, T., Bruder, G., Anderson, M., and Welch, G. (2019).Effects of Patient Care Assistant Embodiment and Computer Mediation on User Experience. In *2019 IEEE International Conference on Artificial Intelligence and Virtual Reality*. IEEE Computer Society, 17–177. doi:10.1109/aiivr.2019.00013

Kinetester, M., Gromer, D., Gast, P., Buld, S., Müller, J., Mest, et al. (2015). The Effect of Dangerous Goods Transporters on hazard Perception and Evacuation Behavior - A Virtual Reality experiment on Tunnel Emergencies. *Fire Saf. J.* 78, 24–30. doi:10.1016/j.firesaf.2015.07.002

Kosloff, S. (2007). “Experimental Realism,” in *Encyclopedia of Social Psychology*. Editors R. F. Baumeister and K. D. Vohs (Thousand Oaks, CA: SAGE Publications, Inc), 1, 329–330. doi:10.4135/9781412956253.n202

Kothgassner, O. D. (2018). Meeting Others Virtually in a Day-To-Day Setting: Investigating Social Avoidance and Prosocial Behavior towards Avatars and Agents. *Comput. Hum. Behav.* 80, 399–406. doi:10.1016/j.chb.2017.11.031

Koriniotis, C., Christofi, M., Michael-Grigoriou, D., Banakou, D., and Ioannou, A. (2020). A Virtual Tour of a Hardly Accessible Archaeological Site: The Effect of Immersive Virtual Reality on User Experience, Learning and Attitude Change. *Front. Comput. Sci.* 2, 23. doi:10.3389/fcicom.2020.00023
