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Abstract

In this paper, we study two-component versions of the periodic Hunter–Saxton equation and its μ-variant. Considering both equations as a geodesic flow on the semidirect product of the circle diffeomorphism group Diff(S) with a space of scalar functions on S we show that both equations are locally well posed. The main result of this paper is that the sectional curvature associated with the 2HS is constant and positive and that 2μHS allows for a large subspace of positive sectional curvature. The issues of this paper are related to some of the results for 2CH and 2DP presented in Escher et al (2011 J. Geom. Phys. 61 436–52).
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1. Introduction

The Hunter–Saxton (HS) equation
\[ u_{xx} + 2u_x u_{xx} + uu_{xxx} = 0, \quad x \in \mathbb{S}, \quad t > 0, \] (1)
was derived in [18] as a model for propagation of orientation waves in a massive nematic liquid crystal director field. The function \( u(t,x) \) depends on a space variable \( x \) and a slow time variable \( t \). In recent years, the question of the existence and regularity of solutions to (1) as well as integrability properties have been examined in great detail, cf, e.g., [3, 6, 19, 37]. The HS equation can be regarded as the \( \alpha \to \infty \) limit of the Camassa–Holm (CH) equation
\[ m_t = -(m_t u + 2m u_x), \quad m = (1 - \alpha \partial_x^2)u = u - \alpha u_{xx}, \] (2)
which was introduced to model the shallow-water medium-amplitude regime for wave motion over a flat bed [4]; more precisely, the HS equation is equivalent to
\[ m_t = -(m_t u + 2m u_x), \quad m = (-\partial_x^2)u = -u_{xx}. \] (2)
Alternatively, the HS equation can be regarded as the high-frequency or short-wave limit \((x, t) \mapsto (\epsilon x, \epsilon t), \) for \( \epsilon \to 0, \) of the CH equation, cf [9, 19]. Similar to the CH, the HS
equation comes up from Langrange’s variational principle with the Lagrangian
\[ L_{HS}(u) = \frac{1}{2} \int_S u_x^2 \, dx, \]
cf [19], which differs from the Lagrangian for CH only in a term proportional to \( u^2 \) under the integral sign. The Euler–Lagrange equation for the modified Lagrangian
\[ L_{2HS}(u, \rho) = \frac{1}{2} \int_S u_x^2 \, dx + \frac{1}{2} \int_S \rho^2 \, dx \]
is the 2HS equation
\[
\begin{align*}
m_t &= -m_x u - 2mu_x - \rho \rho_x, \\
\rho_t &= - (\rho u)_x,
\end{align*}
\]
an integrable two-component extension of (1) which reduces to (1) for \( \rho = 0 \).

We note that the two-component Hunter–Saxton (2HS) equation is a particular case of the Gurevich–Zybin system pertaining to nonlinear one-dimensional dynamics of dark matter as well as nonlinear ion-acoustic waves, cf [33]. Also, it is related to the two-component Camassa–Holm (2CH) system (which reads (3) with \( m = u - u_{xx}, \quad [7, 13] \)) via the short-wave limit. Note that for the 2CH equation, the second variable \( \rho \) can be interpreted as the fluid’s density and its evolution equation in fact is the continuity equation for velocity and fluid density. The 2HS equation is a special case of the two-parameter family of evolution equations (3)
\[
\begin{align*}
m_t &= -m_x u - au_x, \\
m &= -u_{xx}, \\
\rho &= -(\rho u)_x, \\
\end{align*}
\]
from which it emerges for the choice \((a, \kappa) = (2, 1)\). The system (4) is of great importance for a variety of problems occurring in mathematical physics: a special case of the two-parameter family (4) is the Proudman–Johnson equation [32, 34] for \( \rho = 0 \) and \( a = -1 \); this equation is obtained from the incompressible 2D Euler equations by a special ansatz for the stream function. Further relations to, e.g., the inviscid Kármán–Batchelor flow [5, 17], which is derived from the 3D axisymmetric Euler equations, or the famous Constantin–Lax–Majda equation [8] are explained in [35]. We also refer the reader to [35] for an extensive discussion of well-posedness and blow-up for the general system (4).

What makes the 2HS system particularly interesting is its potential exhibition of nonlinear phenomena as breaking waves and peakons [7]. In [21], the authors derive the 2HS equation as the \( N = 2 \) supersymmetric extension of the CH equation. They also work out the bi–Hamiltonian formulation and a Lax pair representation for the 2HS equation. Concerning geometry, the 2HS equation can be regarded as an Euler equation on the superconformal algebra of contact vector fields on the 1|2-dimensional supercircle. Finally, some explicit solutions of (3), such as bounded traveling waves, are shown in [21].

Interesting variants of equations (1) and (3) are obtained by using \( m = \mu(u) - u_{xx} \) instead of \( m = -u_{xx} \) in (2) and (3), where \( \mu(u) \) is the mean of \( u : \mathbb{S} \rightarrow \mathbb{R} \). This way we obtain the \( \muHS \) equation
\[
0 = u_{xxx} + 2u_x u_{xx} + uu_{xxx} - 2\mu(u)u_x
\]
and its two-component extension
\[
\begin{align*}
0 &= u_{xxx} + 2u_x u_{xx} + uu_{xxx} - 2\mu(u)u_x - \rho \rho_x, \\
\rho_t &= - (\rho u)_x.
\end{align*}
\]
In [20], it is explained that the \( \mu_{HS} \) equation models nematic liquid crystals with a preferred direction of the director field, e.g., coming from an external magnetic field acting on dipoles and turning them to this direction. Our motivation for studying the two-component extension \( 2\mu_{HS} \) comes from the observation that the generalized system possesses an integrable structure [38] and the expectancy that similar relationships between \( \mu_{HS} \) and \( 2\mu_{HS} \) compared to HS and \( 2HS \) might hold true. Both (5) and (6) are integrable equations related to the isospectral problem

\[
\begin{aligned}
\psi_{xx} + (m\lambda + \rho^2 \lambda^2)\psi &= 0, \\
\psi_t &= -\left(\frac{1}{2\lambda} + \mu\right)\psi_x + \frac{1}{2}\psi u_x,
\end{aligned}
\]

i.e. \( \psi_{1,tt} = \psi_{xx} \) and \( \lambda_t = 0 \) imply the \( 2\mu_{HS} \) equation (6). Equations (5) and (6) follow from the variational principle with the Lagrangians

\[
L_{\mu_{HS}}(u) = \frac{1}{2} \int_{S} u\left(\mu - \partial^2 x\right)\mu \, dx
\]

and

\[
L_{2\mu_{HS}}(u, \rho) = \frac{1}{2} \int_{S} u\left(\mu - \partial^2 x\right)\mu \, dx + \frac{1}{2} \int_{S} \rho^2 \, dx.
\]

While there are some well-posedness results for the \( \mu_{HS} \) in [20], there is no fully developed existence and regularity theory for its two-component version up to now. A first attempt to construct global weak solutions is presented in [28].

We now turn to the geometric theory behind (1), (3), (5) and (6) which will be relevant for this paper. Equations (1) and (5) have been studied as geodesic flow on the circle diffeomorphism group \( H^s \text{Diff} (\mathbb{S}) \) of Sobolev class \( H^s \) [20, 23]. We provide some elementary results about recasting Euler equations as geodesic equations on infinite-dimensional Lie groups in the appendix of this paper. The strategy is to define a right-invariant metric on \( H^s \text{Diff} (\mathbb{S}) \), induced at the identity by the inertia operators \(-\partial^2 x\) and \(\mu - \partial^2 x\) respectively, and to prove its compatibility with an affine connection which is given canonically in terms of the Christoffel operator for the respective equation. This implies the existence of a geodesic flow and first local well-posedness results\(^1\). Moreover, computations of the curvature tensor and the sectional curvature for both equations have been performed. The meaningful results are that the sectional curvature is strictly positive for both equations and that HS has constant positive sectional curvature which motivates that, in this case, \( H^s \text{Diff} (\mathbb{S}) \) is locally isometric to an \( L_2 \)-sphere. This sphere interpretation has various geometric consequences as explained in [24, 25]. Furthermore, the positivity of sectional curvatures is related to stability issues for the geodesics, cf the appendix.

In this paper, we extend some of the above results to the integrable two-component extensions (3) and (6). In a first step, we comment on how to choose a suitable configuration manifold for \( 2HS \) and \( 2\mu_{HS} \); here, we will make use of semidirect products. Then, we give a proof of the fact that the curvature tensor for \( 2HS \) is of the same form as for HS with the only difference that the geometric objects contained therein have to be replaced by their two-component analogs. For \( 2\mu_{HS} \) we first obtain a curvature formula which is similar to the formula for the one-component \( \mu_{HS} \). Second, we compute the sectional curvature in several two-dimensional directions and establish a positivity result. The paper is organized as follows:

Section 2 explains the geometric structure of \( 2HS \) and \( 2\mu_{HS} \); here we recall some results about the corresponding one-component equations and semidirect products which we

\(^1\) For HS one has to factorize \( H^s \text{Diff} (\mathbb{S}) \) by a subgroup as we will explain in the following.
will need in the following. The main goal of this section is to establish the existence of a unique local geodesic flow and local well-posedness for both equations. Section 3 is about the curvature of the product group associated with the 2HS. In section 4, we express the sectional curvature for $2\mu$HS in terms of its Christoffel map and present a large subspace of positive sectional curvature.

2. Geometric aspects of 2HS and $2\mu$HS

Let us denote by $H^s_{\text{Diff}}(\mathbb{S})$ the group of orientation-preserving $H^s$ diffeomorphisms of $\mathbb{S} = \mathbb{R}/\mathbb{Z}$ where $H^s = H^s(\mathbb{S})$ is the Sobolev space of order $s > 0$ on the circle. Note that, for any $s > 3/2$, $H^s_{\text{Diff}}(\mathbb{S})$ is a topological group and a smooth Hilbert manifold modeled on the space $H^s$, but not a Lie group [23, 31]. We have $TH^s_{\text{Diff}}(\mathbb{S}) \cong H^s_{\text{Diff}}(\mathbb{S}) \times H^s(\mathbb{S})$.

2.1. The HS equation

Let us rewrite the HS equation as an autonomous system in terms of the local flow $X(t) = (\varphi(t), \varphi_t(t)) \in TH^s_{\text{Diff}}(\mathbb{S})$, $s > 5/2$, for the time-dependent $H^s$ vector field $u(t, \cdot)$ on $\mathbb{S}$. The usual starting point is to compute $\varphi_{tt}$. By the chain rule and from the relation $\varphi_t = u \circ \varphi$, we obtain

$$\varphi_{tt} = (u_t + uux) \circ \varphi.$$  

We now have to replace $u_t$ by using equation (1). But since equation (1) only includes $u_{txx}$, we differentiate twice with respect to $x$ to obtain

$$\partial_x^2(u_t + uu_x) = u_{txx} + 3u_uu_{xx} + uu_{xxx} = u_xu_{xx} = \frac{1}{2} \partial_xu_x^2.$$  

(7)

Now we are in need of the inverse of the operator $A = -\partial_x^2$.

**Lemma 1.** Let $A$ be the operator $-\partial_x^2$ with domain

$$D(A) = \{ f \in H^s(\mathbb{S}); f(0) = 0 \}, \quad s > 5/2.$$  

For any $s > 5/2$, $A$ is a topological isomorphism

$$D(A) \to \left\{ f \in H^{s-2}(\mathbb{S}); \int_{\mathbb{S}} f(x) \, dx = 0 \right\}$$  

with the inverse

$$(A^{-1}f)(x) = -\int_0^x \int_0^y f(z) \, dz \, dy + x \int_0^y f(z) \, dz \, dy.$$  

By Sobolev’s imbedding theorem $u_x \in C(\mathbb{S})$ and hence the right-hand side of (7) is a function with zero mean. Thus, it is in the domain of $A^{-1}$ and we conclude

$$\varphi_{tt} = -\frac{1}{2} \left[ A^{-1} \partial_x(\varphi \circ \varphi^{-1})^2 \right] \circ \varphi.$$  

Note also that $u_x + uu_x$ must belong to the domain of $A$ which suggests that we will need the assumption $u(0) = 0$. Setting

$$\Gamma(u, v) = -\frac{1}{2} A^{-1}(u_xv_x)_x,$$  

(8)

we obtain a symmetric bilinear operator $H^s(\mathbb{S}) \times H^s(\mathbb{S}) \to H^s(\mathbb{S})$. In fact, this Christoffel map is smooth which enables the following geometric approach, established in [25].
Let Rot(\mathbb{S}) \subset H^1 Diff(\mathbb{S}) be the subgroup of rotations \( x \mapsto x + d \) for some \( d \in \mathbb{R} \). We denote by \( H^1 \Diff(\mathbb{S})/\Rot(\mathbb{S}) \) the space of right cosets \( \Rot(\mathbb{S}) \circ \varphi = \{ \varphi(\cdot) + d; d \in \mathbb{R} \} \) for \( \varphi \in H^1 \Diff(\mathbb{S}) \) and set \( M^\prime = \{ \varphi \in H^1 \Diff(\mathbb{S}); \varphi(0) = 0 \} \). We have
\[
M^\prime = \{ \text{id} + u; u \in H^1, u_x > -1, u(0) = 0 \}
\]
and thus \( M^\prime \) is an open subset of the closed hyperplane
\[
\text{id} + E^\prime := \text{id} + \{ u \in H^1; u(0) = 0 \} \subset H^1.
\]
Writing the elements of \( H^1 \Diff(\mathbb{S})/\Rot(\mathbb{S}) \) as \( \varphi \), the map \( [\varphi] \mapsto \varphi - \varphi(0) \) establishes a diffeomorphism \( H^1 \Diff(\mathbb{S})/\Rot(\mathbb{S}) \rightarrow M^\prime \), showing in this way that \( M^\prime \) is a global chart for \( H^1 \Diff(\mathbb{S})/\Rot(\mathbb{S}) \). Furthermore, all tangent spaces \( T_\varphi M^\prime \) can be identified with \( E^\prime \). Next, we define a right-invariant metric on \( H^1 \Diff(\mathbb{S})/\Rot(\mathbb{S}) \) by setting
\[
\langle U, V \rangle_\varphi = \frac{1}{4} \int_\mathbb{S} (U \circ \varphi^{-1}) A(V \circ \varphi^{-1}) \, dx = \frac{1}{4} \int_\mathbb{S} U_x V_x \varphi_x^{-1} \, dx \tag{9}
\]
for tangent vectors \( U, V \), \( \varphi \in \Rot(\mathbb{S}) \), \( (U, V) \in \mathbb{S} \), \( (\cdot, \cdot)_\varphi \) at the identity, induced by the operator \( A \) defined in lemma \ref{lemma:HS}, is the \( H^1 \)-metric and that our definition of \( A \) ensures that \( (\cdot, \cdot)_\varphi \) is indeed a positive definite inner product. Furthermore, the metric (9) is compatible with the affine connection \( \nabla \) defined locally by
\[
\nabla_X Y(\varphi) = DY(\varphi) \cdot X(\varphi) - \Gamma(\varphi; Y(\varphi), X(\varphi)), \tag{10}
\]
where \( \Gamma(\varphi; \cdot, \cdot) = R_\varphi \circ \Gamma(\text{id}; \cdot, \cdot) \circ R_\varphi^{-1} \) is the smooth Christoffel map for the HS equation with \( \Gamma(\text{id}; u, v) = -\frac{1}{2} A^{-1}(u_x v_x)_x \). As proved in [25], the geodesics of the \( H^1 \) right-invariant metric are described by the HS equation. Let \( J \subset \mathbb{R} \) be an open interval and let \( \varphi : J \rightarrow H^1 \Diff(\mathbb{S}) \) be a smooth curve. Then, the curve \( u : J \rightarrow T_\text{id} H^1 \Diff(\mathbb{S}) \) defined by \( u : t \mapsto \varphi_t \circ \varphi^{-1} \) satisfies the HS equation (1) if and only if the curve \( [\varphi] : J \rightarrow H^1 \Diff(\mathbb{S})/\Rot(\mathbb{S}) \) given by \( [\varphi] : t \mapsto [\varphi(t)] \) is a geodesic with respect to \( \nabla \). The geodesics in \( H^1 \Diff(\mathbb{S})/\Rot(\mathbb{S}) \) can be found explicitly by the method of characteristics. For \( u_0 \in T_\text{id} M^\prime \) with \( (u_0, u_0) = 1 \) the unique geodesic \( \varphi : [0, T^*(u_0)) \rightarrow M^\prime \) with \( \varphi(0) = \text{id} \) and \( \varphi(0) = u_0 \) is given by
\[
\varphi(t) = \text{id} - \frac{1}{2} (A^{-1} \partial_t (u_0^2))(1 - \cos 2t) + \frac{1}{2} u_0 \sin 2t,
\]
where the maximal time of existence is
\[
T^*(u_0) = \frac{\pi}{2} + \arctan \left( \frac{1}{2} \min_{x \in \mathbb{S}} u_0(x) \right) \leq \pi/2.
\]
Observe that the associated solution \( u = \varphi_t \circ \varphi^{-1} \in C([0, T^*); E^\prime) \cap C^1([0, T); E^\prime) \) of the HS is not unique; the set of solutions is
\[
\{ t \mapsto u(t, \cdot - c(t) + c'(0)) \mid t \in C([0, T); H^1(\mathbb{S})) \cap C^1([0, T); H^1(\mathbb{S})) \}
\]
where \( T \leq T^* \) is the maximal time of existence, \( c : [0, T) \rightarrow \mathbb{R} \) is an arbitrary \( C^1 \)-function with \( c(0) = c'(0) = 0 \) and if \( T < T^* \), then \( |c(t)| \rightarrow \infty \) as \( t \rightarrow T \) from below. Further geometric aspects of the HS equation are discussed in [23, 24].

2.2. The \( \mu \)HS equation
The inertia operator for \( \mu \)HS is \( A = \mu - \partial_x^2 \), where \( \mu(u) = \int_\mathbb{S} u \, dx \). The following lemma can be found in [27].

\footnote{The factor 1/4 is introduced to obtain that the sectional curvature for HS is identically equal to 1.}
Lemma 2. For $s \geq 2$, the linear operator $A = \mu - \partial_x^2 : H^s \to H^{s-2}$ is a topological isomorphism with the inverse

$$(A^{-1} f)(x) = \left(\frac{1}{2} x^2 - \frac{1}{2} x + \frac{13}{12}\right) \int_0^1 f(a) \, da + \left(x - \frac{1}{2}\right) \int_0^1 \int_0^a f(b) \, db \, da - \int_0^b \int_0^a f(b) \, db \, da + \int_0^1 \int_0^a f(c) \, dc \, db \, da$$

and Green's function

$$(A^{-1} f)(x) = \int_S g(x - x') f(x') \, dx', \quad g(x - x') = \frac{1}{2} (x - x')^2 - \frac{1}{2} |x - x'| + \frac{13}{12}.$$ 

Let $s > 5/2$. The Christoffel operator $\Gamma = \Gamma_{id}$ for equation (5) is

$$\Gamma(u, v) = -A^{-1} \left(\mu(u)v + \mu(v)u + \frac{1}{2} u_x v_x\right),$$

since $\mu$HS can be written as $u_t + uu_x = \Gamma(u, u)$. The bilinear map

$$\langle U, V \rangle_\phi = \mu(U \circ \phi^{-1}) \mu(V \circ \phi^{-1}) + \int_S \frac{U}{\phi_x} \frac{V}{\phi_x} \, dx, \quad U, V \in T_\phi H^s \text{Diff}(\mathbb{S})$$

defines a right-invariant inner product on $H^s \text{Diff}(\mathbb{S})$ and the pair $(H^s \text{Diff}(\mathbb{S}), \langle \cdot, \cdot \rangle)$ is a Riemannian manifold. The $\mu$HS Christoffel map depends smoothly on $\phi$ and defines a Riemannian covariant derivative on $H^s \text{Diff}(\mathbb{S})$ via (10), compatible with the right-invariant metric $\langle \cdot, \cdot \rangle$. In consequence, the $\mu$HS possesses a unique geodesic flow $\varphi \in H^s \text{Diff}(\mathbb{S})$. As a geodesic equation on $H^s \text{Diff}(\mathbb{S})$, the $\mu$HS reads $\varphi_{tt} = \Gamma_{\varphi}(\varphi_t, \varphi_t)$ in Lagrangian coordinates. We also conclude that $\mu$HS is locally well posed in $H^s$ for $s > 5/2$, cf [20].

2.3. Generalities on semidirect products

Let $G$ be a Lie group and $V$ be a vector space. If $G$ acts on the right on $V$, one defines

$$(g_1, v_1)(g_2, v_2) = (g_1g_2, v_2 + v_1g_2)$$

and with this product, $G \times V$ becomes a Lie group (the semidirect product of $G$ and $V$) which is denoted as $G \ltimes V$. It is easy to see that $(e, 0)$ is the neutral element, where $e$ denotes the neutral element of $G$, and that $(g, v)$ has the inverse $(g^{-1}, -vg^{-1})$. To obtain the Lie bracket on the Lie algebra $g \ltimes V$, we consider the inner automorphism

$$I_{(g,v)}(h, w) = (g, v)(h, w)(g, v)^{-1} = (g h g^{-1}, -v g^{-1} + (w + v h) g^{-1}).$$

Writing $v \xi$ for the induced infinitesimal action of $g$ on $V$, i.e. the map

$$V \times g \ni (v, \xi) \mapsto v \xi := \frac{d}{dt} v g(t) \bigg|_{t=0},$$

g($t$) being a curve in $G$ starting from $e$ in the direction of $\xi$, we obtain

$$\text{Ad}_g(v \xi)(w) = (\text{Ad}_g \xi)(w + v \xi) g^{-1},$$

and hence

$$[\xi_1, v_1, \xi_2, v_2] = \text{ad}_{(g_1, v_1)}(\xi_1, v_1) = ([\xi_1, \xi_2], v_2 \xi_1 - v_1 \xi_2).$$

For our purposes, we consider the semidirect product of the orientation-preserving diffeomorphisms $H^s \text{Diff}(\mathbb{S})$ with $H^{s-1}$; the structure of our equations motivates to enforce the second component to have one order less regularity than the first, cf also [11].
We will use the notations $H^sG$ and $H^sG_0$ for the Lie groups $H^s\text{Diff}(S)\ltimes H^{s-1}(S)$ and $[H^s\text{Diff}(S)/\text{Rot}(S)]\ltimes E^{s-1}(S)$, respectively. The group product in these groups is defined by
\[(\varphi_1, f_1)(\varphi_2, f_2) := (\varphi_1 \circ \varphi_2, f_2 + f_1 \varphi_2),\]
where $\circ$ denotes the group product in $H^s\text{Diff}(S)$ (i.e. composition) and $f \varphi := f \circ \varphi$ is a right action of $H^s\text{Diff}(S)$ on the scalar functions on $S$. The neutral element is $(\text{id}, 0)$ and $(\varphi, f)$ has the inverse $(\varphi^{-1}, - f \circ \varphi^{-1})$. The above calculations show that
\[\text{Ad}_{(\varphi, f)}(u, \rho) = (\text{Ad}_u u, f_u u + \rho) \circ \varphi^{-1},\]
\[\text{ad}_{(\varphi, f)}(u, \rho) = (\text{ad}_u u, f_u u - \rho)\]
and
\[[u_1, u_2], (v_1, v_2)] = ([u_1, v_1], v_2 u_1 - u_2 v_1),\]
where $[u_1, v_1] = v_1 u_1 - u_1 v_1$ is the Lie bracket induced by right-invariant vector fields on $H^s\text{Diff}(S)$. Observe that $T H^sG \simeq H^sG \ltimes (H^s \ltimes H^{s-1})$ and $T H^sG_0 \simeq H^sG_0 \ltimes (E^s \ltimes E^{s-1})$. For further details about semidirect product groups we refer to [15, 16].

2.4. The 2HS equation

Inspired by the results for 2CH and 2DP in [11], we work with the configuration space
\[H^sG_0 := \{H^s\text{Diff}(S)/\text{Rot}(S)\} \ltimes E^{s-1}(S), \quad s > 5/2.\]
The Lagrangian for 2HS motivates to define the right-invariant metric on $H^sG_0$ which equals the $H^1$-metric for the first component plus the $L_2$-metric for the second component at the identity $(\text{id}, 0)$:
\[\langle U, V \rangle_{(\varphi, f)} = \{u_1 \circ \varphi^{-1}, v_1 \circ \varphi^{-1}\}_M + \{u_2 \circ \varphi^{-1}, v_2 \circ \varphi^{-1}\}_L,\]
for $U = (u_1, u_2), V = (v_1, v_2) \in T_{(\varphi, f)}H^sG_0$. Let $A$ and $\Gamma^0$ as in lemma 1 and (8). With the 2HS Christoffel map $\Gamma$ on $E^s \ltimes E^{s-1}$ given by
\[\Gamma(X, Y) := \left(\begin{array}{c}
\Gamma^0_{M}(X_1, Y_1) - \frac{1}{2} A^{-1}(X_2 Y_2), \\
- \frac{1}{2}(X_1 Y_2 + Y_1 X_2)
\end{array}\right),\]
we define the map $\Gamma : (M^s \times E^{s-1}) \times (E^s \times E^{s-1})^2 \rightarrow E^s \times E^{s-1},$
\[\Gamma_{(\varphi, f)}(X, Y) = \Gamma((\varphi, f); X, Y) = \Gamma(X \circ \varphi^{-1}, Y \circ \varphi^{-1}) \circ \varphi.\]
Finally, we introduce the affine connection
\[\nabla_X Y(\varphi, f) = DY(\varphi, f) \cdot X(\varphi, f) - \Gamma((\varphi, f); Y(\varphi, f), X(\varphi, f)).\]
The proof of the following proposition uses standard arguments and it is omitted for the reader’s convenience.

**Proposition 3.** Let $s > 5/2$. Let $H^sG_0 = [H^s\text{Diff}(S)/\text{Rot}(S)]\ltimes E^{s-1}(S)$ and let $\Gamma$ be the Christoffel map defined in (13) and (14). Then $\Gamma$ defines a smooth spray on $H^sG_0$, i.e. the map
\[$(\varphi, f) \mapsto \Gamma_{(\varphi, f)} : H^sG_0 \rightarrow \mathcal{L}_{\text{sym}}^2(E^s \ltimes E^{s-1}; E^s \ltimes E^{s-1})$\]
is smooth. Moreover, the metric $(\cdot, \cdot)$ defined in (12) is a smooth (weak) Riemannian metric on $H^sG_0$, i.e. the map
\[$(\varphi, f) \mapsto (\cdot, \cdot)_{(\varphi, f)} : H^sG_0 \rightarrow \mathcal{L}_{\text{sym}}^2(T_{(\varphi, f)}H^sG_0; \mathbb{R})$\]
is a smooth section of the bundle $L_2^{\text{sym}}(TH^sG_0; \mathbb{R})$. Finally, the connection $\nabla$ and the metric $\langle \cdot, \cdot \rangle$ are compatible in the sense that 

$$X \langle Y, Z \rangle = \langle \nabla_X Y, Z \rangle + \langle Y, \nabla_X Z \rangle$$

for all vector fields $X, Y, Z$ on $H^sG_0$.

As a consequence, we obtain a unique local geodesic flow $(\varphi(t), f(t)) \in H^sG_0$ for 2HS satisfying

$$(\varphi(t), f(t)) = \Gamma_{(\varphi, f)}((\varphi_0, f_0), (\varphi_2, f_2)).$$

**Theorem 4.** Let $s > 5/2$. Then there exists an open interval $J$ centered at 0 and an open neighborhood $U$ of $(0, 0) \in E^s \times E^{s-1}$ such that for each $(u_0, \rho_0) \in U$ there exists a unique solution $(\varphi, f) \in C^\infty(J, H^sG_0)$ of (16) satisfying $(\varphi(0), f(0)) = (\text{id}, 0)$ and $(\varphi(t), f(t))(u_0, \rho_0) = (u(t), \rho(t))$. Furthermore, the solution depends smoothly on the initial data in the sense that the local flow $\Phi : J \times U \to H^sG_0$ defined by $\Phi(t, u_0, \rho_0) = (\varphi(t; u_0, \rho_0), f(t; u_0, \rho_0))$ is a smooth map.

Writing the Cauchy problem for 2HS in the form

$$\begin{cases}
    u_t + uu_x = -\frac{1}{2}A^{-1}(u_x^2 + \rho^2)_x, \\
    \rho_t + u\rho_x = -\rho u_x, \\
    (u(0), \rho(0)) = (u_0, \rho_0),
\end{cases}$$

(17)

Theorem 4 implies that equation (17) in terms of the Euclidean variables $u = \varphi_t \circ \varphi^{-1}$ and $\rho = f_t \circ \varphi^{-1}$ is locally well posed.

**Corollary 5.** Suppose $s > 5/2$. Then, for any $(u_0, \rho_0) \in E^s \times E^{s-1}$ there exists an open interval $J$ centered at 0 and a unique solution $(u, \rho) \in C(J, E^s \times E^{s-1}) \cap C^1(J, E^{s-1} \times E^{s-2})$ of the Cauchy problem (17) which depends continuously on the initial data $(u_0, \rho_0)$.

A similar result is true in the $C^n$-category with $n \geq 2$.

2.5. The 2μHS equation

We define a right-invariant metric on $H^sG$, $s > 5/2$, which equals the inner product induced by $\mu - \partial_x^2$ for the first component plus the $L_2$ inner product for the second one at the identity, i.e.

$$\langle U, V \rangle_{(\varphi, f)} = \mu(u_1 \circ \varphi^{-1})\mu(v_1 \circ \varphi^{-1}) + \int_S \frac{u_{1x}v_{1x}}{\varphi_x} \, dx + \int_S u_{2x}v_{2x} \, dx$$

(18)

for any $U = (u_1, u_2)$, $V = (v_1, v_2) \in T_{(\varphi, f)}H^sG$. With $\Gamma^0$ as in (11) we define a right-invariant Christoffel map for 2μHS by

$$\Gamma^0_{(\text{id}, 0)}(X, Y) = \begin{pmatrix}
    \Gamma^0_{(\text{id}, 0)}(X_1, Y_1) - \frac{1}{2}(\mu - \partial_x^2)^{-1}(X_2Y_2)_x \\
    -\frac{1}{2}(X_1Y_2 + X_2Y_1)_x
\end{pmatrix},$$

(19)

and an affine connection via (15). Then the following is easy to derive.

**Proposition 6.** Let $s > 5/2$. Let $H^sG = H^s\text{Diff}(\mathbb{S}) \otimes H^{s-1}(\mathbb{S})$ and let $\Gamma$ be the Christoffel map defined in (19). Then $\Gamma$ defines a smooth spray on $H^sG$, i.e. the map

$$(\varphi, f) \mapsto \Gamma_{(\varphi, f)} : H^sG \to L_2^{\text{sym}}(H^s(\mathbb{S}) \times H^{s-1}(\mathbb{S}); H^s(\mathbb{S}) \times H^{s-1}(\mathbb{S}))$$
is smooth. Moreover, the metric \(\langle \cdot, \cdot \rangle\) defined by (18) is a smooth (weak) Riemannian metric on \(H^G\), i.e. the map
\[
(\varphi, f) \mapsto \langle \cdot, \cdot \rangle_{(\varphi, f)} : H^G \to L^2_{\text{sym}}(T H^G; \mathbb{R})
\]
is a smooth section of the bundle \(L^2_{\text{sym}}(TH^G; \mathbb{R})\). Finally, the connection \(\nabla\) is a Riemannian covariant derivative, compatible with \(\langle \cdot, \cdot \rangle\).

We thus know that the \(2\mu\)HS is a re-expression of the geodesic flow of the connection \(\nabla\) defined in (15) on the product \(H^G\). The geodesic equation reads (16). We have the following local well-posedness result.

**Theorem 7.** Let \(s > 5/2\) and let \(\Gamma\) be the \(2\mu\)HS Christoffel map. Then, there exists an open interval \(J\) centered at 0 and an open neighborhood \(U\) of \((0, 0) \in H^s(S) \times H^{s-1}(S)\) such that for each \((u_0, \rho_0) \in U\) there exists a unique solution \((\varphi, f) \in C^\infty(J, H^G)\) of (16) satisfying \((\varphi(0), f(0)) = (id, 0)\) and \((\varphi(0), f(0)) = (u_0, \rho_0)\). Furthermore, the solution depends smoothly on the initial data in the sense that the local flow \(\Phi : J \times U \to H^G\) defined by \(\Phi(t, u_0, \rho_0) = (\varphi(t; u_0, \rho_0), f(t; u_0, \rho_0))\) is a smooth map.

We write the Cauchy problem for \(2\mu\)HS in the form
\[
\begin{cases}
  u_t + uux = -\left(\mu - \partial_x^2\right)^{-1} \left(\frac{1}{2}u_x^2 + 2\mu(u)u + \frac{1}{2}\rho^2\right), \\
  \rho_t + u\rho_x = -\rho u_x, \\
  (u(0), \rho(0)) = (u_0, \rho_0).
\end{cases}
\]
(20)

It follows from theorem 7 that \(2\mu\)HS is locally well posed in \(H^s \times H^{s-1}\) for \(s > 5/2\).

**Corollary 8.** Suppose \(s > 5/2\). Then, for any \((u_0, \rho_0) \in C^1(S) \times C^0(S)\) there exists an open interval \(J\) centered at 0 and a unique solution
\[
(u, \rho) \in C(J, H^s(S) \times H^{s-1}(S)) \cap C^1(J, H^{s-1}(S) \times H^{s-2}(S))
\]
of the Cauchy problem (20) which depends continuously on the initial data \((u_0, \rho_0)\).

The previous results hold with the obvious changes also in the \(C^n\)-category, \(n \geq 2\).

### 3. The curvature of \(H^G_0\) associated with the 2HS

Let us denote by
\[
R(X, Y)Z = \nabla_X\nabla_Y Z - \nabla_Y\nabla_X Z - \nabla_{[X,Y]} Z
\]
the curvature tensor of \(H^G_0\) equipped with the right-invariant metric (12). In the following theorem, we compute an explicit formula for \(R\) and show that the sectional curvature
\[
S(X, Y) = \frac{\langle R(X, Y)Y, X \rangle}{\langle X, X \rangle \langle Y, Y \rangle - \langle X, Y \rangle^2}
\]
has the constant positive value \(1/4\).

**Theorem 9.** The curvature tensor for the 2HS equation on \(H^G_0\), \(s > 5/2\), equipped with the right-invariant metric (12), for vector fields \(X, Y, Z\), is given by
\[
4R(X, Y)Z = X(Y, Z) - Y(X, Z).
\]
In particular, the sectional curvature for 2HS is constant and equal to 1/4.
Proof. We have the following local formula for $R$ in terms of the Christoffel map (14):

$$R(X,Y)Z = D_1 \Gamma^p(Z,X)Y - D_1 \Gamma^p(Z,Y)X + \Gamma^p(\Gamma^p(Z,Y),X) - \Gamma^p(\Gamma^p(Z,X),Y),$$

for any vector fields $X,Y,Z$ on $H\mathcal{G}$, where $D_1$ denotes differentiation with respect to $p=(\varphi,f)$. By right invariance of $\Gamma$, i.e.

$$\Gamma^p(X,Y) \circ \psi = \Gamma^p(\varphi \circ X, \varphi \circ Y),$$

it holds that

$$R(X,Y)Z \circ \varphi^{-1} = R(u,v)w$$

if $X = u \circ \varphi$, $Y = v \circ \varphi$ and $Z = w \circ \varphi$. Therefore, it suffices to consider the curvature at $(\text{id},0)$. We write $\Gamma = \Gamma_{\text{id},0}$ and denote the components of $u$ by $u_1$ and $u_2$ similarly for $v, w$. A lengthy but straightforward computation shows that

$$R(u,v)w = D_1 \Gamma(u,v)w - D_1 \Gamma(w,v)u + \Gamma(\Gamma(w,v),u) - \Gamma(\Gamma(w,u),v),$$

In the first component, we have the terms

$$-\Gamma^0(u_1,v_1,u_1) + \frac{1}{2}A^{-1}(w_2u_1v_1)_x - \Gamma^0(u_2,v_1,u_1) + \frac{1}{2}A^{-1}(w_2u_1v_2)_x + \Gamma^0(u_1,v_1,u_1) + \frac{1}{2}A^{-1}(w_2u_1v_2)_x + \Gamma^0(u_1,v_1,u_1) - \frac{1}{2}A^{-1}(w_2u_1v_2)_x - \Gamma^0(\Gamma^0(w_1,v_1),u_1) + \frac{1}{2}A^{-1}(w_2u_1v_2)_x + \Gamma^0(\Gamma^0(w_1,v_1),u_1) + \frac{1}{2}A^{-1}(w_2u_1v_2)_x - \Gamma^0(\Gamma^0(w_1,v_1),u_1) - \frac{1}{2}A^{-1}(w_2u_1v_2)_x,$$

Using that

$$\partial_x A^{-1} \partial_x = \mu - 1$$

and the relation

$$\Gamma^0(\Gamma^0(w_1,v_1),u_1) - \Gamma^0(\Gamma^0(w_1,u_1),v_1) = -\frac{1}{2}u_1 \mu(\partial_x v_1 v_1) + \frac{1}{2}v_1 \mu(\partial_x u_1 u_1),$$

cf [23], we see that these terms equal

$$\frac{1}{2}A^{-1} \partial_x [(w_1,v_1)_x, u_1] + (u_1,v_1)_x, w_1 - (w_1,u_1)_x, v_1 = (v_1,u_1)_x, w_1$$

To see that the terms with $A^{-1} \partial_x$ cancel out, we use that $u_1(0) = v_1(0) = 0$ so that

$$\frac{1}{2}w_1 u_1 u_1 v_1 = \frac{1}{2}u_1 w_1 v_1 = -A^{-1} \partial_x \left( \frac{1}{2}w_1 u_1 v_1 - \frac{1}{2}u_1 w_1 v_1 \right) = \frac{1}{2}A^{-1} \partial_x (w_1 u_1 v_1 - u_1 w_1 v_1) + u_1 w_1 v_1 - u_1 w_1 v_1,$$

which coincides up to sign with the first row terms in (21), and

$$\frac{1}{2}w_2 u_1 v_1 = \frac{1}{2}w_2 v_1 u_1 = -A^{-1} \partial_x \left( \frac{1}{2}w_2 u_1 v_1 - \frac{1}{2}w_2 v_1 u_1 \right) = \frac{1}{2}A^{-1} \partial_x (w_2 u_1 v_1 - v_1 w_2 u_1) + w_2 u_2 v_1 - u_2 w_2 v_1.$$
Using $A^{-1} \partial_t v_1 = -v_1$ and $A^{-1} \partial_t^2 u_1 = -u_1$, the first component terms (21) thus reduce to

$$\frac{1}{2} u_1 (\mu(w_1, v_1) + \mu(w_2, v_2)) - \frac{1}{2} v_1 (\mu(w_1, u_1) + \mu(w_2, u_2)),$$

which is the desired expression. The second component terms are

$$\frac{1}{2} [(w_1, v_1), u_2 + u_1, w_2, v_1] + \frac{1}{2} [(w_1, u_1), w_2 + w_1, u_2, v_1] - \frac{1}{2} v_1 [w_1, u_2 + u_1, w_2]$$

$$- \frac{1}{2} [((w_1, u_1) + v_2 + v_1, w_2, u_1] - \frac{1}{2} [(v_1, u_1) + w_2 + w_1, u_2, u_1]$$

$$+ \frac{1}{2} u_1 [w_1, v_2 + v_1, w_2] - \frac{1}{2} (\Gamma_1(u, v), u_2 + u_1, \Gamma_2(w, v)) + \frac{1}{2} (\Gamma_1(w, u), v_2 + v_1, \Gamma_2(w, u))$$

(22)

and with $A^{-1} \partial_t = \mu - 1$ we can simplify the last row terms

$$\Gamma_1(u, v) = \frac{1}{2} w_1, u_1 - \frac{1}{2} \mu(w_1, v_1) + \frac{1}{2} w_2 v_2 - \frac{1}{2} \mu(w_2, v_2)$$

and

$$\Gamma_1(u, v) = \frac{1}{2} w_1, u_1 + \frac{1}{2} \mu(w_1, v_1) + \frac{1}{2} w_2 v_2 - \frac{1}{2} \mu(w_2, v_2).$$

It is now easy to see that the terms in (22) reduce to

$$\frac{1}{4} u_2 (\mu(w_1, v_1) + \mu(w_2, v_2)) - \frac{1}{4} v_2 (\mu(w_1, u_1) + \mu(w_2, u_2))$$

so that we obtain

$$R(u, v) w = \frac{1}{4} u \langle v, w \rangle - \frac{1}{4} v \langle u, w \rangle.$$

By the definition of the sectional curvature, we have

$$S(u, v) = \frac{(R(u, v) w, u)}{\langle u, v \rangle \langle v, u \rangle - \langle u, w \rangle^2} = \frac{1}{4}.$$

\[\square\]

**Remark 10.** Since Lenells [23] used a different scaling for the $H^1$-metric, he came to the result that the sectional curvature for the HS is identically equal to 1. Note carefully that we have only used that $u_1$ and $v_1$ vanish at zero; a corresponding assumption on the second components is not necessary in the above proof.

The above result is of particular interest concerning the stability of the geodesic flow associated with the 2HS system, cf the appendix. The very recent paper [36] explains that the geodesic flow for the 2HS system allows a continuation (beyond the breaking time of the associated solution $(u, \rho)$ of the original equation) on the space $\mathcal{M}^0_{AC} = \mathcal{M}^0 \otimes \mathcal{H}^0(\mathbb{S})$, where $\mathcal{M}^0_{AC}$ is the set of nondecreasing absolutely continuous functions $\varphi : [0, 1] \to [0, 1]$ with $\varphi(0) = 0$ and $\varphi(1) = 1$. Precisely, the flow variables $(\varphi, f) \in \mathcal{M}^0_{AC}$ for 2HS satisfy the geodesic equation $(\varphi_t, f_t) = \Gamma_{\varphi, f_t}(\varphi_t, f_t, (\varphi_t, f_t))$ for any positive $t$. Interestingly, the space $\mathcal{M}^0_{AC}$ is bijective to the open subset

$$\mathcal{U}^0 = \left\{ f \in H^0(\mathbb{S}) : \|f\|_{H^0} = 1, f > 0 \text{ a.e. on } \mathbb{S} \right\}$$

of the $L_2$ unit sphere via the mapping

$$f \mapsto \varphi(x) = \int_0^1 f^2(y) \, dy.$$

Lenells [23, 24] used the constance and positivity of the sectional curvature associated with HS as a motivation to continue the geodesic flow on the infinite-dimensional sphere $\mathcal{M}^0_{AC}$, keeping in mind the well-known fact that any finite-dimensional Riemannian manifold with constant positive curvature is locally isometric to a sphere. In the interim, Wunsch [36] already adopted this approach for the 2HS system so that our work may serve retroactively as a motivation for considering the problem of extending the flow variables on a suitable configuration space (which in fact works by multiplying the sphere $\mathcal{M}^0_{AC}$ with $H^0(\mathbb{S})$).
4. The curvature of $H^G$ associated with the $2\mu$HS

In this section, $R$ and $S$ stand for the curvature tensor and the unnormalized sectional curvature for the $2\mu$HS equation.

**Theorem 11.** The unnormalized sectional curvature $S(u,v)$ for the $2\mu$HS equation is given by

$$S(u,v) = \langle \Gamma(u,v), \Gamma(u,v) \rangle - \langle \Gamma(u,u), \Gamma(v,v) \rangle - 3\mu(u_1,v_1)^2.$$ 

**Proof.** The proof is similar to the proof of proposition 5.1 in [11]; the single difference is that the additional terms involving $\Gamma^0$ in (5.4) of [11] do not cancel out but give $-3\mu(u_1,v_1)^2$ as explained in [20]. \[ \Box \]

In the following, we write $S_1$, $S_2$ to distinguish between the sectional curvature for the one-component $\mu$HS and its two-component extension. In [20], the authors prove that $S_1(u_1,v_1)$ is always positive for any two orthonormal vectors $u_1$ and $u_2$ (with respect to the scalar product induced by $\mu - \partial_x^2$). Since we have

$$S_2 \left( \left( \begin{array}{c} u_1 \\ 0 \end{array} \right), \left( \begin{array}{c} v_1 \\ 0 \end{array} \right) \right) = S_1(u_1,v_1),$$

we see that $S_2$ is positive in the $H^4$ $\text{Diff}(S)$ direction. To find a large subspace of positive sectional curvature for $2\mu$HS with non-trivial second component we compute $S_2(u,v)$ for

$$u = \left( \cos k_1 x \cos k_2 x, \cos l_1 x \cos l_2 x \right), \quad v = \left( \cos l_1 x \cos l_2 x, \cos k_1 x \cos k_2 x \right),$$

where $k_i \neq l_i \in 2\pi \mathbb{N}, i = 1, 2$; this is inspired by calculations in [11] and [26] where the authors show that the sectional curvature for CH is positive for any pair of trigonometric functions. Note that

$$S_2(u,v) = S_1(u_1,v_1) + \frac{1}{4} \int_S (u_2v_2)_s (\mu - \partial_x^2)^{-1}(u_2v_2)_s \, dx - \int_S \Gamma^0(u_1,v_1)(u_2v_2)_s \, dx$$

$$+ \frac{1}{4} \int_S (u_1v_2 + v_1u_2)^2 \, dx - \frac{1}{4} \int_S (u_2^2)_s (\mu - \partial_x^2)^{-1}(v_2^2)_s \, dx$$

$$+ \frac{1}{2} \int_S \Gamma^0(u_1,u_1)(v_2^2)_s \, dx + \frac{1}{2} \int_S \Gamma^0(v_1,v_1)(u_2^2)_s \, dx - \int_S u_1u_2v_1v_2 \, dx$$

$$= S_1(u_1,v_1) + \sum_{j=1}^4 I_j,$$ \hspace{1cm} (23)

where

$$I_1 = \frac{1}{4} \int_S (u_2v_2)_s (\mu - \partial_x^2)^{-1}(u_2v_2)_s \, dx,$$

$$I_2 = -\frac{1}{4} \int_S (u_2^2)_s (\mu - \partial_x^2)^{-1}(v_2^2)_s \, dx,$$

$$I_3 = -\int_S \Gamma^0(u_1,v_1)(u_2v_2)_s \, dx + \frac{1}{2} \int_S \Gamma^0(u_1,u_1)(v_2^2)_s \, dx + \frac{1}{2} \int_S \Gamma^0(v_1,v_1)(u_2^2)_s \, dx,$$

$$I_4 = \frac{1}{4} \int_S (u_1v_2 + v_1u_2)^2 \, dx - \int_S u_1u_2v_1v_2 \, dx.$$

We write $A = \mu - \partial_x^2$ and apply the identity

$$A^{-1}\partial_x A^{-1}\partial_x = \partial_x^2 A^{-1} = \mu - 1.$$
Using integration by parts and the orthogonality relations for trigonometric functions we find
\[
S_1(u_1, v_1) = (\Gamma^0(u_1, v_1), \Gamma^0(u_1, v_1)) - (\Gamma^0(u_1, u_1), \Gamma^0(v_1, v_1)) - 3\mu(u_1, v_1)^2
\]
\[
= -\frac{1}{2} \int_S A^{-1} [\partial_x (u_{1x} v_{1x})] A \Gamma^0_u(u_1, v_1) \, dx + \frac{1}{2} \int_S A^{-1} [\partial_x (u_{1x}^2)] A \Gamma^0(u_1, v_1) \, dx
\]
\[
= \frac{1}{2} \int_S u_{1x} v_{1x} A \Gamma^0(u_1, v_1) \, dx - \frac{1}{2} \int_S u_{1x}^2 A \Gamma^0(v_1, v_1) \, dx
\]
\[
= -\frac{1}{4} \int_S u_{1x} v_{1x} (A^{-1} \partial_x^2)(u_{1x} v_{1x}) \, dx + \frac{1}{4} \int_S u_{1x}^2 (A^{-1} \partial_x^2)(v_{1x}^2) \, dx
\]
\[
= \frac{1}{4} \mu(u_{1x}^2) \mu(v_{1x}^2)
\]
\[
= -\frac{1}{16} \kappa_1^2 \ell_1^2.
\]
(24)

Our choice of \(k_1\) and \(l_1\) implies that the one-component sectional curvature is strictly positive. All we have to show is that the second-component terms do not contribute negative terms which make the total sectional curvature negative. Similar computations show that the terms \(I_1\) and \(I_2\) in (23) are
\[
I_1 = -\frac{1}{4} \int_S u_2 v_2 \partial_x^2 A^{-1} u_2 v_2 \, dx = \frac{1}{4} \int_S u_2 v_2 (1 - \mu)(u_2 v_2) \, dx = \frac{1}{4} \int_S u_2^2 v_2^2 \, dx
\]
and
\[
I_2 = \frac{1}{4} \int_S u_2^2 \partial_x^2 A^{-1} v_2^2 \, dx = \frac{1}{4} \int_S u_2^2 (\mu - 1) v_2^2 \, dx = -\frac{1}{4} \int_S u_2^2 v_2^2 \, dx + \frac{1}{16}.
\]

Since
\[
-\int_S \Gamma^0(u_1, v_1)(u_2 v_2) \, dx = \frac{1}{2} \int_S A^{-1}(u_{1x} v_{1x})_x(u_2 v_2) \, dx
\]
\[
= \frac{1}{2} \int_S [(1 - \mu)(u_{1x} v_{1x})] u_2 v_2 \, dx
\]
\[
= \frac{1}{2} \int_S u_{1x} u_2 v_{1x} v_2 \, dx
\]
we find that
\[
I_3 + I_4 = \frac{1}{2} \int_S \Gamma^0(u_1, u_1)(v_2^2) \, dx + \frac{1}{2} \int_S \Gamma^0(v_1, v_1)(u_2^2) \, dx + \frac{1}{4} \int_S (u_{1x}^2 v_2^2 + v_{1x}^2 u_2^2) \, dx
\]
\[
= \frac{1}{4} \mu(u_{1x}^2) \mu(v_2^2) + \frac{1}{4} \mu(v_{1x}^2) \mu(u_2^2)
\]
\[
= \frac{1}{16} (k_1^2 + \ell_1^2).
\]

It follows from (23) and (24) that
\[
S_2(u, v) = \frac{1}{16} (1 + k_1^2 + \ell_1^2 + k_1^2 \ell_1^2) > \frac{1}{16}.
\]

Our calculation also shows that the sectional curvature is equal to 1/16 in the direction of the second component since
\[
S_2 \left( \begin{pmatrix} 0 \\ u_2 \end{pmatrix}, \begin{pmatrix} 0 \\ v_2 \end{pmatrix} \right) = I_1 + I_2 = \frac{1}{16}.
\]

We have thus shown the following proposition.
Proposition 12. Let \( s > \frac{5}{2} \). Let \( S(u, v) := \langle R(u, v)v, u \rangle \) be the unnormalized sectional curvature on \( H^sG \) associated with the \( 2\mu \)HS equation. Then

\[
S(u, v) > \frac{1}{16}
\]

for all vectors \( u, v \in T_{id,0}H^sG \), of the form

\[
u = \left( \begin{array}{c}
\cos k_1 x \\
\cos k_2 x
\end{array} \right), \quad u = \left( \begin{array}{c}
\cos l_1 x \\
\cos l_2 x
\end{array} \right), \quad k_i \neq l_i \in \{2\pi, 4\pi, \ldots\}.
\]

Moreover, the normalized sectional curvature satisfies

\[
\frac{S(u, v)}{\langle u, u \rangle \langle v, v \rangle - \langle u, v \rangle^2} = \frac{1}{4}
\]

for all vectors \( u, v \in T_{id,0}H^sG \) of the form

\[
u = \left( \begin{array}{c}
0 \\
\cos k_2 x
\end{array} \right), \quad u = \left( \begin{array}{c}
0 \\
\cos l_2 x
\end{array} \right), \quad k_2 \neq l_2 \in \{2\pi, 4\pi, \ldots\}.
\]

It is explained in [20] that the first-component configuration space \( H^s \text{Diff}(S) \) can be thought of as a solid torus with a cross-section isomorphic to \( H^s \text{Diff}(S)/\mathbb{S} \). The fact that the one-component sectional curvature is positive is proved by a decomposition of the tangent space \( T_{id}H^s \text{Diff}(S) = U \oplus V \) corresponding to the decomposition \( u = \tilde{u} + \mu(u) \), where \( \mu(\tilde{u}) = 0 \), i.e. \( U \) are the zero mean functions and \( V \simeq \mathbb{R} \) are the constants. It is an open problem and a task for further research which geometric interpretations for the group \( H^sG \) associated with the \( 2\mu \)HS system can be given and which conclusions for the (non)existence of solutions of \( 2\mu \)HS can be drawn. While the present section shows the existence of subspaces of positive sectional curvature for \( 2\mu \)HS, one could ask whether \( S_2 \) is always positive, for arbitrary second-component functions, or whether there are directions of strictly negative sectional curvature.
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Appendix. Generalities on geodesic flows on infinite-dimensional Lie groups and their stability properties

In this appendix, we will survey the most important results of the seminal papers [1, 10] which are relevant for the purposes of the paper at hand. It goes back to Arnold’s work [1] to model both Euler’s equation for a rotating rigid body and Euler’s equation for an ideal fluid on a Lie group with an invariant metric. The Lie group for the rotating rigid body is the matrix group \( SO(3) \), whereas the motion of an ideal fluid is modeled on the diffeomorphism group \( \text{Diff}(M) \) of volume-preserving diffeomorphisms of a certain manifold \( M \). While the matrix group \( SO(3) \) has finite dimension and is equipped with a left-invariant metric, the group \( \text{Diff}(M) \) is an infinite-dimensional Lie group which is equipped with a right-invariant metric. The geometric viewpoint is not only aesthetically appealing, but is also very useful for the study of well-posedness and stability issues. In view of the results of this paper, we provide a general overview about the geometric picture for ideal fluids (which corresponds to a right-invariant formulation), with a focus on the stability of the geodesic flow.
Let $G$ be a (not necessarily finite dimensional) Lie group with Lie algebra $\mathfrak{g} \simeq T_e G$, where $e$ denotes the unit element. We assume that there is an invertible linear operator $A : \mathfrak{g} \to \mathfrak{g}^*$ which is, for historical reasons, going back to Euler’s work on the rigid body motion, called an *inertia operator*. We also assume that $\mathfrak{g}^* \simeq \mathfrak{g}$ (which can often be achieved by considering a suitable subspace of $\mathfrak{g}^*$) so that $A$ can in fact be regarded as an automorphism of $\mathfrak{g}$. Let $R_g : G \to G$ denote the right translation map on $G$. We obtain a right-invariant metric $\rho_A$ on $G$ by setting

$$\rho_A(u, v) = (A[DR_{g^{-1}}u], DR_{g^{-1}}v),$$

for all $u, v \in T_e G$, where $(\cdot, \cdot)$ denotes the dual pairing on $\mathfrak{g}^* \times \mathfrak{g}$. If $G$ is infinite dimensional, the map $\rho_A$ defines in general only a weak Riemannian metric on $G$, i.e. the natural topology on any tangent space $T_e G$ is stronger than the topology induced by the metric $\rho_A$, cf [10]. Let $\text{ad}^* u$ denote the dual operator (with respect to $\rho_A$) of the natural action of the Lie algebra on itself given by $\text{ad}_u : \mathfrak{g} \to \mathfrak{g}, v \mapsto [u, v]$, and define the bilinear and symmetric map

$$B_e : \mathfrak{g} \times \mathfrak{g} \to \mathfrak{g}, B_e(u, v) = \frac{1}{2}(\text{ad}_u^* v + \text{ad}_v^* u).$$

Next, we introduce an affine connection on $G$ given by

$$\nabla_{\xi_u} \xi_v = \frac{1}{2}[\xi_u, \xi_v] + B(\xi_u, \xi_v), \quad \text{(A.1)}$$

where $\xi_u$ is the right-invariant vector field on $G$ with value $u$ at $e$ and $B$ denotes the right-invariant tensor field with value $B_e$ at the identity. Let $g(t)$ be a smooth part in $G$ and define its Eulerian velocity, which lies in the Lie algebra $\mathfrak{g}$, by

$$u(t) = DR_{g^{-1}} \dot{g}(t).$$

The crucial point is that $g(t)$ is a geodesic for the connection $\nabla$ if and only if its Eulerian velocity satisfies the Euler equation

$$u_t = -B(u, u);$$

see [12] for instance.

Interestingly, the above formalism also works the other way round. Starting from an Euler equation $u_t = -B(u, u)$ with quadratic right-hand side, defined on the Lie algebra $\mathfrak{g}$ of some Lie group $G$, and defining the connection $\nabla$ in terms of the operator $B$ as in (A.1), one sees that the Euler equation re-expresses a geodesic flow on the Lie group $G$. Nevertheless, it is not clear that there is a right-invariant metric $\rho_A$ on $G$, induced by some inertia operator $A$, such that the connection $\nabla$ is compatible with the metric in the sense that

$$X(\rho_A(Y, Z)) = \rho_A(\nabla_X Y, Z) + \rho_A(\nabla_X Z, Y),$$

for vector fields $X, Y, Z$ on $G$. For vector fields $X, Y, Z$ on $G$. Recall that the equations under discussion in the main body of this paper are metric in the sense that they allow for a Riemannian structure.

Let $x(t)$ denote a geodesic in $G$ and consider the geodesic variation $x(t, s)$ with the associated variation vector field

$$\frac{dx(t, s)}{ds} \bigg|_{s=0} = \xi(t) \in T_{x(t)} G.$$

It is well known that $\xi$ is a solution of the Jacobi equation

$$\frac{D^2 \xi}{Dt^2} = -R(\xi, v)v,$$

where $D/Dt$ is the covariant derivative, $R$ is the curvature tensor associated with the connection $\nabla$ and $v = \dot{x}(t)$ is the velocity field. By a decomposition of the variation vector $\xi$ into components parallel and perpendicular to the velocity $v$, Arnold showed that the Jacobi...
equation for the perpendicular component (which is henceforth also denoted as $\xi$ for simplicity) can be written in the form

$$\frac{D^2 \xi}{Dt^2} = -\nabla U,$$

$$U = \frac{S}{2} \partial_A(\xi, \xi) \partial_A(v, v);$$

here $S$ is the sectional curvature of the two-dimensional subspace of $T_{x(t)}G$ spanned by $v$ and $\xi$. If the norm of $v$ is equal to 1 (which can be achieved by a parametrization of the geodesic by arc length), the Jacobi equation for $\xi$ reduces to the harmonic oscillator equation with the potential energy $U$ equal to the product of the curvature in the direction spanned by the velocity vector and the normal component of the variation with the square of length of this normal component. From this, it is obvious that $S < 0$ implies an exponential divergence of the geodesics starting near $x(0)$, whereas for $S > 0$, convergence of the nearby geodesics is expected; cf [2] for further details. This motivates our research for subspaces of positive sectional curvature in the main body of the paper. Note that curvature computations for geometric evolution equations have a long tradition. They have already been carried out in the 1980s [14, 29] and in Misiołek’s paper [30] about the CH equation; see also [22] for a more recent paper.
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