Augmenting Machine Learning with Information Retrieval to Recommend Real Cloned Code Methods for Code Completion
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Abstract—Software developers frequently reuse source code from repositories as it saves development time and effort. Code clones accumulated in these repositories hence represent often repeated functionalities and are candidates for reuse in an exploratory or rapid development. In previous work, we introduced DeepClone, a deep neural network model trained by fine tuning GPT-2 model over the BigCloneBench dataset to predict code clone methods. The probabilistic nature of DeepClone output generation can lead to syntax and logic errors that requires manual editing of the output for final reuse. In this paper, we propose a novel approach of applying an information retrieval (IR) technique on top of DeepClone output to recommend real clone methods closely matching the predicted output. We have quantitatively evaluated our strategy, showing that the proposed approach significantly improves the quality of recommendation.
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I. INTRODUCTION

Software developers need effective code search and reuse capability for rapid or exploratory development [1], as writing source code from scratch is an expensive activity. Often, programming of well-defined features amounts to a simple look-up in one’s own or others’ code in repositories. With the increasing volume of available source code repositories and online resources, it gets more probable to find useful code snippets [2]. Nevertheless, for identifying the relevant parts of the code for reuse [3], developers turn to ad-hoc code reuse [4] with manual searching and selective reading of the source code. It is an expensive and error-prone activity without effective support mechanisms like code snippet search, code predictions, code auto-completion and code generation, to assist them in writing code quickly and correctly. Language modeling is among the most popular methods to realize these features [5]–[7].

In previous work we proposed DeepClone, a deep neural network model trained by fine tuning GPT-2 over the BigCloneBench code clone dataset, for the purpose of clone method predictions. Despite having promising results from various evaluations, DeepClone had a shortcoming: the generated code snippets can contain syntax and logic errors due to the probabilistic nature of the language model, and the specific neural language generation technique applied (nucleus sampling [8]). This eventually requires manual modification making its reuse burdensome (see Table I and Table II for an example).

This problem is not specific to DeepClone, but rather an inherent problem of language models. In natural language generation, it is a well-known challenge to generate well-formed outputs [9], [10]. While recently there are significant advancements in neural language generation techniques, they still cannot match the quality of human authored content (e.g. programs or texts) [11]. They further possess certain problems at their core, notably, standard likelihood training and decoding leads to dull and repetitive outputs [8], and more training data and advanced sampling techniques does not seem to solve this issue entirely [12]. Token-level probabilities predicted by the language models also remain relatively poor [13]. However, the desired output might be a variation of another, previously observed sample [14], [15].

Language models (in our context) are fundamentally probabilistic models, which can generate multiple possible sequences of output (in our case clone methods) based on user context. The space of possible clone methods that could be generated grows exponentially with the length of the clone methods. By having \( V \) tokens in the vocabulary, there can be \( V^N \) possible clone methods of length \( N \) that could be generated. DeepClone model also has a similar problem as it generates clone methods that differ from the real clone methods, which can lead to various syntax and logic errors. For instance, in Table I, “destDir” identifier has been declared in the DeepClone output, but it has not been used anywhere. A fully trained language model can learn patterns in the code such as opening and closing brackets, but it cannot completely learn the logical flow of the code. This motivates our work here, where we seek to build a system that can recommend real clone methods on the basis of user context. Here, a real clone method is taken from a real project, contains the code of some particular functionality “as is”, and has been manually validated by the curators of BigCloneBench. Our approach combines the DeepClone model output and information retrieval (IR) techniques to recommend real clone
method.

Recommending code clones has various benefits. Code clones are useful for exploratory development, where the rapid development of a feature is required and the remedial unification of newly generated clone is not clearly justified [16]. Also, cloned code is expected to be more stable and poses less risk than new development. Hence, we believe that clone methods can be considered a useful component for neural code generation, as they can be used to capture the common code practices of developers, which can be offered as code prediction and completion to the developer.

In this work, we improve the re-usability aspect of code clones by recommending real clone methods using IR techniques to remove noise in the clone methods predicted by neural code generation. We believe that our approach can help in improving the quality of clone prediction on the basis of user context. In this paper, we have made the following contributions:

1) We present a novel approach for recommending real code clone methods by augmenting the DeepClone model output using an IR technique (TF-IDF) for retrieving most similar clone methods from a search corpus.

2) We have quantitatively evaluated our approach in terms of accuracy and effectiveness by calculating various metrics. The overall results show that the proposed approach significantly improves the quality of recommendation from DeepClone.

II. METHODOLOGY

We propose a methodology for recommending real clone methods on the basis of given code context by applying IR technique over the DeepClone output. Our starting point is the DeepClone model previously trained on the datasets BigCloneBench and IJaDataset. We have also developed a search corpus comprising of real clone methods from those datasets. Initially, independent of the search corpus, we attempt to predict clone methods consisting of subsequent token sequences starting from the start-of-clone tag $\langle \text{soc} \rangle$ until the end-of-clone tag $\langle \text{eoc} \rangle$ (Figure 1). Then, we apply an IR technique to retrieve real clone methods from the search corpus, which are most similar to the initially generated DeepClone prediction. Figure 1 displays a pictorial representation of our methodology to generate real clone methods (without showing the training steps of DeepClone model, which are shown in our previous paper [17]). In their raw form, we obtain DeepClone output, ground truth, and top-10 samples from the current methodology in an unformatted style, where code tokens of a clone method are separated only by space characters. To make these outputs readable, we have formatted the code by using online tool 1 along with little manual editing. Table II and Table III contain the formatted output. We describe the details of our methodology in the following subsections.

A. Building the Search Corpus

We have built our search corpus from BigCloneBench and IJaDataset [18], [19], which we have also previously used to train DeepClone. BigCloneBench consists of over 8 million manually validated clone method pairs in IJaDataset 2.0 [20], a large Java repository of 2.3 million source files (365 MLOC) from 25,000 open-source projects. BigCloneBench contains clones with both syntactic and semantic similarities, along with the references of starting and ending lines of method clones existing in the code repository. In forming this benchmark, methods that potentially implement a given common functionality were identified using pattern based heuristics. These methods were manually tagged as true or false positives of the target functionality by multiple judges. All true positives of a functionality were grouped as a clone class, where a clone class of size $n$ contains $\frac{n(n-1)}{2}$ clone pairs. Currently, BigCloneBench contains clones corresponding to 43 distinct functionalities. Further details can be found in the relevant publications [18], [19].

We have performed several pre-processing steps to build our search corpus, which is similar to what we have followed in our previous work [17]. First, we have extracted the details of a total of 14,922 true positive clone methods, in which 11,920 are distinct clone methods (Extraction). Next, we have traced them in IJaDataset files, by following their references from the BigCloneBench dataset, and put them in our search corpus list by placing meta tokens $\langle \text{soc} \rangle$ at the start, and $\langle \text{eoc} \rangle$ at the end of each clone method (Marking). These meta tokens are also part of the DeepClone output, so inserting them in the search corpus clone method list helps in making a fair comparison. Afterwards, we have normalized each clone method code by removing whitespaces, extra lines, comments, as well as tokenizing (Normalization and Tokenization) by adapting Javalang 2 Python library, which contains a lexer and parser for Java 8 programming language. Finally, for each clone method, we have replaced integer, float, binary, and hexadecimal constant values with the (num_val) metatoken (Replacement). Similarly, we have replaced string and character values with (str_val). Again, this is just to ensure to have fair comparison as DeepClone output is also in this normalized format.

B. Clone Method Prediction by DeepClone

Several neural language generation methods can be used to predict token subsequences from clone methods based on the user context, such as beam search [21], sampling with temperature [22], top-k sampling [11], and nucleus sampling [8]. Each generation method has a specific decoding strategy to shape the probability distribution of language model, such as assigning higher probability to higher quality text. We have used the nucleus sampling method in DeepClone model as it outperforms other methods and is commonly considered the best strategy for generating large amounts of high quality text, comparable to human written text [8]. By having GPT-2...
fine-tuned for DeepClone model, along with nucleus sampling (threshold 0.95), we expect to generate a coherent set of code tokens for clone method predictions. Holtzman et al. [8] have also achieved coherent text generation results with similar settings.

We have performed small scale (100 context queries) experiment to perform next token subsequence prediction by choosing different subsequence sizes such as 10, 20, 30, 50, and 100. Among them, 20 sized token subsequences give us better results in terms of top-k accuracy and MRR. So, we have extracted subsequences of 20 tokens from the testing dataset (developed in previous study), and moved the sliding window one step ahead to obtain further subsequences. Out of a total of 28,197 subsequences containing 20 tokens each, we selected 735 subsequences containing the \langle soc \rangle token, which indicates the start of a clone method. These subsequences are treated as input queries to generate DeepClone output. We passed these subsequences one by one to our DeepClone model, and we keep on predicting new tokens with nucleus sampling (threshold value 0.95) until the \langle eoc \rangle token (i.e. end of clone) appears. We use text generation script of HuggingFace Transformer Library in this case. Note that certain parameters, such as the number of subsequences and size of tokens in each subsequence are chosen to perform a preliminary evaluation, which can be fine-tuned and optimized in a follow-up study.

The focus of the paper here is to demonstrate the feasibility of our methodology for recommending real clones.

C. Retrieving Code Clones from the Search Corpus

The output from the previous step contains set of tokens of context along with the predicted tokens up till the \langle eoc \rangle token. In this step, we extract only those tokens, which are between \langle soc \rangle and \langle eoc \rangle tokens (inclusive) from the DeepClone output (see DeepClone output step in Example Table I and Table II). We apply an IR technique to retrieve top-10 similar results with the generated DeepClone output from the search corpus. IR techniques, in general, are used to discover the significant documents in a large collection of documents, which match a user’s query. Their main goal is to identify the significant information that satisfies the user information needs. An IR-based code retrieval method in particular usually extracts from a query a set of keywords and then search for the keywords in code repositories [23].

We have used TF-IDF word embedding based IR technique for retrieving the most similar real clone methods on the basis of DeepClone output. TF-IDF (Term Frequency-Inverse Document Frequency [24]) is often used in IR and text mining. A survey conducted in 2015 showed that 70% of text-based recommendation systems in digital libraries use TF-IDF [25]. Similarly, in the past many researchers have applied TF-IDF technique to retrieve code elements [26], [27]. TF-IDF is a weighting scheme that assigns each term in a document a weight based on its term frequency (TF) and inverse document frequency (IDF). In our context, TF-IDF is looking at the term overlap, i.e. the number of shared tokens between the two clone methods in question (and also how important/significant those tokens are in the clone methods). We use TF-IDF with unigrams as terms to transform clone methods into numeric

---

3https://github.com/huggingface/transformers/blob/master/examples/text-generation/run_generation.py
vectors, that can easily be compared by quickly calculating cosine similarities. If a term appears frequently in a clone method, that term is probably important in that method: term frequency is simply the number of times that a term appears in a method. However, if a term appears frequently in many clone methods, that term is probably less important generally. Inverse-document frequency is the logarithmically-scaled fraction of clone methods in the corpus in which the term appears. The terms with higher weight scores (high tf and idf) are considered to be more important. We first transform clone methods existing in the search corpus and DeepClone output into TF-IDF vectors using equation (1)

\[
TF - IDF(i, j) = (1 + log(TF(i, j))) \cdot log(J/DF(i))
\]  

where \(TF(i, j)\) is the count of occurrences of feature \(i\) in clone method \(j\), and \(DF(i)\) is the number of clone methods in which feature \(i\) exists. \(J\) is the total number of clone methods. During retrieval, we create a normalized TF-IDF sparse vector from the DeepClone output as query, and then take its dot product with the feature matrix. Since all vectors are normalized, the result contains the cosine similarity between the feature vectors of the query and of every clone method. We then return the list of clone methods ranked by their cosine similarities.

### III. Empirical Evaluation

To measure the naturalness of different clone methods, we use the perplexity score, while the quality of DeepClone output in terms of ground truth (GT) and top-k recommended clone methods is measured with ROUGE score, which is a measure to compare machine generated text/code with human written text/code. Furthermore, we evaluate whether top-k recommended clone methods match with the ground truth or not. For this purpose, we calculate top-k accuracy and MRR for exact match and functionality type match with the ground truth. All these measures show that the proposed approach significantly helps in generating real clone methods matching the user context.

#### A. Perplexity

In previous work, it has been observed that n-gram language models can detect defects as they are less “natural” than correct code \([29]\). Similarly, Karampatsis et al. \([30]\) have noted that defective lines of code have a higher cross-entropy (\(\sim\)perplexity, to be explained later in this section) than their correct counterparts. Using the original DeepClone model, the predicted clone method is a buggy snippet, as we observe and can be expected from probabilistic language models. We measure and argue about perplexity scores for the original DeepClone output versus the real clone methods around these angles of naturalness and potential bug density. We expect original DeepClone output to have relatively high perplexity. Perplexity is used to measure the degree of accurately predicting sample data using a language model. At each point in a sequence, it gives an estimate of the average number of code tokens to select from \([31]\). Perplexity represents a probability distribution over a subsequence or even an entire dataset, and is widely used as a natural evaluation metric for language models. The formula for perplexity is presented in Equation (2)

\[
P(L) = exp(- \frac{1}{M} \sum_{i} \log P(t_i|t_0 : t_{i-1}))
\]

where \(P(t_i|t_0 : t_{i-1})\) is the conditional probability assigned by the model to the token \(t\) at index \(i\). By applying \(log\) of conditional probability, cross-entropy loss is calculated. \(M\) refers to the length of tokens. Hence, perplexity is an exponentiation of the average cross entropy loss from each token \([0, M]\). To assess how the original output of DeepClone model differs from the real clone code methods, we find the perplexity scores of the clone method predicted by DeepClone and top-k most similar retrieved clone methods. DeepClone output is potentially more noisy and less natural as compared to ground truth (GT) and top-10 recommended snippets in the samples. Table V depicts the mean perplexities of top-10 recommendations and DeepClone output. This clearly displays that DeepClone output has substantial noise in it (confirming our observations), some of which attributes to a high density of errors. On the other hand, the top-10 retrieved snippets have relatively low perplexities, which indicates that they are highly natural and less noisy as compared to DeepClone output. There are slight variations in the perplexity values of Top-10 samples, which can be attributed to various factors such as the type of functionality, the number of clone method snippet trained in the DeepClone model, and inner similarity among the clone methods’ type. These factors have been discussed in detail in our previous work \([17]\).

#### B. Exact Match Evaluation

We collect the top 10 recommended clone methods retrieved by our approach, and compute the top-k accuracy (the fraction of times the ground truth clone method appears in the top-k recommended clone methods) for \(k \in [1, 10]\). Moreover, we measure the Mean Reciprocal Rank (MRR) scores for the recommendations. A simplified description of MRR is that it averages top-k accuracy across various \(k\). In this specific scenario \(k \in [1, 10]\) since the methodology output a list of top-10 recommended clone methods. The MRR is a rank-based evaluation metric, which produces a value between 0 and 1, where a value closer to 1 indicates a better clone method recommendation system. The reciprocal rank of a query response is the multiplicative inverse of the rank of the first correct answer, while MRR is the average of reciprocal ranks. Table VI shows the top-k accuracy as well as the MRR score. The results display that our methodology has the capability of identifying an exact match between ground truth and top-k recommend clone methods. Table VI displays that top-1 recommended clone method exactly matches the ground truth.
C. Functionality Type Evaluation

BigCloneBench contains references of multiple implementations (i.e. clones) of specific functionalities. It contains validated clone methods belonging to 43 different functionalities, for instance, "copy file" functionality contains 3055 different implementations. Further details can be found from our previous paper [17], and BigCloneBench dataset [17]. Hence, it is possible to have recommended clone methods that do not exactly match the ground truth but match its functionality. For instance, Table II displays top-1 and top-2 clone methods belonging to the same functionality type as the ground truth (GT). So, both implementations can potentially satisfy the user’s need. For this purpose, we extract the functionality id of the ground truth and recommended list of top-k clone methods against each context. We calculate top-k accuracy and MRR accordingly (see Table VI). The results indicate that we can recommend methods with the matching functionality (if not the exact implementation) with high accuracy, summarized with an MRR score of 0.738.

D. ROUGE Metrics

We have also evaluated our approach by using ROUGE (Recall-Oriented Understudy for Gisting Evaluation) [28]. It is designed to compare an automatically generated summary or translation against a set of reference summaries (typically human-generated). The ROUGE score (scores) allows us to measure the quality of text summarization by computing the frequency of overlapping n-grams between the produced summary and the reference one(s). Various forms of overlapping units, such as n-grams, word sequences, and word pairs, are counted between the auto-generated summary and the reference summaries. In our context, it helps us to automatically determine the quality of original DeepClone output by
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**TABLE I**

An Example Containing Scenarios Such as Exact Match, Functionality Type Match and Method Name Mentioned in the Context

| Context | Ground truth (GT) | DeepClone output (DCO) | Perplexity | DCO vs GT | Top 1 vs DCO | ROUGE-1: [P: 0.816, R: 0.857, F: 0.836], ROUGE-2: [P: 0.676, R: 0.711, F: 0.693], ROUGE-L: [P: 0.862, R: 0.893, F: 0.877] | ROUGE-1: [P: 0.816, R: 0.857, F: 0.836], ROUGE-2: [P: 0.676, R: 0.711, F: 0.693], ROUGE-L: [P: 0.862, R: 0.893, F: 0.877] | ROUGE-1: [P: 0.777, R: 0.86, F: 0.816], ROUGE-2: [P: 0.627, R: 0.696, F: 0.66], ROUGE-L: [P: 0.828, R: 0.923, F: 0.873] |
|---------|------------------|------------------------|-----------|-----------|--------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|
|         |                  |                        | 1.541     |           | 1.541        |                                                 |                                                 |                                                 |
| Top 1   |                  |                        | 3.54      |           | Top 1 vs DCO |                                                 |                                                 |                                                 |
| Top 2   |                  |                        | 1.63      |           | Top 2 vs DCO |                                                 |                                                 |                                                 |

---

\[y[i][i] = \langle \text{num_val} \rangle;\]
\[\text{public static} \ \text{Rectangle2D}\{\} \ \text{transpose}(\text{Rectangle2D}\{\}) \ a\{\}
\[\text{int} \ n = \langle \text{num_val} \rangle;\]
\[\text{Rectangle2D}\{\} \ t = \text{new} \ \text{Rectangle2D}[n][m];\]
\[\text{for} \ (\text{int} \ i = \langle \text{num_val} \rangle; \ i < m; \ i++)\]
\[\text{for} \ (\text{int} \ j = \langle \text{num_val} \rangle; \ j < n; \ j++)\]
\[t[j][i] = m[i][j];\]
\[\}\]
| Context | Ground truth (GT) | DeepClone output (DCO) |
|---------|-------------------|------------------------|
| | | substring(i + <num_val>).toLowerCase();
| | | return;
| | | <scc>
| | | public static void |
| | | copyFile(String in, String out) throws IOException {
| | | FileChannel inChannel = new FileInputStream(in).getChannel();
| | | FileChannel outChannel = new FileOutputStream(out).getChannel();
| | | try {
| | | inChannel.transferTo( <num_val>, inChannel.size(), outChannel);
| | | } catch (IOException e) {
| | | throw e;
| | | }
| | | finally {
| | | if (inChannel != null) inChannel.close();
| | | if (outChannel != null) outChannel.close();
| | | }
| | | <scc>
| Perplexity | 1.21 | 9.246 |
| | | DCO vs GT |
| | | ROUGE-1: [P:0.511, R: 0.728, F: 0.601], ROUGE-2: [P:0.331, R:0.473, F: 0.389], ROUGE-L: [P:0.543, R:0.676, F: 0.602] |
| | | Top 1 |
| | | Perplexity: 1.439 | Top 1 vs DCO |
| | | ROUGE-1: [P:0.443, R: 0.853, F: 0.711], ROUGE-2: [P: 0.331, R: 0.642, F: 0.437], ROUGE-L: [P: 0.565, R: 0.812, F: 0.667] |
| | | Top 2 |
| | | Perplexity: 1.321 | Top 2 vs DCO |
| | | ROUGE-1 [P:0.618, R: 0.835 ,F: 0.711], ROUGE-2 [P:0.454, R: 0.615, F: 0.522], ROUGE-L: [P: 0.522, R: 0.686, F: 0.593] |
comparing it with the ground truth and top-10 recommended clone methods. ROUGE doesn’t try to assess how fluent the clone method is. It only tries to assess the adequacy, by simply counting how many n-grams in the DeepClone output matches the n-grams in the ground truth and top-k recommended clone methods. Because ROUGE is based only on token overlap, it can determine if the same general concepts are discussed between an automatic summary and a reference summary, but it cannot determine if the result is coherent or the clone method is semantically correct. High-order n-gram ROUGE measures try to judge fluency to some degree. In this paper, we evaluate the quality of DeepClone output with respect to the ground truth and recommended top-10 clone methods by calculating the scores of ROUGE-1, ROUGE-2, and ROUGE-L as most authors use them for automatic evaluation score besides human evaluation [32],[33]. We have calculated precision (P), recall (R), and F-measure (F) of ROUGE-1 ROUGE-2, and ROUGE-L between various combinations such as DeepClone output and ground truth (DCO vs GT), DeepClone output and top-10 recommended clone methods (top-1...10 vs DCO). ROUGE-1 refers to the overlap of unigrams between some reference output and the output to be evaluated. ROUGE-2, in turn, checks for bigrams instead of unigrams. The reason one would use ROUGE-1 over or in conjunction with ROUGE-2 (or other finer granularity ROUGE measures), is to also indicate fluency as a part of the evaluation. The intuition is that the prediction is more fluent if it more closely follows the word orderings of the reference snippet. Finally, ROUGE-L measures longest matching sequence of tokens between machine generated text/code and human produced one by using longest common subsequence (LCS). Using LCS has a distinguishing advantage in evaluation: it captures in-sequence (i.e. sentence level flow and word order) matches rather than strict consecutive matches.

DeepClone predicted clone method can be extremely long, capturing all tokens in the retrieved clone methods, but many of these tokens may be useless, making it unnecessarily verbose. This is where precision comes into play. It measures what portion of the DeepClone output was in fact relevant and desirable to be kept with respect to the reference output.

| TABLE III | EMPIRICAL EVALUATION RESULTS BETWEEN DEEPCLONE OUTPUT (DCO) AND TOP 10 RECOMMENDED CLONES |
|-----------|--------------------------------------------------------------------------------------------------|
| ROUGE1    | Top 1 | Top (2-4) | Top (5-10) |
| Precision | 0.666 ± 0.204 | 0.637 ± 0.197 | 0.612 ± 0.196 |
| Recall    | 0.599 ± 0.214 | 0.587 ± 0.181 | 0.576 ± 0.181 |
| F-measure | 0.552 ± 0.157 | 0.599 ± 0.189 | 0.567 ± 0.182 |
| ROUGE2    | Precision | 0.485 ± 0.225 | 0.457 ± 0.21 | 0.425 ± 0.203 |
| Recall    | 0.403 ± 0.187 | 0.387 ± 0.168 | 0.374 ± 0.167 |
| F-measure | 0.362 ± 0.149 | 0.353 ± 0.173 | 0.361 ± 0.163 |
| ROUGE-L   | Precision | 0.631 ± 0.175 | 0.625 ± 0.17 | 0.601 ± 0.167 |
| Recall    | 0.591 ± 0.177 | 0.58 ± 0.154 | 0.565 ± 0.148 |
| F-measure | 0.556 ± 0.136 | 0.549 ± 0.145 | 0.548 ± 0.151 |

The approach we have proposed leads to promising results. We observe quite high mean perplexity scores and standard deviation of DeepClone output (11.624 ± 5.892). This indicates high noise and less natural code, which is a known problem of neural language generation [9], [10]. However, we notice quite low mean perplexity scores and standard deviation for the ground truth (2.047 ± 0.848) and top-10 recommended clone methods (range from 1.79 ± 0.716 till 1.907 ± 0.612) against the set of 735 input queries. These numbers show that our methodology can improve the original prediction by DeepClone, resulting in more natural snippets. We have further calculated top-k accuracy and MRR involving an exact match of the recommended clone methods with the ground truth. We achieve an accuracy of 39.3% in the top 10 recommended clone methods and MRR as 28.3% (see Table VI). In a fair share of the cases, we can find exactly the same clone method as in the ground truth. As BigCloneBench contains references to various implementations for each of the 43 functionalities, it is quite possible that the user is recommended a different snippet than the ground truth, yet implementing the same functionality. This alternative can also help the developer achieve their goal. To assess such cases, we have calculated the top-k accuracy and MRR taking alternative implementations into account. We achieve quite a high accuracy, notably 84.1% in the top 10 recommended clone methods, as well as 73.8% MRR in terms of functionality type match with the ground truth (see Table VI). This is a major improvement over the exact match scores and further reinforces the claims we make for our approach.

Furthermore, we have measured different ROUGE scores, i.e. ROUGE-1, ROUGE-2, and ROUGE-L, to evaluate the similarity (and the quality to a certain extent) of the DeepClone output to ground truth and top-10 recommended clone methods. After retrieving the top-10 recommendations, we have calculated the precision, recall and F-measure (as explained in Section III-D) for each ROUGE metric. Note that our approach ranks the recommendations with respect to their cosine similarity. Thus it is possible that when we compare DeepClone output with top-10 recommended clone methods using ROUGE, precision, recall and F-measure may not come...
in a strict descending order given the different characteristics of each ROUGE metric (see Table III). Cosine similarity is a very common method for content-based evaluation, while ROUGE scores are used to evaluate machine generated against human produced content [28]. That is why we observe that F-measure for ROUGE-1 or Top-2 (2-4) is slightly higher than Top-1 [III].

In our qualitative investigation, we experienced two different scenarios based on the recommended output. The first one is the ideal scenario when one of the top-k recommended clone methods exactly match the ground truth. In the example given in Table I, “transpose” clone method implementation at top-1 exactly matches the ground truth. This scenario gives the best results. The second scenario is when none of the top-k recommended methods exactly match the ground truth but at least one of the top-k recommended clone method functionality type matches with functionality type of the ground truth. In Table I, although top-1 and top-2 recommended clone methods do not exactly match with the ground truth, they belong to the same functionality type ”copy file”. The main advantage of our methodology is that even if the recommended clone methods do not exactly match the ground truth, still they would be usually implementing the same functionality as the ground truth method, and might satisfy the user’s need.

Similarly, there are two scenarios based on the input context. The first scenario is when the context contain the name of method. It is straightforward for the neural language technique to generate the predicted clone method following the given method name and current context. Table I gives an example of this scenario, where “transpose” method name is mentioned in the context and our approach recommends clone methods as top-1 and top-2, whose functionality type matches with the functionality type of the ground truth. The second scenario is based on the context that does not contain a method name. This can have two different output sub-scenarios. The first one is when the functionality type of the recommended clone method and the ground truth do not match. As we see in Table APPENDIX, the context does not have the full signature of the clone method. This makes the generated output by DeepClone using nucleus sampling deviate from the functionality type of the ground truth. Ground truth belongs to "copy file" functionality, while DeepClone output belongs to "delete directory" functionality type, which eventually leads to TF-IDF recommending clone methods as top-1 and top-2 on the basis of "delete directory". Such scenarios eventually result in low and largely deviating ROUGE scores between the DeepClone output and the ground truth (see Table III and the example in Table APPENDIX). There we observe that it also affects the other evaluation measures involving exact and functionality type matches. These clone methods eventually may not fulfil the desired goal of the user (see Table VI). So, it might be useful to guide the users to include the clone method name in the context for better results. The other output sub-scenario is when we manage to successfully generate DeepClone output whose functionality type matches with the ground truth. In Table II, “copy file” method name is not mentioned in the context, but the functionality type of the DeepClone output matches with the ground truth, which eventually helps TF-IDF to retrieve clone methods on the basis of DeepClone output. We notice that the total number of “copy file” clone methods used in DeepClone training are 2,454, which allows nucleus sampling to generate DeepClone output closer to ground truth in example II. Overall we believe our approach yields very promising results and can assist the developers by recommending real and accurate clone methods.

V. LIMITATIONS AND THREATS TO VALIDITY

The proposed approach is the first step towards recommending real code clone methods on the basis of user context. However, it has certain limitations as well. Despite the fact that the dataset used in this study is collected from a well-known clone code dataset (BigCloneBench), it does not necessarily mean the codebase used in this study represents Java language source code entirely (a threat to external validity in terms of generalizability). Another issue is that we have selected and used various parameter/threshold values and techniques with the goal of showcasing the feasibility of our approach. As an example, for generating predicted clone methods, we only used nucleus sampling with threshold value of 0.95 [8]. There are various other text generation methods such as beam search
Similarly, we have replaced string and character values with leveraging a Library-Sensitive Language Model and a BERT [37], a new context-aware code-to-code recommending tool candidate for post-reranking. Zhou et al. have proposed Lancer they passed retrieved candidate and query to an RNN-based query by applying IR technique from a large database. Then, obtained a candidate response on the basis of user utterance or retrieval-based and generation-based dialog systems. They first (e.g., code). Song et al. [14] proposed a novel ensemble of language description) and then editing it to the desired output presented to improve the prediction of clone methods. However, there are other IR techniques such as GLOVE [35], and word2vec [36], which can be additionally explored. We leave it for future work to comparatively assess and optimize the parameters and techniques for our approach.

VI. RELATED WORK

In this section, we present related work covering neural language generation techniques, and the role of recommendation systems in the field of code clones.

A. Neural Language Generation

To the best of our knowledge, no technique has been presented to improve the prediction of clone methods. However, many techniques have been introduced to improve the quality of generated program code and text. Hashimoto et al. [15] proposed an approach to predict python code tokens, first by retrieving a training example based on the input (e.g., natural language description) and then editing it to the desired output (e.g., code). Song et al. [14] proposed a novel ensemble of retrieval-based and generation-based dialog systems. They first obtained a candidate response on the basis of user utterance or query by applying IR technique from a large database. Then, they passed retrieved candidate and query to an RNN-based response generator, so that the neural model is aware of more information. The generated response is then fed back as a new candidate for post-reranking. Zhou el al. have proposed Lancer [37], a new context-aware code-to-code recommending tool leveraging a Library-Sensitive Language Model and a BERT model to recommend relevant code samples in real-time, by automatically analyzing the intention of the incomplete code.

Lancer uses BERT model to complete an incomplete code sample, then it retrieves the relevant real code samples on the basis of Elastic search and rank them according to the deep semantic ranking scheme. The major difference with our methodology is that they used BERT model, whose intention is to complete the missing tokens in the incomplete code, while we are using fine-tuned GPT2 model in DeepClone, which is used to predict next tokens on the basis of context. DeepClone is fine-tuned on both non-clone and clone code patterns, but Lancer only used clone methods for training. Moreover, we can also generate correct DeepClone output when the context does not even contain a method name, a scenario that is apparently not covered by Lancer.

B. Code Clone Recommendation Systems

We could only find a single piece of work which suggests using clone methods for code recommendation [38]. However, they use a different similarity measure based on API calls for recommending relevant clone methods. Clones are generally considered to be harmful for a software system, and mainly researchers work on techniques for avoiding and eliminating clones [39–42]. Clone refactoring recommendation systems have been developed for this purpose. For instance, Yoshida et al. [39] proposed a proactive clone recommendation system for “Extract Method” refactoring, while Wang et al. [40] introduced an approach for automatically recommending clones for refactoring using a decision tree-based classifier.

VII. CONCLUSION AND FUTURE WORK

In this work, we have proposed a recommendation system to suggest real code clones by using IR techniques. This system significantly improves the original prediction by DeepClone, a deep learning model we previously developed. We have have performed quantitative evaluation using a wide range of metrics, and qualitatively discussed additional scenarios, to support our claim. In the future, we plan to perform a comparative study by evaluating different IR techniques such as BERT; pretrained word embedding techniques such as word2vec [36] and GLOVE [35]; and code query formulation techniques [23], [43].
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## TABLE APPENDIX

An example containing scenarios such as functionality type not matched and method name not mentioned in the context

| Context | Ground truth (GT) | DeepClone output (DCO) | Perplexity | ROUGE-1 | ROUGE-2 | ROUGE-L |
|---------|-------------------|------------------------|------------|---------|---------|---------|
| `public static boolean copy(File from, File to, Override override) throws IOException {` | `<scc> public static boolean copy(File from, File to, Override override) throws IOException {` | `<scc> public static boolean copy(File f) {` | 3.109 | `{P:0.551, R:0.216, F:0.31}` | `{P:0.295, R:0.115, F:0.166}` | `{P:0.474, R:0.281, F:0.353}` |
| `fileInputStream in = null;` | `fileInputStream in = null;` | `fileInputStream in = null;` | | | | |
| `fileOutputStream out = null;` | `fileOutputStream out = null;` | `fileOutputStream out = null;` | | | | |
| `FileChannel srcChannel = null;` | `FileChannel srcChannel = null;` | `FileChannel srcChannel = null;` | | | | |
| `if (override == null) override = Override.NEVER;` | `if (override == null) override = Override.NEVER;` | `if (a != null) {` | | | | |
| `switch (override) {` | `switch (override) {` | `for (File f : a) {` | | | | |
| `case NEVER:` | `case NEVER:` | `if (f.isDirectory()) {` | | | | |
| `i = (to.isFile()) ? return num_val;` | `i = (to.isDirectory()) ? return num_val;` | `deleteDirectory(f);` | | | | |
| `break;` | | `else f.delete();` | | | | |
| `case NEVER:` | `case NEVER:` | | | | | |
| `if (to.isFile() && (from.lastModified() - LASTMODIFIED_DIFF_MILLIS) < to.lastModified)` | | | | | | |
| `}` | `}` | `dir.delete();` | | | | |
| `return num_val;` | `return num_val;` | `}` | | | | |
| `to.getParentFile().mkdirs();` | `to.getParentFile().mkdirs();` | `public static void deleteDirectory(File dir) {` | 6.137 | `{P:0.494, R:0.677, F:0.571}` | `{P:0.295, R:0.406, F:0.342}` | `{P:0.447, R:0.654, F:0.531}` |
| `try {` | `try {` | `file[] files = dir.listFiles();` | | | | |
| `for (int i = num_val; i < files.length; i++) {` | `for (File f : a) {` | `if (a != null) {` | | | | |
| `if (files[i].isDirectory()) {` | `if (f.isDirectory()) {` | `deleteDirectory(f);` | | | | |
| `files[i].listFiles();` | `else f.delete();` | `}` | | | | |
| `return num_val;` | `}` | `}` | | | | |
| `}` | `}` | `dir.delete();` | | | | |
| `catch (Exception e) {` | `catch (Exception e) {` | `}` | | | | |
| `}` | `}` | `}` | | | | |
| `for (int i = num_val; i < files.length; i++) {` | `for (int i = num_val; i < files.length; i++) {` | `for (File f : a) {` | | | | |
| `if (files[i].isDirectory()) {` | `if (f.isDirectory()) {` | `deleteDirectory(f);` | | | | |
| `files[i].listFiles();` | `else f.delete();` | `}` | | | | |
| `return num_val;` | `}` | `}` | | | | |
| `}` | `}` | `}` | | | | |
| `}` | `}` | `}` | | | | |
| `Top 1` | `Top 1` | `Top 1` | 1.887 | `{P:0.494, R:0.677, F:0.571}` | `{P:0.295, R:0.406, F:0.342}` | `{P:0.447, R:0.654, F:0.531}` |
| `Perplexity: 1.887` | `Perplexity: 6.137` | `Perplexity: 1.831` | | | | |
| `Top 2` | `Top 2` | `Top 2` | 1.831 | `{P:0.549, R:0.767, F:0.607}` | `{P:0.318, R:0.509, F:0.392}` | `{P:0.5, R:0.76, F:0.603}` |