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Abstract
Let the double hyperbolic space $\mathbb{DH}^n$, proposed in this paper as an extension of the hyperbolic space $\mathbb{H}^n$, contain a two-sheeted hyperboloid with the two sheets connected to each other along the boundary at infinity. We propose to extend the volume of convex polytopes in $\mathbb{H}^n$ to polytopes in $\mathbb{DH}^n$, where the volume is invariant under isometry but can possibly be complex valued. We show that the total volume of $\mathbb{DH}^n$ is equal to $i^n V_n(S^n)$ for both even and odd dimensions, and prove a Schl"afli differential formula (SDF) for $\mathbb{DH}^n$. For $n$ odd, the volume of a polytope in $\mathbb{DH}^n$ is shown to be completely determined by its intersection with $\partial \mathbb{H}^n$ and induces a new intrinsic volume on $\partial \mathbb{H}^n$ that is invariant under Möbius transformations.
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1 Introduction

In this paper we extend the hyperbolic space $\mathbb{H}^n$ to a space formed by a two-sheeted hyperboloid by identifying their boundary at infinity projectively, and extend the volume properly to the new space. Denote the new space by double hyperbolic space $\mathbb{DH}^n$, and the other sheet by $\mathbb{H}^n_-$. We remark that $\mathbb{H}^n_-$ is not isometric to $\mathbb{H}^n$ and the length element $ds$ on $\mathbb{H}^n_-$ is negative, with the associated volume element also negative for $n$ odd (see Sect. 2 for more details).
1.1 Background and motivation

Among the models of $\mathbb{H}^n$, two of them are the upper half-space model and the hemisphere model, and in both models the boundary at $x_0 = 0$ corresponds to the boundary at infinity $\partial \mathbb{H}^n$. It seems natural to ask if some kind of theory can be developed across the boundary, so that the upper half-space model can be extended to the lower half-space, and the hemisphere model to the lower hemisphere, making them more like a “full-space model” or “full-sphere model” in some sense.

In this note, we attempt to provide such a theory by adding $\mathbb{H}^n_-$ to the picture as the lower half-space or the lower hemisphere respectively with a natural identification $\partial \mathbb{H}^n = \partial \mathbb{H}^n_-$ at $x_0 = 0$. Notice that $\mathbb{D} \mathbb{H}^n$ is homeomorphic to the standard unit $n$-sphere $S^n$.

1.2 Main results

We first introduce some (new) basic notions of $\mathbb{D} \mathbb{H}^n$ using the hyperboloid model, but the notions can be easily extended to other models. An isometry of $\mathbb{D} \mathbb{H}^n$ is an isometry of $\mathbb{H}^n$ that also preserves the antipodal points (the counterpart) in $\mathbb{H}^n_-$ still as antipodal points. A half-space in $\mathbb{D} \mathbb{H}^n$ is obtained by gluing a half-space in $\mathbb{H}^n$ and its antipodal image in $\mathbb{H}^n_-$ along their common boundary on $\partial \mathbb{H}^n$ (after the identification, see Fig. 1). Note that by the definition, $\mathbb{H}^n$ and $\mathbb{H}^n_-$ are not half-spaces in $\mathbb{D} \mathbb{H}^n$, though both of them look like a “half” of $\mathbb{D} \mathbb{H}^n$. A polytope in $\mathbb{D} \mathbb{H}^n$ is a finite intersection of half-spaces in $\mathbb{D} \mathbb{H}^n$, the same as the union of a polytope in $\mathbb{H}^n$ (possibly unbounded) and its antipodal image in $\mathbb{H}^n_-$. So a polytope in $\mathbb{D} \mathbb{H}^n$ is always symmetric between $\mathbb{H}^n$ and $\mathbb{H}^n_-$ through antipodal points, but by definition a polytope in $\mathbb{H}^n$ by itself is not a polytope in $\mathbb{D} \mathbb{H}^n$.

Our focus is to extend the volume on $\mathbb{H}^n$ to $\mathbb{D} \mathbb{H}^n$ in a proper way, such that it is compatible with the volume elements of both $\mathbb{H}^n$ and $\mathbb{H}^n_-$, and is also properly defined across $\partial \mathbb{H}^n$. However, the integral of the volume element across $\partial \mathbb{H}^n$ cannot be defined by the standard Lebesgue integration. To fix this issue, we treat the volume as the limit of the integral of a complex perturbation of the volume element (as a complex measure on $\mathbb{R}^n$). We shall note that in the complex perturbation the underlying space is still real, but endowed with complex valued “Riemannian metrics” instead, with no complex geometry involved. Thus we only use complex analysis in a very limited way mainly to compute the integral of complex valued functions in the real space. In fact, except
for some basic understanding of the Riemannian metrics on the different models of $\mathbb{H}^n$, no prior knowledge of differential geometry is assumed of the reader.

For this newly introduced volume on $\mathbb{D}H^n$, it is shown in Theorem 4.6 (whose proof constitutes an essential part of this paper) that the volume of a polytope $P$ in $\mathbb{D}H^n$ (denote by $V_n(P)$) is well defined and invariant under isometry. This is true even when $P$ contains a non-trivial portion of $\partial \mathbb{H}^n$, but in this case the volume is only finitely (but not countably) additive and may also be complex valued. A central tool we use to develop the theory is the Schläfli differential formula (SDF), a formula that applies to the volume of polytopes in the spherical, Euclidean, or hyperbolic space of constant curvature $\kappa$. Some remarks on the history of the formula can be found in Milnor (1994). See also Rivin and Schlenker (1999) and Suárez-Peiró (2000) for some generalizations.

With a proper choice of the extension of the volume from $\mathbb{H}^n$ to $\mathbb{D}H^n$ (Definition 4.2, though the choice is not unique), we obtain the total volume of $\mathbb{D}H^n$ in the following.

**Theorem 1.1** The total volume of $\mathbb{D}H^n$ is

$$V_n(\mathbb{D}H^n) = i^n V_n(\mathbb{S}^n)$$

(1.1)

for both even and odd dimensions, where $V_n(\mathbb{S}^n)$ is the $n$-dimensional volume of the standard unit $n$-sphere $\mathbb{S}^n$.

Heuristically, the two-sheeted hyperboloid may be thought of as a “sphere” of radius $i = \sqrt{-1}$ in the hyperboloid model, and therefore it suggests why the formula above might make sense. While the choice of the value of $V_1(\mathbb{D}H^1)$ is not unique as explained later in Sect. 4, we provide more reasoning about the choice of $2\pi i$ in the sense of complex analysis. We prove a SDF for $\mathbb{D}H^n$.

**Theorem 1.2** (Schläfli differential formula for $\mathbb{D}H^n$) For $n \geq 2$, let $P$ be a polytope in $\mathbb{D}H^n$ that does not contain any ideal vertices, and for each $(n-2)$-dimensional face $F$, let $\theta_F$ be the dihedral angle at $F$. Then for $\kappa = -1$,

$$\kappa \cdot dV_n(P) = \frac{1}{n-1} \sum_F V_{n-2}(F) d\theta_F,$$

(1.2)

where the sum is taken over all $(n-2)$-faces $F$ of $P$. For $n = 2$, $V_0(F)$ is the number of points in $F$.

If the intersection of $P$ and the faces of some of the closed half-spaces (that form $P$) is a point on $\partial \mathbb{H}^n$, we call it an ideal vertex (see Fig. 5 for an illustration using the upper half-space model). The main reason for excluding ideal vertices in Theorem 1.2 is to simplify the proof. To some extent, we were expecting a SDF for $\mathbb{D}H^n$ first, and then used it as a guideline to properly introduce a volume on polytopes in $\mathbb{D}H^n$. We also have the following finiteness result.

**Theorem 1.3** (Uniform boundedness of $V_n(P)$ for a fixed $m$) Let $P$ be a polytope in $\mathbb{D}H^n$ and be the intersection of at most $m$ half-spaces in $\mathbb{D}H^n$, then

$$|V_n(P)| \leq \frac{m!}{2^{m-1}} V_n(\mathbb{S}^n).$$

(1.3)
The bound given in (1.3) is very loose, but it serves our main purpose of showing that $V_n(P)$ is finite and uniformly bounded for a fixed $m$.

**Theorem 1.4** Let $\mathcal{H}$ be the algebra over $\mathbb{DH}^n$ generated by half-spaces in $\mathbb{DH}^n$, and $P \in \mathcal{H}$. Then $V_n(P)$ is real for $n$ even, and $V_n(P)$ is imaginary for $n$ odd and is completely determined by $P \cap \partial \mathbb{H}^n$.

**Remark 1.5** Assume $n$ is odd. Although a convex polytope in $\mathbb{H}^n$ always has real volume, recall that by definition a convex polytope is not an element in $\mathcal{H}$, so it does not contradict Theorem 1.4. Theorem 1.4 means that the information of $V_n(P)$ is completely encoded in the boundary at infinity $\partial \mathbb{H}^n$, which is crucial for exploring new geometric properties of $\partial \mathbb{H}^n$ on top of the standard conformal structure on a sphere. In fact, assuming $V_n(P)$ is well defined (Theorem 4.6), the interested reader may directly read the proof of Theorem 1.4 without first going through the long proof of Theorem 4.6, as the two proofs are independent.

An important application of Theorem 1.4 is that for $n$ odd and $P \in \mathcal{H}$, it induces an intrinsic volume on $\partial \mathbb{H}^n$ by simply assigning $V_n(P)$ to $G$ where $G = P \cap \partial \mathbb{H}^n$ (will be adjusted by a constant factor later). For $n = 2m + 1$, denote the volume of $G$ by $V_{\infty, 2m}(G)$, then $V_{\infty, 2m}(G)$ is invariant under Möbius transformations (Theorem 12.1). To our knowledge, both the definition of $V_{\infty, 2m}(G)$ and its (conformal) invariance property are new. Thus on top of the standard conformal structure on $\partial \mathbb{H}^{2m+1}$ as a sphere, we obtain $V_{\infty, 2m}(G)$ as a new geometric invariant of $\partial \mathbb{H}^{2m+1}$. We also show that $\partial \mathbb{H}^{2m+1}$ has hidden geometric properties of the spherical, (double) hyperbolic, and Euclidean spaces at the same time (Theorem 12.9). We remark that $V_{\infty, 2m}(G)$ is not induced by any volume form on $\partial \mathbb{H}^{2m+1}$ as a differentiable manifold, and it takes values positive, negative or zero as well.

If $P$ is also a polytope in $\mathbb{DH}^n$, namely, a finite intersection of closed half-spaces in $\mathbb{DH}^n$, we call $G$ a polytope in $\partial \mathbb{H}^n$. We show that $V_{\infty, 2m}(G)$ satisfies a new version of SDF for $\partial \mathbb{H}^{2m+1}$ (Theorem 12.6).

### 1.3 Related works

In the hyperboloid model of $\mathbb{H}^n$, though the hyperboloid in $\mathbb{R}^n$ has two sheets, usually most works deal with only one of the two sheets of the hyperboloid or identify the two sheets projectively. For some basic notions of hyperbolic space, see Cannon et al. (1997) and Milnor (1982). To extend the hyperbolic space $\mathbb{H}^n$ beyond the boundary at infinity and have a well defined volume across the boundary, one way is to use the de Sitter space as an extension. In the Klein model of $\mathbb{H}^n$, which is the interior of an open disk in the projective space $\mathbb{RP}^n$ and has a metric

$$ds^2 = \frac{dx_1^2 + \cdots + dx_n^2}{1 - x_1^2 - \cdots - x_n^2} + \frac{(x_1 dx_1 + \cdots + x_n dx_n)^2}{(1 - x_1^2 - \cdots - x_n^2)^2},$$

Cho and Kim (2012) applied the same metric formula to the outside of the disk and defined a complex valued volume on the extended space. In this interpretation, straight
lines in the projective space across the boundary \( \partial \mathbb{H}^n \) can also be viewed as geodesics in the extended space, which in fact was the main motivation for the construction. At the outside of the disk, the de Sitter part, it is shown in Cho and Kim (2012) that its metric \( ds^2 \) is the negative of the metric \( ds^2 \) on the de Sitter space. Under a similar setting, the basic notions such as length and angle were also explored through cross ratio (see Schlenker (1998)).

More precisely, the extended space Cho and Kim (2012) considered is a double covering of the projective space and homeomorphic to the standard \( n \)-sphere \( S^n \). It can be viewed as obtained from a radial projection from the origin of \( \mathbb{R}^{n,1} \) that maps the two-sheeted hyperboloid and the de Sitter space to the unit sphere \( x_0^2 + \cdots + x_n^2 = 1 \), and then changing the induced metric on the de Sitter part from \( ds^2 \) to \( -ds^2 \). Namely, changing the spacelike geodesics to timelike geodesics, and vice versa. In this model, the extended space contains three open parts, with one de Sitter part (for \( n = 1 \) it has two connected components) and two hyperbolic parts that both are isometric to \( \mathbb{H}^n \).

In our construction of \( DH^n \), the lower sheet \( \mathbb{H}^n_- \) is not isometric to \( \mathbb{H}^n \).

While the complex valued geometry Cho and Kim constructed is consistent with both the hyperbolic and the de Sitter space as well as across the boundaries, an obvious drawback of this extension is that it is a mixture of Riemannian geometry (the hyperbolic parts) and Lorentzian geometry (the de Sitter part). Actually, the de Sitter part cannot be directly taken out to leave the remaining two hyperbolic parts to form a consistent geometry across the boundary, so this model does not serve the purpose if one wants the extension to contain only hyperbolic parts.

The crucial difference of our construction of \( DH^n \) is to treat the length element \( ds \) in the lower sheet \( \mathbb{H}^n_- \) as being negative, which makes it possible to use complex analysis to obtain a well defined volume on an extension that contains only hyperbolic parts. To our knowledge, this construction we made is the first of its kind in hyperbolic geometry.

2 Preliminaries

We recall some basic properties of \( \mathbb{H}^n \) and introduce new notions for \( DH^n \). Let \( \mathbb{R}^{n,1} \) be the \((n + 1)\)-dimensional Minkowski space endowed with a bilinear product

\[
x \cdot y = -x_0 y_0 + x_1 y_1 + \cdots + x_n y_n,
\]

then in the hyperboloid model the hyperbolic space \( \mathbb{H}^n \) is defined by

\[
\left\{ x \in \mathbb{R}^{n,1} : x \cdot x = -1, \quad x_0 > 0 \right\},
\]

the upper sheet of a two-sheeted hyperboloid in \( \mathbb{R}^{n,1} \). The bilinear product induces a metric \( ds^2 = -dx_0^2 + dx_1^2 + \cdots + dx_n^2 \), and by convention the length element \( ds \) is \((ds^2)^{1/2} \) in \( \mathbb{R}^{n,1} \). But in this paper \( ds \) can also be \(- (ds^2)^{1/2} \) in some other cases (which is one of the most important features of the construction), so sometimes we explicitly specify the length element \( ds \) for \( ds^2 \). Let \( \mathbb{R}^{n,1}_- \) be a copy of \( \mathbb{R}^{n,1} \), namely
it has the same bilinear product (2.1) as in $\mathbb{R}^{n,1}$, but the $ds$ on $\mathbb{R}^{n,1}_-$ is the negative of the $ds$ on $\mathbb{R}^{n,1}$

$$ds = -\left(-dx_0^2 + dx_1^2 + \cdots + dx_n^2\right)^{1/2}.$$  \hfill (2.2)

Define $\mathbb{H}^n_-$ by

$$\left\{ x \in \mathbb{R}^{n,1}_- : x \cdot x = -1, \quad x_0 < 0 \right\},$$

the lower sheet of a different two-sheeted hyperboloid in $\mathbb{R}^{n,1}_-$, namely, $\mathbb{H}^n_-$ is not the lower sheet of the hyperboloid in $\mathbb{R}^{n,1}$. If we treat $\partial \mathbb{H}^n$ as the end of those half-lines that lie on the future light cone $\{ x \in \mathbb{R}^{n,1} : x \cdot x = 0, \ x_0 > 0 \}$ in $\mathbb{R}^{n,1}$, and $\partial \mathbb{H}^n_-$ as the end of those half-lines that lie on the past light cone $\{ x \in \mathbb{R}^{n,1}_- : x \cdot x = 0, \ x_0 < 0 \}$ in $\mathbb{R}^{n,1}_-$, then by identifying $\partial \mathbb{H}^n$ with $\partial \mathbb{H}^n_-$ projectively, we glue $\mathbb{H}^n$ and $\mathbb{H}^n_-$ together and obtain $\mathbb{DH}^n$.

Notice that the length element $ds$ on $\mathbb{H}^n_-$ is negative, hence $\mathbb{H}^n_-$ is not isometric to $\mathbb{H}^n$. However, this change of metric does not affect the constant curvature $\kappa$ of $\mathbb{H}^n_-$, which is still $-1$. \footnote{It should not be confused with changing the metric from $ds^2$ to $-ds^2$, which does change the sign of the constant curvature $\kappa$. In this paper, to clear up any confusion, for a sign change of metric we always specify whether we are referring to $-ds$ or $-ds^2$.} To have a well defined “distance” (which can be complex valued) between a pair of points in $\mathbb{H}^n$ and $\mathbb{H}^n_-$ respectively, we will show that it is necessary to require the length element $ds$ in $\mathbb{H}^n_-$ to be negative as defined in (2.2). \footnote{In fact, this is expected even without using complex analysis. Let $x$ and $-x$ be the vertices of a half-space in $\mathbb{DH}^1$, and $y$ and $-y$ be the vertices of a “smaller” half-space sitting completely inside the first one. If we expect all half-spaces to have a fixed length $c$, then the distance from $-x$ to $-y$ inside $\mathbb{H}^1_-$ has to be negative.}

The associated volume element of $\mathbb{H}^n_-$ needs to multiply $(-1)^n$ compared to the $\mathbb{H}^n$ case, so it is also negative if $n$ is odd.

Recall that a half-space in $\mathbb{DH}^n$ is obtained by gluing a half-space in $\mathbb{H}^n$ and its antipodal image in $\mathbb{H}^n_-$ along their common boundary. It can be expressed as

$$\{ x \in \mathbb{DH}^n : \ell(x)x \cdot e \geq 0 \},$$  \hfill (2.3)

where $e$ with $e \cdot e = 1$ is the inward unit normal to the half-space along the face in the upper sheet, $x \cdot e$ is the same bilinear product (2.1) for both $x_0 > 0$ and $x_0 < 0$, and $\ell(x) = 1$ if $x_0 > 0$ and $\ell(x) = -1$ if $x_0 < 0$. The sign of $\ell(x)$ has more to do with the linear space ($\mathbb{R}^{n,1}$ or $\mathbb{R}^{n,1}_-$) each of the two sheets is embedded in than with the sheet itself, but for now this definition of $\ell(x)$ is convenient and enough for our purpose. As $\partial \mathbb{H}^n$ and $\partial \mathbb{H}^n_-$ are identified projectively, it suggests that it is crucial to use $\ell(x)$ to define the half-space in $\mathbb{DH}^n$. We also call a 1-dimensional half-space in $\mathbb{DH}^1$ a half circle.

Let $M^n$ be the spherical, Euclidean, or hyperbolic space (including $\mathbb{H}^n_-$ as well) of constant curvature $\kappa$. Unlike in $M^n$ where a half-space is always on the same side of a plane, in $\mathbb{DH}^n$ notice that in (2.3) (see Fig. 1) the half-space’s upper and lower parts appear to be on different sides of a plane $\{ x \in \mathbb{R}^{n,1} : x \cdot e = 0 \}$. Although seemingly
counterintuitive, this rather strange property can be explained by the fact that the upper and the lower sheets are embedded in different linear spaces $\mathbb{R}^n_1$ and $\mathbb{R}^n_{-1}$ respectively. However for two half-spaces of $\mathbb{DH}^n$ whose faces intersect, the intersecting angle is the same in both the upper and the lower sheets, which is important for the development of the theory.

By an $n$-dimensional convex polytope in $M^n$, we mean a compact subset which can be expressed as a finite intersection of closed half-spaces. If we remove the compactness restriction and the resulting intersection is unbounded, then the intersection is an unbounded polytope. (In $\mathbb{H}^n$ for $n \geq 2$, if we relax the convex polytope to also include ideal vertices, then it still has finite volume. See Haagerup and Munkholm (1981), see also Luo (2006) and Rivin (2008).) For an overview of polytopes see Ziegler (1995).

Remark 2.1 While a convex polytope in $M^n$ is always convex and homeomorphic to a closed ball, this is not so for a polytope in $\mathbb{DH}^n$, e.g., it can possibly contain a pair of connected components in $\mathbb{H}^n$ and $\mathbb{H}^n_{-1}$ respectively. Also $\mathbb{DH}^n$ itself is a polytope, but without boundary.

3 Models for $\mathbb{DH}^n$

To analyze $\mathbb{DH}^n$, we will apply the same models of $\mathbb{H}^n$ to $\mathbb{DH}^n$ with some simple adjustment, and we will need those models before we can introduce the definition of $\mathcal{V}_n(P)$ in Sect. 4. As the details of the models of $\mathbb{H}^n$ are well known (see, e.g., (Cannon et al. 1997, Section 7)) and our adjustment is straightforward, we will just jump to the details of the adjusted models for $\mathbb{DH}^n$ directly. In fact, by restricting the adjusted models to $\mathbb{H}^n$ only, one can obtain the original models of $\mathbb{H}^n$. By convention, we will use the same model names of $\mathbb{H}^n$ to describe $\mathbb{DH}^n$ as well. But the models for $\mathbb{DH}^n$ are not restricted only to the regions as the model names may suggest, e.g., the hemisphere model for $\mathbb{DH}^n$ is no longer only restricted to the region of a hemisphere but instead uses the full sphere.

3.1 Hemisphere model

We start with the hemisphere model of $\mathbb{H}^n$, which comes from a stereographic projection of the upper hyperboloid $\mathbb{H}^n$ from $(-1, 0, \ldots, 0)$ to the upper half of the unit $n$-sphere: $x_0^2 + \cdots + x_n^2 = 1$, $x_0 > 0$ with a map

\[(x_0, x_1, \ldots, x_n) \mapsto \left(1/x_0, x_1/x_0, \ldots, x_n/x_0\right). \tag{3.1}\]

The following argument is crucial for this paper. The same stereographic projection (3.1) also maps the lower hyperboloid $\mathbb{H}^n_{-1}$ to the lower half of the unit sphere with $x_0 < 0$, and maps the boundary at infinity projectively to the unit $(n - 1)$-sphere on $x_0 = 0$ with a natural identification $\partial \mathbb{H}^n = \partial \mathbb{H}^n_{-1}$. So $\mathbb{DH}^n$ is mapped one-to-one to the full unit sphere. The projection (3.1) maps any pair of antipodal points $x$ and $-x$ to a pair of mirror points $A$ and $A'$ with respect to the plane $x_0 = 0$ (see Fig. 2), and also maps any $\mathbb{DH}^1$ embedded in $\mathbb{DH}^n$ to a small circle on the $n$-sphere that is
perpendicular to $x_0 = 0$. A simple but crucial fact is that, as a consequence of the way a half-space in $\mathbb{DH}^n$ is defined in the hyperboloid model in (2.3), by (3.1) any half-space in the hemisphere model is an intersection of the unit $n$-sphere and a half-space in $\mathbb{R}^{n,1}$ whose face is a vertical plane to $x_0 = 0$. In fact, the half-space in the hemisphere model also gives a new explanation that why in the hyperboloid model a half-space’s upper and lower portion need to appear on different sides of a plane. Notice also that a half-space in $\mathbb{DH}^n$ can be fully contained in another half-space, a feature different from the standard sphere.

The associated metric on the upper hemisphere is

$$ds = \left( dx_0^2 + \cdots + dx_n^2 \right)^{1/2}/x_0,$$

and as the length element $ds$ on $\mathbb{H}^n_r$ is negative, the same form applies to the lower hemisphere with $x_0 < 0$ as well. In the Euclidean space, let $S^n_r$ be the sphere centered at $O$ with radius $r$, and $dA_r$ be the Euclidean volume element (or “area element”) on $S^n_r$. Then at any point on $S^n_r$ with $x_0 \neq 0$, $dA_r$ is the volume element of the tangent space and can be written as $\frac{dx_1 \ldots dx_n}{|\cos \theta|}$, where $\theta$ is the angle between the outward unit normal at this point and the $x_0$-axis (see Fig. 3). As $\cos \theta = x_0/r$, then

$$dA_r = \pm \frac{rdx_1 \ldots dx_n}{x_0},$$

with the plus sign for $x_0 > 0$ and the minus sign for $x_0 < 0$.

So with $r = 1$, the associated volume element of (3.2), multiplying $\pm \frac{dx_1 \ldots dx_n}{x_0}$ by $\frac{1}{x_0}$, is

$$\pm dx_1 \ldots dx_n/x_0^{n+1}. \quad (3.4)$$

Notice that for $n$ odd, the coefficient is negative for $x_0 < 0$. 
3.2 Upper half-space model

The upper half-space model for $\mathbb{D}H^n$ comes from a stereographic projection of the unit $n$-sphere of the hemisphere model from $(0, \ldots, 0, -1)$ to the plane $x_n = 1$ (see Fig. 4):

$$(x_0, \ldots, x_{n-1}, x_n) \mapsto (2x_0/(x_n + 1), \ldots, 2x_{n-1}/(x_n + 1)).$$

A half-space is either the inside or the outside of a ball whose center is on $x_0 = 0$, or a Euclidean half-space whose face is a vertical plane to $x_0 = 0$. We remark that the upper or lower half-space is not a half-space in $\mathbb{D}H^n$. The geodesics are either straight lines or circles that are perpendicular to $x_0 = 0$. For both the upper half-space of $x_0 > 0$ and the lower half-space of $x_0 < 0$, the associated metric is

$$ds = \left( dx_0^2 + \cdots + dx_{n-1}^2 \right)^{1/2}/x_0,$$

and the associated volume element is

$$dx_0 \cdots dx_{n-1}/x_0^n.$$  

Notice that for $n$ odd the coefficient is negative for $x_0 < 0$.

**Remark 3.1** We can also view the metric $ds$ (3.6) as conformally equivalent to the standard metric $ds = \left( dx_0^2 + \cdots + dx_{n-1}^2 \right)^{1/2}$ on the Euclidean space (except at $x_0 =$
by a factor $1/x_0$ (referred as the conformal factor). While $1/x_0$ is not continuous at $x_0 = 0$, when extending to the lower half-space as a complex variable, it preserves the analyticity of $x_0$ and thus in some sense makes the metric in (3.6) “conformal” across $x_0 = 0$. This also makes it possible to use complex analysis to compute the integral across $\partial \mathbb{H}^n$ with respect to $x_0$, so heuristically making it a better choice for the extension than other factors like $|1/x_0|$. It is also worth noting that this argument works not only for the Riemannian metric, but also for the pseudo-Riemannian metric like the Lorentz metric.

**Remark 3.2** Notice the similarity between the metric above of the upper half-space model (3.6) and the metric of the hemisphere model (3.2). It suggests that a hemisphere model for $\mathbb{DH}^n$ can also be viewed as embedded in an upper half-space model for a higher dimensional $\mathbb{DH}^{n+1}$, which will be helpful in understanding the proof of the SDF for $\mathbb{DH}^n$ in later sections.

### 3.3 Klein model

Finally, the Klein model for $\mathbb{DH}^n$ comes from a central projection from the origin that maps the two-sheeted hyperboloid $\mathbb{H}^n$ and $\mathbb{H}^n_-$ to the disk: $x_1^2 + \cdots + x_n^2 < 1$, $x_0 = 1$. The boundary at infinity is mapped projectively to the boundary of the disk with a natural identification $\partial \mathbb{H}^n = \partial \mathbb{H}^n_-$. The projection forms a double covering of the disk, where $\mathbb{H}^n$ is mapped to the upper and $\mathbb{H}^n_-$ to the lower cover, with the length element $ds$ on the lower cover being negative. We will use this model mainly for visualization purposes as a polytope always has “flat” faces as a Euclidean polytope does, but we will not use its metric to compute the volume which is rather cumbersome.

### 4 A definition of $V_n(P)$ for polytopes in $\mathbb{DH}^n$

#### 4.1 Using the upper half-space model

In the upper half-space model, for a Lebesgue measurable set $U$ in $\mathbb{H}^n$, the standard hyperbolic volume of $U$ is defined by integrating the volume element (3.7) in $\mathbb{R}^n$

$$V_n(U) = \int_{U \subset \mathbb{R}^n} \frac{dx_0 \cdots dx_{n-1}}{x_0^n}.$$

The integral also applies to regions in $\mathbb{H}^n$. For a set $U$ in $\mathbb{DH}^n$, if both $U_+$ in $\mathbb{H}^n$ and $U_-$ in $\mathbb{H}^n_-$ has finite standard hyperbolic volume, then we say that $U$ has finite standard hyperbolic volume and define $V_n(U)$ by $V_n(U_+) + V_n(U_-)$, and let $\mathcal{U}_0$ be the collection of all those sets. For $U \in \mathcal{U}_0$, $V_n(U)$ is invariant under isometry (recall that an isometry of $\mathbb{DH}^n$ is an isometry of $\mathbb{H}^n$ that also preserves the counterpart in $\mathbb{H}^n_-$, which is the mirror image in $\mathbb{H}^n_-$ in the upper half-space model). But for regions sitting across $\partial \mathbb{H}^n$, the integral is not well defined at $x_0 = 0$. To fix this issue, we want to define a volume

---

3 In this paper the term “double covering” is used loosely to only refer to the open part of a space, usually with the boundary points ignored, and the metrics on the two covers need not agree.
as the integral of a complex perturbation of the volume element (as a complex measure on $\mathbb{R}^n$). But we shall note that in the complex perturbation the underlying space is still real, even for coordinate $x_0$. So in this paper complex analysis is used in a very limited way mainly to compute the integral of complex valued functions in the real space. See also a similar but slightly different methodology called “$\epsilon$-approximation” employed by Cho and Kim (2012) using the Klein model.

For any $\epsilon \neq 0$, let $\mathbb{R}^n$ be endowed with a complex valued “Riemannian metric”

$$ds_\epsilon = (dx_0^2 + \cdots + dx_{n-1}^2)^{1/2}/(x_0 - \epsilon i), \quad (4.1)$$

namely, the inner product on the tangent space at a point is $1/(x_0 - \epsilon i)^2$ times the standard Euclidean inner product. It is conformally equivalent to the standard Euclidean metric $ds = (dx_0^2 + \cdots + dx_{n-1}^2)^{1/2}$ by a factor $1/(x_0 - \epsilon i)$, so the angle at each point is the same as the Euclidean metric, independent of the value $1/(x_0 - \epsilon i)$. The associated volume element of (4.1) is $\frac{dx_0 \ldots dx_{n-1}}{(x_0 - \epsilon i)^n}$. One may view the (singular) metric (3.6) on $\mathbb{R}^n$ as a limit of $ds_\epsilon$ with $\epsilon \to 0^+$, and we study the volume as a limit of the complex valued volume induced by $ds_\epsilon$.

In the following we denote $U$ a Lebesgue measurable set in $\mathbb{R}^n$, and define

$$\mu_\epsilon(U) = \int_{U \subset \mathbb{R}^n} \frac{dx_0 \ldots dx_{n-1}}{(x_0 - \epsilon i)^n}, \quad \mu(U) = \lim_{\epsilon \to 0^+} \mu_\epsilon(U), \quad (4.2)$$

whenever the integral exists (finite).

We call $U$ $\mu$-measurable if $\mu(U)$ exists, and let $\mathcal{U}$ be the collection of $\mu$-measurable sets. Clearly $\mu$ is finitely additive on $\mathcal{U}$. If $U$ is in a finite region in $\mathbb{R}^n$, as $\frac{1}{|x_0 - \epsilon i|^n} \leq \frac{1}{\epsilon^n}$, then it automatically guarantees the existence of $\mu_\epsilon(U)$, but not of $\mu(U)$. We remark that $\mathbb{R}^n$ is not $\mu$-measurable, as $\mu_\epsilon(\mathbb{R}^n)$ does not exist.

For $U \in \mathcal{U}_0$ (namely, both $U_+$ and $U_-$ has finite standard hyperbolic volume, and $V_n(U) = V_n(U_+) + V_n(U_-)$), as $\frac{1}{|x_0 - \epsilon i|^n} \leq \frac{1}{\epsilon^n}$, the Lebesgue dominated convergence theorem applies, thus $\mu(U)$ exists and $\mu(U) = V_n(U)$. So $\mathcal{U}_0 \subset \mathcal{U}$. Our goal is to extend $V_n(U)$ to more sets beyond $\mathcal{U}_0$, preferably by using $\mu(U)$ on some $\mu$-measurable sets $U$, but some issues need to be addressed. First, any extension of $V_n(U)$ should be invariant under isometry, but we don’t know if $\mu(U)$ is invariant under isometry for all $\mu$-measurable sets in $\mathcal{U}$. Even if so, $\mathcal{U}$ is not an algebra in the sense that there are $\mu$-measurable sets $U$ and $U'$ such that $U \cap U'$ is not $\mu$-measurable.

We will show that if we only extend $V_n(U)$ to those sets generated by half-spaces in $\mathcal{D}^n$ and elements in $\mathcal{U}_0$, then all those issues above will be resolved. Without affecting the computation of volume, here a half-space can be either a closed or open half-space, and let $\mathcal{H}$ be the algebra over $\mathcal{D}^n$ generated by half-spaces in $\mathcal{D}^n$. Recall from above that $\mathbb{R}^n$ is not $\mu$-measurable, and as $\mathcal{D}^n$ only has an extra point

---

4 Let $U$ be a unit ball centered at the origin. For $U'$, let $U_+ U'$ be a translation of $U_-$ such that $U_-$ is still centered on $x_0 = 0$ but $U_+ \cap U_- = \emptyset$. By Proposition 4.1, $U$ is $\mu$-measurable; by (4.2) we have $\mu_\epsilon(U') = \mu_\epsilon(U)$, so $U'$ is also $\mu$-measurable. But $U \cap U_+ U_-$ is a half-space in $\mathbb{H}^n$, not $\mu$-measurable.
\(\infty\) compared to \(\mathbb{R}^n\), so it does not affect the computation of the \(\mu_\epsilon\)-measure and \(\mu\)-measure of \(\mathbb{D}H^n\), and thus \(\mathbb{D}H^n \notin \mathcal{M}\). In order to have a finite value of \(V_n(\mathbb{D}H^n)\) as in Theorem 1.1, the definition of \(V_n(U)\) need to deviate from \(\mu(U)\) for certain sets \(U\) when \(\mu(U)\) does not exist. However, this is a minor issue that will be handled in Definition 4.2.

**Proposition 4.1** For \(n \geq 1\) and \(P \in \mathcal{H}\) in \(\mathbb{D}H^n\), if \(P\) is in a finite region in \(\mathbb{R}^n\), then \(\mu(P)\) exists and is invariant under isometry.

Proposition 4.1 is a special case of Theorem 4.6 that will be proved later. Now we define \(V_n(P)\) as a measurable algebra on \(\mathcal{H}\).

**Definition 4.2** For \(n \geq 1\) and \(P \in \mathcal{H}\) in \(\mathbb{D}H^n\), if \(P\) is in a finite region in \(\mathbb{R}^n\), define \(V_n(P)\) by \(\mu(P)\); otherwise we first map \(P\) to a finite region in \(\mathbb{R}^n\) by an isometry \(g\) of \(\mathbb{D}H^n\), then define \(V_n(P)\) by \(\mu(g(P))\). For \(n = 0\), define \(V_0(\mathbb{D}H^0) = 2\), the number of points in \(\mathbb{D}H^0\).

For \(\mathbb{D}H^n\) whose volume cannot be computed as a single piece by Definition 4.2, we can cut \(\mathbb{D}H^n\) into two half-spaces and compute the volume of each piece using Definition 4.2 and then sum them up. Proposition 4.1 ensures that \(V_n(P)\) is well defined and finitely additive on \(\mathcal{H}\). (We will show in Example 11.2 that \(V_n(P)\) is not countably additive.)

We check some simple cases. For \(n = 1\), if \(P\) is a half circle in \(\mathbb{D}H^1\) and satisfies \(-a \leq x_0 \leq a\), we have \(\mu_\epsilon(P) = \int_{-a}^a \frac{dx_0}{x_0-\epsilon i} = \int_{-a-\epsilon i}^{a-\epsilon i} \frac{dx_0}{x_0}\). For \(\epsilon > 0\), the path is below the origin in the complex plane of \(x_0\), and thus \(V_1(P) = \mu(P) = \lim_{\epsilon \to 0^+} \mu_\epsilon(P) = \pi i\), independent of the value of \(a\). (We remark that this is not the unique way to define \(V_1(P)\), say if we define \(V_1(P)\) by \(\lim_{\epsilon \to 0^-} \mu_\epsilon(P)\) instead, then \(V_1(P) = -\pi i\).) As \(\mathbb{D}H^1\) is made of two half circles, this gives

\[
V_1(\mathbb{D}H^1) = 2\pi i = i V_1(\mathbb{S}^1). \tag{4.3}
\]

So under this definition the total length of a 1-dimensional polytope in \(\mathbb{D}H^1\) only takes the values of 0, \(\pi i\), or 2\(\pi i\).

In general, if \(P \in \mathcal{H}\) is in a finite region in \(\mathbb{R}^n\), and denote by \(P_+\) and \(P_-\) the upper and the lower portion of \(P\) respectively, we have (be aware of the signs below)

\[
\mu_\epsilon(P) = \mu_\epsilon(P_+) + \mu_\epsilon(P_-) = \mu_\epsilon(P_+) + (-1)^n \mu_{-\epsilon}(P_+). \tag{4.4}
\]

Thus \(\mu_\epsilon(P) = \mu_{-\epsilon}(P)\) for \(n\) even and \(\mu_\epsilon(P) = -\mu_{-\epsilon}(P)\) for \(n\) odd, which suggests that the choice of the sign of \(\epsilon\) only affects the definition of \(V_n(P)\) for \(n\) odd but not for \(n\) even.

If \(P_+\) has finite standard hyperbolic volume, for \(n\) even then \(V_n(P_+) = V_n(P_-)\), thus \(V_n(P) = 2V_n(P_+)\); for \(n\) odd then \(V_n(P_+) = -V_n(P_-)\), thus they cancel each other out and therefore \(V_n(P) = 0\). But \(V_n(P)\) is not trivial on \(\mathcal{H}\) for \(n\) odd, as \(V_n(P)\) is not zero when \(P\) contains a non-trivial portion of \(\partial \mathbb{H}^n\).
4.2 Measure theory on $\mathbb{DH}^n$

To make $V_n(P)$ on $\mathcal{H}$ truly an extension of the standard hyperbolic volume, we show that the definition of $V_n(U)$ can be further extended to $\mathcal{H}'$, the algebra over $\mathbb{DH}^n$ generated by $\mathcal{H}$ and $\mathcal{U}_0$. If $U \in \mathcal{H}'$, denote $U^c$ the complement of $U$ in $\mathbb{DH}^n$ (not in $\mathbb{H}^n$, even if $U$ is entirely in $\mathbb{H}^n$).

**Proposition 4.3** For $n \geq 1$, by Definition 4.2 of $V_n(P)$ on $\mathcal{H}$ in $\mathbb{DH}^n$, the definition of $V_n(U)$ can be uniquely extended to $\mathcal{H}'$ as a measurable algebra. Particularly for $P \in \mathcal{H}$ and $U_0 \in \mathcal{U}_0$, we have $V_n(P \setminus U_0) = V_n(P) - V_n(P \cap U_0)$.

**Proof** For any $U \in \mathcal{H}'$, assume $U$ is generated by half-spaces $H_1, \ldots, H_k$ and $U_1, \ldots, U_l \in \mathcal{U}_0$. Then by a property in set theory, $U$ is the disjoint union of regions $E$ in the form $(\bigcap_{i=1}^k A_i) \cap (\bigcap_{j=1}^l B_j)$, where $A_i$ is either $H_i$ or $H_i^c$ and $B_j$ is either $U_j$ or $U_j^c$. For any of the region $E$, if at least one $B_j$ is $U_j$, then $E \in \mathcal{U}_0$ and thus $V_n(E)$ exists.

Now for a region $E$ assume all $B_j$ is $U_j^c$, and denote $\bigcup_{j=1}^l U_j$ by $U_0$ and $\bigcap_{i=1}^k A_i$ by $P$. Then $P \in \mathcal{H}$ and $U_0 \in \mathcal{U}_0$, and

$$E = P \cap \left( \bigcup U_j^c \right) = P \cap \left( \bigcup U_j \right)^c = P \cup U_0^c = P \setminus U_0.$$

As $P$ is the disjoint union of $P \cap U_0$ and $E = P \setminus U_0$, and both $V_n(P)$ (by Definition 4.2) and $V_n(P \cap U_0)$ are well defined, we define $V_n(E) = V_n(P) - V_n(P \cap U_0)$. Sum up all those regions $E$, then $V_n(U)$ is uniquely defined on $\mathcal{H}'$ as a measurable algebra, and is also invariant under isometry. □

**Remark 4.4** In general, if $V_n(U)$ is already extended to an algebra $\mathcal{F}$ over $\mathbb{DH}^n$, then by the same method in the proof of Proposition 4.3, we can show that $V_n(U)$ is also well defined on $\mathcal{F}'$, the algebra over $\mathbb{DH}^n$ generated by $\mathcal{F}$ and $\mathcal{U}_0$.

To summarize, to ensure that $V_n(U)$ is well defined on $\mathcal{H}'$, by Proposition 4.3 all left to do is to verify Proposition 4.1, which is a special case of Theorem 4.6.

**Remark 4.5** As $P \in \mathcal{H}$ is generated by half-spaces in $\mathbb{DH}^n$, so $P$ is the disjoint union of the intersection of half-spaces (see also the proof of Proposition 4.3 for reference), thus $P$ can be cut into a union of polytopes. So for convenience from now on for $P \in \mathcal{H}$ we can focus our attention on polytopes $P$ only.

4.3 Using the hemisphere model

We need to compute $V_n(P)$ in the hemisphere model as well, which we address next. The Euclidean volume element on $\mathbb{S}^n$ can be written as $\pm \frac{dx_1 \ldots dx_n}{x_0}$, with the plus sign for $x_0 > 0$ and the minus sign for $x_0 < 0$ (see (3.3)). When the above $dx_\epsilon$ in (4.1) (of a higher dimensional $\mathbb{R}^{n+1}$) is restricted to $\mathbb{S}^n$, the induced volume element on $\mathbb{S}^n$, multiplying $\pm \frac{dx_1 \ldots dx_n}{x_0}$ by $\frac{1}{(x_0 - \epsilon i)^n}$, is $\pm \frac{dx_1 \ldots dx_n}{x_0(x_0 - \epsilon i)^n}$. Let $P$ be a polytope in $\mathbb{DH}^n$ in the hemisphere model, for $n \geq 0$ define

$$\mu_{h, \epsilon}(P) = \int_{P} \pm \frac{dx_1 \ldots dx_n}{x_0(x_0 - \epsilon i)^n}, \quad \mu_{h}(P) = \lim_{\epsilon \to 0^+} \mu_{h, \epsilon}(P). \tag{4.5}$$
For the general case that a polytope $P$ in $\mathbb{D}H^n$ is on an non-unit $n$-sphere $S^n_0$ with radius $r > 0$ in $\mathbb{R}^{n+1}$ (and with the center on $x_0 = 0$), we also provide a formula for $\mu_{h,\epsilon}(P)$, which will be particularly useful when the $n$-sphere is treated as a subspace of a higher dimensional space. Note that the constant curvature $\kappa$ of $S^n_0$ is still $-1$, independent of $r$. The Euclidean volume element on $S^n_0$ is $\pm \frac{r}{x_0} dx_1 \ldots dx_n$ (see (3.3)). When $ds_\epsilon$ in (4.1) (of a higher dimensional $\mathbb{R}^{n+1}$) is restricted to $S^n_0$, the induced volume element on $S^n_0$, multiplying $\pm \frac{r}{x_0} dx_1 \ldots dx_n$ by $\frac{1}{(x_0 - \epsilon i)^n}$, is $\pm \frac{r}{x_0} dx_1 \ldots dx_n$. Define

$$
\mu_{h,\epsilon}(P) = \int_{P \subset S^n_0} \pm \frac{r}{x_0} dx_1 \ldots dx_n, \quad \mu_h(P) = \lim_{\epsilon \to 0^+} \mu_{h,\epsilon}(P).
$$

(4.6)

In the hemisphere model, for technical reasons we also introduce a variant of $\mu_h(P)$ that is more convenient to use in the later proof of the SDF for $\mathbb{D}H^n$. We directly work with the general case that $P$ is on an $n$-sphere $S^n_0$, and define

$$
\mu_h'(P) = \int_{P \subset S^n_0} \pm \frac{r}{x_0(x_0 - \epsilon i)} dx_1 \ldots dx_n, \quad \mu'_h(P) = \lim_{\epsilon \to 0^+} \mu_{h,\epsilon}(P).
$$

(4.7)

We will later show that $\mu_h(P) = \mu_h'(P)$ (Proposition 8.3).

For $n = 0$, in the upper half-space model, the definition of $\mu(\mathbb{D}H^0)$ is not needed for our purpose. In the hemisphere model, for the 0-sphere $S^0_0$ with radius $r$, by (4.6) and (4.7) we have

$$
\mu_{h,\epsilon}(S^0_0) = 2 \quad \text{and} \quad \mu_h'(S^0_0) = \frac{2r^2}{r^2 + \epsilon^2}.
$$

(4.8)

So

$$
\mu_h'(S^0_0) \leq 2 \quad \text{and} \quad \mu_h(S^0_0) = \mu_h'(S^0_0) = 2.
$$

(4.9)

Notice that for $n \geq 1$, the values of $\mu_{\epsilon}(P)$, $\mu_{h,\epsilon}(P)$ and $\mu_h'(P)$ are not invariant under isometry. But for $\mu(P)$, $\mu_h(P)$ and $\mu_h'(P)$, we have the following important property.

**Theorem 4.6** Let $P$ be a polytope in $\mathbb{D}H^n$. In the upper half-space model we assume $P$ is in a finite region in $\mathbb{R}^n$. For $n = 0$, we are only concerned with the hemisphere model on $S^0_0$ but not the upper half-space model.

1. Then $\mu(P)$, $\mu_h(P)$ and $\mu_h'(P)$ exist and are invariant under isometry, including isometries between the models.

2. (Uniform boundedness for a fixed $m$) For a fixed $m$, if $P$ is the intersection of at most $m$ half-spaces, then $\mu_{\epsilon}(P)$, $\mu_{h,\epsilon}(P)$ and $\mu_h'(P)$ are uniformly bounded for all $P$ and $\epsilon > 0$.

Proposition 4.1 is a special case of Theorem 4.6. See Remark 4.5.

**Remark 4.7** In the hemisphere model, Theorem 4.6 works uniformly for all $n$-spheres $S^n_r$ with $r > 0$. This is because if we switch from $S^n_0$ to the unit $n$-sphere $S^n$ by change of variables, $r$ and $\epsilon$ can be combined into a single variable $\epsilon/r$, so the information of...
$r$ is “absorbed” by $\epsilon$. Then for convenience we can switch to work on $S^n$ with $\epsilon$ only but not $r$.

As the proof of Theorem 4.6 is intertwined with our proof of the SDF for $\mathbb{D}H^n$ (Theorem 1.2) in an inductive manner, it is placed much later in Sect. 9. The induction step runs through Sects. 7, 8.

5 Proof overview of Theorem 4.6 and 1.2

The SDF plays a crucial role in this paper. Consider a family of $n$-dimensional polytopes $P$ which vary smoothly in $M^n$ of constant curvature $\kappa$. For each $(n-2)$-dimensional face $F$, let $\theta_F$ be the dihedral angle at $F$. Then for $n \geq 2$, the SDF states that

$$\kappa \cdot dV_n(P) = \frac{1}{n-1} \sum_F V_{n-2}(F) d\theta_F,$$

(5.1)

where the sum is taken over all $(n-2)$-faces $F$ of $P$. For $n - 2 = 0$, $V_0(F)$ is the number of points in $F$. Though the original SDF did not include $\mathbb{H}^n$, it is clear that the SDF is true for $\mathbb{H}^n$ with $\kappa = -1$.

The SDF was also generalized into other forms. Suárez-Peiró (2000) proved a SDF for simplices in the de Sitter space with Riemannian faces. Rivin and Schlenker (1999) obtained a smooth analogue of the SDF for the volume bounded by a hypersurface moving in a general Einstein manifold. A SDF for simplices in $M^n$ based on edge lengths was obtained by the author (Zhang 2018, Proposition 2.11). For $\mathbb{D}H^n$, it has constant curvature $\kappa = -1$ everywhere except on $\partial \mathbb{H}^n = \partial \mathbb{H}^n$, so with a proper setting it seems natural to expect a SDF in some form for $\mathbb{D}H^n$ as well. In Theorem 1.2 we show that (5.1) also holds for $\mathbb{D}H^n$.

Milnor (1994) gave a very transparent proof of the SDF for $M^n$, and particularly for the hyperbolic case, we essentially adopt its methodology with some adjustments, and make the argument work for $\mathbb{D}H^n$ as well. Our proof emphasizes on dealing with the differences between $\mathbb{D}H^n$ and $\mathbb{H}^n$. But unlike in $\mathbb{H}^n$ where convergence issues are generally not the main concern of proving SDF, in $\mathbb{D}H^n$ we need to make efforts to show that $V_n(P)$ is well defined (Theorem 4.6), which makes our proof much longer than Milnor’s original proof.

The main idea of our proof of Theorem 4.6 is to compute the $n$-dimensional volume of a polytope $P$ in $\mathbb{D}H^n$ by integrating the volumes of lower dimensional faces through various special versions of SDF for $\mathbb{D}H^n$. This is the reason that why we prove both Theorem 4.6 and 1.2 together with the proofs intertwined (with the focus more on the former). Our proof runs by induction on $n$, with dimension 0 and 1 of Theorem 4.6 verified in Lemma 6.1. The induction step runs through the entire Sects. 7 and 8 by proving the statements of $\mu(P)$, $\mu_h(P)$ and $\mu_{h'}(P)$ inductively. Those intermediate results that rely on the induction assumption are stated with “Assuming Theorem 4.6 is true up to …” at the beginning. But for those results not dependent on the induction assumption, they can be freely applied to higher dimensions. The proof of Theorem 1.2 follows next in Sect. 10.
In the upper half-space model, to compute $\mu(P)$, for convenience we will assume $P$ is in a finite region in $\mathbb{R}^n$ unless specified.

### 6 Theorem 4.6 for dimension 0 and 1

We first prove Theorem 4.6 for dimension 0 and 1. The proof below is mainly computational and not used in other sections, the reader not interested in technicalities may skip it for now and come back later to check the details.

**Lemma 6.1** Theorem 4.6 is true for dimension 0 and 1.

**Proof** For $n = 0$, by (4.8) and (4.9), Theorem 4.6 is true. For $n = 1$, as a polytope in $\mathbb{D}_H^1$ is either a half circle, or the union or difference of two half circles, so we only need to show that for a half circle $P$, it satisfies the invariance and boundedness properties.

In the upper half-space model, assume $-a \leq x_0 \leq a$ for $P$, then

$$\mu_{\epsilon}(P) = \int_{-a}^{a} \frac{dx_0}{x_0 - \epsilon i} = \int_{0}^{a} \left( \frac{1}{x_0 - \epsilon i} - \frac{1}{x_0 + \epsilon i} \right) dx_0 = \int_{0}^{a} \frac{2\epsilon i}{x_0^2 + \epsilon^2} dx_0.$$  

Let

$$b(x, t) := \frac{2t}{x^2 + t^2}. \tag{6.1}$$

As $\int_{0}^{\infty} b(x, 1)dx = \pi$, by change of variable (substitute $x_0$ by $x\epsilon$), then

$$|\mu_{\epsilon}(P)| = \int_{0}^{a/\epsilon} \frac{2}{x^2 + 1} dx = \int_{0}^{a/\epsilon} b(x, 1)dx \leq \pi$$

and

$$\mu(P) = \lim_{\epsilon \to 0^+} \mu_{\epsilon}(P) = i \lim_{\epsilon \to 0^+} \int_{0}^{a/\epsilon} b(x, 1)dx = \pi i.$$  

So $\mu_{\epsilon}(P)$ is uniformly bounded and $\mu(P) = \pi i$.

In the hemisphere model, without loss of generality we use the unit 1-sphere $S^1$ (see Remark 4.7). Notice that any polytope in $\mathbb{D}_H^1$ can be cut into two parts with $x_1 \leq 0$ and $x_1 \geq 0$, and each part is either a half circle or the difference of two half circles. By symmetry, without loss of generality we further assume $P$ is a half circle that satisfies $0 \leq t_0 \leq x_1 \leq 1$ for some $t_0$. Let $g$ be a stereographic projection of the unit circle from $(0, -1)$ to the space $x_1 = 1$ (we use coordinate $y$ for this space, see Fig. 4): $g(x_0, x_1) = y$. By (3.5) $y = \frac{2x_0}{x_1 + 1}$.

We first consider $\mu_h(P)$ and $\mu_{h, \epsilon}(P)$ (then next $\mu'_h(P)$ and $\mu'_{h, \epsilon}(P)$). By (4.5)

$$\mu_{h, \epsilon}(P) = \int_{P \subset S^1} \pm \frac{dx_1}{x_0(x_0 - \epsilon i)} = \int_{P \subset S^1} \pm \frac{x_0}{x_0 - \epsilon i} \frac{dx_1}{x_0^2},$$
with the plus sign for \(x_0 > 0\) and the minus sign for \(x_0 < 0\). As \(g\) is an isometry, so \((g^{-1})^*\) maps the volume element \(\pm \frac{dx_1}{x_0}\) in the hemisphere model (on \(\mathbb{S}^1\)) into the volume element \(\frac{dy}{y}\) in the upper half-space model with the appropriate orientation of each coordinate system. Thus

\[
\mu_{h, \epsilon}(P) = \int_{g(P) \subset \mathbb{R}} \frac{dx_0}{x_0 - \epsilon i} \frac{dy}{y} = \int_{g(P) \subset \mathbb{R}} \frac{dy}{y - \frac{y}{x_0} \epsilon i} = \int_{g(P) \subset \mathbb{R}} \frac{dy}{y - c(y) \epsilon i},
\]

(6.2)

where \(c(y) := \frac{y}{x_0}\). By (3.5) \(c(y) = \frac{2}{x_1 + 1}\), particularly \(c(0) = 1\). As \(0 \leq t_0 \leq x_1 \leq 1\), therefore \(1 \leq c(y) \leq \frac{2}{t_0 + 1} \leq 2\). Denote \(\frac{2}{t_0 + 1}\) by \(c_0\), so \(1 \leq c(y) \leq c_0 \leq 2\).

Assume \(-a \leq y \leq a\) for \(g(P)\), as \(c(y) = c(-y)\), then by (6.2)

\[
\mu_{h, \epsilon}(P) = \int_0^a \left( \frac{1}{y - c(y) \epsilon i} - \frac{1}{y + c(y) \epsilon i} \right) dy = \int_0^a \frac{2c(y) \epsilon i}{y^2 + c(y)^2 \epsilon^2} dy.
\]

(6.3)

By (6.1), for \(\epsilon > 0\)

\[
|\mu_{h, \epsilon}(P)| = \int_0^a b(y, c(y) \epsilon) dy.
\]

(6.4)

Notice that for a fixed \(y > 0\), for \(t > 0\) the function \(b(y, t) = \frac{2t}{y^2 + t^2}\) peaks at \(t = y\) and thus is increasing if \(0 < t \leq y\) and decreasing if \(t \geq y\).

Now fix \(\epsilon > 0\). To show that (6.4) is uniformly bounded, without loss of generality we assume \(a > c_0 \epsilon\). As \(1 \leq c(y) \leq c_0\) (as shown above) and thus \(\epsilon \leq c(y) \epsilon \leq c_0 \epsilon\), accordingly we break the right side of (6.4) into three parts: \(y \leq \epsilon\), \(\epsilon \leq y \leq c_0 \epsilon\), and \(\epsilon < y < c_0 \epsilon\). For a fixed \(y \leq \epsilon\), because \(b(y, t)\) is decreasing for \(t\) if \(t \geq y\) and \(c(y) \epsilon \geq \epsilon\), so \(b(y, c(y) \epsilon) \leq b(y, \epsilon)\), therefore

\[
\int_0^\epsilon b(y, c(y) \epsilon) dy \leq \int_0^\epsilon b(y, \epsilon) dy = \int_0^1 b(x, 1) dx \leq \pi,
\]

(6.5)

where the second step is by change of variable.

Similarly for a fixed \(y \geq c_0 \epsilon\), because \(b(y, t)\) is increasing for \(t\) if \(0 < t \leq y\) and \(c(y) \epsilon \leq c_0 \epsilon\), so \(b(y, c(y) \epsilon) \leq b(y, c_0 \epsilon)\), hence

\[
\int_{c_0 \epsilon}^a b(y, c(y) \epsilon) dy \leq \int_{c_0 \epsilon}^a b(y, c_0 \epsilon) dy = \int_1^{a/c_0} b(x, 1) dx \leq \pi,
\]

(6.6)

where the second step is again by change of variable.

Finally, for \(\epsilon < y < c_0 \epsilon\), because \(1 \leq c(y)\) (as shown above),

\[
\int_{c_0 \epsilon}^y b(y, c(y) \epsilon) dy \leq \int_{c_0 \epsilon}^y \frac{2c(y) \epsilon}{c(y)^2 \epsilon^2} dy \leq \int_{\epsilon}^{c_0 \epsilon} \frac{2c(y)}{c(y)^2} \epsilon^2 dy = 2(c_0 - 1).
\]

(6.7)

Adding (6.5)–(6.7) together, by (6.4) we have \(|\mu_{h, \epsilon}(P)| \leq 2\pi + 2(c_0 - 1)\). As \(c_0 \leq 2\) (see above), thus \(\mu_{h, \epsilon}(P)\) is uniformly bounded.
In (6.3) as \( \epsilon \to 0^+ \), the left side is \( \mu_h(P) \), but the right side is independent of the value of \( a \); and since \( c(0) = 1 \) (non-zero) and \( c(y) \) is continuous at 0, the right side only depends on the value of \( c(y) \) at \( y = 0 \), so we may replace \( c(y) \) with \( c(0) = 1 \). Then in (6.2) as \( \epsilon \to 0^+ \), we have

\[
\mu_h(P) = \lim_{\epsilon \to 0^+} \mu_{h,\epsilon}(P) = \lim_{\epsilon \to 0^+} \int_{-\epsilon}^{\epsilon} \frac{dy}{y - \epsilon i} = \pi i.
\]

So \( \mu_{h,\epsilon}(P) \) is uniformly bounded and \( \mu_h(P) = \pi i \).

We next consider \( \mu_{h}^\prime(P) \) and \( \mu_{h,\epsilon}^\prime(P) \). By (4.7) (with \( r = 1 \)) we have

\[
\mu_{h,\epsilon}^\prime(P) = \int_{P \subseteq \mathbb{S}^1} \frac{dx_1}{(x_0 - \epsilon i)^2} = \int_{s \subseteq \mathbb{S}^1} \frac{x_0^2}{(x_0 - \epsilon i)^2} dx_1.
\]

Again \( (g^{-1})^* \) maps the volume element \( \pm \frac{dx_1}{x_0} \) in the hemisphere model (on \( \mathbb{S}^1 \)) into the volume element \( \frac{dy}{y} \) in the upper half-space model, thus

\[
\mu_{h,\epsilon}^\prime(P) = \int_{s(P) \subseteq \mathbb{R}} \frac{x_0^2}{(x_0 - \epsilon i)^2} dy = \int_{s(P) \subseteq \mathbb{R}} \frac{y}{(y - \frac{y}{x_0} \epsilon i)} dy. \tag{6.8}
\]

Use the same notations of \(-a \leq y \leq a\) and \( c(y) = \frac{y}{x_0} \) as above, as \( c(y) = c(-y) \),

\[
\mu_{h,\epsilon}^\prime(P) = \int_0^a \left( \frac{y}{(y - c(y)\epsilon i)^2} - \frac{y}{(y + c(y)\epsilon i)^2} \right) dy = \int_0^a \frac{4y^2 c(y) \epsilon i}{(y^2 + c(y)^2 \epsilon^2)^2} dy. \tag{6.9}
\]

So for \( \epsilon > 0 \)

\[
|\mu_{h,\epsilon}^\prime(P)| \leq \int_0^a \frac{4c(y)\epsilon y}{y^2 + c(y)^2 \epsilon^2} dy = 2 \int_0^a b(y, c(y)\epsilon) dy. \tag{6.10}
\]

By (6.4) we have \( |\mu_{h,\epsilon}^\prime(P)| \leq 2|\mu_{h,\epsilon}(P)| \). As \( \mu_{h,\epsilon}(P) \) is uniformly bounded, so \( \mu_{h,\epsilon}^\prime(P) \) is uniformly bounded as well.

In (6.9) as \( \epsilon \to 0^+ \), the left side is \( \mu_{h}^\prime(P) \) but the right side is independent of the value of \( a \). As before, to compute \( \mu_{h}^\prime(P) \), in (6.8) we replace \( \frac{y}{x_0} \) with 1, then

\[
\mu_{h}^\prime(P) = \lim_{\epsilon \to 0^+} \mu_{h,\epsilon}^\prime(P) = \lim_{\epsilon \to 0^+} \int_{-\epsilon}^{\epsilon} \frac{y}{y - \epsilon i} dy
\]

\[
= \lim_{\epsilon \to 0^+} - \int_{-\epsilon}^{\epsilon} y \left( \frac{1}{y - \epsilon i} \right) dy = \lim_{\epsilon \to 0^+} \int_{-\epsilon}^{\epsilon} \frac{dy}{y - \epsilon i} = \pi i.
\]

So \( \mu_{h,\epsilon}(P) \) is uniformly bounded and \( \mu_{h}^\prime(P) = \pi i \).

Finally, \( \mu(P) \), \( \mu_h(P) \), and \( \mu_{h}^\prime(P) \) all agree with the same value \( \pi i \), so they are invariant under isometry. Thus Theorem 4.6 is true for dimension 1. \qed
7 Special cases of SDF for DH^n

We first clarify some notions by pointing out some combinatorial differences between DH^n and H^n. Recall that a polytope P in DH^n is a finite intersection of closed half-spaces in DH^n. A face of P is an intersection of P and the faces of some of the closed half-spaces. (Due to the symmetry between H^n and H^n−, a 0-dimensional face is always a DH^0 that contains a pair of vertices.) When the intersection is a point on ∂H^n, it is called an ideal vertex, see Fig. 5. In H^n if we relax the convex polytope to include ideal vertices, then an ideal vertex is also a 0-dimensional face of the convex polytope. But in DH^n we do not treat ideal vertex as a face of P, because an ideal vertex is not a vertex of any 1-dimensional face of P. Any face of P in DH^n is a lower dimensional polytope itself.

We next prove Theorem 4.6 (with dimension 0 and 1 verified in Lemma 6.1) and 1.2 together by induction. We start with some special cases of the SDF for DH^n.

7.1 First special case

Assuming Theorem 4.6 is true up to dimension n−1 ≥ 1, then for dimension n, we first prove a special case of SDF of μ(P) in the upper half-space model. Let Pt be a family of polytopes in DH^n with a single parameter t that is the intersection of a fixed P with a moving half-space x_n−1 ≤ t. Here we allow P to be any polytope in DH^n and with ideal vertices allowed, but assume that P is in a finite region in R^n that satisfies t_0 ≤ x_n−1 ≤ t_1. The proof runs inductively on n ≥ 2 with V_0(DH^0) = 2 and V_1(DH^1) = 2πi as given (see (4.3)).

By (4.2) we have

\[ \mu_\epsilon(P_t) = \int_{P_t \subset \mathbb{R}^n} \frac{dx_0 \ldots dx_{n-1}}{(x_0 - \epsilon i)^n}, \quad \mu(P_t) = \lim_{\epsilon \to 0^+} \mu_\epsilon(P_t). \]

If Et is the facet (which may possibly contain two connected pieces) of Pt in the plane x_{n−1} = t, let

\[ f_\epsilon(t) := \int_{E_t} \frac{dx_0 \ldots dx_{n-2}}{(x_0 - \epsilon i)^n}, \quad (7.1) \]

then observe that

\[ \mu_\epsilon(P_t) = \int_{t_0}^t f_\epsilon(t) dt \quad \text{and} \quad \frac{d\mu_\epsilon(P_t)}{dt} = f_\epsilon(t) = \mu(P_t), \quad (7.2) \]

Fig. 5 In upper half-space model, A is an ideal vertex of polytope P.
On the right side of (7.1), integrating with respect to \( x_0 \), we obtain

\[
f(t) = \frac{-1}{n-1} \int_{\partial E_t} \pm \frac{dx_1 \ldots dx_{n-2}}{(x_0 - \epsilon i)^{n-1}}.
\]

(7.3)

We next explain the “\( \pm \)” in (7.3).

Recall that in the upper half-space model a half-space is either the inside or the outside of a ball, or a Euclidean half-space whose face is a vertical plane to \( x_0 = 0 \). Respectively, we call the corresponding face *top*, *bottom*, or *side*, for both the parts in the upper and lower half-spaces (see Fig. 6). In \( E_t \), for a top \((n-2)\)-dimensional face \( F \), the part in the upper half-space is counted positively in (7.3), and in the lower half-space is counted negatively. For a bottom face \( F \) of \( E_t \), the part in the upper half-space is counted negatively, and in the lower half-space is counted positively. The side faces of \( E_t \), where \( dx_1 \ldots dx_{n-2} \) is 0, do not contribute to (7.3).

Next we show that the contribution of any \((n-2)\)-dimensional face \( F \) to the integral in (7.3) is \( \mu_{h,\epsilon}(F) \frac{d\theta}{dt} \), where \( \mu_{h,\epsilon}(F) \) is defined in (4.7) and \( \theta_F \) is the dihedral angle of \( P_t \) at \( F \). If \( F \) is the intersection of \( E_t \) and a fixed vertical plane, then \( \theta_F \) is fixed over \( t \) and thus as expected \( \frac{d\theta}{dt} = 0 \). Otherwise, \( F \) is the intersection of \( E_t \) and a fixed \((n-1)\)-sphere \( E' \) with radius \( r \), where \( F \) is on an \((n-2)\)-sphere with radius \( r_F \) (see Fig. 7).

---

**Fig. 6** The top, bottom, and side faces

**Fig. 7** The dihedral angle \( \theta_F \) at the intersection of \( E_t \) and \( E' \), assuming \( E' \) is a top face of \( P_t \).
In (7.3), by using (4.7) for non-unit spheres, we have

$$f_\epsilon(t) = -\frac{1}{n-1} \sum_F \pm \frac{1}{r_F} \mu'_{h,\epsilon}(F),$$

(7.4)

with the plus sign for a top face and the minus sign for a bottom face, where only those \((n-2)\)-faces \(F\) on \(E_t\) in \(x_{n-1} = t\) contribute to the formula.

By Fig. 7, it is easy to check that \(\theta_F\) satisfies

$$\sin \theta_F = \frac{r_F}{r}, \quad -r \cos \theta_F = \pm(t - c),$$

(7.5)

where \(c\) is the coordinate \(x_{n-1}\) of the center of \(E'\), with the plus sign if \(E'\) is a top face of \(P\) and the minus sign if \(E'\) is a bottom face. Differentiating the right hand equation with respect to \(t\), we obtain \(r \sin \theta_F \cdot \frac{d\theta_F}{dt} = \pm 1\). By the left hand equation, therefore

$$\frac{d\theta_F}{dt} = \pm \frac{1}{r_F}.$$ In (7.4) replacing \(\pm \frac{1}{r_F}\) with \(\frac{d\theta_F}{dt}\), we have

$$f_\epsilon(t) = -\frac{1}{n-1} \sum_F \mu'_{h,\epsilon}(F) \frac{d\theta_F}{dt}.$$

(7.6)

So by (7.2)

$$\frac{d\mu_\epsilon(P_t)}{dt} = -\frac{1}{n-1} \sum_F \mu'_{h,\epsilon}(F) \frac{d\theta_F}{dt}.$$

(7.7)

Notice that \(\frac{d\theta_F}{dt}\), whose value is \(\pm \frac{1}{r_F}\) above, depends only on the value of \(r_F\) but not \(r\) (the radius of \(E'\)), though \(\theta_F\) depends on both. This is expected, as for a fixed \(t\), \(f_\epsilon(t)\) depends on \(F\) but not on how \(F\) is fitted in \(E'\); particularly, \(f_\epsilon(t)\) depends on \(r_F\) but not on \(r\). In fact, we have the following general statement.

**Lemma 7.1** For a polytope \(P\) in \(\mathbb{D}\mathbb{H}^n\), let \(F\) be the intersection of two \((n-1)\)-faces \(E\) and \(E'\), and \(\theta_F\) be the dihedral angle. If \(E'\) is fixed but \(E\) can have any small movement, then for a fixed \(F\), \(d\theta_F\) does not depend on (the choice of) \(E'\).

**Proof** This property does not depend on the model we use, for our convenience we use the hyperboloid model. In the upper sheet, let \(u_{E,p}\) be the inward unit normal to \(P\) at its face \(E\), \(u_{F,E}\) be the inward unit normal to \(E\) at its face \(F\), and so on. It is easy to check that

$$d\theta_F = u_{F,E} \cdot du_{E,p} + u_{F,E'} \cdot du_{E',p},$$

a formula used by Alexander (1985) to give a proof of the SDF for the Euclidean case. As \(E'\) is fixed, so \(du_{E',p} = 0\), thus \(d\theta_F = u_{F,E} \cdot du_{E,p}\), which does not depend on the choice of \(E'\). \(\Box\)

Let \(f(t)\) be the pointwise limit of \(f_\epsilon(t)\) as \(\epsilon \to 0^+\),

$$f(t) = \lim_{\epsilon \to 0^+} f_\epsilon(t),$$

(7.8)
Lemma 7.2 Assuming Theorem 4.6 is true up to dimension $n - 1 \geq 1$, then

$$f(t) = -\frac{1}{n - 1} \sum_{F} V_{n-2}(F) \frac{d\theta_F}{dt},$$

(7.9)

and $f(t)$ is continuous except at a finite number of points where $P_t$ changes its combinatorial type.

We remark that $f(t)$ may also not be bounded at those points when $\theta_F = 0$ or $\pi$ where $r_F = 0$, but we will show that $f(t)$ is still integrable. We have the following special case of SDF of $\mu(P)$.

Lemma 7.3 Assuming Theorem 4.6 is true up to dimension $n - 1 \geq 1$. For a fixed $m$, let $P$ be a polytope in $\mathbb{H}^n$ and be the intersection of at most $m$ half-spaces. In the upper half-space model let $P_t$ be the intersection of $P$ and $x_{n-1} \leq t$, and assume $P$ satisfies $t_0 \leq x_{n-1} \leq t_1$.

1. Then $f(t)$ is integrable, $\mu(P)$ exists and $\mu(P_t)$ is continuous for $t$ with $\mu(P_t) = \int_{t_0}^{t} f(t)dt$, and

$$\kappa \cdot \frac{d\mu(P_t)}{dt} = \frac{1}{n - 1} \sum_{F} V_{n-2}(F) \frac{d\theta_F}{dt},$$

(7.10)

where the sum is taken over all $(n - 2)$-faces $F$ of $P_t$ on $x_{n-1} = t$.

2. For a fixed $m$, $\mu(P)$ is uniformly bounded for all $P$ and $\epsilon > 0$.

Proof We first prove (1). As it is assumed that Theorem 4.6 is true for dimension $n - 2$, there is a constant $c > 0$, depending only on $m$ but not $P$ and $\epsilon$, such that $|\mu_{h,\epsilon}(F)| \leq c$ for all $(n - 2)$-faces $F$ of $P_t$. By (7.6), we have

$$|f_{\epsilon}(t)| \leq \frac{c}{n - 1} \sum_{F} \left| \frac{d\theta_F}{dt} \right|.$$

For any non-empty $(n - 2)$-face $F$, as $\theta_F$ is a monotonic function of $t$ that takes values in an interval between 0 and $\pi$, therefore in this interval $\left| \frac{d\theta_F}{dt} \right|$ is integrable and

$$\int \left| \frac{d\theta_F}{dt} \right| dt \leq \pi.$$

Set $g(t) = \frac{c}{n - 1} \sum_{F} \left| \frac{d\theta_F}{dt} \right|$, then $|f_{\epsilon}(t)| \leq g(t)$. As there are at most $m$ half-spaces, so there are at most $m$ such $(n - 2)$-faces $F$ of $P_t$ on $x_{n-1} = t$, thus we have

$$\int g(t) dt \leq \frac{cm \pi}{n - 1} < \infty.$$
Therefore Lebesgue dominated convergence theorem applies to \( \{ f_\epsilon \} \) and \( f \) is integrable, and by (7.2) and (7.8)

\[
\mu(P_t) = \lim_{\epsilon \to 0^+} \mu_\epsilon(P_t) = \lim_{\epsilon \to 0^+} \int_0^t f_\epsilon(t) \, dt = \int_0^t f(t) \, dt.
\]

So \( \mu(P) \) exists and \( \mu(P_t) \) is continuous for \( t \) with \( \mu(P_t) = \int_0^t f(t) \, dt \). Then \( \frac{d\mu(P_t)}{dt} = f(t) \) except at a finite number of points where \( P_t \) changes its combinatorial type (and \( f(t) \) may not be continuous or even bounded). Then in (7.9) multiplying by \( \kappa = -1 \), we prove (7.10). This finishes the proof of (1).

By (7.2) we also have \( |\mu_\epsilon(P)| \leq \int |f_\epsilon| \, dt \leq \int g \, dt \leq \frac{\kappa m \pi}{n-1} \). So for a fixed \( m \), \( \mu_\epsilon(P) \) is uniformly bounded. This proves (2) and finishes the proof. \( \square \)

**Remark 7.4** Due to the rotational symmetry of \( \mu_\epsilon(P) \), Lemma 7.3 may apply to any vertical plane to \( x_0 = 0 \) that sweeps through \( P \) parallelly, not just for plane \( x_{n-1} = t \).

We have the following result that will be useful for later use, for both the hemisphere model and the upper half-space model.

**Lemma 7.5** Assuming Theorem 4.6 is true up to dimension \( n - 1 \geq 1 \). For a fixed \( m \), let \( E \) be an \((n - 1)\)-dimensional polytope (in \( \mathbb{B}^{n-1} \)) on \( S^{n-1}_r \) and be the intersection of at most \( m \) half-spaces. Then \( \frac{\epsilon}{r} \mu_{h,\epsilon}(E) \) is uniformly bounded for all \( r \), \( E \) and \( \epsilon > 0 \).

**Proof** By (4.7) we have

\[
\left| \frac{\epsilon}{r} \mu_{h,\epsilon}(E) \right| = \left| \int_{E \subset S_r^{n-1}} \frac{\pm \epsilon dx_1 \ldots dx_{n-1}}{(x_0 - \epsilon i)^n} \right| \leq \frac{\epsilon}{\epsilon^n} \int_{E \subset S_r^{n-1}} dx_1 \ldots dx_{n-1} \leq \frac{r^{n-1}}{\epsilon^{n-1}} \cdot 2V_{n-1}(\mathbb{B}^{n-1}),
\]

where \( V_{n-1}(\mathbb{B}^{n-1}) \) is the Euclidean volume of the unit \((n - 1)\)-ball \( \mathbb{B}^{n-1} \), and \( V_0(\mathbb{B}^0) = 1 \). Denote \( 2V_{n-1}(\mathbb{B}^{n-1}) \) by \( c_1 \). On the other hand, as it is assumed that Theorem 4.6 is true for dimension \( n - 1 \), there is a constant \( c_2 > 0 \) such that \( |\mu_{h,\epsilon}(E)| \leq c_2 \) for all \( E \) and \( \epsilon > 0 \). So

\[
\left| \frac{\epsilon}{r} \mu_{h,\epsilon}(E) \right| \leq \min \left\{ \frac{c_1 r^{n-1}}{\epsilon^{n-1}}, c_2 \frac{\epsilon}{r} \right\} \leq \left( \frac{c_1 r^{n-1}}{\epsilon^{n-1}} \right)^{\frac{1}{n}} \cdot \left( c_2 \frac{\epsilon}{r} \right)^{\frac{n-1}{n}} = c_1^{\frac{1}{n}} \cdot c_2^{\frac{n-1}{n}},
\]

where the second step is the weighted geometric mean of \( c_1 \frac{r^{n-1}}{\epsilon^{n-1}} \) and \( c_2 \frac{\epsilon}{r} \) with weights \( \frac{1}{n} \) and \( \frac{n-1}{n} \). Then for a fixed \( m \), \( \frac{\epsilon}{r} \mu_{h,\epsilon}(E) \) is uniformly bounded. \( \square \)

### 7.2 Second special case

Before proving that \( \mu(P) \) is invariant under isometry, we show that \( \mu(P) \) also satisfies a special SDF in the radial direction. For \( n \geq 2 \), let \( B_r \) be a ball centered at \( O \) with
radius \( r > 0 \) where \( r^2 = x_0^2 + \cdots + x_{n-1}^2 \), and \( S_{n-1}^r \) be the spherical boundary of \( B_r \). Denote the intersection of \( P \) and \( B_r \) by \( P'_r \). We have the following important generalization of (7.7).

**Lemma 7.6** For \( n \geq 2 \), let \( E \) be the \((n-1)\)-face of \( P'_r \) on \( S_{n-1}^r \). Then

\[
\frac{d\mu_\epsilon(P'_r)}{dr} = -\frac{1}{n-1} \sum_F \mu'_{h,\epsilon}(F) \frac{d\theta_F}{dr} + \frac{\epsilon i r}{r^2} \mu'_{h,\epsilon}(E),
\]

where the sum is taken over all \((n-2)\)-faces \( F \) on \( E \), with \( \theta_F \) the dihedral angle.

**Proof** We only need to prove the case at a fixed \( r = r_0 \) when \( E \) is non-empty. Let \( F_i \) be the intersection of \( E \) and a fixed \((n-1)\)-face \( E_i \), then \( F_i \) lies on the intersection of \( E \) and a vertical plane \( H_i \) to \( x_0 = 0 \) (see Fig. 8). At a fixed \( r = r_0 \), by Lemma 7.1, the value of \( \frac{d\theta_{F_i}}{dr} \) does not depend on how \( F_i \) is fitted in \( E_i \), and thus \( \frac{d\theta_{F_i}}{dr} \) can be computed as if \( E_i \) is replaced by a fixed \( H_i \); and for a fixed \( \epsilon > 0 \), because the coefficient of the volume element of \( \mu_\epsilon \) is \( \frac{1}{(x_0-\epsilon)^{n-1}} \) and bounded by \( \frac{1}{\epsilon^n} \) from above, so \( \frac{d\mu_\epsilon(P'_r)}{dr} \bigg|_{r=r_0} \) does not depend on how \( F_i \) is fitted in \( E_i \) either. So to prove (7.11), without loss of generality we assume that for \( P'_r \), except for \( E \), all remaining \((n-1)\)-faces are side faces on fixed \( H_i \).

When \( r \) varies at \( r_0 \), for \( P'_r \), \( E \) varies but \( H_i \) are fixed. By (4.2), notice that \( \mu_\epsilon(P'_r) \) is “almost” invariant under similarity, in the sense that only \( \epsilon \) needs to be adjusted properly. This property suggests that, by a composition of the following two steps, \( \frac{d\mu_\epsilon(P'_r)}{dr} \bigg|_{r=r_0} \) can be computed as if \( E \) is fixed but \( H_i \) are moving parallelly (at paces that preserve \( \frac{d\theta_{F_i}}{dr} \) as before), but \( \epsilon \) needs to be adjusted to \( \frac{r_0}{r} \epsilon \) over \( r \). When varying \( H_i \) parallelly the dihedral angles between the side faces do not change, so by applying (7.7) to all \( H_i \) with the adjustment of \( \epsilon \) to \( P'_r \), we have

\[
\frac{d\mu_\epsilon(P'_r)}{dr} \bigg|_{r=r_0} = -\frac{1}{n-1} \sum_{F_i} \mu'_{h,\epsilon}(F_i) \frac{d\theta_{F_i}}{dr} \bigg|_{r=r_0} + \frac{d\mu_{r_0\epsilon/r}(P'_r)}{dr} \bigg|_{r=r_0}.
\]

(7.12)
By (4.2), we have
\[
\frac{d\mu_{r_0}\epsilon/r(P'_r)}{dr} \bigg|_{r=r_0} = -n\frac{r_0\epsilon i}{r^2} \int_{P'_r} (x_0 - \frac{r_0}{r}\epsilon i)^{n+1} \right|_{r=r_0}.
\]
Denote \( E \) at \( r = r_0 \) by \( E_0 \), the above becomes
\[
-n\frac{\epsilon i}{r_0^2} \int_{P'_r} r_0 dx_0 \ldots dx_{n-1} = -n\frac{\epsilon i}{r_0^2} \int_{E_0} (x_0 - \frac{r_0}{r}\epsilon i)^n = \frac{\epsilon i}{r_0^2} \mu'_{h,\epsilon}(E_0),
\]
where the first step is by integrating with respect to \( x_0 \), and the last step is by applying (4.7) to \( E_0 \). Plug it into (7.12), we then prove (7.11) at \( r = r_0 \).

Let
\[
a\epsilon (r) := \int_{P \cap S^{n-1}_r} \frac{dA_r}{(x_0 - \epsilon i)^n},
\]
(7.13)
where \( dA_r \) is the Euclidean volume element on \((n-1)\)-sphere \( S^{n-1}_r \). Then by using polar coordinates to \( \mu_\epsilon (P'_r) \), for any \( r_0 > 0 \) we have
\[
\mu_\epsilon (P'_r) - \mu_\epsilon (P'_{r_0}) = \int_{r_0}^{r} a\epsilon (r) dr \quad \text{and} \quad \frac{d\mu_\epsilon (P'_r)}{dr} = a\epsilon (r).
\]
(7.14)
Adding this \( r_0 > 0 \) is for handling convergence issues that may arise at \( r = 0 \) at later moments. So \( a\epsilon (r) \) is the derivative of \( \mu_\epsilon (P'_r) \) with respect to \( r \) in the radial direction, while \( f_\epsilon (t) \) in a side direction (see (7.2)). By Lemma 7.6 and (7.14), we immediately have the following.

**Lemma 7.7** For \( n \geq 2 \) and \( r > 0 \),
\[
a\epsilon (r) = -\frac{1}{n-1} \sum_F \mu'_{h,\epsilon}(F) \frac{d\theta_F}{dr} + \frac{\epsilon i}{r^2} \mu'_{h,\epsilon}(E),
\]
(7.15)
where \( E = P \cap S^{n-1}_r \), and the sum is taken over all \((n-2)\)-faces \( F \) on \( E \), with \( \theta_F \) the dihedral angle at \( F \).

In (7.15), for \( \frac{d\theta_F}{dr} \) we now provide an explicit formula. We first consider a special case that \( \theta_F \) is the dihedral angle between \( S^{n-1}_r \) and a fixed side face.

**Lemma 7.8** Let \( \theta_F \) be the dihedral angle between \( S^{n-1}_r \) and a side face \( H \) of a fixed half-space in \( \mathbb{D} \mathbb{H}^n \), and \( r_F \) be the radius of \( F \). Then
\[
\frac{d\theta_F}{dr} = \pm \frac{(r^2 - r_F^2)^{1/2}}{r \cdot r_F},
\]
(7.16)
taking the plus sign or the minus sign according as the origin \( O \) lies outside or inside of the fixed half-space. If \( O \) is on \( H \), then \( r_F = r \) and \( \theta_F \) is a constant \( \pi/2 \).
Denote \( \pm (r^2 - r_F^2)^{1/2} \) by \( d \), the signed Euclidean distance from \( O \) to \( H \), taking the plus sign or the minus sign according as the origin \( O \) lies outside or inside of the fixed half-space. As \( H \) is fixed, so \( d \) is a constant and \( \theta_F \) satisfies (see also Fig. 7, but be aware of the notational difference)

\[
\sin \theta_F = \frac{r_F}{r}, \quad r \cos \theta_F = d.
\]

In the right hand equation, on both sides first divide by \( r \) and then differentiate with respect to \( r \), we have

\[
- \sin \theta_F \frac{d \theta_F}{dr} = - \frac{d}{r^2}.
\]

So combined with the left hand equation,

\[
\frac{d \theta_F}{dr} = \frac{d}{r^2 \sin \theta_F} = \frac{d}{r \cdot r_F} = \pm \frac{(r^2 - r_F^2)^{1/2}}{r \cdot r_F}.
\]

This finishes the proof. \( \square \)

We next consider the general case that \( \theta_F \) is the dihedral angle between \( S_{n-1} \) and a non-side face \( E' \). By Lemma 7.1, we immediately have the following.

**Corollary 7.9** Let \( \theta_F \) be the dihedral angle between \( S_{n-1} \) and a fixed \((n-1)\)-face \( E' \) (not necessarily a side face), and \( r_F \) be the radius of \( F \). Then \( \frac{d \theta_F}{dr} = \pm \frac{(r^2 - r_F^2)^{1/2}}{r \cdot r_F} \), and by Lemma 7.7

\[
a_\epsilon (r) = - \frac{1}{n-1} \sum_F \pm \frac{(r^2 - r_F^2)^{1/2}}{r \cdot r_F} \mu_{h, \epsilon} (F) + \epsilon \frac{i}{r^2} \mu'_{h, \epsilon} (E),
\]

where \( E = P \cap S_{n-1} \) and the “\( \pm \)” is explained in Lemma 7.8.

**Remark 7.10** In Corollary 7.9, while \( \theta_F \) may not be monotonic over \( r \), \( \frac{d \theta_F}{dr} \) will change sign at most once, which happens when \( r = r_F \).

For \( r > 0 \), let \( a(r) \) be the pointwise limit of \( a_\epsilon (r) \) as \( \epsilon \to 0^+ \),

\[
a(r) = \lim_{\epsilon \to 0^+} a_\epsilon (r),
\]

then we have the following.

**Lemma 7.11** Assuming Theorem 4.6 is true up to dimension \( n - 1 \geq 1 \), then

\[
a(r) = - \frac{1}{n-1} \sum_F V_{n-2} (F) \frac{d \theta_F}{dr},
\]

and \( a(r) \) is continuous for \( r > 0 \) except at a finite number of points where \( P'_r \) changes its combinatorial type.
Proof As it is assumed that Theorem 4.6 is true up to dimension \( n - 1 \geq 1 \), in (7.15) \( \mu_{h,\varepsilon}^f(E) \) is uniformly bounded for all \( \varepsilon > 0 \), so \( \lim_{\varepsilon \to 0^+} \varepsilon \mu_{h,\varepsilon}^f(E) = 0 \). Then in (7.15) by taking the limits on both sides as \( \varepsilon \to 0^+ \), we prove (7.19).

We next prove a convergence property of \( a_\varepsilon(r) \), which will be useful for both the upper half-space model and the hemisphere model.

Lemma 7.12 Assuming Theorem 4.6 is true up to dimension \( n - 1 \geq 1 \). For a fixed \( m \), let \( P \) be a polytope in \( \mathbb{DH}^n \) and be the intersection of at most \( m \) half-spaces. Then for any \( r_0 \) and \( r_1 \) with \( 0 < r_0 < r_1 \), the sequence \( \{a_\varepsilon(r)\} \) is dominated by an integrable function \( g(r) \) on \( [r_0, r_1] \) with \( |a_\varepsilon(r)| \leq g(r) \) for all \( \varepsilon > 0 \). Thus Lebesgue dominated convergence theorem applies and \( a(r) \) is integrable on \( [r_0, r_1] \), and

\[
\lim_{\varepsilon \to 0^+} \int_{r_0}^{r_1} a_\varepsilon(r) dr = \int_{r_0}^{r_1} a(r) dr. \tag{7.20}
\]

Also for fixed \( m, r_0 \) and \( r_1 \), \( \int_{r_0}^{r_1} a_\varepsilon(r) dr \) is uniformly bounded for all \( P \) and \( \varepsilon > 0 \).

Proof As it is assumed that Theorem 4.6 is true up to dimension \( n - 1 \geq 1 \), there is a constant \( c_1 \), depending only on \( m \) but not on \( P \) and \( \varepsilon \), such that for all \( (n-2) \)-faces \( F \) of \( P'_{r_1} \), we have \( |\mu_{h,\varepsilon}^{f}(F)| \leq c_1 \). Let \( E = P \cap S^{n-1}_r \), so \( r \) is the radius of \( E \). Then by Lemma 7.5, there is also a constant \( c_2 \) that depends only on \( m \), such that \( |\frac{1}{E} \mu_{h,\varepsilon}^f(E)| \leq c_2 \). By Lemma 7.7 we have

\[
|a_\varepsilon(r)| \leq \frac{c_1}{n-1} \sum_F \left| \frac{d\theta_F}{dr} \right| + \frac{c_2}{r} \tag{7.21}
\]

Set \( g(r) = \frac{c_1}{n-1} \sum_F \left| \frac{d\theta_F}{dr} \right| + \frac{c_2}{r} \), then \( |a_\varepsilon(r)| \leq g(r) \). By Corollary 7.9 and Remark 7.10, \( \frac{d\theta_F}{dr} \) will change sign at most once. So on any interval \( [r_0, r_1] \) with \( r_0 > 0 \), \( \frac{d\theta_F}{dr} \) is integrable and \( \int_{r_0}^{r_1} \frac{d\theta_F}{dr} dr \leq \pi + \pi = 2\pi \). As there are at most \( m \) half-spaces, so there are at most \( m \) such \( (n-2) \)-faces \( F \) of \( P'_{r_1} \) on \( S^{n-1}_r \), thus \( g(r) \) is also integrable on \( [r_0, r_1] \). Therefore on \( [r_0, r_1] \) Lebesgue dominated convergence theorem applies to \( \{a_\varepsilon(r)\} \) and \( a(r) \) is integrable, and thus proves (7.20).

For fixed \( m, r_0 \) and \( r_1 \), we have \( \frac{1}{r} \leq \frac{1}{r_0} \) for \( r_0 \leq r \leq r_1 \), so by (7.21)

\[
\left| \int_{r_0}^{r_1} a_\varepsilon(r) dr \right| \leq \frac{2c_1 m \pi}{n-1} + \frac{c_2 (r_1 - r_0)}{r_0},
\]

and thus \( \int_{r_0}^{r_1} a_\varepsilon(r) dr \) is uniformly bounded. This finishes the proof.

Then we have a second special case of SDF of \( \mu(P) \).

Lemma 7.13 Assuming Theorem 4.6 is true up to dimension \( n - 1 \geq 1 \). Let \( P \) be a polytope in \( \mathbb{DH}^n \) and \( P'_{r} = P \cap B_r \), then \( \mu(P'_r) \) is continuous for \( r > 0 \) and

\[
\kappa \cdot \frac{d\mu(P'_r)}{dr} = \frac{1}{n-1} \sum_F V_{n-2}(F) \frac{d\theta_F}{dr}. \tag{7.22}
\]
where the sum is taken over all \((n - 2)\)-faces \(F\) of \(P'_r\) on \(S^{n-1}_r\).

**Proof** For any \(r_0 > 0\), by (7.14)

\[
\mu(P'_r) - \mu(P'_{r_0}) = \lim_{\epsilon \to 0^+} (\mu_\epsilon(P'_r) - \mu_\epsilon(P'_{r_0})) = \lim_{\epsilon \to 0^+} \int_{r_0}^r a_\epsilon(r)dr.
\]

By Lemma 7.12 we have

\[
\lim_{\epsilon \to 0^+} \int_{r_0}^r a_\epsilon(r)dr = \int_{r_0}^r a(r)dr,
\]

so \(\mu(P'_r) - \mu(P'_{r_0}) = \int_{r_0}^r a(r)dr\), and thus \(\mu(P'_r)\) is continuous for \(r > 0\). Then \(\frac{d\mu(P'_r)}{dr} = a(r)\) except at a finite number of points where \(P'_r\) changes its combinatorial type (and \(a(r)\) may not be continuous or even bounded). In (7.19), multiplying by \(\kappa = -1\), we prove (7.22) and finish the proof. \(\square\)

### 8 Invariance properties

In the upper half-space model, if a polytope \(P\) is isometric to \(Q\) and both are in a finite region in \(R^n\), then the isometry can be expressed as a finite composition of translations, similarities, orthogonal transformations and inversions. In fact it need to involve up to only one inversion, so the polytopes in the middle steps of those basic types of isometries are all in a finite region in \(R^n\) too. By the definition in (4.2), \(\mu(P)\) is clearly invariant under those basic types of isometries except that it is not obvious for inversion. So to show that \(\mu(P)\) is invariant under isometry we only need to show that it is invariant under inversion.

As before, let \(B_r\) be a Euclidean ball centered at \(O\) with radius \(r > 0\) where \(r^2 = x_0^2 + \cdots + x_{n-1}^2\), and \(S^{n-1}_r\) be the \((n - 1)\)-sphere with radius \(r\).

**Proposition 8.1** Assuming Theorem 4.6 is true up to dimension \(n - 1 \geq 1\). Let \(P\) be a polytope in \(\mathbb{D}H^n\), then \(\mu(P)\) is invariant under inversion, and thus \(\mu(P)\) is invariant under isometry.

**Proof** Without loss of generality, in the upper half-space model let \(g\) be an inversion that maps \(P\) to \(Q\) with \(y_i = x_i/(x_0^2 + \cdots + x_{n-1}^2)\). As it is assumed that both \(P\) and \(Q\) are in a finite region in \(R^n\), thus they also do not contain a neighborhood of the origin \(O\). Denote \(P \cap B_r\) by \(P'_r\). By Lemma 7.13

\[
\kappa \cdot \frac{d\mu(P'_r)}{dr} = \frac{1}{n - 1} \sum_F V_{n-2}(F) \frac{d\theta_F}{dr}.
\]
Similarly, we denote \( Q \cap B_r \) by \( Q'_r \), and for all \((n - 2)\)-faces \( F' \) of \( Q'_r \) on \( S'^n_{n-1} \), let \( \varphi_{F'} \) be the dihedral angle at \( F' \). Then

\[
\kappa \cdot \frac{d\mu(Q'_r)}{dr} = \frac{1}{n - 1} \sum_{F'} V_{n-2}(F') \frac{d\varphi_{F'}}{dr}.
\]  

(8.2)

When the sphere \( S'^n_{n-1} \) sweeps through \( P \), we have \( S'^n_{1/r} \) sweeping through \( Q \) from the opposite direction, so \( P'_{r'} \) is isometric to \( Q \setminus Q'_{1/r} \). For any \((n - 2)\)-face \( F \) of \( P'_{r'} \) on \( S'^n_{n-1} \), it is isometric to the corresponding \((n - 2)\)-face \( F' \) of \( Q'_{1/r} \) on \( S'^n_{n-1} \), and \( \theta_F = \pi - \varphi_{F'} \). As it is assumed that Theorem 4.6 is true for dimension \( n - 2 \), so \( V_{n-2}(F) = V_{n-2}(F') \). In (8.2) replace \( d\mu(Q'_r) \) with \( d\mu(Q'_{1/r}) \), and add it to (8.1) and drop off \( \kappa \), then

\[
\frac{d\mu(P'_{r})}{dr} + \frac{d\mu(Q'_{1/r})}{dr} = 0.
\]

By Lemma 7.13 both \( \mu(P'_{r}) \) and \( \mu(Q'_{1/r}) \) are continuous for \( r > 0 \), so \( \mu(P'_{r}) + \mu(Q'_{1/r}) \) is a constant, and for very small value of \( r \) it is \( \mu(Q) \), while for very large value of \( r \) it is \( \mu(P) \). So \( \mu(P) = \mu(Q) \). Then \( \mu(P) \) is invariant under inversion, and thus \( \mu(P) \) is invariant under isometry.

Next we show that in the hemisphere model \( \mu_h(P) \) is invariant under isometry. Proposition 8.2 is an important middle step as it is used to prove Proposition 8.3, which will be applied many times in the induction step to prove Theorem 4.6.

**Proposition 8.2** Assuming Theorem 4.6 is true up to dimension \( n - 1 \geq 1 \). For a fixed \( m \), let \( P \) be a polytope in \( \mathbb{D}H^n \) and be the intersection of at most \( m \) half-spaces. Then in the hemisphere model on \( n\)-sphere \( S^n_r \), (1) \( \mu_h(P) \) is invariant under isometry, and agrees with the value \( \mu(g(P)) \) for any isometry \( g \) mapping to the upper half-space model, and (2) \( \mu_{h, \varepsilon}(P) \) is uniformly bounded.

**Proof** In the hemisphere model, without loss of generality we use the unit \( n\)-sphere \( \mathbb{S}^n \) (see Remark 4.7). Let \((t_0, t_1) = (-\sqrt{2}, \sqrt{2})\), and we use two planes \( x_n = t_0 \) and \( x_n = t_1 \) to cut \( P \) into up to three pieces. The “middle” piece satisfies \( t_0 \leq x_n \leq t_1 \), and both the “side” pieces satisfy \( t_0 \leq x_{n-1} \leq t_1 \) (not \( x_n \)). (We intentionally choose the value to make them match, but the value itself does not have any special meaning.) By symmetry we only need to prove the statement for the middle piece, so for convenience we assume \( P \) satisfies \( t_0 \leq x_n \leq t_1 \).

By (4.5)

\[
\mu_{h, \varepsilon}(P) = \int_{P \subset \mathbb{S}^n} \pm \frac{dx_1 \ldots dx_n}{x_0 (x_0 - \varepsilon i)^n} = \int_{P \subset \mathbb{S}^n} \pm \frac{x_0^n}{(x_0 - \varepsilon i)^n} \frac{dx_1 \ldots dx_n}{x_0^{n+1}}.
\]

Let \( g \) be a stereographic projection of the unit \( n\)-sphere from \((0, \ldots, 0, -1)\) to the space \( x_n = 1 \) (we use coordinates \( y \)'s for this space): \( g(x_0, \ldots, x_n) = (y_0, \ldots, y_{n-1}) \). See (3.5) for the formula of \( g \). As \( g \) is an isometry, so \((g^{-1})^* \) maps the volume element
\[ \int \frac{dx_1 \cdots dx_n}{x_0^{n+1}} \] in the hemisphere model (on \( S^n \)) into the volume element \( \frac{dy_0 \cdots dy_{n-1}}{y_0^n} \) in the upper half-space model with the appropriate orientation of each coordinate system, thus

\[ \mu_{\epsilon,h}(P) = \int_{g(P) \subset \mathbb{R}^n} \frac{x_0^n}{(x_0 - \epsilon i)^n} dy_0 \cdots dy_{n-1} = \int_{g(P) \subset \mathbb{R}^n} \frac{dy_0 \cdots dy_{n-1}}{\left( y_0 - \frac{y_0}{x_0} \epsilon i \right)^n}. \tag{8.3} \]

By (3.5), \( \frac{y_0}{x_0} = \frac{2}{x_0+1} \). Let \( r^2 = y_0^2 + \cdots + y_{n-1}^2 \). As \( x_n \) determines (and is determined by) \( r \), we denote \( \frac{y_0}{x_0} \) by \( c(r) \). Further computation shows that \( c(r) = \frac{4 + r^2}{4} \), but we do not need it.

As \( P \) does not contain a neighborhood of the points \( x_n = \pm 1 \), so \( g(P) \) is bounded in \( \mathbb{R}^n \) and does not contain a neighborhood of the origin of space \( y \)'s. Let

\[ b_\epsilon(r) = \int_{g(P) \cap S_{r}^{n-1}} \frac{dA_r}{(y_0 - c(r) \epsilon i)^n}, \]

where \( dA_r \) is the Euclidean volume element on \( (n-1) \)-sphere \( S_{r}^{n-1} \) (in space \( y \)'s). In (8.3) using the polar coordinates, then

\[ \mu_{\epsilon,h}(P) = \int_{r_0}^{r_1} b\epsilon(r)dr, \]

where \( 0 < r_0 < r_1 \) is determined by \( t_0 \) and \( t_1 \). Also let

\[ b(r) = \lim_{\epsilon \to 0^+} b_\epsilon(r). \]

Notice that if we use the notation \( a_\epsilon(r) \) from (7.13), and ignore the differences between \( P \) and \( g(P) \) for a moment, then \( b_\epsilon(r) = a_\epsilon(r) c_\epsilon(r) \). In (7.21), on \([r_0, r_1]\) \( a_\epsilon(r) \) is bounded by an integrable function that does not depend on the value of \( \epsilon \), therefore \( b_\epsilon(r) \) is also bounded by the same integrable function with \( c(r) \) playing no role in the argument. Then Lemma 7.12 also applies to \( \{b_\epsilon(r)\} \) (replacing \( \{a_\epsilon(r)\} \)), thus Lebesgue dominated convergence theorem applies to \( \{b_\epsilon(r)\} \) and \( b(r) \) is integrable on \([r_0, r_1]\), and

\[ \mu_h(P) = \lim_{\epsilon \to 0^+} \mu_{\epsilon,h}(P) = \lim_{\epsilon \to 0^+} \int_{r_0}^{r_1} b_\epsilon(r)dr = \int_{r_0}^{r_1} b(r)dr. \]

Also for fixed \( m, r_0 \) and \( r_1 \), by Lemma 7.12 we have \( \int_{r_0}^{r_1} b_\epsilon(r)dr \) uniformly bounded. As \( r_0 \) and \( r_1 \) are determined by fixed constants \((t_0, t_1) = (-\sqrt{2}, \sqrt{2})\), so for a fixed \( m, \mu_{\epsilon,h}(P) \) is uniformly bounded. This proves (2).
As the \( c(r) \) in \( b_\epsilon(r) \) can be dropped without affecting the calculation of \( b(r) \), so by applying Lebesgue dominated convergence theorem again, we have

\[
\int_{r_0}^{r_1} b(r) dr = \lim_{\epsilon \to 0^+} \int_{r_0}^{r_1} \left( \int_{g(P) \cap S^n_r} \frac{dA_r}{(y_0 - \epsilon i)^n} \right) dr
\]

\[
= \lim_{\epsilon \to 0^+} \int_{g(P) \subset \mathbb{R}^n} \frac{dy_0 \ldots dy_{n-1}}{(y_0 - \epsilon i)^n} = \mu(g(P)),
\]

where the second step uses polar coordinates to \( g(P) \) in \( \mathbb{R}^n \) and the last step is by Lemma 7.3. So \( \mu_h(P) = \mu(g(P)) \). So by Proposition 8.1, \( \mu_h(P) \) is also invariant under isometry. This proves (1) and finishes the proof. \( \square \)

In the hemisphere model on \( n \)-sphere \( S^n_r \), let

\[
g_{h, \epsilon}(P) = \int_{P \subset S^n_r} \pm \frac{rdx_1 \ldots dx_n}{x_0(x_0 - \epsilon i)^{n+1}}, \tag{8.4}
\]

with the positive sign for \( x_0 > 0 \) and the minus sign for \( x_0 < 0 \). By (4.6) and (4.7), we have

\[
\mu'_{h, \epsilon}(P) - \mu_{h, \epsilon}(P) = \epsilon g_{h, \epsilon}(P)i. \tag{8.5}
\]

Finally, as the last part of the induction step to prove Theorem 4.6, we show that \( \mu'_{h}(P) \) is invariant under isometry.

**Proposition 8.3** Assuming Theorem 4.6 is true up to dimension \( n - 1 \geq 1 \). For a fixed \( m \), let \( P \) be a polytope in \( \mathbb{H}^n \) and be the intersection of at most \( m \) half-spaces. Then in the hemisphere model on \( n \)-sphere \( S^n_r \), (1) \( \mu'_{h}(P) \) is invariant under isometry and \( \mu'_{h}(P) = \mu_{h}(P) \), and (2) \( \mu'_{h, \epsilon}(P) \) is uniformly bounded.

**Proof** In (8.4), by using polar coordinates, we have

\[
g_{h, \epsilon}(P) = \int_{P \subset S^n_r} \frac{dA_r}{(x_0 - \epsilon i)^{n+1}},
\]

where \( dA_r \) is the Euclidean volume element on \( n \)-sphere \( S^n_r \). Notice that \( g_{h, \epsilon}(P) \) has the same form as \( a_\epsilon(r) \) in (7.13), except that in (7.13) \( P \) is in a different context and the integration is on an \((n - 1)\)-dimensional region instead. In fact, the formula of \( a_\epsilon(r) \) in (7.17) does not rely on any induction assumption and can be freely applied to higher dimensions to compute \( g_{h, \epsilon}(P) \) as well. By using (7.17) and working carefully with those minor notational differences, we have

\[
g_{h, \epsilon}(P) = -\frac{1}{n} \sum_E \pm \frac{(r^2 - r_E^2)^{1/2}}{r \cdot r_E} \mu'_{h, \epsilon}(E) + \frac{\epsilon i}{r^2} \mu'_{h, \epsilon}(P), \tag{8.6}
\]

where the sum is taken over all \((n - 1)\)-faces \( E \) of \( P \), and \( r_E \) is the radius of \( E \). The “\( \pm \)” is explained in Lemma 7.8, but this sign is not important for our purpose as we are only concerned with its magnitude.
In (8.6), multiplying $\epsilon i$ on both sides and then substituting the left side with $\mu_{h,\epsilon}'(P) - \mu_{h,\epsilon}(P)$ (by (8.5)), we have

$$
\mu_{h,\epsilon}'(P) - \mu_{h,\epsilon}(P) = -\frac{1}{n} \sum_{E} \pm \frac{(r^2 - r_E^2)^{1/2} \epsilon i}{r \cdot r_E} \mu_{h,\epsilon}(E) - \frac{\epsilon^2}{r^2} \mu_{h,\epsilon}(P).
$$

Rearrange the terms, then

$$(1 + \frac{\epsilon^2}{r^2}) \mu_{h,\epsilon}'(P) = -\frac{1}{n} \sum_{E} \pm \frac{(r^2 - r_E^2)^{1/2} \epsilon i}{r} \cdot \frac{\epsilon}{r_E} \mu_{h,\epsilon}'(E) + \mu_{h,\epsilon}(P),$$

thus

$$
\mu_{h,\epsilon}'(P) = -\frac{r^2}{n(r^2 + \epsilon^2)} \sum_{E} \pm \frac{(r^2 - r_E^2)^{1/2} \epsilon i}{r} \cdot \frac{\epsilon}{r_E} \mu_{h,\epsilon}'(E) + \frac{r^2}{r^2 + \epsilon^2} \mu_{h,\epsilon}(P). \tag{8.7}
$$

For a fixed $m$, by Lemma 7.5 $\frac{\epsilon}{r_E} \mu_{h,\epsilon}'(E)$ is uniformly bounded, and by Proposition 8.2 $\mu_{h,\epsilon}(P)$ is uniformly bounded. As $\frac{(r^2 - r_E^2)^{1/2}}{r} \leq 1$ and $\frac{r^2}{r^2 + \epsilon^2} \leq 1$, so the right side of (8.7) is uniformly bounded. Thus $\mu_{h,\epsilon}'(P)$ is also uniformly bounded and this proves (2).

By the uniform boundedness of $\mu_{h,\epsilon}'(E)$ by induction, $\lim_{\epsilon \to 0^+} \epsilon \mu_{h,\epsilon}'(E) = 0$. Then in (8.7) as $\epsilon \to 0^+$ we have

$$
\mu_{h}'(P) = \lim_{\epsilon \to 0^+} \mu_{h,\epsilon}'(P) = \lim_{\epsilon \to 0^+} \frac{r^2}{r^2 + \epsilon^2} \mu_{h,\epsilon}(P) = \mu_{h}(P),
$$

where the last step is by Proposition 8.2. This proves (1) and finishes the proof. \qed

9 Proof of Theorem 4.6

The proof of Theorem 4.6 is simply a summarization of early results.

**Proof of Theorem 4.6** For dimension 0 and 1, Theorem 4.6 is verified in Lemma 6.1. Now assuming it is true up to dimension $n - 1 \geq 1$, and for a fixed $m$, let $P$ be an $n$-dimensional polytope in $\mathbb{D}H^n$ and be the intersection of at most $m$ half-spaces. By Lemma 7.3, $\mu(P)$ exists and $\mu_{\epsilon}(P)$ is uniformly bounded. By Proposition 8.1, $\mu(P)$ is invariant under isometry. By Proposition 8.2, $\mu_{h}(P)$ is invariant under isometry and agrees with the value $\mu(g(P))$ for any isometry $g$ mapping to the upper half-space model, and $\mu_{h,\epsilon}(P)$ is uniformly bounded. By Proposition 8.3, $\mu_{h}'(P)$ is invariant under isometry and $\mu_{h}'(P) = \mu_{h}(P)$, and $\mu_{h,\epsilon}'(P)$ is uniformly bounded. So we prove Theorem 4.6 for dimension $n$ by induction, and finish the proof. \qed
10 Proof of Theorem 1.2

With Theorem 4.6 proved, in this section we prove Theorem 1.2. We first have the following analogue of a classical formula for polygons in dimension two.

**Lemma 10.1** For $n = 2$, let $P$ be a polytope in $\mathbb{D}^n$. If $P_+$ in $\mathbb{H}^2$ has $m$ sides with dihedral angles $\theta_i$ between consecutive sides (the sides in $\mathbb{H}^n$ can always be arranged in a circular order, and denote $\theta_i = 0$ if two consecutive sides do not intersect), then

$$V_2(P) = 2(m - 2)\pi - 2 \sum_i \theta_i.$$  \hspace{1cm} (10.1)

**Proof** We will use the upper half-space model. By Lemma 7.3 we have $V_2(P) = \mu(P) = \int f(t) dt$ where by (7.9) $f(t) = -2 \sum_F \frac{d\theta_F}{dt}$ (the coefficient 2 is because each 0-face $F$ has two points and $V_0(F) = 2$). By integrating $f(t)$ over $t$, with the details skipped, we then verify (10.1).

In Theorem 1.2, the assumption that $P$ does not have any ideal vertices will greatly simplify the proof of the SDF for $\mathbb{D}^n$ without affecting other main results.

**Theorem 10.2** (Theorem 1.2, Schläfli differential formula for $\mathbb{D}^n$) For $n \geq 2$, let $P$ be a polytope in $\mathbb{D}^n$ that does not contain any ideal vertices, and for each $(n - 2)$-dimensional face $F$, let $\theta_F$ be the dihedral angle at $F$. Then for $\kappa = -1$,

$$\kappa \cdot dV_n(P) = \frac{1}{n - 1} \sum_F V_{n-2}(F) d\theta_F,$$  \hspace{1cm} (10.2)

where the sum is taken over all $(n - 2)$-faces $F$ of $P$. For $n - 2 = 0$, $V_0(F)$ is the number of points in $F$.

**Proof** For $n = 2$, by Lemma 10.1 we have $V_2(P) = 2(m - 2)\pi - 2 \sum_i \theta_i$, so it automatically satisfies (10.2). We assume $n \geq 3$ in the following.

For an arbitrary polytope $P$ in $\mathbb{D}^n$, first we want to cut $P$ into some subdivisions, such that each subdivision is a polytope and all the $(n - 1)$-dimensional faces meet transversally. In the Klein model for $\mathbb{D}^n$, which is a double covering of a disk, if we only consider the upper portion $P_+$ of $P$, then $P_+$ lies on a real projective space $\mathbb{R}P^n$. We can find a bounded region $P'$ in $\mathbb{R}P^n$ with flat facets only (like a Euclidean polytope), such that each flat facet of $P_+$ is also part of a flat facet of $P'$. With $P'$ we can have a standard triangulation with flat planes, and when restricting this triangulation to $P_+$ and performing the same cut on the lower portion $P_-$ of $P$, we cut $P$ into some pieces of polytopes in $\mathbb{D}^n$. As $P$ does not contain ideal vertices, the cut can be general enough such that for each subdivision there is still no ideal vertices. If we vary $P$ smoothly in a small neighborhood, then we can vary each subdivision smoothly as well. As both sides of (10.2) are additive with respect to those subdivisions, thus proving (10.2) for a general $P$ can be deduced to proving for each subdivision of $P$. For any subdivision of $P$, as all its $(n - 1)$-dimensional faces meet transversally, so any small variation can be obtained by varying the $(n - 1)$-faces independently.
Without loss of generality, we still denote the subdivision by $P$. It suffices to consider just varying any one of the $(n - 1)$-faces $E$. By Lemma 7.3, it shows that (10.2) is true for a special one-parameter family of polyhedra. Next we extend it to an $n$-parameter family where $E$ can move freely.

We first use the hyperboloid model. Let $H$ be the $(n - 1)$-dimensional $D^H_{n-1}$ that contains $E$, and $e$ be the inward unit normal to $P$ along the face $E$ in the upper sheet. We have $e \cdot e = 1$ and any small movement of $e$ corresponds to a small movement of $E$. As both sides of (10.2) are additive with respect to subdivisions of $P$, without loss of generality we assume $E$ is not a full $D^H_{n-1}$. As $n \geq 3$, there is a point $p$ in $\partial H \cap H$ but outside of $E$, thus $p$ is also outside of $P$.

Fix any finite $p'$ on the light cone to represent $p$. Since $p$ is on $H$, so $p' \cdot e = 0$. As on light cone we have $p' \cdot p' = 0$, so $(e + sp') \cdot (e + sp') = 1$, hence $e$ may vary along the line of $e + sp'$ while still being a unit vector. Now switching to the upper half-space model by mapping $p$ (under an isometry) to the point at infinity $x_0 = \infty$ (so $P$ is mapped to a finite region in $\mathbb{R}^n$). Then varying $e$ along the line of $e + sp'$ corresponds to a moving plane of the form $x_{n-1} = t$ sweeping through the Euclidean space parallelly. By Lemma 7.3, this special case satisfies (10.2).

Now switch back to the hyperboloid model. As $E$ intersects other faces transversally, $dV_n(P)$ is linear to the change of $e$. To show that (10.2) is true when $e$ varies along any direction in a small neighborhood, it suffices to find $n$ linearly independent vectors that satisfy (10.2) as $p$ does. As $n \geq 3$, this can be achieved by selecting $n$ such linearly independent rays $p_1, \ldots, p_n$ in a small neighborhood of $p$ on $\partial D^H_{n-1}$. This completes the proof.

11 Proofs of Theorem 1.1, 1.3, and 1.4

As an elementary application of the SDF for $D^H_n$ (Theorem 1.2), we prove Theorem 1.1, with a proof similar to (Milnor 1994, Example 2) about standard unit spheres.

**Theorem 11.1** (Theorem 1.1) The total volume of $D^H_n$ is

$$V_n(D^H_n) = i^n V_n(S^n)$$

(11.1)

for both even and odd dimensions, where $V_n(S^n)$ is the $n$-dimensional volume of the standard unit $n$-sphere $S^n$.

**Proof** In the hemisphere model on the unit $n$-sphere $S^n$: $x_0^2 + \cdots + x_n^2 = 1$, where $\partial D^H_n$ is on $x_0 = 0$, define an $n$-dimensional lune $L^n_\theta$ to be the portion of $D^H_n$ such that the last two coordinates can be expressed as

$$x_{n-1} = r \cos \varphi, \quad x_n = r \sin \varphi, \quad \text{with} \quad r \geq 0 \quad \text{and} \quad 0 \leq \varphi \leq \theta.$$

Then $L^n_\theta$ has just two $(n - 1)$-dimensional faces of $\varphi = 0$ and $\varphi = \theta$. Their intersection is an $(n - 2)$-dimensional $D^{H_{n-2}}$ with $x_{n-1} = x_n = 0$, and with a dihedral angle $\theta$. 
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between the two faces. So by Theorem 1.2, we have
\[ \kappa \cdot dV_n(L_0^n) = \frac{1}{n-1} V_{n-2} \left( \mathbb{D}^{n-2} \right) d\theta. \]
As \( V_n(L_0^n) = 0 \) for \( \theta = 0 \), so integrating the above one gets
\[ \kappa \cdot V_n(L_0^n) = \frac{1}{n-1} V_{n-2} \left( \mathbb{D}^{n-2} \right) . \]
Taking \( \theta = 2\pi \), then \( L_0^n \) is the full \( \mathbb{D}^n \), and therefore
\[ \kappa \cdot V_n(\mathbb{D}^n) = \frac{2\pi}{n-1} V_{n-2} \left( \mathbb{D}^{n-2} \right). \]
Notice that with the exception of the extra coefficient \( \kappa \), it is exactly the same recursive formula for \( V_n(\mathbb{S}^n) \). As \( \kappa = -1 = i^2 \), as well as \( V_0(\mathbb{D}^0) = 2 = V_0(\mathbb{S}^0) \) and \( V_1(\mathbb{D}^1) = 2\pi i = V_1(\mathbb{S}^1) \) of (4.3), we immediately obtain
\[ V_n(\mathbb{D}^n) = i^n V_n(\mathbb{S}^n). \]
This finishes the proof. \( \square \)

Let \( \mathcal{H} \) be the algebra over \( \mathbb{D}^n \) generated by half-spaces in \( \mathbb{D}^n \), for \( n \geq 2 \) we show that \( V_n(P) \) is not countably additive on \( \mathcal{H} \).

Example 11.2 For \( n \geq 2 \), in the upper half-space model of \( \mathbb{D}^n \), let \( B_i \) be a closed ball centered at \( O \) with radius \( 1/i \). Let \( P_i = B_i \setminus B_{i+1} \), then \( B_1 \setminus \{ O \} = \bigcup_{i=1}^{\infty} P_i \). Notice that \( \{ O \} \) is the intersection of two closed half-spaces tangent at \( O \), so \( \{ O \} \in \mathcal{H} \) and hence \( B_1 \setminus \{ O \} \in \mathcal{H} \). As a ball is a half-space and always has non-zero volume \( \frac{1}{2} V_n(\mathbb{D}^n) \), so \( V_n(\bigcup_{i=1}^{\infty} P_i) = V_n(B_1 \setminus \{ O \}) \neq 0 \). We also have \( V_n(P_i) = V_n(B_i) - V_n(B_{i+1}) = 0 \), so \( V_n(\bigcup_{i=1}^{\infty} P_i) = \sum_{i=1}^{\infty} V_n(P_i) \). Thus \( V_n(P) \) is not countably additive on \( \mathcal{H} \).

Theorem 11.3 (Theorem 1.3, Uniform boundedness of \( V_n(P) \) for a fixed \( m \)) Let \( P \) be a polytope in \( \mathbb{D}^n \) and be the intersection of at most \( m \) half-spaces in \( \mathbb{D}^n \), then
\[ |V_n(P)| \leq \frac{m!}{2^{m-1}} V_n(\mathbb{S}^n). \] (11.2)

The bound for \( V_n(P) \) in (11.2) is very loose, but it provides an explicit bound and can be verified by running a rather simple induction on both \( m \) and \( n \). On the other hand, there is no fixed bound for \( V_n(P) \) for all \( m \). For example, when \( P \) is obtained by “cutting” \( m \) non-intersecting half-spaces from \( \mathbb{D}^n \) for \( m \geq 2 \), then \( |V_n(P)| = \frac{m-2}{2} V_n(\mathbb{S}^n) \).

Proof First, for all \( m \geq 0 \) we have \( \frac{m!}{2^{m-1}} \geq 1 \). For \( n = 0 \), \( P \) is \( \mathbb{D}^0 \), so (11.2) is true. For \( n = 1 \), as \( V_1(P) \) only takes values of \( 2\pi i, \pi i \), or \( 0 \), so \( |V_1(P)| \leq V_1(\mathbb{S}^1) \) and (11.2) is true as well. We assume \( n \geq 2 \) in the following. For \( m \leq 1 \), \( P \) is either the
full $\mathbb{DH}^n$ or a half-space in $\mathbb{DH}^n$, so by Theorem 1.1 we have $|V_n(P)| \leq V_n(S^n)$ and thus (11.2) is also true. Now we run induction on $m$ for $m \geq 2$.

We use the upper half-space model for $\mathbb{DH}^n$, and without loss of generality, we assume $P$ is in a finite region in $\mathbb{R}^n$. Denote by $H_i$ the face of each half-space, which is also a $\mathbb{DH}^{n-1}$. Let $P_i$ be the intersection of $P$ and $x_{n-1} \leq t$, $E_i$ be the $(n-1)$-face of $P$ on $H_i$, and $F_i$ be the intersection of $E_i$ and $x_{n-1} = t$ (it is ok if $F_i$ is an empty face). As there are at most $m$ such $(n-1)$-faces of $P$, by Lemma 7.3 (and replacing $\mu(P_i)$ with $V_n(P_i)$) we have

$$\kappa \cdot \frac{dV_n(P_t)}{dt} = \frac{1}{n-1} \sum_{i \leq m} V_{n-2}(F_i) \frac{d\theta_{F_i}}{dt}. \quad (11.3)$$

For a given non-empty $(n-2)$-face $F_i$ of $P_t$ on $x_{n-1} = t$, $F_i$ lies on a $\mathbb{DH}^{n-2}$ that is the intersection of $H_i$ and $x_{n-1} = t$. In this $\mathbb{DH}^{n-2}$, $F_i$ is the intersection of at most $m - 1$ half-spaces (with the possibility of $F_i$ being the full $\mathbb{DH}^{n-2}$), contributed by other $H_j$ ($j \neq i$, but not $H_i$) intersecting with this $\mathbb{DH}^{n-2}$. By induction we have

$$|V_{n-2}(F_i)| \leq \frac{(m-1)!}{2^{m-2}} V_{n-2}(S^{n-2}),$$

so by (11.3)

$$\left| \frac{dV(P_t)}{dt} \right| \leq \frac{1}{n-1} \cdot \frac{(m-1)!}{2^{m-2}} V_{n-2}(S^{n-2}) \sum_{i \leq m} \left| \frac{d\theta_{F_i}}{dt} \right|. \quad (11.4)$$

When $F_i$ is not an empty face, we also have $\theta_{F_i}$ as a monotonic function over $t$ that takes values in an interval between 0 and $\pi$. By this monotonicity of $\theta_{F_i}$, no matter increasing or decreasing, integrating in this range only we have $\int \left| \frac{d\theta_{F_i}}{dt} \right| dt \leq \pi$. Thus by integrating (11.4)

$$\int \left| \frac{dV(P_t)}{dt} \right| dt \leq \frac{1}{n-1} \cdot \frac{(m-1)!}{2^{m-2}} V_{n-2}(S^{n-2}) \cdot m\pi$$

$$= \frac{2\pi}{n-1} \cdot \frac{m!}{2^{m-1}} V_{n-2}(S^{n-2}) = \frac{m!}{2^{m-1}} V_n(S^n),$$

where the last step uses a recursive formula $V_n(S^n) = \frac{2\pi}{n-1} V_{n-2}(S^{n-2})$. So

$$|V_n(P)| \leq \int \left| \frac{dV(P_t)}{dt} \right| dt \leq \frac{m!}{2^{m-1}} V_n(S^n).$$

This completes the proof. \qed

We also immediately prove Theorem 1.4.

**Theorem 11.4** (Theorem 1.4) Let $\mathcal{H}$ be the algebra over $\mathbb{DH}^n$ generated by half-spaces in $\mathbb{DH}^n$, and $P \in \mathcal{H}$. Then $V_n(P)$ is real for $n$ even, and $V_n(P)$ is imaginary for $n$ odd and is completely determined by $P \cap \partial \mathbb{H}^n$.
Proof In the upper half-space model, without loss of generality we assume that $P$ is in a finite region in $\mathbb{R}^n$. By (4.4) we have

$$\mu_\epsilon(P) = \mu_\epsilon(P_+) + \mu_\epsilon(P_-) = \mu_\epsilon(P_+) + (-1)^n \mu_{-\epsilon}(P_+).$$

Taking the pointwise sum of $(\mu_\epsilon + (-1)^n \mu_{-\epsilon})$ on $P_+$, observe that it is real for $n$ even and imaginary for $n$ odd. As $V_n(P) = \mu(P) = \lim_{\epsilon \to 0^+} \mu_\epsilon(P)$, so $V_n(P)$ is also real for $n$ even and imaginary for $n$ odd.

For $n = 1$, if $P \cap \partial \mathbb{H}^1$ contains 0, 1, or 2 points, $V_1(P)$ takes value of 0, $\pi i$, or $2\pi i$ respectively. So $V_1(P)$ is determined by the number of points in $P \cap \partial \mathbb{H}^1$.

For $n$ odd and $n \geq 3$, assume $P, P' \in \mathcal{H}$ and $P \cap \partial \mathbb{H}^n = P' \cap \partial \mathbb{H}^n$. We first show that $V_n(P \setminus P') = 0$. It is convenient to use the Klein model for visualization, and denote the upper portion of $P \setminus P'$ by $(P \setminus P')_+$. Using flat planes $(P \setminus P')_+$ can be cut into the union of hyperbolic simplices (with ideal vertices allowed, see also Remark 4.5), so $(P \setminus P')_+$ has finite volume. As $n$ is odd, so $V_n((P \setminus P')_-) = -V_n((P \setminus P')_+)$. Hence $V_n(P \setminus P') = 0$. Therefore

$$V_n(P) = V_n(P \setminus P') + V_n(P \cap P') = V_n(P \cap P').$$

By symmetry we also have $V_n(P') = V_n(P \cap P')$, therefore $V_n(P') = V_n(P)$. Thus for $n$ odd, $V_n(P)$ is completely determined by $P \cap \partial \mathbb{H}^n$. □

Theorem 1.4 is crucial for exploring new geometric properties of $\partial \mathbb{H}^n$ on top of the standard conformal structure on a sphere. We will discuss this in more detail next.

12 A volume on $\partial \mathbb{H}^{2m+1}$

As an important application of Theorem 1.4, for $n$ odd, we show that the volume on $\mathbb{D}H^n$ induces an intrinsic volume on $\partial \mathbb{H}^n$ on regions generated by half-spaces in $\partial \mathbb{H}^n$, with the induced volume invariant under Möbius transformations. But this volume on $\partial \mathbb{H}^n$ is not induced by any volume form on $\partial \mathbb{H}^n$ as a differentiable manifold.

Here we clarify some notions that apply to all $n \geq 1$, both even and odd. For a half-space in $\mathbb{D}H^n$, its restriction to $\partial \mathbb{H}^n$ is called a half-space in $\partial \mathbb{H}^n$. If using $\mathbb{R}^{n-1}$ (plus a $\infty$) as a model for $\partial \mathbb{H}^n$, then a half-space is either the insider or the outside of a ball, or a Euclidean half-space; if using $\mathbb{S}^{n-1}$ as a model for $\partial \mathbb{H}^n$, then any hyperplane crossing $\mathbb{S}^{n-1}$ cuts $\partial \mathbb{H}^n$ into two half-spaces. Let $\mathcal{F}$ (resp. $\mathcal{H}$) be the algebra over $\partial \mathbb{H}^n$ (resp. $\partial \mathbb{H}^n$) generated by the half-spaces in $\partial \mathbb{H}^n$ (resp. $\partial \mathbb{H}^n$). A polytope in $\partial \mathbb{H}^n$ is a finite intersection of closed half-spaces in $\partial \mathbb{H}^n$, which can also be viewed as a restriction of a polytope $P$ in $\mathbb{D}H^n$ to $\partial \mathbb{H}^n$ (but the choice of $P$ may not be unique, see Remark 12.5).

For $n = 2m + 1$ and $P \in \mathcal{H}$, let $G = P \cap \partial \mathbb{H}^{2m+1}$. We define a real valued volume of $G$ by

$$V_{\infty,2m}(G) := c_{2m} \cdot V_{2m+1}(P), \quad \text{where} \quad c_{2m} = \frac{V_{2m}(\mathbb{S}^{2m})}{V_{2m+1}(\mathbb{S}^{2m+1})}. \quad (12.1)$$
The factors $c_{2m}$ are chosen to normalize $V_{2m+1}(P)$ in a way such that (1) for $m = 0$, $V_{\infty,0}(G)$ is the number of points in $G$, and (2) for a polytope $G$, $V_{\infty,2m}(G)$ satisfies a SDF for $\partial \mathbb{H}^{2m+1}$ with the appropriate coefficients (Theorem 12.6). Setting $P = \mathbb{D}\mathbb{H}^{2m+1}$, by Theorem 1.1 and (12.1), we have

$$V_{\infty,2m}(\partial \mathbb{H}^{2m+1}) = V_{2m}(S^{2m}).$$

(12.2)

It is worth noting that the choice of the set of factors $c_{2m}$ is not unique, e.g., we can just as well choose a different set of factors such that $V_{\infty,2m}(\partial \mathbb{H}^{2m+1}) = (-1)^m V_{2m}(S^{2m})$ instead, then the SDF for $\partial \mathbb{H}^{2m+1}$ in Theorem 12.6 should add a minus sign.

**Theorem 12.1** For $m \geq 0$, $V_{\infty,2m}(G)$ is well defined on $\mathcal{F}$, and is invariant under Möbius transformations of $\partial \mathbb{H}^{2m+1}$.

**Proof** For $G \in \mathcal{F}$, let $P$, $P' \in \mathcal{H}$ and satisfy $P \cap \partial \mathbb{H}^{2m+1} = P' \cap \partial \mathbb{H}^{2m+1} = G$. By Theorem 1.4, we have $V_{2m+1}(P) = V_{2m+1}(P')$, so $V_{\infty,2m}(G)$ is well defined and independent of the choice of $P \in \mathcal{H}$. By Theorem 4.6, $V_{2m+1}(P)$ is invariant under isometry of $\mathbb{D}\mathbb{H}^{2m+1}$, therefore $V_{\infty,2m}(G)$ is invariant under Möbius transformations of $\partial \mathbb{H}^{2m+1}$. 

**Remark 12.2** We remark that $V_{\infty,2m}(G)$ is not countably additive on $\mathcal{F}$. This can be shown by using the sets in $\mathbb{D}\mathbb{H}^{2m+1}$ from Example 11.2, and then restricting them to $\partial \mathbb{H}^{2m+1}$.

**Remark 12.3** If we use $\mathbb{R}^{2m}$ (plus a $\infty$) as a model for $\partial \mathbb{H}^{2m+1}$, any ball in $\mathbb{R}^{2m}$ is a half-space in $\partial \mathbb{H}^{2m+1}$, then by Theorem 12.1 it has a fixed non-zero volume in $\partial \mathbb{H}^{2m+1}$. As a ball can be arbitrarily “small” in $\mathbb{R}^{2m}$, thus it implies that the volume $V_{\infty,2m}(G)$ is not induced by any volume form on $\mathbb{R}^{2m}$ as a differentiable manifold.

Liouville’s theorem states that all conformal mappings on a domain of $\mathbb{R}^n$ and $S^n$ for $n \geq 3$ are restrictions of Möbius transformations. So the volume $V_{\infty,2m}(G)$ on $\partial \mathbb{H}^{2m+1}$ for $m > 1$ is also invariant under conformal mappings. To our knowledge $V_{\infty,2m}(G)$ is a new invariant we discovered on $\partial \mathbb{H}^{2m+1}$. We have the following question.

**Question 12.4** Can the volume $V_{\infty,2m}(G)$ be defined in $\partial \mathbb{H}^{2m+1}$ for a larger class of regions than $\mathcal{F}$, such that it is still invariant under Möbius transformations?

Say, for closed regions in $\partial \mathbb{H}^{2m+1}$ with piecewise smooth boundary, and if so, how? \(^5\) For $n$ even, we do not have notions of length or volume for $\partial \mathbb{H}^n$: this is because it is possible for $V_n(P)$ to be non-zero while $G = P \cap \partial \mathbb{H}^n$ is the empty set (e.g., when $P_+$ is a convex polytope in $\mathbb{H}^n$), thus we cannot simply assign $V_n(P)$ to $G$ to obtain a well defined function of $G$. For $n = 2$, another way to see this is that any interval on $\partial \mathbb{H}^2$ is a half-space, so we cannot define a non-trivial length on $\partial \mathbb{H}^2$.

\(^5\) For $m = 1$, for any closed region $U$ in $\partial \mathbb{H}^3$ with piecewise smooth boundary, a potential definition of the volume $V_{\infty,2}(U)$ (that is still finitely additive) is as follows. First partition $U$ into some simplicial regions with piecewise smooth boundaries, for each region define the volume as $\alpha + \beta + \gamma - \pi$ where $\alpha$, $\beta$, and $\gamma$ are the dihedral angles, then sum them up to define $V_{\infty,2}(U)$. It can be shown that $V_{\infty,2}(U)$ is well defined and independent of the partition (see also Corollary 12.7). By the definition, $V_{\infty,2}(U)$ is not only invariant under Möbius transformations, but also invariant under any conformal mappings on the closed region $U$. It should not be confused with the Riemann mapping theorem (for mapping to an open disk) whose subjects are simply connected open regions where the mapping may not be necessarily conformal on the boundary.
Remark 12.5 We remark that unlike the polytopes in $M^n$ or $\mathbb{D}^n$, a polytope $G$ in $\partial \mathbb{H}^n$ may not be formed by a unique minimal set of half-spaces. For example in $\partial \mathbb{H}^3$ (a 2-sphere), the intersection of three properly chosen half-spaces may contain two simplicial components $G$ and $F$ (like in $\mathbb{D}^2$ the intersection of three half-spaces may contain a pair of simplices in $\mathbb{H}^2$ and $\mathbb{H}^2_n$ respectively). But in order to make $G$ itself a polytope in $\partial \mathbb{H}^3$, a fourth half-space, whose choice is not unique, has to be added to separate $G$ and $F$. So while $G$ only has three visible sides, it is formed by a set of at least four half-spaces in $\partial \mathbb{H}^3$ whose choice is not unique. See Fig. 9.

For $n \geq 3$, for two half-spaces in $\partial \mathbb{H}^n$ whose boundaries intersect, an intersection angle is well defined, which is the same intersection angle between the two corresponding half-spaces in $\mathbb{D}^n$. For a polytope $P$ in $\mathbb{D}^{2m+1}$, we already prove that $V_{2m+1}(P)$ satisfies the SDF for $\mathbb{D}^{2m+1}$. For all codimension 2 faces of $P$, as their volumes and the dihedral angles can also be passed through to $\partial \mathbb{H}^{2m+1}$ with a restriction to $\partial \mathbb{H}^{2m+1}$, so the SDF for $\mathbb{D}^{2m+1}$ can also be passed through to $\partial \mathbb{H}^{2m+1}$ adjusted by a set of factors $c_{2m}$ in (12.1). By Theorem 1.2, we have the following new version of SDF for $\partial \mathbb{H}^{2m+1}$.

**Theorem 12.6** For $m \geq 1$, let $P$ be a polytope in $\mathbb{D}^{2m+1}$ and $G = P \cap \partial \mathbb{H}^{2m+1}$. If $P$ does not contain any ideal vertices, then

$$dV_{\infty,2m}(G) = \frac{1}{2m-1} \sum_{F} V_{\infty,2m-2}(F) \, d\theta_F,$$

where the sum is taken over all codimension 2 faces $F$ of $G$. For $2m-2 = 0$, $V_{\infty,0}(F)$ is the number of points in $F$.

We immediately have the following result for dimension two.

**Corollary 12.7** Let $G$ be a polytope in $\partial \mathbb{H}^3$ homeomorphic to a closed disk, and have $k$ sides with dihedral angles $\theta_i$ between consecutive sides, then

$$V_{\infty,2}(G) = \sum \theta_i - (k - 2)\pi.$$  

**Proof** In (12.3), for $m = 1$ by integrating both sides we have $V_{\infty,2}(G) = \sum \theta_i + c$. By a limiting case with $\theta_1 = \theta_k = 0$ and $\theta_i = \pi$ for $2 \leq i \leq k - 1$, where the volume is 0, the constant term is determined to be $-(k - 2)\pi$. This finishes the proof. \hfill \Box

We fix a standard unit sphere $\mathbb{S}^{2m}$ as a model for $\partial \mathbb{H}^{2m+1}$. Let $G$ be a spherical convex polytope in $\mathbb{S}^{2m}$ and $V_{2m}(G)$ be the standard spherical volume. As $V_{2m}(G)$
satisfies a SDF with $\kappa = 1$, then by Theorem 12.6 and an induction on $m$, we have

$$V_{\infty,2m}(G) = V_{2m}(G).$$

But somewhat surprisingly, this identity does not hold in general when $G$ is not a spherical convex polytope, as $V_{\infty,2m}(G)$ is invariant under Möbius transformations while $V_{2m}(G)$ is not.

**Example 12.8** For $m = 1$, let $G$ be formed by three non-intersecting segments of small circles on $S^2$ with interior angles $\alpha$, $\beta$, and $\gamma$. By Corollary 12.7 we have $V_{\infty,2}(G) = \alpha + \beta + \gamma - \pi$. When the three sides of $G$ form a small circle on $S^2$ with $\alpha = \beta = \gamma = \pi$, then $V_{\infty,2}(G) = 2\pi$, but $V_2(G)$ can take any value between 0 and $4\pi$. Thus $V_{\infty,2}(G) \neq V_2(G)$.

Recall that $S^{2m}$, $\mathbb{D}^{2m}$, and $\mathbb{R}^{2m}$ (plus a $\infty$) are all naturally endowed with the same conformal structure as of $\partial \mathbb{H}^{2m+1}$, so for a polytope $G$ in $M^{2m}$ or $\mathbb{D}^{2m}$, we can also assign a value $V_{\infty,2m}(G)$ to $G$. We show that $\partial \mathbb{H}^{2m+1}$ exhibits geometric properties of the spherical, (double) hyperbolic, as well as Euclidean spaces at the same time, in the following sense. For a polytope $G$ in $\mathbb{D}^{2m}$, as $V_{2m}(G)$ satisfies a SDF with $\kappa = -1$, then by Theorem 12.6 and an induction on $m$, we have $V_{\infty,2m}(G) = (-1)^m V_{2m}(G)$. If the upper portion of $G$ (denote by $G_+$) is also a convex polytope in $\mathbb{H}^{2m}$, then $V_{\infty,2m}(G_+) = \frac{1}{2} V_{\infty,2m}(G)$ and $V_{2m}(G_+) = \frac{1}{2} V_{2m}(G)$, thus $V_{\infty,2m}(G_+) = (-1)^m V_{2m}(G_+)$; but it is not so if $G_+$ is an unbounded polytope in $\mathbb{H}^{2m}$, since $V_{\infty,2m}(G_+) = \frac{1}{2} V_{\infty,2m}(G)$ still holds but $V_{2m}(G_+)$ does not exist. To summarize, we have the following result generalizing (12.5).

**Theorem 12.9** Let $G$ be a convex polytope in $M^{2m}$ or a polytope in $\mathbb{D}^{2m}$ of constant curvature $\kappa$, then $V_{\infty,2m}(G) = \kappa^m V_{2m}(G)$.

**Proof** The only case left is to show that when $G$ is a convex polytope in $\mathbb{R}^{2m}$ (with $\kappa = 0$), we have $V_{\infty,2m}(G) = 0$. Without loss of generality, we assume $G$ is a simplex. For $m = 1$, by (12.4) we have $V_{\infty,2}(G) = 0$. For $m > 1$, by induction the right side of (12.3) is 0, so $dV_{\infty,2m}(G) = 0$. As $G$ can continuously deform to a degenerate Euclidean simplex with zero volume, thus $V_{\infty,2m}(G) = 0$. $\square$

Similar to Example 12.8, Theorem 12.9 does not hold in general when $G$ is not a convex polytope in $M^{2m}$ or a polytope in $\mathbb{D}^{2m}$. In the (double) hyperbolic case, this is so because $V_{\infty,2m}(G)$ is invariant under Möbius transformations of $\mathbb{D}^{2m}$ while $V_{2m}(G)$ is not (when the Möbius transformation does not preserve the boundary at infinity $\partial \mathbb{H}^{2m}$). In the Euclidean case, if $G$ is a ball in $\mathbb{R}^{2m}$, then $V_{\infty,2m}(G)$ has a fixed non-zero volume (see Remark 12.3) while $\kappa^m V_{2m}(G)$ is 0. We also remark that if $G$ is an unbounded polytope in $\mathbb{R}^{2m}$, we do not have $V_{\infty,2m}(G) = 0$ either.
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