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Abstract

This paper concerns the diagnosis of schizophrenia using an electroencephalogram signals, and introduces a new framework based on the brain emotional learning model that can be applied in wide varieties of artificial intelligence applications. We propose the extended supervised version of the neuro-based computational model of an emotional learning referred as to the decay brain emotional learning based fuzzy inference system (DBELFIS). This architecture is based on fuzzy inference system, and it is build-up from the fusion algorithm based on brain emotional learning and fuzzy inference system. In this paper, we compared the proposed method with Multi-layer Perceptron (MLP), brain emotional learning (BEL) and a limbic based artificial emotional neural network (LiAENN). Substantial experimental results show that the proposed approach can effectively diagnose schizophrenia.
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Introduction

Schizophrenia can be defined as a serious psychiatric disorder and falls within the scope of psychotic illnesses with a worldwide lifetime prevalence of 1%. The name schizophrenia deduced from the recent scrutinization that the illness is symbolized by the disjunction or fragmentation of the different psychotic functions [1]. Patients with schizophrenia would show some types of symptoms characteristic, including disorganized speech, disturbance in thought, effects, perception and problem in social connectivity between people, the problem in inferring peoples thoughts and reacting emotionally to others [2]. The cognitive or intellectual deficit in schizophrenia that is not apparent right away requires various investigation procedures, including an effect on daily living or occupational therapists working in cognitive-behavioral therapy. The recent study established a link between certain electroencephalographic (EEG) test and patients cognitive and psychological damage [3, 4]. EEG signal demonstrates the electrical activity of the brain that analyzes useful features that can be used for the diagnosis of different diseases [5]. Patterns of EEG may correspond with the normal or impaired function of the central nervous system disease based on an empirical basis [6]. Previous studies using EEG have investigated the emotion recognition [7], analysis of epileptic activity [8], Attention-deficit/hyperactivity disorder (ADHD) [9], schizophrenia [10], depressive symptomatology [11], cognitive processing [12], brain damage [13] and numerous other functions. As various literature reviews show, significant problems with executive function, working memory and episode memory, reasoning, problem solving and speed of processing, in different cognitive domains have been demonstrated by people with schizophrenia [14, 15]. However, emotional states are dynamic and may have been altered by engaging in the task, despite having complicated brain process for emotion analysis, different emotional tasks are distinguishable by measuring and describing of physiological signals [16]. Most emotions based studies have been suggested that mainly alternations in functional connectivity are seen in schizophrenia patients. There are also cognitive abnormalities with people with chronic schizophrenia [17]. Cognitive processes and emotions, both need the cortex connections involving the limbic system [18]. There have been numerous model free EEG studies between schizophrenics and other groups. Among the studies involves differentiating between the target patients population and appropriate comparison groups [19-21], denoted increased slow wave is seen significantly more
in schizophrenia populations. Winderter et al., [22], reported increased frontally pronounced delta activity and decreased the signal power of the N100/P200 amplitude, then be concluded that schizophenies show dysfunction of the frontal lobe. Some studies supported frontal localization of EEG abnormalities of schizophrenies [19, 23, 24]. Sponheim et al., [25] reported distinguishable ubiquity of slow wave abnormalities between schizophrenies and bipolar patients. Shagas et al., [26], compared the EEG of schizophrenies with affective disorders, personality disorders, and healthy controls. They reported a sensitivity of 50% and specificity of 90% and when comparing largely similar group, 78% sensitivity, and 85% specificity were reported. It has been proved that the magnitude of abnormal EEG was twice as great among people with schizophrenia as among affective disorder [27]. In addition, the EEG measure named Global Field Synchronization (GFS) that approximates functional connectivity of brain processes in a different EEG frequency band, was proposed; GFS analysis showed a loss of mutual dependence of memory functions in schizophrenia patients [28]. Sabeti et al., [29], several feature extraction methods, including Shannons entropy, spectral entropy, approximate entropy, Lempel-Ziv complexity, and Higuchi fractal dimension were extracted from EEG signals, then two classification methods, including LDA and AdaBoost were considered, the results showed that EEG signals can be a useful tool for differentiating between the schizophrenic and control participants. Black box models [30], and white box models [30] have been applied to diagnosis issues. The well-known black box models have been applied to disease diagnosis, including neural network, linear auto regression model, non-linear auto regression models have been applied to diagnosis issues. The well-known black box physical model used to calculate an output to have physically consistent models with non-linear mapping that performs well for diagnosing disease and emotions based problem, and the black box neural network that has the capacity to model the network without having prior knowledge and produces an estimate of the inherent error in the physical models approximation. Fusion adaptive neuro-fuzzy inference system with the proposed methods provides more accurate output. The organization of this paper is as follows: Section 1.1, 1.2 the brain emotional learning is briefly explained, and the prior computational models are reviewed. Section 2.3 describes the proposed model. Section 3 presents the results and discussions, and Section 4 concludes the paper.

Materials and Methods

Data Acquisition

A study sample of 27 participants including 17 patient and 11 age-matched control participants (all male, 18-60) recruited from consecutive admission to a major psychiatric hospital in perth, Western Australia, provided the basis for this study. All patients had been examined using a structured clinical interview the diagnostic interview for psychosis and final research diagnoses based on the DIP interview and senior consultant psychiatrist review of the clinical case notes. The patients according to DSM-IV and ICD-10 criteria were diagnosed [33, 34]. The exclusion criteria for all control participant included if any of their first degree relatives had been diagnosed with schizophrenia, positive history of head injury, neurological disorder, and substance abuse or dependence at the time of testing. Variety of standard neuroleptics at the time of recording with no effort to standardize the dosages were received by patients. Each participant was seated upright with eyes closed and the experiment lasted for 2 min. Electrophysiological data were recorded using a Neuroscan 24 Channel Synamps system, with a signal gain equal to 75 K (150 at the headbox). For EEG paradigms, 20 electrodes (Electrocapi 10-20 standard system) were recorded according to the international 10-20 system, EEG data were recorded from 20 electrodes (Fpz, Fz, Cz, Pz, C3, T3, C4, T4, Fp1, Fp2, F3, F4, F7, F8, P3, P4, T5, T6, O1, O2).

Review of Brain Emotional Learning

The neural basis of the emotional brain is represented by the limbic system (LS) theory of emotion. A group of regions in the brain containing the hippocampus, the amygdala, the thalamus, the sensory cortex and the orbitofrontal cortex, are named the limbic system. Among this structure, the amygdala plays a significant role in emotional learning and in storing emotional experiences and responses. Thalamus is the first part of the limbic system that receives emotional stimuli and is responsible for the provision of high-level information about the stimulus. LeDoux [35] announced that there are two different paths to access amygdala, one is short and fast but inaccurate and comes directly from the thalamus, the other is slow and long distance but accurate and originates from the sensory cortex. Sensory cortex distributes the incoming signal between amygdala and orbitofrontal cortex. Orbitofrontal cortex processes stimulus, learning the stimulus-reinforcement association and evaluates the amygdala's response. It also evaluates the reinforcement signal and forbids the amygdala from provision of inappropriate responses [36, 37]. MacLean said interaction sensation from the world with information from the body causes emotional experience, he proposed his limbic model of emotion [38]. Lazarus announced the case for emotion involving cognition [39]. A computational model of emotional learning in the amygdala was proposed by Moren and Balkenius [36]. Brain emotional learning as a controller for heating, and air conditioning (HVAC) control system was introduced [40]. The supervised version of brain emotional learning was named FDBEL (supervised fuzzy decay brain emotional learning) was conducted for predicting Geomagnetic Index [41]. Diagnosing the complexity of the dynamic system by using a reinforcement recurrent fuzzy rule based on the brain emotional learning was designed [42]. Khashman [43] presented altered back propagation learning algorithm namely, the emotional back propagation (EmBP) learning algorithm and examined the effect of the applied emotional factors on learning and decision making potentially of the neural network.

The results showed that inserting emotional parameters improve the performance of the neural network and have high recognition rates. Khashman [44] attempted to model natural intelligence and emotions in machine learning. This approach demonstrated that emotion must be valued through simulation maps by investigating the integration of emotion at the structural level of cognitive systems by adding emotional factors on learning and decision making capabilities of the neural network. The model was named DuoNeural Network (DuoNN). The result showed that the
DuoNN architecture, configuration, and the additional emotional information processing, obtained recognition rates with high accuracy. Kashman [43-45], assumed that the anxiety level at the beginning of a learning task is high and the confidence level is low. Brain emotional learning based fuzzy Inference system (BELFIS) integrates the idea of the previous emotional model with neuro-fuzzy inference system for predicting solar activity forecasting, it utilized adaptive networks that the number and type of membership function can be different. The results indicated that BELFIS is a reliable, nonlinear predictor model for solar activity forecasting but suffers from the curse of dimensionality and related issue; thus, it is not workable for high dimension applications [46]. Lotfi [47] modified version of brain emotional learning (BEL) applied in various control applications and proposed brain emotional learning based picture classifier (BELPIC), and the result showed the high accuracy and low time complexity for image classification. Lotfi and Akbarzadeh [48], proposed the limbic-based artificial neural network (LiANN) that models emotional situation including anxiety and confidence in the learning process, the forgetting process, the short path and inhibitory mechanisms of emotional brain. The model showed higher accuracy than other applied emotional networks such as brain emotional learning (BEL) and emotional back propagation (EmBP) based networks.

Methodology

Proposed Brain Emotional Learning Model: The proposed model is named DBELFIS (decay brain emotional learning based fuzzy inference system) was utilized to diagnose schizophrenia patients. The prominent characteristic of this approach includes fast training, methods for rules inserting, and adjusting. The fuzzy framework can explain the brain behavior [49-50]. The proposed model we fuzzified the signal omitted from thalamus and sensory cortex using fuzzy inference system, and applied decay rate in the amygdala in order to simulate the forgetting role of amygdala, which has a biological basis [51].

Structure: The leading components of the limbic system considered for the model are the amygdala (AMY), the orbitofrontal cortex (ORB), the sensory cortex (CS), and the thalamus. The amygdala has both cortical and subcortical afferents, and it is concluded 13 interconnected nuclei, which can be divided into two main groups [52-54]. The largest (and best differentiated) and the main input structure of the amygdala complex is the basolateral nuclear group [BLA] associates conditional stimuli and unconditional representation based either on thalamic or cortical information [55]. The BLA nuclei receive input, and context from different cortical areas and the hippocampus, which appears to collectively compute possible danger and emotional salience. The other major part consists of the centromedial group [Ce-M]. Due to this fact that brain of human schizophrenia shows significant reduction of amygdala, including central and basolateral, thus the connections, and the internal parts of the amygdala are imitated by defining the BLA, and the Ce-M [56]. Patients with schizophrenia have been shown to have an actual deficit of prefrontal cortical. One of the essential elements of the prefrontal cortex is the orbitofrontal cortex [57]. While the amygdala, and orbitofrontal learn about emotional and fearful stimuli, amygdala also investigates a punishment or reward value, and its main function includes monitoring, learning, reward processing, decision making, and sensory integration, while the lateral orbitofrontal cortex function is linked to the evaluation of punishers [58, 59]. The orbitofrontal has often been subdivided into medial, lateral, posterior, and anterior sections. The thalamus is considered the gateway to the cortex. The structures of the model and connection between parts are illustrated in Figure 1. We used fusion algorithm based on amygdala and orbitofrontal emotional learning with the fuzzy inference system (see Figure 2). Data before incoming to the amygdala and orbitofrontal was fuzzified. We simulated the function of the thalamus, and sensory cortex by applying fuzzy expert system. Due to the dynamic behavior of the model, fuzzy logic would be a suitable tool that deals with inaccurate, and incomplete data [60]. 1-Thalamus: DT has the data transfer function and passes Aj to sensory cortex and max(Aj) to amygdala, according to Eq. (1)(see Figure 1) and the graphical view of the model is showed in Figure 2.

\[ A_j = \text{max}(A_j) \quad \text{(1)} \]

SC: Sensory cortex simulates the function of sensory cortex by applying feed forward linear neural network and disseminates \( S_j \) between the amygdala and orbitofrontal. AMG: BLA (AB-B, LA) unit in this model averages the behavior of pyramidal excitatory neurons. The connection between amygdala weights (\( V_j \)) and thalamus weights (\( V_t \)) are adjusted relative to the difference
between reinforcement signal, and output of the basolateral nuclear group. \( \alpha \) and \( \beta \) are the learning rule, which ensure that weights do not decay to zero. The BLA passes \( E_a \) to CE-M. The connection between the Ce-M and the basolateral (BL) amygdala is excitatory in nature. The weights are adjusted based on reinforcement signal. We used decay rate (\( \gamma \)) to simulate the forgetting role of amygdala theory because the neural traces of the memories are thought to disappear or decay. The left side of the eq. (2) is a bell membership function. Rules are weights (\( V_i \), \( W_i \)) updated based on back propagation neural network algorithm. The \( S_j \) is the \( k_a \) fuzzy set with bell membership function and distributed between the amygdala and orbitofrontal cortex. The fusion of the bell membership function with amygdalas output, which is made by multiplying the left and right side of the equation, is shown in Eq. (2).

\[
E_x = \frac{1}{1 + (S_j \cdot W_j - \alpha^{30})} \cdot S_j \cdot V_j + A_j \cdot V_j ---- (2)
\]

\[
V_j^{++1} = (1 - \gamma)V_j + \alpha\max{(Rew_j^{++1} - E_j)}/V_j ---- (3)
\]

\[
V_j^{++1} = (1 - \gamma)V_j^{+1} + \alpha\max{(Rew_j^{++1} - E_j^{+1})}/V_j^{+1} ---- (4)
\]

ORB: Orbitofrontal receives a fuzzy reinforcing signal that forbids the wrong answers of amygdala. There is a bidirectional connection between this part and the amygdala. Orbitofrontal gets \( S_j \) from SC and RF from Ce-M and returns a partial response \( E_a \). The \( S_j \) is the \( k_a \) fuzzy set with bell membership function. The ORB function is calculated by eq. (5).

\[
E_x = \frac{1}{1 + (S_j \cdot W_j - \alpha^{30})} \cdot S_j \cdot V_j ---- (5)
\]

\( P_o \) represents the expected punishment and is formulated by eq. (6).

\[
P_o = E_n W_{y1} ---- (6)
\]

The Connection weights \( W_j \) adjusted relative to difference between reinforcement signal and output of basolateral nuclear group according to eq. (7).

\[
w_{j+1} = w_j + \beta(E_j - Rew_j^{+} \cdot V_j) ---- (7)
\]

\[
Rew_j^{+} = T_j - E_j ---- (8)
\]

Ce-M: The centromedial group consists of adaptive network. The outputs of BL and OFC are crisp values. We fuzzified the output of OFC and BEL as a gaussian membership function. Finally the output of the model is computed as eq. (9).

\[
E = \exp(-0.5*(E_j - E_j)^2) ---- (9)
\]

**Results and Discussions**

The extracted feature from EEG signals should be labeled, two classes of Patient (A) and Healthy (H) were chosen by their values. In the literature, a dimensionality reduction step has been used to classify this dataset. The defined method for the dimensionality reduction is locally linear embedding (LLE). Some advantage of LLE is to prevent the search from becoming stuck in a local minimum, and also few parameters need to be set, finding the optimal value of parameters were discussed in [61, 62]. To assess the DBELFIS method, 20% of samples were used as validation, 20% as a test, and 60% as training samples. For all learning scenarios listed above, we set \( \alpha \), \( \beta \) and \( \gamma \) 0.6, 0.3 and 0.01. To evaluate the performance of the model, the proposed model were compared with the result of MLP, BEL, and LiAENN [48]. The number of hidden layer in MLP was defined 2. The number of rules for LiAENN, and DBELFIS are 27, and 31. All learning and testing conditions of LiAENN, and DBELFIS are the same. The predicted values by MLP, BEL, LiAENN, and DBELFIS are depicted in Table 1, it indicates that the predicted values by LiAENN, and DBELFIS are very close in the majority of points of test set, and both provide lower mse error using small number of iteration (Table 2), but DBELFIS with high specificity performs better than LiAENN as shown in Table 1. To adjust the weights we scaled all of the data between 0 and 1. The initial weights are randomly selected between \([-1, 1]\). Regression analysis is a statistical process for evaluating the relationships among variables, that is widely used for prediction. Figure 3 presents the regression...
plots of the results obtained from DBELFIS. In the figures, R is regression value of data that represents the correlation value for the training samples (R = 0.99564), validation samples (R = 0.90612), testing samples (R = 0.99971), and the fitting correlation of the whole data set on the prediction model (R = 0.90329). This study emphasizes the advantage of merging white box and black box method to overcome the limitation of using each box including not having full control over model (black box) and their reliance to the capability of neural network to draw model (white box). This model is a novel supervised learning algorithm with a high accuracy in comparison with previous models, lower computational can achieve lower mean square error with maximum accuracy and performs well for high dimensional data. The experimental results show that proposed method avoids premature convergence problem, and improves the final results.

Table 1. Accuracy of Predictions.

| Model   | Sensitivity | Specificity | Accuracy |
|---------|-------------|-------------|----------|
| MLP     | 93.8%       | 45.5%       | 74.1%    |
| BEL     | 87.5%       | 63.6%       | 85.0%    |
| LiAENN  | 100.0%      | 72.7%       | 88.9%    |
| DBELFIS | 100.0%      | 81.8%       | 92.6%    |

Table 2. Comparison between MLP, BEL, LiAENN, FMEL.

| Model   | MSE        | Structure |
|---------|------------|-----------|
| MLP     | 0.201%     | 25epoch   |
| BEL     | 0.1514%    | 409epoch  |
| LiAENN  | 0.01%      | 44epoch   |
| DBELFIS | 0.008%     | 19epoch   |

Figure 3. The Regression Plot in the Training Set, Test Set and Validation Set.

Conclusion

In this research, EEG signals of 16 schizophrenic patients and 11 age-matched control participants were analyzed. A new type of brain emotional learning named DBELFIS was proposed, and applied for diagnosing schizophrenia. The DBELFIS model is a merge of the biologically-inspired model of the limbic system, and adaptive neuro-fuzzy inference system. The main modification to respect previous model is incorporating fuzzy inference system into decay brain emotional learning. The results emphasize the advantage of the fusion of fuzzy and brain emotional learning. This model is a novel supervised learning algorithm with a high accuracy and its comparison with previous models can achieve lower mean square error with maximum accuracy and performs well for high dimensional data. The experimental results show that proposed method avoids premature convergence problem, and improves the final results.
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