The paper is devoted to the development of a microscopic description of the critical behavior of a cell fluid model with allowance for the contributions from collective variables with nonzero values of the wave vector. The mathematical description is performed in the supercritical temperature range \( T > T_c \) in the case of a modified Morse potential with additional repulsive interaction. The method, developed here for constructing the equation of state of the system by using the Gaussian distribution of the order parameter fluctuations, is valid beyond the immediate vicinity of the critical point for a wide range of density and temperature. The pressure of the system as a function of chemical potential and density is plotted for various fixed values of the relative temperature, both with and without considering the above-mentioned contributions. Compared with the results of the zero-mode approximation, the insignificant role of these contributions is indicated for temperatures \( T > T_c \). At \( T < T_c \), they are more significant.
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1 Introduction

We dedicate this paper to the 75th anniversary of Academician L.A. Bulavin, an outstanding Ukrainian physicist, who made a remarkable contribution to the development of experimental base in the field of phase transitions and critical phenomena in simple and multicomponent liquid systems [1, 2, 3, 4].

A large number of works are devoted to the description of the critical properties of liquid systems, a detailed bibliography of which can be found, for example, in the books [5, 6, 7, 8] and review papers [9, 10]. For decades the interest in this problem persists because liquid near its critical points is the most interesting type, which simulates a class of systems with a large number of strongly interacting degrees of freedom [6, 7]. On the other hand, due to their specific properties, critical fluids are frequently used in various technological processes [11]. In this regard, building the equation of state of critical fluids becomes an important applied task.

The main difficulty of successive theoretical calculation of the equation of state by methods of statistical physics is the need for correctly taking into account the complex structure of interparticle interaction. Therefore, when calculating, it is necessary to use simplified models, the scope of which is limited and is either established in each case or based on internal characteristics of the model, or by comparison with more accurate solutions and experimental results.

In our previous studies [12, 13, 14], we proposed a cell fluid model, which we used to describe a first-order phase transition applying different types of interaction potentials. In this work, a modified Morse potential with a term describing a soft wall repulsion is used to calculate the equation of state of a cell fluid model.

We consider a system of \( N \) interacting particles in the volume \( V \) conditionally divided into \( N_c \) cells \( (V = vN_c, \, v = c^3 \) is the volume, and \( c \) is the linear size of a cell) [14, 15]. Note that, in contrast to the lattice gas model (where it is assumed that the cell may or may not contain only one particle), in this approach, the cell may contain more than one particle. The interaction potential of such a cell fluid model

\[
U(r) = C_H \left\{ A e^{-\eta_0 (r-R_0)/\alpha} + e^{-\gamma (r-R_0)/\alpha} - 2 e^{-(r-R_0)/\alpha} \right\},
\]  

(1)
along with the repulsive and attractive interactions (the second and third terms that form a Morse-type potential), includes an additional repulsive interaction (the first term) \[16\]. Here \( R_0 \) corresponds to the minimum of the function \( U(r) \), \( r \) is the distance between particles, \( \alpha \) is the radius of effective interaction, \( \gamma \), \( n_0 \) are the parameters of the model, \( A = (2 - \gamma)/n_0 \), \( C_H = Dn_0/(n_0 + \gamma - 2) \), \( D \) determines the dissociation energy. The quantities \( R_0 \), \( \alpha \), and \( D \) are specific to a particular physical system. In case of sodium (Na) we have \[17\] \[18\]

\[
R_0 = 5.3678 \, \text{Å}, \quad 1/\alpha = 0.5504 \, \text{Å}^{-1}, \quad R_0/\alpha = 2.9544, \quad D = 0.9241 \cdot 10^{-13} \text{ergs.} \quad (2)
\]

The following expressions form a lattice analog of the potential \[1\]

\[
\hat{\Phi}_{l_{12}}^{(r)} = C_He^{-(l_{12}-c)/(\alpha Rc)}, \\
\hat{\Phi}_{l_{12}}^{(a)} = 2C_He^{-(l_{12}-c)/(\alpha Rc)}, \\
\hat{\Psi}_{l_{12}} = C_H Ae^{-n_0(l_{12}-c)/(\alpha Rc)}, \quad (3)
\]

where \( l_{12} = |l_1 - l_2| \) is the distance between cells \( l_1 \) and \( l_2 \), \( \alpha_R = \alpha/R_0 \) is the dimensionless quantity. In what follows, we will use Fourier transforms of interaction potentials \[3\], which have the form

\[
\Phi^{(r)}(k) = C_H 8\pi e^{\gamma/\alpha} (\frac{\alpha}{\gamma})^3 \left[ 1 + \left(\frac{\alpha}{\gamma}\right)^2 c^2 k^2 \right]^{-2}, \\
\Phi^{(a)}(k) = C_H 16\pi e^{1/\alpha} \frac{\alpha}{\gamma}^3 \left[ 1 + \alpha^2 c^2 k^2 \right]^{-2}, \\
\Psi(k) = C_H A 8\pi e^{n_0/\alpha} \frac{\alpha}{n_0}^3 \left[ 1 + \left(\frac{\alpha}{n_0}\right)^2 c^2 k^2 \right]^{-2}. \quad (4)
\]

Hereinafter, to simplify the notation, \( \alpha \) should be understood as the quantity \( \alpha_R \), and \( c \) is \( c_R = c/R_0 \).

Easy to see that

\[
\Phi^{(a)}(0) = B \Phi^{(r)}(0), \quad B = 2\gamma^3 e^{(1-\gamma)/\alpha}, \\
\Psi(0) = A_\gamma \Phi^{(r)}(0), \quad A_\gamma = A e^{(n_0-\gamma)/\alpha} (\gamma/n_0)^3. \quad (5)
\]

This work logically complements the previous studies \[16\], devoted to the theoretical description of the first-order phase transition in the cell fluid model with potential \[1\]. In \[16\], the equation of state of the system in terms of chemical potential-temperature and density-temperature is calculated in the zero-mode approximation. Contributions from the collective variables \( \rho_k \) with nonzero values of the wave vector were not taken into account when obtaining the equation of state of the cell fluid model. The purpose of this work is to develop a technique for constructing the equation of state of the model, taking into account these contributions, compare the results obtained for system pressure taking into account, and leaving out these contributions, as well as assess the influence of the above-mentioned contributions on calculations. The equation of state obtained in this paper is not applicable in the immediate vicinity of the critical point (\(|\tau| < \tau^* \sim 10^{-2} \)). In \[15\] \[19\], one finds a description of the method that gives the equation of state in this narrow neighborhood of \( T_c \) taking into account non-Gaussian fluctuations. A significant role in the development of this technique played works \[20\] \[21\] \[22\] \[23\] \[24\], devoted to describing the behavior of a three-dimensional ising-like system near \( T_c \) using the quartic measure density (the \( \rho^4 \) model).
2 The grand partition function of the system

The grand partition function of the cell fluid model in the approximation of the \(\rho^4\) model is given by the formula [15]

\[\Xi = 2^{(N_c-1)/2} g_c e^{N_c E_\mu} \int (d\rho) N_c \exp \left[ MN_v^{1/2} \rho_0 + \frac{1}{2} \sum_{k \in B_c} \tilde{D}(k) \rho_k \rho_{-k} + \frac{g_4}{24 N_v} \sum_{k_1,\ldots,k_4 \in B_c} \rho_{k_1} \cdots \rho_{k_4} \delta_{k_1 + \cdots + k_4} \right]\]

with the following notations:

\[E_\mu = g_0 - \frac{\beta \tilde{\mu}^2}{2W(0)} + n_c \left( g_1 + \frac{\tilde{\mu}}{W(0)} \right) + \frac{n_c^2}{2} \tilde{D}(0) + \frac{g_4^3}{8g_4^2},\]

\[M = \tilde{\mu}/W(0) + g_1 + n_c \tilde{D}(0) - \frac{g_3^3}{6g_4^3},\]

\[\tilde{D}(k) = \tilde{g}_2 - 1/(\beta W(k)),\]

\[\tilde{g}_2 = g_2 - \frac{g_3^2}{2g_4}, \quad n_c = -g_3/g_4.\]

The quantity \(\tilde{\mu}\) characterizes the chemical potential, and \(\beta = 1/(kT)\) is the inverse temperature. Using the expressions [4] and [5], we can write the total Fourier transform of the effective potential \(W(k) = \Phi^{(r)}(k) - \Phi^{(c)}(k) - \Psi(k) + \frac{\beta_c}{\beta} \chi_0 \Phi^{(r)}(0) + \frac{\beta_c}{\beta} \Psi(0)\) in the form

\[W(k) = \Phi^{(r)}(0) \left\{ B - \frac{1}{[1 + (\alpha_0^2 c^2 k^2)]^2} - \frac{A_\gamma}{[1 + (\alpha_0^2 c^2 k^2)]^2} + (1 + \tau) (\chi_0 + A_\gamma) \right\},\]

where \(\chi_0\) is some constant quantity, \(\tau = (T - T_c)/T_c\) is the relative temperature, \(T_c\) is the critical temperature. At \(k = 0\), we obtain

\[W(0) = \Phi^{(r)}(0) [B - 1 + \chi_0 + \tau (\chi_0 + A_\gamma)].\]

The coefficients \(g_n\), which appear in [7], are given by the formulas [14, 25]

\[g_0 = \ln T_0, \quad g_1 = T_1/T_0, \quad g_2 = T_2/T_0 - g_1^2,\]

\[g_3 = T_3/T_0 - g_1^3 - 3g_1 g_2,\]

\[g_4 = T_4/T_0 - g_1^4 - 6g_1^2 g_2 - 4g_1 g_3 - 3g_2^2.\]

The special functions \(T_n(p, \alpha^*)\) are as follows:

\[T_n(p, \alpha^*) = \sum_{m=0}^{\infty} \frac{(\alpha^*)_m}{m!} m^n e^{-pm^2}.\]

Here \(p = \beta_c \Phi^{(r)}(0) [\chi_0 + A_\gamma]/2\), and \(\alpha^* \sim v\) (see [16]). The expression of the grand partition function [6] also includes the quantity

\[g_v = \prod_{k \in B_c} (2\beta \beta W(k))^{-1/2},\]

which is a function of the inverse temperature \(\beta\) and the Fourier transform of the effective potential \(W(k)\). The wave vector \(k\) runs all the values inside the Brillouin zone

\[B_c = \left\{ k = (k_1, k_2, k_3) \mid k_i = -\frac{\pi}{c} + \frac{2\pi}{c} \frac{n_i}{N_a} ; n_i = 1, 2, \ldots, N_a ; i = 1, 2, 3 ; N_v = N_a^3 \right\}.\]
Singling out terms with \( k = 0 \) from the sums over \( k \) in (6), we obtain

\[
\Xi = 2^{(N_v-1)/2} g_v \exp[N_v(E_\mu + E(\tilde{\rho}_0))],
\]

(13)

where

\[
E(\tilde{\rho}_0) = \tilde{M} \tilde{\rho}_0 + \frac{1}{2} \tilde{D}(0) \tilde{\rho}_0^2 - \frac{a_4}{24} \tilde{\rho}_0^4,
\]

(14)

moreover the coefficient \( a_4 = -g_4 > 0 \). The quantity \( \tilde{\rho}_0 \) can be determined from the condition \( \partial E(\rho_0)/\partial \rho_0 = 0 \bigg|_{\rho_0=\tilde{\rho}_0} \), which leads to the equation

\[
\tilde{M} + \tilde{D}(0) \tilde{\rho}_0 - \frac{a_4}{6} \tilde{\rho}_0^3 = 0.
\]

(15)

Here \( \tilde{M} \) is the chemical potential, which corresponds to an extremum of the function \( E(\tilde{\rho}_0) \). At \( T > T_c \), the real solution of (15) takes the form

\[
\tilde{\rho}_0 = \left( \frac{3 \tilde{M}}{a_4} + \sqrt{Q_t} \right)^{1/3} - \left( -\frac{3 \tilde{M}}{a_4} + \sqrt{Q_t} \right)^{1/3},
\]

\[
Q_t = \left( -\frac{2 \tilde{D}(0)}{a_4} \right)^3 + \left( \frac{3 \tilde{M}}{a_4} \right)^2.
\]

For the component \( \Xi' \) of the grand partition function, we have

\[
\Xi' = \int (d\rho)^{N_v-1} \exp \left[ \frac{1}{2} \sum'_{k \in B_c} \tilde{d}(k) \rho_k \rho_{-k} - \frac{a_4}{4} N_v \tilde{\rho}_0^2 \sum'_{k \in B_c} \rho_k \rho_{-k} - \frac{a_4}{24} \sum'_{k_1,\ldots,k_4 \in B_c} \rho_{k_1} \cdots \rho_{k_4} \delta_{k_1+\cdots+k_4=0} \right],
\]

(16)

where \( \tilde{d}(k) = -\tilde{D}(k) \). The prime next to the sum sign means that the term with \( k = 0 \) is missing.

Carrying out integration in (16) with respect to the variables \( \rho_k \) with \( k \neq 0 \) by using the Gaussian distribution of fluctuations as the basis one, we obtain the following expression in a zero-order approximation:

\[
\Xi' = \prod_{k \neq 0} \left( \frac{\pi}{\tilde{d}_A(k)} \right)^{1/2}.
\]

(17)

Here

\[
\tilde{d}_A(k) = \tilde{d}(k) + A',
\]

(18)

and

\[
\tilde{d}(k) = 1/(\beta W(k)) - \tilde{g}_2.
\]

(19)

The quantity \( A' \) is given by the formula

\[
A' = \frac{a_4}{4} (1 + 2 < \rho_0^2 >) N_v^{-1} \sum'_{k \in B_c} < \rho_k \rho_{-k} > .
\]

(20)

It should be noted that in the calculation process, we took into account the approximation

\[
\sum'_{k_1,\ldots,k_4 \in B_c} \rho_{k_1} \cdots \rho_{k_4} \delta_{k_1+\cdots+k_4=0} \approx 3 \sum'_{k_1 \in B_c} < \rho_{k_1} \rho_{-k_1} > \sum'_{k_2 \in B_c} \rho_{k_2} \rho_{-k_2}.
\]

(21)
Both the expression (20) and the relations
\[
\langle \rho_k \rho_{-k} \rangle = \frac{1}{d_A(k)},
\]
\[
\langle \rho_0 \rangle = \begin{cases} 
0, & T \geq T_c, \\
-\frac{\delta(d(0))}{a^4}, & T < T_c
\end{cases}
\]
(22)

allow us to find the equation for \( A' \). It is obtained by a transition to the spherical Brillouin zone and replacing the summation over the wave vectors by integration with respect to \( k \in B_c \). The equation for \( A' \) has the form
\[
A' = A'_T \int_0^{B_c} \frac{\beta W(k)k^2}{1 - \beta W(k)(\tilde{g}_2 + A')'} dk,
\]
(23)
where
\[
A'_T = \begin{cases} 
\frac{3}{2} a_4^3 \pi, & T \geq T_c, \\
\frac{3}{2} a_4^3 \pi \left( 1 - \frac{12d(0)}{a_4} \right), & T < T_c.
\end{cases}
\]
(24)

The quantity \( A' \) is included in the coefficient \( \tilde{d}_A(k) \) through which the component of the grand partition function \( \Xi' \) is expressed. The component \( \Xi' \) and the quantity \( g_v \) are contained in the expression for \( \Xi \). Let us write the expressions for the logarithms \( \Xi' \) and \( g_v \), which will be needed to calculate the equation of state of the system.

Taking into account the relation
\[
\frac{1}{2} \sum_{k \in B_c} \ln \tilde{d}_A(k) = \frac{3}{2} N_v \frac{e^3}{\pi^3} \int_0^{B_c} k^2 \ln \left[ \frac{1}{\beta W(k)} - \tilde{g}_2 + A' \right] dk,
\]
(25)
we find the following expression for \( \ln \Xi' \):
\[
\ln \Xi' = N_v L_{\Xi'}(T).
\]
(26)

Here
\[
L_{\Xi'}(T) = \frac{1}{2} \pi \frac{3}{2} \frac{e^3}{\pi^3} \int_0^{B_c} k^2 \ln \left[ \frac{1}{\beta W(k)} - \tilde{g}_2 + A' \right] dk.
\]
(27)

For \( \ln g_v \), we finally get
\[
\ln g_v = N_v L_{g_v}(T),
\]
(28)
where
\[
L_{g_v}(T) = -\frac{1}{2} \ln(2\pi) - \frac{3}{2} \frac{e^3}{\pi^3} \int_0^{B_c} k^2 \ln \left( \frac{W(k)}{kt} \right) dk.
\]
(29)

The expressions (26) – (29) allow you to find the sum \( \ln \Xi' + \ln g_v \). This sum together with the term \( N_v \ln 2/2 \) appearing in \( \Xi \) from the first multiplier will additionally be included in the equation of state of the cell fluid model, which was obtained in [16] in the zero-mode approximation (the mean-field approximation) for the potential (1). It characterizes the contribution from collective variables with nonzero values of the wave vector. The values of the quantities \( d(0), A' \), as well as \( L_{\Xi'}, (27), L_{g_v}, (29) \) and their sum \( L_{\Xi' g_v} = L_{\Xi'} + L_{g_v} \) are given in the Table 1 for various \( \tau \).

Hereinafter, the calculations are performed for the following set of parameters:
\[
p = 1.0, \quad \alpha^* = 5.0, \quad v = 1.0;
\gamma = 1.330, \quad \chi_0 = 0.070.
\]
(30)

The value of the ratio \( R_0/\alpha \) is given in (2). For the quantities \( n_0 \) and \( A_\gamma \), taking into account (30), we will have
\[
n_0 = 1.541, \quad A_\gamma = 0.521.
\]
(31)

Let us go over to calculating the equation of state of the system.
Figure 1: Dependence of $Pv/(kT)$ on the chemical potential $M$ for various values of the relative temperature $\tau$ without taking into account the contributions from the quantities $L_\Xi(T)$ and $L_{gv}(T)$ (circles) and taking into account the mentioned contributions (solid curves).

3 Equation of state of the model with allowance for Gaussian fluctuations

Applying the well-known relation

$$PV = kT \ln \Xi$$

and the formula (13), we find an explicit form of the equation of state in the case of $T > T_c$ that is either

$$\frac{PV}{kT} = \ln \Xi' + \ln g_v + N_v \left[ \frac{1}{2} \ln 2 + E_\mu(M, T) + \bar{M} \bar{\rho}_0 + \frac{1}{2} \bar{D}(0) \bar{\rho}_0^2 - \frac{a_4}{24} \bar{\rho}_0^4 \right]$$

Table 1: Values of $\bar{d}(0)$, $A'$, and contributions to the pressure of the system from the quantities $\Xi'$ and $g_v$ at different temperatures $\tau$

| $\tau$ | $\bar{d}(0)$ | $A'$  | $L_\Xi'$ | $L_{gv}$ | $L_{\Xi'gv} + \ln 2$ |
|--------|-------------|-------|---------|---------|------------------|
| $-0.5$ | $-0.081$    | 0.247 | 0.459   | $-0.759$| $-0.300$          | 0.047            |
| $-0.3$ | $-0.040$    | 0.194 | 0.733   | $-0.977$| $-0.244$          | 0.103            |
| $-0.1$ | $-0.011$    | 0.097 | 0.929   | $-1.061$| $-0.132$          | 0.215            |
| $0$    | $0$         | 0.030 | 1.054   | $-1.087$| $-0.033$          | 0.314            |
| $0.1$  | $0.010$     | 0.031 | 1.086   | $-1.107$| $-0.021$          | 0.326            |
| $0.3$  | $0.026$     | 0.033 | 1.135   | $-1.135$| 0.000             | 0.346            |
| $0.5$  | $0.039$     | 0.035 | 1.169   | $-1.155$| 0.014             | 0.360            |
Figure 2: Pressure as a function of the average density for various values of the relative temperature. The results were obtained both taking into account the contributions from collective variables with nonzero values of the wave vector (solid curves) and without them (circles)

\[ \frac{P_v}{kT} = L \Xi(T) + L_g(T) + \frac{1}{2} \ln 2 + E_\mu(M, T) + \tilde{M} \bar{p}_0 + \frac{1}{2} \tilde{D}(0) \bar{p}_0^2 - \frac{a_4}{24} \bar{p}_0^4. \]  

Here

\[ E_\mu(M, T) = g_0 - \frac{\beta W(0)}{2} \left( \frac{\tilde{\mu}}{W(0)} \right)^2 + \tilde{M} n_c - \frac{n_c^2}{2} D(0) - \frac{1}{24} g_4^3, \]

\[ \frac{\tilde{\mu}}{W(0)} = \tilde{M} - g_1 - n_c \tilde{D}(0) + \frac{1}{6} g_4^3. \] (35)

The expression for the pressure \((34)\) at \(T > T_c\) is a monotonically increasing function of \(\tilde{M}\) [the variable \(M\) in the formalism of the grand canonical ensemble in coordinates \((\tau, M)\)] (see Fig. 1).

The equation \((34)\) describes the dependence of the pressure on temperature and chemical potential. Let us now go over to obtaining the dependence of the pressure on temperature and density.

Taking into account the expression of the grand partition function \((13)\), we can find the average number of particles

\[ \bar{N} = \frac{\partial \ln \Xi}{\partial \beta \mu} \]  

or the average density

\[ \bar{n} = \frac{\bar{N}}{N_v}. \]  

(37)

Considering the relations \((14)\) and \((35)\), we get the equation

\[ \bar{n} = n_g - \tilde{M} + \tilde{g}_2 \gamma \bar{p}_0 \]  

(38)
connecting the density of particles \( \bar{n} \) with the chemical potential \( \bar{M} \). Here

\[
\bar{n} = n_g + n_c \bar{g}_2 - \frac{1}{6} \frac{g_3^3}{g_1^2},
\]

\[
\gamma_\tau = \frac{1 + \tau}{1 + \omega_0 \tau}, \quad \omega_0 = \frac{\chi_0 + A_\gamma}{B - 1 + \chi_0}.
\] (39)

Substituting \( \bar{M} \) from (15) in the expression (38), we arrive at the cubic equation for \( \bar{\rho}_0 \) (see [16]). Among the three solutions of this equation, only one solution

\[
\rho_{02} = -2 \left( \frac{2 \bar{g}_2}{a_4} \right)^{1/2} \cos \left( \frac{\alpha_n}{3} + \frac{\pi}{3} \right)
\] (40)

has a physical sense. Here

\[
\alpha_n = \arccos \left( \frac{n_g - \bar{n}}{n_\varphi} \right), \quad n_\varphi = \frac{2}{3} \left( \frac{2 g_2^3}{a_4^2} \right)^{1/2}.
\] (41)

The relations (38) and (40) allow us to express the chemical potential \( \bar{M} \) in terms of the average density \( \bar{n} \). We will have

\[
\bar{M} = \rho_{02} \bar{g}_2 \gamma_\tau - (\bar{n} - n_g).
\] (42)

The equation of state of the cell fluid model at \( T > T_c \) in terms of temperature and density takes the form

\[
\frac{P\nu}{kT} = L_{\Xi}(T) + L_{\nu}(T) + \frac{1}{2} \ln 2 + \chi_{\nu}(n, T) + \bar{M} \tilde{\rho}_0 + \frac{1}{2} \tilde{D}(0) \tilde{\rho}_0^2 - \frac{a_4}{24} \tilde{\rho}_0^4.
\] (43)

The expression for \( \bar{M} \) from (42) should be substituted in (43), as well as in the solution \( \tilde{\rho}_0 \) of the equation (15) and in the relations

\[
E_{\mu}(n, T) = g_0 - \frac{1}{2 \bar{g}_2 \gamma_\tau} \left( \frac{\bar{\mu}}{W(0)} \right)^2 + \bar{M} n_c - \frac{n_c^2}{2} \tilde{D}(0) - \frac{1}{2} \frac{g_3^4}{24} g_4^4,
\]

\[
\bar{\mu} = \bar{M} - n_g + n_c \bar{g}_2 \gamma_\tau.
\] (44)

The behavior of the pressure (43) with increasing density \( \bar{n} \) is shown in Fig. 2 for various \( \tau \).

4 Conclusions

In the temperature range \( T > T_c \), the procedure for constructing the equation of state of the cell fluid model is developed taking into account Gaussian fluctuations of the order parameter. The Gaussian fluctuation distribution is used as the basis one when calculating contributions from collective variables with nonzero values of the wave vector.

The contributions to the pressure of the system from the collective variables \( \rho_k \) with \( k \neq 0 \) are calculated for temperatures below and above the critical value of \( T_c \) (see the quantities \( L_{\Xi}, L_{\nu}, \) and \( L_{\Xi,\nu} \) in Table 1). As is seen from Table 1, the quantity \( L_{\Xi,\nu} \) increases with the rise of temperature, and \( L_{\nu} \) decreases. The total contribution of \( L_{\Xi,\nu} = L_{\Xi} + L_{\nu} \) to the pressure at temperatures \( T < T_c \) (\( \tau < 0 \)) is more significant compared with the case of \( T > T_c \) (\( \tau > 0 \)). This is evidenced by the magnitude (module) of the total contribution \( L_{\Xi,\nu} \) for various \( \tau \) (see Table 1).

The equation of state of the cell fluid model is obtained in terms of chemical potential-temperature and density-temperature with allowance for the above-mentioned contributions. The comparison of the behavior of system pressure in the presence and absence of these contributions, which is shown in Fig. 1 and Fig. 2, indicates the insignificant role of contributions in the case of \( T > T_c \). For example, the magnitude of the total contribution to the system pressure from collective variables with nonzero
values of the wave vector \( L_{\Xi g_v} \) with changing density \( \bar{n} \) at \( \tau = 0.1 \) (Fig. 3) does not exceed 4.5\%. At \( \tau = 0.3 \) and \( \tau = 0.6 \) this magnitude of the contribution becomes even smaller.

Thus, it is established that in the region of supercritical temperatures \( T > T_c \), the inclusion of Gaussian fluctuations has a negligible effect on the equation of state of the cell fluid model. Therefore, at \( T > T_c \), the zero-mode approximation is enough for calculating the equation of state.

The authors are sincerely grateful to Professor M.P. Kozlovskii for helpful advice and a detailed discussion of the results obtained.
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