UNIVERSALITY OF DETERMINISTIC KPZ

SOURAV CHATTERJEE

ABSTRACT. Consider a deterministically growing surface of any dimension, where the growth at a point is an arbitrary nonlinear function of the heights at that point and its neighboring points. Assuming that this nonlinear function is monotone, invariant under the symmetries of the lattice, equivariant under constant shifts, and twice continuously differentiable, it is shown that any such growing surface approaches a solution of the deterministic KPZ equation in a suitable space-time scaling limit.

1. INTRODUCTION

1.1. Main result. Let \( d \) be a positive integer. A \( d \)-dimensional discrete surface is a function from \( \mathbb{Z}^d \) into \( \mathbb{R} \), where the value of the function at a point denotes the height of the surface at that point. We will consider discrete surfaces that evolve over time according to some deterministic local rule, to be made precise below. Let \( e_1, \ldots, e_d \) be the standard basis vectors of \( \mathbb{R}^d \). Let \( A \) denote the set \( \{0, \pm e_1, \pm e_2, \ldots, \pm e_d\} \), consisting of the origin and its \( 2d \) nearest neighbors in \( \mathbb{Z}^d \). Let \( B := A \setminus \{0\} \). The sets \( A \) and \( B \) will be fixed throughout this paper. Let \( \phi : \mathbb{R}^A \to \mathbb{R} \) be a function. We will say that the evolution of a deterministically growing \( d \)-dimensional surface \( f : \mathbb{Z}_{\geq 0} \times \mathbb{Z}^d \to \mathbb{R} \) is driven by the function \( \phi \) if for each \( t \in \mathbb{Z}_{\geq 0} \) and \( x \in \mathbb{Z}^d \),

\[
f(t+1,x) = \phi((f(t,x+a))_{a \in A}).
\]

We assume that \( \phi \) has the following set of properties, all of which are quite natural from a physical point of view:

- Equivariance under constant shifts. For \( u \in \mathbb{R}^A \) and \( c \in \mathbb{R} \), let \( u + c \) denote the vector obtained by adding \( c \) to each coordinate of \( u \). We assume that \( \phi(u + c) = \phi(u) + c \) for each \( u \) and \( c \). In other words, if the whole surface at time \( t \) is raised by a fixed constant \( c \), then the surface at time \( t + 1 \) is also raised by the same constant amount.

- Monotonicity. We assume that \( \phi \) is monotone increasing. That is, if \( u \) dominates \( v \) in each coordinate, then \( \phi(u) \geq \phi(v) \). Thus, a surface that is higher than another surface everywhere at time \( t \) will continue to remain so at time \( t + 1 \).
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Theorem 1.1 Invariance under lattice symmetries. We assume that $\phi$ is invariant under the following set of symmetries. Let $u \in \mathbb{R}^A$, and let $v$ be obtained by swapping $u_{e_i}$ with $u_{e_j}$ and $u_{-e_i}$ with $u_{-e_j}$ for some $i$ and $j$. Then we assume that $\phi(u) = \phi(v)$. Also, if $u$ is obtained by swapping $u_{e_i}$ with $u_{-e_i}$ for some $i$, we assume that $\phi(u) = \phi(v)$. This means that the surface does not prefer to grow differently in different lattice directions.

Twice continuous differentiability. We assume that $\phi$ is twice continuously differentiable. This regularity condition is important for obtaining a KPZ scaling limit. There are examples where the previous three conditions hold, but the limit is not KPZ because $\phi$ is not $C^2$ \cite{[17],[47]}.

Later, we will see several examples of $\phi$ that satisfy the above conditions. For now, let us assume that we have a function $\phi$ as above. Let $g : \mathbb{R}^d \to \mathbb{R}$ be a Lipschitz function. For each $\varepsilon > 0$, define $g_{\varepsilon} : \mathbb{Z}^d \to \mathbb{R}$ as

$$g_{\varepsilon}(x) := g(\varepsilon x).$$

Let $f_{\varepsilon} : \mathbb{Z}_{\geq 0} \times \mathbb{Z}^d \to \mathbb{R}$ be the function obtained using the evolution (1.1) with initial condition $f_{\varepsilon}(0, x) = g_{\varepsilon}(x)$ for all $x$. Our goal is to obtain a scaling limit of $f_{\varepsilon}$ as $\varepsilon \to 0$. To obtain the scaling limit, we need to rescale time by $\varepsilon^{-2}$ and space by $\varepsilon^{-1}$ (that is, parabolic scaling), and also subtract off a large time-dependent ‘renormalization term’. For $t \in \mathbb{R}$, let $[t]$ denote the greatest integer $\leq t$. For a point $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$, let $[x]$ denote the vector $([x_1], \ldots, [x_d])$. For $t \in \mathbb{R}_{\geq 0}, x \in \mathbb{R}^d,$ and $\varepsilon > 0$, define the rescaled values

$$t_{\varepsilon} := \lceil \varepsilon^{-2} t \rceil, \quad x_{\varepsilon} := \lceil \varepsilon^{-1} x \rceil.$$

Finally, define $f^{(\varepsilon)} : \mathbb{R}_{\geq 0} \times \mathbb{R}^d \to \mathbb{R}$ as

$$f^{(\varepsilon)}(t, x) := f_{\varepsilon}(t_{\varepsilon}, x_{\varepsilon}) - t_{\varepsilon} \phi(0).$$

To state the theorem, we need to define two quantities related to $\phi$. For $a \in A$, let $\partial_a \phi(u)$ denote the partial derivative of $\phi$ with respect to $u_a$. By the invariance under lattice symmetries, $\partial_b \phi(0)$ is the same for all $b \in B$. Let this quantity be denoted by $\beta$. Similarly, the second order derivatives $\partial^2_b \phi(0)$ and $\partial_b \partial_{-b} \phi(0)$ do not depend on the choice $b \in B$. Define

$$\gamma := \partial^2_b \phi(0) - \partial_b \partial_{-b} \phi(0).$$

The quantities $\beta$ and $\gamma$ will remain fixed throughout the rest of the paper. Note that $\beta$ is nonnegative due to the monotonicity of $\phi$. The following theorem is the main result of this paper.

**Theorem 1.1** (Universality of deterministic KPZ). Let all notations and assumptions be as above. First, suppose that $\beta$ and $\gamma$ are both nonzero. Then $f^{(\varepsilon)}(t, x)$ converges pointwise on $\mathbb{R}_{\geq 0} \times \mathbb{R}^d$ to a function $f$ as $\varepsilon \to 0$, where $f(0, x) = g(x)$ for all $x$, and for $t > 0$,

$$f(t, x) = \frac{\beta}{\gamma} \log \int_{\mathbb{R}^d} K(t, x - y) e^{\gamma g(y) / \beta} dy,$$  (1.3)
where \( K(t, x) = (4\pi \beta t)^{-d/2} e^{-|x|^2 / 4\beta t} \). The function \( f \) is continuous on \( \mathbb{R}_{\geq 0} \times \mathbb{R}^d \), is infinitely differentiable on \( \mathbb{R}_{> 0} \times \mathbb{R}^d \), and solves the deterministic KPZ equation

\[
\partial_t f = \beta \Delta f + \gamma |\nabla f|^2
\]

(1.4)

with initial condition \( f(0, x) = g(x) \). Next, suppose that \( \beta \neq 0 \) and \( \gamma = 0 \). Then \( f^\varepsilon \) converges pointwise to the limit \( f \) given by \( f(0, x) = g(x) \) and

\[
f(t, x) = \int_{\mathbb{R}^d} K(t, x - y) g(y) dy
\]

for \( t > 0 \). The function \( f \) is continuous on \( \mathbb{R}_{\geq 0} \times \mathbb{R}^d \), is infinitely differentiable on \( \mathbb{R}_{> 0} \times \mathbb{R}^d \), and solves the heat equation \( \partial_t f = \beta \Delta f \) with initial condition \( f(0, x) = g(x) \). Finally, if \( \beta = 0 \), then \( \gamma \) must also be zero, and in this case \( f^\varepsilon(t, x) \) converges to \( g(x) \) as \( \varepsilon \to 0 \) for any \( t \) and \( x \).

The above result is motivated by a desire to understand the universal nature of KPZ growth of random surfaces, which has been a field of intense activity in probability theory in the last ten years (see Subsection 1.3 below for definitions and a quick survey). The KPZ equation in probability theory has a random component which makes it difficult to understand and study. In fact, as of now, it does not have a satisfactory definition in dimensions greater than one. On the other hand, as shown by Theorem 1.1, the deterministic KPZ equation — a much simpler but well-defined object — is the universal scaling limit of a large class of deterministically growing surfaces of any dimension. The hope is that this may lead to an eventual understanding of the universal nature of KPZ growth with noise in dimensions greater than one, by somehow ‘injecting randomness’ into the proof of Theorem 1.1. This will be partially achieved in the forthcoming paper [15], where a kind of ‘local KPZ growth’ will be proven for arbitrary scaling limits, as \( \varepsilon \to 0 \), of random surfaces growing as

\[
f_\varepsilon(t + 1, x) = \phi(f_\varepsilon(t, x + a))_{a \in A, \varepsilon z_{t+1,x}},
\]

where \( z_{t,x} \) are i.i.d. bounded random variables. This family includes, for example, the familiar model of directed polymers in a random environment.

The proof of Theorem 1.1 in this manuscript is a bare-hands argument based on a novel random walk representation. A simpler proof of Theorem 1.1 can be given using the Crandall–Lions theory of viscosity solutions [25, 60] and a general method of Barles and Souganidis [4]. Such a proof allows non-smooth \( \phi \)'s, such as the ones displayed in equations (1.6) and (1.9) below, and other extensions. This has been worked out in the companion paper of Chatterjee and Souganidis [17]. The proof in the present paper, however, has been retained due to the independent value of the techniques developed in this paper that help in proving superconcentration of random surfaces in [13], weak convergence of directed polymers to deterministic KPZ at high temperature in [14], and the aforementioned local KPZ convergence in the forthcoming paper [15].
Examples. Various classes of driving functions satisfy the four properties required for Theorem 1.1. Two special examples where the recursion (1.1) can be explicitly solved are

$$\phi(u) = \frac{1}{2d} \sum_{b \in B} u_b \quad \text{and} \quad \phi(u) = \frac{1}{\theta} \log \sum_{b \in B} e^{\theta u_b},$$

where $\theta$ is an arbitrary positive real number. The first example gives a deterministic version of Edwards–Wilkinson growth \cite{30}, and the second one comes from directed polymers \cite{19}.

Explicit solution of (1.1) seems to be impossible in almost any other situation. For instance, it is easy to see that any function of the form

$$\phi(u) = u_0 + \frac{1}{2d} \sum_{b \in B} q(u_b - u_0), \quad (1.5)$$

where $q$ is a twice continuously differentiable function with $0 \leq q' \leq 1$ everywhere on $\mathbb{R}$, satisfies the required conditions. More generally, the conditions are satisfied by any function of the form

$$\phi(u) = u_0 + cF((u_b - u_0)_{b \in B}),$$

where $F$ is a nondecreasing symmetric $C^2$ function on $\mathbb{R}^B$ with bounded derivatives, and $c$ is a sufficiently small constant, so that the derivative of $\phi$ with respect to $u_0$ is everywhere positive. These give large classes of examples that are not explicitly solvable.

The class of examples becomes even broader if we replace the $C^2$ assumption by the assumption that $\phi$ is a Lipschitz function. For example, then it includes the function

$$\phi(u) = \max_{a \in A} u_a \quad (1.6)$$

which generates a deterministic version of directed last-passage percolation \cite{45}. The $C^2$ assumption can, however, be reintroduced by convolving these functions with smooth kernels. For example, if $\phi$ satisfies the equivariance, monotonicity and invariance assumptions, and is a Lipschitz function, then for any $\delta > 0$, the convolution

$$\phi_\delta(u) := \int_{\mathbb{R}^B} \frac{e^{-|u-v|^2/2\delta^2}}{(2\pi\delta^2)^{d/2}} \phi(v) dv \quad (1.7)$$

also satisfies those three conditions, and moreover, is infinitely differentiable. Thus, we can find arbitrarily close approximations to the function displayed in equation (1.6) that satisfy all four conditions. It is known that without the $C^2$ assumption — for example for the function displayed in (1.6) — the scaling limit may not be the deterministic KPZ equation \cite{17,47}.

A natural class of examples come from Glauber dynamics of gradient Gibbs measures with convex potentials. For instance, the growing surface generated by
the Glauber dynamics of the SOS model belongs to this class \[11\] (see also \[44\]).

A gradient Gibbs measure is a measure on random surfaces formally represented as

\[
Z^{-1} \exp \left( - \sum_{x,y \in \mathbb{Z}^d, |x-y|=1} V(f(x) - f(y)) \right) \prod_{x \in \mathbb{Z}^d} d\lambda(f(x)),
\]

where \(\lambda\) is Lebesgue measure on \(\mathbb{R}\), \(V : \mathbb{R} \to \mathbb{R}\) is an even function called the potential, and \(Z\) is the (formal) normalizing constant. The Glauber dynamics (Gibbs sampler) for generating from a such a model proceeds by regenerating \(f(x)\) from the conditional distribution given \((f(x + b))_{b \in B}\) for a randomly chosen vertex \(x\), and repeating ad infinitum. A natural deterministic version of this would be to update \(f(x)\) as the conditional expected value of \(f(x)\) given \((f(x + b))_{b \in B}\).

Explicitly, this gives a growth mechanism of the type displayed in equation (1.1), with

\[
\phi(u) = \frac{\int_{-\infty}^{\infty} t \exp(-\sum_{b \in B} V(u_b - t)) \, dt}{\int_{-\infty}^{\infty} \exp(-\sum_{b \in B} V(u_b - t)) \, dt}. \tag{1.8}
\]

Suppose that \(V\) is convex, even, twice continuously differentiable, and sufficiently nicely behaved to allow derivatives with respect to \(u\) to be moved inside the above integrals. Then \(\phi\) is twice continuously differentiable. A simple calculation shows that \(\phi\) equivariant under constant shifts. Invariance under lattice symmetries is obvious from the definition. To see monotonicity, note that \(\phi(u)\) has no dependence on \(u_0\), and for any \(b \in B\),

\[
\frac{\partial \phi}{\partial u_b} = - \int_{-\infty}^{\infty} t V'(u_b - t) \rho_u(t) \, dt + \int_{-\infty}^{\infty} t \rho_u(t) \, dt \int_{-\infty}^{\infty} V'(u_b - t) \rho_u(t) \, dt,
\]

where \(\rho_u\) is the probability density function proportional to \(e^{-\sum_{a \in B} V(u_a - t)}\). Since \(t \mapsto -V'(u_b - t)\) is a nondecreasing function of \(t\), the FKG–Harris inequality implies that the above expression is nonnegative, and hence \(\phi\) is monotone. Even though \(V\) is not \(C^2\) in many models of interest, one can consider approximations by smoothing the potential. For example, in a continuous variant of the restricted solid-on-solid (RSOS) model, \(V\) is given by

\[
V(x) = \begin{cases} 
0 & \text{if } |x| \leq 1, \\
\infty & \text{if } |x| > 1.
\end{cases}
\]

With this \(V\) in (1.8), an easy computation shows that

\[
\phi(u) = \frac{1}{2} \left( \max_{b \in B} u_b + \min_{b \in B} u_b \right). \tag{1.9}
\]

This satisfies the equivariance, monotonicity and invariance conditions, but is not a \(C^2\) function. As before, this can be easily remedied by convolving with a smooth kernel as in (1.7). If \(V\) is not \(C^2\), it is unlikely that the scaling limit is deterministic KPZ. Indeed, as will be demonstrated in the forthcoming paper \[17\], the scaling
limits of surfaces generated by the driving functions displayed in (1.6) and (1.9) are solutions of new, unfamiliar PDEs.

1.3. Literature on KPZ in probability theory. The KPZ equation was introduced by Kardar, Parisi and Zhang [46] to describe the growth of a generic randomly growing surface. Formally, the KPZ equation is given by

\[ \partial_t f = \beta \Delta f + \gamma |\nabla f|^2 + \kappa \xi, \tag{1.10} \]

where \( \xi \) is a random field known as space-time white noise, and \( \beta, \gamma \) and \( \kappa \) are real-valued parameters.

The validity of the KPZ heuristic has been a topic of intense investigation in the last ten years. A foundational challenge is to give a rigorous meaning to the KPZ equation. In dimension one, there are now many approaches to solving this problem, such as the Cole–Hopf solution [6], regularity structures [40, 41], para-controlled distributions [36, 38], energy solutions [32–34, 39] and renormalization group [48].

Many one-dimensional discrete processes have been shown to have the KPZ scaling limit or properties indicative of a KPZ limit, such as directed polymers in the intermediate disorder regime [1, 2, 28], polynuclear growth [55], the weakly asymmetric exclusion processes [27, 58], log-gamma polymers [9] and Macdonald processes [8]. Many of these results are based on exact formulas derived in prior work, such as [3, 24, 45, 52, 59, 62–64]. Recently, more exotic objects related to the KPZ equation have been rigorously treated, such as the KPZ fixed point [51], the KPZ line ensemble [23], and the Brownian landscape [26]. All of this is only a small sample of the enormous literature that has grown around rigorous one-dimensional KPZ in the last ten years. For surveys, see [22, 56, 57].

Beyond dimension one much less is known. Very few exact formulas are available [10, 18, 54, 61]. Even the meaning of the KPZ equation is unclear in \( d \geq 2 \). There has been some recent progress in making sense of the equation in \( d \geq 2 \) by regularizing the white noise term and then making either the coefficient of \( |\nabla f|^2 \) or the coefficient of the noise term tend to zero as the regularization is taken away [12, 16, 20, 21, 26, 35, 49, 50]. It turns out that such limits are in fact solutions of the Edwards–Wilkinson equation [30], which is the KPZ equation (1.10) with \( \gamma = 0 \). A solution of the KPZ equation with \( \gamma \neq 0 \) has not yet been constructed in \( d \geq 2 \).

Going beyond exactly solvable models, there have been some recent efforts towards understanding the universality of the KPZ equation in dimension one. A significant progress was made by Hairer and Quastel [42], who showed that if the \( |\nabla f|^2 \) term is replaced by a polynomial function of \( \nabla f \), and the white noise is replaced by the mollification of itself, the \( |\nabla f|^2 \) term reappears in a scaling limit as the mollification is removed. A simpler proof of the result was given by Gubinelli and Perkowski [37], and extensions were recently obtained by Hairer and Xu [43] and Yang [68]. In a different approach to establishing universality, non-integrable models converging to one-dimensional KPZ were exhibited by Dembo and Tsai [27] and further developed by Yang [68, 67].
The investigation of the deterministic KPZ equation and its variants as scaling limits of discrete growth models was initiated by Krug and Spohn [47]. This work inspired a large body of follow-up work in physics, especially in modeling deterministic traffic flows, such as the model of Biham, Middleton and Levine [7]. However, not much was done on the rigorous side. The mathematical properties of the deterministic KPZ and related equations have been studied [5, 31], but convergence to the deterministic KPZ equation has not been rigorously established for any discrete model.

2. Proof of the main result

2.1. A priori control on first-order roughness. Let $L$ denote the Lipschitz constant of the initial data $g$. Throughout the remainder of this paper, $C, C_0, C_1, \ldots$ will denote constants that depend only on $d, \phi$ and $L$. The values of these constants may change from line to line, or even within a line. We will assume without loss of generality that $\epsilon \in (0,1)$.

First, let us show that there is no loss of generality in assuming that $\phi(0) = 0$. This will simplify matters a bit by taking off the renormalization term in (1.2). Define $\tilde{\phi}(u) := \phi(u) - \phi(0)$, and let $\tilde{f}_\epsilon$ be obtained by evolving the surface with $\tilde{\phi}$ instead of $\phi$, but with the same initial data $g_\epsilon$.

Lemma 2.1. For any $t \in \mathbb{Z}_{\geq 0}$ and $x \in \mathbb{Z}^d$,

$$\tilde{f}_\epsilon(t, x) = f_\epsilon(t, x) - t\phi(0).$$

Proof. We will prove the identity by induction on $t$. It is obviously true when $t = 0$, since both sides are equal to $g_\epsilon(x)$. Suppose that it holds for some $t$. Then by equivariance under constant shifts,

$$\tilde{f}_\epsilon(t + 1, x) = \tilde{\phi}((\tilde{f}_\epsilon(t, x + a))_{a \in A}) = \phi((f_\epsilon(t, x + a))_{a \in A}) - \phi(0)$$

$$= \phi((f_\epsilon(t, x + a))_{a \in A} - t\phi(0)) - \phi(0)$$

$$= \phi((f_\epsilon(t, x + a))_{a \in A}) - (t + 1)\phi(0)$$

$$= f_\epsilon(t + 1, x) - (t + 1)\phi(0).$$

This completes the proof of the lemma. □

The above lemma shows that we can work with $\tilde{\phi}$ and $\tilde{f}_\epsilon$ instead of $\phi$ and $f_\epsilon$. In other words, we can assume, without loss of generality, that $\phi(0) = 0$. We will work under this assumption henceforth. We begin with two key observations about the function $\phi$.

Lemma 2.2. For each $u \in \mathbb{R}^A$ and $a \in A$, $\partial_a \phi(u) \geq 0$, and $\sum_a \partial_a \phi(u) = 1$.

Proof. The first claim follows from monotonicity, and the second from equivariance. □

Lemma 2.3. For any $u, v \in \mathbb{R}^A$, $|\phi(v) - \phi(u)| \leq \max_{a \in A} |u_a - v_a|$. 

Proof. Note that
\[ \phi(u) - \phi(v) = \int_0^1 \nabla \phi(tu + (1-t)v) \cdot (u-v) dt. \]

But by Lemma 2.2,
\[ |\nabla \phi(tu + (1-t)v) \cdot (u-v)| = \left| \sum_{a \in A} \partial_a \phi(tu + (1-t)v)(u_a - v_a) \right| \]
\[ \leq \sum_{a \in A} \partial_a \phi(tu + (1-t)v)|u_a - v_a| \]
\[ \leq \max_{a \in A} |u_a - v_a|. \]

This completes the proof of the lemma. \( \square \)

Lemma 2.3 has the following important consequence, which is crucial for all of the subsequent estimates. It says for any \( t \), \( f_\varepsilon(t, \cdot) \) is Lipschitz on \( \mathbb{Z}^d \) under the \( \ell^1 \) metric with Lipschitz constant \( L_\varepsilon \). In other words, the roughness of \( f_\varepsilon(t, \cdot) \) does not grow with \( t \). The monotonicity and equivariance assumptions are mostly needed for this step. Without a control such as this, it is difficult to ensure that \( f_\varepsilon \) has a smooth scaling limit as \( \varepsilon \to 0 \).

Lemma 2.4. For any \( t \) and any two neighboring points \( x \) and \( y \),
\[ |f_\varepsilon(t, x) - f_\varepsilon(t, y)| \leq L_\varepsilon. \]

Proof. Note that
\[ |f_\varepsilon(0, x) - f_\varepsilon(0, y)| = |g_\varepsilon(x) - g_\varepsilon(y)| \]
\[ = |g(\varepsilon x) - g(\varepsilon y)| \leq L_\varepsilon |x - y|. \]

This proves the claim for \( t = 0 \). Suppose that it holds for some \( t \). Then by Lemma 2.3 for any two neighboring points \( x \) and \( y \),
\[ |f_\varepsilon(t+1, x) - f_\varepsilon(t+1, y)| = |f_\varepsilon((f_\varepsilon(t, x + a))_{a \in A}) - f_\varepsilon((f_\varepsilon(t, y + a))_{a \in A})| \]
\[ \leq \max_{a \in A} |f_\varepsilon(t, x + a) - f_\varepsilon(t, y + a)|. \]

But \( x + a \) is a neighbor of \( y + a \) for each \( a \). Thus, \( |f_\varepsilon(t, x + a) - f_\varepsilon(t, y + a)| \leq L_\varepsilon \) for each \( a \). This completes the proof. \( \square \)

2.2. A random walk representation of the surface. The main result of this subsection, stated below, represents the solution of (1.1) as a formula involving random walk transition probabilities. This solution is not explicit, as it will involve terms that depend on \( f_\varepsilon \). We will use it later to obtain an integral equation for the scaling limit, which will then lead to the solution displayed in Theorem 1.1.

In addition to the quantities \( \beta \) and \( \gamma \) that have already been defined, let us also define \( \alpha := \partial_0 \phi(0) \). Note that by Lemma 2.2 \( \alpha \) and \( \beta \) are nonnegative, and \( \alpha + 2d\beta = 1 \). Consider a random walk on \( \mathbb{Z}^d \), starting at the origin at time 0, and jumping from \( x \) to \( x + a, a \in A \), with probability \( \alpha \) if \( a = 0 \) and \( \beta \) if \( a \neq 0 \). Let
$p(t, x)$ be the probability that this random walk is at the point $x$ at time $t$. Then note that for any $t \in \mathbb{Z}_{\geq 1}$ and $x \in \mathbb{Z}^d$,

$$p(t, x) = \alpha p(t - 1, x) + \beta \sum_{b \in B} p(t - 1, x - b). \quad (2.1)$$

For each $x \in \mathbb{Z}^d$ and $t \in \mathbb{Z}_{\geq 1}$, let

$$h_\varepsilon(t, x) := f_\varepsilon(t, x) - \alpha f_\varepsilon(t - 1, x) - \beta \sum_{b \in B} f_\varepsilon(t - 1, x + b). \quad (2.2)$$

The following result represents the function $f_\varepsilon$ in terms of the transition probabilities of the random walk defined above and the functions $h_\varepsilon$ and $g_\varepsilon$.

**Proposition 2.5.** For any $t \in \mathbb{Z}_{\geq 1}$ and $x \in \mathbb{Z}^d$,

$$f_\varepsilon(t, x) = \sum_{y \in \mathbb{Z}^d} p(t, x - y)g_\varepsilon(y) + \sum_{0 \leq s \leq t - 1} \sum_{y \in \mathbb{Z}^d} p(s, x - y)h_\varepsilon(t - s, y).$$

**Proof.** The proof is by induction on $t$. First, note that $p(0, 0) = 1$, $p(1, 0) = \alpha$ and $p(1, b) = \beta$ for all $b \in B$. Thus, by (2.2),

$$\sum_{y \in \mathbb{Z}^d} p(1, x - y)g_\varepsilon(y) + \sum_{y \in \mathbb{Z}^d} p(0, x - y)h_\varepsilon(1, y)$$

$$= \beta \sum_{b \in B} f_\varepsilon(0, x + b) + \alpha f_\varepsilon(0, x) + h_\varepsilon(1, x) = f_\varepsilon(1, x).$$

This proves the claim for $t = 1$. Now suppose that the claim holds up to time $t - 1$ for some $t \geq 2$. Then again by (2.2),

$$f_\varepsilon(t, x) = \alpha f_\varepsilon(t - 1, x) + \beta \sum_{b \in B} f_\varepsilon(t - 1, x + b) + h_\varepsilon(t, x)$$

$$= \alpha \sum_{y \in \mathbb{Z}^d} p(t - 1, x - y)g_\varepsilon(y) + \alpha \sum_{0 \leq s \leq t - 2} \sum_{y \in \mathbb{Z}^d} p(s, x - y)h_\varepsilon(t - 1 - s, y)$$

$$+ \beta \sum_{y \in \mathbb{Z}^d} \sum_{b \in B} p(t - 1, x + b - y)g_\varepsilon(y)$$

$$+ \beta \sum_{0 \leq s \leq t - 2} \sum_{y \in \mathbb{Z}^d} \sum_{b \in B} p(s, x + b - y)h_\varepsilon(t - 1 - s, y) + h_\varepsilon(t, x). \quad (2.3)$$

Notice that by the relation (2.1),

$$\alpha p(t - 1, x - y) + \beta \sum_{b \in \mathbb{Z}^d} p(t - 1, x + b - y) = p(t, x - y),$$

and similarly,

$$\alpha p(s, x - y) + \beta \sum_{b \in \mathbb{Z}^d} p(s, x + b - y) = p(s + 1, x - y).$$
Plugging these into (2.3) gives
\[
\begin{align*}
f_\varepsilon(t, x) &= \sum_{y \in \mathbb{Z}^d} p(t, x - y) g_\varepsilon(y) + \sum_{0 \leq s \leq t-2} \sum_{y \in \mathbb{Z}^d} p(s + 1, x - y) h_\varepsilon(t - 1 - s, y) \\
&\quad + h_\varepsilon(t, x) \\
&= \sum_{y \in \mathbb{Z}^d} p(t, x - y) g_\varepsilon(y) + \sum_{1 \leq s \leq t-1} \sum_{y \in \mathbb{Z}^d} p(s, x - y) h_\varepsilon(t - s, y) \\
&\quad + h_\varepsilon(t, x).
\end{align*}
\]
Since \( p(0, 0) = 1 \), completes the induction step. \( \square \)

2.3. **A priori control on second-order roughness.** We now prove a second-order refinement of Lemma 2.4. This lemma shows that \( |h_\varepsilon(t, x)| \) is uniformly bounded by a constant times \( \varepsilon^2 \). We will see later that this effectively gets a control on the second-order smoothness of \( f_\varepsilon \), just as Lemma 2.4 gives a control on the first-order smoothness.

**Lemma 2.6.** For each \( t \in \mathbb{Z}_{\geq 1} \) and \( x \in \mathbb{Z}^d \), \( |h_\varepsilon(t, x)| \leq C\varepsilon^2 \).

**Proof.** Let \( u \in \mathbb{R}^4 \) be the vector whose coordinates are \( u_0 = 0 \) and
\[

u_b = f_\varepsilon(t - 1, x + b) - f_\varepsilon(t - 1, x)
\]
for \( b \in B \). Then note that by equivariance,
\[

f_\varepsilon(t, x) = \phi((f_\varepsilon(t - 1, x + a))_{a \in A}) = f_\varepsilon(t - 1, x) + \phi(u).
\]
(2.4)

By Lemma 2.4 and the assumption that \( \varepsilon < 1 \), \( |u_b| \) is uniformly bounded by \( L\varepsilon \) and hence by a constant that does not depend on \( \varepsilon \). Therefore, by the twice continuous differentiability of \( \phi \), the assumption that \( \phi(0) = 0 \), and Taylor expansion,
\[

|\phi(u) - \sum_{b \in B} u_b \partial_b \phi(0)| \leq C \sum_{b \in B} u_b^2.
\]
Since \( |u_b| \leq L\varepsilon \) and \( \partial_b \phi(0) = \beta \), this gives
\[

|\phi(u) - \beta \sum_{b \in B} u_b| \leq C\varepsilon^2. \quad (2.5)
\]

Finally, note that since \( \alpha = 1 - 2d\beta \),
\[

f_\varepsilon(t - 1, x) + \beta \sum_{b \in B} u_b = (1 - 2d\beta) f_\varepsilon(t - 1, x) + \beta \sum_{b \in B} f_\varepsilon(t - 1, x + b)
\]
\[
= \alpha f_\varepsilon(t - 1, x) + \beta \sum_{b \in B} f_\varepsilon(t - 1, x + b). \quad (2.6)
\]
Combining (2.6) with the formula (2.2) for \( h_\varepsilon(t, x) \), we get
\[
\beta \sum_{b \in B} u_b = f_\varepsilon(t, x) - f_\varepsilon(t - 1, x) - h_\varepsilon(t, x).
\]
Plugging this into (2.5) gives
\[ |f_\varepsilon(t, x) - f_\varepsilon(t - 1, x) - h_\varepsilon(t, x) - \phi(u)| \leq C\varepsilon^2. \]
But by (2.4), \( f_\varepsilon(t, x) - f_\varepsilon(t - 1, x) - \phi(u) = 0 \). This completes the proof of the lemma. \( \square \)

2.4. Plan of the proof. Having stated and proved Lemma 2.4, Proposition 2.5, and Lemma 2.6 we are now in a position to discuss the general strategy for the proof of Theorem 1.1. The first step is to use the recursive formula for \( f_\varepsilon(t, x) \) given in Proposition 2.5 together with the bound on \( h_\varepsilon \) given by Lemma 2.6 and a number of delicate estimates for first- and second-order discrete derivatives of random walk transition probabilities to show that \( f_\varepsilon \) has subsequential scaling limits as \( \varepsilon \to 0 \), all of which are differentiable.

The next step is to show that for any subsequential scaling limit \( f \), the rescaled version of \( h_\varepsilon \) converges to \( \gamma |\nabla f|^2 \). This uses the formula (2.2) of \( h_\varepsilon(t, x) \), together with Taylor expansion and the a priori controls given by Lemma 2.4 and Lemma 2.6. This step uses the invariance of \( \phi \) under lattice symmetries and the fact that \( \phi \) is twice continuously differentiable. Once this is established, Proposition 2.5 will again be used, together with a local central limit theorem for the transition probability \( p(t, x) \), to show that \( f \) satisfies the integral equation
\[
f(t, x) = \int_{\mathbb{R}^d} K(t, x - y)g(y)dy + \gamma \int_0^t \int_{\mathbb{R}^d} K(s, x - y)|\nabla f|^2(t - s, y)dyds,
\]
where \( K \) is the Gaussian kernel from the statement of Theorem 1.1. We will then show that this integral equation has a unique solution, given by the Cole–Hopf formula (1.3) displayed in Theorem 1.1.

2.5. Random walk transition probabilities. In this subsection we begin to work out the necessary estimates for random walk transition probabilities that are crucial for the carrying out the plan of the proof sketched out in Subsection 2.4. We will henceforth assume that \( \alpha \neq 0 \). The case \( \alpha = 0 \) needs special treatment due to parity issues, which will be dealt with in Subsection 2.14.

Let \( \xi \) be a random vector which takes value \( b \) with probability \( \beta \) for each \( b \in B \), and 0 with probability \( \alpha \). Then the characteristic function \( \psi \) of \( \xi \) is given by
\[
\psi(\theta) = \mathbb{E}(e^{i\theta \cdot \xi}) = \alpha + 2\beta \sum_{i=1}^d \cos \theta_i
\]
for \( \theta = (\theta_1, \ldots, \theta_d) \in \mathbb{R}^d \). We are going to use the Fourier inversion formula for expressing the transition probability \( p(t, x) \) in terms of the characteristic function \( \psi \). This makes it necessary to derive two important estimates for \( \psi \), as done below.

**Lemma 2.7.** There is a positive constant \( C \) depending only on \( \alpha \), \( \beta \), and \( d \), such that for all \( \theta \in [-\pi, \pi]^d \), \( |\psi(\theta)| \leq e^{-C|\theta|^2} \).
Proof. Since $\alpha > 0$, $\beta > 0$, and $\alpha + 2\beta d = 1$, it is easy to see that the map $x \mapsto |\alpha + 2\beta d \cos x|$ equals 1 at $x = 0$ and is strictly less than 1 everywhere else in the closed interval $[-\pi, \pi]$. From this, and the behavior of cosine near zero, it follows that the function
\[
\begin{cases} 
(1 - |\alpha + 2\beta d \cos x|)/x^2 & \text{if } x \in [-\pi, \pi] \setminus \{0\}, \\
\beta d & \text{if } x = 0 
\end{cases}
\]
is continuous and nonzero everywhere on $[-\pi, \pi]$. Thus, there is a positive constant $C$, depending only on $\alpha$, $\beta$ and $d$, such that $w(x) \geq C$ for all $x \in [-\pi, \pi]$. In other words, $|\alpha + 2\beta d \cos x| \leq 1 - Cx^2$ for all $x \in [-\pi, \pi]$. Therefore, for any $\theta \in [-\pi, \pi]^d$,
\[
|\psi(\theta)| \leq \frac{1}{d} \sum_{i=1}^{d} |\alpha + 2\beta d \cos \theta_i| \\
\leq \frac{1}{d} \sum_{i=1}^{d} (1 - C\theta_i^2) = 1 - \frac{C|\theta|^2}{d}.
\]
The proof is completed by applying the inequality $1 - x \leq e^{-x}$. \qed

Lemma 2.8. For any $\theta \in \mathbb{R}^d$ and $t \in \mathbb{Z}_{\geq 1}$,
\[
|\psi(\theta)^t - e^{-\beta|\theta|^2}| \leq Ct|\theta|^4.
\]
Proof. By Taylor expansion,
\[
|\cos x - 1 + \frac{x^2}{2}| \leq \frac{x^4}{24}
\]
for all $x \in \mathbb{R}$. By this, and the identity $\alpha + 2\beta d = 1$, we have
\[
|\psi(\theta) - 1 + \beta|\theta|^2| = \left| 2\beta \sum_{i=1}^{d} \left( \cos \theta_i - 1 + \frac{\theta_i^2}{2} \right) \right| \\
\leq 2\beta \sum_{i=1}^{d} \left| \cos \theta_i - 1 + \frac{\theta_i^2}{2} \right| \\
\leq 2\beta \sum_{i=1}^{d} \frac{\theta_i^4}{12} \leq C|\theta|^4.
\]
On the other hand, again by Taylor expansion,
\[
|e^{-x} - 1 + x| \leq \frac{x^2}{2}
\]
for all $x \geq 0$. Combining this with the preceding display, we get
\[
|\psi(\theta) - e^{-\beta|\theta|^2}| \leq C|\theta|^4.
\]
Finally, note that the absolute values of both $\psi(\theta)$ and $e^{-\beta|\theta|^2}$ are both bounded above by 1. Since $|a - b|^t \leq t|a - b|$ for any two complex numbers $a$ and $b$ in the unit disk and any positive integer $t$, the claim follows. \qed
Now note that by Fourier inversion, we have
\[ p(t, x) = (2\pi)^{-d} \int_{[-\pi, \pi]^d} e^{-i\theta \cdot x} \psi(t)^{d} d\theta \]
\[ = (2\pi)^{-d} t^{-d/2} \int_{[-\pi \sqrt{t}, \pi \sqrt{t}]^d} e^{-it^{-1/2} \eta \cdot x} \psi(t^{-1/2} \eta) \, d\eta, \quad (2.7) \]
where the second line was obtained by the change of variable \( \eta = \sqrt{t} \theta \). We will now simplify this formula to get successively simpler approximations \( p_1, p_2 \) and \( p_3 \) for \( p \), and bound the approximation errors using Lemmas 2.7 and 2.8. First, let
\[ p_1(t, x) := (2\pi)^{-d} t^{-d/2} \int_{|\eta| \leq \log t} e^{-it^{-1/2} \eta \cdot x} \psi(t^{-1/2} \eta)^{d} \, d\eta. \]
Then we have the following bound on the difference between \( p \) and \( p_1 \).

**Lemma 2.9.** For any \( t \in \mathbb{Z}_{\geq 1} \) and \( x \in \mathbb{Z}^d \), \( |p(t, x) - p_1(t, x)| \leq C_1 e^{-C_2 (\log t)^2} \).

**Proof.** Take any \( \eta \) with absolute value bigger than \( \log t \). Then by Lemma 2.7,
\[ |\psi(t^{-1/2} \eta)| \leq e^{-Ct^{-1} |\eta|^2} \leq e^{-Ct^{-1} (\log t)^2}. \]
Thus,
\[ |p(t, x) - p_1(t, x)| \leq C t^{-d/2} \int_{\log t < |\eta| \leq \pi \sqrt{t}} |\psi(t^{-1/2} \eta)|^d d\eta \]
\[ \leq C t^{-d/2} \int_{\log t < |\eta| \leq \pi \sqrt{t}} e^{-C (\log t)^2} \, d\eta \]
\[ \leq C_1 e^{-C_2 (\log t)^2}, \]
where in the last line we used the fact that any polynomial in \( t \) is rendered irrelevant by the presence of \( e^{-C_2 (\log t)^2} \). This completes the proof of the lemma. \( \square \)

Next, define
\[ p_2(t, x) := (2\pi)^{-d} t^{-d/2} \int_{|\eta| \leq \log t} e^{-it^{-1/2} \eta \cdot x - \beta |\eta|^2} \, d\eta, \]
and finally, let
\[ p_3(t, x) := (2\pi)^{-d} t^{-d/2} \int_{\mathbb{R}^d} e^{-it^{-1/2} \eta \cdot x - \beta |\eta|^2} \, d\eta \]
\[ = (4\pi \beta t)^{-d/2} e^{-|x|^2/4\beta t}. \quad (2.8) \]
The following lemma shows that \( p_2 \) is close to \( p_3 \).

**Lemma 2.10.** For any \( t \in \mathbb{Z}_{\geq 1} \) and \( x \in \mathbb{Z}^d \), \( |p_2(t, x) - p_3(t, x)| \leq C_1 e^{-C_2 (\log t)^2} \).

**Proof.** Using polar coordinates, we have
\[ |p_2(t, x) - p_3(t, x)| \leq C t^{-d/2} \int_{|\eta| > \log t} e^{-\beta |\eta|^2} \, d\eta \]
\[ = C t^{-d/2} \int_{\log t}^{\infty} r^{d-1} e^{-\beta r^2} \, dr. \]
It is not hard to see that the last expression is bounded by $C_1\exp(-C_2(\log t)^2)$. □

Note that we have not yet established the closeness of $p_1$ and $p_2$. This will be done in the next subsection.

2.6. **Smoothness of transition probabilities.** The primary goal of this subsection is to get upper bounds on the first- and second-order discrete derivatives of $p$. The plan is to show that these can be approximated by the first- and second-order derivatives of $p_3$. The controls given by Lemma 2.9 and Lemma 2.10 are sufficient to relate the derivatives of $p$ with those of $p_1$, and the derivatives of $p_2$ with those of $p_3$. Approximating the derivatives of $p_1$ with those of $p_2$ require more delicate control, which we will now obtain.

For any function $w : \mathbb{Z}^d \to \mathbb{R}$, and any $x, y, z \in \mathbb{Z}^d$, define

$$\delta_y w(x) := w(x + y) - w(x).$$

For any $y$ and $z$, the discrete derivative operators $\delta_y$ and $\delta_z$ commute, since

$$\delta_y \delta_z w(x) = \delta_z w(x + y) - \delta_z w(x) = w(x + y + z) - w(x + y) - (w(x + z) - w(x)) = w(x + y + z) - w(x + y) - (w(x + y) - w(x)) = \delta_z \delta_y w(x).$$

The following lemma shows that $p_1$ and $p_2$ are close, as are their first- and second-order discrete derivatives. The exact orders of the error bounds are important for subsequent estimates.

**Lemma 2.11.** For any $t \in \mathbb{Z}_{\geq 1}$ and $x, y, z \in \mathbb{Z}^d$,

$$|p_1(t, x) - p_2(t, x)| \leq C_1 t^{-(d+2)/2} (\log t)^{C_2},$$

$$|\delta_y p_1(t, x) - \delta_y p_2(t, x)| \leq C_1 |y| t^{-(d+3)/2} (\log t)^{C_2},$$

$$|\delta_y \delta_z p_1(t, x) - \delta_y \delta_z p_2(t, x)| \leq C_1 |y| |z| t^{-(d+4)/2} (\log t)^{C_2}.$$

**Proof:** By Lemma 2.8,

$$|\langle \psi(t^{-1/2} \eta) \rangle^t - e^{-\beta|\eta|^2}| \leq Ct^{-1}|\eta|^4.$$

Thus,

$$|p_1(t, x) - p_2(t, x)| \leq Ct^{-d/2} \int_{|\eta| \leq \log t} |\langle \psi(t^{-1/2} \eta) \rangle^t - e^{-\beta|\eta|^2}| d\eta$$

$$\leq Ct^{-d/2 - 1} \int_{|\eta| \leq \log t} |\eta|^4 d\eta$$

$$\leq Ct^{-d/2 - 1} (\log t)^{d+4}.$$

This proves the first inequality in the statement of the lemma. Next, note that

$$\delta_y p_1(t, x) = (2\pi)^{-d} t^{-d/2} \int_{|\eta| \leq \log t} (e^{-it^{-1/2} \eta y} - 1) e^{-it^{-1/2} \eta z} \langle \psi(t^{-1/2} \eta) \rangle^t d\eta$$
and
\[ \delta y p_2(t, x) = (2\pi)^{-d} t^{-d/2} \int_{|\eta| \leq \log t} (e^{-it^{-1/2} y \cdot \eta} - 1)e^{-it^{-1/2} x \cdot \eta} d\eta. \]

By the inequality \( |e^{-ia} - 1| \leq |a| \) for \( a \in \mathbb{R} \), this gives
\[ |\delta y p_1(t, x) - \delta y p_2(t, x)| \leq t^{-(d+1)/2} |y| \int_{|\eta| \leq \log t} |\eta||\psi(t^{-1/2} \eta)| t - e^{-|\eta|^2} d\eta. \]

Now proceeding as before, we get the second inequality. Similarly, noting that
\[ \delta y \delta z p_1(t, x) = (2\pi)^{-d} t^{-d/2} \int_{|\eta| \leq \log t} (e^{-it^{-1/2} y \cdot \eta} - 1)(e^{-it^{-1/2} z \cdot \eta} - 1) \cdot e^{-it^{-1/2} x \cdot \eta} (\psi(t^{-1/2} \eta))^t d\eta \]
and
\[ \delta y \delta z p_2(t, x) = (2\pi)^{-d} t^{-d/2} \int_{|\eta| \leq \log t} (e^{-it^{-1/2} y \cdot \eta} - 1)(e^{-it^{-1/2} z \cdot \eta} - 1)e^{-it^{-1/2} x \cdot \eta} |\eta|^2 d\eta, \]
and proceeding just as above, we get the third inequality in the statement of the lemma.

Now we have all the necessary ingredients for getting bounds on the derivatives of \( p \) using bounds on the derivatives of \( p_3 \). The following lemma gives the bounds for \( p_3 \).

**Lemma 2.12.** Take any \( t \in \mathbb{Z}_{\geq 1} \) and \( x, y, z \in \mathbb{Z}^d \). Let
\[
\begin{align*}
& a := \min\{|x|, |x + y|\}, \\
& b := \min\{|x|, |x + y|, |x + z|, |x + y + z|\}.
\end{align*}
\]

Then
\[
\begin{align*}
|\delta y p_3(t, x)| & \leq C_1 e^{-C_2 a^2 / t} t^{-(d+1)/2} |y|, \\
|\delta y \delta z p_3(t, x)| & \leq C_1 e^{-C_2 b^2 / t} t^{-(d+1)/2} \min\{|y|, |z|, t^{-1/2} |y| |z|\}.
\end{align*}
\]

**Proof.** Let \( u(q) := e^{-|q|^2} \) for \( q \in \mathbb{R}^d \), so that
\[ p_3(t, x) = (4\pi \beta t)^{-d/2} u((4\beta t)^{-1/2} x). \]
Let \( v \) be any derivative of \( u \), of any order. Clearly, \( v(q) \) is some polynomial in \( q \) times \( u(q) \), and therefore \( |v(q)| \leq C_1 e^{-C_2 |q|^2} \) for all \( q \in \mathbb{R}^d \), where \( C_1 \) and \( C_2 \) are some positive constants depending on \( v \). In particular, the maximum value of \( |v| \) on a line joining two points \( q \) and \( q' \) is bounded above by \( C_1 e^{-C_2 \min\{|q|^2, |q'|^2\}} \).

This gives
\[
|\delta y p_3(t, x)| = (4\pi \beta t)^{-d/2} |u((4\beta t)^{-1/2} (x + y)) - u((4\beta t)^{-1/2} x)| \\
\leq C_1 t^{-(d+1)/2} |y| e^{-C_2 a^2 / t}.
\]
This proves the first claim of the lemma. For the second claim, let us assume without loss of generality that $|y| \leq |z|$. Note that by the above inequality,
\[
|\delta_y \delta_z p_3(t, x)| \leq |\delta_y p_3(t, x + z)| + |\delta_y p_3(t, x)| \\
\leq C_1 e^{-C_2 b^2/t_{t,x}^{-1}(d+1)/2}|y|, \quad (2.9)
\]

On the other hand, by Taylor approximation and the above observation about the derivatives of $u$,
\[
|\delta_y p_3(t, x) - (4\pi \beta t)^{-d/2}(4\beta t)^{-1/2} y \cdot \nabla u((4\beta t)^{-1/2} x)| \\
\leq C_1 t^{-(d+2)/2} |y|^2 e^{-C_2 \min(|x+y|^2, |x|^2)/t},
\]
and the same inequality holds with $x$ replaced by $x + z$ on both sides. This gives
\[
|\delta_y \delta_z p_3(t, x)| = |\delta_y p_3(t, x + z) - \delta_y p_3(t, x)| \\
\leq C t^{-(d+1)/2} |y||\nabla u((4\beta t)^{-1/2} (x + z)) - \nabla u((4\beta t)^{-1/2} x)| \\
+ C_1 e^{-C_2 b^2/t_{t,x}^{-1}(d+2)/2}|y|^2 \\
\leq C_1 e^{-C_2 b^2/t_{t,x}^{-1}(d+2)/2} (|y||z| + |y|^2) \\
\leq C_1 e^{-C_2 t^2/t_{t,x}^{-1}(d+2)/2} |y||z|, \quad (2.10)
\]
where we used $|y| \leq |z|$ in the last step. Combining $(2.9)$ and $(2.10)$ completes the proof of the second claim.

Finally, we need the following crude bound on $p(t, x)$ to deal with values of $x$ whose norms are 'too large'.

**Lemma 2.13.** For any $t \in \mathbb{Z}_{\geq 1}$ and $x \in \mathbb{Z}^d$,
\[
p(t, x) \leq C_1 e^{-C_2|x|^2/t}.
\]

**Proof.** Take any $t \in \mathbb{Z}_{\geq 1}$ and $x = (x_1, \ldots, x_d) \in \mathbb{Z}^d$. Without loss of generality, suppose that $|x_1| \geq |x_i|$ for all $i$. Consider the evolution of the first coordinate of our random walk. At each time step, the first coordinate increases by one with probability $\beta$, decreases by one with probability $\beta$, and remains the same with probability $1 - 2\beta$. Thus, it evolves like a sum of i.i.d. $\{-1, 0, 1\}$-valued random variables. It is now easy to see by Hoeffding’s inequality for sums of i.i.d. bounded random variables that at time $t$, the probability that the first coordinate equals $x_1$ is at most $C_1 e^{-C_2 x_1^2/t}$. Since $|x_1| \geq |x_i|$ for all $i$, we have $x_1^2 \geq |x|^2/d$. This completes the proof of the lemma.

We are now ready to obtain the required estimates for the first- and second-order discrete derivatives of $p$. Proposition 2.14 gives the bound on first-order derivatives, and following that, Proposition 2.15 gives the bound on second order derivatives.

**Proposition 2.14.** Take any $t \in \mathbb{Z}_{\geq 1}$ and $x, y \in \mathbb{Z}^d$. Let $a := \min\{|x|, |x + y|\}$. Then we have
\[
|\delta_y p(t, x)| \leq C_1 e^{-C_2 a^2/t_{t,x}^{-1}(d+1)/2}|y| + C_1 t^{-(d+3)/2}(\log t)^{C_2}|y|.
\]
Moreover, we also have $|\delta_y p(t, x)| \leq C_1 e^{-C_2 a^2 / t}$.

Proof. The bounds hold trivially if $y = 0$. So let us assume that $y \neq 0$. Again, the bounds hold trivially if $t = 1$. So let us also assume that $t \geq 2$. By Lemma 2.10 and the triangle inequality,

$$\begin{align*}
|\delta_y p(t, x) - \delta_y p_1(t, x)| &\leq |p(t, x + y) - p_1(t, x + y)| + |p(t, x) - p_1(t, x)| \\
&\leq C_1 e^{-C_2 (\log t)^2}.
\end{align*}$$

Similarly, by Lemma 2.10

$$|\delta_y p_2(t, x) - \delta_y p_3(t, x)| \leq C_1 e^{-C_2 (\log t)^2}.$$ 

Next, by Lemma 2.11

$$|\delta_y p_1(t, x) - \delta_y p_2(t, x)| \leq C_1 |y| |t^{-d+1/2} (\log t)^C_2|.$$ 

Combining these with the bound on $|\delta_y p_3(t, x)|$ from Lemma 2.12 and observing that $C_1 |y| |t^{-d+1/2} (\log t)^C_2|$ dominates $C_1 e^{-C_2 (\log t)^2}$ since $y \neq 0$ and $t \geq 2$, proves the first claim of the proposition. The second claim follows by Lemma 2.13 and the triangle inequality.

**Proposition 2.15.** Take any $t \in \mathbb{Z}_{\geq 1}$ and $x, y, z \in \mathbb{Z}^d$. Let

$$b := \min\{|x|, |x + y|, |x + z|, |x + y + z|\}.$$ 

Then we have

$$|\delta_y \delta_z p(t, x)| \leq C_1 e^{-C_2 b^2 / t} t^{-d+1/2} \min\{\|y\|, \|z\|, t^{-1/2} \|y\| \|z\|\} + C_1 t^{-d+2} (\log t)^C_2.$$ 

Moreover, we also have $|\delta_y \delta_z p(t, x)| \leq C_1 e^{-C_2 b^2 / t}$.

Proof. The bound holds trivially if either $y = 0$ or $z = 0$, because in that case, $\delta_y \delta_z p(t, x) = 0$. So let us assume that $y$ and $z$ are both nonzero. Then, the bound holds trivially if $t = 1$. So let us further assume that $t \geq 2$. By Lemma 2.10 and the triangle inequality,

$$\begin{align*}
|\delta_y \delta_z p(t, x) - \delta_y \delta_z p_1(t, x)| &\leq |p(t, x + y + z) - p_1(t, x + y + z)| + |p(t, x + y) - p_1(t, x + y)| \\
&\quad + |p(t, x + z) - p_1(t, x + z)| + |p(t, x) - p_1(t, x)| \\
&\leq C_1 e^{-C_2 (\log t)^2}.
\end{align*}$$

Similarly, by Lemma 2.10

$$|\delta_y \delta_z p_2(t, x) - \delta_y \delta_z p_3(t, x)| \leq C_1 e^{-C_2 (\log t)^2}.$$ 

Next, by Lemma 2.11

$$|\delta_y \delta_z p_1(t, x) - \delta_y \delta_z p_2(t, x)| \leq C_1 |y| z |t^{-(d+4)/2} (\log t)^C_2.$$
Combining these with the bound on \(|\delta_{p_3} p_3(t, x)|\) from Lemma 2.12, and the observation that \(C_1|y||z|t^{-(d+4)/2} (\log t)^{C_2 t}\) dominates \(C_1 e^{-C_2 (\log t)^2}\) since \(y\) and \(z\) are nonzero and \(t \geq 2\), proves the first claim of the proposition. The second one is a consequence of Lemma 2.13 and the triangle inequality.

We now have the necessary bounds for spatial derivatives of \(p\). We will also need bounds for first-order derivatives with respect to \(t\), and space-times mixed derivatives. For \(r \in \mathbb{Z}_{\geq 0}\) and a function \(w : \mathbb{Z}_{\geq 0} \times \mathbb{Z}^d \to \mathbb{R}\), define the temporal derivative

\[\delta'_tw(t, x) := w(t + r, x) - w(t, x).\]

Our goal is to get bounds on quantities like \(\delta'_t p(t, x)\) and \(\delta'_t \delta_y p(t, x)\). The first step, as before, is to get the corresponding bounds for \(p_3\) instead of \(p\).

**Lemma 2.16.** For any two integers \(t \geq r \geq 1\), and any \(x \in \mathbb{Z}^d\),

\[|\delta'_t p_3(t, x)| \leq C_1 e^{-C_2 |x|^2/rt} t^{-(d+2)/2}.\]

**Proof.** Treating \(t\) as a continuous variable in the formula (2.8) for \(p_3\), let \(p'_3\) denote its derivative with respect to \(t\). Then note that

\[|p'_3(t, x)| \leq C_1 t^{-(d+2)/2} (1 + t^{-1} |x|^2) e^{-C_2 |x|^2/rt} \leq C_1 t^{-(d+2)/2} e^{-C_2 |x|^2/rt}.\]

Since \(r \leq t\), the maximum value of this derivative in the time interval \([t, t + r]\) is bounded by \(C_1 t^{-(d+2)/2} e^{-C_2 |x|^2/rt}\). By the mean value theorem, this completes the proof of the lemma.

**Lemma 2.17.** Take any two integers \(t \geq r \geq 1\), and any \(x, y \in \mathbb{Z}^d\). Let \(a := \min\{|x|, |x + y|\}\). Then

\[|\delta'_t \delta_y p_3(t, x)| \leq C_1 e^{-C_2 a^2/rt} |y| r t^{-(d+3)/2}.\]

**Proof.** In this proof we will use \(K\) as shorthand for \(C_1 e^{-C_2 a^2/rt}\). Fixing \(x\) and \(y\), let

\[w(t) := \delta_y p_3(t, x)\]

and let \(w'\) denote its derivative with respect to \(t\), considering \(t\) as a continuous parameter. Let \(u(q) := e^{-|q|^2}\) and \(v(q) := q \cdot \nabla u(q)\) for \(q \in \mathbb{R}^d\). Then

\[w'(t) = -\frac{d}{2} (4\pi \beta)^{-d/2} t^{-(d+2)/2} (u((4\beta t)^{-1/2}(x + y)) - u((4\beta t)^{-1/2} x))\]

\[\quad - \frac{1}{2} (4\pi \beta)^{-d/2} t^{-1} (v((4\beta t)^{-1/2}(x + y)) - v((4\beta t)^{-1/2} x)).\]

It is not hard to see that \(|\nabla v(q)| \leq C_1 e^{-C_2 |q|^2}\) for all \(q\). Thus,

\[|v((4\beta t)^{-1/2}(x + y)) - v((4\beta t)^{-1/2} x)| \leq K t^{-1/2} |y|.\]

Similarly,

\[|u((4\beta t)^{-1/2}(x + y)) - u((4\beta t)^{-1/2} x)| \leq K t^{-1/2} |y|.\]
Combining, we get
$$\left| w'(t) \right| \leq K t^{-(d+3)/2} |y|.$$  

Since $|w(t + r) - w(t)| \leq r \max_{s \leq t+r} |w'(s)|$ and $r \leq t$, this shows that
$$\left| \delta' p_3(t, x) \right| \leq K t^{-(d+3)/2} |y|r.$$  

This completes the proof of the lemma. \qed

Now that we have the required bounds for the derivatives of $p_3$, we can use them to deduce the corresponding bounds for the derivatives of $p$.

**Proposition 2.18.** For any two integers $t \geq r \geq 1$, and any $x \in \mathbb{Z}^d$,  

$$\left| \delta' p(t, x) \right| \leq C_1 e^{C_2|x|^2/2} r t^{-(d+2)/2} + C_1 t^{-(d+2)/2} (\log t) C_2.$$  

Moreover, we also have $\left| \delta' p(t, x) \right| \leq C_1 e^{C_2|x|^2/t}$.

**Proof.** Since $1 \leq r \leq t$, it is easy to see that the case $t = 1$ is trivial. So let us assume that $t \geq 2$. First, note that by Lemma 2.9,

$$\left| \delta' p(t, x) - \delta' p_1(t, x) \right| \leq |p(t + r, x) - p_1(t + r, x)| + |p(t, x) - p_1(t, x)| \leq C_1 e^{-C_2(\log t)^2}.$$  

Similarly, by Lemma 2.10

$$\left| \delta' p_2(t, x) - \delta' p_3(t, x) \right| \leq C_1 e^{-C_2(\log t)^2}.$$  

Next, by Lemma 2.11

$$\left| \delta' p_1(t, x) - \delta' p_2(t, x) \right| \leq |p_1(t + r, x) - p_2(t + r, x)| + |p_1(t, x) - p_2(t, x)| \leq C_1 t^{-(d+2)/2} (\log t) C_2.$$  

Combining the above inequalities with the bound on $\left| \delta' p_3(t, x) \right|$ from Lemma 2.16 and the observation that $C_1 t^{-(d+2)/2} (\log t) C_2$ dominates $C_1 e^{-C_2(\log t)^2}$ since $t \geq 2$, we get the first inequality in the statement of the lemma. The second one follows from Lemma 2.13 and the triangle inequality. \qed

**Proposition 2.19.** Take any two integers $t \geq r \geq 1$, and any $x, y \in \mathbb{Z}^d$. Let $a := \min \{|x|, |x + y|\}$. Then

$$\left| \delta' p(t, x) \right| \leq C_1 e^{-C_2a^2/t} t^{-(d+3)/2} |y| + C_1 |y| t^{-(d+3)/2} (\log t) C_2.$$  

Moreover, we also have $\left| \delta' p(t, x) \right| \leq C_1 e^{-C_2a^2/t}$.

**Proof.** The bounds hold trivially if $y = 0$. So let us assume that $y \neq 0$. Then again, the bounds are trivial if $t = 1$. So let us also assume that $t \geq 2$. First, note
that by Lemma \ref{lem:2.9},
\[
|\delta_t^r \delta_y p(t, x) - \delta_t^r \delta_y p_1(t, x)| \\
\leq |p(t + r, x + y) - p_1(t + r, x + y)| + |p(t, x + y) - p_1(t, x + y)| \\
+ |p(t + r, x) - p_1(t + r, x)| + |p(t, x) - p_1(t, x)| \\
\leq C_1 e^{-C_2 (log t)^2}.
\]
Similarly, by Lemma \ref{lem:2.10},
\[
|\delta_t^r \delta_y p_2(t, x) - \delta_t^r \delta_y p_3(t, x)| \leq C_1 e^{-C_2 (log t)^2}.
\]
Next, by Lemma \ref{lem:2.11},
\[
|\delta_t^r \delta_y p_1(t, x) - \delta_t^r \delta_y p_2(t, x)| \\
\leq |\delta_t^r p_1(t + r, x) - \delta_t^r p_2(t + r, x)| + |\delta_t^r p_1(t, x) - \delta_t^r p_2(t, x)| \\
\leq C_1 |y| t^{-(d+3)/2} (log t)^{C_2}.
\]
Combining the above inequalities with the bound on $|\delta_t^r \delta_y p_3(t, x)|$ from Lemma \ref{lem:2.17}, and the observation that $C_1 |y| t^{-(d+3)/2} (log t)^{C_2}$ dominates $C_1 e^{-C_2 (log t)^2}$ since $y \neq 0$ and $t \geq 2$, we get the first inequality in the statement of the lemma. The second one follows from Lemma \ref{lem:2.13} and the triangle inequality.

2.7. **Smoothness of the discrete surface.** In this subsection we will derive bounds on the first- and second-order discrete derivatives of $f_\varepsilon$ using the bounds on the derivatives of $p$ obtained in the previous subsection, the recursive formula from Proposition \ref{prop:2.5} and the uniform bound on $h_\varepsilon$ from Lemma \ref{lem:2.6}. Our first result gives a bound on second-order spatial derivatives of $f_\varepsilon$.

**Proposition 2.20.** Take any $t \in \mathbb{Z}_{\geq 1}$ and any $x, y, z \in \mathbb{Z}^d$ with $|y| \leq |z|$. Then
\[
|\delta_y \delta_z f_\varepsilon(t, x)| \\
\leq C_1 \varepsilon^2 |y| |z| \log (2 + t/|z|^2) \\
+ C_1 (1 + \varepsilon |x| + \varepsilon |y| + \varepsilon |z| + \varepsilon t^{1/2}) t^{-1/2} |y| \min\{1, t^{-1/2} |z|\} \\
+ C_1 (1 + \varepsilon |x| + \varepsilon |y| + \varepsilon |z| + \varepsilon t^{1/2} \log t) |y| |z| t^{-2} (\log t)^{C_2}.
\]

**Proof.** If $y = 0$ or $z = 0$, the left side is zero and hence the bound holds trivially. So let us assume that $y$ and $z$ are nonzero. By Proposition \ref{prop:2.5}, we get
\[
\delta_y \delta_z f_\varepsilon(t, x) = \sum_{w \in \mathbb{Z}^d} \delta_y \delta_z p(t, x - w) g_\varepsilon(w) \\
+ \sum_{0 \leq s \leq t-1} \sum_{w \in \mathbb{Z}^d} \delta_y \delta_z p(s, x - w) h_\varepsilon(t - s, w). \tag{2.11}
\]
Take any $2 \leq s \leq t - 1$ (which exists only if $t \geq 3$; otherwise, we do not have to worry about such $s$). By Lemma \ref{lem:2.6}, $|h_\varepsilon(t - s, w)| \leq C \varepsilon^2$ for all $w$. Thus,
\[
\sum_{w \in \mathbb{Z}^d} \delta_y \delta_z p(s, x - w) h_\varepsilon(t - s, w) \leq C \varepsilon^2 \sum_{w \in \mathbb{Z}^d} |\delta_y \delta_z p(s, x - w)|. \tag{2.12}
\]
Let $D$ be the set of all $w$ such that at least one of the quantities $|x - w|$, $|x - w + y|$, $|x - w + z|$ and $|x - w + y + z|$ is less than $\sqrt{s \log s}$. Then by the second bound from Proposition 2.15 we get
\[
\sum_{w \not\in D} |\delta_y \delta_z p(s, x - w)| \leq C_1 \sum_{|v| \geq \sqrt{s \log s}} e^{-C_2|v|^2/s} \leq C_1 e^{-C_2 \log s}. \tag{2.13}
\]

Fixing $x$, $y$ and $z$, define
\[
q(w) := \min\{|x - w|, |x - w + y|, |x - w + z|, |x - w + y + z|\}
\]
for $w \in \mathbb{Z}^d$. Now, it is not hard to see that for any $C$,
\[
\sum_{w \in \mathbb{Z}^d} e^{-C|v|^2/s} \leq C's^{d/2} \tag{2.14}
\]
where $C'$ depends on $C$ and $d$. This implies that
\[
\sum_{w \in \mathbb{Z}^d} e^{-Cq(w)^2/s} \leq \sum_{w \in \mathbb{Z}^d} \left( e^{-C|x-w|^2/s} + e^{-C|x-w+y|^2/s} + e^{-C|x-w+z|^2/s} + e^{-C|x-w+y+z|^2/s} \right) = 4 \sum_{w \in \mathbb{Z}^d} e^{-C|w|^2/s} \leq C's^{d/2},
\]
where $C'$ depends on $C$ and $d$. Also, note that $|D| \leq C's^{d/2}(\log s)^d$. Therefore, the first bound from Proposition 2.15 gives
\[
\sum_{w \in D} |\delta_y \delta_z p(s, x - w)| \leq C_1 s^{-(d+1)/2} y \min\{1, s^{-1/2}|z|\} \sum_{w \in D} e^{-C_2q(w)^2/s} + C_1 |y||z|s^{-(d+4)/2}(\log s)^C_2|D| \leq C_1 s^{1/2} y \min\{1, s^{-1/2}|z|\} + C_1 |y||z|s^{-2}(\log s)^C_2. \tag{2.15}
\]
Combining (2.12), (2.13) and (2.15), and the assumption that $y$ and $z$ are nonzero (which allows the bound from (2.15) to dominate the bound from (2.13)), we have
\[
\left| \sum_{w \in \mathbb{Z}^d} \delta_y \delta_z p(s, x - w) h_\varepsilon(t - s, w) \right| \leq C_1 \varepsilon^2 |y|s^{-1/2} \min\{1, s^{-1/2}|z|\} + C_1 \varepsilon^2 |y||z|s^{-2}(\log s)^C_2.
\]

Consequently,
\[
\left| \sum_{2 \leq s \leq t-1} \sum_{w \in \mathbb{Z}^d} \delta_y \delta_z p(s, x - w) h_\varepsilon(t - s, w) \right| \leq C_1 \varepsilon^2 |y| \sum_{2 \leq s \leq t-1} s^{-1/2} \min\{1, s^{-1/2}|z|\} + C_1 \varepsilon^2 |y||z|. \]
Now note that
\[ \sum_{2 \leq s \leq t-1} s^{-1/2} \min\{1, s^{-1/2} |z|\} \leq \sum_{2 \leq s \leq t} s^{-1/2} + \sum_{|z|^2 < s \leq t-1} s^{-1} |z| \]
\[ \leq \left\{ \begin{array}{ll}
C_1 |z| \log(t/|z|^2) & \text{if } |z| < \sqrt{t}, \\
C_1 |z| & \text{if } |z| \geq \sqrt{t}.
\end{array} \right. \]

Lastly, note that by the uniform bound on \( h_\varepsilon \) from Lemma 2.6, the contributions from \( s = 0 \) and \( s = 1 \) in (2.14) are bounded by \( C\varepsilon^2 \). Combining these observations, we get
\[ \left| \sum_{0 \leq s \leq t-1} \sum_{w \in \mathbb{Z}^d} \delta_y \delta_z p(s, x - w) h_\varepsilon(t - s, w) \right| \leq C_1 \varepsilon^2 |y||z| \log(2 + t/|z|^2). \tag{2.16} \]

This takes care of the second term on the right side of (2.11). Let us now turn our attention to the first term. By the Lipschitz property of \( g \), we have that
\[ |g_\varepsilon(w)| \leq C(1 + \varepsilon|w|) \tag{2.17} \]
for all \( w \in \mathbb{Z}^d \). Let \( D \) be as before, with \( s \) replaced by \( t \). Then by the second bound from Proposition 2.13, the bound (2.17), and the assumption that \( \varepsilon < 1 \), we have
\[ \left| \sum_{w \notin D} \delta_y \delta_z p(t, x - w) g_\varepsilon(w) \right| \leq C_1 \sum_{|v| \geq \sqrt{t} \log t} (1 + \varepsilon|x| + \varepsilon|v|) e^{-C_2 |v|^2/t} \]
\[ \leq C_1 (1 + \varepsilon|x|) e^{-C_2 (\log t)^2}. \tag{2.18} \]

Now recall the inequality (2.14). Analogous to that, it is also easy to show that
\[ \sum_{v \in \mathbb{Z}^d} |v| e^{-C|v|^2/t} \leq C' t^{(d+1)/2}. \tag{2.19} \]

Let the function \( q \) be defined as before. Using the first bound from Proposition 2.13, the inequalities (2.17), (2.14), and (2.19), and the facts that \( |y| \leq |z| \) and \( |D| \leq C t^{d/2} (\log t)^d \), we get
\[ \left| \sum_{w \in D} \delta_y \delta_z p(t, x - w) g_\varepsilon(w) \right| \]
\[ \leq C_1 t^{-(d+1)/2} \min\{|y|, |z|, t^{-1/2} |y||z|\} \sum_{w \in D} (1 + \varepsilon|w|) e^{-C_2 q(w)^2/t} \]
\[ + C_1 |y||z| t^{-(d+4)/2} (\log t) C_2 \sum_{w \in D} (1 + \varepsilon|w|) \]
\[ \leq C_1 (1 + \varepsilon|x| + \varepsilon|y| + \varepsilon|z| + \varepsilon t^{-1/2} |y| \min\{1, t^{-1/2} |z|\} \]
\[ + C_1 (1 + \varepsilon|x| + \varepsilon|y| + \varepsilon|z| + \varepsilon t^{1/2} \log t) |y||z| t^{-2} (\log t)^2 C_2. \tag{2.20} \]
Similarly, we have

$$
\sum_{0 \leq s \leq r} \sum_{w \in \mathbb{Z}^d} \delta_t p(s, x - w) h_\varepsilon(t - s, w)
\leq C \varepsilon^2 \sum_{0 \leq s \leq r} \sum_{w \in \mathbb{Z}^d} (p(s + r, x - w) + p(s, x - w))
\leq C \varepsilon^2 r.
$$

Combining (2.11), (2.16) and (2.21) completes the proof. □

The next result gives a bound for the first-order temporal derivatives of \( f_\varepsilon \). The scheme of the proof is just as before, using the recursive formula for Proposition 2.5 and the bounds on the temporal derivatives of \( p \) from the previous subsection.

**Proposition 2.21.** For any two integers \( t \geq r \geq 1 \) and any \( x \in \mathbb{Z}^d \),

$$
|\delta_t f_\varepsilon(t, x)| \leq C_1 \varepsilon^2 r (1 + \log(t/r)) + C_1 \varepsilon^2 (\log t)^C_2
+ C_1 t^{-1} (1 + \varepsilon|x| + \varepsilon t^{1/2})
+ C_1 (1 + \varepsilon|x| + \varepsilon t^{1/2} \log t) t^{-1} (\log t)^C_2.
$$

**Proof.** By Proposition 2.5

$$
\delta_t f_\varepsilon(t, x) = \sum_{w \in \mathbb{Z}^d} \delta_t p(t, x - w) g_\varepsilon(w)
+ \sum_{0 \leq s \leq t - 1} \sum_{w \in \mathbb{Z}^d} \delta_t p(s, x - w) h_\varepsilon(t - s, w)
+ \sum_{0 \leq s \leq r - 1} \sum_{w \in \mathbb{Z}^d} p(s, x - w) h_\varepsilon(t + r - s, w).
$$

Recall that by Lemma 2.6 \( |h_\varepsilon(s, w)| \leq C \varepsilon^2 \) for all \( s \) and \( w \). Therefore,

$$
\left| \sum_{0 \leq s \leq r - 1} \sum_{w \in \mathbb{Z}^d} p(s, x - w) h_\varepsilon(t + r - s, w) \right|
\leq C \varepsilon^2 \sum_{0 \leq s \leq r - 1} \sum_{w \in \mathbb{Z}^d} p(s, x - w) = C \varepsilon^2 r.
$$

Similarly, we have

$$
\left| \sum_{0 \leq s \leq r} \sum_{w \in \mathbb{Z}^d} \delta_t p(s, x - w) h_\varepsilon(t - s, w) \right|
\leq C \varepsilon^2 \sum_{0 \leq s \leq r} \sum_{w \in \mathbb{Z}^d} (p(s + r, x - w) + p(s, x - w))
\leq C \varepsilon^2 r.
$$
Finally, take any \( r + 1 \leq s \leq t - 1 \). (If \( t \leq r + 1 \), then no such \( s \) exists and we do not have to worry about this case.) Let \( D := \{ w : |x - w| \leq \sqrt{s \log s} \} \). Then by the second bound from Lemma 2.18,

\[
\left| \sum_{w \in D} \delta'_r p(s, x - w) h_\varepsilon(t - s, w) \right| \leq C_1 \varepsilon^2 \sum_{w \in D} e^{-C_2|x-w|^2/s} \leq C_1 \varepsilon^2 e^{-C_2(\log s)^2}.
\]

But, by the first bound from Proposition 2.18 and the inequality (2.14),

\[
\left| \sum_{w \in D} \delta'_r p(s, x - w) h_\varepsilon(t - s, w) \right| \leq C_1 \varepsilon^2 \sum_{w \in D} r s^{-(d+2)/2} e^{-C_2|x-w|^2/s} + C_1 \varepsilon^2 |D| s^{-(d+2)/2} (\log s)^3 \leq C_1 \varepsilon^2 r s^{-1} + C_1 \varepsilon^2 s^{-1} (\log s)^2.
\]

Adding the last two displays, we get that for any \( r + 1 \leq s \leq t - 1 \),

\[
\left| \sum_{w \in Z^d} \delta'_r p(s, x - w) h_\varepsilon(t - s, w) \right| \leq C_1 \varepsilon^2 r s^{-1} + C_1 \varepsilon^2 s^{-1} (\log s)^2. \tag{2.25}
\]

Combining (2.24) and (2.25), we get

\[
\left| \sum_{0 \leq s \leq t-1} \sum_{w \in Z^d} \delta'_r p(s, x - w) h_\varepsilon(t - s, w) \right| \leq C_1 \varepsilon^2 r (1 + \log(t/r)) + C_1 \varepsilon^2 (\log t)^3. \tag{2.26}
\]

Next, let \( D := \{ w : |x - w| \leq \sqrt{t \log t} \} \). Then by the second bound from Proposition 2.18 and the facts that \( r \leq t \) and \( |g_\varepsilon(w)| \leq C(1 + \varepsilon|w|) \), we get

\[
\left| \sum_{w \in D} \delta'_r p(t, x - w) g_\varepsilon(w) \right| \leq C_1 \sum_{w \in D} (1 + \varepsilon|w|) e^{-C_2|x-w|^2/t} \leq C_1 (1 + \varepsilon|x|) e^{-C_2(\log t)^2}.
\]

Similarly, by the first bound from Proposition 2.18,

\[
\left| \sum_{w \in D} \delta'_r p(t, x - w) g_\varepsilon(w) \right| \leq C_1 \sum_{w \in D} (1 + \varepsilon|w|) r t^{-(d+2)/2} e^{-C_2|x-w|^2/t} + C_1 t^{-(d+2)/2} (\log t)^2 \sum_{w \in D} (1 + \varepsilon|w|) \leq C_1 r t^{-1}(1 + \varepsilon|x| + \varepsilon t^{1/2}) + C_1 (1 + \varepsilon|x| + \varepsilon t^{1/2} \log t) t^{-1}(\log t)^2 C_2.
\]
Since $t^{-1}(\log t)^{C_1}$ dominates $\epsilon^{-C_2(\log t)^2}$, combining the last two displays gives

$$
\left| \sum_{w \in \mathbb{Z}^d} \delta'_r \delta_y p(t, x - w) g_\epsilon(w) \right| \\
\leq C_1 r t^{-1} (1 + \epsilon |x| + \epsilon t^{1/2}) \\
+ C_1 (1 + \epsilon |x| + \epsilon t^{1/2} \log t) t^{-1} (\log t)^{C_2}.
$$

(2.27)

Combining (2.22), (2.23), (2.26) and (2.27) completes the proof. □

The next result gives bounds for mixed space-time derivatives of $f_\epsilon$. Again, the proof uses Proposition 2.5 and the bounds on mixed derivatives of $p$ from the previous subsection.

**Proposition 2.22.** For any two integers $t \geq r \geq 1$ and any $x, y \in \mathbb{Z}^d$,

$$
|\delta'_r \delta_y f_\epsilon(t, x)| \leq C_1 \epsilon^2 \sqrt{r} |y| + C_1 \epsilon^2 |y| r^{-1/2} (\log t)^{C_2} \\
+ C_1 r t^{-3/2} |y| (1 + \epsilon |x| + \epsilon |y| + \epsilon t^{1/2}) \\
+ C_1 |y| (1 + \epsilon |x| + \epsilon |y| + \epsilon t^{1/2} \log t) t^{-3/2} (\log t)^{C_2}.
$$

**Proof:** The bound holds trivially if $y = 0$. So let us assume that $y \neq 0$. By Proposition 2.5

$$
\delta'_r \delta_y f_\epsilon(t, x) = \sum_{w \in \mathbb{Z}^d} \delta'_r \delta_y p(t, x - w) g_\epsilon(w) \\
+ \sum_{0 \leq s \leq t-1} \sum_{w \in \mathbb{Z}^d} \delta'_r \delta_y p(s, x - w) h_\epsilon(t - s, w) \\
+ \sum_{0 \leq s \leq r-1} \sum_{w \in \mathbb{Z}^d} \delta_y p(s, x - w) h_\epsilon(t + r - s, w). 
$$

(2.28)

By Lemma 2.6

$$
\left| \sum_{0 \leq s \leq t-1} \sum_{w \in \mathbb{Z}^d} \delta_y p(s, x - w) h_\epsilon(t + r - s, w) \right| \\
\leq C_1 \epsilon^2 \sum_{0 \leq s \leq r-1} \sum_{w \in \mathbb{Z}^d} |\delta_y p(s, x - w)|.
$$

Take any $2 \leq s \leq r - 1$. Let $D$ be the set of all $w$ such the minimum of $|x - w|$ and $|x + y - w|$ is less than $\sqrt{s} \log s$. Then by the second bound from Proposition 2.14 we get

$$
\sum_{w \in \mathbb{Z}^d} |\delta_y p(s, x - w)| \leq C_1 e^{-C_2(\log s)^2}.
$$
On the other hand, by the first bound from Proposition 2.14 and the inequality (2.14), we have

\[
\sum_{w \in D} |\delta_y p(s, x - w)| \leq C_1 s^{-(d+1)/2} |y| \sum_{w \in D} (e^{-C_2 |x-w|^2/s} + e^{-C_2 |x+y-w|^2/s}) + C_1 |y| s^{-(d+3)/2} (\log s)^C_3 |D| \leq C_1 s^{-1/2} |y| + C_1 |y| s^{-3/2} (\log s)^C_2.
\]

Combining the last three displays, we get

\[
\left| \sum_{2 \leq s \leq r-1} \sum_{w \in \mathbb{Z}^d} \delta_y p(s, x - w) h_\varepsilon(t + r - s, w) \right| \leq C \varepsilon^2 \sqrt{r} |y|.
\]

Since the contributions from the $s = 0$ and $s = 1$ terms amount to at most $C \varepsilon^2$, we have

\[
\left| \sum_{0 \leq s \leq r-1} \sum_{w \in \mathbb{Z}^d} \delta_y p(s, x - w) h_\varepsilon(t + r - s, w) \right| \leq C \varepsilon^2 \sqrt{r} |y|. \tag{2.29}
\]

Similarly,

\[
\left| \sum_{0 \leq s \leq r} \sum_{w \in \mathbb{Z}^d} \delta'_r \delta_y p(s, x - w) h_\varepsilon(t - s, w) \right|
\leq C \varepsilon^2 \sum_{0 \leq s \leq r} \sum_{w \in \mathbb{Z}^d} (|\delta_y p(s + r, x - w)| + |\delta_y p(s, x - w)|)
\leq C \varepsilon^2 \sqrt{r} |y|. \tag{2.30}
\]

Finally, take any $r + 1 \leq s \leq t - 1$. As before, let $D$ be the set of all $w$ such the minimum of $|x - w|$ and $|x + y - w|$ is less than $\sqrt{s} \log s$. Then by Lemma 2.6 and the second bound from Proposition 2.19

\[
\left| \sum_{w \notin D} \delta'_r \delta_y p(s, x - w) h_\varepsilon(t - s, w) \right| \leq C_1 \varepsilon^2 e^{-C_2 (\log s)^2}.
\]

On the other hand, by the first bound from Proposition 2.19 and the inequality (2.14),

\[
\left| \sum_{w \in D} \delta'_r \delta_y p(s, x - w) h_\varepsilon(t - s, w) \right|
\leq C_1 \varepsilon^2 |y| \sum_{w \in D} r s^{-(d+3)/2} (e^{-C_2 |x-w|^2/s} + e^{-C_2 |x+y-w|^2/s}) + C_1 \varepsilon^2 |y| D s^{-(d+3)/2} (\log s)^C_3
\leq C_1 \varepsilon^2 r |y| s^{-3/2} + C_1 \varepsilon^2 |y| s^{-3/2} (\log s)^C_2.
\]
Adding the last two displays and using the assumption that $y \neq 0$, we get that for any $r + 1 \leq s \leq t - 1$,

$$\left| \sum_{w \in \mathbb{Z}^d} \delta'_y \delta_y p(s, x - w) h_\varepsilon(t - s, w) \right| \leq C_1 \varepsilon^2 |y|s^{-3/2} + C_1 \varepsilon^2 |y|s^{-3/2}(\log s)^C_2. \quad (2.31)$$

Combining (2.30) and (2.31), we get

$$\left| \sum_{0 \leq s \leq t - 1} \sum_{w \in \mathbb{Z}^d} \delta'_y \delta_y p(s, x - w) h_\varepsilon(t - s, w) \right| \leq C_1 \varepsilon^2 \sqrt{r}|y| + C_1 \varepsilon^2 |y|r^{-1/2}(\log t)^C_2. \quad (2.32)$$

Next, let $D$ be the set of all $w$ such that the minimum of $|x - w|$ and $|x + y - w|$ is less than $\sqrt{t \log t}$. Then by the second bound from Proposition 2.19 and the facts that $r \leq t$ and $|g_\varepsilon(w)| \leq C(1 + \varepsilon|w|)$ for all $w$, we get

$$\left| \sum_{w \in D} \delta'_y \delta_y p(t, x - w) g_\varepsilon(w) \right| \leq C_1 \sum_{w \in D} (1 + \varepsilon|w|)(e^{-C_2|x-w|^2/t} + e^{-C_2|x+y-w|^2/t})$$

$$\leq C_1 (1 + \varepsilon|x| + \varepsilon|y|)e^{-C_2(\log t)^2}.$$  

Similarly, by the first bound from Proposition 2.19

$$\left| \sum_{w \in D} \delta'_y \delta_y p(t, x - w) g_\varepsilon(w) \right| \leq C_1 |y| \sum_{w \in D} (1 + \varepsilon|w|)t^{-(d+1)/2}(e^{-C_2|x-w|^2/t} + e^{-C_2|x+y-w|^2/t})$$

$$+ C_1 |y|t^{-(d+1)/2}(\log t)^C_3 \sum_{w \in D} (1 + \varepsilon|w|)$$

$$\leq C_1 rt^{-3/2}|y|(1 + \varepsilon|x| + \varepsilon|y| + \varepsilon t^{1/2})$$

$$+ C_1 |y|(1 + \varepsilon|x| + \varepsilon|y| + \varepsilon t^{1/2} \log t)t^{-3/2}(\log t)^C_2.$$  

Combining the last two displays, and observing that $|y|t^{-3/2}$ dominates $e^{-C(\log t)^2}$, we get

$$\left| \sum_{w \in \mathbb{Z}^d} \delta'_y \delta_y p(t, x - w) g_\varepsilon(w) \right| \leq C_1 rt^{-3/2}|y|(1 + \varepsilon|x| + \varepsilon|y| + \varepsilon t^{1/2})$$

$$+ C_1 |y|(1 + \varepsilon|x| + \varepsilon|y| + \varepsilon t^{1/2} \log t)t^{-3/2}(\log t)^C_2. \quad (2.33)$$

Combining (2.28), (2.29), (2.32) and (2.33) completes the proof. \qed
We need one more estimate, to deal with situations where \( t \) is small. In this case, \( f_\varepsilon(t, x) \) is expected to be close to \( g_\varepsilon(x) \). The following result makes this precise.

**Proposition 2.23.** For any \( t \in \mathbb{Z}_{\geq 1} \) and any \( x \in \mathbb{Z}^d \),
\[
|f_\varepsilon(t, x) - g_\varepsilon(x)| \leq C\varepsilon \sqrt{t} + C\varepsilon^2 t.
\]

**Proof.** By Proposition 2.5,
\[
|f_\varepsilon(t, x) - g_\varepsilon(x)| \leq \sum_{y \in \mathbb{Z}^d} p(t, x - y)|g_\varepsilon(y) - g_\varepsilon(x)|
+ \sum_{0 \leq s \leq t-1} \sum_{y \in \mathbb{Z}^d} p(s, x - y)|h_\varepsilon(t - s, y)|.
\]

By the Lipschitz property of \( g \) and simple properties of random walks,
\[
\sum_{y \in \mathbb{Z}^d} p(t, x - y)|g_\varepsilon(y) - g_\varepsilon(x)| \leq C\varepsilon \sum_{y \in \mathbb{Z}^d} p(t, x - y)|x - y|
\leq C\varepsilon \sqrt{t}.
\]

On the other hand, by Lemma 2.6,
\[
\sum_{0 \leq s \leq t-1} \sum_{y \in \mathbb{Z}^d} p(s, x - y)|h_\varepsilon(t - s, y)| \leq C\varepsilon^2 \sum_{0 \leq s \leq t-1} \sum_{y \in \mathbb{Z}^d} p(s, x - y)
= C\varepsilon^2 t.
\]

Combining the last two displays completes the proof. \( \Box \)

### 2.8. Existence of subsequential limits.

We will now use the estimates from the previous subsection to show that the rescaled and renormalized function \( f_\varepsilon \) converges pointwise to a limit function along a subsequence. In fact, any subsequence will have a further subsequence that converges. Moreover, we will show that the convergence is uniform on compact sets. In the next subsection, we will show that the convergence happens also at a finer scale, ensuring convergence of discrete spatial derivatives to the derivatives of the limit.

In this subsection and in all subsequent subsections, we will use the following conventions that were introduced in Subsection 1.1. For \( t \in \mathbb{R} \), let \([t]\) denote the greatest integer \( \leq t \). For a point \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \), let \([x]\) denote the vector \(([x_1], \ldots, [x_d])\). For \( t \in \mathbb{R}_{\geq 0}, x \in \mathbb{R}^d \), and \( \varepsilon > 0 \), let
\[
t_\varepsilon := [\varepsilon^{-2}t], \quad x_\varepsilon := [\varepsilon^{-1}x].
\]

Since we are working under the assumption that \( \phi(0) = 0 \), we have \( f_\varepsilon(t, x) = f_\varepsilon(t_\varepsilon, x_\varepsilon) \). The key idea, unsurprisingly, is to show that the family \( \{f_\varepsilon\}_{\varepsilon > 0} \) is equicontinuous. This consists of the following two lemmas.

**Lemma 2.24.** Take any \( t \in \mathbb{R}_{\geq 0} \) and \( x, y \in \mathbb{R}^d \). Then
\[
\limsup_{\varepsilon \to 0} |f_\varepsilon(0, x) - f_\varepsilon(t, y)| \leq C|x - y| + Ct.
\]
Proof. By Lemma 2.4

\[
|f(\varepsilon)(0, x) - f(\varepsilon)(0, y)| = |f_\varepsilon(0, x_\varepsilon) - f_\varepsilon(0, y_\varepsilon)| \\
\leq C\varepsilon|x - y_\varepsilon| \\
\leq C|x - y|. 
\]  
(2.34)

On the other hand, by Proposition 2.23

\[
|f(\varepsilon)(0, y) - f(\varepsilon)(t, y)| = |f_\varepsilon(0, y_\varepsilon) - f_\varepsilon(t_\varepsilon, y_\varepsilon)| \\
= |g_\varepsilon(y_\varepsilon) - f_\varepsilon(t_\varepsilon, y_\varepsilon)| \\
\leq C\varepsilon\sqrt{t_\varepsilon} + C\varepsilon^2 t_\varepsilon \leq Ct. 
\]  
(2.35)

The proof is completed by adding the two inequalities. □

Lemma 2.25. Take any real numbers \(s > 0\) and \(t \in [s, 2s]\), and any \(x, y \in \mathbb{R}^d\). Then

\[
\limsup_{\varepsilon \to 0} |f(\varepsilon)(s, y) - f(\varepsilon)(t, x)| \\
\leq C|x - y| + C(t - s)\left(1 + \log \frac{s}{t - s} + \frac{1 + |x| + \sqrt{s}}{s}\right),
\]

where the second term is interpreted as zero if \(s = t\).

Proof. By Lemma 2.4

\[
|f(\varepsilon)(s, y) - f(\varepsilon)(s, x)| = |f_\varepsilon(s_\varepsilon, y_\varepsilon) - f_\varepsilon(s_\varepsilon, x_\varepsilon)| \\
\leq C\varepsilon|y_\varepsilon - x_\varepsilon| \\
\leq C|x - y|. 
\]  
(2.36)

If \(s = t\), this completes the proof. So let us assume that \(s < t\). Let

\[r_\varepsilon := t_\varepsilon - s_\varepsilon.\]

Since \(0 < t - s < s\), \(r_\varepsilon\) must be less than \(s_\varepsilon\) and bigger than \(0\) when \(\varepsilon\) is small enough. Therefore by Proposition 2.21

\[
|f(\varepsilon)(s, x) - f(\varepsilon)(t, x)| = |\delta_{r_\varepsilon} f_\varepsilon(s_\varepsilon, x_\varepsilon)| \\
\leq C_1 \varepsilon r_\varepsilon (1 + \log(s_\varepsilon/r_\varepsilon)) + C_1 \varepsilon^2 (\log t_\varepsilon) C_2 \\
+ C_1 \varepsilon r_\varepsilon s_\varepsilon^{-1} (1 + \varepsilon|x_\varepsilon| + \varepsilon s_\varepsilon^{1/2}) \\
+ C_1 (1 + \varepsilon|x_\varepsilon| + \varepsilon s_\varepsilon^{1/2} \log s_\varepsilon) s_\varepsilon^{-1} (\log s_\varepsilon) C_2. 
\]  
(2.37)

Note that \(\varepsilon^2 r_\varepsilon \to t - s\), \(\varepsilon^2 s_\varepsilon \to s\), and \(\varepsilon|x_\varepsilon| \to |x|\) as \(\varepsilon \to 0\). From this, it is easy to compute the limit of the right side in the above display as \(\varepsilon \to 0\). This completes the proof. □

We are now ready to prove the main result of this subsection.
Proposition 2.26. Given any sequence $\varepsilon_n \to 0$, there is a subsequence along which $f^{(\varepsilon)}$ converges pointwise everywhere on $\mathbb{R}_{\geq 0} \times \mathbb{R}^d$. Moreover, the convergence is guaranteed to be uniform on compact subsets of $\mathbb{R}_{\geq 0} \times \mathbb{R}^d$. Any such limit $f$ is continuous and satisfies $f(0, x) = g(x)$ for all $x$.

Proof. Take any $t \in \mathbb{R}_{\geq 0}$ and $x \in \mathbb{R}^d$. By Proposition 2.23 and the Lipschitz property of $g$,

$$|f^{(\varepsilon)}(t, x)| = |f_\varepsilon(t, x)| \leq |g_\varepsilon(x)| + C\varepsilon\sqrt{t} + C\varepsilon^2 t$$

(2.38)

In particular, $|f^{(\varepsilon)}(t, x)|$ is bounded by a number that does not depend on $\varepsilon$. Thus, given any sequence $\varepsilon_n \to 0$, we can find (by a diagonal argument) a subsequence $\varepsilon_{nk}$ along which $f^{(\varepsilon_{nk})}(t, x)$ converges to a limit $f(t, x)$ for every $t \in \mathbb{R}_{\geq 0}$ and $x \in \mathbb{Q}^d$, where $\mathbb{Q}$ is the set of rational numbers.

Now take any $x \in \mathbb{R}^d$ and any $\delta > 0$. Find $y \in \mathbb{Q}^d$ such that $|x - y| < \delta$. Then by Lemma 2.24

$$\limsup_{k \to \infty} |f^{(\varepsilon_{nk})}(0, x) - f(0, y)| \leq C\delta.$$

In particular,

$$\limsup_{k \to \infty} f^{(\varepsilon_{nk})}(0, x) - \liminf_{k \to \infty} f^{(\varepsilon_{nk})}(0, x) \leq C\delta.$$

Since this holds for any $\delta$, we see that $f^{(\varepsilon_{nk})}(0, x)$ converges to a limit as $k \to \infty$. Moreover, by (2.38), the sequence is bounded. Hence the limit is finite. Let us call it $f(0, x)$.

Next, take any $t > 0$ and $x \in \mathbb{R}^d$. Take any $s \in (t/2, t] \cap \mathbb{Q}$ and $y \in \mathbb{Q}^d$. Then by Lemma 2.25

$$\limsup_{k \to \infty} |f(s, y) - f^{(\varepsilon_{nk})}(t, x)|$$

$$\leq C|x - y| + C(t - s) \left(1 + \log \frac{s}{t - s} + \frac{1 + |x| + \sqrt{s}}{s}\right).$$

The right side can be made arbitrarily small by bringing $y$ close to $x$ and $s$ close to $t$. Then by the same argument as before, we conclude that

$$f(t, x) := \lim_{k \to \infty} f^{(\varepsilon_{nk})}(t, x)$$

exists and is finite. Continuity of $f$ follows from Lemmas 2.24 and 2.25. Proposition 2.23 shows that $f(0, x) = g(x)$. Lastly, it is easy to deduce using the inequalities (2.36) and (2.37) from the proof of Lemma 2.25 that if $(t_{nk}, x_{nk}) \to (t, x) \in \mathbb{R}_{\geq 0} \times \mathbb{R}^d$, then $f^{(\varepsilon_{nk})}(t_{nk}, x_{nk}) \to f(t, x)$. If $(t_{nk}, x_{nk}) \to (0, x) \in \{0\} \times \mathbb{R}^d$, the same deduction can be made using the inequalities (2.34) and (2.35) from the proof of Lemma 2.24. It is a standard exercise to deduce uniform convergence on compact sets from these facts. \qed
2.9. Differentiability of subsequential limits. The goal of this subsection is to show that if \( f(\varepsilon) \) converges to \( f \) along a subsequence, then \( f \) is differentiable in \( x \) (for any fixed \( t \)), and the first-order discrete derivatives of \( f(\varepsilon) \) converge pointwise to the corresponding derivatives of \( f \). Moreover, the derivatives are continuous in \( t \) and \( x \). As in the previous subsection, the results of this subsection are also based on the estimates from Subsection 2.7.

Let \( e_1, \ldots, e_d \) be the standard basis vectors of \( \mathbb{R}^d \). For \( t \in \mathbb{Z}_{\geq 0} \) and \( x \in \mathbb{Z}^d \), define the discrete derivative
\[
D_i f_\varepsilon(t, x) := \frac{f_\varepsilon(t, x + e_i) - f_\varepsilon(t, x)}{\varepsilon}.
\]
Also, for \( t \in \mathbb{R}_{\geq 0} \) and \( x \in \mathbb{R}^d \), define
\[
D_i f(\varepsilon)(t, x) := D_i f_\varepsilon(t, x_\varepsilon).
\]

Let \( D f(\varepsilon)(t, x) \) denote the vector \((D_i f(\varepsilon)(t, x))_{1 \leq i \leq d}\). We need several lemmas about the behaviors of these discrete derivatives. The first lemma shows that they are uniformly bounded.

**Lemma 2.27.** For each \( 1 \leq i \leq d \), \( |D_i f_\varepsilon| \) and \( |D_i f(\varepsilon)| \) are bounded by \( L \) everywhere.

**Proof.** This is just a restatement of Lemma 2.4. \( \square \)

The next lemma shows that the discrete derivatives have a certain degree of smoothness.

**Lemma 2.28.** For any \( 1 \leq i, j \leq d \), \( t \in \mathbb{Z}_{\geq 1} \), \( x \in \mathbb{Z}^d \), and \( k \in \mathbb{Z} \backslash \{0\} \), we have
\[
|D_i f_\varepsilon(t, x + ke_j) - D_i f_\varepsilon(t, x)| \leq J(\varepsilon, k, t, x),
\]
where
\[
J(\varepsilon, k, t, x) := C_1 \varepsilon |k| \log(2 + t/k^2)
\]
\[
+ C_1 \varepsilon^{-1} (1 + \varepsilon |x| + \varepsilon |k| + \varepsilon t^{1/2} t^{-1/2} \min\{1, t^{-1/2} |k|\})
\]
\[
+ C_1 \varepsilon^{-1} (1 + \varepsilon |x| + \varepsilon |k| + \varepsilon t^{1/2} \log t) |k| t^{-2} (\log t) C_2
\]
for some suitable constants \( C_1 \) and \( C_2 \) that depend only on \( \phi \), \( L \) and \( d \).

**Proof.** Note that
\[
D_i f_\varepsilon(t, x + ke_j) - D_i f_\varepsilon(t, x) = \varepsilon^{-1} (\delta_{e_i} f_\varepsilon(t, x + ke_j) - \delta_{e_i} f_\varepsilon(t, x))
\]
\[
= \varepsilon^{-1} \delta_{e_i} \delta_{ke_j} f_\varepsilon(t, x).
\]

The desired bound now follows from Lemma 2.20. \( \square \)

The function \( J \) defined in the above lemma describes an important remainder term. We need the following fact about it.
Lemma 2.29. For any positive integers \(k\) and \(t\), any \(\varepsilon \in (0, 1)\), and any \(x \in \mathbb{Z}^d\),
\[
\sum_{j=1}^k J(\varepsilon, j, t, x) \leq kJ(\varepsilon, k, t, x) + C\varepsilon k^2.
\]

Proof. Let \(C_1\) be the constant displayed in the definition of \(J\). From the definition of \(J\), it is immediate that for any \(\varepsilon, t\) and \(x\), the function \(J(\varepsilon, k, t, x) + 2C_1\varepsilon k \log |k|\) is increasing in \(|k|\). Thus, for any positive integers \(k \geq j \geq 1\),
\[
J(\varepsilon, j, t, x) \leq J(\varepsilon, k, t, x) + 2C_1\varepsilon k \log(k/j).
\]
The proof is completed by observing that \(\sum_{j=1}^k \log(k/j) \leq Ck\) for some universal constant \(C\). \(\square\)

Lemma 2.30. For any \(1 \leq i \leq d\), \(t \in \mathbb{Z}_{\geq 1}\), \(x \in \mathbb{Z}^d\), and \(k \in \mathbb{Z} \setminus \{0\}\),
\[
|f_\varepsilon(t, x + ke_i) - f_\varepsilon(t, x) - k\varepsilon D_i f_\varepsilon(t, x)| \leq \varepsilon |k| J(\varepsilon, k, t, x) + C\varepsilon^2 k^2.
\]

Proof. Suppose that \(k > 0\). Then note that
\[
f_\varepsilon(t, x + ke_i) - f_\varepsilon(t, x) - k\varepsilon D_i f_\varepsilon(t, x) = \varepsilon \sum_{j=1}^{k-1} (D_i f_\varepsilon(t, x + je_i) - D_i f_\varepsilon(t, x)).
\]
Bounding the absolute value of each term in the above sum using Lemma 2.28, we get
\[
|f_\varepsilon(t, x + ke_i) - f_\varepsilon(t, x) - k\varepsilon D_i f_\varepsilon(t, x)| \leq \varepsilon \sum_{j=1}^{k-1} J(\varepsilon, j, t, x).
\]
By Lemma 2.29, this completes the proof when \(k > 0\). The proof for \(k < 0\) is similar, since Lemma 2.28 works for both positive and negative \(k\) in the same way. \(\square\)

Lemma 2.31. For any \(1 \leq i \leq d\), \(t \in \mathbb{R}_{>0}\), \(x \in \mathbb{R}^d\), and \(a \in \mathbb{R}\),
\[
\limsup_{\varepsilon \to 0} \left| \frac{f_\varepsilon(t, x + ae_i) - f_\varepsilon(t, x) - D_i f_\varepsilon(t, x)}{a} \right| \leq Q(a, t, x),
\]
where
\[
Q(a, t, x) := C|a| \log(2 + t/a^2) + C(1 + |x| + |a| + t^{1/2})t^{-1/2} \min\{1, t^{-1/2}|a|\}
\]
for some suitable constant \(C\) that depends only on \(\phi\), \(L\) and \(d\).

Proof. Let \(k_\varepsilon\) be the integer such that
\[
[\varepsilon^{-1}(x + ae_i)] = x_\varepsilon + k_\varepsilon e_i.
\]
(Note that there is such an integer because \([\varepsilon^{-1}(x + ae_i)]\) and \(x_\varepsilon\) agree on all coordinates other than \(i\).

Note also that
\[
\begin{align*}
  f^{(e)}(t, x + ae_i) - f^{(e)}(t, x) - aD_i f^{(e)}(t, x) \\
  = f_\varepsilon(t_\varepsilon, x_\varepsilon + k_\varepsilon e_i) - f_\varepsilon(t_\varepsilon, x_\varepsilon) - aD_i f_\varepsilon(t_\varepsilon, x_\varepsilon).
\end{align*}
\]

Let \(p\) be the value of coordinate \(i\) of the vector \(x_\varepsilon\), and let \(q\) be the value of coordinate \(i\) of the vector \([\varepsilon^{-1}(x + ae_i)]\). Then on the one hand, \(|q - \varepsilon^{-1}(x_i + a)| \leq 1\). On the other hand, by (2.39), \(q = p + k_\varepsilon\). But \(|p - \varepsilon^{-1}x_i| \leq 1\). Combining these three observations, we get
\[
|k_\varepsilon - \varepsilon^{-1}a| \leq 2.
\]

Combining this with Lemma 2.27, we get
\[
\lim_{\varepsilon \to 0} (a - k_\varepsilon \varepsilon) D_i f_\varepsilon(t_\varepsilon, x_\varepsilon) = 0.
\]

Thus,
\[
\lim_{\varepsilon \to 0} \sup \left| f^{(e)}(t, x + ae_i) - f^{(e)}(t, x) - aD_i f^{(e)}(t, x) \right|
= \lim_{\varepsilon \to 0} \sup \left| f_\varepsilon(t_\varepsilon, x_\varepsilon + k_\varepsilon e_i) - f_\varepsilon(t_\varepsilon, x_\varepsilon) - k_\varepsilon D_i f_\varepsilon(t_\varepsilon, x_\varepsilon) \right|.
\]

By Lemma 2.30,
\[
|f_\varepsilon(t_\varepsilon, x_\varepsilon + k_\varepsilon e_i) - f_\varepsilon(t_\varepsilon, x_\varepsilon) - k_\varepsilon D_i f_\varepsilon(t_\varepsilon, x_\varepsilon)|
\leq \varepsilon |k_\varepsilon| J(\varepsilon, k_\varepsilon, t_\varepsilon, x_\varepsilon) + C\varepsilon^2 k_\varepsilon^2.
\]

Note that as \(\varepsilon \to 0\), \(\varepsilon x_\varepsilon \to x\) and \(\varepsilon^2 t_\varepsilon \to t\). Also, by (2.40), \(\varepsilon k_\varepsilon \to a\). Plugging these limits into the right side of the above display, we get the required result.

Let us now fix a sequence \(\varepsilon_n \to 0\) such that \(f^{(\varepsilon_n)}\) converges pointwise (and uniformly on compact sets) to a limit \(f\). Such a sequence exists by Proposition 2.26. Moreover, the function \(f\) is continuous and satisfies \(f(0, x) = g(x)\) for all \(x\). We will now show that \(f\) is differentiable in \(x\), the derivatives are continuous in \(x\) and \(t\), and the discrete first-order derivatives of \(f^{(\varepsilon_n)}\) converge to the corresponding derivatives of \(f\). In the next two lemmas, \(Q\) denotes the function appearing as the error bound in Lemma 2.31.

**Lemma 2.32.** For any \(1 \leq i \leq d\), \(t \in \mathbb{R}_{\geq 0}\), \(x \in \mathbb{R}^d\), and \(a, b \in \mathbb{R} \setminus \{0\},
\[
\left| \frac{f(t, x + ae_i) - f(t, x)}{a} - \frac{f(t, x + be_i) - f(t, x)}{b} \right| \leq Q(a, t, x) + Q(b, t, x).
\]

**Proof:** Applying Lemma 2.31 and dividing both sides by \(a\), and then doing the same with \(a\) replaced by \(b\), and finally, applying the triangle inequality, we arrive at
\[
\limsup_{\varepsilon \to 0} \left| \frac{f^{(e)}(t, x + ae_i) - f^{(e)}(t, x)}{a} - \frac{f^{(e)}(t, x + be_i) - f^{(e)}(t, x)}{b} \right|
\leq Q(a, t, x) + Q(b, t, x).
\]

The proof is now completed by replacing \(\varepsilon\) by \(\varepsilon_n\) and \(\limsup_{\varepsilon \to 0}\) by \(\lim_{n \to \infty}\). □
hence the limit
\[ a \to 0 \]

Then note that

Consequently, Proposition 2.34. The function \( Df(a, t, x) \) converges to \( \nabla f(t, x) \) as \( n \to \infty \). Let us call this limit \( \partial_i f(t, x) \), and let us denote the vector \( (\partial_i f(t, x))_{1 \leq i \leq d} \) by \( \nabla f(t, x) \). We will show below that \( f \) is differentiable in \( x \) with gradient \( \nabla f \), and also that \( Df(\varepsilon_n) \) converges to \( \nabla f \). The following lemma is the key step in the proof.

**Lemma 2.33.** For any \( t \in \mathbb{R}_{>0} \) and \( x \in \mathbb{R}^d \), and any \( 1 \leq i \leq d \),
\[
\lim_{n \to \infty} D_i f(\varepsilon_n)(t, x) = \partial_i f(t, x).
\]

Moreover, for any \( a \neq 0 \),
\[
\left| \frac{f(t, x + ae_i) - f(t, x)}{a} - \partial_i f(t, x) \right| \leq Q(a, t, x).
\]

**Proof.** By Lemma 2.31 for any \( a \neq 0 \),
\[
\limsup_{n \to \infty} \left| \frac{f(t, x + ae_i) - f(t, x)}{a} - D_i f(\varepsilon_n)(t, x) \right| \leq Q(a, t, x). \tag{2.41}
\]

Consequently,
\[
\frac{f(t, x + ae_i) - f(t, x)}{a} - Q(a, t, x) \leq \liminf_{n \to \infty} D_i f(\varepsilon_n)(t, x)
\]
\[
\leq \limsup_{n \to \infty} D_i f(\varepsilon_n)(t, x)
\]
\[
\leq \frac{f(t, x + ae_i) - f(t, x)}{a} + Q(a, t, x).
\]

Since \( \partial_i f(t, x) = \lim_{a \to 0} (f(t, x + ae_i) - f(t, x))/a \) and \( Q(a, t, x) \to 0 \) as \( a \to 0 \), this proves the first claim. The second claim follows by combining the first claim with the inequality (2.41). \qed

We now arrive at the main result of this subsection.

**Proposition 2.34.** The function \( \nabla f : \mathbb{R}_{>0} \times \mathbb{R}^d \to \mathbb{R}^d \) is continuous. Moreover, the function \( Df(\varepsilon_n) \) converges to \( \nabla f \) uniformly on any compact subset of \( \mathbb{R}_{>0} \times \mathbb{R}^d \) as \( n \to \infty \). In particular, for any sequence of points \( (t_n, x_n) \) converging to a point \( (t, x) \in \mathbb{R}_{>0} \times \mathbb{R}^d \), we have \( Df(\varepsilon_n)(t_n, x_n) \to \nabla f(t, x) \).

**Proof.** Fix \( t > 0 \) and \( 1 \leq i \leq d \). Take any \( x \in \mathbb{R}^d \), \( z \in \mathbb{R}^d \setminus \{0\} \), and \( \varepsilon > 0 \). Let
\[
z_{\varepsilon} := (x + z)_{\varepsilon} - x_{\varepsilon}.
\]

Then note that
\[
D_i f(\varepsilon)(t, x + z) - D_i f(\varepsilon)(t, x) = \varepsilon^{-1}(\delta_{\varepsilon} f_{\varepsilon}(t, x_{\varepsilon} + z_{\varepsilon}') - \delta_{\varepsilon} f_{\varepsilon}(t, x_{\varepsilon}))
\]
\[
= \varepsilon^{-1} \delta_{\varepsilon} f_{\varepsilon}(t, x_{\varepsilon}).
\]
Therefore, by Lemma 2.20

\[ |D_i f^{(\varepsilon)}(t, x + z) - D_i f^{(\varepsilon)}(t, x)| \]
\[ \leq C_1 \varepsilon |z'| \log(2 + t^2) + C_1 \varepsilon^{-1} (1 + \varepsilon |x| + \varepsilon |z'| + \varepsilon t^1/2) t^{-1/2} \min\{1, t^{-1/2} |x|\} \]
\[ + C_1 \varepsilon^{-1} (1 + \varepsilon |x| + \varepsilon |z'| + \varepsilon t^1/2 \log t) |z'| t^{-2} (\log t)^2. \]  
(2.42)

Now note that as \( \varepsilon \to 0, \varepsilon^2 t \to t, \varepsilon x \to x \) and \( \varepsilon z' \to z \). Thus, replacing \( \varepsilon \) by \( \varepsilon_n \) in the above display, taking \( n \to \infty \), and using Lemma 2.33 we get

\[ |\partial_i f(t, x + z) - \partial_i f(t, x)| \leq C |z| \log(2 + t^2) + C(1 + |x| + |z| + t^{1/2}) t^{-1/2} \min\{1, t^{-1/2} |x|\}. \]

Since the right side tends to zero as \( z \to 0 \), this proves the continuity of \( \partial_i f(t, x) \) in \( x \). Next, take some \( r \in (0, t) \), and let

\[ r':= (t + r) \varepsilon - t \varepsilon. \]

Then

\[ D_i f^{(\varepsilon)}(t + r, x) - D_i f^{(\varepsilon)}(t, x) = \varepsilon^{-1} (\delta_{\varepsilon} f(t \varepsilon + r', x \varepsilon) - \delta_{\varepsilon} f(t \varepsilon, x \varepsilon)) = \varepsilon^{-1} \partial_i f(t \varepsilon, x \varepsilon). \]

Therefore, by Proposition 2.22

\[ |D_i f^{(\varepsilon)}(t + r, x) - D_i f^{(\varepsilon)}(t, x)| \]
\[ \leq C_1 \varepsilon \sqrt{r'} + C_1 \varepsilon r' t^{-1/2} (\log t)^2 \]
\[ + C_1 \varepsilon^{-1} r' t^{-3/2} (1 + \varepsilon |x| + \varepsilon + \varepsilon t^{1/2}) \]
\[ + C_1 \varepsilon^{-1} (1 + \varepsilon |x| + \varepsilon + \varepsilon t^{1/2} \log t) t^{-2} (\log t)^2. \]  
(2.43)

Replacing \( \varepsilon \) by \( \varepsilon_n \) and letting \( n \to \infty \), we get

\[ |\partial_i f(t + r, x) - \partial_i f(t, x)| \leq C \sqrt{r} + C r t^{-3/2} (1 + |x| + \sqrt{t}). \]

This proves the continuity of \( \partial_i f(t, x) \).

Next, by the bounds (2.42) and (2.43) and the first assertion of Lemma 2.33 it is easy to see that if \( (t_n, x_n) \) is a sequence of points converging to a point \( (t, x) \in \mathbb{R}_{>0} \times \mathbb{R}^d \), then \( D f^{(\varepsilon_n)}(t_n, x_n) \to \nabla f(t, x) \). It is a standard fact that this is equivalent to uniform convergence on compact sets.

The following result is an immediate corollary of Proposition 2.34.

**Corollary 2.35.** For any \( t > 0 \), \( f(t, x) \) is continuously differentiable in \( x \), with derivative \( \nabla f \) defined above. Moreover, \( |\nabla f| \) is uniformly bounded by \( L \sqrt{d} \).

**Proof.** By definition, \( \partial_i f \) is the partial derivative of \( f \) in direction \( i \). Since these partial derivatives are continuous by Proposition 2.34, it follows that \( f(t, \cdot) \) is continuously differentiable for any fixed \( t \), and \( \nabla f \) is its gradient. Lemma 2.27 shows that \( |D f^{(\varepsilon)}| \) is uniformly bounded by \( L \sqrt{d} \) everywhere, for any \( \varepsilon \). By Lemma 2.33, this shows that \( |\nabla f| \) is also bounded by the same quantity.
2.10. **Origin of the gradient squared field.** As in the previous subsection, let us fix a sequence $\varepsilon_n \to 0$ such that $f(\varepsilon_n)$ converges to a limit $f$. In this subsection, we will show that a suitably rescaled version of $h_{\varepsilon_n}$ converges to a scalar multiple of $|\nabla f|^2$. Using Proposition 2.3, this will allow us later to derive an integral equation for $f$.

Take any $b, b' \in B$ such that $b \neq b'$ and $b \neq -b'$. Let

$$
\gamma_1 := \partial^2_0 \phi(0), \quad \gamma_2 := \partial_0 \partial_{-b} \phi(0), \quad \gamma_3 := \partial_0 \partial_{b'} \phi(0).
$$

By the invariance of $\phi$ under lattice symmetries, these numbers do not depend on the choices of $b$ and $b'$. Note that the quantity $\gamma$ in the statement of Theorem 1.1 equals $\gamma_1 - \gamma_2$.

Define

$$
H_{\varepsilon}(t, x) := \frac{\gamma_1}{2} \sum_{b \in B} (\delta_b f_{\varepsilon}(t - 1, x))^2 + \frac{\gamma_2}{2} \sum_{b \in B} \delta_b f_{\varepsilon}(t - 1, x) \delta_{-b} f_{\varepsilon}(t - 1, x) + \frac{\gamma_3}{2} \sum_{b, b' \in B, b \neq b', b' \neq -b'} \delta_b f_{\varepsilon}(t - 1, x) \delta_{b'} f_{\varepsilon}(t - 1, x).
$$

The following lemma shows that $h_{\varepsilon}$ is close to $H_{\varepsilon}$.

**Lemma 2.36.** For any $\varepsilon > 0$, $t \in \mathbb{Z}_{\geq 1}$ and $x \in \mathbb{Z}^d$, $|h_{\varepsilon}(t, x) - H_{\varepsilon}(t, x)| \leq \varepsilon^2 F(\varepsilon)$, where $F$ is a function determined solely by $\phi$ (and not depending on $t$ or $x$), such that $F(\varepsilon) \to 0$ as $\varepsilon \to 0$.

**Proof.** Let $u \in \mathbb{R}^d$ be the vector whose coordinates are $u_0 = 0$ and $u_b = \delta_b f_{\varepsilon}(t - 1, x)$ for $b \in B$. Then recall the identity (2.4), which says that $f_{\varepsilon}(t, x) = f_{\varepsilon}(t - 1, x) + \phi(u)$. By Lemma 2.4, $|u_b| \leq C\varepsilon$ for all $b$. Since $\phi$ is a $C^2$ function and $\phi(0) = 0$, this implies that

$$
\left| f_{\varepsilon}(t, x) - f_{\varepsilon}(t - 1, x) - \sum_{b \in B} u_b \partial_b \phi(0) - \frac{1}{2} \sum_{b, b' \in B} u_b u_{b'} \partial_b \partial_{b'} \phi(0) \right| 
\leq C\varepsilon^2 F(\varepsilon),
$$

where $F$ is determined solely by $\phi$, and $F(\varepsilon) \to 0$ as $\varepsilon \to 0$. It is easy to check that the quantity on the left equals $|h_{\varepsilon}(t, x) - H_{\varepsilon}(t, x)|$. \qed

For $t \in \mathbb{R}_{\geq 0}$ and $x \in \mathbb{R}^d$, define

$$
h^{(\varepsilon)}(t, x) := \varepsilon^{-2} h_{\varepsilon}(t\varepsilon, x\varepsilon),
$$

$$
H^{(\varepsilon)}(t, x) := \varepsilon^{-2} H_{\varepsilon}(t\varepsilon, x\varepsilon).
$$

The following proposition is the main result of this subsection. It shows that $h^{(\varepsilon_n)}$ converges pointwise to $|\gamma| \nabla f|^2$. The first step in the proof is to show that this holds for $H^{(\varepsilon_n)}$, and then use Lemma 2.36 to deduce that it also holds for $h^{(\varepsilon_n)}$. 


Proposition 2.37. For any sequence \((t_n, x_n)\) converging to a point \((t, x)\) in \(\mathbb{R}_{>0} \times \mathbb{R}^d\), we have
\[
\lim_{n \to \infty} h^{(\varepsilon_n)}(t_n, x_n) = \gamma |\nabla f(t, x)|^2.
\]

Proof. For any \(t \in \mathbb{Z}_{\geq 1}\) and \(x \in \mathbb{Z}^d\), note that
\[
\delta_{e_i} f_{\varepsilon}(t - 1, x) = \varepsilon D_i f_{\varepsilon}(t - 1, x)
= \varepsilon D_i f(\varepsilon^2(t - 1), \varepsilon x).
\]

Similarly,
\[
\delta_{-e_i} f_{\varepsilon}(t - 1, x) = -\varepsilon D_i f_{\varepsilon}(t - 1, x - e_i)
= -\varepsilon D_i f(\varepsilon^2(t - 1), \varepsilon(x - e_i)).
\]

Next, changing notation, let \((t_n, x_n)\) and \((t, x)\) be as in the statement of the proposition. Let \(s_n := [\varepsilon_n^{-2} t_n]\) and \(y_n := [\varepsilon_n^{-1} x_n]\). Then by the above identities,
\[
H^{(\varepsilon_n)}(t_n, x_n) = \varepsilon_n^{-2} H_{\varepsilon_n}(s_n, y_n)
= \frac{\gamma_1}{2} \sum_{i=1}^{d} \left[ (D_i f^{(\varepsilon_n)}(\varepsilon_n^2(s_n - 1), \varepsilon_n y_n))^2
+ (D_i f^{(\varepsilon_n)}(\varepsilon_n^2(s_n - 1), \varepsilon_n(y_n - e_i)))^2 \right]
- \gamma_2 \sum_{i=1}^{d} D_i f^{(\varepsilon_n)}(\varepsilon_n^2(s_n - 1), \varepsilon_n y_n) D_i f^{(\varepsilon_n)}(\varepsilon_n^2(s_n - 1), \varepsilon_n(y_n - e_i))
+ \gamma_3 \sum_{1 \leq i \neq j \leq d} D_i f^{(\varepsilon_n)}(\varepsilon_n^2(s_n - 1), \varepsilon_n y_n) D_j f^{(\varepsilon_n)}(\varepsilon_n^2(s_n - 1), \varepsilon_n(y_n - e_j)).
\]

Now note that \(\varepsilon_n^2 s_n \to t\) and \(\varepsilon_n y_n \to x\) as \(n \to \infty\). Therefore by Proposition 2.34 we have the following limits, for each \(i\):
\[
\lim_{n \to \infty} D_i f^{(\varepsilon_n)}(\varepsilon_n^2(s_n - 1), \varepsilon_n y_n) = \partial_i f(t, x),
\]
\[
\lim_{n \to \infty} D_i f^{(\varepsilon_n)}(\varepsilon_n^2(s_n - 1), \varepsilon_n(y_n - e_i)) = \partial_i f(t, x).
\]

Plugging these into the previous display, we get
\[
\lim_{n \to \infty} H^{(\varepsilon_n)}(t_n, x_n) = (\gamma_1 - \gamma_2) |\nabla f(t, x)|^2 = \gamma |\nabla f(t, x)|^2.
\]

But by Lemma 2.36, the limit of \(h^{(\varepsilon_n)}(t_n, x_n)\) must also be the same. \(\Box\)
2.11. Duhamel representation for subsequential limits. As in the previous two subsections, fix a sequence \( \varepsilon_n \to 0 \) such that \( f^{(\varepsilon_n)} \) converges to a limit \( f \). In this subsection we will derive an integral equation for \( f \). The idea is to use Proposition [2.37] to show that the recursive equation displayed in Proposition 2.5 yields an integral equation for \( f \) in the scaling limit.

Recall the transition probability \( p(t, x) \) defined in Subsection 2.2. For \( (t, x) \in \mathbb{R}_{\geq 0} \times \mathbb{R}^d \) and \( \varepsilon > 0 \), define

\[
p^{(\varepsilon)}(t, x) := e^{-d/t} p(t \varepsilon, x \varepsilon).
\]

Also, recall the Gaussian kernel \( K(t, x) = (4\pi \beta t)^{-d/2} e^{-|x|^2 / 4 \beta t} \) defined in the statement of Theorem [1.1]. The following result shows that \( p^{(\varepsilon)} \) converges to \( K \) uniformly on compact sets as \( \varepsilon \to 0 \).

**Lemma 2.38.** For any sequence \( (t_n, x_n) \) converging to a point \( (t, x) \in \mathbb{R}_{> 0} \times \mathbb{R}^d \) and any sequence \( \varepsilon_n \to 0 \),

\[
\lim_{n \to \infty} p^{(\varepsilon_n)}(t_n, x_n) = K(t, x).
\]

**Proof.** Recall the functions \( p_1, p_2, \) and \( p_3 \) from Subsection 2.3. For \( (t, x) \in \mathbb{R}_{> 0} \times \mathbb{R}^d \), define

\[
p_3^{(\varepsilon)}(t, x) := \varepsilon^{-d} p_3(t \varepsilon, x \varepsilon).
\]

Note that \( (t_n, x_n) \varepsilon_n \sim \varepsilon_n^{-2} t \) as \( n \to \infty \), since \( t_n \to t > 0 \). Thus, by Lemmas 2.9, 2.10 and 2.11 we have that as \( n \to \infty \),

\[
p^{(\varepsilon_n)}(t_n, x_n) - p_1^{(\varepsilon_n)}(t_n, x_n) = O(\varepsilon_n^{-d} e^{-C(\log \varepsilon_n)^2}),
p_1^{(\varepsilon_n)}(t_n, x_n) - p_2^{(\varepsilon_n)}(t_n, x_n) = O(\varepsilon_n^{-d} \varepsilon_n^{d+2} \log \varepsilon_n |C|),
p_2^{(\varepsilon_n)}(t_n, x_n) - p_3^{(\varepsilon_n)}(t_n, x_n) = O(\varepsilon_n^{-d} e^{-C(\log \varepsilon_n)^2}).
\]

All of the above tend to zero as \( n \to \infty \). Thus,

\[
\lim_{n \to \infty} (p^{(\varepsilon_n)}(t_n, x_n) - p_3^{(\varepsilon_n)}(t_n, x_n)) = 0.
\]

On the other hand, from the explicit expression (2.8) for \( p_3 \), we have that

\[
\lim_{n \to \infty} p_3^{(\varepsilon_n)}(t_n, x_n) = K(t, x).
\]

This completes the proof of the lemma. \( \square \)

Define \( g^{(\varepsilon)} : \mathbb{R}^d \to \mathbb{R} \) as

\[
g^{(\varepsilon)}(x) := g_\varepsilon(x \varepsilon) = g(\varepsilon^{-1} x).
\]

Recall the definition of \( h^{(\varepsilon)} \) from the previous subsection. The following lemma expresses the recursive formula from Proposition 2.5 as an integral involving the functions \( p^{(\varepsilon)}, g^{(\varepsilon)} \) and \( h^{(\varepsilon)} \).
Lemma 2.39. For any \((t, x) \in \mathbb{R}_{>0} \times \mathbb{R}^d\) and \(\varepsilon \in (0, \sqrt{t})\),

\[
f^{(\varepsilon)}(t, x) = \int_{\mathbb{R}^d} p^{(\varepsilon)}(\varepsilon^2 t, \varepsilon(x - y)) g^{(\varepsilon)}(\varepsilon y) dy
+ \int_{0}^{\varepsilon^2 t} \int_{\mathbb{R}^d} p^{(\varepsilon)}(\varepsilon^2 s, \varepsilon(x - y)) h^{(\varepsilon)}(\varepsilon^2 (t - s), \varepsilon y) dy ds.
\]

Proof. The map \(x \mapsto \lfloor x \rfloor\) takes cubes of unit volume in \(\mathbb{R}^d\) to elements of \(\mathbb{Z}^d\). The map is surjective, and these cubes cover the whole of \(\mathbb{R}^d\). This implies that for any absolutely summable \(w : \mathbb{Z}^d \to \mathbb{R}\),

\[
\sum_{x \in \mathbb{Z}^d} w(x) = \int_{\mathbb{R}^d} w([x]) dx. \tag{2.44}
\]

Similarly, for any absolutely summable \(w : \mathbb{Z} \to \mathbb{R}\), and any two integers \(a < b\),

\[
\sum_{t=a}^{b-1} w(t) = \int_{a}^{b} w([t]) dt.
\]

The condition \(\varepsilon < \sqrt{t}\) implies that \(t \varepsilon \geq 1\). So, using the above identities and Proposition 2.5, we get

\[
f^{(\varepsilon)}(t, x) = f_\varepsilon(t \varepsilon, x \varepsilon)
= \sum_{y \in \mathbb{Z}^d} p(t \varepsilon, x \varepsilon - y) g_\varepsilon(y) + \sum_{0 \leq s \leq t - 1 \varepsilon \in \mathbb{Z}^d} p(s, x \varepsilon - y) h_\varepsilon(t \varepsilon - s, y)
= \int_{\mathbb{R}^d} p(t \varepsilon, x \varepsilon - [y]) g_\varepsilon([y]) dy + \int_{0}^{t \varepsilon} \int_{\mathbb{R}^d} p([s], x \varepsilon - [y]) h_\varepsilon(t \varepsilon - [s], [y]) dy ds.
\]

Applying the changes of variable \(z = \varepsilon y\) and \(u = \varepsilon^2 s\) in the above integrals, we get

\[
f^{(\varepsilon)}(t, x) = \varepsilon^{-d} \int_{\mathbb{R}^d} p(t \varepsilon, x \varepsilon - z \varepsilon) g_\varepsilon(z \varepsilon) dz
+ \varepsilon^{-(d+2)} \int_{0}^{\varepsilon^2 t \varepsilon} \int_{\mathbb{R}^d} p(u \varepsilon, x \varepsilon - z \varepsilon) h_\varepsilon(t \varepsilon - u \varepsilon, z \varepsilon) dz du
= \int_{\mathbb{R}^d} p^{(\varepsilon)}(\varepsilon^2 t \varepsilon, \varepsilon(x \varepsilon - z \varepsilon)) g^{(\varepsilon)}(\varepsilon z \varepsilon) dz
+ \int_{0}^{\varepsilon^2 t \varepsilon} \int_{\mathbb{R}^d} p^{(\varepsilon)}(\varepsilon^2 u \varepsilon, \varepsilon(x \varepsilon - z \varepsilon)) h^{(\varepsilon)}(\varepsilon^2 (t \varepsilon - u \varepsilon), \varepsilon z \varepsilon) dz du.
\]

This completes the proof of the lemma. \(\square\)

Our goal is to take \(\varepsilon\) to zero in the integral equation from Lemma 2.39. For that, we need to apply the dominated convergence theorem. The next two lemmas prepare the ground for that.
Lemma 2.40. Take any $\delta > 0$. There are constants $C_1$ and $C_2$, depending only on $d$ and $\delta$, such that for any $t \in \mathbb{R}_{> \delta}$, $x, y \in \mathbb{R}^d$, and $\varepsilon \in (0, \sqrt{\delta})$,

$$p^{(\varepsilon)}(\varepsilon^2 t, \varepsilon(x - y)) \leq C_1 e^{-C_2|x-y|^2/t}.$$  

Proof. In this proof, $C_1, C_2, \ldots$ will denote constants that may depend only on $d$ and $\delta$. Note that $t_{\varepsilon} \geq 1$. By Lemmas 2.9, 2.10 and 2.11,

$$p^{(\varepsilon)}(\varepsilon^2 t_{\varepsilon}, \varepsilon(x - y)) = e^{-d} p(t_{\varepsilon}, x - y) \leq e^{-d} p(t_{\varepsilon}, x - y) + C_1 e^{-d} t_{\varepsilon}^{-(d+2)/2} (\log t_{\varepsilon}) C_2$$

$$= e^{-d} (4\pi \beta t_{\varepsilon})^{-d/2} e^{-|x - y|^2/4\beta t_{\varepsilon}} + C_1 e^{-d} t_{\varepsilon}^{-(d+2)/2} (\log t_{\varepsilon}) C_2. \quad (2.45)$$

Now note that since $t > \delta > \varepsilon^2$, we have

$$\frac{1}{2} e^{-2} t \leq t_{\varepsilon} \leq e^{-2} t. \quad (2.46)$$

Also, since $|\varepsilon^{-1} x - x_{\varepsilon}| \leq \sqrt{d}$ and $|\varepsilon^{-1} y - y_{\varepsilon}| \leq \sqrt{d}$, we have

$$\varepsilon^{-2} |x - y|^2 \leq 3 (|\varepsilon^{-1} x - x_{\varepsilon}|^2 + |x_{\varepsilon} - y_{\varepsilon}|^2 + |\varepsilon^{-1} y - y_{\varepsilon}|^2) \leq C_1 + C_2 |x_{\varepsilon} - y_{\varepsilon}|^2. \quad (2.47)$$

Using (2.46) and (2.47) in (2.45), we get

$$p^{(\varepsilon)}(\varepsilon^2 t_{\varepsilon}, \varepsilon(x - y)) \leq C_1 t_{\varepsilon}^{-(d+2)/2} e^{-C_2|x-y|^2/t} + C_1 e^{-2} t^{-(d+2)/2} (\log(e^{-2} t)) C_2.$$

Similarly, by (2.46), (2.47), and Lemma 2.13

$$p^{(\varepsilon)}(\varepsilon^2 t_{\varepsilon}, \varepsilon(x - y)) \leq C_1 e^{-d} e^{-C_2|x-y|^2/t}.$$

Combining the last two displays, we get

$$p^{(\varepsilon)}(\varepsilon^2 t_{\varepsilon}, \varepsilon(x - y)) \leq C_1 t_{\varepsilon}^{-(d+2)/2} e^{-C_2|x-y|^2/t}$$

$$+ C_1 \min \{e^{-2} t^{-(d+2)/2} (\log(e^{-2} t)) C_2, e^{-d} e^{-C_3|x-y|^2/t}\}. \quad (2.48)$$

Using the inequality $\min\{a, b\} \leq a^{(d+1)/(d+2)} b^{1/(d+2)}$, we get

$$\min \{e^{-2} t^{-(d+2)/2} (\log(e^{-2} t)) C_2, e^{-d} e^{-C_3|x-y|^2/t}\} \leq e^{-(d+1)/2} e^{-C_4|x-y|^2/t} (\log(e^{-2} t))^C_5 \leq C_6 e^{-C_7|x-y|^2/t}, \quad (2.49)$$

where the last inequality holds because

$$e^{-(d+1)/2} (\log(e^{-2} t))^C_5 \leq \frac{C_8 (\log(e^{-2} t))^C_5}{(e^{-2} t)^{1/2}} \leq C_9.$$

Plugging the bound from (2.49) into the right side of (2.48) completes the proof of the lemma. □
Lemma 2.41. For any \( t \in \mathbb{R}_{\geq 0}, x \in \mathbb{R}^d, \) and \( \varepsilon \in (0, 1), \)
\[
\int_{\mathbb{R}^d} p^{(\varepsilon)}(\varepsilon^2 t, \varepsilon(x - y)) dy = 1.
\]

Proof. Note that by (2.44),
\[
\int_{\mathbb{R}^d} p^{(\varepsilon)}(\varepsilon^2 t, \varepsilon(x - y)) dy = \varepsilon^{-d} \int_{\mathbb{R}^d} p(t, x - y) dy
\]
\[
= \int_{\mathbb{R}^d} p(t, x - [z]) dz
\]
\[
= \sum_{z \in \mathbb{Z}^d} p(t, x - z) = 1,
\]
where the last equality holds because \( p(t, \cdot) \) is a probability mass function. \( \square \)

Finally, we are ready to state and prove the main result of this subsection.

Proposition 2.42. For any \((t, x) \in \mathbb{R}_{>0} \times \mathbb{R}^d,\)
\[
f(t, x) = \int_{\mathbb{R}^d} K(t, x - y) g(y) dy
\]
\[
+ \gamma \int_0^t \int_{\mathbb{R}^d} K(s, x - y) |\nabla f|^2(t - s, y) dy ds.
\]

Proof. Fix \( t \) and \( x. \) Take any \( \delta \in (0, t/2). \) Define
\[
f^{(\varepsilon)}_\delta(t, x)
\]
\[
:= \int_{\mathbb{R}^d} p^{(\varepsilon)}(\varepsilon^2 t, \varepsilon(x - y)) g^{(\varepsilon)}(\varepsilon y) dy
\]
\[
+ \int_0^t \int_{\mathbb{R}^d} p^{(\varepsilon)}(\varepsilon^2 s, \varepsilon(x - y)) h^{(\varepsilon)}(\varepsilon^2 (t - s), \varepsilon y) dy ds.
\]

Then by Lemma 2.39 and the facts that \( \varepsilon^2 t \leq t, \) and \( s \leq t \) whenever \( s \leq t, \) we get
\[
|f^{(\varepsilon)}(t, x) - f^{(\varepsilon)}_\delta(t, x)|
\]
\[
\leq \left| \int_0^\delta \int_{\mathbb{R}^d} p^{(\varepsilon)}(\varepsilon^2 s, \varepsilon(x - y)) h^{(\varepsilon)}(\varepsilon^2 (t - s), \varepsilon y) dy ds \right|
\]
\[
+ \left| \int_{\varepsilon^2 t}^t \int_{\mathbb{R}^d} p^{(\varepsilon)}(\varepsilon^2 s, \varepsilon(x - y)) h^{(\varepsilon)}(\varepsilon^2 (t - s), \varepsilon y) dy ds \right|.
\]

By Lemma 2.6 \(|h^{(\varepsilon)}|\) is uniformly bounded by \( C. \) Therefore using the identity from Lemma 2.41 and the above bound, we get
\[
|f^{(\varepsilon)}(t, x) - f^{(\varepsilon)}_\delta(t, x)| \leq C \delta + C \varepsilon^2.
\]

(2.50)

Now, by Lemma 2.38
\[
\lim_{\varepsilon \to 0} p^{(\varepsilon)}(\varepsilon^2 s, \varepsilon(x - y)) = K(s, x - y)
\]
for any \( s \in \mathbb{R}_{>0} \) and \( x, y \in \mathbb{R}^d \). By the continuity of \( g \), we have \( g^{(e)}(\varepsilon y) \to g(y) \) as \( \varepsilon \to 0 \). Moreover, by the Lipschitz property of \( g \), we have that \( |g^{(e)}(\varepsilon y)| \leq C_1 + C_2|y| \) where \( C_1 \) and \( C_2 \) do not depend on \( \varepsilon \). Therefore by Lemma 2.40 and the dominated convergence theorem, we get
\[
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} p^{(e)}(\varepsilon^2 t, \varepsilon(x - y)) g^{(e)}(\varepsilon y) dy = \int_{\mathbb{R}^d} K(t, x - y) g(y) dy. 
\tag{2.51}
\]

Next, by Proposition 2.37 we have that for any \( t > s > 0 \) and \( y \in \mathbb{R}^d \),
\[
\lim_{n \to \infty} h^{(e_n)}(\varepsilon^2_n (t_{\varepsilon_n} - s_{\varepsilon_n}), \varepsilon_n y_{\varepsilon_n}) = \gamma |\nabla f|^2(t - s, y). 
\tag{2.52}
\]

Combining (2.50), (2.51) and (2.52), we get
\[
|f(t, x) - \int_{\mathbb{R}^d} K(t, x - y) g(y) dy - \gamma \int_{\delta}^{t} \int_{\mathbb{R}^d} K(s, x - y) |\nabla f|^2(t - s, y) dy ds| \leq C\delta. 
\tag{2.53}
\]

Next, note that by Corollary 2.35 \( |\nabla f|^2 \) is uniformly bounded by a constant. Also, for any \( s \) and \( x \),
\[
\int_{\mathbb{R}^d} K(s, x - y) dy = 1. 
\]

This gives
\[
\int_{0}^{\delta} \int_{\mathbb{R}^d} K(s, x - y) |\nabla f|^2(t - s, y) dy ds \leq C\delta. 
\]

Combining this with (2.53) gives
\[
|f(t, x) - \int_{\mathbb{R}^d} K(t, x - y) g(y) dy - \gamma \int_{0}^{t} \int_{\mathbb{R}^d} K(s, x - y) |\nabla f|^2(t - s, y) dy ds| \leq C\delta. 
\]

Since \( \delta \) is arbitrary, this completes the proof.

2.12. **Uniqueness of subsequential limit.** We will now show that the integral equation displayed in Proposition 2.42 has at most one solution among all possible subsequential limits of \( f^{(e)} \).

**Proposition 2.43.** There can be at most one function \( f : \mathbb{R}_{>0} \times \mathbb{R}^d \to \mathbb{R} \) that satisfies all of the following conditions:
For each $t > 0$, $f$ is differentiable in $x$.

The gradient of $f$ with respect to $x$, denoted by $\nabla f$, is uniformly bounded over $\mathbb{R}_{>0} \times \mathbb{R}^d$.

For every $(t, x) \in \mathbb{R}_{>0} \times \mathbb{R}^d$,

$$f(t, x) = \int_{\mathbb{R}^d} K(t, x - y)g(y)dy + \gamma \int_0^t \int_{\mathbb{R}^d} K(s, x - y)|\nabla f|^2(t - s, y)dyds.$$

**Proof.** Let $f_1$ and $f_2$ be two functions satisfying all of the given conditions. Let $u := f_1 - f_2$ and $v := |\nabla f_1|^2 - |\nabla f_2|^2$, so that

$$u(t, x) = \gamma \int_0^t \int_{\mathbb{R}^d} K(s, x - y)v(t - s, y)dyds.$$

The first step is to show that when $t > 0$, the right side of the above equation can be differentiated with respect to $x$ and the derivative can be moved inside the integral to give

$$\nabla u(t, x) = \gamma \int_0^t \int_{\mathbb{R}^d} \nabla K(s, x - y)v(t - s, y)dyds.$$  \hspace{1cm} (2.54)

To prove this, define for each $\delta \in (0, t)$,

$$u_\delta(t, x) := \gamma \int_\delta^t \int_{\mathbb{R}^d} K(s, x - y)v(t - s, y)dyds.$$

Since $v$ is a uniformly bounded function and $s$ is uniformly bounded away from zero in the above integral, it is not difficult to show by the dominated convergence theorem that $u_\delta$ is differentiable and

$$\nabla u_\delta(t, x) = \gamma \int_\delta^t \int_{\mathbb{R}^d} \nabla K(s, x - y)v(t - s, y)dyds.$$

Again, since $v$ is uniformly bounded, this shows that for any $\delta > \delta' > 0$,

$$|\nabla u_\delta(t, x) - \nabla u_{\delta'}(t, x)| \leq C \int_{\delta'}^\delta \int_{\mathbb{R}^d} |\nabla K(s, x - y)|dyds
\leq C \int_{\delta'}^\delta \int_{\mathbb{R}^d} s^{-1}|x - y|K(s, x - y)dyds \leq C \sqrt{\delta}.$$

Thus, $\nabla u_\delta(t, x)$ converges uniformly as $\delta \to 0$. By a slight modification of the above display, it is easy to see that the limit equals the right side of (2.54). Moreover, by the boundedness of $v$, $u_\delta(t, x) \to u(t, x)$ as $\delta \to 0$. From these observations and the standard condition for convergence of derivatives, we get (2.54).

Next, for each $s$, define

$$a(s) := \sup_{y \in \mathbb{R}^d} |\nabla u(s, y)|, \quad b(s) := \sup_{y \in \mathbb{R}^d} |v(s, y)|.$$
Note that these quantities are finite since $\nabla f_1$ and $\nabla f_2$ are uniformly bounded. Since $\nabla K(s, x - y) = (2\beta s)^{-1}K(s, x - y)(x - y)$, the identity (2.54) gives us

$$a(t) \leq C \int_0^t \int_{\mathbb{R}^d} s^{-1} |x - y| K(s, x - y) b(t - s) dy ds$$

$$\leq C \int_0^t s^{-1/2} b(t - s) ds = C \int_0^t (t - s)^{-1/2} b(s) ds.$$

Now, since $\nabla f_1$ and $\nabla f_2$ are uniformly bounded,

$$|v(s, y)| = ||\nabla f_1(s, y)||^2 - |\nabla f_2(s, y)||^2$$

$$\leq C||\nabla f_1(s, y)|| - |\nabla f_2(s, y)||$$

$$\leq C|\nabla f_1(s, y) - \nabla f_2(s, y)| = C|\nabla u(s, y)|.$$

Thus,

$$a(t) \leq C \int_0^t (t - s)^{-1/2} a(s) ds.$$

Fix some $T > 0$. Then for any $0 \leq t \leq T$, Hölder’s inequality gives

$$a(t) \leq C \left( \int_0^t (t - s)^{-3/4} ds \right)^{2/3} \left( \int_0^t a(s)^3 ds \right)^{1/3}$$

$$\leq CT^{1/6} \left( \int_0^t a(s)^3 ds \right)^{1/3}.$$

Thus, for every $t \leq T$,

$$a(t)^3 \leq CT^{1/2} \int_0^t a(s)^3 ds.$$

Moreover, the function $a$ is uniformly bounded. So by Grönwall’s lemma, it now follows that $a(t) = 0$ for all $t \in [0, T]$. Since $T$ is arbitrary, this completes the proof.

2.13. The Cole–Hopf solution. We will now complete the proof of Theorem 1.1 under the condition that $\alpha \neq 0$. First, suppose that $\beta$ and $\gamma$ are both nonzero. Let $b := \gamma/\beta$. For $t > 0$ and $x \in \mathbb{R}^d$, define

$$u(t, x) := \int_{\mathbb{R}^d} K(t, x - y)e^{bg(y)} dy = \int_{\mathbb{R}^d} K(t, y)e^{bg(x-y)} dy.$$

Then $u$ is strictly positive everywhere. Using the Lipschitzness of $g$ and the dominated convergence theorem, it is not difficult to verify $u$ is infinitely differentiable in $\mathbb{R}_{>0} \times \mathbb{R}^d$, continuous on the closure of this domain, and solves the heat equation

$$\partial_t u = \beta \Delta u$$

with initial condition $u(0, \cdot) = e^{bg(\cdot)}$. Define

$$v(t, x) := \frac{1}{b} \log u(t, x).$$
Then $v$ is also infinitely differentiable in $\mathbb{R}_{>0} \times \mathbb{R}^d$, continuous in $\mathbb{R}_{\geq 0} \times \mathbb{R}^d$, and solves the equation

$$
\partial_t v = \frac{\partial_t u}{bu} = \frac{\beta \Delta u}{bu} \tag{2.55}
$$

with initial condition $v(0, \cdot) = g(\cdot)$. Moreover, if $g$ is differentiable (in addition to being Lipschitz), then

$$
\nabla v(t, x) = \int_{\mathbb{R}^d} K(t, y) e^{bg(x-y)} \nabla g(x-y) dy,
$$

which shows that $|\nabla v|$ is uniformly bounded by $L$ (the Lipschitz constant of $g$). If $g$ is only Lipschitz, and not differentiable, then it is not hard to show that $|\nabla v|$ is still uniformly bounded by $L$, by approximating $g$ with a sequence of differentiable Lipschitz maps.

Now, from the definition of $v$, an easy calculation gives

$$
\Delta v = \frac{\Delta u}{bu} - \frac{|\nabla u|^2}{bu^2} = \frac{\Delta u}{bu} - b|\nabla v|^2. \tag{2.56}
$$

Combining (2.55) and (2.55), we get

$$
\partial_t v = \beta \Delta v + \beta b|\nabla v|^2 = \beta \Delta v + \gamma |\nabla v|^2.
$$

Next, for $(t, x) \in \mathbb{R}_{>0} \times \mathbb{R}^d$, define

$$
\begin{align*}
w_1(t, x) &:= \int_{\mathbb{R}^d} K(t, x-y)g(y)dy, \\
w_2(t, x) &:= \gamma \int_{\mathbb{R}^d} K(t-s, x-y)|\nabla v|^2(s,y)dy ds, \\
w(t, x) &:= v(t, x) - w_1(t, x) - w_2(t, x).
\end{align*}
$$

Since $K$ is a heat kernel and $g$ is sufficiently well-behaved, it is easy to see that $w_1$ satisfies the heat equation

$$
\partial_t w_1 = \beta \Delta w_1.
$$

Similarly, it is not hard to show using standard arguments, and the boundedness and continuity of $|\nabla v|$, that $w_2$ solves

$$
\partial_t w_2(t, x) = \gamma |\nabla v|^2(t, x) + \beta \Delta w_2(t, x).
$$

Thus,

$$
\begin{align*}
\partial_t w &= \partial_t v - \partial_t w_1 - \partial_t w_2 \\
&= (\beta \Delta v + \gamma |\nabla v|^2) - \beta \Delta w_1 - (\gamma |\nabla v|^2 + \beta \Delta w_2) \\
&= \beta \Delta w.
\end{align*}
$$

Now, $w_1$ extends to a continuous function on $\mathbb{R}_{\geq 0} \times \mathbb{R}^d$ by defining $w_1(0, x) = g(x)$. By the boundedness of $|\nabla v|$, $w_2$ extends to a continuous function on $\mathbb{R}_{\geq 0} \times \mathbb{R}^d$ by defining $w_2(0, x) = 0$. Lastly, as observed before, $v$ also extends continuously, with $v(0, x) = x$. Thus, $w$ extends continuously to the boundary with $w(0, x) = 0$. From this, and the fact that $w$ solves the heat equation displayed
above and is sufficiently well-behaved due to the Lipschitzness of \( g \) and the boundedness of \( |\nabla v| \), it is now a standard exercise to show that \( w(t, x) = 0 \) for all \( t \) and \( x \). This is equivalent to saying that \( v \) satisfies the integral equation of Proposition 2.43. We have already observed that \( v \) satisfies the other two conditions of Proposition 2.43. Thus, by Proposition 2.43, every subsequential limit of \( f^{(e)} \) must equal \( v \). It is now easy to argue using Proposition 2.26 that \( f^{(e)} \) converges pointwise to \( v \). This completes the proof of Theorem 1.1 when \( \alpha, \beta \) and \( \gamma \) are all nonzero.

Next, suppose that only \( \alpha \) and \( \beta \) are nonzero, but \( \gamma = 0 \). Then define

\[
v(t, x) := \int_{\mathbb{R}^d} K(t, x - y)g(y)dy.
\]

Then immediately by Propositions 2.42 and 2.43, we see that any subsequential limit of \( f^{(e)} \) must be equal to \( v \), and thus conclude that \( f^{(e)} \) converges pointwise to \( v \).

Finally, suppose that \( \beta = 0 \). We claim that \( \gamma_1, \gamma_2 \) and \( \gamma_3 \) all be zero in this case. Fix some \( b \in B \). For any \( \delta \in \mathbb{R} \), let \( \delta^b \in \mathbb{R}^A \) be the vector defined as \( \delta^b_a = 0 \) for \( a \in A \setminus \{b\} \) and \( \delta^b_b = \delta \). Since \( \phi(0) = 0 \) and \( \beta = 0 \), Taylor expansion gives

\[
\phi(\delta^b) = \frac{1}{2} \gamma_1 \delta^2 + o(\delta^2)
\]

as \( \delta \to 0 \). But this shows that \( \phi(\delta^b) \) is not a monotone function of \( \delta \) in a small enough neighborhood of 0 if \( \gamma_1 \neq 0 \). This violates the monotonicity of \( \phi \). Thus, \( \gamma_1 \) must be zero. Next, define \( \delta^b \in \mathbb{R}^A \) as \( \delta^b_a = \delta^b_b = \delta \) and \( \delta^b_a = 0 \) for \( a \in A \setminus \{b, -b\} \). Since \( \phi(0) = \beta = \gamma_1 = 0 \), Taylor expansion gives

\[
\phi(\delta^b) = \gamma_2 \delta^2 + o(\delta^2)
\]

as \( \delta \to 0 \). Since \( \delta^b \) is monotone increasing in \( \delta \), the above expression violates the monotonicity of \( \phi \) when \( \delta \) is in a small enough neighborhood of zero if \( \gamma_2 \neq 0 \). Thus, \( \gamma_2 = 0 \). Finally, take any \( b, b' \in B \) such that \( b \neq b' \) and \( b \neq -b' \). Define \( \delta^b \in \mathbb{R}^A \) as \( \delta^b_a = \delta^b_b = \delta \) and \( \delta^b_a = 0 \) for \( a \in A \setminus \{b, b'\} \). Since \( \phi(0) = \beta = \gamma_1 = 0 \), Taylor expansion gives

\[
\phi(\delta^b) = \gamma_3 \delta^2 + o(\delta^2)
\]

as \( \delta \to 0 \). Proceeding as before, this yields \( \gamma_3 = 0 \).

Since \( \beta = \gamma_1 = \gamma_2 = \gamma_3 = 0 \), we get that for any \( u \in \mathbb{R}^A \) with \( u_0 = 0 \), \( \phi(u) = o(|u|^2) \) as \( |u| \to 0 \). Since Lemma 2.4 is still valid, this shows that

\[
|f_\varepsilon(t, x) - f_\varepsilon(t - 1, x)| = |\phi((f(t - 1, x + a) - f(t - 1, x))_{a \in A})-\varepsilon^2 F(\varepsilon),
\]
where $F(\varepsilon)$ is a function of $\varepsilon$ that tends to zero as $\varepsilon \to 0$. Thus, for any $(t, x) \in \mathbb{R}_{>0} \times \mathbb{R}^d$,
\[
|f(\varepsilon)(t, x) - g(x)| = |f_\varepsilon(t, x\varepsilon) - f_\varepsilon(0, x\varepsilon)| \\
\leq \sum_{s=1}^{t_\varepsilon} |f_\varepsilon(s, x\varepsilon) - f_\varepsilon(s-1, x\varepsilon)| \\
\leq t_\varepsilon \varepsilon^2 F(\varepsilon).
\]
Since $t_\varepsilon \varepsilon^2 \to t$ and $F(\varepsilon) \to 0$ as $\varepsilon \to 0$, this shows that $f(\varepsilon)(t, x) \to g(x)$ as $\varepsilon \to 0$. This wraps up the proof of Theorem 1.1 when $\alpha \neq 0$.

2.14. The case $\alpha = 0$. We will now deal with the case $\alpha = 0$. The main issue is that the random walk described in Subsection 2.2 is now periodic, which necessitates several changes in various steps of the proof. The results of Subsections 2.1, 2.2 and 2.3 continue to remain valid. A number of changes need to be made to the results of Subsection 2.5. First, Lemma 2.7 needs to be modified. Note that when $\alpha = 0$, we have $\beta = 1/d$, and hence
\[
\psi(\theta) = \mathbb{E}(e^{i\theta \cdot \xi}) = \frac{1}{d} \sum_{i=1}^{d} \cos \theta_i.
\]
Let $\pi$ be the element of $\mathbb{R}^d$ whose coordinates are all equal to $\pi$. For $\theta \in \mathbb{R}^d$, define
\[
q(\theta) := \min\{|\theta|, |\theta - \pi|\}.
\]
The following lemma is the new version of Lemma 2.7

**Lemma 2.44.** There is a positive constant $C$ depending only $d$, such that for all $\theta \in [-\pi/2, 3\pi/2]^d$, $|\psi(\theta)| \leq e^{-Cq(\theta)^2}$.

**Proof.** Let $U$ denote the interval $[-\pi/2, 3\pi/2]$. Let $\delta$ be the smallest positive solution of $\cos x = 1 - 1/2d$. Let $I_1 := [-\delta, \delta], I_2 = [\pi - \delta, \pi + \delta]$ and $I := I_1 \cup I_2$. Note that $|\cos x| \leq 1 - 1/2d$ for all $x \in U \setminus I$. Take any $\theta = (\theta_1, \ldots, \theta_d) \in U^d \setminus I^d$. Then $\theta_i \notin I$ for at least one $i$, and hence
\[
|\psi(\theta)| \leq \frac{1}{d} \left( d - 1 + 1 - \frac{1}{2d} \right) = 1 - \frac{1}{2d^2}.
\]
Since $q$ is uniformly bounded in $U^d$, the above inequality shows that there is a small enough positive constant $C_1$ such that $|\psi(\theta)| \leq e^{-C_1 q(\theta)^2}$ for all $\theta \in U^d \setminus I^d$.

Next, take $\theta \in I^d$. Let $J_1$ be the set of all $j$ such that $\theta_j \in I_1$, and let $J_2$ be the set of all $j$ such that $\theta_j \in I_2$. Suppose that $J_1$ and $J_2$ are both nonempty. Then,
cos x ≤ 1 for all x ∈ I₁ and cos x ≤ −1 + 1/2d for all x ∈ I₂, we have

\[ \psi(\theta) \leq \frac{|J_1|}{d} + \left(1 + \frac{1}{2d}\right) \frac{|J_2|}{d} \]

= \frac{|J_1| - |J_2|}{d} + \frac{|J_2|}{2d^2}

≤ \frac{d - 2}{d} + \frac{d - 1}{2d^2} = 1 - \frac{3d + 1}{2d^2},

and similarly, since cos x ≥ 1 − 1/2d for all x ∈ I₁ and cos x ≥ −1 for all x ∈ I₂,

\[ \psi(\theta) \geq \left(1 - \frac{1}{2d}\right) \frac{|J_1|}{d} - \frac{|J_2|}{d} \]

= \frac{|J_1| - |J_2|}{d} - \frac{|J_1|}{2d^2}

≥ \frac{2 - d}{d} - \frac{d - 1}{2d^2} = -1 + \frac{3d + 1}{2d^2}.

Thus, there is a positive constant C₂ such that if the sets J₁ and J₂ are both nonempty, then |ψ(θ)| ≤ e^{−C₂|θ|^2}.

Next, suppose that J₂ is empty. Then θ_i ∈ I₁ for each i. There is a positive constant C₃ such that |cos x| ≤ 1 − C₃x^2 for all x ∈ I₁. Therefore, in this case,

\[ |\psi(\theta)| \leq \frac{1}{d} \sum_{i=1}^{d} | \cos \theta_i | \]

≤ \frac{1}{d} \sum_{i=1}^{d} (1 - C₃\theta_i^2)

= 1 - C₃|\theta|^2 \leq e^{-C₃|θ|^2} \leq e^{-C₃q(θ)^2}.

Finally, suppose that J₁ is empty, so that θ_i ∈ I₂ for each i. Observe that |cos x| = |cos(x − π)| ≤ 1 − C₃(x − π)^2 for all x ∈ I₂. Thus, as above, we have

|ψ(θ)| ≤ e^{-C₃|θ−π|^2} \leq e^{-C₃q(θ)^2}.

So, if C := min{C₁, C₂, C₃}, then |ψ(θ)| ≤ e^{-Cq(θ)^2} for all θ ∈ U^d. □

Lemma 2.45. For any θ ∈ ℝ^d and t ∈ ℤ≥1, we have

|ψ(θ)^t − e^{−βt|θ|^2}| ≤ Ct|θ|^4,

|ψ(\bar{\theta} + \theta)^t − (-1)^t e^{-βt|\bar{\theta}|^2}| ≤ Ct|\theta|^4.

Proof: The proof of the first inequality is just the same as the proof of Lemma 2.8. For the second, notice that

\[ \psi(\bar{\theta} + \theta) = \frac{1}{d} \sum_{i=1}^{d} \cos(\pi + \theta_i) = -\frac{1}{d} \sum_{i=1}^{d} \cos \theta_i = -\psi(\theta). \]
So, by the first inequality applied with \( t = 1 \), we have
\[
|\psi(\pi + \theta) + e^{-\beta|\theta|^2}| = |-\psi(\theta) + e^{-\beta|\theta|^2}| \leq C|\theta|^4.
\]
But recall that if \( a \) and \( b \) are complex numbers in the unit disk, and \( t \) is a positive integer, then \( |a^t - b^t| \leq t|a - b| \). Applying this in the above inequality, with \( a = \psi(\pi + \theta) \) and \( b = -e^{-\beta|\theta|^2} \), we get the desired result. \( \square \)

Next, we introduce a different form of the Fourier inversion formula for transition probabilities:

\[
p(t, x) = (2\pi)^{-d} \int_{[-\pi/2, 3\pi/2]^d} e^{-it\cdot x} \psi(\theta)^t d\theta
\]

\[
= (2\pi)^{-d} t^{-d/2} \int_{[-\pi\sqrt{2}, 3\pi\sqrt{2}]^d} e^{-it^{-1/2}x\cdot \eta} (\psi(t^{-1/2}\eta))^t d\eta, \tag{2.57}
\]

The formula for \( p_1 \) also needs to be changed. We define

\[
p_1(t, x) := (2\pi)^{-d} t^{-d/2} \int_{|\eta| \leq \log t} e^{-it^{-1/2}x\cdot \eta} (\psi(t^{-1/2}\eta))^t d\eta
\]

\[
+ (2\pi)^{-d} t^{-d/2} \int_{|\eta - \sqrt{2}\pi| \leq \log t} e^{-it^{-1/2}x\cdot \eta} (\psi(t^{-1/2}\eta))^t d\eta.
\]

The following is the new version of Lemma 2.9

**Lemma 2.46.** For any \( t \in \mathbb{Z}_{\geq 1} \) and \( x \in \mathbb{Z}^d \), \( |p(t, x) - p_1(t, x)| \leq C_1 e^{-C_2 \log t^2} \).

**Proof.** Without loss, let us assume that \( t \) is so large that the regions \( |\eta| \leq \log t \) and \( |\eta - \sqrt{2}\pi| \leq \log t \) do not intersect. Let us take \( \eta \) outside the union of these two regions. Then note that

\[
q(t^{-1/2}\eta) = \min\{|t^{-1/2}\eta|, |t^{-1/2}\eta - \pi|\} \geq t^{-1/2} \log t.
\]

Therefore, by Lemma 2.44,

\[
|\psi(t^{-1/2}\eta)| \leq e^{-Cq(t^{-1/2}\eta)^2} \leq e^{-Ct^{-1}\log t^2}.
\]

Now proceeding as in the proof of Lemma 2.9, we get the required bound. \( \square \)

For \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \), define \( s(x) := \sum_{i=1}^d x_i \). We will say that \( x \) is even if \( s(x) \) is even, and \( x \) is odd if \( s(x) \) is odd. We define \( p_2(t, x) \) and \( p_3(t, x) \) to be twice the values defined in Subsection 2.5 if \( t \) and \( x \) have the same parity, and equal to zero if not. With these new definitions, Lemma 2.10 clearly remains valid.

Next, we modify the results of Subsection 2.6. The following is the new version of Lemma 2.11

**Lemma 2.47.** For any \( t \geq \mathbb{Z}_{\geq 1} \) and \( x, y, z \in \mathbb{Z}^d \) such that \( x \) and \( t \) have the same parity, and \( y \) and \( z \) are even, we have

\[
|p_1(t, x) - p_2(t, x)| \leq C_1 t^{-(d+2)/2} (\log t)^{C_2},
\]

\[
|\delta_y p_1(t, x) - \delta_y p_2(t, x)| \leq C_1 |y| t^{-(d+3)/2} (\log t)^{C_2},
\]

\[
|\delta_y \delta_z p_1(t, x) - \delta_y \delta_z p_2(t, x)| \leq C_1 |y| |z| t^{-(d+4)/2} (\log t)^{C_2}.
\]
Proof. Note that
\[ p_1(t, x) = (2\pi)^{-d} t^{-d/2} \int_{|\eta| \leq \log t} e^{-i t^{-1/2} \eta \cdot x} (\psi(t^{-1/2} \eta))^t d\eta \]
\[ + (2\pi)^{-d} t^{-d/2} \int_{|\eta| \leq \log t} e^{-i (\overline{\eta} + t^{-1/2} \eta) \cdot x} (\psi(\overline{\eta} + t^{-1/2} \eta))^t d\eta \]
\[ = (2\pi)^{-d} t^{-d/2} \int_{|\eta| \leq \log t} e^{-i t^{-1/2} \eta \cdot x} (\psi(t^{-1/2} \eta))^t d\eta \]
\[ + (2\pi)^{-d} t^{-d/2} (-1)^{s(x)} \int_{|\eta| \leq \log t} e^{-i t^{-1/2} \eta \cdot x} (\psi(\overline{\eta} + t^{-1/2} \eta))^t d\eta \]

By Lemma 2.45,
\[ |(\psi(t^{-1/2} \eta))^t - e^{-|\eta|^2}| \leq Ct^{-1} |\eta|^4, \]
\[ |(\psi(\overline{\eta} + t^{-1/2} \eta))^t - (-1)^t e^{-|\eta|^2}| \leq Ct^{-1} |\eta|^4. \]

Lastly, note that
\[ p_2(t, x) = (1 + (-1)^{s(x)+t})(2\pi)^{-d} t^{-d/2} \int_{|\eta| \leq \log t} e^{-i t^{-1/2} \eta \cdot x} \beta |\eta|^2 d\eta \]

Combining the last three displays, we get
\[ |p_1(t, x) - p_2(t, x)| \leq Ct^{-d/2} \int_{|\eta| \leq \log t} |(\psi(t^{-1/2} \eta))^t - e^{-|\eta|^2}| d\eta \]
\[ + Ct^{-d/2} \int_{|\eta| \leq \log t} |(\psi(t^{-1/2} \eta))^t - (-1)^t e^{-|\eta|^2}| d\eta \]
\[ \leq Ct^{-d/2-1} \int_{|\eta| \leq \log t} |\eta|^4 d\eta \]
\[ \leq Ct^{-d/2-1} (\log t)^{d+4}. \]

This proves the first inequality in the statement of the lemma. Next, note that since \( y \) is even, we have \( e^{-i \overline{\eta} y} = 1 \). This gives
\[ \delta_y p_1(t, x) \]
\[ = (2\pi)^{-d} t^{-d/2} \int_{|\eta| \leq \log t} (e^{-i t^{-1/2} \eta \cdot y} - 1)e^{-i t^{-1/2} \eta \cdot x} (\psi(t^{-1/2} \eta))^t d\eta \]
\[ + (2\pi)^{-d} t^{-d/2} (-1)^{s(x)} \int_{|\eta| \leq \log t} (e^{-i t^{-1/2} \eta \cdot y} - 1)e^{-i t^{-1/2} \eta \cdot x} 
\cdot (\psi(\overline{\eta} + t^{-1/2} \eta))^t d\eta. \]

Moreover, the evenness of \( y \) ensures that \( t \) and \( x \) have the same parity if and only if \( t \) and \( x + y \) have the same parity. Thus,
\[ \delta_y p_2(t, x) \]
\[ = (1 + (-1)^{s(x)+t})(2\pi)^{-d} t^{-d/2} \int_{|\eta| \leq \log t} (e^{-i t^{-1/2} \eta \cdot y} - 1)e^{-i t^{-1/2} \eta \cdot x} \beta |\eta|^2 d\eta. \]
It is now easy to complete the rest of the proof following the same steps as in the proof of Lemma 2.47 and implementing the same modifications as above.

As a result of Lemma 2.47, the remaining results of Subsections 2.6 and 2.7 remain valid after the following modifications:

- In Lemma 2.12 we have to insert the additional condition that \(x\) and \(t\) have the same parity, and \(y\) and \(z\) are even.
- Lemma 2.13 can remain as it is, with the extra observation that \(p(t, x) = 0\) when \(t\) and \(x\) do not have the same parity.
- Proposition 2.14 remains valid if \(y\) is even. We do not need to add the condition and that \(x\) and \(t\) have the same parity, since \(\delta_y p(t, x) = 0\) if that is not the case (and \(y\) is even).
- Similarly, Proposition 2.15 remains valid if \(y\) and \(z\) are even.
- In Lemma 2.16, we need \(r\) to be even, and in Lemma 2.17, we need both \(r\) and \(y\) to be even.
- Similarly, in Proposition 2.18 we need \(r\) to be even, and in Proposition 2.19 we need both \(r\) and \(y\) to be even.
- Because of the above changes, we need \(y\) and \(z\) to be even in Proposition 2.20. Similarly, we need \(r\) to be even in Proposition 2.21 and both \(r\) and \(y\) to be even in Proposition 2.22.
- Proposition 2.23 remains valid without any changes.

From Subsection 2.8 onwards, we have to be cautious about the definition of \(f(\epsilon)\). We will work with two different definitions, and show that they both converge to the same limit. From that, we will deduce that the original \(f(\epsilon)\) also converges to that limit.

First, let us define for a real number \(a\),

\[ [a]^0 := 2[a/2]. \]

This map takes the interval \([2k, 2k + 2)\) to the number \(2k\), for any \(k \in \mathbb{Z}\). Next, let

\[ [a]^1 := [a]^0 + 1. \]

This map takes \([2k, 2k + 2)\) to \(2k + 1\). For \(x = (x_1, \ldots, x_d) \in \mathbb{R}^d\), define

\[ [x]^0 := \begin{cases} ([x_1]^0, [x_2], [x_3], \ldots, [x_d]) & \text{if } [x_2] + \cdots + [x_d] \text{ is even}, \\ ([x_1]^1, [x_2], [x_3], \ldots, [x_d]) & \text{otherwise}. \end{cases} \]

Similarly, define

\[ [x]^1 := \begin{cases} ([x_1]^1, [x_2], [x_3], \ldots, [x_d]) & \text{if } [x_2] + \cdots + [x_d] \text{ is even}, \\ ([x_1]^0, [x_2], [x_3], \ldots, [x_d]) & \text{otherwise}. \end{cases} \]

Note that the definitions are meant to ensure that \([x]^0\) is always even and \([x]^1\) is always odd. Note also that for any \(x\), \([x]\) is either equal to \([x]^0\) or equal to \([x]^1\). This observation will be useful in the following construction. Define two new
versions of \( f^{(e)} \), called \( f^{(e,0)} \) and \( f^{(e,1)} \), as follows. Let
\[
f^{(e,0)}(t, x) := \begin{cases} f_\varepsilon([\varepsilon^{-2}t], [\varepsilon^{-1}x]^0) & \text{if } [\varepsilon^{-2}t] \text{ is even,} \\ f_\varepsilon([\varepsilon^{-2}t], [\varepsilon^{-1}x]^1) & \text{if } [\varepsilon^{-2}t] \text{ is odd,} \end{cases}
\]
and let
\[
f^{(e,1)}(t, x) := \begin{cases} f_\varepsilon([\varepsilon^{-2}t], [\varepsilon^{-1}x]^1) & \text{if } [\varepsilon^{-2}t] \text{ is even,} \\ f_\varepsilon([\varepsilon^{-2}t], [\varepsilon^{-1}x]^0) & \text{if } [\varepsilon^{-2}t] \text{ is odd.} \end{cases}
\]
We will show that both \( f^{(e,0)} \) and \( f^{(e,1)} \) converge pointwise to the same \( f \) as \( \varepsilon \to 0 \).
Now note that by the observation from the previous paragraph, we have that for any \( t, x, \) and \( \varepsilon \), \( f^{(e)}(t, x) \) has to be equal to either \( f^{(e,0)}(t, x) \) or \( f^{(e,1)}(t, x) \). Thus, it will follow that \( f^{(e)}(t, x) \) must also be converging to \( f(t, x) \) as \( \varepsilon \to 0 \).

Let us now prove the pointwise convergence of \( f^{(e,0)} \) to \( f \). The proof for \( f^{(e,1)} \) is similar.

First, note that Lemma 2.24 remains valid with \( f^{(e,0)} \) instead of \( f^{(e)} \). Same is true for Lemma 2.25 but special care has to be taken because the original Lemma 2.25 uses Proposition 2.21, and in the modified version of Proposition 2.21 we need \( r \) to be even. The proof of Lemma 2.25 goes through as before when \( r_\varepsilon \) is even. However, \( r_\varepsilon \) is not guaranteed to be even. If for some \( \varepsilon \), \( r_\varepsilon \) turns out to be odd, we then proceed as follows. Suppose that \( s_\varepsilon \) is even and \( t_\varepsilon \) is odd. Let \( x_\varepsilon := [\varepsilon^{-1}x]^0 \) and \( x_\varepsilon' := [\varepsilon^{-1}x]^1 \). Then
\[
f^{(e)}(s, x) - f^{(e)}(t, x) = f_\varepsilon(s_\varepsilon, x_\varepsilon) - f_\varepsilon(t_\varepsilon, x_\varepsilon').
\]
By Lemma 2.6
\[
\left| f_\varepsilon(t_\varepsilon, x_\varepsilon') - \frac{1}{2d} \sum_{b \in B} f_\varepsilon(t_\varepsilon - 1, x_\varepsilon' + b) \right| = |h_\varepsilon(t_\varepsilon, x_\varepsilon')| \leq C\varepsilon^2.
\]
Since \( t_\varepsilon - 1 - s_\varepsilon \) is even, we can now use Proposition 2.21 and Lemma 2.24 to bound the differences \( |f_\varepsilon(t_\varepsilon - 1, x_\varepsilon' + b) - f_\varepsilon(s_\varepsilon, x_\varepsilon)| \). Together with the above inequality, this suffices to complete the proof of Lemma 2.25 for \( f^{(e,0)} \). Proposition 2.26 for \( f^{(e,0)} \) follows from this.

In Subsection 2.9 we need to change the definitions of \( D_i f_\varepsilon \) and \( D_i f^{(e)} \). We define
\[
D_i f_\varepsilon(t, x) := \frac{f_\varepsilon(t, x + 2\varepsilon e_i) - f_\varepsilon(t, x)}{2\varepsilon},
\]
and for \( t \in \mathbb{R}_{\geq 0} \) and \( x \in \mathbb{R}^d \), let
\[
D_i f^{(e,0)}(t, x) := \begin{cases} D_i f_\varepsilon([\varepsilon^{-2}t], [\varepsilon^{-1}x]^0) & \text{if } [\varepsilon^{-2}t] \text{ is even,} \\ D_i f_\varepsilon([\varepsilon^{-2}t], [\varepsilon^{-1}x]^1) & \text{otherwise.} \end{cases}
\]
The results of Subsection 2.9 remain valid after the following modifications (adopting the new definition of \( D_i f_\varepsilon \) and replacing \( D_i f^{(e)} \) by \( D_i f^{(e,0)} \) everywhere):
- Lemma 2.27 and 2.29 remain as is.
- Lemma 2.28 and 2.30 need the additional condition that \( k \) is even.
Lemma 2.31 remains valid as is, because the number \( k_{\varepsilon} \) in its proof is now guaranteed to be even, so that the preceding two lemmas can be applied. (In the proof, we have to change \( x_{\varepsilon} \) to denote \([e^{-1}:x]^{0}\) if \( t_{\varepsilon} \) is even, and \([e^{-1}]^{1}\) if \( t_{\varepsilon} \) is odd. Similarly, \( k_{\varepsilon} \) has to be defined as the integer such that \([e^{-1}(x+ae_{i})]^{0}\) = \( x_{\varepsilon} + k_{\varepsilon} e_{i} \) if \( t_{\varepsilon} \) is even and the integer such that \([e^{-1}(x+ae_{i})]^{1}\) = \( x_{\varepsilon} + k_{\varepsilon} e_{i} \) if \( t_{\varepsilon} \) is odd.)

Consequently, Lemmas 2.32, 2.33, Proposition 2.34 and Corollary 2.35 remain valid. In the proof of Proposition 2.34, we again run into the slight difficulty — as in the proof of the new version of Lemma 2.25 — that \( r_{\varepsilon} \) need not be even, so Proposition 2.22 may not be directly applicable. The difficulty is overcome easily by the same trick as we used for Lemma 2.25.

We need some further caution in Subsection 2.10. First, for \( a \in A \) and \((t,x) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}^{d}\), define

\[
u_{a,e}(t, x) := f_{\varepsilon}(t, x + a) - \frac{1}{2d} \sum_{b \in B} f_{\varepsilon}(t, x + b).
\]

Let \( u_{\varepsilon}(t, x) \) denote the vector \((u_{a,e}(t, x))_{a \in A}\). Then redefine \( H_{\varepsilon} \) as

\[
H_{\varepsilon}(t, x) := \frac{\gamma_{1}}{2} \sum_{b \in B} (u_{b,e}(t - 1, x))^{2} + \frac{\gamma_{2}}{2} \sum_{b \in B} u_{b,e}(t - 1, x) u_{b,e}(t, x - 1) + \frac{\gamma_{3}}{2} \sum_{b, b' \in B, b \neq b'} u_{b,e}(t - 1, x) u_{b',e}(t - 1, x).
\]

We will show that Lemma 2.36 remains valid with this new \( H_{\varepsilon} \) (but the same old \( h_{\varepsilon} \)). For that, we need some preparation.

**Lemma 2.48.** If \( \alpha = 0 \), then we must have that \( \partial_{0} \partial_{\alpha} \phi(0) = 0 \) for all \( a \in A \).

**Proof.** Take any \( a \in A \). First, suppose that \( a = 0 \). Take any \( \delta \in \mathbb{R} \). Let \( u_{\delta} \) be the vector in \( \mathbb{R}^{A} \) with \( u_{0}^{\delta} = \delta \) and \( u_{b}^{\delta} = 0 \) for all \( b \neq 0 \). Then by Taylor expansion and the facts that \( \phi(0) = 0 \) and \( \partial_{0} \phi(0) = \alpha = 0 \), we have

\[
\phi(u_{\delta}) := \frac{\delta^{2}}{2} \partial_{\delta}^{2} \phi(0) + o(\delta^{2})
\]

as \( \delta \to 0 \). If \( \partial_{\delta}^{2} \phi(0) = 0 \), this is not a monotone function of \( \delta \) in a small enough neighborhood of zero. This contradicts the monotonicity of \( \phi \). Thus, \( \partial_{\delta}^{2} \phi(0) = 0 \).

Next, suppose that \( a \neq 0 \). Given \( \delta, \delta' \in \mathbb{R} \), let \( u_{0}^{\delta,\delta'} \in \mathbb{R}^{A} \) be the vector with \( u_{0}^{\delta,\delta'} = \delta \), \( u_{a}^{\delta,\delta'} = \delta' \), and \( u_{b}^{\delta,\delta'} = 0 \) if \( b \neq 0 \) and \( b \neq a \). Then, since we already showed that \( \partial_{\delta}^{2} \phi(0) = 0 \), and we are given that \( \phi(0) = 0 \) and \( \partial_{0} \phi(0) = 0 \), Taylor expansion gives

\[
\phi(u_{0}^{\delta,\delta'}) = \delta' \partial_{\alpha} \phi(0) + \frac{\delta'^{2}}{2} \partial_{\alpha}^{2} \phi(0) + \delta \delta' \partial_{\alpha} \partial_{0} \phi(0) + o(\max\{\delta^{2}, \delta'^{2}\})
\]

as \( \delta, \delta' \to 0 \). Thus,

\[
\phi(u_{0}^{\delta,\delta'}) - \phi(u_{0}^{\delta,\delta'}) = \delta \delta' \partial_{\alpha} \partial_{0} \phi(0) + o(\max\{\delta^{2}, \delta'^{2}\})
\]
as $\delta, \delta' \to 0$. Now choose $\delta' = -\delta \text{sign}(\partial_a \phi(0))$. With this choice of $\delta'$, we get
\[
\phi(u^{2\delta, \delta'}) - \phi(u^{\delta, \delta'}) = -\delta^2 |\partial_a \phi(0)| + o(\delta^2)
\]
as $\delta \to 0$. Take $\delta$ decreasing to zero. Then the left side is always nonnegative, by the monotone increasing nature of $\phi$; and the right side is negative for small enough $\delta$, unless $\partial_a \phi(0) = 0$. Thus, $\partial_a \phi(0)$ must be zero. \hfill $\square$

The following result is our modified version of Lemma 2.36 that works for the modified $H_\varepsilon$ defined above.

**Lemma 2.49.** For any $\varepsilon > 0$, $t \in \mathbb{Z}_{\geq 1}$ and $x \in \mathbb{Z}^d$,

\[
|h_\varepsilon(t, x) - H_\varepsilon(t, x)| \leq \varepsilon^2 F(\varepsilon),
\]

where $F$ is a function determined by $\phi$ (and not depending on $t$ or $x$), such that $F(\varepsilon) \to 0$ as $\varepsilon \to 0$.

**Proof.** Note that

\[
h_\varepsilon(t, x) = f_\varepsilon(t, x) - \frac{1}{2d} \sum_{b \in B} f_\varepsilon(t - 1, x + b)
\]

\[
= \phi(u_\varepsilon(t - 1, x)).
\]

By Lemma 2.4, $|u_{a, \varepsilon}(t, x)| \leq C \varepsilon$ for all $a, t$ and $x$. We know that $\phi(0) = 0$, $\partial_0 \phi(0) = 0$, $\partial_b \phi(0) = 1/2d$ for all $b \in B$, and by Lemma 2.48 $\partial_0 \partial_b \phi(0) = 0$ for all $a \in A$. Thus, by Taylor expansion,

\[
\left| h_\varepsilon(t, x) - \frac{1}{2d} \sum_{b \in B} u_{b, \varepsilon}(t - 1, x)
\right.

\[
- \frac{1}{2} \sum_{b, b' \in B} \partial_b \partial_{b'} \phi(0) u_{b, \varepsilon}(t - 1, x) u_{b', \varepsilon}(t - 1, x) \right| \leq C \varepsilon^2 F(\varepsilon),
\]

where $F$ is determined solely by $\phi$, and $F(\varepsilon) \to 0$ as $\varepsilon \to 0$. Now,

\[
\frac{1}{2d} \sum_{b \in B} u_{b, \varepsilon}(t - 1, x) = \frac{1}{2d} \sum_{b \in B} \left( f_\varepsilon(t - 1, x + b) - \frac{1}{2d} \sum_{b' \in B} f_\varepsilon(t - 1, x + b') \right)
\]

\[
= 0.
\]

On the other hand,

\[
\frac{1}{2} \sum_{b, b' \in B} \partial_b \partial_{b'} \phi(0) u_{b, \varepsilon}(t - 1, x) u_{b', \varepsilon}(t - 1, x) = H_\varepsilon(t, x).
\]

Combining the last three displays completes the proof. \hfill $\square$

The next goal is to prove a modification of Proposition 2.37. Again, some preparation is needed. We need the following enhancement of Lemma 2.30.
Lemma 2.50. For any \( t \in \mathbb{Z}_{\geq 1}, x, y \in \mathbb{Z}^d \) with \( y \) even, and any \( k \in \mathbb{Z} \setminus \{0\} \),
\[
|f_\varepsilon(t, x + ky) - f_\varepsilon(t, x) - k\delta_y f_\varepsilon(t, x)| \leq C(y)\varepsilon|k|J(\varepsilon, k, t, x) + C(y)\varepsilon^2 k^2,
\]
where \( J \) is as in Lemma 2.28 and \( C(y) \) is a constant that depends only on \( \phi, L, d \) and \( y \).

Proof. Suppose that \( k > 0 \). Then note that
\[
\begin{align*}
f_\varepsilon(t, x + ky) - f_\varepsilon(t, x) - k\delta_y f_\varepsilon(x) \\
= \sum_{j=1}^{k} (\delta_y f_\varepsilon(x + jy) - \delta_y f_\varepsilon(x)) \\
= \sum_{j=1}^{k} \delta_y \delta_j y f_\varepsilon(x).
\end{align*}
\]
Observe that \( y \) and \( jy \) are even. It is now easy to complete the proof using a suitable modification of Lemma 2.28 and Lemma 2.29. The proof for \( k < 0 \) is similar. \( \square \)

Lemma 2.51. Fix some even \( y \in \mathbb{Z}^d \). Take any sequence \( (t_n, x_n) \) in \( \mathbb{Z}_{>0} \times \mathbb{Z}^d \) such that \( t_n \) has the same parity as \( x_n \) for each \( n \), and \( (\varepsilon_n^2 t_n, \varepsilon_n x_n) \to (t, x) \) in \( \mathbb{R}_{>0} \times \mathbb{R}^d \). Then
\[
\lim_{n \to \infty} \varepsilon_n^{-1} \delta_y f_{\varepsilon_n}(t_n, x_n) = y \cdot \nabla f(t, x).
\]

Proof. Take any \( a > 0 \). Let \( k_n := [a/\varepsilon_n] \). By Lemma 2.50,
\[
\left| \frac{f_{\varepsilon_n}(t_n, x_n + k_n y) - f_{\varepsilon_n}(t_n, x_n)}{k_n \varepsilon_n} - \varepsilon_n^{-1} \delta_y f_{\varepsilon_n}(t_n, x_n) \right| \leq C(y)J(\varepsilon_n, k_n, t_n, x_n) + C(y)\varepsilon_n k_n.
\]
Now notice that by the uniform convergence assertion of the version of Proposition 2.26 for \( f^{(\varepsilon, 0)} \), we have
\[
\lim_{n \to \infty} f_{\varepsilon_n}(t_n, x_n) = \lim_{n \to \infty} f^{(\varepsilon_n, 0)}(\varepsilon_n^2 t_n, \varepsilon_n x_n) = f(t, x),
\]
and similarly,
\[
\lim_{n \to \infty} f_{\varepsilon_n}(t_n, x_n + k_n y) = f(t, x + ay).
\]
Also, \( k_n \varepsilon_n \to a \). Finally, note that
\[
\lim_{n \to \infty} J(\varepsilon_n, k_n, t_n, x_n) = C_1 a \log(2 + t/a^2) + C_1 (1 + |x| + |a| + t^{1/2}) t^{-1/2} \min\{1, t^{-1/2} |a|\}.
\]
Note that this is the quantity \( Q(a, t, x) \) defined in Lemma 2.31. Thus, we get
\[
\limsup_{n \to \infty} \left| \frac{f(t, x + ay) - f(t, x)}{a} - \varepsilon_n^{-1} \delta_y f_{\varepsilon_n}(t_n, x_n) \right| \leq C(y)Q(a, t, x).
\]
Since \( Q(a, t, x) \to 0 \) and \( a^{-1}(f(t, x + ay) - f(t, x)) \to y \cdot \nabla f(t, x) \) as \( a \to 0 \), this completes the proof of the lemma. \( \square \)
Lemma 2.52. Take any $b \in B$, and any sequence $(t_n, x_n)$ in $\mathbb{Z}_{>0} \times \mathbb{Z}^d$ such that $t_n$ and $x_n$ have opposite parities for each $n$, and $(\varepsilon_n^2 t_n, \varepsilon_n x_n) \to (t, x) \in \mathbb{R}_{>0} \times \mathbb{R}^d$. Then

$$\lim_{n \to \infty} \varepsilon_n^{-1} u_{b, \varepsilon_n}(t_n, x_n) = b \cdot \nabla f(t, x)$$

Proof. Note that for any $\varepsilon$, $t$, $x$ and $b$,

$$u_{b, \varepsilon}(t, x) = f_\varepsilon(t, x + b) - \frac{1}{2d} \sum_{b' \in B} f_\varepsilon(t, x + b')$$

$$= \frac{1}{2d} \sum_{b' \in B} (f_\varepsilon(t, x + b) - f_\varepsilon(t, x + b'))$$

$$= \frac{1}{2d} \sum_{b' \in B} \delta_{b-b'} f_\varepsilon(t, x + b').$$

Thus, by Lemma 2.51, we have

$$\lim_{n \to \infty} \varepsilon_n^{-1} u_{b, \varepsilon_n}(t_n, x_n) = \frac{1}{2d} \sum_{b' \in B} \lim_{n \to \infty} \varepsilon_n^{-1} \delta_{b-b'} f_\varepsilon_n(t_n, x_n + b')$$

$$= \frac{1}{2d} \sum_{b' \in B} (b - b') \cdot \nabla f(t, x)$$

$$= b \cdot \nabla f(t, x).$$

This completes the proof of the lemma. □

Lemma 2.53. Take any sequence $(t_n, x_n)$ in $\mathbb{Z}_{>0} \times \mathbb{Z}^d$ such that $t_n$ has the same parity as $x_n$ for each $n$, and $(\varepsilon_n^2 t_n, \varepsilon_n x_n) \to (t, x) \in \mathbb{R}_{>0} \times \mathbb{R}^d$. Then

$$\lim_{n \to \infty} \varepsilon_n^{-2} H_{\varepsilon_n}(t_n, x_n) = \gamma |\nabla f(t, x)|^2.$$

Proof. Note that

$$\varepsilon_n^{-2} H_{\varepsilon_n}(t_n, x_n)$$

$$:= \frac{\gamma_1}{2} \sum_{b \in B} (\varepsilon_n^{-1} u_{b, \varepsilon_n}(t_n - 1, x_n))^2$$

$$+ \frac{\gamma_2}{2} \sum_{b \in B} (\varepsilon_n^{-1} u_{b, \varepsilon_n}(t_n - 1, x_n))(\varepsilon_n^{-1} u_{b', \varepsilon_n}(t_n - 1, x_n))$$

$$+ \frac{\gamma_3}{2} \sum_{b, b' \in B} (\varepsilon_n^{-1} u_{b, \varepsilon_n}(t_n - 1, x_n))(\varepsilon_n^{-1} u_{b', \varepsilon_n}(t_n - 1, x_n)).$$

Applying Lemma 2.52 to each term, we get

$$\lim_{n \to \infty} \varepsilon_n^{-2} H_{\varepsilon_n}(t_n, x_n) = \frac{\gamma_1}{2} \sum_{b \in B} (b \cdot \nabla f(t, x))^2$$

$$+ \frac{\gamma_2}{2} \sum_{b, b' \in B} (b \cdot \nabla f(t, x))(b' \cdot \nabla f(t, x))$$

$$+ \frac{\gamma_3}{2} \sum_{b, b' \in B, b \neq b', b' \neq -b'} (b \cdot \nabla f(t, x))(b' \cdot \nabla f(t, x)).$$
Now note that for any $b \in B$, the sum of all $b' \in B \setminus \{b, -b\}$ is zero. Also, note that
\[
\sum_{b \in B} (b \cdot \nabla f(t, x))^2 = 2|\nabla f(t, x)|^2.
\]
This completes the proof of the lemma. \qed

Next, we turn to modifying the results of Subsection 2.11. For each even $x \in \mathbb{Z}^d$, there is a region of volume 2 in $\mathbb{R}^d$ that maps to $x$ under the map $y \mapsto \lfloor y \rfloor$. These regions form a partition of $\mathbb{R}^d$. From this, it follows that for any $w : \mathbb{Z}^d \to \mathbb{R}$,
\[
\sum_{x \in \mathbb{Z}^d, \ x \text{ even}} w(x) = \frac{1}{2} \int_{\mathbb{R}^d} w(\lfloor x \rfloor^0) dx.
\]
Similarly,
\[
\sum_{x \in \mathbb{Z}^d, \ x \text{ odd}} w(x) = \frac{1}{2} \int_{\mathbb{R}^d} w(\lfloor x \rfloor^1) dx,
\]
whenever the sums are absolutely convergent. For $(t, x) \in \mathbb{R}_{>0} \times \mathbb{R}^d$, define
\[
p^{(\varepsilon, 0)}(t, x) := \begin{cases} \frac{1}{4} \varepsilon^{-d} p([\varepsilon^{-2} t], [\varepsilon^{-1} x]^0) & \text{if } [\varepsilon^{-2} t] \text{ is even}, \\ \frac{1}{4} \varepsilon^{-d} p([\varepsilon^{-2} t], [\varepsilon^{-1} x]^1) & \text{if } [\varepsilon^{-2} t] \text{ is odd}. \end{cases}
\]
Also, let
\[
h^{(\varepsilon, 0)}(t, x) := \begin{cases} \varepsilon^{-2} h_{\varepsilon}([\varepsilon^{-2} t], [\varepsilon^{-1} x]^0) & \text{if } [\varepsilon^{-2} t] \text{ is even}, \\ \varepsilon^{-2} h_{\varepsilon}([\varepsilon^{-2} t], [\varepsilon^{-1} x]^1) & \text{if } [\varepsilon^{-2} t] \text{ is odd}. \end{cases}
\]

Proposition 2.54. Take any sequence $(t_n, x_n) \to (t, x) \in \mathbb{R}_{>0} \times \mathbb{R}^d$. Then
\[
\lim_{n \to \infty} h^{(\varepsilon_n)}(t_n, x_n) = \gamma |\nabla f(t, x)|^2.
\]
Proof. This follows immediately from Lemma 2.49 and Lemma 2.53. \qed

Take any $(t, x) \in \mathbb{R}_{>0} \times \mathbb{R}^d$. Define $t_{\varepsilon} := [\varepsilon^{-2} t]$. If $t_{\varepsilon}$ is even, let $x_{\varepsilon} := [\varepsilon^{-1} x]^0$. Otherwise, let $x_{\varepsilon} := [\varepsilon^{-1} x]^1$. Then note that $t_{\varepsilon}$ and $x_{\varepsilon}$ have the same parity, and $f^{(\varepsilon, 0)}(t, x) = f_{\varepsilon}(t_{\varepsilon}, x_{\varepsilon})$. Thus, by Proposition 2.5,
\[
f^{(\varepsilon)}(t, x) = f_{\varepsilon}(t_{\varepsilon}, x_{\varepsilon})
\]
\[
= \sum_{y \in \mathbb{Z}^d} p(t_{\varepsilon}, x_{\varepsilon} - y) g_{\varepsilon}(y) + \sum_{0 \leq s \leq t_{\varepsilon} - 1} \sum_{y \in \mathbb{Z}^d} p(s, x_{\varepsilon} - y) h_{\varepsilon}(t_{\varepsilon} - s, y).
\]
Suppose that $t_\varepsilon$ is even. Then $x_\varepsilon$ is also even, and hence $p(s, x_\varepsilon - y) = 0$ if $s$ and $y$ do not have the same parity. Thus, if $s$ is even, then

$$
\sum_{y \in \mathbb{Z}^d} p(s, x_\varepsilon - y) h_\varepsilon(t_\varepsilon - s, y)
= \sum_{y \in \mathbb{Z}^d, y \text{ even}} p(s, x_\varepsilon - y) h_\varepsilon(t_\varepsilon - s, y)
= \frac{1}{2} \int_{\mathbb{R}^d} p(s, x_\varepsilon - [y]^0) h_\varepsilon(t_\varepsilon - s, [y]^0) dy
= \varepsilon^{d+2} \int_{\mathbb{R}^d} p(\varepsilon, 0)(\varepsilon^2 s, \varepsilon(x_\varepsilon - [y]^0)) h(\varepsilon, 0)(\varepsilon^2(t_\varepsilon - s), \varepsilon[y]^0) dy.
$$

One gets a similar expression for odd $s$, with $[y]^1$ instead of $[y]^0$. Thus, if we define $\chi(s) := 0$ if $[s]$ is even and $\chi(s) := 1$ if $[s]$ is odd, then

$$
\sum_{0 \leq s \leq t_\varepsilon - 1} \sum_{y \in \mathbb{Z}^d} p(s, x_\varepsilon - y)
= \varepsilon^{d+2} \int_0^{t_\varepsilon} \int_{\mathbb{R}^d} p(\varepsilon, 0)(\varepsilon^2 [s], \varepsilon(x_\varepsilon - [y]^\chi(s))) h(\varepsilon, 0)(\varepsilon^2(t_\varepsilon - [s]), \varepsilon[y]^\chi(s)) dy ds
= \int_0^{\varepsilon^{d+2}} \int_{\mathbb{R}^d} p(\varepsilon, 0)(\varepsilon^2 [\varepsilon^{-2} u], \varepsilon(x_\varepsilon - [\varepsilon^{-1} z]^\chi(\varepsilon^{-2} u)))
\cdot h(\varepsilon, 0)(\varepsilon^2(t_\varepsilon - [\varepsilon^{-2} u]), \varepsilon[\varepsilon^{-1} z]^\chi(\varepsilon^{-2} u)) dz du.
$$

Now proceeding as in the proof of Proposition 2.42 using Lemma 2.49 and Proposition 2.54 instead of Lemma 2.36 and Proposition 2.37, and suitable modifications of Lemma 2.40 and Lemma 2.41, we complete the proof of Proposition 2.42 for any subsequential limit of $f(\varepsilon, 0)$. The rest of the proof of Theorem 1.1 now proceeds as before.
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