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The pion exchange between nucleons generates a strong tensor interaction, which provides a large attractive contribution for the binding energy of nucleus. This non central tensor interaction is difficult to handle in the shell model framework, which hinders full understanding of nuclear structure. We develop the tensor-optimized shell model (TOSM) for the strong tensor interaction and now we are able to use bare nucleon-nucleon interaction with the help of the unitary correlation operator method (UCOM) for the short-range hard core. We adopt the nucleon-nucleon interaction, AV8', and calculate explicitly the ground state of $^4$He and make a detailed comparison with rigorous few-body model calculations. We show a large amount of success of the tensor-optimized shell model with bare nucleon-nucleon interaction for $^4$He.

§1. Introduction

It is important to develop a theoretical framework to calculate nuclear structure with many nucleons using the realistic nucleon-nucleon interaction, which is obtained from two nucleon scattering. Recently, it has become possible to calculate nuclei up to a mass of approximately $A \sim 12^{1-3}$ using the realistic nucleon-nucleon interaction. The method used for the calculation is the Green’s function Monte-Carlo method (GFMC) with the use of relative nucleon coordinates. This method introduces various correlation functions with many variational parameters in the nuclear wave function. In GFMC, the nuclear structures and binding energies were successfully reproduced by including three-body interaction. One big surprise is the extremely large contribution of the one pion exchange interaction, which is about 70 ~ 80% of the entire nucleon-nucleon interaction. In principle, they can extend this method to calculate heavier nuclei. It is, however, extremely time-consuming even with the present computer power. Hence, it is strongly desired to develop a new method of calculating nuclei with large nucleon numbers using the nucleon-nucleon interaction.

The nucleon-nucleon interaction has distinctive features, namely there exist strong tensor interaction at intermediate distance caused by pion exchange and
strong short-range repulsive interaction at a short distance caused by quark dynamics. Although these two interactions have totally different characteristics, it is customary to adopt the Brueckner Hartree-Fock theory to integrate out the high-momentum components on the same footing and use the resulting $G$-matrix as an effective interaction in the shell model. In this way, we lose information on the tensor correlation and a short-range correlation in the shell model wave function. Hence, we search for a powerful method of treating explicitly both the tensor interaction and the short-range interaction to study of not only light nuclei but also medium and heavy nuclei.

There have been two important developments for this purpose. One is the finding that the tensor interaction is of intermediate range, and hence, we can express the tensor correlation in a reasonable shell model space.\cite{4,5} We call this method Tensor-Optimized Shell Model (TOSM), wherein the nuclear wave function is written in terms of the standard shell model state and a sufficient amount of two-particle two-hole ($2p2h$) states. This TOSM formalism is based on the success of the parity and charge projection in the treatment of the pion exchange interaction.\cite{6,7} We have shown that the tensor interaction could be treated properly by taking a reasonable amount of multipoles ($l \leq 5$) in the $2p2h$ wave functions with the optimization of the radial parts of the particle states. The other is the Unitary Correlation Operator Method (UCOM) for the treatment of the short-range correlation.\cite{8,9} The short-range repulsive interaction is of very short-range and it is suited to treat the short-range correlation using unitary transformation and take the approximation to use only up to the two-body operators. This approximation is justified because the volume associated with the short-range correlation is extremely small, where more than three nucleons rarely enter the small volume. This is not the case for the tensor correlation, since the tensor interaction is of intermediate and long range as discussed by Neff and Feldmeier.\cite{9}

Our idea is to combine these two methods, TOSM and UCOM, to develop a theoretical framework that can describe medium and heavy nuclei beyond the light nuclei using the realistic nucleon-nucleon interaction. We can use the TOSM for the strong tensor interaction utilizing the intermediate nature caused by finite angular momentum of the relative wave function and the UCOM for the strong short-range interaction utilizing the short-range nature. We use completely different methods for these two distinctive characteristics of the nucleon-nucleon interaction. After demonstrating its power, we hope to apply the newly developed method, which we call TOSCOM, to many nuclei. Using TOSCOM, we aim to understand the roles of the tensor and short-range correlations in nuclei using bare interaction. As a good start, we would like to apply TOSCOM to $^4$He. Hence, there are two purposes of this study. One is to see how this method works for the treatment of the bare nucleon-nucleon interaction. The other is to compare the obtained results with rigorous calculations to check the accuracy of TOSCOM. From this comparison, we can see how far we can describe the short-range and tensor correlations and to determine what we need to do for the further improvement of TOSCOM in order to solve the nucleus as precisely as possible.

There are several methods for the description of few-body systems. These
Tensor-Optimized Shell Model with Bare NN Interaction for $^4\text{He}$ methods are compared each other for $^4\text{He}$ using the AV8’ nucleon-nucleon interaction.$^3,10$ These methods are called the Faddeev-Yakubovsky equations (FY),$^{11}$ the coupled-rearrangement-channel Gaussian-basis variational method (CRCVM),$^{12}$ the stochastic variational method (SVM),$^{13}$ the hyperspherical harmonic method (HH),$^{14}$ GFMC,$^{15}$ the no-core shell model (NCSM),$^{16}$ and the effective interaction hyperspherical harmonic method (EIHH).$^{17}$ Although the methods of numerical calculations are largely different, these methods provide essentially the same results for the $^4\text{He}$ structure and also the amount of kinetic energy and components of the nucleon-nucleon interaction. All the methods described in Ref. 10) have a common feature where the wave functions are expressed in terms of the relative nucleon coordinates (Jacobi coordinate). We shall call this method as described here the $T$-coordinate method, since the relative coordinate between two nucleons is the coordinate of the nucleon-nucleon interaction. Hence, it is easy to describe the correlations between two nucleons by taking sufficient variational variables. This $T$-coordinate method is advantageous for rigorous calculations when there exists sufficient computer power.

On the other hand, we would like to develop a theoretical framework to describe wave functions in terms of single-particle coordinates, which we call $V$-coordinate method. This $V$-coordinate method can be used to describe nuclei with many nucleons relatively easier than the $T$-coordinate method. Furthermore, we are able to describe the wave function on the basis of the shell model picture, and hence, it becomes easier to interpret the calculated results in the shell model sense. The difficulty, on the other hand, is to express the correlations of the relative motion between two nucleons, which are caused by the short-range repulsive interaction and the tensor interaction in nucleon-nucleon interaction. We overcome this problem by developing TOSCOM to describe the short-range and tensor correlations simultaneously.

We also mention the differences of TOSCOM from the other works based on the shell model. Recently, NCSM result has been reported for $^{40}\text{Ca}$ starting from the realistic interaction, and discussions are made for the convergence of the binding energy.$^{18}$ In their scheme, transformed interactions such as $V_{\text{lowk}}$, using UCOM and Lee-Suzuki technique,$^{16}$ are employed. In these interactions, high-momentum components of the short-range and tensor correlations are renormalized. Thus, the truncated shell model space calculation is applicable to discuss the binding energy. On the other hand, in TOSCOM, the truncation of the model space is not introduced. For the tensor interaction, we can directly use the bare tensor interaction to evaluate the matrix elements and discuss the characteristics of the tensor interaction in the nuclear structure explicitly. For the short-range part, we employ UCOM, in which we can also obtain the explicit wave function including the short-range correlation through the UCOM transformation.

Otsuka et al. investigated the role of the 'tensor interaction', in particular, for neutron-rich nuclei.$^{19,20}$ They calculated the tensor interaction matrix elements mainly arising from the exchange term of the tensor interaction in the Hartree-Fock scheme. On the other hand, we go beyond the Hartree-Fock approximation and treat the dominant part of the tensor interaction by taking the $2p2h$ wave functions up to all orders for the particle states. In particular, the $0p0h$-$2p2h$ coupling of the tensor
interaction is essential for describing the dominant part of the tensor interaction, which provides about half of the interaction matrix element. In TOSCOM, this $2p2h$ contribution is explicitly included, and we focus on the strong tensor correlation represented by the $2p2h$ wave functions.

This paper is arranged as follows. In §2 and §3, we describe the TOSM + UCOM (TOSCOM) in detail. We shall apply TOSCOM to $^4$He in §4 and compare the numerical results with those of the few-body methods. In §5, this study is summarized and perspectives are described.

§2. Tensor-optimized shell model

We shall begin with many-body Hamiltonian,

$$H = \sum_i T_i - T_{cm} + \sum_{i<j} V_{ij} \quad (2.1)$$

with

$$V_{ij} = v_{ij}^C + v_{ij}^T + v_{ij}^{LS} + v_{ij}^{Clmb}. \quad (2.2)$$

Here, $T_i$ is the kinetic energy of all the nucleons with $T_{cm}$ being the center of mass kinetic energy. We take the bare nucleon-nucleon interaction for $V_{ij}$ such as the AV8′ consisting of central ($v_{ij}^C$), tensor ($v_{ij}^T$) and spin-orbit ($v_{ij}^{LS}$) terms. The $v_{ij}^{Clmb}$ is the Coulomb term. We describe the many-body system with many-body wave function, $\Psi$, by solving the equation $H \Psi = E \Psi$. In TOSCOM, we take the $V$-coordinates to express $\Psi$. We explain here the typical features of nucleon-nucleon interaction, tensor interaction and short-range repulsion, and how we treat them in TOSCOM. The pion exchange interaction is a long- and intermediate-range interaction, which contains strong tensor interaction. This tensor interaction has a large strength in the intermediate range.\(^4\) Hence, we hope to describe the tensor correlation in terms of a reasonable amount of multipoles of single-particle states in the $2p2h$ states with high-momentum component. In fact, we have shown that the tensor correlation is expressed in terms of multipoles up to $l \leq 5$ for $^4$He.\(^4\) On the other hand, there exists a strong repulsive interaction in the short-range part of the nucleon-nucleon interaction. This is the other difficulty to be considered for the nuclear many-body problem. For this problem, Feldmeier et al. have demonstrated that UCOM can be used to treat the short-range correlation.\(^8\),\(^9\)

We begin with TOSM and write the case of $^4$He explicitly as an example. The wave function, $\Psi$, is written as

$$\Psi = C_0 |0\rangle + \sum_p C_p |2p2h\rangle_p. \quad (2.3)$$

Here, the wave function $|0\rangle$ is a shell model wave function and $|(0s)^4\rangle$ for $^4$He. $|2p2h\rangle$ represents a $2p2h$ state with various ranges for the radial wave functions of particle states. We can write $|2p2h\rangle$ as

$$|2p2h\rangle_p = \left[ [\psi_{\alpha_1}^{n_1}(\vec{x}_1)\psi_{\alpha_2}^{n_2}(\vec{x}_2)]^J \otimes [\tilde{\psi}_{\alpha_3}^{n_3}(\vec{x}_1)\tilde{\psi}_{\alpha_4}^{n_4}(\vec{x}_2)]^J \right]^0_A. \quad (2.4)$$
The suffix $A$ of the wave function indicates anti-symmetrization of the wave functions. Here, $p$ denotes representable quantum number of $2p2h$ states, which are expressed with particle (hole) wave functions $\psi_n^p$ ($\psi_n^h$). The index, $n$, is to distinguish the different radial components of the single-particle wave function, $\psi$. The index, $\alpha$, is a set of three quantum numbers, $l, j$ and $t_z$, to distinguish the single-particle orbits, where $l$ and $j$ are the orbital and total angular momenta of the single-particle states, respectively, and $t_z$ is the projection of the nucleon isospin. The normalization factors of the two particle states are included in the wave functions given in Eq. (2.4).

For $^4\text{He}$, the coupled spin, $J$, of two nucleons is $J = 0$ or $J = 1$. We omit writing the coupled isospin, which should be either 0 or 1 depending on the value of $J$. We have used Gaussian functions for radial wave functions to express more effectively compressed radial wave functions. The shell model technique is used to calculate all the necessary matrix elements, which are expressed explicitly in the Appendix.

We explain the Gaussian expansion technique for single-particle orbits. Each Gaussian basis function has the form of a nodeless harmonic oscillator wave function (HOWF), except for $1s$ orbit. When we superpose a sufficient number of Gaussian bases with appropriate length parameters, we can fully optimize the radial component of every orbit of every configuration with respect to the total Hamiltonian in Eq. (2.1). We construct the following ortho-normalized single-particle wave function $\psi_n^\alpha$ with a linear combination of Gaussian bases $\{\phi_\alpha\}$ with length parameter $b_{\alpha,m}$.

$$\psi_n^\alpha(r) = \sum_{m=1}^{N_\alpha} d_{\alpha,m}^n \phi_\alpha(r, b_{\alpha,m}) \quad \text{for } n = 1, \cdots, N_\alpha$$  \hfill (2.5)

Here, $N_\alpha$ is the number of basis functions for $\alpha$, and $m$ is an index that distinguishes the bases with different values of $b_{\alpha,m}$. The explicit form of the Gaussian basis function is expressed as

$$\phi_\alpha(r, b_{\alpha,m}) = N_l(b_{\alpha,m}) r^l e^{-(r/b_{\alpha,m})^2/2} [Y_l(\hat{r}), \chi_{1/2}^1 j] \chi_{t_z}^1,$$  \hfill (2.6)

$$N_l(b_{\alpha,m}) = \left[ \frac{2 b_{\alpha,m}^{-(2l+3)}}{\Gamma(l+3/2)} \right]^{1/2}.$$  \hfill (2.7)

The coefficients $\{d_{\alpha,m}^n\}$ are determined by solving the eigenvalue problem for the norm matrix of the non orthogonal Gaussian basis set in Eq. (2.6) with the dimension $N_\alpha$. Following this procedure, we obtain new single-particle wave functions $\{\psi_n^\alpha\}$ using Eq. (2.5).

We choose the Gaussian bases for the particle states to be orthogonal to the occupied single-particle states, which is $0s_{1/2}$ in the $^4\text{He}$ case. For $0s_{1/2}$ states, we employ one Gaussian basis function, namely, HOWF with length $b_{0s_{1/2},m=1} = b_{0s}$. For $1s_{1/2}$ states, we introduce an extended $1s$ basis function orthogonal to the $0s_{1/2}$ states and possessing a length parameter $b_{1s,m}$ that differs from $b_{0s}$. In the extended $1s$ basis functions, we change the polynomial part from the usual $1s$ basis states to satisfy the conditions of the normalization and the orthogonality to the $0s$ state.
Two-body matrix elements in the Hamiltonian are analytically calculated using the Gaussian bases,\textsuperscript{(12), (21)} whose explicit forms are given in the Appendix for central, LS and tensor interactions, respectively. In the numerical calculation, we prepare 9 Gaussian functions at most with parameters of various ranges to obtain a convergence of the energy.

Furthermore, we have to take care of the center-of-mass excitations. For this purpose, we use the well-tested method of introducing a center-of-mass term in the many-body Hamiltonian,\textsuperscript{(22), (23)}

\[ H_{cm} = \lambda \left( \frac{P_{cm}^2}{2Am} + \frac{1}{2} Am \omega^2 R_{cm}^2 - \frac{3}{2} \hbar \omega \right) , \tag{2.8} \]

\[ P_{cm} = \sum_{i=1}^{A} p_i , \quad R_{cm} = \frac{1}{A} \sum_{i=1}^{A} r_i , \quad \omega = \frac{\hbar}{m b_{0s}^2} . \tag{2.9} \]

Here, \( m \) and \( A \) are the nucleon mass and the mass number, respectively, and \( b_{0s} \) is the length parameter of HOWF for the hole \( 0s \) state. We take a sufficiently large coefficient, \( \lambda \), to project out only the lowest HO state for the center-of-mass motion. In the numerical calculation, the excitation of the spurious center-of-mass motion is suppressed to be less than 10 keV.

The variation of the energy expectation value with respect to the total wave function \( \Psi^{(4\text{He})} \) is given by

\[ \delta \frac{\langle \Psi | H | \Psi \rangle}{\langle \Psi | \Psi \rangle} = 0 \tag{2.10} , \]

which leads to the following equations:

\[ \frac{\partial \langle \Psi | H - E | \Psi \rangle}{\partial b_{\alpha,m}} = 0 \, , \quad \frac{\partial \langle \Psi | H - E | \Psi \rangle}{\partial C_p} = 0 . \tag{2.11} \]

Here, \( E \) is a Lagrange multiplier corresponding to the total energy. The parameters \( \{b_{\alpha,m}\} \) for the Gaussian bases appear in non linear forms in the energy expectation value. We solve two types of variational equations in the following steps. First, fixing all the length parameters \( b_{\alpha,m} \), we solve the linear equation for \( \{C_p\} \) as an eigenvalue problem for \( H \) with partial waves up to \( L_{\text{max}} \). We thereby obtain the eigenvalue \( E \), which is a function of \( \{b_{\alpha,m}\} \). Next, we try to search various sets of the length parameters \( \{b_{\alpha,m}\} \) to find the solution that minimizes the total energy. In this wave function, we can describe the spatial shrinkage with an appropriate radial form, which is important for the tensor correlation.\textsuperscript{(4)}
§3. Formulation of UCOM

3.1. short-range correlation in UCOM

We employ UCOM for the short-range correlation. Feldmeier et al. worked out a unitary correlation operator in the form,\(^8\),\(^9\):

\[
C = \exp \left( -i \sum_{i<j} g_{ij} \right) = \prod_{i<j} c_{ij} \tag{3.1}
\]

with \(c_{ij} = \exp(-i g_{ij})\). Here, \(i\) and \(j\) are the indices to distinguish particles. Here, the two-body operator, \(g_{ij}\), is a Hermite operator, and hence, \(C\) is a unitary operator. We express the full wave function, \(\Psi\), in terms of less sophisticated wave function, \(\Phi\), as \(\Psi = C\Phi\). Hence, the Schröedinger equation, \(H\Psi = E\Psi\) becomes \(\hat{H}\Phi = E\Phi\), where \(\hat{H} = C^\dagger HC\). If we choose properly the unitary correlator, \(C\), we are able to solve more easily the Schröedinger equation. Moreover, once we obtain \(\Phi\), we can then obtain the full wave function, \(\Psi\), by the unitary transformation, \(\Psi = C\Phi\). Since \(C\) is expressed with a two-body operator in the exponential, it is a many-body operator. In the case of the short-range correlation, we are able to truncate modified operators at the level of two-body operators.\(^8\)

In the actual calculation of UCOM, we define the operator \(g_{ij}\) as

\[
g_{ij} = \frac{1}{2} \left\{ p_{r,ij}s(r_{ij}) + s(r_{ij})p_{r,ij} \right\}, \tag{3.2}
\]

where the momentum \(p_{r,ij}\) is the radial component of the relative momentum, which is conjugate to the relative coordinate \(r_{ij}\). \(s(r_{ij})\) is the amount of the shift of the relative wave function at the relative coordinate, \(r_{ij}\), for each nucleon pair. Hereafter, we omit the indices \(i\) and \(j\) for simplicity. We also introduce \(R_+(r)\) as

\[
\int_r^{R_+(r)} \frac{d\xi}{s(\xi)} = 1, \tag{3.3}
\]

which leads to the following relation,

\[
\frac{dR_+(r)}{dr} = \frac{s(R_+(r))}{s(r)}. \tag{3.4}
\]

In UCOM, we use \(R_+(r)\) instead of \(s(r)\) to use the UCOM prescription. \(R_+(r)\) represents the correlation function to reduce the amplitude of the short-range part of the relative wave function in nuclei and can be determined for four spin-isospin channels independently. The explicit form of the transformation of the operator for the relative motion is given as

\[
c^\dagger rc = R_+(r), \quad c^\dagger p_r c = \frac{1}{\sqrt{R_+(r)}} p_r \frac{1}{\sqrt{R_+(r)}}, \quad c^\dagger l c = l, \tag{3.5}
\]

\[
c^\dagger sc = s, \quad c^\dagger S_{12} c = S_{12}, \quad c^\dagger v(r)c = v(R_+(r)), \tag{3.6}
\]
where the operators \( l \), \( s \) and \( S_{12} \) are the relative orbital angular momentum operator, intrinsic spin operator and the tensor operator, respectively. \( v(r) \) is the arbitrary function depending on \( r \), such as potential.

In the calculation using UCOM, we parametrize \( R_+(r) \) in the same manner as proposed by Neff-Feldmeier and Roth et al.\(^{8), 9), 24}\) We assume the following forms for even and odd channels, respectively.

\[
R_{+}^{\text{even}}(r) = r + \alpha \left( \frac{r}{\beta} \right)^\gamma \exp[-\exp(r/\beta)], \quad (3.7)
\]
\[
R_{+}^{\text{odd}}(r) = r + \alpha (1 - \exp(-r/\gamma)) \exp[-\exp(r/\beta)] \quad (3.8)
\]

Here, \( \alpha, \beta, \gamma \) are the variational parameters to optimize the function \( R_+(r) \) and minimize the energy of the system. They are independently determined for four channels of the spin-isospin pair. In the actual procedure of the variation, once we fix the parameters included in \( R_+(r) \), we solve the eigenvalue problem of the Hamiltonian using Eq. (2.11) and determine the configuration mixing of the shell model-type bases. Next, we try to search various sets of the \( R_+(r) \) parameters to minimize the obtained energy.

3.2. Extension of UCOM – S-wave UCOM –

In the framework of UCOM, we introduce the UCOM function \( R_+(r) \) for each spin-isospin channel and ignore the partial wave dependence of \( R_+(r) \). It is generally possible to introduce the partial wave dependence in UCOM and then \( R_+(r) \) functions are determined in each relative partial wave in the two-body matrix elements. Here, we consider the specific case of this extension of UCOM by taking care of the characteristics of the short-range correlation. One of the simplest cases of this extension is UCOM for only \( s \)-wave relative motion, since all the other partial waves \( l \) except for \( s \)-wave (\( l = 0 \)) have \( r^l \) behavior near the origin, where the short-range hard core is extremely large. Hence, this \( r^l \) behavior largely cuts down the effect of the short-range hard core. However, only the \( s \)-wave function is finite at the origin, and the behavior in the origin is determined by the hard core dynamics. In fact, the method used by Feldmeier et al. is to determine the unitary operator to reproduce the short-range behavior of \( s \)-wave relative wave function.

When we incorporate \( S \)-wave UCOM (\( S \)-UCOM, hereafter) into TOSM, we extract the relative \( s \)-wave component in all the two-body matrix elements in TOSM using the \( V \)-type basis expanded by the Gaussian functions. For numerical calculations, we prepare the completeness relation consisting of the \( T \)-type basis functions \( |T\rangle \) as

\[
1 = \sum_i |T_i\rangle\langle T_i|, \quad |T_i\rangle = \left[ [\psi_T^R \psi_L^R]_{L', \chi_S} \right]_{J, \chi_T}, \quad (3.9)
\]

where the \( T \)-type basis is expanded by the two coordinates of the relative part \( r \) and the center of mass part \( R \) of two nucleons, which are the set of Jacobi coordinate. The orbital angular momenta of each coordinate, \( r \) and \( R \), are \( l \) and \( L \), respectively. It is easy to prepare the \( s \)-wave relative part by considering \( l \) as zero in the \( T \)-type
basis. We construct the above completeness relation of the T-type basis states by diagonalizing the norm matrix expanded by the finite number of Gaussian basis functions for two coordinates. In the actual calculation, we use 12 bases for each coordinate, with which convergence is achieved.

We calculate the matrix elements of the arbitrary two-body operator \( \hat{O} \) including the S-UCOM correlator \( C_s \) using the V-type basis with indices \( \alpha \) and \( \beta \). Here, we insert the above T-type completeness relation in Eq. (3.9) as

\[
\langle V_\alpha | C_s^\dagger \hat{O} C_s | V_\beta \rangle = \sum_{ij} \langle V_\alpha | T_i \rangle \cdot \langle T_i | C_s^\dagger \hat{O} C_s | T_j \rangle \cdot \langle T_j | V_\beta \rangle.
\]  (3.10)

The matrix element using T-type base, \( \langle T_i | C_s^\dagger \hat{O} C_s | T_j \rangle \), is calculated for the two-body kinetic part and central, tensor interactions. For the kinetic part and the central interaction, the matrix elements conserve the relative angular momentum, and then we can easily calculate the matrix elements of the transformed operator \( C_s^\dagger \hat{O} C_s \).

For the tensor interaction, the sd coupling matrix elements are properly treated, in which \( C_s \) is operated on only the s-wave part of the relative motion. In this case, the operator \( C_s \) acts on the s-wave relative Gaussian basis function \( \phi_{l=0}(r) \), which is transformed as

\[
C_s \phi_{l=0}(r) = \frac{R_-(r)}{r} \sqrt{R'_-(r)} \phi_{l=0}(R_-(r)),
\]  (3.11)

where \( R_-(r) \) is the inverse transformation of \( R_+(r) \), namely, \( R_-(R_+(r)) = r \). The matrix elements of the T-type basis function are calculated using the above transformed wave function. We also calculate the overlap between V type and T-type bases using Gaussian basis functions, whose explicit form is given in the Appendix.

§4. Numerical results of TOSCOM

In this section, we show our numerical results for \(^4\text{He} \) using AV8' potential, which consists of central, LS and tensor terms and is used in the rigorous calculation given by Kamada et al. where the Coulomb term is ignored.\(^{10} \)

4.1. Optimization of \( R_+(r) \)

First, we determine the UCOM functions \( R_+(r) \) for the calculation of TOSCOM. In UCOM, we optimize \( R_+(r) \) function by changing the three parameters of \( \alpha \), \( \beta \) and \( \gamma \) to search for the energy minimum in TOSCOM. In Table II the optimized three parameters in S-UCOM are listed. The demonstration of the calculated result to search for the energy minimum is shown in Fig. 1. In Fig. 2 the total energy is plotted as a function of the range parameter, \( \beta \) of \( R_+(r) \) function of the triplet even channel in the case of \( L_{\max} = 10 \). We have already minimized \( \alpha \) and \( \gamma \) for each \( \beta \) in this calculation. We see clearly a desired behavior, where the energy has a minimum as a function of \( \beta \). Hence, we fix \( \beta \) that provides the lowest energy. In Fig. 2 \( R_+(r) \) functions used in the present study are plotted in comparison with the case in Ref. 24. For the odd channel, in accordance with the discussion in Refs. 9) and 24), we cannot find the optimum value of \( R_+(r) \) in the two-body cluster.
Table I. Optimized parameters in $R_{+}(r)$ in TOSCOM for four channels in fm in the present work.

| Channel     | $\alpha$ | $\beta$ | $\gamma$ |
|-------------|----------|---------|----------|
| singlet even | 1.32     | 0.88    | 0.36     |
| triplet even | 1.33     | 0.93    | 0.41     |
| singlet odd  | 1.57     | 1.26    | 0.73     |
| triplet odd  | 1.18     | 1.39    | 0.53     |

approximation of the UCOM transformation for the Hamiltonian. Hence, we decide to fix the range of $R_{+}(r)$, namely, $\beta$ as the same one adopted in Ref. 24) and optimize $\alpha$ and $\gamma$, while the variation of $R_{+}(r)$ for the odd channel does not have significant effects on the energy and other properties of $^4$He in comparison with the original case.\(^9\),\(^24\) Essentially, two types of parameter set of $R_{+}(r)$ in the present study and Ref. 24) give the similar form of $R_{+}(r)$ for even channels, in which we omitted the correlation function for the even channels except for s-waves. This result indicates that the correlation functions for the short-range repulsion are uniquely determined for each channel.

Fig. 1. Energy surface of $^4$He with respect to $\beta$ of triplet even channel with $L_{\text{max}}$ being 10.

Fig. 2. Short-range correlation functions, $R_{+}(r)$, for UCOM in even and odd channels. The thin curves are for the $R_{+}(r)$ function of Roth et al. and the thick curves are for that of this work.
4.2. TOSCOM results for $^4$He

Next, we show the calculated results of the energy of $^4$He as a function of $L_{\text{max}}$ in Fig. 3. We shall then compare the obtained results with the benchmark calculation given in Ref. 10. To start with, we show the ordinary UCOM case where UCOM is used for all the partial waves. The calculated results of the energy are indicated in Fig. 3 by circles as a function of the maximum angular momentum, $L_{\text{max}}$. The results show good convergence to reach $-19$ MeV, while the exact value of the few-body calculations is approximately $-26$ MeV as indicated in Fig. 3. We would like to point out that we can calculate the binding energy directly using the nucleon-nucleon interaction in TOSCOM. However, the binding energy is small. The tensor interaction matrix element is approximately $-50$ MeV. On the other hand, in the previous study, we obtained approximately $-60$ MeV for the tensor interaction matrix element to check the validity of TOSM, when we used $G$-matrix for the central interaction to renormalize the short-range repulsion and retained the bare tensor interaction of AV8' in our previous calculation. This fact indicates that the treatment of the short-range repulsive interaction is interfering with the contribution of the tensor interaction. This is due to a large removal of the short-range part of the relative wave functions in UCOM, in particular, in the $d$-wave part of the $sd$ coupling of the tensor interaction matrix element, where the tensor interaction possesses some amount of strength. We have also calculated the contributions beyond the $2p2h$ configurations in TOSM such as $3p3h$ and $4p4h$ configurations. When we include the $4p4h$ configurations within the $p$-shell, their contribution to the binding energy is approximately $50$ keV. This fact denotes that these more complicated wave functions
contribute very little in the total $^4$He wave function.

We have decided to restrict the use of UCOM to the relative $s$-wave only for the even channel ($S$-UCOM), where the treatment of the short-range repulsion is absolutely necessary. In other partial waves, we have the centrifugal potential that cuts out the short-range part from the wave functions of the higher partial waves. In this case, we can use the modified interaction and the kinetic energy only for the relative $s$-wave component in the even channels. Since the use of the UCOM for the odd partial wave is slightly better, we use the UCOM for all odd partial waves. As a starting calculation, we have neglected the $S$-UCOM correlation in the calculation of the tensor interaction matrix elements. The results in this case ($S$-UCOM(ap)) are indicated also in Fig. 3 by triangles. The energy converges to $-24$ MeV, which is now very close to the exact one as shown in Fig. 3. In this case, the tensor interaction matrix element is $-61$ MeV, which becomes close to the exact value of $-68$ MeV. This improvement mainly comes from the increase in the $sd$ coupling of the tensor interaction matrix element, however, this calculation is still not yet perfect. We have to treat the effects of the short-range repulsion on the tensor interaction matrix element. Hence, we have worked out the formulation to treat the rigorous $s$-wave function with the effect of the short-range repulsion for the calculation of the tensor interaction matrix elements as explained in the previous section.

The numerical calculation is quite involved in the $S$-UCOM case, since the $s$-wave relative wave function with the effect of short-range repulsion should be used for the tensor interaction matrix element. We show the calculated results for the total energy by the squares in Fig. 3. We see quite a satisfactory result for the total energy, which is approximately $-22$ MeV. We show now all the components of the energy for $^4$He in Fig. 3. All the energy components show the saturation behavior as function of $L_{\text{max}}$. In the tensor component, the saturation is obtained at around $L_{\text{max}}$ being 8. For the other components, their saturation points are seen at the similar $L_{\text{max}}$. A very interesting feature is the kinetic energy, which goes up to a large value as the tensor interaction matrix element becomes large. As for the comparison with the rigorous calculation, we see that $V_c$ satisfies the rigorous value, which is approximately $-55$ MeV. On the other hand, the tensor interaction matrix element, $V_T$ converges to $-55$ MeV, while the rigorous one is $-68$ MeV. The kinetic energy is approximately 90 MeV, while the rigorous one is 102 MeV. The LS matrix element is also smaller than the rigorous value. As the net value, the total energy, $E$, is $-22$ MeV and the rigorous value is $-26$ MeV. A detailed comparison is performed in Table II, in which the converged energies in TOSCOM are shown with the rigorous calculations. One of the possibilities for the lack of the energy in TOSCOM is due to the separate treatment of the short-range and tensor correlations. Although the dominant part of the tensor interaction is of intermediate and long range, there may remain some small strength in the short-range part of the tensor interaction, which can couple with the short-range correlations. This effect can be included by extending the truncation of the UCOM transformation in the Hamiltonian to more than the two-body level. Three-body term of the UCOM transformation is one of the possibilities to overcome the lack of energy in TOSCOM.}

We show the properties of the $^4$He wave functions obtained in the present cal-
Fig. 4. Matrix elements of the central interaction ($V_C$), tensor interaction ($V_T$) and the spin-orbit interaction ($V_{LS}$) together with the kinetic energy (Kinetic) and total energy (Energy) in the Hamiltonian for $^4$He as function of $L_{\text{max}}$. We observe good convergence for all the matrix elements. These values are compared with the benchmark results of Ref. 10), which are indicated by the thick short solid lines on the right-hand side of the figure.

Table II. Total energy, matrix elements of the Hamiltonian and radius of $^4$He compared with the benchmark results in Ref. 10). Units are in MeV for the total energy and the matrix elements, and fm for the radius of $^4$He.

|                | Energy | Kinetic | Central | Tensor | LS  | Radius |
|----------------|--------|---------|---------|--------|-----|--------|
| Present(UCOM)  | -19.46 | 88.64   | -56.81  | -50.05 | -1.24 | 1.555  |
| Present(S-UCOM)| -22.30 | 90.50   | -55.71  | -54.55 | -2.53 | 1.546  |
| FY in Ref.10   | -25.94 | 102.39  | -55.26  | -68.35 | -4.72 | 1.485  |

Table III. Probabilities of the total intrinsic spin $S$ components in %.

| $S$ | $S = 0$ | $S = 1$ | $S = 2$ |
|-----|--------|--------|--------|
|     | 89.41  | 2.47   | 8.12   |

culation in Table III. The three probabilities of the total intrinsic spin $S$ are shown in this table, in which the coupled value of the intrinsic spin of four nucleons is calculated without the UCOM transformation. It is found that the $S = 2$ component is larger than the $S = 1$ case. This $S = 2$ component is strongly caused by the tensor interaction, which can change the spin of two nucleon pairs by two. We show also the expectation values of the potentials for four channels in Table IV. The large
Table IV. Expectation values of the potentials for four channels.

|        | $^1E$  | $^3E$  | $^1O$  | $^3O$  |
|--------|--------|--------|--------|--------|
| Central| $-37.49$| $-19.13$| $0.47$ | $0.45$ |
| Tensor | $-$    | $-54.03$| $-$    | $-0.52$|
| LS     | $-$    | $-3.97$ | $-$    | $0.54$ |

Table V. Mixing probabilities in the $^4\text{He}$ ground state in %.

| Configuration | Probability |
|---------------|-------------|
| $(0s)^2$      | 82.48       |
| $(0s)p_1 (^3P_0)$ | 2.54       |
| $(1s)l_2 (^3P_0)$ | 2.34       |
| $(0s)l_2 (^3P_0)$ | 1.90       |
| $(0s)l_2 (^3P_0)$ | 1.55       |
| $(0s)l_2 (^3P_0)$ | 0.79       |
| $(0s)p_3 (^3P_0)$ | 0.44       |
| remaining part | 7.96       |

contributions of the triplet even channel ($^3E$) are shown for the tensor and LS terms. On the other hand, the odd channel contributions are very small.

In Table IV we list the mixing probabilities of the dominant configurations in $^4\text{He}$. The subscripts 00 and 10 represent $J$ and $T$, the spin and isospin quantum numbers, respectively. It is found that the $2p2h$ configurations with $(J, T) = (1, 0)$ for the particle pair state are significantly mixed. These spin and isospin are the same as those for the deuteron, and thus, this two-nucleon coupling can be understood as a deuteron-like correlation.

In Table V we list the dominant components of the matrix element of the tensor interaction between the $0p0h$ and $2p2h$ states. We can expand the total contribution of the tensor interaction $\langle V_T \rangle$ into two types of the matrix element between $0p0h$ and $2p2h$ states and between $2p2h$ and $2p2h$ states of the wave function. It is found that the former $0p0h$-$2p2h$ coupling produces $-49.13$ MeV of the tensor force matrix element, which exhausts approximately 90% of the total value of $-54.55$ MeV in Table II. This feature was first pointed out in ATMS. In particular, three specific configurations, $(0p_1)^2$, $(1s_1)^2$, and $(0p_3)^2$, give large contributions in Table V. They also have large mixing probabilities in the wave function in Table IV. These facts denote that three configurations are essential for describing the tensor correlation in $^4\text{He}$. It is noted that the mixing probability of each configuration in Table V is less than 3%, but their contributions to the tensor force matrix element $\langle V_T \rangle$ are relatively large. This feature was also discussed in the previous paper.

§5. Conclusions

We have developed a method of calculating the nuclear ground state using the nucleon-nucleon interaction in the shell model framework. The important features of the nucleon-nucleon interaction are the strong tensor interaction caused by the pion exchange and the strong short-range repulsion caused by the internal structure of
Table VI. Contributions of each $0p0h$-$2p2h$ coupling to $\langle V_{T} \rangle$ in MeV.

| two particle states | $\langle \Phi_{0p0h}|V_{T}|\Phi_{2p2h}\rangle$ |
|--------------------|-----------------------------------------------|
| $(0p_{1/2})_{10}$  | $-8.38$                                       |
| $(1s_{1/2})(0d_{3/2})_{10}$ | $-10.99$                                   |
| $(0p_{3/2})(0f_{5/2})_{10}$ | $-10.17$                                   |
| $(0d_{5/2})(0g_{7/2})_{10}$ | $-5.67$                                    |
| $(0d_{3/2})_{10}$  | $-2.62$                                       |
| $(0p_{1/2})(0p_{3/2})_{10}$ | $-2.48$                                    |

The nucleon. We have treated the tensor interaction in terms of the tensor-optimized shell model (TOSM) in which, in addition to the core state, we introduce two-particle two-hole ($2p2h$) states, to take into account the excitations due to the tensor interaction. As for the short-range repulsive interaction, we have introduced the unitary correlation operator method (UCOM), in which the unitary transformation is introduced to express the short-range behavior of the relative wave function. We have then combined these two methods to calculate the nuclear ground state, which is called TOSCOM.

In TOSCOM, we have worked out the formulation in the Gaussian basis function, and all the matrix elements are given in the Appendix. We obtained good convergence in the calculated results of the energy and other components of the Hamiltonian. This denotes that short-range correlation is successfully described using UCOM, and simultaneously, the tensor correlation is also described explicitly using TOSM with the inclusion of the $2p2h$ states with high-momentum. Hence, we have developed the method of describing the nuclear structure starting from the nucleon-nucleon interaction in TOSCOM.

We have carried out calculations first for $^4$He using the UCOM for all the partial waves. We have found that the tensor correlations were largely underestimated and the binding energy of $^4$He is also somewhat underestimated. The reason is the removal of the short-range part of the relative wave function in the optimization of the short-range correlations, where the tensor interaction needs some amount of strength. To overcome this feature, we have newly introduced $S$-UCOM, where the unitary transformation was performed only for the $s$-wave component of the relative wave function. It was shown that the situation was largely improved, and the numerical results are found to be very close to the rigorous calculation. This is a very encouraging result to describe nuclei using the nucleon-nucleon interaction. We have, however, still somewhat lack of contribution of the tensor interaction matrix element.

We consider that we have carried out the best calculation in the present framework. We have introduced one approximation of truncating the correlated operators due to the unitary transformation up to the two-body terms. This truncation has been shown to be good in the case of the central interaction alone by Feldmeier et al.,\cite{8} since the short-range repulsion is of short-range. However, the results of the tensor interaction obtained in the TOSCOM formulation seems to require more
attention because of the interference with the short-range repulsion. The tensor interaction seems to require some short-range components, which are taken away by the UCOM treatment of the short-range repulsion. We are currently investigating the effect of the three-body terms and the results will be reported in the near future. It could also be an idea to perform further UCOM with the tensor correlation operator\textsuperscript{9}) in the very short-range part on top of TOSCOM, which can treat the intermediate- and long-range parts of the tensor correlations. We would like to note here that the present calculation is nearly a variational calculation in the shell model basis, and the numerical results are very encouraging for expressing all the necessary correlations in the calculated wave functions caused by the nucleon-nucleon interaction.
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Appendix A

Two-Body Matrix Elements in TOSM

We write here the two-body matrix elements of the central, LS and tensor interactions in the Gaussian basis function. We also expand the potential with the finite number of the Gaussian function. Hence, we need to calculate the two-body matrix elements of the potential having Gaussian form. We do not write the isospin part. The matrix elements are calculated by transforming wave functions from $jj$ coupling scheme to $LS$ coupling scheme. In the following, we define $L$ as the coupled orbital angular momentum of the two-particle states in the $V$-coordinate bases.

First, we define the Gaussian basis function for one nucleon state having the orbital angular momentum $l, m$ and the length parameter $b$.

\begin{equation}
  u_{lm}^a(r) = N_l(a) r^l e^{-2kr^2} Y_{lm}(\hat{r}), \quad a = \frac{1}{b^2}, \quad N_l(a) = \left[ \frac{a^{l+3/2}}{\Gamma(l+3/2)} \right]^{1/2}
\end{equation}

Using this basis function, we evaluate the formulae of the matrix elements for the central, LS and tensor interactions and further the overlap between $V$ and $T$-type bases for $s$-wave two-nucleon relative motion in the $T$-type bases.

A.1. Central interaction

We write the central interaction as

\begin{equation}
  V^C(r) = e^{-\rho(r_1-r_2)^2}.
\end{equation}
We also consider multiplying the factor \( r_1^{n_1} r_2^{n_2} \), which is used for 1s-wave state. The matrix element is given as

\[
\langle [u_1^{a_1}, u_2^{a_2}]_L | r_1^{n_1} r_2^{n_2} e^{-\rho(r_1-r_2)^2} | [u_3^{a_3}, u_4^{a_4}]_L \rangle = \frac{\sqrt{\pi}}{2} (-1)^{l_2+l_4-L} \prod_{i=1}^{4} \left\{ N_{i} (a_i) \cdot \hat{l}_i \right\} \times \sum_{k=0}^{\infty} W(l_1 l_2 l_3 l_4; Lk) \langle l_1 0 l_3 0 | k0 \rangle \langle l_2 0 l_4 0 | k0 \rangle I_{l_1 l_2 l_3 l_4}^{k,n_1, n_2} (\rho, \beta_1, \beta_2). \tag{A.3}
\]

Here, \( W(l_1 l_2 l_3 l_4; Lk) \) is Racah coefficient and \( I_{l_1 l_2 l_3 l_4}^{\mu, n_1, n_2} (\rho, \beta_1, \beta_2) \) is defined as

\[
I_{\mu, n_1, n_2} (\rho, \beta_1, \beta_2) = \frac{I_{P_1+\mu+2}(\beta_1)}{\Gamma(\mu+\frac{3}{2})} \frac{P_{\mu} r^\mu}{\rho^n} \sum_{n=0}^{P_{\mu}} \frac{(\frac{\mu-P_1}{2})}{(\mu+\frac{3}{2})} n! \left( -\frac{\rho^2}{\beta_1} \right)^n \cdot \frac{I_{P_2+\mu+2+2n}(\beta_3)}{I_{P_2+\mu+2+2n}(\beta_3)} \tag{A.4}
\]

with

\[
P_1 = l_1 + l_3 + n_1, \quad P_2 = l_2 + l_4 + n_2, \quad \hat{l} \equiv \sqrt{2l+1}, \tag{A.5}
\]

\[
\beta_1 = \frac{a_1 + a_3}{2} + \rho, \quad \beta_2 = \frac{a_2 + a_4}{2} + \rho, \quad \beta_3 = \beta_2 - \frac{\rho^2}{\beta_1}, \tag{A.6}
\]

where

\[
I_n(a) = \int_0^\infty x^n e^{-ax^2} dx = \frac{\Gamma(n+1)}{2a^{n+1}} = \frac{1}{\left[ N_{\frac{n}{2}} (a) \right]^2}. \tag{A.7}
\]

Here, \((x)_n \equiv x(x+1)(x+2) \cdots (x+n-1) = \prod_{i=0}^{n-1} (x+i) = \frac{\Gamma(x+n)}{\Gamma(x)}\), where \(x > 0\), and \((x)_0 = 1\).

**A.2. LS interaction**

We write the LS interaction as

\[
V^{LS} (r) = e^{-\rho(r_1-r_2)^2} (L \cdot S). \tag{A.8}
\]

Here

\[
L = r \times p, \quad r = r_1 - r_2, \quad p = \frac{1}{2} (p_1 - p_2), \quad S = s_1 + s_2. \tag{A.9}
\]

The matrix element of the LS interaction is given as

\[
\langle [u_1^{a_1}, u_2^{a_2}]_L | e^{-\rho r^2} (L \cdot S) | [u_3^{a_3}, u_4^{a_4}]_L \rangle = (-1)^{L+1-J} \sqrt{6} W(L1L'1; J1) \langle [u_1^{a_1}, u_2^{a_2}]_L | e^{-\rho r^2} L | [u_3^{a_3}, u_4^{a_4}]_L \rangle, \tag{A.10}
\]

\[
= (-1)^{L+1-J} \sqrt{6} W(L1L'1; J1) \langle [u_1^{a_1}, u_2^{a_2}]_L | e^{-\rho r^2} L | [u_3^{a_3}, u_4^{a_4}]_L \rangle, \tag{A.10}
\]
where $\chi_1$ is the coupled wave function of two intrinsic spins with triplet state. The reduced matrix elements including the orbital angular momentum $L$ consist of four terms as

$$
\langle [u_{l_1}^{a_1}, u_{l_2}^{a_2}]_L | e^{-\rho r^2 \hat{L}} | [u_{l_3}^{a_3}, u_{l_4}^{a_4}]_{L'} \rangle \\
= \frac{1}{2} \left[ \langle [u_{l_1}^{a_1}, u_{l_2}^{a_2}]_L | e^{-\rho r^2 \hat{L}_1} | [u_{l_3}^{a_3}, u_{l_4}^{a_4}]_{L'} \rangle + \langle [u_{l_1}^{a_1}, u_{l_2}^{a_2}]_L | e^{-\rho r^2 \hat{L}_2} | [u_{l_3}^{a_3}, u_{l_4}^{a_4}]_{L'} \rangle \\
- \langle [u_{l_1}^{a_1}, u_{l_2}^{a_2}]_L | e^{-\rho r^2} r_1 \times p_2 | [u_{l_3}^{a_3}, u_{l_4}^{a_4}]_{L'} \rangle \\
- \langle [u_{l_1}^{a_1}, u_{l_2}^{a_2}]_L | e^{-\rho r^2} r_2 \times p_1 | [u_{l_3}^{a_3}, u_{l_4}^{a_4}]_{L'} \rangle \right].
$$

(A.11)

Here, the first term including $l_1$ is

$$
\langle [u_{l_1}^{a_1}, u_{l_2}^{a_2}]_L | e^{-\rho r^2 \hat{L}_1} | [u_{l_3}^{a_3}, u_{l_4}^{a_4}]_{L'} \rangle \\
= \frac{\sqrt{\pi}}{2} \cdot \prod_{i=1}^{4} N_{l_i}(a_i) \cdot (-1)^{l_1-l_4-1} \sqrt{l_3(l_3+1)} \cdot \hat{L} \cdot W(l_3 l_3 l_3 l_4) \\
\times \hat{l}_1 \hat{l}_2 \hat{l}_3 \hat{l}_4 \sum_{\mu} \langle l_1 0 l_3 0 | \mu 0 \rangle \langle l_2 0 l_4 0 | \mu 0 \rangle W(l_1 l_2 l_3 l_4; L \mu) \\
\times \mathcal{T}^{\mu,0,0}_{l_1,l_2,l_3,l_4}(\rho, \beta_1, \beta_2),
$$

(A.12)

and the second term including $l_2$ is

$$
\langle [u_{l_1}^{a_1}, u_{l_2}^{a_2}]_L | e^{-\rho r^2 \hat{L}_2} | [u_{l_3}^{a_3}, u_{l_4}^{a_4}]_{L'} \rangle \\
= \frac{\sqrt{\pi}}{2} \cdot \prod_{i=1}^{4} N_{l_i}(a_i) \cdot (-1)^{l_1-l_4+L+L'-1} \sqrt{l_4(l_4+1)} \cdot \hat{L'} \cdot W(l_4 l_4 l_4 l_3) \\
\times \hat{l}_1 \hat{l}_2 \hat{l}_3 \hat{l}_4 \sum_{\mu} \langle l_1 0 l_3 0 | \mu 0 \rangle \langle l_2 0 l_4 0 | \mu 0 \rangle W(l_1 l_2 l_3 l_4; L \mu) \\
\times \mathcal{T}^{\mu,0,0}_{l_1,l_2,l_3,l_4}(\rho, \beta_1, \beta_2).
$$

(A.13)

The other reduced matrix elements are

$$
\langle [u_{l_1}^{a_1}, u_{l_2}^{a_2}]_L | e^{-\rho r^2} r_1 \times p_2 | [u_{l_3}^{a_3}, u_{l_4}^{a_4}]_{L'} \rangle \\
= \frac{\sqrt{\pi}}{2} \cdot \prod_{i=1}^{4} N_{l_i}(a_i) \cdot \sqrt{6} \cdot \hat{L} \cdot \hat{l}_1 \hat{l}_2 \hat{l}_3 \sum_{\lambda_3, \lambda_4} (-1)^{l_1-l_3+L} \langle l_3 0 l_3 0 | \lambda_3 \lambda_3 | \lambda_3 \lambda_4 \rangle \\
\times \left\{ \lambda_3 \lambda_4 \hat{L}_4 \right\} \cdot \hat{l}_4 \sum_{\mu} \langle l_1 0 l_3 0 | \mu 0 \rangle \langle l_2 0 l_4 0 | \mu 0 \rangle W(l_1 l_2 l_3 l_4; L \mu) \\
\times \left[ a_4 \mathcal{T}^{0,0,0}_{l_1,l_2,l_3,l_4}(\rho, \beta_1, \beta_2) \left( \sqrt{l_4+1} \cdot \delta_{\lambda_4,l_4+1} - \sqrt{l_4} \cdot \delta_{\lambda_4,l_4-1} \right) \\
+ \sqrt{l_4} \cdot (2l_4+1) \mathcal{T}^{0,0,0}_{l_1,l_2,l_3,l_4}(\rho, \beta_1, \beta_2) \cdot \delta_{\lambda_4,l_4-1} \right],
$$

(A.14)
and

\[
\langle [u_{i_1}^{a_1}, u_{i_2}^{a_2}]_L | e^{-\rho r^2} r_2 \times p_1 | [u_{i_3}^{a_3}, u_{i_4}^{a_4}]_{L'} \rangle \\
= -\frac{\sqrt{\pi}}{2} \cdot \prod_{i=1}^{4} N_{i_1}(a_i) \cdot \sqrt{6} \cdot \hat{L} \cdot \hat{L}' \cdot \tilde{l_1} \tilde{l_2} \tilde{l}_4 \sum_{\lambda_3, \lambda_4} (-1)^{l_1 - \lambda_3 + L} \langle l_4010|\lambda_40 \rangle \\
\times \left\{ \lambda_3 \atop l_3 \right\} \left\{ \lambda_4 \atop l_4 \right\} \cdot \tilde{\lambda}_3 \tilde{\lambda}_4 \sum_{\mu} \langle l_10\lambda_30|\mu0 \rangle \langle l_20\lambda_40|\mu0 \rangle W(l_1l_2\lambda_3\lambda_4; L\mu) \\
\times \left[ a_3 T_{l_1,l_2,l_3,l_4}^{\mu,1,1}(\rho, \beta_1, \beta_2) \left( \sqrt{l_3 + 1} \cdot \delta_{\lambda_3,l_3+1} - \sqrt{l_3} \cdot \delta_{\lambda_3,l_3-1} \right) \\
+ \sqrt{l_3} \cdot (2l_3 + 1) T_{l_1,l_2,l_3,l_4}^{\mu,-1,1}(\rho, \beta_1, \beta_2) \cdot \delta_{\lambda_3,l_3-1} \right].
\] (A.15)

Here, \{\cdots\} including nine numbers is 9j symbol.

A.3. Tensor interaction

We write the tensor interaction as

\[
V^T = r^m e^{-\rho r^2} S_{12},
\] (A.16)

where

\[
S_{12} = \frac{3(\sigma_1 \cdot r)(\sigma_2 \cdot r)}{r^2} - \sigma_1 \cdot \sigma_2 = \sqrt{\frac{24\pi}{5}} \left( [\sigma_1, \sigma_2]_2 \cdot Y_2(\hat{r}) \right).
\] (A.17)

The matrix element of the tensor interaction is given as

\[
\langle [u_{i_1}^{a_1}, u_{i_2}^{a_2}]_L | \rho e^{-\rho r^2} Y_{2}(\hat{r}) | [u_{i_3}^{a_3}, u_{i_4}^{a_4}]_{L'} \rangle \\
= 4 \sqrt{6\pi} (-1)^{L+1-J} W(L1L'1; J2) \\
\times \langle [u_{i_1}, u_{i_2}]_L | r^m e^{-\rho r^2} Y_{2}(\hat{r}) | [u_{i_3}, u_{i_4}]_{L'} \rangle,
\] (A.18)

where

\[
\langle [u_{i_1}^{a_1}, u_{i_2}^{a_2}]_L | r^m e^{-\rho r^2} Y_{2}(\hat{r}) | [u_{i_3}^{a_3}, u_{i_4}^{a_4}]_{L'} \rangle \\
= \prod_{i=1}^{4} N_{i_1}(a_i) \sum_{p_1,p_2,L_1} C_{l_1,l_2,L}^{l_1,l_2,L} \sum_{p_3,p_4,L_1} C_{l_3,l_4,L'}^{l_3,l_4,L'} \\
\times (-1)^{\lambda_2+L_2} \hat{\lambda}_1 \hat{\lambda}_2 \hat{L}_1 \hat{L}_2 \cdot \sum_{s} \langle \lambda_10\lambda_20|s0 \rangle \sum_{\mu} \frac{\hat{\mu}}{4 \cdot \Gamma(\mu + \frac{3}{2})} \\
\times \langle L_10L_20|\mu0 \rangle \langle \mu0s0|20 \rangle \left\{ \begin{array}{ccc} \lambda_1 & L_1 & L \\ \lambda_2 & L_2 & L' \end{array} \right\} \\
\times T_{p_1+p_2,p_1+q_2+p_3+p_4}^{\mu,m,0}(\beta_2, \alpha_2).
\] (A.19)
Here, \( p_1 + q_1 = l_1 \) and \( p_2 + q_2 = l_2 \), and

\[
C_{p_1,p_2,\lambda_1,L_1}^{l_1,l_2,L} = \frac{(-1)^{p_2}}{2l_1 + 2l_2} \left( \frac{(2l_1 + 1)! (2l_2 + 1)!}{(2p_1 + 1)! (2q_1 + 1)! (2p_2 + 1)! (2q_2 + 1)!} \right) \\
\times \hat{p}_1 \hat{p}_2 \hat{q}_1 \hat{q}_2 \hat{l}_1 \hat{l}_2 \left\{ \begin{array}{ccc} p_1 & q_1 & l_1 \\ p_2 & q_2 & l_2 \\ \lambda_1 & L_1 & L \end{array} \right\} \langle p_1 0 p_2 0 | \lambda_1 0 \rangle \langle l_1 0 q_2 0 | L_1 0 \rangle, \tag{A.20} \]

\[
\alpha = \frac{1}{2} (+a_1 + a_2 + a_3 + a_4), \quad \beta = \frac{1}{2} (-a_1 + a_2 - a_3 + a_4), \tag{A.21} \]

\[
\alpha_1 = \frac{\alpha}{4} + \rho, \quad \alpha_2 = \frac{\beta^2}{\alpha + 4 \rho}. \tag{A.22} \]

A.4. Overlap between \( V \)-type basis and \( T \)-type basis

We consider the overlap between \( V \)-type basis and \( T \)-type basis. Here, we limit the case with \( s \)-wave relative motion for the \( T \)-type basis, whose length parameters are \( a_r \) and \( q \) for \( r, R \) of the \( T \)-type basis, respectively. The overlap matrix element is given as

\[
\langle [u_{l_1}^{a_1}, u_{l_2}^{a_2}]_L | r_1^{n_1} r_2^{n_2} | u_0^{a_r} u_R^q \rangle \\
= N_1(a_1) N_2(a_2) N_0(a_r) N_L(a_R) \sum_{q=0}^{L} \sum_{\lambda=0}^{\infty} \frac{\sqrt{\pi}}{2} (-1)^{l_2 - q} \\
\times W(l_1, l_2, q, L - q, L) \hat{l}_1 \hat{l}_2 \hat{q} \hat{l} \langle l_1 0 q 0 | \lambda 0 \rangle T_{l_1, l_2, q, L - q}^{l_1, n_1, n_2} \left( \frac{\beta}{2}, \alpha, \alpha_2 \right), \tag{A.23} \]

where

\[
\alpha = a_r + \frac{a_R}{4}, \quad \beta = a_r - \frac{a_R}{4}, \quad P_1 = l_1 + q + n_1, \tag{A.24} \]

\[
P_2 = l_2 + L - q + n_2, \quad C_q^L = \frac{1}{2 L} \sqrt{\frac{(2L + 1)!}{(2q + 1)! (2L - 2q + 1)!}}. \tag{A.25} \]

The overlap with \( d \)-wave relative motion for \( r \) in \( T \)-type basis can be calculated in the same manner.
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