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**ABSTRACT**

**Context.** Sulfur (S) is one of the lesser-studied\(^\alpha\)-elements. Published investigations of its behavior have so far focused on local stars, and only a few clusters of the Milky Way have been considered to study this topic. We aim to study the S content of the globular cluster Ruprecht 106 – which has never before been studied for this purpose, but is known to present low levels of the [\(\alpha/Fe\)] abundance ratio – and the open cluster Trumpler 5. The only star studied so far in Trumpler 5 shows an unexpectedly low abundance of S.

**Aims.** With this work, we aim to provide the first S abundance in Ruprecht 106 and to investigate the S content of Trumpler 5 with a larger sample of stars. The open cluster Trumpler 20 is considered as a reference object.

**Methods.** We performed a standard abundance analysis based on 1D model atmospheres in local thermodynamical equilibrium (LTE) and on high-resolution and high-signal-to-noise-ratio UVES-slit and UVES/FLAMES spectra. We also applied corrections for non-LTE.

**Results.** We find that the metallicities of Ruprecht 106 and Trumpler 5 are [Fe/H] = −1.37 ± 0.11 and [Fe/H] = −0.49 ± 0.14, respectively. Ruprecht 106 is less S-rich than the other Galactic clusters at similar metallicity. The low S content of Ruprecht 106, [S/Fe]_{NLTE} = −0.52 ± 0.13, is consistent with its shortage of \(\alpha\)-elements. This supports an extra-galactic origin of this cluster. We obtained a new and more robust S content value of Trumpler 5 of about [S/Fe]_{NLTE} = 0.05 ± 0.20. According to our results, Trumpler 5 follows the trend of the Galactic disk in the [S/Fe]_NLTE versus [Fe/H] diagram. Our results for Trumpler 20, of namely [Fe/H] = 0.06 ± 0.15 and [S/Fe]_{NLTE} = −0.28 ± 0.21, are in agreement with those in the literature.
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1. Introduction

The \(\alpha\)-elements (O, Ne, Mg, Si, S, Ar, Ca and Ti) are recognized by the scientific community as a powerful tool for reconstructing the chemical evolution of stellar populations and galaxies. They are produced by successive fusions of helium nuclei (\(\alpha\) particles) in massive stars (\(M_\star > 8 M_\odot\)), which explode as type-II supernovae (SNe II) at the end of their life and eject their material into the interstellar medium (ISM). On the other hand, type-Ia SNe (SNe Ia) mainly release iron-peak elements (Cr, Mn, Fe, Co, Ni, Cu, Zn) in the ISM over longer timescales. The time delay between the explosion of SNe II and SNe Ia, and consequently the [\(\alpha/Fe\)] ratio, provide crucial clues with which to infer the star formation history and the evolution of a system. For these kinds of investigations, the works in the literature usually skip the analysis of sulfur (S) in favor of other \(\alpha\)-elements. Consequently, our knowledge about S is far from complete.

In agreement with the \(\alpha\)-elements behavior, the [S/Fe] versus [Fe/H] diagram for Milky Way (MW) stars shows a plateau around [S/Fe] ~ 0.4 at low [Fe/H], followed by a decrease in [S/Fe] with increasing metallicity until reaching [S/Fe] = 0 at about [Fe/H] = 0 (Clegg et al. 1981; François 1987; Nissen et al. 2007). This trend is confirmed by studies of halo (François et al. 1988; Nissen et al. 2004; Caffau et al. 2010) and disk (Chen et al. 2002; Ryde 2006; Takeda & Takada-Hidai 2011; Duffau et al. 2017) Galactic stars, but the situation is less clear in the low-metallicity regime. The [S/Fe] value obtained by Israelian & Rebolo (2001) constantly increases as the metallicity decreases, until ~0.7–0.8 dex at [Fe/H] < −1.9. These authors explain this value by proposing that hypernovae contributed to the nucleosynthesis of elements in early galaxies. The time-delay deposition of iron into the ISM could be another explanation (Ramaty et al. 2001). Instead, Caffau et al. (2005a) found a bimodal behavior of [S/Fe] (both stars with [S/Fe] ~ 0.4 and higher values) at metallicities lower than [Fe/H] < −1.0. On the other hand, the S trend presented by Matrozis et al. (2013) in the metallicity range −2.5 < [Fe/H] < −1.0 is characterized by a plateau at [S/Fe] ~ 0.4, which is typical of \(\alpha\)-elements. Finally, Spite et al. (2011) investigated S in extremely metal-poor stars...
like the other \( \alpha \)-elements. Duffau et al. (2017) made a significant contribution, studying five GCs M 4, and the OCs NGC 2477 and NGC 5822. Finally, the only analyzed star of this object was found to be characterized by a low \( \alpha \) value. In the same work, the authors studied the GC M 4, and the OCs NGC 2477 and NGC 5822. Sbordone et al. (2009) estimated the first \( \alpha \) for the Galactic bulge is S-rich with respect to both the thick and the thin disk according to Lucertini et al. (2022).

So far, \( \alpha \) have only been obtained for a few globular clusters (GCs) and open clusters (OCs). Sbordone et al. (2009) estimated the first \( \alpha \) in subgiant stars of NGC 6752 and clusters (GCs) and open clusters (OCs). Sbordone et al. (2009) estimated the first \( \alpha \) for the Galactic bulge is S-rich with respect to both the thick and the thin disk according to Lucertini et al. (2022).

In this work, we investigate whether or not Rup 106 is characterized by a low content of S, in agreement with the behavior of the other \( \alpha \)-elements.

2. The targets

2.1. Ruprecht 106

Rup 106 is a GC located in the MW halo (RA, Dec) = (12h38m40.2s, −51°09′01″) at 21.2 kpc from the Sun and 18.5 kpc from the Galactic center (Harris 2010). At an apparent visual distance modulus \((m - M)_V = 17.25\), its reddening is \(E(B - V) = 0.20\) (Harris 2010). With an age of 12 Gyr (Da Costa et al. 1992; VandenBerg et al. 2013; Freliji et al. 2021), Rup 106 is younger than the bulk of the Galactic GCs (Buonanno et al. 1993; Dotter et al. 2011). The works in the literature agree on the metal-poor nature of Rup 106, and provide values of between [Fe/H] = −1.66 (Da Costa et al. 1992; François et al. 1997; Harris 2010) and [Fe/H] = −1.45 (Pritzl et al. 2005; Freliji et al. 2021). Rup 106 is considered the first convincing example of a single stellar population GC (Villanova et al. 2013; Dotter et al. 2018; Freliji et al. 2021). This assessment is supported by the absence of an Na-O anti-correlation (Buonanno et al. 1990; Villanova et al. 2013; Freliji et al. 2021). Moreover, the color–magnitude diagram (CMD) of Rup 106 shows a very narrow red-giant branch (RGB; Dotter et al. 2018; Freliji et al. 2021). From a chemical point of view, Rup 106 is over-deficient in \( \alpha \)-elements (Brown et al. 1996, 1997, Villanova et al. 2013, François 2014), and in particular, its chemical composition is consistent with Local Group dwarf galaxies, and it is representative of nucleosynthesis processes different from those that have taken place in the majority of the Galactic halo and nearby clusters (Villanova et al. 2013). For these reasons, it has been proposed that Rup 106 formed outside the Milky Way, and was accreted by our galaxy (Lin & Richer 1992; Brown et al. 1996; François 2014).

Rup 106 has never before been considered for the study of S. In this work, we provide the first \( \alpha \) for this cluster. In particular, we investigated whether or not Rup 106 is characterized by a low content of S, in agreement with the behavior of the other \( \alpha \)-elements.

2.2. Trumpler 5

Tr 5 is an OC located in the MW disk (RA, Dec) = (6h36m42s, +09°26′00″), at \(3.1\ ± 0.1\) kpc from the Sun (Kim et al. 2009). Piatti et al. (2004) estimated an angular radius of \(7.7\) arcmin \((5.4\) pc) for this object. The distance modulus and the reddening of Tr 5 are \((m - M)_V = 12.4\) and \(E(B - V) = 0.58\) (Kaluzny 1998; Kim et al. 2009; Donati et al. 2015), respectively. Due to its old age \((4\) Gyr, Kaluzny 1998; Donati et al. 2015), Tr 5 is an ideal laboratory for studying the formation and early evolution of the Milky Way disk. Indeed, old OCs constitute only \(-15\%\) of those known so far (Dias et al. 2002; Cantat-Gaudin et al. 2020), and are probes of the structure and chemical distribution of the Galactic disk.

Tr 5 is a metal-poor OC with [Fe/H] = −0.4±0.1 (Kaluzny 1998; Piatti et al. 2004; Kim et al. 2009; Donati et al. 2015), and is characterized by solar abundance ratios (Donati et al. 2015; Monaco et al. 2014). Moreover, Donati et al. (2015) and Monaco et al. (2014) found slightly super-solar abundances of Mg and Al, in agreement with the results obtained in other OCs of similar metallicity (Bragaglia et al. 2008; Sestito et al. 2008; Pancino et al. 2010; Carrera & Pancino 2011; Yong et al. 2012). Caffau et al. (2014) estimated \( \alpha \) only in one member star of Tr 5. According to these latter authors, this star is under-abundant in S with respect to the Galactic disk. In particular, Caffau et al. (2014) claim a similar S behavior for Tr 5 and the GC Terzan 7, which belongs to the Sagittarius dwarf galaxy.

In this work, we present \( \alpha \) for the same target analyzed by Caffau et al. (2014) and another five stars in order to investigate the low S content of Tr 5.

2.3. Trumpler 20

The OC Trumpler 20 (Tr 20) is located in the inner disc of the MW (RA, Dec) = (12h39m34s, −60°37′00″) at \(3.3\) kpc from the Sun and \(~7\) kpc from the Galactic center (Donati et al. 2014). Platais et al. (2008) obtained \((m - M)_V = 12.00\) and \(E(B - V) = 0.46\) for Tr 20. The CMD for Tr 20 shows a broadened main sequence turn off and a prominent and extended red clump (RC; Platais et al. 2012; Donati et al. 2014). Considering the age of Tr 20 \((1.5\) Gyr, Carraro et al. 2014), these features are not easily explained by classical evolutionary models, making this object an interesting target with which to investigate the formation and the evolution of the MW disk. According to the works in the literature, the metallicity of Tr 20 is slightly super-solar: [Fe/H] = 0.10±0.08 (Carraro et al. 2014; Donati et al. 2014; Tautvaišienė et al. 2015). Moreover, Carraro et al. (2014) found solar abundances of \( \alpha \)-elements in Tr 20, which follow the trend of giant stars located in the inner disk and other old OCs with similar metallicity. Similarly, Duffau et al. (2017) found a solar...
Fig. 1. $G$ versus $G_{BP} - G_{RP}$ CMD of the clusters considered in this work: Rup 106 (left), Tr 5 (middle), and Tr 20 (right). The sample of stars analyzed in this work is shown by the red squares.

3. Observational data

The aim of this work is to provide the first A(S) in Rup 106 and to investigate the behavior of S in Tr 5. We analyzed seven RGB stars of Rup 106, six RC stars of Tr 5, and four giant stars (RGB and RC) of Tr 20. Our sample of stars is shown by the red squares in the Gaia (Gaia Collaboration 2016) EDR3 (Gaia Collaboration 2021) $G$ versus $G_{BP} - G_{RP}$ CMDs of Fig. 1. The ID, coordinates, and $G$, $G_{BP} - G_{RP}$ magnitudes of the targets are reported in Table 1.

All the data considered in this work are available in the ESO archive\(^2\). We retrieved the red-arm UVES (Dekker et al. 2000) spectra of the targets collected with the multi-object fiber-fed FLAMES facility (Pasquini et al. 2002) mounted on the ESO-VLT/UT2 telescope at the Paranal observatory (Chile). We selected the spectra observed with the 860 nm setting (hereafter R860), which are characterized by $R \sim 47,000$ and cover the wavelength range where S lines lie (675–1050 nm). These data were reduced using the ESO–CPL-based FLAMES/UVES pipeline. We also collected the data for our targets observed with the 580 nm setting (hereafter R580), which cover the 480–680 nm wavelength range. In particular, we used the R580 UVES-slit data of Rup 106 studied by Villanova et al. (2013). Instead, the R580 FLAMES/UVES data of Tr 5 are those analyzed by Monaco et al. (2014). We also considered the spectrum of Tr 5 star #3416 analyzed in Monaco et al. (2014). This was obtained with the MIKE spectograph (Bernstein et al. 2003) at the MAGELLAN telescope at the Las Campanas observatory (Chile). We refer the reader to Monaco et al. (2014) for details of the data reduction of this spectrum. Finally, the R580 FLAMES/UVES data for Tr 20 were obtained from the Gaia ESO Survey\(^3\) (Gilmore et al. 2012; Randich et al. 2013).

The dates of observation and the signal-to-noise ratios (S/Ns) of the spectra are reported in Table 1. In particular, the dates reported are indicative, as the data were collected during different nights and epochs, as specified in the notes of the table.

4. Analysis

4.1. Atmospheric parameters

In order to derive the chemical abundances from the spectra, we first need to obtain an initial estimate of the atmospheric parameters. For this purpose, we used the Gaia EDR3 photometry (Riello et al. 2021) combined with the 2MASS photometry (Cutri et al. 2003). This is a homogeneous and wide base photometry of the targets, which is ideal to better estimate the reddening. Only the stars with Gaia EDR3 proper motions compatible with cluster membership were taken into account. We first apply the isochrone fitting method, where an isochrone is adjusted to the CMD. We used Padova isochrones (Bressan et al. 2012) for this purpose. For Ruprecht 106, we used an age of 12 Gyr (VandenBerg et al. 2013) and isochrones spanning a

\(^2\) http://archive.eso.org/cms/eso-data/instrument-specific-query-forms.html

\(^3\) https://www.gaia-eso.eu
Table 1. Observational dataset.

| Star       | RA        | Dec       | G     | GBP-RP | DATE-OBS         | S/N   | DATE-OBS         | S/N   |
|------------|-----------|-----------|-------|--------|------------------|-------|------------------|-------|
|            | [h:m:s]   | [°:′′″]   | [mag] | [mag]  | YYYY-MM-DD at 670 nm |     | YYYY-MM-DD at 900 nm |     |
| Ruprecht 106 |
| Ru676      | 12:38:43.83 | -51:09:50.9 | 15.93 | 1.44   | 2002 May 07       | 80    | 2017 Feb. 23      | 65    |
| Ru801      | 12:38:36.00 | -51:09:37.5 | 16.24 | 1.34   | 2002 May 09       | 60    | 2017 Feb. 23      | 80    |
| Ru1614     | 12:38:36.55 | -51:08:25.6 | 14.10 | 1.81   | 2002 May 06       | 80    | 2017 Feb. 23      | 130   |
| Ru1863     | 12:38:34.75 | -51:08:01.9 | 15.97 | 1.38   | 2002 May 08       | 60    | 2017 Feb. 23      | 70    |
| Ru1951     | 12:38:35.47 | -51:07:52.5 | 14.97 | 1.56   | 2002 May 07       | 90    | 2017 Feb. 23      | 80    |
| Ru2004     | 12:38:40.96 | -51:07:46.3 | 14.27 | 1.75   | 2002 May 07       | 100   | 2017 Feb. 23      | 130   |
| Ru2032     | 12:38:48.93 | -51:07:43.2 | 16.11 | 1.42   | 2002 May 08       | 90    | 2017 Feb. 23      | 60    |
| Trumpler 5  |
| 1318       | 6:36:53.4  | 9:25:34.5  | 14.59 | 2.01   | 2012 Feb. 11      | 40    | 2017 Oct. 03      | 60    |
| 3416       | 6:36:40.2  | 9:29:47.8  | 14.42 | 1.89   | 2012 Feb. 11\(^{(a)}\) | 40    | 2017 Oct. 03      | 40    |
| 3678       | 6:36:23.8  | 9:30:28.5  | 14.31 | 1.88   | 2012 Feb. 11      | 15    | 2017 Oct. 03      | 40    |
| 4528       | 6:36:39.8  | 9:32:18.6  | 14.38 | 1.97   | –                | –     | 2017 Oct. 03      | 50    |
| 4791       | 6:36:33.1  | 9:33:3.6   | 14.34 | 1.92   | –                | –     | 2017 Oct. 03      | 35    |
| 4876       | 6:36:21.7  | 9:33:23.1  | 14.09 | 1.79   | –                | –     | 2017 Oct. 03      | 50    |
| Trumpler 20 |
| 100292     | 12:39:04.11 | -60:34:00.2 | 12.98 | 1.74   | 2013 Mar. 25      | 200   | 2017 Apr. 19      | 160   |
| 340        | 12:39:15.78 | -60:34:40.6 | 14.25 | 1.56   | 2013 Mar. 14      | 90    | 2017 Apr. 19      | 130   |
| 542        | 12:39:12.01 | -60:36:32.1 | 14.28 | 1.54   | 2013 Mar. 26      | 100   | 2017 Apr. 19      | 80    |
| 591        | 12:40:04.50 | -60:36:56.6 | 13.09 | 1.85   | 2013 Feb. 20      | 100   | 2017 Apr. 19      | 160   |

Notes.\(^{(a)}\)UVES spectrum.\(^{(b)}\)MIKE spectrum.\(^{(c)}\)Data collected between the nights: 2017 Feb 23, and 2017 Mar 20 for Rup 106; 2017 Apr 19, and 2017 Apr 24 for Tr 20.

range of metallicities between –2.00 and –1.00 in steps of 0.05 dex. For Trumpler 5 and Trumpler 20 instead, data were deep enough to estimate ages from the turn-off (TO) magnitude, and so we treated this as a free parameter to be estimated during the isochrone fitting. For the two clusters, we used a metallicity range from –0.5 to +0.20, with a step of 0.05 dex. The interstellar absorption was taken into consideration using the Cardelli et al. (1989) relation, applying a point-by-point correction to the isochrones. In this case, the free parameters are the $V$ band absorption ($A_V$) and the reddening-law coefficient ($R_V$).

For Ruprecht 106, we obtained the best fit of the RGB for a distance of 22080 pc (intrinsic distance modulus of $(m-M)_0 = 16.72$), $A_V = 0.71$, $R_V = 2.70$ (which translates into $E(B-V) = 0.26$), and a global metallicity $[M/H] = -1.85$. Harris (2010) gives a distance modulus in the $V$ band of 17.25 and a reddening $E(B-V) = 0.20$. Our reddening and distance modulus are slightly higher, because $(m-M)_0 = 17.25$ translates into $(m-M)_0 = 16.63$ if $E(B-V) = 0.20$ and $R_V = 3.1$ are assumed. The global metallicity $[M/H]$ we find is lower than the iron content of the cluster ([Fe/H] = –1.68) as given by Harris (2010). This is due to the fact that $[M/H]$ is affected not only by the iron content, but also by the amount of all the other elements in the atmosphere, including C, N, and O, which are the most abundant. Our finding could mean that Ruprecht 106 is particularly low in one of those elements. Indeed, several works in the literature show that Rup 106 is poor in Na and not enhanced in $\alpha$-elements (Buonanno et al. 1990; Brown et al. 1997; Villanova et al. 2013; Frelijj et al. 2021).

For Trumpler 5 and Trumpler 20 instead, we obtained the best fit for distances of 2900 and 2800 pc (intrinsic distance modulus of $(m-M)_0 = 12.31$ and 12.24, respectively), $A_V = 2.05$ and $A_V = 1.55$, $R_V = 3.1$ for both clusters (that translates into $E(B-V) = 0.66$ and $E(B-V) = 0.50$), a global metallicity of...
\[ \text{[M/H]} = -0.40 \text{ and [M/H]} = +0.15, \text{ and ages of 4.0 Gyr and 1.6 Gyr, respectively. The WEBDA database}^4 \text{ gives a distance of 3000 pc, a reddening of 0.58 and an age of 4.0 Gyr for Trumpler 5, while for Trumpler 20 it gives a distance of 2420 pc, a reddening of 0.26, and an age of 0.15 Gyr. In the case of Trumpler 5, these values are in very good agreement with our findings, while for Trumpler 20, reddening and especially age are significantly discrepant. We attribute this to the fact that this cluster is strongly affected by field contamination, and previous studies did not have proper motions in order to remove it. Instead, with proper motions, we were able to obtain a clean CMD and therefore to determine a reliable age.}

After that, for Ruprecht 106 we derived \( T_{\text{eff}} - K \) and \( \log g - K \) relations using the RGB part of the isochrone. We obtained temperature and gravity for our targets by simply entering their \( K \) magnitudes into these relations. Indeed, as all the targets of Rup 106 are RGB stars, it is possible to define a unique relation between \( T_{\text{eff}} \) and magnitude. Microturbulence (\( v_t \)) instead was calculated using the equation from Dutra-Ferreira et al. (2016), which takes both temperature and gravity into account. In particular, these authors presented a relation based on 3D atmospheric models for a sample of subgiant and dwarf stars.

For Trumpler 5 and Trumpler 20 instead, we preferred to derive temperature from the \( T_{\text{eff}} - (G_{BP} - K) \) relation obtained from the RGB part of the isochrone. This is because the targets of Tr 5 are RC, while the sample of stars in Tr 20 includes RGB and RC. Therefore, due to the fact that we have stars with different \( T_{\text{eff}} \) at the same magnitude, it was not possible to derive a unique \( T_{\text{eff}} - \log g \) relation. The gravity was again obtained from the \( \log g - K \) relation. Also in this case, the microturbulence was calculated using the equation from Dutra-Ferreira et al. (2016).

The obtained atmospheric parameters are listed in Table 2. The typical errors in \( T_{\text{eff}} \) and \( \log g \) are 50 K and 0.1 dex, respectively. These values were derived introducing the photometrical uncertainties in the \( T_{\text{eff}} - K, \log g - K \) and \( \log g - K \) relations. We stress the fact that these are internal uncertainties; external or systematic errors can be larger and are mainly related to uncertainties on isochrone fitting.

### 4.2. Radial velocities

As the spectra of the targets were collected during different nights or epochs, we computed the radial velocities (RVs) of each spectrum. We used the IRAF/\texttt{fxcor}\(^5\) task to cross correlate the observed spectra with a synthetic one. The theoretical spectra were computed with the code SYNTHE (Kurucz 1993b, 2005) using ATLAS9 model atmospheres (Kurucz 1993a) based on opacity distribution functions (ODFs) by Castelli & Kurucz (2003), with the atmospheric parameters in Table 2.

Our choice to use ATLAS models is driven by the fact that the code is open source and we can compute models for the desired parameters. We prefer to compute models, of which we can check the convergence, rather than to use pre-computed grids of models, which provide no information on the convergence. Furthermore, to use a model grid it is necessary to interpolate and it is not guaranteed that the interpolated model satisfies the constraint of constant flux and zero-flux derivative from layer to layer. The referee raised the issue of the pertinence of using plane parallel models versus spherical models for our stars. The effect is very small. We compared synthetic spectra of the S1 Mult.1 lines, computed with turbospectrum (Plez 2012; which can treat both spherical and plane parallel radiative transfer) for a MARCS (Gustafsson et al. 2008) spherical model of \( T_{\text{eff}} 4250 \text{ K}, \log g = 0.5, \) microturbulence 2 km s\(^{-1}\), metallicity –1.5, and \( \alpha \) enhancement +0.4, and an ATLAS 9 model with identical parameters, which were computed by us. These parameters are close to those of stars # 1614 and # 2004 in Ruprecht 106, which are the two most luminous giants in our sample, for which the sphericity effects are largest. In terms of abundance, the difference between the two synthetic spectra can be quantified as 0.08 dex, in the sense that use of plane parallel models results in smaller abundances. We underline that the for plane parallel models, ATLAS and MARCS models are well known to be equivalent (e.g. Bonifacio et al. 2009, Appendix A). It is impossible to compare a MARCS spherical with a MARCS plane parallel model with the same parameters using the models available online\(^6\), because there is no overlap of the two classes of models. Nevertheless, we believe our test provides the correct order of magnitude of the sphericity effect. This is an upper limit for our sample of stars, as all have higher surface gravities. It has not been demonstrated that spherical 1D models provide a better modeling of the optical and near-infrared (NIR) spectra of K giants. We conclude that there is no reason to use spherical 1D models for our analysis. We decided to use ATLAS 9 models rather than ATLAS 12 models (which use opacity sampling...

#### Table 2. Atmospheric parameters and metallicities obtained in this work.

| Star   | \( T_{\text{eff}} \) ±50 | \( \log g \) ±0.1 | \( \xi \) ±0.1 | [Fe/H] |
|--------|------------------------|----------------|-------------|--------|
| Ruprecht 106 |                         |                |             |        |
| 676    | 4806.0                 | 1.54           | 1.91        | \(-1.37 ± 0.11\) |
| 801    | 4881.7                 | 1.71           | 1.84        | \(-1.32 ± 0.13\) |
| 1614   | 4314.0                 | 0.52           | 2.33        | \(-1.38 ± 0.12\) |
| 1863   | 4820.1                 | 1.57           | 1.90        | \(-1.41 ± 0.12\) |
| 1951   | 4554.1                 | 1.01           | 2.13        | \(-1.34 ± 0.11\) |
| 2004   | 4353.0                 | 0.59           | 2.29        | \(-1.45 ± 0.11\) |
| 2032   | 4838.1                 | 1.61           | 1.88        | \(-1.36 ± 0.13\) |
| Trumpler 5 |                         |                |             |        |
| 1318   | 4582.5                 | 2.55           | 1.04        | \(-0.48 ± 0.15\) |
| 3416   | 4869.2                 | 2.52           | 1.27        | \(-0.51 ± 0.13\) |
| 3678   | 4910.2                 | 2.47           | 1.33        | \(-0.48 ± 0.14\) |
| 4528   | 4686.2                 | 2.47           | 1.16        | \(-0.45 ± 0.15\) |
| 4791   | 4818.2                 | 2.47           | 1.26        | \(-0.57 ± 0.15\) |
| 4876   | 5163.2                 | 2.41           | 1.56        | \(-0.50 ± 0.13\) |
| Trumpler 20 |                         |                |             |        |
| 100 292 | 4575.2                 | 2.16           | 1.24        | \(0.00 ± 0.15\) |
| 340    | 4997.2                 | 2.86           | 1.18        | \(0.04 ± 0.15\) |
| 542    | 5042.1                 | 2.88           | 1.19        | \(0.15 ± 0.14\) |
| 591    | 4382.1                 | 2.18           | 1.07        | \(0.04 ± 0.16\) |

Notes. Typical errors on the atmospheric parameters are indicated. The errors on the reported [Fe/H] abundances are the standard deviations of the measurements of individual lines.

---

4. https://webda.physics.muni.cz/navigation.html
5. IRAF is distributed by the National Optical Astronomy Observatories, which are operated by the Association of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science Foundation.
6. https://marcs.astro.uu.se/
### Table 3. Radial velocities and dates of observation of the stars of our sample.

| Star      | DATE-OBS          | RV R580 km s\(^{-1}\) | DATE-OBS          | RV R860\(^{(*)}\) km s\(^{-1}\) |
|-----------|--------------------|-------------------------|--------------------|-------------------------------|
| Ruprecht 106 |                  |                         |                    |                               |
| 676       | 2002 May 07       | –37.50 ± 0.22           | 2017 Feb 23       | –37.59 ± 0.37                |
| 801       | 2002 May 09       | –38.87 ± 0.23           | 2017 Feb 23       | –39.21 ± 0.42                |
| 1614      | 2002 May 06       | –36.28 ± 0.19           | 2017 Feb 23       | –36.98 ± 0.22                |
| 1863      | 2002 May 08       | –36.99 ± 0.21           | 2017 Feb 23       | –36.63 ± 0.41                |
| 1951      | 2002 May 07       | –36.43 ± 0.18           | 2017 Feb 23       | –36.76 ± 0.19                |
| 2004      | 2002 May 07       | –39.01 ± 0.27           | 2017 Feb 23       | –38.66 ± 0.24                |
| 2032      | 2002 May 08       | –37.47 ± 0.19           | 2017 Feb 23       | –38.10 ± 0.36                |
| Trumpler 5 |                  |                         |                    |                               |
| 1318      | 2012 Feb 11       | 48.10 ± 0.30\(^{(*)}\)  | 2017 Oct 03       | 48.09 ± 0.07                  |
| 3416      | 2012 Feb 11\(^{(*)}\) | 49.80 ± 0.10\(^{(*)}\)  | 2017 Oct 03       | 49.68 ± 0.11                  |
| 3678      | –                  | –                       | 2013 Oct 19\(^{(*)}\) | 50.50 ± 0.20\(^{(*)}\) |
| 4528      | –                  | –                       | 2017 Oct 03       | 52.41 ± 0.09                  |
| 4791      | –                  | –                       | 2017 Oct 03       | 49.44 ± 0.09                  |
| 4876      | –                  | –                       | 2017 Oct 03       | 49.34 ± 0.09                  |
| Trumpler 20 |                  |                         |                    |                               |
| 100292    | 2013 Mar 25       | –39.28 ± 0.14           | 2017 Apr 19       | –39.51 ± 0.09                |
| 340       | 2013 Mar 14       | –40.08 ± 0.15           | 2017 Apr 19       | –39.80 ± 0.14                |
| 542       | 2013 Mar 26       | –39.38 ± 0.14           | 2017 Apr 19       | –40.61 ± 0.15                |
| 591       | 2013 Feb 20       | –40.20 ± 0.35           | 2017 Apr 19       | –40.95 ± 0.19                |

**Notes.** The \((*)\) values are those of Monaco et al. (2014). \(^{(*)}\)UVES spectrum. \(^{(*)}\)MIKE spectrum. \(^{(*)}\)Data collected between the nights: 2017 Feb 23, and 2017 Mar 20 for Rup 106; 2017 Apr 19, and 2017 Apr 24 for Tr 20.

Instead of ODFs since they can be computed faster (a factor of 30) and for this kind of stars the two class of models are equivalent, as discussed in Appendix A.

We corrected to the rest frame and combined the spectra of each star. The RVs obtained in this work for the sample of stars are listed in Table 3. In particular, the RVs reported are the mean value obtained from each exposure. In the case of Tr 5 R580 data, we used and reported the RVs estimated by Monaco et al. (2014).

#### 4.3. Iron abundances

To estimate the metallicity of the targets, we created our iron (Fe I and Fe II) linelist. For this purpose, we used the R580 datasets to create an iron linelist for each cluster by comparing observational and synthetic spectra. The linelists of the three clusters were joined and matched with the Gaia-ESO linelist (Heiter et al. 2021) to get more precise atomic data. The final linelist is composed of 258 Fe I and 42 Fe II lines, for a total of 300 features in the wavelength range 480–680 nm.

The iron abundances of the targets were derived from line equivalent widths (EWs) using the code GALA (Mucciarelli et al. 2013). We measured the EW with the software DAOSPEC (Stetson & Pancino 2008). We want to emphasize that each line was carefully checked against blending before being selected for the estimation of iron abundances. Moreover, we selected Fe lines with EW < 100 mÅ and excitation potential χ > 1 eV. We investigated the uncertainty on A(Fe) due to atmospheric parameter errors. From the process adopted to estimate the atmospheric parameters, the typical uncertainties are σ\(_T\) ~ 50 K, σ\(_{\log g}\) ~ 0.1 and σ\(_\xi\) ~ 0.1 km s\(^{-1}\). We found that the A(Fe) uncertainties due to σ\(_T\), σ\(_{\log g}\), and σ\(_\xi\) are 0.05, 0.02, and 0.02 dex, respectively. A variation about 0.1 dex in metallicity leads to an A(Fe) uncertainty of 0.01 dex. Table 2 reports the stellar metallicities obtained; we assume the solar value A(Fe)\(_\odot\) = 7.52 ± 0.06.
Fig. 2. Observed spectrum of the Tr 20 star #542 (black) superimposed with the best-fit synthetic spectrum (dashed red). The green and purple profiles are synthetic spectrum with +0.2 dex and −0.2 dex in (A(S), respectively. The TAPAS profile is also shown (dotted blue). The red vertical lines indicate the sulfur features.

(Caffau et al. 2011) based on the investigations by Caffau & Ludwig (2007) and Caffau et al. (2007).

The dataset for Tr 5 does not include the R580 spectra of all the stars. Furthermore, we were not able to measure the [Fe/H] ratio from these data for #3678 due to the low S/N of the spectrum. For these reasons, we created an Fe linelist and estimated the metallicity of Tr 5 targets using the data collected with the R860 setting. In the case of the star #3416, we used the MIKE spectrum due to its higher S/N. For #1318, the [Fe/H] values obtained from R580 and R860 datasets are comparable within the errors. Similarly, for #3416, we found good agreement between the metallicities estimated from MIKE and R860 data. This implies that there is not a systematic offset between [Fe/H] as derived from different datasets. This supports the reliability of the metallicity estimated from only the R860 data. On the other hand, the final metallicities of the stars #1318 and #3416 were measured using Fe linelists created from both datasets (R580 or MIKE, and R860).

We found a mean [Fe/H] = −1.37 ± 0.11 for Rup 106, in agreement with previous works (François et al. 1997; Brown et al. 1997; Pritzl et al. 2005; Villanova et al. 2013; Frelijj et al. 2021). The mean metallicity of Tr 5 is [Fe/H] = −0.49 ± 0.14. This result is consistent with that of Cole et al. (2004); Piatti et al. (2004); Carrera et al. (2007); Kim et al. (2009) and Donati et al. (2015). According to several works in the literature (Platias et al. 2008; Carraro et al. 2014; Tautvaisiene et al. 2015; Donati et al. 2014), Tr 20 is characterized by a slightly super-solar metallicity. We obtained an iron content for the OC Tr 20 of about 0.06 ± 0.15.

4.4. Sulfur abundances

The S I lines that we analyzed in this work are reported in Table 4. Thanks to the high resolution and the high S/N of the R860 data, we were able to consider the weak lines of multiplet (Mult.) 8 and 6 besides those of Mult. 1. However, these lines were not identifiable in the stellar spectra of Rup 106 due to the low metallicity of the cluster. Consequently, the A(S) in Rup 106 were estimated from Mult. 1 features only.

Table 4. Atomic parameters of the sulfur lines.

| Wavelength [Å] | Mult. | Transition | log gf | $\chi_{\text{low}}$ [eV] |
|----------------|-------|------------|--------|-----------------|
| 6757.153       | 8     | $^3P_2-^5D_1^7$ | −0.35  | 9.704           |
| 8694.709       | 6     | $^3P_2-^5D_1^7$ | 0.05   | 9.295           |
| 9212.863       | 1     | $^3S_2-^3P_1$   | 0.40   | 6.525           |
| 9228.093       | 1     | $^3S_2-^3P_2$   | 0.25   | 6.525           |
| 9237.093       | 1     | $^3S_2-^3P_1$   | 0.03   | 6.525           |

The possible telluric lines contamination was taken into account using TAPAS atmospheric transmission spectra (Bertaux et al. 2014). We want to underline that, as opposed to the other clusters, Tr 5 data were observed in different epochs. In this case, we created a TAPAS profile for each epoch. As S lines of Mult. 6 and 8 are not affected by telluric lines, we combined the spectra of each epoch to measure A(S) from these lines. The line at 9212 Å was not found to be contaminated in October and November epochs, and so these last were combined to calculate A(S). Similarly, the epochs of December were combined to estimate the A(S) from the lines at 9228 and 9237 Å. In the case of Rup 106 and Tr 20, the Mult. 1 in the different exposures of each star were not found to be contaminated by telluric lines. Consequently, we combined all the R860 data of Rup 106 and Tr 20 stars to estimate their A(S).

Once the suitability of the S lines had been evaluated, we measured A(S) by spectrosynthesis. Employing our code SALVADOR (Mucciarelli in prep.), the chemical abundance is found when the minimum $\chi^2$ between the observed and the synthetic spectra is reached. Figure 2 shows the observed spectrum.
pared the mean LTE (black) and NLTE (red) $A(S)$ obtained for
different lines at 5.20, 5.25, 5.30, 5.35, 5.40, 5.45, 5.50, and 5.55 Å.

Ruprecht 106

| Star     | 6757 | 8694 | 9212 | 9228 | 9237 | $<A(S)>_{\text{LTE}}$ | $<A(S)>_{\text{NLTE}}$ |
|----------|------|------|------|------|------|----------------------|----------------------|
| 676      | –    | –    | 5.38 | 5.37 | –    | $5.38 \pm 0.01$      | 5.17                 |
| 801      | –    | –    | 5.63 | 5.60 | –    | $5.62 \pm 0.02$      | 5.36                 |
| 1614     | –    | –    | 5.36 | 5.17 | –    | $5.27 \pm 0.13$      | 5.31                 |
| 1863     | –    | –    | 5.51 | 5.52 | –    | $5.52 \pm 0.01$      | 5.26                 |
| 1951     | –    | –    | 5.40 | 5.41 | –    | $5.41 \pm 0.01$      | 5.23                 |
| 2004     | –    | –    | 5.29 | 5.10 | –    | $5.19 \pm 0.13$      | 5.22                 |
| 2032     | –    | –    | 5.40 | 5.59 | –    | $5.49 \pm 0.14$      | 5.18                 |

Trumpler 5

| Star     | 6757 | 8694 | 9212 | 9228 | 9237 | $<A(S)>_{\text{LTE}}$ | $<A(S)>_{\text{NLTE}}$ |
|----------|------|------|------|------|------|----------------------|----------------------|
| 1318     | 7.06 | 6.87 | 7.05 | –    | –    | $6.99 \pm 0.11$      | 6.85                 |
| 3416     | 7.05 | 6.85 | 7.04 | –    | –    | $6.98 \pm 0.11$      | 6.81                 |
| 3678     | 6.88 | 6.85 | 6.85 | –    | –    | $6.86 \pm 0.02$      | 6.81                 |
| 4528     | –    | 6.71 | 6.88 | –    | –    | $6.79 \pm 0.12$      | 6.68                 |
| 4791     | –    | 6.98 | 7.17 | –    | –    | $7.08 \pm 0.13$      | 6.94                 |
| 4876     | –    | 6.44 | 6.63 | –    | –    | $6.54 \pm 0.13$      | 6.39                 |

Trumpler 20

| Star     | 6757 | 8694 | 9212 | 9228 | 9237 | $<A(S)>_{\text{LTE}}$ | $<A(S)>_{\text{NLTE}}$ |
|----------|------|------|------|------|------|----------------------|----------------------|
| 100292   | 7.15 | –    | 7.13 | –    | –    | $7.14 \pm 0.01$      | 6.80                 |
| 340      | 6.98 | 6.99 | 6.98 | –    | –    | $6.98 \pm 0.01$      | 6.95                 |
| 542      | 7.10 | 7.10 | 7.08 | –    | –    | $7.09 \pm 0.01$      | 7.05                 |
| 591      | 7.17 | –    | 7.17 | –    | –    | $7.17 \pm 0.01$      | 6.91                 |

Notes. The $A(S)$ obtained from line 6757 Å are included in the mean LTE and NLTE $<A(S)>$ values.

4.5. NLTE corrections

Following Takeda et al. (2005), we derived the nonlocal thermodynamic equilibrium (NLTE) corrections for lines of Mult. 6 and 1. Table 5 reports the LTE and NLTE $A(S)$ obtained from each line of our targets and the mean $A(S)_{\text{LTE}}$ and $A(S)_{\text{NLTE}}$ with their standard deviations. The mean LTE and NLTE line-to-line scatter for Rup 106 stars are both 0.06 dex. We obtained a mean NLTE correction of $< \Delta > = -0.18$ and $< \Delta > = -0.11$ for the lines at 9212 and 9228 Å, respectively. We find a mean LTE line-to-line scatter of 0.10 dex for Tr 5. As expected from Korotin et al. (2020), Mult. 6 is less affected by LTE deviations, $< \Delta > = -0.02$, than Mult. 1, $-0.47 < \Delta < -0.25$. As a consequence, the mean NLTE line-to-line scatter increases to 0.14 dex due to the difference between the $A(S)$ values obtained from Mult. 8 and Mult. 1 lines. This is also the case for Tr 20 stars, where we find $< \Delta > = -0.05$ for Mult. 6 line, $< \Delta > = -0.3$ and $< \Delta > = -0.23$ for lines at 9212 and 9228 Å, respectively. The mean LTE and NLTE line-to-line scatter for Tr 20 stars are respectively 0.01 dex and 0.16 dex.

In order to better see the effect of NLTE corrections, we compared the mean LTE (black) and NLTE (red) $A(S)$ obtained for

| Star     | 6757 | 8694 | 9212 | 9228 | 9237 | $<A(S)>_{\text{LTE}}$ | $<A(S)>_{\text{NLTE}}$ |
|----------|------|------|------|------|------|----------------------|----------------------|
| Rup 106  | 7.40 | 6.85 | 7.12 | 6.69 | 6.94 | $7.40 \pm 0.01$      | 6.85                 |
| Tr 5     | 7.10 | 6.85 | 7.04 | 6.95 | 6.81 | $7.10 \pm 0.01$      | 6.81                 |
| Tr 20    | 6.98 | 6.99 | 6.98 | 6.95 | 6.95 | $6.98 \pm 0.01$      | 6.95                 |

Fig. 3. Mean LTE (black) and NLTE (red) sulfur abundances obtained from the different lines in the spectra of Rup 106 (left panel), Tr 5 (middle panel), and Tr 20 (right panel). The error bars are the standard deviation of the $A(S)$ measures for each line, from all the stars in a cluster.

4.5. NLTE corrections

Following Takeda et al. (2005), we derived the nonlocal thermodynamic equilibrium (NLTE) corrections for lines of Mult. 6 and 1. Table 5 reports the LTE and NLTE $A(S)$ obtained from each line of our targets and the mean $A(S)_{\text{LTE}}$ and $A(S)_{\text{NLTE}}$ with their standard deviations. The mean LTE and NLTE line-to-line scatter for Rup 106 stars are both 0.06 dex. We obtained a mean NLTE correction of $< \Delta > = -0.18$ and $< \Delta > = -0.11$ for the lines at 9212 and 9228 Å, respectively. We find a mean LTE line-to-line scatter of 0.10 dex for Tr 5. As expected from Korotin et al. (2020), Mult. 6 is less affected by LTE deviations, $< \Delta > = -0.02$, than Mult. 1, $-0.47 < \Delta < -0.25$. As a consequence, the mean NLTE line-to-line scatter increases to 0.14 dex due to the difference between the $A(S)$ values obtained from Mult. 8 and Mult. 1 lines. This is also the case for Tr 20 stars, where we find $< \Delta > = -0.05$ for Mult. 6 line, $< \Delta > = -0.3$ and $< \Delta > = -0.23$ for lines at 9212 and 9228 Å, respectively. The mean LTE and NLTE line-to-line scatter for Tr 20 stars are respectively 0.01 dex and 0.16 dex.

In order to better see the effect of NLTE corrections, we compared the mean LTE (black) and NLTE (red) $A(S)$ obtained for
as generalized by Steenbock & Holweger (1984). Although the
Drawin formalism is usually employed, in the absence of theo-
retical or experimental data on the cross-sections of collisions
with H atoms, Barklem et al. (2011) showed that such formal-
ism does not contain the essential physics to explain H atom
collisions from a quantum mechanical point of view. Takeda
et al. (2005) used a scaling factor h, which corresponds to the
logarithm of the correction factor applied to the results of the
Drawin formalism. Takeda et al. (2005) analyzed the cases of
h = +1, 0, −1, −2, and −3, where h = 0 corresponds to the
classical formula. The NLTE effect increases as h decreases.
Increasing the number of collisions drives the system toward
LTE. Moreover, NLTE corrections are negative and larger (in
absolute value) for low log g, high T_eff, and low metallicity.
Takeda et al. (2005) tabulated NLTE abundance corrections
(Δi) for lines of Mult. 6 and 1 for an extensive grid of 210
model atmospheres (T_eff = 4000 − 7000 K, log g = 1.0 − 5.0, ξ =
2 kм−1, [Fe/H]= −0.5, 0.0, −0.5, −1.0, −2.0, −3.0, −4.0). From
Table 2 of Takeda et al. (2005), the corrections Δi = −0.14,
Δ0 = −0.32, Δ1 = −0.46, Δ2 = −0.52, Δ3 = −0.54 corre-
respond to the model with T_eff = 4500, log g = 2.0, [Fe/H] = 0.0
for the S line at 9212 Å. In Fig. 3, it is possible to see that the
< Δ > for 9212 Å line is around 0.3 dex, in agreement with what
is expected using h = 0. However, this kind of correction leads to
a discrepancy between the A(S) estimated from lines at 6757 and
9212 Å. Nevertheless, this difference is reduced when assum-
ing h = 1, and a lower (negative) NLTE correction for 9212 Å
line is obtained. We conclude that the disagreement in A(S)NLTE
obtained from Mult. 8, 6, and 1 (shown in Fig. 3) might be related
to the role of collisions with H atoms and the inadequacy of the
Drawins formalism. The close agreement of the LTE abundances
derived from the different multiplets suggests that they are all
formed close to LTE conditions.

4.6. Comparison with the literature

Figure 4 shows the [S/Fe] versus [Fe/H] diagrams of the targets
before (bottom panel) and after (top panel) the NLTE correc-
tions. The error bars were calculated with the error propagation,
combining the uncertainties on A(S) and [Fe/H] in quadrature.

We find Rup 106 to be the object with the lowest S content
in both diagrams. These results represent the first A(S) measure-
ment for the stars of Rup 106. Therefore, a comparison with the
literature cannot be shown.

Caffau et al. (2014) analyzed the star #3416 of Tr 5 (blue cir-
cle in Fig. 4). In this work, we analyzed the same star (green
circle in Fig. 4) and a further five targets in Tr 5. Our [S/Fe]LTE
value for star #3416 is in good agreement with the findings of
Caffau et al. (2014). On the other hand, after NLTE corrections,
our value of [S/Fe]NLTE = 0.19 is higher than that of Caffau et al.
(2014), [S/Fe]NLTE = −0.20 by ∼0.4 dex. We investigated the origin
of this discrepancy. The first factor to take into account is the
features used. For #3416, we measured A(S) from lines at
6757 Å (Mult. 8), 8694 Å (Mult. 6), and 9212 Å (Mult. 1), while
Caffau et al. (2014) used the two Mult. 1 lines at 9212 and 9228
Å. As previously shown, the line of Mult. 6 is less affected by
LTE deviation than those of Mult. 1. Instead, the NLTE correct-
tions for the line at 6757 Å are negligible (Takeda et al. 2005).
Consequently, our result for A(S)NLTE is given considering two
lines almost at LTE and one line that is strongly affected by LTE
deviations. On the other hand, Caffau et al. (2014) used only lines
with high NLTE corrections. For #3416, we obtain A(S)LTE =
7.05, 6.85, and 7.04 from Mult. 8, 6, and 1, respectively. The

\[\Delta [S/Fe]_\text{NLTE} \approx 0.18 \text{dex}\]

NLTE corrections lead to A(S)NLTE = 6.81 and 6.67 from Mult.
6 and 1, respectively. Thus, the main contribution to our NLTE
correction for star #3416 is given by the Δ = −0.37 for line at
9212 Å. Instead, Caffau et al. (2014) found Δ ≈ −0.51 for Mult.
1 lines.

The atmospheric parameters is another factor to consider. We
analyzed the effect of varying the atmospheric parameters on
NLTE corrections. Indeed, we found T_eff = 4869, log g = 2.52,
ξ = 1.27, and [Fe/H] = −0.51 for #3416, while Caffau et al. (2014)
adopted T_eff = 4870, log g = 2.05, ξ = 1.33, and [Fe/H] = −0.53.
Therefore, it is the surface gravity that is different by almost 0.5
dex. According to Takeda et al. (2005) and Korotin et al. (2020),
the NLTE corrections and the surface gravity are inversely pro-
portional. Varying the surface gravity of 0.5 dex, we obtained a
difference in the A(S)NLTE from the lines of −0.18 dex. We infer
that the difference between the Caffau et al. (2014) [S/Fe]NLTE
values and ours is due to the different features used and to the
different surface gravity used.

In the right panels of Fig. 4, we compared our results for
Tr 20 and those obtained by Duffau et al. (2017). In general,
we find a lower [S/Fe] value by ∼0.19 dex. Also in this case, we
investigated the origin of this difference. Duffau et al. (2017)
used Mult. 8 lines, which are almost unaffected by LTE devi-
ations. Instead, our results were obtained from Mult. 8, 6, and 1.
Table 5 shows the A(S)LTE and A(S)NLTE obtained from each line.
As mentioned above, we found < Δ > ∼−0.05 for Mult. 6 lines.
On the other hand, the NLTE corrections of Mult. 1 lines lead
to a difference of ∼0.2 dex between S abundances obtained from
them and Mult. 8 lines. Considering the atmospheric parame-
ters, the mean difference between our values and those obtained
by Duffau et al. (2017) are ∆T_eff ≈ 97 K, < ∆log g ≈ 0.05, <
∆ξ ≈ 0.29 kм−1, < ∆[Fe/H] > = 0.05. According to our uncer-
tainty analysis, these values lead to a difference in S abundance

Fig. 4. [S/Fe] versus [Fe/H] diagram before (bottom panels) and after (top panels) NLTE corrections applied to the A(S) obtained in this work for Rup 106 (left), Tr 5 (middle), and Tr 20 (right) stars. In the middle panels, the results obtained by Caffau et al. (2014) for the star #3416 are reported in blue. Our results for the same star are highlighted in green. In the right panels, our results are compared with those of Duffau et al. (2017, red points).
of about 0.18 dex. In conclusion, the different features and the atmospheric parameters adopted explain the difference between our analysis and that of Duffau et al. (2017).

5. Discussion

So far, only a few clusters of the MW were considered to investigate the behavior of S. In this work, we present S abundances in the GC Rup 106 and the OCs Tr 5 and Tr 20.

We decided to compare our results (red squares) with the literature in the $[\text{S/Fe}]_{\text{NLTE}}$ versus $[\text{Fe/H}]$ (Fig. 5) and $[\text{S/Fe}]_{\text{LTE}}$ versus $[\text{Fe/H}]$ (Fig. 6) diagrams. These figures are updated versions of Fig. 9 of Duffau et al. (2017). The blue open circles are the results obtained by Jönsson et al. (2011) for metal-poor stars. The Sculptor dSph galaxy (Skúladóttir et al. 2015) and the Galactic bulge (Lucertini et al. 2022) are shown as blue and gray stars, respectively. The green squares are the results of Ecuvillon et al. (2004) for planet-host stars and solar-type dwarfs. The black diamond symbols represent the Galactic halo GCs M4, M22, and M30 analyzed by Kacharov et al. (2015). The extremely metal-poor stars from the large program “First stars” (Cayrel & Spite 2004) analyzed by Spite et al. (2011) are shown by the LP point. The point MP stars are targets with $[\text{Fe/H}] < -1.0$ analyzed by Matrozis et al. (2013). The black points are GCs and OCs: NGC 6397 (Koch & Caffau 2011); NGC 6752 (Caffau et al. 2005b); M 4, Trumpler 5, NGC 5822, and NGC 2477 (Caffau et al. 2014). The clusters reported in Fig. 5 as green squares. The black diamonds symbols

Fig. 5. $[\text{S/Fe}]_{\text{LTE}}$ vs. $[\text{Fe/H}]$ for the clusters analyzed in this work (red squares) compared to the literature. The blue open circles are the results obtained by Jönsson et al. (2011) for metal-poor stars. The Sculptor dSph galaxy (Skúladóttir et al. 2015) and the Galactic bulge (Lucertini et al. 2022) are shown as blue and gray stars, respectively. The green squares are the results of Ecuvillon et al. (2004) for planet-host stars and solar-type dwarfs. The black diamond symbols represent the Galactic halo GCs M4, M22, and M30 analyzed by Kacharov et al. (2015). The extremely metal-poor stars from the large program “First stars” (Cayrel & Spite 2004) analyzed by Spite et al. (2011) are shown by the LP point. The point MP stars are targets with $[\text{Fe/H}] < -1.0$ analyzed by Matrozis et al. (2013). The black points are GCs and OCs: NGC 6397 (Koch & Caffau 2011); NGC 6752 (Caffau et al. 2005b); M 4, Trumpler 5, NGC 5822, and NGC 2477 (Caffau et al. 2014). The clusters from Duffau et al. (2017) and GES DR5 are shown as crossed squares and triangles, respectively. All the points have been scaled to our adopted solar abundances $A(\text{S})_0 = 7.16$ and $A(\text{Fe})_0 = 7.52$ (Caffau et al. 2011).

Fig. 6. Same as Fig. 5 in the $[\text{S/Fe}]_{\text{LTE}}$ vs. $[\text{Fe/H}]$ diagram.
represent the Galactic halo GCs M4, M22, and M30 analyzed by Kacharov et al. (2015) using Mult. 3 lines. The average in metallicity and [S/Fe] for the stars with [Fe/H] < 2.9 found by Spite et al. (2011) from Mult. 1 lines is reported as “LP stars” (where LP refers to the ESO large programme “First Stars” described in Cayrel & Spite 2004). Matrozis et al. (2013) analyzed metal-poor giant stars in the metallicity range −2.5 < [Fe/H] < 0.0 in order to obtain A(S) from the forbidden [SII] line at 1082 nm. The MP star point represents the average in metallicity and [S/Fe] for the stars with [Fe/H] < −1.0 from this work. The black points are the GCs and OCS results in the literature, which were obtained using Mult. 1 and 8: NGC 6397 from Koch & Caffau (2011); NGC 6752 and 47 Tuc from Sbordone et al. (2009); Terzan 7 from Caffau et al. (2005b); and M4, Trumpler 5, NGC 5822, and NGC 2477 from Caffau et al. (2014). The [S/Fe] values measured by Duffau et al. (2017) are displayed in Fig. 5 as crossed black squares. Finally, we updated the diagram adding the results from the Gaia-ESO Survey Data Release 5 (GES DR5, black triangles). In particular, we selected targets with a membership probability > 0.9 and reliable S abundances (σ_{S/Fe} ≤ 0.2 dex). In order to facilitate the comparison with our outcomes, we highlighted the results for Tr 5 from Caffau et al. (2014, red point) and those for Tr 20 from Duffau et al. (2017, crossed red square) and GES DR5 (red triangle).

5.1. [S/Fe]_{NLTE} versus [Fe/H] diagram

Tr 20 is characterized by nearly solar [α/Fe] ratios (Magrini et al. 2014; Carraro et al. 2014; Donati et al. 2014). Among the different works in the literature, Duffau et al. (2017) and GES DR5 are the only ones that estimated S abundances in Tr 20. These works confirmed that S behaves like the other α-elements in this OC. We find an S content of Tr 20 of about [S/Fe]_{NLTE} = −0.28±0.21. In Fig. 5, this value (red square) is in agreement within errors with that from GES DR5 (red triangle). On the other hand, it is lower than that obtained by Duffau et al. (2017, crossed red square) by −0.19 dex. We claim that this discrepancy is due to the choice of atmospheric parameters and lines analyzed.

Figure 5 reveals the low S content of Rup 106 (red square) with respect to the other Galactic objects of similar metallicity. In particular, we obtained a mean [S/Fe]_{NLTE} = −0.52±0.13 for Rup 106. This confirms that S behaves like the other α-elements in this GC. Indeed, the over-deficiency of α-elements in Rup 106 was already assessed by Brown et al. (1996, 1997), Pritzl et al. (2005), Villanova et al. (2013), François (2014), and Frelijj et al. (2021). The low content of α-elements suggests that Rup 106 experienced different nucleosynthesis processes from the majority of the Galactic halo and nearby clusters. Therefore, it is reasonable to propose an extragalactic origin for this object, as suggested by several works in the literature (Lin & Richer 1992; Brown et al. 1996; Villanova et al. 2013; François 2014; Frelijj et al. 2021; Callingham et al. 2022).

For Tr 5 stars (red square), we found a mean [S/Fe]_{NLTE} value of 0.05±0.20. As shown in Fig. 5, this value is ~0.4 dex higher than that of Caffau et al. (2014, red point). Caffau et al. (2014) concluded that the Tr 5 star #3416 is S-poor with respect to the Galactic clusters at the same metallicity. Moreover, these authors found a similar behavior for Tr 5 and the Sagittarius cluster Terzan 7 in the [S/Fe]_{NLTE} versus [Fe/H] diagram. According to our results, the S content of Tr 5 is higher than that of Terzan 7 by ~0.16 dex. In Fig. 5, Tr 5 lies close to the Galactic OCs NGC 2243 and Berkely 25 analyzed by Duffau et al. (2017, black crossed squares). Comparing our result with those of Lucertini et al. (2022), Tr 5 is located in the region of the [S/Fe]_{NLTE} versus [Fe/H] diagram that describes the Galactic thick disk. In conclusion, we can confirm that Tr 5 shows a similar behavior to that of the Galactic disk.

5.2. [S/Fe]_{LTE} versus [Fe/H] diagram

We reproduced Fig. 5 in the [S/Fe]_{LTE} versus [Fe/H] diagram (Fig. 6) with the available data. The samples displayed are the same as those described above.

In Fig. 6, Tr 20 (red square) is in agreement within the errors with the findings of Duffau et al. (2017, crossed red square) and GES DR5 (red triangle). In the [S/Fe]_{LTE} versus [Fe/H] diagram, Rup 106 is characterized by a lower S content than the Galactic clusters and the Local Group Sculptor dSph galaxy (blue stars). This supports the extragalactic origin of Rup 106. The Magellanic Clouds (Lin & Richer 1992), Sagittarius dSph galaxy (Bellazzini et al. 2003; Frelijj et al. 2021), and the Helmi stream (Massari et al. 2019; Bajkova et al. 2020) were proposed as progenitors of Rup 106. As no S abundances were estimated in these objects, a direct comparison is impossible. Consequently, to date, the investigation of S does not provide further clues as to the origin of Rup 106.

Our result (red square) and that obtained by Caffau et al. (2014, red point) for Tr 5 are in agreement within their errors. In the [S/Fe]_{LTE} versus [Fe/H] diagram, our result for Tr 5 lies in the Galactic thick-disk region.

6. Summary and conclusions

Here, we present our study of the sulfur content of the GC Rup 106 and the OC Tr 5. In particular, we investigated the S abundances in Rup 106 for the first time to investigate the low level of α-elements in this object. As the only star of Tr 5 studied so far has been claimed to be S-poor, we analyzed a larger sample in order to obtain clues as to the behavior of S in Tr 5. This work provides the Fe and S abundances for Rup 106, Tr 5, and the OC Tr 20. This latter object was taken into account for reference, and its results are consistent within the errors with those of Duffau et al. (2017) and GES DR5. Below we summarize our main findings for the clusters analyzed in this work.

- The Fe contents of Rup 106 and Tr 5 are ~1.37±0.11 and ~0.49±0.14, respectively.
- Rup 106 is S-poor with respect to the other Galactic clusters of similar metallicity. We obtain [S/Fe]_{NLTE} = −0.52±0.13 for this GC, which is in agreement with the low α-element content of this object (Brown et al. 1996, 1997, Pritzl et al. 2005, Villanova et al. 2013, François 2014, Frelijj et al. 2021).
- Our S abundance measurement for the star #3416 of Tr 5 is in agreement within the errors with the findings of Caffau et al. (2014). We obtained a new and more robust result for S in this OC based on a larger sample of targets. We found an S content for Tr 5 of about [S/Fe]_{NLTE} = 0.05±0.20.
- The metallicity and the S content of Tr 20 are [Fe/H] = 0.06±0.15 and [S/Fe]_{LTE} = −0.28±0.21, respectively.

In summary, our conclusions are that Tr 5 behaves similarly to the Galactic disk and that Rup 106 experienced a different nucleosynthesis process from the Galactic halo clusters, supporting the notion that it is an accreted GC that formed outside the MW. Finally, Tr 20 is an OC belonging and formed in the MW.
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Appendix A: ATLAS 9 versus ATLAS 12 models

The comparison of these two classes of models has been made several times; we here refer the reader to section 9 of Castelli (2005). In that paper, the algorithm of opacity sampling is described and details on how to run ATLAS 12 are provided. It has to be understood that the two versions of ATLAS codes are not identical, meaning that some small differences between the models are to be expected. In Fig. A.1 we compare the temperature structures of two models appropriate for the study of star #1318 in Trumpler 5. Up to $\log(\tau) = -2.8$ the two models are identical, for the outer layers the ATLAS 12 model is about 70 K cooler. For all lines that form deeper than $\log(\tau) = -2.8$, that is the case of the sulfur lines, the two models will provide identical results. A comparison of the accuracy or strength of the two classes of models has not been carried out. Computationally, the ATLAS 12 model takes over 30 times longer than the ATLAS 9 model.

Fig. A.1. Comparison of the temperature structure of an ATLAS 9 (black) and an ATLAS 12 model with $T_{\text{eff}} = 4582$, $\log g = 2.55$, metallicity -0.5, and microturbulence 2 km s$^{-1}$. 