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ABSTRACT
With the widespread adoption of machine learning in the real world, the impact of the discriminatory bias has attracted attention. In recent years, various methods to mitigate the bias have been proposed. However, most of them have not considered intersectional bias, which brings unfair situations where people belonging to specific subgroups of a protected group are treated worse when multiple sensitive attributes are taken into consideration. To mitigate this bias, in this paper, we propose a method called One-vs.-One Mitigation by applying a process of comparison between each pair of subgroups related to sensitive attributes to the fairness-aware machine learning for binary classification. We compare our method and the conventional fairness-aware binary classification methods in comprehensive settings using three approaches (pre-processing, in-processing, and post-processing), six metrics (the ratio and difference of demographic parity, equalized odds, and equal opportunity), and two real-world datasets (Adult and COMPAS). As a result, our method mitigates the intersectional bias much better than conventional methods in all the settings. With the result, we open up the potential of fairness-aware binary classification for solving more realistic problems occurring when there are multiple sensitive attributes.
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• Computing methodologies → Machine learning.
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1 INTRODUCTION
The issue of fairness in machine learning technology is currently gaining more attention, and various technologies [8, 9, 14, 16–20, 27] have been developed to solve this. This issue occurs because machine learning models used in diverse decision makings, such as loan applications or bail decisions are often trained with dataset including discriminatory bias that human decision-makers have had, e.g., bias based on gender or race. To overcome the issue, fairness-aware machine learning to mitigate the bias in the training data [8, 14, 18] or machine learning models [9, 16, 19, 20, 27] have been developed. Especially, for binary classification tasks, these technologies have been explored focusing on handling diverse fairness metrics, such as demographic parity [2], equalized odds, or equal opportunity [16, 26] in accordance with the purpose.

Despite various fairness criteria are considered with various methods as described above, most of them have not considered intersectional bias [5, 6] that occurs in the practical situation where there are multiple sensitive attributes. This bias is such that even when a protected group seems to be treated fairly as a whole, a subset of the protected group can be treated unfairly. As an example, consider the case where there are two binary sensitive attributes: races (non-white and white), and genders (female and male) (Figure 1). When we try to provide similar treatment for both races and genders respectively, although the chosen fairness criterion (disparate impact [14]) is satisfied on all sensitive attributes independently, there is a subgroup that is discriminated clearly, such as the non-white female group in the case in Figure 1. Because the most conventional methods attempted to mitigate the bias based...
on only one sensitive attribute, they have not considered the issue of the intersectional bias.

Additionally, intersectional bias should be mitigated in any use-case scenario because the bias can exist in any situation of decision making. In fact, there are several conventional methods to deal with the intersectional bias or similar issues called subgroup fairness or fairness gerrymandering [15, 17, 21–23]. However, it is still difficult to apply them to diverse use-case scenarios because they focused on introducing their own metrics or limited use-case scenarios and mitigating bias on the basis of them.

In this paper, we propose a general method to enable any fairness-aware binary classification method to mitigate intersectional bias in diverse use-case scenarios. By applying a process of comparison between each pair of subgroups related to sensitive attributes to the conventional fairness-aware methods of binary classification, our method extends the conventional methods regardless of the approach they take. Our method calculates a score for each instance (i.e., a data of an applicant) and searches for an appropriate threshold of the score that divides a dataset into favorable and unfavorable classes. In this paper, we treat a favorable class as a positive class, and an unfavorable class as a negative class. The threshold is determined differently for the different subgroups considering the trade-off between accuracy and to what extent the bias is mitigated, which can be decided by users. We experimented with three classic fairness criteria and four conventional methods that cover three approaches of fairness-aware machine learning on two real-world datasets.

Our contributions are as follows:

1. Our method enables intersectional bias mitigation while inheriting the fairness criteria and approach types supported by conventional methods to meet the wide range of requirements from analysts and decision-makers.
2. Our method provides a subgroup disparity upper limit, which can control the trade-off between accuracy and fairness.
3. We demonstrate that our method can cover diverse use-case scenarios of decision makings using two real-world datasets.

The remaining of this paper is organized as follows: we begin to discuss related works about fairness-aware machine learning and intersectional bias in Section 2. In Section 3, we provide preliminaries such as notation, fairness criteria. In Section 4, we propose a general method called one-vs.-one mitigation, which enables bias mitigation technologies to deal with intersectional bias. In Section 5, we set up an experimental method to measure the effect of our proposed method on the intersectional bias. In Section 6, we demonstrate the experimental result with three approaches, six metrics, and two real-world datasets. In Section 7, we discuss the effect of intersectional bias mitigation on disparity and accuracy based on the result. Finally, in Section 8, we describe the conclusion of this paper.

2 RELATED WORK

In this section, we describe the related works of fairness-aware machine learning and focus on those related to intersectional bias.

2.1 Fairness-Aware Binary Classification

In the field of binary-classification of fairness-aware machine learning, various methods have been proposed to mitigate discriminatory bias from the results in the situation where there is a single sensitive attribute. The methods are categorized into three approaches: pre-, in-, and post-processing. Pre-processing is used to mitigate the discriminatory bias in the training data [14, 18] or both training and test data [8] by, for example, modifying the class label [18], feature values [14]. In-processing approach methods mitigate the bias while training the models by introducing fairness constraint terms based on specific fairness criteria [9, 20, 27]. Post-processing approach methods mitigate the bias in the results from basic machine learning models [16, 19] e.g., by introducing the mitigation model after a plain classifier [16, 19]. With the above methods, diverse bias mitigation tasks have been executed. However, most conventional methods have not considered intersectional bias, which occurs when there are multiple sensitive attributes.

Additionally, each approach has its advantages and disadvantages. The pre-processing approach [8, 14, 18] is advantageous in terms of privacy because users do not need to use the sensitive attributes when using classifiers. On the other hand, because this approach mitigates the bias only in datasets, not in models, it cannot handle the metrics related to accuracy. For the in-processing approach [9, 20, 27], it is an advantage that the approach prevents the trade-off between fairness and accuracy, which exists in other approaches. However, with this approach, every time the machine learning task changes, the classifier itself needs to be modified, which takes a lot of time and effort. Finally, post-processing methods [16, 19] are advantageous in that they have simple structures because they do not use non-sensitive attributes when mitigating the bias. However, they do not tend to achieve as high performance as in-processing approach methods because what they can handle is restricted to the sensitive attributes when mitigating the bias.

As described above, there are not any one-size-fits-all approach, and users have to choose appropriate one considering these advantages and disadvantages. Considering this situation, in this paper, we propose a method to mitigate intersectional bias with all of these approaches to enable the users to consider the intersectional bias in any use-case scenario.

2.2 Fairness Metrics

To evaluate unfair situations, various group-based [2, 16, 25, 26] and individual-based [13] fairness metrics have been considered. Here, we focus on the group-based metrics because intersectional bias occurs when we consider the discrimination of protected groups related to sensitive attributes. As the group-based fairness metrics, demographic parity [2], equalized odds, equal opportunity [16, 26], or counterfactual fairness [25] are considered in existing studies. Among them, most conventional studies have used metrics related to demographic parity or ones to error rate (i.e., equalized odds or equal opportunity). This is because these metrics can be flexibly applied to diverse situations. For example, to ignore the relationship between sensitive attributes and the outputs for the purpose of affirmative action, demographic parity is appropriate. On the other hand, if analysts try to consider the decisions in actual data, they...
will use the metrics related to the error rate, equalized odds, or equal opportunity.

In this paper, we pick up the demographic parity, equalized odds, and equal opportunity as the most applicable fairness metrics with which our method is evaluated. This is because we aim at enabling the users to take the intersectional bias into account in diverse contexts with our method.

2.3 Intersectional Bias

Intersectional bias has its roots in the sociological concept, ‘Intersectionality’ [11]. The concept of Intersectionality covers diverse discussions including the issue of the oppression that people feel due to the discrimination [15]. In a monumental paper published in 1989, Kimberlé Crenshaw [11] introduced Intersectionality by referencing a court case where black women were unfairly discriminated as a result of an activity to mitigate the race and gender discrimination independently.

By treating all people in any subset of protected groups fairly, i.e., by guaranteeing fairness in terms of intersectional bias, machine learning technology can contribute to addressing the issue of Intersectionality. So far, some conventional studies have addressed the issue of intersectional bias [5, 6]. Buolamwini and Gebru [5] shed light on intersectional bias in commercial gender classification systems with a new facial image dataset balanced by gender and skin type. Cabrera et al. [6] developed a visual analytics system for discovering intersectional bias called FairVis.

On the other hand, several conventional studies of fairness-aware machine learning have considered similar issues to intersectional bias [17, 21–23]. Kearns et al. [21] proposed a new concept of ‘subgroup fairness.’ Their concept is similar to but different from the fairness in intersectional bias because, in their concept, the smaller the size of the concerned subgroup, the smaller the evaluated extent to which the subgroup is unfairly treated, which leads to ignoring the discrimination for the minority group. To overcome the issue of ignorance of the minority group and consider intersectionality, Foulds et al. [15] proposed a new metric based on statistical parity. However, because their metric is designed to work with their in-process algorithm, the range of its application to diverse situations is restricted. Additionally, there have been studies that attempted to guarantee accurate results in situations where there are diverse subgroups with regression [17] and binary classification tasks [23]. Although they achieved results without a fairness-utility trade-off, their approaches are not applicable in the context where demographic parity, which ignores the accuracy, should be used. Therefore, to the best of our knowledge, there are no applicable approaches to mitigate intersectional bias to the diverse contexts that fairness-aware machine learning can deal with in general.

In this paper, we propose a general method to mitigate intersectional bias that is applicable to as diverse approaches and criteria as possible. For this purpose, rather than introducing new criteria to measure intersectional bias, we develop technology to mitigate intersectional bias based on conventional criteria.

3 PRELIMINARIES

We consider binary classification tasks. We take a dataset whose instance $X_i$ includes a true class $C$, a determined class $Z$, sensitive attributes $S$, and non-sensitive attributes $A$. $Z$ is the class obtained as a result of a specific processing (e.g., prediction, mitigation). $C$ and $Z$ are binary classes $\{+, -\}$, where $+$ is a favorable class (e.g., accepted in loan applications, passing recruitment examinations), whereas $-$ is an unfavorable class. Hereinafter, we consider a favorable class as a positive class and an unfavorable class as a negative class. We assume that the sensitive attributes $S \in \{S^1 \times \ldots \times S^l\}$, and non-sensitive attributes $A \in \{A^1 \times \ldots \times A^m\}$ have multiple attributes (e.g., race, gender, age) and polyvalent attributes (e.g., race, those that have more than two values such as Caucasian, Negroid, and Mongoloid). For example, if there are only two sensitive attributes (race and gender), it can be expressed as follows:

$$S^{race} = \{\text{Caucasoid, Negroid, Mongoloid}\}$$

$$S^{gender} = \{\text{male, female}\}$$

$$S \in \{(\text{Caucasoid, male}), (\text{Negroid, male}), (\text{Mongoloid, male}), (\text{Caucasoid, female}), (\text{Negroid, female}), (\text{Mongoloid, female})\}.$$ 

We also define $S$ as a set of subgroups. The tuples for a subgroup are expressed as $(S_1, \ldots, S_r)$ for convenience.

We assume that the dataset consists of $n$ instances $X = \{X_1, \ldots, X_n\}$. The elements of $X$ are tuples of $S, A, C,$ and $Z$. Thus, each instance tuple is expressed as follows:

$$X_i = (S_i, A_i, C_i, Z_i).$$

Note that $N$ is not used in describing our methods and definitions.

To apply the conventional fairness metrics to the conditions where there are multiple subgroups related to the sensitive attributes, we define a fair situation as the situation where the fairness metrics of all subgroups are equal. This definition is different from the conventional definition of fairness to compare a protected group with another non-protected group. In other words, we define the fair situation as the situation where the value of metrics for any subgroup is equal to that for all individuals as follows:

**Definition 3.1 (Concept of subgroup fairness criteria).**

$$p(X, s) = p(X), \ \forall s \in S.$$ 

While $p(X, s)$ calculates specific metrics for specified subgroup $s$, $p(X)$ calculates the concerned metrics for the dataset as a whole, i.e., all instances. For example, in a decision on a loan application, when $p$ indicates the acceptance rate, if the acceptance rate for all customers is 50%, $p(X) = 0.5$. In this example, when there are three subgroups $a, b,$ and $c$ on the sensitive attributes of the customers, and these three subgroups have the different acceptance rates: $p(X, a) = 0.3$, $p(X, b) = 0.5$, and $p(X, c) = 0.6$ respectively, this situation is unfair. In contrast, if all three subgroups have the same acceptance rates: $p(X, a) = 0.5$, $p(X, b) = 0.5$, and $p(X, c) = 0.5$, it is fair because $p(X) = p(X, a) = p(X, b)$, and $p(X, c)$ are satisfied.

Based on this, we define the following three well-known fairness criteria for the situations with multiple protected groups. In the
following definitions, the word “subgroup” refers to the subgroups related to sensitive attributes, such as the elements of $S$.

**Definition 3.2 (Demographic Parity).** A classifier satisfies this criterion if the probability with which an instance in any subgroup is categorized into the favorable class is equal to that in the whole dataset:

$$P(Z = + | C = c, S = s) = P(Z = +), \quad \forall s \in S.$$  

This definition is different from the general definition of demographic parity in that we do not consider a non-protected group. Because we treat all subgroups equally, we adopt a definition of comparing the values of metrics among all subgroups with that of the whole data, rather than between that of protected and non-protected groups.

**Definition 3.3 (Equalized Odds).** A classifier satisfies this criterion if the probabilities with which an instance in any subgroup is rightly categorized into the favorable class (True Positive Rate, TPR), and wrongly categorized into the favorable class (False Positive Rate, FPR) are equal to those in the whole dataset:

$$P(Z = + | C = c, S = s) = P(Z = + | C = c), \quad \forall c \in \{+, -\}, \forall s \in S.$$  

**Definition 3.4 (Equal Opportunity).** A classifier satisfies this criterion if the probability with which an instance in any subgroup is rightly categorized into the favorable class (TPR) is equal to those in the whole dataset:

$$P(Z = + | C = c, S = s) = P(Z = + | C = c), \quad \forall s \in S.$$  

We do not set non-protected groups in the above two definitions, either. This is also because we treat all subgroups equally and do not set specific subgroups as protected groups on the basis of Definition 3.1. For equalized odds, there are two terms of true positive rate (TPR) and false positive rate (FPR), and we adopt those mean values as the result: $(\text{TPR} + \text{FPR})/2$.

### 4 METHOD

Our approach aims to mitigate intersectional bias while retaining the characteristics of conventional methods. For this purpose, we propose a method to extend the conventional methods.

#### 4.1 Basic Idea of One-vs.-One Mitigation

We propose One-vs.-One Mitigation method that enables the general fairness-aware binary classification methods to mitigate the intersectional bias when there are multiple subgroups.

As we summarized in Fig. 2 and described in Algorithm 1, our method calculates the score for each instance using the majority vote results and predicted probability, which is obtained from the classification models or mitigation methods. First, our method divides the original dataset $D$ into the sub-datasets $D^p = \{D^p_{i,1}, \ldots, D^p_{i,j}\}$ for each subgroup pair. $j$ represents the number of subgroup pairs.

![Figure 2: The overview diagram of our One-vs.-One Mitigation. Our method uses a bias mitigation function corresponding to each subgroup. When there are four subgroups $S = \{I, II, III, IV\}$, there are six subgroup pairs. In this example, we compare the results based on three subgroup pairs (I-II, I-III, and I-IV) because $X_i$ belongs to I. Our method aggregates the mitigation results on each pairs, and calculates the $T_i$ based on a voting rate of the favorite class and the average value of the predicted probabilities. The final mitigation result $Z_i$ is decided by whether the voting rate exceeds a threshold value $\theta(s)$.](image)

For example, when there are four subgroups $\{I$: (male, non-white), $II$: (female, white), $III$: (male, non-white), $IV$: (male, white)), there are six sub-datasets containing all possible subgroup pairs ($D^p_{I-II}, D^p_{I-III}, D^p_{I-IV}, D^p_{II-I}, D^p_{II-III}, D^p_{II-IV}$). For example, $D^p_{I-II}$ includes all instances belonging to $I$ and ones belonging to $II$. Then, for each instance $X_i$, our method identifies $D^p_I$, which is a subset of $D^p$ that includes the subgroup to which $X_i$ belongs. $D^p_I$ is identified to determine the subgroup pairs used when the subgroup that $X_i$ belongs is compared with the other subgroups. With the above example, when an instance $X_i$ is categorized into $I$, $D^p_I$ is identified as $\{D^p_{I-II}, D^p_{I-III}, D^p_{I-IV}\}$. Next, for each sub-dataset $D^p_{i,j} \in D^p_I$, we obtain $\hat{C}_{i,k}$ and $R_{i,k}$ as the result of a mitigation function, letting $K$ denote $|D^p_I|$. Therefore, in the example we are taking, $K = 3$. As the mitigation function, we use mitigated classification models trained with data for in-processing and post-processing methods, and a conventional mitigation method, which is not a classification model, for pre-processing methods. This is because the training data processed by the pre-processing methods is modified before the models are built, and classification models cannot be prepared. $\hat{C}_{i,k} \in \{+,-\}$ denotes the predicted class, and $R_{i,k} \in (0, 1)$ denotes the predicted probability. When pre-processing methods that do not extract any predicted probability are used, $R_{i,k} = 0$. 

\[
\begin{align*}
\hat{C}_{i,k} \in \{+,-\} \quad &\text{denotes the predicted class,} \\
R_{i,k} \in (0, 1) \quad &\text{denotes the predicted probability.}
\end{align*}
\]
Algorithm 1: One-vs.-One Mitigation

**input**: \(D\): Original dataset, \(X_i\): Test instance,
\(\theta(=\{\theta(s)\})\): Sets of score threshold for each subgroup,
\(S\): Sets of subgroups on sensitive attributes,
\(M\): Mitigation function (model or method),
\(w\): Trade-off parameter

**output**: \(Z_i\): Determined class

1. \(D^p = \{D^p_j\} \), \(D^p = \{D^p_i\} \in D^p\) including \(X_i\)
2. \(\hat{C}_i = \emptyset\)
3. \(R_i = \emptyset\)
4. \(V_i = 0\)
5. \(\forall d_{i,j} \in D^p\) do
   6. \(M:\ (X_i, D^p_{i,j}) \rightarrow (\hat{C}_{i,k}, R_{i,k})\)
   7. \(\hat{C}_{i,k} \in \{+,-\}\) add to \(\hat{C}_i\)
   8. \(R_{i,k} \in [0,1]\) add to \(R_i\)
   9. \(V_i \leftarrow \text{ratio of } + \text{ in } \hat{C}_i\)
   10. \(\overline{R}_i \leftarrow \text{average value in } R_i\)
   11. \(T_i = w \times V_i + (1 - w) \times \overline{R}_i\)
   12. if \(T_i > \theta(S_i)\) then
       13. \(Z_i = +\)
   14. else
       15. \(Z_i = -\)

Next, our method calculates \(T_i\), which denotes the score for \(X_i\), based on \(\hat{C}_i = \{\hat{C}_{i,1}, \ldots, \hat{C}_{i,K}\}\) and \(R_i = \{R_{i,1}, \ldots, R_{i,K}\}\). Ideally, it is best to calculate the score \(T_i\) based only on the results of the majority vote of \(\hat{C}_{i,k}\) because we cannot obtain the information of the predicted probability from some mitigation methods such as reweighing \([18]\) and disparate impact remover \([14]\). Note that the result of the majority vote means the ratio of the favorable class out of all results obtained from the comparison between each pair of subgroups related to \(X_i\). However, in our method, when there are only a small number of subgroups, if we use only the majority vote to determine the score, there are a lot of instances that have the same score values. This leads to that it is difficult to determine which instances should be selected to change their classes based on the score values. We then also use the predicted probability extracted from the classification methods to calculate the score. To balance the results of the majority vote and the predicted probability, we introduce a trade-off parameter \(w\). Using the above information, \(T_i\) is defined as follows:

\[
T_i = w \times V_i + (1 - w) \times \overline{R}_i.
\]

\(V_i\) denotes the results of the majority vote, and \(\overline{R}_i\) is the average value in \(R_i\). \(w\) is a value set as \(|S| - 1)/|S|\) by solving the equation of \(w/(|S| - 1) = 1 - w\). The left-hand side of this equation is the value of score that changes when a vote increases or decreases, and the right-hand side is the upper bound of \((1 - w) \times \overline{R}_i\), where \(|S|\) denotes the number of subgroups. This value of \(w\) is set to prevent the effect of the predicted probability surpassing that of the results of the majority vote, and to make \(T_i\) a continuous value. In the example we are taking, \(|S| = 4\) and \(w = 3/4 = 0.75\). When \((\hat{C}_{i,L-H}, \hat{C}_{i,M-M}, \hat{C}_{i,L-N}) = (+, +, -), \) and \((R_{i,L-H}, R_{i,M-M}, R_{i,L-N}) = (0.8, 0.6, 0.4), V_i = 2/3 = 0.67, \) and \(\overline{R}_i = 1.8/3 = 0.65\). Therefore, \(nani = 0.75 + 0.67 + 0.25 + 0.6 = 0.65\).

Based on \(T_i\), we identify the exact results that satisfy the appropriate value of the fairness metrics and accuracy. To do this, we introduce \(\theta(s)\), which denotes the threshold of the score used to determine the instances classified into the favorable class. If \(T_i > \theta(s)\), \(X_i\) is categorized into the favorable class, the determined class \(Z_i = +\). Otherwise, \(Z_i = -\). A different \(\theta(s)\) is set for a different subgroup because, in the situations with discrimination, it is necessary to make low-score instances in the strongly discriminated subgroup classified into the favorable class, and make high-score instances in the strongly privileged subgroup classified into the unfavorable class by setting a different threshold for each subgroup.

When setting \(\theta(s)\), we attempt to find the point where the fairness is compatible with accuracy. To control the trade-off between accuracy and fairness, users of our method can set an upper limit of disparity \(\epsilon\). Let \(Q(T, \Theta)\) be an accuracy metric with a score \(T\) and a set of score threshold \(\Theta\). \(\Theta\) represents a set of \(\theta(s)\) for subgroup \(s\). Letting \(T(s)\) denote a set of \(T_i\) that belongs to subgroup \(s\), \(T\) represents a set of \(T(s)\) for all subgroups. And we introduce \(\gamma\) to denote the disparity that means the extent to which the unfairness is included. We will describe how the values of \(\gamma\) are calculated in our experiment in Section 5. Our method searches for the \(\theta(s) \in \Theta\) that maximizes \(Q(T, \Theta)\) within \(\gamma < \epsilon\) at training time:

\[
\arg\max_{\theta \in [0,1]} Q(T, \Theta) \mid \gamma < \epsilon
\]

By increasing the value of \(\epsilon\), the number of candidates \(\theta\) increases, and the value of the accuracy metric tends to improve.

4.2 Application to Each Approach

Our method is applied to conventional fairness-aware machine learning methods in different manners depending on its approach, i.e., pre-, in-, and post-processing. We describe how our method is applied to each approach.

4.2.1 Preparation. Before using our One-vs.-One Mitigation method, we split the whole dataset into the training dataset \(U\) and test dataset \(V\).

4.2.2 Pre-processing. For the pre-processing methods, our method is applied when the bias in the training data is mitigated. Then, \(U\) is used as \(D\) and the chosen conventional method is used as \(M\) in Algorithm 1. As a result of Algorithm 1, the determined class \(Z_i\) for each instance from the mitigated result is obtained. Based on the result, the mitigated dataset \(\hat{U}\) is consisted. Therefore, in this approach, \(\hat{Z}_i = Z_i\) in \(\hat{U}\). The mitigated dataset \(\hat{U}\) is the final result of our method.

In our experiment, we built a plain classification model with a plain classifier (in our experiment, logistic regression) using the mitigated dataset \(\hat{U}\). To make the condition of the experiment the same, we use the results extracted from the plain model to measure the fairness and accuracy metrics.

4.2.3 In-processing. For the in-processing methods, our method is applied at the prediction time, not at training time. For this approach, the mitigated models are built for all sub-dataset. In the example we are taking, six models are built.
We conduct experiments to show that our method can handle as diverse approaches and fairness criteria as possible. We choose four methods and three criteria to show this as shown in Table 1. These methods are well-known as general ones for each approach of pre-, in-, and post-processing. By applying our method to them, we can show that our method works in diverse use-case scenarios. Table 1 shows the three types of methods and the correspondence between conventional bias mitigation methods and fairness criteria. For the fairness criteria, we use demographic parity, equalized odds, and equal opportunity. Regarding pre-processing, only demographic parity is measured. On the other hand, regarding in- and post-processing, all three types of fairness criteria are measured. For post-processing, however, we use multiple methods to cover their criteria, because any one individual method does not support all fairness metrics.

### Table 1: Types and corresponding fairness criteria for method.

| Method   | Type    | demographic parity | equalized odds | equal opportunity |
|----------|---------|--------------------|----------------|------------------|
| MS [18]  | Pre     | ✓                  | X              | X                |
| AD [27]  | In      | ✓                  | ✓              | ✓                |
| ROC [19] | Post    | ✓                  | ✓              | X                |
| EO [16]  | Post    | X                  | ✓              | ✓                |

First, $U$ is separated into sub-dataset $U^p_j$ for each subgroup pair. With each sub-dataset $U^p_j$, we build the prediction model with the chosen in-processing method. After building the models for all subgroup pairs, our method is applied. $V$ is used as $D$, and each model is used as $M$ in Algorithm 1. In this approach, we obtain one plain classification model and the same number of models built based on the pairs of $I – II$, $I – III$, and $I – IV$ are used as $M$.

#### 4.2.4 Post-processing

For the post-processing methods, our method is applied at the prediction time. They generally use a plain classification model trained with a plain classifier first, and next, the mitigation model trained with the mitigation methods. In the process we take, first, we built one prediction model with a plain classifier using the whole training dataset $U$. After that, we divide $U$ into sub-dataset $U^p_j$ for each subgroup pair. Then, we train the mitigation models with the sub-dataset $U^p_j$ for each subgroup pair. Finally, we obtain one plain classification model and the same number of mitigation models as that of the subgroup pairs. In Algorithm 1, we use $V$ as $D$ and the combination of the normal and the mitigation models as $M$. Therefore, in this approach, $M$ is different according to the subgroup which $X_i$ belongs to. In the example above, when $X_i$ belongs to $I$, three models built based on the pairs of $I – II$, $I – III$, and $I – IV$ are used as $M$.

5 EXPERIMENT

In this section, we describe the settings of our experiment to measure the effect of intersectional bias mitigation of our method.

5.1 Methods and Fairness Criteria

We conduct experiments to show that our method can handle as diverse approaches and fairness criteria as possible. We choose four methods and three criteria to show this as shown in Table 1. These methods are well-known as general ones for each approach of pre-, in-, and post-processing. By applying our method to them, we can show that our method works in diverse use-case scenarios. Table 1 shows the three types of methods and the correspondence between conventional bias mitigation methods and fairness criteria. For the fairness criteria, we use demographic parity, equalized odds, and equal opportunity. Regarding pre-processing, only demographic parity is measured. On the other hand, regarding in- and post-processing, all three types of fairness criteria are measured. For post-processing, however, we use multiple methods to cover their criteria, because any one individual method does not support all fairness metrics.

We briefly describe methods that we use as follows:

- **MS** is Massaging developed in [18] as **pre-processing**. This method selects promotion and demotion (modifying favorable class labels to unfavorable and vice versa) instances for the training data in accordance with the predicted score by the classifier for pre-processing. We measure demographic parity using this method.
- **AD** is Adversarial Debiasing developed in [27] as **in-processing**, which aims to minimize the possibility to predict values of sensitive attributes from predicted class. We measure demographic parity, equalized odds, and equal opportunity using this method.
- **ROC** is Reject Option-based Classification developed in [19] as **post-processing**, which modifies class labels near the classification threshold. At this time, instances in a protected group are modified to favorable class, and ones in a non-protected group are modified to unfavorable class. We measure demographic parity using this method.
- **EO** is Optimal Equalized Odds/Opportunity Predictor developed in [16] as **post-processing**, which ensures no difference in true and false positive rates for prediction results between groups. This technology supports equalized odds and equal opportunity.

In our experiment, we compare the above conventional methods with the same methods to which our One-vs.-One Mitigation method is applied, and with the plain classifier (logistic regression). When using the conventional methods, we adopt logistic regression as a general classifier used in pre- and post-processing. As the results from the conventional methods, we prepare a different mitigation results on each sensitive attribute, not on all sensitive attributes. In other words, two mitigation results are prepared for each conventional method. We do not use the mitigation results of the conventional methods based on multiple sensitive attributes because there are not any stable ways of mitigating bias on multiple sensitive attributes with the conventional methods. For example, when the method mitigates bias on gender first and mitigates bias on race second, the effect of mitigation on gender will be eliminated.

5.2 Measurements

To compare the performance of our method with the conventional methods and the plain classifier, we measure disparity and accuracy. The disparity is the value indicating how unfair the situation is. We use 5-fold cross-validation to obtain results for all of the measurements. Here, we set the upper limit of disparity $\epsilon = 0.03$ to prioritize disparity reduction compared to guaranteeing the accuracy.

To set fairness criteria, we consider the definitions of disparity that are expressed as either a difference or a ratio. Any metric can be used as both a difference or a ratio to measure the disparity. For example, demographic parity can be used as a difference called statistical parity difference [7], and a ratio called disparate impact [10]. Therefore, considering both disparities, we define the disparity as the difference $\gamma_d$ and as the ratio $\gamma_r$ based on Definition 3.1 as follows:
Table 2: Subgroup statistics for each dataset: (a) Adult, (b) COMPAS. Both datasets have same two sensitive attributes (race, gender), and four subgroups. These tables show the number of instances and their percentage of the overall for each subgroup.

(a) Adult

| Race      | Male     | Female   | Overall |
|-----------|----------|----------|---------|
| White     | 27,020   | 11,883   | 38,903  |
| Non-white | 3,507    | 2,812    | 6,319   |
| Overall   | 30,527   | 14,695   | 45,222  |

(b) COMPAS

| Race      | Male     | Female   | Overall |
|-----------|----------|----------|---------|
| Non-white | 3,374(55%)| 693(11%) | 4,067(66%)|
| Overall   | 4,067(66%)| 3,374(55%)| 7,441(100%)|

\[
\gamma_d \equiv \max_{s \in S}\left| p(X) - p(X, s) \right|,
\]

\[
\gamma_r \equiv \max_{s \in S}\left\{ 1 - \min\left( \frac{p(X, s)}{p(X)}, \frac{p(X)}{p(X, s)} \right) \right\}.
\]

\[\gamma_d\] means the maximum absolute value of the difference between the value of a fairness metric of each subgroup and that of the whole data. The range of \(\gamma_d\) is \([0, 1]\), and 0 is the ideal value. \(\gamma_r\) means the maximum value of one minus the minimum value of the ratio between the value of a fairness metric of each subgroup and that of the whole data. These disparities are defined to set their domain of definition as \([0, 1]\) and their ideal value as 0 to make it easy to compare among different combinations of methods and metrics. In this experiment, we measure \(\gamma_d\) and \(\gamma_r\) using Definitions 3.2, 3.3, and 3.4.

As a criterion of accuracy, we measure balanced accuracy [4], which is applicable even for a dataset with an imbalance in the ratio of the positive and negative class. The balanced accuracy is defined as the mean of the true positive rate (TPR) and true negative rate (TNR), which is calculated as (TPR + TNR)/2. Hereinafter, the balanced accuracy is referred to as accuracy.

After comparing our method with other methods, we investigate the effect of \(\varepsilon\) to the accuracy and disparity. We change the value of \(\varepsilon\) in the range of 0.03 to 0.99 at 0.33 intervals, and measure the disparity and accuracy in each \(\varepsilon\).

5.3 Datasets

We conducted our experiment on two real-world datasets: Adult [12] and COMPAS [24]. Adult is a dataset of income of people based on the US Census. This dataset is used to predict whether a person’s annual income is more than $50k. The dataset has 45,222 instances with unknown values that are removed. COMPAS is a dataset used to predict recidivism within two years, and is well known that predictions using this dataset include a discriminatory bias [11]. For the dataset, we use 6,167 instances using the same pre-processing as the original analysis¹, and removed unknown values. Both datasets have race and gender as sensitive attributes. Adult and COMPAS have eleven and eight non-sensitive attributes, respectively. They are converted to one-hot vectors.

¹https://github.com/propublica/compas-analysis

5.4 Implementation

We implement our proposed method using AIF360, an open-source toolkit of fairness-aware machine learning [3]. AIF360 includes many state-of-the-art bias mitigation methods and fairness criteria. We use this toolkit to support a wide range of bias mitigation methods and fairness criteria. Additionally, we use the default values as hyperparameters of the conventional methods when we use the methods both with and without our method to compare the results in the same conditions.

6 RESULTS

In this section, we summarize the results of our experiment to compare the plain classifier (logistic regression), the conventional methods, and our method.

6.1 Comparison of Methods

We summarize the results of the comparison of disparity and accuracy between our method and other methods as shown in Figure 3.

6.1.1 Adult Dataset. Figures 3(a) and 3(b) show our experimental results on Adult. All of the results of our method show that disparities are reduced compared with other methods. The disparities of difference improve to at most \(\gamma_d = 0.04\) for demographic parity in ROC, \(\gamma_d = 0.03\) for equalized odds in EO, and \(\gamma_d = 0.08\) for equal opportunity in EO. Additionally, the disparities of ratio improve to at most \(\gamma_r = 0.06\) for demographic parity in MS, \(\gamma_r = 0.04\) for equalized odds in EO, and \(\gamma_r = 0.09\) for equal opportunity in EO in our method. For accuracy, compared to the conventional method, our method was worse in several methods and criteria. Especially, in EO for both the ratio and difference of equalized odds, the accuracy of our method (0.74) is clearly worse than the worse accuracy of the conventional method (gender, 0.77). On the other hand, compared to the conventional methods, our method significantly improved the disparities to \((\gamma_d, \gamma_r) = (0.03, 0.04)\) in EO for equalized odds.
Figure 3: Comparison of balanced accuracy and disparity for each method. (a) The disparity of \( \gamma_d \) on Adult. (b) The disparity of ratio \( \gamma_r \) on Adult. (c) The disparity of difference \( \gamma_d \) on COMPAS. (d) The disparity of ratio \( \gamma_r \) on COMPAS. The X- and Y-axes represent disparity and balanced accuracy respectively. Since the ideal value of the disparity is 0, and that of the balanced accuracy is 1, the further to the upper left a point is positioned, the better the result. In each figure, the left column represents demographic parity, the middle column represents equalized odds, and the right column represents equal opportunity. The upper row represents pre-processing, the middle row represents in-processing, and the bottom row represents post-processing. All points and error bars represent the mean and standard deviations respectively, for 5-fold cross-validation.

Additionally, we observe that most conventional methods reduced both disparity and accuracy more than the plain classifier although, for AD for equal opportunity, we also observe that the conventional methods increased the disparity compared with the
plain classifier. On the other hand, in the plain classifier, there are large disparities with \((\gamma_d, \gamma_r) = (0.28, 0.74)\) for demographic parity, \((0.19, 0.35)\) for equalized odds, and \((0.22, 0.25)\) for equal opportunity.

6.1.2 COMPAS Dataset. Figures 3(c) and 3(d) show the results in the COMPAS dataset. As with Adult, our method reduced the disparity more than the conventional methods in all cases. The disparities of difference improves to at most \(\gamma_d = 0.05\) for demographic parity in MS, \(\gamma_d = 0.04\) for equalized odds in EO, and \(\gamma_d = 0.06\) for equal opportunity in EO in our method. The disparities of ratio improves to at most \(\gamma_r = 0.08\) for demographic parity in MS, \(\gamma_r = 0.09\) for equalized odds in EO, and \(\gamma_r = 0.10\) for equal opportunity in EO in our method. On the other hand, in regard to accuracy, there is no significant decline in the results of our method in all conditions from that of the conventional methods.

6.2 Relationship among Accuracy, \(\gamma\) and \(\epsilon\)

In this subsection, we report the effect of changes of upper limit disparity value \(\epsilon\) on accuracy and disparity. As described in Section 4, our method searches for a score threshold \(\theta(s)\) that achieves the highest accuracy under the condition of \(\gamma < \epsilon\). This can lead to the accuracy improving as the value of \(\epsilon\) increases. We pick AD for demographic parity, and EO for equalized odds on the Adult dataset as the combinations of methods and criteria to investigate the changes of accuracy and disparity. We choose them because they showed a clear decrease in accuracy in Figure 3, and there is room to increase accuracy that helps us to investigate the effect of \(\epsilon\) on the accuracy.

Figure 4 shows the results of the changes disparity and accuracy when the value of \(\epsilon\) is changed. In Figure 4, we can see that as \(\epsilon\) increases within a certain value in any of the chosen combinations, both disparity and accuracy converge. The accuracy after convergence was approximately a little less than 0.82, which is the value of accuracy of the plain classifier as shown in Figure 3 on Adult.

Figure 4(a) shows AD for demographic parity by \(\gamma_d\). If \(\epsilon = 0.03\), then \(\gamma_d = 0.04\), which is slightly above \(\epsilon\), otherwise \(\gamma_d < \epsilon\) is satisfied. The result of \(\gamma_d = 0.17\) after convergence is better than the plain classifier disparity \(\gamma_d = 0.28\) shown in Figure 3(a). Figure 4(b) shows AD for demographic parity by \(\gamma_r\). \(\gamma_r\) is larger than \(\epsilon\) in the range
of $\epsilon \leq 0.15$, which is wider than the range of $\epsilon \leq 0.03$ in the result of $y_d$. In the range of $\epsilon \geq 0.18$, our method satisfy $y_r < \epsilon$, and the value converges at $y_r = 0.44$, which is also better than the plain classifier disparity for ratio $y_r = 0.74$ shown in Figure 3(b).

Figure 4(c) shows $EO$ for equalized odds by $y_d$. In Figure 4(c), $y_d$ follows along the dotted line of $\epsilon$ as it increases before convergence. The value of $y_d = 0.16$ after convergence is better than the plain classifier disparity $y_d = 0.19$ shown in Figure 3(a). Figure 4(d) shows $EO$ for equalized odds by $y_r$. This $y_r$ also follows along the dotted line of $\epsilon$ as it increases before convergence. Additionally, $y_r = 0.30$ after convergence, which is better than the plain classifier disparity $y_r = 0.35$ shown in Figure 3(a).

7 DISCUSSION

In this section, we discuss the effect of intersectional bias mitigation on disparity and accuracy based on the result of our experiment.

7.1 Changes of Disparity

From the experimental results, we demonstrated that the disparity between subgroups decreases when the proposed One-vs.-One Mitigation was applied to the conventional methods. The results of our method were stable for all of the three approach types (pre-, in-, and post-processing).

Additionally, from the results in subsection 6.2, the disparities in the results of our method were better than that of the plain classifier after the values were converged. This can be because our method uses the result of the majority vote of the predicted class by the conventional methods, and the mitigated results from the conventional methods are reflected in the final results of our methods.

In contrast, we show that most conventional methods reduced disparity worse than our method and their results were not stable from the perspective of intersectional bias. The results of the conventional methods changed depending on the sensitive attribute they mitigated. Additionally, it was even impossible to set a stable process to extract the results considering intersectional bias with the conventional methods. In particular, in AD for equalized odds and equal opportunity, the conventional methods increased disparity rather than the plain classifier. One possible explanation for this is that we used a plain classifier whose accuracy was 0.82, which was higher than the accuracy of the plain logistic regression model used in [27], 0.78. Because the values of equalized odds and equal opportunity are the metrics using true positive rate and false positive rate, they are affected by the accuracy of the model. Therefore, it is possible that the disparities of the conventional method in AD were lower than that of the plain classifier probably because we used the more accurate model than the original paper of AD [27].

Our results also implicated that it is more difficult to mitigate bias on the basis of the ratio of metrics ($y_r$) than the difference ($y_d$). In Figure 4(a) and 4(b), although the same conventional method (AD), dataset (Adult), and metrics (demographic parity) were used, $y_r$ became lower than $\epsilon$ later than $y_d$. This can be because, when the probability of each instance is categorized into favorable class ($p(X)$) is small, $y_r$ tends to become bigger more easily than $y_d$ since the ratio of probability ($p(X, s)/p(X)$) tends to be affected by the value of $p(X)$ more than the difference of the probability ($p(X) - p(X, s)$). Therefore, when $\epsilon$ is too small, even if the biggest $\theta(s)$ is set for the most privileged group, and the smallest $\theta(s)$ is set for the most unprivileged group, $y_r$ does not satisfy $\epsilon$. This discussion implicates that when analysts use our method, they need to take the value of a metric for all instances ($p(X)$), and set appropriate $\epsilon$ differently for $y_d$ and $y_r$.

7.2 Changes of Accuracy

Our results showed that the loss of accuracy in our method compared to the conventional methods and the plain classifier unstably changes depending on the approach, metrics, and dataset applied. In some results, e.g., the results of $y_d$ disparity with the COMPAS dataset, there were almost no differences in accuracy among the results of our method, the conventional methods, and the plain classifier. There were even cases where our result achieved more accurate results than the conventional method (e.g., the results of $y_d$ disparity of $EO$ with COMPAS). However, especially in the results of Adult dataset, the accuracy clearly decreased in some results of our method compared to the other methods and classifier (e.g., the result of $y_r$ with Adult using $EO$). These results may have occurred due to the difference of the balance of negative and positive classes between the datasets because while COMPAS has 3,358 positive and 2,809 negative class instances, Adult has 11,208 positive and 34,014 negative class instances. It is notable that the results of the accuracy affected by dataset. For further study, it may be effective to investigate more diverse accuracy metrics depending on the dataset used.

Additionally, from the results in subsection 6.2, we can confirm that the accuracy improved as $\epsilon$, which specifies the permissible disparity, increased. Therefore, to achieve a result with a certain accuracy, it is helpful for the users of our method to select their appropriate $\epsilon$.

8 CONCLUSION

In this paper, we proposed the One-vs.-One Mitigation method that enables fairness-aware binary classification methods to mitigate intersectional bias when there are multiple sensitive attributes. Our method inherits the characteristics of three approaches of the conventional methods (pre-, in-, post-processing), and handles fairness criteria related to the disparate parity and the error rates. With two real-world datasets, Adult and COMPAS, we demonstrated that our method mitigated intersectional bias better than the conventional methods and a plain classifier in all experimental results. We also confirmed that our method can control the trade-off between accuracy and fairness by adjusting the upper limit of disparity. With these results, we showed that our method is capable of mitigating intersectional bias in diverse real-world situations while satisfying a wide range of fairness requirements. With our method, we expect that the burden of considering intersectional bias will be reduced when new methods of fairness-aware binary classification and criteria are proposed in the future.
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