I. INTRODUCTION

The thermal Hall effect (THE) is a heat analog of the Hall effect, namely, the heat current flows perpendicular to a temperature gradient when the time-reversal symmetry is broken. Recently, the THE has been experimentally studied in ferromagnetic metals,1–3 ferromagnetic insulators,4,5 and frustrated magnets.6–8 In ferromagnetic metals,1–3 the THE is utilized in order to investigate effects of inelastic scattering on the anomalous Hall effect (AHE). According to the Wiedemann-Franz law, the Lorenz ratio \( L_i^j \equiv \kappa_i^j/T \sigma_i^j \) coincides with the universal Lorenz number \( L_0 \equiv \pi^2 k_B^2/3e^2 \) at \( T = 0 \), but decreases as temperature increases and inelastic scattering dominates elastic scattering. Here \( \sigma_i^j \) and \( \kappa_i^j \) are the electric and thermal (Hall) conductivities, respectively, and \( T \) is temperature. Therefore the Lorenz ratio is a quantitative indicator of inelastic scattering. In ferromagnetic insulators4,5 and frustrated magnets,6–8 the THE is a powerful probe of chargeless spin excitations. Further experimental progress in the THE is expected in the future.

Theoretically, it is difficult to calculate the thermal Hall conductivity owing to the fundamental reasons below. First, the Kubo formula is justified by introducing Luttinger’s gravitational potential since a temperature gradient is not mechanical but statistical force.9 Second, the heat magnetization correction to the Kubo formula is necessary because the heat current as well as the density matrix is perturbed by a gravitational potential.10–15 Once the Berry-phase formula has been established,12–15 we can easily calculate the thermal Hall conductivity in the clean noninteracting limit. However, as mentioned above, it is highly desired to calculate the thermal Hall conductivity in disordered or interacting systems. The formula derived in the celebrated paper by Srnčka and Středa, who first pointed out the necessity of the magnetization correction, can be applied to generic disordered systems in principle,10 but not easily in practice. Practically, we take into account disorder or interactions by a perturbation theory, e.g., Feynman diagrams. In this context, the ordinary Hall effect in disordered metals was studied with Feynman diagrams.16,17 Recently, we found a gravitational vector potential by gauging the time translation symmetry and derived the Keldysh formalism in curved spacetime.18 With this formalism, we can calculate the Kubo formula and the heat magnetization correction in disordered or interacting systems within a perturbation theory.

In this paper, we first apply the Keldysh formalism in curved spacetime to a three-dimensional disordered Weyl ferromagnet, which is known to exhibit the AHE. The main purpose is to show the Wiedemann-Franz law by a practical perturbation theory with respect to the impurity strength. We take nonmagnetic impurities into account within the self-consistent \( T \)-matrix approximation and calculate \( \sigma_i^j \) and \( T \kappa_i^j \) on an equal footing. We begin with brief reviews of gauging the time translation symmetry and the Keldysh formalism in curved spacetime. The details of calculation are given in Appendices. This paper serves as the first step towards a unified theory of the AHE at finite temperature, in which we should take into account both disorder and interactions.

Before going to the main part, let us review some theoretical aspects of the AHE.18 The AHE occurs in ferromagnets with spin-orbit coupling. In the first microscopic theory by Karplus and Luttinger,19 the AHE was attributed to the anomalous velocity, which is now understood as the Berry curvature.20 Since this mechanism works in the absence of disorder and depends only on the band structure, leading to \( \sigma_{xy} \propto (\sigma_{xx})^0 \), it is called the intrinsic mechanism. Soon later, it was revealed that the skew scattering, i.e., the antisymmetric part of the transition probability due to disorder, also gives rise to the AHE.21,22 An important consequence of the skew-scattering mechanism is \( \sigma_{xy} \propto \sigma_{xx} \). Another mechanism due to disorder was proposed by Berger.23,24 This side-jump mechanism results in \( \sigma_{xy} \propto (\sigma_{xx})^0 \), which is the same as the intrinsic mechanism. The most systematic way to deal with all these mechanisms on an equal footing is based on the Keldysh formalism.25,26 One important advantage of this formalism is that we can go beyond a finite-order perturbation theory with respect to the impurity strength with preserving the gauge invariance. By using this formalism, some authors investigated a two-dimensional disordered Rashba ferromagnet within the self-consistent \( T \)-matrix approximation and found the crossover between the superclean and moder-
ately dirty regimes, where the skew-scattering and intrinsic contributions are dominant.\textsuperscript{27–29} We also note that the nontrivial scaling relation \(\sigma^{xy} \propto (\sigma^{xx})^{1.6}\) was found in the dirty regime.\textsuperscript{27–29}

Let us also review three-dimensional Weyl semimetals\textsuperscript{30,31} which we investigate in this paper. Weyl semimetals have pairs of Weyl nodes at which two bands touch each other. Typically, Weyl semimetals are realized from Dirac semimetals by breaking the time-reversal\textsuperscript{32,33} or inversion symmetry.\textsuperscript{34,35} In particular, Weyl semimetals without the time-reversal symmetry exhibit the AHE,\textsuperscript{36–38} but the Fermi level is sufficiently close to Weyl nodes, the AHE is purely intrinsic,\textsuperscript{38} which results from chiral anomaly.\textsuperscript{36,37} On the other hand, when the Fermi level is away from Weyl nodes, the extrinsic mechanisms due to disorder can be relevant. In this paper, we mean such doped Weyl semimetals without the time-reversal symmetry by Weyl ferromagnets because we are interested in both the extrinsic and intrinsic mechanisms of the AHE and THE. Although the THE in Weyl ferromagnets was studied with the semiclassical Boltzmann theory,\textsuperscript{39,40} we go beyond the relaxation time approximation used in the literature.

II. GAUGING THE TIME TRANSLATION SYMMETRY

First, we review the idea of gravitational vector potential by gauging the time translation symmetry.\textsuperscript{15} It is well known that electromagnetic scalar and vector potentials are introduced by gauging the U(1) symmetry. By gauging the time translation symmetry as well as the U(1) symmetry, we can calculate the electric and thermal (Hall) conductivities on an equal footing. Furthermore, the heat magnetization is defined by the magnetic component of the field strength induced from a gravitational vector potential.

According to Noether’s first theorem, a global continuous symmetry is associated with the conservation law of a current. In the presence of the global time translation symmetry, namely, when the matter action is invariant under global time translation \(x^0 = x^0 + \epsilon^0, x^i = x^i\), and \(\psi'(x') = \psi(x)\), the conserved energy current density \(T^\mu_0 = (H, J^0_k)\) is constructed as

\[
T^\mu_0 = \left. \frac{\partial L}{\partial (\partial_\mu \psi)} \right|_{\delta \psi = 0} \partial_0 \psi + \partial_0 \psi^\dagger \frac{\partial L}{\partial (\partial_\mu \psi^\dagger)} - \delta^\mu_0 L, \tag{1}
\]

with \(L[\psi^{(f)}(x), \partial_\mu \psi^{(f)}(x)], e^0_\mu(x)]\) being the matter Lagrangian density in flat spacetime.

We impose the local time translation symmetry by following the gauge principle. Indeed, the local symmetries of time translation, space translation, and Lorentz transformations are imposed by the general covariance principle. Under local time translation \(x'^0 = x^0 + \epsilon^0(x), x'^i = x^i\), and \(\psi'(x') = \psi(x)\), the matter action is no longer invariant because \(\partial_\mu \psi\) transforms as \(\partial'_\mu \psi'(x') = (\partial x'^\nu / \partial x^\mu) \partial_\nu \psi(x)\). To preserve the local time translation symmetry of the total action, we introduce a gauge field called vielbein \(e^i_\mu\), which transforms as \(e^j_\mu (x') = (\partial x'^\nu / \partial x^\mu) e^j_\nu (x)\), by replacing \(\partial_\mu\) with the covariant derivative \(D_\mu \equiv e^a_\mu (\partial_\mu - i \epsilon_{a \mu} / \hbar)\). Here \(e^a_\mu\) is the inverse of \(e^a_{\mu} = (e^0_\mu, e^k_\mu) = (\delta^k_\mu)\). We also introduce a U(1) gauge field \(A_\mu\) by gauging the U(1) symmetry. According to Noether’s second theorem, the energy current density is also expressed by

\[
T^\mu_0 = - \frac{\partial L}{\partial e^\mu_0}. \tag{2}
\]

Note that \(L[\psi^{(f)}(x), \partial_\mu \psi^{(f)}(x), e^0_\mu(x)]\) is the matter Lagrangian density in curved spacetime and contains the determinant of vielbein \(e \equiv \det e^a_\mu\), which comes from the covariant volume element \(d^D x e\). From Eq. (2), \(e^0_\mu = 1 + \phi_\mu\) is coupled to the Hamiltonian density and is identified as Luttinger’s gravitational potential \(\phi_\mu\) which describes nonuniform temperature.\textsuperscript{9} \(e^0_\mu\) is coupled to the energy current density and is called gravitational vector potential.\textsuperscript{15}

Vielbein induces a field strength called torsion. In analogy to electromagnetic fields induced from a U(1) gauge field, we define torsional electromagnetic fields by

\[
\begin{align*}
T^0_{j0} &= \partial_0 e^0_j - \partial_0 e^0_0, \tag{3a} \\
T^{ij}_{ij} &= \partial_0 e^0_j - \partial_0 e^0_i. \tag{3b}
\end{align*}
\]

A torsional electric field describes a temperature gradient. In fact, if we choose a particular gauge of \(\partial_0 e^0_0 = 0\), Eq. (3a) is reduced to \(T^0_{j0} = \partial_0 e^0_j = \partial_0 \phi_\mu\). On the other hand, a torsional magnetic field is conjugate to the heat magnetization as a magnetic field is conjugate to the orbital magnetization. Thus, the Kubo formula for the thermal (Hall) conductivity and the heat magnetization are calculated by\textsuperscript{15}

\[
T^k_{ij} \equiv \frac{\partial J_k^i}{\partial (-T^0_{j0})}. \tag{4a}
\]
\[
\beta M_{Q^k} \equiv -\frac{1}{2} \epsilon^{ijk} \frac{\partial \Omega}{\partial (-\beta - i \tau^a)}
\]  

in which \(\Omega \equiv E - TS - \mu N\) is the grand potential. Note that Eq. (4) is defined by \(T^0_{\mu \nu} \equiv e_\alpha^\mu e_\beta^\nu T^0_{\mu \nu}\) but not by \(T^0_{\mu \nu}\), because \(T^0_{\mu \nu}\) is invariant under local time translation \(x^\alpha' = x^\alpha + \epsilon^\alpha(x)\) and \(x^i' = x^i\). This is obvious since \(e_\alpha^\mu\) and \(T^0_{\mu \nu}\) transform as \(e'(x) = (\partial x^\alpha/\partial x'^\alpha)(e_\beta^\nu)T^0_{\mu \nu}(x)\) and \(T^0_{\mu \nu}(x') = (\partial x^\alpha/\partial x'^\alpha)(\partial x^\beta/\partial x'^\beta)T^0_{\mu \nu}(x)\), respectively. Nonetheless, we explicitly show the invariance of \(T^0_{ab}\) in Appendix A. Therefore, Eq. (4a) is gauge-invariant extension of Luttinger’s idea.\(^9\) Equation (4b) is in analogy with the thermodynamic definition of the orbital magnetization.\(^41-44\) Regarding the factor \(\beta\), we follow Ref. 14 and below find that it is consistent with the proper thermal Hall conductivity.\(^\) We also note that the spatial component of vielbein \(e^{k}_i\) is introduced by gauging the space translation symmetry, and the current responses to torsion \(T^k_{\mu \nu}\) were discussed in Refs. 45–50.

### III. KELDYSH FORMALISM IN CURVED SPACETIME

Next, we review the Keldysh formalism in curved spacetime,\(^15\) which is natural extension of that in electromagnetic fields.\(^25,26\) The Keldysh formalism is a powerful quantum-mechanical tool to treat nonlinear and nonequilibrium phenomena.\(^51,52\) In the Wigner representation in terms of the center-of-mass coordinate \(X\) and the relative canonical momentum \(p\), convolution in the Dyson equation is represented by the Moyal product. In the presence of electromagnetic fields and torsion, the Keldysh Green’s function depends on \(X\) through the mechanical momentum \(\pi_a(X, p) \equiv e_\alpha^a(X)p_\alpha - qA_\alpha(X)\). By changing the variables \((X, p) \rightarrow (X, \pi)\), the Moyal product is replaced by the star product which contains electromagnetic fields \(F_{ab}\)\(^25,26\) and torsion \(T^0_{ab}\).\(^15\) Thus we can develop a systematic perturbation theory with respect to electromagnetic fields and torsion.

We start from the Keldysh formalism in flat spacetime.\(^51,52\) The Keldysh Green’s function \(\hat{G}\) is defined on the closed time path and satisfies the Dyson equation. In terms of real time, it is expressed in the matrix form by

\[
\hat{G} = \begin{bmatrix}
G^R & 2G^< \\
0 & G^A
\end{bmatrix},
\]

in which \(G^R\), \(G^A\), and \(G^<\) are the retarded, advanced, and lesser Green’s functions,

\[
G^R(x_1, x_2) \equiv -i/\hbar \delta(t_1 - t_2) \langle \psi(x_1) \psi^\dagger(x_2) \rangle_\tau,
\]

\[
G^A(x_1, x_2) \equiv +i/\hbar \delta(t_2 - t_1) \langle \psi(x_1) \psi^\dagger(x_2) \rangle_\tau,
\]

\[
G^<(x_1, x_2) \equiv \mp i/\hbar \langle \psi^\dagger(x_2) \psi(x_1) \rangle,
\]

respectively. The Dyson equation is expressed by

\[
\mathcal{L}(x_1) \hat{G}(x_1, x_2) - \hat{\Sigma} \ast \hat{G}(x_1, x_2) = \delta(x_1 - x_2),
\]

where \(\mathcal{L}\) and \(\hat{\Sigma}\) are the Lagrangian density and the self-energy, respectively, and \(\ast\) indicates convolution.

In the presence of vielbein, the volume element \(d^Dx\) is replaced by the covariant volume element \(d^Dxe\). Correspondingly, the Dyson equation is modified as\(^53,54\)

\[
\mathcal{L}(x_1) \hat{G}(x_1, x_2) - \hat{\Sigma} \ast \hat{G}(x_1, x_2) = \delta^e(x_1, x_2),
\]

in which the modified convolution and \(\delta\) function are given by

\[
\hat{\delta}^e(x_1, x_2) \equiv e^{-1/2}e_{-1/2}(1)\delta(x_1 - x_2)e^{-1/2}(2),
\]

respectively. Although Eq. (8) looks complicated, by introducing a weight-one tensor density \(A(x_1, x_2) \equiv e^{1/2}(1)\hat{A}(x_1, x_2)e^{1/2}(2)\) from a tensor \(\hat{A}(x_1, x_2)\), it is symbolically reduced to the Dyson equation in flat spacetime as

\[
\mathcal{L}(x_1) \hat{G}(x_1, x_2) - \hat{\Sigma} \ast \hat{G}(x_1, x_2) = \delta(x_1 - x_2).
\]

Do not confuse a tensor density with a vector in three dimensions, which is indicated by an arrow below.

In order to deal with convolution, we move to the Wigner representation\(^31,32\)

\[
\hat{A}(X, p) \equiv \int d^Dx e^{-ipx/\hbar} \hat{A}(X + x/2, X - x/2),
\]

in terms of the center-of-mass coordinate \(X = (x_1 + x_2)/2\) and the relative canonical momentum \(p\) conjugate to \(x = x_1 - x_2\). In this representation, convolution is represented by the noncommutative Moyal product as \(A \ast \hat{B}(X, p) = A(X, p)e^{ih\mathcal{F}_a/2}[\hat{B}(X, p), \mathcal{F}_a = \partial_x^a \otimes \partial_{p_a} - \partial_{p_a} \otimes \partial_x^a]\) is the Poisson bracket in flat spacetime known in analytical mechanics. Note that the partial derivative on the left (right) side of \(\otimes\) acts on the left (right) only. See Appendix B for derivation. As a result, the Dyson equation Eq. (10) is simply represented by

\[
(\mathcal{L} - \hat{\Sigma}) \ast \hat{G}(X, \pi(X, p)) = 1.
\]

Now we take into account electromagnetic fields\(^25,26\) and torsion.\(^15\) These gauge fields are introduced through the covariant derivative \(D_a = e_\alpha^a(\partial_\alpha - i q A_\alpha)/\hbar\), which corresponds to the so-called Peierls substitution \(\pi_a(X, p) \equiv e_\alpha^a(X)[p_\alpha - qA_\alpha(X)]\) in the Wigner representation. Thus the Dyson equation in curved spacetime is given by

\[
(\mathcal{L} - \hat{\Sigma}) \ast \hat{G}(X, \pi(X, p)) = 1.
\]

However, since \(\pi(X, p)\) is a complicated function of \(X\), it is better to change variables \((X, p) \rightarrow (X, \pi)\), which leads
to replacing the Moyal product $\ast = e^{i\hbar F_a/2}$ by the star product $\ast \simeq 1 + i\hbar F/2$. By using the chain rule of partial derivatives, the Poisson bracket in curved spacetime is given by

$$\{F_a, \pi_b\} = e^\mu_a (\partial_X^\mu \otimes \partial_{\pi_a} - \partial_{\pi_a} \otimes \partial_X^\mu) + (q F_{ab} + T^0_{ab} \pi_0) \partial_{\pi_a} \otimes \partial_{\pi_b},$$

and the Dyson equation in curved spacetime Eq. (13) is modified as

$$(\mathcal{L} - \hat{\Sigma}) \ast \hat{G}(X, \pi) = 1. \quad (15)$$

See Appendix B for calculation details. Although we do not derive the exact form of the star product, Eqs. (14) and (15) complete the first-order perturbation theory of Green’s functions with respect to static uniform electromagnetic fields and torsion.

IV. PERTURBATION THEORY WITH RESPECT TO ELECTROMAGNETIC FIELDS AND TORSION

This is the final section for reviews. In this Section, we derive the first-order perturbation theory with respect to static uniform electromagnetic fields and torsion. We can neglect the $X$ dependence in the Green’s functions and the first term in Eq. (14). We also expand the Keldysh Green’s function and the self-energy with respect to $F_{ab}$ and $-T^0_{ab}$ as

$$\ast = 1 + i\hbar (q F_{ab} + (-T^0_{ab})(-\pi_0)) \partial_{\pi_a} \otimes \partial_{\pi_b}/2, \quad (16a)$$

$$\hat{G} = G_0 + h F_{ab} \hat{G}_{ab}/2 + h (-T^0_{ab}) \hat{G}_{-T^0_{ab}}/2, \quad (16b)$$

$$\hat{\Sigma} = \hat{\Sigma}_0 + h F_{ab} \hat{\Sigma}_{ab}/2 + h (-T^0_{ab}) \hat{\Sigma}_{-T^0_{ab}}/2. \quad (16c)$$

By substituting these equations into Eq. (15), we obtain $\hat{G}_0 = (\mathcal{L} - \hat{\Sigma}_0)^{-1}$ and

$$\hat{G}_{F_{ab}} = G_0 \hat{\Sigma}_{F_{ab}} G_0 - q[G_0 \hat{\Sigma}_{F_{ab}} G_0^{-1} \hat{G}_0 \partial_{\pi_a} \hat{G}_0^{-1} \hat{G}_0 - (c \leftrightarrow d)]/2i, \quad (17a)$$

$$\hat{G}_{-T^0_{ab}} = G_0 \hat{\Sigma}_{-T^0_{ab}} G_0 - (\pi_0) [G_0 \hat{\Sigma}_{-T^0_{ab}} G_0^{-1} \hat{G}_0 \partial_{\pi_a} \hat{G}_0^{-1} \hat{G}_0 - (c \leftrightarrow d)]/2i. \quad (17b)$$

Obviously, the only difference in Eq. (17) is the charge: $q$ in Eq. (17a) and $-\pi_0$ in Eq. (17b). Below, we explicitly write down the results for electromagnetic fields only, because those for torsion can be obtained by replacing $q \rightarrow -\pi_0$.

In order to calculate expectation values, we have to extract the lesser Green’s function. In the absence of electromagnetic fields or torsion, namely, in equilibrium, we know $G_0^< = \pm (G_0^R - G_0^A) f(-\pi_0)$ and $G_0^{-1<} = \pm (G_0^R - G_0^A)^{-1} f(-\pi_0)$, where $f(\xi) = (e^{\beta \xi} - 1)^{-1}$ is the distribution function. By introducing

$$G_{F_{ab}}^< = \pm [G_{F_{ab}}^{(0)} f(-\pi_0) + G_{F_{ab}}^{(1)} f'(-\pi_0)], \quad (18a)$$

$$\Sigma_{F_{ab}}^< = \pm [\Sigma_{F_{ab}}^{(0)} f(-\pi_0) + \Sigma_{F_{ab}}^{(1)} f'(-\pi_0)], \quad (18b)$$

we obtain

$$G_{F_{ab}}^{R<} = G_{F_{ab}}^{R} - \Sigma_{F_{ab}}^{R}, \quad (19a)$$

$$G_{F_{ab}}^{A<} = G_{F_{ab}}^{A} - \Sigma_{F_{ab}}^{A}, \quad (19b)$$

$$\Sigma_{F_{ab}}^{R<} = \Sigma_{F_{ab}}^{R} - \Sigma_{F_{ab}}^{A}, \quad (19c)$$

$$G_{F_{ij}}^{<1} = G_{F_{ij}}^{R} \Sigma_{F_{ij}}^{<1} G_{0}^{A} - q[G_{0}^{R} \partial_{\pi_j} G_{0}^{R-1} (G_{0}^{R} - G_{0}^{A}) - (G_{0}^{R} - G_{0}^{A}) \partial_{\pi_j} G_{0}^{A-1} G_{0}^{A}]/2i. \quad (19d)$$

The electric component of the self-energy $\Sigma_{F_{ij}}^{(0)}$ is determined self-consistently together with $G_{F_{ij}}^{<1}$, and the magnetic component is found to satisfy $G_{F_{ij}}^{<1} = \Sigma_{F_{ij}}^{<1} = 0$. This is because systems remain in equilibrium even in the presence of a static uniform magnetic field.

First, we derive the Green’s-function formula for the heat magnetization. Although we define the heat magnetization with the grand potential in Eq. (4b), we can also define the auxiliary heat magnetization with the total energy $K \equiv E - \mu N$. In the Wigner representation, the total energy is represented by

$$K = \pm \frac{i\hbar}{2} \int \frac{d^D \pi}{(2\pi\hbar)^D} \text{tr}([-\pi_0] \ast \hat{G})^< + c.c. \quad (20)$$
The auxiliary heat magnetization is defined and calculated as

\[
\dot{M}_{Qk} = -\frac{1}{2} \epsilon_{ijk} \frac{\partial K}{\partial (-T^0_{ij})} 
\]

\[
= - \frac{i \hbar^2}{2} \epsilon_{ijk} \int \frac{d^D \pi}{(2 \pi \hbar)^D} f(-\pi_0)(-\pi_0) \text{tr} G^{-1}_{-T_{ij}} + \text{c.c.}
\]

\[
= \hbar^2 \epsilon_{ijk} \int \frac{d^D \pi}{(2 \pi \hbar)^D} f(-\pi_0)(-\pi_0)^2 \text{tr} G^R_0 \partial_{\pi_0} G^{R-1}_0 \partial_{\pi_0} G^{R-1}_0 G^R_0 + \text{c.c.}
\]

\[
= \hbar^2 \epsilon_{ijk} \int \frac{d^D \pi}{(2 \pi \hbar)^D} f(-\pi_0)(-\pi_0) \text{tr} G^R_0 \partial_{\pi_0} G^{R-1}_0 G^R_0 + \text{c.c.}, (21a)
\]

which is obtained by using Eq. (19) and the cyclic property of trace. The proper and auxiliary heat magnetizations are related as

\[
\beta^{-1} \frac{\partial (\beta^2 M_{Qk})}{\partial \beta} = \dot{M}_{Qk}.
\]

(22)

This relation is derived as follows. Following Ref. 14, we introduce \( \dot{M}_s = \beta \dot{M}_Q \) and \( \dot{B}_s = \beta^{-1} \dot{B}_s \), in which \( B^k_s = (1/2)\epsilon_{ijk}(-T^0_{ij}) \) is a torsional magnetic field. The thermodynamic relation in terms of the grand potential is expressed by \( d\Omega = -SdT - \dot{M}_s \cdot d\dot{B}_s - N d\mu \), which leads to \( S = -(\partial \Omega / \partial T) \) and \( \dot{M}_s = -(\partial \Omega / \partial \dot{B}_s) \). The latter is the definition of the heat magnetization in Eq. (4b). By combining these two equations, we obtain Maxwell’s relation \(-(\partial^2 \Omega / \partial T \partial \dot{B}_s) = \partial S / \partial \dot{B}_s = \partial M_s / \partial T \). Now we turn to the total energy \( K = \Omega + TS \), whose thermodynamic relation is expressed by \( dK = T dS - \dot{M}_s \cdot d\dot{B}_s - N d\mu \). From this relation, we obtain \( -(\partial K / \partial \dot{B}_s) = -T(\partial S / \partial \dot{B}_s) + \dot{M}_s = -T(\partial M_s / \partial T) + \dot{M}_s = \partial (\beta^2 \dot{M}_Q) / \partial \beta \). This quantity is also expressed by \( -\partial K / \partial \dot{B}_s = \beta \dot{M}_Q \), which results in Eq. (22).

Second, we write down the Kubo formula for the electric and thermal (Hall) conductivities.\(^15\) The charge and heat currents are represented by

\[
J^i = \pm \frac{i \hbar}{2} \int \frac{d^D \pi}{(2 \pi \hbar)^D} \text{tr}[(-\partial_{\pi_i} \hat{G}^{-1}) \rightstar \hat{G}] + \text{c.c.}, (23a)
\]

\[
J^i_Q = \pm \frac{i \hbar}{2} \int \frac{d^D \pi}{(2 \pi \hbar)^D} \text{tr}[(-\partial_{\pi_i} \hat{G}^{-1}) \rightstar \hat{G} \rightstar (-\pi_0)] + \text{c.c.}, (23b)
\]

in which \( -\partial_{\pi_i} \hat{G}^{-1} \) is the renormalized velocity to guarantee the Ward identity. The electric (Hall) conductivity is defined and calculated as

\[
\sigma^{ij} = \frac{\partial J^j}{\partial F_{j0}}
\]

\[
= \frac{\hbar^2 q^2}{6} \epsilon^{ijk} \epsilon_{abck} \int \frac{d^D \pi}{(2 \pi \hbar)^D} f(-\pi_0) \text{tr} G^R \partial_{\pi_k} G^{R-1} G^R_0 \partial_{\pi_k} G^{R-1}_0 G^R \partial_{\pi} G^{R-1} + \text{c.c.}
\]

\[
+ \frac{\hbar^2 q^2}{4} \int \frac{d^D \pi}{(2 \pi \hbar)^D} f(-\pi_0) \text{tr}(G^R - G^A) \partial_{\pi_k} (G^{R-1}_0 + G^{A-1}_0) G^R_0 \partial_{\pi_k} G^{R-1} + \text{c.c.}
\]

\[
+ \frac{i \hbar^2 q}{2} \int \frac{d^D \pi}{(2 \pi \hbar)^D} f(-\pi_0) \text{tr} \Sigma^{(1)}_{Fj0} (G^R_0 - G^A_0) \partial_{\pi_k} G^{R-1}_0 G^R_0 + \text{c.c.}
\]

(24c)

These terms are called “int II”, “int I”, and “ext”, respectively. Obviously, the Fermi-sea term denoted by “int II” appears only in the Hall conductivity. The Kubo formula for the thermal (Hall) conductivity is essentially the same as that for the electric (Hall) conductivity and is given by

\[
T^-i^j = \frac{\partial J^j_Q}{\partial (-T^0_{ij})}
\]

\[
= \frac{\hbar^2}{6} \epsilon^{ijk} \epsilon_{abck} \int \frac{d^D \pi}{(2 \pi \hbar)^D} f(-\pi_0)(-\pi_0)^2 \text{tr} G^R \partial_{\pi_k} G^{R-1} G^R_0 \partial_{\pi_k} G^{R-1}_0 G^R \partial_{\pi} G^{R-1} + \text{c.c.}
\]

(25a)
\[ \begin{align*}
\frac{\hbar^2}{4} \int \frac{dD \pi}{(2\pi \hbar)^D} f'(-\pi_0)(-\pi_0)^2 \text{tr}(G_0^R - G_0^A) \partial_{\pi_i} (G_0^{R-1} + G_0^{A-1}) G_0^R \partial_{\pi_j} G_0^{R-1} + \text{c.c.} \\
\frac{i\hbar^2}{2} \int \frac{dD \pi}{(2\pi \hbar)^D} f'(-\pi_0)(-\pi_0)^2 \text{tr} \Sigma^{<1}_{-T\rho_0} (G_0^R - G_0^A) \partial_{\pi_i} G_0^{R-1} G_0^R + \text{c.c.}
\end{align*} \] (25b)

Note that these expressions were already obtained by the Keldysh formalism in electromagnetic and gravitational fields, and the electric and thermal transport properties in a disordered interacting Fermi liquid were deeply studied.\textsuperscript{5,6} As introduced above, the heat magnetization is necessary for calculating the proper thermal Hall conductivity, whose expression was first obtained by gauging the time translation symmetry and developing the Keldysh formalism in curved spacetime.\textsuperscript{15} Equations (21), (24), and (25) can be applied to disordered or interacting systems, because these are obtained by a perturbation theory with respect to field strengths but not with respect to the impurity or interaction strength.

Below we restrict ourselves to the self-consistent T-matrix approximation to deal with nonmagnetic impurities. For \( \delta \)-function nonmagnetic impurities, the T-matrix is defined by \( \Sigma \equiv n_i \hat{T} \) and is expressed by

\[ t(-\pi_0) = \left[ 1 - v_i \int \frac{dD \pi}{(2\pi \hbar)^D} G_0^R \right]^{-1}. \] (26)

Note that the T matrix is defined by \( \hat{\Sigma} \equiv n_i \hat{\mathbf{T}} \) for generic disordered systems. In terms of Feynman diagrams, the self-consistent T-matrix approximation is expressed in Fig. 1. The unperturbed and perturbed T-matrices are given by\textsuperscript{25,28}

\[ t_0^R(-\pi_0) = \left[ 1 - v_i \int \frac{dD \pi}{(2\pi \hbar)^D} G_0^R \right]^{-1}, \] (27a)

\[ t_{F,a}^R(-\pi_0) = v_i t_0^R(-\pi_0) \int \frac{dD \pi}{(2\pi \hbar)^D} G_{F,a}^R t_0^R(-\pi_0), \] (27b)

\[ t_{F,0}^{<1}(-\pi_0) = v_i t_0^R(-\pi_0) \int \frac{dD \pi}{(2\pi \hbar)^D} G_{F,0}^{<1} t_0^R(-\pi_0). \] (27c)

V. ELECTRIC AND THERMAL (HALL) CONDUCTIVITIES FOR A DISORDERED WEYL FERROMAGNET

Now that we have prepared all the Green’s-function formulas to calculate the electric and thermal (Hall) conductivities, let us apply them to a disordered Weyl ferromagnet. We study the linearized Weyl Hamiltonian without the time-reversal symmetry,

\[ \mathcal{H}(\mathbf{p}) = v_0 p_x \mathbf{\sigma} \cdot \mathbf{\sigma} + b \sigma_z, \] (28)

in which \( v, b, \rho_x \) = ±1, and \( \mathbf{\sigma} \) indicate the Fermi velocity, the Zeeman interaction, chirality, and the Pauli matrices for spin, respectively. The distance between Weyl nodes in the wave number space is denoted by \( 2k_0 \equiv 2b/\hbar v \), and the intrinsic contribution is given by \( -\sigma_0 = -v_0^2b/2\pi^2\hbar^2v = -(q^2/2\pi \hbar)(2k_0/2\pi). \)\textsuperscript{33,36–38} We deal with \( \delta \)-function nonmagnetic impurities within the self-consistent T-matrix approximation.

Calculation is summarized in Fig. 2. For simplicity, we omit the hat symbols for the locally flat coordinates and write \( \pi_a = (-\xi, p_i) \). We expand the Green’s function and the self-energy with respect to the Pauli matrices, i.e., \( \mathcal{A} = A_0 + \hat{\mathbf{A}} \cdot \mathbf{\sigma} \). All the momentum integrals can be carried out analytically for each value of the energy \( \xi \), and the self-consistent calculation of the self-energy and the energy integrals are done numerically. We introduce two cutoffs for the momentum integrals; \( (v_0 p_1)^2 < \Lambda^2 \) and \( |v_0 p_z| < \Lambda_z \). Here we emphasize that the intrinsic contribution strongly depends on ultraviolet regularization.\textsuperscript{37,57} In particular, if we take the limit of \( \Lambda_z \to \infty \), the intrinsic contribution for a massive Dirac ferromagnet with mass \( m > b \) is given by \( \sigma_0 \), \textsuperscript{57} although the system is not a Weyl semimetal but a trivial insulator. In our case, the intrinsic contribution consists of the topological term \( -\sigma_0 \) and this additional term due to the incorrect regularization and hence vanishes. We should keep \( \Lambda_1 \gg \Lambda_z \gg b \) to obtain the proper intrinsic contribution. The chemical potential is determined self-consistently to fix the particle number without impurities at \( T = 0 \). See Appendices C–G for the details.

First, we show the \( n_i v_i^2 \) dependences of the electric and thermal resistivities and the Lorenz ratio in Fig. 3. The momentum cutoffs are given by \( \Lambda_1/b = 300 \) and \( \Lambda_z/b = 30 \), and the energy interval \( |\xi|/\hbar < 305 \) is divided into 21\textsuperscript{7} subintervals. We use \( \mu_0/b = 2, k_0^0 \sigma_0/b = 0.01 \), and \( T/b = 0.01 \) for Fig. 3. At the lowest temperature, \( L^{xy}/L_0 \) remains unity, and the Wiedemann-Franz law holds for each component.

Next, we show the \( n_i v_i^2 \) dependences of the electric and thermal Hall conductivities and the Hall Lorenz ratio in Fig. 4. Note that \( T_{\text{Crit}} \) is defined by sum of \( T_{\text{Crit int II}} \) and 2\( M_{Q_2} \). “Ext” can be identified as the skew-scattering contribution\textsuperscript{21,22} since it is enhanced as \( n_i v_i^2 \). In terms of the scaling, we find \( \sigma_{xy}^H \propto \sigma_{xx} \). “Int II” remains constant as a function of \( n_i v_i^2 \), which is specific for the linearized Weyl Hamiltonian. In fact, the intrinsic contribution is known to remain constant by changing \( \mu \) or \( T \),\textsuperscript{37} because the density of Berry curvature is finite only at \( \Lambda_z - b < |\xi| < \Lambda_z + b \). As a result, we do not find the nontrivial scaling relation \( \sigma_{xy} \propto (\sigma_{xx})^{1/2} \) which was found in a two-dimensional disordered Rashba ferromagnet in the dirty regime.\textsuperscript{27–29} We also note that
FIG. 1. Feynman diagrams of (a) the Dyson equation, (b) the self-energy within the self-consistent $T$-matrix approximation, and (c) the lowest-order self-energy which is not taken into account in the self-consistent $T$-matrix approximation. Thick and thin arrows indicate the perturbed and unperturbed Green’s functions, respectively. Crosses and dotted lines indicate the impurity concentration $n_i$ and the impurity strength $v_i$, respectively.

Unperturbed [App. C]

\[ G^R_{0}(\xi, p) = \xi + \mu - \mathcal{H}(p) - \Sigma^R_{0}(\xi) \]

\[ t^R_0(\xi) = (1 - v_0 g^R_0(\xi))^{-1} \quad \text{[Eq. (27a)]} \]

\[ \Sigma^R_{0}(\xi) = n_i v_0 t^R_0(\xi) \]

First order with respect to an electric field [App. E]

\[ G^{R(1)}_{F_{xy}} = g^{R(1)}_{F_{xy}} G^R_{0} + \ldots \quad \text{[Eq. (19d)]} \]

\[ t^{R(1)}_{F_{xy}}(\xi) = n_i v_0 t^R_0(\xi) g^{R(1)}_{F_{xy}}(\xi) \quad \text{[Eq. (27c)]} \]

\[ \Sigma^{R(1)}_{F_{xy}}(\xi) = n_i v_0 t^{R(1)}_{F_{xy}}(\xi) \]

First order with respect to a magnetic field [App. D]

\[ G^{R}_{F_{xy}} = G^R_{0} g^{R}_{F_{xy}} G^R_{0} + \ldots \quad \text{[Eq. (19a)]} \]

\[ t^{R}_{F_{xy}}(\xi) = n_i v_0 t^R_0(\xi) g^{R}_{F_{xy}}(\xi) \quad \text{[Eq. (27b)]} \]

\[ \Sigma^{R}_{F_{xy}}(\xi) = n_i v_0 t^{R}_{F_{xy}}(\xi) \]

Heat magnetization [App. F]

\[ M_{Q_x} \quad \text{[Eqs. (21, 22)]} \]

Electric and thermal (Hall) conductivities [App. G]

\[ \sigma^{yy}, \sigma^{xy}, T_{k^{xy}}, T_{k^{xy}} \quad \text{[Eqs. (24, 25)]} \]

FIG. 2. Flowchart of the self-consistent $T$-matrix approximation to deal with $\delta$-function nonmagnetic impurities. $g^R_{0}(\xi), g^{R}_{F_{xy}}(\xi), g^{R(1)}_{F_{xy}}(\xi)$ with small letters represent the momentum integrals of $G^R_{0}(\xi, p), G^{R}_{F_{xy}}(\xi, p), G^{R(1)}_{F_{xy}}(\xi, p)$ with capital letters, respectively. See Appendices C-G for the details.

FIG. 3. (Color online) (a) Electric resistivity $\rho^{yy}$, (b) thermal resistivity $T_{\mu^{yy}}$, and (c) Lorenz ratio $L^{yy}$ as functions of the impurity strength $n_i v_i^2$. “Int I,” “ext”, and sum of them are indicated by blue triangles, red squares, and black crosses, respectively. We use $\mu_0/b = 2$, $k_0^3 n_i^2/b^2 = 0.01$, and $T/b = 0.01$. 

(a) \[ \sigma^{yy} \]

(b) \[ L_{0}^{yy} T_{\mu^{yy}} \]

(c) \[ L^{yy}/L_{0} \]
At finite temperature, the (Hall) Lorenz ratio $L$ can be more or less than unity depending on $\sigma_{\text{int}} / \sigma_0$ and $-\sigma_{\text{int}} / L_0 T \sigma_0$ are less than unity owing to the finite momentum cutoffs. “Int I” is small compared with “int II” but constant as a function of $n_i v^2$. In the Berry-phase formula, i.e., in the clean limit, “int I” vanishes for the linearized Weyl Hamiltonian. Therefore, this term is identified as the side-jump contribution.23,24 At the lowest temperature, $L^{xy}/L_0$ remains unity, which is consistent with the Wiedemann-Franz law. Thus, the Keldysh formalism in curved spacetime provides a practical perturbation theory for calculating the electric and thermal (Hall) conductivities on an equal footing.

We also show the $T$ dependences of the electric and thermal resistivities and the Lorenz ratio in Fig. 5 and those of the electric and thermal Hall conductivities and the Hall Lorenz ratio in Fig. 6. We use $\mu_0/b = 2$, $k_0^2 v_i / b = 0.01$, and $k_0^2 n_i v_i^2 / b^2 = 0.0001$. The Lorenz ratio $L^{xy}/L_0$ remains unity as widely believed in the absence of inelastic scattering, while the Hall Lorenz ratio $L^{xy}/L_0$ does not. Below, we discuss this temperature dependence more seriously.

VI. DISCUSSION

Here we discuss the temperature dependences of the Fermi-surface terms denoted by “int I” and “ext”. To do this, we use the Sommerfeld expansion

$$\sigma_{\alpha}^{ij} = \int d\epsilon [-f'(\epsilon)] g(\epsilon) \approx g(\mu) + (1/6)(\pi T)^2 g^{(2)}(\mu) + (7/360)(\pi T)^4 g^{(4)}(\mu), \tag{29}$$

for an infinitely differentiable function $g(\epsilon)$. The Fermi-surface terms $\alpha = \text{int I}, \text{ext}$ for the electric and thermal (Hall) conductivities can be approximated by

$$\sigma_{\alpha}^{ij} = \int d\epsilon [-f'(\epsilon - \mu)] s_{\alpha}^{ij}(\epsilon) \approx s_{\alpha}^{ij}(\mu) + (1/6)(\pi T)^2 s_{\alpha}^{ij(2)}(\mu), \tag{30a}$$

$$\kappa_{\alpha}^{ij}/L_0 T \approx \frac{3}{(\pi T)^2} \int d\epsilon [-f'(\epsilon)(\epsilon - \mu)] (\epsilon - \mu)^2 s_{\alpha}^{ij}(\epsilon) \approx s_{\alpha}^{ij}(\mu) + (7/10)(\pi T)^2 s_{\alpha}^{ij(2)}(\mu), \tag{30b}$$

$$L_{\alpha}^{ij}/L_0 = \kappa_{\alpha}^{ij}/L_0 T s_{\alpha}^{ij} \approx 1 + (8/15)(\pi T)^2 s_{\alpha}^{ij}(\mu)/s_{\alpha}^{ij}(\mu). \tag{30c}$$

At finite temperature, the (Hall) Lorenz ratio $L_{\alpha}^{ij}/L_0$ can be more or less than unity depending on $s_{\alpha}^{ij}(\mu)/s_{\alpha}^{ij}(\mu)$. However, when the chemical potential is fixed, the convexes of $\sigma_{\alpha}^{ij}$ and $\kappa_{\alpha}^{ij}/L_0 T$ depend only on the sign of $s_{\alpha}^{ij(2)}(\mu)$ and hence coincide. As seen in Fig. 6, $-\sigma_{\text{ext}}^{xy}$ is convex upward, while $-\kappa_{\text{ext}}^{xy}/L_0 T$ is convex downward. The temperature dependence of the skew-scattering contribution cannot be explained as it is.

In our calculation, the chemical potential depends on temperature so as to fix the particle number. Again by using Eq. (29), we obtain

$$\mu \approx \mu_0 - (1/6)(\pi T)^2 D'(\mu_0)/D(\mu_0), \tag{31}$$

with $D(\mu)$ being the density of states. We employ the Taylor expansion in Eq. (30) to obtain

$$\sigma_{\alpha}^{ij} \approx s_{\alpha}^{ij}(\mu_0) + (1/6)(\pi T)^2 \left[x s_{\alpha}^{ij(2)}(\mu_0) - s_{\alpha}^{ij}(\mu_0) \frac{D'(\mu_0)}{D(\mu_0)} \right], \tag{32a}$$

$$\kappa_{\alpha}^{ij}/L_0 T \approx s_{\alpha}^{ij}(\mu_0) + (1/6)(\pi T)^2 \left[\frac{21}{5} s_{\alpha}^{ij(2)}(\mu_0) - s_{\alpha}^{ij}(\mu_0) \frac{D'(\mu_0)}{D(\mu_0)} \right], \tag{32b}$$

$$L_{\alpha}^{ij}/L_0 \approx 1 + (8/15)(\pi T)^2 s_{\alpha}^{ij(2)}(\mu_0)/s_{\alpha}^{ij}(\mu_0). \tag{32c}$$

Thus, the (Hall) Lorenz ratio $L_{\alpha}^{ij}/L_0$ can be more or less than unity depending on $s_{\alpha}^{ij(2)}(\mu_0)/s_{\alpha}^{ij}(\mu_0)$, and the convexities of $\sigma_{\alpha}^{ij}$ and $\kappa_{\alpha}^{ij}/L_0 T$ do not always coincide. In particular, for $-\sigma_{\text{ext}}^{xy}(\mu_0) < -s_{\text{ext}}^{xy}(\mu_0) D'(\mu_0)/D(\mu_0) < 21[-s_{\text{ext}}^{xy(2)}(\mu_0)]/5$, $-\sigma_{\text{ext}}^{xy}$ is convex upward, while $-\kappa_{\text{ext}}^{xy}/L_0 T$ is convex downward. We show the energy dependences of $D(\xi)$ and $s_{\alpha}^{xy}(\xi)$ in Fig. 7. We find $D(\xi) \approx c_1 \xi^2$ and $-s_{\text{ext}}^{xy}(\xi) \approx c_2 \xi^2$ with $c_1, c_2 > 0$, which satisfy the above inequalities. The Lorenz ratio $L_{\alpha}^{xy}/L_0$ remains unity because $s_{\alpha}^{xy}(\xi)$ is almost linear, and hence $s_{\alpha}^{xy(2)}(\mu_0)/s_{\alpha}^{xy}(\mu_0)$ is negligible.

Let us mention some impurity effects which we do not take into account. The self-consistent $T$-matrix approximation is valid in the dilute impurity limit and does not include the weak localization due to diffusions and Cooperons nor the Anderson localization. A doped Weyl semimetal on which we focus is compressible and exhibits the Anderson transition. When the chemical potential lies on Weyl nodes, where the density of states vanishes, two quantum phase transitions take place: one is from a Weyl semimetal to a compressible metal, and the other is then to an Anderson insulator.58–60 As long as the electric (Hall) conductivity $\sigma_{\alpha}^{xy}$ is nonzero, the Lorenz ratio $L_{\alpha}^{xy}/L_0$ goes to unity for generic disorder.61 This can also be seen in our results Eqs. (24) and (25). For elastic scattering, $\Sigma_{\alpha}^{xy(1)}(\xi) = \Sigma_{\alpha}^{xy(1)}(\xi)/q$ holds true, and these equations are expressed by Eq. (30a) and Eq. (30b), respectively. One counterexample is the intrinsic contribution to the Hall conductivity, for which Eqs. (32a) and (32b) start from $O(T^2)$ because of $-\sigma_{\text{ext}}^{xy}(\xi) \approx c_2 \xi^2$. As a result, the Lorenz ratio is given by $L_{\text{ext}}^{xy}/L_0 = 21/5$. Note that the chemical potential does not depend on temperature, and hence the density-of-states corrections in Eqs. (32a) and (32b) are not necessary.

In realistic systems, we do not expect the above temperature dependences because of inelastic scattering. Experimentally, the Hall Lorenz ratio in Ni and Co is almost constant while that in Fe rapidly decreases.1–3 Since the intrinsic contribution is dominant in Ni and Co while the skew-scattering contribution is dominant in Fe,61 it is concluded that the intrinsic mechanism is robust against inelastic scattering, but not the extrinsic mechanisms. This conclusion was also supported experimentally by the (Hall) resistivity measurements62–64 and theoretically.65
FIG. 4. (Color online) (a) Hall conductivity $-\sigma_{xy}$, (b) thermal Hall conductivity $-\kappa_{xy}/T$, and (c) Hall Lorenz ratio $L_{xy}$ as functions of the impurity strength $n_i v_i^2$. “Int II”, “int I”, “ext”, and sum of them are indicated by magenta circles, blue triangles, red squares, and black crosses, respectively. The parameters are the same as in Fig. 3.

FIG. 5. (Color online) (a) Electric resistivity $\rho_{yy}$, (b) thermal resistivity $\tau_{w,yy}$, and (c) Lorenz ratio $L_{yy}$ as functions of temperature $T$. The symbols are the same as in Fig. 3. We use $\mu_0/b = 2$, $k_0^3 n_i v_i^2/b^2 = 0.0001$.

FIG. 6. (Color online) (a) Hall conductivity $-\sigma_{xy}$, (b) thermal Hall conductivity $-\kappa_{xy}/T$, and (c) Hall Lorenz ratio $L_{xy}$ as functions of temperature $T$. The symbols are the same as in Fig. 4, and the parameters are the same as in Fig. 5.
It is an important future problem to calculate the electric and thermal (Hall) conductivities by taking into account both disorder and interactions.

To summarize, we investigated the transport properties for a doped Weyl ferromagnet with nonmagnetic impurities which exhibits the AHE. We used the Keldysh formalism in curved spacetime which recently we developed and calculated the electric and thermal (Hall) conductivities by taking into account both disorder and interactions. Our results can be understood by the formula derived by Smrčka and Středa, which works at any temperature as far as elastic scattering is concerned. However, by using our practical perturbation theory, we can go beyond Smrčka and Středa and deal with both disorder and interactions.
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Appendix A: Invariance of Torsion under Local Time Translation

Here we explicitly show the invariance of $T_{ab}^0$ under local time translation $x^0 = x^0 + \epsilon^0(x)$ and $x^i = x^i$. By using

$$\frac{\partial x^\mu}{\partial x'^\nu} = \begin{bmatrix} 1 + \partial_0 e^0_0 & \partial_i e^0_j \\ 0 & \delta^i_j \end{bmatrix},$$

$$\frac{\partial x^\nu}{\partial x'^\mu} = \begin{bmatrix} (1 + \partial_0 e^0_0)^{-1} & 0 \\ -(1 + \partial_0 e^0_0)^{-1} \partial_i e^0_0 & \delta^i_j \end{bmatrix},$$

vielbein, its inverse, and torsion transform as

$$e_0^0(x') = (\partial x'^0/\partial x^0)e_0^0(x) = (1 + \partial_0 e^0_0)^{-1}e_0^0,$$

$$e_i^0(x') = (\partial x'^0/\partial x^i)e_0^0(x) = e_i^0 - (1 + \partial_0 e^0_0)^{-1}\partial_i e^0_0 e_0^0,$$

$$e_0^1(x') = (\partial x'^1/\partial x^0)e_0^1(x) = (1 + \partial_0 e^0_0)e_0^1 + \partial_i e^0_0 e_0^i,$$

$$e_i^1(x') = (\partial x'^1/\partial x^i)e_0^1(x) = e_i^i.$$

FIG. 7. (Color online) Energy dependences of (a) the density of states $D$, (b) the electric conductivity $s_{\text{int}}^{yy}/s_{\text{ext}}^{yy}$, and (c) the Hall conductivity $-s_{\text{int}}^{xy}/s_{\text{ext}}^{xx}$. In (b) and (c), “int” and “ext” are indicated by blue dashed and red dotted lines, respectively. The parameters are the same as in Fig. 5.
and
\[ T^{\delta}_j(x') = \partial_j \hat{e}_\delta(x') - \partial_\delta \hat{e}_j(x') \]
\[ = [\partial_j - (1 + \partial \theta^0)^{-1} \partial_j \theta \theta_\delta][\hat{e}_\delta(x') - (1 + \partial \theta^0)^{-1} \partial \theta \hat{e}_j(x')] \]
\[ = (1 + \partial \theta^0)^{-1} T^{\delta}_j, \quad (A4a) \]
\[ T^{\delta}_{ij}(x') = \partial_i \hat{e}_j(x') - \partial_j \hat{e}_i(x') \]
\[ = [\partial_i - (1 + \partial \theta^0)^{-1} \partial_i \theta \theta_\delta][\hat{e}_j(x') - (1 + \partial \theta^0)^{-1} \partial \theta \hat{e}_i(x')] - (i \leftrightarrow j) \]
\[ = T^{\delta}_{ij} + (1 + \partial \theta^0)^{-1} (\partial_i \theta \hat{e}_j T^{\delta}_{0j} - \partial_j \theta \hat{e}_i T^{\delta}_{0i}), \quad (A4b) \]
respectively. Thus, \( T^{\delta}_{\mu \nu} \) is not invariant under local time translation. On the other hand, \( T^{\delta}_{ab} \) is invariant as
\[ T^{\delta}_{ab}(x') = e_a^k(x') e_b^l(x') T^{\delta}_{kl}(x') + e_a^l(x') e_b^k(x') T^{\delta}_{kl}(x') + e_a^l(x') e_b^l(x') T^{\delta}_{kl}(x') \]
\[ = e_a^k[(1 + \partial \theta^0) e_b^l] (1 + \partial \theta^0)^{-1} T^{\delta}_{kl} + [(1 + \partial \theta^0) e_a^k + \partial \theta e_b^k] e_b^l (1 + \partial \theta^0)^{-1} T^{\delta}_{kl} \]
\[ = e_a^k e_b^l T^{\delta}_{kl} + e_a^l e_b^k T^{\delta}_{kl} + e_a^k e_b^l T^{\delta}_{kl}, \quad (A5) \]
We also note that Eq. (A2) indicates the exact gauge transformation of a gravitational (vector) potential \( e_\delta^\mu = (1 + \partial \phi^\mu - A_\mu^\delta) \), which is different from the U(1) gauge transformation. However, when \( |\partial \phi^\mu| \ll 1 \) and \( |\phi| \ll 1 \), Eq. (A2) is approximately expressed by the U(1) gauge transformation \( \phi_\mu'(x') \approx \phi_\mu(x) - \partial \theta^0(x) \) and \( A_\mu^\delta(x') \approx A_\mu(x) + \partial \theta^0(x) \).

**Appendix B: Derivation of the Moyal and Star Products**

In this Appendix, we derive the Moyal product in flat spacetime and the star product in curved spacetime. The Moyal product \( \ast \) is defined by the Wigner representation of convolution and is calculated as
\[ \hat{A} \ast \hat{B}(x, p) = \int \frac{d^D x}{(2\pi \hbar)^D} \frac{d^D y}{(2\pi \hbar)^D} e^{-ip \cdot x}/h \hat{A}(x + x/2, y) \hat{B}(y, x - x/2) \]
\[ = \int \frac{d^D x}{(2\pi \hbar)^D} \frac{d^D y}{(2\pi \hbar)^D} \int \frac{d^D r}{(2\pi \hbar)^D} e^{-ip \cdot x}/h \hat{A}(x + x/2, y + y/2 - x/4, r) \]
\[ \times \hat{B}(x/2 + y/2 + x/4, q) \hat{B}(x/2 + y/2 - x/4, r) \]
\[ = \int \frac{d^D x_1}{(2\pi \hbar)^D} \int \frac{d^D x_2}{(2\pi \hbar)^D} \int \frac{d^D p_1}{(2\pi \hbar)^D} \int \frac{d^D p_2}{(2\pi \hbar)^D} e^{-ip_1 \cdot x_1 - p_2 \cdot x_2}/h \hat{A}(x_1/2 + p_1, x_2/2 + p_2) \]
\[ \times \hat{B}(x_1/2 + p_1, x_2/2 + p_2) \]
\[ \times e^{-ip_1 \cdot x_1 + i\hbar \partial_\mu}/h \hat{e}_\mu\partial x_2/2 \hat{A}(x, p) \]
\[ = \hat{A}(x, p)e^{i\hbar \mathcal{F}_0/2} \hat{B}(x, p). \quad (B1) \]
In the second line, we employ the inverse Fourier transformation. In the third line, we change variables \( x_1 = -X + y + x/2, x_2 = -X + y - x/2 \) and introduce \( p_1 = q - p, p_2 = r - p \). As defined in the main text, \( \mathcal{F}_0 = \partial X^\ast \otimes \partial p_\Lambda - \partial p_\Lambda \otimes \partial X^\ast \) is the Poisson bracket in flat spacetime.

The star product \( \ast \) is obtained by the Peierls substitution \( \pi_\Lambda = e_\Lambda^\mu(X)[\pi_\Lambda - q A_\mu(X)] \). Strictly, we cannot employ the Peierls substitution for the Moyal product since the Moyal product is given by an exponential function of the Poisson bracket. Instead, we employ it for the Poisson bracket, from which we construct the star product. This procedure is known as deformation quantization in mathematics and was carried out to obtain the Keldysh formalism in dynamical or nonuniform electromagnetic fields. According to the chain rule, partial derivatives are modified as \( \partial X^\ast \to e_a^\mu \partial X^\ast - e_a^\mu e_b^\nu(q \partial X^\ast A_\nu + \partial X^\ast e_\nu^0 \pi_\Lambda) \partial_\pi^\ast \) and \( \partial p_\Lambda \to \partial p_\Lambda \), and the Poisson bracket is modified as
\[ \mathcal{F}_0 = \partial X^\ast \otimes \partial p_\Lambda - \partial p_\Lambda \otimes \partial X^\ast \to e_a^\mu(\partial X^\ast \otimes \partial \pi^\ast - \partial \pi^\ast \otimes \partial X^\ast) + e_a^\mu e_b^\nu(q F_{\mu \nu} + T^{\delta}_{\mu \nu} \pi_\Lambda) \partial_\pi^\ast \otimes \partial_\pi^\ast = \mathcal{F}. \quad (B2) \]
Appendix C: Unperturbed Self-Energy

We calculate the unperturbed retarded self-energy $\Sigma^R_0(\xi)$. We introduce $z^R(\xi) \equiv \xi + \mu - \Sigma^R_0(\xi)$ and $\eta^R(\xi) \equiv b + \Sigma^R_{0z}(\xi)$ and obtain

$$G^{R-1}_0(\xi,\vec{p}) = \xi + \mu - \mathcal{H}(\vec{p}) - \Sigma^R_0(\xi) = z^R(\xi) - [v_{px}\vec{p}_\perp + \Sigma^R_{0\perp}(\xi)] \cdot \vec{\sigma}_\perp - [v_{px}p_z + \eta^R(\xi)]\sigma_z, \quad (C1a)$$

$$G^R_0(\xi,\vec{p}) = \Gamma^R_0(\xi,\vec{p}) \{z^R(\xi) + [v_{px}\vec{p}_\perp + \Sigma^R_{0\perp}(\xi)] \cdot \vec{\sigma}_\perp + [v_{px}p_z + \eta^R(\xi)]\sigma_z\}, \quad (C1b)$$

$$\Gamma^R_0(\xi,\vec{p}) \equiv \text{det} G^R_0(\xi,\vec{p}) = \{z^{R2}(\xi) - [v_{px}\vec{p}_\perp + \Sigma^R_{0\perp}(\xi)]^2 - [v_{px}p_z + \eta^R(\xi)]^2\}^{-1}. \quad (C1c)$$

In order to calculate the self-consistent $T$ matrix, we define $g^R_0(\xi)$ by the momentum integral of $G^R_0(\xi,\vec{p})$. Explicitly, it is given by

$$g^R_0(\xi) \equiv \int \frac{d^3p}{(2\pi\hbar)^3} G^R_0(\xi,\vec{p}), \quad (C2a)$$

$$g^{R0}(\xi) = z^R(\xi) \int \frac{d^3p}{(2\pi\hbar)^3} \Gamma^R_0(\xi,\vec{p}), \quad (C2b)$$

$$g^{R0}(\xi) = \int \frac{d^3p}{(2\pi\hbar)^3} \Gamma^R_0(\xi,\vec{p}) [v_{px}\vec{p}_\perp + \Sigma^R_{0\perp}(\xi)], \quad (C2c)$$

$$g^{Rz}(\xi) = \int \frac{d^3p}{(2\pi\hbar)^3} \Gamma^R_0(\xi,\vec{p}) [v_{px}p_z + \eta^R(\xi)], \quad (C2d)$$

from which we obtain

$$t^R_0(\xi) = [1 - v_i g^{R0}_0(\xi)]^{-1} = \tau^R_0(\xi) \{1 - v_i g^{R0}_0(\xi)\} \cdot \vec{\sigma}], \quad (C3a)$$

$$\tau^R_0(\xi) \equiv \text{det} t^R_0(\xi) = \{(1 - v_i g^{R0}_0(\xi))^2 - [v_i g^{R0}_0(\xi)]^2\}^{-1}. \quad (C3b)$$

If we put $\Sigma^R_{0\perp}(\xi) = 0$, $\Gamma^R_0(\xi,\vec{p})$ is even with respect to $\vec{p}_\perp$, which leads to $g^{R0}_0(\xi) = 0$ in Eq. (C2c) and $t^R_{0\perp}(\xi) = 0$ in Eq. (C3a). Therefore we obtain $\Sigma^R_{0\perp}(\xi) = 0$ and

$$G^{R-1}_0(\xi,\vec{p}) = z^R(\xi) - v_{px}\vec{p}_\perp \cdot \vec{\sigma}_\perp - [v_{px}p_z + \eta^R(\xi)]\sigma_z, \quad (C4a)$$

$$G^R_0(\xi,\vec{p}) = \Gamma^R_0(\xi,\vec{p}) \{z^R(\xi) + v_{px}\vec{p}_\perp \cdot \vec{\sigma}_\perp + [v_{px}p_z + \eta^R(\xi)]\sigma_z\}, \quad (C4b)$$

$$\Gamma^R_0(\xi,\vec{p}) = \{z^{R2}(\xi) - (v_{px}^2)^2 - [v_{px}p_z + \eta^R(\xi)]^2\}^{-1}. \quad (C4c)$$

Here we define the integrals by

$$I^R_{mn}(\xi) \equiv \int_0^{A^2_0} dx \int_{-A_0}^{A_0} dy \frac{[y + \eta^R(\xi)]^m}{\{z^{R2}(\xi) - x - [y + \eta^R(\xi)]^2\}^n}, \quad (C5)$$

with $x \equiv (v_{px}^2)^2$ and $y = v_{px}p_z$. Their explicit forms are given in Appendix H. By introducing $g^{R0}_0(\xi) \equiv \tilde{g}^{R0}_0(\xi)/8\pi^2\hbar^3v^3$, the self-consistent equations which we solve are given by

$$z^R(\xi) = \xi + \mu - \Sigma^R_{00}(\xi), \quad \eta^R(\xi) = b + \Sigma^R_{0z}(\xi), \quad (C6a)$$

$$\tilde{g}^{R0}_0(\xi) = z^R(\xi) I^R_{00}(\xi), \quad \tilde{g}^{R0}_0(\xi) = \eta^R(\xi) I^R_{00}(\xi), \quad (C6b)$$

$$\tau^R_0(\xi) = \{(1 - (v_i/8\pi^2\hbar^3v^3)\tilde{g}^{R0}_0(\xi))^2 - [(v_i/8\pi^2\hbar^3v^3)^2]\}^{-1}, \quad \eta^R_0(\xi) = \tau^R_0(\xi)(v_i/8\pi^2\hbar^3v^3)^2, \quad (C6c)$$

$$I^R_{00}(\xi) = \tau^R_0(\xi)(v_i/8\pi^2\hbar^3v^3)^2 g^{R0}_0(\xi), \quad \tau^R_{0z}(\xi) = n_i v_i I^R_{0z}(\xi), \quad (C6d)$$

$$\Sigma^R_{00}(\xi) = n_i v_i I^R_{00}(\xi). \quad (C6e)$$

The particle number to be fixed is calculated by

$$N = \frac{i}{2\pi} \sum_{\rho_z = \pm 1} \int d\xi f(\xi) \int \frac{d^3p}{(2\pi\hbar)^3} \text{tr} G^R_0(\xi,\vec{p}) + \text{c.c.} = \frac{1}{\pi} \sum_{\rho_z = \pm 1} \int d\xi f(\xi) [i\tilde{g}^{R0}_0(\xi) + \text{c.c.}] \quad (C7)$$
Appendix D: First-Order Self-Energy with Respect to a Magnetic Field

Here we calculate the first-order retarded self-energy with respect to a magnetic field $\Sigma^R_{F_{xy}}(\xi)$ from Eq. (19a). We obtain

$$G^R_{F_{xy},0}(\xi, \vec{p}) = \Sigma^R_{F_{xy},0}(\xi, \vec{p}) \bigg( z^{R2}(\xi) + (v \vec{p})^2 + [v \rho z_p + \eta^R(\xi)]^2 \bigg) + 2z^R(\xi) \Sigma^R_{F_{xy}}(\xi, \vec{p}) \Gamma^R_0(\xi, \vec{p}) v \rho z_p,$$

$$G^R_{F_{xy}}(\xi, \vec{p}) = 2z^R(\xi) \Sigma^R_{F_{xy},0}(\xi) \Gamma^R_0(\xi, \vec{p}) v \rho z_p,$$

$$G^R_{F_{xy}}(\xi, \vec{p}) = 2z^R(\xi) \Sigma^R_{F_{xy},1}(\xi) \bigg( z^{R2}(\xi) - (v \vec{p})^2 + [v \rho z_p + \eta^R(\xi)]^2 \bigg) + 2 \Sigma^R_{F_{xy}}(\xi) \Gamma^R_0(\xi, \vec{p}) v \rho z_p,$$

and their momentum integrals denoted by $g^R_{F_{xy}}(\xi)$ are given by

$$g^R_{F_{xy},0}(\xi) = \Sigma^R_{F_{xy},0}(\xi) \int \frac{d^3 p}{(2\pi \hbar)^3} \Gamma^R_0(\xi, \vec{p}) \bigg( z^{R2}(\xi) + (v \vec{p})^2 + [v \rho z_p + \eta^R(\xi)]^2 \bigg),$$

$$g^R_{F_{xy}}(\xi) = 2z^R(\xi) \Sigma^R_{F_{xy},0}(\xi) \int \frac{d^3 p}{(2\pi \hbar)^3} \Gamma^R_0(\xi, \vec{p}) [v \rho z_p + \eta^R(\xi)],$$

$$g^R_{F_{xy},1}(\xi) = 2z^R(\xi) \Sigma^R_{F_{xy},1}(\xi) \int \frac{d^3 p}{(2\pi \hbar)^3} \Gamma^R_0(\xi, \vec{p}) \bigg( z^{R2}(\xi) - (v \vec{p})^2 + [v \rho z_p + \eta^R(\xi)]^2 \bigg).$$

We also obtain the self-consistent $T$ matrix Eq. (27b) as

$$T^R_{F_{xy}}(\xi) = v_i T^R_{F_{xy}}(\xi) g^R_{F_{xy}}(\xi) t^R_{F_{xy}}(\xi),$$

$$T^R_{F_{xy},0}(\xi) = v_i T^R_{F_{xy}}(\xi) + t^R_{F_{xy}}(\xi) g^R_{F_{xy},0}(\xi) + 2v_i t^R_{F_{xy}}(\xi) t^R_{F_{xy}}(\xi) g^R_{F_{xy}}(\xi),$$

$$T^R_{F_{xy},1}(\xi) = v_i T^R_{F_{xy}}(\xi) - t^R_{F_{xy}}(\xi) g^R_{F_{xy},1}(\xi),$$

$$T^R_{F_{xy},1}(\xi) = 2v_i t^R_{F_{xy}}(\xi) t^R_{F_{xy}}(\xi) g^R_{F_{xy},0}(\xi) + v_i t^R_{F_{xy}}(\xi) + t^R_{F_{xy}}(\xi) g^R_{F_{xy}}(\xi).$$

Equations (D2b) and (D3c) lead to $\tilde{g}^R_{F_{xy}}(\xi) = \tilde{T}^R_{F_{xy}}(\xi) = \tilde{\Sigma}^R_{F_{xy}}(\xi) = 0$. The remaining components are obtained by introducing $\Sigma^R_{F_{xy}}(\xi) \equiv q v^2 \Sigma^R_{q_{F_{xy}}}(\xi)$ and $g^R_{F_{xy}}(\xi) \equiv q v^2 g^R_{q_{F_{xy}}}(\xi)/8\pi^2 v^3$ and solving

$$\begin{bmatrix} \tilde{g}^R_{q_{F_{xy}}} \tilde{\Sigma}^R_{q_{F_{xy}}} \tilde{\Sigma}^R_{q_{F_{xy}}} \end{bmatrix} = \begin{bmatrix} 2r^R(\xi) t^R_{02}(\xi) - r^R_{01}(\xi) & 2r^R(\xi) t^R_{12}(\xi) & 2r^R(\xi) t^R_{12}(\xi) \\ 2r^R(\xi) t^R_{12}(\xi) & 2r^R(\xi) t^R_{12}(\xi) & 2r^R(\xi) t^R_{01}(\xi) \\ 2r^R(\xi) t^R_{01}(\xi) & 2r^R(\xi) t^R_{01}(\xi) & 2r^R(\xi) t^R_{12}(\xi) \end{bmatrix},$$

$$\begin{bmatrix} \tilde{\Sigma}^R_{q_{F_{xy}}} \tilde{\Sigma}^R_{q_{F_{xy}}} \tilde{\Sigma}^R_{q_{F_{xy}}} \end{bmatrix} = \begin{bmatrix} n_i v^2 \tilde{g}^R_{q_{F_{xy}}} \tilde{\Sigma}^R_{q_{F_{xy}}} \tilde{\Sigma}^R_{q_{F_{xy}}} \end{bmatrix} = \begin{bmatrix} 2r^R(\xi) t^R_{02}(\xi) & 2r^R(\xi) t^R_{12}(\xi) & 2r^R(\xi) t^R_{12}(\xi) \end{bmatrix} \begin{bmatrix} \tilde{g}^R_{q_{F_{xy}}} \tilde{\Sigma}^R_{q_{F_{xy}}} \tilde{\Sigma}^R_{q_{F_{xy}}} \end{bmatrix}.$$

The first-order self-energy with respect to a torsional magnetic field is obtained just by $\Sigma^R_{-T_{xy}}(\xi) = \xi \Sigma^R_{F_{xy}}(\xi)/q$. 
Appendix E: First-Order Self-Energy with Respect to an Electric Field

Next, we calculate the first-order lesser self-energy with respect to an electric field $\Sigma_{F^{(1)}_{\rho\sigma}}(\xi)$ from Eq. (19d). We obtain

$$
G_{F^{(1)}_{\rho\sigma 0}}(\xi, \vec{p}) = \Sigma_{F^{(1)}_{\rho\sigma 0}}(\xi) [\Gamma^R_0(\xi, \vec{p})]^2 ||z^R(\xi)||^2 + (v_{\rho\sigma} p_z + q R (\xi))^2]
+ \Sigma_{F^{(1)}_{\rho\sigma 0}}(\xi) [\Gamma^R_0(\xi, \vec{p})]^2 \{ [z^R(\xi) + z^A(\xi)] v_{\rho\sigma} p_z + i [\eta R (\xi) - \eta^A(\xi)] v_{\rho\sigma} p_y \}
+ \Sigma_{F^{(1)}_{\rho\sigma 0}}(\xi) [\Gamma^R_0(\xi, \vec{p})]^2 \{ -i [\eta R (\xi) - \eta^A(\xi)] v_{\rho\sigma} p_x + [z^R(\xi) + z^A(\xi)] v_{\rho\sigma} p_y \}
+ \Sigma_{F^{(1)}_{\rho\sigma 0}}(\xi) [\Gamma^R_0(\xi, \vec{p})]^2 \{ z^R(\xi) [v_{\rho\sigma} p_2 + \eta^A(\xi)] + z^A(\xi) [v_{\rho\sigma} p_z + \eta R (\xi)] \}
+ q v_{\rho\sigma} [\Gamma^R_0(\xi, \vec{p})]^2 \{ [\eta R (\xi) - \eta^A(\xi)] v_{\rho\sigma} p_z + i [z^R(\xi) + z^A(\xi)] v_{\rho\sigma} p_y \}
- i q v_{\rho\sigma} [\Gamma^R_0(\xi, \vec{p})]^2 v_{\rho\sigma} p_y + c.c.,
$$
(E1a)

$$
G_{F^{(1)}_{\rho\sigma 0}}(\xi, \vec{p}) = \Sigma_{F^{(1)}_{\rho\sigma 0}}(\xi) [\Gamma^R_0(\xi, \vec{p})]^2 \{ [z^R(\xi) + z^A(\xi)] v_{\rho\sigma} p_x + z^R(\xi) + z^A(\xi)] v_{\rho\sigma} p_y \}
+ \Sigma_{F^{(1)}_{\rho\sigma 0}}(\xi) [\Gamma^R_0(\xi, \vec{p})]^2 \{ 2 v_{\rho\sigma} p_2 - v_{\rho\sigma} p_y \} [v_{\rho\sigma} p_z + \eta^A(\xi)] + i z^A(\xi) [v_{\rho\sigma} p_z + \eta R (\xi)] \}
+ \Sigma_{F^{(1)}_{\rho\sigma 0}}(\xi) [\Gamma^R_0(\xi, \vec{p})]^2 \{ v_{\rho\sigma} p_2 [2 v_{\rho\sigma} p_2 + \eta R (\xi) + \eta^A(\xi)] - i [z^R(\xi) - z^A(\xi)] v_{\rho\sigma} p_y \}
+ q v_{\rho\sigma} [\Gamma^R_0(\xi, \vec{p})]^2 \{ [z^R(\xi) + z^A(\xi)] v_{\rho\sigma} p_x + z^A(\xi) [v_{\rho\sigma} p_z + \eta R (\xi)] \}
- i q v_{\rho\sigma} [\Gamma^R_0(\xi, \vec{p})]^2 v_{\rho\sigma} p_y + c.c.,
$$
(E1b)

$$
G_{F^{(1)}_{\rho\sigma y}}(\xi, \vec{p}) = \Sigma_{F^{(1)}_{\rho\sigma y}}(\xi) [\Gamma^R_0(\xi, \vec{p})]^2 \{ i [\eta R (\xi) - \eta^A(\xi)] v_{\rho\sigma} p_x + [z^R(\xi) + z^A(\xi)] v_{\rho\sigma} p_y \}
+ \Sigma_{F^{(1)}_{\rho\sigma y}}(\xi) [\Gamma^R_0(\xi, \vec{p})]^2 \{ 2 v_{\rho\sigma} p_2 - v_{\rho\sigma} p_y \} [v_{\rho\sigma} p_z + \eta^A(\xi)] + i z^A(\xi) [v_{\rho\sigma} p_z + \eta R (\xi)] \}
+ \Sigma_{F^{(1)}_{\rho\sigma y}}(\xi) [\Gamma^R_0(\xi, \vec{p})]^2 \{ v_{\rho\sigma} p_2 [2 v_{\rho\sigma} p_2 + \eta R (\xi) + \eta^A(\xi)] - i [z^R(\xi) - z^A(\xi)] v_{\rho\sigma} p_y \}
+ i q v_{\rho\sigma} [\Gamma^R_0(\xi, \vec{p})]^2 \{ [z^R(\xi) + z^A(\xi)] v_{\rho\sigma} p_x + z^A(\xi) [v_{\rho\sigma} p_z + \eta R (\xi)] \}
- i q v_{\rho\sigma} [\Gamma^R_0(\xi, \vec{p})]^2 v_{\rho\sigma} p_y + c.c.,
$$
(E1c)

$$
G_{F^{(1)}_{\rho\sigma y}}(\xi, \vec{p}) = \Sigma_{F^{(1)}_{\rho\sigma y}}(\xi) [\Gamma^R_0(\xi, \vec{p})]^2 \{ z^R(\xi) [v_{\rho\sigma} p_2 + \eta^A(\xi)] + z^A(\xi) [v_{\rho\sigma} p_z + \eta R (\xi)] \}
+ \Sigma_{F^{(1)}_{\rho\sigma y}}(\xi) [\Gamma^R_0(\xi, \vec{p})]^2 \{ 2 v_{\rho\sigma} p_2 + \eta R (\xi) + \eta^A(\xi)] v_{\rho\sigma} p_x + i [z^R(\xi) - z^A(\xi)] v_{\rho\sigma} p_y \}
+ \Sigma_{F^{(1)}_{\rho\sigma y}}(\xi) [\Gamma^R_0(\xi, \vec{p})]^2 \{ -i [z^R(\xi) - z^A(\xi)] v_{\rho\sigma} p_x + [2 v_{\rho\sigma} p_2 + \eta R (\xi) + \eta^A(\xi)] v_{\rho\sigma} p_y \}
+ \Sigma_{F^{(1)}_{\rho\sigma y}}(\xi) [\Gamma^R_0(\xi, \vec{p})]^2 \{ [z^R(\xi) + z^A(\xi)] v_{\rho\sigma} p_x + v_{\rho\sigma} p_2 [2 v_{\rho\sigma} p_2 + \eta R (\xi) + \eta^A(\xi)] v_{\rho\sigma} p_y \}
- i q v_{\rho\sigma} [\Gamma^R_0(\xi, \vec{p})]^2 v_{\rho\sigma} p_y + c.c.,
$$
(E1d)

and their momentum integrals denoted by $g_{F^{(1)}_{\rho\sigma}}(\xi)$ are given by

$$
g_{F^{(1)}_{\rho\sigma 0}}(\xi) = \Sigma_{F^{(1)}_{\rho\sigma 0}}(\xi) \int \frac{d^3p}{(2\pi\hbar)^3} [\Gamma^R_0(\xi, \vec{p})]^2 ||z^R(\xi)||^2 + (v_{\rho\sigma} p_z + \eta R (\xi))^2]
+ \Sigma_{F^{(1)}_{\rho\sigma 0}}(\xi) \int \frac{d^3p}{(2\pi\hbar)^3} [\Gamma^R_0(\xi, \vec{p})]^2 \{ z^R(\xi) [v_{\rho\sigma} p_2 + \eta^A(\xi)] + z^A(\xi) [v_{\rho\sigma} p_z + \eta R (\xi)] \},
$$
(E2a)

$$
g_{F^{(1)}_{\rho\sigma y}}(\xi) = \Sigma_{F^{(1)}_{\rho\sigma y}}(\xi) \int \frac{d^3p}{(2\pi\hbar)^3} [\Gamma^R_0(\xi, \vec{p})]^2 ||z^R(\xi)||^2 - |v_{\rho\sigma} p_x + \eta R (\xi)|^2]
+ \Sigma_{F^{(1)}_{\rho\sigma y}}(\xi) \int \frac{d^3p}{(2\pi\hbar)^3} [\Gamma^R_0(\xi, \vec{p})]^2 \{ z^R(\xi) [v_{\rho\sigma} p_2 + \eta^A(\xi)] - i z^A(\xi) [v_{\rho\sigma} p_z + \eta R (\xi)] \}
+ i q v_{\rho\sigma} \int \frac{d^3p}{(2\pi\hbar)^3} [\Gamma^R_0(\xi, \vec{p})]^2 \{ i z^R(\xi) [v_{\rho\sigma} p_z + \eta^A(\xi)] - i z^A(\xi) [v_{\rho\sigma} p_z + \eta R (\xi)] \},
$$
(E2b)
\[ g_{F_{0}y}^{<}(\xi) = -\Sigma_{F_{0}y}^{<}(\xi) \int \frac{d^{3}p}{(2\pi\hbar)^{3}} [\Gamma_{0}^{R}(\xi, \vec{p})]\{iz^{R}(\xi)[v_{p}p_{z} + \eta^{A}(\xi)] - iz^{A}(\xi)[v_{p}p_{z} + \eta^{R}(\xi)]\} \]

\[ + \Sigma_{F_{0}y}^{<}(\xi) \int \frac{d^{3}p}{(2\pi\hbar)^{3}} [\Gamma_{0}^{A}(\xi, \vec{p})][|z^{R}(\xi)|^{2} - |v_{p}p_{z} + \eta^{R}(\xi)|^{2}] \]

\[ + \frac{iqv_{p}x}{2} \int \frac{d^{3}p}{(2\pi\hbar)^{3}} [\Gamma_{0}^{A}(\xi, \vec{p})][z^{R}(\xi) - (v_{p}p_{z} + \eta^{R}(\xi))^{2}] + c.c. , \]

\[ g_{F_{0}y}^{<}(\xi) = \Sigma_{F_{0}y}^{<}(\xi) \int \frac{d^{3}p}{(2\pi\hbar)^{3}} [\Gamma_{0}^{R}(\xi, \vec{p})][|z^{R}(\xi)|^{2} - (v_{p}p_{z} + \eta^{R}(\xi))^{2}] \]  

\[ + \Sigma_{F_{0}y}^{<}(\xi) \int \frac{d^{3}p}{(2\pi\hbar)^{3}} [\Gamma_{0}^{A}(\xi, \vec{p})][|z^{R}(\xi)|^{2} - (v_{p}p_{z} + \eta^{R}(\xi))^{2}] \]  

\[ \text{The self-consistent T matrix Eq. (27c) is expressed by} \]

\[ t_{F_{0}y}^{<}(\xi) = v_{l_{0}}^{R}(\xi)g_{F_{0}y}^{<}(\xi)0_{0}(\xi), \]  

\[ t_{F_{0}y}^{<}(\xi) = v_{l_{0}}[|t_{0}^{R}(\xi)|^{2} + |t_{0}^{R}(\xi)|^{2}]g_{F_{0}y}^{<}(\xi), \]  

\[ t_{F_{0}y}^{<}(\xi) = v_{l_{0}}[|t_{0}^{R}(\xi)|^{2} - |t_{0}^{R}(\xi)|^{2}]g_{F_{0}y}^{<}(\xi), \]  

\[ t_{F_{0}y}^{<}(\xi) = -v_{l_{0}}[|t_{0}^{R}(\xi)|^{2} - |t_{0}^{R}(\xi)|^{2}]g_{F_{0}y}^{<}(\xi) + v_{l_{0}}[|t_{0}^{R}(\xi)|^{2} - |t_{0}^{R}(\xi)|^{2}]g_{F_{0}y}^{<}(\xi), \]

\[ t_{F_{0}y}^{<}(\xi) = v_{l_{0}}[|t_{0}^{R}(\xi)|^{2} + |t_{0}^{R}(\xi)|^{2}]g_{F_{0}y}^{<}(\xi) + v_{l_{0}}[|t_{0}^{R}(\xi)|^{2} + |t_{0}^{R}(\xi)|^{2}]g_{F_{0}y}^{<}(\xi), \]

\[ \text{leading to} \ g_{F_{0}y}^{<}(\xi) = t_{F_{0}y}^{<}(\xi) = \Sigma_{F_{0}y}^{<}(\xi) = 0. \]  

\[ \text{The remaining components are obtained by introducing} \]

\[ \Sigma_{F_{0}y}^{<}(\xi) = \frac{iqv_{p}x\Sigma_{F_{0}y}^{<}(\xi)}{8\pi^{2}v^{3}}, \]  

\[ \Sigma_{F_{0}y}^{<}(\xi) = \frac{v^{2}}{8\pi^{2}v^{3}} \int_{-1}^{1} dx \int_{-1}^{1} dy \left[ \frac{|z^{R}(\xi)|^{2} - |y + \eta^{R}(\xi)|^{2}}{|z^{R}(\xi) - x - (y + \eta^{R}(\xi))|^{2}} \right], \]

\[ J_{1}^{<}(\xi) \equiv \int_{0}^{\Lambda_{z}} dx \int_{-\Lambda_{z}}^{\Lambda_{z}} dy \left[ \frac{|z^{R}(\xi)|^{2} - |y + \eta^{R}(\xi)|^{2}}{|z^{R}(\xi) - x - (y + \eta^{R}(\xi))|^{2}} \right], \]

\[ J_{2}^{<}(\xi) \equiv \int_{0}^{\Lambda_{z}} dx \int_{-\Lambda_{z}}^{\Lambda_{z}} dy \left[ \frac{|z^{R}(\xi)[y + \eta^{A}(\xi)] - iz^{A}(\xi)[y + \eta^{R}(\xi)]}{|z^{R}(\xi) - x - (y + \eta^{R}(\xi))|^{2}} \right], \]

\[ \text{The explicit forms of} \ J_{1}^{<}(\xi) \text{and} \ J_{2}^{<}(\xi) \text{are given in Appendix H. Again, the first-order self-energy with respect to a torsional electric field is obtained by} \]

\[ \Sigma_{F_{0}y}^{<}(\xi) = \xi\Sigma_{F_{0}y}^{<}(\xi)/q. \]

\[ \text{Appendix F: Heat Magnetization} \]

\[ \text{We calculate the auxiliary heat magnetization Eq. (21) and the proper one with Eq. (22). Since the heat magnetization depends on temperature through the distribution function} \ f(\xi) \text{in the absence of interactions, Eq. (22) can be easily solved. In fact, it is achieved by replacing} \ f(\xi) \rightarrow f(-) = \{ -2\beta\xi\ln(e^{\beta\xi}+1) - \pi^{2}/6 + (\beta\xi)^{2} - 2L_{2}(e^{\beta\xi})\}/2(\beta\xi)^{2}. \]

\[ \text{Here} \ L_{2}(z) \text{is a dilogarithm function defined by} \]

\[ L_{2}(z) = - \int_{0}^{z} du \ln(1 - u)/u, \]

\[ \text{and hence we can check} \ \partial[\beta^{2}f(-)(\xi)]/\partial\beta = \beta f(\xi). \]  

\[ \text{Therefore, the proper heat magnetization is obtained by} \]

\[ M_{QZ} = - \frac{i\hbar}{q} \sum_{p_{\pm}} \int d\xi f(-)(\xi)\xi^{2} \int \frac{d^{3}p}{(2\pi\hbar)^{3}} \tilde{G}^{R}(\xi, \vec{p}) + c.c. \]
The Kubo formula for the thermal (Hall) conductivity is obtained by replacing $q$ with $\xi$ in the above expressions.

\[
\sigma_{\text{int}}^{xy} = -\frac{\hbar q^2 v^2}{\pi} \sum_{\rho_x = \pm 1} \int d\xi f(\xi) \int \frac{d^3p}{(2\pi \hbar)^3} \Gamma_{0}^{R}(\xi, \vec{p}) \{ z^{R}(\xi) [v p_x p_z + \eta^R(\xi)] - z^{R}(\xi) \eta^{R}(\xi) \} + \text{c.c.}
\]

The Kubo formula for the thermal (Hall) conductivity is obtained by replacing $q \rightarrow \xi$ in the above expressions.

**Appendix G: Electric and Thermal (Hall) Conductivities**

We also calculate the Kubo formulas for the electric and thermal (Hall) conductivities Eqs. (24) and (25). By using the results in Appendix E, we obtain the Hall conductivity

\[
\sigma_{\text{ext}}^{xy} = -\frac{\hbar q^2 v^2}{\pi} \sum_{\rho_x = \pm 1} \int d\xi f(\xi) \int \frac{d^3p}{(2\pi \hbar)^3} \left[ \Gamma_{0}^{R}(\xi, \vec{p}) [z^{R}(\xi) v^2(p_x^2 - p_y^2) - v p_x p_z + \eta^R(\xi)] \right] + \text{c.c.,}
\]

and the electric conductivity

\[
\sigma_{\text{int}}^{yy} = -\frac{\hbar q^2 v^2}{\pi} \sum_{\rho_x = \pm 1} \int d\xi f(\xi) \int \frac{d^3p}{(2\pi \hbar)^3} \left[ \Gamma_{0}^{R}(\xi, \vec{p}) [z^{R}(\xi) v^2(p_x^2 - p_y^2) - v p_x p_z + \eta^R(\xi)] \right] + \text{c.c.,}
\]

The Kubo formula for the thermal (Hall) conductivity is obtained by replacing $q \rightarrow \xi$ in the above expressions.
Appendix H: Momentum Integrals

We give the explicit forms of the momentum integrals defined above. Eq. (C5) is expressed by

\[
I_{01}^R(\xi) = -\left[ \sqrt{z^R(\xi) - x + y + \eta^R(\xi)} \ln[\sqrt{z^R(\xi) - x + y + \eta^R(\xi)}] \right]
+ \left[ \sqrt{z^R(\xi) - x - y - \eta^R(\xi)} \ln[\sqrt{z^R(\xi) - x - y - \eta^R(\xi)}] \right]_{x=0}^{y=\Lambda_z}, \quad (H1a)
\]

\[
I_{11}^R(\xi) = -\frac{1}{2} \left[ (y + \eta^R(\xi))^2 - z^R(\xi) + x \right] \ln[\{(y + \eta^R(\xi))^2 - z^R(\xi) + x\}]_{x=0}^{y=\Lambda_z}, \quad (H1b)
\]

\[
I_{02}^R(\xi) = \frac{1}{2} \sqrt{z^R(\xi) - x} \ln \frac{y + \eta^R(\xi) + \sqrt{z^R(\xi) - x}}{y + \eta^R(\xi) - \sqrt{z^R(\xi) - x}}_{x=0}^{y=\Lambda_z}, \quad (H1c)
\]

\[
I_{12}^R(\xi) = -\frac{1}{2} \ln\{(y + \eta^R(\xi))^2 - z^R(\xi) + x\} \quad \bigg|_{x=0}^{y=\Lambda_z}, \quad (H1d)
\]

\[
I_{22}^R(\xi) = \frac{1}{2} \sqrt{z^R(\xi) - x} \ln \frac{y + \eta^R(\xi) + \sqrt{z^R(\xi) - x}}{y + \eta^R(\xi) - \sqrt{z^R(\xi) - x}}_{x=0}^{y=\Lambda_z}, \quad (H1e)
\]

with \( A(\xi, x, y)_{x=0}^{y=\Lambda_z} = A(\xi, \Lambda_z, \Lambda_z) - A(\xi, \Lambda_z, -\Lambda_z) - A(\xi, 0, \Lambda_z) + A(\xi, 0, -\Lambda_z) \). Equations (E4c) and (E4d) are expressed as

\[
J_{11}^{(1)}(\xi) = a_1(\xi)A(\xi, x, y) + [b_1(\xi) - c_1(\xi)]B(\xi, x, y) + c_1(\xi)C(\xi, x, y)_{x=0}^{y=\Lambda_z} \quad \bigg|_{y=-\Lambda_z}, \quad (H2a)
\]

\[
J_{21}^{(1)}(\xi) = a_2(\xi)A(\xi, x, y) + b_2(\xi)B(\xi, x, y)_{x=0}^{y=\Lambda_z} \quad \bigg|_{y=-\Lambda_z}, \quad (H2b)
\]

\[
A(\xi, x, y) \equiv \frac{1}{2i} \left[ \text{Li}_2 \left( \frac{r(\xi) - y}{r(\xi) - q_+^R(\xi, x)} \right) + \text{Li}_2 \left( \frac{r(\xi) - y}{r(\xi) - q_-^R(\xi, x)} \right) \right] + \text{c.c.}, \quad (H2c)
\]

\[
B(\xi, x, y) \equiv \left\{ (y - q_+^R(\xi, x)) \ln\{y - q_+^R(\xi, x)\} + (y - q_-^R(\xi, x)) \ln\{y - q_-^R(\xi, x)\} \right\} / 2i + \text{c.c.}, \quad (H2d)
\]

\[
C(\xi, x, y) \equiv \left\{ (y^2 - q_+^R(\xi, x)) \ln\{y - q_+^R(\xi, x)\} + (y^2 - q_-^R(\xi, x)) \ln\{y - q_-^R(\xi, x)\} \right\} / 4i + \text{c.c.}, \quad (H2e)
\]

\[
q_+^R(\xi, x) \equiv -\eta^R(\xi) + \sqrt{z^R(\xi) - x}, \quad \text{H2f}
\]

\[
r(\xi) \equiv [r^R(\xi) - r^R(\xi) - z^A(\xi) + \eta^A(\xi)] / 2[\eta^R(\xi) - \eta^A(\xi)], \quad \text{H2g}
\]

\[
a_1(\xi) \equiv \left\{ [z^R(\xi) + z^A(\xi)]^2 + [\eta^R(\xi) - \eta^A(\xi)]^2 \right\} \times [z^R(\xi) + \eta^R(\xi) + \eta^R(\xi) - z^A(\xi) + \eta^A(\xi)] / 4i[\eta^R(\xi) - \eta^A(\xi)]^2, \quad \text{H2h}
\]

\[
b_1(\xi) \equiv z^R(\xi)^2 / [\eta^R(\xi) - \eta^A(\xi)^2], \quad \text{H2i}
\]

\[
c_1(\xi) \equiv -1 / i[\eta^R(\xi) - \eta^A(\xi)], \quad \text{H2j}
\]

\[
a_2(\xi) \equiv [z^R(\xi) + z^A(\xi)] \times [z^R(\xi) + \eta^R(\xi) - z^A(\xi) - \eta^A(\xi)] [z^R(\xi) - \eta^R(\xi) - z^A(\xi) + \eta^A(\xi)] / 2[\eta^R(\xi) - \eta^A(\xi)]^2, \quad \text{H2k}
\]

\[
b_2(\xi) \equiv [z^R(\xi) - z^A(\xi)] / [\eta^R(\xi) - \eta^A(\xi)], \quad \text{H2l}
\]

in which \( \text{Li}_2(z) \) is a dilogarithm function defined in Eq. (F1).

\[\text{\footnotesize 1 Y. Onose, Y. Shiomi, and Y. Tokura, Phys. Rev. Lett. 2 Y. Shiomi, Y. Onose, and Y. Tokura, Phys. Rev. B 81, 100, 016601 (2008).}\]
