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Abstract

Nowadays, society faces a catastrophic problem related to respiratory syndrome due to the coronavirus SARS-CoV-2: the Covid-19 disease. This virus has changed our coexistence rules and, in consequence, has reshaped the daily activities in modern societies. Thus, there are many efforts to understand the virus behaviour in order to reduce its negative impact, and these efforts produce an incredible amount of information and data sources every week. Data scientists, which use techniques such as Machine learning, are focusing their abilities to develop mathematical models for analysing this critical situation. This paper uses Machine Learning techniques as tools to help understand some specific new patterns in Covid patients that arise from unknown complex interactions in the transmission-dynamic models of the SARS-CoV-2 virus, and their relation with the corresponding social contact patterns which are often known or can be inferred from populations variables. One of the main motivations of this research is to find the diseases that cause an increase in the risk of death in infected people with the Covid-19 virus. Mexico is the case of study in this research. The general conditions of health that cause death are well known generally in the world. However, these conditions in each country can differ depending on different factors such as the general health status of people. The results show that the principal causes of death in Mexico are related to age, bad eating habits, chronic diseases, and contact with infected people having not proper care. Results from the analysis show a remarkable accuracy of 87\%, which is considered satisfactory.

1 Introduction

Coronaviruses (CoVs) belong to a large family of viruses that cause severe illness to human beings. Crucial epidemic have occurred recently, like the Severe Acute Respiratory Syndrome (SARS)
occurred in 2003 [1], and the Middle East Respiratory Syndrome Coronavirus (MERS-CoV) Severe Acute Respiratory Syndrome Coronavirus (SARS-CoV) [2]. Due to the quick spread of such virus, all of these events were responsible for many deaths, and the biggest problem with the new coronavirus, the severe acute respiratory syndrome coronavirus 2 SARS-CoV-2 [3], is the fact that it seems to be even more contagious than other coronavirus and therefore has quickly spread globally in few weeks. Currently, the newspapers give account of the quick spread of the Covid-19 around the globe and of its brutal impact on the economy.

Covid-19 arrived to Mexico and affected the performance of the health institutions and required a huge amount of their available material and human resources. A total of 623,000 cases, 66,851 deaths and 434,667 cases of recovered people are reported up to August 2020, according to data provided by the Ministry of Health. This study presents the exploration of the dataset up to 2020 September, from the portal www.gob.mx/salud, where an analysis of the information was carried out to determine which are the first ten conditions in patients infected with Covid-19 that cause their death at the present time in Mexico, as well as predict the percentage of mortality based on these conditions.

The analysis made in this research was done by applying Supervised Machine learning algorithms, such as the wrapping technique to indicate the variables with greater weight that cause this problem and using logistic regression analysis to predict the patient’s mortality based on their conditions. Machine learning is an evolving branch of computational algorithms that have been designed to emulate human intelligence by learning from the surrounding circumstances, as is widely detailed in [4]. There are several studies involving Machine learning techniques to predict and evaluate the behaviour of Covid-19. There is a known approach for the prediction of the epidemic spread of the coronavirus, promoted by the transport of the spring festival in China which, was proposed by Fan et al. [5]. A bioinformatic approach that can predict candidate targets for immune responses to SARS-CoV-2 was presented by Grifoni et al. [6]. Today it is still analyzed what could be done to control the occurrences of Covid-19 according to [7]. Other research, such as Huang’s, described a spatial-temporal distribution of Covid-19 in China and its prediction [8]. Li and et al. Described the propagation analysis and the prediction of the actual time series of Covid-19 [9]. Artificial Neural Networks (ANNs) have also been involved in these studies as described in [10], where an ANN has been used to predict infections over time.

Supervised machine learning is akin to the type of model-fitting that is standard in epidemiologic practice: The value of the outcome (the dependent variable), often called its “label” in machine learning, and is known for each observation according to [11]. Supervised learning methods include standard epidemiologic approaches such as linear and logistic regression. The generalized logistic model or logistic regression has been successfully applied in other studies to describe previous epidemics [12]. It should be noted that GPU hardware was used in the data exploration and modelling process due to the amount of data. The data set was segmented into two groups, training and test.

The limitations of this study are the data collection bias, the features amount obtained in the hospitals, the number of available tests, the cases that are not reported and the information that is not published.

The most important motivation for this analysis is to contribute to a better understanding of the crucial diseases that produce a high mortality risk in infected patients with Covid-19. Since there are studies that provide information on the preexisting conditions and characterize its progress in Mexico, the intention is to provide information to refine the prognosis and encourage more efficient actions by policymakers to optimize resources in response to Covid-19 [13].
2 Research significance

The present study aims to develop a predictor model for estimating the top factors (predictive variables) that cause mortality in Covid-19 patients in Mexico using Machine learning. Several factors that contribute to the patients mortality are well known around the globe, but depend strongly on complex unknown patterns which are different from one place to another; for this analysis, the aim is to prove that the determinant factors can be different depending on the geographical area and on intrinsic social behaviours linked to idiosyncrasy. Codes, dataset, and model corresponding to this research are available at github.com/JaGuzmanT/Logistic-Regression-to-predict-the-risk-of-death-in-Covid-19-Patients.

3 Methodology

3.1 Dataset

This study analyses a large open access dataset. The dataset is available at the world web site www.gob.mx/salud and was published by Hector Paredes. It contains general information of about 1,048,575 patients such as nationality, sex, age, origin, entity, the health sector in which the patient was attended, knowledge of the patient’s current health condition and diseases, such as pneumonia, COPD (Chronic obstructive pulmonary disease), asthma, and their respective Covid-19 test results. Each feature involved in the dataset was considered as a predictive variable or regressor. Information such as demographic, laboratory results, and diseases were collected to create the dataset at the time of patient’s admission. The dataset did not show missing data, and any observation was removed. The information was presented in numerical and categorical variables. The categorical variables were addressed with one-hot encoding.

In the step of data preprocessing in Machine learning, the data needs to be prepared in specific ways before feeding it into a predictive model. One-hot encoding is a processing the data processing that is applied to categorical data, in order to convert it into a binary vector representation for use in Machine learning algorithms. The one-hot encoding process is a necessary step for establishing the features or attributes in numerical variables. This process transforms from categorical to numerical variables, this is a common practice in Data science analysis [14, 15].

The present study has included 35 regressors and after to discretize the information, only 18 regressors were used. The other regressors were dropped due to provide not crucial information such as nationality, ID, place of residence and others. The 18 regressors were encoding trough one hot a pre-processing, and 32 regressors were obtained. The new 32 regressors were analysed and discretized in order to find the main conditions that increase the probability of mortality in Covid-19 patients. The target known as 'MORTALITY', considers 2 clasess, DEAD and LIVE. Prior to the modelling process, the dataset was standardized. This process is a type of normalization. Normalization is a technique often applied as part of data preparation for Machine learning. Normalizations aims to change the values of numeric columns in the dataset to a common scale without distorting differences in the ranges of values. The data analysis and the logistic regression model was performed in Python’s environment, using a personal computer and supported on different libraries such as Scikit-Learn, Pandas and Numpy.

For this study, the 'MORTALITY' feature was considered as the target variable. This attribute was used to develop the model that predicts the risk of death in Covid-19 patients. In the beginning, the dependent variable was considered qualitative, dead (nonsurvivor), and live (survivor) and later
was recognised quantitative, DEAD=0 and LIVE=1. The success in the logistic regression model presented in this paper was achieved when the dependent variable took the numerical values.

The dataset contains a difference between the established classes since there are 78,536 deaths registered and 970,039 living cases. For this reason, a balancing process of the information was required. In the Data Science field, this process is also known as the resampling process. This process consists of segmenting the information in the same amount of samples for the established classes to avoid problems in the algorithm process. In this case, an undersampling process was used, i.e., the data were resampled according to the number of deaths.

Prior to the modelling, the dataset was segmented into two groups, training and test, distributed in 70% and 30%, respectively. Likewise, 78,536 cases of deaths and 78,536 cases of living people were considered, having a total of 157,072 samples to feed the model.

### 3.2 Wrapper method and Logistic Regression

The wrapper method evaluates a specific Machine learning algorithm in order to find the optimal regressors or attributes in a given dataset. It follows an ambitious search approach by estimating all possible combinations of features with respect to the assessment criterion. The assessment criterion is simply the performance measure that depends on the type of problem. For instance, for regression, the assessment criterion may be the p-values, Adjusted R-Squared. Similarly, for classification, the assessment criterion might be accuracy, precision, recall, f1-score and others. Eventually, it selects the combination of attributes that provides the optimal results for the specified machine learning algorithm. The most commonly used techniques under wrapper methods are listed below:

- Forward selection
- Backward elimination

For this study, Backward elimination was selected. It works by searching for a subset of features by starting with all features in the training dataset and successfully removing features until the desired number remains. It is possible to achieve this by fitting the given machine learning algorithm used in the model core, ranking features by importance, discarding the least important features, and re-fitting the model. This process is replicated until a specified number of features remains [16]. Finally, the least important features are displaced from the current set of data. Figure (1) shows the Backward diagram.

![Figure 1: Flow chart - Backward diagram process.](image-url)
The Recursive Feature Selection (RFE) contained in the Scikit-learn library is the algorithm that works for employing the Backward process. One of the principal advantages of this process is the dimensionality reduction in large datasets. The dataset employed in the present research is considered a high dimensional. The RFE method performs well in the cycle of cross-validation to find the optimal number of attributes [17]. The RFE method requires an estimator, which is given by logistic regression, and at the same time, it implements an lbfgs regularization for multi-class problems and here, the regularization is applied by default, where the regularization is $L2$ with a primary formulation [18]. The lbfgs is an optimization algorithm that approximates the Broyden-Fletcher-Goldfarb-Shanno algorithm, which belongs to the quasi-Newton methods. Logistic regression is also known in the literature as logit regression, maximum-entropy classification (MaxEnt), or the log-linear classifier [19]. In this model, the probabilities describing the possible outcomes of a single trial are modelled using a logistic function. The regularization is applied by default, which is common in Machine learning but not in statistics. Another advantage of regularization is that it improves numerical stability. The absence of regularization is equivalent to setting $C$ at a quite large value [20].

As an optimization problem, the binary class $L2$ penalized by logistic regression minimizes the cost function given by Eq. (1)

$$\min_{w,c} \frac{1}{2} w^T w + C \sum_{i=1}^{n} \log(\exp(-y_i(X_i^T w + c)) + 1).$$

Similarly, $L1$ regularized logistic regression solves the Eq. (2) for optimization problems

$$\min_{w,c} \|w\|_1 + C \sum_{i=1}^{n} \log(\exp(-y_i(X_i^T w + c)) + 1).$$

Once the Backward elimination method has been applied is possible to identify the top ten principal diseases that cause death in Covid-19 patients. After defining the top diseases, a predictive model was designed based on the Logistic regression to evaluate the nonsurvivor probability in infected patients.

### 3.3 Evaluation metrics

In this research, the model was evaluated by comparing the actual value ($y_{real}$) against the predicted value ($y_{predicted}$). For predicting the outcome, the test values of the regressor were put in the prediction model to obtain a probability. The accuracy of the model was computed with classification metrics. It is a common practice when the target is considered categorical. In this case, the target presents two outcome possibilities DEAD=0 and LIVE=1. ROC (Receiver Operating Characteristic) plots are two-dimensional plots in which the $TP$ (true positive) rate is represented on the $y$ - axis, and the $FP$ (false positive) rate is plotted on the $x$ - axis.

A ROC graph represents the relative compensations between the ratio (true positives) and costs (false positives). A discrete classifier produces only one class label. Each discrete classifier provides a pair ($FPR$ (rate), $TPR$ (rate)) that corresponds to a single point in the ROC space [21]. The construction of the ROC curves for this study was represented to evaluate the accuracy of the model. The classifiers are given by the next Eq., and all of them are discrete.

$$FPR \text{ (rate)} = \frac{FP}{N}$$

(3)
\[ TPR (rate) = \frac{TP}{P} \] (4)

\[ \text{precision} = \frac{TP}{TP + FP} \] (5)

\[ \text{recall} = \frac{TP}{P} \] (6)

\[ \text{accuracy} = \frac{TP + TN}{P + N} \] (7)

\[ F - \text{measure} = \frac{2}{\frac{1}{\text{precision}} + \frac{1}{\text{recall}}} \] (8)

where if the instance is positive and at the same time is classified as positive, it is classified as a true positive (\( TP \)); if the instance is negative, it is identified as a false negative (\( FN \)). Otherwise, whether the case is negative and is classified as negative, it is counted as a true negative (\( TN \)); if it is marked as positive, it is counted as a false positive (\( FP \)). All of these parameters can be correctly represented in a confusion matrix, which shows the assessment of the predicted labels.

4 Results and discussions

In this section, the results of the dataset analyzed are presented. As was described in section 3.1, 18 attributes or regressors were considered to be analyzed to find the top ten critical diseases that increase mortality in Covid-19 patients. The 18 regressors were transformed into 32 using the Backward propagation encoding, and these regressors are listed in Table (1).

| Disease number | Disease                         | Disease number | Disease                        |
|----------------|---------------------------------|----------------|--------------------------------|
| 1              | AGE                             | 17             | INMUSUPR-IGNORED               |
| 2              | RESULT-POSITIVE Covid-19        | 18             | INMUSUPR-YES                   |
| 3              | RESULT-PENDING RESULT           | 19             | HYPERTENSION-IGNORED           |
| 4              | SEX-WOMAN                       | 20             | HYPERTENSION-YES               |
| 5              | KIND OF PATIENT-HOSPITALIZED    | 21             | ANOTHER COM-IGNORED            |
| 6              | PNEUMONIA-NOT SPECIFIED         | 22             | ANOTHER COM-YES                |
| 7              | PNEUMONIA-YES                   | 23             | CARDIOVASCULAR-IGNORED         |
| 8              | PREGNANCY-NOT APPLIED           | 24             | CARDIOVASCULAR-YES             |
| 9              | PREGNANCY-IGNORED               | 25             | OBESITY-IGNORED                |
| 10             | PREGNANCY-YES                   | 26             | OBESITY-YES                    |
| 11             | DIABETES-IGNORED                | 27             | RENAL CHRONIC-IGNORED          |
| 12             | DIABETES-YES                    | 28             | RENAL CHRONIC-YES              |
| 13             | COPD-IGNORED                    | 29             | TABACISM-IGNORED               |
| 14             | COPD-YES                        | 30             | TABACISM-YES                   |
| 15             | ASTHMA-IGNORED                  | 31             | ANOTHER CASE-NOT SPECIFIED     |
| 16             | ASTHMA-YES                      | 32             | ANOTHER CASE-CASE-YES          |

From Table (1), it can be seen that all variables are categorical except the first one, which belongs to the patient’s age. It is possible to appreciate that, in each category, one variable was
dropped per group to avoid multicollinearity issues. This problem occurs when one attribute is linearly dependent on the other. For instance, feature number 4, SEX-WOMAN, appears individually without the attribute SEX-MAN since one variable depends on the other, and indeed they are linearly dependent, causing multicollinearity issues and producing critical errors in the accuracy estimation. Table (2) shows the top ten diseases obtained from the Backward propagation, and these are considered the main conditions that increase the risk of mortality in Covid-19 patients in Mexico. The conditions listed in Table (2) are ordered in descending way, starting with the variable of highest impact to the variable with lower impact.

Table 2: Top ten conditions causing mortality in Covid patients in Mexico.

| Disease number | Disease                                      |
|----------------|----------------------------------------------|
|                | KIND OF PATIENT-HOSPITALIZED                 |
| 1              | AGE                                          |
| 2              | ANOTHER CASE-NOT SPECIFIED                   |
| 3              | DIABETES-YES                                 |
| 4              | PNEUMONIA-YES                                |
| 5              | ANOTHER CASE-YES                             |
| 6              | RESULT-POSITIVE Covid-19                     |
| 7              | CARDIOVASCULAR-YES                           |
| 8              | HYPERTENSION-YES                             |
| 9              | INMUSUPR-YES                                 |
| 10             | ANOTHER COM-YES                              |

In the present study, 157,072 patients were analysed with a median age of 51 (IQR 38-65 years). The number of males analysed is 88,602, and the number of females is 68,470. The standard deviation is lower than 0.49 for all the features. The first results show that condition number one is the hospitalized patient. It could be considered the principal cause of death in Mexico. This statement makes sense because there is no record for non-hospitalized patients. However, it is not considered a disease or condition. For this reason, this attribute is omitted because this attribute is not a fundamental cause to predict the death possibility in patients infected with Covid-19.

It was found that the patient’s age is the main factor and is considered the principal condition of death in Covid-19 patients for Mexico. This indicator has been one of the main attributes to increase the mortality risk as is detailed in [22]. The attribute ANOTHER CASE-NOT SPECIFIED is related to patients who do not know if they had contact with Covid-19 infected persons. The attributes DIABETES and PNEUMONIA occupy the 3rd and 4th place respectively, the condition of diabetes is one of the major ailments in the Mexican people. It is responsible for the high number of registered deaths, and Gupta et al. reported that diabetes is a significant risk factor for mortality in patients with other types of influenza [23]. Also, the attribute ANOTHER COM-YES is connected to patients who admit to having been in contact with Covid-19-infected persons. Thus, this analysis proves that exposure to infected people can be considered a condition to increase the risk of suffering complications and death. It is a critical problem in Mexico because society ignores preventive social distancing norms. The sixth attribute, RESULT-POSITIVE Covid19, surprisingly is not the 1st cause of death in patients with Covid-19 since it seems that this disease is only aggravated if the patients suffer another condition.

Disease 7 and 8 are connected with cardiovascular and hypertension problems, respectively. These diseases have a significant contribution as indicators of mortality in Covid-19 patients. These risk factors have been identified in other researches as is mentioned in [24].

The attribute INMUSUPR-YES (immunosuppressed) indicates that the patient has a depressed immune system that aids in having a higher risk of death because the patient’s immune system is
not working optimally. Finally, ANOTHER COM-YES attribute identifies if the patient has been diagnosed with other diseases. In addition, it is possible to mention that the attributes RESULT-PENDING RESULT, TABACISM-YES, ASTHMA-YES, OBESITY-YES, OTHER COM-YES, are the following conditions described in Table (2) since these factors contribute significantly to increase the death risk. In this study, it was found that obesity is not the most crucial disease for increasing the risk of death in Mexico, as some studies propose.

4.1 Model analysis

Initially, the data analysis determined that out of 1,048,575 people studied, 970,039 were registered alive. This amount represents 92.51% of the population tested. Otherwise, 78,536 observations were registered as death, and this corresponds to 7.489% of the sampled population. The dataset considered for the analysis has 157,072 observations and was segmented in both train and test sets.

Figure (2) shows the ROC curve that evaluates the model performance in the testing phase. Of note is that the accuracy accomplished by the model was the same in the training stage. The ROC curve indicates the correctly predicted cases (TPR) precision with the actual cases as correct and those that are not as FPR. In Figure (2), the green curve reflects the accuracy of the model, with the figure of a right triangle being the ideal shape indicating 100% model accuracy. The red dotted line indicates the limit to establish the low accuracy of the model equivalent to an accuracy of 50%. The accuracy obtained in the training and testing phases is equal to 87%, which is considered a satisfactory accuracy regarded the given inputs in the model. For the test phase, the sensitivity of the model and the other classifiers are equal to 87%, and these values are reported in Table (3). It gives the certainty that the data have a uniform behaviour and there are not variations in the predicted cases by the model.

![Figure 2: Performance of ROC curve.](image.png)
The classification report shows that the model has an accuracy of 87%. The model predicts with high precision the survival probabilities that the patients have considering their health conditions. It means that whether the patient has all the diseases listed in Table (2), the patient has an 87% chance of dying. Or by otherwise has the 13% chance of living. A detailed description of the classes estimated is reported in a confusion matrix, which is shown in Figure (3) represented as a heat map.

![Confusion Matrix](image)

Figure 3: Predicted vs Actual diagnostics.

5 Conclusions

This study presents an Artificial Intelligence approach for estimating the top ten critical diseases or conditions for Covid-19 patients in Mexico. This approach is based on both a feature selection process and a Logistic Regression model. The model aims to evaluate the patient’s survival probabilities, and it is considered a suitable alternative for predicting death risk at the time the patient is hospitalized. One of the main challenges to examine the Covid-19 patients is the limited available information. For this reason, this research makes an effort to extract more information from standard laboratory results and develop a beneficial tool that guides health professionals care workers intake crucial decisions and use specialized diagnostic procedures for the group of patients with the highest risk of mortality. In particular, the multivariate ordinal regression generated in this research demonstrated that the diseases listed in Table (2) are independent predictors of Covid-19 patient’s severity.

For this research, the Machine learning approach allows estimating the most influential variables that cause the death of patients hospitalized by Covid-19 with an accuracy of 87% in the training and testing phases. This analysis is considered multivariate, and its behaviour is more complex compared to univariate problems. The accuracy achieved by the model is estimated high compared
to other similar researches. For instance, a satisfactory accuracy of 70% was obtained by Bhandari Sudhir et al. [25]. Some researchers used different Machine learning algorithms to find the most relevant diseases that increase the mortality risk. Some of them are based on Artificial neural networks, and Deep Neural Networks achieving an accuracy of about 94%, as is detailed in [26]. However, these implementations are more complex and require a sophisticated hyperparameters fine-tuning process according to the given dataset. Therefore, the outcomes show that Logistic regression is an excellent alternative for analyzing the given dataset and make predictions with low computational cost. Likewise, the model presented in this research reveals a probability of 87% of death for the cases where the people have the principal diseases founded by the feature selection process. The outcomes obtained by the model proposed to allow promoting actions that improve the patient’s treatment, such as taking preventive measures for patients with the top ten critical diseases and taking care of the conditions that cause complications in Covid-19 patients. The precision of the probabilities of survival or death was satisfactory considering the high-order multivariable problem.

Future work will consider the model performance improvement by testing other Machine Learning models such as Artificial Neural Networks, Deep Neural Networks, and Support Vector Classification. Further, the approach used in this study can be extended to predict other diseases or features.
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