Abstract—In this paper, a human-machine adaptive shared control method is proposed for automated vehicles (AVs) under automation performance degradation. First, a novel risk assessment module is proposed to monitor driving behaviour and evaluate automation performance degradation for AVs. Then, an adaptive control authority allocation module is developed. In the event of any performance degradation detection, the allocated control authority of automation system is decreased based on the assessed risk to reduce the potential risk of vehicle motion. Consequently, the control authority allocated to the human driver is adaptively increased and thus requires more driver engagement in the control loop to compensate for the automation degradation and ensure the AV safety. Experimental validation is conducted under different driving scenarios. The testing results show that the proposed approach is able to effectively compensate for the performance degradation of vehicle automation through the human-machine adaptive shared control, ensuring the safety of automated driving.
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I. INTRODUCTION

In recent years, research institutes, automotive manufacturers, and IT companies have been making a great effort to develop autonomous driving technology, since it has great potential to improve the safety and efficiency of transportation systems [1], [2]. Although fully autonomous driving is the ultimate goal, many technical problems remain to be solved and highly automated vehicles are considered to play a significant role before realizing fully autonomous driving [3]. Highly automated driving, which still retains the human driver in the control loop, presents an exciting new development in vehicle technology [4], [5]. The approach allows the human driver and automation system to share the control authority and cooperatively operate the vehicle [6], [7]. This poses a new challenge, namely how to ensure a safe and smooth control allocation or transition between humans and automation during their shared control.

In a shared control algorithm design, one of the most critical issues is the control authority allocation. An improper authority allocation would lead to unsatisfactory driving performance and safety risks [8]. The control authority determines the amount of control effort provided by the automation and human driver [9]. A lower level of control authority allocated to the automation would lead to little guidance and assistance provided to the human driver. However, a higher level of automation authority would result in the human driver’s loss of domination [10].

Recent studies suggest that the allocation of the control authority should be adaptive to the dynamic states of the human driver and automation system, so that the driver and automation system have a complementary relationship that achieves better system performance and successful task completion [11]. Ref [8] indicates that the control authority should be allocated based on the human driver’s states [12]. Nevertheless, correctly identifying the human driver’s states and performance, particularly under various complex situations, is still challenging [13], [14].

Although many studies in shared control were conducted to improve drivers’ control performance and vehicle safety, the proposed approaches usually rest on the assumption that automation systems are more reliable than drivers. Thus, the automation is usually expected to provide compensation to the human driver’s undesirable actions. However, the ability and maturity of autonomous driving technology are currently still limited. Many factors, such as complex traffic conditions, weather conditions, roadway types, and hardware and software issues, result in performance degradation and failure of vehicle automation. Based on different levels of severity, automation issues can be classified into two categories: the complete system failure and performance degradation [15], [16].

In terms of the system failure, for example, if the power supply unit were to fail, all electronic components would be unable to function, which would lead to a catastrophic failure of the entire automation system. In this situation, an immediate handover of the control authority from automation to the human driver is required. However, in most occasions of real-world applications, even if some issues were to occur, the automation system would still be capable of working with degraded performance, rather than completely failing. For example, the failure of the positioning logic could result in an automated vehicle deviating from its expected lane. Furthermore, weather conditions, such as sun glare, rain or twilight, could lead to declined functionality of obstacle detection in an automated vehicle [4]. Although the above automation degradation occurrences would affect the safe operation of AVs, it is still possible to mitigate such undesirable impacts by leveraging human assistance. During occurrences of automation degradation, the human driver is able to actively detect any potential driving risks and contribute more control effort accordingly, compensating for the automation system’s
degraded performance and ensuring the safety of the entire human-vehicle system [17], [18]. Nevertheless, the results of human assistance-based shared control algorithm for AVs under automation degradation are rarely reported.

Therefore, based on the above discussion, it is reasonable to design a shared control algorithm that considers the situation of automation system degradation. In such cases of declining automation performance, a human driver should be responsible for monitoring the situation and correcting the automation’s undesirable behaviours by implementing his or her compensation control actions [19]. However, one challenge of implementing human-machine shared control under automation degradation is the risk assessment of driving and automation degradation [20]. One common approach is to use indices to measure driving risks, including the time to collision, time headway for longitudinal safety, the time-to-lane crossing and the variable rumble strip for lateral safety [21]. Another approach is to distinguish safe driving areas from unsafe areas and predict the possibility of entering an unsafe area based on the vehicle’s dynamic states [22].

In this paper, to further advance the shared control algorithm for AVs under automation degradation, we propose a novel approach. The proposed shared control architecture is composed of a risk assessment module and a control authority allocation module. A unique feature of the proposed approach is that the system degradation is directly evaluated by a novel risk assessment module. Furthermore, this risk assessment module combines the above-mentioned two existing methods. It leverages the indices that are related to the safe area identification for measuring driving risks. This design allows for a continuous adaptation of the allocated control authority of the automation according to the evaluated driving risk. To this end, the control authority, the control outputs of the degraded automation system and the human driver’s compensation actions are incorporated to construct the systematic shared control architecture. The main contribution is that the proposed approach offers a feasible and effective solution to the degraded automation system of an AV through human-machine shared control. As a consequence, the human driver would provide the compensation control effort and ensure the driving safety of the AV.

The remainder of the paper is as follows. The high-level structure of the shared control algorithm is introduced in Section III. The safety risk assessment for an AV in both longitudinal and lateral directions is designed in Section IV. The control authority allocation logic for automation is introduced in Section V. Automation and human driver modelling are introduced in Section VI. The testing, validation and results are presented in Section VII. Finally, Section VIII concludes this paper.

II. HIGH-LEVEL ARCHITECTURE OF THE SHARED CONTROL ALGORITHM

The following abbreviations are used throughout this paper:
- The suffixes \( \cdot \_a \) and \( \cdot \_h \) denote the variables issued from the automation and human driver, respectively.
- The subscripts \( \cdot \_act \) and \( \cdot \_des \) are the abbreviations for the actual and desired control, respectively. They refer to the actual control vector imported to the vehicle and desired control vector computed by the automation or human driver.
- The subscript \( f \) refers to the control output with a partial failure.

The proposed architecture for human-machine shared control during vehicle automation degradation is depicted in Fig. 1(a). For a specific task in automated driving, automation is expected to control the vehicle to track a reference trajectory denoted by \( y_{\text{target}} \). \( y_{\text{target}} \) refers to the information of the reference trajectory, including the desired lateral coordinate of the desired lane centre \( y_{\text{target}}^{\circ} \) and the desired velocity \( v_{\text{target}} \). In this paper, we mainly focus on the human-automation shared control algorithm design, while the \( y_{\text{target}} \) is assumed to be available and its detailed generation method is not included. The desired control output, \( u_{\cdot \_act} \), should be directly transmitted to the actuator to execute an action (e.g., steering the front wheels). In this paper, we consider the performance degradation which can be caused by issues of software or hardware, such as a steering actuator or an electronic control unit. Under automation performance degradation, the human driver is required to participate the control loop, providing compensation control, sharing the control authority with the automation and cooperatively operating the vehicle. The actual control vector applied to the vehicle plant, consisting of \( u_{\cdot \_act} \) and \( u_{\cdot \_des} \), is calculated as

![Fig. 1: Overview of the proposed shared control structure. (a) The high-level architecture of the algorithm; (b) Illustration of the risk assessment and control authority allocation modules.](image-url)
\[ \mathbf{u} = u_{a,act} + u_{a,act}. \] In addition, the impact of the degraded automation performance on vehicle motion is evaluated by a risk assessment module. The corresponding upper bound of the control authority of automation is managed by the control authority allocation module. The structure of the above components is shown in Fig. 1(b) and will be detailed in Section III and Section IV, respectively. The modelling of automation and the human driver are briefly discussed in Section V. Finally, the proposed shared control structure is expected to offer the human driver an appropriate authority to compensate for the degraded automation performance and ensure the safety of the human-vehicle system. Further details are reported as follows.

III. SAFETY RISK ASSESSMENT

In this section, we measure the safety risk based on the predicted vehicle trajectory in both longitudinal and lateral directions. To ensure the lateral safety, we first use constrained Delaunay triangulation (CDT) to identify a safe area (C) for driving and then exhibit the boundaries of the safe area by using the artificial potential field (APF) model. We measure the potential field intensity of the predicted vehicle trajectory to evaluate the lateral driving risk. The closer the predicted trajectory is to the boundaries, the greater the potential field intensity is, and the higher the lateral risk would be. In terms of the longitudinal safety assessment, we use the dynamic Potential Field (DPF) to evaluate the possibility of a potential collision in the longitudinal direction by considering not only the vehicles’ relative positions but also their velocity difference.

A. Prediction of vehicle status

In this section, we use the dynamic bicycle model and the constant turn rate and acceleration (CTRA) model \[23\] to predict the vehicle’s trajectory with the control input \( u_{a,f} = [a_{a,f} \ \delta_{a,f}]^T \). The CTRA model has been widely used for prediction and tracking \[24\]. It assumes that a circular path exists between two consecutive time steps of a vehicle, and the yaw rate and acceleration between the two time steps are constant. For a degraded control vector \( u_{a,f} \), the corresponding yaw rate \( r_{ef} \), yaw angle \( s_{ef} \) and lateral velocity \( v_{x,ef} \) can be calculated by using a dynamic bicycle model, which will be described in Section IV. Here, subscript \( e \) represents the ego and subscript \( f \) refers to the vehicle system computed by the degraded control inputs. Based on \( r_{ef}, s_{ef} \) and \( v_{x,ef} \), the CTRA model is utilized to predict the vehicle’s trajectory over a time horizon. The following equation describes the kinematics of the CTRA vehicle model:

\[
\xi(k + \tau_p) = \begin{align*}
x_{ef}^\oplus(k) + \Delta x_{ef}^\oplus(\tau_p) \\
y_{ef}^\oplus(k) + \Delta y_{ef}^\oplus(\tau_p) \\
\psi_{ef}(k) - \psi_{road} + \tau_p r_{ef} \\
v_{x,ef}(k) + a_{a,f} \tau_p \\
a_{a,f} \\
r_{ef}(k)
\end{align*}
\]

with

\[
\Delta x_{ef}^\oplus(\tau_p) = \frac{1}{r_{ef}^2}[ (v_{x,ef} r_{ef} + a_{a,f} r_{ef} \tau_p) \sin(\psi_{ef}^\ast(k) + \tau_p r_{ef}) \\
+ a_{a,f} \cos(\psi_{ef}^\ast(k) + \tau_p r_{ef}) \\
- v_{x,ef} r_{ef} \sin(\psi_{ef}(k)) - a_{a,f} \cos(\psi_{ef}(k))] \\
\]

and

\[
\Delta y_{ef}^\oplus(\tau_p) = \frac{1}{r_{ef}^2}[ (-v_{x,ef} r_{ef} - a_{a,f} r_{ef} \tau_p) \cos(\psi_{ef}^\ast(k) + \tau_p r_{ef}) \\
+ a_{a,f} \sin(\psi_{ef}^\ast(k) + \tau_p r_{ef}) \\
+ v_{x,ef} r_{ef} \cos(\psi_{ef}(k)) - a_{a,f} \sin(\psi_{ef}(k))].
\]

where \( \psi_{ef}(k) = \psi_{ef}(k) - \psi_{road} \), and \( \psi_{road} \) is the road heading angle. \( \xi = [x_{ef}^\oplus \ y_{ef}^\oplus \ \psi_{ef} \ v_{x,ef} \ a_{a,f} \ r_{ef}]^T \) is the state vector. \( x_{ef} \) and \( y_{ef} \) represent the vehicle’s position. \( \tau_p \) is the prediction horizon. Notably, a small prediction horizon may lead to in-overshoots of the predicted trajectory and reduce the accuracy of the risk assessment. In this paper, we set \( \tau_p = 0.5s \). Once the predicted trajectory is generated, the predicted position \( \{x_{ef}^\oplus(\tau_p), y_{ef}^\oplus(\tau_p)\} \) is used to evaluate the driving risk.

It should be noted that Eq. (1) is also used for the prediction of the system status of surrounding vehicles. For simplification, we omit subscript \( j \), i.e., \( x_{ef}^\oplus(\tau_p) = x_{ef}^\oplus(\tau_p) \) and use \( \Delta x_{oc} = x_{oc}^\oplus(\tau_p) - x_{oc}^\oplus(\tau_p), o \in \{f, p, l\} \) to represent the relative distance between the ego and surrounding vehicles in the longitudinal direction. The subscript \( o \) stands for the surrounding vehicles which includes \( p, l \) and \( f \). \( p, l \) and \( f \) stand for \( \text{proceeding}, \ \text{leader} \) and \( \text{follower} \), respectively (as shown in Fig. 2). In addition, we set \( v_{e} \) as the abbreviation of \( v_{x,e+j}, j \in \{e, l, p, f\} \), and use \( \Delta v_{oc} = v_{oc}(\tau_p) - v_{oc}(\tau_p), o \in \{p, l, f\} \) to describe the relative velocity in longitudinal direction. More details will be described in Section III-C.

B. The lateral risk assessment

The assessment of lateral driving risk is used to evaluate the possibility of system performance degradation, for example, caused by a faulty steering angle input. We describe the proposed lateral risk assessment algorithm, which is used for control authority allocation of automation, as follows.

1) Identification of the safe area: We assume that the ego vehicle is equipped with on-board sensors, including radars, LIDARs, cameras, and GPS/INS units. These on-board sensors enable the ego vehicle to measure the position, speed and acceleration information of itself and the surrounding vehicles within a certain range. Therefore, the information of the driving environment can be obtained and further used for the generation of safe area. Given a driving region and the driving task (e.g. lane keeping in Fig. 2), the obstacles (moving vehicles including \textit{preceding}, \textit{leader} and \textit{follower}) and boundaries are described by line segments. The driving region can be partitioned into
Direction coefficients along the direction of \(\sigma\) the safety margin. The boundary of the safe area.

The boundaries of the safe area are considered nonovercome road boundaries. It should be noted that the boundaries consist of a sequence of triangles connecting the starting point with the final region. The starting point is the ego’s current position. The final region is defined as the position that is at a distance from the preceding, where the distance \(d_o\) is in the moving direction.

Based on the known information of the environment, the steps of identifying the safe area are summarized in TABLE I. The boundaries of the safe area are considered nonovercome road boundaries. It should be noted that the boundaries consist of an upper boundary and a lower boundary in the lateral direction. More details can be found in [7]. The boundaries can be represented by the APF model and are discussed as follows.

**TABLE I: Algorithm for safe area \((C)\) generation**

| Step | Description |
|------|-------------|
| 1.   | Identify the starting point \(S_p\) and final region \(F_p\) and discretize the driving region into \(N\) constrained Delaunay triangles |
| 2.   | Find the triangle \(T_s\) in \(T\), \(1 \leq s \leq N\), \(T = \{T_1, T_2, \ldots, T_N\}\) to which the starting point \(S_p\) belongs and the triangle \(T_f\) in \(T\), \(1 \leq f \leq N\), \(f \neq s\) to which the final point \(F_p\) belongs |
| 3.   | Construct an adjacent matrix \(D_{ij}\) to represent the relationship between any pair of triangles. \(D(i, j) = 1\) represents that triangle \(T_i\) and \(T_j\) is adjacent. Otherwise, \(D(i, j) = 0\) |
| 4.   | Start with \(T_s\) and based on the matrix \(D\), search for the triangle which is adjacent to \(T_s\), repeat this process until \(T_f\) is found |

**2) The artificial potential field model:** The APF method was first proposed by Khatib in 1986 [25] and has been widely used for obstacle avoidance in robotics because it affords a simple mathematical analysis and entails less computation. The following equation describes the calculation of the potential field of the boundaries:

\[
P^r(x_e^\parallel, y_e^\parallel) = \begin{cases} 
0, & r_b > d_c + \frac{v_w}{2} \\
\alpha_f \exp\left(-\frac{r_b^2}{\sigma_y^2}\right), & \text{Otherwise}
\end{cases}
\]  

where \(r_b\) is the minimum distance from the vehicle’s predicted position \((x_e^\parallel(T_p), y_e^\parallel(T_p))\) to the lower boundary or the upper boundary of the safe area. \(v_w\) is the vehicle’s width and \(d_c\) is the safety margin. \(\sigma_y\) is the coefficient to adjust the magnitude of the potential field value. \(\alpha_f\) stands for the convergence coefficients along the direction of \(Y\)-axis, and it is set as half of the vehicle width, i.e., \(\frac{v_w}{2} = 1\). Based on Eq. (2), it shows that when the vehicle’s predicted positions remain away from the boundaries, the potential field approaches zero. Otherwise, the value of the potential field is inversely proportional to the distance. When ego’s predicted positions reach the boundaries or move out of the safe area, the potential field value reaches its peak value, i.e., \(\alpha_f\). Therefore, we set the lateral risk as

\[
r_y = \max\left(0, \frac{P^r(x_e^\parallel, y_e^\parallel)}{\alpha_f}\right). \quad (3)
\]

It can be seen that \(r_y\) ranges from 0 to 1. The closer \(r_y\) is to 1, the higher the lateral risk will be.

**C. The longitudinal risk assessment**

In this subsection, we describe how to use DPF to evaluate the longitudinal driving risk. As we know, the possibility of a collision occurring depends on the relative position and velocity between ego and obstacles. DPF \((U^d)\) is defined as a function of the relative position and velocity of the ego with respect to those of the obstacle, as shown in the following:

\[
U_e^d(\Delta v_{eo}, \Delta x_{oe}) = U_{eo} \cdot U_{rd}
\]

\[
U_{eo} = \alpha \exp(\eta(\Delta v_{eo}) \cos(\theta) - I)
\]

\[
U_{rd} = A_f \cdot \exp\left[\frac{\eta(\Delta x_{rd})^2 b}{2\sigma_{2b}^2}\right]
\]

\[
\eta(\Delta v_{eo}) = \sign(\Delta v_{eo}) \cdot |\Delta v_{eo}|
\]

with \(\theta = \{\pi, x_e \leq x_o\}, \{0, x_e > x_o\}\) \(o \in \{p, l, f\}\)

where \(U_{eo}\) stands for the potential field related to the relative velocity \(\Delta v_{eo} = v_e(T_p) - v_o(T_p), o \in \{p, l, f\}\) and \(U_{rd}\) represents the potential field associated with the longitudinal relative distance \(\Delta x_{rd} = x_e^\parallel(T_p) - x_o^\parallel(T_p), o \in \{p, l, f\}\). The calculation of \(\Delta v_{eo}\) and \(\Delta x_{rd}\) have been described in Section III-A. \(\theta\) is the relative heading angle between two vehicles, \(\alpha\) and \(A_f\) are the parameters correlated to the two potential fields.

![Fig. 3: Schematic diagram of the dynamic potential field designed based on the relative velocity and distance](image)
where \( w \) stands for the convergence coefficient along the direction of the \( x \)-axis. In our paper, we set the value of \( w \) as \( 2d_o \), \( b \) is the coefficient for changing the shape. \( I_0(\cdot) \) is the modified Bessel function of order 0. By introducing \( U_{eo} \), the potential field value can be drifted to the direction \( v_{eo} \).

Fig. 3 illustrates an example of the potential energy distribution based on the relative distance and velocity difference. As shown on the right side of Fig. 3 (\( \Delta v > 0 \)), when the ego moves faster than the obstacle ahead (e.g., preceding), the potential field value is significantly increased and reaches its peak value when the relative distance approaches zero. In contrast, the left side of Fig. 3 describes the situation in which the velocity of the rear obstacle (e.g., follower) is larger than that of ego.

The corresponding potential field value is also increased when the relative distance decreases. Moreover, when the ego moves slower than the preceding or the follower moves slower than the ego, the corresponding potential field value is no larger than 0 and indicates that the ego is in a safe operating condition and the driving risk is low.

**Remark 3.1:** It is reasonable to calculate the DPF of ego with surrounding vehicles in a given driving manoeuvre. However, it should be noted that the longitudinal safety is also based on the driving task. For example, when the ego is following the preceding, the preceding’s position and velocity would exert greater impact on the ego’s longitudinal safety than that of the follower and leader in the adjacent lanes. Therefore, a weight should be associated with each DPF value that is adaptive to the driving task.

Then, the following equation is used to calculate \( r_x \):

\[
r_x = w_f \frac{\max(0, U_{df})}{U_{c_{f_{\max}}}} + w_l \frac{\max(0, U_{dl})}{U_{c_{l_{\max}}}} + w_p \frac{\max(0, U_{dp})}{U_{c_{p_{\max}}}}
\]

where \( w_f, w_l \) and \( w_p \) are the weights and satisfy \( w_f + w_l + w_p = 1 \). In the lane-change driving task, the weights are set as \( [0.8, 0.1, 0.1] \), while in the lane-keeping driving task, the weights are set as \( [0.1, 0.2, 0.7] \). If the follower or preceding is not found, the corresponding weight will be set as 0. \( U_{eo}^d, o \in \{f, l, p\} \) stands for the potential field between the ego and follower, and the leader and preceding, respectively. \( U_{c_{eo_{\max}}}^d, o \in \{f, l, p\} \) represents the corresponding maximum DPF. Under the assumption of a certain velocity difference, the maximum DPF is the potential field in the condition of a minimal safe distance. The corresponding calculation is given by

\[
U_{c_{eo_{\max}}}^d = \begin{cases} 
I, & U(d_\Delta v_{eo}, \text{sign}(x_{eo}^d))d_{eo}^d, \quad U_{eo} \leq 0 \\
U(d_\Delta v_{eo}, \text{sign}(x_{eo}^d))d_{eo}^d, & \text{Otherwise}
\end{cases}
\]

\[
d_{eo}^d = \frac{|v_{eo}^2 - v_o^2|}{2a_{\max}} + \max(v_o, v_{eo})(t_r + t_i) + d_o, \quad o \in \{f, l, p\}
\]

where \( d_{eo}^d \) represents the minimal safe distance. \( a_{\max} \) is the maximum deceleration for all vehicles. \( t_r \) is the reaction time, and \( t_i \) is the build-up time of deceleration. As the controlled vehicle is a highly automated vehicle, \( t_i \) and \( t_r \) are set as 0.1 s. \( d_o = 2 \text{ } [m] \) is the minimum clearance distance between the adjacent vehicles after they reach a same velocity. Based on Eq. (5-6), it shows that for any pair \( (e, o) \), \( o \in \{f, l, p\} \), if \( U_{eo}^d \) is less than 0, the vehicle \( o \) has little impact on ego’s driving performance, and the term \( \frac{\max(0, U_{eo}^d)}{U_{c_{eo_{\max}}}^d} \) is equal to 0. It is also indicated that \( r_x \) is always less than 1. The closer \( r_x \) is to 1, the higher the longitudinal risk will be.

### IV. Adaptive Control Authority Allocation

We define \( \alpha_a \) as the maximum control authority allocated to automation. \( \alpha_a \) is time varying and associated with the lateral and longitudinal driving risks. It is obvious that with the increase of the driving risk, the control authority of automation should be decreased, as well as \( \alpha_a \). Here, we utilize the Fuzzy inference system (FIS) approach to build the relationship between the driving risk and \( \alpha_a \). The advantage of utilizing a FIS is the capability of using IF-and-THEN rules to model knowledge through linguistic terms without employing precise quantitative analysis [26].

First, we use linguistic terms to express the driving risk and control authority. We then use Triangular and S-shaped membership functions, which are the most commonly used membership functions, to fuzzify input and output variables:

![Membership functions](image)

**Fig. 4:** Membership functions: (a) the potential field; (b) vehicle’s velocity; (c) the aggressiveness level.
In the normal operating condition, we have \( u_{a,act} = u_{a,f}(u_{a,des}) \). In the degraded condition, when the affected automation system has a small impact on vehicle motion, we have \( u_{a,act} = u_{a,f}(< u_{a,des}) \), which is described by the second term of Eq. (7). The human driver is expected to provide the rest of the required control effort to compensate for degraded automation. However, if \( u_{a,f} \) is much larger than \( u_{a,des} \) or they have different signs, we set \( u_{a,act} = \alpha_u \times u_{a,des} \). In this way, \( u_{a,act} \) is always no larger than \( u_{a,des} \). Therefore, the impact of the degraded automation system is limited.

V. AUTOMATION AND DRIVER SYSTEM MODELLING

In this section, we first use a CDT-APF based MPC controller to model automation in order to generate the desired control actions, i.e., \( u_{a,des} \). Then, we introduce the driver decision-making model and human behavioural model.

A. Modelling of automation system

A dynamic vehicle model with three degrees of freedom is adopted for both controller design and plant simulation, i.e.,

\[
\begin{align*}
\dot{x} &= r v_y + a_{a,des}, \\
\dot{y} &= -r v_x + \frac{2}{m} (F_{cf} \cos \delta + F_{cr}), \\
\dot{\psi} &= \frac{2}{I_z} (l_f F_{cf} - l_r F_{cr}), \\
\dot{v} &= v_x \cos \psi - v_y \sin \psi, \\
v^2 &= v_x \sin \psi + v_y \cos \psi.
\end{align*}
\]

where \( x = [x^2, y^2, \psi, v_x, v_y, r] \) denotes the vehicle’s status. \((x^2, y^2)\) denotes the vehicle’s position in the body frame \((X, Y)\). \( v_x \) and \( v_y \) denote the longitudinal and lateral speeds of the centre of mass, respectively. \( r = \dot{\psi} \) is the yaw rate and \( \psi \) is the inertial heading angle. The system inputs are \( u_{a,des} = [\alpha_{a,des} \delta_{a,des}]^T \) where \( \delta_{a,des} \) is the front steering wheel angle and \( a_{a,des} \) denotes the longitudinal acceleration. The definition and value selection of the key parameters of the vehicle model are listed in TABLE II. \( F_{cf} \) and \( F_{cr} \) denote the lateral tyre forces at the front and rear wheels, respectively. \( C_{ai} (i \in \{f, r\}) \) can be calculated by \( C_{ai} = -C_{ai} \alpha_i, (i \in \{f, r\}) \). \( C_{ai} \) denotes the stiffness coefficients for the front and rear tyres. \( \alpha_i (i \in \{f, r\}) \) denotes the tyre slip angle, which can be expressed as \( \alpha_f \approx \frac{v_y + l_f T}{v_x} - \delta_{a,des} \) and \( \alpha_r \approx \frac{v_y - l_r T}{v_x} \), respectively.

| Parameter | Description | Value |
|-----------|-------------|-------|
| \( l_f \) | Distances from CM to front axle | 1.21 m |
| \( l_r \) | Distance from CM to rear axle | 1.05 m |
| \( m \) | Vehicle mass | 2000 kg |
| \( I_z \) | Vehicle’s moment of inertia | 1300 kg·m² |

The overall vehicle system dynamics model is formulated as:

\[
\begin{align*}
x(k + 1) &= f^x(x(k), u(k)) \\
y(k) &= p^x(x^2(k), y^2(k))
\end{align*}
\]
where \( y(k) \) is the potential field value associated with the position coordinates based on CDT and APF. Based on the internal model built in Eq. (9), the generation of desired control actions can be transferred to solve the following optimization problem:

\[
\begin{align*}
\min_{u_a,c} \sum_{i=1}^{H_p} \left( \| y(k+i|k) \|_W^2 + \| \dot{y}(k+i|k) - y_{target} \|_W^2 \
+ \| v(k+i|k) - v_{target} \|_H^2 + \| \frac{dv(k+i|k)}{dt} \|_N^2 \right) \\
+ \sum_{i=1}^{H_e} \| u_{a,des}(k+i|k) \|_Q^2
\end{align*}
\] (10)

subject to

\[
\begin{align*}
x(k+i+1|k) &= f^d(x(k+i|k), u(k+i|k)), \\
u_{min} \leq u_{a,des}(k+i) \leq u_{max}, & \quad i = 0, \cdots, H_e - 1 \\
u(k-1|k) &= u(k-1) \\
x(k|k) &= x(k)
\end{align*}
\]

where \( k \) denotes the current time, and \( x(k+i|k) \) denotes the predicted state at time \( k+i \) obtained by applying control sequence \( u_a = [u_{a,des}(k), \cdots, u_{a,des}(k+i)] \) to the system (9).

There are five objectives of the optimization problem. The first one is to minimize the potential field value. The second and the third objectives are to make the ego drive consistently with the preceding in the longitudinal direction and reduce their relative speed. The fourth term aims to minimize the yaw acceleration throughout the manoeuvre, ensuring vehicle stability. The final term reflects the consideration of the size of \( u_{a,des}(k+i|k) \). \( R \), \( W \), \( H \), \( N \) and \( Q \) are the weighting matrices for each objective. \( H_e \) is the control horizon, while \( H_p \) is the prediction horizon with \( H_p \geq H_e \). In addition, the control inputs are subject to the physical limitations of the vehicles:

\[
\begin{align*}
\delta_{amin} \leq \delta_{a,des} & \leq \delta_{amax} \\
a_{amin} & \leq a_{a,des} \leq a_{amax}
\end{align*}
\] (11)

where \( \delta_{amin}, \delta_{amax}, a_{amin} \) and \( a_{amax} \) denote the saturation level of \( \delta_{a,des} \) and \( a_{a,des} \), respectively. The above optimization problem can be effectively solved by using the function of \texttt{fmincon} in MATLAB.

**B. Human driver system modelling**

The modelling of human driver is composed of a driver decision-making model and human behavioural model. The former model is used to generate the desired control actions of a human driver based on the driving task and environment information. The latter model describes the dynamic properties of a human driver’s neuromuscular dynamics when performing a driving task. The generation of the desired control action of the human driver, \( u_{h,des} = [a_{h,des}, \delta_{h,des}]^T \), is similar to Eq. (10), i.e. (27).

\[
\begin{align*}
\min_{u_h,\delta} \sum_{i=1}^{H_p} \left( \| y^h(k+i|k) - y_{target} \|_W + \| v(k+i|k) - v_{target} \|_H^2 \
+ \| \frac{dv(k+i|k)}{dt} \|_N \right) \\
+ \sum_{i=1}^{H_e} \| u_{h,des}(k+i|k) \|_Q^2
\end{align*}
\] (12)

The optimization objectives take the vehicle’s lateral motion, vehicle velocity, yaw acceleration and size of the control action into account. The vehicle dynamics model and the design parameters, including \( H, R, H_e \) are set as the same values as those in Eq. (10). In addition, the vehicle’s predicted positions over the prediction horizon \( (H_p) \) should always belong to the safe area \( C \). The output \( u_{h,des} \) feeds the human driver model to generate the actual control output, \( u_{h,act} \). The model representing human driver’s behaviour can be described as (28):

\[
u_{h,act} = \frac{K_h}{T_h s + 1} (u_{h,des} - u_{a,act})
\] (13)

where \( K_h \) is the proportional gain, \( T_h \) is time lag/delay of the driver’s response, and \( s \) is the Laplace operator. The validation of parameters \( K_h \) and \( T_h \) will be given in Section VI-A.

**VI. EXPERIMENTAL TESTING, VALIDATION AND RESULTS**

This section aims to verify the feasibility and effectiveness of the proposed shared control approach in a specific driving scenario of lane keeping. As shown in Fig. 6 two different testing cases are carried out. Case 1 is a two-lane scenario and Case 2 is a scenario of a curvy road.

![Fig. 6: Test cases: (a) case 1: a two-lane highway and (b) case 2: a curvy road](image-url)
A. Driver model validation

In this subsection, the parameter identification of the driver model is conducted. Based on Eq. (13), the parameter vector \([K_h, T_h]\) can be identified in the MATLAB system identification toolbox. A total of 5 drivers (4 males, 1 female, mean age at 25.5 years) participated in the experiment. Each participant holds a valid driver’s licence. The experiment was conducted using a driving platform with the CARLA simulation environment, as shown in Fig. 7. The platform consists of a computer equipped with an NVIDIA GTX 2080 Super GPU, three joint head-up monitors, a Logitech G29 steering wheel suit, and a driver seat. All the participants were asked to perform a lane-change manoeuvre to the left lane after the test vehicle crossed a designated point. The driver’s inputs were measured through the steering wheel angle, brake, and acceleration pedal positions. All participants were briefed on the required tasks before testing and were allowed to first practice to become familiarized with the simulator. Then, each participant was instructed to conduct 20 consecutive lane change manoeuvres in the same driving scene.

The identification results for the considered set of drivers are given in TABLE III. The average values of driver model parameters are used in the following tests.

| Param. | \(K_h\) | \(T_h\) | Fit % |
|--------|--------|--------|-------|
| Driver 1 | 0.95 | 0.13 | 83.14 |
| Driver 2 | 1.15 | 0.21 | 86.53 |
| Driver 3 | 1.1 | 0.14 | 80.28 |
| Driver 4 | 1.2 | 0.18 | 74.53 |
| Driver 5 | 0.98 | 0.19 | 80.76 |
| Average | 1.08 | 0.17 | 81.05 |

B. Testing case 1

1) Testing scenario: The testing scenario is set as follows:

1) The driving task is lane keeping and the ego vehicle starts from the initial position \((0, 0)\).
2) \(K_h\) and \(T_h\) of the human behavioural model are set as \(K_h = 1\) and \(T_h = 0.2s\), respectively.

3) The physical limitations on vehicle actions are set as:
\[
-30^\circ \times \frac{\pi}{180} \leq \delta_{a,des}(\delta_{h,des}) \leq 30^\circ \times \frac{\pi}{180}
\]
\[
-5 \leq a_{a,des}(a_{h,des}) \leq 5
\]

4) The sampling time is 0.05s. The control horizon is \(H_c = 3\), while the prediction horizon is \(H_p = 10\).

5) Other initial setting of the driving scenario is listed in TABLE IV.

| Parameter | Value |
|-----------|-------|
| Initial velocity of the ego | 15 m/s |
| Initial velocity of the preceding | 12 m/s |
| Initial distance to the preceding | 38 m |
| Initial velocity of the leader | 15 m/s |
| Initial velocity of the follower | 12 m/s |
| Initial distance to the leader | 30 m |
| Initial distance to the follower | 5 m |

6) The setting of parameters of APF and DPF is listed in TABLE V where \(LC\) denotes lane changing and \(LK\) denotes lane keeping.

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| \(\alpha_f\) | 30 | \(\sigma_p\) | 1 |
| \(d_c\) | 0.8 [m] | \(v_0\) | 2 [m] |
| \(\alpha_s\) | 10 | \(b\) | 2 |
| \(\Delta_f\) | 2 | \(\sigma_g\) | 4 |
| \(a_{max}\) | 7 [m/s²] | \(\tau_c\) | 0.1 [s] |
| \(t_h\) | 0.1 [s] | \(d_0\) | 2 [m] |
| \([w_f, w_l, w_p]\) | [0.8 0.1 0.1] (LK) | \([w_f, w_l, w_p]\) | [0.1 0.2 0.7] (LC) |

7) The automation system degradation is set as
\[
\delta_{a,f}(k) = \begin{cases} \delta_{a,des}(k), & k < 10 \\ \delta_{a,des}(k) + \frac{0.3 \times (k-10)}{20}, & 10 \leq k \leq 30 \\ \delta_{a,des}(k) + 0.3, & \text{Otherwise} \end{cases}
\]

where \(k\) is the time step. According to Eq. (14), it can be seen that a variation is added to the desire steering wheel angle after \(t = 0.5s\). Testing case 1 with the automation system degradation (Eq. (14)) aims to validate the effectiveness of the proposed approach in lateral direction.

Fig. 8: Results of vehicle’s path in the two-lane way
there is no change in longitudinal acceleration; then, we have $a_{a,f} = a_{a,des}$. In addition, as shown in Fig. 10, after $t = 0.6s$, the human driver has a priority over automation when they do not have same objective ($u_{h,act} \neq u_{a,des}$). The proposed shared control algorithm allows the driver to own the final authority over the automation. The actual control output of the shared control system $u$ highly depends on the human driver’s desire.

C. Testing case 2

In Case 2, we examine the effectiveness of the proposed approach on a curvy road. The road radius is $R = 60m$. The initial velocity of the ego and the preceding is $12m/s$. The initial distance is $15m$. The parameters of simulation setting are as the same as those of Case 1. The automation system degradation is set as

$$a_{a,f}(k) = \begin{cases} 
    a_{a,des}(k), & k \leq 5 \\
    a_{a,des}(k) + \frac{3k(k-5)}{5}, & 5 < k \leq 10 \\
    a_{a,des}(k) + 3, & Otherwise
\end{cases}$$  

From Eq. (15), it can be seen that after $k > 5$, the value of longitudinal acceleration is gradually increased. After $k > 10$, a permanent failure occurs and $a_{a,f}$ is always equal to $a_{a,des} + 3$. It should be noted that $a_{a,f}$ also satisfies $-5 \leq a_{a,f} \leq 5$. Case 2 mainly shows the advantage of the proposed approach in the condition of automation system degradation in the longitudinal direction.

Fig. 11 indicates that ego is able to perform its driving task through the control input $u$ given by the automation and human driver. Furthermore, only a small vibration of ego’s velocity occurs at the initial phase of the performance degradation, as shown in Fig. 12. Fig. 12 shows that the longitudinal risk is increased with the severity of degradation on the longitudinal acceleration $a_{a,f}$. The corresponding control authority of automation varies according to the driving risk. Fig. 13 shows the allocation of control inputs in the proposed shared control system. As $a_{a,f} \gg a_{a,des}$, to reduce the influence of performance degradation, the value of actual longitudinal acceleration of automation ($a_{a,act}$) is bounded by $\alpha \times u_{a,des}$. 

---

**Fig. 9**: Risk assessment of Case 1

**Fig. 10**: Control outputs of Case 1

2) Results: Fig. 8 shows the vehicle motion of Case 1 in the two-lane way. It can be seen that in the presence of automation gradation, the ego still can complete lane keeping and follow the preceding. More specifically, at each time step, CDT can identify the safe driving area for the ego, and the boundary of the safe area can be represented by the APF. The predicted trajectory of ego can be conducted by the CTRA model and is represented by a green diamond in Fig. 8. In addition, ego’s velocity can successfully track that of the preceding, as shown in Fig. 9. Fig. 9 shows the driving risk over time. The estimated driving risk indicates the occurrence of performance degradation, especially in the lateral direction. The corresponding maximum control authority of automation ($\alpha_a$) is determined by the FIS and shown in Fig. 9b. $\alpha_a$ is varied based on the severity of the performance degradation. Fig. 10 represents the control outputs of the automation and human driver. In the normal operation condition ($t < 0.5s$), $u_{a,f} = u_{a,des}$, and the red solid line and cyan dash line coincide with each other. Since the human driver and automation share the same objective, i.e., $u_{h,des} \approx u_{a,des}$, the automation can deal with the driving task ($u \approx u_{a,des}$) and the human driver does not need to exert additional control effort ($u_{h,act} \rightarrow 0$). Once the occurrence of performance degradation is identified by the assessment of driving risk, the actual control output of automation is managed by $\alpha_a$ through Eq. (7). As shown in Fig. 10b, the value of $\delta_{a,act}$ is much smaller than $\delta_{a,f}$ and no larger than $\delta_{a,des}$. In this way, the impact of $\delta_{a,f}$ on vehicle motion is limited, and the human driver is able to compensate for the performance degradation by exerting $\delta_{h,act}$. By the contrast,
In this way, the human driver is able to compensate to the required control input. Therefore, the whole control vector, which is composed of \( u_{a, act} \) and \( u_{h, act} \), is imported to the vehicle system, guaranteeing the safety of the driving task.

VII. CONCLUSION

In this paper, a novel shared driving control algorithm was proposed for automated vehicles under automation degradation. The driving risks, including the longitudinal risk and lateral risk, are assessed to identify the severity of performance degradation based on the vehicle’s trajectory prediction. The control authority of automation can be adaptively updated in real time according to the assessed driving risks. Once automation degradation is detected, the value of the control authority allocated to the automation is bounded. This allows the human driver to compensate for the performance degradation by providing the additional required control effort and thus ensure the driving safety. The feasibility and effectiveness of the proposed shared control algorithm were validated in two typical scenarios of automated driving. Future works will be focusing on further improvement of the proposed approach and its implementation in a real vehicle platform.
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