Text Categorization with Fractional Gradient Descent Support Vector Machine

Abstract—Text documents on the web are an incredible resource including one example of big data, large size and so many variations that it becomes difficult for humans to choose meaningful information without the help of a computer. Text categorization job is to automatically classify text documents into standards class based on their content. The objective of this research is to implement a classifier with optimization based on the Fractional Gradient Descent in text classification. In our research, we propose using the Fractional Gradient Descent to optimize the SVM classifier so that it can increase the speed of training data. We explore a batch of different training data to compare the speed of the UCI ML text dataset training process with the SVM-SGD and SVM-FGD classifiers. This research concludes that using SVM-FGD will optimize the training time for text dataset in the activity of data classification.
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I. INTRODUCTION

Data mining, also referred to as knowledge discovery in data, text mining refers to such a knowledge discovery process when the source data is text. Data mining and text mining in general should be regarded as application-oriented interdisciplinary fields. It can be found to be closely related to disciplines such as natural language processing, computational linguistics and information retrieval, machine learning and artificial intelligence. Nowadays, the access to a virtually unlimited amount of information in digital text format, text mining is becoming a very important tool for both providing competitive services to users and extracting valuable knowledge [1].

Text mining is a new field of computer science, through techniques such as categorization or classification, entity extraction, sentiment analysis, text mining extracting information that is useful for uncovering hidden knowledge in text [2]. Text mining is able to reveal insights, patterns, and trends in large volumes of unstructured data accompanied by the ability to get rid of all irrelevant material and provide fast answers. Based on the purpose of this study to improve the scalability of supervised learning techniques. An efficient learning algorithm is used to conduct a short learning on each training data sample. Machine learning methods that can be trained for millions of training examples so they can enjoy the latest huge databases. In short, we have looked for training algorithms that have a short training time property (linear scaling with training set sizes) but have high generalization accuracy. Support Vector Machines (SVMs) as one of the supervised learning technique algorithms that can be applied in many cases. That is the reason why we try to present most of our algorithms in general to facilitate the conception of derivation for large scale applications.

This research employs Farm Ads text dataset for classification with 4,143 rows, 54,877 attributes from UCI ML repository. This data was collected from text ads found on twelve websites that deal with various farm animal related topics. Information from the ad creative and the ad landing page is included. The binary labels are based on whether or not the content owner approves of the ad. For each ad, we include the words on the ad creative and the words from the landing page. Each word from the creative is given a prefix of 'ad'. Title and header HTML mark-up are noted in a similar way in the text of the landing page. We have already performed stemming and stop word removal. Each ad is on a single line. The first word in the line is the label of the instance. It is 1 for accepted ads and -1 for rejected ads. We have also included a straightforward bag-of-words representation of our data. We use the SVM light sparse vector format. Each of these attributes is encoded as index: value.

Moreover, we studied the performance using the Fractional Gradient Descent to optimize the SVM classifier so that it can increase the speed of training time for classification data training. Inspired by (Pu et al., 2015; Chen, 2013)[3], we apply the fractional steepest descent algorithm to train SVMs. In particular, we employ the Caputo derivative formula to compute the fractional-order gradient of the error function with respect to the objective function and obtain the deterministic convergence. The classification of large scale learning has focused on building linear classification models for large scale dataset classification tasks. In many test cases, the linear SVM classifier is an exchange between training time and classification accuracy. Shalev-Shwartz et al. [4] and Bottou et al. [5] proposed a stochastic gradient reduction algorithm for SVM (symbolized by SVM-SGD) which showed promising results for the problem of large-scale binary classification.

II. SUPPORT VECTOR MACHINE

Support-vector machines are supervised learning models that analysed data used for classification and regression analysis. The original SVM algorithm was invented by Vladimir N. Vapnik and Alexey Ya. Chervonenkis in 1963.
In 1992, Bernhard E. Boser, Isabelle M. Guyon and Vladimir N. Vapnik suggested a way to create nonlinear classifiers by applying the kernel trick to maximum-margin hyperplanes. The SVM model is a representation of the examples as points in space, mapped so that the examples of the separate categories are divided by a clear gap that is as wide as possible. New examples are then mapped into that same space and predicted to belong to a category based on the side of the gap on which they fall.

For linear classifier SVMs can efficiently perform a non-linear classification using kernel trick, mapping their inputs into high-dimensional feature spaces. SVMs tries to find the hyperplane. We will call this the optimal hyperplane, and we will say that it is the one that best separates the data.

Gradient Descent is a popular optimization technique in Machine Learning and Deep Learning and it can be used with huge datasets [8.9.10]. It can also be mathematically shown that gradient descent is useful in cases where the optimal points cannot be found by equating the slope of the function to 0. The general idea is to start with a random point (in our parabola example start with a random “x”) and find a way to update this point with each iteration such that we descend the slope[16.17]

We are trying to minimize,

\[ J(w) = \min_{w,b} \frac{1}{2} w^T w + \eta; x_i \]  

The steps of the algorithm are; First, find the slope of the objective function with respect to each parameter/feature. In other words, compute the gradient of the function. Second, pick a random initial value for the parameters. (To clarify, in the parabola example, differentiate “y” with respect to “x”.) If we had more features like x1, x2 etc., we take the partial derivative of “y” with respect to each of the features. Third, update the gradient function by plugging in the parameter values. And last calculate the step sizes for each feature as : step size = gradient * learning rate. Calculate the new parameters as : new params = old params –step size. Repeat steps 3 to 5 until gradient is almost 0.

There are a few downsides of the gradient descent algorithm. We need to take a closer look at the amount of computation we make for each iteration of the algorithm. When we have 10,000 data points and 10 features. The sum of squared residuals consists of as many terms as there are data points, so 10000 terms in our case. We need to compute the derivative of this function with respect to each of the features, so in effect we will be doing 10000 * 10 = 100,000 computations per iteration. It is common to take 1000 iterations, in effect we have 100,000 * 1000 = 1000000000 computations to complete the algorithm. That is pretty much an overhead and hence gradient descent is slow on huge data [19.20]
**B. Fractional Gradient Descent**

The definition of the Caputo fractional-order derivative of order $\alpha$ is:

\[
\mathcal{D}_{t}^\alpha f(t) = \frac{1}{\Gamma(n-\alpha)} \int_{0}^{t} (t-\tau)^{n-\alpha-1} f^{(n)}(\tau) \, d\tau,
\]

(3)

Where $\mathcal{D}_{t}^\alpha$ is caputo derivative operator, $\alpha$ is the fractional order.

When $\alpha \in (0,1)$, the expression for Caputo derivative is as follows:

\[
\mathcal{D}_{t}^\alpha f(t) = \frac{1}{\Gamma(n-\alpha)} \int_{0}^{t} (t-\tau)^{-\alpha} f'(\tau) \, d\tau.
\]

(4)

When $\alpha \in (0,1)$ and $\alpha = 0$, there is a visible difference in the derivation with respect to a constant between Caputo derivative and Riemann-Liouville derivative. Suppose that $K$ is a constant, it is easy to conclude that $\mathcal{D}_{t}^\alpha K = 0$ and $RL \mathcal{D}_{t}^\alpha K = \frac{1}{\Gamma(1-\alpha)} x^{-\alpha} \neq 0$. That is the reason why we used Caputo derivative for fractional order gradient descent optimization [21,22].

**III. RESEARCH METHODOLOGY**

Pre-processing is the initial phase of text classification to form unstructured texts into token representation and ready to be modelled by a classifier algorithm. Clean up Text, Cleaning is the process to remove extra characters in HTML syntax used to design website. Tokenization Tokenizing is the process of extracting serialized word in sentences to become variation of two words in many combinations, done at each sentence. For further more find special tokens, lowercases, stop words, and stemming.

Moreover we convert to Numeric for DFM (Doc Frequency Matrix) and feature selection with TF-IDF. Each dataset is randomly split into two subsets with a fixed proportion, training and testing samples are separately and we use Cross Validation with 10 fold for stratified CV. Finally we applied SVM-FGD for the dataset. To analyse the numerical performance based on different fractional-order derivatives, three performance metrics have been conducted: training accuracy, testing accuracy and training time.

**IV. RESULT**

The result implementation SVM-FGD for training dataset is objective value $= 2.2507$ with test error $= 4.367$ and train error $= 2.362$, norm $w = 395.048$ for accuracy classifier $= 0.9074$. Theoretical results of the presented algorithm in this paper, such as monotonicity and convergence. The accuracies with larger learning rates are higher than those with smaller learning rates in each sub-figure. In addition, we observe that training and testing accuracies are gradually increasing with increasing fractional-orders and then reach the peak around $9$-order.

**V. CONCLUSION**

In this research, implementation text classification with support vector machine classifier and unconstraint optimization with stochastic gradient descent already done. This research tries to study implication for FGD optimizer for large scale training data. Algorithm chosen is FGD with two kernel variations to gain best result. Based on the result, it can be concluded that using FGD decreases the training time and precision of SVM. The accuracy of TF-IDF is better combined with FGD when the sample does not have specific terms, instead, it has a unique pattern in the same news portal provider. For further research, we tried to implemented fractional gradient descent to improve performance training time text dataset in large scale.
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