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Abstract—Radio frequency interference (RFI) mitigation is critical to the proper operation of ultra-wideband (UWB) radar systems since RFI can severely degrade the radar imaging capability and target detection performance. In this paper, we address the RFI mitigation problem for one-bit UWB radar systems. A one-bit UWB system obtains its signed measurements via a low-cost and high rate sampling scheme, referred to as the Continuous Time Binary Value (CTBV) technology. This sampling strategy compares the signal to a known threshold varying with slow-time and therefore can be used to achieve a rather high sampling rate and quantization resolution with rather simple and affordable hardware. This paper establishes a proper data model for the RFI sources and proposes a novel RFI mitigation method for the one-bit UWB radar system that uses the CTBV sampling technique. Specifically, we first model the RFI sources as a sum of sinusoids with frequencies fixed during the coherent processing interval (CPI) and we exploit the sparsity of the RFI spectrum. We extend a majorization-minimization based 1bRELAX algorithm, referred to as 1bMMRELAX, to estimate the RFI source parameters from the signed measurements obtained by using the CTBV sampling strategy. We also devise a new fast frequency initialization method based on the Alternating Direction Method of Multipliers (ADMM) methodology for the extended 1bMMRELAX algorithm to significantly improve its computational efficiency. Moreover, an ADMM-based sparse method is introduced to recover the desired radar echoes using the estimated RFI parameters. Both simulated and experimental results are presented to demonstrate that our proposed algorithm outperforms the existing digital integration method, especially for severe RFI cases.
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I. INTRODUCTION

ULTRA-WIDEBAND (UWB) radar has been used in a wide range of applications, including, for example, landmine and unexploded ordinance (UXO) detection using ground penetrating radar (GPR) [1], hidden object imaging via foliage penetrating (FOPEN) radar [2], as well as human detection [3] and non-contact human vital sign monitoring using UWB radar [4]. Due to the large bandwidth, which can be over 10 GHz for an impulse UWB radar system, an analog-to-digital converter (ADC) with a high-sampling rate of over 20 GHz is needed at its receiver. However, a radar system using such an ADC, especially with high-resolution quantization, may be too expensive to be commercially viable. Indeed, high rate ADC with large quantization depth, even if available, can significantly increase the cost and power consumption of the UWB radar system. In contrast, an ADC with low-resolution quantization can be attractive due to its low-cost and low power consumption advantage and its ability to achieve ultra-high sampling rates [5], [6]. For instance, the NVA6100 impulse radar system [7], a low-cost and low power consumption, single-chip UWB radar from Novelda, utilizes the so-called Continuous Time Binary Value (CTBV) technology [7], [8] to achieve a very high sampling rate of 39 GHz and a 13-bit quantization resolution with a simple circuit design. CTBV is an efficient one-bit sampling strategy, which obtains its signed measurements via comparing the received signal to a known threshold varying with slow-time, i.e., varying from one pulse repetition interval (PRI) to another. High-precision samples can be obtained from these signed measurements via a simple digital integration (DI) method [8]. The affordable NVA6100 system can be used for diverse applications, including vital sign monitoring [3], through-wall imaging and object tracking [7]. We refer to the CTBV-based UWB radar system in this paper as the one-bit UWB radar system.

One of the most significant challenges of ensuring the proper operations of UWB radar systems is to mitigate the severe radio frequency interferences (RFIs) they encounter since there are many competing users within the ultra-wideband frequency range they operate in. Typical RFI sources include FM radio transmitters, TV broadcast transmitters, cellular phones, and other radiation devices. Their operating frequency bands tend to overlap with those of the UWB radar systems [9]. These RFI sources pose a significant hindrance to the proper operations of the UWB radar systems in terms of reduced signal-to-noise ratio (SNR) and degraded radar imaging quality. Therefore, effective RFI mitigation is critically important for the proper operations of the UWB radar systems.

RFI mitigation is a notoriously challenging problem since it is difficult to predict and model RFI signals accurately due to their dynamic range and diverse modulation schemes. Many RFI mitigation methods, such as RFI suppression via filtering techniques [9]–[13] and RFI extraction based on RFI estimation methods [14]–[17], have been developed for radar systems using high-precision ADCs. However, it appears that RFI mitigation for one-bit UWB radar systems has not been considered in the literature before and the existing high-resolution quantization based methods are not directly applicable.

In this paper, we introduce a RFI mitigation method for the one-bit UWB radar systems using the CTBV sampling technique, in particular the NVA6100 impulse radar system. Our main contributions can be summarized as follows:

1) We present a novel RFI mitigation framework for one-bit...
UWB radar systems, which obtain their measurements using a one-bit sampling strategy that varies the known quantization threshold with slow-time.

2) We establish a proper data model for the RFI sources and extend the recently-developed majorization-minimization (MM) based 1bMMREALX [18] method for sinusoidal parameter estimation, i.e., for single-PRI based signed measurements, to deal with multiple-PRI based signed measurements. Specifically, since the desired UWB radar echo signals are relatively weak with a flat spectrum and the RFI sources are typically strong with sparse, narrow spectral peaks in the fast-time frequency domain (see Figure 1 for example), we consider modeling the RFI signal as a sum of sinusoids. The sinusoidal frequencies are assumed fixed within the coherent processing interval (CPI). The extended 1bMMREALX algorithm [19] can be used to obtain the maximum likelihood (ML) estimates of the parameters of the RFI sources from the multiple-PRI based signed measurements.

3) To further reduce the computational cost of the extended 1bMMREALX, we also devise an Alternating Direction Method of Multipliers (ADMM) [20] based fast frequency initialization method which exploits the sparsity of the RFI spectrum.

4) Since the number of RFI sources, i.e., the model order of RFI signals, is unknown, we extend the single-PRI based 1bBIC [21] to the multiple-PRI based cases. We use the extended 1bMMREALX algorithm along with the fast frequency initialization method to estimate the RFI parameters and determine the number of RFI sources from multiple-PRI based signed measurements obtained by using the CTBV sampling strategy. Then, using the estimated RFI parameters, we introduce the ADMM based sparse echo signal recovery method in Section IV. Finally, in Section V we provide both simulated and experimental results to demonstrate the effectiveness of the proposed algorithm for RFI mitigation for one-bit UWB radar systems.

Notation: We denote vectors and matrices by boldface lower-case and upper-case letters, respectively. $(\cdot)^T$ denotes the transpose operation. $(\cdot)$ refers to the estimated result of the related value. $X \in \mathbb{R}^{N \times M}$ denotes a real-valued $N \times M$ matrix and $x \in \mathbb{R}^N$ denotes a real-valued vector with $N$ elements. $X[n, m]$ means the $(n, m)$th element of matrix $X$. $X[n, ;]$ and $X[:, m]$ means the $n$th row and $m$th column of the matrix $X$, respectively. $x[n]$ denotes the $n$th element of the vector $x$. For a matrix or a vector, $\| \cdot \|_p$ means the $\ell_p$ element-wise norm of the matrix or vector, i.e., $\|X\|_p = (\sum_{m=1}^{M} \sum_{n=1}^{N} |X[n, m]|^p)^{1/p}$ or $\|X\|_p = (\sum_{n=1}^{N} |x[n]|^p)^{1/p}$. $\|X\|_{1,2} = \sum_{n=1}^{N} ||X[n, :]||_2$ denotes the $\ell_{1,2}$ norm of the matrix $X$ and $I_N$ denotes the $N \times N$ identity matrix.

II. Problem Formulation

A. One-bit UWB Radar System

Consider an exemplary one-bit UWB radar system, the NVA6100 system, which is a recently-developed UWB radar system on a single chip with rather simple circuit designs [7]. It can achieve an ultra-high sampling frequency of 39 GHz and a 13-bit quantization resolution with low-cost and low power consumption hardware by using the CTBV sampling scheme, a kind of one-bit sampling technique. The radar transmits a super-narrow pulse repeatedly and uses a one-bit ADC with different thresholds to obtain the signed measurements. More specifically, each reflected signal will be compared with a known threshold, which varies uniformly over different PRIs within the CPI, and whether the sampling data is larger or smaller than the threshold will be recorded. Thus, in the absence of RFI and other interferences, the signed measurement matrix $Y \in \mathbb{R}^{N \times M}$ obtained by NVA6100 can be expressed as follows:

$$Y = \text{sign}(S - H),$$

where $N$ and $M$ denote the number of fast-time samples per PRI and the number of PRIs or slow-time samples within the CPI, respectively. $S$ denotes the desired radar echo signal and $H$ denotes the known threshold matrix, whose columns vary linearly with slow-time, i.e., $H[n, m] = -h + 2(m - 1)h/(M - 1), h > 0, n = 1, 2, \ldots, N, m = 1, 2, \ldots, M$. $\text{sign}(\cdot)$ is the element-wise sign operator defined as:

$$\text{sign}(x) = \begin{cases} 
1, & x \geq 0, \\
-1, & x < 0. 
\end{cases}$$

With the assumption that the reflected signal will be the same, i.e., $S[; 1] = S[; 2] = \cdots = S[; M] = s$, within a small

![Fig. 1: An example of fast-time RFI spectrum vs. slow-time index, for the RFI-only data measured by the experimental ARL radar receiver.](image-url)

The rest of this paper is organized as follows. In Section III we introduce the one-bit UWB radar system using the CTBV sampling technique and formulate the RFI mitigation problem for the system. Next, in Section IV we present the extended 1bMMREALX algorithm along with the fast frequency initialization method and the extended 1bBIC to estimate the RFI parameters and determine the number of RFI sources from multiple-PRI based signed measurements.
time window, for example, within a CPI, the high-precision measurements can be obtained by using the simple digital integration (DI) method from the signed measurement matrix $Y$. The output of the one-bit system using the DI method, $s^{\text{DI}}$, can be written in the following form:

$$
s^{\text{DI}}[n] = \Delta h \sum_{m=1}^{M} \frac{1}{2} (Y[n, m] + 1) - h - \Delta h,
$$

(3)

The structure of the NVA6100 receiver and the procedure of the DI method are shown in Figure 2. The DI method assumes no interference or weak interferences, and thus it cannot provide satisfactory performance for strong RFI mitigation. Since strong RFI problems exist in practical applications, an effective RFI mitigation technique is needed for the proper operations of the one-bit UWB radar systems.

**B. Data Model**

In the presence of RFI and other noise and disturbances, the signed measurement matrix $Y$ can be written as follows:

$$
Y = \text{sign}(R_\theta + S + E - H),
$$

$$
S[; 1] = S[; 2] = \cdots = S[; M] = s,
$$

(4)

where $E$ denotes the noise and other disturbances and $R_\theta$ denotes the RFI matrix. By using the fact that the RFI sources tend to have strong, narrow peaks in the fast-time frequency domain and the frequencies of the RFI sources change only very slightly over the CPI (see Figure 1), the RFI sources can be modeled as a sum of sinusoids with their frequencies fixed over the slow-time within the CPI $[17]$. Thus, each element of $R_\theta$ can be expressed as follows:

$$
R_\theta[n, m] = \sum_{k=1}^{K} A_{k,m} \sin(\omega_k(n-1) + \phi_{k,m})
$$

$$
= \sum_{k=1}^{K} a_{k,m} \cos(\omega_k(n-1)) + b_{k,m} \sin(\omega_k(n-1))
$$

$$
= \sum_{k=1}^{K} a_{k,m} \cos(\omega_k) + b_{k,m} \sin(\omega_k),
$$

(5)

where $K$ denotes the number of sinusoids or RFI sources, $\omega_k \in [0, \pi)$ denotes the frequency of the $k$th RFI source, and $A_{k,m} \in \mathbb{R}^+$ and $\phi_{k,m} \in [0, 2\pi)$ denote the amplitude and phase of the $k$th RFI source during the $m$th PRI, respectively. The unknown parameter vector of the RFI is denoted by $\theta = [a_{1,1}, b_{1,1}, \ldots, a_{1,M}, b_{1,1}, \omega_1, \ldots, a_{K,1}, b_{K,1}, \ldots, a_{K,M}, b_{K,M}, \omega_K]^T \in \mathbb{R}^{(2M+1)K}$ with $a_{k,m} = A_{k,m} \sin \phi_{k,m} \in \mathbb{R}$ and $b_{k,m} = A_{k,m} \cos \phi_{k,m} \in \mathbb{R}$. Our goal is to recover the desired radar echo vector $s$ from the signed measurement matrix $Y$ while mitigating the impact of the RFI.

**III. 1BMMRELAX FOR RFI PARAMETER ESTIMATION**

**A. Maximum likelihood estimation**

We first assume that the desired UWB radar echoes together with the noise and other disturbances, i.e., $S + E$, obey i.i.d. Gaussian distribution with zero-mean and unknown variance $\sigma^2$. The numerical and experimental examples in Section V show that the proposed algorithm is robust to this assumption. We consider the maximum likelihood (ML) estimator for the RFI parameter estimation problem due to its desirable properties including consistency and asymptotic efficiency. The ML estimate of the parameter vector $\hat{\theta} = [\hat{\theta}^T, \sigma^T]$ can be obtained by minimizing the following negative log-likelihood function $[22]$:

$$
\hat{\beta} = \arg \min_{\beta} l(\beta)
$$

$$
= \arg \min_{\beta} \sum_{m=1}^{M} \sum_{n=1}^{N} \left[ - \log \Phi \left( \frac{\sum_{k=1}^{K} \tilde{a}_{k,m} \cos(\omega_k(n-1)) + \tilde{b}_{k,m} \sin(\omega_k(n-1)) - \lambda H[n, m]}{\sigma} \right) \right],
$$

(6)

where $\Phi(x)$ denotes the cumulative distribution function of the standard normal distribution, $\lambda = \frac{1}{\sigma}$, $\tilde{a}_{k,m} = \frac{a_{k,m}}{\sigma}$, $\tilde{b}_{k,m} = \frac{b_{k,m}}{\sigma}$, and $\tilde{\beta} = [\tilde{\theta}^T, \lambda]^T$ is the modified unknown parameter vector with $\tilde{\theta} = [\tilde{a}_{1,1}, \tilde{b}_{1,1}, \ldots, \tilde{a}_{1,M}, \tilde{b}_{1,1}, \omega_1, \ldots, \tilde{a}_{K,1}, \tilde{b}_{K,1}, \ldots, \tilde{a}_{K,M}, \tilde{b}_{K,M}, \omega_K]^T$. Note that the cost function in (6) is highly...
nonlinear and non-convex and is difficult to optimize with respect to \( \beta \).

Let \( \omega = [\omega_1, \omega_2, \ldots, \omega_K]^T \) be a vector composed of the frequencies of \( R_\omega \). For given \( \omega \), the above optimization problem is convex with respect to \( \{ \tilde{a}_{k,m} \}_{k=1,M=1}^{K,M} \) and \( \{ \tilde{b}_{k,m} \}_{k=1,M=1}^{K,M} \) and \( \lambda \) (see Section 3.54 of [23] for a detailed proof). Thus, the ML problem can be solved by first performing a \( K \)-dimensional search over \( \omega \) on the feasible space of frequencies \([0, \pi]^K\) and then using globally optimal algorithms, for example, the Newton’s Method [23], to compute the corresponding optimal values \( \{ \tilde{a}_{k,m} \}_{k=1,M=1}^{K,M} \) and \( \{ \tilde{b}_{k,m} \}_{k=1,M=1}^{K,M} \) and \( \lambda \) as functions of \( \omega \). The details on the implementation of the \( K \)-dimensional frequency search can be found in [24].

Note that as the number of sinusoids \( K \) and the size of the signed measurement matrix increase, this method can become computationally prohibitive and, thus, more efficient algorithms, such as the relaxation-based methods in [18], [24], may be considered.

### B. 1bREALX and 1bMMRELAX

Inspired by the RELAX algorithm [25], which is a conceptually and computationally simple method for sinusoidal parameter estimation for infinite-precision data, two algorithms, 1bRELAX [24] and 1bMMRELAX [18], were recently proposed as relaxation-based approaches to estimate the sinusoidal parameters from single-PRI-based signed measurements by maximizing the likelihood function iteratively. Since 1bRELAX and 1bMMRELAX are both cyclic algorithms, their local convergence is guaranteed under mild conditions [26].

We extend below 1bRELAX and 1bMMRELAX to the case of multiple-PRI based signed measurements. We first extend the 1bRELAX algorithm to the multiple-PRI cases and the detailed steps are depicted in Table 1. 1bRELAX maximizes the likelihood function iteratively by conducting a sequence of one-dimensional frequency searches on \([0, \pi]^K\) rather than the \( K \)-dimensional search on \([0, \pi]^K\) used by the ML method, and therefore greatly reduces the computational cost. However, since the frequency update procedure is still implemented by means of an Exhaustive search and a large number of iterations is required, 1bRELAX is still rather time-consuming.

To enhance the computational efficiency of 1bRELAX, the majorization-minimization [27] based 1bMMRELAX is introduced in [18] for the single-PRI based cases. By using the MM technique, 1bMMRELAX transforms the likelihood maximization problem in each step into a sequence of simple infinite-precision sinusoidal parameter estimation problems, which can be efficiently solved via simple FFT operations. We next extend the single-PRI based 1bMMRELAX algorithm to the multiple-PRI based case, and we still refer to the extended algorithm as 1bMMRELAX for simplicity [19].

We start by applying the MM-based method to minimize the negative log-likelihood function \( l(\tilde{\beta}) \) in (6). The majorizing function can be obtained by using Lemma 1 in [18]. The optimization problem at the \((i+1)\)th MM iteration that minimizes the majorizing function at \( \tilde{\beta}^i = [(\tilde{\theta}^i)^T, \lambda^i]^T \), which is the estimate of \( \tilde{\beta} \) obtained at the \(i\)th MM iteration, can be simplified as:

\[
\min_{\tilde{\theta}, \lambda} G(\tilde{\theta}, \lambda | \tilde{\beta}) = \sum_{m=1}^{M} \sum_{n=1}^{N} \left[ R_\theta[n,m] - \lambda H[n,m] - \tilde{Z}_{\tilde{j}}[n,m] \right]^2,
\]

(7)

where \( \tilde{Z}_{\tilde{j}}[n,m] = Y[n,m] \left( X_{\tilde{j}}[n,m] - f'(X_{\tilde{j}}[n,m]) \right) \) is the \((n,m)\)th element of an auxiliary matrix \( \tilde{Z}_{\tilde{j}} \), with \( f(x) = -\log \Phi(x) \), and \( X_{\tilde{j}}[n,m] = Y[n,m] \left( R_{\tilde{j}}[n,m] - \lambda H[n,m] \right), \ n = 1, \ldots, N, \ m = 1, \ldots, M. \)

The minimization problem in (7) can be conveniently solved by using a cyclic algorithm [24]. In the cyclic algorithm, we conduct the following two steps iteratively: (1) minimize \( G(\tilde{\theta}, \lambda | \tilde{\beta}) \) with respect to \( \lambda \) for fixed \( \tilde{\theta} \) and (2) minimize \( G(\tilde{\theta}, \lambda | \tilde{\beta}) \) with respect to \( \tilde{\theta} \) for given \( \lambda \). The closed-form solution of the first step can be readily obtained as follows:

\[
\lambda_{j+1} = \max_0 \left( \frac{\sum_{m=1}^{M} H^T[:n,m] [R_{\tilde{j}}[:n,m] - \tilde{Z}_{\tilde{j}}[:n,m]]}{|H|^2} \right),
\]

(8)

where the subscript \( j \) denotes the iteration number in the cyclic minimization performed at the \(j\)th MM iteration. In the second step of the cyclic algorithm, by regarding \( \{ Y[n,m] = \lambda_{j+1} H[n,m] + \tilde{Z}_{\tilde{j}}[n,m] \}_{n=1}^{N,M} \) as the input data, the minimization problem with respect to \( \tilde{\theta} \) can be interpreted as the infinite-precision direction-of-arrival (DOA) estimation

\[
\text{TABLE I: 1bRELAX for Multiple-PRI Based Case}
\]

| Step | Description |
|------|-------------|
| 1 | Input: Signed measurement matrix \( Y \), the desired or estimated model order \( K \), and the maximum number of update iteration \( T_R \). |
| 2 | Assume \( K = 1 \). Obtain \( \{ \tilde{a}_{1,m}, \tilde{b}_{1,m} \}_{m=1}^{M} \) and \( \lambda \) by solving (6) via the exhaustive search (over \( \omega \)). |
| 3 | for \( K = 2 : K \) |
| 4 | \( t = 0 \) |
| 5 | Repeat: |
| 6 | Obtain \( \{ \tilde{a}_{K,m}, \tilde{b}_{K,m} \}_{m=1}^{M} \) and \( \lambda \) by solving (6) via the exhaustive search with \( \{ \tilde{a}_{q,m}, \tilde{b}_{q,m} \}_{m=1}^{M} \) replaced by their most recent estimates \( \{ \tilde{a}_{q,m}, \tilde{b}_{q,m} \}_{m=1,k\neq q}^{M} \) and \( \lambda \). |
| 7 | Redetermine \( \{ \tilde{a}_{K,m}, \tilde{b}_{K,m} \}_{m=1}^{M} \) and \( \lambda \) by solving (6) via the exhaustive search with \( \{ \tilde{a}_{q,m}, \tilde{b}_{q,m} \}_{m=1,\neq q}^{M} \) replaced by their most recent estimates \( \{ \tilde{a}_{q,m}, \tilde{b}_{q,m} \}_{m=1,\neq q}^{M} \) and \( \lambda \). |
| 8 | if \( K > 2 \) |
| 9 | for \( k = 2 : K - 1 \) |
| 10 | Update \( \{ \tilde{a}_{k,m}, \tilde{b}_{k,m} \}_{m=1}^{M} \) by solving (6) via the exhaustive search with \( \{ \tilde{a}_{q,m}, \tilde{b}_{q,m} \}_{m=1,\neq q}^{M} \) and \( \lambda \). |
| 11 | end |
| 12 | end |
| 13 | \( t = t + 1 \) |
| 14 | Until practical convergence or \( t \) reaches the maximum number \( T_R \). |
| 15 | end |
| 16 | Output: \( \{ \tilde{a}_{k,m}, \tilde{b}_{k,m} \}_{k=1,m=1}^{K,M} \). |
problem encountered in array processing [29]:

\[
\min \sum_{m=1}^{M} |a(\omega)V[:m]|^2,
\]

Then \( \hat{G}(\hat{\theta}, \lambda_{1:14}^{+}) \) can be efficiently determined by using the infinite-precision RELAX algorithm in [29] for the multiple-PRI based signals. The infinite-precision RELAX in [29] can be easily implemented by first using an \( N_1 \)-point (\( N_1 > N \)) zero-padded FFT for each PRI and followed by the subsequent fine search of minimizing \( \tilde{G}(\theta, \lambda_{1:14}^{+}) \) via the Matlab fminbnd function over the interval \( [\omega_k^{\text{FFT}}, \omega_{k+1}^{\text{FFT}} + \pi] \). Here, \( \omega_k^{\text{FFT}} \) is the frequency estimate of the \( k \)th RFI source obtained by using FFT. Since there exists a simple closed-form solution for \( \lambda \), we re-determine \( \lambda \) after updating each sinusoid.

The MM approach for solving the optimization problem in (6) is summarized in Table II. Then, the 1bMMRELAX algorithm is obtained by replacing the update procedure of the extended 1bRELAX (see Steps 7 – 14 of Table II) by the MM steps proposed in Table II. When initializing the MM approach via the exhaustive search, however, a 2D-dimensional convex optimization problem needs to be solved \( N \) times (see Step 6 of Table II). For large \( M \), this step is still computationally expensive and therefore a faster frequency initialization algorithm is needed.

| TABLE II: MM Steps for Solving (6) |
|-------------------------------------|
| 1: Input: Signed measurement matrix \( Y \), known threshold matrix \( H \). |
| 2: Initialization \( \theta^0 \) and \( \lambda^0 \), maximum number of MM iterations \( T_M \), maximum number of inner loop iterations \( T_C \), model order \( K \), and \( i = 0 \). |
| 3: Update: \( \theta^0 \rightarrow [\theta^T, \lambda^T]^T \). |
| 4: \( \hat{Z}_{b_1}[n, m] = Y[n, m] \{X_{b_1}[n, m] - f'(X_{b_1}[n, m]) \} \) |
| \( n = 1, \ldots, N, m = 1, \ldots, M \). |
| 5: \( \theta_{0, j}^{0+} = \theta^{0+}, j = 0, k = K \). |
| 6: Repeat: |
| 7: Update \( \lambda_{0, j}^{+} = \text{max}(0, \sum_{m=1}^{M} \sum_{n=1}^{N} h[n, m] |R_{b, j}[n, m] - \hat{Z}_{b_1}[n, m]|) \). |
| 8: \( V^n[n, m] = \{Y[n, m] + \lambda_{0, j}^{+} H[n, m] - \sum_{K=1}^{K} \theta_{0, j}^{0+} \cos(\omega_{0, j}^{+} (n - 1)) \} \) |
| \( n = 1, \ldots, N, m = 1, \ldots, M \). |
| 9: Update \( \{\hat{a}_{b, j}^{0+}, \hat{b}_{b, j}^{0+}, \hat{c}_{b, j}^{0+} \} \) by using infinite-precision RELAX [29] for multiple-PRI based signals on \( \{V^n[n, m]\}_{n=1}^{N}, m=1 \). |
| 10: \( \theta_{j}^{+} = \sum_{n=1}^{N} \sum_{m=1}^{M} \sum_{K=1}^{K} \theta_{0, j}^{0+} \cos(\omega_{0, j}^{+} (n - 1)) \). |
| 11: \( k = \text{mod}(K, \omega_k^{\text{FFT}}) + 1 \). |
| 12: \( j = j + 1 \). |
| 13: Until practical convergence or \( j \) reaches the maximum number \( T_C \). |
| 14: \( i = i + 1 \). |
| 15: Until practical convergence or \( i \) reaches the maximum number \( T_M \). |
| 16: Output: \( \hat{\theta} \) and \( \hat{\lambda} \). |

C. Fast frequency initialization

To further improve the computational efficiency of the extended 1bMMRELAX, we devise a fast frequency initialization algorithm to estimate the frequencies of the RFI sources by exploiting the sparse property of the RFI spectrum.

Let \( \{w_q = \frac{(q - 1)\pi}{Q} \}_{q=1}^Q \) denote a grid that covers \([0, \pi]\). Assuming that the grid is fine enough such that the frequencies (normalized by the sampling frequency) corresponding to the RFI sources are on this grid (or practically, close to the grid) \([17]\), the \((n, m)\)th element of the RFI signal \( \tilde{r} \) can then be rewritten as follows:

\[
\tilde{R}[m, n] = \sum_{q=1}^{Q} \tilde{a}_q \cos(w_q(n - 1)) + \tilde{b}_q \sin(w_q(n - 1)).
\]

Then, denote

\[
F = \begin{bmatrix}
1 & 0 & \cdots & 0 & \cos(w_1) & \cdots & \cos(w_N) & 0 & \cdots & 0
\end{bmatrix},
\]

and

\[
A = \begin{bmatrix}
\hat{a}_{1, 1} & \cdots & \hat{a}_{1, M} \\
\vdots & \ddots & \vdots \\
\hat{b}_{Q, 1} & \cdots & \hat{b}_{Q, M}
\end{bmatrix}.
\]

With the assumption that \( S + E \) obeys i.i.d. Gaussian distribution with zero-mean and unknown variance \( \sigma^2 \), we can establish an optimization problem as follows, by making use of the group sparsity of the RFI spectrum \([17]\) and the negative log-likelihood function:

\[
\min_{A, \lambda} \zeta_1 ||\hat{A}||_{1, 2} + ||f(Y \circ (F\hat{A} - \lambda H))||_1,
\]

where \( \lambda = 1/\sigma \), \( \hat{A} = A/\sigma \), \( \circ \) denotes the element-wise matrix product, \( \zeta_1 \) is a user-parameter controlling the balance between the two penalty terms, and \( f(x) = -\log \Phi(x) \).

Since the optimization problem in (13) is difficult to solve directly, similar to Section II-B the MM technique is used to obtain a simplified solution. By using the MM technique, the update formula at the \((i + 1)\)th MM iteration can be written as:

\[
\min_{A, \lambda} \zeta_1 ||\hat{A}||_{1, 2} + ||F\hat{A} - \lambda H - \tilde{Z}_{F_1}||_2^2,
\]

\[
\tilde{Z}_{F_1} = Y \circ (\hat{X}_{F_1} - f'(\hat{X}_{F_1})),
\]

\[
\hat{X}_{F_1} = Y \circ (F\hat{A} - \lambda H).
\]

Note that in (14), we minimize the majorization function of (13) at \( \{A^0, \lambda^0 \} \), where \( \{A^0, \lambda^0 \} \) is the estimate of \( \{A, \lambda \} \) obtained at the \( i \)th MM iteration. To solve (14) by ADMM [20] efficiently and effectively, we rewrite (14) as follows:

\[
\min_{A, B_{F_1}, \lambda} \zeta_1 ||\hat{A}||_{1, 2} + ||F\hat{B}_{F_1} - \lambda H - \tilde{Z}_{F_1}||_2^2,
\]

s.t. \( \hat{A} = B_{F_1} \).
Then the augmented Lagrangian for [15], with the Lagrange multiplier \( \Upsilon_{FI} \), is given as:

\[
\mathcal{L}_{FI}(\hat{A}, \hat{B}_{FI}, \lambda, \Upsilon_{FI}) = \zeta \| \hat{A} \|_{1,2} + \|F\hat{B}_{FI} - \lambda H - \hat{Z}_{FI}\|_2^2 + \sum_{m=1}^{M} \Upsilon_{FI}[:,m]^T(\hat{A}[:,m] - \hat{B}_{FI}[:,m]) + \frac{\rho_{FI}}{2} \| \hat{A} - \hat{B}_{FI} \|_2^2,
\]

(16)

where \( \rho_{FI} > 0 \) is the penalty parameter. At each iteration of ADMM, we minimize \( \mathcal{L}_{FI} \) with respect to \( \{\hat{A}, \hat{B}_{FI}, \lambda, \Upsilon_{FI}\} \) sequentially. The detailed update steps of ADMM at the \((i+1)\)th MM iteration are described as follows.

1) Update of \( \hat{A} \): The subproblem with respect to \( \hat{A} \) is:

\[
\min_{\hat{A}} \zeta \| \hat{A} \|_{1,2} + \sum_{m=1}^{M} \Upsilon_{FI}[:,m]^T(\hat{A}[:,m] - \hat{B}_{FI}[:,m]) + \frac{\rho_{FI}}{2} \| \hat{A} - \hat{B}_{FI} \|_2^2.
\]

(17)

For given \( \{\Upsilon_{FI}, \hat{B}_{FI}\} \), the solution to this subproblem is:

\[
\hat{A}^{i+1} = \frac{1}{\rho} \text{diag}(c)(\rho_{FI}\hat{B}_{FI} - \Upsilon_{FI}),
\]

(18)

\[c[n] = \max \left( 0, 1 - \frac{\zeta}{\|\rho_{FI}\hat{B}_{FI}[n,:]-\Upsilon_{FI}[n,:]\|_2} \right),\]

where \( \text{diag}(\cdot) \) denotes the diagonal matrix whose diagonal elements are composed of the corresponding vector.

2) Update of \( \lambda \): The subproblem with respect to \( \lambda \) is:

\[
\min_{\lambda} \|F\hat{B}_{FI} - \lambda H - \hat{Z}_{FI}\|_2^2.
\]

(19)

The solution to this subproblem is:

\[
\lambda^{i+1} = \max \left( 0, \frac{\sum_{m=1}^{M} H[:,m]^T(F\hat{B}_{FI}[:,m] - \hat{Z}_{FI}[:,m])}{\|H\|_2^2} \right).
\]

(20)

3) Update of \( \hat{B}_{FI} \): With the estimated \( \{\hat{A}^{i+1}, \lambda^{i+1}\} \) and \( \Upsilon_{FI} \), the subproblem with respect to \( \hat{B}_{FI} \) is:

\[
\min_{\hat{B}_{FI}} \|F\hat{B}_{FI} - \lambda^{i+1} H - \hat{Z}_{FI}\|_2^2 + \sum_{m=1}^{M} \Upsilon_{FI}[:,m]^T(\hat{A}^{i+1}[:,m] - \hat{B}_{FI}[:,m]) + \frac{\rho_{FI}}{2} \| \hat{A}^{i+1} - \hat{B}_{FI} \|_2^2.
\]

(21)

The solution to this subproblem is:

\[
\hat{B}_{FI}^{i+1} = (F^TF + \rho_{FI}I_{2N})^{-1} \left( \lambda^{i+1}F^TH + F^T\hat{Z}_{FI} + \Upsilon_{FI} + \rho_{FI}\hat{A}^{i+1} \right).
\]

(22)

4) Update of \( \Upsilon_{FI} \): The Lagrange multiplier \( \Upsilon_{FI} \) can be updated in a manner of gradient descent:

\[
\Upsilon_{FI}^{i+1} \leftarrow \Upsilon_{FI} + \rho_{FI}(\hat{A}^{i+1} - \hat{B}_{FI}^{i+1}).
\]

(23)

5) Stopping Criteria: We stop the ADMM iterations when the primal, dual residuals and the \( \lambda \) residual are all sufficiently small. At the \((j+1)\)th iteration of ADMM, the primal residual is:

\[
r_{\text{prifI}}^{j+1} = \|\hat{A}^{j+1} - \hat{B}_{FI}^{j+1}\|_2.
\]

(24)

The dual residual is:

\[
r_{\text{dualFI}}^{j+1} = \rho_{FI}\|\hat{B}_{FI}^{j+1} - \hat{Z}_{FI}^{j+1}\|_2,
\]

(25)

and the \( \lambda \) residual is:

\[
r_{\text{AFI}}^{j+1} = \|\lambda^{j+1} - \lambda^j\|_1/\|\lambda^j\|_1.
\]

(26)

The stopping criteria are:

\[
r_{\text{prifI}}^{j} \leq \varepsilon_{\text{prifI}}, r_{\text{dualFI}}^{j} \leq \varepsilon_{\text{dualFI}}^{j} \quad \text{and} \quad r_{\text{AFI}}^{j} \leq \varepsilon_{\text{AFI}}^{j},
\]

(27)

where \( \varepsilon_{\text{prifI}}, \varepsilon_{\text{dualFI}} \) and \( \varepsilon_{\text{AFI}} \) are tolerances for primal, dual and \( \lambda \) residuals for the \( j \)th ADMM iteration, respectively. In our problem, \( \varepsilon_{\text{AFI}} \) can be set as a small constant and \( \varepsilon_{\text{prifI}}, \varepsilon_{\text{dualFI}} \) can be set as follows:

\[
\varepsilon_{\text{prifI}} = \sqrt{2NM} \varepsilon_{\text{absFI}} + \varepsilon_{\text{relFI}} \max(\|\hat{A}\|_2, \|\hat{B}_{FI}\|_2),
\]

(28)

\[
\varepsilon_{\text{dualFI}} = \sqrt{2NM} \varepsilon_{\text{absFI}} + \varepsilon_{\text{relFI}} \|\Upsilon_{FI}\|_2,
\]

where \( \varepsilon_{\text{absFI}} \) and \( \varepsilon_{\text{relFI}} \) are absolute relative tolerances, respectively, which are set depending on the scale of the problem.

6) Update of \( \rho_{FI} \): To improve the convergence rate and reduce the influence of the initial value of the penalty parameter \( \rho_{FI} \), we update the penalty parameter for each ADMM iteration using the following updating scheme [20]:

\[
\rho_{FI}^{j+1} = \begin{cases} 2\rho_{FI}^j, & r_{\text{prifI}}^j > 10r_{\text{dualFI}}^j, \\ 0.5\rho_{FI}^j, & r_{\text{dualFI}}^j > 10r_{\text{prifI}}^j, \\ \rho_{FI}^j, & \text{otherwise}, \end{cases}
\]

(29)

where \( \rho_{FI}^j \) denotes the penalty parameter in \( j \)th ADMM iteration.

The fast frequency initialization can be summarized in Table III. From \( \hat{A}_{FI} \), we obtain

\[
\mathbf{A} = \sqrt{\hat{A}_{FI}[1:Q,:]^2 + \hat{A}_{FI}[Q+1:2Q,:]^2},
\]

where the square and square root are both element-wise operations. Suppose that the maximum possible model order is \( K_{\text{max}} \). Since the frequencies of the RFI sources are known to be not close to zero, the \( K_{\text{max}} \) fast frequency initializations of the RFI sources, referred to as \( \{\omega_k\}_{k=1}^{K_{\text{max}}} \), correspond to the \( K_{\text{max}} \) row indices of \( \hat{A}[2:Q,:) \) (note that the row index 1

| Table III: Fast Frequency Initialization (FI) |
|---|
| 1. | Input: Signed measurement matrix \( \mathbf{Y} \), known threshold matrix \( \mathbf{H} \), initial values \( \hat{A}^0, \hat{A}^0 \), and \( \varepsilon_{\text{absFI}}, \varepsilon_{\text{relFI}} \) |
| 2. | MM Repeat: |
| 3. | Initialize \( \rho_{FI} \) for ADMM iteration. |
| 4. | Construct \( \hat{Z}_{FI} \) based on \( \hat{A}^i \), \( \lambda^i \) by [14]. |
| 5. | ADMM Repeat: |
| 6. | Update \( \hat{A} \) by (18). |
| 7. | Update \( \lambda \) by (20). |
| 8. | Update \( \hat{B}_{FI} \) by (22). |
| 9. | Update \( \Upsilon_{FI} \) by (23). |
| 10. | Calculate \( \varepsilon_{\text{prifI}}, \varepsilon_{\text{dualFI}}, \varepsilon_{\text{AFI}} \) by [24] and [28]. |
| 11. | Update \( \rho_{FI} \) by (29). |
| 12. | Until stopping criteria of ADMM iterations are satisfied. |
| 13. | Until stopping criteria of MM iterations are satisfied. |
| 14. | Output: \( \hat{A}_{FI} \) and \( \lambda_{FI} \). |

(20)
corresponds to the zero frequency) with the $K_{\text{max}}$ largest $\ell_1$ norms. The $K_{\text{max}}$ initial frequency estimates are then sorted based on arranging the corresponding $\ell_1$ norms in descending order.

For the $K$th step of 1bMMRELAX, the coarse initial frequency estimate of the $K$th sinusoid is taken as $\hat{\omega}_K$, in lieu of the one obtained via the exhaustive search. Also, $\lambda_{\text{FI}}$ can be used as an initial value of $\lambda$ in the first step of 1bMMRELAX.

D. 1bBIC

For the case that the number of RFI sources, i.e., the true model order $K$, is unknown, we consider extending the single-PRI based one-bit Bayesian information criterion (1bBIC) in [27] to the multiple-PRI based cases so that the extended 1bBIC can be used with the extended 1bMMRELAX to determine the RFI model order. Suppose that $\hat{\beta}_K$ is parameter vector estimated by the extended 1bMMRELAX algorithm for an assumed model order $K$, where $1 \leq K \leq K_{\text{max}}$. It is proven in Appendix A that the 1bBIC cost function for the multiple-PRI based signed measurements has the following form:

$$\text{1bBIC}(K) = \frac{-2}{N} \sum_{n=1}^{N} \sum_{m=1}^{M} \log \left( \frac{\Phi \left( Y[n,m] - D \hat{\beta}_K[n,m] - H[n,m] \right)}{\sigma} \right) + K(3 + 2M) \log N. \tag{30}$$

The estimate $K$ of $K$ is selected as the integer that minimizes the above 1bBIC cost function with respect to the assumed number of sinusoids $K$.

IV. RADAR ECHO SIGNAL RECOVERY

Due to the sparsity of targets in a scene of interest, the desired UWB radar echo vector $s$ is in general quite sparse. Thus, using the estimated RFI sources, $s$ can be recovered by exploiting its sparsity and minimizing the corresponding negative log-likelihood function. Since the desired signal is invariant over all PRIs within the CPI, [4] can be rewritten approximately as follows:

$$Y[;m] \approx \text{sign}(D\gamma - U[;m]), m = 1, \ldots, M, \quad U = H - \hat{R}_\theta \in \mathbb{R}^{N \times M}, \tag{31}$$

where $\hat{R}_\theta$ is the RFI estimate, $D \in \mathbb{R}^{N \times N}$ denotes the dictionary whose columns are time-shifted digitized versions of the transmitted impulse, and $\gamma \in \mathbb{R}^N$ is a sparse vector containing the information of the magnitudes and positions of the radar echoes. The estimate of $\gamma$ can be obtained by solving the following convex optimization problem [30]:

$$\min_{\gamma, \lambda} \zeta_2 M ||\gamma||_1 + \sum_{m=1}^{M} ||f(Y[;m] \odot (D\gamma - \lambda U[;m]))||_1, \tag{32}$$

where $\zeta_2$ is a user-parameter and $\gamma = \gamma/\sigma, \lambda = 1/\sigma$, and $f(x) = -\log \Phi(x)$.

Similar to [3], the convex objective function (32) can be minimized efficiently by using the MM and ADMM techniques. The optimization problem at the $(i+1)$th MM iteration of (32) can be written as:

$$\min_{\gamma, \lambda} \zeta_2 M ||\gamma||_1 + \sum_{m=1}^{M} ||D\gamma - \lambda U[;m] - \tilde{Z}_{ER}[;m]||_2^2 \tag{33}$$

where

$$\tilde{Z}_{ER}[;m] = Y \odot (X_{ER} - f'(X_{ER})), \quad X_{ER}[;m] = Y[;m] \odot (D\gamma - \lambda U[;m]), m = 1, 2, \ldots, M. \tag{34}$$

Here, $\{\gamma^i, \lambda^i\}$ denotes the estimate of $\{\gamma, \lambda\}$ at the $i$th MM iteration. Then, (33) can be solved effectively and efficiently by ADMM. To use ADMM technique, we rewrite (14) as follows:

$$\min_{\gamma, \beta_{ER}, \lambda} \zeta_2 M ||\gamma||_1 + \sum_{m=1}^{M} ||D\beta_{ER}[;m] - \lambda U[;m] - \tilde{Z}_{ER}[;m]||_2^2 \tag{35}$$

s.t. $\gamma = \beta_{ER}[;m], m = 1, 2, \ldots, M$.

Then the augmented Lagrangian for (35) with the Lagrange multiplier $Y_{ER}$ is given as:

$$L_{ER}(\gamma, \beta_{ER}, \lambda, Y_{ER}) = \zeta_2 M ||\gamma||_1 + \sum_{m=1}^{M} ||D\beta_{ER}[;m] - \lambda U[;m] - \tilde{Z}_{ER}[;m]||_2^2 + \frac{\rho_{ER}}{2} \sum_{m=1}^{M} ||\gamma - \beta_{ER}[;m]||_2^2, \tag{36}$$

where $\rho_{ER} > 0$ is the penalty parameter and in each iteration of ADMM, we minimize $L_{ER}$ by updating $\{\gamma, \beta_{ER}, \lambda, Y_{ER}\}$ sequentially. The detailed update steps are described as follows.

1) Update of $\gamma$: Given $\{Y_{ER}, \tilde{B}_{ER}\}$, the subproblem with respect to $\gamma$ is:

$$\min_{\gamma} \zeta_2 M ||\gamma||_1 + \sum_{m=1}^{M} Y_{ER}[;m]^T(\gamma - \tilde{B}_{ER}[;m]) + \frac{\rho_{ER}}{2} \sum_{m=1}^{M} ||\gamma - \tilde{B}_{ER}[;m]||_2^2. \tag{37}$$

The solution to this subproblem is:

$$\gamma^{i+1} = \text{softthreshold} \left( \frac{1}{M} \sum_{m=1}^{M} \left( \tilde{B}_{ER}[;m] - \frac{1}{\rho_{ER}} Y_{ER}[;m] \right), \frac{\zeta_2}{\rho_{ER}} \right), \tag{38}$$

where

$$\text{softthreshold}(x,a) = \begin{cases} x + a, & x \leq -a, \\ x - a, & x \geq a, \\ 0, & \text{otherwise}. \end{cases} \tag{39}$$
2) Update of $\lambda$: The subproblem with respect to $\lambda$ is:

$$\min_{\lambda} \sum_{m=1}^{M} \frac{||DB_{ER}^{\ast}[:, m] - \lambda U[:, m] - \tilde{Z}_{ER}^{\ast}[:, m]||_2^2}{||U||_2^2}. \tag{40}$$

The solution to this subproblem is:

$$\lambda^{i+1} = \max \left(0, \frac{\sum_{m=1}^{M} U[:, m]^T (DB_{ER}^{\ast}[:, m] - \tilde{Z}_{ER}^{\ast}[:, m])}{||U||_2^2} \right). \tag{41}$$

3) Update of $\tilde{B}_{ER}$: The subproblem with respect to $\tilde{B}_{ER}$ is:

$$\min_{\tilde{B}_{ER}} \sum_{m=1}^{M} ||DB_{ER}^{\ast}[:, m] - \lambda^{i+1} U[:, m] - \tilde{Z}_{ER}^{\ast}[:, m]||_2^2 + \sum_{m=1}^{M} Y_{ER}^i[:, m]^T (\gamma^{i+1} - \tilde{B}_{ER}^{\ast}[:, m]) + \frac{\rho_{ER}}{2} \sum_{m=1}^{M} ||\gamma^{i+1} - \tilde{B}_{ER}^{\ast}[:, m]||_2^2. \tag{42}$$

For given $\{\gamma^{i+1}, \lambda^{i+1}, Y_{ER}^i\}$, the solution to this subproblem is:

$$\tilde{B}_{ER} = (D^T D + \rho_{ER} I_N)^{-1} \left(\lambda^{i+1} D^T U + D^T \tilde{Z}_{ER}^{\ast} + Y_{ER}^i + \rho_{ER} \tilde{\gamma}^{i+1}\right), \tag{43}$$

$$\tilde{\gamma} = [\gamma, \ldots, \gamma] \in \mathbb{R}^{N \times M}.$$

4) Update of $Y_{ER}^i$: The Lagrange multiplier $Y_{ER}^i$ can be updated via gradient descent:

$$Y_{ER}^{i+1}[:, m] = Y_{ER}^i[:, m] + \rho_{ER} (\gamma^{i+1} - \tilde{B}_{ER}^{i+1}[:, m]), \quad m = 1, 2, \ldots, M. \tag{44}$$

5) Stopping Criteria: Similar to Section III-C5 we stop the ADMM iterations when the primal, dual residuals and the $\lambda$ residual are all sufficiently small. At the $(j+1)$th iteration of ADMM, the three values can be expressed as:

- primal residual: $r_{priER}^{j+1} = ||\tilde{\gamma}^{j+1} - \tilde{B}_{ER}^{j+1}||_2$
- dual residual: $r_{dualER}^{j+1} = \rho_{ER} ||\tilde{B}_{ER}^{j+1} - \tilde{B}_{ER}^{j}||_2$
- $\lambda$ residual: $r_{\lambda ER}^{j+1} = ||\lambda^{j+1} - \lambda^{j}||_1/\lambda^{j+1}$

Then the stopping criteria are:

$$r_{priER}^{j} \leq \varepsilon_{priER}^{j}, r_{dualER}^{j} \leq \varepsilon_{dualER}^{j}, r_{\lambda ER}^{j} \leq \varepsilon_{\lambda ER}^{j}, \tag{46}$$

where $\varepsilon_{\lambda ER}^{j}$ can be set as a small constant and $\varepsilon_{priER}^{j}, \varepsilon_{dualER}^{j}$ can be set as follows:

$$\varepsilon_{priER}^{j} = \sqrt{NM} \varepsilon_{absER} + \varepsilon_{refER} \max(||\tilde{\gamma}^{j}||_2, ||\tilde{B}_{ER}^{j}||_2),$$

$$\varepsilon_{dualER}^{j} = \sqrt{NM} \varepsilon_{absER} + \varepsilon_{refER} ||Y_{ER}^{j}||_2,$$ 

$$\varepsilon_{\lambda ER}^{j} = \varepsilon_{absER} + \varepsilon_{refER} ||Y_{ER}^{j}||_2, \tag{47}$$

with $\varepsilon_{absER}$ and $\varepsilon_{refER}$ being absolute and relative tolerances, respectively, which are chosen depending on the scale of the problem.

### Table IV: Echo Recovery

| Input | Output |
|-------|--------|
| $Y_{ER}^{i}$ | $\gamma^{i+1}$, $\lambda^{i+1}$ |

6) Update of $\rho_{ER}$: Similar to Section III-C6 we update $\rho_{ER}$ by the following scheme:

$$\rho_{ER}^{j+1} = \begin{cases} 2\rho_{ER}^{j}, & r_{priER}^{j} > 10r_{dualER}^{j} \\ 0.5\rho_{ER}^{j}, & r_{dualER}^{j} > r_{priER}^{j} \\ \rho_{ER}^{j}, & \text{otherwise}, \end{cases} \tag{48}$$

where $\rho_{ER}^{j}$ denotes the penalty parameter in the $j$th ADMM iteration. The echo recovery algorithm is summarized in Table IV.

V. SIMULATED AND EXPERIMENTAL EXAMPLES

In this section, we evaluate the RFI mitigation performance of the proposed algorithm for one-bit UWB radar systems using both simulated and measured RFI data sets. Hereafter, the proposed algorithm includes using the fast frequency initialization with the extended 1bMMREALX for RFI parameter estimation and the extended 1bBIC for RFI order determination (see Section III) and the sparse method to recover the radar echoes (see Section IV). We conduct experiments using simulated RFI-free UWB radar data and two different RFI data sets: simulated RFI data set and measured RFI data set. The measured RFI data set was collected by the ARL experimental radar receiver from a real-world environment with the antenna pointing toward Washington DC (see 31–33 for more details about the data collection using the ARL radar). Because the sampling rate of the ARL radar receiver is 8 GHz, we assume that all data sets used in this section are obtained with an 8 GHz sampling rate.

All data sets contain 8192 slow-time samples within a CPI and 512 fast-time samples per PRI, i.e., $M = 8192$, $N = 512$. The transmitted radar impulse is shaped as the first order derivative of a Gaussian pulse with 21 samples covering the frequency range of $300 \sim 1100$ MHz (see Figures 3(a) and 3(b)). The simulated RFI-free and noise-free UWB radar echoes are generated by 6 targets at different ranges with different amplitudes (see Figure 3(c)).

All signed measurements are obtained by sampling the RFI-contaminated data via the CTBV sampling technology. The DI method described in Section II-A is used as a benchmark. The extended 1bMMREALX algorithm without the fast frequency initialization is not considered herein because of its computationally prohibitive complexity.

---

**TABLE IV: Echo Recovery**

1. Input: Signed measurement matrix $Y$, known threshold matrix $H$, estimated RFI signal $R_a$, initial values $\tilde{\gamma}^0$, $\tilde{\lambda}_{priER}^0$, $\tilde{\lambda}_{dualER}^0$, $\tilde{\lambda}_{\lambda ER}^0$.
2. $U = H - R_a$.
3. MM Repeat:
4. Initialize $\rho_{ER}$ for ADMM iteration.
5. Construct $Z_{ER}^0$ based on $B_{ER}^0$, $\lambda^0$ by (33).
6. ADMM Repeat:
7. Update $\gamma$ by (45).
8. Update $\lambda$ by (48).
9. Update $B_{ER}^i$ by (43).
10. Update $Y_{ER}^i$ by (44).
11. Calculate $r_{priER}^i$, $r_{dualER}^i$, $r_{\lambda ER}^i$ by (46) and (47).
12. Update $\rho_{ER}^i$ by (48).
13. Until stopping criteria of ADMM iterations (46) are satisfied.
14. Until stopping criteria of MM iterations are satisfied.
15. Output: $\gamma$ and $\lambda$. Recovered Radar Echo $\hat{s} = DB_{ER}^{\ast}/\lambda$. 

---
A. Evaluation Metric

Note that the measured RFI data set inevitably contains noise and other disturbances whereas the simulated RFI data set is noise-free. We add white Gaussian noise \( E \) to the simulated RFI data set, but we do not add extra noise to the measured (and hence already noisy) RFI data set. Different interference-to-noise ratios (INRs) of the simulated RFI powers to the additive Gaussian noise powers, measured by \( 20 \log_{10} \frac{\| \mathbf{R} \|_2}{\| \mathbf{E} \|_2} \) (dB), will be considered in Section V-C to show the performance of the proposed algorithm.

Denote the signal-to-interference-plus-noise ratio (SINR) for the simulated RFI data sets and radar echoes as follows:

\[
\text{SINR} = 20 \log_{10} \frac{\| \mathbf{S} \|_2}{\| \mathbf{R} + \mathbf{E} \|_2} \quad \text{(dB)}.
\]

For the case of simulated radar echoes and measured RFI data sets, with the measured RFI already containing noise, the SINR is computed as follows:

\[
\text{SINR} = 20 \log_{10} \frac{\| \mathbf{S} \|_2}{\| \mathbf{R} \|_2} \quad \text{(dB)}.
\]

We fix the desired radar echo signal and add the scaled simulated RFI plus noise or the scaled measured RFI to obtain contaminated data sets with various SINR values. The maximum threshold \( h \) is set as 400 for all cases according to the magnitude of the desired radar echo signal in Figure 3(c).

The radar echo signal recovery performance is measured using the normalized recovery error (NRE) of the recovered signal vector:

\[
\text{NRE} = 20 \log_{10} \frac{\| \mathbf{s} - \hat{\mathbf{s}} \|_2}{\| \mathbf{s} \|_2} \quad \text{(dB)},
\]

where \( \hat{s} \) is the recovered UWB radar echo signal.

B. Implementation Details

In our implementation of 1bMMRELAX, the MM iterations are terminated if the relative change of the negative log-likelihood function \( l(\beta) \) between two consecutive iterations is less than \( 10^{-7} \) or a maximum number of the MM iterations \( T_M = 20 \) is reached. Within each MM iteration, we terminate the inner loop if the relative change of the objective function in (7) is less than \( 10^{-9} \) or a maximum number of iterations \( T_C = 20 \) is reached. When using the \( N_1 \)-point FFT in the infinite-precision RELAX, \( N_1 \) is set to 64N. When using the fast frequency initialization, we set \( Q = N_1, \varepsilon_{\text{absFI}} = 10^{-3}, \varepsilon_{\text{relFI}} = 10^{-7} \) and \( \varepsilon_{\lambda \text{FI}} = 10^{-3} \), and set the user-parameter \( \zeta_1 = 1 \) for all cases. We terminate the inner loop, i.e., the ADMM iteration, when the stopping criteria in (27) is satisfied or the iteration number is larger than 10. The outer loop, i.e., the MM iteration, will be terminated if the relatively change of the values of the objective function (13) is smaller than \( 10^{-7} \) or the iteration number is larger than 5. In the final radar echo signal recovery step, we set \( \varepsilon_{\text{absER}} = 10^{-3}, \varepsilon_{\text{relER}} = 10^{-7} \) and \( \varepsilon_{\lambda \text{ER}} = 10^{-3} \), and \( \zeta_2 = 0.04 \) for all cases. We terminate the inner loop, i.e., the ADMM iteration, when the stopping criteria in (46) is satisfied or the iteration number is larger than 100. The outer loop, i.e., the MM iteration, will be terminated if the relative change of

Fig. 3: (a) Simulated transmitted radar pulse; (b) Spectrum of the transmitted radar pulse; (c) Simulated RFI-free and noise-free radar echoes for one PRI.
the values of the objective function \(32\) is smaller than \(10^{-7}\) or the iteration number is larger than 50.

C. Simulated RFI cases

In this section, we present the results of the proposed algorithm for the simulated radar echoes contaminated by the simulated RFI. The magnitudes of the RFI sources usually do not change greatly among different PRIs within a CPI. Thus we simulate the RFI sources as a sum of sinusoids with amplitudes and frequencies fixed from one PRI to another within a CPI and the phases varying independently (with uniform distribution between 0 and \(2\pi\)) with slow-time. The simulated RFI can be written as follows:

\[
R_{\text{simulated}}[n,m] = \sum_{k=1}^{K} A_k \sin(\omega_k(n - 1) + \phi_{k,m})
\]

where \(\frac{A_k}{A_1}, k = 2, \ldots, K\), is the amplitude ratio of the \(k\)-th RFI source relative to the first one. The detailed parameter settings of the simulated RFI data set are shown in Table V and Figure 4. When generating the contaminated data sets with different SINR values, the desired RFI can be obtained by varying \(A_1\) while fixing \(\{\frac{A_k}{A_1}\}_{k=2}^{K}\).

| RFI Frequencies (MHz) | 500 | 350 | 700 | 900 | 1050 |
|-----------------------|-----|-----|-----|-----|------|
| RFI Amplitude Ratios  | 1   | 0.95| 0.8 | 0.87| 0.9  |

TABLE V: Simulated RFI Parameter Settings

![Fig. 4: Spectrum of the simulated RFI.](image)

The RFI mitigation results for the simulated RFI data set obtained by the proposed algorithm and the DI method are shown in Figures 5-7. It is clear that the proposed algorithm outperforms the DI method as SINR varies from \(-30\) dB to \(-40\) dB. Additionally, for the challenging cases of SINR = \(-35\) dB, for example, most of the targets are retained by the proposed algorithm, while few targets are discernible by the DI method.

D. Measured RFI cases

In this section, we present RFI mitigation results using the aforementioned simulated RFI-free UWB radar echoes and the measured RFI data set collected by the ARL experimental radar receiver \[31\], \[32\]. We use the first \(512 \times 8192\) subset of the original RFI data set measured by the ARL radar receiver. The spectrum of the measured RFI data set is shown in Figure 1.

The RFI mitigation results for the measured RFI data set by the proposed algorithm and the DI method are shown in Figures 8-9. Over a wide range of SINR values, the proposed algorithm outperforms the DI method. More specifically, for the challenging case of SINR = \(-35\) dB, most of the targets are retained by the proposed algorithm, while few targets are discernible by the DI method.

VI. CONCLUSIONS

In this paper, we have established a RFI mitigation framework for a one-bit UWB radar system that obtains its signed measurements by using the CTBV sampling technique. We have established a proper data model for the RFI sources and have extended a majorization-minimization based 1bMMRELAX algorithm to efficiently estimate the RFI parameters.
Fig. 6: Radar echo recovery results for the simulated RFI obtained by using a) the proposed algorithm and b) the DI method, when SINR = −35 dB and INR = 10 dB.

Fig. 7: Radar echo recovery results for the simulated RFI obtained by using a) the proposed algorithm and b) the DI method, when SINR = −35 dB and INR = 0 dB.

Fig. 8: Results of the proposed algorithm and the DI method for the measured RFI data sets.

APPENDIX A
DERIVATION OF 1B BIC FOR MULTIPLE-PRI BASED SIGNED MEASUREMENTS

Rewrite the signed measurement matrix $Y$ as follows:

$$Y = \text{sign}(R_{\theta} + S + E - H) \in \mathbb{R}^{N \times M}, \quad (53)$$
where 

\[ \hat{\mathbf{Y}} = \mathbf{R}_\beta \mathbf{P} \mathbf{N}_\beta \mathbf{P}_\beta \mathbf{N} \rightarrow 0, \quad \text{as} \quad N \rightarrow \infty, \]  

(58)

where \( \mathbf{P}_\beta \) is a normalization matrix, and

\[ \mathbf{J} = E \left\{ \frac{\partial^2 l_Y(\hat{\beta})}{\partial \beta \partial \beta^T} \right\} = E \left\{ \frac{\partial l_Y(\hat{\beta})}{\partial \beta} \frac{\partial l_Y(\hat{\beta})}{\partial \beta^T} \right\}. \]  

(59)

Hence, after proper normalizations, \( \hat{\mathbf{J}}(\mathbf{Y}, \hat{\beta}) \) in (55) can be substituted by the FIM in the large sample (i.e., \( N \gg 1 \) case), a fact that can be used to obtain a simple asymptotically valid expression for the penalty term in (55).

Let \( u_{n,m} = \left[ \frac{\partial R_{\theta}[n,m]}{\partial \theta}, \frac{\partial R_{\theta}[n,m]}{\partial \sigma} \right]^T \). After simple calculations, the FIM can be expressed as a sum of positive semidefinite matrices (22):

\[ \mathbf{J} = \frac{1}{2\sigma^2} \sum_{n=1}^{N} \sum_{m=1}^{M} \xi(x) \left( \frac{R_{\theta}[n,m]}{\sigma} - \mathbf{H}[n,m] \right) u_{n,m} u_{n,m}^T, \]  

(60)

where \( \xi(x) \) is defined as follows:

\[ \xi(x) = \left[ \frac{1}{\Phi(x)} + \frac{1}{\Phi(-x)} \right] e^{-x^2}. \]  

(61)

Let \( \mathbf{J}_1 = \frac{1}{\sigma^2} \sum_{n=1}^{N} \sum_{m=1}^{M} u_{n,m} u_{n,m}^T \). Note that \( \log \det(\mathbf{J}) \) and \( \log \det(\mathbf{J}_1) \) are asymptotically equivalent (see [21] for a detailed proof), to within a constant that does not depend on \( N \). Therefore, the FIM \( \mathbf{J} \) can be substituted by the simpler matrix \( \mathbf{J}_1 \). Note that \( \mathbf{J}_1 \) is not equal to the FIM for the conventional BIC. Next, we analyze \( \mathbf{J}_1 \) and the normalization matrix \( \mathbf{P}_\beta \) needed for \( \mathbf{P}_\beta \mathbf{J}_1 \mathbf{P}_\beta \) to be \( O(1) \) for our RFI signal model.

Under the weak assumption that the threshold matrix \( \mathbf{H} \) is uncorrelated with the RFI \( \mathbf{R}_\theta \), we have the following results (see [21] and Appendix A of [35]):

\[ \lim_{N \rightarrow \infty} \frac{1}{\sigma^2 N^3} \sum_{n=1}^{N} \sum_{m=1}^{M} \frac{\partial R_{\theta}[n,m]}{\partial \omega_{k_i}} \frac{\partial R_{\theta}[n,m]}{\partial \omega_{k_j}} \]  

\[ = \lim_{N \rightarrow \infty} \frac{1}{\sigma^2 N^3} \sum_{n=1}^{N} \sum_{m=1}^{M} (n-1)^2 A_{k_i} A_{k_j} \cos(\omega_{k_i} (n-1) + \phi_{k_i,m}) \cos(\omega_{k_j} (n-1) + \phi_{k_j,m}) \]  

(62)

\[ \delta_{i,j} = \begin{cases} 0, & i \neq j \\ 1, & i = j \end{cases} \quad 1 \leq i, j \leq K, \]  

(63)

The function \( \det(\cdot) \) means taking the determinant of a matrix. The matrix \( \mathbf{J}(\mathbf{Y}, \hat{\beta}) \) in (55) is defined as:

\[ \mathbf{J}(\mathbf{Y}, \hat{\beta}) = \left. \frac{\partial^2 l_Y(\hat{\beta})}{\partial \beta \partial \beta^T} \right|_{\beta = \hat{\beta}}. \]  

(57)

Fig. 9: Radar echo recovery results for the measured RFI obtained by using a) the proposed algorithm and b) the DI method, when SINR = -35 dB.
\[
\lim_{N \to \infty} \frac{1}{\sigma^2 N^2} \sum_{n=1}^{N} \sum_{m=1}^{M} \frac{\partial R_\theta[n,m]}{\partial \omega_{k,i}} \frac{\partial R_\theta[n,m]}{\partial \omega_{k,j}} = \lim_{N \to \infty} \frac{1}{\sigma^2 N^2} \sum_{n=1}^{N} (n-1)A_{k,m'}
\]
\[
\cos(\omega_k(n-1) + \phi_{k,m'})\sin(\omega_k(n-1) + \phi_{k,m'}) = 0, \quad 1 \leq m' \leq M,
\]

\[
\lim_{N \to \infty} \frac{1}{\sigma^2 N^2} \sum_{n=1}^{N} \sum_{m=1}^{M} \frac{\partial R_\theta[n,m]}{\partial \omega_{k,i}} \frac{\partial R_\theta[n,m]}{\partial \phi_{k,j}} = \lim_{N \to \infty} \frac{1}{\sigma^2 N^2} \sum_{n=1}^{N} (n-1)A_{k,m}
\]
\[
\cos(\omega_k(n-1) + \phi_{k,m})(R_\theta[n,m] - H[n,m]) = 0,
\]

\[
\lim_{N \to \infty} \frac{-1}{\sigma^2 N^2} \sum_{n=1}^{N} \sum_{m=1}^{M} \frac{\partial R_\theta[n,m]}{\partial \omega_{k,i}} \frac{\partial R_\theta[n,m]}{\partial A_{k,j,m'}} = \lim_{N \to \infty} \frac{-1}{\sigma^2 N^2} \sum_{n=1}^{N} (n-1)A_{k,m}
\]
\[
\cos(\omega_k(n-1) + \phi_{k,m})A_{k,m} \sin(\omega_k(n-1) + \phi_{k,m}) = 0, \quad 1 \leq p, q \leq M
\]

\[
\lim_{N \to \infty} \frac{1}{\sigma^2 N^2} \sum_{n=1}^{N} \sum_{m=1}^{M} \frac{\partial R_\theta[n,m]}{\partial A_{k,m}} = \lim_{N \to \infty} \frac{1}{\sigma^2 N^2} \sum_{n=1}^{N} \sum_{m=1}^{M} \frac{\partial R_\theta[n,m]}{\partial A_{k,m}} \sin(\omega_k(n-1) + \phi_{k,m}) = 0
\]

\[
\lim_{N \to \infty} \frac{-1}{\sigma^2 N^2} \sum_{n=1}^{N} \sum_{m=1}^{M} \frac{\partial R_\theta[n,m]}{\partial A_{k,m'}} = \lim_{N \to \infty} \frac{-1}{\sigma^2 N^2} \sum_{n=1}^{N} \sum_{m=1}^{M} \frac{\partial R_\theta[n,m]}{\partial A_{k,m'}} \cos(\omega_k(n-1) + \phi_{k,m'}) = 0
\]

Define the normalization matrix \( P_N \) as
\[
P_N = \begin{bmatrix}
\frac{1}{N^{1/2}}I_K & 0 \\
0 & \frac{1}{N^{1/2}}I_{2KM+1}
\end{bmatrix}.
\]
Therefore, the extended 1bBIC metric is given by
\[
\lim_{N \to \infty} P_N J_P N = \frac{1}{2\sigma^2} \begin{bmatrix}
J_{\omega \omega} & 0 & J_{\omega \phi} & 0 \\
0 & 0 & 0 & 0 \\
J_{\phi \omega}^T & 0 & J_{\phi \phi} & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix},
\]
where we only keep the terms that depend on \( K \).

Using (62)–(71), we have that
\[
\lim_{N \to \infty} P_N J_P N = \frac{1}{2\sigma^2} \begin{bmatrix}
\frac{1}{2} \sum_{m=1}^{M} A_{1,m}^2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix} \in \mathbb{R}^{K \times K},
\]
which implies, after straightforward calculations, that
\[
\det(\lim_{N \to \infty} P_N J_P N) = \frac{1}{12} K^{(1+2M)+1} \left( \frac{2\sigma^2}{\sigma^2} \right)^{2K/2} \prod_{k=1}^{K} \left( \sum_{m=1}^{M} A_{k,m}^2 \right) \prod_{k=1}^{K} \prod_{m=1}^{M} A_{2,k,m}^2.
\]
(73)

Note that the asymptotic matrix in (73) is nonsingular if and only if \( \sigma^2 \neq 0 \) (i.e., the threshold is not zero). Combining (58) and (74), we get
\[
\log \det(J(\hat{Y}, \hat{\beta})) = \log \det(P_N J_P N) + \log \det(P_N J_P N) = (K(3+2M)+1) \log N + O(1).
\]

Therefore, the extended 1bBIC metric is given by
\[
-2 \sum_{m=1}^{M} \sum_{n=1}^{N} \log \left[ \Phi(Y[n,m]R_g[n,m]-H[n,m]) \right] \sigma + K(3+2M) \log N
\]
(76)

where we only keep the terms that depend on \( K \).
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