Dynamical structure of entangled polymers simulated under shear flow
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Abstract

The non-linear response of entangled polymers to shear flow is complicated. Its current understanding foots mainly on a rheological description in terms of the complex viscosity. However, the full picture requires an assessment of the dynamical structure of individual polymer chains which give rise to the macroscopic observables. Here we shed new light on this problem, using a novel computer simulation based on a blob model, suitable to describe polymer melts and semi-dilute solutions. We examine the stress fluctuation and diffusion spectra during a steady shear flow. The relaxation dynamics are found to speed up along the flow direction, but slow down along the shear gradient direction. The third axis, vorticity, shows a slowdown at the short scale of a tube, but reaches a net speedup at the large scale of the chain radius of gyration.
Introduction

Entangled polymers are a network of long, interpenetrating chains, as illustrated in Fig. 1. The motion is driven by random thermal fluctuations, while the excluded volume interaction prevents the chains from crossing each other. The resulting dynamics display a rich variety of phenomena, distinct from most other materials. Despite its macroscopically complicated behaviour, the physics of the entangled network is mostly governed by one parameter: the number of chain segments $N$. Temperature, concentration, or even chemical composition typically do not influence the macroscopic properties, but only result in a shift of the relevant time and length scales. This universality is appealing, since it suggests that most of polymer physics might be described in terms of one fundamental model, perhaps containing only one parameter, the chain length $N$.

Figure 1: Simulation snapshot in 3D: a) static, b) shear $Wi = 32$. Number of chains $C = 64$, blobs per chain $N = 512$. Individual chains are colored in one of seven randomly chosen colors.

For monodisperse systems it might be sufficient to evaluate the dynamics of a single chain immersed in the averaged confining field of all the other chains. Such mean field approximations have been developed extensively for entangled polymers, with the most notable one being the Reptation Theory by de Gennes, Doi and Edwards. It is formulated in terms of a
stochastic differential equation for the shape $R(t, n)$ of a continuous path indexed $0 < n < N$ at time $t$. The solution of the equation provides in principle any correlation of interest, and thereby any physical observable. Its most famous result is the law for the mean squared displacement of the central monomer:

$$g_1(t) = \langle [R(t, N/2) - R(0, N/2)]^2 \rangle \propto t^{1/4}, \quad (\tau_e = \tau N_e^2) \ll t \ll (\tau_R = \tau N^2)$$  \hspace{1cm} (1)

with $N_e \approx 50$ the minimum chain length to form one entanglement, and $\tau$ the unit of time. This behaviour is in stark contrast to random jump diffusion $g_1 \propto t$, or the Rouse dynamics: $g_1 \propto t^{1/2}$, which also predict the longest relaxation time to be $\tau_R = \tau N^2$, while the entanglement prediction is $\tau_d = \tau (N/N_e)^3$.

Theories and structural dynamics experiments of entangled polymers have mostly been limited to equilibrium. In contrast, the practical and industrial use of entangled polymers usually involves shear flow, for example in food thickeners, paint formulations, plastics injection and extrusion, fibre spinning, and enhanced oil recovery from shale rock. Non-equilibrium entanglement dynamics also play a role in biology, such as the cytoskeleton during cell division, and the cartilage during joint movement.

When the applied shear rate $\dot{\gamma} = dv_x/dy$ exceeds the inverse polymer relaxation time,

$$\text{Weissenberg number} = \text{Wi} = \dot{\gamma}\tau_d \gtrsim 1$$  \hspace{1cm} (2)

a non-linear flow regime is entered. In rheology one observes a drop of viscosity (shear thinning), and the emergence of normal stress differences (Weissenberg effect). Small angle neutron scattering (SANS) experiments have established that the shear thinning is accompanied by a stretching of the chains along the shear flow, and a collapse along the vorticity. Neutron reflectometry was used to measure the chain collapse along the shear gradient. From superposition rheology measurements a large speedup of relaxation dynamics along the flow and vorticity was reported. Dielectric spectroscopy data shows a
slight slowdown of the dynamics along the shear gradient. Neutron spin echo (NSE) experiments have extracted a clear speedup along the vorticity.

The interpretation of shear experiments can benefit from multi chain computer simulations which do not involve any mean field assumptions and therefore can verify, refute, or complement the effective single chain theories such as the Convective Constraint Release (CCR). Hard beads connected with stiff springs (Kremer-Grest (KG) model) are often used to represent a polymer melt. A coarser model, also suitable for semi-dilute solutions, is based on soft blobs smeared over a continuous backbone. Both methods can reproduce the power law of Eq. (1). While the multi chain simulations are conceptually simple and based on only a few assumptions, they are demanding in terms of computational time. Previous simulations have focused on the average steady-state and transient responses. Very little data is available on the non-equilibrium relaxation dynamics, restricted to short unentangled chains at extremely high shear rates unattainable in experiments. Here we provide the simplest possible, yet fast and realistic, approach for the simulation of long polymer chains under shear flow. The source code is available for download from Ref. The single-core CPU version reaches sub-Rouse diffusive behaviour \((g_1/\sqrt{t} \text{ slope negative})\) within about a day of computation. The GPU version, written in CUDA, runs at least 10x faster and is competitive with typical supercomputer facilities.

In the first part of the article we describe the physics and mathematics behind our simulation. The accompanying MATLAB code provides the necessary comments to aid in the understanding of the algorithm. In the second part we present results on a polymer melt under shear, in terms of its steady-state response as well as the fluctuations around it, from both structural and mechanical points of view. In the third part we discuss our findings and set them into context with experimental results.
Figure 2: A snapshot of a 2D polymer simulation under shear flow, using Lees-Edwards boundary conditions. Two random chains are colored for clarity.

### Simulation method

The simulation is based on a previously published algorithm\textsuperscript{10} for equilibrium systems, but now extended for bulk shear flow by imposing a Couette velocity profile:

\[
\mathbf{v} = \gamma y \mathbf{e}_x. \tag{3}
\]
To simulate a bulk shear flow, one has to use the Lees-Edwards boundary conditions, illustrated in Fig. 2. In a cubic box of length $L$, every particle $\mathbf{R}$ is replicated at points

$$
\mathbf{R} \rightarrow \mathbf{R} + L[(\gamma n_y + n_x)\mathbf{e}_x + n_y\mathbf{e}_y + n_z\mathbf{e}_z],
$$

(4)

where the $n_x$, $n_y$, and $n_z$ are integers $-\infty, \ldots, -1, 0, +1 \ldots, +\infty$. The strain

$$
\gamma(t) = \int_{-\infty}^{t} \dot{\gamma}(t') dt'
$$

(5)

accumulates as the simulation progresses, and the oblique-periodic images can shift many times over their own length. For numerical stability reasons, the strain is always folded to

$$
\gamma \rightarrow \gamma - \text{round}(\gamma)
$$

(6)

restricting it to the symmetric range $-0.5 < \gamma < 0.5$.

The motion of $c = 1, 2, \ldots, C$ chains, each described by a continuous curve $\mathbf{R}_c(t, s)$, with variables $t$ for time and $0 < s < 1$ as monomer index, is solved numerically. Every chain has $N$ degrees of freedom and follows the stochastic first order equation of motion

$$
\zeta \frac{\partial \mathbf{R}_c(t, s)}{\partial t} = \left( \frac{3k_BT}{Nb^2} \right) \frac{\partial^2 \mathbf{R}_c(t, s)}{\partial s^2} \quad \text{(spring)}
$$

(7a)

$$
+ N \left( \frac{\nu k_BT}{\lambda^3} \right) \sum_{c'=1}^{C} \int_0^1 ds' \ f[\mathbf{R}_c(t, s) - \mathbf{R}_{c'}(t, s')] \quad \text{(excluded volume)}
$$

(7b)

$$
+ \zeta \dot{\gamma} (\mathbf{R}_c(t, s) \cdot \mathbf{e}_y) \mathbf{e}_x \quad \text{(shear flow)}
$$

(7c)

$$
+ \sqrt{2k_BT\zeta} \mathbf{W}_c(t, s) \quad \text{(thermal noise)}
$$

(7d)

Here $\zeta = 6\pi \eta_b bN$ is the friction coefficient of the chain center of mass, defining the unit of time:

$$
\tau = \frac{6\pi \eta_b b^3}{k_BT},
$$

(8)
and the strength of the thermal noise, modeled by a Wiener process \( (W_c(t, s)W_c'(t', s')) = I \delta_{c,c'} \delta(t-t') \delta(s-s') \).

While mathematically any values are allowed for the chain stiffness \( \lambda/b \), and the excluded volume strength \( v/\lambda^3 \), here we only consider the case with both parameters equal (or close) to unity, \( v = \lambda^3 = b^3 \). This corresponds to a semi-dilute polymer solution of density \( \rho \) and molecular weight \( M_w \), characterized by the blob size and the number of blobs per chain respectively:

\[
\lambda \propto \rho^{-3/4} \quad \text{and} \quad N \propto \rho^{5/4} M_w
\]

The model could also be used as a very coarse description of a polymer melt \( \rho \to \rho_0 \), although in that case the mapping of Eq. (9) does not apply and the absolute values of \( \lambda \) and \( N \) depend on the chemical species. We do not take these details into account, but instead focus on the scale significantly larger than the monomer size \( \lambda \), whose properties are generally the same for all entangled polymers.

The repulsive excluded volume force between two blobs at a distance \( r \) is described by a Gaussian:

\[
f(r) = -\nabla e^{-r^2/2\lambda^2} = \frac{r}{\lambda^2} e^{-r^2/2\lambda^2}.
\]

The simulation box is cubic and of fixed volume

\[
V = L^3 = v_0 \left( \frac{4\pi}{3} \right) N C \lambda^3
\]

where we choose the numerical prefactor \( v_0 = 2 \) to allow some freedom of movement for the blobs. To solve Eq. (7) while avoiding chain crossings, we sample each chain with a number of \( J \gg N \) points and use the convolution theorem to approximate the excluded volume force.
for a particle located at $r$:

$$\mathbf{F}(r) = \sum_{c,j=1}^{C,J} f(r - R_{c,j})$$  \hspace{1cm} (12a)

$$\approx \text{IFFT} \left\{ \text{FFT} \left[ \sum_{c,j=1}^{C,J} \delta(r' - R_{c,j}) \right] \cdot \text{FFT}[f(r')] \right\}$$  \hspace{1cm} (12b)

In the quiescent case the Fourier transforms automatically impose the periodic boundary conditions. Under bulk shear, the Lees-Edwards boundaries are not periodic in the rectangular coordinate system, but they are periodic in the oblique one, making the convolution theorem applicable (see Appendix A). In short, the particle positions are first transformed to the oblique system, then the convolution theorem, Eq. (12b), is applied to find the oblique force, which is then transformed back to the rectangular system where the equation of motion, Eq. (7), is applied.

**Results**

We have used our code to explore the structural and mechanical changes of entangled polymers under shear flow. We have simulated $C = 64$ chains of length $N = 512$ (see Fig. 1). Seven simulation runs where performed for different Weissenberg numbers $\text{Wi} = \dot{\gamma} \tau_d = 0, 0.3, 1, 3, 10, 32, \text{and } 100$, with all other parameters kept fixed. The system is moderately entangled, with about $Z = N/N_e = 8.5$ entanglements per chain at equilibrium.\textsuperscript{53} Computations were carried out on an Nvidia Quadro M5000 GPU card for about 4 days per run, generating trajectories of $20\tau_d$ relaxation times each.

The scenarios range from Newtonian to strongly non-linear regimes, where the fluid becomes highly anisotropic. First we summarize the steady state structure under shear, which is well known and serves as a check for the validity of our simulations. Second, we explore diffusion as probed by neutron spin echo and dielectric spectroscopy experiments. Third, the stress fluctuations around the steady state are reported, some of which are accessible by
superposition rheology.

**Steady state structure**

\[ R_g^2 = \langle (\mathbf{R}_j - \langle \mathbf{R}_j \rangle)^2 \rangle = 2 \sum_{n=1}^{N-1} |a_n|^2 \propto \lambda^2 N \quad (13) \]

can be expressed in terms of Rouse modes

\[ a_n = \frac{1}{J} \sum_{j=1}^{J} \mathbf{R}_j \cos \left( \frac{\pi(2j-1)n}{2J} \right) \quad (14) \]

and is proportional to the blob size squared and the number of blobs. It becomes a tensor in the non-linear flow regime:

\[ R_{\alpha\beta}^2 = 2 \sum_{n=1}^{N-1} (a_n \cdot e_\alpha)(a_n \cdot e_\beta) \quad (15) \]

The stress on the polymer backbone is described by a similarly defined tensor:

\[ \sigma_{\alpha\beta} = \frac{6\pi^2 k_B T}{VN\lambda^2} \sum_{n=1}^{N-1} n^2 (a_n \cdot e_\alpha)(a_n \cdot e_\beta) \quad (16) \]
Because of the $n^2$ factor, the stress is more sensitive to shorter length scales (higher Rouse modes), while the radius of gyration is dominated by the largest length scales.

Figure 5: Snapshot of the simulated fluid. The shape of the ellipsoids depicts the chain inertia tensors, and their color shows the shear stress excess from the mean.

Under Couette shear, we have four different non-zero components, shown in Figs. 3 and 4 for the two tensors. For shear rates exceeding $Wi = 1$, the chains stretch along the flow direction, and shrink along the shear gradient direction, as well as along the vorticity direction but to a lesser extent. In addition, the chain shape is tilted with respect to the flow direction with a significant $R_{xy}$ component emerging under shear. The effective tilt angle $\theta$
can be found by diagonalizing the inertia matrix:

\[
\tan 2\theta = \frac{2R_{xy}^2}{R_{xx}^2 - R_{yy}^2}
\]  

(17)

and the principal moments of inertia are

\[
R_\pm^2 = \frac{1}{2} \left[ R_{xx}^2 + R_{yy}^2 \pm \sqrt{(R_{xx}^2 - R_{yy}^2)^2 + 4R_{xy}^4} \right]
\]  

(18)

For a chain arbitrarily oriented in 3D the matrix can be diagonalized by standard numerical algorithms. The result is shown in Fig. 5. The instantaneous inertia tensors are calculated for each chain, and plotted as an ellipsoid, oriented along the eigenvectors, with the axes representing the eigenvalues, rescaled by a factor of 0.7 for clarity. In Appendix B we report more details on the fluid structure: the form and structure factors, and the distribution of chain centers of mass.

The stress tensor behaves similarly to the inertia tensor. The chain stretching along the flow and collapsing perpendicular to it contributes to the first normal stress difference

\[ N_1 = \sigma_{xx} - \sigma_{yy} \]

The collapse in the z (vorticity) direction is smaller than in the y (gradient) direction, which is corroborated by the second normal stress difference \( N_2 = \sigma_{yy} - \sigma_{zz} \), observed to be negative. The net pressure \( P = (\sigma_{xx} + \sigma_{yy} + \sigma_{zz})/3 \) is not affected by flow. The shear stress \( \sigma_{xy} = \eta \dot{\gamma} \) is linear at first, but grows slower at higher speeds (shear thinning), similar to the trend in the off-diagonal inertia component \( R_{xy} \).

**Diffusion**

The mean squared displacement of the central \( j = J/2 \) monomer

\[
g_1(t) = \langle [\mathbf{R}_{J/2}(t) - \mathbf{R}_{J/2}(0)]^2 \rangle
\]  

(19)
Figure 6: Central monomer diffusion spectrum. The legend indicates shear rate in Wi.
shows a clear signature of entanglement. In particular, $g_1(t)/\sqrt{t}$ has a negative slope for intermediate time scales ($\tau_e = \tau N_e^2 \ll t \ll (\tau_R = \tau N^2)$, which is sub-Rouse behaviour, resulting from reptation in the presence of contour length fluctuations. The pure reptation regime without fluctuations, $\tau_R \ll t \ll \tau_d$, is only expected to emerge for extremely long chains $N \gtrsim N_e^3 \approx 10^5$, which is not our case, so from the spectra it will not be possible to distinguish $\tau_R$ from $\tau_d$. However, since $g_1(t)/\sqrt{t}$ slope is negative, we do have reptation, and therefore the longest relaxation time is called $\tau_d$.

In the non-linear flow regime the diffusion is not isotropic, and the diffusion tensor is defined as

$$g_{\alpha\beta}(t) = \langle [\mathbf{R}(t) - \mathbf{R}(0)] \cdot e_{\alpha} [\mathbf{R}(t) - \mathbf{R}(0)] \cdot e_{\beta} \rangle$$

For further data analysis, the advection of the center of mass $a_0$ due to the bulk shear flow is subtracted from every point on the trajectory:

$$\mathbf{R}(t) \rightarrow \mathbf{R}(t) - \dot{\gamma} \Delta t e_x \sum_{t'=-\infty}^{t} a_0(t') \cdot e_y$$

This allows to extract the diffusive component eliminating the macroscopic flow. The resulting diffusion tensor, divided by $\sqrt{t}$, is shown in Fig. 6. Straight lines indicate the expected slopes for Rouse, entanglement, and free diffusion (random jump).

The results can be summarized as follows:

- $xx$-direction (shear flow): The diffusion accelerates on all timescales, indicating disentanglement: $\tau_d \rightarrow \tau_e \approx \text{const}$. The highest shear rate shows complete disentanglement and the diffusion becomes comparable to that of a single monomer, $N = 1$.

- $yy$-direction (shear gradient): The diffusion slows down at all timescales. The longest relaxation time is unchanged $\tau_d \approx \tau_d(\text{Wi} = 0)$, while the onset of the entanglement time $\tau_e \rightarrow \tau$ decreases.

- $zz$-direction (vorticity): The entanglement time decreases $\tau_e \rightarrow \tau$, leading to slower
diffusion on the short time scales. Meanwhile, the disentanglement time $\tau_d$ becomes slightly shorter as well, resulting in an accelerated diffusion on long time scales.

- $xy$-direction (cross-correlated off-diagonal displacement): This component means that if the chain makes a random step along $+x$, it is also likely to make a random step along $+y$ axis. The magnitude of this correlation is $10^1$-$10^2$ times weaker than the diagonal elements. The character of diffusion is that of a free random walk, although a Rouse-like and possibly slower character seems to emerge around $\tau_d$ for sufficiently high shear rates.

Figure 7: Center of mass diffusion spectrum. The legend indicates shear rate in Wi.

The central monomer diffusion is hard to access experimentally, so most measurements
are restricted to the center of mass diffusion:

\[ g_3(t) = \langle [a_0(t) - a_0(0)]^2 \rangle \]  

This quantity averages the contributions from all monomers, and the entanglement character
becomes smeared. On the contrary, \( g_3 \) reflects the dynamics on large length scales. We plot
the quantity \( g_3(t)/t \) in Fig. 7, so that the long-time limit of each curve reaches a plateau
corresponding to the self-diffusion coefficient. The overall trends seen in these plots are
similar to Fig. 6. The diffusion speeds up along \( x \), slows down along \( y \) on all time scales and
slows down along \( z \) for short, but speeds up at longer time scales. However, without visible
entanglements, the origins of the dynamical changes are obscured, unlike in Fig. 6 where the
mechanisms of the non-linear flow are revealed more clearly.

**Intermediate scattering function**

![Figure 8: Intermediate scattering function at equilibrium. The same dataset is plotted in
two different ways.](image)

Yet another way to quantify diffusion is the intermediate scattering function. In the
simulation, at every step \( t \) we calculate the instantaneous form factor of every chain:

\[
f_c(\mathbf{q}, t) = \frac{1}{J} \sum_{j=1}^{J} e^{-i \mathbf{q} \cdot \mathbf{R}_{j,c}}
\]

for a set of predetermined values of the wavevector \( \mathbf{q} \), characteristic of a lengthscale \( 1/q \). The advection is subtracted in the same way as in Eq. \( (21) \). The cross-correlation of the form factor with its complex conjugate, averaged over all chains, is called the single chain coherent intermediate scattering function:

\[
F(\mathbf{q}, t) = \frac{1}{C} \sum_{c=1}^{C} \langle f_c(\mathbf{q}, t) f_c(-\mathbf{q}, 0) \rangle
\]

and is the quantity measured in neutron spin echo experiments. The simulation data in equilibrium is plotted in Fig. 8a. While analytical expressions are difficult and cumbersome to derive, certain key features of \( F(\mathbf{q}, t) \) are well known. Particularly well studied is the Rouse model, which says that for the chain interior, \( \lambda \ll 1/q \ll R_g \), during the corresponding time interval \( 1 \ll t/\tau \ll N^2 \), all the \( q \) vectors collapse to a universal function \( F(q, t) \approx e^{-q^2 \sqrt{t}} \), or \(-\ln(F) \approx q^2 \sqrt{t}\). This latter quantity is plotted in Fig. 8b, normalized by \( q^2 \sqrt{t} \) to make the Rouse behaviour appear as a horizontal line.

The plot shows that at small \( q < 1/R_g \), free diffusion is observed: \(-\ln(F) \approx q^2 t\). Larger \( q > 1/R_g \) vectors start probing the interior of the chain and Rouse dynamics emerges: \(-\ln(F) \approx q^2 \sqrt{t}\). At longer timescales, the slope turns negative approaching reptation: \(-\ln(F) \approx q^2 t^{1/4}\). A stronger entanglement signature in \( F(q, t) \) is visible for longer chains, which was recently reported for the quiescent situation.

To extract changes under shear, we define the scattering excess:

\[
\Delta F(Wi) = F(q, t)/F(q, 0) - F_0(q, t)/F_0(q, 0)
\]

which is the difference between the intermediate scattering function at rest and under shear.
Figure 9: Intermediate scattering function excess $\Delta F$. For clarity, data of different shear rates has been shifted by $-1$ in the first panel $q_x$, and by $-0.5$ in the other two panels.
The excess $\Delta F$ can range between $(-1, 1)$, where positive (negative) values indicate that there is a slowdown (speedup) of the dynamics. The simulation data for all shear rates and directions is shown in Fig. 9. Along the $x$ direction the dynamics is accelerated for all $q_x$, while in the $y$ direction the dynamics is slowed down for all $q_y$, although the amplitude of the effect is about three times weaker. The change is weakest along the $z$ direction, but its behaviour is the most intricate. At short time scales, the dynamics is slowed down, but at longer time scales a speeding up is found. The $q_z$ vectors corresponding to the interior of the chain (those which show a negative slope in Fig. 8b) display slowing down, while the very small $q_z < R_g$, corresponding to distances larger than the size of the chain, display speeding up.

Mechanical spectroscopy

A complementary approach to reveal polymer dynamics is to analyze the stress fluctuations. Specifically, the mechanical relaxation spectrum

$$G(t) = \frac{V}{k_B T} \langle \sigma_{xy}(t)\sigma_{xy}(0) \rangle$$

(26)

can be evaluated from equilibrium simulation data, as well as measured experimentally using small amplitude oscillatory shear. The Rouse model predicts that the stress should decay as $G \propto t^{-1/2}$, and reach zero at time $\tau_R \approx \tau N^2$. The reptation model, in contrast, suggests a plateau of height $G_0 \approx k_B T/\lambda^3/N_e$ in stress, and eventually a decay at time $\tau_d \approx \tau (N/N_e)^{3.4}$.

The simulation gives access to six independent stress components: $\sigma_{xy}$, $\sigma_{xz}$, $\sigma_{yz}$, $N_1 = \sigma_{xx} - \sigma_{yy}$, $N_2 = \sigma_{yy} - \sigma_{zz}$, and $N_3 = \sigma_{xx} - \sigma_{zz}$. The third normal stress difference $N_3$ would usually be redundant since it can be expressed in terms of the $N_1$, $N_2$, and the pressure $P$ which does not depend on shear rate. However, the pressure fluctuations are influenced by shear, and hence we keep the $N_3$.

The mean value of the steady state is subtracted from each signal, $\sigma_{\alpha\beta}(t) \rightarrow \sigma_{\alpha\beta}(t) - \langle \sigma_{\alpha\beta} \rangle$,.
Figure 10: Stress autocorrelations

Figure 11: Green-Kubo viscosity
and all six autocorrelations are shown in Fig. 10. The data is rescaled to $G(t)\sqrt{t}$, so that the Rouse behaviour appears as a flat line, and a positive slope indicates the presence of entanglement dynamics. In equilibrium, the Green-Kubo formula can be used to obtain the zero-shear viscosity (see Eq. 4 in Ref. 7):

$$\eta = \int_0^\infty dt \, G(t)$$  \hspace{1cm} (27a)

$$= \int_0^\infty dt \, \frac{V}{5k_BT} \left[ \langle \sigma_{xy}(t)\sigma_{xy}(0) \rangle + \langle \sigma_{yz}(t)\sigma_{yz}(0) \rangle + \langle \sigma_{xz}(t)\sigma_{xz}(0) \rangle \right]$$  \hspace{1cm} (27b)

$$+ \frac{V}{30k_BT} \left[ \langle N_1(t)N_1(0) \rangle + \langle N_2(t)N_2(0) \rangle + \langle N_3(t)N_3(0) \rangle \right]$$  \hspace{1cm} (27c)

Far from equilibrium, the above formula may not have a straightforward interpretation, but the resulting values are nevertheless indicative of the fluctuations’ amplitude multiplied by their duration, which is a useful quantity to compare among the different components as well as equilibrium. For a direct comparison, the shear stress contributions are divided by 5, the normal stress contributions are divided by 30, and all are plotted in Fig. 11. The results can be summarized as follows:

- **x-axis (flow):** The shear stress around this axis is $\sigma_{yz}$, and the normal stress difference $N_2 = \sigma_{yy} - \sigma_{zz}$, as geometrically illustrated in Fig. 14. Both shear and normal stress fluctuations decrease in amplitude $G(t = 0)$ as well as duration ($\tau_d$ smaller). The slope of $G(t)$ turns to negative indicating strong disentanglement in this direction.

- **y-axis (gradient):** The shear stress around this axis is $\sigma_{xz}$, and the normal stress difference $N_3 = \sigma_{xx} - \sigma_{zz}$. The amplitude of fluctuations $G(t = 0)$ stays roughly the same, and the relaxation time $\tau_d$ is hardly affected by shear. However, there is a very strong change of character, with a clear entanglement peak emerging for both shear and normal stress. Based on the Green-Kubo formula one could say that there is a strong increase in “viscosity”. The positive slope starts early on, so the mechanism seems to be that the entanglement onset time decreases: $\tau_e \to \tau$. 
• z-axis (vorticity). The shear stress around this axis is $\sigma_{xy}$, and the normal stress difference $N_1 = \sigma_{xx} - \sigma_{yy}$. Unfortunately, the shear stress data is contaminated by a parasitic numerical effect due to finite pixel size used to evaluate the excluded volume force. The oblique pixel shape induces numerical stress, which oscillates at precisely the same frequency as the imposed shear, $f = \dot{\gamma}$. The use of a conjugate grid (Eq. 46) helps, but is not sufficient to remove the bias completely. For now let us ignore the unphysical oscillating component and discuss trends. The shear stress fluctuations change very little compared to the two other axes. There seems to be a small decrease in onset time $\tau_e$, leading to some entanglement character emerging, but the relaxation time $\tau_d$ also decreases slightly. The major difference becomes apparent when we look at the normal stress $N_1$, which shows strong entanglement similar to $N_3$, but is not accompanied by a comparable change of shear stress, unlike $\sigma_{xz}$. In terms of the Green-Kubo formula, the shear contribution to “viscosity” decreases slightly, while the normal contribution increases very strongly.

Overall, our results show a strong decrease of stress fluctuations associated with the $x$ (flow) axis, and a strong increase of fluctuations around the $y$ (gradient) axis. The data in the $z$ (vorticity) axis is influenced by the numerical approximations required to have fast computation, but the crude result is that the shear stress fluctuations decrease slightly, while the normal stress fluctuations increase strongly.

In the non-linear flow regime the various stress components are not independent, unlike in equilibrium. In fact, there are six non-zero cross-correlations, shown in Fig. 12. While the mean pressure does not depend on shear rate, its fluctuations increase, leading to an increase in the cross-correlations $\langle N_1(t)P(0) \rangle$ and $\langle P(t)\sigma_{xy}(0) \rangle$. In the simulation we have fixed the density, which leads to pressure fluctuations, but in a rheological experiment it is more common to have a fixed pressure, which would then result in density fluctuations of the bulk (not to be confused with local density fluctuations which are always present and give rise to the liquid structure factor, discussed in Appendix B). The intriguing panels are the cross-
correlations $\langle N_1(t)\sigma_{xy}(0) \rangle$ and $\langle \sigma_{xx}(t)\sigma_{yz}(0) \rangle$. Both of them have quite a similar spectrum, which is symmetric for short timescales (indicating thermal equilibrium), but switching to an antisymmetric one for long timescales (suggesting an irreversible process and possibly a causal relationship).

**Discussion**

**Steady-state structure**

In Fig. 13 we plot the inertia tensor components $x$ and $z$, defined in Eq. (15), normalized to equilibrium. There is a good agreement between our soft blobs, the hard beads, and the phenomenological slip-links model. The agreement with the available experimental data is more qualitative. Due to the possibility of labeling and its intrinsic nature to directly measure pair correlation distributions SANS is the only tool to investigate the single chain form factor of a polymer melt, and we now review the literature data.

Some examples of low glass transition and low viscosity polymers, which are easier to
shear in Couette flow are polydimethylsiloxane (PDMS) and polybutadien (PBD). In situ steady flow SANS experiments have been done on both not showing any measurable asymmetry of the single chain form factor. The highest shear rate for the PBD experiment in Couette geometry was $\text{Wi} = 5.4$ and for the PDMS experiment in cone/plate geometry was $\text{Wi} = 3$. In both cases the shear rate normalized to the Rouse time $\tau_R$ was $\text{Wi} \cdot N_e/N = 0.2$.

The only Couette flow in situ shear experiment that showed anisotropy was performed in a Couette cell with polystyrene (PS) at $\text{Wi} \approx 1$ or $\text{Wi} \cdot N_e/N \approx 0.1$, however the relaxation time was not measured, so the exact Weissenberg number is questionable. An in situ slit shear SANS experiment was done with PS at $170^\circ$C. Here local flow rates of $\text{Wi} = 13$ were reached with $\text{Wi} \cdot N_e/N = 1$. An asymmetry of the radii of gyration parallel and perpendicular to flow of up to 1.44 was detected. A retake of this experiment at a higher temperature yielded even higher asymmetries of up to 1.7 although the dimensionless shear rates were considerably lower. All of these shear rates correspond, however, to the centreline extensional shear rate. The shear rate at the wall is about 5.5 times higher.
Ex situ shear SANS has been performed on PS\textsuperscript{29} where the maximum shear rate at quenching is estimated to be $Wi = 4$ or $Wi \cdot N_e/N = 0.8$ and an asymmetry of 1.7 was found between the radii of gyration in flow and vorticity directions. The exact Weissenberg number is difficult to estimate due to the rise of the relaxation time during quenching.

An ex situ elongational flow experiment was reported recently using PS\textsuperscript{32} reaching shear rates of $Wi = 17$ or $Wi \cdot N_e/N = 2$. Here a stretch of 2 was reported for the single chain form along the flow.

A series of ex situ very fast elongational flow studies have probed extensional flow rates much faster than the inverse Rouse time $1/\tau_R$. For polyisoprene (PI) at $Wi \approx 6000$ or $Wi \cdot N_e/N = 120$ the authors report swelling ratios of the radii of gyration of 1.62 in the flow direction and 0.77 in the vorticity direction.\textsuperscript{30} Other ex situ studies on PS report $R_g$ shrinking down to 0.25 along vorticity.\textsuperscript{31} In these studies, however the sample is quenched after stopping flow, so there is some time for the chain to relax, although generally this time is orders of magnitude shorter than the Rouse time.

In summary, it is evident that the single chain form factor of linear polymers stretches along the shear flow, accompanied by a smaller collapse perpendicular to it. However, an open experimental question remains as to whether this effect becomes apparent at $Wi \approx 1$ or at higher rates $Wi \approx N/N_e$. Moreover, no stretching ratios higher than 2 were reported up to now. In contrast, the consensus among various simulations is that the structural change starts at $Wi \approx 1$, coinciding with the onset of non-linear rheology. A possible explanation is that both the inertia, Eq. (15), and the stress, Eq. (16), tensors have quite similar microscopic definitions, so a change of one must be accompanied by a change of the other, in the same direction but by a different magnitude.

Dynamical structure

The physics that has emerged from our simulation is summarized in Fig. 14. The biggest effect is seen along the flow direction, $x$, where chains are strongly elongated, and both
Figure 14: Summary of polymer dynamics at Wi = 32. The inertia ellipsoid is plotted at the center. The area of circles (squares) around each axis corresponds to the Green-Kubo integral of the shear (normal) stress fluctuations, in arbitrary units.

shear and normal stress fluctuations around this axis are suppressed. This is accompanied by faster diffusion at all scales. One could loosely apply the Einstein-Stokes equation

$$D = \frac{k_B T}{6\pi \eta R} \quad (28)$$

to relate the diminished stress fluctuations (or the “viscosity” $\eta = \int G(t) \, dt$), with a higher chain diffusivity $D$. An opposite and weaker trend is observed along the gradient direction, $y$. The chain size shrinks, while both shear and normal stress fluctuations increase around this axis, which is accompanied by slower diffusion at all scales.

The weakest effects are found in the vorticity direction, $z$. The chain size decreases by a small amount. The stress fluctuations are ambivalent, with the shear stress contribution decreasing slightly, while the normal stress contribution is increased by a much larger amount. The corresponding change of diffusion is ambivalent too, decreasing on short timescales, but eventually catching up and reaching a net speedup at long timescales.

Recent experimental studies on sheared polymers have brought focus on the dynamical fluctuations. Particularly relevant are in situ neutron spin echo experiments under shear.
Figure 15: Rheo - neutron spin echo results for PDMS melt of $M_w = 1.9 \times 10^5$ g mol$^{-1}$, sheared at $\dot{\gamma} = 100$ s$^{-1}$. Original data taken from Ref.\cite{37} which measure the intermediate scattering function $F(q,z,t)$ along the $z$ (vorticity) axis. The data extracted from Ref.\cite{37} is represented in Fig. 15 which shows a change in the scattering at a shear rate of about $Wi = \dot{\gamma} \tau_d = 1.4$. There is a visible speedup of dynamics at the smallest $q$ vector, which can be compared with a similar trend seen in the simulated data, Fig. 9. The highest $q$ vector shows a slight slowdown, although it is within the error bars and further experiments are needed to verify this effect.

Dielectric spectroscopy under shear measures the dynamics of the end-to-end vector $\mathbf{R}_1 - \mathbf{R}_J$. Data on entangled polyisoprene solutions in the shear gradient direction $y$ shows a clear slowdown for star polymers and a very slight slowdown for linear polymers.\cite{36} Although we have not analyzed the end-to-end vector, the trend of overall slowdown along $y$ agrees well with the simulation. Also worth mentioning is a neutron quasielastic scattering study on sheared P85 triblock copolymer micelles,\cite{58} reporting a slowdown of diffusion in the $y$ direction. A contradiction was found in an earlier simulation based on slip-links.\cite{55} Their conclusion is that the diffusion speeds up along all three directions, and moreover, both $y$ and $z$ axes show the exact same speedup.

Superposition rheology can probe shear stress dynamics perpendicular, $\sigma_{yz}$, and parallel,
\( \sigma_{xy}, \) to the flow axis \( x \). Measurements on entangled polyisobutene solutions\cite{25} and more recently wormlike micelles\cite{29} both report a strong speedup of the two \( \sigma_{yz} \) and \( \sigma_{xy} \) components, although the analysis of the latter is complicated and the result is not as reliable as in the perpendicular case. These results agree with the findings of our simulations in a qualitative way.

**Summary and perspectives**

In this article we have simulated the dynamics of long, \( N/N_c = 8.5 \), linear monodisperse chains under a steady shear flow. The source code is provided, and can be straightforwardly extended to include polydispersity, different chain architectures (ring, comb, brush), and non-steady shear (oscillatory, step).

Our code generates information on the physics of entangled multi chain systems far from equilibrium. The model is kept simple not considering any short range chemical interactions, but focusing on the general phenomena of the chain motion on the scale significantly larger than the monomer size \( \lambda \). Entangled polymers are notoriously time consuming to simulate. We overcame this limitation by applying the approximate convolution theorem, Eq. (12b). Mathematical efforts are underway to provide more isotropic discretization schemes without sacrificing speed\cite{60} and our code may benefit from such developments in the future.

We have analyzed the relaxation spectra from both structural and mechanical points of view. The most intriguing changes are along the vorticity direction. At the moment we are not aware of theoretical explanations of our findings. However, it is clear that the study of dynamical fluctuations provides a much more detailed picture than just the steady-state values alone (e.g. viscosity or radius of gyration vs shear rate).
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Appendix A. Oblique coordinate system

Figure 16: The definition of an oblique coordinate system of some arbitrary strain $\gamma = 0.375$ in terms of the rectangular basis $(e_x, e_y)$. The oblique system has two bases, the covariant $(\hat{E}_1, \hat{E}_2)$ and the contravariant $(\hat{E}^1, \hat{E}^2)$. A particle position $\mathbf{r}$ shown by a black star is decomposed into its covariant and contravariant components.

We closely follow the results originally derived in Ref.\cite{61} The key message is that the oblique coordinate system is non-orthogonal, and therefore special care must be taken to
distinguish between covariant vectors such as particle positions \( \mathbf{r} \), and contravariant vectors such as forces \( \mathbf{f} \) or wavevectors \( \mathbf{q} \).

A particle position in the rectangular coordinate system \((e_x, e_y, e_z)\) can be decomposed into its Cartesian components \((x, y, z)\):

\[
\mathbf{r} = x e_x + y e_y + z e_z.
\] (29)

In terms of the rectangular unit vectors, the oblique coordinate system of strain \( \gamma \) is defined by the covariant basis:

\[
\hat{\mathbf{E}}_1 = e_x
\] (30a)

\[
\hat{\mathbf{E}}_2 = \gamma e_x + e_y
\] (30b)

\[
\hat{\mathbf{E}}_3 = e_z
\] (30c)

In other words, the metric tensor of the oblique system is given by

\[
g_{ij} = \hat{\mathbf{E}}_i \cdot \hat{\mathbf{E}}_j = \begin{pmatrix} 1 & \gamma & 0 \\ \gamma & 1 + \gamma^2 & 0 \\ 0 & 0 & 1 \end{pmatrix}
\] (31)

As illustrated in Fig. [16] the position of a particle in the oblique system, denoted by \( \hat{\mathbf{r}} \), is expressed as

\[
\hat{\mathbf{r}} = \hat{x}^1 \hat{\mathbf{E}}_1 + \hat{x}^2 \hat{\mathbf{E}}_2 + \hat{x}^3 \hat{\mathbf{E}}_3
\] (32)

where its coordinate components in the oblique system can be found by solving the equation
\( \mathbf{\hat{r}} = \mathbf{r} \):

\[
\begin{align*}
\hat{x}^1 &= x - \gamma y \\
\hat{x}^2 &= y \\
\hat{x}^3 &= z
\end{align*}
\]  

(33a)  

(33b)  

(33c)

The simulated polymer network is periodic in these coordinates. The inverse is

\[
\begin{align*}
x &= \hat{x}^1 + \gamma \hat{x}^2 \\
y &= \hat{x}^2 \\
z &= \hat{x}^3
\end{align*}
\]  

(34a)  

(34b)  

(34c)

The interaction potential is a scalar quantity, in our case a Gaussian:

\[
U(\mathbf{r}) = \exp \left[ -\frac{\mathbf{r}^2}{2\lambda^2} \right] = \exp \left[ -\frac{(x^2 + y^2 + z^2)}{2\lambda^2} \right].
\]  

(35)

A scalar remains invariant regardless of a coordinate system, so to express it in the oblique coordinates, we simply plug in the values from Eq. (34):

\[
\hat{U}(\mathbf{\hat{r}}) = \exp \left[ -\frac{(\hat{x}^1 + \gamma \hat{x}^2)^2 + (\hat{x}^2)^2 + (\hat{x}^3)^2}{2\lambda^2} \right].
\]  

(36)

The force, in the oblique system, is given by the gradient:

\[
\mathbf{\hat{f}}(\mathbf{\hat{r}}) = -\nabla \hat{U}(\mathbf{r}) = -\left[ \hat{E}^1 \frac{\partial \hat{U}}{\partial \hat{x}^1} + \hat{E}^2 \frac{\partial \hat{U}}{\partial \hat{x}^2} + \hat{E}^3 \frac{\partial \hat{U}}{\partial \hat{x}^3} \right].
\]  

(37)
which is expanded in terms of the contravariant basis vectors:

\[ \hat{E}^1 = e_x - \gamma e_y \]  
\[ \hat{E}^2 = e_y \]  
\[ \hat{E}^3 = e_z \]  

These are defined to be conjugate to the covariant basis vectors: \( \hat{E}_i \cdot \hat{E}^j = \delta^j_i \), and in particular \( \hat{E}_2 \cdot \hat{E}^1 = (\gamma e_x + e_y) \cdot (e_x - \gamma e_y) = 0 \). Moreover, the contravariant metric tensor

\[ g^{ij} = \hat{E}^i \cdot \hat{E}^j = \begin{pmatrix} 1 + \gamma^2 & -\gamma & 0 \\ -\gamma & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \]  

is clearly the inverse of the covariant one: \( g_{ij}g^{ij} = 1 \). Let us be very clear on what are the specific components of the force, in terms of the oblique contravariant basis:

\[ \hat{f}_1 = -\frac{\partial \hat{U}}{\partial \hat{x}^1} = \left( \frac{\hat{x}^1 + \gamma \hat{x}^2}{\lambda^2} \right) \hat{U}(\hat{r}) \]  
\[ \hat{f}_2 = -\frac{\partial \hat{U}}{\partial \hat{x}^2} = \left( \frac{\gamma \hat{x}^1 + (1 + \gamma^2) \hat{x}^2}{\lambda^2} \right) \hat{U}(\hat{r}) \]  
\[ \hat{f}_3 = -\frac{\partial \hat{U}}{\partial \hat{x}^3} = \left( \frac{\hat{x}^3}{\lambda^2} \right) \hat{U}(\hat{r}) \]  

Just like the position vector, the force vector can be expanded in either the rectangular or the oblique systems:

\[ f = f_x e_x + f_y e_y + f_z e_z \]  
\[ = \hat{f}_1 \hat{E}^1 + \hat{f}_2 \hat{E}^2 + \hat{f}_3 \hat{E}^3 \]
which leads to its rectangular components

\[ f_x = \hat{f}_1 \]  
\[ f_y = \hat{f}_2 - \gamma \hat{f}_1 \]  
\[ f_z = \hat{f}_3 \]

(42a)  
(42b)  
(42c)

Having presented all the necessary formulas, we now outline the algorithm required to evaluate the excluded volume force in the oblique periodic system.

1. We start off with a set of all particle positions \((x, y, z)\) given in the usual rectangular coordinates. A fixed strain value \(\gamma\) is given as well.

2. The positions are transformed into the oblique system: \((x, y, z) \rightarrow (x - \gamma y, y, z)\), and the periodic boundary conditions are applied: \(\hat{r} = \hat{r} - L \text{floor}(\hat{r}/L)\). We are now folded inside the central oblique box, which is periodic along its covariant unit vectors.

3. A density histogram \(\hat{\rho}(\hat{r})\) is constructed, which holds the number of particles in every oblique pixel \(\hat{r} = L \left( k_1 \hat{E}_1 + k_2 \hat{E}_2 + k_3 \hat{E}_3 \right)\) where the indices run from \(k = 1, 2, \ldots, K = \text{round}(L/\Delta x)\), and \(\Delta x\) is the pixel width.

4. The density is Fourier-transformed into the oblique reciprocal space:

\[ \hat{\rho}(\hat{q}) = \sum_{\hat{r}} \hat{\rho}(\hat{r}) e^{-i\hat{r} \cdot \hat{q}} \]

(43)

Notice that the components of the reciprocal lattice vector \(\hat{q} = (\hat{q}_1, \hat{q}_2, \hat{q}_3)\) come out in the contravariant basis defined in Eq. (38), because this basis has the unique property that

\[ \hat{r} \cdot \hat{q} = \left( \hat{x}_1 \hat{E}_1 + \hat{x}_2 \hat{E}_2 + \hat{x}_3 \hat{E}_3 \right) \cdot \left( \hat{q}_1 \hat{E}_1 + \hat{q}_2 \hat{E}_2 + \hat{q}_3 \hat{E}_3 \right) = \hat{x}_1 \hat{q}_1 + \hat{x}_2 \hat{q}_2 + \hat{x}_3 \hat{q}_3 \]

(44)
5. Steps 3-4 are repeated for the force kernel. First, the force array \( \hat{f}(\hat{r}) \) is declared in the real oblique space, and then it is Fourier-transformed to the reciprocal oblique space to give \( \hat{f}(\hat{q}) \).

6. The force on every oblique pixel \( \hat{r} \) is found by the convolution theorem:

\[
\hat{F}(\hat{r}) = \text{IFFT}[\hat{\rho}(\hat{q}) \cdot \hat{f}(\hat{q})]
\]  
(45)

These force components are then used in the equation of motion, Eq. (7), solved in the rectangular system as usual.

7. Lastly, the oblique force is transformed to the rectangular system (the inverse of step 2, but for the contravariant basis): \( (\hat{F}_1, \hat{F}_2, \hat{F}_3) \rightarrow (\hat{F}_1, \hat{F}_2 - \gamma \hat{F}_1, \hat{F}_3) = (F_x, F_y, F_z) \).

The strain position is updated at every time step, \( \gamma \rightarrow \gamma + \dot{\gamma} \Delta t \), and folded as close as possible to the origin: \( \gamma \rightarrow \gamma - \text{round}(\gamma) \). In addition, it must be noted that the use of the discrete convolution introduces some numerical anisotropy due to the finite size of the pixels. In equilibrium, the pixels are rectangular, and the numerical anisotropy is symmetric around every axis, which does not result in a net bias. When the pixels are oblique, however, the anisotropy tilts and produces a net numerical stress, which is unphysical and is not related to the shear flow. In fact, the numerical stress would persist even at equilibrium, if we would choose to simulate a system in a fixed oblique periodic system of \( \gamma \neq 0 \). To mitigate this parasitic effect, we keep track of the total accumulated strain

\[
\gamma_{\text{sum}} = \sum \gamma(t)
\]  
(46)

and for every new timestep we choose the image of \( \gamma \) which would bring the accumulated strain \( \gamma_{\text{sum}} \) as close to zero as possible. For instance, in the example of Fig. 2 the strain is \( \gamma = 0.232 \), but one could equally well describe the system using a strain \( \gamma^* = \gamma - 1 = -0.768 \). Therefore, our code propagates two timesteps using the value \( \gamma \), and the third step would
use the conjugate $\gamma^*$, because $|3\gamma - 1| < |3\gamma|$. 

Appendix B. Detailed fluid structure

![Figure 17: Single chain form factor](image)

Experimentally, the radius of gyration can be studied by SANS, which measures the single chain form factor, microscopically defined as

$$F(q) = \frac{1}{C} \sum_{c=1}^{C} \left| \frac{1}{J} \sum_{j=1}^{J} e^{-i q \cdot R_{c,j}} \right|^2.$$  \hspace{1cm} (47)

For very small wavevectors $q$ one can show that the form factor is directly related to the radius of gyration, $F(q) \approx e^{-q^2 R_g^2}$, while for larger $q$ the scattered signal contains additional information from the internal structure of the chains. The simulated form factor is plotted in Fig. 17 for a series of $q$ vectors chosen along each coordinate axis. The information here is similar to the radius of gyration plot, Fig. 3, namely the chain stretches along $x$, but shrinks along $y$ and $z$ axes. The definition of the form factor, Eq. (47), is such that $F(q = 0) = 1$, but in the $x$ direction we see a drop of intensity for small $q$. This is expected for a strongly stretched polymer, whose Fourier transform approaches a Dirac delta peak at ultra small $q$, which we did not consider, since it starts to exceed the size of the simulation box and takes a very long time to relax (see the intermediate scattering function in Fig. 8).
Figure 18: Liquid structure factor

The structure factor is defined as follows:

\[ S(q) = \left| \frac{1}{CJ} \sum_{c=1}^{C} \sum_{j=1}^{J} e^{-i \mathbf{q} \cdot \mathbf{R}_{c,j}} \right|^2 \] (48)

Some radial cuts are plotted in Fig. 18 and 2D cuts are plotted in Fig. 21. At small \( q \) the structure is not affected by shear which is related to the fact that the pressure is constant. At high \( q \) we have one liquid peak which corresponds to the distance between two neighbouring blobs. The position and width of this peak do not change under shear. The intensity decreases along \( x \)-axis, meaning that the ordering is more random (i.e. more gas-like), and the opposite is seen along \( y \) and \( z \) axes, although the magnitude of change is smaller. The overall intensity of the structure factor is much lower than the form factor. In fact, for a perfectly uniform system, the structure factor would be a Kronecker delta peak: \( S(q = 0) = 1 \) and zero for all other pixels. If there are small density fluctuations, then \( S(q > 0) \) increases slightly above zero, which is what we observe.

Although not studied experimentally, we found it useful to investigate the structure factor of the centers of mass alone:

\[ S_0(q) = \left| \frac{1}{C} \sum_{c=1}^{C} e^{-i \mathbf{q} \cdot \sum_{j} \mathbf{R}_{c,j}/J} \right|^2 \] (49)

This function is plotted in Fig. 19 (radial cuts) and Fig. 22 (2D cuts), and tells us how the chains are arranged with respect to one another. Under shear, the ordering becomes
structureless (ideal gas) along the $x$-axis, while more ordering appears along $y$ and $z$. These scattering patterns quantify the picture seen in Fig. 5.

Figure 19: Structure of chain centers of mass

Figure 20: Cross-sections of the scattering function at equilibrium

Fig. 20 shows the 2D cross sections of the liquid structure factor and the centers of mass structure factor at equilibrium. At high $q$ we can see four-fold anisotropy, which is a numerical artifact due to the finite pixel size, as discussed in the main text. The same quantities under shear $Wi = 32$ are shown in Figs. 21 and 22 respectively, for the three different axes.
Figure 21: Cross-sections of the scattering function under shear $\text{Wi} = 32$

Figure 22: Cross-sections of the centers of mass scattering pattern under shear $\text{Wi} = 32$
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