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Abstract. In this paper, using the variational framework and elements of topological asymptotic analysis, we derive an algorithm for edge detection in a digital image in which an optimal value for the threshold is computed automatically. In order to examine this algorithm, we perform a simple experiment on synthetic images composed of two objects with different values of intensity and size. In this case, we are able to find an exact condition which has to be satisfied so that an edge of object with lower contrast would be detected. At the end, we compare results of numerical experiments obtained by application of our algorithm and the algorithm proposed by Desolneux et al. [7, 8]. We indicate some similarities between these two approaches to edge detection and discuss their differences.

1. Introduction. Detection of edge position in a digital image is one of the most intensively investigated problems since the beginning of studies on computer vision. Generally, it is closely related to the problem of image segmentation, as edges can be equated with boundaries of objects or coherent segments in an image. The early research on the edge detection problem was mainly an attempt to define an appropriate differential operator in order to characterize an edge which would work similar to the human visual system. In the original paper [14], Marr and Hildreth proposed to consider an edge as the set of points where the Laplacian of the Gaussian kernel convolved with a given image changes sign. Although the idea to use this operator to edge detection was supported by neurophysiological experiments, it turned out that it does not work well in practice. One can show, for instance, that this operator also returns false edges corresponding to local minima of the image gradient magnitude. This limitation has been later overcome by Canny [4], who proposed to define an edge as the set of points where the directional derivative of an image convolved with the Gaussian kernel assumes a local maximum. Of course, beside these two classical approaches to edge detection there is also a huge number of other, still widely used algorithms that have been developed based on similar criteria. Their detailed description can be found in any fundamental book on image processing (see, e.g., Jain [13] or Pratt [18]). However, the main drawback of all these methods, both in application to real world problems and in further research towards better understanding of visual perception, is a need of adjusting a number of parameters for each processed image. In practice, these parameters are either determined by application of some heuristic methods consisting on the histogram
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analysis or manually selected by user based on experience from earlier performed experiments.

In [7, 8], Desolneux, Moisan and Morel introduced a different approach to the problem of edge detection. Their idea was inspired by the basic perception principle of Helmholtz, which states that whenever some large deviation from randomness occurs, a structure is perceived (cf. Desolneux et al. [8]). Based on this observation, the authors proposed a global criterion for decision on whether an edge is meaningful or not. This criterion was the basis for construction of a method, which main advantage over the discussed above is possibility of edge detection without need of prior setting of parameters. In this paper, we also propose a different view at the problem of edge detection than the authors of methods mentioned in the beginning of this introduction. It means, instead of trying define more appropriate differential operator to indicate positions of edges, we rather aim for deriving a formal approach that would allow to find these positions automatically. The approach that we propose is based on the variational framework and uses ideas of the topological asymptotic analysis. In its original formulation (see, e.g., Sokolowski et al. [19], Garreau et al. [11], Feijoo et al. [10]), this theory investigates a variation of a given objective functional depending on some domain in \( \mathbb{R}^n \) with respect to the subtraction from it of a small ball. This variation is a scalar function, called the topological gradient or the topological derivative, and its largest negative values indicate positions where a small ball should be removed in order to obtain steepest descent of a functional. In our considerations, we base on the idea of Amstutz [2], who proposed to modify the definition of topological gradient and investigate a variation of a given functional with respect to a change of certain material properties, and not a domain topology. For the edge detection problem, we consider a functional which definition is inspired by the Mumford-Shah segmentation model [15]. We investigate its variation with respect to perturbations of the edge indicator function, which are obtained by setting values of this function close to zero in positions of small balls covering an optimal edge. Such formulation is closely related to the original concept of topological optimization, as a solution of some differential equation defined in a perforated domain may be approximated by a solution of this equation in a whole domain but with nearly isolated inclusions. Besides, such approach allows to overcome some technical difficulties as well as provides a link to the theory for identification of small inhomogeneities from boundary measurements (Cedio-Fengya et al. [6], Vogelius et al. [20], Capdebesq et al. [5]).

Recently, the idea of topological asymptotic expansion has been applied to the problem of image segmentation and line segment detection in Grasmair et al. [12] and Beretta et al. [3]. The functional considered in these papers is the \( \Gamma \)-convergence approximation of the Mumford-Shah model [15]. In the first paper, the authors investigate its variation with respect to perturbations of the edge indicator function by small balls, whereas in the second one, by thin stripes. In both these papers, the derived topological asymptotic expansion is the basis for the construction of an algorithm for computing an approximate minimizer of the proposed functional. However, the problem of finding an optimal threshold value for the edges set is not considered. We would like to remark that the preliminary version of the algorithm introduced in the present paper has been already proposed in [16]. This work, however, contains some inaccuracies which we improve here. Moreover, we have added new results and completed missing proofs.
In order to precisely formulate the problem of edge detection which we aim to solve, first we need to define what we mean by a digital image and by the set of edges contained therein. Let \( \Omega \) be a set of pixels, each of the size \( \delta \times \delta \), which centres form nodes of a regular grid. We define a digital image as a bounded function \( f : \Omega \rightarrow \mathbb{R} \) and assume that values of this function are constant within each pixel in \( \Omega \). We denote the set of centres of all pixels in \( \Omega \) by \( X \) and assume that the gradient \( \nabla u \) of the function \( u : \Omega \rightarrow \mathbb{R} \) is defined by the standard central finite difference scheme on a grid with nodes in \( X \). Throughout this paper, we use the following definition for the set of edges:

**Definition 1.1.** Let \( u \) be a smoothed version of the image \( f \). Then, the edges set of \( f \) is a set of all pixels in \( \Omega \) with centres in \( x \in X \), such that \( |\nabla u(x)|^2 \) is greater than some positive constant (a threshold).

The above definition is exactly the same as assumed when one uses the basic technique for edge detection that consists on thresholding of the gradient magnitude of a smoothed image. Naturally, such characterization of an edge is very simplified and limited among others by the fact that it assumes an edge as a two-dimensional set, and not a curve of dimension one. Nevertheless, in this paper, we will restrict ourselves to such a concept. Our goal is to construct an algorithm for edge detection in which an optimal value for a threshold would be computed automatically.

In Section 2, we reformulate the problem of edge detection into the continuous setting and introduce results of topological asymptotic analysis of the considered functional. In Section 3, based on these results, we construct an algorithm for edge detection in a digital image and prove the existence of a unique value for an optimal threshold. In Section 4, we examine the proposed algorithm on a simple experiment and draw some analogies between its function and human detection of visual information. Later we compare results of numerical experiments obtained by application of our algorithm and the probabilistic one of Desolneux et al. [7, 8]. We indicate some similarities between these two approaches to edge detection and discuss their differences.

### 2. Topological asymptotic expansion

In this section, we introduce results of topological asymptotic analysis, which will form the basis for construction of the algorithm. To derive these results, we need to reformulate the considered problem in the continuous setting. Here, we assume that \( \Omega \) is an open and bounded subset of \( \mathbb{R}^2 \) with the Lipschitz boundary \( \partial \Omega \) and \( f : \Omega \rightarrow \mathbb{R} \) is a given function in \( L^\infty(\Omega) \).

Furthermore, we assume that \( Y \) is a finite but not fixed set of points in \( \Omega \) such that for some \( \delta > 0 \), \( \text{dist}(y, \partial \Omega) \geq \delta/2 \) for all \( y \in Y \), and \( |y_1 - y_2| \geq \delta \) for all \( y_1, y_2 \in Y \) with \( y_1 \neq y_2 \). Now, let \( \varepsilon > 0 \) be a sufficiently small number, such that \( \varepsilon < \delta/4 \), and define the piecewise constant function \( \alpha_\varepsilon : \Omega \rightarrow \mathbb{R} \) by

\[
\alpha_\varepsilon(x) := \begin{cases} \alpha_1 & \text{if } x \in \bigcup_{y \in Y} B_\varepsilon(y), \\ \alpha_0 & \text{otherwise,} \end{cases}
\]

where \( B_\varepsilon(y) \) denotes a small ball of radius \( \varepsilon \) and center in \( y \in Y \). Here \( \alpha_0 \) and \( \alpha_1 \) are positive constants, such that \( \alpha_1 \ll \alpha_0 \). We consider the problem of minimization of the functional

\[
J(u, \alpha_\varepsilon) := \frac{1}{2} \int_\Omega (u - f)^2 + \alpha_\varepsilon |\nabla u|^2 \, dx + \beta \pi \varepsilon^2 |Y|,
\]
where $|Y|$ denotes the cardinality of the set $Y$ and $\beta \geq 0$ is a parameter playing a role of a threshold, what will be clarified further. The first term in $J$ ensures that its minimizer with respect to $u$ is close to $f$, the second term imposes to smooth $f$ more in $\Omega \setminus \bigcup_{y \in Y} B_\varepsilon(y)$, and the presence of the third term in $J$ enforces minimal number of points in $Y$. We remark that the fact $\alpha_\varepsilon(x) = \alpha_0$ for all $x \in \Omega$ implies $Y = \emptyset$ and

$$J(u, \alpha_0) := \frac{1}{2} \int_\Omega (u - f)^2 + \alpha_0 |\nabla u|^2 \, dx.$$  

(3)

We note that under slightly different but essential assumption on the set $Y$, it has been proven in Grasmair et al. [12] that if the last term in $J$ is $\beta^2 \varepsilon |Y|$ and $\alpha_1 = o(\varepsilon^2)$, then $J$ converges in the sense of the $\Gamma$-limit as $\varepsilon \to 0$ to the Mumford and Shah functional [15]. This means that the term $2\varepsilon |Y|$ in a model considered in [12] approximates the one-dimensional Hausdorff measure of the one-dimensional edges set. Therefore, one would suspect that it could be shown in a similar way that the last term in (2) converges to the two-dimensional Hausdorff measure of the edges set, understood in the sense of Definition 1.1. However, we note that due to conditions imposed to the set $Y$ in the beginning of this section, which are needed for construction of our algorithm, the functional $J$ defined in (2) converges to (3) as $\varepsilon \to 0$, what can be shown in a straightforward way.

Let us first consider the problem of minimization of $J(\cdot, \alpha_\varepsilon)$ when one variable, the function $\alpha_\varepsilon$, is fixed. Using standard methods of calculus of variations it can be shown that the functional $J(\cdot, \alpha_\varepsilon)$ attains a unique minimum at the function $u_\varepsilon \in H^1(\Omega)$, which is a solution of the equation

$$\int_\Omega u_\varepsilon \varphi + \alpha_\varepsilon \nabla u_\varepsilon \nabla \varphi \, dx = \int_\Omega f \varphi \, dx$$  

for all $\varphi \in H^1(\Omega)$. The existence and uniqueness of a solution to the above equation can be proven by the Lax-Milgram theorem. We note here that for this proof, the assumption $\alpha_1 > 0$ is necessary to ensure the coercivity of the bilinear form on the left hand side of (4).

Similarly, by $u_0 \in H^1(\Omega)$ we denote a unique minimizer of the functional $J(\cdot, \alpha_0)$, which is a unique solution of the equation

$$\int_\Omega u_0 \varphi + \alpha_0 \nabla u_0 \nabla \varphi \, dx = \int_\Omega f \varphi \, dx$$  

for all $\varphi \in H^1(\Omega)$. Moreover, the function $u_0$ is also a solution, in the sense of distributions in $\Omega$, to the equations

$$\begin{cases} u_0 - \alpha_0 \Delta u_0 = f & \text{in } \Omega, \\ \frac{\partial u_0}{\partial n} = 0 & \text{on } \partial \Omega, \end{cases}$$  

(6)

where $n$ is the unit normal vector exterior to the boundary $\partial \Omega$.

**Lemma 2.1.** For each $y \in Y$, the asymptotic expansion

$$\int_{B_\varepsilon(y)} |\nabla u_0(x)|^2 \, dx = \varepsilon^2 \pi |\nabla u_0(y)|^2 + O(\varepsilon^{2+\gamma})$$

holds as $\varepsilon \to 0$, where the last term is bounded by $C\varepsilon^{2+\gamma}$ with $\gamma \in (0, 1 - 2/p)$ for $2 < p < +\infty$ and the constant $C$ depending on $\delta$, $\alpha_0$ and $\|f\|_{H^{-1}(\Omega)}$. 
Proof. To derive the asymptotic expansion (7) we need to show that $\nabla u_0$ is locally Hölder continuous in $\Omega$. Let $V := \{ x \in \Omega : \text{dist}(x, \partial \Omega) \geq \delta/4 \}$ be a compact subset of $\Omega$ and let the point $x_0 \in V$ be given. Furthermore, let $\varphi \in C^0_0(\Omega)$ be a function with a compact support in $V$ such that $\varphi(x) \equiv 1$ in a neighbourhood $U$ of $x_0$. Since $u_0 - f$ is bounded, we get that $v = (u_0 - f)\varphi \in L^p(U)$ for all $p < +\infty$, and therefore, $\Delta^{-1} v \in W^{2,p}(U)$ for all $p < +\infty$. In particular we have that $u_0 \in W^{2,p}(U)$ for all $p < +\infty$. From the Sobolev imbedding theorem [1, Thm. 4.12], we get that $u_0 \in C^{1,\gamma}(U)$ with $\gamma \in (0, 1 - 2/p)$ for $2 < p < +\infty$. Since $x_0 \in V$ is arbitrary, we conclude that $u_0 \in C^{1,\gamma}(\Omega)$, and consequently $\nabla u_0 \in C^{0,\gamma}(\Omega)$, with $\gamma \in (0, 1 - 2/p)$ for $2 < p < +\infty$.

Therefore, there exists some constant $c > 0$ such that $|\nabla u_0(x) - \nabla u_0(y)| \leq c\varepsilon^{\gamma}$ for $y \in Y$ and $x \in B_{4}(y)$ with $\gamma \in (0, 1 - 2/p)$ for $2 < p < +\infty$. Using this fact, introducing a change of variable $x = 4\varepsilon \tilde{x}/\delta$ and again applying the Sobolev imbedding theorem we obtain

$$
\left| \int_{B_{4}(y)} \nabla u_0(x)^2 - \nabla u_0(y)^2 \, dx \right|
= \left| \int_{B_{4}(y)} (\nabla u_0(x) - \nabla u_0(y))(\nabla u_0(x) + \nabla u_0(y)) \, dx \right|
\leq c\varepsilon^{2+\gamma}(4/\delta)^2 \pi \int_{B_{4}(y)} |\nabla u_0(4\varepsilon \tilde{x}/\delta) + \nabla u_0(0)| \, d\tilde{x}
\leq 2c\varepsilon^{2+\gamma}(4/\delta)^2 \pi \|\nabla u_0\|_{L^1(B_{4}(y))} \leq 2c\varepsilon^{2+\gamma}(4/\delta)^2 \pi \|u_0\|_{W^{1,1}(B_{4}(y))}
\leq C\varepsilon^{2+\gamma}\|u_0\|_{H^1(B_{4}(y))} \leq C \max(1, 1/\alpha_0) \varepsilon^{2+\gamma} \|f\|_{H^{-1}(\Omega)}
$$

for $y \in \Omega$ and with $\gamma \in (0, 1 - 2/p)$ for $2 < p < +\infty$. In above, $B_{4/4}(y)$ denotes a ball of radius $\delta/4$ centred in $y$.

The topological asymptotic expansion of the functional $J$ is given in the following proposition:

**Proposition 1.** The asymptotic expansion

$$
J(u_\varepsilon, \alpha_\varepsilon) - J(u_0, \alpha_0) = \varepsilon^2 \left( \alpha_0 \frac{\alpha_0}{\alpha_0 + \alpha_1} \sum_{y \in Y} |\nabla u_0(y)|^2 + \beta \pi |Y| \right) + O(\varepsilon^{2+\gamma})
$$

holds as $\varepsilon \to 0$, where the last term is bounded by $C|Y|\varepsilon^{2+\gamma}$ with $\gamma \in (0, 1 - 2/p)$ for $2 < p < +\infty$ and the constant $C$ depending on $\delta, \alpha_0, \alpha_1$ and $\|f\|_{H^{-1}(\Omega)}$.

**Proof.** This proposition can be proven in a similar way as in Grasmair et al. [12, Thm. 2.1] or in Beretta et al. [3, Thm. 2.1].

For fixed $\beta \geq 0$ and $\varepsilon > 0$, the asymptotic expansion in Proposition 2.1 provides a method for finding an approximate minimizer of the functional $J$ with respect to the second variable $\alpha_\varepsilon$. It is not difficult to observe that in order to obtain the steepest descent of $J$ one should include to the set $Y$ admissible points $y \in \Omega$ for which $|\nabla u_0(y)|^2$ achieves next maximal values and such that

$$
\alpha_0 \frac{\alpha_0}{\alpha_0 + \alpha_1} |\nabla u_0(y)|^2 > \beta.
$$

We remark that in the continuous setting, this method allows to find only an approximate minimizer of $J$, which in general is not unique.
Assume now that the set $Y$ is fixed and observe that the functional $J$ in $\alpha_\varepsilon$ can be written as
\begin{equation}
J(u, \alpha_\varepsilon) = \frac{1}{2} \int_\Omega (u - f)^2 + \alpha_\varepsilon |\nabla u|^2 \, dx - \frac{\beta}{\alpha_0 - \alpha_1} \int_\Omega (\alpha_\varepsilon - \alpha_0) \, dx.
\end{equation}
We introduce the definition of derivative of $J(u_0, \alpha_0)$ at $Y$, given by
\begin{equation}
\frac{\delta J(u_0, \alpha_0)}{\delta \alpha_0(Y)} := \lim_{\varepsilon \to 0} \frac{J(u_0, \alpha_0 + \varepsilon) - J(u_0, \alpha_0)}{\int_\Omega \varepsilon \, dx},
\end{equation}
where $\varepsilon : \Omega \to \mathbb{R}$ is the sequence of functions with support in $\bigcup_{y \in Y} B_{\varepsilon}^2(y)$, satisfying the following conditions:
1. $\varepsilon \in C^0(\Omega)$,
2. $\varepsilon$ does not change sign,
3. $\varepsilon(x) \equiv \alpha_1 - \alpha_0$ for $x \in \bigcup_{y \in Y} B_\varepsilon(y)$,
4. $\sup_{x \in \Omega} |\varepsilon(x)| = |\alpha_1 - \alpha_0|$.

Directly from (9) we get
\begin{equation}
J(u_0, \alpha_0 + \varepsilon) - J(u_0, \alpha_0) = \int_\Omega \varepsilon \left( \frac{1}{2} |\nabla u_0|^2 - \frac{\beta}{\alpha_0 - \alpha_1} \right) \, dx.
\end{equation}
Using properties of the function $\varepsilon$, the result in Lemma 2.1 and the fact that $|\nabla u_0|$ is bounded in any compact subset of $\Omega$, we obtain that
\begin{equation}
\frac{\delta J(u_0, \alpha_0)}{\delta \alpha_0(Y)} = \frac{1}{2|Y|} \sum_{y \in Y} |\nabla u_0(y)|^2 - \frac{\beta}{\alpha_0 - \alpha_1}.
\end{equation}
The definition (10) can be seen as generalization of the classical Fréchet-Volterra derivative (see Donsker and Lions [9] or Nashed and Hamilton [17]) and provide the total rate of a change of the functional $J$ as $\alpha_0$ varies in $Y$ but remains unchanged for $\Omega \setminus Y$. Since we wish to keep $\alpha_0$ and $\alpha_1$ constant, to ensure the optimality condition we choose $\beta$ so that the right hand side in (11) would be equal zero.

In the next section, we propose an algorithm for edge detection in a digital image that has been developed based on the results presented above.

3. Algorithm for edge detection. Here we return to the discrete formulation of the edge detection problem which has been introduced in the first section of this paper. It means, we assume that the image domain $\Omega$ is a set of pixels, each of the size $\delta \times \delta$, which centres form nodes of a regular grid. The digital image $f : \Omega \to \mathbb{R}$ is a function which assigns to each pixel in $\Omega$ some gray level value. We recall that the set of centres of all pixels in $\Omega$ is denoted by $X$ and note that for the algorithm we can simply take $\delta = 1$. Further, in order not to complicate the notation, by $\nabla u_0(x)$, we will denote the discrete gradient of a numerical solution to the problem (6) in the point $x \in X$ computed by the standard central finite difference scheme on a regular grid with nodes in $X$.

Let $\mathcal{P}(X)$ be the set of all subset of $X$ and assume that $[0, b]$ is a non-empty interval in $\mathbb{R}$ with
\begin{equation}
b := \alpha_0 \frac{\alpha_0 - \alpha_1}{\alpha_0 + \alpha_1} \max_{x \in X} (|\nabla u_0(x)|^2).
\end{equation}
We define the function $G : \mathcal{P}(X) \times [0, b] \to \mathbb{R}$ by
\begin{equation}
G(Y, \beta) := -\alpha_0 \frac{\alpha_0 - \alpha_1}{\alpha_0 + \alpha_1} \sum_{y \in Y} |\nabla u_0(y)|^2 + \beta |Y|,
\end{equation}
and observe that this function is a discrete version of the dominant term in the asymptotic expansion given in Proposition 1. Moreover, throughout this and the next section we will use the notation $Y_\beta$ for the set of all points $y \in X$ satisfying the inequality

$$
\alpha_0 \frac{\alpha_0 - \alpha_1}{\alpha_0 + \alpha_1} |\nabla u_0(y)|^2 > \beta.
$$

(14)

Now we can prove the following result:

**Proposition 2.** Let $\beta \in [0,b]$ be fixed. Then, a value of the function $G(\cdot, \beta)$ is minimal at $Y_\beta$.

**Proof.** To prove this proposition we will show that $G(Y_\beta, \beta) \leq G(Y, \beta)$ for all $Y \in \mathcal{P}(X)$. Let $Y$ be an arbitrary set in $\mathcal{P}(X)$. Using the definition (13) and the fact that for every $y \in Y \setminus (Y \cap Y_\beta)$,

$$
\alpha_0 \frac{\alpha_0 - \alpha_1}{\alpha_0 + \alpha_1} |\nabla u_0(y)|^2 \leq \beta,
$$

we obtain

$$
G(Y_\beta, \beta) - G(Y, \beta)
$$

$$
= -\alpha_0 \frac{\alpha_0 - \alpha_1}{\alpha_0 + \alpha_1} \left( \sum_{y \in Y_\beta} |\nabla u_0(y)|^2 - \sum_{y \in Y} |\nabla u_0(y)|^2 \right) + \beta(|Y_\beta| - |Y|)
$$

$$
= -\alpha_0 \frac{\alpha_0 - \alpha_1}{\alpha_0 + \alpha_1} \left( \sum_{y \in Y \setminus (Y \cap Y_\beta)} |\nabla u_0(y)|^2 - \sum_{y \in Y \setminus (Y \cap Y_\beta)} |\nabla u_0(y)|^2 \right) + \beta(|Y_\beta| - |Y|)
$$

$$
\leq -\beta |Y_\beta \setminus (Y \cap Y_\beta)| + \beta |Y \setminus (Y \cap Y_\beta)| + \beta(|Y_\beta| - |Y|) = 0.
$$

The above result allows to find a minimizer of $G$ over all sets $Y \in \mathcal{P}(X)$ when a value of $\beta$ is fixed. However, we note that this minimizer is not unique. It is not difficult to observe that $G(Y_\beta, \beta) = G(Y_\beta, \beta)$ when $Y_\beta \supset Y_\beta$ is a set in $\mathcal{P}(X)$ such that for every $y \in Y_\beta \setminus Y_\beta$, a value $\alpha_0 (\alpha_0 - \alpha_1)/(\alpha_0 + \alpha_1) |\nabla u_0(y)|^2$ is equal $\beta$. We also observe that in some cases, for two different values of $\beta$ we may obtain the same set $Y$ which minimize $G$. This fact can be illustrated by considering, for instance, a synthetic image with a black object in a white background, where for all values of $\beta$ greater or equal 0 and less than $\alpha_0 (\alpha_0 - \alpha_1)/(\alpha_0 + \alpha_1) \min_{x \in X} (|\nabla u_0(x)|^2 : |\nabla u_0(x)| > 0)$, the same set of edges will be detected. Nevertheless, combining the result in Proposition 2 and the fact that the last term in asymptotic expansion (8) depends linearly on $|Y|$, we get that for a fixed value of $\beta$, the functional $J$ attains its discrete minimum if $Y \in \mathcal{P}(X)$ is a minimizer of $G(\cdot, \beta)$ with the least cardinal number, i.e., when $Y = Y_\beta$.

Further, we will show that there exists a unique $\beta \in [0,b]$ and the set $Y \in \mathcal{P}(X)$ for which the functional $J$ attains its discrete minimum and such that the optimality condition

$$
\frac{1}{2 |Y|} \sum_{y \in Y} |\nabla u_0(y)|^2 - \frac{\beta}{\alpha_0 - \alpha_1} = 0
$$

holds. Let $F : [0,b] \to \mathbb{R}$ be a function defined by
\[ F(\beta) := -\frac{\alpha_0 - \alpha_1}{2|Y_\beta|} \sum_{y \in Y_\beta} |\nabla u_0(y)|^2 + \beta. \]

Then, we have:

**Proposition 3.** There exists a unique \( \beta^* \) in the interval \([0, b]\) and its corresponding set of points \( Y_{\beta^*} \in \mathcal{P}(X) \) such that \( F(\beta^*) = 0 \) and \( G(Y_{\beta^*}, \beta^*) < G(Y, \beta) \) for all sets \( Y \in \mathcal{P}(X) \) and all \( \beta \in [0, b] \).

**Proof.** The existence of \( \beta \in [0, b] \) such that \( F(\beta) = 0 \) follows from the Knaster-Tarski fixed point theorem applied to the function \( \hat{F}(\beta) := \beta - F(\beta) \). First we note that the interval \([0, b]\) is partially ordered set in \( \mathbb{R} \) and every \( I \subseteq [0, b] \) has a least upper bound and a greatest lower bound in \([0, b]\), what implies that \([0, b]\) is a complete lattice. Next we note that

\[ 0 \leq \hat{F}(\beta) \leq \frac{\alpha_0 - \alpha_1}{2} \max_{x \in X}(|
abla u_0(x)|^2) \leq b \]

for all \( \beta \in [0, b] \). Now let \( \beta_1 \) and \( \beta_2 \in [0, b] \) be such that \( \beta_1 < \beta_2 \) and denote by \( Y_{\beta_1} \) and \( Y_{\beta_2} \) the set of points in \( \mathcal{P}(X) \) satisfying the inequality (14) with \( \beta_1 \) and \( \beta_2 \), respectively. We have

\[
\hat{F}(\beta_1) - \hat{F}(\beta_2) = \frac{\alpha_0 - \alpha_1}{2|Y_{\beta_1}|} \sum_{y \in Y_{\beta_1 \setminus Y_{\beta_2}}} |\nabla u_0(y)|^2 - \frac{\alpha_0 - \alpha_1}{2|Y_{\beta_1}|} \sum_{y \in Y_{\beta_2}} |\nabla u_0(y)|^2
\]

\[
= \frac{\alpha_0 - \alpha_1}{2|Y_{\beta_1}|} \sum_{y \in Y_{\beta_1 \setminus Y_{\beta_2}}} |\nabla u_0(y)|^2 + \left( \frac{\alpha_0 - \alpha_1}{2|Y_{\beta_1}|} - \frac{\alpha_0 - \alpha_1}{2|Y_{\beta_2}|} \right) \sum_{y \in Y_{\beta_2}} |\nabla u_0(y)|^2
\]

\[
< \frac{\alpha_0 - \alpha_1}{2|Y_{\beta_1}|} |Y_{\beta_1} \setminus Y_{\beta_2}| \frac{1}{\alpha_0 \alpha_0 - \alpha_1} \beta_2 + \left( \frac{\alpha_0 - \alpha_1}{2|Y_{\beta_1}|} - \frac{\alpha_0 - \alpha_1}{2|Y_{\beta_2}|} \right) |Y_{\beta_2}| \frac{1}{\alpha_0 \alpha_0 - \alpha_1} \beta_2
\]

\[= \frac{\alpha_0 + \alpha_1}{2\alpha_0} \beta_2 \left( \frac{|Y_{\beta_1} \setminus Y_{\beta_2}|}{|Y_{\beta_1}|} + \frac{|Y_{\beta_2}|}{|Y_{\beta_1}|} - 1 \right) = 0, \]

and note that \( \hat{F}(\beta_1) - \hat{F}(\beta_2) = 0 \) if \( Y_{\beta_1} = Y_{\beta_2} \). Therefore, we have showed that the function \( \hat{F} \) is non-decreasing. From the Knaster-Tarski fixed point theorem it follows then, that there exists non-empty set of fixed points of \( \hat{F} \), moreover, this set is a complete lattice. This means that \( \hat{F} \) has a least and a greatest fixed point.

Now assume that \( \beta_1 \) and \( \beta_2 \in [0, b] \) are two arbitrary fixed points of \( \hat{F} \) such that \( \beta_1 < \beta_2 \), and let us again denote by \( Y_{\beta_1} \) and \( Y_{\beta_2} \) the set of points in \( \mathcal{P}(X) \) satisfying the inequality (14) with \( \beta_1 \) and \( \beta_2 \), respectively. From Proposition 2 it follows that \( G(Y_{\beta_1}, \beta_1) \leq G(Y, \beta_1) \) and \( G(Y_{\beta_2}, \beta_2) \leq G(Y, \beta_2) \) for all \( Y \in \mathcal{P}(X) \). Furthermore, the assumption that \( \beta_1 \) and \( \beta_2 \) are the fixed points of \( \hat{F} \) ensures that \( Y_{\beta_2} \subseteq Y_{\beta_1} \).

It remains to show that

\[ G(Y_{\beta_1}, \beta_1) - G(Y_{\beta_2}, \beta_2) = -\alpha_0 \frac{\alpha_0 - \alpha_1}{\alpha_0 + \alpha_1} \sum_{y \in Y_{\beta_1 \setminus Y_{\beta_2}}} |\nabla u_0(y)|^2 + \beta_1 |Y_{\beta_1}| - \beta_2 |Y_{\beta_2}|
\]

\[\leq -\beta_1 |Y_{\beta_1} \setminus Y_{\beta_2}| + \beta_1 |Y_{\beta_1}| - \beta_2 |Y_{\beta_2}| = (\beta_1 - \beta_2) |Y_{\beta_2}| < 0.\]

Therefore, we have showed that the thesis of Proposition 3 holds with \( \beta^* \) being the least fixed point of \( \hat{F} \) and \( Y_{\beta^*} \), its corresponding set of points in \( \mathcal{P}(X) \).

We summarize the above results in the following algorithm:
Algorithm 3.1

For a given image $f$, parameters $\alpha_0$ and $\alpha_1$, perform the following steps:
1. Solve the problem (6) to obtain approximate values of $u_0$ in all $x \in X$.
2. Find the least fixed point $\beta^*$ of the function
   \[ \hat{F}(\beta) = \frac{\alpha_0 - \alpha_1}{2|Y_\beta|} \sum_{y \in Y_\beta} |\nabla u_0(y)|^2 \]
   on the interval $[0, b]$, where $b$ is given by (12).
3. Find the set of edge points $Y_{\beta^*}$.

In order to solve numerically the problem (6), one can derive the standard finite difference discretization on a regular grid with nodes in $X$. This yields a system of algebraic equations which can be efficiently solved using, e.g., the preconditioned conjugate gradient method. The least fixed point $\beta^*$ of the function $\hat{F}$ can be found by the iteration:
\[ \beta_0 = 0, \quad \beta_n = \hat{F}(\beta_{n-1}), \text{ for } n = 1, 2, ..., \]
with the stopping criterion $\beta_n - \beta_{n-1} = 0$. The convergence of the sequence $\{\beta_n\}$ to the least fixed point of $\hat{F}$ guarantees the Kleene fixed point theorem.

4. A simple experiment. In this section, we examine the proposed method for edge detection by performing a simple experiment on synthetic images. For this experiment, we consider images composed of two circular objects, $O_1$ and $O_2$, with constant gray intensity values. Our aim is to derive conditions which need to be satisfied so that an edge of object with lower contrast would be detected by Algorithm 3.1. All considered cases are illustrated in Figure 1. In the image presented

![Figure 1](image_url)

in Figure 1(a), the object $O_2$ seems to be more perceptually meaningful than $O_1$, thus we are interested in the relation between contrasts of these two objects that should be satisfied so that an edge of object $O_1$ would be classified by Algorithm 3.1 as meaningful. The case in Figure 1(b) is bit different. Two objects presented in this image have the same low contrast but different sizes, however both seems to be meaningful. We would like to verify whether Algorithm 3.1 will detect their edges. Considering images in Figures 1(c) and 1(d), we ask what size should have an object with lower contrast in order Algorithm 3.1 would classify its edge as meaningful.

To analyse all the cases mentioned above, we denote by $Y_1$ and $Y_2$ the set of edge points of object $O_1$ and $O_2$, respectively. Assume that edges of both objects are detected by Algorithm 3.1. Then, there exists $\beta^*$ such that $F(\beta^*) = 0$ with
$Y_{\beta^*} = Y_1 \cup Y_2$. Denoting by $\mu_1 = \min_{y \in Y_1}(|\nabla u_0(y)|^2)$ and $\mu_2 = \min_{y \in Y_2}(|\nabla u_0(y)|^2)$ a minimal contrast of object $O_1$ and $O_2$, respectively, we get that

$$F(\beta^*) \leq -\frac{\alpha_0 - \alpha_1}{2}(|Y_1|\mu_1 + |Y_2|\mu_2) + \beta^*(|Y_1| + |Y_2|),$$

which leads to

$$\alpha_0 - \alpha_1 \frac{|Y_1|\mu_1 + |Y_2|\mu_2}{|Y_1| + |Y_2|} \leq \beta^*.$$

From the other side, we have that the optimal parameter $\beta^*$ satisfies the inequality

$$\frac{\alpha_0}{\alpha_0 + \alpha_1} |\nabla u_0(y)|^2 > \beta^*$$

for all $y \in Y_{\beta^*}$. Thus, combining (15) with (16) and denoting by $\mu = \min(\mu_1, \mu_2)$, we obtain

$$\frac{|Y_1|\mu_1 + |Y_2|\mu_2}{|Y_1| + |Y_2|} \leq \frac{2\alpha_0}{\alpha_0 + \alpha_1} \mu.$$

The above inequality is the necessary condition for detection of both objects, $O_1$ and $O_2$, by Algorithm 3.1. As a corollary we get that if (17) does not hold, then the object with lower contrast will not be detected.

Let consider all cases mentioned in the beginning of this section. First, assume that $\mu_1 < \mu_2$ and sizes of two objects are arbitrary (see Figures 1(c) and 1(d)). Then, according to the condition (17), the edge of object $O_1$ will be detected by our algorithm if

$$\frac{|Y_2|}{|Y_1|} < \frac{\mu_1(\alpha_0 - \alpha_1)}{\mu_2(\alpha_0 + \alpha_1) - 2\mu_1\alpha_0}.$$

We note that in the particular case when $|Y_1| = |Y_2|$ (see Figure 1(a)), the above relation reduces to

$$\mu_1 > \frac{\alpha_0 + \alpha_1}{3\alpha_0 - \alpha_1} \mu_2,$$

what roughly means that the contrast of object $O_1$ must be equal to at least one third times the contrast of $O_2$ in order edge of this first one would be detected.

Next, assume that $\mu_1 = \mu_2$ (see Figure 1(b)). Then, from (17) it follows that an edge of the object $O_1$ (and $O_2$ as well) will be detected if $\alpha_1 < \alpha_0$. Therefore, edges of two objects with $\mu_1 = \mu_2$ always will be detected by Algorithm 3.1, independently on their sizes and intensity value.

In a similar way as above, we can derive a condition that has to be satisfied so that an edge of the $p$th object among $m$ presented in an image $f$ would be detected by Algorithm 3.1. This observation leads to the definition of a meaningful edge in the sense of our approach:

**Definition 4.1.** Let $f$ be the image composed of $m$ disjoint objects. Furthermore, let $Y_s$ and $\mu_s = \min_{y \in Y_s}(|\nabla u_0(y)|^2)$ be the set of edge points and minimal contrast, respectively, of the object $O_s$, for $s = 1, \ldots, m$. Then we have that an edge of object $O_p$, where $1 \leq p \leq m$, is meaningful if the inequality

$$\sum_{s=1}^{m} Y_s |\mu_s| < \frac{2\alpha_0}{\alpha_0 + \alpha_1} \mu_p \sum_{s=1}^{m} |Y_s|$$

is satisfied.
5. Comparison of results. In this section, we compare and discuss results of numerical experiments obtained by application of Algorithm 3.1 and the approach proposed by Desolneux et al. [7, 8]. To make this paper self-contained, we briefly introduce the basic notation of this latter one.

Following Desolneux et al. [8, Sec. 9.3], we define a level line at the level \( \lambda > 0 \) as the boundary of a set of pixels in \( \Omega \) for which values of the image \( f \) are such that \( f(x) \leq \lambda \) (or \( f(x) \geq \lambda \)). The probability for a point on any level line to have contrast larger than \( \mu > 0 \) is defined by

\[
H(\mu) := \frac{1}{M} |\{x \in \Omega : |\nabla f(x)| \geq \mu\}|
\]

where \( M \) denotes the number of pixels in \( \Omega \), such that \( |\nabla f(x)| > 0 \). Furthermore, by \( N_{llp} \) we denote the total number of pieces of level lines in the image \( f \), which are computed at quantized levels \( \lambda_1, \ldots, \lambda_k \). In the case when an image ranges from 0 to 255, then the quantization step \( q \) is equal 1. The number \( N_{llp} \) is computed in the following way. For each level line \( L_i \) with length \( l_i \), we compute its number of pieces, sampled at pixel rate. Then, we have

\[
N_{llp} = \sum_i l_i(l_i - 1)/2.
\]

**Definition 5.1.** A piece of level line \( E \) with length \( l \) and minimal contrast \( \mu \) is an \( \varepsilon \)-meaningful edge if

\[
NF(E) = N_{llp} H(\mu)^{\frac{1}{\varepsilon}} \leq \varepsilon.
\]

(cf. Desolneux et al. [8, Def. 20]).

The first experiment was performed on natural images presented in Figure 2. In the upper row of Figure 3 and 4, results of edge detection obtained by application of Algorithm 3.1 with \( \alpha_0 = 0.1 \) and \( \alpha_0 = 1 \), respectively, are presented. In both cases, we set \( \alpha_1 = 0.001 \). Below of each edge map, we show corresponding plot of \( \tilde{F} \) as a function of \( \beta \). Computed values of the optimal threshold \( \beta^* \) were different for each of three images and equal accordingly to 37.73, 30.66, 1.58 for \( \alpha_0 = 0.1 \), and to 264.66, 206.86, 8.13 for \( \alpha_0 = 1 \). We note that different values of \( \alpha_0 \) provide basically different values of the threshold \( \beta^* \) but do not have much influence on the edges set itself. As expected, greater value of \( \alpha_0 \) gives thicker edge but the edges map is basically the same as for lower values of this parameter.

In Figure 5, we present results of edge detection obtained by application of the algorithm of Desolneux et al. [7, 8] to images in Figure 2. To perform numerical experiments, we have used implementation of this algorithm included as the function \( ll\_edges \) to MegaWave software. To obtain results presented in the upper row of Figure 5 we have set \( \varepsilon = 0.1 \) and \( q = 1 \), whereas the results presented in the lower row have been obtained with default values for parameters involved in this algorithm, i.e., \( \varepsilon = 1 \) and \( q = 1 \).
Figure 3. Results of edge detection using Algorithm 3.1 with $\alpha_0 = 0.1$ and $\alpha_1 = 0.001$ to images in Figure 2 and corresponding plots of $\tilde{F}$ as a function of $\beta$ ($\beta^* = 37.73, 30.66, 1.58$).

Figure 4. Results of edge detection using Algorithm 3.1 with $\alpha_0 = 1$ and $\alpha_1 = 0.001$ to images in Figure 2 and corresponding plots of $\tilde{F}$ as a function of $\beta$ ($\beta^* = 264.66, 206.86, 8.13$).

In Figure 6, we also present results of edge detection using Algorithm 3.1 for fixed value of $\alpha_0 = 1$ and two different values of $\alpha_1$ (i.e., $\alpha_1 = 0.1$ and $\alpha_1 = 0.3$). We observe that results for $\alpha_1 = 0.1$ are similar to these for $\alpha_1 = 0.001$ (see Figure 4).
Figure 5. Results of edge detection using the algorithm of Desolneux et al. [7, 8] to images presented in Figure 2. Upper row: edge maps for $\varepsilon = 1$ and $q = 1$, lower row: edge maps for $\varepsilon = 0.1$ and $q = 1$.

Figure 6. Results of edge detection using Algorithm 3.1 to images in Figure 2. Upper row: edge maps for $\alpha_0 = 1$ and $\alpha_1 = 0.1$ ($\beta^* = 260.92, 197.34, 8.98$), lower row: edge maps for $\alpha_0 = 1$ and $\alpha_1 = 0.3$ ($\beta^* = 275.85, 180.39, 11.88$).
In the second experiment we were testing performance of both algorithms on the set of synthetic images composed of two circular objects with different intensity values and sizes but the same background intensity equal to 255. Images used for this experiment are presented in Figure 7. The gray intensity of brighter disks in the upper row of Figure 7 is equal to 200 and darker ones to 150, whereas gray intensities of corresponding disks in the lower row are equal to 240 and 10, respectively.

![Figure 7. Synthetic images tested in the second experiment.](image)

In Figure 8 and 9 results of edge detection obtained by application of Algorithm 3.1 with $\alpha_0 = 0.01$ and $\alpha_1 = 0.001$ to images in the upper row and the lower row, respectively, of Figure 7 are presented. In this case, computed values for the threshold $\beta^*$ were equal accordingly to 4.66, 17.00, 16.94, 5.60 for images in the upper row of Figure 7, and to 0.35, 92.55, 92.25, 91.91 for images in the lower row of Figure 7. Results obtained by application of Algorithm 3.1 to the same set of synthetic images as before but with $\alpha_0 = 10$ and $\alpha_1 = 0.001$ are presented in Figure 10 and Figure 11. In this case, computed values of the optimal threshold $\beta^*$ were equal accordingly to 205.74, 749.86, 753.65, 267.21 for images in the upper row of Figure 7, and to 15.30, 4082.6, 4103.2, 3895.8 for images in the lower row of Figure 7.

In order to solve numerically the problem (5), we have applied the standard finite difference discretization. The derived system of algebraic equations has been solved using the Matlab function `pcg`, which is an implementation of the preconditioned conjugate gradient algorithm. To obtain a solution with the tolerance for relative residual equal $10^{-6}$, the algorithm needed 50 iterations for $\alpha_0 = 10$ and 5 iterations for $\alpha_0 = 0.01$, on average. For comparison, in Figures 12 and 13 we present results of edge detection obtained by application of the algorithm of Desolneux et al. [7, 8] to slightly smoothed version of images in Figure 7 and for parameters $\varepsilon = 0.1$ and $\varepsilon = 0.01$, respectively. In both cases we set $q = 1$.

To summarize, first we would like to note that both considered in this section approaches theoretically fail in the case when applied to detect edge in clean images composed of objects with constant intensity values. The approach proposed in this paper requires to set some positive value for the regularization parameter $\alpha_0$ and to smooth an input image $f$. Otherwise, if $\alpha_0 = 0$, then a minimizer of $G$ is $Y = \emptyset$, Inverse Problems and Imaging Volume 10, No. 2 (2016), 499–517
A variational approach to edge detection

Figure 8. Results of edge detection using Algorithm 3.1 to images in the upper row of Figure 7 with $\alpha_0 = 0.01$ and $\alpha_1 = 0.001$. Upper row: images of $u_0$, middle row: edge maps, lower row: plots of $\tilde{F}$ as a function of $\beta$ ($\beta^* = 4.66, 17.00, 16.94, 5.60$).

and therefore, we obtain a trivial solution. Such a problem occurs in the approach proposed by Desolneux et al. [7, 8] as well. When one wants to detect edge in an image composed of a single object with constant gray intensity, the probability for a point on any level line to have contrast larger than minimal positive value of $|\nabla f|$ over all $x \in \Omega$ is always equal to 1, and therefore, no edge is $\varepsilon$-meaningful when $\varepsilon = 1$. Moreover, using the same argument, we can deduce that in the case when an input image contains more than one object, edge of the one with lowest contrast will not be detected.

Although there are still few parameters involved in both algorithms, numerical experiments confirm that small changes of their default values do not have much influence on obtained results, and in fact, the edge detection procedure can be carried out automatically for large class of images. In order to apply Algorithm 3.1, the only parameter which value has to be indeed adjusted is $\alpha_0$. We note that our approach does not involve a parameter that would correspond to the quantization step $q$ in the algorithm of Desolneux et al [7, 8].

Finally, we note that one of the most important feature which is common for both approaches is their global character. It means, the edge detection result depends on choice of a window within which a given algorithm is applied. In the case of our approach, this fact is confirmed by numerical experiments (see, e.g., results in Figure 3) and can be also analytically verified by considering simple synthetic images as in Section 4.
Figure 9. Results of edge detection using Algorithm 3.1 to images in the lower row of Figure 7 with $\alpha_0 = 0.01$ and $\alpha_1 = 0.001$. Upper row: images of $u_0$, middle row: edge maps, lower row: plots of $\tilde{F}$ as a function of $\beta$ ($\beta^* = 0.35, 92.55, 92.25, 91.91$).
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Figure 11. Results of edge detection using Algorithm 3.1 to images in the lower row of Figure 7 with $\alpha_0 = 10$ and $\alpha_1 = 0.001$. Upper row: images of $u_0$, middle row: edge maps, lower row: plots of $\tilde{F}$ as a function of $\beta$ ($\beta^* = 15.30$, 4082.6, 4103.2, 3895.8).

Figure 12. Results of edge detection using the algorithm of Desolneux et al. [7, 8] to corresponding images in Figure 7 with $\varepsilon = 0.1$ and $q = 1$. 
Figure 13. Results of edge detection using the algorithm of Desolneux et al. [7, 8] to corresponding images in Figure 7 with $\varepsilon = 0.01$ and $q = 1$. 