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Abstract
We extend the classification of supersymmetric locally AdS$_3$ geometries, beyond BTZ black holes, to the Bañados geometries, noting that supersymmetries are in one-to-one correspondence with solutions to the Hill differential condition. We show that the number of global supersymmetries is an orbit invariant quantity and identify geometries with zero, one, two, three and four global supersymmetries. As an application of our classification, we exploit supersymmetry, which is preserved locally in the bulk, to determine space-like co-dimension two surfaces in AdS$_3$. In the process, we by-pass geodesics or mappings of AdS$_3$, neither of which have an analogue in higher dimensions, to recover known Hubeny–Rangamani–Takayanagi surfaces. Our findings suggest supersymmetry may be exploited to find extremal surfaces in holographic entanglement entropy.
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1. Introduction

The Bañados geometries [1] encompass the most general locally AdS$_3$ solutions to Einstein gravity with a negative cosmological constant that satisfy Brown–Henneaux boundary conditions [2]. The spacetime is characterised by two holomorphic periodic functions, $F_+$, where the simplest examples include BTZ black holes [3, 4] with positive constant $L_+$. The geometries exhibit locally an $SL(2, \mathbb{R}) \times SL(2, \mathbb{R})$ symmetry, which is broken to the Cartan $U(1) \times U(1)$ by global boundary conditions.
Just as local symmetries are broken globally, the Bañados geometries may also be embedded in 3D $\mathcal{N} = (1, 1)$ AdS$_3$ supergravity [5], where again, the preservation of supersymmetry depends on the effect of the boundary conditions on the Killing spinors. For BTZ black holes, global supersymmetry has been classified [6], resulting in the conclusion that massless, extremal and generic BTZ preserve globally two, one and zero supersymmetries, respectively.

In this work, we extend the classification of globally supersymmetric geometries to the larger class of Bañados geometries. In general, we show that local solutions to the Killing spinor equation are in one-to-one correspondence with solutions to the Hill differential equation (see [7] for a review). As a consistency check on the Killing spinors, we demonstrate that one can recover the local isometries directly from vector bi-linears. Examining the global properties of the spinors, we provide a complete classification of supersymmetric Bañados geometries. As we will argue, all geometries in the same Virasoro orbit [8, 9], carry the same amount of supersymmetry. In other words, the number of global supersymmetries is an orbit invariant quantity. Therefore, by analysing Killing spinors in geometries corresponding to representatives of Virasoro co-adjoint orbits, we get the complete classification of supersymmetric Bañados geometries preserving one, two, three and four supercharges.

One take-home message of the classification is that supersymmetry is always present at a local level, but it may be broken globally. However, it is fitting to contemplate an interesting application for this local supersymmetry, and one setting where it promises to be useful is the determination of co-dimension two surfaces in computing entanglement in holographic theories. To justify this assertion, we note that supersymmetric surfaces in Riemannian manifolds correspond to volume minimising surfaces, or calibrated cycles [10] (also [11]).

We recall that Ryu–Takayanagi (RT) prescription [12, 13] provides a simple way to determine the entanglement entropy of a CFT, which is generally tricky beyond 2D [14–16], by mapping the problem to a calculation of the area of a minimal surface in the AdS bulk spacetime. The RT conjecture for AdS$_3$ gravity was initially proved in [17, 18], and an explanation in terms of AdS/CFT in general dimensions appeared later in [19]. One limitation of the RT proposal is that it does not hold for time-dependent states and a covariant generalisation was proposed by Hubeny–Rangamani–Takayanagi (HRT) [20]. Unfortunately, taking the HRT proposal at face value, it is technically challenging to determine extremal surfaces analytically, since the equations are second order.

Thankfully, life has been kind and theoretical physicists have developed supersymmetry. One spin-off of supersymmetry is precisely that second order equations can be replaced by first order equations, and it is surprising that supersymmetric surfaces have not been considered before in the context of holographic entanglement entropy. Elsewhere, supersymmetry has been extremely successful in identifying geometries, with the discovery of the Sasaki–Einstein metrics $Y^{p,q}$ [22, 23] providing a striking example. It is difficult to believe that this class of Sasaki–Einstein spaces would have been found by solving second order equations. So, between static spacetimes, where the RT proposal is simple and works well, and a generic time-dependent spacetime, which is messy, but in principle the HRT proposal solves the problem, one may expect to find a Goldilocks zone of time-dependent supersymmetric spacetimes, where supersymmetry serves to simplify the identification of extremal surfaces.

In this work, we make an initial foray in this direction using AdS$_3$ as a guinea pig for our ideas. In this unique setting, we know that the co-dimension two surfaces we seek are simply space-like geodesics. However, with an eye to higher-dimensional generalisations, we will eschew solving the geodesic equation in favour of extracting the information directly from

---

4 See [21] for a recent gravitational argument supporting the HRT proposal.

5 Admittedly, with loftier goals in mind.
supersymmetry. As mentioned earlier, this is expected to work for minimal surfaces in static spacetimes, yet for extremal surfaces in time-dependent spacetimes, we anticipate our results are novel.

In practice, we introduce a projection condition, which generically preserves two supersymmetries locally, and show that it recovers known RT embeddings for both massless and static BTZ. For the rotating BTZ black hole, we remark that there is no mathematical analogue of calibrated cycles for pseudo-Riemannian manifolds, yet our projection condition recovers, and generalises the HRT embedding. Moreover, with the assumption of constant \( \tau \) (where \( \tau \) is a time-like direction defined in the Bañados geometries [9]), we identify the extremal surfaces for the general Bañados class. We check that the supersymmetric embeddings agree with space-like geodesics, but we emphasise that we have neither assumed that the Bañados geometries are locally equivalent to AdS3 in Poincaré patch, nor have we relied on geodesics.

We remark that proper local coordinate transformations have already been exploited to obtain minimal surface for the general Bañados geometry [24]7. As a result, we are led to believe that supersymmetry may be applied to higher-dimensional geometries, both AdS and non-AdS [27–29], to determine entanglement entropy holographically.

The structure of this paper is as follows. In section 2 we introduce the Bañados geometries in a supersymmetric context, where we solve the Killing spinors and reconstruct the AdS3 isometries. In section 3, we extend the classification of supersymmetric solutions from BTZ black holes to the larger class of Bañados geometries. In section 4, we introduce a projection condition that isolates space-like co-dimension two surfaces in the bulk and show that it recovers both static and time-dependent geodesics, which correspond to extremal surfaces one should determine in the HRT proposal. Finally, we summarise our results and discuss future prospects. In the appendix, we collect space-like geodesics for BTZ black holes.

2. Hill equation and supersymmetric AdS3 geometries

To begin our story, we will show that a large class of (locally) supersymmetric AdS3 geometries are in one-to-one correspondence with solutions to the Hill differential equation. We will use this in the next section to classify the geometries according to the preserved supersymmetry. We note that BTZ black holes were analysed in [6] and our work constitutes an extension to the larger Bañados class of geometries.

Our point of departure is 3D \( \mathcal{N} = (1, 1) \) AdS3 supergravity [5], which is the simplest supersymmetric extension of Einstein gravity with a negative cosmological constant. The vanishing of the gravitini variation results in the usual Killing spinor equation for AdS3,

\[
\nabla_{\mu} \epsilon_{\pm} = \pm \frac{1}{2\ell} \gamma_{\mu} \epsilon_{\pm},
\]

(2.1)

where we have retained the AdS3 radius \( \ell \), and the Killing spinors \( \epsilon_{\pm} \) quantify the degree to which supersymmetry is preserved by a given spacetime geometry. In this context maximal supersymmetry corresponds to four supersymmetries, two for each Killing spinor.

Using the Killing spinor equation, it is possible to show that the following vectors

\[
\mathcal{K}^{\pm}_{\mu} = \frac{1}{2} \mathcal{L}_{\epsilon_{\pm}} \gamma_{\mu} \epsilon_{\pm},
\]

(2.2)

6 We recover space-like geodesics allowing two independent constants of motion under the assumption that the velocity vector along the curve has unit norm.

7 See [25, 26] for earlier work in this direction.
constructed from the spinors, satisfy the Killing equation and consequently generate isometries. As AdS3 has $SL(2, \mathbb{R}) \times SL(2, \mathbb{R})$ isometry, it is necessary to entertain both signs above in (2.1) in order to realise all isometries from the Killing spinors. Like the Killing spinors, the vectors are only defined locally and whether they are globally defined depends on the properties of the spacetime. We will return to this point after we introduce the Bañados geometries.

We remark that the two Killing spinor equations are related through an overall change in sign in the gamma matrices.

Our task in this section is to solve the Killing spinor equation in the Bañados geometries, which we now introduce. The most general AdS3 solution to Einstein gravity with Brown–Henneaux boundary conditions may be expressed as

$$\ell^2 \frac{dr^2}{r^2} - (\rho \, dx^+ - \frac{\ell^2}{\rho} L_- dx^-)(\rho \, dx^- - \frac{\ell^2}{\rho} L_+ dx^+)$$

where $x^\pm \in [0, 2\pi]$ and $L_+ \equiv L_+(x^+)$ and $L_- \equiv L_-(x^-)$ are arbitrary periodic functions. We will henceforth refer to these solutions as Bañados geometries.

In order to familiarise ourselves with these solutions, it is worth noting that $L_0 = 0$ simply corresponds to the AdS3 spacetime metric in Poincaré coordinates. Taking into account the periodicity of the coordinates $x^\pm$, the geometry is better referred to as massless BTZ. To recover the much-loved form of the rotating BTZ black hole, one takes $L_+$ to be positive constants. It is straightforward to check that the ADM form of the metric

$$\ell^2 \frac{dr^2}{r^2} - (\rho \, dx^+ - \frac{\ell^2}{\rho} L_- dx^-)(\rho \, dx^- - \frac{\ell^2}{\rho} L_+ dx^+)$$

may be found through the following coordinate transformations:

$$\rho = \frac{1}{4} \left( 2r^2 - r^2_+ - r^2_- \pm \sqrt{(r^2 - r^2_+)(r^2 - r^2_-)} \right),$$

$$x^\pm = \frac{1}{\ell} x^\pm, \quad L_\pm = \frac{1}{4\ell^2} (r^\pm \pm r_0^\pm)^2.$$

In the metric (2.4), the range of the $r$ coordinate is $[0, \infty)$, but to get real values in the coordinate transformation (2.5), we must restrict to $r \geq r_\pm$. As a consequence, this gives the range $\rho \in [\rho_0, \infty)$, where $\rho_0 = (L_0 L_-)^\frac{1}{2}$. In other words, for BTZ black hole, the coordinate system (2.3) covers only the region outside the outer horizon. It is also clear from analytical continuation in $\rho$ that one can cover the region inside the inner horizon as well, however this does not cover the region between the two horizons. A similar argument can be applied for general Bañados solutions [9].

If one demands extremality, it is clear from (2.5) that this corresponds to setting one of $L_\pm$ to zero.

As stated earlier, for generic functions $L_\pm(x^\pm)$, the Bañados geometries admit six local Killing vector fields, which correspond to the $SL(2, \mathbb{R}) \times SL(2, \mathbb{R})$ symmetry. These six Killing vectors may be expressed as [9, 32]

$$\chi[K_+, K_-] = \chi^a \partial_a + \chi^+ \partial_+ + \chi^- \partial_-.$$

where we have defined:

---

8 Using Fierz identity and Killing spinor equation one can show that $K_\pm$ are either time-like or null.

9 For supersymmetric AdS3 geometries in higher dimensions, one can try to extract the corresponding superalgebra this way, but one typically only finds linear combinations of the Killing vectors [30, 31].
in terms of functions \( K_{\pm}(x^z) \), and primes denote derivatives with respect to the argument of \( K_{\pm} \). An analysis of the Killing equation reveals that \( K_{\pm} \) obey the third order differential equation \([9, 32]\),

\[
K''_{\pm} - 4K'_{\pm}L_{\pm} - 2K_{\pm}L'_{\pm} = 0. \tag{2.8}
\]

We emphasise that the concept of a Killing vector is purely a local one and every solution to (2.8) generates a local Killing vector. The above third order equation has six linearly independent solutions, so we can be confident of recovering all the isometries of AdS3. However, due to periodicity constraints, not all the Killing vectors are globally defined.

Admittedly, third order equations can be a little off-putting. In fact, it can be shown that solutions to the above equation can be specified by solutions to the following Hill equations:

\[
\psi''_{\pm} = L_{\pm} \psi_{\pm}. \tag{2.9}
\]

To be more precise, since the Hill equation is second order, we can introduce two linearly independent solutions to the Hill equation, denoted \( \psi_{\pm}^i, i = 1, 2 \). From these solutions, we construct three solutions to each equation (2.8),

\[
K^0_{\pm} = \psi^1_{\pm} \psi^2_{\pm}, \quad K^1_{\pm} = \psi^3_{\pm} \psi^4_{\pm}, \quad K^2_{\pm} = \psi^5_{\pm} \psi^6_{\pm}, \tag{2.10}
\]

resulting in six Killing directions, as advertised. However, recalling the Floquet theorem \([7]\) (see appendix A), one finds that only two Killing vectors are globally defined \([9, 32]\).

### 2.1. Solving Killing spinor equation

Having introduced the Bañados geometries (2.3), we proceed to solve the Killing spinor equation (2.1). To be concrete, we introduce the following gamma matrices,

\[
\gamma_+ = \begin{pmatrix} 0 & \sqrt{2}i \\ 0 & 0 \end{pmatrix}, \quad \gamma_- = \begin{pmatrix} 0 & 0 \\ \sqrt{2}i & 0 \end{pmatrix}, \quad \gamma_0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \tag{2.11}
\]

which form a representation of the Clifford algebra, \( \{ \gamma_\alpha, \gamma_\beta \} = 2\eta_{\alpha\beta} \), where

\[
\eta_{IJ} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & 0 \end{pmatrix}. \tag{2.12}
\]

In terms of a representation of Cliff(2,1), i.e. \( \eta_{ij} = \text{diag}(-1, 1, 1) \), the gamma matrices can be rewritten as

\[
\gamma_0 = \frac{1}{\sqrt{2}} (\gamma_+ + \gamma_-), \quad \gamma_1 = \frac{1}{\sqrt{2}} (\gamma_+ - \gamma_-), \tag{2.13}
\]

so that \( \gamma_0 = i\sigma_1, \gamma_1 = -\sigma_2 \) and \( \gamma_0 = \sigma_3 \) in terms of Pauli matrices. The product of the gamma matrices become \( \gamma_0 \gamma_1 = +1 \). To solve the Killing spinor equation, we will use the same gamma matrices throughout, but will simply flip the sign in the AdS3 Killing spinor equation (2.1).

Upon the introduction of the natural dreibein

\[
e^\rho = \ell \frac{d\rho}{\rho}, \quad e^+ = \frac{1}{\sqrt{2}} \left( \rho \, dx^+ - \ell^2 L_+ \, dx^z \right), \quad e^- = \frac{1}{\sqrt{2}} \left( \rho \, dx^- - \ell^2 L_- \, dx^z \right), \tag{2.14}
\]
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a straightforward calculation allows us to solve for the Killing spinors, which take the form

\[ \epsilon_+ = \rho^+ \tau \psi_+ + \rho^+ \tau \tilde{\psi}_+ , \quad \epsilon_- = \rho^- \tau \psi_- + \rho^- \tau \tilde{\psi}_- , \]  

(2.15)

where \( \eta_\pm \) and \( \tilde{\eta}_\pm \) are chiral spinors, i.e. \( \gamma_\mu \eta_\pm = \pm \eta_\pm \), \( \gamma_\mu \tilde{\eta}_\pm = \pm \tilde{\eta}_\pm \), which \textit{a priori} depend on \( x^\pm \). Solving for the dependence on \( x^\pm \), we find the following equations:

\[ \partial_+ \eta_\pm = 0 , \quad \sqrt{2} \partial_+ \tilde{\eta}_\pm = -\frac{1}{\ell} \gamma_\mu \eta_\pm , \quad \sqrt{2} \partial_+ \tilde{\eta}_\pm = -\frac{1}{\ell} \gamma_\mu \tilde{\eta}_\pm , \]  

(2.16)

\[ \partial_+ \tilde{\eta}_\pm = 0 , \quad \sqrt{2} \partial_- \eta_\pm = -\frac{1}{\ell} \gamma_\mu \eta_\pm , \quad \sqrt{2} \partial_- \tilde{\eta}_\pm = -\frac{1}{\ell} \gamma_\mu \tilde{\eta}_\pm . \]  

(2.17)

It is worth noting that the \( \epsilon_+ \) Killing spinor only depends on \( x^+ \) and the \( \epsilon_- \) spinor only depends on \( x^- \). As a result, it is obvious that we need to consider both signs in the Killing spinor equation in order to reconstruct all isometries. Combining the above equations, we find two copies of the Hill equation (2.9), namely

\[ \partial_+^2 \eta_\pm = L_+ \eta_\pm , \quad \partial_+^2 \tilde{\eta}_\pm = L_- \eta_\pm . \]  

(2.18)

It is worth noting that by invoking supersymmetry, which like the Killing vectors is locally defined, we can circumvent the unsightly third order equation (2.8). In contrast, we have found that two copies of the Hill equation—each one corresponding to an \( SL(2, \mathbb{R}) \) symmetry—naturally emerge from the Killing spinor equation. For consistency, we should check that the vector bi-linear (2.2) agree with the Killing vectors (2.7).

But, before doing so we quickly summarise the solution to the Killing spinor equation in the Bañados geometries. Introducing the explicit form for the remaining gamma matrices, the final solution to the Killing spinor equation (2.1) may be written as

\[ \epsilon^+_i = \begin{pmatrix} \rho^+ \frac{1}{2} \psi^+_i \\ -i \rho^+ \frac{1}{2} \partial_+ \psi^+_i \end{pmatrix} , \quad \epsilon^-_i = \begin{pmatrix} i \rho^- \frac{1}{2} \partial_- \psi^-_i \\ \rho^- \frac{1}{2} \psi^-_i \end{pmatrix} , \]  

(2.19)

where we have added a superscript to label the two linearly independent solutions to the Hill equation.

2.2. Killing vectors

For consistency, we will demonstrate that the Killing vectors can be reconstructed from the spinors. To be concrete, we focus on the vector bi-linear constructed from \( \epsilon^+_i \) and \( \epsilon^-_i \) (2.19). Taking other combinations of the spinors in turn, one can recover the full set of Killing vectors, but the analysis is repetitive and we omit the details.

Without loss of generality, we will assume that \( \psi^+_i \) are real\(^{10} \), since confronted with complex solutions to the Hill equation, we always have the freedom to extract the real and imaginary parts. Our choice of gamma matrices (2.11), allows us to define \( \bar{\epsilon} = \epsilon^i \sigma_i \), with \( A = \sigma_i \) playing the role of the inter-twiner relating different representations of the Clifford algebra. As

\(^{10}\) Note that even for real functions \( L_{\pm} \), the Floquet index generically is a complex number. Therefore, if we choose real solutions to the Hill equation, they may not follow the Floquet theorem. However, if we take the Floquet form of \( \psi_+ \), the functions \( \bar{k}_m^{\pm} \) are still real and periodic, and the corresponding Killing vectors are real and periodic as a result.
a further consequence of our gamma matrices, their symmetry properties require us to define our Killing vectors with an overall \(i\) factor to ensure that they are real,

\[
(K^0_+)^\rho = \frac{i}{2} \bar{\epsilon} \gamma^\mu \epsilon^\rho. \tag{2.20}
\]

The factor of two is added to facilitate comparison.

Note that our labelling here intentionally mirrors the earlier functions \(K_\pm\) appearing in the Killing vector (2.7), with the slight difference that here we are denoting the vector and not the functions in the vector. Substituting for the gamma matrices, we can evaluate the components of the vector:

\[
(K^0_+)^\rho = -\frac{\ell}{2}(\psi^1_+ \psi^2_+)' \quad (K^0_-)^\rho = \frac{\rho}{\sqrt{2}} \psi^1_+ \psi^2_+ \quad (K^0_0)^\rho = \frac{\ell^2}{\sqrt{2} \rho} (\psi^1_+) (\psi^2_+)' . \tag{2.21}
\]

Next, we can introduce the inverse dreibein,

\[
\partial_\rho = \frac{\rho}{\ell} \partial_\rho \quad \bar{\partial}_\rho = \frac{\sqrt{2} \rho^2}{(\rho^4 - \ell^4 L_+ L_-)} \left( \rho \partial_\rho + \frac{\ell^2}{\rho} \partial_+ \right) . \tag{2.22}
\]

to check that the vector takes the expected form

\[
K^0_+ = -\frac{\ell}{2} (\psi^1_+ \psi^2_+)' \partial_\rho + \frac{\rho}{\sqrt{2}} \psi^1_+ \psi^2_+ \bar{\partial}_+ + \frac{\ell^2}{\sqrt{2} \rho} (\psi^1_+)' (\psi^2_+)' \bar{\partial}_-, \\
= -\frac{\rho}{\sqrt{2}} (\psi^1_+ \psi^2_+)' \partial_\rho + \left( \psi^1_+ \psi^2_+ + \frac{\ell^4 L_+ L_- (\psi^1_+)' (\psi^2_+)' + L_+ \psi^1_+ \psi^2_+}{\rho^4 - \ell^4 L_+ L_-} \right) \partial_+ \\
+ \frac{\ell^2 \rho^2 [(\psi^1_+)' (\psi^2_+)' + L_+ \psi^1_+ \psi^2_+]}{\rho^4 - \ell^4 L_+ L_-} \bar{\partial}_-. \tag{2.23}
\]

in precise agreement with (2.7) and in line with our expectations. Once again, we stress the redundancy of the third order equation (2.8); when the Killing vectors are expressed in terms of the underlying Killing spinors, both of which are locally valid, solutions to the second order Hill equation naturally emerge. As already highlighted in the introduction, here again we recognise that supersymmetry has played a key rôle turning a third order equation into a second order equation. This suppression of derivatives is a hallmark of supersymmetry.

### 3. Classification of geometries

In this section we classify the Bañados geometries according to the number of globally preserved supersymmetries. From (2.19) we see that a generic Killing spinor is not necessarily periodic or anti-periodic on angular coordinates \(x^\pm\), therefore, it is not globally well-defined. As a result, the problem of finding periodic or anti-periodic Killing spinors reduces to finding periodic or anti-periodic solutions to the Hill equation (2.9).

It is useful to note that the Floquet index of solutions to the Hill equation, namely each \(\psi_{\pm}\), is the same for all elements in a given Virasoro co-adjoint orbit [9]. In other words, all elements in a given orbit behave the same under \(x^\pm \rightarrow x^\pm + 2\pi\). Therefore, the amount of the global supersymmetry is an orbit invariant quantity. So, identifying the global supersymmetry of geometries corresponding to different representatives of Virasoro co-adjoint orbits gives a complete supersymmetry analysis of Bañados geometries.
We recall that Virasoro co-adjoint orbits and the associated geometries were discussed in detail in the literature, and we refer interested readers to [8, 9]. Here we briefly review the salient features. In each case we suppress indices on $x^\pm$, $\psi^\pm$, and $L^\pm$, and simply refer to them as $x$, $\psi$, and $L$, respectively, recalling from the previous section that they appear in separate Hill equations and Killing spinors. As a result, we can discuss them independently below. The four monodromy classes are:

- **Exceptional orbits**, with constant representative:
  \[
  L_n = -\frac{n^2}{4}, \quad \psi_n^1 = \frac{1}{\sqrt{n^2}} \sin \frac{n}{2}, \quad \psi_n^2 = \frac{1}{\sqrt{n^2}} \cos \frac{n}{2}, \quad n \in \mathbb{Z}^+.
  \]  
  (3.1)

In this case $\psi^i$ is a periodic or an anti-periodic function of the $x$ coordinate, and likewise for all elements in this orbit. It is worth taking note of the fact that $n$ is a positive integer.

- **Elliptic orbits**, with constant representative:
  \[
  L_\nu = -\frac{\nu^2}{4}, \quad \psi_\nu^1 = \frac{1}{\sqrt{\nu^2}} \sin \frac{\nu}{2}, \quad \psi_\nu^2 = \frac{1}{\sqrt{\nu^2}} \cos \frac{\nu}{2}, \quad \nu \notin \mathbb{Z}^+,
  \]  
  (3.2)

Here, in contrast to Exceptional orbits, $\psi$ is neither a periodic nor an anti-periodic function under $x \rightarrow x + 2\pi$. As a result, there is no overlap between Exceptional and Elliptic orbits; note $\nu$ is not a positive integer.

- **Hyperbolic orbits** can be further split into cases with a functional dependence,
  \[
  L_{n,b} = b^2 + \frac{b^2 + 4n^2}{2F_{n,b}} - \frac{3n^2}{4F_{n,b}},
  \]
  \[
  \psi_{n,b}^1 = \frac{e^{bx}}{\sqrt{F_{n,b}}} \left( \frac{b}{n} \cos \frac{n}{2} + \sin \frac{n}{2} \right),
  \]
  \[
  \psi_{n,b}^2 = \frac{e^{-bx}}{\sqrt{F_{n,b}}} \left( \frac{b}{n} \cos \frac{n}{2} - \sin \frac{n}{2} \right), \quad b \in \mathbb{R}^+ \quad n \in \mathbb{N},
  \]  
  (3.3)

where we have defined
  \[
  F_{n,b}(x) = \left( \cos \frac{n}{2} + \sin \frac{n}{2} + \frac{2b}{n} \cos \frac{n}{2} \right)^2,
  \]  
  (3.4)

and orbits with a constant representative element
  \[
  L_b = b^2, \quad \psi_b^1 = \frac{1}{\sqrt{2b}} e^{bx}, \quad \psi_b^2 = \frac{1}{\sqrt{2b}} e^{-bx}, \quad b \in \mathbb{R}^+.
  \]  
  (3.5)

Once again, $\psi^i$ is neither periodic nor anti-periodic.

- **Parabolic orbits**, which can be further separated into orbits with
  \[
  L_{n,\pm} = \frac{n^2}{2H_n} - \frac{3n^2(1 \pm \frac{1}{2n})}{4H_n^2},
  \]
  \[
  \psi_n^1 = \frac{1}{\sqrt{H_n}} \left( \pm \frac{x}{2\pi} \cos \frac{n}{2} - \frac{2}{n} \cos \frac{n}{2} \right), \quad \psi_n^2 = \frac{1}{\sqrt{H_n}} \sin \frac{n}{2}, \quad n \in \mathbb{N},
  \]  
  (3.6)

\footnote{Recall there are two linearly independent solutions to the Hill equation.}
where we have defined,

\[ H_n(x) = 1 \pm \frac{1}{2\pi} \sin^2 \frac{nx}{2}, \quad (3.7) \]

or orbits with

\[ L = 0, \quad \psi^1 = \frac{x}{\sqrt{2\pi}}, \quad \psi^2 = \sqrt{2\pi}. \quad (3.8) \]

As one can explicitly see, in this case \( \psi^2 \) is either a periodic or anti-periodic function, while the \( \psi^1 \) is quasi-periodic.

Having reviewed the Virasoro co-adjoint orbits, including a representative in each case, we are now in a position to classify supersymmetric geometries. To this end our strategy will be as follows. Since the Killing spinors only depend on either \( x^+ \) or \( x^- \), by studying the periodicity behaviour of each sector separately, one can determine the number of preserved supersymmetries. As coordinates \( x^+ \) and \( x^- \) are considered periodic (with period \( 2\pi \)), Killing spinors are globally well-defined if they are periodic or anti-periodic functions of \( \pm x \). Therefore, by counting the number of globally well-defined Killing spinors we can classify Bañados geometries. We now enumerate the possibilities in turn, starting from the case with maximal supersymmetry, namely four supercharges.

### 3.1. Geometries with four supercharges

When all four Killing spinors are periodic or anti-periodic in \( x^+ \) and \( x^- \), we get a maximally supersymmetric geometry. This happens when both left and right sectors correspond to exceptional orbits (3.1). As discussed in [9], when \( n_+ = n_- = N \) these geometries are \( N \)-fold covers of AdS\(_3\). For \( n_+ \neq n_- \) these geometries correspond to particles on \( N \)-fold covers of AdS\(_3\), with \( N = \text{lcm}(n_+, n_-) \). Note that while the representatives have constant character functions, generic descendants may not have constant character functions. Global AdS\(_3\) is the representative element with \( n_+ = 1 \). The corresponding Killing spinors are anti-periodic in \( x^\pm \) and for this reason, global AdS vacuum is also called NS-vacuum.

### 3.2. Geometries with three supercharges

Since the left and right sectors in the Bañados geometries can be treated independently, we can have geometries with an odd number of global supersymmetries. When one sector, e.g. the left sector, supports two global supercharges—\( L^- \) is in an Exceptional orbit—while the other sector admits one supercharge, we get geometries with three global supersymmetries.

From (3.6) and (3.8) we find that for elements in Parabolic orbits, one solution to the Hill equation (2.9) is always periodic or anti-periodic, while the other one is not, and this sector admits only one global Killing spinor. Therefore, if the geometry consists of an Exceptional orbit along with a Parabolic orbit, it admits three global Killing Spinors.

### 3.3. Geometries with two supercharges

There are two classes of solutions with two global supercharges. This happens when each sector admits only one supercharge, i.e. they are in Parabolic orbits. The simplest example in this class is the null self-dual AdS\(_3\) orbifold [33], which is the near-horizon limit of massless

\[ \text{massless} \]
BTZ [34], where both left and right sectors correspond to the zeroth order Parabolic orbits, or $L_+ = L_- = 0$. Its descendants and all other geometries with both sectors in Parabolic orbits preserve two supercharges.

The other class corresponds to geometries where only one sector, for example the right sector, admits two global supercharges. This is the case where one sector is in an Exceptional orbit, while the other sector does not preserve any supercharges. The left sector in this case is then either in a Hyperbolic or Elliptic orbit. This second class includes geometries corresponding to chiral particles, namely those with equal mass and spin [36], on an $N$-fold cover of AdS$_3$.

3.4. Geometries with one supercharge

When one sector, e.g. right sector, is in a Parabolic orbit, while the other sector is either in a Hyperbolic or Elliptic orbit, the corresponding geometries admit only one supercharge. The simplest example in this class is the extremal BTZ black hole, where the right sector is in the zeroth Parabolic orbit with $L_+ = 0$, while the other sector is in the zeroth Hyperbolic orbit with $L_-$ a positive constant. Its near-horizon geometry, or self-dual orbifold [35], is another example in this class. The other example is the geometry corresponding to a chiral particle on AdS$_3$, where one sector belongs to the zeroth Parabolic orbit and the other sector is in an Elliptic orbit.

3.5. Non-supersymmetric geometries

Finally when both left and right sectors are in Hyperbolic or Elliptic orbits, the corresponding geometry does not admit any global supercharges. The simplest example in this class is the non-extremal BTZ black hole, where both sectors are in the zeroth Hyperbolic orbit, i.e. $L_\pm$ are positive constants. Particles on AdS$_3$, where both sectors are in an Elliptic orbit, provide a second illustrative example in this class.

4. Co-dimension two surfaces from supersymmetry

In this section, we will use supersymmetry to identify space-like co-dimension two surfaces in the Bañados geometries. We will show that one can recover known minimal and extremal surfaces without resorting to finding space-like geodesics in the bulk. In principle, we will be able to apply supersymmetry to identify extremal surfaces in more complicated theories in 3D, for example gauged supergravities [37, 38], especially off-shell supergravities, where the geometry may not be asymptotically AdS$_3$ [39–43], not to mention higher-dimensional theories.

Our motivation to pursue this approach stems largely from supersymmetric probe branes in the context of string theory, where kappa-symmetry [47, 48] (see also [49]) is exploited to find supersymmetric embeddings. However, there is one notable distinction; in the spacetimes we consider supersymmetry is only defined locally, yet it is enough to determine co-dimension two surfaces in the AdS$_3$ bulk.

We consider a one-dimensional object with worldvolume parameter $s$. Pulling back the metric from the background 3D spacetime, we can define an induced metric, which is essentially the norm of a velocity vector $V$,}

---

13 Supersymmetric solutions to these theories have been classified in [44, 45] and include warped AdS$_3$ solutions analogous to the non-supersymmetric versions popularised in [46].
\[ V^2 = \frac{dx^\mu}{ds} \frac{dx^\nu}{ds} g_{\mu\nu} = \dot{x}^\mu \dot{x}^\nu g_{\mu\nu}, \quad (4.1) \]

where \( x^\mu, \mu = 0, 1, 2 \) denote AdS\(_3\) coordinates and \( g_{\mu\nu} \) is the 3D metric. Next, we introduce the dreibein, \( e^\mu = E^\mu_\nu dx^\nu \), and construct a projection condition:

\[ \Gamma = \frac{1}{V} \dot{x}^\mu E^\mu_\nu \gamma^\nu, \quad (4.2) \]

where \( \gamma^\nu \) denote our 3D constant gamma matrices (2.11). Imposing the projection condition,

\[ \epsilon \Gamma = \pm, \quad (4.3) \]

where \( \epsilon \) solves the Killing spinor equation (2.1), we will find the equations for a curve \( x^\mu(s) \) that is locally half-BPS. By construction \( \Gamma^2 = 1 \), so the velocity vector \( \dot{x}^\mu \) is guaranteed to be space-like, but in contrast to when the curve is a geodesic, a priori \( V \) is not a constant.

Before proceeding to some familiar examples, we will consider what information may be extracted from the projection condition acting on the Killing spinors for the general class of Bañados geometries. Taking the same sign for projection conditions in (4.3) for two Killing spinors and using solution (2.19) we get following equations

\[ \ell \frac{\dot{\rho}}{\rho} + \ell \left( \dot{x}^+ = \frac{\ell^2 L x^+}{\rho^2} \frac{\psi^+}{\psi^+} = \pm V, \quad \ell \frac{\dot{\rho}}{\rho} + \ell \left( \dot{x}^- = \frac{\ell^2 L x^-}{\rho^2} \frac{\psi^-}{\psi^-} = \mp V. \quad (4.4) \right) \]

It is possible to find a solution to both the equations (for plus sign in (4.3)),

\[ \rho^2 = \ell^2 \frac{\psi^+}{\psi^+} \frac{\psi^-}{\psi^-}. \quad (4.5) \]

It is useful to note that, in the above equation if we write \( \psi^\pm \) in the form used in the Floquet Theorem, the above curve is the bifurcate Killing horizon of the Bañados geometry, provided \( \psi^\pm \) have real Floquet index [32]. Here we take general solutions of the Hill equation and (4.5) includes the Killing horizon, but is not restricted to it. However, it is straightforward to check that, as we shall explain in the following examples, if we restrict to constant \( \tau \) slices, where \( \tau \) is an appropriate time-like direction in the Bañados geometries [9], the resultant curve is a space-like geodesic. More concretely, the direction \( \tau \) is defined to be a time-like Killing vector \( \partial_\tau = \mathcal{K}^0_\pm + \mathcal{K}^0_\mp \), where \( \mathcal{K}^0_\pm \) is explicitly given in (2.23) and \( \mathcal{K}^0_\pm \) is the vector with \( + \leftrightarrow - \). These vectors are related to the functions \( K^\pm \) defined earlier in (2.10).

To illustrate the workings of our projection condition, it is instructive to consider a simple example. We start with massless BTZ, where henceforth we set \( \ell = 1 \) as it will not affect the analysis. Modulo a rewriting of the coordinates \( x^\pm \), the metric takes form

\[ dx^2 = r^2 (-dt^2 + dx^2) + \frac{dr^2}{r^2}, \quad (4.6) \]

which is essentially the Poincaré metric modulo periodic boundary conditions on \( x, t \) that break the superconformal supersymmetries. However, for the moment we relax global constraints and will just consider the local metric, where there is no distinction with Poincaré patch. We will in addition consider the simplification where we consider co-dimension two surfaces that do not depend on \( t \), so that \( \dot{t} = 0 \).

In Poincaré coordinates, the solutions to the Killing spinor equation (2.1) with both signs are,
\[ \epsilon_+ = \left( r^{-\frac{1}{2}} + r^{\frac{i}{2}} \gamma_\xi \right) \eta_- + r^{-\frac{1}{2}} \eta_+, \]
\[ \epsilon_- = \left( r^{-\frac{1}{2}} - r^{\frac{i}{2}} \gamma_\xi \right) \tilde{\eta}_+ + r^{-\frac{1}{2}} \tilde{\eta}_-, \]
(4.7)

where \( \eta_\pm \) and \( \tilde{\eta}_\pm \) are constant spinors satisfying \( \gamma_\xi \eta_\pm = \pm \eta_\pm \) and \( \gamma_\xi \tilde{\eta}_\pm = \pm \tilde{\eta}_\pm \). Since \( t \) is a constant, we have absorbed it into \( \eta_- \) and \( \tilde{\eta}_+ \), respectively. Otherwise, these are the expected form for the Killing spinors in Poincaré AdS\( _3 \) [50].

In our simplified setting, the projector may be expressed as
\[ \Gamma = \frac{\hat{r} \gamma_\xi + r^2 \hat{x} \gamma_\eta}{\sqrt{\hat{r}^2 + r^2 \hat{x}^2}}. \]
(4.8)

Acting in turn on \( \epsilon_\pm \), we arrive at two conditions:
\[ -\frac{1}{r^2} \hat{r} + x \hat{x} - \frac{1}{r^2} \sqrt{r^4 \hat{x}^2 + \hat{r}^2} \eta_- = -\hat{x} \gamma_\eta \eta_-, \]
(4.9)
\[ \frac{1}{r^2} \hat{r} - x \hat{x} - \frac{1}{r^2} \sqrt{r^4 \hat{x}^2 + \hat{r}^2} \tilde{\eta}_+ = -\hat{x} \gamma_\eta \tilde{\eta}_+, \]
(4.10)

where we have opted for the positive sign in the projection condition (4.3). We now recall that the spinors are non-zero constants\(^{14}\), which allows us to introduce two constants above. Concretely, we rewrite the above equations as
\[ -\frac{1}{r^2} \hat{r} + x \hat{x} - \frac{1}{r^2} \sqrt{r^4 \hat{x}^2 + \hat{r}^2} = -c \hat{x}, \]
(4.11)
\[ \frac{1}{r^2} \hat{r} - x \hat{x} - \frac{1}{r^2} \sqrt{r^4 \hat{x}^2 + \hat{r}^2} = -\hat{c} \hat{x}, \]
(4.12)

where we have introduced real constants, \( c, \hat{c} \), such that \( \eta_- = c \gamma_\eta \eta_-, \tilde{\eta}_+ = \hat{c} \gamma_\eta \tilde{\eta}_+ \).

In arriving at (4.11) and (4.12), given (4.9) and (4.10), it is good to recall that \( \eta_\pm \) and \( \tilde{\eta}_\pm \) are both chiral. In particular focusing on \( \eta_- \), we can write the spinors as
\[ \eta_+ = \left( \begin{array} {cc} \alpha \\ 0 \end{array} \right), \quad \eta_- = \left( \begin{array} {cc} 0 \\ \beta \end{array} \right) \]
(4.13)

where \( \alpha, \beta \in \mathbb{C} \) are constant. Since full supersymmetry is always present at a local level, \( \alpha, \beta \) are non-zero. Plugging these explicit expressions for the spinors back into (4.9) we find:
\[ \left[ -\frac{1}{r^2} \hat{r} + x \hat{x} - \frac{1}{r^2} \sqrt{r^4 \hat{x}^2 + \hat{r}^2} \right] \beta = i \hat{x} \alpha. \]
(4.14)

Taking either the real or imaginary part of the above equation, one gets (4.11). Similar logic applies in deducing (4.12).

Subtracting the equations (4.11) and (4.12), we get
\[ -\frac{1}{r^2} \hat{r} + x \hat{x} = 0, \]
(4.15)

\(^{14}\) As discussed in the last section, global constraints determine if the constant spinors are zero or not.
where we have exploited shift-symmetry in the isometry direction $x$ to remove a constant. Integrating (4.15) we arrive at the Ryu–Takayanagi embedding in Poincaré,

$$\frac{1}{r^2} + x^2 = h^2,$$

(4.16)

where $h$ is an integration constant. We have recovered precisely the space-like geodesic for massless BTZ with constant $t$ (B.10), which we collect with other solutions to the geodesic equation in the appendix. Modulo shift symmetry in the isometry direction $x$, this is the most general solution that satisfies both (4.9) and (4.10). We can also confirm that the final form of the projection condition is consistent with supersymmetry:

$$\gamma \eta_+ = h \eta_+, \quad \gamma \eta_- = h \eta_-.$$

(4.17)

Since the projection condition acts on both the spinors, locally half the supersymmetry is preserved.

As a further example, we consider minimal surfaces on the constant $t$ slice for static (non-rotating) BTZ,

$$ds^2 = -(r^2 - m)dt^2 + \frac{dr^2}{r^2 - m} + r^2 dx^2.$$

(4.18)

Here, it is convenient to redefine $r = \sqrt{m} \cosh \rho$. Taking into account the sign choice in the Killing spinor equation, we find the solution

$$\epsilon_\pm = e^{\rho} \frac{x}{2} e^{\frac{\sqrt{m}}{2} x} e^{\frac{\sqrt{m}}{2} m} \eta_\pm,$$

(4.19)

in terms of constant spinors $\eta_\pm$, where for constant $t$, we can drop the final exponential. In this case, our projection condition takes the form,

$$\left[ \dot{x} \sqrt{m} \cosh^2 \rho \gamma_1 + \gamma_2 (\dot{x} \sqrt{m} \cosh \rho \sinh \rho \sinh(x \sqrt{m})) \right] \eta_\pm = \sqrt{\dot{x}^2 \cosh^2 \rho + \rho^2} \eta_\pm.$$

(4.20)

It is worth noting that we again have two equations, but now there is no chirality condition imposed on $\eta_\pm$. The above equations have the structure,

$$[A \gamma_1 + B \gamma_2 \pm C \gamma_1] \eta_\pm = \eta_\pm.$$

(4.21)

Using the explicit gamma matrices (2.11) and constant spinors,

$$\eta_\pm = \left( \begin{array}{c} \alpha_\pm \\ \beta_\pm \end{array} \right), \quad \alpha_\pm, \beta_\pm \in \mathbb{C},$$

(4.22)

one can rewrite the equations as

$$i (A \pm C) \frac{\beta_\pm}{\alpha_\pm} = (1 - B).$$

(4.23)

Once again, we use the fact that $\alpha_\pm, \beta_\pm$ are non-zero, before subtracting to infer that $C = \kappa A$, with constant $\kappa$, or more explicitly

$$\dot{x} \sinh(x \sqrt{m}) - \dot{\sqrt{m}} \cosh \rho \sinh \rho \cosh(x \sqrt{m}) = \kappa \dot{x} \cosh \rho \cosh^2 \rho,$$

(4.24)

where $\kappa$ is a constant. Integrating this equation and absorbing the integration constant in a shift in the $x$-direction, we find
\[
\sqrt{\frac{r^2 - m}{r}} = \frac{\sqrt{r_s^2 - m}}{r_s} \cosh(x\sqrt{m}). \tag{4.25}
\]

Note, here we have set the remaining constant by setting \( r = r_s \) to be the value of \( r \) when \( x = 0 \). This is the most general solution to the two conditions in (4.20). Up to the redefinition \( r_s = L \), this is the expression for the relation implied by the constant \( t \) geodesic (B.9). It also agrees with (5.32) of [20], when one realises that (5.32) may be further simplified and recast as

\[
x = \frac{1}{\sqrt{m}} \log\left( \frac{r_s \sqrt{r_s^2 - m}}{r_s \sqrt{r^2 - m} - \sqrt{m} \sqrt{r^2 - r_s^2}} \right). \tag{4.26}
\]

Finally, we record the final projection condition on the constant spinor

\[
\begin{pmatrix}
\gamma_0 \\
\gamma_+ \sqrt{m} \\
\gamma_0 - \sqrt{\frac{r_s^2}{m}} - 1 \gamma_+ \sqrt{m}
\end{pmatrix} \epsilon_0 = \epsilon_0, \tag{4.27}
\]

which clearly shows that supersymmetry is preserved, at least at the local level.

Before proceeding to rotating spacetimes, we pause for one final comment. Given Killing spinors, one can construct a vector, or one-form, \( K_{\mu}^\pm \) (2.2), which is either time-like or null. This presents us with a natural one-form as a potential candidate for a calibration. However, for space-like configurations we consider, it is easy to show that \( K_{\mu}^\pm \) is trivially zero. This is easily understood as the outcome of reconciling supersymmetry, which demands time-like or null, and the space-like condition we impose by hand. In fact, one can use the vanishing of \( K_{\mu}^\pm \) to determine constant \( \tau \) geodesics in AdS$_3$.

### 4.1. Extremal co-dimension two surfaces

As we have seen, our projection condition agrees with known results for static spacetimes, where the original prescription of Ryu-Takayanagi [12] allows one to determine the minimal surfaces. We should now show the utility of this method in a time-dependent configuration, which means we should be able to apply the same methodology to determine the extremal surfaces for the rotating BTZ black hole. In contrast to the static case, where supersymmetric surfaces in Riemannian manifolds can be related to calibrated cycles [10], which are minimal surfaces in their homology class, there is no generalisation to extremal surfaces in pseudo-Riemannian manifolds.

To apply our projection condition, we require a knowledge of the local Killing spinors in the rotating BTZ background. Recall again that supersymmetry is broken globally, but AdS$_3$ is quirky and we can still find local solutions. To find the Killing spinors, it is best to realise that the rotating BTZ solution may be generated via a boost starting from static BTZ (4.18). Concretely, one considers the transformation

\[
\left( \frac{dr}{dx} \right) \rightarrow \begin{pmatrix}
\cosh \gamma & \sinh \gamma \\
\sinh \gamma & \cosh \gamma
\end{pmatrix} \left( \frac{dr}{dx} \right), \tag{4.28}
\]

while redefining:

\[
\tilde{r}^2 = r^2 + m \sinh^2 \gamma, \quad \tilde{\gamma}_+ = \sqrt{m} \cosh \gamma, \quad \tilde{\gamma}_- = \sqrt{m} \sinh \gamma, \tag{4.29}
\]
and dropping tildes. The resulting metric is (2.4).

Using the fact that the rotating BTZ metric is simply the boosted static solution, it is easy to infer that the Killing spinors change due to a frame rotation. As a result of the frame rotation, the Killing spinor becomes

\[ \epsilon_{\pm} = e^{2\alpha_{\pm}} \gamma^\gamma_{\pm}(x_{\pm}^r r_\pm) \epsilon_0, \]

(4.30)

where we have used \( \gamma_{01r} = 1 \) and defined:

\[ X_{\pm} = x_{\pm} + r_{\pm}, \]

\[ \cosh \alpha_{\pm} = \frac{r_{\pm} \pm r^2}{r(r_{\pm} \pm r)}. \]

(4.31)

Upon expansion of the projection condition we encounter the following condition:

\[ \frac{1}{\sqrt{V}} [A_{\pm} \gamma_1 + B_{\pm} \gamma_2 + C_{\pm} \gamma_1 r] \epsilon_0 = \pm \epsilon_0, \]

(4.32)

where we have defined:

\[ A_{\pm} = \frac{1}{(r_{+}^2 - r_{-}^2)} \left[ \pm X_{\pm}(r^2 - r_{+}^2) - X_{-}(r^2 - r_{-}^2) \right], \]

\[ B_{\pm} = \frac{\cosh(X_{\pm} \pm X_{-}) r r}{\sqrt{(r^2 - r_{+}^2)(r^2 - r_{-}^2)}} - \frac{\sinh(X_{\pm} \pm X_{-}) \sqrt{(r_{-}^2 - r_{+}^2)(r_{-}^2 - r_{+}^2)}}{(r_{-}^2 - r_{+}^2)}(X_{\pm} \mp X_{-}), \]

\[ C_{\pm} = \cosh(X_{\pm} \pm X_{-}) \frac{\sqrt{(r^2 - r_{+}^2)(r^2 - r_{-}^2)}}{(r_{+}^2 - r_{-}^2)}(X_{\pm} \mp X_{-}) - \frac{\sinh(X_{\pm} \pm X_{-}) r r}{\sqrt{(r^2 - r_{+}^2)(r^2 - r_{-}^2)}}(X_{\pm} \mp X_{-}). \]

(4.33)

Given the complexity of the two projection conditions (4.32), we will adopt a slightly different strategy here to solve them. We note that (4.32) is expected to preserve supersymmetry for both signs on the RHS of the equation. Earlier, we simply opted for the positive sign, but it is good to recall that the final projection condition we obtain should work with either choice of sign. This can be clearly seen from (4.27), where we can flip the sign on the RHS and get an equally valid projection condition—just a different relation between spinor components.

Using both signs, we can deduce that the coefficients of the gamma matrices on the LHS must be constant. To better understand this claim, let us rewrite (4.32) as

\[ [A_{\gamma_1} + B_{\gamma_2} + C_{\gamma_1 r}] \epsilon_0 = \pm \epsilon_0, \]

(4.34)

where we have dropped subscripts and absorbed \( V \). Given there is a constant \( \eta_0 \) for both signs, we can infer

\[ i(A - C) = \kappa_1(1 - B), \quad i(A - C) = \kappa_2(-1 - B), \]

(4.35)

where \( \kappa_i \) denote the ratio between constant spinors in \( \epsilon_0 \) for the two choices of sign. If \( \kappa_1 = -\kappa_2 \), we immediately have \( B = 0 \), but irrespective of the choice of \( \kappa_1, \kappa_2 \), provided they

\[ \text{We use the dreibein, } e_r' = \frac{\sqrt{(r^2 - r_{+}^2)(r^2 - r_{-}^2)}}{r} dr, \quad e^r = r dx + \frac{e_r'}{r^2} dr. \]
are non-zero, we infer $B$ is a constant through subtraction. This further implies that $A - C$ is a constant. Finally, from the square of (4.34), we have $A^2 + B^2 - C^2 = 1$, which implies that both $A$ and $C$ are constant. This completes our demonstration that $A/V$, etc in (4.32) must be constants.

Armed with this information, we can deduce that $B_\pm$ and $C_\pm$ have to related up to constants, which gives us two equations. Shifting $X_+$ and $X_-$ accordingly, one can eliminate the $r$ term to solve $X_-$ in terms of $X_+$

\[
\tanh(X_+ + X_-)(X_+ - X_-) = \tanh(X_+ - X_-)(X_+ + X_-) \\
\Rightarrow \tanh X_- = \kappa \tanh X_+, \tag{4.36}
\]

where $\kappa$ is an integration constant.

We next eliminate $X_-$ to find the following equation:

\[
\frac{(r_+^2 - r_-^2) \dot{r}}{(r_-^2 - r_+^2)(r_+^2 - r_-^2)} = \frac{(1 - \kappa^2) \cosh X_+ \sinh X_+ X_-}{(\cosh^2 X_+ - \kappa^2 \sinh^2 X_+)}.
\]

which may be easily integrated to find

\[
\sqrt{\frac{(r_+^2 - r_-^2)}{(r_-^2 - r_+^2)}} = \lambda \frac{\cosh X_+}{\cosh X_-}, \tag{4.38}
\]

where $\lambda$ is another integration constant. Note that in writing the final expression we have used (4.36) to reintroduce $X_-$. This is the most general solution to (4.32).

As a check that all steps have been performed correctly, we can reinsert (4.38) back into the projection condition (4.32) to recover

\[
\frac{1}{\sqrt{(1 - \lambda^2)(1 - \kappa^2 \lambda^2)}} [ \pm (1 \mp \kappa \lambda^2) \gamma_1 + (1 \mp \kappa) \lambda \gamma_2] = \pm \epsilon_0.
\]

We observe that all the coefficients of the gamma matrices are indeed constant, so this is a good projection condition. We can now also record the velocity vector,

\[
V = \frac{(r_+^2 - r_-^2)}{(r_-^2 - r_+^2)} \dot{X}_+ \sqrt{(1 - \lambda^2)(1 - \kappa^2 \lambda^2)}. \tag{4.40}
\]

It is worth noting that the velocity vector is not a constant, so we have yet to recover the space-like geodesic. On the contrary, using the expressions in the appendix, it is easy to show there is a space-like geodesic with two constants of motion, which satisfies (4.36) and (4.38). At this juncture, we could, as suggested earlier, impose constant $\tau$, where $\tau$ is the time-like direction defined in the Bañados geometries, but this imposes $X_-$ constant.

Instead, by setting $V = 1$, we find that the integrated geodesic equations, namely (B.3) and (B.4) are recovered, provided:

\[
E = \frac{r_+ - r_-}{\sqrt{(1 - \lambda^2)(1 - \kappa^2 \lambda^2)}}, \quad L = \frac{r_+ - r_-}{\sqrt{(1 - \lambda^2)(1 - \kappa^2 \lambda^2)}}.
\]

Solving for $\kappa, \lambda$ one finds two solutions, which are simply related through the interchange $r_+ \leftrightarrow r_-$. More precisely, we have

\[
\lambda = \sqrt{\frac{(\alpha - 2r_+^2 + \gamma)}{\alpha - 2r_-^2 + \gamma}}, \quad \kappa = \frac{(\alpha - 2r_+^2 - \gamma)(Er_+ + Lr_+)}{(\alpha - 2r_-^2 - \gamma)(Er_- + Lr_-)}.
\]

(4.42)
where the additional constants $\alpha, \gamma$ are defined in the appendix.

So to summarise and close this section, for rotating BTZ, imposing supersymmetry and $V = 1$, we can recover the solution to the geodesic equation (B.5) quoted in the appendix.

5. Conclusions and outlook

In the first part of this work we extended the classification of AdS$_3$ solutions preserving global supersymmetry to the Bañados class of geometries, thereby completing work initiated in [6]. Locally, we provided the solution to the Killing spinor equation for the Bañados class and showed that Killing spinors are in one-to-one correspondence with solutions to the Hill differential equation. From the Killing spinors, we illustrated how one reconstructs locally the $SL(2,\mathbb{R}) \times SL(2,\mathbb{R})$ isometries of the Bañados geometries. Using periodicity properties of the Killing spinors, we provided examples of Bañados geometries preserving zero, one, two, three and four supersymmetries.

It should be possible to repeat the asymptotic symmetry group analysis, à la Brown–Henneaux [2], for our supersymmetric theory, namely with super-diffeomorphisms. It is expected to realise a super-Virasoro algebra. In the same way that Bañados geometries can be classified with Virasoro co-adjoint orbits, we expect supersymmetric Bañados geometries may be classified using super-Virasoro orbits.

In the second part of this paper, we introduced a projection condition, which allowed us to isolate half-BPS space-like co-dimension two surfaces in the bulk AdS$_3$ spacetime. More precisely, we demonstrated that for constant $\tau$, where $\tau$ is a time-like direction defined in the Banados geometries [9]16, one recovers space-like geodesics in the general class of Bañados geometries, including massless, static and rotating BTZ. For rotating BTZ, we observed that a more general class of space-like geodesics could be recovered by instead imposing that the velocity vector of the supersymmetric curve has unit norm. With these assumptions, we have shown that supersymmetry recovers the known HRT extremal surfaces in 3D without exploiting (i) equivalence of geometries to Poincaré AdS$_3$, or (ii) calculating space-like geodesics.

We have swept two technical details under the rug in this work. Firstly, we should identify how our projection condition is related to the geodesic equation. It is clear that the geodesic equation is not naively the ‘square’ of the projection condition, since we do not recover the geodesics uniquely, unless we impose $\tau$ constant. Secondly, our approach is motivated by calibrations [10], yet in pseudo-Riemannian manifolds, such a concept does not apply. Potentially by analytically continuing to Euclidean signature, or by restricting to a constant $\tau$ slice, one can elucidate the relation between our projection condition and a calibrated cycle. It is likely these two issues are related.

There are a number of open directions. Firstly, it would be interesting to look for extremal surfaces in 3D gauged supergravities, where additional scalar matter is present. These theories are embeddable in string/M-theory [51–53], so one has greater control over the dual CFT. Extending the analysis to off-shell supergravity in 3D, a host of supersymmetric warped AdS$_3$ vacua exist [44, 45], so one should be able to identify extremal surfaces in this setting. On that note, a candidate extremal surface for warped AdS$_3$ was recently identified [54], where it was noted that the curve was not necessarily a geodesic. It remains an exercise to derive this curve from supersymmetry.

Finally, it would be of considerable interest to extend our work to higher dimensions, where the difficulties determining extremal surfaces, at least analytically, using the HRT prescription [20] are well documented. It is conceivable that by combining HRT with supersymmetry, one

---

16 See earlier comments below (4.5) of the text.
may be in a position to identify higher-dimensional extremal surfaces that do not correspond to simple strips and balls on the AdS boundary.
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Appendix A. Floquet theorem

In this appendix, we review the Floquet theorem following [7]. Consider $L(x)$, a complex function of a real variable $x$, which is piecewise continuous and periodic,

\[ L(x + 2\pi) = L(x), \quad \forall x \in \mathbb{R}. \]  

(A.1)

If $L(x)$ has these properties, then the Hill differential equation

\[ \psi'' - L(x)\psi = 0, \]  

(A.2)

has two continuously differentiable solutions $\psi_1(x), \psi_2(x)$, which are uniquely determined by the conditions:

\[ \psi_1(0) = 1, \quad \psi'_1(0) = 0, \quad \psi_2(0) = 0, \quad \psi'_2(0) = 1. \]  

(A.3)

Associated to (A.2), we can define a characteristic equation

\[ \rho^2 - [\psi_1(2\pi) + \psi_2(2\pi)]\rho + 1 = 0, \]  

(A.4)

and a characteristic exponent $\alpha$ (Floquet index), such that

\[ e^{i\alpha \pi} = \rho_1, \quad e^{-i\alpha \pi} = \rho_2, \]  

(A.5)

where $\rho_1, \rho_2$ are the roots of the characteristic equation.

**Floquet theorem.** If the roots $\rho_i$ of the characteristic equation are different from each other, then Hill equation has two linearly independent solutions

\[ \psi_1(x) = e^{i\alpha x}p_1(x), \quad \psi_2(x) = e^{-i\alpha x}p_2(x), \]  

(A.6)

where $p_i(x)$ are periodic with period $2\pi$. If $\rho_1 = \rho_2$, then equation (A.2) has a nontrivial solution, which is periodic with period $\pi$ ($\rho_1 = \rho_2 = 1$) or $4\pi$ (when $\rho_1 = \rho_2 = -1$). Let $p(x)$ denote such a periodic solution and let $\psi(x)$ be another solution linearly independent of $p(x)$. Then,

\[ \psi(x + 2\pi) = \rho_1\psi(x) + \theta p(x), \quad \theta \text{ constant}, \]  

(A.7)

and $\theta = 0$ is equivalent to

\[ \psi_1(2\pi) + \psi_2'(2\pi) = \pm 2, \quad \psi_2(2\pi) = 0, \quad \psi_1'(2\pi) = 0. \]  

(A.8)
Appendix B. Space-like geodesics for BTZ black hole

In this section, we record the solution to the geodesic equation

$$\frac{d^2 x^\mu}{ds^2} + \Gamma^\mu_{\nu\sigma} \frac{dx^\nu}{ds} \frac{dx^\sigma}{ds} = 0, \quad \text{(B.1)}$$

with affine parameter $s$ for the BTZ black hole (2.4) with unit radius $\ell = 1$. Null and time-like geodesics can be found in [55] and here we focus on space-like geodesics. Once we have a general expression, we will spell out the simplifications for massless and static BTZ.

To solve the geodesic equation, we will make use of the fact that $\partial_t$ and $\partial_\phi$ are Killing vectors, so that

$$\mu = -\phi_{\mu} \rho_{\sigma} \mu_{\rho_{\sigma}} x_s x_s - \phi_{\mu} \rho_{\rho_{\mu}} x_s x_s = 0, \quad \text{(B.2)}$$

will be constants of motion along the geodesic for a given velocity vector $u^\mu = \frac{dx^\mu}{ds}$. Inverting these expressions, we can determine $\dot{t} = \frac{dt}{ds}$, $\phi = \frac{d\phi}{ds}$, in terms of these constants:

$$\dot{t} = \frac{r^2 E + r_s E L}{(r^2 - r_s^2)(r^2 - r_s^2)} = 1 \frac{r_s(Er_s + Lr_s)}{(r^2 - r_s^2)^2} - \frac{r_s(Er_s + Lr_s)}{(r^2 - r_s^2)^2} \quad \text{(B.3)}$$

Next, we impose that the geodesic is space-like, $u_\mu u^\mu = 1$, which allows us to determine $\dot{r}$ also in terms of $E$ and $L$,

$$r_s^2 = (E^2 - L^2)r^2 + 2ELr_s r_s + L^2(r_s^2 + r_s^2) + (r^2 - r_s^2)(r^2 - r_s^2). \quad \text{(B.4)}$$

We can then integrate the three equations, in the process absorbing the three integration constants into shifts in the affine parameter $s$ and coordinates $t,x$. The final solution to the geodesic equation may be neatly expressed as

$$r^2 = \frac{1}{2} \left[\gamma \cosh 2s + \alpha\right],$$

$$\tanh(r,t + r, t) = \frac{(L^2 - E^2 + r_s^2 + r_s^2 - \gamma)}{2(Lr_s + Er_s)} \tanh s,$$

$$\tanh(r,t + r, t) = \frac{(L^2 - E^2 + r_s^2 + r_s^2 - \gamma)}{2(Lr_s + Er_s)} \tanh s, \quad \text{(B.5)}$$

where we have further defined,

$$\alpha = (r_s^2 + r_s^2) + L^2 - E^2, \quad \beta = 2ELr_r + L^2(r_s^2 + r_s^2) + r_s^2 r_s^2,$$

$$\gamma = \sqrt{\alpha^2 - 4\beta}. \quad \text{(B.6)}$$

The following relation is implied:

$$\frac{\cosh X_+}{\cosh X_-} = \sqrt{\frac{\alpha - 2r_s^2 + \gamma}{\alpha - 2r_s^2 + \gamma}} \frac{(r^2 - r_s^2)}{(r^2 - r_s^2)}. \quad \text{(B.7)}$$
From here we can recover the geodesic for static BTZ by setting \( r_c = 0, \rho_c = \sqrt{m} \). Moreover, if we are interested in geodesics that are independent of \( t \), we can truncate the above equations by setting \( E = 0 \). With \( t \) constant, the above expressions simplify,

\[
\frac{\sqrt{r^2 - m}}{r} = \frac{\sqrt{L^2 - m}}{L} \cosh(x\sqrt{m}),
\]

which implies the following relation:

\[
\frac{\sqrt{r^2 - m}}{r} = \frac{\sqrt{L^2 - m}}{L} \cosh(x\sqrt{m}).
\]

One final simplification follows in the massless case once we set \( m = 0 \) with \( t \) constant:

\[
r = L^2 \cosh^2 s, \quad x = \frac{1}{L} \tanh s \quad \Rightarrow \quad \frac{1}{r^2} + x^2 = \frac{1}{L^2}.
\]
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