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Abstract

In this paper we discuss Bose–Einstein condensation (BEC) in systems of pairwise non-interacting bosons in random potentials in $d$ dimensions. Working in a rather general framework, we provide a “gap condition” which is sufficient to conclude existence of type-I BEC in probability and in the $r$th mean. We illustrate our results in the context of the well-known (one-dimensional) Luttinger–Sy model. Here, whenever the particle density exceeds a critical value, we show in addition that only the ground state is macroscopically occupied.
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1 Introduction

Bose–Einstein condensation (BEC) is usually referred to as a macroscopic occupation of a one-particle state. Instead, a broader definition of BEC speaks of generalized Bose-Einstein condensation (g-BEC) where only a macroscopic occupation of an arbitrarily small energy band of one-particle states is required. Depending on the quantity of macroscopically occupied one-particle states in the condensate one then distinguishes three types of g-BEC: A condensation of type I is said to occur if the number of macroscopically occupied one-particle states is finite but at least one. If there are infinitely many such one-particle states, the condensation is said to be of type II. Lastly, a generalized condensate in which none of the one-particle states are macroscopically occupied is called a type-III condensate.

Although it is generally believed that repulsive interactions between the particles should be taken into account when considering Bose gases in random potentials [LPZ04] (see also [Sto95], [GHK05], [GHK07], [SW16]), the study of non-interacting Bose gases (Bose gases without interaction between the particles) is nevertheless important since general features of BEC in the considered environment are revealed [LPZ04]. Generally, a main step in the proof of the occurrence of g-BEC in non-interacting Bose gases is to show that a certain critical density is finite. To determine the type of the condensate, however, is more difficult since this task requires a fairly accurate knowledge on how the eigenvalues of the corresponding one-particle Hamiltonian at the bottom of the spectrum behave in the thermodynamic limit.

In 1973 and 1974, Kac and Luttinger explored a non-interacting Bose gas in three dimensions in the presence of randomly distributed impurity centers which were assumed to represent hardcore potentials of finite range [KL73, KL74]. As a result, Kac and Luttinger were able to show that g-BEC occurs in probability for sufficiently low temperatures or, equivalently, for sufficiently large particle densities. Furthermore, they conjectured the existence of a macroscopic occupation of the ground state in this case but could not prove their assertion. They claimed that showing a certain lower bound for the gap between the two lowest eigenvalues of the respective one-particle random Schrödinger operator of the Bose gas would be sufficient to conclude a macroscopic occupation of the ground state. However, no further explanation was given to bolster this claim. Although it is indeed fairly easy to exclude a macroscopic occupation of excited states with the energy gap as assumed by Kac and Luttinger, it seems difficult to infer that a type-I BEC necessarily occurs. We suspect that Kac and Luttinger were not aware of the possibility that a type-III BEC [BL82, Ber83, BLP86, BLL86] can occur.

In this paper, we rigorously prove that a slightly stronger lower bound for the energy gap compared to the one assumed by Kac and Luttinger implies a macroscopic occupation of the ground state in probability and in the $r$th mean. Consequently, confirming this lower bound for a given random model then proves the so-called Kac–Luttinger conjecture in that case. Our results are valid in all spatial dimensions $d \in \mathbb{N}$. We formulate our requirements for the random potential in a rather general framework. All of them are fulfilled, for example, by a Poisson random potential on $\mathbb{R}^d$, $d \in \mathbb{N}$, that has a non-negative, bounded, and compactly supported function as its single-impurity potential. The one-dimensional
Luttinger–Sy \cite{LS73a, LS73b} model (with infinite as well as finite interaction strength, see also \cite{KPS19b}) also meets the requirement.

We formulate our general model and our assumptions for the random potential in Section 2. There, we also state and prove our main results, i.e., Theorem 2.7 and Corollary 2.9. In Section 3 we apply our results of Section 2 to the Luttinger–Sy model and show that in this model a type-I BEC, in which only the ground state is macroscopically occupied, occurs in probability and in the \( r \)th mean. For the convenience of the reader we provide miscellaneous results that we use for proofs in this paper in Appendix A.

Finally, we remark that type-I BEC in the Luttinger–Sy model was previously investigated in \cite{LZ07}. However, the authors used other methods and worked in a somewhat different setting resulting in a different thermodynamic limit.

## 2 General model and results

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space. In this paper we shall consider self-adjoint random Schrödinger operators (acting as single-particle Hamiltonians) of the form

\[
H_\omega = -\Delta + V_\omega, \quad \omega \in \Omega,
\]

on \(L^2(\mathbb{R}^d)\). The restriction of \(H_\omega\) to a box \(\Lambda_N := (-L_N^{1/d}/2, L_N^{1/d}/2)^d\), \(L_N > 0\), with Dirichlet boundary conditions is given by the self-adjoint operator

\[
H_{N,\omega} = -\Delta + V_\omega, \quad \omega \in \Omega, \quad N \in \mathbb{N},
\]

on \(L^2(\Lambda_N)\) with the Sobolev space \(H^1(\Lambda_N)\) as its domain. Here, \(-\Delta\) is the \(d\)-dimensional (Dirichlet-) Laplacian and \(V_\omega\) is a random potential \cite[Chapter 1]{FP92}. We assume that \(H_{N,\omega}\) is \(\mathbb{P}\)-almost surely a positive self-adjoint operator with purely discrete spectrum, i.e., with a spectrum that consists only of isolated eigenvalues of finite multiplicities. This is the case, for example, if \(V_\omega\) is a Poisson random potential on \(\mathbb{R}^d\), \(d \in \mathbb{N}\), with a single-impurity potential that is a bounded, compactly supported and non-negative function \cite[Proposition 3.3]{LPZ04}, \cite[Theorem 5.1]{FP92}. These assumptions are also fulfilled if \(V_\omega\) is, informally, a Poisson random potential on \(\mathbb{R}\) with a singular single-impurity potential of the form \(\gamma \delta\) where \(\gamma > 0\) or \(\gamma = \infty\) denotes the interaction strength and \(\delta\) the Dirac-\(\delta\) distribution \cite[p. 146]{FP92}, \cite{LZ07}.

We denote the associated sequence of eigenvalues of \(H_{N,\omega}\), written in ascending order and each eigenvalue repeated according to its multiplicity, by \((E_j^{\omega})_{j \in \mathbb{N}}\) and the associated sequence of eigenfunctions by \((\varphi_j^{\omega})_{j \in \mathbb{N}}\). Note that \(E_j^{\omega} > 0\) and \(\varphi_j^{\omega} \in L^2(\Lambda_N)\) for \(\mathbb{P}\)-almost all \(\omega \in \Omega\) and all \(j, N \in \mathbb{N}\). Moreover, we indicate a random variable by writing an \(\omega\) as a subscript or superscript. \(E\) refers to the expectation of a random variable with respect to \(\mathbb{P}\).

**Remark 2.1.** We also allow for Hamiltonians \(H_{N,\omega}\) where the potential \(V_{N,\omega}\) is distribution-valued as it is the case in the Luttinger–Sy model. In this case, one defines the Hamiltonian \(H_{N,\omega}\) rigorously via its associated quadratic form on \(H^1(\Lambda_N)\).
We recall that the standard counting function is given by

\[ \mathcal{N}^{1,\omega}_N(E) := \frac{1}{L_N} \left| \{ j \in \mathbb{N} : E^{1,\omega}_N < E \} \right| , \quad \omega \in \Omega , \quad E \in \mathbb{R} , \quad (2.3) \]

where \(|A|\) denotes the number of elements of a set \(A \subset \mathbb{N}\). The function \(\mathcal{N}^{1,\omega}_N\) is called the \textit{integrated density of states} and is \(\mathbb{P}\)-almost surely left-continuous and monotonically increasing. For \(\mathbb{P}\)-almost all \(\omega \in \Omega\), \(\mathcal{N}^{1,\omega}_N\) consequently defines a unique Borel measure, that is, a measure on the Borel-\(\sigma\)-algebra on \(\mathbb{R}\) such that the measure of any compact subset of \(\mathbb{R}\) is finite. Ones denotes this uniquely defined measure by \(\mathcal{N}^{\omega}_N\) and calls it the \textit{density of states}.

Throughout this paper, we employ the standard \textit{thermodynamic limit}: For \(N \to \infty\) the volume \(L_N\) of the box \(\Lambda_N\) increases with the particle number \(N\) of the system in such a way that the \textit{particle density} \(N/L_N =: \rho > 0\) remains constant for all \(N \in \mathbb{N}\).

In addition to what was mentioned above, we assume the following about \(H_{N,\omega}\) in the rest of the paper:

**Assumptions 2.2.**

(i) For the ground-state energy \(E^{1,\omega}_N\) of \(H^{1,\omega}_N\), we have \(\lim_{N \to \infty} E^{1,\omega}_N = 0\) \(\mathbb{P}\)-almost surely.

(ii) There exists a non-random measure \(\mathcal{N}_\infty\) such that \(\mathbb{P}\)-almost surely

\[ \lim_{N \to \infty} \mathcal{N}^{\omega}_N = \mathcal{N}_\infty \quad (2.4) \]

in the vague sense; see Remark 2.3.

(iii) There exist constants \(c_1 > 0\) and \(\tilde{E} > 0\) such that for all \(N \in \mathbb{N}\) and all \(0 < E \leq \tilde{E}\) one has

\[ \mathbb{E} \mathcal{N}^{1,\omega}_N(E) \leq c_1 \mathcal{N}^{\omega}_\infty(E) . \]

Here,

\[ \mathcal{N}^{1,\omega}_\infty(E) := \mathcal{N}_\infty((\infty, E)) = \begin{cases} \int (0, E) \, d\mathcal{N}_\infty(E) & \text{if } E > 0 \\ 0 & \text{if } E \leq 0 \end{cases} \]

for all \(E \in \mathbb{R}\).

(iv) There exists a constant \(0 < \eta_1 < 1\) such that

\[ \lim_{N \to \infty} N^{1-m} \mathcal{N}^{1}_\infty \left( \left( \frac{(1 + \eta_1/2)\nu^{-d/2}}{\ln L_N} \right)^{2/d} \right) = 0 , \]

where \(\gamma_d > 0\) is the lowest Dirichlet eigenvalue of \(-\Delta\) on the \(d\)-dimensional sphere with unit volume.
We refer to Remark 2.12 for examples of random potentials for which these assumptions are met.

**Remark 2.3.** A sequence \((\mathcal{M}_N)_{N \in \mathbb{N}}\) of Radon measures (that is, of measures that are inner regular and locally finite) on the Borel-\(\sigma\)-algebra on \(\mathbb{R}\) is said to converge to a Radon measure \(\mathcal{M}\) in the vague sense if

\[
\lim_{N \to \infty} \int_{\mathbb{R}} f(E) \, d\mathcal{M}_N(E) = \int_{\mathbb{R}} f(E) \, d\mathcal{M}(E)
\]

for all continuous and compactly supported functions \(f : \mathbb{R} \to \mathbb{R}\), see, e.g., [Bau01] for more details.

**Remark 2.4.** Assumption 2.2 (iv) implies in particular that

\[
\lim_{\epsilon \to 0^+} \epsilon^{-1} N^\epsilon(\epsilon) = 0,
\]

as well as

\[
\int_0^\infty N^\epsilon(\epsilon) E^{-2} \, dE < \infty
\]

for arbitrary \(\epsilon > 0\).

An important quantity in the context of BEC in non-interacting models is the so-called critical density \(\rho_c(\beta)\) where \(\beta := 1/T \in (0, \infty)\) denotes the inverse temperature. With

\[
\mathcal{B}(E) := (e^{\beta E} - 1)^{-1} \mathbb{I}_{(0,\infty)}(E),
\]

\(\mathbb{I}_A(E)\) being the indicator function of a measurable set \(A \subset \mathbb{R}\), \(\rho_c(\beta)\) is defined as

\[
\rho_c(\beta) := \int_{\mathbb{R}} \mathcal{B}(E) \, dN(\mathcal{E})(E).
\]

As usual, we study BEC in the grand-canonical ensemble of statistical mechanics. Hence, the number of particles occupying the \(j\)th eigenstate is \(\mathbb{P}\)-almost surely given by

\[
n^j_\omega := \left( e^{\beta (E^1_\omega - \mu_\omega)} - 1 \right)^{-1}.
\]

Here, \(\mu_\omega^\epsilon \in (-\infty, E^1_\omega)\) is the so-called chemical potential which is, for \(\mathbb{P}\)-almost all \(\omega \in \Omega\), uniquely determined by the condition that

\[
\frac{1}{L_N} \sum_{j=1}^\infty n^{j_\omega}_N = \rho
\]

holds for all values of \(N \in \mathbb{N}\). We now state a first result which shows that the critical density as defined in (2.6) is indeed finite which consequently implies the existence of generalized BEC. For the proof we refer to [LPZ04, Theorem 4.1] in combination with [KPS19b, Theorem 2.7].
Theorem 2.5 (Generalized BEC). Under the above Assumptions 2.2 one has \( \rho_c(\beta) < \infty \). In addition, if and only if the particle density is larger than the critical density, \( \rho > \rho_c(\beta) \), generalized BEC \( \mathbb{P} \)-almost surely occurs, i.e., one has

\[
\mathbb{P} \left( \lim_{\epsilon \to 0^+} \liminf_{N \to \infty} \frac{1}{N} \sum_{j \in \mathbb{N} : E_N^{1,\omega} - E_N^{1,\omega} < \epsilon} n_j^{\omega} = \frac{\rho - \rho_c(\beta)}{\rho} > 0 \right) = 1 . \tag{2.9}
\]

Moreover, whenever \( \rho > \rho_c(\beta) \) the sequence of chemical potentials \( (\mu_N^\omega)_{N \in \mathbb{N}} \) \( \mathbb{P} \)-almost surely converges to zero.

In order to study the existence of macroscopic occupation of the ground state and to determine the type of condensation, we introduce the event

\[
\Omega_N^{c_2,c_3} := \left\{ \omega \in \Omega : E_N^{c_2+1,\omega} - E_N^{1,\omega} \geq c_3 N^{-1+\eta_1} \text{ and } E_N^{1,\omega} \leq \left( 1 + \frac{\eta_1}{4} \right) \frac{\nu_\gamma^{d/2}}{\ln(L_N)} \right\} \tag{2.10}
\]

for some \( c_2 \in \mathbb{N} \) and \( c_3 > 0 \) and with the constant \( \eta_1 \) from Assumption 2.2 (iv). At this point we remark two facts: Firstly, the event \( \Omega_N^{c_2,c_3} \) is the main ingredient in the “gap condition” as formulated in Theorem 2.7. Secondly, the upper bound for the ground-state energy \( E_N^{1,\omega} \) in (2.10) is \( \mathbb{P} \)-almost surely fulfilled if \( V_\omega \) is a Poisson random potential on \( \mathbb{R}^d \) with a single-impurity potential that is a bounded, non-negative, compactly supported function, see for example [Szn98, Theorem 4.6].

Proposition 2.6. Under Assumptions 2.2 for \( \rho > \rho_c(\beta) \), one has

\[
\liminf_{N \to \infty} \mathbb{E} \int_{(0, E_N^{c_2,\omega})} B(E - \mu_N^\omega) \, d\mathcal{N}_N^\omega(E) \geq \rho - \rho_c(\beta) - \rho \left( 1 - \liminf_{N \to \infty} \mathbb{P}(\Omega_N^{c_2,c_3}) \right) . \tag{2.11}
\]

Proof. For \( \epsilon > 0 \) and \( \eta_1 \) from (2.10) we define the sets

\[
\hat{\Omega}_N^{(1),\epsilon} := \{ \omega \in \Omega : E_N^{c_2,\omega} \geq \epsilon \} ,
\]

\[
\hat{\Omega}_N^{(2),\epsilon} := \{ \omega \in \Omega : E_N^{c_2,\omega} < \epsilon \} ,
\]

\[
\hat{\Omega}_N^{c_2,c_3} := \hat{\Omega}_N^{(1),\epsilon} \cap \hat{\Omega}_N^{(2),\epsilon} \cap \left\{ \omega \in \Omega : E_N^{c_2+1,\omega} \geq \left( 1 + \frac{\eta_1}{2} \right) \frac{\nu_\gamma^{d/2}}{\ln(L_N)} \right\} ,
\]

and

\[
\tilde{\Omega}_N^{c_2,c_3} := \hat{\Omega}_N^{(1),\epsilon} \cap \hat{\Omega}_N^{(2),\epsilon} \cap \left\{ \omega \in \Omega : E_N^{c_2+1,\omega} < \left( 1 + \frac{\eta_1}{2} \right) \frac{\nu_\gamma^{d/2}}{\ln(L_N)} \right\} .
\]
For all $\epsilon > 0$ and all $N \in \mathbb{N}$ we conclude

$$
\rho = \int_{(0, \infty)} \mathcal{B}(E - \mu_N^\omega) \, d\mathcal{N}_N^\omega(E)
$$

$$
= \int_{(0, \epsilon]} \mathcal{B}(E - \mu_N^\omega) \, d\mathcal{N}_N^\omega(E) + \int_{(\epsilon, \infty)} \mathcal{B}(E - \mu_N^\omega) \, d\mathcal{N}_N^\omega(E)
$$

and thus

$$
\rho \leq \int_{\hat{\Omega}_N^{(1), \ast} (0, E_N^{\omega, \omega})} \mathcal{B}(E - \mu_N^\omega) \, d\mathcal{N}_N^\omega(E) \, dP(\omega)
$$

$$
+ \int_{\hat{\Omega}_N^{(2), \ast} (0, E_N^{\omega, \omega})} \mathcal{B}(E - \mu_N^\omega) \, d\mathcal{N}_N^\omega(E) \, dP(\omega)
$$

$$
+ \int_{\hat{\Omega}_N^{(2), \ast} (E_N^{\omega, \omega})} \mathcal{B}(E - \mu_N^\omega) \, d\mathcal{N}_N^\omega(E) \, dP(\omega)
$$

$$
+ \mathbb{E} \int_{(\epsilon, \infty)} \mathcal{B}(E - \mu_N^\omega) \, d\mathcal{N}_N^\omega(E).
$$

Hence, we obtain

$$
\mathbb{E} \int_{(0, E_N^{\omega, \omega})} \mathcal{B}(E - \mu_N^\omega) \, d\mathcal{N}_N^\omega(E)
$$

$$
\geq \rho - \int_{\hat{\Omega}_N^{(2), \ast} \cap \Omega_{N, \text{close}}^\omega (E_N^{\omega, \omega}, \epsilon)} \mathcal{B}(E - \mu_N^\omega) \, d\mathcal{N}_N^\omega(E) \, dP(\omega)
$$

$$
- \int_{\hat{\Omega}_N^{(2), \ast} \cap \Omega_{N, \text{close}}^\omega (E_N^{\omega, \omega}, \epsilon)} \mathcal{B}(E - \mu_N^\omega) \, d\mathcal{N}_N^\omega(E) \, dP(\omega)
$$

$$
- \mathbb{E} \int_{(\epsilon, \infty)} \mathcal{B}(E - \mu_N^\omega) \, d\mathcal{N}_N^\omega(E) 
$$

$$
=: \rho - A_N(\epsilon) - B_N(\epsilon) - C_N(\epsilon)
$$

for all $\epsilon > 0$ and all $N \in \mathbb{N}$. In the following, we will discuss the limit $\lim_{\epsilon \to 0^+} \limsup_{N \to \infty}$ of this equation.

Firstly, we state an upper bound for the term in line (2.15) in the considered limit. Let $\epsilon > 0$ be arbitrarily given. For $\mathbb{P}$-almost all $\omega \in \Omega$ and all $N \in \mathbb{N}$, we have the bound
\[
\int_{(\epsilon, \infty)} B(E - \mu_N^\omega) \, dN_N^\omega(E) \leq \rho. \text{ Employing Lemma } [A.1] \text{ we conclude that}
\]
\[
\limsup_{N \to \infty} \int_{(\epsilon, \infty)} B(E - \mu_N^\omega) \, dN_N^\omega(E) \leq \int_{(\epsilon, \infty)} B(E) \, dN_x(E) + \frac{2}{\beta \epsilon} N^1_x(\epsilon).
\]
P-almost surely. By using the (reverse) Fatou Lemma, we obtain
\[
\limsup_{N \to \infty} E \int_{(\epsilon, \infty)} B(E - \mu_N^\omega) \, dN_N^\omega(E) \leq \int_{(\epsilon, \infty)} B(E) \, dN_x(E) + \frac{2}{\beta \epsilon} N^1_x(\epsilon).
\]
Hence,
\[
\lim \limsup_{\epsilon \to 0^+} C_N(\epsilon) \leq \int_{(0, \infty)} B(E) \, dN_x(E) = \int_{(0, \infty)} B(E) \, dN_x(E) = \rho_c(\beta),
\]
where we used definitions \((2.5)\) and \((2.6)\) in the last step.

Next, we are concerned with the integral in line \((2.13)\), and we are going to show that 
\[
\lim_{\epsilon \to 0^+} \lim_{N \to \infty} A_N(\epsilon) = 0. \text{ Let } \epsilon > 0 \text{ be arbitrarily given. For convenience, we define}
\]

\[
A_N^{(1)}(\epsilon) := \int_{\Omega_{\infty}^{2+c_3}} \int_{E^2_{\infty}} B(E - \mu_N^\omega) \, dN_N^\omega(E) \, dP(\omega),
\]
\[
A_N^{(2)}(\epsilon) := \int_{\Omega_{\infty}^{2+c_3}} \int_{E^2_{\infty} \cap \left[(1+n/2)\nu^d_{\gamma_d^2}/\ln(L_N)\right]^{2/d}} B(E - \mu_N^\omega) \, dN_N^\omega(E) \, dP(\omega),
\]
for all \(N \in \mathbb{N}\) large enough such that \([(1+n/2)\nu^d_{\gamma_d^2}/\ln(L_N)]^{2/d} < \epsilon\), and
\[
A_N^{(3)}(\epsilon) := \int_{\Omega_{\infty}^{2+c_3}} \int_{E^2_{\infty}} B(E - \mu_N^\omega) \, dN_N^\omega(E) \, dP(\omega).
\]

Now, since \(B(E - \mu_N^\omega) \leq [\beta(E - E_{\infty}^1)^{\omega}]^{-1} \leq (\beta c_3)^{-1} N^{1-n} \) for all but finitely many \(N \in \mathbb{N}\),
all \(\omega \in \Omega_{\infty}^{2+c_3}\), and all \(E \geq E_{\infty}^{2+1,\omega}\), we obtain
\[
\lim_{N \to \infty} A_N^{(1)}(\epsilon) = \lim_{N \to \infty} \int_{\Omega_{\infty}^{2+c_3}} \int_{E^2_{\infty}} B(E - \mu_N^\omega) \, dN_N^\omega(E) \, dP(\omega)
\]
\[
\leq (\beta c_3)^{-1} \lim_{N \to \infty} N^{1-n} \int_{\Omega_{\infty}^{2+c_3}} \int_{E^2_{\infty} \cap \left[(1+n/2)\nu^d_{\gamma_d^2}/\ln(L_N)\right]^{2/d}} dN_N^\omega(E) \, dP(\omega)
\]
\[
\leq (\beta c_3)^{-1} \lim_{N \to \infty} N^{1-n} \int_{\Omega_{\infty}^{2+c_3}} N^{1,\omega}_{N} \left(\frac{(1+n/2)\nu^d_{\gamma_d^2}}{\ln(L_N)}\right)^{2/d} \, dP(\omega).
\]
Using the fact that \( N_1^\omega(E) \geq 0 \) for \( \mathbb{P} \)-almost all \( \omega \in \Omega \), for all \( E \in \mathbb{R} \), and for all \( N \in \mathbb{N} \) as well as employing our conditions (iii) and (iv) from Assumptions 2.2, we get

\[
\lim_{N \to \infty} A_N^{(1)}(\epsilon) \leq (\beta c_3)^{-1} \lim_{N \to \infty} N^{1-\eta_1} \mathbb{E} N_1^{1,\omega} \left( \frac{(1 + \eta_1/2) \nu_\gamma_{d/2}}{\ln(L_N)} \right)^{2/d} \\
\leq (\beta c_3)^{-1} c_1 \lim_{N \to \infty} N^{1-\eta_1} \mathbb{E} \left( \frac{(1 + \eta_1/2) \nu_\gamma_{d/2}}{\ln(L_N)} \right)^{2/d} \\
= 0 .
\]

Secondly, for arbitrary \( N \in \mathbb{N} \) we conclude that for all \( E \geq [(1 + \eta_1/2) \nu_\gamma_{d/2} / \ln(L_N)]^{2/d} \) and for all \( \omega \in \tilde{\Omega}_N^{c_2,c_3} \),

\[
E \geq \left( \frac{1 + \eta_1/2}{1 + \eta_1/4} \right)^{2/d} E_1^{1,\omega} 
\]

and, consequently,

\[
E - \mu_N^{\omega} \geq E - E_1^{1,\omega} \geq \left[ 1 - \left( \frac{1 + \eta_1/4}{1 + \eta_1/2} \right)^{2/d} \right] E = c_4 E,
\]

where we have set \( c_4 := 1 - (1 + \eta_1/4/[1 + \eta_1/2])^{2/d} > 0 \). Hence,

\[
\lim_{\epsilon \to 0+} \limsup_{N \to \infty} A_N^{(2)}(\epsilon) \\
= \lim_{\epsilon \to 0+} \limsup_{N \to \infty} \int_{\tilde{\Omega}_N^{c_2,c_3}} \int (E - \mu_N^{\omega}) \, d\mathbb{N}_N^{\omega}(E) \, d\mathbb{P}(\omega) \\
\leq \lim_{\epsilon \to 0+} \limsup_{N \to \infty} \int_{\tilde{\Omega}_N^{c_2,c_3}} \int B(c_4 E) \, d\mathbb{N}_N^{\omega}(E) \, d\mathbb{P}(\omega) \\
\leq (\beta c_4)^{-1} \lim_{\epsilon \to 0+} \limsup_{N \to \infty} \int_{\tilde{\Omega}_N^{c_2,c_3}} \int E^{-1} \, d\mathbb{N}_N^{\omega}(E) \, d\mathbb{P}(\omega) .
\]

Employing an integration by parts (for Lebesgue–Stieltjes integrals, see, e.g., [HS65] The-
orem 21.67), we have
\[
\lim_{\epsilon \to 0^+} \limsup_{N \to \infty} A_N^{(2)}(\epsilon) \\
\leq (\beta c_4)^{-1} \lim_{\epsilon \to 0^+} \limsup_{N \to \infty} \int_{\tilde{\Omega}_N^{c_2,c_3}} \left[ \epsilon^{-1} \mathcal{N}_N^{\omega}(2\epsilon) \\
+ \frac{\epsilon}{(1+\eta_1/2)^{\frac{d}{2}}/\ln(L_N)} \right] \mathcal{N}_N^{\omega}(E) E^{-2} dE \right] d\mathbb{P}(\omega).
\]
We then use again the fact that \( \mathcal{N}_N^{\omega}(E) \geq 0 \) for \( \mathbb{P} \)-almost all \( \omega \in \Omega \), all \( E \in \mathbb{R} \), and all \( N \in \mathbb{N} \) and employ Assumption 2.2 (iii) and Remark 2.4 to obtain
\[
\lim_{\epsilon \to 0^+} \limsup_{N \to \infty} A_N^{(2)}(\epsilon) \\
\leq (\beta c_4)^{-1} \lim_{\epsilon \to 0^+} \limsup_{N \to \infty} \left[ \epsilon^{-1} E \mathcal{N}_N^{\omega}(2\epsilon) \\
+ \int_{\tilde{\Omega}_N^{c_2,c_3}} E^{-2} \epsilon \mathcal{N}_N^{\omega}(E) d\mathbb{P}(\omega) dE \right] \]
\[
\leq (\beta c_4)^{-1} \lim_{\epsilon \to 0^+} \limsup_{N \to \infty} \left[ \epsilon^{-1} E \mathcal{N}_N^{\omega}(2\epsilon) \\
+ \int_{\tilde{\Omega}_N^{c_2,c_3}} E^{-2} \epsilon \mathcal{N}_N^{\omega}(E) d\mathbb{P}(\omega) dE \right] \]
\[
\leq \frac{C_1}{\beta c_4} \lim_{\epsilon \to 0^+} \left[ \epsilon^{-1} \mathcal{N}_N^{\omega}(2\epsilon) + \int_{0}^{\epsilon} \mathcal{N}_N^{\omega}(E) E^{-2} dE \right] \\
= 0.
\]
In a third step we show that
\[
\lim_{\epsilon \to 0^+} \limsup_{N \to \infty} A_N^{(3)}(\epsilon) = 0
\]
proceeding similarly as before. Note that for all \( N \in \mathbb{N} \), all \( \omega \in \tilde{\Omega}_N^{c_2,c_3} \), and all \( E > E_N^{c_2+1,\omega} \) we now have
\[
E \geq E_N^{c_2+1,\omega} \geq \left( 1 + \frac{\eta_1}{2} \right) \frac{\eta_1^{d/2}}{\ln(L_N)} \geq \left( 1 + \frac{\eta_1/2}{1 + \eta_1/4} \right) 2/d E_N^{1,\omega}
\]
and hence
\[ E - \mu_N^\omega \geq E - E_N^{1,\omega} \geq \left[ 1 - \left( \frac{1 + \eta_1/4}{1 + \eta_1/2} \right)^{2/d} \right] E = c_4 E . \]

Consequently,
\[
\lim_{\epsilon \to 0^+} \limsup_{N \to \infty} A_N^{(2)}(\epsilon) \leq \frac{C_1}{\beta c_4} \lim_{\epsilon \to 0^+} \left[ e^{-\frac{1}{\beta_c c_4}} (2\epsilon) + \int_0^\epsilon N^2(E) E^{-2} \, dE \right] = 0 .
\]

Summing up the last steps we have shown that \( \lim_{\epsilon \to 0^+} \limsup_{N \to \infty} A_N(\epsilon) = 0 \).

In a final step we bound the term in line (2.14): For all \( \epsilon > 0 \),
\[
\limsup_{N \to \infty} B_N(\epsilon) \leq \limsup_{N \to \infty} \int \int \mathcal{B}(E - \mu_N^\omega) \, dN_N^\omega(E) \, d\mathcal{P}(\omega) \leq \rho \limsup_{N \to \infty} \mathcal{P}(\Omega \setminus \Omega_N^{c_2,c_3}) .
\]
Thus,
\[
\liminf_{N \to \infty} E \int_{(0,E_N^{c_2,c_3}]} \mathcal{B}(E - \mu_N^\omega) \, dN_N^\omega(E) \geq \rho - \rho_c - \rho \limsup_{N \to \infty} \mathcal{P}(\Omega \setminus \Omega_N^{c_2,c_3}) .
\]

We can now state our main result which allows to conclude that, for particle densities larger than the critical one and given a certain “gap condition” is satisfied, one indeed has BEC of type I in probability.

**Theorem 2.7** (Type-I BEC in probability). Assume that Assumptions 2.2 are fulfilled and that \( \rho > \rho_c(\beta) \). If \( H_{N,\omega} \) is such that the “gap condition” for some \( c_2 \in \mathbb{N} \) and \( c_3 > 0 \) is fulfilled, i.e.,
\[
\lim_{N \to \infty} \mathcal{P}(\Omega_N^{c_2,c_3}) = 1 , \tag{2.17}
\]
then, for all \( \eta > 0 \),
\[
\lim_{N \to \infty} \mathcal{P} \left( \left| \frac{1}{N} \sum_{j=1}^{c_2} n_j^{1,\omega} - \frac{\beta - \rho_c(\beta)}{\rho} \right| < \eta \right) = 1 . \tag{2.18}
\]

In addition, for all \( \eta > 0 \) and all \( j \geq c_2 + 1 \) one has
\[
\lim_{N \to \infty} \mathcal{P} \left( \frac{n_j^{1,\omega}}{N} \geq \eta \right) = 0 \tag{2.19}
\]
In other words, one has type-I BEC in probability if the gap condition (2.17) is fulfilled.
Proof. We define \( \rho_0(\beta) := \rho - \rho_c(\beta) \) for convenience. Assumption (2.17) together with Proposition 2.6 imply that

\[
\liminf_{N \to \infty} E \int_{(0,E_N^{2.\omega})} B(E - \mu_N^c) \, d\mathcal{N}_N^c(E) \geq \rho_0(\beta) .
\]

(2.20)

On the other hand, with Lemma A.2, the (reverse) Fatou Lemma, and the fact that \( \rho_0(\beta) \) for \( \mathbb{P} \)-almost all \( \omega \in \Omega \) and for all \( N \in \mathbb{N} \), we obtain

\[
\limsup_{N \to \infty} E \int_{(0,E_N^{2.\omega})} B(E - \mu_N^c) \, d\mathcal{N}_N^c(E) \leq \rho
\]

\[
\leq \rho_0(\beta) .
\]

In conclusion, remembering the relation \( \rho = N/L_N \),

\[
\lim_{N \to \infty} E \int_{(0,E_N^{2.\omega})} B(E - \mu_N^c) \, d\mathcal{N}_N^c(E) = \lim_{N \to \infty} E \frac{\rho}{N} \sum_{j=1}^{C_2} n_{j,\omega}^j = \rho_0(\beta) .
\]

(2.21)

In addition, for an arbitrary \( \tilde{\eta} > 0 \) and with Lemma A.2 we obtain

\[
0 \leq \limsup_{N \to \infty} \int_{\frac{1}{N} \sum_{j=1}^{C_2} n_{j,\omega}^j > \rho_0(\beta)/\rho} \left( \frac{1}{N} \sum_{j=1}^{C_2} n_{j,\omega}^j - \frac{\rho_0(\beta)}{\rho} \right) \, d\mathbb{P}(\omega)
\]

\[
\leq \limsup_{N \to \infty} \int_{\rho_0(\beta)/\rho \leq \frac{1}{N} \sum_{j=1}^{C_2} n_{j,\omega}^j < (\rho_0(\beta)/\rho) + \tilde{\eta}} \left( \frac{1}{N} \sum_{j=1}^{C_2} n_{j,\omega}^j - \frac{\rho_0(\beta)}{\rho} \right) \, d\mathbb{P}(\omega)
\]

\[
+ \limsup_{N \to \infty} \int_{\frac{1}{N} \sum_{j=1}^{C_2} n_{j,\omega}^j \geq (\rho_0(\beta)/\rho) + \tilde{\eta}} \left( \frac{1}{N} \sum_{j=1}^{C_2} n_{j,\omega}^j - \frac{\rho_0(\beta)}{\rho} \right) \, d\mathbb{P}(\omega)
\]

\[
\leq \tilde{\eta} + \left( 1 - \frac{\rho_0(\beta)}{\rho} \right) \lim_{N \to \infty} \mathbb{P} \left( \frac{1}{N} \sum_{j=1}^{C_2} n_{j,\omega}^j \geq \frac{\rho_0(\beta)}{\rho} + \tilde{\eta} \right)
\]

\[
\leq \tilde{\eta} .
\]
Thus, by (2.21),

\[
0 = \lim_{N \to \infty} E \left[ \frac{1}{N} \sum_{j=1}^{c_2} n_{j}^{j,\omega} - \frac{\rho_0(\beta)}{\rho} \right] = \lim_{N \to \infty} \int_{\Omega} \left( \frac{1}{N} \sum_{j=1}^{c_2} n_{j}^{j,\omega} - \frac{\rho_0(\beta)}{\rho} \right) dP(\omega) \]

\[
= \lim_{N \to \infty} \int_{\Omega} \left( \frac{1}{N} \sum_{j=1}^{c_2} n_{j}^{j,\omega} - \frac{\rho_0(\beta)}{\rho} \right) dP(\omega). \]

We conclude

\[
\lim_{N \to \infty} E \left| \frac{1}{N} \sum_{j=1}^{c_2} n_{j}^{j,\omega} - \frac{\rho_0(\beta)}{\rho} \right| = 0
\]

and, consequently, for all \( \eta > 0, \)

\[
\lim_{N \to \infty} P \left( \left| \frac{1}{N} \sum_{j=1}^{c_2} n_{j}^{j,\omega} - \frac{\rho_0(\beta)}{\rho} \right| < \eta \right) = 1.
\]

Finally, we show the last part of the theorem: Using the fact that \( N^{-1} \sum_{j=1}^{c_2+1} n_{j}^{j,\omega} \leq 1 \) for \( P \)-almost all \( \omega \in \Omega \) and for all \( N \in \mathbb{N} \), Lemma A.2 and the (reverse) Fatou Lemma we obtain

\[
\limsup_{N \to \infty} E \left[ \frac{1}{N} \sum_{j=1}^{c_2+1} n_{j}^{j,\omega} \right] \leq \frac{\rho_0(\beta)}{\rho}.
\]

In addition,

\[
\liminf_{N \to \infty} E \left[ \frac{1}{N} \sum_{j=1}^{c_2+1} n_{j}^{j,\omega} \right] \geq \lim_{N \to \infty} E \left[ \frac{1}{N} \sum_{j=1}^{c_2} n_{j}^{j,\omega} \right] = \frac{\rho_0(\beta)}{\rho},
\]

see (2.21). Therefore,

\[
\frac{\rho_0(\beta)}{\rho} = \lim_{N \to \infty} E \left[ \frac{1}{N} \sum_{j=1}^{c_2+1} n_{j}^{j,\omega} \right] = \frac{\rho_0(\beta)}{\rho} + \lim_{N \to \infty} E \frac{n_{j}^{c_2+1,\omega}}{N}.
\]

For any \( j \geq c_2 + 1 \) we thus conclude, due to the fact that \( n_{j}^{j,\omega} \leq n_{j}^{c_2+1,\omega} \) for \( P \)-almost all \( \omega \in \Omega \) and for all \( N \in \mathbb{N} \),

\[
\lim_{N \to \infty} E \left[ \frac{n_{j}^{j,\omega}}{N} \right] = 0
\]

and, in particular, for all \( \eta > 0, \)

\[
\lim_{N \to \infty} P \left( \frac{n_{j}^{j,\omega}}{N} < \eta \right) = 1.
\]

\( \square \)
Remark 2.8. Since $c_2 n_1^\omega N \geq \sum_{j=1}^{c_2} n_j^\omega N$ for $\mathbb{P}$-almost all $\omega \in \Omega$ and for all $N \in \mathbb{N}$, Theorem 2.7 immediately implies that, for $\rho > \rho_c$ and for all $\eta > 0$,

$$\lim_{N \to \infty} \mathbb{P} \left( \frac{1}{N} n_1^\omega N > c_2^{-1} \frac{\rho - \rho_c(\beta)}{\rho} - \eta \right) = 1 .$$

This shows that the ground state is macroscopically occupied in probability.

In a next result we establish another consequence of Theorem 2.7, namely, existence of BEC in the $r$th mean.

**Corollary 2.9** (Type-I BEC in the $r$th mean). Assume that $\rho > \rho_c(\beta)$ and that the gap condition (2.17) is fulfilled. Then, for all $r \geq 1$, one has

$$\lim_{N \to \infty} \mathbb{E} \left| \frac{1}{N} \sum_{j=1}^{c_2} n_j^\omega N - \frac{\rho - \rho_c(\beta)}{\rho} \right|^r = 0$$

(2.22)

as well as

$$\lim_{N \to \infty} \mathbb{E} \left( \frac{n_j^\omega N}{N} \right)^r = 0$$

(2.23)

for every $j \geq c_2$.

**Proof.** The proof readily follows from Theorem 2.7 taking into account standard results from probability theory. Namely, from Theorem 2.7 we conclude that the two sequences of random variables

$$\left( \frac{1}{N} \sum_{j=1}^{c_2} n_j^\omega N - \frac{\rho - \rho_c(\beta)}{\rho} \right)_{N \in \mathbb{N}} \quad \text{and} \quad \left( \frac{n_j^{c_2+1,\omega} N}{N} \right)_{N \in \mathbb{N}}$$

converge to zero in probability. In addition, since

$$-1 \leq \frac{1}{N} \sum_{j=1}^{c_2} n_j^\omega N - \frac{\rho - \rho_c(\beta)}{\rho} \leq 1$$

and

$$0 \leq \frac{n_j^{c_2+1,\omega} N}{N} \leq 1$$

for $\mathbb{P}$-almost all $\omega \in \Omega$, both sequences are $\mathbb{P}$-almost surely uniformly bounded which then implies the statement.

**Corollary 2.10** (Almost sure macroscopic occupation of the ground state). If the requirements of Theorem 2.7 are fulfilled, then the ground state is $\mathbb{P}$-almost surely macroscopically occupied,

$$\mathbb{P} \left( \limsup_{N \to \infty} \frac{n_1^\omega N}{N} > 0 \right) = 1 .$$
Proof. The statement can be proved in a similar vein as [KPS19b, Theorem 3.5], taking Remark 2.8 into account.

Alternatively, (2.18) implies, for $P$-almost all $\omega \in \Omega$, the existence of a subsequence
\[
\left( \frac{1}{N_k} \sum_{j=1}^{c_2} n_{N_k,j}^{1,\omega} \right)_{k \in \mathbb{N}}
\]
converging to $\frac{\rho - \rho_c(\beta)}{\rho}$ in the limit $k \to \infty$. Consequently,
\[
\frac{\rho - \rho_c(\beta)}{\rho} \leq \limsup_{N \to \infty} \frac{1}{N} \sum_{j=1}^{c_2} n_{N,j}^{1,\omega} \leq c_2 \limsup_{N \to \infty} \frac{n_{N}^{1,\omega}}{N}
\]
P-almost surely, which implies the statement. \qed

Remark 2.11. By the reverse triangle inequality we also see the following: Given the requirements in Theorem 2.7 are met, then
\[
\lim_{N \to \infty} \mathbb{E} \left( \frac{1}{N} \sum_{j=1}^{c_2} n_{N,j}^{1,\omega} \right)^r = \mathbb{E} \left( \frac{\rho - \rho_c(\beta)}{\rho} \right)^r
\]
for all $r \geq 1$. In particular,
\[
\liminf_{N \to \infty} \mathbb{E} \frac{n_{N}^{1,\omega}}{N} \geq \frac{1}{c_2} \frac{\rho - \rho_c(\beta)}{\rho},
\]
i.e., the ground state is macroscopically occupied in expectation.

Remark 2.12. A Poisson random potential on $\mathbb{R}^d$, $d \in \mathbb{N}$, with a single-impurity potential that is a non-negative, compactly supported, and bounded function fulfills all requirements of Assumptions 2.2, see, for example, [Szn98, Theorem 4.6], [FP92, Theorem 5.20, 5.25, and Theorem 10.2], as well as [LMW03]. Theorem 2.7 and Corollaries 2.9 and 2.10 thus apply to such a Poisson random potential. To the best of our knowledge, however, it is so far not known whether the “gap condition” of Theorem 2.7 is then valid. In the next chapter, we study a special case of Poisson random potentials on $\mathbb{R}$ for which we are able to confirm the “gap condition.”

3 An example: the Luttinger–Sy model

In this section we are concerned with BEC in the Luttinger–Sy model (LS-model) [LS73a, LS73b] for which all the assumptions on the Hamiltonian $H_{N,\omega}$, see Assumptions 2.2 and before, are fulfilled. It is our aim to show that also the “gap condition” as formulated in Theorem 2.7 is realized in the LS-model. Hence, the corresponding versions of Theorem 2.7 and Corollaries 2.9 and 2.10 hold for the LS-model, too.

The Luttinger–Sy model is a random one-dimensional model which is obtained by dissecting the real line $\mathbb{R}$ into a ($P$-almost surely) countable number of intervals via a set of points $\{\hat{x}_j(\omega)\}_j$ generated by a Poisson point process of intensity $\nu > 0$. These points can $P$-almost surely be labeled by $\mathbb{Z}$ such that
\[
\ldots < \hat{x}_{-1}(\omega) < \hat{x}_0(\omega) < 0 < \hat{x}_1(\omega) < \hat{x}_2(\omega) < \ldots .
\]
We refer to [Kin93, Chapter 4] for more details regarding the Poisson point process on $\mathbb{R}$. At each point $\hat{x}_j(\omega)$ one then imposes a Dirichlet boundary condition which is informally equivalent to saying that one places a Dirac-$\delta$ potential of infinite strength $\gamma = \infty$ at each Poisson point $\hat{x}_j(\omega)$. Hence, the one-particle Hamiltonian in the LS-model is informally given by

$$H_\omega = -\frac{d^2}{dx^2} + \gamma \sum_{j \in \mathbb{Z}} \delta(x - \hat{x}_j(\omega)) , \quad \omega \in \Omega , \quad \gamma = \infty \tag{3.1}$$

$(\Omega, \mathcal{A}, \mathbb{P})$ denoting the underlying probability space. BEC is investigated employing a thermodynamic limit which makes it necessary - in a first step - to restrict $H_\omega$ to finite volume. For this one introduces the window $\Lambda_N := (-L_N/2, +L_N/2) \subset \mathbb{R}$ where the length $L_N$ is determined through the relation $L_N := N/\rho$, $N \in \mathbb{N}$ denotes the number of particles, and $\rho > 0$ is the particle density. On $L^2(\Lambda_N)$ one then introduces the (informal) finite-volume one-particle Hamiltonian

$$H_{N,\omega} := -\frac{d^2}{dx^2} + \gamma \sum_{j \in \mathbb{Z} : \hat{x}_j(\omega) \in \Lambda_N} \delta(x - \hat{x}_j(\omega)) , \quad \omega \in \Omega , \quad \gamma = \infty \tag{3.2}$$

We refer to [LZ07, KPS19a] for a rigorous realization of $H_{N,\omega}$ as a self-adjoint operator.

Since one imposes Dirichlet boundary conditions at each point $\hat{x}_j(\omega)$, the window $\Lambda_N$ effectively consists of a collection of smaller intervals of lengths $\ell^\omega_j := (\hat{x}_j(\omega), \hat{x}_{j+1}(\omega)) \cap \Lambda_N$ on each of which the operator $H_{N,\omega}$ acts as the standard one-dimensional Dirichlet Laplacian. As a consequence, the eigenvalues of $H_{N,\omega}$ are just the collection of all the eigenvalues coming from these Dirichlet Laplacians; their eigenvalues, on the other hand, are explicitly given: namely, the $n$th eigenvalue on the interval with length $\ell^\omega_j$ simply is $(\pi n / \ell^\omega_j)^2$, $n \in \mathbb{N}$.

We denote the intervals generated by the Poisson point process within $\Lambda_N$ by

$$I^\omega_j := (\hat{x}_j(\omega), \hat{x}_{j+1}(\omega)) \cap \Lambda_N$$

for all $j \in \mathbb{Z}$ and all $N \in \mathbb{N}$. Also, let $\kappa^\omega_N$, $k \in \mathbb{N}$, be the $k$th largest length of these intervals. We denote by $\kappa^\omega_N$ the number of Poisson points within $\Lambda_N$. Consequently, for $\mathbb{P}$-almost all $\omega \in \Omega$ and for all $N \in \mathbb{N}$ there are $\kappa^\omega_N + 1$ many lengths $\ell^\omega_j$ that are larger than zero. Furthermore, $\{\tilde{I}^\omega : j \in \mathbb{Z} \setminus \{0\} \cup \{(\hat{x}_0(\omega), 0)\} \cup \{(0, \hat{x}_1(\omega))\}\}$ where $\tilde{I}^\omega := |(\hat{x}_j(\omega), \hat{x}_{j+1}(\omega)|$ are mutually independent, exponentially distributed random variables with common probability density $\nu e^{-\nu d}[\text{Kin93}, \text{Section 4.1}].$

Another main advantage of considering the LS-model is that there is an explicit expression for the integrated density of states: One has

$$N^I_x(E) = \nu \frac{e^{-\nu \pi E^{-1/2}}}{1 - e^{-\nu \pi E^{-1/2}}} \mathbb{1}_{(0,\infty)}(E) , \quad E \in \mathbb{R} \tag{3.3}$$

see [LPZ04, Proposition 3.2] and also [Egg72, LS73a, LS73b].

Now we state a version of Theorem 2.7 for the LS-model. For this, recall the “gap condition” (2.10).
Theorem 3.1 (Gap condition in the LS-model). In the LS-model one has
\[ \lim_{N \to \infty} P(\Omega_{N}^{1,1}) = 1. \]

Proof. We will prove that the gap condition is actually fulfilled for any value \( 0 < \eta_1 < 1/2 \) of the constant \( \eta_1 \) appearing in Assumptions 2.2 (iv) and definition (2.10).

Let \( 0 < \eta_1 < 1/2 \) be arbitrary. We conclude with Lemma A.5 that
\[ P \left( \lim_{N \to \infty} \left[ \frac{(1 + \eta_1)}{3} \ln(L_N) - \frac{l_{1,\omega}^{1,\omega}}{\nu} \right] = 0 \right) = 1 \]
and consequently, for an arbitrary \( \eta > 0, \)
\[ \lim_{N \to \infty} P \left( l_{1,\omega}^{1,\omega} \leq \left( 1 + \frac{\eta_1}{2} \right) \frac{\ln(L_N)}{\nu} \right) \leq \lim_{N \to \infty} P \left( \left( 1 + \frac{\eta_1}{3} \right) \frac{\ln(L_N)}{\nu} - \frac{l_{1,\omega}^{1,\omega}}{\nu} \right) > \eta \]
\[ = 0 \]
Therefore, since \( E_1^{1,\omega} = \pi^2 / (l_{1,\omega}^{1,\omega})^2, \)
\[ \lim_{N \to \infty} P \left( E_1^{1,\omega} \leq \left( 1 + \frac{\eta_1}{2} \right) \frac{\nu \pi}{\ln(L_N)} \right)^2 = 1. \]
The show the second part of the gap condition, we introduce a few definitions first: We denote by \( l_{1,\omega}^{1,\omega} \) the largest and by \( l_{1,\omega}^{2,\omega} \) the second largest length of all intervals \( \{ l_{N,j}^{1,\omega} \}_{j \in \mathbb{Z}} \) without the two outer intervals
\[ I_{N,\omega}^{R} := I_{N,\omega}^{\max,1,\omega} \quad \text{where} \quad j_{N,\omega}^{\max,1} := \max \{ j \in \mathbb{Z} : I_{N,j}^{1,\omega} > 0 \} , \]
and
\[ I_{N,\omega}^{L} := I_{N,\omega}^{\min,1,\omega} \quad \text{where} \quad j_{N,\omega}^{\min,1} := \min \{ j \in \mathbb{Z} : I_{N,j}^{1,\omega} > 0 \} . \]
as well as without \( l_{0,\omega}^{0,\omega} \) for all \( N \in \mathbb{N} \) and all \( \omega \in \Omega \) for which they exist, that is, for which it is \( \kappa_{N,\omega}^{R} \geq 4 \); otherwise, i.e., if \( \kappa_{N,\omega}^{R} \leq 4 \), we set \( I_{N,\omega}^{1,\omega} := 0 \) and \( I_{N,\omega}^{2,\omega} := 0 \). Furthermore, we define the sets
\[ \Omega_{N}^{(R)} := \left\{ \omega \in \Omega : |I_{N,\omega}^{R,\omega}| \leq \frac{1}{2\nu} \ln(N) \right\} , \]
\[ \Omega_{N}^{(L)} := \left\{ \omega \in \Omega : |I_{N,\omega}^{L,\omega}| \leq \frac{1}{2\nu} \ln(N) \right\} , \]
\[ \Omega_{N}^{(0)} := \left\{ \omega \in \Omega : |I_{N,\omega}^{0,\omega}| \leq \frac{1}{2\nu} \ln(N) \right\} . \]
Note that for any \( N \in \mathbb{N}, \)
\[ P \left( \Omega_{N}^{(R)} \right) \geq 1 - e^{-1/2 \ln(N)} , \]
\[ P \left( \Omega^{(L)}_N \right) \geq 1 - e^{-(1/2)\ln(N)} , \]

see, e.g., [Kin93 Section 4.1], and

\[ P \left( \Omega^{(0)}_N \right) \geq P \left( \left\{ \omega \in \Omega : |(0, \hat{x}_1(\omega))| \leq \frac{1}{4\nu} \ln(N) \right\} \cap \left\{ \omega \in \Omega : |(\hat{x}_0(\omega), 0)| \leq \frac{1}{4\nu} \ln(N) \right\} \right) \]

\[ \geq \left( 1 - e^{-(1/4)\ln(N)} \right) + \left( 1 - e^{-(1/4)\ln(N)} \right) - 1 = 1 - 2e^{-(1/4)\ln(N)} . \]

With Lemma [A.5] with the fact that \( P \left( \lim_{N \to \infty} \left( \frac{l^{1,\omega}_{N,>} / \ln(N) \right) \leq \kappa / \nu \right) = 1 \) for all \( \kappa > 2 \), which can be shown in the same way as [KPS19b Lemma A.2], and with Lemma [A.6] where we choose \( a = 1 \) and \( \eta_1 < \hat{\eta} < 1 / 2 \), we obtain

\[
\lim_{N \to \infty} \mathbb{P} \left( \left( \frac{\pi}{l^{1,\omega}_{N,>}^{2}} - \left( \frac{\pi}{l^{2,\omega}_{N,>}^{2}} \right) > \frac{1}{N^{1-\eta}} \right) \right) \\
= \lim_{N \to \infty} \mathbb{P} \left( l^{1,\omega}_{N,>} - l^{2,\omega}_{N,>} > \frac{\pi^{-2}}{N^{1-\eta}} \cdot \frac{\left( l^{1,\omega}_{N,>} l^{2,\omega}_{N,>} \right)^{2}}{l^{1,\omega}_{N,>} + l^{2,\omega}_{N,>} \right) \\
\geq \lim_{N \to \infty} \mathbb{P} \left( l^{1,\omega}_{N,>} - l^{2,\omega}_{N,>} > \frac{\pi^{-2}}{N^{1-\eta}} \left( l^{1,\omega}_{N,>} \right)^{3} \right) \\
\geq \lim_{N \to \infty} \mathbb{P} \left( \left\{ \omega \in \Omega : l^{1,\omega}_{N,>} - l^{2,\omega}_{N,>} > \frac{3\nu^{-1} \ln(N)}{1/2N^{1-\eta}} \right\} \right) \\
\cap \left\{ \omega \in \Omega : \frac{3}{4} \nu^{-1} \ln(N) \leq l^{1,\omega}_{N,>} \leq 3\nu^{-1} \ln(N) \right\} \right) \\
\cap \Omega^{(0)}_N \cap \Omega^{(L)}_N \cap \Omega^{(R)}_N \right) \\
\geq \lim_{N \to \infty} \mathbb{P} \left( \left( \frac{\pi}{l^{1,\omega}_{N,>}^{2}} - \frac{\pi}{l^{2,\omega}_{N,>}^{2}} > \frac{1}{N^{1-\eta}} \right) \right) \\
+ \lim_{N \to \infty} \mathbb{P} \left( \left\{ \left( \frac{3}{4} \nu^{-1} \ln(N) \leq l^{1,\omega}_{N,>} \leq 3\nu^{-1} \ln(N) \right) \right\} \cap \Omega^{(0)}_N \cap \Omega^{(L)}_N \cap \Omega^{(R)}_N \right) - 1 \\
= 1 .
\]

On the other hand, for the energy gap between the ground-state energy and the first excited energy on the largest interval we have

\[
\lim_{N \to \infty} \mathbb{P} \left( \left( \frac{2\pi}{l^{1,\omega}_{N,>}^{2}} - \left( \frac{\pi}{l^{1,\omega}_{N,>}^{2}} \right)^{2} \geq \frac{1}{3} \left( \frac{\nu \pi}{\ln(N)} \right)^{2} \right) \right) = 1 ,
\]

since \( \lim_{N \to \infty} \mathbb{P}(l^{1,\omega}_{N,>} \leq (3 / \nu) \ln(N)) = 1 \).
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Finally, since the second eigenvalue \( E_{2,N}^{\omega} \) is either the energy of the first excited state on the largest interval \( l_{1,N}^{\omega} \), or the ground state energy of the second largest interval \( l_{2,N}^{\omega} \), we obtain

\[
\lim_{N \to \infty} \mathbb{P}(\Omega_{N}^{1,1}) \\
\geq \lim_{N \to \infty} \mathbb{P}\left( E_{N}^{2,\omega} - E_{N}^{1,\omega} > \frac{1}{N^{1-m}} \right) + \lim_{N \to \infty} \mathbb{P}\left( E_{N}^{1,\omega} \leq \left( 1 + \frac{\eta_{1}}{2} \right) \frac{\nu}{\ln(L_{N})} \right)^{2} - 1 \\
= 1 .
\]

\[\blacksquare\]

**Remark 3.2.** Theorem 3.1 shows that, in probability, only the ground state is macroscopically occupied in the LS-model. We also recall that Corollary 2.10 shows that the ground state is \( \mathbb{P} \)-almost surely macroscopically occupied.

## A Miscellaneous results

In this appendix we collect various results, some of which we referred to in the previous text. Lemma [A.1] can be proved similarly as [KPS19b, Lemma A.7].

**Lemma A.1.** Under the assumptions of Theorem 2.5 one has, for \( \rho > \rho_c(\beta) \) and given \( \varepsilon > 0 \), \( \mathbb{P} \)-almost surely

\[
\limsup_{N \to \infty} \int_{(\varepsilon, \infty)} B(E - \mu_{N}^{\omega}) \, d\mathcal{N}_{N}^{\omega}(E) \leq \int_{(\varepsilon, \infty)} B(E) \, d\mathcal{N}_{\infty}(E) + \frac{2}{\beta \epsilon} \mathcal{N}_{\infty}^{1}(\varepsilon) , \quad (A.1)
\]

\[
\liminf_{N \to \infty} \int_{(\varepsilon, \infty)} B(E - \mu_{N}^{\omega}) \, d\mathcal{N}_{N}^{\omega}(E) \geq \int_{(\varepsilon, \infty)} B(E) \, d\mathcal{N}_{\infty}(E) - \frac{4}{\beta \epsilon} \mathcal{N}_{\infty}^{1}(2\varepsilon) . \quad (A.2)
\]

**Lemma A.2.** If the particle density \( \rho \) is larger than the critical density, \( \rho > \rho_c(\beta) \), then for any \( c \in \mathbb{N} \) we \( \mathbb{P} \)-almost surely have

\[
\limsup_{N \to \infty} \frac{1}{N} \sum_{j=1}^{c} n_{N}^{j,\omega} \leq \frac{\rho_{0}(\beta)}{\rho} .
\]

**Proof.** Let \( \varepsilon > 0 \) be arbitrary. We recall the well-known fact that \( (E_{N}^{j,\omega})_{N \in \mathbb{N}} \) is, for every fixed \( j \in \mathbb{N} \), a monotonically decreasing sequence. Hence, for all \( 1 < j \leq c \) the sequence \( (E_{N}^{j,\omega})_{N \in \mathbb{N}} \) either converges to a constant \( b_{j} > 0 \) or to zero. If the sequence does not converge to zero one obtains

\[
\lim_{N \to \infty} \frac{n_{N}^{j,\omega}}{N} \leq \beta^{-1} \lim_{N \to \infty} \frac{(E_{N}^{j,\omega} - \mu_{N}^{\omega})^{-1}}{N} \leq \beta^{-1} \lim_{N \to \infty} \frac{2b_{j}^{-1}}{N} = 0 ,
\]

19
where we used the fact that \( (\mu_N^\omega)_{N \in \mathbb{N}} \) also converges to zero, see Theorem 2.5. Thus, in either case,

\[
\limsup_{N \to \infty} \frac{1}{N} \sum_{j=1}^c n_N^{j,\omega} \leq \limsup_{N \to \infty} \frac{1}{N} \sum_{j \in \mathbb{N} : E_N^{j,\omega} \leq \epsilon} n_N^{j,\omega}
\]

\[
= \rho^{-1} \left[ \rho - \liminf_{N \to \infty} \int_{(\epsilon, \infty)} B(E - \mu_N^\omega) \, dN_N^\omega(E) \right].
\]

Finally, with Lemma [A.1] and taking \( \inf_\epsilon \) on both sides we arrive at

\[
\limsup_{N \to \infty} \frac{1}{N} \sum_{j=1}^c n_N^{j,\omega} \leq \frac{\beta - \rho_\epsilon(\beta)}{\rho} = \frac{\rho_\epsilon(\beta)}{\rho},
\]

see also Remark 2.4.

In the rest of this appendix, we are concerned with the Luttinger–Sy model, see Section 3. Recall that \((\hat{x}_j(\omega))_{j \in \mathbb{Z}}\) with \(\ldots < \hat{x}_{-1}(\omega) < \hat{x}_0(\omega) < 0 < \hat{x}_1(\omega) < \hat{x}_2(\omega) < \ldots\) are the points generated by a Poisson point process of intensity \(\nu > 0\) and \(\kappa_N^\omega\) is the number of Poisson points within the window \((-L_N/2, L_N/2)\). Furthermore, \(l^{i,\omega} = |\hat{x}_j(\omega), \hat{x}_{j+1}(\omega)|\) and \(l_N^{i,\omega} = |\hat{x}_j(\omega), \hat{x}_{j+1}(\omega)| \cap \Lambda_N|\). For the convenience of the reader, we present the next two lemmata with a proof, although more general versions of them can be found in [KPS19a, Appendix C].

**Lemma A.3.** For all \(\epsilon > 0\) and for \(\mathbb{P}\)-almost all \(\omega \in \Omega\) there exists an \(\tilde{N} \in \mathbb{N}\) such that for all \(N \geq \tilde{N}\)

\[(1 - \epsilon)\nu L_N < \kappa_N^\omega < (1 + \epsilon)\nu L_N.\]  

(A.3)

In particular, we \(\mathbb{P}\)-almost surely have

\[
\lim_{N \to \infty} \frac{\kappa_N^\omega}{L_N} = \nu.
\]

**Proof.** Firstly, we note that \(1 - \theta + \theta \ln(\theta) > 0\) for any \(\theta \in (0, \infty) \setminus \{1\}\) as well as that for arbitrary \(N \in \mathbb{N}\),

\[
\mathbb{P} \left( \kappa_N^\omega \geq \theta \nu L_N \right) \leq e^{-\nu L_N (1 - \theta + \theta \ln(\theta))}
\]

(A.4)

if \(\theta \geq 1\) and

\[
\mathbb{P} \left( \kappa_N^\omega \leq \theta \nu L_N \right) \leq e^{-\nu L_N (1 - \theta + \theta \ln(\theta))}
\]

(A.5)

for \(0 < \theta \leq 1\), see [SYZ12, Section 3.3.2]. The first part of this theorem now follows with the Borel–Cantelli lemma.
Furthermore, using \( A.3 \) we conclude

\[
\liminf_{N \to \infty} \frac{\kappa_N}{L_N} \geq (1 - \epsilon) \nu \quad \text{and} \quad \limsup_{N \to \infty} \frac{\kappa_N}{L_N} \leq (1 + \epsilon) \nu
\]

\( \mathbb{P} \)-almost surely. Since \( \epsilon > 0 \) can be chosen arbitrarily, the last statement of this theorem is also shown.

**Lemma A.4.** For all \( 0 < \epsilon < 1 \) and for \( \mathbb{P} \)-almost all \( \omega \in \Omega \) there exists an \( \tilde{N} \in \mathbb{N} \) such that for all \( N \geq \tilde{N} \),

\[
\mathbb{P}_N \left( \frac{\kappa_N}{L_N} \right) \leq \begin{cases} \hat{\beta}_\omega^j, & \text{if } j \in J_{[(1-\epsilon)\nu L_N/2]} \\ \hat{\beta}_\omega^j, & \text{if } j \in J_{[\nu L_N]} \\ 0, & \text{if } j \notin \mathbb{Z} \setminus \{0\} \end{cases}
\]

where \( J_k := \{-k, -k+1, \ldots, k-1, k\} \setminus \{0\} \), \( k \in \mathbb{N} \).

**Proof.** Recall that \( \mathbb{P}_N \left( \frac{\kappa_N}{L_N} \right) \leq \hat{\beta}_\omega^j \) for all \( j \in \mathbb{Z}, N \in \mathbb{N}, \) and \( \omega \in \Omega \). In addition, we have \( \hat{\beta}_\omega^j = \hat{\beta}_\omega^j \) for all \( j \in \mathbb{Z}, N \in \mathbb{N}, \) and \( \omega \in \Omega \) for which \( \hat{\beta}_\omega^j \subset \Lambda_N \), that is, for which \( \hat{\beta}_\omega^j \) is entirely within the window \( \Lambda_N \). Similarly, we have \( \hat{\beta}_\omega^j = 0 \) for every \( j \in \mathbb{Z}, N \in \mathbb{N}, \) and \( \omega \in \Omega \) for which \( \Lambda_N \) is entirely outside the window \( \Lambda_N \).

We now determine when either of the last two cases holds. By \( \kappa_N^{(1)} \in \mathbb{N} \), we denote the number of atoms of the Poisson random measure within \( (-L_N/2,0) \). Similarly, the number of atoms of the Poisson random measure within \( [0,L_N/2] \) shall be \( \kappa_N^{(2)} \in \mathbb{N} \). Let an arbitrary \( 0 < \epsilon < 1 \) be given. Since there are not \( \kappa_N^{(1)} \) but \( \kappa_N^{(2)} + 1 \) many intervals within \( \Lambda_N \), we then pick an arbitrary \( 0 < \epsilon' < \epsilon \). With an appropriate version of Lemma \( A.3 \) we then conclude that for \( \mathbb{P} \)-almost all \( \omega \in \Omega \) there exists an \( \tilde{N} \in \mathbb{N} \) such that for all \( N \geq \tilde{N} \),

\[
\frac{1}{2} (1 - \epsilon') \nu L_N \leq \kappa_N^{(1)} \leq \frac{1}{2} (1 + \epsilon') \nu L_N
\]

and

\[
\frac{1}{2} (1 - \epsilon') \nu L_N \leq \kappa_N^{(2)} \leq \frac{1}{2} (1 + \epsilon') \nu L_N.
\]

**Lemma A.5.** For all \( 0 < \epsilon < 1 \) there exists a set \( \tilde{\Omega} \subset \Omega \) with \( \mathbb{P}(\tilde{\Omega}) = 1 \) and the following property: For every \( \omega \in \tilde{\Omega} \) there exists an \( \tilde{N} = \tilde{N}(\epsilon, \omega) \) such that for all \( N \geq \tilde{N} \) one has

\[
\mathbb{P}_N \left( \max \left\{ \hat{\beta}_\omega^j : j \in J_{[(1-\epsilon)\nu L_N/2]} \right\} \leq \nu^{-1} \left[ \ln(L_N) - (1 + \epsilon) \ln(\ln(L_N)) \right] \right) \leq \left( 1 - \frac{\ln(L_N)^{1+\epsilon}}{L_N} \right)^{2(1-\epsilon)\nu L_N/2}.
\]

**Proof.** Let \( 0 < \epsilon < 1 \) be arbitrarily given. As a first step, we conclude that

\[
\mathbb{P} \left( \max \left\{ \hat{\beta}_\omega^j : j \in J_{[(1-\epsilon)\nu L_N/2]} \right\} < \nu^{-1} \left[ \ln(L_N) - (1 + \epsilon) \ln(\ln(L_N)) \right] \right) \leq \left( 1 - \frac{\ln(L_N)^{1+\epsilon}}{L_N} \right)^{2(1-\epsilon)\nu L_N/2}.
\]
Here, we used the fact that \( \{ \hat{\beta}^\omega : j \in \mathbb{Z} \setminus \{0\} \} \) are mutually independent, exponentially distributed random variables. With the inequality \( \ln(1 - x) \leq -x \) for all \( 0 < x < 1 \), we obtain the bound

\[
2 \left[ \frac{(1 - \epsilon) \nu L_N}{2} \right] \cdot \ln \left( 1 - \left[ \frac{\ln(L_N)^{1+\epsilon}}{L_N} \right] \right) \leq -(1 - \epsilon) \nu [\ln(L_N)]^{1+\epsilon} \leq -2 \ln(N)
\]

for all but finitely many \( N \in \mathbb{N} \). Therefore, we have

\[
\sum_{N=1}^{\infty} \left( 1 - \left[ \frac{\ln(L_N)^{1+\epsilon}}{L_N} \right] \right)^{2(1-\epsilon)\nu L_N/2} < \infty
\]

and, consequently, also

\[
\sum_{N=1}^{\infty} \mathbb{P} \left( \max \left\{ \hat{\beta}^\omega : j \in J_{(1-\epsilon)\nu L_N/2} \right\} < \nu^{-1} \left( \ln(L_N) - (1 + \epsilon) \ln[\ln(L_N)] \right) \right) < \infty.
\]

By using Borel–Cantelli’s lemma, it now follows that there exists a set \( \tilde{\Omega}_1 \subset \Omega \) with \( \mathbb{P}(\tilde{\Omega}_1) = 1 \) and the following property. For every \( \omega \in \tilde{\Omega}_1 \) there exists an \( \tilde{N}_1 = \tilde{N}_1(\epsilon, \omega) \in \mathbb{N} \) such that

\[
\max \left\{ \hat{\beta}^\omega : j \in J_{(1-\epsilon)\nu L_N/2} \right\} \geq \nu^{-1} \left( \ln(L_N) - (1 + \epsilon) \ln[\ln(L_N)] \right)
\]

for all \( N \geq \tilde{N}_1 \).

On the other hand, according to Lemma A.4 there exists also a set \( \tilde{\Omega}_2 \subset \Omega \) with \( \mathbb{P}(\tilde{\Omega}_2) = 1 \) and the following property. For every \( \omega \in \tilde{\Omega}_2 \) there exists an \( \tilde{N}_2 = \tilde{N}_2(\epsilon, \omega) \in \mathbb{N} \) such that for all \( N \geq \tilde{N}_2 \) it is

\[
\left\{ \hat{\beta}^\omega : j \in J_{(1-\epsilon)\nu L_N/2} \right\} \subset \left\{ \hat{\beta}_N^\omega : j \in \mathbb{Z} \setminus \{0\} \right\} \setminus \{0\}.
\]

and therefore

\[
\max \left\{ \hat{\beta}^\omega : j \in J_{(1-\epsilon)\nu L_N/2} \right\} \leq \max \left\{ \hat{\beta}_N^\omega : j \in \mathbb{Z} \setminus \{0\} \right\} = \hat{\beta}_N^{1,\omega}.
\]

Altogether, we thus have shown that for every \( \omega \in \tilde{\Omega}_1 \cap \tilde{\Omega}_2 \) there exists an \( \tilde{N} := \max\{\tilde{N}_1, \tilde{N}_2\} \) such that for all \( N \geq \tilde{N} \) we have

\[
\hat{\beta}_N^{1,\omega} \geq \max \left\{ \hat{\beta}^\omega : j \in J_{(1-\epsilon)\nu L_N/2} \right\} \geq \nu^{-1} \left( \ln(L_N) - (1 + \epsilon) \ln[\ln(L_N)] \right).
\]

Since \( \mathbb{P}(\tilde{\Omega}_1 \cap \tilde{\Omega}_2) = 1 \), we have proved this theorem. \( \square \)

For the next lemma recall the definition of \( \hat{\beta}_N^{1,\omega} \) and \( \hat{\beta}_N^{2,\omega} \) in the proof of Theorem 3.1.

**Lemma A.6.** For any \( a > 0 \) and \( 0 < \eta < 1/2 \), we have

\[
\lim_{N \to \infty} \mathbb{P} \left( \frac{\hat{\beta}_N^{1,\omega} - \hat{\beta}_N^{2,\omega}}{\eta} \geq \frac{a}{N^{1-\eta}} \right) = 1.
\]
Proof. For all $k \in \mathbb{N}$, let $\{U_j\}_{j=1}^k$ be a set of $k$ independent and identically distributed random variables with common probability density $\nu e^{-\nu u}$. For all $k \geq 2$, we define $l_{k,>}^{1,\omega}$ and $l_{k,>}^{2,\omega}$ as the largest and the second largest element of the set $\{U_j\}_{j=1}^k$, respectively. Then for any $2 \leq k \in \mathbb{N}$ and with
\[
\tilde{\Omega}_k := \left\{ l_{k,>}^{1,\omega} - l_{k,>}^{2,\omega} \geq \frac{a}{(k+1)^{1-\tilde{\eta}}} \right\}
\]
one has, see also [LZ07 Section 6.3],
\[
P(\tilde{\Omega}_k) = k(k-1) \int_0^\infty \int_0^{x-a(k+1)^{-1+\tilde{\eta}}} (1 - e^{-\nu y})^{k-2} \nu e^{-\nu x} \nu e^{-\nu y} \, dy \, dx
\]
\[
= k \int_0^\infty \left(1 - e^{-\nu (x-a(k+1)^{-1+\tilde{\eta})}}\right)^{k-1} \nu e^{-\nu x} \, dx
\]
\[
= e^{-\nu a(k+1)^{-1+\tilde{\eta}}}.\]

We hence conclude that, see also [SYZ12 Section 3.3.3],
\[
\lim_{N \to \infty} P \left( \tilde{\tilde{\Omega}}_{k,>}^{1,\omega} - \tilde{\tilde{\Omega}}_{k,>}^{2,\omega} \geq \frac{a}{(\kappa_N^\omega + 1)^{1-\tilde{\eta}}} \right)
\]
\[
\geq \sum_{k=(1-L_N^\epsilon)^{\nu L_N}}^{(1+L_N^\epsilon)^{\nu L_N}} P \left( \left\{ l_{k,>}^{1,\omega} - l_{k,>}^{2,\omega} \geq \frac{a}{(k+1)^{1-\tilde{\eta}}} \right\} \cap \{ \kappa_N^\omega = k \} \right)
\]
\[
\geq \lim_{N \to \infty} \sum_{k=(1-L_N^\epsilon)^{\nu L_N}}^{(1+L_N^\epsilon)^{\nu L_N}} \left[ P(\tilde{\Omega}_{k-2}) + P(\kappa_N^\omega = k) - 1 \right]
\]
\[
= 1
\]
where $\tilde{\eta} < \epsilon < 1/2$. Here, we used the fact that
\[
\lim_{N \to \infty} \sum_{k=(1-L_N^\epsilon)^{\nu L_N}}^{(1+L_N^\epsilon)^{\nu L_N}} P(\kappa_N^\omega = k) = 1.
\]
since, see inequalities ([A.4] and [A.5]),
\[
\lim_{N \to \infty} P \left( \kappa_N^\omega < (1 - L_N^\epsilon)^{\nu L_N} \right) = \lim_{N \to \infty} P \left( \kappa_N^\omega > (1 + L_N^\epsilon)^{\nu L_N} \right) = 0.
\]
In addition,
\[
\lim_{N \to \infty} \sum_{k=(1-L_{N}^{\ast})^{\nu}L_{N}}^{(1+L_{N}^{\ast})^{\nu}L_{N}} \left| P(\tilde{\Omega}_{k-2}) - 1 \right| \leq \lim_{N \to \infty} \sum_{k=(1-L_{N}^{\ast})^{\nu}L_{N}}^{(1+L_{N}^{\ast})^{\nu}L_{N}} \left| P(\tilde{\Omega}_{k-2}) - 1 \right|
\]
\[
\leq \lim_{N \to \infty} \sum_{k=(1-L_{N}^{\ast})^{\nu}L_{N}}^{(1+L_{N}^{\ast})^{\nu}L_{N}} \nu a(k - 1)^{-1+\eta}
\]
\[
\leq \lim_{N \to \infty} \nu a \frac{2L_{N}^{-\epsilon} \nu L_{N}}{[1 - (1 - L_{N}^{\ast})^{\nu}L_{N} - 1]^{1-\eta}}
\]
\[
\leq \lim_{N \to \infty} \nu a \frac{2\nu L_{N}^{1-\epsilon}}{1^{1-\eta}} = 0,
\]
since \(\hat{\eta} < \epsilon\). Lastly, again due to inequality (A.5),
\[
\lim_{N \to \infty} P \left( \hat{i}_{1,\omega}^{1,\omega_{N},>} > \frac{\nu a}{(2\nu \rho^{-1}N)^{1-\eta}} \right)
\]
\[
\geq \lim_{N \to \infty} P \left( \begin{array}{c}
\hat{i}_{1,\omega}^{1,\omega_{N},>} - \hat{i}_{2,\omega_{N},>} > \frac{\nu a}{(\nu \rho^{-1}N + 1)^{1-\eta}} \cap \left\{ \kappa_{N}^{\omega} \leq 2\nu \rho^{-1}N - 1 \right\} \end{array} \right)
\]
\[
\geq \lim_{N \to \infty} P \left( \hat{i}_{1,\omega}^{1,\omega_{N},>} - \hat{i}_{2,\omega_{N},>} > \frac{\nu a}{(\nu \rho^{-1}N + 1)^{1-\eta}} \right) + \lim_{N \to \infty} P \left( \kappa_{N}^{\omega} \leq 2\nu \rho^{-1}N - 1 \right) - 1 = 1.
\]
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