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Abstract

In this article we consider area preserving diffeomorphisms of planar domains, and we are interested in their conformal points, i.e., points at which the derivative is a similarity. We present some conditions that guarantee existence of conformal points for the infinitesimal problem of Hamiltonian vector fields as well as for what we call moderate symplectomorphisms of simply connected domains. We also link this problem to the Carathéodory and Loewner conjectures.

1 Introduction

A conformal point of a diffeomorphism $F : \mathbb{R}^2 \to \mathbb{R}^2$ is a point at which the derivative $dF$ is a similarity. In this article we consider area preserving diffeomorphisms of planar domains, and we are interested in their conformal points. Although such an area preserving diffeomorphism may be free of conformal points (see Example 2.1 below), we present some conditions on $F$ that guarantee their existence.

There are several motivations for this study. It was sparked by a question posed on MathOverflow [20], apparently motivated by the elasticity theory:
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Is it true that an area preserving diffeomorphism of the closed unit disc \( D^2 \subset \mathbb{R}^2 \) possesses conformal points?

We start with the infinitesimal version of the problem where a symplectomorphism is replaced by a Hamiltonian vector field. In terms of the Hamiltonian function \( H(x, y) \), a point \((x, y)\) is conformal if two conditions on the second partial derivatives hold:

\[
H_{xx}(x, y) = H_{yy}(x, y), \quad H_{xy}(x, y) = 0.
\]

There are two ways to interpret conditions (1). The first is to consider the Hessian

\[
\text{Hess}(H) = \begin{pmatrix}
H_{xx} & H_{yx} \\
H_{xy} & H_{yy}
\end{pmatrix}
\]

This symmetric matrix has two orthogonal eigendirections, giving rise to two fields of directions, and a conformal point is a singular point of these fields, occurring when the Hessian is a scalar matrix.

This is similar to the fields of principal directions on a surface in \( \mathbb{R}^3 \). The singularities of this field are the umbilic points of the surface, the points where the two principal curvatures are equal. This connection to classical differential geometry provides a context and it is one of our motivations.

The famous Carathéodory conjecture asserts that a smooth closed surface in \( \mathbb{R}^3 \) homeomorphic to the sphere has at least two distinct umbilic points. The sum of indices of the singular points of the field of principal direction equals 2, the Euler characteristic of \( S^2 \). Since the indices of singular points of line fields are half-integers, one concludes that the algebraic number of umbilic points equals 4. See Figure 1 for the umbilic points on a triaxial ellipsoid.

The Carathéodory conjecture has a long and complicated history, see, e.g., [6, 17] and the references therein. The main approach to it in the literature is local: conjecturally, the index of a singular point of the field of principal directions does not exceed 1; this conjecture implies the Carathéodory conjecture. Examples of umbilics with every index not exceeding 1 are known.

Another way to interpret conditions (1) is to consider the vector field

\[
V = (H_{yy} - H_{xx}) \partial_x - 2H_{xy} \partial_y
\]

whose zeros are the conformal points. The components of the vector field \( V \) are the real and imaginary parts of \((\partial_x + i\partial_y)^2 H(x, y)\), where \( \partial_x + i\partial_y \) is the Cauchy-Riemann operator.
Loewner’s conjecture concerns the indices of isolated zeros of planar vector fields $V_n$ whose two components are the real and imaginary parts of $(\partial_x + i\partial_y)^n H(x, y)$, where $H(x, y)$ is a smooth function. We call these zeros Loewner points. Loewner’s conjecture states that the index of an isolated zero of $V_n$ does not exceed $n$, see [19]. For $n = 1$, this is the well known statement that the index of an isolated zero of a gradient vector field is not greater than 1.

In the case $n = 2$, Loewner’s conjecture is intimately related with the Carathéodory conjecture. In addition to differential geometry, Loewner’s conjecture is related with hydrodynamics, see Section 3 of [15]. The connection of conformal points to the Loewner conjecture is another motivation for this study.

Let us formulate our results.

In Section 2 we prove that if $H$ is a smooth function in a simply connected domain $D \subset \mathbb{R}^2$ such that $dH$ vanishes along the boundary and the system (1) has no solutions on $\partial D$, then there are two solutions inside $D$, counting with multiplicities. Under the same assumptions on $H$, we extend this result to conformal points of the Hamiltonian vector field of $H$ in a simply connected 2-dimensional domain with a general Riemannian metric.

In Section 3 we extend this result to Loewner points: if a smooth function $H$ in a simply connected domain $D \subset \mathbb{R}^2$ is constant on the boundary, its first $n - 1$ normal derivatives vanish, and the respective vector field $V_n$ has no zeros on $\partial D$, then there are $n$ Loewner points inside $D$, counting with multiplicities.
In Section 4 we consider conformal points of symplectomorphisms of simply connected domains $D \subset \mathbb{R}^2$. We prove that if a symplectomorphism preserves $\partial D$ pointwise and is moderate then it possess two conformal points, counted with multiplicity. The definition of a moderate symplectomorphism is given in Section 4; informally speaking, a moderate symplectomorphism is sufficiently close, with its first derivatives, to the identity map.

In this sense, this result is akin to the first results on the existence of symplectic fixed points, before the advent of the pseudo-holomorphic curves and the Floer homology. We wonder whether the existence of conformal points can be tackled using the techniques of the modern symplectic topology.

Section 5 concerns various interpretations of the Carathéodory conjecture and its relation to conformal points. We show that, in a proper sense, umbilic points are conformal points of a Hamiltonian vector field on $S^2$, and we conjecture that an area preserving diffeomorphism of $S^2$ possesses at least two distinct conformal points.

## 2 Conformal points of Hamiltonian vector fields

Let $D \subset \mathbb{R}^2$ be a connected and simply connected domain $D$ with non-empty interior, bounded by a smooth closed curve $\gamma$. Let $H : D \to \mathbb{R}$ be a smooth function defined in a neighborhood of $D$ and which is constant on $\gamma$. Thus, its Hamiltonian vector field $X_H = H_y \partial_x - H_x \partial_y$ is tangent to the boundary $\gamma$. We ask if the time-$\varepsilon$-flow $F_\varepsilon : D \to D$ of $X_H$ has conformal points. That this is not true without further assumptions is illustrated by the following example suggested to us by D. Panov.

**Example 2.1.** Let $\gamma$ be the ellipse $x^2 + cy^2 = 1$ and $H(x, y) = x^2 + cy^2$. If $c \neq 1$, the Hamiltonian vector field $H_y \partial_x - H_x \partial_y$ has no conformal points, i.e., the infinitesimal symplectomorphism given by

$$F : (x, y) \mapsto (x + \varepsilon H_y, y - \varepsilon H_x) = (x + 2\varepsilon cy, y - 2\varepsilon x).$$

has no conformal points. By continuity, it follows that, for sufficiently small $\varepsilon \neq 0$, the time-$\varepsilon$-flow of this Hamiltonian vector field is free from conformal points as well.

This example points towards a difference between this question and say a fixed-point problem. Indeed, the time-$\varepsilon$-flow $F_\varepsilon$ of an autonomous vector
field $X$ is fixed-point free for all sufficiently small $\varepsilon > 0$ if and only if $X$ has no zeros. However, it is unclear to us if the existence of a conformal point for the Hamiltonian vector field forces the existence of conformal point for the time-$\varepsilon$-flow. Nevertheless, the infinitesimal question is interesting on its own right and links to the Carathéodory and Loewner conjectures as we mentioned in the introduction. We return to the question for time-$\varepsilon$-flows in Section 4.

**Problem 2.2.** Is there an example of a Hamilton function $H : D \to \mathbb{R}$ such that the Hamiltonian vector field has a conformal point but for all sufficiently small $\varepsilon \neq 0$ the time-$\varepsilon$-flow of $H$ has no conformal point?

Let us now consider a general infinitesimal symplectomorphism

$$F : (x, y) \mapsto (x + \varepsilon H_y, y - \varepsilon H_x)$$

generated by $H : D \to \mathbb{R}$ with $H$ being constant on $\gamma$. The Jacobian of $F$ is

$$
\begin{pmatrix}
1 + \varepsilon H_{xy} & \varepsilon H_{yy} \\
-\varepsilon H_{xx} & 1 - \varepsilon H_{xy}
\end{pmatrix}.
$$

$F$ has conformal points, by definition, if this Jacobian matrix is an infinitesimal similarity, that is, if and only if

$$H_{xx} = H_{yy}, \ H_{xy} = 0,$$

(equation (1), i.e., if the Hessian $\text{Hess}(H)$ of $H$ is a scalar matrix.

Let $\gamma(t)$ be an arc length parameterization of the boundary of $D$, and let $k(t)$ be the curvature of $\gamma(t)$. Assume that $\gamma$ is oriented as the boundary of $D$ and let $n(t)$ be the inward unit normal vector field along $\gamma$. A sufficiently small neighborhood of $\gamma$ is parameterized as $\gamma(t) + sn(t), s \in (-\varepsilon, \varepsilon)$. Near $\gamma$ we write the Hamiltonian function as $H(t, s)$.

**Theorem 1.** Let the function $H : D \to \mathbb{R}$ be constant on the boundary $\gamma$ of $D$. We assume that the system of equations (1) has isolated solutions in $D$, none of which lie on the boundary of $D$. If $H$ satisfies one of the following conditions

i) $H_{ss}(t, 0) + k(t)H_s(t, 0)$ does not vanish on $\gamma$,

ii) $H$ has zero normal derivative along $\gamma$,
then [1] has two solutions in the interior of $D$, counting with multiplicities.

Before giving a proof, we make two comments. First, since $H$ is constant on $\gamma$, one can write $H(t, s) = c + sh(t, s)$, where $h$ is a smooth function. Then along the boundary $\gamma$ of $D$

$$H_{ss}(t, 0) + k(t)H_s(t, 0) = 2h_s(t, 0) + k(t)h(t, 0).$$

If $\gamma$ has positive curvature, that is, $k > 0$, one can always add a constant to $h$ to ensure that $H_{ss}(t, 0) + k(t)H_s(t, 0) > 0$ for all $t$.

Second, since $H$ is constant on $\gamma$, having zero normal derivative is equivalent to $dH = 0$ on $\gamma$, that is, to the Hamiltonian vector field $H_y \partial_x - H_x \partial_y$ being identically zero on the boundary.

**Proof.** We consider the vector field

$$V = (H_{yy} - H_{xx}) \partial_x - 2H_{xy} \partial_y$$

(equation [2]). By assumption, $V$ has finitely many zeros in $D$, none of which lie on the boundary. We want to show that $V$ has at least two zeros inside $D$, counted with multiplicities. For that purpose we compute the vector field $V$ along $\gamma$ in $(t, s)$-coordinates.

Let $\alpha(t)$ be the direction of $\gamma(t)$, that is, $\gamma_t = (\cos \alpha, \sin \alpha)$. Then $k = \alpha_t$ and $n = (-\sin \alpha, \cos \alpha)$. Combining the assumption that $H$ is constant on $\gamma$, i.e., $H_t(t, 0) = H_{tt}(t, 0) = 0$, with a calculation using the chain rule yields

$$V(t, 0) = \left((H_{ss}(t, 0) + k(t)H_s(t, 0)) \cos 2\alpha + 2H_{st}(t, 0) \sin 2\alpha\right) \partial_x$$

$$+\left((H_{ss}(t, 0) + k(t)H_s(t, 0)) \sin 2\alpha - 2H_{st}(t, 0) \cos 2\alpha\right) \partial_y,$$

or, in complex notation,

$$V = (H_{ss} + kH_s - 2iH_{st}) e^{2i\alpha}.$$

Under the first assumption, i.e., if $H_{ss}(t, 0) + k(t)H_s(t, 0) \neq 0$ for all $t$, one has that $V$ has non-zero inner product with the vector field $\cos(2\alpha) \partial_x + \sin(2\alpha) \partial_y$. The latter has rotation number 2 along $\gamma$, hence the rotation number of $V$ also equals 2. The Poincaré-Hopf theorem implies that $V$ has two zeros inside $D$, counting multiplicities.

Under the second assumption, i.e., if $H$ has zero normal derivative along $\gamma$, then $H_s(t, 0) = H_{st}(t, 0) = 0$, and $V = H_{ss} e^{2i\alpha}$. By assumption, $V$ has
no zeros on the boundary, i.e., in this case, $H_{ss}$ does not vanish on the boundary. In particular, $V$ has again rotation number 2 along $\gamma$ and we conclude as above finishing the proof of Theorem 1.

Let us present an alternative argument in the second case. Instead of $V$ we consider the Hessian matrix $\text{Hess}(H)$. At a point where this matrix is not scalar, i.e., at a non-conformal point, it has two distinct eigenvalues with orthogonal eigendirections. One may distinguish between the two eigendirections by the value of the eigenvalues. Thus one obtains two orthogonal line fields whose common singularities are the conformal points.

The rotation number of a line field along a closed curve is its number of the complete turns divided by 2. In particular, the indices of singular points of line fields are half-integers. This convention is consistent with the rotation number for vector fields: when a non-oriented line makes a full turn, the respective oriented line makes only half a turn. See Figure 2 for a singularity of a line field with index $\frac{1}{2}$.

\begin{figure}[h]
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\includegraphics[width=0.2\textwidth]{line_field.png}
\caption{A singularity of a line field with index $\frac{1}{2}$.}
\end{figure}

The Poincaré-Hopf theorem holds also for line fields: the rotation number on the boundary of $D$ equals the sum of indices of its singularities inside $D$.

As explained above, the second assumption is equivalent to $dH = 0$ on the boundary curve $\gamma$, i.e., $\gamma$ is a critical curve of the function $H$. Therefore the tangent line to $\gamma$ is in the kernel of $\text{Hess}(H)$, hence it is an eigendirection. If there are no conformal points on the boundary, then $\gamma$ is an integral curve of one of the two fields of eigendirections of $\text{Hess}(H)$. It follows that the rotation number of this field around $\gamma$ is 1, and by the Poincaré-Hopf theorem it has to have singular points inside $D$. Since their indices are half-integers, one has at least two such points, counted with multiplicities. □

Remark 2.3. We saw that the vector field $V$ rotates twice as fast as the field of eigendirections of $\text{Hess}(H)$. This fact is known in the literature on the Carathéodory conjecture, see, e.g., [15].
The next example shows that, under the assumptions of Theorem 1, one may have exactly one conformal point (necessarily of multiplicity 2). We also discuss a limitation of the above argument if we allow for conformal points on the boundary of \( D \).

**Example 2.4.** Let \( D \) be the closed unit disc, and let \( H(\alpha, r) = r^a - \frac{2}{3}r^2 \), where \((\alpha, r)\) are polar coordinates on \( D \) and \( a > 2 \). This function is at least of class \( C^2 \) (and if \( a \) is an even integer, it is a polynomial), it is constant and has zero normal derivative on the boundary \( r = 1 \).

A calculation similar to the one in the proof of Theorem 1 yields

\[
V = \left( H_{rr} - \frac{1}{r} H_r \right) (\cos 2\alpha, \sin 2\alpha) = a(a - 2)r^{a-2}(\cos 2\alpha, \sin 2\alpha).
\]

This vector field \( V \) is non-singular in the punctured disc, and its only zero is the origin.

We now consider \( H \) as a function on \( D' := \{ z \in \mathbb{C} \mid |z - 1| \leq 1 \} \), the unit disk around \( 1 \in \mathbb{C} \). Then \( H \) has no conformal points in the interior but one of multiplicity 2 on the boundary. Moreover, the vector field \( V \) has precisely one zero which lies on the boundary.

As in the alternative argument above, one is tempted to consider the singular line field generated by the vector field \( V \) (with one singularity in \( 0 \in \partial D' \)) since it has a continuous extension to a non-singular line field along the boundary, namely the line field generated by the vector field \((\cos 2\alpha, \sin 2\alpha)\). Now the conclusion from the Poincaré-Hopf theorem seems to be that our example necessarily has two conformal points in the interior of \( D' \) which is wrong as explained above. The error lies in the fact that, while the line field indeed has a non-singular continuous extension to the boundary given by \((\cos 2\alpha, \sin 2\alpha)\), there is no continuous extension to all of \( D' \).

It is unclear to us what the correct statement of Theorem 1 is if we allow for zeros of \( V \), i.e., conformal points, on the boundary.

**Problem 2.5.** Is there a Hamiltonian function \( H : D \to \mathbb{R} \) such that the Hamiltonian vector field has only one conformal point with multiplicity 1 on the boundary of \( D \)?

The circle of questions makes sense on other surfaces. Since there are no topological obstructions on the torus coming from the Poincaré-Hopf theorem we pose the following problem.
**Problem 2.6.** Let $H(x,y)$ be a function on the torus $\mathbb{R}^2/L$ where $L$ is a lattice. Does the respective Hamiltonian vector field necessarily have conformal points? What about Hamiltonian symplectomorphisms?

We point out that elements from $SL(2,\mathbb{Z})$ acts on $\mathbb{R}^2/\mathbb{Z}^2$ by area-preserving maps and, except for the ± identity, none of them have conformal points. However, again except for the identity, none of them are Hamiltonian diffeomorphisms, i.e., generated by a Hamiltonian function on $\mathbb{R}^2/\mathbb{Z}^2$.

Finally, we extend case ii) of Theorem 1 to domains $D \subset \mathbb{R}^2$ as above but equipped with a general Riemannian metric. This metric induces a symplectic form and a conformal structure, and we may again consider conformal points of Hamiltonian vector fields.

**Theorem 2.** Let $dH = 0$ on the boundary $\gamma$ so that the Hamiltonian vector field $X_H$ of $H$ has no conformal points on $\gamma$. Then $X_H$ has two conformal points in the interior of the domain, counting with multiplicities.

**Proof.** Let the metric be given in the conformal form $\frac{1}{g(x,y)}(dx^2 + dy^2)$, where $g$ is a positive function. Then the symplectic form is $\frac{1}{g(x,y)}dx \wedge dy$, and therefore the Hamiltonian vector field of a function $H(x,y)$ is $g(x,y)(H_y \partial_x - H_x \partial_y)$.

A point $(x,y)$ is conformal for the Hamiltonian vector field if and only if

$$(gH_x)_x = (gH_y)_y, \quad (gH_y)_x = -(gH_x)_y.$$ 

As before, consider the vector field

$$V = [(gH_y)_y - (gH_x)_x] \partial_x - [(gH_x)_y + (gH_y)_x] \partial_y.$$ 

If $dH = 0$ on the boundary then, on $\gamma$, one has

$$V = g[(H_{yy} - H_{xx}) \partial_x - 2H_{xy} \partial_y].$$

This field still has rotation number 2 along $\gamma$, and the rest of the proof is the same as that of Theorem 1.

\[\Box\]

## 3 Loewner points

Consider the vector fields $V_n$ whose components are the real and imaginary parts of the function $(\partial_x + i\partial_y)^nH(x,y)$. One has $V_1 = \nabla H$, and $-V_2$ is the
vector field $V$ that we considered above. Recall that zeros of $V_n$ are termed Loewner points.

We extend case (ii) of Theorem 1 to Loewner points. Let $D$ be as in Theorem 3.

**Theorem 3.** Assume that the function $H$ is constant on the boundary $\gamma$ and has vanishing $j$-th normal derivatives along $\gamma$ for $j = 1, \ldots, n - 1$. Moreover, assume that the vector field $V_n$ has only isolated zeros in $D$ and no zeros on the boundary. Then $V_n$ has $n$ zeros in the interior of $D$, counting with multiplicities.

**Proof.** We use the same coordinates $(t,s)$ as before, and we again calculate the vector field $V_n$ along $\gamma$. The chain rule implies that

$$\partial_x + i\partial_y = e^{i\alpha(t)}\left(\frac{1}{1-sk(t)} \partial_t + i\partial_s\right) =: e^{i\alpha(t)}D$$

where we recall that $\alpha_t = k$. Moreover, we observe

\[
[D, e^{ina(t)}] f = D(e^{ina(t)}f) - e^{ina(t)}Df \\
= (De^{ina(t)}f + e^{ina(t)}Df - e^{ina(t)}Df) \\
= ne^{ina(t)} \frac{i\alpha_t(t)}{1-sk(t)} f,
\]

that is, the first-order differential operator $D$ satisfies the commutation relation

\[
[D, e^{ina(t)}] = ne^{ina(t)} \frac{ik(t)}{1-sk(t)} =: ne^{ina(t)}F(t,s),
\]

where the right hand side is the zero-order operator of multiplying by a function. Lemma 3.1 below then implies that

\[(\partial_x + i\partial_y)^n = e^{n\alpha}(D + (n - 1)F)(D + (n - 2)F) \ldots (D + F)D.\]

Using the specific form of $D$ one has

\[(D+(n-1)F)(D+(n-2)F) \ldots (D+F)D H(t,s) = \sum_{1 \leq j+k \leq n} c_{jk}(t,s)\partial_t^j \partial_s^k H(t,s),\]

where $c_{jk}(t,s)$ are some functions. Evaluating the right hand side on the boundary $\gamma$ and using the assumption that the first $n - 1$ normal derivatives
of $H$ vanish on $\gamma$, i.e., $\partial^j_s H(t, 0) = 0$ for $j = 1, \ldots, n - 1$, the only term that survives is $i^n (\partial_s^n H)(t, 0)$. It follows that on the boundary one has

$$V_n = i^n (\partial_s^n H)(t, 0) \, e^{i\alpha(t)},$$

and the proof concludes the same way as that of Theorem 1.

**Lemma 3.1.** Let $D$ be a first order differential operator on real-valued functions in several variables. We assume that $D$ satisfies the commutation relation $[D, a^n] = na^n b$, $n \in \mathbb{N}$, for some functions $a$ and $b$, where $a^n$ resp. $na^n b$ are understood as multiplication operators. Then

$$(aD)^n = a^n \prod_{k=1}^n (D + (n - k)b)$$

holds for all $n \in \mathbb{N}$.

**Proof.** We proceed by induction. The claim is clearly true for $n = 1$. For the induction step let $f$ be some function. To simplify the following computation we set $g := \prod_{k=1}^n (D + (n - k)b)f$. Then

$$(aD)^{n+1} f = (aD)(aD)^n f$$

$$= aD \left( a^n \prod_{k=1}^n (D + (n - k)b)f \right)$$

$$= aD(a^n g)$$

$$= a(a^n Dg + na^n bg)$$

$$= a^{n+1}(D + nb)g$$

$$= a^{n+1}(D + nb) \prod_{k=1}^n (D + (n - k)b)f$$

$$= a^{n+1} \prod_{k=0}^n (D + (n - k)b)f$$

$$= a^{n+1} \prod_{k=1}^{n+1} (D + (n + 1 - k)b)f$$

completes the proof by induction. We used the induction assumption in the second equation and the commutation relation in the fourth equation. \qed
4 Conformal points of moderate symplectomorphisms

We now consider an extension of the second case of Theorem 1 to symplectomorphisms of a domain in $\mathbb{R}^2$ satisfying a certain condition to be defined below.

We continue to assume that $D$ is as above, that is, a connected and simply connected domain $D$, bounded by a smooth closed curve $\gamma$. Consider a symplectomorphism $F: D \to D$, and let $G \subset D \times D \subset \mathbb{C}^2$ be its graph.

We equip $\mathbb{C}^2$ with the symplectic form $\omega_1 \ominus \omega_2$, where $\omega_1$ and $\omega_2$ are the pullbacks of the standard area form in $\mathbb{C} = \mathbb{R}^2$ to the first and the second summands. Let $\mathbb{C} \cong \Delta \subset \mathbb{C}^2$ be the diagonal, the graph of the identity map. Graphs of symplectomorphisms are Lagrangian submanifolds.

Let $L: (z_1, z_2) \mapsto (w_1, w_2)$ be the complex linear map $\mathbb{C}^2 \to \mathbb{C}^2$ given by the formulas

$$w_1 = \frac{z_1 + z_2}{2}, \quad w_2 = i(z_1 - z_2).$$

We denote $z_j = x_j + iy_j, w_j = u_j + iv_j, j = 1, 2.$

Lemma 4.1. The map $L$ is a symplectomorphism between $(\mathbb{C}^2, \omega_1 \ominus \omega_2)$ and $(T^*\Delta \cong \mathbb{C}^2, d\lambda)$ where $\lambda = u_2du_1 + v_2dv_1$.

Proof. The required equality

$$dx_1 \wedge dy_1 - dx_2 \wedge dy_2 = du_2 \wedge du_1 + dv_2 \wedge dv_1$$

is verified by a direct calculation. □

Consider a symplectomorphism $F$ whose graph $G \subset \mathbb{C}^2$ is transverse to the fibers of the cotangent bundle $T^*\Delta$, that is, $G$ needs to be transverse to the projection $pr: \mathbb{C}^2 \cong T^*\Delta \to \Delta$ which in the identification of Lemma 4.1 simply is the map

$$(z_1, z_2) \mapsto pr(z_1, z_2) = \left(\frac{z_1 + z_2}{2}, \frac{z_1 + z_2}{2}\right).$$

We call such symplectomorphisms moderate.

In particular, $F$ is moderate if it is $C^1$-close to the identity. More precisely, one has the next result. Let the symplectomorphism of $D$ be given by $(x, y) \mapsto F(x, y) = (f(x, y), g(x, y))$, in particular, $f_xg_y - f_yg_x = 1.$
Lemma 4.2. The graph $G$ of the symplectomorphism $F$ is transverse to the fibers of $T^*\Delta$ near a point $(z, F(z)) \in G$ if and only if $2 + f_x(z) + g_y(z) \neq 0$ with $z = x + iy$. In particular, $F$ is moderate if and only if $2 + f_x + g_y \neq 0$ for all $(x, y) \in D$.

Remark 4.3. In other words the graph $G$ a symplectomorphism $F$ is transverse to the fibers of $T^*\Delta$ if its Jacobian in $SL(2, \mathbb{R})$ is never negative parabolic. It easy to see that, e.g., the graph of a shear $(x, y) \mapsto (-x \pm y, -y)$ indeed is not transverse to the fibers.

Proof. One has $G = \{(x, y, f, g) \mid (x, y) \in D\}$, and its tangent space is spanned by the vectors $(1, 0, f_x, g_x)$ and $(0, 1, f_y, g_y)$. The kernel of the projection on the diagonal is spanned by the vectors $(1, 0, -1, 0)$ and $(0, 1, 0, -1)$. These two spaces are not transverse if and only if

$$\det \begin{pmatrix} 1 & 0 & f_x & g_x \\ 0 & 1 & f_y & g_y \\ 1 & 0 & -1 & 0 \\ 0 & 1 & 0 & -1 \end{pmatrix} = 0.$$ 

This determinant equals $(1 + f_x)(1 + g_y) - f_yg_x = 2 + f_x + g_y$, and the result follows.

Let $\bar{D} \subset \Delta$ be the diagonal embedding of $D$, i.e., the graph of $id_D$, and denote by $\bar{\gamma}$ its boundary.

Lemma 4.4. Assume that $F$ is moderate and is the identity on the boundary $\gamma$. Then $pr : G \to \bar{D}$ is a diffeomorphism.

Proof. That $pr$ is a map onto $\bar{D}$ is a fairly general topological argument and does not use that $G$ is transverse to the fibers.

Indeed, assume that $B \subset \mathbb{R}^n$ is smooth $n$-dimensional manifold with boundary homeomorphic to the closed unit ball and $\Phi : B \to \mathbb{R}^n$ is a continuous map with $\Phi|_{\partial B} = id$. We claim that $B \subset \Phi(B)$ holds.

Assume for a contradiction that we find a point $p \in B \setminus \Phi(B)$. Then we may consider the map $\varphi : \partial B \to B \xrightarrow{\Phi} \mathbb{R}^n \setminus \{p\} \xrightarrow{r} \partial B$ where the map $r : \mathbb{R}^n \setminus \{p\} \to \partial B$ is a retraction. Here we use that $p \in B$, in fact, $p \in \bar{D}$ since $\Phi|_{\partial B} = id$. Moreover, $\Phi|_{\partial B}$ is not null-homotopic again since $\Phi|_{\partial B} = id$. On the other hand $\Phi$ factors through the contractible set $B$, i.e., is null-homotopic, and thus so is $\Phi|_{\partial B}$. This contradiction shows that $B \subset \Phi(B)$.
Applying this to $\Phi : B := \bar{D} \to \mathbb{C}$ with $\Phi(z, z) := \text{pr}(z, F(z))$ we conclude $\bar{D} \subset \text{pr}(G) = \Phi(\bar{D})$.

Now assume that $F$ is in addition transverse to $\text{pr}$. Then $\text{pr}$ is a local diffeomorphism. Let us prove that $\text{pr}(G) \subset \bar{D}$. This would imply that $\text{pr}$ is a covering, but since $\bar{D}$ is simply connected, it must be a diffeomorphism.

Choose a point $(w, w) \in \text{pr}(G) \setminus \bar{D} \subset \Delta$ having maximal distance to some fixed point $o \in \bar{D}$. Choose $(z, F(z)) \in G$ with $\text{pr}(z, F(z)) = (w, w)$. Since $\text{pr}$ is a local diffeomorphism the point $(z, F(z))$ needs to be on the boundary of $G$: otherwise we could move its projection $(w, w) = \text{pr}(z, F(z))$ further away from $o$. Since $G$ is diffeomorphic to $D$ and $F$ is the identity on $\partial D$ we actually conclude $(z, F(z)) = (z, z) = (w, w) \in \partial \bar{D}$.

In conclusion, the points of $\text{pr}(G)$ of maximal distance to $o$ are on the boundary of $\bar{D}$, in particular, $\text{pr}(G) \subset \bar{D}$, as claimed.

Remark 4.5. We point out that in the previous proof of $\text{pr}(G) \subset \bar{D}$ we did neither use that $F$ is a symplectomorphism nor that $D$ is simply connected. Moreover, this statement has the following geometric interpretation. The mid-point map $D \ni z \mapsto \frac{1}{2}(z + F(z)) \in \mathbb{C}$ takes values inside $D$ if $F$ is moderate and the identity on the boundary. For non-convex domains $D$ this is geometrically not directly clear to us.

We are ready to extend Theorem 1 to moderate symplectomorphisms.

Theorem 4. Let $F$ be a moderate symplectomorphism of $D$ which is the identity on the boundary $\gamma$. Assume that $F$ has no conformal points on $\gamma$. Then $F$ possesses at least two conformal points inside $D$, counted with multiplicity.

Proof. A point $(x, y)$ is conformal if and only if

$$f_x(x, y) = g_y(x, y), \quad f_y(x, y) = -g_x(x, y).$$

We claim that, counted with multiplicity, $f_x + g_x$ and $g_y - f_x$ vanish simultaneously at at least two points. We shall reduce this to case ii) in Theorem 1.

In the notation of Lemma 4.4, $x = x_1, y = y_1$ and, accordingly, we write $u$ for $u_1$ and $v$ for $v_1$. Thus $(u, v)$ are coordinates in $\bar{D}$, and Lemma 4.4 implies that $(x, y) \mapsto (u, v)$ is a diffeomorphism. Therefore we may consider $f_x(x, y) - g_y(x, y)$ and $f_y(x, y) + g_x(x, y)$ as functions of $u$ and $v$. We “pack” these two functions in a vector filed

$$V = (f_x(x, y) - g_y(x, y)) \partial u + (f_y(x, y) + g_x(x, y)) \partial v.$$
Our goal is to show that $V$ has two zeros inside $\bar{D}$. For this purpose, we calculate $V$ on the boundary $\bar{\gamma}$.

The graph $G$ of $F$ is Lagrangian and, by assumption, transverse to the fibers of $T^*\Delta$. Thus the graph is a section of the cotangent bundle given by the differential of a function $H : \bar{D} \to \mathbb{R}$. Since $F = (f, g)$ is the identity on $\gamma$, one has $dH = 0$ on $\bar{\gamma}$.

Using the coordinate change from Lemma 4.1 we obtain the following formulas involving the graph $G = \{(x, y, f, g) \mid (x, y) \in D\}$ and $dH$

$$
\begin{align*}
2x &= 2u + H_v, & 2f &= 2u - H_v, \\
2y &= 2v - H_u, & 2g &= 2v + H_u.
\end{align*}
$$

Taking differentials, it follows that

$$
\begin{align*}
2dx &= 2du + H_{uv}du + H_{vv}dv, & 2f_x dx + 2f_y dy &= 2du - H_{uv}du - H_{vv}dv, \\
2dy &= 2dv - H_{uu}du - H_{uv}dv, & 2g_x dx + 2g_y dy &= 2dv + H_{uu}du + H_{uv}dv.
\end{align*}
$$

Substitute the two left equations into the right ones and equate the resulting $1$-forms to obtain

$$
\begin{align*}
f_x(4 - H_{uv}^2 + H_{uu}H_{vv}) &= 4 + H_{uv}^2 - H_{uu}H_{vv} - 4H_{uv}, \\
f_y(4 - H_{uv}^2 + H_{uu}H_{vv}) &= -4H_{vv}, \\
g_x(4 - H_{uv}^2 + H_{uu}H_{vv}) &= 4H_{uu}, \\
g_y(4 - H_{uv}^2 + H_{uu}H_{vv}) &= 4 + H_{uv}^2 - H_{uu}H_{vv} + 4H_{uv}.
\end{align*}
$$

Denote by $t$ the variable along $\bar{\gamma}$. Then deriving $H_u = 0$ resp. $H_v = 0$ along $\bar{\gamma}$ we obtain from the chain rule

$$
H_{uu}u_t + H_{uv}v_t = 0, \ H_{uv}u_t + H_{vv}v_t = 0.
$$

It follows that $H_{uu}H_{vv} = H_{uv}^2$, and we obtain

$$
\begin{align*}
f_y + g_x &= H_{uu} - H_{vv}, & g_y - f_x &= 2H_{uv}
\end{align*}
$$

along $\bar{\gamma}$. Therefore, along $\bar{\gamma}$, one has

$$
V = (H_{uu} - H_{vv}) \partial u + 2H_{uv} \partial v,
$$

which takes us to the second case of Theorem 1. Its proof shows exactly the desired assertion. \hfill \square
5 Carathéodory conjecture and complex points of Lagrangian surfaces

5.1 Geometry of the space of oriented lines

In this section we survey the geometry of the space of oriented lines in $\mathbb{R}^3$ and the space of oriented non-parameterized geodesics in $S^3$ and $H^3$. We refer to [1, 8, 9, 10] and Section 5.6 of [14] for the material of this and the subsequent sections.

To start with, the space $G(M)$ of oriented non-parameterized geodesics of a Riemannian manifold $M$ carries a symplectic structure that is obtained from the canonical symplectic structure of $T^*M$ by symplectic reduction. This is true locally, and if the space of geodesics is a smooth manifold, then this manifold is symplectic.

If $N \subset M$ is a cooriented hypersurface, then the normal geodesics to $N$ provide a Lagrangian immersion of $N$ into $G(M)$. Denote the image of this immersion by $L(N)$.

In the Euclidean case, one has $G(\mathbb{R}^n) = T^*S^{n-1}$, in particular, $G(\mathbb{R}^3) = T^*S^2$. For hyperbolic 3-space, the space of geodesics is also symplectomorphic to $T^*S^2$. If $M = S^3$, then the geodesics are the great circles, and $G(S^3) = G_+(2, 4)$, the Grassmannian of oriented 2-dimensional subspaces in $\mathbb{R}^4$. One has: $G_+(2, 4) = S^2 \times S^2$, see, e.g., [17].

Given a line $\ell \subset \mathbb{R}^3$, its train $S(\ell) \subset G(\mathbb{R}^3)$ consists of the lines that intersect $\ell$. The train is a singular hypersurface. In the tangent space $T_\ell G(\mathbb{R}^3)$, one obtains a quadratic cone. A similar construction works for $H^3$ and $S^3$.

Next, $G(\mathbb{R}^3)$ carries a complex structure. Let $\ell$ be an oriented line in $\mathbb{R}^3$. The $90^\circ$ rotation of the ambient space about $\ell$ induces an automorphism of the tangent space $T_\ell G(\mathbb{R}^3)$; one obtains an almost complex structure, and this structure is integrable. Similarly for $H^3$ and $S^3$.

Note that this complex structure is not compatible with the symplectic structure. For example, the lines through a fixed point form a Lagrangian sphere which is also a complex curve.

Furthermore, $G(\mathbb{R}^3)$ carries a Kähler structure whose metric has signature $(+, +, -, -)$. Given a surface $N \subset \mathbb{R}^3$, the restriction of this metric to $L(N)$ is either Lorentz or null. The latter happens at the complex points of $L(N)$.

The intersection of the quadratic cone in $T G(\mathbb{R}^3)$ with $T L(N)$ is the light cone of the restriction of the Kähler metric to $L(N)$. The two light
directions on $\mathcal{L}(N)$ correspond to the two principal directions on the surface $N$. Likewise for $H^3$ and $S^3$.

### 5.2 Umbilics as conformal points

The differential equation of the principal directions is given by

$$\beta_{xy}dx^2 + (\beta_{yy} - \beta_{xx})dxdy - \beta_{xy}dy^2 = 0,$$

where $\beta(x, y)$ is the Bonnet function, defined in a special Bonnet chart on the surface, see \[5\]. Representing the principal directions as the eigendirections of a quadratic form is similar to our alternative proof of Theorem \[1\] using the Hessian matrix $\text{Hess}(H)$.

Let $H : S^2 \to \mathbb{R}$ be a smooth function. Consider the respective Hamiltonian vector field on the sphere.

**Lemma 5.1.** A point $s \in S^2$ is conformal for the Hamiltonian vector field of $H$ if and only if the second jet $j^2H(s)$ equals the second jet of a first spherical harmonic, that is, the restriction to $S^2$ of an affine function $d + ax + by + cz$ in $\mathbb{R}^3$.

**Proof.** A point is conformal for an area preserving diffeomorphism if its derivative sends circles to congruent circles, that is, it is an isometry. An orientation preserving isometry of $S^2$ is a rotation about an axis, and its Hamiltonian is the restriction to $S^2$ of an affine function $d + ax + by + cz$ (the axis being parallel to the vector $(a, b, c)$).

Recall that the support function of a convex surface $N \subset \mathbb{R}^3$ is a function $H : S^2 \to \mathbb{R}$ that equals the (signed) distance $H(s)$ from the origin to the tangent plane of $N$ whose oriented normal is $s \in S^2$. The differential $dH$ defines a Lagrangian section of $T^*S^2$; using its identification with $\mathcal{G}(\mathbb{R}^3)$, we obtain the Lagrangian surface $\mathcal{L}(N)$.

**Lemma 5.2.** The umbilic points of $N$ correspond to points $s \in S^2$ where $j^2H(s)$ is the second jet of a first spherical harmonic.

**Proof.** The umbilic points are the points where a sphere is 2nd order tangent to $N$, that is, where $j^2H$ equals the second jet of the support function of a sphere. But the support functions of the spheres are the first harmonics (with $d > 0$ being the radius of the sphere).
Lemmas 5.1 and 5.2 imply that the umbilic points of a convex surface \( N \) are the conformal points of the Hamiltonian vector field of the support function of \( N \). We are led to the following generalization of the Carathéodory conjecture.

**Conjecture 1.** An area preserving diffeomorphism of \( S^2 \) possesses at least two distinct conformal points.

**Example 5.3.** Consider the particular case of Theorem 2 for the spherical metric. Assume that the support function has vanishing differential along a curve \( \gamma \subset S^2 \). Then the respective surface \( N \) is tangent to a sphere along \( \gamma \). The normal lines to \( N \) along \( \gamma \) form a cone, a developable surface.

It is a classical fact that the normals to a surface along a curve form a developable surface if and only if the curve is a line of curvature, see, e.g., [IS]. (Indeed, the normal lines at infinitesimally close points of a line of curvature intersect, and the locus of these intersection points is a curve in \( \mathbb{R}^3 \). Then the surface comprising the normals is the tangent developable of this space curve, a developable surface.)

It follows that \( \gamma \) is a closed line of curvature of \( N \), and hence there there is an umbilic point in each of the two components of its complement.

Let us also interpret umbilics in terms of the space of oriented lines. This interpretation works equally well in the spherical and hyperbolic geometries.

Let \( N \subset \mathbb{R}^3 \) be a cooriented surface.

**Lemma 5.4.** The umbilic points of \( N \) correspond to the complex points of \( \mathcal{L}(N) \subset \mathcal{G}(\mathbb{R}^3) \).

**Proof.** A point of \( N \) is umbilic if and only if the quadratic surface that approximates \( N \) at this point up to the second derivatives is a sphere, say \( S \). That is, \( \mathcal{L}(N) \) and \( \mathcal{L}(S) \) are tangent at the respective point. But \( \mathcal{L}(S) \) is a complex curve in \( \mathcal{G}(\mathbb{R}^3) \), and the result follows.

Thus (a slightly generalized) formulation of the Carathéodory conjecture is that a Lagrangian section of \( T^*S^2 \) possesses at least two distinct complex points.

**Remark 5.5.** There exists a substantial literature concerning complex points of real surfaces. For example, consider an oriented closed surface \( M \) embedded in \( \mathbb{C}^2 \). The generic complex points of \( M \) are classified into four types:
positive or negative (the orientation of the tangent plane is complex or not), and elliptic or hyperbolic, see [4, 3] and [2], pp. 137–139. One has the topological relations:

\[ e_+ - h_+ = e_- - h_- = \frac{1}{2} \chi(M), \]

where \( \chi(M) \) is the Euler characteristic. In particular, if \( M \subset \mathbb{C}^2 \) is a sphere in general position, then there exist at least two elliptic complex points.
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