The Influence of Test-Panel Orientation and Exposure Angle on the Corrosion Rate of Carbon Steel.
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Abstract: The effects of both test-panel orientation and exposure angle on the atmospheric corrosion rates of carbon steel probes exposed to a marine atmosphere were investigated. Test samples were exposed in a tree-shape metallic frame with either three exposure angles of 30°, 45° and 60° and orientation north-northeast (N-NE), or eight different orientation angles around a circumference. It was found that the experimental corrosion rates of carbon steel decreased for the specimens exposed with greater exposure angles, whereas the highest corrosion rates were found for those oriented to N-NE due to the influence of the prevailing winds. The obtained data obtained were fitted using the bi-logarithmic law and its variations as to take in account the amounts of pollutants and the time of wetness (TOW) for each particular case with somewhat good agreement, although these models failed when all the effects were considered simultaneously. In this work, we propose a new mathematical model including qualitative variables to account for the effects of both exposure and orientation angles while producing the highest quality fits. The goodness of the fit was used to determine the performance of the mathematical models.
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1. Introduction

Corrosion prevention is an essential task in many areas of society, especially in engineering applications where metals or metal alloys are used [1,2]. Many industries are often faced with serious economic consequences due to unexpected component failures when regular maintenance was not foreseen. In particular, the damage caused by atmospheric corrosion accounts for more than half of the total cost caused by the corrosion phenomena [1,3,4]. Metals are consumed by electrochemical reactions which rates depend on the exposure time (TEXP) but the phenomenon itself is very complex since is also highly dependent on numerous damage factors [4–7], each of which are extremely variable. These
factors include natural air pollutants and anthropogenic sources [4,5], mainly sulfur dioxide (SO$_2$), salinity (chlorides, CL) and other pollutants, such as ‘particulate matter’ or ‘PM’, as well as climatic factors such as relative humidity, time of wetness (TOW), temperature, rainfall and wind speed, but also physical characteristics such as shape and type of metal (ferrous or non-ferrous) [4,8], exposure angle [9,10], orientation [8–12] and geographic location [4].

The effects of the atmosphere on the corrosion rate are generally studied by exposing metallic samples to the environment. Then, when both corrosion rate and the environmental parameters are properly measured, relationships between the various damage factors are established through mathematical models [13–21]. The goodness of a fit has been employed to compare the theoretical model to observed data. These tools have become essential for corrosion prevention because they allow forecasting metal behavior in potentially corrosive real operating situations. For example, carbon steel undergoes a less severe attack in urban environments (C3) than in marine environments (C5) [10,22,23].

Many of these models address the combination of climate and air pollutant variables and their influence on the corrosion rate in order to estimate the loss of thickness or the loss of mass per unit area of metallic material. A very popular approach to estimate corrosion rates is the use of linear logarithmic or bi-logarithmic laws (i.e., Equations (1) and (2), respectively) to describe the damage due to atmospheric corrosion versus time in mathematical terms, because the atmospheric corrosion rate is generally non-linear with time [19], and the surface accumulation of corrosion products (e.g. rust layer) strongly influences the subsequent corrosion behavior of the material and tends to reduce the corrosion rate over time [24–26].

\[
\ln(CR) = k_i + k_f(TEXP) \\
\ln(CR) = k_i + k_f \ln(TEXP)
\]

(1)\hspace{1cm}(2)

where CR is the corrosion rate. According to these laws, the corrosive behavior of a metal exposed to specific atmosphere can be defined by the two parameters $k_i$ and $k_f$. The initial corrosion rate, observed during the first year of exposure [19], is described by $k_i$, while $k_f$ is a measure of the long-term decrease in corrosion rate or passivation that depends directly on the characteristics of the atmosphere and the exposure conditions. The improvement of such equations is a key issue in the effort to fight corrosion. So, these equations can be eventually generalized to account for a vast variety of situations by adequately defining $k_i$ and $k_f$ values as a function of relevant atmospheric variables (AV), which may include TOW, CL, SO$_2$, etc.

\[
\ln(CR) = k_0 + \sum_{n=1}^{m} \frac{k_n(AV)}{k_i} + k_{n+1}(TEXP) \\
\ln(CR) = k_0 + \sum_{n=1}^{m} k_n(AV) + \sum_{n}^{n+1} k_{n+1} \ln(AV)+k_{n+2} \ln(TEXP)
\]

(3)\hspace{1cm}(4)

In a previous work [13], we developed models to predict atmospheric corrosion rates for carbon steel using statistical regression, “power-law” and other approaches that resulted in forecasts adapted to the wide variety of microclimates found in the Canary Islands (Spain). However, none of these models considered the effects of either the exposure angle (with respect to the horizontal) or the orientation of the tested panel samples. It has been reported in the literature that the orientation of the metal surface and its exposure angle influence the corrosion process thus introducing a further complexity for the development of forecast models [8–12]. Indeed, changes in the time of sun exposure, time of wetness (TOW), dust accumulation, cleaning action of rainfall, etc., occur in these cases. It is usually accepted that the rate of corrosion decreases as the angle of inclination increases from 0°
(horizontal) to 90° (vertical) [10]. However, this dependence is not well understood so far. There are two competing phenomena likely to affect the corrosion rate: fast, dry, and wet accumulation of corrosion products. The latter situation often happens in urban and industrial environments where horizontal samples will be more severely corroded than vertical ones due to the accumulation of dirt on the horizontal surface, which increases the TOW and accelerates corrosion rates [27]. Yet, the reverse situation is possible if surfaces are quickly dried. Indeed, metal surfaces exposed to the South (S) exhibited smaller corrosion rates than those oriented to the north (N) because solar radiation from the south resulted in a lower TOW [12].

From the above, it can be observed that there is still a gap in ascertaining and quantifying the phenomena that regulate the dependence of atmospheric corrosion damages on the exposure angle and orientation the metals experience in service. In this work we propose new mathematical models with the objective of evaluating the influence of exposure angle and orientation on the corrosion rate of carbon steel exposed in a site with marine environment located in the Grand Canary Island. Moreover, additional qualitative variables were included in Equations (3) and (4) to yield changes in the independent coefficient $k_0$ that account for the different initial corrosion characteristics associated with variables introduced in the field that are related to their exposure angle ($I$) and orientation ($O$):

$$\text{(3) or (4)} + \sum_{n=1}^{8} \delta_n O_n + \sum_{n=1}^{3} \gamma_n I_n$$

where $O_n = N$ (north), NE (northeast), E (east), SE (southeast), S (south), SW (southwest), W (west), NW (northwest); $I_n = 30^\circ, 45^\circ$ and $60^\circ$; and $\delta_n, \gamma_n$ are constants. These new models explicitly include a wider variability of damage factors, and so they are able to forecast more accurate corrosion rates. In summary, we report here an analysis on the effect of orientation and inclination of carbon steel probes exposed in a power station located in Gran Canaria (Canary Islands, Spain) is carried out. The data were fitted to a novel mathematical model using qualitative variables, including both the exposure angle and orientation effects.

2. Materials and Methods

The test site was located in the power station of Jinámar (Gran Canaria, Canary Islands, Spain) and it was selected among those employed to elaborate the Corrosion Maps of the Canary Islands [28,29]. A summary of the location coordinates and atmosphere conditions is given in Table 1.

| Test Site            | Elevation (m) | Geographic Coordinate | Atmosphere        |
|----------------------|--------------|-----------------------|--------------------|
| Power station of Jinámar | 30           | 28° 02’ 30”’ N       | Industrial marine  |

The test site consisted of two metallic frames on which the metal samples were attached using a nylon screw to avoid the formation of galvanic couples. For the orientation analysis, a tree-shaped metallic frame was built as shown in Figure 1A. The probes were located with an exposure angle of 45° and with eight different orientation angles (N, NE, E, SE, S, SW, W and NW). The distribution of the test panels in the different levels of this metallic frame prevented the downwards drainage of liquid or solid materials on the exposed panels. In a second metallic frame, carbon steel probes were placed with different exposure angles with respect to the horizontal (namely, 30°, 45° and 60°; see Figure 1B). The sensors for pollutants were located at the rear side of this frame, and they were collected on a monthly basis. The determination of sulphur dioxide pollution was made by the candle lead dioxide method according to the ASTM D 2010-85 norm [30]. Chloride measurements were performed using the wet candle method following the specifications of ISO 9225:1992 (E) [31].
The composition of the carbon steel samples is given in Table 2. Plates of approximate dimensions 100 mm × 40 mm × 20 mm were employed. The evaluation of the corrosion rates was made by weight loss of the samples according to the ASTM G1-90 norm [32]. Before being placed in the frames, the samples were marked for identification, cleaned according to the ASTM G1-90 norm [32], subsequently measured and weighed. Samples were collected from the test sites every two months for one year. Corrosion products were removed by chemical operation as described by the ASTM G1-90 standard [32]. After the samples were cleaned and dried, they were weighed again.

The time of wetness (TOW) was determined from the data collected using relative humidity hygrometers placed in a small cabinet at the rear of the station frames, and they were complemented with data supplied by the National Meteorological Institute of Spain (AEMET, Madrid, Spain). The latter were cumulative values taken over 8 h periods in a systematic way, whereas the autonomous hygrometers produced a continuous recording with autonomy for about one month. Data on the speed and direction of the winds were kindly supplied by AEMET.

![Metallic frames employed to expose the carbon steel panels for the investigation of the influence of (A) the orientation and (B) the exposure angles on the atmospheric corrosion rate.](image)

**Figure 1.** Metallic frames employed to expose the carbon steel panels for the investigation of the influence of (A) the orientation and (B) the exposure angles on the atmospheric corrosion rate.

| Composition (wt. %) |
|---------------------|
| Si | Fe | C | Mn | Zn | Ti | Cu | Mg | Al | Others | Fe |
|---|---|---|---|---|---|---|---|---|---|---|
| 0.08 | 99.47 | 0.06 | 0.37 | - | - | - | - | - | 0.02 | balance |

**Table 2.** Composition of the carbon steel.

3. Results and Discussion

3.1. Concentrations of Pollutants and Measurement of Corrosion Rates

The test site selected for this study was one of the used in the elaboration of the Corrosion Map of the Canary Islands where the carbon steel was one of the metals analysed [28]. In a recent review of the Corrosion Maps performed after the modification of the ISO 9223 norm [33], the previous results were confirmed [29]. Table 3 shows the amounts of pollutants as well as the TOW recorded bimonthly along the full period of study. The chloride levels obtained during the exposure time were constants with an average value of 74.98 ± 7.86 mg/(m²·day), whereas the sulphur dioxide (SO₂) levels obtained show greater variability (5.14 ± 2.24 mg/(m²·day)). TOW increases linearly until 4312 h/year with a rate of increase 10 h/day. The main component of the winds is N-NE that corresponds with the Alisios Trade Winds affecting the Archipelago during most of the year.
Table 3. Chloride and sulphur dioxide deposition rates and time of wetness recorded bimonthly at the test station over one year.

| Exposure Time (day) | SO$_2$ (mg/m$^2$·day) | Cl$^-$ (mg/m$^2$·day) | TOW (h/year) |
|---------------------|------------------------|------------------------|--------------|
| 60                  | 2.99                   | 85.43                  | 862          |
| 123                 | 2.17                   | 78.10                  | 1552         |
| 182                 | 4.47                   | 80.86                  | 1897         |
| 243                 | 6.74                   | 68.45                  | 2673         |
| 305                 | 7.12                   | 64.68                  | 3553         |
| 396                 | 7.33                   | 72.36                  | 4312         |

3.2. Corrosion Rates

Table 4 shows the corrosion rates for the carbon steel samples exposed with different inclination and orientation angles. From an analysis of these data, it is observed that the corrosion rate varied with the exposure and orientation angles for each period of time under consideration. As for the exposure angle, the corrosion rates showed a maximum value of 71.39 µm/year and a minimum of 25.86 µm/year for all the periods. For one year of exposure, the higher corrosion rate corresponded to the carbon steel panels exposed with an angle of 30°, and the lowest corrosion rates for those exposed with 60°. For the sake of comparison, the 45° inclination as taken as reference because this is the typical exposure angle previously used all the studies of atmospheric corrosion that are carried in the North Hemisphere [6], and it was the exposure angles employed for the elaboration of the Corrosion Map of the Canary Islands [28,29].

In this way, it can be observed the corrosion rate was 29.1% greater for 30° and −5.6% for 60° exposure angles after 1-year exposure. The changes with the exposure angles determined for each time were not constant, and they showed a quasi-linear dependence. According to the data obtained in this work, the corrosion rate decreased with increasing exposure angles of the carbon steel panels, in good agreement with previous observations by other authors for carbon steel probes exposed to different atmospheres [10,12,34–38].

On the other hand, in regards to the corrosion rates determined for different orientation angles, a maximum corrosion rate of 64.24 µm/year and a minimum of 22.72 µm/year were obtained for all the periods. The corrosion rates for one year of exposure ranged between 22.70 (NW) and 24.65 (NE) µm/year (ca. 26.6% higher than those oriented to the south). The highest corrosion rates after one year of exposure were found for those steel panels oriented N-NE that were facing the prevailing winds. Figure 2 shows the evolution of the weight loss for each exposure angle (see Figure 2A) and orientation angle (Figure 2B). These results are in good agreement with those obtained for Vera et al. [10] in Chile in a similar test site.
In summary, according to the ISO 9223 norm [33], this test site shows a corrosivity category of C4, a S2 pollution level by airborne salinity (60 < S2 ≤ 300 mg/(m²·day)) and a P1 pollution level for by sulphur-containing substances represented by SO2 (4 < P1 ≤ 24 mg/(m²·day)), and a time of wetness (TOW) level of τ (2500 < τ ≤ 5500 h/year).

![Figure 2](image.png)

**Figure 2.** Weight loss of carbon steel as a function of time for panels exposed with varying: (A) exposure angles with respect to the horizontal, and (B) orientations.

### 3.3. Mathematical Models

The mathematical models considered in this work were derived from the generic model showed in Equation (5), and they are listed next:

\[
\ln(CR) = k_0 + k_1 TEXP
\]  

(6)

\[
\ln(CR) = k_0 + k_1 TEXP + \delta_2 O2 + \delta_3 O3 + \delta_4 O4 + \delta_5 O5 + \delta_6 O6 + \delta_7 O7 + \delta_8 O8 + \gamma_1 I1 + \gamma_2 I2
\]  

(7)

\[
\ln(CR) = k_0 + k_1 \ln(TEXP)
\]  

(8)

\[
\ln(CR) = k_0 + k_1 \ln(TEXP) + \delta_2 O2 + \delta_3 O3 + \delta_4 O4 + \delta_5 O5 + \delta_6 O6 + \delta_7 O7 + \delta_8 O8 + \gamma_1 I1 + \gamma_2 I2
\]  

(9)

\[
\ln(CR) = k_0 + k_1 \ln(TEXP) + \delta_2 O2 + \delta_3 O3 + \delta_4 O4 + \delta_5 O5 + \delta_6 O6 + \delta_7 O7 + \delta_8 O8 + \gamma_1 I1 + \gamma_2 I2
\]  

(10)

\[
\ln(CR) = k_0 + k_1 SO2 + k_2 CL + k_3 TOW + k_4 \ln(TEXP)
\]  

(11)

\[
\ln(CR) = k_0 + k_1 SO2 + k_2 CL + k_3 TOW + k_4 \ln(TEXP) + \delta_2 O2 + \delta_3 O3 + \delta_4 O4 + \delta_5 O5 + \delta_6 O6 + \delta_7 O7 + \delta_8 O8 + \gamma_1 I1 + \gamma_2 I2
\]  

(12)

\[
\ln(CR) = k_0 + k_1 SO2 + k_2 CL + k_3 TOW + k_4 \ln(TEXP) + \delta_2 O2 + \delta_3 O3 + \delta_4 O4 + \delta_5 O5 + \delta_6 O6 + \delta_7 O7 + \delta_8 O8 + \gamma_1 I1 + \gamma_2 I2
\]  

(13)

\[
\ln(CR) = k_0 + k_1 \ln(SO2) + k_2 \ln(CL) + k_3 \ln(TOW) + k_4 \ln(TEXP)
\]  

(14)

\[
\ln(CR) = k_0 + k_1 \ln(SO2) + k_2 \ln(CL) + k_3 \ln(TOW) + k_4 \ln(TEXP) + \delta_2 O2 + \delta_3 O3 + \delta_4 O4 + \delta_5 O5 + \delta_6 O6 + \delta_7 O7 + \delta_8 O8 + \gamma_1 I1 + \gamma_2 I2
\]  

(15)

\[
\ln(CR) = k_0 + k_1 \ln(SO2) + k_2 \ln(CL) + k_3 \ln(TOW) + k_4 \ln(TEXP)
\]  

(16)

\[
\ln(CR) = k_0 + k_1 \ln(SO2) + k_2 \ln(CL) + k_3 \ln(TOW) + k_4 \ln(TEXP) + \delta_2 O2 + \delta_3 O3 + \delta_4 O4 + \delta_5 O5 + \delta_6 O6 + \delta_7 O7 + \delta_8 O8 + \gamma_1 I1 + \gamma_2 I2
\]  

(17)
where CR is the corrosion rate expressed in μm/year; TEXP, the exposure time (year); TOW, time of wetness (year); CL, concentration of chlorides (g/(m²·year)); and SO₂, concentration of SO₂ (g/(m²·year)). The qualitative variables (O2 to O8) were included in Equations (7), (9), (11), (13) and (15) to produce changes in the independent coefficient kₒ accounting for the different initial corrosion characteristics associated with the orientation of the probes. Analogously, I₁ and I₂ are qualitative variables included in Equations (7), (9), (11), (13) and (15) to produce changes in the independent coefficient kₒ accounting for the different initial corrosion characteristics associated with the exposure angle of the probes.

The analysis of the different models was first performed considering the separate effects of the orientation and the exposure angle of the samples, and later evaluating their combined effect as they would operate together.

Figure 3 shows the corrosion rates measured for carbon steel panels exposed with different exposure and orientation angles as a function of elapsed time (cf. Figure 3A,B, respectively). It is observed that the data conformed to the potential law with a very good fit quality ($R^2 = 0.9999$ for $30^\circ$, 0.8902 for $45^\circ$, and 0.9629 for $60^\circ$ exposure angles), as shown in Table 5. When the evolution of the corrosion rate was analyzed exclusively in terms of the orientation angle, the bi-logarithmic model also fitted very well in most cases except for the SE orientation (namely, $R^2 = 0.7935$; cf. Table 5). The results of the fits are given in the Supplementary Information, where Table S-1 shows the results using only the data related with the exposure angle, whereas Table S-2 shows those taking into account only the data according to the orientation angle.

![Figure 3](image).

**Table 5.** Values of the $k$ and $n$ constants for the potential law model ($CR$ in μm/year) and fit quality.

| Constants | Exposure Angle | Orientation |
|-----------|----------------|-------------|
|           | $30^\circ$ | $45^\circ$ | $60^\circ$ | N | NE | E | SE | S | SW | W | NW |
| $k$       | 33.902       | 30.3580     | 28.7564     | 31.1281 | 30.6990 | 28.8354 | 30.4171 | 27.0422 | 30.7166 | 25.0282 | 30.3778 |
|           | (0.049)      | (2.3768)    | (1.2736)    | (2.1182) | (1.3036) | (1.6732) | (3.4883) | (1.3639) | (3.1321) | (3.0355) | (1.7038) |
| $n$       | −0.4236      | −0.3714     | −0.3789     | −0.3993 | −0.4079 | −0.3877 | −0.3687 | −0.4901 | −0.3810 | −0.4847 | −0.3848 |
|           | (0.0012)     | (0.05605)   | (0.03663)   | (0.0556) | (0.0345) | (0.04774) | (0.0954) | (0.0392) | (0.0842) | (0.0944) | (0.0462) |
| $R^2$     | 0.9999       | 0.8902      | 0.9629      | 0.9273  | 0.9710  | 0.9419  | 0.7935  | 0.9795  | 0.8392  | 0.8664  | 0.9441  |

Notes: Standard errors are given within brackets below the corresponding estimated coefficient.

3.3.1. Exposure Angle

When considering the models (6) and (8) taking $TEXP$ as the only explanatory variable, it was found that both models exhibited similar fit qualities ($R^2 = 0.8667$ and 0.8974, respectively). In
these models it was assumed that the exponent $k_1$ depended on the variables corresponding to the environment [39], and they were further developed to account for the levels of chlorides, $SO_2$ and TOW [40], producing the models (10), (12), (14) and (16). But the application of these new models did not produce any significant improvement as compared to the results obtained from the application of models (6) and (8).

From a more detailed analysis of the results, TOW was found to be the most significant variable among them. Since the different probes were exposed to the same levels of pollutants in the atmosphere, it was deduced that the lifetime of the water film over the surface of the probe must be an important factor influencing the corrosion rate. The actual levels of pollutants deposited on the metallic surface would depend on the exposure angle of the sample, and their effect should also depend on the kind of particle involved. On the other hand, the exposure angle can affect deposition of pollutants in two ways, namely gravitational settling of particles and condensation of water. According to Spence et al. [8], the deposition rate would be expected to be proportional to the projected horizontal area, which is given by the cosine of the exposure angle. Therefore, a bigger angle should facilitate the run-off of particles from the surface leading to a decrease in the corrosion rate of the metal. The new models described by Equations (7), (9), (11), (13), (15) and (17) were obtained by introducing a new qualitative variable related to the exposure angle, $I$. These models showed better fit qualities than the corresponding ones without the qualitative variable, although major differences between them was not observed ($R^2 \approx 0.98$ for all of them) except for model (7) (with $R^2 = 0.9482$). The estimation of the parameter of the qualitative variable related to the inclination angle of $30^\circ$, $I_1$, indicates a greater effect than for $45^\circ$, with an increase of 9.41%. The estimation of the parameter related to $I_2$ shows a negative value in relation to the reference angle, with a fall of 8.24%. This is in good agreement with the corrosion rates observed so to biggest angles lowest corrosion rates.

3.3.2. Orientation Angle

The data were fitted with the models (6)–(17) where the orientation angle is introduced as explanatory variable ($O$) together with the levels of pollutants, TOW and TEXP. In this case, the inclination angle was fixed at $45^\circ$ because it is the typical procedure employed for this geographical zone.

From an analysis of the models (6) to (9), models (6) and (7) exhibited better fit qualities (i.e., $R^2 = 0.9194$ and 0.9363, respectively) than models (8) and (9). In the latter, although model (9) includes the qualitative variable $O$, the obtained fit did not improve compared to that with model (8). In models (10) to (17), the variables related with the levels of pollutants and the TOW are included, being the models with the qualitative variables those delivering the best fits. Indeed, the best regression indexes (namely, $R^2 = 0.9401$) were obtained for the models (15) and (17). In this case, all the coefficients related with the qualitative variables were negative. This feature implies that lower corrosion rates will be obtained with regards to the panels oriented to the North, with the biggest reductions occurring for the orientations East ($O_3$), South ($O_5$) and West ($O_7$), with ratios of 7.91%, 7.47% and 14.91%, respectively.

3.3.3. Global Mode

In the previous two sections, the fits were obtained by working solely on either the exposure or the orientation angles. With the aim of obtaining a global model including all the variables, models (6)–(17) were next applied to the whole set of data. The results are shown in Table 6. It can be concluded that the models including the qualitative variables showed very good fit qualities, being difficult to make a clear distinction among them based on their performance (that is, $R^2 > 0.91$ in all the cases). Anyway, those models including the environmental variables (i.e., models (11), (13), (15) and (17)) exhibited the best fits (with $R^2 > 0.94$) in comparison with models (7) and (9).
Table 6. Values of the constants $k_i$, $\delta_i$ and $\gamma_i$ obtained from the application of models (6)–(15).

| Variables | Model (6) | Model (7) | Model (8) | Model (9) | Model (10) | Model (11) | Model (12) | Model (13) | Model (14) | Model (15) | Model (16) | Model (17) |
|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| Constant  | 4.2192 *  | 4.2484 *  | 3.3580 *  | 3.3943 *  | 4.2499 *  | 4.2862 *  | 3.8302 *  | 3.8666 *  | 5.2157 *  | 5.2521 *  | 4.7733 *  | 4.8097 *  |
|           | (0.0258)  | (0.0353)  | (0.0190)  | (0.0379)  | (0.2587)  | (0.1851)  | (0.2637)  | (0.1887)  | (0.7226)  | (0.5119)  | (0.6890)  | (0.4880)  |
| $T_{EXP}$ | 0.8908    | 0.9373    | 0.8684    | 0.9133    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8966    | 0.9482    | 0.8966    | 0.9483    |
| $O_2$     | 0.8684    | 0.9133    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8966    | 0.9482    | 0.8966    | 0.9483    |
| $O_3$     | 0.9133    | 0.8964    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8966    | 0.9482    | 0.8966    | 0.9483    |
| $O_4$     | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8966    | 0.9482    | 0.8966    | 0.9483    |
| $O_5$     | 0.9480    | 0.8964    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8966    | 0.9482    | 0.8966    | 0.9483    |
| $O_6$     | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8966    | 0.9482    | 0.8966    | 0.9483    |
| $O_7$     | 0.9480    | 0.8964    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8966    | 0.9482    | 0.8966    | 0.9483    |
| $O_8$     | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8966    | 0.9482    | 0.8966    | 0.9483    |
| $I_1$     | 0.9133    | 0.8964    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8966    | 0.9482    | 0.8966    | 0.9483    |
| $I_2$     | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8964    | 0.9480    | 0.8966    | 0.9482    | 0.8966    | 0.9483    |
| $N$       | 72        | 72        | 72        | 72        | 72        | 72        | 72        | 72        | 72        | 72        | 72        | 72        |

Notes: Standard errors are given within brackets below the corresponding estimated coefficient; * Significant at 1% level. ** Significant at 5% level. *** Significant at 10% level.
It can be concluded that the models including the qualitative variables showed very good fit qualities, being difficult to make a clear distinction among them based on their performance (that is, $R^2 > 0.91$ in all the cases). Anyway, those models including the environmental variables (i.e., models (11), (13), (15) and (17)) exhibited the best fits (with $R^2 > 0.94$) in comparison with models (7) and (9).

From the foregoing, it can be concluded that model (18) would be a good mathematical model to describe all the effects participating in an atmospheric corrosion process as it accounts for the effect of the pollutants, TOW, time of exposure, as well as the exposure angle and the orientation of the test panels.

\[
\ln(CR) = 4.8097 - 0.0963 \ln(SO_2) - 0.2828 \ln(CL) - 0.9763 TOW - 0.0006 O_2 - 0.0824 O_3 - 0.0548 O_4 - 0.0776 O_5 - 0.0341 O_6 - 0.1615 O_7 + 0.0899 I_1 - 0.0864 I_2
\]

(18)

4. Conclusions

The corrosive process occurring on carbon steel specimens exposed in a marine test site has been characterized taking into account the exposure angle and the orientation of the probes. It was found that the corrosion rates would diminish with greater exposure angles, in good accordance with previous reports in the literature. Next, the carbon steel probes with N-NE orientation were those with the highest corrosion rates because they were directly facing the prevailing winds.

Although data could be adjusted to the bi-logarithmic law with good fits when either the exposure angle or the orientation were considered separately, the fits became worst when all the data were taken into account simultaneously. The quality of the fits could be improved with respect to the bi-logarithmic law models when the variable concentration of pollutants and TOW were introduced in the model, but not to full satisfaction. A definite improvement of the model was attained by incorporating qualitative variables, thus leading to obtaining a global model with a high degree of adjustment ($R^2 = 0.99$), being the first mathematical model to incorporate the effect of inclination and orientation together.

Supplementary Materials: The following are available online at http://www.mdpi.com/2075-4701/10/2/196/s1, Table S-1: Values of the constants $k_i$ and $\delta_i$ in the models (6) to (15) when considering solely the effect of the exposure angle (i.e., $\delta_i = 0$ in all cases); and Table S-2: Values of the constants $k_i$ and $\delta_i$ in the models (6) to (15) when considering solely the effect of the orientation (i.e., $\gamma_n = 0$ in all cases).
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