Deep multi-modal data analysis and fusion for robust scene understanding in CAVs
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Abstract—Deep learning (DL) tends to be the integral part of Autonomous Vehicles (AVs). Therefore the development of scene analysis modules that are robust to various vulnerabilities such as adversarial inputs or cyber-attacks is becoming an imperative need for the future AV perception systems. In this paper, we deal with this issue by exploring the recent progress in Artificial Intelligence (AI) and Machine Learning (ML) to provide holistic situational awareness and eliminate the effect of the previous attacks on the scene analysis modules. We propose novel multi-modal approaches against which achieve robustness to adversarial attacks, by appropriately modifying the analysis Neural networks and by utilizing late fusion methods. More specifically, we propose a holistic approach by adding new layers to a 2D segmentation DL model enhancing its robustness to adversarial noise. Then, a novel late fusion technique has been applied, by extracting direct features from the 3D space and project them into the 2D segmented space for identifying inconsistencies. Extensive evaluation studies using the KITTI odometry dataset provide promising performance results under various types of noise.

Index Terms—autonomous vehicles, multi-modal scene analysis, adversarial attacks

I. INTRODUCTION

AVs are considered as an important component of connected intelligent transportation systems, enhancing travel security, fuel economy and the travel experience of road users. One of the most essential operations executed at the AVs, to enable the aforementioned benefits, is the perception and understanding of dynamic and complex environments from multi-modal sensor data. There are roughly three approaches [1], utilized in deep multi-modal object detection, called early, middle and late fusion while late fusion is widely adopted due to the modularity benefits that it offers.

Despite their great success, DL techniques introduce formidable challenges in dealing with carefully crafted adversarial perturbations [2]. Cyber-attacks have damaging effects on an industry like the Cooperative Connected and Automated Mobility (CCAM). From the least important to the worst ones, one can mention for example the damage in the reputation of vehicle manufacturers, the increased denial of customers to adopt CCAM, the loss of working hours (having a direct impact on the European GDP), material damages, increased environmental pollution and ultimately the great danger for human lives, either they are drivers, passengers or pedestrians.

Thus there is an increasing interest in both academia and industry to proactively address modern vehicle cybersecurity challenges applying advanced AI and ML techniques, and seeking methods to mitigate associated safety risks.

Within this work we will robustify the performance of multi-modal approaches by utilizing early pre-processing and late fusion methods. More specifically, we design and implement new layers that are added in a unified manner to the 2D/3D analysis networks increasing their robustness to adversarial noise. Then, a novel late fusion technique has been applied, by extracting direct features from the 3D space and project them into the 2D segmented space for identifying inconsistencies. Extensive evaluation studies using the KITTI odometry dataset provide promising performance results under various types of noise.

II. COUNTERING ADVERSARIAL ATTACKS

The direction of this paper focus mainly on providing a robust fusion scheme against adversarial attacks to the camera sensor. The overall architecture could be divided into two different parts. The former is dedicated to the pre-processing and the analysis of the captures 2D and 3D scenes, while the
latter is based on the co-registration and processing of data from multiple sources located at different strategic points on the vehicle. In the next sections, after a short introduction to adversarial attacks, we describe the proposed DL solution. The scene analysis is performed using a robust 2D segmentation model aiming to alleviate the adversarial noise and recognize the environment. A 3D object detection model is also utilized, that process raw point clouds coming from the lidar. Finally, a robust decision is taken by fusing the outputs of the two analysis modules. The overall pipeline is presented in Fig. 1.

![Proposed architecture](image)

Fig. 1. Proposed architecture: Image and point cloud inputs are being processed by the 2D segmentation and 3D object detection modules accordingly. By correlating the two output at the decision stage, an indication is shown to the user for a dangerous or safe situation.

A. Adversarial Attacks on Autonomous Vehicles:

Deep neural networks have been widely utilized in various autonomous driving scenarios, offering various benefits but posing at the same time and great concerns for the security and integrity of the applications. Adversaries can alter original inputs with perturbations, which may be imperceptible to the human eye, but can force a trained model to produce incorrect outputs. Szegedy et al. [2] first discovered that state-of-art deep neural networks are susceptible to adversarial attacks. Adversarial examples seem to occur from the extreme non-linearity of deep neural networks. Studies on adversarial attacks have developed attacks for image classification models [3], [4], used for multiple vision tasks such as object detection [5], [6], object tracking [7], and semantic segmentation [6]. A comprehensive study toward adversarial robustness was presented by Arnab et al [8]. They evaluated the robustness of popular DCNN models used for segmentation tasks against adversarial attacks and concluded that the accuracy of the models seriously decreased after the original image has been perturbed. Adversaries have also being discovered to be mistaken by DCNNs for traffic legitimate traffic signs [9]. The aforementioned methods were generating attacks aiming to fool the perception systems based on the camera sensor. However, Xiang et al [10] proposed attacking methods to generate adversarial point clouds. The latter managed to fool a widely used neural network for point cloud processing, achieving a high error rate.

B. Adversarial Defense using Denoising Methods:

Image restoration techniques could be considered as a denoising block that will precede the execution of the DL model, to eliminate the impact of the adversaries to the perception system output. We evaluated the ability of various state of the art methods that have been either proposed for image restoration or for adversarial noise removal in mitigating adversarial attacks in scene analysis operations. Both of them manage to restore the attacked image. However, there is a limitation on methods trained on adversarial noise only, aiming to remove the perturbation of the adversaries. The majority of them can only work on a limited range of resolutions, making them impractical to applications related to Connected AVs (CAVs). Hence, we concentrate only on methods that address the topic of the image restoration problem. The predominant approaches, from the previous category have been working mostly with Gaussian noise and similar random noise models to corrupt images.

Starting with Zhang et al [11], he pointed out that residual learning and batch normalization can benefit each other. Their integration was effective in speeding up the training and boosting denoising performance. Although a trained feed-forward denoising convolutional neural network is able to handle compression and interpolation errors, the trained model under a given noise variance (e.g., $\sigma$) is not suitable for other noise variances. In a noise agnostic case where the noise level $\sigma$ is unknown, the denoising method should let the user define a trade-off between noise suppression and texture protection. The user-directed approach FFDNet was introduced by [12]. The proposed method takes as input the noise level which makes it flexible to different noises. In 2019, it was introduced Adaptive Feature Modification Layers(AdaFm) [13] in a step toward handling continual modulation of restoration levels. AdaFm enables consecutive modulation of the restoration strength at a considerable low computation cost. At first a standard restoration CNN is trained for the start level, and then AdaFM layers are inserted to optimize it to the end level. After the training stage, CNN parameters are being fixed. The filters of ADAFM layers are interpolated according to the testing restoration level. By using a controlling coefficient, the CNN is able to manipulate the restoration effects. Finally, AdaFm has been integrated into our pipeline, in order a robust 2D segmentation model. More details about the integration are explained in a further section.

III. PROPOSED ARCHITECTURE FOR ROBUST CAVS

The proposed architecture for robust CAVs is presented here and each module is described separately.

A. 2D Semantic Segmentation of the Scene:

Semantic segmentation is a fundamental problem in computer vision and is necessary for higher-level tasks such as scene understanding or object detection. Although, it is rather a complex problem due to the complicated object boundaries and the large number of classes that the model needs to distinguish. The success of deep convolutional neural networks could not leave unaffected the segmentation approaches. Depth of the CNN as shown by [15], [16] is crucial for providing rich features but the accuracy decreases due to the higher complexity of the model. ResNet [17] is a state of the art approach that addresses this problem. Several ResNet-like methods have
been published [18] improving the accuracy. To decode more efficient the global context information and perform pixel-level prediction, Zhao et al. [19] introduced a pyramid scene parsing network (PSPNet). Features of several pyramid scales, that combine both local and global context information, are fused by applying a pyramid parsing module in the last convolutional layer of a CNN. The final per-pixel prediction is obtained by a convolution layer. Inspired by PSPNet [19], Deeplab [14] revisited the Atrous Spatial Pyramid Pooling (ASPP) [20] by experimenting with cascading and parallel application of dilated convolutions. This allows them to improve upon their previous work [14] while achieving comparable results to PSPNet [19]. Deeplab v3 is the model that we also use in the proposed architecture due to its efficiency in comparison to other relevant state of the art approaches. As denoted by the [21] it performs multi-scale processing and should be preferred in safety-critical applications due to its inherent robustness against adversarial attacks.

### B. Denoising Model Integration:

Our goal is to investigate how image denoising can enhance high-level vision applications, including semantic segmentation tasks, especially in CAVs. In the proposed end-to-end architecture that has been implemented, see Fig. 2, the denoising block is added prior to the segmentation model. We focus on ensemble learning so as to improve the performance of scene analysis operations in CAVs. Both models were trained separately using data from the KITTI dataset [22]. The first part of the proposed integrated model is following the structure of the AdaFM [13] technique. The latter forwards the denoised image to the segmentation model and it follows the structure of Deeplab [14]. As a result, the proposed model significantly increases the robustness of the 2D segmentation model, alleviating the effect of various adversarial perturbations.

### C. 3D Object Detection of the Scene:

Despite achieving state-of-art results, camera-based approaches are heavily influenced by their physical limitations. In contrast lidars are not susceptible to environmental factors. In our case, by assuming that only the camera modality can be attacked, mapping features that are extracted from the captured point clouds to the image space is proposed as a solution to the attack. In this section, a short review of the DL frameworks that have been applied to 3D data is all presented for the sake of self-completeness. Many researchers have developed efficient representations to detect and localize objects in point clouds. Point clouds lack a specific structure, and researchers trying to exploit them by using approaches that are analysing the 3D space in the form of voxel grids [23]–[25], raw point clouds [26], [27] or by processing them in 2D feature maps acquired by projection.

In Voxel-Based models, data are separated into uniform grids with fixed dimensions to represent the distribution of the data in 3D space. Typically, the size of the grid is established according to the resolution of the data. The main advantage of the representation based on voxels is that it can encode the 3D shape and the viewpoint information by classifying the occupied voxels into several types, such as visible, occluded, or self-occluded. Besides, 3D convolution and pooling operations can be directly applied in voxel grids. 3D ShapeNet proposed by Wu et al. [23], is the pioneer in exploiting 3D volumetric data using a convolutional deep belief network. VoxNet is proposed in [24] and conducts 3D object recognition employing 3D convolution filters based on volumetric data design.

In order for the data to be processed with classic 2D convolutional layers, several methods project 3D point clouds in 2D grid-based features maps. Spherical space [28], camera-plane map (CPM) and bird’s eye view (BEV) [29] space are the most dominant approaches. The spherical map is obtained by projecting the point cloud onto a sphere. This is a dense and compact way of representing the point cloud, but it stills differs from images and the fusion is not straightforward. CPM can be directly fused with camera images at any stages of the CNN, but lidar resolution is not as dense as images, which makes an upsampling [30] necessary. BEV is suitable for object localization because it directly provides the positions of the objects on the ground, maintaining objects length and width.

Regarding point cloud-based models, significant impact has the deployment of PointNet [26] and later the PointNet++ [27]. PointNet [26], as a pioneer in consuming 3D point clouds directly for deep models, learns the spatial feature of each point independently via MLP layers and then accumulates their features by max pooling. The point clouds are given as input
IV. FUSION STRATEGY

There is a variety of strategies aiming to increase the overall performance, by fusing multiple modalities. We can divide the previous types into three categories: Early fusion, Late fusion and Deep fusion. Taking into consideration the first category, modalities are combined at the beginning of the process and extract the shared information on data, by jointly processing the raw data measurements acquired by different sensors. Late fusion performs the synthesis of valuable information at the final stage of feature extraction, where fusion occurs. Finally, a more general fusion scheme refers to Deep fusion. By exploiting the capability of DL to discover high-level data representation, the Deep fusion can effectively find the joint data representation by combining the features extracted at the intermediate layers of deep neural networks. In our case, late fusion has been applied.

A. Point Projection

For projecting lidar points to the image plane, we are using the calibration data provided by the KITTI benchmark [22]. Lidar data have been captured by a Velodyne HDL-64E S2 sensor and each point is stored with its \((x, y, z)\) coordinate and an additional reflectance value \((r)\). The number of points per scan on average for each file/frame is \(\sim 120,000\) 3D points. The rigid body transformation from Velodyne coordinates to camera coordinates are given in detail at [22] and are expressed by:

\[
T_{\text{velo}}^{\text{cam}} = \begin{pmatrix} R_{\text{velo}}^{\text{cam}} & t_{\text{velo}}^{\text{cam}} \\ 0 & 1 \end{pmatrix}
\]

where \(R_{\text{velo}}^{\text{cam}} \in \mathbb{R}^{3\times3}\) is the rotation matrix and \(t_{\text{velo}}^{\text{cam}} \in \mathbb{R}^{1\times3}\) the translation vector from Velodyne to the camera coordinate system. The projection of a 3D point \(x = (x, y, z, 1)^T\) in the lidar coordinates system gets projected to a point in the camera plane \(y = (u, v, 1)^T\) according to:

\[
y = T_{\text{velo}}^{\text{cam}} x
\]

B. Perception Modules Correlation

Our purpose is the situational awareness improvement and the mitigation of cyber-attacks against computer vision systems, especially on the camera sensor. Firstly, we apply 2D semantic segmentation to the input image to recognize the objects in the scene. In a safe situation, the majority of the objects will be detected, whereas in an attacked case, some of them will be disappeared from the perception engine. In a parallel module, the 3D object detection model will be implemented, which has been trained to identify only the moving objects, which are mainly vehicles, pedestrians and cyclists. As soon as the coordinates of the 3D bounding boxes have been obtained, they are being projected to the image plane. The correlation is applied in the next step in order to fuse the 2D segmentation and 3D object detection outputs, as Fig. 3 illustrates. In the latter, with a red mask and green bounding boxes, the 2D segmentation and 3D detection results are shown accordingly.

![Fig. 3. From top to bottom: 2D segmentation output and 3D detected objects projected to the image plane](image)

To correlate the two outputs, we isolate the region of the projected 3D bounding box to the image. We consider that the isolated region belongs to a specific class (vehicle, pedestrian, cyclist). We isolate respectively the same region from the segmentation mask. Finally, we compare the two outputs in order to estimate the overlap between the two detected regions. If an object has been detected by both of the modalities, the overlap should be high enough. Structural similarity index measure (SSIM) was used for the comparison and the threshold for a safe situation should be above 0.6 for the majority of the detected objects.

V. EXPERIMENTS & RESULTS

The proposed algorithms were evaluated using the KITTI dataset [22]. The results between the robust and the original 2D segmentation model are being presented in Table I. There is a variety of approaches [34] aiming to generate strong adversarial attacks with a high error rate in order to manipulate the vehicle’s behaviour. We tested the models with three generic adversarial attacks, BIM [35], FGSM [3], and PGD [36] attack. As we can observe from Table I, the robust model achieves great IoU scores even when the magnitude of perturbation is large. The previous perturbation refers to a hyper-parameter governing the distance between adversarial and original image. The smaller the magnitude of the perturbation, the less imperceptible will be the attack to the human eye.
We evaluated the previous attacks setting the perturbation to each value from \{2, 4, 8\} on the scale of [0-255]. The iterations for PGD iterative attack is set to 10 and the step-size is equal to 1, so each pixel could be changed by one each iteration. For instance, observing Table I, the original model fails to operate after the PGD attack, whereas the robust model achieves 72% IoU score. An example is illustrated also in Fig. 4 in which the robust segmentation model manages to restore the attacked image.

| Model | BIM | FGSM | PGD |
|-------|-----|------|------|
| Robust | 0.42 / 0.1 / 0.03 | 0.75 / 0.71 / 0.66 | 0.74 / 0.72 / 0.72 |
| Original | 0.13 / 0.02 / 0.01 | 0.67 / 0.51 / 0.21 | 0.69 / 0.53 / 0.17 |

The results of PointRCNN [31] which was used as the object detection module was validated on KITTI dataset [22]. Table II presents the 3D detection performance of moderate difficulty on the validation set of KITTI dataset. PointRCNN obtains 78.70% recall, given an IoU threshold at 0.5 on the moderate difficulty for the car class, 54.41% for pedestrian and 72.11% for cyclist.

| Model          | Car  | Pedestrian | Cyclist |
|----------------|------|------------|---------|
| PointRCNN      | 78.70 | 54.41      | 72.11   |
| Part-\(A^2\)-Free | 78.72 | 65.99      | 74.29   |
| Part-\(A^2\)-Anchor | 79.40 | 60.05      | 69.90   |
| PV-RCNN        | 83.61 | 57.90      | 70.47   |

Fig. 5. From left to right and bottom to top: 3D object detection output, 2D robust segmentation output and the fused result, indicating a safe situation

VI. CONCLUSIONS

Our goal is to achieve contextual and situational awareness, by fusing different data sources of information to facilitate the decision-making process. Overall, we have presented a robust fusion scheme for providing situational awareness to the driver. We have integrated a denoising module atop an image segmentation CNN to improve its robustness to adversarial inputs. As a second layer of defense, the result of an object detection module on lidar data is correlated with the image segmentation output. Thus, anomaly detection on the camera sensor could be detected, leading to more secure perception systems for AVs.

In future work, we will investigate scenarios where the lidar is attacked. One mitigation strategy for such scenarios could be to decide whether the lidar is attacked or not by checking the consistency with the output of the image segmentation before and after the denoising. In particular, if the camera has not been attacked, meaning that scene segmentation will not
differ before and after the denoising, and the scene analysis of image and lidar data disagrees then lidar data probably have been modified. Different levels of trust should be also defined so as to put different weights on each separate sensor data. As such, by correlating the outputs of different perception modules with additional sensor readings, it is possible to provide improved situational awareness. Another action point could be the definition of a more complex strategy for fusing the multiple modalities, aiming to improve the whole system performance.
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