Abstract: Wetlands provide society with a myriad of ecosystem services, such as water storage, food sources, and flood control. The ecosystem services provided by a wetland are largely dependent on its hydrological dynamics. Constant monitoring of the spatial extent of water surfaces and the duration of flooding of a wetland is necessary to understand the impact of drought on the ecosystem services a wetland provides. Synthetic aperture radar (SAR) has the potential to reveal wetland dynamics. Multitemporal SAR image analysis for wetland monitoring has been extensively studied based on the advances of modern SAR missions. Unfortunately, most previous studies utilized monopath SAR images, which result in limited success. Tracking changes in individual wetlands remains a challenging task because several environmental factors, such as wind-roughened water, degrade image quality. In general, the data acquisition frequency is an important factor in time series analysis. We propose a Gaussian process-based temporal interpolation (GPTI) method that enables the synergistic use of SAR images taken from multiple paths. The proposed model is applied to a series of Sentinel-1 images capturing wetlands in Okanogan County, Washington State. Our experimental analysis demonstrates that the multiple path analysis based on the proposed method can extract seasonal changes more accurately than a single path analysis.
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1. Introduction

Anthropogenic climate change has increased the damage caused by weather-related disasters, such as droughts [1]. Severe droughts can completely alter hydrological landscapes and create tipping points that alter the condition and function of individual wetlands. In some periods of severe drought, the surface water of wetlands and other water bodies may completely disappear [2]. Many regions across the globe have suffered from extreme drought [3]. One of the most vulnerable ecosystems to droughts are wetlands, which are inundated or saturated by surface or groundwater seasonally. Because wetlands provide many benefits to plants and animals, a change in flooding duration can cause a large reduction in species diversity. For example, Jolly et al. (2008) reported that some riparian tree species are vulnerable to the increase in soil salinity caused by droughts [4]. Walls et al. (2013) reported that some amphibians are sensitive to water availability and fail to breed in dried wetlands [5]. Johnson et al. (2005) reported that climate change causes habitat shifts of waterfowl in wetlands [6]. Although the importance of preserving wetlands has been well documented, landscape-level data for drought impacts
are scarce [7], which is mainly because tracking changes in wetlands over weeks and months requires the installation of expensive monitoring equipment or frequent visits for field observations.

Remote-sensing technologies have the potential to reveal multitemporal wetland dynamics [8]. Many researchers have successfully detected seasonal changes in land cover using optical images, which can provide spectral information with high spatial resolution [9]. Object-based image analysis (OBIA) is especially useful for aggregating pixels and accurately delineating water shorelines [10]. The major drawback of optical data is the sensitivity to the presence of clouds and haze because optical sensors usually fail to acquire images on cloudy days. Synthetic aperture radar (SAR) has attracted substantial interest as an alternative to optical sensors because of its weather-independent characteristics. SAR consists of an active acquisition instrument that transmits microwaves and captures the signals backscattered from the earth’s surface [11]. The intensity of the backscattered signal depends on the physical (i.e., roughness) and electrical (i.e., permittivity) properties of the imaged object. Because water surfaces act as specular reflectors, microwaves entering into them are generally reflected away from the sensor, which results in a significant reduction in backscattered intensity in theory. Nevertheless, extracting water surfaces from a single SAR image is a challenging task [12] because radar backscatter from the earth’s surfaces is affected by several factors, including local incidence angle [13], speckle noise [14], soil moisture [15], and wind speed [16].

With the advances in SAR instruments, the data acquisition frequency and swath coverage have dramatically improved in the past decade. For example, the Sentinel-1 mission that includes a constellation of two SAR satellites operated by the European Space Agency (ESA) can provide high spatial resolution C-band (5.405 GHz) SAR images at a repeat cycle of 6 to 12 days [17].

Taking advantage of modern SAR missions, many researchers have successfully analyzed series of SAR images taken at different times for a variety of earth observation tasks, such as agriculture management [18,19] and disaster response [20,21]. Under the assumption that land cover remains unchanged over time, multitemporal images allow us to reduce the ambiguity of scattering mechanisms, such as speckle noise [22]. For example, in the context of open water detection, Santoro and Wegmüller reported that the combination of multitemporal images suppresses the effect of capillary waves [23]. However, the above assumption is unsuitable for most real applications because the spatial extent of ground objects may change frequently. In wetland observations, the spatial extent of water is completely different depending on acquisition timing due to the seasonal variation in precipitation. Although many methods for multitemporal image analysis for wetland monitoring have been proposed [24–26], few studies have successfully tracked water extent changes for individual wetlands.

In general, the number of available images and their temporal resolution are important factors in time series analysis. Unfortunately, most previous studies on wetland monitoring have utilized SAR images taken from a single path, although modern SAR missions can observe areas of interest from multiple paths. To increase the quality of time series information, we should take full advantage of multipath SAR images. The usefulness of SAR images taken from multiple paths has been demonstrated in several applications, such as deforestation detection [27] and disaster debris estimation [28]. These successes are mainly derived from the relationship between radar direction and topographic aspect as shown in Figure 1. Although multipath images can also contribute to water body detection, this approach cannot be incorporated into operational wetland monitoring in a straightforward manner because of the discrepancy in the acquisition timing of each path. Suppose that the actual water extent changes over time and we take SAR images from Path-A and Path-B as shown in Figure 2. If each path has a specific misclassification, such as radar shadow, retrieving actual changes from alternate observations is a challenging task.

One solution to this problem is to treat either acquisition path as missing data and conduct interpolation using time series information. Missing data represent a common issue in almost every real dataset, and this problem has been thoroughly studied from a statistical perspective [29]. In the field of remote sensing, mismatched acquisition dates have occasionally been discussed in relation to a
fusion of optical and SAR time series [30,31]. For example, Reiche et al. (2015) proposed a deforestation detection method that uses a weighted regression model to interpolate missing observations of Landsat and ALOS PALSAR [32]. Stendardi et al. (2019) linearly interpolated scarce time series of Sentinel-1 and Sentinel-2 data to monitor meadows on mountains [33]. Pipia et al. (2019) used a Gaussian process for the synergistic use of Sentinel-1 and Sentinel-2 to estimate the leaf area index from a series of images [34]. The application of multipath analysis to nonstationary environments requires the interpolation of missing observations. However, when interpolating a series of SAR images that capture wetlands, we must consider the possibility that the recorded intensity is affected by several types of noise. Moreover, the water extent may change dramatically between image acquisitions.
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**Figure 1.** Schematic overview of differences in multipath images; (a) the left side and the right side of the shore show low and high intensities, respectively, and (b) the left side and the right side of the shore show high and low intensities, respectively.
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**Figure 2.** (a) Supposing that the water extent changes over time, (b) SAR can capture this wetland from Path-A and Path-B and (c) Processed SAR images in which water and low intensity derived from the angle effect cannot be distinguished.

To overcome this problem, this research proposes a Gaussian process-based temporal interpolation (GPTI) method. The Gaussian process is a supervised learning method that formulates the learning of a
regressor within a Bayesian framework [35]. When solving a regression problem, the Gaussian process enables us to reconstruct the underlying function by removing contaminating factors. The advantage of the Gaussian process is that such regressions can be performed exactly using matrix operations. In the field of remote sensing, this stochastic approach has been successfully applied to several real applications. For example, Savory et al. (2017) proposed a Gaussian process-based model to measure urbanization trends based on nighttime light imagery [36]. Pasolli et al. (2010) applied the Gaussian process to datasets obtained from multispectral medium-resolution imaging spectrometers to estimate chlorophyll concentrations in subsurface waters [37]. In our method, retrieved series SAR images from each path are coregistered so that the time series of each pixel can be extracted. Subsequently, the underlying relationships between day of year and extracted time series are reconstructed using the Gaussian process at each pixel. Based on our assumption, the Gaussian process enables the interpolation between any observation and simulation of generative SAR images, which eliminates the discrepancy of multipath acquisition. Therefore, the proposed method has the potential to detect wetland water bodies using multipath images, even if surface conditions change dramatically.

To validate our assumption, we apply the proposed model to a series of Sentinel-1 images that capture wetlands in Washington State, United States during the dry season in 2018. These wetlands are known to suffer from recent severe droughts. The accuracy of detecting water bodies is evaluated using reference data derived from Sentinel-2 images obtained during the same period. To gain a deeper understanding of the proposed model, this study experimentally conducts water body detection analysis under several conditions.

2. Study Area and Dataset

2.1. Study Area—Okanogan County, WA, US

The southern part of Okanogan County, Washington (United States), which belongs to the Columbia Plateau ecoregion, was selected as the study area (Figure 3). Because this ecoregion is home to a number of threatened species, including sharp-tailed grouse (Tympanuchus phasianellus) and pygmy rabbit (Brachylagus idahoensis), conservation planning has attracted considerable interest [38,39]. Our study area is located approximately 20 kilometers south of Omak. A summary of the climate statistics in Omak is shown in Figure 4. As shown in Figure 5, the surface of our study area is covered by sparse vegetation, including sagebrush (Artemisia tridentata), because the rain shadow of the Cascade Mountains limits the amount of precipitation, which results in a semiarid climate [40]. The wetlands in the study area generally fill up during the winter months and draw down in the drier summer months. Because of glacial tills that were sedimented during the last ice age, the surface water of the wetlands rarely interacts with the ground water [41]. These wetlands mainly depend on precipitation as their source of water and are known to be vulnerable to climate change. Moreover, anthropogenic impacts, such as farming and grazing, make them a high-priority area for conservation.

2.2. Sentinel-1 Images

The overlapping observations of Sentinel-1 enable us to obtain SAR images from multiple paths. In the case of our study area, SAR images can be obtained from four types of acquisition geometry as shown in Figure 3. The properties of each acquisition path are summarized in Table 1. This study uses images taken from Path42, Path115 and Path166 because many observations from Path64 were skipped in 2018 because of onboard satellite problems. In total, 39 images acquired in interferometric wideswath (IW) mode from April 2018 to September 2018 are selected for analysis (Figure 6) The ground range detected (GRD) products of these images can be downloaded from the Copernicus Open Access Hub (https://scihub.copernicus.eu/dhus/#/home). They have a spatial resolution of approximately 20 m × 22 m in the ground range and azimuth direction.
Figure 3. Study area: (a) Washington State scale map showing the location as a star mark and the acquisition geometries of Sentinel-1 as blue rectangles; (b) local scale map showing the location as a red rectangle; and (c) high-resolution image of the entire study area.

Figure 4. Mean monthly temperature (Orange line) and precipitation (Blue bar) around the study area. These climate statistics were recorded at a weather station in the Omak airport in 2018 and provided by the National Center for Environmental Information (https://www.ncdc.noaa.gov/).

Table 1. Properties of each acquisition path that can capture our study area.

| Platform  | Orbit     | Local Incidence Angle |
|-----------|-----------|-----------------------|
| Path42    | Sentinel-1B Descending | 43.4° |
| Path64    | Sentinel-1B Ascending  | 43.9° |
| Path115   | Sentinel-1B Descending | 34.5° |
| Path166   | Sentinel-1B Ascending  | 35.0° |
Figure 5. Photograph of the field survey conducted in the Eastern Washington, in March 2012. The geospatial characteristics of wetlands were investigated.

Figure 6. Acquisition timing of the Sentinel-1 and Sentinel-2 images taken during the dry season in 2018.

Downloaded data were preprocessed using the Python module snappy (Version 6.0.10), which enables access to the Sentinel Application Platform (SNAP) Java API from Python scripts (Version 3.6.8). Preprocessing steps include orbit correction, calibration, Lee filtering (3 x 3), geometric correction, coregistration and conversion to decibel scale. In orbit correction, the satellite position at image acquisition is modified using auxiliary files provided by the ESA. Subsequently, radar brightness is calibrated and converted into radar reflectivity per unit area. Using Lee filtering, we can mitigate speckle noise generated by the random interference of many elementary reflectors within a unit area [42]. In the geometric correction, preprocessed images are resampled to a 10 m grid and projected onto UTM 10N/WGS84 based on the Shuttle Radar Topography Mission-based digital elevation model [43]. Projected images are coregistered using bilinear interpolation so that the time series of each pixel can be extracted. Note that our study area basically does not include steep slopes. If area of interest have topographical variations that cause serious layover, an advanced coregistration method should be incorporated into the preprocessing. Finally, the intensity of each pixel is converted to a logarithmic scale. Examples of preprocessed SAR images are shown in Figure 7. As shown in these figures, SAR images taken from Path166 have different shadowing properties than those from Path42.
and Path115 because of the orbit direction. Additionally, because Path42’s incident angle is larger than Path115’s incident angle, the average intensity of the example images of Path42 is lower than the average intensity of the example images of Path115.

![Preprocessed SAR images](image)

**Figure 7.** Examples of preprocessed SAR images (VH polarization): (a) SAR image taken from Path42 on 25 July 2018. The average intensity of the image is $-20.41$ dB. (b) SAR image taken from Path 115 on 18 July 2018. The average intensity of the image is $-19.18$ dB. (c) SAR image taken from Path166 on 22 July 2018. The average intensity of the image is $-19.25$ dB. Examples of preprocessed SAR images (VV polarization): (d) SAR image taken from Path42 on 25 July 2018. The average intensity of the image is $-13.16$ dB. (e) SAR image taken from Path 115 on 18 July 2018. The average intensity of the image is $-12.08$ dB. (f) SAR image taken from Path166 on 22 July 2018. The average intensity of the image is $-12.17$ dB.

### 2.3. Sentinel-2 Images

Sentinel-2 is an Earth observation satellite operated by the ESA that provides 10 m resolution multispectral images around the world [44]. Because the appearance of clouds degrades the quality of optical images, this study uses only 6 cloud-free Sentinel-2 images that capture our study area during the period (Figure 6). The original data can be downloaded from Copernicus Open Access Data Hub and are typically in the form of Level-1C products, which record top-of-atmosphere reflectance [44]. These products are converted into Level-2A products, which record bottom-of-atmosphere reflectance, using the ESA’s Sen2Cor module (Version 2.5.5) [45]. This module implements atmospheric corrections based on the atmospheric precorrected differential absorption algorithm [46]. Sentinel-2 images are also terrain-corrected using the Shuttle Radar Topography Mission-based digital elevation model and projected onto UTM 10N/WGS84.

Subsequently, these images were converted into reference data that include water masks and land masks. We first visually inspected the Sentinel-2 image taken on 22 July 2018, and each pixel...
was manually classified as either a water pixel or land pixel. Manually annotated pixels were used to train a pixel-based logistic regression model that used blue, green, red, and near-infrared reflectance as features. Although pixel-based classification ignores the spatial context and might cause the mixed pixel problem [47], this problem is negligible compared to the complexity of Sentinel-1 images. Before creating reference data, we conducted a field survey around our study area. Using photographs we took in field survey, we manually selected training points that obviously belong to water or land pixels in a Sentinel-2 image. Subsequently, a classifier for Sentinel-2 images was trained. In this study, water pixels in reference data include open water surface and submerged area. The trained classifier was applied to all the images, and the classification results were treated as reference data. The preprocessed Sentinel-2 images and derived reference data are shown in Figure 8.

![Figure 8](image_url)

**Figure 8.** Examples of preprocessed optical images and reference data in which the water boundary is indicated as red lines: (a) Optical image taken on 25 April 2018, (b) Optical image taken on 23 May 2018, (c) Optical image taken on 19 June 2018, (d) Optical image taken on 22 July 2018, (e) Optical image taken on 8 August 2018 and (f) Optical image taken on 10 September 2018.

3. Gaussian Process-Based Temporal Interpolation (GPTI)

3.1. Mathematical Formulation of the Gaussian Process

Let $x = (x_1, x_2, \ldots, x_n)^T$ be the input variables of the training data, and let $y = (y_1, y_2, \ldots, y_n)^T$ be the output variables of the training data. The final goal is to estimate an underlying function $f$. In Gaussian process regression, the underlying function $f$ is defined as a collection of random variables, any finite number of which have a joint Gaussian distribution $N(\mu, K)$, where $\mu$ is the mean of the output variables. A graphical model representation of a Gaussian process is given in Figure 9.

Hereafter, the input variables are normalized such that $\mu = 0$ for simplicity. Elements of the covariance matrix are given as a kernel function $k_{ij}(x_i, x_j) = \phi(x_i)^T \phi(x_j)$. This study uses the radial basis kernel function, which can be defined as
where $\theta_1$ and $\theta_2$ are a scale parameter and a length parameter, respectively. Depending on the length parameter, the covariance is almost unity between variables whose corresponding inputs are very close and decreases as their distance in the input space increases. In practice, we must select or develop an appropriate kernel function so that prior knowledge is incorporated into the regression. If the output variables have a downward or upward trend relative to the input variables, a nonstationary covariance function can be selected [48]. If the output variables have periodic dependency on the input variables, a periodic covariance function can be selected [49].

A component covariance matrix $K'$ can be defined as

$$
k'_{ij}(x_i, x_j) = \theta_1 \exp \left( -\frac{1}{2\theta_2^2} |x_i - x_j|^2 \right) + \theta_3 \delta(x_i, x_j)
$$

where $\theta_3 = \epsilon^2$. Considering the above equations, we predict the output variable $y^*$ for new input variable $x^*$. To begin, the joint probability of the training data and testing data can be written as

$$
P \left( y, x \right) = \int P (y|f) P (f|x) df = N \left( 0, K + \epsilon^2 I \right) = N \left( 0, K' \right)
$$

The predictive mean is a linear combination of observations $y$. The advantage of the Gaussian process formulation is that the combination of the prior and noise models can be calculated exactly using matrix operations. This solution is the same as that obtained for kernel ridge regression, where the noise variance term appears as the regularization factor. [50] provided a comprehensive review of
the differences between the Gaussian process and kernel ridge regression. Compared with kernel ridge regression, the type-2 maximum likelihood can be applied to the Gaussian process to optimize hyperparameters $\theta = (\theta_1, \theta_2, \theta_3)$ automatically. The negative log marginal likelihood of the training data can be expressed as follows.

$$
\log p(y|x, \theta) = \log N(y|0, K') = -\frac{n}{2} \log (2\pi) - \frac{1}{2} \log |K'| - \frac{1}{2} y^T K'^{-1} y
$$

Notably, we can analytically express the partial derivatives of the log likelihood, which forms the basis of an efficient learning scheme.

$$
\frac{\partial \log p(y|x, \theta)}{\partial \theta_j} = -\frac{1}{2} \text{Tr} \left( K'^{-1} \frac{\partial K'}{\partial \theta_j} \right) + \frac{1}{2} y^T K'^{-1} \frac{\partial K'}{\partial \theta_j} K'^{-1} y
$$

Gradient-based optimization, such as the scaled conjugate gradient (SCG) [51], enables updating of these parameters. Because these parameters can converge to local minima, the initial values and ranges must be selected carefully.

### 3.2. Applying GPTI to Preprocessed SAR Images

A graphical overview of the proposed method is shown in Figure 10. Series of SAR images are coregistered first so that the time series of each pixel can be extracted. Subsequently, the Gaussian process is applied to each time series to obtain a regression function whose input value $x$ corresponds to the day of the year and output value $y$ corresponds to intensity. Note that this regression function is estimated in each polarization (VH and VV) separately. The initial values of parameters $\theta_1$, $\theta_2$ and $\theta_3$ are set to 1, 10 and 10, respectively. The variable range of these parameters is $[0.01, 100]$. These hyperparameters are updated at each pixel using evidence approximation. Afterward, a fully interpolated image stack can be obtained by combining all the estimated functions, and we can reconstruct generative SAR images. In this study, the Gaussian process was implemented using the Python module Scikit-Learn (Version 0.21.2).

![Figure 10](image)

**Figure 10.** Graphical overview of Gaussian process-based temporal interpolation.

Examples of generative SAR images based on the proposed method are shown in Figure 11. Four types of classification datasets are compared in terms of water detectability in the following sections, and they are created based on a combination of acquisition paths. Figure 12 provides an overview of the workflow for dataset creation. Dataset-A consists of series of preprocessed SAR images taken from Path166. By applying the proposed interpolation to each path image, we can reconstruct generative SAR images whose acquisition timings are the same as those of Path166. To verify the effect of the Gaussian process itself, we defined generative SAR images from Path166 as Dataset-B. Dataset-C consists of a combination of generative images from Path115 and Path166, and Dataset-D consists of a combination of generative images from Path42, Path115 and Path166. Note that in path-combined datasets, such as Dataset-C, each pixel has multiple dual-polarization values. For example, the SAR images in Dataset-C have four pixel values: VH-Path115, VV-Path166, VH-Path115 and VV-Path166.
Figure 11. Examples of generative SAR images (VH polarization): (a) SAR image taken from Path42 on 22 July 2018. The average intensity of the image is $-20.63$ dB. (b) SAR image taken from Path 115 on 22 July 2018. The average intensity of the image is $-19.26$ dB. (c) SAR image taken from Path166 on 22 July 2018. The average intensity of the image is $-19.19$ dB. Examples of generative SAR images (VV polarization): (d) SAR image taken from Path42 on 22 July 2018. The average intensity of the image is $-13.31$ dB. (e) SAR image taken from Path 115 on 22 July 2018. The average intensity of the image is $-12.15$ dB. (f) SAR image taken from Path166 on 22 July 2018. The average intensity of the image is $-12.12$ dB.

Figure 12. Workflow for creating datasets.
4. Experimental Analysis

A schematic overview of the experimental analysis is shown in Figure 13. Our experimental analysis can be separated into two parts. In the first part, we create a water body classifier for each dataset. A pair of Sentinel-1 and Sentinel-2 images taken on 22 July 2018 are treated as training data in our analysis. In the training phase, all of the pixels are split into two categories, with one for estimating coefficients of classification and the other for producing the error matrix. This error matrix can provide insights into the classification model, although spatial data leakage may limit independency of error matrix derived from 22 July 2018 [52]. Subsequently, images taken on 22 May 2018 are used for further validation, which is completely independent from training data. As shown in Figure 6, the acquisition timing of Sentinel-1 and Sentinel-2 does not match due to the confliction of revisit time. Thus, we only use Sentinel-2 images taken on 22 May 2018 and 23 July 2018 to produce the error matrix because Sentinel-1 images taken on the same date are available. In the second part, we apply the trained model to all the images in each dataset. A series of water maps derived from the classification is used to construct surface-water hydrographs for the selected wetlands. In the following two subsections, we will provide details of the analyses. Note that these procedures are implemented using Python (Version 3.6.8).

![Figure 13. Schematic overview of the experimental analyses. We denote an arbitrary dataset as Dataset-X.](image)

4.1. Water Body Classification

This study uses logistic regression for pixel-based water body classification. As discussed previously, the number of intensities used as input values \( x = (x_1, x_2, \ldots, x_i)^T \) differs depending on the dataset. Suppose that a subset of training data is \( \{(x_i, y_i)\}_{i=1}^N \), where \( y_i \in \{0, 1\} \) is the true label derived from the reference data. Half of the pixels within the image are randomly selected for training data, and the other half of the dataset is used for testing. The output value of the model, which corresponds to the probability that a pixel belongs to the water mask (i.e., \( y = 1 \)), can be defined as

\[
Pr[y = 1|x, \omega, b] = \frac{1}{1 + \exp(-\omega^T x - b)}
\]
where $\omega$ and $b$ are parameters estimated using the maximum likelihood method. The objective function we need to minimize is defined as

$$E(\omega, b) = -C \log \sum_{i=1}^{N} \Pr[y_i|x_i, \omega, b] + \frac{1}{2} (\omega^T \omega + b^2)$$

where $C$ is a regularization factor to prevent overfitting. To select this hyperparameter, a 5-fold cross validation grid search is applied to the training data. The range of $C$ is set to $\log_{10} C \in \{-4, -3.5, -3, \ldots, 4\}$. Subsequently, classification parameters $\omega$ and $b$ are trained using training data. An error matrix derived from the testing dataset is used to quantitatively assess the overall accuracy and F-score, which is the harmonic mean of precision and recall [53]. Let $TP$, $FP$, $TN$ and $FN$ be a number of true positives, false positives, true negatives and false negatives. The F-score can be calculated as follows.

$$\text{Precision} = \frac{TP}{TP + FP}$$
$$\text{Recall} = \frac{TP}{TP + FN}$$
$$\text{F-score} = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}$$

### 4.2. Extracting Seasonal Water Extent Change

The trained model is applied to all images in each dataset to obtain 10 water maps. As shown in Figure 6, because available Sentinel-2 images range from 25 April 2018 to 10 September 2018, we omit generative images taken on 25 April 2018 and 20 September 2018. The water maps derived from the classification enable reconstruction of surface-water hydrographs for each pond with better temporal resolution than that provided by Sentinel-2-based reference data. In this study, we selected 6 ponds for water extent tracking as shown in Figure 14. In each water map, the number of pixels within a target rectangle that are classified as water are counted.

![Figure 14](image_url)

**Figure 14.** This analysis extracts hydrographs for wetlands surrounded by red frames. The numbers attached to rectangles denote the indexes of the wetlands.

Subsequently, the transitions of the water areas are visualized. To validate the derived transition graphs, we also extract seasonal changes from the Sentinel-2 image stack. Note that the acquisition dates of Sentinel-2 do not match those of Sentinel-1 except for 22 July 2018. Thus, the consistency between the water extent derived from classification and reference data is visually verified. To mitigate misestimations derived from the flooding boundary, we normalize the water extent using Sentinel-1...
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and Sentinel-2 images taken on 22 July 2018 as the reference water extent. Let the water area estimated from Sentinel-1 and Sentinel-2 images be $x$ pixels and $y$ pixels, respectively. In this case, the normalized coefficient $N$ is the ratio of $x$ to $y$. This coefficient is computed for each pond and multiplied by the estimated water extent when drawing the seasonal change figures.

5. Results

The coefficients of the logistic regression model estimated from training data are summarized in Table 2. Note that, the number of images combined for classification differs depending on datasets. Empty fields in the table means corresponding intensities are not used for classification. For example, the logistic regression model for Dataset-C can be described as

$$
1 + \exp(0.47x_{166}(VH) - 0.42x_{166}(VV) + 0.13x_{115}(VH) + 0.51x_{115}(VV) + 28.92)
$$

where VH and VV intensity in the SAR images taken from Path166 are denoted as $x_{166}(VH)$ and $x_{166}(VV)$, respectively, and VH and VV intensity in the SAR images taken from Path115 are denoted as $x_{115}(VH)$ and $x_{115}(VV)$, respectively. The validity of estimated parameters will be discussed later.

| Coefficients and bias estimated from training data. | Dataset-A | Dataset-B | Dataset-C | Dataset-D |
|---------------------------------------------------|-----------|-----------|-----------|-----------|
| Coefficients of original intensity                | $\omega_{166}(VH)$ | $-0.52$   | $-0.42$   | $-0.28$   |
|                                                   | $\omega_{166}(VV)$ | $-0.57$   | $-0.30$   | $-0.38$   |
| Coefficients of generative images                 | $\omega_{166}(VH)$ | $-0.68$   | $-0.33$   | $-0.53$   |
|                                                   | $\omega_{166}(VV)$ | $-0.53$   | $-0.42$   | $-0.22$   |
|                                                   | $\omega_{115}(VH)$ | $-0.42$   | $-0.33$   | $-0.46$   |
|                                                   | $\omega_{115}(VV)$ | $-0.30$   | $-0.53$   | $-0.46$   |
|                                                   | $\omega_{42}(VH)$  | $-0.33$   | $-0.53$   | $-0.46$   |
|                                                   | $\omega_{42}(VV)$  | $-0.30$   | $-0.53$   | $-0.46$   |
| Bias                                              | $b$        | $-22.34$  | $-25.26$  | $-28.93$  |

Visual comparisons between reference data and classification results of 22 July 2018 and 23 May 2018 are summarized in Figures 15 and 16, respectively, in which the true positives, false positives, false negatives, and true negatives are marked in yellow, green, red and black, respectively. Error matrices derived from the testing data in 22 July 2018 and 23 May 2018 are shown in Tables 3 and 4, respectively. These tables demonstrate two interesting outcomes. First, the synergistic use of multipath images increases the water mapping accuracy. For example, Dataset-C (F-score = 77.8% in 22 July 2018 and F-score = 76.8% in 23 May 2018) is superior in terms of water detectability to Dataset-B (F-score = 73.5% in July and F-score = 73.8%). This superiority is partly because the number of false positives in Dataset-C (48 pixels in 22 July 2018 and 8 pixels in 23 May 2018) is drastically reduced compared to the number of false positives in Dataset-B (113 pixels in 22 July 2018 and 134 pixels in 22 May 2018). Interestingly, a similar reduction tendency is observed in (f) and (i) of Figure 15 and in (f) and (i) of Figure 16. Second, applying the GPTI increases water detectability without combining multipath images. Dataset-B is superior in terms of its ability to detect water to Dataset-A (F-score = 69.8% in 22 July 2018 and F-score = 71.9% in 23 May 2018), although both datasets use images taken from a single path. This superiority is partly because the number of false negatives in Dataset-B (1479 pixels in 22 July 2018 and 1725 pixels in May 23) is slightly reduced compared to the number of false negatives in Dataset-B (1314 pixels in 22 July 2018 and 1613 pixels in May 23). As shown in (b) and (e) of Figure 15, a similar trend is observed in the graphical comparison. However, in (b) and (e) of Figure 16, such a tendency cannot be confirmed in the wetland.
Figure 15. Comparison of the classification results for 22 July 2018, derived from each dataset: (a) Dataset-A, (d) Dataset-B, (g) Dataset-C, (j) Dataset-D. Moreover, (b,e,h,k) shows that the highlighted area in (a,d,g,j) is enlarged. (c,f,i,l) shows that the right highlighted area in (a,d,g,j) is enlarged.
Figure 16. Comparison of the classification results for 23 May 2018, derived from each dataset: (a) Dataset-A, (d) Dataset-B, (g) Dataset-C, (j) Dataset-D. Moreover, (b,e,h,k) shows that the highlighted area in (a,d,g,j) is enlarged. (c,f,i,l) shows that the left highlighted area in (a,d,g,j) is enlarged.
Table 3. Error matrices derived from images taken on 22 July 2018.

|          | Reference Data |        |        |        |
|----------|----------------|--------|--------|--------|
|          | Water          | Land   |        |        |
| Classified (Dataset-A) | 2062 | 120   | 82,260 | 69.7%  |
| Classified (Dataset-B) | 2114 | 113   | 82,407 | 73.5%  |
| Classified (Dataset-C) | 2390 | 48    | 82,361 | 77.8%  |
| Classified (Dataset-D) | 2434 | 82    | 82,316 | 78.1%  |

Table 4. Error matrices derived from images taken from 23 May 2018.

|          | Reference Data |        |        |        |
|----------|----------------|--------|--------|--------|
|          | Water          | Land   |        |        |
| Classified (Dataset-A) | 2509 | 111   | 81,643 | 71.9%  |
| Classified (Dataset-B) | 2615 | 134   | 81,639 | 73.8%  |
| Classified (Dataset-C) | 2676 | 8     | 81,816 | 76.8%  |
| Classified (Dataset-D) | 2823 | 12    | 81,712 | 78.2%  |

The extracted seasonal changes for each pond are shown in Figure 17. According to these figures, the water extent estimated from Dataset-A is unnaturally fluctuating and sometimes much lower than the reference data; moreover, the water extent estimated from Dataset-A of wetland-3 on 4 June 2018 is completely different from the reference data. Although the water extents estimated from Dataset-B are more similar to the actual changes, they often show the same tendency as that of Dataset-A (i.e., sudden decrease) in some wetlands, such as wetland-5. Note that both datasets use SAR images taken only from Path166, and the difference is whether the Gaussian process is applied. Compared with the error matrices, significant differences between Dataset-C and Dataset-D are not observed. Dataset-C and Dataset-D both occasionally capture the wetland changes more accurately. This trend is remarkable, especially in the surface-water hydrographs for wetland-2 and wetland-4. However, these datasets allow us to reconstruct water extent changes with a higher accuracy than Dataset-A and Dataset-B.
Figure 17. Extracted water extent change in the selected wetlands.
6. Discussion

Coefficients of classification are discussed in this paragraph. Most of the coefficients took negative values as shown in Table 2. Such coefficients increase the pixel’s probability of inundation if the corresponding polarization has low intensity. However, the coefficient $\omega_{42(VV)}$ only took a positive value. This result can be explained by considering complex backscatter from inundated vegetation. Basically, inundated vegetation induces a combination of double-bounce and volume backscattering [54]. Cazals et al. (2016) also used Sentinel-1 images to monitor coastal marsh. Their study reported that flooded grassland shows higher VV intensity than non-flooded grassland [24]. Interestingly, significant differences in VH intensity were not observed from their study area. As discussed in Section 2, our study area does not support tall trees. The vegetation in our study area causes similar backscattering effects as observed in their study area. Thus, the combination of positive coefficients $\omega_{42(VV)}$ and negative coefficients $\omega_{42(VV)}$ can be interpreted as the index for detecting inundated vegetation. Note that we designed a simple classification scheme (i.e., linear discriminator) to investigate the effect of the GPTI. From an electrical scattering perspective, we should incorporate the polarization ratio in the classification model [55]. As shown in Figures 15 and 16, most of the omission errors occur around the edge of wetlands. Such misclassifications are seemingly derived from the limitation of the linear discriminator, which results in an underestimation of the water extent. However, the amount of such misclassifications seems to be proportional to the size of wetland in our study area. Thus, normalization of the time series, which is described in Figure 13, enables the extraction of seasonal variation among individual wetlands.

There are no noticeable differences between the original preprocessed SAR images (Figure 7) and generative SAR images (Figure 11). However, our experimental water body detection shows that we can detect water bodies more accurately from generative images than from original images. This improvement can be considered in terms of the effect of capillary waves on water. As discussed in the introduction, wind-roughened surface water shows high backscatter intensity in original SAR images. Such open water may be misclassified as land due to the effect of capillary waves. In our understanding, because the location of the capillary wave differs depending on the weather conditions at the acquisition time, (e) Figure 16 does not include considerable false negative pixels. Although generative images are effective for water mapping for the above reason, the wind effect is not entirely removed. For example, extremely roughened water, whose intensity contaminates a regression function, may still lead to the underestimation of the water extent. We believe that this is the reason that the water-surface hydrographs of Dataset-A and Dataset-B show a similar sudden declining tendency.

Our experimental analysis also demonstrated that multipath analysis can reveal wetland dynamics more accurately than monopath analysis. This effect can be justified from two perspectives: the diversity of the radar direction and the probability of emergence of wind-roughened water. First, combining ascending and descending images dramatically increases the method’s ability to detect water because misclassifications derived from the shadowing effect can be mitigated. In the visual comparison map of Dataset-B, false positive pixels in (e) and (f) of Figure 15 and in (e) and (f) of Figure 16 clearly correspond to shadow areas in (e) and (f) of Figure 11. These pixels are successfully classified in Dataset-C because of the combination of different radar directions. We can mask the radar shadow using a ray tracing method in theory when high-resolution topographical models are available [56]. Moreover, incorporating high-quality elevation data into classification algorithms increases the detectability of water bodies [57]. Unfortunately, the high cost of operating airborne scanners limits the use of high-resolution elevation models for water detection. In relation to the diversity of radar direction, we should discuss why there are no differences between the F-scores of Dataset-C and Dataset-D. This lack might be related to the lower importance of the incident angle difference between Path42 and Path115 relative to the range direction difference. Second, when more intensities derived from several paths are considered as feature values, water pixels are less frequently misclassified as land pixels. As shown in Figure 17, even if Dataset-B and Dataset-C are affected by underestimations due to the wind effect, Dataset-D provides accurate information.
As we mentioned in the introduction, many studies have conducted multiple SAR images for wetland monitoring. Compared to these studies, our approach enables the detection of temporal changes of wetlands in detail. Most previous research studies have utilized multi-temporal images to improve the accuracy of land cover mapping by sacrificing the temporal resolution of the analysis. For example, Furtado et al. (2016) demonstrated that dual-season (i.e., dry season and rainy season) Radarsat-2 images can be used to map flooded vegetation in wetlands [58]. Banks et al. (2019) reported that using dual-season Radarsat-2 images taken from different angles further improves the accuracy for wetland mapping [59]. The critical problem is that these approaches do not provide time series variations of land cover change between seasons. On the other hand, our experimental analysis successfully demonstrated that interpolated images can be effectively used to monitor monthly changes of individual wetlands. Note that time series analyses using Fourier transformation have also been used to extract seasonal inundation in wetlands [25]. The major drawback of Fourier transformation is that available SAR images should span several years [60]. Suppose that a region of interest suffered from unprecedented drought in 2019 and we analyze SAR images that range from 2016 to 2019. Unfortunately, because Fourier transformation only allows us to extract yearly average trends, severe droughts that only occur in 2019 might be ignored. Therefore, as far as detecting severe changes is concerned, the GPTI method has the potential to contribute to operational wetland monitoring.

In addition to the strength of the model, we should stress some limitations related to either its theoretical formulation or our specific implementation. The main theoretical drawback is the high computational cost of the per-pixel Gaussian process, which hampers scaling up the target area. One possible solution is to exploit spatial homogeneities. Thus, the underlying function is estimated based on the time series of the average values within each object but not the time series of each pixel value. When incorporating OBIA into time series data, we must carefully choose the criteria for clustering homogeneous pixels [61]. As an alternative approach to reduce the computing cost, cloud or distributed computing environments, such as Amazon Web Server (AWS) and Data and Information Access Services (DIAS), are worthy of attention because such systems enable the rapid analysis of time series data. In particular, the Google Earth Engine (GEE) is gradually taking the place of local computing environments in a variety of Earth observation fields [3,62,63]. Its parallel processing ability has the potential to make our model more practical. Moreover, the availability of multipath images may also limit the practical use of our model. Note that GEE does not support complex computing methods, such as Gaussian processes, at this moment. Areas where both orbit orientations are available are limited due to potential conflicts among users. The Sentinel-1 observation scenarios are available in the ESA’s mission guide (https://sentinel.esa.int/web/sentinel/missions/sentinel-1/observation-scenario). For example, Barringer Slough, which is one of the richest wetland areas in the prairie pothole region, can only be observed from the ascending direction (Path63). It is desirable that Sentinel-1C and -1D, which are scheduled to be launched in the near future [64], extend the current observation scenarios. Finally, the validity of isolated points in time series should be discussed. In Figure 17, most of the datasets cause an overestimation of the water extent in wetland-1, wetland-2 and wetland-6, especially at the beginning of the time series. Because the Gaussian process is a kind of interpolation method, our approach may not be able to ensure sufficient accuracy at the start and end of the time series. However, if we just expand the range of the time series, this systematic error can be mitigated in theory. The validity of isolated points in time series should be further analyzed in future research.

7. Conclusions

The demand for disaster loss monitoring in wetlands is rapidly increasing because of recent climate changes. Time series analysis for synthetic aperture radar (SAR) images has the potential to track changes in individual wetlands. Unfortunately, most previous studies utilized monopath SAR images, which results in limited success because the availability of such images is deficient for operational monitoring. To improve the temporal density of available images, we propose the GPTI
method to implement the synergistic use of SAR images taken from multiple paths. Applying the GPTI method to SAR images enables the reconstruction of generative SAR images that interpolate each observation. The proposed model was applied to a series of Sentinel-1 images capturing wetlands in Okanogan County, Washington State, and the water extent of the wetlands was extracted under several combinations of multiple paths. We evaluated the accuracy of the extracted hydrological dynamics using ground reference data derived from Sentinel-2 images. Our experimental analysis yielded two interesting insights. First, the synergistic use of multipath images increases water mapping accuracy. Second, applying the GPTI increases water detectability without combining multipath images.

In our experimental analysis, we only considered acquisition discrepancies between Sentinel-1 images. However, in theory, we can apply the GPTI to arbitrary datasets, including ALOS and Landsat. Thus, our model has the potential to open new possibilities for data fusion. Moreover, this study reconstructed only 9 generative images for comparison with original SAR images taken from Path166. In operational monitoring, the GPTI has the potential to reconstruct generative SAR images for arbitrary days. Thus, surface-water hydrographs can provide information about daily changes in wetlands. This possibility must be discussed in future work to preserve important ecosystems from disastrous droughts.
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