ProbPFP: a multiple sequence alignment algorithm combining hidden Markov model optimized by particle swarm optimization with partition function
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**Abstract**

**Background:** During procedures for conducting multiple sequence alignment, that is so essential to use the substitution score of pairwise alignment. To compute adaptive scores for alignment, researchers usually use Hidden Markov Model or probabilistic consistency methods such as partition function. Recent studies show that optimizing the parameters for hidden Markov model, as well as integrating hidden Markov model with partition function can raise the accuracy of alignment. The combination of partition function and optimized HMM, which could further improve the alignment’s accuracy, however, was ignored by these researches.

**Results:** A novel algorithm for MSA called ProbPFP is presented in this paper. It integrate optimized HMM by particle swarm with partition function. The algorithm of PSO was applied to optimize HMM’s parameters. After that, the posterior probability obtained by the HMM was combined with the one obtained by partition function, and thus to calculate an integrated substitution score for alignment. In order to evaluate the effectiveness of ProbPFP, we compared it with 13 outstanding or classic MSA methods. The results demonstrate that the alignments obtained by ProbPFP got the maximum mean TC scores and mean SP scores on these two benchmark datasets: SABmark and OXBench, and it got the second highest mean TC scores and mean SP scores on the benchmark dataset BAiLiBASE. ProbPFP is also compared with 4 other outstanding methods, by reconstructing the phylogenetic trees for six protein families extracted from the database TreeFam, based on the alignments obtained by these 5 methods. The result indicates that the reference trees are closer to the phylogenetic trees reconstructed from the alignments obtained by ProbPFP than the other methods.

**Conclusions:** We propose a new multiple sequence alignment method combining optimized HMM and partition function in this paper. The performance validates this method could make a great improvement of the alignment’s accuracy.
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Background
In bioinformatics, multiple sequence alignment is a foundational conception. It aim to align more than two biomolecular sequences and applied for various biological analysis tasks, for example, protein structure prediction and phylogenetic inference [1]. Using MSA to find sequence differences can assist in the construction and annotation of biological ontologies, for example, the largest ontology in the world, Gene Ontology [2], on which researchers conduct a lot of works [3–7]. For the purpose of extracting and sharing knowledge of alignment, researchers established some ontologies based on multiple sequence alignment [8]. In addition, multiple sequence alignment could help to call SNP and thus to find disease-related gene variants [9–13].

There are many types of methods for multiple sequence alignment, and most of them are progressive [1]. Using a progressive method to align a set of sequences, first of all, for each paired sequence, we need to do pairwise alignment, then to compute the distance of the pair. A distance matrix was constituted from the distances of every pair. Subsequently, a guide tree was generated on the basis of the distance matrix. As the last step, on the ground of the provided order, which offered by the guide tree, profile-profile alignment was executed progressively.

For two sequences, the pairwise alignment task simply applies dynamic programming. And the scoring function for dynamic programming is usually based on a substitution matrix, for example, BLOSUM62 and PAM250 for protein sequences. In the multiple sequence alignment problems, when we need to align given sequences x and y, also the algorithms apply dynamic program, however the scoring function is not simply based on certain substitution matrix any more, since if residue \( x_i \) should be aligned with residue \( y_j \) is not just concerned about sequences \( x \) and \( y \) but also concerned about others. Numerous algorithms utilize the posterior probability \( P(x_i \sim y_j | x, y) \) to compute the substitution scores. \( P(x_i \sim y_j | x, y) \) represent the probability that residue on position \( x_i \) in sequence \( x \) and residue on position \( y_j \) in sequence \( y \) are matched in the “true” multiple sequence alignment [14].

For the sake of calculating the posterior probability, a large number of approaches are practiced by different algorithms. Among those considerable amount of progressive alignment algorithms, most of them apply Hidden Markov Model to calculate the posterior probability, for example, ProbCons [15]. But in the meantime, some algorithms apply other probability consistency approaches, for instance, partition function, which was applied by Proalign [16] to calculate the posterior probability.

Howell et al. [17] and McCaskill et al. [18] use partition function to predict RNA secondary structure. Song et al. [19] use partition function to align RNA pseudoknot structures. Using partition function to do alignment was pioneered by Miyazawa [20]. Wolfshheimer et al. [21] studied the parameters partition function for the alignment. MSARC use a residue partition method based on partition function to align multiple sequence [22]. Retzlaff et al. [23] use partition function as a part of calculation for partially local multi-way alignments. Partition function is a useful model for alignment.

Some algorithms apply integrated approaches, for instance, MSAPros [24] and QuickPros [25] calculate the posterior probability according to the combination of HMM and partition function, while for GLPros [26], based on the mean of sequences’ identity in a set, the posterior probability was calculated adaptively. These papers indicated that, a preferable result will be produced by combining two or more types of posterior probability, while the one using a single type will produce worse result.

For the purpose of optimizing the parameters of HMM in MSA problem, many kinds of optimization algorithms are employed by various algorithms, such as Particle Swarm Optimization [27–30], Evolutionary Algorithms [31] and Simulated Annealing [32], to make the alignment’s accuracy improved.

Won et al. [33] use an evolutionary method to learn the HMM structure for prediction of protein secondary structure. Rasmussen et al. [27] use a particle swarm optimization—evolutionary algorithm hybrid method to train the hidden Markov model for multiple sequence alignment. Long et al. [28] and Sun et al. [29] use quantum-behaved particle swarm optimization method to train the HMM for MSA. And Sun et al. [30] also use an random drift particle swarm optimization methods to train the HMM for MSA.

Nevertheless, combination of the partition function and the optimized HMM was ignored by these studies. So, a novel algorithm for MSA called ProbPFP is presented in this paper. ProbPFP integrates the posterior probabilities yield by particle swarm optimized HMM and those yield by partition function.

We compared ProbPFP with 13 outstanding or classic approaches, that is, Proalign [16], ProbCon [15], DIALIGN [34], ClustalW [35], PicXAA [36], KALIGN2 [37], COBAL [38], CONTRAAlign [39], Align-m [40], MUSCLE [41], MAFFT [42], T-Coffee [43], and ClustalW [44], according to the total column score and sum-of-pairs score. The results indicated that ProbPFP got the maximum mean scores among the two benchmark datasets SABmark [40] and OXBench [45], along with the second highest mean score on the dataset BAliBASE [46].

Methods
Maximal expected accuracy alignment and posterior probability
A lot of multiple alignment methods construct alignment with maximum expected accuracy. A dynamic program
need to be executed to determine the expected accuracy. The substitution score for the dynamic programming is set as the posterior probability when two corresponding positions in each sequence are aligned. The posterior probability was denoted as \( P_{xy}(x_i \sim y_j) = P(x_i \sim y_j|x, y) \), then the dynamic programming will be executed according to the following formula.

\[
A(i,j) = \max \left\{ A(i-1,j-1) + P_{xy}(x_i \sim y_j), A(i-1,j), A(i,j-1) \right\}
\]

For two sequences \( x \) and \( y \), the maximal expected accuracy alignment will be generated when the dynamic programming finished. The alignment will get a corresponding maximum global score \( GS(x, y) = A(|x|, |y|) \).

**Posterior probability calculating by partition function**

Partition function is a core concept in statistical physics. It is similar to path integral mathematically. By calculating the partition function, the microstates can be related to the macroscopic physical quantity. And all of the thermodynamic functions that characterize the equilibrium thermodynamic properties of the system can be represented by partition function.

In equilibrium, the distribution of particles at each energy level follows the Boltzmann distribution, as the formula below:

\[
P_i = \frac{e^{-\varepsilon_i/kT}}{Z}
\]

\( P_i \) indicates the probability that the particle is at the \( i \)-th level, \( T \) represents the thermodynamic temperature of the particle system, \( \varepsilon_i \) represents the free energy of the \( i \)-th level, and \( k \) represents the Boltzmann constant.

According to the formula (2), \( P_i \) can be calculated by:

\[
P_i = \frac{e^{-\varepsilon_i/kT}}{\sum_{j=1}^{M} e^{-\varepsilon_j/kT}}
\]

The denominator \( Z = \sum_{j=1}^{M} e^{-\varepsilon_j/kT} \) is the partition function, which is the weighted sum of microstates. It described how does the probability of various microstates distributed in the system, and the value of it characterizes the ratio of particles’ amount in the system to particles’ amount at the ground state.

The partition function used in probability theory, information theory and dynamical systems is the generalization of the definition of partition function in statistical mechanics.

For protein alignment, since “any scoring matrix essentially corresponds to a log-odds matrix” [47], the total score \( A(l) \) of an alignment \( l \) is proportional to the log-likelihood ratio of \( l \). So, the probability of an alignment \( l \) is proportional to \( e^{A(l)/T} \) which is similar to the Boltzmann distribution [20], where \( T \) is a constant related to the original scoring matrix.

If \( T \) was treated as the thermodynamic temperature, and the total score of alignment as negative energy, the probability of an alignment \( l \) could be calculated by the partition function defined as below:

\[
Z = \sum_{l \in L} e^{A(l)/T}
\]

\[
p(l) = \frac{e^{A(l)/T}}{Z}
\]

while \( L \) represents the set of each possible alignment of sequence \( x \) and sequence \( y \).

The partition function for partial sequences of \( x[1 \ldots i] \) and \( y[1 \ldots j] \) is denoted as \( Z_{i,j} \), and for that of \( x[1 \ldots |x|] \) and \( y[1 \ldots |y|] \) as \( Z'_{i,j} \). Each one of them could use dynamic program to calculated from the beginning or the ending of the sequences. Then, the posterior probability of position \( x_i \) aligned to position \( y_j \) could be calculated by the formula below:

\[
P_{xy}(x_i \sim y_j) = \frac{1}{Z} Z_{i-1,j-1} e^{s(x_i,y_j)/T} Z'_{i+1,j+1}
\]

where \( s(x_i,y_j) \) represents the score of aligning residue \( x_i \) with residue \( y_j \), in the original scoring matrix.

**Posterior probability calculating by pair-HMM**

Pair-HMM was used by numerous multiple sequence alignment methods to calculate posterior probability. The posterior probability that the \( i \)-th residue in sequence \( x \) and the \( j \)-th residue in sequence \( y \) is aligned in the “true” alignment of \( x \) and \( y \) is defined by the formula below:

\[
P_{xy}(x_i \sim y_j) = P(x_i \sim y_j \in l^*|x, y)
\]

\[
= \sum_{l \in L} P(l|x, y) 1(x_i \sim y_j \in l)
\]

while \( L \) represents the set of each possible alignment of sequences \( x \) and \( y \), \( l^* \) represents the “true” alignment of them, and \( 1(expr) \) represents the indicator function which returns 1 if the expr is true or 0 if it is false.

The majority multiple sequence alignment methods on the basis of pair-HMM use the Forward and Backward algorithm to compute the posterior probability, as explained in [14].

Nevertheless, for estimating the model parameters of HMM, there are selected algorithms that use certain other optimization methods instead of utilizing the Forward and Backward algorithm, to prevent being trapped in local optima, for example, particle swarm optimization.

**Posterior probability calculating by particle swarm optimized pair-HMM**

Optimization algorithms are derived from computer science. Nowadays, they are extensively applied in various subjects, for example, life science and material science, and so on [48, 49]. Optimization algorithms, for example,
Particle swarm optimization and random walk [5, 50–52] are also widely used in bioinformatics.

PSO [53] is an optimization algorithm which is inspired by foraging behavior of a bird flock. For an optimization problem, a number of particles are set by PSO algorithm. Position and velocity are the basic properties of all particles. A particle’s position stand for a candidate solutions in the solution space of the problem. The velocity of a particle indicate where it will go next. The positions are assessed by a fitness function.

PSO algorithms move the particles to “better” positions iteratively, based on the best position that a particle have reached along with the best position that the whole swarm have reached.

In this approach, there exist a total of \( n \) particles. It possess a stochastically yielded position vector \( x_i \) and a stochastically yielded velocity vector \( v_i \) for each particle \( i \). In the algorithm, the formula (8) was used to renew the velocity, and also formula (9) was used to renew the position:

\[
\begin{align*}
v^k_i &= w v^k_i + f_1 r_1 (p^k_i - x^k_i) + f_2 r_2 (p^k_g - x^k_i) \\
x^{k+1}_i &= x^k_i + v^k_i
\end{align*}
\] (8)  (9)

In these formulas, \( p_i \) represents the best position that particle \( i \) achieved. \( p_g \) represents the global best position of the whole swarm achieved. \( w \) represents the inertia weight that dominates the affects of the previous velocity. \( f_1 \) is the cognitive factor, while \( f_2 \) is the social factor. \( r_1 \) and \( r_2 \) are variables that yielded randomly in [0, 1].

The fitness of the global best position will be improved as the renewing procedure iteratively runs. The renewing procedure will be stopped when iterations reaches a previously given number or the fitness reaches a previously given value.

For hidden Markov model, if we consider the parameter set of it as the position in PSO, then it can be optimized by PSO. For HMM in MSA problem, once the parameters of HMM are computed, the posterior probabilities for MSA will be computed subsequently.

**Posterior probability calculating by integrating different methods**

In order to align two sequences by dynamic programming, the most important element is the substitution score. Numerous approaches are applied to compute the posterior probabilities, and thus to compute the substitution scores. Each approach has its own particular property and matches distinct aspect of alignments. To integrate more than one approach to calculate the posterior probability is a conventional practice. MSAProbs [24] integrate the partition function with HMM to calculate the posterior probabilities, while GLProbs [26, 54] calculate the posterior probabilities by integrating local, global and double affine pair-HMMs.

**Posterior probability calculating by integrating particle swarm optimized pair-HMM and partition function**

In this paper, a multiple sequence alignment method which is called ProbPFP is proposed, while the posterior probability is determined by integrating particle swarm optimized HMM and partition function.

PSO was applied by ProbPFP to optimize the gap open penalties, gap extend penalties and the initial distribution of MSA. Thus for HMM in ProbPFP, the initial probabilities was calculated based on the initial distribution, and the transition probabilities was calculated based on these two type of penalties.

As the first step, the parameters are yielded randomly following a uniform distribution. Subsequently, the hidden Markov model for MSA was constructed by applying these parameters and then was used to calculate the posterior probabilities. We applied these posterior probabilities as the substitution scores to execute pairwise alignment.

In this paper, the fitness function for PSO is defined as SoP, i.e., the standard sum-of-pairs score, which is described as below:

\[
 SoP = \sum_{i=1}^{n} \sum_{j=i+1}^{n} \text{Score}(l_i, l_j)
 = \sum_{i=1}^{n} \sum_{j=i+1}^{n} \sum_{k=1}^{||} s(r_{ik}, r_{jk})
\] (10)

In which, sequences \( i \) and \( j \) are aligned as \( l_i \) and \( l_j \) by inserting gaps to them. \( r_{ik} \) is a gap or a residue at the position \( k \) on aligned sequence \( l_i \). \( s(r_{ik}, r_{jk}) \) is the score for the two elements \( r_{ik} \) and \( r_{jk} \) at position \( k \). If the two elements are all residues, it is the substitution score for this two types of residue. If one of the elements is gap, it is the penalty of gap open or extend. In this study, the substitution matrix is the commonly used BLOSUM62. The gap open penalty is set as -11, and the gap extend penalty as -1, since the two values for these penalties are extensively used.

In order to optimize the SoP score, we did a series of experiments to determine how many particles and how many iterations we need. We finally chose 10 particles for 30 iterations. The experiments are described in “results” section. After that, the final trained parameters are used to construct a hidden Markov model. We apply the model to compute the posterior probability and denote this type of posterior probability as \( P_{x \sim y}^{\text{PSO}}(x_i \sim y_j) \).

The posterior probability computed by the partition function are denoted as \( P_{x \sim y}^{\text{PF}}(x_i \sim y_j) \), and the final posterior probability are defined as below:
\[ P_{x,y}(x_i \sim y_j) = \sqrt{\frac{P^a_{xy}(x_i \sim y_j)^2 + P^b_{xy}(x_i \sim y_j)^2}{2}} \] (11)

**Guide tree construction**

Once the posterior probabilities were generated, they are used as substitution scores in dynamic programming method to align two corresponding sequences. We get a final global score for the two sequences through the dynamic programming. Using all of the scores, we establish a distance matrix from which we establish a guide tree to guide the subsequent alignment.

**Distance matrix computation**

Since in bioinformatics, similarity is an important concept, various approaches are developed to measure similarity on numerous research fields [55–60]. For alignment problems, the dynamic programming can be performed to generate the maximal expected accuracy alignment by applying Eq. 1 iteratively based on posterior probability. The corresponding maximal expected accuracy can be calculated as the following formula:

\[ GS(x, y) = A(|x|, |y|) \] (12)

It is the sum of posterior probabilities for every aligned residue pair on the yielded alignment of sequences \( x \) and \( y \), so it indicates the similarity of this two sequences. And then, the distance of them can be defined as shown:

\[ dis(x, y) = 1 - GS(x, y)/\min(|x|, |y|) \] (13)

The distance matrix of a set of sequences, was constituted by the distances for every pair of sequences.

**Guide tree building from distance matrix**

Guide tree is a binary tree, that each node has two children. Each leaf of guide tree stands for a sequence, each internal node stands for an alignment of the sequences that the leaves of the corresponding sub-tree represent, and the root represents the final alignment. It can be built according to the distance matrix by using various clustering methods, for example, UPGMA and Neighbor-Joining. We applied UPGMA, which is a greedy linear heuristic methods, to build the guide tree, in this study.

When the two closest remaining nodes \( N_l \) and \( N_r \) are united to a node \( N_i \), for any other node \( N_k \), the distance between \( N_k \) and \( N_l \) is defined as the average distance of each pair of sequences that one from \( N_k \) and another from \( N_l \).

\[ d_{kl} = \frac{\sum_{x \in N_k} \sum_{y \in N_l} d_{xy}}{|N_k| \cdot |N_l|} \] (14)

So it can be calculated by:

\[ d_{kl} = \frac{|N_k|d_{il} + |N_l|d_{jr}}{|N_i| + |N_j|} \] (15)

**Progressive alignment**

Progressive alignment is the last procedure of ProbPFP. An unaligned sequence or the alignment of some aligned sequences is called profile. Starting from the set of original sequences, the core idea of progressive alignment is choosing the closest pair of profiles in the set and aligning them to generate a new profile to replace them in the set. As mentioned in the previous subsection, we learned that the aligning order is actually determined by the guide tree.

Before we apply progressive alignment, we first apply the probabilistic consistency transformation described in MSAProbs [24]. Probabilistic consistency transformation is a step to re-estimate the probabilities by considering the other sequences’ effect on the pairwise alignment. After that, as similar to pairwise alignment of two sequences, the profile-profile alignment also apply dynamic programming. It is intuitive that the substitution score for a pair of columns from these two profiles is determined by the mean of the posterior probability for every residue pair, that one residue located in the column from the first profile, while the other one located in the column from the second profile. The formula for the score is listed as below:

\[ \text{Score}(X_i, Y_j) = \frac{\sum_{x \in X, y \in Y} w_x w_y P'(x_i \sim y_j|x, y)}{\sum_{x \in X, y \in Y} w_x w_y} \] (16)

where \( X \) and \( Y \) are profiles, \( i \) and \( j \) are the \( i \)-th and \( j \)-th columns. \( P' \) is the transformed probabilistic matrix, and \( w_x \) and \( w_y \) are the weights which were calculated according to the methods in ClustalW [44].

We will execute the profile alignment progressively until there will be only one profile. The last profile will be the initial alignment that we seek for the set of sequences.

As the last step, we divide the alignment into two random groups and realignment them by profile alignment. After a fixed number of iterations (10 by default), we got the final alignment.

The steps for ProbPFP are displayed in Fig. 1.

**Results**

We compared ProbPFP with 13 outstanding or classic MSA methods, i.e., Probalign, ProbCons, T-Coffee, PicXAA, CONTRAlign, COBALT, Clustalω, MUSCLE, KALIGN2, MAFFT, ClustalW, Align-m and DIALIGN. These 13 methods were all run with their default parameters. The particle swarm optimization in ProbPFP utilized 10 particles and iterated for 30 times.

The numbers of particles and iterations are determined by a series of experiments according to the SOP score on the RV11 and RV12 subsets of BAliBASE3 benchmark. To determine the number of particles and the number of iterations, we applied 5, 10, 15, 20, 25 and 30 particles to the families in RV11 and RV12, and iterated from 1 to 60
times. The mean SoP scores of this families are calculated. The results are described in Fig. 2. We noticed that the SoP scores increased a lot, as the number of particles increased from 5 to 10. But when the number increased from 10 to 15, 20, 25 or 30, the SoP scores increased only a little. In addition, when the number increased from 10 to 15, as the iterations increased, the SoP scores even decreased. So, we chose 10 particles which is enough.

From Fig. 2, we noticed that the SoP score increased as the number of iterations grow. But the increment speeds become slow after about 15 times, and even slower after about 30 times. So, we chose 30 iterations which is enough.

we applied these 14 algorithms to align the sequence sets in three commonly used protein multiple sequence alignment public benchmarks: SABmark 1.65, OXBench
Fig. 2 Comparison of mean SoP scores for different numbers of particles and iterations

The algorithms were compared based on the total column score and sum-of-pairs score. For each benchmark and each algorithm, the mean of the TC scores of alignments for every family is calculated, as same as the mean of the SP scores.

Table 1 listed the mean TC scores and the mean SP scores on OXBench 1.3 of ProbFPF and the other 13 methods. The table demonstrated that ProbFPF got the maximum mean scores while Probalign got the second largest mean scores. Probalign calculated the posterior probabilities only by partition function model which “might be more successful in locating highly similar regions” [24], while ProbFPF do that by combining partition function with optimized HMM, and this strategy makes the score increased.

Table 2 listed the mean TC scores and the mean SP scores on BALiBASE 3. It indicated that ProbFPF got the second largest mean scores, and these scores were very close to the highest that Probalign got. “The partition function probabilistic model might be more successful in locating highly similar regions” [24] while “BALiBASE is heavily biased toward globally related protein families” [61]. We thought that is why Probalign got the highest scores. In this case, combining with optimized HMM might not benefit the scores but rather decrease them.

Table 3 listed the mean TC scores and the mean SP scores on SABmark. This table also indicated that ProbFPF got the maximum mean scores. Because most families in SABmark are divergent, Probalign didn’t get the second largest mean scores, but T-Coffee got the second largest mean TC score since it combined local and global alignment. The result shows that the combination

| Aligner | Mean TC score | Mean SP score |
|---------|---------------|---------------|
| ProbFPF | 81.70         | 90.15         |
| Probalign | *81.68* | *89.97* |
| ProbCons | 80.86         | 89.68         |
| T-Coffee | 80.50         | 89.52         |
| PicXAA  | 80.74         | 89.64         |
| CONTRAlign | 79.87 | 89.34 |
| COBALT  | 79.73         | 88.96         |
| ClustalΩ | 79.99         | 88.91         |
| MUSCLE  | 80.67         | 89.50         |
| KALIGN  | 78.88         | 88.39         |
| MAFFT   | 77.96         | 88.00         |
| ClustalW | 80.16         | 89.43         |
| Align-m | 76.06         | 86.95         |
| DIALIGN | 72.14         | 83.97         |

The scores in this table are multiplied by 100. In each column, the maximum score is highlighted in bold, while the second highest score is displayed between two asterisks.
strategy in our ProbPFP methods is also effective in divergent families.

Furthermore, we utilized ProbPFP to assist the rebuilding of the phylogenetic tree to assess the practicability of it. On 6 protein families extracted from the database TreeFam [62]. ProbPFP was compared with 4 other outstanding methods. The alignments that aligned by these 5 methods are passed to the analysis tool MEGA5 [63]. And in MEGA5, the phylogenetic trees of these 6 families are rebuilt by applying the maximum likelihood approach.

To assess the quality of the reconstructed phylogenetic trees, we need to calculate the distances between the reference trees with them. Here, we applied the commonly used partition metric (Robinson-Foulds metric). A better inferred tree has a smaller distance, since it is closer to the reference tree. Table 4 listed the Robinson-Foulds distances between the reference trees and the phylogenetic trees inferred from the alignments generated by this 5 aligners. It indicated that the trees computed from ProbPFP are with the smallest distances in 5 of the 6 tests.

### Discussion

ProbPFP was compared with 13 outstanding or classic MSA methods based on TC and SP Scores. It achieved the highest mean TC and SP Scores among these 14 methods on the benchmark Sabre and OXBench. And on dataset BALiBASE, ProbPFP achieved the second highest mean TC and SP Scores and are very close to the highest scores that Probalign obtained.

To illustrate the practicability of ProbPFP, We also compared ProbPFP with 4 leading aligners according to phylogenetic tree reconstruction. Among the 6 tests, there are 5 tests in which the trees constructed from alignments yielded by ProbPFP are nearest to those reference trees. It can be seen that combining PSO optimized HMM with partition function could make a great improvement of the alignment quality.

### Conclusions

The accuracy of sequence alignment could be raised by optimizing the parameters of HMM for multiple sequence alignment. It could also be improved by combining hidden Markov model with partition function. In this paper, we propose a new MSA method, ProbPFP, that integrates the HMM optimized by PSO with the partition function. The performance validates this method could make a great improvement of the alignment’s accuracy.

### Abbreviations

HMM: Hidden Markov model; MEGA5: Molecular evolutionary genetics analysis tool 5; MSA: Multiple sequence alignment; PSO: Particle swarm optimization; RF: Robinson-foulds; SP: Sum-of-pairs; TC: Total column; UPGMA: Unweighted pair-group method with arithmetic means

### Acknowledgements

We thank the anonymous reviewers’ valuable comments for improving the quality of this work.

### About this supplement

This article has been published as part of BMC Bioinformatics Volume 20 Supplement 18, 2019: Selected articles from the Biological Ontologies and Knowledge bases workshop 2018. The full contents of the supplement are available online at https://bmcbioinformatics.biomedcentral.com/articles/supplements/volume-20-supplement-18.

### Authors’ contributions

QZ and YW conceived and designed the research. QZ implemented the method. SJ and QJ provided feedbacks on the implementation. QZ wrote the manuscript with assistance from NW and RT. All authors read and approved the final manuscript.

### Funding

The publication cost of this article was funded by the National Key R&D Program of China (2016YFC1202302 and 2017YFSF090117), Natural Science Foundation of Heilongjiang Province (F2015006), the National Nature Science Foundation of China (Grant No. 61822108 and 61571152), and the Fundamental Research Funds for the Central Universities (AUGA5710001716).
References

1. Chatzou M, Magis C, Chang JM, Kemenia C, Bussotti G, Erb L et al. Multiple sequence alignment modeling: methods and applications. Brief Bioinform. 2016;17(6):1099–23.

2. Chalmel F, Lardenois A, Thompson JD, Muller J, Sahel JA, Leveillard T et al. GOanno: GO annotation based on multiple sequence alignment. Bioinformatics. 2009;25(5):2055–6.

3. Cheng L, Sun J, Xu W, Dong L, Hu Y, Zhou M. OAHG: an integrated resource for annotating human genes with multi-level ontologies. Sci Rep. 2016;6(1):34820.

4. Peng J, Wang H, Lu J, Hui W, Wang Y, Shang X. Identifying term relations across different gene ontology categories. BMC Bioinformatics. 2017;18(Suppl 16):S73.

5. Peng J, Wang X, Shang X. Combining gene ontology with deep neural networks to enhance the clustering of single cell RNA-Seq data. BMC Bioinformatics. 2019;20(Suppl 8):134.

6. Cheng L, Wang P, Tian R, Wang S, Guo Q, Luo M et al. LncRNA2Target v2.0: a comprehensive database for target genes of lncRNAs in human and mouse. Nucleic Acids Res. 2019;47(D1):D140–4.

7. Thompson JD, Holbrook SR, Katoh K, Koehl P, Moras D, Westhof E et al. MAQ: a Multiple Alignment Ontology for nucleic acid and protein sequences. Nucleic Acids Res. 2005;33(13):4164–71.

8. Hu Y, Zheng L, Cheng L, Zhang Y, Bai W, Zhou W et al. GA2B rs2373115 variant contributes to Alzheimer’s disease risk specifically in European population. J Neurol Sci. 2017;375:18–22.

9. Cheng L, Yang H, Zhao H, Pei X, Shi H, Sun J et al. MetSigDis: a manually curated resource for the metabolic signatures of diseases. Brief Bioinform. 2019;20(1):203–9.

10. Hu Y, Cheng L, Zhang Y, Bai W, Zhou W, Wang T et al. Rs4878104 contributes to Alzheimer’s disease risk and regulates DAPK1 gene expression. Neurol Sci. 2017;38(7):1255–62.

11. Peng J, Guan J, Shang X. Predicting Parkinson’s Disease Genes Based on Node2vec and Autoencoder. Front Genet. 2019;10:226.

12. Hu Y, Zhao T, Zang T, Zhang Y, Cheng L. Identification of Alzheimer’s Disease-Related Genes Based on Data Integration Method. Front Genet. 2018;9:703.

13. Durbin R, Eddy SR, Krogh A, Mitchison G. Biological sequence analysis: Probabilistic models of proteins and nucleic acids. Cambridge: Cambridge University Press; 1998.

14. Do CB, Mahabashyanam MSP, Brudno M, Batzoglou S. ProbCons: Probabilistic consistency-based multiple sequence alignment. Genome Res. 2005;15(10):330–40.

15. Roshan U, Livesay DR. Probalign: multiple sequence alignment using partition function posterior probabilities. Bioinformatics. 2006;22(22):2715–21.

16. Howell J, Smith T, Waterman M. Computation of generating functions for biological molecules. SIAM J Appl Math. 1980;39(1):119–33.

17. McCaskill JS. The equilibrium partition function and base pair binding probabilities for RNA secondary structure. Biopolymers: Original Res Biomol. 1990;29(6–7):1105–19.

18. Song Y, Hua L, Shapiro BA, Wang JT. Effective alignment of RNA pseudoknot structures using partition function posterior log-odds scores. BMC Bioinformatics. 2015;16(1):39.

19. Myazawa S. A reliable sequence alignment method based on probabilities of residue correspondences. Protein Eng Des Sel. 1995;8(10):999–1009.

20. Wolfsheimer S, Melchert O, Hartmann A. Finite-temperature local protein sequence alignment: Percolation and free-energy distribution. Phys Rev E. 2009;80(6):061913.

21. Modzelewski M, Dojer N. MSARC. Multiple sequence alignment by residue clustering. Algorithms Mol Biol. 2014;9(1):12.

22. Rasmussen TR, Kerk K. Improved Hidden Markov Model training for multiple sequence alignment by a particle swarm optimization—evolutionary algorithm hybrid. Bioinformatics. 2003;19(2):1–17.

23. Long HK, Wu LH. Zhang Y. Multiple sequence alignment based on Profile hidden Markov model and quantum-behaved particle swarm optimization with selection method. Adv Mater Res. 2011;282:283–7.

24. Sun J, Wu X, Fang W, Ding Y, Long H, Xu W. Multiple sequence alignment using the Hidden Markov Model trained by an improved quantum-behaved particle swarm optimization. Inf Sci. 2012;182(1):93–114.

25. Sun J, Palade V, Wu X, Fang W. Multiple sequence alignment with hidden Markov models learned by random drift particle swarm optimization. IEEE/ACM Trans Comput Biol Bioinforma. 2014;11(1):243–57.

26. Krogh A, Brown M, Mian I, Sjolander K, Haussler D. Hidden Markov models in computational biology: Applications to protein modeling. J Mol Biol. 1994;235(3):1501–31.

27. Kim J, Pramanik S, Chung MJ. Multiple sequence alignment using simulated annealing. Bioinformatics. 1994;10(4):419–26.

28. Won KJ, Hammelyck R, Pru¨gel-Bennett A, Krogh A. An evolutionary method for learning HMM structure: prediction of protein secondary structure. BMC Bioinformatics. 2007;8(1):357.

29. Al Art L, Yamaz K, Morgenstern B. DIALIGN—multiple sequence alignment using various sources of external information. Nucleic Acids Res. 2013;41(11):W3–W7.

30. Sievers F, Wilm A, Dineen D, Gibson TJ, Karplus K, Li W et al. Fast, scalable generation of high-quality protein multiple sequence alignments using Clustal Omega. Mol Syst Biol. 2011;7(1):539–50.

31. Sahraeian SME, Yoon BJ. PicXAA: greedy probabilistic construction of maximum expected accuracy alignment of multiple sequences. Nucleic Acids Res. 2010;38(15):4917–28.

32. Lassmann T, Frings O, Sonnhammer ELL. Kalign2: high-performance multiple alignment of protein and nucleotide sequences allowing external features. Nucleic Acids Res. 2009;37(3):858–65.

33. Papadopoulos JS, Agarwala R. COBALT: constraint-based alignment tool for multiple protein sequences. Bioinformatics. 2007;23(9):1073–9.

34. Do CB, Gross SS, Batzoglou S. CONTRAAlign: Discriminative training for protein sequence alignments. Bioinformatics. 2004;20(9):1428–35.

35. Edgar RC. MUSCLE: multiple sequence alignment with high accuracy and high throughput. Nucleic Acids Res. 2004;32(5):1792–7.

36. Katoh K, Misawa K, Kuma K, Miyata T. MAFFT: a novel method for rapid multiple sequence alignment based on fast Fourier transform. Nucleic Acids Res. 2002;30(14):3059–66.

37. Notredame C, Higgins DG, Heringa J. T-coffee: a novel method for fast and accurate multiple sequence alignment. J Mol Biol. 2000;302(1):205–17.
44. Thompson JD, Higgins DG, Gibson TJ. CLUSTAL W: improving the sensitivity of progressive multiple sequence alignment through sequence weighting, position-specific gap penalties and weight matrix choice. Nucleic Acids Res. 1994;22(22):4673–80.

45. Raghava GPS, Searle SM, Audley PC, Barber JD, Barton GJ. OXBench: A benchmark for evaluation of protein multiple sequence alignment accuracy. BMC Bioinformatics. 2003;4(1):47.

46. Thompson JD, Plewniak F, Poch O. BAliBASE: a benchmark alignment database for the evaluation of multiple alignment programs. Bioinformatics. 1999;15(1):87–88.

47. Altschul SF. A protein alignment scoring system sensitive at all evolutionary distances. J Mol Evol. 1993;36(3):290–300.

48. Wang J, Zhou Y, Wang Z, Rasmita A, Yang J, Li X, et al. Bright room temperature single photon source at telecom range in cubic silicon carbide. Nat Commun. 2018;9(1):4106.

49. Lv J, Li X. Defect evolution in ZnO and its effect on radiation tolerance. Phys Chem Chem Phys. 2018;20(17):11882–7.

50. Cheng L, Hu Y, Sun J, Zhou M, Jiang Q. DncRNA: a comprehensive web-based bioinformatics toolkit for exploring disease associations and ncRNA function. Bioinformatics. 2018;34(11):1953–6.

51. Hu Y, Zhao T, Zhang N, Zhang T, Zhang J, Cheng L. Identifying diseases-related metabolites using random walk. BMC Bioinformatics. 2018;19(Suppl 5):116.

52. Cheng L, Hu Y. Human Disease System Biology. Curr Gene Ther. 2018;18(5):255–6.

53. Kennedy J, Eberhart R. Particle swarm optimization. In: Proceedings of the IEEE International Conference on Neural Networks. vol. 4. Perth; IEEE; 1995. p. 1942–8.

54. Zhan Q, Ye Y, Lam TW, Yiu SM, Wang Y, Ting HF. Improving multiple sequence alignment by using better guide trees. BMC Bioinformatics. 2015;16(Suppl 5):S4.

55. Cheng L, Jiang Y, Wang Z, Shi H, Sun J, Yang H, et al. DiSiSim: an online system for exploring significant similar diseases and exhibiting potential therapeutic drugs. Sci Rep. 2016;6(1):30024.

56. Peng J, Xue H, Shao Y, Shang X, Wang Y, Chen J. A novel method to measure the semantic similarity of HPO terms. Int J Data Min Bioinforma. 2017;17(2):173–88.

57. Hu Y, Zhou M, Shi H, Ju H, Jiang Q, Cheng L. Measuring disease similarity and predicting disease-related ncRNAs by a novel method. BMC Med Genom. 2017;10(Suppl 5):71.

58. Peng J, Hui W, Shang X. Measuring phenotype-phenotype similarity through the interactome. BMC Bioinformatics. 2018;19(Suppl 5):114.

59. Cheng L, Zhuang H, Yang S, Jiang H, Wang S, Zhang J. Exposing the causal effect of C-reactive protein on the risk of type 2 diabetes mellitus: A Mendelian randomisation study. Front Genet. 2019;9:657.

60. Peng J, Zhang X, Hui W, Lu J, Li Q, Liu S, et al. Improving the measurement of semantic similarity by combining gene ontology and co-functional network: a random walk based approach. BMC Syst Biol. 2018;12(Suppl 2):18.

61. Subramanian AR, Weyer-Menkhoff J, Kaufmann M, Morgenstern B. DIALIGN-T: an improved algorithm for segment-based multiple sequence alignment. BMC Bioinformatics. 2005;6(1):66.

62. Li H, Coghlan A, Ruan J, Coin LJ, Hériché JK, Osmotherly L, et al. TreeFam: a curated database of phylogenetic trees of animal gene families. Nucleic Acids Res. 2006;34(suppl_1):DS72–80.

63. Tamura K, Peterson D, Peterson N, Stecher G, Nei M, Kumar S. MEGAS: Molecular Evolutionary Genetics Analysis using maximum likelihood, evolutionary distance, and maximum parsimony methods. Mol Biol Evol. 2011;28(10):2731–9.