ABSTRACT
Open-source software (OSS) vulnerability management process is important nowadays, as the number of discovered OSS vulnerabilities is increasing over time. Monitoring vulnerability-fixing commits is a part of the standard process to prevent vulnerability exploitation. Manually detecting vulnerability-fixing commits is, however, time-consuming due to the possibly large number of commits to review. Recently, many techniques have been proposed to automatically detect vulnerability-fixing commits using machine learning. These solutions either: (1) did not use deep learning, or (2) use deep learning on only limited sources of information. This paper proposes VulCurator, a tool that leverages deep learning on richer sources of information, including commit messages, code changes and issue reports for vulnerability-fixing commit classification. Our experimental results show that VulCurator outperforms the state-of-the-art baselines up to 16.1% in terms of F1-score.
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1 INTRODUCTION
Open-source software (OSS) vulnerabilities can severely damage systems. An infamous example is the Equifax Data Breach, which led to millions of cases of identity theft. Another example is the Log4Shell incident, which led to many vulnerable cloud services and applications. For vulnerability management, the information of vulnerabilities are collected in the Common Vulnerabilities and Exposures (CVE) or National Vulnerability Database (NVD). OSS users can use vulnerability information such as vulnerable version(s) of a specific third-party library or how the vulnerability is fixed to make informed decisions, e.g., migrating the dependencies to vulnerable libraries or patching their own client code.

Unfortunately, in practice, there is often a delay between the time a vulnerability is fixed and the time it is publicly disclosed, leading to a risk that OSS users are unaware of vulnerabilities in their applications. Therefore, OSS users would benefit from a tool that automatically detect security-relevant changes, i.e., vulnerability-fixing commits, that are not yet disclosed.

Many existing techniques [2, 6, 16, 17, 19–21, 23] have recently proposed solutions for automatically identifying vulnerability-fixing commits. Several approaches [6, 17, 21, 24] use deep learning, but only consider only commit messages and code changes. Our recent work, HERMES [20], combines information from commit messages, code changes, and issue reports, however, uses Support Vector Machine (SVM). In this paper, we introduce VulCurator, a tool using a deep learning to detect vulnerability-fixing commits based on commit messages, code changes, and issue reports. Different from previous works, VulCurator leverages BERT-based models to represent both text-based and code-based information of a commit. Specifically, we use two RoBERTa [8] models for commit messages and issue reports respectively, and a CodeBERT [4] model for code changes. The output probabilities from the aforementioned classifiers are aggregated using a stacking ensemble to form the final output probability. Based on the output probability, VulCurator provides a list of commits ranked by their likelihood of being vulnerability-fixing commits.

To evaluate the performance of VulCurator, we conduct an empirical evaluation on two benchmarks, including the SAP dataset proposed by Sabetta et al. [16] and a newly collected dataset of TensorFlow vulnerabilities. While the former contains, 1,322 vulnerability-fixing and 5,995 non-vulnerability-fixing commits written in Java

https://nvd.nist.gov/vuln/detail/cve-2017-5638

https://nvd.nist.gov/vuln/detail/CVE-2021-44228
and Python, the latter contains 290 vulnerability-fixing and 1,535 non-vulnerability-fixing commits from TensorFlow [1], a well-known deep learning framework. We compare VulCurator with two recently proposed approaches, HERMES [20], which uses Support Vector Machine classifiers using information from commit messages, code changes and issue reports, and VulFixMiner [21], a deep learning model classifying code changes from commits. Our experiments show that VulCurator outperforms HERMES by 16.1% and 8.5% on the SAP and TensorFlow dataset respectively, and VulCurator improves over VulFixMiner by 3.9% and 4.7%.

2 BACKGROUND AND RELATED WORK

Vulnerability-fixing commit classification. Vulnerability-fixing commit classification has been an active and challenging topic in software engineering research. Zhou et al. [23] use word2vec [10] to represent commit messages and forward it to a K-fold stacking model for classification. Zhou et al. [21] fine-tuned CodeBERT to transform code changes into embedding vectors and then use one-layer neural network to classify commits. Sabetta et al. [16] and Zhou et al. [24] proposed to train message classifier and code change classifier separately before combining them for commit classification. The former approach uses Support Vector Machine, while the latter uses LSTM and multi-layer CNN. Nguyen et al. recently proposed HERMES [20], which uses issue reports as a third source of information using an issue classifier and an issue linker. The issue linker maps commits without explicitly linked issues to best-matching issues.

BERT-based models. RoBERTa [8] is a multi-layer bidirectional Transformer model, which is trained on a large dataset of natural language. CodeBERT [4], a variant of RoBERTa, is trained on large-scale dataset consisting of bimodal data points which refer to natural language - programming language pair, and unimodal data points which refer to only programming language. Both RoBERTa and CodeBERT have shown to be effective in various tasks, including vulnerability-fixing classification [21, 24], type inference [5], program repair [9], program analysis [7] or defect prediction [22].

3 VULCURATOR ARCHITECTURE

Figure 1 provides an overview of VulCurator. Our tool takes as input a JSON file 1 containing a list of commits with their messages, code changes and linked issues. Note that VulCurator allows commits without explicitly linked issues. In these cases, VulCurator leverages an issue linker 2, which is built based on an issue corpus 3 for mapping each commit to the most relevant issue in the corpus. Then, VulCurator feeds each type of commit information to their corresponding classifiers, i.e. message classifier 4, patch classifier 5, or issue classifier 6. Each classifier produces a probability indicating the likelihood of a commit being a vulnerability-fixing commit. Then, the predicted probabilities from three classifiers are combined using stacking ensemble 7 to form the final probability.

Issue Linker. VulCurator first recovers commit-issue link for every commit without any corresponding issues as only a fraction of commits are explicitly linked to issue reports [18]. Particularly, similar from HERMES [20], VulCurator uses FRLink 18 to map each commit without any corresponding issues to its most similar issue in the input data based on a pre-defined similarity function. The similarity function is calculated with respect to the Term Frequency-Inverse Document Frequency (TF-IDF) of natural language terms and code terms in commit message, code changes and issue content. The TF-IDF value of every word is calculated once using TfidfVectorizer 4 and stored locally using pickle 5.

Patch Classifier. We use the same approach as VulFixMiner [21] for the patch classifier of VulCurator. CodeBERT 5 is used as the core model. For code changes of each file, the added code and removed code version of code changes are extracted separately. The codes are tokenized using CodeBERT Tokenizer, and then formed as input for CodeBERT following the format below:

$$[CLS] \langle \text{rem-code}\rangle [SEP] \langle \text{added-code}\rangle [EOS]$$ (1)

where rem — code and add — code are the sequence of tokens of the removed code and added code, respectively; [CLS], [SEP], [EOS] are special tokens given by CodeBERT, denoting the classification, separation and end of sequence token, respectively. The input will be forwarded to the CodeBERT to obtain an embedding vector, i.e.

1. https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html
2. https://scikit-learn.org/stable/model_persistence.html
3. https://huggingface.co/microsoft/codebert-base
vector of numerical numbers, representing the semantic of code changes of each file. Finally, the embedding vectors are forwarded by an aggregator followed by a neural classifier to output the final probability for each commit.

**Message Classifier.** The message classifier leverages the multi-layer bidirectional Transformer model, RoBERTa [8]. Specifically, a commit message is tokenized into tokens using RobertaTokenizer and then forwarded into the base version of the Roberta model\(^6\) and a softmax function to obtain the output probability.

**Issue Classifier.** Similar to the message classifier, the issue classifier also uses the base version of RoBERTa model. The model takes the commit issue’s title and body as inputs, and outputs the predicted probability that the commit corresponding to the issue is for vulnerability-fixing.

**Stacking Ensemble and Output Prediction.** Given the output probabilities from the three aforementioned classifiers, VulCurator leverages a logistic regression model which acts as a stacking ensemble classifier to produce the final probability for each commit. Commits with a final probability larger than a threshold will be deemed as vulnerability-fixing commits. By default, the classification threshold is set as 0.5 but VulCurator allows users to adjust the threshold (see details in Section 4).

4 USAGE

4.1 Installation

User can either clone our GitHub [12] repository and install required dependencies or use our Docker image to run VulCurator [11]. For full customization of VulCurator, a user can follow the following steps.

4.2 Preparation

VulCurator contains a built-in Issue Linker and pre-trained Classifiers, which users can directly use. However, users can build their own Issue Linker and Classifiers following instructions below.

**Issue Linker.** User can customize issue corpus by providing a folder that contains files that store report follows our pre-defined format (see details in our GitHub repository [12]), where each issue contains issue title, issue body, and issue comments (optional). Given the corpus, users can use their own Issue Linker by using the following commands:

```
python linker_builder.py --corpus_path <corpus_path>
```

**VulCurator models.** Users can also train new classifiers for VulCurator with their own dataset by using the following command:

```
python model_builder.py --data_path <path_to_data>
```

Note that the training dataset must follow a pre-defined format, which is provided on our GitHub repository [12].

4.3 Inference

VulCurator provides command line interface with two modes for end-users: prediction and ranking.

**Input format.** To use VulCurator, users need to prepare data following our pre-defined json format as below:

```json
[
  {
    "id": <commit_id>,
    "message": <commit_message>,
    "issue": {
      "title": <issue_title>,
      "body": <issue_body>,
      "comments": [<list_of_comments]
    },
    "patch": [<list_of_code_change]
  },
  ...
]
```

**Prediction mode.** In prediction mode, given the input of a dataset of commits, VulCurator returns a list of likely vulnerability-fixing commits along with the confidence scores. Although VulCurator sets the classification threshold at 0.5 by default, VulCurator allows the threshold to be adjusted with the option –threshold. Users can use the following command to obtain the results:

```
python application.py --mode prediction --threshold <threshold> --input <input_path> --output <output_path>
```

**Ranking mode.** In ranking mode, users can input data following our format and VulCurator will output a list of commits sorted by the probability that the commits is vulnerability-fixing. Users can use the following commands:

```
python application.py --mode ranking --input <input_path> --output <output_path>
```

5 PERFORMANCE EVALUATION

In this section, we investigate the following research questions:

- RQ1. How effective is VulCurator?
- RQ2. How much does each classifier contribute?

5.1 Experimental Setting

5.1.1 Dataset. We empirically evaluate VulCurator using two datasets, the SAP dataset proposed by Sabetta et al. [16] and a newly prepared TensorFlow dataset. For each dataset, we use 80% data for training and the remaining 20% for testing.

**SAP dataset:** We evaluate our tool on the SAP dataset, which is widely used [16, 20]. The dataset contains vulnerability-fixing commits of widely used open-source projects manually-curated by SAP Security Research over a period of four years. Non-vulnerability-fixing commits are randomly sampled with a ratio of five non-vulnerability-fixing commits for one vulnerability-fixing commit from the same project. In total, the dataset has 1,132 vulnerability-fixing and 5,995 non-vulnerability-fixing commits, in which, 37% of the commits are explicitly linked to issues.

**TensorFlow dataset:** We introduce a new dataset with commits from TensorFlow, which is a well-known deep learning library. The purpose of the dataset is two-fold. First, with the increase of vulnerabilities in deep learning libraries in recent years, we would like to investigate whether VulCurator is also applicable in this
domain. Second, we wish to avoid overfitting our experiments and tool design to the SAP dataset. To construct the dataset, we collect all vulnerability-fixing commits of TensorFlow, which are listed on National Vulnerability Database (NVD) [13] up until May 2022. We randomly sampled non-vulnerability-fixing commits from TensorFlow’s repository using the same setting as Nguyen et al. [20] and Sabetta et al. [16]. As a result, our dataset contains 290 vulnerability-fixing and 1,535 non-vulnerability-fixing commits. In this dataset, no commit is explicitly linked to an issue.

5.1.2 Evaluation metrics. Similar to prior studies [2, 19, 20, 24], both precision and recall are important. Therefore, we use F1-score, which is the harmonic mean of precision and recall, to evaluate the effectiveness of VulCurator and HERMES.

In our task, a true positive (TP) is a vulnerability-fixing commit that is correctly detected. A false positive (FP) is a non-vulnerability-fixing commit that is incorrectly detected as vulnerability-fixing. A false negative (FN) is a vulnerability-fixing commit that is not detected. Precision (P) and Recall (R) are computed as follows:

\[
P = \frac{TP}{TP + FP} \quad R = \frac{TP}{TP + FN}
\]

Then, the F1 score is calculated as follows:

\[
F_1 = \frac{2(P \times R)}{P + R}
\]

5.2 Experimental Result

5.2.1 RQ1: Effectiveness. To answer this question, we train and test both VulCurator and HERMES on the two datasets. The experimental results are shown in Tables 1 and 2. On the SAP dataset, all VulCurator’s base models and the whole model outperform HERMES’s. Specifically, VulCurator’s message, issue, patch classifiers and the whole model improve HERMES’s counterparts by 13.4%, 27.4%, 26.7%, and 16.1% in terms of F1, respectively. On the TensorFlow dataset, while VulCurator’s message classifier has a decrease of 6.9% in message classifier compared to HERMES, VulCurator issue classifier and patch classifier improves over HERMES by 6.7% and 23.2% respectively, leading to an overall 8.5% improvement over HERMES. The experiment results suggest that VulCurator benefits from the use of pre-trained deep learning models.

| Model    | Message | Issue | Patch | Ensemble |
|----------|---------|-------|-------|----------|
| HERMES   | 0.67    | 0.51  | 0.60  | 0.68     |
| VulCurator | 0.76    | 0.65  | 0.76* | 0.79     |

Table 1: F1 score of VulCurator and HERMES on SAP dataset. The number with the asterisk(*) denotes the result of VulFixMiner.

| Model    | Message | Issue | Patch | Ensemble |
|----------|---------|-------|-------|----------|
| HERMES   | 0.87    | 0.75  | 0.69  | 0.82     |
| VulCurator | 0.81    | 0.80  | 0.85* | 0.89     |

Table 2: F1 score of VulCurator and HERMES on TensorFlow dataset. The number with the asterisk(*) denotes the result of VulFixMiner.

5.2.2 RQ2: Ablation Study. We investigate if different sources of information capture different aspects of a commit. On the SAP dataset (Figure, 2a), out of 221 discovered vulnerability-fixing commits, there are 20, 15, and 16 commits that can only be exposed by message classifier, issue classifier, patch classifier, respectively. The similar finding is also found in TensorFlow (Figure, 2b). The experimental results show that each classifier helps detect unique vulnerability-fixing commits.

6 CONCLUSION AND FUTURE WORK

We present VulCurator, a tool for detecting vulnerability-fixing commits. VulCurator combines multiple sources of information such as commit messages, code changes, and issue reports in a deep learning model. In the future, to better support security researchers in monitoring commits, we plan to apply explainable AI techniques [14, 15] to provide explanations for each prediction.
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The patch classifier of VulCurator uses the same model as VulFixMiner [21]. The improvement in F1 of the ensemble model over the patch classifier alone (from 0.76 to 0.79 on SAP dataset and 0.85 to 0.89 on TensorFlow dataset) shows that combining multiple sources of information allows VulCurator to outperform VulFixMiner [21]. This result also validates the finding of Nguyen et al. [20] that using information from the issue tracker boosts classification performance.

![Figure 2: Relationship between true positive cases predicted by three base classifiers of VulCurator](image)
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