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\textbf{Abstract}—Continuum robotic manipulators are increasingly adopted in minimally invasive surgery. However, their nonlinear behavior is challenging to model accurately, especially when subject to external interaction, potentially leading to poor control performance. In this letter, we investigate the feasibility of adopting a model-free multiagent reinforcement learning (RL), namely multiagent deep Q network (MADQN), to control a 2-degree of freedom (DoF) cable-driven continuum surgical manipulator. The control of the robot is formulated as a one-DoF, one agent problem in the MADQN framework to improve the learning efficiency. Combined with a shielding scheme that enables dynamic variation of the action set boundary, MADQN leads to efficient and importantly safer control of the robot. Shielded MADQN enabled the robot to perform point and trajectory tracking with submillimeter root mean square errors under external loads, soft obstacles, and rigid collision, which are common interaction scenarios encountered by surgical manipulators. The controller was further proven to be effective in a miniature continuum robot with high structural nonlinearity, achieving trajectory tracking with submillimeter accuracy under external payload.

\textbf{Index Terms}—Continuum robot, deep reinforcement learning, multiagent

\section{I. INTRODUCTION}

Minimally invasive surgery (MIS) involves the use of surgical instruments to access lesion targets in human body through small incision sites. MIS offers reduced risks and trauma to the patient, and with faster recovery. Soft continuum robots, which are an emerging category of robots, are expected to play an important role in MIS due to their distal dexterity and structural compliance [1]. However, the control of these robots often suffers from inaccurate modeling of the flexible behavior due to its structural deformation, interaction with soft tissue, and collision with other instruments, and hysteresis. The significant control error and instability could be fatal in procedures that involve critical structures such as the brain and the heart.

Various control methods have been developed to improve the motion accuracy of continuum surgical robots. They can be generally categorized into model-based and model-free approaches [2]. In terms of the model-based methods, piecewise constant curvature assumption is commonly adopted in existing models of continuum robots [3]. It allows computationally efficient closed-form solution for many continuum robots in their ideal situations, but environmental interaction and other nonlinear factors are ignored. Cosserat rod model allows external factors to be taken into consideration but are computationally expensive for real-time control [4]. Finite element-based method [5] has also been developed for continuum robot control. However, most model-based approaches suffer from the unknown disturbances on the robot in the soft tissue environment. The difficulty in integrating flexible force sensor with continuum surgical robot, due to space, sterilization, and cost, makes it challenging to obtain real-time contact force required in some model-based controllers.

In terms of model-free methods, no prior knowledge about the robot model is needed. Machine learning techniques, such as feedforward neural network, extreme learning machine, and Gaussian process regression [6], have been applied to model the inverse kinematic model and the Jacobian of soft robots. However, these methods may suffer from the fatal inability to address real-time changes in the environment that the robot did not observe during training. Empirical methods and data-driven techniques have been applied to update the model during real-time control. For example, a task space closed-loop optimal controller was developed based on empirically estimated Jacobian [7]. In the work by Li et al. [8], the Jacobian matrix was estimated using an adaptive Kalman filter that improves convergence and tracking performance. However, the control performance still relies heavily on the accuracy and frequency of the measured data. They may also suffer from singularity issue, estimation lag, and hysteresis-induced errors. Hybrid offline and online learning methods have also been proposed. The offline model could be trained using conventional model, finite element analysis, and experimental data on neural networks while online adaptive scheme is developed to update the parameters of locally weighted projection regression, local Gaussian process regression models [9] or proportional-integral-derivative (PID) controller [10]. While online learning methods adapt to environmental interactions, it requires training with a large data set. The need for heuristic parameter tuning also potentially limits the online learning efficiency.

Reinforcement learning (RL), both model-based and model-free, have recently been investigated for general continuum robot control. A model-based RL was developed to allow...
computationally efficient closed-loop dynamic control on a soft manipulator by learning the forward dynamics, sampling the control policies, and learning a predictive controller \[11\]. A model-based RL without explicit prior knowledge was implemented for visual-servoing of a continuum robot during simple target tracking \[12\]. Model-free approaches, such as Q-learning, were implemented on a pneumatic actuated planar soft manipulator \[13\], \[14\]. Deep RL, such as deep Q network (DQN) \[15\] and deep deterministic policy gradient (DDPG) \[16\], were applied on a soft continuum manipulator with complex nonlinear 3-dimensional (3D) motion. A Cosserat rod model was used to generate sufficient data to pretrain the network. Open loop and closed loop control were demonstrated to address a range of issues including external loading and workspace discontinuity \[17\], \[18\]. These model-free approaches however require large datasets for training. Besides, vanilla DQN only allows discrete actions from the action sets, which leads to the inconvenient tradeoff between resolution and efficiency. Multiagent RL (MARL) \[19\], which is capable of decentralizing a complex system for increased learning efficiency, was recently introduced on multi-degree of freedom (DoF) rigid robots \[20\], \[21\]. A MARL with on-policy temporal difference learning was also implemented on a soft arm to perform simultaneous position and stiffness control \[22\]. The linear function approximators were used to approximate the Q value, and eligibility trace table was used to record the backward view of temporal difference learning. However, the Q-table and eligibility trace table could become challenging to handle for a large state space.

In this letter, we investigate the feasibility of using multiagent DQN (MADQN) \[23\] algorithm with a shielding strategy \[24\], as shown in Algorithm 1, for accurate position control of a continuum surgical manipulator. Promising results were shown in experiments under various types of external interaction potentially encountered during MIS. The primary contributions are:

(a) Constructing the 2-DoF continuum manipulator control as a one DoF, one agent problem in the MADQN framework to improve learning efficiency. This is to the best of our knowledge the first attempt in applying MADQN on continuum manipulators.

(b) Introducing the shielding scheme in MADQN to permit continuous boundary changes of the action set, effectively removing the discrete action set limitation in the conventional DQN framework. It improves the control performance of the continuum robot control in terms of its targeting accuracy and motion stability.

II. ROBOT DESIGN AND CONTROL ARCHITECTURE

A. Continuum surgical robot design

We have designed a 2-DoF continuum surgical manipulator with a 30 mm long flexible segment and 8 mm diameter \[25\] to allow active distal manipulation of surgical instruments. It has a central lumen with 3 mm diameter, sufficiently large to accommodate one or more instruments such as a miniature camera, surgical forceps, and suction and irrigation tubing. It consists of a series of 16 disks evenly distributed along the structure with two cylindrical rods connecting every two disks to function as a supporting backbone and the bending joint. Adjacent joints are arranged orthogonally to each other to achieve 2-DoF bending motion. It was 3D printed using stereolithography in the sterilizable high strength nylon\[1\] to allow potential integration with imaging modalities such as magnetic resonance imaging (MRI). It is redundantly driven by four motorized lead screws via four pretensioned cables with two motors responsible for each DoF as shown in Fig. 1. Motors 2 and 4 are responsible for the pitch motion (x-z plane) and are controled by agent 1 in our MADQN framework. Motors 1 and 3 are responsible for the yaw motion (y-z plane) and are controled by agent 2.

B. Markov Decision Process (MDP)

Most RL agents take advantage of the Markov property of MDPs, and the simplest MDP can be represented as a tuple < S, A, P, R, γ >, where S, A, P, R, and γ denote the state, action, transition model, reward, and discount factor. The details of MDP can be found in \[26\], and the practical definitions of the task specific parameters in our control setting are defined as follows:

- **State (S):** Each state s ∈ S is determined as \( (δ^1, δ^2) = (x_{tar} - x_{tip}, y_{tar} - y_{tip}) \), where δ^1 and δ^2 are the distance between the robot’s tip position and the target position in the pitch DoF and yaw DoF, respectively. x_{tip} and y_{tip} are the coordinates of the tip while x_{tar} and y_{tar} are the coordinates of the target. The robot is fixed on a platform and its tip has a range of bending angles from 0° to 90°. A specific (x, y) coordinate pair in the robot workspace is uniquely matched with a z coordinate.

- **Action (A):** There are a pair of motors in each of the two agents in our system. They operate in such a way that if a signal is sent to one motor to pull a cable by a specific displacement, the other motor in the pair will loosen its cable by the same displacement simultaneously. We define an action set \( A = \{-0.2, -0.1, 0.1, 0.2\} \), shared by each of the two agents. At each iteration, each agent selects an action \( a \in A \), according to the current reward, where \( a \) represents the cable displacement in mm. It should be noted that \( A \) is a predefined action set with no shielding effect added.

\[1\]The nylon is a HP3DHR-PA12, Wenext, China.
Using multiple agents can theoretically improve the robustness of the robotic system but will also hurt the system's stability, as the action taken by one agent will affect the states of other agents. In our learning architecture, each agent is designed to train separately. The policy of agent 1 is learned only based on the error in the x direction (see Fig. 1). The error caused by agent 2 in the y direction will not affect the performance of agent 1 due to the small correlation between the two DoFs in the continuum robot. As a result, the instability problem introduced by the use of multiagent is not a concern in our application. Note that the termination condition in the control framework is defined in terms of the Euclidean distance between the robot tip position and the target position in the task space, which ensures the states are shared by the two agents. This setting would facilitate the robot tracking error convergence.

Figure 2 illustrates the basic control diagram of MADQN. At each time-step, agents will choose corresponding motor actions according to the current errors along different directions. Then the joint action signal of the two agents will be sent to the motors to actuate the robot. After that, a new state and respective reward for each agent will be observed.

![MADQN framework consisting of evaluate network and target network for each agent.](image)

C. Formulation of Multiagent Deep Q Network (MADQN) with shielding

1) Multiagent Deep Q Network: The MADQN framework is a multiagent extension of the original Q learning algorithm and subsequently the novel DQN. It was introduced to explore how agents can behave cooperatively to maximize a cumulative reward in a shared environment [23]. In this work, we propose to apply it on the 2-DoF continuum manipulator with each agent representing the actuator pairs of each DoF. The output of the MADQN neural network (NN) can then be halved compared to the single agent NN, allowing a sharp decrease in the training time.

**Algorithm 1 Shielded MADQN control scheme**

1: Initialize replay buffers $D_1, D_2$ to the capacities $N_1, N_2$, action-value functions $Q_1, Q_2$ with random weight $\theta_1, \theta_2$, and target action-value functions $\hat{Q}_1, \hat{Q}_2$ with random weights $\hat{\theta}_1, \hat{\theta}_2 = \theta_2$
2: for episode $= 1, 2, \ldots, M$ do
3:   Initialize state $s_1, r_1^{(2)} = 0$
4:   for $t = 1, 2, \ldots, T$ do
5:      $a_1^t, a_2^t = MADQN.chooseAction$
6:      Implement shielding to obtain safe actions $(a_1^{(3)}, a_2^{(3)})$
7:      Execute joint action $(a_1^{(3)}, a_2^{(3)})$ on the motor and observe reward $r_1^t, r_2^t$, and new state $s_{t+1}$
8:      Store transition $(s_t, a_1^t, r_1^t, s_{t+1})$ and $(s_t, a_2^t, r_2^t, s_{t+1})$ in $D_1, D_2$
9:      Sample random minibatch of transitions $(s_j, a_j^{(1, 2)}, r_j^{(1, 2)}, s_{j+1})$ from $D_1, D_2$
10:     Calculate temporal difference target $y_j^{(2)}$
11:     Perform a gradient descent step on $(y_j^{(2)} - Q(s_j, a_j^{(1, 2)}; \theta_1^{(2)}))^2$ according to Eq. (4)
12:     Reset $\hat{\theta}_1 = \theta_1$ and $\hat{\theta}_2 = \theta_2$ every C steps
13:   end for
14: end for

- **Reward ($R$):** The reward function provides a scalar numerical signal as feedback to the agents. The reward function for agent 1, is defined as below:

   $$\mu_1^t = \begin{cases} +1, & \text{if } \delta_1^t - \delta_1^{t-1} < 0 \\ -1, & \text{if } \delta_1^t - \delta_1^{t-1} > 0 \end{cases}$$

   The first term on the right hand side of Eq. (2) is the main reward function that ensures the reward value $r_1^t$ is larger for smaller $\delta_1^t$ and it will reach 0 (the highest possible reward value) when the robot tip reaches the target. This will penalize every transition made by the system and force the agent to find the optimal path to the target. $\mu_1^t$ plays a supporting role to increase the reward if the robot is moving towards the target and reduce the reward if the robot is moving away from the target. The reward function for agent 2 is the same as Eqs. (1) and (2), except that superscripts 1 should be replaced by superscripts 2.

The Q value is approximated by NNs similar to DQN. There are two neural networks, namely evaluate network and target network, in each agent. The evaluate network is used to evaluate the current action value function $Q(s, a; \theta)$, and $\theta$ is the parameter containing weights of the network. The output of the target network $\hat{Q}(s_{j+1}, a_{j+1}; \theta^-)$ is used to calculate the target of the $j$-th iteration:

$$y_j = \mathbb{E}_{s_{j+1} \sim \kappa} \left[ r_j + \gamma \max_{a_{j+1}} \hat{Q}(s_{j+1}, a_{j+1}; \theta^-) \right]$$

where $\kappa$ is a state emulator. The neural networks are trained by minimizing a sequence of loss functions

$$L_j(\theta, \theta^-) = \mathbb{E}_{s, a \sim \varepsilon} \left[ (y_j - Q(s, a; \theta))^2 \right]$$

where $\varepsilon$ indicates the degree of greed. In MADQN, a replay buffer is used to store the transitions and continue the learning process during testing, leading to its capability.
to adapt to changes in the environment that is not available during the off-policy training.

\[ A = [-a_{\text{boundary}}, \ldots, a_{\text{boundary}}] \]

2) MADQN with shielding: When applying RL-based control policies on a continuum surgical manipulator, improving safety concern must be the priority to ensure accurate point and trajectory tracking ability and improve motion stability. The actions must be sufficiently delicate and accurate, especially when the robot tip is close to the target. However, the tracking performance could be inefficient, especially when the robot begins at a relatively distance away from the target. Therefore, we propose a shielding scheme to allow the actions to be adaptive to the Euclidean distance between the robot tip and the target. It functions by adopting a linearized saturation function that makes the action set boundary linearly proportional to \( \delta \). This ensures that robot tip oscillation or any large undesired state change could be avoided when the robot is very close to the target. The shield is placed after MADQN, as shown in Fig. 3. The current state and action chosen by each agent are provided to the corresponding shield block before a safer action, \( a_i^{t} \), adjusted by the shielding scheme, becomes the actual output.

The complete shielding algorithm is shown in Algorithm 2. \( A', a_{\text{boundary}}, a_i^{t} \), and \( a_{\text{index}} \) denote the safe action set, the boundary action element of the original action set \( A \), the boundary action element of the safe action set \( A' \). \( K \) is the threshold distance that triggers the initiation of the shielding algorithm while \( \beta \) is an empirical parameter proportional to the gradient of the adopted linearized saturation function. In our experiments, \( K \) was set to 2 mm after multiple trials and errors to keep a balance between the efficiency and motion smoothness. If \( K \) is too large, more steps are needed to arrive to the target position as the actively adjusted safe actions are smaller than those in the original action set. If \( K \) is too small, there is serious oscillation when the robot tip is close to the target position. \( \beta \) was set to 0.1 to make sure there was not a large difference between the original action values and the safe action values. The minimum \( a_{\text{boundary}}^{t} \) was maintained at 0.05 mm to make sure there is always obvious change in the positioning error at each step. When the Euclidean distance between the robot tip and the target position is less than 0.25 mm, the robot tip is considered to have arrived at the target position and the episode is terminated.

Algorithm 2 Shielding algorithm

Input: \( s_t, a_t \)
Output: \( a_t' \)
1: \( A = [-a_{\text{boundary}}, \ldots, a_{\text{boundary}}] \)
2: Each action set has four actions uniformly distributed between \(-a_{\text{boundary}}, a_{\text{boundary}}\).
3: if \(|\delta| > K\) then
4: \( A' = [-a_{\text{boundary}}, \ldots, a_{\text{boundary}}] \)
5: else
6: \( a_i^{t}_{\text{boundary}} = \beta |\delta| \)
7: \( A' = [-a_{\text{boundary}}, \ldots, a_{\text{boundary}}] \)
8: end if
9: Find original \( a_{\text{index}} \) from \( A \)
10: \( a_i^{t} = A'(a_{\text{index}}) \)

III. Simulation

The MADQN algorithm was first tested in simulation to evaluate its feasibility as a position controller for the continuum surgical robot. A constant curvature model was used to simulate the behavior of the continuum manipulator which was designed to have the same geometric dimensions as those described in Section II(A).

During the off-policy training of the MADQN algorithm, the 2-DoF manipulator was commanded to perform a single target point (10 mm, -10 mm) tracking with no shielding. The target point could be any point inside the workspace of the robot. After every episode, the manipulator would be reset to the original point from its last state. It is worth noting that the robot does not have to be trained on the full workspace to learn to move towards the target due to the states being the relative distance \( \delta_1, \delta_2 \) instead of the absolute position \((x_{\text{tip}}, y_{\text{tip}})\). Each agent only needs to learn to take an action, in particular positive or negative action, to maximize the reward.

For the MADQN simulation, we use a fully connected neural network (FCN) for each agent with two input states \( (\delta_1, \delta_2) \) and four output Q values for the four actions (see Section II(B)). The FCN uses three hidden layers, each with 180 nodes and followed by ReLu activations. The evaluate network and target network share the same network structure. As for exploration, a greedy threshold begins at 1.0 and decreases to 0.01 by multiplying it with a \( \epsilon \) decay rate of 0.9995 during its training. A gradient descent temporal difference error (TD error) step is optimized by the Adam optimizer with a learning rate of 0.0001. Each episode consists of 200 iteration steps. The termination condition is triggered after those 200 steps or when the state error is less than 0.25 mm for 10 iteration steps. The MADQN algorithm was trained for around 80 episodes before being evaluated for trajectory tracking. The hyper parameters needed are shown in Table 1.

In the single-agent DQN setting, the same neural network was used, but the number of nodes was increased to 240 to facilitate more efficient convergence. In Fig. 4, we compare the reward during training of both the single-agent DQN and MADQN algorithms. The training time of MADQN is significantly shorter than the single-agent DQN.
Our continuum surgical manipulator comprises of two computers, a 6-DoF visual tracking camera, and four DC motors with embedded incremental encoders and motor controllers. The camera measured the tip position of the continuum manipulator. We also used closed-loop feedback control with continuous positional data. Each actuation cable was connected to an adapter on a lead screw module to allow for high resolution cable displacement. Two fiducial markers were attached to the proximal and distal end of the continuum manipulator, which allowed us to measure the bending angle and tip position in 3D space. A data acquisition system collected all the sensing data, whilst the control program was implemented in Simulink (Mathworks, USA) and Python 3. The communication between the server and client was realized by Transmission Control Protocol/Internet Protocol (TCP/IP). The server received action signals, delivered the corresponding signals to control the motors, and read and sent sensor data to the client computer. The client computer received the sensor data as input to the MADQN algorithm which used TensorFlow 2.4.0. The data was processed and the best action of the current policy was chosen and sent to the server.

B. Off-policy learning performance comparison: Single-agent DQN and MADQN

The physical system was trained using off-policy batch learning before performing the actual control task. During this offline learning process, the manipulator would learn to reach a desired target position in free space. Data collection was done on the physical robot instead of using model-based simulation to minimize the errors from model assumptions. Similar to the process during the simulation, we trained the system with both the single-agent DQN and MADQN to compare their tracking performance and training time. In terms of the tracking performance, Fig. 6 shows that single-agent DQN could not converge within 100 episodes in contrast to MADQN. Furthermore, the rolling average tracking error for MADQN gradually decreased to around 0.25 mm after 100 episodes with RMS errors being 2.23 mm, 0.35 mm, and 0.31 mm after 25 episodes, 50 episodes, and 75 episodes, respectively (red line in Fig. 6(b)). In terms of the training time, single-agent DQN used 150 minutes to train for 100 episodes while MADQN used a third of the time (50 minutes). By simplifying the robot control into one DoF-one agent problem, we reduced the dimension of the neural network output by one half and were able to achieve greater training time saving. As a result, MADQN converged faster and used significantly less iteration numbers per episode. The higher learning efficiency of MADQN in our continuum robot could potentially facilitate its deployment in practical scenarios. The following evaluation of the robot in Subsection IV(C)-IV(G) were performed after the robot underwent the off-policy learning in free space with no external payload for 100 episodes of single point tracking of (x=10 mm, y = -10 mm).

C. Trajectory tracking with and without shielding

The continuum manipulator was commanded to track three different reference trajectory patterns (circle, square, and an infinity shape) in a free environment under MADQN. It should be noted that the manipulator bends in a hemispherical 3D

\[ E(x, y) = \sqrt{(x_1 - x)^2 + (y_1 - y)^2} \]
Fig. 7: Trajectory tracking results (with and without shielding scheme) for 3 shaped trajectories: (a) Circle, (b) Square, and (c) Infinity. Note that a 20 Hz tracking frequency was used.

Fig. 8: Point-tracking result under different external payloads: (a) Success rate and (b) performance defined in terms of rolling average tracking error.

In order to simulate the scenarios where the continuum robot performs tissue sample manipulation or carries instruments such as endoscopic camera or forceps at its tip, we hung different weights (0 g, 10 g, and 30 g) at the manipulator tip before commanding it to track a single point (x=10 mm, y=8 mm) and two 2D projected trajectories (i.e. circle and square). To further evaluate the performance of the proposed MADQN controller, a kinematics model-based optimal controller (KMOC) [25].

D. Safe control evaluation 1: External payload

The online learning feature of MADQN enabled relatively fast learning speed and low error even with large external payloads. During the shape trajectory tracking (only 30 g external payload was used), as shown in Fig. 9, the performance of MADQN (RSME=0.32 mm for the circle trajectory and RSME=0.29 mm for the square trajectory) was better than KMOC (RSME=0.68 mm for the circle trajectory and RSME=0.53 mm for the square trajectory). This is due to the inaccuracy of the analytical Jacobian model developed under the constant curvature assumption in capturing the robot motion under a large external payload.

E. Safe control evaluation 2: Soft obstacle

In order to simulate the scenarios where the continuum robot operates in a confined space, a soft obstacle was also implemented during the shape trajectory tracking to serve as a performance comparison to the model-free MADQN. Since the weight of the manipulator was only 8 g, the latter two payloads represented hefty loads for the manipulator at 1.25 and 3.75 times its weight. In fact, the manipulator was deformed upon the addition of the weights.

During the point tracking experiments under MADQN, success was defined as reaching the target position within a threshold of 0.35 mm. Fig. 8(a) illustrates the success rate as a function of the online training steps. Fig. 8(b) subsequently shows the improvement with time in the tracking performance in terms of the rolling average error, as the robot kept repeating the step tracking action. The RMS tracking errors under free load, 10 g, and 30 g are 0.22 mm, 0.20 mm, and 0.31 mm, respectively. It should be noted that the robot was trained without any payload as mentioned in Section IV-B.

The online learning feature of MADQN enabled relatively fast learning speed and low error even with large external payloads. During the shape trajectory tracking (only 30 g external payload was used), as shown in Fig. 9, the performance of MADQN (RSME=0.32 mm for the circle trajectory and RSME=0.29 mm for the square trajectory) was better than KMOC (RSME=0.68 mm for the circle trajectory and RSME=0.53 mm for the square trajectory). This is due to the inaccuracy of the analytical Jacobian model developed under the constant curvature assumption in capturing the robot motion under a large external payload.

Fig. 10: Point and trajectory tracking results under a soft obstacle constraint. The soft obstacle was in contact with the continuum manipulator throughout its trajectory (a) Point tracking results of three targets with 2D and 3D motion. (b) Trajectory tracking results of two predefined straight lines. Tracking started at (-15, 10) mm and ended at (15, 12) mm.
An "egg crate" foam (see Fig. 10(c)) was placed under the continuum manipulator to serve as an environmental constraint that resembles the soft tissue environment in the gastrointestinal wall and inner linings of other organs. The goal of this study is to investigate if the online learning capability of the MADQN can improve the tracking performance in the presence of soft perturbation. The manipulator used MADQN with and without shielding to perform point tracking to several locations that required either planar (1-DoF) or 3D (2-DoF) manipulator bending. After reaching a target location, the robot would move back to its home (straight) configuration. Three different target points [(0,8) mm, (0,16) mm, (10,16) mm] were selected to ensure the robot was in contact and pressed the foam with varying degree of forces. Each point was tracked 20 times. The results for these experiments are shown in Fig. 10. Focusing on the shielded MADQN performance, the maximum tracking error of 0.90 mm occurred at the beginning of the experiment but consistently declined with the number of training steps during the 3D bending motion to reach the target (x=10 mm, y=16 mm). As for 2D targets, (x=0 mm, y=8 mm) and (x=0 mm, y=16 mm), tracking errors were steady throughout the 20 steps and produced RMS errors of 0.21 mm and 0.20 mm, respectively. Generally, shielding offers significant improvement in the performance under soft disturbance. Besides point tracking, we also commanded the manipulator to follow straight-line trajectories that crossed the peaks and valleys of the foam at y=10 mm and y=12 mm under the control of MADQN (with and without shielding) and KMOC. As shown in Fig. 10(b), MADQN with shielding achieved the best performance with RMS errors of 0.31 mm for y=10 mm and 0.35 mm for y=12 mm, respectively, again confirming the superiority of MADQN over the kinematics model-based control. These values are also safely within the acceptable precision range requirement of most surgeries [28].

F. Safe control evaluation 3: Rigid collision

This experiment intends to demonstrate how the proposed control algorithm can help the continuum manipulator accommodate and recover from the influence of external disturbances such as unconscious collision with rigid obstacles during its dynamic motion. Intracorporeal collision is a common scenario when two or more surgical instruments are manipulated in close proximity [29], especially in single port access surgery (SPAS), causing uncontrolled instrument motion and compromising patient safety. In this experiment, we simulated the rigid collision by pushing a plastic rod using a linear actuator (LT-40, PiezoMotor, Sweden) against the middle section of the continuum manipulator, as seen in Fig. 5 during its motion along a 2D projected circular trajectory and maintaining the contact for about 100 s. For this experiment, a force and torque sensor [5] was attached at the tip of the rod to measure the contact force. A plastic rod was displaced until it collided with the manipulator, and it maintains its position for some time before receding. The rod was commanded to repeat this contact twice at two different locations while the continuum manipulator performed a circular trajectory. Fig. 11 illustrates the disturbance locations, durations, and tracking errors. The collisions occurred at the 100th and 330th second in the experiment and applied a 2N force. The MADQN algorithm with shielding allowed the closed-loop controller to accommodate for the disturbance resulting in a maximum tracking error of 0.45 mm and 0.62 mm for each of the two disturbances. This result indicates that the controller responds to unknown external perturbations to a satisfying degree likely due to the efficient learning of MADQN and the capability of the shielding mechanism. Fig. 11(b), shows how the tracking error remained in the sub-millimeter zone despite the 2N disturbance. Furthermore, this proves the stability of the proposed controller under unexpected external perturbation.

Fig. 11: Trajectory tracking results under rigid collision: (a) Tracking results under MADQN with shielding where collision was applied at two periods during the trajectory following. (b) and (c) show the contact force and tracking error against time.

G. Evaluation with a miniature Nitinol-based continuum robot

In order to demonstrate the extensibility of our algorithm to other continuum robots with different physical characteristics, MADQN with shielding was used to control a 2-DoF Nitinol notched tube-based neurosurgical robot during trajectory tracking under an external payload. The robot has a smaller outer diameter of around 2.2 mm and highly nonlinear superelastic material property [30], compared to the 3D-printed nylon robot used in the other experiments. A 10 g weight was hung at the tip of the robot (weight = 9g), providing a significant payload-to-weight ratio of 1.11. KMOC was also implemented for comparison purpose. As shown in Fig. 12, MADQN achieved tracking accuracy with significantly lower RMS errors compared to the kinematics-based controller (circle: 0.41 mm and square: 0.45 mm vs. circle: 1.22 mm, respectively).

Fig. 12: (a) Circular trajectory and (b) square trajectory tracking results under a 10 g external payload of a miniature Nitinol-based continuum robot (shown in inset (c)).

The FT sensor is a Nano17, ATI Industrial Automation, US.
square: 2.14 mm). The superior performance of MADQN over the kinematics-based controller was even more significant than that demonstrated in the 3D printed robot in Fig. 9. This suggests that a data-driven control algorithm such as MADQN could be more capable than a simplified kinematics-based model to adapt to unexpected external disturbances and complex internal nonlinearities to provide safe and stable position control. This further justifies the potential of the application of the proposed shielded MADQN in continuum surgical manipulators.

V. CONCLUSION

In this paper we presented the superiority of controlling a cable-driven continuum robot using a multi-agent DQN with shielding compared to traditional kinematic-based optimal controllers. Our simulation and physical experiments demonstrated that MADQN consistently yielded submillimeter tracking accuracy and high stability when tested under different trajectories, external payloads, soft and hard disturbances, as well as in a miniature robot with high inherent structural nonlinearity. Future work will involve testing the algorithm with a kinematically redundant continuum robot with significant correlation among its DoFs. Contact force will be considered as a state parameter in the shielding scheme for compliant control on the surgical manipulator.
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