Using Sentinel-2 to Track Field-Level Tillage Practices at Regional Scales in Smallholder Systems
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Abstract: Zero tillage is an important pathway to sustainable intensification and low-emission agriculture. However, quantifying the extent of zero tillage adoption at the field scale has been challenging, especially in smallholder systems where field sizes are small and there is limited ground data on zero tillage adoption. Remote sensing offers the ability to map tillage practices at large spatio-temporal scales, yet to date no studies have used satellite data to map zero tillage adoption in smallholder agricultural systems. In this study, we use Sentinel-2 satellite data, random forest classifiers, and Google Earth Engine to map tillage practices across India’s main grain producing region, the Indo-Gangetic Plains. We find that tillage practices can be classified with moderate accuracy (an overall accuracy of 75%), particularly in regions with relatively large field sizes and homogenous crop management practices. We find that models that use satellite data from only the first half of the growing season perform as well as models that use data throughout the growing season, allowing for the creation of within-season tillage maps. Finally, we find that our model can generalize well through time in the western IGP, with reductions in accuracy of only 5–10%. Our results highlight the ability of Sentinel-2 satellite data to map tillage practices at scale, even in smallholder systems where field sizes are small and cropping practices are heterogeneous.
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1. Introduction

Zero tillage, one of the main components of conservation agriculture, has been shown to increase crop yields, increase farmer profits, reduce soil and water loss, and reduce environmental footprints in many agricultural systems across the globe [1–5]. Under zero tillage, crops are sown directly into untilled soil, with or without crop residues remaining on the soil surface from the previous crop harvest. Small-scale case studies have suggested that zero tillage adoption is increasing in many agricultural systems worldwide [3,6]. Yet, there is limited understanding of the extent and location of zero tillage adoption at regional and national scales, particularly in smallholder systems where ground or census data on tillage practices are typically unavailable. Remote sensing offers the ability to map zero tillage adoption at large spatio-temporal scales, and also at the field scale (e.g., [7,8]). Despite the benefits of using satellite data to map tillage practices, to date no studies have used remote sensing to map field-level tillage practices in smallholder systems. Developing
algorithms to map tillage practices in these systems, however, is particularly critical given the lack of alternative sources of data. Mapping field-level tillage practices is particularly important given the growing interest in implementing climate-smart agricultural practices, such as zero tillage, in smallholder systems [9].

The majority of studies that have used satellite data to map tillage practices have relied on Landsat satellite data [7,10,11]. While Landsat satellite data may be appropriate for mapping field-level tillage practices in areas with large field sizes, including the United States where the majority of tillage mapping has been done, it is likely that Landsat (30 m) is too coarse in spatial resolution to map individual fields in smallholder systems [12]. It is possible that newer, higher spatial resolution satellite data, such as Sentinel-2 (10 m), may offer improved accuracies for mapping tillage practices in smallholder fields as previous studies have shown that higher spatial resolution data can improve tillage classification by reducing the chance of mixed pixels [13]. Sentinel-2 data may also improve classification accuracies by providing additional spectral bands that are not available when using Landsat satellite data. Specifically, Sentinel-2 has three additional bands in the red-edge part of the spectrum, which have been shown to improve classification accuracies of agricultural landcover [14,15]. Despite the potential benefits of using Sentinel-2 data for mapping tillage practices, only a handful of studies have used Sentinel-2 data to map crop residue cover [16,17] and no studies, to our knowledge, have used Sentinel-2 to classify tillage practices.

Previous studies have shown that multi-temporal imagery is important for mapping agricultural characteristics [18–20]. Yet, it is possible that tillage practices can be accurately classified by using only early season imagery. This is because residues from the previous growing season are managed differently in zero-tillage versus conventional-tillage fields, and these differences are most apparent at the start of the growing season before new crop growth occurs. In zero-tillage fields, residues from the previous crop are often left in the field, whereas in conventional-tillage fields this residue is either burnt, removed, or incorporated into the soil. If tillage practices can be mapped accurately using only early season imagery, this would allow for within-season maps of tillage practices to be produced at the start of the season. Such information would be valuable for agricultural extension agents, policy makers, and development organizations that may use this information to understand zero tillage adoption in real time.

Given the lack of readily available ground data to train classification algorithms in smallholder systems, it is critical to understand the tradeoffs between training data sample size and classification accuracy, and also how generalizable classification models are across space and time. While classifiers, such as random forest, typically perform best and have reduced error with larger sample sizes, recent work has shown that after a certain point, more training samples only produce small, if any, improvements in accuracy [21,22]. Studies have also shown that it is possible for classification models to transfer well to other sites and time periods [23], increasing our ability to produce large-scale maps of zero tillage use across space and time. Yet, it is unclear how well classification models, such as random forest, may generalize in smallholder systems given the large heterogeneity in farm management, even across small spatial scales [24,25] and across multiple years [26].

We map zero tillage use across India’s main grain belt, the Indo-Gangetic Plains, using Sentinel-2 satellite data, Google Earth Engine, and a random forest classifier from 2017 to 2019. We specifically (1) examine how accurately zero tillage versus conventional tillage can be classified across heterogeneous farming systems in northern India, (2) identify whether using only early season imagery can lead to high classification accuracies, (3) assess the tradeoffs between sample size and classification accuracy, and (4) examine the generalizability of our model across time. Our analysis produces the first classification of zero tillage use across a smallholder system and examines the ability of limited training data to produce accurate classification models. Such work is critical given that there is limited understanding of the extent of zero tillage adoption across data-scarce smallholder systems.
2. Materials and Methods

2.1. Study Area

Our study area is the rice–wheat cropping system of the Indo-Gangetic Plains (IGP) in northern India, which spans the states of Punjab, Haryana, Uttar Pradesh, and Bihar and is considered to be the breadbasket of India. Rice is grown during the monsoon growing season, from late June until October, and wheat is planted during the winter growing season, from November until March. To prepare wheat fields after rice harvest, many farmers till their soils to incorporate rice residue and to reduce the presence of weeds, known as conventional tillage (CT). However, across this region, agricultural extension agents, NGOs, and the Indian government have promoted the use of zero-tillage (ZT) technologies, which allow farmers to sow their wheat seeds into untilled fields after rice harvest [6]. To date, ZT has most widely been adopted in the western IGP in the states of Punjab and Haryana, though there has been a steady increase in the adoption of ZT in the eastern IGP since the 2000s [3,27].

There is significant heterogeneity in field size, climate, and farm management of rice–wheat fields across the IGP [18]. Field sizes are larger and farm management, such as sowing dates and irrigation use, is also more homogenous in the western IGP states of Punjab and Haryana [6,18]. In the eastern IGP states of Uttar Pradesh and Bihar, field sizes are much smaller (<0.3 ha on average) and farm management is more heterogeneous across fields and regions [18]. In the western IGP, farmers who practice ZT generally retain rice residues on the soil’s surface, whereas in the eastern IGP, farmers who practice ZT generally remove rice residues prior to planting wheat. Farmers in the eastern IGP generally harvest rice manually and this leaves little to no residues compared with the harvesting machinery typically used in the western IGP. In addition, farmers in the eastern IGP rely on older-generation ZT machinery that is less effective at planting wheat seeds in the remaining rice residues, and thus farmers often clear residues prior to planting. Finally, farmers in the eastern IGP are more likely to harvest crop residues for other livelihood purposes, such as livestock feed, compared with farmers in the west.

2.2. Field Data

We used data from three different field campaigns for this study. In 2018–2019, we collected data from 2830 farms across the IGP on whether fields used CT or ZT prior to planting wheat in the winter growing season (Figure 1). These data were explicitly collected for the purpose of mapping zero tillage adoption across the IGP. A field team associated with the International Maize and Wheat Improvement Center (CIMMYT) collected five latitude and longitude points for each agricultural field, which included four points at each of the corners of the field and one point in the center of the field. To assess whether our classification model is generalizable through time, we leveraged two existing datasets on CT and ZT use from the western IGP in 2016–2017 and the eastern IGP in 2017–2018. These two datasets have a smaller sample size compared to the data from 2018 to 2019 as these data were collected for other studies that were unrelated to this project. For the 2017–2018 eastern IGP dataset, the latitude and longitude of the center of the field were recorded by each farmer using an application on his/her smartphone. For the 2016–2017 western IGP dataset, a field team associated with the CIMMYT collected latitude and longitude points in the center of each field. In all cases, information about whether ZT or CT was used in a field was collected from the farmer who manages each field.

Given that field data were collected differently across years, we processed each field dataset slightly differently. For the 2018–2019 IGP data, we converted the latitude and longitude points that represented the four corners of the field into polygons in R Project Software [28]. These polygons were then overlaid on high-resolution imagery from the same growing season in Google Earth Pro and were adjusted to match field boundaries that were visually detected in the high-resolution imagery. For the 2016–2017 and 2017–2018 datasets where only latitude and longitude points were collected from the centers of the
fields, we manually digitized field boundaries using visual interpretation of high-resolution imagery from the same season in Google Earth Pro.

Figure 1. Map of the study area (highlighted in gray) and field data (highlighted in yellow, red, and blue).

Across all years, we had more field polygons under CT than ZT as more area is under CT across the IGP. Thus, we did not use all available polygons to train and validate our classification algorithms. Instead, we sampled an equal number of CT and ZT polygons within each state to ensure equal weights for the two land cover types. Table 1 shows the number of field polygons that were used for both training and testing across each state and year.

Table 1. Total number of field polygons used from each year and each state for training and testing.

| State         | Total Polygons 2018–2019 | Total Polygons 2017–2018 | Total Polygons 2016–2017 |
|---------------|--------------------------|--------------------------|--------------------------|
| Punjab        | 736                      | 0                        | 238                      |
| Haryana       | 814                      | 0                        | 134                      |
| Uttar Pradesh | 502                      | 72                       | 0                        |
| Bihar         | 778                      | 120                      | 0                        |

2.3. Satellite Data and Image Preprocessing

We accessed and processed Sentinel-2 Level 1-C satellite data using Google Earth Engine (GEE; [29]). Bands 1 (Aerosols), 9 (Water Vapor), and 10 (Cirrus) were excluded from our analysis because these bands represent atmospheric as opposed to land cover conditions. Since the Level 1-C product represents top of the atmosphere reflectance, we corrected all imagery to surface reflectance using methods and codes from Murphy [30]. This surface reflectance correction method is based on Py6S, which is an interface to the Second Simulation of the Satellite Signal in the Solar Spectrum (6S) atmospheric Radiative Transfer Model through Python [31]. We also applied a cloud mask to all images, which was created using a modified version of the Landsat cloud score algorithm (ee.Algorithms.Landsat.simpleCloudScore) in GEE. The algorithm computes a simple cloud-likelihood score for each pixel that ranges from 0 (no cloud) to 100 (full cloud) using...
a combination of brightness, temperature, and the Normalized-Difference Snow Index (NDSI). Using visual interpretation of cloud cover across the IGP, we determined that a cloud score of 26 or greater was the most accurate threshold to detect cloudy pixels. We thus applied a pixel-level cloud mask across all images for all pixels that were above this threshold. Finally, we derived seven vegetation indices that have been shown in previous studies to distinguish ZT versus CT fields [7]: the green chlorophyll vegetation index (GCVI; [32]), the normalized difference vegetation index (NDVI; [33]), the normalized difference tillage index (NDTI; [34]), normalized difference index 5 (NDI5; [35]), normalized difference index 7 (NDI7; [35]), crop residue cover (CRC; [36]), and the soil tillage index (STI; [34], Table 2).

Table 2. Bands and indices used in the random forest classification.

| Bands | Description | Index | Formula |
|-------|-------------|-------|---------|
| B2    | Blue        | GCVI  | (NIR/Green) |
| B3    | Green       | NDVI  | (NIR – Red)/(NIR + Red) |
| B4    | Red         | NDTI  | (SWIR1 – SWIR2)/(SWIR1 + SWIR2) |
| B5    | Red Edge 1  | NDI5  | (NIR – SWIR1)/(NIR + SWIR1) |
| B6    | Red Edge 2  | NDI7  | (NIR – SWIR2)/(NIR + SWIR2) |
| B7    | Red Edge 3  | CRC   | (SWIR1 – Green)/(SWIR1 + Green) |
| B8    | Near-Infrared (NIR) | STI | SWIR1/SWIR2 |
| B8A   | Red Edge 4  |       |         |
| B11   | Short-Wave Infrared 1 (SWIR1) |       |         |
| B12   | Short-Wave Infrared 1 (SWIR1) |       |         |

We created multi-date image composites as opposed to using single date images in our classification models. This is because there were many masked pixels due to cloud cover, and image compositing reduced the number of missing pixels across our study region. In addition, image compositing allowed us to apply our classification model across the full spatial extent of the IGP by accounting for different satellite revisit dates across the study region. We determined the image composite date range based on the phenology of wheat across our study region (Figures 2 and A1A,B) and to minimize missing pixels due to cloud cover. Considering wheat phenology, we developed one image composite from October 15th to January 15th that represented the field preparation and sowing date, and a second image composite from January 15th to April 15th that represented the majority of the agricultural growing season, including the peak greenness date. The time span for each of these periods was three months to capture variation in phenology across the study region. Wheat phenologies vary across the IGP, with earlier sowing in the west and later sowing in the east (Figure 2). For each image compositing period, we extracted five percentile values to represent the range of values for each band and index—the 0th, 25th, 50th, 75th, and 100th percentile value using methods from Azzari et al. [7]. Instead of extracting one value, such as the maximum, for each band and index for each compositing period, the percentile approach allows us to better capture the range of values observed within a given compositing period. For example, 0% captures the minimum value for each band and index during the compositing period, 50% captures the midrange value, and 100% captures the maximum value. This led to 85 features selected per image compositing period across all bands and indices (Table 2). All image data were exported at a spatial
resolution of 10 m from GEE and imported into R Project Software for the remainder of the analyses.

![Mean NDVI phenology curve of wheat in the 2018–2019 winter growing season for each state and each tillage type.](image)

### 2.4 Random Forest Models and Validation

Before running the random forest model, we removed highly correlated features using a 0.9 threshold value using the ‘findCorrelation’ function in the ‘caret’ package [37] in R Project Software version 3.6.1 [28]. We removed correlated features for each individual image compositing season and both seasons combined using all pixels from all training polygons (Table 1). This reduced the number of features used in our models by approximately 50%. We conducted the random forest classification using the ‘randomForest’ package [38] in R Project Software.

Given that field sizes vary across our study region, we sampled only 10 pixels from each polygon to ensure that each polygon was weighted evenly in our model. If a field size was smaller than or equal to 10 pixels, we sampled all pixels from the polygon. We separated our field data into a training data set (70% of all polygons) and a test data set (30% of all polygons), which was used for validation. The number of ZT and CT polygons was equal in both the training and test datasets; however, the number of pixels was slightly different due to the presence of some small fields that had fewer than 10 pixels available.

We ran several random forest models to answer our four main research questions. To examine how well tillage practices can be mapped across the IGP (Research Question 1), we ran a random forest model that used all uncorrelated features from the early and main season mosaics (Figure 2). To identify whether using only early season imagery is able to accurately map tillage practices (Research Question 2), we ran an additional random forest model that used all uncorrelated features from only the early season mosaic. We ran both of these analyses only for 2018–2019, which was the year when we had large data coverage as we purposefully collected ground truth data to develop a tillage classification algorithm. For these analyses, we stratified training and validation polygons by state and tillage type.

To test whether model accuracy would change if fewer polygons were used to train our models (Research Question 3), we conducted a bootstrapping analysis [39] using four subsets of the training data—25%, 50%, 75%, and 100% of the original number of training polygons. For this analysis, we used only the early season mosaic analysis and 2018–2019 data. For validation, we used the same number of test polygons as the original model. Sampling of the subsets was done at random across all polygons and was not stratified by state or tillage type. We iterated the bootstrap analysis 400 times for each subset [40].

Finally, to examine how accurately our model performed through time (Research Question 4), we applied the random forest model that we developed using the early season mosaic in 2018–2019 to early season mosaics from 2016–2017 and 2017–2018. We then validated this model using the polygon data that we had access to from 2016–2017 (Punjab and Haryana) and 2017–2018 (Uttar Pradesh and Bihar). All models were validated at the
state scale using pixels from validation polygons in each state, and at the all-IGP scale using all validation polygons across the IGP.

3. Results

3.1. Full Season Tillage Classification

The full season classification model performed moderately well, with an overall accuracy of 75.6% across the IGP (Figure 3). Considering state-level results, there was a spatial signal in classification accuracy, with higher overall accuracies in the west (Punjab, overall accuracy of 80.4%) and lower accuracies in the east (Bihar, overall accuracy of 70.9%). Across the IGP, user’s and producer’s accuracies were similar for ZT and CT; however, this pattern was not consistent across individual states. In Punjab and Uttar Pradesh, user’s accuracy was higher for CT and producer’s accuracy was higher for ZT. In Haryana, user’s and producer’s accuracies were largely similar for CT and ZT. In Bihar, user’s accuracy was higher for ZT and producer’s accuracy was similar for ZT and CT.

3.2. Early Season Tillage Classification

The model that used only early season mosaics performed moderately well, with an overall accuracy across the IGP of 75.5%. The results at the all-IGP and individual state scale are largely similar to the model that used mosaics from the full season. Across the IGP, user’s accuracy, producer’s accuracy, and overall accuracy for the early season model (Figure 4) were within 1% of the values from the full season model (Figure 3). Considering individual states, the same spatial pattern observed with the full season model persisted with the early season model; accuracies were highest in the west (Punjab, overall accuracy 82.2%) and lowest in the east (Bihar, overall accuracy 69.8%). Overall accuracies for individual states for the early season model (Figure 4) were within 2% of the overall accuracies reported for the full season model (Figure 3). There were larger changes in user’s and producer’s accuracies in some cases. For example, user’s accuracy and producer’s accuracy increased by up to 3% for the Punjab model, and user’s accuracy for CT decreased by approximately 4% in Bihar in the early season model (Figure 4) compared with the full season model (Figure 3).

Figure 3. Confusion matrices for all-IGP and individual state validation for the model that uses full season mosaics. Overall accuracy is highlighted in the dark gray squares in each table.
individual states for the early season model (Figure 4) were within 2% of the overall accuracies reported for the full season model (Figure 3). There were larger changes in user’s and producer’s accuracies in some cases. For example, user’s accuracy and producer’s accuracy increased by up to 3% for the Punjab model, and user’s accuracy for CT decreased by approximately 4% in Bihar in the early season model (Figure 4) compared with the full season model (Figure 3).

Figure 4. Confusion matrices for all-IGP and individual state validation for the model that uses only the early season mosaic. Overall accuracy is highlighted in the dark gray squares in each table.

3.3. Training Sample Size versus Model Accuracy

We find that our random forest classification model is sensitive to the amount of training data used, with overall accuracy significantly (p < 0.05) decreasing as the number of training polygons used decreased from 100% to 25% of all available polygons (Figure 5). The change in overall accuracy, however, was not very large and decreased by approximately 1% for every 25% reduction in the number of training samples. The difference in overall accuracy between using only 25% of all polygons, or 495 fields, was only 3% lower than using 100% of polygons, or 1982 fields, for training.

Figure 5. Mean overall accuracies and 95% confidence intervals of early season random forest classification models when using different numbers of training data (25% to 100% of the training polygons available) in a bootstrap analysis (n = 400).
3.4. Back in Time Classification

We find that our model did not generalize well through time in the eastern IGP, in the states of Uttar Pradesh and Bihar, but did well in the western IGP, in the states of Punjab and Haryana (Figure 6). Overall accuracies decreased by approximately 10% for the overall IGP model and for the western IGP states of Punjab and Haryana compared with the 2018–2019 model. However, in the eastern IGP, overall accuracies decreased by approximately 20% in Bihar and 30% in Uttar Pradesh compared with the 2018–2019 model. Overall accuracies in Uttar Pradesh were below 50%, suggesting that the model performed worse than random assignment of fields to ZT or CT.

![Confusion matrices](image)

Figure 6. Confusion matrices for all-IGP and individual state validation for the model that uses only the early season mosaics from 2018 to 2019 and applies them back in time. Overall accuracy is highlighted in the dark gray squares in each table.

4. Discussion and Conclusions

To date, it has been challenging to quantify the extent of zero tillage adoption in smallholder systems, as current estimates are based on household surveys with limited spatial and temporal coverage. Remote sensing can offer a low-cost and scalable way to map tillage practices, yet to date no work has mapped zero tillage adoption in smallholder systems using satellite data. It has historically been challenging to map field-level tillage practices in smallholder systems given that the size of fields is typically smaller than the spatial resolution of readily available satellite imagery, such as Landsat (30 m) and MODIS (250 m) [12]. We show that higher spatial resolution data from Sentinel-2 can be used to map tillage practices at the field scale and at large spatio-temporal scales in smallholder systems in India. Our models have overall accuracies of approximately 75%, which are similar to the accuracies obtained in previous studies that map zero tillage practices in other parts of the world, including in the United States (e.g., [7,8]).

We find that overall accuracies vary across the IGP, with higher accuracies in the western IGP (Punjab and Haryana) and lower accuracies in the eastern IGP (Uttar Pradesh and Bihar). There are several reasons for why accuracies may be lower in the eastern IGP. First, fields in the western IGP are typically larger than those in the east (Figure A2). Even though we minimized the effect of field size in our analysis by including only ten pixels per polygon, 40–50% of fields in the eastern IGP were smaller than ten Sentinel-2 pixels (compared with only <6% of fields in the western IGP), and there is a higher chance of including mixed pixels at field edges in smaller fields [19] (Figure A3). Second, rice residues...
in ZT fields are managed differently across the IGP, as rice residues are largely cleared in the eastern IGP but retained as stubble and residue on the soil’s surface in the western IGP. It is likely more difficult to detect ZT fields when rice residues are removed as they look more similar to CT fields where residues are cleared and tilled into the soil. Third, field management is much more heterogeneous in the eastern IGP than in the west, and this likely makes it more difficult to use one algorithm to accurately map tillage practices across fields in the east. Specifically, there is large heterogeneity in planting time in the eastern IGP, where sowing dates can range from early November until early January, compared with the west, where sowing dates are largely concentrated from the end of October to the end of November [18].

Considering image timing, we find that models that used only early season mosaics led to very similar accuracies as models that used full season mosaics, which provides two important benefits. First, using only early season mosaics allows for the creation of within-season tillage maps by January of the year of interest. Second, using only early season mosaics significantly reduces computation time by reducing the amount of imagery that needs to be processed by half. This is particularly important when using Sentinel-2 Level 1-C data given that all images were exported from GEE and corrected to surface reflectance on local machines using Python. While previous studies have shown that using multi-temporal imagery throughout the growing season increases classification accuracy [8,19], our work suggests that using only multi-temporal imagery during the early part of the growing season is sufficient for mapping tillage practices in our study region.

Given the difficulty of obtaining ground data to train and validate our classification algorithm, we examined the tradeoffs between training data sample size and overall classification accuracy. We find that while overall accuracy significantly decreased as we used fewer training samples, the change in accuracy was not very large, with only a 3% drop in overall accuracy when using only 25% of all training samples (Figure 5, 495 polygons versus 1982 polygons). This suggests that it may be possible to map tillage practices using relatively small amounts of ground data.

Finally, considering the ability of our model to generalize across time, we find that overall model accuracy decreased when applied to previous years, though the decline in accuracy was not consistent across the IGP. In the western IGP, model accuracy only decreased by 5–10%, whereas in the eastern IGP, model accuracy decreased by 20–30%. These results suggest that our model can likely be applied through time in the western IGP, but not in the eastern IGP. There are several reasons our model may perform better through time in the west compared with the east. First, there is more variability in sowing patterns through time in the east; previous studies have shown that wheat planting date in the eastern IGP is sensitive to the timing of monsoon onset, and thus may fluctuate from year to year [24]. Second, it is possible that our accuracies are lower in the eastern IGP partly due to lower data quality. The field data that we used to validate our back in time model in the east were collected by farmers using mobile phones, whereas in the west, field data were collected by CIMMYT staff using GNSS units. Previous work has shown that self-report information can be inaccurate and can lead to reduced classification accuracies of remote sensing algorithms [41]. Mobile phones can also be less precise in measuring location compared with handheld GNSS units [42], which could have led to increased error when digitizing field polygon boundaries in the east. Future work should examine how well models perform through time when high-quality field data are collected over multiple years.

While our model achieved accuracies that are similar to other tillage mapping studies, it is possible that accuracies could be further improved by combining information from multiple sensors, such as optical and radar data, or by using higher spatial resolution imagery, such as Planet (3 m). Radar data may help improve model accuracy as it can better capture textural differences that may exist between completely cleared and tilled CT fields and ZT fields that contain crop residue (Figure A4). Higher spatial resolution data may also improve accuracies as field sizes in our study region are small, particularly in the
eastern IGP, and finer spatial resolution data may reduce the occurrence of mixed pixels that occur at field edges [19]. Future work should assess the ability of these other sensors and sensor combinations to map tillage practices of smallholder farms.

In conclusion, we show that high-resolution Sentinel-2 data can be used to accurately map tillage practices at the field-scale in smallholder systems in India. We find that overall classification accuracies are moderate (~75%) and are similar to accuracies from previous studies that have mapped tillage practices in other parts of the world. We find that our model performs best in the western IGP, where field sizes are larger, crop management is more homogeneous, and zero tillage fields have higher residue retention compared with fields in the east. Our model is also able to accurately map tillage practices through time in the western IGP, with a reduction in accuracy of only 5–10% when applied to historical data. Our results highlight the ability of satellite data to map smallholder tillage practices at scale, providing a low-cost and scalable way to measure zero tillage adoption in smallholder systems.
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**Appendix A**

![Figure A1](https://www.dropbox.com/sh/1ltp7y1hni8zwzt/AAC92ozG54bB6EH4V-jgfjx0a?dl=0)
Figure A1. Mean NDTI (A) and STI (B) phenology curves of wheat in the 2018–2019 winter growing season for each state and each tillage type.

Figure A2. Boxplots of field size (in ha) for all 2016–2017 (A), 2017–2018 (B), and 2018–2019 (C) polygons considered in our study plotted by state. Median field size (ha) is listed for each state above the bolded line within each boxplot. Field sizes in 2016–2017 are much larger because in this year several fields were measured as all plots that farmers managed (>10 ha) and were not subdivided by individual field as was done in 2017–2018 and 2018–2019.
Figure A2. Boxplots of field size (in ha) for all 2016–2017 (A), 2017–2018 (B), and 2018–2019 (C) polygons considered in our study plotted by state. Median field size (ha) is listed for each state above the bolded line within each boxplot. Field sizes in 2016–2017 are much larger because in this year several fields were measured as all plots that farmers managed (>10 ha) and were not subdivided by individual field as was done in 2017–2018 and 2018–2019.

Figure A3. Zoom-in of polygon overlays in Punjab (A) and Bihar (B) on Sentinel-2 Level 2A NDVI mosaics for February 2019. Field sizes are smaller in the eastern IGP (B), and this leads to increased mixed pixels at field edges compared with in the western IGP (A).

Figure A4. Zoom-in of ZT and CT polygons from 2018–2019 in Punjab overlaid on a high-resolution image from November 2018 from Google Earth Pro. Slight visual differences are apparent between CT and ZT fields, with tillage patterns visible in most CT fields.
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