Besançon Galactic model analysis of MOA-II microlensing: evidence for a mass deficit in the inner bulge

S. Awiphan\textsuperscript{1}\textsuperscript{†}, E. Kerins\textsuperscript{1} and A. C. Robin\textsuperscript{2}
\textsuperscript{1}Jodrell Bank Centre for Astrophysics, School of Physics and Astronomy, University of Manchester, Oxford Road, Manchester M13 9PL, UK
\textsuperscript{2}Institut Utinam, CNRS UMR6213, Université de Franche-Comté, OSU THETA Franche-Comté-Bourgogne, BP 1615, Besançon 25010, France

\textbf{ABSTRACT}

Galactic bulge microlensing surveys provide a probe of Galactic structure. We present the first field-by-field comparison between microlensing observations and the Besançon population synthesis Galactic model. Using an updated version of the model we provide maps of optical depth, average event duration and event rate for resolved source populations and for difference imaging (DIA) events. We also compare the predicted event timescale distribution to that observed. The simulation follows the selection criteria of the MOA-II survey (Sumi et al. 2013). We modify the Besançon model to include M dwarfs and brown dwarfs. Our best fit model requires a brown dwarf mass function slope of $-0.4$. The model provides good agreement with the observed average duration, and respectable consistency with the shape of the timescale distribution (reduced $\chi^2 \approx 2.2$). The DIA and resolved source limiting yields bracket the observed number of events by MOA-II (2.17× and 0.83× the number observed, respectively).

We perform a 2-dimensional fit to the event spatial distribution to predict the optical depth and event rate across the Galactic bulge. The most serious difficulty for the model is that it provides only $\sim 50\%$ of the measured optical depth and event rate per star at low Galactic latitude around the inner bulge ($|b| < 3^\circ$). This discrepancy most likely is associated with known under-estimated extinction and star counts in the innermost regions and therefore provides additional support for a missing inner stellar population.

\textbf{Key words:} gravitational lensing: micro - stars: statistics - Galaxy: bulge - Galaxy: structure

\section{INTRODUCTION}

The microlensing surveys toward the Galactic bulge have provided useful information for the search for exoplanets and for the study of Galactic structure (Paczynski 1996; Gaudi 2012). Several microlensing surveys have monitored a large number of stars and detected thousands of events over the bulge [e.g. OGLE (Udalski et al. 1994; Sumi et al. 2006; Wyrzykowski et al. 2015), MOA (Sumi et al. 2003, 2013), MACHO (Alcock et al. 1997, 2000; Popowski et al. 2005) and EROS (Afonso et al. 2003; Hamadache et al. 2006)]. The microlensing optical depth, $\tau$, measures the fraction of the sky covered by the Einstein rings of the lenses for a given line of sight. As the optical depth is directly related to the mass density of the lens population, it can be used to determine the mass distribution of the bulge. However, a difficulty in measuring the microlensing optical depth stems from the fact that it is sensitive to the individual contributions of long duration events. Another measurable property from the surveys is microlensing event rate, $\Gamma$, which has the advantage that it is not dominated by a small number of long duration events but the disadvantage that it is sensitive to Galactic kinematics and the stellar mass function, as well as the mass distribution.

A number of measurements of the bulge optical depth have been made by the survey teams, often under different sample definitions. We loosely categorize these as: resolved source measurements, difference image analysis (DIA) source measurements and red clump giant (RCG) source measurements. The resolved source method includes all sources which are brighter than magnitude limit, whilst the DIA method includes fainter sources which may only be detectable during lensing. The DIA method has the benefit that it is less sensitive to blending systematics within crowded fields and potentially provides a better S/N ratio measurement due to the larger available sample size. At the other extreme the RCG method uses samples of events which
involve only bright sources which are assumed to be well resolved and therefore should exhibit a minimal blending bias. In recent studies, DIA optical depth measurements tend to be about 25% higher that those derived from RCG samples (Sumi et al. 2013).

The MOA-II survey (Sumi et al. 2013) determined the optical depth from a study of 474 events with sources brighter than 20th magnitude in the I-band toward the bulge. They determined a value of $\tau_{\text{DIA}} = [2.35 \pm 0.18]e^{[0.51 \pm 0.07](d - |b|)} \times 10^{-6}$ [1]. For the average optical depth, they find that $\tau_{\text{DIA,200}} = 3.64 \times 10^{-6}$ at ($l = 0.97^\circ$, $b = -2.26^\circ$). These results are broadly consistent with previous measurements from MOA-I (Sumi et al. 2003), OGLE (Sumi et al. 2006), MACHO (Popowski et al. 2005) and EROS Hamadache et al. (2006) (See Table 3).

Over recent years, more detailed theoretical models have been developed in order to predict the microlensing optical depth values (Han & Gould 2003; Wood & Mao 2005; Kerins et al. 2009). Kerins et al. (2009) proposed synthetic maps of optical depth and event rate over the Galactic bulge using catalogues generated from the Besançon galactic model developed by Robin et al. (2003) with 3D extinction maps from Marshall et al. (2006). The observational result tends to agree with the theoretical models. However, the recent MOA-II surveys provide optical depth of RCG 30-40% below the prediction of Kerins et al. (2009) which might be the result of lacking long crossing time events in observational data (Sumi et al. 2013).

One important issue which we do not explicitly address is source blending. In principle this can be examined within the context of a population synthesis model through construction of artificial images. However, this is beyond the scope of the present work. Instead, we choose to model only the two idealized cases described above (resolved and DIA sources). If the model is a good representation of reality, these cases should provide reasonable upper and lower limits on the potential number of events within specific MOA-II sources sub-sample. Our DIA estimate should always provide a firm upper limit to the observed microlensing rate per star. On the other hand, our resolved source calculations should provide a firm lower limit to the number of events per star. MOA-defined sub-samples such as clump giants should yield a rate somewhere intermediate to these regimes as the RCG sources are resolved but known to be confined to the bulge, whereas in our simulation a non-negligible number of our sources will be closer to the observer. We note that, in order to spread the numbers of stars available to be observed, the source blending must be modelled in a way that resembles the behaviour of real sources. There are different ways to do this, ranging from very simple models (e.g., Gaussian distributions for the source blending) to more complex models (e.g., using synthetic images of real sources). In this paper, we use a simple model of source blending that is based on the assumption that the probability of two stars being unresolved is proportional to their distance along the line of sight.

In this paper, the microlensing optical depth and event rate maps are presented by using a recent version of Besançon galactic model (Robin et al. 2014) and compared to the MOA-II result. The updated model includes an inner bar component. In Section 2, the Besançon Galactic model is summarised. In order to simulate the MOA-II microlensing event sample from the Besançon model, the selection criteria is discussed in Section 3. The calculation method of microlensing parameters and their maps are shown in Section 4. In Section 5, the results from the Besançon simulation are compared with the observational results of the MOA-II survey. The model parametrisation of simulation results are provided in Section 6. Finally, in Section 7, the conclusions of this work are presented.

2 THE BESANÇON GALACTIC MODEL

The Besançon model, a Galactic population synthesis model, is designed to describe the observable properties of the Galactic stellar population by relating them to models of Galactic formation and evolution, stellar formation and evolution, and stellar atmospheres, using constraints from observational data (Robin et al. 2003, 2012, 2014). In the Besançon model, stars are created from gas following an initial mass function (IMF) and star formation rate (SFR), and evolved according to theoretical stellar evolutionary tracks. Each simulated star, the photometry, kinematics and metallicity are computed. In order to simulate the Galaxy, four main populations are assumed: a thin disc; thick disc; bulge/bar; and stellar halo.

The model also includes a 3D extinction map (Marshall et al. 2006). An interstellar extinction distribution in three dimensions from 2MASS survey (Cutri et al. 2003) towards the inner Galaxy ($|l| \leq 100^\circ$ and $|b| \leq 10^\circ$), with 15° resolution is used. Marshall et al. (2006) calculated the extinction as a function of distance along each line of sight by comparing observed reddened stars to unreddened simulated stars from the Besançon model. This distribution can be used to determine the observed colours and magnitudes of the simulated stars. In the following work, a later version of Besançon model (Robin et al. 2014) has been used.

2.1 Thin disc

The thin disc is a major component in the Galactic central region. It is assumed to have an age of 10 Gyr. A constant SFR over the past 10 Gyr is assumed, along with an IMF with two slopes, $dN/dm \propto M^{-1.6}$ for $M < 1 M_\odot$ and $dN/dm \propto M^{-3.0}$ for $M > 1 M_\odot$. The total mass of the thin disc is $9.3 \times 10^9 M_\odot$. The luminosity function determined from Hipparcos observations is adopted (Haywood et al. 1997a,b; Robin et al. 2003), whilst the underlying density law follows the Einasto (1979) density profile. The disc is modelled with a central hole and so the maximum density of the thin disc is located at about 2.5 kpc from the Galactic Centre. The kinematics follow the Hipparcos empirical estimates of Gomez et al. (1997). The populations of thin disc are divided into 7 distinct components with different distribution in age, scale height and velocities (Robin et al. 2012).

2.2 Thick disc

The thick disc is of much lower density than the thin disc locally but becomes important at Galactic latitudes above about $8 \times 10^{-7}$. In the model it is assumed a separate population from the thin disc, with distinct star formation history. Recent constraints from SDSS and 2MASS data lead to revisions of the scale length and scale heights (Robin et al. 2014). We here make use of the single thick disc episode of

---

1 The subscripts of optical depth indicate the method of analysis and the long duration cutoff in days.
formation presented in Robin et al. (2014), modelled by a 12 Gyr isochrone of metallicity -0.78 dex, with a density law following a modified exponential (parabola up to \( z = 658 \) pc, followed by an exponential with a scale height of 533 pc), which is roughly equivalent to a sech\(^2\) function of scale height 450 pc. The radial density follows an exponential with a scale length of 2.355 kpc. Its kinematics follow the result of Ojha et al. (1996).

### 2.3 Bulge/bar

A new model of the bulge of the Besançon model has been proposed by Robin et al. (2012), as the sum of two ellipsoids: a standard boxy bulge (bar), the most massive component which dominates the stellar content of latitudes below about 5\(^{\circ}\), and another ellipsoid (thick bulge) with longer and thicker structure which can be observed at higher latitudes where the bar starts to be less prominent. However, in Robin et al. (2014), we showed that the “thick bulge” population was in fact the inner part of the thick disc which short scale length makes a large contribution in the bulge region. Hence, in this new version, the populations in the bulge region are: the thin disc, the bar and the thick disc. The angle of the bar to the Sun-Galactic Centre direction is 13\(^{\circ}\). The bar kinematics are taken from the model of Fux (1999) and the bulge kinematics are established to reproduce the BRAVA survey data (Rich et al. 2007). The stellar density and luminosity function are assumed from the result of Picaud & Robin (2004) with a single burst population of 10 Gyr age. The IMF below and above 0.7 \( M_\odot \) are assumed to be \( dN/dm \propto m^{-1.5} \) and a Salpeter slope, \( dN/dm \propto m^{-2.35} \), respectively (Picaud & Robin 2004). The total bar mass is \( 5.9 \times 10^9 \) \( M_\odot \). The model mass to light ratio, \( d_\odot \), is 2.0 at the Sagittarius Window Eclipsing Exoradial Planet Search (SWEEPS) field (\( l = 1.25^\circ, b = -2.65^\circ \)) in Johnson-I band which is compatible with result of Calamida et al. (2015) in F814W filter (wide I).

### 2.4 Stellar halo

The stellar halo is older than the thick disc (14 Gyr) and metal poor ([Fe/H] = -1.78). A single burst population with an IMF, \( dN/dm \propto m^{-0.5} \), and total mass of \( 4.0 \times 10^{10} \) \( M_\odot \) are assumed (Robin et al. 2003). The density law has been revised in the study of SDSS+2MASS star counts (Robin et al. 2014). It is now modelled with a power law density with an exponent of 3.39 and an axis ratio of 0.768. Its kinematics is modelled with Gaussian distributions of velocities of dispersion (131, 106, 85) in km/s in the (U,V,W) plane, and no rotation.

### 3 SIMULATING THE GALACTIC BULGE

#### 3.1 Simulating the MOA-II fields

In following work, we simulate the MOA-II survey data taken from the 2006 and 2007 observing seasons (Sumi et al. 2011, 2013). In order to obtain enough samples in each magnitude range, we produce lens/source star catalogues spanning four \( H \)-band magnitude ranges. \( H \)-band selection ensures that we adequately sample all relevant stellar types, though we stress that our calculations are performed using the corresponding \( R \) and \( I \)-band magnitudes of the sources since these are the relevant filters for MOA-II. Our ranges correspond to: \(-10 < H < 15\), \( 15 < H < 19\), \( 19 < H < 23\) and \( H > 23\). The latter ranges are dominated by stars which are too faint to act as sources but which do act as lenses. The solid angle in each catalogue, \( \Omega_{\text{sim}} \), is chosen to contain \( \sim 6,000 \) stars in each range towards Baade’s Window (\( l = 1^\circ, b = -4^\circ \)) (Table 1). The first catalogue \(( -10 < H < 15 \) ) has a solid angle of 0.926 deg\(^2\), corresponding to the size of the MOA-II sub-fields. The simulation catalogues stars out to a distance of 15 kpc and has the same overall areal coverage as the MOA-II survey. Our final results are appropriately inverse weighted with \( \Omega_{\text{sim}} \) in order to recover the relevant microlensing observables.

For each line of sight, the microlensing optical depth, average time scale and event rate toward the Galactic bulge are calculated using all combinations of source and lens pairs from the four catalogues. We compute microlensing quantities obtained from all resolved sources above a specific magnitude threshold and also from all difference imaging analysis (DIA) sources which have a magnified peak above the same threshold (Alard 2000; Wozniak 2000; Bramich 2008). Therefore, the baseline magnitude of the DIA sources can be fainter than the limit. For unresolved sources, the instantaneous fraction of events with impact parameter \( u \) small enough to be detectable scales as \( u^2 \), though over time the rate of detectable events scales as \( u \). Therefore, we weight the optical depth by \( \min(1, u^2) \) and the rate-weighted average duration by \( \min(1, u) \), respectively. The impact parameter moments of Equation 6 are rate-weighted as explained in Section 4.1 in order to reflect the fact that observables are necessarily obtained from rate-biased samples.

The finite source effect is also taken into account in our calculations. The events which involve a source star with angular radius larger than the angular Einstein radius are not used to calculate the microlensing parameters. However, they are accounted for in the source number normalisation. In practice this modification alters our results only at the 1% level (See Equation 5).

#### 3.2 Low-mass stars and brown dwarfs

The time scale distribution of the MOA-II observational data, excluding gb21-R-8-53601 event, which is located outside the Besançon extinction map, and the Besançon simulated data are shown in Figure 1. The histogram of the Besançon data is generated from the sample catalogues using the same criteria as Section 3.1 but with smaller solid an-
break the mean crossing time of the Besançon resolved source (25.5 days) and DIA source (26.3 days) samples are larger than the MOA-II mean time scale for all sources (24.0 days) and RGC sources (19.2 days) (Sumi et al. 2013).

In order to investigate the shape of distributions, the residual event rate distribution \(N_{\text{Besançon}} - N_{\text{MOA}}\) is shown, where \(N_{\text{Besançon}}\) is Besançon event rate scaled to number of MOA-II events per year \(\sum N_{\text{MOA}}\). The Besançon data shows a deficit of short time scale events (<10 days) and an excess of 10-30 day events which may be caused by the lack of low-mass stars and brown dwarfs in the model (Penny et al. 2013). Therefore, we add in low-mass stars and brown dwarf lenses using the same stellar catalogue by replacing the lens mass according to their mass function, as discussed below.

In each Galactic component, we add low-mass stars which are missing from the catalogue by extending the normal star mass function slopes, \(\alpha \propto \log(dN/dM)\), to the H-burning limit of \(0.079M_\odot\) (Table 2). We also add in a brown dwarf mass function slope, \(\alpha_{BD,\text{DIA}}\), normalised to the stellar mass function at the H-burning limit and extended down to \(0.001M_\odot\). The added populations use the same kinetic parameters as the original catalogue and are used for the lens stars only.

In order to find the best value of \(\alpha_{BD,\text{DIA}}\), the Besançon data from sub-field 7-4 of 20 separate fields (Fields gb1-gb20) are normalised by the MOA-II event per year and are used to calculate the timescale distributions. In Figure 2, the reduced chi-squares of the predicted versus observed timescale distributions as a function of \(\alpha_{BD,\text{DIA}}\) for values of \(\alpha_{BD,\text{DIA}}\) between -0.9 and 1.0 are shown, along with reduced chi-squares of the original simulation (without adding low-mass stars and brown dwarfs) and a simulation adding only low-mass stars. The result shows that adding low-mass stars and brown dwarfs provides a better match to the MOA-II time scale distribution. Sumi et al. (2011) find a favoured mass function index in the brown dwarf regime, \(0.01M_\odot \leq M \leq 0.08M_\odot\), for the 2006-2007 MOA-II data is \(\alpha_{BD,\text{DIA}} = -0.49\). From our simulation, an MF slope of \(\alpha_{BD,\text{DIA}} = -0.4\) provides the best reduced chi-square value. This result is consistent with MOA-II results, but disagrees with the result from some field surveys for young brown dwarfs which suggest a power law MF with slope \(\alpha_{bd} > 0.0\) (Kirkpatrick et al. 2012; Jeffries 2012). In the following, brown dwarfs with mass function slope \(-0.4\) are added in the simulation in order to bring agreement with the observed time scale distribution.

The time scale distribution of the Besançon model with added low-mass stars is shown in Figure 3. The MOA-II survey is analysed using DIA photometry. The number of detected microlensing events per year with efficiency correction from the MOA-II survey \(N_{\text{MOA}}\) is between the number of events from the Besançon resolved sources \(0.83N_{\text{MOA}}\) and DIA sources \(2.17N_{\text{MOA}}\). In the absence of significant blending effects, we should expect our resolved and DIA predictions to bracket the true result; the fact that it does is rather reassuring. However the effects of blending are complex and a more detailed comparison would require modeling both the source selection criteria and the source blend characteristics of the MOA-II image data. This is beyond the scope of the current paper. In the case that all resolved source events are detected, we might be tempted to conclude that 12% of faint stars which can only be detected by the DIA method are observed. However, differences in the assumed filter response can equally be a factor.

### Table 2. The mass function of the simulated low-mass star population

| Component | Mass range \(M_\odot\) | MF slope |
|-----------|-------------------------|----------|
| Thick disk | \(0.079M_\odot - 0.154M_\odot\) | -0.50 |
| Bulge      | \(0.079M_\odot - 0.150M_\odot\) | -1.50 |
| Halo       | \(0.079M_\odot - 0.085M_\odot\) | -0.50 |

Figure 1. The Einstein radius crossing time distribution of the MOA-II survey and the Besançon data (top) and the scaled residual between the MOA-II survey and the Besançon data with the MOA-II distribution error (bottom). The blue shaded area (blue thin line) represents the efficiency corrected time scale distribution for the MOA-II DIA sources, excluding event gb21-R-8-53601 (See text). The crossing time distribution of the Besançon resolved sources (red thick line) and DIA sources (blue thick dashed line) are also presented. The error bars of Besançon distributions are shown at 100 times their true size. For the residual, the red line and blue dashed line represent the residual of the Besançon resolved sources and DIA sources, respectively.
The mean crossing times are shorter for both resolved sources and DIA sources, at 20.3 and 20.9 days, respectively. This is close to the MOA-II RCG timescale (19.2 days), but a little lower than their mean timescale for all sources (24.0 days). These mean crossing times also compatible with mean crossing time of OGLE-III survey of resolved sources are brighter than $I < 19$ mag and the relative errors on crossing time are less than 100% with log-normal model in all three regions: positive longitude ($l > 2^\circ$, 22.0 days), central ($-2^\circ < l < 2^\circ$, 20.5 days) and negative longitude ($l < -2^\circ$, 24.2 days) (Figure 3) (Wyrzykowski et al. 2015).

The residuals of the distribution (model − data) with adding low-mass stars show a slight deficit of events with short crossing time between 0.3 and 2 days and very long crossing time between 30 and 200 days. Moreover, the model tends to over-predict the number of events with duration between 2 and 30 days, though there is not a high statistical significance to any of these discrepancies. Overall, our best-fit brown dwarf slope provides a match to the MOA-II timescale distribution with a reduced $\chi^2 \simeq 2.2$ (Figure 2).

Therefore, the overall mass of lens population in this simulation is increased about 10%. The total mass of each population is, thin disk $8.0 \times 10^7 M_\odot$, thick disk $2.8 \times 10^8 M_\odot$, halo $4.1 \times 10^8 M_\odot$ and bulge $5.1 \times 10^8 M_\odot$.

To analyse the structure of the residual histogram, we show the contributions of each lens component separately in Figure 4 for DIA sources. The histogram is calculated by assuming that the proportion of each component to the observed rate scales with their proportionate rate within the model. We find that the bulge lens component dominates both the over-predicted and under-predicted regimes, suggesting a mismatch in bulge kinematics, or spatial distribution, as the principal source of the problem.

3.3 Timescale selection

To compare the model optical depth, rate and average duration to the MOA-II survey we must ensure that we match the timescale selection. Accordingly, the maximum Einstein crossing time ($t_{E,\text{max}}$) of this work is set at 200 days to match the MOA-II maximum Einstein crossing time (Sumi et al. 2013). Furthermore, for the minimum Einstein crossing time ($t_{E,\text{min}}$), events with duration below 40 minutes in fields gb5 and gb9 and 200 minutes in other field contribute negligibly (Sumi et al. 2011, 2013). Therefore, the optical depth of all events ($\tau_{\text{all}}$) and histograms of Einstein crossing time in each field are used to calculate optical depth ($\tau_{\text{select}}$), average Einstein crossing time ($\langle t_E \rangle_{\text{select}}$) and event rate ($\Gamma_{\text{select}}$) of the events which meet the criteria. Thus

$$\tau_{\text{select}} = \tau_{\text{all}} \frac{\sum_{i=t_{E,\text{min}}}^{t_{E,\text{max}}} \sum_{l=0}^{\infty} t_{E,l}^2 N_i}{\sum_{l=0}^{\infty} t_{E,l}^2 N_i},$$

\[ (1) \]
limiting magnitude. Ω

lens catalogues are simulated, respectively, and N

are number of catalogue sources and lenses, respectively. The Einstein radius crossing time residual histogram of the Besançon DIA sources for each Galactic lens component. The residual distribution of all lens components is shown in red line. The blue thin dashed, green thick dashed, cyan dash-dotted and magenta dashed-dot-dotted lines with shaded areas represent thin disk, thick disk, halo and bulge lenses, respectively.

\[ (t_E)_{\text{select}} = \frac{\sum_{i=E, min}^{t_E, max} t^2_{E,i} N_i}{\sum_{i=E, min}^{t_E, max} t_{E,i} N_i}, \]  

and

\[ \Gamma_{\text{select}} = \frac{t_{E, max}}{\sum_{i=E, min}^{t_E, max} N_i}, \]  

where \( t_{E,i} \) and \( N_i \) are the crossing time and the number of microlensing events associated with the logarithmic timescale bin \( i \), respectively.

### 4 MICROLENSING MAPS

#### 4.1 Optical depth

Figure 5(a) shows optical depth maps for both resolved and DIA source samples for a survey limit \( M_{lim} = 20 \). The maps are computed for the Johnson \( R \) and \( I \) filter bands, which are comparable to the Cousins \( R \) and \( I \) bands of the MOA-II survey. The total optical depth of all source and lens pairs is calculated by averaging the optical depth of all sources along the line of sight,

\[ \tau = \begin{cases} \frac{\sum_{s=1}^{N_s} \sum_{l=1}^{N_l} (D_s > D_l, M_s < M_{lim}, u_p > 0) \pi \theta_E^2 \Omega_0}{\sum_{s=1}^{N_s} \sum_{l=1}^{N_l} \theta_E \Omega_0} & \text{Resolved}, \\ \frac{\sum_{s=1}^{N_s} \sum_{l=1}^{N_l} (D_s > D_l, M_s < M_{lim}) \pi \theta_E^2 \Omega_0}{\sum_{s=1}^{N_s} \sum_{l=1}^{N_l} \theta_E \Omega_0} & \text{DIA}, \\ \sum_{s=1}^{N_s} \langle u_p^2 \rangle w \pi \theta_E^2 \Omega_0 & \text{DIA}, \end{cases} \]

where \( M_s \) is the source magnitude and \( M_{lim} \) is the survey limiting magnitude. \( \Omega_0 \) is the MOA-II sub-field solid angle. \( \Omega_1 \) and \( \Omega_s \) are the solid angles over which the source and lens catalogues are simulated, respectively, and \( N_s \) and \( N_l \) are number of catalogue sources and lenses, respectively. The impact parameter \( u_p \) is given by

\[ u_p = \begin{cases} 0, & \theta_E \times \min(1, u_t) \leq \theta_s, \\ \min(1, u_t), & \text{otherwise}. \end{cases} \]

Here, \( \theta_s \) is the angular star radius and \( u_t \) is the largest impact parameter for an event to be detectable above the survey limiting sensitivity. \( D_s \) and \( D_l \) are the distance to the source and the lens from the observer, respectively. To take account of magnification suppression by finite source size effects, whenever under the point-source regime the source angular size is larger than the largest detectable impact parameter, we assume the event to be undetectable. The \( n \)-th moment of \( u_p \), \( \langle u_p^n \rangle_w \), is obtained through rate-weighted averaging:

\[ \langle u_p^n \rangle_w = \begin{cases} 1, & \sum_{s=1}^{N_s} \sum_{l=1}^{N_l} (D_s > D_l) \frac{u_p^n \mu D_l R_E}{\sum_{s=1}^{N_s} \sum_{l=1}^{N_l} (D_s > D_l) \mu D_l R_E}, \quad M_s < M_{lim}, \\ \frac{\sum_{s=1}^{N_s} \sum_{l=1}^{N_l} (D_s > D_l) u_p^n \mu D_l R_E}{\sum_{s=1}^{N_s} \sum_{l=1}^{N_l} \mu D_l R_E}, \quad \text{otherwise}, \end{cases} \]

where \( \mu \) is the lens–source pair-wise relative proper motion.

We employ the same Gaussian spatial smoothing window function as Sumi et al. (2013), with \( \sigma = 0.4^\circ \) within \( 1^\circ \). In order to compare the data with the MOA-II results, the sub-fields with \( l > 9^\circ \) are excluded due to the kernel contribution from sub-fields outside the Besançon extinction map at \( l > 10^\circ \).

From the simulation results, the optical depth of DIA sources is larger than the optical of resolved sources, as was also found by Kerins et al. (2009) using an earlier version of the Besançon model. However the current model predicts a significantly lower optical depth compared with Kerins et al. (2009) due to the lower mass of the Galactic bulge (which is a factor of two lower than for the earlier model). However, the optical depth values are compatible with the Penny et al. (2013) result which also uses a more recent version of the Besançon model (version 1106).

In Figure 6, the optical depth distribution is dominated by the bulge population which contains about 50–80% of the stars. The thin disk, thick disk and stellar halo lenses provide slightly larger optical depth contributions at negative longitude than positive longitude due to the fact that bulge sources, which dominate the statistics, tend to lie at larger distances at negative longitudes.

#### 4.2 Maps of average event duration

In order to calculate the average time scale, each Einstein crossing time \( (t_E) \) is rate-weighted by a factor \( \mu D_l R_E \). Finally, the average time scale, \( \langle t_E \rangle \), is obtained as

\[ \langle t_E \rangle = \begin{cases} \frac{\sum_{s=1}^{N_s} \sum_{l=1}^{N_l} (D_s > D_l, M_s < M_{lim}, u_p > 0) \pi \theta_E^2 D_l \Omega_0}{\sum_{s=1}^{N_s} \sum_{l=1}^{N_l} \pi \theta_E D_l \Omega_0} & \text{Resolved}, \\ \frac{\sum_{s=1}^{N_s} \sum_{l=1}^{N_l} (D_s > D_l, M_s < M_{lim}) \pi \theta_E^2 D_l \Omega_0}{\sum_{s=1}^{N_s} \sum_{l=1}^{N_l} \pi \theta_E D_l \Omega_0} & \text{DIA}, \end{cases} \]

Maps of the average event duration are shown in Figure 5(b). The maps show shorter timescales compared to...
Figure 5. The optical depth (a), average time scale (b), microlensing event rate per square degree (c) and microlensing event rate per star (d) for resolved sources (left) and DIA sources (right) from the Besançon Galactic model. The maps are smoothed by the same kernel function as Sumi et al. (2013). The sub-fields with $l > 9^\circ$ are excluded.

Kerins et al. (2009) and Penny et al. (2013), due to the addition of low-mass star and brown dwarf lenses. There is no major difference between the average time scale of resolved sources and DIA sources. The negative longitudes provide slightly longer time scales than positive longitudes due to the bar geometry resulting in typically larger Einstein radii at negative longitudes.

In Figure 7, we show the average timescale maps individually for the thin disk, thick disk, stellar halo lens and bulge lens populations. The maps show a reasonably sym-
metric spatial distribution in the average event duration, with bulge lenses exhibiting typically shorter time scales compared to the other lens components. Since bulge lenses dominate the event rate in the inner Galaxy (Figure 8) the overall map of event duration shown in Figure 5(b) closely resembles that of the bulge lens population. We also confirm from Figure 7 that the long duration region at longitude $l > 7.5^\circ$ evident in Figure 5(b) arises from the disk lens population as the density of bulge lenses become sub-dominant away from the Galactic Centre.

4.3 Map of microlensing event rate

The total event rate is obtained simply by dividing the optical depth maps by their corresponding average time scale maps:

$$\Gamma = \frac{2}{\pi} \frac{\tau}{\langle t \rangle}.$$  \hspace{1cm} (8)

Figure 5(c) and Figure 5(d) show maps of microlensing event rate per square degree ($\Gamma_{\text{deg}^2}$) and event rate per star ($\Gamma_{\text{star}}$), respectively. $\Gamma_{\text{deg}^2}$ is obtained by integrating the rate over the effective number of sources:

$$N = \left\{ \begin{array}{ll} \sum_{s=1}^{N_s} (M_s > M_{\text{lim}}) \frac{\Omega_0}{\Omega_s} & \text{Resolved}, \\ \sum_{s=1}^{N_s} \langle u_p \rangle w \frac{\Omega_0}{\Omega_s} & \text{DIA}. \end{array} \right.$$ \hspace{1cm} (9)

In Figure 5(c) we see that $\Gamma_{\text{deg}^2}$ for DIA sources is higher than for resolved sources, as expected. The area integrated microlensing event rate in the simulated maps for resolved sources and DIA sources is 1,250 and 3,250 events per year, respectively. The maps of $\Gamma_{\text{star}}$ in Figure 5(d) for resolved sources and DIA sources do not show a major difference indicating that, overall, they probe sources and lenses at similar distances with similar kinematics.

In Figure 8, the maps of $\Gamma_{\text{star}}$ are shown separately for each lens population. The strong dominance of bulge lenses over most of the MOA-II region is evident.

5 CONFRONTING MOA-II OBSERVATIONS

5.1 Galactic latitude variation

The optical depth, microlensing event rate per square degree and microlensing event rate per star from the Besançon Galactic model and survey observations at different Galactic latitudes are presented in Figure 9. The results are calculated from the optical depth and microlensing event rate between $l = -5^\circ$ and $l = 5^\circ$. The stars in each simulated sub-field are binned to 0.5° in Galactic latitude, in similar fashion to the MOA-II survey Sumi et al. (2013). The results from the previous measurements, as well as the simulated models of the present paper, are listed in Table 3 and 4, respectively. The shaded areas in Figure 9 show 68% confidence interval of the data. The shaded 68% confidence intervals are obtained by generating random deviate distributions of each exponential fit model assuming that errors on the best-fit parameters are Gaussian distributed.

From the MOA-II data and the Besançon simulated data, the optical depth at $b > 1.5^\circ$ agrees very well with an exponential fit. For $b < 1.8^\circ$, the optical depths decrease due to the high column density of dust in that area. Over lower
Figure 7. The average time scale maps of each Galactic lens component for DIA sources: (a) thin disk, (b) thick disk, (c) halo and (d) bulge. The maps have same description as the map in Figure 5.

Figure 8. The microlensing event rate per star maps of each Galactic lens component for DIA sources: (a) thin disk, (b) thick disk, (c) halo and (d) bulge. The maps have same description as the map in Figure 5.
Figure 9. The optical depth (top), microlensing event rate per square degree (middle) and microlensing event rate per star (bottom) as a function of Galactic latitude. The measurements are averaged over Galactic longitudes $-5^\circ < l < 5^\circ$. Different markers represent different survey measurements (See Table 3): OGLE (pentagon), MACHO (circle), MOA (triangle), EROS (square) and simulated data from the Besançon galactic model (star) (See Table 4). Results of resolved sources, DIA sources and RCG source are presented with unfilled, filled and half-filled makers. The error bars of the Besançon simulation results are shown at 100 times their true size. The thin dashed, dash-dotted and dotted lines represent fits to the MOA-II all-source sample, EROS RCG sample and MOA-II RCG sample, respectively (Hamadache et al. 2006; Sumi et al. 2013). The thick solid and dashed lines are fits to the resolved source and DIA source simulations of this paper. The shaded areas represent the 68% confidence interval of EROS, MOA-II and Besançon fits, respectively (See text).
latitude regions \((b < 3^\circ)\), the Besançon DIA optical depth is lower than the MOA-II all-source optical depth by a factor of 2, a factor similar to that found by Penny et al. (2013).

The exponential models of the Besançon optical depth are,

\[
\tau_{\text{Bes}} = (1.18 \pm 0.03) e^{(0.330 \pm 0.017)(3-|b|)} \times 10^{-6},
\]

\[
\tau_{\text{DIA}} = (1.31 \pm 0.02) e^{(0.357 \pm 0.013)(3-|b|)} \times 10^{-6}.
\]

The event rate per square degree for the Besançon resolved sources is compatible with the MOA-II all-source event rate, however for DIA sources it is 3 times higher than the MOA-II result. This might be a consequence of the blending effect as discussed in Section 3.2. The results from both also show the same turning point at \(l = 1.8^\circ\) as the optical depth. The exponential fits for the event rate per square degree give,

\[
\Gamma_{\text{deg}^2,\text{Bes}} = (43 \pm 4) e^{0.380 \pm 0.050(3-|b|)},
\]

\[
\Gamma_{\text{deg}^2,\text{DIA}} = (119 \pm 9) e^{0.510 \pm 0.060(3-|b|)}.
\]

For the microlensing event rate per star, the results are similar to the optical depth result. The expected chi-squared region around inner bulge do not effect by long time scale event, but show the mismatch of the Besançon extinction maps. The model bulge mass is too low to accommodate the microlensing results. The bulge mass would need to be increased by a factor 2.6 in order to match the average event duration. The exponential models of the simulated event rate per star can be written as,

\[
\Gamma_{\text{deg}^2,\text{Bes}} = (43 \pm 4) e^{(0.362 \pm 0.023)(3-|b|)} \times 10^{-6},
\]

\[
\Gamma_{\text{deg}^2,\text{DIA}} = (119 \pm 9) e^{(0.391 \pm 0.016)(3-|b|)} \times 10^{-6}.
\]

For the microlensing rate per star, the results are similar to the optical depth result, which is expected given the general agreement of the average event duration. The exponential models of the simulated event rate per star can be written as,

\[
\Gamma_{\text{deg}^2,\text{Bes}} = (43 \pm 4) e^{0.380 \pm 0.050(3-|b|)} \times 10^{-6},
\]

\[
\Gamma_{\text{deg}^2,\text{DIA}} = (119 \pm 9) e^{0.510 \pm 0.060(3-|b|)}.
\]

For the microlensing rate per star, the results are similar to the optical depth result. The expected chi-squared region around inner bulge do not effect by long time scale event, but show the mismatch of the Besançon extinction maps. The model bulge mass is too low to accommodate the microlensing results. The bulge mass would need to be increased by a factor 2.6 in order to match the average event duration. The exponential models of the simulated event rate per star can be written as,

\[
\Gamma_{\text{deg}^2,\text{Bes}} = (43 \pm 4) e^{0.380 \pm 0.050(3-|b|)} \times 10^{-6},
\]

\[
\Gamma_{\text{deg}^2,\text{DIA}} = (119 \pm 9) e^{0.510 \pm 0.060(3-|b|)}.
\]

For the microlensing rate per star, the results are similar to the optical depth result. The expected chi-squared region around inner bulge do not effect by long time scale event, but show the mismatch of the Besançon extinction maps. The model bulge mass is too low to accommodate the microlensing results. The bulge mass would need to be increased by a factor 2.6 in order to match the average event duration. The exponential models of the simulated event rate per star can be written as,

\[
\Gamma_{\text{deg}^2,\text{Bes}} = (43 \pm 4) e^{0.380 \pm 0.050(3-|b|)} \times 10^{-6},
\]

\[
\Gamma_{\text{deg}^2,\text{DIA}} = (119 \pm 9) e^{0.510 \pm 0.060(3-|b|)}.
\]

5.3 Reduced \(\chi^2\) of \(\tau\) and \(\Gamma_{\text{star}}\) maps

From Section 5.2, the simulated results under-predict the optical depth and microlensing event rate per star compared with the MOA-II observational data and show the structure at low Galactic latitude. The significance of this result can be assessed by a straightforward reduced \(\chi^2\) statistic:

\[
\chi^2 = \frac{1}{N_{\text{fld}}} \sum_{i=1}^{N_{\text{fld}}} \left( \frac{x_{\text{Bes},i} - x_{\text{MOA},i}}{\sigma_{\text{MOA},i}} \right)^2,
\]

where \((x_{\text{Bes}}, x_{\text{MOA}})\) refer to the (model, observed) microlensing quantity. \(\sigma\) is the observational uncertainty within the field, and \(N_{\text{fld}}\) is number of fields. The observational uncertainty within the field is calculated using formula from Han & Gould (1995). The reduced \(\chi^2\) contribution of each MOA-II field are shown in Table 5 and Figure 11. The gb21 field is excluded due to the limit of the Besançon extinction maps. The model optical depth is in agreement with MOA-II data within 3\(\sigma\) for most fields. The reduced \(\chi^2\) of resolved source and DIA sources optical depth are 2.4 and 2.0, respectively.

The event rates show higher reduced chi-squared contribution than the optical depths. The Besançon resolved sources and DIA source results have \(\chi^2\) values of 2.6 and 2.2, respectively. The low Galactic latitude area \((b < 3^\circ)\) of both parameters provide the bulk of the disagreement (See Section 5.1).

In field gb1, there is a long time scale event (gb1-3-1, \(t_E = 157.6\) days) which contributes more than half of optical depth in that field. This event provides a hot spot in MOA-II optical depth and average time scale maps (Section 5.2). In order to check the reliability of reduced \(\chi^2\) test, the reduced \(\chi^2\) of field gb1 without gb1-3-1, gb1_Cut, is calculated. The result in Table 5 shows that the gb1_Cut field provide a better reduced \(\chi^2\) than original gb1 field.

Finally, we cut the events which have crossing time longer than 100 days which locate in 5 field; gb1, gb9, gb10, gb13 and gb14. The new reduced chi-squared, \(\chi^2_{\text{Cut}}\), of optical depth (2.3 for resolved sources and 1.8 for DIA sources) and event rate per star (2.2 for resolved sources and 2.0 for DIA sources) is reduced. However, fields which locate around inner bulge except field gb6 still show high reduced chi-squared compare to high Galactic latitude field. Therefore, high reduced chi-squared region around inner bulge do not effect by long time scale event, but show the mismatch of optical depth and event rate per star between the Besançon model and the MOA-II data at low Galactic latitude area.
Table 3. Observed microlensing optical depth and rate measurements towards the Galactic Centre.

| Project    | Field | Method | $t_{E,max}$ | $N_{event}$ | $l/b$ | $\tau$ | $\Gamma_{deg}$ | $\Gamma_{star}$ |
|------------|-------|--------|-------------|-------------|-------|--------|----------------|-----------------|
| OGLE(1994) | 0.81  | Resolved | 100         | 9           | $\pm5^\circ$-$3.5^\circ$ | 3.3$\pm1.2$ | -               | -               |
| MACHO(1997) | 12.0  | Resolved | 150         | 45          | 2.5$^\circ$-$3.6^\circ$ | 3.9$\pm1.5$ | -               | -               |
| MACHO(2000) | 4.0   | DIA     | 150         | 99          | 2.68$^\circ$-$3.3^\circ$ | 2.43$\pm0.8$ | -               | -               |
| EROS(2003) | 15.0  | RCG     | 400         | 16          | 2.5$^\circ$-$4.0^\circ$ | 0.94$\pm0.29$ | -               | -               |
| MOA(2005)  | 18.0  | DIA     | 150         | 28          | 3.0$^\circ$-$3.8^\circ$ | 2.59$\pm0.64$ | -               | -               |
| MACHO(2005) | 4.5   | RCG     | 350         | 62          | 1.5$^\circ$-$2.6^\circ$ | 2.17$\pm0.38$ | -               | -               |
| OGLE(2006) | 5.0   | RCG     | 400         | 32          | 1.16$^\circ$-$2.75^\circ$ | 2.55$\pm0.46$ | -               | -               |
| EROS(2006) | 66.0  | RCG     | 400         | 25          | (-6.0$^0$-$10.0^0$) | 1.75$^0$ | 3.52$\pm1.00$ | -               |
|            |       |         |             | 22          | (-6.0$^0$-$10.0^0$) | 2.26$^0$ | 2.38$\pm0.72$ | -               |
|            |       |         |             | 24          | (-6.0$^0$-$10.0^0$) | 2.76$^0$ | 1.31$\pm0.38$ | -               |
|            |       |         |             | 25          | (-6.0$^0$-$10.0^0$) | 3.23$^0$ | 2.22$\pm0.62$ | -               |
|            |       |         |             | 24          | (-6.0$^0$-$10.0^0$) | 4.45$^0$ | 0.92$\pm0.72$ | -               |
| MOA(2013)  | 3.2   | DIA     | 200         | 12          | (-5.0$^0$-$5.0^0$) | -1.40$^0$ | 4.47$\pm1.69$ | 62.4$\pm2.21$ |
|            |       |         |             | 52          | (-5.0$^0$-$5.0^0$) | -1.77$^0$ | 5.01$\pm1.22$ | 90.9$\pm4.13$ |
|            |       |         |             | 70          | (-5.0$^0$-$5.0^0$) | -2.26$^0$ | 3.49$\pm0.96$ | 88.6$\pm4.17$ |
|            |       |         |             | 75          | (-5.0$^0$-$5.0^0$) | -2.76$^0$ | 3.35$\pm0.88$ | 68.8$\pm5.90$ |
|            |       |         |             | 67          | (-5.0$^0$-$5.0^0$) | -3.25$^0$ | 1.88$\pm0.35$ | 50.6$\pm7.04$ |
|            |       |         |             | 58          | (-5.0$^0$-$5.0^0$) | -3.75$^0$ | 1.52$\pm0.32$ | 40.3$\pm7.36$ |
|            |       |         |             | 43          | (-5.0$^0$-$5.0^0$) | -4.75$^0$ | 1.45$\pm0.22$ | 28.6$\pm4.49$ |
|            |       |         |             | 22          | (-5.0$^0$-$5.0^0$) | -4.25$^0$ | 1.76$\pm0.28$ | 15.6$\pm3.62$ |
|            |       |         |             | 16          | (-5.0$^0$-$5.0^0$) | -5.23$^0$ | 0.94$\pm0.28$ | 16.2$\pm3.08$ |
|            |       |         |             | 8           | (-5.0$^0$-$5.0^0$) | -5.72$^0$ | 1.34$\pm0.31$ | 13.4$\pm4.01$ |
|            |       |         |             | 4           | (-5.0$^0$-$5.0^0$) | -6.23$^0$ | 0.85$\pm0.35$ | 23.7$\pm5.05$ |
|            |       |         |             | 15          | (-5.0$^0$-$5.0^0$) | -6.90$^0$ | 2.87$\pm1.03$ | 98.7$\pm2.84$ |
|            |       |         |             | 16          | (-5.0$^0$-$5.0^0$) | -7.65$^0$ | 3.44$\pm0.93$ | 7.5$\pm1.72$  |
|            |       |         |             | 11          | (-5.0$^0$-$5.0^0$) | -7.60$^0$ | 1.40$\pm0.30$ | 3.9$\pm1.00$  |
|            |       |         |             | 14          | (-5.0$^0$-$5.0^0$) | -8.25$^0$ | 1.93$\pm0.57$ | 4.3$\pm1.03$  |
|            |       |         |             | 11          | (-5.0$^0$-$5.0^0$) | -9.49$^0$ | 1.95$\pm0.55$ | 3.5$\pm0.91$  |
|            |       |         |             | 4           | (-5.0$^0$-$5.0^0$) | -10.35$^0$ | 0.57$\pm0.53$ | 1.1$\pm0.44$  |
|            |       |         |             | 3           | (-5.0$^0$-$5.0^0$) | -10.65$^0$ | 0.93$\pm0.69$ | 0.6$\pm0.37$  |

The values of Galactic latitude ($l$) and Galactic longitude ($b$) shown in Table 3 are average position of the map or average Galactic latitude of field in each Galactic longitude bin.

Note 1: [1]: (Udalski et al. 1994), [2]: (Alcock et al. 1997), [3]: (Alcock et al. 2000), [4]: (Afonso et al. 2003), [5]: (Sumi et al. 2003), [6]: (Popowski et al. 2005), [7]: (Sumi et al. 2006), [8]: (Hamadache et al. 2006), [9]: (Sumi et al. 2013)

6 MICROLENSING MODEL PARAMETRISATION

The MOA-II team parameterise the observed spatial microlensing distribution using a polynomial function. We can do likewise for our simulated maps. We model the structure of the optical depth, average time scale and event rate maps shown in Figure 5 using a 10-parameter cubic polynomial fit in $l$ and $b$. The model function can be written as,

$$x = a_0 + a_1 l + a_2 b + a_3 l^2 + a_4 l b + a_5 b^2 + a_6 l^3 + a_7 b^2 l + a_8 l b^2 + a_9 b^3,$$

where $x$ is the microlensing observable (rate, time-scale or optical depth). The best-fit models are shown in Figure 12 and the model parameters are provided in Table 6. The best fit models agree to within 20% of the exact model value for $|b| < 5^\circ$.

7 CONCLUSION

A new version of the Besançon Galactic model is used to simulated microlensing optical depth, average timescales and microlensing event rate maps towards the Galactic bulge.

The new model incorporates a refined two-component bulge (Robin et al. 2012). We perform a detailed comparison of the model with the recent optical depth study by MOA-II (Sumi et al. 2013) based on 474 events. The MOA-II observational filter, time scale cut and Gaussian kernel are applied to the maps. This is the first detailed field-by-field comparison between a theoretical microlensing model and a large-scale microlensing dataset.

In its original form the model overestimates the average time scale compared to the survey because the model lacks low-mass stars. Allowing for an extension of the model stellar mass function into the low mass star and brown dwarf regime, we find that the model correctly produces the observed average event timescale provided the mass function is essentially cut off at the hydrogen burning limit. The shape of the observed timescale distribution shows weak evidences of an excess of short (0.3 < $t_E$ < 2 days) and very long (30 < $t_E$ < 200 days) duration events and a deposit of moderate duration events (2 < $t_E$ < 30 days). However, the model provides satisfactory match with MOA-II distribution (reduced $\chi^2$ ≈ 2.2).

Encouragingly, the inferred efficiency corrected MOA-II
event rate is found to lie between the predicted number of events from the Besançon model for pure resolved sources and DIA sources. The number of Besançon microlensing events with resolved sources and DIA sources are 0.83 and 2.17 times number of MOA-II detected events. Given that the model analysis does not include a correction for blending in the number of available sources, and some expected differences due to differences in the assumed bandpass, this is a reasonable level of agreement.

For the optical depth the residual maps between the Besançon model microlensing parameters. The best fit model parameter of the Besançon microlensing parameters. The best fit model parameter of the Besançon microlensing parameters.

The bulge mass employed in the current Besançon model is somewhat lower than inferred in some recent studies such as Portail et al. (2015), who argue that a bar with the rate and optical depth argues for a mass deficit in the current bulge model.
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Figure 10. The optical depth (a), average time scale (b), microlensing event rate per square degree (c) and microlensing event rate per star (d) residual maps of resolved sources (left) and DIA sources (right) from the Besançon Galactic model and the MOA-II survey data. Contour level shows zero residual value.

Increased extinction in this region should permit an increased optical depth without violating star count limits. Further work, perhaps using VISTA data to extend the range of the dust map in the innermost regions of the bulge, should enable us to refine the Besançon model.

We are now in an era of large-scale microlensing datasets which will play a pivotal role in our understanding of the inner structure of the Galaxy. There is no shortage of pieces to be included within the Galactic jigsaw, but it
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Figure 11. The reduced $\chi^2$ contribution of optical depth (a) and microlensing event rate per star (b) of resolved sources (left) and DIA sources (right).

Table 5. Field-by-field contributions to the reduced $\chi^2$ ($\chi^2_r$) between the Besançon model and the MOA-II data for the optical depth and microlensing event rate per star.

| Field  | $\tau_{\text{Res}}$ | $\tau_{\text{DIA}}$ | $\Gamma_{\text{star,Res}}$ | $\Gamma_{\text{star,DIA}}$ |
|--------|---------------------|---------------------|-----------------------------|-----------------------------|
| gb1    | 1.40                | 1.22                | 3.67                        | 3.00                        |
| gb2    | 1.34                | 0.91                | 2.47                        | 2.09                        |
| gb3    | 1.01                | 0.45                | 0.02                        | 0.06                        |
| gb4    | 4.31                | 3.24                | 5.91                        | 4.78                        |
| gb5    | 7.31                | 5.47                | 9.41                        | 7.94                        |
| gb6    | 0.04                | 0.01                | 0.15                        | 0.02                        |
| gb7    | 0.28                | 0.08                | 0.67                        | 0.44                        |
| gb8    | 0.26                | 0.77                | 0.84                        | 1.44                        |
| gb9    | 7.34                | 6.35                | 7.99                        | 7.08                        |
| gb10   | 5.14                | 4.56                | 5.76                        | 4.91                        |
| gb11   | $10^{-3}$           | 0.02                | 0.38                        | 0.29                        |
| gb12   | 0.97                | 0.75                | 0.03                        | $10^{-3}$                   |
| gb13   | 2.77                | 2.50                | 2.03                        | 1.76                        |
| gb14   | 1.72                | 1.39                | 1.74                        | 1.34                        |
| gb15   | 3.37                | 2.75                | 3.12                        | 2.60                        |
| gb16   | 3.98                | 3.73                | 2.36                        | 2.13                        |
| gb17   | 1.80                | 1.53                | 0.45                        | 0.32                        |
| gb18   | 0.64                | 0.32                | 0.27                        | 0.12                        |
| gb19   | 2.12                | 1.77                | 1.28                        | 1.02                        |
| gb20   | 2.56                | 2.02                | 2.91                        | 2.49                        |
| $\chi^2_r$ | 2.4 | 2.6 | 2.6 | 2.2 |
| gb1Cut | 0.87                | 0.33                | 2.72                        | 2.10                        |
| gb9Cut | 7.34                | 6.34                | 7.72                        | 6.83                        |
| gb10Cut| 4.20                | 3.34                | 4.35                        | 3.57                        |
| gb13Cut| 1.89                | 1.57                | 1.50                        | 1.26                        |
| gb14Cut| 0.77                | 0.40                | 1.05                        | 0.72                        |
| $\chi^2_{r,Cut}$ | 2.3 | 1.8 | 2.4 | 2.0 |

remains a testing puzzle to assemble them into a fully synthesized view of our Galaxy.
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