Electric field driven insulator-to-metal phase transitions
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We show that strong enough electric fields can trigger nucleation of needle-shaped metallic embryos in insulators, even when the metal phase is energetically unfavorable without the field. This general phenomenon is due to the gigantic induced dipole moments acquired by the embryos which cause sufficient electrostatic energy gain. Nucleation kinetics are exponentially accelerated by the field-induced suppression of nucleation barriers. Our theory opens the venue of field driven material synthesis. In particular, we briefly discuss synthesis of metallic hydrogen at standard pressure.

PACS numbers: 05.70.Fh, 64.60.qe, 64.60.Bd, 82.60.Nh

The topic of metal-insulator transitions has long been established [1, 2] and remains active. Application aspects aside, it concentrates mostly on the underlying microscopic mechanisms, such as those induced by disorder (the Anderson transition), intra-atomic interaction (Mott-Hubbard), band crossing, and some others. The common feature of these transitions is that they are driven by changes in some material parameter: degree of disorder, doping concentration, etc.

Here, we introduce the concept of electric field driven insulator-to-metal phase transitions. They start with needle-shaped metal embryos forming in an insulator when the system is immersed in a strong enough field. We argue that, even when the bulk metallic phase as such is energetically unfavorable, increasing the field will eventually cause the transition to occur. Furthermore, assuming a fixed electric field, the final state of the system will be a uniformly metallic needle-shaped body.

This concept holds regardless of the microscopic mechanism of the transition (densification, crystallization, electron solvation, or others [1, 2]); it applies equally to solids and liquids. For example, it predicts conductive needle-shaped crystallites forming in an insulating glass under strong enough fields. As another example, strong electric fields will trigger nucleation of liquid Si (metallic) needle-shaped inclusions in a semiconducting Si host, even at temperatures well below melting. A more provocative example, briefly discussed in this Letter, is the field-induced synthesis of metallic hydrogen under standard pressure.

The fact that symmetry-breaking electric fields can dramatically affect nucleation processes was recently realized [3] while studying nucleation of highly conductive filaments in chalcogenide glasses of phase change memory [4]. Other related phenomena can include bias-induced metal-insulator transitions in resistive random access memory [5], and dielectric breakdown in thin-film devices [6]. Another category is non-photochemical laser induced nucleation [7].

The theory herein takes a significant additional step by predicting that sufficiently strong fields can trigger transitions to states that would not be stable without the field; they will remain metastable upon field removal. As a possible candidate we mention bias-induced switching from insulating to highly conductive states, such as in vanadium dioxide (VO$_2$) [8] and chalcogenide glasses [4], where the conductive phase disappears upon field removal. Other known phenomena could be pertinent, such as e. g. dielectric breakdown in thin oxides. However, mainstream understanding of the latter refers to a build-up of defects produced by stress, eventually forming the onset of a percolation path across the oxide [9]. These types of mechanisms are beyond the present framework.

We start with a brief introduction to the electric field effect in classical nucleation theory (CNT). The free energy of a new particle in the presence of the field is,

$$ F = A \sigma - \Omega \mu + F_E. \quad (1) $$

Here $A$ and $\Omega$ are the particle surface area and volume, $\sigma$ is the coefficient of surface tension, and $\mu$ is the chemical potential difference between the two phases, taken to be positive when the bulk new phase is energetically favorable. Eq. (1) does not specify the type of transition. The electrostatic term has the form

$$ F_E = -\frac{\varepsilon E^2 \Omega}{8 \pi n}. \quad (2) $$

where $\varepsilon$ is the electric permittivity of the host insulating phase and the effect of particle geometry is embodied in the depolarizing factor, $n$. For a sphere, $n = 1/3$, $A = 4\pi R^2$, and $\Omega = 4\pi R^3/3$. In zero field, the maximum of $F(R)$ from Eq. (2) provides the nucleation barrier $W_0 = 16\pi \sigma^3/(3\mu^2)$ and radius $R_0 = 2\sigma/|\mu|$ with typical magnitudes near 1 eV and 1 nm. Maintaining the assumption of spherical geometry, the field reduces the nucleation barrier and radius according to [10].

$$ W_{\text{sph}} = \frac{W_0}{(1 + E^2/E_0^2)^2} \quad \text{and} \quad R_{\text{sph}} = \frac{R_0}{1 + E^2/E_0^2}. \quad (3) $$
where $E_0 = 2[W_0/(\varepsilon R_0^3)]^{1/2}$ is typically in the range of several MV/cm.

In CNT, $\mu$ must be positive in Eq. (1), implying a metastable host phase. Another important assumption is that of spherical symmetry. We show next how phase transitions are possible even for the case of energetically unfavorable bulk new phase ($\mu$) when a strong electric field is applied and the constraint of spherical shape is relaxed.

In our concept, the free energy of Eq. (1) has two degrees of freedom: spherical symmetry is broken and, when the field is sufficiently strong, needle-like conductive particles aligned with the field become energetically favorable. That can be understood by comparing the electrostatic energy contribution of a sphere to that of a prolate spheroid of height $H$ and radius $R$, for which the depolarizing factor is $\frac{R}{H}$.

\begin{equation}
    n = (R/H)^2|\ln (2H/R) - 1| \equiv (R/H)^2 L.
\end{equation}

Considering particles of equal volume, the electrostatic contribution is greater for a prolate spheroid by a huge factor of approximately $(H/R)^2 \gg 1$ (see Fig. 1). Physically, this enhancement is due to a large induced electric dipole in the needle-shaped particle. Once created, it will act as a lightning rod, concentrating the field and triggering further nucleation.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig1.png}
\caption{(a) Absolute, normalized value of the electrostatic energy contribution, $F_E/W_0$, to the free energy as a function of nucleus aspect ratio; $H/R = 1$ corresponds to a sphere. A value of $E/E_0 = 0.25$ and nucleus volume of $4\pi R_0^3/3$ were used for comparison purposes. (b) Surface plots of the electric potential and streamlines of the electric field (shown in red) illustrate the greater electrostatic energy reducing effect of elongated metallic nuclei versus spheres. An elongated nucleus concentrates the field at its tips, similar to the lightning rod effect, possibly triggering further nucleation events.}
\end{figure}

The exact shape of the elongated nucleus is not known, but modeling with either spheroidal or cylindrical particles leads to differences only in numerical coefficients [2]. We opt for the mathematically concise cylinder shape with $A = 2\pi RH$, $\Omega = \pi R^2 H$, and free energy,

\begin{equation}
    F_{cyl} = \frac{W_0}{2} \left( \frac{3RH}{R_0^2} \pm \frac{3R^2H}{R_0^3} - \frac{E^2}{E_0^2} \frac{H^3}{R_0^3} \right),
\end{equation}

with the approximation $n \approx (R/H)^2$ for $H \gg R$ in Eq. (4). As illustrated in Fig. 2, the free energy landscape exhibits a range of low nucleation barriers at small $R$.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig2.png}
\caption{Free energy landscape of FIMS as a function of nucleus radius, $R/R_0$, and height, $H/R_0$ [from Eq. (5) with $E/E_0 = 0.25$]. Contour spacings are $F/W_0 \sim 0.1$. Regions of positive and negative free energy are separated by the zero contour (red). In (a), the new phase is stable in the bulk [negative sign in Eq. 5], while in (b) the new phase would be unstable [positive sign in Eq. 5] if the electric field were not present (note the difference in scale). The contours show that when the field is strong enough, nucleation pathways with much lower barriers become available for elongated embryos, regardless of bulk phase stability without the field.}
\end{figure}

In the second term of Eq. (4), we allow $\mu$ (included in $R_0$) to be negative for a new phase that is energetically unfavorable in the bulk. Eq. (4) predicts needle-shaped second phase particles to be energetically favorable provided that,

\begin{equation}
    \frac{H}{R} > \sqrt{3 \left(1 + \frac{R_0}{R} \right) \frac{E_0}{E}}.
\end{equation}

Figs. 2 shows, indeed, that in a strong field the system lowers its energy more easily by forming elongated particles, regardless of the sign of $\mu$. That is the general mechanism by which the field can drive the transition.

While post-nucleation growth is beyond the present scope, the final state can be readily described in the same framework. If the final state is a stand-alone metallic body in the same field $E$, then the obvious modifications to Eqs. (5) and (6) will be as follows: $\mu$ will have the meaning of the chemical potential of that metal, $\sigma$ will stand for its surface tension, and $\varepsilon$ should be set to unity assuming that the body is in vacuum. Therefore, the transformation will result in a uniformly metallic needle-shaped body.

Eq. (5) suggests that nuclei with $R \to 0$ are most favorable. Realistically, $R$ must be greater than some minimum value determined by extraneous requirements, such as sufficient conductivity to support a large dipole energy or mechanical integrity. Based on relevant data, it was estimated [3] that $R_{\text{min}} = \alpha R_0$, where $\alpha \sim 0.1$ is a phenomenological parameter. That puts $R_{\text{min}}$ in the
range of molecular size. The free energy in the region $R < R_{\text{min}}$ is substantially larger than described by Eq. [5] because the energy reducing effect of the electric field cannot be manifested by such thin particles; this can be approximated by a potential wall. With the latter in mind, the maximum of the free energy in Eq. (5) (with $R = aR_0$) yields the nucleation barrier [3],

$$W_{\text{cyl}} = W_0 \frac{a^{3/2}E_0}{E}. \quad (7)$$

The associated critical aspect ratio is, $H_c/R_{\text{min}} = E_0/(E_0^{1/2}) \gg 1$.

The barrier of Eq. (7) is suppressed when $E > E_c = \alpha^{3/2}E_0$. Correspondingly, nucleation of needle-shaped particles is vastly accelerated by electric fields under which spherical particle nucleation would be practically unaffected [cf. Eq. (3)], as illustrated in Fig. 3. Moreover, for the case of $\mu < 0$, there exists a field range ($E < E_0$) where spherical nucleation is not possible and nucleation only occurs via needle-shaped embryos (left of the vertical line in Fig. 3).

![FIG. 3: Normalized nucleation barrier, $W/W_0$, as a function of the applied field, $E$, relative to the critical field $E_c$. The barrier for nucleation of elongated particles (red, solid line) [Eq. (7)] is compared to that of spheres [Eq. (3)] for the cases of: a stable new phase [$\mu > 0$ in Eq. (1)] (blue, dashed line); and an unstable new phase [$\mu < 0$ in Eq. (1)] (blue, dash-dot line). Nucleation of elongated particles is highly favored across the entire field range ($E_c < E < E_c/\alpha^2$), where $\alpha = 0.1$. Nucleation in the region $E > E_c/\alpha^2$ is uncertain due to the requirement of ultra-small nuclei. In the region to the left of the vertical line, the field can drive the transition to a phase that would be unstable without the field; that is the region where otherwise unobtainable materials may be synthesized.](image)

It should be noted that while significant as the phase change driver, the electric polarization here remains small with respect to the total charge distribution in the needle-shaped embryo. Indeed, the charge moved to the embryo ends is estimated as $q_E \sim EH_x^2$, with $H_x$ given below Eq. (7). That should be compared to the total charge of the embryo $q \sim eH_xR_{\text{min}}^2/a^3$, where $e$ is the electron charge and $a$ is the characteristic interatomic distance: $qe/E_0 = (e\sqrt{q}/E_0\sqrt{\alpha}) \ll 1$, where $E_0 \sim e/a^2 \sim 10^9 \text{V/cm}$ is the characteristic atomic field. A more accurate analysis in Ref. [2] (p. 17) shows that the ratio $qe/E$ is further reduced by a factor of $1/L$, where $L \gg 1$ is defined in Eq. (4).

Another comment concerns field-induced transitions in the vicinity of a bulk phase transition determined by the critical temperature ($T_c$), pressure, or concentration, such as $e.g.$ the bulk phase transition between the insulating and conductive phases of VO$_2$ at $T_c = 340$ K. Using the standard approximation $\mu = \mu_0(1-T/T_c)$, where $\mu_0$ is the chemical potential difference between the two phases at zero temperature, results in the corresponding renormalization [cf. Eq. (3)],

$$W_0 \propto (1-T/T_c)^{-2}, R_0 \propto (1-T/T_c)^{-1}, E_0 \propto (1-T/T_c)^{1/2}.$$ 

Because $R_{\text{min}}$ is determined by the microscopic structure and remains practically independent of $T$, we observe that $\alpha \propto (1-T/T_c)$. As a result, the barrier $W_{\text{cyl}}$ is temperature independent. That conclusion is in striking contrast to the prediction of CNT that the nucleation barrier is strongly temperature dependent, $W_0 \propto \mu^{-2} \propto (1-T/T_c)^{-2}$. Thus, we observe that field-induced nucleation becomes exponentially more effective than the classical nucleation of spherical particles in the proximity of bulk phase transition. It can dominate even under relatively weak fields $E > E_0(\alpha_0^2/(1-T/T_c))^2$, where $E_0$ and $\alpha_0$ are the zero-temperature values of $E_0$ and $\alpha$. This effect can be rather substantial. For example, $1-T/T_c \approx 0.2$ for the case of VO$_2$ at room temperature yields $E > 100 \text{V/cm}$. We note that needle-shaped nuclei in polycrystalline VO$_2$ have been observed [11], which can be attributed to nucleation in the internal fields induced by the grain boundaries.

Field driven phase transitions would also be enhanced in laser or dc fields that are sufficiently strong to ionize the material. Indeed, that process would generate free charge carriers, thereby increasing the system polarizability and its related trend toward the transformation.

As a provocative example, consider next the synthesis of metallic hydrogen (MH). Predicted by Wigner and Huntington [12] in 1935, solid MH has not yet been observed under static pressures of up to 342 GPa [13, 14]. Dynamic compression beyond 200 GPa has also been employed [12, 14]. The only direct evidence thus far was the brief observation [17] of a highly conductive liquid phase under a shockwave pressure of 140 GPa and temperature around 3000 K. We will now attempt a rough estimate of the electric field range under which MH could be synthesized under standard pressure.

We use $\mu \sim 0.1 \text{Ry/atom}$ [18] for the difference in chemical potential between the molecular and monatomic
phases, and \( \sigma \sim 1 \text{ Ry/atom} \) (as a rough order of magnitude estimate for significantly different structures), yielding \( R_0 \sim 10 \text{ Å} \) and \( W_0 \sim \mu R_0^3 \sim 10^5 \text{ eV} \). Assuming \( \alpha = 0.1 \), and \( \varepsilon \sim 1 \), we obtain the critical field \( E_c = \alpha^{5/2} R_0 \sim 10^7 \text{ V/cm} \), or equivalent laser intensity \( I_c \sim 10^{12} \text{ W/cm}^2 \). Therefore, the practical window for field-induced synthesis of MH is \( 10^7 < E < 10^9 \text{ V/cm} \). That field range could be made even lower in the proximity of the bulk phase transition (e.g. close to the critical pressure). Investigation could also be conducted with hydrogen rich alloys, such as CH.

We shall end by briefly mentioning the possibility of reverse, metal-to-insulator transformations when the electric potential (rather than the electric field) is kept constant. Here we limit our arguments to an analogy with the well-known elementary physics problem of a capacitor with plates partially immersed in water. When it is disconnected from the voltage source \( U \), its charge \( Q \) (hence, electric induction) is conserved and the energy \( Q^2/2C \) tends to decrease via the increase in capacitance \( C \); this is achieved by pulling in more polarizable substance (water). This is analogous to creating more polarizable metal particles in the above analysis. However, the capacitor will push water away when it is connected to the voltage source in order to decrease its energy \( CU^2/2 \). In terms of our consideration, this corresponds to eliminating the more polarizable metal phase.

In conclusion, we have shown how a symmetry-breaking electric field can drive an insulator-metal phase transition in any dielectric through nucleation of needle-shaped particles, eventually transforming it to a uniformly metallic elongated body. We determined the conditions under which such phenomena are possible and their corresponding transformation rates. From a practical standpoint, the concept of field-induced phase transitions can stand as a unique pathway for synthesis of materials that may be otherwise unobtainable.

[1] N. Mott, Metal-Insulator Transitions – 2nd Edition (Taylor and Francis Ltd, London, 1990).
[2] M. Imada, T. Fujimori, Rev. Mod. Phys. 70, 1039 (1998).
[3] V. G. Karpov, Yu. A. Kryukov, I. V. Karpov, and M. Mitra, Phys. Rev. B 78, 052201 (2008); I. V. Karpov, M. Mitra, G. Spadini, U. Kau, Yu. A. Kryukov, and V. G. Karpov, Appl. Phys. Lett. 92, 173501 (2008); M. Nar done, V. G. Karpov, C. Jackson, and I. V. Karpov, ibid. 94, 103509 (2009); V. G. Karpov, ibid. 97, 033505 (2010).
[4] S. Ovshinsky, Phys. Rev. Lett. 21, 1450 (1968).
[5] Y. Hirose and H. Hirose, J. Appl. Phys. 47, 2767 (1976).
[6] M. A. Alam, R. K. Smith, B. E. Weir, and P. J. Silverman, Nature 420, 378 (2002); S. Lombardo, J. H. Stathis, and B. P. Linder, Phys. Rev. Lett. 90, 167601 (2003); S. Lombardo, J. H. Stathis, B. P. Linder, K. L. Pey, F. Palumbo, C. H. Tung, J. Appl. Phys., 98, 121301 (2005).
[7] B. A. Garetz, J. E. Aber, N. L. Goddard, R. G. Young, and A. S. Myerson, Phys. Rev. Lett. 77, 3475 (1996); B. A. Garetz, J. Matic, and A. S. Myerson, Phys. Rev. Lett. 89, 175501 (2002); J. E. Aber, S. Arnold, B. A. Garetz, and A. S. Myerson, Phys. Rev. Lett. 94, 145503 (2005); D. W. Oxtoby, Nature 420, 277 (2002); M. R. Ward, I. Ballingall, M. L. Costen, K. G. McKendrick, and A. J. Alexander, Chem. Phys. Lett. 481, 25 (2009).
[8] J. Duchene, M. Terailla, P. Pailly, and G. Adam, Appl. Phys. Lett. 19, 115 (1971); G. Stefanovich, A. Pergament, and D. Stefanovich, J. Phys.: Condens. Matter 12, 8837 (2000); B.-J. Kim, Y. W. Lee, B.-G. Chae, S. J. Yun, S.-Y. Oh, and H.-T. Kim, Appl. Phys. Lett. 90, 023515 (2007); K. Okimura, N. Ezreema, Y. Sasakawa, and J. Sakai, Japan J. Appl. Phys. 48, 065003 (2009).
[9] L. D. Landau, I. M. Lifshitz, and L. P. Pitaevskii Electrodynamics of Continuous Media (Elsevier, New York, 1984).
[10] J. O. Isard, Philos. Mag. 35, 817 (1977); W. Liu, K. M. Liang, Y. K. Zheng, S. R. Gu, and H. Chen, J. Phys. D: Appl. Phys. 30, 3366 (1997); A. J. Alexander and P. J. Camp, Cryst. Growth Des. 9, 958 (2009).
[11] R. Lopez, L. A. Boatner, T. E. Haynes, L. C. Feldman, and R. F. Haglund, Jr., J. Appl. Phys. 92, 4031 (2002); R. Lopez, T. E. Haynes, L. A. Boatner, L. C. Feldman, and R. F. Haglund, Jr., Phys. Rev. B 65, 224113 (2002).
[12] E. Wigner and H. B. Huntington, J. Chem. Phys. 3, 764 (1935).
[13] P. Loubeyre, F. Occelli, and R. LeToullec, Nature 416, 613-617 (2002).
[14] C. Narayana, H. Luo, J. Orloff, and A. L. Ruoff, Nature 393, 46 (1998).
[15] G. V. Boriskov, S. I. Belov, A. I. Bykov, M. I. Dolotenko, N. I. Egorov, A. S. Korshunov, Yu. B. Kudasov, I. V. Makarov, V. D. Semenir, and A. V. Filippov, J. Low. Temp. Phys. 159, 307 (2010).
[16] D. G. Hicks, T. R. Boehly, P. M. Celliers, J. H. Eggert, S. J. Moon, D. D. Meyerhofer, and G. W. Collins, Phys. Rev. B 79, 014112 (2009).
[17] S. T. Weir, A. C. Mitchell, and W. J. Nellis, Phys. Rev. Lett. 76, 1860 (1996).
[18] G. E. Brovman, Yu. Kagan, and A. Kholas, Zh. Eksp. Teor. Fiz. 62, 1492 (1972) [Sov. Phys. JETP 35, 783 (1972)].