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Abstract: This paper aims to design a smart biosensor to predict electrocardiogram (ECG) signals in a specific auscultation site from other ECG signals measured from other measurement sites. The proposed design is based on a hybrid architecture using the Artificial Neural Networks (ANNs) model and Taguchi optimizer to avoid the ANN issues related to hyperparameters and to improve its accuracy. The proposed approach aims to optimize the number and type of inputs to be considered for the ANN model. Indeed, different combinations are considered in order to find the optimal input combination for the best prediction quality. By identifying the factors that influence a model’s prediction and their degree of importance via the modified Taguchi optimizer, the developed biosensor improves the prediction accuracy of ECG signals collected from different auscultation sites compared to the ANN-based biosensor. Based on an actual database, the simulation results show that this improvement is significant; it can reach more than 94% accuracy.
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1. Introduction

Nowadays, body sensors monitor heart signals with a high precision and negligible noise. Smart sensors are considered an alternative solution to physical sensors. In heart disease applications, smart sensors are used to predict a biomedical signal, such as the ECG, based on the history of that signal or to predict a signal using other available means. ECG electrodes are sensitive to several distortions and may be damaged by certain environmental factors. The displacement of electrodes from the desired measurement site or the detachment of the transmission cable could change the temporal and frequential characteristics of ECG signals, which may lead to a false analysis and poor measurement quality. Innovative biosensors are considered an alternative solution to reduce noise and signal cuts in case of external or internal perturbation. The intelligent sensors are also used to reduce the number of electrodes placed on the patient’s chest to ensure a proper interpretation and diagnosis of the heart health condition.

Smart sensors are generally based on machine learning (ML) methods. Among the most popular and widely used ML techniques is the ANN. Indeed, this technique has been successfully used in various application areas such as climate [1], energy [2], and communication technology [3]. The literature presents different techniques of ECG biosensors. In [4],...
the authors proposed an ECG biosensor based on the autoregressive integrated moving average (ARIMA) model with a discrete wavelet transform. Despite the good prediction of the amplitude, it should be noted that the assumption of a local linearity limits such a method. To avoid this drawback, other ECG biosensors based on the ANN model are also used to predict ECG signals [5,6]. In [5], the authors applied the ANN to detect the ECG abnormalities by using a multilayer perception network trained by three different algorithms such as the Bayesian regularization (BR), the Levenberg–Marquardt (LM) and backpropagation (BP). The obtained results are satisfactory. Other biosensors, such as [7,8] can also be cited. In [7], Gutta et al. proposed a biosensor allowing the extraction features and classification of ECG signals using a recurrent neural network. [8] proposed another ECG identification algorithm based on the support vector machine.

Despite the multitude of existing ECG biosensors, the one based on the ANN is of great interest. However, despite its success in various applications, ANN methods have different limitations. The two most known issues that have a substantial impact on the estimation quality are catastrophic forgetting (CF) and the choice of hyperparameters [9,10]. Indeed, CF is the loss of information related to a first task after training for a second task. This information declination could almost be catastrophic in some cases [11–15]. For example, the problem of using many hidden layers with a nonlinear activation function is that the proposed ANN model can stop learning, leading to poor results. Indeed, the so-called vanishing gradient problem is highlighted in this case. It is caused by the information expression that takes place at each iteration. From a practical standpoint, rectified linear units (ReLU) present an excellent function. Many models also rely heavily on ReLU to give good results since it preserves the information. However, this function has its disadvantages; for example, it runs into a dying ReLU problem in rare cases and can block the negative values that prevent the propagation of certain information.

Hyperparameter optimization is another issue that can affect the ANN prediction efficiency. In this perspective, many researchers suggested using the random search method [16,17]. This technique consists of generating architectures with different parameter values. The grid search method also relies on checking all possible architectures with a limited set of parameters defined values [18]. However, this will require a lot of resources and can be inefficient and time-consuming, even impossible when the problem presents a high complexity. The output is a nonlinear combination of the input variables. Indeed, the ANN method finds the best neural network architecture and determines the weight using retro-propagation. The retro-propagation algorithm is applied at each iteration to update the weights. Decreasing the number of epochs will thus not provide good results but increase the number of epochs which might lead to over-fitting. Therefore, it is advised to try different combinations to determine the adequate values.

To solve the ANN hyperparameter problem, several optimization techniques were proposed in the literature. Conventional methods such as gradient descent [19] and graph theory [20] have some constraints mainly defined by the local optimization and unknown search space problems. Moreover, heuristic and metaheuristic methods have been used. These techniques are divided into four subclasses: Algorithms based on swarm intelligence such as the Harris Hawks optimization (HHO) [21] and the genetic algorithm (GA) [22], evolutionary algorithms, natural phenomena-based algorithms, and natural sciences-based algorithms such as the Henry gas solubility optimization (HGSO) [23]. In the latter, the authors adapted the HGSO algorithm (based on Henry’s law for the imitation of gas behavior) to tune the random forest’s hyperparameters in the prediction of caesarean births. In [24], the authors proposed an improved prediction algorithm based on the HHO method with the aim of assessing early the severity of COVID-19. Similarly, the authors in [25] proposed an optimized machine learning approach by combining the Harris Hawk method with the feature analysis based on the SHapely adaptive exPlanations (SHAP) method for a better COVID-19 prediction. Over the last decade, nature-inspired algorithms and swarm intelligence have been increasingly used and applied in different disciplines due to their efficiencies and flexibility. The major advantages they have are black-box and gradient-free
optimizers. However, there are some key issues regarding these algorithms concerning their analysis in terms of their stability, convergence, convergence rate, and robustness. In [26], an in-depth review of some recent nature-inspired algorithms emphasizes five open issues regarding the analysis of algorithmic convergence, parameter tuning, role of calibration, etc.

From this perspective, the main idea of this paper is to propose a smart ECG biosensor defined by a hybrid architecture based on ANNs and the Taguchi optimizer. This optimizer is a powerful and efficient statistical tool for the design of high-quality systems [27,28]. It is used for different kinds of applications [29–33]. The Taguchi has also proved its effectiveness as a robust tool for deep learning applications [34,35]. It is well-known for its robustness-based orthogonal array design. The Taguchi optimizer allows reducing the time needed to study the influence of individual factors and determine which factor has more influence by applying the simplest technique with any mathematical complexity. According to [36], a comparative study between the Taguchi method and some genetic algorithms (GA) was performed. It is proven that it is preferred to use the Taguchi method rather than GA, given the cost of the experiment design, the number of experiments, quality, and performance. Such an approach consists of narrowing the search field after each iteration by checking the statistics of the result on each iteration and readjusting the search parameters to predict the measured ECG signals in different locations. In summary, this optimizer reduces the computational time, avoiding the problems associated with the hyperparameters and the computing time related to the ANN predator.

The contributions of this work are multifold. The Taguchi optimizer layer has been applied on ECG signal prediction for the first time with a high accuracy, enabling the optimization of the number of body ECG sensors. It is well known that the most common method to reconstruct the 12-lead ECG from a limited lead set is a linear regression. Despite the use of ANNs in the literature [37], the enhancement of ANNs through the Taguchi optimizer has never been attempted before. While many papers [38,39] have proposed an ECG signal reconstruction of missing samples, their methods are mainly based on multiple ECG leads that are linearly connected. To the best of our knowledge, no other paper has attempted the prediction of ECG using independent traces. This novel approach is significant and challenging as the reconstruction is based on single leads measured at different auscultation sites. The clinical applications of the proposed approach include designing and implementing miniaturized devices for measuring and tracking heart diseases. Such devices are suggested to make use of ECGs to drive the segmentation of phonocardiograms [39]. Furthermore, the field of monitoring and tracking utilizes telemedicine to transmit data through various connectionless channels. These channels are often affected by the loss of data packages (occurring during transmission) that need to be recovered. While reconstructed from multiple leads, the ECG has received much attention [40], and novel methods are required for independent channels. The importance of data reconstruction has proven to be very relevant in the remote monitoring of patients in rural areas [41].

This paper is structured as follows. Section 2 introduces the ECG biosensor design with an overview on the prediction approach. Then, the Taguchi-based ANN model is discussed in detail. For that, the basics of this method are recalled and applied to a study case. The simulation results with a comprehensive performance comparison between the basic ANN algorithm and the proposed Taguchi-based ANN are presented in Section 3. Last, Section 4 concludes the paper.

2. ECG Biosensor Design

The architecture’s overview of the proposed ECG biosensor is described in Figure 1. The proposed design includes two layers. The first one is presented by the Taguchi-based optimization layer, while the ANN model defines the second layer. As already mentioned, the Taguchi optimizer mitigates the ANN model’s hyperparameters (loss of
function, number of layers, number of epochs, optimizer type, etc.) optimization issue. The biosensor design computes one output which is defined by the predicted ECG signal.

Figure 1. Overview of the architecture of the proposed ECG biosensor.

The input number of the ANN model is variable to the predicted ECG signal. In fact, the number and type of ANN inputs are defined by different combinations of ECG signals measured at other sites. With the Taguchi method, these combinations are considered to have the best prediction quality. Prior to starting the different steps of the optimization Taguchi procedure, it is crucial to understand all of the factors influencing the ANN performance. Based on the literature review, it is easy to detect these factors and identify them as input signals to the optimization layer based on the Taguchi method. These signals are noted signal factors, see Figure 1. Then, the different optimization steps will be explained in the following to obtain the optimized hyperparameters with which the response of the ANN model will be enhanced.

2.1. General Information on the Prediction Procedure

Figure 2 shows the four steps of the proposed design. In the first step (pre-processing), the data is divided into training and testing sets. Step 2 consists of building models based on the Taguchi optimizer by defining the interval of values for each parameter. The model structure is then defined in Step 3 by mentioning the hyperparameters, which will be tweaked through trial and error, and their possible values. For each trial/hyperparameter configuration, the weights of the best epochs are saved along with the metrics evaluation and then processed. Finally, Step 4 is dedicated to visualizing and analyzing the efficiency of the predicted ECG output. This step compares the results obtained with/without the use of the Taguchi optimizer.
Figure 2. Block diagram of the proposed prediction of ECG signals.

The data collection was performed on 10 healthy subjects in London. The database is acquired at King’s College London, London WC2R 2LS, UK [41,42]. The King’s research Ethics Committee approved the experimentation (Approval No.: LRS-18/19-10673). Table 1 summarizes some properties related to the data acquisition procedure that can influence the data quality.

Table 1. Important properties of the data acquisition procedure.

| Property                        | Description                                                                 |
|---------------------------------|-----------------------------------------------------------------------------|
| Respiratory or heart diseases   | No                                                                          |
| Data acquisition frequency      | 20 kHz                                                                      |
| ECG sensor                      | Solid gel electrodes, Ambu WS, size: 36 × 40 mm, Medico Electrodes International LTD., Uttar Pradesh, India |
| Recording device                | iWire-BIO4, iWorx Systems Inc., Dover, NH, USA                              |
| Analog filter                   | 0.05–40 Hz                                                                  |
| Number of samples               | 3,628,032                                                                   |
| Size of the database            | 249.1 MB                                                                    |

ECG signals were collected on Lead I and the four auscultation sites were described in [41,43]. During the recording, only three signals were collected at a time: Lead I, ECGA, and a signal from the other three sites as it is illustrated in Figure 3. Since signals are time-dependent, each set of signals will be treated separately.

Figure 3. The auscultation sites. (A) Aortic site (ECGA): on the patient’s right side of the sternum. (P) Pulmonary site (ECGP): on the left-hand side of the patient’s sternum. (T) Tricuspid site (ECGT): in the fourth intercostals space, along the lower-left border of the sternum. (M) Mitral site (ECGM): along the mid-clavicular line in the fifth intercostal space.
Filtering the ECG data is a crucial step since the data contains noise which is due to many external/internal factors (respiration, vibration, sensitivity of the sensors, etc.). In this case study, a third-order Butterworth filter is used. An automated adaptation algorithm that gives the best signal-to-noise ratio is performed to set the correct filter cut-off frequency for each subject to find the best setting filter. Based on the min-max method [44], the data is normalized, and the signals’ magnitude is defined between 0 and 1. The normalization step is important to improve the estimation performance by decreasing the sensitivity of the weight values and making it easy to adjust.

Following the cleaning and filtering the data, the statistical features of the different measured ECG signals were computed by Table 2.

### Table 2. Statistical features of 10 subjects.

|     | Mean | Median | STD  |     | Mean | Median | STD  |
|-----|------|--------|------|-----|------|--------|------|
| Sub_1 | ECGT | 0.31   | 0.21 | ECGP| 0.41 | 0.33   | 0.23 |
|     | ECGM | 0.4    | 0.29 | ECGA| 0.36 | 0.35   | 0.1  |
| Sub_2 | ECGT | 0.58   | 0.6  | ECGP| 0.54 | 0.54   | 0.12 |
|     | ECGM | 0.36   | 0.34 | ECGA| 0.32 | 0.3    | 0.11 |
| Sub_3 | ECGT | 0.62   | 0.66 | ECGP| 0.31 | 0.34   | 0.16 |
|     | ECGM | 0.59   | 0.71 | ECGA| 0.67 | 0.73   | 0.19 |
| Sub_4 | ECGT | 0.42   | 0.43 | ECGP| 0.64 | 0.7    | 0.2  |
|     | ECGM | 0.51   | 0.54 | ECGA| 0.47 | 0.42   | 0.14 |
| Sub_5 | ECGT | 0.47   | 0.47 | ECGP| 0.42 | 0.34   | 0.17 |
|     | ECGM | 0.36   | 0.35 | ECGA| 0.36 | 0.35   | 0.14 |

Data normalization and correlation study are then proposed. Table 3 presents the correlation study of the used data. It shows low, medium, and high correlation coefficients, which means that the linear models will not be adequate for the low correlated sets. In addition, in case of many measurement points, errors will sum up which leads to the deteriorated results.

### Table 3. Rate correlation in (%) between ECG signals measured in different auscultation sites.

| ECGA | ECGM | LEAD I |
|------|------|--------|
| ECGA | 100% | 32.1%  | 52%  |
| ECGM | 32.1%| 100%   | 25.7%|
| LEAD I| 52%  | 25.7%  | 100% |

| ECGA | ECGP | LEAD I |
|------|------|--------|
| ECGA | 100% | 51.8%  | 60.3%|
| ECGM | 51.8%| 100%   | 42.9%|
| LEAD I| 60.3%| 42.9%  | 100% |

| ECGA | ECGP | LEAD I |
|------|------|--------|
| ECGA | 100% | 39.1%  | 30.6%|
| ECGM | 39.1%| 100%   | 38.4%|
| LEAD I| 30.6%| 38.4%  | 100% |
2.2. Taguchi Optimizer-Based ANN Model

2.2.1. Background of the Taguchi Method

The Taguchi method offers powerful optimization achievements for products or processes. It makes possible the parameter design to reduce the possible variation, which makes them robust and flexible. Further details about the Taguchi method can be found in [33,44,45].

As presented in Figure 4, the application of this method in ML can be illustrated in six steps. The first three steps limit the search field by identifying the factor signals and their effects on the fitting process [45,46]. This can be carried out by determining the parameters needed to design the ANN architecture. Then, to check the influence of each parameter, an architecture configuration should be selected while keep changing only a specific one to study its impact on the results. If it has no influence, its value will be unchanged while searching for the best parameters, to save resources such as time and memory. Therefore, the idea consists of making an orthogonal array that contains different configurations of these factors.

![Figure 4. Diagram of the Taguchi method.](image)

Following the fitting, each architecture will be evaluated based on the objective functions/metrics. These metrics help to determine which parameters enhance the model’s findings, thus narrowing the search field. For our case, the chosen performance indices are defined by Equations (1)–(3).
Coefficient of Determination ($R^2$):

$$ R^2 = \sqrt{\frac{\sum_{i=1}^{N} (Y_i - \bar{Y})^2 - \sum_{i=1}^{N} (\hat{Y}_i - \bar{Y})^2}{\sum_{i=1}^{N} (Y_i - \bar{Y})^2}} \quad (1) $$

This coefficient represents the variability measure of the reproduced data in the model.

Mean absolute error (MAE):

$$ MAE = \frac{1}{n} \sum_{i=1}^{N} |(\hat{Y}_i - Y_i)| \quad (2) $$

Mean squared error (MSE):

$$ MSE = \frac{1}{n} \sum_{i=1}^{N} (Y_i - \hat{Y}_i)^2 \quad (3) $$

Standard deviation (SD):

$$ SD = \sqrt{\frac{\sum_{i=1}^{N} (Y_i - \bar{Y})^2}{N - 1}} \quad (4) $$

The $MAE$ and $MSE$ parameters provide a general idea of the difference between the modelled and the observed values. $MAE$, $MSE$ and $R^2$ are used to select the best neural network [46].

where:

$N$ = number of data points
$Y_i$ = observed values
$\bar{Y}$ = mean values
$\hat{Y}_i$ = predicted values

Since we are dealing with a regression problem, we should use dense layers. For the activation function [45], the most common were $Relu$, $Elu$, $Selu$, $Sigmoid$, $Tanh$ and $Linear$, which are defined as follows:

$Relu$ : $f(x) = \begin{cases} x & \text{if } x > 0 \\ 0 & \text{Otherwise} \end{cases}$ \quad (5)

$Elu$ : $f(x) = \begin{cases} x & \text{if } x > 0 \\ a(e^x - 1) & \text{Otherwise} \end{cases}$ \quad $a = 1$ \quad (6)

$Selu$ : $f(x) = \begin{cases} x & \text{if } x > 0 \\ a\beta(e^x - 1) & \text{Otherwise} \end{cases}$ \quad $a = 1.76$, $\beta = 1.05$ \quad (7)

$Sigmoid$ : $f(x) = \frac{1}{1 + e^{-x}}$ \quad (8)

$Selu$ : $f(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}}$ \quad (9)

$Linear$ : $f(x) = x$ \quad (10)

The number of hidden layers varies between three and eight, with each layer having a unit not exceeding 255. As for the objective function, it is either (mean absolute error) $MAE$ or (mean squared error) $MSE$, respectively, and defined by Equations (2) and (3). Another objective function, $VAL_LOSS$, is also used, which is determined by the value of the cost function for cross-validation, meaning the mean squared error calculated while running tests on the dataset test.
2.2.2. Taguchi Method Implementation with ANNs

The first step in implementing the Taguchi method is to identify the neural network parameters (or factor signals) that will be modified. Since the number of neurons in the input and output layers of the ANN is constant, the number of hidden layers, activation functions, number of epochs, objective function, and optimizers to train-test the split rate are unknown.

Unlike other conventional experimental designs, the particularities of the Taguchi method are illustrated in Figure 5. This method allows the identification of the principal factors responsible for the problem and their importance to the optimal solution [47].

Using Keras Tuner [48], a library defined in Keras, facilitates the tuning of the neural network by automating the operation of parameter changing. This operation is essential to determine the interval or choices for each parameter in the architecture builder. It is then necessary to generate different possible configurations. Increasing the number of possibilities will take a lot of time for the machine to search for the best weights for each combination. In addition, narrowing the choices hypothetically can induce poor results; thus, a primary random search was conducted by fixing the number of trials. A trial is running a search with a predefined configuration. This method helps to narrow the search field since each configuration generated by the architecture builder is fitted after every set of trials. Following this, the results are analyzed, and the parameter values that obtained the best predictions are determined. A primary random search with a wide range of values for each parameter has been conducted; the number of trials was fixed at 200. At the end of the first search, the results were analyzed to determine the impact of each parameter. The trials with the best results were analyzed to narrow the parameters summarized in Figure 5. From this figure, the statistics have shown that the linear and tanh( ) activation functions were almost absent from the architecture of the best results. In addition, the sigmoid function was, for most of the cases, present in the final hidden layer [49]. The number of hidden layers varies from three to six, with the same proportions for each. As for the optimizer, SGD [50], a gradient-based optimization technique along with RMSProp [51] and Adam [52], was absent from the top ten results, and Adam was only present once; thus, we opt for the use of RMSProp in the future. Other parameters, such as the loss function train-test ratio and the number of epochs, were diverse in their results; thus, when designing the Taguchi table of parameters, we opt for spreading the values of these parameters. A checkpoint callback function was added to preserve the weights of the optimal model, and the train-test ratio was fixed at 80–20.
The results given in Figure 6 are then summarized in Table 4 to present the ANN parameters for the random search without optimization. The best ECG forecasting results with the optimized ANN model are shown in Table 5.

Table 4. Taguchi table of parameters assigned to their possible values (Input parameters for the non-optimized ANN).

| Parameter                     | Type/Value                                      |
|-------------------------------|-------------------------------------------------|
| Activation Function           | Relu (4)-Elu(5)-Selu(6)-Sigmoid (7)             |
| Number of hidden layers       | 3-4-5-6                                         |
| Number of units in each layer | Between 5 and 255                               |
| Optimizer                     | RMSProp                                         |
| Loss function                 | MSE-MAE-VAL_LOSS                                |
| Number of Epochs of each trial| 10-100-200                                     |
| Callback functions            | Early stopping (10 patience)-Checkpoint         |
| Train-Test Ratio              | 0.8-0.2                                         |

Table 5. Input parameters for the best results obtained with the proposed ECG biosensor.

| Parameter                     | Type/Value                                      |
|-------------------------------|-------------------------------------------------|
| Activation Function           | Selu-Selu-Relu-Elu-Selu-Sigmoid                 |
| Number of hidden layers       | 7                                               |
| Number of units in each layer | 64                                              |
| Optimizer                     | RMSProp                                         |
| Loss function                 | MSE                                             |
| Number of Epochs of each trial| 100 to 200                                      |
| Train-Test Ratio              | 0.8-0.2                                         |

In the next step, an orthogonal array was designed based on the freedom degrees of each parameter, as it is detailed by Taguchi [53].

Coming to this level, the search field is clear; the next phase is running the different combinations and evaluating the results, which will be detailed in Section 4.

3. Results and Discussion

This section tackles the numerical validation of the ECG biosensor based on the performance of the optimized ANN model using the technical and software requirements described in Table 6.
With five signals available, one signal will be the output while the remaining signals are combined to form the input data. Due to the data collection method and in order to reduce the search field, it is advisable to lower the amount of content with three signals, Lead1, ECGA, and either ECGP or ECGT or ECGM, narrowing the possibilities to only 27.

Figure 7 shows a high $R^2$ score for all of the possible combinations of ECG signals measured in different sites; for example, ECGP, ECGA, and LEAD1, using LEAD1 as an input and ECGA as an output. As for the signals ECGT and ECGM, the $R^2$ score was between 50% and 80%, which is due to the low correlation factor, unlike the case with ECGP, which makes this site a good location to rely on for predicting other signals demonstrated in Figure 7. We note that the best efficiency estimation is shown in Figure 8. It is the result of the use of ECGP and ECGA to predict LEAD1 of subject nine and of a neural network’s architecture based on seven hidden layers 100–100–10–10–200–10–200, respectively, with activation functions: Selu-Selu-Relu-Relu-Elu-Selu-Sigmoid.

The predicted signal’s standard deviation (SD) with the optimized method rounds up to 0.1448. The actual signal’s SD rounds up to 0.1450, whereas the signal obtained from the random search only method results in an SD of 0.1313, which is far from the actual value. As shown in Figure 9, both the actual signal and the predicted signals using the Taguchi method show many similarities in the median values with a 0.57% error, upper quartile,
lower quartile, maximum, and minimum values with a 1.3% error between the interval of points.

![Figure 9. Data distribution of the different methods.](image)

The predicted signal's standard deviation (SD) with the optimized method rounds up to 0.1448. The actual signal's SD rounds up to 0.1450, whereas the signal obtained from the random search only method results in an SD of 0.1313, which is far from the actual value. As shown in Figure 9, both the actual signal and the predicted signals using the Taguchi method show many similarities in the median values with a 0.57% error, upper quartile, lower quartile, maximum, and minimum values with a 1.3% error between the interval of points.

The signal predicted by the random search only presents a 4.7% error in the median value and an 18% error in the maximum and minimum values compared to the actual signal. Consequently, the properties of the signal are entirely changed. ECG signals are very sensitive and delicate, and such errors can change their characteristics.

Via the proposed prediction approach, it is also possible to know how many model inputs and which ECG signal sites to use to obtain the best result. Indeed, the prediction with an optimized search proves that estimating an ECG signal via two ECG inputs instead of one is more accurate with respect to the imposed performance criteria.

To verify the efficiency of the Taguchi method, we reran the search randomly using the random search function on the Keras tuner, and the difference was noticeable in Figure 10.

The percentage of the trials in the search field is less than 0.1%, which means that the number of tests for each combination is minimal. That is why the random search method gives poor results. Running all of the input combinations for the random search method took more than 15 h for each type of signal (ECGP, ECGT, or ECGM), whereas in the optimized method, it took almost six hours and gave better and more consistent results.

As shown in Figure 10a, the searches with an $R^2$ score of 94% were the best results, with ECGP or Lead1 as an output signal. This method was accurate because of the small sample taken, and ECGP and Lead1 have a high correlation factor with the other signals.

In conclusion, the ANN model optimized with the Taguchi method gives better results than those obtained via a random search. In addition, if the data presents a medium-low correlation coefficient, this method is preferred since it cuts a lot of research time and eliminates unnecessary parameter values.

For the same database, a comparative study between different estimators (Linear Regression (LR), K-nearest neighbors (KNN), random forest regression (RFR) and ANNs) was proposed in [54] to predict the ECG signals measured in different sites. It was shown that the RFR and KNN models perform better in terms of prediction efficiency than the LR model in direct and cross validation.

Table 7 summarizes the MSE, MAE, and $R^2$ values that represent the average values obtained for all of subjects for the proposed optimized approach and for the LR, KNN, RFR, and ANN algorithms. These results show the interest of the proposed estimator compared with the other.
Table 7. Comparison of the proposed method with the different prediction algorithms.

| Estimation Algorithm | LR       | KNN      | RFR      | ANN      | Proposed Taguchi Optimized Method |
|----------------------|----------|----------|----------|----------|-----------------------------------|
| MSE                  | $2.4 \times 10^{-2}$ | $2.2 \times 10^{-2}$ | $2.2 \times 10^{-2}$ | $0.55 \times 10^{-2}$ | $<0.2 \times 10^{-2}$ |
| MAE                  | $1.2 \times 10^{-2}$ | $10^{-2}$ | $1.6 \times 10^{-2}$ | $0.6 \times 10^{-2}$ | $<0.2 \times 10^{-2}$ |
| $R^2$                | 0.72     | 0.82     | 0.82     | 0.89     | 0.94                              |

4. Conclusions

This paper proposed a new design for a smart ANN-based ECG biosensor using the Taguchi method. It has been shown that the inclusion of the optimization layer in the biosensor architecture improved the ANN performances by saving the used resources and enhancing the prediction quality. To evaluate the effectiveness of the proposed design, a comparative study was carried out between the classical ANN model and the optimized one. Various performance metrics were exploited to ascertain the effectiveness of the proposed ECG biosensor. It can be concluded that the optimized scheme can more reliably predict the ECG signals than the basic one. Moreover, the execution time was reduced more than a half.
Furthermore, it is worth noting that the number and the type of the ANN inputs were also considered in the parameters’ optimization. The results obtained here are a step forward in the application of an independent ECG trace reconstruction in the telemetry monitoring of patients and the design of miniaturized combined Electrocardiogram-Phonocardiogram devices.

Author Contributions: Conceptualisation L.S. and I.C.; methodology, L.S. and I.C.; software, M.B.; validation, L.S., I.C., E.N.K. and M.T.; formal analysis, L.S., I.C., M.B., N.B.A., E.N.K. and M.T.; investigation, L.S., I.C., M.B., N.B.A., E.N.K. and M.T.; resources, M.T.; data curation, E.N.K.; writing—original draft preparation, L.S., I.C. and M.B.; writing—review and editing, L.S., I.C., N.B.A., E.N.K. and M.T. All authors have read and agreed to the published version of the manuscript.

Funding: This work has been funded in part by KFAS, the Kuwait Foundation for Advancement of Sciences, project no. CN20-13EE-01.

Institutional Review Board Statement: The study was conducted in accordance with the Declaration of Helsinki, and approved by the Institutional Ethics Committee of King’s College London (protocol code LRS-18/19-10673 and date of approval) for studies involving humans.

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Data Availability Statement: The data presented in this study are available on request from the corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Jang, D. An Application of ANN Ensemble for Estimating of Precipitation Using Regional Climate Models. *Adv. Civ. Eng. J.* 2021, 2021, 7363471. [CrossRef]

2. Massaoudi, M.; Chihi, I.; Sidhom, L.; Trabelsi, M.; Refaat, S.S.; Abu-Rub, H.; Oueslati, F.S. An Effective Hybrid NARX-LSTM Model for Point and Interval PV Power Forecasting. *IEEE Access* 2021, 9, 36571–36588. [CrossRef]

3. Popoola, S.I.; Adetiba, E.; Atayero, A.A.; Faruk, N.; Calafate, C.T. Optimal model for path loss predictions using feed-forward neural networks. *Cogent Eng.* 2018, 5, 1444345. [CrossRef]

4. Huang, F.Y.; Qin, T.F.; Wang, L.M.; Wan, H.B.; Ren, J.Y. An ECG Signal Prediction Method Based on ARIMA Model and DWT. In Proceedings of the IEEE 4th Advanced Information Technology, Electronic and Automation Control Conference, Chengdu, China, 20–22 December 2019; pp. 1298–1304.

5. Nik, G.; Daud, N.; Mokhtar, A.S.N.; Rashidi, A.F.; Adnan, J.; Ahmad, K.A. Optimisation of ECG Peaks (Amplitude and Duration) in Predicting ECG Abnormality using Artificial Neural Network. *Indian J. Sci. Technol.* 2017, 10, 1–5.

6. Nugent, C.D.; Lopez, J.A.; Smith, A.E.; Black, N.D. Prediction models in the design of neural network based ECG classifiers: A neural network and genetic programming approach. *BMC Med Inform. Decis. Mak.* 2002, 2, 1. [CrossRef]

7. Gutta, S.; Cheng, Q. Joint feature extraction and classifier design for ECG based biometric recognition. *IEEE J. Biomed. Health Inf.* 2016, 20, 460–468. [CrossRef]

8. Lin, S.L.; Chen, C.K.; Lin, C.L.; Yang, W.C.; Chiang, C.T. Individual identification based on chaotic electrocardiogram signals during muscular exercise. *IET Biom.* 2014, 3, 257–266. [CrossRef]

9. Chihi, I.; Sidhom, L.; Kamavuako, E.N. Hammerstein–Wiener Multimodel Approach for Fast and Efficient Muscle Force Estimation from EMG Signals. *BioSensors* 2022, 12, 117. [CrossRef]

10. Kamavuako, E.N.; Rosenvang, J.C.; Bog, M.F.; Smidstrup, A.; Erkocevic, E.; Niemeier, M.J.; Jensen, W.; Farina, D. Influence of the feature space on the estimation of hand grasping force from intramuscular EMG. *Biomed. Signal Process. Control* 2013, 8, 1–5. [CrossRef]

11. Lee, S.W.; Kim, J.H.; Jun, J.; Ha, J.W.; Zhang, B.T. Overcoming Catastrophic Forgetting by Incremental Moment Matching. In Proceedings of the 31st Conference on Neural Information Processing Systems, Long Beach, CA, USA, 4–9 December 2017; pp. 4–9.

12. Broderick, T.; Boyd, N.; Wibisono, A.; Wilson, A.C.; Jordan, M.I. Streaming Variational Bayes. In Proceedings of the Advances in Neural Information Processing Systems, Lake Tahoe, CA, USA, 5–10 December 2013; pp. 1727–1735.

13. Li, Z.; Hoiem, D. Learning without forgetting. In Proceedings of the European Conference on Computer Vision, Amsterdam, The Netherlands, 8–16 October 2016; pp. 614–629.

14. Kirkpatrick, J.; Pascanu, R.; Rabinowitz, N.; Veness, J.; Desjardins, G.; Rusu, A.A.; Milan, K.; Quan, J.; Ramalho, T.; Barwin, A.G. Overcoming catastrophic forgetting in neural networks. *Proc. Natl. Acad. Sci. USA* 2017, 13, 3521–3526. [CrossRef] [PubMed]

15. Lee, S.S.M.; Arnold, A.S.; Miara, M.D.B.; Biewener, A.A.; Wakeling, J.M. Accuracy of gastrocnemius muscles forces in walking and running goats predicted by one-element and two-element Hill-type models. *J. Biomech.* 2013, 46, 2288–2295. [CrossRef]
16. Pontes, F.J.; Amorim, G.F.; Balestrassi, P.P.; Paiva, A.P.; Ferreira, J.R. Design of experiments and focused grid search for neural network parameter optimisation. *Neurocomputing* **2016**, *186*, 22–34. [CrossRef]

17. Bergstra, J.; Bengio, Y. Random search for hyper-parameter optimisation. *J. Mach. Learn. Res.* **2012**, *13*, 281–305.

18. Basnayake, W.M.N.D.; Attygalle, D.T.; Liyanage, L.; Nanddal, K.D.W. Grid search based parameter tuning of dynamic neural network to forecast daily reservoir inflow. In *Proceedings of the International Conference on Computational Modeling and Simulation (ICcms)*, Colombo, Sri Lanka, 17–19 May 2017; pp. 291–295.

19. Netrapalli, P. Stochastic Gradient Descent andIts Variants in Machine Learning. *J. Indian Inst. Sci.* **2019**, *99*, 201–213. [CrossRef]

20. Pavlopoulos, G.A.; Secrèt, M.; Moschopoulos, C.N. Using graph theory to analyse biological networks. *BioData Min.* **2011**, *4*, 10. [CrossRef] [PubMed]

21. Katoch, S.; Chauhan, S.S.; Kumar, V. A review on genetic algorithm: Past, present, and future. *Multimed. Tools Appl.* **2021**, *80*, 8091–8126. [CrossRef]

22. Islam, M.S.; Awal, M.A.; Laboni, J.N.; Pinki, F.T.; Karmokar, S.; Mumenin, K.M.; Al-Ahmadi, S.; Rahman, M.A.; Hossain, M.S.; Mirjalili, S. HGSORF: Henry Gas Solubility Optimisation-based Random Forest for C-Section prediction and XAI-based cause analysis. *Comput. Biol. Med.* **2022**, *147*, 105671. [CrossRef]

23. Hu, J.; Heidari, A.A.; Shou, Y.; Ye, H.; Wang, L.; Huang, X.; Chen, H.; Chen, Y.; Wu, P. Detection of COVID-19 severity using blood gas analysis parameters and Harris hawks optimised extreme learning machine. *Comput. Biol. Med.* **2022**, *142*, 105166. [CrossRef]

24. Debjit, K.; Islam, M.S.; Rahman, M.A.; Pinki, F.T.; Nath, R.D.; Al-Ahmadi, S.; Hossain, M.S.; Mumenin, K.M.; Awal, M.A. An Improved Machine-Learning Approach for COVID-19 Prediction Using Harris Hawks Optimization and Feature Analysis Using SHAP. *Diagnostics* **2022**, *12*, 1023. [CrossRef]

25. Yang, X.S. Nature-Inspired Optimization Algorithms: Challenges and Open Problems. *J. Comput. Sci.* **2020**, *46*, 101104. [CrossRef]

26. Yessian, S.; Varthanhan, P.A. Optimization of Performance and Emission Characteristics of Catalytic Coated IC Engine with Biodiesel Using Grey-Taguchi Method. *Sci. Rep.* **2020**, *10*, 2129. [CrossRef] [PubMed]

27. Jiang, R.; Linzon, Y.; Vitkin, E.; Yakhini, Z.; Chudnovsky, A.; Golberg, A. Thermochemical hydrolysis of macroalgae Ulva for biorefinery: Taguchi robust design method. *Sci. Rep.* **2016**, *6*, 27761. [CrossRef] [PubMed]

28. Lippold, O.C.J. The relation between integrated action potentials in a human muscle and its isometric tension. *J. Physiol.* **1952**, *117*, 492–499. [CrossRef] [PubMed]

29. Netrapalli, P. Stochastic Gradient Descent and Its Variants in Machine Learning. *J. Indian Inst. Sci.* **2019**, *99*, 201–213. [CrossRef]

30. Manni, A.; Saviano, G.; Bonelli, M.G. Optimisation of the ANNs Predictive Capability Using the Taguchi Approach: A Case Study. *Mathematicas* **2021**, *9*, 766. [CrossRef]

31. Madić, M.; Radovanović, M. Optimal Selection of ANN Training and Architectural Parameters Using Taguchi Method: A Case Study. *FME Trans.* **2011**, *39*, 79–86.

32. Bernardos, P.G.; Vosnikos, G.C. Prediction of surface roughness in CNC face milling using milling neural networks and Taguchi’s design of experiments. *Robot. Comput. Integr. Manuf.* **2022**, *18*, 343–354. [CrossRef]

33. Sukthomya, W.; Tannock, J. The optimisation of neuromodel parameters using Taguchi’s design of experiments approach: An application in manufacturing process modelling. *Neural Comput. Appl.* **2005**, *14*, 337–344. [CrossRef]

34. Lin, C.; Li, Y.-C.; Lin, H.-Y. Using Convolutional Neural Networks Based on a Taguchi Method for Face Gender Recognition. *Electronics* **2020**, *9*, 1227. [CrossRef]

35. Atoui, H.; Fayn, J.; Rubel, P.A. neural network approach for patient-specific 12-lead ECG synthesis in patient monitoring environments. *Comput. Cardiol.* **2004**, *31*, 161–164. [CrossRef]

36. Prieto-Guerrero, A.; Mailhes, C.; Castanié, F. Lost sample recovering of ECG signals in e-health applications. In *Proceedings of the 2007 29th Annual International Conference of the IEEE Engineering in Medicine and Biology Society*, Lyon, France, 22–26 August 2007; pp. 31–34.

37. Ostertag, M.H.; Tsouri, G.R. Reconstructing ECG Precordial Leads from a Reduced Lead Set using Independent Component Analysis. *In Proceedings of the 33rd Annual International Conference of the IEEE EMBS*, Boston, MA, USA, 30 August–3 September 2011.

38. Sohn, J.; Yang, S.; Lee, J.; Ku, Y.; Kim, H.C. Reconstruction of 12-Lead Electrocardiogram from a Three-Lead Patch-Type Device Using a LSTM Network. *Sensors* **2020**, *20*, 3278. [CrossRef] [PubMed]

39. Bao, X.; Deng, Y.; Gall, N.; Kamavuako, E. Analysis of ECG and PCG Time Delay around Auscultation Sites. In *Proceedings of the 13th International Joint Conference on Biomedical Engineering Systems and Technologies*, Valletta, Malta, 24–26 February 2020; SCITEPRESS—Science and Technology Publications: Setubal, Portugal, 2020.

40. Bao, X.; Abdala, A.K.; Kamavuako, E.N. Estimation of the Respiratory Rate from Localised ECG at Different Auscultation Sites. *Sens. J.* **2020**, *21*, 78. [CrossRef] [PubMed]

41. Ross, P.J. *Taguchi Techniques for Quality Engineering*; McGraw-Hill: New York, NY, USA, 1996.
44. Taguchi, G. Introduction to Quality Engineering, Asian Productivity Organization; Design and Analysis: Tokyo, Japan; Montgomery, DC, USA, 1986.
45. Khaw, J.F.; Lim, B.S.; Lim, L.E. Optimal design of neural networks using the Taguchi method. *Neurocomputing* **1995**, *7*, 225–245. [CrossRef]
46. Twomey, J.M.; Smith, A.E. Performance Measures, Consistency and Power for Artificial Neural Network Models. *Math. Comput. Model.* **1995**, *21*, 243–258. [CrossRef]
47. Narayan, S. The generalised sigmoid activation function: Competitive supervised learning. *J. Inf. Sci.* **1997**, *99*, 69–82. [CrossRef]
48. Mitra, A.C.; Jawarkar, M.; Soni, T.; Kiranchand, G.R. Implementation of Taguchi Method for Robust Suspension Design. *Procedia Eng.* **2016**, *144*, 77–84. [CrossRef]
49. Gilo, M.D.; Gjertsen, A. Mapping Seasonal Agricultural Land Use Types Using Deep Learning on Sentinel-2 Image Time Series. *Remote Sens.* J. **2021**, *13*, 289. [CrossRef]
50. Abdolrasol, M.G.; Hussain, S.S.; Ustun, T.S.; Sarker, M.R.; Hannan, M.A.; Mohamed, R.; Ali, J.A.; Mekhilef, S.; Milad, A.A. Artificial Neural Networks Based Optimisation Techniques: A Review. *Electron. J.* **2021**, *10*, 2689. [CrossRef]
51. Xu, D.; Zhang, S.; Zhang, H.; Mandic, D. Convergence of the RMSProp deep learning method with penalty for nonconvex optimisation. *Neural Netw.* J. **2021**, *139*, 17–23. [CrossRef] [PubMed]
52. Jais, I.; Ismail, A.; Nisa, S. Adam Optimization Algorithm for Wide and Deep Neural Network. *Knowl. Eng. Data Sci.* **2019**, *2*, 41–46. [CrossRef]
53. Li, L.; Lv, J.; Chen, W.; Wang, W.; Zhang, X.; Xie, G. Application of Taguchi Method in the Optimisation of Swimming Capability for Robotic Fish. *Int. J. Adv. Robot. Syst.* **2016**, *13*, 102. [CrossRef]
54. Ben Othman, G.; Sidhom, L.; Chihi, I.; Nlandu Kamavuako, E.; Trabelsi, M. ECG Data Forecasting Based on Linear Models Approach: A Comparative Study. In Proceedings of the International Multi-Conference on Systems, Signals and Devices (SSD), Setif, Algeria, 19–22 March 2022.