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Abstract

Let $\mathcal{P}$ be an $n$-dimensional convex polytope and $S$ be a hypersurface in $\mathbb{R}^n$. This paper investigates potentials to reconstruct $\mathcal{P}$ or at least to compute significant properties of $\mathcal{P}$ if the modulus of the Fourier transform of $\mathcal{P}$ on $S$ with wave length $\lambda$, i.e., $|\int_{\mathcal{P}} e^{-i s \cdot x} \, dx|$ for $s \in S$, is given, $\lambda$ is sufficiently small and $\mathcal{P}$ and $S$ have some well-defined properties. The main tool is an asymptotic formula for the Fourier transform of $\mathcal{P}$ with wave length $\lambda$ when $\lambda \to 0$. The theory of X-ray scattering of nanoparticles motivates this study since the modulus of the Fourier transform of the reflected beam wave vectors are approximately measurable in experiments.

1 Introduction

Let $\mathcal{P}$ be an $n$-dimensional convex polytope in $\mathbb{R}^n$. The Fourier transform of $\mathcal{P}$ is defined by

$$F_{\mathcal{P}}(s) = \int_{\mathcal{P}} e^{-i s \cdot x} \, dx.$$ 

Here the product $\cdot$ is the standard scalar product. Moreover, the Fourier transform of $\mathcal{P}$ with wave length $\lambda$ is the function

$$\varphi_{\mathcal{P},s}(\lambda) = F_{\mathcal{P}} \left( \frac{1}{\lambda} s \right).$$

It is well-known and obvious that $\varphi_{\mathcal{P},s}(\lambda)$ tends to the volume of $\mathcal{P}$ if $\lambda \to \infty$. But in this paper we study the limit process $\lambda \to 0$ together with the following problem:
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Problem 1.1 (Reconstruction problem). Assume that $|\varphi_{P,s}(\lambda)|$ is given for a known fixed small positive $\lambda$ and for vectors $s$ of a known proper subset $S$ of $\mathbb{R}^n$, but for an unknown polytope $P$. Determine the polytope $P$ or at least significant properties of $P$.

The motivation to investigate Problem 1.1 is given by a physical application. In small-angle and also partially in wide-angle X-ray scattering of nanoparticles the modulus of the Fourier transform of the reflected beam wave vectors can be a “approximately” measured on the Ewald (half-)sphere (see e.g. [15], [3] and [16]). Now the question arises whether conclusions can be drawn about the underlying particle based on its scattering pattern. In physics the introduced parameter $\lambda$ can be interpreted as wave length, i.e., $\lambda \to 0$ implies frequency $\to \infty$. But note that in experiments $\lambda$ cannot be chosen arbitrarily small like in this paper (see [17]).

There is already a vast amount of literature in this field. In [7] it was shown that a 3-dimensional convex polytope is uniquely determined by its scattering pattern on an arbitrarily small part of the Ewald sphere up to translation and reflection in a point, i.e., we just cannot distinguish between two polytopes $P$ and $P'$ for which there is a vector $v$ and an $\epsilon \in \{-1, 1\}$ so that

$$P' = \epsilon P + v.$$ 

In [6] the reconstruction of a 1-dimensional signal given the modulus of its Fourier transform was studied using the Prony Method. Furthermore, the authors of [20] developed an algorithm, also based on the Prony Method, to reconstruct 2-dimensional non-convex polygons using the complex valued Fourier transform (not only the absolute value). Methods for $n$-dimensional convex polytopes and generalized polytopes given finitely many complex valued integral moments are presented in [8, 9].

The Prony-type methods require that, for some specified lines through the origin, the value of the Fourier transform is known on sufficiently many points of the lines. But lines intersect spheres in at most two points and hence these methods cannot be applied if the (absolute) value of the Fourier transform is only known on a sphere.

A Machine Learning based method to reconstruct icosahedra from scattering data is described in [19].

For our investigations, we first need some definitions. We say that a proper subset $S$ of $\mathbb{R}^n$ is complete if for every nonzero vector $s$ in $\mathbb{R}^n$ there is some $s' \in S$ such that $s$ is a scalar multiple of $s'$. For example, a sphere around the origin is complete. Furthermore, we call an $n$-dimensional convex polytope facet-generic if it does not contain two parallel facets, i.e., it does not contain two parallel $(n - 1)$-dimensional faces. In this paper we solve the Reconstruction problem 1.1 “approximately” for facet-generic convex polytopes under the assumption that $S$ is complete.
Let $F_P$ be the set of all facets of $P$. For a facet $F$ of $P$ let $p_F$ be an arbitrary, but fixed point of the hyperplane containing $F$. If $s$ is orthogonal to $F$ we denote this by $s \perp F$. If $s \perp F$ and $p_F$ as well as $p'_F$ are points of the hyperplane containing $F$, then $s \cdot p_F = s \cdot p'_F$ since $s \cdot (p_F - p'_F) = 0$, and therefore we have the freedom to choose $p_F$ arbitrarily on the hyperplane.

Let $\text{Vol}(P)$ be the volume of the convex polytope $P$ and let $A_F$ be the (positive) surface measure of its facet $F$. Moreover, we set

$$\text{sgn } p(F,s) = \begin{cases} 1 & \text{if } s \text{ is directed to the outside of } P, \\ -1 & \text{otherwise.} \end{cases}$$

In the following we do not explicitly write $\lambda \to 0$, because all limit processes in the paper are given in that way. The key result of the paper is the following:

**Theorem 1.1.** Let $P$ be an $n$-dimensional convex polytope in $\mathbb{R}^n$ and let $s \neq 0$. Then

$$\varphi_{P,s}(\lambda) = \frac{i}{\|s\|} \left( \sum_{F \in F_P \text{ s.t. } s \perp F} \text{sgn } p(F,s) A_F e^{-\frac{i}{\lambda} \frac{1}{2} s \cdot p_F} \right) \lambda + O(\lambda^2).$$

Note that the first item is an empty sum and hence vanishes if $s$ is not orthogonal to any facet of $P$. Moreover, if $P$ is facet-generic, then the first item is either an empty sum or contains only one summand. This immediately implies:

**Corollary 1.1.** Let $P$ be an $n$-dimensional facet-generic convex polytope in $\mathbb{R}^n$ and let $s \neq 0$. Then

$$|\varphi_{P,s}(\lambda)| = \begin{cases} \frac{A_F}{\|s\|} \lambda + O(\lambda^2) & \text{if } s \text{ is orthogonal to some facet } F, \\ O(\lambda^2) & \text{otherwise.} \end{cases}$$

The next section is devoted to the proof of Theorem 1.1. There we also discuss a generalisation to polytopal complexes. In Section 3 we study the reconstruction problem in more detail applying Corollary 1.1.

### 2 Proof of Theorem 1.1

Let

$$I_{n,c}(\lambda) = \int_0^1 (1 - x)^n e^{-\frac{ix}{\lambda} - \frac{1}{2} \frac{1}{\lambda} c x} dx.$$ 

**Lemma 2.1.** Let $c$ be fixed nonzero real number and let $n$ be an integer with $n \geq 1$. Then

$$I_{n,c} = -\frac{i}{c} \lambda + O(\lambda^2).$$
Proof. First note that by partial integration for $n \geq 1$

$$I_{n,c}(\lambda) = -\frac{i}{c} \lambda (1 - n I_{n-1,c}(\lambda)) \quad (1)$$

and that

$$I_{0,c}(\lambda) = \int_0^1 e^{-\frac{1}{2} cx} \, dx = \frac{i}{c} \lambda \left( e^{-\frac{1}{2} c} - 1 \right) = O(\lambda).$$

Now we proceed by induction on $n$. If $n = 1$, then we have by (1)

$$I_{1,c}(\lambda) = -\frac{i}{c} \lambda (1 - I_{0,c}(\lambda)) = -\frac{i}{c} \lambda + O(\lambda^2).$$

The step from $n - 1$ to $n$ follows analogously from (1).

For any $x \in \mathbb{R}^n$ let $x'$ and $x''$ be the vectors which can be obtained from $x$ by deleting the last component and the last two components, respectively.

First we prove the assertion for the unit simplex $\Delta_n = \{ x \in \mathbb{R}^n : 1 \cdot x \leq 1$ and $x \geq 0 \}$. Let $e_j$ be the $j$-th unit vector, $j \in [n]$.

**Case 1** The vector $s$ is orthogonal to some facet. Without loss of generality we may assume that $s$ is directed to the outside of $\Delta_n$. Then there is some $\mu > 0$ such that $s = -\mu e_j$ for some $j \in [n]$ or $s = \mu 1$.

**Case 1.1** (Without loss of generality) $s = -\mu e_n$. Then $F = \{ x \in \mathbb{R}^n : x' \in \Delta_{n-1}$ and $x_n = 0 \}$ is the corresponding facet and $A_F = \text{Vol}(\Delta_{n-1})$. Moreover we may choose $p_F = 0$ and hence $e^{-\frac{1}{2} s \cdot p_F} = 1$. We have by iterated integration

$$\varphi_{P,s}(\lambda) = \int_0^1 \left( \int_{(1-x_n)\Delta_{n-1}} e^{-\frac{1}{2}(\mu) x_n} \, dx \right) dx_n$$

$$= \text{Vol}(\Delta_{n-1}) \int_0^1 (1 - x_n)^{n-1} e^{-\frac{1}{2}(\mu) x_n} \, dx_n$$

$$= \frac{i}{\mu} \text{Vol}(\Delta_{n-1}) \lambda + O(\lambda^2) \quad (2)$$

$$= \frac{i}{\|s\|} A_F e^{-\frac{1}{2} s \cdot p_F} \lambda + O(\lambda^2),$$

as desired.

**Case 1.2** $s = \mu 1$. Then $F = \{ x \in \mathbb{R}^n : x \geq 0$ and $x_1 + \cdots + x_n = 1 \}$ is the corresponding facet. Moreover, we may choose $p_F = \frac{1}{n} 1$ and hence $e^{-\frac{1}{2} s \cdot p_F} = e^{-\frac{1}{2} \mu}$. With the transformation $y_i = x_i, i \in [n-1]$, and $y_n = 1 - (x_1 + \cdots + x_n)$
we obtain analogously as before

\[
\varphi_{P,s}(\lambda) = \int_0^1 \left( \int_{(1-y_n)\Delta_n-1} e^{-i\frac{\lambda}{\mu}y_n} \, dy' \right) \, dy_n
\]

\[
= \text{Vol}(\Delta_n-1) \int_0^1 (1-y_n)^{n-1} e^{-i\frac{\lambda}{\mu}(1-y_n)} \, dy_n
\]

\[
= \text{Vol}(\Delta_n-1) e^{-i\frac{\lambda}{\mu}I_{n-1,-\mu}(\lambda)}
\]

\[
= \frac{i}{\mu} \text{Vol}(\Delta_n-1) e^{-i\frac{\lambda}{\mu}I_{n-1,-\mu}(\lambda)} + O(\lambda^2)
\]

\[
= \frac{i}{\|s\|} A_F e^{-i\frac{\lambda}{\mu}s \cdot p_F} \lambda + O(\lambda^2).
\]

**Case 2** The vector \( s \) is not orthogonal to any facet. Let without loss of generality \( s_n \neq 0 \). By iterated integration

\[
\varphi_{P,s}(\lambda) = \int_{\Delta_n-1} \left( \int_0^{1-x_1-\cdots-x_{n-1}} e^{-i\frac{\lambda}{\mu}(s' \cdot x') + s_n x_n} \, dx_n \right) \, dx'
\]

\[
= \frac{i}{s_n} \lambda \int_{\Delta_n-1} \left( e^{-i\frac{\lambda}{\mu}(s' \cdot x') + s_n x_n} - e^{-i\frac{\lambda}{\mu}s' \cdot x'} \right) \, dx'.
\]

Now we study the integration of both items separately. We start with the first item. We have \( s' - s_n 1' \neq 0' \) because otherwise \( s = s_n 1 \) in contradiction to the assumption that \( s \) is not orthogonal to a facet. Let without loss of generality \( s_{n-1} - s_n \neq 0 \). Again by iterated integration

\[
\int_{\Delta_n-1} e^{-i\frac{\lambda}{\mu}(s' - s_n 1') \cdot x' + s_n x_n} \, dx'
\]

\[
= e^{-i\frac{\lambda}{s_n} s_n} \int_{\Delta_n-2} \left( \int_0^{1-x_1-\cdots-x_{n-2}} e^{-i\frac{\lambda}{\mu}(s' - s_n 1') \cdot x'' + (s_{n-1} - s_n)x_{n-1}} \, dx_{n-1} \right) \, dx''
\]

\[
= \frac{i}{s_{n-1} - s_n} \lambda e^{-i\frac{\lambda}{s_n} s_n} \int_{\Delta_n-2} e^{-i\frac{\lambda}{\mu}(s' - s_n 1') \cdot x''} (e^{-i\frac{\lambda}{\mu}(s_{n-1} - s_n)(1-x_1-\cdots-x_{n-2}) - 1}) \, dx''
\]

\[
= O(\lambda).
\]

We treat the second item in an analogous way. By the assumption \( s \) is not a multiple of a unit vector. Thus we may assume without loss of generality that
\(s_{n-1} \neq 0\). Then
\[
\int_{\Delta_{n-1}} e^{-i \frac{1}{2}s \cdot x'} dx' \\
= \int_{\Delta_{n-2}} \left( \int_0^{1-x_1-\cdots-x_{n-2}} e^{-i \frac{1}{2}(s'' \cdot x'' + s_{n-1} x_{n-1})} dx_{n-1} \right) dx'' \\
= \frac{i}{s_{n-1}} \lambda \int_{\Delta_{n-2}} e^{-i \frac{1}{2}s'' \cdot x''} (e^{-i \frac{1}{2}s_{n-1}(1-x_1-\cdots-x_{n-2})} - 1) dx'' \\
= O(\lambda).
\]
Consequently
\[
\varphi_{\mathcal{P}, s}(\lambda) = O(\lambda^2),
\]
as desired.

Now we prove the assertion for an arbitrary simplex \(\mathcal{P}\) with vertices \(v_0, \ldots, v_n\).

**Case 1** The vector \(s\) is orthogonal to some facet \(F\) of \(\mathcal{P}\). Without loss of generality we may assume that \(F\) is spanned by \(v_0, \ldots, v_{n-1}\) and that \(s\) is directed to the outside of \(\Delta_n\). We choose \(p_F = v_0\). Let \(d\) be the distance between \(v_n\) and \(F\). Using the Hessian normal form we obtain
\[
d = -\frac{(v_n - v_0) \cdot s}{\|s\|}.\]

Let \(T\) be the matrix whose \(j\)-th column is \(v_j - v_0\), \(j \in [n]\). Then
\[
\frac{1}{n!} |\det(T)| = \text{Vol}(\mathcal{P}) = \frac{1}{n} A_F d
\]
and consequently
\[
A_F = -\frac{1}{(n-1)!} |\det(T)| \frac{\|s\|}{(v_n - v_0) \cdot s}. \tag{3}
\]
The affine transformation
\[
x = Ty + v_0
\]
maps \(\Delta_n\) onto \(\mathcal{P}\) and we have
\[
\int_{\mathcal{P}} e^{-i \frac{1}{2}s \cdot x} \, dx = |\det(T)| \int_{\Delta_n} e^{-i \frac{1}{2}s(Ty + v_0)} \, dy \\
= |\det(T)| e^{-i \frac{1}{2}s p_F} \int_{\Delta_n} e^{-i \frac{1}{2}(T^T s) y} \, dy,
\]
i.e.,
\[
\varphi_{\mathcal{P}, s}(\lambda) = |\det(T)| e^{-i \frac{1}{2}s p_F} \varphi_{\Delta_n, T^T s}(\lambda). \tag{4}
\]
Since \( \mathbf{s} \) is orthogonal to \( F \), i.e., to \( \mathbf{v}_j - \mathbf{v}_0, \ j \in [n-1] \), we have
\[
T^T \mathbf{s} = ((\mathbf{v}_n - \mathbf{v}_0) \cdot \mathbf{s}) \mathbf{e}_n.
\]

From Case 1.1 for the unit simplex (see (2)) we know that
\[
\varphi_{\Delta_n, T^s} (\lambda) = \frac{i}{(\mathbf{v}_n - \mathbf{v}_0) \cdot \mathbf{s}} \frac{1}{(n-1)!} \lambda + O(\lambda^2).
\]

Thus (3)–(5) imply
\[
\varphi_{\mathcal{P}, s} (\lambda) = i \frac{\parallel \mathbf{s} \parallel}{A_F e^{-i \frac{1}{2} \mathbf{s} \cdot \mathbf{p}_F} \lambda + O(\lambda^2)}.
\]

**Case 2** The vector \( \mathbf{s} \) is not orthogonal to any facet of \( \mathcal{P} \). We may argue in the same way as for Case 1. We only have to verify that \( T^T \mathbf{s} \) is not orthogonal to any facet of \( \Delta_n \).

Assume that \( T^T \mathbf{s} \) is a scalar multiple of \( \mathbf{e}_k \) for some \( k \in [n] \). Then \( (\mathbf{v}_j - \mathbf{v}_0) \cdot \mathbf{s} = 0 \) for all \( j \in [n] \setminus \{k\} \), and hence \( \mathbf{s} \) is orthogonal to the facet spanned by the vertices \( \mathbf{v}_j \) with \( j \in \{0, \ldots, n\} \setminus \{k\} \), a contradiction.

Now, assume that \( T^T \mathbf{s} \) is a scalar multiple of \( \mathbf{1} \). Then \( (\mathbf{v}_1 - \mathbf{v}_0) \cdot \mathbf{s} = \cdots = (\mathbf{v}_n - \mathbf{v}_0) \cdot \mathbf{s} \) which implies \( (\mathbf{v}_j - \mathbf{v}_1) \cdot \mathbf{s} = 0 \) for all \( j \in \{2, \ldots, n\} \). Consequently \( \mathbf{s} \) is orthogonal to the facet spanned by the vertices \( \mathbf{v}_j \) with \( j \in [n] \), a contradiction.

Finally we prove the assertion for an arbitrary convex polytope \( \mathcal{P} \). This can be easily done using a triangulation of \( \mathcal{P} \), i.e., a set \( \Theta \) of simplices with the following properties: The union of all members is \( \mathcal{P} \) and any two members are either disjoint or intersect in a common face. Let \( \mathcal{F}_\Theta \) be the set of all facets of the simplices in the triangulation. Using the proved assertion for simplices we obtain
\[
\varphi_{\mathcal{P}, s} (\lambda) = \sum_{T \in \Theta} \varphi_{T, s} (\lambda)
\]
\[
= i \frac{\parallel \mathbf{s} \parallel}{A_F e^{-i \frac{1}{2} \mathbf{s} \cdot \mathbf{p}_F}} \left( \sum_{F \in \mathcal{F}_\Theta : \mathbf{s} \perp F} \text{sgn} \ T(F, s) A_F e^{-i \frac{1}{2} \mathbf{s} \cdot \mathbf{p}_F} \right) \lambda + O(\lambda^2)
\]
\[
= i \frac{\parallel \mathbf{s} \parallel}{A_F e^{-i \frac{1}{2} \mathbf{s} \cdot \mathbf{p}_F}} \left( \sum_{F \in \mathcal{F}_\Theta : \mathbf{s} \perp F} \text{sgn} \ T(F, s) \right) \lambda + O(\lambda^2).
\]

We say that \( F \in \mathcal{F}_\Theta \) is *visible* if \( F \) is the facet of only one simplex and it is *invisible* if it is a facet of exactly two simplices. Obviously, each \( F \in \mathcal{F}_\Theta \) is either visible or invisible. Thus the inner sum contains only one or two items.

Let \( F \in \mathcal{F}_\Theta \) be an invisible facet and concretely a facet of the simplices \( T_1 \) and \( T_2 \) of the triangulation. If \( \mathbf{s} \perp F \), then obviously \( \text{sgn} \ T_1(F, s) = - \text{sgn} \ T_2(F, s) \). Thus the inner sum vanishes. This means that the contribution of invisible facets is only of order \( O(\lambda^2) \).
Let $\mathcal{F}_\vartheta$ be the set of all visible facets. For each $F' \in \mathcal{F}_\vartheta$ let $T_{F'}$ be the unique simplex of the triangulation having $F'$ as facet. Each $F' \in \mathcal{F}_\vartheta$ is part of exactly one facet $F$ of $P$ and for each facet $F$ of $P$

$$A_F = \sum_{F' \in \mathcal{F}_\vartheta, F' \subseteq F} A_{F'}.$$ 

Note that we may choose $p_{F'} = p_F$ if $F' \subseteq F$. Moreover, if $s \perp F$ and $F' \subseteq F$, then $\text{sgn} \; \tau_{F'}(F', s) = \text{sgn} \; \tau_{F'}(F, s)$. Thus we may continue the computation of $\varphi_{P, s}(\lambda)$ and obtain

$$\varphi_{P, s}(\lambda) = \frac{i}{\|s\|} \left(\sum_{F' \in \mathcal{F}_\vartheta, s \perp F'} A_{F'} e^{-i \frac{\lambda}{2} s \cdot p_{F'}} \text{sgn} \; \tau_{F'}(F', s)\right) \lambda + O(\lambda^2)$$

$$= \frac{i}{\|s\|} \left(\sum_{F' \in \mathcal{F}_\vartheta, s \perp F'} \sum_{F' \in \mathcal{F}_\vartheta, F' \subseteq F} A_{F'} e^{-i \frac{\lambda}{2} s \cdot p_{F'}} \text{sgn} \; \tau_{F'}(F', s)\right) \lambda + O(\lambda^2)$$

$$= \frac{i}{\|s\|} \left(\sum_{F' \in \mathcal{F}_\vartheta, s \perp F'} e^{-i \frac{\lambda}{2} s \cdot p_{F'}} \text{sgn} \; \rho(F, s) \sum_{F' \in \mathcal{F}_\vartheta, F' \subseteq F} A_{F'}\right) \lambda + O(\lambda^2)$$

$$= \frac{i}{\|s\|} \left(\sum_{F' \in \mathcal{F}_\vartheta, s \perp F'} \text{sgn} \; \rho(F, s) A_{F'} e^{-i \frac{\lambda}{2} s \cdot p_{F'}}\right) \lambda + O(\lambda^2).$$

Thus the whole proof is completed.

The result can easily be generalised to polytopal complexes: Here we consider a polytopal complex as a finite union of $n$-dimensional convex polytopes such that any two of them are either disjoint or intersect in a common face (polytopes of smaller dimension do not contribute to the integral). As for triangulations we may define visible and invisible facets. With the same arguments as for triangulations of convex polytopes we may derive that the contribution of invisible facets is only of order $O(\lambda^2)$. Thus in Theorem 1.1 $\mathcal{F}_P$ can be replaced by $\mathcal{F}_P$, i.e., the set of all visible facets of the polytopal complex $P$.

3 “Approximative” solution of the reconstruction problem for facet-generic convex polytopes

In the title we write approximative between quotation marks because we study this problem more from a practical point of view. A detailed estimation of the error terms remains an open problem for the future.

We restrict ourselves to minimal complete subsets $S$ of $\mathbb{R}^n$, i.e., for every nonzero vector $s$ in $\mathbb{R}^n$ there is exactly one $s' \in S$ such that $s$ is a scalar multiple of $s'$. For example, a hemisphere around the origin (and having only a “half” from
the equator) is minimal complete. Moreover, a sphere touching a coordinate hyperplane at the origin without the origin is almost minimal complete. This concerns in particular the Ewald sphere. Here we must write almost because we do not have a corresponding $s'$ for the vectors $s$ lying in this coordinate hyperplane.

For practical reasons we assume that $S$ is parameterisable, i.e., we can write $S$ in the form

$$S = \{\sigma(t) : t \in D\},$$

where $D \subseteq \mathbb{R}^{n-1}$ is the domain of the vector function $\sigma : \mathbb{R}^{n-1} \rightarrow \mathbb{R}^n$. Finally we assume that $\sigma : D \rightarrow S$ is bijective.

### 3.1 Computation of significant information of a facet-generic convex polytope based on the modulus of its Fourier transform

Now let $P$ be an unknown facet-generic convex polytope with (unknown) $f$ facets and assume that we know for some fixed small wave length $\lambda$ the values of $|\varphi_{P,s}(\lambda)|$ for all $s \in S$ (resp. for all $s$ in a sufficiently “dense” finite subset of $S$). Then we know also the values of

$$\psi_\lambda(t) = \frac{1}{\lambda} \|\sigma(t)\| |\varphi_{P,\sigma(t)}(\lambda)|$$

for all $t \in D$ (resp. for all $t$ in a sufficiently “dense” finite subset of $D$).

From Corollary 1.1 we obtain that

$$\lim_{\lambda \rightarrow 0} \psi_\lambda(t) = \begin{cases} AF & \text{if } \sigma(t) \text{ is orthogonal to some facet } F, \\ 0 & \text{otherwise.} \end{cases}$$

Thus we can expect that, also for our small positive wave length $\lambda$, we can find exactly $f$ significant maximum points $t_j$, $j \in [f]$, of $\psi_\lambda(t)$. These points can be found with two methods using a well chosen bound $\theta$, where $\theta$ is positive, but smaller than the expected minimal surface area of a facet of the unknown polytope:

- We sufficiently smooth the function $\psi_\lambda(t)$ and determine all local maximum points $t_j$ with $\psi_\lambda(t_j) > \theta$.
- We determine all local maximum points $t$ with $\psi_\lambda(t) > \theta$ and cluster them in such a way that each cluster $C_j$ contains points with small mutual distance. For each cluster $C_j$ we choose a point $t_j$ for which $\psi_\lambda(t_j) \geq \psi_\lambda(t)$ for all $t \in C_j$. 
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Then the vector $\sigma(t_j)$ is almost orthogonal to the (unknown) facet $F_j$, $j \in [f]$. Moreover, $A_j = \psi_\lambda(t_j)$ is an approximation of $A_{F_j}$. Of course, we can normalise $\sigma(t_j)$ and obtain a vector $n_j$. Thus we have a set

$$I = \{(n_j, A_j) : j \in [f]\}$$

which contains significant information on $P$, namely approximations $n_j$ of the normal vectors and approximations of the corresponding facet areas $A_j$. Please note that $n_j$ can be an outward or an inward normal vector of $P$. Hence, its “right” direction, i.e., its sign, is still unknown.

We say that a set $I$ is a facet-indicator set of the facet-generic convex polytope $P$ if $n_j$ is a unit normal vector (outwards or inwards) of a facet of $P$ and $A_j$ is the surface measure of this facet, $j \in [f]$.

**Example** A numerical example for the 2-dimensional case is given in Figure 1. For the given polygon with six sides (facets) the corresponding values of $\psi_\lambda(t)$ were calculated. It can be seen that there are six local maxima, each for one side. The function $\sigma : \mathbb{R} \to \mathbb{R}^2$ was chosen as

$$\sigma(t) = \begin{pmatrix} \cos(t) \\ \sin(t) \end{pmatrix}, t \in [0, \pi).$$

Hence, the set

$$S = \{\sigma(t) : t \in [0, \pi)\},$$

corresponds to a semicircle. The wave length parameter $\lambda$ was set to 0.01.

For the computation of the Fourier transform in the 2- and 3-dimensional case we used the following formulas that can be obtained using integral theorems (see e.g. [21]). The computation of the Fourier transform of $n$-dimensional polytopes is presented e.g. in [5] and [4].

![Figure 1: A 2-dimensional facet-generic convex polygon with six facets (left) and the corresponding values of $\psi_\lambda(t)$ given by (6) (right). The local maximum for the edge $F$ is marked by $A_F$.](image)
Remark 3.1. Let \( \mathcal{P} \) be a polygon and \( \mathcal{E}_\mathcal{P} \) be the set of the positive oriented edges of \( \mathcal{P} \) (interpreted as vectors of \( \mathbb{R}^2 \)). For \( e \in \mathcal{E}_\mathcal{P} \) let \( e^- \) be its starting point and \( e^+ \) be its end point. Let \( s^\perp = (-s_2, s_1)^T \) (\( s^\perp \) is orthogonal to \( s \)). Then
\[
F_\mathcal{P}(s) = \int_{\mathcal{P}} e^{-is \cdot x} \, dx = -\frac{s^\perp}{\|s\|^2} \cdot \sum_{e \in \mathcal{E}_\mathcal{P}} e \left( \frac{e^- e^+ - e^- e^-}{s \cdot e} \right).
\]

Let \( \mathcal{P} \) be a 3-dimensional convex polytope and \( \mathcal{F}_\mathcal{P} \) the set of its facets. For \( F \in \mathcal{F}_\mathcal{P} \) let \( n_F \) be the outer normal vector of \( \mathcal{P} \) being orthogonal to \( F \) and assume that the edges of \( \mathcal{E}_F \) are positively oriented with respect to \( n_F \). Then for all \( F \in \mathcal{F}_\mathcal{P} \) the Fourier transform \( F_\mathcal{P}(s) \) is given by
\[
-\frac{s}{\|s\|^2} \sum_{F \in \mathcal{F}_\mathcal{P}} n_F \left( \frac{\langle n_F \times s \rangle}{\|s\|^2 - (s \cdot n_F)^2} \cdot \sum_{e \in \mathcal{E}_F} e \left( \frac{e^- e^+ - e^- e^-}{s \cdot e} \right) \right).
\]

In both cases the right side has to be interpreted as a limit if some denominator vanishes. Moreover, the product \( \cdot \) is here the dot product without conjugation of the second factor, i.e., \( x \cdot y = \sum_{i=1}^{n} x_i y_i \) also if the second factor is complex.

### 3.2 Reconstruction of facet-generic convex polytopes

In the following we want to investigate reconstruction potentials based on a facet-indicator set \( I \) of an unknown polytope \( \mathcal{P} \). Consequently, we are led to the following problem:

**Problem 3.1.** For a given set \( I = \{(n_j, A_j) : j \in [f]\} \) determine a facet-generic convex polytope \( \mathcal{P} \) such that \( I \) is a facet-indicator set of \( \mathcal{P} \).

![Figure 2: Two 2-dimensional facet-generic convex polygons having – up to the sign – the same unit normal vectors and the same corresponding side lengths, i.e., they have the same facet-indicator set.](image)

Since the set \( I \) only gives us the normal vectors but not their outer directions, there are examples of ambiguities, i.e., a unique reconstruction is impossible.
For a given \( I \) there can be multiple facet-generic convex polytopes with different structures with \( I \) as their facet-indicator set even with an exact calculation (see Figure 2).

However, for \( n \)-dimensional simplices the following theorem proves a uniqueness result up to translation and reflection in a point. The proof also contains a solution of Problem 3.1.

**Theorem 3.1.** Let \( I = \{ (n_j, A_j) : j \in \{0, \ldots, n\} \} \) be a facet-indicator set of an unknown \( n \)-dimensional simplex \( P \) in \( \mathbb{R}^n \). Then \( P \) can be uniquely determined up to translation and reflection in a point.

**Proof.** We may assume without loss of generality that \( 0 \) is a vertex of \( P \). Then \( P \) is the feasible set of a system of the following form

\[
\begin{align*}
    n_0 \cdot x & \quad R_0 \quad a, \\
    n_1 \cdot x & \quad R_1 \quad 0, \\
    \vdots \\
    n_n \cdot x & \quad R_n \quad 0,
\end{align*}
\]

where \( R_j \in \{\leq, \geq\}, j \in \{0, \ldots, n\} \). Since we may replace, if necessary, \( P \) by \(-P\) we may assume that \( R_0 \) is the relation \( \leq \). Moreover we have \( a > 0 \) because \( 0 \in P \).

Recall that we assume that \( v_0 = 0 \) is a vertex. Let the other (unknown) vertices of \( P \) be \( v_1, \ldots, v_n \), where they are labeled in such a way that the vertices \( v_k \), \( k \in \{0, \ldots, j-1, j+1, \ldots, n\} \), belong to the facet with normal vector \( n_j \). Then

\[
n_j \cdot v_k = \begin{cases} 
a & \text{if } 0 = j \neq k, \\
0 & \text{if } 1 \leq j \neq k. \end{cases}
\]

If we are able to decide whether \( n_j \cdot v_j \) is positive or negative, then we know that we have to take for \( R_j \) the relation \( \leq \) or \( \geq \), respectively, \( j \in [n] \). If, in addition, we are able to determine \( a \), then the system and hence also \( P \) are uniquely determined. Even without computing the vertices explicitly this can be done as follows:

Let \( N_j \) (resp. \( V_j \)) be the matrix whose columns are the vectors \( n_k \) (resp. \( v_k \)), \( k = 0, \ldots, j-1, j+1, \ldots, n \). Now fix some \( j \in \{1, \ldots, n\} \). Clearly, there is some unique vector \( \lambda_j \) such that

\[
N_j \lambda_j = n_j. \tag{8}
\]

On the one hand, by Cramer’s rule

\[
\lambda_{0,j} = (-1)^{j+1} \frac{\det(N_0)}{\det(N_j)}. \tag{9}
\]
On the other hand, multiplying (8) by $v_j$ gives
\[ a\lambda_{0,j} = n_j \cdot v_j. \]
Since $a > 0$
\[ \text{sgn}(n_j \cdot v_j) = \text{sgn} \left( -1 \right)^{j+1} \frac{\det(N_0)}{\det(N_j)} \]
and thus the relations $R_j, j \in [n]$, are fixed.

Using the Hessian normal form we obtain that the distance between $v_j$ and the facet not containing $v_j$ is $|n_j \cdot v_j|$ if $j \in [n]$ and $a$ if $j = 0$. Consequently
\[ \frac{1}{(n-1)!} |\det(V_0)| = n \text{Vol}(P) = a A_0 = |n_1 \cdot v_1| A_1 = \cdots = |n_n \cdot v_n| A_n. \quad (9) \]

By (7) the matrix $N_0^T V_0$ is the diagonal matrix with the entries $n_j \cdot v_j$ in its diagonal, $j \in [n]$. Hence
\[ |\det(N_0)||\det(V_0)| = \prod_{j=1}^n |n_j \cdot v_j|. \quad (10) \]

From (9) and (10) we derive
\[ \left( \frac{1}{(n-1)!} \right)^n |\det(V_0)| = a^n A^n_0 \]
\[ = \prod_{j=1}^n |n_j \cdot v_j| \prod_{j=1}^n A_j \]
\[ = |\det(N_0)||\det(V_0)| \prod_{j=1}^n A_j, \]
i.e.,
\[ \frac{1}{(n-1)!} |\det(V_0)| = n^{-1} \left( n-1 \right)! |\det(N_0)| \prod_{j=1}^n A_j \]
and again with (9) we obtain
\[ a = \frac{1}{A_0} n^{-1} \left( n-1 \right)! |\det(N_0)| \prod_{j=1}^n A_j. \]

**Example** The proof of Theorem 3.1 provides a reconstruction method for an unknown simplex given its facet-indicator set $I = \{(n_j, A_j) : j \in [f]\}$. We
Figure 3: Reconstruction of a 3-dimensional tetrahedron (Left: original simplex, Right: reconstructed simplex being translated and reflected) based on the modulus of its Fourier transform and the method provided by the proof of Theorem 3.1.

approximately computed $I$ using the Fourier transform as in Section 3.1. The function $\sigma : \mathbb{R}^2 \to \mathbb{R}^3$ was chosen as

$$\sigma(t) = \begin{pmatrix}
\sin(t_1) \cos(t_2) \\
\sin(t_1) \sin(t_2) \\
\cos(t_1)
\end{pmatrix}, t_1, t_2 \in [0, \pi).$$

Therefore, the set

$$S = \{\sigma(t) : t \in [0, \pi) \times [0, \pi)\},$$

corresponds to a hemisphere. The wavelength parameter $\lambda$ was set to 0.01 again. A comparison between the original and the (translated and reflected) reconstructed tetrahedron is given by Figure 3.

For the reconstruction of a more complex facet-generic convex polytope $P$ given its facet-indicator set $I$ we need to know its outer normal vectors, respectively its inner normal vectors. Hence, the question arises for which sign variations the vectors $n_j$ included by $I$ are only in outward direction. A solution is given by Minkowski’s Theorem (see [1, Section 7.1]) and Proposition 1 of [12] formulated as follows (see [12, Theorem 2]):

**Theorem 3.2.** Suppose that $n_1, \ldots, n_f \in \mathbb{R}^n$ are unit vectors spanning $\mathbb{R}^n$ and that $A_1, \ldots, A_f > 0$. Then there exists a closed convex polytope whose facets have outward unit normal vectors $n_j$ and corresponding facet areas $A_j$, if and only if

$$A_1 n_1 + \cdots + A_f n_f = 0. \quad (11)$$

Moreover, this polytope is unique up to translation.

Therefore, given a facet-indicator set $I$ for an unknown convex polytope $P$ we have to check all $2^{f-1}$ sign variations for the vectors $n_j, j \in [f]$, (inverted
variations of already investigated variations do not have to be considered) to extract the outward/inward normal vectors of \( P \) using condition (11). Please note that more than one of the \( 2^{f-1} \) variations can fulfil condition (11) leading to ambiguities as we could see in Figure 2.

Theorem 3.2 states that convex polytopes are fully determined by their outward normal vectors and their facet areas. However, this theorem is not constructive. Hence, the reconstruction requires further considerations.

In the literature, the term Extended Gaussian Image (EGI) is often used for our purposes (see [10]). The EGI of a convex polytope \( P \) can be interpreted as a set of vectors including the orientations of the facets, i.e., the outer normal vectors of \( P \). Furthermore, the length of each vector equals the area of the corresponding facet. Therefore, the EGI of \( P \) is a set

\[
E = \{ m_j = A_j n_j : j \in [f] \},
\]  

(12)
i.e., having the EGI of \( P \) is the same like having its facet-indicator set with only outwardly directed normal vectors.

Figure 4: Reconstruction of the 2-dimensional facet-generic convex polygon given in Figure 1 (Left: the Extended Gaussian Image of the polygon with anticlockwise ordered vectors, Right: reconstructed polygon) based on the modulus of its Fourier transform and the method from [13]. Note that the facet-indicator set allows a further reconstruction due to the mentioned ambiguity.

For a 2-dimensional unknown facet-generic convex polygon \( P \) there is a simple reconstruction method given its EGI (see [13] and Figure 1). Assume that the vectors \( m_j \) are in anticlockwise order. Take \( m_1 \) and place its tail at the origin. Afterwards, take vector \( m_j \) and place its tail at the head of \( m_{j-1} \). Because of (11) the system sums to zero and we get a closed polygon. At the end rotate the polygon by \( \pi/2 \). Due to the construction of the set (12) the polygon will have the correct orientation and the edges the correct lengths.
The extension of the 2-dimensional algorithm to higher dimensions is not possible since the adjacencies between the facets are in higher dimensions not trivially given by the EGI. However, for a 3-dimensional facet-generic convex polytope there are also existing reconstruction methods using the outward normal vectors and the corresponding facet areas of an unknown polytope.

Figure 5: Reconstruction of a 3-dimensional facet-generic convex polytope (Left: original polytope, Right: reconstructed polytope) based on the modulus of its Fourier transform and the method from [18]. The original polytope is a slightly deformed octahedron to avoid parallel facets.

For example, the algorithms in [11], [13] and [14] are based on the EGI. Moreover, in [2] another reconstruction algorithm was developed using Blaschke sums. The method in [18] is based on a method by Lasserre to compute the volume of a convex polytope. Please note, that the cited papers assume the exact vectors and areas but in our scenario the normal vectors and facet areas are only approximations. Hence, there is a lack of robustness (see Figure 5 where the reconstruction algorithm from [18] was used).

4 Conclusion

This paper investigates how to reconstruct significant properties of an unknown facet-generic convex polytope $P$ given the modulus of its Fourier transform with small wave length on a complete subset $S$ of $\mathbb{R}^n$. It turns out that it is possible to compute approximately a normal vector of each facet of $P$ and the corresponding facet area. Furthermore, if $P$ is an $n$-dimensional simplex a unique reconstruction is possible up to translation and reflection in a point. Since with this approach one cannot distinguish between inward and outward directions of the normal vectors, uniqueness is not guaranteed for arbitrary $n$-dimensional polytopes. Finally, existing reconstruction algorithms for given outward normal vectors and facet areas in the 2- and 3-dimensional case are briefly reported and applied.

It remains open how to reconstruct (significant properties of) convex polytopes with parallel facets, i.e., not facet-generic polytopes. Moreover an estimation of
the approximation error as well as a robustness analysis are challenging problems for the future.

It should be noted that in actual experiments one has only approximate values of the modulus of the Fourier transform an the Ewald half-sphere, i.e., a half-sphere touching a coordinate hyperplane at the origin, where in addition a neighborhood of the origin is deleted. Hence not all potential normal vectors can be represented by this part of the sphere, i.e., there is a lack of information. It is an interesting physical problem to extend the experiments in such a way, such the necessary values can be obtained on a larger part of the Ewald sphere.
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