RELATIVELY ANOSOV REPRESENTATIONS VIA FLOWS I: THEORY
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Abstract. This is the first in a series of two papers that develops a theory of relatively Anosov representations using the original “contracting flow on a bundle” definition of Anosov representations introduced by Labourie and Guichard-Wienhard. In this paper we will mostly focus on general theory while in the second paper we will focus on examples. In the case of relatively hyperbolic groups, this bundle construction involves several choices: the model Gromov-hyperbolic space the group acts on and the norms on the fibers of the bundle. We use the properties of these bundles to define a subclass of nicely behaved relatively Anosov representations, which we call uniformly relatively Anosov. We also prove a stability result.
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1. Introduction

Anosov representations were introduced by Labourie [Lab06], and further developed by Guichard–Wienhard [GW12], as a generalization of convex cocompact representations into the isometry group of real hyperbolic space. Informally speaking, an Anosov representation is a representation of a word-hyperbolic group into a semisimple Lie group which has an equivariant boundary map into a flag manifold with good dynamical properties. Since their initial introduction there have been a number of different interpretations due to, among others, Kapovich–Leeb–Porti [KLP17, KLP18a, KLP18b], Guéritaud–Guichard–Kassel–Wienhard [GGKW17], Bochi–Potrie–Sambarino [BPS19], and Kassel–Potrie [KP22].

It is natural to wonder if the theory of Anosov representations can be extended to relatively hyperbolic groups. In this direction, Kapovich–Leeb [KL18] developed relative versions of the characterizations in [KLP17, KLP18a, KLP18b] and in recent work the first author [Zhu21a, Zhu21b] developed relative versions of the characterizations in [BPS19] and [KP22]. In recent work, Weisman [Wei22] introduces a new class of representations of relatively hyperbolic groups called extended geometrically finite representations which includes the class of relatively Anosov representations (as in Definition 1.1) and also convex co-compact representations (in the sense of [DGK17]) of relatively hyperbolic groups.

This is the first in a series of two papers whose purpose is to develop a theory of relatively Anosov representations using the original “contracting flow on a bundle” definition of Labourie and Guichard–Wienhard. In the relative setting this construction involves several choices. First one needs to specify a model space the group acts on and second, since the base of the bundle is non-compact, one needs to specify the norms on the fibers of the bundle. In this paper we will mostly focus on general theory while in the second paper we will focus on examples.

Previously, Canary, Zhang, and second author developed a “contracting flow on a bundle” theory for geometrically finite Fuchsian groups [CZZ22a]. This theory was then used in [BCKM21a, BCKM21b, CZZ22b]. The general case considered here is much more complicated. In the Fuchsian case the peripherals subgroups are always cyclic and there is a canonical flow space coming from the action of the group on the real hyperbolic plane. Further, as we will explain below, relatively Anosov representations of geometrically finite Fuchsian groups fall into a special class of well-behaved relatively Anosov representations which we call uniformly relatively Anosov, see Section 1.4 and Corollary 2.4.

Throughout the paper, we will let $\mathbb{K}$ denote either the real numbers $\mathbb{R}$ or the complex numbers $\mathbb{C}$.

1.1. Relatively Anosov representations via a boundary map. There is some choice in how exactly one defines an Anosov representation of a relatively hyperbolic group, see the discussion in [KL18], but the following is perhaps the most natural.

**Definition 1.1.** Suppose that $(\Gamma, \mathcal{P})$ is relatively hyperbolic with Bowditch boundary $\partial(\Gamma, \mathcal{P})$. A representation $\rho: \Gamma \to \text{SL}(d, \mathbb{K})$ is $P_k$-Anosov relative to $\mathcal{P}$ if there exists a continuous map

$$\xi = (\xi^k, \xi^{d-k}): \partial(\Gamma, \mathcal{P}) \to \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)$$

which is

1. $\rho$-equivariant: if $\gamma \in \Gamma$, then $\rho(\gamma) \circ \xi = \xi \circ \gamma$, 

(2) *transverse:* if \( x, y \in \partial(\Gamma, \mathcal{P}) \) are distinct, then \( \xi_k(x) \oplus \xi^{d-k}(y) = \mathbb{K}^d \).

(3) *strongly dynamics-preserving:* if \((\gamma_n)_{n \geq 1}\) is a sequence of elements in \( \Gamma \) where \( \gamma_n \to x \in \partial(\Gamma, \mathcal{P}) \) and \( \gamma_n^{-1} \to y \in \partial(\Gamma, \mathcal{P}) \), then

\[
\lim_{n \to \infty} \rho(\gamma_n)V = \xi_k(x)
\]

uniformly on compact subsets of \( \left\{ V \in \text{Gr}_k(\mathbb{K}^d) : V \text{ transverse to } \xi^{d-k}(y) \right\} \).

We note that the above definition is equivalent to being “asymptotically embedded” in the sense of Kapovich–Leeb \([KL18]\), see Proposition 4.4 below. Using the theory developed in this paper, we will also show that the above definition is equivalent to being “relatively dominated” in the sense of \([Zhu21a]\), see Corollary 1.9 below. Further, when \( \rho \) is sufficiently irreducible, the strongly dynamics-preserving property is a consequence of the other two conditions, see Proposition 4.8 below.

Given a semisimple Lie group \( G \) and a parabolic subgroup \( P \leq G \), one can define \( P \)-Anosov representations into \( G \) in a completely analogous way, see Section 1.3. As in the classical word-hyperbolic case, see \([GW12]\) Prop. 4.3], we will show that there exists an irreducible linear representation \( \Psi: G \to SL(d, \mathbb{R}) \) such that \( \rho: \Gamma \to G \) is \( P \)-Anosov relative to \( \mathcal{P} \) if and only if \( \Psi \circ \rho: \Gamma \to SL(d, \mathbb{R}) \) is \( P_1 \)-Anosov relative to \( \mathcal{P} \) (see Proposition 13.4). Thus in this paper we mostly restrict our attention to relatively Anosov representations into \( SL(d, \mathbb{K}) \).

1.2. **Relatively Anosov representations via a flow space.** We now introduce the “contracting flow” definition for Anosov representations of relatively hyperbolic groups and state our first main result.

Given a relatively hyperbolic group \((\Gamma, \mathcal{P})\) we can realize \( \Gamma \) as a subgroup of \( \text{Isom}(X) \) where \( X \) is a proper geodesic Gromov-hyperbolic metric space such that every point in \( X \) is within a uniformly bounded distance of a geodesic, \( \Gamma \) acts geometrically finitely on the Gromov boundary \( \partial_\infty X \) of \( X \), and the stabilizers of the parabolic fixed points are exactly the conjugates of \( \mathcal{P} \). Following the terminology in \([BH20]\), we call such an \( X \) a weak cusp space for \((\Gamma, \mathcal{P})\).

Given such an \( X \), let \( \mathcal{G}(X) \) denote the space of parametrized geodesic lines in \( X \) and let \( \phi^t \) denote the natural flow on \( \mathcal{G}(X) \) given by

\[
\phi^t(\sigma) = \sigma(\cdot + t).
\]

We let \( \hat{\mathcal{G}}(X) := \Gamma \backslash \mathcal{G}(X) \) denote the quotient. We also have natural maps \( \pm: \mathcal{G}(X) \to \partial_\infty X \) given by

\[
\sigma^\pm := \lim_{t \to \pm \infty} \sigma(t).
\]

Next given a representation \( \rho: \Gamma \to SL(d, \mathbb{K}) \), let

\[
E(X) := \mathcal{G}(X) \times \mathbb{K}^d \quad \text{and} \quad \hat{E}_\rho(X) := \Gamma \backslash E(X)
\]

where \( \Gamma \) acts on \( E(X) \) by

\[
\gamma \cdot (\sigma, Y) = (\sigma, \rho(\gamma)Y).
\]

Notice that \( \hat{E}_\rho(X) \to \hat{\mathcal{G}}(X) \) is a vector bundle. The flow \( \phi^t \) extends to a flow on \( E(X) \), which we call \( \phi^t \), which acts trivially on the second factor. This in turn descends to a flow on \( \hat{E}_\rho(X) \) which we also call \( \phi^t \).

Given a continuous, \( \rho \)-equivariant, transverse map

\[
\xi = (\xi_k, \xi^{d-k}): \partial(\Gamma, \mathcal{P}) \to \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)
\]
we can define vector bundles $\Theta^k, \Xi^{d-k} \to \mathcal{G}(X)$ by setting
\[
\Theta^k(\sigma) := \xi^k(\sigma^+), \quad \Xi^{d-k}(\sigma) := \xi^{d-k}(\sigma^-).
\]
(here we use the fact that $\partial_\infty X$ is equivariantly homeomorphic to $\partial(\Gamma, \mathcal{P})$). Since $\xi$ is transverse, we have $E(X) = \Theta^k \oplus \Xi^{d-k}$. Since $\xi$ is $\rho$-equivariant, this descends to a vector bundle decomposition $\hat{E}_\rho(X) = \hat{\Theta}^k \oplus \hat{\Xi}^{d-k}$. We can then consider the bundle
\[
\text{Hom}(\hat{\Xi}^{d-k}, \hat{\Theta}^k) \to \hat{\mathcal{G}}(X).
\]
and, since the subbundles are $\varphi^t$-invariant, we can define a flow on $\text{Hom}(\hat{\Xi}^{d-k}, \hat{\Theta}^k)$ by
\[
\psi^t(f) := \varphi^t \circ f \circ \varphi^{-t}.
\]
Finally, we note that any metric on $\hat{E}_\rho(X) \to \hat{\mathcal{G}}(X)$ induces, via the operator norm, a continuous family of norms on the fibers of $\text{Hom}(\hat{\Xi}^{d-k}, \hat{\Theta}^k) \to \hat{\mathcal{G}}(X)$.

**Definition 1.2.** With the notation above, we say that $\rho$ is $P_k$-Anosov relative to $X$ if there exists a metric $\| \cdot \|$ on the vector bundle $\hat{E}_\rho(X) \to \hat{\mathcal{G}}(X)$ such that the flow $\psi^t$ on $\text{Hom}(\hat{\Xi}^{d-k}, \hat{\Theta}^k)$ is exponentially contracting (with respect to the associated operator norms).

A relatively hyperbolic group $(\Gamma, \mathcal{P})$ can have many non-quasi-isometric weak cusp spaces (see [Hea20]) and, at least initially, it is not entirely clear which weak cusp space one should or can use when constructing the bundles above.

In [GM08], Groves–Manning constructed weak cusp spaces, which are now often called Groves–Manning cusp spaces, by attaching so-called combinatorial horoballs to a Cayley graph of the group. These spaces are perhaps the most canonical choice of weak cusp space, see [BH20]. The first main result of this paper is that given a relatively Anosov representation and any Groves–Manning cusp space, one can always construct families of norms on the associated vector bundle so that the flow on the Hom bundle is exponentially contracting.

**Theorem 1.3** (see Sections 6 and 9). Suppose that $(\Gamma, \mathcal{P})$ is relatively hyperbolic and $\rho: \Gamma \to \text{SL}(d, \mathbb{K})$ is a representation. Then the following are equivalent:

1. $\rho$ is $P_k$-Anosov relative to $\mathcal{P}$,
2. there is a weak cusp space $X$ for $(\Gamma, \mathcal{P})$ such that $\rho$ is $P_k$-Anosov relative to $X$,
3. if $X$ is any Groves–Manning cusp space for $(\Gamma, \mathcal{P})$, then $\rho$ is $P_k$-Anosov relative to $X$.

**Remark 1.4.** By definition (3) $\Rightarrow$ (2) and “standard arguments” (e.g. as in [Can22]) from the theory of Anosov representations imply that (2) $\Rightarrow$ (1). So the new content in Theorem 1.3 is that (1) $\Rightarrow$ (3).

**Remark 1.5.** In the “classical” word-hyperbolic case, the flow space, $\mathcal{G}(X)$, used in Theorem 1.3 is slightly different than the construction in [GW12]. In particular, in their paper they consider a bundle over the “geodesic flow space” of a word-hyperbolic group, which informally is the quotient of the space of geodesics in Cayley graph where geodesic lines joining the same points at infinity are identified. The construction of this geodesic flow space is somewhat technical, see [Cha94, Min05], and one observation in this work is that it is not necessary to use this construction to obtain many of the basic properties of Anosov representations like stability, quasi-isometric embeddings, and Hölder regularity of the boundary maps.
As an application of Theorem 1.3, we can use standard dynamical arguments to prove a relative stability result. We note that for representations of relatively hyperbolic groups, being relatively Anosov is not an open condition. For instance, suppose \( \Gamma = \langle a, b \rangle \leq \text{PSL}(2, \mathbb{R}) \) is a geometrically finite free group where \( b \) is parabolic. Fix lifts \( \tilde{a}, \tilde{b} \in \text{SL}(2, \mathbb{R}) \) of \( a, b \), then consider the representations \( \rho_t : \Gamma \to \text{SL}(4, \mathbb{R}) \) defined by \( \rho_t(a) = \text{id}_2 \oplus \tilde{a} \) and \( \rho_t(b) = \begin{pmatrix} 1 & t \\ 0 & 1 \end{pmatrix} \oplus \tilde{b} \).

Then \( \rho_0 \) is \( P_1 \)-Anosov relative to \( P := \{ \langle b \rangle \} \), but \( \rho_t \) is not when \( t \neq 0 \).

To avoid examples like these, given a representation \( \rho_0 : \Gamma \to \text{SL}(d, \mathbb{K}) \) of a relatively hyperbolic group \( (\Gamma, P) \), we let \( \text{Hom}_{\rho_0}(\Gamma, \text{SL}(d, \mathbb{K})) \) denote the set of representations \( \rho : \Gamma \to \text{SL}(d, \mathbb{K}) \) such that for each \( P \in P \), the representations \( \rho|_P \) and \( \rho_0|_P \) are conjugate.

**Theorem 1.6** (see Section 12). Suppose that \( (\Gamma, P) \) is relatively hyperbolic and \( X \) is a weak cusp space for \( (\Gamma, P) \). If \( \rho_0 : \Gamma \to \text{SL}(d, \mathbb{K}) \) is \( P_k \)-Anosov relative to \( X \), then there exists an open neighborhood \( O \) of \( \rho_0 \) in \( \text{Hom}_{\rho_0}(\Gamma, \text{SL}(d, \mathbb{K})) \) such that every representation in \( O \) is \( P_k \)-Anosov relative to \( X \).

Moreover:

1. If \( \xi_\rho \) is the Anosov boundary map of \( \rho \in O \), then the map \( (\rho, x) \in O \times \partial(\Gamma, P) \mapsto \xi_\rho(x) \in \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d) \) is continuous.

2. If \( h : M \to O \) is a real-analytic family of representation and \( x \in \partial(\Gamma, P) \), then the map \( u \in M \mapsto \xi_{h(u)}(x) \in \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d) \) is real-analytic.

In the special case when \( \Gamma \) is a geometrically finite Fuchsian group, Theorem 1.6 was established in [CZZ22a] and using the characterization in Theorem 1.3 the argument from [CZZ22a] can be refined to work in the general case.

As mentioned above, in recent work, Weisman [Wei22] introduces a new class of representations of relatively hyperbolic groups called extended geometrically finite representations which includes the class of relatively Anosov representations. For this class of representations, Weisman proves a general stability result which implies, in the context of Theorem 1.6 that being \( P_k \)-Anosov relative to \( P \) is an open condition in \( \text{Hom}_{\rho_0}(\Gamma, \text{SL}(d, \mathbb{K})) \). In the general setting Weisman considers, the “moreover” part of Theorem 1.6 is not true (see [Wei22, Th. 1.4]).

It seems unlikely to us that the contracting flow approach of this paper can be used in the general setting considered by Weisman. However, in the setting of relatively Anosov representations it seems like this approach is better suited to extracting quantitative stability results, for instance the quasi-isometry and Hölder regularity results in Theorems 1.7 and 1.12 below.

1.3. Quantitative estimates on singular values and eigenvalues. Using the flow space characterization, we can obtain quantitative estimates on singular values and eigenvalues.

Given \( g \in \text{SL}(d, \mathbb{K}) \) let

\[ \lambda_1(g) \geq \cdots \geq \lambda_d(g) \]
denote the absolute values of the eigenvalues of $g$ and let
$$
\mu_1(g) \geq \cdots \geq \mu_d(g)
$$
denote the singular values of $g$.

Also, given a metric space $X$ and an isometry $g \in \text{Isom}(X)$ we define
$$
\ell_X(g) := \lim_{n \to \infty} \frac{1}{n} d_X(g^n(x_0), x_0)
$$
where $x_0 \in X$ is some (any) point.

**Theorem 1.7** (see Sections 6 and 12.2). If $(\Gamma, \mathcal{P})$ is relatively hyperbolic, $X$ is a Groves–Manning cusp space for $(\Gamma, \mathcal{P})$, $x_0 \in X$, and $\rho: \Gamma \to \text{SL}(d, \mathbb{K})$ is $P_k$-Anosov relative to $\mathcal{P}$, then:

- There exist $\alpha, \beta > 0$ such that: if $\gamma \in \Gamma$, then
  $$
  -\beta + \alpha \ell_X(\gamma(x_0), x_0) \leq \log \frac{\mu_k}{\mu_{k+1}}(\rho(\gamma))
  $$
  and
  $$
  \alpha \ell_X(\gamma) \leq \log \frac{\lambda_k}{\lambda_{k+1}}(\rho(\gamma)).
  $$
  Moreover, we can choose $\alpha, \beta$ to be constant on a sufficiently small neighborhood of $\rho$ in $\text{Hom}_p(\Gamma, \text{SL}(d, \mathbb{K}))$.

- For any $p_0$ in the symmetric space $\text{SL}(d, \mathbb{K})/\text{SU}(d, \mathbb{K})$ the orbits $\Gamma(x_0)$ and $\rho(\Gamma)(p_0)$ are quasi-isometric. Further, the quasi-isometry constants can be chosen to be constant on a sufficiently small neighborhood of $\rho$ in $\text{Hom}_p(\Gamma, \text{SL}(d, \mathbb{K}))$.

The fact that orbits in a Groves–Manning cusp space and the symmetric space $\text{SL}(d, \mathbb{K})/\text{SU}(d, \mathbb{K})$ are quasi-isometric is somewhat surprising since one can construct weak cusp spaces $X'$ for $(\Gamma, \mathcal{P})$ where the $\Gamma$ orbits in $X'$ are not quasi-isometric to the $\Gamma$ orbits in a Groves–Manning cusp space (this follows from the proof of Theorem B in [Hea20]).

We also note that the singular value gap estimate in Theorem 1.7 and well-known distance estimates for Groves–Manning cusp spaces, see Proposition 3.9 below, imply the following growth condition for the peripheral subgroups.

**Corollary 1.8.** Suppose that $(\Gamma, \mathcal{P})$ is relatively hyperbolic and $\rho: \Gamma \to \text{SL}(d, \mathbb{K})$ is $P_k$-Anosov relative to $\mathcal{P}$. Then for every $P \in \mathcal{P}$ and finite symmetric generating set $S$ of $P$ there exist $\alpha, \beta > 0$ such that
$$
-\beta + \alpha \log |\gamma|_S \leq \log \frac{\mu_k}{\mu_{k+1}}(\rho(\gamma))
$$
for all $\gamma \in P$.

As a further corollary, Theorem 1.7 implies the following equivalence between relatively Anosov representations (in the sense of Definition 1.1) and the relatively dominated representations introduced by the first author in [Zhu21a]. This equivalence was previously known assuming some technical assumptions on the peripheral subgroups (which now follow from Theorem 1.7).

**Corollary 1.9** (see Corollary 4.7). Suppose that $(\Gamma, \mathcal{P})$ is relatively hyperbolic and $\rho: \Gamma \to \text{SL}(d, \mathbb{K})$ is a representation. Then the following are equivalent:

1. $\rho$ is $P_k$-Anosov relative to $\mathcal{P}$.
2. $\rho$ is $P_k$-dominated relative to $\mathcal{P}$ in the sense of [Zhu21a].
1.4. Locally uniform norms. In the relatively hyperbolic case, the space \( \hat{\mathcal{G}}(X) \) will be non-compact and thus it is possible for a metric on the vector bundle \( \hat{E}_\rho(X) \to \hat{\mathcal{G}}(X) \) to be quite badly behaved.

We introduce subclasses of relatively Anosov representation based on the regularity properties of the metric on the bundle. The following technical definition is inspired by the so-called admissible metrics studied in \[KLi18\] Def. 5.17.

**Definition 1.10.** Suppose that \((\Gamma, \mathcal{P})\) is relatively hyperbolic, \(X\) is a weak cusp space for \((\Gamma, \mathcal{P})\), and \(\rho: \Gamma \to \text{SL}(d, \mathbb{K})\) is a representation. A metric \(\|\cdot\|\) on \(\hat{E}_\rho(X) \to \hat{\mathcal{G}}(X)\) is *locally uniform* if its lift to \(\mathcal{G}(X) \times \mathbb{K}^d \to \mathcal{G}(X)\) has the following property:

- For any \(r > 0\) there exists \(L_r > 1\) such that:
  \[
  \frac{1}{L_r} \|\cdot\|_{\sigma_1} \leq \|\cdot\|_{\sigma_2} \leq L_r \|\cdot\|_{\sigma_1}
  \]
  for all \(\sigma_1, \sigma_2 \in \mathcal{G}(X)\) with \(d_X(\sigma_1(0), \sigma_2(0)) \leq r\).

**Definition 1.11.** Suppose that \((\Gamma, \mathcal{P})\) is relatively hyperbolic and \(\rho: \Gamma \to \text{SL}(d, \mathbb{K})\) is \(P_k\)-Anosov relative to \(\mathcal{P}\). If \(X\) is a weak cusp space for \((\Gamma, \mathcal{P})\), then \(\rho\) is uniformly \(P_k\)-Anosov relative to \(X\) if there exists a locally uniform metric \(\|\cdot\|\) on \(\hat{E}_\rho(X) \to \hat{\mathcal{G}}(X)\) such that the flow \(\psi^t\) on \(\text{Hom}(\hat{\mathbb{E}}^{d-k}, \hat{\Theta}^k)\) is exponentially contracting (with respect to the associated operator norms).

The next theorem will show that uniformly Anosov representations are very nicely behaved. In particular, there is an equivariant quasi-isometric embedding of the entire weak cusp space into the symmetric space and the boundary map is Hölder regular relative to any visual metric on the Bowditch boundary and Riemannian distance on the Grassmanian.

In Example 2.2 we will describe a relatively Anosov representation which is not uniform relative to any Groves–Manning cusp space, but is uniform relative to some weak cusp space. This shows that there is value in studying bundles associated to general weak cusp spaces and in future work we will further explore how to select the “best” weak cusp space to study a given relatively Anosov representation.

**Theorem 1.12** (see Sections 11 and 12.3). Suppose that \((\Gamma, \mathcal{P})\) is relatively hyperbolic, \(X\) is a weak cusp space for \((\Gamma, \mathcal{P})\), and \(\rho_0: \Gamma \to \text{SL}(d, \mathbb{K})\) is uniformly \(P_k\)-Anosov relative to \(X\). Then there exists an open neighborhood \(\mathcal{O} \subset \text{Hom}_{\rho_0}(\Gamma, \text{SL}(d, \mathbb{K}))\) of \(\rho_0\) where every \(\rho \in \mathcal{O}\) is uniformly \(P_k\)-Anosov relative to \(X\).

Moreover:

1. If \(\rho \in \mathcal{O}\), then there exists a \(\rho\)-equivariant quasi-isometric embedding
   \[X \to \text{SL}(d, \mathbb{K})/\text{SU}(d, \mathbb{K}).\]

   Further, the quasi-isometry constants can be chosen to be constant on \(\mathcal{O}\).

2. If \(\rho \in \mathcal{O}\), then the Anosov boundary map
   \[\xi_\rho: \partial_\infty X \to \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)\]
   is Hölder relative to any visual metric on \(\partial_\infty X\) and any Riemannian distance on \(\text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)\). Further, the Hölder constants can be chosen to be constant on \(\mathcal{O}\).

Part (1) of Theorem 11.12 shows that uniformly relatively Anosov representations are similar to the relatively Morse representations introduced in \[KL18\]. In fact, in Section 11 we will show that the two notions essentially coincide.
1.5. Outline of the paper and proofs.

1.5.1. Expository sections. Sections 2, 3, and 4 are expository in nature. In Section 2, we describe some of the examples of (uniformly) relatively Anosov representations that we construct in the sequel to this paper. Section 3 is devoted to describing the background material needed for our proofs. Section 4 is devoted to some basic observations about Definition 1.1. In particular, we explain why this definition is equivalent to one of Kapovich-Leeb’s notion of relatively Anosov representations and we also describe why the main results of this paper imply that Definition 1.1 is equivalent to the notion of relatively Anosov representations introduced by the first author in Zhu21a.

1.5.2. Weakly unipotent groups. Sections 5, 7, and 8 are devoted to studying weakly unipotent groups, that is a linear group where every element \( g \) in the group satisfies

\[
\lambda_1(g) = \cdots = \lambda_d(g) = 1.
\]

(recall that the \( \lambda_j(g) \) denote the absolute values of the eigenvalues of \( g \)).

In Proposition 4.2 we observe that the image of a peripheral subgroup under a relatively Anosov representation is always a weakly unipotent group. A key part of this paper is developing some structure theory for weakly unipotent discrete groups and in particular establishing singular value estimates in terms of word length.

In Section 5, we establish the following characterization of representations of relatively hyperbolic groups whose images of peripherals subgroups are weakly unipotent.

**Proposition 1.13** (see Proposition 5.1). Suppose that \((\Gamma, \mathcal{P})\) is relatively hyperbolic, \(X\) is a Groves–Manning cusp space for \((\Gamma, \mathcal{P})\), and \(\rho: \Gamma \to \text{SL}(d, \mathbb{K})\) is a representation. Then the following are equivalent:

1. \(\rho(P)\) is weakly unipotent for every \(P \in \mathcal{P}\).
2. For any \(x_0 \in X\), there exist \(\alpha, \beta > 0\) such that

\[
\log \frac{\mu_1}{\mu_d}(\rho(\gamma)) \leq \alpha d_X(\gamma(x_0), x_0) + \beta
\]

for all \(\gamma \in \Gamma\).

Note that Proposition 4.2 implies that the estimate in Equation (1) holds for relatively Anosov representations.

The image of a relative \(P_k\)-Anosov representation is \(P_k\)-divergent, that is for any escaping sequence \((g_n)_{n \geq 1}\) in the image, the ratio \(\frac{\mu_k}{\mu_{k+1}}(g_n)\) converges to infinity (see Observation 3.10). In Section 8, we study the structure of weakly unipotent discrete groups and in particular establish the following uniform growth condition on a \(P_k\)-divergent discrete weakly unipotent group.

**Theorem 1.14** (see Theorem 8.1). Suppose that \(\Gamma \leq \text{SL}(d, \mathbb{R})\) is a weakly unipotent discrete group. If \(\Gamma\) is \(P_k\)-divergent and \(S\) is a finite symmetric generating set of \(\Gamma\), then there exist \(\alpha, \beta > 0\) such that

\[
\log \frac{\mu_k}{\mu_{k+1}}(\gamma) \geq \alpha \log |\gamma|_S + \beta
\]

for all \(\gamma \in \Gamma\).
The proof of this estimate relies on studying real rational functions \( R : \mathbb{R}^d \to \mathbb{R} \) which extend continuously to all of \( \mathbb{R}^d \) and uses a recent version of the Nullstellensatz for such functions established in [FHMM16], see Section 7 for details.

1.5.3. **Proof of Theorem 1.5** As mentioned in Remark 1.4, the implication (3) \( \Rightarrow \) (2) is by definition, and “standard arguments” (e.g. as in [Can22]) imply that (2) \( \Rightarrow \) (1). In Section 6 we explain these standard arguments.

The proof that (1) \( \Rightarrow \) (3) is considerably more complicated and involves carefully constructing norms on the fibers above the “cusps” in the flow space. This is accomplished in Section 9 and requires the singular value estimate in Theorem 1.14.

1.5.4. **Proof of Theorem 1.6** We prove Theorem 1.6 in Section 12. The proof has three main steps, the first two closely follow the arguments in [CZZ22a] for geometrically finite Fuchsian groups while the third is more complicated due to the more general setting.

1.5.5. **Proof of Theorem 1.7** We prove Theorem 1.7 for a single representation in Section 6. Showing that the orbits are quasi-isometric requires the estimate in Equation (1). Later in Section 12.2 we explain why the proof of Theorem 1.6 implies that the constants can be chosen to be constant under sufficiently small type-preserving deformations.

1.5.6. **Proof of Theorem 1.12** We prove Theorem 1.12 for a single representation in Section 10. Later in Section 12.3 we explain why the proof of Theorem 1.6 implies that the constants can be chosen to be constant under sufficiently small type-preserving deformations.

1.5.7. **The appendices.** In Appendix A we prove some linear algebra observations which are stated in Sections 3.6 and 3.7. In Appendix B we prove some (probably well-known) facts about Gromov-hyperbolic metric spaces.
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## 2. Examples

In this section we summarize some results from the sequel to this paper, where we will explore a variety of particular examples.

### 2.1. Representations of geometrically finite groups.

Suppose \( X \) is a negatively-curved symmetric space and let \( \mathbb{G} := \text{Isom}_0(X) \), the connected component of the identity in the isometry group of \( X \). Let \( \partial_\infty X \) denote the geodesic boundary of \( X \). Then given a discrete group \( \Gamma \leq \mathbb{G} \), let \( \Lambda_X(\Gamma) \subseteq \partial_\infty X \) denote the limit set of \( \Gamma \) and let \( \mathcal{C}_X(\Gamma) \) denote the convex hull of the limit set in \( X \).

When \( \Gamma \leq \mathbb{G} \) is geometrically finite, we will let \( \mathcal{P}(\Gamma) \) denote a set of representatives of the conjugacy classes of maximal parabolic subgroups in \( \Gamma \). Then \( (\Gamma, \mathcal{P}(\Gamma)) \) is relatively hyperbolic and \( \mathcal{C}_X(\Gamma) \) is a weak cusp space for \( (\Gamma, \mathcal{P}(\Gamma)) \).

We will observe that restricting a proximal linear representation of \( \mathbb{G} \) to a geometrically finite subgroup produces a uniformly relatively Anosov representation.
Proposition 2.1 ([Z22, Prop. 1.7]). Suppose that \( \tau : G \to \text{SL}(d, \mathbb{K}) \) is \( P_k \)-proximal (i.e. \( \tau(G) \) contains a \( P_k \)-proximal element). If \( \Gamma \leq G \) is geometrically finite, then \( \rho := \tau|_\Gamma \) is uniformly \( P_k \)-Anosov relative to \( C_X(\Gamma) \).

In the context of Proposition 2.1 we can obtain additional examples by starting with the representation \( \rho_0 := \tau|_\Gamma \) and deforming it in \( \text{Hom}_{\rho_0}(\Gamma, \text{SL}(d, \mathbb{K})) \). By Theorem 1.6 any sufficiently small deformation will be a relatively Anosov representation.

Using Proposition 2.1 we will also construct the following example.

Example 2.2 ([Z22, Ex. 1.8]). Let \( X := \mathbb{H}_c^2 \) denote complex hyperbolic 2-space. There exists a geometrically finite subgroup \( \Gamma \leq \text{Isom}_0(X) \) and a representation \( \rho : \Gamma \to \text{SL}(3, \mathbb{C}) \) which is uniformly \( P_1 \)-Anosov relative to \( C_X(\Gamma) \), but not uniformly \( P_1 \)-Anosov relative to any Groves–Manning cusp space for \( (\Gamma, P(\Gamma)) \).

We can relax the condition in Proposition 2.1 to only assuming that the representation extends on each peripheral subgroup. More precisely, if \( \Gamma \leq G \) is geometrically finite and \( \rho : \Gamma \to \text{SL}(d, \mathbb{K}) \) is \( P_k \)-Anosov relative to \( P(\Gamma) \), then we say that \( \rho \) has almost homogeneous cusps if there exists a finite cover \( \tilde{\Gamma} \) such that for each \( P \in P(\Gamma) \) there is a representation \( \tau_P : \tilde{\Gamma} \to \text{SL}(d, \mathbb{K}) \) where
\[
\{ \tau_P(g)(\rho \circ \tau)(g)^{-1} : g \in \pi^{-1}(P) \}
\]
is relatively compact in \( \text{SL}(d, \mathbb{K}) \). This technical definition informally states that the representation restricted to each peripheral subgroup extends to a representation of \( G \).

Theorem 2.3 ([Z22, Th. 1.9]). Suppose that \( \Gamma \leq G \) is geometrically finite and \( \rho : \Gamma \to \text{SL}(d, \mathbb{K}) \) is \( P_k \)-Anosov relative to \( P(\Gamma) \). If \( \rho \) has almost homogeneous cusps, then \( \rho \) is uniformly \( P_k \)-Anosov relative to \( C_X(\Gamma) \).

Proposition 3.6 in [CZZ22a] implies that every relatively Anosov representation of a geometrically finite Fuchsian group has almost homogeneous cusps and hence is uniform. This also follows from the construction of canonical norms in [CZZ22a, Sec. 3.1].

Corollary 2.4 ([Z22, Cor. 1.10]). If \( X = \mathbb{H}_R^2 \) is real hyperbolic 2-space, \( \Gamma \leq \text{Isom}_0(X) \) is geometrically finite, and \( \rho : \Gamma \to \text{SL}(d, \mathbb{K}) \) is \( P_k \)-Anosov relative to \( P(\Gamma) \), then \( \rho \) is uniformly \( P_k \)-Anosov relative to \( C_X(\Gamma) \).

2.2. Visible subgroups in real projective geometry. We will also apply our general results to the setting of convex real projective geometry.

Given a properly convex domain \( \Omega \subset \mathbb{P}(\mathbb{R}^d) \), the automorphism group of \( \Omega \), denoted \( \text{Aut}(\Omega) \), is the subgroup of \( \text{PGL}(d, \mathbb{R}) \) which preserves \( \Omega \). The limit set of a subgroup \( \Gamma \leq \text{Aut}(\Omega) \) is defined to be
\[
\Lambda_\Omega(\Gamma) := \partial \Omega \cap \bigcup_{p \in \Omega} \overline{\Gamma(p)}.
\]
Following [CZZ22a], we say that \( \Gamma \) is a visible subgroup of \( \text{Aut}(\Omega) \) if

1. for all \( p, q \in \Lambda_0(\Gamma) \) distinct, the open line segment in \( \overline{\Gamma(p)} \) joining \( p \) to \( q \) is contained in \( \Omega \).
2. every point in \( \Lambda_\Omega(\Gamma) \) is a \( C^1 \)-smooth point of \( \partial \Omega \).
A visible subgroup acts as a convergence group on its limit set and if, in addition, the action on the limit set is geometrically finite then the inclusion representation is relatively $P_1$-Anosov (these assertions follow from [CZZ22, Prop. 3.5]).

Using the methods in [DGK17] and [Zim21], we will construct the following examples.

**Proposition 2.5 ([ZZ22, Prop. 1.16]).** Suppose that $X$ is a negatively-curved symmetric space which is not isometric to real hyperbolic 2-space and $G := \text{Isom}_0(X)$. If $\tau : G \to \text{PGL}(d, \mathbb{R})$ is $P_1$-proximal, then there exists a properly convex domain $\Omega \subset \mathbb{P}(\mathbb{R}^d)$ where $\tau(G) \leq \text{Aut}(\Omega)$ and if $\Gamma \leq G$ is geometrically finite, then $\tau(\Gamma) \leq \text{Aut}(\Omega)$ is a visible subgroup which acts geometrically finitely on its limit set.

As an application of Theorem 1.6, we will prove the following stability result.

**Theorem 2.6 ([ZZ22, Cor. 1.15]).** Suppose that $\Gamma \leq \text{Aut}(\Omega)$ is a visible subgroup acting geometrically finitely on its limit set and $\iota : \Gamma \hookrightarrow \text{PGL}(d, \mathbb{R})$ is the inclusion representation. Then there is an open neighborhood $O \subset \text{Hom}(\iota(\Gamma), \text{PGL}(d, \mathbb{R}))$ of $\iota$ such that: if $\rho \in O$, then there exists a properly convex domain $\Omega_\rho \subset \mathbb{P}(\mathbb{R}^d)$ where $\rho(\Gamma) \leq \text{Aut}(\Omega_\rho)$ is a visible subgroup acting geometrically finitely on its limit set.

**Remark 2.7.** For other stability results in the context of convex real projective geometry, see [Kos68, Ben05, Mar10, CLT18, Cho].

3. Preliminaries

3.1. Ambiguous notation. Here we fix any possibly ambiguous notation.

- We let $\|\cdot\|_2$ denote the standard Euclidean norm on $\mathbb{K}^d$ and let $e_1, \ldots, e_d$ denote the standard basis of $\mathbb{K}^d$.
- A metric $\|\cdot\|$ on a vector bundle $V \to B$ is a continuous varying family of norms on the fibers each of which is induced by an inner product.
- Given a metric space $X$, we will use $B_X(p, r)$ to denote the open ball of radius $r$ centered at $p \in X$ and $N_X(A, r)$ to denote the $r$-neighborhood of a subset $A \subset X$.
- Given functions $f, g : S \to \mathbb{R}$ we write $f \lesssim g$ or equivalently $g \gtrsim f$ if there exists a constant $C > 0$ such that $f(s) \leq C g(s)$ for all $s \in S$. If $f \lesssim g$ and $g \lesssim f$, then we write $f \asymp g$.
- Except where otherwise specified, all logarithms are taken to base $e$.
- Note that constants often carry over between statements in the same section, but not across sections.

3.2. Convergence groups. When $M$ is a compact perfect metrizable space, a subgroup $\Gamma \leq \text{Homeo}(M)$ is called a convergence group if for every sequence $(\gamma_n)_{n \geq 1}$ of distinct elements in $\Gamma$, there exist $x, y \in M$ and a subsequence $(\gamma_{n_i})_{i \geq 1}$ such that $\gamma_{n_i} |_{M \setminus \{y\}}$ converges locally uniformly to the constant map $x$. In this case, an element of $\Gamma$ is either

- **elliptic**, that is it has finite order,
- **parabolic**, that is it has infinite order and fixes exactly one point in $M$, or
- **loxodromic**, that is it has infinite order and fixes exactly two points in $M$.

Parabolic and loxodromic elements have the following behavior:
(1) If \( g \in \Gamma \) is parabolic and \( x \) is the unique fixed point of \( g \), then
\[
\lim_{n \to \pm\infty} g^n(y) = x
\]
for all \( y \in M \setminus \{x\} \).

(2) If \( g \in \Gamma \) is loxodromic, then it is possible to label the fixed points of \( g \) as \( x^+, x^- \) so that
\[
\lim_{n \to \pm\infty} g^n(y) = x^\pm
\]
for all \( y \in M \setminus \{x^\pm\} \).

In both cases, the limits are locally uniform.

3.3. Relatively hyperbolic groups. We now recall the definition of relatively hyperbolic groups. There are a number of equivalent definitions, here we give one based on the action of the group on a suitable boundary space. For more background and other definitions see [Bow12, GM08, Osi06, Yam04, DS05].

Suppose that \( M \) is a compact perfect metrizable space and \( \Gamma \leq \text{Homeo}(M) \) is a convergence group, then:

- A point \( x \in M \) is a conical limit point if there exist \( a, b \in M \) distinct and a sequence \( (\gamma_n)_{n \geq 1} \) in \( \Gamma \) such that \( \gamma_n(x) \to a \) and \( \gamma_n(y) \to b \) for any \( y \in M \setminus \{x\} \).
- A infinite order subgroup \( H \leq \Gamma \) is parabolic if it fixes some point of \( M \) and each infinite order element in \( H \) is parabolic. The fixed point of a parabolic subgroup is called a parabolic point.
- A parabolic point \( x \in M \) is bounded if the quotient \( \text{Stab}_\Gamma(x) \setminus (M \setminus \{x\}) \) is compact.

Finally, \( \Gamma \) is called a geometrically finite convergence group if every point in \( M \) is either a conical limit point or a bounded parabolic point.

**Definition 3.1.** Given a finitely generated group \( \Gamma \) and a collection \( \mathcal{P} \) of finitely generated infinite subgroups, we say that \( \Gamma \) is hyperbolic relative to \( \mathcal{P} \), or that \( (\Gamma, \mathcal{P}) \) is relatively hyperbolic, if \( \Gamma \) acts on a compact perfect metrizable space \( M \) as a geometrically finite convergence group and the maximal parabolic subgroups are exactly the set
\[
\mathcal{P}^\Gamma := \{ \gamma P \gamma^{-1} : P \in \mathcal{P}, \gamma \in \Gamma \}.
\]

**Remark 3.2.** Notice that by definition we assume that a relatively hyperbolic group is non-elementary (i.e. \( M \) is infinite) and finitely generated.

By a theorem of Bowditch [Bow12], given a relatively hyperbolic group \( (\Gamma, \mathcal{P}) \), any two compact perfect metrizable spaces satisfying Definition 3.1 are \( \Gamma \)-equivariantly homeomorphic. This unique topological space is then denoted by \( \partial(\Gamma, \mathcal{P}) \) and called the **Bowditch boundary of** \( (\Gamma, \mathcal{P}) \).

If a group \( \Gamma \) acts properly discontinuously and by isometries on a proper geodesic Gromov-hyperbolic metric space \( X \), then the action of \( \Gamma \) on the Gromov boundary \( \partial_\infty X \) is a convergence group action [Bow99]. As the next definition and theorem make precise, one can always assume that the space \( M \) in Definition 3.1 is the boundary of such a metric space.

**Definition 3.3.** Suppose that \( (\Gamma, \mathcal{P}) \) is relatively hyperbolic and \( \Gamma \) acts properly discontinuously and by isometries on a proper geodesic Gromov-hyperbolic metric space \( X \). If
(1) $\partial_\infty X$ satisfies Definition 3.1 and
(2) every point in $X$ is within a uniformly bounded distance of a geodesic line, then $X$ is a weak cusp space for $(\Gamma, \mathcal{P})$.

By work of Bowditch [Bow12] (also see the exposition in [BH20, Section 3]), one can alternatively define weak cusp spaces in terms of the action of $\Gamma$ on $X$.

The main result in [Yam04] implies the following.

**Theorem 3.4.** Any relatively hyperbolic group has a weak cusp space.

For future use, we note that condition (2) in Definition 3.3 implies the following stronger density result for geodesic lines.

**Proposition 3.5.** Suppose that $(\Gamma, \mathcal{P})$ is relatively hyperbolic and $X$ is a weak cusp space for $(\Gamma, \mathcal{P})$. Then there exists $R > 0$ such that: for any $p, q \in X$ there is a geodesic line $\sigma : \mathbb{R} \to X$ with $p, q \in \mathcal{N}_X(\sigma, R)$.

**Proof.** This follows from Lemma B.3. □

The Bowditch boundary $\partial(\Gamma, \mathcal{P})$ can be used to compactify $\Gamma$ by saying that a sequence $(\gamma_n)_{n \geq 1}$ in $\Gamma$ converges to $x \in \partial(\Gamma, \mathcal{P})$ if for every subsequence $(\gamma_{n_j})_{j \geq 1}$ there exist $y \in \partial(\Gamma, \mathcal{P})$ and a further subsequence $(\gamma_{n_{jk}})_{k \geq 1}$ such that $\gamma_{n_{jk}}|_{M \setminus \{y\}}$ converges locally uniformly to the constant map $x$. In this case we write $\gamma_n \to x$.

If we identify $\partial(\Gamma, \mathcal{P})$ with the Gromov boundary $\partial_\infty X$ of a weak cusp space $X$, then $\gamma_n \to x$ if and only if $\gamma_n(p) \to x$ for some (any) $p \in X$.

### 3.4. The Groves–Manning cusp space

A relatively hyperbolic group can have non-quasi-isometric weak cusp spaces, see [Hea20], but perhaps the most canonical is a construction due to Groves–Manning. As we describe below, this is obtained by attaching combinatorial horoballs to the standard Cayley graph.

**Definition 3.6.** Suppose $Y$ is a graph with the simplicial distance $d_Y$. The combinatorial horoball $H(Y)$ is the graph, also equipped with the simplicial distance, that has vertex set $Y(0) \times \mathbb{N}$ and two types of edges:

- **vertical edges** joining vertices $(v, n)$ and $(v, n + 1)$,
- **horizontal edges** joining vertices $(v, n)$ and $(w, n)$ when $d_Y(v, w) \leq 2^{n-1}$.

**Definition 3.7.** Suppose that $(\Gamma, \mathcal{P})$ is relatively hyperbolic. A finite symmetric generating set $S \subset \Gamma$ is adapted if $S \cap P$ is a generating set of $P$ for every $P \in \mathcal{P}$. Given such an $S$, we let $C(\Gamma, S)$ and $C(P, S \cap P)$ denote the associated Cayley graphs. Then the associated Groves–Manning cusp space, denoted $C_{GM}(\Gamma, \mathcal{P}, S)$, is obtained from the Cayley graph $C(\Gamma, S)$ by attaching, for each $P \in \mathcal{P}$ and $\gamma \in \Gamma$, a copy of the combinatorial horoball $H(\gamma C(P, S \cap P))$ by identifying $\gamma C(P, S \cap P)$ with the $n = 1$ level of $H(\gamma C(P, S \cap P))$.

**Theorem 3.8** ([GM08, Th. 3.25]). If $(\Gamma, \mathcal{P})$ is relatively hyperbolic and $S$ is an adapted finite generating set, then $C_{GM}(\Gamma, \mathcal{P}, S)$ is a weak cusp space for $(\Gamma, \mathcal{P})$.

We will use the following well-known distance estimate in the Groves–Manning cusp space.
Proof. For \( X \) generating set, and \( P \) that: if \( \text{Proposition 3.9.} \)

Suppose that \( (\Gamma, \mathcal{P}) \) is relatively hyperbolic, \( S \) is an adapted finite generating set, and \( X := C_{GM}(\Gamma, \mathcal{P}, S) \). For any \( x_0 \in X \) there exists \( \beta > 0 \) such that: if \( P \in \mathcal{P} \) and \( g \in P \setminus \{\text{id}\} \), then

\[
-\beta + 2 \log_2 |g|_{S \cap \mathcal{P}} \leq d_X(g(x_0), x_0) \leq \beta + 2 \log_2 |g|_{S \cap \mathcal{P}}.
\]

By \( \text{GM08\, Lem. 3.26} \) there exists \( \delta \geq 1 \) such that each \( \mathcal{H}_P(\delta) \) is geodesically convex in \( X \).

It suffices to consider the case when \( x_0 = \text{id}. \) Fix \( P \in \mathcal{P} \) and \( g \in P \setminus \{\text{id}\} \). For the upper bound, let \( n := 1 + |\log_2 |g|_{S \cap \mathcal{P}}| \). Then

\[
d_X(g, \text{id}) \leq 2(n - 1) + d_X((g, n), (\text{id}, n)) \leq 2n - 1 \leq 3 + 2 \log_2 |g|_{S \cap \mathcal{P}}.
\]

To prove the lower bound we use \( \text{GM08\, Lem. 3.10} \), which implies that there exists a geodesic in \( \mathcal{H}_P(\delta) \) joining \( (\text{id}, \delta) \) to \( (g, \delta) \) which consists of \( m \) vertical edges, followed by no more than three horizontal edges, followed by \( m \) vertical edges. Then

\[
d_X(g, \text{id}) \geq d_X((g, \delta), (\text{id}, \delta)) - 2\delta \geq 2m - 2\delta
\]

\[
\geq -2 \log_2 (3) + 2 - 2\delta + 2 \log_2 |g|_{S \cap \mathcal{P}}.
\]

Since \( \delta \) is independent of \( P \) and \( g \), this completes the proof.

3.5. The geometry of the Grassmanians. Throughout the paper, we will let \( d_{P(\mathbb{K}^d)} \) denote the angle distance on \( P(\mathbb{K}^d) \), that is: if \( \langle \cdot, \cdot \rangle \) is the standard Euclidean inner product on \( \mathbb{K}^d \), then

\[
d_{P(\mathbb{K}^d)}([v], [w]) = \cos^{-1} \left( \frac{|\langle v, w \rangle|}{\sqrt{|\langle v, v \rangle|} \sqrt{|\langle w, w \rangle|}} \right)
\]

for all non-zero \( v, w \in \mathbb{K}^d \).

Using the Plücker embedding, we can view \( \text{Gr}_k(\mathbb{K}^d) \) as a subset of \( P(\wedge^k \mathbb{K}^d) \). Let \( d_{P(\wedge^k \mathbb{K}^d)} \) denote the angle distance associated to the inner product on \( \wedge^k \mathbb{K}^d \) which makes

\[
\{e_{i_1} \wedge \cdots \wedge e_{i_k} : i_1 < \cdots < i_k \}
\]

an orthonormal basis. We then let \( d_{\text{Gr}_k(\mathbb{K}^d)} \) denote the distance on \( \text{Gr}_k(\mathbb{K}^d) \) obtained by restricting \( d_{P(\wedge^k \mathbb{K}^d)} \).

3.6. The singular value decomposition. By the singular value decomposition, any element \( g \in \text{SL}(d, \mathbb{K}) \) can be written as \( g = ma\ell \) where \( m, \ell \in \text{SU}(d, \mathbb{K}) \) and \( a \) is a diagonal matrix with

\[
\mu_1(g) \geq \cdots \geq \mu_d(g)
\]

down the diagonal. In general this decomposition is not unique, but when \( \mu_k(g) > \mu_{k+1}(g) \) the subspace

\[
U_k(g) := m \langle e_1, \ldots, e_k \rangle
\]

is well defined. Geometrically, \( U_k(g) \) is the subspace spanned by the \( k \) largest axes of the ellipse \( g \cdot \{x \in \mathbb{K}^d : \|x\|_2 = 1\} \).

We will frequently use the following observation.
Observation 3.10. Suppose that \((g_n)_{n \geq 1}\) is a sequence in \(\text{SL}(d, \mathbb{K})\), \(V_0 \in \text{Gr}_k(\mathbb{K}^d)\), and \(W_0 \in \text{Gr}_{d-k}(\mathbb{K}^d)\). Then the following are equivalent:

1. \(g_n(V) \to V_0\) uniformly on compact subsets of
   \[
   \left\{ V \in \text{Gr}_k(\mathbb{K}^d) : V \text{ transverse to } W_0 \right\},
   \]
2. \(\mu_k(g_n) \to \infty\), \(U_k(g_n) \to V_0\), and \(U_{d-k}(g_n^{-1}) \to W_0\).

Proof. We provide a proof in Appendix A.

Lemma 3.11. Suppose that \(g, h \in \text{GL}(d, \mathbb{K})\).

1. If \(\mu_k(g) > \mu_{k+1}(g)\) and \(\mu_k(gh) > \mu_{k+1}(gh)\), then
   \[
   d_{\text{Gr}_k(\mathbb{K}^d)}(U_k(gh), U_k(g)) \leq \frac{\mu_1(h)}{\mu_d} \frac{\mu_{k+1}(g)}{\mu_k}.
   \]
2. If \(\mu_k(g) > \mu_{k+1}(g)\) and \(\mu_k(hg) > \mu_{k+1}(hg)\), then
   \[
   d_{\text{Gr}_k(\mathbb{K}^d)}(U_k(hg), hU_k(g)) \leq \frac{\mu_1(h)}{\mu_d} \frac{\mu_{k+1}(g)}{\mu_k}.
   \]

3.7. Proximal and weakly unipotent elements. An element \(g \in \text{SL}(d, \mathbb{K})\) is called \(P_k\)-proximal if \(\lambda_k(g) > \lambda_{k+1}(g)\) (recall that \(\lambda_j(g)\) denote the absolute values of the eigenvalues of \(g\) listed in decreasing order). In this case, there exists an \(g\)-invariant decomposition \(\mathbb{K}^d = V_g^+ \oplus W_g^-\) where \(\dim_{\mathbb{K}} V_g^+ = k\), \(\dim_{\mathbb{K}} W_g^- = d - k\),

\[
\lambda_j(g|V_g^+) = \lambda_j(g) \quad \text{for} \quad j = 1, \ldots, k,
\]

and

\[
\lambda_j(g|W_g^-) = \lambda_{k+j}(g) \quad \text{for} \quad j = 1, \ldots, d - k.
\]

Further,

\[
g^n(V) \to V_g^+
\]

for all \(V \in \text{Gr}_k(\mathbb{K}^d)\) transverse to \(W_g^-\). In fact, as the next observation states, this dynamical behavior characterizes proximality (see Observation 3.10).

Observation 3.12. If \(g \in \text{SL}(d, \mathbb{K})\), then the following are equivalent:

1. \(g\) is \(P_k\)-proximal,
2. there exist \(V_0 \in \text{Gr}_k(\mathbb{K}^d), W_0 \in \text{Gr}_{d-k}(\mathbb{K}^d)\) such that \(V_0 \oplus W_0 = \mathbb{K}^d\) and
   \[
   g^n(V) \to V_0
   \]

uniformly on compact subsets of \(\left\{ V \in \text{Gr}_k(\mathbb{K}^d) : V \text{ transverse to } W_0 \right\}\).

Moreover, if the above conditions are satisfied, then \(V_0 = V_g^+\) and \(W_0 = W_g^-\).

Proof. We provide a proof in Appendix A.

Recall that an element \(g \in \text{SL}(d, \mathbb{K})\) is called weakly unipotent if

\[
\lambda_1(g) = \cdots = \lambda_d(g) = 1.
\]

We also have a dynamical characterization of certain weakly unipotent elements.
Observation 3.13. Suppose that $g \in \text{SL}(d, \mathbb{K})$, $V^\pm_0 \in \text{Gr}_k(\mathbb{K}^d)$, $W^\pm_0 \in \text{Gr}_{d-k}(\mathbb{K}^d)$, and

$$g^{\pm n}V \to V^\pm_0$$

uniformly on compact subsets of $\left\{V \in \text{Gr}_k(\mathbb{K}^d) : V \text{ transverse to } W^\pm_0\right\}$. Then $g$ is weakly unipotent if and only if $V^+_0 = V^-_0$.

**Proof.** We provide a proof in Appendix A. □

3.8. The symmetric space associated to the special linear group. We will consider the symmetric space $N := \text{GL}(d, \mathbb{K})/U(d, \mathbb{K})$ normalized so that the distance is given by

$$(2) \quad d_N(gU(d, \mathbb{K}), hU(d, \mathbb{K})) = \sqrt{\sum_{j=1}^{d} (\log \mu_j(g^{-1}h))^2},$$

see [BH99, Chap. II.10] for more details. We will also consider the symmetric space $M := \text{SL}(d, \mathbb{K})/\text{SU}(d, \mathbb{K})$ which can be viewed as a totally geodesic subspace of $N$.

Recall that $N$ identifies with the space of inner products on $\mathbb{K}^d$ via $g \mapsto \langle g^{-1} \cdot, g^{-1} \cdot \rangle$. The next proposition provides an elementary description of the geodesic segment in $N$ joining two inner products and is used in the proof of Theorem 1.3.

**Proposition 3.14.** Suppose that $Q_0$ and $Q_1$ are inner products on $\mathbb{K}^d$. Then

1. There exists a basis $v_1, \ldots, v_d$ of $\mathbb{K}^d$ which is orthogonal with respect to $Q_0$ and $Q_1$.
2. There exists a smooth path $t \in [0, 1] \mapsto f(Q_0, Q_1)(t)$ of inner products joining $Q_0$ and $Q_1$ such that: if $v_1, \ldots, v_d$ is an orthogonal basis with respect to both $Q_0$ and $Q_1$, then $v_1, \ldots, v_d$ is an orthogonal basis with respect to every $f(Q_0, Q_1)(t)$ and

$$f(Q_0, Q_1)(t)(v_j, v_j) = Q_0(v_j, v_j)^{1-t}Q_1(v_j, v_j)^t$$

for every $1 \leq j \leq d$.

**Remark 3.15.** Notice that Equation (3) implies that the inner product $f(Q_0, Q_1)(t)$ depends smoothly on $Q_0$, $Q_1$, and $t$.

**Proof.** (1): Pick $g_0 \in \text{GL}(d, \mathbb{K})$ so that $Q_0 \circ g_0$ is the standard Euclidean inner product $\langle \cdot, \cdot \rangle$. By the spectral theory of Hermitian matrices, there exists a basis $w_1, \ldots, w_d$ of $\mathbb{K}^d$ which is orthonormal relative to $\langle \cdot, \cdot \rangle$ and orthogonal relative to $Q_1 \circ g_0$. Then $g_0 w_1, \ldots, g_0 w_d$ is an orthogonal basis with respect to both $Q_0$ and $Q_1$.

(2): Fix a basis $v_1, \ldots, v_d$ of $\mathbb{R}^d$ which is orthonormal with respect to $Q_0$ and orthogonal with respect to $Q_1$. By relabelling, we may assume that $Q_1(v_1, v_1) \geq Q_1(v_2, v_2) \geq \cdots \geq Q_1(v_d, v_d)$. 


Then define an inner product $Q_t$ by

$$Q_t \left( \sum_{j=1}^d \alpha_j v_j, \sum_{j=1}^d \beta_j v_j \right) = \sum_{j=1}^d \alpha_j \bar{\beta}_j Q_0(v_j, v_j)^{1-t} Q_1(v_j, v_j)^t = \sum_{j=1}^d \alpha_j \bar{\beta}_j Q_1(v_j, v_j)^t.$$  

Suppose $w_1, \ldots, w_d$ is a basis of $K^d$ which is orthogonal with respect to $Q_0$ and $Q_1$. We claim that Equation (3) holds. By scaling we can assume that $w_1, \ldots, w_d$ is orthonormal with respect to $Q_0$ and by relabelling we may assume that

$$Q_1(w_1, w_1) \geq Q_1(w_2, w_2) \geq \cdots \geq Q_1(w_d, w_d).$$

Then $Q_1(v_j, v_j) = Q_1(w_j, w_j)$ for all $j$. Also,

$$w_j = \sum_{k=1}^d \alpha_{j,k} v_k$$

where $\sum_{k=1}^d |\alpha_{j,k}|^2 = 1$ and $\alpha_{j,k} \neq 0$ implies that $Q_1(w_j, w_j) = Q_1(v_k, v_k)$. Hence

$$Q_t(w_j, w_j) = \sum_{k=1}^d |\alpha_{j,k}|^2 Q_1(v_k, v_k)^t = \sum_{k=1}^d |\alpha_{j,k}|^2 Q_1(w_j, w_j)^t = Q_1(w_j, w_j)^t.$$  

So $f(Q_0, Q_1)(t) := Q_t$ satisfies part (2).  

4. **Definition 1.1** remarks and variations

In this section we record some basic properties of the representations introduced in Definition 1.1 and their connections to previous relative notions of Anosov representations. Then we explain how exponential contraction on the Hom bundle is equivalent to a dominated splitting of the vector bundle.

4.1. **Basic properties.** The symmetry in Observation 3.10 implies the following symmetry in the definition of relatively Anosov representations.

**Observation 4.1.** Suppose that $(\Gamma, \mathcal{P})$ is relatively hyperbolic and $\rho: \Gamma \to \text{SL}(d, K)$ is a representation. Then $\rho$ is $\mathcal{P}_k$-Anosov relative to $\mathcal{P}$ if and only if $\rho$ is $\mathcal{P}_{d-k}$-Anosov relative to $\mathcal{P}$.

Observation 4.1 also gives information about the eigenvalues of peripheral and non-peripheral infinite order elements. We say subgroup $G \leq \text{SL}(d, \mathbb{C})$ is weakly unipotent if every element of $G$ is weakly unipotent.

**Proposition 4.2.** Suppose that $(\Gamma, \mathcal{P})$ is relatively hyperbolic and $\rho: \Gamma \to \text{SL}(d, K)$ is $\mathcal{P}_k$-Anosov relative to $\mathcal{P}$.

1. If $P \in \mathcal{P}$, then $\rho(P)$ is weakly unipotent.
2. If $\gamma \in \Gamma$ is non-peripheral and has infinite order, then $\rho(\gamma)$ is $\mathcal{P}_k$-proximal.

**Proof.** This follows immediately from the strongly dynamics-preserving property and Observations 3.11, 3.12, and 3.13.
4.2. Relatively asymptotically embedded in the sense of Kapovich–Leeb.

In [KL18], Kapovich and Leeb study a number of notions that provide relative versions of Anosov representations. In this subsection we recall one of their definitions (formulated in the language of this paper) and observe that it is equivalent to Definition [1.1]. Later, in Section [11] we will consider another one of their definitions and relate it to the uniformly relatively Anosov representations introduced in Definition [1.1].

A subgroup $\Gamma \leq \text{SL}(d, \mathbb{K})$ is $P_k$-divergent if $\lim_{n \to \infty} \frac{d(X_n)}{d_n} = \infty$ for every escaping sequence $(\gamma_n)_{n \geq 1}$ in $\Gamma$. Notice that a subgroup is $P_k$-divergent if and only if it is $P_{d-k}$-divergent.

Let $F_{k,d-k}(\mathbb{K}^d)$ denote the space of partial flags of the form $F = (F^k, F^{d-k})$ where $\dim F^j = j$ (with a slight abuse of notation we have $F^k \supset F^{d-k}$ when $k > d/2$ and $F^k = F^{d-k}$ when $k = d/2$).

A $P_k$-divergent group $\Gamma \leq \text{SL}(d, \mathbb{K})$ has a well-defined limit set in $F_{k,d-k}(\mathbb{K}^d)$ defined by

$$\Lambda_{k,d-k}(\Gamma) := \{ F : \exists (\gamma_n)_{n \geq 1} \text{ in } \Gamma \text{ with } \gamma_n \to \infty \text{ and } F = \lim(U_k, U_{d-k})(\gamma_n)\}.$$ 

Such a group is called $P_k$-transverse if every pair of distinct elements in $\Lambda_{k,d-k}(\Gamma)$ are transverse, that is

$$F_1^k \oplus F_2^{d-k} = \mathbb{K}^d$$

for all distinct $F_1, F_2 \in \Lambda_{k,d-k}(\Gamma)$.

**Definition 4.3.** [KL18 Def. 7.1] A discrete subgroup $\Gamma \leq \text{SL}(d, \mathbb{K})$ is said to be $P_k$-asymptotically embedded relative to a finite collection of subgroups $\mathcal{P}$ if $\Gamma$ is $P_k$-transverse, $(\Gamma, \mathcal{P})$ is relatively hyperbolic, and there is a continuous $\Gamma$-equivariant map

$$\xi : \partial(\Gamma, \mathcal{P}) \to \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)$$

which is a homeomorphism onto $\Lambda_{k,d-k}(\Gamma)$.

**Proposition 4.4.** Suppose that $\rho : \Gamma \to \text{SL}(d, \mathbb{K})$ is a representation and $\mathcal{P}$ is a collection of subgroups of $\Gamma$. Then the following are equivalent:

1. $(\Gamma, \mathcal{P})$ is relatively hyperbolic and $\rho$ is $P_k$-Anosov relative to $\mathcal{P}$.
2. $\rho$ has finite kernel and $\rho(\Gamma)$ is $P_k$-asymptotically embedded relative to $\rho(\mathcal{P})$.

**Proof.** (1) $\implies$ (2): Let $\xi : \partial(\Gamma, \mathcal{P}) \to \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)$ denote the Anosov boundary map. By the strongly dynamics-preserving property, ker $\rho$ is finite and hence $(\rho(\Gamma), \rho(\mathcal{P}))$ is relatively hyperbolic and there is a $\rho$-equivariant homeomorphism $\partial(\Gamma, \mathcal{P}) \to \partial(\rho(\Gamma), \rho(\mathcal{P}))$ of the Bowditch boundaries. The strongly dynamics-preserving property, see Observation [11.10] also implies that

$$\xi(\partial(\Gamma, \mathcal{P})) = \Lambda_{k,d-k}(\Gamma)$$

and the transversality property implies $\xi$ is injective. So by compactness, $\xi$ is a homeomorphism. Thus $\rho(\Gamma)$ is $P_k$-asymptotically embedded relative to $\rho(\mathcal{P})$.

(2) $\implies$ (1): Since ker $\rho$ is finite, $(\Gamma, \mathcal{P})$ is relatively hyperbolic and there is a $\rho$-equivariant homeomorphism $\partial(\Gamma, \mathcal{P}) \to \partial(\rho(\Gamma), \rho(\mathcal{P}))$ of the Bowditch boundaries. So by hypothesis, there exists a continuous $\rho$-equivariant map

$$\xi : \partial(\Gamma, \mathcal{P}) \to \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)$$

which is a homeomorphism onto $\Lambda_{k,d-k}(\Gamma)$. By definition $\xi$ is transverse. To verify the strongly dynamics-preserving property, fix a sequence $(\gamma_n)_{n \geq 1}$ with $\gamma_n \to$
uniformly on compact subsets of $\text{SL}_d\mu$ that $\in x$.

Theorem 1.7 implies Corollary 1.9. Relatively dominated representations.

4.3. Strongly dynamics-preserving. Consider the case where $\xi$ is a homeomorphism onto $\Lambda_{k,d-k}(\Gamma)$, there exists $x', y' \in \partial(\Gamma, \mathcal{P})$ such that $\xi(x') = F^+$ and $\xi(y') = F^-$. Fix $z \in \partial(\Gamma, \mathcal{P}) \setminus \{x, y, x', y'\}$. Then by equivariance, transversality, and Observation 3.10 we have

$$\xi(x) = \lim_{n \to \infty} \xi(\gamma_n(z)) = \lim_{n \to \infty} \rho(\gamma_n)\xi(z) = F^+$$

and likewise $\xi(y) = F^-$. So by Observation 3.10

$$\rho(\gamma_n)V \to \xi^k(x)$$

uniformly on compact subsets of $\{V \in \text{Gr}_k(\mathbb{H}^d) : V \text{ transverse to } W_0\}$. Thus $\xi$ is strongly dynamics-preserving.

4.3. Relatively dominated representations. In this section we explain how Theorem 1.7 implies Corollary 1.9.

Instead of recalling the definition of $\mathcal{P}_k$-relatively dominated representations from [Zhu21a], we will use the following characterization.

**Definition 4.5** ([Zhu21b, Th. C]). Suppose that $(\Gamma, \mathcal{P})$ is relatively hyperbolic and $X$ is a Groves–Manning cusp space for $(\Gamma, \mathcal{P})$. Then a representation $\rho: \Gamma \to \text{SL}(d, \mathbb{K})$ is $\mathcal{P}_k$-dominated relative to $\mathcal{P}$ if there exists a continuous, $\rho$-equivariant, transverse, strongly dynamics-preserving map

$$\xi: \partial(\Gamma, \mathcal{P}) \to \text{Gr}_k(\mathbb{H}^d) \times \text{Gr}_{d-k}(\mathbb{H}^d)$$

(i.e. $\rho$ is relatively $\mathcal{P}_k$-Anosov in the sense of Definition 1.1) and for any $x_0 \in X$ there exist constants $\alpha > 1, \beta > 0$ such that

$$-\beta + \frac{1}{\alpha} d_X(x_0, \gamma(x_0)) \leq \log \frac{\mu_k}{\mu_{k+1}}(\rho(\gamma)) \leq \log \frac{\mu_1}{\mu_d}(\rho(\gamma)) \leq \beta + \alpha d_X(x_0, \gamma(x_0))$$

for all $\gamma \in \Gamma$.

**Remark 4.6.** [Zhu21b, Th. C] assumes that $\xi$ satisfies a weaker condition than strongly dynamics-preserving, called dynamics-preserving in [Zhu21b]. However, by [Zhu21a, Prop. 6.14] the boundary maps are indeed strongly dynamics-preserving.

**Corollary 4.7** (to Theorem 1.7). Suppose that $(\Gamma, \mathcal{P})$ is relatively hyperbolic and $\rho: \Gamma \to \text{SL}(d, \mathbb{K})$ is a representation. Then the following are equivalent:

1. $\rho$ is $\mathcal{P}_k$-Anosov relative to $\mathcal{P}$,
2. $\rho$ is $\mathcal{P}_k$-dominated relative to $\mathcal{P}$.

**Proof.** By definition, (2) implies (1). For the other direction, suppose that $\rho$ is $\mathcal{P}_k$-Anosov relative to $\mathcal{P}$. Fix a Groves–Manning cusp space $X$ of $(\Gamma, \mathcal{P})$ and $x_0 \in X$. By Theorem 1.7 there exist $\alpha_0 > 1, \beta_0 > 0$ such that

$$-\beta_0 + \frac{1}{\alpha_0} d_X(x_0, \gamma(x_0)) \leq \log \frac{\mu_k}{\mu_{k+1}}(\rho(\gamma))$$
for all $\gamma \in \Gamma$. Let $p_0 := \text{SU}(d, \mathbb{K})$. Since the orbits $\Gamma(x_0)$ and $\rho(\Gamma)(p_0)$ are quasi-isometric, Equation (2) implies that there exist $\alpha_1 > 1, \beta_1 > 0$ such that

$$\log \frac{\mu_1}{\mu_d}(\rho(\gamma)) \leq \beta_1 + \alpha_1 d_X(x_0, \gamma(x_0))$$

for all $\gamma \in \Gamma$. So $\rho$ is $P_k$-dominated relative to $P$. □

4.4. Irreducible representations. We observe, as in the classical word-hyperbolic case [GW12, Prop. 4.10], that if a representation is sufficiently irreducible, then the strongly dynamics-preserving property can be dropped from the definition.

Proposition 4.8. Suppose that $(\Gamma, P)$ is relatively hyperbolic, $\rho: \Gamma \to \text{SL}(d, \mathbb{K})$ is a representation, and there exists a continuous $\rho$-equivariant transverse map $\xi: \partial(\Gamma, P) \to \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)$.

If $\wedge^k \rho: \Gamma \to \text{SL}(\wedge^k \mathbb{K}^d)$ is irreducible (e.g. $\rho$ has Zariski-dense image), then $\rho$ is $P_k$-Anosov relative to $P$ with Anosov boundary map $\xi$.

Proof. The argument is standard, see for instance the proof of [CZZ22a, Cor. 6.3]. □

A version of this result for representations into general semisimple Lie groups and with the irreducibility assumption replaced with a Zariski-density assumption may be found in [KL18, Th. 7.5].

4.5. Dominated splitting and contraction/expansion on Hom bundles. In this section we observe that the exponential contraction of the flow on the Hom bundle in the definition of relatively Anosov representations can be recast in terms of a dominated splitting condition. This is well known in the word-hyperbolic case [BCLS15, BPS19] and the same arguments work in the relative case as well.

Suppose, for the rest of this section, that $(\Gamma, P)$ is a relatively hyperbolic group, $\rho: \Gamma \to \text{SL}(d, \mathbb{K})$ is a representation, $X$ is a weak cusp space for $(\Gamma, P)$, and $\|\cdot\|$ is a metric on the vector bundle $E_\rho(X) \to \hat{G}(X)$.

If $V, W \subset \hat{E}_\rho(X)$ are subbundles, we can consider the bundle $\text{Hom}(V, W) \to \hat{G}(X)$ with the associated family of operator norms defined by

$$\|f\|_\sigma := \max \{\|f(Y)\|_\sigma : Y \in V|_\sigma, \|Y\|_\sigma = 1\}$$

when $f \in \text{Hom}(V, W)|_\sigma$. In particular, given a continuous $\rho$-equivariant transverse map

$$\xi: (\xi_k, \xi^{d-k}): \partial(\Gamma, P) \to \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)$$

let $\hat{\Theta}^k, \hat{\Xi}^{d-k} \subset \hat{E}_\rho(X)$ denote the subbundles defined in Section 1.2. Then consider the vector bundles

$$\text{Hom}(\hat{\Theta}^k, \hat{\Xi}^{d-k}), \text{Hom}(\hat{\Xi}^{d-k}, \hat{\Theta}^k) \to \hat{G}(X)$$

with the operator norm. Since $\hat{\Theta}^k$ and $\hat{\Xi}^{d-k}$ are invariant under the flow $\varphi^t$,

$$\psi^t(f) := \varphi^t \circ f \circ \varphi^{-t}.$$ 

defines a flow on both Hom bundles.

We have the following connection between the dynamics on these bundles.

Proposition 4.9. With the notation above and $c, C > 0$ fixed, the following are equivalent:
Proposition 5.1. For all $t \geq 0$, $\sigma \in \mathcal{G}(X)$, $Y \in \hat{\Theta}^k|_\sigma$, and non-zero $Z \in \mathcal{Z}^{d-k}|_\sigma$,
\[
\frac{\|\varphi^t(Y)\|_{\sigma(\varphi)}}{\|\varphi^t(Z)\|_{\sigma(\varphi)}} \leq Ce^{-ct} \frac{\|Y\|_\sigma}{\|Z\|_\sigma}.
\]
(2) For all $t \geq 0$, $\sigma \in \mathcal{G}(X)$, and $f \in \text{Hom}\left(\mathcal{Z}^{d-k}, \hat{\Theta}^k\right)|_\sigma$,
\[
\|\varphi^t(f)\|_{\sigma(\varphi)} \leq Ce^{-ct} \|f\|_\sigma.
\]
(3) For all $t \geq 0$, $\sigma \in \mathcal{G}(X)$, and $f \in \text{Hom}\left(\hat{\Theta}^k, \mathcal{Z}^{d-k}\right)|_\sigma$,
\[
\|\varphi^t(f)\|_{\sigma(\varphi)} \geq \frac{1}{C} e^{ct} \|f\|_\sigma.
\]
Proof. One can argue exactly as in Proposition 2.3 in [BCLS15].

5. Singular value growth of type-preserving representations

In this section we use singular values to characterize the representations of a relatively hyperbolic group that are type-preserving in the sense that they map peripheral subgroups to weakly unipotent subgroups.

Proposition 5.1. Suppose that $(\Gamma, P)$ is relatively hyperbolic, $X := C_{GM}(\Gamma, P, S)$ is a Groves–Manning cusp space, $x_0 \in X$, and $\rho: \Gamma \rightarrow SL(d, \mathbb{K})$ is a representation. Then the following are equivalent:

1. $\rho(P)$ is weakly unipotent for every $P \in P$.
2. There exist $\alpha, \beta > 0$ such that
\[
\log \frac{\mu_1}{\mu_d}(\rho(\gamma)) \leq \alpha d_X(\gamma(x_0), x_0) + \beta
\]
for all $\gamma \in \Gamma$.

One direction is straightforward.

Lemma 5.2. With the notation in Proposition 5.1 (2) $\Longrightarrow$ (1).

Proof. Fix $P \in P$. By Proposition 3.10 there exists $\beta_1 > 0$ such that: if $g \in P$, then
\[
-\beta_1 + 2 \log_2 |g|_{\Gamma \cap P} \leq d_X(g(x_0), x_0) \leq \beta_1 + 2 \log_2 |g|_{\Gamma \cap P}.
\]
Now fix $g \in P$. Then
\[
\log \frac{\lambda_1}{\lambda_d}(\rho(g)) = \lim_{n \rightarrow \infty} \frac{1}{n} \log \frac{\mu_1}{\mu_d}(\rho(g^n)) \leq \liminf_{n \rightarrow \infty} \frac{1}{n} (\alpha d_X(g^n(x_0), x_0) + \beta)
\]
\[
\leq \liminf_{n \rightarrow \infty} \frac{2\alpha}{n} \log_2 |g^n|_{\Gamma \cap P} \leq \liminf_{n \rightarrow \infty} \frac{2\alpha}{n} \log_2 (n |g|_{\Gamma \cap P}) = 0.
\]
So $\lambda_1(\rho(g)) = \lambda_d(\rho(g))$ which implies that $g$ is weakly unipotent. Since $P \in P$ and $g \in P$ were arbitrary, this completes the proof.

The other direction is more involved and we start with some general lemmas about weakly unipotent subgroups.

Lemma 5.3. If $H \leq GL(d, \mathbb{R})$ is weakly unipotent and $G := \overline{H}^{Zar}$ is the Zariski closure of $H$, then $G = L \ltimes U$ where $L$ is compact and $U$ is the unipotent radical of $G$. 

□
This lemma is well known (see [KL18, Th. 5.12] or [Zim18, Prop. 5.5]) and follows easily from a result of Prasad, but since the proof is short we include it.

**Proof.** Choose a Levi decomposition $G = L \ltimes U$, where $U$ is the unipotent radical of $G$ and let $\tau : G \to L$ denote the projection. Notice that $\tau(H)$ is Zariski-dense in $L$ and

$$
\lambda_j(g) = \lambda_j(\tau(g))
$$

for all $g \in G$ and $1 \leq j \leq d$. So $L$ has a Zariski-dense weakly unipotent subgroup. Since $L$ is reductive, then $L$ is compact by a result of Prasad [Pra94]. □

**Lemma 5.4.** Suppose that $U \leq SL(d, \mathbb{R})$ is unipotent and $L \leq SL(d, \mathbb{R})$ is compact and normalizes $U$. For any $g_1, \ldots, g_m \in L \ltimes U$ there exists $C > 0$ such that: if $N \geq 1$ and $i_1, \ldots, i_N \in \{1, \ldots, m\}$, then

$$
\frac{\mu_1}{\mu_d} (g_{i_1} \cdots g_{i_N}) \leq CN^{2(d-1)}.
$$

**Proof.** By conjugating we may assume that $L \subseteq SU(d, \mathbb{R})$. Let

$$
R := 1 + \max \left\{ \mu_1(g_1), \ldots, \mu_1(g_m), \mu_1(g_1^{-1}), \ldots, \mu_1(g_m^{-1}) \right\}.
$$

By definition we can decompose $g_i = \ell_i u_i$ where $\ell_i \in L$ and $u_i \in U$. Then

$$
g_{i_1} \cdots g_{i_N} = (\hat{u}_1 \cdots \hat{u}_N) (\ell_{i_1} \cdots \ell_{i_N})
$$

where $\hat{u}_i := (\ell_{i_1} \cdots \ell_{i_i}) u_{i_1} (\ell_{i_1} \cdots \ell_{i_i})^{-1}$. Notice that $\hat{u}_j \in U$ since $L$ normalizes $U$. Next let $T_j := \hat{u}_j - \text{id}$. Then

$$
\mu_1(T_j) \leq 1 + \mu_1(\hat{u}_j) = 1 + \mu_1(g_{i_j}) \leq R
$$

and, since $U$ is unipotent, the product of any $d$ elements in $\{T_1, \ldots, T_N\}$ is zero. So

$$
\hat{u}_1 \cdots \hat{u}_N = (\text{id} + T_1) \cdots (\text{id} + T_N) = \text{id} + \sum_{k=1}^{d-1} \sum_{1 \leq \alpha_1 < \cdots < \alpha_k \leq N} T_{\alpha_1} \cdots T_{\alpha_k}
$$

and thus

$$
\mu_1(g_{i_1} \cdots g_{i_N}) = \mu_1(\hat{u}_1 \cdots \hat{u}_N) \leq 1 + \sum_{k=1}^{d-1} \binom{N}{k} R^k \leq \left( \sum_{k=0}^{d-1} R^k \right) N^{d-1}.
$$

Since $\frac{1}{\mu_d} (g_i) = \mu_1(g_i^{-1})$, the same argument implies that

$$
\frac{1}{\mu_d} (g_{i_1} \cdots g_{i_N}) = \mu_1(g_{i_1}^{-1} \cdots g_{i_N}^{-1}) \leq \left( \sum_{k=0}^{d-1} R^k \right) N^{d-1}.
$$

So $C := \left( \sum_{k=0}^{d-1} R^k \right)^2$ suffices. □

Now we are ready to prove that (1) $\implies$ (2) in Proposition 5.1.

**Lemma 5.5.** With the notation in Proposition 5.1, if $\rho : \Gamma \to SL(d, \mathbb{R})$ is a representation where $\rho(P)$ is weakly unipotent for every $P \in \mathcal{P}$, then there exists a constant $C \geq 1$ such that

$$
\log \frac{\mu_1}{\mu_d} (\rho(\gamma)) \leq C d_X(\gamma(x_0), x_0) + 2 d_X(x_0, \text{id})
$$

for all $x_0 \in X$ and $\gamma \in \Gamma$. 
Proof. Using the inclusion $\text{SL}(d, \mathbb{C}) \leq \text{SL}(2d, \mathbb{R})$, we may assume that $\mathbb{K} = \mathbb{R}$.

By Proposition 3.9 there exists $\beta > 0$ such that: if $g \in P$, then

$$-\beta + 2 \log_2 |g|_{S \cap P} \leq d_X(g(x_0), x_0) \leq \beta + 2 \log_2 |g|_{S \cap P}.$$ 

By Lemmas 5.3 and 5.4 for each $P \in \mathcal{P}$ there exists $\hat{\beta}_P > 0$ such that: if $g \in P$, then

$$\log \frac{\mu_1}{\mu_d}(\rho(g)) \leq 2(d-1) \log |g|_{S \cap P} + \hat{\beta}_P.$$ 

Finally let

$$C := \max \left\{ \max_{s \in S} \log \frac{\mu_1}{\mu_d}(\rho(s)), (d-1)(1+\beta)(\log 2) + \max_{P \in \mathcal{P}} \hat{\beta}_P \right\}.$$ 

Fix $\gamma \in \Gamma$. Let $T := d_X(\gamma, \text{id})$ and let $\sigma : [0, T] \to X$ be a geodesic in $X$ joining $\text{id}$ to $\gamma$. Notice that $\sigma(0), \sigma(1), \ldots, \sigma(T)$ are vertices of $X$. Then let

$$\{1 = t_1 < t_2 < \cdots < t_m = T\} = \{j : \sigma(j) \in \Gamma\}.$$ 

Then $s_j := \sigma(t_j)^{-1}\sigma(t_{j+1})$ is an element of $\Gamma$ and by construction

$$s_j \in S \cup \bigcup_{P \in \mathcal{P}} P.$$ 

If $s_j \in S$, then

$$\log \frac{\mu_1}{\mu_d}(\rho(s_j)) \leq C = C \cdot d_X(\sigma(t_j), \sigma(t_{j+1}))$$

and if $s_j \in P$, then

$$\log \frac{\mu_1}{\mu_d}(\rho(s_j)) \leq 2(d-1) \log |s_j|_{S \cap P} + \hat{\beta}_P$$

$$\leq (d-1)(\log 2) \cdot d_X(s_j, \text{id}) + (d-1)\beta(\log 2) + \hat{\beta}_P$$

$$\leq \left( (d-1)(1+\beta)(\log 2) + \hat{\beta}_P \right) d_X(s_j, \text{id}) \leq C \cdot d_X(\sigma(t_j), \sigma(t_{j+1})).$$

So

$$\log \frac{\mu_1}{\mu_d}(\rho(\gamma)) = \log \frac{\mu_1}{\mu_d}(\rho(s_1) \cdots \rho(s_m)) \leq \sum_{j=1}^{m} \log \frac{\mu_1}{\mu_d}(\rho(s_j))$$

$$\leq C \sum_{j=1}^{m} d_X(\sigma(t_j), \sigma(t_{j+1})) = C \cdot d_X(\gamma, \text{id})$$

$$\leq C \cdot d_X(\gamma(x_0), x_0) + 2 d_X(x_0, \text{id}).$$

\[ \Box \]

6. Consequences of a contracting flow

In this section we establish some consequences of having a contracting flow on the Hom bundle associated to a representation with a transverse boundary map. These results show that $(2) \implies (1)$ in Theorem 1.3 and will also be used in Section 12.2 to complete the proof of Theorem 1.7.

**Theorem 6.1.** If $(\Gamma, \mathcal{P})$ is relatively hyperbolic, $X$ is a weak cusp space for $(\Gamma, \mathcal{P})$, $x_0 \in X$, and $\rho : \Gamma \to \text{SL}(d, \mathbb{K})$ is $P$-Anosov relative to $X$, then:

1. $\rho$ is $P$-Anosov relative to $\mathcal{P}$. 

In this section, we establish some consequences of having a contracting flow on the Hom bundle associated to a representation with a transverse boundary map. These results show that (2) $\implies$ (1) in Theorem 1.3 and will also be used in Section 12.2 to complete the proof of Theorem 1.7.
(2) There exist $\alpha, \beta > 0$ such that: if $\gamma \in \Gamma$, then
\[-\beta + \alpha d_X(\gamma(x_0), x_0) \leq \log \frac{\mu_k}{\mu_{k+1}}(\rho(\gamma)) \quad \text{and} \quad \alpha \ell_X(\gamma) \leq \log \frac{\lambda_k}{\lambda_{k+1}}(\rho(\gamma)).\]

(3) If $X$ is a Groves–Manning cusp space for $(\Gamma, \mathcal{P})$, then for any $p_0$ in the symmetric space $\text{SL}(d, \mathbb{K})/\text{SU}(d, \mathbb{K})$ the orbits $\Gamma(x_0)$ and $\rho(\Gamma)(p_0)$ are quasi-isometric.

The rest of the section is devoted to the proof of Theorem 6.1. So fix $\Gamma, \mathcal{P}, X,$ and $\rho$ as in the statement of the theorem. Then there exists a continuous $\rho$-equivariant transverse map
\[\xi = (\xi^k, \xi^{d-k}) : \partial(\Gamma, \mathcal{P}) \to \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d).\]
By hypothesis and Proposition 4.9 there exists a family of norms $\|\cdot\|$ on the fibers of $\mathcal{G}(X) \times \mathbb{K}^d \to \mathcal{G}(X)$ such that:
\begin{itemize}
  \item Each $\|\cdot\|_\sigma$ is induced by an inner product on $\mathbb{K}^d$.
  \item $\|\rho(\gamma)(\cdot)\|_{\sigma'} = \|\cdot\|_\sigma$ for all $\gamma \in \Gamma$ and $\sigma \in \mathcal{G}(X)$.
  \item There are $c, C > 0$ such that
  \[\frac{\|Y\|_{\phi^t(\sigma)}}{\|Z\|_{\phi^t(\sigma)}} \leq Ce^{-ct} \frac{\|Y\|_{\sigma}}{\|Z\|_{\sigma}} \quad \text{for all} \ t \geq 0, \ \sigma \in \mathcal{G}(X), \ Y \in \xi^k(\sigma^+), \ \text{and non-zero} \ Z \in \xi^{d-k}(\sigma^-).\]
\end{itemize}
Since each norm is induced by an inner product, for every $\sigma \in \mathcal{G}(X)$ there exists a matrix $A_\sigma \in \text{GL}(d, \mathbb{K})$ such that
\[\|\cdot\|_2 = \|A_\sigma(\cdot)\|_\sigma.
\]

**Lemma 6.2.** If $\sigma \in \mathcal{G}(X)$ and $t \geq 0$, then
\[\frac{\mu_{k+1}}{\mu_k}(A_\sigma^{-1}A_{\phi^t(\sigma)}) \leq Ce^{-ct}.
\]

**Proof.** Fix $\sigma \in \mathcal{G}(X)$ and $t \geq 0$. By Equation (5)
\[\max_{Y \in \xi^k(\sigma^+) \setminus \{0\}} \frac{\|Y\|_{\phi^t(\sigma)}}{\|Y\|_{\sigma}} \leq Ce^{-ct} \min_{Z \in \xi^{d-k}(\sigma^-) \setminus \{0\}} \frac{\|Z\|_{\phi^t(\sigma)}}{\|Z\|_{\sigma}}.
\]
Hence
\[\max_{Y \in A_\sigma^{-1}\xi^k(\sigma^+ \setminus \{0\})} \frac{\|A_{\phi^t(\sigma)}^{-1}A_\sigma Y\|_2}{\|Y\|_2} \leq Ce^{-ct} \min_{Z \in A_\sigma^{-1}\xi^{d-k}(\sigma^-) \setminus \{0\}} \frac{\|A_{\phi^t(\sigma)}^{-1}A_\sigma Z\|_2}{\|Z\|_2}.
\]
So by the max-min/min-max theorem for singular values
\[\mu_{d-k+1}(A_\sigma^{-1}A_{\phi^t(\sigma)}) \leq Ce^{-ct}\mu_{d-k}(A_{\phi^t(\sigma)}^{-1}A_\sigma)
\]
or equivalently
\[\mu_{k+1}(A_\sigma^{-1}A_{\phi^t(\sigma)}) \leq Ce^{-ct}\mu_k(A_{\sigma}^{-1}A_{\phi^t(\sigma)})
\]
which establishes the lemma.

**Lemma 6.3.**
\[\lim_{t \to \infty} \sup_{\sigma \in \mathcal{G}(X)} d_{\text{Gr}_k(\mathbb{K}^d)}(U_k(A_\sigma^{-1}A_{\phi^t(\sigma)}), A_\sigma^{-1}\xi^k(\sigma^+)) = 0.
\]
Proof. Suppose not. Then there exist \( t_n \to \infty \) and a sequence \( (\sigma_n)_{n \geq 1} \) in \( \mathcal{G}(X) \) such that
\[
\liminf_{n \to \infty} d_{Gr_k(\mathbb{K}^d)}(U_k(A_{\sigma_n}^{-1}A_{\phi^n}(\sigma_n)), A_{\sigma_n}^{-1}\xi^k(\sigma_n^+)) > 0.
\]
Passing to a subsequence, we can suppose that \( U_k(A_{\sigma_n}^{-1}A_{\phi^n}(\sigma_n)) \to V \) and \( A_{\sigma_n}^{-1}\xi^k(\sigma_n^+) \to W \) where \( V \neq W \). Fix some \( Y \in W \setminus V \). We can find \( Y_n \in A_{\sigma_n}^{-1}\xi^k(\sigma_n^+) \) such that \( Y_n \to Y \). Then
\[
\liminf_{n \to \infty} d_{P(\mathbb{K}^d)}(U_k(A_{\sigma_n}^{-1}A_{\phi^n}(\sigma_n)), Y_n) > 0
\]
(where the distance denotes the minimum of \( d_{P(\mathbb{K}^d)}(Z, Y_n) \) over all \( Z \) representing lines in the \( k \)-plane \( U_k(A_{\sigma_n}^{-1}A_{\phi^n}(\sigma_n)) \)) and so
\[
\left\| A_{\sigma_n}^{-1}\xi^k(\sigma_n) A_{\sigma_n} Y_n \right\|_2 \geq \frac{1}{k+1} \left\| Y_n \right\|_2 = \mu_{d-k} \left( A_{\phi^n}(\sigma_n) A_{\sigma_n} \right) \left\| Y_n \right\|_2.
\]
On the other hand, by the max-min/min-max theorem for singular values, there exists \( Z_n \in A_{\sigma_n}^{-1}\xi^{d-k}(\sigma_n^+) \setminus \{0\} \) such that
\[
\left\| A_{\sigma_n}^{-1}\xi^k(\sigma_n) A_{\sigma_n} Z_n \right\|_2 \leq \mu_{d-k} \left( A_{\phi^n}(\sigma_n) A_{\sigma_n} \right) \left\| Z_n \right\|_2.
\]
Let \( \tilde{Y}_n := A_{\sigma_n} Y_n \) and \( \tilde{Z}_n := A_{\sigma_n} Z_n \). Then
\[
\frac{\left\| \tilde{Y}_n \right\|_{\phi^n(\sigma_n)}}{\left\| A_{\phi^n}(\sigma_n) A_{\sigma_n} Y_n \right\|_2} \geq \frac{\left\| \tilde{Z}_n \right\|_{\phi^n(\sigma_n)}}{\left\| A_{\phi^n}(\sigma_n) A_{\sigma_n} Z_n \right\|_2} = \frac{\left\| \tilde{Y}_n \right\|_{\sigma_n}}{\left\| \tilde{Z}_n \right\|_{\sigma_n}}
\]
which contradicts Equation (5).

Fix \( x_0 \in X \). By Proposition 3.3 there is some \( R > 0 \) such that: if \( \gamma \in \Gamma \), then there exist \( \sigma, \gamma \in \mathcal{G}(X) \) and \( T_\gamma \geq 0 \) such that
\[
\max \{ d_X(x_0, \sigma(0)), d_X(\gamma(x_0), \sigma(T_\gamma)) \} \leq R.
\]
Let
\[
K := \{ \sigma \in \mathcal{G}(X) : d_X(x_0, \sigma(0)) \leq R \}.
\]
By continuity, there exists \( C_K > 1 \) so that if \( \sigma \in K \), then \( \| \cdot \|_n \) is \( C_K \)-bilipschitz to the standard Euclidean norm \( \| \cdot \|_2 \) on \( \mathbb{R}^d \).

Lemma 6.4. If \( \gamma \in \Gamma \), then
\[
\log \frac{\mu_k}{\mu_{k+1}}(\rho(\gamma)) \geq - \log \left( C C_K^4 e^{2cR} + c d_X(x_0, \gamma(x_0)) \right)
\]
and
\[
\log \frac{\lambda_k}{\lambda_{k+1}}(\rho(\gamma)) \geq c \ell_X(\gamma).
\]
Proof. Fix \( \gamma \in \Gamma \). Then let \( \sigma := \sigma, \gamma \) and \( T := T_\gamma \). Notice that
\[
d_X(x_0, \gamma(x_0)) \leq T + 2R
\]
and \( \sigma, \gamma^{-1}\phi^T(\sigma) \in K \). So
\[
\| \rho(\gamma)^{-1} A_{\phi^T(\sigma)}(\cdot) \|_2 \leq C_K \| \rho(\gamma)^{-1} A_{\phi^T(\sigma)}(\cdot) \|_{\gamma^{-1}\phi^T(\sigma)} = C_K \| A_{\phi^T(\sigma)}(\cdot) \|_{\phi^T(\sigma)} = C_K \| \cdot \|_2
\]
and likewise
\[
\| \rho(\gamma)^{-1} A_{\phi^T(\sigma)}(\cdot) \|_2 \geq \frac{1}{C_K} \| \cdot \|_2.
\]
Thus
\[ \frac{1}{C_K} \left\| A_{\phi^\tau(\sigma)}^{-1}(\cdot) \right\|_2 \leq \left\| \rho(\cdot)^{-1}(\cdot) \right\|_2 \leq C_K \left\| A_{\psi^\tau(\sigma)}^{-1}(\cdot) \right\|_2 \]
which implies that
\[ \frac{1}{C_K} \mu_j \left( A_{\phi^\tau(\sigma)} \right) \leq \mu_j \left( \rho(\cdot) \right) \leq C_K \mu_j \left( A_{\phi^\tau(\sigma)} \right) \quad \text{for } j = 1, \ldots, d. \]

Similar reasoning shows that
\[ \frac{1}{C_K} \leq \mu_j \left( A_{\sigma} \right) \leq C_K \quad \text{for } j = 1, \ldots, d. \]

So by Lemma 6.2,
\[
\frac{\mu_k}{\mu_{k+1}} (\rho(\cdot)) \geq \frac{1}{C_K^2} \frac{\mu_k}{\mu_{k+1}} \left( A_{\phi^\tau(\sigma)} \right) \geq \frac{1}{C_K^2} \frac{\mu_{k+1}}{\mu_{k+1}} \left( A_{\delta^\tau(\sigma)} \right) \geq \frac{1}{C_K^2} e^{\kappa T} \geq \frac{1}{C_K^2} e^{\kappa T} c \ell(X(x_0, \gamma(x_0))).
\]

This proves the first assertion. For the second note that
\[
\log \frac{\lambda_k}{\lambda_{k+1}} (\rho(\cdot)) = \lim_{n \to \infty} \frac{1}{n} \log \frac{\mu_k}{\mu_{k+1}} (\rho(\cdot)^n) \geq \lim_{n \to \infty} \frac{d_X(x_0, \gamma(x_0))}{n} = c \ell_X(\cdot). \quad \square
\]

**Lemma 6.5.** \( \xi \) is strongly dynamics-preserving, i.e. \( \rho : \Gamma \to SL(d, \mathbb{K}) \) is \( P_k \)-Anosov relative to \( \mathcal{P} \).

**Proof.** Fix an escaping sequence \( (\gamma_n)_{n \geq 1} \) in \( \Gamma \) with \( \gamma_n \to x \in \partial_X X \) and \( \gamma_n^{-1} \to y \in \partial_X X \). Lemma 6.3 implies that \( \frac{\mu_k}{\mu_{k+1}} (\rho(\gamma_n)) \to \infty \). So by Observation 3.10 it suffices to show that \( U_k(\rho(\gamma_n)) \) converges to \( \xi^k(x) \) and \( U_{d-k}(\rho(\gamma_n)^{-1}) \) converges to \( \xi^{d-k}(y) \).

Let \( \sigma_n := \sigma_{\gamma_n} \) and \( T_n := T_{\gamma_n} \). Then \( T_n \to \infty \) and \( \sigma_n^+ \to x \). Arguing as in the proof of the last lemma, if
\[ g_n := A_{\phi^\tau(\sigma_n)}^{-1}(\cdot) \rho(\gamma_n), \]
then \( \{g_n : n \in \mathbb{N}\} \subset GL(d, \mathbb{K}) \) is relatively compact.

Then by Lemma 6.11 (twice) and Lemma 6.3,
\[
\lim_{n \to \infty} U_k(\rho(\gamma_n)) = \lim_{n \to \infty} U_k(A_{\phi^\tau(\sigma_n)} g_n) \quad \text{and} \quad \lim_{n \to \infty} U_k(A_{\phi^\tau(\sigma_n)} g_n) = \lim_{n \to \infty} A_{\sigma_n} U_k(A_{\sigma_n}^{-1} A_{\phi^\tau(\sigma_n)}) = \lim_{n \to \infty} \xi^k(\sigma_n^+). \quad \xi^k(\sigma_n^+) = \xi^k(x).
\]

Applying the same argument to \( \rho(\gamma_n^{-1}) \) we have
\[
\lim_{n \to \infty} U_{d-k}(\rho(\gamma_n)^{-1}) = \xi^{d-k}(y)
\]
which completes the proof of the lemma. \( \square \)

**Lemma 6.6.** If \( X \) is a Groves–Manning cusp space for \( (\Gamma, \mathcal{P}) \), then for any \( p_0 \)
in the symmetric space \( SL(d, \mathbb{K})/ SU(d, \mathbb{K}) \) the orbits \( \Gamma(x_0) \) and \( \rho(\Gamma)(p_0) \) are quasi-isometric.

**Proof.** It suffices to consider the case \( p_0 = SU(d, \mathbb{K}) \). Equation (2) implies that
\[ d_M(\rho(\cdot)(p_0), p_0) \approx \log \frac{\mu_1}{\mu_d} (\rho(\cdot)) \]
for all \( \gamma \in \Gamma \). By Propositions 4.2 and 5.1 there exist \( \alpha, \beta > 0 \) such that
\[ \log \frac{\mu_1}{\mu_d} (\rho(\cdot)) \leq \beta + \alpha d_X(\gamma(x_0), x_0) \]

for all $\gamma \in \Gamma$. Using Lemma 6.4 and possibly increasing $\alpha, \beta$ we may also assume that
\[
\log \frac{\mu_1}{\mu_d}(\rho(\gamma)) \geq \log \frac{\mu_k}{\mu_{k+1}}(\rho(\gamma)) \geq -\beta + \frac{1}{\alpha} dX(\gamma(x_0), x_0)
\]
for all $\gamma \in \Gamma$. Thus the orbits are quasi-isometric. $\square$

7. Growth rates for positive proper rational functions

In this section we prove a quantitative lower bound on any positive proper rational function. This will be used in the next section to prove part (4) in Theorem 8.1.

**Theorem 7.1.** If $R: \mathbb{R}^d \to \mathbb{R}$ is rational, positive, everywhere defined, and
\[
\lim_{x \to \infty} R(x) = \infty,
\]
then there exist $C, \delta > 0$ such that $R(x) \geq C \|x\|_2^{\delta}$ for all $x \in \mathbb{R}^d$.

We will deduce the result from the following lemma.

**Lemma 7.2.** Suppose that $f: \mathbb{R}^d \to \mathbb{R}$ is rational, extends to a continuous function $\hat{f}: \mathbb{P}(\mathbb{R}^{d+1}) \to \mathbb{R}$, and $\hat{f} \equiv 0$ on the set $\{x_1 = 0\}$. Then for any compact subset $K \subset \mathbb{R}^d$ there exist $C, \delta > 0$ such that: if $x \in K$, then
\[
|\hat{f}(x)| \leq C |x_1|^\delta.
\]

Delaying the proof of the lemma we prove the theorem.

**Proof of Theorem 7.1.** We identify $\mathbb{R}^d$ with the affine chart
\[
\{[1 : x_1 : \cdots : x_d] : x_1, \ldots, x_d \in \mathbb{R}\}
\]
in $\mathbb{P}(\mathbb{R}^{d+1})$. Then $1/R$ extends to a continuous function $f: \mathbb{P}(\mathbb{R}^{d+1}) \to \mathbb{R}$ where $f \equiv 0$ on $\mathbb{P}(\mathbb{R}^{d+1}) \setminus \mathbb{R}^d$.

For $j = 1, \ldots, d$ let $\phi_j: \mathbb{R}^d \to \mathbb{P}(\mathbb{R}^{d+1})$ be the map
\[
\phi_j(y_1, \ldots, y_d) = [y_1 : \cdots : y_j : 1 : y_{j+1} : \cdots : y_d].
\]

Then
\[
\mathbb{P}(\mathbb{R}^{d+1}) = \mathbb{R}^d \cup \bigcup_{j=1}^d \phi_j([-1,1]^d).
\]

Each $f \circ \phi_j$ satisfies Lemma 7.2 and so there exist $C_0, \delta > 0$ such that
\[
f \circ \phi_j(y) \leq C_0 |y_1|^\delta
\]
when $y \in [-1,1]^d$. By continuity and the positivity of $R$, there exists $C_1 > 0$ such that
\[
R(x) \geq C_1 \|x\|_2^\delta
\]
when $x \in [-1,1]^d$.

We claim that $\delta$ and $C := \max \left\{C_1, \frac{d^{\delta/2}}{C_0} \right\}$ satisfy the theorem. If $x \in [-1,1]^d$, this follows from the definition of $C_1$. So suppose that $x \notin [-1,1]^d$. Fix $1 \leq j \leq d$ such that $|x_j|$ is maximal. Let
\[
y := \left(\frac{1}{x_j}, \frac{x_1}{x_j}, \ldots, \frac{x_{j-1}}{x_j}, \frac{x_{j+1}}{x_j}, \ldots, \frac{x_d}{x_j}\right).
\]
Then \( y \in [-1, 1]^d \) and \( x = \phi_j(y) \). So
\[
R(x) = \frac{1}{\int \circ \phi_j(y)} \geq \frac{1}{C_0 |y_1|^\delta} = \frac{1}{C_0} |x_j|^\delta \geq \frac{d^{\delta/2}}{C_0} \|x\|_2^\delta
\]
(where in the last inequality we used the maximality of \(|x_j|\)). \( \square \)

7.1. **Proof of Lemma 7.2.** To prove the lemma we need some terminology and a result from [FHMM16].

Following [FHMM16], for \( k \in \mathbb{Z}_{\geq 0} \) a function \( f : \mathbb{R}^d \to \mathbb{R} \) is called \( k \)-regulous if it is \( C^k \)-smooth and coincides with a rational function on a Zariski open subset of \( \mathbb{R}^d \). The set of \( k \)-regulous functions is denoted by \( \mathcal{R}^k(\mathbb{R}^d) \), which we can either view as a subring of the rational functions \( \mathbb{R}(x_1, \ldots, x_d) \) on \( \mathbb{R}^d \) or as a subring of the \( C^k \)-smooth functions on \( \mathbb{R}^d \).

Recall the definition of a real ideal \( J \) in the ring of polynomials \( \mathbb{R}[x_1, \ldots, x_d] \) being real if whenever \( f_1^2 + \cdots + f_m^2 \in J \) then \( f_1, \ldots, f_m \in J \). Also given an ideal \( J \subset \mathbb{R}[x_1, \ldots, x_d] \), let
\[
Z(J) := \{ x \in \mathbb{R}^d : f(x) = 0 \text{ for all } f \in J \}.
\]

Finally, given a subset \( A \subset \mathbb{R}^d \), let
\[
\mathcal{I}_{\mathcal{R}^k}(A) := \{ f \in \mathcal{R}^k(\mathbb{R}^d) : f(x) = 0 \text{ for all } x \in A \}.
\]

We will use the following version of the Nullstellensatz.

**Theorem 7.3 ([FHMM16 Th. 5.11]).** If \( k \in \mathbb{Z}_{\geq 0} \) and \( J \subset \mathbb{R}[x_1, \ldots, x_d] \) is a real ideal, then
\[
\text{Rad} \left( \mathcal{R}^k(\mathbb{R}^d) \cdot J \right) = \mathcal{I}_{\mathcal{R}^k}(Z(J)).
\]

Now we are ready to prove the lemma.

**Proof of Lemma 7.2.** Consider the ideal \( J = (x_1) \) in \( \mathbb{R}[x_1, \ldots, x_d] \). Then \( J \) is a real ideal and \( f \in \mathcal{I}_{\mathcal{R}^k}(Z(J)) \). So there exist \( N \in \mathbb{N} \) and \( h \in \mathcal{R}^k(\mathbb{R}^d) \) such that \( f^N = h \cdot x_1 \). So if \( K \subset \mathbb{R}^d \) is compact and \( C := \max \left\{ |h(x)|^{1/N} : x \in K \right\} \), then
\[
|f(x)| \leq C |x_1|^{1/N}
\]
for all \( x \in K \). \( \square \)

8. **The structure of weakly unipotent discrete groups**

Recall, from Proposition 4.2, that the image of a peripheral subgroup under a relatively Anosov representation is weakly unipotent. In this section we prove a structure theorem for weakly unipotent discrete groups which will be fundamental in the arguments that follow.

Given a Lie group \( G \), we let \( G^0 \leq G \) denote the connected component of the identity.

**Theorem 8.1.** Suppose that \( \Gamma \leq \text{SL}(d, \mathbb{R}) \) is a weakly unipotent discrete group.

1. \( \Gamma \) is virtually nilpotent.
2. \( \Gamma \) is a cocompact lattice in its Zariski closure \( \overline{\Gamma} := \overline{\Gamma_{\text{zar}}} \). Moreover
   - (a) \( G = L \ltimes U \) where \( L \) is compact and \( U \) is unipotent.
   - (b) \( G^0 = L^0 \times U \) and \( L^0 \) is Abelian.
(3) If \( S \) is a finite symmetric generating set of \( \Gamma \), then there exist \( \alpha, \beta > 0 \) such that
\[
\log \frac{\mu_1}{\mu_d}(\gamma) \leq \alpha \log |\gamma|_S + \beta
\]
for all \( \gamma \in \Gamma \).

(4) If \( \Gamma \) is \( P_k \)-divergent and \( S \) is a finite symmetric generating set of \( \Gamma \), then there exist \( \alpha, \beta > 0 \) such that
\[
\log \frac{\mu_k}{\mu_{k+1}}(\gamma) \geq \alpha \log |\gamma|_S + \beta
\]
for all \( \gamma \in \Gamma \).

For the rest of this section suppose that \( \Gamma \leq \text{SL}(d, \mathbb{R}) \) is a weakly unipotent discrete group with Zariski closure \( G \). By Lemma 5.3, \( G = L \ltimes U \), where \( L \) is compact and \( U \) is the unipotent radical of \( G \). Thus \( (2) \)(a) is true, and then \( (3) \) follows from Lemma 5.4.

The next lemma will be used in the proof of \( (1) \).

**Lemma 8.2.** There exists a flag \( \{0\} \subset V_1 \subset \cdots \subset V_m = \mathbb{R}^d \) such that the projection of \( G \) to each \( \text{GL}(V_{j+1}/V_j) \) is compact.

**Proof.** If \( U = 1 \), then \( G = L \) is compact and the trivial flag \( \{0\} \subset \mathbb{R}^d \) suffices.

If \( U \) is non-trivial, then the subspace \( W := \{ w \in \mathbb{R}^d : u(w) = w \text{ for all } u \in U \} \) is proper. Then, since \( L \) normalizes \( U \), \( G \) preserves the flag \( \{0\} \subset W \subset \mathbb{R}^d \). Let \( \Gamma_1, G_1 \subset \text{GL}(W) \) and \( \Gamma_2, G_2 \subset \text{GL}(\mathbb{R}^d/W) \) denote the projections of \( \Gamma \) and \( G \). Then \( \Gamma_j \) is weakly unipotent and Zariski-dense in \( G_j \) for \( j = 1, 2 \). Notice that we can apply Lemma 5.3 to both \( \Gamma_1 \) and \( \Gamma_2 \). So by induction on dimension, there exists a flag
\[
\{0\} = V_0 \subset \cdots \subset W \subset \cdots \subset V_m = \mathbb{R}^d
\]
with the desired properties. \( \square \)

**Lemma 8.3.** \( \Gamma \) is virtually nilpotent.

**Proof.** Let \( d_M \) denote the standard symmetric space metric on \( M := \text{SL}(d, \mathbb{R})/\text{SU}(d, \mathbb{R}) \) defined in Equation (2). Fix a finite symmetric set \( S \subset \Gamma \) such that the group \( \Gamma_S \) generated by \( S \) has the same Zariski closure as \( \Gamma \).

We claim that \( \Gamma_S \) is virtually nilpotent. Using the Margulis lemma, see [BGS85, Th. 9.5], it suffices to show that
\[
\inf_{p \in M} \max_{s \in S} d_M(s(p), p) = 0.
\]
Let \( d_j := \dim V_j - \dim V_{j-1} \). Using the last lemma and conjugating, we can assume that
\[
\Gamma \leq \left\{ \begin{pmatrix} A_1 & * & \ldots & * \\ 0 & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & * \\ 0 & \ldots & 0 & A_m \end{pmatrix} : A_j \in \text{U}(d_j, \mathbb{R}) \right\}.
\]
Fix real numbers $\lambda_1 > \cdots > \lambda_m$ with $\sum_{j=1}^m \lambda_j d_j = 0$ and let
\[ a_t := \bigoplus_{j=1}^m e^{\lambda_j t} \text{id}_{d_j} \in \text{SL}(d, \mathbb{R}). \]

Then, by choosing $t$ sufficiently large, we can make
\[ \max_{s \in S} d_M (sa_t \text{SU}(d, \mathbb{R}), a_t \text{SU}(d, \mathbb{R})) = \max_{s \in S} d_M (a_{-t}\sigma, \text{SU}(d, \mathbb{R})){\text{SU}(d, \mathbb{R})) \]
arbitrarily small. So $\Gamma_S$ is virtually nilpotent.

Then the connected component of the identity in $\Gamma_{\text{Zar}} = \Gamma_{\text{Zar}}$ is nilpotent which implies that $\Gamma$ is virtually nilpotent.

Lemma 8.4. $\Gamma$ is a cocompact lattice in $G$. Moreover, $G^0 = L^0 \times U$ and $L^0$ is Abelian.

Proof. First notice that $G^0 = L^0 \times U$ since $U$ is the unipotent radical and hence by definition is connected.

Let $A \subset G^0$ denote the set of semisimple elements in $G^0$. By [Bor91 Th. III.10.6], $A$ is an Abelian subgroup and $G^0 = A \times U$. Since $G^0$ is weakly unipotent, $A$ must be compact. Finally, since $L^0$ is compact, $L^0$ consists of semisimple elements and hence is a subgroup of $A$. So $L^0$ is Abelian and commutes with $U$.

Fix a finite-index nilpotent subgroup $\Gamma_0 \leq \Gamma$ with $\Gamma_{\text{Zar}}^0 = G^0$. Let $\Gamma_0'$ denote the projection of $\Gamma_0$ to $U$ with respect to the decomposition $G^0 = A \times U$. Then $\Gamma_0'$ is discrete and Zariski-dense in $U$. Further, $U$, being unipotent and connected, is simply connected. So by a theorem of Malcev (see e.g. [Rag72 Th. 2.3]), $\Gamma_0'$ is a cocompact lattice in $U$. Then, since $A$ is compact, $\Gamma_0 \leq G^0$ is a cocompact lattice. Finally, since $\Gamma_0 \leq \Gamma$ and $G^0 \leq G$ are finite-index subgroups, we see that $\Gamma$ is a cocompact lattice of $G$.

Finally, to prove (4) we will use Theorem 8.4. In the lemmas that follow let $u$ denote the Lie algebra of $U$ and fix a norm $||\cdot||$ on $u$.

Lemma 8.5. For any $k \in \{1, \ldots, d-1\}$, there exists a (real) rational function $R: u \to \mathbb{R}$ such that:

1. $R$ is positive and defined everywhere.
2. There exists $C > 0$ such that: if $Y \in u$, then
   \[ \frac{1}{C} \sqrt{R(Y)} \leq \frac{\mu_k}{\mu_{k+1}}(e^Y) \leq C \sqrt{R(Y)}. \]
3. If $\Gamma$ is $P_k$-divergent, then $\lim_{Y \in U, Y \to \infty} R(Y) = \infty$.

Proof. We start by introducing some notation. For a $d$-by-$d$ real matrix $A$ let
\[ \|A\|_2 := \sqrt{\sum_{i,j=1}^d |A_{i,j}|^2}. \]

Then there exists $C_d > 1$ such that
\[ \frac{1}{C_d} \|A\|_2 \leq \mu_1(A) \leq C_d \|A\|_2. \]
Also, for $2 \leq \ell \leq d$ and $g \in \text{GL}(d, \mathbb{R})$, let $\wedge^\ell(g) \in \text{GL}(\wedge^\ell \mathbb{R}^d)$ denote the linear isomorphism defined by

$$
\wedge^\ell(g)(v_1 \wedge \cdots \wedge v_\ell) = (gv_1) \wedge \cdots \wedge (gv_\ell).
$$

If $D_\ell := \dim \wedge^\ell \mathbb{R}^d$ and we identify $\wedge^\ell \mathbb{R}^d$ with $\mathbb{R}^{D_\ell}$ via the standard basis

$$
\{ e_{i_1} \wedge \cdots \wedge e_{i_\ell} : i_1 < \cdots < i_\ell \},
$$

then

$$(7) \quad \mu_1(\wedge^\ell(g)) = \mu_1(g) \cdots \mu_\ell(g)
$$

for all $g \in \text{GL}(d, \mathbb{R})$.

Since $U$ is unipotent,

$$
e^Y = \text{id} + Y + \frac{1}{2!} Y^2 + \cdots + \frac{1}{(d-1)!} Y^{d-1}
$$

for all $Y \in u$. Then Equations (6) and (7) imply that the rational function $R: u \to \mathbb{R}$ defined by

$$
R(Y) = \frac{\|\wedge^k e^Y\|_2^4}{\|\wedge^{k+1} e^Y\|_2^2 \cdot \|\wedge^{k-1} e^Y\|_2^2}
$$

satisfies (1) and (2).

To prove (3), fix an escaping sequence $(Y_n)_{n \geq 1}$ in $u$. Since $U$ is unipotent and connected, $\exp: u \to U$ is a diffeomorphism and so $(e^{Y_n})_{n \geq 1}$ is an escaping sequence in $G$. Since $\Gamma \leq G$ is a cocompact lattice, there exists an escaping sequence $(\gamma_n)_{n \geq 1}$ in $\Gamma$ such that $\{ \gamma_n^{-1} e^{Y_n} : n \geq 1 \}$ is relatively compact. Then, since $\Gamma$ is $P_k$-divergent,

$$
\lim_{n \to \infty} R(Y_n) \asymp \lim_{n \to \infty} \left( \frac{\mu_k}{\mu_{k+1}} (e^{Y_n}) \right)^2 \asymp \lim_{n \to \infty} \left( \frac{\mu_k}{\mu_{k+1}} (\gamma_n) \right)^2 = \infty. \quad \square
$$

**Lemma 8.6.** For any finite symmetric generating set $S \subset \Gamma$ there exist $\alpha_1, \beta_1 > 0$ such that: if $\gamma \in \Gamma$ and $\gamma = \ell e^Y$ where $\ell \in \text{L}$ and $Y \in u$, then

$$
\alpha_1 |\gamma|_S - \beta_1 \leq \|Y\|.
$$

**Proof.** Fix a distance $d_\mathcal{G}$ on $G$ generated by a $G$-invariant Riemannian metric. Since $\Gamma \leq G$ is a cocompact lattice, by the fundamental lemma of geometric group theory there exist $\alpha_0 > 1$, $\beta_0 > 0$ such that

$$
\frac{1}{\alpha_0} |\gamma|_S - \beta_0 \leq d_\mathcal{G}(\gamma, \text{id}) \leq \alpha_0 |\gamma|_S + \beta_0
$$

for all $\gamma \in \Gamma$. Also, let

$$
R_1 := \max \{ d_\mathcal{G}(\ell, \text{id}) : \ell \in \text{L} \} \quad \text{and} \quad R_2 := \max \{ d_\mathcal{G}(e^Y, \text{id}) : \|Y\| \leq 1 \}.
$$

Now suppose that $\gamma = \ell e^Y \in \Gamma$ where $\ell \in \text{L}$ and $Y \in u$. Let $n = \|Y\|$. Then

$$
\frac{1}{\alpha_0} |\gamma|_S - \beta_0 \leq d_\mathcal{G}(\gamma, \text{id}) \leq R_1 + d_\mathcal{G}(e^Y, \text{id})
$$

$$
\leq R_1 + d_\mathcal{G} \left( e^Y, e^{nY} \right) + \sum_{j=0}^{n-1} d_\mathcal{G} \left( e^{jY}, e^{(j+1)Y} \right) \leq R_1 + R_2 (n + 1) \leq R_1 + R_2 + R_2 \|Y\|.
$$

\[ \square \]
Lemma 8.7. If \( \Gamma \) is \( P_k \)-divergent and \( S \) is a finite symmetric generating set of \( \Gamma \), then there exist \( \alpha_2, \beta_2 > 0 \) such that
\[
\log \frac{\mu_k}{\mu_{k+1}}(\gamma) \geq \alpha_2 \log |\gamma|_S + \beta_2
\]
for all \( \gamma \in \Gamma \).

Proof. By Lemma 8.5 and Theorem 7.1, there exist \( C_2, \epsilon > 0 \) such that
\[
\frac{\mu_k}{\mu_{k+1}}(e^Y) \geq C_2 \|Y\|^\epsilon
\]
for all \( Y \in u \).

Fix \( \gamma \in \Gamma \). Then \( \gamma = \ell e^Y \) for some \( \ell \in L \) and \( Y \in u \). Then by Lemma 8.6
\[
\frac{\mu_k}{\mu_{k+1}}(\gamma) \gtrsim \frac{\mu_k}{\mu_{k+1}}(e^Y) \gtrsim \|Y\|^\epsilon \gtrsim |\gamma|_S - 1.
\]
\[\square\]

9. RELATIVELY ANOSOV IMPLIES THE EXISTENCE OF A CONTRACTING FLOW

In this section we prove that (1) \( \implies \) (3) in Theorem 1.3. Since the implication (3) \( \implies \) (2) is by definition and the implication (2) \( \implies \) (1) was established in Theorem 6.1 this will complete the proof of Theorem 1.3.

This implication, when combined with Theorem 6.1, also proves the claims in Theorem 1.7 for a single representation.

Theorem 9.1. Suppose that \((\Gamma, \mathcal{P})\) is relatively hyperbolic and \( \rho: \Gamma \to SL(d, \mathbb{K}) \) is \( P_k \)-Anosov relative to \( \mathcal{P} \). If \( X = C_{GM}(\Gamma, \mathcal{P}, S) \) is a Groves–Manning cusped space for \((\Gamma, \mathcal{P})\), then \( \rho \) is \( P_k \)-Anosov relative to \( X \).

The rest of the section is devoted to the proof of Theorem 9.1. So fix \( \Gamma, \mathcal{P}, \rho, \) and \( X = C_{GM}(\Gamma, \mathcal{P}, S) \) as in the statement of the theorem. Let \( \xi \) denote the Anosov boundary map. Since \( X \) is fixed for the entire section, we will let
\[
\mathcal{G} := \mathcal{G}(X) \quad \text{and} \quad E := E(X) = \mathcal{G}(X) \times \mathbb{K}^d.
\]
Also let \( I: \mathcal{G} \to \mathcal{G} \) denote the involution
\[
I(\sigma)(t) = \sigma(-t).
\]

Observation 3.10 implies that \( \rho(\Gamma) \) is \( P_k \)-divergent and Proposition 4.12 implies that if \( P \in \mathcal{P}, \) then \( \rho(P) \) is weakly unipotent. So by Theorem 8.1(4) and Proposition 8.10 there exist constants \( \alpha, \beta > 0 \) such that: if \( P \in \mathcal{P} \) and \( \gamma \in P, \) then
\[
\log \frac{\mu_k}{\mu_{k+1}}(\rho(\gamma)) \geq -\beta + \alpha d_X(\gamma, \text{id}). \tag{8}
\]

9.1. Thick-thin-like decomposition. We begin the construction of the norms by dividing the flow space \( \mathcal{G} \) into a “thick” and “thin” part.

For \( P \in \mathcal{P}, \) let \( H_P^0 \subset X \) denote the induced subgraph of the associated combinatorial horoball with vertex set \( \{ (\gamma, n) : \gamma \in P, n \geq 2 \} \), let \( H_P^\mu \subset X \) denote the induced subgraph of the associated combinatorial horoball with vertex set \( \{ (\gamma, 2) : \gamma \in P \} \), and let \( H_P := H_P^0 \setminus H_P^\mu \). Next, for \( \gamma \in \mathcal{P}, \gamma^{-1} \in \mathcal{P}, \gamma \in \Gamma \)
let \( H_{\gamma P, \gamma^{-1}} := \gamma H_P \).
The equivariant family of sets \( \{H_P\}_{P \in \mathcal{P}} \) are open in \( X \), have disjoint closures, and each \( \partial H_{-P^{-1}} \) (with \( P \in \mathcal{P} \) and \( \gamma \in \Gamma \)) consists of the vertex set \( \gamma\{(g,2) : g \in P\} \). Further, \( \Gamma \) acts cocompactly on the set
\[
X \setminus \bigcup_{P \in \mathcal{P}^\Gamma} H_P.
\]

For \( P \in \mathcal{P}^\Gamma \), let
\[
\mathcal{G}_P := \{ \sigma \in \mathcal{G} : \sigma(0) \in H_P \},
\]
\[
\partial \mathcal{G}_P := \{ \sigma \in \mathcal{G} : \sigma(0) \in \partial H_P \},
\]
\[
\partial^+ \mathcal{G}_P := \{ \sigma \in \partial \mathcal{G}_P : \sigma(t) \in H_P \text{ for } t > 0 \text{ sufficiently small} \},\]
\[
\partial^- \mathcal{G}_P := \{ \sigma \in \partial \mathcal{G}_P : \sigma(t) \in H_P \text{ for } t < 0 \text{ sufficiently small} \}.
\]
Notice that \( \sigma \in \partial^+ \mathcal{G}_P \) if and only if \( I(\sigma) \in \partial^- \mathcal{G}_P \). Also, by definition, \( \partial^+ \mathcal{G}_P \cap \partial^- \mathcal{G}_P = \emptyset \).

Next, for \( \sigma \in \partial^+ \mathcal{G}_P \), define
\[
T^+_\sigma := \min\{t \in (0,\infty) : \sigma(t) \notin H_P \}
\]
and for \( \sigma \in \partial^- \mathcal{G}_P \), define
\[
T^-_\sigma := \max\{t \in [-\infty,0) : \sigma(t) \notin H_P \} = -T^+_I(\sigma)
\]
(where \( \sigma(\pm \infty) = \sigma^\pm \)). Then
\[
\mathcal{G}_P = \left( \bigcup_{\sigma \in \partial^+ \mathcal{G}_P} \bigcup_{t \in (0,T^+_\sigma)} \phi^t(\sigma) \right) \cup \left( \bigcup_{\sigma \in \partial^- \mathcal{G}_P} \bigcup_{t \in (T^-_\sigma,0)} \phi^t(\sigma) \right).
\]

Finally let
\[
\mathcal{G}_{thick} := \bigcup_{P \in \mathcal{P}^\Gamma} \mathcal{G}_P, \quad \mathcal{G}_{thin} := \mathcal{G} \setminus \mathcal{G}_{thick},
\]
\[
E_{thick} := \bigcup_{\sigma \in \mathcal{G}_{thick}} E|_\sigma, \quad \text{and} \quad E_{thin} := \bigcup_{\sigma \in \mathcal{G}_{thin}} E|_\sigma.
\]

9.2. Building the norm. Since \( \xi \) is transverse, we can define a vector bundle decomposition \( E = E_1 \oplus E_2 \oplus E_3 \) by setting
\[
E_1|_\sigma = \xi^k(\sigma^+), \quad E_2|_\sigma = \xi^{d-k}(\sigma^+) \cap \xi^{d-k}(\sigma^-), \quad \text{and} \quad E_3|_\sigma = \xi^k(\sigma^-).
\]

For \( \sigma \in \mathcal{G}(X) \), let \( \pi_1^\sigma, \pi_2^\sigma, \pi_3^\sigma \) denote the projections induced by the decomposition \( E|_\sigma = E_1|_\sigma \oplus E_2|_\sigma \oplus E_3|_\sigma \).

Fix a continuous \( \rho \)-equivariant family of inner products \( Q_\sigma \) on the fibers of \( E_{thick} \) such that
\[
Q_\sigma = Q_I(\sigma) \quad \text{for all} \quad \sigma \in \mathcal{G}_{thick}
\]
and \( E = E_1 \oplus E_2 \oplus E_3 \) is an orthogonal decomposition, that is
\[
Q_\sigma(Y,Y) = \sum_{j=1}^3 Q_\sigma(\pi_j^\sigma(Y),\pi_j^\sigma(Y))
\]
for all \( \sigma \in \mathcal{G}_{thick} \) and \( Y \in \mathbb{K}^d \).

Let \( \alpha \) be the constant in Equation (8), then extend the family of inner products to \( \mathcal{G}_{thin} \) as follows:
(1) If $\sigma = \phi^t(\sigma_0)$ for some $\sigma_0 \in \partial^+ \mathcal{G}_P$ and $t \in (0, T^+_\sigma)$, write $T = T^+_\sigma$ to lighten the notation, then:
- If $t \in (0, \frac{1}{3}T)$, define
  $$Q_\sigma(Y, Y) := \sum_{j=1}^{3} e^{\alpha(2j-2)t} Q_{\sigma_0}(\pi_j^\sigma(Y), \pi_j^\sigma(Y)).$$
- If $t \in (\frac{2}{3}T, T)$, define
  $$Q_\sigma(Y, Y) := \sum_{j=1}^{3} e^{\alpha(2j-2)(T-t)} Q_{\phi^T(\sigma_0)}(\pi_j^\sigma(Y), \pi_j^\sigma(Y)).$$
- If $t \in (\frac{1}{3}T, \frac{2}{3}T)$, define
  $$Q_\sigma := f \left( Q_{\phi^\frac{1}{3}T(\sigma_0)}, Q_{\phi^\frac{2}{3}T(\sigma_0)} \right) \left( \frac{3}{T^2} - 1 \right)$$
where $f$ is the path defined in Proposition 3.14.

(2) If $\sigma = \phi^t(\sigma_0)$ for some $\sigma_0 \in \partial^- \mathcal{G}_P$ and $t \in (T^+_{\sigma_0}, 0)$, define $Q_\sigma := Q_{I(\sigma)}$.

Finally, let $\| \cdot \|_\sigma$ denote the norm induced by $Q_\sigma$.

**Lemma 9.2.** The family of norms $\| \cdot \|_\sigma$ is $\rho$-equivariant and continuous.

**Proof.** By construction, $\| \cdot \|_\sigma$ is $\rho$-equivariant. To verify that $\| \cdot \|_\sigma$ is continuous, it suffices to fix $P \in \mathcal{P}^T$ and show that
$$\sigma \in \mathcal{G}_P \mapsto Q_\sigma$$
is continuous. Suppose $\sigma_n \to \sigma$ in $\mathcal{G}_P$. Since $X$ is a metric graph, this implies that there exist sequences $(\epsilon_n)_{n \geq 1}$ and $(S_n)_{n \geq 1}$ such that: $\epsilon_n \to 0$, $S_n \to \infty$, and
$$\sigma_n(\epsilon_n) = \sigma(t)$$
for all $t \in [-S_n, S_n]$. Then it is straightforward to check directly from the definition that $Q_{\sigma_n} \to Q_\sigma$. \qed

**Remark 9.3.** One naive way of extending the inner products from the thick part to the thin part is to identify the space of inner products with the symmetric space $\text{GL}(d, \mathbb{K})/U(d, \mathbb{K})$, then use the symmetric space geodesics to extend to the fibers above the thin part. However, since a given peripheral subgroup may limit onto many points in the geodesic boundary of the symmetric space, this extension may fail to be well-defined or continuous at geodesics asymptotic to a bounded parabolic point. Our piecewise definition can be viewed as refinement of this naive extension.

Given $\sigma \in \mathcal{G}$ and $t \geq 0$, define
$$\kappa_t(\sigma) := \max \left\{ \left\| Z \right\|_{\sigma^t(\sigma)} : Y \in \xi^k(\sigma^t), Z \in \xi^{d-k}(\sigma^-), \left\| Y \right\|_\sigma = \left\| Z \right\|_\sigma = 1 \right\}$$
$$= \max \left\{ \left\| Y \right\|_{\sigma^t(\sigma)} : Y \in \xi^k(\sigma^t), \left\| Y \right\|_\sigma = 1 \right\}$$
$$= \min \left\{ \left\| Z \right\|_{\sigma^t(\sigma)} : Z \in \xi^{d-k}(\sigma^-), \left\| Z \right\|_\sigma = 1 \right\}.$$  

Notice that if $s, t \geq 0$, then
$$\kappa_{t+s}(\sigma) \leq \kappa_s(\phi^t(\sigma)) \kappa_t(\sigma).$$

By Proposition 4.9 to prove that $\rho$ is $\mathcal{P}_k$-Anosov relative to $X$ it suffices to show that $\kappa_t(\sigma)$ decays to zero exponentially fast in $t$. 

(9)
9.3. Estimates on the thick part.

Lemma 9.4. For any compact set $K \subset X$, there exists $C(K) > 1$ such that: if $\sigma \in \mathcal{G}$, $t \geq 0$, $\gamma \in \Gamma$, and $\sigma(0), \gamma \sigma(t) \in K$, then

$$\frac{1}{C(K)} \frac{\mu_{d-k+1}}{\mu_{d-k}} (\rho(\gamma)) \leq \kappa_t(\sigma) \leq C(K) \frac{\mu_{d-k+1}}{\mu_{d-k}} (\rho(\gamma)).$$

The following proof is inspired by arguments of Tsouvalas [Tso20, Th. 1.1] (also see [CZZ21 Prop. 6.5]).

Proof. Suppose not. Then we can find sequences $(\sigma_n)_{n \geq 1}$ in $\mathcal{G}$, $(t_n)_{n \geq 1}$ in $[0, \infty)$, and $(\gamma_n)_{n \geq 1}$ in $\Gamma$ such that $\sigma_n(0), \gamma_n \sigma_n(t_n) \in K$ for all $n$ and

$$\lim_{n \to \infty} \left| \log \left( \kappa_{t_n}(\sigma_n) \frac{\mu_{d-k}}{\mu_{d-k+1}} (\rho(\gamma_n)) \right) \right| = \infty. \quad (10)$$

Notice that we must have $t_n \to \infty$.

Let $\hat{K} := \{ \sigma \in \mathcal{G} : \sigma(0) \in K \}$. Since $K$ is compact, we have

$$\| \sigma \|_{\infty} \asymp \| \sigma \|_2$$

for all $\sigma \in \hat{K}$. Then

$$\| \rho(\gamma_n)Y \|_2 \asymp \| \rho(\gamma_n)^+ \|_{\gamma_n \phi^+(\sigma_n)} = \| Y \|_{\phi^+(\sigma_n)}$$

for all $n \in \mathbb{N}$ and $Y \in \mathbb{R}^d$. So

$$\kappa_{t_n}(\sigma_n) \asymp \max \{ \| \rho(\gamma_n)Y \|_2 : Y \in \xi^k(\sigma_n^+), \| Y \|_2 = 1 \} \min \{ \| \rho(\gamma_n)Z \|_2 : Z \in \xi^{d-k}(\sigma_n^-), \| Z \|_2 = 1 \}$$

for all $n \in \mathbb{N}$. Thus by the max-min/min-max theorem for singular values,

$$\kappa_{t_n}(\sigma_n) \gtrsim \frac{\mu_{d-k+1}}{\mu_{d-k}} (\rho(\gamma_n)). \quad (11)$$

Passing to a subsequence we can suppose that $\sigma_n \to \eta_1$ and $\gamma_n \phi^+(\sigma_n) \to \eta_2$ in $\mathcal{G}$. Then $\gamma_n \to \eta_2^-$ and $\gamma_n^{-1} \to \eta_1^+$. Let $\rho(\gamma_n) = n_{2n} \ell_n$ be a singular value decomposition of $\rho(\gamma_n)$. Passing to a subsequence we can suppose that $n_{2n} \to m$ and $\ell_n \to \ell$. Then, since the limit maps are strongly dynamics-preserving, Observation 8.10 implies that

$$\ell^{-1} \langle e_{d-k-1}, \ldots, e_d \rangle = \xi^k(\eta_1^+) \quad \text{and}$$

$$m \langle e_1, \ldots, e_{d-k} \rangle = \xi^{d-k}(\eta_2^-). \quad (13)$$

Since $\xi^{d-k}(\sigma_n^+) \to \xi^{d-k}(\eta_1^-)$ and $\xi^{d-k}(\eta_1^-)$ is transverse to $\xi^k(\eta_1^+)$, Equation (12) implies that

$$\min \{ \| \rho(\gamma_n)Z \|_2 : Z \in \xi^{d-k}(\sigma_n^-), \| Z \|_2 = 1 \} \gtrsim \mu_{d-k}(\rho(\gamma_n)). \quad (14)$$

For each $n$, fix $Y_n \in \xi^k(\sigma_n^+)$ with $\| Y_n \|_2 = 1$ and

$$\| \rho(\gamma_n)^+ Y_n \|_2 = \max \{ \| \rho(\gamma_n)Y \|_2 : Y \in \xi^k(\sigma_n^+), \| Y \|_2 = 1 \}. \quad (15)$$

Then we can write $Y_n = Y_{1,n} + Y_{2,n}$ where $Y_{1,n} \in \xi^{d-k}(e_1, \ldots, e_{d-k})$ and $Y_{2,n} \in \ell_n^{-1} \langle e_{d-k+1}, \ldots, e_d \rangle$. We claim that

$$\| \rho(\gamma_n)^+ Y_{1,n} \|_2 \lesssim \| \rho(\gamma_n)^+ Y_{2,n} \|_2.$$
If not we can pass to a subsequence so that
\[ \lim_{n \to \infty} \| \rho(\gamma_n)Y_{1,n} \|_2 = \infty. \]

Passing to a further subsequence we can suppose that
\[ V := \lim_{n \to \infty} \frac{\rho(\gamma_n)Y_n}{\| \rho(\gamma_n)Y_n \|_2} \]
exists. Then by Equation (13)
\[ V = \lim_{n \to \infty} \frac{\rho(\gamma_n)Y_n}{\| \rho(\gamma_n)Y_n \|_2} = \lim_{n \to \infty} \frac{\rho(\gamma_n)Y_{1,n}}{\| \rho(\gamma_n)Y_{1,n} \|_2} \in m \langle e_1, \ldots, e_{d-k} \rangle = \xi^{d-k}(\eta^2_2). \]
However,
\[ \frac{\rho(\gamma_n)Y_n}{\| \rho(\gamma_n)Y_n \|_2} \in \rho(\gamma_n)\xi^k(\sigma_n^+) = \xi^k((\gamma_n\sigma_n)^+) \]
and so \( V \in \xi^k(\eta^2_2) \). Thus we have a contradiction and thus
\[ \| \rho(\gamma_n)Y_{1,n} \|_2 \lesssim \| \rho(\gamma_n)Y_{2,n} \|_2. \]

Then
\[ \| \rho(\gamma_n)Y_n \|_2 \leq \| \rho(\gamma_n)Y_{1,n} \|_2 + \| \rho(\gamma_n)Y_{2,n} \|_2 \leq \| \rho(\gamma_n)Y_{1,n} \|_2 \leq \mu_{d-k+1}(\rho(\gamma_n)). \]

Thus by Equations (14) and (15) we have
\[ \kappa_{t_n}(\sigma_n) \lesssim \frac{\mu_{d-k+1}(\rho(\gamma_n))}{\mu_{d-k}}. \]

Combining Equations (10), (11), and (16) gives a contradiction. \( \square \)

**Lemma 9.5.** There exists \( C_0 > 0 \) such that: if \( P \in \mathcal{P}, \sigma \in \partial^+ \mathcal{G}_P \), and \( T_{\sigma}^+ < \infty \), then
\[ \kappa_{T_{\sigma}^+}(\sigma) \leq C_0 e^{-\alpha T_{\sigma}^+}. \]

**Proof.** Fix \( C(K) > 1 \) satisfying Lemma 9.4 for the compact set \( K := B_X(id,1) \).

Fix \( P \in \mathcal{P} \) and \( \sigma \in \partial^+ \mathcal{G}_P \) with \( T_{\sigma}^+ < \infty \). By translating we can assume that \( P \in \mathcal{P}, \sigma(0) = (id,2) \in \partial H_P, \) and \( \sigma(T_{\sigma}^+) = (\gamma,2) \in \partial H_P \) for some \( \gamma \in P \). Then \( \sigma(0), \gamma^{-1}\sigma(T_{\sigma}^+) \in K \) and
\[ d_X(\gamma, id) \geq d_X((\gamma,2),(id,2)) - 2 = T_{\sigma}^+ - 2. \]
So by Lemma 9.4 and Equation (8)
\[ \kappa_{T_{\sigma}^+}(\sigma) \leq C(K) \frac{\mu_{d-k+1}(\rho(\gamma))}{\mu_{d-k}} = C(K) \frac{\mu_{k+1}(\rho(\gamma))}{\mu_k} \]
\[ \leq C(K)e^e e^{-\alpha d_X(\gamma, id)} \leq C(K)e^{\beta + 2\alpha e^{-\alpha T_{\sigma}^+}}. \] \( \square \)
9.4. Contraction in the thin part.

Lemma 9.6. There exists $C_1 > 0$ such that: if $P \in \mathcal{P}^r$, $t \geq 0$, and $\phi^s(\sigma) \in \mathcal{G}_P$ for all $0 \leq s \leq t$, then

$$\kappa_t(\sigma) \leq C_1 e^{-\alpha t}.$$  

Proof. We claim that $C_1 := \max\{1, C_0\}$ suffices where $C_0$ is the constant from Lemma 9.5.

Fix $P \in \mathcal{T}^r$, $t > 0$, and $\sigma \in \mathcal{G}_P$ where $\phi^s(\sigma) \in \mathcal{G}_P$ for all $0 \leq s \leq t$. We break the proof into a number of cases.

Case 1: Assume $\sigma((0, \infty)) \subset \mathcal{G}_P$. Then $\sigma = \phi^s(\sigma_0)$ for some $s > 0$ and $\sigma_0 \in \partial^+ \mathcal{G}_P$ with $T_{\sigma_0}^+ = \infty$. Fix $Y \in \xi^k(\sigma^+)$ and non-zero $Z \in \xi^{d-k}(\sigma^-)$. Then

$$\|Y\|_{\phi^t(\sigma)} = \|Y\|_{\phi^{t+s}(\sigma_0)} = e^{-\alpha(t+s)} \|Y\|_{\sigma_0} = e^{-\alpha t} \|Y\|_{\sigma}.$$  

We can decompose $Z = Z_2 + Z_3$ where $Z_2 \in E_2|_{\sigma} = \xi^{d-k}(\sigma^+) \cap \xi^{d-k}(\sigma^-)$ and $Z_3 \in E_3|_{\sigma} = \xi^k(\sigma^-)$. Then

$$\|Z\|^2_{\phi^t(\sigma)} = \|Z_2\|^2_{\sigma_0} + e^{\alpha(t+s)} \|Z_3\|^2_{\sigma_0} \geq \|Z_2\|^2_{\sigma_0} + e^{\alpha s} \|Z_3\|^2_{\sigma_0} = \|Z\|^2_{\sigma}.$$  

So

$$\frac{\|Y\|_{\phi^t(\sigma)}}{\|Z\|_{\phi^t(\sigma)}} \leq e^{-\alpha t} \frac{\|Y\|_{\sigma}}{\|Z\|_{\sigma}}.$$  

Since $Y$ and $Z$ were arbitrary,

$$\kappa_t(\sigma) \leq e^{-\alpha t} \leq C_1 e^{-\alpha t}.$$  

Case 2: Assume $\sigma((-\infty, 0]) \subset \mathcal{G}_P$. Arguing as in Case 1, one can show that

$$\kappa_t(\sigma) \leq e^{-\alpha t} \leq C_1 e^{-\alpha t}.$$  

Case 3: Assume $\sigma((0, \infty))$ and $\sigma((-\infty, 0])$ both intersect $\partial P \mathcal{G}$. Then there exist $\sigma_0 \in \partial^+ \mathcal{G}_P$ and $s \in [0, T_{\sigma_0}^+]$ such that $T_{\sigma_0}^- < \infty$ and $\sigma = \phi^s(\sigma_0)$. Let $T := T_{\sigma_0}^+$ and $\sigma_1 := \phi^T(\sigma_0)$.

Case 3(a): Assume $s, t + s \in [0, T/3]$ or $s, t + s \in [2T/3, T]$. Then arguing as in Case 1, one can show that

$$(17) \quad \kappa_t(\sigma) \leq e^{-\alpha t}.$$  

Case 3(b): Assume $s, t + s \in [T/3, 2T/3]$. Let $Q_0 := Q_{\phi^s(\sigma_0)}$ and $Q_1 := Q_{\phi^s(\sigma_0)}$. Then

$$K_o = E_1|_{\sigma} \oplus E_2|_{\sigma} \oplus E_3|_{\sigma}$$  

is an orthogonal decomposition with respect to $Q_0$ and $Q_1$. So by Proposition 3.14 we can fix a basis $v_1, \ldots, v_d$ such that

- $(v_1, \ldots, v_k) = E_1|_{\sigma}$,
- $(v_{k+1}, \ldots, v_{d-k}) = E_2|_{\sigma}$,
- $(v_{d-k+1}, \ldots, v_d) = E_3|_{\sigma}$,
- $v_1, \ldots, v_d$ is orthonormal with respect to $Q_0$,
- $v_1, \ldots, v_d$ is orthogonal with respect to $Q_1$, and
- if $r \in [T/3, 2T/3]$, then $v_1, \ldots, v_d$ is orthogonal with respect to $Q_{\phi^r(\sigma_0)}$ and

$$\|v_j\|^2_{\phi^r(\sigma_0)} = Q_1(v_j, v_j)\frac{1}{3}^{r-1}$$.
Claim: $\kappa_t(\sigma)^2 = \left( \frac{\max_{1 \leq j \leq k} Q_1(v_j, v_j)}{\min_{k+1 \leq j \leq d} Q_1(v_j, v_j)} \right)^{\frac{1}{t}}$.

Since $v_1, \ldots, v_k \in E_1|_\sigma = \xi^k(\sigma^+)$ and $v_{k+1}, \ldots, v_d \in E_2|_\sigma \oplus E_3|_\sigma = \xi^{d-k}(\sigma^-)$, we have

$$\kappa_t(\sigma)^2 \geq \left( \frac{\max_{1 \leq j \leq k} Q_1(v_j, v_j)}{\min_{k+1 \leq j \leq d} Q_1(v_j, v_j)} \right)^{\frac{1}{t}}.$$  

For the other inequality, fix $Y \in \xi^k(\sigma^+)$ and $Z \in \xi^{d-k}(\sigma^-)$ with $\|Y\|_\sigma = \|Z\|_\sigma = 1$. Writing $Y = \sum_{j=1}^k c_j v_j$, we have

$$1 = \|Y\|^2_\sigma = \|Y\|^2_{\phi^t(\sigma_0)} = \sum_{j=1}^k c_j^2 Q_1(v_j, v_j)^{\frac{1}{s} + t} \leq \max_{1 \leq j \leq k} Q_1(v_j, v_j)^{\frac{1}{s} + t}.$$  

Then

$$\|Y\|^2_{\phi_t(\sigma)} = \|Y\|^2_{\phi_t(\sigma_0)} = \sum_{j=1}^k c_j^2 Q_1(v_j, v_j)^{\frac{1}{s} + t} \leq \max_{1 \leq j \leq k} Q_1(v_j, v_j)^{\frac{1}{s} + t}.$$  

Likewise,

$$\|Z\|^2_{\phi_t(\sigma)} \geq \min_{k+1 \leq j \leq d} Q_1(v_j, v_j)^{\frac{1}{s} + t}.$$  

Hence

$$\kappa_t(\sigma)^2 \leq \left( \frac{\max_{1 \leq j \leq k} Q_1(v_j, v_j)}{\min_{k+1 \leq j \leq d} Q_1(v_j, v_j)} \right)^{\frac{1}{t}}$$  

and the claim is established.

Notice that this argument also implies that

$$\kappa_{T/3}(\phi^{T/3}(\sigma_0))^2 = \frac{\max_{1 \leq j \leq k} Q_1(v_j, v_j)}{\min_{k+1 \leq j \leq d} Q_1(v_j, v_j)}$$  

and so

$$\kappa_t(\sigma) = \kappa_{T/3}(\phi^{T/3}(\sigma_0))^{\frac{1}{t}}.$$  

By definition,

$$\frac{Q_1(v_j, v_j)}{Q_{\sigma_1}(v_j, v_j)} = \begin{cases} e^{\alpha T/3} & \text{if } 1 \leq j \leq k \\ 1 & \text{if } k+1 \leq j \leq d - k \\ e^{-\alpha T/3} & \text{if } d - k + 1 \leq j \leq d \end{cases}$$  

and

$$\frac{Q_{\sigma_0}(v_j, v_j)}{Q_0(v_j, v_j)} = \begin{cases} e^{\alpha T/3} & \text{if } 1 \leq j \leq k \\ 1 & \text{if } k+1 \leq j \leq d - k \\ e^{-\alpha T/3} & \text{if } d - k + 1 \leq j \leq d \end{cases}$$  

So

$$\kappa_{T/3}(\phi^{T/3}(\sigma_0))^2 \leq \frac{\max_{1 \leq j \leq k} Q_1(v_j, v_j)}{\min_{k+1 \leq j \leq d} Q_1(v_j, v_j)} \leq e^{2\alpha T/3} \frac{\max_{1 \leq j \leq k} Q_{\sigma_1}(v_j, v_j)}{\min_{k+1 \leq j \leq d} Q_{\sigma_1}(v_j, v_j)} \leq \kappa_{T}(\sigma_0)^2 e^{2\alpha T/3} \frac{\max_{1 \leq j \leq k} Q_{\sigma_0}(v_j, v_j)}{\min_{k+1 \leq j \leq d} Q_{\sigma_0}(v_j, v_j)} = \kappa_{T}(\sigma_0)^2 e^{4\alpha T/3}.$$  

Then by Lemma 9.6

$$\kappa_{T/3}(\phi^{T/3}(\sigma_0)) \leq C_0 e^{-\alpha T} e^{2\alpha T/3} = C_0 e^{-\frac{\alpha T}{3}}.$$
So

\[ \kappa_t(\sigma) = \kappa_{t/3}(\phi^{T/3}(\sigma_0))^{1/3} \leq C_0^{\frac{1}{3}} e^{-at} \leq C_0 e^{-at} \leq C_1 e^{-at} \]

(notice that we used the fact that \( t \leq \frac{1}{3}T \) in the second inequality).

**Case 3(c):** Assume \( s, t+s \in [0, T] \). We can divide the interval \([s, t+s]\) into at most three pieces so each piece is contained in one of \([0, T/3], [T/3, 2T/3], \) or \([2T/3, T]\).

Then Equations (9), (17), and (18) imply

\[ \kappa_t(\sigma) \leq C_1 e^{-at} . \]

\[ \square \]

9.5. **Contraction everywhere.** Now we combine our estimates on the thick and thin parts to show that \( \rho \) is \( P_k \)-Anosov relative to \( X \). This part of the argument is similar to an analogous argument for geometrically finite Fuchsian groups in Section 6 in \cite{CZ22a}.

Since \( \rho \) is \( P_k \)-Anosov relative to \( P \), Observation 3.10 implies that

\[ \lim_{\gamma \to \infty} \frac{\mu d-k+1}{\mu d-k} (\rho(\gamma)) = \lim_{\gamma \to \infty} \frac{\mu k+1}{\mu k} (\rho(\gamma)^{-1}) = 0. \]

Then, since \( \Gamma \) acts cocompactly on \( G_{\text{thick}} \), by Lemma 9.4 there exists \( T_0 > 1 \) such that: if \( \sigma \in G_{\text{thick}}, t \geq T_0, \) and \( \phi^t(\sigma) \in G_{\text{thick}}, \)

\[ \kappa_t(\sigma) \leq \frac{1}{2C_1} \]

(where \( C_1 \) is the constant in Lemma 9.6). Next, since \( \Gamma \) acts cocompactly on \( \bigcup_{P \in P} \partial G_P \), there exists \( C_2 > 1 \) such that

\[ \kappa_t(\sigma) \leq C_2 \]

for all \( \sigma \in \bigcup_{P \in P} \partial G_P \) and \( t \in [0, T_0] \). Fix \( T > T_0 \) sufficiently large so that

\[ C_2 C_1^2 e^{-a(T-T_0)} \leq \frac{1}{2} \quad \text{and} \quad C_1 e^{-aT} \leq \frac{1}{2} \]

**Lemma 9.7.** If \( \sigma \in G \) and \( t \geq T \), then \( \kappa_t(\sigma) \leq \frac{1}{2} \).

**Proof.** Fix \( \sigma \in G \) and \( t \geq T \). If \( \phi^s(\sigma) \in G_{\text{thin}} \) for all \( s \in [0, t] \), then Lemma 9.6 implies that

\[ \kappa_t(\sigma) \leq C_1 e^{-aT} \leq C_1 e^{-at} \leq \frac{1}{2} . \]

So we can suppose that \( \phi^s(\sigma) \in G_{\text{thick}} \) for some \( s \in [0, t] \). Then define

\[ s_1 := \min \{ s \in [0, t] : \phi^s(\sigma) \in G_{\text{thick}} \} \quad \text{and} \quad s_2 := \max \{ s \in [0, t] : \phi^s(\sigma) \in G_{\text{thick}} \} . \]

If \( s_2 - s_1 \geq T_0 \), then

\[ \kappa_t(\sigma) \leq \kappa_{t-s_2}(\phi^{s_2}(\sigma)) \cdot \kappa_{s_2-s_1}(\phi^{s_1}(\sigma)) \cdot \kappa_{s_1}(\sigma) \leq C_1 e^{-a(t-s_2)} \cdot \frac{1}{2C_1} \cdot C_1 e^{-a(s_1)} \leq \frac{1}{2} . \]

If \( s_2 - s_1 \leq T_0 \), then

\[ \kappa_t(\sigma) \leq \kappa_{t-s_2}(\phi^{s_2}(\sigma)) \cdot \kappa_{s_2-s_1}(\phi^{s_1}(\sigma)) \cdot \kappa_{s_1}(\sigma) \leq C_1 e^{-a(t-s_2)} \cdot C_2 \cdot C_1 e^{-a(s_1)} \]

\[ \leq C_2 C_1^2 e^{-a(s_1+t-s_2)} \leq C_2 C_1^2 e^{-a(T-T_0)} \leq \frac{1}{2} . \]

So in all cases \( \kappa_t(\sigma) \leq \frac{1}{2} \) and the proof is complete. \( \square \)

**Lemma 9.8.** There exists \( C_3 \geq 1 \) such that: if \( \sigma \in G \) and \( t \in [0, T] \), then \( \kappa_t(\sigma) \leq C_3 \).
Proof. Let $$G_{\text{thicker}} := \{ \sigma \in G : \phi^t(\sigma) \in G_{\text{thick}} \text{ for some } t \in [0,T] \}.$$ Then $$\Gamma$$ acts cocompactly on $$G_{\text{thicker}}$$ and so

$$C_3 := \max \{ 1, C_1, \max \{ \kappa_t(\sigma) : t \in [0,T] \text{ and } \sigma \in G_{\text{thicker}} \} \}$$

is finite.

If $$\sigma \in G$$, then either $$\phi^t(\sigma) \in G_{\text{thin}}$$ for all $$t \in [0,T]$$, in which case Lemma 9.6 implies that $$\kappa_t(\sigma) \leq C_1 e^{-ct} \leq C_1 \leq C_3$$ for all $$t \in [0,T]$$, or $$\sigma \in G_{\text{thicker}}$$ in which case $$\kappa_t(\sigma) \leq C_3$$ for all $$t \in [0,T]$$.

Lemma 9.9. There exists $$c > 0$$ such that: if $$\sigma \in G$$ and $$t \geq 0$$, then $$\kappa_t(\sigma) \leq 2C_3e^{-ct}$$.

Proof. We claim that $$c := \frac{\log(2)}{T}$$ suffices.

If $$t \geq T$$, then we can break the interval $$[0,t]$$ into $$\lfloor t/T \rfloor$$ subintervals each with length at least $$T$$. Then using Equation (9) and Lemma 9.7 we have

$$\kappa_t(\sigma) \leq \left( \frac{1}{2} \right)^{\lfloor t/T \rfloor} \leq 2 \left( \frac{1}{2} \right)^{t/T} = 2e^{-\frac{\log(2)}{T}t} \leq 2C_3e^{-ct}.$$ 

If $$t < T$$, then $$\kappa_t(\sigma) \leq C_3 = 2C_3e^{-\log(2)} \leq 2C_3e^{-ct}.$$ 

Then by Proposition 4.9 and the definition of $$\kappa_t$$, we see that $$\rho$$ is $$P_k$$-Anosov relative to $$X$$.

10. Uniformly Anosov representations

In this section we prove the claims in Theorem 1.12 for a single representation. Later, in Section 12.3, we will complete the proof of Theorem 1.12 by observing that one can obtain uniform estimates over a small neighborhood in the constrained representation variety. The proofs in this section are slightly inefficient due to the need to carefully track constants for this later work.

Theorem 10.1. Suppose that $$(\Gamma, \mathcal{P})$$ is relatively hyperbolic, $$X$$ is a weak cusp space for $$(\Gamma, \mathcal{P})$$, and $$\rho : \Gamma \to \text{SL}(d, \mathbb{K})$$ is uniformly $$P_k$$-Anosov relative to $$X$$. Then:

1. There exists a $$\rho$$-equivariant quasi-isometric embedding

$$X \to \text{SL}(d, \mathbb{K})/\text{SU}(d, \mathbb{K}).$$

2. The Anosov boundary map

$$\xi : \partial_\infty X \to \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)$$

is Hölder relative to any visual metric on $$\partial_\infty X$$ and any Riemannian distance on $$\text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)$$.

The rest of the section is devoted to the proof of Theorem 10.1. Suppose $$(\Gamma, \mathcal{P})$$ is relatively hyperbolic, $$X$$ is a weak cusp space for $$(\Gamma, \mathcal{P})$$, and $$\rho : \Gamma \to \text{SL}(d, \mathbb{K})$$ is uniformly $$P_k$$-Anosov relative to $$X$$. Let $$\xi : \partial_\infty X \to \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)$$ denote the Anosov boundary map.
Let $d_M$ denote the symmetric space distance on $M := \text{SL}(d, \mathbb{K})/\text{SU}(d, \mathbb{K})$ defined by Equation (2) and let $K := \text{SU}(d, \mathbb{K})$. Then there exists $\alpha_0 > 1$, which only depends on $d$, such that

$$
\frac{1}{\alpha_0} \log \frac{\mu_1}{\mu_d} (g^{-1}h) \leq d_M(gK, hK) \leq \alpha_0 \log \frac{\mu_1}{\mu_d} (g^{-1}h)
$$

for all $g, h \in \text{SL}(d, \mathbb{K})$.

By hypothesis and Proposition 4.9 there exists a family of norms $\|\cdot\|$ on the fibers of $G(X) \times \mathbb{K}^d \to G(X)$ such that:

- Each $\|\cdot\|_\sigma$ is induced by an inner product on $K^d$.
- $\|\rho(\gamma)\cdot\|_{\gamma\sigma} = \|\cdot\|_\sigma$ for all $\gamma \in \Gamma$ and $\sigma \in G(X)$.
- For any $r \geq 0$, there is some $L_r \geq 1$ such that:

$$
\frac{1}{L_r} \|\cdot\|_{\sigma_1} \leq \|\cdot\|_{\sigma_2} \leq L_r \|\cdot\|_{\sigma_1}
$$

for all $\sigma_1, \sigma_2 \in G(X)$ with $d_X(\sigma_1(0), \sigma_2(0)) \leq r$.
- There are $c, C > 0$ such that

$$
\frac{\|Y\|\rho^*(\sigma)}{\|Z\|\rho^*(\sigma)} \leq Ce^{-ct} \frac{\|Y\|_\sigma}{\|Z\|_\sigma}
$$

for all $t \geq 0$, $\sigma \in G(X)$, $Y \in \xi^k(\sigma^+)$, and non-zero $Z \in \xi^{d-k}(\sigma^-)$.

As in Section 6, since each $\|\cdot\|_\sigma$ is induced by an inner product, for every $\sigma \in G(X)$ there exists a matrix $A_\sigma \in \text{GL}(d, \mathbb{K})$ such that

$$
\|A_\sigma(\cdot)\|_\sigma = \|\cdot\|_2.
$$

It is convenient to make the following normalization: by possibly replacing each $A_\sigma$ by an element in the coset $A_\sigma U(d, \mathbb{K})$ we may assume that

$$
\det(A_\sigma) > 0
$$

for all $\sigma \in G(X)$.

We start by observing some estimates on the singular values of the matrices $A_\sigma$.

By Lemma 6.2

$$
\frac{\mu_{k+1}}{\mu_k} (A_\sigma^{-1} A_{\rho^*(\sigma)}) \leq Ce^{-ct}
$$

for any $\sigma \in G(X)$ and $t \geq 0$.

**Observation 10.2.** If $\sigma_1, \sigma_2 \in G(X)$ and $d_X(\sigma_1(0), \sigma_2(0)) \leq r$, then

$$
\frac{\mu_1}{\mu_d} (A_{\sigma_1}^{-1} A_{\sigma_2}) \leq L_r^2.
$$

**Proof.** Notice that

$$
\|A_{\sigma_1}^{-1} A_{\sigma_2}(\cdot)\|_2 = \|A_{\sigma_2}(\cdot)\|_{\sigma_1} \leq L_r \|A_{\sigma_2}(\cdot)\|_{\sigma_2} = L_r \|\cdot\|_2,
$$

So $\mu_1(A_{\sigma_1}^{-1} A_{\sigma_2}) \leq L_r$. Also, by symmetry,

$$
\frac{1}{\mu_d} (A_{\sigma_2}^{-1} A_{\sigma_1}) = \mu_1 (A_{\sigma_2}^{-1} A_{\sigma_1}) \leq L_r
$$

which completes the proof of the observation. □
10.1. Quasi-isometric embedding of the entire weak cusp space. By Proposition 3.5 there is some \( R_1 > 0 \) with the following property: for all \( p, q \in X \), there exists a geodesic line \( \sigma : \mathbb{R} \to X \) such that

\[
p, q \in \mathcal{N}_X(\sigma, R_1).
\]

Let \( C_1 := \frac{L_2^2}{R_1} \) and \( c_1 := \frac{1}{R_1} \log(L_2^2) \). Then repeated applications of Observation 10.2 implies that

\[
(25) \quad \mu_1 \mu_d \left( A^{-1}_\sigma A_{\phi'(\sigma)} \right) \leq \left( L_2^2 \right)^{\frac{1}{R_1}} \leq C_1 e^{c_1|t|}
\]

for any \( \sigma \in \mathcal{G}(X) \) and \( t \in \mathbb{R} \).

Fix a subset \( F \subset X \) such that \( X = \bigsqcup_{p \in F} \Gamma(p) \) is a disjoint union. We define an equivariant map from \( X \) into the set of finite subsets of \( \Gamma(X) \) as follows:

- If \( p \in F \), let \( \sigma_p \in \Gamma(X) \) be any geodesic line with \( d_X(p, \sigma_p(0)) \leq R_1 \). Then let
  \[
  S_p := \text{Stab}_\Gamma(p) \cdot \sigma_p \subset \Gamma(X).
  \]
- If \( p = \gamma(q) \) for some \( \gamma \in \Gamma \) and \( q \in F \), then define \( S_p := \gamma S_q \).

Since \( \Gamma \) acts properly discontinuously on \( X \), each \( S_p \) is a finite set. Further, if \( p \in X \) and \( \sigma \in S_p \), then

\[
(26) \quad d_X(p, \sigma(0)) \leq R_1.
\]

Since the symmetric space \( M = \text{SL}(d, \mathbb{K})/\text{SU}(d, \mathbb{K}) \) is simply connected and non-positively curved, for any finite set \( S \subset M \) the function

\[
E_S(x) = \max_{s \in S} d_M(s, x)
\]

has a unique minimum point in \( M \) (see [Pet16, Chap. 6.2.2]) which we denote by \( \text{CoM}(S) \). By construction

\[
g \text{CoM}(S) = \text{CoM}(gS) \quad \text{for all} \quad g \in \text{SL}(d, \mathbb{K})
\]

and

\[
(27) \quad \max_{s \in S} d_M(s, \text{CoM}(S)) \leq \max_{s_1, s_2 \in S} d_M(s_1, s_2).
\]

For \( \sigma \in \mathcal{G}(X) \), let \( \tilde{A}_\sigma := \det(A_\sigma)^{-1/d} A_\sigma \in \text{SL}(d, \mathbb{K}) \). Then define \( F : X \to M \) by

\[
F(p) = \text{CoM} \{ \tilde{A}_\sigma K : \sigma \in S_p \}
\]

(recall that \( K = \text{SU}(d, \mathbb{K}) \)).

Lemma 10.3. If \( \sigma \in \mathcal{G}(X) \), \( p \in X \), and \( d_X(p, \sigma(0)) \leq R_1 \), then

\[
d_M(F(p), \tilde{A}_\sigma K) \leq 2\alpha_0 \log L_2^2 R_1.
\]

Proof. By Equation (20) and Observation 10.2

\[
\max_{\sigma_1, \sigma_2 \in S_p} \mu_1 \mu_d \left( A_\sigma^{-1} A_{\phi'(\sigma)} \right) \leq L_2^2 R_1.
\]

So by Equations (20) and (27)

\[
\max_{\sigma_1 \in S_p} d_M(F(p), \tilde{A}_{\sigma_1} K) \leq \alpha_0 \log L_2^2 R_1.
\]
Proof. For ease of notation, let
\[ d \in \mathbb{R} \]
Then
\[ \max_{\sigma_i \in S_p} d_M (\tilde{A}_\sigma K, \tilde{A}_\sigma K) \leq \alpha_0 \log L^2_{2R_1} \]
which completes the proof. \(\square\)

**Lemma 10.4.** \( F \) is a \( \rho \)-equivariant quasi-isometric embedding with constants only depending on \( d, L_{2R_1}, c, C, \) and \( R_1 \).

**Proof.** We first verify that \( F \) is \( \rho \)-equivariant. If \( \sigma \in \mathcal{G}(X) \) and \( \gamma \in \Gamma \), then by definition
\[
\| \rho(\gamma) A_\sigma(\cdot) \|_{\sigma} = \| A_\sigma(\cdot) \| = \| \cdot \|_2
\]
and so \( \rho(\gamma) A_\sigma = A_{\gamma \sigma} g_{\gamma, \sigma} \) for some \( g_{\gamma, \sigma} \in U(d, K) \). By Equation (23) we must have \( g_{\gamma, \sigma} \in SU(d, \mathbb{H}) = K \). Then if \( p \in X \) and \( \gamma \in \Gamma \), we have
\[
\rho(\gamma) \{ \tilde{A}_\gamma K : \sigma \in S_p \} = \{ \tilde{A}_{\gamma \sigma} K : \sigma \in S_p \} = \{ \tilde{A}_\sigma K : \sigma \in S_{\gamma(p)} \}
\]
So \( \rho(\gamma) F(p) = F(\gamma(p)) \) and thus \( F \) is \( \rho \)-equivariant.

To show that \( F \) is a quasi-isometric embedding, fix \( p, q \in X \). Then fix a geodesic line \( \sigma \in \mathcal{G}(X) \) and \( T \geq 0 \) such that
\[
d_X(p, \sigma(0)) \leq R_1 \quad \text{and} \quad d_X(q, \sigma(T)) \leq R_1.
\]
Notice that \( |T - d_X(p, q)| \leq 2R_1 \), and Lemma 10.3 implies that
\[
d_M(F(p), F(q)) - d_M(\tilde{A}_\sigma K, \tilde{A}_{\sigma'}(\gamma_\sigma) K) \leq 4\alpha_0 \log L^2_{2R_1}.
\]
Then Equations (20), (24), and (25) imply that \( F \) is a \((\alpha, \beta)\)-quasi-isometric embedding where \( \alpha := \max \left\{ \frac{1}{c\alpha_0}, c_1 \alpha_0 \right\} \) and
\[
\beta := 2\alpha_0 R_1 \max\{c, c_1\} \log \left( \frac{L^2_{2R_1}}{c} \right) + \alpha_0 \max\{\log(C), \log(C_1)\}
\]
Recall, \( c_1 \) and \( C_1 \) only depend on \( L_1 \) and \( R_1 \). So we can choose the quasi-isometric constants to depend only on \( d, L_{2R_1}, c, C, \) and \( R_1 \). \(\square\)

10.2. Hölder regularity of the boundary maps. The key step in the proof of Hölder regularity is to make Lemma 6.3 quantitative.

**Lemma 10.5.** There exist \( C_2, T_0 > 0 \) (which only depend on \( c, C, \) and \( L_1 \)) such that: if \( \sigma_1, \sigma_2 \in \mathcal{G}(X), r > 0, d_X(\sigma_1(0), \sigma_2(0)) \leq r \), and \( t > T_0 + \frac{2}{c} \log L_r \), then
\[
d_{\text{Gr}(\mathbb{K}^d)} (U_k (A_{\sigma_1}^{-1} A_{\phi'(\sigma_2)}), A_{\sigma_1}^{-1} \xi^k (\sigma_2^+)) \leq C_2 L_r^2 e^{-ct}.
\]

**Proof.** For ease of notation, let \( B_t = A_{\phi'(\sigma_2)}. \)

Let \( T_0 := \frac{1}{e} \log C \). Observation 10.2 and Equation (21) imply that
\[
(28) \quad \frac{\mu_k + 1}{\mu_k} (A_{\sigma_1}^{-1} B_t) \leq \frac{\mu_1}{\mu_d} (A_{\sigma_1}^{-1} B_0) \frac{\mu_k + 1}{\mu_k} (B_0^{-1} B_t) \leq L_r^2 C e^{-ct}
\]
and so \( U_k (A_{\sigma_1}^{-1} B_t) \) is well defined when \( t > T_0 + \frac{2}{c} \log L_r \). Further, Lemma 3.11 and Lemma 6.3 imply that
\[
\lim_{t \to \infty} U_k (A_{\sigma_1}^{-1} B_t) = \lim_{t \to \infty} A_{\sigma_1}^{-1} B_0 U_k (B_0^{-1} B_t) = A_{\sigma_1}^{-1} \xi^k (\sigma_2^+).
\]
Then
\[
d_{\text{Gr}(\mathbb{K}^d)} (U_k (A_{\sigma_1}^{-1} B_t), A_{\sigma_1}^{-1} \xi^k (\sigma_2^+)) \leq \sum_{j=0}^{\infty} d_{\text{Gr}(\mathbb{K}^d)} (U_k (A_{\sigma_1}^{-1} B_{t+j}), U_k (A_{\sigma_1}^{-1} B_{t+j+1})).
\]
Then by Lemma [3.11](1), Observation [10.2] and Equation (28), we have
\[
d_{\text{Gr}_k(K^d)} \left( U_k \left( A_{\sigma}^{-1} B_t \right), A_{\sigma}^{-1} \xi^k(\sigma^+) \right) \leq \sum_{j=0}^{\infty} \frac{\mu_1}{\mu_d} \left( B_{t_{j+1}}^{-1} B_{t_{j}} \right) \frac{\mu_{k+1}}{\mu_k} \left( A_{\sigma}^{-1} B_{t_{j}+1} \right)
\leq \sum_{j=0}^{\infty} L_1^2 \cdot L_3^2 C e^{-c(t+j+1)} = \frac{L_1^2 C e^{-c}}{1 - e^{-c}} L_3^2 e^{-ct}.
\]
So \( C_2 := L_3^2 C e^{-c} (1 - e^{-c})^{-1} \) suffices. \(\square\)

Fix \( \delta > 1 \) such that every (possibly ideal) geodesic triangle in \( X \) is \( \delta \)-slim (i.e. each side is contained in the \( \delta \)-neighborhood of the union of the two other sides).

**Lemma 10.6.** There exist \( C_3 > 0 \) (which only depends on \( \delta, c, C, \) and \( L_{2\delta} \)) such that: if \( \sigma \in \mathcal{G}(X) \) and \( y \in \partial_{\infty} X \setminus \{\sigma^+\} \), then
\[
d_{\text{Gr}_k(K^d)} \left( A_{\sigma}^{-1} \xi^k(\sigma^+), A_{\sigma}^{-1} \xi^k(y) \right) \leq C_3 e^{-c_d X(\sigma(0), \eta)}
\]
where \( \eta \in \mathcal{G}(X) \) is any geodesic line with \( \eta^- = \sigma^+ \) and \( \eta^+ = y \).

**Proof.** Let \( T_0 \) be as in Lemma [10.5] and let \( T := T_0 + \frac{2}{c} \log L_{\delta} \).

**Case 1:** Assume \( d_X(\sigma(0), \eta) \leq 6\delta + T \). Then
\[
d_{\text{Gr}_k(K^d)} \left( A_{\sigma}^{-1} \xi^k(\sigma^+), A_{\sigma}^{-1} \xi^k(y) \right) \leq \text{diam } \text{Gr}_k(K^d) = \frac{\pi}{2}
\leq \left( \frac{\pi}{2c_{6\delta+c_1}} \right) e^{-c_d X(\sigma(0), \eta)}.
\]

**Case 2:** Assume \( d_X(\sigma(0), \eta) > 6\delta + T \). Let \( \hat{\sigma} \in \mathcal{G}(X) \) be geodesic line with \( \hat{\sigma}^+ = y \) and \( \hat{\sigma}^- = \sigma^- \). If \( \sigma^- = \eta^+ \), then \( \sigma \cup \eta \) is a degenerate ideal triangle and hence \( \delta \)-slim. So
\[
d_X(\sigma(0), \eta) \leq \delta,
\]
which is impossible in Case 2. Hence \( \sigma^- \neq \eta^+ \).

Since the ideal geodesic triangle \( \sigma \cup \hat{\sigma} \cup \eta \) is \( \delta \)-slim and \( d_X(\sigma(0), \eta) > \delta \), we can parametrize \( \hat{\sigma} \) so that \( d_X(\sigma(0), \hat{\sigma}(0)) \leq \delta \). Also, since \( \eta \) is contained in the \( \delta \)-neighborhood of \( \hat{\sigma} \cup \sigma \), we can pick \( q \in \eta \) such that
\[
\max \{ d_X(q, \sigma), d_X(q, \hat{\sigma}) \} \leq \delta.
\]
Fix \( t_0, \tilde{t}_0 \in \mathbb{R} \) such that \( d_X(q, \sigma(t_0)) \leq \delta \) and \( d_X(q, \hat{\sigma}(\tilde{t}_0)) \leq \delta \).

If \( t_0 \leq 0 \) or \( \tilde{t}_0 \leq 0 \), then Observation [3.11] implies that
\[
d_X(\sigma(0), \eta) \leq 6\delta,
\]
which is impossible in Case 2. If \( t_0 \) or \( \tilde{t}_0 \) is contained in \([0, T]\), then
\[
d_X(\sigma(0), \eta) \leq 2\delta + T,
\]
which is impossible in Case 2. Thus \( t_0, \tilde{t}_0 > T \). Then by Lemma [10.5]
\[
d_{\text{Gr}_k(K^d)} \left( A_{\sigma}^{-1} \xi^k(\sigma^+), A_{\sigma}^{-1} \xi^k(y) \right) \leq C_2 L_0^2 e^{-c_{t_0}} + C_2 L_3^2 e^{-c_{\tilde{t}_0}}
+ d_{\text{Gr}_k(K^d)} \left( U_k \left( A_{\sigma}^{-1} A_{\phi^0(\sigma)} \right), U_k \left( A_{\sigma}^{-1} A_{\phi^0(\hat{\sigma})} \right) \right).
\]
By Lemma [3.11] Observation [10.2] and Equation (24)
\[
d_{\text{Gr}_k(K^d)} \left( U_k \left( A_{\sigma}^{-1} A_{\phi^0(\sigma)} \right), U_k \left( A_{\sigma}^{-1} A_{\phi^0(\hat{\sigma})} \right) \right) \leq L_2^2 C e^{-c_{t_0}}.
\]
Definition 11.1. Suppose that the distance defined by Equation (2) and let $0$ such that $\lambda > q$. There exist $\eta$ where $\eta$ for all $t$. By continuity, there exists $C$ such that: if $g \in G$, then $\partial_{\infty}X = \{ \sigma^+ : \sigma \in K \}$. By continuity, there exists $C_K > 1$ so that if $\sigma \in K$, then $\| \cdot \|_{\infty}$ is $C_K$-bilipschitz to the standard Euclidean norm $\| \cdot \|_2$ on $\mathbb{K}^d$. Then Equation (28) implies that

$$\frac{\mu_1}{\mu_d}(A_{\sigma}) \leq C_K^2$$

for all $\sigma \in K$. Finally, let $R_2 := \max\{d_X(p_0, \sigma(0)) : \sigma \in K\}$.

Lemma 10.7. There exist $C_5 > 0$ (which only depends on $\delta$, $d$, $c$, $C$, $L_{2d}$, $C_4$, $\lambda$, $C_K$, and $R_2$) such that: if $x, y \in \partial_{\infty}X$, then

$$d_{Gr_k(\mathbb{K}^d)}(t(x), t(y)) \leq C_5 d_{\infty}(x, y)^{c/\lambda}.$$  

Proof. By compactness, there exists $C' > 1$ (which only depends on $C_K$ and $d$) such that: if $g \in SL(d, \mathbb{K})$ and $\|g\|_d \leq C_K^2$, then

$$d_{Gr_k(\mathbb{K}^d)}(gV_1, gV_2) \leq C' d_{Gr_k(\mathbb{K}^d)}(V_1, V_2)$$

for all $V_1, V_2 \in Gr_k(\mathbb{K}^d)$.

Fix $x, y \in \partial_{\infty}X$ distinct. Then fix $\sigma \in K$ such that $\sigma^+ = x$. Then

$$d_{Gr_k(\mathbb{K}^d)}(t(x), t(y)) \leq C' d_{Gr_k(\mathbb{K}^d)}(t(x), t(y)) \leq C' C_3 e^{-c d_X(x, y)} \leq C' C_3 e^{-c d_X(p_0, y)} \leq C' C_3 C_K^{c/\lambda} d_{\infty}(x, y)^{c/\lambda}$$

where $\eta \in G(X)$ is a geodesic line with $\eta^- = \sigma^+$ and $\eta^+ = y$. □

11. Uniform relatively Anosov and relatively Morse representations

Relatively Morse representations were introduced in [KLT8], building on definitions and work in [KLP18]. In this section we will show that they are closely related to the uniform relatively Anosov representations introduced in this paper. In what follows, let, endow $M := SL(d, \mathbb{K})/SU(d, \mathbb{K})$ with the symmetric space distance defined by Equation (2) and let $K := SU(d, \mathbb{K})$.

Definition 11.1. Suppose that $I \subset \mathbb{R}$ is a finite or infinite interval. A quasi-geodesic $q : I \to M$ is $P_k$-Morse with constants $\alpha, \beta > 0$ if

$$\log \frac{\mu_k}{\mu_{k+1}}(h_s^{-1}h_t) \geq \alpha \log \frac{\mu_1}{\mu_d}(h_s^{-1}h_t) - \beta$$

for any $s, t \in I$ and $h_s, h_t \in SL(d, \mathbb{K})$ with $q(s) = h_s K$ and $q(t) = h_t K$. 

We remark that this is in fact Kapovich–Leeb–Porti’s definition of a “uniformly regular” quasi-geodesics, and it is a consequence of the higher-rank Morse lemma \cite{KL18} Th. 1.1] that a quasi-geodesic is Morse if and only if it is uniformly regular.

**Definition 11.2** ([KL18] Def. 8.1).

- Let $X$ be a proper geodesic Gromov-hyperbolic metric space. A map $f: X \to M$ is a $P_k$-Morse quasi-isometric embedding if there exist constants $\alpha, \beta > 0$ such that $f$ sends geodesics in $X$ to $P_k$-Morse quasi-geodesics with constants $\alpha, \beta$.

- Let $(\Gamma, \mathcal{P})$ be relatively hyperbolic and let $X$ be a weak cusp space for $(\Gamma, \mathcal{P})$. A representation $\rho: \Gamma \to \text{SL}(d, \mathbb{K})$ is $P_k$-Morse relative to $X$ if there exists a $\rho$-equivariant $P_k$-Morse quasi-isometric embedding of $X$ into $M$.

**Proposition 11.3.** Suppose that $(\Gamma, \mathcal{P})$ is relatively hyperbolic and $X$ is a weak cusp space for $(\Gamma, \mathcal{P})$. If $\rho: \Gamma \to \text{SL}(d, \mathbb{K})$ is uniformly $P_k$-Anosov relative to $X$, then $\rho$ is $P_k$-Morse relative to $X$.

**Proof.** Let $F: X \to M$ be the $\rho$-equivariant quasi-isometry and let $\{\tilde{A}_\sigma : \sigma \in \mathcal{G}(X)\}$ be the matrices constructed in Section 10.1. By Lemma 10.3 it suffices to prove: there exist constants $\alpha, \beta > 0$ such that for any $\sigma \in \mathcal{G}(X)$ and $t \in \mathbb{R}$,

$$
\log \frac{\mu_k}{\mu_{k+1}} (\tilde{A}_\sigma^{-1} \tilde{A}_{\varphi^t(\sigma)}) \geq \alpha \log \frac{\mu_1}{\mu_d} (\tilde{A}_\sigma^{-1} \tilde{A}_{\varphi^t(\sigma)}) - \beta.
$$

By Equations (24) and (25), there exist $\alpha_1, \beta_1 > 0$ such that: for any $\sigma \in \mathcal{G}(X)$ and $t > 0$,

$$
\log \frac{\mu_k}{\mu_{k+1}} (\tilde{A}_\sigma^{-1} \tilde{A}_{\varphi^t(\sigma)}) \geq \alpha_1 \log \frac{\mu_1}{\mu_d} (\tilde{A}_\sigma^{-1} \tilde{A}_{\varphi^t(\sigma)}) - \beta_1.
$$

For $\sigma \in \mathcal{G}(X)$, let $I(\sigma) \in \mathcal{G}(X)$ be the geodesic defined by $I(\sigma)(t) = \sigma(-t)$. Then by Observation 10.2

$$
\frac{\mu_k}{\mu_{k+1}} (\tilde{A}_\sigma^{-1} \tilde{A}_{\varphi^t(\sigma)}) \geq \frac{\mu_k}{\mu_{k+1}} (\tilde{A}_{I(\sigma)}^{-1} \tilde{A}_{I(\varphi^t(\sigma))}) = \frac{\mu_k}{\mu_{k+1}} (\tilde{A}_{I(\sigma)}^{-1} \tilde{A}_{I(\varphi^t(I(\sigma)))})
$$

for any $\sigma \in \mathcal{G}(X)$ and $t \in \mathbb{R}$. So by Equation (29), there exist $\alpha_2, \beta_2 > 0$ such that: for any $\sigma \in \mathcal{G}(X)$ and $t < 0$,

$$
\log \frac{\mu_k}{\mu_{k+1}} (\tilde{A}_\sigma^{-1} \tilde{A}_{\varphi^t(\sigma)}) \geq \alpha_2 \log \frac{\mu_1}{\mu_d} (\tilde{A}_\sigma^{-1} \tilde{A}_{\varphi^t(\sigma)}) - \beta_2.
$$

Then $\alpha := \min\{\alpha_1, \alpha_2\}$ and $\beta := \max\{\beta_1, \beta_2\}$ suffice. \qed

**Proposition 11.4.** Suppose that $(\Gamma, \mathcal{P})$ is relatively hyperbolic and $X$ is a weak cusp space for $(\Gamma, \mathcal{P})$. If $\rho: \Gamma \to \text{SL}(d, \mathbb{K})$ is representation and there exists a **continuous** $\rho$-equivariant $P_k$-Morse quasi-isometric embedding $F: X \to M$, then $\rho$ is uniformly $P_k$-Anosov relative to $X$.

**Proof.** For each $\sigma \in \mathcal{G}(X)$, fix $A_\sigma \in \text{SL}(d, \mathbb{K})$ with $F(\sigma(0)) = A_\sigma \mathbb{K}$. Then define a metric on the fibers of $\mathcal{G}(X) \times \mathbb{K}^d \to \mathcal{G}(X)$ by

$$
\|A_\sigma(\cdot)\|_\sigma = \|\cdot\|_2.
$$

Notice that $\|\cdot\|_\sigma$ is continuous in $\sigma$ and $\rho$-equivariant. Since $F$ is an quasi-isometric embedding, for any $r > 0$ the set

$$
K_r := \{ A_{\sigma_1}^{-1} A_{\sigma_2} : \sigma_1, \sigma_2 \in \mathcal{G}(X), \ d_X(\sigma_1(0), \sigma_2(0)) \leq r \}.$$

is compact in $\text{SL}(d, \mathbb{K})$. Hence $\| \cdot \|_\sigma$ descends to a locally uniform metric on the vector bundle $\mathcal{E}_\rho(X) \to \mathcal{G}(X)$.

Since $F$ is $P_t$-Morse, there exist constants $C_0, c_0 > 0$ such that for $\sigma \in \mathcal{G}(X)$ and all $m, n \in \mathbb{Z}$ with $m \geq n$ we have

$$\frac{\mu_k^{d-k+1}}{\mu_{d-k}} \left( A_{\phi^{m+1}(\sigma)}^{-1} A_{\phi^n(\sigma)} \right) = \frac{\mu_k^{d-k+1}}{\mu_k} \left( A_{\phi^{m+1}(\sigma)}^{-1} A_{\phi^{m+1}(\sigma)} \right) \leq C_0 e^{c_0(m-n+1)}$$

From this estimate and the compactness of $K_1$, for any given $\sigma$ the sequence $\left( A_{\phi^{m+1}(\sigma)}^{-1} A_{\phi^n(\sigma)} \right)_{n \in \mathbb{Z}}$ lies in the compact flow space $\mathcal{D}$ in the hypotheses of [BPS19 Prop. 2.4] with $p = d - k$. Hence, by that proposition,

- for any $\sigma \in \mathcal{G}(X)$ the limits
  $$E^{cs}(\sigma) := \lim_{n \to \infty} U_k \left( A_{\phi^{n+1}(\sigma)}^{-1} A_{\phi^n(\sigma)} \right) \quad \text{and} \quad E^{cu}(\sigma) := \lim_{n \to \infty} U_{d-k} \left( A_{\phi^{n+1}(\sigma)}^{-1} A_{\phi^n(\sigma)} \right)$$
  exist, depend continuously on $\sigma$, and $E^{cs}(\sigma) \oplus E^{cu}(\sigma) = \mathbb{K}^d$.

- there exist $C_1, c_1 > 0$ such that

$$\left\| A_{\phi^{n+1}(\sigma)}^{-1} A_{\phi^n(\sigma)} Y \right\|_2 \leq C_1 e^{-c_1 n} \left\| Y \right\|_2 \left\| Z \right\|_2$$

for all $\sigma \in \mathcal{G}(X)$, $n \in \mathbb{N}$, $Y \in E^{cs}(\sigma)$, and non-zero $Z \in E^{cu}(\sigma)$.

We claim that $A_\sigma E^{cs}(\sigma)$ only depends on $\sigma^+$ and $E^{cu}(\sigma)$ only depends on $\sigma^-$. Fix $\sigma_1, \sigma_2 \in \mathcal{G}(X)$ with $\sigma_1^+ = \sigma_2^+$. Then

$$r := \sup_{n \in \mathbb{N}} d_X(\sigma_1(n), \sigma_2(n))$$

is finite. Then, since $K_r$ is compact, the set

$$\left\{ A_{\phi^{n+1}(\sigma_1)}^{-1} A_{\phi^n(\sigma_2)} : n \in \mathbb{N} \right\} \subset K_r$$

is relatively compact. So Lemma 3.11 implies that

$$A_\sigma E^{cs}(\sigma_1) = \lim_{n \to \infty} U_k \left( A_{\phi^{n+1}(\sigma_1)} \right) = \lim_{n \to \infty} U_k \left( A_{\phi^n(\sigma_2)} \right) = A_{\sigma_2} E^{cs}(\sigma_2).$$

Thus $A_\sigma E^{cs}(\sigma)$ only depends on $\sigma^+$.

A similar argument shows that $A_\sigma E^{cu}(\sigma)$ only depends on $\sigma^-$. So there exists a continuous transverse map

$$\xi = (\xi^k, \xi^{d-k}) : \partial(\Gamma, \mathcal{P}) \to \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)$$

such that $\xi^k(\sigma^+) = A_{\sigma} E^{cs}(\sigma)$ and $\xi^{d-k}(\sigma^-) = A_{\sigma} E^{cu}(\sigma)$ for all $\sigma \in \mathcal{G}(X)$. Further, since $F$ is $\rho$-equivariant so is $\xi$.

Now fix $\sigma \in \mathcal{G}(X)$, $t \geq 0$, $Y \in \xi^k(\sigma^+)$, and non-zero $Z \in \xi^{d-k}(\sigma^-)$. Let $n := \lfloor t \rfloor$ and $\sigma_1 := \sigma^{\lfloor t \rfloor}$. Then by Equation (30) and the compactness of $K_1$,

$$\frac{\| Y \|_{\phi^n(\sigma)} }{\| Z \|_{\phi^n(\sigma)}} = \frac{\| Y \|_{\phi^{n+1}(\sigma)}}{\| Z \|_{\phi^{n+1}(\sigma)}} = \frac{\| A_{\phi^{n+1}(\sigma)}^{-1} A_{\phi^n(\sigma)} A_{\sigma_1}^{-1} Y \|_2}{\| A_{\phi^{n+1}(\sigma)}^{-1} A_{\phi^n(\sigma)} Z \|_2} \leq C_1 e^{-c_1 t} \frac{\| A_{\sigma_1}^{-1} Y \|_2}{\| A_{\sigma_1}^{-1} Z \|_2} \approx C_1 e^{-c_1 t} \frac{\| A_{\sigma_1}^{-1} Y \|_2}{\| A_{\sigma_1}^{-1} Z \|_2} = C_1 e^{-c_1 t} \frac{\| Y \|_{\sigma}}{\| Z \|_{\sigma}}.$$

So Proposition 4.9 implies that $\rho$ is uniformly $P_k$-Anosov relative to $X$. \hfill $\square$
12. Relative Anosov Representations

In this section we prove Theorem 12.1 which we restate below. Then in Section 12.2 and Section 12.3 we establish the stability assertions in Theorems 1.7 and 1.12 respectively.

**Theorem 12.1.** Suppose that \((\Gamma, \mathcal{P})\) is relatively hyperbolic and \(X\) is a weak cusp space for \((\Gamma, \mathcal{P})\). If \(\rho_0 : \Gamma \to SL(d, \mathbb{K})\) is \(P_k\)-Anosov relative to \(X\), then there exists an open neighborhood \(\mathcal{O}\) of \(\rho_0\) in \(\text{Hom}_{\rho_0}(\Gamma, SL(d, \mathbb{K}))\) such that every representation in \(\mathcal{O}\) is \(P_k\)-Anosov relative to \(X\).

Moreover:

1. If \(\xi_\rho\) is the Anosov boundary map of \(\rho \in \mathcal{O}\), then the map
   \[
   (\rho, x) \in \mathcal{O} \times \partial(\Gamma, \mathcal{P}) \mapsto \xi_\rho(x) \in \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)
   \]
   is continuous.

2. If \(h : M \to \mathcal{O}\) is a real-analytic family of representations and \(x \in \partial(\Gamma, \mathcal{P})\), then the map
   \[
   u \in M \mapsto \xi_{h(u)}(x) \in \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)
   \]
   is real-analytic.

The proof has three main steps. First we set up a flow space to work with, second we verify that the flow space has a dominated splitting, and finally we use the dominated splitting to construct the Anosov boundary maps. The arguments in the first two steps are similar to the proof of stability for relatively Anosov representations of geometrically finite Fuchsian groups in [CZZ22a, Sec. 8], but the argument in the third step is different (and more complicated).

For the rest of the section fix \((\Gamma, \mathcal{P}), X\), and \(\rho_0 : \Gamma \to SL(d, \mathbb{K})\) as in the statement of Theorem 12.1. Since \(X\) is fixed for the entire section, for ease of notation we write

\[
\mathcal{G} := \mathcal{G}(X), \quad \hat{\mathcal{G}} := \hat{\mathcal{G}}(X), \quad E := E(X), \quad \text{and} \quad \hat{E}_\rho := \hat{E}_\rho(X).
\]

Let

\[
\xi_{\rho_0} = (\xi_{\rho_0}^k, \xi_{\rho_0}^{d-k}) : \partial(\Gamma, \mathcal{P}) \to \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)
\]

denote the Anosov boundary map associated to \(\rho_0\). Then let \(\hat{E}_{\rho_0} = \hat{\Theta}_{\rho_0}^k \oplus \hat{\Theta}_{\rho_0}^{d-k}\) denote the Anosov splitting induced by \(\xi_{\rho_0}\).

**Step 1: Setting up the flow space.** By hypothesis there exist a metric \(\| \cdot \|^{(0)}\) on the vector bundle \(\hat{E}_{\rho_0} \to \hat{\mathcal{G}}\) and constants \(C, c > 0\) such that

\[
\| \psi^t(f) \|^{(0)}_{(\sigma)} \leq C e^{-ct} \| f \|^{(0)}_{(\sigma)}
\]

for all \(\sigma \in \hat{\mathcal{G}}, \ t \geq 0, \) and \(f \in \text{Hom}(\hat{\Theta}_{\rho_0}^{d-k}, \hat{\Theta}_{\rho_0}^k)|_{\sigma}\).

Given an open neighborhood \(\mathcal{O} \subset \text{Hom}_{\rho_0}(\Gamma, SL(d, \mathbb{K}))\), define \(E(\mathcal{O}) := \mathcal{O} \times \mathcal{G} \times \mathbb{K}^d\) and

\[
\hat{E}(\mathcal{O}) := \Gamma \setminus E(\mathcal{O})
\]

where \(\Gamma\) acts by \(\gamma : (\rho, \sigma, Y) = (\rho, \gamma \circ \sigma, \rho(\gamma)Y)\). Note that the map \(E(\mathcal{O}) \to \mathcal{O} \times \hat{\mathcal{G}}\) descends to a vector bundle

\[
\hat{E}(\mathcal{O}) \to \mathcal{O} \times \hat{\mathcal{G}}.
\]
Moreover,  
\[ \hat{E}(O)|_\rho = \bigcup_{\sigma \in \hat{G}(X)} \hat{E}(O)|_{(\rho, \sigma)} \]

naturally identifies with \( \hat{E}_\rho \).

The flow \( \phi^t \) on \( G \) extends to a flow \( \varphi^t \) on \( E(O) \) by acting trivially in the other factors and descends to a flow also denoted \( \varphi^t \) on \( \hat{E}(O) \).

As before, let \( \mathcal{P}^\Gamma := \{ \gamma P\gamma^{-1} : P \in \mathcal{P}, \gamma \in \Gamma \} \). Using the equivalent formulation of relative hyperbolicity given in [Bow12, Prop. 6.13] there exists a collection of open sets \{ \( H_P \) \} \( P \in \mathcal{P}^\Gamma \) in \( X \) with the following properties:

- \( \gamma H_P = H_{\gamma P \gamma^{-1}} \) for all \( P \in \mathcal{P}^\Gamma \) and \( \gamma \in \Gamma \),
- \( H_P \) accumulates on a single point in \( \partial_\infty X \): the fixed point of \( P \),
- \( \overline{P} \cap \overline{Q} = \emptyset \) for all distinct \( P, Q \in \mathcal{P}^\Gamma \),
- \( \Gamma \) acts cocompactly on \( X \setminus \bigcup_{P \in \mathcal{P}^\Gamma} H_P \).

(In the case when \( X \) is a simply connected negative curved Riemannian manifold, the \( H_P \) can be chosen to be horoballs.)

Then let  
\[ \mathcal{C} := \{ P \setminus H_P : P \in \mathcal{P} \}. \]

Informally, \( \mathcal{C} \) denotes the set of “cusps” of the quotient \( \Gamma \setminus X \).

If \( \mathcal{C} = P \setminus H_P \in \mathcal{C} \), then by shrinking \( \mathcal{O} \) if necessary, we may assume that there is a continuous map \( g_C : \mathcal{O} \to \text{SL}(d, \mathbb{K}) \) such that  
\[ g_C(\rho)|_0(g)g_C(\rho)^{-1} = \rho(g) \]

for all \( g \in P \) and all \( \rho \in \mathcal{O} \). Notice, if \( \rho \in \mathcal{O} \), then the map  
\[ \Phi^H_\rho : E_\rho|_G \to E_\rho|_H \]

is a bundle isomorphism which descends to a bundle isomorphism  
\[ \hat{\Phi}^C : E_\rho|_{\hat{G}C} \to \hat{E}_\rho|_{\hat{G}C}. \]

Moreover, if \( \varphi^s(Y) \in \hat{E}_{\rho_0}|_{\hat{G}C} \) for all \( s \in [0, t] \), then  
\[ (32) \quad \hat{\Phi}^C(\varphi^t(Y)) = \varphi^t(\hat{\Phi}^C(Y)). \]

We use these isomorphisms on the cusps to extend the Anosov splitting \( \hat{E}_{\rho_0} = \hat{\Theta}_{\rho_0} \oplus \hat{G}^{d-k} \) to a (not necessarily flow-invariant) splitting  
\[ \hat{E}(O) = \hat{F}^k \oplus \hat{G}^{d-k} \]

by first defining  
\[ \hat{F}^k|_{(\rho_0, \sigma)} = \hat{\Theta}_{\rho_0}|_\sigma \quad \text{and} \quad \hat{G}^{d-k}|_{(\rho_0, \sigma)} = \hat{\Xi}_{\rho_0}^{d-k}|_\sigma \]

for all \( \sigma \in \hat{G} \), then defining  
\[ \hat{F}^k|_{(\rho, \sigma)} = \hat{\Phi}^C_{\rho} \left( \hat{\Theta}_{\rho_0}|_\sigma \right) \quad \text{and} \quad \hat{G}^{d-k}|_{(\rho, \sigma)} = \hat{\Phi}^C_{\rho} \left( \hat{\Xi}_{\rho_0}^{d-k}|_\sigma \right) \]

for all \( \rho \in \mathcal{O}, \mathcal{C} \in \mathcal{C}, \) and \( \sigma \in \hat{G}|_{\mathcal{C}} \), and finally extending this splitting globally (further shrinking \( \mathcal{O} \) and each \( \mathcal{C} \in \mathcal{C} \) if necessary).
By further shrinking $\mathcal{O}$ and each $C \in \mathcal{C}$, we may also fix a metric on the vector bundle $\hat{E}(\mathcal{O}) \rightarrow \mathcal{O} \times \hat{G}$ such that:

$$\|\cdot\|_{(\rho, \sigma)} = \|\cdot\|_{\sigma}^{(0)}$$

for all $\sigma \in \hat{G}$

(33) $$\|\Phi_{(\rho, \sigma)}^{C}(\cdot)\|_{(\rho, \sigma)} = \|\cdot\|_{\sigma}^{(0)}$$

for all $\rho \in \mathcal{O}$, $C \in \mathcal{C}$, and $\sigma \in \hat{G}|C$.

**Step 2:** Using the contraction mapping theorem to obtain a $\varphi^t$-invariant global splitting. Relative to the initial splitting $\hat{E}(\mathcal{O}) = \hat{F}^k \oplus \hat{G}^{d-k}$, we may decompose the flow

$$\varphi^t = \left(\begin{array}{cc} A_t & B_t \\ C_t & D_t \end{array} \right).$$

Notice that the splitting is invariant if $B_t \equiv C_t \equiv 0$. Consider the bundle

$$\text{Hom}(\hat{G}^{d-k}, \hat{F}^k) \rightarrow \mathcal{O} \times \hat{G}$$

with the operator norm induced from our metric on $\hat{E}(\mathcal{O})$, and let $\mathcal{R}_r \subset \text{Hom}(\hat{G}^{d-k}, \hat{F}^k)$ denote the $r$-ball bundle about the zero section.

Fix $\epsilon \in (0, \frac{1}{2})$ so that

$$\frac{1 + 2\epsilon}{1 - 2\epsilon} \leq 2, \quad \frac{1}{1 - \epsilon} + \epsilon (1 + \epsilon) (1 - \epsilon)^2 \leq 2, \quad \text{and} \quad \epsilon \frac{(1 + 2\epsilon)^2}{(1 - \epsilon)^2 (1 - 2\epsilon)^2} \leq \frac{1}{2}.$$

Using these bounds on $\epsilon$, the proof of [CZZ22a, Prop. 8.3] yields the following.

**Proposition 12.2.** After possibly replacing $\mathcal{O}$ by a smaller neighborhood of $\rho_0$, there exists $T > 0$ such that: for all $t \in [T, 2T]$ there is a well-defined map

$$\psi^t : \mathcal{R}_1 \rightarrow \mathcal{R}_{2e}$$

given by

$$\psi^t(f) = (B_t + A_tf)(D_t + C_tf)^{-1}.$$ 

Furthermore,

$$\|\psi^t(f_1) - \psi^t(f_2)\| \leq 2\epsilon \|f_1 - f_2\|$$

for all $\rho \in \mathcal{O}$, $\sigma \in \hat{G}$, and $f_1, f_2 \in \mathcal{R}_1|_{(\rho, \sigma)}$.

**Remark 12.3.** One can verify that the map $\psi^t$ has the property that $\text{Graph}(\psi^t(f)) = \varphi^t(\text{Graph}(f))$ for all $t \in [T, 2T]$, $\rho \in \mathcal{O}$, $\sigma \in \hat{G}$, and $f \in \mathcal{R}_1|_{(\rho, \sigma)}$. Further, if the splitting is flow-invariant, then $\psi^t$ coincides with the map

$$f \mapsto \varphi^t \circ f \circ \varphi^{-t}.$$

Let $S(\mathcal{R}_r)$ be the space of continuous sections of the fiber bundle $\mathcal{R}_r \rightarrow \mathcal{O} \times \hat{G}$. This is a complete metric space with the distance

$$d_S(\sigma_1, \sigma_2) = \sup_{(\rho, \sigma)} \|\sigma_1(\rho, \sigma) - \sigma_2(\rho, \sigma)\|.$$ 

Also, when $t \in [T, 2T]$, $\psi^t$ induces a map $\psi^t_S : S(\mathcal{R}_1) \rightarrow S(\mathcal{R}_{2e})$ given by

$$\psi^t_S(\sigma)(\rho, \sigma) := \psi^t(\sigma(\rho, \varphi^{-t}(\sigma))).$$

By Proposition [1222] this is a contraction mapping for each $t \in [T, 2T]$. Hence for each $t$ in this range, there exists a unique $\psi^t_S$-invariant section $\sigma_0^{(t)}$ of the bundle $\mathcal{R}_{2e}$.

Arguing as in [CZZ22a, pp. 43-44], the section $\sigma_0^{(t)}$ does not depend on $t \in [T, 2T]$. Then

$$\hat{\mathcal{G}}^{d-k}|_{(\rho, \sigma)} := \text{Graph}\left(\sigma_0^{(t)}(\rho, \sigma)\right).$$
defines a flow-invariant \((d - k)\)-dimensional subbundle \(\hat{E}^{d-k}\) of \(\hat{E}(\mathcal{O})\), see Remark 12.3.

Applying the same arguments to \(\text{Hom}(\hat{F}^k, \hat{G}^{d-k})\) (although flowing in the other direction) and further shrinking \(\mathcal{O}\) if needed, we obtain a flow-invariant \(k\)-dimensional subbundle \(\hat{\Theta}^k\) of \(\hat{E}(\mathcal{O})\).

Arguing as in [CZ22a, p. 44], the fibers \(\hat{E}^{d-k}|_{(\rho, \sigma)}\) and \(\hat{\Theta}^k|_{(\rho, \sigma)}\) are transverse for every \((\rho, v) \in \mathcal{O} \times \hat{G}\). Hence, by dimension counting, we obtain a flow-invariant splitting

\[
\hat{E}(\mathcal{O}) = \hat{\Theta}^k \oplus \hat{E}^{d-k}.
\]

The next two lemmas verify that this is a dominated splitting.

**Lemma 12.4.** There exist \(C_0 > 0\) such that: if \(t \in [0, T]\), \(\rho \in \mathcal{O}\), \(\sigma \in \hat{G}\), \(Y \in \hat{\Theta}^k|_{(\rho, \sigma)}\), and \(Z \in \hat{E}^{d-k}|_{(\rho, \sigma)}\) is non-zero, then

\[
\frac{||\phi^t(Y)||_{(\rho, \phi^t(\sigma))}}{||\phi^t(Z)||_{(\rho, \phi^t(\sigma))}} \leq C_0 \frac{||Y||_{(\rho, \sigma)}}{||Z||_{(\rho, \sigma)}}.
\]

**Proof.** Let

\[
\hat{G}_{\text{thinner}} := \left\{ \sigma \in \hat{G} : \sigma(t) \in \bigcup_{C \in \mathcal{C}} C \text{ for all } t \in [0, T] \right\}
\]

and

\[
\hat{G}_{\text{thicker}} := \hat{G} \setminus \hat{G}_{\text{thinner}}.
\]

Notice that \(\hat{G}_{\text{thicker}}\) is compact and so there exists \(C'_0 > 0\) such that

\[
\frac{||\phi^t(Y)||_{(\rho, \phi^t(\sigma))}}{||\phi^t(Z)||_{(\rho, \phi^t(\sigma))}} \leq C'_0 \frac{||Y||_{(\rho, \sigma)}}{||Z||_{(\rho, \sigma)}}
\]

for all \(t \in [0, T]\), \(\rho \in \mathcal{O}\), \(\sigma \in \hat{G}_{\text{thicker}}\), \(Y \in \hat{\Theta}^k|_{(\rho, \sigma)}\), and non-zero \(Z \in \hat{E}^{d-k}|_{(\rho, \sigma)}\).

Suppose that \(t \in [0, T]\), \(\rho \in \mathcal{O}\), \(\sigma \in \hat{G}_{\text{thinner}}\), \(Y \in \hat{\Theta}^k|_{(\rho, \sigma)}\), and \(Z \in \hat{E}^{d-k}|_{(\rho, \sigma)}\) is non-zero. Let

\[
Y = Y_1 + Y_2 \quad \text{and} \quad Z = Z_1 + Z_2
\]

be the decomposition relative to \(\hat{E}(\mathcal{O}) = \hat{F}^k \oplus \hat{G}^{d-k}\). Then, by the construction of \(\hat{G}^k\) and \(\hat{G}^{d-k}\), we have \(||Y_2||_{(\rho, \sigma)} \leq 2\epsilon ||Y_1||_{(\rho, \sigma)}\) and \(||Z_1||_{(\rho, \sigma)} \leq 2\epsilon ||Z_2||_{(\rho, \sigma)}\). Further, by Equation \(\text{(32)}\),

\[
\phi^t(Y_1) \in \hat{F}^k|_{(\rho, \sigma)} \quad \text{and} \quad \phi^t(Y_2) \in \hat{G}^{d-k}|_{(\rho, \sigma)}.
\]

Then, since \(\phi^t(Y) = \phi^t(Y_1) + \phi^t(Y_2) \in \hat{\Theta}^k|_{(\rho, \phi^t(\sigma))}\), we have

\[
||\phi^t(Y_2)||_{(\rho, \phi^t(\sigma))} \leq 2\epsilon ||\phi^t(Y_1)||_{(\rho, \phi^t(\sigma))}
\]

and hence

\[
||\phi^t(Y)||_{(\rho, \phi^t(\sigma))} \leq (1 + 2\epsilon) ||\phi^t(Y_1)||_{(\rho, \phi^t(\sigma))}.
\]

Similar reasoning shows that

\[
||\phi^t(Z)||_{(\rho, \phi^t(\sigma))} \geq (1 - 2\epsilon) ||\phi^t(Z_2)||_{(\rho, \phi^t(\sigma))}.
\]
Then by Equations (31), (32), and (34) we have
\[
\frac{\|\varphi^t(Y)\|_{(\rho,\phi^t(\sigma))}}{\|\varphi^t(Z)\|_{(\rho,\phi^t(\sigma))}} \leq \frac{1 + 2\epsilon \|\varphi^t(Y_1)\|_{(\rho,\phi^t(\sigma))}}{1 - 2\epsilon} \leq \frac{1 + 2\epsilon C e^{-ct}}{1 - 2\epsilon} \frac{\|Y_1\|_{(\rho,\sigma)}}{\|Z_2\|_{(\rho,\sigma)}} \\
\leq \frac{(1 + 2\epsilon)^2}{(1 - 2\epsilon)^2} C e^{-ct} \frac{\|Y\|_{(\rho,\sigma)}}{\|Z\|_{(\rho,\sigma)}} \leq 4C \frac{\|Y\|_{(\rho,\sigma)}}{\|Z\|_{(\rho,\sigma)}}.
\]
So \(C_0 := \max\{C'_0, 4C\}\) suffices. \(\square\)

**Lemma 12.5.** There exist \(C_1, c_1 > 0\) such that: if \(t \geq 0, \rho \in \mathcal{O}, \sigma \in \hat{\mathcal{G}}, Y \in \hat{\Theta}^k|_{(\rho,\sigma)}, Z \in \mathbb{E}^{d-k}|_{(\rho,\sigma)}\) is non-zero, then
\[
\frac{\|\varphi^t(Y)\|_{(\rho,\phi^t(\sigma))}}{\|\varphi^t(Z)\|_{(\rho,\phi^t(\sigma))}} \leq C_1 e^{-c_1t} \frac{\|Y\|_{(\rho,\sigma)}}{\|Z\|_{(\rho,\sigma)}}.
\]

**Proof.** Using the estimates in Equation (34), the proof of [CZZ22a, Prop. 8.5] implies that
\[
\frac{\|\varphi^t(Y)\|_{(\rho,\phi^t(\sigma))}}{\|\varphi^t(Z)\|_{(\rho,\phi^t(\sigma))}} \leq \frac{1}{2} \frac{\|Y\|_{(\rho,\sigma)}}{\|Z\|_{(\rho,\sigma)}} \quad \text{for all } t \in [T, 2T], \rho \in \mathcal{O}, \sigma \in \hat{\mathcal{G}}, Y \in \hat{\Theta}^k|_{(\rho,\sigma)}, \text{ and non-zero } Z \in \mathbb{E}^{d-k}|_{(\rho,\sigma)}.
\]

Then, by repeatedly using the above estimate and Lemma [12.3] the lemma holds with
\[
c_1 := -\frac{\log(2)}{T} \quad \text{and} \quad C_1 := \max\{1, C_0\} \cdot e^{c_1T}.
\] \(\square\)

**Step 3: Finding the Anosov boundary maps from this flow-invariant splitting.** To complete the proof of Theorem [12.1] we need to show that each splitting
\[
\hat{E}_\rho = \hat{E}(\mathcal{O})|_\rho = \hat{\Theta}^k|_\rho \oplus \mathbb{E}^{d-k}|_\rho
\]
arises from a boundary map. To ease notation, for the rest of this step we fix some \(\rho \in \mathcal{O}\). We lift the splitting in Equation (35) to
\[
\hat{\mathcal{G}} \times \mathbb{K}^d = E = \mathcal{G}^k \oplus \mathbb{E}^{d-k}.
\]
We also lift the metric on \(\hat{E}_\rho = \hat{E}(\mathcal{O})|_\rho\) to a metric on \(E \to \mathcal{G}\). Then Lemma [12.5] implies that
\[
\frac{\|Y\|_{\phi^t(\sigma)}}{\|Z\|_{\phi^t(\sigma)}} \leq C_1 e^{-c_1t} \frac{\|Y\|_{\sigma}}{\|Z\|_{\sigma}} \quad \text{for all } t \geq 0, \sigma \in \mathcal{G}, Y \in \Theta^k(\sigma), \text{ and non-zero } Z \in \mathbb{E}^{d-k}(\sigma).
\]
Since each \(\cdot\|_{\sigma}\) is induced by an inner product, for each \(\sigma \in \mathcal{G}\) there exists a matrix \(A_{\sigma} \in \text{GL}(d, \mathbb{K})\) such that
\[
\|A_{\sigma}(\cdot)\|_{\sigma} = \|\cdot\|_2.
\]

**Lemma 12.6.** For any \(\sigma \in \mathcal{G}\),
\[
\lim_{t \to \infty} \frac{\mu_k + 1}{\mu_k} (A_{\sigma}^{-1} A_{\phi^t(\sigma)}) = 0.
\]

**Proof.** This is exactly the same as the proof of Lemma [12.2] \(\square\)

**Lemma 12.7.** If \(\sigma \in \mathcal{G}\), then \(\Theta^k(\sigma) = \lim_{t \to \infty} U_k(A_{\phi^t(\sigma)})\).
Proof. Fix $\sigma \in \mathcal{G}$ and suppose not. Then there exists $t_n \to \infty$ where $V := \lim_{n \to \infty} U_k \left( A_{\phi^n(t_n)}(\sigma) \right) \in \mathrm{Gr}_k(\mathbb{K}^d)$ exists and does not equal $\Theta^k_\rho(\sigma)$. Fix $Y \in \Theta^k_\rho(\sigma) \setminus V$ non-zero. Then

$$\left\| A_{\phi^n(t_n)}^{-1} Y \right\|_2 \geq \frac{1}{\mu_{k+1}(A_{\phi^n(t_n)}^{-1})} \left\| Y \right\|_2 = \mu_{d-k} \left( A_{\phi^n(t_n)}^{-1} \right) \left\| Y \right\|_2.$$ 

Also, by the max-min/min-max theorem for singular values, for every $n$ there exists a non-zero $Z_n \in \mathbb{K}^{d-k}(\sigma)$ such that

$$\left\| A_{\phi^n(t_n)}^{-1} Z_n \right\|_2 \leq \mu_{d-k} \left( A_{\phi^n(t_n)}^{-1} \right) \left\| Z_n \right\|_2.$$ 

Then by Equation (36)

$$0 = \lim_{n \to \infty} \frac{\left\| Y \right\|_{\phi^n(t_n)} \left\| Z_n \right\|_\sigma}{\left\| Z_n \right\|_{\phi^n(t_n)} \left\| Y \right\|_\sigma} \cong \lim_{n \to \infty} \frac{\left\| A_{\phi^n(t_n)}^{-1} Y \right\|_2 \left\| Z_n \right\|_2}{\left\| A_{\phi^n(t_n)}^{-1} Z_n \right\|_2 \left\| Y \right\|_2} \geq 1.$$ 

(notice the implicit constants depend on $\sigma$ and we have a contradiction. \hfill \Box

Lemma 12.8. If $\sigma \in \mathcal{G}$, then $\Theta^k_\rho(\sigma)$ only depends on $\sigma^\ddagger$.

Proof. It suffices to consider the following two cases.

Case 1: Assume $\sigma^\ddagger$ is a conical limit point. Then there exist a sequence $(\gamma_n)_{n \geq 1}$ in $\Gamma$ and $t_n \to \infty$ such that $\{\gamma_n \phi^n(t_n) : n \geq 1\}$ is relatively compact in $\mathcal{G}$.

Fix $\eta \in \mathcal{G}$ with $\eta^\ddagger = \sigma^\ddagger$. Then

$$\sup_{t \geq 0} d_X(\sigma(t), \eta(t)) < +\infty$$ 

and so $\{\gamma_n \phi^n(t_n) : n \geq 1\}$ is also relatively compact in $\mathcal{G}$. So for every non-zero $Y \in \mathbb{K}^d$ we have

$$\left\| A_{\phi^n(t_n)}^{-1} Y \right\|_2 = \left\| Y \right\|_{\phi^n(t_n)} \times \frac{\left\| (\sigma^n) Y \right\|_{\gamma_n \phi^n(t_n)}}{\left\| (\sigma^n) Y \right\|_{\phi^n(t_n)}} \cong \frac{\left\| (\sigma^n) Y \right\|_2}{\left\| (\sigma^n) Y \right\|_2} = 1.$$ 

where the implicit constants are independent of $n$. So

$$\left\| A_{\phi^n(t_n)}^{-1} \phi^n(t_n) Y \right\|_2 = \left\| A_{\phi^n(t_n)}^{-1} (A_{\phi^n(t_n)}(\eta) Y) \right\|_2 \times 1$$ 

and hence

$$\mu_j \left( A_{\phi^n(t_n)}^{-1} \phi^n(t_n) \right) \cong 1$$

for all $1 \leq j \leq d$ and all $n$. Thus by Lemma 3.11

$$d \left( U_k \left( A_{\phi^n(t_n)}(\sigma) \right), U_k \left( A_{\phi^n(t_n)}(\eta) \right) \right) \leq \frac{\mu_{k+1}}{\mu_k} \left( A_{\phi^n(t_n)}(\sigma) \right).$$

Hence by Lemma 12.6

$$\Theta^k_\rho(\sigma) = \lim_{n \to \infty} U_k \left( A_{\phi^n(t_n)}(\sigma) \right) = \lim_{n \to \infty} U_k \left( A_{\phi^n(t_n)}(\eta) \right) = \Theta^k_\rho(\eta).$$
Case 2: Assume $\sigma^+$ is not a conical limit point. Then $\sigma^+$ is the fixed point of a subgroup $P \in \mathcal{P}$. By definition $\rho(P) = g\rho_0(P)g^{-1}$ for some $g \in \text{GL}(d, \mathbb{K})$. We claim that

$$\Theta^k_{\rho}(\sigma) = \lim_{t \to \infty} U_k \left( A_{\phi^t(\sigma)} \right) = g\xi^k_{\rho_0}(\sigma^+)$$

where $\xi_{\rho_0}$ is the boundary map of $\rho_0$. Let $\|\cdot\|^{(0)}_{\eta \in \mathcal{G}}$ denote the lift of our initial metric on $\mathcal{E}_{\rho_0}$. Then for each $\eta \in \mathcal{G}$ fix $A^{(0)}_{\eta} \in \text{GL}(d, \mathbb{K})$ satisfying

$$\left\| A^{(0)}_{\eta}(\cdot) \right\|^{(0)}_{\eta} = \|\cdot\|_2.$$

Since $\sigma^+$ is not a conical limit point and $\Gamma$ acts cocompactly on $X \setminus \bigcup_{\rho \in \mathcal{P}} H_{\rho}$, we must have $\sigma(t) \in H_{\rho}$ when $t$ is sufficiently large. Hence by Equation (33) we can assume that $A^{(0)}_{\phi^t(\sigma)} = g^{-1}A^{(0)}_{\phi^t(\sigma)}g$ for $t$ sufficiently large.

By Lemma [12.7] applied to $\rho_0$ we have

$$\Theta^k_{\rho_0}(\sigma) = \lim_{t \to \infty} U_k \left( A^{(0)}_{\phi^t(\sigma)} \right).$$

So by Lemma 3.11

$$\Theta^k_{\rho}(\sigma) = \lim_{t \to \infty} U_k \left( A_{\phi^t(\sigma)} \right) = \lim_{t \to \infty} gU_k \left( A^{(0)}_{\phi^t(\sigma)} \right) = g\xi^k_{\rho_0}(\sigma^+)$$

and hence $\Theta^k_{\rho}(\sigma)$ only depends on $\sigma^+$. □

Repeating the arguments in the last three lemmas, but switching the roles of $k$ and $d-k$ implies the following.

Lemma 12.9. If $\sigma \in \mathcal{G}$, then $\Xi^{d-k}(\sigma)$ only depends on $\sigma^-$.

Finally we can define continuous transverse $\rho$-equivariant maps

$$\xi_{\rho} = (\xi^k_{\rho}, \xi^{d-k}_{\rho}) : \partial_{\infty}X \to \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)$$

such that $\Theta^k_{\rho}(\sigma) = \xi^k_{\rho}(\sigma^+)$ and $\Xi^{d-k}_{\rho}(\sigma) = \xi^{d-k}_{\rho}(\sigma^-)$. This combined with Lemma 12.5 proves that $\rho$ is P$k$-Anosov relative to $X$. Since $\rho \in \mathcal{O}$ was arbitrary this completes the proof of the main assertion in Theorem 12.1.

12.1. The “moreover” parts of Theorem 12.1. By construction, the subspaces $\Theta^k|_{(\rho, \sigma)}$ and $\Xi^{d-k}|_{(\rho, \sigma)}$ depend continuously on $(\rho, \sigma) \in \mathcal{O} \times \mathcal{G}$. Hence the map

$$(\rho, x) \in \mathcal{O} \times \partial(\Gamma, \mathcal{P}) \mapsto \xi_{\rho}(x) \in \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)$$

is continuous.

The second part is slightly more involved.

Proposition 12.10. If $h : M \to \mathcal{O}$ is a real-analytic family of representation and $x \in \partial(\Gamma, \mathcal{P})$, then the map

$$u \in M \mapsto \xi_{h(u)}(x) \in \text{Gr}_k(\mathbb{K}^d) \times \text{Gr}_{d-k}(\mathbb{K}^d)$$

is real-analytic.

Proof. This closely follows the proof of the analogous statement in [CZZ22a, pp. 50-51] for geometrically finite Fuchsian groups.

Using the inclusion $\text{SL}(d, \mathbb{C}) \hookrightarrow \text{SL}(2d, \mathbb{R})$, we may assume that $\mathbb{K} = \mathbb{R}$. Fix a finite generating set $S \subset \Gamma$ and let $N := |S|$. Then we may view $\text{Hom}(\Gamma, \text{SL}(d, \mathbb{R}))$ as a Zariski-closed subset of $\text{SL}(d, \mathbb{R})^N$ and consider $h$ as a real-analytic map from $M$ to $\text{SL}(d, \mathbb{R})^N$. 

We can then realize $M$ as a totally real submanifold of a complex manifold $M^C$ and assume that $h$ extends to a complex analytic map $h: M^C \to SL(d, \mathbb{C})^N$. Note that $h(M)$ and $h(M^C)$ have the same Zariski closure in $SL(d, \mathbb{C})^N$. In particular,

$$h(M^C) \subset \text{Hom}(\Gamma, SL(d, \mathbb{C})).$$

We claim that $\text{Hom}_{\rho_0}(\Gamma, SL(d, \mathbb{C}))$ is locally closed in the Zariski topology (i.e. open in its closure). For $P \in \mathcal{P}$, let

$$U_P := \{ \tau \in \text{Hom}(P, SL(d, \mathbb{C})) : \tau \text{ is conjugate to } \rho_0|_P \}.$$

Then, $U_P$ is the orbit of $\rho_0|_P$ under the conjugation action of $SL(d, \mathbb{C})$ and hence is locally closed in the Zariski topology. Next define

$$f: \text{Hom}(\Gamma, SL(d, \mathbb{C})) \to \prod_{P \in \mathcal{P}} \text{Hom}(P, SL(d, \mathbb{C}))$$

by $f(\rho) = (\rho|_P)_{P \in \mathcal{P}}$. Then, by definition,

$$\text{Hom}_{\rho_0}(\Gamma, SL(d, \mathbb{C})) = f^{-1}\left( \prod_{P \in \mathcal{P}} U_P \right)$$

and so $\text{Hom}_{\rho_0}(\Gamma, SL(d, \mathbb{C}))$ is also locally closed in the Zariski topology.

Then, after possibly shrinking $M^C$, we may assume that

$$h(M^C) \subset \text{Hom}_{\rho_0}(\Gamma, SL(d, \mathbb{C})).$$

Then, by possibly shrinking again and using the first part of Theorem 1.10 we may assume that every representation in $h(M^C)$ is $P_k$-Anosov. Hence it suffices to show that for any $x \in \partial(\Gamma, \mathcal{P})$, the map $M^C \to \text{Gr}_k(C^d)$ given by $u \mapsto \xi_{h(u)}^k(x)$ is complex analytic in $x$, this implies that the restriction of this map to $M$ is real-analytic.

If $\gamma$ is a hyperbolic element and $\rho \in h(M^C)$, then Proposition 4.2 implies that $\rho(\gamma)$ is $P_k$-proximal and $\xi_{\rho(\gamma)}^k$ is the attracting $k$-plane of $\rho(\gamma)$. It then follows that the map $M^C \to \text{Gr}_k(C^d)$ given by $u \mapsto \xi_{h(u)}^k(\gamma^+)$ is complex analytic. More generally, if $x \in \partial(\Gamma, \mathcal{P})$, there exists a sequence $(\gamma_n)_{n \geq 1}$ of hyperbolic elements of $\Gamma$ such that $\gamma_n^+ \to x$. Then, since the map from $M^C \times \partial(\Gamma, \mathcal{P}) \to \text{Gr}_k(C^d)$ given by $(u, y) \mapsto \xi_{h(u)}^k(y)$ is continuous, $u \mapsto \xi_{h(u)}^k(x)$ is a locally uniform limit of complex analytic functions, and hence complex analytic.

12.2. Stability in the context of Theorem 1.7. Suppose that $X = C_{GM}(\Gamma, \mathcal{P}, S)$ is a Groves–Manning cusp space and fix $x_0 \in X$. Also fix a neighborhood $\mathcal{O}' \subset \mathcal{O}$ of $\rho_0$ which is relatively compact in $\mathcal{O}$.

Notice that the metric $\| \cdot \|_{(\rho, \sigma)}$ on $\hat{E}(\mathcal{O}) \to \hat{G}$ constructed in [Step 1] is continuous and the contraction constants for the flow can be chosen to be independent of $\rho \in \mathcal{O}$. So by the explicit constants in Lemma 6.3 there exist $\alpha_1, \beta_1 > 0$ such that

$$-\beta_1 + \alpha_1 d_X(\gamma(x_0), x_0) \leq \log \frac{\mu_k}{\mu_{k+1}}(\rho(\gamma))$$

for all $\rho \in \mathcal{O}'$ and $\gamma \in \Gamma$. Then we also have

$$\alpha_1 \ell_X(\gamma) = \lim_{n \to \infty} \frac{\alpha_1 d_X(\gamma^n(x_0), x_0)}{n} \leq \lim_{n \to \infty} \frac{1}{n} \log \frac{\mu_k}{\mu_{k+1}}(\rho(\gamma)^n) = \log \frac{\lambda_k}{\lambda_{k+1}}(\rho(\gamma))$$

for all $\rho \in \mathcal{O}'$ and $\gamma \in \Gamma$. 

By Lemmas 5.3 and 5.4 there exists $\hat{\beta}_0 > 0$ such that: if $P \in \mathcal{P}$ and $g \in P$, then

$$\log \frac{\mu_1}{\mu_d}(\rho_0(g)) \leq 2(d-1) \log |g|_{S^\gamma P} + \hat{\beta}_0.$$  

Then, since $\rho|_P$ is conjugate to $\rho_0|_P$ for any $\rho \in \mathcal{O}$ and $P \in \mathcal{P}$, there exists $\hat{\beta} > 0$ such that: if $\rho \in \mathcal{O}'$, $P \in \mathcal{P}$, and $g \in P$, then

$$\log \frac{\mu_1}{\mu_d}(\rho(g)) \leq 2(d-1) \log |g|_{S^\gamma P} + \hat{\beta}.$$  

So by Lemma 5.5, see Equation (4), there exist $\alpha_2, \beta_2 > 0$ such that

$$\alpha_2 d_X(\gamma(x_0), x_0) + \beta_2 \tag{38}$$

for all $\rho \in \mathcal{O}'$ and $\gamma \in \Gamma$.

Then by Equations (2), (37), and (38): For any $\rho, \sigma \in \mathcal{O}'$ constructed in Step 1 restricts to a locally uniform family of norms on each $\E^\rho \to \hat{\mathcal{G}}$ is locally uniform. Then the family of norms $\sigma$ constructed in Step 1 restricts to a locally uniform family of norms on each $\E^\rho = \hat{E}(\mathcal{O})|_{\rho}$. Thus any representation $\rho \in \mathcal{O}$ is uniformly $P_K$-Anosov relative to $X$. Fix a neighborhood $O'$ of $\rho_0$ which is relatively compact in $\mathcal{O}$. By the construction of the norms in Step 1 and the estimates in Step 2, we can choose the contraction constants $C$ and $c$ and the locally uniform metric constants $(L_r)_{r > 0}$ implicit in Definition 10.10 as well as the constant $C_K$ appearing in Section 10.2 to be independent of $\rho \in \mathcal{O}'$.

By Lemma 10.3 for any $\rho \in \mathcal{O}'$ we have a $\rho$-equivariant quasi-isometric embedding

$$X \to \mathbf{SL}(d, \mathbb{K})/\mathbf{SU}(d, \mathbb{K})$$

whose quasi-isometry constants depend only on properties of $X$, the dimension $d$, $L_r$ for a particular $r > 0$, $C$, and $c$. In particular, they may be chosen to be uniform over $\rho \in \mathcal{O}'$.

By Lemma 10.7 for any $\rho \in \mathcal{O}'$, the Anosov boundary map

$$\xi_\rho : \partial_\infty X \to \Gr_k(\mathbb{K}^d) \times \Gr_{d-k}(\mathbb{K}^d)$$

is Hölder (relative to any visual metric on $\partial_\infty X$ and any Riemannian distance on $\Gr_k(\mathbb{K}^d) \times \Gr_{d-k}(\mathbb{K}^d)$), with constants depending only on the properties of $X$, the dimension $d$, $L_r$ for a particular $r > 0$, $C_K$, $c$, and $C$. In particular, the Hölder constants can be chosen to be independent of $\rho \in \mathcal{O}'$.

13. THE GENERAL SEMISIMPLE CASE

In this section, we consider relatively Anosov representations into general semisimple Lie groups. The main result of this section, Proposition 13.4 below, is an extension of Proposition 4.3 in [GW12] and will allow us to reduce the general case to the case of representations into the special linear group. For geometrically finite Fuchsian groups, this reduction was established in [CZZ22a, App. B] and our exposition is based on the arguments there.

For the rest of the section, we will assume that $G$ is a semisimple Lie group of non-compact type with finite center. Fix a parabolic subgroup $P^+ \leq G$ and an opposite parabolic subgroup $P^- \leq G$, then let $\mathcal{F}^\pm := G/P^\pm$ be the associated flag
varieties. We say that $F_1 \in \mathcal{F}^+$ is transverse to $F_2 \in \mathcal{F}^-$ if $(F_1, F_2)$ is contained in the unique open $G$-orbit in $\mathcal{F}^+ \times \mathcal{F}^-$.  

Definition 13.1 then naturally extends as follows:  

**Definition 13.1.** Suppose that $(\Gamma, P)$ is relatively hyperbolic with Bowditch boundary $\partial(\Gamma, P)$. A representation $\rho: \Gamma \to G$ is $P^\pm$-Anosov relative to $P$ if there exists a continuous map  

$$\xi = (\xi^+, \xi^-): \partial(\Gamma, P) \to \mathcal{F}^+ \times \mathcal{F}^-$$

which is  

1. $\rho$-equivariant: if $\gamma \in \Gamma$, then $\rho(\gamma) \circ \xi = \xi \circ \gamma$,  
2. transverse: if $x, y \in \partial(\Gamma, P)$ are distinct, then $\xi^+(x)$ and $\xi^-(y)$ are transverse,  
3. strongly dynamics-preserving: if $(\gamma_n)_{n \geq 1}$ is a sequence of elements in $\Gamma$ where $\gamma_n \to x \in \partial(\Gamma, P)$ and $\gamma_n^{-1} \to y \in \partial(\Gamma, P)$, then  

$$\lim_{n \to \infty} \rho(\gamma_n) F = \xi^+(x)$$

uniformly on compact subsets of $\{F \in \mathcal{F}^+: F \text{ transverse to } \xi^-(y)\}$.  

**Example 13.2.** Let $e_1, \ldots, e_d$ denote the standard basis of $\mathbb{K}^d$ and fix $k \in \{1, \ldots, d\}$. Then  

$$P^+ := \{g \in \text{SL}(d, \mathbb{K}): g \langle e_1, \ldots, e_k \rangle = \langle e_1, \ldots, e_k \rangle\}$$

and  

$$P^- := \{g \in \text{SL}(d, \mathbb{K}): g \langle e_{k+1}, \ldots, e_d \rangle = \langle e_{k+1}, \ldots, e_d \rangle\}$$

are opposite parabolic subgroups where the associated flag varieties $\mathcal{F}^+, \mathcal{F}^-$ naturally identify with $\text{Gr}_k(\mathbb{K}^d), \text{Gr}_{d-k}(\mathbb{K}^d)$ respectively. Further, under this identification, transversality in the sense above is equivalent to transversality in the usual linear algebra sense. So $P^\pm$-Anosov representations coincide with the $P_k$-Anosov representations defined in Definition 13.1.  

If $\Psi: G \to \text{SL}(V)$ is a finite-dimensional irreducible representation, we say that $\Psi$ is adapted to $P^\pm$ if there exists a decomposition $V = L_0 \oplus W_0$ where $L_0$ is a line, $W_0$ is a hyperplane,  

$$P^+ = \{g \in G: \Psi(g)(L_0) = L_0\}, \quad \text{and} \quad P^- = \{g \in G: \Psi(g)(W_0) = W_0\}.$$  

Given such a representation, we may define embeddings $\zeta^+_\Psi: \mathcal{F}^+ \to P(V)$ and $\zeta^-\Psi: \mathcal{F}^- \to \text{Gr}_{\dim(V)-1}(V)$ by  

$$\zeta^+_\Psi(g P^+) = \Psi(g)(L_0) \quad \text{and} \quad \zeta^-\Psi(g P^-) = \Psi(g)(W_0).$$

Then let $\zeta_\Psi := (\zeta^+_\Psi, \zeta^-\Psi)$.  

**Remark 13.3.** Such representations can be constructed as follows: if $\mathfrak{g}$ is the Lie algebra of $G$, $\mathfrak{n}^+$ is the nilpotent radical of the Lie algebra of $P^+$, and $n := \dim \mathfrak{n}^+$, then the representation defined by $\Psi(g) := \wedge^n \text{Ad}(g)$ and $V := \text{span}(\Psi(G)(\wedge^n \mathfrak{n}^+)) \subset \wedge^n \mathfrak{g}$ is adapted to $P^\pm$, see [GW12, Rem. 4.12].  

The main result of this section is the following extension of [GW12, Prop. 4.3], which was previously established for geometrically finite Fuchsian groups in [CZZ22a].
Proposition 13.4. Suppose that $\Psi : G \to SL(V)$ is a finite-dimensional irreducible representation which is adapted to $P^\pm$. If $(\Gamma, P)$ is relatively hyperbolic and $\rho : \Gamma \to G$ is a representation, then the following are equivalent:

1. $\rho$ is $P^\pm$-Anosov relative to $P$,
2. $\Psi \circ \rho$ is $P_1$-Anosov relative to $P$.

Moreover, when the above conditions hold, if $\xi_\rho, \xi_{\Psi \circ \rho}$ are the Anosov boundary maps of $\rho, \Psi \circ \rho$ respectively, then $\xi_{\Psi \circ \rho} = \xi_\rho \circ \xi_\rho$.

We will combine Proposition 13.4 and Observation 4.1 to prove the following corollary.

Corollary 13.5 (see Section 13.2). If $(\Gamma, P)$ is relatively hyperbolic and $\rho : \Gamma \to G$ is a representation, then the following are equivalent:

1. $\rho$ is $P^\pm$-Anosov relative to $P$,
2. $\rho$ is $P^T$-Anosov relative to $P$.

Moreover, when the above conditions hold, if $\xi = (\xi^+, \xi^-)$ is the $P^\pm$-Anosov boundary map of $\rho$, then $\xi = (\xi^-, \xi^+)$ is the $P^T$-Anosov boundary map of $\rho$.

Proposition 13.4 also allows us to generalize our results about linear relatively Anosov representations to the general setting. As in the SL($d, \mathbb{K}$) case, if $(\Gamma, P)$ is relatively hyperbolic and $\rho_0 : \Gamma \to G$ is a representation, let $\text{Hom}_{\rho_0}(\Gamma, G)$ denote the space of representations $\rho : \Gamma \to G$ so that if $P \in \mathcal{P}$, then $\rho |_P$ is conjugate to $\rho_0 |_P$.

As a consequence of Proposition 13.4 and Theorem 1.6 we have the following corollary.

Corollary 13.6. Suppose that $(\Gamma, P)$ is relatively hyperbolic and $\rho_0 : \Gamma \to G$ is $P^\pm$-Anosov relative to $P$. Then there exists an open neighborhood $\mathcal{O}$ of $\rho_0$ in $\text{Hom}_{\rho_0}(\Gamma, G)$ such that every representation in $\mathcal{O}$ is $P^\pm$-Anosov relative to $P$.

Moreover,

1. If $\xi_\rho$ is the Anosov boundary map of $\rho \in \mathcal{O}$, then the map $$(\rho, x) \in \mathcal{O} \times \partial(\Gamma, P) \mapsto \xi_\rho(x) \in F^+ \times F^-$$ is continuous.
2. If $h : M \to \mathcal{O}$ is a real-analytic family of representation and $x \in \partial(\Gamma, P)$, then the map $$u \in M \mapsto \xi_{h(u)}(x) \in F^+ \times F^-$$ is real-analytic.

We also can use Proposition 13.4 to extend Theorem 1.3 to general $P^\pm$-Anosov representations.

Given a weak cusp space $X$ for a relatively hyperbolic group $(\Gamma, P)$ and a representation $\rho : \Gamma \to G$, we define the bundles $$\tilde{B}_\rho^\pm := \Gamma \backslash (\mathcal{G}(X) \times F^\pm) \quad \text{and} \quad \tilde{V}_\rho^\pm := \Gamma \backslash (\mathcal{G}(X) \times T F^\pm),$$ where $T F^\pm$ is the tangent bundle of $F^\pm$. Observe that $\tilde{V}_\rho^\pm$ is a vector bundle over $\tilde{B}_\rho^\pm$ of rank $\dim(F^\pm)$. The flow $\phi^t$ on $\mathcal{G}(X)$ extends to flows $\varphi^t$ on $B_\rho^\pm := \mathcal{G}(X) \times F^\pm$ and $\psi^t$ on $V_\rho^\pm := \mathcal{G}(X) \times T F^\pm$ whose action is trivial on the second factor. These in turn descends to flows on $\tilde{B}_\rho^\pm$ and $\tilde{V}_\rho^\pm$, also denoted by $\varphi^t$ and $\psi^t$ respectively, which cover the geodesic flow on $\tilde{\mathcal{G}}(X)$. 
Given a continuous $\rho$-equivariant transverse map $\xi$ we define sections

$$\tau^\pm_\xi : \mathcal{G}(X) \to B^\pm_\rho = \mathcal{G}(X) \times \mathcal{F}^\pm$$

by $\tau^\pm_\xi(\sigma) = (\sigma, \xi^\pm(\sigma^\pm))$. Since $\xi$ is $\rho$-equivariant, $\tau^\pm_\xi$ descend to sections $\hat{\tau}^\pm_\xi : \hat{\mathcal{G}}(X) \to \hat{B}^\pm_\rho$. Finally we consider the vector bundles $(\hat{G}_\xi^\pm)^* \hat{V}^\pm_\rho \to \hat{G}(X)$. By construction, the flow $\psi^t$ on $\hat{V}^\pm_\rho$ pulls back to a flow on this bundle which we also denote by $\psi^t$.

**Proposition 13.7** (see Section 13.3). Suppose that $(\Gamma, \mathcal{P})$ is relatively hyperbolic, $\rho : \Gamma \to \mathcal{G}$ is a representation, and

$$\xi = (\xi^+, \xi^-) : \partial(\Gamma, \mathcal{P}) \to \mathcal{F}^+ \times \mathcal{F}^-$$

is a continuous $\rho$-equivariant transverse map. Then the following are equivalent:

1. $\rho$ is $\mathbf{P}^\pm$-Anosov relative to $\mathcal{P}$ with Anosov boundary map $\xi$.
2. There exist a weak cusp space $X$ for $(\Gamma, \mathcal{P})$ and a family of norms $\|\cdot\|$ on the fibers of the associated bundle $(\hat{G}_\xi^+)^* \hat{V}^-_\rho$ such that the flow $\psi^t$ is exponentially contracting.
3. There exist a weak cusp space $X$ for $(\Gamma, \mathcal{P})$ and a family of norms $\|\cdot\|$ on the fibers of the associated bundle $(\hat{G}_\xi^+)^* \hat{V}^+_\rho$ such that the flow $\psi^t$ is exponentially expanding.
4. For any Groves–Manning cusp space $X$ for $(\Gamma, \mathcal{P})$, there exists a family of norms $\|\cdot\|$ on the fibers of the associated bundle $(\hat{G}_\xi^+)^* \hat{V}^-_\rho$ such that the flow $\psi^t$ is exponentially contracting.
5. For any Groves–Manning cusp space $X$ for $(\Gamma, \mathcal{P})$, there exists a family of norms $\|\cdot\|$ on the fibers of the associated bundle $(\hat{G}_\xi^+)^* \hat{V}^+_\rho$ such that the flow $\psi^t$ is exponentially expanding.

**Example 13.8.** Let $\mathbf{P}^+, \mathbf{P}^- \leq \mathbf{SL}(d, \mathbb{K})$ be as in Example 13.2. Suppose that $(\Gamma, \mathcal{P})$ is relatively hyperbolic, $\rho : \Gamma \to \mathcal{G}$ is a representation, and

$$\xi = (\xi^+, \xi^-) : \partial(\Gamma, \mathcal{P}) \to \mathcal{F}^+ \times \mathcal{F}^-$$

is a continuous $\rho$-equivariant transverse map. Then $(\tau^\pm_\xi)^* \mathcal{V}^\pm_\rho \big|_{\sigma} = \tau_{\xi^+(\sigma^+)}^\pm \mathbf{Gr}_k(\mathbb{K}^d)$ and, since $\xi$ is transverse, there is a natural isomorphism

$$\tau_{\xi^+(\sigma^+) \mathbf{Gr}_k(\mathbb{K}^d)} \simeq \text{Hom}(\xi^+(\sigma^+), \xi^-(\sigma^-)).$$

Using the notation from Section 12 this implies that there is a bundle isomorphism

$$(\tau^+_\xi)^* \mathcal{V}^+_\rho \simeq \text{Hom}(\Theta^k, \Xi^{d-k})$$

which descends to a bundle isomorphism

$$(\hat{G}_\xi^+)^* \hat{V}^+_\rho \simeq \text{Hom}(\hat{\Theta}^k, \hat{\Xi}^{d-k}).$$

Moreover, this isomorphism intertwines the flows. The same reasoning implies that

$$(\hat{G}_\xi^-)^* \hat{V}^-_\rho$$

is isomorphic to $\text{Hom}(\hat{\Theta}^{d-k}, \hat{\Theta}^k)$. So, in this special case, the implications

$$1 \implies 4 \text{ and } 1 \implies 5$$

in Proposition 13.7 follow from Theorem 1.3. Notice that Theorem 1.3 does not imply the converse, since in Theorem 1.3 we assumed the family of norms on $\text{Hom}(\hat{\Theta}^k, \hat{\Xi}^{d-k})$ are induced by a metric on the bundle $\hat{E}_\rho(X)$. 


13.1. Proof of Proposition [13.4] We start with a lemma.

Lemma 13.9. Suppose that $\Psi: G \to SL(V)$ is a finite-dimensional irreducible representation which is adapted to $P^\pm$. If $(F^+, F^-) \in \mathcal{F}^+ \times \mathcal{F}^-$, then:

(1) $F^+$ and $F^-$ are transverse if and only if $\zeta^+_\Psi(F^+)$ and $\zeta^-_\Psi(F^-)$ are transverse.

(2) If $(g_n)_{n \geq 1}$ is a sequence in $G$, then the following are equivalent:

(a) $g_n F \to F^+$ uniformly on compact subsets of

$$\{ F \in \mathcal{F}^+: F \text{ transverse to } F^\perp \}.$$

(b) $\Psi(g_n)v \to \zeta^+_\Psi(F^+)$ uniformly on compact subsets of

$$\{ v \in P(V): v \text{ transverse to } \zeta^-_\Psi(F^-) \}.$$

Proof. Part (1) follows from [GGKW17, Prop. 3.5] or [CZZ22a, Obs. B.10]. Since $\zeta_\Psi$ is an embedding, the implication (b) $\implies$ (a) in part (2) follows immediately from part (1).

To show that (a) $\implies$ (b) in part (2), suppose $(g_n)_{n \geq 1}$ is a sequence in $G$ and $g_n F \to F^+$ uniformly on compact subsets of

$$\{ F \in \mathcal{F}^+: F \text{ transverse to } F^\perp \}.$$

To show that $\Psi(g_n)L \to \zeta^+_\Psi(F^+)$ uniformly on compact subsets of

$$\{ v \in P(V): v \text{ transverse to } \zeta^-_\Psi(F^-) \},$$

it suffices to show that the sequence $[\Psi(g_n)] \in PGL(V) \subset P(\text{End}(V))$ converges to the projective linear transformation $T \in P(\text{End}(V))$ with image $T = \zeta^+_\Psi(F^+)$ and ker$(T) = \zeta^-_\Psi(F^-)$. Since $P(\text{End}(V))$ is compact, it is enough to consider the case where $[\Psi(g_n)]$ converges to some $S \in P(\text{End}(V))$.

Since $\Psi$ is irreducible, $\zeta^+_\Psi(F^+)$ spans $V$. So we can pick $F_1, \ldots, F_m \in \mathcal{F}^+$ such that

$$\ker S \oplus \zeta^+_\Psi(F_1) \oplus \cdots \oplus \zeta^+_\Psi(F_m) = V.$$ 

By perturbing, we may also assume that each $F_j$ is transverse to $F^-$. Then

$$S(\zeta^+_\Psi(F_j)) = \lim_{n \to \infty} \Psi(g_n)\zeta^+_\Psi(F_j) = \lim_{n \to \infty} \zeta^+_\Psi(g_n F_j) = \zeta^+_\Psi(F^+).$$

So image$(S) = \zeta^+_\Psi(F^+)$. To compute the kernel, we notice that $Gr_{\dim(V)-1}(V)$ may be identified with $P(V^*)$ by identifying a hyperplane $Q$ in $V$ with the projective class of linear functionals with kernel $Q$. Notice that $[\Psi(\gamma_n)]$ converges to $*S$ in $P(\text{End}(V^*))$. Further, since $g_n F \to F^+$ uniformly on compact subsets of

$$\{ F \in \mathcal{F}^+: F \text{ transverse to } F^\perp \},$$

one can show that $g_n F \to F^-$ uniformly on compact subsets of

$$\{ F \in \mathcal{F}^-: F \text{ transverse to } F^+ \},$$

see for instance [CZZ23, Appendix A]. So repeating the argument above shows that

Image$(*S) = \zeta^-_\Psi(F^-)$, so the kernel of $S$ is $\zeta^-_\Psi(F^-)$.

Since $T$ and $S$ have rank one and the same image and kernel, we see that $T = S$. \hfill $\Box$
Proof of Proposition 13.4. First suppose that \( \rho \) is \( P^\pm \)-Anosov relative to \( \mathcal{P} \) with boundary map \( \xi_\rho \). Then Lemma 13.9 implies that \( \Psi \circ \rho \) is \( P_1 \)-Anosov relative to \( \mathcal{P} \) with boundary map \( \xi_\Psi \circ \xi_\rho \).

Next suppose that \( \Psi \circ \rho \) is \( P_1 \)-Anosov relative to \( \mathcal{P} \) with boundary map \( \xi_{\Psi \circ \rho} \). We claim that \( \xi_{\Psi \circ \rho} \) has image in \( \zeta_\Psi(\mathcal{F}^+ \times \mathcal{F}^-) \). Fix \( x \in \partial(\Gamma, \mathcal{P}) \). Then there exists a sequence \( (\gamma_n)_{n \geq 1} \) such that \( \gamma_n \rightarrow x \). Passing to a subsequence we can suppose that \( \gamma_n^{-1} \rightarrow y \). Since \( \Psi \) is irreducible, there exists \( F \in \mathcal{F}^+ \) such that \( \zeta_\Psi(F) \) is transverse to \( \xi_{\Psi \circ \rho}^{-1} \). Then

\[
\xi_{\Psi \circ \rho}^{-1}(x) = \lim_{n \to \infty} (\Psi \circ \rho)(\gamma_n) \zeta_\Psi (F) = \lim_{n \to \infty} \zeta_\Psi(\rho(\gamma_n)F) \in \zeta_\Psi(\mathcal{F}^+)
\]

So \( \xi_{\Psi \circ \rho} \) has image in \( \zeta_\Psi(\mathcal{F}^+) \). A similar argument shows that \( \xi_{\Psi \circ \rho}^d \) has image in \( \zeta_\Psi(\mathcal{F}^-) \). Thus \( \xi_{\Psi \circ \rho} \) has image in \( \zeta_\Psi(\mathcal{F}^+ \times \mathcal{F}^-) \).

Then \( \xi_\rho := \zeta_\Psi^{-1} \circ \xi_{\Psi \circ \rho} \) is well defined and Lemma 13.9 implies that \( \rho \) is \( P^\pm \)-Anosov relative to \( \mathcal{P} \) with boundary map \( \xi_\rho \).

13.2. Proof of Corollary 13.5. Fix a finite-dimensional irreducible representation \( \Psi: \Gamma \rightarrow SL(V) \) which is adapted to \( P^\pm \). The proof of Proposition 13.4 can be used to show the following.

Lemma 13.10. If \((\Gamma, \mathcal{P})\) is relatively hyperbolic and \( \rho: \Gamma \rightarrow G \) is a representation, then the following are equivalent:

1. \( \rho \) is \( P^\pm \)-Anosov relative to \( \mathcal{P} \),
2. \( \Psi \circ \rho \) is \( P_{\dim(V)-1} \)-Anosov relative to \( \mathcal{P} \).

Moreover, when the above conditions hold, if \( \xi_\rho, \xi_{\Psi \circ \rho} \) are the Anosov boundary maps of \( \rho, \Psi \circ \rho \) respectively, then \( \xi_{\Psi \circ \rho} = \xi_\Psi \circ \xi_\rho \).

Then the Corollary follows from this Lemma, Proposition 13.4 and Observation 13.3.

13.3. Proof of Proposition 13.7. Suppose that \((\Gamma, \mathcal{P})\) is relatively hyperbolic, \( \rho: \Gamma \rightarrow G \) is a representation, and

\[
\xi = (\xi^+, \xi^-): \partial(\Gamma, \mathcal{P}) \rightarrow \mathcal{F}^+ \times \mathcal{F}^-
\]

is a continuous \( \rho \)-equivariant transverse map.

We note that \( (4) \Rightarrow (2) \) and \( (5) \Rightarrow (3) \) are by definition. As the next proof demonstrates, two of the other implications follow quickly from Proposition 13.4 and Theorem 1.3.

Lemma 13.11 ((1) \Rightarrow (4),(5)). If \( \rho \) is \( P^\pm \)-Anosov relative to \( \mathcal{P} \) with Anosov boundary map \( \xi \) and \( X \) is a Groves–Manning cusp space for \((\Gamma, \mathcal{P})\), then there exists a family of norms \( || \cdot || \) on the fibers of the associated bundle \( (\mathcal{F}^\pm) \circ \mathcal{V}_{\rho} \) such that the flow \( \phi^t \) is exponentially expanding/contracting.

Proof. Let \( \Psi: \Gamma \rightarrow SL(V) \) be a finite-dimensional irreducible representation which is adapted to \( P^\pm \). Then Proposition 13.4 implies that \( \Psi \circ \rho \) is \( P_1 \)-Anosov with Anosov boundary map \( \xi_{\Psi \circ \rho} = \xi_\Psi \circ \xi \).

By Theorem 1.3 (see Example 13.8), there exists a family of norms \( || \cdot || \) on the fibers of the associated bundle \( (\mathcal{F}^\pm) \circ \mathcal{V}_{\Psi \circ \rho} \) such that the flow \( \phi^t \) is exponentially expanding/contracting.
Notice that the maps \( \zeta^\pm \) induce bundle embeddings \( \iota^\pm : \hat{V}^\pm_\rho \hookrightarrow \hat{V}^\pm_{\Psi \rho} \) which intertwines the flows on the two bundles. Further, 
\[
(\hat{\gamma}^\pm_{\xi})^* \hat{V}^\pm_\rho = (\iota^\pm)^* \left( (\hat{\gamma}^\pm_{\xi \Psi \rho})^* \hat{V}^\pm_{\Psi \rho} \right)
\]
and so if we equip \( (\hat{\gamma}^\pm_{\xi})^* \hat{V}^\pm_\rho \) with the pullback norm, then the flow is exponentially expanding/contracting. \( \Box \)

We will complete the proof of Proposition 13.7 by showing that (3) \( \implies \) (1) and (2) \( \implies \) (1). To prove these directions we need to set some additional notation. Let \( \mathfrak{g} \) be the Lie algebra of \( \mathcal{G} \) and let \( \mathfrak{p}^\pm \) be the Lie algebra of \( \mathcal{P}^\pm \). Then there exists a Cartan decomposition \( \mathfrak{g} = k \oplus \mathfrak{p}, \) a Cartan subspace \( \mathfrak{a} \subset \mathfrak{p} \), and an element \( H_\bullet \in \mathfrak{a} \) so that 
\[
\mathfrak{p}^\pm = \mathfrak{g}_0 \oplus \bigoplus_{\alpha(\pm H_\bullet) \geq 0} \mathfrak{g}_\alpha
\]
where
\[
\mathfrak{g} = \mathfrak{g}_0 \oplus \bigoplus_{\alpha \in \Sigma} \mathfrak{g}_\alpha
\]
is the root space decomposition associated to \( \mathfrak{a} \). Let \( \mathfrak{n}^\pm = \bigoplus_{\alpha(\pm H_\bullet) > 0} \mathfrak{g}_\alpha \) and define 
\[
T: \mathfrak{n}^- \to \mathcal{F}^+ \quad \text{by} \quad T(Y) = e^Y \mathfrak{p}^+.
\]

We use the following observation whose proof can be found in [CZZ22a, Obs. B.13 and Lem. B.14].

**Observation 13.12.**

1. \( T(\mathfrak{n}^-) = \{ F \in \mathcal{F}^+ : F \text{ is transverse to } \mathcal{P}^- \} \).
2. \( d(T)_0 : \mathfrak{n}^- \to T_{\mathfrak{p}^+} \mathcal{F}^+ \) is a linear isomorphism.
3. If \( H \in \mathfrak{a} \), then \( e^H \circ T = T \circ \text{Ad}(e^H) \).
4. If \( (H_n)_{n \geq 1} \) is a sequence in \( \mathfrak{a} \) with \( \lim_{n \to \infty} \alpha(H_n) = -\infty \) for all \( \alpha \in \Sigma \) with \( \alpha(H_\bullet) < 0 \), then
\[
\lim_{n \to \infty} e^{H_n}(F) = \mathfrak{p}^+
\]
uniformly on compact subsets of
\[
\{ F \in \mathcal{F}^+ : F \text{ transverse to } \mathcal{P}^- \}.
\]

**Remark 13.13.** To be precise, for part (4) it was only claimed in [CZZ22a] that \( \lim_{n \to \infty} e^{H_n}(F) = \mathfrak{p}^+ \) for all \( F \in \mathcal{F}^+ \) transverse to \( \mathcal{P}^- \), however the proof implies the stronger form of convergence stated above.

**Lemma 13.14 ((3) \( \implies \) (1)).** If there exist a weak cusp space \( X \) for \( \mathcal{P} \) and a family of norms \( \| \cdot \| \) on the fibers of the associated bundle \( (\hat{\gamma}^\pm_{\xi})^* \hat{V}^\pm_\rho \) such that the flow \( \psi^t \) is exponentially expanding, then \( \rho \) is \( \mathcal{P}^\pm \)-Anosov relative to \( \mathcal{P} \) with Anosov boundary map \( \xi \).

**Proof.** The following argument is similar to the proof of Lemma B.9 in [CZZ22a].

Notice that we only have to show that \( \xi \) is strongly dynamics-preserving. So consider an escaping sequence \( (\gamma_n)_{n \geq 1} \) in \( \Gamma \) with \( \gamma_n \to x \) and \( \gamma_n^{-1} \to y \).

Let \( K \leq \mathcal{G} \) be the maximal compact subgroup with Lie algebra \( \mathfrak{k} \), fix a \( K \)-invariant Riemannian metric on \( \mathcal{F}^+ \), and let \( \| \cdot \| \) denote the induced family of norms on the fibers of \( T \mathcal{F}^+ \to \mathcal{F}^+ \).
Recall that \( a^\ddagger_\xi : \mathcal{G}(X) \to V_\rho^+ \times \mathcal{F}^+ \) is given by
\[
a^\ddagger_\xi(\sigma) = (\sigma, \xi^+(\sigma^+)).
\]
By hypothesis, there exists a \( \rho \)-equivariant continuous family of norms on the fibers of \((\xi^\ddagger)^*V^\rho_\rho\) and constants \( C, c > 0 \) such that
\[
\|Z\|_{\varphi^{-t}(\xi^\ddagger_\xi(\sigma))} \leq C e^{-ct} \|Z\|_{\xi^\ddagger_\xi(\sigma)}
\]
for all \( t > 0 \), \( \sigma \in \mathcal{G}(X) \), and \( Z \in T^+_{\xi^\ddagger(\sigma^+)} \mathcal{F}^+ \).

**Case 1:** If \( x \neq y \), then \( \gamma_n \) is loxodromic when \( n \) is sufficiently large, \( \gamma_n^+ \to x \), and \( \gamma_n^- \to y \). Furthermore, we can find a bounded sequence \( (\sigma_n)_{n \geq 1} \) in \( \mathcal{G}(X) \) such that \( \sigma_n^\pm = \gamma_n^\pm \), and a bounded sequence \( (g_n)_{n \geq 1} \) in \( \mathcal{G} \) such that
\[
g_n(\xi^+(\gamma_n^+), \xi^-(\gamma_n^-)) = (P^+, P^-).
\]
Then
\[
g_n \rho(\gamma_n) g_n^{-1} \rho(\gamma_n) g_n^{-1} \in L := P^+ \cap P^-.
\]
for all \( n \). Notice that
\[
g_0 \oplus \bigoplus_{\alpha(H_n) = 0} g_\alpha
\]
is a root space decomposition of the Lie algebra of \( L \). Then, using the Cartan decomposition of the reductive group \( L \), for every \( n \geq 1 \) there exist \( m_n, \ell_n \in K \times L \) and \( H_n \in \mathfrak{a} \) so that
\[
g_n \rho(\gamma_n) g_n^{-1} = m_n e^{H_n} \ell_n.
\]

**Claim:** If \( \alpha \in \Sigma \) and \( \alpha(H_n) < 0 \), then \( \lim_{n \to \infty} \alpha(H_n) = -\infty \).

Since \((\gamma_n \sigma_n)^\pm = \sigma_n^\pm \), we can find \( t_n \to \infty \) and a bounded sequence \( (\dot{\sigma}_n)_{n \geq 1} \) in \( \mathcal{G}(X) \) such that \( \gamma_n^{-1} \sigma_n = \phi^{-t_n}(\dot{\sigma}_n) \). Since \( \{\sigma_n\} \cup \{\dot{\sigma}_n\} \) is bounded there exists \( C_1 > 1 \) such that: if \( \sigma \in \{\sigma_n\} \cup \{\dot{\sigma}_n\} \), then
\[
\frac{1}{C_1} |Z|_{\xi^+(\sigma^+)} \leq \|Z\|_{\xi^\ddagger_\xi(\sigma)} \leq C_1 |Z|_{\xi^+(\sigma^+)}
\]
for all \( Z \in T^+_{\xi^\ddagger(\sigma^+)} \mathcal{F}^+ \). Likewise, there exists \( C_2 > 1 \) such that
\[
\frac{1}{C_2} |Z|_{F} \leq |g_n(Z)|_{g_n(F)} \leq C_2 |Z|_{F}
\]
for all \( n \geq 1 \), \( F \in \mathcal{F}^+ \), and \( Z \in T_F \mathcal{F}^+ \).

Since both \( m_n \) and \( \ell_n \) fix \( P^+ \) and \( \| \cdot \| \) is a \( K \)-invariant family of norms, it follows that for any \( Z \in T^+_P \mathcal{F}^+ \), we have
\[
|e^{H_n}(Z)|_{P^+} = |m_n^{-1} g_n \rho(\gamma_n) g_n^{-1} \ell_n^{-1}(Z)|_{P^+} \leq C_2 |\rho(\gamma_n) g_n^{-1} \ell_n^{-1}(Z)|_{\xi^+(\sigma_n^+)}
\]
\[
\leq C_1 C_2 |\rho(\gamma_n) g_n^{-1} \ell_n^{-1}(Z)|_{\xi^\ddagger_\xi(\sigma_n^+)} = C_1 C_2 |g_n^{-1} \ell_n^{-1}(Z)|_{\varphi^{-t_n}(\xi^\ddagger_\xi(\sigma_n))}
\]
\[
\leq C_1 C_2 C e^{-ct_n} |g_n^{-1} \ell_n^{-1}(Z)|_{\xi^\ddagger(\sigma_n)} \leq C_2^2 C_1 C_2 C e^{-ct_n} |g_n^{-1} \ell_n^{-1}(Z)|_{\xi^+(\sigma_n^+)}
\]
\[
\leq C_2^2 C_1 C_2 C e^{-ct_n} |Z|_{P^+}
\]
(39)

Fix \( \alpha \in \Sigma \) with \( \alpha(H_n) < 0 \). Then fix \( Y \in \mathfrak{g}_\alpha \). Then Observation\[13,12\] implies that \( Z := d(T)_0(Y) \in T^+_P \mathcal{F}^+ \). Further
\[
e^{H_n}(Z) = d(e^{H_n} \circ T)_0(Y) = \frac{d}{dt} \bigg|_{t=0} e^{H_n} \circ T(tY)
\]
and by Observation \[13.12(3)\]
\[
\left. \frac{d}{dt} \right|_{t=0} e^{H_n} \circ T(Y) = \left. \frac{d}{dt} \right|_{t=0} T(te^{\alpha(H_n)}Y) = e^{\alpha(H_n)} \left. \frac{d}{dt} \right|_{t=0} T(Y) = e^{\alpha(H_n)} Z.
\]
Thus, \( e^{H_n}(Z) = e^{\alpha(H_n)}Z \), so the inequality in Equation (39) implies that
\[
\lim_{n \to \infty} \alpha(H_n) = -\infty.
\]
This completes the proof of the claim.

Then, by Observation \[13.12(4)\]
\[
\lim_{n \to \infty} e^{H_n}(F) = P^+
\]
uniformly on compact subsets of

\[
\{ F \in F^+ : F \text{ transverse to } P^- \}.
\]
Since \( g_n(\xi^+(x), \xi^-(y)) \to (P^+, P^-) \), \( m_n P^\pm = P^\pm = e_n P^\pm \), and \( \rho(\gamma_n) = g_n^{-1}m_n e^{H_n} e_n g_n \) we then have
\[
\lim_{n \to \infty} \rho(\gamma_n)(F) = \xi^+(x)
\]
uniformly on compact subsets of

\[
\{ F \in F^+ : F \text{ transverse to } \xi^-(y) \}.
\]

**Case 2:** If \( x = y \), pick \( \beta \in \Gamma \) so that \( z := \beta^{-1}(x) \neq x \). Then \( \gamma_n \beta \to x \) and \( (\gamma_n \beta)^{-1} \to z \neq x \). By the first case, \( \rho(\gamma_n \beta)(F) \to \xi^+(x) \) uniformly on compact subsets of

\[
\{ F \in F^+ : F \text{ transverse to } \xi^-(z) = \rho(\beta^{-1})\xi^-(x) \}.
\]
Equivalently, \( \rho(\gamma_n)(F) \to \xi^+(x) \) uniformly on compact subsets of

\[
\{ F \in F^+ : F \text{ transverse to } \xi^-(x) \}.
\]
Then let $\mu_k > 0$.

**Proof.** Let $A_n$ exist.

Further, $\ell_a \leq m$ for all $1 \leq a \leq d$ and $\ell_a(\ell^{-1} a) = \ell^{-1}(e_{k+1}, \ldots, e_d)$.

Also let $M_{d-k,k}(\mathbb{K})$ denote the subspace of $(d - k)$-by-$k$ matrices with entries in $\mathbb{K}$ and let $T : M_{d-k,k}(\mathbb{K}) \to Gr_k(\mathbb{K}^d)$ denote the map

$$T(A) = \left\{(v, Av) : v \in \mathbb{K}^k\right\}.$$  

Then $T$ induces a homeomorphism

$$M_{d-k,k}(\mathbb{K}) \cong O_{e_{k+1}, \ldots, e_d} := \left\{V \in Gr_k(\mathbb{K}^d) : V \text{ transverse to } (e_{k+1}, \ldots, e_d)\right\}.$$  

Further,

$$a_n \cdot T([A_{i,j}]) = T\left(\begin{bmatrix} \mu_{k+1}(g_n) \\ \mu_k(g_n) \end{bmatrix} A_{i,j}\right)$$  

for all $[A_{i,j}] \in M_{d-k,k}(\mathbb{K})$.

(3) $\implies$ (2): By compactness, it suffices to consider the case where the limits

$$m := \lim_{n \to \infty} m_n \quad \text{and} \quad \ell := \lim_{n \to \infty} \ell_n$$  

exist.

Notice that if $C \subset \ell \cdot O$ is compact, then for $N$ sufficiently large the set

$$\ell^{-1} C \bigcup \bigcup_{n \geq N} \ell^{-1} C$$  

is a compact subset of $O$. So

$$\lim_{n \to \infty} a_n(V) = m^{-1} \lim_{n \to \infty} g_n(\ell^{-1} V) = m^{-1}(V_0)$$  

uniformly on compact subsets of $\ell \cdot O$.

Fix a subsequence $(n_t)_{t \geq 1}$ such that

$$\lim_{t \to \infty} \frac{\mu_{k+1}}{\mu_k}(g_{n_t}) = \sup_{n \to \infty} \frac{\mu_{k+1}}{\mu_k}(g_n) \in [0, 1].$$  

Passing to a subsequence we can also suppose that

$$c_{i,j} := \lim_{t \to \infty} \frac{\mu_{k+1}}{\mu_k}(g_{n_t})$$  

exists for all $1 \leq i \leq d - k$ and $1 \leq j \leq k$. Then, by Equations (41) and (40),

$$m^{-1}(V_0) = \lim_{t \to \infty} a_{n_t} \cdot T([A_{i,j}]) = T([c_{i,j} A_{i,j}])$$  

for all $[A_{i,j}] \in T^{-1}(O_{e_{k+1}, \ldots, e_d} \cap \ell \cdot O)$. Since $O_{e_{k+1}, \ldots, e_d} \cap \ell \cdot O$ is dense in $\ell \cdot O$, we must have

$$c_{i,j} = 0 \quad \text{and} \quad m^{-1}(V_0) = T(0) = (e_1, \ldots, e_k).$$  

So $\frac{\mu_k}{\mu_{k+1}}(g_n) \to \infty$ and

$$\lim_{n \to \infty} U_k(g_n) = \lim_{n \to \infty} a_n (e_1, \ldots, e_k) = m \langle e_1, \ldots, e_k \rangle = V_0.$$

Using the exact argument for the action of $g_n^{-1}$ on $Gr_{d-k}(\mathbb{K}^d)$ we see that

$$\lim_{n \to \infty} U_{d-k}(g_n^{-1}) = W_0.$$
(1) \implies (2): By compactness, it suffices to consider the case where the limits
\[ m := \lim_{n \to \infty} m_n \quad \text{and} \quad \ell := \lim_{n \to \infty} \ell_n \]
eexist. Since
\[ \left\{ V \in \text{Gr}_k(\mathbb{K}^d) : V \text{ transverse to } W_0 \right\} \]
is open, arguing as in the proof that (3) \implies (2), we see that \[ \frac{\mu_k}{\mu_{k+1}}(g_n) \to \infty \] and
\[ \lim_{n \to \infty} U_k(g_n) = \lim_{n \to \infty} m_n \langle e_1, \ldots, e_k \rangle = m \langle e_1, \ldots, e_k \rangle = V_0. \]

Now suppose for a contradiction that \[ \ell^{-1} \langle e_{k+1}, \ldots, e_d \rangle \neq W_0. \] Then there exists \( V \in \text{Gr}_k(\mathbb{K}^d) \) which is transverse to \( \ell W_0 \) but not \( \langle e_{k+1}, \ldots, e_d \rangle \). Then arguing as in Equation (11), we see that
\[ \langle e_1, \ldots, e_k \rangle = m^{-1}V_0 = \lim_{n \to \infty} a_n(V). \]
However, \( C := \text{Gr}_k(\mathbb{K}^d) \setminus \mathcal{O}_{\langle e_{k+1}, \ldots, e_d \rangle} \) is closed and \( a_n(C) = C \) for all \( n \). So we also have
\[ \langle e_1, \ldots, e_k \rangle = \lim_{n \to \infty} a_n(V) \in C. \]
This is clearly impossible and hence \( \ell^{-1} \langle e_{k+1}, \ldots, e_d \rangle = W_0. \) Then
\[ \lim_{n \to \infty} U_{d-k}(g_n^{-1}) = \lim_{n \to \infty} \ell^{-1} \langle e_{k+1}, \ldots, e_d \rangle = \ell^{-1} \langle e_{k+1}, \ldots, e_d \rangle = W_0. \]

(2) \implies (1) and (3): Since \( \frac{\mu_k}{\mu_{k+1}}(g_n) \to \infty \), Equation (11) implies that
\[ \lim_{n \to \infty} a_n(V) = \langle e_1, \ldots, e_k \rangle \]
uniformly on compact subsets of \( \left\{ V \in \text{Gr}_k(\mathbb{K}^d) : V \text{ transverse to } \langle e_{k+1}, \ldots, e_d \rangle \right\} \). Then, since \( m_n \langle e_1, \ldots, e_k \rangle \to V_0 \) and \( \ell^{-1}_{n} \langle e_{k+1}, \ldots, e_d \rangle \to W_0 \), we have that \( g_n(V) \to V_0 \) uniformly on compact subsets of \( \left\{ V \in \text{Gr}_k(\mathbb{K}^d) : V \text{ transverse to } W_0 \right\} \). So (1) holds.

The same reasoning shows that \( g_n^{-1}(W) \to W_0 \) uniformly on compact subsets of \( \left\{ W \in \text{Gr}_{d-k}(\mathbb{K}^d) : W \text{ transverse to } V_0 \right\} \). Hence (3) holds.

\[ \square \]

**Observation A.2** (Observation 3.12). If \( g \in \text{SL}(d, \mathbb{K}) \), then the following are equivalent:

1. \( g \) is \( \mathcal{P}_k \)-proximal,
2. there exist \( V_0 \in \text{Gr}_k(\mathbb{K}^d) \), \( W_0 \in \text{Gr}_{d-k}(\mathbb{K}^d) \) such that \( V_0 \oplus W_0 = \mathbb{K}^d \) and \( g^n(V) \to V_0 \)

uniformly on compact subsets of \( \left\{ V \in \text{Gr}_k(\mathbb{K}^d) : V \text{ transverse to } W_0 \right\} \).

Moreover, if the above conditions are satisfied, then \( V_0 = V_g^+ \) and \( W_0 = W_g^- \).

**Proof.** Let \( f : \text{Gr}_k(\mathbb{K}^d) \to \mathcal{P} \left( \Lambda^k \mathbb{K}^d \right) \) denote the Plücker embedding.

1. \( \implies \) (2): Fix a basis \( \{v_1, \ldots, v_d\} \) of \( \mathbb{K}^d \) such that
\[ V_g^+ = \langle v_1, \ldots, v_k \rangle \quad \text{and} \quad W_g^- = \langle v_{k+1}, \ldots, v_d \rangle. \]
Then relative to the basis \( \{ v_{i_1} \wedge \cdots \wedge v_{i_k} : 1 \leq i_1 < \cdots < i_k \leq d \} \) we have
\[
\wedge^k g = \begin{pmatrix} \lambda \\
A \end{pmatrix}
\]
where \( |\lambda| = \lambda_1(\wedge^k g) \) and \( \lambda_1(A) < |\lambda| \). Since \( \lambda_1(A) = \lim_{n \to \infty} \mu_1(A^n)^{1/n} \), then
\[
\lim_{n \to \infty} (\wedge^k g)^n w = [v_1 \wedge \cdots \wedge v_k] = f(V_g^+)
\]
for all \( w \in P(\wedge^k \mathbb{K}^d) \) not in the projectivization of
\[
W := (v_{i_1} \wedge \cdots \wedge v_{i_k} : (i_1, \ldots, i_k) \neq (1, \ldots, k)).
\]
Moreover, the convergence is uniform on compact subsets of \( \mathbb{K}^d \).

Also, notice that \( V \in \text{Gr}_k(\mathbb{K}^d) \) is transverse to \( W_g^- \) if and only if \( f(V) \notin P(W) \).

Hence, \( g^n(V) \to V_g^+ \) uniformly on compact subsets of
\[
\left\{ V \in \text{Gr}_k(\mathbb{K}^d) : V \text{ transverse to } W_g^- \right\}.
\]

(2) \( \implies \) (1): Fix a compact neighborhood \( K \) of \( V_0 \) homeomorphic to a closed ball and where every element of \( K \) is transverse to \( W_0 \). Then Observation A.1 implies that there exists \( N \geq 1 \) such that \( g^n(K) \subset K \) for all \( n \geq N \). Then for each \( n \geq N \), \( g^n \) has a fixed point \( V_n \in K \). Using Observation A.1 we have
\[
V_n = \lim_{m \to \infty} (g^n)^m V_n = V_0.
\]

So \( V_0 \) is \( g^n \)-invariant for each \( n \geq N \). So \( V_0 \) is \( g \)-invariant. The same argument applied to \( g^{-1} \) shows that \( W_0 \) is \( g \)-invariant.

Relative to the decomposition \( \mathbb{K}^d = V_0 \oplus W_0 \) we can write
\[
g = \begin{pmatrix} A \\
B \end{pmatrix}
\]
where \( A \in \text{GL}(V_0) \) and \( B \in \text{GL}(W_0) \). Then pick unit vectors \( v \in V_0 \) and \( w \in W_0 \) such that \( \|A^n v\| = \lambda_k(A^n) \) and \( \|B^n w\| = \lambda_1(B^n) \) for all \( n \geq 1 \). Extend \( v \) to a basis \( \{ v, v_2, \ldots, v_k \} \) of \( V_0 \), then consider the subspace
\[
V := \langle v + w, v_2, \ldots, v_k \rangle \in \text{Gr}_k(\mathbb{K}^d).
\]

Since \( V \) is transverse to \( W_0 \), we have \( g^n V \to V_0 \). This is only possible if \( \lambda_k(A) > \lambda_1(B) \). Hence \( g \) is \( P_k \)-proximal, \( V^+_g = V_0 \), and \( W^-_g = W_0 \).

\( \square \)

**Observation A.3** (Observation 5.13). Suppose that \( g \in \text{SL}(d, \mathbb{K}), V_0^\pm \in \text{Gr}_k(\mathbb{K}^d), W^\pm_0 \in \text{Gr}_{d-k}(\mathbb{K}^d) \), and
\[
g^\pm V \to V^\pm_0
\]
uniformly on compact subsets of \( \left\{ V \in \text{Gr}_k(\mathbb{K}^d) : V \text{ transverse to } W^\pm_0 \right\} \). Then \( g \) is weakly unipotent if and only if \( V^+_0 = V^-_0 \).

**Proof.** (\( \implies \)): Let \( h = \wedge^k g \). Then \( h \) is also weakly unipotent and so if \( h = h_{ss} h_{uu} \) is the Jordan decomposition, then \( h_{ss} \) is elliptic. So we can fix a subsequence \( (n_j)_{j \geq 1} \) such that
\[
id := \lim_{j \to \infty} h_{ss}^{n_j}.
\]
Passing to a further subsequence, we can suppose that the limits
\[ T_\pm := \lim_{j \to \infty} h_u^{\pm n_j} \]
exist in \( \mathbb{P} \left( \text{End} \left( \bigwedge^k \mathbb{K}^d \right) \right) \). Since \( h_u \) is unipotent, if we fix a basis of \( \bigwedge^k \mathbb{K}^d \), then the entries in the matrix representation of \( h_u^n \) are polynomials in \( n \). So \( T_+ = T_- \).

Let \( f: \text{Gr}_k(\mathbb{K}^d) \to \mathbb{P} \left( \bigwedge^k \mathbb{K}^d \right) \) denote the Plücker embedding. The sets
\[ \mathcal{O}_1 := \{ V \in \text{Gr}_k(\mathbb{K}^d) : V \text{ transverse to } W_0^+ \text{ and } W_0^- \} \]
and
\[ \mathcal{O}_2 := \{ V \in \text{Gr}_k(\mathbb{K}^d) : f(V) \notin \mathbb{P}(\ker(T_-)) \cup \mathbb{P}(\ker(T_+)) \} \]
are open and dense. So we can fix \( V \in \mathcal{O}_1 \cap \mathcal{O}_2 \). Then
\[ f(V_0^+) = \lim_{n \to \infty} f(g^n V) = \lim_{j \to \infty} h_u^{n_j} h_{ss} f(V) = T_+(f(V)) = T_-(f(V)) \]
\[ = \lim_{j \to \infty} h_u^{-n_j} h_{ss}^{-1} f(V) = \lim_{n \to \infty} f(g^{-n} V) = f(V_0^-). \]
So \( V_0^+ = V_0^- \).

\((\Leftarrow)\): Suppose for a contradiction that \( g \) is not weakly unipotent. Then \( g \) is \( P_m \)-proximal for some \( 1 \leq m \leq d - 1 \). Let \( V_g^+ \in \text{Gr}_m(\mathbb{K}^d) \) and \( W_g^- \in \text{Gr}_{d-m}(\mathbb{K}^d) \) denote the attracting/repelling subspaces. By possibly replacing \( g \) by \( g^{-1} \), we can assume that \( m \leq k \).

Using Observations A.1 and A.2 we have
\[ V_g^+ = \lim_{n \to \infty} U_m(g^n) \subseteq \lim_{n \to \infty} U_k(g^n) = V_0^+. \]
Applying the same argument to \( g^{-1} \) we see that \( V_0^- \subseteq W_g^- \). So \( V_0^+ \neq V_0^- \) and we have a contradiction. \( \square \)

**Appendix B. Basic properties of Gromov-hyperbolic metric spaces**

In this appendix we collect some basic (and probably well-known) facts about Gromov-hyperbolic metric spaces.

For the rest of this section suppose that \( X \) is a proper geodesic Gromov-hyperbolic metric space. Fix \( \delta > 0 \) such that every (possibly ideal) geodesic triangle in \( X \) is \( \delta \)-slim (i.e. each side is contained in the \( \delta \)-neighborhood of the union of the two other sides).

**Observation B.1.** If \( \sigma_1, \sigma_2 : [0, \infty) \to X \) are geodesic rays and \( \sigma_1^+ = \sigma_2^+ \), then
\[ \sup_{t \geq 0} d_X(\sigma_1(t), \sigma_2(t)) \leq d_X(\sigma_1(0), \sigma_2(0)) + 4\delta. \]

**Proof.** By definition there exists \( C > 0 \) such that
\[ d_X(\sigma_1(t), \sigma_2(t)) \leq C \]
for all \( t \geq 0 \).

Fix \( t_0 \geq 0 \). Let \( T := t_0 + \delta + 1 + C \). Then let
1. \( \eta_1 \) be a geodesic segment joining \( \sigma_1(0) \) and \( \sigma_2(0) \),
2. \( \eta_2 \) be a geodesic segment joining \( \sigma_1(T) \) and \( \sigma_2(T) \), and
3. \( \eta_3 \) denote the geodesic joining \( \sigma_1(0) \) to \( \sigma_2(T) \).
Since $\sigma_1]0,7] \cup \eta_2 \cup \sigma_3$ is $\delta$-slim, there exists $q \in \eta_2 \cup \sigma_3$ such that $d_X(\sigma_1(t_0), q) \leq \delta$. By construction,

$$d_X(\sigma_1(t_0), \eta_2) \geq (T - t_0) - C \geq \delta + 1 > \delta$$

and so $q \in \sigma_3$. Since $\sigma_3 \cup \eta_1 \cup \sigma_2[0,7]$ is $\delta$-slim, there exists $q' \in \eta_1 \cup \sigma_2$ such that $d_X(q, q') \leq \delta$.

If $q' \in \eta_1$, then $d_X(q', \sigma_1(0)) = t_0 - 2\delta$ and so

$$d_X(q', \sigma_2(0)) = d_X(\sigma_1(0), \sigma_2(0)) - d_X(q', \sigma_1(0)) \leq d_X(\sigma_1(0), \sigma_2(0)) - (t_0 - 2\delta).$$

Thus

$$d_X(\sigma_1(t_0), \sigma_2(t_0)) \leq d_X(\sigma_1(t_0), q') + d_X(q', \sigma_2(0)) + d_X(\sigma_2(0), \sigma_2(t_0)) \leq d_X(\sigma_1(0), \sigma_2(0)) + 4\delta.$$

Otherwise, $q' = \sigma_2(s)$ for some $s \geq 0$. Then

$$|t_0 - s| \leq d_X(\sigma_1(0), \sigma_2(0)) + 2\delta$$

and so

$$d_X(\sigma_1(t_0), \sigma_2(t_0)) \leq 2\delta + |t_0 - s| \leq d_X(\sigma_1(0), \sigma_2(0)) + 4\delta. \quad \square$$

The following result can be viewed as a metric analogue of [AMS93, Theorem 4.1]. It is certainly well known, but we know of no reference. Recall, that a discrete subgroup of Isom($X$) is non-elementary if its limit set consists of at least three points. In this case, the group acts minimally on its limit set and the limit set is uncountable (since it is a perfect closed set).

**Lemma B.2.** Suppose that $d_\infty$ is a visual metric on $\partial_\infty X$ and $\Gamma \leq \text{Isom}(X)$ is a non-elementary discrete subgroup. Then there exist $\epsilon > 0$ and a finite set $F \subset \Gamma$ with the following property: for any $\gamma \in \Gamma$ there is some $f \in F$ where $\gamma f$ is loxodromic and $d_\infty((\gamma f)^+, (\gamma f)^-) \geq \epsilon$.

**Proof.** For $x \in \partial_\infty X$ and $r > 0$ let $B(x, r) := \{y \in \partial_\infty X : d_\infty(x, y) < r\}$.

Fix four distinct points $x_1, x_2, x_3, x_4 \in \partial_\infty X$ in the limit set of $\Gamma$. Let $\epsilon = \frac{1}{4} \min_{1 \leq i < j \leq 4} d_\infty(x_i, x_j)$. Since $\Gamma$ acts minimally on its limit set, for every distinct $1 \leq i, j \leq 4$ we can find an element $g_{i,j} \in \Gamma$ such that

$$g_{i,j}(\partial_\infty X \setminus B(x_j, \epsilon)) \subset B(x_i, \epsilon) \quad \text{and} \quad g_{i,j}^{-1}(\partial_\infty X \setminus B(x_i, \epsilon)) \subset B(x_j, \epsilon).$$

We claim that there exists a finite set $F_0 \subset \Gamma$ such that: if $\gamma \in \Gamma \setminus F_0$, then there exist distinct $1 \leq i, j \leq 4$ such that $\gamma g_{i,j}$ is loxodromic and

$$d_\infty((\gamma g_{i,j})^+, (\gamma g_{i,j})^-) \geq \epsilon.$$ 

Suppose not. Then there exists an escaping sequence $(\gamma_n)_{n \geq 1}$ in $\Gamma$ where each $\gamma_n$ does not have this property.

Fix a point $p_0 \in X$. Passing to a subsequence we can suppose that $\gamma_n(p_0) \to a \in \partial_\infty X$ and $\gamma_n^{-1}(p_0) \to b \in \partial_\infty X$. Then $\gamma_n(x) \to a$ for all $x \in \partial_\infty X \setminus \{b\}$ and the convergence is uniform on compact subsets of $\partial_\infty X \setminus \{b\}$.

Since the balls $\{B(x_i, 2\epsilon)\}_{1 \leq i \leq 4}$ are pairwise disjoint we can pick distinct $1 \leq i, j \leq 4$ such that $a, b \notin B(x_i, 2\epsilon) \cup B(x_j, 2\epsilon)$. Then $\gamma_n g_{i,j}(p_0) \to a$ and

$$(\gamma_n g_{i,j})^{-1}(p_0) = g_{i,j}^{-1} \gamma_n^{-1}(p_0) \to g_{i,j}^{-1}(b) \in B(x_j, \epsilon).$$

Then, by our choice of $i, j$,

$$d_\infty(a, g_{i,j}^{-1}(b)) \geq \epsilon.$$
Thus \( \gamma_n g_{i,j} \) is loxodromic for \( n \) sufficiently large. Further, \((\gamma_n g_{i,j})^+ \to a\) and \((\gamma_n g_{i,j})^- \to g_{i,j}^{-1}(b)\). So for \( n \) sufficiently large we have
\[
d_{\infty}((\gamma_n g_{i,j})^+, (\gamma_n g_{i,j})^-) > \epsilon.
\]
Thus we have a contradiction. Thus there exists a finite set \( F_0 \subset \Gamma \) with the desired property.

Now fix a loxodromic element \( h \) with \( d_{\infty}(h^+, h^-) > \epsilon \). Then the set
\[
F := \{g_{i,j} : 1 \leq i, j \leq 4 \text{ distinct}\} \cup \{f^{-1}h : f \in F_0\}
\]
satisfies the lemma.

**Lemma B.3.** Suppose that \( Y \subset X \) is a subset where every point in \( Y \) is contained within a bounded distance of a geodesic line in \( X \). Then there exists \( R > 0 \) such that: for any \( p, q \in Y \) there is a geodesic line \( \sigma : \mathbb{R} \to X \) with
\[
p, q \in N_X(\sigma, R).
\]

**Proof.** Fix \( R_0 > 0 \) such that: for any \( p \in Y \) there is a geodesic line \( \sigma : \mathbb{R} \to X \) with \( d_X(p, \sigma) < R_0 \). We claim that \( R := R_0 + 2\delta \) suffices.

Fix \( p, q \in Y \). Then there exist geodesic lines \( \sigma_p, \sigma_q \) and \( p', q' \in \sigma_p, q' \in \sigma_q \) with
\[
d_X(p, p') < R_0 \quad \text{and} \quad d_X(q, q') < R_0.
\]
For \( a, b \in \{+,-\} \), let \( \eta_{ab} \) be a geodesic line joining \( \sigma_a^b \) and \( \sigma_b^b \).

The ideal geodesic triangle \( \sigma_p \cup \eta_{++} \cup \eta_{+} \) is \( \delta \)-thin, so there exists \( \eta'' \in \eta_{++} \cup \eta_{+} \) such that
\[
d_X(p', \eta'') \leq \delta.
\]

**Case 1:** Assume \( \eta'' \in \eta_{++} \). The ideal geodesic triangle \( \sigma_q \cup \eta_{++} \cup \eta_{+} \) is \( \delta \)-thin, so there exists \( \eta''' \in \eta_{++} \cup \eta_{+} \) such that
\[
d_X(q', \eta''') \leq \delta.
\]
If \( \eta''' \in \eta_{++} \), then
\[
p, q \in N_X(\eta_{++}, R_0 + \delta)
\]
and the proof is complete. Otherwise, \( \eta''' \in \eta_{+-} \). Again using the fact that the ideal geodesic triangle \( \sigma_q \cup \eta_{++} \cup \eta_{+} \) is \( \delta \)-thin, there exists \( \eta^'''' \in \sigma_q \cup \eta_{+-} \) such that
\[
d_X(p''', \eta^''''') \leq \delta.
\]
If \( \eta^'''' \in \sigma_q \), then
\[
p, q \in N(\sigma_q, R_0 + 2\delta)
\]
and if \( \eta^'''' \in \eta_{+-} \), then
\[
p, q \in N(\eta_{+-}, R_0 + 2\delta).
\]
So the proof is complete in Case 1.

**Case 2:** Assume \( \eta'' \in \eta_{+-} \). The ideal geodesic triangle \( \sigma_q \cup \eta_{+-} \cup \eta_{-} \) is \( \delta \)-thin, so there exists \( \eta''' \in \eta_{+-} \cup \eta_{-} \) such that
\[
d_X(q', \eta''') \leq \delta.
\]
If \( \eta''' \in \eta_{+-} \), then
\[
p, q \in N_X(\eta_{+-}, R_0 + \delta)
\]
and if \( \eta''' \in \eta_{-} \), then
\[
p, q \in N_X(\eta_{-}, R_0 + \delta).
\]
and the proof is complete. Otherwise, \( q'' \in \eta_{--} \). Again using the fact that the ideal geodesic triangle \( \sigma_q \cup \eta_{+-} \cup \eta_{--} \) is \( \delta \)-thin, there exists \( p'''' \in \sigma_q \cup \eta_{--} \) such that
\[
d_X(p'', p''') \leq \delta.
\]
If \( p'''' \in \sigma_q \), then
\[
p, q \in N(\sigma_q, R_0 + 2\delta)
\]
and if \( p'''' \in \eta_{--} \), then
\[
p, q \in N(\eta_{--}, R_0 + 2\delta)
\]
So the proof is complete in Case 2. \( \square \)
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