Transport and entanglement growth in long-range random Clifford circuits
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Conservation laws can constrain entanglement dynamics in isolated quantum systems, manifest in a slowdown of higher Rényi entropies. Here, we explore this phenomenon in a class of long-range random Clifford circuits with U(1) symmetry where transport can be tuned from diffusive to superdiffusive. We unveil that the different hydrodynamic regimes reflect themselves in the asymptotic entanglement growth according to $S(t) \propto t^{1/2}$, where the dynamical transport exponent $\alpha$ on depends on the probability $\propto r^{-\alpha}$ of gates spanning a distance $r$. For sufficiently small $\alpha$, we show that the presence of hydrodynamic modes becomes irrelevant such that $S(t)$ behaves similarly in circuits with and without conservation law. We explain our findings in terms of the inhibited operator spreading in U(1)-symmetric Clifford circuits, where the emerging light cones can be understood in the context of classical Lévy flights. Our work sheds light on the connections between Clifford circuits and more generic many-body quantum dynamics.

Introduction.— Fundamental questions on the origin of quantum statistical mechanics have experienced a renaissance in recent years [1–3], with experiments being able to probe chaos and information scrambling [4–7]. While much progress has been made due to sophisticated numerical methods (e.g., [8–13]), ideas from quantum information provide a useful lens on quantum dynamics far from equilibrium. In particular, suitable random-circuit models capture aspects of generic quantum systems [14–17], including settings with conservation laws and constraints [18–20], as well as dual-unitary [21, 22], time-periodic [23, 24], or nonunitary dynamics [25, 26]. Random circuits are particularly attractive in view of today’s noisy intermediate-scale quantum devices [27–29], with applications in achieving a quantum computational advantage [30] and exploring operator entanglement [31].

In case of chaotic quantum systems with short-ranged interactions, conservation laws give rise to hydrodynamic modes that typically decay diffusively [32–35], while entanglement is expected to grow ballistically [36]. Remarkably, recent work unveiled that this picture is incomplete and that transport and entanglement are intimately connected [37–41]. Specifically, diffusive transport can constrain higher Rényi entropies to increase diffusively [37],

$$S_{n>1}(t) \propto \sqrt{t}, \quad \text{where} \quad S_n = \log_2 \text{tr}[\rho_n^A]/(1-n),$$(1)

with $\rho_n = \text{tr}_B |\psi(t)\rangle \langle \psi(t)|$ denoting the reduced density matrix for a bipartition into subsystems $A$ and $B$, and $|\psi(t)\rangle$ is the state of the system. In contrast, the von Neumann entropy $S_1 = -\text{tr}[\rho_A \log_2 \rho_A]$ grows linearly as usual, $S_1(t) \propto t$. In this Letter, we demonstrate that constrained entanglement dynamics occurs more generally also for other transport types, and can be readily explored in U(1)-symmetric long-range Clifford circuits [Fig. 1 (a)]. Depending on the probability $\propto r^{-\alpha}$ of gates spanning a distance $r$, the emerging transport can be tuned from diffusive to superdiffusive. These circuits can be seen as minimal models to describe the scrambling dynamics of long-range Hamiltonian systems. Specifically, it was found in [42, 43] that the light-cone spreading in such circuits is very similar to the dynamics generated by Hamiltonians with interactions decaying as $\propto r^{-\alpha'}$, where $\alpha' = \alpha/2$. While Clifford gates are insufficient for universal quantum computation, they form unitary 2-designs [44] (3-designs for qubits [45]), such that circuit averages of certain quantities, e.g., out-of-time-ordered correlators, coincide with Haar averages over the full unitary group [15, 16]. Clifford circuits can thus be useful to study aspects of more generic quantum dynamics.

Long-range interactions are ubiquitous in nature, in-
including dipolar or van der Waals interactions [46], experimentally realized in various platforms [47–53]. In contrast to short-range models, where Lieb-Robinson bounds confine correlations to a linear “light cone” [54], long-range interactions may lead to faster information propagation [55, 56]. Much effort has been invested to tighten Lieb-Robinson-like bounds for power-law interacting models [42, 57–67], and to study transport and entanglement dynamics [43, 68–77]. For chaotic systems in $d$ dimensions, it was argued that linear light cones arise for $\alpha' > d + 1/2$ with properties similar to short-range models, while power-law or logarithmic bounds emerge for $d/2 < \alpha' < d + 1/2$ [42, 64]. For $\alpha' < d/2$, locality breaks down and information propagation becomes essentially instantaneous [78].

From a numerical point of view, long-range systems are challenging due to quick entanglement generation and strong finite-size effects [79]. In contrast, the random Clifford circuits considered here can be simulated efficiently even for large systems. Summarizing our main results, we unveil a direct correspondence between transport and entanglement, with entanglement saturating on a time scale $t_{\text{sat}} \propto L^z$ implying an asymptotic scaling $S(t) \propto t^{1/z}$, where $z$ is the dynamical transport exponent [Fig. 1 (b)]. We explain this finding in terms of the inhibited operator spreading in U(1)-symmetric Clifford circuits, leading to narrower light cones compared to circuits without conservation law. Moreover, we demonstrate that the constraint on $S(t)$ becomes insignificant once the dynamical exponent for transport reaches $z \approx 1$.

**Clifford circuits with symmetry.**—Clifford circuits are of major interest in quantum information [80], including error correction and randomized benchmarking [81, 82]. In the context of quantum dynamics, they recently gained popularity to study measurement-induced entanglement transitions (e.g., [43, 83–87]) as their efficient simulability allows to access large system sizes [88, 89]. The key idea is to exploit the stabilizer formalism [80, 90], where a state $|\psi\rangle$ on $L$ qubits can be uniquely defined by $L$ operators $O_l$, i.e., $O_l |\psi\rangle = |\psi\rangle$, where $O_l = X_i^{\nu_l^i} Z_i^{\mu_l^i} \cdots X_\ell^{\nu_\ell^\ell} Z_\ell^{\mu_\ell^\ell} \cdots X_L^{\nu_L^L} Z_L^{\mu_L^L}$ are $L$-site Pauli strings and $\nu_l^i, \mu_l^i = \{0, 1\}$ [88]. Since Clifford gates preserve the Pauli group, the action $|\psi\rangle \rightarrow U |\psi\rangle$ of a Clifford gate $U$ can be efficiently described by the stabilizers, $\mathcal{U} O_l \mathcal{U}^\dagger$ [91], e.g., by storing the $\nu_l^i, \mu_l^i$ in a binary matrix $M$ and updating their values appropriately [88].

We show that random Clifford circuits can elucidate the interplay between transport and entanglement [39]. We consider circuits with U(1) symmetry, where one time step is defined as the application of $L$ gates conserving the total magnetization, $\langle \psi(t) | \sum_{\ell} Z_\ell |\psi(t)\rangle = \text{const.}$ [Fig. 1]. This property is quite restrictive: While the full two-qubit Clifford group has 11520 distinct elements (modulo a global phase), only 64 conserve the total Pauli-$Z$ component, see [92]. Due to the U(1) symmetry and the Pauli-preserving property of Clifford gates, it turns out that transport can be understood classically in terms of long-range random walks, so called Lévy flights [53, 69, 95, 96]. However, we will show that such constrained circuits still generate extensive entanglement, similar to Haar-random circuits [14].

Product states such as $|\rightarrow\rangle^\otimes L$ with spins in the $x$ direction can be stabilized by operators $O_\ell = X_\ell (i = 1, \ldots, L)$ acting nontrivially only on a single site. Evolving $|\psi\rangle$ with respect to a random circuit will cause the $O_\ell$ to become nonlocal, resulting in increased entanglement. Clifford circuits are special as they generate flat entanglement spectra such that all $S_n$ are equivalent [97]. While the different behaviors of $S_1$ and $S_{n>1}$ demonstrated in [37] therefore cannot be resolved, $S(t)$ is nevertheless sensitive to conservation laws and $S(t) \propto \sqrt{t}$ was found in Clifford circuits with diffusive transport [39]. Here, we show that long-range circuits provide an ideal framework to study entanglement dynamics also for other transport types. To this end, we reiterate the arguments to explain the constrained entanglement growth [37, 38]: Consider the reduced density matrix $\rho_A$ with $\chi$ nonzero eigenvalues $\Lambda_1 \leq \cdots \leq \Lambda_\chi$. In the presence of hydrodynamic modes with dynamical exponent $z$, $\Lambda_\chi$ can be bounded by $\Lambda_\chi \gtrsim e^{-\gamma t^{1/z}}$ with some constant $\gamma$, where $z = 2$ corresponds to diffusion [37, 38]. The bound results from rare contributions to $|\psi(t)\rangle$, where a region of length $\xi$ around the cut between $A$ and $B$ is in the $|\uparrow\rangle$ state, acting as a bottleneck for entanglement as it takes time

![FIG. 2. (a),(b) $\langle Z_{\ell}(t) \rangle$ averaged over $\sim 10^5$ circuit realizations for $\alpha = 5$ and $\alpha = 2$ and $L = 1024$. Solid curves indicate individual realizations, i.e., random-walks with step-size distribution $\propto t^{-\alpha}$. (c),(d) $\langle Z_{\ell}(t) \rangle^{1/\alpha}$ at fixed $t$, plotted against $(\ell - L/2)/t^{1/\alpha}$. (e) $\langle Z_{\ell/2}(t) \rangle$ for different $\alpha$. Dashed lines indicate power law $\propto t^{-1/\alpha}$. Inset shows $z$ extracted from the fits and compared to Eq. (2).](image-url)
$\alpha$-dependent transport regimes are also reflected in the decay of $\rho(\ell, t)$ for $\ell = L/2$, $\langle Z(\ell, 2t) \rangle \propto t^{-1/2}$, where $z$ approximately follows the Lévy-flight prediction [53, 69, 99],

$$z = \begin{cases} 2, & \alpha \geq 3; \\ \alpha - 1, & 1 < \alpha \leq 3, \end{cases} \tag{2}$$

with no hydrodynamic tail for $\alpha \leq 1$ [Fig. 2 (c)]. Clifford and U(1)-symmetric Haar-random gates are expected to yield the same circuit-averaged $\langle Z(\ell, t) \rangle$. In contrast, individual circuit realizations differ since Haar gates distribute the $Z$ excitation smoothly over multiple sites whereas Clifford gates yield sharp random walks. The transport behavior in Fig. 2 agrees qualitatively with the emergent quantum hydrodynamics observed in long-range Hamiltonian systems [53, 69]. Even though transport in the Clifford case is a purely classical process, the average coarse-grained type of hydrodynamics, both in the circuit and the Hamiltonian model, is especially at high temperatures mainly set by the range of the interactions (i.e., by $\alpha$), and not so much by the microscopic dynamics.

**Operator spreading.** While $\mathcal{U}Z\mathcal{U}^\dagger$ remains a single-site operator for U(1)-symmetric Clifford gates [Fig. 2], we now consider $\mathcal{O} = X_\ell$. Generally, $\langle \mathcal{O}(t) \rangle = \sum_{S} \alpha_S(t) S$, we find $\mathcal{O}(t) = \delta_{S, \mathcal{O}(0)}$, with no operator entanglement. However, $\mathcal{O}(t)$ will become nonlocal, manifested by its growing support $\rho_{\mathcal{O}(t)}(s) = \frac{1}{2} \sum_{s} \rho_{\mathcal{O}(t)}(s, t)$, where $ho_{\mathcal{O}(t)}(s, t) = \rho\langle \mathcal{O}(t) \Sigma^s \rangle / 2$, $\mathcal{O}(t)$ is the matrix at position $\ell$ in the string, and $\Sigma^s = \{X, Y, Z\}$, $s = x, y, z$.

Considering $\mathcal{O}(0) = X_{L/2}$, we plot $\rho(\ell, t) = \sum_{s} \rho_{\mathcal{O}(t)}(s, t)$ in Fig. 3, which is a measure for the out-of-time-ordered correlator between operators at sites $\ell$ and $L/2$ [101]. For circuits without conservation law [Figs. 3 (a),(b)], we observe a linear light cone for $\alpha = 5$, while a power-law light cone emerges for $\alpha = 2.5$, in agreement with the phase diagram in [42]. Correspondingly, we find $\rho_{\mathcal{O}(t)}(s, t)$ at $\alpha = 5$ and faster growth for smaller $\alpha$ [Fig. 3 (c)], see also [92]. In the bulk of the light cone, we observe full scrambling with $\rho(\ell, t) \to 3/4$ and $\rho_{\mathcal{O}(t)}(s, t) \to 1/3$ [insets in Fig. 3 (c)], where $\rho_{\mathcal{O}(t)}(s, t) = \sum_{s} \rho_{\mathcal{O}(t)}(s, t)$ is the Pauli-component resolved support. Speaking differently, the interior of the light cone has reached an equilibrium distribution where local $X, Y, Z$ operators are equally likely. We will discuss the dynamics of the light-cone edges further below in the context of Fig. 4.

Next, turning to U(1)-symmetric gates, the behavior of $\rho(\ell, t)$ changes drastically [Figs. 3 (d),(e)]. Namely, operator spreading is significantly slower and resembles the transport behavior of the conserved quantity [Eq. (2)], with a diffusive (superdiffusive) light cone for $\alpha = 5$ ($\alpha = 2.5$), also reflected in the growth of $\rho_{\mathcal{O}(t)}(s, t)$ [Fig. 3 (f)]. This is due to the properties of the U(1)-symmetric

**FIG. 3.** [(a),(b)] Averaged $\rho(\ell, t)$ in full Clifford circuits with $\alpha = 5$ and $\alpha = 2.5$, obtained from $\mathcal{O}(0) = X_{L/2}$ with $L = 1024$. Symbols indicate $\rho(\ell, t) = 10^{-3}$. (c) $\rho_{\mathcal{O}(t)}(s, t) = 0$ for $L = 2048$ and different $\alpha$ (see also [92]). Inset shows $\rho_{\mathcal{O}(t)}(s, t)$ for $L = 650$ and different $\alpha$. (d) $\rho_{\mathcal{O}(t)}(s, t)$ for $L = 650$. (f) $\rho_{\mathcal{O}(t)}(s, t)$ for $L = 1024$.
Clifford gates, which cause $O(t)$ to be dominated by $Z$ operators. Given the initial operator $O(0) = X_{L/2}$ with a single $X$ at $\ell = L/2$ and identity operators on all other sites, it is in fact significantly more likely that a random gate will generate more $Z$ than $X$, $Y$ operators and thereby increase the overall share of $Z$ in $O(t)$, see [92] for details. This is shown in the inset of Fig. 3 (f) for $\alpha = 5$, where we find $\rho_z(t) \propto t^{1/2}$ while $\rho_{x,y}(t) = \text{const.}$ such that $\rho_z(t)/\rho_{\text{tot}}(t) \rightarrow 1$. The inhomogeneous composition of $O(t)$ differs from the unsymmetric case where $X$, $Y$, $Z$ occur with equal probability [Fig. 3 (c)].

The large fraction of $Z$ operators behaves similarly to Fig. 2, leading to narrower light cones compared to circuits without conservation law. Furthermore, studying the bulk of the light cone, we find that $\rho(\ell, t) < 3/4$ in the U(1)-symmetric case [Fig. 3 (d), (e)]. This indicates that at least on the time scales shown here, the operator string is not fully scrambled and contains on average more identity operators than in the case without conservation law.

The operator spreading in U(1)-symmetric Clifford circuits is notably simpler compared to the Haar-random case, where the conserved charges lag behind the light-cone front which propagates quickly due to nonconserved operators [18]. While Clifford gates fail to capture this aspect of generic quantum dynamics, the simplified description is helpful to understand the constrained entanglement dynamics since the light cones in Fig. 3 upper bound the growth of $S(t)$ [14].

**Entanglement dynamics.**—Choosing $|\psi(0)\rangle = |\rightarrow\rangle^{\otimes L}$, we study $S(t) = \text{rank}(\mathcal{M}_{L/2}) - L/2$ for a half-system cut, where $\mathcal{M}_{L/2}$ denotes the stabilizer matrix of the first $L/2$ sites [14, 102, 103]. From this expression, it is clear that $S(t)$ depends on the collective dynamics of $|\psi(t)\rangle$’s stabilizers. Since $|\psi(0)\rangle$ is a superposition of all symmetry sectors, $S(t \rightarrow \infty) \approx L/2$ saturates at the same value in circuits with and without the conservation law [Figs. 4 (a), (b)]. We find it convenient to analyze the $\alpha$-dependence of $S(t)$ by extracting the saturation time $t_{\text{sat}} \propto L^{z}$ for different $L$, implying an asymptotic scaling $S(t) \propto t^{1/z}$. The obtained values of $z$ are summarized in Fig. 4 (e). In the case of U(1)-symmetric circuits, we find that the transport behavior is reflected in the entanglement dynamics and $z$ is reasonably well described by Eq. (2). In addition, while we recover $z \rightarrow 1$ in unsymmetric circuits for $\alpha \geq 3$, as expected for short-range models [14], the scaling behaviors of circuits with and without conservation law become similar for $\alpha \lesssim 2$, with all discrepancies in $z$ estimates contained within error bars.

At small $\alpha$, transport is fast enough that entanglement growth is mainly dictated by the gate range and not by the conservation law. Specifically, at $\alpha = 2$ we have $z \approx 1$ and the bound $\Lambda_N \gtrsim e^{-\gamma t^{1/z}}$ due to transport becomes comparable to the typical value $\sim e^{-\gamma t}$ expected given the ballistic $S_1(t)$ in generic circuits [37]. The behavior of the edges of the light cone can provide further quantitative insights. Specifically, we study the endpoints $\rho_{L(R)}(t)$ of a string $O(t)$, i.e., the left(right)most $\ell$ where $O_\ell(t)$ is nonidentity. Once a nontrivial part of $O(t)$ extends across the cut, entanglement may in principle increase. One might therefore expect that $\rho_{L(R)}(t)$ is more relevant for $S(t)$ than $\rho_{\text{tot}}(t)$ [Fig. 3]. As shown in Figs. 4 (c) and (d), we find that $|\rho_L(t) - \rho_R(t)|/L$ behaves very differently in symmetric and unsymmetric circuits for $\alpha = 5$, but grows with roughly comparable rate if $\alpha$ is small (see also [92]), which is consistent with the observed similar growth rate of entanglement.

We expect the relation between transport and entanglement to carry over to Rényi entropies $S_{\alpha > 1}(t)$ in generic systems with a conserved quantity, see [92] for some evidence in a long-range tilted field Ising model. Since Clifford gates form unitary 3-desigens [44, 45], they give the same “annealed” Rényi-2 entropy $S_2^{(a)} = -\log \text{tr} \rho_A^2$ as a Haar-random circuit. Although $S_2^{(a)} \leq S_2$ only lower bounds the average $S_2$, in U(1)-symmetric Haar-random circuits it displays the same $\sqrt{t}$ growth as $S_2$ [37], consistent with small sample-to-sample fluctuations of $S_2(t)$.

Let us comment on the deviations in Fig. 4 (e) from the prediction (2), most pronounced near $\alpha = 3$. Even for $L \sim 10^3$ presented here, we observe a drift of $z$ with $L$. We attempt to account for these finite-size effects by restricting the data to $L \leq L_{\text{end}}$ and extrapolating $\sqrt{z(L_{\text{end}})}$ to $1/L_{\text{end}} \rightarrow 0$. For details, including how we obtain the
error bars, see [92]. Precisely at $\alpha = 3$, transport can receive logarithmic corrections [69], which may also explain the faster entanglement growth. Repeating our analysis, but with $S(t) \sim t^{1/z}\sqrt{\log t}$, we obtain $z = 1.91(1)$ much closer to $z = 2$ [104]. The marginality at $\alpha \approx 3$ is also reflected in the development of non-Gaussian tails in both $\langle Z_2(t) \rangle$ and $\rho(t)$ [92].

Conclusion.— We have studied the interplay of transport and entanglement dynamics in long-range random Clifford circuits with U(1) symmetry. We demonstrated that the emerging transport regimes with dynamical exponent $z$ reflect themselves in the growth of entanglement as $S(t) \propto t^{1/z}$, generalizing earlier work that has focused on diffusive systems with $z = 2$ [37]. While we expect this result to hold also in more generic Haar-random circuits or chaotic quantum systems for $S_{n>1}(t)$, we here provided a simplified picture specific to the Clifford framework, where operator strings become dominated by the conserved quantity leading to narrower light cones. While transport in Clifford circuits turned out to be purely classical, their efficient simulability may suggest the study of possible connections with recent state-of-the-art methods to capture transport coefficients [10–12, 105–108], and to better understand the role of entanglement and the differences to full thermalizing quantum dynamics [109].

A promising research direction is to consider entanglement dynamics in Clifford circuits with other gate sets or conservation laws, potentially giving rise to localization [110], as well as adding measurements which can induce nonequilibrium phases in circuits with symmetry [111, 112]. Studying the impact of sporadic non-Clifford gates, acting as seeds of chaos [113], is another natural avenue. Finally, it would be interesting if the transport-dependent entanglement growth is observable in quantum-simulator experiments, where diffusion and superdiffusion can be realized [53, 114] and the Rényi-2 entropy is accessible for small systems [115, 116].
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SUPPLEMENTAL MATERIAL

Structure of the Clifford group

Let us provide additional explanations on random Clifford circuits. To begin with, we note that the Pauli group \( \mathcal{P}_L \) on \( L \) qubits is generated by \( L \)-fold tensor products of the Pauli matrices,

\[
I = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]  

(S1)

The Clifford group \( \mathcal{C}_L \) on \( L \) qubits is then defined as the group that preserves the Pauli group \( \mathcal{P}_L \) under conjugation, quotiented by \( U(1) \) to account for a global phase.

\textit{Clifford group on 2 qubits}

The two-qubit Clifford group \( \mathcal{C}_2 \) can be generated by the gates \( \{ P, H, \text{CNOT}_{0,1} \} \), where

\[
P = \begin{pmatrix} 1 & 0 \\ 0 & i \end{pmatrix}, \quad H = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \quad \text{CNOT}_{0,1} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \quad \text{CNOT}_{1,0} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \end{pmatrix}.
\]  

(S2)

For convenience we further define the composite gates \( W \) and \( V \),

\[
W = H \cdot P, \quad V = W \cdot W = H \cdot P \cdot H \cdot P.
\]  

(S3)

The two-qubit Clifford group can then be structured into different classes, characterized by their number of two-qubit gates [S1]. The first class contains solely single-qubit gates,

\[
(h_0 \otimes h_1)(v_0 \otimes v_1)(p_0 \otimes p_1), \quad \text{with } h_i \in \{ I, H \}, \quad v_i \in \{ I, V, W \} \quad \text{and} \quad p_i \in \{ I, X, Y, Z \},
\]  

(S4)

which results in \( 2^2 \times 2^2 \times 2^2 = 256 \) distinct gates. The second class requires one CNOT gate,

\[
(h_0 \otimes h_1)(v_0 \otimes v_1)\text{CNOT}_{0,1}(v'_0 \otimes v'_1)(p_0 \otimes p_1), \quad \text{with } h_i \in \{ I, H \}, \quad v_i, v'_i \in \{ I, V, W \} \quad \text{and} \quad p_i \in \{ I, X, Y, Z \},
\]  

(S5)

which contains \( 2^2 \times 2^3 \times 2^2 = 5184 \) distinct gates. The third class comprises sequences with two CNOT gates,

\[
(h_0 \otimes h_1)(v_0 \otimes v_1)\text{CNOT}_{0,1}\text{CNOT}_{1,0}(v'_0 \otimes v'_1)(p_0 \otimes p_1), \quad \text{with } h_i \in \{ I, H \}, \quad v_i, v'_i \in \{ I, V, W \} \quad \text{and} \quad p_i \in \{ I, X, Y, Z \},
\]  

(S6)

which yields \( 2^3 \times 2^3 \times 2^3 \times 2^2 = 5184 \) distinct gates. Eventually, the fourth class requires three CNOT gates,

\[
(h_0 \otimes h_1)(v_0 \otimes v_1)\text{CNOT}_{0,1}\text{CNOT}_{1,0}\text{CNOT}_{1,0}(v'_0 \otimes v'_1)(p_0 \otimes p_1), \quad \text{with } h_i \in \{ I, H \}, \quad v_i, v'_i \in \{ I, V, W \} \quad \text{and} \quad p_i \in \{ I, X, Y, Z \},
\]  

(S7)

which contains \( 2^3 \times 2^3 \times 2^3 \times 2^2 = 5184 \) distinct gates. In total, there are thus 11520 distinct 2-qubit Clifford gates.

In practice, these 11520 distinct gates can be stored in a look-up table. Every application of a two-qubit Clifford gate in the circuit then corresponds to selecting and carrying out a random element of the look-up table. Alternatively, another useful approach to randomly select an element of \( \mathcal{C}_2 \) has been presented in [S2]. In essence, it consists of generating a suitable symplectic matrix, which upon multiplication with the stabilizer tableau, implements the action of a random gate. This approach is particularly beneficial if one is interested in Clifford gates on more than two qubits since \( |\mathcal{C}_{n>2}| \) is too large to be stored in a look-up table. In this paper, we use both approaches complementarily.

\textit{2-qubit Clifford gates that conserve } \( \langle \psi(t)|Z_1 + Z_2|\psi(t)\rangle \)

In this paper, we are mainly interested in the interplay between transport and entanglement growth. To this end, we consider circuits with \( U(1) \) symmetry that conserve the total Pauli-\( Z \) component, such that magnetization exhibits hydrodynamic transport. Given the decomposition of the full two-qubit Clifford group in Eqs. \( (S4) - (S7) \), the Clifford gates that conserve magnetization can be written as follows. The first class consists of single-qubit gates,

\[
(h_0 \otimes h_1)(p_0 \otimes p_1), \quad \text{with } h_i \in \{ I, P \}, \quad \text{and} \quad p_i \in \{ I, Z \},
\]  

(S8)
and contains $2^2 \times 2^2 = 4^2 = 16$ distinct gates. The second class requires one CNOT gates,
\[(h_0 \otimes h_1)\text{CNOT}_{0,1}(I \otimes W)(p_0 \otimes p_1)\, , \quad \text{with } h_0 \in \{I, P\} \, , \, h_1, \in \{V, H\} \, , \, p_i \in \{I, Z\} \, , \quad (S9)\]
and contains $2 \times 2 \times 2^2 = 16$ distinct gates. The third class requires two CNOT gates,
\[(h_0 \otimes h_1)\text{CNOT}_{0,1}\text{CNOT}_{1,0}(I \otimes W)(p_0 \otimes p_1)\, , \quad \text{with } h_0 \in \{H, V\} \, , \, h_1 \in \{I, P\} \, , \, p_i \in \{I, Z\} \, , \quad (S10)\]
and contains $2 \times 2 \times 2^2 = 16$ gates. Finally, the fourth class requires three CNOT gates,
\[(h_0 \otimes h_1)\text{CNOT}_{0,1}\text{CNOT}_{1,0}\text{CNOT}_{1,0}(p_0 \otimes p_1)\, , \quad \text{with } h_i \in \{I, P\} \, , \, p_i \in \{I, Z\} \, , \quad (S11)\]
and contains $2^2 \times 2^2 = 16$ gates. Thus, there are 64 distinct 2-qubit Clifford gates which conserve the magnetization $\langle \psi(t) | Z_1 + Z_2 | \psi(t) \rangle$. We note that this is distinctly smaller than the size of the full two-qubit Clifford group, 64 $\ll | \mathcal{C}_2 | = 11520$. Moreover, regarding the production of entanglement, let us note that in the full two-qubit Clifford group only 576 gates are separable [Eq. (S4)], which corresponds to a fraction of 576/11520 = 0.05. In contrast, in the case of gates that conserve magnetization, $16/64 = 0.25$ gates are separable [Eq. (S8)]. Thus, if one considers Clifford circuits with U(1) symmetry, the application of a random gate will, on average, produce less entanglement compared to Clifford circuits without conservation law. This has the effect that, even in regimes where the dynamical critical exponent is the same for symmetric and asymmetric circuits, symmetric circuits will typically take longer (by some $O(1)$ factor) to reach the steady-state value than asymmetric circuits.

It is also instructive to study the action of the U(1)-symmetric Clifford gates in Eqs. (S8) - (S11) on Pauli operators, $U(O_1 \otimes O_2)U^\dagger$. Given two lattice sites, as well as the Pauli and identity operators in Eq. (S1), there are $2^4$ different configurations to consider. First of all, it is obvious that with probability $p = 1$,
\[I \otimes I \rightarrow I \otimes I \quad (p = 1) \, , \quad (S12)\]
\[\text{i.e., given identity operators on both lattice sites, this configuration remains unchanged for all 64 possible U(1)-symmetric Clifford gates. This result naturally holds for Clifford gates without conservation law as well. Crucially, for other nontrivial initial operator configurations, the effect of the U(1) conservation law becomes apparent. In particular, we have,}
\[\begin{pmatrix} Z \otimes 1 \\ 1 \otimes Z \end{pmatrix} \rightarrow \begin{pmatrix} Z \otimes 1 & (p = 1/2) \\ 1 \otimes Z & (p = 1/2) \end{pmatrix} \, , \, Z \otimes Z \rightarrow Z \otimes Z \quad (p = 1) \, , \quad (S13)\]
\[\text{which highlights the fact that a single Z operator can perform jumps between different lattice sites, but no other operators are created in the process. As a consequence, if one starts with an isolated Z operator, the application of U(1)-symmetric Clifford gates will lead to a random-walk of the Z operator, but the operator string will remain of length one throughout the entire circuits.}
\[\text{In contrast, if the initial configuration contains solely X or Y operators, the U(1)-symmetric Clifford gates cannot produce new Z operators,}
\[X \otimes X \quad Y \otimes Y \quad X \otimes Y \quad Y \otimes X \rightarrow \begin{pmatrix} X \otimes X & (p = 1/4) \\ Y \otimes Y & (p = 1/4) \\ X \otimes Y & (p = 1/4) \\ Y \otimes X & (p = 1/4) \end{pmatrix} \, , \quad (S14)\]
\[\text{Finally, the remaining 8 configurations transform according to,}
\[X \otimes \mathbb{I} \quad \mathbb{I} \otimes X \quad Y \otimes \mathbb{I} \quad \mathbb{I} \otimes Y \quad X \otimes Z \quad Z \otimes X \quad Y \otimes Z \quad Z \otimes Y \rightarrow \begin{pmatrix} X \otimes \mathbb{I} & (p = 1/8) \\ 1 \otimes X & (p = 1/8) \\ Y \otimes \mathbb{I} & (p = 1/8) \\ 1 \otimes Y & (p = 1/8) \\ X \otimes Z & (p = 1/8) \\ Z \otimes X & (p = 1/8) \\ Y \otimes Z & (p = 1/8) \\ Z \otimes Y & (p = 1/8) \end{pmatrix} \, . \quad (S15)\]
These update rules for two-site Pauli operators under the action of U(1)-symmetric Clifford gates also allows an understanding of our finding in the context of Figs. 3 (d)-(f). In particular, starting with an isolated X operator, with probability $p = 4 \times 1/8 = 1/2$, a Z operator is created by the first Clifford gate acting on $X \otimes I$. Since this Z operator remains conserved when a gate acts on $Z \otimes I$ [cf. Eq. (S13)], and since the initial operator string contains many I operators, it is highly probable that more Z operators are created due to Eq. (S15) and these Z operators then dominate the spreading of the light cone.

Additional data on hydrodynamics and operator spreading in long-range $1d$ Clifford circuits

Transport properties

In addition to the data presented in Fig. 2 in the main text, we provide further numerical results on transport in long-range Clifford circuits in Fig. S1. We emphasize that this data can be understood as resulting from the time evolution of an initial state of the form $|\psi(0)\rangle = |\uparrow\rangle^\otimes L/2-1 |\uparrow\rangle |\rightarrow\rangle^\otimes L/2$. However, due to the particular nature of U(1)-symmetric Clifford gates, i.e., the fact that the stabilizer $\mathcal{O}_I = Z_{L/2}$ will remain of length one throughout the entire circuit, it is in fact not necessary to study $|\psi(t)\rangle$, but just to keep track of the random walk $UZ_t U^\dagger$ of the isolated Z operator. Averaging over many random circuit realizations yields the expectation value $\langle Z_t(t) \rangle$.

In Fig. S1 (a)-(e), the rescaled expectation value $\langle Z_t(t) \rangle^{1/z}$ is plotted versus $(\ell - L/2)/t^{1/z}$ for fixed times $t$ and different values of $\alpha$. Generally, we find a convincing agreement with the theoretical Lévy-flight prediction [Eq. (2) in main text]. In particular, we observe approximate Gaussian profiles for $\alpha > 3$ that collapse for the diffusive value $z = 2$. Moreover, for $1 < \alpha < 3$, the profile becomes non-Gaussian with a pronounced peak at $\ell = L/2$ and collapses for $z = \alpha - 1$.

Let us now comment on $\alpha = 3$ [Fig. S1 (c)]. In contrast to the prediction of $z = 2$, we find that the numerically obtained value $z \approx 1.85$ yields a much more convincing data collapse. These discrepancies might be due to finite-size and finite-time effects, which we expect to be most pronounced at the phase boundary. Furthermore, while the bulk of $\langle Z_t(t) \rangle$ is well described by a Gaussian, consistent with the emergence of diffusive transport for $\alpha \geq 3$, we observe that $\langle Z_t(t) \rangle$ exhibits heavy non-Gaussian tails decaying as $\propto \ell^{-4}$, which are well-known to occur for Lévy flights [S5]. It would be interesting to understand in more detail the potential impact of such tails on the dynamics of entanglement $S(t)$ discussed in Fig. 4. In particular, as shown in Fig. S2, the operator spreading quantified by $\rho(\ell, t)$ likewise develops such non-Gaussian tails. Let us note that for larger values of $\alpha$, such as $\alpha = 5$ considered in Fig. 2 (c) in the main text, the density distribution is well described by a Gaussian without heavy tails (at least within the limitations set by the statistical fluctuations).
Eventually, in Fig. S1 (f), we show \( \langle Z(t) \rangle \) obtained in highly non-local circuits with \( \alpha = 0.5 \). Consistent with the absence of a hydrodynamic tail of \( \langle Z_L(t) \rangle \), cf. Fig. 2 (c), we find that the single \( Z \) excitation spreads over the entire system within a few time steps, resulting in a flat distribution.

**Operator spreading**

To proceed, we also provide additional data on the operator spreading \( UX_{L/2}d^\dagger \) of an initially isolated \( X \) operator, analogous to Fig. 3 of the main text. In Fig. S2 (a) and (b), we focus on \( \alpha = 3 \) and show cuts of \( \rho(\ell, t) \) (see definition in main text) at fixed times for Clifford circuits without conservation law as well as circuits with \( U(1) \)-symmetric gates. In the former case [Fig. S2 (a)], we find that \( \rho(\ell, t) \) approximately collapses for \( z = 1 \). Moreover, for the longest time \( t = 100 \) shown here, \( \rho(\ell, t) \) exhibits a flat plateau around \( \ell = L/2 \) at the saturation value \( \rho(\ell, t) = 0.75 \), which indicates full scrambling within this area. In the latter case [Fig. S2 (b)], we find that \( \rho(\ell, t) \) is similar to the density profiles \( \langle Z(t) \rangle \) in Fig. S1 (c), with a Gaussian shape in the bulk and additional heavy tails. Moreover, as in Fig. S1 (c), we find a data collapse for \( z \approx 1.85 \). As discussed in the main text, this similarity of \( \langle Z(t) \rangle \) and \( \rho(\ell, t) \) is expected in \( U(1) \)-symmetric circuits since \( \mathcal{O}(t) \) will quickly be dominated by \( Z \) operators such that the operator spreading will be impacted by the hydrodynamic behavior of the conserved quantity. Moreover, we note that the value of \( z \approx 1.85 \) seems consistent with the growth of entanglement discussed in Fig. 4, where we found deviations from the theoretically expected \( z = 2 \) at \( \alpha = 3 \). We here leave it to future work to study finite-size and finite-time effects in more details (but see Figs. S5 and S6) and to analyze the potential impacts of the non-Gaussian tails on \( S(t) \).

While the operator string \( \mathcal{O}(t) \) will quickly be dominated by \( Z \) operators in the case of \( U(1) \)-symmetric Clifford gates, it is interesting to study how \( X \) and \( Y \) operators spread within \( \mathcal{O}(t) \). Even though their overall weight decays as \( \propto \ell^{-1/z} \) [see inset in Fig. 3 (f) in the main text] their dynamics might differ from the hydrodynamic behavior of the \( Z \) operators. To this end, we analyze in Fig. S3 (c) the spreading of \( X \) and \( Y \) operators in terms of the quantity,

\[
\rho_{x,y}(\ell, t) = \sum_{\sigma = x,y} \rho_{\sigma}(\ell, t) = \sum_{\sigma = x,y} \text{tr}[\mathcal{O}_\ell(t) \Sigma^\sigma]/2 ,
\]

where, in contrast to \( \rho(\ell, t) \), the sum now runs only over \( X \) and \( Y \) operators. [As already stated in the main text, \( \mathcal{O}_\ell(t) \) denotes the local Pauli or identity matrix at the \( \ell \)th position of the operator string and \( \Sigma^{x,y,z} = \{ X, Y, Z \} \). Given the orthogonality of Pauli matrices, we have \( \text{tr}(\mathcal{O}_\ell(t) \Sigma^\sigma)/2 = \delta_{\mathcal{O}_\ell(t), \Sigma^\sigma} \).] Focusing on \( \alpha = 5 \), we find in Fig. S3 (c) that \( \rho_{x,y}(\ell, t) \) spreads diffusively and is qualitatively very similar to our results for \( \rho(\ell, t) \) in \( U(1) \)-symmetric circuits in the main text. This is highlighted by comparing to Fig. S3 (b), where we show \( \rho(\ell, t) \) (i.e., including \( Z \) operators) for the same system size \( L = 128 \). Thus, it appears that not only is the overall number of \( X \) and \( Y \) operators reduced [cf. Fig. 3 (f)], but the spreading of \( X \) and \( Y \) operators is also affected by the presence of the conservation law. This fact is further emphasized by comparing the results for \( \rho_{x,y}(\ell, t) \) in Fig. S3 (c) to the case of full Clifford circuits without conservation law in Fig. S3 (a) (here \( \rho(\ell, t) \) and \( \rho_{x,y}(\ell, t) \) are equivalent as no operator is favored), where the spreading is ballistic. Let us note that this slow spreading of \( X \) and \( Y \) operators in \( U(1) \)-symmetric Clifford circuits shown in Fig. S3 (c) appears to differ to more generic Haar-random circuits with conservation law, where conserved operators
yield a slow hydrodynamic bulk that lags behind the significantly faster spreading front dominated by nonconserved operators \[S3\].

Let us now provide some additional analysis regarding the dynamics of the total support \(\rho_{\text{tot}}(t)\), already considered in Figs. 3 (c) and (f) in the main text. In particular, in Figs. S4 (a) and (b), we show \(\rho_{\text{tot}}(t)\) for different values of \(\alpha\) in circuits without and with conservation law and two system sizes \(L = 1024, 2048\). Comparing the curves for different \(L\), we find that especially for larger values of \(\alpha\), finite-size effects are well-controlled on the time scales shown here. To study the growth of \(\rho_{\text{tot}}(t)\) in more detail, Figs. S4 (c) and (d) show its logarithmic derivative. While for large \(\alpha = 5\) we recover ballistic behavior \((d \log \rho_{\text{tot}}(t)/dt \rightarrow 1)\) in the unsymmetric case and diffusive growth \((d \log \rho_{\text{tot}}(t)/dt \rightarrow 0.5)\) in U(1)-symmetric circuits, we find that the two gate sets behave drastically different at lower \(\alpha\). Specifically, for unsymmetric circuits with \(\alpha \lesssim 2\) we are unable to find an extended window with constant \(d \log \rho_{\text{tot}}(t)/dt\), indicating that \(\rho_{\text{tot}}(t)\) is not described by a power law anymore. While this seems consistent with the phase diagram for long-range systems obtained in \[S4\], where it was argued that the nature of operator spreading changes for \(\alpha \lesssim 2\), we cannot exclude the impact of finite-size/finite-time effects which are clearly more pronounced for smaller \(\alpha\). Interestingly, in contrast to full Clifford evolution, we find that the growth of \(\rho_{\text{tot}}(t)\) in U(1)-symmetric circuits appears to be described by a power law for all values of \(\alpha\) shown here, with approximately constant \(d \log \rho_{\text{tot}}(t)/dt\) over an extended time window [Fig. S4 (d)]. Surprisingly, however, we find that the growth of \(\rho_{\text{tot}}(t)\) never exceeds ballistic \(\propto t\) behavior even for small \(\alpha\), which is somewhat unexpected as the dynamical transport exponent \(z\) continues to decrease for \(\alpha < 2\), cf. Fig. 1 (b) in the main text.

In addition to the total support \(\rho_{\text{tot}}(t)\) of \(\mathcal{O}(t)\), it is instructive to study the left and right endpoints \(\rho_L(t), \rho_R(t)\) of the operator string, see also Fig. 4 in the main text,

\[
\rho_L(t) = \min\{\ell \mid \text{tr}[\mathcal{O}_t(\Sigma^{x,y,z})] \neq 0\}, \quad \rho_R(t) = \max\{\ell \mid \text{tr}[\mathcal{O}_t(\Sigma^{x,y,z})] \neq 0\},
\]

which are defined as the smallest and largest lattice site \(\ell\), for which \(\mathcal{O}(t)\) is a non-identity Pauli matrix. For the initial condition \(\mathcal{O}(0) = X_{L/2}\), we obviously have \(\rho_L(t) = \rho_R(t) = L/2\). For \(t > 0\), the difference \(|\rho_L(t) - \rho_R(t)|\) is expected to grow. In Figs. S4 (e) and (f), \(|\rho_L(t) - \rho_R(t)|/L\) is shown for circuits without and with conservation law and different values of \(\alpha\). While for \(\alpha = 5\) we recover ballistic \(\propto t\) or diffusive \(\propto t^{1/2}\) behavior respectively, the growth of \(|\rho_L(t) - \rho_R(t)|\) appears to become more and more similar for smaller \(\alpha\). Specifically, considering \(\alpha = 1.5\), we approximately find \(|\rho_L(t) - \rho_R(t)| \propto t^{1.5}\) for unsymmetric circuits, while \(|\rho_L(t) - \rho_R(t)| \propto t^{1.3}\) for circuits with U(1) symmetry. While we should note that it is rather tricky to fit a power law given the short time scales for such small \(\alpha\), the overall behavior in Figs. S4 (e) and (f) appears at least consistent with our observation that entanglement dynamics \(S(t)\) becomes almost unaffected by the presence of a conservation law once \(\alpha\) is sufficiently small, cf. Fig. 4 in the main text.

Comparing the data of \(\rho_{\text{tot}}(t)\) in Figs. S4 (a) and (b) with the results for \(|\rho_L(t) - \rho_R(t)|\) in Figs. S4 (e) and (f), we conclude that although the shape of the light cones may become similar for circuits with and without conservation law if \(\alpha\) is small, the interior of the light cone behaves notably different. In particular, the comparatively slower growth of \(\rho_{\text{tot}}(t)\) in U(1)-symmetric circuits suggests that the operator string \(\mathcal{O}(t)\) still contains a larger fraction of identity operators [and as we discussed in Fig. 3 (f), many more \(Z\) operators than \(X\) and \(Y\)], whereas in circuits without conservation law one quickly approaches the equilibrium distribution where \(X, Y, Z\), and identity operators all occur.
Finite-size scaling of the dynamical exponent $z$

In this section we explain the procedure we use for estimating the magnitude of finite-size effects in our estimates of the dynamical critical exponent $z$ from the entanglement data. This is necessitated by the fact that we observe fairly significant drifts with system size in our estimates of $z$, even at the large systems sizes $L \sim 10^3$ accessible with Clifford circuits. In passing, we note that it may be the case that Clifford circuits exhibit larger finite-size effects than less structured models, such as Haar-random circuits. It would be interesting to understand better whether the much larger system sizes accessible with Clifford circuits compensate for any larger propensity for significant finite-size effects.

To extract $z$ from the entanglement growth, first for each system size $L$ we calculate the ‘saturation time’ $t_{\text{sat}}$, which for practical purposes we define to be the smallest time at which $S_{L/2}(t)$ is within 1% of its steady-state value. Assuming the entanglement growth is dominated by the asymptotic scaling $S(t) \sim t^{1/z}$—which empirically is what we observe—and using the fact that the steady-state entanglement is $\mathcal{O}(L)$, the saturation time should scale as $t_{\text{sat}} \sim L^z$. Thus for a given set of system sizes $\{L_i\}$, we can estimate $z$ using a linear fit of $\log t_{\text{sat}}$ vs $\log L$.

To account for finite-size effects, we artificially restrict the dataset we use for this fit to system sizes $L \leq L_{\text{end}}$ for some maximum $L_{\text{end}}$, obtaining a corresponding estimate $z(L_{\text{end}})$. We then vary $L_{\text{end}}$ from $L_{\text{end}} = 128$ to the largest system size available, typically $L_{\text{end}} = 1024$ or 2048 depending on the value of $\alpha$.

Having obtained a range of estimates $\{z(L_{\text{end}})\}$ for different values of $L_{\text{end}}$, we perform an initial fit of these estimates to a power-law, $z(L_{\text{end}}) = b(x_0 + 1/L_{\text{end}})^{-\alpha}$. In principle this initial fit can be used to perform the extrapolation of $z$ as $1/L_{\text{end}} \rightarrow 0$. However, this may give undue weight to this particular power-law fit, since the extrapolated value at 0 can depend somewhat sensitively on the parameters of the fit. To account for this, we perform a form of ‘least squares Monte Carlo’, over a parameter space centered around the parameters obtained from the initial fit. We randomly draw a set of parameters $\rho = (a, b, x_0)$ with probability proportional to the inverse square of the least squares cost function $\epsilon(\rho) = \sum_i (y_i - b(x_i + x_0)^{-\alpha})^2$, where $y_i(x_i) = b(x_0 + x_i)^{-\alpha}$, and the data $(x_i, y_i, \sigma_i)$ are the values of $1/L_{\text{end}}$, the corresponding estimates $z(L_{\text{end}})$, and their errors. For each set of parameters $\rho$ we obtain an estimate of the extrapolated value at $1/L_{\text{end}} = 0$. To get our final estimate of $z$, we draw $10^5$ Monte Carlo samples, and take the
FIG. S5. Extrapolation procedure for the dynamical critical exponent $z$ in U(1)-symmetric Clifford circuits, for different values of $\alpha$. Data points come from estimates using a linear fit of $\log t_{sat}$ vs $\log L$, while the black line is the median fit from the ‘least squares Monte Carlo’ procedure described in the main text, and the shaded blue area is the corresponding 95\% confidence interval. In most cases the trend as $1/L_{end} \to 0$ is for the $z$ estimate to increase, except at $\alpha = 1$, where the estimate decreases towards zero, and $\alpha = 0.5$, where the estimate remains very close to zero.

FIG. S6. Extrapolation procedure for the dynamical critical exponent $z$ in asymmetric Clifford circuits, for different values of $\alpha$. Data points come from estimates using a linear fit of $\log t_{sat}$ vs $\log L$, while the black line is the median fit from the ‘least squares Monte Carlo’ procedure described in the main text, and the shaded blue area is the corresponding 95\% confidence interval. The lower and upper error bars are given by the values of $z$ at which 2.5\% and 97.5\% respectively of the extrapolated values are below these thresholds.

These extrapolation procedures are shown in Figs. S5 and S6 for U(1)-symmetric and asymmetric Clifford circuits respectively. In most cases the trend as $1/L_{end} \to 0$ is for the $z$ estimate to increase, except for U(1)-symmetric circuits at $\alpha = 1$, where the estimate decreases towards zero, and for the same circuits at $\alpha = 0.5$, where the estimate remains very close to zero. We note that the uncertainty in the estimate seems to be larger around $\alpha \approx 3$, where the transition occurs from short- to long-range behavior. As discussed in the main text, this may be related to the fact that both $\langle Z_{\ell}(t) \rangle$ and $\rho(\ell, t)$ develop heavy non-Gaussian tails at $\alpha \approx 3$ (see Fig. S1). We defer further investigation of this relationship to future work.
Comparison between long-ranged circuits and circuits with nearest-neighbor gates

For sufficiently large $\alpha$, the properties of circuits with long-range interactions approach those of strictly local circuits. This fact is demonstrated in Fig. S7, where we compare transport and entanglement growth in long-range circuits with $\alpha = 5$ and circuits with nearest-neighbor gates. As shown in Fig. S7 (a), the spin excitation $\langle Z_{L/2}(t) \rangle$ decays diffusively $\propto t^{-1/2}$ for both circuit variants and the data for the two different circuits agree very well with each other. Likewise, the entanglement production in long-range circuits with $\alpha = 5$ is essentially equivalent to that in local circuits. In particular, we find that $S(t)$ growth diffusively $\propto t^{1/2}$ at long times for circuits with U(1) conservation law, and linearly $\propto t$ for circuits without charge conservation.

Comparison between random Clifford circuits and Haar-random circuits

Let us briefly compare entanglement dynamics in Clifford circuits to the case of Haar-random circuits. Such a comparison is shown in Fig. S8 (a) for circuits without conservation law and in Fig. S8 (b) for circuits with U(1)-symmetric gates. We here focus on $\alpha = 2$ and $\alpha = 5$ and show data for three different systems sizes $L = 14, 16, 18$ (note that in contrast to Clifford circuits, the simulation of Haar-random circuits is exponentially costly in $L$). While for Clifford circuits all Rényi entropies are equivalent, we show $S_2(t)$ in the case of Haar-random gates.

On one hand, for the case without conservation law, we find that the entanglement dynamics is very similar for Clifford and Haar-random circuits, which emphasizes the fact that random Clifford circuits form unitary 2-designs and can imitate the properties of more generic types of unitary evolution. On the other hand, in the U(1)-symmetric case, we find that the dynamics of $S(t)$ is again qualitatively similar in Clifford and Haar-random circuits, but $S(t)$ appears to saturate slightly faster towards its steady-state value for Haar-random gates. As already discussed in the context of Eqs. (S8)-(S11), we attribute this difference to the fact that the set of U(1)-symmetric Clifford gates contains a comparatively high percentage of separable gates that generate no entanglement. We expect, however, that this will not change the dynamical critical exponent $z$, but only affect the coefficient of the $S(t) \propto t^{1/2}$ scaling. In particular, in the thermodynamic limit $L \rightarrow \infty$, we expect that the dynamics of $S(t)$ in U(1)-symmetric Clifford circuits at finite times is representative of the dynamics of higher Rényi entropies $S_{n>1}(t)$ in more generic quantum many-body systems.

Entanglement dynamics in long-range quantum many-body systems

To further support the generality of our conclusions of Fig. 4 in the main text, let us now consider an actual chaotic quantum many-body system. Specifically, we show in Fig. S9 the growth of the Rényi-$\infty$ entropy $S_{\infty}(t)$ of the long-range tilted field Ising model [S6, S7], with

$$H = \sum_{i<j} \frac{J}{|i-j|^\alpha} Z_i Z_j + \sum_{i} h_z Z_i + h_x X_i - J(Z_1 + Z_L),$$

(S18)

FIG. S7. (a) $\langle Z_{L/2}(t) \rangle$ for long-range circuits with $\alpha = 5$ and circuits with nearest-neighbor (NN) gates, obtained analogous to Fig. 2 in the main text. (b) Corresponding entanglement growth in circuits with U(1) conservation law (solid curves), resulting from the initial state $|\rightarrow\rangle^\otimes L$. As a comparison, we also show $S(t)$ for circuits without conservation law (dashed curves). In all cases, we have $L = 512$ and periodic boundary conditions.
where $\alpha' = \alpha/2$ to allow comparison with the random circuits [S4, S8], and we set $J = 1, h_z = 0.8090, h_x = 0.9045$. Although the results are limited by small system sizes ($L = 22$), the overall behavior is similar to the Clifford circuits: for $\alpha = 5$ there is a crossover from $t$ to $\sqrt{t}$ growth at long times, while for $\alpha = 2$ the growth remains $\propto t$ before saturating, consistent with Eq. (2) in the main text. This suggests that our findings for Clifford circuits can carry over to chaotic many-body quantum systems with long-range interactions. Furthermore, the data in Fig. S9 demonstrates that constrained entanglement growth occurs not only for models with charge conservation (such as in the main text), but applies also more generally for other conservation laws [S6]. In fact, the Ising model in Eq. (S18) does not conserve the total magnetization, but only has total energy as a conserved quantity and exhibits diffusive energy transport in the short-range limit [S7].

**Two-dimensional circuits**

Given the efficient simulability of Clifford circuits, we are able to study transport and entanglement growth also in two-dimensional long-range quantum systems, which would otherwise be challenging even for state-of-the-art numerical techniques. We consider circuits with square geometry and total qubit number $L^2 = L \times L$. Similar to the 1d case discussed in the main text, a single time step is defined as the application of $L^2$ random two-qubit gates of range $r$, drawn according to the probability distribution $P(r) \propto r^{-\alpha}$. Specifically, for two qubits at positions $(x_1, y_1)$ and $(x_2, y_2)$, we define $r$ as

$$r = |x_1 - x_2| + |y_1 - y_2|.$$  

(S19)

Analogous to our analysis in Fig. 2, we study transport by considering the U(1)-symmetric Clifford evolution of an isolated $Z$ operator initially defined at the central site of the 2d lattice, $U_{\mathcal{L} \times \mathcal{L}} Z_{r \times r} U_{\mathcal{L} \times \mathcal{L}}$. Crucially, the picture of long-range random walks of the single $Z$ operator discussed in the main text generalizes directly to higher-dimensional lattices, i.e., for a single circuit realization the operator will always remain of length one. For the circuit-averaged dynamics of the $Z$ excitation, the U(1) conservation law then leads to a power-law decay, $\langle Z_{\mathcal{L} \times \mathcal{L}} (t) \rangle \propto t^{-d/2}$, which reflects the different $\alpha$-dependent hydrodynamic regimes. In particular, based on the prediction from Lévy flights (see [S5]), we expect diffusion ($z = 2$) for $\alpha \geq d + 2$, while $z = \alpha - d$ for $d < \alpha \leq d + 2$, and a breakdown of hydrodynamics for $\alpha < d$. For $d = 2$, this yields

$$z = \begin{cases} 2, & \alpha \geq 4 \\ \alpha - 2, & 2 < \alpha \leq 4 \end{cases}.$$  

(S20)

Let us emphasize again that for Hamiltonian systems with coupling constant $J \propto r^{-\alpha'}$, these bounds have to be rescaled according to $\alpha = 2\alpha'$ [S4, S5]. Focusing on $\alpha = 6, 3.5, 3$, Fig. S10 (a) unveils a convincing agreement of our numerics with Eq. (S20), where we consider $\langle Z_{\mathcal{L} \times \mathcal{L}} (t) \rangle$ in circuits of size $40 \times 40$. Note that for smaller $\alpha$, the analysis becomes more difficult due to finite-size effects.

We now turn to entanglement dynamics in 2d circuits. To this end, we consider circuits with periodic boundary conditions and calculate $S(t)$ for a half-system bipartition. In Figs. S10 (b) and (c), we show $S(t)$ for circuits without

![FIG. S8. Entanglement $S(t)$ for $\alpha = 2$ and $\alpha = 5$ in circuits (a) without conservation law and (b) with U(1)-symmetric gates. We compare the case of random Clifford circuits (symbols) to circuits where the two-site gates are randomly drawn according to the Haar measure (curves). Data is shown for circuits with $L = 14, 16, 18$ and periodic boundaries. While for Clifford circuits all Rényi entropies are equivalent, we show $S_2(t)$ for Haar-random circuits.](image-url)
The deviation from the diffusive value may be due to finite-size effects \[ S^9 \], and we note that similar deviations also with periodic boundaries. \( \alpha \) is indicated next to the data. For \( \alpha = 6 \), we recover the expected linear growth of \( S(t) \) with \( z \approx 1 \). In contrast, for U(1)-symmetric circuits, we find a substantially larger value \( z \approx 1.79 \), which is however smaller than the conjectured value \( z = 2 \). The deviation from the diffusive value may be due to finite-size effects \[ S^9 \], and we note that similar deviations also occurred in 1d circuits discussed in Fig. 4. Interestingly, for \( \alpha = 3 \), we find that the scaling of \( t_{sat} \) becomes again rather similar for both circuit variants. Analogous to our discussion of 1d circuits in the main text, this finding can be understood due to the fact that transport becomes sufficiently fast for \( \alpha \leq 3 \) in 2d, such that the presence of the hydrodynamic mode becomes less and less relevant.
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FIG. S9. \( S_{\infty}(t) \) for different \( \alpha \) in the long-range tilted field Ising model with \( L = 22 \), showing similar behavior to the Clifford circuits. The results are averaged over initial product states, but sample-to-sample fluctuations are small.

conservation law as well as for U(1)-symmetric Clifford circuits, where we again focus on \( \alpha = 6, 3, 5, 3 \). As expected, the growth of \( S(t) \) is notably slower in U(1)-symmetric circuits due to the constraint imposed by the conservation law. However, as was already discussed in Ref. \[ S9 \], we find that it is actually rather difficult to observe the conjectured asymptotic scaling \( S(t) \propto t^{1/z} \). Therefore, we here proceed analogous to our analysis in the context of Fig. 4 and extract the saturation time \( t_{sat} \) of \( S(t) \) for circuit sizes ranging from \( 50 \times 50 \) to \( 90 \times 90 \), see Figs. S10 (d) and (e). [See labels next to the data in Figs. S10 (d) and (e) for the obtained values of \( z \).] In particular, for circuits without conservation law and \( \alpha = 6 \), we recover the expected linear growth of \( S(t) \) with \( z \approx 1 \). In contrast, for U(1)-symmetric circuits, we find a substantially larger value \( z \approx 1.79 \), which is however smaller than the conjectured value \( z = 2 \).

FIG. S10. Transport and entanglement growth in 2d lattices. (a) \( \langle Z_4(t) \rangle \) for different \( \alpha \) and \( L = 40 \). Dashed lines indicate power-laws \( \propto t^{-d/(\alpha-d)} \). (b) \( S(t) \) for a half system bipartition under full Clifford evolution with \( \alpha = 6, 3, 5, 3 \) in \( 90 \times 90 \) lattice with periodic boundaries. (c) Analogous to (b), but now for Clifford circuits with U(1) conservation law. (d),(e) Saturation time \( t_{sat} \) of \( S(t) \) versus \( L \in [50, 90] \) for full and U(1)-symmetric circuits. The exponent \( z \) of the fitted power-law scaling \( t_{sat} \propto L^z \) is indicated next to the data. For \( \alpha \lesssim 3 \), the scaling in circuits with and without conservation law is found to become similar.
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