A Strategy Optimized Pix2pix Approach for SAR-to-Optical Image Translation Task
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Abstract

This technical report summarizes the analysis and approach on the image-to-image translation task in the Multimodal Learning for Earth and Environment Challenge (MultiEarth 2022). In terms of strategy optimization, cloud classification is utilized to filter optical images with dense cloud coverage to aid the supervised learning alike approach. The commonly used pix2pix framework with a few optimizations is applied to build the model. A weighted combination of mean squared error and mean absolute error is incorporated in the loss function. As for evaluation, peak to signal ratio and structural similarity were both considered in our preliminary analysis. Lastly, our method achieved the second place with a final error score of 0.0412. The results indicate great potential towards SAR-to-optical translation in remote sensing tasks, specifically for the support of long-term environmental monitoring and protection.

1. Introduction

Satellite remote sensing data has been widely used in various domains including urban management, agriculture, climate change, environmental monitoring [1, 4], etc. The recent advances in generation, enhancement and interpretation of RS imagery have helped gaining attentions of the machine learning community. On the other hand, the mass amount of available data collected from various sensors also poses challenges. For instance, Synthetic aperture radar (SAR) data is obtained through actively illuminating the ground with radio waves rather than utilizing reflectance values as with optical images, which is insensitive to lighting and weather conditions [5].

For instance, in the Multimodal Learning for Earth and Environment Challenge (MultiEarth 2022), a key component of this event is monitoring the Amazon rainforest regardless of weather and lighting conditions by utilizing a time series of multispectral and SAR images [3]. The data set covers Sentinel-1 synthetic aperture radar data, Sentinel-2 multispectral data, Landsat-5/8 multispectral data, etc. Such a multimodal data set offers new opportunities for a variety of applications as well as posing new challenges.

The goal of image-to-image translation task is to predict a set of possible cloud-free corresponding optical images given an input SAR image. Since rainy weather occurs to the Amazon rainforest for most of an entire year, continuous monitoring by optical imagery is extremely difficult. SAR has the advantage of invariance to weather and lighting conditions. Thus, the application of SAR-to-optical image translation are important topics when it comes to SAR interpretation.

The image-to-image translation task is essentially transforming one kind of representation of a scenario into another. In recent years, some studies have utilized deep learning models on this task. Existing studies include pix2pix based on conditional generative adversarial networks (cGAN) [2, 6], cycle-consistent GAN (cycleGAN) [7, 8], etc. Despite the downside of high computation cost, cGAN can reduce the speckle effect and produce relatively smooth textures. As for cycleGAN, it is more likely to generate hallucinations and d4eflected spatial accuracy compared with cGANs.

1.1. Methodology

1.2. Data preparation

To fill the gaps in optical images and obtain interpretation, the goal is that the resultant optical images should also be free of dense cloud coverage. In our preliminary analysis, we used a simple VGG classification model to select...
data without presence of dense cloud. For instance, Fig. 1 demonstrates the outcome of the data selection results. In addition, in our data_loader module, pixel values are preprocessed by normalizing to $[-1, 1]$.

1.3. Model architecture

Based on encoder-decoder framework, we utilize a classical pix2pix architecture where the generator follows a U-net design and Convolutional Neural Networks (CNN) discriminator, as shown in Fig. 2 and Fig. 3. Using paired images as input, this modeling framework resembles a supervised learning task. Note that the data preparation described in the previous section helps guarantee that the objective image is not impacted by dense cloud.

The most commonly used pix2pix model incorporates two loss functions for training, conditional adversarial loss $L_{cGAN}$ and $L_{L1}$ which uses $L1$ norm to estimate difference with the target. This loss function considers both speckling effect and artifacts of the generated images.

We also restricted the discriminator by performing backpropagation calculation every other training epoch to avoid an overpowered discriminator and slow convergence for the generator. As for the loss function design, a weighted combination of mean squared error (MSE) and mean absolute error (MAE) is used in this model.

1.4. Evaluation metric

Performance is evaluated based on error score [3]:

$$\sum_j \min_i \| f(x)_i - y_j \|$$  \hspace{1cm} (1)

where $f(x)_i$ is a set of generated output images and $y_i$ is the corresponding optical image ground truth. That is, for each
2. Analysis Results

In our preliminary experiment, we trained the model with uint16 and uint8 images, respectively. The results are shown in Fig. 4 and Fig. 5. It revealed that textual information and spatial information were better preserved. In addition, Peak signal to noise ratio (PSNR) and structural similarity (SSIM) were both calculated between the generated image and ground truth.

PSNR, peak signal to noise ratio is a commonly used metric to define the similarity between two images. It is calculated using the MSE of the pixels and the maximum possible pixel value (MAX) as follows:

$$PSNR = 10 \cdot \log \left( \frac{MAX^2}{MSE} \right)$$  

SSIM, the structural similarity index (SSIM) is developed in order to take luminance, contrast and structure of both images into account. It is calculated on various windows of an image. The measure between two windows $x$ and $y$ of common size $N$ is:

$$SSIM(x, y) = \frac{(2\mu_x\mu_y + c_1)(2\sigma_{xy} + c_2)}{(\mu_x^2 + \mu_y^2 + c_1)(\sigma_x^2 + \sigma_y^2 + c_2)}$$  

The uint16 experiment achieved average PSNR 20.734 and SSIM 0.735, while the uint8 experiment achieved average PSNR 21.551 and SSIM 0.763.

Lastly, Fig. 6 demonstrates a sample from our final submission. Besides, the final submission achieved PSNR value 22.527 and SSIM 0.732. Besides, we found that implementing cumulative count cut processing was more efficient in producing more accurate output images and enhancing model convergence than optimization for uint16 input images. Due to time constraints, our final model achieved the second place with an error score of 0.0412.

3. Conclusions

This technical report summarizes our efforts on SAR-to-optical image translation task in the MultiEarth 2022 challenge. To generate accurate optical images from SAR input, we utilized cloud classification to filter cloud-dense optical images, so that the task is approached supervised-learning-like and the style of the generated images can be ensured. The deep learning model followed a general pix2pix framework and obtained a final error score of 0.0412, achieving the second place. In terms of strategy optimization, the data preprocessing proved to be beneficial to help preserve relevant features in the original data set.

Overall, despite the availability of both SAR and optical data, the image translation task still posed a big challenge for us. However, the outcome indicates great potential towards SAR-to-optical translation in remote sensing tasks, specifically for the support of long-term environmental monitoring where dense cloud coverage is often present. Due to time constraints, we did not fully explore optimizations of other alternatives such as cGAN, cycle-GAN or pix2pixHD, etc. In future work, it also will be beneficial to incorporate attention mechanism, which is gaining momentum in other domain adaptation tasks, in producing higher quality images and reduce impact of speckles.
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